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Abstract. We develop a framework to compute the redshift space power spectrum (PS), with kernels beyond Einstein-de Sitter (EdS), that can be applied to a wide variety of generalized cosmologies. We build upon a formalism that was recently employed for standard cosmology in Chen, Vlah & White (2020), and utilize an expansion of the density-weighted velocity moment generating function that explicitly separates the magnitude of the $k$-modes and their angle to the line-of-sight direction dependencies. We compute the PS for matter and biased tracers to 1-loop Perturbation Theory (PT) and show that the expansion has a correct infrared and ultraviolet behavior, free of unwanted divergences. We also add Effective Field Theory (EFT) counterterms, necessary to account for small-scale contributions to PT, and employ an IR-resummation prescription to properly model the smearing of the BAO due to large scale bulk flows within Standard-PT. To demonstrate the applicability of our formalism, we apply it on the $\Lambda$CDM and the Hu-Sawicki $f(R)$ models, and compare our numerical results against the ELEPHANT suite of $N$-body simulations, finding very good agreement up
to $k = 0.27 \text{Mpc}^{-1}h$ at $z = 0.5$ for the first three non-vanishing Legendre multipoles of the PS. To our knowledge, the model presented in this work is the most accurate theoretical EFT-PT for modified gravity to date, being the only one that accounts for beyond linear local biasing in redshift-space. Hence, we argue our RSD modeling is a promising tool to construct theoretical templates in order to test deviations from $\Lambda$CDM using real data obtained from the next stage of cosmological surveys such as DESI and LSST.
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1 Introduction

In recent years galaxy and quasar surveys such as 2dF [1], WiggleZ [2], BOSS [3], eBOSS [4] and DES [5] have been measuring statistical properties of the large scale structure of the Universe, and the future is near for more refined, Stage IV probes such as DESI [6], LSST [7], and EUCLID [8]. Certainly, the science of clustering has been boosted over the last two decades and has become essential to extract cosmological information. Two point statistics have been developed in different aspects of theory and numerical simulations, and the successful comparison of both approaches in the region of common validity is an important consistency check to ensure that we are doing well and to gain physical insight into simulation results. Once trustable simulations and mocks are at hand, one is able to compare with observations at the level of precision needed in forthcoming probes, $\sim 1\%$ or less in the two point statistics observables.
In perturbation theory (PT) we firstly lead with dark matter density fields, and through bias they connect to tracers such as galaxies. Then, redshift space distortions (RSD), originated by the underlying velocity field along the line of sight to galaxies, are used to measure galaxy clustering [9]. RSD is a solid observable to measure large scale structure, as accounted since the pioneering works of refs. [10–12] to present.

RSD maps galaxy clustering from real to redshift space, therefore, it introduces an anisotropy to the measured power spectrum (PS) and correlation function, apart from the Alcock-Paczynski anisotropic effect [13], stemming from the coordinate conversion with an incorrect fiducial cosmology. The RSD mapping is nonlinear and intricate due to cross-correlations between density and velocity fields, but with time advances have been made on its nonlinear modeling, initially carried out by [14–22]. The mapping is cumbersome also because of the Finger-of-God (FoG) feature due to the randomness of the small-scale peculiar velocity field [23]. There is a variety of RSD perturbation models developed in the literature, with the TNS model [22] arguably being one of the most popular choices. Refinements of this model have been put forward, joined by other approaches in a long list of contributions aiming at understanding different issues: the nonlinear mappings and the role of cross correlations between density and velocity fields; the treatment of possible primordial non-Gaussian initial conditions; the regularization of perturbative expansions; effective field theory (EFT) implementations; ways to maximize RSD model performance; applications to biased tracers; and to successfully test models with simulations, among other topics.

RSD measures the growth of structure and therefore can serve as a powerful probe to test gravity. In fact, different clustering measurements have hinted possible deviations from the $\Lambda$CDM model, assuming WMAP [24] and Planck baseline cosmologies [25–27]. Though deviations are mild and tensions can, in some cases, be attributed to differences in the determination of the clustering amplitude ($\sigma_8$) between clustering and Planck data, one is motivated to test other gravity models, beyond General Relativity (GR), that at the same time can account for the accelerated expansion of the Universe, whose theoretical origin is still unknown. This is why modified gravity (MG) models could be interesting, among other reasons.

Many studies in MG are based on the linear aspects of the gravitational interactions, since theory gets more complicated than GR. Hence limited models have been often explored in the literature that captures only part of the complexity of MG. In fact when considering perturbations the right-hand-side (r.h.s.) of the Poisson equation is often subject to approximations, such as considering that the effective density perturbation is separable in a function of the wavenumber and scale factor or even that it does not depend on $k$, and that certainly limits the range of possible gravity theories. In a more general scheme, MG induces, even at linear level, scale dependencies and the nonlinear theory becomes cumbersome. In the last years, however, efforts have been made to develop MG cosmological structure formation PT in full generality at one loop in standard perturbation theory (SPT) [28] and in Lagrangian perturbation theory (LPT) [29]. Nonlinear PT is limited to weakly nonlinear scales, but it is nevertheless important because of the baryon acoustic oscillations (BAO) and RSD effects that manifest themselves there. Non-linearities permit us to understand what the important couplings are, among the different Fourier modes that are defined by the kernels [30], and this in turn helps us to understand the role of screening mechanisms in structure formation [31]. These studies have been important to confirm simulation results [32, 33] and to construct mocks that employ linear and quasilinear physics analytically [34, 35], and in this way, to achieve the above-mentioned level of precision that new generation of stage IV experiments demand to test gravity [36].
RSD in MG has been developed, firstly measuring possible deviations from the growth index and growth rate [37–43], then estimating and testing linear perturbation theory for different MG models [44–47]. RSD nonlinear perturbation theory in MG was built in the context of SPT [48, 49] and then in LPT using the Gaussian streaming model [50, 51]. In addition to hybrid approaches combining techniques [52], RSD effects have been also computed through simulations [53–64] and compared to observations [65], finding still modest constraints on the parameter \( f_{R0}(< 8 \times 10^{-4}) \) of the Hu-Sawicki (HS) MG model using the DR11 CMASS data, among other constraints [66, 67]; see however ref. [68]. Further developments have been made to compute the RSD effect for Vainshtein and Chameleon screening models in the PS [50] and correlation function [50] by numerically computing the SPT kernels using Taruya’s method [30]. Although current clustering data is not sufficiently precise to discriminate between different gravity models, the analysis of different systematics is an important task to be better studied. For instance, comparing MG models to observations demands first pipeline validation of theory and simulations, otherwise an issue arises by which GR nuisance parameters and nonlinear RSD modeling can result in biasing MG physical parameters, since there is an overlap of their effects [69–71]. A consistent pipeline treatment and more precise data from upcoming surveys will make possible to disentangle these effects.

Recently a general scheme for RSD has been put forward [72] in which perturbative expansions are expressed in terms of the density-weighted velocity moment generating function, that is based on the pioneering work of [19], which serves to compare in a unified manner the different expansions of RSD modeling and to formulate a Fourier streaming model. This formalism was later applied and tested against simulations in [73] in view of the precision required for the next generation of clustering surveys. We will follow this approach aiming at developing the general theory of RSD for generalized cosmologies to 1-loop approximation. We will find that our expressions are more elaborate because generalized models possess additional scales, and hence, more complex \( k \)-dependencies. We find generalized kernels, beyond Einstein-de Sitter (EdS), that can be applied to \( \Lambda \)CDM, MG models, dark energy with scale-dependent Poisson equation or even massive neutrinos.

In this work we extend the moment expansion approach of [73] to be applied to generalized cosmologies, on which their deviations to \( \Lambda \)CDM are encapsulated in the SPT kernels and linear growth function. To do this, we Taylor expand the density-weighted velocity moment generating function accounting for all terms that arise in the 1-loop redshift space PS. In order to model small scales out of the reach of SPT and the effects of the damping of the density and velocity fields along the line-of-sight direction, we utilize the EFT formalism of [73, 74]. Further, to properly damp the BAO features we use the IR-resummation technique as implemented in [75, 76]. Our tracers are constructed using an extended version of the well-known formalism of [77, 78], that accounts for the additional scales introduced in models beyond GR. Within this work we exemplify our result using the HS \( n = 1 \) MG model, for which we present a brief summary in appendix B, focusing on the F6, F5, and F4 realizations. We compare our results for the monopole, quadrupole, and hexadecapole of the spectra against the ELEPHANT MG N-body simulations [79], and find good agreement with our theory up to scales about \( k = 0.27 \text{Mpc}^{-1}h \) at redshifts \( z = 0.5 \) and \( z = 1 \), for both tracers and matter. To our knowledge, this is the first PT work dealing with the redshift space PS for MG/generalized cosmologies for tracers beyond linear bias.

The rest of this work is organized as follows: in section 2 we explain the scope of alternative models that are included in our theory and the basics of PT power spectra. In section 3 we present the bias expansion of [77] extended for generalized cosmologies, where
we also discuss about third order bias and renormalization; in addition, we present here one-dimensional spectra for tracers. In section 4 we develop the RSD model, using the moment expansion approach for generalized kernels. We discuss large and small scale behaviors, counterterms from EFT, and use an IR-resummation scheme to properly compute the BAO damping to high-$k$. In section 5 we compute redshift-space power spectra and compare our results to simulations. Complementary information is sent to appendices, where we present expansions of the $I^{(n)}_m(k)$ functions in appendix A; formulae for specific MG chosen to present our results, the HS model, in appendix B, but we emphasize that other MG or alternative models can be straightforwardly employed. The SPT kernels for generalized cosmologies are in appendix C.

2 Gravity models, fluid equations, and generalized kernels

The scope of gravity theories or matter/energy models of the present work are those governed by the Poisson equation that can be written, in Fourier space, as

$$-\frac{k^2}{a^2} \Phi(k) = A(k,t)\delta(k) + S(k),$$  \hspace{1cm} (2.1)

in which the functions $A(k,t)$ and $S(k)$ determine specific models. Theories such as MG, $k$-dependent dark energy models or massive neutrinos in $\Lambda$CDM can be written in this way. To be specific we will exemplify our results, throughout this work, using the $\Lambda$CDM model and HS $n=1$ F6, F5 and F4 $f(R)$ models; for the latter we present a brief summary in the context of LSS in appendix B. One identifies $A(k,t)$ with the most commonly used $\mu(k,t)$ function through

$$A(k,t) = A_0 \mu(k,t), \quad A_0 = 4\pi G \bar{\rho},$$  \hspace{1cm} (2.2)

such that these theories can be understood within an effective modification of Newton’s constant to $G_{\text{eff}} = \mu(k,t)G$. This function has served to parametrize linear effects of different MG and dark energy models, but it can be obtained directly from a specific theory.

The function $S$ can also have different origins: in the case of MG models, $S$ comes from the nonlinearities in the Klein-Gordon-like equations and it is responsible for screening mechanisms that drive theories to GR at small scales. In MG theories posed in the Jordan frame it appears sourcing the Poisson equation, as in our eq. (2.1); instead, in theories defined in the Einstein Frame, such as the symmetrons, $S$ appears as a fifth force sourcing geodesic equation, and in this way it will source the Euler equation through the effective gravitational potential [31, 80]. On the other hand, for massive neutrinos in the $\Lambda$CDM model it has a special form to account for the nonlinear neutrino density field [81]. Dark energy models can also be accommodated using particular $A(k,t)$ and $S(k)$ functions.

To find $n$-order perturbative solutions, we find $A(k,t)$ analytically (in HS it is given by eq. (B.11)), and assume that $S(k)$ can be expanded in a Taylor series in Fourier space as

$$S(k) = \frac{1}{2} \int_{k=\mathbf{k}} S^{(2)}(k_1,k_2)\delta(k_1)\delta(k_2) + \frac{1}{6} \int_{k=\mathbf{k}} S^{(3)}(k_1,k_2,k_3)\delta(k_1)\delta(k_2)\delta(k_3) + \cdots,$$  \hspace{1cm} (2.3)

whereby the specific $S^{(n)}(k)$ are determined by a particular theory. Note that if $S$ has a linear piece $S = S^{(1)}\delta + O(\delta^2)$, it can be absorbed by $A(k)$. 

\textbf{– 4 –}
We now turn to the fluid equations, considering a CDM fluid element with peculiar velocity

\[ v^i(t) = \frac{dx^i(t)}{d\tau} = a\dot{x}^i(t), \]  

(2.4)

where \( x \) is its comoving coordinate, \( t \) the cosmic time, and \( d\tau = \frac{1}{a} dt \) the conformal time, such that the total velocity is \( v^i_T = aHx^i + v^i \). The fluid equations in the absence of velocity dispersion are

\[ \partial_t \delta(x, t) + \frac{1}{a} \partial_t [(1 + \delta)v^i] = 0, \]  

(2.5)

\[ \partial_t v^i(x, t) + \frac{1}{a} v^j \partial_j v^i + HV^i + \frac{1}{a} \partial_i \Phi = 0, \]  

(2.6)

with \( \Phi \) the gravitational potential. We use the (dimensionless) velocity divergence

\[ \theta(x, t) = -\frac{\partial_t v^i}{aH f_0}, \]  

(2.7)

where \( f_0(t) \) is an arbitrary function of time that will be fixed to be the logarithmic growth rate at a convenient scale. We assume the transverse piece of the velocity is negligible at large scales, hence it is a longitudinal field fully specified by \( \theta \), hence the above equation can be inverted and \( v^i(x, t) = -aH f_0 \partial_i \nabla^{-2} \theta(x, t) \).

In Fourier space the continuity and Euler equations can be written as\(^1\)

\[ \frac{1}{H} \frac{\partial \delta(k)}{\partial t} - f_0 \theta(k) = f_0 \int_{k_{12} = k} \alpha(k_1, k_2) \theta(k_1) \delta(k_2), \]  

(2.10)

\[ \frac{1}{H} \frac{\partial f_0 \theta(k)}{\partial t} + \left( 2 + \frac{H}{H^2} \right) f_0 \theta(k) - \frac{A(k)}{H^2} \delta(k) - \frac{S(k)}{H^2} = f_0^2 \int_{k_{12} = k} \beta(k_1, k_2) \theta(k_1) \theta(k_2), \]  

(2.11)

with

\[ \alpha(k_1, k_2) = 1 + \frac{k_1 \cdot k_2}{k_1^2}, \quad \beta(k_1, k_2) = \frac{k_{12}^2 (k_1 \cdot k_2)}{2k_1^2 k_2^2}. \]  

(2.12)

One finds perturbative solutions at the different orders according to eqs. (2.10), (2.11) and the nonlinear expansion (2.3). To linear order one gets

\[ \delta^{(1)}(k, t) = D_+(k, t) \delta^{(1)}(k_0), \]  

(2.13)

\[ \theta^{(1)}(k, t) = \frac{f(k, t)}{f_0} \delta^{(1)}(k, t), \]  

(2.14)

with \( D_+ \) the fastest growing solution to the equation

\[ (\hat{T} - A(k)) D_+(k, t) \equiv \left( \frac{d^2}{dt^2} + 2H \frac{d}{dt} - A(k, t) \right) D_+(k, t) = 0, \]  

(2.15)

\(^1\)We use the shorthand notations

\[ \int_p = \int \frac{d^3p}{(2\pi)^3}, \]  

(2.8)

and

\[ \int_{k_{1\cdots n} = k} = \int \frac{d^3k_1 \cdots d^3k_n}{(2\pi)^{3(n-1)}} \delta_D(k - k_{1\cdots n}), \]  

(2.9)

with \( k_{1\cdots n} = k_1 + \cdots + k_n \).
where the l.h.s. defines the operator $\hat{T}$ [82], and
\[
f(k, t) = \frac{d \log D_+(k, t)}{d \log a(t)}
\]
is the scale and time dependent growth rate. We choose $f_0(t) \equiv f(k = 0, t)$, such that at large scales one recovers the linear order solution $\theta = \delta$, valid in $\Lambda$CDM; which is natural since at very large scales many MG theories reduce to GR, at least in the quasi-static approximation. In SPT, the $n$-th order velocity and density fields are written as weighted convolutions of $n$ linear density fields,
\[
\delta^{(n)}(k, t) = \int \delta(k_1, \ldots, k_n; t) \delta_L(k_1, t) \cdots \delta_L(k_n, t),
\]
\[
\theta^{(n)}(k, t) = \int \theta(k_1, \ldots, k_n; t) \delta_L(k_1, t) \cdots \delta_L(k_n, t)
\]
with SPT kernels $F_n$ and $G_n$ and we have written explicitly their temporal dependence. For linear order, the kernels can be read from eqs. (2.13) and (2.14), giving
\[
F_1(k) = 1, \quad G_1(k) = \frac{f(k)}{f_0}.
\]
Higher order kernels can be found by solving eqs. (2.10) and (2.11) iteratively. However, this approach is lengthy, especially for third order kernels, and we found it more efficient to obtain them by means of mappings from LPT known kernels. This is done in appendix C (see also [83]), where we obtain
\[
F_2(k_1, k_2) = \frac{1}{2} + \frac{3}{14} A + \left( \frac{1}{2} - \frac{3}{14} B \right) \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2} + \frac{k_1 \cdot k_2}{2k_1 k_2} \left( \frac{k_2}{k_1} + \frac{k_1}{k_2} \right),
\]
\[
G_2(k_1, k_2) = \frac{3A(f_1 + f_2) + 3\dot{A}/H}{14f_0} + \left( \frac{f_1 + f_2}{2f_0} - \frac{3B(f_1 + f_2) + 3\dot{B}/H}{14f_0} \right) \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2} + \frac{k_1 \cdot k_2}{2k_1 k_2} \left( \frac{f_2 k_2}{f_0 k_1} + \frac{f_1 k_1}{f_0 k_2} \right),
\]
where $f_{1,2} = f(k_{1,2})$. The functions $A$ and $B$ are scale and time dependent:
\[
A(k_1, k_2, t) = \frac{7D_A^{(2)}(k_1, k_2, t)}{3D_+(k_1, t)D_+(k_2, t)}, \quad B(k_1, k_2, t) = \frac{7D_B^{(2)}(k_1, k_2, t)}{3D_+(k_1, t)D_+(k_2, t)},
\]
with second order growth functions $D_A^{(2)}, D_B^{(2)}$ are solutions of the linear second order differential equations [29]:
\[
(\hat{T} - A(k)) D_A^{(2)}(k_1, k_2) = \left[ A(k) + (A(k) - A(k_1)) \frac{k_1 \cdot k_2}{k_1^2 k_2^2} + (A(k) - A(k_2)) \frac{k_1 \cdot k_2}{k_1^2 k_2^2} \right] D_+(k_1) D_+(k_2),
\]
\[
(\hat{T} - A(k)) D_B^{(2)}(k_1, k_2) = \left[ A(k_1) + A(k_2) - A(k) \right] D_+(k_1) D_+(k_2),
\]
with appropriate initial conditions to project out the homogeneous first order growth functions, i.e., the kernel of the linear differential operator \((\hat{T} - A(k))\). Hereafter, when it does not lead to confusion, we omit to write the time dependence of these functions.

Our kernel expressions show where and how the different growth solutions enter to distinguish kernels in different cosmologies. Solutions so far can be specified to the known EdS and ΛCDM cases. In fact for ΛCDM, \(A(k, t) = A_0 = \frac{3}{2} \Omega_m H^2\), and one obtains

\[
D^{(2)}_{A, \Lambda_{CDM}}(t) = \frac{3}{7} D^2_{\Lambda}(t) + \frac{4}{7} \left( \hat{T} - \frac{3}{2} \Omega_m H^2 \right)^{-1} \left[ \frac{3}{2} \Omega_m H^2 \left( 1 - \frac{f^2}{\Omega_m} \right) \right],
\tag{2.25}
\]

such that \(A^{\Lambda_{CDM}} = B^{\Lambda_{CDM}}\) are only time dependent and close to unity. For EdS, \(f = \Omega_m = 1\), and \(A^{EdS} = B^{EdS} = 1\), recovering the EdS standard kernels.

The expressions for \(F_3\) and \(G_3\) are large and not displayed here, these are given in appendix C, eqs. (C.29) and (C.30). Having found the kernels up to third order, we can now construct spectra and cross-spectra of the velocity and density fields. At 1-loop in PT one can use the general expressions

\[
P_{ab}(k) = P_{ab}^{L}(k) + P_{ab}^{T2}(k) + P_{ab}^{T3}(k),
\tag{2.26}
\]

where \(a\) and \(b\) refer to \(\delta\) or \(\theta\) fields, and linear power spectra \(P_{ab}^{L}(k)\)

\[
P_{\delta\delta}^{L}(k) \equiv P_{L}(k), \quad P_{\delta\theta}^{L}(k) = \frac{f(k)}{f_0} P_{L}(k), \quad P_{\theta\theta}^{L}(k) = \left( \frac{f(k)}{f_0} \right)^2 P_{L}(k),
\tag{2.27}
\]

and leading nonlinear contributions

\[
P_{\delta\delta}^{T2}(k) = 2 \int_{p} |F_{2}(p, k - p)|^2 P_{L}(p) P_{L}(|k - p|),
\tag{2.28}
\]

\[
P_{\delta\theta}^{T2}(k) = 2 \int_{p} F_{2}(p, k - p) G_{2}(p, k - p) P_{L}(p) P_{L}(|k - p|),
\tag{2.29}
\]

\[
P_{\theta\theta}^{T2}(k) = 2 \int_{p} [G_{2}(p, k - p)]^2 P_{L}(p) P_{L}(|k - p|),
\tag{2.30}
\]

\[
P_{\delta\delta}^{T3}(k) = 6 P_{L}(k) \int_{p} F_{3}(k, -p, p) P_{L}(p),
\tag{2.31}
\]

\[
P_{\delta\theta}^{T3}(k) = 3 P_{L}(k) \int_{p} [F_{3}(k, -p, p) G_{1}(k) + G_{3}(k, -p, p)] P_{L}(p),
\tag{2.32}
\]

\[
P_{\theta\theta}^{T3}(k) = 6 P_{L}(k) \int_{p} G_{3}(k, -p, p) G_{1}(k) P_{L}(p).
\tag{2.33}
\]

The above expressions are valid for any cosmological model, with the same expressions for power spectra and kernels, the difference being the corresponding growth solutions, and hence the kernels, for each cosmological model. In figure 1 we present our results at 1-loop for the ΛCDM and the F6 HS models, showing their ratios to linear power spectra for cases \(ab = \delta\delta, \delta\theta, \theta\theta\); similar results are presented in [50], in which the numerical method of [30] was used to compute the kernels. We note the differences in the gravity models are more pronounced for spectra containing velocity fields, particularly \(P_{\theta\theta}\). This is a because even in linear theory velocity fields receive a boost given by the \(\frac{f(k)}{f_0}\) factors and the relation \(\theta^{(1)} = \delta^{(1)}\) does not hold, as it does in ΛCDM. Instead, linear fields are related by eq. (2.14), and as a consequence, the differences among models are more pronounced in redshift space than in real space statistics.
Figure 1. $P_{ab}(k)$ linear and 1-loop power spectra for cases $ab = \delta\delta, \delta\theta, \theta\theta$ at $z = 0.5$ computed using eq. (2.26). Left panel: ratios of F6 to $\Lambda$CDM linear (dashed lines) and non-linear (solid lines) spectra. Right panel: ratios of non-linear to linear power spectra for $\Lambda$CDM (dashed lines) and F6 (solid lines).

3 Bias expansion

This section closely follows the work of McDonald and Roy [77], see also [78, 84], slightly adapted to account for the effects of cosmologies beyond $\Lambda$CDM. It is well known that for theories with extra degrees of freedom even linear bias becomes scale-dependent, for example in MG [85] or in the presence of massive neutrinos, particularly when biasing the total matter field [86–90]. Our first assumption is the existence of higher-curvature bias operators $\nabla^2 \delta, \nabla^4 \delta, \ldots$, that effectively encapsulate the effects of a function $A(k)$ that is scale-dependent; see for example section 8 of [91] and [83]. We expand the tracers' density in terms of a set of operators, including the leading curvature operators, labeled with “$m$” to make reference to matter fields, as

$$
\delta(x) = c_0 \delta_m + c_{\nabla^2} \nabla^2 \delta_m + \frac{1}{2} c_{\delta^2} \delta_m^2 + \frac{1}{2} c_{s^2} s^2 \\
+ \frac{1}{6} c_{\delta^3} \delta_m^3 + \frac{1}{2} c_{\delta s^2} \delta s^2 + c_{\psi} \psi + c_{st} s t + \frac{1}{2} c_{s^3} s^3, \tag{3.1}
$$

$$
\theta(x) = \theta_m + c_{\nabla^2} \nabla^2 \theta_m. \tag{3.2}
$$

We note however that the above bias expansion is not complete since the linear growth function cannot be factorized in time and scale dependent pieces. But by expanding $A(k)$ in powers of $k^2$ we can partially tame the new scale introduced in beyond $\Lambda$CDM models with curvature operators [91]. In the MG models studied here, the parameter expansion is the inverse squared of the mass of the associated scalar field (that can be identified from eq. (B.11) as $m^2 = M^1/3$), so we expect that our modeling better fits for length scales larger than the inverse of this mass [83, 91].

In eq. (3.1), we have used the standard definitions $s^2 = s_{ij}s_{ij}$, $st = s_{ij}t_{ij}$, $s^3 = s_{ij}s_{jk}s_{ki}$,

$$
s_{ij}(k) = \left( \frac{k_i k_j}{k^2} - \frac{1}{3} \delta_{ij} \right) \delta_m(k), \quad t_{ij}(k) = \left( \frac{k_i k_j}{k^2} - \frac{1}{3} \delta_{ij} \right) \eta(k), \tag{3.3}
$$
Figure 2. Ratio of $P_{\delta(2) \psi(2)}(k)$ to $P_{\delta \psi}(k) = P_{\delta(2) \psi(2)}(k) + P_{\delta(1) \psi(3)}(k)$ for ΛCDM and F6 models at redshift $z = 0.5$. This figure shows that the cross contribution of $\psi^{(2)}$ is very small at the scales of interest in PT, about 0.5% at $k \sim 0.1 \, h$/Mpc for both gravity models.

and

$$\eta(k) = \theta_m(k) - \frac{f(k)}{f_0} \delta_m(k),$$

such that in virtue of eq. (2.14), $\eta$ vanishes at linear order in PT. This also means that $t_{ij}$ is second order and hence $st$ is third order. We further define

$$\psi(k) = \eta(k) + \frac{f(k)}{f_0} \left( -\frac{2}{7} s^2(k) + \frac{4}{21} \delta_m^3(k) \right).$$

For EdS kernels, this operator is third order in PT. But even using the ΛCDM kernels it is still second order, as we will see below.

We further have considered an operator $\nabla^2 \theta_m$, to be consistent with the inclusion of spatial derivatives of linear overdensities; see section 2.7 in [92]. In the following, we will only keep up to $\nabla^2 \theta_m$ and $\nabla^2 \delta_m$ derivatives and consider them only at the linear level. We do this for simplicity since the addition of higher than second order derivatives complicates largely the algebra and give small contributions; also, although curvature operators are linear, their contributions are of the similar magnitude as those coming from nonlinear operators. Moreover, we will not rely on curvature large bias coefficients for fitting purposes, as for modeling the FoG. Such large contributions, are plausible to come from EFT corrections, which will be introduced in section 4.5, and are somewhat degenerated with $\nabla^2$ biasing, but with a different origin. Hence, we include $\nabla^2 \theta_m$ and $\nabla^2 \delta_m$ biasing operators mainly for consistency and renormalization purposes, and will treat their bias coefficients as small. Otherwise we can always write the tracer PS as an arbitrary polynomial in $k^2$ times the matter PS and fit to simulations as much as we want.

The bias expansion in eq. (3.1) can be written as $\delta(x) = \sum c_O O(x)$, with each operator written in Fourier space at first, second, and third order in PT as

$$O^{(1)}(k) = K_{O}^{(1)}(k) \delta_m^{(1)}(k),$$

$$O^{(2)}(k) = \int_{k_1 = k} K_{O}^{(2)}(k_1, k_2) \delta_m^{(1)}(k_1) \delta_m^{(1)}(k_2),$$

$$O^{(3)}(k) = \int_{k_1 = k} K_{O}^{(3)}(k_1, k_2, k_3) \delta_m^{(1)}(k_1) \delta_m^{(1)}(k_2) \delta_m^{(1)}(k_3).$$
We now proceed to compute explicitly the $K_O$ kernels for each bias operator order by order:

- The first order contributions are trivially

$$\delta^{(1)}(\mathbf{k}) = (c_\delta - c_\nabla_2^2 k^2)\delta_m^{(1)}(\mathbf{k})$$ \hspace{1cm} (3.9)\hspace{1cm}$$
$$\theta^{(1)}(\mathbf{k}) = (1 - c_\nabla_2^2 k^2)\theta_m^{(1)}(\mathbf{k})$$ \hspace{1cm} (3.10)

- To second order,

$$K^{(2)}_\delta (\mathbf{k}_1, \mathbf{k}_2) = F_2(\mathbf{k}_1, \mathbf{k}_2)$$ \hspace{1cm} (3.11)\hspace{1cm}$$
$$K^{(2)}_{\delta_0} (\mathbf{k}_1, \mathbf{k}_2) = 1$$ \hspace{1cm} (3.12)\hspace{1cm}$$
$$K^{(2)}_s (\mathbf{k}_1, \mathbf{k}_2) = S_2(\mathbf{k}_1, \mathbf{k}_2)$$ \hspace{1cm} (3.13)\hspace{1cm}$$
$$K^{(2)}_\psi (\mathbf{k}_1, \mathbf{k}_2) = G_2(\mathbf{k}_1, \mathbf{k}_2) - G_1(\mathbf{k}_{12}) \left[ F_2(\mathbf{k}_1, \mathbf{k}_2) + \frac{2}{7} S_2(\mathbf{k}_1, \mathbf{k}_2) - \frac{4}{21} \right]$$ \hspace{1cm} (3.14)

with

$$S_2(\mathbf{k}_1, \mathbf{k}_2) = \frac{(\mathbf{k}_1 \cdot \mathbf{k}_2)^2}{k_1^2 k_2^2} - \frac{1}{3}.$$ \hspace{1cm} (3.15)

Note that $G^{\text{EdS}}_1 = 1$, and $\frac{2}{7} S_2(\mathbf{k}, \mathbf{p}) - \frac{4}{21} = G^{\text{EdS}}_2(\mathbf{k}, \mathbf{p}) - F^{\text{EdS}}_2(\mathbf{k}, \mathbf{p})$, and hence for EdS kernels the operator $\psi$ vanishes at second order. However, if ΛCDM kernels are used, we have instead

$$K^{(2),\Lambda\text{CDM}}_\psi (\mathbf{k}_1, \mathbf{k}_2) = \frac{3}{14} \left( A^{\Lambda\text{CDM}} - 1 - \frac{\dot{A}^{\Lambda\text{CDM}}}{f_0 H} \right) \left( 1 - \frac{(\mathbf{k}_1 \cdot \mathbf{k}_2)^2}{k_1^2 k_2^2} \right),$$ \hspace{1cm} (3.16)

so the operator $\psi$ vanishes only at first order in PT as we commented above. Despite $\psi$ being second order, we will treat it as third order because its influence is indeed small, as can be seen in figure 2, where we show the cross-power spectrum $P_{\delta(2),\psi(2)}(k) = \langle \delta^{(2)}(\mathbf{k})\psi^{(2)}(\mathbf{k}') \rangle'$ divided by the full spectrum $P_{\delta(2),\psi}(k) = \langle \delta^{(2)}(\mathbf{k})\psi^{(2)}(\mathbf{k}') \rangle'$, which also receives a contribution from $\psi$ at third order, $\langle \delta^{(1)}(\mathbf{k})\psi^{(3)}(\mathbf{k}') \rangle'$. We do this for ΛCDM and F6 noticing that the error introduced by neglecting the $P_{\delta(2),\psi(2)}(k)$ piece is about the 1% or smaller for $k \lesssim 0.2 \text{ hMpc}^{-1}$ for both models. This suggests to make $\psi^{(2)} = 0$, as we do in the following. In ΛCDM, regardless of $\psi$ being second order, one can absorb the residual given by eq. (3.16) in the bias parameters $c_{\psi 2}$ and $c_{\psi 3}$ in virtue of eqs. (3.12) and (3.13). Alternatively, $\psi$ can be easily redefined to be third order, as in [93].
\begin{itemize}
  \item Third order kernels are
    \begin{align}
    K_3^{(3)}(k_1, k_2, k_3) &= F_3(k_1, k_2, k_3), \\
    K_{k^2}^{(3)}(k_1, k_2, k_3) &= 2F_2(k_2, k_3), \\
    K_{\delta^2}^{(3)}(k_1, k_2, k_3) &= 1, \\
    K_2^{(3)}(k_1, k_2, k_3) &= 2S_2(k_1, k_2 + k_3)F_2(k_2, k_3), \\
    K_{\delta^2, k_2}^{(3)}(k_1, k_2, k_3) &= S_2(k_1, k_2), \\
    K_{\delta^2}^{(3)}(k_1, k_2, k_3) &= S_3(k_1, k_2, k_3), \\
    K_{st}^{(3)}(k_1, k_2, k_3) &= S_2(k_1, k_2 + k_3) \left( G_2(k_2, k_3) - \frac{f(|k_2|)}{f_0}F_2(k_2, k_3) \right), \\
    K_\psi^{(3)}(k_1, k_2, k_3) &= G_3(k_1, k_2, k_3) - G_1(k_{123})F_3(k_1, k_2, k_3) \\
    &\quad - 2G_1(k_{123})F_2(k_2, k_3) \left( \frac{2}{7} S_2(k_1, k_2 + k_3) - \frac{4}{21} \right),
    \end{align}

  with
  \begin{align}
    S_3(k_1, k_2, k_3) &= \left( \frac{k_1^2 k_2^2}{k_1^2} - \frac{1}{3} \delta_{ij} \right) \left( \frac{k_2^2 k_3^2}{k_2^2} - \frac{1}{3} \delta_{jk} \right) \left( \frac{k_3^2 k_1^2}{k_3^2} - \frac{1}{3} \delta_{ki} \right). 
  \end{align}

  Note also that $A(p, -p) = B(p, -p)$, as implied from eqs. (2.23) and (2.24), and by means that the source vanishes at very large scales $S(k = 0) = 0$. Therefore, $F_2(p, -p) = 0$; more generally, we have $F_2(p, q \rightarrow -p) \propto |p + q|^2$, which is a consequence of momentum conservation.

  \subsection{3.1 Third order bias and renormalization}

  It is standard to define the function [77, 78]
  \begin{align}
    \sigma_3^2(k) &= \frac{105}{16} \int P_L(p) \left[ S_2(p, k - p) \left( \frac{2}{7} S_2(-p, k) - \frac{4}{21} \right) + \frac{8}{63} \right],
  \end{align}

  that serves to collect some of the biasing terms constructed out from operators at third order in PT. Here, we outline the procedure to do that. First consider the linear matter overdensity field $\delta^{(1)}_m$ correlated with operators $s$, $s^2$ and $\psi$, yielding the spectra $P_{\delta^{(1)}_m, s^{(3)}} = \langle \delta^{(1)}_m(k) s^{(3)}(k') \rangle$, $P_{\delta^{(1)}_m, s^{(2)}} = \langle \delta^{(1)}_m(k) s^{(2)}(k') \rangle'$, and $P_{\delta^{(1)}_m, \psi^{(3)}} = \langle \delta^{(1)}_m(k) \psi^{(3)}(k') \rangle'$, contributing to the matter-tracer cross-power spectrum as

  \begin{align}
  P(k) &\equiv \frac{1}{2} c_s^2 P_{\delta^{(1)}_m, s^{(3)}}(k) + c_s^2 P_{\delta^{(1)}_m, s^{(2)}}(k) + c_\psi P_{\delta^{(1)}_m, \psi^{(3)}}(k) \\
  &= c_s^2 P_L(k) \int P_L(p) \left[ K_{s^2}^{(3)}(p, -p, k) - K_{s^2}^{(3)}(p, -p, 0) \right] \\
  &\quad + 2 c_s P_L(k) \int P_L(p) \left[ K_{st}^{(3)}(p, -p, k) - K_{st}^{(3)}(p, -p, 0) \right] \\
  &\quad + 2 c_\psi P_L(k) \int P_L(p) \left\{ \frac{2}{7} G_3(k, -p, k) - \frac{f(k)}{f_0} F_3(k, -p, p) \\
  &\quad \quad \quad - \frac{2 f(k)}{f_0} F_2(-p, k) \left( \frac{2}{7} S(p, k - p) - \frac{4}{21} \right) \right\}.
  \end{align}
A direct computation does not give the terms $K^{(3)}_s(p, -p, 0)$ and $K^{(3)}_{sl}(p, -p, 0)$. These should be included in order to make the large scales insensitive to the small scales, otherwise when these integrals are regularized, for example by a sharp cutoff at $p = \Lambda \gg 1$, they go as $\Lambda^{3+n}$ for a scale invariant PS $P_L(k \gg 1) \propto k^n$, becoming UV divergent for a typical PS. More explicitly, these terms are

\[
\int_p P_L(p)K^{(3)}_s(p, -p, 0) = \int_p P_L(p) \left[ \frac{8}{9} + \frac{2}{21}(3A(0, p) - B(0, p)) \right] = \frac{68}{63}C^2_2\sigma^2 \quad (3.28)
\]

\[
\int_p P_L(p)K^{(3)}_{sl}(p, -p, 0) = \int_p P_L(p) \left[ \frac{1}{9} - \frac{3f(p)}{9f_0} + \frac{f(p)(3A(0, p) - B(0, p))}{21f_0} \right. \\
+ \left. \frac{3A(0, p) - B(0, p)}{21f_0H} \right] = -\frac{8}{63}C^2_{sl}\sigma^2. \quad (3.29)
\]

For large values of the inner integration moment $p$, both $A(0, p)$ and $B(0, p)$ converge (this is for the case in which function $\mu(k)$ is bounded), hence $C^2_s$ and $C^2_{sl}$ are constants. For ΛCDM kernels, $C^2_s = \frac{63}{68} \left[ \frac{8}{9} + \frac{4}{27}A_{CDM}\right]$ and $C^2_{sl} = \frac{63}{8} \left[ \frac{2}{9} - \frac{2}{27}(A_{CDM} + \dot{A}_{CDM}/f_0H) \right]$, and both reducing to 1 for EdS kernels. These $k \to 0$ terms contribute to the PS as $\propto \sigma^2 P_L(k)$, so they can be absorbed by the linear bias parameter by redefining it as $c_3 \to c_3 - \frac{68}{63}C^2_s\sigma^2 + \frac{8}{63}C^2_{sl}\sigma^2$.

We introduce the functions

\[
\sigma^2_{3,s,k}(k) = -\frac{21}{16} \int_p P_L(p)[K^{(3)}_s(p, -p, k) - K^{(3)}_s(p, -p, 0)], \quad (3.30)
\]

\[
\sigma^2_{3,sl,k}(k) = \frac{105}{16} \int_p P_L(p)[K^{(3)}_{sl}(p, -p, k) - K^{(3)}_{sl}(p, -p, 0)], \quad (3.31)
\]

\[
\sigma^2_{3,\psi,k}(k) = \frac{2205}{256} \int_p P_L(p) \left[ \frac{3}{2} \left[G_3(k, -p, p) - \frac{f(k)}{f_0}F_3(k, -p, p)\right] \\
- 2\frac{f(k)}{f_0}F_2(-p, k) \left( \frac{2}{7} S(p, k - p) - \frac{4}{21} \right) \right]. \quad (3.32)
\]

For EdS kernels, these three functions are identical to $\sigma^2_{3,k}(k)$, given above in eq. (3.26), and hence all the biasing terms involving operators $s^2$, $st$ and $\psi$ at third order can be grouped into a single one, contributing to the PS as $b_{3,sl}\sigma^2_{3,k}(k)P_L(k)$.\(^2\) In ΛCDM, the $k$-dependence of these functions is the same as well, proportional to $\sigma^2_{3,k}(k)$, differing only by multiplicative constants, which are irrelevant because they can be absorbed by their own bias parameters.

In generalized cosmologies, instead, not only the normalization is different, but also the $k$-dependence. At very large scales the $\sigma^2_{3,\{s^2, st, \psi\},k}(k)$ functions have the same $k$-dependence, but they differ significantly at smaller, but yet linear scales. In figure 3 we plot these functions for the F6 model at $z = 0.5$ normalized to have the same large scales values and divided by the EdS $\sigma^2_{3,k}(k)$, showing significant differences between them even at linear scales. The most straightforward route we can follow is to consider the three contributions separately with three different bias parameters $c_{s^2}$, $c_{st}$, and $c_\psi$. However, we note that in general we can approximate

\[
\sigma^2_{3,\{s^2, st, \psi\},k}(k) \approx \sigma^2_{3,k}(k) - \alpha_1\{s^2, st, \psi\}k^2 - \alpha_2\{s^2, st, \psi\}k^4 + \cdots \quad (3.33)
\]

\(^2\)There are other three spectra of the form $(\delta_m^i, \delta^{(3)}_i)$ involving an operator at third order: $(\delta(k)s^4(k)')' = 0$, so $s^4$ does not contribute to 1-loop PS: $(\delta(k)s^4(k)')' \propto \sigma^2 P_L$, so it is UV sensitive but absorbed by linear bias parameter; and $(\delta(k)\delta^{(3)}(k)')'$, which is treated separately and contributes to the term $P_{s^2s^2}$ in eq. (3.40) below.
as much as we desire over a given finite interval, and absorb \( \alpha_{1,(s^2, \psi)} k^2 \), \( \alpha_{2,(s^2, \psi)} k^4 \), \ldots into the higher-order curvature biases \( c_{\nabla^2 \delta} \), \( c_{\nabla^4 \delta} \), \ldots. Then, we write

\[
\frac{1}{2} c_{s^2} P_{\theta_m(1),s^2(3)}(k) + c_{st} P_{\theta_m(1),s^2t(3)}(k) + c_{\psi} P_{\theta_m(1),\psi(3)}(k) = b_{3n}(k) P_L(k)
\]

with

\[
b_{3n} = \frac{32}{105} c_{st} - \frac{16}{21} c_{s^2} + \frac{512}{2205} c_{\psi},
\]

together with the redefinitions

\[
c_{\delta} \rightarrow c_{\delta} = \frac{68}{63} c_{s^2} c_{\delta}^2 + \frac{16}{63} c_{st} c_{\delta}^2,
\]

\[
c_{\nabla^2 m, \delta} \rightarrow c_{\nabla^2 m, \delta} - \frac{32}{105} c_{st} c_{m, st} + \frac{16}{21} c_{s^2} c_{m, s^2} - \frac{512}{2205} c_{\psi} c_{m, \psi}.
\]

In figure 3 we also show the curves for these functions once corrected by a polynomial in \( k^2 \) that we take linear, i.e., we plot (dashed lines) \( \sigma_3^2(k) + \alpha_{1,(s^2, \psi)} k^2 \) divided by \( \sigma_3^2(k) \), showing an agreement of less than 2-3\% over the interval \( k \in \{0, 0.2\} \), covering the mild non-linear scales reached by PT. Clearly as higher degree polynomials are considered, a better agreement we can get; however, this requires to add the corresponding higher-order bias operators into the theory. Here, we opted to include only the first curvature bias \( \nabla^2 \delta_m \).

The computation of power spectra involving a linear matter velocity field is almost identical since \( \langle \theta_m^{(1)}(k) \mathcal{O}^{(3)}(k') \rangle = \frac{f(k)}{f_0} \langle \theta_m^{(1)}(k) \mathcal{O}^{(3)}(k') \rangle \). Hence, we only have to keep track of the \( f(k)/f_0 \) factors: instead of eq. (3.34), we obtain

\[
\frac{1}{2} c_{s^2} P_{\theta_m(1),s^2(3)}(k) + c_{st} P_{\theta_m(1),s^2t(3)}(k) + c_{\psi} P_{\theta_m(1),\psi(3)}(k) = b_{3n}(k) \frac{f(k)}{f_0} P_L(k).
\]

and the polynomials in \( k^2 \) should be absorbed by higher-order velocity derivative bias parameters

\[
c_{\nabla^2 \theta} \rightarrow c_{\nabla^2 \theta} = \frac{32}{105} c_{st} c_{\alpha_1, st} + \frac{16}{21} c_{s^2} c_{\alpha_1, s^2} - \frac{512}{2205} c_{\psi} c_{\alpha_1, \psi}.
\]
We emphasize that collecting some of the biasing terms into \( \sigma_3^2(k) \) is not necessary on theoretical grounds, but is adopted here in order to keep as less bias parameters as possible.

The above treatment completes the biasing formalism adopted in this work, valid for \( \Lambda\)CDM and alternative cosmological models.

### 3.2 Tracers one-dimensional spectra

We now compute the PS for biased tracers using the power spectra expressions at the end of section 2, but for tracers developed in the previous subsection. The spectra \( P_{\delta \delta} \), \( P_{\delta \theta} \), and \( P_{\theta \theta} \) are computed using the standard tools developed in [77], see also [78], obtaining

\[
P_{\delta \delta}(k) = (b_1 - b_{C_{\delta \delta}} k^2)^2 P_L(k) + b_1^2 P_{m, \delta \delta}^{\text{loop}}(k) + 2b_1 b_2 P_{b_1 b_2}(k) + 2b_1 b_{s,2} P_{b_1 b_{s,2}}(k) \\
+ b_2^2 P_{\delta \delta}^{b_2}(k) + 2b_2 b_{s,2} P_{b_2 b_{s,2}}(k) + b_{s,2}^2 P_{\theta \theta}^{b_2}(k) + 2b_1 b_{3nl} \sigma_3^2(k) P_L(k),
\]

\[(3.40)\]

\[
P_{\delta \theta}(k) = (b_1 - b_{C_{\delta \theta}} k^2)(1 - b_{C_{\delta \theta}} k^2) \left( \frac{f(k)}{f_0} \right) P_L(k) + b_1 P_{m, \delta \theta}^{\text{loop}}(k) + b_2 P_{b_2 \theta}(k) \\
+ b_{s,2} P_{b_{s,2} \theta}(k) + b_{3nl, \theta} \sigma_3^2(k) \left( \frac{f(k)}{f_0} \right) P_L(k),
\]

\[(3.41)\]

\[
P_{\theta \theta}(k) = (1 - b_{C_{\theta \theta}} k^2)^2 \left( \frac{f(k)}{f_0} \right)^2 P_L(k) + P_{m, \theta \theta}^{\text{loop}}(k),
\]

\[(3.42)\]

with

\[
P_{b_1 b_2}(k) = \int_{k_{12}=k} F_2(k_1, k_2) P_L(k_1) P_L(k_2),
\]

\[(3.43)\]

\[
P_{b_1 b_{s,2}}(k) = \int_{k_{12}=k} F_2(k_1, k_2) S_2(k_1, k_2) P_L(k_1) P_L(k_2),
\]

\[(3.44)\]

\[
P_{\delta \delta}^{b_2}(k) = \frac{1}{2} \int_{k_{12}=k} P_L(k_1) \left[ P_L(k_2) - P_L(k_1) \right],
\]

\[(3.45)\]

\[
P_{b_2 b_{s,2}}(k) = \frac{1}{2} \int_{k_{12}=k} P_L(k_1) \left[ P_L(k_2) S_2(k_1, k_2) - \frac{2}{3} P_L(k_1) \right],
\]

\[(3.46)\]

\[
P_{\theta \theta}^{b_s}(k) = \frac{1}{2} \int_{k_{12}=k} P_L(k_1) \left[ P_L(k_2) S_2(k_1, k_2)^2 - \frac{4}{9} P_L(k_1) \right],
\]

\[(3.47)\]

and

\[
P_{b_2 \theta}(k) = \int_{k_{12}=k} G_2(k_1, k_2) P_L(k_1) P_L(k_2),
\]

\[(3.48)\]

\[
P_{b_{s,2} \theta}(k) = \int_{k_{12}=k} G_2(k_1, k_2) S_2(k_1, k_2) P_L(k_1) P_L(k_2),
\]

\[(3.49)\]

with renormalized bias parameters

\[
b_1 = c_6 + \frac{31}{24} c_{62} C_{62} + \frac{1}{2} c_{63} C_{63} + \frac{1}{3} c_{62} C_{62} + \frac{68}{63} c_{s} C_{s} - \frac{16}{63} c_{s t} C_{s t} \sigma^2,
\]

\[(3.50)\]

with \( C_{\phi} \) constants of order unity and they are required in cosmologies beyond EdS, as we have seen for \( C_{s2} \) and \( C_{s t} \). At 1-loop in the PS the rest of biasing parameters remain equal: \( b_2 = c_{s2} \) and \( b_{s,2} = c_{s} \).
4 Perturbation theory in redshift-space for generalized cosmologies

As we observe objects in the sky we map them through their angular position \( \hat{n} \) and radial position as inferred from their redshift. The latter is given by the Hubble flow and their peculiar velocity \( v \). Hence, an object located at a comoving distance \( x \) is observed to be at an apparent position \( s \), such that the map between real and redshift space positions is given by the non-relativistic, longitudinal Doppler effect,

\[
s = x + u,
\]

with line-of-sight “velocity” \( u \) defined as

\[
u \equiv \hat{n} \cdot \frac{v \cdot \hat{n}}{aH}.
\]

We use the plane-parallel approximation, on which \( \hat{n} \) is a constant vector pointing in the direction of the objects sample, instead of being equal to the position unit vector \( \hat{x} \). We also assume that the velocity is longitudinal, with divergence field \( \theta \), defined in eq. (2.7), for which

\[
u(k) = \frac{i k \cdot \hat{n}}{k^2} \theta(k),
\]

that we will mostly use.

Clearly, the map to redshift coordinates conserves the number of tracers,

\[
\left[1 + \delta(s) \right] d^3 s = \left[1 + \delta(x) \right] d^3 x,
\]

yielding

\[
(2\pi)^3 \delta_D(k) + \delta_s(k) = \int d^3 x (1 + \delta(x)) e^{-ik(x + u(x))},
\]

and the redshift-space PS becomes [19, 72]

\[
(2\pi)^3 \delta_D(k) + P_s(k) = \int d^3 x e^{-ik\cdot x} \left[1 + \mathcal{M}(J = k, x)\right],
\]

with velocity moments generating function

\[
1 + \mathcal{M}(J, x) = \left\langle (1 + \delta(x_1))(1 + \delta(x_2)) e^{-iJ \cdot \Delta u} \right\rangle,
\]

where \( \Delta u = u(x_2) - u(x_1) \) and \( x = x_2 - x_1 \). Function \( \mathcal{M} \) (or its Fourier transform) plays a central role in RSD. Different expansion procedures of eq. (4.6) yield different approaches to RSD modeling, grouped in [72] as: direct Lagrangian, moment expansion, streaming model, and smoothing kernel. We will follow here the moment expansion approach, in which the exponential in the generating function is expanded and the moments are evaluated. Thereafter we will consider EFT contributions which yield the damping along the line-of-sight direction produced by non-coherent motions of particles at small scales. The connection to smoothing kernels will be discussed in section 6.

4.1 Velocity moments of the generating function

The m-th density weighted velocity field moment of the generating function is an m-rank tensor defined as [19, 72]

\[
\Xi_{i_1 \ldots i_m}^m(x) \equiv i^m \frac{\partial^m}{\partial J_{i_1} \cdots \partial J_{i_m}} [1 + \mathcal{M}(J, x)]_{J=0} = \langle (1 + \delta_1)(1 + \delta_2) \Delta u_{i_1} \cdots \Delta u_{i_m} \rangle,
\]
with $\delta_1 = \delta(x_1)$ and $\delta_2 = \delta(x_2)$. The PS in the moment expansion approach becomes

$$\langle 2\pi^3 \delta_D(k) + P_s(k) = \sum_{m=0}^{\infty} \frac{(-i)^m}{m!} k_{i_1} \cdots k_{l_m} \tilde{\Xi}^{i_1 \cdots l_m}(k), \quad (4.8)$$

where the $\tilde{\Xi}^{i_1 \cdots l_m}(k)$ are the Fourier moments of the generating function —the Fourier transforms of their configuration space counterparts, $\Xi^{i_1 \cdots l_m}(x)$. The hope is that by cutting the sum in eq. (4.8) at a finite, low moment ($m$) yields a good approximation to the PS. Indeed, we see that terms linear in the PS appear only for moments $m = 0, 1,$ and $2$ (higher moments involve correlators of at least three fields), while terms $O(P_L^2)$ show up to $m = 4$. From the fifth moment upwards all terms are at least $O(P_L^4)$. Since in this work we want to compute the moments that appear in the 1-loop PS, it is sufficient to cut the sum in eq. (4.8) at $m = 4$, and search for moments up to $\tilde{\Xi}^{i_1 j_{kl}}(k)$. This is what we do in the next subsection. We choose to take a slow route to do it in order to isolate the moments depending on their dependence on velocity and density fields. This approach will ease to understand further approximations and to compare to different approaches in the literature.

### 4.2 Computation of moments

We define the $m$-th scalar velocity moment of the redshift-space PS as

$$P^m(k, \mu) \equiv \frac{(-i)^m}{m!} k_{i_1} \cdots k_{l_m} \tilde{\Xi}^{i_1 \cdots l_m}(k) = \sum_{n=0}^{m} \mu^n f_0^n I^n_m(k), \quad (4.9)$$

such that the total PS is

$$P_s(k, \mu) = \sum_{m=0}^{\infty} P^m(k, \mu), \quad (4.10)$$

up to a Dirac delta function localized at $k = 0$. Whereas the first equality (definition) in eq. (4.9) depends on $k$, implicitly on $k$ and $\mu \equiv \hat{k} \cdot \hat{n}$, the second equality is an ansatz with explicit angular dependence as even powers of $\mu$. This ansatz has been shown to work, at least for moments $m = 0, \ldots, 4$, in ref. [94]. The functions $I^n_m(k)$ will be key to our approach since they encode in a compact way the different expansions entering in the power spectra.

Following, we compute the required moments in which we leave some of the long computations to appendix A, where we write the $I^n_m(k)$ as 2-dimensional integrals.

- The moment $m = 0$ is simply the 2-point real space correlation function

$$\Xi^0(x) = \langle (1 + \delta_1)(1 + \delta_2) \rangle = 1 + \xi(x). \quad (4.11)$$

In Fourier space $\tilde{\Xi}^0(k) = \langle 2\pi^3 \delta_D(k) + P_{\delta\delta}(k) \rangle$, or

$$P^{m=0}(k, \mu) = P_{\delta\delta}(k), \quad (4.12)$$

plus a Dirac delta function localized at $k = 0$, which in the following we will omit. Hence $I^0_0(k) = P_{\delta\delta}(k)$ is the real space, full nonlinear PS.

- The $m = 1$ moment is

$$\Xi^1(x) = \langle (1 + \delta_1)(1 + \delta_2) \Delta u_i \rangle = \langle \Delta u_i (\delta_1 + \delta_2) \rangle + \langle \Delta u_i \delta_1 \delta_2 \rangle$$

$$\equiv \Xi^{1, ud}_i(x) + \Xi^{1, udd}_i(x) \quad (4.13)$$
where the moment with the label “ud” refers to the correlator constructed by the product of one velocity (u) field and one density (d) field, and “udd” refers to the correlator containing one velocity and two density fields.

To show how the computations are performed, and for the only time in this work, we work in the detail one of these correlators

\[ \langle \delta(x_1) \Delta u_i \rangle = \int \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} e^{ik_1 \cdot x_1} (e^{ik_2 \cdot x_2} - e^{ik_2 \cdot x_1}) \left( i f_0 \frac{k_2 \cdot \hat{n}_i}{k_2^2} \hat{n}_i \right) \langle \delta(k_1) \theta(k_2) \rangle \]

\[ = \int \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \frac{d^3k_3}{(2\pi)^3} e^{ik_1 \cdot x_1} (e^{ik_2 \cdot x_2} - e^{ik_2 \cdot x_1}) \left( i f_0 \frac{k_2 \cdot \hat{n}_i}{k_2^2} \hat{n}_i \right) \langle \theta(k_1 + k_2 + k_3) \rangle \]

\[ = -i f_0 \hat{n}_i \int \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \frac{d^3k_3}{(2\pi)^3} (e^{-ik_1 \cdot x} - 1) \frac{k_1 \cdot \hat{n}_i}{k_1^2} \Delta u_i \langle \hat{\theta}(k_1) \rangle \]

where the cross bispectrum is

\[ \hat{\Xi}^1_{ud}(k) = 2i f_0 \hat{n}_i \frac{\mu}{k} P_{\theta \theta}(k). \]

Analogously, we compute for the other first order moment,

\[ \hat{\Xi}^1_{udd}(k) = i \hat{n}_i f_0 \int \frac{\hat{p} \cdot \hat{n}}{p^2} \left[ B_{\theta \delta \delta}(\hat{p}, -\hat{k}, \hat{k} - \hat{p}) - B_{\theta \delta \delta}(\hat{p}, -\hat{k} - \hat{p}, \hat{k}) \right], \]

where the cross bispectrum is

\[ \langle (2\pi)^3 \delta_D(k_1 + k_2 + k_3) B_{\theta \delta \delta}(k_1, k_2, k_3) \rangle = \langle \theta(k_1) \delta(k_2) \delta(k_3) \rangle. \]

Summing the two contributions (4.16) and (4.17) and contracting with \(-ik_i\) we obtain

\[ P_{m=1}(k) = -ik_i \hat{\Xi}^1_{i}(k), \]

\[ P_{m=1}(k, \mu) = 2\mu f_0 P_{\theta \theta}(k) + 2k f_0 \int \frac{\hat{p} \cdot \hat{n}}{p^2} B_{\theta \delta \delta}(\hat{p}, -\hat{k}, -\hat{p}) \]

\[ = \mu^2 f_0 I_1^1(k), \]

with \( I_1^1(k) = I_1^{1,ud}(k) + I_1^{1,udd}(k) \), where \( I_1^{1,ud}(k) = 2P_{\theta \theta}(k) \) and \( I_1^{1,udd}(k) \) given in eq. (A.10).

* The second moment, \( m = 2 \), is

\[ \Xi^2_{ij}(x) = \langle (1 + \delta_1) (1 + \delta_2) \Delta u_i \Delta u_j \rangle = \langle \Delta u_i \Delta u_j \rangle + \langle \Delta u_i \Delta u_j \delta_1 \rangle + \langle \Delta u_i \Delta u_j \delta_2 \rangle + \langle \Delta u_i \Delta u_j \delta_1 \delta_2 \rangle \]

\[ = \Xi^2_{ij}(x) + \Xi^2_{ij,ud}(x) + \Xi^2_{ij,udd}(x). \]

Working them out based on their fields dependence, we obtain

\[ \hat{\Xi}^2_{ij}(k) = -2 f_0^2 \hat{n}_i \hat{n}_j \frac{\mu^2}{k^2} P_{\theta \theta}(k), \]

\[ = 2 \hat{n}_i \hat{n}_j \frac{\mu^2}{k^2} P_{\theta \theta}(k). \]
we have
\[
\Xi^3_{ij} = -2f_0\hat{n}_i\hat{n}_j \int \frac{p \cdot \hat{n} (k - p) \cdot \hat{n}}{p^2} B_{\theta\theta}(p, k - p, -k) \\
+ 2f_0\hat{n}_i\hat{n}_j \int \frac{p \cdot \hat{n} k \cdot \hat{n}}{k^2} [B_{\theta\theta}(p, k, -k + p) - B_{\theta\theta}(p, -k, k - p)],
\]
(4.22)
and, to 1-loop corrections,
\[
\Xi^2_{ij} = -2f_0^2\hat{n}_i\hat{n}_j \int \frac{(p \cdot \hat{n})^2}{p^4} P_{\theta\theta}(p) \left[ P_{\delta\delta}(\|k - p\|) - P_{\delta\delta}(k) \right] \\
- 2f_0^2\hat{n}_i\hat{n}_j \int \frac{p \cdot \hat{n} (k - p) \cdot \hat{n}}{|k - p|^2} P_{\theta\theta}(p) P_{\delta\delta}(\|k - p\|). \tag{4.23}
\]
Summing up the three contributions, contracting with \(-\frac{1}{2} k_i k_j\), and rearranging terms we have
\[
P^{m=2}(k) = f_0^2 \mu^4 P_{\theta\theta}(k) \\
+ k \mu f_0 \int \frac{d^3p}{(2\pi)^3} \frac{p \cdot \hat{n}}{p^2} \left[ f_0 \frac{[(k - p) \cdot \hat{n}]^2}{|k - p|^2} B_{\theta\theta}(p, -k, k - p) \\
- f_0 \frac{(k + p) \cdot \hat{n}}{|k + p|^2} B_{\theta\theta}(p, k, -p) \right] \\
+ k \mu f_0 \int \frac{d^3p}{(2\pi)^3} \frac{p \cdot \hat{n}}{p^2} \left[ f_0 \frac{(k - \hat{n})^2}{k^2} B_{\theta\theta}(p, -k, k - p) \\
- f_0 \frac{(k \cdot \hat{n})^2}{k^2} B_{\theta\theta}(p, k, -p) \right] \\
+ (k \mu f_0)^2 \int \frac{d^3p}{(2\pi)^3} \frac{(p \cdot \hat{n})^2}{p^4} P_{\theta\theta}(p) \left[ P_{\delta\delta}(\|k - p\|) - P_{\delta\delta}(k) \right] \\
+ (k \mu f_0)^2 \int \frac{d^3p}{(2\pi)^3} \frac{p \cdot \hat{n} (k - p) \cdot \hat{n}}{|k - p|^2} P_{\theta\theta}(p) P_{\delta\delta}(\|k - p\|), \tag{4.24}
\]
which can be written as
\[
P^{m=2}(k, \mu) = f_0^2 \left[ \mu^2 I_1^2(k) + \mu^4 I_2^2(k) \right], \tag{4.25}
\]
with
\[
I_1^2(k) = I_{1,uu}^2(k) + I_{1,uud}^2(k) + I_{1,uudd}^2(k), \\
I_2^2(k) = I_{2,uu}^2(k) + I_{2,uud}^2(k) + I_{2,uudd}^2(k), \tag{4.26}
\]
with \(I_{1,uu}^2(k) = 0\), \(I_{2,uu}^2(k) = P_{\theta\theta}(k)\), and the rest of the \(I_{1,2}^2(k)\) functions are given by eqs. (A.11) and (A.27).

- The third velocity moment, \(m = 3\), is
\[
\Xi^3_{ijk} = \langle (1 + \delta_1)(1 + \delta_2) \Delta u_i \Delta u_j \Delta u_k \rangle = \langle \Delta u_i \Delta u_j \Delta u_k \rangle + \langle (\delta_1 + \delta_2) \Delta u_i \Delta u_j \Delta u_k \rangle \\
= \Xi_{ijk}^{3,uuu}(\mathbf{x}) + \Xi_{ijk}^{3,uud}(\mathbf{x}), \tag{4.27}
\]
where we have not written the term \((\delta_1 \delta_2 \Delta u_i \Delta u_j \Delta u_k)\) since it is order \(O(P^3_L)\), and not considered here: contrary to the previous moments, whose expressions are valid to arbitrary PT order, in the following we keep only terms up to \(O(P^2_L)\). The “\(uuu\)” correlator yields

\[
\bar{\Xi}_{ijk}^{3,uuu}(k) = \int d^3 x e^{-ik \cdot x} \langle \Delta u_i \Delta u_j \Delta u_k \rangle = 3i f_0^3 \hat{n}_i \hat{n}_j \hat{n}_k \int_p \frac{p \cdot \hat{n}_k \cdot \hat{n}}{p^2} B_{0\theta\theta}(p, k, -k - p) - \frac{(k - p) \cdot \hat{n}_k}{|k - p|^2} B_{0\theta\theta}(p, -k, k - p) \],
\] (4.28)

and the “\(uuud\)” term,

\[
\bar{\Xi}_{ijk}^{3,uuud}(k) = 12i f_0^3 \hat{n}_i \hat{n}_j \hat{n}_k \int_p \frac{(p \cdot \hat{n})^2 k \cdot \hat{n}}{k^2} P_{0\theta\theta}(p) P_{0\theta}(k) - 12i f_0^3 \hat{n}_i \hat{n}_j \hat{n}_k \int_p \frac{(p \cdot \hat{n})^2 (k - p) \cdot \hat{n}}{|k - p|^2} P_{0\theta\theta}(p) P_{0\theta}(|k - p|) \].
\] (4.29)

Summing up the two contributions, rearranging some terms and contracting with \(\hat{n}_i \hat{n}_j \hat{n}_k \hat{n}_l\) we have

\[
P^{m=3}(k) = -2k^2 \mu^4 f_0^3 \sigma_v^2 P_{0\theta}(k)
+ 2k\mu^3 f_0^3 \int_p \frac{p \cdot \hat{n} ((k - p) \cdot \hat{n})^2}{|k - p|^2} B_{0\theta\theta}(p, -k, k - p)
+ 2k^2 \mu^2 f_0^3 \int_p \frac{(p \cdot \hat{n})^2 ([k - p] \cdot \hat{n})^2}{|k - p|^2} P_{0\theta\theta}(p) P_{0\theta}(|k - p|)
+ 2k^2 \mu^2 f_0^3 \int_p \frac{p \cdot \hat{n} [((k - p) \cdot \hat{n})^3]}{|k - p|^4} P_{0\theta\theta}(p) P_{0\theta}(|k - p|),
\] (4.30)

with the velocity variance

\[
\sigma_v^2 = \frac{1}{6 \pi^2} \int_0^\infty dp P_L^{L}(p).
\] (4.31)

This can be written as

\[
P^{m=3}(k, \mu) = f_0^3 [\mu^2 I_1^3(k) + \mu^4 I_2^3(k) + \mu^6 I_3^3(k)],
\] (4.32)

with \(I_1^3(k) = 0, I_2^3(k) = I_2^{3,uuu}(k) + I_2^{3,uuud}(k), I_3^3(k) = I_3^{3,uuu}(k) + I_3^{3,uuud}(k)\), where these \(I_n^m\) functions are giving by eqs. (A.12) and (A.28).

- Up to 1-loop, the fourth moment is \(\bar{\Xi}_{ijkl}^{4,uuuu}(x) = \langle \Delta u_i \Delta u_j \Delta u_k \Delta u_l \rangle\), yielding

\[
\bar{\Xi}_{ijkl}^{4,uuuu}(k) = -24 \hat{n}_i \hat{n}_j \hat{n}_k \hat{n}_l f_0^4 \int_p \frac{(p \cdot \hat{n})^2 (k \cdot \hat{n})^2}{k^4} P_{0\theta\theta}(p) P_{0\theta}(k)
+ 12 \hat{n}_i \hat{n}_j \hat{n}_k \hat{n}_l f_0^4 \int_p \frac{(p \cdot \hat{n})^2 ((k - p) \cdot \hat{n})^2}{|k - p|^4} P_{0\theta\theta}(p) P_{0\theta}(|k - p|).
\] (4.33)
After some manipulations we have\(^3\)

\[
P_{m=4}(k) = -k^2 \mu^6 f_0^4 \sigma_v^2 P_{\theta\theta}(k) + \mu^2 k^2 f_0^4 \int_p \frac{(p \cdot \hat{n})^3 ((k-p) \cdot \hat{n})^3}{|k-p|^4} P_{\theta\theta}(p) P_{\theta\theta}(|k-p|)
+ \mu^2 k^2 f_0^4 \int_p \frac{(p \cdot \hat{n})^2 ((k-p) \cdot \hat{n})^4}{|k-p|^4} P_{\theta\theta}(p) P_{\theta\theta}(|k-p|).
\]

This can be written as

\[
P_{m=4}(k, \mu) = f_0^3 [\mu^2 I_1^4(k) + \mu^4 I_2^4(k) + \mu^6 I_3^4(k) + \mu^8 I_4^4(k)]
\]

with \(I_1^4(k) = 0, I_2^4(k) = I_{2,\text{uuuu}}^4(k), I_3^4(k) = I_{4,\text{uuuu}}^4(k)\) and \(I_4^4(k) = I_{4,\text{uuuu}}^4(k)\), where these functions are giving by eq. \((A.29)\).

To get a sense of the significance of the different contributions \(I_m^4(k)\), in figure 4 we plot the non-vanishing of these functions with \(m = 1, 2, 3, 4\), for dark matter particles

\(^3\)By contracting eq. \((4.33)\) with \(\frac{1}{4} k_k k_k k_k\), the second term carries a factor \((k\mu)^4\). Thereafter, we decompose two of these four powers of \(k\mu\) as \((k\mu)^2 = ((k-p) \cdot \hat{n})^2 + 2((k-p) \cdot \hat{n})(p \cdot \hat{n}) + (p \cdot \hat{n})^2\).
We generalize, for future use, to the nonlinear Kaiser

$$P_{s}^K(k, \mu) = P_{s}^K(\mu) + 2f_{0}\mu^2 P_{s0}^K(\mu) + f_{0}^2 \mu^4 P_{s00}^K(\mu),$$

where in the second equality we have omitted $\nabla^2 \delta_m$ biasing to show how the Kaiser formula is recovered, although the Kaiser boost becomes scale dependent due to the growth rate $f(k)$. We generalize, for future use, to the nonlinear Kaiser

$$P_{s}^{NL}(k, \mu) = P_{s}^{0}(k) - i k_i \tilde{\eta}_{i}^{1, ud}(k) - \frac{1}{2} k_i k_j \tilde{\eta}_{ij}^{2, uu}(k)$$

which adds the non-linear corrections to the power cross-spectra $P_{s0, s0, 00}$, but neglects some of the next to leading perturbative order, 1-loop contributions.

Consider now all the terms that contain bispectra contributions. These are given in eqs. (4.17), (4.22), and (4.28), and add up as

$$A(k, \mu) = -i k_i \tilde{\eta}_{i}^{1, ud}(k) - \frac{1}{2} k_i k_j \tilde{\eta}_{ij}^{0, uu}(k) + i \frac{1}{6} k_i k_j k_k \tilde{\eta}_{ijk}^{3, uuu}(k)$$

$$= 2k \mu f_0 \int \frac{p \cdot \hat{n}}{p^2} B_{\theta \delta \delta}(p, -k, k - p)$$

$$+ k \mu f_0 \int \frac{p \cdot \hat{n}}{p^2} \left[ f_0 \frac{(k - p) \cdot \hat{n}}{|k - p|^2} B_{\theta \delta \delta}(p, -k, k - p) - f_0 \frac{(k + p) \cdot \hat{n}}{|k + p|^2} B_{\theta \delta \delta}(p, k, -k - p) \right]$$

$$+ k \mu f_0 \int \frac{p \cdot \hat{n}}{p^2} \left[ f_0 \frac{(k \cdot \hat{n})^2}{k^2} B_{\theta \delta \delta}(p, -k, k - p) - f_0 \frac{(k \cdot \hat{n})^2}{k^2} B_{\theta \delta \delta}(p, k, -k - p) \right]$$

$$+ 2k \mu f_0 \int \frac{p \cdot \hat{n}}{p^2} f_0 \frac{(k \cdot \hat{n})^2}{k^2} \frac{(k - p) \cdot \hat{n}}{|k - p|^2} B_{\theta \delta \delta}(p, -k, k - p).$$

$^4A(k, \mu)$ is of course a different function than $A(k, t)$ of section 2.
Let us define [22]

\[ B_\sigma(k_1, k_2, k_3) \equiv B_{\delta \delta}(k_1, k_2, k_3) + f_0 \frac{(k_3 \cdot \hat{n})^2}{k_3^2} B_{\delta \theta}(k_1, k_2, k_3) \]

\[ + f_0 \frac{(k_2 \cdot \hat{n})^2}{k_2^2} B_{\theta \delta}(k_1, k_2, k_3) + f_0 \frac{(k_2 \cdot \hat{n})^2 (k_3 \cdot \hat{n})^2}{k_2^2 k_3^2} B_{\theta \theta}(k_1, k_2, k_3) \]

\[ = \left\langle \theta(k_1) \left[ \delta(k_2) + f_0 \frac{(k_2 \cdot \hat{n})^2}{k_2^2} \theta(k_2) \right] \right\rangle \left\langle \delta(k_3) + f_0 \frac{(k_3 \cdot \hat{n})^2}{k_3^2} \theta(k_3) \right\rangle. \quad (4.40) \]

Then, noting the symmetries \( B_\sigma(k_1, k_2, k_3) = B_\sigma(k_1, k_3, k_2) = B_\sigma(-k_1, -k_2, -k_3) \), one can write

\[ A(k, \mu) = 2k \mu f_0 \int_\mathbf{p} \frac{\mathbf{p} \cdot \hat{n}}{p^2} B_\sigma(\mathbf{p}, -\mathbf{k}, \mathbf{k} - \mathbf{p}), \quad (4.41) \]

which is one of the corrections to the non-linear Kaiser model introduced for the TNS model in [22].

The rest of the velocity moments are collected as

\[ D(k, \mu) \equiv -\frac{1}{2} k_1 k_2 \hat{\Xi}^{2, uudd}_{ij}(\mathbf{k}) + \frac{i}{3!} k_1 k_2 k_3 \hat{\Xi}^{3, uudd}_{ijk}(\mathbf{k}) + \frac{1}{4!} k_1 k_2 k_3 k_4 \hat{\Xi}^{4, uuuu}_{ijkl}(\mathbf{k}), \quad (4.42) \]

hence this function is constructed out of four velocity or density fields, which at 1-loop only contribute as linear fields. Hence the only involved kernel different than EdS is \( G_1(k) \). We make the splitting

\[ D(k, \mu) = B(k, \mu) + C(k, \mu) - (k \mu f_0 \sigma_0)^2 P^K_s(k, \mu), \quad (4.43) \]

with [22]

\[ B(k, \mu) = (k \mu f_0)^2 \int_\mathbf{p} F(\mathbf{p}) F(\mathbf{k} - \mathbf{p}), \quad (4.44) \]

\[ F(\mathbf{p}) = \frac{\mathbf{p} \cdot \hat{n}}{p^2} \left[ P_{\delta \theta}(p) + f_0 \frac{\mathbf{p} \cdot \hat{n}}{p^2} P_{\theta \theta}(p) \right], \quad (4.45) \]

and

\[ C(k, \mu) = (k \mu f_0)^2 \int_\mathbf{p} \frac{(\mathbf{p} \cdot \hat{n})^2}{p^4} P_{\theta \theta}(p) P^K_s(|\mathbf{k} - \mathbf{p}|, \mu_{\mathbf{k} - \mathbf{p}}), \quad (4.46) \]

with \( \mu_{\mathbf{k} - \mathbf{p}} \) the angle between \( \mathbf{k} - \mathbf{p} \) and the line of sight \( \hat{n} \).

Finally, the redshift-space PS in the moment expansion (ME) approach to 1-loop in SPT is

\[ P^K_{\text{ME}}(k, \mu) = \sum_{m=0}^4 \left( \frac{-i}{m!} \right)^m k_{i_1} \cdots k_{i_m} \hat{\Xi}^{m}_{i_1 \cdots i_m}(\mathbf{k}) = P^K_{\text{NL}}(k, \mu) + A(k, \mu) + D(k, \mu). \quad (4.47) \]

Note that eq. (4.47) is known from [22] (eq. (23) in that paper), but we have used the ME formalism of refs. [19, 72] to derive it, and we have generalized it for tracers in arbitrary cosmologies. However, this is not the TNS RSD model expression, since the authors preferred to consider another expression with a phenomenological FoG damping term (eq. (18) in their paper), instead of the exact expression. In section 4.5 we will use EFT-counterterms to model the missing effects of non-linear mappings between redshift and real space coordinates and FoG features as has been done recently in several works [73, 74, 76, 95, 96].
4.4 Large and small scales behavior

We now want to check the IR and UV behavior of the functions composing the ME PS, eq. (4.47). Taking their large-scale limit, up to order $O(k^2)$ we obtain

\begin{equation}
B(k \to 0, \mu) = -C(k \to 0, \mu) = -(k\mu f_0)^2 \int \frac{d^3 p}{(2\pi)^3} \frac{p^2_\parallel^2}{p^2} \propto k^2,
\end{equation}

such that UV cancellations provide $B(k \to 0, \mu) + C(k \to 0, \mu) \propto k^4$. Hence at large scales the dominant term in function $D$ is $-(k\mu f_0\sigma_v)^2 P_s^K(k, \mu)$ and it behaves as

\begin{equation}
D(k \to 0, \mu) \propto k^2 P_L(k) \propto k^{2+n_s},
\end{equation}

with $n_s$ the primordial spectral index. Hence, $B$ grows faster than $k^2 P_L$ at low-$k$, which would violate momentum conservation, yielding that small scales largely affect the loop contributions at large scales. $C$ cancels this pathological behaviour, and $B + C$ goes as $k^4$. It is the term $-\sigma_v^2 k^2 P_{\theta\theta}(k)$ the one that brings the correct behaviour, $D \to k^2 P_L$ at large scales.

On the other limit, at high-$k$, we obtain an IR divergence in $C(k, \mu)$ for power spectra with spectral index $n \leq -1$, which is canceled out by the term $-\sigma_v^2 k^2 P_{\theta\theta}(k)$. Indeed, we can expand for $p \leq k$, assuming a scale invariant PS $P \propto k^n$ which is a good approximation for high $k$, so $k^m d^m P_L(k)/dk^m \propto P_L(k)$, and we have

\begin{equation}
P_s^K(|k - p|, \mu_{k-p}) = P_s^K(k, \mu) + P_L(k) \sum_{m=1}^{\infty} \alpha_m \left( \frac{p}{k} \right)^m,
\end{equation}

where the coefficients $\alpha_m$ are constructed out of contractions of up to $m$ angular directions $\hat{\mathbf{p}}_i$:

\begin{equation}
\alpha_m = \sum_{i=0}^{m} \alpha_i \cdots \hat{\mathbf{p}}_{j_1} \cdots \hat{\mathbf{p}}_{j_i},
\end{equation}

such that if $m$ is odd (even) each term of the above sum contains only an odd (even) number of vectors $\hat{\mathbf{p}}_i$. Hence,

\begin{align}
C(k, \mu) - (k\mu f_0\sigma_v)^2 P_s^K(k, \mu) &= (k\mu f_0)^2 \int \frac{d^3 p}{(2\pi)^3} \frac{p^2_\parallel^2}{p^4} P_{\theta\theta}(p) \left[p^K_s(|k - p|, \mu_{k-p}) - P_s^K(k, \mu)\right] \\
&\geq (k\mu f_0)^2 P_L(k) \int_{p \leq k} \frac{d^3 p}{(2\pi)^3} \frac{p^2_\parallel^2}{p^4} P_{\theta\theta}(p) \left[\alpha_2 \frac{p^2}{k^2} + O\left(\frac{p^4}{k^4}\right)\right],
\end{align}

where in the last line of the above equation we used that the first term in the expansion of eq. (4.50) factorizes the angular dependence as $\alpha_1 = \hat{\alpha}_i \hat{\mathbf{p}}_i$, such that when performing the angular integration in eq. (4.52) we find $\int d\Omega \hat{\mathbf{p}}_i \hat{\mathbf{p}}_j \hat{\mathbf{p}}_k = 0$, hence this term vanishes and the first correction is of order $p^2/k^2$; for the same reason all odd powers of $(p/k)$ are not present, and the second correction is $O((p/k)^4)$. Hence the combination $C(k, \mu) - (k\mu f_0\sigma_v)^2 P_s^K(k, \mu)$ is IR divergent only for $n \leq -3$, and safe for typical power spectra. This cancellation is equivalent to the real space 1-loop SPT PS for which the function $P_{22}(k)$ has an IR divergence for $n \leq -1$, that is cured by a term $-\sigma_v^2 k^2 P_L(k) \in P_{13}(k)$, with $\sigma_v^2$ the variance of Lagrangian displacements.
Figure 5. Components of $D(k, \mu)$ according to the splitting of eq. (4.43) for the model F6 at redshift $z = 0.5$ and for line-of-sight angle directions $\mu = 1$ (top panels) and $\mu = 0.5$ (bottom panels). On the left panels we show that $B$ and $C$ functions behave as $k^2$ at large scales, but the sum $B + C$ goes as $k^4$, while at small scales $B + C \sim C$. On the right panels we show the effects of adding the component $\propto -k^2 P_L(k)$, which at large scales dominates rendering $D(k \to 0, \mu) \propto k^2 P_L(k) \propto k^{2+n_s}$, while at small scales it cancels the dominant contribution to $C$ and makes $D \propto B$.

Summarizing, we notice that the full $D(k, \mu)$ is free of UV and IR divergence for typical power spectra. However, the three pieces that compose it in our splitting, eq. (4.43), have to be present, such that if any of them would be missing there would exist either an IR or an UV divergence. To make this point more clear, in figure 5 we plot the different components of the $D(k, \mu)$ function for angles $\mu = 0.5$ (bottom panels) and 1 (top panels). At large scales $D(k, \mu) \propto k^{2+n_s}$, although both $B(k, \mu)$ and $C(k, \mu)$ behave as $k^2$. Meanwhile, at small scales function $B(k, \mu)$ behaves equally to $C(k, \mu) - (k \mu f_0 \sigma_v)^2 P_L(k)$, both scaling approximately as $k^{1/2} P_L(k)$.

4.5 EFT counterterms

So far, we have followed a standard PT approach to construct the velocity moments and the complete redshift space PS in the SPT-ME approach. However, loop integrals are of the form

$$D(k, \mu) \propto -k^2 P_L(k)$$
$I(\mathbf{k}) = \int \mathbf{p} K(\mathbf{k}, \mathbf{p})$ and are computed over all internal momentum space, although $K(\mathbf{k}, \mathbf{p})$ does not hold at all scales, particularly for high internal momentum. Though these kernels are typically suppressed for regions $p \gg k$, such that small scales do not affect considerably the $I(k)$ functions at moderate, quasilinear scales, they pose a fundamentally wrong UV behaviour —in particular $P_{13}$. The EFT for large scale structure [97, 98] formalism cuts-off the loop integrals, by directly smoothing the overdensity fields by an arbitrary scale, and introduces counterterms necessary to remove the cut-off dependence on the final expressions. This is dramatically more important in correlators of fields that do not vanish at zero separation, as $\sigma_v^2$. The objective of EFT is to cure the spurious high-$k$ effects on statistics due to non modeled small scale physics, out of the reach of PT. Further, dark matter evolution is dictated by the Boltzmann equation, and its simplified description with momentum conservation and Euler equation breaks down by nonlinear collapse which makes different streams to converge, leading to velocity dispersion, the formation of matter caustics and, ultimately, to shell crossing. Hence, the very concept of CDM as a coherent fluid at all scales with no velocity dispersion is theoretically inconsistent because of gravitational collapse, breaking down at shell-crossing at best, and very rapidly all the Boltzmann hierarchy is necessary to describe the dynamics; this a key concern of EFT. In real space, for the PS, the leading order correction counterterm ($ct$) is given by $P_{ct}(k) = -c_s^2(t)k^2P_L(k)$, with $c_s$ the effective speed of sound of dark matter arising from fluid equations of a non-perfect fluid.

In redshift space, the situation is more complex, because the counterterms not only model small scales, non-perturbative physics, but also the non-linear mathematical map between real space and redshift space densities [73, 74, 95]. In this case, each moment model small scales, non-perturbative physics, but also the non-linear mathematical map.

Finally, along the line-of-sight direction, 2-point statistics are dominated by FoG as a non-linear coupling between the velocity and density fields, with a characteristic scale given by the velocity dispersion $\sigma_v$, for which typically $\sigma_v^{-1} \sim \nu_{NL}$, motivating to go beyond the leading order through the ansatz [74]

$$P_{ct}(k, \mu) = (\alpha_0 + \alpha_1 \mu^2 + \cdots)k^2P_L(k).$$

which can be also understood as stemming from a Taylor series expansion of a phenomenological damping factor $D_{FoG}[(k\mu f_0\sigma_v)^2]$ at second order on $(k^2/\sigma_v^2)$. But, as discussed above, $\sigma_v$ is not well modeled by PT, and historically replaced by a free parameter $\sigma_{FoG}$. Here, it becomes modeled by the $\hat{c}$ time-dependent counterterm. The multipoles become

$$P^{NLO}_{ct, \ell}(k) = \hat{c}D^{NLO}_{ct, \ell}(k) f_0^4 k^4 P_L(k),$$

with

$$D^{NLO}_{ct, \ell=0}(k) = \frac{b_4^2}{5} + \frac{2}{7} b_1 f(k) + \frac{f^2(k)}{9},$$

$$D^{NLO}_{ct, \ell=2}(k) = \frac{4b_2^2}{7} + \frac{40}{21} b_1 f(k) + \frac{40f^2(k)}{99},$$

$$D^{NLO}_{ct, \ell=4}(k) = \frac{8b_1^2}{35} + \frac{48}{77} b_1 f(k) + \frac{48f^2(k)}{143}.$$
Figure 6. Matter redshift-space power spectrum multipoles with (solid lines) and without (dashed lines) the IR-resummations for MG model F6 at redshift \( z = 0.5 \). The effect of IR-resummation is clearly seen and necessary to degrade the BAO oscillations at high-\( k \). The error bars denote the RMS error over the five realizations in the simulations.

It is interesting to note that, regardless of the bias and growth rate, the next-to-leading order FoG counterterm contribution to the quadrupole is the largest, about \( D_{NLO}^{ct,\ell=2} \sim 3D_{NLO}^{ct,\ell=0} \).

We arrive to our final expression for the EFT-Moment expansion approach modeling of the redshift space PS,

\[
P_\text{EFT}^s(k,\mu) = P_\text{ME}^s(k,\mu) + (\alpha_0 + \alpha_1 \mu^2 + \cdots) k^2 P_L(k) + \tilde{c}(\mu k f_0)^4 P^K_s(k,\mu) + P_\text{shot},
\]

with \( P_\text{shot} \) modeling the stochastic terms, uncorrelated with long wave-length fluctuations. That is, we assume that stochasticity is well localized, with a small range of coherence, such that its spectra can be characterized by a constant (both in \( k \) and \( \mu \)) shot noise \( P_\text{shot} \).

In contrast, in e.g. refs. [73, 99–101] the stochastic noise has a component proportional to \( (k\mu)^2 \), leading to two free parameters to model it. Here, we are adopting the most simple prescription where the stochastic contribution is given by a constant shot noise, affecting only the monopole of the PS; see e.g. [74] for a recent use with real data.\(^5\) We will find that this approach yields accurate results when comparing to simulated data.

4.6 IR-resummation

Despite the success of SPT-EFT in modeling the broadband PS, the theory yet gives poor results in modeling the BAO since long-wavelength displacement fields, though being essentially linear, stream largely contributing to damp features in the PS in a manner that is non-perturbative under an SPT scheme [103–106]. Then, in order to model the spread and degradation of the BAO oscillations due to large scale bulk flows, we employ IR-resummations [107–115] as implemented in [74–76]. The main idea is to split the real space linear PS in one piece containing the oscillations (wiggles), \( P_w \), and a smooth piece without them, \( P_{nw} \), such that \( P_L(k) = P_w(k) + P_{nw}(k) \), to do this we use the method based on fast sine transforms of [116].

\(^5\)In contrast, in [99, 102] a more cumbersome stochastic expression, including \( k^2 \) and \( (k\mu)^2 \) contributions, is used to fit DR12 BOSS data.
(proposed in appendix (A.1) of that paper). Note that this approach is somewhat arbitrary, since there is not a single way to tell what is a PS without BAO, so there is a handcrafted element in the process.\footnote{In this sense, the LPT approach is more natural, because the Lagrangian displacements of bulk flows are fully resummed from the beginning (see e.g. [73]). Recently, this scheme has been extended to resum also the velocity fields [117], such that a posteriori IR-resumptions are no longer required.}

To leading order one gets the Kaiser, IR-resummed PS [75]

\[
P_s^{\text{K,IR}}(k, \mu) = (b_1 + f(k) \mu^2)^2 \left[ e^{-k^2 \Sigma_{\text{tot}}^2(k, \mu)} P_L(k) + (1 - e^{-k^2 \Sigma_{\text{tot}}^2(k, \mu)}) P_{\text{nw}}(k) \right] \tag{4.60}
\]

with damping, angle-dependent, factor

\[
\Sigma_{\text{tot}}^2(k, \mu) = [1 + f(k) \mu^2 (2 + f(k))] \Sigma^2 + f^2(k) \mu^2 (\mu^2 - 1) \delta \Sigma^2, \tag{4.61}
\]

with $$\Sigma^2$$ the real space isotropic damping and $$\delta \Sigma^2$$ a subdominant contribution,

\[
\begin{align*}
\Sigma^2 &= \frac{1}{6 \pi^2} \int_0^{k_s} dp \, P_{\text{nw}}(p) \left[ 1 - j_0 \left( \frac{p}{k_{\text{BAO}}} \right) + 2 j_2 \left( \frac{p}{k_{\text{BAO}}} \right) \right], \\
\delta \Sigma^2 &= \frac{1}{2 \pi^2} \int_0^{k_s} dp \, P_{\text{nw}}(p) j_2 \left( \frac{p}{k_{\text{BAO}}} \right),
\end{align*}
\tag{4.62}
\]

where $$k_s$$ is a scale separating long and short modes and $$k_{\text{BAO}} \simeq (105 \text{ Mpc} \, h^{-1})^{-1}$$ corresponds to the BAO scale. Functions $$j_n$$ are the spherical Bessel functions of order $$n$$. The choice of $$k_s$$ is also arbitrary, but the results depend very weakly on it, as long as $$k_s \gtrsim 0.05 \text{ Mpc}^{-1} h$$ [76]; in this work we use $$k_s = 0.2 \text{ Mpc}^{-1} h$$.

To 1-loop the IR-resummed PS becomes [75]

\[
P_s^{\text{IR}}(k, \mu) = e^{-k^2 \Sigma_{\text{tot}}^2(k, \mu)} P_{s,\text{EFT}}(k, \mu) + (1 - e^{-k^2 \Sigma_{\text{tot}}^2(k, \mu)}) P_{s,\text{nw}}(k, \mu) \tag{4.64}
\]

where $$P_{s,\text{EFT}}(k, \mu)$$ is the 1-loop PS computed using eq. (4.59), and $$P_{s,\text{nw}}(k, \mu)$$ is also computed with eq. (4.59) but using as input the non-wiggle linear PS $$P_{\text{nw}}$$. Equation (4.64) is our final expression to be compared with simulated halo statistics in section 5.

In figure 6 we show the matter redshift-space PS multipoles ($$\ell = 0, 2, 4$$) with and without the IR-resumptions for MG model F6 at redshift $$z = 0.5$$. We notice that the BAO degradation is not well modeled by eq. (4.59) alone, as large oscillations are still present at high-$$k$$ values (dashed lines) but it needs the IR-resummaton presented in this section to follow more appropriately the matter particle data, as shown in solid lines (the details of the simulations are presented in the next section).

We finally notice that we have used the same resummation scheme as for $$\Lambda$$CDM, with the generalized cosmologies effects entering through the scale-dependent growth rate $$f(k)$$ and the linear PS. This pragmatic approach is natural for generalized cosmologies that reduce to $$\Lambda$$CDM at large scales, since the bulk flows that are treated non-perturbatively are almost indistinguishable among the different models.\footnote{MG theories like DGP [118] and cubic Galileons [119] do not reduce to $$\Lambda$$CDM at large scales. However, the linear growth rate $$f$$ is scale independent in these cases, suggesting this IR-resummation approximation is valid for such theories as well.}
Figure 7. Redshift-space power spectrum monopole, quadrupole, and hexadecapole for halo catalogue 1 ($10^{12} < M_h < 4.5 \times 10^{12} M_\odot h^{-1}$) at redshift $z = 0.5$.

5 Numerical results

Having laid out our perturbation theory framework in the previous sections, here we proceed to compare our theoretical predictions for the PS from eq. (4.64), against the ones obtained by state-of-the-art $N$-body simulations.

Before discussing the results, we first begin with a brief overview of the $N$-body simulations we compare with, which are the Extended LEnsing PHysics using ANalaytic ray Tracing ELEPHANT simulations [36, 79], that were performed with a modified version of the RAMSES code, the ECOSMOG module [120, 121]. The $\Lambda$CDM runs correspond to the following set of parameters $\{\Omega_m, \Omega_\Lambda, h, n_s, \sigma_8, \Omega_b\} = \{0.281, 0.719, 0.697, 0.971, 0.848, 0.046\}$, while 3 instances of the HS $n = 1 f(R)$ model were simulated, corresponding to three variations of $|f_{R0}| = \{10^{-6}, 10^{-5}, 10^{-4}\}$. Furthermore, each scenario has been run using 5 different initial random seeds, that we average over. For the purposes of simplicity, we refer to these scenarios as GR, F6, F5, and F4, respectively, and we will also focus on snapshots at $z = 0.5$ and $z = 1$. The simulations span a cubic volume of $V_{\text{box}} = (1024 \text{ Mpc} h^{-1})^3$, with 1024$^3$ dark matter particles, while gravitationally bound haloes were identified using the publicly available code ROCKSTAR [122]. Further details about the simulations can be found at [36, 79].

To generate RSD outputs from the simulated dark matter and halo catalogues, we displace the particle (and halo) positions with their peculiar velocities, in accordance with the mapping (4.1), choosing the line of sight $\hat{n}$ along the $\hat{z}$ axis. We utilize the publicly available code NbodyKit\(^8\) in order to extract the first 3 nonvanishing multipoles of the matter and halo PS, $P_0(k), P_2(k), P_4(k)$, evaluated at 512 equally spaced $k$ bins in the range $0.00614 < k < 8https://nbodykit.readthedocs.io/en/latest/index.html.
3.135 Mpc$^{-1} h$. In the halo case, we extract two separate sub-samples, spanning halo mass ranges of $12 < \log_{10} M_h < 12.65$ and $12.65 < \log_{10} M_h < 13$ in units of $M_{\odot} h^{-1}$, that we will refer to as halo catalogue 1 and 2, respectively, from now on. Upon the extraction of the clustering statistics from the halo catalogues, we include both main and satellite haloes in our calculation. We further note that one could alternatively only work with the main gravitationally bound structures identified by the halo finder, as was e.g. done in [51], in which case our model would still be applicable, and the agreement with the simulations would likely be better. Given however that the former scenario is more realistic, we did choose to include the sub-halos and still found good agreement with our model’s predictions, as we will see shortly.

The final missing piece in order to compare against the simulations pertains to the determination of the model free parameters, consisting of a total of 4 bias parameters \{b_1, b_2, b_2, b_{3nl}\} and 4 additional EFT parameters \{c_0, c_2, c_4, \tilde{c}\}, with $c_\ell$ the multipoles of the factor $(\alpha_0 + \alpha_2 \mu^2 + \cdots )$ in eq. (4.59). We keep the shot-noise Poissonian, such that $P_{\text{shot}} = 1/\bar{n}$, with $\bar{n}$ the mean number density of halos. Although one has the liberty to let this parameter free, or even adding a dependence on $\mu^2 k^2$ [73, 100, 101], we find that the Poissonian noise gives accurate results for our simulated data. We will further reduce the number of independent parameters from 8 to 6, since $b_2$ and $b_{3nl}$ can be expressed in terms of $b_1$, from EdS co-evolution [78], as

$$b_2 = -\frac{4}{7}(b_1 - 1),$$  \hfill (5.1)  

$$b_{3nl} = \frac{32}{315}(b_1 - 1).$$  \hfill (5.2)

These expressions assume that the initial, Lagrangian bias is only local and that the velocity

---

**Figure 8.** Redshift-space power spectrum multipoles for halo catalogue 2 ($4.5 \times 10^{12} < M_h < 1 \times 10^{13} M_{\odot} h^{-1}$) at redshift $z = 0.5$. 

---

---
field is unbiased. The above relations were obtained using EdS evolution; however, we find that they yield acceptable results also in the MG models considered here, so we use them to reduce the number of free parameters of the theory. In the case of simpler local bias models, one can analytically predict the bias parameters in MG, as was done e.g. in [83, 123]. This is not the case for the higher order bias and EFT parameters considered in this work, which cannot be modeled from first principles. As a result, we determine these values by fitting our model’s predictions (4.64) to the simulated multipoles, through Markov Chain Monte Carlo runs\(^9\) over the range \(0 < k < 0.25\text{ Mpc}^{-1}h\), and report the best-fit values given by the maximum-likelihood estimators, and 1σ confidence intervals for each sample in table 1.\(^{10}\) Finally, we note that the linear PS for the base ΛCDM cosmology is obtained by CAMB\(^{11}\) [126], and the linear PS of MG models are computed as

\[
P_L^{\text{MG}}(k, z) = \left( \frac{D_+(k, z)}{D_+(k \to 0, z)} \right)^2 P_L^{\text{ACDM}}(k, z),
\]

which is an excellent approximation as long as MG effects are negligible at early times for the scales of interest, which is certainly the case for \(|f_{R0}| \leq 10^{-4}\).

Before we proceed to discuss the results for haloes, we begin by considering the relatively simpler case of dark matter, which is shown in figure 6. There, we compare our theoretical predictions for the monopole, quadrupole and hexadecapole of the matter PS, against the ones from the \(N\)-body simulations, for the F6 model at \(z = 0.5\). The prediction for the monopole remains consistent (within 1σ error bars) with the simulation down to \(k \sim 0.26\text{ Mpc}^{-1}h\), with the higher order multipoles achieving similar levels of accuracy down to wave-modes of \(k \sim 0.24\text{ Mpc}^{-1}h\). Even though the larger error bars in the latter case (which are expected given the limited simulation volume and sample variance) do not allow us to perform strict comparisons around the BAO scale, the model predictions are nevertheless well consistent with the simulated trend. We finally add that we checked and found very similar agreement, as in the F6 case, for the rest of the gravity models, that we do not show here. In [50] similar comparisons were performed to HS models using the TNS model, but without the use of EFT parameters and IR-resummation, and hence its level of accuracy is more limited than in this work.

In figures 7 and 8, we compare our model predictions (4.64) for the first three multipoles of the halo PS for all gravity models, against the ones obtained from the simulated halo catalogues 1 and 2, respectively, at \(z = 0.5\). The error bars show the RMS errors for the five realizations on each model. Starting with the halo 1 sample, we recover very similar levels of accuracy for the F6, F5, and F4 gravity models as in the known GR case, demonstrating a robust behavior across the parameter space of the Hu-Sawicki model. As in the dark matter case of figure 6, the monopole predictions are the most accurate down to higher \(k\) modes, up to \(k = 0.27\text{ Mpc}^{-1}h\), but the model also performs very well for the higher multipoles, demonstrating consistency with the corresponding simulated curves well within the non-linear regime. The more pronounced error bars, due to cosmic variance, in the higher multipoles are once again expected, especially given the relatively smaller number of halos compared to the dark matter particle case. We observe very similar trends in the halo catalogue 2 results of

\(^9\)We use the generic sampler https://github.com/rodriguezmeza/MathematicaMCMC-1.0.0.git [124]. \(^{10}\)We should note, at this point, that during the fitting process we have assumed a diagonal covariance matrix. Even though we know that in principle the errors in different bins are correlated and expect that the inclusion of the non-diagonal terms would tighten the constraints. We nevertheless obtain very good fits, as it was also found in, e.g., [125] that made similar assumptions. \(^{11}\)https://camb.info/.

Figure 9. Redshift-space power spectrum monopole, quadrupole, and hexadecapole for halo catalogue 1 ($10^{12} < M_h < 4.5 \times 10^{12} M_{\odot} h^{-1}$) at redshift $z = 1$.

Figure 8, and we also find this to be the case with the corresponding comparisons at redshift $z = 1$, that are displayed in figures 9 and 10. As a result, these comparisons demonstrate that our model is overall very successful at recovering the anisotropic redshift-space halo PS across a broad range of halo masses, cosmological redshifts and degrees of deviation from the base GR case, for the $f(R)$ HS MG scenario.

In figure 11 we show contour plots for the case of model F5 at $z = 0.5$ for the halo catalogue 1 (the rest of the models present similar behavior), showing some degeneracies, particularly for the $b_1$-$c_0$ and $b_1$-$c_2$ spaces. These are indeed expected since at small scales the EFT parameters, being positive, tend to lower the multipoles, while bigger $b_1$ values augment the overall power of the full spectrum. There is also a clear positive correlation between the $c_0$ and $c_2$ parameters although these affect only the monopole and the quadrupole, respectively; which can be understood as inherited from their degeneracies with the local linear bias $b_1$.

Finally, we remark that our approach is close to the work of [73], where the authors find a good accuracy of their perturbative treatment up to $k = 0.3$ Mpc$^{-1} h$ for redshift $z = 0.8$, that is similar to our findings.

6 Connection to other works

In this section we would like to make connection to smoothing kernel templates widely used in the literature.
Figure 10. Redshift-space power spectrum multipoles for halo catalogue 2 \((4.5 \times 10^{12} < M_h < 1 \times 10^{13} \, M_\odot h^{-1})\) at redshift \(z = 1\).

Figure 11. Contour regions for bias and EFT parameters in the cosmology F5, halos1 at \(z = 0.5\), corresponding to results in table 1.
Table 1. Bias and EFT parameters fitted from simulations and used in figures 7 \((z = 0.5, \text{halos1})\), 8 \((z = 0.5, \text{halos2})\), 9 \((z = 1, \text{halos1})\,\text{and} \, 8 \((z = 1, \text{halos2})\). The units of parameters \(c_0\), \(c_2\), and \(c_4\) are \(\text{Mpc}^2 h^{-2}\).

By taking derivatives to the relation \(\langle e^{i\mathbf{J}\cdot \mathbf{A}} \rangle = \exp \left[ \langle e^{i\mathbf{J}\cdot \mathbf{A}} \rangle_c \right] \) between cumulants and moments one arrives to [19, 72]:

\[
1 + \mathcal{M}(\mathbf{k}, \mathbf{x}) = \exp \left[ \sum_{n=2}^{\infty} \frac{1}{n!} k_{1i} \cdots k_{in} \langle \Delta u_{i1} \cdots \Delta u_{in} \rangle_c \right] \left\{ 1 + \langle (\delta_1 + \delta_2) e^{i\mathbf{k} \cdot \Delta \mathbf{u}} \rangle_c \right. \\
+ \langle (\delta_1 e^{i\mathbf{k} \cdot \Delta \mathbf{u}}) \rangle_c \langle (\delta_2 e^{i\mathbf{k} \cdot \Delta \mathbf{u}}) \rangle_c + \langle \delta_1 \delta_2 e^{i\mathbf{k} \cdot \Delta \mathbf{u}} \rangle_c \right\}.
\]

(6.1)

The exponential prefactor can be recast as

\[
e^{-k\mu f_0 \sigma_\nu^2} \exp \left[ -\frac{1}{2} (k_i k_j \langle \Delta u_i \Delta u_j \rangle_c - 2(k\mu f_0 \sigma_\nu)^2) - \frac{i}{6} k_i k_j k_k \langle \Delta u_i \Delta u_j \Delta u_k \rangle_c + \cdots \right],
\]

(6.2)

such that in the second exponential we removed the zero lag correlator \(\langle u_i(0) u_j(0) \rangle = 2\sigma_\nu^2 f_0^2 \hat{n}_i \hat{n}_j\). We further expand the cumulants in the braces of the r.h.s. of eq. (6.1),

\[
\langle (\delta_1 + \delta_2) e^{i\mathbf{k} \cdot \Delta \mathbf{u}} \rangle_c = ik_i \langle (\delta_1 + \delta_2) \Delta u_i \rangle_c - \frac{1}{2} k_i k_j \langle (\delta_1 + \delta_2) \Delta u_i \Delta u_j \rangle_c,
\]

(6.3)

\[
\langle (\delta_1 e^{i\mathbf{k} \cdot \Delta \mathbf{u}}) \rangle_c \langle (\delta_2 e^{i\mathbf{k} \cdot \Delta \mathbf{u}}) \rangle_c = -k_i k_j \langle \delta_1 \Delta u_i \rangle \langle \delta_2 \Delta u_j \rangle,
\]

(6.4)

\[
\langle \delta_1 \delta_2 e^{i\mathbf{k} \cdot \Delta \mathbf{u}} \rangle_c = \langle \delta_1 \delta_2 \rangle + ik_i \langle \delta_1 \delta_2 \Delta u_i \rangle,
\]

(6.5)

valid at 1-loop for primordial Gaussian fields. The idea behind the smoothing kernel is to expand the second exponential in the r.h.s. of eq. (6.2) and the terms \(e^{-k\mathbf{u}}\) inside the
cumulants of the terms within the curly brackets of eq. (6.1). Lengthy but straightforward algebra leads to

\[ 1 + \mathcal{M}(k, x) = e^{-k^2 \mu^2 f_0^2 \sigma_v^2} \left[ 1 + \sum_{n=0}^{4} \frac{i^n}{n!} k_{i_1} \cdots k_{i_n} \Xi_{i_1 \cdots i_n}(x) \right] + (k \mu f_0 \sigma_v)^2 \left[ (\delta_1 \delta_2) + ik_i((\delta_1 + \delta_2) \Delta u_i) - \frac{1}{2} k_i k_j \langle \Delta u_i \Delta u_j \rangle \right], \tag{6.6} \]

such that the inverse Fourier transform of eq. (4.5) can be performed analytically to give

\[ P_{sK}^S(k, \mu) = e^{-k^2 \mu^2 f_0^2 \sigma_v^2} \left[ P_{sNL}^K(k, \mu) + A(k, \mu) + B(k, \mu) + C(k, \mu) \right]. \tag{6.7} \]

Note that by expanding the exponential we recover the moment expansion approach PS [eq. (4.47)]. This model has been used in several works, showing to fit reasonably well to simulations, see e.g. [94], when $\sigma_v^2$ is considered as a free parameter. This approach has the disadvantage of breaking Galilean invariance that occurs when splitting $\langle \Delta u_i \Delta u_j \rangle_c = 2 \langle u_i(0) u_j(0) \rangle_c - 2 \langle u_i(x) u_j(0) \rangle_c$, and expanding the second term out of the exponential. The consequence of this is the IR divergence we have seen in $C(k, \mu)$, that in the ME expression [eq. (4.47)] is cured by the term $-(k \mu f_0 \sigma_v)^2 P_{sK}^K(k, \mu)$, which is missing in $P_{sSK}^S(k)$. Other smoothing kernel models exist in the literature, but all of them suffer similar problems. The most popular is perhaps the TNS model [22], which seems cannot be deduced within the scheme we adopt, but we can obtain it by simply omitting the function $C(k, \mu)$,

\[ P_{sTNS}^S(k, \mu) = e^{-k^2 \mu^2 f_0^2 \sigma_v^2} \left[ P_{sNL}^K(k, \mu) + A(k, \mu) + B(k, \mu) \right]. \tag{6.8} \]

This approach does not have the IR divergence, but as we discussed, the $B(k, \mu)$ has terms UV sensitive which should be canceled by the $C(k, \mu)$ function.

Another popular phenomenological model was given by Scoccimarro [19], consisting in neglecting the corrections $A(k, \mu)$ and $D(k, \mu)$,

\[ P_{sSc04}^S(k, \mu) = e^{-k^2 \mu^2 f_0^2 \sigma_v^2} P_{sNL}^K(k, \mu). \tag{6.9} \]

hence this model is free UV and IR divergencies, but is incomplete in the sense that not all 1-loop corrections are considered.

7 Summary and conclusions

The interplay of high accuracy PT and simulations is an important tool to test both approaches at linear and quasilinear scales. The physical insights from PT and EFT techniques provide the ability to comprehend features in N-point statistics that are valuable to identify effects from different origins, particularly with regards to alternative cosmologies. In the present work we have developed an RSD theory for generalized kernels, beyond EdS, which can be applied to $\Lambda$CDM with or without massive neutrinos, MG models, and dark energy sourced by a nontrivial scale dependent Poisson equation. To show its applicability, we focused on the $\Lambda$CDM and HS $f(R)$ models.

The approach developed here is valid for models that comply with eqs. (2.1), (2.5), and (2.6). The source of the Poisson eq. (2.1) defines the alternative DE/gravity model to
consider. The SPT kernels are then computed by substituting eqs. (2.17) and (2.18) into eqs. (2.10) and (2.11) to solve them iteratively. In this way we found the kernels $F_n$ and $G_n$ necessary for the computations to 1-loop that are given in the main text for general $A(k,t)$ and $S$ functions, or in appendix B for the specific case of HS. However, we remark that the approach we follow thereafter is independent of the specific kernels. With these at hand, one can readily compute the PS for dark matter perturbations using the expressions at the end of section 2. We then followed ref. [77] to construct the renormalized bias expansion that incorporates new pieces that reflects the complexity of generalized cosmologies, mainly encoded in the kernels themselves. With the biasing theory included, PS for tracers are given in section 3.2.

In section 4 we developed the main results of this work, that is, a formalism to compute the redshift-space PS for generalized cosmologies. We employed the density-weighted velocity field moments expansion approach [19], based in a formalism that was recently employed for standard cosmology [72, 73]. We expand the moments in terms of the $I^m_n(k)$ functions, eq. (4.9), that had proven to be useful in [22, 94], and here, for our RSD modeling. We computed the different momenta in section 4.2. We then expanded the momenta to arrive to the ME approach PS, eq. (4.47), that is an extension of the known expression to generalized cosmologies. The different pieces of the latter expression are all necessary to have a correct large- and small-scale behavior, as proven in section 4.4. To complete the PS expansion we also computed the EFT counterterms that are necessary to account for backreactions from small-scale physics and also for the damping of the PS along the line-of-sight direction in the particular case of RSD. We also adopted an IR-resummation prescription to correctly model the smearing of BAO due to non-perturbative large scale bulk flows, that also avoids unphysical large oscillations for small-scale modes.

We finally compared our formalism against simulations, finding very good agreement between our EFT, IR-resummed theory and the state-of-the-art ELEPHANT, MG N-body suite of simulations. We made comparisons using two ranges of halo masses at redshifts $z = 0.5$ and $z = 1$. Within error-bars, we find that the matching is good up to scales $k \sim 0.27 \text{ Mpc}^{-1}h$ for the monopole, and slightly smaller $k$ for the quadrupole and hexadecapole. These comparisons demonstrate that our RSD modeling is overall successful at recovering the anisotropic redshift-space halo PS across a broad range of halo masses, cosmological redshifts and deviations from the base $\Lambda CDM$ case. They also suggest, we argue, that our model is a promising tool to construct theoretical templates, such as [36, 127, 128], to estimate cosmological parameters using real data obtained from surveys. However, to do this, numerical obstacles may arise because the involved 2-dimensional integrations are constructed from general kernels that are solutions to systems of lengthy differential equations. Such solutions should be obtained at each bin of the 2-dimensional quadratures since these do not have analytical expressions for arbitrary internal momenta, making thus the computations considerably slower than in the corresponding $\Lambda CDM$ counterpart, where it is customary to use the analytical EdS kernels. Furthermore, the methods to accelerate these integrals by means of FFTlog methods [76, 129, 130] do not apply here, and one has to rely on brute force, which becomes computationally challenging if one needs to span a broad range of parameters in a realistic Monte Carlo Markov Chain analysis. It is important to consider such analysis in future works, since ultimately it will tell us if gravity can be tested using theoretical PT templates and large scales cosmological data from upcoming surveys such as DESI and LSST. That is, without a detailed parameter estimation it is not trivial to conclude to what extent the MG linear PS and kernels are degenerated with biasing, EFT counterterms, and stochasticity. A first step towards this direction was recently taken in [131], through
a Fisher analysis. On the other hand, from several works (e.g [28, 29]), it is known that the MG screenings are necessary to fit the real space matter power spectrum modeling with simulations. These screenings are non-linear and hence the use of MG kernels $F_n$, instead of EdS, is necessary. However, for tracers in redshift-space the situation is different and it is possible that the MG effects become degenerated with the free parameters at the quasi-linear scales reached by PT/EFT.

To our knowledge, this work presents the most accurate to-date theoretical PT work in the redshift-space PS for MG, being the only one that accounts for beyond linear local biasing, incorporating also EFT counterterms and IR-resummation. Though our theory is based on existing standard cosmology works, mainly [19, 72–75, 77], we organize the theory differently such that, in our opinion, it is easier to compare between different RSD approaches; and further, we find expressions for all the modeling contributions that are valid for kernels beyond EdS.
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A $I^m_n$ functions

For a rotational scalar function $S(k,p) = S(k,p,x)$, with $x \equiv \hat{k} \cdot \hat{p}$, we use the relation (see also appendix D of [96])

$$\int \frac{d^3p}{(2\pi)^3} (\hat{p} \cdot \hat{n})^n S(k,p) = \sum_{m=0}^{n} (\hat{k} \cdot \hat{n})^m \int \frac{d^3p}{(2\pi)^3} G_{nm}(x) S(k,p,x),$$

(A.1)

where

$$G_{nm}(x) = \sum_{\ell=0}^{n} \frac{(1 + (-1)^{\ell+n})(2\ell + 1)}{2(1 + \ell + n)} \binom{\ell}{m} \binom{2\ell}{\ell} \binom{\ell+m+1}{\ell} \times \genfig 2{1 - \ell}{\ell}{\frac{1}{2}}{\frac{1}{2}}{\frac{1}{2}}{\frac{1}{2}}{1} \frac{1}{2} - \ell, \frac{1}{2} - \ell} P_{\ell}(x)$$

(A.2)

where $\genfig 2{a}{b}{c}$ is the generalized hypergeometric function of the kind $(p = 3, q = 2)$ evaluated at $z = 1$ [132], and $P_{\ell}(x)$ is the Legendre polynomial of degree $\ell$. 
We demonstrate the above expression: starting from (A.1) one arrives to
\[
\sum_{m=0}^{n} \mu^m G_{nm}(x) = \sum_{\ell=0}^{n} A^\mu_{\ell} \mathcal{P}_\ell(\mu) \mathcal{P}_\ell(x)
\]
(A.3)
where \( \mathcal{P}_\ell \) are the Legendre polynomials and \( A^\mu_{\ell} \) is obtained from
\[
y^n = \sum_{\ell=0}^{n} A^\mu_{\ell} \mathcal{P}_\ell(y),
\]
(A.4)
hence
\[
A^\mu_{\ell} = \frac{(1 + (-1)^{\ell+n})(2\ell + 1)}{2^{\ell+1}(1 + \ell + n)} \binom{2\ell}{\ell} \; _3F_2\left(1 - \frac{\ell}{2}, \frac{\ell}{2}; 1 - \ell - n; \frac{1}{2} - \ell, \frac{1}{2}(1 - \ell - n); 1\right).
\]
(A.5)
We further use \( \mathcal{P}_\ell(\mu) = \sum_{m=0}^{\ell} B^\mu_m \mathcal{P}_m(\ell) \), with
\[
B^\mu_m = 2^\ell \binom{\ell+m-1}{m}^2 \left(\frac{\ell + m - 1}{\ell}\right).
\]
(A.6)
Now, since \( A^\mu_{\ell} = 0 \) for \( \ell > n \) and \( B^\mu_m = 0 \) for \( m > \ell \), we arrive to
\[
G_{nm}(x) = \sum_{\ell=0}^{n} A^\mu_{\ell} B^\mu_m \mathcal{P}_\ell(x),
\]
(A.7)
which is eq. (A.2). An equivalent formula for \( G_{nn} \) was recently found in [96].

We can derive \( G_{nn} = \mathcal{P}_n(x) \), and \( G_{nm} = 0 \) for \( n < m \) or if \( n + m \) is an odd integer. With this formula one obtains all the \( G_{nm}(x) \) functions listed in TNS paper [22], with the exception of \( G_{55}(x) = \mathcal{P}_5(x) \) that in [22] contains a typo. Note also that the indices are inverted \( G_{nm}(x) \) here = \( G_{mn}(x) \) TNS paper.

From eq. (A.1) we can write
\[
\int \frac{d^3p}{(2\pi)^3} (\mathbf{p} \cdot \hat{\mathbf{n}})^n S(\mathbf{k}, \mathbf{p}) = \sum_{m=0}^{n} \mu^m \int \frac{d^3p}{(2\pi)^3} \mathcal{P}^n G_{nm}(\hat{\mathbf{k}} \cdot \hat{\mathbf{p}}) S(\mathbf{k}, \mathbf{p})
\]
\[
= \frac{k^3}{4\pi^2} \sum_{m=0}^{n} \mu^m \int_0^\infty dr r^2 \int_{-1}^{1} dx (kr)^n G_{nm}(x) S(k, r, x),
\]
(A.8)
with \( x = \hat{\mathbf{k}} \cdot \hat{\mathbf{p}} \) and \( r = p/k \).

A.1 A function

Function \( A(k, \mu) \), defined in eq. (4.39), can be written as
\[
A(k, \mu) = \mu^2 [f_0 I^{1, udd}_1(k) + f_0^2 I^{2, udd}_1(k)] + \mu^4 [f_0^2 I^{2, udd}_2(k) + f_0^4 I^{3, uuu}_1(k)] + \mu^6 f_0^6 I^{3, uuu}_3(k),
\]
(A.9)
with the use of eq. (A.1), where
\[
I^{1, udd}_1(k) = \frac{k^3}{4\pi^2} \int_0^\infty dx \int_{-1}^{1} dx \left\{ A_{11}(\mathbf{k}, \mathbf{p}) \mathcal{P}_L(k) + \tilde{A}_{11}(\mathbf{k}, \mathbf{p}) \mathcal{P}_L(k) \right\} \frac{\mathcal{P}_L(|\mathbf{k} - \mathbf{p}|)}{(1 + r^2 - 2rx)^2}
\]
\[
+ \frac{k^3}{4\pi^2} \int_0^\infty dx \int_{-1}^{1} dx a_{11}(\mathbf{k}, \mathbf{p}) \mathcal{P}_L(k) \mathcal{P}_L(k),
\]
(A.10)
\[ I_n^{2,ud}(k) = \frac{k^3}{4\pi^2} \int_0^\infty dr \int_{-1}^1 dx \left\{ A_{n2}(k, p) P_L(k) + A_{n2}(k, p) P_L(kr) \right\} \frac{P_L(|k - p|)}{(1 + r^2 - 2rx)^2} \\
+ b_1 \frac{k^3}{4\pi^2} \int_0^\infty dr \int_{-1}^1 dx a_{n2}(k, p) P_L(k) P_L(kr), \quad (n = 1, 2) \quad (A.11) \]

\[ I_n^{3,uu}(k) = \frac{k^3}{4\pi^2} \int_0^\infty dr \int_{-1}^1 dx \left\{ A_{n3}(k, p) P_L(k) + \tilde{A}_{n3}(k, p) P_L(kr) \right\} \frac{P_L(|k - p|)}{(1 + r^2 - 2rx)^2} \\
+ b_1 \frac{k^3}{4\pi^2} \int_0^\infty dr \int_{-1}^1 dx a_{n3}(k, p) P_L(k) P_L(kr), \quad (n = 2, 3) \quad (A.12) \]

with \( A_{ab} \) and \( a_{ab} \) functions

\[ A_{11}(k, p) = \frac{2b_1^2 r x G_2(-k, k - p)}{(1 + r^2 - 2rx)^2} + b_1^2 \frac{2r^2(1 - rx)}{1 + r^2 - 2rx} G_1(|k - p|) \left\{ F_2(-k, k - p) + \frac{b_2}{2b_1} + \frac{b_s}{b_1} S(-k, k - p) \right\}, \quad (A.13) \]

\[ \tilde{A}_{11}(k, p) = \frac{2b_1^2}{(1 + r^2 - 2rx)^2} \left[ G_1(p) r x + G_1(|k - p|) \frac{r^2(1 - rx)}{1 + r^2 - 2rx} \right] \\
\times \left\{ F_2(p, k - p) + \frac{b_2}{2b_1} + \frac{b_s}{b_1} S(p, k - p) \right\}, \quad (A.14) \]

\[ a_{11}(k, p) = \frac{2b_1^2 G_2(-k, -p) r^2(1 - rx)}{1 + r^2 - 2rx} + 2b_1 r x G_1(p) \left\{ F_2(-k, p) + \frac{b_2}{2b_1} + \frac{b_s}{b_1} S(-k, p) \right\}, \quad (A.15) \]

\[ A_{12}(k, p) = -b_1 \frac{r^2(1 - x^2)}{1 + r^2 - 2rx} G_2(-k, k - p) G_1(|k - p|), \quad (A.16) \]

\[ \tilde{A}_{12}(k, p) = -b_1 \frac{r^2(1 - x^2)}{1 + r^2 - 2rx} G_1(p) G_1(|k - p|) \left\{ F_2(p, k - p) + \frac{b_2}{2b_1} + \frac{b_s}{b_1} S(p, k - p) \right\}, \quad (A.17) \]

\[ a_{12}(k, p) = -b_1 \frac{r^2(1 - x^2)}{1 + r^2 - 2rx} G_2(p, -k) G_1(p), \quad (A.18) \]
\[
\begin{align*}
A_{22}(k, x, r) & = b_1 \left[ \frac{r^2(1 - 3x^2) + 2xr}{1 + r^2 - 2rx} G_1(|k - p|) + 2xr G_1(k) \right] G_2(-k, k - p) \\
& + b_1 \frac{2r^2(1 - rx)}{1 + r^2 - 2rx} G_1(|k - p|) G_1(k) \left\{ F_2(-k, k - p) + \frac{b_2}{2b_1} + \frac{b_8}{b_1} S(p, k - p) \right\} , \\
\tilde{A}_{22}(k, x, r) & = b_1 \left[ \frac{2r^2(1 - rx)}{1 + r^2 - 2rx} G_1(|k - p|) + 2xr G_1(p) \right] G_2(p, k - p) \\
& + b_1 \frac{2r^2(1 - 3x^2) + 2xr}{1 + r^2 - 2rx} G_1(|k - p|) G_1(p) \left\{ F_2(p, k - p) + \frac{b_2}{2b_1} + \frac{b_8}{b_1} S(p, k - p) \right\} , \\
a_{22}(k, x, r) & = b_1 \left[ \frac{r^2(1 - 3x^2) + 2xr}{1 + r^2 - 2rx} G_1(p) + \frac{2r^2(1 - rx)}{1 + r^2 - 2rx} G_1(k) \right] G_2(-k, p) \\
& + 2b_1 xr G_1(p) G_1(k) \left\{ F_2(-k, p) + \frac{b_2}{2b_1} + \frac{b_8}{b_1} S(p, -k) \right\} . 
\end{align*}
\]

\[
A_{23}(k, x, r) = \frac{r^2(x^2 - 1)}{1 + r^2 - 2rx} G_2(-k, k - p) G_1(k) G_1(|k - p|),
\]

\[
\tilde{A}_{23}(k, x, r) = \frac{r^2(x^2 - 1)}{1 + r^2 - 2rx} G_2(p, k - p) G_1(p) G_1(|k - p|),
\]

\[
a_{23}(k, x, r) = \frac{r^2(x^2 - 1)}{1 + r^2 - 2rx} G_2(-k, p) G_1(k) G_1(p).
\]

\[
A_{33}(k, x, r) = \frac{r^2(1 - 3x^2) + 2rx}{1 + r^2 - 2rx} G_2(-k, k - p) G_1(k) G_1(|k - p|),
\]

\[
\tilde{A}_{33}(k, x, r) = \frac{r^2(1 - 3x^2) + 2rx}{1 + r^2 - 2rx} G_2(p, k - p) G_1(p) G_1(|k - p|),
\]

\[
a_{33}(k, x, r) = \frac{r^2(1 - 3x^2) + 2rx}{1 + r^2 - 2rx} G_2(-k, p) G_1(k) G_1(p).
\]

All these functions \(A_{ab}\) reduce to the corresponding in TNS paper for the unbiased case \((b_1 = 1, b_2 = b_8 = 0)\) and with EdS kernels \(G_1, G_2, \) and \(F_2\).

### A.2 D function

The \(D(k, \mu)\) function in eq. (4.42) is

\[
D(k, \mu) = \mu^2 \left[ f_0^2 I_{2,u add}(k) + f_0^3 I_{3,u add}(k) + f_0^4 I_{4,u uu u}(k) \right] \\
+ \mu^4 \left[ f_0^2 I_{2,u add}(k) + f_0^3 I_{3,u add}(k) + f_0^4 I_{4,u uu u}(k) \right] \\
+ \mu^6 \left[ f_0^3 I_{3,u add}(k) + f_0^4 I_{4,u uu u}(k) \right] + \mu^8 f_0^4 I_{4,u uu u}(k),
\]

with

\[
I_{2,u add}(k) = I_{2,u add}^B(k) + I_{2,u add}^C(k) - \delta_{n1}k^2 \sigma^2_\nu P_{\delta \delta}(k),
\]

\[
I_{3,u add}(k) = I_{3,u add}^B(k) + I_{3,u add}^C(k) - \delta_{n2}k^2 \sigma^2_\nu P_{\theta \theta}(k),
\]

\[
I_{4,u uu u}(k) = I_{4,u uu u}^B(k) + I_{4,u uu u}^C(k) - \delta_{n3}k^2 \sigma^2_\nu P_{\theta \theta}(k),
\]

\[
\text{JCAP04(2021)039}
\]
according to the splitting $D = B + C - (k \sigma_f \mu)^2 P^K$. 

$$I^{2 budgets}_{nB}(k) = \frac{k^3}{4 \pi^2} \int_0^\infty dr \int_{-1}^1 dx B^{nB}_{11}(r, x) \frac{P_{\delta \theta}(kr) P_{\delta \theta}(|k - p|)}{1 + r^2 - 2rx}, \quad (A.30)$$

with

$$B^{nB}_{11}(r, x) = \frac{r^2}{2}(x^2 - 1), \quad B^{nB}_{21}(r, x) = \frac{r}{2}(r - 3rx^2 + 2x). \quad (A.31)$$

$$I^{2 budgets}_{1C}(k) = \frac{k^3}{4 \pi^2} \int_0^\infty dr \int_{-1}^1 dx \frac{1}{4}(1 - x^2) \left\{ P_{\delta \delta}(kr \sqrt{1 + r^2 - 2rx}) P_{\theta \theta}(kr) + r^4 P_{\delta \delta}(kr) P_{\theta \theta}(kr (1 + r^2 - 2rx)^2) \right\}, \quad (A.32)$$

$$I^{2 budgets}_{2C}(k) = \frac{k^3}{4 \pi^2} \int_0^\infty dr \int_{-1}^1 dx \left\{ \frac{1}{4}(3x^2 - 1) P_{\delta \delta}(kr \sqrt{1 + r^2 - 2rx}) P_{\theta \theta}(kr) + \frac{r^2}{4}[2 - 4rx + r^2(3x^2 - 1)] P_{\delta \delta}(kr) P_{\theta \theta}(kr (1 + r^2 - 2rx)^2) \right\}. \quad (A.33)$$

We note these expressions have no counterpart in $B$, because the product here is $P_{\delta \delta} P_{\theta \theta}$, while the products for functions $B$ are $P_{\delta \theta} P_{\delta \theta}$, $P_{\delta \theta} P_{\theta \theta}$, and $P_{\delta \theta} P_{\theta \theta}$. Therefore, functions $C_{11}$ or $C_{12}$, with the same meaning as those relative to $B$, do not exist.

Functions with $m = 3$ are

$$I^{3 budgets}_{nC}(k) = -\frac{k^3}{4 \pi^2} \int_0^\infty dr \int_{-1}^1 dx C^{m}_{21}(k, r, x) \frac{P_{\theta \theta}(kr \sqrt{1 + r^2 - 2rx}) P_{\theta \theta}(kr)}{(1 + r^2 - 2rx)^2} \quad (A.34)$$

$$I^{3 budgets}_{nB}(k) = -\frac{k^3}{4 \pi^2} \int_0^\infty dr \int_{-1}^1 dx B^{m}_{21}(k, r, x) \frac{P_{\theta \theta}(kr \sqrt{1 + r^2 - 2rx}) P_{\theta \theta}(kr)}{(1 + r^2 - 2rx)^2}, \quad (A.35)$$

with

$$C^{1}_{21}(r, x) = -\frac{3r^4}{8}(x^2 - 1)^2 = -B^{1}_{21}(r, x), \quad (A.36)$$

$$C^{1}_{12}(r, x) = -\frac{3r^4}{8}(x^2 - 1)^2 = -B^{1}_{21}(r, x), \quad (A.37)$$

showing that indeed, $I^{3 budgets}_{nC}(k) = I^{3 budgets}_{1B}(k) + I^{3 budgets}_{1C}(k) = 0$, such that there is not $f^3 \mu^2$ term in $D(k, \mu)$ function. The rest of the functions are

$$C^{1}_{21}(r, x) = \frac{-r^2}{4} (1 - x^2)(2 - 3r^2 - 12rx + 15r^2 x^2), \quad (A.38)$$

$$C^{1}_{12}(r, x) = \frac{-r^2}{4} (1 - x^2)(2 - 3r^2 - 12rx + 15r^2 x^2), \quad (A.39)$$

$$B^{2}_{21}(r, x) = \frac{3}{4} r^2(-1 + x^2)(-2 + r^2 + 6rx - 3r^2 x^2), \quad (A.40)$$

$$B^{1}_{12}(r, x) = \frac{3}{4} r(-1 + x^2)(-r - 2x + 5rx^2), \quad (A.41)$$
and

\[ C_{21}^3(r, x) = -\frac{r^2}{8}(-4 + 3r^2 + 24rx + 12x^2 - 30r^2x^2 - 40rx^3 + 35r^2x^4), \]  
(A.42)
\[ C_{12}^3(r, x) = -\frac{1}{8}(-4 + 3r^2 + 24rx + 12x^2 - 30r^2x^2 - 40rx^3 + 35r^2x^4), \]  
(A.43)
\[ B_{21}^3(r, x) = \frac{r}{8}\left\{-8x + r\left[-12 + 36x^2 + 12rx(3 - 5x^2) + r^2(3 - 30x^2 + 35x^4)\right]\right\}, \]  
(A.44)
\[ B_{12}^3(r, x) = \frac{r}{8}[4x(3 - 5x^2) + r(3 - 30x^2 + 35x^4)]. \]  
(A.45)

Functions with \( m = 4 \) are

\[ I_{nB}^{4,nnnn}(k) = \frac{k^3}{4\pi^2} \int_{0}^{\infty} dr \int_{-1}^{1} dx B_{22}^n(r, x) \frac{P_{\theta\theta}(kr)P_{\theta\theta}(k\sqrt{1 + r^2 - 2rx})}{(1 + r^2 - 2rx)^2}, \]  
(A.46)
\[ I_{nC}^{4,nnnn}(k) = \frac{k^3}{4\pi^2} \int_{0}^{\infty} dr \int_{-1}^{1} dx C_{22}^n(r, x) \frac{P_{\theta\theta}(kr)P_{\theta\theta}(k\sqrt{1 + r^2 - 2rx})}{(1 + r^2 - 2rx)^2}, \]  
(A.47)

with

\[ C_{22}^1 = -\frac{5r^4}{16}(-1 + x^2)^3 = -B_{22}^1, \]  
(A.48)
\[ C_{22}^2 = \frac{3r^2}{16}(-1 + x^2)^2(7 - 5r^2 - 30rx + 35r^2x^2), \]  
(A.49)
\[ C_{22}^3 = -\frac{1}{16}(-1 + x^2)[4 + 3r\left\{-16x + r\left[-14 + 70x^2 + 20rx(3 - 7x^2) + 5r^2(1 - 14x^2 + 21x^4)\right]\right\}], \]  
(A.50)
\[ C_{22}^4 = \frac{1}{16}\left[-4 + 12x^2 + 16rx(3 - 5x^2) + 7r^2(3 - 30x^2 + 35x^4) - 6r^3x(15 - 70x^2 + 63x^4) + r^4\left\{-5 + 21x^2(5 - 15x^2 + 11x^4)\right\}\right], \]  
(A.51)

and

\[ B_{22}^2 = -\frac{3r^2}{16}(-1 + x^2)^2(6 - 5r^2 - 30rx + 35r^2x^2), \]  
(A.52)
\[ B_{22}^3 = \frac{3r}{16}(x^2 - 1)\left[-8x + r\left\{-12 + 60x^2 + 20rx(3 - 7x^2) + 5r^2(1 - 14x^2 + 21x^4)\right\}\right], \]  
(A.53)
\[ B_{22}^4 = \frac{r}{16}\left[8x(-3 + 5x^2) - 6r(3 - 30x^2 + 35x^4) + 6r^2x(15 - 70x^2 + 63x^4) + r^3\left\{(5 - 21x^2(5 - 15x^2 + 11x^4)\right\}\right]. \]  
(A.54)

The relation \( C_{22}^1 + B_{22}^1 = 0 \) implies that, \( I_1^1(k) = 0 \), such that there is not \( f_0^1\mu^2 \) term in \( D(k, \mu) \) function.

We stress out that all our functions \( B_{ab}^n \) are identical to those presented in TNS paper, this is because all are constructed out of products of correlators of linear fields. The only difference is that a factor \( f(k)/f_0 \) is introduced each time a velocity field \( \theta \) is present. The biasing of these functions is implicit in the power spectra \( P_{\delta\delta} \) and \( P_{\theta\theta} \) and cross-power spectrum \( P_{\delta\theta} \). Meaning that

\[ B(k, \mu; f_0) \rightarrow b_1^1B(k, \mu, f_0/b_1), \quad C(k, \mu; f_0) \rightarrow b_1^1C(k, \mu, f_0/b_1). \]  
(A.55)
As we mentioned in section 3, we restrict the inclusion of curvature bias to $O(P_L)$ terms, so it does not appear in the above expressions.

**B On the $f(R)$ Hu-Sawicki model**

Throughout this work we apply our results to the Hu-Sawicki $f(R)$ model [133], with $n = 1$ and amplitude $f_{R_0} = -10^{-6}, -10^{-5} - 10^{-4}$, called F6, F5 and F4, respectively. We stress that results for other gravity models are straightforward to develop, following our formalism.

Models defined in the Einstein frame can be put also in our frame by using field redefinitions; see [31]. In this appendix we summarize the main aspects needed from the HS models.

A general $f(R)$ action is written as

$$S = \int d^4x \sqrt{-g} (R + f(R)) + \int d^4x \sqrt{-g} \mathcal{L}_m.$$  \hfill (B.1)

Variations with respect to the metric of this action lead to the field equations

$$G_{\mu\nu} + f_R R_{\mu\nu} - \nabla_\mu \nabla_\nu f_R - \left( \frac{f}{2} - \Box f_R \right) g_{\mu\nu} = 8\pi G T_{\mu\nu},$$  \hfill (B.2)

where $f_R \equiv \frac{df(R)}{dR}$, that represents the scalar field degree of freedom of the theory. By taking the trace to this equation one obtains

$$3\Box f_R = R(1 - f_R) + 2f - 8\pi G \rho,$$  \hfill (B.3)

where we use a dark matter fluid with $T^\mu_\mu = -\rho$.

Considering a perturbed Friedmann-Robertson-Walker line element

$$ds^2 = -(1 + 2\Phi)dt^2 + a(t)^2(1 - 2\Psi)d^2x,$$  \hfill (B.4)

the fluid perturbation $\Delta \rho = \bar{\rho}\delta$ and the associated scalar field perturbation $\delta f_R = f_R - \bar{f}_R$, $R = \bar{R} + \delta R$, where the bar indicates background quantities and $\bar{R} \equiv R(\bar{f}_R)$, the perturbative field equations in Fourier space are [28, 29]:

$$-\frac{k^2}{a^2} \Phi = 4\pi G \bar{\rho}\delta + \frac{1}{2} \frac{k^2}{a^2} \delta f_R,$$  \hfill (B.5)

$$3\frac{k^2}{a^2} \delta f_R = 8\pi G \bar{\rho}\delta - M_1(k)\delta f_R - \delta \mathcal{I}(\delta f_R),$$  \hfill (B.6)

$$\Psi - \Phi = \delta f_R,$$  \hfill (B.7)

where $m \equiv (M_1/3)^{1/2}$ represents the mass of scalar field. On scales larger than $m^{-1}$, the scalar field does not propagate and one recovers the $\Lambda$CDM model. On the other hand, on small scales ($k \to \infty$, $\mu \to 4/3$, see eq. (B.8)), so gravity is enhanced by one third, $G_{\text{eff}} \to (4/3)G$.

Substituting eq. (B.6) in (B.5), one arrives to eq. (2.1) identifying the functions:

$$\mu(k, t) = 1 + \frac{k^2/a^2}{3k^2/a^2 + M_1(k)},$$  \hfill (B.8)

$$S(k) = \frac{1}{2} \frac{k^2/a^2}{3k^2/a^2 + M_1(k)} \delta \mathcal{I},$$  \hfill (B.9)
\( \delta I \) represents nonlinear interactions which can be expanded as:

\[
\delta I(\delta f_R) = \frac{1}{2} \int \frac{d^3k_1d^3k_2}{(2\pi)^3} \delta D(k - k_{12})M_2(k_1, k_2)\delta f_R(k_1)\delta f_R(k_2) \\
+ \frac{1}{6} \int \frac{d^3k_1d^3k_2d^3k_3}{(2\pi)^6} \delta D(k - k_{123})M_3(k_1, k_2, k_3)\delta f_R(k_1)\delta f_R(k_2)\delta f_R(k_3) + \cdots,
\]

where the functions \( M_i \) are in general scale and time dependent and are determined by the \( f(R) \) model.

Giving eq. (B.8), we can now determine \( A(k, t) \) using eq. (2.2), as

\[
A(k, t) = 4\pi G \bar{\rho} \mu(k, t) = 4\pi G \bar{\rho} \left( 1 + \frac{k^2/a^2}{3k^2/a^2 + M_1(k)} \right),
\]

that enters in eq. (2.15) to determine the growth function to first order \( D_+(k, t) \). It only remains to determine the functions \( M_i \) to have all the needed functions to be able to integrate the system. These functions are given for \( f(R) \) gravity by

\[
\delta R = \sum_i \frac{1}{n!} M_n(\delta f_R)^n, \quad M_n \equiv \left. \frac{d^n R(f_R)}{df_R^n} \right|_{f_R = \bar{f}_R}.
\]

For the \( n = 1 \) HS model can be expressed as:

\[
f(R) = -\frac{c_1 R}{c_2 R / M^2 + 1}.
\]

In order to have an effective \( \Lambda \)CDM model at background level, the energy scale is chosen to be \( M^2 = H^2_0 \Omega_{m0} \) and \( c_1/c_2 = 6\Omega_\Lambda/\Omega_{m0} \).

The functions \( M_1, M_2 \) and \( M_3 \) are:

\[
M_1(a) = \frac{3}{2} \left( \frac{H_0^2}{|f_{R0}|} \right) \left( \frac{\Omega_{m0}a^{-3} + 4\Omega_\Lambda}{\Omega_{m0} + 4\Omega_\Lambda} \right)^3,
\]

\[
M_2(a) = \frac{9}{4} \left( \frac{H_0^2}{|f_{R0}|} \right) \left( \frac{\Omega_{m0}a^{-3} + 4\Omega_\Lambda}{\Omega_{m0} + 4\Omega_\Lambda} \right)^5,
\]

\[
M_3(a) = \frac{45}{8} \left( \frac{H_0^2}{|f_{R0}|} \right) \left( \frac{\Omega_{m0}a^{-3} + 4\Omega_\Lambda}{\Omega_{m0} + 4\Omega_\Lambda} \right)^7.
\]

These functions depend only on the background evolution since they are the coefficients of the expansion of a scalar field potential about its background value, see eq. (B.12).

The second order source entering eq. (2.23) becomes

\[
S^{(2)}(k_1, k_2) = -\left( \frac{2A_0}{3} \right)^2 \frac{M_2(k_1, k_2)k^2/a^2}{6\Pi(k)\Pi(k_1)\Pi(k_2)},
\]

where \( \Pi(k) \equiv \frac{1}{32\pi^2}(3k^2 + M_1a^2) \).
C  SPT generalized kernels

In SPT the expansion is performed directly to the overdensity and velocity fields, \( \delta = \delta^{(1)} + \delta^{(2)} + \cdots \) and \( \theta = \theta^{(1)} + \theta^{(2)} + \cdots \), which we have written as a Taylor Fourier expansion in eqs. (2.17) and (2.18). The \( F_n \) and \( G_n \) kernels are usually obtained by solving iteratively continuity and Euler equations, eqs. (2.10) and (2.11). In this notation, the linear growth functions \( D_+ \) are kept attached to the linear fields because they are scale dependent and cannot be pulled out of the integral; and the \( G_n \) kernels carry the linear growth rate \( f(k, t) \). Our notation coincides with that of ref. [30] except for a minus sign in \( G_n \), but differs from the most used notations that factorize the \( f \) factors.

Instead of solving for \( F_n \) and \( G_n \) directly, we obtain them from known LPT kernels, using the mappings developed in [83]. In LPT one follows the trajectories \( \mathbf{x} \) of particles initially located at a Lagrangian position \( \mathbf{q} \).

\[
x^i(q, t) = q^i + \Psi^i(q, t),
\]

with the Lagrangian displacement vector field \( \Psi \) which in PT is written as

\[
\Psi_i(p) = i \sum_{m=1}^\infty \frac{1}{m!} \int L_i^{(m)}(p_1, \ldots, p_m; t) \delta_L(p_1) \cdots \delta_L(p_n),
\]

with \( L_i^{(m)} \) the LPT kernels. For \( F_n \) we have the relation [83]

\[
F_n(k_1, \ldots, k_n) = \sum_{\ell=1}^n \sum_{m_1 + \cdots + m_\ell = n} \frac{k_1 \cdots k_\ell}{\ell! m_1! \cdots m_\ell!} L_i^{(m_1)}(k_1) \cdots L_i^{(m_\ell)}(k_m) F_n(k_{m-1}, \ldots, k_m).
\]

Once symmetrized, for \( F_2 \) and \( G_2 \) we obtain, see also [134, 135],

\[
F_2(k_1, k_2) = \frac{1}{2} \left[ k_i L_i^{(2)}(k_1, k_2) + k_i k_j L_i^{(1)}(k_1) L_j^{(1)}(k_2) \right],
\]

\[
G_2(k_1, k_2, k_3) = \frac{1}{3!} \left[ k_i L_i^{(3)}(k_1, k_2, k_3) + k_i k_j L_i^{(2)}(k_1, k_2) L_j^{(1)}(k_3) + \text{cyclic} \right]
\]

\[
+ k_i k_j k_k L_i^{(1)}(k_1) L_j^{(1)}(k_2) L_k^{(1)}(k_3).
\]

Computing the \( G_n \) kernels is a little more messy than the \( F_n \), but still straightforward. The velocity field is given by \( v_i(x, t) = dx/d\tau = a \dot{\Psi}_i(q, t) \). We use

\[
\frac{\partial}{\partial q^j} = \frac{\partial x^j}{\partial q^i} \frac{\partial}{\partial x^i} = J_{ji} \frac{\partial}{\partial x^i},
\]

with \( J_{ij} = \partial x^j/\partial q^i \) the Jacobian matrix of the coordinate transformation (C.1) and \( J \) its determinant, to get \( \nabla \dot{x}_i = (J^{-1})_{ji} \nabla \dot{j}_j \) with \( (J^{-1})_{ji} = (2J)^{-1} \epsilon_{ikp} \epsilon_{jqr} J_{kp} J_{qr} \) or

\[
J (J^{-1})_{ji} = \delta_{ij} + (\delta_{ij} \delta_{ab} - \delta_{ia} \delta_{jb}) \Psi_{ab} + \frac{1}{2} \epsilon_{ikp} \epsilon_{jqr} \Psi_{kq} \Psi_{pr}.
\]

Hence

\[
J^{-1} \nabla \dot{x}_i v_i = \dot{\Psi}_{i,i} + \Psi_{j,j} \dot{\Psi}_{i,j} - \Psi_{i,j} \dot{\Psi}_{i,j} + \frac{1}{2} \epsilon_{ikp} \epsilon_{jqr} \Psi_{kq} \Psi_{pr} \dot{\Psi}_{i,j}.
\]
The Fourier transform of the velocity divergence yields

\[-H f\theta(k) = \int d^3x e^{-ikx} \frac{1}{a} \nabla_x v_i = \int d^3q e^{-iqu} J(q,t) \frac{1}{a} \nabla_x v_i = \int d^3q e^{-iqu} \sum_{\ell=0}^{\infty} \frac{1}{\ell!} (-ik_a \Psi_a)_{\ell} \dot{\Psi}_{i,\ell} + (\delta_{ij}\delta_{ab} - \delta_{ia}\delta_{jb}) \int d^3q e^{-iqu} \Psi_{a,b} \dot{\Psi}_{i,j} \sum_{\ell=0}^{\infty} \frac{1}{\ell!} (-ik_k \Psi_k)_{\ell}^3 \delta_{ij} = 0. \quad \text{(C.9)}\]

On the other hand by taking the derivative of the displacement field

\[\dot{\Psi}_i(p) = i \sum_{m=1}^{\infty} \frac{1}{m!} \int_{p_{1} \cdots m = p} L_i^{(m)}(p_1, \ldots, p_m) \dot{\delta}_L(p_1) \cdots \dot{\delta}_L(p_m), \quad \text{(C.10)}\]

with

\[L_i^{(m)}(p_1, \ldots, p_m) = L_i^{(m)}(p_1, \ldots, p_m) + H L_i^{(m)}(p_1, \ldots, p_m)(f(p_1) + \cdots + f(p_m)). \quad \text{(C.11)}\]

- To second order, using eq. (C.9),

\[-fH\theta^{(2)}(k) = \int d^3q e^{-iku} \dot{\Psi}_i^{(2)}(q,t) - i k_a \int d^3q e^{-iku} \Psi_a^{(1)}(q,t) \dot{\Psi}_i^{(1)}(q,t) + (\delta_{ij}\delta_{ab} - \delta_{ia}\delta_{jb}) \int d^3q e^{-iku} \Psi_{a,b}^{(1)}(q,t) \dot{\Psi}_{i,j}^{(1)}(q,t) \quad \text{(C.12)}\]

\[\equiv I_A + I_B + I_C, \quad \text{(C.13)}\]

with

\[I_A(k) = \int d^3q e^{-iku} \nabla_i \dot{\Psi}_i^{(2)}(q,t) = \int d^3q e^{-iku} \nabla_i \int d^3p \frac{1}{(2\pi)^3} e^{ipq} \dot{\Psi}_i^{(2)}(p,t) \]

\[= \int d^3p \frac{1}{(2\pi)^3} \frac{i}{p_i} \dot{\Psi}_i^{(2)}(p,t) \int d^3q e^{ip-k} \Psi = i k_i \dot{\Psi}_i^{(2)}(k,t) = \int_{k_{12}=k} \frac{1}{2} \delta_{k_1 + k_2, k_{12}} L_i^{(2)}(k_1, k_2) \delta_1 \delta_2, \quad \text{(C.14)}\]

\[I_B(k) = \int_{k_{12}=k} (k_1 + k_2) \delta_{k_1} L_i^{(1)}(k_1) L_i^{(1)}(k_2) \delta_1 \delta_2 \quad \text{(C.15)}\]

\[= \int_{k_{12}=k} \frac{1}{2} (k_1 + k_2) \delta_{k_1} \left[ k_i \delta_{k_1}^{(1)}(k_1) L_i^{(1)}(k_2) + k_i \delta_{k_1}^{(1)}(k_2) L_i^{(1)}(k_1) \right] \delta_1 \delta_2. \quad \text{(C.16)}\]

Now, using

\[\int d^3q e^{-iku} \Psi_{a,b}^{(1)}(q) \dot{\Psi}_{i,j}^{(1)}(q) = \int_{k_{12}=k} k_i k_j \delta_{k_1}^{(1)}(k_1) L_i^{(1)}(k_2) \delta_1 \delta_2, \quad \text{(C.17)}\]
the last term is

\[
I_C(k) = (\delta_{ij}\delta_{ab} - \delta_{ia}\delta_{jb}) \int d^3q e^{-ik\cdot q} \Psi^{(1)}_{a,b}(q) \dot{\Psi}^{(1)}_{i,j}(q,t)
\]

\[
= \int_{k_{12}=k} \left[ k_1^3 L_a^{(1)}(k_1)k_2^3 L_i^{(1)}(k_2) - k_1 \cdot k_2 L_a^{(1)}(k_1)L_a^{(1)}(k_2) \right] \delta_1 \delta_2
\]

\[
= - \int_{k_{12}=k} \frac{1}{2} \left[ k_1 \cdot k_2 \left( L_a^{(1)}(k_1)L_a^{(1)}(k_2) + L_a^{(1)}(k_2)L_a^{(1)}(k_1) \right) - k_1^3 \frac{k_1^3}{L_a^{(1)}(k_1)L_i^{(1)}(k_2)} - k_2^3 \frac{k_1^3}{L_a^{(1)}(k_2)L_i^{(1)}(k_1)} \right] \delta_1 \delta_2.
\]

Summing the three contributions and identifying to (2.18), we obtain

\[
2fHG_2(k_1,k_2) = (k_1 + k_2)L_i^{(2)}(k_1,k_2)
\]

\[
+ (k_1 + k_2)_a \left[ k_2^3 L_a^{(1)}(k_1)L_i^{(1)}(k_2) + k_1^3 L_a^{(1)}(k_2)L_i^{(1)}(k_1) \right]
\]

\[
- k_1^3 \frac{k_2^3}{L_a^{(1)}(k_1)L_i^{(1)}(k_2)} - k_1^3 \frac{k_1^3}{L_a^{(1)}(k_1)L_i^{(1)}(k_1)}
\]

\[
+ k_1 \cdot k_2 \left( L_a^{(1)}(k_1)L_a^{(1)}(k_2) + L_a^{(1)}(k_2)L_a^{(1)}(k_1) \right) \right) \delta_1 \delta_2.
\]

To third order, using eq. (C.9),

\[
-fH\theta^{(3)}(k) = \int d^3q e^{-ik\cdot q} \dot{\Psi}^{(3)}_{i,i}
\]

\[
+ \int d^3q e^{-ik\cdot q}(-ik_a \Psi^{(1)}_{a}) \dot{\Psi}^{(2)}_{i,i}
\]

\[
+ \int d^3q e^{-ik\cdot q}(-ik_a \Psi^{(2)}_{a}) \dot{\Psi}^{(1)}_{i,i}
\]

\[
+ \frac{1}{2} \int d^3q e^{-ik\cdot q}(-ik_a \Psi^{(1)}_{a})(-ik_b \Psi^{(1)}_{b}) \dot{\Psi}^{(1)}_{i,i}
\]

\[
+ (\delta_{ij}\delta_{ab} - \delta_{ia}\delta_{jb}) \int d^3q e^{-ik\cdot q} \Psi^{(1)}_{a,b} \dot{\Psi}^{(2)}_{i,j}
\]

\[
+ (\delta_{ij}\delta_{ab} - \delta_{ia}\delta_{jb}) \int d^3q e^{-ik\cdot q} \Psi^{(2)}_{a,b} \dot{\Psi}^{(1)}_{i,j}
\]

\[
+ (\delta_{ij}\delta_{ab} - \delta_{ia}\delta_{jb}) \int d^3q e^{-ik\cdot q} \Psi^{(1)}_{a,b} \dot{\Psi}^{(1)}_{i,j} (-ik_k \Psi^{(1)}_{k})
\]

\[
+ \frac{1}{2} \epsilon_{ijk} \epsilon_{jqr} \int d^3q e^{-ik\cdot q} \Psi^{(1)}_{k,q} \Psi^{(1)}_{p,r} \dot{\Psi}^{(1)}_{i,j}.
\]

The algebra is considerably larger than for the second order case, but it follows the
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For the third order kernels

We have related the second and third order SPT kernels to the LPT kernels and their derivatives through eqs. (C.4), (C.5), (C.20) and (C.22). We take the LPT kernels from ref. [29]. For \( F_2 \) and \( G_2 \) we arrive at the expressions of eqs. (2.20) and (2.21).

For the third order kernels \( F_3 \), \( G_3 \) we are interested in double-squeezed configurations, on which \( k_1 = k \) and \( k_3 = -k_2 = p \). To write the final expressions for these kernels we consider the first order scalar kernels, that are \( \Gamma_1(k) = 1 \) and \( \Gamma_1'(k) = f(k)/f_0 \). The second order scalar kernels are

\[
\Gamma_2(p_1, p_2) = \left[ \hat{A}(p_1, p_2) - \hat{B}(p_1, p_2) \frac{(p_1 \cdot p_2)^2}{p_1^2 p_2^2} \right],
\]

\[
\Gamma_2^f(p_1, p_2) = \Gamma_2(p_1, p_2) \frac{f(p_1) + f(p_2)}{2f_0} + \frac{1}{2f_0 H} \left[ \hat{A}(p_1, p_2) - \hat{B}(p_1, p_2) \frac{(p_1 \cdot p_2)^2}{p_1^2 p_2^2} \right],
\]

\[
G_3(k_1, k_2, k_3) = \frac{1}{2} C_3 \Gamma_3^f(k_1, k_2, k_3)
+ \frac{1}{3} C_2 \Gamma_2^f(k_2, k_3) \frac{k \cdot k_1}{k_1^2} + (2 \text{ cyclic perm})
+ \frac{1}{6} C_2 \Gamma_2(k_2, k_3) \frac{k \cdot k_{23}}{k_{23}^2} f_1 + (2 \text{ cyclic perm})
+ \frac{1}{6} (k \cdot k_1)(k \cdot k_2) f_3 + (2 \text{ cyclic perm})
- \frac{1}{3} C_2 \Gamma_2^f(k_2, k_3) \left(1 - \frac{(k_1 \cdot k_{23})^2}{k_1^2 k_{23}^2}\right) + (2 \text{ cyclic perm})
- \frac{1}{6} C_2 \Gamma_2(k_2, k_3) \left(1 - \frac{(k_1 \cdot k_{23})^2}{k_1^2 k_{23}^2}\right) f_1 + (2 \text{ cyclic perm})
- \frac{1}{3} \frac{|k \cdot k_1|}{k_1^2} \left(1 - \frac{(k_2 \cdot k_3)^2}{k_2^2 k_3^2}\right) \frac{f_2 + f_3}{2f_0} + (2 \text{ cyclic perm})
+ 3 \left[ 1 - \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2} - \frac{(k_2 \cdot k_3)^2}{k_2^2 k_3^2} - \frac{(k_3 \cdot k_1)^2}{k_3^2 k_1^2}
+ 2 \frac{(k_1 \cdot k_2)(k_2 \cdot k_3)(k_3 \cdot k_1)}{k_1^2 k_2^2 k_3^2} \right] f_1 + f_2 + f_3
\]

\[
+ \frac{1}{6} \frac{k \cdot k_1}{k_1^2} \left(1 - \frac{(k_2 \cdot k_3)^2}{k_2^2 k_3^2}\right) \frac{f_1}{f_0} + (2 \text{ cyclic perm})
\]

We have used the scalar kernels \( C_n \Gamma_n \) for the transverse piece of the Lagrangian displacement, \( k \cdot \Psi \), defined as

\[
C_n \Gamma_n(k_1, \ldots, k_n) = k_1 \cdots n L_i^{(n)}(k_1, \ldots, k_n),
\]

\[
C_n \Gamma_n^f(k_1, \ldots, k_n) = \frac{1}{nHf_0} k_1 \cdots n L_i^{(n)}(k_1, \ldots, k_n),
\]

with \( C_n \) a set of numbers, from which the first two are fixed to \( C_1 = 1 \) and \( C_2 = 3/7 \) for simplicity. Since for 1-loop, 2-point statistics, the transverse component of Lagrangian displacements project out, one can use the scalar \( \Gamma \) instead of vector \( L \) kernels without loss of generality.

We have related the second and third order SPT kernels to the LPT kernels and their derivatives through eqs. (C.4), (C.5), (C.20) and (C.22). We take the LPT kernels from ref. [29]. For \( F_2 \) and \( G_2 \) we arrive at the expressions of eqs. (2.20) and (2.21).
where $A, B = A, B(p_1, p_2)$ are the second order growth functions defined by eqs. (2.22). The third order kernels are

$$C_3 \Gamma_3^f[p_1, p_2, p_3] = \frac{D_+^{(3)s}(p_1, p_2, p_3)}{D_+(p_1)D_+(p_2)D_+(p_3)},$$

(C.27)

$$C_3 \Gamma_3^f[p_1, p_2, p_3] = \frac{1}{3f_0} \frac{d}{\ln a} D_+^{(3)s}(p_1, p_2, p_3),$$

(C.28)

with the (symmetric) third order growth function $D_+^{(3)s}$ as given in [29]. Actually, we will not use the value of $C_3$ at all, so we can let it free. But by defining $C_2 = 3/7$ we make the notation simpler.

The third order kernels are

$$F_3(k, -p, p) = \frac{1}{6} C_3 \Gamma_3^f(k, -p, p) + \frac{1}{3} C_2 \frac{k \cdot (k - p) k \cdot p}{p^2 |k - p|^2} \Gamma_2(k, -p) - \frac{1}{6} \frac{(k \cdot p)^2}{p^4}$$

(C.29)

$$G_3(k, -p, p) = \frac{1}{2} C_3 \Gamma_3^f(k, -p, p) + \frac{2}{3} C_2 \frac{k \cdot p}{p^2} \Gamma_2^f(k, -p) + \frac{1}{3} \frac{f(p)}{f_0} \Gamma_2(k, -p) \frac{k \cdot (k - p)}{|k - p|^2}$$

$$- \frac{1}{6} \frac{(k \cdot p)^2}{p^4} \frac{f(k)}{f_0} - \frac{1}{3} C_2 \left[ 2 \Gamma_2^f(k, -p) + \Gamma(k, -p) \frac{f(p)}{f_0} \right] \left[ 1 - \frac{(p \cdot (k - p))^2}{p^2 |k - p|^2} \right],$$

(C.30)

which are valid upon integration with $d^3p$. It is worth noting that the second term in the second line yields zero in $\Lambda$CDM because $\int_{-1}^1 dx x(1 - x^2) = 0$. But in general cosmologies do not because of the $x$ dependence of functions $A$ and $B$. Notoriously, for DGP or cubic Galileons, $B$ is only time dependent and the dependence on $x$ of $A$ contains only zero and second Legendre Polynomials, such that $x(A - Bx^2)$ is odd in $x$ and hence that term is also zero.

We notice that the approximation of static kernels, usually taken in $\Lambda$CDM and exact for EdS, corresponds to

$$\Gamma_n^f \approx \Gamma_n, \quad (\text{ACDM}).$$

(C.31)
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