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ABSTRACT
The curse of dimensionality has been studied in different aspects. However, breaking the curse has been elusive. We show for the first time that it is possible to break the curse using the recently introduced Isolation Kernel. We show that only Isolation Kernel performs consistently well in indexed search, spectral & density peaks clustering, SVM classification and t-SNE visualization in both low and high dimensions, compared with distance, Gaussian and linear kernels. This is also supported by our theoretical analyses that Isolation Kernel is the only kernel that has the provable ability to break the curse, compared with existing metric-based Lipschitz continuous kernels.

1 INTRODUCTION
In the last few decades, a significant amount of research has been invested in studying the curse of dimensionality of a distance measure. We have now a good understanding of the curse in terms of (i) concentration of measure [39] and its consequence of being unable to find the nearest neighbor [5], and (ii) hubness [34].

Despite this advancement, breaking the curse is still elusive. The central question remains open: is it possible to find the single nearest neighbor of a query in high dimensions?

The answer to this question is negative, based on the current analyses on distance [4, 5, 32]. Rather than finding the single nearest neighbor of a query, the issue has been diverted to finding all data points belonging to the same cluster as the query, in a distribution with well-separated clusters [4, 5]. These nearest neighbors are ‘meaningful’ for the purpose of separating different clusters in a dataset. But the (single) nearest neighbor, in the true sense of the term, cannot be obtained using a distance measure, even in the special distribution of well-separated clusters described above [5].

Unlike many existing measures, a recently introduced Isolation Kernel [33, 43] is derived directly from a finite dataset without learning and has no closed-form expression. We show here that Isolation Kernel is not affected by the concentration effect, and it works well in high dimensions; and it does not need to use low intrinsic dimensions to explain why it works well in high dimensions.

Our theoretical analysis focuses on the ability of a feature map produced by kernel evaluation using a finite dataset to distinguish two distinct points in high dimensions (distinguishability or indistinguishability hereafter). A kernel is said to have indistinguishability if its feature map is unable to distinguish two distinct points. This is manifested as being unable to find the single nearest neighbor of a query because there are many nearest neighbors which cannot be distinguished from each other, especially in high dimensions.

2 RELATED WORK
2.1 The curse of dimensionality
One of the early investigations of the curse of dimensionality is in terms of concentration of measure [28, 39]. Talagrand [39] summarises the intuition behind the concentration of measure as follows: “a random variable that depends (in a ‘smooth’ way) on the influence of many independent random variables (but not too much on any of them) is essentially constant.” Translating this statement in the context of a high dimensional space, a distance measure which depends on many independent dimensions (but not too much on any of them) is essentially constant.

Beyer et al. [5] analyze the conditions under which nearest neighbor is ‘meaningful’ when a distance measure is employed in high dimensions. A brief summary of the conditions in high dimensions is given as follows:
\begin{enumerate}
    \item Finding the (single) nearest neighbor of a query is not meaningful because every point from the same cluster in the database has approximately the same distance to the query. In other words, the variance of distance distribution within a cluster approaches zero as the number of dimensions increases to infinity. 
    \item Despite this fact, finding the exact match is still meaningful.
    \item The task of retrieving all points belonging to the same cluster as the query is meaningful because although variance of distances of all points within the cluster is zero, the distances of this cluster to the query are different from those of another cluster—making a distinction between clusters possible.
    \item The task of retrieving the nearest neighbor of a query, which does not belong to any of the clusters in the database, is not meaningful for the same reason given in (a).
\end{enumerate}

Beyer et al. \cite{5} reveal that finding (non-exact match) nearest neighbors is ‘meaningful’ only if the dataset has clusters (or structure), where the nearest neighbors refer to any/all points in a cluster rather than a specific point which is the nearest among all points in the dataset. In short, a distance measure cannot produce the ‘nearest neighbor’ in high dimensions, in the true sense of the term. Hereafter the term ‘nearest neighbor’ is referred to the single nearest neighbor of a query is unstable for a given e if the distance from the query point to most data points is less than \((1 + e)\) times the distance from the query point to its nearest neighbor."

Current analyses on the curse of dimensionality focus on distance measures \cite{1, 5, 16, 34}. While random projection preserves structure in the data, it still suffers the concentration effect \cite{20}. Current methods dealing with high dimensions are: dimension reduction \cite{19, 44}; suggestions to use non-metric distances, e.g., fractional distances \cite{1}; and angle-based measures, e.g., \cite{23}. None has been shown to break the curse.

Yet, the influence of the concentration effect in practice is less severe than suggested mathematically \cite{12}. For example, k-nearest neighbor (kNN) classifier still yields reasonable high accuracy in high dimensions \cite{3}; while the concentration effect would have rendered kNN producing random prediction. One possible explanation of this phenomenon is that the high dimensional datasets employed have low intrinsic dimensions (e.g., \cite{12, 22}.)

In a nutshell, existing works center around reducing the effect of concentration of measures, knowing that the nearest neighbor could not be obtained in high dimensions. A saving grace is that many high dimensional datasets used in practice have low intrinsic dimensions—leading to a significantly reduced concentration effect.

Our work shows that the concentration effect can be eliminated to get the nearest neighbor in high dimensions using a recently introduced measure called Isolation Kernel \cite{33, 43}, without the need to rely on low intrinsic dimensions. While three existing measures have a mixed bag of poor and good results in high dimensions, Isolation Kernel defined by a finite dataset yields consistently good results in both low and high dimensions.

\subsection{2.2 Isolation Kernel}

Unlike commonly used distance or kernels, Isolation Kernel \cite{33, 43} has no closed-form expression, and it is derived directly from a given dataset without learning; and the similarity between two points is computed based on the partitions created in data space.

The key requirement of Isolation Kernel (IK) is a space partitioning mechanism which isolates a point from the rest of the points in a sample set. This can be achieved in several ways, e.g., isolation forest \cite{26, 43}, Voronoi Diagram \cite{33} and isolating hyperspheres \cite{41}. Isolation Kernel \cite{33, 43} is defined as follows.

Let \(\mathbb{H}_\psi(D)\) denote the set of all admissible partitionings \(H\) derived from a given finite dataset \(D\), where each \(H\) is derived from \(D \subset \mathcal{D}\); and each point in \(D\) has the equal probability of being selected from \(D\); and \(|D| = \psi\). Each partition \(\theta[z] \in H\) isolates a point \(z \in D\) from the rest of the points in \(D\). The union of all partitions of each partitioning \(H\) covers the entire space.

\textbf{Definition 1.} Isolation Kernel of any two points \(x, y \in \mathbb{R}^d\) is defined on the probability distribution on all partitionings \(H \in \mathbb{H}_\psi(D)\) that both \(x\) and \(y\) fall into the same isolating partition \(\theta[z] \in H\): \(K_\psi(x, y | D) = \mathbb{E}_{\mathbb{H}_\psi(D)}[\mathbb{I}(x \in \theta[z]) \mid \theta[z] \in H]\), \((1)\)

where \(\mathbb{I}()\) is an indicator function.

In practice, Isolation Kernel \(K_\psi\) is constructed using a finite number of partitionings \(H_i, i = 1, \ldots, t\), where each \(H_i\) is created using randomly subsampled \(D_i \subset D\); and \(\theta\) is a shorthand for \(\theta[z]\):

\[K_\psi(x, y | D) = \frac{1}{t} \sum_{i=1}^{t} \mathbb{I}(x \in \theta) \mathbb{I}(y \in \theta).\] \((2)\)

This gives a good approximation of \(K_\psi(x, y | D)\) when \(|D|\) and \(t\) are sufficiently large to ensure that the ensemble is obtained from a sufficient number of mutually independent \(D_i, i = 1, \ldots, t\).

Given \(H_i\), let \(\Phi_i(x)\) be a \(\psi\)-dimensional binary column (one-hot) vector representing all \(\theta[z] \in H_i\), \(j = 1, \ldots, \psi\); where \(x\) must fall into only one of the \(\psi\) partitions.

The \(j\)-component of the vector is: \(\Phi_{ij}(x) = \mathbb{I}(x \in \theta) \mid \theta \in H_i\).

Given \(t\) partitionings, \(\Phi(x)\) is the concatenation of \(\Phi_1(x), \ldots, \Phi_t(x)\).

\textbf{Proposition 1.} \textit{Feature map of Isolation Kernel.} The feature mapping \(\Phi : x \mapsto \{0, 1\}^\psi \) of \(K_\psi\), for point \(x \in \mathbb{R}^d\), is a vector that represents the partitions in all the partitionings \(H_i \in \mathbb{H}_\psi(D), i = 1, \ldots, t\) that contain \(x\); where \(x\) falls into only one of the \(\psi\) partitions in each partitioning \(H_i\). Then, \(\| \Phi(x) \| = \sqrt{\psi}\) holds, and Isolation Kernel always computes its similarity using its feature map as:

\[K_\psi(x, y | D) = \frac{1}{t} \langle \Phi(x), \Phi(y) \rangle.\]
of $t \to \infty$ because its Gram matrix is full rank as $\Phi(x)$ for all points $x \in \mathcal{X}$ are mutually independent (see [41] for details.) In other words, the feature map coincides with a reproducing kernel Hilbert space (RKHS) associated with the Isolation Kernel.

This finite-dimensional feature map has been shown to be the key in leading to fast runtime in kernel-based anomaly detectors [41] and enabling the use of fast linear SVM [40, 48].

IK has been shown to be better than Gaussian and Laplacian kernels in SVM classification [43], better than Euclidean distance in density-based clustering [33], and better than Gaussian kernel in kernel-based anomaly detection [41].

IK’s superiority has been attributed to its data dependent similarity, given in the following lemma.

Let $D \subset X_\mathcal{D} \subseteq \mathbb{R}^d$ be a dataset sampled from an unknown distribution $\mathcal{P}_\mathcal{D}$ where $X_\mathcal{D}$ is the support of $\mathcal{P}_\mathcal{D}$ on $\mathbb{R}^d$; and let $\rho_\mathcal{D}(x)$ denote the density of $\mathcal{P}_\mathcal{D}$ at point $x \in X_\mathcal{D}$, and $\ell_\mathcal{P}$ be the $\ell_\mathcal{P}$-norm. The unique characteristic of Isolation Kernel [33, 43] is:

**Lemma 1.** Isolation Kernel $K_{\phi}$ has the data dependent characteristic:

$$K_{\phi}(x, y | \mathcal{D}) > K_{\phi}(x', y' | \mathcal{D})$$

for $\ell_\mathcal{P}(x - y) = \ell_\mathcal{P}(x' - y')$, $\forall x, y \in X_\mathcal{S}$ and $\forall x', y' \in X_\mathcal{T}$ subject to $\forall z \in X_\mathcal{S}, x' \in X_\mathcal{T}$, $\rho_\mathcal{D}(z) < \rho_\mathcal{D}(z')$.

As a result, $K_{\phi}(x, y | \mathcal{D})$ is not translation invariant, unlike the data independent Gaussian and Laplacian kernels.

We show in Section 3.2 that this feature map is instrumental in making IK the only measure that breaks the curse, compared with existing metric-based Lipschitz continuous kernels.

### 3 ANALYZING THE CURSE OF DIMENSIONALITY IN TERMS OF (IN)DISTINGUISHABILITY

In this section, we theoretically show that IK does not suffer from the concentration effect in any high dimensional data space; while metric-based Lipschitz continuous kernels, including Gaussian and Laplacian kernels, do.

We introduce the notion of indistinguishability of two distinct points in a feature space $\mathcal{H}$ produced by kernel evaluation using a finite dataset to analyze the curse of dimensionality. Let $\Omega \subset \mathbb{R}^d$ be a data space, $D \subset \Omega$ be a finite dataset, and $\mathcal{P}_D$ be the probability distribution that generates $D$. The support of $\mathcal{P}_D$, denoted as $X_D$, is an example of $\Omega$.

Given two distinct points $x_a, x_b \in \Omega$ and their feature vectors $\phi(x_a), \phi(x_b) \in \mathcal{H}_K$ produced by a kernel $K$ and a finite dataset $D = \{x_i \in \mathbb{R}^d | i = 1, \ldots, n\}$ as $\phi(x_a) = [k(x_a, x_1), \ldots, k(x_a, x_n)]^T$ and $\phi(x_b) = [k(x_b, x_1), \ldots, k(x_b, x_n)]^T$.

**Definition 2.** $H_K$ has indistinguishability if there exists some $\delta_L \in (0, 1)$ such that the probability of $\phi(x_a) = \phi(x_b)$ is lower bounded by $\delta_L$ as follows:

$$P(\phi(x_a) = \phi(x_b)) \geq \delta_L.$$  \hspace{1cm} (3)

On the other hand, given two feature vectors $\Phi(x_a), \Phi(x_b) \in \mathcal{H}_K$ produced by a kernel $K$ and a finite dataset $D$.

**Definition 3.** $H_K$ has distinguishability if there exists some $\delta_U \in (0, 1)$ such that $P(\Phi(x_a) = \Phi(x_b))$ is upper bounded by $\delta_U$ as follows:

$$P(\Phi(x_a) = \Phi(x_b)) \leq \delta_U.$$  \hspace{1cm} (4)

Note that these definitions of indistinguishability and distinguishability are rather weak. In practice, $\delta_L$ should be close to 1 for strong indistinguishability, and $\delta_U$ should be far less than 1 for strong distinguishability.

In the following, we first show in Section 3.1 that a feature space $\mathcal{H}_K$ produced by any metric-based Lipschitz continuous kernel $K$ and a finite dataset $D$ has indistinguishability when the number of dimensions $d$ of the data space is very large. Then, in Section 3.2, we show that a feature space $\mathcal{H}_K$ procured by Isolation Kernel $K$ implemented using the Voronoi diagram [33] has distinguishability for any $d$.

#### 3.1 $\mathcal{H}_K$ of a metric-based Lipschitz continuous kernel $K$ has indistinguishability

Previous studies have analyzed the concentration effect in high dimensions [14, 24, 32]. Let a triple $(\Omega, m, F)$ be a probability metric space where $m : \Omega \times \Omega \mapsto \mathbb{R}$ is a metric, and $F : 2^\Omega \mapsto \mathbb{R}$ is a probability measure. $\ell_\mathcal{P}$-norm is an example of $m$. $\Omega$ is the support of $F$, and thus $F$ is assumed to have non-negligible probabilities over the entire $\Omega$, i.e., points drawn from $F$ are widely distributed over the entire data space.

Further, let $f : \Omega \mapsto \mathbb{R}$ be a Lipschitz continuous function, i.e., $|f(x_a) - f(x_b)| \leq m(x_a, x_b)$, $\forall x_a, x_b \in \Omega$, and $M$ be a median of $f$ defined as:

$$F(\{x \in \Omega \mid f(x) \geq M\}) = F(\{x \in \Omega \mid f(x) \leq M\}).$$

Then, the following proposition holds [14, 32].

**Proposition 2.** $F(\{x \in \Omega \mid f(x) \in [M - \epsilon, M + \epsilon]\}) \geq 1 - 2\alpha(\epsilon)$ holds for any $\epsilon > 0$, where $\alpha(\epsilon) = C_1 e^{-C_2 \epsilon^d}$ with two constants $0 < C_1 \leq \frac{1}{2}$ and $C_2 > 0$.

For our analysis on the indistinguishability of a feature space $\mathcal{H}_K$ associated with any metric-based Lipschitz continuous kernel $K$, we reformulate this proposition by replacing $f(x)$ and $M$ with $m(x, y)$ and $M(y)$, respectively, for a given $y \in \Omega$. That is:

$$|m(x_a, y) - m(x_b, y)| \leq m(x_a, x_b), \forall x_a, x_b \in \Omega, \text{ and}$$

$$F(\{x \in \Omega \mid m(x, y) \leq M(y)\}) = F(\{x \in \Omega \mid m(x, y) \geq M(y)\}).$$

The inequality in the first formulae always holds because of the triangular inequality of $m$. Then, we obtain the following corollary:

**Corollary 1.** Under the same condition in Proposition 2, the inequality $F(A_c(y)) \geq 1 - 2\alpha(\epsilon)$ holds for any $y \in \Omega$ and any $\epsilon > 0$, where $A_c(y) = \{x \in \Omega \mid m(x, y) \in [M(y) - \epsilon, M(y) + \epsilon]\}$.

This corollary represents the concentration effect where almost all probabilities of the data are concentrated in the limited area $A_c(y)$. It provides an important fact on the indistinguishability of two distinct points using a class of metric-based Lipschitz continuous kernels such as Gaussian kernel:

$$K(x, y) = f_k(m(x, y)),$$

where $f_k$ is Lipschitz continuous and monotonically decreasing for $m(x, y)$. 
Lemma 2. Given two distinct points \( x_a, x_b \), i.i.d. drawn from \( F \) on \( \Omega \) and a data set \( D = \{ x_i \in \mathbb{R}^d \mid i = 1, \ldots, n \} \sim G^n \) where every \( x_i \) is i.i.d. drawn from any probability distribution \( G \) on \( \Omega \), let the feature vectors of \( x_a \) and \( x_b \) be \( \phi(x_a) = [x(x_a, x_1), \ldots, x(x_a, x_n)]^\top \) and \( \phi(x_b) = [x(x_b, x_1), \ldots, x(x_b, x_n)]^\top \) in a feature space \( \mathcal{H}_K \). The following holds:

\[
P \left( \| \sum_{i=1}^{m} \phi(x_a) - \phi(x_b) \|^2 < 2\varepsilon \right) \geq (1 - 2\alpha(\varepsilon))^2,
\]

for any \( \varepsilon > 0 \), where \( \varepsilon \) is an \( \varepsilon \)-norm on \( \mathcal{H}_K \), and \( L \) is the Lipschitz constant of \( \phi \).

Theorem 1. Under the same condition as Lemma 2, the feature space \( \mathcal{H}_K \) has indistinguishability in the limit of \( d \to \infty \).

This result implies that the feature space \( \mathcal{H}_K \) produced by any finite dataset and any metric-based Lipschitz continuous kernels such as Gaussian and Laplacian kernels have indistinguishability when the data space has a high number of dimensions \( d \). In other words, these kernels suffer from the concentration effect.

3.2 \( \mathcal{H}_K \) of Isolation Kernel \( K \) has distinguishability

We show that the feature map of Isolation Kernel implemented using Voronoi diagram [33], which is not a metric-based Lipschitz continuous kernel, has distinguishability.

We derive Lemma 3 from the fact given in [13], before providing our theorem.

Lemma 3. Given \( x \in \Omega \) and a data set \( D = \{ z_1, \ldots, z_\psi \} \sim G^\psi \) where every \( z_j \) is i.i.d. drawn from any probability distribution \( G \) on \( \Omega \) and forms its Voronoi partition \( \theta_j \subset \Omega \), the probability that \( z_j \) is the nearest neighbor of \( x \) in \( D \) is given as: \( P(x \in \theta_j) = 1/\psi \), for every \( j = 1, \ldots, \psi \).

This lemma points to a simple but nontrivial result that \( P(x \in \theta_j) \) is independent of \( G \), \( m(x, y) \) and data dimension \( d \).

Theorem 2. Given two distinct points \( x_a, x_b \) i.i.d. drawn from \( F \) on \( \Omega \) and \( D = \{ x_1, \ldots, x_\psi \} \sim G^\psi \) defined in Lemma 3, let the feature vectors of \( x_a \) and \( x_b \) be \( \Phi(x_a) \) and \( \Phi(x_b) \) in a feature space \( \mathcal{H}_K \) associated with Isolation Kernel \( K \), implemented using Voronoi diagram, as given in Proposition 1. Then the following holds:

\[
P(\Phi(x_a) = \Phi(x_b)) \leq \frac{1}{\psi^2},
\]

and \( \mathcal{H}_K \) always has strong distinguishability for large \( \psi \) and \( t \).

Proofs of Lemmas 2 & 3 and Theorems 1 & 2 are given in Appendix A.

In summary, the IK implemented using Voronoi diagram is free from the curse of dimensionality for any probability distribution.

3.3 The roles of \( \psi \) & \( t \) and the time complexity of Isolation Kernel

The sample size (or the number of partitions in one partitioning) \( \psi \) in IK has a function similar to the bandwidth parameter in Gaussian kernel, i.e., the higher \( \psi \) is, the sharper the IK distribution [43] (the small the bandwidth, the sharper the Gaussian kernel distribution.)

In other words, \( \psi \) needs to be tuned for a specific dataset to produce a good task-specific performance.

The number of partitionings \( t \) has three roles. First, the higher \( t \) is, the better Eq 2 is in estimating the expectation described in Eq 1. High \( t \) also leads to low variance of the estimation. Second, with its feature map, \( t \) can be viewed as IK’s user-definable effective number of dimensions in Hilbert space. Third, Theorem 2 reveals that increasing \( t \) leads to increased distinguishability. The first two roles were uncovered in the previous studies [33, 41, 43]. We reveal the last role here in Theorem 2. These effects can be seen in the experiment reported in Appendix D.

In summary, IK’s feature map, which has its dimensionality linked to distinguishability, is unique among existing measures. In contrast, Gaussian kernel (and many existing metric-based kernels) have a feature map with intractable dimensionality; yet, they have indistinguishability.

Time complexity: IK, implemented using the Voronoi diagram, has time complexity \( O(nd\psi) \) to convert \( n \) points in data space to \( n \) vectors in its feature space. Note that each \( D \) implemented using one-nearest-neighbor produces a Voronoi diagram implicitly, no additional computation is required to build the Voronoi diagram explicitly (see Qin et al. [33] for details.) In addition, as this implementation is amenable to acceleration using parallel computing, it can be reduced by a factor of \( \psi \) parallelizations to \( O(\frac{d}{\psi}d\psi) \). The readily available finite-dimensional feature map of IK enables a fast linear SVM to be used. In contrast, Gaussian kernel (GK) must use a slow nonlinear SVM. Even adding the IK’s feature mapping time, SVM with IK still runs up to two orders of magnitude faster than SVM with GK. See Section 4.2 for details.

4 EMPIRICAL VERIFICATION

We verify that IK breaks the curse of dimensionality by conducting two experiments. In Section 4.1, we verify the theoretical results in terms of instability of a measure, as used in a previous study of the concentration effect [5]. This examines the (in)distinguishability of linear, Gaussian and Isolation kernels. In the second experiment in Section 4.2, we explore the impact of IK having distinguishability in three tasks: ball tree indexing [30], SVM classification [6] and t-SNE visualization [44].

4.1 Instability of a measure

The concentration effect is assessed in terms of the variance of measure distribution \( F_{m,d} \) wrt the mean of the measure, i.e., \( \text{var} \left( \frac{F_{m,d}}{\text{mean}(F_{m,d})} \right) \), as the number of dimensions \( d \) increases, based on a measure \( m(x, y) = 1 - \kappa(x, y) \). A measure is said to have the concentration effect if the variance of the measure distribution in dataset \( D \) approaches zero as \( d \to \infty \).

Following [5], we use the same notion of instability of a measure, as a result of a nearest neighbor query, to show the concentration effect. Let \( m(q|D) = \min_{y \in D} 1 - \kappa(q, y) \) be the distance as measured by \( \kappa \) from query \( q \) to its nearest neighbor in dataset \( D \); and \( N_q \) be the number of points in \( D \) having distances wrt \( q \) less than \( (1 + \epsilon)m(q|D) \).

When there are many close nearest neighbors for any small \( \epsilon > 0 \), i.e., \( N_q \) is large, then the nearest neighbor query is said to be
unstable. An unstable query is a direct consequence of the concentration effect. Here we use \(N_c\) as a proxy for indistinguishability: for small \(\epsilon\), high \(N_c\) signifies indistinguishability; and \(N_c = 1\) or close to 1 denotes distinguishability.

Figure 1 shows the verification outcomes using the dataset shown in Figure 1(a). Figure 1(b) shows the concentration effect, that is, \(\text{var} \left( \frac{F_{med}}{F_{med,d}} \right) \to 0\) as \(d \to \infty\) for Gaussian kernel (GK). Yet, using Isolation Kernel (IK), the variance approaches a non-zero constant under the same condition.

Figures 1(c) & 1(d) show that \(N_c\) increases as \(d\) increases for GK for two different queries; and LK is unstable in one query. Yet, IK has almost always maintained a constant \(N_c = 1\) as \(d\) increases.

**Table 1: The instability of a measure. The dataset shown in Figure 1(a) is used here.**

| \(q_i\): between 2 clusters | \(q_c\): sparse cluster center | \(f_p\)-norm for \(p = 0.1, 0.5 & 2\) |
|-----------------------------|--------------------------------|-------------------------------------|
| AG (K = 200)                |                                | emb \(p = 2\)                       |
| AG (K = 1200)               |                                | emb \(p = 0.5\)                     |
| SNN (K = 1200)              |                                | emb \(p = 0.1\)                     |
| SNN (K = 600)               |                                |                                     |
| Gaussians                   |                                |                                     |

(Voronoi) partition into which a point falls; but IK’s similarity does not directly rely on distance. IK has a unique \(t\)-dimensional feature map that has increased distinguishability as \(t\) increases, described in Section 3.2. No existing metric-based Lipschitz continuous kernels have a feature map with this property.

### 4.2 The impact of (in)distinguishability on four traditional tasks

We use the same ten datasets in the following four tasks. All have been used in previous studies (see Appendix B), except two synthetic datasets: Gaussians and \(w\)-Gaussians. The former has two well-separated Gaussians, both on the same 10000 dimensions; and the latter has two \(w\)-dimensional Gaussians which overlap at the origin only, as shown in Figure 2. Notice below that algorithms which employ distance or Gaussian kernel have problems with the \(w\)-Gaussians dataset in all four tasks; but they have no problems with the Gaussians dataset.

#### 4.2.1 Exact nearest neighbor search using ball tree indexing

Existing indexing techniques are sensitive to dimensionality, data size and structure of the dataset [21, 38]. They only work in low dimensional datasets of a moderate size where a dataset has clusters.

Table 2 shows the comparison between the brute force search and an indexed search based on ball tree [30], in terms of runtime, using Euclidean distance, IK and linear kernel (LK). Using LK, the ball tree index is always worse than the brute force search in all datasets, except the lowest dimensional dataset. Using Euclidean distance, we have a surprising result that the ball tree index ran faster than the brute force in one high dimensional dataset. However, this result cannot be ‘explained away’ by using the argument that they may have low intrinsic dimensions (IDs) because the Gaussians dataset...
Table 2: Runtimes of exact 5-nearest-neighbors search. Brute force vs Ball tree index. Boldface indicates faster runtime between brute force and index; or better precision. The experimental details are in Appendix B. The Gaussians dataset is as used in Figure 1; w-Gaussians (where w = 5,000) is as shown in Table 5. The last two columns show the retrieval precision of 5 nearest neighbours. Every point in a dataset is used as a query; and the reported result is an average over all queries in the dataset.

| Dataset      | #points | #dimen. | #class | Distance          | IK     | LK    | Precision@5 |
|--------------|---------|---------|--------|-------------------|--------|-------|--------------|
|              |         |         |        | Brute Balltr      | Brute Balltr Map | Brute Balltr | Brute Balltr Distance | IK  |
| Url          | 3,000   | 3,231,961 | 2      | 38,702 41,508    | 112 109 | 9     | 39,220 43,620 | .88 | .95 |
| News20       | 10,000  | 1,355,191 | 2      | 101,243 113,445  | 3,475 2,257 | 16   | 84,986 93,173 | .63 | .88 |
| Rev1         | 10,000  | 47,236   | 2      | 3,615 4,037      | 739 578 | 11   | 5,699 6,272   | .90 | .94 |
| Real-sim     | 10,000  | 20,958   | 2      | 2,541 2,863      | 4,824 4,558 | 21   | 2,533 2853   | .50 | .63 |
| Gaussians    | 10,000  | 10,000   | 2      | 53 77            | 210 205 | 45   | 56 73        | .90 | 1.00 |
| w-Gaussians  | 10,000  | 10,000   | 2      | 53 77            | 210 205 | 45   | 56 73        | .90 | 1.00 |
| Cifar-10     | 10,000  | 3,072    | 10     | 340 398          | 7,538 7,169 | 67   | 367 439      | .25 | .27 |
| Mnist        | 10,000  | 780      | 2      | 58 72            | 1,742 1,731 | 2    | 87 106       | .93 | .93 |
| A9a          | 10,000  | 122      | 2      | 10 13            | 5,707 5,549 | 1    | 12 16        | .79 | .79 |
| Ijcnn1       | 10,000  | 22       | 2      | 2.3 1.3          | 706 654 | 1    | 2.2 1.8      | .97 | .96 |
| **Average**  |         |          |        | **39.5** 41.070 | **48.2** 40.970 | **56.5** 52.450 | **57.2** 54.270 | **.89** | **.94** |

Table 3 shows the result. With SC, IK improves over GK or AG [49] in almost all datasets. Large improvements are found on w-Gaussians and Mnist. The only dataset in which distance and GK did well is the Gaussians dataset that has two well-separate clusters.

The last two columns in Table 2 show the retrieval result in terms of precision of 5 nearest neighbors. It is interesting to note that IK has better retrieval outcomes than distance in all cases, where large differences can be found in News20, Realsim and w-Gaussians. The only exception is Ijcnn1 which has the lowest number of dimensions, and the difference in precision is small.

This shows that the concentration effect influences not only the indexing runtime but also the precision of retrieval outcomes.

4.2.2 Clustering. In this section, we examine the effect of IK versus GK/distance using a scalable spectral clustering algorithm (SC) [7] and Density-Peak clustering (DP) [36]. We report the average clustering performance in terms of AMI (Adjusted Mutual Information) [45] of SC over 10 trials on each dataset because SC is a randomized algorithm; but only a single trial is required for DP, which is a deterministic algorithm.
AG was previously proposed to ‘correct’ the bias of GK [49]. However, our result shows that AG is not better than GK in almost all datasets we have used. There are two reasons. First, we found that previous evaluations have searched for a small range of $\sigma$ of GK (e.g., [7]). Especially in high dimensional datasets, $\sigma$ shall be searched in a wide range (see Table 7 in Appendix B.) Second, spectral clustering is weak in some data distribution even in low dimensional datasets. In this case, neither GK nor AG makes a difference. This is shown in the following example using $w$-Gaussians, where $w = 1$, which contains two 1-dimensional Gaussian clusters which only overlap at the origin in the 2-dimensional space.

Figure 2 shows the best spectral clustering results with IK and AG. When the two Gaussians in the $w$-Gaussians dataset have the same variance, spectral clustering with AG (or GK) fails to separate the two clusters; but spectral clustering with IK succeeds.

In a nutshell, in general, IK performs better than GK and AG on spectral clustering in both low and high dimensional datasets.

This clustering result is consistent with the previous result [33] conducted using DBSCAN [9] in both low and high dimensional datasets comparing between distance and IK.

Similar relative results with DP [36] are shown in Table 2, where large differences in AMI in favor of IK over distance/AG can be found in News20 and $w$-Gaussians.

### 4.2.3 SVM classification

Table 4 shows the comparison between linear kernel, IK and Gaussian kernel using an SVM classifier in terms of accuracy and runtime. The experimental details are in Appendix B.

It is interesting to note that IK produced consistently high (or the highest) accuracy in all datasets. In contrast, both linear and Gaussian kernels have a mixed bag of low and high accuracies. For example, they both perform substantially poorer than IK on News20 and $w$-Gaussians (where $w = 5,000$). Each $w$-Gaussians dataset has two $w$-dimensional subspace clusters. The $w = 1$ version of the dataset is shown in the first column in Table 5.

The runtime result shows that, SVM using IK runs either comparably or faster than SVM using Linear Kernel, i.e., they are in the same order, especially in high dimensions. Because of employing LIBLINEAR [10], both are up to two orders of magnitude faster in large datasets than SVM with GK which must employ the slower nonlinear LIBSVM [6].

### 4.2.4 Visualization using t-SNE

Studies in visualization [44, 46] often ignore the curse of dimensionality issue which raises doubt about the assumption made by visualization methods. For example, t-SNE [44] employs Gaussian kernel as a means to measure similarity in the high dimensional data space. No studies have examined the effect of its use in the presence of the curse of dimensionality, as far as we know. Here we show one example misrepresentation from t-SNE, due to the use of GK to measure similarity in the high dimensional data space on the $w$-Gaussians datasets.

The t-SNE visualization results comparing Gaussian kernel and Isolation Kernel are shown in the middle two columns in Table 5. While t-SNE using GK has preserved the structure in low dimensional ($w = 2$) data space, it fails completely to separate the two

| Dataset        | #train | #test | #dimen. | nnz% | Accuracy |          | Runtime |
|----------------|--------|-------|---------|------|----------|----------|---------|
|                |        |       |         |      |          |          |         |
| LK            | 1.00   | 1.00  | 1.00    |      | .98      | .98      | 2       |
| IK            | 1.00   | 1.00  | 1.00    |      | .98      | .98      | 3       |
| GK            | 1.00   | 1.00  | 1.00    |      | .98      | .98      | 14      |

Table 4: SVM classification accuracy & runtime (CPU seconds). Gaussian kernel (GK), IK and Linear kernel (LK). nnz$% = \#nonzero_values/((#train + #test) \times #dimensions) \times 100$. IK ran five trials to produce [mean]±[standard error]. The runtime of SVM with IK includes the IK mapping and SVM are shown in Appendix B.2.
Table 5: t-SNE: Gaussian Kernel versus Isolation Kernel on the $w$-Gaussians datasets having two $w$-dimensional subspace clusters (shown in the first column.) Both clusters are generated using $N(0, 1)$. “$\times$” is the origin—the only place in which the two clusters overlap in the data space.

| $w$ = 1 dataset | t-SNE(GK) | t-SNE(IK) | Fit-SNE | q-SNE |
|------------------|-----------|-----------|---------|-------|
| $w = 2$          | ![Diagram](image1.png) | ![Diagram](image2.png) | ![Diagram](image3.png) | ![Diagram](image4.png) |
| $w = 5,000$      | ![Diagram](image5.png) | ![Diagram](image6.png) | ![Diagram](image7.png) | ![Diagram](image8.png) |

Table 6: t-SNE: GK versus IK on $w$-Gaussians datasets having two $w$-dimensional subspace clusters (different variances.) The red and blue clusters are generated using $N(0, 1)$ and $N(0, 32)$, respectively. “$\times$” is the origin—the only place in which the two clusters overlap in the data space.

| $w$ = 1 dataset | t-SNE(GK) | t-SNE(IK) | Fit-SNE | q-SNE |
|------------------|-----------|-----------|---------|-------|
| $w = 2$          | ![Diagram](image9.png) | ![Diagram](image10.png) | ![Diagram](image11.png) | ![Diagram](image12.png) |
| $w = 100$        | ![Diagram](image13.png) | ![Diagram](image14.png) | ![Diagram](image15.png) | ![Diagram](image16.png) |

clusters in high dimensional ($w = 5,000$) data space. In contrast, t-SNE with IK correctly separates the two clusters in both low and high dimensional data spaces.

Recent improvements on t-SNE, e.g., Fit-SNE [25] and q-SNE [15], explore better local structure resolution or efficient approximation. As they employ Gaussian kernel, they also produce misrepresented structures, as shown in Table 5.

Table 6 shows the results on a variant $w$-Gaussians dataset where the two clusters have different variances. Here t-SNE using GK produces misrepresented structure in both low and high dimensions. It has misrepresented the origin in the data space as belonging to the red cluster only, i.e., no connection between the two clusters. Note that all points in the red cluster are concentrated at the origin in $w = 100$ for GK. There is no such issue with IK.

In low dimensional data space, this misrepresentation is due solely to the use of a data independent kernel. To make GK adaptive to local density in t-SNE, the bandwidth is learned locally for each point. As a result, the only overlap between the two subspace clusters, i.e., the origin, is assigned to the dense cluster only. The advantage of IK in low dimensional data space is due to the data dependency stated in Lemma 1. This advantage in various tasks has been studied previously [33, 41, 43, 48].

In high dimensional data space, the effect due to the curse of dimensionality obscures the similarity measurements made. Both this effect and the data independent effect collude in high dimensional data space when distance-based measures are used, leading to poor result in the transformed space.

4.2.5 Further investigation using the low dimensional $w$-Gaussians ($w = 2$). It is interesting to note that (i) in SVM classification, both GK and IK could yield 100% accuracy while LK still performed poorly at 51% accuracy; and (ii) all three measures enable faster indexed search than brute force search and have equally high precision on this low dimensional dataset. But only IK can do well in the high dimensional $w$-Gaussians ($w = 5,000$) in all four tasks, as shown in Tables 2 to 6.

The $w$-Gaussians datasets provide an example condition in which GK/distance performed well in low dimensions but poorly in high...
dimensions in indexed search, SVM classification and t-SNE visualization. This is a manifestation that the GK/distance used in these algorithms has indistinguishability in high dimensions.

Summary:
- IK is the only measure that consistently (a) enabled faster indexed search than brute force search, (b) provided good clustering outcomes with SC and DP, (c) produced high accuracy in SVM classification, and (d) yielded matching structures in t-SNE visualization in both low and high dimensional datasets.
- Euclidean distance or GK performed poorly in most high dimensional datasets in all tasks except SVM classification. We show one condition, using the artificial $w$-Gaussians datasets, in which they did well in low dimensions but performed poorly in high dimensions in all four tasks. The Gaussians dataset is one condition in which Euclidean distance or GK can do well in high dimensions.
- Though low intrinsic dimensions may explain why GK/LK can do well in some high dimensional datasets in SVM classification, the explanation failed completely for all the slower indexed searches in high dimensions, and for the only faster indexed search on the Gaussians dataset as it has high intrinsic dimensions.

5 DISCUSSION
We have limited our discussion on the curse of dimensionality based on nearest neighbors, i.e., their (in)distinguishability. But the effect of the curse is broader than this. For example, it has effects on the consistency of estimators, an aspect not discussed in this article.

In addition to the concentration effect, the curse of dimensionality has also been studied under different phenomena, e.g., the correlation between attributes and hubness. It is interesting to analyze whether IK can deal with these issues, other than the concentration effect, effectively in high dimensions.

Our results in Tables 2 to 4 show that some existing measures may perform well in high dimensions under special conditions. However, we are not aware of analyses that examine whether any existing measures can break the curse of dimensionality.

Previous work on intrinsic dimensionality (e.g., [22]) has shown that nonparametric distance-based regressors could escape the curse of dimensionality if a high dimensional dataset has low intrinsic dimensions. This is consistent with the finding that the concentration effect depends more on the intrinsic dimensions $L_D$ than on the input dimensions $d > L_D$. Our result in Table 2 on the Gaussians dataset adds another element that needs an explanation for existing measures, i.e., why does distance perform well on datasets with high intrinsic dimensions?

Because our analysis on IK’s distinguishability is independent of dimensionality and data distribution, IK does not rely on low intrinsic dimensions to perform well, as shown in the artificial datasets: both Gaussians and $w$-Gaussians have high ($\geq 5,000$ true) intrinsic dimensions in Tables 2 to 6.

Our applications in ball tree indexing, two clustering algorithms, SVM classification and t-SNE here, and previously in DBSCAN clustering [33] and multi-instance learning [48], suggest that many existing algorithms can get performance improvement by simply replacing distance/kernel with IK. However, a caveat is in order: not all existing algorithms can achieve that. For example, OCSVM [37] and OCSMM [29] have been shown to work poorly with IK [42]. This is because the learning in these two algorithms is designed to have a certain geometry in Hilbert space in mind; and IK does not have such a geometry (see details in [42]).

The isolating mechanism used has a direct influence on IK’s distinguishability. Note that the proofs of Lemma 3 and Theorem 2 rely on the isolating partitions being the Voronoi diagram. It remains an open question whether IK with a different implementation could be proven to have distinguishability.

Kernel functional approximation is an influential approach to obtain an approximate finite-dimensional feature map from an infinite-dimensional feature map of a kernel such as Gaussian kernel. Its representative methods are Nyström [47] and random features [11, 35]. The former is often dubbed data dependent and the latter data independent. These terms refer to the use (or no use) of data samples to derive the approximate feature map. In either case, the kernel employed is data independent and translation invariant, unlike the data dependent IK in which the similarity depends local data distribution and it is not translation invariant.

VP-SVM [27] employs Voronoi diagram to split the input space and then learns a local SVM with a local bandwidth of Gaussian kernel in each Voronoi cell. It aims to reduce the training time of SVM only, and do not address the curse of dimensionality at all.

A recent work [50] has already shown that IK improves the effectiveness and efficiency of t-SNE, by simply replacing Gaussian kernel. However, it did not address the issue of curse of dimensionality, which is the focus of this paper.

The result of an additional investigation on the hubness effect [34] can be found in Appendix E.

6 CONCLUSIONS
We show for the first time that the curse of dimensionality can be broken using Isolation Kernel (IK). It is possible because (a) IK measures the similarity between two points based on the space partitionings produced from an isolation mechanism; (b) the probability of a point falling into a partition in the isolation partitioning of Voronoi diagram is independent of data distribution, the distance measure used to create the Voronoi partitions and the data dimensions, implied in Lemma 3; and (c) IK’s unique feature map has its dimensionality linked to a concatenation of these partitionings. Theorem 2 suggests that increasing the number of partitionings $t$ (i.e., the dimensionality of the feature map) leads to increased distinguishability, independent of the number of dimensions and distribution in data space.

Isolation Kernel, with its feature map having the distinguishability stated in Theorem 2, is the key to consistently producing (i) faster indexed search than brute force search, and high retrieval precision, (ii) good clustering outcomes with SC and DP, (iii) high accuracy of SVM classification, and (iv) matching structures in t-SNE visualization in both low and high dimensional data spaces. Euclidean distance, Gaussian and linear kernels have a mixed bag of poor and good results in high dimensions in our experiments. This is not a surprising outcome of the curse of dimensionality, echoing the current state of understanding of these measures, with or without the aid of intrinsic dimensions.
A PROOFS OF LEMMATA AND THEOREMS

Lemma 2. Given two distinct points $x_a, x_b$ i.i.d. drawn from $F$ on $\Omega$ and a data set $D = \{x_i \in \mathbb{R}^d \mid i = 1, \ldots, n\} \sim G^n$ where every $x_i$ is i.i.d drawn from any probability distribution $G$ on $\Omega$, let the feature vectors of $x_a$ and $x_b$ be $\phi(x_a) = [\kappa(x_a,x_1), \ldots, \kappa(x_a,x_n)]^T$ and $\phi(x_b) = [\kappa(x_b,x_1), \ldots, \kappa(x_b,x_n)]^T$ in a feature space $\mathcal{H}_K$. The following inequality holds:

$$P(\ell_p(\phi(x_a) - \phi(x_b)) \leq 2Len^{1/p}) \geq (1 - 2\alpha(e))^{2n},$$

for any $\epsilon > 0$, where $\ell_p$ is an $\ell_p$-norm on $\mathcal{H}_K$, and $L$ is the Lipschitz constant of $\phi$.

Proof. Since $f_k$ is continuous and monotonically decreasing for $m(x, y)$, the following holds for every $x_i$:

$$A_d(\epsilon) = \{x \in \Omega \mid f_k(m(x_i, x_1)) \leq f_k(M(x_i) + \epsilon), f_k(M(x_i) - \epsilon)\} = \{x \in \Omega \mid m(x_i, x_1) \in [M(x_i) - \epsilon, M(x_i) + \epsilon]\}$$

Thus, $P(A_d(\epsilon))$ is independent of $x_i$. Further, $P(A_d(\epsilon)) = P(A_d(\epsilon))^2$ holds for every $x_i$.

Therefore, the following holds:

$$P(x_a, x_b \in A_d(\epsilon)) = \prod_{i=1}^n P(x_a, x_b \in A_d(\epsilon)) = P(A_d(\epsilon))^2 \geq (1 - 2\alpha(e))^{2n}$$

Accordingly, the following holds:

$$P(\ell_p(\phi(x_a) - \phi(x_b)) \leq 2Len^{1/p}) \geq (1 - 2\alpha(e))^{2n}$$

Moreover, the following inequality holds from the Lipschitz continuity of $\phi$:

$$|f_k(M(x_i) - \epsilon) - f_k(M(x_i) + \epsilon)| \leq L|M(x_i) + \epsilon| - (M(x_i) - \epsilon)| = 2Len$$

The last two inequalities derive Lemma 2. □

Theorem 1. Under the same condition as Lemma 2, the feature space $\mathcal{H}_K$ has indistinguishability in the limit of $d \to \infty$.

Proof. By choosing $d$ as $d \geq \beta/\epsilon^2 (\beta > 0)$, we obtain the following inequalities from Lemma 2:

$$\alpha(e) = C_1e^{-C_2\epsilon^2d} \leq C_1e^{-C_2\beta},$$

and

$$P(\ell_p(\phi(x_a) - \phi(x_b)) \leq 2Len^{1/p}) \geq (1 - 2\alpha(e))^{2n} \geq \delta,$$

where $\delta = (1 - 2C_1e^{-C_2\beta})^{2n}$.

In the limit of $d \to \infty$, $\alpha(e)$ is independent of $d$, i.e., $d \to \infty$.

$$P(\ell_p(\phi(x_a) - \phi(x_b)) = P(\phi(x_a) = \phi(x_b)) \geq \delta.$$}

Since this holds for any two distinct points $x_a, x_b \in \Omega$ and $\phi(x_a), \phi(x_b) \in \mathcal{H}_K$, $\mathcal{H}_K$ has indistinguishability on Eq 3. □

Lemma 3. Given $x \in \Omega$ and a data set $D = \{x_1, \ldots, x_n\} \sim G^n$ where every $x_j$ is i.i.d. drawn from any probability distribution $G$ on $\Omega$ and forms its Voronoi partition $\theta \subset \Omega$, the probability that $x_j$ is the nearest neighbor of $x$ in $D$ is given as:

$$P(x \in \theta_j) = \frac{1}{\psi},$$

for every $j = 1, \ldots, \psi$.

Proof. Let $R(x) = \{y \in \Omega \mid m(x,y) \leq r\}$, $\Delta R(x) = \{y \in \Omega \mid r \leq m(x,y) \leq r + \Delta r\}$ for $\Delta r > 0$, $u = \int_{\Delta R(x)} \rho_G(y) dy$ and $\Delta u = \int_{\Delta R(x)} \rho_G(y) dy$ where $\rho_G$ is the probability density of $G$. Further, let two events $S$ and $T(x_j)$ be as follows:

$$S = \{z \notin R(x)\}$$

and

$$T(x_j) = \{z \in \Delta R(x)\}$$

for all $x_j \in D$ (k = 1, ..., $\psi$), and then the probability that $x_j$ is in $\Delta R(x)$ is the nearest neighbor of $x$ in $D$, i.e., $x \in \theta_j$, is $P(S \cap T(x_j)) = P(S)P(T(x_j)|S)$ where

$$P(S) = \frac{1 - u}{\psi},$$

and

$$P(T(x_j)|S) = \frac{\Delta u}{1 - u} \left(1 - \frac{\Delta u}{1 - u}\right)^{\psi - 1}.$$
where the inequality is from the Cauchy-Schwarz inequality and the last line is from Lemma 3. Accordingly, the following holds, because $\mathcal{D}_i$ is i.i.d. drawn from $G^\psi$ over $i = 1, \ldots, t$.

$$P(\Phi(x_a) = \Phi(x_b)) = \prod_{i=1}^{t} P(x_a, x_b \in H_i) \leq \frac{1}{\psi^t}$$

where $H_i = H_{i_1} \cap \cdots \cap H_{i_k}$ and $H_i$ is derived from $\mathcal{D}_i$.

Let $\delta = 1/\psi^t$, Eq 4 holds for any two distinct points $x_a, x_b \in \Omega$. Thus $\mathcal{H}_K$ has distinguishability. Particularly, $\mathcal{H}_K$ has strong distinguishability if $\psi$ and $t$ are large where $1/\psi^t \ll 1$.

**B EXPERIMENTAL SETTINGS**

We implement Isolation Kernel with the Matlab R2021a. The parameter $t = 200$ is used for all the experiments using Isolation Kernel (IK).

For the experiments on instability of a measure (reported in Section 4.1), the similarity scores are normalized to $[0,1]$ for all measures.

In the ball tree search experiments, IK feature map is used to map each point in the given dataset into a point in Hilbert space; and for linear kernel (LK), each point is normalized with the square root of its self similarity using LK. Then exactly the same ball tree index using the Euclidean distance is employed to perform the indexing for LK, IK and distance. The parameter search ranges for IK are $\psi \in \{3, 5, \ldots, 250\}$.

We used the package "sklearn.neighbors" from Python to conduct the indexing task. The leaf size is 15 and we query the 5 nearest neighbors of each point from the given dataset using the brute-force and ball tree indexing. The dataset sizes have been limited to 10,000 or less because of the memory requirements of the indexing algorithm. We have also omitted the comparison with AG and SNN [18] because they require k-nearest neighbor (kNN) search. It does not make sense to perform indexing using AG/SNN to speed up an NN search because AG/SNN requires a kNN search (which itself requires an index to speed up the search.)

Table 7 shows the search ranges of the parameters for the two clustering algorithms and kernels. All datasets are normalised using the min-max normalisation to yield each attribute to be in $[0,1]$ before the clustering begins.

Table 7: Parameters and their search ranges in spectral clustering (SC) and density-peaks (DP) clustering. $m$ is the maximum pairwise distance in the dataset.

| Algorithm | Parameters and their search range |
|-----------|----------------------------------|
| IK        | $t = 200; \psi \in \{2^{2}, 2^{3}, \ldots, 2^{10}\}$ |
| GK        | $\sigma = d \times \mu; \mu \in \{2^{-5}, 2^{-4}, \ldots, 2^{5}\}$ |
| Adaptive GK | $k \in \{0.05n, 0.1n, 0.15n, \ldots, 0.45n, 0.5n\}$ |
| DP        | $k = \#\text{Cluster}$ |
| SC        | $k = \#\text{Cluster}$ |

In Section 4.2, SVM classifiers in scikit-learn [31] are used with IK/LK and Gaussian kernel. They are based on LIBLINEAR [10] and LIBSVM [6].

Table 8 shows the search ranges of the kernel parameters for SVM classifier. A 5-fold cross validation on the training set is used to determine the best parameter. The reported accuracy in Table 4 is the accuracy obtained from the test set after the final model is trained using the training set and the 5-fold CV determined best parameter.

Table 8: Kernel parameters and their search ranges in SVM.

| Parameters and their search range |
|----------------------------------|
| IK                              |
| $\psi \in \{2^{m} | m = 2, 3, \ldots, 12\}$ |
| GK                             |
| $\sigma = d \times \mu; \mu \in \{2^{-5}, 2^{-4}, \ldots, 2^{5}\}$ (dense datasets) |
|                               |
| $\sigma = \mu; \mu \in \{2^{-5}, 2^{-4}, \ldots, 2^{5}\}$ (sparse datasets: nz% < 1) |

For the t-SNE [44] experiment, we set tolerance = 0.00005. We report the best visualised results from a search in $[5, 20, 40, 60, 80, 100, 250, 500, 800]$ for both $\psi$ (using IK) and perplexity (using GK). When using IK in t-SNE visualization, we replace the similarity matrix calculated by GK with the similarity matrix calculated by IK. For both Fit-SNE [25] and q-SNE [15], we report the best visualization result from the same perplexity search range and fix all other parameters to the default values.

All datasets used are obtained from https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/, except Gaussians and w-Gaussians which are our creation.

The machine used in the experiments has one Intel E5-2682 v4 @ 2.50GHz 16 cores CPU with 256GB memory.

**B.1 A guide for parameter setting of IK**

Some advice on parameter setting is in order when using IK in practice. First, finding the ‘right’ parameters for IK may not be an easy task for some applications such as clustering (so as indexing.) This is a general problem in the area of unsupervised learning, not specific to the use of IK. For any kernel employed, when no or insufficient labels are available in a given dataset, it is unclear how an appropriate setting can be found in practice.

Second, $t$ can often be set as default to 200 initially. Then, search for the ‘right’ $\psi$ for a dataset. This is equivalent to searching the bandwidth parameter for Gaussian kernel. Once the $\psi$ setting has been determined, one may increase $t$ to examine whether high accuracy can be achieved (not attempted in our experiments.)

**B.2 IK feature mapping time and SVM runtime**

Table 9 presents the separate runtimes of IK feature mapping and SVM used to complete the experiments in SVM classification.

**C ESTIMATED INTRINSIC DIMENSIONS USING TLE**

Figure 3 shows that intrinsic dimensions (ID) as estimated by a recent local ID estimator TLE [2].

It is interesting to note that TLE has significantly underestimated the IDs of the Gaussians and w-Gaussians datasets which have true 10,000 and 5,000 IDs, respectively. This is likely to be due to the estimator’s inability to deal with high dimensional IDs. Most papers used a low dimensional Gaussian distribution as ground truth in their experiments, e.g., [2].
Table 9: Runtimes of IK feature mapping and SVM in CPU seconds.

| Dataset   | \(\psi\) | Mapping | SVM |
|-----------|----------|---------|-----|
| Url       | 32       | 2       | 1   |
| News20    | 64       | 41      | 19  |
| Rcv1      | 64       | 394     | 26  |
| Real-sim  | 128      | 44      | 13  |
| Gaussians | 4        | 8       | 0.5 |
| w-Gaussians| 4      | 7       | 0.5 |
| Cifar-10  | 128      | 594     | 493 |
| Mnist     | 64       | 31      | 17  |
| A9a       | 64       | 9       | 22  |
| Ijcn1     | 128      | 26      | 40  |

Figure 3: Estimated intrinsic dimensions (ID) for 10 datasets using TLE with \(k = 50\).

With these under-estimations, one may use the typical high IDs to explain the low accuracy of SVM using Gaussian kernel in the \(w\)-Gaussians dataset (as TLE estimated it to be more than 75 IDs). But it could not explain SVM's high accuracy in the Gaussians dataset (as it was estimated to be more than 300 IDs.)

### D THE INFLUENCE OF PARTITIONINGS ON DISTINGUISHABILITY

This section investigates two influences of partitionings on \(N_e\) used in Section 4.1: (i) the number of partitionings \(t\); and (ii) the partitions are generated using a dataset different from the given dataset.

Figure 4(a) shows that \(N_e\) decreases as \(t\) increases. This effect is exactly as predicted in Theorem 2, i.e., increasing \(t\) leads to increased distinguishability.

It is possible to derive an IK using a dataset of uniform distribution (which is different from the given dataset.) Figure 4(b) shows the outcome, i.e., it exhibits the same phenomenon as the IK derived from the given dataset, except that small \(t\) leads to poorer distinguishability (having higher \(N_e\) and higher variance.)

At high \(t\), there is virtually no difference between the two versions of IK. This is the direct outcome of Lemma 3: the probability of any point in the data space falling into one of the \(\psi\) partitions is independent of the dataset used to generate the partitions.

### E HUBNESS EFFECT

Radovanović et al. [34] attribute the hubness effect to a consequence of high (intrinsic) dimensionality of data, and not factors such as sparsity and skewness of the distribution. However, it is unclear why hubness only occurs in \(k\)-nearest neighborhood, and not in \(\epsilon\)-neighborhood on the same dataset.

In the context of \(k\) nearest neighborhood, it has been shown that there are few points which are the nearest neighbors to many points in a dataset of high dimensions [34]. Let \(N_k(y)\) be the set of \(k\) nearest neighbors of \(y\); and \(k\)-occurrences of \(x\), \(O_k(x) = \{|y : x \in N_k(y)\}\), be the number of other points in the given dataset where \(x\) is one of their \(k\) nearest neighbors. As the number of dimensions increases, the distribution of \(O_k(x)\) becomes considerably skewed (i.e., there are many points with zero or small \(O_k\) and only a few points have large \(O_k\) for many widely used distance measures [34]. The points with large \(O_k\) are considered as 'hubs', i.e., the popular nearest neighbors.

Figure 5 shows the result of \(O_k\) vs \(p(O_k)\) comparing Gaussian kernel and IK, where \(p(O_k(x)) = \frac{|\{y \in D | O_k(y) = O_k(x)\}|}{|D|}\). Consistent with the result shown by Radovanović et al. [34] for distance measure, this result shows that Gaussian kernel suffers from the hubness effect as the number of dimensions increases. In contrast, IK is not severely affected by the hubness effect.
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