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Ting Dang,1,2 Vidhyasaharan Sethu,2 Eliathamby Ambikairajah,2 Julien Epps,2 and Haizhou Li3
1Department of Computer Science and Technology, University of Cambridge, Cambridge, UK
2School of Electrical Engineering and Telecommunications, University of New South Wales, Sydney, NSW 2052, Australia
3Department of Electrical and Computer Engineering, National University of Singapore, Singapore

Biologically inspired auditory models play an important role in developing effective audio representations that can be tightly integrated into speech and audio processing systems. Current computational models of the cochlea are typically expressed in terms of systems of differential equations and do not directly lend themselves for use in computational speech processing systems. Specifically, these models are spatially discrete and temporally continuous. This paper presents a jointly discretised (spatially and temporally discrete) model of the cochlea which allows for processing at fixed time intervals suited to discrete-time speech and audio processing systems. The proposed model takes into account the active feedback mechanism in the cochlea, a core characteristic lacking in traditional speech processing front-ends, which endows it with significant dynamic range compression capability. This model is derived by jointly discretising an established semi-discretised (spatially discrete and temporally continuous) cochlear model in a state space form. We then demonstrate that the proposed jointly discretised implementation matches the semi-discrete model in terms of its characteristics and finally present stability analyses of the proposed model.

I. INTRODUCTION

Computational modelling of cochlear mechanics has served as an important role in improving the understanding of the physical behaviour of the peripheral auditory system, and further lays the foundations for computational speech analyses. These models can aid in a wide range of applications including the detection of abnormal hearing losses, development of cochlear implants, and potentially serve as front-ends in speech and audio processing systems. A key element of the cochlea is the active mechanism which functions as a non-linear amplifier and provides an increased sensitivity and frequency selectivity via suitable feedback paths within the cochlea.1,2 This continuously adaptive operation of the cochlea helps ensure that the neuronal representation of the sounds is relatively invariant across a large dynamic range of input sounds. Most state-of-the-art speech processing front-ends, which use time-invariant filterbanks, lack this ability to accommodate input signals with large dynamic ranges. The basilar membrane (BM) is the key structural element within the cochlea which serves as a spectrum analyser, where each different position along the BM responds to stimuli of different frequencies.3,4 Existing mathematical models of the cochlea involve a wave propagating along the BM, generated by an interaction between the inertia of the fluid in the chambers of the cochlea and the stiffness of BM. The BM responses can be either solved via Wentzel-Kramers-Brillouin (WKB) methods5–7 carried out directly in the continuous domain8–10, or via finite element models which divide both the BM and the fluid pressure generated by the inertia of the fluid in the chambers into a number of discrete elements. The WKB approach imposes a variety of inherent assumptions and incurs relatively high computational complexity11, while the finite element approach is more computationally convenient. However, the finite element approach leads to a set of ordinary differential equations (ODEs)12 and requires numerical solution methods with adaptive step sizes, making them unsuitable to be directly used in discrete-time speech and audio processing systems which employ computations at fixed time steps.

While active cochlear models have not seen widespread use in speech processing systems, there have been multiple attempts to use passive cochlear models (models that do not include active feedback). Most commonly, passive cochlear models in speech recognition or sound recognition tasks are implemented as filters in the equivalent rectangular bandwidth (ERB) scale or as gammatone filters13,14. Passive cochlear models also tend to be implemented as parallel filterbanks, which do not capture the longitudinal coupling properties of the BM. Finally, a handful of studies have attempted to use active cochlear models for vowel recognition15,16, but they either redefine the gain factor in the active feedback, or use the automatic gain control proposed by Lyon17 which introduces distortion artifacts18. Most recently, the use of a convolutional neural network (CNN) structure to approximate the computations performed by the cascaded active cochlear models was proposed19, by training the neural network using data generated from a pre-existing
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active cochlear model. However, the network architecture is still somewhat arbitrary and more importantly lacks interpretability. In order to bridge the gap between computational models of the cochlea and realisable front-ends for machine based speech and audio processing tasks, we focus on developing realistic and jointly discrete cochlear models which can be implemented as discrete-time signal processing systems.

In this paper we propose a state space (SS) formulation of an active cochlear model that is jointly discretised in both time and space, which significantly reduces the computation cost and makes it a feasible front-end for speech processing systems. Further, the active mechanism of the cochlea is flexibly incorporated in the proposed approach, based on similar assumptions to those\textsuperscript{12,19}. The cochlear responses to different input stimuli at different sound pressure levels (SPLs) are validated and compared with a semi-discretised model (spatially discrete). Further, the proposed model is analysed in terms of the key characteristics including the dynamic compression and system stability. Finally, the model response to speech signals is analysed to ascertain its effectiveness in capturing high-level speech representations for potential use in computational speech processing systems.

The paper is organized as follows: Section II briefly discusses the existing cochlear models with a focus on a semi-discretised cochlear model with active mechanism in SS form that forms the baseline system on which the proposal builds. Section III introduces the proposed joint spatio-temporally discretised cochlear model. In Section IV we present experimental analyses of the cochlear model responses to different stimuli; and and Section V discusses system stability and dynamic compression characteristics of the model. Finally, Section VII explores the use of the proposed cochlear model for speech analyses.

II. BACKGROUND ON COCHLEAR MODELS

A. Overview

The cochlea is a spiral-shaped cavity in the bony labyrinth that is a part of the inner ear. Mathematical models of the cochlea can be broadly divided into three categories: (i) 1-dimensional models that only consider the transverse wave propagation in the longitudinal direction\textsuperscript{20,21}; (ii) 2-dimensional models that neglect the height of the cochlear chambers but consider both the transverse and radial wave propagation\textsuperscript{22–24}; and (iii) 3-dimensional models that take into account all spatial constraints of the cavity\textsuperscript{25,26}. Among these, 1-dimensional models are the most common as they are computationally straightforward while still exhibiting very similar cochlear responses to the more complex 2D and 3D models in terms of the spectral characteristics of the cochlear responses\textsuperscript{20}, which is the primary characteristic of interest when designing front-ends for speech processing systems.

The 1-dimensional model in its simplest form is obtained as a box model\textsuperscript{20} with an upper fluid chamber referred to as the scala vestibuli (SV) and a lower fluid chamber referred to as the scala tympani (ST), which are separated by the Basilar Membrane (BM). The simplified structure is shown in Figure 1. This simple model is able to replicate the basic functions of the cochlea. Excited by the incoming sound wave at the oval window which lies at one end of the SV, the pressure difference between the upper and lower chamber generates a wave that travels along the entire duct of the box model. The characteristics of the cochlea also lead to tonotopy, i.e., different positions along the BM vibrate at a different characteristic frequency with the basal end corresponding to high frequencies and the apical at low frequencies.

This simple model however ignores a key element of the mammalian cochlea. Namely, that the SV and ST are separated by two membranes (not one), the aforementioned Basilar Membrane and the Tectorial Membrane (TM), that move relatively independently but are mechanically coupled via the surrounding fluid and the outer hair cells (OHCs). This coupled system involves a nonlinear active feedback mechanism (via the OHCs) that increases the frequency selectivity of tonotopic response of the BM to sound excitation, in addition to increasing the dynamic range of the input audio that the system can adequately respond to\textsuperscript{27–31}. The nonlinearity manifests as (i) a higher gain at low input stimuli levels and a lower gain at high input stimuli levels, providing a form of automatic gain control\textsuperscript{32,33}, (ii) a frequency sharpening mechanism that increases selectivity\textsuperscript{29,30,34}, and (iii) vibrations in the BM and TM at positions corresponding to frequencies not present in the input stimuli\textsuperscript{35}.
This nonlinear feedback mechanism underpins the ability of mammals to perceive sounds over an extremely large dynamic range by allowing it to adapt to the input stimuli and there exists a body of research that has focused on developing nonlinear active mechanical models of the cochlea\textsuperscript{15,23,36}. These forms of active mechanisms are also absent in current front-ends for computational speech processing systems.

An important class of 1D cochlear models involves a state space (SS) formulation that describes the dynamics of a nonlinear mechanical cochlear model as a set of coupled first-order differential equations\textsuperscript{12}. This approach follows on from one of the most widely adopted 1D models proposed by Neely et al. in 1986\textsuperscript{19}. The set of coupled first-order differential equations is obtained by spatially discretising the BM and TM into micro-elements, with each equation describing the mechanics of one of these segments.

### B. State space cochlear models

A state space model of the cochlea comprises two linked components, one which describes the propagation of a pressure wave along the cochlea (referred to as macro-mechanics), and a second that describes the motion of a pressure wave along the cochlea (referred to as micro-mechanics) as shown in Figure 2. Based on the 1D box model, under the long wavelength assumption\textsuperscript{20}, the macro-mechanical model which describes wave propagation along the cochlea is given by the following equation:

\[
\frac{\partial p(l,t)}{\partial t^2} = \frac{2\rho}{H} \ddot{\xi}(l,t) \quad \text{(1)}
\]

where \(p(l,t)\) represents the pressure difference between the upper and lower chambers of the cochlear at position \(l\) and time \(t\); \(\ddot{\xi}(l,t)\) is the radially averaged transverse acceleration of the cochlear; \(\rho\) is the fluid density of the chambers; and \(H\) is the height of the cochlear chamber, which is assumed to be a constant.

Generally a finite difference approximation is used to spatially discretise the continuous wave propagation equation to obtain a semi-discretised description using \(N\) small discrete elements, each of length \(\Delta l\), along the spatial dimension \(l\) to approximate the continuous variable. The resulting set differential equations\textsuperscript{23} can be finally written in a matrix form as:

\[
F \mathbf{p}(t) - \ddot{\xi}(t) = \mathbf{q}(t) \quad \text{(2)}
\]

where \(\mathbf{p}(t)\) is the \(N\) dimensional vector of pressure differences across all elements at time \(t\). \(\ddot{\xi}(t)\) represents the acceleration of these elements, \(\mathbf{q}(t)\) is an \(N\) dimensional vector of external excitation terms corresponding to each element, and \(F\) is the finite-difference matrix given as:

\[
F = \frac{H}{2\rho\Delta l^2} \begin{bmatrix}
\frac{\Delta l}{H} & \frac{\Delta l}{H} & 0 & 0 & \ldots & 0 \\
1 & -2 & 1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 1 & -2 & 1 & 0 & \ldots \\
0 & 0 & 1 & -2 & 1 & 0 \\
0 & 0 & 0 & 0 & \ldots & \frac{-2\Delta l^2}{H} 
\end{bmatrix} \quad \text{(3)}
\]

Since the only input to the cochlea is via the oval window only the first element is non-zero and \(\mathbf{q}(t)\) is given as:

\[
\mathbf{q}(t) = [\ddot{\xi}_s, 0, 0, \ldots, 0]^T \quad \text{(4)}
\]

where \(\ddot{\xi}_s\) is the acceleration due to the loading by the internal pressure response at the basal end\textsuperscript{12}. Mathematical derivations of these expressions can be found in Appendix A.

A widely adopted micro-mechanical model describing the mechanical responses within each discretised spatial segment is the 2-degree of freedom model with active feedback\textsuperscript{15}. The components of this micro-mechanical model of each segment and the cascaded coupling with the next segment is outlined in Figure 2. Each colored block represents one spatial segment. Here \(M_1\) and \(M_2\) represent the mass of the BM and TM segments respectively. The stiffness and damping coefficients associated with these masses are represented as \(c_i\) and \(k_i\) with \(i = 1, 2, 3\) denoting the BM, TM and fluid coupling between BM and TM. It should be noted that parameters of \(c_i\) and \(k_i\) vary with \(l\) but are not denoted explicitly to simplify notation in the following discussions. An additional pressure term in each spatial segment \(p_n^0\) is introduced to denote the active feedback via the outer hair cell (OHC) mechanical stimuli to the \(n^{th}\) BM element. Within each segment, the micro-mechanics described by the two force equations corresponding to the BM and TM are given by:

\[
p_n - p_n^0 = \pi_n \ddot{\xi}_n^1 + \tau_{n} \ddot{\xi}_n^1 + \rho_n \dot{\xi}_n^1 + \beta_n^{\xi} \dot{\xi}_n^2 + \beta_n^{\xi} \ddot{\xi}_n^2 \quad \text{(5)}
\]

\[
0 = \delta_n^{\xi} \ddot{\xi}_n^1 + \delta_n^{\xi} \ddot{\xi}_n^2 + \sigma_n^{\xi} \dot{\xi}_n^1 + \sigma_n^{\xi} \dot{\xi}_n^2 + \tau_n \dot{\xi}_n^2 \quad \text{(6)}
\]

where \(\ddot{\xi}_n^1\) and \(\ddot{\xi}_n^2\) represent the displacement of the BM and TM in the \(n^{th}\) segment, \(\ddot{\xi}_n^1\) and \(\ddot{\xi}_n^2\) represent the corresponding velocities, and \(\dot{\xi}_n^1\) and \(\dot{\xi}_n^2\) the accelerations. The active feedback based on Neely’s model is defined in terms of BM and TM displacements and velocities, and introduced in equation (5) by altering the model parameters. Details are discussed in section III. The derivations of equations (5) and (6) and parameter values of \(\pi, \beta, \delta\) and \(\tau\) are provided in Appendix B.

The authors\textsuperscript{12} formulate a state-space model that integrates the macro- and micro-mechanical models, by introducing a state vector describing the state of all \(N\) segments, \(\mathbf{x}(t) = [x_1^T(t), x_2^T(t), \ldots, x_N^T(t)]^T\), with each element \(x_n(t)\) comprising four state variables, namely,
the velocity and displacement of the BM and TM within each segment. i.e.,

$$\mathbf{x}_n(t) = [\xi_1^1(t), \xi_1^2(t), \xi_2^1(t), \xi_2^2(t)]^T$$

(7)

which leads to the following state-space equation:

$$\dot{\mathbf{x}}(t) = A\mathbf{x}(t) + B\mathbf{u}(t)$$

(8)

where the system matrices $A$ and $B$ represent the mechanical properties within each segment as per the micro-mechanical model and the pressure generated by the travelling wave as per the macro-mechanical model. A brief mathematical derivation of the state-space formulation is provided in Appendix C.

Numerical ODE solvers can be used to solve this semi-discretised (spatially discrete but temporally continuous) state space equation (8) for BM and TM displacements (and velocities). However, most ODE solvers employ adaptive time steps when obtaining these solutions which is in contrast to typical discrete signal processing (DSP) systems that operate at regular time steps. Therefore we aim to develop a jointly discrete model (both spatially and temporally discrete) that allows for the BM and TM displacements to be obtained with fixed time step computations.

III. PROPOSED JOINT DISCRETIZED MODEL

The proposed joint discretised model is obtained by employing a first order finite difference method in both temporal and spatial domains, which leads to a relatively straightforward jointly discrete formulation. Following this, implementation of the nonlinear feedback in the cochlea and the stability of the proposed model are discussed.

A. Macromechanics

Discretising the wave propagation equation (1) using Euler’s method on both the time and position variables leads to:

$$p_{j,n+1} - 2p_{j,n} + p_{j,n-1} = \frac{\Delta t^2}{\Delta l^2} \left[ 2\rho \frac{\xi_{j+1,n}^1 - 2\xi_{j,n}^1 + \xi_{j-1,n}^1}{\Delta t^2} + \frac{2\rho}{H} q_{j,n} \right]$$

(9)

where $\Delta l$ denotes the length of each of the $N$ spatial segments, $\Delta t$ denotes the duration of each discretised time step, $p_{j,n}$ and $\xi_{j,n}$ represent the pressure and BM displacement at the $n_{th}$ element at the $j_{th}$ time step (i.e., at $t = j\Delta t$), which evolve in response to excitation of the $q_{j,n}$. This excitation is non-zero only at $n = 1$ (the first discrete element of the cochlear model), where it corresponds to the incident pressure changes in the ear canal, i.e., $q_{1,n} = 0$ when $n \neq 1$.

This discretisation leads to a set of $N$ linear equations, one for each spatial element describing the time evolution of the BM displacement in that section. Taking into account the boundary conditions, and aiming to formulate a state space representation similar to equation (8), this set of linear equations can be represented as a matrix equation:

$$\Delta t^2 \mathbf{FP}_j = \mathbf{S}_2(\mathbf{X}_{j+1} - 2\mathbf{X}_j + \mathbf{X}_{j-1}) + \Delta t^2 \mathbf{Q}_j$$

(10)

where $\mathbf{F}$ is the finite-difference matrix as shown in equation (3), $\mathbf{P}_j$, the pressure vector comprising $N$ elements is:

$$\mathbf{P}_j = [p_{j,1}, p_{j,2}, \ldots, p_{j,N}]^T$$

(11)
and the state vector $\mathbf{X}_j$ including both BM and TM displacements over $N$ elements is:

$$
\mathbf{X}_j = \left[ \xi_{j,1}^1, \xi_{j,n}^2, \cdots, \xi_{j,1}^2, \xi_{j,n}^1 \right]^T
$$

(12)

with $\xi_{j,1}^1$ and $\xi_{j,n}^2$ representing the $n^{th}$ BM and TM displacements at time $j$, and $S_2$ denoting the $N \times 2N$ matrix that only selects the BM elements:

$$
S_2 = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 1
\end{bmatrix}
$$

(13)

The excitation (input stimuli) is given by the $N$ dimensional vector $\mathbf{Q}_j$:

$$
\mathbf{Q}_j = [q_{j,1}, 0, 0, 0, \cdots, 0]^T
$$

(14)

B. Micromechanics

As shown in Figure 2, which depicts the micromechanical model, the additional pressure term, $p_a(l,t)$, operating on each segment of the BM is used to simulate the impact of OHCs which introduces active (nonlinear) feedback. As previously discussed, the action of healthy OHCs are able to amplify the BM response to input stimuli at small SPLs and in turn lead to significant dynamic range compression. In this section, we first describe a linear feedback mechanism and then introduce the necessary nonlinearity into this model in section III.E.

The linear active feedback in the widely adopted Neely model is given by:

$$
p_a(l,t) = -\gamma(c_4 \xi^f(l,t) + k_4 \xi^f(l,t))
$$

(15)

where

$$
\xi^f(l,t) = g \xi^1(l,t) - \xi^2(l,t)
$$

(16)

represents the relative displacement between the TM and Reticular Lamina (RL) where the displacement of the RL is known to be proportional to the displacement of the BM with a proportionality constant $g$, $c_4$ and $k_4$ represent the damper and stiffness coefficients that control the feedback terms that are position-dependent parameters, and $\gamma$ is the feedback gain.

The proposed discretisation of the active feedback term $p_a(l,t)$ leads to:

$$
p_{j,n}^a = -\gamma(c_4 \xi_{j+1,n}^1 - \xi_{j,n}^1 + k_4 \xi_{j,n}^f)
$$

(17)

Discretising the force equations of (5) and (6) and integrating the discretised feedback term from equation (17) leads to the final jointly discretised micromechanical model:

$$
p_{j,n} = \alpha_n \xi_{j+1,n}^1 + \delta_n^0 \xi_{j,n}^1 + \alpha_{n-1} \xi_{j-1,n}^1 + \beta_n \xi_{j+1,n}^2 + \delta_n^0 \xi_{j,n}^2
$$

(18)

\[0 = \varepsilon_n \xi_{j+1,n}^1 + \varepsilon_n \xi_{j,n}^1 + \delta_n^0 \xi_{j,n}^2 + \delta_n^1 \xi_{j-1,n}^1 - \alpha_n \xi_{j,n}^1 - \beta_n \xi_{j,n}^2 - \delta_n^0 \xi_{j,n}^2
\]

(19)

where $\alpha_n$, $\alpha_{n-1}$, $\beta_n$, $\delta_n^0$, $\varepsilon_n$, $\varepsilon_n$, $\delta_n^1$ and $\delta_n^0$ are model parameters corresponding to the $n^{th}$ segment. Expressions for these terms are provided in Appendix D.

The two force equations for the $n^{th}$ element of BM and TM can therefore be rearranged as:

$$
\begin{bmatrix}
p_{j,n} \\
0
\end{bmatrix} = \begin{bmatrix}
\alpha_n & \beta_n \\
\varepsilon_n & \delta_n
\end{bmatrix} \begin{bmatrix}
\xi_{j+1,n}^1 \\
\xi_{j,n}^2
\end{bmatrix} + \begin{bmatrix}
\alpha_n & \beta_n \\
\varepsilon_n & \delta_n
\end{bmatrix} \begin{bmatrix}
\xi_{j,n}^1 \\
\xi_{j,n}^2
\end{bmatrix}
$$

(20)

and the jointly discretised micro-model over all $N$ BM elements can then be represented as:

$$
\mathbf{\Omega}_j = \mathbf{A}_1 \mathbf{X}_{j+1} + \mathbf{A}_0 \mathbf{X}_j + \mathbf{A}_{-1} \mathbf{X}_{j-1}
$$

(21)

where $\mathbf{\Omega}_j$ is given by:

$$
\mathbf{\Omega}_j = [p_{j,1}, 0, p_{j,2}, 0, \cdots, p_{j,N}, 0]^T
$$

(22)

and $\mathbf{X}_j$ is a $2N \times 1$ vector that represents the state of the BM and TM at time step $j$ and is given as per equation (12). The matrices $\mathbf{A}_1$, $\mathbf{A}_0$ and $\mathbf{A}_{-1}$ are block-diagonal matrices that hold the micro-mechanical model parameters:

$$
\mathbf{A}_1 = \begin{bmatrix}
\alpha_1 & \beta_1 & 0 & 0 & \cdots & 0 & 0 \\
\varepsilon_1 & \delta_1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \alpha_1 & \beta_2 & 0 & \cdots & 0 \\
0 & 0 & \varepsilon_2 & \delta_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & \alpha_N & \beta_N \\
0 & 0 & 0 & 0 & \cdots & \varepsilon_N & \delta_N
\end{bmatrix}
$$

(23)

$$
\mathbf{A}_0 = \begin{bmatrix}
\alpha_0 & \beta_0 & 0 & 0 & \cdots & 0 & 0 \\
\varepsilon_0 & \delta_0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \alpha_0 & \beta_2 & 0 & \cdots & 0 \\
0 & 0 & \varepsilon_2 & \delta_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & \alpha_N & \beta_N \\
0 & 0 & 0 & 0 & \cdots & \varepsilon_N & \delta_N
\end{bmatrix}
$$

(24)

$$
\mathbf{A}_{-1} = \begin{bmatrix}
\alpha_{-1} & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & \delta_{-1} & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \alpha_{-1} & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \delta_{-1} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & \alpha_N & 0 \\
0 & 0 & 0 & 0 & \cdots & \varepsilon_N & \delta_N
\end{bmatrix}
$$

(25)
C. Numerical solutions for joint discretized models

To infer the BM and TM displacements we solve for $X_j$ at each time step $j$ by combining the macro-mechanical and micro-mechanical models given by equations (10) and (21) respectively. Noting that we can rewrite (10) as:

$$P_j = \frac{1}{\Delta t^2}F^{-1}S_2(X_{j+1} - 2X_j + X_{j-1}) + F^{-1}Q_j$$

and that,

$$\Omega_j = S_2^T P_j$$

where $S_2^T$ is the transpose of $S_2$ given as per (13), the interaction between the macro- and micro-mechanical models can then be represented as:

$$S_2^T P_j = A_1X_{j+1} + A_0X_j + A_{-1}X_{j-1}$$

$$= \Gamma(X_{j+1} - 2X_j + X_{j-1}) + S_2^T F^{-1}Q_j$$

where $\Gamma$ is:

$$\Gamma = \frac{1}{\Delta t^2}S_2^T F^{-1}S_2$$

Consequently, we can solve for $X_j$ as:

$$X_{j+1} = HX_j + KX_{j-1} + MU_j$$

where,

$$H = (A_1 - \Gamma)^{-1}(-2\Gamma - A_0)$$

$$K = (A_1 - \Gamma)^{-1}(\Gamma - A_{-1})$$

$$M = (A_1 - \Gamma)^{-1}S_2^T$$

$$U_j = F^{-1}Q_j$$

Note that $U_j$ captures the input signal/excitation and is consistent with $^{12}$. It is clear that the BM and TM displacements are computed iteratively depending on the state at the previous two time steps and the current state of the input signal.

In a linear active cochlear model with a constant $\gamma$ governing the feedback term, the matrices $H$, $K$ and $M$ are all fixed, and (30) represents a linear discrete-time state space representation of the cochlear model.

D. System stability

To analyse the stability of this jointly discretised model, we recast the model in terms of an alternative state vector, $Y_j = [X_j, X_{j-1}]^T$, and rewrite equation (30) as:

$$Y_{j+1} = EY_j + \begin{bmatrix} MU_j \\ 0 \end{bmatrix}$$

where $E$ is given as:

$$E = \begin{bmatrix} H & K \\ I_{2N} & 0 \end{bmatrix}$$

Iterating backwards to the first time step, it can be seen that $Y_{j+1}$ can also be written as:

$$Y_{j+1} = E^jY_1 + \sum_{k=0}^{j-1} E^kMU_{j-k}$$

where $E^k = EE \cdots E$.

Consequently, it is clear that the stability of the system is determined by the eigenvalues of $E$. Namely, the magnitude of all its eigenvalues must be less than 1.

The only two parameters involved in the spatio-temporal discretisation are the length of the spatial segments ($\Delta l$) and the duration of each time step ($\Delta t$). In the proposed model $\Delta l$ is chosen to match $^{12}$, and consequently stability is determined by $\Delta t$. In section V B we present a brief analysis of the choice of $\Delta t$ that leads to stable models.

E. Nonlinear feedback

As previously mentioned, the feedback via OHCs in the cochlea is not linear and an established approach to introduce this nonlinearity in cochlear models is by including a nonlinear tanh function in the otherwise linear feedback path $^{19}$. As tanh is fairly linear for small inputs, it still provides a similar level of amplification to inputs with small SPLs as in the linear active model. However, for large inputs, the tanh function saturates, which in turn saturates the gain. This property leads to the desirable dynamic range compression.

The nonlinear feedback term $p_{j,n}^a$ can thus be represented as:

$$p_{j,n}^a = \tanh(\tau p_{j,n}^a)$$

where $\tau$ is a scalar that can be used to control the saturation characteristics of the nonlinearity.

The impact of different $\tau$ values is shown in Figure 3. With $\tau$ value increasing from 0.1 (light blue line) to 5 (cyan line), the saturation point with respect to active
feedback $p_{j,n}^a$ becomes smaller, indicating that saturation starts to function at a smaller input SPL, achieving a more significant compression capability. To achieve a large dynamic range of compression, a larger $\tau$ is preferred. However, $\tau$ larger than 1 results in an unstable system. Therefore, we adopt $\tau = 1$ for all the following experiments, aiming for a high compression capability while processing speech data to decrease the variations in speech representations as well as improving the robustness to the noise in the input.

To simplify the implementation, a time varying scaling factor $\omega_{j,n}$ is proposed to replace the $\tanh$ impact as:

$$\omega_{j,n} = \frac{\tanh(p_{j,n}^a)}{p_{j,n}^a} \quad (39)$$

It should be noted that $\omega_{j,n}$ is a time-varying factor which requires computation at each time step.

Apart from the $\tanh$ function, we also explored the use of the first order Boltzmann function, which has more degrees of freedom, as the nonlinearity. However, preliminary results suggested that the improvement in the resulting dynamic range compression was very small and not likely to be worth the increase in complexity. We did not pursue it further.

### IV. VALIDATION OF MODEL RESPONSES

The jointly discretised model described in this paper was validated by analysing the BM responses given by the model in response to given different types of input stimulus, including an impulse signal, single tone sinusoids, and sinusoids with time-varying frequencies. The parameter values (in SI units) utilised when implementing are listed in Table 1. These are identical to those used in.

#### A. Impulse response

The displacement of each element of the BM can be viewed as the response of a band-pass filter with the centre frequency equal to the characteristic frequency corresponding to the position of that element along the BM. The impulse responses of these 'filters' were obtained by recording the response of the model to an impulse signal input at 0dB (SPL) over a duration of 100ms. The magnitude response of these 'filters' can then be inferred by transforming the impulse responses corresponding to each BM element to the frequency domain. The magnitude responses of five randomly selected elements ('filters') are plotted and compared to responses of the same elements in the semi-discretised model in Figure 4.

It can be observed that the filter responses in two systems show similar patterns, but interestingly the filters in the proposed model display a more sharp response with high suppression compared to those in the semi-discretised model.

Cochleagrams depicting the responses to a click (impulse) stimulus obtained from both the proposed jointly discretised system and the semi-discrete system from are shown in Figure 5. It also shows a similar travelling oscillation from base to apex for both systems, and the transit time for both is approximately 60ms.

| Quantity | Formula (SI) |
|----------|--------------|
| $m_1$    | $1.35 \times 10^{-2} \text{kg m}^{-2}$ |
| $m_2$    | $2.3 \times 10^{-3} \text{kg m}^{-2}$ |
| $k_1$    | $4.95 \times 10^9 e^{-320(x+0.00375)} \text{N m}^{-3}$ |
| $k_2$    | $3.15 \times 10^7 e^{-352(x+0.00375)} \text{N m}^{-3}$ |
| $k_3$    | $4.5 \times 10^7 e^{-320(x+0.00375)} \text{N m}^{-3}$ |
| $k_4$    | $2.82 \times 10^6 e^{-320(x+0.00375)} \text{N m}^{-3}$ |
| $c_1$    | $1 + 19700e^{-179(x+0.00375)} \text{N s m}^{-3}$ |
| $c_2$    | $113e^{-176(x+0.00375)} \text{N s m}^{-3}$ |
| $c_3$    | $22.5e^{-64(x+0.00375)} \text{N s m}^{-3}$ |
| $c_4$    | $9650e^{-164(x+0.00375)} \text{N s m}^{-3}$ |
| $m_{ME}$ | $2.96 \times 10^{-2} \text{kg m}^{-2}$ |
| $k_{ME}$ | $2.63 \times 10^9 \text{N m}^{-3}$ |
| $c_{ME}$ | $2.8 \times 10^4 \text{N s m}^{-3}$ |
| $L$      | 0.035m |
| $H$      | 0.0001m |
| $N$      | 500 |
| $\gamma$ | 1 |
B. Single tone response

Given a single tone sinusoidal input, the BM element with characteristic frequency corresponding to the input frequency is expected to oscillate with the highest amplitude. To determine the frequency selectivity of the model, we plot the gain of each BM element filter at the input tone frequency. This is determined by computing the magnitude spectrum (via a Discrete Fourier Transform) of the displacement of each BM element in response to a sinusoidal input of 100ms duration under the same SPL of 0dB. The magnitude response is estimated from the last 30ms since the model has a transient time (time taken for signal to travel from base to apex of the cochlea) of around 60ms (refer Figure 5). We plot this for three different input tones, $f_1=15000\text{Hz}$, $f_2=3000\text{Hz}$, and $f_3=300\text{Hz}$, in Figure 6 and compare it with the corresponding gains for the semi-discretised model described in\textsuperscript{12} as well as passive versions (without active feedback) of both the jointly discretised and semi-discretised models. It should be noted that the parameters for the passive model were slightly different from those of the active model, and details can be found in Appendix E. As seen from Figure 6(a), the oscillation positions in the BM for both active and passive models match the expected positions for input stimuli of different frequencies. The BM responses obtained from the active model were sharper compared with those from the passive model, and the increased gain and selectivity of the active models are also evident. These characteristics are also consistent with those of the semi-discretised model from\textsuperscript{12}, which are shown in Figure 6(b).

In addition to the BM displacement, the pressure across each BM element given a sinusoidal input with...
FIG. 7. Pressure difference between upper and lower chambers for a sinusoidal input with \( f = 3700 \text{ Hz} \) at 60dB (SPL) for jointly discretised (a) passive and (b) active models. The plots show pressure differences at all time steps superimposed on each other. In the passive model this pressure difference decreases steadily and goes to zero at the position of peak displacement. Whereas, in the active model, we can observe an additional peak in pressure difference at this position arising from the feedback.

\[ f = 3700 \text{ Hz} \] was computed for both passive and active models and are shown in Figure 7. Once again, only the last 30ms of the response is shown, with the pressure at each time step within this duration superimposed over one another. In the passive model, as shown in Figure 7(a), the pressure differences decrease and disappear at the expected position for peak displacement. Whereas in the active model, in addition to the pressure component present in the passive model the active feedback component \( p^a_n \), there is an additional peak in the pressure difference at the expected position for peak oscillation, as can be seen from Figure 7(b).

C. Chirp response

Finally, we also compare the chirp response of the proposed jointly discretised model with that of the semi-discretised model from\(^{12}\). Given a sinusoidal input with a time-varying frequency linearly decreasing from 16KHz to 2KHz over a duration of 100ms, cochleagrams from the model responses are compared with each other in Figure 8 (a spectrogram of the input signal is also provided for reference).

The cochleagram takes the absolute values of BM displacements as a function of both time and position (along the BM). Figures 8(a) and 8(b) show the cochleagrams from the proposed jointly discretised and semi-discretised models respectively. Note that the basal end responds to high frequencies and the apical end to low frequencies. From the two cochleagrams, it is clear that both models have similar spectral responses. In both cases, the positions of maximum BM response to the continuously changing input frequency (ranging from 16KHz at 1.5mm to 2KHz at 16.1mm along BM position) match closely.
FIG. 9. BM response along its length to sinusoidal inputs with a frequency of 3700Hz and various sound pressure levels ranging from 0dB (SPL) to 140dB (SPL) in steps of 20dB: (a) proposed jointly discretised model; (b) semi-discretised model. The unequal spacing between the BM responses reveals the dynamic range compression in the model. The extent of the dynamic compression can be inferred by taking the ratio of the increase in magnitude of the BM response at 12mm (corresponding to 3700Hz) to the increase in input signal magnitude as it goes from 80dB(SPL) to 140dB(SPL).

V. MODEL CHARACTERISTICS

In addition to spectral decomposition of the input signal based on the tonotopy of the BM that was the focus of section IV, there are two other characteristics of a cochlear model that are of great interest. Firstly, the dynamic range compression that is expected to arise from the effect of the nonlinear active feedback in the system; and secondly the stability of the model and in particular the choice of discretisation time step that leads to a stable model. Both of these are the focus of this section.

A. Dynamic range compression

Dynamic range compression in a cochlea refers to its ability to compress sound inputs across a large dynamic range into neural representations with a much smaller dynamic range. In the context of cochlear models, this can be analysed by quantifying the dynamic range of the BM displacements and comparing to the dynamic range of the input. In this section we describe the analyses carried out to validate that the dynamic range compression in the proposed jointly discretised model matches that of the semi-discretised model in its ability to emulate this characteristic of human cochlea. To do this, the BM displacements in response to a single tone input at different input sound pressure levels in the range of 0dB to 140dB, with steps of 20dB, were obtained. The nonlinear feedback in the model should lead to higher gain for input signals at low SPL and lower gain for input signals at high SPL, leading to dynamic range compression. The BM responses (refer to section IV B) to sinusoidal input signals with a frequency of 3700Hz at different input SPLs are shown in Figure 9.

It can seen in Figure 9(a) that at low to moderate input SPLs, the gains are relatively constant. For inputs ranging from 0db(SPL) to 80db(SPL), the BM response at the position corresponding to 3700Hz (~12mm) also has a dynamic range of around 80dB. However, for inputs from 80db(SPL) to 120db(SPL), the dynamic range of the corresponding BM responses is lower than 40dB and finally the BM responses to input at 140db(SPL) have more or less identical amplitudes. This pattern of dynamic range compression is similar to that observed in the semi-discretised model which is shown in Figure 9(b).

Finally, Figure 10 shows a plot of input SPL (in dB) against output power (in dB), at the BM position of maximum response. From the plot it is clear that the relationship is linear for input SPLs from 0dB to 80dB. For input SPLs between 80dB and 100dB, the corresponding change in output power is 18dB (from -74dB to -56dB) and the output saturates rapidly after that point. This is similar to the input-output trend for the semi-discretised model with the difference being that the jointly discretised model starts to saturate at an input level of around 80dB(SPL), while the semi-discretised model saturates at an input level of around 60dB(SPL). Similar characteristics were also observed for the TM responses in the model.

B. System stability

In section III D, we discussed the system stability for the linear active cochlear system that is jointly discretised in both spatial and temporal domains, where the magnitude of the largest eigenvalues should be smaller than 1. Table II displays the magnitude of the largest eigenvalues of matrix E for a linear active cochlear model given different sampling frequency fs within the range of [48Khz 192Khz] with a step size of 16KHz. It is observed that the magnitude of the largest eigenvalues is larger than one with the sampling frequency smaller than 112Khz, indi-
cating an unstable system. In order to guarantee the system is never unstable, the sampling frequency was chosen to be $f_s = 128kHz$ with a relatively small time step size of 7.8 microseconds. All other experimental settings are same as in Table I.

### TABLE II. Magnitude of maximum eigenvalue for systems discretized with different sampling frequency $f_s$

| $f_s$ (kHz) | 48  | 64  | 80  | 96  | 112 | 128 | 144 | 160 | 176 | 192 |
|-------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Magnitude   | 1.89| 1.23| 1.07| 1.02| 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| Stability   | Unstable | Stable |

Similarly the nonlinear feedback was analysed by computing the eigenvalues of each time step, as $E$ is time varying. It was found that all the eigenvalues across time were all within the unit circle, which indicates that the nonlinear active model is also stable.

VI. SPEECH

As mentioned in the introduction, a key motivation underpinning the development of the proposed jointly discretised cochlea model is its potential application as a robust front-end for speech processing systems. The temporal discretisation allows for constant time step processing that is compatible with standard DSP systems, albeit at a high sampling rate, and the model formulation entirely in terms matrix operations makes its integration with deep learning systems and implementation on GPUs a promising avenue for development.

We combine the proposed model of the cochlea with discrete-time models of the outer ear, middle ear and inner hair cells to simulate auditory processing in the human ear for cochleagram estimation. In this section we present a comparison of such cochleagrams with conventional spectrograms for speech inputs under different sound pressure levels. It is expected that the cochleagram
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FIG. 10. Input SPL vs BM response power at position of maximum response given a single tone input of frequency 3700Hz. The red dash line is a linear reference line. Both the proposed and semi-discritised model shows dynamic range compression.

$\text{A}(f) = -3.64f^{-0.8} + 6.5e^{(-0.6(f-3.3)^2)} - 10^{-3}f^4$ (40)

where $f$ is the characteristic frequency of each BM element, and $A(f)$ is the magnitude response at frequency $f$. This magnitude response of the combined outer and middle ear is a bandpass filter, as shown in Figure 11.

The output from the middle ear is then the input to the proposed jointly discretised cochlear model, and this is followed by an inner hair cell (IHC) model. The inner hair cells convert BM displacement into electrical impulses and pass them on to the brain via the auditory nerve. This action is typically modelled as a full-wave rectifier followed by a low-pass filter and cuberoot compression, which together act as an envelope detector, prior to converting them to a sequence of electrical impulses. In this work we do not convert the signals to a sequence of impulses but all other elements of the inner hair cell model are implemented. The low-pass filter element of this IHC model is a simple 1st order filter with a transfer function given as:

$$H(z) = \frac{1 - c_0}{1 - c_0 z^{-1}}$$ (41)

with,

$$c_0 = e^{(-30+2\pi)}$$ (42)

where $f_s$ is the sample frequency of the input stimulus. This value of $c_0$ leads to a low-pass filter with a cut-off frequency of 30Hz. Finally, the output from the low-pass filter undergoes power-law compression ($y = x^{1/3}$).

B. Experimental settings

The TIMIT database was utilised for all the experiments reported in this paper. Specifically, 1000 segments each from 20 vowels of the training partition of TIMIT were used for the different comparison of cochleagrams generated from the proposed model with spectrograms. To determine if the output of the proposed model are robust to input signal level variations, each vowel speech
clip was scaled to simulate 7 different sound pressure levels ranging from 0dB to 120dB with a step size of 20dB. This was achieved by scaling the original signal, \( x(n) \) as per:

\[
SPL = 20\log_{10}\left(\frac{\max(|x(n)|)}{\sqrt{2}}\right) + 96
\]  

with the scaling factor, \( s \), computed as:

\[
s = \frac{10^{(SPL-96)/20}}{\max(|x(n)|)}
\]

Prior to processing, the speech samples from TIMIT were upsampled from 16kHz to 128kHz, the sampling rate at which the proposed cochlear model is suggested to operate at. Spectrograms were computed with a window size of 10ms and to match the time resolution of the cochleagrams, the spectrograms were computed with overlapped windows with only one sample shift between consecutive windows.

C. Comparisons between cochleagrams and spectrograms

The spectrograms and cochleagrams of the same vowel and different vowels are compared in Figure 12. Spectrograms are represented in dB scale to enhance the smoothness and cochleagrams are shown in magnitude as they are already smoothed representations owing to the inner ear functioning as a low pass filter and the following cube root compression. Only information under 8kHz is shown as the original sample frequency in TIMIT was 16kHz. It is observed that spectrograms and cochleagrams in Figures 12(a) and 12(b) shows a similar pattern for vowel 'iy', which all displays the frequency components at frequency \( f_1 \approx 450\text{Hz} \), and \( f_2 \approx 2.5\text{kHz} \). It is obvious to observe more detailed information in the low frequency region in the cochleagram, especially regarding the fundamental frequency \( f \approx 300\text{Hz} \) compared with the corresponding spectrogram. More importantly, the cochleagrams for the vowel 'iy' spoken by the same speaker in Figures 12(b) and 12(d) show more significant similarity compared with those of spectrograms in Figures 12(a) and 12(c), while they show more significant differences for the same vowel 'iy' spoken by different speakers in Figures 12(b) and 12(f) than that of spectrograms in Figures 12(a) and 12(e). The differences in cochleagram representations for different vowels are more dramatic as in Figures 12(b) and 12(h) than those of spectrograms in Figures 12(a) and 12(g). These all suggest that cochleagrams based on the proposed jointly discretised cochlea model might be better in capturing discriminative information, such as the differences between different vowels and speakers, which may serve as a better front-end extractor for speech-related recognition tasks.

VII. CONCLUSIONS

The front-ends of current speech and audio processing systems are typically time-invariant systems that carry out some forms of spectral analysis of the input speech or audio signals. However, the human cochlea is anything but time-invariant. It continuously adapts to the incoming sound, acting as a spectral analyser with feedback driven dynamic range compression. Numerical
FIG. 12. Comparison of spectrograms to cochleagrams of different vowels and different speakers with input at 0dB(SPL). Spectrograms are shown in dB and cochleagrams are shown as obtained after cuberoot compression. Cochleagrams can capture the same frequency components as spectrograms, but they exhibit greater visual similarity between same vowels and greater visual dissimilarity between different vowels.
models of the cochlea, both with and without this active feedback mechanism have been studied for decades but these models comprise of systems of differential equations and are not amenable for direct use as front-ends in digital signal processing systems. In this paper we have derived a joint spatio-temporally discrete model of the cochlea and shown that it can be implemented as a system of coupled difference equations, making it suitable for use in digital systems running at a fixed sampling rate. The proposed model was validated on a range of input signals by comparing with a well established semi-discrete cochlear model. All experimental results indicate that the proposed model matches semi-discrete model in terms of all pertinent characteristics.

The jointly discretised model can be implemented either as a passive model with no feedback elements, or as an active model with linear or non-linear feedback. The parameters used for all three versions are presented. In addition, we present an analyses of the stability of the proposed model with linear feedback and use it to ascertain the resolution required for the temporal discretisation to guarantee stability. Empirical testing of the model implemented with nonlinear feedback at the same temporal resolutions revealed that the nonlinear model was also stable at those resolutions. Finally, we also ascertained that the proposed model is able to achieve around 40dB of dynamic range compression.

Together these characteristics make the proposed jointly discretised model a good model of the human cochlea and a promising biologically-inspired front-end for modern speech processing systems that need to cater to an input signals spanning a large dynamic range. Our future work will focus on implementing the proposed model as layers of a neural network which will allow for integration with a range of state-of-the-art deep learning based speech processing systems, and potentially significantly more complex feedback paths whose parameters can be inferred in a more data driven approach.

ACKNOWLEDGEMENTS

This work was funded by Australian Research Council (ARC) Discovery Grant DP190102479.

APPENDIX A: SEMI-DISCRETISED WAVE EQUATION: SPATIAL DISCRETISATION

Typically a finite difference approximation is used to discretise the continuous wave propagation along the spatial dimension, resulting in a system of differential equations (in time) that can be solved numerically. i.e., in the wave equation,

$$\frac{\partial^2 p(l,t)}{\partial t^2} = \frac{2\rho}{H} \xi(l,t)$$  \hspace{1cm} (A1)

approximating the spatial derivative with a finite difference approximation leads to:

$$p_n(t) - 2p_n(t) + p_{n+1}(t) = \frac{2\rho}{H} \xi_n(t)$$  \hspace{1cm} (A2)

where \( n = 2, ..., N - 1 \) represents the \( n^{th} \) BM element of the cochlear, with \( N \) denoting the total number of cochlear elements in the finite difference approximation, \( \xi_n \) denoting the transverse acceleration of the \( n^{th} \) BM element, and \( \Delta t \) the length scale of the spatial discretised BM. At the basal end, \( n = 0 \), and the apical ends, \( n = N \), the boundary conditions for the semi-discretised model are given by:

$$\frac{p_1(t) - p_1(t)}{\Delta l} = 2\rho \xi_1(t) = 2\rho (\xi_0(t) + \xi_n(t))$$ \hspace{1cm} (A3)

$$p_N(t) = 0$$ \hspace{1cm} (A4)

where \( \xi_n \) represents the acceleration due to the pressure in the ear canal, and \( \xi_n(t) \) is the acceleration due to the loading by the internal pressure response at the basal end, which is non-zero only for the first BM element.

This system of \( N \) equations, corresponding to the \( N \) elements of the basilar membrane, forms the semi-discretised model which can be compactly represented as:

$$\mathbf{Fp}(t) - \mathbf{\ddot{\xi}(t)} = \mathbf{q}(t)$$ \hspace{1cm} (A5)

where \( \mathbf{F} \) is the finite-difference matrix:

$$\mathbf{F} = \frac{H}{2\rho \Delta l^2} \begin{bmatrix} \frac{-\Delta l}{H} & \frac{\Delta l}{H} & 0 & 0 & \cdots & 0 \\ 1 & -2 & 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 1 & -2 & 1 & 0 \\ 0 & \cdots & 0 & 1 & 0 & \cdots \\ \end{bmatrix}$$ \hspace{1cm} (A6)

\( \ddot{\xi}(t) \) is the vector of BM element accelerations:

$$\ddot{\xi}(t) = [\ddot{\xi}_1(t), \ddot{\xi}_2(t), \cdots, 0]^T$$ \hspace{1cm} (A7)

\( \mathbf{q}(t) \) with only the first element not zero representing excitation in the form of the source acceleration at the basal end:

$$\mathbf{q}(t) = [\ddot{\xi}_1(t), 0, 0, \cdots, 0]^T$$ \hspace{1cm} (A8)

and \( \mathbf{p}(t) \) is the \( N \) dimensional vector of pressure differences of all elements at time \( t \). \( \ddot{\xi}_n(t) \) is the \( N \) dimensional vector of source terms where only the first element is non-zero representing the input acceleration at the basal end.

APPENDIX B: SEMI-DISCRETISED MICRO-MECHANICAL MODEL

The micro-mechanics of each BM element is described by equations (5) and (6) which can be written out by taking into account all the forces depicted in Figure 2. These two force equations can be rearranged as:

$$\xi_n^1 = \xi_n^1 p_n + \xi_n^1 + \xi_n^1 + \xi_n^1 + \xi_n^1 + \xi_n^1 + \xi_n^1$$ \hspace{1cm} (B1)

$$\xi_n^2 = \xi_n^2 + \xi_n^2 + \xi_n^2 + \xi_n^2 + \xi_n^2 + \xi_n^2$$ \hspace{1cm} (B2)

By choosing to represent the state of each spatial element of the semi-discretised model in terms BM and TM
where the elements of $A$ with the diagonal elements $B$ and $N \times x$ are given as follows:

$$\alpha_1 = -c_1 + gc_3 - \gamma gc_4$$
$$\alpha_0 = -k_1 + gk_3 - \gamma gc_4$$
$$\beta_1 = c_3 - \gamma c_4$$
$$\beta_0 = k_3 - \gamma k_4$$
$$\sigma_1 = c_3$$
$$\sigma_0 = k_3$$
$$\xi_1 = -c_2 + c_3$$
$$\xi_0 = -k_2 + k_3$$

Extending to all $N$ spatial elements, the micro-mechanical model can be written as:

$$\dot{x}(t) = A_E x(t) + B_E p(t)$$

where $A_E$ is the $4N \times 4N$ block diagonal matrix:

$$A_E = \begin{bmatrix}
A_1 & 0 & 0 & \cdots & 0 & 0 \\
0 & A_2 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & A_{N-1} & 0 \\
0 & 0 & 0 & \cdots & A_N & 0 \\
\end{bmatrix}$$

and $B_E$ is the $4N \times N$ matrix:

$$B_E = \begin{bmatrix}
b_1 & 0 & 0 & \cdots & 0 & 0 \\
0 & b_2 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & b_{N-1} & 0 \\
0 & 0 & 0 & \cdots & b_N & 0 \\
\end{bmatrix}$$

with the diagonal elements $A_n$ and $b_n$ given as per equation (B3).

**APPENDIX C: SEMI-DISCRETISED STATE SPACE MODEL: STATE SPACE FORMULATION**

The state space formulation of the semi-discretised model is obtained by observing that:

$$\dot{\xi}(t) = C_E x(t)$$

where $C_E$ is the output selection matrix which selects the variable of interest from the state vector (such as BM velocities) and is given by:

$$C_E = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & 0 & 0 & 1 & 0 & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & 1 & 0 & 0 \\
\end{bmatrix}$$

This allows the wave equation (A5) to be written as:

$$Fp(t) - C_E \dot{x}(t) = q(t)$$

which, when combined with the micro-mechanical model (B12), leads to the state space representation:

$$\dot{x}(t) = A x(t) + B u(t)$$

where system matrices $A$ and $B$ are:

$$A = (I - B_E F^{-1} C_E)^{-1} A_E$$

$$B = (I - B_E F^{-1} C_E)^{-1} B_E$$

and $u(t)$ is the input stimulus with only the first element being non-zero.

**APPENDIX D: JOINT SPATIO-TEMPORAL DISCRETISED MODEL**

Summing all the forces action on the BM (see Figure 2) leads to the following equation:

$$p(l, t) - p_a(l, t) = m_1 \ddot{\xi}_1(l, t) + c_1(1) \dot{\xi}_1(l, t) + k_1(l) \ddot{x}_1(l, t)$$

where $p(l, t)$ denotes the pressure difference between the upper and lower chambers of the cochlea at position $l$; $p_a(l, t)$ denotes the additional active feedback pressure generated by OHCs; $m_1$ denotes the BM segment mass; $c_1(l)$ and $k_1(l)$ represent BM damper and stiffness coefficients; $c_3(l)$ and $k_3(l)$ represent the damper and stiffness coefficient corresponding to the fluid coupling between TM and BM; and $\xi^f(l, t)$ represents the relative displacement between TM and RL, where the displacement of RL is proportional to BM displacement with $g$ as the constant of proportionality:

$$\xi^f(l, t) = g\xi^1(l, t) - \xi^2(l, t)$$
Similarly, the forces acting on the TM segment with mass, \( m_2 \), lead to:

\[
m_2 \ddot{\xi}^2(l,t)+c_2(l)\dot{\xi}^2(l,t) + k_2(l)\xi^2(l,t)
\]
\[
= c_3(l)\dot{\xi}^3(l,t) + k_3(l)\xi^3(l,t)
\]

(D3)

Discretising equations (D1) and (D3), both spatially and temporally, and combining with (D2) leads to:

\[
p_{j,n} + \gamma c_4 \left( \frac{\xi^1_{j+1,n} - \xi^1_{j,n}}{\Delta t} - \frac{\xi^2_{j+1,n} - \xi^2_{j,n}}{\Delta t} \right)
\]
\[
+ k_4(\xi^1_{j,n} - \xi^2_{j,n})
\]
\[
= m_1 \frac{\xi^1_{j+1,n} - \xi^1_{j,n}}{\Delta t}
\]
\[
+ c_1(\xi^1_{j+1,n} - \xi^1_{j,n}) + k_1\xi^1_{j,n}
\]
\[
+ c_3(\xi^1_{j+1,n} - \xi^1_{j,n}) - \frac{\xi^2_{j+1,n} - \xi^2_{j,n}}{\Delta t}
\]
\[
+ k_3(\xi^1_{j,n} - \xi^2_{j,n})
\]

and,

\[
m_2 \frac{\xi^2_{j+1,n} - 2\xi^2_{j,n} + \xi^2_{j-1,n}}{\Delta t} + c_2 \frac{\xi^2_{j+1,n} - \xi^2_{j,n}}{\Delta t}
\]
\[
+ k_2\xi^2_{j,n}
\]
\[
= c_3(g \frac{\xi^1_{j+1,n} - \xi^1_{j,n}}{\Delta t} - \frac{\xi^2_{j+1,n} - \xi^2_{j,n}}{\Delta t})
\]
\[
+ k_3(g\xi^1_{j,n} - \xi^2_{j,n})
\]

(D4)

Please note that the mechanical parameters of the BM and TM vary with position but we have simplified the notation for ease of readability and do not explicitly denote the dependence on \( n \) for the parameters \( c_1, c_2, c_3, c_4, k_1, k_2, k_3, \) and \( k_4 \). Rearranging the terms in both force equations lead to (18) and (19), which are both repeated here:

\[
p_{j,n} = \alpha^1_n \xi^1_{j+1,n} + \alpha^0_n \xi^1_{j,n} + \alpha^{-1}_n \xi^1_{j-1,n}
\]
\[
+ \beta^1_n \xi^2_{j+1,n} + \beta^0_n \xi^2_{j,n}
\]

(D6)

and,

\[
0 = \varepsilon^1_n \xi^1_{j+1,n} + \varepsilon^0_n \xi^1_{j,n} + \varepsilon^{-1}_n \xi^1_{j-1,n}
\]
\[
+ \delta^1_n \xi^2_{j+1,n} + \delta^0_n \xi^2_{j,n} + \delta^{-1}_n \xi^2_{j-1,n}
\]

(D7)

The coefficients in these two equations are given below:

\[
\alpha^1_n = \frac{m_1}{\Delta t} + \frac{c_1 + gc_3 - gc_4}{\Delta t}
\]

(D8)

\[
\alpha^0_n = -2\frac{m_1}{\Delta t} - \frac{c_1 + gc_3 - gc_4}{\Delta t} + (k_1 + k_3 - gc_4)
\]

(D9)

\[
\alpha^{-1}_n = \frac{m_1}{\Delta t}
\]

(D10)

APPENDIX E: PARAMETERS IN PASSIVE MODEL

| Parameter | Value (SI) |
|-----------|------------|
| \( m_1 \) | 0.28 \( kgm^{-2} \) |
| \( Q \)   | 5          |
| \( k_1 \) | 2\( \pi f^2 \) \( m_1 Nm^{-3} \) |
| \( c_1 \) | \( \frac{\gamma_1 m_1}{Q} Nsm^{-3} \) |
| \( m_{ME} \) | 1.4080 \( kgm^{-2} \) |
| \( k_{ME} \) | 2.592*10^8 \( Nm^{-3} \) |
| \( c_{ME} \) | 32000 \( Nsm^{-3} \) |
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