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Abstract
The precision tools equipped with active vibration isolation platform in high-tech facilities are sensitive to low-frequency vibration. Currently, there are neither standards nor rules to select the time period of vibration data for conducting the spectral analysis of low-frequency vibration, and none of the analyses can be used to compare and discuss the differences of spectral amplitude generated by the selection of different time periods. Therefore, to estimate the amplitude of low-frequency vibration, the spectral analysis at low-frequency range is crucial. This paper is to elaborate the spectral analysis procedures on various band widths by using zero-padding on the vibration signal in low-frequency band. The mechanism not only facilitates to obtain more reliable result but also to lay a common base for comparison from different user. Finally, the in situ measurement data, including high-speed train-induced low-frequency vibration, are used to exemplify the length of time period affects the results of spectral analysis, either on narrowband or one-third octave band analysis.
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Introduction
When conducting spectral analysis of digital signal, the mathematical operation of discrete Fourier transform (DFT) or the algorithm of fast Fourier transform (FFT) is widely used. One should select a finite length (or finite time period) of digital signal to conduct FFT, but there is neither standard nor rule to select the duration of time period (or frequency resolution, bandwidth) for conducting spectral analysis.

In general, most researchers select the time period for FFT using data point with a power of 2 \((N = 2^r)\), if the interval of equally spaced \(N\) samples is \(\Delta t\) (reciprocal of sampling rate \(f_s\)) in time domain and \(\Delta f\) in frequency domain, then the time period of \(N\) samples is equal to \(T = N \times \Delta t\) and the frequency resolution (bandwidth) is equal to \(\Delta f = 1/T\) Hz. For example, when 256 sample points are taken from the signal per second, the sampling rate \(f_s\) is 256 Hz, in order to be compatible to the \(N = 2^r\) samples, the time period is usually set at \(T = 4\) s (with data point of \(4 \times 256 = 1024 = 2^{10}\)) or \(T = 8\) s (with data point of \(8 \times 256 = 2048 = 2^{11}\)), in other words, the bandwidth is equal to \(1/T = 1/4 = 0.25\) Hz and \(1/T = 1/8 = 0.125\) Hz, respectively.

In spectral analysis of vibration signal, depends on the sampling rate, time period of the record may be different for analysis. For example, Lee et al.\(^1\) studied micro-vibration evaluations on chip fabrication facilities by using 2000 Hz sampling rate, \(T\) is about 10 s results in around 0.1 Hz resolution, Lombaert and Degrande\(^2\) validated a numerical prediction model for free field traffic induced vibrations by in situ experiments using 500 Hz sampling rate, \(T = 8.192\) s, the equivalent resolution is 0.122 Hz, Takemiya et al.\(^3\) and Takemiya\(^4\) studied high-speed train on viaduct induced ground vibrations using 200 Hz sampling rate, \(T = 20.48\) s, the corresponding resolution is 0.0488 Hz, Bialowons et al.\(^5\) measured the ground motion in various sites using 200 Hz sampling rate and \(T = 60\) s,
With With and Bodare\textsuperscript{6} looked into train-induced vibration inside buildings using $T=8$ s, the resolution is 0.125 Hz, Ju et al.\textsuperscript{7} studied characteristics of train-induced ground vibrations using $T=8$ s, the resolution is 0.125 Hz, Chen et al.\textsuperscript{8} dealt with the transient vibration by equivalent-stationary duration which means the duration between 5\% and 95\% of accumulated energy, Sanayei et al.\textsuperscript{9,10} measured and predicted train-induced vibration in building following FTA assessment manual\textsuperscript{11} using $T=1$ s, but the lowest one-third octave band frequency is 10 Hz in their studies, which does not meet the frequency range 1–80 Hz of VC curves. The parameters revealed in the papers are summarized in Table 1. Besides, there are many researches focus on the study and analysis of traffic-induced vibration through field test data.\textsuperscript{12–29} However, as the authors know, none of analyses be compared and discussed on the differences of amplitude in frequency domain generated by the selection of different time periods. Thus, the difference of amplitude may result in opposite conclusion of the vibration impact on the facilities, even though, it may get into controversial lawsuits/legal issues later.

After years of study, the authors found out that the selection of the time periods or sample points for spectral analysis is critical because different selections may lead to different results especially for the low-frequency vibration. Nevertheless, so far, there is no experimental benchmark for reliable reference to choose the time periods/sample points.

Therefore, the purpose of this paper is to demonstrate a better mechanism for obtaining reliable results that could be comparable and communicable among domain researchers. In this paper, the generic vibration criteria (VC) and the theoretical background of spectral analysis will be provided. Then, in situ experiments include traffic-induced vibration and ambient vibration for exploring a better mechanism to select the proper time periods/sample points will be illustrated in detail. Finally, a conclusion and recommendation will be made.

### Generic vibration criteria

It is customary to use so-called generic VC when designing high-tech facilities and advance R&D labs. Eric Ungar and Colin Gordon\textsuperscript{29,30} developed the VC curves using one-third octave band in the early 1980s. With the evolution of the advanced semiconductor process to small feature size, many tools were equipped with active vibration system, the VC curves have been changed in order to avoid the problem of the amplification of low-frequency vibration. The frequency range below VC-C is modified from 8–80 Hz to 1–80 Hz and the amplitude is “flattened” as shown in Figure 1. The numerical definition of VC curves is listed in Table 2.

The VC curves are based on one-third octave band. An octave band is a frequency band where the highest frequency is twice the lowest frequency (i.e., $f_u = 2^{1/3} f_c$ and $f_l = 2^{-1/3} f_c$). Besides, the one-third octave band is defined as a frequency band whose upper band frequency $f_u$ is the lower band frequency $f_l$ times the cube root of two; the relations among the upper, center, and lower band frequency are as follows

$$f_u = 2^{1/3} f_l, \quad f_u = 2^{1/6} f_c = 1.12 f_c, \quad f_l = f_c / 2^{1/6} = 0.89 f_c$$

where $f_c$ is the center frequency. The percent fractional bandwidth per one-third octave band at each center frequency is $100 \left( \frac{f_u - f_l}{f_c} \right) = 23\%$. The band frequency of one-third octave band is listed in Table 3. There are 20 bands from center frequency 1–80 Hz for generic VC curves, the bandwidth of each band is the center frequency $f_c$ times 0.23.

### Spectral analysis of low-frequency (long period) signals

In this section, the procedures of spectral analysis on low-frequency signal will be discussed, which include fundamental definition of DFT, the effect of zero-padding on spectral analysis, and the calculation of one-third octave band.

| Author (Reference) | Lee et al.\textsuperscript{1} | Lombaert and Degrande\textsuperscript{2} | Takemiya et al.\textsuperscript{3,4} | Bialowons et al.\textsuperscript{5} | With\textsuperscript{6} | Ju et al.\textsuperscript{7} | Chen et al.\textsuperscript{8} | Sanayei et al.\textsuperscript{9,10} |
|-------------------|-------------------------------|---------------------------------|-------------------|----------------------|------|-----------------|------------------|----------------------|
| **Sampling rate, $f_s$** | 2000 | 500 | 200 | 200 | – | 512 | 200 | – |
| **Time period, $T$** | **About 10 s** | 8.192 | 20.48 | 60 | 8 | 8 | Equivalent-stationary | 1 |
| **Sample point, $f_s T$** | – | $4096 = 2^{12}$ | $4096 = 2^{12}$ | 12,000 | – | $4096 = 2^{12}$ | – | – |
| **Bandwidth, 1/$T$ Hz** | **Around 0.1** | 0.122 | 0.0488 | 0.0167 | 0.125 | 0.125 | – | 1 |

Table 1. The parameters revealed in different papers.
Table 2. Numerical definition of vibration criteria curves.

| Criterion | Definition |
|-----------|------------|
| VC-A      | 50 μm/s (2,000 μin/s) between 8 Hz and 80 Hz, 260 μg between 4 Hz and 8 Hz |
| VC-B      | 25 μm/s (1,000 μin/s) between 8 Hz and 80 Hz, 130 μg between 4 Hz and 8 Hz |
| VC-C      | 12.5 μm/s (500 μin/s) |
| VC-D      | 6.25 μm/s (250 μin/s) |
| VC-E      | 3.1 μm/s (125 μin/s) |
| NIST-A    | 0.025 μm (1 μin) displacement for 1 ≤ f ≤ 20 Hz, 3.1 μm/s (125 μin/s, or VC-E) velocity for 20 < f ≤ 100 Hz |
| NIST-A1   | 6.25 μm/s (250 μin/s) for f ≤ 5 Hz, 0.75 μm/s (30 μin/s) for 5 < f ≤ 100 Hz |

Figure 1. Vibration criteria curves.

Table 3. Center and band limit frequency of octave and one-third octave band.

| Band | Frequency (Hz) | Octave | One-third octave |
|------|----------------|--------|------------------|
|      | Center, f_c   | Lower band limit, f_l | Upper band limit, f_u | Center, f_c | Lower band limit, f_l | Upper band limit, f_u |
| 0    | 1.42           | 0.71   | 1.12             | 0.89        | 1               | 1.12 |
| 1    | 2.84           | 1.42   | 2.24             | 1.41        | 1.25            | 1.41 |
| 2    | 5.68           | 2.84   | 2.82             | 2.82        | 2.5             | 2.82 |
| 3    | 8              | 5.68   | 4.47             | 4           | 4.47            | 4.47 |
| 4    | 11             | 8      | 5.62             | 5           | 5.62            | 5.62 |
| 5    | 16             | 11     | 7.08             | 6.3         | 7.08            | 7.08 |
| 6    | 19             | 16     | 8.91             | 8          | 8.91            | 8.91 |
| 7    | 22             | 19     | 11.22            | 12.5        | 11.22           | 11.22 |
| 8    | 31.5           | 22     | 17.8             | 20         | 17.8            | 20   |
| 9    | 44             | 31.5   | 22.4             | 25         | 22.4            | 25   |
| 10   | 63             | 44     | 28.2             | 31.5        | 28.2            | 31.5 |
| 11   | 88             | 63     | 35.5             | 40         | 35.5            | 40   |
| 12   |                | 88     | 44.7             | 50         | 44.7            | 50   |
| 13   |                |        | 56.2             | 63         | 56.2            | 63   |
| 14   |                |        | 70.8             | 80         | 70.8            | 80   |
Discrete–Time Fourier Transform and DFT

Consider a discrete–time of \( t \) is presented as \( x[n] \) which can be expressed as an impulse train in time domain

\[
\{x[n]\} = \{\ldots, x[-1], x[0], x[1], \ldots\} = \sum_{n=-\infty}^{\infty} x[n] \delta(t - nT)
\]

(2)

where \( T \) is the sampling interval and the sampling rate is \( f_s = 1/T \), \( \delta \) is Dirac Delta function.

The Fourier transform of \( \{x[n]\} \) is called discrete–time Fourier transform (DTFT). The DTFT can be represented as

\[
X_T(e^{j\omega}) = T \sum_{k=-\infty}^{\infty} x[k] e^{-j\omega kT}
\]

(3a)

Since \( x[n] \) is a finite-length sequence (with \( N \)-measured points), \( x[n], \quad n = 0, 1, 2, \ldots, N - 1 \), then it may have difficulty to compute the DTFT because over the range of the data is unknown. One possibility is to assume that the unknown values are zero, the DTFT of \( x[n] \) is expressed as the truncated DTFT

\[
X_T^{(N)}(e^{j\omega}) = T \sum_{k=0}^{N-1} x[k] e^{-j\omega kT}
\]

(3b)

Note that the \( X_T^{(N)}(e^{j\omega}) \) is completely determined by the \( N \) values, \( x[0], \quad x[1], \quad x[2], \ldots, x[N-1] \), thus \( X_T^{(N)}(e^{j\omega}) \) has \( N \) degree-of-freedom. It is important to remember that, if the “true” signal \( x \) is nonzero outside the sampled range, then the truncated DTFT approximates the “true” DTFT. Besides, the DFT is often presented as a discrete approximation of the truncated DTFT. Since the (truncated) DTFT is frequency continuous, hence, to obtain something that is manageable, the truncated DTFT at a discrete set of frequencies is assigned. This, frequency discrete, presentation is the DFT of the signal. When computing the DFT of a signal \( x[n], \quad n = 0, \ldots, N - 1 \), it is implicitly assumed that the signal is periodic with period \( N \).

Spectral analysis of signal with zero-padding

Zero-padding is an operation in which more zeros are appended to the tail of original sequence. For example, adding zeros to the tail of a sequence with \( N \) samples, then the total sample is \( N + M \) number of zeros added, say \( M \). This insight can be understood by increasing the frequency resolution through using zero-padding. Assume that a new signal is created by zero-padding \( x \) according to

\[
y[n] = \begin{cases} 
x[n], & n = 0, \ldots, N - 1, \\
0, & n = N, \ldots, M - 1
\end{cases}
\]

(4)

This indicated the augmentation of signal \( x \) with \( M - N \) zeros (of course \( M > N \)). Now, if the DFT of \( y[n] \) is applied, the implicit assumption indicated that it is periodic with period \( M \). As more and more zeros are appended to the signal, the periodicity assumption will more and more resemble the assumption that the signal is zero outside the sampled range. Hence, by padding the signal with zeros one shift from the DFT assumption (periodicity) to the truncated DTFT assumption (that the signal is zero outside the known range). Consequently, the DFT of the signal will “move” toward the truncated DTFT.

Consider a time series, as shown below

\[
x[n] = \sin(2\pi(7/32)n + \pi/6), \quad n = 0, 1, 2 \cdots 31
\]

(5a)

with dominant frequency of 7/23 Hz and consists of 32 data points of a sine waves. If DFT of \( x[n] \) is computed by using FFT although with different amounts of zero padding at the end of the signal, the result is shown in Figure 2 (a). One can observed that with different amount of zero padding, the length of FFT gives more samples of \( X(f) \) in the frequency domain. In this case study, the underlying FFT is the Dirichlet function on \( \omega = 7\pi/16 \) and \( = -7\pi/16 \).
Since 1024 points FFT has a close frequency sampling and it appears to give the true DTFT shape. It is also noted that the amplitude of FFT does not change by using data with/without zero padding in this case study.

On the other hand, a sine wave with dominant frequency of 7/64 Hz which consists of 32 data points is used, as shown below:

\[ x[n] = \sin(2\pi(7/32)n + \pi/6) \]

With the same procedure of analysis, the result is also shown in Figure 2(b). It is observed that for case of DFT with 32 point of \( x[n] \), the peak of the Fourier amplitude cannot actually identify the dominant frequency of the signal.

Since 1024 points FFT has a close frequency sampling and it appears to give the true DTFT shape. It is also noted that the amplitude of FFT does not change by using data with/without zero padding in this case study. On the other hand, a sine wave with dominant frequency of 7/64 Hz which consists of 32 data points is used, as shown below:

\[ x[n] = \sin(2\pi(7/64)n + \pi/6), \quad n = 0, 1, 2 \cdots 31 \quad (5b) \]
signal, besides, the peak amplitude also shows lower than the other test cases. If zero padding is used, the exact dominant frequency under peak amplitude can be identified. It is concluded that padding zero to the end of signal can obtain a more stable Fourier spectrum.

**Analysis of one-third octave band**

Since the amplitude of the long period vibration signal plays an important role on the quality control of the product in high-tech facilities, therefore, to develop a reasonable and well-acceptable estimation of the broadband spectrum is required. The procedures of the spectral analysis to estimate the square root of the mean square of a signal are briefly as follows:

1. Transform time domain sequence \( x(t) \) to frequency domain \( X(f) \).
2. Calculate one-sided auto-spectral density \( G_{xx}(f) \) (or called power spectral density PSD)
   \[
   G_{xx}(f) = \frac{2|X(f)|^2}{NT}
   \]  
   where \( NT \) is the period, excluding zero-padded.
3. Integrate \( G_{xx}(f) \) and get mean value \( R_{xx}(f_c) \)
   \[
   R_{xx}(f_c) = \int_{f_l}^{f_u} G_{xx}(f)df
   \]  
   where \( f_l \) and \( f_u \) are the lower and upper limit of the corresponding center frequency \( f_c \) of one-third octave band.
4. Calculate the square root of the mean square amplitude
   \[
   \sqrt{R_{xx}(f_c)}
   \]

There are two issues raised in this spectral analysis: (1) What is adequate bandwidth? and (2) What is the adequate duration, \( NT \), for transient data?

The band limit and bandwidth of one-third octave band below 2 Hz are shown in the Table 4 (based on equation (1)). It is observed that the bandwidth is less than 0.5 Hz when the center frequency is below 2 Hz, while the smallest bandwidth \( (f_u - f_l) \) is 0.23 Hz for center frequency \( f_c = 1.0 \) Hz. Therefore, if the frequency resolution (bandwidth) of FFT is greater than 0.23 Hz, for example 0.25 Hz, then there is only one sample point between the band limit of one-third octave at center band \( f_c = 1 \) Hz and \( f_c = 1.25 \) Hz, thus the accuracy with resolution of 0.25 Hz is not good enough.

At the early stage, the development of VC-curves only up to the lower frequency limit of 4 Hz, because the frequency resolution for lower frequency limit of 4 Hz is not important (bandwidth is wider for larger center frequency). But for the later evolution of VC curves, the frequency limit is lowered to 1 Hz, then the frequency resolution will affect the accuracy at low frequency range. In general, one chooses the duration of time period \( T \)

| Lower band limit \( f_l \) | Center band \( f_c \) | Upper band limit \( f_u \) | Band width \( f_u - f_l \) |
|--------------------------|-----------------|-----------------|-----------------|
| 0.89                     | 1               | 1.12            | 0.23            |
| 1.12                     | 1.25            | 1.41            | 0.29            |
| 1.41                     | 1.6             | 1.78            | 0.37            |
| 1.78                     | 2               | 2.24            | 0.46            |
based on the sampling rate of the data acquisition system, the major concern is $2^N$ samples for FFT. For example, when the sampling rate of a sequence is 256 Hz, the time period is usually set as $T = 4$ or $8$ s (the corresponding frequency resolution is 0.25 Hz and 0.125 Hz, respectively), the sampled data point for signal duration of 4 s and 8 s are $4 \times 256 = 2^{10}$ and $8 \times 256 = 2^{11}$, respectively. If the sampling rate of a sequence is 200 Hz, the time period or duration of record is usually set as $T = 5.12$ s ($5.12 \times 200 = 2^{10}$ points) or $10.24$ s ($10.24 \times 200 = 2^{11}$ points), so as to fit the power of two base samples. Therefore, neither standard nor specification can be defined on the time period $T$ for FFT analysis.

One could use a longer time period to get better frequency resolution since $\Delta f = 1/T$. In addition, one can also use zero-padding to get dense frequency distribution and thus the more information of DTFT will be obtained. Consider a measured vibration data, the sampling rate is 256 Hz, three different cases are selected (with and without zero-padding):

1. Use $T = 4.0$ s (total data point is $4 \times 256 = 1024$ points) and the bandwidth is $\Delta f = 1/4 = 0.25$ Hz.
2. Use zero-padded 4 s to the tail of original sequence ($T = 8.0$ s), the bandwidth is $\Delta f = 1/(4 + 4) = 0.125$ Hz.
3. Use zero-padded 12 s, the bandwidth is $\Delta f = 1/(4 + 12) = 0.0625$ Hz.

Figure 3 plots the discrete PSD with frequency axis less than 2 Hz. The center frequency of one-third octave band 1.0, 1.25, 1.6, and 2 Hz are also marked and their corresponding band limits 0.89, 1.12, 1.41, 1.78, and 2.24 Hz (one-third octave band) are plotted. To calculate the mean square amplitude (equation (8)) within the band limit (either at center frequency 1.0 Hz or 1.25 Hz) using different length of signal, the mean square amplitude may have difference due to the effect of interpolation (as shown in Figure 3). For example, when the bandwidth is 0.25 Hz ($T = 4$ s), for case of center frequency 1 Hz (bandwidth: 0.89–1.12 Hz), to evaluate the PSD value under such band limit, the PSD value at 0.89 Hz needs to be interpolated between the values at 0.75 Hz and 1 Hz. In the case of $4s + 4s$ zeros, the band limit 0.89 Hz and 1.12 Hz, and the frequency interval for such case is 0.875 Hz, and 1.125 Hz on the both sides of the frequency 1 Hz which shows very close to the band limit even through the interpolation is applied. From Figure 3, one can see that the mean square amplitude under the 1/3 octave band limit at center frequency 1 Hz and 1.25 Hz is obviously different if the data length used to calculate the PSD is different. If the signal frequency resolution is not consistent with the lower and upper bound frequency of one-third octave band, this may lead to significant differences in the calculation of mean square amplitude.

Because the position of the band limit may not consistent with each discrete frequency band (due to different duration of signal). This phenomenon indicates that using different data length (with or without zero-padding), the plot of mean square amplitude may be different. This may cause some argument in the evaluation of impact of low-frequency vibration signal for high-tech facilities.

Figure 3. PSD of narrowband data with different bandwidth by zero-padding and compare with the band limit of one-third octave band less than 2 Hz.
Results from in situ measurement data analysis

The in situ measurement data including ambient and transient vibration induced by high-speed train at free-field and at nearby building were taken as examples to compare the spectral analysis results of different methods.

1/3 Octave band analysis of high-speed train induced transient vibration at free field

Figure 4 shows a free-field time history example of high-speed train induced vibration, the distance between measurement location and the railway is 175 m and the measurement direction is along the railway. The high-speed railway structure is a simply supported viaduct structure with 30-m span length. To collect the data the frequency range of recorded time history is set as 100 Hz and the sampling rate is 256 Hz. The moving window technique with window length of 4 s and overlap 3.0 s was conducted. The interval of 4 s between 80 and 84 s of the recorded time history from one of the moving time windows was selected for spectral analysis. This interval includes the maximum amplitude of time history as shown with dash lines in Figure 4.

Three cases of analysis as mentioned in previous section are conducted. The maximum amplitude is at center frequency 3.15 Hz. Results from three different approaches (with and without zero-padding) to calculate the discrete PSD between 2 Hz and 3.75 Hz is shown in Figure 5. The distribution band limit of center frequency 3.15 Hz between 2.82 Hz and 3.55 Hz is also shown (1/3 octave band). It is observed that the maximum value of PSD is almost the same by using the data set with time period of 4 s + 4 s zero-padding with frequency resolution $\Delta f = 1/(4+4) = 0.125$ Hz, and 4 s + 12 s zero-padding with frequency resolution $\Delta f = 1/(4+12) = 0.0625$ Hz, while the case without zero-padded (4 s) which has frequency bandwidth $\Delta f = 1/4 = 0.25$ Hz will miss the maximum value from DTFT.

![Figure 4. Free-field time history example of high-speed train induced vibration.](image1)

![Figure 5. PSD of narrowband data with different bandwidth by zero-padding and compare with the band limit of one-third octave band at 3.15 Hz.](image2)
The mean value of the area (as shown in equation (7)) under the discrete PSD enclosed by the 1/3 octave band limit at each center frequency of 3.15 Hz is calculated. Figure 6(a) to (d) shows the area of four test cases, Figure 6 (a) to (c) is the aforementioned cases, Figure 6(d) is an additional case that the interval of 78–86 s of the time history was taken (the time duration is 8 s with bandwidth of 0.125 Hz), as shown at blue dot line in Figure 4. It is observed that the analysis of a transient signal with and without zero padding, the amplitude of PSD is very different. The root-mean square amplitude according to equation (8) of four cases is shown in Table 5. The ratio of Case 1, Case 3, and Case 4 to Case 2 are 0.94, 1.01, and 0.77, respectively.

For a finite length time signal $x(t)$, $t = (0, T)$ which includes transient signal induced by vehicle such as high-speed train between time $t_1$ and $t_2$, $x_i(t)$, $0 < t_1 < t < t_2 < T$, one can assume $x(t) = x_i(t) + x_i(t)$, where

![Figure 6](image_url)

**Figure 6.** Area of discrete PSD curve enclosed by band limit of center frequency 3.15 Hz, (a) 4 s, 1024 points, (b) 4 s + 4 s zeros, 2048 points, (c) 4 s + 12 s zeros, 4096 points, and (d) 8 s, 2048 points.

**Table 5.** The one-third octave band amplitude at center frequency 3.15 Hz.

| Case     | Time interval | Time period of FFT | Amplitude, µm/s | Ratio  |
|----------|---------------|--------------------|-----------------|--------|
| 1        | 80–84         | 4 s                | 31.5            | 0.94   |
| 2        | 80–84         | 4 s + 4 s zeros    | 33.4            | 1      |
| 3        | 80–84         | 4 s + 12 s zeros   | 33.7            | 1.01   |
| 4        | 78–86         | 8 s                | 25.6            | 0.77   |
\( x_s(t), \quad t = (0, T) \) is a stationary signal. The power spectral density of \( x(t) \) is the combination of power spectral density of \( x_s(t) \) and \( x_t(t) \)

\[
G_{xx}(f) = G_{x,x_s}(f) + G_{x,x_t}(f) = \frac{2|X_s(f)|^2}{T} + \frac{2|X_t(f)|^2}{T}
\]

(9)

For stationary signal, it has been proved that the power spectral density \( G_{x,x_s}(f) \) is independent of \( T \), no matter how long of the duration \( T \), its power spectral density is the same. On the contrary, because the transient signal \( x_t(t) \) only appears in the portion of the designated record, therefore, \( |X_t(f)|^2 \) will not be influenced by the length of \( T \), then its power spectral density \( G_{x,x_t}(f) = \frac{2|X_t(f)|^2}{T} \) is dependent on \( T \), therefore, for a vibration data includes transient signal, the longer the time period for spectral analysis, the smaller of the spectral amplitude.

As shown in Figure 6(a) to (c), frequency resolution (duration of data) plays a significant role on the estimation of signal PSD. Therefore, it is important to reveal the user-defined parameters in the signal analysis, especially the spectral amplitude which is very crucial to make decision on the amplitude level. Based on this case study, one can find that the cases of Cases 2 and 3 with zero-padded data, one can have almost the same results. Regarding the impact on high-tech facility due to train-induced vibration, the estimated spectral amplitude by using different duration of data collected from the field may have different results. As shown in Table 5, one can see the amplitude of Case 1 (4 s) is 31.5 \( \mu \text{m/s} \) which is 23% larger than Case 4 (8 s) 25.6 \( \mu \text{m/s} \). The difference is quite significant so the comparison from different analyzer may show different result. It is necessary to define a physical-base analytical method on the estimation of PSD.

**Narrowband analysis of high-speed train-induced transient vibration at free field**

To conduct narrowband analysis, the procedures are basically the same as broadband analysis (one-third octave band). First, the band limit difference, \( (f_u - f_l) \), remains the same, but in contrast to one-third octave band analysis (with fixed band limit), the frequency resolution within the constant bandwidth \( f_u - f_l \) depends on the time period (including zero-padded data) for analysis, i.e., \( 1/NT \) Hz. Considering the four cases as described in 1/3 Octave band analysis of high-speed train induced transient vibration at free field section, the narrowband spectral analysis results between 3 Hz and 3.75 Hz and the square root of the mean square amplitude for the four test cases is shown in Figure 7.

The bandwidth from Case 1 to Case 4 is 0.25 Hz, 0.125 Hz, 0.0625 Hz, and 0.125 Hz, respectively.

From Figure 7(a) it is observed that:

1. The bandwidth 0.25 Hz (using data length of 4 s) is too rough to catch the frequency where the peak value occurred.

![Figure 7](image_url)

**Figure 7.** The narrowband amplitude between 3 Hz and 3.75 Hz, (a) the narrowband amplitude of four cases and (b) case 2 and 3 convert to 0.25 Hz bandwidth.
2. In order to compare the narrowband amplitude, the comparison should have the same bandwidth. Otherwise, the narrower bandwidth (Case 3, narrowest bandwidth 0.0625 Hz) normally results in smaller amplitude (Case 3, smallest amplitude 16.2 \mu m/s).

3. Compare the amplitude of Case 2 (4 s + 4 s zeros) and Case 4 (8 s) that have the same bandwidth (0.125 Hz), and it shows again the shorter time period leads to larger amplitude.

One can also confirm that the sequence of data with/without zero-padding also satisfy Parseval’s Theorem.

The Parseval’s Theorem in discrete form can be written as

$$\Delta t \sum_{k=0}^{N-1} x^2[k] = \Delta f \sum_{k=0}^{N-1} |X[k]|^2$$

(10)

where \(x[k]\) is a digital time series and \(X[k]\) is the DFT of \(x[k]\).

The Parseval’s Theorem can be regarded as energy conservation in the time domain and frequency domain. Then, one can further check if the sequences with/without zero-pad satisfy Parseval’s Theorem. The left-hand and right-hand side of equation (10) are summarized in Table 6, it is obvious that no matter how many zeros padded to original sequence, the left-hand side remains unchanged; and the right-hand side of equation (10) in the frequency domain, in spite of different \(N\) and \(\Delta f\) in equation (10), the right-hand side of three cases also remain unchanged, thus the zero-padded sequence, no matter how many zeros added, it still follows Parseval’s Theorem.

However, one can utilize dense narrowband data to get coarse narrowband amplitude: Take Case 1 to Case 3 as an example: The bandwidth with zero-padded of Case 2 and Case 3 is 0.125 Hz and 0.0625 Hz, respectively. Now one can convert the narrowband data from narrower 0.125 Hz and 0.0625 Hz to a wider bandwidth 0.25 Hz as Case 1 and the results are shown as Figure 7(b). It is observed that the peak amplitude of Case 2 and Case 3 is slightly higher than Case 1 but very close to Case 1.

The conversion can be discussed by considering the center frequency 3.5 Hz as an example, for bandwidth is 0.25 Hz, the equation (7) now becomes

$$R_{xx}(f) = \int_{f - 3.625}^{f + 3.625} G_{xx}(f) \, df$$

(11)

The area from above equation is shown in Figure 8, the root mean square amplitude is square root of the area, they are 22.1, 23.8, and 23.9, respectively, as shown in Figure 7(b).

It is concluded that, for narrowband analysis, a longer duration record (zero-padding) will have high-frequency resolution but may reduce the mean square amplitude which may create a problem for comparison on the result (as shown in Figure 7(a)) unless the result from different frequency resolution can be transformed to the same resolution (as shown in Figure 7(b)). From the result of Figure 7(b) the Cases 2 and 3 can also have the same amplitude as Case 1 which shows that by adding one multiple zero on the original samples length (Case 2) is enough to get good accuracy.

| Table 6. The results of Parseval’s theorem in discrete form. |
|---------------------------------|---------------------------------|---------------------------------|
| **Case** | **Case 1** | **Case 2** | **Case 3** |
| Signal sequence | 4 s | 4 s + 4 s zeros | 4 s + 12 s zeros |
| \(N\) in equation (10) | 1024 | 2048 | 4096 |
| \(\Delta f\) | 0.25 Hz | 0.125 Hz | 0.0625 Hz |
| Left-hand side of equation (10) | 5.40 \(\times 10^{07}\) | 5.40 \(\times 10^{07}\) | 5.40 \(\times 10^{07}\) |
| Right-hand side of equation (10) | 5.40 \(\times 10^{07}\) | 5.40 \(\times 10^{07}\) | 5.40 \(\times 10^{07}\) |
One-third octave band analysis of high-speed train-induced transient vibration of a nearby building

The spectral analysis of structural response induced by high-speed train was studied. Consider a six-story steel structure building located 40 m away from high-speed railway. Figure 9 shows the high-speed train-induced floor response that was measured from the fifth floor of the building and in the direction perpendicular to the high-speed railway.

The interval between 190 s and 205 s was selected for analysis by using the procedures of the four cases as described before. Since the duration is 15 s, in contrast to previous analysis, moving window with appending 1 s was used, and peak-hold values of each analysis window were adopted. The one-third octave band amplitude is shown in Figure 10(a), the amplitude ratio of each test case to the Case 2 (4 s + 4 s zeros) is shown in Figure 10(b).

One can observe that the longer time period Case 4 (8 s) has the smallest amplitude as compared to other three...
cases, the amplitude of Case 3 (4 s + 12 s zeros) and Case 2 (4 s + 4s zeros) are almost the same. It implies that by padding one multiple of zeros has good accuracy enough. Table 7 shows the amplitude variance of compared to Case 2 (4 s + 4s zeros).

Table 7. Amplitude variance of three cases of high-speed train induced floor response.

| Frequency, Hz | 1  | 1.3 | 1.6 | 2  | 2.5 | 3.1 | 4  | 5  | 6.3 | 8  | 10 |
|--------------|----|-----|-----|----|-----|-----|----|----|-----|----|----|
| Amplitude μm/s |      |     |     |    |     |     |    |    |     |    |    |
| (1) 4s + 4s zeros | 1.91 | 3.34 | 7.09 | 3.72 | 5.07 | 4.55 | 1.15 | 3.52 | 5.16 | 14.63 | 4.85 |
| (2) 4s | 2.02 | 3.73 | 6.40 | 4.03 | 5.67 | 3.98 | 1.27 | 3.57 | 5.20 | 14.43 | 5.66 |
| (3) 8s | 1.27 | 3.09 | 6.53 | 3.53 | 4.74 | 3.45 | 0.90 | 2.62 | 4.57 | 12.61 | 3.97 |
| Variance of (1) and (2), % | 5.8 | 11.7 | 9.7 | 8.3 | 11.8 | 12.5 | 10.4 | 1.4 | 0.8 | 1.4 | 16.7 |
| Variance of (1) and (3), % | 33.5 | 7.5 | 7.9 | 5.1 | 6.5 | 24.2 | 21.7 | 25.6 | 11.4 | 13.8 | 18.1 |

Table 8. Parameters of analysis cases.

| Case | Time duration for FFT(s) | Zero-pad duration (s) | Bandwidth (Hz) | Overlap percentage (%) | Count of average |
|------|--------------------------|-----------------------|----------------|------------------------|-----------------|
| 4 s  | 4                        | –                     | 0.25           | 75                     | 61              |
| 4 s + 4 s zeros | 4                        | 4                     | 0.125          | 75                     | 61              |
| 8 s  | 8                        | –                     | 0.125          | 87.5                   | 57              |

Figure 11. Spectral analysis of site ambient vibration, (a) vibration time history, (b) linear average 1/3 octave band data, and (c) amplitude ratio to “4 s + 4 s zeros.”
87.5%, respectively. The whole 64 s time history is divided into 64–4 + 1 = 61 and 64–8 + 1 = 57 segments for 4 s and 8 s time intervals, respectively. The result shows the linear average of all segments.

The results of one-third octave band velocity below 10 Hz are shown in Figure 11(b), and the amplitude ratio of case “4 s” and “8 s” to case “4 s + 4 s zeros” is shown as Figure 11(c). Since the ambient vibration can be regarded as stationary vibration signal, we can observe that the three cases have consistent results. The amplitude variance of three cases is within 5% as shown in Table 9. The results demonstrate that for the nearly stationary vibration data, the bandwidth which depends on the time period and zero-padded length is insignificant for spectral analysis.

### Conclusions

In this paper, the procedures on the spectral analysis of measured data were discussed by using different time period of zero-paddings at the end of the measured data. Through experimental study on high-speed train induced vibration at free-field, nearby building and ambient vibration were exemplified to demonstrate the procedures of the spectral analysis. Based on the results, some conclusions were drawn and presented as follows:

a. Zero-padding can provide finer bandwidth from shorter time period and get more information/data points of spectrum. From the study, one multiple zero padding of original samples length is demonstrated for getting adequate spectral analysis accuracy.

b. The length of the time period or the bandwidth for spectral analysis of high-speed train induced transient vibration will affect the spectral amplitude. In this study, the amplitude of 4 s time period is 23% higher than 8 s time period from the analysis of free-field data.

c. The amplitude variances further increase at nearby building floor, it results in confusion whether the high-speed train induced vibrations affect the tools installed or not.

d. For a nearly stationary ambient vibration, the length of time period or the bandwidth for spectral analysis is insignificant.

e. The 4 s time period leads to 1/4 = 0.25 Hz bandwidth is too coarse to catch the frequency which peak amplitude happened of a transient signal, the bandwidth 0.125 Hz either by 4 s + 4 s zero or by 8 s time period is more adequate.

f. The selection of bandwidth is crucial for getting comparable amplitude in narrowband analysis. Using different bandwidth may result in extremely opposite amplitudes. For reliable comparison, narrowband spectral analysis had better base on the same bandwidth.

Based on authors’ study, when the sampling rate is 256 Hz, the 4 s samples plus 4 s zeros padded results in 0.125 Hz bandwidth which has better accurate results of spectral analysis either in narrowband or one-third octave band analysis. Therefore, the approach of using a finer bandwidth (0.125 Hz) by adding zeros (4 s zeros) is recommended when one deals with train-induced vibration that spurs up transient amplitudes.

### Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.
Funding
The author(s) received no financial support for the research, authorship, and/or publication of this article.

ORCID iD
Chin-Tsun Chen https://orcid.org/0000-0002-6393-0550

References
1. Lee GC, Liang Z, Song JW, et al. Development of measurement capability for micro-vibration evaluations with application to chip fabrication facilities, Technical report MCEER-99-0020, 1999.
2. Lombaert G and Degrande G. Experimental validation of a numerical prediction model for free field traffic induced vibrations by in situ experiments. Soil Dyn Earthq Eng 2001; 21: 485–497.
3. Takemiya H and Cheng Bian X. Shinkansen high-speed train induced ground vibrations in view of viaduct–ground interaction. Soil Dyn Earthq Eng 2007; 27: 506–520.
4. Takemiya H. Analyses of wave field from high-speed train on viaduct at shallow/deep soft grounds. J Sound Vibrat 2008; 310: 631–649.
5. Bialowons W, Amirikas R, Bertolini A, et al. Measurement of ground motion in various sites. Deutsches Elektronen-Synchrotron DESY 2007; DESY 07–051. ISSN 0418–9833.
6. With C and Bodare A. Prediction of train-induced vibrations inside buildings using transfer functions. Soil Dyn Earthq Eng 2007; 27: 93–98.
7. Ju S-H, Lin H-T and Chen T-K. Studying characteristics of train-induced ground vibrations adjacent to an elevated railway by field experiments. J Geotech Geoenviron Eng 2007; 133: 1302–1307.
8. Chen C-H, Huang T-C and Ko Y-Y. In-situ ground vibration tests in Southern Taiwan Science Park. J Vibra Contr 2010; 17: 1211–1234.
9. Sanayei M, Maurya P and Moore JA. Measurement of building foundation and ground-borne vibrations due to surface trains and subways. Eng Struct 2013; 53: 102–111.
10. Sanayei M, Kayiparambil P A, Moore JA, et al. Measurement and prediction of train-induced vibrations in a full-scale building. Eng Struct 2014; 77: 119–128.
11. Madsshus C and Kaynia AM. Federal transit administration, transit noise and vibration impact assessment manual, “FTA Report”, No. 0123, September 2018. High-speed railway lines on soft ground: dynamic behaviour at critical train speed. J Sound Vibrat 2000; 231: 689–701.
12. Xu YL, Yang ZC, Chen J, et al. Microvibration control platform for high technology facilities subject to traffic-induced ground motion. Eng Struct 2003; 25: 1069–1082.
13. Auersch L. The excitation of ground vibration by rail traffic: theory of vehicle–track–soil interaction and measurements on high-speed lines. J Sound Vibrat 2005; 284: 103–112.
14. Chen Y-J, Ju S-H, Ni S-H, et al. Prediction methodology for ground vibration induced by passing trains on bridge structures. J Sound Vibrat 2007; 302: 806–820.
15. Xia H, Cao YM and De Roe G. Theoretical modeling and characteristic analysis of moving-train induced ground vibrations. J Sound Vibrat 2010; 329: 819–832.
16. Lak MA, Degrande G and Lombaert G. The effect of road unevenness on the dynamic vehicle response and ground-borne vibrations due to road traffic. Soil Dyn Earthq Eng 2011; 31: 1357–1377.
17. Romero A, Solis M, Dominguez J, et al. Soil–structure interaction in resonant railway bridges. Soil Dyn Earthq Eng 2013; 47: 108–116.
18. Connolly DP, Kouroussis G, Woodward PK, et al. Field testing and analysis of high speed rail vibrations. Soil Dyn Earthq Eng 2014; 67: 102–118.
19. Connolly DP, Alves Costa P, Kouroussis G, et al. Large scale international testing of railway ground vibrations across Europe. Soil Dyn Earthq Eng 2015; 71: 1–12.
20. Connolly DP, Kouroussis G, Laghouache O, et al. Benchmarking railway vibrations—track, vehicle, ground and building effects. Constr Build Mater 2015; 92: 64–81.
21. Zhai W, Wei K, Song X, et al. Experimental investigation into ground vibrations induced by very high speed trains on a non-ballasted track. Soil Dyn Earthq Eng 2015; 72: 24–36.
22. Sun L. Study on environmental vibration and mitigation countermeasures caused by running high-speed train on railway viaduct, Ph.D. thesis, Hokkaido University, Sapporo, Japan, 2015.
23. Santos NC, dos Santos A, Colac¸ O, et al. Experimental analysis of track-ground vibrations on a stretch of the Portuguese railway network. Soil Dyn Earthq Eng 2016; 90: 358–380.
24. Ulgen D, Ertugrul OL and Ozkan MY. Measurement of ground borne vibrations for foundation design and vibration isolation of a high-precision instrument. Measurement 2016; 93: 385–396.
25. Lopez-Mendoza D, Romero A, Connolly DP, et al. Scoping assessment of building vibration induced by railway traffic. Soil Dyn Earthq Eng 2017; 93: 147–161.
26. Correia dos Santosa N, Barbosa J, Calçada R, et al. Track-ground vibrations induced by railway traffic: experimental validation of a 3D numerical model. *Soil Dyn Earthq Eng* 2017; 97: 324–344.

27. Feng S-J, Zhang X-L, Wang L, et al. In situ experimental study on high speed train induced ground vibrations with the ballast-less track. *Soil Dyn Earthq Eng* 2017; 102: 195–214.

28. Hashad A. Using dynamic analysis of site vibration to select the suitable vibration limit. *HBRC J* 2018; 14: 180–188.

29. Ungar EE and Gordon CG. Vibration challenges in microelectronics manufacturing. *Shock Vibra Bull* 1983; 53: 51–58.

30. Gordon CG and Ungar EE. Vibration criteria for microelectronics manufacturing equipment. *Proc Inter-Noise* 1983; 83: 487–490.