Nonlinear Synchronous Control for H-Type Gantry Stage Used in Electric Vehicles Manufacturing
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Abstract: The H-type gantry stage (HGS) is widely used in electric vehicle manufacturing and other fields. However, resulting from the existence of mechanical coupling, the synchronous control problem of HGS always troubles many engineers. Most synchronization schemes were either engaged in improving each motor’s tracking performance or committed to pure motion synchronization only. However, tracking and synchronous performance are interconnected, because of the mechanical coupling. In this paper, a rigid assumed system model of HGS, concerning the effects of mid-beam rotary inertia, mid-beam stiffness, and end-effector movement, is presented. Based on the proposed model, an adaptive robust synchronous control based on a rigid assumed model (ARSCR) is proposed to improve both synchronous and tracking performance of the HGS. From the Lyapunov analysis, the proposed ARSCR can achieve the convergence of synchronous error and tracking error, simultaneously. An HGS driven by dual linear motors is built and used to perform the experimental verification. The experimental results indicate the effectiveness of the proposed method.
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1. Introduction

The H-type gantry stage (HGS) is widely used in electric vehicles, manufacturing automated processes, motion simulators, measuring, etc. The end-effector of HGS, such as the manipulator, specific sensor, or other equipment, moves along the mid-beam axis. Meanwhile, the mid-beam, each end of which is driven by motors, moves perpendicular to the beam axis. This configuration improves the motion stiffness, so that HGS can be applied in most engineering fields. However, the synchronization of the two motors is hard to obtain for the mechanical coupling, as shown in Figure 1.

The HGS has massive applications for machine tools. The synchronization of the two motors is achieved by improving each motor’s tracking performance. The PID controller is always adopted for each motor. This method without consideration of the mechanical coupling between the two motors is simple, but inefficient. The so-called master-slave control [1], which adopts the master motor’s output as the slave motor’s input, is also widely used. Usually, the fast motor is the slave one and is set to track the master one. However, the slave motor will accumulate the tracking error from the master one. Koren [2,3] proposed a cross-couple control (CCC) method to decrease the contour errors for manufacturing systems. This method uses a traditional controller to process the
synchronous error and has been widely used in manufacturing. Similar control structures have been proposed to improve the synchronous performance of HGS. They are mostly combined with traditional PID control, e.g., PID-based on position synchronous error [4,5], PID based on velocity synchronous error [6], or the combination of the two [7,8]. These methods decrease the synchronous error, but have a poor robustness. The control parameters have to be re-tuned for different conditions. An intelligent controller is a good choice to solve this problem. Lin [9] proposed a functional link radial basis function network to adjust the control parameters in real time to improve the synchronous performance of HGS. The neural network algorithm and CCC controller were combined to enhance the robustness of each motor [10,11]. Then, they [12] designed a sliding mode controller (SMC) based on the system model and applied neural network technology on SMC to estimate the parameter uncertainty. Even though these methods can improve the synchronous performance, the neural network algorithm is time consuming and requires an additional learning process.

Currently, the nonlinear control method is widely applied in different applications, e.g., SMC [13], adaptive control (AC) [14–16], etc. Among these methods, AC [14,15,17] is an efficient method to process the system parameter uncertainty and can improve the system tracking performance. However, it has a poor robustness to unmodeled uncertainty or external disturbance. SMC [13] can relatively enhance the system robustness to the unmodeled uncertainty and disturbance. Yao combined the merits of AC and SMC and proposed the adaptive robust control method (ARC) [18–20]. The ARC adopts discontinuous projection to guarantee the boundness of uncertainty parameters in the parameter adaptive process. Combined with the robust control law, ARC achieves the global boundness of the system tracking error even with large unmodeled dynamic or external disturbance. The ARC technology has been widely used in high-precision servo systems [21–25]. Roy [24,25] proposed an adaptive switching-gain-based robust control (ASRC) for a class of uncertain Euler-Lagrange systems where the bound of uncertainty possesses a linear in parameters (LIP) form. It is worth noting that the ASRC no longer requires the overall uncertainty to be bounded by a constant. The uncertainty can be LIP or nonlinear in parameters (NLIP) form. Li [26] proposed an ARC method based on the linear motion equation of HGS without consideration of the mid-beam rotation, mid-beam stiffness, and end-effector movement. The synchronous performance was achieved by the so-called dynamic thrust allocation approach. He [27] then proposed a DCARC method based on the system model just considering the linear motion and rotation of the mid-beam. It is well-known that a precise system model will greatly improve the control performance of the model-based controller.

**Figure 1.** HGS driven by a linear motor.
In this paper, an HGS driven by dual linear motors is built. The major research scope includes (1) The rigid assumed model of HGS is proposed, whose mid-beam is assumed to be a rigid-body, and mid-beam stiffness is simulated by a tensile and a torsion spring. In this multi-input-multi-output (MIMO) model, the effects of the mid-beam rotary inertia, the mid-beam stiffness, and the end-effector movement are considered. (2) Based on the proposed rigid assumed model, an adaptive robust synchronous control based on the rigid assumed model (ARSCR) is proposed. From the Lyapunov method, the proposed ARSCR can achieve the convergence of synchronous and tracking error, simultaneously.

The rest of the paper is organized as follows. In Section 2, the rigid-assumed model is proposed. In Section 3, the ARSCR is introduced, and the performance of the proposed controller is discussed. Experimental verifications are performed in Section 4 to verify the effectiveness of the proposed ARSCR, followed by a brief conclusion.

2. Nonlinear Model of HGS

2.1. Dynamic Modeling

The investigated HGS is shown in Figure 2. Two linear motors move along the X direction, and the end-effector slides on the mid-beam. Two ends of the mid-beam are pined to the two linear motors respectively. To simplify the modeling process, the following assumptions are presented.

- The end-effector moves on the horizontal plane, so that the effects of gravity are ignored.
- The mid-beam is modeled as a rigid body.
- The tensile and rotational deformation of the mid-beam are modeled as a tensile spring with stiffness coefficient $k_L$ and a torsion spring with stiffness coefficient $k_r$, respectively.
- The end-effector cannot be separated from the mid-beam.

Under these assumptions, the system kinematic energy can be obtained:

$$T = T_1 + T_2 + T_b + T_h,$$

(1)
where $T_1$, $T_2$, $T_b$, and $T_h$ are the kinematic energy of Linear Motor 1, Linear Motor 2, the mid-beam, and end-effector, respectively. They are expressed as:

$$
T_1 = \frac{1}{2} m_1 x_1^2,
$$

$$
T_2 = \frac{1}{2} m_2 x_2^2,
$$

$$
T_b = \frac{1}{2} m_b x^2 + \frac{1}{2} I_b \dot{\theta}^2,
$$

$$
T_h = \frac{1}{2} m_h (\dot{x} \cos \theta + \dot{\theta}h)^2,
$$

where $m_1$, $m_2$, $m_b$, and $m_h$ are the mass of Linear Motor 1, Linear Motor 2, the mid-beam, and end-effector, respectively. $I_b = \frac{m_L L^2}{12}$ is the rotational inertia of the mid-beam. $L_b$ is the distance between the two linear motors. $x_1$ and $x_2$ are the displacement of Linear Motor 1 and Linear Motor 2, and $x$ and $\theta$ are the mid-point displacement and rotary angle of the mid-beam, respectively. The dots ($\dot{}$) denote the derivative with respect to time $t$.

These displacement variables can be converted to each other, i.e.,

$$
\delta x = Px, \\
\delta \theta = \psi,
$$

where $\delta x = [x, \theta]^T$, $x_L = [x_1, x_2]^T$, $P = \begin{bmatrix} 0.5 & 0.5 \\ -1/L_b & 1/L_b \end{bmatrix}$. Apparently, $x$ and $\theta$ represent the mean and difference of two linear motors, respectively. $x_\theta$ is adopted to derive the controller, so that the tracking and synchronous error can be controlled simultaneously. The system potential energy, $U$, including the elastic potential energy of the tensile and torsion springs, can be expressed as:

$$
U = \frac{1}{2} k_1 \theta^2 + \frac{1}{2} k_2 (\sqrt{\theta^2 + 1} - 1)^2. 
$$

(2)

The virtual work of all nonconservative force, $\delta W$, is given by:

$$
\delta W = \delta x_L^T F + \delta h F_h \\
= \delta x_\theta^T (P^{-1})^T F + \delta h F_h,
$$

(3)

where $F = [F_1, F_2]^T$, $\delta x_L = [\delta x_1, \delta x_2]^T$, $\delta x_\theta = [\delta x, \delta \theta]^T$. $F_1$, $F_2$, and $F_h$ are the external force of Linear Motor 1, Linear Motor 2, and the end-effector, respectively. $\delta x_1$, $\delta x_2$, and $\delta x_h$ are the virtual displacement of Linear Motor 1, Linear Motor 2, and the end-effector, respectively. $\delta x$ and $\delta \theta$ are the virtual displacement and angle of the mid-beam, respectively. The kinematic equations can be obtained from Lagrangian equations:

$$
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} + \frac{\partial L}{\partial q_i} = Q_i,
$$

(4)

where $L = T - U$ is the Lagrangian function. $Q_i$ is the generalized force obtained from $Q = \begin{bmatrix} (P^{-1})^T F \\ F_h \end{bmatrix}$. The subscripts ($\ast$) denote the $i^{\text{th}}$ element of vector $\ast$. Substituting Equations (1) and (2) into Equation (4), then the system kinematic equations can be obtained:

$$
(m_1 + m_2 + m_b + m_h) \ddot{x} + \left(\frac{m_1 - m_2}{2} L_b + h \cos \theta m_h\right) \ddot{\theta} + \sin \theta m_h \ddot{h} + m_h (2 \cos \theta \ddot{h} - \dot{h}^2) = Q_1,
$$

(5)
where Equation (5) is the system force balance equation along the X direction. Equation (6) is the torque balance equation. Equation (7) is the force balance equation of the end-effector. In most practical applications, the synchronous error of the two linear motors is far less than $L_b$. Therefore, $\sin \theta \approx 0$, $\cos \theta \approx 1$, $\theta^2 \approx 0$ can be established. What is more, this paper is mainly devoted to enhancing the synchronous performance of the two linear motors. Therefore, the tracking performance of the end-effector is assumed to be good enough, and Equation (7) is ignored. Based on the above assumptions, the system kinematic equations can be rewritten as:

\[
(m_1 + m_2 + m_b + m_h)x + \left(\frac{m_1 - m_2}{2}L_b + hm_b\right)\ddot{\theta} + m_h(2\dot{\theta}h - h\dot{\theta}^2) = Q_1,
\]

\[
(m_1 - m_2)L_b + hm_b)x + \left(\frac{m_1 + m_2}{4}L_b^2 + J_b + h^2m_h\right)\ddot{\theta} + 2hm_h\dot{\theta}h + k_r\dot{\theta} = Q_2.
\]

The matrix form can be described as:

\[
M\ddot{x}_\theta + H\dot{x}_\theta + Kx_\theta = P^{-1}F,
\]

where $M$ is the mass matrix that varies with the position of the end-effector. $H$ is the inertia and Coriolis matrix introduced by the motion of the end-effector. $K$ is the stiffness matrix. They are expressed as:

\[
M = \begin{bmatrix}
m_1 + m_2 + m_b + m_h & \frac{m_1 - m_2}{2}L_b + hm_b \\
\frac{m_1 - m_2}{2}L_b + hm_b & \frac{m_1 + m_2}{4}L_b^2 + J_b + h^2m_h
\end{bmatrix},
\]

\[
H = \begin{bmatrix}
0 & 2hm_h\dot{\theta} - hm_h\dot{\theta} \\
0 & 2hm_h\dot{\theta}
\end{bmatrix},
\]

\[
K = \begin{bmatrix}
0 & 0 \\
0 & k_r
\end{bmatrix}.
\]

The above equations show that this system is a multi-input-multi-output (MIMO) nonlinear system, and the model nonlinearity is mainly introduced by the end-effector movement and mid-beam rotary. Compensating the effects of these nonlinearities in the controller is critical to improve the system motion performance.

### 2.2. Friction

The effects of Coulomb friction and viscous friction are considered, i.e.,

\[
f_i = B_{fi}\dot{x}_{L_i} + A_{fi}S_{fi}(\dot{x}_{L_i}),
\]

where $f_i$ is the friction of linear motor $i$, $i = 1, 2$. $B_{fi}$ is the viscous friction coefficient. $A_{fi}$ is the Coulomb friction coefficient. $S_{fi}(\cdot)$ is the sign function. Rewrite Equation (11) as the vector:

\[
f = B_f\dot{x}_L + A_fS_f(\dot{x}_L)
\]

\[
= B_fP^{-1}\dot{x}_\theta + A_fS_f(P^{-1}\dot{x}_\theta),
\]
where \( f = [f_1, f_2]^T, B_f = \text{diag}([B_{f1}, B_{f2}]), A_f = \text{diag}([A_{f1}, A_{f2}]), \) and \( \text{diag}(\cdot) \) denotes the diagonal matrix. Therefore, the external force can be expressed as:

\[
F = u - f - F_d = u - B_f P^{-1} x_\theta - A_f S_f (P^{-1} x_\theta) - F_d,
\]

(12)

where \( u \) is the control input and \( F_d \) is the model uncertainty. Substituting Equation (12) into system kinematic Equation (10):

\[
M \ddot{x}_\theta + [H + (P^{-1})^T B_f P^{-1}] x_\theta + K x_\theta + (P^{-1})^T A_f S_f (P^{-1} x_\theta) = v - d,
\]

(13)

where \( v = (P^{-1})^T u \) is the equivalent control input and \( d \) is the lumped uncertainty.

3. Nonlinear Synchronous Controller Design

3.1. Problem Formulation

The system state variables are defined as:

\[
y_1 = x_\theta, y_2 = \dot{y}_1.
\]

Then, the system kinematic Equation (13) can be rewritten as:

\[
M \ddot{y}_2 + [H + (P^{-1})^T B_f P^{-1}] y_2 + K y_1 + (P^{-1})^T A_f S_f (P^{-1} y_2) = v - d,
\]

(14)

Define the error variable as:

\[
z_1 = x_\theta - x_{\theta_d},
\]

\[
z_2 = \dot{z}_1 + K_1 z_1 = y_2 - y_{2eq},
\]

(15)

where \( x_{\theta_d} = [x_d, 0]^T \) is the reference input. \( y_{2eq} = \dot{y}_{1d} - K_1 z_1, K_1 = \text{diag}([k_{11}, k_{12}]). \) Substituting Equation (15) into Equation (14):

\[
M \ddot{z}_2 = v - \Xi^T \xi - d,
\]

(16)

where:

\[
\Xi^T \xi = [H + (P^{-1})^T B_f P^{-1}] y_2 + K y_1 + (P^{-1})^T A_f S_f (P^{-1} y_2) + M \ddot{y}_{2eq},
\]

\( \xi \) is the vector of the uncertainty parameters and \( \Xi \) is the regressor containing the known signal. For most engineering applications, the parameter uncertainty is bounded by \[26]\,

\[
\xi \in \Omega_\xi \triangleq \{ \xi : \xi_{min} \leq \xi \leq \xi_{max} \}
\]

(17)

\[
|d| \leq \delta_d
\]

(18)

where \( \xi_{max} = [\xi_{1max}, \xi_{2max}, \ldots, \xi_{9max}]^T, \xi_{min} = [\xi_{1min}, \xi_{2min}, \ldots, \xi_{9min}]^T, \) and \( \delta_d = [\delta_{d1}, \delta_{d2}]^T \) are the known constant vectors. “\( \leq \)” denotes the comparison among each element in vector.
3.2. Discontinuous Projection

A discontinuous projection [20,28] is introduced to guarantee the boundness of the uncertainty parameters in the adaptive process.

\[
\text{Proj}_\xi(s_i) = \begin{cases} 
0 & \text{if } (\hat{\xi}_i \geq \xi_{\text{imax}} \& \& s_i > 0) \\
0 & \text{if } (\hat{\xi}_i \leq \xi_{\text{imin}} \& \& s_i < 0) \\
s_i & \text{otherwise.}
\end{cases}
\tag{19}
\]

where \(i = 1, 2...9\), \(\hat{\xi}\) is the estimator of the uncertainty parameter \(\xi\). Give the following adaptive law:

\[
\dot{\hat{\xi}} = \text{Proj}_\xi(\Gamma \tau), \quad \xi_{\text{min}} \leq \hat{\xi}(0) \leq \xi_{\text{max}},
\tag{20}
\]

where \(\Gamma > 0\) is the diagonal adaption rate matrix and \(\tau\) is an adaption function determined during the controller design process. For any \(\tau\), the projection (19) guarantees the following inequalities:

\[
\xi \in \Omega_\xi \triangleq \{ \xi : \xi_{\text{min}} \leq \xi \leq \xi_{\text{max}} \}
\tag{21}
\]

\[
\tilde{\xi}^T (\Gamma^{-1} \text{Proj}_\xi(\Gamma \tau) - \tau) \leq 0, \quad \forall \tau
\tag{22}
\]

where \(\tilde{\xi} = \hat{\xi} - \xi\) is the estimation error of uncertainty parameters. Equation (21) guarantees that the uncertainty parameters are within the defined bound in the adaptive process. Equation (22) guarantees that the discontinuous projection has no effect on the ARC design.

3.3. Controller Design

Noting the structure of Equation (16), the adaptive robust control law can be given by:

\[
v = v_a + v_s,
\tag{23}
\]

\[
v_a = \Xi^T \hat{\xi},
\tag{24}
\]

\[
v_s = v_{s1} + v_{s2}, v_{s1} = -K_2 z_2,
\tag{25}
\]

where \(K_2 = \text{diag}(k_{21}, k_{22})\). \(v_a\) is the adaptive feedforward control law. Combing with the adaptive control law (20), it can efficiently compensate the parameters’ uncertainty. \(v_{s1}\) is the linear robust control law, and \(v_{s2}\) is the nonlinear robust control law. The nonlinear robust controller is designed to satisfy the following inequalities:

\[
z_2^T v_{s2} \leq 0,
\tag{26}
\]

\[
z_2^T (\Xi^T \xi + v_{s2} - d) \leq \varepsilon
\tag{27}
\]

where \(\varepsilon\), which represents the effectiveness of the model uncertainty compensating, is an arbitrary small positive number. A reasonable expression of \(v_{s2}\) is:

\[
v_{s2} = -\frac{z_2^T \varepsilon}{2\varepsilon}
\tag{28}
\]

where \(\varepsilon\) is a positive vector. For the proof, see Appendix A. The control block diagram is shown in Figure 3.
Define the Lyapunov function as:

$$V(t) = z^T \Lambda_1 z$$

(29)

where:

$$\Lambda_1 = \begin{bmatrix} \frac{1}{2}M & 0 \\ 0 & \frac{1}{2}M \end{bmatrix}$$

$$z = [z_1^T, z_2^T]^T.$$  

Apparently, $M$ and $\Lambda_1$ are positive matrices, so $V(t)$ is positive. The following theorem is presented.

**Theorem 1.** Give the following adaptive function:

$$\tau = -\Xi z_2.$$  

(30)

With the adaption law (20), choosing the feedback gains matrix $K_1$ and $K_2$ large enough such that the matrix $\Lambda_2$ defined below is positive:

$$\Lambda_2 = \begin{bmatrix} MK_1 & -\frac{1}{2}M \\ -\frac{1}{2}M & K_2 \end{bmatrix}$$

then the proposed control law (23) guarantees that:

1. All system signals are bounded, and the Lyapunov function $V(t)$ is bounded by:

$$V(t) \leq e^{-\lambda t} V(0) + \frac{\varepsilon}{\lambda} [1 - e^{-\lambda t}],$$

where $\lambda = \frac{2\sigma_{\min}(\Lambda_2)}{\sigma_{\max}(M)}$, $\sigma_{\min}(\cdot)$, and $\sigma_{\max}(\cdot)$ are the minimum and maximum eigenvalues of matrix $\cdot$.

2. If there is no lumped uncertainty, i.e., $d = 0$, then the asymptotic convergence of system tracking and synchronous error is also achieved, i.e., $z \to 0$, as $t \to \infty$.

**Proof.** See Appendix B. \qed

From (1) in Theorem 1, the following inequality is satisfied:

$$\lim_{t \to \infty} V(t) \leq \frac{\varepsilon}{\lambda}.$$
The tracking performance is limited by the constant of $\varepsilon_\lambda$ correlating with the control gains $K_1$ and $K_2$ and mass matrix $M$. The mass matrix is the inherent system attribute and reflects the mechanical coupling. Therefore, to achieve good tracking performance, high control gains are necessary. (1) in Theorem 1 also reveals that the proposed control law will always guarantee the boundness of the tracking and synchronous error no matter what adaption function is adopted. In other words, the uncertainty parameters are not necessarily close to their real values, but are close to the values that minimize the tracking and synchronous errors.

4. Experimental Verification

4.1. Experimental Setup

To verify the proposed synchronous controller, experiments were carried out on an HGS driven by dual linear motors shown in Figure 1. This prototype was set up in Beihang University. The amplifiers of the linear motors were S700 serials from Kollmorgen. The motor specifications are shown in Table 1. The position feedback of the two linear motors was the linear encoders with a resolution of 1 µm from SIKO. Signals were collected by an NI data acquisition system. The real-time code of the control algorithm was performed in the NI RT system and realized by Labview. The sampling period was set as $T_s = 0.5$ ms. The parameter values of the experimental setup are shown in Table 2. The mass was measured directly. The friction parameters were determined by the identification process. The stiffness coefficient was obtained by structural finite element analysis.

| Model               | Rated Power | Maximum Speed | Continuous Force | Continuous Current |
|---------------------|-------------|---------------|------------------|--------------------|
| Kollmorgen IC44-075 | 10.7 kW     | 7.63 m/s      | 1732 N           | 31.8 A             |

| Symbol | Description                  | Value            |
|--------|------------------------------|------------------|
| $m_1$  | mass of Linear Motor 1       | 32 kg            |
| $m_2$  | mass of Linear Motor 2       | 28 kg            |
| $m_b$  | mass of the mid-beam         | 4.46 kg          |
| $m_h$  | mass of the end-effector     | 2.14 kg          |
| $B_1$  | viscous friction coefficient of Motor 1 | 73.03 N/m/s |
| $B_2$  | viscous friction coefficient of Motor 2 | 70.95 N/m/s |
| $A_{f1}$ | Coulomb friction coefficient of Motor 1 | 50 N         |
| $A_{f2}$ | Coulomb friction coefficient of Motor 2 | 65.4 N       |
| $k_r$  | equivalent stiffness coefficient of the mid-beam | 11,133.4 Nm/rad |

4.2. Experimental Results

Two different frequency sinusoids were adopted as the reference input: (1) low-frequency sinusoid: $S_1 = 0.2 \sin(\pi t)(1 - e^{-\frac{t^2}{2}})$; (2) high-frequency sinusoid: $S_2 = 0.04 \sin(4\pi t)(1 - e^{-\frac{t^2}{2}})$. They are shown in Figure 4.
Four different controller were compared to investigate the effectiveness of the proposed controller, and all controller gains were obtained by trial and error.

PD: Every linear motor adopted the traditional PD controller to realize each position feedback control. To tune the control gains, the mid-beam was disassembled, and each motor’s PD gains were tuned by trial and error. Then, the gains were fine-tuned with the mid-beam. The parameters of Linear Motor 1 were set as P controller $k_p^1 = 600$, D controller $k_d^1 = 30$. The parameters of Linear Motor 2 were set as P controller $k_p^2 = 500$, D controller $k_d^2 = 20$.

CCC: The traditional cross-couple controller was adopted to improve the system synchronous performance. The CCC control law can be expressed as:

$$u = K_p^c e_C + K_i^c \int e_C dt + K_d^c \dot{e}_C,$$

$$e_C = (I + \beta T)e,$$

where $I$ is the unit matrix, $\beta$ is the synchronous coefficient, and $e$ is the tracking error, $T = \begin{bmatrix} 1 & -1 \\ -1 & -1 \end{bmatrix}$.

Each linear motor’s PD gains were first tuned the same as the previous procedures. Then, the synchronous coefficient $\beta$ was tuned to minimize the synchronous errors. The controller parameters were set as $K_p = \text{diag}(600, 500)$, $K_i = \text{diag}(0, 0)$, $K_d = \text{diag}(30, 20)$, and $\beta = 0.8$.

RSCR: The robust controller was adopted as a comparison. The control law is shown in Equation (23) without the adaptive process, i.e., $\xi_0 = [32, 28, 4.46, 2.14, 73.03, 70.95, 50, 65.4, 11133.4]$ is a constant vector. The control gains were tuned by trial and error. The controller parameters were set as $K_1 = \text{diag}(200, 180)$ and $K_2 = \text{diag}(300, 200)$.

ARSCR: This is the proposed controller in Equation (23). The adaptive controller parameters $\Lambda$ were set as the unit matrix to tune the robust controller parameters $K_1$ and $K_2$. Then, the adaptive controller parameters were fine-tuned to speed up the adaptive process. The robust controller parameters were set as $K_1 = \text{diag}(200, 180)$ and $K_2 = \text{diag}(300, 200)$. The adaptive controller parameters were set as $\Lambda = \text{diag}(1, 1, 1, 1, 1, 1, 1, 1, 10000)$. The upper bound of the uncertainty parameters were $\xi_{max} = [35, 35, 5, 3, 100, 100, 450, 450, 15000]$, and the lower bound of the uncertainty
parameters were \( \xi_{\text{min}} = [25, 25, 4, 1.5, 40, 20, 20, 8000] \). The initial values of the uncertainty parameters were \( \xi_0 = [32, 28, 4.46, 2.14, 73.03, 70.95, 50, 65.4, 11133.4] \).

Figures 5–8 are the system output excited by the low-frequency sinusoid \( S_1 \). Figure 5 is the system position tracking curve \( x \), synchronous error \( e_s \), and tracking error \( e_x \) under PD control. Figure 6 is the system position tracking curve \( x \), synchronous error \( e_s \), and tracking error \( e_x \) under CCC control. Figure 7 is the system position tracking curve \( x \), synchronous error \( e_s \), and tracking error \( e_x \) under RSCR control. Figure 8 is the system position tracking curve \( x \), synchronous error \( e_s \), and tracking error \( e_x \) under ARSCR control. The system position, synchronous error, and tracking error are defined as:

\[
\begin{align*}
    x &= \frac{x_1 + x_2}{2}, \\
    e_s &= x_1 - x_2, \\
    e_x &= x - x_d.
\end{align*}
\]

Compared with the PD controller, Figure 6 shows that the CCC controller improved the system synchronous performance efficiently, but had little effect on the tracking performance. In Figure 7, the RSCR controller not only decreased the synchronous error, but also improved the tracking performance of each motor. Compared with RSCR, the ARSCR controller achieved a better performance, as shown in Figure 8. This is because the proposed controller guaranteed the convergence of synchronous error and tracking error simultaneously. Comparing Figures 7 and 8, under the adaptive feedforward control law, the errors in Figure 8 gradually became smaller and became stable after 10 s. What is more, the initial synchronous errors in Figure 8 are larger than those by PD. This is because the initial values of the uncertainty parameters were far from the real values.
Figures 9–11 are the system output excited by the high-frequency sinusoid $S_2$. Figure 9 is the system position tracking curve $x$, synchronous error $e_s$, and tracking error $e_x$ under PD control. Figure 10 is the system position tracking curve $x$, synchronous error $e_s$, and tracking error $e_x$ under CCC control. Figure 11 is the system position tracking curve $x$, synchronous error $e_s$, and tracking error $e_x$ under ARSCR control. From Figures 5 and 9, the phase lag and amplitude overshoot of the system output are serious in high-frequency motion. Figures 9 and 10 also show that the CCC just improves the system synchronous performance. The proposed ARSCR maintained a good performance even at a high-frequency, as shown in Figure 11. Similar to Figure 8, the errors in Figure 11 gradually become smaller and are stable after 6 s. Apparently, the higher the reference frequency, the faster the adaptation process. However, the synchronous errors chatter intensely at the beginning of Figure 11. This is because the high-frequency excitation excites the unmodeled dynamics. In high-frequency movement, the mid-beam no longer satisfies the rigid assumption, and the proposed model will be inaccurate.

Figure 9. System output under the PD controller and high-frequency excitation.

Figure 10. System output under the CCC controller and high-frequency excitation.

Figure 11. System output under the ARSCR controller and high-frequency excitation.

Figure 12a–c gives the output of the PD, CCC, and ARSCR controller under low frequency excitation. Figure 13a–c shows the output of the PD, CCC, and ARSCR controller under high frequency excitation. These figures show that the motor thrust is high enough for the movement.
5. Conclusions

In this paper, an HGS, which is widely used in electric vehicle manufacturing, driven by dual linear motors was built. A rigid assumed model of HGS, whose mid-beam was assumed to be rigid and mid-beam stiffness was simulated by a tensile and a torsion spring, was proposed. The friction was modeled as Coulomb and viscous friction. In this model, the effects of mid-beam rotary inertia, mid-beam stiffness, and end-effector movement were all taken into account. The mechanical coupling was completely described by the proposed model. Based on this model, the ARSCR method was proposed to improve both synchronous and tracking performance. From the Lyapunov method, the proposed ARSCR could achieve the convergence of synchronous error and tracking error, simultaneously. What is more, if there was no lumped uncertainty, the system tracked the desired trajectory asymptotically. Comparative experimental results showed that both the synchronous and tracking performances of ARSCR were more excellent than the traditional one, and this indicated the effectiveness of the proposed method.
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Abbreviations
The following abbreviations are used in this manuscript:

HGS H-type gantry stage
CCC Cross-couple control
ARSCR Adaptive robust synchronous control based on the rigid assumed model
AC Adaptive control
SMC Sliding mode control
Appendix A

To derive the nonlinear robust control law, the inequality (27) is written as:

\[ z_2^T v_{s2} + z_2^T (\Xi^T \xi - d) - \varepsilon \]
\[ = [z_{21} v_{21} + z_{21} (\Xi_1^T \xi_1 - d_1) - \varepsilon / 2] + [z_{22} v_{22} + z_{22} (\Xi_2^T \xi_2 - d_2) - \varepsilon / 2] \leq 0 \]

where \( \Xi_1 \) and \( \Xi_2 \) are the two columns of the regressor \( \Xi = [\Xi_1, \Xi_2] \), respectively. To adapt the Schwarz inequality, we can rewrite the first item on the right side of the above equation:

\[ z_{21} v_{s21} + z_{21} (\Xi_1^T \xi_1 - d_1) - \varepsilon / 2 \leq z_{21} v_{s21} + |z_{21}| |\Xi_1^T \xi_1 M| + \delta d_1 - \varepsilon / 2 \]
\[ = z_{21} v_{s21} + |z_{21}| h_1 - \varepsilon / 2 \]

where \( h_1 = \| \Xi_1^T \| \| \xi_M \| + \delta d_1 \). Therefore, \( v_{s21} \) is rewritten as:

\[ v_{s21} = -\frac{z_{21} h_1^2}{2\varepsilon} \]

Combining with Inequality (26):

\[ z_{21} v_{s21} + |z_{21}| h_1 - \varepsilon / 2 \leq - (\sqrt{-z_{21} v_{s21} + \sqrt{\varepsilon / 2}})^2 \]
\[ \leq 0 \]

Similarly, \( v_{s22} \) is rewritten as:

\[ v_{s22} = -\frac{z_{22} h_2^2}{2\varepsilon} \]

then:

\[ z_{22} v_{s22} + |z_{22}| h_2 - \varepsilon / 2 \leq 0 \]

Therefore:

\[ v_{s2} = -\frac{z^T h}{2\varepsilon} \]

Appendix B

The time derivative of the Lyapunov function (29) is expressed as:

\[ \dot{V} = -z^T \Lambda_2 z + z_2^T (\Xi^T \xi + v_{s2} - d) \]

Considering the Inequality (27):

\[ V \leq -z^T \Lambda_2 z + \varepsilon \]
\[ \leq -\delta_{min} (\Lambda_2) z^T z + \varepsilon \]
\[ \leq \delta_{min} (\Lambda_2) z^T \Lambda_1 z + \varepsilon \]
\[ = -AV + \varepsilon, \]
where $\delta_{\text{max}}(\Lambda_1) = \frac{1}{2} \delta_{\text{max}}(M)$. Define function $g$:

$$\dot{g} = -\lambda g + \epsilon,$$

integrating both sides of the above equation:

$$g = -e^{-\lambda t}[-g(0) + \epsilon/\lambda] + \epsilon/\lambda.$$

From the comparison principle, the following inequality is obtained:

$$V(t) \leq -e^{-\lambda t}[-V(0) + \epsilon/\lambda] + \epsilon/\lambda,$$

thus, (1) in Theorem 1 is proven.

To prove (2) in Theorem 1, the following Lyapunov function is defined:

$$V_{\theta}(t) = V(t) + \frac{1}{2} \tilde{\xi}^T \Lambda_2^{-1} \tilde{\xi},$$

Deriving both sides of the above equation:

$$\dot{V}_{\theta}(t) = \dot{V}(t) + \tilde{\xi}^T \Lambda_2^{-1} \dot{\tilde{\xi}}$$

$$= -z^T \Lambda_2 z + z_2^T \pi z + \tilde{\xi}^T [\Xi z + \Lambda_2^{-1} \text{Proj}_{\theta}(-\Lambda_2 \Xi z)]$$

$$\leq -\delta_{\text{min}}(\Lambda_2) z^T z$$

Thus, (2) in Theorem 1 is proven.
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