Quantum Oscillations between weakly coupled Bose-Einstein Condensates: Evolution in a Non-degenerate Double Well
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Abstract

We discuss coherent atomic oscillations between two weakly coupled Bose-Einstein condensates that are energetically different. The weak link is notionally provided by a laser barrier in a (possibly asymmetric) multi-well trap or by Raman coupling between condensates in different hyperfine levels. The resultant boson Josephson junction dynamics is described by a double-well nonlinear Gross-Pitaevskii equation. On the basis of a new set of Jacobian elliptic function solutions, we describe the period of the oscillations as well as associated quantities and predict novel observable consequences of the interplay of the energy difference and initial phase difference between the two condensate populations.

I. INTRODUCTION

As has been detailed in a variety of papers, \cite{1,2}, a bosonic Josephson junction (BJJ) is a device in which two or more macroscopic ensembles of bosons \cite{2}, each of them occupying a single quantum state, are coupled to a tunnel barrier. As is well-known, the order parameter identifying the one-body macroscopic condensate wave function, \( \Psi(r,t) \), obeys a nonlinear Schrödinger equation known in the literature as the Gross-Pitaevskii equation (GPE) \cite{5,6,7,8}

\[
i \hbar \frac{\partial \Psi(r,t)}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \Psi(r,t) + \left[ V_{\text{ext}} + g_0 |\Psi(r,t)|^2 \right] \Psi(r,t),
\]

with \( m \) the atomic mass, \( V_{\text{ext}} \) is the external potential, \( g_0 = \frac{4\pi\hbar^2a}{m} \), and \( a \) the s-wave scattering length of the atoms. We consider in the following, specifically a double-well (state) system where the barrier is created by a far-off-resonance laser barrier that cleaves a single trapped condensate into two possibly asymmetric parts \cite{9,10,11}, and report on some interesting predictions that we make on the basis of recently developed analytic methods on a well-known system of long standing interest. The results could well apply to other condensate systems as well.

Following the analysis of \cite{1,2}, we write a (time-dependent) variational wave function for the total condensate as

\[
\Psi(r,t) = \psi_1(t)\Phi_1(r) + \psi_2(t)\Phi_2(r),
\]
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where

\[ \psi_i(t) = \sqrt{N_i(t)} e^{i\theta_i(t)}, \quad i = 1, 2 \]  \hspace{2cm} (3)

\[ \sum_{i=1}^{2} N_i = \sum_{i=1}^{2} |\psi_i|^2 \equiv N_T, \]  \hspace{2cm} (4)

\( N_T \) being the constant total number of condensate atoms. The amplitudes for the individual condensate populations obey the two-mode dynamical equations \[1–4, 12, 13\]

\[ i\hbar \frac{\partial \psi_1}{\partial t} = (E_1^0 + U_1 N_1) \psi_1 + \mathcal{K} \psi_2, \]  \hspace{2cm} (5a)

\[ i\hbar \frac{\partial \psi_2}{\partial t} = (E_2^0 + U_2 N_2) \psi_2 + \mathcal{K} \psi_1, \]  \hspace{2cm} (5b)

In Eqs (5), \( E_i^0 \) are the ground-state energies in each well (state), \( U_i N_i \) are proportional to the atomic self-interaction energies and \( \mathcal{K} \) describes the tunneling amplitude between condensate states. These constant parameters can be written in terms of the the spatial wavefunctions \( \Phi_i(r) \) as

\[ E_i^0 = \int \frac{\hbar^2}{2m} |\nabla \Phi_i|^2 + |\Phi_i|^2 V_{ext}(r) dr, \]  \hspace{2cm} (6a)

\[ U_i = g_0 \int |\Phi_i|^4 dr, \]  \hspace{2cm} (6b)

\[ \mathcal{K} = \int \left[ \frac{\hbar^2}{2m} (\nabla \Phi_1 \cdot \nabla \Phi_2) + \Phi_1 V_{ext} \Phi_2 \right] dr. \]  \hspace{2cm} (6c)

If we assume that the single trapped condensate is split into two asymmetric parts \[9\] but allow for the dynamics to be such that the population difference between the two condensates not to significantly affect the spatial structure, to lowest order, we may assume that the spatial parts of the wavefunction \( \Phi_i(r) \) do not change appreciably \[1, 2\]. Further, by re-scaling time, \( t \to t/\hbar \), and making the following definitions for the inter-well (state) coupling constant, nonlinear, energy parameters, and the well amplitudes,

\[ V \equiv \frac{\mathcal{K}}{\hbar}, \]  \hspace{2cm} (7a)

\[ \chi \equiv -\frac{(U_1 + U_2)N_T}{2\hbar}, \]  \hspace{2cm} (7b)

\[ \Delta \equiv \frac{2(E_1^0 - E_2^0) + (U_1 - U_2)N_T}{2\hbar}, \]  \hspace{2cm} (7c)

\[ c_i = \psi_i/\sqrt{N_T}, \quad i = 1, 2 \]  \hspace{2cm} (7d)

and the usual Bloch vector definitions

\[ p = |c_1|^2 - |c_2|^2, \quad q = i(c_1^* c_2 - c_1 c_2^*), \quad r = c_1^* c_2 + c_1 c_2^* \]  \hspace{2cm} (8)
we obtain the obvious evolution equations for a nondegenerate double-well system,

\[ \dot{q} = 2Vp, \quad (9a) \]
\[ \dot{q} = -2Vp + (\Delta - \chi p)r, \quad (9b) \]
\[ \dot{r} = -(\Delta - \chi p)q. \quad (9c) \]

Equations (9) describe at least three possible Bose-Einstein condensate systems. One could consist of condensates created from cold atoms (e.g. Na, Rb) in the same internal state but confined in a double-well trap produced, for example, by a far off-resonance laser barrier that cuts a single trapped condensate into two asymmetric parts [9, 14]. A different possible realization could be a two-component system of condensates, e.g. from the \(|F = 1, m_f = -1\rangle \) and \(|2, 1\rangle \) spin states of \(^{87}\text{Rb}\) [2, 15–17]. Yet a third realization might be by polariton condensates confined in a photonic molecule formed by two overlapping micropillars etched in a semiconductor microcavity [18–21] wherein the static energy difference \(\Delta E\) is the energy difference between the ground states of the left and right micropillars in the absence of coupling.

The purpose of this paper is to present analytical results and explicit plots we have produced with particular focus on observable quantities in these systems. They appear below as four items: the study of statics resulting in stationary states of the system that is described in Section II; and the study of dynamics presented in Section III directed at three observables dealing, respectively, with the dependence of the frequency of quantum oscillations on nonlinearity, the movement of critical points and a critical line of transitions in parameter space, and the time dependence, in some cases peculiar, of the population difference between the two wells (states) of the condensates. Our hope is that experimentalists will use these predictions we make on the basis of our theoretical analysis to compare with their observations and thereby probe the domain of validity of the belief current in the literature in the applicability of the underlying theoretical concepts.

II. STATICS OF THE NONDEGENERATE BOSON JOSEPHSON JUNCTION: STATIONARY STATES AND THEIR STABILITY

States of the system under study that have no time dependence whatsoever are called stationary states. If the system occupies any of them initially, it remains in them forever.
Additionally, if we append a damping agency to the system that naturally removes energy or excitation from it, the expectation is that the system settles in these stationary states at long enough times. Also for these reasons, they are the states that are easily accessible to external probes. Finding these states and determining the extent of their stability are, consequently, important undertakings.

We arrive at the stationary states by putting all time derivatives in Eq. (9) to zero. Such a procedure (see, e.g., \([13, 22]\)) is equivalent to the method followed by the first investigators of stationary states of the discrete nonlinear Schrödinger equation (\([23]\)) and produces from (9a) and (9c) the simple consequence that \(q_{ss} = 0\): we denote stationary state values of the Bloch components by the subscript \(ss\). On the other hand, Eq. (9b) yields, on equating the time derivative in it with zero, an interesting relation between the value \(p_{ss}\) of the probability difference and the parameters of the system. These parameters are the inter-well (state) coupling constant \(V\), the static energy difference \(\Delta\) and the nonlinearity \(\chi\). We find the relation that delineates the stationary states to be

\[
\frac{\chi}{2V} = \frac{\delta}{p_{ss}} - \frac{1}{r_{ss}} = \frac{\delta}{p_{ss}} + \frac{1}{\sqrt{1 - p_{ss}^2}}.
\]

In determining it, we make use of \(q_{ss} = 0\) and of the conservation of probability that results in \(p_{ss}^2 + q_{ss}^2 + r_{ss}^2 = 1\), and introduce the notation \(\delta = \Delta / 2V\).

Stability of the stationary states is studied by expanding the three components of the Bloch vector around those stationary states as

\[
p = p_{ss} + \epsilon_p, \quad q = q_{ss} + \epsilon_q = 0 + \epsilon_q, \quad r = r_{ss} + \epsilon_r,
\]

and linearizing the equations of motion in the variations \(\epsilon_{p,q,r}\). By finding the eigenvalues of the relevant relaxation matrix,

\[
\frac{d}{d\tau} \begin{pmatrix} \epsilon_p \\ \epsilon_q \\ \epsilon_r \end{pmatrix} = \begin{pmatrix} 0 & 1 & 0 \\ -(1 + 2k_0r_{ss}) & 0 & \frac{p_{ss}}{r_{ss}} \\ 0 & -\frac{p_{ss}}{r_{ss}} & 0 \end{pmatrix} \begin{pmatrix} \epsilon_p \\ \epsilon_q \\ \epsilon_r \end{pmatrix},
\]

we determine its stability. If any of the three eigenvalues of the matrix has a positive real part, the stationary state is unstable. The eigenvalues \(\lambda\) are, explicitly,

\[
- \lambda[\lambda^2 + (p_{ss}/r_{ss})^2] - (1)[(1 + 2k_0r_{ss})\lambda - 0] = 0.
\]
One of the eigenvalues is zero. The other two are

$$\lambda^2 = - (2k_0 p_{ss} - \delta)^2 + \frac{\delta}{2k_0 p_{ss} - \delta};$$

where we have introduced the dimensionless ratio $k_0 = \chi/4V$. This then allows us to conclude that the stationary state is unstable if

$$\frac{\delta}{2k_0} < p_{ss} < \frac{(\delta^{1/3} + \delta)}{2k_0}, \text{ for } \delta > 0,$$

$$\frac{\delta}{2k_0} > p_{ss} > \frac{(\delta^{1/3} + \delta)}{2k_0}, \text{ for } \delta < 0.$$  

We have found that such an analysis was originally carried out by Wu [24] and we believe that it has not been published in the open literature.

We display the results here in Fig. 1 where the probability difference in the stationary states is plotted as a function of $\chi/2V$ for two values of the static energy mismatch: a positive value $\delta = \Delta/2V = 1/\sqrt{27}$ in the main plot and a negative value $\delta = -1/2$ in the inset (for the same axes and scales as in the main plot). Given that the inset shows only slight changes of values and an up-down inversion because of the change of sign, let us focus our discussion only on the main plot. The solid lines represent the stable stationary states while the dotted lines represent the unstable situation. The two lines marked ‘out-of-phase’ have $r_{ss} = -\sqrt{1 - p_{ss}^2}$ while for those marked ‘in-phase’, $r_{ss} = +\sqrt{1 - p_{ss}^2}$. The dashed lines are an unusual feature of the stationary state analysis: they set the limits that mark the region in which the stationary states are unstable as dictated by Eqs. (14).

We hope that a well-thought out probing of the dependence of the stationary state probabilities $p_{ss}$ on the nonlinearity ratio might be observationally possible with the help of Fig. 1 as a guide. It might be possible to observe the time-dependent relaxation of the coherent oscillations of the system into these stationary states as well as excitation of the system out of the stationary states with the help of an external probe. In a different system obeying formally similar evolution equations [25], initial oscillations characteristic of the undamped system and eventual settling into the stationary states characteristic of the damped system have shown some remarkably interesting behavior.
FIG. 1. Stationary state probability $p_{ss}$ of the system (solid red line) obtained as a function of the nonlinearity ratio $\chi/2V$ obtained by putting the time derivatives in Eqs. (9) equal to zero. The main (inset) plot is for a positive value $1/\sqrt{27}$ (negative value $-1/2$) of the static energy mismatch relative to $2V$. The inset is much like the main plot except that it is largely inverted vertically with respect to the latter. Dotted lines represented unstable stationary states and the dashed (blue) lines contain the parameter space in which the states are unstable. See text including Eqs. (14).

III. DYNAMICS: FREQUENCY VARIATION, MOVEMENT OF CRITICAL POINTS AND TIME-DEPENDENCE

While the potential method of solution of Eqs. (9) typically involves Weierstrass elliptic functions [26], we have recently found equivalent Jacobian elliptic forms that are considerably more convenient. The enhanced convenience will become apparent when we describe some of the characteristics of the behavior. The general solution for the fractional population difference between the two condensate states $p(t) = P_1(t) - P_2(t)$ is, with the notation $\tau = 2Vt$,

$$\frac{p(\tau)}{p(0)} = 1 - B \left[ 1 - \frac{1}{1 + a \text{sn}^2(\tau \sqrt{e_1 - e_3}, k_1)} \right],$$  

(15)
where \( p(0) \) denotes the initial fractional population difference, \( \text{sn}(u, k) \) denotes the Jacobian elliptic sine function with the elliptic modulus \( k \) (or equivalently the elliptic parameter \( m = k^2 \)) [27]. The quantities \( e_i \) (with \( i = 1, 2, 3 \)), as also \( a \) and \( B \), can be obtained easily from the system parameters and initial conditions. See below [28].

Equation (15) allows us to calculate, easily and analytically, both the period \( T \) of \( p(\tau) \) and (especially) its time-averaged value over a cycle, \( \langle p(\tau) \rangle \). We obtain the latter as

\[
\langle p(\tau) \rangle = p(0) \left[ 1 - B \left( 1 - \frac{\Pi(-a; \alpha, k_1)}{\alpha} \right) \right]
\]

in terms of the incomplete elliptic integral of the third kind defined through

\[
\Pi(n; u, k) = \int_0^u \frac{1}{1 - n \text{sn}^2(w, k)} dw.
\]

The quantity \( \alpha \) is related to the period through \( \alpha = T \sqrt{e_1 - e_3 / 2} \), and the period \( T \) is given by

\[
T = \sqrt{2(12e_1^2 - g_2)}^{-1/4} \text{K}(k_2)
\]

in terms of the complete elliptical integral of the first kind, \( K \), with its argument \( k_2 \) given by

\[
k_2^2 = \frac{1}{2} \left( 1 - \frac{3e_1}{(12e_1^2 - g_2)^{1/2}} \right).
\]

In Eq. (18), \( e_1 \) is the largest real root of the three \( e_i \). The average value given by Eq. (16) is useful in delineating special values in parameter space. The analytic expression (17) for the period is used directly in the plots we show.

These novel analytical results of our study allow us to investigate, and display graphically for the observer, three plots as shown below that make explicit the predicted variation of measurable quantities.

A. Behavior of the Frequency of the Quantum Oscillations beyond the Critical Point

In the case of a resonant pair of states (i.e. when both states have the same energy), we understand easily that greater initial occupation of state 1 (relative to state 2) will initially make initially state 1 lower in energy than state 2 (assuming infinite relaxation to the lowered energy). For a sufficiently large nonlinearity, the two states will be unable to come into resonance dynamically as transfer proceeds. Consequently, a selftrapping transition
FIG. 2. Dependence of the frequency of quantum oscillations (essentially reciprocal of the period of $p(t)$) showing the disappearance of the selftrapping transition near the critical point as the static energy mismatch is made sufficiently negative. The in-phase (left panel) and out-of-phase (right panel) cases (see text) are qualitatively identical but differ slightly in shape and in location of the behavior change on the nonlinearity ($\chi/4V$) axis. The middle (solid) line in either case is at the critical point. The rightmost curves (space dotted) in either panel also show a selftrapping transition as do the middle lines. There is no transition in the leftmost curves (dotted). The location of the transition on the nonlinear axis is at higher (lower) value of the nonlinearity relative to the resonant dimer case (at $\chi/4V = 1$, not shown).

will occur. This scenario continues to hold for an asymmetric double well (state) condensate system for positive $\delta = \Delta/2V$: there is always the occurrence of self-trapping for all large enough $\chi$. The situation for negative $\delta$ is more subtle. It can be shown as a consequence of Eqs. [9] that selftrapping will occur at values of $\chi$ lower than that necessary for the symmetric double well (state) system, but that below a certain threshold, the possibility of a transition will disappear altogether. As one enters this region, one will not encounter singular behavior at a point in $\chi$-space in the average value of $p(t)$ over a cycle or of its frequency. Instead, the change will smooth out and eventually, for sufficiently negative mismatch, all signs of the transition will disappear.

We have found in our study of the past literature that this remarkable evolution, marked
by what may be called a ‘critical point’ was first discovered by Tsironis \[26\] \[29\], and can be obtained exactly from Eqs. (9), specifically from the solution (15) that we have presented. This is shown in Fig. 2. The initial probability difference we consider here is \( p(0) = 0.6 \).

The selftrapping transition is clear in Fig. 2 in both the left panel (in-phase) and the right panel (out-of-phase) and is depicted by the right two curves in each panel. The left-most curve in each panel, however, shows that there is no selftrapping occurring: the curves have no singular behavior even though they change direction (slope changes sign) at the expected location of the change. Going from left to right in the left panel, the three curves are calculated for the energy mismatch ratio \( \delta = -1.3274, -1.3287, -1.3301 \) while in the right panel it is for \( \delta = -0.0133, -0.0103, -0.0073 \) in order. The middle curve in each case represents the Tsironis critical point.

The frequency here is the reciprocal of the quantity defined in Eq. (17) and its analytical evaluation and plotting is facilitated by the new Jacobian elliptic function solutions we have provided here. We hope that this variation of the frequency with nonlinearity that the model predicts can be measured experimentally via a direct experimental probe, properly designed.

We now come to our prediction for how the critical point, and indeed the entire transition line, moves in parameter space as we change the initial distribution \( p(0) \) between the two sites.

**B. Movement of the Critical Point and the Critical Line in Parameter Space**

The self-trapping transition is marked by the time-dependence of \( p \) changing from being oscillatory to a hyperbolic decay as the nonlinearity ratio is increased to the critical value and then changing back to oscillatory as the nonlinearity goes beyond that value. Our analytic expression (17) for the period of \( p \) makes it easy to determine this passage. Figure 3 shows this happening. The dotted line represents an initially localized condition \( p(0) = 1 \). It has little relevance to BEC observations because arranging for localized initial conditions is practically impossible. To be able to analyze a feasible situation, we have taken \( p(0) = 0.6 \) throughout this paper wherever an initial condition has been used. For the sake of simplicity and analytic convenience, we take real conditions which means that \( q(0) = 0 \). There are then two possibilities identified as \( r(0) = \pm \sqrt{1 - p(0)^2} \) since conservation of probability demands
FIG. 3. Movement of the critical point and the entire critical line (depicting selftrapping transitions) which ends in the critical point as the initial occupation is changed. The middle (dotted) line in the Figure (ending in an open circle) is what we call the Tsironis line: each point on it marks a self-trapping transition as one moves over the plane made by the dynamic mismatch parameter $\chi/4V$ and the static counterpart $\Delta/2V$. We show how the critical point and the entire critical line move with initial occupation. This is particularly relevant to Bose-Einstein condensate experiments because an initially localized condition is not attainable experimentally. See text.

that the sum of the squares of the three components of the Bloch vector add up to 1. We have already referred to these two cases as, respectively, the in-phase and out-of-phase cases.

In Fig. 3, the selftransition line for $p(0)$ is shown dotted. It obeys

$$8\delta k_0^3 - (12\delta^2 - 1)k_0^2 + 2\delta(3\delta^2 - 5)k_0 - (\delta^2 + 1)^2 = 0$$

(19)

but, as explained above, its assumption of initial condition is not appropriate in the BEC context. The results of our recent calculations for $p(0) = 0.6$ are shown as a solid line for out-of phase and as a dashed line for in-phase initial conditions. These, by contrast, are accessible experimentally in BEC systems. From our general theoretical expressions such
as Eq. (15), we are able to derive their equations explicitly. With the understanding that the upper sign in the ± or ± option stands for the in-phase and the lower sign for the out-of-phase case, they are given by

\[ 576k_0^4 + 40(3\delta \mp 46)k_0^3 - 25(92\delta^2 \pm 264\delta + 183)k_0^2 \]
\[ + 250[9\delta^3 - 15\delta \pm 4(5\delta^2 - 3)]k_0 - 625(\delta^2 + 1)^2 = 0 \]  

(20)

The movement of the critical line and the critical points (shown by circles at the end of the lines) as we change the quantum phase in the initial condition, should be clear from Fig. 3. It might be interesting to look for the characteristic time dependence of the critical line (hyperbolic secant except at the critical point where it reduces to power law form) when the system is on these lines. We are able to calculate the corresponding evolution and thus locate the transition for any given initial condition.

C. Time-dependence of the Condensate Population Difference \( p(\tau) \)

The solution Eq. (15), that we have obtained in the Jacobian elliptic form, makes it easy for us to examine features of the time dependence of \( p \). Figure 4 displays them in special situations that show their marked difference from counterparts in the degenerate nonlinear dimer. In the upper panel we show a case of in-phase real initial conditions which means, as we have already explained, \( q(0) = 0, r(0) = +\sqrt{1 - p(0)^2} \) while in the lower panel we have out-of-phase real initial conditions which means \( q(0) = 0, r(0) = -\sqrt{1 - p(0)^2} \). In both panels we have taken \( p(0) = 0.6 \). We have taken care to avoid the more easily studied localized initial conditions (\( p(0) = 1 \)) because it is practically impossible to realize them in a Bose-Einstein condensate experiment.

The solid lines throughout the four cases shown display the hyperbolic secant transition evolution of \( p(\tau) \) at the point where self-trapping occurs. The dotted lines in each case show oscillations corresponding to nonlinearity that exceeds the transition value slightly while the dash-dotted lines show oscillations where the nonlinearity is slightly exceeded by its transition value. While the top left panel (displayed for comparison because of its similarity to the situation in the degenerate double-well) shows unremarkable behavior, the variation in the other three panels is quite worthy of note because of strong changes (e.g., spikes in the curves) that would be interesting to observe in an experiment.
FIG. 4. Dependence of $p$ on the dimensionless time $\tau = 2Vt$ from solutions of Eq. (9) in situations where they have a markedly different appearance from those seen in ordinary situations for a degenerate nonlinear dimer. The dimensionless parameter values of $\Delta/2V$ and $\chi/4V$ for each panel, moving clockwise from the top left, and in sequential order by line type (dotted, solid, dash-dotted), are in the format $[\Delta/2V; \chi/4V]$ as follows: $[1;(6.6666,6.552,6.526)], [-1.329;(1.654,1.641,1.633)], [27/64;(0.9863,125/128,0.9688)],$ and $[1/10;(0.6877,0.6809,0.6741)]$.

The top two panels, which happen to have been based on calculations with in-phase initial conditions, should be viewed together to appreciate the distinct differences that non-degeneracy can introduce into the evolution of $p$. In the left panel it is quite similar to the degenerate case. To emphasize this similarity we have included in the figure the hyperbolic secant transition curve (dashed line) that represents self-trapping in the degenerate system.
The other three curves do not differ markedly from degenerate counterparts: the system oscillates equally on the two sides (dash-dotted line) if the nonlinearity is below the critical value and only one side if above it (dotted line).

By contrast, the evolution is quite different in appearance in the right panel. We are here at the critical point in the nondegenerate case. In the vertical direction the evolution is sharply different in that there are narrow spikes at the top and different shapes at the bottom. Such differences should be discernible experimentally by traveling the parameter space.

The lower two panels in Fig. 4 show another kind of striking behavior. They have been computed for out-of-phase initial conditions. These alone can produce an amplitude transition in addition to the usual self-trapping transition. The possibility of an amplitude transition was shown long ago for polaronic nonlinear dimers \[^{30}\] and more recently in Bose-Einstein condensate systems \[^{4}\] as representative of the initial state coinciding with the stationary state of the system. This is possible only for out-of-phase initial conditions. While the two transitions generally occur at different values of the nonlinearity parameter, it is possible in the nonresonant system to make the values identical by controlling $\Delta$, the static mismatch in energy. Such a situation, in which the critical values of $\chi$ for the two transitions is identical, is particularly interesting and is depicted in the right lower panel. Notice that the initial occupation of $p_0 = 0.6$ is seen to continue without any change throughout the evolution because we have hit upon a stationary state.

For the situation in which the two transitions coincide, our theory has a clear prediction for the relationship between the initial value $p(0)$ and the system parameters $\delta = \Delta/2V$ and $k_0 = \chi/4V$ that describe, respectively, the static and the dynamic energy mismatch:

$$[\delta, k_0] = \left[\frac{p(0)^3}{(1 - p(0)^2)^{3/2}}, \frac{1}{2(1 - p(0)^2)^{3/2}}\right].$$

(21)

It should be definitely interesting to test this experimentally.

The left lower panel shows the corresponding situation but for a nonlinearity value less than that required for the coincidence of the stationary state and the initial state. Here we see the selftrapping transition (solid line) sandwiched by the oscillations on both sides for higher and lower $\chi$ values. Notice that both panels exhibit noteworthy differences relative to the degenerate dimer predictions in the shapes of the oscillations. The uppermost (dotted line) curve in the right panel exhibits the ‘repulsion effect’ \[^{30}\]. This means that the initially
more populated trap tends to get more (rather than less) populated relative to the less populated one. The origin of this behavior can be understood directly from an explanation given in [30] in terms of what happens in a linear nonresonant system and in [31] graphically in terms of motion in a potential.

IV. REMARKS

There are a number of interesting theoretical results that we have obtained in addition. An example is of the value (its dependence on the initial conditions) of $p_s$ at which the probability difference saturates at long times at the selftrapping transition and the striking

FIG. 5. The saturation value of the probability difference at the selftrapping transition, $p_s$, shown as tending, with infinite slope, to a calculable value, here $-0.5$, at the critical point as the static energy mismatch, $\Delta/2V$, is varied. The plot is shown for illustrative purposes. See text.
manner it tends to that value (its dependence on the static energy mismatch with infinite slope) at the critical point. Details can be provided in the future if experiments are successfully designed to probe these predictions. For now, as no more than a description of predictions that are available we show in Fig. 5 the remarkable prediction for the variation and limit of $p_s$ although we make it here for a localized initial condition.

In summary, we have investigated the tunneling dynamics governing two weakly linked energetically different Bose-Einstein condensates forming a non-degenerate boson Josephson junction. Based on analytical results and explicit plots, we have described novel observable effects. These take the appearance of statics (through the stationary states of the system) as well as dynamics through the dependence of the frequency of quantum oscillations on nonlinearity, the movement of critical points and a critical line of transitions in parameter space, and the time dependence, in some cases peculiar, of the population difference between the two wells (states) of the condensates. These effects show experimentally verifiable predictions of the underlying theoretical concepts.
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