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ABSTRACT
In recent years, the digitalization of the built environment has progressed rapidly due to the development of modern design and construction technologies. However, the need for extensive professional knowledge in this field has not been met by practitioners and scholars. To address this problem, a study was conducted to build a knowledge graph in the built environment domain, which stores entities and their connections in a graph data model. To achieve it, this research collected more than 80,000 paper abstracts from the built environment domain. To ensure the accuracy of entities and relationships in the knowledge graph, two well-annotated datasets were created with 29 types of relationships, each containing 2000 and 1450 instances, respectively, for Named Entity Recognition (NER) and relationship extraction (RE) tasks. Two BERT-based models were trained on these datasets and achieved over 85% accuracy in both tasks. Using these models, over 200,000 high-quality relationships and entities were extracted from abstract data. This comprehensive knowledge graph will help practitioners and scholars better understand the built environment domain.

Introduction
Data plays a vital role in driving economic growth and social progress. Studies demonstrate numerous applications of artificial intelligence (AI) in analyzing data in the built environment. For instance, Wei et al. (2018) used machine learning models to predict city-level electricity consumption, improving demand-side management. Yu et al. (2010) proposed decision tree models for forecasting building energy demand. Newton (2018) utilized optimization algorithms to classify 3D building features, while Ghadai et al. (2018) developed a deep-learning framework for anticipating challenges in borehole fabrication. The trend is towards using advanced AI tools for analysis and forecasting in this field.

However, improving data analysis and forecasting tools alone is insufficient to support decision-making for future built environment projects. Data collection and knowledge management are essential due to the interdisciplinary nature of such projects. Effective knowledge management assists project managers in making informed decisions and can be reused in other construction projects. For example, past project knowledge aids in future risk assessment (Nieto-Morote & Ruz-Vila, 2011; Tah, 2001) and analyzing cooperation networks (Sun et al., 2019). As project knowledge expands, effective management becomes crucial. Udeaja et al. (2008) developed a prototype to capture and reuse project knowledge, while Ozorhon et al. (2014) proposed a web-based tool for creating organizational memory.

In addition to knowledge management, data collection is crucial for successful project management. However, processing the massive, multi-sourced, and heterogeneous data becomes challenging as its volume increases. In the built environment field, most raw data is unstructured and not directly usable. Extracting valuable information from this data using traditional methods like rule-based systems and expert intervention is time-consuming and cannot meet business needs.

In view of the exponential data growth, knowledge mapping tools have been developed to aid knowledge management and decision-making throughout project management to boost efficiency and effectiveness in communications. Developing big data and knowledge management tools will be beneficial to facilitate scholars, practitioners, and decision-makers to quickly acquire knowledge from existing projects and make...
reasonable decisions in the field of the built environment.

One way to manage knowledge intuitively is through Knowledge Graphs (KGs). KGs organize and present structured knowledge by linking entities and defining relationships, facilitating understanding and management. In the built environment field, there is specialized terminology. Manual extraction of these terms and relations is accurate but time-consuming. To address scalability, an automated KG construction approach is preferred. This ensures accurate entity recognition and relation classification while benefiting from expert annotations. Initially proposed by Google in 2012 to enhance its search engine, KGs have been widely adopted for efficient knowledge management in various information systems. KGs can be categorized as general or domain-specific, with significant advancements in recent years.

A general KG typically contains knowledge from various sectors and scenarios, much of which is common knowledge. Thus, a general KG is suitable for recommendation systems and question-answering (QA) systems targeting general users. Existing general KGs like Freebase (Bollacker et al., 2008), DBpedia (Auer et al., 2007), YAGO (Suchanek et al., 2007), ConceptNet (Liu & Singh, 2004), and Microsoft Concept Graph (Ji et al., 2019) have demonstrated strong potential in enhancing knowledge acquisition efficiency across numerous applications.

A domain-specific knowledge graph (KG) differs from a general KG as it offers specialized knowledge tailored to specific industries, targeting experts rather than the general public. Its purpose is to support complex analysis applications and decision-making processes, requiring precise and professional knowledge. Domain-specific KGs have been developed in various fields, including medical (Ernst et al., 2014; Goodwin et al., 2013; Rotmensch et al., 2017; Shi et al., 2017), cyber security (Jia et al., 2018), financial (Elnagdy et al., 2016; Liu et al., 2019), common sense (Zhang et al., 2020), and news (Ciampaglia et al., 2015; Rospocher et al., 2016; Rudnik et al., 2019), providing specialized knowledge to users.

KGs have practical applications in various domains. For instance, cybersecurity experts use KGs for defence (Piplai et al., 2020), while a geographic knowledge representation model extracts information on features (Wang et al., 2019). KGs support knowledge mapping in higher education (Yu et al., 2021) and aid in investigating machinery failures and suggesting repairs in industrial maintenance (Qin & Jin, 2020). In the oil and gas industry, KGs integrate domain-specific knowledge to enhance exploration and development management (Zhou et al., 2020). Public service benefits from KGs, such as transforming legal information systems into legal KGs (Filtz et al., 2021). Moreover, KGs offer enhanced interoperability in the built environment, supporting decision-making throughout the building life cycle (Pauwels, 2014). An information management framework similar to a KG effectively manages construction project information (Olawumi & Chan, 2019), helping achieve management goals, including improving information sharing, enhancing decision support, optimizing resource management, promoting innovation, and fostering standardization in the construction industry.

In this paper, various methods have been employed to construct a KG in the domain of the built environment. The objective is to create a highly accurate KG that facilitates knowledge acquisition for scholars, practitioners, and decision-makers. The major achievements include leveraging large-scale text data to build a domain-specific KG, which reduces labour costs and time involved in the creation process, while also yielding promising results. Compared to traditional data management approaches in the built environment field, the KG approach offers greater intuitiveness and scalability for knowledge acquisition and management. The source code is found at: https://github.com/HKUST-KnowComp/BEKG.

Related works

The KG construction process could generally be divided into two core steps, data collection and information extraction. The data collection step helped filter out undesirable data and retain valuable data, while the information extraction step revealed meaningful data and transformed it into a structured data format.

Dataset collection

The dataset collection stage poses challenges in defining unknown relation types. Unsupervised machine learning algorithms, like clustering, can detect patterns and reveal relations in a large-scale corpus. Hasegawa et al. (2004) proposed an unsupervised machine-learning approach for relation extraction based on identical semantic entities. Rozenfeld and Feldman (2006) improved upon this by clustering entity pairs in the same corpus and eliminating candidate pairs with multiple relations. Plank and Moschitti (2013) achieved domain adaptation by using artificially constructed features like word clustering and dependency trees.

Information extraction

Various machine learning methods, including Integer Linear Programming (ILP) and semi-supervised
learning, can be used for information extraction. Roth and Yih (2004; 2007) proposed an ILP approach for solving information extraction tasks. Semi-supervised learning can train on a small set of seed-labelled training samples to predict a large number of unlabelled samples, reducing the manual labelling efforts required to obtain a classification model. The Dual Iterative Pattern Relation Extraction (DIPRE) system (Brin, 1999) was an early proposed semi-supervised entity relation extraction method based on bootstrapping with a few labelled samples. Yang et al. (2021) applied DIPRE’s techniques for acquiring new information.

Meanwhile, Mintz et al. (2009) proposed leveraging distant supervision signals from a remote knowledge base for entity relation extraction tasks. By aligning the data with the information in the remote knowledge base, labelled samples are obtained for the massive data in the open domain. Etzioni et al. (2008) proposed open information extraction and the first domain-independent Open Information Extraction (OIE) system, TextRunner, which could be extended to a large-scale Web corpus. Fader et al. (2011) defined lexical and grammatical constraints on binary relation verbs, improving the problem of incoherence and insufficient information in the OIE system.

In recent years, deep learning has gained popularity in improving information extraction. Socher et al. (2012) and Zeng et al. (2014) proposed Recursive Neural Network (RNN) and Convolutional Neural Network (CNN) methods, respectively. Zeng et al. (2015) used multi-instance learning to address noise in distant supervision, while Jiang et al. (2016) proposed a multi-instance, multi-label CNN model for solving relation overlapping. Miwa and Bansal (2016) and Kattiyar and Cardie (2017) represented entities and relations using neural networks, with the latter incorporating attention mechanisms. Although deep learning shows promise, it requires large amounts of labelled data. Few-shot learning techniques were proposed by Gao et al. and Han et al. (2018), and Kolluru et al. (2020) developed a neural OpenIE system with iterative labelling. Huguet Cabot and Navigli (2021) introduced REBEL, a seq2seq model for end-to-end relation classification.

**Knowledge graph used in the built environment**

KGs are suitable for domain knowledge management and visualization as they can effectively organize entities and relations. Pauwels and Costin (2022) analyzed the application of KG representation in the built environment, including product data, sensor data, and 3D geometric data. They found that KGs are beneficial for managing and visualizing product data. Additionally, sensor data, when contextualized with the built asset, can also be effectively represented in KGs. However, representing Constructive Solid Geometry (CSG) in KGs for 3D geometric data may not be meaningful, but a condensed mesh representation can serve as a suitable alternative.

In the field of the built environment, various ontologies have been developed to cater to different data categories. For the Architecture, Engineering, and Construction (AEC) domain, the IFC (Industry Foundation Class) Ontology (Pauwels et al., 2017) and the Building Topology Ontology (Rasmussen et al., 2021) have been established. In the smart building domain, ontologies such as Brick, Haystack Tagging Ontology (Charpenay et al., 2015), SAREF4Building Ontology (Poveda-Villallon & Garcia-Castro, 2020), and Real Estate Core Ontology have been created. However, there is still a lack of a comprehensive concept ontology and knowledge graph in the built environment, which hinders systematic knowledge management for scholars, practitioners, and decision-makers. This gap may become a new research interest.

**Research methodology**

KG is a graph-based knowledge base that represents entities and their relations. It uses an ‘entity-relation-entity’ triple format as the primary unit, forming a graph that describes complex concepts in the real world. In Figure 1, a typical subgraph illustrates this idea. Nodes represent entities, representing concepts and real-world objects, while edges represent relations between entities. Arrows indicate the direction of the relations. For example, the concept of ‘thermal comfort’ is influenced by ‘acoustic conditions’ and can be analyzed through ‘physical measurements’. This knowledge is represented by triples like ‘acoustic conditions, affect, thermal comfort’ and ‘physical measurements, analyze, thermal comfort’.

The research methodology flow chart is shown in Figure 2. The first step was data acquisition and processing, involving 85,000 abstracts from 54 journals in the built environment field. A subset of 10,000 abstracts was sampled and pre-processed for relation analysis, determining the schema for the Built Environment Knowledge Graph (BEKG) and enhancing its accuracy and comprehensiveness. Next, 50 instances of each relation in the schema were annotated, and a dataset was created for NER and Relation Classification model training. The trained model was then applied to the unlabelled data to extract information from the remaining journal abstracts. Finally, the extracted entities and relations were used to develop the BEKG.
Data acquisition and processing

Journal abstracts in the built environment field were the base of the BEKG construction presented in this paper. These raw data however required data preprocessing before putting data into knowledge graph construction, the overall steps include data collection, cleaning, and pre-extraction.

Data collection and cleaning

Abstracts in the built environment field provide valuable insights into research work in this domain. They serve as concise summaries of research elements, including problems, methodologies, and results. Abstract data is easily accessible due to the availability of electronic publications, making it a suitable choice for developing the BEKG. The abstracts of journal papers in the built environment field were collected from the Microsoft Academic Graph (MAG) database (Wang et al., 2020), which contains 166,192,182 papers with various properties, including abstracts, authors, titles, and journals.

Around 85,000 abstracts were obtained from 54 highly regarded journals in the built environment field using the Microsoft Academic Graph’s Azure API. The selection of these journals was based on the ERA 2018 Journal list, which ranks journals according to their quality and relevance in their respective fields. By using this list, the abstracts collected through the Azure API can be trusted as they come from reputable sources. The selected journals all belong to the Field of Research (FoR) categories of 1202 (Building) or 1205 (Urban and Regional Planning). This ensures the reliability of the data and enables researchers to derive meaningful insights and conclusions from the analysis.

Figure 1. An example of a typical KG subgraph.

Figure 2. Research methodology flowchart.
Table 1 displays the Top-5 journals, their quantities, and the corresponding Field of Research (FoR). The abstract data spans approximately 40 years, starting from the earliest publication. Alongside the aforementioned data, the titles and authors were extracted from the MAG. The abstract data obtained from MAG were compressed, necessitating a decompression process to access the original abstracts. Data cleaning techniques were applied to eliminate escape characters and redundant punctuation marks or symbols, ensuring the integrity of the abstract data.

### Knowledge Pre-extraction

After obtaining the clean abstract data, pre-extraction was conducted to bridge the gap with the dataset for model training. This involved creating a candidate set of pre-extraction triples to enhance human annotation efficiency and serve as a corpus for constructing the KG schema. To minimize manual annotation and labeling, various information extraction tools were tested during the pre-extraction process. Among them, Ollie (Schmitz et al., 2012) demonstrated effective and efficient performance in automatically identifying and extracting entities and relations from English sentences. After multiple experiments, Ollie showed the best results. Therefore, the Ollie tool was chosen for entity and relation extraction.

In the first step, 10,000 cleaned abstracts were randomly sampled from the entire dataset mentioned in the previous section to ensure the generalization of the Knowledge Graph (KG) schema. Each sentence from the abstracts was processed using Ollie to extract numerous triples by identifying relations mediated by nouns, adjectives, and more based on learned pattern templates. Subsequently, a context-analysis module was employed to incorporate contextual information into these triples. Finally, a confidence score was assigned to each triple using a confidence function.

In Figure 3, the blue and red entities represent the head and tail entities respectively. The yellow box represents the predicted relation, and the black box indicates the confidence score of the extraction result. To ensure triple quality, the sentence output with the highest confidence was selected. Ultimately, 60,318 pre-extracted triples (head, predicate, and tail) were obtained from the 10,000 abstracts, which were then used for further processing to establish the Built Environment Knowledge Graph (BEKG) schema.

### Knowledge graph schema

During pre-extraction, numerous triples were extracted from input sentences. However, these extracted entities and relations were excessively redundant for direct utilization in model training and implementation. To address this issue, the KG schema played a crucial role. Each KG possesses its own schema, which defines the data and relation types within it. Generally, a KG schema, functioning as an ontology layer, encompasses four key definitions: (1) Universal recognition of knowledge within the schema; (2) Conceptual description of entities with precise specifications; and (3) Formalizability of knowledge within the schema.

The BEKG schema aimed to achieve the following goals. The defined relations should be relevant and comprehensive in the built environment domain, covering a wide range of knowledge. Additionally, the schema should reduce redundancy by grouping similar semantic relations extracted by Ollie into the same type. Lastly, ensuring the precision of the schema was crucial for optimal model performance and final extraction.

The initial approach involved the manual construction of the schema based on statistical analysis. The aim was to select the top 30 frequently occurring relation types from the Ollie pre-extraction results. However, these relations proved insufficient in terms of comprehensiveness and precision to meet the stated objectives. To address this, clustering was employed as an unsupervised learning technique. By measuring similarity and grouping similar samples together, clustering

---

**Table 1.** Top-5 Journals with the quantity of accessed abstract data.

| Journal name                      | No. of abstracts collected | Earliest year published in | Latest year published in |
|-----------------------------------|----------------------------|-----------------------------|---------------------------|
| Energy and Buildings              | 1202                       | 9759                        | 1977                      | 2021                      |
| Building and Environment          | 1202                       | 7612                        | 1976                      | 2021                      |
| Cement and Concrete Research      | 1202                       | 7553                        | 1966                      | 2021                      |
| Environment and Planning A        | 1205                       | 5336                        | 1969                      | 2020                      |
| Land Use Policy                   | 1202                       | 5042                        | 1984                      | 2021                      |

---

**Figure 3.** One Ollie pre-extraction result of a sentence.
effectively facilitated the aggregation of entities with shared attributes into meaningful categories. This approach enabled a deeper understanding of the dataset’s relationships, identification of data anomalies, and potential trends. In the context of relationship classification, clustering played a crucial role in revealing patterns within the dataset, enhancing the understanding of entity relationships, and uncovering valuable patterns and structures.

Therefore, the NLP tool (Reimers & Gurevych, 2019) and a clustering algorithm were utilized for the schema development process, as demonstrated in Figure 4. The text embeddings were calculated by the NLP tool, which transformed high-dimensional texts into low-dimensional vectors for clustering purposes. The entities from the Ollie triple results were then embedded, and the clustering algorithm grouped entities with similar semantics into clusters. Subsequently, the original Ollie triples were updated based on the clustering results. Finally, the updated Ollie triples were transformed into embeddings and clustered again to generate the knowledge graph schema.

The selected NLP tool for calculating text embeddings was the ‘BERT-STSb-large’ model, which achieved the best performance in Sentence-BERT (Reimers & Gurevych, 2019). This model adds a mean pooling operation to the BERT-large model output, resulting in a fixed-size sentence embedding. It was trained on the STS benchmark (Cer et al., 2017) with a max sequence length of 128, which is a popular dataset for evaluating supervised Semantic Textual Similarity (STS) systems. The model is user-friendly, allowing direct input of entities or triples to obtain a 768-dimensional embedding, significantly improving efficiency without compromising effectiveness. The choice of embedding dimension is crucial, as it determines the size of the text’s vector representation. A dimension of 768 strikes a balance between efficiency and effectiveness, capturing sufficient information while minimizing computational costs.

As for the clustering algorithm, the k-means (Lloyd, 1982) is adopted. The optimization criterion of the k-means algorithm is expressed as Equation (1):

$$J = \min \sum_{i=1}^{k} \sum_{x \in C_i} ||x - u_i||^2, \quad u_i = \frac{1}{|C_i|} \sum_{x \in C_i} x, \quad (1)$$

where $x$ denotes the embeddings of the entity or triple, $C = \{C_1, C_2, \ldots, C_k\}$ denotes the set of clusters. $u_i$ denotes the centroid of each cluster $C_i$. $J$ was optimized iteratively to reach a minimum until $u_i$ was fixed so that the similarity of samples in the same cluster becomes as high as possible. The flow chart of the clustering algorithm is shown in Figure 5.

The number of entity and triple clusters follows the approach of Wang et al. (2018), where the total number of clusters was divided by 5. For triples clustering, the entity closest to the centroid represented each cluster, and all entities in the corpus were updated accordingly. The final knowledge graph schema was obtained in a similar manner for obtaining relations.

Throughout the implementation, duplicates were removed from approximately 58,000 Ollie pre-extracted triples during implementation, resulting in 9800 unique entities. These entities were then clustered into 56 groups. The Ollie pre-extracted triples were updated based on the entity clustering, resulting in around

**Figure 4.** The process of building a KG schema.

**Figure 5.** The flow chart of the clustering algorithm.
3000 triples. The KG schema was constructed with 29 relation types obtained from the triples clustering. Table 2 displays some relation types in the schema along with their respective representative entities. The ‘Top-3 Similar Entities’ row lists the top three similar entities for each cluster representative. Each example in the ‘Triple’ line represents a triple in the triple cluster, updated according to the entity clustering.

**Human annotation**

The next step was annotating the data following the obtained KG schema to build a dataset. To obtain higher quality triples to create a dataset for model training, several annotators were organized to annotate the triples on the Brat platform (Stenetorp et al., 2012), a web-based annotation tool for employing each type of annotation on text easily and effectively. The Brat platform was used to structure the original unstructured text to obtain the annotation corpus required for the named entity recognition model and relation classification model training.

The human annotation workflow is shown in Figure 6. First, depending on the BEKG schema, Ollie triples from pre-extraction were classified to each relation. Then, several well-educated annotators were organized to filter the Ollie extraction results of high-quality belonging to each relation using the Brat platform. The Brat platform illustrated each Ollie triple by displaying the original sentence with two highlighted entities linked by a line with their relation above.

During the first filtering, annotators aimed at looking for the good Ollie results whose entities and results corresponded to the built environment without mistakes. However, the amount of these well-annotated Ollie results was small. For other Ollie extraction results, the annotator had to correct some entity annotation mistakes that appeared in them.

In general, annotators were asked to ensure the high-quality instance with precisely annotated entities and the correctness of relations labelled. As the whole process relied on subjective recognition, some criteria were provided for them during annotating.

Specifically, the clause and adverb in the annotated entities were removed to lower the redundancy of the annotation. In addition, the coordinate entities in one annotated entity were split, which would not confuse the NER model during training. A few examples of the high-quality Ollie extraction results obtained after the first filtering are shown in Figure 7.

After the first filtering, an annotator who was not involved in the first round of filtering would be asked to validate annotations and correct them if necessary to ensure mutual agreements among annotators. The annotation consumed considerable time and human resources. However, it was difficult to find annotators familiar with the BE domain. Therefore, considering the balance of efficiency and effectiveness, the number of well-annotated instances for each relation was set as 50.

Table 2. Examples of some types of relations and their instances, blue for the head entity and red for the tail entity.

| Relation type | Top-3 Similar Head Entities | Top-3 Similar Tail Entities |
|---------------|----------------------------|-----------------------------|
| Relation_1: Be Made | Entity_198: aluminum metal | Entity_134: market expansion process |
| | Entity_218: cement Entity_450: Portland limestone | Entity_138: clinker |
| | | Entity_264: Climate condition moisture source |
| | Triple: Cements < Entity_210 > made from < Relation_1 > clinker < Entity_308 >. | |
| Relation_2: Lead to | Entity_126: pore water pressure transducer | Entity_283: work experience performance. |
| | Entity_104: steam curing | Entity_9: lower porosity and fewer micropores. |
| | Entity_308: paper analysis cost | Entity_61: activity engagement. |
| | Triple: Steam curing < Entity_104 > led to < Relation_2 > lower porosity and fewer micropores < Entity_9 >. | |
| Relation_3: Related to | Entity_297: transformative adaptation | Entity_266: wall friction effect |
| | Entity_402: discomfort probability | Entity_311: manufacturing industry |
| | Entity_46: transitions theories | Entity_81: regional scholarship and practice |
| | Triple: transitions theories < Entity_46 > related to < Relation_2 > regional scholarship and practice < Entity_81 >. | |
| Relation_4: Improve | Entity_308: paper analysis cost | Entity_130: survey inquiry research |
| | Entity_230: study contribution | Entity_386: model predictive controller |
| | Entity_371: The addition of fly ash | Entity_146: the microstructure of MPC |
| | Triple: The addition of fly ash < Entity_371 > improves < Relation_4 > the microstructure of MPC < Entity_146 >. | |
| Relation_5: Include | Entity_254: accuracy measure exposure | Entity_166: heat strain prediction |
| | Entity_349: field data information | Entity_419: rate estimation method |
| | Entity_29: Modern concrete construction | Entity_173: the use of a variety of special concretes |
| | Triple: Modern concrete construction < Entity_29 > includes < Relation_5 > the use of a variety of special concretes < Entity_173 >. | |
Finally, 1450 high-quality instances in 29 relations were obtained for developing relation classification datasets. Regarding the dataset split method adopted by Han et al. (2018), 29 relations were shuffled first, then 18, 5, and 6 of them were allocated to relation classification training, validation, and testing set correspondingly.

As the performance of the NER model plays a crucial role in the final extraction results, 550 more annotated instances were added to the NER dataset. A total of 1,600 and 400 instances were randomly selected and allocated to the training and validation set respectively. There was no test set in the NER dataset as the model performance was evaluated by humans at the extraction phase, which could increase the amount of data in the training set. The statistics of these two datasets are shown in Table 3.

**Model training**

Training models using the annotated dataset were necessary to achieve better performance. According to the BEKG schema, two datasets containing more than 1400 instances were built. There was a pair of entities and their relation in each instance. Besides, a suitable named entity recognition model and relation classification model were in need to extract entities and relations in the data extraction stage.

**Named entity recognition**

Named entity recognition refers to the task of recognizing entities in an input sentence. The named entity recognition model could annotate each token in the sentence using one of the ‘BIO’ sets. ‘B’ means the beginning token of the entity. ‘I’ represents the token inside the entity, and ‘O’ means the last token in the entity or token that does not belong to any entity.

The named entity recognition was performed by BERT-CRF, a combination of BERT (Devlin et al., 2018), which is a large masked language pre-trained model for text representation, and CRF (Lafferty et al., 2001), an objective of structured output prediction. The BERT-CRF model combines the strengths of both BERT and CRF. BERT is used to encode the input text into a high-dimensional vector representation, which is then fed into a CRF layer for sequence labelling. The output of the CRF layer is a sequence of labels corresponding to the input tokens, which represent the named entities in the text. By using BERT-CRF for NER, state-of-the-art performance on the task of named entity recognition was achieved. The forward of BERT-CRF could be expressed as Equation (2):

$$\text{Pred} = C_{\text{decode}}(l(d(B(X))))$$

where $B$ denotes the BERT model, $d$ and $l$ denote the dropout and linear layer respectively. The linear layer outputs the emission score of each token in the input sequence for the ‘BIO’ label. $C_{\text{decode}}$ denotes the Viterbi algorithm for finding the best tag sequence given an emission score tensor.

The BERT-CRF was trained to maximize the log-probability of the correct tag sequence. Therefore, the loss function of the model was designed as Equation (3):

$$\ell = -C(\log(S(\text{emission})))$$

where $\text{emission}$ denotes the output of the linear layer, $S$ denotes the softmax layer, and $C$ denotes the CRF layer.

A demonstration of how the named entity recognition model worked is shown in Figure 8. BERT-CRF took the tokenized sentence as input and output each token’s ‘BIO’ annotation. A model was trained on the dataset since the pre-trained model’s performance was not satisfied. The dataset contained 2000 instances,
each consisting of a sentence and two annotated pairwise entities.

**Few-shot learning-based relation classification**

Compared to named entity recognition, relation extraction requires a model with better generalization. Few-shot learning addressed this challenge by enabling effective generalization with limited annotated samples. BERT-Pair (Gao et al., 2019) was a model designed for few-shot learning in relation extraction. It fine-tuned a pre-trained BERT model on limited annotated data, enhancing few-shot learning and enabling the model to learn new tasks effectively. This approach was valuable in domains with limited annotated data. Additionally, BERT-Pair reduced the time and effort required to build accurate relation extraction models, achieving comparable results with fewer annotations. In this paper, BERT-Pair was employed for relation extraction using few-shot learning. The process involved a support set and query sets, typically constructed using the ‘N-way K-shot Q-query’ setting. These parameters determined the selection of N classes and obtaining K instances for the support set (Equation 4).

\[
S = \left\{ \left( x_{1}^{1}, r_{1} \right), \left( x_{1}^{2}, r_{1} \right), \ldots, \left( x_{K}, r_{1} \right), \ldots, \left( x_{1}^{N}, r_{N} \right), \left( x_{2}^{N}, r_{N} \right), \ldots, \left( x_{K}^{N}, r_{N} \right) \right\}
\]

where \(r_{N}\) denotes the Nth class and \(x_{K}^{N}\) denotes the K-th instance of the N-th class in the support set. Then, Q instances were picked from each selected class’s training instances, excluding instances that have been selected for the support set to construct N query sets. It can be expressed as Equation (5).

\[
Q = \left\{ \left( y_{1}^{1}, r_{1} \right), \left( y_{1}^{2}, r_{1} \right), \ldots, \left( y_{Q}, r_{1} \right), \ldots, \left( y_{1}^{N}, r_{N} \right), \left( y_{2}^{N}, r_{N} \right), \ldots, \left( y_{Q}^{N}, r_{N} \right) \right\}
\]

where \(y\) denotes the instance different from instances in the support set. \(y_{Q}^{N}\) denotes the Q-th instance of the N-th class in the support set. To illustrate these two sets, a demonstration of constructing a ‘5 way 1 shot 1 query’ setting is shown in Figure 9.

To create the support set and query set, each query and support instance was tokenized and their respective
embeddings were calculated for each token. These tokenized query embeddings were then concatenated with the tokenized embeddings of each support instance, as illustrated in Figure 10. The BERT-Pair model, which is built upon the BERT sequence classification model, was employed to compute the relation similarity between the two instances in each concatenated embedding. The maximum length of the concatenated embedding was set to 128. The entire similarity calculation process for each query can be expressed as Equation (6).

\[ O_{pred} = \max_{r \in \{1, ..., K\}} \frac{1}{K} \sum_{j=1}^{K} (BP(y_r, x'_j)) \]  

where \( O_{pred} \) denotes the score of the predicted label and \( BP \) denotes the BERT-Pair model. For better understanding, Figure 10 demonstrates the calculation process of a 5-way 1-shot setting. Each row in Figure 10 table indicates the similarity score of a query instance with each class in the support set. The highest score for the first row was 8.6. Therefore, the first query is classified into the ‘lead_to’ class.

At the stage of model training, both the BERT-CRF and BERT-Pair models were trained on Titan Xp. During the BERT-CRF training, the batch size was set to 16. The learning rate started from 5e-8 and the Adam optimizer (Kingma & Ba, 2014) was adopted for model optimization.

The BERT-Pair training process utilized consistent N-way K-shot settings throughout both training and evaluation. Considering the limited number of relations in the dataset, the recommended 5-way 1-shot configuration from Han et al. (2018) was adopted. This configuration demonstrated optimal performance during the evaluation of the validation set, which contained only five relations. Consequently, the 5-way 1-shot learning strategy was employed for training the BERT-Pair model. An initial learning rate of 2e-5 was selected, and no warm-up strategy was applied during model training due to the utilization of pre-trained BERT models for both BERT-CRF and BERT-Pair. To address GPU memory limitations, a batch size of 2 was set.

**BEKG integration and visualization**

The methods above were proved suitable to accomplish the goal of developing a BEKG. With the trained model, it can be used to extract the entities and relations in the abstract data. The process of constructing the BEKG can be separated into four parts: entity extraction, relation extraction, post-processing, and visualization. Appendix A provides detailed information on the process and system visualization used to construct BEKG with the approach employed in this research.

**Result evaluation and analysis**

The quality of the extracted knowledge was sensitive to the accuracy of each model for extraction. Therefore, having a proper way to evaluate the performance at each stage is vital in the experiments. In the following sections, this paper will analyze the experiment results and elucidate how it improved the model performance.

**Accuracy of each stage**

During NER model training, a validation set consisting of 400 annotated instances was used to evaluate model performance. The results are presented in Table 2. In addition to BERT-CRF, other common NER methods were trained and evaluated to compare their performance with BERT-CRF on the dataset. Four metrics were employed to assess the validation set’s performance from various perspectives. BERT-Span’s accuracy metric was not applicable due to its output format not being suitable for the NER problem. The results indicate that the inclusion of a CRF layer as the final layer in
BERT yielded superior performance compared to other methods in almost all four metrics on the validation set. Among these metrics, Accuracy measures the ratio of correctly predicted tokens to all tokens, evaluating performance at the token level. Precision measures the ratio of correctly predicted entities to all predicted entities, providing an entity-level metric. Recall measures the ratio of correctly predicted entities to all labelled entities. F1-score calculates the harmonic mean of precision and recall, providing an overall evaluation metric.

The results in Table 4 did not reveal the model’s robustness as the constructed dataset is of a small size. To assess the model performance objectively, a k-fold cross-validation was performed to split the original dataset with 2000 instances into k folds of the same size to conduct evaluations.

For keeping the same size of the dataset as the original one, the 5-fold setting was chosen which split the dataset into training and validation in the ratio 4:1. Other settings during training and validation were also kept in accordance with previous ones.

The cross-validation results on the validation set are shown in Table 5. It is worth noting that the model performance on fold-2 was worse than on other folds. The standard deviation (STD) of four metrics on the 5-fold cross-validation also showed that the model robustness was affected by the limited size of the dataset slightly. Despite discrepancies between the averaged results and individual folds in Table 4, the performance was approximately within one standard deviation.

As for the relation classification, results were evaluated separately at the training and large-scale extraction stage in two ways. The validation and test set were used to assess the model performance throughout the model training to prevent overfitting. The evaluation results on each set are shown in Table 6.

The 5-fold cross-validation was also conducted on the relation classification task. The division among the training, validation, and test set in each fold reuses the previous fold’s allocation with a four-relations right rotation, ensuring each relation was deployed for validation or test set. The allocation of the original dataset was the initial setting for Fold-1.

The results of each fold’s validation and test set were obtained after 1000 iterations of few-shot relation classification. As shown in Table 7, the average accuracy on validation and test set were both close to the accuracy in Table 6.

The standard deviation of accuracy on the 5-fold validation set and test set cross-validation were higher than in the NER task. Some relations containing more types of relation words would be a challenge for the BERT-Pair model to classify which pulled down the accuracy of individual folds. At the same time, as adopting a different way to allocate dataset for each fold following the few-shot learning, a domain gap between the training and validation or test set also affected the accuracy.

In the final stage of data extraction, many instances were obtained. To reduce the manual validation workload, a sample of 100 instances per relation out of a total of 29 relations was selected for validation. Each instance was independently validated by two examiners who determined whether the relation between the two entities in the instance was 'True' or 'False'. The validation result was considered valid when both examiners reached a consensus. In cases where consensus was not achieved, a third annotator made the final judgment to ensure accuracy and objectivity. The results of this phase are summarized in Table 8, indicating an overall acceptable quality of the knowledge in BEKG, with an accuracy exceeding 80%.

To analyze the model’s generalization across different relations, human evaluations were conducted using the accuracy metric. Based on the statistics presented in Table 9, BERT-Pair demonstrated good performance on most relations but encountered challenges with

### Table 4. Comparison of the accuracy of different NER methods on the validation set.

| Methods       | Accuracy | Precision | Recall | F1-Score |
|---------------|----------|-----------|--------|----------|
| BERT-CRF      | 92.31%   | 71.48%    | 77.24% | 74.25%   |
| BERT-Softmax  | 87.49%   | 69.15%    | 64.36% | 66.67%   |
| BERT-Span     |          | 72.53%    | 62.85% | 67.34%   |
| ALBERT-Softmax| 88.23%   | 71.22%    | 67.63% | 69.38%   |
| BERT-BiLSTM-CRF| 91.82%  | 68.37%    | 73.53% | 70.86%   |
| SpanBERT-CRF  | 90.79%   | 66.31%    | 71.48% | 68.80%   |

### Table 5. NER tagging results of BERT-CRF on the validation set using 5-fold cross-validation.

|          | Fold-1 | Fold-2 | Fold-3 | Fold-4 | Fold-5 | Average | STD  |
|----------|--------|--------|--------|--------|--------|---------|------|
| Acc      | 91.62% | 91.26% | 91.82% | 92.14% | 92.24% | 91.82%  | 0.40%|
| Precision| 69.03% | 64.55% | 68.97% | 69.33% | 70.78% | 68.53%  | 2.34%|
| Recall   | 75.70% | 71.12% | 76.37% | 76.40% | 77.55% | 75.43%  | 2.50%|
| F1-Score | 72.21% | 67.68% | 72.48% | 72.69% | 74.01% | 71.81%  | 2.41%|

### Table 6. Accuracy of relation classification at the training phase.

|          | Validation Set | Test Set |
|----------|----------------|----------|
| Avg Acc  | 85.51%         | 86.3%    |

The cross-validation results on the validation set are shown in Table 5. It is worth noting that the model performance on fold-2 was worse than on other folds. The standard deviation (STD) of four metrics on the 5-fold cross-validation also showed that the model robustness was affected by the limited size of the dataset slightly. Despite discrepancies between the averaged results and individual folds in Table 4, the performance was approximately within one standard deviation.

As for the relation classification, results were evaluated separately at the training and large-scale extraction stage in two ways. The validation and test set were used to assess the model performance throughout the model training to prevent overfitting. The evaluation results on each set are shown in Table 6.

The 5-fold cross-validation was also conducted on the relation classification task. The division among the training, validation, and test set in each fold reuses the previous fold’s allocation with a four-relations right rotation, ensuring each relation was deployed for validation or test set. The allocation of the original dataset was the initial setting for Fold-1.

The results of each fold’s validation and test set were obtained after 1000 iterations of few-shot relation classification. As shown in Table 7, the average accuracy on validation and test set were both close to the accuracy in Table 6.

The standard deviation of accuracy on the 5-fold validation set and test set cross-validation were higher than in the NER task. Some relations containing more types of relation words would be a challenge for the BERT-Pair model to classify which pulled down the accuracy of individual folds. At the same time, as adopting a different way to allocate dataset for each fold following the few-shot learning, a domain gap between the training and validation or test set also affected the accuracy.

In the final stage of data extraction, many instances were obtained. To reduce the manual validation workload, a sample of 100 instances per relation out of a total of 29 relations was selected for validation. Each instance was independently validated by two examiners who determined whether the relation between the two entities in the instance was 'True' or 'False'. The validation result was considered valid when both examiners reached a consensus. In cases where consensus was not achieved, a third annotator made the final judgment to ensure accuracy and objectivity. The results of this phase are summarized in Table 8, indicating an overall acceptable quality of the knowledge in BEKG, with an accuracy exceeding 80%.

To analyze the model’s generalization across different relations, human evaluations were conducted using the accuracy metric. Based on the statistics presented in Table 9, BERT-Pair demonstrated good performance on most relations but encountered challenges with
part_of' and 'identify'. The 'part_of' relation encompasses various relation words with similar meanings, such as 'composed of', 'formed of', 'served as', and others. On the other hand, 'identify' is a polysemous relation, leading to ambiguities in different contexts and posing difficulty for the relation classification model. Despite these challenges, BERT-Pair benefited from its large-scale pre-trained corpus settings and was able to correctly interpret the meaning, covering most relations in the dataset. However, it showed a slight decrease in performance when dealing with relations that exhibit significant diversity.

### Overall Statistics of the BEKG

From a total number of 84,588 abstracts, 400,200 sentences were obtained, resulting in 771,648 entities identified using the trained BERT-CRF model. These entities were combined to form 458,726 pairwise entities, each paired with its corresponding sentence. Each of these instances was then processed by the BERT-Pair model, utilizing the annotated dataset as a supporting set to extract the final relation. The statistics are found in Table 10. Each triple was attached with a score indicating the possibility of the output. The number of triples harvested over different thresholds was presented as a line graph in Figure 11.

### Table 7. Relation classification results on both validation set and test set using 5-fold cross-validation.

|       | Fold-1   | Fold-2   | Fold-3   | Fold-4   | Fold-5   | Average | STD  |
|-------|----------|----------|----------|----------|----------|---------|------|
| Val   | 85.03%   | 76.24%   | 95.32%   | 92.16%   | 87.68%   | 87.29%  | 7.34%|
| Test  | 89.98%   | 90.70%   | 89.56%   | 81.42%   | 70.46%   | 84.42%  | 8.67%|

### Table 8. Accuracy of relation extraction at the data integration phase.

|                           | True | False | Total | Accuracy   |
|---------------------------|------|-------|-------|------------|
| Mutually agreed           | 1965 | 236   | 2201  | 89.28%     |
| Disagreed and annotated with a third annotator | 456  | 243   | 699   | 65.24%     |
| Total                     | 2421 | 479   | 2900  | 83.48%     |

### Table 9. Accuracy of relation extraction at the data integration phase.

| Relation Type | Accuracy | Relation Type | Accuracy |
|---------------|----------|---------------|----------|
| represent     | 84.00%   | calculate     | 71.00%   |
| discuss       | 73.00%   | find          | 80.00%   |
| draw_on       | 91.00%   | improve       | 91.00%   |
| part_of       | 66.00%   | identify      | 68.00%   |
| require       | 83.00%   | be            | 90.00%   |
| include       | 92.00%   | explore       | 88.00%   |
| report        | 89.00%   | lead_to       | 86.00%   |
| used_as       | 73.00%   | reveal        | 87.00%   |
| affect        | 84.00%   | related_to    | 87.00%   |
| consider      | 70.00%   | produce       | 92.00%   |
| examine       | 84.00%   | offer         | 88.00%   |
| analyse       | 74.00%   | develop       | 86.00%   |
| collect       | 86.00%   | concern       | 87.00%   |
| be_made       | 86.00%   | focus_on      | 86.00%   |
| describe      | 92.00%   |               |          |

### Table 10. Results statistics at data integration phase.

| Final Data Extraction | Abstract | Sentences | Entities | High-quality Triples |
|-----------------------|----------|-----------|----------|----------------------|
| Total                 | 84,588   | 400,200   | 425,650  | 223,443              |

---

**Figure 11.** Distribution of triples by relation classification score.
A graph with 223,443 high-quality triples filtered with an empirical threshold was obtained. The threshold was determined to balance the quantity and quality of the triples extracted. With this threshold, triples with obviously incorrect relations were filtered, which could ensure the preciseness of the BEKG to retain high-quality triples. A breakdown in the number of triples and entities belonging to each relation with the selected threshold was reported in Table 11.

### Conclusion

This paper presents a framework for constructing a KG in the built environment domain, called the BEKG. The construction of the BEKG is accomplished through the extraction of information from scientific paper abstracts. By utilizing this approach, this work bridges the gap between the need for a high-quality and comprehensive KG in the field and the absence of an existing scalable KG.

BEKG has made significant improvements to existing knowledge graphs in terms of accuracy, coverage, and usability. In terms of accuracy, BEKG addresses the complexity and variability of the built environment domain by incorporating diverse and comprehensive data. It provides accurate and reliable information while maintaining data currency. In terms of coverage, BEKG connects information from various domains in the built environment, including building materials, construction techniques, energy-efficient technologies, and sustainable practices, offering a comprehensive perspective. BEKG’s expanded coverage extends the boundaries of knowledge and provides a comprehensive reference tool. In terms of usability, BEKG prioritizes user experience and feedback, continuously improving interface design and functionality. It offers an intuitive and user-friendly interface to meet user needs. By revealing the connections between building materials and energy efficiency, as well as the relationship between the built environment and sustainable development goals, BEKG provides valuable insights to benefit stakeholders. These insights can influence decision-makers in areas such as architectural design, material selection, and policymaking, promoting the development of the built environment towards greater sustainability and user-friendliness.

The significance of the methods used to construct BEKG can be reflected in terms of scalability, efficiency, and adaptability to different domains. In terms of scalability, through large-scale data processing techniques, BEKG can gather and integrate built environment-related data from scientific abstracts, handling large volumes of data, thus constructing a comprehensive and rich knowledge graph. In terms of efficiency, by employing automated data extraction and data cleansing techniques, BEKG effectively processes large-scale data and transforms it into structured knowledge representations with minimum human annotation efforts. This efficiency helps reduce manual operations and time costs while improving the speed and accuracy of KG construction. In terms of adaptability to different domains, the methodology employed in this study can also be applied or extended to other domains or challenges. For instance, this methodology can be applied to domains such as urban planning, traffic management, and environmental conservation, offering decision support for urban development and sustainable goals.

Despite the significant progress achieved in our research, there are still some limitations and areas for improvement. First, ’BERT-STSb-large,’ as an NLP tool, was used for text similarity calculation in our experiments. However, over time, this tool can become outdated, and there may be more advanced tools and techniques available for more accurate text processing and semantic analysis. Second, although the generalizability of BEKG can be limited. Due to the wide-ranging and ever-evolving knowledge and concepts in the field of built environment, BEKG may not be able to cover all new developments and changes in the domain. Third, the relationship classification models in BEKG may have some limitations in predicting complex relationships. Particularly, there is room for improvement in the accuracy of certain specific relationships. Finally, the application and promotion of built environment ontology and related tools still face challenges in real-world settings. Implementing BEKG may require addressing issues related to data collection and integration, as well as ensuring timely updates and maintenance of the knowledge graph. To improve BEKG, in the future, it is recommended to explore new technologies,
including incorporating more diverse and comprehensive data into BEKG, designing intelligent models to enhance accuracy and generalizability, and focusing on interface design and user-friendliness.
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Appendix

Appendix A: BEKG Integration and Visualization

This appendix provides a complete BEKG build process and system visualization details.

As the relation classification model requires a pairwise entity as the input, it is necessary to conduct entity extraction prior to the relation classification. The whole process of extraction is shown in Figure A.1. During the entity extraction process, all sentences in the journal paper abstracts were first tokenized into the independent token. Then each token in each sentence was passed to the BERT-CRF model, outputting each token’s ‘BIO’ annotation. Since more than two entities may be extracted from a sentence, all the possible entity pairs were extracted and passed into the relation classification model to confirm whether any relation existed before further categorizing into more fine-grained relations. Therefore, these entities should be paired into the pairwise entity as the input of the relation classification model.

After combining the sentence along with the pairwise entity, these inputs were passed into the model to extract the relation between the pairwise entity. During the relation extraction stage, the whole process was regarded as a ‘29-way 1-shot 1-query’ setting few-shot classification. The input sentence and pairwise entities were taken as the query instance. Then, the BERT-Pair model calculated the similarity between the query instance and every 29 support instances.

Figure A1. An example of the whole extraction process from a sentence during final data extraction: blue for the head entity and red for the tail entity.

Figure A2. The user interface of the KG visualization system.

Figure A3. Demonstration of the search results gained from the KG visualization system.
and output the most similar relation from the 29 types of relations.

Despite having obtained a large number of extracted entities and relations, it was difficult for users to analyze such a diverse and massive amount of data effectively. A practical method is to use the current widely used KG web visualization technique, which could effectively represent information. Figure A.2 shows the initial user interface of the visualization system, which combines Navigation Bar, Search Box, and Graphical User Interface. The interface is designed to be user-friendly such that users can search and browse the target graph within a few simple steps.

Specifically, users can switch pages between the Navigation Bar and enter words with interests related to the built environment in the search box. The user interface of the search results is shown in Figure A.3. The nodes selected by users from the generated candidates related to the search words will appear in the Graphical User Interface.

Figure A.4 shows what the visualization system did when the users interacted with it. After the user clicked the nodes drawn by the front end, it immediately sent the request to the back end. The back end returned the linked nodes and relations back to the front end for visualization. The design of the front end was based on the characteristics of KGs. At the front end, the Vue framework was adopted for the basic graph interface and the D3 framework for the graph layout algorithm. At the back end, all triples were stored inside the Neo4j graph database, assessed by a functional framework called Mybatis. The spring-boot framework provided the basic logistic functions for web applications.

A sub-graph illustration related to the entity ‘cements’ of the complete BEKG is shown in Figure A.5. The nodes represent entities, and the lines between the nodes represent their relations. At the same time, the source paper title related to each entity can be found in its specific details. In this way, the visualization system offers an efficient way for users to retrieve and trace the research of interest.