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Abstract (150 words)

The ability to estimate the likelihood of particular earthquake magnitudes occurring in a given region is critical for seismic hazard assessment. Earthquake size and recurrence statistics have been empirically linked to stress state, however there is ongoing debate as to which fault-zone processes are responsible for this link. We numerically model combined viscous creep and frictional sliding of a fault-zone, where applied shear stress controls the interplay between these mechanisms. This model reproduces the stress-dependent earthquake magnitude distribution observed in nature. At low stress, many fault segments creep and impede ruptures, limiting earthquake sizes. At high stress, more segments are close to frictional failure and large earthquakes are more frequent. Contrasts in earthquake statistics between regions, with depth and through time, may be explained by stress variation, which could be used in the future to further constrain probabilistic models of regional seismicity.

Teaser (125 characters)
Regional stress influences earthquake statistics by changing the interplay between fault friction and viscous creep.

Introduction

The cornerstone of modern seismic hazard assessment is the ability to model the statistical distribution of how often earthquakes of varying sizes occur in a given region (1). This is typically modelled following the Gutenberg-Richter (G-R) relationship, where the number \( N \) of earthquakes of moment magnitude \( M_w \) or greater that occur in a specific region in a given time period is given by \( \log(N) = a - bM_w \), where \( a \) and \( b \) are empirical parameters. The \( b \)-value in this equation varies between regions; for example, for thrust fault earthquakes it is 0.75 at the
Honshu subduction margin (Japan) and 1.07 at the Marianas margin (2). A higher b-value indicates that the ratio of large to small earthquake rates is smaller (large earthquakes are relatively less frequent) and is typical of relatively aseismic regions. However, it is difficult to accurately constrain b-values empirically, owing to the long recurrence time of large earthquakes compared to the limited extent of instrumental earthquake catalogues (1, 3, 4). Constraints on the physical mechanisms controlling b-value variation are needed to reduce such uncertainty.

What controls the b-value is under ongoing debate, and many factors have been proposed including stress, earthquake location and focal mechanism, temporal evolution during the earthquake cycle, inter-seismic deformation and others (summarized by El-Isa and Eaton (5)). A high b-value has been linked to low differential stress in laboratory experiments (6). In nature, it has been linked to extensional tectonic regimes (7), shallow earthquake hypocenters (8), regions hosting inter-seismic creep (9) and periods following large earthquakes (10). These regions and periods are generally associated with relatively low differential stress. Physical models have been developed to understand this empirical link between stress and b-value. The distribution of earthquake sizes described by the G-R relationship is thought to reflect a power-law (fractal) distribution of material properties, fault lengths or stress in the Earth (6, 11–16). An increase in the stress loading a material with a power-law strength distribution results in larger fault areas with stress conditions favorable for frictional failure (6, 14), while still reproducing the G-R relationship, leading to a predicted decrease in b-value. However, this process is complicated by consideration of rupture dynamics and earthquake cycles. Fault shear-stress evolves chaotically as fault segments slip, while also depending on fault loading conditions. Earthquakes may also propagate through regions with stress conditions or material properties that are unfavorable for earthquake nucleation, depending probabilistically on the magnitude and heterogeneity of fault stress and strength (15, 17, 18). Earthquake cycle models can address these ambiguities by reproducing fault stress states that evolve self-consistently and can be used to study the controls on fault rupture for various fault structures, properties and conditions. Such models have been used to reproduce the G-R relationship (16, 19–21), though an outstanding question is how they can reproduce the b-value dependence on stress.

At regional scales, the differential stresses loading faults are related to the forces that drive mantle convection and plate tectonics (22). Tectonic stress can vary significantly, manifesting as contrasts in crustal deformation in the regions adjacent to faults, such as variations in overriding plate shortening behind subduction megathrusts (23). These contrasts imply that faults deform at varying stresses (24, 25). The behavior of fault-zone deformation that results from this loading stress depends on fault rheology. Within the seismogenic zone, fault-zone deformation is accommodated by combinations of stable viscous creep and either stable or unstable frictional slip (26), where rapid unstable slip corresponds to earthquake nucleation and propagation. The viscous and frictional mechanisms each interact with the fault stress state, which is in turn linked to tectonic loading. For example, a fault region with viscously weak materials may creep sufficiently to accommodate regional fault slip, sustaining a relaxed shear stress that is too low for frictional deformation to dominate. Should regional stress increase, creep may be unable to accommodate the faster or more localized regional fault slip, driving local elastic strain accumulation, stress increase and a switch to frictional deformation. Such visco-frictional interactions influence the evolving fault stress field and subsequently the behavior and statistics of earthquake ruptures (20).

Geological and geophysical inferences indicate that strength and stress vary within plate interface fault-zones, possibly providing the mechanical heterogeneity required to reproduce the G-R relationship in models. Exhumed natural fault-zones appear to have deformed by spatially
heterogeneous combinations of localized frictional sliding and distributed viscous creep (27–29, Fig. 1a). At the 100 km scale, some fault segments appear to accommodate permanent deformation (at present day) without accumulation of elastic strain in geodetic inversions (26, 30, 31), and are interpreted as weak, creeping zones. Subduction zone megathrusts with a large proportion of creeping material commonly occur where the hanging wall is experiencing extension (32), implying low tectonic differential stress. Weak phyllosilicates have been found in a creeping section of the San Andreas fault (33). Creeping regions may also act as ‘barriers’ to earthquakes, promoting their arrest, which is also consistent with relaxed stress (30). ‘Locked’ regions that do not host inter-seismic creep instead may act as ‘asperities’, which fully rupture in potentially large earthquakes (34). As loading stress controls whether creep or frictional failure occur, the distribution of creeping and locked regions may be modified by changing tectonic stress conditions (9, 35).

We hypothesize that changes to the relative proportions of creeping and frictional materials in a fault-zone, linked to variations in shear stress, may result in changes to the b-value and explain its stress-dependence. We test this by using the numerical modelling code QDYN (36) to develop models of fault deformation occurring by a combination of frictional sliding and viscous creep. Complex visco-frictional fault-zones in nature are represented as a coupled fault and shear-zone (Fig. 1a-b), allowing us to explore how stress relaxation due to shear-zone deformation influences the size of earthquakes hosted on the fault. We model earthquake cycles that involve a range of rupture dynamics that depend on this visco-frictional interplay. The resulting catalogue of models reproduce the relationship between stress and b-value, as well as typical ranges of maximum $M_w$ and inter-seismic coupling. Our models provide a way of linking earthquake statistics to possible underlying variations in fault properties and stress state, and imply that aseismic fault-zones may be dominated by the combined presence of creeping materials and low tectonic stress. By constraining the interplay between seismicity, rheology and tectonic stress, we work towards the integration of tectonic characteristics into earthquake cycle models and therefore an improved understanding of regional probabilistic earthquake models.
Fig. 1. Schematic of natural and modelled fault-zones (A-B), with rheology (C).

Natural fault-zones (A) typically consist of a mixture of frictional and creeping parts, which are modelled here (B) as a combined shear-zone and fault system that becomes increasingly friction-dominated at high stress. The interplay between viscous creep and rate-and-state friction is shown schematically in shear strength vs slip velocity curves (C). Viscous creep cannot accommodate plate velocities in the thin shear-zone example (W = 10 m). The fault with a thicker shear-zone must slip at least at 3x the plate velocity for frictional slip to dominate, below which it deforms at low stress.

Results

Stress-dependent Rupture Dynamics

We present a reference model-set which reproduces similar earthquake characteristics to natural observations. All modelled faults are uniformly velocity-weakening, such that they would be highly seismogenic in the absence of viscous creep. The fault consists of 10-100 m wide patches, each with Newtonian viscosity $\eta$ that is randomly chosen (following a logarithmically uniform distribution). A maximum viscosity contrast of 100 is prescribed, reflecting heterogeneity within
the seismogenic zone inferred in nature (28, 37) and from microphysical models (38). Each fault
element is composed of frictional and viscous mechanisms in series, such that the weakest one
dominates deformation. At low stress, viscous deformation is dominant (Fig. 1b). A higher stress
is required for relatively slow frictional sliding to dominate, as is required for earthquake
nucleation to occur. At steady-state seismic slip velocities, frictional sliding occurs at reduced
stress due to dynamic weakening, however the fault must strengthen again for subsequent
earthquakes to nucleate.

Shear-zone thickness $W$ is the only parameter that is varied, which acts to control strain-rate $\dot{\gamma}$
(for a given slip rate $v$, $\dot{\gamma} = v/W$) and thus viscous strength ($\tau = \eta \dot{\gamma}$). A large $W$ lowers the
strain-rate, making creep more efficient and lowering the stress that the fault-zone can deform at
(Fig. 1b,c). While we change $W$ to control fault background stress, this may also represent the
converse relationship of background stress in geodynamic models leading to variations in shear
zone thickness (39). By varying $W$ between 10 and 1000 m, we can reproduce an average fault
stress that reaches a maximum $\tau_{max}$ during the earthquake cycle that ranges from 19 to 49 MPa in
different models (Fig. 2). Despite this variation, earthquake stress drops are relatively constant
~10 MPa (Fig. S1), consistent with seismological observations (40).

![Fig. 2. Shear stress through time for the reference model-set. Stress is averaged over the entire fault and the maximum shear stress $\tau_{max}$ is shown with dashed lines.](image)

At relatively low stress (reproduced using large $W$), such as for Fig. 3a, earthquakes are generally
limited to isolated regions of high viscosity and are consequently restricted to low magnitudes
($M_w < 5.7$ and on average $M_w \sim 4$). Defining an asperity as a friction-dominated area, where
earthquakes nucleate, ‘effective asperities’ are predicted as areas where the stress required for
creep to accommodate the loading slip rate is greater than the steady-state frictional strength, over
lengths larger than the earthquake nucleation length-scale (the black stripes at the bottom of each
panel in Fig. 3). At low stress, earthquakes are predominately limited to each of these effective
asperities, rarely propagating into adjacent creeping regions or spanning multiple asperities.

With decreasing $W$ (and correspondingly increasing stress), the effective asperity sizes increase
(Fig. 3b-c). The larger effective asperities correspond to fault regions hosting larger earthquakes,
that also occasionally span multiple asperities. Small earthquakes also persist, both hosted on
small asperities and occurring as partial ruptures of larger asperities, nucleating on patches with
particularly high viscosity. When $\tau_{max} = 47$ MPa ($W = 50$ m), earthquakes with $M_w < 6.9$
occur, due to ruptures that propagate over large effective asperities as well as small intervening
regions (~1 km wide) of low viscosity that are otherwise dominated by inter-seismic creep (e.g.
at 15-20 km in Fig. 3c). Large events occur less frequently than small events and with greater
displacement, as occurs in natural scaling relationships. The largest events in the reference model-set are \( M_w < 7.4 \) and are limited by the fault length. We ran the reference model-set three times with different randomized viscosity distributions. Both maximum stress \( \tau_{\text{max}} \) and maximum magnitude \( M_w \) can vary for a given \( W \), though we will show that the characterization of seismogenic behavior in terms of \( \tau_{\text{max}} \) is robust.

**Fig. 3. Modelled seismic and inter-seismic slip.** Accumulated slip over 500 years for reference models with \( W = 200, 100 \) and 50 m (A-C), with seismic slip in yellow and creep in purple. White curves are separated by inter-seismic intervals of 20 years and black curves by seismic intervals of 2 seconds. Below each plot, the distributions of viscosity (identical between models) and effective asperities are shown.
Earthquake Statistics

The model statistics are described in terms of $\tau_{\text{max}}$ (a model output), the range of which is produced by varying $W$, as the seismogenic behavior is later shown to be generalized in terms of fault stress for all models (which also holds for time-averaged stress, but not $W$, Fig. S2) and long-term fault stress is the quantity linked to tectonics. We firstly describe the maximum $M_w$ and seismic coupling $\chi$, which is calculated as the ratio of the total accumulated seismic slip to the total loading displacement, over the analyzed model period. Both maximum $M_w$ and $\chi$ show a clear trend of increase with stress (Fig. 4a-b). This increase is gradual over the range $\tau_{\text{max}} = 20$ – 40 MPa and more rapid at greater stress. We define an aseismic model as being characterized by $\chi < 0.3$ and maximum $M_w < 6$. While there is no agreed definition of aseismic behavior, as seismicity is pervasive in the Earth’s crust, these values are typical of less seismogenic subduction zones (2, 31). Models with $\tau_{\text{max}} < 40$ MPa are then relatively aseismic, while becoming increasingly seismogenic at higher stress.

We calculate b-values for the reference model-set by combining the randomized model realizations into single, more statistically complete, catalogues for each modelled $W$. The recurrence times of seismic events are reasonably approximated by the G-R relationship (Fig. 5).

The b-value increases with increasing $W$ and correspondingly decreasing $\tau_{\text{max}}$, reflecting the decreased likelihood of large events with decreasing stress. The b-value becomes relatively constant at $-1.5$ for $\tau_{\text{max}} \leq 34$ MPa ($W \geq 300$ m), within uncertainty (Fig. 4c), which we characterize as aseismic, in agreement with the characterization based on maximum $M_w$ and $\chi$. At the highest stress ($\tau_{\text{max}} = 48$ MPa) there are fewer events with $M_w \geq 7$ than expected from the G-R relationship, as larger events are prevented by the imposed fault length (exploratory models with longer faults host larger events, Fig. S3). There are also fewer events with $5 < M_w < 6$ than expected at low stress ($\tau_{\text{max}} \leq 38$ MPa), likely due to a reduction in the seismic energy budget due to fault creep. Most b-values are within the range of b-values compiled by Nishikawa and Ide (41) for subduction zones and all are within the wide range reported in the literature for all settings (5).

The models can be characterized more generally in terms of the non-dimensional pre-stress ratio $\bar{\tau}_0$, which measures the available static stress drop, relative to the strength drop (which is also the maximum possible stress drop). It is calculated as $\bar{\tau}_0 = (\tau_0 - \tau_d)/(\tau_s - \tau_d)$, for pre-seismic stress $\tau_0$ (here taken as $\tau_{\text{max}}$) and static and dynamic frictional strengths $\tau_s$ and $\tau_d$ (defined as the strength during steady-state sliding of 1e-9 m/s and 1 m/s respectively). The greatest change in seismogenic behavior occurs in the stress range 40 to 50 MPa, corresponding to a range of $\bar{\tau}_0 = 0.13$ to 0.57 (Fig. 4c). Variation of $\bar{\tau}_0$ within the fault is shown by the statistical distributions in Fig. 4d, which demonstrate that when $\bar{\tau}_0 < 0.13$ a large proportion of the fault has a negative available stress drop ($\bar{\tau}_0 < 0$), promoting rupture arrest. There are always localized parts of the fault reaching $\tau_s$ ($\bar{\tau}_0 = 1$), driving earthquake nucleation.

We tested the sensitivity of our results to the imposed viscosity probability distribution, using additional model-sets (symbols in Fig. 4a-c) with smaller or larger viscosity contrasts, or following power-law or bi-modal (either high or low viscosity) distributions. Each model-set reproduces a dependence of earthquake statistics on stress, while the sharpness of the transition in seismogenic behavior increases for lower viscosity contrasts or bi-modal viscosity.
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**Fig. 4. Earthquake statistics for all model-sets.** The reference model-set is indicated by outlined circles. The mean ± standard deviation of b-values in a Monte Carlo simulation with isolated effective asperities is shown in pink in panels C and G. The distribution of the non-dimensional pre-stress ratio $\bar{\tau}$ at the time of maximum fault shear stress is shown for the reference model-set (D), where fault segments may have positive or negative available stress drop $\Delta \tau$.

**Fig. 5. Earthquake size statistics for models operating at different maximum stress.** The modelled seismic events, collected over a 1500 year period, approximately follow the Gutenberg-Richter power-law relationship, where the fitted b-value varies across the reference model-set.

We also quantify how visco-frictional interplay influences seismogenic behavior by plotting the statistical data as a function of the proportion of the fault-zone that is locked (Fig. 4e-g), $\phi$, estimated as the proportion of the fault comprising effective asperities. In comparison to seismic coupling $\chi$, which measures how much displacement is frictional in the model runs, $\phi$ is an estimate of how much area of the fault is expected to be frictional based on steady-state rheological behavior (ignoring episodic frictional behavior of creeping segments). From this perspective, the change in seismogenic behavior occurs more gradually and systematically, with maximum $M_w \propto \phi$ (for $\phi \leq 0.8$), $b \propto -\phi$ (approximately, for $\chi \geq 0.4$) and $\chi \propto \phi^2$. For constant stress drop, $\chi$ is proportional to the sum of the squared rupture lengths $l_r^2$ for all events. The parabolic relationship between $\chi$ and $\phi$ can then be explained if every effective asperity increases linearly in size with increasing overall locking area, which appears to approximately be the case in Fig. 3. The linear relationship between maximum $M_w$ and $\phi$ implies that the seismic moment $M_0$ scales exponentially with $\phi$, which may potentially reflect an accelerated coalescence of
frictional fault segments with increasing φ, though there is no obvious clear explanation for this scaling.

**Linking b-values and effective asperity sizes**

The b-value variation with stress can be related to the growth of effective asperities with increasing stress. While the imposed patch sizes follow a power-law, different combinations of these patches combine into the effective asperities for varying \( \tau_{\text{max}} \). The size distribution of the effective asperities still follows a power-law for each \( W \), with the power-law exponent decreasing with increasing stress (Fig. S4). The effective asperity size distributions can be converted to predicted event catalogues by assuming that each earthquake is confined to an isolated effective asperity, as is generally the case at low \( \tau_{\text{max}} \) (Fig. 3), that all events have a constant stress drop and that the stressing rate of an asperity is inversely proportional to its size (such that small asperities host events more regularly). The b-values for these predicted events agree with the modelled events, indicating that the effective asperity size distributions play a role in the stress-dependence of the b-value (Fig. S4).

We use this method of predicting the b-value from the effective asperity distribution to test the sensitivity of our b-value calculations to the randomized fault viscosity, using a Monte Carlo simulation involving \( 10^4 \) synthetic effective asperity distributions. The mean b-values of this catalogue (dashed line, Fig. 4c) agree well with the b-values calculated for the full earthquake cycle models, while the observation of decreasing b-value with increasing stress is robust within the uncertainty highlighted by the standard-deviation (pink region). Having focused on small ruptures that are confined to effective asperities, we next explore how large ruptures span multiple asperities.

**The role of viscosity contrast in controlling rupture arrest**

Ruptures become increasingly capable of propagating through creeping regions as \( \tau_{\text{max}} \) increases (Fig. 3). We use a simplified numerical model to understand this behavior, consisting of a single asperity surrounded by a uniformly low-viscosity ‘matrix’ material. Ruptures nucleating on the patch propagate into the matrix to varying distances, depending on the patch width and matrix viscosity. For a matrix that can creep at stress lower than dynamic frictional strength (\( \bar{\tau}_0 < 0 \), negative available stress drop), rupture arrest occurs after less than 1 km of rupture propagation into the matrix, even when the asperity is as wide as 15 km. For a pre-stress \( 0 < \bar{\tau}_0 < 0.55 \), rupture propagation can reach 1 km or greater into the viscous matrix (Fig. 6). This range coincides with the range of most significant change in seismogenic behavior in Fig. 4 (\( \bar{\tau}_0 = 0.13 \) to 0.57). Ruptures occurring in this stress range can only penetrate the matrix by a small proportion of the asperity width, in agreement with the ruptures in Fig. 3b. At \( \bar{\tau}_0 \geq 0.55 \), whole fault rupture (no arrest until the model edges) can occur, provided the patch width is greater than a critical value that decreases with increasing \( \bar{\tau}_0 \). This \( \bar{\tau}_0 \) threshold agrees with the stress at which the largest ruptures (\( M_w > 7 \)) are limited by the imposed fault length in Fig. 4b. This threshold also agrees with the ~90% likelihood of whole-fault rupture on the roughest fault modelled by Fang and Dunham for \( \bar{\tau}_0 \sim 0.50 \) (17).

To further examine this rupture behavior we use an analytic energy balance calculation, which predicts that rupture arrest occurs when there is insufficient available stress drop (i.e. \( \bar{\tau}_0 \)) at the rupture front to drive further rupture propagation (15). This calculation broadly reproduces the dependence of rupture penetration on both matrix viscosity and patch width, for relatively narrow patch widths, and dependence primarily on viscosity for the widest patches. However, ruptures
arrest more rapidly in the numerical models than estimated by the energy balance calculation. This is because $\bar{\tau}_0$ tends to be lower than expected for steady-state creep, as stress shadows form adjacent to locked patches.

**Fig. 6. Distance of rupture penetration into the viscous matrix in simplified single patch models.** Each point results from a separate model, colored by the distance the largest rupture propagates from one asperity edge into the matrix. The data are shaded between interpolated contours in intervals of 250 m. The solution to an energy balance calculation (dashed lines), predicts the conditions for arrest at a variety of distances, though generally underestimates rupture length.

**Stress-dependence of the frictional-viscous transition**

The visco-frictional fault-zone model developed here has the capability of linking variations in tectonic stress to earthquake statistics. We demonstrate this by reproducing the decline in seismicity with depth typically observed near the frictional-viscous transition, using an idealized subduction zone thrust model, and relate this to stress relaxation by creep at high temperature. We then use this model to study how the brittle-ductile transition may respond to a change in large-scale background stress. Depth-dependent stress is introduced to the reference model-set, simply by scaling the viscosity distribution by a depth-dependent factor that mimics the Arrhenius temperature-dependence of typical rheology. This simplified viscosity distribution may represent a transition from pressure-solution creep of only some lithologies within much of the seismogenic zone (37), to bulk weakening of most lithologies at higher temperatures (27). We ignore the variation of frictional properties and normal stress with depth, in order to isolate the influence of viscous creep on the frictional-viscous transition.

A generic megathrust geometry is chosen, with a slab dip of 20° (global average (42)), depth range of 10 – 45 km and a rheological visco-frictional transition at the mid-depth (27.5 km). Two
models are analyzed, representing lower and higher tectonic stress, by assuming a high and low $W$ respectively. In the absence of depth-dependent viscosity, the lower and higher stress models have $\tau_{\text{max}} = 43$ MPa and 47 MPa respectively, near the lower and higher ends of the pre-stress range required to reproduce a variety of seismogenic behavior ($\bar{\tau}_0 = 0.26$ and 0.43; Fig. S3).

The upper half (above 27.5 km) of the lower stress model (Fig. 7a) hosts earthquakes ranging from $M_w \sim 3$ to 7, with a b-value of 1.1 and $\chi = 0.4$ (Fig. S5). The viscosity is lowered with increasing depth (keeping the local maximum viscosity contrast constant) from a depth of 27.5 km. This viscosity reduction results in a transition to aseismic deformation, with no events with $M_w \geq 5$ at depths > 30 km. At these depths much of the fault has a viscosity low enough to accommodate steady creep (red line, Fig. 7c). This lower half of the fault has a higher b-value of 1.7 and $\chi = 0.1$. Isolated events with $M_w \sim 4$ events occur at 40 km depth, hosted on a patch of high viscosity. The largest events, $M_w = 7$, propagate only partly (~7 km depth) into the low viscosity zone, before arresting. Fault shear stress variation with depth is shown and smoothed to represent the stress state away from the fault, which would be in equilibrium with the tectonic stress state. This fault stress declines in the lower half of the fault, reflecting the decreased viscosity and reproducing the broad transition to aseismic deformation in nature.

The higher stress subduction thrust model is shown in Fig. 7b. The fault shear stress is more spatially uniform in the shallow section and only mildly decreases with decreasing viscosity in the lower temperature-dependent section. Only isolated patches have low enough viscosity to accommodate steady creep (Fig. 7c). The appearance of greater shear stress variation through time is due to earthquakes occurring over greater areas, while stress changes due to smaller events in the low stress model were smoothed out. This high stress fault-zone hosts two $M_w > 8$ events, which propagate well into the region of decreased viscosity, almost 15 km deeper than in the low stress model. These large events are 'characteristic earthquakes’ that are distinct in size and occur more frequently than expected from the G-R relationship (Figs. S2 and S8). Earthquakes occur throughout the model domain, with $M_w \sim 5$ events occurring as deep as 40 km. The change in earthquake statistics with depth is also more gradual than the low-stress model, with a transition from $b = 1.0$ to 1.3 and $\chi = 0.8$ to 0.5 between the upper and lower (above and below 27.5 km) halves of the fault. These characteristics all indicate that the change in background stress is sufficient to host larger events in the seismogenic zone and shift both the lower extent of the seismogenic zone and the brittle–ductile transition downward substantially.
**Fig. 7.** Modeling the brittle-ductile transition using a depth-dependent viscosity. A decrease in shear stress in the lower half of the ‘low stress’ model (A, W=150 m) results in a transition to aseismic fault deformation at depth, while most of the fault in the ‘high stress’ model (B, W=30 m) is seismogenic. The minimum and maximum shear stresses that occurred over the 1500 years model time are shown (shaded blue). An identical depth-dependent viscosity distribution is used for both models (C), where the minimum viscosity required to accommodate the plate slip velocity \( v_p \) by creep are shown in red.

**Discussion**

The modeling presented here has analyzed the underlying mechanism responsible for variation of b-value with stress, as observed experimentally and in nature. Models have previously demonstrated a link between stress heterogeneity and earthquake statistics, where heterogeneous fault stress relates to variation in earthquake size \( (6, 14–17, 19, 20, 43) \). A fault with significant stress variation must be loaded to a high stress in order for an earthquake rupture to grow to a large magnitude, which is interpreted as implying that static fault properties, such as roughness, control both rupture characteristics and fault stress \( (17) \). Loading stress varies depending on tectonic setting and therefore must also be a variable that can contrast between faults. Huang and Turcotte \( (14) \) used a model of power-law-distributed frictional strength to demonstrate how loading stress can influence the b-value, though this model ignored temporal variation of fault stress and strength. Dublanchet \( (19) \) explored the influence of stress, varied by changing effective normal stress, on b-value in a rate-and-state earthquake cycle model, however found that this simultaneously affects the nucleation length and leads instead to an increase in b-value with increasing stress. We have modelled earthquake cycles on a fault-zone that can be loaded at varying regional shear stresses, as creep mechanisms accommodate deformation in fault regions where the stress never reaches sufficient magnitudes to cause significant frictional sliding. By using this method to load a fault to varying shear stresses, we can successfully reproduce the relationship between b-value and shear stress, without invoking any variation in frictional properties.

The distribution of asperities and creeping regions on subduction megathrusts has been associated with geometrical and rheological heterogeneity at length scales of 100 m to 1 km \( (44) \), which correspond to our modelled patches. Large earthquakes can span distances of 10-100 km and variation in seismogenic behavior has been linked to geometric heterogeneity at such large wavelengths \( (45) \). Alternatively, large earthquakes may be hosted on many small asperities which
rupture collectively at high stress (9), corresponding to our modelled effective asperities. In this case, the distribution of earthquake sizes and nucleation sites depends on a combination of inherited properties at small scales and tectonic stress at larger scales. There is subsequently uncertainty in using the extent of asperities to constrain the maximum \( M_w \), as they may change effective size or link together with changing stress, particularly following changes to the regional fault stress state throughout the earthquake cycle.

These models indicate deterministic relationships between b-value, \( \chi \), maximum \( M_w \) and stress, where the greatest variation in seismogenic behavior occurs over a range of 40 to 50 MPa shear stress, or \( \bar{\tau}_0 = 0.1 \) to 0.5. This stress range is smaller than previous ~100 MPa order estimates based on regional tectonic stress (8, 46), reflecting instead the lower shear stress that plate interfaces locally operate at (47). Geodynamic estimates indicate a ~20% variation in plate interface shear stress (24, 39), such that a variety of geodynamic regimes could span the modelled seismic-aseismic transition. Changes of ~10 MPa are also comparable to stress changes during the earthquake cycle and temporal variation of the b-value has been hypothesized (48). Such variations are difficult to measure in nature with statistical significance, but have been demonstrated in experiments (49). As the non-dimensional stress \( \bar{\tau}_0 \) is independent of the frictional strength and strength drop, the seismogenic behavior predicted in the models can be generalized if \( \bar{\tau}_0 \) can be determined. The degree of creep heterogeneity is also important, as the range over which seismogenic behavior changes narrows by 50% for the smaller viscosity contrasts modelled, corresponding to ‘smooth’ fault-zones with more homogeneous rheology. Determination of long-term \( \bar{\tau}_0 \) and rheological heterogeneity can then lead to calibration of the relationship between tectonic stress and earthquake statistics, helping reduce the uncertainty in b-value and \( M_{\text{max}} \).

The base of the seismogenic zone is commonly considered as relating to a temperature-dependent transition in rate-and-state parameters (50–52). Such transitions involve negligible shear stress variation, given the logarithmic rate dependence of the rate-and-state equations. Alternatively, the seismogenic zone may coincide with the geological frictional-viscous transition, which involves a switch to distributed creep at depth (rather than stable frictional sliding) and a decline in shear stress (53, 54). Our model allows such a transition to be reproduced, where an increasing efficiency of temperature-dependent creep at depth results in decreasing shear stress, decreasing \( M_w \), eventually declining to predominately aseismic creep, and a limit in the down-dip propagation of large earthquakes. We have also shown that increasing the driving stress of the entire fault, representing contrasts in regional tectonic stress, is predicted to shift the brittle-ductile transition downward. The lower extent of seismogenic zones in nature varies considerably; it is thought to reach 15 km at the Mariana margin (55), 25-30 km in Nankai (56) and 50 km in Sumatra (57). This range of transition depths could be partly explained by contrasts in driving stress, where the Mariana and Sumatra are low and high stress end-members respectively, as has been previously suggested on account of their contrasting back-arc deformation styles (23, 31).

We have demonstrated that a fault with a heterogeneous distribution of viscously creeping and frictionally locked patches can host earthquakes that follow the G-R relationship, and that the decreasing contribution of creep at higher driving stresses can explain the empirically determined link between b-value and stress. We show that the frictional-viscous transition can correspond to the increasing dominance of fault creep with depth, occurring at a depth that shifts down with increased regional driving stress. We estimate that a significant contrast in seismogenic behavior can be caused by non-dimensional stress variations of \( \Delta \bar{\tau}_0 \approx 0.4 \) (dimensionalized here as 10 MPa), which is a sufficiently small stress contrast for seismogenic behavior to vary spatially between tectonic settings. These model applications are preliminary, but highlight the potential to
apply earthquake cycle models that incorporate inter-seismic creep in understanding regional contrasts in seismogenic behavior and earthquake statistics. This modelling approach may then allow knowledge of tectonic stress to further constrain b-value uncertainty and maximum $M_w$, which are critical for hazard assessment.

**Materials and Methods**

**Earthquake cycle modeling**

The boundary element quasi-dynamic earthquake cycle modeling code QDYN (36) is used to model visco-frictional deformation of a 1D thrust fault, of length $l_{\text{fault}} = 30 \text{ km}$, embedded between two elastic half-spaces. Unbounded extensions of the fault beyond the discretized fault domain are loaded by a prescribed slip velocity of $v_p = 10^{-9} \text{ m s}^{-1}$, representing plate motion. Total fault slip is assumed to be the sum of viscous ($v_v$) and frictional ($v_f$) slip rates, such that the weakest mechanism dominates. This implies that at any given point on the fault we have (for bulk shear stress $\tau$ and frictional and viscous stresses $\tau_f$ and $\tau_v$):

$$
\tau = \tau_f = \tau_v \quad (1)
$$

$$
v = v_f + v_v \quad (2)
$$

Viscous deformation is assumed to follow Newtonian viscous creep, for shear zone thickness $W$ and viscosity $\eta$:

$$
v_v = \frac{\tau W}{\eta} \quad (3)
$$

Frictional deformation is assumed to follow the regularized form of rate and state friction (58), which allows the frictional slip rate to vanish (when creep dominates) and can be written as:

$$
v_f = 2v_0 \sinh \left( \frac{\tau}{a\sigma} \right) \exp \left( -\frac{1}{a} \left[ \mu_0 + b \ln \left( \frac{v_0\theta}{D_c} \right) \right] \right) \quad (4)
$$

Where $\sigma$ is the effective normal stress, $a$ is the direct effect parameter, $b$ is the evolution effect parameter, $D_c$ is a characteristic slip distance which governs the evolution of the state parameter $\theta$, and $v_0$ is a reference velocity at the corresponding shear stress $\mu_0\sigma$. Finally, we take the aging law to describe the state evolution:

$$
\frac{d\theta}{dt} = 1 - \frac{v\theta}{D_c} \quad (5)
$$

QDYN adopts the quasi-dynamic approximation by Rice (1993), with the associated force balance:

$$
\frac{d\tau_i}{dt} = K_{ij} (\nu_{pl} - \nu_j) - \frac{a}{2\varepsilon_s} \frac{dv_i}{dt} \quad (6)
$$

In which $K_{ij}$ is a stiffness matrix that relates the change in shear stress on the $i$-th fault element ($\tau_i$) to slip on the $j$-th fault element ($\nu_j$) (the Einstein summation convention is adopted here). The last term on the right-hand side represents the stress change due to seismic wave radiation normal
to the fault plane, and comprises the shear modulus of the medium \( G \) and the shear wave speed \( c_s \), which are both uniform and constant in the simulations.

In order to connect the force balance with the point-wise fault rheology, we expand the equation for slip rate into its partial derivatives:

\[
\frac{dv_i}{dt} = \frac{\partial v_i}{\partial \tau} \frac{d\tau_i}{dt} + \frac{\partial v_i}{\partial \theta} \frac{d\theta_i}{dt} = \left( \frac{\partial v_{f,i}}{\partial \tau} + \frac{\partial v_{\nu,i}}{\partial \tau} \right) \frac{d\tau_i}{dt} + \frac{\partial v_{f,i}}{\partial \theta} \frac{d\theta_i}{dt}
\]  

(7)

Substitution into the force balance and rewriting then gives:

\[
\frac{d\tau_i}{dt} \left( 1 + \frac{\partial v_{f,i}}{\partial \tau} + \frac{\partial v_{\nu,i}}{\partial \tau} \right) = K_{ij} \left( v_{pl} - v_j \right) \frac{\partial v_{f,i}}{\partial \theta} \frac{d\theta_i}{dt}
\]

(8)

The partial derivatives in this relation are readily obtained from the rheological model, and read:

\[
\frac{\partial v_{f,i}}{\partial \tau} = \frac{2v_0}{a\sigma} \cosh \left( \frac{\tau_i}{a\sigma} \right) \left( -\frac{1}{a} \left[ \mu_0 + b \ln \left( \frac{v_0\theta_i}{Dc} \right) \right] \right)
\]

(9)

\[
\frac{\partial v_{\nu,i}}{\partial \tau} = \frac{W}{\eta}
\]

(10)

\[
\frac{\partial v_{f,i}}{\partial \theta} = -\frac{bv_{f,i}}{a\theta_i}
\]

(11)

Using an adaptive Runge-Kutta solver, at each time step, we solve for the collection of fault variables \( X_i = [\tau_i, \theta_i] \) as the solution of:

\[
\frac{dx}{dt} = F(X)
\]

(12)

Finally, we note that for parallel operation of frictional slip and ductile creep, it is necessary to solve for \( \tau \) and \( \theta \) and compute \( v = f(\tau, \theta) \), rather than solving for \( v \) and \( \theta \) and computing \( \tau = g(v, \theta) \), which is a common choice in the modelling community. The reason for this is that it is non-trivial to satisfy the hard constraint \( \tau = \tau_f = \tau_v \) while solving for \( v \) in the latter approach.

**Fault-zone parameters**

\( W \) is the only parameter that is varied between models in a model-set, and model-sets vary only by the random realization of the distribution of \( \eta \). The fault consists of patches of width \( w \), which are capped between \( w_{min} = 100 \text{ m} \) and \( w_{max} = 1000 \text{ m} \) and follow a truncated power-law in-between (20):
\[ P(> w) = 1 - \frac{w^{-b} - w_{\text{min}}^{-b}}{w_{\text{max}}^{-b} - w_{\text{min}}^{-b}} \]

(13)

Each patch has a uniform \( \eta \), sampled from a log-uniform distribution, for \( \eta_{\text{min}} = 10^{18} \) Pa s,
\[ \eta_{\text{max}} = 10^{20} \) Pa s and a uniformly random variable \( \tilde{X} \) (varying between 0 and 1):
\[ \eta = \eta_{\text{min}} \left( \frac{\eta_{\text{max}}}{\eta_{\text{min}}} \right)^{\tilde{X}} \]

(14)

We assume the frictional parameters \( a = 9 \times 10^{-3} \) and \( b = 2 \times 10^{-2} \), characteristic slip distance \( D_c = 1 \times 10^{-2} \) m, reference friction coefficient \( \mu_0 = 0.6 \) and reference velocity \( v_0 = 1 \times 10^{-9} \) m/s. These parameters are homogenous over the fault zone and for all models, such that the fault is always velocity weakening with \( a - b = -1.1 \times 10^{-2} \). The static strength \( \tau_s \) is the frictional strength prior to significant weakening, taken as the steady-state strength when \( v_f = v_0 \), giving \( \tau_s = 60 \) MPa. The dynamic frictional strength \( \tau_f \) is calculated assuming steady-state sliding at a co-seismic velocity \( v_c \approx 1 \) m/s, giving \( \tau_f = 37 \) MPa and a maximum stress drop \( \Delta \tau = \tau_s - \tau_f = 23 \) MPa. The frictional parameters are chosen to give this stress drop and a sufficiently small nucleation length \( L_\infty \) to allow for small earthquakes to possibly nucleate (for shear modulus \( G = 30 \) GPa), given by (59):
\[ L_\infty = \frac{2 b G D_c}{\pi \sigma_{\text{eff}} (b-a)^2} = 316 \) m

(15)

The length-scale over which localization due to frictional weakening occurs, called the process zone \( L_b \), is approximate by (59):
\[ L_b = \frac{G D_c}{b \sigma_{\text{eff}}} = 150 \) m

(16)

Models are run for 2000 years, including a 500 year run-in period that is not included in analysis, which covers many earthquake cycles in all models. A model resolution of 29.3 m is chosen (modified to 97.7 m for the depth-dependent models), such that the nucleation length scale and process zone are resolved.

**Measurement of model metrics**

The maximum average shear stress \( \tau_{\text{max}} \) is measured over the final 1000 years of the model run, in order to avoid the viscous relaxation that is still occurring at the start of some aseismic models (Fig. 2), though there is no discernible change in seismogenic behavior during this relaxation period. \( \tau_{\text{max}} \) is chosen as the primary metric to characterize models as it corresponds to the pre-stress responsible for the largest events. It also reflects the tectonic loading stress, as it is limited by stress relaxation in these models (e.g. \( \tau_{\text{max}} \) varies despite keeping frictional properties homogeneous and constant). Analysis of statistics in terms of the time-averaged fault shear stress give a similar trend over the full stress range, but with less variation between the most seismogenic models (Fig. S4) Analysis in terms of W shows the expected trend of increasing seismicity with decreasing W, but no clear correlations exist for the complete collection of model-sets, indicating that stress is the more generalized metric.

Events with \( v_f > 10^{-2} \) m/s are identified as earthquakes and earthquake moment is calculated as
\[ M_0 = \frac{1}{4} G s \pi l_r^2 \]

for average slip \( s \) over a distance \( l_r \) and assuming a circular rupture area. Moment magnitude is then calculated as \( M_w = \frac{2}{3} \log_{10} M_0 - 6.06 \). The b-value is found by fitting the G-R
relationship to events with $M_w \geq 4$. Long-term seismic coupling $\chi$ is calculated by summing $sl_r/(v_p t_{\text{fault}})$ over all events, for model duration $t$.

**Calculation of b-values from effective asperity distributions and Monte Carlo simulation**

We make simplified estimates of the b-value of earthquakes occurring on a fault with a given effective asperity distribution, by assuming each earthquake ruptures an asperity (defined as an area where $\eta v_p/W > \tau_s$) but does not propagate into the surrounding creeping region. A constant stress drop is assumed, such that rupture slip is proportional to rupture size:

$$s = \Delta \tau l_r/G$$  \hspace{1cm} (17)

It is then assumed that $l_r = w_{\text{eff}}$ for effective asperity width $w_{\text{eff}}$. The number of events hosted on each asperity over a given time period varies, depending on asperity size, such that the loading rate can be accommodated. The number of events is then calculated as

$$N(w_{\text{eff}}) = \frac{tv_p G}{\Delta \tau w_{\text{eff}}}$$  \hspace{1cm} (18)

Assuming a common stress drop $\Delta \tau = 17$ MPa given by the average stress drop in the reference model-set. We test the sensitivity of the b-value measurements of the QDYN earthquake cycle models, using a Monte Carlo simulation (dashed line and pink region in Fig. 4c). We generate randomized viscosity distributions, calculate the effective asperity distributions (in an identical manner to Fig. 3) for randomly generated driving stresses, and convert these to earthquake catalogues using Eq. (18) from which b-values are calculated.

**Statistical sensitivity to the viscosity distribution**

Four additional model-sets (Table 1) were run in order to test the sensitivity of our modelled earthquake statistics to the probability distribution used to generate the viscosity distribution. Model-sets B and C were identical to the reference model-set, however assuming a lower and higher $\eta_{\min}$ respectively, modifying the maximum viscosity contrasts. Model-set D replaced the uniform-logarithmic distribution (Eq. (14)) with a truncated power-law distribution with exponent D (20):

$$\eta = \left(\eta_{\min}^{-D} + [\eta_{\max}^{-D} - \eta_{\min}^{-D}]X \right)^{-\frac{1}{D}}$$  \hspace{1cm} (19)

Model-set E instead assumed a bi-modal distribution, where $\eta$ is randomly chosen to be either $\eta_{\min}$ or $\eta_{\max}$. Each model-set is also repeated for three randomized patch distributions. Examples of each viscosity distribution are shown in Fig. S6.

| Model-set | Viscosity Distribution | $\eta_{\min}$ (Pa s) | $\eta_{\max}$ (Pa s) | Total number of models |
|-----------|------------------------|-----------------------|-----------------------|-----------------------|
| A (reference) | Logarithmic | $10^{18}$ | $10^{20}$ | 21 |
| B | Logarithmic | $10^{19}$ | $10^{20}$ | 18 |
| C | Logarithmic | $10^{17}$ | $10^{20}$ | 12 |
The trends of decreasing b-value and increasing $\chi$ and maximum $M_w$ with increasing stress generally hold for these alternative viscosity distributions (Fig. 4). A lower viscosity contrast (model-set B) tends to result in the possibility of some relatively aseismic models at high stress (Fig. 4b), while a higher viscosity contrast (model-set C) makes little difference from the reference model-set. The power-law and bi-modal (model-sets D and E) distributions both result in a relatively sharp transition from aseismic to seismic behavior at around 45 MPa, without the smooth transition seen in the other models. The models with the bimodal distribution have a larger uncertainty in b-value measurement compared to other model-sets, as they deviate from the G-R relationship (large error-bars in Fig. 4c).

**Single asperity rupture test models**

A suite of simplified models were run to constrain how far a rupture can propagate through a creeping region, to provide further context for the primary model-set. A patch of high viscosity ($10^{20}$ Pa s), with width $w_a$, was surrounded by homogenous material with viscosity $\eta_m$, assuming $W=10$ m (example model shown in Fig. S7). Both $\eta_m$ and $w_a$ were varied over 35 models, in order to explore their influence on rupture propagation distance into the creeping region (Fig. 6).

For most models, the rupture propagation is a small fraction of $w_a$, except for a subset of models where the rupture does not arrest and instead propagates across the entire fault. The rupture length primarily depends on $\bar{\tau}_0$, where $\tau_0$ is taken as the matrix stress $\eta v_p / W$. Rupture propagation is limited to <1.5 km when $\bar{\tau}_0 < 0.55$, while whole fault rupture can occur at $\bar{\tau}_0 > 0.55$ at a critical $w_a$ (mostly still at the km scale) that decreases with increasing $\bar{\tau}_0$. This critical $\bar{\tau}_0$ corresponds to when stress is relaxed to 10 MPa below $\tau_s$.

A simple energy balance model was calculated to further understand why rupture length is so limited at low $\bar{\tau}_0$, even for large patches. A rupture has a stress intensity factor $K$ that evolves with rupture length and available stress drop (Fig. S8). Rupture arrest will occur if $K < K_c$. The critical stress intensity factor $K_c$ is calculated as $K_c = \sqrt{2GD_c b\sigma_{eff} / \pi} \ln \left( \frac{\nu_c \theta_l}{D_c} \right)$, for co-seismic values of velocity and state variable, $\nu_c$ and $\theta_l$ (taken from the numerical model). The stress intensity factor for a rupture of half length $l_r$ propagating from a patch with uniform stress drop $\Delta \tau$ into a matrix of uniform available stress drop $\Delta \tau_m$ is:

$$K = \sqrt{\frac{\pi w_a}{2}} \left[ \frac{2}{\pi} (\Delta \tau_a - \Delta \tau_m) \arcsin \left( \frac{2l_r}{w_a} \right) + \Delta \tau_m \right]$$

Rupture arrest is then predicted at the $l_r$ at which $K = \alpha K_c$, provided $\frac{dK}{dl_r} < 0$. $\alpha$ is a scale factor to incorporate differences between crack modes and deviations from the idealized crack-tip stress distribution, fit to the numerical data with $\alpha = 7.5$. For $w_a \gg L_\infty$, earthquake nucleation can occur without the entire patch reaching a critical stress, limiting $\Delta \tau_a$. Following Cattania (21), the stress intensity ahead of a creeping front loading the asperity is $K_{\text{creep}} = 2Gs / (\sqrt{2\pi l_r})$. Rupture

| D | Power-law | $10^{18}$ | $10^{20}$ | 15 |
|---|-----------|-----------|-----------|----|
| E | Bi-modal  | $10^{18}$ | $10^{20}$ | 15 |

Table 1. Summary of primary model-set parameters.
nucleation will occur when $K_{\text{creep}} = K_c$, giving the critical displacement $s$ for a given $l_r \approx w_a$.

Combining with Eq. (17) gives a stress drop:

$$ \Delta \tau_a = \sqrt{\frac{\pi}{2w_a}} K_c $$

(21)

The matrix is assumed to be creeping prior to earthquake nucleation, such that the maximum stress drop is $\Delta \tau_m = \frac{v_p \eta}{w} - \tau_d$.

The analytical solution is shown in Fig. 6 and predicts a plateau in rupture length with increasing $w_a$, as a result of the limited stress drop corresponding to partial patch ruptures. An increase in rupture length with increasing $\eta$ is also predicted. However, the analytical solution overestimates the rupture length, particularly at high $\eta$. This overestimate is because stress shadows form at the patch edge, lowering the pre-seismic stress below that of viscous creep (Fig. 6; likely resulting in the high $\alpha$).

**Depth-dependent stress model**

Two additional models are included where $\eta$ is perturbed with depth, simulating a decrease in stress with depth as the influence of temperature-dependent creep increases. The model setup is identical to the reference model-set, but with a fault length of 100 km and a viscosity distribution that is scaled by a depth-dependent factor. The viscosity contrast, $\eta_{\text{max}}/\eta_{\text{min}}$, is held constant at 100. $\eta_{\text{min}}$ and $\eta_{\text{max}}$ are equally perturbed following a linearized form of the Arrhenius equation (for simplicity over the limited depth range), $\eta(z) = \min[\eta_0 \exp(\alpha(z - z_0)), \eta_0]$, where $\eta_0$ is the original viscosity, $z_0$ is the onset of temperature dependence at a depth of 27.5 km and $\alpha$ is chosen to give a viscosity decrease of 1 order of magnitude over the model domain. With a geothermal gradient of $10^6$ C/km (typical of P-T conditions of exhumed samples thought to represent steady subduction, (60)) and activation energy $Q = 135$ kJ/mol (61), the Arrhenius temperature-dependence $\eta(T) = \eta_0 \exp \frac{Q}{RT}$ would give an order $\sim 10^3$ viscosity decrease over the lower half of the fault. The chosen factor of 10 decrease is then conservative, incorporating possible contrast reductions due to changing stress and deformation mechanism with depth. The effective normal stress and rate-and-state parameters are constant throughout the fault, for both simplicity and the former representing the role of fluid pressure feedbacks (62).
This is a non-peer-reviewed manuscript submitted for publication.
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