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Abstract: This article discusses the problem of minimizing power loss in unbalanced distribution systems through phase-balancing. This problem is represented by a mixed-integer nonlinear-programming mathematical model, which is solved by applying a discretely encoded Vortex Search Algorithm (DVSA). The numerical results of simulations performed in IEEE 8-, 25-, and 37-node test systems demonstrate the applicability of the proposed methodology when compared with the classical Cuh & Beasley genetic algorithm. In addition, the computation times required by the algorithm to find the optimal solution are in the order of seconds, which makes the proposed DVSA a robust, reliable, and efficient tool. All computational implementations have been developed in the MATLAB® programming environment, and all the results have been evaluated in DigSILENT® software to verify the effectiveness and the proposed three-phase unbalanced power-flow method.
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1. Introduction

1.1. General Context

Energy has become a fundamental base for society, covering the basic needs of people, contributing to technological development and making a change to how people work and live in their houses [1]. Initially, it was necessary to look for a method to deliver energy from generation to consumption locations (end users) in an efficient form using equipment and devices to generate, transport, distribute, and commercialize energy, all of these encompassing the well-known electric power system [1]. One of the fundamental components for power systems is distribution systems, which are defined as, according to [2], the set of elements that transport electric energy from a power substation to an end user. Generally, distribution systems are formed of a power substation, subtransmission substation, distribution substation, primary feeders, distribution transformers, and secondary and auxiliary transformers [3]. The distribution system is entrusted to supplying safe and reliable high-quality energy economically to end users [1].

With technological development and population growth, unbalanced power systems have taken up a prominent role within studies of power distribution systems, given that these generally have unbalanced operation due to the load nature and network configuration, with one-phase distribution transformers connected arbitrarily at the power-system phases [4]. This is consistent since it is more economic to implement branches from one or two phases of the trunk circuit than installing three-phase circuits directly to the end....
users [5]. The load unbalance in the power distribution systems creates undesirable scenarios, such as current increase at some of the phases of the system, current through the neutral wire, and over-voltage on the least-loaded phases [6] which, consequently, will increase power loss, an inappropriate operation for protection and creating negative effects on power quality [6].

Power loss in distribution systems accounts for the difference between power provided by utility and power consumed by end users [7]. These are classified as technical and non-technical loss [3]. Non-technical loss is not associated with the physical characteristics of the power system [3], and technical loss is caused by energy dissipation in system components, such as lines, transformers, and electric connections [3]. Power loss in distribution systems can be significant, contingent upon unbalancing along loads. Let us suppose that there is a pure resistive load fed by a transmission line, modeled with a value of 1 Ω per phase, where the current flowing through the phases is 50 A 100 A 150 A. For this case, the power loss will be 35 kW [3]. If the phases are balanced, i.e., the current per phase is 100 A 100 A 100 A, power loss will be reduced to 30 kW [3]. Power loss caused by phase-unbalancing in distribution systems can exceed the capacity required to meet demand, equipment deterioration (reducing useful life), and the increase of investment and operation costs on behalf of the network operators [4,8]. Therefore, to reduce technical power loss, it is necessary to make an operation towards phase-balancing in distribution systems.

This balance can be done from three different focuses, which are: (i) distribution system reconfiguration; (ii) phase-swapping, [3]; and (iii) distributed generation DG implementation [9]. The first of these is hard to implement due to a reduced number of sectionalizers available in distribution systems [3]. On the other hand, the problem presented in implementing DG is the impossibility of controlling the active power injection due to the dependence on resource availability (in the case of the use of renewable generation sources); consequently, an exaggerated power injection could have a negative effect on the system [10]. Finally, phase-swapping presents a low-cost, suitable and effective alternative for phase-balancing [3].

1.2. Motivation

When power loss is reduced, power-supply service provided by utilities will be more efficient [11,12], complying with energy, power and service-quality parameters, meeting end user needs, according to guidelines of regulatory entities [1]. For the Colombian case, the Energy and Gas Regulation Commission (CREG) states that voltage profiles should be within ±10% of nominal operation voltage [13] and frequency within ±3% of nominal operation frequency of the system [14]. If these variables are not in compliance with operation limits, network operators incur financial penalties. In this manner, distribution companies will benefit from system-balancing, with a consequent reduction to operation and investment cost, since less energy has to be purchased to meet user demand and there will be no investment to implement other higher-cost solutions, such as capacitors and DG installation, which can be more expensive than phase-balancing [15]. For this reason, the present research shows the minimization of power loss caused by the unbalance of three-phase power distribution systems. For this purpose, the optimization algorithm known as Discrete Vortex Search Algorithm (DVSA) is used, combined with a three-phase version of the backward–forward sweep iterative method, with which the set of optimal connections for the loads that are part of the system will be determined, with an optimal point of operation, decreasing the phase-unbalancing.

1.3. Review of the State of the Art

In the specialized literature, several methods and proposals have been proposed for phase-balancing (PB). This problem was introduced for the first time in 1998 by [16], who formulated PB via mixed-integer programming with linear constraints, seeking to reduce current unbalancing in distribution system lines. Likewise, power loss is reduced, and voltage profiles and power quality are improved, in such a way that the service provided to
end users is efficient and of good quality. In [17] PB was developed through a metaheuristic algorithm known as simulated annealing, which minimized the total cost of operation. Voltage drops on the network segments were reduced, therefore reducing energy loss in the system, and the power-supply service to end users less expensive, since less energy was required to meet demand.

In [18], PB is proposed using a Genetic Algorithm (GA), designed to minimize phase-unbalancing of the system and reduce voltage drops on the network segments, power loss, and current through the neutral wire. It is determined that with correct phase reorganization, service quality is significantly improved. In [11], PB was developed via GA, in which power loss is reduced in distribution systems, with an improvement to the line transportation capacity, and decrease to both the voltage drop on the network segments and energy consumption price, in such a way that network operators and end users can be benefit from an economic and reliable power-supply service.

The authors in [19] formulated PB via the backward recurrence search heuristic algorithm, which minimized phase-unbalancing of the system such that neutral current is reduced. It was concluded that a more reliable system was obtained, since the likelihood of overcurrent protection devices actuation was decreased in the neutral. In [20], PB was developed through ant colony optimization, where energy loss was minimized over a 24 h interval for distribution systems, which reduced the neutral current and energy consumption price on the side of the end user. With this methodology, it was concluded that the proposed algorithm is beneficial for power systems with limited economic resources, since the configurations for phase reorganization are at the optimal during the period under study.

In [21], a particle swarm optimization PSO algorithm for the PB was proposed, in which power loss is decreased, and voltage profiles are improved. The right phase reorganization significantly improves the quality of the power-supply service to end users. In [22] PB was formulated through an expert system based on heuristic rules, which had the purpose of minimizing operative costs of the system. The objective function was formulated considering the cost of power loss and cost of service interruption due to the work for phase-swapping, which reduces both system-unbalancing and current flowing through the neutral and energy losses over a 24 h period. The authors concluded that the current of the neutral wire was significantly reduced, enhancing power-system reliability; moreover, transportation capacity of the network segments was improved, decreasing power loss.

In [23], PB was developed via an immune algorithm where the operative costs of the system were reduced over a 24 h interval. The objective function was formulated considering current flowing through the neutral (adding a penalization cost if this exceeds a predetermined value), service interruption cost, and the cost due to phase reorganization, in such a way that service quality provided to end users can be improved, since the reduction of system-unbalancing means a reduction of power loss. In [24], the problem of PB is addressed with automatic phase-swapping via information system-mapping, taking into account the technical characteristics and the load flow, to decide the best phase reorganization that provides the lowest power loss. In this sense, the algorithm developed is a useful tool for power distribution engineers in the direction and maintenance of systems, since the automatic feature allows operation of the system in an efficient and effective manner.

The authors of [25,26] formulated PB using a fuzzy geek hybrid heuristic algorithm and an auto-adaptive hybrid differential evolution algorithm to minimize the system phase-unbalancing based on power-flow equations and capacity and voltage constraints, seeking to balance the current flowing through the system phases and decreasing the neutral current. With the correct phase reorganization, the service quality is considerably improved, and the energy invoice is decreased for end users, since when system is balanced, power loss is also reduced.

In [27], a bacterial foraging optimization algorithm oriented by a PSO algorithm was proposed, which had the objective of minimizing the operative costs of the system, whether
it was radial or meshed. The objective function was formulated considering the current flowing through the neutral wire, voltage drop on the network segments, system power losses (adding a penalization cost if this exceeded a set value), and the cost due to phase-swapping, in such a way that the system balance is improved, making as similar as possible both the voltage between phases and the current flowing through the lines, in this way reducing the neutral current and the system power loss.

In [3], PB through a GA was formulated with the objective of minimizing energy loss in distribution systems, and consequently, voltage profiles were improved and the congestion of the system lines was reduced, which had direct effects on investment costs, with optimal system operation points and reduced unbalance factor, power loss, and neutral current. In [28], the PB problem was addressed with a heuristic method based on phase-swapping for load-balancing, minimizing the degree of system-unbalancing. With this, voltage profiles were improved, and energy losses decreased over 7-day period for the implemented test systems. In this manner, the systems were taken to an optimal operation point.

In [8], PB was formulated in the 13-node IEEE test system with a balancing algorithm based on verifying at each candidate node the possible combinations for phase-swapping until the option that balanced the system was obtained. In this manner, a configuration was obtained that reduced the neutral current and power loss, and improved the voltage profiles in the test system. In [29], PB was developed via PSO, which sought to minimize the phase-unbalancing of the system. Likewise, power loss was reduced, and voltage profile and energy efficiency were improved for a good-quality and economic power-supply service to end users.

To address the PB problem in [30], the minimization of the unbalancing in distribution systems was proposed, using a search heuristic algorithm that defined how to perform phase-swapping with load contactors. This method decreased power loss and provided better results depending on the number of contactors used; furthermore, this increased the operation cost of the system. The authors of [31] proposed PB with a GA that used a codification based on group theory that minimized power losses in distribution systems and reduced the existing unbalancing between the phases of the system.

In [32], PB was developed through an analytic approach, taking into consideration that phase-swapping must be minimal. (This was done via the implementation of a search vector that selected the priority nodes considering the load connected at each phase and voltage unbalancing), to reduce the distribution system-unbalancing and therefore the power losses. Finally, in [33], PB implementing a GA was developed which had the objective of reducing energy loss over a 24 h interval and decreased the phase-unbalancing in the system.

As observed in the above review of the state of the art, PB, regardless of the objective and the solution techniques mentioned, seeks to improve the quality of power and energy so that the service provided by network operators to end users is efficient and economic, resulting in a beneficial situation for customers and utilities. Tables 1 and 2 show a summary of the works consulted for the state of the art, with the solution method and objective function employed.

For the development of this research paper, an optimization metaheuristic technique will be used called Vortex Search Algorithm (VSA), as it has not been applied for the PB problem, as observed in Table 1. This technique is used for the solution of problems in the continuous domain [34]. In this case, a discrete version of the VSA, known as DVSA, is proposed, since the optimal combination for load connection must be selected. The objective function to minimize is the power loss in the distribution system, because this has been the least researched variable within the references consulted, as shown in Table 2, to the extent that only the 14% of the authors had it as the main purpose of their research.
Table 1. Summary of the algorithms presented in the state of the art.

| Reference | Method/Algorithm                          |
|-----------|-------------------------------------------|
| [16]      | Mixed-integer programming                  |
| [17]      | Simulated Annealing                        |
| [3,11,18,31,33] | Genetic Algorithm                           |
| [19,30]   | Backward recurrence search heuristic algorithm |
| [20]      | Ant colony optimization algorithm          |
| [21,27,29] | Particle Swarm Optimization Algorithm      |
| [22]      | Heuristic rules                            |
| [23]      | Immune Algorithm                           |
| [24]      | Automatic System-Mapping                   |
| [25,26]   | Hybrid Heuristic Algorithm                 |
| [8,28]    | Heuristic Method                           |
| [32]      | Analytic approach                          |

Table 2. Summary of the objective functions presented in the state of the art.

| Reference | Objective Function                        |
|-----------|-------------------------------------------|
| [8,16,18,19,21,25,26,28–30,32] | Minimize system-unbalancing |
| [17,22,23,27] | Minimize operative costs                  |
| [11,24,31] | Minimize power losses                     |
| [3,20,33] | Minimize energy losses                    |

1.4. Contributions

This study addresses the solution of the optimal PB problem in unbalanced distribution networks. After doing a review of the state of the art, a master–slave optimization is proposed as follows: in the master stage of the DVSA, the set of connections for loads presented in the system is defined; in the slave stage, the solution for the power flow is established via the three-phase sweep iterative method, which will determine the power loss for the set of solutions defined in the master stage. Thus far, this solution method for PB has not been reported in the specialized literature. The contributions of this research work are presented as follows:

✓ It is possible to obtain a global optimal solution for the PB problem via the parameterization solution method with a sensitivity analysis between the number of candidate solutions and the number of iterations.

✓ The solution developed from the interaction of the DVSA and the three-phase iterative sweep method can be implemented for any radial or meshed unbalanced distribution system. Likewise, the set of optimal connections for loads in the system is not limited by the number of nodes.

Finally, it is important to mention that, while the PB problem has been widely studied and reported in the specialized literature, as shown in the state-of-the-art review, a discrete codification for the VSA that uses integer decision variables will simplify the binary vector dimensions commonly used for the solution of this problem, decreasing the processing time [35]. In addition, to present the effectiveness and robustness of the proposed discrete VSA approach, numerical comparisons are included with the classical Chu & Beasley genetic algorithm to determine the final phase configuration and the total amount of power-loss reduction.

1.5. Document Organization

The rest of this document is organized as follows: Section 2 presents the mathematical formulation of the optimal phase-balancing problem in unbalanced distribution systems. Section 3 shows the proposed master–slave methodology, where the DVSA is presented integrated with the three-phase iterative sweep power flow. Section 4 describes the test systems used in this study with their main characteristics. Section 5 shows the results of
the operative state of the system (nodal voltage per phase) and the active power loss for a given demand condition, using the three-phase iterative sweep power flow. Section 6 shows the results obtained for the set of connections and the power losses in each of the cases proposed by the master–slave methodology. Section 7 gives conclusions and proposes future works.

2. Mathematical Formulation

The optimal phase-balancing problem in unbalanced distribution systems can be represented via a mixed-integer non-linear programming (MINLP) model. The integer variables (binary type) represent the decision variables, which are associated with the selection of connection type for each load presented in the system. On the other hand, the continuous variables are associated with the classic power-flow formulation, which uses magnitude and angle voltage per node [36]. Finally, the non-linear nature is due to the trigonometric functions in the power-balance equations and the products between the magnitudes of the nodes [35].

The MINLP formulation is presented below, as an adaptation of the models in [3,37].

2.1. Objective Function

The objective function corresponds to total active power loss of the unbalanced distribution system, as presented in (1).

\[
\min z = \sum_{p \in \Omega_P} \sum_{i \in \Omega_N} \sum_{j \in \Omega_N} V_i^p V_j^p Y_{ij}^p \cos(\delta_i^p - \delta_j^p - \theta_{ij}^p)
\]

where \(z\) represents the value of the objective function. \(\Omega_P\) is the set associated with the system phases. \(\Omega_N\) is the set associated with the system nodes. \(V_i^p\) and \(V_j^p\) are the voltage magnitudes in the phase \(p\) in the nodes \(i\) and \(j\), respectively. \(\delta_i^p\) and \(\delta_j^p\) are voltage angles in the phase \(p\) in the nodes \(i\) and \(j\), respectively. \(Y_{ij}^p\) is the magnitude of the admittance associated with the line connected between the nodes \(i\) and \(j\) of the phase \(p\) with an angle nominated as \(\theta_{ij}^p\).

2.2. Constraints

The set of constraints corresponds to the operative limitations that can be found in any unbalanced distribution system. These are shown in (2) to (11).

\[
P_{gA}^i - \sum_{h \in \Omega_H} X_{ih}^{iA} p_{ih}^{A} = \sum_{j \in \Omega_N} V_i^A V_j^A Y_{ij}^A \cos(\delta_i^A - \delta_j^A - \theta_{ij}^A)
\]

\[
P_{gB}^i - \sum_{h \in \Omega_H} X_{ih}^{iB} p_{ih}^{B} = \sum_{j \in \Omega_N} V_i^B V_j^B Y_{ij}^B \cos(\delta_i^B - \delta_j^B - \theta_{ij}^B)
\]

\[
P_{gC}^i - \sum_{h \in \Omega_H} X_{ih}^{iC} p_{ih}^{C} = \sum_{j \in \Omega_N} V_i^C V_j^C Y_{ij}^C \cos(\delta_i^C - \delta_j^C - \theta_{ij}^C)
\]

\[
\{\forall i \in \Omega_N\}
\]

where Expressions (2)–(4) represent the active power balance per phase at each node of the system. \(p_{ih}^{A}\), \(p_{ih}^{B}\) and \(p_{ih}^{C}\) are the active power due to a conventional generator in the phases A, B, and C, respectively, at the node \(i\). \(p_{ih}^{A}\), \(p_{ih}^{B}\) and \(p_{ih}^{C}\) are the active powers demanded, as per the type of connection \(h\), in the phases A, B, and C, respectively, in the node \(i\). \(X_{ih}\) represents the binary decision variable, which takes the value of 1 if connection \(h\) is selected for a node \(i\), and 0 otherwise.

The binary variable \(X_{ih}\) will have to select among \(h\) possible connections for the loads of the nodes of demand \(i\) presented in the distribution system, as shown in Table 3. It must be considered that in the case of having inductive loads (motors), the phase sequence
should not be swapped, to prevent damage to the equipment [3]. An example of this situation is that if there is a three-phase motor connected in phases A, B, and C, this can only be connected as follows: BCA or CAB, making sure it has the same sequence.

Table 3. Possible types of connections for the loads presented in the system [3].

| Type of Connection (h) | Connection | Sequence  |
|------------------------|------------|-----------|
| 1                      | ABC        | No change |
| 2                      | BCA        | No change |
| 3                      | CAB        | No change |
| 4                      | ACB        | Change    |
| 5                      | CBA        | Change    |
| 6                      | BAC        | Change    |

As a result, it is proposed that each load connected to the nodes of demand $i$ is associated with a type of connection, which will represent a possible phase-swapping [3]. The type of connections vary from 1 to 6. Type 1 indicates that there was no phase-swapping (default setting); the remaining five types of connection indicate a phase-swapping that may or may not involve a sequence change [3], i.e., if there is a load initially connected in ABC sequence and a Type 6 is required, phase connection will change to BAC [3], as shown in Figure 1.

This research work is focused on three-phase loads; however, if there are two-phase or one-phase loads, the type of connections of Table 3 are applied accordingly. In the first case, it is assumed that the power of the phase where the load is not connected is equal to zero, and in the second case it is assumed that the power of the two phases where the load is not connected is equal to zero [3].

$$Q_{gA}^i - \sum_{h \in \Omega} X_{ih} Q_{ih}^{DA} = \sum_{j \in \Omega_N} V_{i}^A Y_{ij}^A V_{j}^A \sin(\delta_i^A - \delta_j^A - \theta_{ij}^A)$$  \hspace{1cm} (5)

$$Q_{gB}^i - \sum_{h \in \Omega} X_{ih} Q_{ih}^{DB} = \sum_{j \in \Omega_N} V_{i}^B Y_{ij}^B V_{j}^B \sin(\delta_i^B - \delta_j^B - \theta_{ij}^B)$$  \hspace{1cm} (6)

$$Q_{gC}^i - \sum_{h \in \Omega} X_{ih} Q_{ih}^{DC} = \sum_{j \in \Omega_N} V_{i}^C Y_{ij}^C V_{j}^C \sin(\delta_i^C - \delta_j^C - \theta_{ij}^C)$$  \hspace{1cm} (7)

where Expressions (5)–(7) represent the reactive power balance per phase at each node of the system. $Q_{gA}^i$, $Q_{gB}^i$, and $Q_{gC}^i$ are the reactive power generated by a conventional generator, in the phases A, B, and C, respectively, in the node $i$. $Q_{ih}^{DA}$, $Q_{ih}^{DB}$, and $Q_{ih}^{DC}$, are the reactive powers demanded, as per the type of connection $h$, in the phases A, B, and C, respectively, in the node $i$.

$$V_{i}^\text{min} \leq V_{i}^A \leq V_{i}^\text{max}, \{\forall i \in \Omega_N\}$$  \hspace{1cm} (8)
where Expressions (8)–(10) correspond to the constraints of voltage regulation per phase in the node $i$. Voltage per phase in the node $i$ can take any value as long as this is within $V_{\text{min}}$ and $V_{\text{max}}$.

\[ \sum_{h \in \Omega_{ih}} X_{ih} = 1, \forall i \in \Omega_N \]  

(11)

where the expression (11) is limited to one, the number of possible connections presented in each demand node $i$.

The model described in (1) to (11) represents the optimal phase-balancing problem in unbalanced distribution systems. This model is based on minimizing the power losses in unbalanced distribution systems, where the binary variable $X_{ih}$ will determine the set of connections for the demand nodes that allows the system to find an operation point to reduce phase-unbalancing. The solution for the model described in (1) to (11) requires numeric optimization techniques, since the active and reactive power-balance equations, defined in (2) to (7), are non-linear and non-convex [34]. For this reason, in Section 3 a master–slave methodology is proposed to solve the optimal phase-balancing problem. This calls for combining the DVSA and the three-phase version of the power flow, which is known as the iterative sweep method.

3. Methodology Proposed

For the solution of the optimal phase-balancing problem in unbalanced distribution systems, to minimize power loss for a given demand condition, in this document the VSA is proposed in its discrete version [35] to be used in the master stage, and in the three-phase iterative sweep power-flow method in the slave stage. In the master stage, the phase connections will be defined in each demand node of the system, which allows balancing, while in the slave stage the constraints will be assessed for the power flow defined in (2) to (7). Each component of the master–slave methodology proposed is described as follows.

3.1. Master Stage: Vortex Search Algorithm

VSA is a metaheuristic technique used to solve problems in the continuous domain, and it is based on the behavior of vortex created in agitated fluids [38]. A significant advantage of this optimization method is that candidate solutions are generated around the best current solution via a Gaussian distribution at each iteration [38] and have variable radii that allows the exploration and exploitation of the solution space [34]. When this method is applied to power-flow problems, it is warranted to reach an optimal global solution with the minimum of standard deviation [39].

As mentioned before, the VSA works with continuous variables. In this paper, a discrete version is employed when these variables are rounded to the closest integer, as proposed in [35], which will allow the slave stage to evaluate a set of connections for the loads that are part of the system, exploring and exploiting the solution space in a proper manner.

3.1.1. Initial Solution

VSA works with non-concentric hyperspheres, where the radius of the external hypersphere represents the size of the solution space, and the center represents the best current solution [34]. The initial center of the hypersphere is defined in (12):

\[ \mu_0 = \frac{x_{\text{max}} + x_{\text{min}}}{2} \]  

(12)

where $x_{\text{max}}$ and $x_{\text{min}}$ are $d \times 1$ vectors that define the upper and lower limits of the decision variables of the optimization problem in a dimensional space $d$. 

\[ V_{\text{min}} \leq V_{i}^{B} \leq V_{\text{max}}, \forall i \in \Omega_N \]  

(9)

\[ V_{\text{min}} \leq V_{i}^{C} \leq V_{\text{max}}, \forall i \in \Omega_N \]  

(10)
3.1.2. Candidate Solutions

The set of candidate solutions is represented as $C_t(s)$, where $t$ is the number of iterations. Initially $t = 0$ and the set of solutions $C_0(s)$ is generated through a random process using a Gaussian distribution in the dimensional space $d$, where $C_0(s) = \{s_1, s_2, \ldots, s_n\}$, $n$ being the number of candidate solutions. To generate the Gaussian distribution in a multidimensional space, Expression (13) is used:

$$p(x|\mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^d|\Sigma|}} \exp\left\{ -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right\}$$

where $d$ is the dimension of the solution space, $x \in \mathbb{R}^{d \times 1}$ correspond to the vector of random variables, $\mu \in \mathbb{R}^{d \times 1}$ represent the center vector that contains the best solution and $\Sigma \in \mathbb{R}^{d \times d}$ corresponds to the covariance matrix.

If in $\Sigma$ the diagonal elements (variance) are equal, and if the elements out of the diagonal (covariance) are zero, then the Gaussian distribution will create hyperspheres in the dimensional space $d$ [38]. An easy way to calculate $\Sigma$, considering the covariance and the variances are the same, is shown in (14):

$$\Sigma = \sigma^2 I_{d \times d}$$

where $\sigma$ is the variance of the Gaussian distribution and $I_{d \times d}$ is an identity matrix. Notice how the standard deviation of the Gaussian distribution can be defined as shown in (15):

$$c_0 = \frac{\max \{x^{\text{max}}\} - \min \{x^{\text{min}}\}}{2}$$

where $c_0$ can also be considered to be the initial radius $r_0$ of the hypersphere in the dimensional space $d$ [38]. To reach a proper exploration of the solution space, initially, $c_0$ is the largest possible hypersphere. During the search process, the radius decreases to zero and contains the optimal solution [35].

3.1.3. Replacement of the Current Solution

In the solution stage, the best solution of $s^0 \in C_0(s)$ is selected and memorized from $C_0(s)$ to replace the current center of the hypersphere $\mu_0$. Furthermore, before the selection stage, it must be checked that the candidate solutions can be found within the limits of the solution space. For this it is employed (16), which will adjust within the limits the solutions $s_k^l$ that are not found in the solution space.

$$s_k^l = \begin{cases} (x_l^{\text{max}} - x_l^{\text{min}}) r_l + x_l^{\text{min}}, & s_k^l \leq x_l^{\text{min}} \\ s_l^t, & x_l^{\text{min}} \leq s_k^l \leq x_l^{\text{max}} \\ (x_l^{\text{max}} - x_l^{\text{min}}) r_l + x_l^{\text{min}}, & s_k^l > x_l^{\text{max}} \end{cases}$$

where $k = 1, 2, \ldots, n$, $l = 1, 2, \ldots, d$ and $r_l$ represent a uniform random distribution of an integer number from 0 to 1. Later, the best solution $s_t \in C_t(s)$ is taken as the best solution, if and only if it is better than the previous solution, which will create an update in the center of the hypersphere $\mu_t$ and in its radius $r_t$, this latter being reduced. Finally, a new set of solutions $C_t(s)$ is generated around the new center.

3.1.4. Process of Radius Reduction

The most important process of the VSA is the adaptive adjustment of the radius of the hypersphere, which is done using a variable step approach [38]. For this, the incomplete gamma function is used, as recommended by [38]. The incomplete gamma function can be appreciated in (17).

$$\gamma(x, a) = \int_0^x e^{-t} t^{a-1} dt$$
where $a > 0$ is known as a shape parameter and $x \geq 0$ as a random parameter. However, to determine the adaptive size of the radius in each iteration the inverse incomplete gamma function will be used, as reported in [34], shown in (18).

$$r_t = \sigma_0 \gamma^{-1}(x, a_t)$$  \hspace{1cm} (18)

In MATLAB® (2020a, Natick, MA, USA) the inverse incomplete gamma function for the calculation of the variable radius can be computed as observed in (19) [38].

$$r_t = \sigma_0 \frac{1}{x} \text{gammaincinv}(x, a_t)$$  \hspace{1cm} (19)

where $a_t$ is a parameter defined as $a_t = 1 - \frac{t}{t_{\text{max}}}$, $t_{\text{max}}$ being the total number of iterations. Additionally, the parameter $x$ is selected as 0.1, as reported in [38].

To exemplify the proposed codification that represents the problem of optimal phase-balancing in unbalanced distribution systems, the following solution vector $s_k$ taken from the candidate set of solutions $C_t(s)$ is supposed.

$$s_k = [1, \ldots, u, \ldots, m]$$

This vector is formed by integer numbers that represent the load connection at each demand node (i.e., from demand node 1 to demand node $m$), in which the values vary from 1 to $u$, with $u = 6$, the maximum number of available connections for the loads, as shown in Section 2.

In Algorithm 1, a summary of the VSA implementation is presented, to solve the PB problem in unbalanced distribution systems.

For the solution of the PB problem, using Algorithm 1, it is recommended to set $x_{\text{max}}$ in 6.5 and $x_{\text{min}}$ in 0.5. Likewise, $d$ is the number of demand nodes presented in the system.

3.1.5. Evaluation of Fitness Function

For the correct exploration and exploitation of the solution space during the iterative process of the DVSA, it is necessary to rewrite the objective function shown in (1). It is proposed that the fitness function takes the following form, shown in (20):

$$z_f = z + \alpha \left( \max_{i \in \Omega_N} \left\{ 0, \max_{j \in A, B, C} \left( v_{i j} - v_{\text{max}} \right) \right\} + \max_{i \in \Omega_N} \left\{ 0, v_{i} - \min_{j \in A, B, C} \left( v_{i j} \right) \right\} \right)$$  \hspace{1cm} (20)

where $\alpha$ is the penalization factor and $v_i$ is the nodal voltage obtained in (55) when the three-phase power flow is solved in the slave stage.

When a candidate solution is not in compliance with the voltage constraints, established in (8) to (10), the penalization factor will affect the objective function, discarding this solution as a possible best solution.
Algorithm 1 Master–slave optimization proposed.

Data: Read the information of the AC distribution network.
Determine the initial center $\mu_0$ from (12);
Determine the initial radius $r_0$ (or the standard deviation $\sigma_0$) from (15);
Establish the best adaptive initial function as $z_f(s_{\text{best}}) = \infty$ (Minimization problem);
Set $t = 0$;

while $t \leq t_{\text{max}}$ do
\begin{itemize}
  \item Generate the candidate solutions using a Gaussian distribution of the center $\mu_t$ with a standard deviation (radius) $r_t$ as defined in (13) to obtain the set of candidate solutions $C_t(s)$ with $d$ columns and $n$ rows;
  \item If $C_t(s)$ exceeds any limit, whether it is upper or lower, adjust the set of solutions within the limits using (16);
  \item Round the values of $C_t(s)$ to the closest integer;
  \item Evaluate the iterative sweep three-phase power flow method (see (55)) for each $s_k$ in $C_t(s)$ and compute the corresponding adaptive function ($z_f$) as shown in (20);
\end{itemize}
\begin{itemize}
  \item Choose the best solution $s^*$, contained in $C_t(s)$, that produces the lowest $z_f$;
  \item if $z_f(s^*) < z_f(s_{\text{best}})$ then
    \begin{itemize}
      \item $s_{\text{best}} = s^*$;
      \item $z_f(s_{\text{best}}) = z_f(s^*)$;
    \end{itemize}
  \item else
    \begin{itemize}
      \item Keep the best solution obtained until now as $s_{\text{best}}$;
    \end{itemize}
end
Let the center $\mu_{t+1}$ be equal to the best solution $s_{\text{best}}$;
Update the radius $r_{t+1}$ as shown in (19);
Set $t = t + 1$;
end

Result: The best solution can be found for $s_{\text{best}}$ and its adaptive function is $z_f(s_{\text{best}})$.

3.2. Slave Stage: Three-Phase Iterative Sweep Method

The iterative seep method, according to [40], is based on graph theory where an incidence matrix represents the network topology relating to the nodes with the branches of the system. Kirchhoff laws are also used, to calculate the currents of the system nodes, beginning from the terminal nodes towards the slack node (backward sweep), and compute the voltage drops on the network segments from the slack node towards the terminal nodes (forward sweep) [41]. This solution method is commonly known as backward–forward sweep method [42].

Let us suppose an unbalanced distribution system as shown in Figure 2, where nodes and branches are defined.

Slack
\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{fig2.png}
\caption{Unbalanced distribution system for the application example.}
\end{figure}

The direction of the currents flowing through the lines and the net injected currents of the system are arbitrarily defined. To represent the topology, the relation between the
nodes and the phases of the system branches via the three-phase incidence matrix is used, which is shown in (21):

\[
A_{ip,jk} = \begin{cases} 
+1, & \text{If the current leaves from node } i \text{ phase } p \\
-1, & \text{If the current enters node } i \text{ phase } p \\
0, & \text{If branch } j \text{ phase } k \text{ is not connected to node } i \text{ phase } p
\end{cases}
\]  

(21)

where \( i \) corresponds to the system nodes, \( p \) the phase of the nodes, \( j \) the system branches, and \( k \) the branches phases, for which the incidence matrix of the example shown in Figure 2 is defined in (22):

\[
A_{ip,jk} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 \\
\end{bmatrix} \iff A_{3\times 6} = \begin{bmatrix} A_{03\times 6} \\
A_{d3\times 6} \end{bmatrix}
\]

(22)

The three-phase incidence matrix is divided in terms of the generation and demand as shown in (22); the voltage drop per phase through the branches is defined as the difference between the voltage nodes per phase that are connected to each other. The equations that represent the voltage drop in the branches per phase are written as follows:

\[
V_{aA} = V_{0A} - V_{1A}
\]

(23)

\[
V_{aB} = V_{0B} - V_{1B}
\]

(24)

\[
V_{aC} = V_{0C} - V_{1C}
\]

(25)

\[
V_{bA} = V_{1A} - V_{2A}
\]

(26)

\[
V_{bB} = V_{1B} - V_{2B}
\]

(27)

\[
V_{bC} = V_{1C} - V_{2C}
\]

(28)

Writing from (23) to (28) in matrix form, (29) is obtained:

\[
\begin{bmatrix} V_{aA} \\
V_{aB} \\
V_{aC} \\
V_{bA} \\
V_{bB} \\
V_{bC} \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} V_{0A} \\
V_{0B} \\
V_{0C} \\
V_{1A} \\
V_{1B} \\
V_{1C} \end{bmatrix} \iff V_{3\times 6} = A_{3\times 6}^T V_{N3\times 6}
\]

(29)

Notice how (30) can be written in terms of generation and demand, as shown in (31):

\[
V_{3\times 6} = A_{03\times 6}^T V_{03\times 6} + A_{d3\times 6}^T V_{d3\times 6}
\]

(31)
On the other hand, summing currents per phase in the nodes, we obtain:

**Node 1:**

\[ I_{1A} + I_{aA} - I_{bA} = 0 \]  
\[ I_{1B} + I_{aB} - I_{bB} = 0 \]  
\[ I_{1C} + I_{aC} - I_{bC} = 0 \]  

**Node 2:**

\[ I_{2A} + I_{bA} = 0 \]  
\[ I_{2B} + I_{bB} = 0 \]  
\[ I_{2C} + I_{bC} = 0 \]

Writing (32) to (37) in matrix form, (38) is obtained:

\[
\begin{bmatrix}
I_{1A} \\
I_{1B} \\
I_{1C} \\
I_{2A} \\
I_{2B} \\
I_{2C}
\end{bmatrix}
\begin{bmatrix}
-1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
I_{aA} \\
I_{aB} \\
I_{aC} \\
I_{bA} \\
I_{bB} \\
I_{bC}
\end{bmatrix}
\]

\[ I_{d3E} = A_{d3E}I_{r3E} \]  

Likewise, the voltage drop per phase in the branches can be defined via the three-phase impedance matrix for distribution lines and Ohm’s law [43], as shown in (40) and (41):

\[
\begin{bmatrix}
V_{aA} \\
V_{aB} \\
V_{aC} \\
V_{bA} \\
V_{bB} \\
V_{bC}
\end{bmatrix}
= \begin{bmatrix}
Z_{aAA} & Z_{aAB} & Z_{aAC} & 0 & 0 & 0 \\
Z_{aBA} & Z_{aBB} & Z_{aBC} & 0 & 0 & 0 \\
Z_{aCA} & Z_{aCB} & Z_{aCC} & 0 & 0 & 0 \\
Z_{bAA} & Z_{bAB} & Z_{bAC} & 0 & 0 & 0 \\
Z_{bBA} & Z_{bBB} & Z_{bBC} & 0 & 0 & 0 \\
Z_{bCA} & Z_{bCB} & Z_{bCC} & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
I_{aA} \\
I_{aB} \\
I_{aC} \\
I_{bA} \\
I_{bB} \\
I_{bC}
\end{bmatrix}
\]

Writing (40) and (41) in matrix form, (42) is obtained:

\[
\begin{bmatrix}
V_{aA} \\
V_{aB} \\
V_{aC} \\
V_{bA} \\
V_{bB} \\
V_{bC}
\end{bmatrix}
= \begin{bmatrix}
Z_{aAA} & Z_{aAB} & Z_{aAC} & 0 & 0 & 0 \\
Z_{aBA} & Z_{aBB} & Z_{aBC} & 0 & 0 & 0 \\
Z_{aCA} & Z_{aCB} & Z_{aCC} & 0 & 0 & 0 \\
Z_{bAA} & Z_{bAB} & Z_{bAC} & 0 & 0 & 0 \\
Z_{bBA} & Z_{bBB} & Z_{bBC} & 0 & 0 & 0 \\
Z_{bCA} & Z_{bCB} & Z_{bCC} & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
I_{aA} \\
I_{aB} \\
I_{aC} \\
I_{bA} \\
I_{bB} \\
I_{bC}
\end{bmatrix}
\]

\[ V_{r3E} = Z_{r3E}I_{r3E} \]  

From the theoretical development, results (31), (39), and (43) show the equations that will permit the solution of the three-phase power flow. The objective is to reach an equation of the form \( V_{d3E} = f(I_{d3E}) \) that relates to the three-phase voltage demanded with the three-phase current demanded; moreover, it has to be taken into account that matrix \( A_{d3E} \) cannot be inverted, while \( Z_{r3E} \) can be inverted. From (43), \( I_{r3E} \) can be obtained and replaced in (39), reaching (44):

\[ I_{d3E} = A_{d3E}Z_{r3E}^{-1}V_{r3E} \]  

Equation (31) is replaced in (44) obtaining (47):

\[ I_{d3E} = A_{d3E}Z_{r3E}^{-1}(A_{r3E}^TV_{r3E} + A_{d3E}^TV_{d3E}) \]
\[ I_{d3CE} = A_{d3CE} Z_{r3CE}^{-1} A_{03CE}^T V_{03CE} + A_{d3CE} Z_{r3CE}^{-1} A_{d3CE}^T V_{d3CE} \] (46)

\[ I_{d3CE} = Y_{d03CE} V_{03CE} + Y_{dd3CE} V_{d3CE} \] (47)

where \( Y_{d03CE} = A_{d3CE} Z_{r3CE}^{-1} A_{03CE}^T \) and \( Y_{dd3CE} = A_{d3CE} Z_{r3CE}^{-1} A_{d3CE}^T \). In addition, if we organize for \( V_{d3CE} \) from (47), then we find (48): Moreover, isolating \( V_{d3CE} \) from (47), Expression (48) is obtained:

\[ V_{d3CE} = -Y_{dd3CE}^{-1}(I_{d3CE} + Y_{d03CE} V_{03CE}) \] (48)

Furthermore, from (48) \( I_{d3CE} \), the three-phase demanded current, is not known. This current will depend on the type of load that is connected, i.e., Wye (Y) or Delta (\( \Delta \)) connection.

For the Wye load the Figure 3 is taken as reference, deducting (49)–(51).

\[ I_A = \left( \frac{S_{iA}}{V_{iA}} \right)^* \] (49)
\[ I_B = \left( \frac{S_{iB}}{V_{iB}} \right)^* \] (50)
\[ I_C = \left( \frac{S_{iC}}{V_{iC}} \right)^* \] (51)

where \( i \) is the number of the node.

\[ V_A \quad I_A \quad S_A \]
\[ V_B \quad I_B \quad S_B \quad S_C \]
\[ V_C \quad I_C \]

Figure 3. Wye connection.

For the \( \Delta \) load, Figure 4 is taken as reference, deducting (52)–(54).

\[ I_A = \left( \frac{S_{iA}}{V_{iA} - V_{iB}} \right)^* - \left( \frac{S_{iC}}{V_{iC} - V_{iA}} \right)^* \] (52)
\[ I_B = \left( \frac{S_{iB}}{V_{iB} - V_{iC}} \right)^* - \left( \frac{S_{iA}}{V_{iA} - V_{iB}} \right)^* \] (53)
\[ I_C = \left( \frac{S_{iC}}{V_{iC} - V_{iA}} \right)^* - \left( \frac{S_{iB}}{V_{iB} - V_{iC}} \right)^* \] (54)

Finally, using an iterative counter resolves (48), as shown in (55):

\[ V_{d3CE}^{t+1} = -Y_{dd3CE}^{-1}(I_{d3CE}^t + Y_{d03CE} V_{03CE}) \] (55)
where $t$ is the iteration counter.

The solution of (55) is given if and only if it is fulfilled that $|V_{d3E}^{t+1} - V_{d3E}^t| \leq \epsilon$, with $\epsilon$ being the maximum acceptable error, which is recommended in the specialized literature as $1 \times 10^{-10}$ [35].

To determine three-phase power loss, i.e., Joule effect, (56) is used.

$$P_{loss3\phi} = \text{Re} \left( \sum (Z_{r3E} |I_{d3E}|)^2 \right)$$  \hspace{1cm} (56)

Finally, Figure 5 presents the flowchart of the three-phase iterative sweep method with which the electrical variables required to evaluate the adaptive function $z_f$ will be determined.

![Figure 5](image_url)
4. Test Systems

In this section, the information of the three-phase radial unbalanced distribution test systems is used to show the efficiency of the optimization method proposed in Section 3. Test systems correspond to the IEEE 8-, 25-, and 37-node radial distribution networks.

4.1. 8-Node Test System

This is an unbalanced radial distribution system with 8 nodes, with the slack node located at node 1, 7 lines, and 7 demand nodes, with a nominal voltage of 11 kV [44]. The electrical configuration of this system can be appreciated in Figure 6. The total active and reactive power consumption is 1005 kW and 485 kvar for phase A, 785 kW and 381 kvar for phase B, and 1696 kW and 821 kvar for phase C [44].

![Figure 6. Electrical configuration of the 8-node system.](image)

For the purpose of this research paper, impedance matrices are modified per type of conductor, given by [44], as shown in Table A2, to properly apply PB. Load consumption per phase is shown in Appendix A in Table A1.

4.2. 25-Node Test System

This is a radial unbalanced distribution system with 25 nodes, 24 lines, and 22 loads. The source is located at node 1 and the nominal voltage is 4.16 kV [45]. The electrical configuration of this system can be seen in Figure 7. The total active and reactive power consumption is 1073 kW and 792 kvar for phase A, 1083.3 kW and 801 kvar for phase B, and 1083.3 kW and 800 kvar for phase C.

![Figure 7. Electrical configuration of the 25-node system.](image)

For this research, the information of load consumption per phase adopted was that proposed by the authors in [46]. The load consumption per phase and impedance matrix information per type of conductor are shown in Tables A3 and A4 from Appendix A, respectively.
4.3. IEEE 37-Node Test System

The IEEE 37-node test system is a real radial unbalanced distribution system located in California, totally composed of underground lines [47]. It has 37 nodes, node 1 being the source, 35 lines, and 25 loads. It has a transformer that operates in an unbalanced form and a voltage regulator [47]. The nominal voltage is 4.8 kV [47]. The electric configuration of this system can be appreciated in Figure 8, the nodes being numbered the same as that considered in [3]. The total active and reactive power consumption is 727 kW and 357 kvar for phase A, 639 kW and 314 kvar for phase B, and 1091 kW and 530 kvar for phase C. Initially, this system has total active power losses of 60.563 kW [47].

![Figure 8. Electrical configuration of the 37-node system.](image_url)

It is important to mention that in this research neither the transformer with unbalanced operation nor the voltage regulator is considered, as proposed by [3]. The transformer located at nodes 10 and 24 is removed, including node 24 [3]. The voltage regulator located between nodes 1 and 2 is replaced by a type 1 conductor with a length of 1850 feet, as proposed by [47]. Likewise, for the development of this work, it is established that the system loads correspond to a constant power model and the capacitive effect of the lines is neglected, due to the length and voltage level [48].

Load consumption per phase and impedance matrix information per type of conductor are shown in Tables A1–A6.

5. Evaluation of the Initial Configurations

Due to the modifications posed in Section 4 for the IEEE 8-, 25-, and 37-node test systems, it is necessary to determine the new operative state of the systems (nodal voltage per phase) and the active power losses for the demand conditions given in Tables A1, A3, and A5, respectively. To do this, the power flow presented in Section 3 is evaluated and the results are compared with the software DigSILENT® (Version 15.1, Gomaringen, Germany).

5.1. Computational Validation

To validate the developed three-phase iterative sweep power flow, the results obtained will be compared with DigSILENT®, the power-system analysis software. With the purpose
of providing a solution to the three-phase power-flow method, MATLAB® version 2020a is employed in a laptop with an Intel(R) Core(TM) i5-7200U CPU @2.50 GHz processor, with 8.00 GB of RAM memory running Windows 10 Home Single Language operating system of 64 bits. Notice that to determine the run-time, a maximum of 1000 iterations and a maximum tolerance of $1 \times 10^{-10}$ was considered.

5.2. 8-Node Test System

In Table 4, nodal voltages are shown, obtained with the proposed three-phase iterative sweep method, using the software DigSILENT© in relation to the unbalanced three-phase power-flow solution. Moreover, in Figure 9 voltage profiles are presented for each phase, which have been obtained with the three-phase iterative sweep method using the software DigSILENT©.

### Table 4. Nodal voltage per phase in the 8-node test system.

| Node | Phase A | Phase B | Phase C | Phase A | Phase B | Phase C |
|------|---------|---------|---------|---------|---------|---------|
|      | $V_A$   | $\delta_A$ | $V_B$   | $\delta_B$ | $V_C$   | $\delta_C$ |
| 1    | 1.0000  | 0.0000  | 1.0000  | 1.0000  | 120.0000 | 1.0000  |
| 2    | 0.9983  | -0.0385 | 0.9991  | -119.9651 | 0.9961  | 120.0203 |
| 3    | 0.9993  | -0.0635 | 0.9973  | -119.8973 | 0.9926  | 119.9881 |
| 4    | 0.9994  | -0.0686 | 0.9974  | -119.8924 | 0.9923  | 119.9889 |
| 5    | 0.9984  | -0.0474 | 0.9992  | -119.9567 | 0.9955  | 120.0216 |
| 6    | 0.9984  | -0.0532 | 0.9992  | -119.9512 | 0.9952  | 120.0225 |
| 7    | 0.9976  | -0.0368 | 0.9992  | -119.9767 | 0.9962  | 120.0314 |
| 8    | 0.9994  | -0.0554 | 0.9968  | -119.8960 | 0.9927  | 119.9795 |

Figure 9. Voltage profiles in the 8-node test system: (a) phase A, (b) phase B, and (c) phase C.
In Table 5 the numerical results of this test system related to time processing, number of iterations, and power loss per phase of the three-phase iterative sweep method proposed and those obtained with the DigSILENT® simulation can be appreciated.

### Table 5. Numerical results for the 8-node test system.

| Iterations | MATLAB® | DigSILENT® | Units |
|------------|---------|------------|-------|
|            | 5       | 3          |       |
| Proc. time | 0.0905  | -          | s     |
| Losses phase A | 1.7158   | 1.7158     | kW    |
| Losses phase B | 2.3305   | 2.3295     | kW    |
| Losses phase C | 9.9462   | 9.9487     | kW    |
| Total losses | 13.9925  | 13.9940    | kW    |

From the results obtained from Tables 4 and 5 it is observed that:

- The proposed three-phase iterative sweep method with an error of $1 \times 10^{-10}$ takes 5 iterations and a run-time of 0.0905 s to obtain similar results to those reached by DigSILENT®. In Figure 9 it is shown that the behavior in terms of voltage per phase is the same for both solution methods.

- From Table 4 it is determined that the maximum error between the data acquired by the three-phase iterative sweep method and DigSILENT® for the voltage profiles at each phase are 0.0073% for phase A, 0.0114% for phase B, and 0.0144% for phase C. On the other hand, from Table 5 the maximum errors for active power loss are 0.0007% for phase A, 0.0436% for phase B, 0.0250% for phase C, and 0.0104% for total loss, which demonstrates that the results obtained with the three-phase iterative sweep method are reliable, since these are comparable with specialized software, such as DigSILENT®.

#### 5.3. 25-Node Test System

Table 6 shows the nodal voltages per phase obtained with the three-phase iterative sweep method proposed with software DigSILENT®. In Figure 10 the voltage profiles are presented for phase A, phase B, and phase C, respectively, obtained with the three-phase iterative sweep method and DigSILENT®.

### Table 6. Nodal voltage per phase in the 25-node test system.

| Node | Phase A | Phase B | Phase C | Phase A | Phase B | Phase C |
|------|---------|---------|---------|---------|---------|---------|
|      | MATLAB® | DigSILENT® |        | MATLAB® | DigSILENT® |        |
|      |         |         |         |         |         |         |
| 1    | 1.0000  | 0.0000  | 1.0000  | 1.0000  | 1.0000  | 1.0000  |
| 2    | 0.9750  | -0.6501 | 0.9867  | -120.1361 | 0.9810 | 119.5639 |
| 3    | 0.9691  | -0.7637 | 0.9838  | -120.1772 | 0.9766 | 119.4572 |
| 4    | 0.9662  | -0.8026 | 0.9829  | -120.1871 | 0.9747 | 119.4152 |
| 5    | 0.9651  | -0.8077 | 0.9823  | -120.1854 | 0.9739 | 119.4129 |
| 6    | 0.9617  | -0.7779 | 0.9791  | -120.0724 | 0.9709 | 119.5954 |
| 7    | 0.9508  | -0.8995 | 0.9729  | -120.0039 | 0.9615 | 119.5421 |
| 8    | 0.9594  | -0.8077 | 0.9779  | -120.0855 | 0.9709 | 119.5663 |
| 9    | 0.9438  | -0.9633 | 0.9689  | -119.9915 | 0.9656 | 119.5386 |
| 10   | 0.9388  | -1.0206 | 0.9658  | -119.9830 | 0.9528 | 119.5385 |
| 11   | 0.9363  | -1.0512 | 0.9643  | -119.9793 | 0.9510 | 119.5371 |
| 12   | 0.9352  | -1.0544 | 0.9634  | -119.9785 | 0.9500 | 119.5402 |
| 13   | 0.9352  | -1.0731 | 0.9637  | -119.9800 | 0.9520 | 119.5376 |
| 14   | 0.9477  | -0.9139 | 0.9710  | -119.9866 | 0.9585 | 119.5349 |
| 15   | 0.9476  | -0.9147 | 0.9709  | -119.9868 | 0.9584 | 119.5334 |
| 16   | 0.9499  | -0.9447 | 0.9725  | -119.9626 | 0.9602 | 119.5352 |
| 17   | 0.9459  | -0.9111 | 0.9701  | -119.9663 | 0.9569 | 119.5374 |
| 18   | 0.9540  | -0.7742 | 0.9803  | -120.1533 | 0.9723 | 119.4575 |
| 19   | 0.9622  | -0.7770 | 0.9791  | -120.1454 | 0.9706 | 119.4561 |
| 20   | 0.9625  | -0.7776 | 0.9792  | -120.1456 | 0.9708 | 119.4566 |
| 21   | 0.9610  | -0.7735 | 0.9780  | -120.1467 | 0.9697 | 119.4701 |
| 22   | 0.9582  | -0.7730 | 0.9785  | -120.1403 | 0.9672 | 119.4825 |
| 23   | 0.9641  | -0.7590 | 0.9820  | -120.1890 | 0.9734 | 119.4163 |
| 24   | 0.9628  | -0.7599 | 0.9811  | -120.1954 | 0.9733 | 119.4204 |
| 25   | 0.9624  | -0.7593 | 0.9809  | -120.1960 | 0.9731 | 119.4209 |
In Table 7, the numerical results are appreciated in terms of processing time, the number of iterations, and the power losses per phase of the three-phase iterative sweep method proposed, and those obtained with DigSILENT© simulation.

Table 7. Numerical results for the 25-node test system.

| Parameter                  | MATLAB®       | DigSILENT©     | Units |
|----------------------------|---------------|----------------|-------|
| Iterations                 | 9             | 4              |       |
| Proc. time                 | 0.1882        | -              | s     |
| Losses on phase A          | 36.8801       | 36.8844        | kW    |
| Losses on phase B          | 14.7837       | 14.7835        | kW    |
| Losses on phase C          | 23.7570       | 23.7553        | kW    |
| Total losses               | 75.4207       | 75.4232        | kW    |

From the results obtained in Tables 6 and 7, it can be confirmed that:

✓ The three-phase iterative sweep method proposed with an error of $1 \times 10^{-10}$ takes 9 iterations and 0.1882 s of processing time to obtain similar results to those reached with the power-system software DigSILENT©. In Figure 10, it is shown that the behavior in terms of voltage per phase is the same for both solution techniques.

✓ From Table 6 it is determined that the maximum error of the results obtained between the three-phase sweep iterative method and DigSILENT© for the voltage profiles at each phase are 0.0098% for phase A, 0.0104% for phase B, and 0.0051% for phase C, respectively. By the other side from Table 7 the maximum error for the active power loss per phase are 0.0115% for phase A, 0.0015% for phase B, 0.0071% for phase C, and 0.0032% for the total loss, which demonstrates that the results obtained with
the developed three-phase iterative sweep method are reliable, since they can be compared with the specialized software for power systems DigSILENT®.

5.4. IEEE 37-Node Test System

In Table 8 the nodal voltage can be appreciated per phase obtained with the three-phase iterative sweep method and software DigSILENT®.

Table 8. Nodal voltage per phase in the IEEE 37-node test system.

| Node | Phase A | Phase B | Phase C | Phase A | Phase B | Phase C |
|------|---------|---------|---------|---------|---------|---------|
|      | 1       | 2       | 3       | 4       | 5       | 6       |
|      | 7       | 8       | 9       | 10      | 11      | 12      |
|      | 13      | 14      | 15      | 16      | 17      | 18      |
|      | 19      | 20      | 21      | 22      | 23      | 24      |
|      | 25      | 26      | 27      | 28      | 29      | 30      |
|      | 31      | 32      | 33      | 34      | 35      | 36      |
|      | 37      |         |         |         |         |         |

**MATLAB®**

| Node | Phase A | Phase B | Phase C | Phase A | Phase B | Phase C |
|------|---------|---------|---------|---------|---------|---------|
|      | 1       | 2       | 3       | 4       | 5       | 6       |
|      | 7       | 8       | 9       | 10      | 11      | 12      |
|      | 13      | 14      | 15      | 16      | 17      | 18      |
|      | 19      | 20      | 21      | 22      | 23      | 24      |
|      | 25      | 26      | 27      | 28      | 29      | 30      |
|      | 31      | 32      | 33      | 34      | 35      | 36      |
|      | 37      |         |         |         |         |         |

**DigSILENT®**

| Node | Phase A | Phase B | Phase C | Phase A | Phase B | Phase C |
|------|---------|---------|---------|---------|---------|---------|
|      | 1       | 2       | 3       | 4       | 5       | 6       |
|      | 7       | 8       | 9       | 10      | 11      | 12      |
|      | 13      | 14      | 15      | 16      | 17      | 18      |
|      | 19      | 20      | 21      | 22      | 23      | 24      |
|      | 25      | 26      | 27      | 28      | 29      | 30      |
|      | 31      | 32      | 33      | 34      | 35      | 36      |
|      | 37      |         |         |         |         |         |

In Figure 11, the voltage profiles are presented for phases A, B, and C, obtained with the three-phase iterative sweep method and DigSILENT®.

In Table 9, the numerical results can be appreciated, with the processing time, number of iterations and power losses per phase of the proposed three-phase iterative sweep method and the specialized software DigSILENT®.

Table 9. Numerical results for the IEEE 37-node test system.

| Parameter       | MATLAB®| DigSILENT®| Units |
|-----------------|--------|-----------|-------|
| Iterations      | 9      | 4         |       |
| Proc. time      | 0.2919 | -         | s     |
| Losses on phase A | 27.1532 | 27.1532 | kW   |
| Losses on phase B | 11.9143 | 11.9121 | kW   |
| Losses on phase C | 37.0683 | 37.0732 | kW   |
| Total losses    | 76.1357 | 76.1386 | kW   |
From the results obtained in Tables 8 and 9 it is observed that:

✓ The proposed three-phase iterative sweep method with an error of $1 \times 10^{-10}$ takes 9 iterations and a processing time of 0.2919 s to obtain similar results to those reached with the specialized software DigSILENT©. In Figure 11, it is shown that the behavior in terms of voltage per phase is the same for both solution methods.

✓ From Table 8 it is determined that the maximum error for the voltage profiles obtained between the three-phase iterative sweep method and DigSILENT© at each phase are 0.0068% for phase A, 0.091% for phase B, and 0.0110% for phase C. On the other hand, from Table 8 the maximum error for the active power losses are 0.0003% for phase A, 0.0185% for phase B, 0.0131% for phase C, and 0.0038% for the total loss. This demonstrates that the results obtained with the developed three-phase iterative sweep method are reliable, since these are comparable with the specialized power-system software DigSILENT®.

6. Results Obtained: Methodology Proposed

With knowledge of the new operative state and the power losses per phase and total losses of the IEEE 8-, 25-, and 37-node test systems, the master–slave optimization is performed to determine the new set of connections for the demand nodes, the reduction of active power losses and reduction on the unbalanced percentage of the test systems proposed.

6.1. Computational Validation

To solve the MINLP optimization model shown in (1) to (11) that represents the optimal balancing problem of phases for distribution systems, MATLAB® V2020a is employed in
a laptop with an Intel(R) Core(TM) i5-7200U CPU @2.50 GHz processor, with 8.00 GB of RAM memory running Windows 10 Home Single Language operating system of 64 bits.

To implement the proposed master–slave optimization for the PB problem in unbalanced distribution systems, the information presented in Table 10 is used.

Table 10. Parameters used to implement the DVSA proposed.

| Parameter                                           | Value     |
|-----------------------------------------------------|-----------|
| **Discrete Vortex Search Algorithm**                 |           |
| Number of candidate solutions                       | 10        |
| Number of iterations                                 | 800       |
| Iterations to stop the process                       | 250       |
| Generation of the candidate solution                 | Gaussian distribution |
| **Three-Phase Iterative Sweep Power Flow**           |           |
| Number of iterations                                 | 1000      |
| Tolerance                                           | $1 \times 10^{-10}$ |
| **Tests per System**                                 |           |
| Number of evaluations                                | 100       |

Notice that for the selection of the parameters shown in Table 10 a sensitivity analysis was done between the number of candidate solutions and the number of iterations employed by the DVSA for the proposed cases in Section 4. For that, the solution space was explored between 8 and 15 candidate solutions, and from 500 to 2000 iterations, which confirmed the proposal of [35]: (i) for a reduced number of iterations and candidate solutions, the optimization process is faster but the chance of reaching an optimal global solution significantly decreases; (ii) for a large number of candidate solutions and iterations, the optimization process is slower, but there is greater chance of obtaining an optimal global solution; and (iii) several iterations between 500 and 1000 with several candidate solutions between 8 and 12 allows a balance between processing time and the possibility of finding the optimal global solution. Therefore, the number of candidate solutions is selected as 10, and the number of iterations is set as 800, for the parameters in the proposed DVSA.

On the other hand, from this sensitivity analysis it was observed that for the number of candidate solutions and selected iterations, after reaching a certain number of iterations, the possible global optimal solution does not change in value. Due to this, it is proposed that after 250 iterations the search process be terminated, when the objective function value is not modified, and the best solution of the current population is reported. This will allow a decrease of the processing time of the algorithm.

Due to the candidate solutions being generated through a random process using a normal distribution (i.e., Gaussian distribution), it is recommended to do 100 of consecutive evaluations to determine the average processing time algorithm and the number of times the optimal solution of the problem is reached.

Finally, for comparative purposes, we contrasted the proposed discrete VSA approach for the solution of the phase-balancing problem with the classical Chu & Beasley genetic algorithm (CBGA) [3] using the same size of the initial populations and the number of generations assigned for the VSA for all the test feeders.

6.2. 8-Node Test System

In Table 11, the results obtained for the DVSA are shown, for the 8-node tests system. Since there were modifications in the benchmark case, the results reported by the set of connections are compared with CBGA and the specialized power-system software DigSILENT©.
Table 11. Optimal phase-balancing results in the 8-node test system.

| Method       | Connections       | Phase A (kW) | Phase B (kW) | Phase C (kW) | Total (kW) |
|--------------|-------------------|--------------|--------------|--------------|------------|
| Mod. benchmark case | \{1, 1, 1, 1, 1, 1\} | 1.7158       | 2.3305       | 9.9462       | 13.9925    |
| CBGA         | \{6, 1, 5, 1, 4, 4, 1\} | 2.7295       | 4.0957       | 3.7617       | 10.5869    |
| DVSA         | \{6, 1, 5, 1, 2, 1, 1\} | 2.7295       | 4.0957       | 3.7617       | 10.5869    |
| DigSILENT©   | \{6, 1, 5, 1, 2, 1, 1\} | 2.7294       | 4.0957       | 3.7619       | 10.5869    |

From Table 11, the following situations can be observed: (i) the proposed DVSA reduces the total power loss by 24.34%, i.e., from 13.9925 kW to 10.5869 kW. Moreover, it is observed that the power loss is increased by 59.08% for phase A and 75.74% for phase B, but is reduced in 62.1795% for phase C, making the loss per phase to be similar to each other, reducing the system-unbalancing; (ii) the proposed DVSA reaches an optimal global solution by connection change only at 3 demand nodes of the system, i.e., nodes 2, 4, and 6, which represent 42.86% of the demand nodes; and (iii) the errors for the active power loss are 0% for phases A, B, and C, respectively, and the total loss in comparison with CBGA; in the same way, the maximum errors for the active power loss are 0.0052% for phase A, 0.0005% for phase B, 0.0051% for phase C, and 0.0003% for total loss, respectively, in comparison with DigSILENT©, which validates the connections for the loads obtained by the DVSA, since the results are comparable with CBGA and the specialized power-system software DigSILENT©.

In Figure 12, the active and reactive power unbalance percentage is presented for the modified benchmark case and those obtained by the DVSA. In Figure 12a, a reduction on the active power unbalance can be appreciated of 5.51% for phase A, 30.03% for phase B, and 40.36% for phase C. In Figure 12b, a reduction of the reactive power unbalance can be appreciated of 5.87% for phase A, 29.99% for phase B, and 40.36% for phase C. Likewise, the results obtained for the active and reactive power unbalance per phase are very similar to each other.

Figure 13a shows the voltage profiles per phase for the modified benchmark case, while Figure 13b shows the PB effect with the methodology proposed for the 8-node test system. Graphically, it can be appreciated that when reducing the phase unbalance, the voltage profile behaviors are similar. Additionally, before performing PB, the lowest value of voltage was 0.9923 pu, corresponding to node 4 at phase C; after the PB, this value is 0.9960 pu, which indicates an improvement of 0.3730%.

On the other hand, after doing 100 consecutive evaluations of the DVSA proposed for the 8-node test system, it is found that the best solution is 10.5869 kW, which is repeated in 92% of the evaluations performed, while CBGA got the same solution but in 70% of the evaluations. It is also observed that only one evaluation obtains this solution in one iteration with DVSA proposed and only one evaluation obtains this solution in three iteration with CBGA. Likewise, for the 8-node test system, the standard deviation for the DVSA proposed is 0.40 W for the objective function and 80.6 for the iterations performed; on the other hand, the results are 89.7 W for the objective function and 137.7 for the iterations performed with CBGA. In terms of processing time, DVSA proposed takes on average 6.059 s and CBGA takes on average 2.8137 s to reach the global optimal.
In Table 12, the results obtained are shown for the DVSA proposed in the 25-node test system, and the respective comparison with CBGA and the software DigSILENT®.
Table 12. Results of the optimal phase-balancing for the 25-node test system.

| Method            | Connections                                                                 | Ph. A (kW) | Ph. B (kW) | Ph. C (kW) | Total (kW) |
|-------------------|------------------------------------------------------------------------------|------------|------------|------------|------------|
| Mod. benchmark case | \{1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1\} \{1,1,3,5,2,1,1,2,6,5,1,5,3,6,6,3,3,1,5,5,2,4,3\} | 36.8801    | 14.7837    | 23.757     | 75.4207    |
| CBGA              | \{1,2,4,5,6,1,2,3,1,5,4,3,3,5,5,2,3,3,5,4,2,2,2,3\} | 25.7626    | 25.9510    | 20.5782    | 72.2919    |
| DVSA              | \{1,2,4,5,6,1,2,3,1,5,4,3,3,5,5,2,3,3,5,4,2,2,2,3\} | 25.6645    | 26.1613    | 20.4630    | 72.2888    |
| DigSILENT©        | \{1,2,4,5,6,1,2,3,1,5,4,3,3,5,5,2,3,3,5,4,2,2,2,3\} | 25.6644    | 26.1642    | 20.4601    | 72.2887    |

From Table 12, the following situations can be observed: (i) the proposed DVSA reduces the total power losses by 4.1526%, i.e., from 75.4207 kW to 72.2888 kW. It is observed that the power loss is reduced by 30.41% for phase A, and 13.8654% for phase C; however, there is an increase of 76.9604% for phase B, making the power losses per phase similar, reducing the system unbalance; (ii) in comparison with the CBGA, the proposed DVSA reduces the total power loss by 0.005%; (iii) the proposed DVSA reaches a global optimal solution via connection changing on 21 demand nodes of the system, which represents 87.50% of the demand nodes; and (iv) it can be appreciated that the maximum errors for the active power loss are 0.0003% for phase A, 0.0110% for phase B, 0.0144% for phase C, and 0.0002% for the total loss, respectively, which validates the load connections for the DVSA, since the results are comparable with the specialized power-system software DigSILENT©.

In Figure 14 the active and reactive power unbalancing percentage is presented for the modified benchmark case and those obtained for the DVSA. In Figure 14a, a reduction of the active power unbalance by 22.86% can be appreciated for phase A and 24.51% for phase B, and an increase of 0.34% for phase C. In Figure 14b a reduction of the reactive power unbalance is shown of 17.60% for phase A, 19.53% for phase B, and an increase of 1.01% for phase C. Although the unbalanced percentage increases for phase C, for both active and reactive power, this increase can neglected in comparison with the unbalanced percentage reduction of the phases A and B for active and reactive power. In the same sense, the results obtained for the active and reactive power unbalance per phase are very similar to each other.

Figure 15a shows the voltage profiles per phase for the modified benchmark case, while Figure 15b shows the PB effect with the methodology proposed for the 25-node test system. Graphically it can be noted that when there is a reduction of unbalance for phases A and B, the voltage profiles have similar behavior; conversely, when there is an unbalance for phase C, the voltage profiles diverge. Additionally, before PB, the lowest voltage value was 0.9352 pu, corresponding to node 13 in phase A; after the PB this value is 0.9472 pu, which indicates an improvement of 1.28%.

On the other hand, after doing 100 consecutive evaluations of the proposed DVSA for the 25-node test system, it is found that the best solution is 72.2888 kW, which is repeated only once in the evaluations performed. It is also observed that this value is obtained in 395 iterations. Although CBGA found that the best solution is 72.2919 kW, which is repeated only once in evaluations performed, it is also observed that this value is obtained in 550 iterations. Likewise, it is found that for the 25-node test system the standard deviation of the proposed DVSA is 0.0233 kW for the objective function and 126.71 for the iterations performed; moreover, the standard deviation of the CBGA is 0.0366 kW for the objective function and 167.8619 for the iterations performed. Regarding the processing time, DVSA proposed takes an average of 39.69 s and CBGA takes on average 18.6683 s to reach the global optimum.
Figure 14. Unbalanced percentage of the 25-node test system: (a) active power and (b) reactive power.

Figure 15. Voltage profiles for the 25-node test system: (a) modified benchmark case and (b) proposed DVSA

### 6.4. 37 Nodes Test System

In Table 13, the results obtained for the proposed DVSA are found for the IEEE 37-node test system and the comparison with CBGA and the specialized power-system software DigSILENT®.
Table 13. Results of the optimal phase-balancing in the 37-node test system.

| Method         | Connections | Ph. A (kW) | Ph. B (kW) | Ph. C (kW) | Total (kW) |
|----------------|-------------|------------|------------|------------|------------|
| Mod. benchmark case | {1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1} | 27.1532    | 11.9143    | 37.0683    | 76.1357    |
| CBGA           | {4,1,1,6,4,6,4,1,1,6,5,2,1,2,3,1,5,1,4,3,2,6,5,2,1,6,5,2,1,4,2,3} | 19.9434    | 20.8957    | 20.739     | 61.5785    |
| DVSA           | {4,1,1,5,3,2,3,1,1,3,2,2,1,3,5,2,3,1,6,1,2,3,5,2,1,1,2,4,1,4,1,2,4} | 21.0656    | 21.6989    | 18.7155    | 61.4801    |
| DigSILENT©     | {4,1,1,5,3,2,3,1,1,3,2,2,1,3,5,2,3,1,6,1,2,3,5,2,1,1,2,4,1,4,1,2,4} | 21.0644    | 21.7005    | 18.7153    | 61.4802    |

From Table 13, the following situations can be observed: (i) the proposed DVSA reduces the total power losses by 19.2493%, i.e., from 76.136 kW to 61.4801 kW. Moreover, it is observed that the power losses are reduced by 22.4195% for phase A and 49.5108% for phase C; however, there is an increase of 82.1248% for phase B, making the losses per phase similar to each other, reducing the system unbalance; (ii) in comparison with the CBGA, the proposed DVSA reduces the total power losses by 0.16%; (iii) the proposed DVSA reaches a global optimal solution, making the change of connection of 25 demand nodes of the system, which represents 71.43% of the demand nodes; and (iv) it is appreciated that the largest error for the active power loss is 0.0058% for phase A, 0.0071% for phase B, 0.0008% for phase C, and 0.0001% for the total loss, which validates the load connections obtained by the DVSA, since the results are comparable to the specialized power-system software DigSILENT©.

In Figure 16 the unbalanced percentage of active and reactive power is presented for the modified benchmark case and those obtained by the DVSA. In figure 16a, a reduction of the active power unbalance is appreciated of 4.40% for phase A, 6.11% for phase B, and 24.18% for phase C. In Figure 16b, a reduction of the reactive power unbalance is appreciated of 3.50% for phase A, 5.41% for phase B, and 23.56% for phase C.

Figure 17a shows the voltage profiles per phase for the modified benchmark case, while Figure 17b shows the PB effect with the methodology proposed for the IEEE 37-odes test system. Graphically, it is shown that when the phase unbalance is reduced, the voltage profiles have a similar behavior. Additionally, before PB, the lowest voltage value was 0.9369 pu, corresponding to node 22 in phase A; after PB, this value is 0.9593 pu, which shows an improvement of 2.39%.

On the other hand, after doing 100 consecutive evaluations of the proposed DVSA for the IEEE 37-node test system, it is found that the best solution is 61.4801 kW, which is repeated only once in the evaluations performed. It is also observed that this value is obtained in 387 iterations. Although CBGA found that the best solution is 61.5785 kW, which is repeated only once in the evaluations performed, it is also observed that this value is obtained in 427 iterations. Likewise, for this test system, the standard deviation of the proposed DVSA is 0.3286 kW for the objective function, and 149.68 for the iterations performed; by comparison with CBGA, the standard deviation is 0.4274 kW for the objective function and 532.934 for the iterations performed. Regarding the processing time, the proposed DVSA takes 50.0262 s and CBGA takes on average 14.1816 s to reach the global optimum.

All the solutions obtained by the DVSA proposed for the IEEE 8-, 25-, and 37-node test systems require a longer computing time compared to the results obtained with the CBGA. However, when the proposed methodology is applied, an improvement in the results is evident compared with the CBGA, it can be observed that the proposed DVSA requires a smaller number of iterations to reach the best solution.
7. Conclusions and Future Works

In this research paper, an optimization algorithm is presented to solve the optimal phase-balance problem in radial and meshed unbalanced distribution systems. This algorithm uses a master–slave optimization methodology. In the master stage, a discrete version of the Vortex Search Algorithm is used, which determines the set of phase connections for the demand nodes of the system; in the slave stage, a three-phase version of the classic method of iterative sweep power flow is implemented, which determines the operative
state of the system including the active power total losses. The objective function under analysis is focused on active power-loss minimization in unbalanced distribution systems. The numerical results show the applicability and the efficiency of the optimization method developed for the proposed test systems. In the 8-node test system a 24.34% reduction in total power loss is reached; in the 25 nodes system the reduction accounts for 4.1526% of the total power loss, and in the IEEE 37-node test system this reduction is 19.2483% of total power loss. In the same manner, in the methodology proposed, a reduced processing time is shown to determine the global optimal solution. For the 8-node system, the average processing time is 6.059 s, for the 25-node test system the average processing time is 39.69 s, while for the IEEE 37-node test system the processing time is 50.026 s, on average.

One of the main characteristics of the developed DVSA is that a discrete codification is employed, using integer numbers as decision variables, which allows the representation of the problem of optimal phase-balancing. This avoids the excessive use of large-size binary vectors, and consequently the processing time is reduced. Additionally, after 100 consecutive evaluations, the proposed optimization algorithm reaches a possible global optimal solution for the 8-node test system in one iteration, for the 25-node system in 395 iterations, and for the 37-node test system in 387 iterations, which confirms that a sensitivity analysis for setting the DVSA allows the reaching of a global optimal solution with a minimum of iterations. Likewise, it is appreciated that all the solutions obtained by the DVSA for the IEEE 8-, 25-, and 37-node test systems are similar to each other, since the standard deviation is 0.4 W, 0.023 kW, and 0.32 kW, respectively. Finally, it is noted that the application for optimal phase-balancing in unbalanced distribution systems reduces the unbalanced percentage, which leads to an improvement of the system voltage profiles and therefore the total power loss is reduced accordingly, in such a way that the system finds its best operation point.

Numerical comparisons with the CBGA demonstrated that the proposed discrete VSA approach can find the best objective function values when the same number of iterations and population sizes are used during the comparison process. It was observed that the CBGA required lower processing times to reach the solution of the problem when compared with the proposed VSA; however, for planning purposes, computational times lower than 60 s reported by the proposed approach can be considered extremely efficient (i.e., negligible) for solving the problem of phase-balancing in distribution grids.

In future works, it will be possible to address the following problems: (i) extend the problem presented in this work with typical demand curves using the master–slave methodology to reduce the energy losses through the determination of the set of phase connections for the demand nodes of the system; (ii) use the proposed master–slave methodology to determine the siting and sizing of AC three-phase distributed generators to balance the system using a discrete codification of integer number; and (iii) employ the proposed master–slave methodology to determine the optimal wire gauge per phase for each network segment of an unbalanced three-phase distribution system and, accordingly, reduce total active power loss.
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Appendix A. Electrical Parameters

Tables A1, A3, and A5 show the parameters for the loads and lines of the IEEE 8-, 25-, and 37-node test systems, respectively. Tables A2, A4 and A6 show the impedance matrices for the type of conductor of the IEEE 8-, 25-, and 37-node test systems, respectively.

Table A1. Loads and lines parameters of the 8-node test system.

| Line | Node i | Node j | Conductor Length (ft) | $P_A$ (kW) | $Q_A$ (kvar) | $P_B$ (kW) | $Q_B$ (kvar) | $P_C$ (kW) | $Q_C$ (kvar) |
|------|--------|--------|-----------------------|------------|-------------|------------|-------------|------------|-------------|
| 1    | 1      | 2      | 1                     | 5280       | 519         | 250        | 259         | 126        | 515         | 250        |
| 2    | 2      | 3      | 2                     | 5280       | 0           | 0          | 0           | 259        | 126         | 486        | 235        |
| 3    | 2      | 5      | 3                     | 5280       | 0           | 0          | 0           | 0          | 226         | 109        |
| 4    | 2      | 7      | 3                     | 5280       | 486         | 235        | 0           | 0          | 0           | 0          |
| 5    | 3      | 4      | 4                     | 5280       | 0           | 0          | 0           | 0          | 324         | 157        |
| 6    | 3      | 8      | 5                     | 5280       | 0           | 0          | 267         | 129        | 0           | 0          |
| 7    | 5      | 6      | 6                     | 5280       | 0           | 0          | 0           | 0          | 145         | 70         |

Table A2. Impedance matrix for the type of conductors in the 8-node test system.

| Type of Conductor (Ω/mi) | Impedance Matrix |
|--------------------------|------------------|
| 1 | 0.093654 + 0.040293i 0.031218 + 0.013431i 0.031218 + 0.013431i |
| 2 | 0.031218 + 0.013431i 0.093654 + 0.040293i 0.031218 + 0.013431i |
| 3 | 0.15609 + 0.067155i 0.05203 + 0.022385i 0.05203 + 0.022385i |
| 4 | 0.05203 + 0.022385i 0.15609 + 0.067155i 0.05203 + 0.022385i |
| 5 | 0.046827 + 0.0201465i 0.015609 + 0.0067155i 0.015609 + 0.0067155i |
| 6 | 0.015609 + 0.0067155i 0.046827 + 0.0201465i 0.015609 + 0.0067155i |
| 7 | 0.015609 + 0.0067155i 0.010406 + 0.004477i 0.010406 + 0.004477i |
| 8 | 0.031218 + 0.013431i 0.010406 + 0.004477i 0.010406 + 0.004477i |
| 9 | 0.062436 + 0.026862i 0.020812 + 0.008954i 0.020812 + 0.008954i |
| 10 | 0.020812 + 0.008954i 0.062436 + 0.026862i 0.020812 + 0.008954i |
| 11 | 0.078045 + 0.0335775i 0.026015 + 0.0111925i 0.026015 + 0.0111925i |
| 12 | 0.026015 + 0.0111925i 0.078045 + 0.0335775i 0.026015 + 0.0111925i |
| 13 | 0.026015 + 0.0111925i 0.026015 + 0.0111925i 0.078045 + 0.0335775i |
Table A3. Loads and lines parameters of the 25-node test system.

| Line | Node $i$ | Node $j$ | Conductor | Length (ft) | $P_{jA}$ (kW) | $Q_{jA}$ (kvar) | $P_{jB}$ (kW) | $Q_{jB}$ (kvar) | $P_{jC}$ (kW) | $Q_{jC}$ (kvar) |
|------|----------|----------|-----------|-------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 1    | 1        | 2        | 1         | 1000        | 0              | 0              | 0              | 0              | 0              | 0              |
| 2    | 2        | 3        | 1         | 500         | 36             | 21.6           | 28.8           | 19.2           | 42             | 26.4           |
| 3    | 2        | 6        | 2         | 500         | 43.2           | 28.8           | 33.6           | 24             | 30             | 30             |
| 4    | 3        | 4        | 1         | 500         | 57.6           | 43.2           | 4.8            | 3.4            | 48             | 30             |
| 5    | 3        | 18       | 2         | 500         | 57.6           | 43.2           | 38.4           | 28.8           | 48             | 36             |
| 6    | 4        | 5        | 2         | 500         | 43.2           | 28.8           | 28.8           | 19.2           | 36             | 24             |
| 7    | 4        | 23       | 2         | 400         | 8.6            | 64.8           | 4.8            | 3.8            | 60             | 42             |
| 8    | 6        | 7        | 2         | 500         | 0              | 0              | 0              | 0              | 0              | 0              |
| 9    | 6        | 8        | 2         | 1000        | 43.2           | 28.8           | 28.8           | 19.2           | 3.6            | 2.4            |
| 10   | 7        | 9        | 2         | 500         | 72             | 50.4           | 38.4           | 28.8           | 48             | 30             |
| 11   | 7        | 14       | 2         | 500         | 57.6           | 36             | 38.4           | 28.8           | 60             | 42             |
| 12   | 7        | 16       | 2         | 500         | 57.6           | 4.3            | 3.8            | 28.8           | 48             | 36             |
| 13   | 9        | 10       | 2         | 500         | 36             | 21.6           | 28.8           | 19.2           | 32             | 26.4           |
| 14   | 10       | 11       | 2         | 300         | 50.4           | 31.7           | 24             | 14.4           | 36             | 24             |
| 15   | 11       | 12       | 3         | 200         | 57.6           | 36             | 48             | 33.6           | 48             | 36             |
| 16   | 11       | 13       | 3         | 200         | 64.8           | 21.6           | 33.6           | 21.1           | 36             | 24             |
| 17   | 14       | 15       | 2         | 300         | 7.2            | 4.3            | 4.8            | 2.9            | 6              | 3.6            |
| 18   | 14       | 17       | 3         | 300         | 57.6           | 43.2           | 33.6           | 24             | 54             | 38.4           |
| 19   | 18       | 20       | 2         | 500         | 50.4           | 36             | 38.4           | 28.8           | 54             | 38.4           |
| 20   | 18       | 21       | 3         | 400         | 5.8            | 4.3            | 3.4            | 2.4            | 5.4            | 3.8            |
| 21   | 20       | 19       | 3         | 400         | 8.6            | 6.5            | 4.8            | 3.4            | 6              | 4.8            |
| 22   | 21       | 22       | 3         | 400         | 72             | 50.4           | 57.6           | 43.2           | 60             | 48             |
| 23   | 23       | 24       | 2         | 400         | 50.4           | 36             | 43.2           | 30.7           | 4.8            | 3.6            |
| 24   | 24       | 25       | 3         | 400         | 8.6            | 6.5            | 4.8            | 2.9            | 6              | 4.2            |

Table A4. Impedance matrix for the type of conductor in the 25-node test system.

| Type of Conductor | Impedance Matrix |
|-------------------|-------------------|
| (Ω/mi)            |                   |
| 1                 | 0.3686 + 0.6852i  |
| 2                 | 0.0169 + 0.1515i  |
| 3                 | 0.0155 + 0.1098i  |

Table A5. Loads and lines parameters of the IEEE 37-node test system.

| Line | Node $i$ | Node $j$ | Conductor | Length (ft) | $P_{jA}$ (kW) | $Q_{jA}$ (kvar) | $P_{jB}$ (kW) | $Q_{jB}$ (kvar) | $P_{jC}$ (kW) | $Q_{jC}$ (kvar) |
|------|----------|----------|-----------|-------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 1    | 1        | 2        | 1         | 1850        | 140            | 70             | 140            | 70             | 350            | 175            |
| 2    | 2        | 3        | 2         | 960         | 0              | 0              | 0              | 0              | 0              | 0              |
| 3    | 3        | 24       | 4         | 400         | 0              | 0              | 0              | 0              | 0              | 0              |
| 4    | 3        | 27       | 3         | 360         | 0              | 0              | 0              | 0              | 0              | 0              |
| 5    | 3        | 4        | 2         | 1320        | 0              | 0              | 0              | 0              | 0              | 0              |
| 6    | 4        | 5        | 4         | 240         | 0              | 0              | 0              | 0              | 0              | 0              |
| 7    | 4        | 9        | 3         | 600         | 0              | 0              | 0              | 0              | 0              | 0              |
| 8    | 5        | 6        | 3         | 280         | 42             | 21             | 42             | 21             | 42             | 21             |
| 9    | 6        | 7        | 4         | 200         | 42             | 21             | 42             | 21             | 42             | 21             |
| 10   | 6        | 8        | 4         | 280         | 42             | 21             | 0              | 0              | 0              | 0              |
| 11   | 9        | 10       | 3         | 200         | 0              | 0              | 0              | 0              | 0              | 0              |
| 12   | 10       | 23       | 3         | 600         | 0              | 0              | 0              | 0              | 0              | 0              |
Table A5. Cont.

| Line | Node i | Node j | Conductor | Length (ft) | $P_A$ (kW) | $Q_A$ (kvar) | $P_B$ (kW) | $Q_B$ (kvar) | $P_C$ (kW) | $Q_C$ (kvar) |
|------|--------|--------|-----------|------------|------------|-------------|------------|-------------|------------|-------------|
| 13   | 10     | 11     | 3         | 320        | 0          | 0           | 0          | 0           | 0          | 0           |
| 14   | 11     | 13     | 3         | 320        | 85         | 40          | 0          | 0           | 0          | 42          |
| 15   | 11     | 12     | 4         | 320        | 0          | 0           | 0          | 0           | 0          | 0           |
| 16   | 13     | 14     | 3         | 560        | 0          | 0           | 0          | 0           | 0          | 42          |
| 17   | 14     | 18     | 3         | 640        | 140        | 70          | 0          | 0           | 0          | 0           |
| 18   | 15     | 14     | 4         | 520        | 0          | 0           | 0          | 0           | 0          | 0           |
| 19   | 15     | 16     | 4         | 200        | 0          | 0           | 0          | 0           | 0          | 85          |
| 20   | 15     | 17     | 4         | 1280       | 0          | 0           | 42         | 21          | 0          | 0           |
| 21   | 18     | 19     | 3         | 400        | 126        | 62          | 0          | 0           | 0          | 0           |
| 22   | 19     | 20     | 3         | 400        | 0          | 0           | 0          | 0           | 0          | 0           |
| 23   | 20     | 22     | 3         | 400        | 0          | 0           | 0          | 0           | 0          | 42          |
| 24   | 20     | 21     | 4         | 200        | 0          | 0           | 0          | 0           | 0          | 85          |
| 25   | 24     | 26     | 4         | 320        | 8          | 4           | 85         | 40          | 0          | 0           |
| 26   | 24     | 25     | 4         | 240        | 0          | 0           | 0          | 0           | 0          | 85          |
| 27   | 27     | 28     | 3         | 520        | 0          | 0           | 0          | 0           | 0          | 0           |
| 28   | 28     | 29     | 4         | 80         | 17         | 8           | 21         | 10          | 0          | 0           |
| 29   | 28     | 31     | 3         | 800        | 0          | 0           | 0          | 0           | 0          | 85          |
| 30   | 29     | 30     | 4         | 520        | 85         | 40          | 0          | 0           | 0          | 0           |
| 31   | 31     | 34     | 4         | 920        | 0          | 0           | 0          | 0           | 0          | 0           |
| 32   | 31     | 32     | 3         | 600        | 0          | 0           | 0          | 0           | 0          | 0           |
| 33   | 32     | 33     | 4         | 280        | 0          | 0           | 42         | 21          | 0          | 0           |
| 34   | 34     | 36     | 4         | 760        | 0          | 0           | 42         | 21          | 0          | 0           |
| 35   | 34     | 35     | 4         | 120        | 0          | 0           | 140        | 70          | 21         | 10          |

Table A6. Impedance matrix for the type of conductors in the IEEE 37-node system.

| Type of Conductor (Ω/mi) | 0.2926 + 0.1973i | 0.0673 − 0.0368i | 0.0337 − 0.0417i |
|--------------------------|------------------|------------------|------------------|
| 1                        | 0.0673 − 0.0368i | 0.2646 + 0.19i   | 0.0673 − 0.0368i |
|                          | 0.0337 − 0.0417i | 0.0673 − 0.0368i | 0.2926 + 0.1973i |
|                          | 0.4751 + 0.2973i | 0.1629 − 0.0326i | 0.1234 − 0.0607i |
| 2                        | 0.1629 − 0.0326i | 0.4488 + 0.2678i | 0.1629 − 0.0326i |
|                          | 0.1234 − 0.0607i | 0.1629 − 0.0326i | 0.4751 + 0.2973i |
|                          | 1.2936 + 0.6713i | 0.4871 + 0.2111i | 0.4585 + 0.1521i |
| 3                        | 0.4871 + 0.2111i | 1.3022 + 0.6326i | 0.4871 + 0.2111i |
|                          | 0.4585 + 0.1521i | 0.4871 + 0.2111i | 1.2936 + 0.6713i |
|                          | 2.0952 + 0.7758i | 0.5204 + 0.2738i | 0.4926 + 0.2123i |
| 4                        | 0.5204 + 0.2738i | 2.1068 + 0.7398i | 0.5204 + 0.2738i |
|                          | 0.4926 + 0.2123i | 0.5204 + 0.2738i | 2.0952 + 0.7758i |
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