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Abstract—In this paper, we introduce a generalized continuous collision detection (CCD) framework for the mobile robot along the polynomial trajectory in cluttered environments including various static obstacle models. Specifically, we find that the collision conditions between robots and obstacles could be transformed into a set of polynomial inequalities, whose roots can be efficiently solved by the proposed solver. In addition, we test different types of mobile robots with various kinematic and dynamic constraints in our generalized CCD framework and validate that it allows the provable collision checking and can compute the exact time of impact. Furthermore, we combine our architecture with the path planner in the navigation system. Benefiting from our CCD method, the mobile robot is able to work safely in some challenging scenarios.

Index Terms—Collision avoidance, motion and path planning, robot safety.

I. INTRODUCTION

Currently a large number of mobile robots have been used in industrial applications to reduce the labor costs and improve the productivity. Since mobile robots basically work in the shared workspace, the collision avoidance with each other and the environment becomes a significant issue for the planner when coordinating the swarm. For ground mobile robots, such as the automated guided vehicle (AGV), commercial planners normally employ different scheduling schemes to avoid collisions at some potential conflict points, such as the crossroad of planned paths \[1\]. Some decentralized planners take advantage of the reinforcement learning to ensure safety in the multi-agent system \[2\]. For aerial mobile robots, such as the quadrotor, the trajectory planner can generate the collision free trajectories in the pre-built Euclidean signed distance field \[3\] or the flight corridor \[4\].

Among above collision avoidance strategies, there is a key problem to be well solved, that is the collision detection to determine the time of impact (ToI) of the moving robot against other objects. A conventional framework of that is discretized, where the trajectory of robot would be discretized into a set of time instants, and then some collision checking methods, such as separating axis theorem and Gilbert–Johnson–Keerthi algorithm (GJK) \[5\], would be used to test conflicts at each sampled time. Since this method may miss the collision between the sampled instants, resulting in the known tunneling phenomenon \[5\], the continuous collision detection (CCD) is required.

Although there are several methods implementing the CCD in computer graphics and games \[6\], the CCD for robotics, especially the mobile robot, remains the following three challenges.

First, robots need to be enclosed abstractly by simple geometric shapes, called bounding objects. The simplest way is using a circle or sphere to cover the mobile robot, since collision tests between moving circles/spheres are trivial and can be operated in a fast and effective manner. To be compact, few methods would employ the ellipse/ellipsoid to model the robots \[9\], largely because it is not easy and efficient to do the interference checking. However, in some cases, such as the automated warehouse, it needs to tightly envelop mobile robots to save operation space in the limited working area. Thus the bounding box becomes a better choice, whereas leading to difficulties about CCD for the bounding box. In addition, for some mobile robots, it is not suitable to do conflict detection using bounding boxes, such as the collision checking for the cable-driven parallel robot (CDPR) \[10\], because its potential interference mainly comes from straight cables with the environment.

Secondly, the environment representation is still an open problem. It is straightforward to represent the surroundings by the occupancy grid map \[11\], whose dense elements are featured by the probability of occupancy. The maps defined by point-clouds are other sparse representations. However, these discretized information can not be used directly in the CCD.

Thirdly, unlike the CCD in computer graphics, where the movement of objects can be defined easily and separately, it is inevitable to consider robotic constraints from nonlinear kinematics and dynamics for CCD of mobile robots in practice. For instance, the nonholonomic AGV can not change direction arbitrarily, and the motion of quadrotor needs to
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comply with its dynamic conditions as well. These challenges provide difficulties for the CCD of mobile robots.

To this end, we propose a generalized CCD framework for mobile robots along polynomial trajectories in the cluttered environment, composed of proposed obstacle models. The entire workflow of the framework is given in Fig. 2. We investigate the collision cases of the edge and find collision conditions between robot’s edges and obstacles can be transformed into a set of polynomial inequalities, whose roots provide the exact collision instants for moving robots in both translation and orientation. In this paper, the translational trajectories are specified by polynomials, which is reasonable since planners normally generate the analytical trajectories in the polynomial or piece-wise polynomial forms. Meanwhile, the robot’s orientation can be determined according to its nonlinear kinematic or dynamic constraints. In addition, our method also works for non-polynomial motion by its Taylor series within the acceptable approximation error. Finally, we employ three different types of mobile robots, i.e., CDPR, quadrotor and AGV, to validate our generalized CCD framework, and further combine it with the wildly used local planner, dynamic window approach (DWA) [12], as an example to explore its application potential.

Main contributions:

- We propose an efficient CCD method to compute the ToI and collision intervals by transforming collision conditions about edges into polynomial inequalities, whose roots can be efficiently solved by the proposed algorithm.
- We employ a family of obstacle models, including the ellipsoid, sphere, cylinder and polyhedron, which could be extracted from the perceived sensor data of environments.
- We respect the nonlinear kinematic and dynamic constraints of mobile robots, and successfully combine our method into a path planner to explore further challenging scenarios.

The rest of the paper is organized as follows. Sec. II reviews the related work about CCD and Sec. III describes the mobile robot model and collision cases about the edge. Sec. IV reformulates the collision conditions between robot and obstacle models into a set of polynomial inequalities. Then a general coefficient determination approach and an efficient polynomial roots-finding algorithm are given in Sec. V. Extensive simulation experiments are given in Sec. VI and Sec. VII concludes this paper.

II. RELATED WORK

To determine the collision, the objects should be first enclosed by some simple geometric primitives, such as circle/sphere, axis-aligned/oriented bounding boxes, to which the crude collision detection methods can be applied. Then if simple geometries overlap, some advanced collision detection techniques would be used for objects with more complicated shapes. Since we investigate the basic collision of edges, the mobile robot will be modeled by a bunch of edges in our framework. In addition, we can represent the obstacles by several shapes according to the accuracy requirements of applications.

To determine the ToI and avoid the tunneling, various CCD methods have been implemented. A simple brute-force solution is increasing the sample rate, i.e., supersampling, which not only causes time intensive but still has the chance to miss the collision. The binary search is another simple yet effective technique using the bisection method to narrow down the possible collision time interval until it has an acceptable error. However, this method does not solve the tunneling issue, since no conflict occurs both at the successive instants before and after the collision. Ray casting [13] is typically used in many shooting games to check the impact of bullet. Nevertheless, it is mainly good at the linear motion that can be presented by rays. In comparison, our method can tackle CCD for robots with polynomial trajectories in translation and orientation simultaneously, complying with the robotic kinematic and dynamic constraints as well.

In addition, if the shape of objects is simple, such as the sphere or triangle, it is possible to find the analytical solution of ToI between pair of moving objects [14]. For general cases, collisions can be checked between the swept volume of an object with a specific custom bounding volume hierarchy [15]. Furthermore, conservative advancement [16] is another known approach. However, it often gives too conservative results when objects are close together, but not touching. For our method, it provides another analytical solution to CCD by transforming the collision conditions into a set of polynomial inequalities, whose roots can be efficiently solved by the proposed roots-finding algorithm. Also our CCD can guarantee to find every collision and calculate the exact ToI without iterations.

III. BACKGROUND

A. Geometric Model of Mobile Robots

In this paper, the mobile robot is modeled as a rigid body with $\varepsilon$ edges (in green), as presented in Fig. 3(a). Here, the edge is defined as the line segment with finite length and all vectors below are assumed to be column vectors.

Based on the geometric relationship in Fig. 3(a), the position of vertex $V_1$ (i.e., $p_1 := \overrightarrow{OV_1}$) and edge vector $\overrightarrow{V_1V_2}$ (i.e., $e_1 := \overrightarrow{OV_2} - \overrightarrow{OV_1}$) can be formulated in the world frame $\{O\}$ as

\[
p_1 = p_0 + R v_1, \quad (1)
\]

\[
e_1 = p_2 - p_1 = R (v_2 - v_1), \quad (2)
\]

where $p_0 = [x, y, z]^T$ refers to the position of robot in the world frame $\{O\}$, and $R$ is the rotation matrix from the body frame $\{0\}$ attached on the model to the world frame $\{O\}$. In addition, $v_1$ and $v_2$ are position vectors of vertices $V_1$ and $V_2$. 

Fig. 2. The workflow of our generalized CCD framework, whose role in the real navigation system for mobile robots is presented as well.
As such, if we define $e_{ij} := \overrightarrow{V_{is}V_{js}}$, $t_{i e} := \overrightarrow{V_{is}V_{i}}$, $t_{j e} := \overrightarrow{V_{js}V_{j}}$ and $t_p(e_i \times e_j) := \overrightarrow{V_{j}V_{i}}$, where $t_i, t_j, t_p$ are scalar parameters, then (4) can be rewritten as

$$M t = e_{ij}, \quad (6)$$

where $M = [e_i, -e_j, -(e_i \times e_j)]$ and $t = [t_i, t_j, t_p]^T$. Since $(e_i \times e_j) \perp e_i$, $(e_i \times e_j) \perp e_j$ and $e_i \times e_j \neq 0$ by definition, then (6) can be uniquely solved by

$$t = M^{-1} e_{ij} = \frac{1}{\text{det} M} \begin{bmatrix} \text{det} [e_i, -e_j, -e_i \times e_j] \\ \text{det} [e_i, e_{ij}, -e_i \times e_j] \\ \text{det} [e_i, -e_j, e_{ij}] \end{bmatrix} := \frac{1}{u_0} \begin{bmatrix} u_1 \\ u_2 \\ u_3 \end{bmatrix}, \quad (7)$$

where det refers to the determinant.

Based on the relative positions of $V_i$ and $V_j$ w.r.t. $e_i$ and $e_j$, there are 9 cases to calculate the distance between two edges [17]. For simplicity, the distance between Edge $e_i$ and Edge $e_j$ can be determined as follows.

$$d\text{EE}(e_i, e_j) = \begin{cases} ||V_s V_p||, & \text{if } 0 \leq t_i \leq 1, 0 \leq t_j \leq 1 \\ d\text{EP}(e_j, V_{is}), & \text{if } t_i < 0, 0 \leq t_j \leq 1 \\ d\text{EP}(e_j, V_{is}), & \text{if } 1 < t_i, 0 \leq t_j \leq 1 \\ d\text{EP}(e_i, V_{js}), & \text{if } 0 \leq t_i \leq 1, t_j < 0 \\ d\text{EP}(e_i, V_{js}), & \text{if } t_i < 0, 1 < t_j \\ d\text{EP}(e_i, V_{js}), & \text{if } 1 < t_i, 1 < t_j \\ ||V_{is} V_{jp}||, & \text{if } 0 < V_{is} V_{jp} \cdot e < e \cdot e \\ \text{det} Q, & \text{if } e \cdot e \leq ||V_{is} V_{jp}|| \\ \text{det} Q, & \text{if } e \cdot e \leq ||V_{js} V_{jp}|| \\ \text{det} Q, & \text{if } e \cdot e \leq ||V_{js} V_{jp}|| \end{cases} \quad (8)$$

Thus, the collision occurs when $d\text{EE}(e_i, e_j) < \delta$.

3) Edge-Triangular Surface: Defining a triangle by its vertices $V_0$, $V_1$ and $V_2$ in Fig. 3(d), the intersection point $V_c$ between edge $e$ and the triangle can be determined by

$$\overrightarrow{OV_c} + k e = (1 - k_1 - k_2)\overrightarrow{OV_0} + k_1\overrightarrow{OV_1} + k_2\overrightarrow{OV_2} \quad (9)$$

where $k$ is a scalar parameter, and $k_1, k_2$ are barycentric coordinates of $V_c$ on the triangle $[18]$. Let $e_1 := \overrightarrow{V_1V_0}$, $e_2 := \overrightarrow{V_2V_0}$ and $e_0 := \overrightarrow{V_0V_2}$. Then, (9) becomes

$$Q k = e_0 \quad (10)$$

where $Q = [-e, e_1, e_2]$ and $k = [k_1, k_2]^T$. The linear equation (10) is solvable if and only if $Q$ is invertible, i.e., $\text{det} Q \neq 0$, thus

$$k = Q^{-1} e_0 = \frac{1}{\text{det} Q} \begin{bmatrix} \text{det} [e_0, e_1, e_2] \\ \text{det} [e_0, e_1, e_2] \end{bmatrix} := \frac{1}{v_3} \begin{bmatrix} v_0 \\ v_1 \\ v_2 \end{bmatrix}. \quad (11)$$

In this case, the interference conditions can be stated as:

$$0 \leq k_1 \leq 1, \quad 0 \leq k_2, \quad k_1 + k_2 \leq 1. \quad (12)$$

Since we will check collision for each edge against the triangular surface, if $e$ is parallel to the triangle (i.e., $\text{det} Q = 0$), no potential interference is considered in this paper.
IV. Collision Checking

A. Robot Edge and Trajectory as Polynomials

In this paper, we consider the mobile robot translates in the polynomial forms, i.e., \( x(t), y(t), z(t) \) in \( p_0 \) of (1) are all degree-\( n \) univariate polynomial equations of time \( t \):

\[
x(t), y(t), z(t) \in P(t^n), t \in [t_s, t_e].
\]

(13)

For orientation movement, some robots can be defined independently, e.g., CDPR, thus they can make rational motion [9], where each element in rotation matrix (3) is presented by polynomials. But for other mobile robots, their orientations are mainly coupled with translation trajectories due to robotic kinematics and dynamics. So, here we will estimate parameters in (3) as a set of degree-\( p \) polynomial equations w.r.t. \( t \) according to robotic constraints and polynomial trajectories (13), that is,

\[
sin \chi \cong f_{sin}(t) \in P(t^p), \quad \cos \chi \cong f_{cos}(t) \in P(t^p),
\]

\[
\chi \in \{ \phi(t), \theta(t), \psi(t) : (3) \}.
\]

Specifically, we employ the \texttt{polyfit} function in MATLAB to do the estimation, and the estimation error is limited within 1 degree. More details are given in Sec. VI. For brevity, we will use the identical degree \( p \) for all polynomial equations in (14), even if they may have different polynomial degrees.

In the following, we substitute (14) into (3) and further put (5) and (13) into (1) and (2), then vectors of vertex \( V_1 \) and edge \( e_1 \) would be converted to follow polynomial equations w.r.t. \( t \):

\[
p_1 \in [P(t^7), P(t^7), P(t^2)]^T,
\]

\[
e_1 \in [P(t^3p), P(t^3p), P(t^2p)]^T,
\]

\[
\bar{\eta} = \max(n, 3p), q = \max(n, 2p).
\]

(15)

B. Collision Conditions for a Family of Obstacles

Based on the discretized perception information from the real sensors, e.g., point clouds, occupancy grids, we would like to use a family of obstacle models to envelop these perceived obstacles in our CCD framework, such as Fig. 1(a). Given the representative obstacle models in this subsection, we will demonstrate that collision conditions can be transformed as a sequence of polynomial inequalities.

1) Ellipsoid: The ellipsoid in Fig. 4(a) can be formulated as a group of points \( x \) in the world frame \{O\} such that

\[
\mathcal{H} = \{ x : (x - c)^T A (x - c) = 1 \},
\]

(16)

where \( c := \overrightarrow{OV}_p \) and \( A \) is a symmetric positive definite matrix, whose eigendecomposition is \( A = QAQ^T \). It is known that the affine transformation \( \mathcal{A}(x) \), defined by

\[
\tilde{x} = \mathcal{A}(x) := \Lambda^{1/2} Q^T (x - c),
\]

can transform the ellipsoid \( \mathcal{H} \) into the unit sphere \( \mathcal{S} = \{ \tilde{x} : \tilde{x}^T \tilde{x} = 1 \} \) centered at the origin in a new frame \{\( \tilde{O} \)\}, as displayed in Fig. 4(b). Since in Euclidean space, the affine transformation (17) is a geometric transformation that preserves lines, then the \( \tilde{e} \) transformed from the edge \( e := \overrightarrow{V_s V_e} \) in frame \{O\} by (17), is still an edge in frame \{\( \tilde{O} \)\}. As such, the collision case between edge and ellipsoid, as depicted in Fig. 4(a) can be transformed into the interference between edge and point with the distance \( d = 1 \), as shown in Fig. 4(b). Thus the collision condition becomes \( d_{EP}(\tilde{e}, \tilde{O}) \leq 1 \), as stated in Sec. III-B1.

Therefore, based on three conditions of (4), firstly we can define the following items from \( d_{EP}(\tilde{e}, \tilde{O}) \):

\[
w_1 := 1 - \| \tilde{p}_s \|^2, w_2 := \tilde{p}_s \cdot \tilde{e}, \]

\[
w_3 := \| \tilde{e} \|^2 - \| \tilde{e} \times \tilde{p}_s \|^2, w_4 := -w_2, w_5 := w_2 + \tilde{e} \cdot \tilde{e}, \]

\[
w_6 := 1 - \| \tilde{p}_e \|^2, w_7 := -w_5.
\]

(18)

Here \( \tilde{e} := \overrightarrow{V_s V_e} = \mathcal{A}(e), \tilde{p}_s := \overrightarrow{OV}_s = \mathcal{A}(p_s) \) and \( \tilde{p}_e := \overrightarrow{OV}_e = \mathcal{A}(p_e) \). After that, according to (15), it can be found that vectors of the vertices \( V_s, V_e \) and the edge \( e \) in Fig. 4(b) transformed from \( V_s, V_e \) and \( e \) in Fig. 4(a) by (17) can also be written as a set of polynomials with the same degrees, that is,

\[
p_s, p_e, \tilde{p}_s, \tilde{p}_e \in [P(t^7), P(t^7), P(t^2)]^T, \]

\[
e, \tilde{e} \in [P(t^3p), P(t^3p), P(t^2p)]^T,
\]

\[
\bar{\eta} = \max(n, 3p), q = \max(n, 2p).
\]

(19)

After substituting \( \tilde{p}_s, \tilde{p}_e \) and \( \tilde{e} \) in (19) into (18), we could convert \( w_1 \sim w_7 \) into a set of univariate polynomials w.r.t. \( t \). Therefore, based on (4), the collision conditions between the Edge \( \tilde{e} \) (the \( t \)-th) and the Point (origin) \( \tilde{O} \), i.e., \( d_{EP}(\tilde{e}, \tilde{O}) \leq 1 \), can be rewritten as following polynomial inequalities w.r.t. \( t \):

\[
C_{EP}^l = \{ t \in [t_s, t_e] : C_1 \cup C_2 \cup C_3 \}
\]

(20)

\[
C_1 = \{ t : w_1 \geq 0, w_2 \geq 0 \},
\]

\[
C_2 = \{ t : w_3 \geq 0, w_4 \geq 0, w_5 \geq 0 \},
\]

\[
C_3 = \{ t : w_6 \geq 0, w_7 \geq 0 \}.
\]

Finally, due to \( \varepsilon \) edges of the robot model, the collision conditions between the robot and the ellipsoid could be given as \( C_{Elip} = \bigcup_{l=1}^{11} C_{EP}^l \). It is worth noting that since the sphere is a special case of the ellipsoid (16), then \( C_{Elip} \) works for CCD of the robot with the sphere obstacle as well.

2) Cylinder: The cylindrical object is defined by a constant vector \( e_j := \overrightarrow{V_{js} V_{je}} \) in the world frame \{O\} with the given radius \( d_{c} \) as depicted in Fig. 4(c). Therefore, the interference of the edge \( e_i := \overrightarrow{V_{is} V_{ie}} \) to a cylinder can be detected using collision conditions of edge-edge in Sec. III-B2, i.e., \( d_{EE}(e_i, e_j) \leq d_{c} \).

According to (15), the vertex vectors \( p_{is} := \overrightarrow{OV}_{is} \), \( p_{ci} := \overrightarrow{OV}_{ci} \) and the edge \( e_i \) of robot model can be rewritten as

\[
p_{is}, p_{ci} \in [P(t^7), P(t^7), P(t^2)]^T,
\]

\[
e_i \in [P(t^3p), P(t^3p), P(t^2p)]^T,
\]

\[
\bar{\eta} = \max(n, 3p), q = \max(n, 2p).
\]

(21)

While the vertex vectors \( p_{js} := \overrightarrow{OV}_{js} \), \( p_{je} := \overrightarrow{OV}_{je} \) and the edge \( e_j \) are all constant vectors, determined by cylinder parameters. Therefore, by definition of \( e_{ij} : = \overrightarrow{V_{is} V_{js}} = p_{js} - p_{is} \) in (9), we can present \( e_{ij} \) as

\[
e_{ij} \in [P(t^7), P(t^7), P(t^2)]^T.
\]

(22)
Substituting above $e_i$, $e_j$ and (23) into (7), we obtain
\[ u_0 = \det M \in P(t^{6p}), \]
\[ u_1 \in P(t^{3p}+7), \quad u_2 \in P(t^{6p}+7), \quad u_3 \in P(t^{3p}+7). \] (23)

If we substitute (25) into (8), then the first collision condition between two edges can be reformulated as following polynomial inequalities w.r.t. time $t$:
\[ C_1 = \{ t \in [t_s, t_e] : u_1 \geq 0, \ u_2 \geq 0, \ u_0 - u_1 \geq 0, \ u_0 - u_2 \geq 0, \ d^2 u_0 - u_3^2 \geq 0 \}. \] (24)

It is worth noting that (24) holds because there is an underlying equation that is $u_0 = \|e_i \times e_j\|^2 > 0$. From the second to fifth conditions in (8), we could also be rewritten as a bunch of polynomial inequalities w.r.t. time $t$. Taking the second one as an example, it becomes
\[ C_2 = \{ t \in [t_s, t_e] : -u_1 > 0, \ u_2 > 0, \ u_0 - u_2 > 0, \ \text{dEP}(e_j, V_a) \leq d \}, \]
where $\text{dEP}(e_j, V_a) \leq d$ can be reformulated as polynomial inequalities by (20). As well, for the last four conditions in (8), it is straightforward to transform them in polynomial inequality forms, e.g., the sixth condition is transformed as
\[ C_6 = \{ t \in [t_s, t_e] : -u_1 > 0, -u_2 > 0, d^2 - \|e_{ij}\|^2 \geq 0 \}. \]

So, all collision conditions between the Edge $e_i$ and the cylinder (Edge) $e_j$, i.e., $\text{dEE}(e_i, e_j) \leq d$, can be summarized as $C_{ee}^{i,j} = \{ t \in [t_s, t_e] : \cup_{k=1}^m C_k \}$. Finally, the collisions between the robot with $\varepsilon$ edges and the cylinder are presented as $C_{ciin} = \bigcup_{i=1}^\varepsilon C_{ee}^{i,j}$.

3) Polyhedron: For more general obstacles, it is conventional to approximate them by triangle meshes [19], where it contains a group of triangular surfaces connected by their common edges or vertices, as shown in Fig. 4(d).

Similarly, based on (15), we can transform the vectors of vertices $V_s$, $V_c$ and the edge $e$ as
\[ p_s, p_c \in P(t^3), P(t^2), P(t)], \]
\[ e \in P(t^{3p}), P(t^{3p}), P(t^{2p})]. \] (25)

Due to the constant vector $\overrightarrow{O\overline{V}_0}$ and by definition of $e_0 := \overrightarrow{O\overline{V}_0} - \overrightarrow{O\overline{V}_e} = p_s - \overrightarrow{O\overline{V}_c}$ in (10), we can rewrite $e_0$ as three polynomial equations w.r.t. $t$:
\[ e_0 \in [P(t^3), P(t^2)]^T. \] (26)

Substituting $e$ in (25) and $e_0$ in (26), as well as constant vectors $e_1, e_2, e_3$ into (11), it yields
\[ v_3 = \det Q \in P(t^{3p}), \]
\[ v_0 \in P(t^7), \quad v_1 \in P(t^{3p}+7), \quad v_2 \in P(t^{3p}+7). \] (27)

Furthermore, substituting (27) into (12), the conflict conditions for the Edge (suppose the $l$-th) and the Triangle (suppose the $m$-th) can be reformulated as following polynomial inequalities w.r.t. time $t$:
\[ C_{cil}^{l,m} = \{ t \in [t_s, t_e] : C_+ \cap C_- \} \]
\[ C_+ = \{ t : v_3 > 0, v_0 > 0, v_3 - v_0 > 0, v_1 > 0, v_2 > 0, v_3 - (v_1 + v_2) > 0 \} \]
\[ C_- = \{ t : v_3 < 0, v_0 < 0, v_3 - v_0 < 0, v_1 < 0, v_2 < 0, v_3 - (v_1 + v_2) < 0 \} \]

At last, because of $\varepsilon$ edges of the model and total $\kappa$ triangles of the obstacle, the collision conditions for robot and polyhedron can be expressed as $C_{poly} = \bigcup_{i=1}^\varepsilon \bigcup_{m=1}^\kappa C_{cil}^{l,m}$.

V. IMPLEMENTATION DETAILS

A. Coefficient Determination Method of Polynomials

In this subsection, we will demonstrate a general numerical approach to determine the coefficients of polynomials no matter which collision conditions they are. With the knowledge of polynomial $u$ with its degree $r$, it can be explicitly written as
\[ u(t) = a_r t^r + a_{r-1} t^{r-1} + \cdots + a_1 t + a_0, \] (28)
where $r + 1$ unknown coefficients could be solved by taking $r + 1$ unique samples of $t \in [t_s, t_e]$ (denoted by $t_i$, $i = 1, \cdots, r + 1$). Thus, its coefficients are solved using
\[
\begin{bmatrix}
  a_r \\
  a_{r-1} \\
  \vdots \\
  a_0 \\
\end{bmatrix}
= \begin{bmatrix}
  t_1^r & t_1^{r-1} & \cdots & t_1 \\
  t_2^r & t_2^{r-1} & \cdots & t_2 \\
  \vdots & \vdots & \ddots & \vdots \\
  t_{r+1}^r & t_{r+1}^{r-1} & \cdots & t_{r+1} \\
\end{bmatrix}^{-1}
\begin{bmatrix}
  u(t_1) \\
  u(t_2) \\
  \vdots \\
  u(t_{r+1}) \\
\end{bmatrix}
\]

This approach is able to readily determine the polynomial formulations in above sections considering each polynomial degree has been given clearly. In this way, we can omit tedious polynomial estimation, i.e., [14], and ignore the complicated symbolic substitution process, such as substituting polynomial vectors $e_i, e_{ij}$ into (7) to obtain (23).
B. Efficient Method to Solve Polynomial Inequalities

Even if there exist some computationally efficient solvers to find roots of the polynomial equation, such as [20], we will introduce a simple yet efficient roots solving algorithm to reduce the computation cost further.

The key idea lies in the utilization of the Sturm’s Theorem [21] before directly solving roots of polynomials, and the whole process is presented in Algo. 1. Specifically, given a set of polynomial inequalities, e.g., [44], and denoted by

\[ G(t) = \{ t \in [t_s, t_e] : g_1(t) \geq 0, g_2(t) > 0, \ldots, g_k(t) > 0 \} \]

we will check whether each polynomial \( g_i(t) \), \( i = 1, \ldots, k \) is satisfied over all \( t \in [t_s, t_e] \).

Algorithm 1: Efficient method to solve the polynomial inequalities

**Input:** \( g_1(t) \geq 0, \ldots, g_k(t) \geq 0, \forall t \in [t_s, t_e] \)

**Output:** resulting intervals \( G(t) \)

1. \( L \leftarrow \emptyset; \)
2. for \( i \leftarrow 1 \) to \( k \) do
3.   \#Roots \( \leftarrow g_i(t) = 0 \) over \( [t_s, t_e] \) by Sturm’s Theorem;
4.   if \#Roots \( > 0 \) then \( L \).add();
5.   if \( \text{Sign}(g_i(t_s)) > 0 \) then continue;
6.   else if \( \text{Sign}(g_i(t_s)) < 0 \) then
7.     return \( G(t) \leftarrow \emptyset; \)
8.   else
9.     if \( \text{Sign}(g_i(t_e)) > 0 \) then continue;
10.    else return \( G(t) \leftarrow \emptyset; \)
11. if \( L \) is empty then \( G(t) \leftarrow [t_s, t_e]; \)
12. else \( G(t) \leftarrow \text{solve } g_j(t) \geq 0, \forall j \in L, \forall t \in [t_s, t_e]; \)
13. return \( G(t) \)

VI. EXPERIMENTS

A. Collision Checking of Quadrotor

Due to the differential flatness for quadrotor [22], we can uniquely express the trajectory in space of flat outputs, where a possible choice of flat outputs is \( [x, y, z, \theta, \phi] \). Then based on its dynamic property, the \( \phi \) and \( \theta \) could be derived by flat outputs and their time derivative as well: \( \phi = \sin^{-1}\left(\frac{\sin \delta z \cos \psi}{\sqrt{x^2 + g^2 + \sin \delta z}}\right) \), \( \theta = \tan^{-1}\left(\frac{\cos \delta z + \sin \psi}{z + y}\right) \), where \( g \) is the gravitational acceleration. So, given one piece polynomial trajectories of \( x(t), y(t), z(t) \) and \( \psi = 0 \) at all times, we could well present each entry of rotation matrix \( [3] \) by \( [14] \) in the polynomial forms.

In this case, we set the end condition for quadrotor \( s_{09} = [600, 650, 700, 0, 0, 0, 0, 0, 0] \) and the start condition \( s_{60} \), we generate a minimum snap trajectory [23] T1 with 7-th degree polynomials w.r.t. \( t \in [0, 3] \) as

\[ x = -0.02t^7 + 0.75t^6 + 320t + 300, \]
\[ y = -0.07t^7 + 1.32t^6 + 1111t^3 + 300, \]
\[ z = +0.01t^7 - 0.51t^6 + 200t + 300. \]

So, \( n = 7 \) from [13]. Taking the first edge in Fig. 3(a) as an example, the \( w_1 \sim w_3 \) and \( w_6 \) in [18] can be derived as

\[ w_1 = -1.27 \times 10^{-9}t^{16} + 1.83 \times 10^{-8}t^{15} \ldots - 5.67, \]
\[ w_2 = 3.71 \times 10^{-8}t^{12} - 1.37 \times 10^{-6}t^{11} \ldots + 0.78, \]
\[ w_3 = -1.35 \times 10^{-14}t^{24} + 6.61 \times 10^{-13}t^{23} \ldots - 1.21, \]
\[ w_6 = -1.27 \times 10^{-9}t^{16} + 1.83 \times 10^{-8}t^{15} \ldots - 7.54. \]

It is worth noting that since \( \psi \) is constant, \( \epsilon, \hat{e} \in [P(t^2p), P(t^2p), P(t^2p)]_T \), \( q = \max(n, 2p) = 8 \) with \( p = 4 \) in [19]. So based on [20], the collision interval between the first edge (i.e., \( l = 1 \)) and the ellipsoid is computed as \( C_{EF} = \{ t : 0.6959, 1.6347 \} \). After checking total \( \epsilon = 12 \) edges, the collision intervals for the quadrotor and the ellipsoid is calculated by \( C_{Eli} = \bigcup_{i=1}^{k} C_{EF} = \{ t : 0.6959, 1.6347 \} \), which is shown in red curve in Fig. 1(b). Here the time of impact, i.e., \( t = 0.6959s \), has been exactly computed. In addition, we demonstrate the poses of quadrotor at two end points of the \( C_{Eli} \), which refer to the starting and terminal situations of collision, respectively.

2) Cylinders and Polyhedra: Several cylindrical and polyhedral obstacles are randomly located in the environment and seven minimum snap trajectories \( T_1 \sim T_7 \) over \( 3s \) are generated according to various initial velocities at start conditions \( s_s \), as presented in Fig. 5. The resulting collision intervals w.r.t. time \( t \) are listed in Tab. I.

In Fig. 5(a), we can find that the quadrotor along \( T_4 \) is seriously affected by cylinders, resulting in three collision intervals, whereas it can safely fly through \( T_7 \). In Fig. 5(b) and Fig. 5(c), we test quadrotors with different sizes given in Tab. II in the same polyhedral environment. It is shown that with the size decreasing, the small quadrotor is able to pass through obstacles by the trajectory \( T_5 \), along which the large quadrotor has collisions. It is worth mentioning that there are two collision intervals for the small quadrotor with \( T_3 \), as shown in the 3-nd column of Tab. II and Fig. 5(c). This is because in our framework, we directly leverage the intrusion conditions between edge and triangle without considering the safe distance, thus it is possible to provide collision free intervals within the obstacle interior. But it is acceptable in real applications due to the Tol determined by our approach. Furthermore, based on the knowledge of the environment, we also could ignore the resulting collision free intervals within the obstacle interiors.

3) Comparison: Tab. II demonstrates a direct comparison of time efficiency between the proposed method and the well-accepted point-wise approach with GJK [5] in Fig. 5(b). All results are generated using a computer with Intel® Core™ i7-6500U CPU.

We generate 91 minimum snap trajectories with duration of \( 3s, 5s \) and \( 10s \), respectively. For the case of trajectory over \( 3s \), the resolution of results from our method is more than 0.001s, as listed in Tab. I which is expected due to the accuracy of the numerical polynomial roots solver. Nevertheless, its time cost (0.202s) is less than that of the point-wise approach with \( 0.01s (0.268s) \). If time step gets finer, such as \( \Delta t = 0.001s \), the point-wise approach takes 2.735s to check the collision for each trajectory, which is over 10 times slower than our
method. Furthermore, it is obvious that the time efficiency of our method further outperforms the point-wise technique for longer trajectories.

### Table I

| Traj. | Collision Intervals (Unit: s) |
|-------|-------------------------------|
|       | \( (60 \times 60 \times 20 \text{ cm}) \) | \( (20 \times 20 \times 20 \text{ cm}) \) |
| T1    | [0.1375, 0.6433] \( \bigcup \) [1.4259, 1.5071] | \( 2 \) |
| T2    | [0.1083, 0.7363] \( \bigcup \) [0.8911, 1.9656] | \( 2 \) |
| T3    | [0.1127, 0.6265] \( \bigcup \) [0.8131, 1.5279] | \( 2 \) |
| T4    | [0.1620, 0.4731] \( \bigcup \) [0.7088, 0.8634] | \( 2 \) |
| T5    | [0.2403, 0.8756] \( \bigcup \) [1.6567] | \( 2 \) |
| T6    | [0.6591, 1.2424] | \( 2 \) |
| T7    | [0.7120, 1.4672] | \( 2 \) |

### B. Collision Checking of CDPR

The CDPR is another type of mobile platforms, which is driven by multiple cables attached on the same end-effector, as shown in Fig. 5(a). The collision of cables with environments seriously affects the workspace of the CDPR, thus collision detection for cables should be well studied [24]. In this experiment, there is a tree within the workspace of the CDPR, so we first model the tree as a combination of a sphere, a cylinder and a polyhedron, which provides more compact representation for the obstacle.

Unlike the quadrotor that could be enclosed as a bounding box, the cables can only be modeled as edges. In Fig. 6(a), the vector of cable \( l_1 \) is determined by \( p_1 = p_0 + R v_1, l_1 = p_1 - p_{A_1} \), where \( p_1 \) is same as \( \{0\} \) and \( p_{A_1} \) is a constant vector accounting for an anchor point of cable in the world frame \( \{O\} \). Since the orientation motion of CDPR can be defined separately from translation trajectory, thus, in this subsection, we just consider the constant orientation movement, i.e., \( \phi = \theta = \psi = 0 \). In other words, the rotation matrix \( R \) is a constant matrix, and \( p_0 \) is defined by 3 polynomial equations, i.e., \( x(t), y(t), z(t) \in P(t^n) \). So, it is straightforward to find that the vectors of vertex and cable can be rewritten as polynomial equations: \( p_1, l_1 \in \{P(t^n), P(t^n), P(t^n)\}^T \). As such, given polynomial trajectories, the collision between cables and environment can be checked by our CCD framework.

In Fig. 6(b) we test lots of Bezier paths, as one of polynomial curves, and check the CCD between cables and the tree. It can be found that there are two disjoint collision intervals on the path in Fig. 6(b). Here we depict the robot poses at endpoints of collision intervals, and further highlight cables that cause these collisions. In addition, we also find a safe path that passes through the “crowd” overhead, as described in Fig. 6(c). To exploit more working areas of the CDPR, we demonstrate its interference free workspace in the form of trajectories in Fig. 6(d) where we test 51 paths and only show the collision free intervals. From the result, we can see there exist two separate areas, where the smaller one on the right does not connect the start point and goal, whereas the larger part on the left can be selected safely for CDPR motion.

### Table II

| Time Step | Traj. \( t \in [0, 3] \) | Traj. \( t \in [0, 5] \) | Traj. \( t \in [0, 10] \) |
|-----------|----------------|----------------|----------------|
| \( \Delta t \) | Our | GJK | Our | GJK | Our | GJK |
| 0.1       | 0.202 | 0.029 | 0.195 | 0.048 | 0.167 | 0.097 |
| 0.01      | 2.735 | 2.068 | 2.046 | 4.631 | 9.540 |
| 0.001     | 2.735 | 2.068 | 2.046 | 4.631 | 9.540 |

### C. The Navigation System for AGV

Given the polynomial trajectory \( x(t), y(t) \in P(t^n), t \in [t_s, t_e] \) for AGV, then its orientation \( \alpha \) is determined by the tangent direction at point \( (x(t), y(t)) \) due to the nonholonomic constraint, i.e., \( \alpha = \tan^{-1} \left( \frac{dy/dt}{dx/dt} \right) \). As such, we can well estimate \( \sin \alpha \) and \( \cos \alpha \) in the rotation matrix by polynomial approximation method, similar to [14].

As depicted in Fig. 7 we simulate a navigation system and test the AGV equipped with the 2D LiDAR in two environments. Following the pipeline of Fig. 3 the perceived environment from the LiDAR is modeled as a myriad of edges. Furthermore, we combine our CCD framework with the local planner DWA [12], denoted by DWA-CCD, to navigate the AGV. It should be noted that trajectories generated by DWA are the set of arc segments due to dynamic constraints. So in this experiment, it will demonstrate that our CCD framework also works for non-polynomial trajectories in the use of Taylor series.

As shown in Fig. 7(a) the DWA-CCD will generate numerous candidate trajectories (in green) according to the robot’s constraints and current status. Then it needs to find the optimal...
one (in red) based on several evaluation metrics, one of which is the collision information provided by our CCD framework. In DWA-CCD, we will continuously check the conflicts for the AGV along candidate trajectories, without the risk of missing collisions resulting from the discretized interference detection method of the original DWA. In addition, it is no need to shrink the robot model and inflate the environment in DWA-CCD, since our method describes the robots as full-dimensional objects, instead of the point-mass models in the original DWA. As an example in Fig. 7(b) the dilated obstacles will totally block the corridor and therefore no path can be found by the DWA. However, benefiting from our CCD approach, the polygonal AGV can safely and easily pass through the extremely narrow corridor by the DWA-CCD.

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a generalized framework about CCD. We convert the collision scenarios between the robot and ellipsoid, sphere, cylinder and polyhedron into basic collision cases of edge-point, edge-edge and edge-triangle. Furthermore, we can transform these collision conditions into a set of polynomial inequalities, whose roots can provide the exact the collision instants. In our framework, we have tested three different mobile robots with various nonlinear kinematic and dynamic constraints in polynomial motions. Even for non-polynomial trajectories, our method also works within acceptable accuracy. Future work may include the abstraction method from the sensor data to the proposed obstacle models in real applications, and further combine our framework with the complicated planners.
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