Coulomb drag of viscous electron fluids: drag viscosity and negative drag conductivity
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We show that Coulomb drag in hydrodynamic bilayer systems leads to additional viscosity terms in the hydrodynamic equations, i.e., the drag and drag-Hall viscosities, besides the well-known kinematic and Hall viscosities. These new viscosity terms arise from a change of the stress tensor due to the interlayer Coulomb interactions. All four viscosity terms are tunable by varying the applied magnetic field and the electron densities in the two layers. At certain ratios between the electron densities in the two layers, the drag viscosity dramatically changes the longitudinal transport resulting in a negative drag conductivity.

Several decades ago, Gurzhi imagined an ideal metal from which all impurities and scatterers (e.g. phonons) were removed and which contained only electrons interacting among themselves [1]. In this case, the electrons behave collectively like a viscous fluid with a resistivity determined by their viscosity, which is inversely proportional to temperature [2]. This result differs starkly from that in a normal metal whose resistivity increases with temperature due to electron-phonon interactions. Such hydrodynamic electron flows have been realized in clean samples of GaAs [3], graphene [4–6], PdCoO2 [7], and in Weyl semimetals [8].

The viscous hydrodynamic regime can host many surprising transport phenomena, such as for instance an increase of the thermal conductivity and a breakdown of the Wiedemann-Franz law in graphene [4], an increase of the electrical conductance of a graphene constrictions due to superballistic behavior of viscous flow [9, 10], a non-local negative resistance in graphene [6], as well as peculiar electron flow in topological materials [11, 12]. As the viscosity plays a central role in the transport of viscous electrons, it is natural to ask how can we manipulate the viscosity. It is well-known that to a certain extent the viscosity can be controlled by varying the temperature, the carrier density, and the impurity concentration [13]. On the other hand, applying a magnetic field not only modifies the viscosity but also introduces an additional Hall viscosity in the hydrodynamic equations [13–16].

As electrons are charged particles, one can place two layered metals parallel to each other and the interlayer Coulomb interaction will induce a drag voltage in the "passive" layer due to an applied current in the "active" layer [17]. If we consider the two metals in such a Coulomb drag setup as viscous fluids, we can ask if the viscosities of the two metals are modified due to the interlayer Coulomb interaction [18]. Furthermore, one could expect that the hydrodynamic equations might be modified because additional viscosity terms emerge from the interlayer Coulomb interaction similar to the case of Hall viscosity.

In this work, we show that two new viscosity terms emerge indeed in the Coulomb drag magneto-transport of viscous fluids. For this purpose, we solve the coupled kinetic equations for the electrons in the two layers that interact via Coulomb interactions. The angular harmonics of the nonequilibrium distribution function give access to macroscopic quantities including the stress tensor in the linear-response, low-temperature limit (with Fermi energy \( E_F \gg T \)). The effects of intra- and interlayer Coulomb interactions on the stress tensor lead to the conventional viscosity and the drag viscosity, respectively, in the Navier-Stokes equations. In the presence of a magnetic field, those intra- and interlayer interactions will additionally induce the Hall and the drag-Hall viscosities.

We show that the resulting four viscosities are tunable by varying the ratio of the electron densities in the two layers and the magnetic field strength. Equipped with these four viscosities, we apply the Navier-Stokes equation to Coulomb drag in a Hall bar geometry, where the boundary conditions lead to Poiseuille flow. Such flow has been visualized in many experiments including graphene and Weyl semimetals [19, 20]. We show that at certain density ratios, the drag viscosity balances the

\[ \nu_{DH} \]

FIG. 1. Coulomb drag setup: an electric field \( E_x \hat{x} \) is applied to the active layer causing a Poiseuille current profile \( J^a(y) \). This current induces electron motion in the passive layer controlled by the drag coefficient \( \gamma_B^a \) and the drag viscosity \( \nu_B^a \). When the electron density of the passive layer is much higher than that of the active layer, \( \gamma_B^a \) becomes very small and \( J^p \) changes sign. The magnetic field \( B_z \hat{z} \) and horizontal flow \( J^a(y) \hat{y} \) cause a charge build-up and a transversal electric field \( E_y \hat{y} \) that can be used to probe the drag-Hall viscosity \( \nu_{DH} \).
stress force from the kinematic viscosity in the passive layer and becomes stronger than the drag force. This situation causes the electrons in the passive layer to flow opposite to the flow in the active layer, a phenomenon which gives rise to a negative drag conductivity (see Fig. 1). Under an applied magnetic field, the transverse electric field shows a sign change due to the drag-Hall viscosity and is tunable by varying the density ratio.

**Viscosities due to Coulomb drag** — The system we consider consists of a pair of two-dimensional metallic layers separated by a distance much shorter than the screening length. To ensure hydrodynamic electron flow, we assume that the metals are clean such that the intra- and interlayer Coulomb scattering rates are much faster than those due to impurity and phonon scattering. Moreover, we consider an in-plane applied electric field in the active layer and allow for an applied out-of-plane magnetic field $\mathbf{B} = B_z \hat{z}$ (see Fig. 1). The macroscopic dynamics of hydrodynamic electrons at small flow velocity can then be described by the linearized Navier-Stokes equation (NSE), derived in the Appendix,

$$\partial_t \mathbf{u}^\lambda + \frac{e}{\alpha m} \mathbf{E}^\lambda + \omega_\lambda \mathbf{u}^\lambda \times \hat{z} - \gamma_\lambda^d (\mathbf{u}^\lambda - \mathbf{u}^0) + f_{\text{visc}}^\lambda, \quad (1)$$

$$f_{\text{visc}}^\lambda = \nu^\lambda \nabla^2 \mathbf{u}^\lambda + \nu_H^2 \nabla^2 (\mathbf{u}^\lambda \times \hat{z}) + \nu_d^\lambda \nabla^2 \mathbf{u}^\lambda + \nu_H^2 \nabla^2 \left( (\mathbf{u}^\lambda \times \hat{z}) \right), \quad (2)$$

where $\mathbf{u}^\lambda(r,t)$ is drift velocity of electron in layer $\lambda \in \{a, p\}$ (where we use $\lambda$ to designate the opposite layer), $\gamma_\lambda^d$ is the rate of inter-layer scattering and known as the drag coefficient and $e$ and $m$ are electron charge and band mass, respectively. As shown in the Appendix, the equation is also valid for Dirac electrons, in which case $m = p_F/\nu_F$ corresponds to the effective cyclotron mass. The band parameter $\alpha = 1$ for a parabolic band and $\alpha = 2$ for a linear band. Moreover, $\nu^\lambda$ is the kinematic viscosity which is inversely proportional to the rate of inter-layer scattering $\gamma_\lambda^d$, $\nu_H^2$ is the Hall viscosity which is proportional to the cyclotron frequency $\omega_c = eB_z/mc$, $c$ being the speed of light. $\nu^\lambda \propto \gamma_\lambda^d$ is the drag viscosity, and $\nu_d^\lambda \propto \omega_c \gamma_\lambda^d$ is the drag-Hall viscosity. The total electric field in a given layer is denoted by $\mathbf{E}^\lambda = \mathbf{E}^\lambda + \frac{\alpha m}{e} \nabla \mathbf{P}^\lambda = -\nabla \varphi^\lambda$, where $\mathbf{E}^\lambda$ is the externally applied electric field and $\nabla \mathbf{P}^\lambda$ is the gradient of pressure. The presence of the drag viscosity $\nu_d^\lambda$ and the drag-Hall viscosity $\nu_d^H$ in the NSE is one of main results in this work.

The electron-electron interaction rate in a 2D electron gas is related to the density as $\gamma_\lambda^d \propto T^2/E_F^\lambda \propto 1/\tilde{n}_\lambda$, where $\tilde{n}_\lambda$ is the carrier density. The drag coefficient $\gamma_\lambda^d$ are tunable by varying interlayer spacing and the density of the opposite layer [21–24]. Furthermore, as derived in the Appendix, all four viscosities $\nu^\lambda$, $\nu_d^\lambda$, $\nu_H^\lambda$, $\nu_d^H$ are adjustable by varying the density ratio $r = \tilde{n}_a/\tilde{n}_p$, the ratio $\Gamma_d = \gamma_d^a/\gamma_{ee}^a$, and the strength of the magnetic field. Hereafter, we simplify the notation by scaling the quantities with the active layer such that $\gamma_{ee,a}^d = \gamma_{ee,d}$, $\gamma_{ee,a} = r \gamma_{ee,d}$, $\nu^a = \nu$, and other coefficients as derived in Eqs. (41)-(44) of the Appendix.

In Fig. 2(a), we show the kinematic viscosity of the active layer as a function of the magnetic field. The dashed line refers to the limit of vanishing drag coefficient $\gamma_d = 0$ whereas the solid lines with different colors correspond to different density ratios $r = \tilde{n}_a/\tilde{n}_p$ and fixed $\Gamma_d = 0.5$. We normalize all viscosities with respect to the kinematic viscosity at vanishing magnetic field and drag coefficient $v_0 = \nu^a(B_z = 0, \gamma_d = 0) = \nu_F^2/(4\gamma_{ee})$ [13, 25], where $v_F$ is the Fermi velocity of the active layer. In the presence of drag, the viscosity decreases similar to the effect of momentum relaxing scattering. The change of density in the passive layer does not change significantly the viscosity in the active layer as shown by the behavior of $\nu^a$ vs $r$. At large magnetic fields, the viscosity decreases as shown in Ref. [14], leading to a negative magnetoresistance in the viscous fluid. The viscosity of the passive layer in Fig. 2(e) shows a similar $\omega_c$ dependence as $\nu^a$ but it is proportional to $r^{-2}$ implying the shown density dependence of the viscosity. The drag viscosities $\nu^\lambda_d$ in Figs. 2(b,f) vanish at zero drag $\gamma_d = 0$ and strongly depend on density ratio $r$ with different dependencies in active and passive layers. $\nu^\lambda_d$ can even become negative at large enough magnetic fields $\omega_c \approx \gamma_{ee}$.

The Hall viscosity $\nu_H^2$ shows a monotonic increase with $\omega_c$ as long as $\omega_c < \gamma_{ee}$. At very large $\omega_c$, its value reduces. At small $\omega_c$, we can approximate $\nu_H^2 \propto \omega_c$. $\nu_H^2$ shows a similar qualitative $\omega_c$ dependence as $\nu^a$ with quantitative differences in the $r$ dependence due to the scaling with respect to the viscosity $v_0$ of the active layer [Fig. 2(g)]. A nonzero drag Hall viscosity $\nu_d^H$ requires both $\omega_c$ and $\gamma_d$ to be simultaneously nonzero [Fig. 2(d,h)]. By changing the density ratio $r$, the drag-Hall viscosity $\nu_d^H$ can be made larger than $\nu^a_H$.

**Effects on Poiseuille flow** — Next, we specialize Eq. (1) to the case of steady-state Poiseuille flow in a narrow strip along the $x$-direction. We apply an electric field $\mathbf{E}^\lambda = E_x^\lambda \hat{x}$ in the active layer and set $\mathbf{E}^p = 0$. In the presence of an applied vertical magnetic field, a transversal electric field $E_y^\lambda$ builds up that ensures zero Hall current ($u^a_y = 0$) at equilibrium as imposed by the boundary conditions. We obtain the following equations for the longitudinal component (see Appendix for details),

$$\gamma_d(u^a - u^p) = \frac{\nu}{r} \partial_y^2 u^a + \frac{\nu_d^H}{r} \partial_y^2 u^p + \frac{e}{\alpha m} E_x^a, \quad (3)$$

$$r \gamma_{yd}(u^p - u^a) = \frac{\nu}{r} \partial_y^2 u^p + \frac{\nu_d}{\sqrt{r}} \partial_y^2 u^a, \quad (4)$$

where we have made the ansatz that $\mathbf{u}^\lambda = (u^\lambda, 0)$ and assumed a fully developed flow where $u^\lambda(y)$ is independent of $x$. In that case, $\nabla \rightarrow \partial_y$ and we have taken $\omega_c/\gamma_{ee} \ll 1$ to simplify the $r$ dependence of the coefficients. It is important to note that at small $\omega_c$, the effect of magnetic field is negligible in the longitudinal motion.
The kinematic viscosity $\nu^\lambda$, the drag viscosity $\nu^\Lambda$, and the Hall viscosity $\nu^\Phi$ and $\nu^\Psi$ in the active and passive layers, respectively, for different magnetic fields, drag coefficients $\Gamma_d = \gamma_d/\gamma_{ee}$, and density ratios $r = n_a/n_p$. In Figs. (b), (c), (e), and (g), we have multiplied the red lines ($\Gamma_d = 0.5$ and $r = 0.1$) by the factors written in the plot. Here $\nu_0 = (e^2 F^p)^2/(4\gamma_{ee}^2)$.

For Dirac fermions with linear spectrum, one needs to replace $\sqrt{r} \to 1$, which is related to $v_p^\lambda/v_p^\Lambda$, in the denominators of Eqs. (3) and (4). Hereafter, we focus only on the case of parabolic band.

Examining the dynamics in the passive layer using Eq. (4), one finds that $u^p$ will be parallel to $u^a$ due to the drag force ($\propto \gamma_d$) if one disregards the $\nu_d$ term. In the presence of $\nu_d$ and at small $r$, however, the drag force becomes negligible in comparison to the viscosity term. As a result, it emerges from Eq. (4) that the $\nu_d$ term will enforce a balance of stress forces with the $\nu$ term, resulting in opposite curvatures of the velocity profiles $u^a$ and $u^p$ along the transversal direction $y$ [see Fig. 1].

In the case of no-slip boundary condition at the edges, the velocities vanish at the edges such that $u^\lambda(\pm w_h) = 0$, where $w_h$ is the half-width of the system, while the velocity reaches a maximum at the center, thus creating a parabolic Poiseuille profile along $y$. The opposite curvatures of the velocity profiles between the two layers entail that $u^\lambda(y)$ and $u^p(y)$ have opposite signs. One might argue that the balance of stresses arising from $\nu$ and $\nu_d$ can be diminished by inducing a pressure gradient $\nabla p^p$ or an internal electric field in the passive layer. However, this effect is weak in the limit where the flow is incompressible fluid and kept at a constant temperature along the flow.

For general values of $r$, the solutions of Eqs. (3) and (4) are

$$u^{a,p} = u_0(\bar{u}_+ \pm \bar{u}_-) / 2,$$

where $u_0 = eE_x^2 w_h^2 / (\eta v)$ and

$$\bar{u}_- = \frac{1 + r^{3/2}/\nu_d}{\gamma_d (1 + r^3 + 2 r^{3/2} \nu_d)} \left( 1 - \frac{1 - r^3}{1 + r^3 + 2 r^{3/2} \nu_d} \right) \bar{u}_-, \tag{5}$$

$$\bar{u}_+ = (1 - \bar{y}^2) \xi + \left( 1 + \frac{1 - r^3}{1 + r^3 + 2 r^{3/2} \nu_d} \right) \bar{u}_-, \tag{6}$$

and

$$\bar{y} = \left( \frac{\gamma_d (1 + r^3 + 2 r^{3/2} \nu_d)}{1 - \nu_d^2} \right)^{1/2},$$

$$\xi = \frac{r^3}{1 + r^3 + 2 r^{3/2} \nu_d}. \tag{7}$$

Here, we used the dimensionless parameters $\bar{y} = y/w_h$, $\bar{\nu}_d = \nu_d/\nu$, and $\check{\gamma}_d = \gamma a w_h^2 / \nu$ which are related to the Reynolds number $\mathcal{R} = \gamma_{ee} a w_h^2 / \nu$. Writing the averaged charge current across the transversal direction $y \in [-w_h,w_h]$ as $\langle J^\lambda \rangle = \bar{n}_\lambda e \langle u^\lambda \rangle / 2$, where $\langle \mathcal{O} \rangle = \frac{1}{2} \int_{-w_h}^{w_h} dy \mathcal{O}$ and defining the normal and the drag conductivities as $\sigma^\lambda = \langle J^\lambda \rangle / E_x^2$, we obtain

$$\sigma^a = \frac{\bar{n}_a e^2 w_h^2}{\eta v} \left[ \frac{1}{3} \xi + \langle \bar{u}_- \rangle \left( 1 + \frac{1 + r^{3/2} \nu_d}{1 + r^3 + 2 r^{3/2} \nu_d} \right) \right], \tag{8}$$

$$\sigma^p = \frac{\bar{n}_p e^2 w_h^2}{\eta v} \left[ \frac{1}{3} \xi - \langle \bar{u}_- \rangle \left( \frac{r^3 + 3 r^{3/2} \nu_d}{1 + r^3 + 2 r^{3/2} \nu_d} \right) \right]. \tag{9}$$

In Fig. 3, we plot $\sigma^{a,p}$ as a function of density ratio $r$ for several values of $\check{\gamma}_d$ and a fixed parameter $\bar{\nu}_d = 1/3$ corresponding to $\gamma_d/\gamma_{ee} = 0.5$. The dashed lines correspond to the case when we neglect $\nu_d$. By increasing
\[ \frac{1}{\sigma_d} \text{ decreases indicating the increase of the drag resistance. At small } r, \text{ the drag resistance from the other layer is very strong leading to small values of } \sigma^a. \]

In the non-viscous regime \( \gamma_d \gg 1 \) (the blue line), we can see a monotonous increase of \( \sigma^a \) as a function of \( r \) which saturates at \( \sigma_0 = n_e e^2 w_x^2/(3 m \nu) \) for large \( r \) where the effect of the drag force is minimal. The scale factor \( \sigma_0 \) is the conductivity of the viscous fluid without the drag effect, which takes the shape of a Drude conductivity where the effective lifetime depends on the channel width and the viscosity \( \tau_r = w_x^2/(3 \nu) \). In the highly viscous regime, \( \gamma_d \ll 1 \) (black line), the drag viscosity can enhance the conductivity at small \( r \) originating from the second term of Eq. (8) [cf. the dashed line when \( \nu_d = 0 \)].

The impact of \( \nu_d \) is most pronounced for the drag conductivity \( \sigma^p \), see Fig. 3(b). At small density ratio \( r \) and in the viscous regime \( \gamma_d < 1 \), \( \sigma^p \) becomes negative signifying a counterflow in the passive layer with respect to the active one. At \( r = 0 \), \( \sigma^p \) becomes zero because the drag coefficient \( r \gamma_d \) vanishes, and it vanishes as well as at very large \( r \) because \( n_p \to 0 \), see Eq. (9). A negative \( \sigma^p \) occurs in the viscous regime when the effect of \( \gamma_d \) term is smaller than those of the \( \nu \) and \( \nu_d \) terms, see Eq. (4), causing opposite signs of \( u^d \) and \( u^p \) due to the stress balance. Indeed, when we set \( \nu_d = 0 \) and \( \sigma^p \) never reaches a negative value (dashed line). Overall, the value of \( |\sigma^p| \) is typically smaller than that of \( \sigma^a \) but at large \( \gamma_d \), \( \sigma^p / \sigma^a \) can approach unity at \( r = 1 \).

One can also consider the transverse component of Eq. (1) and relate the velocity along the strip \( u_x \) with the perpendicular electric field \( E_y \) due to the magnetic field,

\[ \nu_{HH}^\lambda \partial_y^2 u_x^\lambda + \nu_{HH}^\lambda \partial_y^2 u_y^\lambda = -\frac{e}{m} E_y^\lambda - \omega_c u_y^\lambda. \]

Since \( u^\lambda \) is proportional to \( E_x^\lambda \), one can measure the Hall angle \( \tan \theta = E_x^\lambda / E_y^\lambda \). Utilizing Eqs. (5) and (6), we obtain \( \tan \theta = \nu_{HH}^\lambda \) as shown in Fig. 4. At small magnetic field \( \omega_c / \gamma_{ee} = \bar{\omega}_c \ll 1 \), \( \tan \theta = \nu_{HH}^\lambda \) linearly proportional to the strength of the magnetic field \( \bar{\omega}_c \). The polarity of \( E_x^\lambda \) is less sensitive to \( r \) but more sensitive with the change of the Reynolds number represented by \( \gamma_d \). On the other hand in the passive layer, \( E_y^\lambda \) changes the sign by changing \( r \) but less sensitive to the change of \( \gamma_d \). The presence or absence of \( \nu_d \) and \( \nu_{HH} \) also change the polarity of \( E_y^\lambda \) as shown in the dashed and dotted lines in comparison to the solid line.

Conclusion — Starting from the kinetic Boltzmann equation for two metallic layers interacting via the Coulomb interaction, we have shown that viscous hydrodynamic transport in such a Coulomb drag setup is characterized by four viscosities: the kinematic, Hall, drag, and drag-Hall viscosities. Those viscosities are tunable by several parameters such as the applied magnetic field, the charge density ratio in the layers, and the drag coefficient (interlayer spacing). We showed that the drag viscosity can lead to a counterflow between electrons in the passive layer and the active one in the viscous regime. This phenomenon can be measured via a negative drag conductivity \( \sigma^p \) and is independent of the magnetic field in the small field regime \( \omega_c \ll \gamma_{ee} \). In the presence of magnetic field, the polarity of the Hall fields \( E_y^\lambda \) can be altered by varying the Reynolds number and the density ratio to probe the presence of the drag-Hall viscosity.
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Derivation of four viscosities

In a Coulomb drag experiment, we consider electrons in two layers $\lambda$ and $\bar{\lambda}$. Both intra-layer and inter-layer Coulomb interactions are strong, such that electrons quickly relax into local equilibrium distributions. Subject to such interactions and applied external forces, the electron dynamics follows the Boltzmann equation

$$
\partial_t f^\lambda + \mathbf{v}^\lambda \cdot \partial_r f^\lambda + \left( \epsilon \mathbf{E}^\lambda + \frac{e}{c} \mathbf{v}^\lambda \times \mathbf{B} \right) \cdot \partial_p f^\lambda = S_{\lambda,\lambda}^\lambda + S_{\lambda,\bar{\lambda}}^\lambda,
$$

(11)

where $\mathbf{v}^\lambda = d\varepsilon^\lambda / dp$ is the group velocity of $\lambda \in \{a, p\}$ electrons in the active or passive layer, respectively. $\mathbf{E}^\lambda$ and $\mathbf{B} = 2B_z$ are the electric and magnetic fields, respectively. The electric field may differ between the two layers while the magnetic field is assumed to be identical in both layers. In this derivation, we incorporate only the two dominant types of collision, namely intra- and interlayer electron-electron collisions, corresponding respectively to the collision integrals $S_{\lambda,\lambda}^\lambda$ and $S_{\lambda,\bar{\lambda}}^\lambda$. Other momentum-relaxing collisions can be incorporated easily. We assume that the intralayer Coulomb interaction $S_{\lambda,\lambda}^\lambda$ is the strongest of the problem, such that we can make the following ansatz for the local equilibrium distribution function [13],

$$
f^\lambda(r, p, t) = f^\lambda_0(\varepsilon^\lambda_p) - \frac{\partial f^\lambda_0(\varepsilon^\lambda_p)}{\partial \varepsilon^\lambda_p} \mathcal{F}^\lambda(r, \theta_p, t),
$$

(12)

where $f^\lambda_0 = (1 + \exp[\beta(\varepsilon^\lambda_p - \mu)])^{-1}$ is the equilibrium Fermi distribution. We assume an isotropic and sharp Fermi surface at low temperatures. Therefore, the factor $\partial f^\lambda_0 / \partial \varepsilon^\lambda_p$ is strongly peaked at the Fermi momentum. Hence, using $p = |p|(\cos \theta_p, \sin \theta_p)$, we can assume $|p| \approx p_F$ in the correction, such that the nonequilibrium distribution $\mathcal{F}(r, \theta_p, t)$ depends on $p$ mostly via the polar angle $\theta_p$. Therefore, we can expand it in angular harmonics,

$$
\mathcal{F}^\lambda(r, \theta_p, t) = \sum_{n=-\infty}^{\infty} e^{in\theta_p} \mathcal{F}^\lambda_n(r, t).
$$

(13)

We see that $\mathcal{F}^\lambda_0$ is related to the density fluctuations

$$
n^\lambda(r, t) = \int d^2p \left( f^\lambda(r, p, t) - f^\lambda_0(\varepsilon^\lambda_p) \right) = g_F \mathcal{F}^\lambda_0(r, t),
$$

(14)

where $g_F = \int d^2 p \delta(\varepsilon_F - \varepsilon^\lambda_p)$ is the local density of states at the Fermi level. Moreover, the functions $\mathcal{F}^\lambda_{\pm1}$ are related to the current density,

$$
\mathbf{J}^\lambda(r, t) = \int d^2 p \mathbf{v}^\lambda \left( f^\lambda(r, t) - f^\lambda_0(\varepsilon^\lambda_p, t) \right),
$$

$$
= \frac{1}{2} g_F v_F^\lambda \left( \mathcal{F}^\lambda_0(r, t) + \mathcal{F}^\lambda_{-1}(r, t) \right) \equiv \bar{n} \mathbf{u}^\lambda(r, t),
$$

(15)

where $\bar{n} = \int d^2 p f^\lambda_0(\varepsilon_p) = g_F \varepsilon_F^\lambda$ is the equilibrium density and this equation defines the drift velocity $\mathbf{u}^\lambda(r, t)$. The functions $\mathcal{F}^\lambda_{\pm2}$ are related to the stress tensor,

$$
\bar{T}_{\lambda,ij}^\lambda = \int d^2 p \, p_i v_{p,j}^\lambda \left( f^\lambda(r, t) - f^\lambda_0(\varepsilon^\lambda_p) \right),
$$

$$
\bar{T}_{\lambda,xx}^\lambda = \frac{g_F p_F v_F^\lambda}{4} \left( 2 \mathcal{F}^\lambda_0(r, t) + \mathcal{F}^\lambda_2(r, t) + \mathcal{F}^\lambda_{-2}(r, t) \right),
$$

$$
\bar{T}_{\lambda,xy}^\lambda = \bar{T}_{\lambda,yx}^\lambda = \frac{g_F p_F v_F^\lambda}{4i} \left( \mathcal{F}^\lambda_{-2}(r, t) - \mathcal{F}^\lambda_2(r, t) \right),
$$

(16)

$$
\bar{T}_{\lambda,yy}^\lambda = \frac{g_F p_F v_F^\lambda}{4} \left( 2 \mathcal{F}^\lambda_0(r, t) - \mathcal{F}^\lambda_2(r, t) - \mathcal{F}^\lambda_{-2}(r, t) \right),
$$

We can express this tensor in a compact form as

$$
\bar{T}^\lambda = \frac{g_F p_F v_F^\lambda}{4} \left[ 2 \mathcal{F}^\lambda_0 + (\mathcal{F}^\lambda_2 + \mathcal{F}^\lambda_{-2}) \tau_z + i(\mathcal{F}^\lambda_2 - \mathcal{F}^\lambda_{-2}) \tau_x \right],
$$

(17)
where $\tau_{x,z}$ are the Pauli matrices. Next, we model $S^\dagger_{x,\lambda}$ so that it conserves the particle number and momentum

$$S^\dagger_{x,\lambda} = -\gamma^\dagger_{ee} \left( F^\lambda(r, \theta_p, t) - F^\lambda_0 - F^\lambda_{-1} \right),$$  \hspace{1cm} (18)$$

where $\gamma_{ee} = \tau_{ee}^{-1}$ is the electron-electron scattering rate. Recent works show the dependence of $\gamma_{ee}$ on odd and even harmonics $n$ at the crossover between hydrodynamics and ballistic transport [25]. In this work, we focus on the hydrodynamic regime and assume that $\gamma_{ee}$ is independent of $n$. On the other hand, the interlayer collision integral $S^d_{x,\lambda}$ will give rise to drag effects that only conserve the particle number but not necessarily the momentum in a given layer. The collision integral is derived in Eq. (53) and takes the following form

$$S^d_{x,\lambda} = -\gamma^d_{cd} (u^\lambda - u^\dagger) = -\gamma^d_{cd} \left( F^\lambda(r, \theta_p, t) - F^\lambda_0 \right) \left( F^\lambda(r, \theta_p, t) - F^\lambda_0 \right),$$  \hspace{1cm} (19)$$

Inserting Eq. (12) into Eq. (11) and keeping only linear terms in $\mathbf{E}$ and $F^\lambda$, we obtain:

$$\left( -\frac{\partial F^\lambda}{\partial x} \right) \left[ \partial_x F^\lambda(r, \theta_p, t) + v^\lambda_d \cdot (\partial_r F^\lambda(r, \theta_p, t) - e\mathbf{E}) + \frac{eB_z}{c} \frac{|v^\lambda_d|}{|p|} \partial_{\theta_p} F^\lambda(r, \theta_p, t) \right] = S^c_{x,\lambda} + S^d_{x,\lambda},$$  \hspace{1cm} (20)$$

Next, we multiply Eq. (20) on both sides by $e^{in\theta_p}$ and integrate over $d^2p$. Hence, we obtain:

$$\partial_t n^\lambda(r,t) + \nabla \cdot J^\lambda(r,t) = 0,$$  \hspace{1cm} (22)$$

For $n = \pm 1$ we get, respectively,

$$\partial_t F^\lambda_1 + \frac{v^\lambda_1}{2} \left[ \partial_x (F^\lambda_0 + F^\lambda_2) - i\partial_y (F^\lambda_0 - F^\lambda_2) \right] - e\frac{v^\lambda_1}{2} (E_x + iE_y) - i\omega_c F^\lambda_0 = -\gamma^\dagger_{cd} \left( F^\lambda_1 - \frac{v^\lambda_1}{v^\lambda_P} F^\lambda_0 \right),$$  \hspace{1cm} (23)$$

$$\partial_t F^\lambda_{-1} + \frac{v^\lambda_{-1}}{2} \left[ \partial_x (F^\lambda_{-2} + F^\lambda_0) - i\partial_y (F^\lambda_{-2} - F^\lambda_0) \right] - e\frac{v^\lambda_{-1}}{2} (E_x + iE_y) + i\omega_c F^\lambda_{-1} = -\gamma^\dagger_{cd} \left( F^\lambda_{-1} - \frac{v^\lambda_{-1}}{v^\lambda_P} F^\lambda_0 \right),$$  \hspace{1cm} (24)$$

Adding Eq. (23) and (24) and multiplying with $v^\lambda_P/(2\varepsilon^\lambda_P)$, we get

$$\partial_t (F^\lambda_1 + F^\lambda_{-1}) + \frac{v^\lambda_1}{2} \left[ \partial_x (2F^\lambda_0 + F^\lambda_2 - F^\lambda_2) - i\partial_y (F^\lambda_{-2} - F^\lambda_2) \right] - e\varepsilon^\lambda_P E_x - i\omega_c (F^\lambda_1 - F^\lambda_{-1}) = -\gamma^\dagger_{cd} \left( F^\lambda_1 + F^\lambda_{-1} - \frac{v^\lambda_1}{v^\lambda_P} (F^\lambda_1 + F^\lambda_{-1}) \right),$$  \hspace{1cm} (25)$$

where $\alpha = 1$ for a quadratic dispersion $\varepsilon^\lambda_P = m (v^\lambda_P)^2 / 2$ and $\alpha = 2$ for a linear dispersion $\varepsilon^\lambda_P = p_F v^\lambda_P = m (v^\lambda_P)^2$. This $\alpha$ factor will not change any results since it only renormalizes $u_0$ above Eq. (5) in the main text. Hereafter, we focus on the quadratic dispersion.

Subtracting Eq. (24) from (23) and multiplying by $iv^\lambda_P/(2\varepsilon^\lambda_P)$ we get,

$$\partial_t u^\lambda_0 + \frac{1}{m\lambda} \left[ \partial_x \bar{T}_y^\lambda_{y} + \partial_y \bar{T}_y^\lambda_{x} \right] - \frac{e}{m} E_y + \omega_c u^\lambda_x = -\gamma^\dagger_{cd} \left( u^\lambda_0 - u^\dagger_0 \right),$$  \hspace{1cm} (26)$$
Using \( n = \pm 1 \) in Eq. (21) and using Eq. (15) and (17), we find the linearized Navier-Stokes equation
\[
\partial_t \mathbf{u}^\lambda + \frac{1}{m n^\lambda} \nabla \cdot \mathbf{T}^\lambda - \frac{e}{m} \mathbf{E} - \omega_c \left( \mathbf{u}^\lambda \times \hat{z} \right) = -\gamma_d^\lambda \left( \mathbf{u}^\lambda - \bar{\mathbf{u}}^\lambda \right). \tag{27}
\]
We can approximately close the recursion equation (21) by setting \( \mathcal{F}_n = 0 \) for \( |n| \geq 3 \) \([13, 26]\). For \( n = 2 \) and focusing on the stationary distribution with \( \partial_t \mathcal{F}_n = 0 \), we obtain
\[
\frac{v_F^\lambda}{2} \left( \partial_x - i \partial_y \right) \mathcal{F}_{n+1} - i 2 \omega_c \mathcal{F}_n = -\gamma_{ee}^\lambda \mathcal{F}_2 - \gamma_d^\lambda \left( \mathcal{F}_2 - \frac{v_F^\lambda}{v_F^\lambda} \mathcal{F}_n \right) \tag{28}
\]
For \( n = -2 \) we obtain
\[
\frac{v_F^\lambda}{2} \left( \partial_x + i \partial_y \right) \mathcal{F}_{n-1} + i 2 \omega_c \mathcal{F}_n = -\gamma_{ee}^\lambda \mathcal{F}_{-2} - \gamma_d^\lambda \left( \mathcal{F}_{-2} - \frac{v_F^\lambda}{v_F^\lambda} \mathcal{F}_n \right). \tag{29}
\]
We can relate \( \mathcal{F}_{n+1} \) and \( \mathcal{F}_{n-2} \) in a matrix form as:
\[
\begin{pmatrix}
\partial_x + \partial_y \\
\partial_x - \partial_y
\end{pmatrix}
\begin{pmatrix}
\mathcal{F}_{n+1} \\
\mathcal{F}_{n-2}
\end{pmatrix}
= \begin{pmatrix}
\left( \frac{v_F^\lambda}{v_F^\lambda} \right) & \gamma_{ee}^\lambda + i 2 \omega_c \\
\gamma_{ee}^\lambda - i 2 \omega_c & \left( \frac{v_F^\lambda}{v_F^\lambda} \right)
\end{pmatrix}
\begin{pmatrix}
\mathcal{F}_{n+1} \\
\mathcal{F}_{n-2}
\end{pmatrix}. \tag{30}
\]
In principle we can invert the matrix to get
\[
- \tilde{D}^\pm \begin{pmatrix}
\partial_x + \partial_y \\
\partial_x - \partial_y
\end{pmatrix}
\begin{pmatrix}
\mathcal{F}_{n+1} \\
\mathcal{F}_{n-2}
\end{pmatrix}
= \begin{pmatrix}
\mathcal{F}_{n+1} \\
\mathcal{F}_{n-2}
\end{pmatrix}, \tag{31}
\]
where
\[
\tilde{D}^\pm = \mathcal{K} \begin{pmatrix}
\gamma_{ee}^\lambda & \frac{v_F^\lambda}{v_F^\lambda} \gamma_{ee}^\lambda \\
\frac{v_F^\lambda}{v_F^\lambda} \gamma_{ee}^\lambda & \gamma_{ee}^\lambda + \gamma_{ee}^\lambda + \gamma_{ee}^\lambda
\end{pmatrix}, \tag{32}
\]
\[
\mathcal{K} = \frac{1}{\gamma_{ee}^\lambda + \gamma_{ee}^\lambda + \gamma_{ee}^\lambda - 4 \omega_c^2 + 2 i \omega_c \left( \gamma_{ee}^\lambda + \gamma_{ee}^\lambda + \gamma_{ee}^\lambda \right)}. \tag{33}
\]
Separating the real and imaginary parts leads to
\[
- \left[ \begin{pmatrix}
\left( \frac{R_{\lambda \lambda} R_{\lambda \lambda}}{R_{\lambda \lambda} R_{\lambda \lambda}} \right) & \mathcal{K} \begin{pmatrix}
\partial_x + \partial_y \\
\partial_x - \partial_y
\end{pmatrix}
\end{pmatrix}
\begin{pmatrix}
\mathcal{F}_{n+1} \\
\mathcal{F}_{n-2}
\end{pmatrix}
= \begin{pmatrix}
\mathcal{F}_{n+1} \\
\mathcal{F}_{n-2}
\end{pmatrix}. \tag{34}
\]
From this equation, we can see that the Coulomb drag affects the stress tensor and thus the viscosity. \( \nabla \mathbf{T} \) can be written as
\[
- \frac{1}{m n^\lambda} \left[ \partial_x \mathcal{T}_x + \partial_y \mathcal{T}_y \right] = \frac{(v_F^\lambda)^2}{4} \left[ R_{\lambda \lambda} \nabla^2 u_x + R_{\lambda \lambda} \frac{n^\lambda}{n^\lambda} \nabla^2 u_x + I_{\lambda \lambda} \nabla^2 u_x + I_{\lambda \lambda} \nabla^2 u_x \right] + \mathcal{O}(\partial_x \mathcal{F}_0^\lambda). \tag{35}
\]
Using this relation, we write the Navier-Stokes equation explicitly as
\[
\partial_t \mathbf{u}^\lambda + \gamma_d^\lambda \left( \mathbf{u}^\lambda - \bar{\mathbf{u}}^\lambda \right) = \nu^\lambda \nabla^2 \mathbf{u}^\lambda + \nu_H^\lambda \nabla^2 \left( \mathbf{u}^\lambda \times \hat{z} \right) + \nu_d^\lambda \nabla^2 \mathbf{u}^\lambda + \nu_H^\lambda \nabla^2 \left( \mathbf{u}^\lambda \times \hat{z} \right) + \frac{e}{m} \mathbf{E}^\lambda + \omega_c \mathbf{u}^\lambda \times \hat{z}. \tag{36}
\]
where

\[ \nu^\lambda = \frac{(\nu_0^\lambda)^2 R_{\lambda\lambda}}{4}, \]
\[ \nu_d^\lambda = \frac{(\nu_0^\lambda)^2 R_{\lambda\lambda} \bar{n}_\lambda}{n_\lambda}, \]
\[ \nu^\lambda_H = \frac{(\nu_0^\lambda)^2 I_{\lambda\lambda} \bar{n}_\lambda}{4}, \]
\[ \nu_d^\lambda_H = \frac{(\nu_0^\lambda)^2 I_{\lambda\lambda} \bar{n}_\lambda}{n_\lambda}. \] (37-40)

and \( \mathbf{E}^\lambda = \mathbf{E} + \frac{e_m}{r} \nabla P^\lambda = -\nabla \varphi^\lambda \) is the total electric field and gradient of pressure \( \nabla P^\lambda = (\bar{n}_\lambda/g_F)\nabla n(r,t) \). Now we write \( \bar{n}_a/\bar{n}_\lambda = r \). In case of a parabolic band, this means that \( \nu_0^\lambda/\nu^\lambda = \sqrt{\gamma} \). For \( \gamma^\lambda \propto 1/n_\lambda \), we have thus \( \gamma^\lambda_a/\gamma^\lambda = 1/r \) and \( \gamma^\lambda_d \propto \bar{n}_\lambda \) means that \( \gamma^\lambda_d/\gamma^\lambda = 1/r \). For further simplification we drop the superscript “a” and use \( \nu_0^\lambda = \nu_F \) and \( \gamma^\lambda_{ee,d} = \gamma^\lambda_{ee,d} \). We write the four viscosities in two layers explicitly as:

\[ \nu^\lambda = \frac{\nu_0^\lambda r^2 (1 + 3 \Gamma_d + 2 \Gamma_d^2) + 4 \bar{\omega}_c^2 (1 + \Gamma_d)}{4 \gamma_{ee} r^2 \bar{\omega}_c^2 + 4 \bar{\omega}_c^2 (1 + 2 \Gamma_d + \Gamma_d^2 + 4 \bar{\omega}_c^2) + r^2 (1 + 4 \bar{\omega}_c^2 + 4 \Gamma_d^2 (1 + \bar{\omega}_c^2) + \Gamma_d (4 + 8 \bar{\omega}_c^2))} \]
\[ \nu_d^\lambda = \frac{\nu_0^\lambda r (1 + 3 \Gamma_d + 2 \Gamma_d^2) + 4 \bar{\omega}_c^2 (1 + \Gamma_d)}{4 \gamma_{ee} r^2 \bar{\omega}_c^2 + 4 \bar{\omega}_c^2 (1 + 2 \Gamma_d + \Gamma_d^2 + 4 \bar{\omega}_c^2) + r^2 (1 + 4 \bar{\omega}_c^2 + 4 \Gamma_d^2 (1 + \bar{\omega}_c^2) + \Gamma_d (4 + 8 \bar{\omega}_c^2))} \]
\[ \nu^\lambda_H = \frac{\nu_0^\lambda \sqrt{\gamma} \bar{n}_\lambda \Gamma_d (1 + \Gamma_d + 2 \Gamma_d^2)}{2 \bar{\omega}_c (r^2 (1 + 4 \bar{\omega}_c^2 + 4 \Gamma_d^2 (1 + \bar{\omega}_c^2) + \Gamma_d (4 + 8 \bar{\omega}_c^2))} \]
\[ \nu_d^\lambda_H = \frac{\nu_0^\lambda \sqrt{\gamma} \bar{n}_\lambda \Gamma_d (1 + \Gamma_d + 2 \Gamma_d^2)}{2 \bar{\omega}_c (r^2 (1 + 4 \bar{\omega}_c^2 + 4 \Gamma_d^2 (1 + \bar{\omega}_c^2) + \Gamma_d (4 + 8 \bar{\omega}_c^2))} \]

where \( \Gamma_d = \gamma_d/\gamma_{ee} \) and \( \bar{\omega}_c = \omega_c/\gamma_{ee} \).

In the limit of small \( \bar{\omega}_c \) we obtain

\[ \nu^\lambda = \nu_0 \frac{1 + \Gamma_d}{1 + 2 \Gamma_d} = \nu, \]
\[ \nu^\lambda_p = \nu_0 \frac{1 + \Gamma_d}{r (1 + 2 \Gamma_d)} = \frac{\nu}{r^2}, \]
\[ \nu^\lambda_H = \frac{2 \nu_0 \bar{\omega}_c \Gamma_d^2 + r (1 + \Gamma_d)^2}{r^3 (1 + 2 \Gamma_d)^2}, \]
\[ \nu^\lambda_H = \frac{2 \nu_0 \bar{\omega}_c 2 (1 + \Gamma_d) (1 + \Gamma_d)^2}{r^3 (1 + 2 \Gamma_d)^2}, \]

where \( \nu_0 = \frac{\nu_0^\lambda}{4 \gamma_{ee}}. \) In the simplest case, we can assume two identical liquids in the top and bottom layers (\( r = 1 \), in
In hydrodynamics the local equilibrium distribution is given by:

\[
\nu = \frac{v_p^2}{4} (\gamma_d + \gamma_e) \left[ \gamma_e (2\gamma_d + \gamma_e) + 4\omega_c^2 \right],
\]

\[
\nu_H = \frac{v_p^2}{4} 2\omega_c \left[ \gamma_e (\gamma_e + 2\gamma_d) + 2\gamma_d^2 + 4\omega_c^2 \right],
\]

\[
\nu_d = \frac{v_p^2}{4} \gamma_d \left[ \gamma_e (2\gamma_d + \gamma_e) - 4\omega_c^2 \right],
\]

\[
\nu_{dH} = \frac{v_p^2}{4} \gamma_d \omega_c (\gamma_d + \gamma_e).
\]

Coulomb drag scattering integral

We consider the Boltzmann equation including only the drag scattering integral,

\[
\partial_t f^\lambda + v_p^\lambda \cdot \partial_r f^\lambda + \left( \varepsilon \mathbf{E}^\lambda + \frac{e}{c} \mathbf{v}_p^\lambda \times \mathbf{B} \right) \cdot \partial_p f^\lambda = S_{\lambda,\lambda}^d (\mathbf{p}),
\]

where the scattering integral is given by

\[
S_{\lambda,\lambda}^d (\mathbf{p}) = - \int \frac{d^2 P_2}{(2\pi\hbar)^2} \int \frac{d^2 Q_2}{(2\pi\hbar)^2} \delta (\varepsilon_{\mathbf{p}^\lambda} - \varepsilon_{\mathbf{p} + \mathbf{q}^\lambda} - \varepsilon_{\mathbf{p} - \mathbf{q}^\lambda}) |\mathcal{V}_{\mathbf{p},\mathbf{p}^\lambda,\mathbf{q}^\lambda}|^2 \times \left[ f_{\mathbf{p} - \mathbf{p} - \mathbf{q}^\lambda} (1 - f_{\mathbf{p} + \mathbf{q}^\lambda}) (1 - f_{\mathbf{p} - \mathbf{q}^\lambda}) (1 - f_{\mathbf{p}^\lambda}) (1 - f_{\mathbf{p}^\lambda}) f_{\mathbf{p}^\lambda} f_{\mathbf{p} - \mathbf{q}^\lambda} f_{\mathbf{p} - \mathbf{q}^\lambda} \right].
\]

In hydrodynamics the local equilibrium distribution is given by:

\[
f_{\mathbf{p}^\lambda} = \frac{1}{1 + \exp(\beta (\varepsilon_{\mathbf{p}^\lambda} - \mu))}
\]

We linearize the collision integral (47) by expanding \(f_{\mathbf{p}^\lambda}\) to linear order in \(u\) as

\[
f_{\mathbf{p}^\lambda} = f_{\mathbf{p}^{(0)}\lambda} + \delta f = f_{\mathbf{p}^{(0)}\lambda} - \mathbf{p} \cdot \mathbf{u} \frac{\partial f_{\mathbf{p}^{(0)}\lambda}}{\partial \varepsilon} = f_{\mathbf{p}^{(0)}\lambda} - (\mathbf{p} \cdot \mathbf{u}) \beta f_{\mathbf{p}^{(0)}\lambda} (1 - f_{\mathbf{p}^{(0)}\lambda}),
\]

where \(f_{\mathbf{p}^{(0)}\lambda} = \{1 + \exp[\beta (\varepsilon_{\mathbf{p}^\lambda} - \mu)]\}^{-1}\). Linearizing the collision integral means retaining the linear order of the distribution function products,

\[
f_1 f_2 (1 - f_3) (1 - f_4) = (f_1^{(0)} + \delta f_1) (f_2^{(0)} + \delta f_2) (1 - (f_3^{(0)} + \delta f_3)) (1 - (f_4^{(0)} + \delta f_4)) \approx f_1^{(0)} f_2^{(0)} (1 - f_3^{(0)}) (1 - f_4^{(0)}) + \delta f_1 f_2 (1 - f_3^{(0)}) (1 - f_4^{(0)})
\]

\[
+ f_1^{(0)} \delta f_2 (1 - f_3^{(0)}) (1 - f_4^{(0)}) + f_1^{(0)} f_2^{(0)} (-\delta f_3) (1 - f_4^{(0)})
\]

\[
+ f_1^{(0)} f_2^{(0)} (1 - f_3^{(0)}) (-\delta f_4^{(0)}).
\]

The same way, we get:

\[
(1 - f_1) (1 - f_2) f_3 f_4 \approx (1 - f_1^{(0)})(1 - f_2^{(0)}) f_3 f_4^{(0)} + (-\delta f_1)(1 - f_2^{(0)}) f_3 f_4^{(0)}
+ (1 - f_1^{(0)})(-\delta f_2) f_3 f_4^{(0)} + (1 - f_1^{(0)})(1 - f_2^{(0)})(\delta f_3) f_4^{(0)}
+ (1 - f_1^{(0)})(1 - f_2^{(0)}) f_3 (\delta f_4^{(0)}).
\]
Thus:

\[ [f_1 f_2 (1 - f_3) (1 - f_4) - (1 - f_1) (1 - f_2) f_3 f_4] \approx \delta f_1 \left[ f_2^{(0)} (1 - f_3^{(0)}) (1 - f_4^{(0)}) + (1 - f_2^{(0)}) f_3 f_4^{(0)} \right] + \delta f_2 \left[ f_1^{(0)} (1 - f_3^{(0)}) (1 - f_4^{(0)}) + (1 - f_1^{(0)}) f_3 f_4^{(0)} \right] - \delta f_3 \left[ f_1^{(0)} f_2^{(0)} (1 - f_4^{(0)}) + (1 - f_1^{(0)}) (1 - f_2^{(0)}) f_4^{(0)} \right] - \delta f_4 \left[ f_1^{(0)} f_2^{(0)} (1 - f_3^{(0)}) + (1 - f_1^{(0)}) (1 - f_2^{(0)}) f_3^{(0)} \right], \]

where we have used \( f_1^{(0)} f_2^{(0)} (1 - f_3^{(0)}) (1 - f_4^{(0)}) - (1 - f_1^{(0)}) (1 - f_2^{(0)}) f_3 f_4^{(0)} = 0 \) from the energy and number conservations and \( \delta f_1 = -h_1 f_1^{(0)} (1 - f_1^{(0)}) \), where \( h_1 = \beta p_1 \cdot u_1 \). The linearized collision integral reads

\[
S_{\lambda, \bar{\lambda}}^d(p) \approx - \int \frac{d^2 p_2}{(2\pi \hbar)^2} \int \frac{d^2 q}{(2\pi \hbar)^2} \delta (\epsilon_p^{\lambda} + \epsilon_p^{\bar{\lambda}} - \epsilon_{p+q}^{\lambda} - \epsilon_{p+q}^{\bar{\lambda}}) |V_{\lambda, \bar{\lambda}}(p, p_2, q)|^2 \beta 
\times \left[ f_2^{(0)} f_1^{(0)} (1 - f_3^{(0)}) (1 - f_4^{(0)}) \right] \left[ -p \cdot u^{\lambda} - p_2 \cdot u^{\bar{\lambda}} + (p + q) \cdot u^{\lambda} + (p - q) \cdot u^{\bar{\lambda}} \right].
\]

Note that \( \int d^2 p S_{\lambda, \bar{\lambda}}^d(p) = 0 \) because \( \langle \cos(\theta_q) \rangle_\theta = 0 \). On the other hand, \( \int d^2 p S_{\lambda, \bar{\lambda}}^d(p) \) is nonzero because \( \langle \cos^2(\theta_q) \rangle_\theta = 1/2 \). Looking at the shape of \( S_{\lambda, \bar{\lambda}}^d(p) \) the collision integral should be proportional to \( \bar{n}_\lambda \bar{n}_{\bar{\lambda}} \). We multiply \( p^{\lambda}/m \) into Boltzmann equation (46) and integrate over \( p \), we obtain

\[
\partial_t \bar{n}_\lambda + \frac{1}{m} \nabla \bar{n}_\lambda \left( \bar{e} \lambda E^{\lambda} + \frac{e}{c} \bar{j}^{\lambda} \times \mathbf{B} \right) = -\gamma_d \bar{n}_\lambda (u^{\lambda} - u^{\bar{\lambda}}) \quad \text{for} \quad \gamma_d \propto \bar{n}_\lambda.
\]

Writing down the Navier Stokes equation in terms of \( u \) we obtain:

\[
\partial_t u^{\lambda} + \frac{1}{\bar{n}_\lambda m} \nabla \bar{n}_\lambda \left( e E^{\lambda} + \frac{e}{c} u^{\lambda} \times \mathbf{B} \right) = -\gamma_d (u^{\lambda} - u^{\bar{\lambda}})
\]

where \( \gamma_d \) is proportional to \( \bar{n}_\lambda \).
Hall dynamics and Hall angle

Starting from Eq. (7) in the main text, we will evaluate the Hall angle \( \tan \theta_H = E_y^d / E_x \). We express the equation in terms of dimensionless quantities to get

\[
\frac{v_H^2 u_0}{w_h} \partial_y^2 u^\lambda + \frac{\nu H c e e}{\nu \omega_c} \partial_y^2 u^\lambda + \omega_c u_0 u^\lambda = \frac{e}{m} E_y^\lambda, \quad u_0 = \frac{e E_x w_h^2}{m v}.
\]

\[
\frac{v_H^2 w_h}{v_F^2} \partial_y^2 u^\lambda + \frac{\nu H c e c e}{v \omega_c} \partial_y^2 u^\lambda + \frac{\gamma_e c w h}{v} \frac{\partial y}{u^\lambda} = \frac{c e}{\omega_c} \tan \theta_H
\]

\[
\frac{\nu H w h}{v_F} \partial_y^2 u^\lambda + \frac{\nu H d H}{v_F} \partial_y^2 u^\lambda + \nu H \partial_y u^\lambda = \frac{\gamma e c \gamma d w h}{v_F} \frac{1 + 2 \Gamma_d}{1 + \Gamma_d} = \Gamma_d R.
\]

From Eqs. (41)–(44), we obtain

\[
\bar{v}_H = \frac{2 \Gamma_d^2 + r(1 + \Gamma_d)^2}{r(1 + \Gamma_d)(1 + 2 \Gamma_d)} \partial_y u^\lambda, \quad \bar{v}_H = \frac{2(1 + r) \Gamma_d}{r^{3/2} (1 + \Gamma_d)(1 + 2 \Gamma_d)} \partial_y u^\lambda
\]

The Reynolds number \( R = \frac{\gamma e c w h^2}{v_F} \frac{1 + 2 \Gamma_d}{1 + \Gamma_d} \) is closely related to \( \bar{v}_d = \frac{\gamma e c \gamma d w h^2}{v_F^2} \frac{1 + 2 \Gamma_d}{1 + \Gamma_d} = \Gamma_d R \).
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