NeuralNCD: A Neural Network Cognitive Diagnosis Model Based on Multi-Dimensional Features
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Abstract: One of the most critical functions of modern intelligent teaching technology is cognitive diagnostics. Traditional cognitive diagnostic models (CDMs) usually use designed functions to deal with the linear interaction between students and exercises, but it is difficult to adequately deal with the complex relationship of non-linear interaction between students and exercises; moreover, existing cognitive diagnostic models often lack the integrated consideration of multiple features of exercises. To address these issues, this paper proposes a neural network cognitive diagnosis model (NeuralNCD) that incorporates multiple features. The model obtains more accurate diagnostic results by using neural networks to handle the nonlinear interaction between students and exercises. First, the student vector and the exercise vector are obtained through the Q-matrix; second, the multi-dimensional features of the exercises (e.g., difficulty, discrimination, guess and slip) are obtained using the neural network; finally, item response theory and a neural network are employed to characterize the interaction between the student and the exercise in order to determine the student’s cognitive state. At the same time, monotonicity assumptions and data preprocessing mechanisms are introduced into the neural network to improve the accuracy of the diagnostic results. Extensive experimental results on real world datasets present the effectiveness of NeuralNCD with regard to both accuracy and interpretability for diagnosing students’ cognitive states. The prediction accuracy (ACC), root mean square error (RMSE), and area under the curve (AUC) were 0.734, 0.425, and 0.776, respectively, which were about 2–10% higher than the related works in these evaluation metrics.
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1. Introduction

In recent years, with the fast proliferation of big data in education, intelligent education systems [1] and large-scale online education platforms [2] have become more and more widely accepted. Smart education systems and online education platforms enable learners to learn what they need faster and easier. However, the large amount of educational resources and the difference in the knowledge level of each learner make it a challenge for learners to learn what they need in a limited time [3]. The ways in which one can quickly and accurately understand learners’ knowledge levels, help learners learn the concepts they have not yet mastered, or consolidate the concepts they have mastered have become an important research topic in the current field of intelligent education [4,5]. For this reason, scholars have introduced cognitive diagnostic models to track and diagnose students’ knowledge states [6].

Recently, some scholars have put significant effort and extensive work into the subject of cognitive diagnostics, and it has resulted in significant progress [7]. For example, item re-
response theory (IRT) [8] modeled students into one-dimensional ability values by combining exercise characteristics, such as difficulty, discrimination, and students’ knowledge states. Deterministic input, noisy “And” gate model (DINA) [9] combined the Q-matrix and the student’s existing answer records to model the student as a multidimensional ability vector on the knowledge points. However, the interaction functions used in the above models still have some shortcomings in dealing with the relationship between students and exercises. For example, the logistic function [10] and the inner product [11].

With the rapid development of deep learning algorithms, the powerful processing of information by artificial neural networks has been noticed by scholars. For example, neural networks have been used to simulate energy conversion [12] and pedestrian detection [13], and good results have been obtained for both. In the field of cognitive diagnostics, neural cognitive diagnosis for intelligent education systems (NeuralCDM) was proposed by WANG et al. [14] and used neural networks to model the interaction between students and exercises, which enhances the use of information. However, these models still have some shortcomings. For example, there is a lack of exploration of integrated modeling of multiple exercise features and the further processing of the nonlinear connection between students and exercises that neural networks can provide.

To this end, this paper proposes a neural network cognitive diagnosis model based on multi-dimensional features, which is based on the NeuralCDM and uses a 3-parameter logistic model [8] to enable the incorporation of multiple exercise features into the cognitive diagnosis model. The complex interaction of students and exercise is modeled by a neural network. In addition, data preprocessing is performed on the input of each layer of the neural network [15], so that the neural network can better capture the connection between students and exercises and improve the accuracy of the model. Finally, the monotonicity assumption is applied to the neural network to enhance the interpretability of the model.

The main contributions in this paper are summarized as follows:

(1) In this paper, we propose a neural network cognitive diagnosis model based on multi-dimensional features. Based on a 3-parameter logistic model, the model can effectively utilize multiple exercise features (e.g., difficulty, discrimination, guess and slip factor), so that it can better diagnose students’ knowledge states.

(2) The model introduces data preprocessing mechanisms and monotonicity assumptions to enhance the accuracy and interpretability of the model. A data batching layer is added to the neural network to enable it to better capture the interaction information between students and exercises. The monotonicity assumption is introduced to make the diagnosed student’s states more interpretable.

The rest of the paper is organized as follows. Section 2 presents a short literature review on epoch-based developmental cognitive diagnostic models. Section 3 details the proposed methods for acquiring exercise features (e.g., difficulty, discrimination, guess and slip factor) and neural networks for modeling nonlinear interactions between students and exercises, respectively. Section 4 provides an in-depth analysis of the effectiveness of neural networks and exercise feature preferences and compares them with existing work. Finally, conclusions and recommendations for future work are drawn in Section 5.

2. Related Work

In smart education, cognitive diagnosis of student status is a vital and fundamental task in realistic scenarios, such as personalized student tutoring [16], early warning of academic status [17], and student preference prediction [18]. For this reason, some classical cognitive diagnostic models have been proposed to solve such problems [19]. For example, the IRT model is one of the most classic models that models students’ diagnoses through their answer records, and characteristics such as the difficulty of the exercises. Multidimensional item response theory models (MIRT) proposed by Reckase M D et al. [20] is a type of modeling of competencies, item characteristics, and diagnostic performance. It transforms the previous unidimensional cognitive diagnostic model into a multidimensional cognitive diagnostic model. Although these cognitive diagnostic models can diagnose the student’s
knowledge state, the description of the student’s state is a one-dimensional competency value. The potential representation of student states by ability values makes the models poorly represented in terms of interpretability.

In order to enhance the understandability of the model, the DINA was proposed by De La Torre et al. [9], who utilized students’ exercises records and the exercise knowledge concept association matrix (Q-matrix) to describe the students as a multidimensional vector of competencies on the knowledge points, so that the student competency vector corresponds to the knowledge concepts. However, the DINA also has some shortcomings. In response to the problems of the DINA model, researchers have carried out extensive research. For example, fuzzy cognitive diagnosis for modeling examinee performance (FuzzyCDF) was proposed by Wu et al. [21], who addressed the situation that the traditional DINA only diagnoses objective questions and does not consider the diagnosis of subjective questions. Student ability was represented as the affiliation of a fuzzy set (a real number in the range of the set [0, 1]) and two cognitive diagnosis models, fuzzy intersection and fuzzy concatenation, were used to diagnose objective and subjective questions separately. Higher-order latent trait models for cognitive diagnosis (HO-DINA) were proposed by De la Torre and Douglas [22] considered that students’ knowledge acquisition is influenced by one or more higher-order features of the exercises. Therefore, the model combines a higher-order latent structure model and DINA to specify the joint distribution of binary attributes in the cognitive diagnostic model through higher-order latent features, improving the utilization of less informative, but cognitively specific, data. In addition, there are also DINA-based cognitive diagnostic methods, such as GDINA [23], GDI [24], ESVE-DINA [25] and other cognitive diagnostics [26]. All these methods further enhance the diagnostic capability of DINA. However, the use of information from the exercises is still limited by the manually designed functions, which make it difficult to adequately deal with the nonlinear relationship between students and the exercises.

With the rapid development of deep learning, the powerful data processing ability of neural networks has achieved great success in all major fields [27,28], and the introduction of neural networks into cognitive diagnosis models has become a hot research topic [29]. Deep learning enhanced item response theory for cognitive diagnosis (DIRT) was proposed by Song et al. [30], who used neural networks to enhance the extraction of textual information from exercises and improved the application of the model to sparse data. The NeuralCDM [14] proposed the use of neural networks instead of traditional logical functions to model the interaction between students and exercises. However, the processing of interaction information is not comprehensive enough and lacks the modeling of some of the exercise features (e.g., guess and slip factor) and the integration of multiple exercise features.

In this paper, we propose a neural network cognitive diagnosis model that incorporates multiple features. With the model in this paper, the features of the exercises are enriched by introducing a 3-parameter logistic model, while the student states are modeled interpretably using the Q-matrix, and the model uses a neural network for interaction modeling on the interaction between the student and the exercises, and data preprocessing is performed on the input of each layer of the neural network, so that the neural network can better capture the interaction information of the student and the exercises. Finally, the monotonicity assumption is used to further enhance the interpretability of the model.

3. Our Proposed NeuralNCD Framework

The traditional cognitive diagnostic model has difficulties in handling the nonlinear connection between students and exercises and in considering multiple exercise features (e.g., difficulty, discrimination, guess and slip factor). In this paper, we propose a new neural network cognitive diagnosis model (NeuralNCD).

The model’s broad framework is depicted in Figure 1. The model contains three main modules, namely the input module, the exercise feature module and the IRT interaction module. The input module is used to initialize the students’ mastery of each knowledge
concept and obtain the knowledge concepts that the exercises have through the Q-matrix, which is obtained through expert labeling. The IRT interaction module is based on the 3-parameter logistic model theory to obtain the interaction vectors between students and the exercises and uses the neural network to model the interaction vectors and finally predict the students’ performance to obtain students’ mastery of the knowledge concept.

Figure 1. Framework diagram of NeuralNCD model. Where * is the multiplication of vectors.

3.1. Input Module

Assume there are $N$ students, $M$ exercises, and $K$ knowledge ideas in the online education system. For students $HS$, first initialize the students’ mastery of knowledge concepts, and use $x_s$ to denote the one-hot vector of students. Then, the student vector $\alpha$ is obtained by Equation (1).

$$\alpha = \text{sigmoid}(x_s * A)$$

(1)

where $a = (a_1, a_2, \ldots, a_k), a_i \in [0, 1]$ denotes the student’s mastery range of the knowledge concept $k_i, x_s \in [0, 1]^{1 \times N}; A \in R^{N \times k}$ is a trainable matrix. Moreover, considering that the purpose of the model is to give students an idea of their knowledge level, the student vector is an interpretable vector similar to DINA for student proficiency assessment.

For exercise $E$, this paper constructs a Q-matrix with $M$ rows and $K$ columns through the expert-labeled exercise–knowledge concept relationship mapping, uses $x_e$ to represent the one-hot vector of the exercise, and multiplies $x_e$ with the Q-matrix by Equation (2) to obtain the exercise vector $e$.

$$e = x_e * Q$$

(2)

where $e = (e_1, e_2, \ldots, e_k), e_1 = 1$ means that exercise $e$ has the knowledge concept $k_i, e_1 = 0$ means that exercise $e$ does not have the knowledge concept $k_i, x_e \in [0, 1]^{1 \times M}, e$ and $\alpha$ have the same dimensionality.

3.2. Exercise Features Module

The module uses a neural network to train a vector of exercises and obtains some of the features of the exercises (e.g., difficulty, discrimination, guess and slip factor) by computing the data of the exercises.
The discriminative power [30] identifies the degree of students’ mastery of knowledge concepts. Since neural networks can automatically learn higher-order nonlinear features, the model in this paper uses a neural network to determine the discriminative power $n$ of the exercises, which is implemented as shown in Equation (3), using DNNa to train the exercise vector $e$ and normalizing it to satisfy $a$ in the range $[0, 10]$.

$$a = 10 \times (\text{sigmoid}(\text{DNNa}(e)))$$

Equation (3)

Exercises in online education systems consist of multiple knowledge concepts, and exercises with the same knowledge concepts may have different difficulty levels depending on the depth and breadth of the concepts examined. In this paper, the initial difficulty of an exercise is determined by the correctness of the exercise, and the difficulty is converged by using a neural network for iteration. The specific implementation is shown in Equations (4) and (5). First, the initial difficulty $n$ of the exercise is obtained by counting the number of times exercise $E$ is answered $N_j$ and the number of times it is answered correctly $N_i$. Then, it is iterated through the neural network $\text{DNN}_b$. Finally, the difficulty $b$ of exercise $E$ is obtained by multiplying the result of the iteration with the exercise vector $e$.

$$n = 1 - \frac{N_i}{N_j}$$

Equation (4)

$$b = ((\text{sigmoid}(\text{DNN}_b(n \times e)) - 0.5) \times e) \times 2$$

Equation (5)

where the range of $b$ is $[-1, 1]$ and $\text{DNN}_a$ and $\text{DNN}_b$ are both single-layer neural networks with the same structure, but the weights of the neural network are not the same. $i$th is a question with $i$ correct answers and $j$th is a question with $j$ questions.

Since students will guess the right answer to the exercise and accidentally answer the wrong exercise when they actually answer the questions, failure to model guesses and slips in the model [31] may result in the model not working as expected. Therefore, in order to more accurately predict students’ mastery of knowledge concepts and to make the student vector more interpretable, the misleading features of exercise $E$ with a guess factor $g$ and a slip factor $s$ are specified. Unlike the traditional random sampling method, two single-layer neural networks $G$ and $S$ are created in this paper to model the guess and slip factors by Equation (6).

$$g = G(e), s = S(e)$$

Equation (6)

where $g \in [0, 1]^{1 \times K}$ and $s \in [0, 1]^{1 \times K}$.

3.3. IRT Interaction Module

The model parameters are represented as vectors in this module’s interaction layer, which is based on the 3-parameter logistic model. The model is combined with a neural network and the powerful fitting ability of the neural network is used to deal with the nonlinear relationship between students and exercises. Meanwhile, to improve the speed and accuracy of the neural network and prevent overfitting, a data pre-processing layer is added before each neural network layer to preprocess the input data. Specifically, the module contains one interaction layer, two fully connected layers and one output layer of the neural network, and the data pre-processing layer is added before the activation functions of the fully connected layers and the output layer to normalize the input data. The expression of the interaction layer is given in Equations (7) and (8).

$$x = (1.7 \times e \times a - b) \times a$$

Equation (7)

$$x = g \times (1 - x) + (1 - s) \times x$$

Equation (8)

where $x$ represents the interaction vector after students interact with the exercise features, 1.7 is an empirical parameter, $g \times (1 - e \times a)$ represents the change in student status when students answer the exercise correctly without possessing the corresponding knowledge,
but by guessing, and \((1 - s)\alpha\) represents the change in student status when students answer the exercise correctly with the corresponding level of knowledge.

After obtaining the interaction vector \(x\), it is fitted by the fully connected layer and the output layer, as shown in Equations (9)–(11).

\[
f_1 = \Phi\left(BN\left(W_1 \ast x^T\right)\right)
\]

\[
f_2 = \Phi\left(BN(W_2 \ast f_1)\right)
\]

\[
y = \Phi\left(BN(W_3 \ast f_2)\right)
\]

where \(W_1, W_2, W_3\) are the neural network weight parameters and \(\varphi\) is the activation function \(sigmoid\). The \(BN\) in Equation (9) is the preprocessing of the input data for each layer of the network, and the processing is shown in Equations (12)–(15).

\[
\mu_\beta = \frac{1}{m} \sum_{i=1}^{m} x_i
\]

\[
\sigma^2_\beta = \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu_\beta)
\]

\[
\hat{x}_i = \frac{x_i - \mu_\beta}{\sqrt{\sigma^2_\beta + \theta}}
\]

\[
y_i = \gamma \hat{x}_i + \beta
\]

where \(x_i\) is the value of the input data, \(\mu_\beta\) is the mean of the data, \(\sigma^2_\beta\) is the standard deviation of the data and \(\hat{x}_i\) is the value after normalizing the data. \(y_i\) is the output value after the reconstruction transformation of the normalized data. \(\gamma, \beta, \theta\) are the learnable reconstruction parameters. Training \(\gamma, \beta\) helps the network to learn how to recover the distribution of features that the original network learned. However, the \(\theta\) and \(\gamma, \beta\) parameters have opposite effects, and training \(\theta\) helps the neural network to normalize the data better.

In the module, to mitigate the black-box property of the neural network, we use the activation function \(sigmoid\) to satisfy the monotonicity assumption and enhance the interpretability of the diagnostic results. In the neural network, each element of \(W_1, W_2, W_3\) is restricted to be positive in order for the output of the network to increase monotonically.

### 3.4. Algorithm Description

The design and implementation of the NeuralNCD algorithm is presented in this section. For ease of understanding, we illustrate the k-means clustering method in Algorithm 1. Algorithm 1 utilizes the 3-parameter logistic model and the iterative computational power of neural networks to maximize the nonlinear relationship between students and exercises to obtain the student’s knowledge state.

### 3.5. Learning Module

The loss function of the model is a cross-entropy function of the true grade \(r\) and the predicted grade \(y\). Specifically, \(y\) is the student H5 grade for exercise \(E\) predicted by the NeuralNCD model, and \(r\) is the true grade for exercise \(E\). Therefore, the loss of the model is obtained from Equation (16).

\[
Loss = -\sum_{i=1}^{M} (r_i \log y_i + (1 - r_i) \log(1 - y_i))
\]

\text{(16)}
Algorithm 1: NeuralNCD

Input: Dataset D = (\(a_i, e_i, k_i\)), i = 0, …, N; j = 0, …, M; m = 0, …, K; Learning Rate \(\eta\).
Output: Judgment results \(y_i\).
1. Step 1. Create trainable matrix A, \(A \in \mathbb{R}^{N \times K}\), \(\alpha = \text{sigmoid}(x \ast A)\) is received.
2. Step 2. Constructing Q-matrices by mapping exercise—knowledge concept relationships, \(Q \in \mathbb{R}^{M \times N}\), \(e = x \ast Q\) is received. //Feature parameter selection.
3. Step 3. initialize all connection weights and queues of the network in the (0, 1) range.
4. Step 4. \(a = 10 \ast (\text{sigmoid}(\text{DNN}_a(e)))\) is received. //Obtain exercise feature differentiation a
5. Step 5. \(b = (\text{sigmoid}(\text{DNN}_b(n \ast x_e)) - 0.5) \ast e \ast 2\) is received. //Get the difficulty b
6. Step 6. \(g = G(e), s = S(e)\) is received. //Obtain exercise feature guesses g and miss s
7. Step 7. Get the optimal network.
8: repeat
9: for all \((a_i, e_i, k_i) \in D\) do
10: Obtain the interaction vector \(x\).
11: Calculate the current sample output: \(y_i = \Phi(BN(W_1 \ast x^T))\)
12: Calculate the gradient of the output neuron: \(g_i = -\frac{\partial E}{\partial y_i} \ast \frac{\partial y_i}{\partial (w_1 \ast x^T)}\)
13: Calculating the gradient of hidden layer neurons: \(e_h = -\frac{\partial E}{\partial b_h} \ast \frac{\partial b_h}{\lambda_h}\)
14: Update weights: \(\Delta w_{hl} = \eta g_i b_h\)
15: \(\Delta v_{ih} = \eta e_h x\) // updating the mass center of each cluster
16: end for
17: until \(y_i = 1\)
18: Step 8. The optimal network is used to process the relationship between students and exercises to obtain the decision result \(y_i\), which is stored in the array L.
19: Step 9. Get the results of the recommended exercises and get the students' knowledge status.

4. Performance Analysis

4.1. Dataset Description

The two real datasets used in the experiments are the public datasets ASSIST2009 and FrcSub. ASSIST2009 is an open dataset collected by the ASSISTment online education platform, and each dataset contains two different versions of the interaction model. The skill-builder version is used in this paper, which provides a log of student responses to exercises and marks each interaction with a knowledge concept number. FrcSub is a small-sample public dataset, widely used in cognitive modeling and consists of test takers' responses (right or wrong) to fraction-subtraction questions.

To make sure that each student has enough information to diagnose themselves, the experiment filtered out students with less than 15 answer records and questions that students did not answer [32]. After filtering, for ASSIST2009, 4163 student responses were obtained for 17,746 exercises, which contained a total of 123 knowledge concepts. For FrcSub, 536 student interactions on 20 questions were obtained, and the exercises contained a total of 8 different knowledge points. The relevant statistical information about the two data sets is shown in Table 1.

Table 1. Information about the dataset.

| Dataset       | Students | Exercises | Knowledge Concept |
|---------------|----------|-----------|-------------------|
| ASSIST2009    | 4163     | 17746     | 123               |
| FrcSub        | 536      | 20        | 8                 |

4.2. Evaluation Metrics

To measure whether NeuralNCD, the cognitive diagnostic model proposed in this paper, can more accurately provide students with a diagnosis that matches their own level of performance, the following steps were taken. In this paper, we use the prediction accuracy (ACC), root means square error (RMSE) and area under the curve (AUC) to evaluate the effectiveness of NeuralNCD and other cognitive diagnostic models in diagnosing students'...
status [33]. The smaller the value of RMSE, which is used to assess the discrepancy between predicted and true values, the better. However, the bigger the value of ACC and AUC, the better it reflects the actual situation of the error between the expected and true values. Specifically, the prediction accuracy (ACC), root mean square error (RMSE) and area under the curve (AUC) are defined as shown in Equations (17)–(19).

\[
\text{ACC} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \tag{17}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (r_i - y_i)^2} \tag{18}
\]

\[
\text{AUC} = \frac{\sum_{i \in \text{positive}} \text{rank}_{i} - M(M+1)/2}{M \times N} \tag{19}
\]

where \(TP\) stands for the number of properly predicted positive instances, \(FP\) for mistakenly forecasted negative cases, \(TN\) for correctly predicted negative cases, \(FN\) for wrongly predicted positive cases, and \(M, N\) for the number of positive and negative samples. The summation \(\sum_{i=1}^{M} r_i\) in Equation (19), \(r_i\) is the ranking position of the \(i\)th positive class sample, and its computational complexity is \(O(n \log(n))\) [34].

4.3. Baselines

The NeuralNCD is a typical cognitive diagnostic model with the ultimate goal of obtaining the student’s knowledge state, but it is difficult to assess the performance of the model because the real knowledge state of the student is not available. As a result, the model’s success is determined indirectly by anticipating the results of the recommended exercises. In order to test the model’s efficacy, the NeuralNCD is compared with the following experimental methods in this paper:

1. IRT [8]: IRT is a typical continuum type of cognitive diagnostic model. It diagnoses the test parameters, as well as the students’ potential ability, by jointly modeling the test questions and the students based on their answers.
2. MIRT [19]: the MIRT involves modeling of the multiple competencies required for a recommendation, the relationship between item characteristics and recommendation performance. The model can more accurately respond to the complexity of the interaction between students and exercises.
3. DINA [9]: the DINA is one of the discrete cognitive diagnostic models, which describes the student as a multidimensional knowledge mastery vector and diagnoses students’ knowledge states from the student’s existing answer records. Its framework is simple and the interpretability of the results is good.
4. PMF [35]: probability matrix decomposition is a traditional recommendation method, and the model is used for exercise recommendation by relating students and exercises to users and goods, and students’ answer records correspond to users and goods. The performance of the exercise recommendation is obtained by decomposing the student’s answer records to obtain the low-dimensional potential vectors of students and exercises.
5. NeuralCDM [14]: the NeuralCDM obtains the difficulty and differentiation characteristics of the exercises by using the textual information of the exercises and the labeled knowledge concepts, and then combines the IRT and the neural network to diagnose the students.

4.4. Experimental Setup

This paper uses Python to implement the algorithms in this paper. A 7:1:2 division of the training set, validation set and test set is used for each data set. All data are cross-
validates with a 5-fold validation, where the validation set is utilized to determine the best model parameters.

In both datasets, the fully connected layer widths in Equations (9)–(11) are set to 256, 128, and 1, respectively, and the input data are preprocessed using Equations (12)–(15) in this paper. The Adam optimization algorithm was used to train the model. The rate of learning $\eta$ is 0.002. The Mini-batch size of the dataset has been set to 32.

4.5. Experimental Results

This experiment aimed to analyze the following:

1. Comparison experiments on whether there is an improvement in the effectiveness of exercise recommendation compared to other traditional cognitive diagnostic models.
2. Can the performance of the model be improved by multiple exercise features?
3. The effect of optimization of neural networks on model performance.
4. Is the recommendation of exercises for students a true reflection of their knowledge through case studies?

4.5.1. Comparison Experiments with Other Cognitive Diagnostic Models

In this paper, the proposed model and the comparison algorithm are compared on the two datasets and the results are shown in Table 2, which shows that the model outperforms all the comparison algorithms on the ASSIST2009 and FrcSub datasets for all three evaluation metrics.

Table 2. Evaluation results of the model on ASSIST2009 and FrcSub datasets.

| Model      | ASSIST2009 | FrcSub |
|------------|------------|--------|
|            | ACC REMS AUC | ACC REMS AUC |
| IRT        | 0.664 0.459 0.684 | 0.802 0.385 0.867 |
| MIRT       | 0.695 0.451 0.709 | 0.819 0.378 0.885 |
| PMF        | 0.671 0.478 0.729 | 0.810 0.386 0.877 |
| DINA       | 0.649 0.467 0.675 | 0.825 0.373 0.890 |
| NeuralCDM  | 0.720 0.436 0.749 | 0.824 0.375 0.888 |
| NeuralNCD  | 0.734 0.425 0.776 | 0.836 0.364 0.905 |

Among them, in the ASSIST 2009 dataset, the NeuralNCD model showed a large improvement (5–10%) in individual evaluation metrics compared to the CDMS without neural networks (IRT, MIRT, PMF, DINA), indicating that the neural networks used in this paper can better capture the relationships between students compared to traditional cognitive diagnostic models. There is also a 2.5% improvement in the evaluation metric AUC, compared to the latest NeuralCDM model using neural networks, verifying the effectiveness of the model in modeling guess and slip features and the ability of the data preprocessing mechanism to improve the neural network’s ability to capture student and exercise relationships. In addition, the NeuralNCD has a relatively low AUC metric improvement relative to each comparison algorithm on the FrcSub dataset, e.g., only 1.1% improvement compared to DINA, and 13.3% improvement on the ASSIST2009 dataset. This may be due to the following two reasons: (1) the sample size of the FrcSub dataset is small; (2) the variety of exercises on the FrcSub dataset is small, with a fixed number of 20 exercises. In addition, all models performed better on the FrcSub dataset than on the ASSIST2009 dataset, which may be due to the fact that the exercises on the FrcSub dataset have fewer knowledge points, only eight, and students can learn the knowledge points more easily.

Although the performance of the model proposed in this paper on the ASSIST2009 dataset demonstrated a relatively small improvement compared to that on the FrcSub dataset, the overall results are all better than other models for the following three main reasons: (1) the neural network used in this paper can better capture the relationship between students and exercises compared to traditional cognitive diagnostic models that only use interaction func-
tions (e.g., logistic functions, inner products). (2) Integrating multiple exercise features into the cognitive diagnostic model can obtain more accurate and reasonable diagnostic results. (3) The data preprocessing and monotonicity assumptions added in this paper enhance the performance of the neural network and improve the accuracy and interpretability of the model diagnosis results.

4.5.2. Comparative Experiments with Multiple Exercise Features

In this paper, we compare the model performance of Neup1, Neup2 and NeuralNCD on two datasets, ASSIST2009 and FrcSub, and the comparison results are shown in Figure 2.

![Figure 2. Model performance comparison of Neu-p1, Neu-p2 and NeuralNCD on datasets (a) ASSIST2009, (b) FrcSub.](image)

To investigate how different exercise characteristics affected model performance, the interaction layers on the NeuralNCD are replaced with interaction functions with different exercise feature parameters and named Neup1 (single-feature neurocognitive diagnostic model) and Neup2 (two-feature neurocognitive diagnostic model) in this paper. The results in Figure 2 show that the data from the NeuralNCD are optimal for the evaluation metrics of ACC and AUC on both datasets, and the results of ACC and AUC on the ASSIST2009 dataset are improved by 1.6% and 2.4% on average. The results of ACC and AUC on the FrcSub dataset were improved by 2.6% and 2.5% on average. Thus, the experimental results mentioned above indicate that the model proposed in this paper that uses exercise answer records with multiple exercise features has a positive impact on diagnosing student status and serves to improve the accuracy of the model.

4.5.3. Influence of Neural Network Optimization on the Model

It is known from previous work [11] that using neural networks instead of the interaction functions (e.g., logistic functions, inner products) used in previous cognitive diagnostic models can be helpful in diagnosing student states. As a result, this study goes on to investigates whether strengthening the neural network’s functions (by incorporating data preprocessing and monotonicity requirements) may enhance the model’s performance in this part. In this paper, the data preprocessing mechanism of the NeuralNCD is removed and the weights of the fully connected layers are randomly valued. It is named NeuralNCDA (neurocognitive diagnostic model with missing neural network optimization), and it is compared with the NeuralNCD on two data sets.

As can be observed in Figure 3, the AUC evaluation metrics of the NeuralNCD with data preprocessing and monotonicity assumptions are significantly better than those of the NeuralNCDA with missing neural network optimization. This indicates that the data preprocessing and monotonicity assumptions are important for obtaining interpretable diagnostic results. It is also evident that the convergence speed of the NeuralNCD is
substantially faster, indicating that the optimized neural network is able to handle the relationship between students and exercises more effectively.

Figure 3. AUC scores for NeuralNCDA and NeuralNCD training and validation on datasets (a) ASSIST2009, (b) FrcSub.

4.5.4. Case Study

In this paper, we show the diagnosis of students’ knowledge level by a cognitive diagnostic model through a practical case study. Table 3 shows the student’s prediction of the exercises by IRT and NeuralNCD. Exercise 1 has three knowledge points, K4, K6, and K7, and Exercise 2 and Exercise 3 have two knowledge points, K4 and K6. For example, the difficulty of the third problem is 0.533, and the students’ mastery of the relevant knowledge points is 0.686 and 0.897, which is higher than the required difficulty. Figure 4 shows the level of knowledge diagnosed by the student HS through IRT and NeuralNCD. Since IRT [8] only diagnoses students’ ability and no knowledge concepts are subdivided, the diagnostic results of IRT are positive polygons. Therefore, the NeuralNCD proposed in this paper can diagnose students’ cognition by analyzing the exercise answer records with multiple exercise characteristics, and the diagnostic results have good accuracy and interpretability.

Table 3. Case study table.

| Q | K          | Real | Pre | Difficulty b |
|---|------------|------|-----|--------------|
|   |            |      | IRT | NeuralNCD    |
|   |            |      | IRT | NeuralNCD    |
| 1 | k4, k6, k7 | 1    | 0   | 1            |
| 2 | k6, k7     | 0    | 0   | 0            |
| 3 | k6, k7     | 1    | 1   | 1            |

Figure 4. Case study diagram.
5. Conclusions and the Future Work

To address the problems of traditional cognitive diagnostic models in terms of insufficient consideration of multiple exercise features and difficulties in handling the nonlinear interaction between students and exercises, this paper proposes a neural network cognitive diagnosis model based on multi-dimensional features (NeuralNCD). First, the model uses a neural network to extract features of the exercises (e.g., difficulty, discrimination, guess and slip factor) for modeling the student learning process. Second, the model uses the neural network to model the nonlinear interaction between the student and the exercises, allowing the model to diagnose the student’s state more accurately. Finally, combining data preprocessing and monotonicity assumption mechanisms in the neural network not only improves the accuracy and interpretability of the diagnostic results, but also effectively increases the convergence speed of the model. The experimental results show that the NeuralNCD performs better in both real data sets ASSIST2009 and FrcSub compared with other classical models, which validates the effectiveness of the multiple exercise features (e.g., difficulty, discrimination, guess and slip factor) and the neural network with data preprocessing and monotonicity assumption mechanisms was proposed in this paper for diagnosing students’ knowledge states.

The NeuralNCD still has the following shortcomings: (1) since the model uses deep learning methods, it requires a large amount of data to train the model, and the practical application may not guarantee a large enough data size for training the model. (2) The model is based on a 3-parameter logistic model, and although the influence of several exercise features such as difficulty, discrimination, guess and slip coefficients on diagnosing students’ knowledge level is considered, there may still be features that are not considered for real application scenarios. Therefore, to address these shortcomings, the model needs to be further enhanced in future work.
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