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Abstract

Annotating large collections of textual data can be time consuming and expensive. That is why the ability to train models with limited annotation budgets is of great importance. In this context, it has been shown that under tight annotation budgets the choice of data representation is key. The goal of this paper is to better understand why this is so. With this goal in mind, we propose a metric that measures the extent to which a given representation is structurally aligned with a task. We conduct experiments on several text classification datasets testing a variety of models and representations. Using our proposed metric we show that an efficient representation for a task (i.e. one that enables learning from few samples) is a representation that induces a good alignment between latent input structure and class structure.

1 Introduction

With the emergence of deep learning models, the latter years have witnessed significant progress on supervised learning of textual classifiers. The caveat being that most of these methods require large amounts of training data. Annotating large collections of textual data can be time consuming and expensive. Because of this, whenever a new NLP application needs to be developed, data annotation becomes a bottleneck and the ability to train models with limited annotation budgets is of great importance.

In this context, it has been shown that when annotated data is scarce the choice of data representation is crucial. More specifically, previous work showed that representations based on pre-trained contextual word-embeddings significantly outperform classical sparse bag-of-words representations for textual classification with small annotation budgets. This prior-work used linear-SVM models for the experimental comparisons. Our experiments further complement these conclusions by showing that the superiority of pre-trained contextual word-embeddings is true for both simple linear classifiers as well as for more complex models.

The goal of this paper is to better understand why the choice of representation is crucial when annotated training data is scarce. Clearly, a few samples in a high dimensional space will provide a very sparse coverage of the input domain. However, if the representation space is properly aligned with the class structure even a small sample can be representative. To illustrate this idea imagine a classification problem involving two classes. Suppose that we perform a clustering on a given representation space that results on a few pure clusters (i.e. clusters such that all samples belong to the same class). Then any training set that ‘hits’ all the clusters can be representative. Notice that there is a trade-off between the number of clusters and their purity, a well aligned representation is one so that we can obtain a clustering with a small number of highly pure clusters. Based on this insight we propose a metric that measures the extent to which a given representation is structurally aligned with a task.

We conduct experiments on several text classification datasets comparing different representations. Our results show that there is a clear correlation between the structural alignment induced by a representation and performance with few training samples. Providing an answer to the main question addressed in this work: An efficient representation for a task (i.e. one that enables learning from a few samples) is a representation that induces a good alignment between latent input structure and class structure.

In summary, the main contributions of this paper are:
• We show that using pre-trained word embeddings significantly improves performance under low annotation budgets, for both simple and complex models.
Figure 1: SAM general schema. A dendogram is first constructed from a hierarchical clustering of the representation. As we traverse the tree vertically, for each level we have a clustering. Branches correspond with clusters, merging from isolated samples (bottom) to a single group (top). For each clustering, we measure the alignment against the label classes. These scores plot a characteristic curve sweeping an area under it, which constitutes our final measure.

- We propose a metric to measure the extent to which a representation space is aligned with a given class structure.
- We conduct experiments on several textual classification datasets and show that the most efficient representations are those with an input latent structure that is well aligned to the class structure.

The paper is organized as follows: Section 2 discusses related work, Section 3 presents the preliminary experiments showing that representation choice is key for good performance, Section 4 presents our proposed metric to measure representation quality, Section 5 presents our main experimental results over four text classification datasets, finally Section 6 concludes the paper and discusses future work.

2 Related Work

The importance of representation choice has lately received a significant amount of attention from the active learning (AL) community (Schröder and Niekler, 2020; Zhang et al., 2017). Most of the research in AL attempts to quantify what representation is best when training the initial model for active learning, which is usually referred as the cold start problem (Lu et al., 2019). The importance of word embeddings has been also studied in the context of highly imbalanced data scenarios (Sahan et al., 2021; Naseem et al., 2021; Hashimoto et al., 2016; Kholghi et al., 2016).

The focus of most of the research by the AL community regarding textual representations is in quantifying which representations enable higher performance for a given task. In contrast, the focus of our paper is to understand why a given representation performs better in a given task, with special attention to low annotation budget scenarios.

Since the objective of our contribution is to study some properties of different textual representations, this work is also related to recent work on evaluating the general capabilities of word embeddings. On this line of research, many studies are interested in testing the behaviour of such models using probing tasks that signal different linguistic capabilities (Conneau et al., 2018; Conneau and Kiela, 2018; Marvin and Linzen, 2018; Tenney et al., 2019; Misaschi and Dell’Orletta, 2020). Others have targeted the capacity of word embeddings to transfer linguistic content (Ravishankar et al., 2019; Conneau et al., 2020).

Aside from using probing tasks we now look at approaches that analyze the properties of representations directly, without an intermediate probing task. A correlation method called Singular Vector Canonical Correlation Analysis (Saphra and Lopez, 2019) has been used to compare representations during consecutive pre-training stages. Analysing the geometric properties of contextual embeddings is also an active line of work (Reif et al., 2019; Ethayarajh, 2019; Hewitt and Manning, 2019).

The main differences between these works and ours is that previous work has focused on analysing geometric properties of the representations independently of a task while our focus is on studying the relationship between a representation and the labels of a downstream target task.
A recent contribution whose objective is more closely related to ours is (Yauney and Mimno, 2021a). In this work the authors present a method to measure the alignment between documents (in a given representation space) and labels for a downstream classification task based on a data complexity measure developed in the learning-theory community. The main idea is to exploit a dual representation of the documents (i.e. each document is represented by its similarity to other documents) and test for label linear separability in this space.

There are three main differences between their work and ours: 1) Our approach does not test for linear separability (in a dual space). Instead we measure the alignment of the latent structure in the given representation space with the label class structure (potentially testing for more complex decision surfaces). 2) Their empirical study focuses on binary text classification tasks with balanced label distributions while we study both balanced and highly non-balanced scenarios. 3) Our study focuses on the low annotation budget scenario (it is in this low-budget scenario that our experiments show that representation is critical independently of the classification model).

### 3 Learning Under an Annotation Budget: Choice of Representation is Key

In this section we investigate the importance of pre-trained word representations when learning with a few training samples (i.e. learning under an annotation budget). To study this, we compare several models of different levels of complexity, trained with and without pre-trained word embeddings. More specifically, we consider the following models:

- Max-Entropy: a standard max-entropy model trained with $\ell_2$ regularization.
- WFA: this is in essence equivalent to an RNN with linear activation function (Quattoni and Carreras, 2020).
- BERT: a BERT-base uncased (110M parameters) model (Devlin et al., 2019) pre-trained on BooksCorpus and Wikipedia.

Each of the models described above will be trained in two settings: 1) with a sparse bag-of-words (BOW) representation and 2) with pre-trained word embeddings (PRE-BERT). For BERT, training with BOW means training without pre-trained word embeddings.

For the experiments in this section and section 5 we use four textual classification datasets with both balanced and imbalanced label distributions, covering a range of tasks and input lengths. More precisely, we run experiments on:

- IMDB (Maas et al., 2011): Movie reviews annotated with sentiment. This is a dataset with a balanced distribution of labels.
- s140 (Go et al., 2009): A collection of short messages in Twitter annotated with sentiment. This is a dataset with a balanced distribution of labels.
- WT (Wulczyn et al., 2017): A collection of Wikipedia comments annotated with toxicity labels. This is a dataset with a highly unbalanced label distribution, less than %15 of the labels correspond to toxic comments.
- CC (Borkan et al., 2019): A collection of comments posted using Civil Comments platform annotated with respect to toxic behaviour. This is a dataset with a highly unbalanced label distribution, less than %10 of the labels correspond to toxic behaviour.
To generate a learning curve under an annotation budget, we create small training sets by selecting \(N\) random samples, where \(N\) ranges from 100 to 1000 in increments of 100. Each model has a set of hyper-parameters to optimize, for each point \(N\) in the learning curve we create an 80%-20% 5-fold cross validation split to find the optimal hyper-parameters. We then use these hyper-parameters to train a model using the full \(N\) training samples and measure its performance on the test set.

We repeat the experiment with 5 different random seeds and report the mean results. As an evaluation metric we use: accuracy for the balanced datasets (i.e. IMDB and s140) and F1 (of the target class) for the imbalanced datasets (i.e. WT and CC).

Figure 2 shows the learning curve for the IMDB dataset. To summarize the learning curve results we compute a single performance number for each model, the area under the learning curve (ALC). This allows us to have a single robust metric that we can use to compare different models.

Table 2 shows performance results when training with all the training data. In this setting, BERT with pre-trained word embeddings clearly outperforms all other models. However, when trained without pre-trained word embeddings, its performance is not competitive and it is outperformed by the baselines. Interestingly, BERT exhibits a large performance gain from using pre-trained word embeddings, but this is not true for the other models.

The picture is quite different when we look at low annotation budget performance (Table 2). In this setting, there isn’t a clear winning model and both max-entropy and BERT models with pre-trained word embeddings perform similarly. But the most striking difference with respect to learning with all training data, is that with low annotation budget all models exhibit large performance gains from using pre-trained word embeddings.

These results confirm and complement conclusions made by previous work (Yauney and Mimno, 2021b) by showing that pre-trained word embeddings are useful in low annotation budget scenarios independently of the complexity of the model using them. In other words, pre-trained word-embeddings seem to be capturing some properties of the input space that can be exploited by all models. In the next section we introduce our proposed metric designed to investigate what is this main property captured by the embedding.

### 4 The Structural Alignment Metric (SAM)

In this section we present the structural alignment metric (SAM) designed to measure the quality of a textual representation in the context of a given task. The idea is quite simple, in a good representation space, points that are close to each other should have higher probability of belonging to the same class. Therefore, if a representation is good, we could perform a clustering of the points and obtain
clusters of high purity, that is, clusters in which most points belong to the same class.

More precisely we assume that we are given:

- A sample \( S = \{(x_1, l(x_1)), \ldots, (x_n, l(x_n))\} \)
of \( n \) labeled points where \( x \in X \) is an input point and \( l(x) \in L \) is its corresponding class label. For example, for sentiment classification \( x \) will be a text fragment and \( l(x) \) its corresponding sentiment label, either positive or negative.

- A representation function \( r(x) : X \rightarrow \mathbb{R}^d \)
mapping points in \( X \) to some \( d \)-dimensional space. For example \( r(x) \) can be a sparse bag-of-words representation of a text fragment.

Our goal is to compute a metric \( SAM(S, r(x)) \)
that takes some labeled domain data and a representation function and computes a real value score.

Figure 1 illustrates the steps involved in computing SAM. There are three main steps: 1) Hierarchical clustering, 2) Computing clustering partition alignments 3) Computing the aggregate metric.

In the first step, we compute the representation of each point and build a data dendogram using hierarchical clustering. The data dendogram is built by merging clusters, progressively unfolding the latent structure of the input space. Traversing the tree, for each level we get a partition of the training points into \( k \) clusters. In step 2, for each partition we measure its alignment to the class label distribution, producing an alignment curve as a function of \( k \). Finally, we report the area under this curve.

4.1 Hierarchical Clustering.

The first step to compute SAM is to perform agglomerative clustering (implementation details are given in subsection 4.4) of the points in \( S \) represented using function \( r(x) \). The output of this first step is a dendogram \( D(S, r(x)) \) (left side in figure 1) that represents a set of partitions of the points in \( S \) into clusters.

More precisely, for every level of the dendogram there is an associated partition \( p_k(S, r(x)) : S \rightarrow \{1, \ldots, k\} \) that assigns each point \( x \) in \( S \) to one of \( k \) clusters. We will regard: \( D(S, r(x)) = \{p_1(S, r(x)), \ldots, p_n(S, r(x))\} \) as a set where each element is a partition of the points in \( S \). To simplify notation we will write \( a(p_k) \) and omit the implicit dependence on \( S \) and \( r(x) \).

**Algorithm 1: Structural Alignment Metric**

**Input:**
- Data samples: 
  \[ S = \{(x_1, l(x_1)), \ldots, (x_n, l(x_n))\} \]
- Representation: \( r(x) \)

**Output:** \( SAM(S, r(x)) \)

1. **Hierarchical clustering:**
   We run an agglomerative clustering algorithm on the representation space defined by \( r(x) \) to obtain a hierarchical dendogram: \( D(S, r(x)) \) of the points in \( S \).

2. **Partition alignment scores:**
   For each partition \( p_k \in D(S, r(x)) \) and for each point \( x \in S \) and label \( l \in L \) we compute a prediction score: \( z(x, l) \). Given the prediction scores and the gold labels, we compute the area under the precision recall curve (APRC) for each label, and set \( a(p_k) = APRC(z, S) \).

3. **Final aggregate metric:**
   \[ SAM(S, r(x)) = \int_{k_{min}}^{k_{max}} a(p_k) \, dx \]

4.2 Partition Alignment Scores.

We use \( D(S, r(x)) \) and the gold labels in \( S \) to compute an alignment score \( a(p_k) \) for each partition \( p_k \in D(S, r(x)) \).

We will compute \( a(p_k) \) in two steps: In the first step, we compute for every point \( x \in S \) and label \( l \in L \) a prediction score:

\[
z(x, l) = \frac{\#[l, p_k(x)]}{\sum_{l \in L} \#[l, p_k(x)]}
\]

where \( \#[l, p_k(x)] \) is the number of samples in cluster \( p_k(x) \) with gold label \( l \). Intuitively, this score assigns a label probability to a point \( x \) which is proportional to the label distribution of the corresponding cluster to which \( x \) belongs.

In the second step, we use the scores \( z(x, l) \) of all points and their corresponding gold labels \( l(x) \) to compute the alignment score for the partition. At this point we could use several metrics to evaluate the prediction scores.

We choose to use the area under the precision recall curve (APRC) because it has the nice property that is applicable to tasks with both balanced and unbalanced class-distributions. More specifically, for unbalanced datasets with a target positive class, we compute the APRC of the target class and for balanced datasets we compute the average of the
APRC of each class (more details are given in the experimental part in Section 5).

4.3 Final Aggregate Metric: SAM

Now that we have an alignment score for every level of the hierarchical dendogram we are ready to define our final structural alignment score (SAM). Consider the function $a(p_k)$, for the partition corresponding to the finest level of the hierarchical dendogram. The alignment score $a(p_k)$ will be 1 because every cluster in this partition is a singleton and therefore $z(x, l)$ will be 1 for the gold label and 0 for all others.

On the other extreme, for the partition corresponding to the root of the dendogram (were all points belong to a single cluster) we get that the alignment score $a(p_1)$ is the APRC corresponding to assigning to every point $x \in S$ and label $l$ the prior probability of class $l \in S$.

Consider the alignment score as a function of the size of the partition, as we increase $k$ we will get higher scores. A good representation is one that can get a high score using as few clusters as possible. Instead of choosing a fixed $k$, we believe that a more robust metric is the area under the curve $a(p_k)$.

The type of alignment that interests us is structural, and can’t be expressed easily using a predefined level of granularity.

Now we are ready to define our final metric:

$$SAM(S, r(x)) = \int_{k_{\min}}^{k_{\max}} a(p_k) \, dx$$  \hspace{1em} (2)

Algorithm 1 summarizes the whole procedure.

4.4 Implementation Details.

To generate the hierarchical partitions and corresponding dendogram, we use an agglomerative clustering approach. More precisely, we use a bottom-up algorithm that starts with every sample as a singleton cluster and consecutively merges clusters according to a similarity metric and merge criterion until a single cluster is formed. We apply Ward’s method (Ward, 1963), which uses the squared Euclidean distance between samples and then minimizes the total within-cluster variance by finding consecutive pairs of clusters with the minimal increase.

The previous step produces a list of merges representing the dendogram, which we can traverse to generate a clustering partition for each value of $k$.

5 Experimental Setup

This section presents experiments on the four datasets described in 3. The goal of these experiments is to analyze the correlation between the SAM of a given representation and its performance in the low annotation budget scenario. Since the focus of these experiments is on comparing representations we fix the model to be a max-entropy model. Section 3 already established that in the low annotation budget scenario max-entropy is competitive,
performing similar to more complex deep-models. To generate learning curves for the different representations we follow the same experimental protocol described in 3.

We will compare the following representations:

- **BOW**: this is a standard sparse term frequency bag-of-words representation.
- **GloVe**: (Pennington et al., 2014) word vectors pre-trained on Common Crawl (840B cased) and average pooled to get sentence vectors.
- **FastT**: fastText (Bojanowski et al., 2017; Joulin et al., 2016) word vectors pre-trained on Wikipedia with average pooling.
- **BERTa**: (Devlin et al., 2019) word embeddings from BERT-base uncased, 2nd to last layer, average pooling of all tokens.
- **BERTc**: the same as above but using the [CLS] token alone.

We generate learning curves for each dataset and representation. Figure 4 shows learning curves for IMDB and WT datasets (the other learning curves can be found in the appendix A.1). We observe that BERT-a representation is consistently the best representation followed by BERT-c and GloVe performing similarly. Representations based on word-embeddings are better than the sparse baseline representation for both datasets, with the exception of FastT that doesn’t exhibit a consistent improvement over BOW.

We also computed SAM for each representation and dataset. Since this metric is a measure of the alignment between a label distribution and an input representation, there is a SAM score for each label. For the balanced datasets the final number that we report is the average score over both classes, for the imbalanced datasets we report SAM over the target class (i.e. toxicity for WT and toxic-behaviour for CC).

**Table 5**: Summary of learning curve performance (ALC) for different representations and datasets.

|          | IMDB     | WT       | CC       | s140     | avg     |
|----------|----------|----------|----------|----------|---------|
| BOW      | 0.76     | 0.32     | 0.11     | 0.59     | 0.45    |
| BERTa    | 0.84     | 0.50     | 0.32     | 0.79     | **0.61**|
| BERTc    | 0.80     | 0.48     | 0.23     | 0.74     | 0.56    |
| GloVe    | 0.80     | 0.48     | 0.26     | 0.74     | 0.57    |
| FastT    | 0.75     | 0.41     | 0.18     | 0.66     | 0.50    |

Figure 3 shows label alignment scores as a function of the number of clusters, SAM is computed as the area under these curves. The pre-trained word embeddings, in particular BERT, tend to achieve the best results. In the curves, they show higher values of alignment for small number of clusters. BERT-a (i.e using average pooling over all tokens) seems to be superior to BERT-c (i.e. using the [CLS] token).

Tables 5 and 4 summarize the ALC (i.e. learning curve) and SAM results for all representations and datasets. The learning curves results show that overall BERT-a is the best representation for learning under annotation budget constraints, followed by GloVe and BERT-c.

All representations based on pre-trained word-embeddings outperform the baseline sparse BOW representation significantly.
When we look at the SAM scores, we see that overall it predicts accurately the relative ranking between the representations and the larger gap between the best representation (i.e. BERT-a) and the rest.

Figure 5 shows a scatter plot of ALC as a function of SAM (each point in the plot corresponds to a dataset and representation). We observe a clear positive correlation between the two metrics.

6 Conclusion

In this paper we studied the performance of different textual representations under low annotation budgets. We have shown that when labeled data is scarce, the choice of representations is key and that the use of pre-trained word embeddings improves performance significantly for all models, independently of their complexity.

This leads us to ask the question: What is the underlying property of a good representation that is leveraged by all models in low annotation budget settings? We hypothesized that good representations are those in which the structure of the inputs is well aligned with the label distribution. We proposed a metric to measure such alignment: SAM.

To test our hypothesis we conducted experiments on several textual classification datasets, covering a variety of tasks and labeled distributions (i.e. both balanced and unbalanced). We compared a range of word-embedding representations as well as a baseline sparse representation. Our results showed that SAM is a good predictor of the performance of a given representation when labeled data is scarce.

We see several ways in which this work could be extended. In this paper we have used SAM to understand the quality of a given textual representation. However, since SAM is a function of a labeling and a representation, it could also be used to measure the quality of a labeling, given a fixed representation. For example, this might be used in the context of hierarchical labeling, to measure which level of label granularity is better aligned with some input representation.

Another further line of work could try to generalize the notion of alignment to other tasks beyond sequence classification, such as sequence tagging.

Limitations

The methods presented in this paper are focused on the tight annotation budget scenario. Their applicability to broader annotation scenarios could be presumed but this isn’t supported by empirical results. The experimental setup is based on binary classification tasks using English datasets. This sets the ground for further work on more complex label class structures, such as sequence tagging or ontologies, in order to assess its generality.
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A Appendix

A.1 Other Learning and Alignment Curves

In Figure 6 we show the learning curves and structural alignment curves for the remaining datasets introduced in Section 3. We see a similar trend to that of the experiments presented in Section 5. The performance in the learning curves is paralleled in the structural alignment curves. We see a progression in performance from simpler to more sophisticated models, with all contextual representations achieving higher results with respect to the sparse bag-of-words. BERT-a performs best, with significantly better results than its relative BERT-c. The rather flat slope of Civil Comments alignment curve signals the relative difficulty of this task.

A.2 Unsupervised Metric Curves

For comparison with the metric developed in this work, we present similar curves and areas under the curve for an unsupervised clustering quality metric. By unsupervised we mean that only the representation space is taken into account in its computation, so the label classes aren’t used at all. We have chosen to use the Davies-Bouldin index (DBI) (Davies and Bouldin, 1979) to measure the quality of every clustering generated from the dendogram. Intuitively, this metric measures how compact are the clusters produced and how spread these clusters are between each other. It produces an index where lower values indicate better clusters.

We have computed DBI values as a function of the number of clusters to produce the curves shown in Figure 7. As an aggregate metric, we have calculated the area under these curves. In Table 6 the reader can find a summary of the results obtained.

|        | IMDB | WT  | CC  | s140 | avg  |
|--------|------|-----|-----|------|------|
| BOW    | 3.14 | 3.83| 4.23| 3.86 | 3.76 |
| BERTa  | 2.87 | 3.03| 3.31| 3.25 | 3.11 |
| BERTc  | 2.81 | 2.97| 3.15| 2.92 | 2.96 |
| GloVe  | 2.62 | 2.12| 2.01| 2.47 | 2.31 |
| FastT  | 2.78 | 2.13| 1.93| 2.47 | 2.33 |

Table 6: Area under the Davies-Bouldin index for different representations and datasets (lower is better).

It is interesting to note that the best representation according to this metric, the representation that induces the best clusters, is GloVe in this case. BERT with all tokens doesn’t produce particularly good clusters (according to this index), despite being the strongest representation as we showed in the experiments on learning curves in Section 5. To make this point clearer, we present in Figure 8 a scatter plot of the area under DBI with respect to the area under the learning curve for each dataset and representation. For DBI vs ALC, points are spread throughout the plot indicating low correlation. We can conclude that the quality (according to DBI) of clusters is not a good predictor of the quality of a representation in the low budget learning scenario.

A.3 Experimental Details

The datasets used in this paper have been extracted from HuggingFace Datasets. For Wikipedia toxicity detection and Civil Comments datasets, we have applied a pre-processing consisting of removing all markup code and non alpha-numeric characters except relevant punctuation.

SAM experiments have been performed over sub-samples of 10K examples, and averaged over 5 seeds. We run a total of 100 experiments (4 datasets, 5 representations and 5 seeds) summing 1.2M curve points. Each hierarchical clustering took on average 3.3 minutes and each complete curve took around 3 minutes to compute with 32 CPUs and 16GiB of RAM, whereas the DBI metric took 7.8 hours on average with the same hardware.

BERT models were implemented using HuggingFace Transformers library (Wolf et al., 2020). BERT learning curves where averaged over 5 sub-samples and initialization seeds, and computed using 5-fold cross validation with the number of epochs chosen over 10. In total we performed 2400 experiments (4 datasets, with and without pretraining, 5 seeds, 10 learning points, 5 folds per cross validation plus 4 × 2 × 5 × 10 train and test learning points). The calculation of each learning point took about 27 minutes on a single Nvidia V100 GPU, totalling 177 hours of computation. BERT representations where generated with the same hardware.

In max-entropy learning curves, parameters were validated using 5-fold cross validation and results averaged over samples drawn from 5 seeds. This amounts to 6000 experiments (4 datasets, 5 representations, 10 curve points, 5 seeds and 5 folds per validation, plus 4 × 5 × 10 × 5 train and test curve points).
Figure 6: Learning curves (left) and structural alignment curves (right) for S140 and CC datasets.
Figure 7: Davies-Bouldin index curves for different datasets. (The y-axis has been inverted for better comparison with the other curves.)
Figure 8: Correlation between DBI and ALC. Scatter plot with the area under the DBI curve against the area under the learning curve. (The x-axis has been inverted for better comparison with SAM vs ALC correlation in Figure 5.)