A Systemic Study of Pattern Recognition System Using Feedback Neural Networks
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Abstract: The evolution of artificial intelligence has led to the developments of various smart applications such as the pattern recognition models. Pattern recognition techniques has as widely applied in many real life applications such character recognition, speech recognition, and bio-metric authentication as well person identification. In this paper, we report on the detailed design of pattern recognition system using Hopfield Feedback Neural Network (HFNN) with the least possible recognition error. As a case study, we have applied the proposed HFNN model to recognize the decimal digits $0 - 9$ where each image digit comprises a $12 \times 10$ pixels. The developed HFNN model has been efficiently used in recognizing the patterns with $20\%$ random bit noise at maximum recognition accuracy. However, to assure the the least possible recognition error, we have trained our HFNN through the digit patterns’ perdition phase of $0\%$ noisy patterns and the system was able to correctly predict all the patterns without any bit error. Finally, we have plotted all output patterns including the desired patterns, the training patterns, the $20\%$ noisy patterns and recognized patterns, for comparison purposes and to gain more insights about the accuracy achieved by applying the proposed HFNN.
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1 Introduction

Artificial intelligence (AI) can be interpreted naturally as the work of a machine that a human could have done using his intelligence. Currently, the artificial intelligence is gaining an appreciated amount of interest as almost all major IT companies are spending millions on the development and implementation of the artificial intelligence considering it critical to their future situation [1]. Artificial intelligence has been used efficiently to develop solutions for wide range of applications especially those based on human thinking to provide a proper decision such as the pattern recognition.

Pattern recognition or pattern matching [2] is the process of identifying and/or classifying data patterns using artificial learning and neural network algorithms based on knowledge already gained or on statistical information extracted from patterns and/or their representation. Pattern recognition has a wide range of applications such image processing and analysis, speech recognition, bio-metric identification, computer vision, seismic analysis, and radar signal classification and analysis. The general concept of pattern recognition can be illustrated in Figure 1 in which the noisy data are learned and matched at by the system memory to establish an accurate model to predict the proper pattern from the actual stored data with least possible recognition error.

![Figure 1: General idea of data pattern recognition](image-url)

The pattern itself can be defined as a model of any recurring sequences of data over time that can be used to identify, classify or predict trends or features of several area of interests such as the image features to
identify objects, the frequent combinations for natural language processing, and the clusters specification of attacks/intrusions on a network. Figure 2 shows different objects that can be used as patterns in the recognition applications. Indeed, the pattern recognition became an essential integration for many overlapping areas of IT including big data analytic, bio-metric identification, security and privacy [2].

Figure 2: Examples of various patterns

In this paper, we are going to employ the Hopfield feedback neural network model to generate, predict, and recognize 10 different patterns for the decimal digits 0−9 using binary representation imaging system. The target data-patterns will be prepared as 12 × 10 matrix representation images to be stored into the HNN memory. To test the efficiency of the developed HNN in the image retrieval for the stored patterns, all images will be recreated with 20% corruptions of image pixels randomly in order to be applied to HNN recognition system. Finally, HNN Modeling, coding, results and analysis are reported in this paper. Indeed, this paper aims mainly to investigate a major artificial intelligence technique that can be used to store and recognize different data patterns such as the recognition of decimal digits, namely, the Hopfield neural networks [3]. Specifically, the main contributions of this paper can be summarized as follows:

- Understating the neural network techniques for pattern recognition such as feedback neural networks (FBNN) of Hopfield memory network and how to model their data-sets for processing purposes, and thus, data preparation for Hopfield neural network training and recognition.

- Developing a computational MATLAB codes for data pattern generation, pattern training/prediction and pattern recognition modeling. This includes a 12×10 matrix representation form and operations (such as matrices addition, multiplication, and transpose.

- Employing and training a single-layer Hopfield Neural Network (HNN) model to predict and recognize the 10 decimal digits 0−9 using optimal recognition accuracy (i.e., least possible modeling error).

- Providing an pattern testing technique to evaluate the recognition accuracy based on a random bit noisy technique to generate a partially corrupted patterns. For example, testing the HNN using 5%, 10%, and 20% noisy patterns.

The rest of this paper is organized as follows: Section II, theoretical background, describes the overall neural network features and specifications, the feedback neural network, and the Hopfield neural network. Section III, System Implementation, provides the comprehensive graphical modeling environment to visualize the structure and the implementation of the Pattern Recognition System using Hopfield Feedback Neural Networks. Section IV, results and Discussion, presents the complete results of stored, trained, and recognized (predicted) patterns for the original and noisy patterns (additional results are provided in the appendix). Finally, Section V, Conclusions and remarks, concludes the work in this paper.

2 Theoretical Background

Artificial neural networks (ANN) systems are computing systems inspired by the biological neural networks that constitute animal brains [4]. An ANN is based on a collection of connected units or nodes called artificial neurons, which loosely model the neurons in a biological brain. Each connection, like the synapses in a biological brain, can transmit a signal from one artificial neuron to another. An artificial neuron is an information-processing unit that is fundamental to the operation of a neural network. Figure 2 shows a notation for a single neuron model corresponding to an input vector $X$ and output $O$. For each neuron, the individual elements of the input vector $X = \{x_0, x_1, ..., x_n\}$ are multiplied by the corresponding weights in the weight vector $W = \{w_0, w_1, ..., w_n\}$ and the weighted values are fed to the junction of the summation function, in which the dot product ($W.X$) of the weight vector and the input vector is generated. The threshold $b$ (or $\theta$) is added to the dot-product forming the net input which is the argument of the transfer function $f$:

\[
net = W.X = w_0.x_0 + w_1.x_1 + ...w_n.x_n + b
\]

\[
\Rightarrow net = \sum_{i=1}^{n} w_i.x_i + b
\]
The transfer (also called the activation) function $f$ can be selected from different types of functions based on the application itself [5]. Indeed, the activation function strongly influence the complexity and performance of the neural network. In the present study, Signed transfer function (also called hard limiter) was found to be appropriate for the problem investigated as they are commonly used for several NN applications. The Signed function can be expressed as follows:

$$f(\text{net}) = \text{Sng}(\text{net}) = \Gamma(\text{net}) = \begin{cases} +1, & \text{net} \geq 0 \\ -1, & \text{net} < 0 \end{cases}$$

### 2.1 Feedback Neural Network

Feedback Neural Network (FBNN), also called recurrent neural network (RNN) [6], is a layered neural network in which information flows from the input towards the output with feedback loops from output returned to the input and the neurons of the same layer are not connected to each other but they are connected with all the neurons of the previous and subsequent layer. There are several types of feedback neural network architecture, which has feedback connections from the output layer to the input layer or from the hidden layer to the input layer. These include auto-associative neural networks and hetero-associative neural network.

In this paper, we are interested in the auto-associative networks in which the input vector is associated with itself in constructing the associative memory (i.e., the weighting matrix). Figure 4 depicts an illustration of a typical block diagram representation for feedback auto-associative neural network (recurrent auto-associative memory) in which the output vector $V^{t+1}$ is fed back to the input layer $V^t$ after processed in the $M$ hidden layers of neurons.

### 2.2 Hopfield Neural Network

Hopfield neural network (HNN) [4] was invented by Dr. John J. Hopfield in 1982. It consists of a single layer which contains one or more fully connected recurrent neurons. The Hopfield network is commonly used for auto-association and optimization tasks [3]. A typical architecture diagram for the Hopfield network is shown in Figure 5.

According to Figure 5, HNN consists of neurons with one inverting output where the output of each neuron should be the input of other neurons but not the input of self. Also, each input to the neuron has a weight strength represented by $w_{ij}$ in which the weights are symmetrical with no self-connections i.e. $w_{ij} = w_{ji}$ and $w_{ii} = 0$. 
Hopfield Training Algorithm: During training of Hopfield neural network, weights will be updated. Since Hopfield network operates using input and output patterns vector, which can be either binary \((0,1)\) or bipolar \((+1, -1)\) in nature. Hence, in both the cases, weight updates can be done with the following relations:

Case I (Binary input patterns): For a set of binary patterns \(s(p) = s_1(p), s_2(p), ..., s_n(p)\), the weight matrix is calculated as follows:

\[
\sum_{p=1}^{n} [2s_i(p) - 1][2s_j(p) - 1] \quad \text{for} \quad i \neq j.
\]

Case II (Bipolar input patterns): For a set of Bipolar binary patterns \(s(p) = s_1(p), s_2(p), ..., s_n(p)\), the weight matrix is calculated as follows:

\[
\sum_{p=1}^{n} [2s_i(p)][2s_j(p)] \quad \text{for} \quad i \neq j.
\]

Hopfield Testing Algorithm: To test the Hopfield neural network, we apply the following steps:

Step (1): Initialize the weights, which are obtained from training algorithm.

Step (2): Make initial activation of the network equal to the external input vector \(X\) as follows: \(y_i = x_i\) for \(i = 1 \text{ to } n\).

Step (3): For each unit \(Y_i\), perform the following:

- Calculate the net input of the network as follows:
  \[
y_{ini} = x_i + \sum_j y_j \cdot w_{ji}
\]

- Apply the activation over the net input to calculate the output as follows:
  \[
y_i = \begin{cases} 
    1, & \text{if } y_{ini} > \theta_i \\
    y_i, & \text{if } y_{ini} = \theta_i \\
    0, & \text{if } y_{ini} < \theta_i 
  \end{cases}
\]

where \(\theta_i\) is the threshold.

- Broadcast this output \(y_i\) to all other units.

- Test the network for conjunction.

Energy Function Evaluation: An energy function is defined as a function that is bonded and non-increasing function of the state of the system. Energy function \(E_f\), also called Lyapunov function determines the stability of discrete Hopfield network, and is characterized as follows:

\[
E_f = -\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j w_{ij} - \sum_{i=1}^{n} x_i y_i + \sum_{i=1}^{n} \theta_i y_i
\]

Condition - In a stable network, whenever the state of node changes, the above energy function will decrease. Suppose when node \(i\) has changed state from \(y_i^{(k)}\) to \(y_i^{(k+1)}\), then the Energy change \(\Delta E_f\) is given by the following relation:

\[
\Delta E_f = E_f \left[ y_i^{(k+1)} \right] - E_f \left[ y_i^{(k)} \right]
\]

\[
\Rightarrow \Delta E_f = - \left( \sum_{j=1}^{n} w_{ij} y_j^{(k)} + x_i - \theta_i \right) \left( y_i^{(k+1)} - y_i^{(k)} \right)
\]

\[
\Rightarrow \Delta E_f = -(net_i) \Delta y_i
\]

Where: \(\Delta y_i = y_i^{(k+1)} - y_i^{(k)}\). The change in energy depends on the fact that only one unit can update its activation at a time.

3 System Implementation

In this work, we created a Hopfield neural network to model and recognize ten digits ‘0’, ‘1’, ..., ‘9’. It is trained with standard data sets of sizes \(12 \times 10\) and it is tested with the recreated noisy data sets with 20% of random corruptions for image pixels. The developed model has been implemented using MATLAB platform. However, the implementation phases of this work can be described as follows:

Phase (1): Creating Original Data Patterns for the Neural Network: This phase concerns with creating and generating the patterns for the desired output numbers 0 - 9 using image matrices of size \(12 \times 10\). In this phase, the original data patterns was created as a unipolar matrices and then converted to bipolar using the signed function. Figure 6 shows a sample pattern matrix that has been used to create the image for digit ‘ZERO’, we provide both the unipolar matrix with its corresponding bipolar version after passing it through the sign function. Note that, binary bit ‘1’ in the matrix fill will the grid pixel with ‘white’
color whereas the binary bit ‘0’ in the matrix will fill the grid pixel with ‘black’.

Figure 6: Creating Pattern for Digit Zero ‘0’

Phase (2): Visualizing the desired output patterns:
This phase is concerned with plotting the desired output numbers of bipolar matrices data which is to be used by HNN training and storage algorithm to verify the bit distribution of each matrix pattern. Figure 7 shows the plot of this phase which illustrates all the desired output digit patterns using black-white images with $12 \times 10$ pixels. Indeed, the black and white color scheme is not the only allowed scheme, any two different colors can be used to express the patterns such as green and yellow.

Figure 7: The desired output patterns for all numbers

Phase (3): Implementing Hopfield Neural Network (HNN):
This phase is about developing the complete model and coding for the feedback Hopfield auto-associative memory network. Since patterns are stored in $12 \times 10$ matrices, the network structure is composed of 120 inputs to the network and thus 120 neurons are used to form the input layer as depicted in Figure 8 which shows the architecture of the proposed HFNN in which all outputs are feedback to the inputs in a fully connected network with the neurons except for the output of the same neuron is not feedback to its input.

Phase (4): Constructing the Hopfield Weight Matrix:
This phase concerns of preparing the weight matrix to store all vector patterns as follows:

- Get all training data vectors $X_i, i = 1, 2, 3, \ldots, L$.
- Compute the weight matrix $W = \sum X_i X_i^T$ over $L$ vectors.
- Set $w_{ii} = 0, \forall i$, where $w_{ii}$ is the $i^{th}$ diagonal element of $W$.
- Assign the $j^{th}$ row vector of $W$ to the $j^{th}$ neuron as its initial weights.

Phase (5): Training the HNN with The Ten Constructed Images:
This phase is about training the developed HNN with all input patterns. To train the network to recognize the aforementioned numbers, we applied the corresponding $12 \times 10$ grids in the form of $1 \times 120$ vectors to the input of the network. This phase is important to assure the efficiency of HNN in image retrieval for the 10 grid patterns with the least possible training error. This phase will be discussed and illustrated in the next section of this paper, results and discussions.

Phase (6): Testing HNN with Partially Corrupted Data Patterns:
This phase is about investigating the robustness of the developed neural network, we added a 20% random noise bits to the input vectors. The resultant corrupted pattern are then used to test the ability of the proposed model in recognizing the partially corrupted patterns. However, the random bit noise of the 120 bit of each pattern has been developed by multiplying the 120 by 0.20 (20% noise) and then randomized by the $\text{rand}()$ function of the Matlab. The results of testing the patterns created at this phase will be discussed and illustrated in the next section of this paper, results and discussions.
4 Results and Discussions

The pattern recognition of numerical digits has always been a subject of interest as it can be related closely with many real time models involving pattern matching such as authentication techniques. In this paper, the recognition of decimal digits patterns (0-9) has been efficiently implemented and investigated using the feedback neural network of the Hopfield auto-associative memory algorithm. Therefore, in this section, we provide the results of the implementation phase for the proposed HNN Modeling using MATLAB simulation platform. In order to train the network to recognize the ten aforementioned numbers (0-9), we have applied the corresponding $12 \times 10$ patterns input vectors to the network to assure that the network can retrieve all the stored digit images accurately. The result of this training is illustrated in Figure 9. According to the figure, the system successfully recognized all the trained exemplars with 100% of accuracy. In this figure, we have changed the color map in the code to green (+1) and blue (0 or -1) instead of black (+1) and white (0 or -1) for better readability especially in the printed version of this paper. Indeed, in Matlab, you can use the colormap function to change the coloring scheme in for any figure.

![Figure 9: Stored Digits vs. Model Predicted Digits](image1.png)

![Figure 10: Recognition of Digit Pattern with 20% of Noise Applied on Actual Digit](image2.png)

Regarding the recognition results, in order to determine if error detection is performed correctly, we have created new partially corrupted patterns for 0-9 digits with 20% random bit noise and then we have tried to recognize/test the untrained corrupted patterns with the same trained weights. Figure 10 below shows each noisy digit and its correct recognition by our implemented HNN network. We also, provide some test results with small recognition errors in Appendix A. Moreover, we have test the network with even larger bit errors (e.g. 30%) and we get very accurate results. It can be clearly seen that, the implemented Hopfield network is robust with high convergence rate and also it is seen that it has very high success rate even if in the case of large bit errors.
From the results, it is evident that the network works fairly well even for 20% random bit noise. Also, it was noted that as the number of error bits increases (i.e., more than 20% noise), the recognition error rate also slowly increases.

5 Conclusions

A Feed-Back Neural Network (FBNN) based Hopfield memory approach for modeling and recognizing the patterns of decimal digits with optimal accuracy levels has been developed and reported in this paper. The proposed model comprises two layers of neurons and it stored the desired patterns using 12 × 10 pixels images. Also, in order to test the ability of the developed HNN to recognize the partially corrupted patterns, we have developed a random bit noise technique that can generate noisy patterns randomly at each simulation run. Eventually, the simulation results showed that proposed HNN model has efficiently retrieved the desired correct patterns from a 20% noisy patterns.
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7 Appendix: Samples of Erroneous Recognition

Here are samples of digit recognition with error, appeared through simulation runs.