Ultrasonic Strain Gauges Enabled by Graphene-Stabilized Silicone Emulsions
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Here, an approach is presented to incorporate graphene nanosheets into a silicone rubber matrix via solid stabilization of oil-in-water emulsions. These emulsions can be cured into discrete, graphene-coated silicone balls or continuous, elastomeric films by controlling the degree of coalescence. The electromechanical properties of the resulting composites as a function of interdiffusion time and graphene loading level are characterized. With conductivities approaching 1 S m$^{-1}$, elongation to break up to 160%, and a gauge factor of ≈20 in the low-strain linear regime, small strains such as pulse can be accurately measured. At higher strains, the electromechanical response exhibits a robust exponential dependence, allowing accurate readout for higher strain movements such as chest motion and joint bending. The exponential gauge factor is found to be ≈20, independent of loading level and valid up to 80% strain; this consistent performance is due to the emulsion-templated microstructure of the composites. The robust behavior may facilitate high-strain sensing in the nonlinear regime using nanocomposites, where relative resistance change values in excess of 10$^7$ enable highly accurate bodily motion monitoring.

1. Introduction

Polydimethylsiloxane (PDMS) is an interesting material for the development of novel functional composite materials owing to a range of useful properties. It is biocompatible, elastic, transparent, durable, and has very minimal shrinkage on curing. As a result, PDMS has become ubiquitous in healthcare, aerospace, food, and microfluidics industries.[1–3] One property of PDMS that presents a challenge when seeking to produce nanocomposites with desirable properties is the high rotational freedom of the polymer backbone. This allows methyl groups with characteristically low surface energy (<50 mN m$^{-1}$) and chemical reactivity to present themselves at interfaces. The consequence is that homogenous dispersion of layered nanomaterials (<70 mN m$^{-1}$) within a PDMS matrix becomes challenging due to the creation of a high energy barrier to mixing. One method to counter this is by adopting a Hansen parameter approach whereby mutually compatible solvents are identified to facilitate blending of PDMS with a nanosheet dispersion.[6] Once the solvent is removed, the high viscosity of PDMS kinetically prevents reaggregation, and an isotropic composite can be formed.[7] Naturally, the properties of a composite are determined primarily by those of the constituent materials. However, their relative volume fractions and their arrangement within the composite also play a significant role,[8] with templated structures having been previously demonstrated to exhibit modifications to conductive properties in particular.[9]

In this paper, we develop a process for preparing hierarchically structured nanocomposites of graphene and PDMS, which has the potential to be extended to a wide range of 2D layered materials and polymer matrices. Our method is based on Pickering emulsification, whereby two immiscible liquids are stabilized by solid particulates energetically trapped at their mutual interface.[10–14] Pickering stabilization of liquid–liquid emulsions has been demonstrated with clays,[15,16] graphene oxide,[17] and graphitic multilayers.[18–20] If either of the two liquid phases contains a polymer or polymer precursors then a solid structure can be produced, with the remaining solvents removed from the structure.[20]

We identify a solvent system that enables the production of high-quality oil-in-water emulsions, in which graphene nanosheets assemble to stabilize PDMS-containing droplets. By modifying the processing conditions, we demonstrate that such emulsions can be cured into various morphologies, including microspheres and nanocomposite films.
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investigate the underlying mechanisms of composite formation in our emulsified systems and show how they relate to the final electromechanical properties. We use this understanding to create highly elastic composites with a templated graphene network and characterize the electromechanical properties as a function of graphene content, before assessing their use as strain sensors.

2. Results

2.1. Emulsion Formation and Stability

The two-phase emulsion system utilized to prepare graphene–PDMS nanocomposites is illustrated in Figure 1A. A high surface energy “water” phase consists of water and ethylene glycol (EG), and a low surface energy “oil” phase contains dichloromethane (DCM), ethyl acetate (EA), and a commercial platinum-cure PDMS elastomer system. The oil phase solvents were identified by adopting a Hansen parameter matching approach; solvents intermediate to graphene and PDMS in Hansen space were identified as possible candidates. Of these, DCM and EA were selected as they both solvated PDMS and were found to sufficiently disperse a commercially available graphene powder. In principle, a similar methodology could be applied to other polymers or resins to produce nanocomposites with layered nanomaterials. The water phase consists of deionized (DI) water and EG as this mixture is found to be immiscible with all blends of DCM:EA. Additionally, changing the ratio of DI water:EG tunes the surface energy of the water phase.

The relative surface energies of the oil and water phases (γ_o and γ_w, respectively) and the solid stabilizer (γ_s) dictate the stability of the emulsion. If the condition γ_o < γ_s < γ_w is met, an emulsion may be formed. Since both EG and water have higher surface energies than graphene, and DCM, EA, and PDMS all have lower surface energies, all compositions of the system described in Figure 1A form stable emulsions. Further, the balance of interfacial tensions between the two liquid phases and the stabilizer dictate the orientation of the emulsion,[10,21] where a water-in-oil (w/o) emulsion is formed if γ_so < γ_sw and an oil-in-water (o/w) emulsion is formed if γ_so > γ_sw; this is shown schematically in Figure 1B. Modification of the solid–water interfacial energy γ_sw is achieved within the current system by modifying the ratio of DI water:EG, with EA comprising the oil phase; realizations of two system compositions that yield opposite phase orientations are shown in Figure 1C. Phase orientation is easily verified by droplet creaming or sedimentation, with reference to the relative densities of the phases. A demonstration of the droplets as formed is given in Figure 1D.
Figure 1E plots a phase diagram over the composition of the system in terms of the surface tensions of the water and oil phases, as these are directly measurable. The w/o-to-o/w inversion occurs when the energies of the solid–water and solid–oil interfaces are equal. It is more convenient to express the interfacial energies in terms of the more readily measurable surface energies of the solid, oil, and water phases using a simple approximation such as $\gamma_{ab} = \gamma_a + \gamma_b + 2\sqrt{\gamma_a \gamma_b}$. We have shown that the emulsion inversion threshold can then be defined in terms of the three surface energies in the system (full derivation in Supporting Information), such that

$$\sqrt{\gamma_a} + \sqrt{\gamma_b} = 2\sqrt{\gamma_c}. \quad (1)$$

A consequence of Equation (1) is that the determination of the surface energies of both liquid phases for system compositions either side of the inversion threshold allows for the calculation of the surface energy of the stabilizer. As shown in Figure 1C, we find the phase inversion threshold occurs between 70 and 80 vol% EG in the water phase. While the Wilhelmy plate method the surface tension of EA ($\gamma_a = 23.3$ mN m$^{-1}$) and DI water:EG mixtures ($\gamma_c = 52.6$ mN m$^{-1}$ for the 70 vol% mixture and 51.1 mN m$^{-1}$ for the 80 vol% mixture) were measured. We note that the surface energies of the liquids can be related to the directly measurable surface tensions by the surface entropy: $\Gamma = \gamma^{-1} TS$, where for liquids at 300 K $TS = 29$ mN m$^{-1}$. Limit values of the graphene surface energy are calculated using Equation (1), suggesting that the true value lies in the range $65.5$ mN m$^{-1} < \gamma_{\text{graphene}} < 66.1$ mN m$^{-1}$. This is consistent with relatively large, defect-free graphene sheets, with potentially some influence of residual surfactant. We note that this value is somewhat lower than that expected for liquid-exfoliated graphene prepared in solvents such as N-methyl-2-pyrrolidone (NMP) where the surface energy matching is often taken to imply that $\gamma_{\text{graphene}} = 71$ mN m$^{-1}$. Equation (1) is plotted as a solid black curve on Figure 1E with the defining value of $\gamma_{\text{graphene}} = 66$ mN m$^{-1}$ taken from the above estimate.

Figure 1F shows a 3D histogram illustrating how the graphene volume fraction $\phi$ affects the droplet size distribution and average droplet diameter $d$ of the emulsions. Since the total surface area available to stabilize the droplets increases with $\phi$, we anticipate a decrease in $d$ as the graphene loading increases; this scaling is clearly visible in the inset panel. Assuming uniform droplets, one can derive a relationship between $\phi$ and the droplet diameter $d$, namely

$$\phi = 6S/d. \quad (2)$$

where $S$ is the thickness of the graphene shell. Full details of the derivation are given in the Supporting Information. If we identify the droplet diameter $d$ in Equation (2) with $d$ plotted in Figure 1F, we see that the functional form $d \propto \phi^{-\frac{1}{3}}$ is compatible with the data. This would suggest that $S$ is constant and no overcoating of the interfaces occurs with additional graphene. However, we may also fit the data with a general power law of the form $d \propto \phi^{-b}$; this suggests that the shell thickness is not constant but varies with loading level as $S \propto \phi^{b}$. This result is interpreted to mean that the degree of overcoating increases with graphene loading level.

Measuring $d$ for a known inclusion of graphene gives us an estimate of the average shell thickness since from Equation (2) $S = \phi(d)/6$ (provided $d$ and $S$ are treated as independent variables). For the data plotted in Figure 1F, we find that $\langle S \rangle = 0.7 \pm 0.2 \mu$m. We derive an alternative analytical expression for the shell thickness (see the Supporting Information), which yields a compatible value of $\langle S \rangle = 1.0 \pm 0.3 \mu$m.

### 2.2. Interdiffusion and Composite Formation

Based on the results of the compositional survey undertaken, a 1:1:2 volume mixture of PDMS:EA:DCM was found to maximize PDMS content, sufficiently reduce viscosity to enable effective homogenization, and yield reasonable density matching to minimize instability caused by sedimentation or creaming of droplets. Once emulsified, the PDMS-cure system contained within the oil phase can be readily crosslinked through application of heat. This results in graphene-coated PDMS balls or “G-balls” as depicted in Figure 2A, once the volatile solvents are removed and the solidified particles are washed. The G-balls may have a variety of uses, e.g., as a filler material for polymers where templating cannot be so readily achieved, or as precursors to other structures.

We observe a strong dependence of the morphological properties of the composite on the time the uncured emulsions were allowed to stand at room temperature. This is attributed to the fact that, given sufficient time, polymer chains are likely able to diffuse through the graphene shell and into neighboring droplets, eventually leading to a macroscopically continuous film. This transition is evident in the electron micrographs in Figure 2B. We note that analogous behavior is observed in other composite systems, such as the diffusion of graphene sheets into solvated rubber bands or the diffusion of carbon nanotubes into latex spheres.

The time taken for PDMS chains to diffuse into the graphene shell depends on the average thickness $\langle S \rangle$, but more so on the tortuosity of the shell structure. A simple model for the effective diffusivity $D$ of the PDMS chains is derived (see the Supporting Information), taking into account the individual sheet thickness $h$, aspect ratio $\rho_{\text{aspect}}$, intersheet spacing $b$ and interdiffusion time $t_d$.

$$D = \langle S \rangle t_d \left[ h \left( \frac{1 + \frac{1}{2} \rho_{\text{aspect}}} {h + b} \right) \right]^{\frac{1}{2}} = 3 \times 10^{-14} \text{ m}^2 \text{ s}^{-1} \quad (3)$$

We find good agreement between the predicted and measured values of $\langle S \rangle$ obtained from the SEM of fractured cross-sections in Figure 2B with $\langle S \rangle = 1.2 \mu$m. The aspect ratio of the flakes is estimated from the average length of each sheet divided by the average number of layers and the average interlayer spacing for graphite, i.e., $\rho_{\text{aspect}} = (L)(N)^{-1}D^{-1} = 200$. The intersheet spacing $b$ is taken to be $=1$ nm. Notably, $D$ is almost 500 times lower than the self-diffusivity of 50 000 g mol$^{-1}$ PDMS of $=1.5 \times 10^{-14}$ m$^2$ s$^{-1}$ (when adjusted to room temperature via the Arrhenius equation). This is consistent with similar results in the literature, in which DCM is shown to take $\approx 10$ times longer to diffuse through a 10 wt% clay–PDMS...
composite relative to pristine PDMS.\textsuperscript{[26]} We note that the while the ratio of PDMS to curing agent (10:1) greatly effects the degree of crosslinking, we expect that the emulsion formation and diffusivity of the polymer is dominated by the viscosity of the oil phase at room temperature. One strategy to reduce the interdiffusion time is to use a lower molecular weight PDMS with a reduced viscosity and higher diffusion coefficient. Attempting to accelerate the diffusion process by increasing the temperature to 65°C during the rest phase leads to the premature crosslinking of the silicone spheres, producing G-balls within 30 min, as shown in Figure 2A.

This calculation assumes that the interdiffusion time is the time taken for mechanical integrity to be conferred to the composites, \(\langle t_d \rangle = 250\) h, beyond which an =100 time improvement in toughness can be clearly seen in Figure 2C,D. At low diffusion times, the performance is constant within statistical noise, while the mechanical toughness only increases drastically once a significant proportion of chains have diffused beyond the graphene shell, enabling interdroplet crosslinking and changing the dominant failure mechanism from overcoming van der Waals adhesion to chain pull-out or scission.\textsuperscript{[25]} Further, we observe a doubling in conductivity upon the densification of the G-balls into a continuous film as shown in Figure 2E. This is attributed to the elimination of the void space between the G-balls increasing the electrical contact area between nanosheets and reducing the porosity of the composite film. Clearly, \(\langle S \rangle\) and \(\langle d \rangle\) play a vital role in composite formation and the resulting electromechanical properties.

### 2.3. Electromechanical Properties

The morphology of the conductive network in emulsion derived composites, visible in SEM of fractured cross-sections in Figure 2B, is considerably different from the graphene networks found in traditional randomly distributed composites. By virtue of the production method, the graphene is strongly confined at droplet interfaces in the liquid system, meaning that the network structure is preserved after curing. As such, with the graphene sheets all being confined to close proximity, it is
intuitive that electrical junctions will be of higher quality due to the reduced tunneling distance between nearest neighbors. In random percolating networks, a significant portion of the conductive filler does not contribute to the conducting path near the percolation threshold, resulting in a negligible contribution to macroscopic conductivity and inefficient use of the material, by comparison to the present system. In contrast, emulsion templated composites are largely self-similar over the loading levels studied, with the droplet size nearly constant only the shell thickness changes significantly. For $\langle t_d \rangle >> 250$ h, we would expect the electromechanical properties to be dictated by loading level itself rather than the varying degrees of interdiffusion through the different shell thicknesses.

We observe greatly enhanced conductivity at all measured loading levels with no apparent percolation threshold, compared to randomly distributed graphene–silicone composites\(^\text{[7]}\) which represent state-of-the-art soft strain sensor materials. In the templated system, $\sigma = 0.027 \phi$ with $R^2 = 0.94$ while in the random system $\sigma = 1.9 \times 10^{-15} (\phi - \phi_c)^{1.9}$ with $\phi_c = 1.75$, where $\phi$ here is in vol%. The lack of a well-defined percolation threshold is to be expected for systems where droplet size increases at lower loadings, resulting in macroscopic conductive pathways at all loadings capable of forming stable emulsions. Assembling the graphene network into a reduced volume (i.e., at the oil–water interface) reduces the total filler required to achieve macroscopic conductive pathways, while interfacial tension aligns the graphene sheets to the tangent of the droplet surface. Both act to increase the number of conductive junctions and improve the quality of those junctions through superior intersheet contact when compared to randomly distributed networks.

To better understand the relationship between conductivity and loading level, we derive a resistor network model that treats each droplet surface and kernel as resistors in parallel, connected in series to a resistor representing the junction between neighboring droplets (see the Supporting Information). In the limit of low interdroplet resistance, such as these composites where the continuous phase is removed upon curing, it can be shown that the conductivity scales linearly with loading level. We find that $\sigma = 0.027\phi$ provides a robust fit to the data in Figure 3A, which suggests that the graphene conductive layer has an effective conductivity of 16 S m$^{-1}$ based on the model calculation. Clearly this is significantly below what is typically expected of dense films of pristine graphene, further supporting the idea that the interfacial layers are interpenetrated with PDMS chains during film coalescence. Indeed, assuming that the random graphene–PDMS composites in Figure 2A are comparable in loading-dependent conductivity (as an estimate) the functional form of the data suggests the graphene volume fraction in the shell is around 23 vol%.

Figure 3. Electromechanical properties versus graphene loading level for emulsion based composite films. A) Conductivity versus loading level for templated emulsion composites and a random graphene–silicone composite system from the literature.\(^\text{[7]}\) B) Representative stress–strain curves shown as a function of loading level. C) Young’s modulus versus loading level. D) Yield strain versus loading level. E) Toughness versus loading level. F) $\tan \delta$ versus loading level.
In terms of the mechanical properties of the composites, the stress–strain curves in Figure 2B exhibit a clear increase in the strain at break and Young’s modulus of the samples with increasing graphene loading. Figure 3C plots the Young’s modulus as a function of graphene loading, which shows a linear trend over the range of the data. The data for the random composites is plotted for comparison, wherein we observe a much greater increase of modulus with loading level. It is important to note, as was discussed by Boland[27] that nanocomposites used for strain sensing need to remain sufficiently soft that they comply with the surface being measured; human skin. As such, the much weaker dependence of modulus on loading level observed in our system may prove beneficial to the design of on-skin sensors.

In contrast to the lower Young’s modulus observed in our templated samples than the isotropic samples, Figure 3D shows that our composites, which are based on a crosslinked elastomeric silicone, have a significantly higher yield strain. The yield strain is near constant, though both systems exhibit a decrease with increasing graphene content. We note that viscoelastic sensors with a significant viscous component will not recover once strained beyond the yield point.[7] As our sensors are highly elastic, it is possible to operate the materials over a much wider strain range.

The structure of our composites, as highlighted in Figure 2B, consists of shells of graphene surrounding pristine PDMS “cores.” These shells, which are interdiffused with PDMS chains, are responsible for increasing the Young’s modulus (by virtue of interfacial stress transfer between the matrix and graphene) as well as the unusual increase in failure strain observed in Figure 3B. The increase in failure strain is likely a result of the reduction in overall crosslink density due to the penetration of the PDMS chains into the dense graphene shell, which interrupts interchain interactions both within and across the shell. Macroscopically, we observe a large increase in the toughness of the composites as a direct result; see Figure 3E.

From this reasoning one also anticipates a modification to the loss tangent of the composite materials; by virtue of lowering the crosslink density, the samples behave in an increasingly viscous but less elastic fashion (rather than being highly elastic, as is the case with pristine PDMS). A comparison of several samples’ loss tangents obtained by dynamic mechanical analysis (DMA) with that of pristine PDMS films is shown in Figure 3F.

2.4. Strain Sensing and Calibration

The electrical properties and strain range of these composites demonstrated in Figure 2 naturally invite their application as strain sensors. Nanocomposites are attractive candidates for next-generation strain sensors due to their elasticity, but widespread adoption by industry has been hampered by nonlinear effects such as hysteresis and creep, making accurate, repeatable strain readouts an ongoing challenge.[26]

Strain sensitivity is most usually characterized as the relative change in resistance per unit strain known as the gauge factor $G^{[28]}

\[ G = 1 + 2\nu + \frac{\Delta\rho}{\rho_0} + \frac{\Delta R}{R_0} + \frac{\Delta\varepsilon}{\varepsilon_0} = (1 + \frac{\Delta R}{R_0}) \frac{\Delta\varepsilon}{\varepsilon_0} \]

where $\nu$ is Poisson’s ratio, $\rho$ is the resistivity, $\rho_0$ is the initial resistivity, $R$ is the resistance, $R_0$ is the initial resistance, and $\varepsilon$ is the applied strain. The gauge factor is a useful metric for characterizing sensitivity and reading out strain but applies only in the initial, linear region of $R/R_0$ a rule not always followed in the literature.[27,28] Commercial strain sensors are typically based on metal foil gauges in which a significant portion of their sensitivity arises from the changing geometry under strain, as described by the Poisson ratio, $\nu$. Since $\nu = 0.3–0.5$ for most materials, higher sensitivities are only accessible via piezoresistivity. Accuracy and reliability are preferred over sensitivity and strain range, with commercial gauge devices exhibiting a highly linear response. Their main weakness, however, is their relatively low sensitivity and strain range, with gauge factors ranging from 2 to 5 and maximum strains of 5% strain or less.[10] As a result of this operating range, such sensors are applicable in use cases such as measuring the deflection of rigid mechanical structures.

For practical applications, it is only necessary to have a calibratable response to applied strain, i.e., consistent, strictly monotonic and detectable. The range over which these conditions hold will be referred to as the working strain range. For exponential responses, using $R/R_0 = AR/R_0 + 1$ allows for a single parameter function of the form $R/R_0 = e^{G_{exp} \Delta\varepsilon}$. This behavior is observed and depicted in Figure 4A, with $R/R_0$ as a function of strain for a high-loading composite ($\phi = 16.5$ vol%) shown over the working strain range. Plotting $R/R_0 = e^{G_{exp} \Delta\varepsilon}$ with $G_{exp} = 18.3$ provides an excellent fit ($R^2 = 0.998$), holding up to 80% strain. Since exponentials are linear to first order, $G_{exp}$ satisfies the definition of the gauge factor in the low-strain linear regime.

Furthermore, $G_{exp}$ appears to be independent of $\phi$, fluctuating statistically randomly around 20 (Figure 4B). This suggests that the exponential response is attributed to the deformation of the conductive network and subsequent tunneling distance increase, with the average intersheet separation in our system remaining constant at all loading levels. The robustness of the exponential response suggests full calibration of the sensor is possible, facilitating accurate strain measurement even in the high-strain regime. We note that if the calibration phase gives $G_{exp} = 20$, an error of ±1 in $G_{exp}$ corresponds to an error of 5% in the calculated strain (see Figure S7 in the Supporting Information). Although the functional form is independent of loading level, the maximum $R/R_0$ and working strain range are determined by the conductivity and durability of the composite. Therefore, the highest loading level composites are the best candidates for strain sensing.

Although exponential responses have been reported in other nanocomposite strain sensors,[28,29] $G_{exp}$ is significantly lower in these systems, ranging from $G_{exp} = 1–5$ and valid up to varying degrees of strain. Interestingly, some workers observe an increase in $G_{exp}$ at higher loadings albeit with significant scatter,[30] while others find $G_{exp}$ to be constant across all loadings.[31] Despite the lack of standardization in reporting strain sensor performance,[32] Figure 4C facilitates an easy comparison of our sensor with over 230 linear and nonlinear sensors found in the literature. The maximum sensitivity, $\Delta R/R_0 \Delta\varepsilon$ is plotted against the working strain at which this is achieved. Linear sensors (blue dots) have a functional form that can be deduced, while nonlinear sensors (red dots) seldom
Figure 4. Strain sensing for emulsion-based composites. A) \( \frac{R}{R_0} \) versus strain for \( \phi = 16.5 \text{ vol\%} \). B) Sensitivity exponent \( G_{\exp} = \ln(\frac{R}{R_0})/\varepsilon \), shown to be independent of loading level. C) Strain sensitivity \( \frac{R}{R_0} \) versus working strain, as reported in the literature. Blue dots indicate the maximum sensitivity and working strain range of linear sensors regimes while red dots indicate the maximum sensitivity and working strain range of nonlinear sensors extracted from over 230 references. The green line represents the response of our sensors, \( \exp(20\varepsilon) \) while the gold region highlights the challenge region of high sensitivity and high working strain. D) Sensitivity decay of \( G_{\exp} \) as a function of strain between the first cycle and \( >1000 \) cycles later, converging to \( -4 \). E) \( \frac{R}{R_0} \) versus strain for cyclic strain of \( 0.07\% \) driven at 16.67 Hz. F) \( \frac{R}{R_0} \) versus time for cyclic strain of \( 74\% \) driven at 0.81 Hz. G) Fourier transform of (e) and (f), with clear peaks at the driving frequency.

We have developed a method of incorporating large quantities of graphene nanosheets into a PDMS matrix in a structured, controllable fashion that results in excellent electromechanical properties ideally suited to strain sensing applications. We have mapped out the underlying principles of the technique to enable additional optimization, and in principle one may extend our approach to other polymers and nanomaterials of interest.

3. Conclusion
The morphology of the emulsion-templated network imbues the composite with conductivities several orders of magnitude higher than isotropic composites at low loading levels (≈5 vol%) and is likely responsible for the robust exponential sensitivity to strain. Able to detect strains \(<0.1\%\) and \(>80\%\), we demonstrate sensor measurements of pulse, joint motion, and ventilation using the composites described. This promising technology may prove especially useful in established fields such as healthcare, sports performance monitoring and rapidly growing fields such as soft robotics.

4. Experimental Section

To establish the phase inversion point in Figure 1C and plot the phase inversion boundary in Figure 1E, 100 mg of graphene powder was added to 10 mL of ethyl acetate and bath sonicated. A mixture of EG:DI water was added in ratios ranging from 10:0 to 0:10 in 10 vol% increments such that the water phase also totals 10 mL. The mixture was then shaken vigorously for 30 s and was characterized as o/w or w/o by the buoyancy of the droplet phase, as the water phase was denser than the oil phase.

To establish the droplet size dependence on graphene content, w/o emulsions was opted as seen in Figure 1D,F. This is because graphene has a surface energy between air and “water” and will seek to stabilize that interface. This water–air interface is only present for oil in water emulsions and will lead to a continuous film of graphene at the surface, obscuring the contents below. For w/o emulsions, however, hydrophobic containers must be used to prevent the droplets from bursting as the high surface tension water phase will seek to stabilize the even greater surface energy disparity between glass and graphene. To ensure a w/o emulsion, the water phase was consisted of 100% DI water, while the oil phase was consisted of 1:1:2 PDMS:EA:DCM. 5–50 mg (in 5 mg increments) of graphene powder was weighed out into hydrophobic (silanized) glass vials before 0.5 mL of DI water was added and sonicated together. 3.5 mL of the oil phase was added and the mixture was shaken vigorously. The newly formed emulsion was poured into a hydrophobic (PTFE) cubic well 4 cm³ in volume and images were taken under 10× magnification. Using ImageJ software, 100 droplets were measured along their longest dimension for each sample, the average was taken and the standard error was calculated.

Figure 5. Biomechanical strain sensing for emulsion-based sensors. A) Sensor in relaxed position with finger fully extended, attached using scotch tape. B) Sensor under full extension for finger bending. C) Relative resistance change for “small,” “medium,” and “large” finger bending with the estimated strain on the second axis. D) Photo of sensor placement over the carotid artery (1). E) Electrical response taken from the carotid artery (1) with baseline drift subtracted. F) FFT of (E). G) Sensor placement for pulse (1) and breathing a pulse (2) measurements. H) Relative resistance change taken from the chest (2) under deep breathing. Inset: Pulse signal extracted and baseline drift subtracted. I) FFT of (H).
A Hansen parameter approach was used to identify cosolvents for graphene (Thomas Swan, Premium Elicarb graphene powder) and PDMS (Farnell UK, Qsi b, 4500 mPa s) (see the Supporting Information). Dichloromethane (Sigma Aldrich, 1.325 g mL\(^{-1}\), 0.413 mPa s at 25 °C) and ethyl acetate (Sigma Aldrich, 0.902 g mL\(^{-1}\), 0.426 mPa s at 25 °C) were found to be capable of thinning the PDMS and dispersing pre-exfoliated graphene well enough to emulsify the oil–water mixture. It was found that 2:1 parts DCM:EA:PDMS by volume offered a reasonable compromise toward matching the density of the oil and water phases, lowering the viscosity of the oil phase and maintaining an acceptable solids content.

The graphene powder used was a commercially available product, with the following taken from the datasheet: average particle size distribution: \(D_{90} = 1 \mu m, D_{50} = 4 \mu m, D_{10} = 10 \mu m\). Sheet resistance was typically \(< 25 \Omega \square^{-1}\) normalized to 25 \(\mu m\). Surface area \(\approx 50–100 \text{ m}^2 \text{ g}^{-1}\) (BET). \(D/C < 0.15\) (very low defect material). % Residue < 1%. % Surfactant < 3%.

Graphene powder was added to DCM (Table S1 in the Supporting Information) and bath sonicated (Grant XUB Bath Sonicator) at 10 °C for 1 h before being added to the ethyl acetate-swelled PDMS and homogenized via vigorous shaking for 30 s. Ethylene glycol was then added such that the o:w ratio is 40:60 v/v before shear mixing (Silverson LSM-A) at 10 000 rpm for 2 min. The newly formed emulsions were resealed and allowed to interdiffuse for a time \(t_{SW}\) before being reshaken for 30 s and poured into a glass petri dish. The emulsions were then placed in an oven at 30 °C for 1 h before raising the temperature by 10 °C every hour until 70 °C was reached and subsequently maintained overnight, unless otherwise stated. This was to avoid turbulent boiling of DCM and EA from the PDMS when curing.

To determine the morphological time dependence of the composites in Figure 2, five identical o:w emulsions were made using this method, with \(\phi = 7.3\ \text{vol} \%\). They were each allowed to stand for 21–501 h, before being poured into glass Petri dishes and cured through incremental polymerization near to the graphene network. For this reason, all samples with \(\phi > 10.6\ \text{vol} \%\), the aforementioned curing profile was insufficient to harden the composites likely due to reduced crosslink density near to the graphene network. For this reason, all samples with \(\phi = 5.6\ \text{vol} \%\) and above were held in the oven for an additional night at 70 °C.

The electrical properties of these composites were measured as they were strained until failure. The samples were insulates against the TA using sandpaper while establishing an electrical connection to the Keithley probe station via crocodile clips attached to tin foil strips pressed against the silver-painted composite electrodes during clamping. An exponential fit was applied to \(R/R_0\) over an appropriate strain range \((R^2 > 0.95)\). The average exponent was plotted in Figure 4B as a function of the graphene loading level.

Subsequent strain sensing measurements were performed on the highest loading level samples, i.e., \(\phi = 16.5\ \text{vol} \%\) by volume, due to their superior conductivity and durability as discussed in the main text.
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