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Abstract

The study of token addition and removal and token jumping reconfiguration graphs for power domination is initiated. Some results established here can be extended by applying the methods used for power domination to reconfiguration graphs for other parameters such as domination and zero forcing, so these results are first established in a universal framework.
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1 Introduction

Reconfiguration examines relationships among solutions to a problem. The reconfiguration graph has as its vertices solutions to a problem and edges are determined by a reconfiguration rule that describes relationships between the solutions. Reconfiguration can also be viewed as a transformation process, where the reconfiguration rule describes a single step between one solution and another. Then, reconfiguration is a sequence of steps between solutions in which each intermediate state is also a solution. Being able to transform one solution to another another is equivalent to having a path between the two solutions in the reconfiguration graph, i.e., the two solutions are in the same connected component of the reconfiguration graph.

Nishimura describes three types of reconfiguration rules, token addition and removal, token jumping, and token sliding in [9]. There she surveys recent work on both structural and algorithmic questions across a broad variety of parameters. For many reconfiguration problems arising from graphs (including all those we study), a solution can be represented as a subset of the vertices of a graph $G$ (such a subset is sometimes identified by the placement of a token on each of the vertices of the subset). The token addition and removal (TAR) reconfiguration graph has an edge between two sets if and only if one can be obtained from the other by the addition or removal of a single vertex. The token jumping (TJ) reconfiguration graph has an edge between two sets if and only if one can be obtained from the other by exchanging a single vertex. The token sliding (TS) reconfiguration graph has an edge between two sets if and only if one can be obtained from the other by exchanging a single vertex and the vertices exchanged are adjacent in $G$. Both the TAR graph
(involving all feasible subsets of vertices of $G$) and the $k$-TAR graph, which permits feasible subsets of at most $k$ vertices, are studied.

In this paper we initiate the study of the token addition and removal (both TAR and $k$-TAR) and the token jumping reconfiguration graphs for power domination. The concept of power domination was introduced in graph theory to model the monitoring process of electrical power networks in [8] (the formal definitions of power domination and related terms are given below after further discussion). An electric power network can be modeled by a graph in which a vertex can represent a power plant, station, transformer, generator, or user, and edges represent the power lines between them. An electric power network must be monitored continuously in order to prevent blackouts and power surges, and the most widely used monitoring method consists of placing Phasor Measurement Units (PMUs) at selected network locations. PMUs measure the magnitude and the phase angle of the electric waves at the location where they are placed [11]. Due to their cost, it is important to minimize the number of PMUs used to monitor a power grid. The PMU placement problem in electrical engineering consists of finding locations in the network where PMUs can be placed to monitor the entire network with the minimum number of PMUs possible. However, the implementation of large scale systems of PMUs has shown that minimizing the number of PMUs yields unsatisfactory results due to the lack of redundancy in the event of failures. Moreover, research in electrical engineering has proven that the addition of a few PMUs is a cost effective alternative to enhance the system reliability [10, 11].

As a result, there is now interest on non-minimum solutions to the PMU placement problem, and in particular, in the transformation of existing solutions into other more reliable alternatives [11].

There are certain similarities with previous work on TAR and $k$-TAR reconfiguration graphs for domination [7] and TJ reconfiguration graphs for zero forcing [6] (there called ‘token exchange’ reconfiguration graphs). This led us to establish many of the standard properties in a universal framework for properties and parameters satisfying certain conditions; examples to which these results apply include power domination, domination, and zero forcing. TAR and $k$-TAR reconfiguration graphs are discussed in Section 2 and TJ reconfiguration graphs in Section 3. Power domination TAR and $k$-TAR reconfiguration graphs are discussed in Section 4 and power domination TJ reconfiguration graphs in Section 5. Each of these sections contains a precise definition of the relevant reconfiguration graph and related terms.

In Section 2, we establish properties of a graph $G$ that are encoded in its TAR reconfiguration graph, such as the order of $G$ and $X(G)$ (where $X(G)$ is a parameter satisfying the conditions used to establish universal results). In Section 3, we present a family of graphs $G_{n}$ whose TAR graphs require a large $k$ to ensure the $k$-TAR graph is connected (arbitrarily exceeding the standard lower bound). We also show that the star is the only connected graph that achieves maximum upper power domination number (largest minimal power dominating set) and thus the star is then only graph without isolated vertices that realizes its TAR reconfiguration graph. In Section 4, we provide techniques for realizing specific graphs as power domination TJ reconfiguration graphs, and give examples of disconnected TJ reconfiguration graphs.

In the remainder of this introduction we define additional terminology and notation. A graph is a pair $G = (V(G), E(G))$ where $V(G)$ is a non-empty set of vertices and $E(G)$ is a set of edges; an edge is a 2-element subset of $V(G)$. The order and size of $G$ are defined as $|V(G)|$ and $|E(G)|$, respectively. Let $u$ and $v$ be vertices of $G$. If $e = \{u, v\}$ is an edge of $G$ (e also denoted by $uv$ or $vu$), then $e$ is incident with $u$ and $v$, and in this case vertices $u$ and $v$ are said to be adjacent or neighbors. The (open) neighborhood of $v$ is $N_{G}(v)$ defined as the set of all neighbors of $v$ and the closed neighborhood of $v$ is $N_{G}[v]$ defined as $N_{G}[v] = N_{G}(v) \cup \{v\}$. The cardinality of $N_{G}(v)$ defines the degree of $v$, which is denoted by $\deg_{G}(v)$. The maximum degree and minimum degree of $G$ are denoted by $\Delta(G)$ and $\delta(G)$, and they are defined as the maximum and minimum of the set of degrees of all vertices of $G$, respectively. A graph $G$ is regular when $\Delta(G) = \delta(G)$, and in this case, $G$ is $r$-regular for the integer $r$ such that $\Delta(G) = \delta(G) = r$. A leaf is a vertex of degree one. The subgraph induced by $W \subseteq V(G)$, denoted by $G[W]$, has the vertex set $W$ and edge set $\{wz : w, z \in W \text{ and } wz \in E(G)\}$.

A path of length $\ell$ is a sequence of distinct vertices $v_{0}, \ldots, v_{\ell}$ such that $v_{i}$ is a neighbor of $v_{i+1}$ for every integer $i$, $0 \leq i \leq \ell - 1$. Such a path is also described as a path between $v_{0}$ and $v_{\ell}$ (or vice versa). A graph $G$ is connected if there exists a path between any two different vertices of $G$. If $u$ and $v$ are different vertices in a connected graph $G$, the distance between $u$ and $v$, denoted by $\dist_{G}(u, v)$, is defined to be the minimum length of a $uv$-path, or a path between $u$ and $v$. The diameter of a connected graph $G$ is $\diam(G)$ defined as the maximum value of $\dist_{G}(u, v)$ over all pairs of different vertices $u$ and $v$ of $G$. Two graphs $G$ and $H$
are disjoint if \( V(G) \cap V(H) = \emptyset \) and the disjoint union of \( G \) and \( H \) is denoted by \( G \sqcup H \).

For any positive integer \( n \), let \( V_n = \{v_1, \ldots, v_n\} \). A path of order \( n \) is denoted by \( P_n \) and defined by \( V(P_n) = V_n \) and \( E(P_n) = \{(v_i, v_{i+1}) : 1 \leq i \leq n - 1\} \). A complete graph of order \( n \) is denoted by \( K_n \) and defined to be the \((n - 1)\)-regular graph with \( V(K_n) = V_n \). For \( n \geq 3 \), a cycle of order \( n \) is denoted \( C_n \) and defined by \( V(C_n) = V_n \) and \( E(C_n) = E(P_n) \cup \{(v_i, v_1) : 1 \leq i \leq n - 1\} \). For \( n \geq 4 \), the wheel of order \( n \) is denoted by \( W_n \) and is the graph defined by \( V(W_n) = V(C_{n-1}) \cup \{v_0\} \) and \( E(W_n) = E(C_{n-1}) \cup \{(v_0, v_i) : 1 \leq i \leq n - 1\} \).

When studying reconfiguration graphs we often use the symmetric difference of sets \( S \) and \( S' \), which we denote by \( S \triangle S' = (S \setminus S') \cup (S' \setminus S) \).

Let \( G \) be a graph and let \( S \) be a non-empty subset of vertices of \( G \). For a non-negative integer \( i \), recursively define \( P^i[S] \) by

1. \( P^0[S] = S \) and \( P^1[S] = N[S] \)
2. If \( i \geq 2 \), then \( P^i[S] = P^{i-1}[S] \cup \{u : N_G(v) \setminus P^{i-1}[S] = \{u\} \) for some \( v \in P^{i-1}[S] \).

If there exists \( t \) such that \( P^t[S] = V(G) \) then \( S \) is a power dominating set of \( G \). In particular, if \( P^1[S] = V(G) \) then \( S \) is a dominating set of \( G \). A power dominating set with minimum cardinality is a minimum power dominating set. The power domination number of \( G \), denoted by \( \gamma_P(G) \), is the cardinality of a minimum power dominating set of \( G \). The definition of power domination presented here is a simplified version of that in [3] that was shown to be equivalent by Bruni and Heath in [3]. For every positive integer \( i \), \( P^i[S] \) denotes the set of vertices observed from \( S \) in round \( i \) and it is defined by \( P^i[S] = P^{i-1}[S] \setminus P^{i-1}[S] \). For \( i \geq 2 \), the definition of \( P^i[S] \) implies that for every \( u \) in \( P^i[S] \) there exists \( v \) in \( P^{i-1}[S] \) such that \( N_G(v) \setminus P^{i-1}[S] = \{u\} \), and in this case, we say that \( v \) observes \( u \) in round \( i \).

2 A universal approach to TAR reconfiguration

Here we establish some basic properties of token addition and removal (TAR) reconfiguration graphs for a graph parameter \( X(G) \) defined as the minimum cardinality among all subsets of vertices of \( G \) that satisfy a given property \( X \), each of which is called an \( X \)-set. A minimal \( X \)-set is an \( X \)-set such that removal of any vertex from \( X \) results in a set that is not an \( X \)-set; every minimal \( X \)-set is a minimal \( X \)-set but not conversely. The upper \( X \) number \( \overline{X}(G) \) is the maximum cardinality of a minimal \( X \)-set. The next definition describes properties of \( X \) assumed when discussing TAR reconfiguration.

Definition 2.1. Let \( X \) be a property of sets of vertices of a graph such that:

1. If \( S \) is an \( X \)-set and \( S \subset S' \), then \( S' \) is an \( X \)-set.
2. \( \emptyset \) is not an \( X \)-set.
3. An \( X \)-set of a disconnected graph is the union of an \( X \)-set of each component.
4. For a graph \( G \) of order \( n \) with no isolated vertices, every set of \( n - 1 \) vertices is an \( X \)-set.

Examples of properties satisfying the conditions in Definition 2.1 and their corresponding graph parameters include:

- An \( X \)-set is a dominating set and \( X(G) \) is the domination number \( \gamma(G) \).
- An \( X \)-set is a power dominating set and \( X(G) \) is the power domination number \( \gamma_P(G) \).
- An \( X \)-set is a zero forcing set and \( X(G) \) is the zero forcing number \( Z(G) \).
- An \( X \)-set is a positive semidefinite zero forcing zero forcing set and \( X(G) \) is the positive semidefinite zero forcing number \( Z_+(G) \).
**Definition 2.2.** The \(k\)-token addition and removal (TAR) reconfiguration graph for a parameter \(X\), denoted by \(\mathcal{X}_{k}\text{TAR}(G)\), has as its vertex set the set of all \(X\)-sets of cardinality at most \(k\). There is an edge joining the two vertices \(S_1\) and \(S_2\) of \(\mathcal{X}_{k}\text{TAR}(G)\) if and only if one can be obtained from the other by the addition or removal of a single vertex, i.e., \(|S_1 \cup S_2| = 1\). Furthermore, \(\mathcal{X}\text{TAR}(G) = \mathcal{X}_3\text{TAR}(G)\) for a graph \(G\) of order \(n\).

The domination TAR reconfiguration graph and the upper domination number are discussed in [7]. The power domination TAR reconfiguration graph and the upper power domination number are discussed in Section 3.

**Remark 2.3.** Let \(X\) be a property satisfying the conditions in Definition 2.1. Any isolated vertex of a graph \(G\) must be in every \(X\)-set of \(G\). A graph with no isolated vertices has more than one minimal \(X\)-set, and no vertex is in every minimal \(X\)-set. Suppose \(G' = G \cup rK_1\) and \(G\) has no isolated vertices. In view of Definition 2.1, \(X(G') = X(G) + r, \mathcal{X}_{k+r}\text{TAR}(G') \cong \mathcal{X}_k\text{TAR}(G)\), and \(\mathcal{X}\text{TAR}(G') \cong \mathcal{X}\text{TAR}(G)\). Therefore, it is sufficient to study reconfiguration graphs with no isolated vertices. This is particularly important from the algorithmic point of view, as removing all isolated vertices prior to running an algorithm could significantly reduce the complexity.

**Observation 2.4.** If \(X\) is a property satisfying Definition 2.1, then knowledge of all the minimal \(X\)-sets is sufficient to determine \(\mathcal{X}\text{TAR}(G)\) and \(\mathcal{X}_k\text{TAR}(G)\) for all \(k \geq X(G)\).

### 2.1 Basic properties

In this section we present some elementary properties of TAR reconfiguration graphs.

**Proposition 2.5.** Let \(X\) be a property satisfying the conditions in Definition 2.1 and let \(G\) be a graph on \(n\) vertices with no isolated vertices. Then

1. \(|\mathcal{X}\text{TAR}(G)| = n\).
2. For any two \(X\)-sets \(S\) and \(S'\), \(\text{dist}_{\mathcal{X}\text{TAR}(G)}(S, S') = |S \ominus S'|\).
3. \(\text{diam}(\mathcal{X}\text{TAR}(G)) = \max_{S,S'}(|S \ominus S'|)\) where \(S\) and \(S'\) are \(X\)-sets.
4. \(n - X(G) \leq \text{diam}(\mathcal{X}\text{TAR}(G)) \leq n\).

**Proof.**

1: Let \(S \subseteq V(G)\) be a vertex of \(\mathcal{X}\text{TAR}(G)\) and let \(|S| = r\). Then there are at most \(r\) vertices that can be deleted (one at a time) leaving an \(X\)-set, and at most \(n - r\) vertices that can be added (one at a time). Thus \(\deg_{\mathcal{X}\text{TAR}(G)}(V(G)) \leq n\). Since every set of \(n - 1\) vertices is an \(X\)-set, \(\deg_{\mathcal{X}\text{TAR}(G)}(V(G)) = n\).

2 and 3: A path of length \(|S \ominus S'|\) from \(S'\) to \(S\) can be realized by successively adding vertices in \(S' \ominus S\) and then deleting vertices in \(S' \ominus S\), and there is no shorter path.

4: Apply 2, so \(\text{diam}(\mathcal{X}\text{TAR}(G)) \leq n\) is immediate. For \(n - X(G) \leq \text{diam}(\mathcal{X}\text{TAR}(G))\), consider the distance between a minimum \(X\)-set and \(V(G)\).

**Proposition 2.6.** Let \(X\) be a property satisfying the conditions in Definition 2.1 and let \(G\) be a graph on \(n \geq 3\) vertices. Then \(\delta(\mathcal{X}\text{TAR}(G)) = n - \overline{X}(G)\).

**Proof.** Let \(R = \mathcal{X}\text{TAR}(G)\). Let \(M\) be a minimal \(X\)-set of \(G\), with \(|M| = m\) for some \(m \geq 1\). Since \(N_R(M) = \{M \cup \{v\} : v \in V(G) \setminus M\}\), \(n - m = \deg_R(M) \geq \delta(R)\).

Let \(S\) be an \(X\)-set such that \(M \subseteq S\). Denote the elements of \(S \setminus M\) by \(U = \{u_1, \ldots, u_t\}\) and those of \(V(G) \setminus S\) by \(W = \{w_1, \ldots, w_{n-m-t}\}\). Then the sets of the form \(S \setminus \{u_i\}\) with \(u_i \in U\) and \(S \cup \{w_j\}\) with \(w_j \in W\) are neighbors of \(S\) in \(R = \mathcal{X}\text{TAR}(G)\), and \(|N_R(S)| \geq n - m\).

Since \(\deg_R(M) = n - |M|\) for any minimal power dominating set, a minimal power dominating set of maximum cardinality is a minimum degree vertex in \(R\). That is, \(\delta(\mathcal{X}\text{TAR}(G)) = n - \overline{X}(G)\).
Remark 2.7. Let $X$ be a property satisfying the conditions in Definition 2.1 and let $G$ be a graph of order $n$ with no isolated vertices. By considering the subgraph of $\mathcal{F}_{k}^{\text{TAR}}(G)$ induced by $V(G)$ and the $n$ sets of cardinality $n - 1$, we see that $\mathcal{F}_{k}^{\text{TAR}}(G)$ has an induced subgraph isomorphic to $K_{1,n}$.

Let $S$ be a minimum $X$-set of $G$. For every vertex $v_{1}, \ldots, v_{n - X(G)} \in V(G) \setminus S$, the set $S \cup \{v_{i}\}$ is an $X$-set of $G$ and is adjacent to $S$ in $\mathcal{F}_{\text{X(G)}}^{\text{TAR}}(G)$. Since in $\mathcal{F}_{\text{X(G)}}^{\text{TAR}}(G)$ there are no edges between $X$-sets of the same cardinality, the subgraph of $\mathcal{F}_{\text{X(G)}}^{\text{TAR}}(G)$ induced by $S$ and $S \cup \{v_{i}\}, i = 1, \ldots, n - X(G)$ is isomorphic to $K_{1,n-X(G)}$.

2.2 Connectedness

A main question in reconfiguration is: For which $k$ is the $k$-reconfiguration graph connected? As noted in [7] for domination, $\mathcal{F}_{k}^{\text{TAR}}(G)$ is always connected (every $X$-set can be augmented one vertex at a time to get $V(G)$). Following [7], we consider the least $k$ such that $\mathcal{F}_{k}^{\text{TAR}}(G)$ is connected for all $k \geq k_{0}$; this value is denoted by $x_{0}(G)$. As suggested in [9], we also consider the least $k$ such that $\mathcal{F}_{k}^{\text{TAR}}(G)$ is connected; this value is denoted by $x_{0}(G)$.

Proposition 2.8. Let $X$ be a property satisfying the conditions in Definition 2.1 and let $G$ be a graph of order $n$ with no isolated vertices. Then $X(G) \leq x_{0}(G) \leq x_{0}(G)$ and $X(G) + 1 \leq x_{0}(G) \leq \min\{\overline{X}(G) + X(G), n\}$. If $G$ has more than one minimum $X$-set, then $X(G) + 1 \leq x_{0}(G)$.

Proof. From the definitions, $X(G) \leq x_{0}(G) \leq x_{0}(G)$ is immediate. Recall that by our assumptions about $X, G$ has more than one minimal $X$-set. Let $S \subset V(G)$ be minimal $X$-set with $|S| = \overline{X}(G)$. Then $S$ is an isolated vertex of $\mathcal{F}_{k}^{\text{TAR}}(G)$ (because we can’t add a vertex, and removal results in a set that is not an $X$-set). Thus $\overline{X}(G) + 1 \leq x_{0}(G)$. Similarly, $X(G) + 1 \leq x_{0}(G)$ when $G$ has more than one minimum $X$-set.

Let $k_{0} = \min\{\overline{X}(G) + X(G), n\}$. Let $S \subset V(G)$ be a minimal $X$-set of $G$ and $S' \subset V(G)$ be a minimal $X$-set of $G$. To ensure $\mathcal{F}_{k}^{\text{TAR}}(G)$ is connected for all $k \geq k_{0}$, it is sufficient to show that every such pair of vertices $S$ and $S'$ is connected in $\mathcal{F}_{k}^{\text{TAR}}(G)$, because building onto minimal sets does not disconnect the reconfiguration graph. If $\overline{X}(G) + X(G) \leq n$, define $S'' = S \cup S'$. Then each of $S$ and $S'$ is connected by a path to $S''$ by adding one vertex at a time. Thus $x_{0}(G) \leq \overline{X}(G) + X(G)$. $\Box$

The bounds in Proposition 2.8 are already known for some parameters, e.g., for domination, $\overline{\gamma}(G) + 1 \leq d_{0}(G) \leq \min\{\overline{\gamma}(G) + \gamma(G), n\}$ [1] (where $d_{0}(G)$ denotes the least $k_{0}$ such that the domination $k$-TAR reconfiguration graph is connected for all $k \geq k_{0}$).

Corollary 2.9. Let $X$ be a property satisfying the conditions in Definition 2.1 and let $G$ be a graph with no isolated vertices. If $X(G) = 1$, then $x_{0}(G) = \overline{X}(G) + 1$.

The next remark presents a condition that guarantees that a graph $G$ with $X(G) > 1$ satisfies $\overline{X}(G) + 2 \leq x_{0}(G)$.

Remark 2.10. Let $X$ be a property satisfying the conditions in Definition 2.1 and let $G$ be a graph with no isolated vertices and $X(G) > 1$. If $G$ has an $X$-set $S$ such that $|S| = \overline{X}(G)$ and for every $u$ and $v$ such that $u \in S$ and $v \in V(G) \setminus S$, the set $B = (S \setminus \{u\}) \cup \{v\}$ is not an $X$-set of $G$, then the graph $\mathcal{F}_{\overline{X}(G) + 1}^{\text{TAR}}(G)$ has a connected component isomorphic to $K_{1,n-\overline{X}(G)}$ where $n = |V(G)|$ (cf. Remark 2.7). Since there is a minimal $X$-set that is not $S$, there is another component.

Proposition 2.11. Let $X$ be a property satisfying the conditions in Definition 2.1 and let $G$ be a graph. Partition the minimal $X$-sets into two sets $\{S_{1}, \ldots, S_{k}\}$ and $\{T_{1}, \ldots, T_{t}\}$. Let $s = \max_{i=1}^{k} |S_{i}|$, $t = \max_{i=1}^{t} |T_{i}|$, $S = \bigcup_{i=1}^{k} S_{i}$, $T = \bigcup_{i=1}^{t} T_{i}$, and suppose $S \cap T = \emptyset$. Then

1. $\text{diam}(\mathcal{F}_{s+t}^{\text{TAR}}(G)) \geq s + t$.

2. $x_{0}(G) \geq s + t$. 
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Proof. Let $S \in \{S_1, \ldots, S_k\}$ with $|S| = s$, and $T \in \{T_1, \ldots, T_t\}$ with $|T| = t$. Since $S \cap T = \emptyset$, $\text{dist}_{\mathcal{X}^\text{TAR}(G)}(S, T) = s + t$ by Proposition 2.5. Thus $\text{diam}(\mathcal{X}^\text{TAR}_k(G)) \geq s + t$. Furthermore, there is no path between $S$ and $T$ in $\mathcal{X}^\text{TAR}_k(G)$ for $k$ with $\max\{s, t\} \leq k \leq s + t - 1$. □

Note that the assumption that $S \cap T = \emptyset$ in Proposition 2.11 implies that any graph to which this applies has no isolated vertices.

### 2.3 Hypercube representation

The graph having all $(0, 1)$-sequences as vertices with two sequences adjacent exactly when they differ in one place is a characterization of $Q_n$, the hypercube of dimension $n$. There is a well-known representation of any TAR reconfiguration graph as a subgraph of a hypercube. Let $G$ be a graph with $\lvert V(G) \rvert = n$. Any subset $S$ of $V(G)$ can be represented by a sequence $(s_1, \ldots, s_n)$ where $s_i = 1$ if $v_i \in S$ and $s_i = 0$ if $v_i \notin S$. If we restrict $S$ to being an $X$-set, then $\mathcal{X}^\text{TAR}(G)$ is isomorphic to a subgraph of $Q_n$.

**Remark 2.12.** Let $X$ be a property satisfying the conditions in Definition 2.1. For every graph $G$ of order $n$ and $k \geq X(G)$, $\mathcal{X}^\text{TAR}_k(G)$ is a subgraph of $Q_n$. Thus $\mathcal{X}^\text{TAR}_k(G)$ is bipartite. Hence, a graph that is not bipartite cannot be realized as a TAR graph.

**Remark 2.13.** Let $X$ be a property satisfying the conditions in Definition 2.1. It is easy to see that $\mathcal{X}^\text{TAR}(G)$ is not isomorphic to any hypercube for any graph of order $n \geq 2$. Suppose first that $G$ has no isolated vertices. Recall that $\Delta(\mathcal{X}^\text{TAR}(G)) = n$, so if $\mathcal{X}^\text{TAR}(G)$ is a hypercube it must be $Q_n$. But the order of $Q_n$ is $2^n$ and the order of $\mathcal{X}^\text{TAR}(G)$ is at most $2^n - 1$ since $\emptyset$ is not an $X$-set. If $G' = G \cup rK_1$ and $G$ has no isolated vertices, then $\mathcal{X}^\text{TAR}(G') \cong \mathcal{X}^\text{TAR}(G) \neq Q_d$ for any $d$.

**Lemma 2.14.** Let $X$ be a property satisfying the conditions in Definition 2.1. Let $G$ be a graph on $n \geq 2$ vertices and let $1 \leq t \leq n - 1$. Then $X(G) \leq n - t$ if and only if $\mathcal{X}^\text{TAR}(G)$ has an induced subgraph isomorphic to the hypercube $Q_t$.

**Proof.** Let $S$ be a minimum $X$-set and let $W = V(G) \setminus S$. The induced subgraph of $\mathcal{X}^\text{TAR}(G)$ having vertices consisting of sets of the form $S \cup W'$ over all subsets $W' \subseteq W$ is $Q_{n-\lvert X(G) \rvert}$. Any hypercube $Q_t$ for $n - X(G) \geq t \geq 1$ is an induced subgraph of $Q_{n-\lvert X(G) \rvert}$.

Suppose $H$ is an induced subgraph of $\mathcal{X}^\text{TAR}(G)$ isomorphic to $Q_t$ for some $1 \leq t \leq n - 1$. Choose $S \in V(H)$ such that $\lvert S \rvert$ is minimum over all $X$-sets in $H$. Since no vertex in $H$ has fewer vertices than $S$, every one of the $t$ neighbors of $S$ in $H$ is obtained by adding a vertex of $G$ to $S$. Thus $\lvert V(G) \setminus S \rvert \geq t$ and $X(G) \leq \lvert S \rvert \leq n - t$. □

**Corollary 2.15.** Let $X$ be a property satisfying the conditions in Definition 2.1. Let $G$ be a graph on $n \geq 2$ vertices. Then $d = n - X(G)$ is the maximum dimension of a hypercube isomorphic to an induced subgraph of the reconfiguration graph $\mathcal{X}^\text{TAR}(G)$.

**Corollary 2.16.** Let $X$ be a property satisfying the conditions in Definition 2.1. Suppose $G$ and $H$ have no isolated vertices and $\mathcal{X}^\text{TAR}(G) \cong \mathcal{X}^\text{TAR}(H)$. Then

1. $\lvert V(G) \rvert = \lvert V(H) \rvert$.
2. $X(G) = X(H)$.
3. $\overline{X}(G) = \overline{X}(H)$.

**Proof.** By Proposition 2.5, $\lvert V(G) \rvert = \Delta(\mathcal{X}^\text{TAR}(G)) = \Delta(\mathcal{X}^\text{TAR}(H)) = \lvert V(H) \rvert$. Corollary 2.15 implies $X(G) = X(H)$. By Proposition 2.6, $\overline{X}(G) = n - \delta(\mathcal{X}^\text{TAR}(G)) = n - \delta(\mathcal{X}^\text{TAR}(H)) = \overline{X}(H)$. □
3 Power domination token addition and removal (TAR) graphs

In this section we establish results for the $k$-token addition and removal (TAR) reconfiguration graphs for power domination. The power domination number $\gamma_P(G)$ is the cardinality of a minimum power dominating set, and the upper power domination number $\overline{\gamma_P}(G)$ is the maximum cardinality of a minimal power dominating set.

Definition 3.1. The $k$-token addition and removal (TAR) reconfiguration graph for power domination, denoted by $\mathcal{PD}_{k\text{ TAR}}(G)$, uses power dominating sets of cardinality at most $k$ as the vertices; $\mathcal{PD}_{k\text{ TAR}}(G) = \mathcal{PD}_{n\text{ TAR}}(G)$ for a graph $G$ of order $n$. These graphs have an edge between two vertex sets $S_1$ and $S_2$ when one can be obtained from the other by the addition or removal of a single vertex, i.e., $|S_1 \ominus S_2| = 1$.

Observe that power domination satisfies the conditions in Definition 2.1.

Example 3.2. If $G$ is a graph such that any one of its vertices is a power dominating set, $\mathcal{PD}_{k\text{ TAR}}(G)$ is isomorphic to an $n$-dimensional hypercube with one vertex deleted because the only subset of $V(G)$ that is not a power dominating set is the empty set. Examples of such graphs include $C_n, P_n, K_n$, and $W_n$.

3.1 Basic properties

Remark 2.3 applies to power domination, so we focus our attention on graphs with no isolated vertices. The next result applies Corollary 2.16 to power domination.

Corollary 3.3. Suppose $G$ and $H$ have no isolated vertices and $\mathcal{PD}_{k\text{ TAR}}(G) \cong \mathcal{PD}_{k\text{ TAR}}(H)$. Then

1. $|V(G)| = |V(H)|$.
2. $\gamma_P(G) = \gamma_P(H)$.
3. $\overline{\gamma_P}(G) = \overline{\gamma_P}(H)$.

The next result applies Proposition 2.5 (1) and (2) to power domination.

Corollary 3.4. Let $G$ be a graph on $n$ vertices with no isolated vertices. Then

1. $\Delta(\mathcal{PD}_{k\text{ TAR}}(G)) = n$.
2. In $\mathcal{PD}_{k\text{ TAR}}(G)$, the distance between any two power dominating sets $S$ and $S'$ is exactly $|S \ominus S'|$.

Proposition 3.5. Let $G$ be a graph with no isolated vertices, let $S$ be a minimal power dominating set of $G$, and define $S' = V(G) \setminus S$. Then $S \subseteq N(S')$, $S'$ is a dominating set, and $G$ contains two disjoint minimal power dominating sets.

Proof. Since $S$ is minimal and $G$ has no isolated vertices, each vertex in $S$ must have a neighbor in $S'$. Thus $S'$ is a dominating set, which must contain a minimal power dominating set (that is disjoint from $S$).

We can now improve the bound on the diameter given in Proposition 2.5 (1) for the power domination TAR reconfiguration graph.

Proposition 3.6. Let $G$ be a graph of order $n$ with no isolated vertices. Then $\text{diam}(\mathcal{PD}_{k\text{ TAR}}(G)) = n$.

Proof. Let $S$ be a minimal power dominating set of $G$. Since $S' = V(G) \setminus S$ is a power dominating set by Proposition 3.5, the distance between $S$ and $S'$ in $\mathcal{PD}_{k\text{ TAR}}(G)$ is $|S \cup S'| - |S \cap S'| = n$, and thus $\text{diam}(\mathcal{PD}_{k\text{ TAR}}(G)) = n$.

The next result applies Proposition 2.6 to power domination.

Corollary 3.7. Let $G$ be a graph on $n \geq 3$ vertices. Then $\delta(\mathcal{PD}_{k\text{ TAR}}(G)) = n - \overline{\gamma_P}(G)$.
3.2 Connectedness

The least $k_0$ such that $\mathcal{P}_k^{TAR}(G)$ is connected for all $k \geq k_0$ is denoted by $pd_0(G)$, and the least $k$ such that $\mathcal{P}_k^{TAR}(G)$ is connected is denoted by $\underline{pd}_0(G)$. The next two results are applications of Propositions 2.8 and 2.9 to power domination.

**Corollary 3.8.** Let $G$ be a graph of order $n$ with no isolated vertices. Then $\gamma_P(G) + 1 \leq pd_0(G) \leq \underline{pd}_0(G)$ and $\gamma_P(G) + 1 \leq pd_0(G) \leq \min\{\gamma_P(G) + \gamma_P(G), n\}$.

**Corollary 3.9.** Let $G$ be a graph with no isolated vertices. If $\gamma_P(G) = 1$, then $pd_0(G) = \gamma_P(G) + 1$.

There are many examples that achieve the lower bound $pd_0(G) = \gamma_P(G) + 1$, including when $\gamma_P(G) + 1 < \min\{\gamma_P(G) + \gamma_P(G), n\}$. Here we give one example.

**Example 3.10.** Let $b \geq a \geq 3$. Then $\gamma_P(K_{a,b}) = 2$ and $\gamma_P(K_{a,b}) = b - 1 \geq 2$, since there are three types of minimal power dominating sets of $K_{a,b}$: any subset of $a - 1$ vertices from the partite set $A$ of size $a$; any subset of $b - 1$ vertices from the partite set $B$ of size $b$; and any subset consisting of one vertex from $A$ and one from $B$. To see that $pd_0(K_{a,b}) = b = \gamma_P(K_{a,b}) + 1$, which is less than the upper bound of $\gamma_P(K_{a,b}) + \gamma_P(K_{a,b}) = \gamma_P(K_{a,b}) + 2$, it suffices to show that there is a path in $\mathcal{P}_b^{TAR}(K_{a,b})$ from any minimum power dominating set to any minimal power dominating set. Let $S$ be a minimum power dominating set. Thus $S = \{v, w\}$ for some $v \in A$ and $w \in B$. Let $M$ be a minimal power dominating set. If $S \cap M \neq \emptyset$, then $|S \cup M| \leq b$ and thus there is a path in $\mathcal{P}_b^{TAR}(K_{a,b})$ from $S$ to $M$. Assume that $M \cap S = \emptyset$. For each of the three types of minimal power dominating sets, we give a sequence of adjacent vertices in $\mathcal{P}_b^{TAR}(K_{a,b})$ that defines a path from $S$ to $M$.

Case 1: $M = \{\hat{v}, \hat{w}\}$:

$S_0 = S$, $S_1 = \{v, w, \hat{v}\} = S_0 \cup \{\hat{v}\}$, $S_2 = \{w, \hat{v}, \hat{w}\} = S_1 \backslash \{v\}$, $S_3 = \{w, \hat{v}, \hat{w}\} = S_2 \cup \{\hat{w}\}$, $S'' = \{w\} = M$.

Since each subset $S_i$ of $V(K_{a,b})$ above has at most 3 vertices, each subset is a vertex in $\mathcal{P}_b^{TAR}(K_{a,b})$.

Case 2: $M = \{v_1, \ldots, v_{a-1}\} \subset A$:

$S_0 = S$, $S_1 = S_0 \cup \{v_1\}$, $S_2 = S_1 \backslash \{v\}$, $S_i = S_{i-1} \cup \{v_{i-1}\}$ for $i = 3, \ldots, a$, $S_{a+1} = S_0 \backslash \{w\} = M$.

In other words, we first add a vertex from $M$ to $S$, then remove $v$, then add the remaining vertices in $M$ one at a time to $S$, and finally remove $w$ to reach $M$. Each subset of vertices we create in this way has no more than $a$ vertices, and thus each subset is a vertex in $\mathcal{P}_b^{TAR}(K_{a,b})$.

Case 3: $M = \{w_1, \ldots, w_{b-1}\} \subset B$: This case is similar to Case 2.

Next we present a family of graphs that realize the upper bound $pd_0(G) = \gamma_P(G) + 1$, including when $\gamma_P(G) + 1 < \min\{\gamma_P(G) + \gamma_P(G), n\}$.

**Definition 3.11.** For any integer $n \geq 3$ let $G_n = (V_n, E_n)$ be the graph defined by

- $V_n = T_n \cup \{v^{n}_{i}\}_{i=1}^{n-1}$ where $T_n = \{u_1, \ldots, u_{n-1}\}$ and $S_{n,i} = \{v^{i}_{1}, \ldots, v^{i}_{n}\}$, for every integer $i$, $1 \leq i \leq n$.
- For integers $i = 1, \ldots, n$ and $j = 1, \ldots, n - 1$: $N_{G_n}(v^{j}_{i}) = \{u_j\} \cup \{v^{p}_{i} : 1 \leq p \leq n, p \neq j\}$
  $N_{G_n}(v^{i}_{1}) = \{v^{1}_{i}, \ldots, v^{i}_{n-1}\}$
  $N_{G_n}(u_j) = \{v^{j}_{r} : 1 \leq r \leq n\}$

The graph $G_4$ is shown in Figure 3.1:

**Theorem 3.12.** For $n \geq 3$, the graph $G_n$ has $\gamma_P(G_n) = \gamma_P(G_n) = n - 1$ and $pd_0(G_n) = pd_0(G_n) = 2n - 2 > \gamma_P(G_n) + 1 = \gamma_P(G_n) + 1$.

**Proof.** We begin by establishing that each of the following is a power dominating set: $T_n$, and any set consisting of exactly one vertex from all but one of the sets $S_{n,i}$. For $T_n$, note that $N_{G_n}(T_n) = V_n \backslash \{v^{i}_{i} : 1 \leq i \leq n\}$ by the definition of $G_n$. Thus $\{v^{i}_{i} : 1 \leq i \leq n\}$ are observed in the second round, and it follows that $T_n$ is a power dominating set of $G_n$. Let $A \subset \bigcup_{i=1}^{n-1} S_{n,i}$ such that $|A| = n - 1$ and $|A \cap S_{n,i}| \leq 1$ for any $i = 1, \ldots, n$. The conditions imposed on $A$ imply it contains one and only one vertex in $S_{n,i}$ for all $i = 1, \ldots, n$. The proof is similar to that of Theorem 2.10.
Figure 3.1: The graph $G$

$i \in \{1, \ldots, n\}$ with the exception of one particular integer, say $p$. This means that $V_n \setminus N_G[A] \subseteq T_n \cup S_{n,p}$. Since $n \geq 3$, there exists $i$ such that all vertices in $S_{n,i}$ are observed in round 1, and since each vertex in $S_{n,i}$ has at most one neighbor in $T_n$, any vertex in $T_n$ not observed in round 1 is observed in round 2. Then, after two propagation rounds we can assume the only unobserved vertices of $G$ are those in $S_{n,p}$. Since all vertices in $T_n$ are observed after round 2, and each of them has one and only one neighbor in $S_{n,p}$, $v^p_j$ is observed after round 3 for $j = 1, \ldots, n - 1$. As a result, after round 3 there is exactly one non-observed vertex, $v^p_n$, which is observed in the following propagation round. Hence, $A$ is a power dominating set.

Let $U \subseteq V(G_n)$ such that $U \cap S_{n,i} = \emptyset$, $U \cap S_{n,j} = \emptyset$, $i \neq j$, and $T_n \not\subseteq U$. We show that $U$ is not a power dominating set: Since $T_n \not\subseteq U$, there is a $k$ such that $u_k \not\in U$. So after the first round, $v^i_k, v^n_k, v^j_k$ and $v^l_i$ are all unobserved. Every observed vertex in $S_{n,i}$ is adjacent to both $v^i_k$ and $v^n_k$, and similarly for $j$. Furthermore, $u_k$ is adjacent to both $v^i_k$ and $v^n_k$, and every other vertex of $T_n$ is adjacent to neither $v^i_k$ nor $v^n_k$. Thus $v^i_k, v^n_k, v^j_k$ and $v^l_i$ are never observed. This implies a set $R \subseteq V$ is a power dominating set if and only if $R$ contains $T_n$ or at least one vertex from all but one of the sets $S_{n,i}$. Therefore, $\gamma_P(G_n) = \gamma_P(G_n) = n - 1$.

By Corollary 3.8, $pd_0(G) \leq pd_0(G) \leq \gamma_P(G) + \gamma_P(G) = 2n - 2$. To see that $pd_0(G) \geq 2n - 2$, it is sufficient to observe that any path between $T_n$ and $A = \{v^1_1, v^2_1, \ldots, v^{n-1}_1\}$ must contain $T_n \cup A$.

3.3 Uniqueness

We now consider graphs which are characterized by their reconfiguration graph. Since for any graph $G$ adding isolated vertices does not change $\mathcal{PD}_{TAR}(G)$, we consider only graphs with no isolated vertices. For a graph $G$ with no isolated vertices, we say $\mathcal{PD}_{TAR}(G)$ is unique if for any graph $H$ with no isolated vertices, $\mathcal{PD}_{TAR}(G) \equiv \mathcal{PD}_{TAR}(H)$ implies $H \cong G$.

Proposition 3.13. Let $G$ be a connected graph on $n \geq 4$ vertices. Then $\gamma_P(G) \leq n - 2$. Furthermore, $\gamma_P(G) = n - 2$ if and only if $G = K_{1,n-1}$.
Proof. Since $G$ has no isolated vertices, $\gamma_{PD}(G) \leq n - 1$ by Definition 2.1. If $\gamma_{PD}(G) = n - 1$, choose a minimal power dominating set $S$ of order $n - 1$. Let $w$ be the vertex not in $S$. Assume $w$ is observed by vertex $v \in S$. If $w$ or $v$ had an additional neighbor $y$, then $S - y$ would power dominate, contradicting the minimality of $S$. The edge $vw$ is a connected component of $G$, hence $G$ is not connected. Therefore, $\gamma_{PD}(G) \leq n - 2$ if $G$ is connected.

Let $S$ be a power dominating set with $|S| = n - 2$ and let $v$ and $w$ be the vertices not in $S$. First suppose that $v$ and $w$ are not adjacent. If they share a neighbor $x \in N(v) \cap N(w)$, then there must exist another vertex $y \in V(G)$ connected to at least one of $v$, $w$ or $x$, so $S \setminus \{y\}$ is a power dominating set and $S$ is not minimal. The other possibility is the $v$ and $w$ have no common neighbors. Suppose $x \in N(v)$ and $y \in N(w)$. If $n = 4$, $G$ must be the path $P_4$ with leaves $v$ and $w$, but then $S = \{x, y\}$ is not minimal. In the case $n \geq 5$, at least one of $\{v, w, x, y\}$ has an extra neighbor $u$, and again $S \setminus \{u\}$ is a power dominating set and $S$ is not minimal. We have shown that if $S$ is minimal then the vertices $v$ and $w$ not in $S$ are adjacent.

Now consider the case in which $v$ and $w$ are adjacent and $z \in N(v) \cap N(w)$. There is at least one vertex $y \in S$ adjacent to $v$, $w$ or $z$. Then, $z$ dominates $v$ and $w$, and any neighbor of $y$ will observe $y$, so $S \setminus \{y\}$ is a power dominating set and $S$ is not minimal.

Now assume $S$ is minimal, so $v$ and $w$ are adjacent and $N(v) \cap N(w) = \emptyset$. Assume without loss of generality that $v$ has a neighbor $x$. If $w$ had a neighbor $y$, then $S \setminus \{y\}$ is a power dominating set and $S$ would not be minimal. So $w$ is a leaf in $G$. If $x$ had another neighbor besides $v$, it would be unnecessary to include it in $S$, so $x$ is also a leaf in $G$. Therefore, $v$ has at least one extra neighbor, $y$. Obviously, it is necessary for $N(v) \setminus \{w\}$ to be observed for $v$ to observe $w$. However, if $y$ were adjacent to $z$, then $z$ could observe $y$ (whether $z$ is adjacent to $v$ or not), and thus $S \setminus \{y\}$ would be a power dominating set, contradicting the minimality of $S$. Therefore, the neighbors of $v$ must be leaves in $G$, and hence $G = K_{1,n-1}$.

Applying Lemma 2.14 and Corollary 2.15 to power domination yields the next two results.

Corollary 3.14. Let $G$ be a graph on $n \geq 3$ vertices and let $2 \leq t \leq n - 1$. Then $\mathcal{PD}^{TAR}(G)$ has an induced subgraph isomorphic to the hypercube $Q_t$ if and only if $\gamma_{PD}(G) \leq n - t$.

Corollary 3.15. For a graph $G$ on $n \geq 3$ vertices, $\gamma_{PD}(G) = 1$ if and only if $\mathcal{PD}^{TAR}(G)$ has an induced subgraph isomorphic to $Q_{n-1}$.

Theorem 3.16. Let $G$ be a graph with no isolated vertices, $r \geq 3$, and $\mathcal{PD}^{TAR}(K_{1,r}) \cong \mathcal{PD}^{TAR}(G)$. Then $G \cong K_{1,n-1}$.

Proof. Since $\mathcal{PD}^{TAR}(G)$ has an induced subgraph isomorphic to $Q_{n-1}$, $\gamma_{PD}(G) = 1$ by Corollary 3.15. Thus $G$ is connected. By Corollary 3.3 $\gamma_{PD}(G) = \gamma_{PD}(\mathcal{PD}^{TAR}(K_{1,n-1})) = n - 2$. Then Proposition 3.13 implies $G \cong K_{1,n-1}$.

We now characterize graphs with $\gamma_{PD}G = n - 3$ and establish which of those have unique TAR reconfiguration graphs. Let $K_{1,t}(e)$ denote the graph constructed from $K_{1,t}$ by adding an edge between one pair of leaves, $K_{1,t}(\ell)$ denote the graph constructed from $K_{1,t}$ by adding an additional vertex adjacent to one leaf, and $K_{2,t}(e)$ denote the graph constructed from $K_{2,t}$ by adding an edge between the vertices in the partite set of order $2$.

Lemma 3.17. For $t \geq 3$, denote the partite set of order $2$ in $K_{2,t}$ by $X$ and the other by $Y$. Use the same notation for $K_{2,t}(e)$. The minimal power dominating sets of each of the graphs $K_{2,t}$ and $K_{2,t}(e)$ have one of two forms: any one vertex in $X$ or any $t - 1$ vertices in $Y$. Thus $K_{2,t}$ and $K_{2,t}(e)$ each have the same minimal power dominating sets (there are $t + 2$ of them).

Proof. It is straightforward to verify that any one vertex in $X$ is a minimal power dominating set, as is a set of $t - 1$ vertices from $Y$. By Proposition 3.13 all minimal power dominating sets have cardinality of $t - 1$ or less. Since each vertex in $X$ is a power dominating set, the only other possible minimal power dominating sets, then, are subsets of $Y$, but a subset of $Y$ is a power dominating set only if it contains at least $t - 1$ vertices. The last statement is immediate.
Lemma 3.18. For $t \geq 4$, let $v$ be the vertex of degree $t$ in $K_{1,t}(e)$ and let $u$ and $w$ be the two vertices of degree 2. The minimal power dominating sets of $K_{1,t}(e)$ have one of the following forms:

1. the set $\{v\}$, or
2. a set of $t-2$ vertices containing one of $u$ or $w$ and all but one of the $t-2$ vertices of degree 1 adjacent to $v$.

Thus $K_{1,t}(e)$ has $2t-3$ minimal power dominating sets.

Proof. It is straightforward to verify that the set $\{v\}$, or a set of $t-2$ vertices containing one of $u$ or $w$ and all but one of the $t-2$ vertices adjacent to $v$ that have degree 1 are minimal power dominating sets. By Proposition 3.13, all minimal power dominating sets have cardinality at most $t-2$. Since $\{v\}$ is a power dominating set, the only other possible minimal power dominating sets are subsets of $V(K_{1,t}(e))\setminus \{v\}$. Any power dominating set not containing $v$ must contain at least one of $u$ or $w$, and all but one of the remaining vertices. The last statement follows from $1 + 2(t-2) = 2t-3$.

Note that the order of $K_{1,t}(e)$ is $t+1$ whereas $K_{1,t}(e)$, $K_{2,t}$, and $K_{2,t}(e)$ have order $t+2$. For comparison, we observe that $K_{1,t+1}(e)$ has order $t+2$ and $2t-1$ minimal power dominating sets.

Lemma 3.19. For $t \geq 3$, let $v$ be the vertex of degree $t$ in $K_{1,t}(e)$, let $u$ be the only vertex of degree 2, and $w$ be the leaf neighbor. The minimal power dominating sets of $K_{1,t}(e)$ have one of the following forms:

1. the set $\{v\}$, or
2. a set of $t-1$ vertices not containing $v$ and containing at most one of $u$ or $w$.

Thus $K_{1,t}(e)$ has $2t$ minimal power dominating sets.

Proof. It is straightforward to verify that the set $\{v\}$ and a set of $t-1$ vertices not containing $v$ and containing at most one of $u$ or $w$ are minimal power dominating sets. By Proposition 3.13, all minimal power dominating sets have cardinality at most $t-2$. Since $\{v\}$ is a power dominating set, the only other possible minimal power dominating sets are subsets of $V(K_{1,t}(e))\setminus \{v\}$, but note that any such set must have order at least $t-1$ and must have at least $t-2$ of the $t-1$ degree 1 neighbors of $v$ to be a power dominating set. The last statement follows from $1 + 2(t-1) + 1 = 2t$.

Theorem 3.20. For any connected graph $G$ with $|V(G)| \geq 6$, $\overline{\tau_P}(G) = n-3$ if and only if $G$ is one of the following graphs: $K_{1,t}(e)$, $K_{1,t}(e)$, $K_{2,t}$, or $K_{2,t}(e)$.

Proof. Lemmas 3.17 through 3.19 establish that $\overline{\tau_P}(G) = n-3$ for each graph $G$ on the list.

We now show that these are the only connected graphs on six or more vertices with $\overline{\tau_P}(G) = n-3$. Let $S$ be a minimal power dominating set with $|S| = n-3$. Let $V \setminus S = \{u, v, w\}$.

Case 1: First, suppose that $N(\{v, w\}) \cap S = \emptyset$. That is, only $u$ is adjacent to any vertex in $S$. If $v$ and $w$ were both adjacent to $u$, then $S$ would not be a power dominating set, so the graph induced by $V \setminus S$ is a path with $u$ as an endpoint. By Proposition 3.3, $u$ is adjacent to every vertex in $S$. Suppose $xy \in E(G)$ for $x, y \in S$. Then $S \setminus \{x\}$ is a power dominating set of $G$, contradicting the minimality of $S$. Hence, there are no edges in $S$, so $G = K_{1,t}(e)$.

Case 2: Next, suppose that $N(w) \cap S = \emptyset$, but both $u$ and $v$ have neighbors in $S$. Without loss of generality, $uw \in E(G)$. Let $S_u$ be the set of vertices in $S$ that are adjacent to $u$ but not to $v$, let $S_v$ be the set of vertices in $S$ that are adjacent to $v$ but not to $u$, and let $S_{uv}$ be the set of vertices in $S$ that are adjacent to both $u$ and $v$.

First assume that $uw \notin E(G)$. Note that $|S_u| \leq 1$, since otherwise we could remove one vertex from $S_u$ and still produce a power dominating set, violating minimality. Also, if $|S_{uv}| > 1$, then removing one vertex from $S_{uv}$ results in a power dominating set, giving us that $|S_{uv}| = 1$. Furthermore, there are no edges with both endpoints in $S_u \cup S_{uv}$, since otherwise we could remove one vertex from $S_u$ and still produce a power dominating set, violating minimality. If $S_{uv} = \emptyset$, then $uw \in E(G)$, $|S_u| = 1$, and $G = K_{1,t}(e)$. Thus we assume that $S_{uv} \neq \emptyset$, in which case $S_v = \emptyset$, since removing the vertex in $S_v$ from $S$ would still result in a power dominating set, violating minimality. If $uw \in E(G)$, then $G = K_{1,t}(e)$, and if not, $G = K_{1,t}(e)$. 
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Continuing with the case that \( N(w) \cap S = \emptyset \) and both \( u \) and \( v \) have neighbors in \( S \), we now assume that \( uv, vw \in E(G) \). First assume \( S_u = \emptyset \), which implies \( S_u \) and \( S_v \) are both nonempty. If \( |S_u| > 1 \), then omitting one vertex from \( S \) in \( S_u \) results in a power dominating set, contradicting minimality, and \( |S_v| > 1 \) is similar. Thus, \( |S_u| = |S_v| = 1 \), which implies \( |V(G)| = 5 \), violating our assumption that \( |V(G)| \geq 6 \).

To conclude this case, we assume \( N(w) \cap S = \emptyset \), both \( u \) and \( v \) have neighbors in \( S \), that \( uv, vw \in E(G) \), and \( S_u \neq \emptyset \). Then \( S_u, S_v \) are both empty; otherwise, omitting one vertex from either results in a power dominating set, violating minimality of \( S \). Also, there are no edges between any pair of vertices in \( S_u \), since we could omit one vertex of the edge from \( S \) and produce a power dominating set, again violating minimality of \( S \). Thus, \( G = K_{2,1} \) or \( G = K_{2,t}(e) \).

**Case 3:** Finally, suppose that each of \( u, v, w \) has a neighbor in \( S \). Suppose first that \( x \in S \) is a neighbor of \( u, v, \) and \( w \). For any other vertex \( y \in S \), \( S \setminus \{y\} \) is a power dominating set, violating minimality of \( S \). But if no such \( y \) exists, then \( |V(G)| = 4 \), contradicting our assumption that \( |V(G)| \geq 6 \). Thus, no one vertex in \( S \) is adjacent to all of \( u, v, w \). Let \( X = \{x, y\} \) be a set of two vertices in \( S \) such that \( N(X) \setminus S = \{u, v, w\} \). Without loss of generality, \( x \) is adjacent to two of \( \{u, v, w\} \), but then \( S \setminus \{y\} \) is a power dominating set, violating minimality. The only case remaining is that \( X = \{x, y, z\} \), with \( u \) the only neighbor of \( x \), \( v \) the only neighbor of \( y \), and \( w \) the only neighbor of \( z \). (Note an edge among \( x, y, z \) would violate minimality). In this case as well, \( \{u, v, w\} \) must induce a path or cycle in \( G \) in order for \( G \) to be connected; in either case, \( \{x, y\} \) is a power dominating set, violating minimality of \( S \).

Hence, the only connected graphs on at least six vertices that have \( \overline{\gamma}(G) = n - 3 \) are \( K_{1,4}(e), K_{1,3}(e), K_{2,1}, \) and \( K_{2,2}(e) \).

Since the TAR graph of a graph \( G \) is completely determined by the minimal power dominating sets of \( G \), the next result is immediate from Lemma 3.17 for \( t \geq 3 \). Furthermore, any one vertex is a power dominating set for \( \mathcal{PG}^{TAR}(K_{2,2}) \) and \( \mathcal{PG}^{TAR}(K_{2,2}(e)) \), so \( \mathcal{PG}^{TAR}(K_{2,2}(e)) \cong \mathcal{PG}^{TAR}(K_{2,2}) \).

**Corollary 3.21.** If \( t \geq 2 \), then \( \mathcal{PG}^{TAR}(K_{2,2}(e)) \cong \mathcal{PG}^{TAR}(K_{2,2}). \) That is, the TAR reconfiguration graphs of \( K_{2,2} \) and \( K_{2,2}(e) \) are not unique.

**Proposition 3.22.** Let \( t \geq 4 \) and let \( H \) be a graph with no isolated vertices. If \( \mathcal{PG}^{TAR}(K_{1,t+1}(e)) \cong \mathcal{PG}^{TAR}(H) \), then \( H \cong K_{1,t+1}(e) \). If \( \mathcal{PG}^{TAR}(K_{1,t}(e)) \cong \mathcal{PG}^{TAR}(H) \), then \( H \cong K_{1,t}(e) \).

**Proof.** Suppose \( \mathcal{PG}^{TAR}(K_{1,t+1}(e)) \cong \mathcal{PG}^{TAR}(H) \). By Corollary 3.11, \( \gamma_P(H) = \gamma_P(K_{1,t+1}(e)) = 1 \). This implies that \( H \) is connected. By Theorem 3.20, the only possibilities are that \( H \) is isomorphic to one of \( K_{1,t+1}(e), K_{1,t}(e), K_{2,1}, \) or \( K_{2,2}(e) \). By examining the number of minimal power dominating sets in Lemmas 3.17, 3.18, and 3.19, we see that \( H \cong K_{1,t+1}(e) \). The same reasoning holds for the case \( \mathcal{PG}^{TAR}(K_{1,t}(e)) \cong \mathcal{PG}^{TAR}(H) \).

**Proposition 3.23.** \( \mathcal{PG}^{TAR}(K_{3,3}) \) is unique.

**Proof.** Let \( G \) be a graph with no isolated vertices such that \( \mathcal{PG}^{TAR}(G) \cong \mathcal{PG}^{TAR}(K_{3,3}) \). Then by Corollary 3.3, \( |V(G)| = 6, \overline{\gamma_P}(G) = 2, \) and \( \gamma_P(G) = 2 \). The order of \( \mathcal{PG}^{TAR}(G) \) is 57, so every subset of \( G \) of cardinality at least 2 must be a power dominating set. This implies that \( G \) is connected.

To show \( G \) is 3-regular, observe that if there exists a vertex \( v \) with \( \deg(v) \geq 4 \) then \( \{v\} \) would be a power dominating set, contradicting \( \gamma_P(G) = 2 \). So \( \Delta(G) \leq 3 \), and since \( G \) is a connected graph that is not a path or cycle, \( \Delta(G) = 3 \). Suppose \( G \) has a vertex \( v \) with \( \deg_G(v) \leq 2 \) and let \( u \) be a neighbor of \( v \) in \( G \). Since \( \{u, v\} \) is a power dominating set, it follows that \( \{u\} \) is a power dominating set, contradicting that \( \gamma_P(G) = 2 \). Thus, \( G \) is 3-regular.

To see that \( G \) is bipartite, suppose to the contrary that \( G \) has an odd cycle. Note that any 3-regular graph on 6 vertices containing a 5-cycle must also contain a 3-cycle, so suppose that \( G \) has a 3-cycle, \( C = (a, b, c) \). Let the remaining vertices of \( G \) be \( d, e, \) and \( f \). Since \( G \) is 3-regular, we assume without loss of generality that \( a \) is adjacent to \( d \), and that \( e \) is adjacent to \( b \). Then \( \{a\} \) is a power dominating set of \( G \), contradicting \( \gamma_P(G) = 2 \). Therefore, \( G \) has no odd cycles and is bipartite. Thus \( G \) must be \( K_{3,3} \).
By Theorem 5.16, \( \mathcal{PD}_{\text{TAR}}(K_{1,t}) \) is unique for \( t \geq 3 \), and by Proposition 3.23, \( \mathcal{PD}_{\text{TAR}}(K_{3,3}) \) is unique. Sage code computations have confirmed \( \mathcal{PD}_{\text{TAR}}(K_{s,t}) \) is unique for \( s \in \{3,4\} \) and \( t \in \{3,4,5\} \). This suggests the next Conjecture.

**Conjecture 3.24.** \( \mathcal{PD}_{\text{TAR}}(K_{s,t}) \) is unique if and only if \( s \neq 2 \) and \( t \neq 2 \).

### 4 A universal approach to the TJ reconfiguration graph

As in Section 2, we work with a graph parameter \( X(G) \) defined as the minimum cardinality among \( X \)-sets. In this section we assume that \( X \) is a property such that an isolated vertex of \( G \) must be in every \( X \)-set of \( G \) and establish results for the token jumping reconfiguration graph of \( X \).

**Definition 4.1.** The token jumping (TJ) reconfiguration graph for \( X \), denoted by \( \mathcal{X}_{\text{TJ}}(G) \), has as its vertex set the set of all minimum \( X \)-sets of \( G \), with an edge between vertices \( S \) and \( S' \) if and only if \( S \) can be obtained from \( S' \) by exchanging a single vertex.

Examples of suitable properties include \( X(G) \) is the domination number \( \gamma(G) \), the power domination number \( \gamma_P(G) \) (see Section 5), the zero forcing number \( Z(G) \) (see [6]), and the positive semidefinite zero forcing number \( Z_+(G) \).

**Remark 4.2.** Suppose \( G' = G \sqcup rK_1 \) and \( G \) has no isolated vertices. In view of the assumption about \( X \) in this section, \( X(G') = X(G) + r \), and \( \mathcal{X}_{\text{TJ}}(G') \cong \mathcal{X}_{\text{TJ}}(G) \). Thus we often assume a graph \( G \) has no isolated vertices.

The proof of the next result is analogous to the proof of Proposition 2.7 in [6].

**Proposition 4.3.** For any graphs \( G \) and \( G' \), \( \mathcal{X}_{\text{TJ}}(G \cup G') = \mathcal{X}_{\text{TJ}}(G) \square \mathcal{X}_{\text{TJ}}(G') \).

**Proof.** Every vertex in \( \mathcal{X}_{\text{TJ}}(G \cup G') \) is of the form \( S \sqcup S' \), where \( S \) is a vertex of \( \mathcal{X}_{\text{TJ}}(G) \) and \( S' \) is a vertex of \( \mathcal{X}_{\text{TJ}}(G') \). Two vertices \( S_1 \sqcup S'_1 \) and \( S_2 \sqcup S'_2 \) are adjacent in \( \mathcal{X}_{\text{TJ}}(G \cup G') \) if and only if either \( S_1 \) and \( S_2 \) are adjacent in \( \mathcal{X}_{\text{TJ}}(G) \) and \( S'_1 = S'_2 \) or \( S'_1 \) and \( S'_2 \) are adjacent in \( \mathcal{X}_{\text{TJ}}(G') \) and \( S_1 = S_2 \). Thus \( \mathcal{X}_{\text{TJ}}(G \cup G') = \mathcal{X}_{\text{TJ}}(G) \square \mathcal{X}_{\text{TJ}}(G') \). \( \square \)

**Corollary 4.4.** If \( G \) and \( G' \) are graphs such that \( \mathcal{X}_{\text{TJ}}(G) \) and \( \mathcal{X}_{\text{TJ}}(G') \) are connected, then \( \mathcal{X}_{\text{TJ}}(G \cup G') \) is connected.

**Corollary 4.5.** If \( \mathcal{X}_{\text{TJ}}(K_2) = K_2 \), then \( \mathcal{X}_{\text{TJ}}(K_2 \sqcup \cdots \sqcup K_2) = Q_d \).

Observe that for \( X(G) \in \{Z(G), Z_+(G), \gamma_P(G), \gamma(G)\} \), \( \mathcal{X}_{\text{TJ}}(K_2) = K_2 \), so \( \mathcal{X}_{\text{TJ}}(K_2 \sqcup \cdots \sqcup K_2) = Q_d \). The proof of the next result is analogous to the proof of Proposition 2.4 in [6].

**Proposition 4.6.** Let \( G \) be a graph such that \( \mathcal{X}_{\text{TJ}}(G) \) does not have a \( K_3 \) subgraph. Then

\[
\Delta(\mathcal{X}_{\text{TJ}}(G)) \leq X(G).
\]

**Proof.** Let \( S \in V(\mathcal{X}_{\text{TJ}}(G)) \) such that \( \deg_{\mathcal{X}_{\text{TJ}}(G)}(S) = \Delta(\mathcal{X}_{\text{TJ}}(G)) \). In order to be a neighbor of \( S \), a minimum \( X \)-set of \( G \) must differ by exactly one vertex from \( S \). If \( S' \not\subset S \) and there exist distinct vertices \( a, b \not\in S \) such that \( S' \cup \{a\} \) and \( S' \cup \{b\} \) are minimum \( X \)-sets, then \( \{S', S' \cup \{a\}, S' \cup \{b\}\} \) induces a \( K_3 \) in \( \mathcal{X}_{\text{TJ}}(G) \). Thus each subset of \( S \) of order \( X(G) - 1 \) appears in at most one minimum \( X \)-set other than \( S \). Since there are exactly \( X(G) \) subsets of \( S \) with \( X(G) - 1 \) vertices, there are at most \( X(G) \) minimum \( X \)-sets adjacent to \( S \). Thus \( \Delta(\mathcal{X}_{\text{TJ}}(G)) \leq X(G) \). \( \square \)

The hypothesis “\( \mathcal{X}_{\text{TJ}}(G) \) does not have a \( K_3 \) subgraph” is necessary in token jumping reconfiguration graphs for zero forcing (shown in [6]) and for power domination (shown in the next section).

Unlike the TAR model, graphs of different orders can have the same token jumping reconfiguration graphs (see examples for zero forcing in [6] and for power domination in the next section).
5 Power domination token jumping (TJ) graphs

In addition to applying universal results for the token jumping reconfiguration graph for power domination, we introduce a technique specific to power domination for realizing particular graphs as token jumping reconfiguration graphs.

Observation 5.1. If \( G \) is a graph with \( \gamma_P(G) = 1 \), then \( PD^TJ(G) = K_r \) where \( r \) is the number of minimum power dominating sets.

It is well known that if a vertex \( v \) is adjacent to three or more leaves, then \( v \) must be in every minimum power dominating set.

Remark 5.2. Suppose \( G \) is a graph, \( v \) is a vertex of \( G \), and \( v \) is in every minimum power dominating set. Let \( \tilde{G} \) be a graph obtained from \( G \) by adding 1 or more leaves adjacent to \( v \) so that at least 3 leaves are adjacent to \( v \). Then \( PD^TJ(\tilde{G}) = PD^TJ(G) \) because \( G \) and \( \tilde{G} \) have the same minimum power dominating sets (each of which must contain \( v \)).

The ability to add leaves and retain the same token jumping graph presents a challenge to finding power domination token jumping graphs that are unique. Additional difficulty is presented by the fact that \( PD^TJ(G) \equiv PD^TJ(H) \) does not imply that \( G \) and \( H \) have the same order (see Example 5.4).

5.1 Power domination TJ reconfiguration graphs of specific families of graphs

In this section we determine the power domination token jumping reconfiguration graphs of complete graphs, complete bipartite graphs, paths, cycles, and wheels.

Example 5.3. \( PD^TJ(G) = K_n \) for \( G = K_n, P_n, C_n, W_n \), or any graph of order \( n \) where any one vertex is a power dominating set.

Example 5.4. Complete bipartite graphs: \( PD^TJ(K_{1,n-1}) = K_1 \) for \( n \geq 4 \) because the center vertex (which has degree \( n-1 \)) is the unique minimum power dominating set (and \( PD^TJ(K_{1,n-1}) = K_n \) for \( n = 1, 2, 3 \)). \( PD^TJ(K_{2,n-2}) = K_2 \) for \( n \geq 5 \) because either of the two vertices in the partite set of two is a minimum power dominating set (and \( PD^TJ(K_{2,2}) = K_4 \)). To see that \( PD^TJ(K_{a,b}) = K_a \Box K_b \) for \( 3 \leq a \leq b \leq n-3 \), denote the vertices of \( K_{a,b} \) by \( x_1, \ldots, x_a \) and \( y_1, \ldots, y_b \). Then every minimum power dominating set is of the form \{\( x_i, y_j \)\} for \( i = 1, \ldots, a \) and \( j = 1, \ldots, b \). Furthermore, \{\( x_k, y_j \)\} is adjacent to \{\( x_i, y_j \)\} for \( j = 1, \ldots, \ell - 1, \ell + 1, \ldots, b \) and to \{\( x_i, y_{t'} \)\} for \( i = 1, \ldots, k - 1, k + 1, \ldots, a \).

As with \( PD^TJ(K_{1,n-1}) = K_1 \) for \( n \geq 4 \), if \( G \) is constructed from a graph \( G' \) by adding three or more leaves to each vertex of \( G' \) (i.e., \( G = G' \cup rK_1 \) with \( r \geq 3 \)), then \( PD^TJ(G) = K_1 \) because \( V(G') \) is the unique minimum power dominating set.

5.2 Realizing specific graphs as power domination TJ reconfiguration graphs

Recall that the hypercube is always realizable as a token jumping graph by Corollary 4.5, and \( K_n \) is realizable by many graphs (see Example 5.3). For \( r \geq 2 \) and \( d \geq 1 \), the Hamming graph \( H(d,r) \) has as vertices all \( d \)-tuples of elements of \( \{0, \ldots, r - 1\} \), with two vertices adjacent if and only if they differ in exactly one coordinate. The Hamming graph \( H(d, r) \) is isomorphic to \( K_r \Box \cdots \Box K_r \) with \( d \) copies of \( K_r \); the hypercube \( Q_d \) is \( H(d, 2) \).

Proposition 5.5. Let \( G' \) be a graph of order \( d \) and \( G = G' \cup 2K_1 \). Then \( PD^TJ(G) = H(d, 3) \).

Proof. Denote the vertices of \( G' \) by \{\( v_1, \ldots, v_d \)\} and denote the leaves adjacent to \( v_i \) in \( G \) by \( x_i \) and \( y_i \). Then every minimum power dominating set of \( G \) has the form \{\( w_1, \ldots, w_d \)\} where \( w_i \in \{v_i, x_i, y_i\} \). Define \( f_i : \{0, 1, 2\} \rightarrow \{v_i, x_i, y_i\} \) by \( f_i(0) = v_i, f_i(1) = x_i, \) and \( f_i(2) = y_i \). Then mapping the sequence \( j_1 \ldots j_d \) to the set \{\( f_1(j_1), \ldots, f_d(j_d) \)\} is an isomorphism from \( H(d, 3) \) to \( PD^TJ(G) \). \( \square \)
For a connected graph $G$, define the graph $K^{2,3}(G)$ to be the graph obtained from $G$ deleting each edge of $G$ and adding three vertices of degree 2 adjacent to the endpoints of the edge that was deleted (so each edge of $G$ is replaced by three subdivided edges in $K^{2,3}(G)$). We retain the vertex labels of $G$ in $K^{2,3}(G)$, so $V(G) \subseteq V(K^{2,3}(G))$. Figure 5.1 shows $K^{2,3}(K_3 \circ K_1)$.

![Figure 5.1: The graph $K^{2,3}(K_3 \circ K_1)$.](image)

For a graph $G$, a *vertex cover of $G$* (or a *vertex cover of the edges of $G$*) is a set of vertices $S$ such that every edge of $G$ is incident with a vertex in $S$.

**Lemma 5.6.** Let $G$ be a graph. If $S$ is a minimum power dominating set of $K^{2,3}(G)$, then $S \subseteq V(G)$. A set $S \subseteq V(G)$ is a minimum vertex cover of $G$ if and only if $S$ is a minimum power dominating set of $K^{2,3}(G)$.

**Proof.** Denote the vertices of $G$ by $v_1, \ldots, v_n$; note that $\{v_1, \ldots, v_n\} \subset V(K^{2,3}(G))$. Suppose first that $S$ is a power dominating set of $K^{2,3}(G)$. For every $i, j \in \{1, \ldots, n\}$ with $v_i v_j \in E(G)$, one of $v_i$ or $v_j$ must be in $S$ or two of the three vertices in $N_{K^{2,3}(G)}(v_i) \cap N_{K^{2,3}(G)}(v_j)$ must be in $S$; if not, the other vertices in $N_{K^{2,3}(G)}(v_i) \cap N_{K^{2,3}(G)}(v_j)$ can’t be observed. In order for $S$ to be a minimum power dominating set, $S$ must contain one of $v_i$ or $v_j$ for every $v_i v_j \in E(G)$ (and no vertices in $N_{K^{2,3}(G)}(v_i) \cap N_{K^{2,3}(G)}(v_j)$). Thus $S$ is a vertex cover of $G$.

Now suppose $S$ is a minimum vertex cover of $G$ and let $v_i v_j \in E(G)$ with $v_i \in S$. Then the set of 3 vertices in $N_{K^{2,3}(G)}(v_i) \cap N_{K^{2,3}(G)}(v_j)$ is dominated and one of these vertices can observe $v_j$ if $v_j \notin S$. Thus $S$ is a power dominating set of $K^{2,3}(G)$. Since every minimum power dominating set of $K^{2,3}(G)$ is a subset of $V(G)$, $S$ is a minimum power dominating set of $K^{2,3}(G)$. \[\square\]

**Proposition 5.7.** For $r \geq 3$, $\mathcal{PD}^{T_r}(K^{2,3}(K_r \circ K_1)) = K_{1,r}$.

**Proof.** Denote the vertices of $K_r$ by $v_1, \ldots, v_r$ and let $u_i$ denote the leaf neighbor of $v_i$. Let $S$ be a minimum power dominating set of $K^{2,3}(K_r \circ K_1)$. By Lemma 5.6, either $v_i$ or $u_i$ must be in $S$ for $i \in \{1, \ldots, r\}$, and one of $v_i$ or $v_j$ must be in $S$ for every $i, j \in \{1, \ldots, r\}$ with $i \neq j$. Thus the minimum power dominating sets are $\{v_1, \ldots, v_r\}$ and $\{v_1, \ldots, v_{i-1}, u_i, v_{i+1}, \ldots, v_r\}$, so $\mathcal{PD}^{T_r}(K^{2,3}(K_r \circ K_1)) = K_{1,r}$. \[\square\]

The next result shows that every path can be realized as a power domination token jumping graph (note $P_2 = K_2$).

**Proposition 5.8.** For $r \geq 2$, $\mathcal{PD}^{T_r}(K^{2,3}(P_{2r})) = P_{r+1}$.

**Proof.** Denote the vertices of $P_{2r}$ by $v_1, \ldots, v_{2r}$. By Lemma 5.6, the minimum power dominating sets of $K^{2,3}(P_{2r})$ are $\{v_1, v_3, \ldots, v_{2r-1}\}$, $\{v_2, v_4, \ldots, v_{2r}\}$, and $\{v_2, v_4, \ldots, v_{2r}, v_{2k+1}, v_{2k+3}, \ldots, v_{2r-1}\}$ for $k = 1, \ldots, r-1$. \[\square\]
Proposition 5.9. For an odd integer \( n \geq 3 \), \( \mathcal{PD}^{TJ}(K^{2,3}(C_n)) = C_n \).

Proof. Let \( n = 2k + 1 \) for an integer \( k \geq 1 \), label the vertices of \( C_n \) by the elements of \( \mathbb{Z}_n \), and perform arithmetic modulo \( n \). A minimum power dominating set for \( K^{2,3}(C_n) \) (which is a minimum vertex cover of \( C_n \)) is a set of the form \( S_a = \{a\} \cup \{(a + (2j - 1)) : 1 \leq j \leq k\} \) for all \( a \in \mathbb{Z}_n \). Two sets \( S_a \) and \( S_b \) are adjacent in \( \mathcal{PD}^{TJ}(K^{2,3}(C_n)) \) if and only if \( b = a \pm 2 \). The reconfiguration graph is connected because \( \{(a + 2j) : 0 \leq j < n\} = \mathbb{Z}_n \). Thus, \( \mathcal{PD}^{TJ}(K^{2,3}(C_n)) = C_n \).

It is shown in [6] that a star of order at least three cannot be realized as a zero forcing token jumping reconfiguration graph.

Question 5.10. Is there a graph that cannot be realized as power domination token jumping reconfiguration graph?

5.3 Connectedness

We now provide two examples of when the \( \mathcal{PD}^{TJ}(G) \) is disconnected. The next result follows from the proof of Theorem 3.12, which shows that \( T_a \) is an isolated vertex of \( \mathcal{PD}^{TJ}(G_n) \), where \( G_n \) is defined in Definition 3.11.

Corollary 5.11. For \( n \geq 3 \), \( \mathcal{PD}^{TJ}(G_n) \) is disconnected.

Some cases of the grid graph also provide an example of \( \mathcal{PD}^{TJ}(G) \) being disconnected.

Proposition 5.12. Let \( G_{a,b} \) be the grid graph \( G_{a,b} = P_a \bowtie P_b \) for \( a = 5, 6, 7 \), or 8 and \( b \geq 12 \). Then \( \mathcal{PD}^{TJ}(G_{a,b}) \) is disconnected.

Proof. Consider the grid graph \( G_{a,b} = P_a \bowtie P_b \) for \( a = 5, 6, 7 \), or 8 and \( b \geq 12 \). It was shown in [3] that \( \gamma_P(G_{a,b}) = \lceil \frac{a}{2} \rceil = 2 \). Let the vertices of the graph be labeled \( (x, y) \) for \( 1 \leq x \leq a \) and \( 1 \leq y \leq b \). Observe that \( S_1 = \{(2, 1), (5, 1)\} \) and \( S_2 = \{(2, b), (5, b)\} \) are power dominating sets for \( G_{a,b} \) when \( a = 5 \) or \( a = 6 \) and \( S_3 = \{(2, 3), (3, 5)\} \) and \( S_4 = \{(2, b - 2), (3, b - 4)\} \) are power dominating sets for \( G_{a,b} \) when \( a = 7 \) or \( a = 8 \). Note both vertices of \( S_1 \) and \( S_3 \) are contained in \( V_1 = \{(x, y) : 1 \leq y \leq \lfloor \frac{b}{2} \rfloor\} \), and both vertices of \( S_2 \) and \( S_4 \) are contained in \( V_2 = \{(x, y) : \lfloor \frac{b}{2} \rfloor + 1 \leq y \leq b\} \). Assume for contradiction that \( \mathcal{PD}^{TJ}(G_{a,b}) \) is connected. Then there must be a power dominating set \( S = \{(x_1, y_1), (x_2, y_2)\} \) such that \( (x_1, y_1) \subset V_1 \) and \( (x_2, y_2) \subset V_2 \).

If \( \operatorname{dist}(x_1, y_1), (x_2, y_2) \rangle > 3 \), then after the domination step, the set of observed vertices will induce a disconnected graph. Thus, no further observation can occur since all observed vertices will have two or more unobserved neighbors (other than \( (x_1, y_1) \) and \( (x_2, y_2) \), which have no unobserved neighbors). Thus, \( \operatorname{dist}((x_1, y_1), (x_2, y_2)) \leq 3 \) and so \( \{(x, y) : \lfloor \frac{b}{2} \rfloor - 2 \leq y \leq \lfloor \frac{b}{2} \rfloor\} \) and \( \{(x, y) : \lfloor \frac{b}{2} \rfloor + 1 \leq y \leq \lfloor \frac{b}{2} \rfloor + 3\} \). We note both of these sets are contained within the subgraph with vertex set \( V' = \{(x, y) : 1 \leq x \leq \lfloor \frac{b}{2} \rfloor - 6 \leq y \leq \lfloor \frac{b}{2} \rfloor + 6\} \) and this subgraph is isomorphic to \( G_{a,12} = P_a \bowtie P_{12} \) for \( a = 5, 6, 7, 8 \). Since \( S \) is a power dominating set for \( G_{a,b} \) and is contained in \( V' \), it is also a power dominating set for \( G[\Gamma''] \). Since \( G[\Gamma''] \) is isomorphic to \( G_{a,12} \), there must exist an analogous power dominating set \( S' = \{(x_1', y_1'), (x_2', y_2')\} \) for \( G_{a,12} \) such that \( (x_1', y_1') \subset \{(x, y) : 4 \leq y \leq 6\} \) and \( (x_2', y_2') \subset \{(x, y) : 7 \leq y \leq 9\} \).

Using Sage [2], all power dominating sets of \( G_{a,12} \) can be found for \( a = 5, 6, 7, 8 \). We observe that for all power dominating sets \( S = \{(x_1, y_1), (x_2, y_2)\} \), either both \( (x_1, y_1) \) and \( (x_2, y_2) \) are contained in the set \( V_1 = \{(x, y) : 1 \leq y \leq 6\} \) or \( (x_1, y_1) \) and \( (x_2, y_2) \) are both contained in the set \( V_2 = \{(x, y) : 7 \leq y \leq 12\} \). So no power dominating set \( S' \) of the desired form exists for \( G_{a,12} \). Therefore, it must be that \( \mathcal{PD}^{TJ}(G_{a,b}) \) is disconnected.
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