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Abstract—The first part of this paper proposed a family of penalized convex relaxations for solving optimization problems with bilinear matrix inequality (BMI) constraints. In this part, we generalize our approach to a sequential scheme which starts from an arbitrary initial point (feasible or infeasible) and solves a sequence of penalized convex relaxations in order to find feasible and near-optimal solutions for BMI optimization problems. We evaluate the performance of the proposed method on the $H_2$ and $H_\infty$ optimal controller design problems with both centralized and decentralized structures. The experimental results based on a variety of benchmark control plants demonstrate the promising performance of the proposed approach in comparison with the existing methods.

I. INTRODUCTION

The design of optimal controllers can be computationally challenging due to NP-hardness in general [1]–[3]. This two-part paper is motivated by the applications of bilinear matrix inequalities (BMIs) in optimal control. We study the class of optimization problems with BMI constraints and their applications in the design of optimal structured controllers. In Part I, we proposed a variety of convex relaxations and penalization methods for solving BMI optimization problems. In this part, we investigate the relaxation and penalization methods for BMI optimization. The proposed sequential method is applied to a variety of $H_2$ and $H_\infty$ static output-feedback controller design problems, and its performance is tested on control plants from the COMPlib [51] library. Numerical experiments demonstrate the promising performance of the proposed method in comparison with the existing methods and software packages.

A. Notation

Throughout the paper, the scalars, vectors, and matrices are respectively shown by italic letters, lower-case bold letters, and upper-case bold letters. Symbols $\mathbb{R}$, $\mathbb{R}^n$, and $\mathbb{R}^{n \times m}$ respectively denote the set of real scalars, real vectors of size $n$, and real matrices of size $n \times m$. The set of real $n \times n$ symmetric matrices is shown with $\mathbb{S}_n$. For a given vector $\mathbf{a}$ and matrix $\mathbf{A}$, symbols $a_i$ and $A_{ij}$ respectively indicate the $i$th element of $\mathbf{a}$ and $(i, j)^{th}$ element of $\mathbf{A}$. For symmetric matrix $\mathbf{A}$, notations $\mathbf{A} \succeq 0$ and $\mathbf{A} \preceq 0$ show positive and negative semidefinite ($\mathbf{A} \succeq 0$ and $\mathbf{A} \preceq 0$). For two arbitrary matrices $\mathbf{A}$ and $\mathbf{B}$ of the same size, symbol $\langle \mathbf{A}, \mathbf{B} \rangle = \text{tr}\{\mathbf{A}^\top \mathbf{B}\}$ shows the inner product between the matrices where $\text{tr}\{\cdot\}$ and $(\cdot)^\top$ respectively denote the trace and transpose operators. Operator $\text{diag}(\cdot)$ gets a vector and forms a diagonal matrix with its input on the diagonal. For a symmetric matrix $\mathbf{B}$ of size $n$, symbol $\mathbf{B}(\cdot)$ indicates a vector of size $(n^2)$ consisting of all unique elements of $\mathbf{B}$. Symbols $\mathbf{I}$ and $\mathbf{0}$ respectively denote the identity matrix and zero matrix of appropriate dimensions and $\mathcal{N}$ is a shorthand for the set $\{1, \ldots, n\}$.
II. PROBLEM FORMULATION

In this part, we formulate the problem of structured static output-feedback controller design as an optimization problem with linear objective function and a bilinear matrix inequality (BMI) constraint, as follows:

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad p(x, xx^T) \leq 0,
\end{align*}
\]

where \(c \in \mathbb{R}^n\) is given, \(p: \mathbb{R}^n \times \mathbb{S}_n \rightarrow \mathbb{R}_+\) is a matrix-valued function defined as

\[
p(x, X) \triangleq F_0 + \sum_{k \in \mathcal{N}} x_k K_k + \sum_{i,j \in \mathcal{N}} X_{ij} L_{ij},
\]

and \(F_0, \{K_k\}_{k \in \mathcal{N}},\) and \(\{L_{ij}\}_{i,j \in \mathcal{N}}\) are fixed \(m \times m\) real symmetric matrices. Due to the presence of bilinear terms, the problem (1a)–(1b) is nonconvex and NP-hard in general. To address this issue, in Part I, we defined an auxiliary matrix variable \(X \in \mathbb{S}_n\) to account for \(xx^T\), and developed a computationally-tractable convex surrogate of the following form:

\[
\begin{align*}
\text{minimize} & \quad c^T x + \eta \left( \text{tr}(X) - 2 x^T x + x^T x \right) \\
\text{subject to} & \quad p(x, X) \leq 0, \\
& \quad X - xx^T \in C,
\end{align*}
\]

where \(x\) is an arbitrary initial guess, \(C\) is a proper convex cone, and \(\eta > 0\) is a regularization parameter which offers a trade-off between the linear objective function and the penalty term. Observe that the BMI constraint (1b) is relaxed to the convex constraint (3c). In Part I, the following three choices for the convex cone \(C\) are discussed

\[
\begin{align*}
C_1 = \{H \in \mathbb{S}_n | H \succeq 0\},
C_2 = \{H \in \mathbb{S}_n | H_{ii} \geq 0, H_{ij}^2 \geq H_{ij} \text{ for } i,j \in \mathcal{N}\},
C_3 = \{H \in \mathbb{S}_n | H_{ii} \geq 0, H_{ij} + H_{ji} \geq 2 |H_{ij}| \text{ for } i,j \in \mathcal{N}\},
\end{align*}
\]

leading to the semidefinite programming (SDP), second-order cone programming (SOCP), and parabolic relaxations, respectively. The resulting convex relaxations are efficiently solvable up to any desired accuracy using the standard numerical algorithms.

In the next section, we propose a sequential framework which solves penalized convex relaxations of form (3a)–(3c) to obtain feasible and near-globally optimal points for the original BMI problem (1a)–(1b).

III. SEQUENTIAL PENALIZED RELAXATION

In Part I, it is proven that the proposed penalized convex relaxation is guaranteed to preserve the feasibility of any Mangasarian-Fromovitz initial point. Moreover, we proved that infeasible initial points that are sufficiently close to the BMI feasible set enjoy a similar property. In light of these theoretical guarantees, we propose an algorithm which can start from an arbitrary initial point and proceed sequentially until a satisfactory solution of the BMI problem is obtained. Once feasibility is attained, it is preserved and the objective value is improved in the subsequent round of algorithm. This procedure is detailed in Algorithm 1. As it is shown, the algorithm is stopped if the number of rounds exceeds maxRound or if the improvement between two consecutive rounds is less than progThresh. We observed that the Nesterov’s acceleration [5] (line 8 of Algorithm 1) can considerably improve the convergence behavior of the proposed algorithm.

Algorithm 1 Sequential Penalized Relaxation

**Input:** \(x \in \mathbb{R}^n, \eta > 0, \text{progThresh} \in \mathbb{R}, \text{maxRound} \in \mathbb{N}\)

**Output:** \(\hat{x}\)

1: \(x_0 \leftarrow x\)
2: \(k \leftarrow 1\)
3: repeat
4:   \(x_k \leftarrow \text{Solve penalized relaxation (3a)-(3c)}\)
5:   if \(\|e^T(x_k - x_{k-1})\| \times 100 \leq \text{progThresh}\) then
6:     break
7: end if
8:   \(\hat{x} \leftarrow x_k + \frac{k-1}{k+2} (x_k - x_{k-1})\)
9:   \(k \leftarrow k + 1\)
10: until \(k \leq \text{maxRound}\)
11: \(\hat{x} \leftarrow x_{k-1}\)

The next section is concerned with the formulation of the \(H_2\) and \(H_{\infty}\) optimal structured control synthesis problems in the form the optimization (1a)–(1b).

IV. OPTIMAL STRUCTURED CONTROLLER SYNTHESIS

Consider a linear-time invariant control plant \(G\) with the following dynamics:

\[
\begin{align*}
\dot{x} &= A x + B_1 w + B_2 u \\
z &= C_1 x + D_{11} w + D_{12} u \\
y &= C x + D_{21} w
\end{align*}
\]

where \(x \in \mathbb{R}^n_x\) is the vector of states, \(w \in \mathbb{R}^n_w\) is the system inputs, \(u \in \mathbb{R}^n_u\) denotes the control commands, \(z \in \mathbb{R}^n_z\) is the response outputs, and \(y \in \mathbb{R}^n_y\) indicate the vector of sensor measurements. The matrices \(A, B_1, B, C_1, C, D_{11}, D_{12}, C, D_{21}\) are all fixed and of appropriate dimensions. In what follows, we aim to design a structured static output-feedback controller for this plant. Define \(K : \mathbb{R}^l \rightarrow \mathbb{R}^n_x \times n_y\) as the controller with the following structure:

\[
K(h) = \sum_{i=1}^l h_i E_{i1},
\]

where \(h \in \mathbb{R}^l\) represents nonzero elements of the controller and \(\{E_{i1}\}_{i=1}^l \in \{0, 1\}^{n_x \times n_y}\) are fixed binary matrices. Given a vector \(y\) of all measurements as the controller input, the controller outputs a command vector is given by the equation \(u = K(h)y\). In order to obtain the optimal controller, we first
derive the dynamic equations that represent the closed-loop system \( G \) as:

\[
\begin{align*}
G_{cl} : & \quad \dot{x} = A_{cl}(h)x + B_{cl}(h)w \\
& \quad z = C_{cl}(h)x + D_{cl}(h)w
\end{align*}
\]  

(7)

where the matrix functions \( A_{cl} : \mathbb{R}^l \rightarrow \mathbb{R}^{n_x \times n_x} \), \( B_{cl} : \mathbb{R}^l \rightarrow \mathbb{R}^{n_x \times n_w} \), \( C_{cl} : \mathbb{R}^l \rightarrow \mathbb{R}^{n_z \times n_x} \), and \( D_{cl} : \mathbb{R}^l \rightarrow \mathbb{R}^{n_z \times n_w} \) are defined as

\[
\begin{align*}
A_{cl}(h) & \triangleq A + BK(h)C, \\
B_{cl}(h) & \triangleq B_1 + BK(h)D_{21}, \\
C_{cl}(h) & \triangleq C_1 + D_{12}K(h)C, \\
D_{cl}(h) & \triangleq D_{11} + D_{12}K(h)D_{21}.
\end{align*}
\]

(8a–8d)

In what follows, we cast the \( H_2 \)- and \( H_\infty \)-norm optimal controller design problems for the plant \( G \) as BMI problems of form (1a)–(1b).

A. \( H_2 \) Optimal Control

The \( H_2 \)-norm of a control system is described as the average energy of the output signal, given white noise as the input. For the control plant \( G \), the \( H_2 \) optimal controller design problem aims to find a vector \( h \) such that the structured controller \( K(h) \) stabilizes the plant (i.e. all the eigenvalues of \( A_{cl}(h) \) have negative real part) and minimizes the \( H_2 \) norm of \( G_{cl} \). With no loss of generality, we assume that \( D_{11} = 0 \), \( D_{21} = 0 \), and that there exists a stabilizing controller gain \( K(h) \) for \( G \). Hence, the \( H_2 \) norm of the closed-loop plant is given as

\[
\|G_{cl}\|_{H_2} = \text{tr}\{C_{cl}(h)PC_{cl}(h)^T\},
\]

(9)

where matrix \( P > 0 \) is the solution of the following Lyapunov equation:

\[
A_{cl}(h)P + PA_{cl}(h)^T + B_1B_1^T = 0.
\]

(10)

It is well-known that, \( P \) can be obtained by solving the following relaxed matrix inequality [53]:

\[
A_{cl}(h)P + PA_{cl}(h)^T + B_1B_1^T \leq 0.
\]

(11)

Therefore, the following optimization problem minimizes the \( H_2 \) norm, subject to a stabilizing controller with a desired zero-nonzero pattern:

\[
\begin{align*}
\text{minimize} & \quad (W, I) \\
\text{subject to} & \quad f_{\text{lin}}(P, W) + f_{\text{mix}}(P, h) \leq 0
\end{align*}
\]

(12a–12b)

where the matrix functions \( f_{\text{lin}} : \mathbb{S}_{n_x} \times \mathbb{S}_{n_x} \rightarrow \mathbb{S}_{2n_x+n_z} \) and \( f_{\text{mix}} : \mathbb{S}_{n_x} \times \mathbb{R}^l \rightarrow \mathbb{S}_{2n_x+n_z} \) are defined as

\[
\begin{align*}
f_{\text{lin}}(P, W) & \triangleq \begin{bmatrix} AP + PA^T + B_1B_1^T & 0 & 0 \\
* & -W & C_1P \\
* & * & -P \end{bmatrix}, \\
f_{\text{mix}}(P, h) & \triangleq \begin{bmatrix} BK(h)CP + (BK(h)CP)^T & 0 & 0 \\
* & 0 & D_{12}K(h)CP \\
* & * & 0 \end{bmatrix}
\end{align*}
\]

(13a–13b)

and * account for the symmetric elements of the matrices.

Proposition I: Assume that \( B_1B_1^T \succ 0 \), \( D_{11} = 0 \), and \( D_{21} = 0 \). If \((\hat{P}, \hat{W}, \hat{h})\) is an optimal solution of the problem (12a)–(12b), then \( K(h) \) is the optimal \( H_2 \) static output-feedback controller gain for the plant \( G \).

Proof: It can be easily verified from the BMI constraint (12b), that \( \hat{P} \) is positive-definite, and satisfies the Lyapunov inequality (11), which certifies that \( K(h) \) is a stabilizing controller. On the other hand, we have \( \hat{W} = C_{cl}(h)\hat{P}C_{cl}(h)^T \) which means that the closed-loop gain \( (\hat{W}, I) \) is \( \|G_{cl}\|_{H_2} \) minimised subject to the stability condition.

The constraint (12b) is a BMI due to the presence of matrix product \( K(h)CP \). Hence, it can be easily observed that the controller design problem (12a)–(12b) can be cast in the form of (1a)–(1b). To this end, we stack all of the variables into a vector

\[
\tilde{x} \triangleq \text{diag}(\tilde{s})[W(\cdot)^T, P(\cdot)^T, h(\cdot)^T] \in \mathbb{R}^{\tilde{n}},
\]

(14)

where \( \tilde{n} = \binom{n_x}{2} + \binom{n_z}{2} + l \) and \( \tilde{s} \in \mathbb{R}^{\tilde{n}} \) is fixed. Since the performance of the proposed sequential algorithm depends on the choice of coordinates, we consider the following values for the elements of the scale vector \( \tilde{s} \):

- \( \tilde{s}_i = 1 \) if \( \exists j \in \mathcal{N} \), such that \( \tilde{x}_i \tilde{x}_j \) appears in the BMI constraint (1b).
- \( \tilde{s}_i = \min(0.5\tilde{s}_j, 0.01) \) if \( \exists j \in \mathcal{N} \), such that \( \tilde{x}_i \tilde{x}_j \) appears in the BMI constraint (1b).

B. \( H_\infty \) Optimal Control

For a general control system, the \( H_\infty \)-norm is defined as the maximal amplification (system gain) from the input signal to the output. The problem of \( H_\infty \) controller design for the linear system \( G \) aims at finding a vector \( h \) such that the controller gain \( K(h) \) stabilizes the plant (i.e. all the eigenvalues of \( A_{cl}(h) \) have negative real part) and minimizes the \( H_\infty \) norm of the closed-loop system. Assume that \( D_{21} = 0 \), \( \gamma > 0 \), and that there exists a stabilizing controller \( K(h) \). Then, \( \|G_{cl}\|_{H_\infty} < \gamma \) holds true if there exist a unique matrix \( Y > 0 \) and controller \( K(h) \) that satisfy the following algebraic Riccati equation [51]:

\[
A_{cl}(h)Y + YA_{cl}(h)^T + \gamma^{-1}B_1(h)B_1(h)^T + \gamma^{-1}M(Y, h, \gamma)R(h, \gamma)^{-1}M(Y, h, \gamma) = 0,
\]

(15)
where the matrix functions $M : S_{n_x} \times \mathbb{R}^l \times \mathbb{R} \to \mathbb{R}^{n_c \times n_x}$ and $R : \mathbb{R}^l \times \mathbb{R} \to S_{n_x}$ are defined as

$$R(h, \gamma) \triangleq I - \gamma^2 D_{l1}(h) D_{l1}(h)^T, \quad (16a)$$

$$M(Y, h, \gamma) \triangleq C_{l1}(h) Y + \gamma^2 D_{l1}(h) B_{l1}(h)^T. \quad (16b)$$

The existence of such solution is guaranteed if there exist $Q \succ Y \succeq 0$ and $K(h)$ that satisfy

$$A_{l1}(h)Q + QA_{l1}(h)^T + \gamma^2 B_{l1}(h) B_{l1}(h)^T + \gamma^{-1} M(Q, h, \gamma)^T R(h, \gamma)^{-1} M(Q, h, \gamma) \prec 0. \quad (17)$$

Using Schur complement, the $H_\infty$ control design problem can be cast as the following optimization problem:

$$\begin{align} & \text{minimize} \quad \gamma \\
& \text{subject to} \quad g_{\text{nu}}(Q, \gamma) + g_{\text{su}}(Q, h) \leq 0, \quad (18b) \end{align}$$

where the matrix functions $g_{\text{su}} : S_{n_x} \times \mathbb{R}^l \to S_{2n_x+n_w+n_u+n_x}$ and $g_{\text{nu}} : S_{n_x} \times \mathbb{R}^l \to S_{2n_x+n_u+n_x}$ are defined as

$$g_{\text{nu}}(Q, h) \triangleq \begin{bmatrix} -Q & 0 & 0 & 0 \\
\ast & AQ + QA^T & (C, Q)^T & B_1 \\
\ast & \ast & -\gamma I & D_{11} \\
\ast & \ast & \ast & -\gamma I \end{bmatrix}, \quad (19a)$$

$$g_{\text{su}}(Q, h) \triangleq \begin{bmatrix} 0 & 0 & 0 & 0 \\
\ast & BK(h) CQ + (BK(h) CQ)^T & (D_{l1} K(h) CQ)^T & 0 \\
\ast & \ast & 0 & 0 \end{bmatrix}. \quad (19b)$$

Proposition 2: Assume that $D_{l1} \neq 0$ and $B_1 B_1^T > 0$. If $(\tilde{Q}, \tilde{h}, \tilde{\gamma})$ is an optimal solution of problem $(18a)-(18b)$, then $K(h)$ is the optimal $H_\infty$ static output-feedback controller gain for plant $G$.

Proof: From the BMI constraint $(18b)$, it can be easily verified that the assumption $D_{l1} \neq 0$ concludes $\tilde{\gamma} > 0$. Moreover, the matrix $\tilde{Q}$ is positive-definite and satisfies the inequality (17), which certifies that $K(h)$ is a stabilizing controller. On the other hand, $\tilde{\gamma}$ is minimized by the optimization problem $(18a)-(18b)$. \hfill \blacksquare

Observe that $(18b)$ is a BMI constraint as well, because of the matrix product $Q B K(h)$. Hence, we can cast (18a)–(18b) as an optimization problem of form (1a)–(1b), with respect to the vector

$$x \triangleq \text{diag}(\tilde{s})[Q(\tilde{\gamma})^T, \tilde{h}^T, \tilde{\gamma}]^T \in \mathbb{R}^{\tilde{n}}, \quad (20)$$

where $\tilde{n} = (n_u^2) + l + 1$ and the scale vector $\tilde{s} \in \mathbb{R}^{\tilde{n}}$ is created in a similar way as the $H_2$ case.

Next, we use Algorithm 1 to find feasible and near-optimal solutions for the $H_2$ and $H_\infty$ optimal structured control design problems.

V. Experimental Results

In this section, the effectiveness of Algorithm 1 is tested through extensive experiments on benchmark control plants from COMPlib [51]. The test cases cover a variety of applications, such as aircraft models (AC), academic test problems (NN), and decentralized interconnected systems (DIS), etc. We investigate the $H_2$ and $H_\infty$ optimal controller design problems for plants that are inherently static output-feedback stabilizable.

We use the HIFOO [54], [55] and the PENBMI [56] packages as competing solvers. The HIFOO is a publicly available MATLAB package which is based on a two-stage method for solving fixed order $H_2$ and $H_\infty$ output-feedback controller design problems. The first stage relies on the standard Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, and the second stage is based on random gradient sampling. The PENBMI package is a commercial local optimization solver, that is able to handle general BMI constrained problems with quadratic objectives. In our experiments, we have initialized all of the solvers with zero input. Other parameters of HIFOO and PENBMI are set to their default values. The experiments are all performed in MATLAB 2017a on a desktop computer with a 4-core 3.6GHz CPU and 32GB RAM. MOSEK v7 [57] is used through CVX to solve the resulting convex programs.

The reminder of this section offers detailed discussion of our experiments on centralized and fully decentralized controller design problems.

A. Case Study I: Centralized Controller

We use the proposed sequential method to find unstructured static output-feedback controllers that stabilize the plant and minimize the norm of the closed-loop system. This controller is allowed to use the entire measurements to generate the control decisions. Numerical results for $H_2$ and $H_\infty$ controller design problems are reported in Tables I and II, respectively.

The first two columns of the tables contain the model names and the corresponding norm of the open-loop systems. We compute the open-loop norms based on the following system:

$$G_{\text{ol}} = \begin{bmatrix} A & B_1 \\
C_1 & D_{11} \end{bmatrix}. \quad (21)$$

The subsequent sections in Tables I and II consist of four different sections labeled as SDP, SOCP, parabolic, and competitors. The first three sections show the numerical results of the proposed method equipped with different relaxations. The last section contains the numerical results of HIFOO and PENBMI. The following numbers are reported in the SDP, SOCP and parabolic sections:

- $\eta$ denotes the choice of penalty parameter in (3a). This parameter is chosen from the set $\{1 \times 10^4, 2 \times 10^4, 5 \times 10^4\}$. 
- $t$ denotes the average runtime of solving each round of penalized convex relaxation in Algorithm 1.
In all of the experiments, we terminate the sequential penalized relaxation when the percentage objective value improvement between two consecutive rounds is less than 0.1 for $H_2$ and 0.05 for $H_\infty$, or if the number of rounds exceeds 250. For cases where $B_i B_i^\top$ is not positive definite, we substitute it with the matrix $B_i B_i^\top + 10^{-5} \times I$.

Given an optimal solution $\hat{x}$ for either (12a)–(12b) or (18a)–(18b), let $h$ represent the entries of $\hat{x}$ corresponding to the controller element. We consider $k(h)$ as a stabilizing controller for the plant $G$ if the real part of all eigenvalues of $A + Bk(h)C$ are smaller than $10^{-5}$.

### B. Case Study II: Decentralized Controller

This case study is concerned with the design of decentralized controllers. Despite the centralized case, this controller only have access to a subset of measurements to generate the control commands. In this experiment, we only consider those models in which the control commands vector $u$ and the sensor measurements vector $y$ are of the same dimensions. We apply Algorithm 1 to find $H_2$ and $H_\infty$ static output-feedback controllers with diagonal patterns. The results of this experiment are reported in Tables III and IV.

As the results indicate, the performance of the proposed sequential scheme equipped with SDP, SOCP, and parabolic relaxations provide promising performance for both centralized and decentralized cases compared to both PENBMI and HIFOO packages (smaller norm means better performance).

### C. Case Study III: Choice of Penalty Parameter $\eta$

This case study investigates the sensitivity of different convex relaxations to the choice of regularization parameter $\eta$. To this end, one round of the penalized relaxation problem
(3a)–(3c) (with zero initialization) is solved for a wide range of \( \eta \) values. This experiment is run on the \( H_2 \)-norm static output-feedback controller problem for the two models “AC4” and “BDT1”. Figures 1 and 2 show that if \( \eta \) is small, none of the proposed penalized relaxations methods provide feasible solutions for BMI. As the value of \( \eta \) increases, the feasibility violation \( tr(XX^\top) \) abruptly vanishes once crossing a certain threshold. In our experiments, this limit has been close for SDP and SOCP relaxations, which is smaller than that of the parabolic relaxation. According to Figures 1 and 2, all three methods produce feasible points for a wide range of \( \eta \) values, and within that range, the objective cost is not very sensitive to the choice of \( \eta \).

VI. CONCLUSION

In this paper, we proposed a feasibility preserving sequential algorithm to solve optimization problems with linear objectives subject to bilinear matrix inequality (BMI) constraints. The proposed method can start from any arbitrary initial point to obtain feasible and near-optimal solutions. The performance of the proposed sequential method is tested on the problems of \( H_2 \) and \( H_\infty \) control design for benchmark plants from COMPlib [51]. The numerical results verify the promising performance of our sequential penalized relaxation in comparison with the HIFOO and the PENBMI packages.
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