Triangular pair density wave in confined superfluid $^3$He
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Recent advances in experiment and theory suggest that superfluid $^3$He under planar confinement may form a pair density wave (PDW) whereby superfluid and crystalline orders coexist. While a natural candidate for this phase is a unidirectional stripe phase predicted by Vorontsov and Sauls in 2007, recent nuclear magnetic resonance measurements of the superfluid order parameter rather suggest a two-dimensional PDW with noncollinear wavevectors, of possibly square or hexagonal symmetry. In this Letter, we present a general mechanism by which a PDW with the symmetry of a triangular lattice can be stabilized, based on a superfluid generalization of Landau’s theory of the liquid-solid transition. A soft-mode instability at finite wavevector within the translationally invariant planar-distorted B phase triggers a transition from uniform superfluid to PDW that is first order due to a cubic term generally present in the PDW free-energy functional. This cubic term also lifts the degeneracy of possible PDW states in favor of those for which wavevectors add to zero in triangles, which in two dimensions uniquely selects the triangular lattice.

Introduction.—$^3$He arguably best epitomizes the paradigm of emergence in condensed matter physics. Atomically one of the simplest isotopes in the periodic table of elements, $^3$He nonetheless gives rise to a rich variety of paired superfluid phases at low temperatures. In bulk and absent magnetic fields, only two superfluid phases are thermodynamically stable [1]: the B phase with isotropic quasiparticle gap appears at zero pressure, and an additional A phase with nodal quasiparticle is stabilized at high pressure. In contrast to $^4$He atoms or s-wave Cooper pairs, the p-wave Cooper pairs in $^3$He couple strongly to geometric perturbations on account of their spatial anisotropy, leading to the possibility of new superfluid phases under confinement.

While superfluid $^3$He in planar confinement was first studied decades ago [2, 3], recent developments have led to a resurgence of interest in the subject. For $^3$He confined to a slab of thickness $D$ on the order of the superfluid coherence length $\xi_0$, Ginzburg-Landau (GL) [4] and quasiclassical [5–8] theories predict that the A phase may appear at zero pressure, and that the B phase gives way to the planar-distorted B phase (PDB phase) with a gap that differs in directions parallel and normal to the confinement plane. Owing to advances in microfabrication techniques, those early predictions have recently been verified experimentally [9–13]. Since for moderate confinement the PDB phase can be viewed as a three-dimensional (3D) topological superfluid [14–17], such $^3$He films would also provide an ideal platform for the detection of Majorana fermions [18–21].

In addition to the A and PDB phases, which are homogeneous in the confinement plane, Vorontsov and Sauls predicted in 2007 that confinement could lead to an additional superfluid phase with spontaneously broken translation symmetry—the stripe phase [22–24]. The stripe phase is a unidirectional pair density wave (PDW) [25] analogous to the Larkin-Ovchinnikov state [26–28] that can also be understood as a periodic arrangement of domain walls [29, 30] in the PDB phase order parameter. While such domain walls are not energetically favorable in bulk $^3$He, they reduce the amount of surface pair-breaking relative to a homogeneous phase under planar confinement [31].

Recent experiments have sought evidence of the stripe phase via nuclear magnetic resonance (NMR) measurements of the superfluid order parameter [12] and fourth-sound measurements of the superfluid density [13]. The latter experiment suggested that a new phase sandwiched between the A and PDB phases appears under sufficient confinement, although the precise nature of this phase and of the transitions surrounding it remains to be elucidated. Reference [12] likewise found evidence of a new phase in the vicinity of the A-PDB transition, but the NMR signatures of this phase were inconsistent with the stripe phase. Specifically, the observation of a kink in the NMR frequency shift at a critical tipping angle $\beta^*$ ruled out the stripe phase, which should exhibit no such kink [23], but the measured value of $\beta^*$ did not match that expected for the translation-invariant PDW phase. Rather, the authors of Ref. [12] reconciled those observations by proposing a “polka-dot phase” [32]: a two-dimensional (2D) PDW, of possibly hexagonal or square symmetry. The possibility of a 2D PDW as an alternative to the 1D stripe phase was recognized by Vorontsov and Sauls [22, 33], but not explored quantitatively [34]. A preliminary GL analysis for a 2D PDW with the symmetry of a square lattice, mentioned in Ref. [12], found that such a phase was only metastable, with a free energy higher than that of the stripe phase.

To resolve this conundrum from a theoretical standpoint, we provide in this Letter a general physical argument—summarized in this paragraph and later substantiated by explicit calculations—according to which a PDW in confined $^3$He ought indeed to be two-dimensional, and also to possess the hexagonal symmetry of a triangular lattice. Our theory can be viewed as a generalization of Landau’s theory of weak crystallization [35] to superfluids. In Landau’s theory, the Fourier component $n_q$ of an equilibrium deviation $\delta n(r) = n(r) - n_0$ of a classical fluid’s density $n(r)$ from uniform density $n_0$ serves as the order parameter for the liquid-solid transition. As the transition is approached from
the liquid side, density fluctuations become strongly peaked in reciprocal space on a surface of momenta \(|q| = Q\) which is spherical on account of the fluid’s unbroken rotational symmetry. Although this naively induces an instability towards crystallization for a continuously degenerate set of wavevectors [36], the Landau free-energy functional contains a cubic term \(\sim \sum q, q, q, n_q, n_q, \delta_{q, q} + q, q, 0\) which lifts this degeneracy, simultaneously rendering the transition first order and favoring crystalline lattices for which wavevectors add up to zero in triangles. A first attempt to transpose these ideas to a PDW or “superfluid crystallization” transition in \(^3\)He meets the objection that cubic terms in the GL functional for a superfluid are forbidden by \(U(1)\) gauge symmetry. The latter functional is however appropriate for a superfluid transition out of the normal state. As we show below, the Landau functional for a PDW transition within a superfluid state, in which gauge symmetry is already broken, can indeed contain a cubic term. This term is analogous to that of the liquid-solid transition, with \(n_q\) replaced by the Fourier components of the superfluid order parameter. Combined with the softening at a finite wavevector \(|q| = Q\) of a particular collective mode in the confined superfluid [37], the cubic term drives a first-order transition from the homogeneous superfluid to a PDW whose Bravais lattice structure, being two-dimensional, is necessarily triangular.

**Fluctuations in the PDB phase.**—Our starting point is the GL free-energy functional for \(^3\)He [1].

\[
F = \int d^3r \left[ K_1 \partial_k A_{\mu j} \partial_k A_{\mu j}^* + K_2 \partial_j A_{\mu j} \partial_k A_{\mu k}^* + K_3 \partial_k A_{\mu j} \partial_j A_{\mu k}^* + \alpha \text{tr} AA^\dagger \right. \\
+ \beta_1 | \text{tr} AA^T |^2 + \beta_2 (\text{tr} AA^1)^2 + \beta_3 \text{tr} AA^T (AA^T)^* + \beta_4 \text{tr} (AA^1)^2 + \beta_5 \text{tr} AA^T (AA^1)^* \left. \right],
\]

(1)

where \(A_{\mu j}\) is the \(3 \times 3\) superfluid order parameter with \(\mu\) spin and \(j\) orbital indices, and \(\alpha, \beta_1, \beta_2, \beta_3, \beta_4, \beta_5, K_1, K_2, K_3\) are phenomenological parameters. We will employ values of these parameters given by the weak-coupling approximation [1], but comment on the effect of strong-coupling corrections [23, 38] at the end. Assuming planar confinement with specular interfaces in the \(z\) direction, the order parameter in the PDB phase is [8]:

\[
\bar{A}_{\mu j}(z) = \begin{pmatrix} \Delta_{||}(z) & 0 & 0 \\ 0 & \Delta_{\perp}(z) & 0 \\ 0 & 0 & \Delta_{\perp}(z) \end{pmatrix},
\]

(2)

which incorporates the planar phase [8] with \(\Delta_{\perp}(z) = 0\) as a special case. The order parameter is uniform in the confinement (\(xy\)) plane and invariant under simultaneous \(SO(2)_{L_z} + S_z\) rotations of the orbital and spin coordinates about the \(z\) axis. To search for a PDW instability in the PDB phase, we write \(A_{\mu j}\) as:

\[
A_{\mu j}(r_||, z) = \bar{A}_{\mu j}(z) + \sum_q \phi_{\mu j}(q, z)e^{iqr_||},
\]

(3)

where \(r_|| = (x, y)\) and \(q = (qx, qy)\). Our strategy is to construct a Landau functional for the fluctuation \(\phi\) by treating it as a small correction to the PDB order parameter (2) and expanding (1) to quartic order in \(\phi\). Subtracting the free energy \(F[A]\) of the PDB phase, and dividing by the sample area, the resulting PDW free-energy-density functional is of the form:

\[
f_{\text{PDW}}[\phi] = f^{(2)}[\phi] + f^{(3)}[\phi] + f^{(4)}[\phi],
\]

(4)

where the superscripts refer to the order of expansion in \(\phi\), and linear terms are absent since \(\bar{A}\) is a stationary point of \(F\).

We first focus on the quadratic term \(f^{(2)}\), which contains contributions from both the quadratic and quartic terms in (1), and can be written as:

\[
f^{(2)}[\phi] = \sum_q \int_0^D dz \phi_{\mu j}(q, z) \hat{C}_{\mu j, \nu k}(q, z) \phi_{\nu k}(q, z),
\]

(5)

where \(D\) is the sample thickness, and \(\hat{C}\) is a \(q\)-dependent Hermitian differential operator that can be written as the sum of two terms, \(\hat{C}(0, z) + \delta\hat{C}(q, z)\). \(\hat{C}(0, z)\) contains “kinetic” terms proportional to \(\partial_z^2\) as well as \(z\)-dependent “potential” terms quadratic in the equilibrium order parameters \(\Delta_{||}(z)\) and \(\Delta_{\perp}(z)\) [37]. \(\delta\hat{C}(q, z)\) contains explicitly \(q\)-dependent terms arising from the derivative terms in (1).

In the spirit of a Landau expansion, we first use Eq. (5) to determine the normal modes of the system and isolate the particular mode that becomes critical at the PDW transition. These normal modes are the eigenvectors \(\Phi_{q}^{(j)}(z)\) of \(\hat{C}(q, z)\) with eigenvalues \(\lambda^{(j)}(q)\), which we compute numerically [39]. Expanding the fluctuation \(\phi\) in (5) in terms of those normal modes, we have:

\[
f^{(2)}[\phi] = \sum_q \sum_j \lambda^{(j)}(q) |u_q^{(j)}|^2,
\]

(6)

where \(u_q^{(j)}\) is the amplitude of the fluctuation in the normal mode \(\Phi_{q}^{(j)}(z)\). In Fig. 1(a), we plot the lowest 25 eigenvalues, which by rotational invariance in the PDB phase depend only on the magnitude \(q\) of the wavevector \(q\). Omitting spin and orbital indices, the fluctuation \(\phi(r) = \sum_q \phi(q, z)e^{iqr_||}\) can be decomposed into real \(\phi^+(r)\) and imaginary \(\phi^-(r)\) parts which do not mix at quadratic order because of time-reversal symmetry in the PDB phase; the normal modes can
then be separated into real and imaginary modes according to this decomposition. At \( q = 0 \), the normal modes carry an additional \( SO(2)_{L_z} + S_z \) angular momentum quantum number \( m = 0, \pm 1, \pm 2 \) \([37]\); a nonzero \( q \) acts as a vector perturbation which mixes \( q = 0 \) eigenmodes with different angular momenta. By plotting the square root \( \sqrt{\lambda^{(j)}(q)} \) of the normal mode eigenvalues, which is proportional to bosonic collective mode frequencies \( \omega_j(q) \) \([37]\), we find one imaginary \([\text{Fig. 1(b)}]\) and three real \([\text{Fig. 1(c)}]\) linearly dispersing Goldstone modes. The former corresponds to the usual \( U(1) \) phase (phonon) mode of neutral superfluids, and the latter are associated with the \( SO(3)_S \times SO(2)_{L_z} \rightarrow SO(2)_{L_z} + S_z \) breaking of spin and orbital symmetries peculiar to the PDB phase \([39]\).

**Mode softening.**—In addition to the gapless Goldstone modes, the PDB phase supports gapped collective modes which, should they soften as external parameters such as temperature \( T \), pressure \( P \), or confinement \( D \) are varied, can lead to additional symmetry-breaking instabilities within the superfluid state. Such mode softening was observed in Ref. \([37]\), where upon tuning the sample thickness across a certain critical value, the frequency \( \omega_j(q) \) of a particular real collective mode \( j = j_* \) was found to touch zero at a finite wavevector \( q = Q \) and subsequently become purely imaginary. The ensuing instability was then argued to lead to a 1D stripe phase with wavevector \( Q \). In our GL description \((6)\), this softening corresponds to the (real) eigenvalue \( \lambda^{(j_*)}(q) \) for a particular real normal mode \( \Phi^{(j_*)}_q(z) \) continuously crossing from positive to negative on a ring of momenta \( |q| = Q \) \((\text{Fig. 2)}\), and identifies this mode as the critical mode for the PDW transition. The instability region is bounded by two mode softening temperatures \( T^*_1 \) and \( T^*_2 \) that straddle the A-PDB transition line \([\text{Fig. 3(a)}]\); given our expansion \((3)\), \( T^*_2 \) corresponds here to an instability of the planar (P) phase, which is degenerate with the A phase at weak coupling \([8]\). Discarding the non-critical modes in the vicinity of the transition, we can thus approximate:

\[
 f^{(2)}[\phi] \approx \sum_q \left[ r + \kappa(q^2 - Q^2)^2 \right] |u_q|^2,
\]

where \( u_q \equiv u_q^{(j_*)} \) is the critical mode amplitude, which obeys \( u_q^* = -u_q \) such that \( \phi^+ (r) \) and its normal-mode decomposition are real. We have also replaced the exact normal mode eigenvalue \( \lambda^{(j_*)}(q) \) by an approximate functional form which captures its key qualitative features near the instability \((\text{Fig. 2)}\). The parameter \( r \) changes sign across the instability, and \( \kappa \) controls the velocity of the linearly dispersing mode \( \omega_j(q) \propto \sqrt{\kappa} |q - Q| \) that obtains at criticality \((r = 0)\) near \( |q| = Q \). As we now discuss, this further approximation—while not strictly necessary—allows for a simplified analytical treatment of the PDW transition that makes its analogy to the liquid-solid transition manifest \([40]\).

**Landau theory of the PDW transition.**—Our analysis so far has identified the critical normal-mode amplitude \( u_q \) or equivalently its position-space inverse Fourier transform \( u(r_j) = \sum_q e^{iqr} u_q \), which is a real function—as the appropriate order parameter for the PDW transition. A well-behaved Landau functional for \( u \) must include terms beyond quadratic order, i.e., self-interaction terms which arise beyond quadratic order, i.e., self-interaction terms which arise from the terms cubic and quartic in \( \phi \) from the terms cubic and quartic in \( \phi \) in the free-energy-density functional \((4)\). To compute these terms, we substitute in \( f^{(3)}[\phi] \) and \( f^{(4)}[\phi] \) the approximate mode expansion \( \phi \approx \sum_q u_q \Phi^{(j_*)}_q(z) e^{iqr} \) that discards the noncritical modes \( \Phi^{(j)}_q(z) \) with \( j \neq j_* \). One obtains \( f^{(k)}[\phi] \approx \sum_{q_1,\ldots,q_k} \Gamma^{(k)}(q_1,\ldots,q_k) u_{q_1} \cdots u_{q_k} \delta_{\sum_j q_j, q_{j_*}} \) where the \( k \)-point vertex \( \Gamma^{(k)} \) is in general momentum-dependent \([39]\),
and the corresponding interaction nonlocal in position space. In the spirit of a gradient expansion, we approximate this nonlocal interaction by a local interaction \( f(k)\phi \propto \int d^2 r u^k(\mathbf{r}_I) \) obtained by setting to zero all momenta in \( \Gamma(k) \). The cubic and quartic terms in (4) become:

\[
\begin{align*}
\hat{f}^{(3)}(\phi) & \simeq -w \sum_{q_1,q_2,q_3} u_{q_1} u_{q_2} u_{q_3} \delta(q_1+q_2+q_3,0), \\
\hat{f}^{(4)}(\phi) & \simeq \eta \sum_{q_1,q_2,q_3,q_4} u_{q_1} u_{q_2} u_{q_3} u_{q_4} \delta(q_1+q_2+q_3+q_4,0),
\end{align*}
\]

where \( w \propto \Gamma^{(3)}(0,\ldots,0) \) and \( \eta \propto \Gamma^{(4)}(0,\ldots,0) \). We find that \( \eta > 0 \) regardless of temperature, pressure, and confinement [39], thus \( f_{\text{PDW}} \) in (4) is properly bounded from below.

Equations (7), (8), and (9) define a well-behaved Landau functional for the PDW transition in confined \(^3\)He, which is the first main result of this Letter. This Landau functional being mathematically identical to that for the crystallization transition in classical statistical mechanisms [35, 40], we simply transpose well-known results for the latter to the PDW transition. Restricting our analysis to momenta \( q \) with fixed magnitude \( |q| = Q \), since at \( r = 0 \) only modes with such momenta soften, we identify the PDW phase as that in which order-parameter configurations \( u_q \neq 0 \) globally minimize \( f_{\text{PDW}} \).

Provided \( w \neq 0 \), the continuous degeneracy of such configurations is partially lifted by the cubic term (8), which favors a PDW with noncollinear wavevectors such that \( q_1+q_2+q_3 = 0 \), i.e., that add up to zero in triangles. In the planar phase at \( T_2 \), we find \( w = 0 \) and the degeneracy remains unresolved at the mean-field level [39]. In the PDW phase at \( T^*_1 \) however, we find \( w \neq 0 \) at all pressures and the noncollinear constraint applies. In 2D, this necessarily implies a PDW whose reciprocal lattice is triangular [40], corresponding to a triangular Bravais lattice with lattice constant \( a = 4\pi/\sqrt{3}Q \) in position space. This conclusion is the second main result of this Letter.

To be explicit, we set the PDW order parameter \( u_q \) to a constant \( u \) for \( q \in \{\pm G_1, \pm G_2, \pm G_3\} \) and to zero otherwise, where we can take \( G_1 = Q(1,0) \), \( G_2 = Q(-1, \sqrt{3}/2) \), and \( G_3 = -G_1 - G_2 \) without loss of generality \( (f_{\text{PDW}} \) is invariant under a global rotation). The Landau functional (4) then reduces to a simple function of \( u \),

\[
f_{\text{PDW}}(u) = 6ru^2 - 12wu^2 + 216mu^4,
\]

whose phase diagram is well understood [40]. Assuming fixed pressure and sample thickness for illustration, we can write \( r = b(T^*_1 - T) \) in the vicinity of the PDW transition from the PDW side, where \( b > 0 \). Due to the cubic term, the mode softening instability at \( T^*_1 \) is preempted by a first-order transition at a lower temperature \( T_{\text{PDW}} < T^*_1 \),

\[
T_{\text{PDW}} = T^*_1 - \frac{w^2}{36\eta b},
\]

which is the true PDW transition temperature. We find the difference \( T^*_1 - T_{\text{PDW}} \) is approximately 4% of the width at \( T^*_1 \) of the instability region for a wide range of pressures and sample thicknesses [Fig. 3(b)]. \( T^*_1 \) is then understood as the limit of metastability of the uniform (PDB) phase inside the PDW phase. Conversely, the PDW phase exists as a metastable phase for \( T^* < T < T_{\text{PDW}} \) where \( T^* = T_{\text{PDW}} - w^2/(288\eta b) \).

**Triangular lattice PDW**—We finally turn to the detailed structure of the PDW order parameter. In the PDW phase, the continuous \( SO(2)L_{1+2} \) spin-orbital rotation symmetry is spontaneously broken to a discrete \( C_6^{L_{1+2}} \) subgroup of joint spin-orbital rotations. The PDW order parameter \( \phi = u \sum_q \phi_q^{(1)}(z) e^{iq \cdot r} \), where the sum is now restricted to the six wavevectors \( q \in \{\pm G_1, \pm G_2, \pm G_3\} \), is in fact invariant under the full spin-orbital point group \( D_6^{L_{1+2}+S_{z}} \),

\[
D(g)\delta(g^{-1}r || z)D^{-1}(g) = \phi(r || z), \quad g \in D_6,
\]

where the representation matrices \( D(g) \) act on both orbital and spin indices. Using the theory of invariants [41], \( \phi \) can be expressed as \( \phi = u \sum_{j,k} \phi_{q (j,k)}(z) X^{(j,k)}(r || ) \) where \( X^{(j,k)}(r || ) \)
denotes the $k$th $D_{0}^{L_{z}+S_{z}}$ invariant associated with the irreducible representation $j$ of $D_{0}$, and $\phi^{(j,k)}(z)$ the corresponding nonuniversal amplitude encapsulating the $z$ dependence of the PDW order parameter [39]. Only five such amplitudes are nonzero [Fig. 4(a), also Fig. (S1) in Ref. [39]]; the corresponding $X$ invariants involve basis functions for the irreducible $A_{1}$, $E_{1}$, $E_{2}$ representations [Fig. 4(b,c,d)], to be understood as triangular lattice harmonics with angular momentum $\ell = 0, 1, 2$, respectively. The $z$ dependence of the amplitudes in Fig. 4(a) is such that $\phi$ is also invariant under reflection in the $z$ direction: $M_{z}\phi(\tau_{\parallel}, -z)M_{z}^{-1} = \phi(\tau_{\parallel}, z)$, where $M_{z} = \text{diag}(1, 1, -1)$ acts on both orbital and spin indices.

**Conclusion.**—In summary, we have proposed a general mechanism whereby a 2D PDW with hexagonal symmetry is stabilized in confined $^3$He: the Landau functional for a PDW transition within the uniform superfluid generically contains a cubic term which, upon approach to a crystallization instability, leads to a first-order transition to a PDW with noncollinear wavevectors forming a triangular lattice. We demonstrated that in the weak-coupling approximation, this mechanism is operative for a wide range of sample thicknesses and pressures near the crystallization instability within the PDB phase.

In our weak-coupling treatment, the coefficient of the cubic term was found to vanish at the PDW instability of the planar phase ($T_{c}$). In reality, strong-coupling effects stabilize the A phase over the planar phase in this part of the phase diagram, and Eq. (2) is the wrong expansion point. The construction of a PDW Landau functional using the A phase as a starting point and incorporating strong-coupling corrections would be necessary to address the question whether the A-PDW transition remains continuous or also becomes first-order. Additionally, direct numerical minimization of the 3D GL functional using a $D_{0}^{L_{z}+S_{z}}$-invariant PDW ansatz beyond the single-harmonic approximation utilized here would be desirable for more quantitative comparisons with experiment.
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In this Supplemental Material, we explain the decomposition of the quadratic term in the pair density wave (PDW) Landau functional into invariants of its symmetry group, the $D_{6}^{L} + S_{z}$ spin-orbital point group (Sec. SIII).

### SI. QUADRATIC TERM IN THE PDW FUNCTIONAL

The starting point is the Ginzburg-Landau (GL) functional in Eq. (1) of the main text,

$$F = \int d^{3}r \left[ K_{1} \partial_{k} A_{\mu j} \partial_{k} A_{\nu k}^{*} + K_{2} \partial_{j} A_{\mu j} \partial_{k} A_{\nu k}^{*} + K_{3} \partial_{k} A_{\mu j} \partial_{j} A_{\nu k}^{*} + \alpha \operatorname{tr} AA^{\dagger} + \beta_{1} \operatorname{tr} AA^{T}[2 + \beta_{2} (\operatorname{tr} AA^{T})^{2} + \beta_{3} \operatorname{tr} AA^{T} (AA^{T})^{*} + \beta_{4} \operatorname{tr} (AA^{T})^{2} + \beta_{5} \operatorname{tr} AA^{T}(AA^{T})^{*}] \right],$$

(S1)

where $r = (x, y, z)$. We write the order parameter as

$$A_{\mu j}(r_{\parallel}, z) = \overline{\Delta}_{\mu j}(z) + \sum_{q} \phi_{\mu j}(q, z)e^{iq\cdot r_{\parallel}},$$

(S2)

where $r_{\parallel} = (x, y), q = (q_{x}, q_{y})$ and

$$\overline{\Delta}_{\mu j}(z) = \begin{pmatrix} \Delta_{\parallel}(z) & 0 & 0 \\ 0 & \Delta_{\perp}(z) & 0 \\ 0 & 0 & \Delta_{\perp}(z) \end{pmatrix},$$

(S3)

is the equilibrium order parameter in the planar-distorted B phase (PDB phase). We assume $\phi_{\mu j} \ll \Delta_{\parallel}, \Delta_{\perp}$ and wish to expand the GL functional to quartic order in $\phi$. The leading nontrivial term in this expansion is the term quadratic in $\phi$, which will be of the form

$$f = f[\overline{A}] + \sum_{q} \int_{0}^{D} dz \phi_{\mu j}^{*}(q, z)\hat{C}_{\mu j,\nu k}(q, z)\phi_{\nu k}(q, z) + O(\phi^{3}),$$

(S4)

by translational invariance, where $f$ denotes the free energy per unit area of the film. By diagonalizing $\hat{C}$ we will be able to identity the soft mode which is relevant for the crystallization transition, as done in Ref. [1]. We use the hatted notation to indicate that $\hat{C}$ is an operator acting on the $z$ dependence of functions to its right. Also note that since $\overline{A}$ is a stationary point of $F$, one has $\delta F/\delta \overline{A} = \delta F/\delta \overline{A}^{\dagger} = 0$ and there are no terms linear in $\phi$. To diagonalize $\hat{C}_{\mu j,\nu k}(q)$, it is simplest to proceed as in $k \cdot p$ theory for the calculation of electronic bandstructures (see, e.g., Ref. [2]): we will use the (“band-edge”) eigenvectors of $\hat{C}_{\mu j,\nu k}(0)$ as a basis for the eigenfunctions of $\hat{C}_{\mu j,\nu k}(q)$.

#### A. Quadratic term: $q = 0$

We therefore start by assuming $q = 0$, i.e., $A_{\mu j}(r_{\parallel}, z) = \overline{\Delta}_{\mu j}(z) + \phi_{\mu j}(z)$. Since there is no $r_{\parallel}$ dependence, only gradient terms involving $\partial_{z}$ survive in the GL functional. First, the GL functional is invariant under the time-reversal transformation

$$\mathcal{T} : A_{\mu j} \rightarrow A_{\nu j}^{\dagger},$$

(S5)

Assuming $\Delta_{\parallel}$ and $\Delta_{\perp}$ real, the PDB order parameter (S3) is invariant under $\mathcal{T}$. To quadratic order, real and imaginary fluctuations cannot mix [3], thus we write $\phi_{\mu j} = \phi_{\mu j}^{(+)\dagger} + i\phi_{\mu j}^{(−)\dagger}$ with $\phi_{\mu j}^{(±)}$ real. Each $3 \times 3$ matrix has 9 real components and can be decomposed as the sum of a trace part (proportional to the identity) and a traceless real matrix with 8 components. The latter
can be decomposed into symmetric traceless (5 components) and antisymmetric (3 components) parts. A useful representation
is in terms of the $SU(3)$ Gell-Mann matrices $\lambda^1, \ldots, \lambda^8$ augmented with a matrix $\lambda^0$ proportional to the identity,

$$\lambda^0 = \sqrt{\frac{2}{3}} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},$$

$$\lambda^1 = \begin{pmatrix} 1 \\ -1 \\ 0 \end{pmatrix}, \ \lambda^2 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 1 & -2 \end{pmatrix}, \ \lambda^3 = \begin{pmatrix} 1 \\ -1 \\ 1 \end{pmatrix}, \ \lambda^4 = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \ \lambda^5 = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix},$$

$$\lambda^6 = \begin{pmatrix} i \\ -i \end{pmatrix} = L_x, \ \lambda^7 = \begin{pmatrix} i \\ i \end{pmatrix} = L_y, \ \lambda^8 = \begin{pmatrix} -i \\ -i \end{pmatrix} = L_z,$$

and are normalized according to $\text{tr} \lambda^I \lambda^J = 2\delta^{IJ}, \ I, J = 0, \ldots, 8$. We have also observed that $(\lambda^6, \lambda^7, \lambda^8) = (L_x, L_y, L_z) = L$
are the $J = 1$ angular momentum matrices, i.e., the generators of $SO(3)$ in the vector representation. They are purely imaginary,

thus we can expand

$$\phi^{(\pm)} = \Delta^{(\pm)} \lambda^0 + i\Omega^{(\pm)} \cdot L + M^{(\pm)} \cdot \Lambda,$$

where $\Delta^{(\pm)}$ is the scalar ($J = 0$) mode, $\Omega^{(\pm)} = (\Omega^{(\pm)}_1, \Omega^{(\pm)}_2, \Omega^{(\pm)}_3)$ is the vector ($J = 1$) mode, and $M^{(\pm)} = (M^{(\pm)}_1, \ldots, M^{(\pm)}_5)$
is the symmetric traceless tensor ($J = 2$) mode, defining $\Lambda = (\lambda^1, \ldots, \lambda^8)$.

We substitute the expansion (S7) into the GL functional and expand to quadratic order in $\phi$. We ignore the equilibrium free
energy $f[A]$, i.e., we consider the free energy relative to that of the equilibrium PDB phase. The quadratic term in the GL
functional gives

$$f^{(2)}[\phi] = \sum_{K=\pm} \int_0^D dz \left[ 2K_1 \left( (\partial_z \Delta^{(K)})^2 + (\partial_z \Omega^{(K)})^2 + (\partial_z M^{(K)})^2 \right) \\
+ K_2 \left( \frac{2}{3} (\partial_z \Delta^{(K)} - \sqrt{2} \partial_z M_2^{(K)})^2 + (\partial_z M_3^{(K)} + \partial_z \Omega_1^{(K)})^2 + (\partial_z M_4^{(K)} - \partial_z \Omega_2^{(K)})^2 \right) \\
+ 2\alpha \left( (\Delta^{(K)})^2 + (\Omega^{(K)})^2 + (M^{(K)})^2 \right) \right],$$

(S8)

where $K_{ijk\cdots} = K_i + K_j + K_k + \cdots$. The quartic term gives

$$f^{(4)}[\phi] = 4 \sum_{K=\pm} \int_0^D dz \left\{ c_{\Delta}^{(K)}(z)(\Delta^{(K)})^2 + c_{\Omega_1}^{(K)}(z) \left[ (\Omega_1^{(K)})^2 + (\Omega_2^{(K)})^2 \right] + c_{\Omega_2}^{(K)}(z) (\Omega_3^{(K)})^2 + c_{M_{m,j}=0}^{(K)}(z) (M_2^{(K)})^2 \\
+ c_{M_{m,j}=\pm 1}^{(K)}(z) \left[ (M_4^{(K)})^2 + (M_3^{(K)})^2 \right] + c_{M_{m,j}=\pm 2}^{(K)}(z) \left[ (M_1^{(K)})^2 + (M_5^{(K)})^2 \right] \\
+ c_{M_{\Delta}}^{(K)}(z) M_2^{(K)} \Delta^{(K)} + c_{M_{\Omega_3}}^{(K)}(z) \left( M_4^{(K)} \Omega_2^{(K)} - M_3^{(K)} \Omega_1^{(K)} \right) \right\},$$

(S9)

where the $c$ coefficients are functions of the equilibrium order parameters $\Delta_{\parallel}(z), \Delta_{\perp}(z)$ and are given by

$$c_{\Delta}^{(+)}(z) = \frac{1}{3} \left[ 2(7\beta_{12} + 3\beta_{345})\Delta_{\parallel}^2 + 8\beta_{12}\Delta_{\parallel}\Delta_{\perp} + (5\beta_{12} + 3\beta_{345})\Delta_{\perp}^2 \right],$$

(S10)

$$c_{\Delta}^{(-)}(z) = \frac{1}{3} \left[ 2(\beta_1 + 3\beta_2 + 3\beta_{345})\Delta_{\parallel}^2 + 8\beta_1\Delta_{\parallel}\Delta_{\perp} - (\beta_1 - 3\beta_2 - 3\beta_{345})\Delta_{\perp}^2 \right],$$

(S11)

for terms involving the $J = 0$ modes $\Delta^{(\pm)}$ alone,

$$c_{\Omega_1}^{(+)}(z) = (2\beta_{12} + \beta_{345})\Delta_{\parallel}^2 - 3\beta_{345}\Delta_{\parallel}\Delta_{\perp} + \beta_{12345}\Delta_{\perp}^2,$$

(S12)

$$c_{\Omega_1}^{(-)}(z) = -(2\beta_1 - 2\beta_2 - 3\beta_4)\Delta_{\parallel}^2 - (\beta_{35} - \beta_4)\Delta_{\parallel}\Delta_{\perp} - (\beta_1 - 3\beta_2 - 3\beta_4)\Delta_{\perp}^2,$$

(S13)

$$c_{\Omega_2}^{(+)}(z) = (2\beta_{12} + \beta_{345})\Delta_{\perp}^2 + \beta_{12}\Delta_{\perp}^2,$$

(S14)

$$c_{\Omega_2}^{(-)}(z) = -2\beta_1 - 2\beta_2 + 3\beta_4)\Delta_{\perp}^2 - (\beta_1 - \beta_2)\Delta_{\perp}^2,$$

(S15)
for terms involving the $J = 1$ modes $\Omega(\pm)$ alone,

\[
e^{(+)}_{M,mJ=0}(z) = \frac{1}{3} \left[ (10\beta_{12} + 3\beta_{345})\Delta_1^2 - 8\beta_{12}\Delta_1\Delta_\perp + (7\beta_{12} + 6\beta_{345})\Delta_\perp^2 \right],
\]

(S16)

\[
e^{(-)}_{M,mJ=0}(z) = -\frac{1}{3} \left[ (2\beta_1 - 6\beta_2 - 3\beta_{345})\Delta_1^2 + 8\beta_1\Delta_1\Delta_\perp - (\beta_1 + 3\beta_2 + 2\beta_{345})\Delta_\perp^2 \right],
\]

(S17)

\[
e^{(+)}_{M,mJ=0}(z) = (2\beta_{12} + \beta_{345})\Delta_1^2 + \beta_{345}\Delta_1\Delta_\perp + \beta_{12345}\Delta_\perp^2,
\]

(S18)

\[
e^{(-)}_{M,mJ=0}(z) = -2\beta_1 - 2\beta_2 - \beta_3\Delta_1^2 - (\beta_1 + \beta_2 + \beta_{35})\Delta_1\Delta_\perp - (\beta_1 - \beta_2)\Delta_\perp^2,
\]

(S19)

\[
e^{(+)}_{M,mJ=0}(z) = (2\beta_{12} + 3\beta_{345})\Delta_1^2 + \beta_{12}\Delta_\perp^2,
\]

(S20)

\[
e^{(-)}_{M,mJ=0}(z) = -2\beta_1 - 2\beta_2 - 3\beta_{345}\Delta_1^2 - (\beta_1 - \beta_2)\Delta_\perp^2,
\]

(S21)

for terms involving the $J = 2$ modes $M(\pm)$ alone, and

\[
e^{(+) M\Delta}(z) = \frac{2\sqrt{2}}{3} (\Delta_1 - \Delta_\perp) \left[ (4\beta_{12} + 3\beta_{345})\Delta_1^2 + (2\beta_{12} + 3\beta_{345})\Delta_\perp^2 \right],
\]

(S22)

\[
e^{(-) M\Delta}(z) = \frac{2\sqrt{2}}{3} (\Delta_1 - \Delta_\perp) \left[ (4\beta_{12} + 3\beta_{345})\Delta_1^2 + (2\beta_{12} + 3\beta_{345})\Delta_\perp^2 \right],
\]

(S23)

\[
e^{(+) M\Omega}(z) = 0,
\]

(S24)

\[
e^{(-) M\Omega}(z) = 2(\beta_3 - \beta_5) (\Delta_1^2 - \Delta_\perp^2),
\]

(S25)

for couplings between modes. We use the notation $\beta_{ij\ldots} = \beta_i + \beta_j + \beta_k + \ldots$.

The reduced functional (S8-S9) should preserve the $SO(2)_{L_z+S_z}$ symmetry of the PDB phase. To determine how $\phi$ transforms under this symmetry, first recall the action of the residual $SO(3)_{L_z+S_z}$ symmetry in the bulk B phase [3]:

\[
A_{\mu j} \xrightarrow{R^{(S)}_{\mu j}} R^{(S)}_{\mu k} A_{\nu k} = \left( R^{(S)} A R^{(L)T} \right)_{\mu j},
\]

(S26)

where $A = e^{i\phi} R$, $R^{(L)} = O$, and $R^{(S)} = R o R^{-1}$, with $R, O \in SO(3)$. By relative spin-orbit symmetry, one can choose $R = I$, in which case the residual symmetry acts by conjugation, $A \rightarrow OAO^{-1}$. For a $J_z$ rotation about the $z$ axis through angle $\theta$, one has $O = e^{-i\theta L_z}$ with $L_z = \lambda^8$ defined earlier. This is clearly a symmetry of the PDB phase since $e^{-i\theta L_z} \bar{\lambda} e^{i\theta L_z} = \bar{\lambda}$. Fluctuations will transform as $\phi \rightarrow e^{-i\theta L_z} \phi e^{i\theta L_z}$; it is sufficient to consider infinitesimal rotations, $\phi \rightarrow \phi + \delta \phi$ where $\delta \phi = -i\theta[L_z, \phi]$. Since $L_z$ is purely imaginary, this transformation does not mix real and imaginary modes (it commutes with time reversal, as expected). One can thus write the first variation as $\delta \phi = \delta \phi^{(+) M} + i\delta \phi^{(-)}$ where $\delta \phi^{(\pm)}$ are real, and can thus be expanded as in (S7):

\[
\delta \phi^{(\pm)} = \delta \Delta^{(\pm)} \lambda^0 + i\delta \Omega^{(\pm)} \cdot L + \delta M^{(\pm)} \cdot \Lambda.
\]

(S27)

On the other hand, we have

\[
\delta \phi^{(\pm)} = -i\theta[L_z, \phi^{(\pm)}] = -i\theta e_{ij} \Omega^{(\pm)} L_i - i\theta M^{(\pm)} \lambda_a \lambda^a,
\]

(S28)

where $i, j = 1, 2$ and $a = 1, \ldots, 5$, and we have used the commutation relations for the angular momentum operators. We thus find

\[
\delta \Delta^{(\pm)} = 0; \quad \delta \Omega^{(\pm)} = 0; \quad \delta M^{(\pm)} = -\theta e_{ij} \Omega^{(\pm)} L_i, i, j = 1, 2.
\]

(S29)

This is as expected: $\Delta^{(\pm)}$ is a scalar mode that does not transform under rotations; $\Omega^{(\pm)}_i$ is the $z$ component of a vector mode, that is left invariant under $J_z$ rotations; and $\Omega^{(\pm)}_1$ and $\Omega^{(\pm)}_2$ are the $x$ and $y$ components of this vector mode, which transform into each other under $J_z$ rotations.

Turning to the $J = 2$ modes, one can check that $i[\lambda^8, \lambda^a]$ is real symmetric traceless, thus it can be expanded in the basis of $\lambda^a$ matrices:

\[
-i[\lambda^8, \lambda^a] = \sum_{b=1}^{5} J_{ab} \lambda^b, \quad a = 1, \ldots, 5,
\]

(S30)
with $\mathcal{J}$ a real antisymmetric $5 \times 5$ matrix. Using the orthogonality property of Gell-Mann matrices, we have

$$\mathcal{J}_{ab} = \frac{1}{2i} \text{tr}(\lambda^a \lambda^b) = \begin{pmatrix} 0 & 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ -2 & 0 & 0 & 0 & 0 \end{pmatrix}_{ab}. \quad (S31)$$

Thus we find $\delta M_a^{(\pm)} = -\theta \mathcal{J}_{ab} M_b^{(\pm)}$. More specifically, we have

$$\delta M_2^{(\pm)} = 0;$$
$$\delta M_4^{(\pm)} = -\theta M_4^{(\pm)}, \quad \delta M_3^{(\pm)} = \theta M_4^{(\pm)};$$
$$\delta M_1^{(\pm)} = -2\theta M_5^{(\pm)}, \quad \delta M_5^{(\pm)} = 2\theta M_1^{(\pm)}. \quad (S32)$$

Once again, there is a clear interpretation: $M_2^{(\pm)}$ is an $m_J = 0$ mode (like a $d_{3z^2-r^2}$ orbital, invariant under $J_z$ rotations); $M_4^{(\pm)}$ and $M_3^{(\pm)}$ can be combined to form $m_J = \pm 1$ modes (like $d_{xz} \pm id_{yz}$ orbitals); and $M_1^{(\pm)}$ and $M_5^{(\pm)}$ can be combined to form $m_J = \pm 2$ modes (like $d_{x^2-y^2} \pm id_{xy}$ orbitals). Using the transformation properties above, one can check explicitly that the functional (S8-S9) is invariant under infinitesimal $SO(2)_J$ rotations.

In order to find the normal modes, we will first bring the gradient terms in Eq. (S8) to diagonal form by performing an orthogonal transformation. In terms of the rotated fields

$$\Delta^{(K)} = \frac{1}{\sqrt{3}}(\Delta^{(K)} - \sqrt{2}M_2^{(K)}), \quad \Omega^{(K)} = \begin{pmatrix} \tilde{\Omega}_1^{(K)} \\ \tilde{\Omega}_2^{(K)} \\ \tilde{\Omega}_3^{(K)} \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{2}}(\Omega_1^{(K)} - M_3^{(K)}) \\ \frac{1}{\sqrt{2}}(\Omega_2^{(K)} + M_4^{(K)}) \\ \Omega_3^{(K)} \end{pmatrix}, \quad (S33)$$

and

$$\tilde{M}^{(K)} = \begin{pmatrix} \tilde{M}_1^{(K)} \\ \tilde{M}_2^{(K)} \\ \tilde{M}_3^{(K)} \\ \tilde{M}_4^{(K)} \\ \tilde{M}_5^{(K)} \end{pmatrix} = \begin{pmatrix} M_1^{(K)} \\ \frac{1}{\sqrt{2}}(M_2^{(K)} + \sqrt{2}\Delta^{(K)}) \\ \frac{1}{\sqrt{2}}(M_3^{(K)} + \Omega_1^{(K)}) \\ \frac{1}{\sqrt{2}}(M_4^{(K)} - \Omega_2^{(K)}) \\ M_5^{(K)} \end{pmatrix}, \quad (S34)$$

Equation (S8) becomes

$$f^{(2)}[\phi] = \sum_{K=\pm} \int_0^D dz \left\{ 2K_{123} \left[ (\partial_z \Delta^{(K)})^2 + (\partial_z \tilde{M}_3^{(K)})^2 + (\partial_z \tilde{M}_4^{(K)})^2 \right] \\ + 2K_1 \left[ (\partial_z \Omega^{(K)})^2 + (\partial_z \tilde{M}_2^{(K)})^2 + (\partial_z \tilde{M}_1^{(K)})^2 + (\partial_z \tilde{M}_5^{(K)})^2 \right] \\ + 2\alpha \left[ \Delta^{(K)} \right]^2 + (\Omega^{(K)})^2 + (\tilde{M}^{(K)})^2 \right\}, \quad (S35)$$

and Eq. (S9) assumes the same form but with different (tilded) coefficients:

$$f^{(4)}[\phi] = 4 \sum_{K=\pm} \int_0^D dz \left\{ c_\Delta^{(K)}(z)(\Delta^{(K)})^2 + c_{\Omega_{12}}^{(K)}(z)(\Omega_1^{(K)})^2 + (\Omega_2^{(K)})^2 + c_{\Omega_{11},+}^{(K)}(z)(\Omega_3^{(K)})^2 + c_{\Omega_{11},-}^{(K)}(z)(\tilde{M}_1^{(K)})^2 + c_{\Omega_{5,1},+}^{(K)}(z)(\tilde{M}_4^{(K)})^2 + c_{\Omega_{5,1},-}^{(K)}(z)(\tilde{M}_5^{(K)})^2 \right. \\ + c_{\tilde{M}_1^2}^{(K)}(z)(\tilde{M}_1^{(K)})^2 + c_{\tilde{M}_4}^{(K)}(z)(\tilde{M}_4^{(K)})^2 \right\}, \quad (S36)$$

with

$$c_\Delta^{(+)}(z) = 2\beta_{12} \Delta_\\|^2 + 3(\beta_{12} + \beta_{345}) \Delta_\\|^2, \quad (S37)$$
$$c_\Delta^{(-)}(z) = -2(\beta_1 - \beta_2) \Delta_\\|^2 + \beta_{12345} \Delta_\\|^2, \quad (S38)$$
\[ \hat{c}_{\Omega,||}^{(+)}(z) = (2\beta_{12} + \beta_{345})\Delta_\parallel^2 + (\beta_{12} + \beta_{345})\Delta_\perp^2, \]
\[ \hat{c}_{\Omega,||}^{(-)}(z) = -(2\beta_1 - 2\beta_2 - \beta_3 - \beta_4 + \beta_5)\Delta_\parallel^2 - (\beta_1 - \beta_2 + \beta_3 - \beta_4 - \beta_5)\Delta_\perp^2, \]
\[ \hat{c}_{\Omega,\perp}^{(+)}(z) = (2\beta_{12} + \beta_{345})\Delta_\parallel^2 + \beta_{12}\Delta_\perp^2, \]
\[ \hat{c}_{\Omega,\perp}^{(-)}(z) = -(2\beta_1 - 2\beta_2 + \beta_3 - 3\beta_4 + \beta_5)\Delta_\parallel^2 - (\beta_1 - \beta_2)\Delta_\perp^2, \]
\[ \hat{c}_{M,m,0}^{(+)\parallel}(z) = 3(2\beta_{12} + \beta_{345})\Delta_\parallel^2 + \beta_{12}\Delta_\perp^2, \]
\[ \hat{c}_{M,m,0}^{(-\parallel}(z) = (2\beta_{12} + \beta_{345})\Delta_\parallel^2 - (\beta_1 - \beta_2)\Delta_\perp^2, \]
\[ \hat{c}_{M,m,\pm 1}^{(+)\parallel}(z) = \hat{c}_{\Omega,\parallel}^{(+)}(z) = (2\beta_{12} + \beta_{345})\Delta_\parallel^2 + (\beta_{12} + \beta_{345})\Delta_\perp^2, \]
\[ \hat{c}_{M,m,\pm 1}^{(-\parallel}(z) = -(2\beta_1 - 2\beta_2 + \beta_3 - \beta_4 - \beta_5)\Delta_\parallel^2 - (\beta_1 - \beta_2 - \beta_3 - \beta_4 + \beta_5)\Delta_\perp^2, \]
\[ \hat{c}_{M,m,\pm 2}^{(+)\parallel}(z) = (2\beta_{12} + 3\beta_{345})\Delta_\parallel^2 + \beta_{12}\Delta_\perp^2, \]
\[ \hat{c}_{M,m,\pm 2}^{(-\parallel}(z) = -(2\beta_1 - 2\beta_2 - \beta_3 - \beta_4 + \beta_5)\Delta_\parallel^2 - (\beta_1 - \beta_2)\Delta_\perp^2, \]
\[ \hat{c}_{M\Delta}^{(+)\parallel}(z) = 4\sqrt{2}\beta_{12}\Delta_\parallel\Delta_\perp, \]
\[ \hat{c}_{M\Delta}^{(-\parallel}(z) = 4\sqrt{2}\beta_{1}\Delta_\parallel\Delta_\perp, \]
\[ \hat{c}_{M\parallel}^{(+)\parallel}(z) = 2\beta_{345}\Delta_\parallel\Delta_\perp, \]
\[ \hat{c}_{M\parallel}^{(-\parallel}(z) = 2(\beta_3 - \beta_4 + \beta_5)\Delta_\parallel\Delta_\perp. \]

Using the definitions (S33-S34) and the transformation properties (S29) and (S32), we can show that the tilded fields transform under $SO(2)_J$ rotations in the same way as the old ones, i.e.,
\[ \delta \hat{\Delta}^{(K)}(K) = \delta \hat{\Omega}_2^{(K)} = \delta \hat{M}_2^{(K)} = 0, \]
\[ \delta \hat{\Omega}_1^{(K)} = -\theta \hat{\Omega}_2^{(K)}, \quad \delta \hat{\Omega}_2^{(K)} = \theta \hat{\Omega}_1^{(K)}, \]
\[ \delta \hat{M}_4^{(K)} = -\theta \hat{M}_3^{(K)}, \quad \delta \hat{M}_3^{(K)} = \theta \hat{M}_4^{(K)}, \]
\[ \delta \hat{M}_1^{(K)} = -2\theta \hat{M}_5^{(K)}, \quad \delta \hat{M}_5^{(K)} = 2\theta \hat{M}_1^{(K)}. \]

The functional can be written in block-diagonal form. Schematically, we have:
\[ \{ \hat{\Delta}, \hat{M}_2 \} \oplus \{ \hat{\Omega}_1, \hat{M}_3 \} \oplus \{ \hat{\Omega}_2, \hat{M}_4 \} \oplus \hat{\Omega}_3 \oplus \hat{M}_1 \oplus \hat{M}_5. \]

We begin with the $J = 0, 2, m_J = 0$ block $\{ \hat{\Delta}, \hat{M}_2 \}$. We consider specular boundary conditions at $z = 0$ and $z = D$, and the tilded quantities obey the same (Neumann or Dirichlet) boundary conditions as \( \hat{\Theta} \). Integration by parts thus gives
\[ \int_0^D dz (\partial_z \hat{g})^2 = -\int_0^D dz \hat{g} \partial_z^2 \hat{g}, \]
for a function \( \hat{g} \) satisfying such boundary conditions. Using the notation $f_{J,m_J}$ for each block’s contribution to the GL functional and $\hat{\Pi}_{J,m_J}^{(K)}$ for the corresponding quadratic kernel, we have
\[ f_{0,2;0} = \sum_{K=\pm} \int_0^D dz \left( \hat{\Delta}^{(K)} M_2^{(K)} \right)^T \hat{\Pi}_{0,2;0}^{(K)} \left( \hat{\Delta}^{(K)} M_2^{(K)} \right), \]
where
\[ \left( \hat{\Pi}_{0,2;0}^{(K)} \right)_{11} = -2K_{12} \partial_z^2 + 2\alpha + 4\hat{c}_\Delta^{(K)}(z), \]
\[ \left( \hat{\Pi}_{0,2;0}^{(K)} \right)_{12} = \left( \hat{\Pi}_{0,2;0}^{(K)} \right)_{21} = 2\hat{c}_\Delta^{(K)}(z), \]
\[ \left( \hat{\Pi}_{0,2;0}^{(K)} \right)_{22} = -2K_1 \partial_z^2 + 2\alpha + 4\hat{c}_{M,m_J=0}^{(K)}(z). \]
Using these expressions we can identify the $U(1)$ (phase) Goldstone mode. This corresponds to pure phase fluctuations of the order parameter:

$$A(r) = \tilde{A}(z)e^{i\varphi(r)} \approx \tilde{A}(z)(1 + i\varphi),$$

(S61)

thus $\phi_{U(1)} = i\tilde{A}\varphi$, implying $\phi_{U(1)}^{(+)} = 0$ and $\phi_{U(1)}^{(-)} = \tilde{A}\varphi$. Goldstone’s theorem implies that uniform fluctuations, i.e., $\varphi = \text{const.}$, cost zero energy. To verify this, we need to show that $\Pi_{00;0}(\pm)$ acting on a fluctuation of this type gives zero. Decomposing $\phi_{U(1)}$ as in Eq. (S7), and using Eqs. (S33-S34) to express the result in terms of the tilded fields, we find

$$\hat{\Delta}_{-1}^{(-)}(\pm) = \frac{\varphi}{\sqrt{2}} \Delta_{\perp}, \quad \hat{M}_{2}^{(-)}(\pm) = \varphi \Delta_{\parallel}.$$

(S62)

(Since $\phi_{U(1)}$ is diagonal, only $\lambda^0, \lambda^1$, and $\lambda^2$ may contribute; since $\tilde{A}_{xx} = \tilde{A}_{yy}$, there is in fact no $\lambda^3$ component.) Using Eq. (S60), we find

$$\hat{\Pi}_{00;0}^{(-)} \left( \begin{array}{c} \hat{\Delta}_{-1}^{(-)}(\pm) \\ \hat{M}_{2}^{(-)}(\pm) \end{array} \right) = \sqrt{2} \varphi \left( \begin{array}{c} \left[-K_{123}\partial_{z}^{2} + \alpha + 2\beta_{12345}\Delta_{\perp}^{2} + 4\beta_{12}\Delta_{\parallel} \right] \Delta_{\perp} \\ \left[-K_{123}\partial_{z}^{2} + \alpha + 2(2\beta_{12} + \beta_{345})\Delta_{\parallel}^{2} + 2\beta_{12}\Delta_{\perp} \right] \Delta_{\parallel} \end{array} \right).$$

On the other hand, one verifies that the GL equations $\delta f/\delta \tilde{A} = 0$ for $\Delta_{\parallel}(z)$ and $\Delta_{\perp}(z)$ are precisely

$$\left[-K_{123}\partial_{z}^{2} + \alpha + 2(2\beta_{12} + \beta_{345})\Delta_{\parallel}^{2} + 2\beta_{12}\Delta_{\perp} \right] \Delta_{\parallel} = 0,$$

(S64)

$$\left[-K_{123}\partial_{z}^{2} + \alpha + 2\beta_{12345}\Delta_{\perp}^{2} + 4\beta_{12}\Delta_{\parallel} \right] \Delta_{\perp} = 0,$$

(S65)

thus the right-hand side of Eq. (S63) identically vanishes, provided that the order parameter profiles $\Delta_{\parallel}(z)$ and $\Delta_{\perp}(z)$ satisfy the exact GL equations.

Besides the $U(1)$ Goldstone mode, from the symmetry-breaking pattern $SO(3) \times SO(2)_{Lz} \to SO(2)_{Lz+Sz}$ for the PDB phase in a slab geometry we expect 3 more Goldstone modes, 2 corresponding to ordinary spin waves (broken $S_z$ rotations) and 1 corresponding to a spin-orbit mode (broken relative $L_z - S_z$ rotations). Beginning with the spin waves, they correspond to pure spin rotations about the $\hat{x}$ and $\hat{y}$ axes:

$$A_{\mu j}(r) = R_{\mu\nu}^{(S)}(\varphi, \varphi)\tilde{A}_{\nu j}(z) \quad \text{or} \quad A_{\mu j}(r) = R_{\mu\nu}^{(S)}(\varphi, \varphi)\tilde{A}_{\nu j}(z),$$

(S66)

with $R_{\mu\nu}^{(S)}(\varphi, \varphi) = e^{-i\varphi L_{\mu}}$ and $R_{\mu\nu}^{(S)}(\varphi, \varphi) = e^{-i\varphi L_{\nu}}$. Expanding for small $\varphi$, we find that these modes are real with $\phi_{S_{x}}^{(+)} = -i\varphi L_{x}\tilde{A}$ and $\phi_{S_{y}}^{(+)} = -i\varphi L_{y}\tilde{A}$. Decomposing in the Gell-Man basis and rotating the fields, we find that only the $m_{j} = \pm 1$ modes $\hat{\Omega}_{1,2}$ and $\hat{M}_{3,4}$ are involved:

$$\hat{\Omega}_{1,2}^{(+)} = -\frac{\varphi^{+}}{\sqrt{2}} \Delta_{\parallel}, \quad \hat{M}_{3,4}^{(+)} = -\frac{\varphi^{+}}{\sqrt{2}} \Delta_{\perp};$$

(S67)

$$\hat{\Omega}_{1,2}^{(+)} = -\frac{\varphi^{+}}{\sqrt{2}} \Delta_{\parallel}, \quad \hat{M}_{3,4}^{(+)} = -\frac{\varphi^{+}}{\sqrt{2}} \Delta_{\perp},$$

(S68)

with all other components zero. The $m_{j} = \pm 1$ fluctuation free energy is

$$f_{1,2;\pm 1} = \sum_{K=\pm 1} \int_{0}^{D} dz \left( \begin{array}{c} \hat{\Omega}_{2}^{(K)} \\ \hat{M}_{3}^{(K)} \end{array} \right)^{T} \hat{\Pi}_{1,2;\pm 1}^{(K)} \left( \begin{array}{c} \hat{\Omega}_{2}^{(K)} \\ \hat{M}_{3}^{(K)} \end{array} \right) + \left( \begin{array}{c} \hat{\Omega}_{2}^{(K)} \\ \hat{M}_{3}^{(K)} \end{array} \right)^{T} \hat{\Pi}_{1,2;\pm 1}^{(K)} \left( \begin{array}{c} \hat{\Omega}_{2}^{(K)} \\ \hat{M}_{3}^{(K)} \end{array} \right),$$

(S69)

where

$$\hat{\Pi}_{1,2;\pm 1}^{(K)} = \left( \begin{array}{ccc} K_{12}^{(K)} & -2K_{12}^{(K)} + 2\alpha + 4c_{12;\parallel}^{(K)}(z) \\ -2K_{12}^{(K)} - 2\alpha - 4c_{12;\parallel}^{(K)}(z) & K_{12}^{(K)} \end{array} \right),$$

(S70)
One straightforwardly verifies that a uniform $S_x$ or $S_y$ spin wave (i.e., $\varphi = \text{const.}$) costs zero energy, i.e.,
\[
\Pi_{1,2,x}^{(1)} - E_{\Pi_{1,2,y}} = 0, \quad \Pi_{1,2,y}^{(1)} = 0
\]  
(S72)

if $\Delta_{\parallel}(z)$ and $\Delta_{\perp}(z)$ satisfy the GL equations.

Finally, we turn to the Goldstone mode associated with the breaking $SO(2)_{S_z} \times SO(2)_{L_z} \rightarrow SO(2)_{L_z + S_z}$ of relative spin-orbit symmetry. This mode corresponds to an $L_z$ rotation by $\frac{1}{2} \varphi(r)$ and a simultaneous $S_z$ rotation by $-\frac{1}{2} \varphi(r)$:
\[
A_{\mu j}(r) = R_{\mu \nu}^{(S)}(\hat{\varphi}, -\frac{1}{2} \varphi(r)) R_{\nu k}^{(L)}(\hat{\varphi}, \frac{1}{2} \varphi(r)) \Phi_{\mu k}(r).
\]  
(S73)

Expanding for small $\varphi$, we find that this mode is real with $\phi_{\partial 3}^{(\pm)}(z) = \frac{i}{2} \{L_z, \overline{A}\} = i \varphi \Delta_{\parallel} L_z$. Thus only the $J = 1, m_J = 0$ component $\Omega_{3,0}$ is nonzero, and
\[
\hat{\Omega}_{3,0}^{(+)} = \varphi \Delta_{\parallel}.
\]  
(S74)

The $J = 1, m_J = 0$ fluctuation free energy is
\[
f_{1:0} = \sum_{K = \pm} \int_0^D dz \frac{\tilde{\omega}_3^{(K)} \Pi_{1:0}^{(K)} \tilde{\omega}_3^{(K)}}{\tilde{\omega}_3} \Pi_{1:0}^{(K)} \tilde{\omega}_3^{(K)}
\]  
(S75)

where
\[
\Pi_{1:0}^{(K)} = -2K_1 \partial_z^2 + 2\alpha + 4\epsilon_0^{(K)}(z).
\]  
(S76)

One again straightforwardly checks that $\Pi_{1:0}^{(+)} \tilde{\omega}_{3,0}^{(+)} = 0$ for a uniform fluctuation $\varphi = \text{const.}$, provided that $\Delta_{\parallel}(z)$ and $\Delta_{\perp}(z)$ satisfy the GL equations, which identifies $\Omega_{3,0}^{(+)}$ as the spin-orbit Goldstone mode.

The remaining contribution to the fluctuation free energy is that of the $J = 2, m_J = \pm 2$ modes $\tilde{M}_1$ and $\tilde{M}_5$:
\[
f_{2:\pm 2} = \sum_{K = \pm} \sum_{a = 1,5} \int_0^D dz \tilde{M}_a^{(K)} \Pi_{2:\pm 2}^{(K)} \tilde{M}_a^{(K)}
\]  
(S77)

where
\[
\Pi_{2:\pm 2}^{(K)} = -2K_1 \partial_z^2 + 2\alpha + 4\epsilon_0^{(K)}(z).
\]  
(S78)

Since we have exhausted the number (4) of Goldstone modes, such modes are necessarily massive.

### B. Quadratic term: $q \neq 0$

Mizushima and Sauls [1] find that the mode that goes soft at the superfluid crystallization transition is an $m = 0^+$ mode, which in our notation belongs to the $J = 0, 2, m_J = 0$ multiplet $\{\Delta_{\parallel}, \Delta_{\perp}, \tilde{M}_{1,5}^{(+)}\}$. We thus focus on the $K = +$ modes in what follows. Having developed the formalism for the “band-edge” modes with $q = 0$, we return to the full free energy (S4), which contains a sum over all in-plane wavevectors $q$. The real and imaginary modes do not mix at quadratic order, even with $q \neq 0$. Ignoring the equilibrium piece $f[A]$ from now on, Eq. (S4) becomes:
\[
f = \sum_q \int_0^D dz \Phi_T^{-q}(z) \left( \tilde{C}(0, z) + \delta \tilde{C}(q, z) \right) \Phi_q(z) + O(\phi^3).
\]  
(S79)
We define a 9-component vector of fluctuations,

$$\Phi_{q}(z) = \left( \tilde{\Delta}(+) \tilde{M}_2(+) \tilde{\Omega}_1(+) \tilde{M}_3(+) \tilde{\Omega}_2(+) \tilde{M}_4(+) \tilde{\Omega}_3(+) M_1(+) M_3(+) \right)^T_{G,z}.$$  

(S80)

The $9 \times 9$ matrix $\hat{C}(0, z)$ contains all the $\hat{\Pi}_{j,m,j}^{(+)}$ operators of Sec. SI A:

$$\hat{C}(0, z) = \begin{pmatrix}
\hat{\Pi}_{0,2,0}^{(+)} & \hat{\Pi}_{1,2,0}^{(+)} & \hat{\Pi}_{1,2,y}^{(+)} \\
\hat{\Pi}_{1,2,y}^{(+)} & \hat{\Pi}_{1,2,y}^{(+)} & \hat{\Pi}_{2,2,0}^{(+)} \\
\hat{\Pi}_{2,2,0}^{(+)} & \hat{\Pi}_{2,2,0}^{(+)} & \hat{\Pi}_{2,2,\pm 2}^{(+)}
\end{pmatrix}.$$  

(S81)

Finally, $\delta \hat{C}(q, z)$ contains the $q$-dependent pieces of the quadratic fluctuation kernel. It is quadratic in $q$, since the original GL functional (S1) is quadratic in spatial derivatives. One can check that it is also explicitly invariant under $SO(2)_{J_z}$ rotations, which act simultaneously on the fields (S80) and on the wavevector $q$. Explicitly, the nonzero upper-triangular elements are given by:

$$\delta \hat{C}_{11}(q, z) = \delta \hat{C}_{44}(q, z) = \delta \hat{C}_{66}(q, z) = 2K_1 q^2,$$
$$\delta \hat{C}_{22}(q, z) = \delta \hat{C}_{77}(q, z) = \delta \hat{C}_{88}(q, z) = \delta \hat{C}_{99}(q, z) = (2K_1 + K_{23}) q^2,$$
$$\delta \hat{C}_{33}(q, z) = 2(K_1 q^2 + K_{23} q_x^2),$$
$$\delta \hat{C}_{55}(q, z) = 2(K_1 q^2 + K_{23} q_y^2),$$
$$\delta \hat{C}_{13}(q, z) = -\sqrt{2} \delta \hat{C}_{24}(q, z) = \sqrt{2} \delta \hat{C}_{48}(q, z) = -\sqrt{2} \delta \hat{C}_{67}(q, z) = -\sqrt{2} \delta \hat{C}_{69}(q, z) = 2iK_{23} q_y \partial_z,$$
$$\delta \hat{C}_{15}(q, z) = -\sqrt{2} \delta \hat{C}_{26}(q, z) = \sqrt{2} \delta \hat{C}_{49}(q, z) = -\sqrt{2} \delta \hat{C}_{68}(q, z) = -\sqrt{2} \delta \hat{C}_{69}(q, z) = 2iK_{23} q_x \partial_z,$$
$$\delta \hat{C}_{28}(q, z) = -\delta \hat{C}_{79}(q, z) = K_{23} (q_x^2 - q_y^2),$$
$$\delta \hat{C}_{29}(q, z) = -\delta \hat{C}_{35}(q, z) = \delta \hat{C}_{78}(q, z) = 2K_{23} q_x q_y,$$  

(S82)

and the lower-triangular elements are given by $\delta \hat{C}_{ji}(q, z) = \delta \hat{C}_{ij}(q, z)$.

C. “$k \cdot p$” approach to computing the normal modes

We first review the basic idea of the $k \cdot p$ method in electronic bandstructure calculations [2], then explain how it can be applied to the diagonalization of the quadratic functional (S79). This method constructs an effective Bloch Hamiltonian $H_{nn'}(k)$ in the following way. The original Hamiltonian is

$$\hat{H} = -\frac{\nabla^2}{2m} + V(r),$$  

(S83)

where $V(r)$ is a periodic potential. Using Bloch’s theorem, a given eigenstate is of the form $\psi_k(r) = e^{ik \cdot r} u_k(r)$ with eigenenergy $E(k)$, where the periodic part of the wavefunction, $u_k(r)$, obeys a $k$-dependent, reduced Schrödinger equation:

$$\left( -\frac{\nabla^2}{2m} + V(r) + \frac{k^2}{2m} - \frac{i}{m} k \cdot \nabla \right) u_k(r) = E(k) u_k(r).$$  

(S84)

If we are interested in finding the bandstructure and wavefunctions in the vicinity of $k = 0$, the idea of the $k \cdot p$ method is to first solve the $k = 0$ problem,

$$\left( -\frac{\nabla^2}{2m} + V(r) \right) u_{n0}(r) = E_n(0) u_{n0}(r),$$  

(S85)

which gives us a complete orthonormal set of states $|n0\rangle$, $u_{n0}(r) = \langle r | n0\rangle$ (the band-edge wavefunctions), with discrete label $n$, since the equation is solved inside a single unit cell with periodic boundary conditions. We use this complete set as a basis to formally expand the unknown solution $u_k$ at $k \neq 0$:

$$u_k(r) = \sum_{n'} c_{n'k} u_{n'0}(r).$$  

(S86)
Substituting this expansion into \((S84)\), multiplying on both sides by \(u_{n0}^* (r)\), and integrating over all \(r\), we find that \((S84)\) is converted into a matrix eigenvalue problem,

\[
\sum_{n'} H_{nn'}(k) c_{n'k} = E(k) c_{nk},
\]

(S87)

where the effective Bloch Hamiltonian is:

\[
H_{nn'}(k) = \left( E_n(0) + \frac{k^2}{2m} \right) \delta_{nn'} + \frac{k}{m} \cdot \langle n0| - i \nabla |n'0\rangle,
\]

(S88)

where we have also used \((S85)\). Knowing the band-edge wavefunctions \(u_{n0}(r)\), we can compute the matrix elements \(\langle n0| - i \nabla |n'0\rangle = \int dr \ u_{n0}(r)(-i\nabla)u_{n'0}(r)\) explicitly, then diagonalize the matrix \((S88)\) to obtain the eigenvalues \(E(k)\) and eigenvectors \(c_{nk}\), from which we can reconstruct the original Bloch wavefunction via \((S86)\). Since the basis \(\{u_{n0}(r)\}\) is really infinite, in practice one keeps only the states with the \(c\) vectors small \(\langle n0\rangle - i\nabla |n'0\rangle\), should give a good approximation to the bandstructure in that range of energies.

We follow essentially the same approach for our problem. The analog of \(u_{k}(r)\) is \(\Phi_q(z)\), and the analog of the reduced Schrödinger equation \((S84)\) is:

\[
\left( \hat{C}(0, z) + \delta \hat{C}(q, z) \right) \Phi_q(z) = \lambda(q) \Phi_q(z).
\]

(S89)

The \(q = 0\) “band-edge” problem is:

\[
\hat{C}(0, z) \Phi_{n0}(z) = \lambda_n(0) \Phi_{n0}(z),
\]

(S90)

which, given the block-diagonal structure of the \(q = 0\) kernel \((S81)\), breaks up into 6 independent systems of (coupled or individual) ordinary differential equations to be solved inside the “unit cell” \(0 < z < D\) with the appropriate Dirichlet/Neumann boundary conditions. In practice, we solve these differential equations by working with a truncated basis of sine \((\propto \sin(n\pi z/D))\) and cosine \((\propto \cos(n\pi z/D))\) functions and diagonalizing the resulting finite-dimensional matrix with standard linear algebra techniques. Finally, in the expansion analogous to \((S86)\),

\[
\Phi_q(z) = \sum_{n'} c_{n'q} \Phi_{n'0}(z),
\]

(S91)

we also keep a finite number of states \(n'\). Proceeding as in the \(k \cdot p\) problem, we obtain the matrix equation analogous to \((S87)\):

\[
\sum_{n'} H_{nn'}(q) c_{n'q} = \lambda(q) c_{nq},
\]

(S92)

where

\[
H_{nn'}(q) = \lambda_n(0) \delta_{nn'} + \langle n0| \delta \hat{C}(q, z) |n'0\rangle,
\]

(S93)

and we denote

\[
\langle n0| \delta \hat{C}(q, z) |n'0\rangle = \int_0^D dz \Phi_{n0}^*(z) \delta \hat{C}(q, z) \Phi_{n'0}(z).
\]

(S94)

Using \((S82)\) and the sine and cosine basis functions mentioned earlier, the integration over \(z\) can be performed analytically, and the matrix elements expressed in terms of the expansion coefficients (obtained numerically) for the “band-edge wavefunctions” \(\Phi_{n0}(z)\). Diagonalizing the “\(k \cdot p\)” Hamiltonian \(H_{nn'}(q)\), we obtain the expansion coefficients \(c_{nq}^{(j)}\) for the eigensolutions \(\Phi_q^{(j)}(z)\) of the Schrödinger-like equation \((S89)\),

\[
\Phi_q^{(j)}(z) = \sum_n c_{nq}^{(j)} \Phi_{n0}(z),
\]

(S95)

with eigenvalues \(\lambda^{(j)}(q)\). A generic fluctuation \(\Phi_q(z)\) appearing in the free energy \((S79)\) can be expanded on this basis of eigensolutions:

\[
\Phi_q(z) = \sum_j u_q^{(j)} \Phi_q^{(j)}(z).
\]

(S96)
Using $\Phi_{-q}(z) = \Phi^*_q(z)$ and the orthonormality of the eigensolutions for each $q$, 
\[
\int_0^D dz \Phi^{(j)}_q(z) \Phi^{(j')}_q(z) = \delta_{jj'},
\]
the fluctuation free energy density is given by
\[
f = \sum_q \sum_j \lambda^{(j)}(q) |u^{(j)}_q|^2 + O(\phi^3),
\]
which is Eq. (6) in the main text.

**SII. CUBIC AND QUARTIC TERMS IN THE PDW FUNCTIONAL**

**A. Cubic term**

As discussed earlier, at the quadratic level there is no mixing between real and imaginary modes. The mode $j = j_*$ that goes soft at the transition is a real mode; thus only real modes are kept in the Landau theory for the crystallization transition. At the cubic level, there can be mixing between real and imaginary modes; however, near the crystallization transition ($r \approx 0$ and $|q| \approx Q$) the imaginary modes have a high free-energy cost and their equilibrium amplitudes are small compared to $u_q = u^{(j)}_q$. Therefore we can justify ignoring the weak cubic mixing between real and imaginary modes. Expanding the original GL functional (S1) to cubic order in $\phi$, we have:
\[
f^{(3)} = 8 \sum_{abc} \int_0^D dz V_{abc}(\Delta_\parallel, \Delta_\perp) \Phi^*_a \Phi_b \Phi_c,
\]
with $\Phi$ the 9-component vector (S80), $a, b, c = 1, \ldots, 9$, and the $V_{abc}$ coefficients are linear functions of the equilibrium order parameters $\Delta_\parallel$ and $\Delta_\perp$. Passing to the Fourier domain, we obtain:
\[
f^{(3)} = 8 \sum_{q_1, q_2, q_3} \sum_{abc} \int_0^D dz V_{abc}(\Delta_\parallel, \Delta_\perp) \Phi^{(j_1)}_{q_1, a}(z) \Phi^{(j_2)}_{q_2, b}(z) \Phi^{(j_3)}_{q_3, c}(z) \delta_{q_1+q_2+q_3},
\]
Substituting in $\Phi_q(z) \approx u_q \Phi^{(j_*)}_q(z)$, i.e., keeping only the soft mode, we have
\[
f^{(3)} \approx - \sum_{q_1, q_2, q_3} w(q_1, q_2, q_3) u_{q_1} u_{q_2} u_{q_3} \delta_{q_1+q_2+q_3},
\]
where we define
\[
w(q_1, q_2, q_3) = -8 \sum_{abc} \int_0^D dz V_{abc}(\Delta_\parallel, \Delta_\perp) \Phi^{(j_*)}_{q_1, a}(z) \Phi^{(j_*)}_{q_2, b}(z) \Phi^{(j_*)}_{q_3, c}(z).
\]
In general, the cubic vertex $w(q_1, q_2, q_3)$ has a nontrivial momentum dependence, which in real space corresponds to a nonlocal interaction $f^{(3)} = - \int d^3r_{||} d^3r'_{||} d^3r''_{||} w(r_{||}, r'_{||}, r''_{||}) u(r_{||}) u(r'_{||}) u(r''_{||})$. Following Ref. [4], we want a simpler theory with a local interaction, $f^{(3)} \approx -w \int d^3r_{||} w_{3}(r_{||})$. This corresponds to neglecting the momentum dependence of the cubic vertex $w(q_1, q_2, q_3)$. Since the “wavefunction” $\Phi^{(j_*)}_q$ is a smooth function of $q$, we approximate the cubic vertex by its value at zero momentum $q_1 = q_2 = q_3 = 0$, which can be viewed as the zeroth-order term in a gradient expansion:
\[
f^{(3)} \approx -w \sum_{q_1, q_2, q_3} u_{q_1} u_{q_2} u_{q_3} \delta_{q_1+q_2+q_3},
\]
which is Eq. (8) in the main text, where
\[
w \equiv w(0, 0, 0) = -8 \sum_{abc} \int_0^D dz V_{abc}(\Delta_\parallel, \Delta_\perp) \Phi^{(j_*)}_{0, a}(z) \Phi^{(j_*)}_{0, b}(z) \Phi^{(j_*)}_{0, c}(z).
\]
Since for $q = 0$, $\Phi_0^{(j^*)}(z)$ is a “band-edge wavefunction” with well-defined rotational quantum numbers that belongs to the \{\bar{\Delta}^{(+)}, \bar{M}_2^{(+)}\} multiplet, only the terms in Eq. (S104) with $a, b, c$ either 1 or 2 contribute. Explicitly, the relevant $V_{abcd}$ coefficients are given by:

$$V_{111} = \sqrt{2}\beta_{12345}\Delta_\perp, \quad V_{112} = 2\beta_{12}\Delta_\parallel, \quad V_{122} = \sqrt{2}\beta_{12}\Delta_\perp, \quad V_{222} = (2\beta_{12} + \beta_{345})\Delta_\parallel. \quad (S105)$$

We can now understand why $w = 0$ at $T_2^*$ but not at $T_1^*$. $T_2^*$ occurs in the planar phase, where $\Delta_\perp = 0$ and thus $V_{111} = V_{112} = V_{222} = 0$. The critical mode fluctuation in this case is a pure fluctuation of $\phi$ about zero, i.e., $\bar{\Delta}^{(+)} \neq 0$ but $\bar{M}_2^{(+)} = 0$. In other words, only the first component of $\Phi_0^{(j^*)}$ is nonzero, thus (S104) vanishes identically. In the PDB phase with $\Delta_\perp \neq 0$ and $\Delta_\parallel \neq 0$, the critical mode fluctuation has both $\bar{\Delta}^{(+)}$ and $\bar{M}_2^{(+)}$ components and $w$ is therefore generically nonzero. However, we must keep in mind that the planar phase is not realized in real $^3$He, thus the $T_2^*$ instability is not physical once strong-coupling corrections are taken into account. The study of the fluctuation spectrum in the A phase with strong-coupling corrections is left for future work.

**B. Quartic term**

A quartic term in the PDW functional is also important to ensure thermodynamic stability. This quartic term must have a positive coefficient, otherwise the free energy is unbounded from below and we have to go to higher orders in the Landau expansion. Going back to the original expansion (S2), we see that since the original GL functional (S1) is quartic in $A$, the leading contribution to the term quartic in fluctuations $\phi$ is simply obtained by evaluating the quartic term of (S1) with $A = \phi$. In the Fourier domain, we have

$$f^{(4)} = \sum_{q_1,\ldots,q_4} \sum_{abcd} V_{abcd} \int_0^D dz \Phi_{q_1,a}(z)\Phi_{q_2,b}(z)\Phi_{q_3,c}(z)\Phi_{q_4,d}(z)\delta_{q_1+\ldots+q_4,0}, \quad (S106)$$

where $V_{abcd}$ is now constant and only depends on the $\beta$ parameters. As for the quartic term, this would in general produce a momentum-dependent vertex $\eta(q_1,\ldots,q_4)$. Demanding a local quartic interaction $f^{(4)} \approx \eta \int d^2r_\parallel u^4(r_\parallel)$, we approximate the quartic vertex by its value at $q_i = 0$, $i = 1,\ldots,4$:

$$\eta = \sum_{abcd} V_{abcd} \int_0^D dz \Phi_{0,a}^{(j^*)}(z)\Phi_{0,b}^{(j^*)}(z)\Phi_{0,c}^{(j^*)}(z)\Phi_{0,d}^{(j^*)}(z). \quad (S107)$$

As for the cubic term, $\Phi_0^{(j^*)}(z)$ only has $\bar{\Delta}^{(+)}$ and $\bar{M}_2^{(+)}$ components, thus it is sufficient to substitute

$$\phi = \bar{\Delta}^{(+)}\lambda^0 + \bar{M}_2^{(+)}\lambda^2 = \frac{1}{\sqrt{3}} \left( \bar{\Delta}^{(+)} + \sqrt{2}\bar{M}_2^{(+)} \right) \lambda^0 + \frac{1}{\sqrt{3}} \left( \bar{M}_2^{(+)} - \sqrt{2}\bar{\Delta}^{(+)} \right) \lambda^2 = \begin{pmatrix} \bar{M}_2^{(+)} \\ \sqrt{2}\bar{\Delta}^{(+)} \end{pmatrix} \quad (S108)$$

in the quartic term of (S1). Note that $\phi = \phi^*$ since only real modes participate (in the approximation where we neglect quartic mixing with high-energy imaginary modes, see Sec. SII A), and also $\phi = \phi^T$, which together imply $\phi = \phi^\dagger$. Substituting in (S1), we obtain:

$$F^{(4)} = \int d^3r \left[ \beta_{12} (\text{tr } \phi^2)^2 + \beta_{345} \text{tr } \phi^4 \right]$$

$$= \int d^3r \left[ 4\beta_{12345} (\bar{\Delta}^{(+)} )^4 + (4\beta_{12} + 2\beta_{345}) (\bar{M}_2^{(+)} )^4 + 8\beta_{12} (\bar{\Delta}^{(+)} )^2 (\bar{M}_2^{(+)} )^2 \right], \quad (S109)$$

thus the only relevant $V_{abcd}$ coefficients in Eq. (S107) are

$$V_{1111} = 4\beta_{12345}, \quad V_{2222} = 4\beta_{12} + 2\beta_{345}, \quad V_{1122} = 8\beta_{12}, \quad (S110)$$

which are all positive. Explicitly, we have:

$$f^{(4)} \approx \eta \sum_{q_1,\ldots,q_4} u_{q_1}u_{q_2}u_{q_3}u_{q_4}\delta_{q_1+\ldots+q_4,0}, \quad (S111)$$
which is Eq. (9) in the main text, with
\[\eta = \int_0^D dz \left[ 4\beta_{12345} \left( \Phi^{(j^e)}(z) \right)^4 + (4\beta_{12} + 2\beta_{345}) \left( \Phi^{(j^s)}(z) \right)^4 + 8\beta_{12} \left( \Phi^{(j^e)}(z) \right)^2 \left( \Phi^{(j^s)}(z) \right)^2 \right] > 0.\] (S112)

Thus, the PDW free energy functional is stable at quartic order.

### III. SYMMETRY ANALYSIS OF THE PDW ORDER PARAMETER

In the PDW phase, we set \( u_q = u \) for \( q \in \{ \pm G_1, \pm G_2, \pm G_3 \} \) and zero otherwise, where we can take \( G_1 = Q\hat{x}, G_2 = Q(-\frac{1}{2}\hat{x} + \sqrt{3}\hat{y}), \) and \( G_3 = -G_1 - G_2 = Q(-\frac{1}{2}\hat{x} - \sqrt{3}\hat{y}) \). The superfluid order parameter thus becomes

\[ A_{\mu j}(r) \approx A_{\mu j}(z) + u \sum_{q=\pm G_1,\pm G_2,\pm G_3} \left( \Phi^{(j)}(z) \right)_{\mu j} e^{iq\cdot r}. \] (S113)

It becomes more practical at this stage to define a new set of real \( 3 \times 3 \) matrices \( \gamma^1, \ldots, \gamma^9 \) as the linear combinations of Gell-Mann matrices (S6) appropriate to the 9 components (S80) of the superfluid order parameter:

\[
\begin{align*}
\gamma^1 &= \frac{1}{\sqrt{3}}(\lambda^0 - \sqrt{2}\lambda^2) = \begin{pmatrix} 0 & 0 \\ \sqrt{2} & 0 \end{pmatrix}, & \gamma^2 &= \frac{1}{\sqrt{3}}(\lambda^2 + \sqrt{2}\lambda^0) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \gamma^3 &= \frac{1}{\sqrt{2}}(i\lambda^6 - \lambda^3) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \\
\gamma^4 &= \frac{1}{\sqrt{2}}(\lambda^3 + i\lambda^6) = \begin{pmatrix} 0 & \sqrt{2} \\ 0 & 0 \end{pmatrix}, & \gamma^5 &= \frac{1}{\sqrt{2}}(i\lambda^7 + \lambda^4) = \begin{pmatrix} 0 & 0 \\ \sqrt{2} & 0 \end{pmatrix}, & \gamma^6 &= \frac{1}{\sqrt{2}}(\lambda^4 - i\lambda^7) = \begin{pmatrix} 0 & 0 \\ 0 & \sqrt{2} \end{pmatrix}, \\
\gamma^7 &= i\lambda^8 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & \gamma^8 &= \lambda^1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \gamma^9 &= \lambda^5 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\end{align*}
\] (S114)

Focusing on the pure PDW component \( \phi_{\mu j} \equiv A_{\mu j} - A_{\mu j} \), we have

\[
\phi_{\mu j}(r) = u \sum_{\alpha} \gamma_{\mu j}^\alpha \sum_{i=1}^3 \left( \Phi^{(j)}(z)_{\alpha} e^{iG_i\cdot r} + \Phi^{(j)}(z)_{\alpha} e^{-iG_i\cdot r} \right),
\] (S115)

where \( \Phi^{(j)}(z)_{1}, \ldots, \Phi^{(j)}(z)_{9} \) are the 9 components of (S80).

In practice, we calculate \( \Phi^{(j)}(z) \) numerically for a single wavevector \( q = Q\hat{x} = G_1 \), and obtain the other \( \Phi^{(j)}(z) \) and \( \Phi^{(j)}(z) \) by symmetry. First, \( \Phi^{(j)}(z) \) and \( \Phi^{(j)}(z) \) can be obtained from \( \Phi^{(j)}(z) \) by \( C_6 \) rotations. \( \hat{C}(q, z) \) possesses a continuous \( SO(2) \) rotation symmetry, expressed as

\[ R^{-1}(\theta)\hat{C}(R_\theta q, z)R(\theta) = \hat{C}(q, z), \] (S116)

where

\[ R_\theta = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}, \] (S117)

is the ordinary \( SO(2) \) rotation matrix, and \( R(\theta) = e^{-i\theta J_z} \) is a 9-dimensional representation of \( SO(2) \) with generator

\[ J_z = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix} \oplus \begin{pmatrix} 0 & 2i \\ -2i & 0 \end{pmatrix}. \] (S118)

Explicitly, we have

\[ R(\theta) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \oplus \begin{pmatrix} \cos \theta & 0 & -\sin \theta & 0 \\ 0 & \cos \theta & 0 & \sin \theta \\ \sin \theta & 0 & \cos \theta & 0 \\ 0 & -\sin \theta & 0 & \cos \theta \end{pmatrix} \oplus \begin{pmatrix} 1 \end{pmatrix} \oplus \begin{pmatrix} \cos 2\theta & -\sin 2\theta \\ \sin 2\theta & \cos 2\theta \end{pmatrix}. \] (S119)
Equation (S116) implies that if \( \Phi^{(j)}(z) \) is an eigenstate of \( \hat{C}(q, z) \) with eigenvalue \( \lambda^{(j)}(q) \), then \( R(\theta)\Phi^{(j)}(z) \) is an eigenstate of \( \hat{C}(R\theta q, z) \) with the same eigenvalue. Since \( G_2 = R_{2\pi/3}G_1 \) and \( G_3 = R_{4\pi/3}G_1 \), we can thus take \( \Phi^{(j)}_{G_1}(z) = R(\theta_i)\Phi^{(j)}_{G_1}(z) \), \( i = 1, 2, 3 \), with \( \theta_1 = 0, \theta_2 = 2\pi/3, \) and \( \theta_3 = 4\pi/3 \). Likewise, \( \Phi^{(j)}_{G_2}(z) = R(\theta_i)\Phi^{(j)}_{G_1}(z) \). Equation (S115) thus becomes

\[
\phi_{\mu\beta}(r) = u \sum_{\alpha} \gamma^\mu_{\alpha\beta} \sum_{i=1}^3 \sum_{i=1}^3 R_{\alpha\beta}(\theta_i) \left[ \Phi^{(j)}_{G_1}(z) e^{iG_1 \cdot r_i} + \Phi^{(j)}_{G_1}(z) e^{-iG_1 \cdot r_i} \right].
\]  
(S120)

Next, \( \Phi^{(j)}_{G_1}(z) \) is related to \( \Phi^{(j)}_{G_1}(z) \) by a reflection symmetry \( x \rightarrow -x \). One can check explicitly that

\[
M_x^{-1}\hat{C}(-q_x, q_y; z) M_x = \hat{C}(q_x, q_y; z),
\]  
(S121)

where \( M_x = \text{diag}(1, 1, 1, 1, -1, -1, -1, -1) \). In particular, \( M_x^{-1}\hat{C}(-G_1, z) M_x = \hat{C}(G_1, z) \), thus we can choose \( \Phi^{(j)}_{G_1}(z) = M_x \Phi^{(j)}_{G_1}(z) \). Since \( M_x \) is diagonal, Eq. (S120) becomes

\[
\phi_{\mu\beta}(r) = u \sum_{\alpha} \gamma^\mu_{\alpha\beta} \sum_{i=1}^3 \sum_{i=1}^3 R_{\alpha\beta}(\theta_i) \left( e^{iG_1 \cdot r_1} + M_x e^{-iG_1 \cdot r_1} \right) \Phi^{(j)}_{G_1}(z)_{\beta},
\]  
(S122)

Since \( M_x^{\alpha\beta} = \pm 1 \), the \( r_1 \) dependence of the PDW order parameter will be via linear combinations of \( \cos G_1 \cdot r_1 \) and \( \sin G_1 \cdot r_1 \).

Further simplifications occur due to the fact that \( \hat{C}(G_1, z) \) should be invariant under a \( y \rightarrow -y \) symmetry, since \( G_1 \) is entirely along the \( x \) axis. Analogously to Eq. (S121), one can check that

\[
M_y^{-1}\hat{C}(q_x, -q_y; z) M_y = \hat{C}(q_x, q_y; z),
\]  
(S123)

where \( M_y = \text{diag}(1, 1, -1, -1, 1, -1, 1, -1) \). In particular, \( [M_y, \hat{C}(G_1, z)] = 0 \), thus \( \Phi^{(j)}_{G_1}(z) \) must be an eigenvector of \( M_y \) with eigenvalue \( \pm 1 \), since \( M_y^2 = 1 \). Since \( M_y \) is diagonal, we can easily write down its action on the 9 components of \( \Phi^{(j)}_{G_1}(z) \). Denoting \( \Phi = \Phi^{(j)}_{G_1}(z) \) for simplicity, we have

\[
(M_y \Phi)_{1,2,5,6,8} = \Phi_{1,2,5,6,8}, \quad (M_y \Phi)_{3,4,7,9} = -\Phi_{3,4,7,9}.
\]  
(S124)

There are two possibilities. If \( M_y \Phi = \Phi \), then \( \Phi_{3,4,7,9} \) must all vanish. Conversely, if \( M_y \Phi = -\Phi \), then \( \Phi_{1,2,5,6,8} \) must all vanish. We find numerically that near the PDW instability, the \( M_y \) eigenvalue of \( \Phi \) is +1, thus \( \Phi_{3,4,7,9} = 0 \).

A. Structure of the PDW order parameter: group-theoretic analysis

By assuming \( u_q = u \) for all \( q \in \{ \pm G_1, \pm G_2, \pm G_3 \} \), we have constructed an order parameter \( \phi \) that is invariant under the action of a spin-orbital point group \( D_{6z}^{+} + S_z \) which acts simultaneously on spin and orbital coordinates:

\[
D(g)\phi(g^{-1}r_||, z)D^{-1}(g) = \phi(r_||, z),
\]  
(S125)

where \( g \) is any element of the point group \( D_6 \) of the triangular lattice. In the main text, we express \( \phi \) in the form

\[
\phi = u \sum_{j,k} \phi^{(j,k)}(z) X^{(j,k)}(r_||),
\]  
(S126)

where \( X^{(j,k)}(r_||) \) is the \( k \)th \( D_{6}^{L_z} + S_z \) invariant—i.e., a \( 3 \times 3 \) matrix transforming according to Eq. (S125)—associated with the irreducible representation (irrep) \( j \) of \( D_6 \), and \( \phi^{(j,k)}(z) \) is the corresponding nonuniversal amplitude (a scalar function of \( z \)). We now explain how the \( X \) invariants can be constructed [5] and give a precise definition of the amplitudes plotted in Fig. 4(a).

The dihedral group \( D_6 \) is a finite group of order 12 consisting of 6 rotations \( C_6^0 = e, C_6, \ldots, C_6^5 \) and 6 reflections \( \sigma_1, \sigma_2, \sigma_3, \sigma_1', \sigma_2', \sigma_3' \). We define \( C_6 \) as a counterclockwise rotation by \( \pi/3 \), \( \sigma_1, \sigma_2, \sigma_3 \) as the reflections that leave \( G_1, G_2, G_3 \) invariant, respectively, and \( \sigma_1', \sigma_2', \sigma_3' \) as the reflections that map \( G_1 \) to \( G_2, G_2 \) to \( G_3, G_3 \) to \( -G_1 \), respectively. \( D_6 \) has 2 generators, which we take to be \( C_6 \) and \( \sigma_1 \), and 6 conjugacy classes, which is also the number of irreps. The theory of invariants is based on the fact that the trivial representation only appears in the direct product of two mutually conjugate representations [5]; thus invariant functions can be formed only from the product of basis functions belonging to a representation and its conjugate. To enumerate all possible invariants, we need look only at all possible irreps of \( D_6 \), which are the \( A_1, A_2, B_1, B_2, E_1, \) and
The irreps (These irreps are all real and thus self-conjugate.) In the present single-harmonic approximation, the PDW order parameter (S115) is expressed as a linear combination of 6 scalar \( \nu \)-dependent functions

\[
\psi_1 = \cos G_1 \cdot r_\|, \quad \psi_2 = \sin G_1 \cdot r_\|, \quad \psi_3 = \cos G_2 \cdot r_\|, \quad \psi_4 = \sin G_2 \cdot r_\|, \quad \psi_5 = \cos G_3 \cdot r_\|, \quad \psi_6 = \sin G_3 \cdot r_\|
\]

(S127)

multiplying 9 matrices \( \gamma^1, \ldots, \gamma^9 \), with \( z \)-dependent coefficients. The 6 functions (S127) transform according to a (reducible) 6-dimensional representation of \( D_6 \), and the 9 matrices (S114) according to a (reducible) 9-dimensional representation. To construct the \( X \) invariants, we must first decompose those reducible representations into a direct sum of irreps and construct irreducible basis functions that transform according to the latter. Then, we may form invariant products for each irrep.

We begin with the 6-dimensional representation \( M \) according to which the \( \psi_j(r_\|), j = 1, \ldots, 6 \) transform:

\[
\psi_j(g^{-1}r_\|) = \sum_i \psi_i(r_\|) M_{ij}(g), \quad g \in D_6.
\]

(S128)

\( M \) can be defined by its expression on the generators,

\[
M(C_6) = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad M(\sigma_1) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}.
\]

(S129)

We next need the representation matrices \( D^{(j)}(g) \) for the 6 irreps \( j = A_1, A_2, B_1, B_2, E_1, E_2 \) of \( D_6 \). These are given by:

\[
\begin{align*}
D^{(A_1)}(C_6) &= 1, & D^{(A_1)}(\sigma_1) &= 1; \\
D^{(A_2)}(C_6) &= 1, & D^{(A_2)}(\sigma_1) &= -1; \\
D^{(B_1)}(C_6) &= -1, & D^{(B_1)}(\sigma_1) &= 1; \\
D^{(B_2)}(C_6) &= -1, & D^{(B_2)}(\sigma_1) &= -1; \\
D^{(E_1)}(C_6) &= \begin{pmatrix}
\frac{1}{\sqrt{2}} & -\frac{\sqrt{3}}{2} \\
\frac{1}{\sqrt{2}} & \frac{\sqrt{3}}{2}
\end{pmatrix}, & D^{(E_1)}(\sigma_1) &= \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}; \\
D^{(E_2)}(C_6) &= \begin{pmatrix}
\frac{1}{\sqrt{2}} & -\frac{\sqrt{3}}{2} \\
\frac{1}{\sqrt{2}} & \frac{\sqrt{3}}{2}
\end{pmatrix}, & D^{(E_2)}(\sigma_1) &= \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}.
\end{align*}
\]

(S130)

The reducible representation \( M \) decomposes as the direct sum \( M = \bigoplus_j a_j D^{(j)} = A_1 \oplus B_1 \oplus E_1 \oplus E_2 \), where the \( a_j \) are obtained from \( a_j = \frac{1}{h} \sum_{g \in G} \chi^{(j)}(g)^* \chi^{(M)}(g) \), where \( h = 12 \) is the order of the group \( G = D_6 \), \( \chi^{(j)} \) is the character of irrep \( j \), and \( \chi^{(M)} \) is the character of \( M \). To construct basis functions belonging to a given irrep \( j \), we use the fact that for fixed \( \nu = 1, \ldots, d_j \) with \( d_j = \dim D^{(j)} \), the 6 \times 6 matrices

\[
\Pi^{(j)}_{\mu \nu} = \frac{d_j}{h} \sum_{g \in G} D^{(j)}_{\mu \nu}(g)^* M(g), \quad \mu = 1, \ldots, d_j,
\]

(S131)

project a function onto irrep \( j \). For simplicity, we set \( \nu = 1 \) and consider the matrices

\[
P^{(j)}_{\mu \nu} = \frac{d_j}{h} \sum_{g \in G} D^{(j)}_{\mu \nu}(g)^* M(g), \quad \mu = 1, \ldots, d_j.
\]

(S132)

These matrices are projectors in the sense that for an arbitrary 6-component vector \( f \), the vectors \( P^{(j)}_{\mu \nu} f, \mu = 1, \ldots, d_j \) transform among themselves according to irrep \( j \):

\[
M(g) P^{(j)}_{\mu \nu} f = \sum_{\mu} \left( P^{(j)}_{\mu \nu} f \right) D^{(j)}_{\mu \nu}(g), \quad g \in D_6.
\]

(S133)
Using this, we easily construct the following unit vectors,

\[ \hat{e}^{(A_1)} = \frac{1}{\sqrt{3}}(1, 0, 1, 0, 1, 0), \]
\[ \hat{e}^{(B_1)} = \frac{1}{\sqrt{3}}(0, 1, 0, 1, 0, 1), \]
\[ \hat{e}_1^{(E_1)} = \frac{1}{\sqrt{6}}(0, 2, 0, 1, 0, -1), \quad \hat{e}_2^{(E_1)} = \frac{1}{\sqrt{2}}(0, 0, 0, 1, 0, -1), \]
\[ \hat{e}_1^{(E_2)} = \frac{1}{\sqrt{6}}(2, 0, -1, 0, 1, 0), \quad \hat{e}_2^{(E_2)} = \frac{1}{\sqrt{2}}(0, 0, -1, 0, 1, 0), \]

which transform as \( M(g) \hat{e}^{(j)}_{\mu} = \sum_{\nu} \hat{e}^{(j)}_{\nu} D_{\mu \nu}(g) \) as per Eq. (S133), where the \( \mu, \nu \) indices can be suppressed for one-dimensional irreps. Note that the \( P^{(j)} \) vanish identically for \( A_2 \) and \( B_2 \) since those irreps do not appear in the direct-sum decomposition of \( M \). Using these unit vectors, we can construct irreducible basis functions \( \psi_{\mu}(r) = \hat{e}^{(j)}_{\mu} \cdot r \), where \( r = (\psi_1, \ldots, \psi_6) \) is given in Eq. (S127). These irreducible basis functions transform as

\[ \psi_{\mu}(g^{-1}r) = \sum_{\nu} \Psi_{\mu}(r) D_{\mu \nu}(g), \quad g \in D_6. \]  

We now repeat this exercise for the 9-dimensional representation \( \Gamma \) according to which the matrices \( \gamma^\alpha, \alpha = 1, \ldots, 9 \) transform:

\[ D(g) \gamma^\alpha D^{-1}(g) = \sum_{\alpha} \gamma^\alpha \Gamma_{\alpha \beta}(g), \quad g \in D_6. \]

Here \( D \) is itself a 3-dimensional representation of \( D_6 \) consisting of \( O(3) \supset D_6 \) matrices; its \( SO(3) \) subgroup corresponds to spin-orbital rotations discussed in Eq. (S26), thus \( D(C_6) = e^{-i\pi \alpha \lambda^j/3} \). Since \( \sigma_1 \) is a reflection in the \( y \) direction, we thus have:

\[ D(C_6) = \begin{pmatrix} 1 & 0 & 0 \\ \frac{1}{\sqrt{3}} & -\frac{\sqrt{2}}{2} & 0 \\ 0 & \frac{1}{2} & 0 \end{pmatrix}, \quad D(\sigma_1) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]

Comparing with Eq. (S130), it is clear that \( D = E_1 \oplus A_1 \), with the \( A_1 \) factor corresponding to the trivial action of \( D_6 \) on the \( z \) coordinate. Turning to the \( \Gamma \) representation, we have, in the notation of Eqs. (S118-S119), \( \Gamma(C_6) = e^{-i\pi \alpha \lambda^j/3} = R(\pi/3) \), and by explicit computation we obtain \( \Gamma(\sigma_1) = \text{diag}(1, 1, -1, -1, 1, -1, 1, 1, 1) = M_y \). This reducible representation decomposes as \( \Gamma = \bigoplus_{j} a_j D^{(j)} = A_1 \oplus A_2 \oplus E_1 \oplus E_2 \), where the multiplicities are obtained from \( a_j = \frac{1}{8} \sum_{g \in G} \chi^{(j)}(g)^* \chi^{(j)}(g) \). To construct irreducible basis functions (which in this case will be \( 3 \times 3 \) matrices), we again form the projectors

\[ P_{\mu}^{(j)} = \frac{1}{8} \sum_{g \in G} D_{\mu 1}^{(j)}(g)^* \Gamma(g). \]

Because of the two-fold multiplicities of the \( A_1 \) and \( E_1 \) irreps inside \( \Gamma \), we expect there will be two sets of \( A_1 \) and \( E_1 \) basis matrices. This expresses itself in the fact that for those irreps, the action of \( P_{\mu}^{(j)} \) on a generic 9-component vector \( f \) will give a linear combination of two linearly independent basis vectors. In this way we construct the following unit vectors:

\[ \hat{e}^{(A_1,1)} = (1, 0, 0, 0, 0, 0, 0, 0, 0), \]
\[ \hat{e}^{(A_1,2)} = (0, 1, 0, 0, 0, 0, 0, 0, 0), \]
\[ \hat{e}^{(A_2)} = (0, 0, 1, 0, 0, 0, 0, 0, 0), \]
\[ \hat{e}_1^{(E_1,1)} = (0, 0, 0, 0, 1, 0, 0, 0, 0), \quad \hat{e}_2^{(E_1,1)} = (0, 0, 1, 0, 0, 0, 0, 0, 0), \]
\[ \hat{e}_1^{(E_1,2)} = (0, 0, 0, 0, 0, 1, 0, 0, 0), \quad \hat{e}_2^{(E_1,2)} = (0, 0, 1, 0, 0, 0, 0, 0, 0), \]
\[ \hat{e}_1^{(E_2)} = (0, 0, 0, 0, 0, 0, 1, 0, 0), \quad \hat{e}_2^{(E_2)} = (0, 0, 0, 0, 0, 0, 0, 1, 0), \]

which transform as \( \Gamma(g) \hat{e}^{(j)}_{\mu} = \sum_{\nu} \hat{e}^{(j)}_{\nu} D_{\mu \nu}^{(j)}(g) \), where the \( \mu, \nu \) indices are again suppressed for one-dimensional irreps. Here \( \hat{e}^{(A_1,1)} \) and \( \hat{e}^{(A_1,2)} \) denote two independent basis vectors transforming in the \( A_1 \) irrep, and likewise \( \hat{e}^{(E_1,1)}_{\mu} \) and \( \hat{e}^{(E_1,2)}_{\mu} \) are two
independent sets of basis vectors transforming in the $E_1$ irrep. Also note that $P^{(B_1)}_{\mu} = P^{(B_2)}_{\mu} = 0$ since those irreps do not appear in the direct-sum decomposition of $\Gamma$. From the unit vectors (S139) and $\gamma \equiv (\gamma^1, \ldots, \gamma^3)$ we form irreducible basis matrices $\Lambda_{\mu}^{(j)} = \hat{e}_{\mu}^{(j)} \cdot \gamma$, which transform as

$$D(g) \Lambda_{\mu}^{(j)} D^{-1}(g) = \sum_{\mu} \Lambda_{\mu}^{(j)} D_{\mu \nu}(g), \quad g \in D_6.$$  

(S140)

From the irreducible basis functions $\Psi_{\mu}^{(j)}(r_{\parallel})$ and irreducible basis matrices $\Lambda_{\mu}^{(j)}$, we may finally form $D_6$ invariants via

$$X^{(j, \alpha \beta)}(r_{\parallel}) = \sum_{\mu=1}^{d_j} \Lambda_{\mu}^{(j, \alpha \beta)} \Psi_{\mu}^{(j, \alpha \beta)}(r_{\parallel}),$$  

(S141)

where $\Lambda_{\mu}^{(j, \alpha \beta)}$ is the $\alpha\beta$th irreducible basis matrix belonging to irrep $j$, and $\Psi_{\mu}^{(j, \alpha \beta)}(r_{\parallel})$ is the $\beta$th irreducible basis function belonging to irrep $j$. (Since the irreps and associated basis functions are real, we may in fact drop the complex conjugate.) Note that only the $A_1$, $E_1$, and $E_2$ irreps appear in both the direct-sum decompositions of $M$ and $\Gamma$; thus only for those irreps can invariants be constructed. Explicitly, the relevant irreducible basis functions are thus:

$$\Psi^{(A_1)}(r_{\parallel}) = \hat{e}^{(A_1)} \cdot \psi = \frac{1}{\sqrt{3}} \left( \cos Qx + 2 \cos \frac{1}{2} Qx \cos \frac{\sqrt{3}}{2} Qy \right),$$

$$\Psi^{(E_1)}(r_{\parallel}) = \left( \hat{e}_1^{(E_1)} \cdot \psi, \hat{e}_2^{(E_1)} \cdot \psi \right) = \sqrt{\frac{2}{3}} \left( \sin Qx + \sin \frac{1}{2} Qx \cos \frac{\sqrt{3}}{2} Qy, \sqrt{3} \cos \frac{1}{2} Qx \sin \frac{\sqrt{3}}{2} Qy \right),$$

$$\Psi^{(E_2)}(r_{\parallel}) = \left( \hat{e}_1^{(E_2)} \cdot \psi, \hat{e}_2^{(E_2)} \cdot \psi \right) = \sqrt{\frac{2}{3}} \left( \cos Qx - \cos \frac{1}{2} Qx \cos \frac{\sqrt{3}}{2} Qy, -\sqrt{3} \sin \frac{1}{2} Qx \sin \frac{\sqrt{3}}{2} Qy \right),$$

(S142)

which can be understood as $s$-wave, $p$-wave, and $d$-wave triangular lattice harmonics, respectively (see, e.g., Ref. [6], where slightly different linear combinations are chosen). Likewise, the $A_1$, $E_1$, $E_2$ irreducible basis matrices are:

$$\Lambda^{(A_1,1)} = \hat{e}^{(A_1,1)} \cdot \gamma = \gamma^1,$$

$$\Lambda^{(A_1,2)} = \hat{e}^{(A_1,2)} \cdot \gamma = \gamma^2,$$

$$\Lambda^{(E_1,1)} = \left( \hat{e}_1^{(E_1)} \cdot \gamma, \hat{e}_2^{(E_1)} \cdot \gamma \right) = (\gamma^5, -\gamma^3),$$

$$\Lambda^{(E_1,2)} = \left( \hat{e}_1^{(E_2)} \cdot \gamma, \hat{e}_2^{(E_2)} \cdot \gamma \right) = (\gamma^6, \gamma^4),$$

$$\Lambda^{(E_2)} = \left( \hat{e}_1^{(E_2)} \cdot \gamma, \hat{e}_2^{(E_2)} \cdot \gamma \right) = (\gamma^8, \gamma^9).$$

(S143)

Therefore, only 5 invariants can be constructed: $\Lambda^{(A_1,1)} \Psi^{(A_1)}$, $\Lambda^{(A_1,2)} \Psi^{(A_1)}$, $\Lambda^{(E_1,1)} \Psi^{(E_1)}$, $\Lambda^{(E_1,2)} \Psi^{(E_1)}$, and $\Lambda^{(E_2)} \Psi^{(E_2)}$. In fact, using the explicit form of the matrices $R(\theta_1)$ and $M_x$, we can show that the PDW order parameter (S122) is a linear combination of those 5 invariants:

$$\phi_{\mu j}(r) = 2\sqrt{3} u \left( \Phi_1(z) \Lambda^{(A_1,1)}_{\mu j} + \Phi_2(z) \Lambda^{(A_1,2)}_{\mu j} \right) \Psi^{(A_1)}(r_{\parallel})$$

$$+ i\sqrt{6} u \left( \Phi_3(z) \Lambda^{(E_1,1)}_{\mu j} + \Phi_6(z) \Lambda^{(E_1,2)}_{\mu j} \right) \Psi^{(E_1)}(r_{\parallel})$$

$$+ \sqrt{6} v \Phi_8(z) \Lambda^{(E_2)}_{\mu j} \Psi^{(E_2)}(r_{\parallel}),$$

(S144)

where we recall the notation $\Phi_{\beta}(z) \equiv \Phi_{G_1}^{(j)}(z)_{\beta}$ employed earlier, see Eq. (S124).

Finally, we discuss the consequences of time-reversal symmetry. The “Hamiltonian” $\hat{C}(q, z)$ has the property $\hat{C}(q, z) = \hat{C}(-q, z)$ as can be checked explicitly. This implies the spectrum of $\hat{C}$ is symmetric under $q \rightarrow -q$. Since $\Phi_{G_1}^{(j)}(z)$ is nondegenerate in the region of interest (near and at the instability), we can thus choose $\Phi_{G_1}^{(j)}(z) = \Phi_{G_1}^{(j^*)}(z)$. However, we saw earlier that reflection symmetry in the $x$ direction implies that we can choose $\Phi_{G_1}^{(j)}(z) = M_x \Phi_{G_1}^{(j)}(z)$. Combining these two equalities, and using the explicit diagonal form of $M_x$ presented earlier, we find that $\Phi_{G_1}^{(j)}(z) = \Phi_{G_1}^{(j)}(z)$, which can be confirmed numerically. Since the basis functions (S142) and basis matrices (S143) are real, this implies that the PDW order parameter (S144) is real for real $u$, as expected. The real amplitudes
\( \Phi_1(z), \Phi_2(z), i\Phi_5(z), i\Phi_6(z), \) and \( \Phi_8(z) \) are plotted in Fig. 4(a) of the main text and also reproduced here in Fig. S1. To aid in the visualization of the three-dimensional structure of the PDW, we also give animated plots of the nine components \( \phi_{11}(r), \phi_{12}(r), \ldots, \phi_{33}(r) \) of the PDW order parameter (S144) in units of \( \mu \) in a set of nine ancillary files \text{phi11.gif}, \text{phi12.gif}, \ldots, \text{phi33.gif}.

[1] T. Mizushima and J. A. Sauls, arXiv:1801.02277 (2018).
[2] R. Winkler, Spin-Orbit Coupling Effects in Two-Dimensional Electron and Hole Systems (Springer-Verlag, Berlin, 2003).
[3] D. Vollhardt and P. Wölfle, The Superfluid Phases of Helium 3 (Taylor and Francis, London, 1990).
[4] P. M. Chaikin and T. C. Lubensky, Principles of Condensed Matter Physics (Cambridge University Press, Cambridge, 1995).
[5] G. L. Bir and G. E. Pikus, Symmetry and Strain-Induced Effects in Semiconductors (Wiley, New York, 1974).
[6] S. Zhou and Z. Wang, Phys. Rev. Lett. 100, 217002 (2008).