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A B S T R A C T

Insufficient testing capacity has been a critical bottleneck in the worldwide fight against COVID-19. Optimizing the deployment of limited testing resources has therefore emerged as a keystone problem in pandemic response planning. Here, we use a modified SEIR model to optimize testing strategies under a constraint of limited testing capacity. We define pre-symptomatic, asymptomatic, and symptomatic infected classes, and assume that positively tested individuals are immediately moved into quarantine. We further define two types of testing. Clinical testing focuses only on the symptomatic class. Non-clinical testing detects pre- and asymptomatic individuals from the general population, and a concentration parameter governs the degree to which such testing can be focused on high infection risk individuals. We then solve for the optimal mix of clinical and non-clinical testing as a function of both testing capacity and the concentration parameter. We find that purely clinical testing is optimal at very low testing capacities, supporting early guidance to ration tests for the sickest patients. Additionally, we find that a mix of clinical and non-clinical testing becomes optimal as testing capacity increases. At high but empirically observed testing capacities, a mix of clinical testing and non-clinical testing, even if extremely unfocused, becomes optimal. We further highlight the advantages of early implementation of testing programs, and of combining optimized testing with contact reduction interventions such as lockdowns, social distancing, and masking.
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1. Introduction

The COVID-19 pandemic caught the world off-guard and continues to result in devastating consequences to life, health, and national economies. A key factor hampering global control efforts has been the unanticipated shortage of testing capacity. While testing was clearly problematic early in the pandemic, it remains a critical bottleneck in many parts of the world despite massive efforts to ramp up capacity (Hasell et al., 2020). Extensive testing provides the empirical basis on which to build a robust, scientifically based response strategy (Grassly et al., 2020). Insufficient testing leaves public health authorities with little information on how to coordinate efforts to effectively combat an emerging epidemic. For example, Li et al. (2020) estimated that, early in the COVID-19 outbreak in China, 86% of infections went undocumented, and these unnoticed cases fueled the subsequent global expansion of the disease. Similarly, undetected introductions of the virus coupled with undocumented community transmission facilitated the rapid spread of COVID-19 in New York City (Gonzalez-Reiche et al., 2020). Sustained high-rate testing also plays a crucial role in strategies for safely moving beyond costly and crippling lockdowns (Grassly et al., 2020). Specifically, quick identification and isolation of new infection clusters is critical for managing a disease like COVID-19 before a vaccine is widely available. While other aspects of epidemic response such as vaccine distribution have been studied from a resource allocation perspective (Zaric and Brandeau, 2001; Hansen and Day, 2011; Emanuel et al., 2020), the optimal allocation of limited testing capacity has, so far, received little attention (Grassly et al., 2020). The limited work that has been done on this topic has emerged recently, with some efforts focusing on using pooled testing as a simple means to stretch limited testing capacity as far as possible (Aragón-Caqueo et al., 2020; de Wolff et al., 2020; Ghosh et al., 2020; Gollier and Gossner, 2020; Jonnerby et al., 2020), while others consider stratified testing strategies focused on high risk groups such as health care workers (Cleevely et al., 2020; Grassly et al., 2020). Mathematical optimization has been applied to the economics of lockdown and quarantine policies (Aldila et al., 2020; Alvarez et al., 2020; Choi and Shim, 2021; Jones et al., 2020; Khatua et al., 2020;...
Piguillem and Shi, 2020), and to parameter estimation using testing data (Chatzimanolakis et al., 2020), but has not yet been applied comprehensively to resource allocation problems under testing constraints. Faced with insufficient testing capacity, public health agencies advise the prioritization of testing effort via qualitative considerations (Centers for Disease Control and Prevention, 2020). These guidelines base resource allocation decisions on total testing capacity, quality of information gained via contact tracing, current outbreak stage, and other characteristics specific to individual communities (Centers for Disease Control and Prevention, 2020). The proportion of limited testing resources reserved for high priority cases (e.g., highly symptomatic and vulnerable patients, essential healthcare workers) depends in part on the overall degree of sporadic versus clustered versus community-wide transmission (Robert Koch Institute, 2020; WHO, 2020b).

While these recommendations provide useful qualitative guidance, quantitative determination of optimal allocation strategies under limited testing is lacking despite its potential to increase testing efficiency. Here, we address the optimal allocation of limited testing capacity with a COVID-19 specific SEIR ordinary differential equation compartmental model that features constrained testing and quarantine. We consider the allocation of testing and health care resources between two broad strategies (Centers for Disease Control and Prevention, 2020; Robert Koch Institute, 2020; WHO, 2020b): 1) clinical testing focused on moderate to severely symptomatic cases, and 2) non-clinical testing designed to detect mildly symptomatic, pre-symptomatic, or fully asymptomatic cases. We further explore how the degree to which non-clinical testing resources can be concentrated on infected individuals (through contact tracing efforts, for example) affects the optimal balance between strategies. For both strategies, we assume that individuals that test positive are immediately moved into quarantine. We first quantify the extent to which an outbreak can be suppressed via optimal testing and quarantine as a function of both testing capacity and non-clinical concentration level. Specifically, we identify strategies that minimize the peak of the infection curve (i.e., “flatten the curve”). We then consider how positive factors like social distancing measures, and detrimental factors such as delays in testing onset affect optimal testing strategies and outbreak controllability. Throughout, we focus our analyses on empirically supported parameter values including realistic testing rates. While many existing COVID-19 SIR-like compartmental models explore the effects of testing with forms of isolation like quarantine or hospitalization, the majority of these studies assume simple linear equations for the rates at which tests are administered and individuals are isolated (Adhikari et al., 2021; Ahmed et al., 2021; Amaku et al., 2021; Choi and Shim, 2021; Dwomoh et al., 2021; Hussain et al., 2021; Nonghala et al., 2020; Rong et al., 2020; Saldaña et al., 2020; Sturniolo et al., 2021; Tuite et al., 2020; Verma et al., 2020; Youssef et al., 2021). We show (see Sec 2.1.2) that linear models can not fully describe highly limited testing capacity scenarios, and we propose a novel testing model which flexibly accounts for resource-rich and resource-limited settings.

2. Methods
2.1. Model development

We develop a modified SEIR model to determine how limits on the number of tests administered per day influence disease controllability, and to determine how limited resources can be best distributed among compartments in the modeled population. Our study was motivated by the COVID-19 crisis, both in terms of model structure, and in terms of the pressing need to make the most of limited testing capacity. Following other COVID-19 models (Contreras et al., 2020; Hellewell et al., 2020; Kretzschmar et al., 2020; Liu et al., 2020; Piatecki et al., 2020; Rong et al., 2020), we assume two separate infectious categories based on observable symptoms. One, the “symptomatic class,” collects moderate to severely symptomatic cases for which one would typically seek clinical treatment, and the other, the “asymptomatic class,” collects all remaining cases, which may be either properly asymptomatic, or may simply be mild enough that the infected individual does not consider themselves sick or seek clinical treatment. We first develop a baseline disease model without interventions, and then incorporate testing and quarantine control strategies.

2.1.1. Baseline SEIR model

We assume a homogeneously mixed population divided into S susceptible, E exposed, A asymptomatic and infectious, Y symptomatic and infectious, and R recovered classes. Newly infected individuals first enter the exposed class where they are unable to transmit the disease, and after a latent period, will enter the symptomatic or asymptomatic infectious class. For clarity, we take “asymptomatic” to include individuals who will show only mild to no symptoms over the course of the disease. The portion of individuals in the exposed class who eventually transition to the symptomatic class are considered “pre-symptomatic”. Although some evidence suggests that pre-symptomatic individuals can begin transmitting the disease one to several days before showing symptoms (Furukawa et al., 2020; He et al., 2020; Walsh et al., 2020), for simplicity, we assume that only A and Y class individuals are infectious. We further assume no host births or deaths, and that recovered hosts obtain permanent immunity. The model equations are as follows:

\[ S(t) = -\lambda_A \beta A(t) S(t) - \lambda_Y \beta Y(t) S(t) \]  
(1a)

\[ E(t) = \lambda_A \beta A(t) S(t) + \lambda_Y \beta Y(t) S(t) - eE(t) \]  
(1b)

\[ A(t) = f_A e E(t) - rA(t) \]  
(1c)

\[ Y(t) = f_Y e E(t) - rY(t) \]  
(1d)

\[ R(t) = rA(t) + rY(t). \]  
(1e)

Here and throughout this paper, over dots denote derivatives with respect to time, and we measure time in units of days. The meaning of each model parameter, and the numerical values used, are given in Table 1, and a schematic summarizing the flow of infectives through our baseline model is given Fig. 1. We note that while the recovery time 1/r and incubation period 1/e can be consistently estimated from data, some parameters in our model are not accurately known. Specifically, the fractions of asymptomatic and symptomatic infectious populations, \( f_A \) and \( f_Y \), respectively, are highly uncertain parameters, as estimates based on both modeling and clinical data place the truly asymptomatic population anywhere from 1% to 80% of all infections (Furukawa et al., 2020; Walsh et al., 2020; Widders et al., 2020). Focusing on symptomatic individuals, the fractions that are mildly symptomatic versus moderately to severely symptomatic are also uncertain, although some evidence suggests the majority of cases are mild (Liu et al., 2020). Based on these observations, we choose \( f_A = 0.75 \) and \( f_Y = 0.25 \) as baseline values. Studies quantifying viral loads via RT-PCR tests and viral culture studies generally show that asymptomatic individuals are as, or less, infectious than symptomatic individuals (Walsh et al., 2020; Widders et al., 2020), and that more severely symptomatic cases can be associated with higher viral loads (Liu et al.,
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2020; Walsh et al., 2020; Widders et al., 2020). We therefore assume that the asymptomatic transmission probability, \( \lambda_A \), is twice that of the symptomatic transmission probability, \( \lambda_Y \). Finally, we choose the overall values of \( \lambda_A, \lambda_Y \), and the contact rate, \( \beta \), to yield a basic reproduction number of \( R_0 = 5.0 \) absent of any testing or quarantine control (see Appendix A for an analytic expression for \( R_0 \)). This \( R_0 \) value falls within the ranges of values suggested by a number of studies (Jiang et al., 2020; Majumder and Mandl, 2020; Rong et al., 2020; Sanche et al., 2020), and may best represent the transmissibility of the alpha variant, which is more infectious than the original COVID-19 strain but less infectious than the more recent delta variant (Hendaus and Jomha, 2021). Note that under our model parameters, in the absence of testing and quarantine, the symptomatic and asymptomatic contributions to \( R_0 \) are 2.0 and 3.0, respectively.

2.1.2. Testing model

To analyze testing and quarantine control strategies operating with testing capacity constraints, we construct a simple model that scales smoothly between extremes of abundant and severely constrained testing resources. This model is governed by the testing capacity, \( C \), and the testing time, \( \tau \). The testing capacity \( C \) denotes the maximum achievable per capita testing rate assuming a fixed level of resources. This maximum testing rate represents the limitations of a finite health care infrastructure and finite testing supplies, and we take “increased resources” to mean an increased value of \( C \). The testing time represents the average amount of time required for an individual be tested and obtain results, absent any backlogs or waiting times due to other patients. Time-consuming factors independent of the number of people needing to be tested determine the value of \( \tau \), for example, procrastination, travel time, and test processing times.

Suppose that some sub-population \( P(t) \) of the total population \( Z \) is eligible to be tested at time \( t \), and let \( \hat{T}(t) \) denote the rate at which tests are administered and processed for results. We demand that our model for \( \hat{T}(t) \) attain two limiting expressions representing “resource-limited” and “testing time-limited” testing regimes as follows:

\[
\hat{T}(t) \approx \begin{cases} 
CZ / (P(t) / \tau) & \text{ (resource limited)} \\
CZ / (P(t) / \tau) \Rightarrow 1 & \text{ (testing time limited).} \end{cases} 
\] (1f)

The testing time-limited regime represents a high resource availability scenario, where the total testing rate is limited only by the rate at which individuals arrive to be tested and the actual time required for a single test to produce results. Here, the number of tests administered and processed per unit time is simply the average processing rate for an individual test absent of patient backlogs, multiplied by the total patient load \( P(t) \). The resource-limited regime represents a low resource availability scenario, where the number of people needing to be tested far exceeds the maximum daily testing capacity. In this regime, tests are administered and processed at the maximum possible rate \( CZ \), independent of the excess patient load. To incorporate this limiting behavior into a testing model, we propose the following simple function for \( \hat{T}(t) \):

\[
\hat{T}(t) = \frac{P(t)}{\tau + \frac{P(t)}{C}} 
\] (1g)

The above expression limits to the testing time-limited regime for small \( P(t) \), monotonically increases with \( P(t) \), and saturates to the resource-limited regime as \( P(t) \) approaches \( \infty \). We justify this testing model based on the fact that it exhibits the correct limiting behavior, and that it incorporates the reasonable assumption that the average waiting time required to administer and process a single test increases linearly with the patient load \( P(t) \) (see Appendix A Eq. (10)).
It is important to note that despite its frequent use in the literature, a simple linear testing rate model $T(t) = \gamma P(t)$, where $\gamma$ represents a testing rate parameter, is insufficient for describing resource-limited scenarios. Under a linear model, even if $\gamma$ is made to be very small in reflection of testing limitations, the rate at which tests are administered will always increase in proportion with the demand for testing, and this cannot describe a resource-limited scenario where the maximum testing rate is capped at a fixed value independent of the testing demand. The linear model is in fact equivalent to our testing model in Eq. (1f) under the testing time-limited regime shown in Eq. (1g), which represents a resource-rich rather than resource-limited scenario.

We note further that the testing rate model in Eq. (1g) can be extended to multiple sub-populations subject to distinct testing capacity constraints. Specifically, suppose two distinct sub-populations $P_1(t)$ and $P_2(t)$ are subject to two different testing policies with distinct resource pools limited by the capacities $C_1$ and $C_2$, respectively. In this scenario, the total rate at which tests are administered to the two populations is given by the following:

$$T(t) = \frac{P_1(t)}{\tau + \frac{P_1(t)}{C_1}} + \frac{P_2(t)}{\tau + \frac{P_2(t)}{C_2}}.$$  

(1h)

### 2.1.3. Disease model with resource allocation, testing, and quarantine

We now utilize our testing model to incorporate testing and quarantine into our disease model. We assume that testing resources can be allocated between two control strategies, designated "clinical testing" and "non-clinical testing," which are applied to individuals based on the presence of observable symptoms. Clinical testing applies resources to the moderate to severely symptomatic class $Y(t)$. This strategy represents saving resources for hospital and health care facilities to ensure adequate treatment of the most seriously ill individuals. Under a pure clinical testing strategy, individuals are only eligible to be tested if they show severe enough symptoms. Non-clinical testing applies resources to the exposed class $E(t)$ and the asymptomatic class $A(t)$, as well as to some portion of the uninfected population. This strategy represents a combination of large scale population monitoring programs, contact tracing and case investigation programs, and testing centers open to the general public. Population monitoring and contact tracing allow individuals unaware of their infection status to be identified, possibly before they become infectious, while testing centers facilitate testing for individuals who have not been reached by population monitoring or contact tracing efforts but who are concerned about potential recent COVID exposures. For both strategies, we assume perfectly accurate tests with no false positives or negatives, and we assume that testing can detect the disease at any point after infection to when the period of infectiousness ends. These assumptions are somewhat optimistic in comparison to real-world testing efficacies (Kucirka et al., 2020; Surkova et al., 2020), and our model thus represents a limit on what can be achieved.

When an infected individual is tested in our model, they will instantly transition to the quarantine class $Q(t)$, and will subsequently recover from the disease and transition to the recovered class. We also introduce the "unknown status" class $U(t)$, which is the subset of recovered hosts who did not receive any testing or quarantine, and are therefore unaware that they previously had COVID-19. We assume that recovered individuals who have previously been tested and quarantined will exclude themselves from non-clinical testing due to assumed immunity, and therefore assume that non-clinical testing covers the entirety of the $E(t)$ and $A(t)$ classes as well as a fraction $(1 - \eta)$ of the $S(t) + U(t)$ class, where $\eta \in [0, 1]$ denotes the "concentration parameter." This parameter provides a simplified means for representing the degree to which modes of non-clinical testing in aggregate are able to concentrate testing resources on infected individuals. Different $\eta$ values are taken to represent different combinations of non-clinical resources jurisdictions may devote to large scale monitoring, contact tracing, and public testing centers, as well as the varying efficacies of jurisdictions’ contact tracing efforts. Larger $\eta$ values represent greater efficacies of non-clinical testing in the sense that a greater share of resources are used for quarantining the COVID-19 positive population, and less are "wasted" obtaining negative results. The case $\eta = 0$ represents a strictly random large scale population monitoring program, where non-clinical testing resources are dispersed randomly among the entirety of the
\[ E(t) + A(t) + S(t) + U(t) \] population. Non-zero \( \eta \) values are obtained from the presence of any influence which compels test-positive rates to be greater than overall prevalence rates obtained by random population sampling, such the information gained through contact tracing allowing resources to be focused away from individuals less likely to be infected, or the fact that public testing centers may be naturally biased towards receiving infected individuals. By “biased,” we mean that individuals with suspected recent exposures or extremely mild symptoms may be more inclined than others to seek testing on their own volition, so testing centers may see a higher proportion of infected individuals during an outbreak as compared to a random population monitoring program. The case \( \eta = 1 \) represents an imperfectly perfect large scale contact tracing and case investigation program, where all non-clinical testing is focused on infected individuals, and testing centers have imperfect omniscience of who is and is not infected. Although \( \eta = 1 \) and \( \eta = 0 \) are extreme cases, and \( \eta = 1 \) is not practically achievable, they place informative bounds on what can be accomplished according to our model.

In Appendix B, we provide a concrete definition of \( \eta \) using our testing model. Here, we derive a mathematical expression which shows explicitly the manner in which \( \eta \) quantifies non-clinical testing efficacy in terms of non-clinical test-positivity rates and disease prevalence rates. Utilizing this expression, we estimate plausible \( \eta \) ranges for real-world testing programs by comparing test-positivity rate data to estimated prevalence rate data. We find \( \eta \in [0.50, 0.95] \) to be a generous range of plausible values for testing programs which are not strictly random population sampling, although this is an admittedly rough estimate due to the unavailability of strictly non-clinical testing data, as well as the crude manner in which our model uses \( \eta \) to represent the aggregate influence of multiple modes of non-clinical testing. To achieve values greater than \( \eta = 0.95 \), contact tracers would likely require foreknowledge on which secondary contacts of a confirmed case are more likely to be infected, for example, based on factors such as age or the presence of comorbidities. Finally, we acknowledge that our non-clinical testing model makes a simplification in assuming that testing is applied to the entirety of the \( E(t) + A(t) \), and this assumption may be overly generous and unrealistic regarding the reach of contact tracing and testing centers. In Appendix C, we show that relaxing this assumption does not qualitatively change our model or results, and that our central result in Fig. 4 remains entirely unchanged.

Suppose that a fraction \( \rho \) of the testing capacity \( C \) is allocated to non-clinical testing, with the remainder devoted to clinical testing. The parameter \( \rho \) denotes the “strategy parameter,” and its value represents a government’s policy for balancing health care resources between reservation for more critical symptomatic cases and for use in contact tracing, testing centers, and surveillance programs. Our modified SEIR model including testing, quarantine, and resource allocation is as follows:

\[
\dot{S}(t) = -\lambda A(t) S(t) - \lambda Y(t) S(t) \tag{5a}
\]

\[
\dot{E}(t) = \lambda A(t) S(t) + \lambda Y(t) S(t) - \alpha E(t) - \frac{E(t)}{\tau + \frac{E(t) + A(t) + Y(t) + U(t)}{p\tau^2}} \tag{5b}
\]

\[
\dot{A}(t) = f_A \alpha E(t) - \tau A(t) - \frac{A(t)}{\tau + \frac{E(t) + A(t) + Y(t) + U(t)}{p\tau^2}} \tag{5c}
\]

\[
Y(t) = f_Y \alpha E(t) - rY(t) - \frac{Y(t)}{\tau + \frac{Y(t)}{1 - \rho \tau}} \tag{5d}
\]

\[
Q(t) = \frac{E(t) + A(t)}{\tau + \frac{E(t) + A(t) + Y(t) + U(t)}{p\tau^2}} + \frac{Y(t)}{\tau + \frac{Y(t)}{1 - \rho \tau}} - rQ(t) \tag{5e}
\]

\[
R(t) = rA(t) + rY(t) + rQ(t) \tag{5f}
\]

\[
U(t) = rA(t) + rY(t) \tag{5g}
\]

Note that as \( \rho \to 1 \), Eq. (5d) reduces to Eq. (1d), and as \( \rho \to 0 \), Eqs. (5b) and (5c) reduce to Eqs. (1b) and (1c), respectively. Additionally, as \( C \to 0 \), all of Eq. (5) reduces to Eq. (1a). In Appendix A, we analyze a closed-form expression for \( R_0 \) under our full SEIR + testing and quarantine model, and we provide expressions in Eqs. (11) and (12) for average testing waiting times for non-clinical and clinical patients, respectively.

A summary of all control related parameters is given in Table 2 for reference, and a schematic summarizing the flow of infected individuals through our control model is given in Fig. 2. For all simulations, we assume the testing time \( \tau = 1 \) day, which is reasonable for an effective testing and processing system lacking patient backlogs. For all other control parameters, we will consider a range of numerical values. Note that for notational simplicity in our model equations, we define \( C \) in units of tests per person per day, while actual testing capacities are often reported in units of tests per thousand people per day. To establish clear connections between our results and real-world testing limitations, we too report numerical values for testing capacity in units of tests per thousand per day. Thus, if we report a particular numerical value \( C_{1000} \) in per thousand units, the corresponding value in per person units used for numerical simulations is given by \( C_{1000} \times 1000 \).

2.2. Flattening the epidemic peak as a control goal

In accordance with the goal of “flattening the curve” typically communicated by government and health agencies (World Health Organization, 2020a), we simulate our model dynamics to determine if and to what extent appropriately allocated resources can reduce the peak number of infections. First, we calculate optimal resource allocation strategies \( \rho \) for reducing the epidemic peak (defined as the maximum value of the sum of the E, A, and Y classes), assuming parameter values in Table 1 and an initial outbreak of one exposed individual as our baseline case. Optimization is executed by numerically integrating the disease dynamics in Eq. (5) and utilizing the fmincon function in MatlabR2017a running the sqp algorithm with \( \rho = 0 \) as an initial guess. To account for the possibility of multiple local minima, we employ the parallel MultiStart algorithm from Matlab’s global optimization toolbox. Simulations assume specific values for \( \eta \) and find optimal \( \rho \) and epidemic peak values for all testing capacities in the range \([0, 25]\) (in units of tests per thousand per day). In Appendix A, we consider the alternative optimization goal of minimizing \( R_0 \) under our combined disease + testing model.

To determine the effects of delays in testing/quarantine policy implementation, as well as the effects of social distancing efforts, we consider alternative scenarios of initial conditions and/or model parameters. We model implementation delays by considering initial conditions equal to the outbreak size after a given number days under our baseline scenario with no testing or quarantine controls. In the case of a 30 day delay, for example, the alternative initial condition is given by \( (S(0), E(0), A(0), Y(0), R(0)) = (49727, 134, 63, 21, 55) \), which yields
218 initially infected individuals. To model the effects of social distancing, we reduce $\beta$ to a given fraction of its baseline value. Additionally, we consider the effects of social distancing and implementation delays together. To evaluate the effects of alternative scenarios on optimal control policies, we perform the same optimization procedure as in our baseline case. We provide an in-depth examination of the specific conditions of a 30 day initial testing delay and a 50% reduction of $\beta$, and also consider a broader range of delays and $\beta$ reductions in less detail.

### 3. Results

#### 3.1. Optimal resource allocation strategies

We find that, even under extremely limited testing capacities, the epidemic peak can be reduced to the initial outbreak size of 1 infected individual, provided that resources are optimally allocated and that non-clinical resources are sufficiently concentrated on the infected population (Fig. 3a). Reducing the epidemic peak to the initial outbreak size signifies that disease spread has been effectively suppressed. For a given $\eta$ at low testing capacities, the optimal strategy is to devote all resources to clinical testing, and a minimum threshold capacity $C^0(\eta)$ exists, above which optimal strategies call for a mix of clinical and non-clinical testing (Fig. 3b). As testing capacity increases above $C^0(\eta)$ optimal strategies require an increasing share of resources to be devoted to non-clinical testing until a second threshold capacity $C(\eta)$ is reached. The threshold $C(\eta)$ represents the smallest testing capacity for which the outbreak can be suppressed to its initial size with a non-clinical concentration level $\eta^*$. For example, at concentration level $\eta = 0.90$, $C^0(\eta) = 2.8$ and $C(\eta) = 15.4$ tests per thousand per day (Fig. 3b). Table 3 summarizes the threshold capacity definitions and gives numerical values for various values of $\eta$.

For testing capacities $C > C(\eta)$, the epidemic peak size will always be reduced to 1 as long as at least as much of the total capacity is devoted to clinical and non-clinical testing as is called for by the optimal strategy at $C = C(\eta)$. As a result, optimal strategies are not unique when $C > C(\eta)$. To see this non-uniqueness explicitly, consider a concentration level $\eta$, and let $\rho^*(\eta)$ denote the optimal strategy parameter at the critical capacity $C(\eta)$. At this critical capacity, the optimal action is to devote $\rho^*(\eta)C(\eta)$ total resources to non-clinical testing and $(1 - \rho^*(\eta))C(\eta)$ total resources to clinical testing, the result of which reduces the epidemic to the smallest possible value 1. If the testing capacity $C$ exceeds the critical level $C(\eta)$, one can always allocate at least $\rho^*(\eta)C(\eta)$ and $(1 - \rho^*(\eta))C(\eta)$ total resources to non-clinical and clinical testing, respectively, thereby guaranteeing the epidemic peak to be reduced to 1. The allocation of the remaining $C - C(\eta)$ resources will therefore be irrelevant, as adding resources to either strategy can not further decrease the peak size beyond the initial infection size. In other words, for a given $\eta$, if $C > C(\eta)$, the epidemic peak will be reduced to 1 whenever $\rho$ is selected such that $\rho C > \rho^*(\eta)C(\eta)$ and $(1 - \rho)C > (1 - \rho^*(\eta))C(\eta)$. These inequalities imply that any $\rho$ drawn from the interval $[\rho^*(\eta), \rho^*(\eta) + 1 - \rho^*(\eta)]$ will reduce that epidemic peak to the minimum possible value, thus showing that the optimal strategy is not unique for $C > C(\eta)$.

For a given capacity $C$, there exists a critical non-clinical concentration value $\eta^\text{crit}(C)$, below which the optimal strategy is clinical testing only, and above which the optimal strategy is mixed (Fig. 3). From the definition of $C^0(\eta)$ as the minimal capacity below which the optimal strategy is clinical testing only and above which the optimal strategy is mixed (Fig. 3), we plot $\eta^\text{crit}(C)$ as a function of testing capacity $C$. Here, the curve defined by $\eta^\text{crit}(C)$ divides the $C, \eta$ plane into two regimes, one where the optimal strategy calls for clinical testing only, and one where optimal strategies are a mix of clinical and non-clinical testing. In particular, we find that for $C > 8.0$ tests per thousand per day, $\eta^\text{crit}(C) = 0.0$. For testing capacities above 8.0, it is always optimal to devote at least some resources to non-clinical testing, even if the non-clinical testing is a simple randomized population sampling program lacking the efficacy of targeted contact tracing efforts.

#### 3.2. Social distancing and delays in testing program implementation

Unsurprisingly, delaying the implementation of a testing program by 30 days has negative impact on optimal peak reduction, with the delay being most detrimental at the lowest testing capacities (cf. Figs. 5a and 5b). Specifically, a delay of this magnitude makes it impossible to reduce the epidemic peak to its initial value, regardless of the non-clinical concentration level, within the range of testing capacities [0, 1.2] tests per thousand per day (Fig. 5a). This is not the case for immediate testing program implementation, where the peak can be reduced to its initial value at any non-zero testing capacity given a sufficient concentration level (Fig. 3). Reducing the peak to its initial value is an important control goal, as it is equivalent to the ability to force an immediate downturn in the infection curve upon implementation of testing and quarantine. These results emphasize the need for early implementation of a testing program at the beginning stages of a novel disease epidemic, where resources may be extremely limited as health agencies adjust to the biology of the newly discovered infectious agent.

Halving the contact rate, which simulates the influence of social distancing, has a strong effect on optimal policies and peak sizes
At zero testing capacity (which corresponds to the disease dynamics without testing and quarantine), the epidemic peak reaches a proportion of 0.23, which is approximately half of the no testing peak proportion without social distancing. This finding is not surprising given that we model social distancing by reducing the contact rate $b$ by half. Generally, social distancing expands the range of testing capacities over which the peak can be reduced to its initial value for a given non-clinical concentration level. Compare, for example, the $g = 0.90$ curve in Fig. 5c to that of Fig. 3a. We thus conclude that social distancing allows for more effective utilization of limited testing capacities under lower concentration levels. Note that in both the base and socially distanced parameter scenarios, we find no non-zero testing capacities for which the peak can not be suppressed to its initial size for $g = 1$, and therefore no range of testing capacities over which the optimal $q$ is unique (Figs. 5d and 3b).
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Fig. 5. Effects of social distancing and control delays on optimal testing strategies for reducing the epidemic peak. See Fig. 3 for a comparison to our baseline case and an explanation of the meaning of each plot.
tancing (Fig. 5e), as compared to [0, 1.2] without social distancing (Fig. 5a). For all delays between 1 day and the time of the uncontrolled epidemic peak, 62 days, larger degrees of contact reduction from social distancing yield larger reductions in the range of testing capacities for which the peak can not be reduced to its initial size in the idealized omniscient limit $\eta = 1$ (Fig. 6). Note that after day 62, the infection curve turns downward in the uncontrolled model, so for delays greater than 62 days in the controlled model, the epidemic peak value will always be equal to the initial value regardless of testing capacity, and peak reduction is not a useful control goal. Also note that in Fig. 6, the plotted curves begin to turn down around a delay of 50 days due to the fact that in the uncontrolled model, the slope of the epidemic curve begins decrease after about 50 days. This occurs because a smaller intervention force is required to cause an immediate downturn when the infection curve has already started moving towards a downturn on its own. In total, these results emphasize the importance of social distancing during the early resource-limited stages of a novel disease epidemic.

4. Discussion

The COVID-19 pandemic has exposed a critical lack of capacity for diagnostic testing in an emerging pandemic. Using a modified SEIR model, we explored how distributing a limited amount of testing effort can affect the course of an epidemic when testing is directly coupled to quarantine. The model is tailored to the epidemiology of SARS-CoV-2, and divides infected individuals into symptomatic and non-symptomatic classes, with the latter class including individuals who have been exposed but are not yet infectious as well as those who are infectious but not strongly symptomatic. We further defined clinical testing as that focused exclusively on the symptomatic class, while non-clinical testing is distributed across the rest of the potentially infected population (S, E, A, and U). For a given testing capacity C, our model thus allows us to identify optimal testing policies in terms of the balance between clinical and non-clinical testing, modulated by the strategy parameter, $\rho$, and the non-clinical concentration parameter $\eta$. This latter parameter governs the extent to which non-clinical testing is concentrated on infected individuals. We further examined how optimal policies shift as a function of testing capacity.

Focusing on the goal of maximally reducing the height of the infection curve (i.e., "flattening the curve"), we found that optimal testing is always able to suppress the epidemic, provided that testing is implemented at the onset of disease transmission. Clinical testing strategies are generally optimal at low testing capacities. Under some conditions when the testing rate is low, mixed strategies that include a small but finite amount of non-clinical testing are optimal, but only when there is nearly omniscient information with which to focus non-clinical testing on infected individuals. While perfectly omniscient non-clinical testing is unlikely to be achieved in reality, high $\eta$ values are indeed empirically plausible provided that the non-clinical test positivity rate exceeds the prevalence rate in the general population (see Appendix B). These results therefore suggest that testing policies employed in many countries early in the pandemic, which strongly emphasized clinical testing with some additional testing effort aimed at the highest risk individuals (e.g., front-line healthcare workers), were reasonable. Furthermore, we demonstrated that exclusively non-clinical testing is never the optimal strategy. In other words, non-clinical testing plus a small but finite amount of clinical testing will always be better than a purely non-clinical strategy for epidemic peak reduction.

Since the onset of the pandemic, testing capacity has steadily increased throughout much of the world. Our results show that increased testing capacity brings with it a broader range of possibilities for optimizing testing. As testing rate increases, the amount of non-clinical testing concentration required for a mixed strategy to be optimal decreases, with all other factors held constant. At a testing capacity of 8 tests per day per 1000 people, a mixed strategy becomes optimal even when there is no ability or tendency for non-clinical resources to be focused away from uninfected individuals. This testing rate thus defines the minimal testing capacity for which a broad, non-targeted population monitoring program, in conjunction with clinical testing, is optimal. While on the higher end of the realistic range of testing rates, this level of testing has been exceeded in several countries, including Denmark, Iceland, Luxembourg, and United Arab Emirates.

While we have chosen minimizing the height of the peak of the infection curve as a pragmatic and meaningful control goal, we also explored the common approach of minimizing $R_0$ (see Appendix A). A mathematical advantage of $R_0$ minimization is that it leads to closed-form expressions for key threshold parameter values that delimit the conditions under which different testing strategies are optimal. However, we found that for our model, results between these two control goals often differed markedly. Specifically, we identified conditions under which testing policies resulting in $R_0 < 1$ still yielded large outbreaks, which suggests limited utility of $R_0$ as a control target. We hypothesize that this phenomenon results from the combination of a finite system size and a finitely small initial condition (see Appendix A). We further note that the choice of control goal can also lead to qualitatively different conclusions about optimal strategies. For example, purely clinical testing strategies are never optimal under $R_0$ minimization, which contrasts sharply with low testing capacity results for peak minimization.

Our results suggest that testing early is critically important to control efforts. Specifically, the range of testing rates that allows full epidemic control is broadest when testing is implemented immediately at the start of an epidemic. A delay of even 30 days is sufficient to significantly narrow the conditions under which the epidemic can be brought to heel. Looking in the other direction, mitigation efforts that lower the effective contact rate, such as
lockdowns, social distancing, and mask wearing, significantly facilitate epidemic control, particularly when combined with early testing. Importantly, interventions that reduce the contact rate also lower the threshold testing capacity where uniform random testing of the non-symptomatic population is warranted. These considerations suggest that testing programs should be designed in conjunction with non-pharmacological interventions.

Taken together, our results suggest that focusing exclusively or mostly on clinical testing at very low testing capacities is often optimal or close to optimal. As testing capacities increase, which can typically be expected to happen with time since epidemic onset, the options for optimally distributing testing effort also open up. To our knowledge, this possibility has been largely unexplored in the literature. This implies that the main gains to be had by optimizing allocation of testing effort will occur at intermediate testing capacities, where options exist for optimization, but capacity is still limited relative to demand. These considerations further suggest that testing policies should evolve over time, and that time-dependent optimal control (Kirk, 1998; Lenhart and Workman, 2007), which can explicitly account for the dynamics of testing capacity, will be necessary to robustly identify how testing should change through the course of an epidemic. While beyond the scope of the present effort, broadening our approach to consider time-dependent optimal control is a clear next step. Another key direction for future efforts would be to consider optimal allocation of testing effort after relaxing the homogeneous, well-mixed population assumption at the core of compartment-type disease models. Spatially explicit extensions of disease models have been shown to change key quantities such as immunization thresholds (Eisinger and Thulke, 2008), and we expect that introducing spatial heterogeneity would also change the picture for optimal testing.
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Appendix A. The basic reproduction number

In this appendix, we provide an analytic expression for our model’s basic reproduction number, $R_0$, and we demonstrate that $R_0$ reduction is not a reliable metric of control efficacy for epidemic peak reduction. The basic reproduction number is a threshold quantity which determines the stability of a disease-free population with no natural or acquired immunity: small numbers of initial cases will produce large epidemic outbreaks when $R_0 > 1$, and will result in rapid disease die-out when $R_0 < 1$ (Diekmann et al., 1990). Intuitively, $R_0$ quantifies the number of secondary cases produced by a typical initial case when interacting with the disease-free state. Because we are able to obtain an analytic expression for $R_0$, the question of its suitability as a metric for control efficacy is especially prescient; the ability to analytically minimize $R_0$ rather than numerically minimize the peak itself would provide exact expressions and deep mechanistic insight into optimal control strategies if $R_0$ were indeed found to be a reliable metric for control efficacy.

A.1. Analytic expression for $R_0$

The analytic expression for our model’s basic reproduction number is found utilizing the next-generation matrix method (van and Wathmough, 2002). We find that $R_0$ can be interpreted as the asymptomatic population fraction $f_A$ multiplied by average number of secondary infectious individuals produced by an asymptomatic case, plus the symptomatic population fraction $f_Y$ multiplied by the average number of secondary infectious individuals produced by a symptomatic case:

$$R_0 = f_A \frac{e^{\beta C_0}}{V_Y} + f_Y \frac{e^{\beta C_0}}{V_Y},$$

where

$$V_Y = \left\{ \begin{array}{ll}
q_1, & C_0 = 0 \\
q_2, & C_0 \neq 0, \rho \neq 1 \\
q_3, & C_0 \neq 0, \rho = 1 \\
q_4, & C_0 = 0, \rho = 1 \\
q_5, & C_0 = 0, \rho = 0
\end{array} \right.$$
of patients. For the basic testing model in Eq. (1g), the effective testing time is defined by \( \tau_{\text{eff}} = \frac{P(t)}{CZ} \), which evaluates to

\[
\tau_{\text{eff}} = \tau + \frac{P(t)}{CZ}.
\]  

(10)

Extending this definition to our disease model with testing and quarantine in Eq. (5), we find two effective testing times for non-clinical and clinical testing, denoted \( \tau_{\text{eff}}^N \) and \( \tau_{\text{eff}}^C \), respectively:

\[
\tau_{\text{eff}}^N = \tau + \frac{E(t)+A(t)+(1-\eta)(S(t)+U(t))}{\rho CZ},
\]  

(11)

\[
\tau_{\text{eff}}^C = \tau + \frac{Y(t)}{1-\rho/CZ}.
\]  

(12)

These effective testing times represent the average delays for asymptomatic and symptomatic individuals, respectively, in getting tested, receiving results, and moving to quarantine, given the current backlog of patients and tests. \( \tau_{\text{eff}}^N \) and \( \tau_{\text{eff}}^C \) provide measures of non-clinical and clinical control efficiency, respectively, under the current load of infected patients. Specifically, \( \tau_{\text{eff}}^N \) and \( \tau_{\text{eff}}^C \) increase monotonically with the patient load (and are thus equal to the minimal possible testing times when the patient load is negligibly small), so for larger patient loads, a fixed number of resources will move individuals to quarantine at a slower effective per-capita rate. In this sense, lower patient loads allow a given number of resources to be leveraged more efficiently.

We hypothesize that the large outbreaks observed when \( R_0 < 1 \) arise due to a finite system size and a finitely small initial condition size. The threshold property of \( R_0 = 1 \) for outbreak suppression assumes a disease-free equilibrium background state perturbed by a sufficiently small number of initial infected individuals, where “sufficiently small” means small in comparison to the total system size such that the disease dynamics can be well-approximated by linearizing around the disease-free equilibrium. Under disease-free equilibrium conditions, there is no backlog of patients needing to be tested, so the effective testing times in Eqs. (11) and (12) achieve their minimal values, and \( R_0 \) thus assumes a maximally efficient level of control when assessing outbreak potential. Under the full disease dynamics, however, Eqs. (11) and (12) show that small numbers of initial infectives will produce slightly longer than minimal effective testing times, and that this small increase can become exaggerated when \( \rho \) is very close but not equal to 1 or 0. Thus, initial conditions can yield testing efficacies much smaller than those assumed by \( R_0 \), sometimes to a degree which allows epidemics to grow even when \( R_0 < 1 \). In support of our hypothesis, we have found that reducing the initial condition size by a factor of 10 (which corresponds to less than one infected individual) eliminates the effect of large peaks when \( R_0 < 1 \) for all cases pictured in Fig. 7.

Appendix B. The concentration parameter \( \eta \)

In this appendix, we provide a definition for the concentration parameter \( \eta \) in terms of test-positive and prevalence rates, and use the resulting expression to estimate plausible values from data. To begin, consider the case \( \eta = 0 \) representing a monitoring program conducted via random population sampling. Let \( \hat{T}_0(t) \) and \( \hat{T}_G(t) \) denote the rates at which positive and negative tests, respectively, are processed and administered under non-clinical testing for \( \eta = 0 \):}

\[
\hat{T}_0(t) = \frac{E(t)+A(t)}{\tau + \frac{E(t)+A(t)+S(t)+U(t)}{pxz}}
\]  

(13)

\[
\hat{T}_G(t) = \frac{S(t)+U(t)}{\tau + \frac{E(t)+A(t)+S(t)+U(t)}{pxz}}
\]  

(14)

Let \( f_0(t) \) and \( f_G(t) \) denote the corresponding respective test-positive and negative rates, defined as the fractions of tests returning positive and negative results:

\[
f_0(t) = \frac{\hat{T}_0(t)}{\hat{T}_0(t) + \hat{T}_G(t)} = \frac{E(t)+A(t)}{E(t)+A(t)+S(t)+U(t)}
\]  

(15)
The above expressions show that for $\eta = 0$, test positive and negative rates are equivalent to the overall disease prevalence and non-prevalence, respectively, within $E(t) + A(t) + S(t) + U(t)$ population. This result agrees with the notion that $\eta$ represents a random population sampling, as the test positive rate from a random sample should be an unbiased estimate for disease prevalence. Consider now the case of $\eta > 0$, and let $T^+(t)$ and $T^-(t)$ denote the rates at which both positive and negative tests, respectively, are processed and administered under non-clinical testing:

$$
T^+(t) = \frac{E(t) + A(t)}{\tau + \frac{E(t) + A(t) + S(t) + U(t)}{\rho C}}
$$

(17)

$$
T^-(t) = \frac{(1 - \eta)(S(t) + U(t))}{\tau + \frac{(1 - \eta)(S(t) + U(t))}{\rho C}}
$$

(18)

The corresponding test-positive rate $f^+(t)$ and test-negative rate $f^-(t)$ are given by the following:

$$
f^+(t) = \frac{T^+(t)}{T^+(t) + T^-(t)} = \frac{E(t) + A(t)}{E(t) + A(t) + (1 - \eta)(S(t) + U(t))}
$$

(19)

$$
f^-(t) = \frac{T^-(t)}{T^+(t) + T^-(t)} = \frac{(1 - \eta)(S(t) + U(t))}{E(t) + A(t) + (1 - \eta)(S(t) + U(t))}
$$

(20)

Combining the above expressions with Eqs. (15) and (16), we find the following expression for $\eta$:

$$
\eta = 1 - \frac{f^-(t) f^+(t)}{f^-(t) f^+(t)}
$$

(21)

Eq. (21) shows that $\eta$ is a measure of the efficacy of a non-clinical testing program’s tendency to focus tests on infected individuals relative to overall prevalence levels. When non-clinical testing performs little to no better than a random sampling program, the test-positive to negative ratio will nearly equal the positive to negative prevalence ratio, so the fraction term in Eq. (21) will be close to one, and $\eta$ will be close to zero. As the ratio of test-positive to negative rates increases beyond the level of positive to negative prevalence, the fraction term decreases in magnitude, and $\eta$ grows larger. When the test-positive to negative ratio increases much larger than the ratio of positive to negative prevalence, the fraction term in Eq. (21) will be small, and $\eta$ will be close to one. Interestingly, because $\eta$ is constant, Eq. (21) shows that, as a consequence of our model structure, the time-dependencies of the test-positive to negative ratio and the positive to negative prevalence ratio cancel one another.

Substituting the identities $f^+(t) = 1 - f^-(t)$ and $f^-(t) = 1 - f^+(t)$, Eq. (21) gives a mathematical relationship between $\eta$, the test-positive rate, and the prevalence rate. In Fig. 6a, we plot the test-positive rate as a function of the prevalence rate for a number of $\eta$ values. In our disease + testing model, as the epidemic grows, the point $(f^+(t), f^-(t))$ will travel to the rightwards along one of the corresponding $\eta$ curves in Fig. 8a, stop and reverse direction once the epidemic peaks, and eventually approach the origin as the disease dies out.

To properly estimate $\eta$ for a real system, one must acquire test-positive rates and prevalence rates which exclude data from moderate to severely symptomatic cases in clinical settings. To the best of our knowledge, such data are not readily available. As a substitute, we use test-positive and prevalence rates for estimated for the entire infected population in the United States over the first year of the pandemic. Test-positive rates are taken from Ritchie et al. (2020), and estimated prevalence rates are taken from Noh and Danuser (2021). Fig. 8b provides a zoomed-in view of the Fig. 8a within the range of values suggested by this data, and we include markers for specific values of test-positivity and prevalence on specific dates. We see that during the initial stages of the pandemic in April 2020, test-positive and prevalence rates give $\eta$ values between 0.95 and 0.90, while in later months, $\eta$ values tend to cluster between 0.75 and 0.85. The higher test-positive to prevalence ratios in April coincide with an extreme lack of testing supplies during the early pandemic when the majority of tests were reserved for the most severe cases. The lower test-positivity to prevalence ratios in later months coincide with initial increases in testing supplies and expanded testing beginning to be available to a wider population. From these considerations, we posit $\eta = 0.95$ as a reasonable upper bound for a non-clinical testing program including an efficacious contact tracing program. We base this assertion on the idea that one would likely not do better identifying asymptomatic individuals in our model than what the real world achieves in identifying symptomatic individuals. For a lower bound on a non-clinical testing program lacking a random population element (i.e. a program comprised of only contact tracing and testing centers open to individuals concerned with possible exposure), we posit $\eta = 0.50$. This is based on Fig. 8a, where we see that for $\eta$ less than 0.50, test-positive rates are only slightly above prevalence rates, and this would not be reasonable for a testing program which does not randomly sample both infected and non-infected individuals.

**Appendix C. Limited non-clinical testing access**

In this appendix, we consider the effects of limiting the overall population accessible to non-clinical testing. Such limitations may be especially relevant for a large $\eta$ values representing extremely efficacious contact tracing programs, as the time and effort required to run such programs may limit the number of individuals able to be reached, and many individuals may not be amenable to participation in such programs. Suppose that a fraction $\gamma$ of the non-clinical $E(t) + A(t) + S(t) + U(t)$ is accessible by non-clinical testing. Assuming a concentration level $\eta$, the rate at which positive and negative non-clinical tests are administered and processed, $T^+(t)$ and $T^-(t)$, respectively, are given by the following:

$$
T^+(t) = \frac{\gamma(E(t) + A(t))}{\rho C}
$$

(22)

$$
T^-(t) = \frac{\gamma(S(t) + U(t))}{\rho C}
$$

(23)

The above expressions show that limited non-clinical testing access effectively increases the non-clinical testing time to $t/\gamma$. Importantly, we see that limited testing access does not change the interpretation of $\eta$ in terms of test-positivity rates and prevalence rates outlined in Appendix B. In Fig. 9, we plot optimal inflected population proportions at the epidemic peak and corresponding allocation strategies for the same $\eta$ values as in Fig. 3, assuming only a fraction $\gamma = 0.20$ of $E(t) + A(t) + S(t) + U(t)$ class can be reached by non-clinical testing. Generally, we find that when non-clinical testing has limited access to the population, a larger testing capacity is required to achieve a given level of controllability compared to the full testing access case. Interestingly, we find that the critical threshold testing capacities at which optimal actions become a mix of clinical and non-clinical testing are equivalent to the full testing access case. This occurs because the critical thresholds $C^n$ indicate the points at which the optimal fraction $\rho$ of resources devoted to non-clinical testing switches from 0 to an infinitesimal
but non-zero amount, and so the associated non-clinical testing capacities \( \rho C^b \) are extremely small, regardless of the size of \( C^b \). Thus, at these thresholds, non-clinical testing is always in the resource limited regime, where \( \tau \) and \( \tau/\gamma \) are irrelevant. This implies that our central result Fig. 4 is completely unaffected by limited non-clinical testing access. From these considerations, we conclude that limited non-clinical testing does not considerably change the qualitative aspects of our main analysis.

**Fig. 8.** Plots of the non-clinical test-positivity rate \( f^+ (t) \) as a function of the non-clinical disease prevalence rate \( f^+_0 (t) \) according to the relation in Eq. (21), assuming various values of \( \eta \). Fig. 8a exemplifies the degree to which non-zero \( \eta \) values increase the test-positivity rate beyond the level of prevalence that would be measured by random population sampling at \( \eta = 0 \). Fig. 8b zooms into the ranges of prevalence and test-positivity rates for the entire clinical plus non-clinical population estimated over the first year of the pandemic 2020 in the United States. Test-positive rates are taken from Ritchie et al. (2020), and estimated prevalence rates are taken from Noh and Danuser (2021). Specific values pairs of test-positivity and prevalence values on specific dates in 2020 are indicated by the marks in Fig. 8b.

**Fig. 9.** Recreation of Fig. 3 in the main text assuming only a fraction \( \gamma = 0.20 \) of the non-clinical population \( E(t) + A(t) + S(t) + U(t) \) can be accessed by non-clinical testing. This assumption is equivalent to increasing the non-clinical testing time equal to \( \tau/\gamma = 5 \). Comparing Fig. 9a to Fig. 3a shows that limited testing access generally requires larger testing capacity to achieve a given level of peak reduction. Comparing Fig. 9b to Fig. 3b shows that for a given \( \eta \) value, the threshold testing capacity at which optimal strategies become a mix of clinical and non-clinical testing are equivalent under limited and full testing access.
Walsh, K.A., Jordan, K., Clyne, B., Rohde, D., Drummond, L., et al., 2020. SARS-CoV-2 detection, viral load and infectivity over the course of an infection. J. Infect. 81, 357–371.

Widders, A., Broom, A., Broom, J., 2020. SARS-CoV-2: The viral shedding vs infectivity dilemma. Infection, Disease and Health 25, 210–215.

World Health Organization, 2020a. Coronavirus disease 2019 (COVID-19): WHO Thailand situation report - 19 March 2020. [cited 2020 September 23]. Available from: https://www.who.int/docs/default-source/searo/thailand/2020-03-19-tha-sitrep-26-covid19.pdf?sfvrsn=6f433d5e_2.

World Health Organization, 2020b. Laboratory testing strategy recommendations for COVID-19. [cited 2020 August 11]. Available from: https://apps.who.int/iris/handle/10665/331509.

Youssef, H., Alghamdi, N., Ezzat, M.A., El-Bary, A.A., Shawky, A.M., 2021. Study on the SEIQR model and applying the epidemiological rates of COVID-19 epidemic spread in Saudi Arabia. Infect. Dis. Model. 6, 678–692.

Zaric, G.S., Brandeau, M.L., 2001. Resource allocation for epidemic control over short time horizons. Math. Biosci. 171 (1), 33–58.