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Abstract

Bilingual English speakers speak English as one of their languages. Their English is of a non-native kind, and their conversations are of a code-mixed fashion. The intelligibility of a bilingual text-to-speech (TTS) system for such non-native English speakers depends on a lexicon that captures the phoneme sequence used by non-native speakers. However, due to the lack of non-native English lexicon, existing bilingual TTS systems employ native English lexicons that are widely available, in addition to their native language lexicon. Due to the inconsistency between the non-native English pronunciation in the audio and native English lexicon in the text, the intelligibility of synthesized speech in such TTS systems is significantly reduced.

This paper is motivated by the knowledge that the native language of the speaker highly influences non-native English pronunciation. We propose a generic approach to obtain rules based on letter to phoneme alignment to map native English lexicon to their non-native version. The effectiveness of such mapping is studied by comparing bilingual (Indian English and Hindi) TTS systems trained with and without the proposed rules. The subjective evaluation shows that the bilingual TTS system trained with the proposed non-native English lexicon rules obtains a 6% absolute improvement in preference.

Index Terms: Bilingual speech synthesis, non-native English, L2 English, lexicon creation, Common phones

1. Introduction

Developing a bilingual text-to-speech (TTS) system [1] is necessary for countries like India where the majority of the population speak more than one language. Generally, this population speaks their native language as the first and English as their second language. The pronunciation of English words by a non-native speaker is strongly influenced by their native language and is mostly different from the native English pronunciation [2]. Indian languages, which have a high grapheme to phoneme correlation (phonemic language), derive pronunciation directly from the spellings of the word. On the contrary, English is an alphabetic and highly non-phonemic language. Hence native phonemic language speakers whose pronunciation is influenced by the spelling of the word often pronounce English words differently from native English speakers. This mispronunciation is further enhanced for native speakers from languages whose phonemes are different from the English language. These speakers generally replace the English phoneme with the closest phoneme in their native language. Given these challenges, building a TTS system for such non-native English bilingual speakers requires a lexicon that handles the influence of the first language on the native English lexicon. However, due to the lack of availability of such a non-native English lexicon [3], existing bilingual TTS systems employ widely available native English lexicon, in addition to their native language lexicon, which results in reduced intelligibility and heavily accented synthesized speech.

Yarra et al. [4] proposed to collect Indian English lexicon from the mispronunciations of Indian speakers recording sentences from the TIMIT database. Multiple phonemes- and letter-specific context rules were manually identified through observing pronunciation variations between Indian and original TIMIT speakers. The proposed lexicon was evaluated on the speech recognition task and shown to improve the overall recognition. However, collecting such parallel data for a large vocabulary and manually finding the mispronunciation between the two is a tedious and expensive task. Anju et al. [5] proposed a transliteration-based method for developing speech synthesizers for Bilingual Indian English. A mapping was obtained between native English CMU dictionary phonemes and the Indian common phone Label Set (CLS) [6] shared across the Indian languages. The stress markers of the CMU phonnet set were removed before this mapping. Further, the words not part of the CMU dictionary were first transliterated to a phonemic Indian language. The CLS phoneme sequence was obtained using the unified phoneme (G2P) model. In [8], the phoneme sequence of the CMU dictionary was manually corrected for the Assamese language accent to develop an Assamese English TTS system. However, the manual effort of editing the lexicon is an expensive and time-consuming operation. In [9], a sequence labelling approach is employed to generate a pronunciation dictionary using Conditional Random Fields (CRFs). However, this method needs a substantial parallel corpus of phone sequence mapping between native and non-native lexicon to train the CRF network.

In this paper, we propose a generic framework to obtain the rules for mapping the phone sequence of a native English lexicon to a non-native one. Specifically, the framework aims to derive non-native English pronunciation for speakers from native languages that follow phonemic orthography. Although we study the framework on native Hindi language speaker, the framework itself should be adaptable to speakers of other phonemic languages. As the first step, we identify a subset of highly frequent sentences for these words, a three-way alignment is obtained between a) the English letter sequence, b) the CMU phoneme sequence from native English CMU dictionary, and c) the CLS phoneme sequence obtained using unified parser [7] from the (manually curated) transliterated version of the English word. Repeating patterns of the aligned triplets of letter-CMU-CLS phonemes that produce mispronunciations are manually identified. After that, rules are devised which, wherever relevant, will substitute an original CMU phoneme in a word pronunciation with a new phoneme that produces the correct non-native English pronunciation. These rules are applied on the entire native English lexicon to obtain the corresponding non-Native English lexicon. We show that the proposed framework provides better non-native English pronunciation than the
2. Proposed approach

The proposed approach is studied on a bilingual Indian English-Hindi dataset [10]. This dataset contains monolingual recordings in English and Hindi from the same Male speaker (More about the dataset in Section 3.1). The English transcripts are in Roman script, while Hindi is in Devanagari script. The pronunciations for English words were obtained from g2p-en G2P model which uses the 39 CMU phonemes. Similarly, the Unified Parser [7] was employed to obtain the pronunciations for the Hindi words, that used the 59 CLS phonemes, amounting to 98 phonemes in total for the bilingual dataset. Further, motivated by the works of [5], we merged acoustically similar CMU and CLS phonemes [11]. This merging is intended to address non-native English speakers substituting similar phonemes from their native language in place for native English phonemes. Additionally, reduced phoneset results in increased training data per phoneme, and consequently better phoneme modelling. This reduced phonet has 73 phonemes and is referred to “EngHinCommon” hereafter. While merging, care was taken not to merge phonemes whose realization is audibly distinct across Hindi and English languages. The merged CMU and CLS phonemes are listed in Table 1.

As the baseline for the proposed approach, we trained separate bilingual TTS systems with the above 98 CMU and CLS phonet (Model 1 in Section 3) and the reduced EngHinCommon phonet (Model 2 in Section 3). The results showed that the quality of synthesis of Hindi words remained consistent between the two models. However, for the English words, contrary to the motivation of employing the reduced phonet, the non-native English pronunciation improved only for a few English words compared to Model 1. More details of these experiments are discussed in Section 3.4.3. As discussed earlier, a non-native English speaker (whose native language follows phonemic orthography) takes a cue from the spelling of the word for pronunciation. For example, The CMU phone sequence for word /CITED/ is /S AY T AH D/, whereas a phonemic language speaker, takes a cue from the spelling and pronounces it as /S AH T EH D/. However, similar to EngHinCommon phoneset creation, a universal mapping of all /AH/ to /EH/ will create more problems than it solves. We need a nuanced approach that goes beyond one-to-one phoneme mapping. Motivated by this, in the following section, we explain the proposed approach to map phonemes based on additional information such as English letter identity, position within a syllable, and letter context.

2.1. Selection of words

The bilingual dataset has a vocabulary of about 7 k words, of these, around 6.5 k words are English words that are not proper nouns of Indian origin. A subset of 2 k words from 6.5 k words of the dataset is chosen based on their being present in the top 10 k most frequent words in an independently obtained Indian newspaper text archive. It is crucial to select a large number of words to arrive at accurate and exhaustive rules.

This paper does not study proper nouns of Indian origin because the native English G2P models fail on these words, making it impossible to recover from these errors even after using a rule-based phoneme mapping. The best way to derive pronunciation for such Indian origin proper nouns is to transliterate them into a phonemic language script and obtain the phoneme sequence using a G2P model like Unified Parser [7].

2.2. Process of deriving rules

The process of deriving phoneme mapping rules from the above subset of 2 k English words is described in Figure 1. To obtain the CLS phoneme sequence for these English words as pronounced by native Hindi speakers we used an online English-Hindi Dictionary2, which has Devanagari transliteration for several of these words. Four native Hindi speakers conducted a manual verification to match the transliteration with the actual pronunciation of native Hindi speakers. To avoid any bias toward the speaker in the training dataset, the verification of transliteration was done purely based on text. Finally, the CLS phoneme sequences were obtained from these transliterations using the Unified Parser [7]. We employ the transliterations only for the creation of rules. Once the rules are created, they can be directly applied to any native English lexicon to obtain their non-native English versions without the requirement of any transliteration.

Next, we used an alignment algorithm (explained in section 2.3) to align the English letters in the words, the CMU phonemes for the word, and the target CLS phonemes. While in a large number of cases, source CMU phonemes are exclusively aligned with a single CLS phoneme. In some cases, the mapping was not exclusive, i.e., the same CMU phoneme was mapped to different CLS phonemes which are acoustically distant (e.g., /AH/ → /a/ in some words and /AH/ → /o/ in other

Table 1: Subset of EngHinCommon phonemes that are obtained by merging CMU and CLS phonet. Rest of the CMU and CLS phonemes are used as unique phonemes of EngHinCommon.

| Serial No. | English Word Example | CMU | EngHinCommon | CLS | Hindi Word Example |
|-----------|----------------------|-----|--------------|-----|-------------------|
| 1         | balm                 | AA  | aa           | aa  | काम (kām)         |
| 2         | bat                  | AE  | ae           | कैड (kāid) |
| 3         | stake                | AO  | ax           | कोई (kōi) |
| 4         | bit                  | IH  | i            | इंच (iinch) |
| 5         | boat                 | OW  | ou           | कौन (kauṁ) |
| 6         | book                 | UH  | u            | तु (tum) |
| 7         | buy                  | B   | b            | बाई (bāi) |
| 8         | china                | CH  | c            | चाँच (cānmac) |
| 9         | die                  | D   | dx           | दे (dē) |
| 10        | thy                  | DH  | d            | दा (dā) |
| 11        | fight                | F   | f            | फाइट (fāit) |
| 12        | guy                  | G   | g            | गू (gū) |
| 13        | high                 | H   | h            | हाई (hāi) |
| 14        | jive                 | J   | j            | जीव (jēv) |
| 15        | kite                 | K   | k            | किट (kīt) |
| 16        | lie                  | L   | l            | ली (li) |
| 17        | my                   | M   | m            | म (māṁ) |
| 18        | nigh                 | N   | n            | नाइ (nāi) |
| 19        | sing                 | NG  | ng           | सिंग (sīng) |
| 20        | pie                  | P   | p            | पी (pē) |
| 21        | eye                  | R   | r            | र (rā) |
| 22        | sigh                 | S   | s            | साइ (sāi) |
| 23        | shy                  | SH  | sx           | शाइ (shāi) |
| 24        | tie                  | T   | tx           | टाइ (tāi) |
| 25        | thight               | TH  | th           | थाइ (thāi) |
| 26        | yacht                | Y   | y            | यैट (yāit) |
words). This ambiguity is the primary reason behind the inconsistency between native and non-native English lexicon. In such cases, we analyzed them further to devise rules for correcting the lexicons. These rules are based on knowledge of the source English letter, its position within a syllable, source CMU phone, and letter sequence context. We aim to propose rules that will reduce this phoneme mapping ambiguity and come up with conditions under which a particular target phoneme should be used (explained in the following sections). Finally, after correcting the lexicon using the proposed rules, all the ambiguous conditions discussed above are handled. After that, the remaining phonemes in the lexicon that are not yet modified with the proposed rules, are directly mapped to EngHinCommon phoneset as shown in Table 1.

2.3. Alignment Algorithm

One of the key steps of the proposed approach is to align the phoneme sequences with the letters. If the number of letters in English words were precisely the same as the number of phonemes, their alignment would be straightforward. However, this is not always the case. Hence we made use of a. Letter Grouping Heuristics and b. Heuristics for zero distance letter-phoneme pairs.

a. Letter Grouping: The aim of this grouping is to obtain units of letter sequences that usually correspond to a single phoneme. The following consecutive letters are always considered as a single unit - ph, ch, ng, sh, th, er, ow. Further, any duplicated consecutive non-vowel letters (Regex: \[\text{[^aeiou]}\{2\}\]), and sequence of a single vowel letter followed by a vowel letter or letter y (Regex: \[\text{[aeiou]}[\text{aeiouy}]\]), are also considered as single unit.

b. Heuristics for zero distance letter-phoneme pairs: Certain letter-phoneme pairs are considered equivalent (eg. letter p ↔ CMU phoneme P, letter unit ph ↔ CMU phoneme F, letter e ↔ CMU phoneme K, and so on). This equivalence information helps the dynamic programming-based alignment algorithm to output more accurate alignments with better causal correspondence between letters and phonemes.

Similar equivalence relation between certain CMU and CLS phoneme pairs is used to finally get a three-way alignment between English letter sequence ↔ CMU phoneme sequence ↔ CLS Phoneme Sequence. A sample illustration of our alignment algorithm is shown in Figure 2 for the word /CALLED/. Each column of the alignment in Figure 2 is hereafter referred to as a triplet.

2.4. Triplet Analysis

We analyse the triplets which contain non-exclusive CMU to CLS phone mapping to identify phoneme mapping patterns. For example, Figure 3 illustrates patterns where CMU phoneme /AA/ was aligned either with CLS phoneme /ax/ or with CLS phoneme /aa/ based on letter context present in triplets. We check if this knowledge about letters aligned with the CMU phoneme /AA/ can resolve this ambiguity. After going through a significant number of words resulting in such triplets, we develop a rule that applies to a large subset of words.

In some cases, to develop a specific rule, we have to refer to the position of the CMU phoneme within the syllable. The
Table 2: Illustration of sample examples showing sub-set of rules and corrections at phone-level with triplet letter-CMU-CLS phoneme alignment. Modifications at the phoneme level are displayed in bold font.

Table 3: Summary of proposed rules to map native English lexicon to corresponding non-native version.

| Source English Letter | Source Phoneme Sequence(CMU) | Target Phoneme Sequence(CLS) | Position in syllable | Corrected words in CMUdict (%) |
|-----------------------|------------------------------|-----------------------------|----------------------|-------------------------------|
| SYL rule1             | E               | AH                | end                   | 1.9                          |
| SYL rule2             | O               | AH                | anywhere              | 6.4                          |
| SYL rule3             | O               | AH                | o                     | 2.7                          |
| SYL rule4             | I               | AH                | end                   | 2.5                          |
| SYL rule5             | A               | EH                | AH                    | 0.7                          |
| SYL rule6             | O               | AH                | I                     | 19.8                         |
| Prefix rules          | sub word        | old sequence      | new sequence          | NA                           |
| Suffix rules          | sub word        | old sequence      | new sequence          | NA                           |

In general, we have derived three kinds of rules – 1. Syllable level rules, 2. Letter sequence rules, and 3. Prefix/Suffix-based rules. Finally, using these rules the native English lexicon is mapped to non-native English lexicon for the Indian English-Hindi bilingual speaker as shown in Figure 1. It is observed from these rules that most of the differences between native and Indian English pronunciation are among vowels, this finding is consistent with prior work [11, 12].

3.2. TTS modeling

A neural network-based TTS system is used for all the experiments. A neural TTS system is generally comprised of a front end and an vocoder. As the fronted, we use the Tacotron2 (v3) recipe of ESPnet [13], which is an auto-regressive-based sequence-to-sequence model with a location-sensitive and guided attention mechanism [14]. The front end is trained with the speech sequence of the input text and the 80-band Mel spectrogram feature of the corresponding audio, computed with a 1024 point discrete Fourier transform and 256 sample hop-length. The front end is trained for 250 epochs with a batch size of 56 on 4 GPUs. The Mel spectrogram output of the front end is mapped to waveform using the parallel wavegan (PWG) vocoder [15]. The PWG vocoder is a non-autoregressive variant of the WaveNet [16] vocoder that has a significantly faster inference time. We use the publicly available implementation of PWG, whose code is accessible here.

3.3. Systems

We train three separate Tacotron2 models with different phone-sets to evaluate the efficacy of the proposed method while keeping the vocoder fixed across all our experiments.

3.3.1. Model 1

As the first baseline TTS model, we employ CMU phonet (unstressed) for English data and CLS phonet for Hindi. The unstressed version of CMU is used because Indian languages are syllable-timed and Indian speakers don’t differentiate for different stress level [17]. Here a total of 98 unique phonemes (39 CMU + 59 CLS) are used for training the Tacotron model and develop bilingual TTS. Refer to Section 2 for more details.

3.3.2. Model 2

A second TTS model is trained to study the effect of using 73 phonemes EngHinCommon phonet (Refer to Section 2 for more details) on the pronunciation of English words. Apart from the number of phonemes, all other model parameters are identical to Model 1.
Finally, we train a TTS model with the proposed phone mapping rules as described in Section 2. After that, we map the exclusively aligned CMU and CLS phones as discussed in Section 2.2 to the EngHinCommon phoneset. The proposed rules correct around 40% of the training data. Model 3 has an identical phoneset as Model 2.

3.4. Evaluations

Three different subjective evaluations are performed to assess the above TTS models. The evaluation is restricted to isolated words instead of a sentence to avoid any influence on the evaluator’s rating by other words in the sentence. During each evaluation, a subset of English words are synthesized using two of the above models, and a preference test between the two is carried out as shown in Figure 4. During the test, ten native Hindi speakers (also proficient in English) evaluate the synthesis of the models based on the closeness to the pronunciation of a bilingual Indian English-Hindi speaker. If the pronunciation of both the models were comparable, the listeners could choose the ‘Both Good’ option, on the other hand, if both the pronunciations were bad, they could choose the ‘Both Bad’ option. The synthesized recordings used for the subjective evaluations in our paper are available at [https://www.zapr.in/ssw2021/samples](https://www.zapr.in/ssw2021/samples).

3.4.1. Evaluation 1

As the first subjective evaluation, we compare Model 1 and Model 2 to study the effectiveness of the EngHinCommon phoneme mapping. The listeners rate a randomly chosen subset of 200 English words.

3.4.2. Evaluation 2

As the second subjective evaluation, Model 2 is compared against Model 3 to study the effectiveness of the proposed non-native English lexicon creation. For this evaluation, the listening test is carried out on three different subsets of 200 words: a) English words part of the training vocabulary, hereafter referred to as ‘Dict’ words. b) English words not in the training vocabulary, but the rules have been applied (‘Rules’). c) English words that were neither part of the training vocabulary nor modified by any rules (‘OOR’: Out-of-rules).

3.4.3. Evaluation 3

Finally, to complete the comparisons between the three models, Model 3 is compared with the baseline Model 1. Similar to Evaluation 2, three comparisons are made with Dict words, Rules words, and OOR words, respectively.

4. Results and Discussion

All the proposed phoneme mapping rules in this paper directly influence the lexicon of only the English words. However, to study if this has affected the modelling of Hindi words during the bilingual TTS system training, we conducted listening tests on randomly chosen 200 Hindi words for the three Evaluations. We observed that the pronunciation was comparable across the three evaluations.

The summary of the three evaluations conducted on the English words are shown in Figure 5. In evaluation 1, for 28.9% of words the listeners preferred synthesis using the CMU and CLS phonemes, compared to only 9.8% of the words for which they preferred synthesis using EngHinCommon phoneset. This suggests that directly mapping individual CMU phonemes to similar-sounding CLS phonemes does not fix the pronunciation errors in non-Native English lexicon.

The three listening tests of evaluation 2 shown in Figure 5 prefer pronunciations of the proposed rules (Model 3) over the EngHinCommon phonemes (Model 2). The Model 3 preference is significantly higher for words not part of training vocabulary (‘Rules’), achieving an absolute improvement of 35% over Model 2. This indicates the effectiveness of the proposed rules in correcting the native English lexicon for non-native English speakers. The words in OOR, which had not undergone any of these rules, also improved slightly. This might be a result of reduced confusion between lexicon and pronunciation in the recordings in Model 2. In the Dict words case as well listeners preferred Model 3 over Model 2 (25.1% vs. 17.1%). Ideally, since the ‘dict’ words are phonetically corrected for non-native English, Model 3 should have got 100% preference over
Model 2. However, since the lexicon corrections are not speaker specific, the inconsistency in the speaker’s pronunciation with the lexicon can be the explanation for this result.

In comparison to the proposed phone rules (Model 3) with the baseline phones without any mapping (Model 1). From Figure 5 it is clear that the listeners preferred the proposed phone rules over the baseline across the three categories of words. On average the proposed rules obtain a 6% absolute improvement compared to the baseline. A statistics of the percentage of the words undergoing each category of the proposed rules are shown in the last column of Table 3. We generated the statistics on the standard CMU dictionary of 130 k unique words. Here we see that around 35% of the words are getting corrected by the proposed rules (these numbers are excluding the EngHinCommon phoneme mapping). A category-wise statistics are also shown in that table. Further, the actual percentage of training corpus words that get changed depends on the frequency of these dictionary words in the corpus.

5. Conclusion
In this work, we have proposed a method to create a non-native English lexicon for Bilingual TTS. We came up with a systematic approach to do triplet analysis which helped uncover inconsistency between native and non-native English lexicons. The proposed method involved limited manual effort in the transliteration of English words from Roman script to Devanagari script. An additional manual effort was required for the analysis of the mismatch between the phoneme sequence of native and non-native pronunciation, to create multiple rules. Formulating these rules based on this mismatch doesn’t require a phonetician’s expertise. Finally, we showed that proposed non-native lexicon creation helped to improve the synthesis quality of bilingual TTS models with Indian-English and Hindi language pairs. This method can be easily applied to any phonetically orthographic language. Moreover, a reduced phoneset, as used in the proposed method, will improve the speech synthesis in low resource languages. With more data per phoneme, the trained model will be robust. While we have tried to come up with an exhaustive set of rules, some undiscovered rules may still be there, which can be considered as part of future work. The proposed lexicon generation approach can be extended to improve the performance of an Indian English Automatic Speech Recognition system.
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