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1. Introduction

Event-shape distributions in $e^+e^-$ annihilation are observables which measure the geometrical properties of energy-momentum flow in a hadronic final state. They have been measured over a broad range in energies at LEP [1–4] as well as at earlier electron-positron colliders [5,6]. The event-shape distributions allow for a detailed probe of the dynamics of QCD and especially for a precise determination of the strong coupling constant $\alpha_s$. Owing to their infrared and collinear safety, they can be computed systematically in perturbation theory. They usually span the range between the kinematical situation of two collimated back-to-back jets (dijet limit) and a perfectly spherical final state.

The fixed-order description, which expands the distribution in powers of the strong coupling constant to leading order (LO), next-to-leading order (NLO), next-to-next-to-leading order (NNLO) and so on, is reliable and convergent over most of the kinematical range of the event-shape. In the dijet limit, which is attained for the thrust variable [7] as $T \to 1$, the convergence of the fixed-order expansion is spoilt by large logarithmic terms $\log(1 - T)$ at each order in the strong coupling constant, which necessitates a resummed description. Resummation of the event-shape distribution accounts for the logarithmically enhanced terms to all orders in perturbation theory, and ensures a reliable prediction in the dijet region. The resummed cross section is organized in terms of leading logarithms (LL), next-to-leading logarithms (NLL) and so on. During LEP times, precision studies of a standard set of six event-shapes were based on the combination of fixed-order NLO calculations [8–15] with NLL resummation [16–18]. To avoid the double counting of terms, both expansions need to be matched onto each other and different matching procedures are available [19].

In the recent past, substantial progress was made both on the fixed-order and the resummed description of event-shapes. Following the development of new methods for calculations of QCD jet observables at NNLO [20], the NNLO corrections to $e^+e^- \to 3$ jets and related event-shape observables were computed [21–26]. These calculations are based on a numerical integration of the relevant three-parton, four-parton and five-parton matrix elements, which are combined into a parton-level event generator. Next-to-leading order electroweak corrections were also computed very recently [27,28]. Determinations of the strong coupling constant using the newly available NNLO results [29–31] and the matched [32] NLL+NNLO [33–36] predictions led to a big improvement in the scale uncertainty and showed the need to go beyond NLL in resummation.

The resummation of large logarithmic corrections is based on a factorization of the event-shape cross section in the dijet limit into a convolution of three leading regions (soft, collinear and hard virtual). In the conventional approach [16,37], the resummation of large logarithms is accomplished in Mellin (Laplace) space and the resummed distributions are obtained by an inverse transformation. In this approach, the NLL corrections to all standard event-shape variables were obtained [16–18], as well as NNLL results on the energy-energy correlation function [38]. By applying soft-collinear effective theory (SCET, [39]) to event-shape distributions [40,41], the resummation can be performed directly in momentum space. SCET offers moreover a systematic framework to compute all soft, collinear
and hard contributions. In this framework, the $\mathcal{N}^3$LL resummation for thrust [42, 43] and the heavy jet mass [44] have been performed and applied for a precise determination of $\alpha_s$, and the framework for the resummation of the jet broadening distributions has been outlined [45]. In these calculations, the hard subprocess is inferred from the three-loop quark form factor [46, 47], the collinear jet function is required to the two-loop order, which is known from earlier calculations of SCET resummation in heavy meson decays and deep inelastic scattering [48, 49], while the soft subprocess to two-loop order could be computed from the renormalization group invariance of the cross section only up to a constant term. Using the fixed-order NLO results [15], this term was determined numerically by two independent groups [42, 50], obtaining mutually inconsistent results. Motivated by this discrepancy, we perform an analytical calculation of the full two-loop soft subprocess for thrust from first principles in this paper. A few days before the completion of this work, the two-loop hemisphere soft function was derived within SCET [51], and applied to compute the soft subprocess for the thrust and the heavy jet mass.

The major difference between conventional and SCET-based resummation is the handling of intermediate scales in the calculation. In the SCET-based resummation, these scales are fixed to their natural values directly in momentum space, on the other hand in the conventional approach they are sampled along a complex contour in performing the Laplace inversion. Although both approaches yield identical results at NLL, owing to the presence of a Landau pole in the QCD coupling constant, power-suppressed differences between them could appear in higher order logarithmic contributions. These power-suppressed terms are outside the scope of the logarithmic resummation, so both approaches could in principle yield different but equally correct results. To address the compatibility between the two resummations, we perform the NNLL resummation of the thrust distribution in Laplace space in this paper.

The paper is structured as follows: in Section 2, we review the description of the thrust distribution in fixed-order and resummed perturbation theory and establish the factorization of the cross section in the dijet limit. Using the eikonal approximation, we compute the two-loop soft subprocess in Section 3. The NNLL resummation of the thrust distribution in Laplace space and its inversion to momentum space are derived in Section 4, and the matching to the fixed-order NNLO distribution is performed in Section 5. The numerical impact of these corrections is studied and discussed in Section 6. Finally, Section 7 contains our conclusions and an outlook onto future applications. An appendix collecting key formulae and technical details of the calculation is enclosed.

2. Thrust distribution in perturbation theory

The thrust variable for a hadronic final state in $e^+ e^-$ annihilation is defined as [7]

$$T = \max_n \left( \sum_i |\vec{p}_i \cdot \vec{n}| \right) / \left( \sum_i |\vec{p}_i| \right),$$

(2.1)

where $\vec{p}_i$ denotes the three-momentum of particle $i$, with the sum running over all particles. The unit vector $\vec{n}$ is varied to find the thrust direction $\vec{n}_T$ which maximises the expression.
in parentheses on the right hand side. In the present paper we will mostly work with the quantity $\tau \equiv 1 - T$.

It can be seen that a two-particle final state has fixed $T = 1$, consequently the thrust distribution receives its first non-trivial contribution from three-particle final states, which, at order $\alpha_s$, correspond to three-parton final states. Therefore, both theoretically and experimentally, the thrust distribution is closely related to three-jet production.

2.1 Fixed-order and resummed calculations

The differential thrust distribution in perturbation theory is known at NNLO [22, 25]. At a centre-of-mass energy $Q$ and for a renormalization scale $\mu$ takes the form

$$\frac{1}{\sigma_0} \frac{d\sigma}{d\tau}(\tau, Q) = \bar{\alpha}_s(\mu) \frac{dA}{d\tau}(\tau) + \bar{\alpha}_s^2(\mu) \frac{dB}{d\tau}(\tau, x_\mu) + \bar{\alpha}_s^3(\mu) \frac{dC}{d\tau}(\tau, x_\mu) + \mathcal{O}(\bar{\alpha}_s^4),$$

with

$$\bar{\alpha}_s = \frac{\alpha_s}{2\pi}, \quad x_\mu = \frac{\mu}{Q},$$

and where the explicit dependence on the renormalization scale is given by

$$\frac{dB}{d\tau}(\tau, x_\mu) = \frac{dA}{d\tau}(\tau) + 2 \beta_0 \log(x_\mu^2) \frac{dA}{d\tau}(\tau),$$

$$\frac{dC}{d\tau}(\tau, x_\mu) = \frac{dC}{d\tau}(\tau) + 2 \log(x_\mu^2) \left(2 \beta_0 \frac{dA}{d\tau}(\tau) + 2 \beta_1 \frac{dA}{d\tau}(\tau)\right) + \left(2 \beta_0 \log(x_\mu^2)\right)^2 \frac{dA}{d\tau}(\tau).$$

For the QCD $\beta$-function we follow the convention given in Appendix A. In theoretical computations it is customary to normalize the distributions to the Born cross section $\sigma_0$ since, for massless quarks, the normalization cancels all electroweak coupling factors. However, experimentally it is easier to normalize the distributions to the total hadronic cross section $\sigma$. The correction for the normalization can be done by expanding the ratio $\sigma_0/\sigma$ in powers of $\bar{\alpha}_s$, which is nowadays known at four loops [52]. In the massless case the ratio is given by

$$\frac{\sigma}{\sigma_0} = 1 + \bar{\alpha}_s K_1 + \bar{\alpha}_s^2 \left[ K_2 + 2 \beta_0 \log(x_\mu^2) K_1 \right] + \mathcal{O}(\bar{\alpha}_s^3)$$

where

$$K_1 = \frac{3}{2} C_F,$$

$$K_2 = \frac{1}{4} \left[ -\frac{3}{2} C_F^2 + C_F C_A \left( \frac{123}{2} - 44 \zeta_3 \right) + \frac{C_{FF} n_F}{2} (-22 + 16 \zeta_3) \right].$$

The dependence on the renormalization scale $\mu$ is universal and is the same in (2.4) and (2.5). Inserting the expansion of $\sigma_0/\sigma$ we obtain the following expression:

$$\frac{1}{\sigma} \frac{d\sigma}{d\tau}(\tau, Q) = \bar{\alpha}_s(\mu) \frac{dA}{d\tau}(\tau) + \bar{\alpha}_s^2(\mu) \frac{dB}{d\tau}(\tau, x_\mu) + \bar{\alpha}_s^3(\mu) \frac{dC}{d\tau}(\tau, x_\mu) + \mathcal{O}(\bar{\alpha}_s^4),$$
where $\bar{A}, \bar{B}, \bar{C}$ are related to $A, B, C$ by

\[
\begin{align*}
\bar{A}(\tau) &= A(\tau), \\
\bar{B}(\tau, x_\mu) &= B(\tau, x_\mu) - K_1 A(\tau), \\
\bar{C}(\tau, x_\mu) &= C(\tau, x_\mu) - K_1 B(\tau, x_\mu) + (K_1^2 - K_2) A(\tau).
\end{align*}
\]

For later convenience we consider also the integrated distribution

\[
R_T(\tau) \equiv \frac{1}{\sigma} \int_0^1 \frac{d\sigma'}{d\tau'} \Theta(\tau - \tau') d\tau',
\]

which has the following fixed-order expansion:

\[
R_T(\tau) = 1 + A(\tau) \bar{\alpha}_s(\mu^2) + B(\tau, \mu^2) \bar{\alpha}_s^2(\mu^2) + C(\tau, \mu^2) \bar{\alpha}_s^3(\mu^2).
\]

The fixed-order coefficients $A, B, C$ can be obtained by integrating the distribution (2.6) and imposing $R_T(\tau_{\text{max}}, Q) = 1$ to all orders, where $\tau_{\text{max}}$ is the maximal kinematically allowed value.

In the two-jet region the fixed-order thrust distribution is enhanced by large infrared logarithms which spoil the convergence of the perturbative series. The convergence can be restored by resumming the logarithms to all orders in the coupling constant. The resummed cross section can in general be written as

\[
R_T(\tau) = \left(1 + \sum_{k=1}^\infty C_k \bar{\alpha}_s^k \right) \exp \left[ L g_1(\alpha_s L) + g_2(\alpha_s L) + \frac{\alpha_s}{\pi} \beta_0 g_3(\alpha_s L) + \ldots \right],
\]

where $L \equiv \log(1/\tau)$. The function $g_1$ encodes all the leading logarithms, the function $g_2$ resums all next-to-leading logarithms and so on.

The last equation gives a better prediction of the thrust distribution in the two-jet region, but fails to describe the multijet region $\tau \to \tau_{\text{max}}$, where non-singular pieces of the fixed-order prediction become important. To achieve a reliable description of the observable over a broader kinematical range the two expressions (2.8) and (2.9) can be matched, taking care of avoiding double counting of logarithms appearing in both expressions. To this purpose we reexpand the functions $g_i$ in powers of $\alpha_s L$:

\[
\begin{align*}
L g_1(\alpha_s L) &= G_{12} \bar{\alpha}_s L^2 + G_{23} \bar{\alpha}_s^2 L^3 + G_{34} \bar{\alpha}_s^3 L^4 + \ldots, \\
g_2(\alpha_s L) &= G_{11} \bar{\alpha}_s L + G_{22} \bar{\alpha}_s^2 L^2 + G_{33} \bar{\alpha}_s^3 L^3 + \ldots, \\
\frac{\alpha_s}{\pi} \beta_0 g_3(\alpha_s L) &= G_{21} \bar{\alpha}_s^2 L + G_{32} \bar{\alpha}_s^3 L^2 + G_{43} \bar{\alpha}_s^4 L^3 + \ldots.
\end{align*}
\]

In a second step we reexpand the exponential function recovering the full logarithmic
dependence of the fixed-order series at NNLO
\begin{align}
R^{(1)}_{\log}(\tau) &= C_1 + G_{11}L + G_{12}L^2, \\
R^{(2)}_{\log}(\tau) &= C_2 + (G_{21} + C_1G_{11})L + \left(G_{22} + \frac{1}{2}G_{11}^2 + C_1G_{12}\right)L^2, \\
R^{(3)}_{\log}(\tau) &= C_3 + (G_{31} + C_1G_{21} + C_2G_{11})L \\
&+ \left(G_{32} + C_1G_{22} + \frac{1}{2}C_1G_{11}^2 + C_2G_{12} + G_{11}G_{21}\right)L^2 \\
&+ \left(G_{33} + G_{11}G_{22} + G_{12}G_{21} + C_1G_{11}G_{12} + \frac{1}{6}C_{11}^3 + C_1G_{23}\right)L^3 \\
&+ \left(G_{34} + G_{12}G_{22} + \frac{1}{2}C_1G_{12} + G_{11}G_{23} + \frac{1}{2}C_{11}G_{12}\right)L^4 \\
&+ \left(G_{12}G_{23} + \frac{1}{2}C_{12}G_{11}\right)L^5 + \frac{1}{6}C_{12}G_{11}^6.
\end{align}
(2.11)
(2.12)
(2.13)

The difference between the logarithmic part and the full fixed-order series at different orders is given by
\begin{align*}
d_1(\tau) &= A(\tau) - R^{(1)}_{\log}(\tau), \\
d_2(\tau) &= B(\tau) - R^{(2)}_{\log}(\tau), \\
d_3(\tau) &= C(\tau) - R^{(3)}_{\log}(\tau).
\end{align*}

The functions \(d_i(\tau)\) contain the non-logarithmic part of the fixed-order contribution and vanish for \(\tau \to 0\). We collect them into a function \(D(\tau, Q)\) defined as
\begin{align}
D(\tau, Q) &= \bar{\alpha}_s d_1(\tau) + \bar{\alpha}_s^2 d_2(\tau) + \bar{\alpha}_s^3 d_3(\tau) + \mathcal{O}(\bar{\alpha}_s^4).
\end{align}
(2.14)

2.2 Kinematics and factorization of thrust

The definition of thrust (2.1) splits the final-state into two hemispheres \(S_{\bar{n}_T}\) and \(\bar{S}_{\bar{n}_T}\) separated by the plane \(P_{\bar{n}}\) orthogonal to the unit vector \(\bar{n}_T\). Each final state particle with momentum \(\bar{p}_i\) is assigned to either \(S_{\bar{n}_T}\) or \(\bar{S}_{\bar{n}_T}\) depending on whether \(\bar{p}_i \cdot \bar{n}_T\) is positive or negative. As it was shown in [16], no final state momenta can lie in \(P_{\bar{n}}\). We denote with \(p\) and \(\bar{p}\) the total momenta in the hemispheres \(S_{\bar{n}_T}\) and \(\bar{S}_{\bar{n}_T}\) respectively. We can parametrize the two total momenta as
\begin{align}
p^\mu &= \frac{p \cdot \bar{n}}{2} n^\mu + \frac{p \cdot \bar{n}}{2} n^\mu, \\
\bar{p}^\mu &= \frac{\bar{p} \cdot \bar{n}}{2} \bar{n}^\mu + \frac{\bar{p} \cdot \bar{n}}{2} \bar{n}^\mu,
\end{align}
(2.15)

where \(n^\mu = (1, \bar{n}_T)\) and \(\bar{n}^\mu = (1, -\bar{n}_T)\). A simple kinematical analysis [16] shows that in the dijet limit we can recast (2.1) as
\begin{align}
\tau \equiv 1 - T &= \frac{p^2}{Q^2} + \frac{\bar{p}^2}{Q^2} + \mathcal{O}((1 - T)^2),
\end{align}
(2.16)
where we are neglecting terms of relative order $1 - T$ which give rise to power-suppressed contributions to the cross section. In our analysis we need to separate soft particle contributions from collinear ones, so we have to modify (2.16) in order to single out the explicit contributions arising from each of the two kinematical configurations. Let us then consider a hard parton with momentum $p^\mu$ in the $S_{\vec{n}_T}$ hemisphere which produces a hard collinear final state parton with momentum $k^\mu$ after emitting a soft gluon with momentum $q^\mu$ (Fig. 1). The parent parton is moving along $n^\mu$ so its hard momentum component $p \cdot \vec{n}$ is of order $O(Q)$, while the remaining components $p \cdot n$ and $|p_\perp|$ are suppressed. The soft gluon momentum components tend to zero with the same scaling ($q \cdot n \sim q \cdot \vec{n} \sim |q_\perp|$). It is then easy to see that $k^2 \simeq p^2 - Qq \cdot n$. Plugging the expression for $p^2$ arising from the previous equation into (2.16), we end up with the expression

$$1 - T = \frac{k^2}{Q^2} + \frac{\vec{k}^2}{Q^2} + \frac{q \cdot n}{Q} + \frac{\vec{q} \cdot \vec{n}}{Q} + O((1 - T)^2)$$

$$= \frac{k^2}{Q^2} + \frac{\vec{k}^2}{Q^2} + \frac{w}{Q} + O((1 - T)^2),$$

(2.17)

where $k$ ($\vec{k}$) is the total collinear momentum in the $S_{\vec{n}_T}$ ($\vec{S}_{\vec{n}_T}$) hemisphere and $q$ ($\vec{q}$) is the total soft momentum in the $S_{\vec{n}_T}$ ($\vec{S}_{\vec{n}_T}$) hemisphere.

![Figure 1: First branching kinematics.](image)

An important simplification in the calculation is achieved if the recoil effects due to emissions of wide angle soft particles are neglected. Before neglecting them we have to make sure that they do not give rise to any logarithmically enhanced terms. To see it, we rewrite the thrust as

$$1 - T = \sum \frac{\omega_i}{Q} (1 - \cos \theta_i),$$

(2.18)

where $\omega_i$ is the energy of the $i-$th final state particle and $\theta_i$ is the angle of its direction to the thrust axis. We now consider the wide angle soft contributions to $T$, but we neglect their effect on the determination of the thrust axis $\vec{n}_T$. We call this fake thrust axis $\vec{n}_T$ and we define $\delta$ as the small angle of $\vec{n}_T$ to the physical axis $\vec{n}_T$. In approximating $\vec{n}_T$ with $\vec{n}_T$ the angles $\theta_i$ are replaced by $\theta'_i = \theta_i - \delta$.

We now consider the angle $\delta$ due to a single large angle soft emission. From simple kinematics we obtain $\delta \sim \omega_s/Q$, where $\omega_s$ is the soft particle energy. We observe that $\delta$ is of the same order as the soft emission contribution to the thrust ($i.e. \sim \tau$). We want to estimate the effect of neglecting the recoil $\delta$ on the thrust itself using expression (2.18). The effect of the approximation on collinear emissions ($\theta \sim 0, \omega_c \sim Q$) is $\Delta \tau \sim (\omega_c/Q)\delta^2 \sim \tau^2$, while for large angle soft emissions ($\theta \gg 0, \omega_s \ll Q$) we find $\Delta \tau \sim (\omega_s/Q)\delta \sim \tau^2$. 
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We see that in both cases the effect of the recoil amounts to a contribution to $T$ of relative order (at least) $O(1 - T)$, so it produces power-suppressed terms. We can then replace the thrust axis in the dijet region with the direction of the hardest (jet-initiating) parton. From now on this approximation is understood.

Factorization properties of event-shapes have been widely studied in the literature [40, 53, 54]. Referring to Fig. 2 we recast the cross section (2.7) as

$$R_T(\tau) = H \left( \frac{Q}{\mu}, \alpha_s(\mu) \right) \int \frac{d^2k}{\mu^2} \frac{d^2\bar{k}}{\bar{\mu}^2} \bar{J}(\frac{k}{\mu},\alpha_s(\mu))J(\frac{\bar{k}}{\bar{\mu}},\alpha_s(\mu))$$

$$\times \int dw S(\frac{w}{\mu},\alpha_s(\mu))\Theta(Q^2 - \bar{k}^2 - k^2 - wQ) + O(\tau). \quad (2.19)$$

We use the integral representation of the $\Theta$-function

$$\Theta(Q^2 - \bar{k}^2 - k^2 - wQ) = \frac{1}{2\pi i} \int_C \frac{d\nu}{\nu} e^{\nu \tau} e^{-\nu k^2} e^{-\nu \bar{k}^2} e^{-\nu w Q} \quad (2.20)$$

and the Laplace transform to recast Eq. (2.19) as

$$R_T(\tau) = H \left( \frac{Q}{\mu}, \alpha_s(\mu) \right) \frac{1}{2\pi i} \int_C \frac{dN}{N} e^{\tau N} J^2 \left( \sqrt{\frac{N_0}{N}}, \frac{Q}{\mu}, \alpha_s(\mu) \right) \tilde{S} \left( \frac{N_0}{N}, \frac{Q}{\mu}, \alpha_s(\mu) \right)$$

$$= \frac{1}{2\pi i} \int_C \frac{dN}{N} e^{\tau N} \tilde{\sigma}_N(Q^2, \alpha_s), \quad (2.21)$$

where we set $N = \nu Q^2$ and $N_0 = e^{-\gamma_E}$. For the sake of simplicity we defined $\tilde{\sigma}_N(Q^2, \alpha_s)$ as the Laplace-transformed cross section and we omitted the term $O(\tau)$. The soft subprocess $\tilde{S} \left( \frac{N_0}{N}, \frac{Q}{\mu}, \alpha_s(\mu) \right)$ describes the interaction between the two jets of hard collinear particles through soft gluon exchange. It can be therefore defined in a gauge invariant way as a correlator of Wilson lines

$$\tilde{S} \left( \frac{N_0}{N}, \frac{Q}{\mu}, \alpha_s(\mu) \right) = \frac{Q}{N_e} \int d\tau_s e^{-\tau_s N} \sum_{k e ik} \langle 0 | W_n^\dagger(0) W_n^\dagger(0) | k e ik \rangle J_{\text{cut}}(\tau_s Q) \langle k e ik | W_n(0) W_n(0) | 0 \rangle,$$

$$\quad (2.22)$$
where we defined $\tau_s = w/Q$. $W_n$ and $W_{\bar{n}}$ are Wilson lines

$$W_n(y) = \exp \left( ig \int_0^\infty ds n \cdot A(ns + y) \right), \quad (2.23)$$

describing the eikonal interaction of soft gluons with the fast moving quarks along the directions $n^\mu$ and $\bar{n}^\mu$ respectively. $A(ns + y)$ in the previous expression denotes the gluon field in QCD. The sum runs over the final states $|k_{eik}\rangle$ involving $k$ soft particles whose phase space is constrained according to the thrust measurement function $J_{\text{cut}}(\tau Q^2)$. Both soft and soft-collinear contributions are encoded into the soft subprocess. The one-loop expression of the soft subprocess is known since a long time and we compute it with two-loop accuracy in the next section.

The collinear subprocess $J (J)$ describes the decay of the jet-initiating hard quark (antiquark) into a jet of collinear particles moving along the $n^\mu$ ($\bar{n}^\mu$) direction. It is therefore an inclusive quantity which can be found in many other relevant QCD processes such as deep inelastic scattering and heavy quarks decay [37, 48, 55]. Double-counting of soft-collinear and $\bar{n}$-collinear ($n$-collinear) contributions has to be avoided when computing the $n$-collinear ($\bar{n}$-collinear) jet subprocess. To this end different regularization schemes can be found in the literature and they all provide the same results for the logarithmic structure of the jet subprocess. For the purposes of the present paper the explicit expression of the collinear subprocess is not required. All we need is its non-logarithmic term at two-loop order, which has been computed in [48] using dimensional regularization. In that work, all pure virtual corrections to the collinear subprocess are given by scaleless integrals and thus they vanish in dimensional regularization. As we will see in detail in Section 3 this property holds true also for the soft subprocess and it ensures that the whole virtual contribution is encoded into the hard subprocess defined below, which can be identified with the squared of the constant part of the quark form factor.

The short-distance hard function $H (Q/\mu, \alpha_s(\mu)) = |H(Q/\mu, \alpha_s(\mu))|^2$ takes into account the hard virtual corrections to the quark-antiquark production subprocess. It is free of large logarithms and it can be generally defined such that Eq. (2.19) reproduces the fixed-order cross section up to power suppressed terms. Since the hard function contains only constants, one can avoid it by performing a log($R$)-matching to fixed-order as it will be shown in Section 5. We nevertheless take it into account in order to compute the full constant part of the cross section with $O(\alpha_s^2)$ accuracy.

### 3. Soft gluon emission at two-loop level

Let us turn into the computation of the soft subprocess $(2.22)$. Expanding the generating functional to the desired order we obtain the relevant set of cut Feynman diagrams. For real emissions, the integration runs over the soft gluons phase space constrained by the thrust measurement function in the dijet limit. The leading order contribution trivially reduces to $\delta(\tau_s)$. In what follows we compute $S(\tau_s, Q/\mu, \alpha_s(\mu))$ to two-loop level.
3.1 One-loop result

At one-loop level the evaluation of the Wilson loop is straightforward. The contributing diagrams are listed in Figure 3.

![Diagram](image)

**Figure 3:** NLO contribution to the soft subprocess.

The virtual soft correction (Fig. 3(a)) to the vertex identically vanishes in dimensional regularization since the integration over the loop momentum is given by the scaleless integral

$$S_V^{(1)}\left(\tau_s, \frac{Q}{\mu}, \alpha_s(\mu)\right) = -n \cdot \bar{n} g^2 C_F \mu^{2\epsilon} \int \frac{d^d q}{(2\pi)^d} \frac{\delta(\tau_s)}{(q \cdot n + i0^+)(q \cdot \bar{n} - i0^+)(q^2 + i0^+)},$$

(3.1)

where the phase space constraint reduces to $\delta(\tau_s)$ since no real gluons have been emitted. The real contribution involves the emission of a soft gluon off one of the two Wilson lines. The emitted gluon may go either into the $S\bar{n}_T$ hemisphere or into the $\bar{S}\bar{n}_T$ one. The resulting phase space measure is then

$$\frac{d^d q}{(2\pi)^d} (2\pi) \delta^{(+)}(q^2)(\delta(\tau_s Q - q \cdot n) \Theta(q \cdot \bar{n} - q \cdot n) + \delta(\tau_s Q - q \cdot \bar{n}) \Theta(q \cdot n - q \cdot \bar{n})), \quad (3.2)$$

where the two $\Theta$-functions forbid the emitted gluon from going backwards, heading towards the opposite hemisphere. The integrand is the eikonal factor corresponding to the single emission shown in Figure 3(b) and its mirror conjugate diagram. The sum of the two then reads

$$S^{(1)}\left(\tau_s, \frac{Q}{\mu}, \alpha_s(\mu)\right) = n \cdot \bar{n} g^2 C_F Q \mu^{2\epsilon} \int \frac{d^d q}{(2\pi)^d} (2\pi) \delta^{(+)}(q^2)$$

$$\times \frac{\delta(\tau_s Q - q \cdot n) \Theta(q \cdot \bar{n} - q \cdot n) + \delta(\tau_s Q - q \cdot \bar{n}) \Theta(q \cdot n - q \cdot \bar{n})}{(q \cdot n + i0^+)(q \cdot \bar{n} + i0^+)}.$$

We first replace

$$d^d q = \frac{1}{2} d(q \cdot n) d(q \cdot \bar{n}) d^{d-2} q_\perp \quad (3.3)$$

and evaluate the integral over $q_\perp$. Since there is no explicit dependence on $q_\perp$ in the integrand function, it simply reduces to the replacement

$$d^{d-2} q_\perp \delta^{(+)}(q^2) \to \frac{\pi^{1-\epsilon}}{\Gamma(1-\epsilon)} (q \cdot n)^{-\epsilon} (q \cdot \bar{n})^{-\epsilon} \Theta(q \cdot \bar{n}) \Theta(q \cdot n). \quad (3.4)$$
It is then straightforward to show that the final result reads

$$S^{(1)}\left(\tau_s, \frac{Q}{\mu}, \alpha_s(\mu)\right) = C_F \alpha_s(\mu) \frac{\pi}{\pi} e^{\gamma_E} \left(\frac{Q}{\mu}\right)^{-2\epsilon} 2 \left(\frac{1}{\tau_s}\right)^{1+2\epsilon}, \quad (3.5)$$

where we set $n \cdot \bar{n} = 2$ and we replaced the bare coupling $\alpha_s^0 = g^2 / 4\pi$ with the renormalized one in the $\overline{\text{MS}}$ scheme, i.e.

$$\alpha_s^0 \mu^{2\epsilon} \rightarrow \alpha_s(\mu) \mu^{2\epsilon} e^{\gamma_E} \left(1 - \frac{11C_A - 2N_F}{6\epsilon} \left(\frac{\alpha_s(\mu)}{2\pi}\right) + \ldots\right), \quad (3.6)$$

with $\gamma_E = 0.5772 \ldots$ being the Euler-Mascheroni constant. Using the relation

$$\left(\frac{1}{\tau_s}\right)^{1+2\epsilon} = \frac{\delta(\tau_s)}{2\epsilon} + \left[\frac{1}{\tau_s}\right] - 2\epsilon \left[\log \frac{\tau_s}{\tau_s}\right] + O(\epsilon^2), \quad (3.7)$$

we recast (3.5) as

$$S^{(1)}\left(\tau_s, \frac{Q}{\mu}, \alpha_s(\mu)\right) = C_F \alpha_s(\mu) \frac{\pi}{\pi} \left(-\frac{\delta(\tau_s)}{\epsilon^2} + \frac{2}{\epsilon} \left[\frac{1}{\tau_s}\right] + \frac{2}{\epsilon} \log \frac{\mu}{\tau_s} \delta(\tau_s) + \delta(\tau_s) \left(\frac{\pi^2}{12} - 2\log^2 \frac{Q}{\mu}\right) - 4 \left[\log \frac{\mu}{\tau_s} + \log \frac{\tau_s}{\tau_s}\right] + O(\epsilon)\right). \quad (3.8)$$

The above result in Laplace space reads

$$\tilde{S}^{(1)}\left(\frac{N_0 Q}{N\mu}, \alpha_s(\mu)\right) = \int_0^\infty d\tau_s e^{-N\tau_s} S^{(1)}\left(\tau_s, \frac{Q}{\mu}, \alpha_s(\mu)\right)$$

$$= C_F \alpha_s(\mu) \frac{\pi}{\pi} \left(-\frac{1}{\epsilon^2} - \frac{2}{\epsilon} \log \frac{\mu}{N_0 Q} - \frac{\pi^2}{4} - 2\log^2 \frac{N\mu}{N_0 Q}\right), \quad (3.9)$$

where $N_0 = e^{-\gamma_E}$.

Note the absence of single logarithms in the $O(\epsilon^0)$ term meaning that the one loop soft subprocess receives logarithmic contributions only when the emitted gluon is both soft and collinear to one of the eikonal legs. Wide angle soft emissions do not contribute at this order, but they become relevant at two-loop level.

### 3.2 Two-loop result

At order $O(\alpha_s^2)$ up to two real gluons are emitted. Note that diagrams with virtual dressing of eikonal lines vanish identically since the Wilson path lies on the light cone (i.e. $n^2 = \bar{n}^2 = 0$). Furthermore, we only need to evaluate those diagrams contributing with maximal non-abelian (i.e. $C_F C_A$) and fermionic (i.e. $C_F T_F N_F$) terms, because of the non-abelian exponentiation theorem [56, 57]. According to it we can write

$$\tilde{S} \left(\frac{N_0 Q}{N\mu}, \alpha_s(\mu)\right) = 1 + \sum_{l=1}^\infty \tilde{S}^{(l)} \left(\frac{N_0 Q}{N\mu}, \alpha_s(\mu)\right) = \exp \left(\sum_{l=1}^\infty \tilde{s}^{(l)} \left(\frac{N_0 Q}{N\mu}, \alpha_s(\mu)\right)\right), \quad (3.10)$$
where \( \tilde{s}^{(2)}(N_0Q/(N_{\mu}), \alpha_s(\mu)) \) involves \( C_FC_A \) and \( C_FT_FN_F \) contributions while \( C_F^2 \) terms arise from exponentiation of the \( \mathcal{O}(\alpha_s) \) result \( \tilde{S}^{(1)}(N_0Q/(N_{\mu}), \alpha_s(\mu)) \). It follows that the \( \mathcal{O}(\alpha_s^2) \) result is given by

\[
\tilde{S}^{(2)} \left( \frac{N_0Q}{N_{\mu}}, \alpha_s(\mu) \right) = \frac{1}{2} \tilde{S}^{(1)} \left( \frac{N_0Q}{N_{\mu}}, \alpha_s(\mu) \right)^2 + \tilde{s}^{(2)} \left( \frac{N_0Q}{N_{\mu}}, \alpha_s(\mu) \right),
\]

where \( \tilde{S}^{(1)}(N_0Q/(N_{\mu}), \alpha_s(\mu)) \) was computed in the previous section. The remaining set of (non-vanishing) diagrams contributing to \( \tilde{s}^{(2)}(N_0Q/(N_{\mu}), \alpha_s(\mu)) \) is shown in Figure 4, where the mirror conjugate diagrams are omitted. The vacuum polarization blob includes fermions, gluons and ghosts as depicted in Figure 5, since the calculation will be carried out in the Feynman gauge.

![Figure 4: NNLO contribution to the soft subprocess. Grey blobs stand for the sum of vacuum polarization bubbles due to fermions, gluons and ghosts. To complete the set one has to take into account mirror conjugate diagrams in addition. Pure abelian diagrams (i.e. proportional to \( C_F^2 \)) are omitted.](image)

![Figure 5: Vacuum polarization diagrams in the Feynman gauge.](image)

The double virtual contribution (Fig. 4(i–l)) is made of scaleless integrals which identically vanish in dimensional regularization.

The first non-trivial contribution to consider is the one-loop virtual diagram with an extra real gluon, depicted in Fig. 4(e,f). The sum of such diagrams and their mirror conjugate...
ones is gauge invariant. Using the known expression of the soft current at one loop [58], we can write their contribution as

\[
S^{(2)}(\tau_s, \frac{Q}{\mu}, \alpha_s(\mu)) = -\frac{\alpha_s(\mu)^2}{\pi^2} \frac{C_F C_A}{2} \frac{\varepsilon^2 \Gamma_2(1 - \varepsilon) \Gamma_3(1 + \varepsilon)}{\Gamma_2(1 - 2\varepsilon) \Gamma(1 + 2\varepsilon)} \left( \frac{\mu}{Q} \right)^{4\varepsilon} \left( \frac{1}{\tau_s} \right)^{1 + 4\varepsilon},
\]

(3.12)

where we expressed the bare coupling according to equation (3.6).

Let us now consider the double real emission. The phase space constraint is more involved since two distinct gluons are emitted. Each of them can indeed go either into the $S_{\pi\pi}$ or the $S_{\pi\bar{n}}$ hemisphere, leading to the following phase space cut

\[
Q(2\pi)\delta^{(k^2)}(q^2)\delta^{(k^2)}(k^2)J_{\text{cut}}(\tau_s Q) = Q(2\pi)\delta^{(k^2)}(q^2)(2\pi)\delta^{(k^2)}(k^2)
\]

\[
\times \left( \delta(\tau_s Q - q \cdot n - k \cdot n) \Theta(q \cdot \bar{n} - q \cdot n) \Theta(k \cdot n - q \cdot n) \right) + \delta(\tau_s Q - q \cdot \bar{n} - k \cdot \bar{n}) \Theta(q \cdot n - q \cdot \bar{n}) \Theta(k \cdot \bar{n} - k \cdot \bar{n})
\]

\[
+ \delta(\tau_s Q - k \cdot n - q \cdot \bar{n}) \Theta(k \cdot \bar{n} - k \cdot n) \Theta(q \cdot n - q \cdot \bar{n}).
\]

Such a constraint gives rise to non-trivial phase space integrals which are solvable using analytic techniques. We evaluate the integrals in MATHEMATICA, partly using the package HypExp [59]. An independent numerical check is also performed using the computer code SecDec [60], a recent implementation of sector decomposition based on the algorithms presented in [61, 62]. The numerical integration is then carried out using the Monte Carlo routines BASES [63] and VEGAS [64] included in [60] with $10^7$ Monte Carlo events per coefficient. The two results agree within an uncertainty of 0.001%.

We organise the calculation considering first the class of diagrams without any internal gluons (i.e. gluons which are not involved in the cut) shown in Fig. 4(a,b) and mirror conjugate diagrams, then the class of diagrams with only one internal gluon (Fig. 4(c,d) and mirror conjugate diagrams) and finally vacuum polarization diagrams, containing two internal gluons (Fig. 4(g,h) and mirror conjugate diagrams).

### 3.2.1 Box-type diagrams

We first consider the Box-type diagrams depicted in Fig. 4(a,b). The second diagram (Fig. 4(b)) has a simple structure and can be evaluated easily. Dropping the abelian part
of the colour factor we are left with

\[ s_{(b)}^{(2)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = -\frac{C_A C_F}{2} \left( \frac{n \cdot \bar{n}}{2} \right)^2 g^4 \mu^{4 \epsilon} \]

\[ \times \int \frac{d^d q \cdot d^d k}{(2\pi)^d (2\pi)^d} \frac{Q(2\pi)^2 (2\pi)^2 \delta^+(q^2)(2\pi)^2 \delta^+(k^2) J_{cut}(\tau_s Q)}{(q \cdot \bar{n})(q \cdot n)(k \cdot n)(k \cdot \bar{n})}, \]

where \( J_{cut}(\tau_s Q) \) is the sum of terms in round brackets defined in Eqs. (3.13–3.16). The integrand function does not depend on the transverse component of the integrated momenta, so we can use Eqs. (3.3,3.4) getting

\[ s_{(b)}^{(2)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = -\frac{C_A C_F}{2} Q \left( \frac{n \cdot \bar{n}}{2} \right)^2 g^4 \mu^{4 \epsilon} \frac{\pi^{2-2\epsilon}}{4\Gamma^2(1-\epsilon)} \]

\[ \times \int d(q \cdot n) d(q \cdot \bar{n}) d(k \cdot n) d(k \cdot \bar{n}) \left( \frac{\delta(\tau_s Q - q \cdot n - k \cdot n)\Theta(q \cdot n - q \cdot \bar{n})\Theta(k \cdot n - k \cdot \bar{n})}{(q \cdot n)^{1+\epsilon}(q \cdot \bar{n})^{1+\epsilon}(k \cdot n)^{1+\epsilon}(k \cdot \bar{n})^{1+\epsilon}} + \frac{\delta(\tau_s Q - q \cdot \bar{n} - k \cdot \bar{n})\Theta(q \cdot n - q \cdot \bar{n})\Theta(k \cdot n - k \cdot \bar{n})}{(q \cdot n)^{1+\epsilon}(q \cdot \bar{n})^{1+\epsilon}(k \cdot n)^{1+\epsilon}(k \cdot \bar{n})^{1+\epsilon}} + \frac{\delta(\tau_s Q - q \cdot n - k \cdot \bar{n})\Theta(q \cdot \bar{n} - q \cdot \bar{n})\Theta(k \cdot n - k \cdot \bar{n})}{(q \cdot n)^{1+\epsilon}(q \cdot \bar{n})^{1+\epsilon}(k \cdot n)^{1+\epsilon}(k \cdot \bar{n})^{1+\epsilon}} + \frac{\delta(\tau_s Q - k \cdot n - q \cdot \bar{n})\Theta(q \cdot n - q \cdot \bar{n})\Theta(k \cdot n - k \cdot \bar{n})}{(q \cdot n)^{1+\epsilon}(q \cdot \bar{n})^{1+\epsilon}(k \cdot n)^{1+\epsilon}(k \cdot \bar{n})^{1+\epsilon}} \right). \]

(3.17)

We now analyse each of the integrals in Eq. (3.17). We first integrate out the \( k \cdot n \) component in the first and fourth integral and the \( k \cdot \bar{n} \) component in the second and third integral by using the \( \delta \)-functions. We then make the following four changes of variables

\[ k \cdot \bar{n} \rightarrow Q\tau_s u (1-t) \quad q \cdot n \rightarrow Q\tau_s t \quad q \cdot \bar{n} \rightarrow Q\tau_s s \quad q \cdot n \rightarrow Q\tau_s t, \]  

(3.18)

\[ k \cdot n \rightarrow Q\tau_s u (1-t) \quad q \cdot \bar{n} \rightarrow Q\tau_s s \quad q \cdot n \rightarrow Q\tau_s t, \]  

(3.19)

\[ k \cdot n \rightarrow Q\tau_s u (1-t) \quad q \cdot \bar{n} \rightarrow Q\tau_s s \quad q \cdot n \rightarrow Q\tau_s t, \]  

(3.20)

\[ k \cdot \bar{n} \rightarrow Q\tau_s u (1-t) \quad q \cdot n \rightarrow Q\tau_s t, \]  

(3.21)

in the first, second, third and fourth integrals of Eq. (3.17) respectively, followed by the replacements \( s \rightarrow \frac{1}{s}, \ u \rightarrow \frac{1}{u} \) in each of them. We end up with four identical integrals on a three dimensional unit cube. Summing them up we obtain the following expression

\[ s_{(b)}^{(2)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = -\frac{C_A C_F}{2} Q \left( \frac{n \cdot \bar{n}}{2} \right)^2 g^4 \mu^{4 \epsilon} \frac{\pi^{2-2\epsilon}}{\Gamma^2(1-\epsilon)} \]

\[ \times (Q\tau_s)^{-1-4\epsilon} \int_0^1 dt \, du \, ds (1-t)^{-1-2\epsilon} (1-2\epsilon) u^{-1+\epsilon} s^{-1+\epsilon}, \]

that can be easily evaluated in terms of Euler beta functions yielding

\[ s_{(b)}^{(2)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = -\frac{C_A C_F}{2} Q \left( \frac{n \cdot \bar{n}}{2} \right)^2 g^4 \mu^{4 \epsilon} \frac{\pi^{2-2\epsilon}}{\Gamma^2(1-\epsilon)} (Q\tau_s)^{-1-4\epsilon} \frac{1}{\epsilon^2} B(-2\epsilon, -2\epsilon). \]
After replacing the bare coupling with the renormalized one (Eq. (3.6)) and some algebra, we can recast the previous equation as follows

\begin{equation}
\overline{s}^{(2)}_{(a)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = -\frac{C_A C_F \alpha_s(\mu)^2}{2} \left( \frac{\mu}{Q} \right)^{4\epsilon} \frac{1}{\tau_s} \left( \frac{1}{\tau_s} \right)^{1+4\epsilon} \frac{e^{2\gamma_E \epsilon}}{\epsilon^2 \Gamma^2(1-\epsilon)}, \tag{3.22}
\end{equation}

where we set \( n \cdot \bar{n} = 2 \).

We now consider the box diagram in Fig. 4(a). We note that the mirror symmetrical diagram has the same expression provided we exchange \( k \leftrightarrow q \), so it can be taken into account by just including a factor of two. The full result reads

\begin{equation}
\overline{s}^{(2)}_{(a)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = -\frac{C_A C_F (n \cdot \bar{n})^2 g^4}{2} \mu^{4\epsilon} \times \int \frac{d^d q}{(2\pi)^d} \frac{d^d k}{(2\pi)^d} Q(2\pi)^{\delta^{(+)}}(q^2)(2\pi)^{\delta^{(+)}}(k^2) \mathcal{J}_{\text{cut}}(\tau_s Q)
\end{equation}

Furthermore, exploiting the symmetry of the integrand under the transformation

\[ \{k \cdot n \leftrightarrow k \cdot \bar{n}, q \cdot n \leftrightarrow q \cdot \bar{n} \} \]

we see that the integrals arising from the terms (3.13) and (3.15) equal those arising from (3.14) and (3.16) respectively. Using the parametrization shown in Eq. (3.18–3.21), we are led to the following expression

\begin{equation}
\overline{s}^{(2)}_{(a)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = -\frac{C_A C_F \alpha_s(\mu)^2}{2} \left( \frac{\mu}{Q} \right)^{4\epsilon} \frac{1}{\tau_s} \left( \frac{1}{\tau_s} \right)^{1+4\epsilon} \frac{e^{2\gamma_E \epsilon}}{\epsilon^2 \Gamma^2(1-\epsilon)} \times \left( \int_0^1 dt \, du \, ds \frac{(1-t)^{-1-2\epsilon} t^{1-2\epsilon} s^{-1+\epsilon} u^{\epsilon}}{tu + s(1-t)} + \int_0^1 dt \, du \, ds \frac{(1-t)^{-1-2\epsilon} t^{1-2\epsilon} s^{-1+\epsilon} u^{\epsilon}}{(t + s(1-t))(1-t(1-u))} \right). \tag{3.23}
\end{equation}

The two integrals in Eq. (3.23) can be easily evaluated with the desired accuracy, yielding

\begin{equation}
\int_0^1 dt \, du \, ds \frac{(1-t)^{-1-2\epsilon} t^{1-2\epsilon} s^{-1+\epsilon} u^{\epsilon}}{tu + s(1-t)} = \frac{\pi^2}{6} \frac{1}{\epsilon} + 4 \zeta_3 + \frac{\pi^4}{9} \frac{1}{\epsilon} + \mathcal{O}(\epsilon^2), \tag{3.24}
\end{equation}

\begin{equation}
\int_0^1 dt \, du \, ds \frac{(1-t)^{-1-2\epsilon} t^{1-2\epsilon} s^{-1+\epsilon} u^{\epsilon}}{(t + s(1-t))(1-t(1-u))} = \frac{1}{2\epsilon^3} + \frac{\pi^2}{3} \frac{1}{\epsilon} + 6 \zeta_3 + \frac{\pi^4}{5} \frac{1}{\epsilon} + \mathcal{O}(\epsilon^2). \tag{3.25}
\end{equation}

Plugging them back into Eq. (3.23) we find

\begin{equation}
\overline{s}^{(2)}_{(a)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = -\frac{C_A C_F \alpha_s(\mu)^2}{2} \left( \frac{\mu}{Q} \right)^{4\epsilon} \frac{1}{\tau_s} \left( \frac{1}{\tau_s} \right)^{1+4\epsilon} \frac{e^{2\gamma_E \epsilon}}{\epsilon^2 \Gamma^2(1-\epsilon)} \times \left( \frac{1}{2\epsilon^3} + \frac{\pi^2}{2} \frac{1}{\epsilon} + 10 \zeta_3 + \frac{14}{45} \pi^4 \frac{1}{\epsilon} + \mathcal{O}(\epsilon^2) \right). \tag{3.26}
\end{equation}

This completes the evaluation of Box-type diagrams contribution to the two loop soft subprocess.
3.2.2 Non-abelian diagrams

The class of non-abelian diagrams (Fig. 4(c,d) and mirror symmetrical diagrams) is much more involved due to the presence of the three gluon vertex. The mirror conjugate diagrams in which the real gluon is connected to the opposite leg to the right of the cut are related to those depicted in Fig. 4(c,d) by the transformation

\[ \{ k \cdot n \leftrightarrow q \cdot \bar{n}, k \cdot \bar{n} \leftrightarrow q \cdot n \}. \]

They can be taken into account by including a factor of two.

Thus we can write the whole non-abelian contribution as follows

\[
s^{(2)}_{(c),(d)}(\tau_s, Q, \frac{\alpha_s}{\mu}, \mu, \alpha_s(\mu)) = C_F C_A \mu^{4\epsilon} g^4 (n \cdot \bar{n}) \int \frac{d^d q}{(2\pi)^{d-1}} \frac{d^d k}{(2\pi)^{d-1}} Q \delta^{(+)}(q^2) \delta^{(+)}(k^2) \delta_{cut}(\tau_s) \frac{2k \cdot n + q \cdot n}{(k \cdot n)(q \cdot \bar{n})(q + k) \cdot n} + \frac{q \cdot n - k \cdot n}{((k + q) \cdot n)(k \cdot n)((k + q) \cdot \bar{n})} + \{ k \cdot n \leftrightarrow q \cdot \bar{n}, k \cdot \bar{n} \leftrightarrow q \cdot n \}.
\]

Looking at the expression of the phase space constraint \( \mathcal{J}_{cut} \) we see that the transformation

\[ \{ k \cdot n \leftrightarrow q \cdot \bar{n}, k \cdot \bar{n} \leftrightarrow q \cdot n \} \]

has only the effect of exchanging the terms (3.13) and (3.15) with (3.14) and (3.16) respectively, so the contribution due to the last term in round brackets amounts to multiply once again by two. Unlike the box-type case, the integrand function depends explicitly on the transverse components through the gluon propagator. We use (3.3) and perform the integral over the transverse components as shown in Eq. (C.3). Writing the result in terms of the parametrization (3.18–3.21) we end up with the following expression

\[
s^{(2)}_{(c),(d)}(\tau_s, Q, \frac{\alpha_s}{\mu}, \mu, \alpha_s(\mu)) = C_F C_A \mu^{4\epsilon} g^4 \left( \left( \frac{\mu}{Q} \right)^{4\epsilon} \left( \frac{1}{\tau_s} \right)^{1+4\epsilon} \frac{\pi^{-3/2-2\epsilon}}{\Gamma(1-\epsilon)} \frac{\Gamma(1-2\epsilon)}{\Gamma(1-\epsilon)} \right) \int_0^1 dt du ds \left( (1-t)^{-1-2\epsilon} t^{-1-2\epsilon} s^{-1+\epsilon} u^{-1+\epsilon} (s + u) s(t-2)(t-1) + tu(1-t) \right) s(1-t) + tu
\]

where the first integral is made of the contributions due to the terms (3.13) and (3.14), while the ones due to (3.15) and (3.16) are encoded in the second integral. Since \( s \leq 1 \) and
\[ u \leq 1 \] we can use Eq. (C.7) to perform the following replacements

\[ 2F_1 \left( 1, \frac{1}{2} - \epsilon, 1 - 2\epsilon, \frac{\sqrt{su}}{(\sqrt{u} + \sqrt{s})^2} \right) = (\sqrt{s} + \sqrt{u})^2 \left( \Theta(s - u) \frac{1}{s} 2F_1 \left( 1, 1 + \epsilon, 1 - \epsilon, \frac{u}{s} \right) + \Theta(u - s) \frac{1}{u} 2F_1 \left( 1, 1 + \epsilon, 1 - \epsilon, \frac{s}{u} \right) \right) \tag{3.28} \]

\[ 2F_1 \left( 1, \frac{1}{2} - \epsilon, 1 - 2\epsilon, \frac{\sqrt{su}}{(1 + \sqrt{s}u)^2} \right) = (1 + \sqrt{su})^2 2F_1 \left( 1, 1 + \epsilon, 1 - \epsilon, su \right), \tag{3.29} \]

in the first and second integral of (3.27) respectively.

Identity (3.28) splits the first integral in (3.27) into two simpler integrals. We substitute \( u \rightarrow zs \) in the first of such integrals and \( s \rightarrow zu \) in the second one in order to remap the integration range to the unit cube and we sum them up. After renaming the variables we finally obtain

\[
S^{(2)}_{(c),(d)} \left( \tau_s, \frac{Q}{\mu}, \alpha_s(\mu) \right) = \frac{C_P C_A}{8} \left( \frac{1}{n \cdot \bar{n}} \right) \frac{\alpha_s^2(\mu)}{\pi^2} \frac{\Gamma(1 - \epsilon)}{\Gamma(1 - 2\epsilon)} \frac{4\epsilon^2 e^{2\gamma \epsilon \epsilon}}{\Gamma(1 - \epsilon) \Gamma(1 - 2\epsilon)} \left( \frac{\mu}{Q} \right)^4 \left( \frac{1}{\tau_s} \right)^{1 + 4\epsilon}
\times \int_0^1 dt \, du \, dz \left( (1 - t)^{-1 - 2\epsilon} t^{-1 - 2\epsilon} u^{-1 + 2\epsilon} z^{-1 + \epsilon} (1 + z) \right) \frac{4z + t(1 - t)\left( 3 - z \right) \left( 1 - 3z \right)}{\left( 1 - t(1 - z) \right) \left( z + t(1 - z) \right) \left( 1 - (1 - t) (2 - u) \right) \left( 1 - t(1 - u) \right)} 2F_1 \left( 1, 1 + \epsilon, 1 - \epsilon, zu \right).
\tag{3.30} \]

where we used Eq. (3.6) for the coupling. The two integrals in round brackets of Eq. (3.30) are given by

\[
\int_0^1 dt \, du \, dz \left( (1 - t)^{-1 - 2\epsilon} t^{-1 - 2\epsilon} u^{-1 + 2\epsilon} z^{-1 + \epsilon} (1 + z) \right) \frac{4z + t(1 - t)\left( 3 - z \right) \left( 1 - 3z \right)}{\left( 1 - t(1 - z) \right) \left( z + t(1 - z) \right) \left( 1 - (1 - t) (2 - u) \right) \left( 1 - t(1 - u) \right)} 2F_1 \left( 1, 1 + \epsilon, 1 - \epsilon, zu \right) = \frac{1}{2} \frac{\Gamma(1 - \epsilon)}{\Gamma(1 + \epsilon) \Gamma(-2\epsilon)} \left( - \frac{1}{e^3} \frac{2}{e^2} - \frac{4 + \pi^2}{\epsilon} \right) - \frac{4}{3} \left( 6 + \pi^2 + 6\zeta_3 \right) - \frac{1}{9} \left( 144 + 24\pi^2 + \pi^4 + 180\zeta_3 \right) \epsilon + \mathcal{O}(\epsilon^2); \tag{3.31} \]

\[
\int_0^1 dt \, du \, dz \left( (1 - t)^{-1 - 2\epsilon} t^{-1 - 2\epsilon} u^{-1 + \epsilon} z^{-1 + \epsilon} (1 + uz) \right) \frac{z(1 - t)\left( 2 - t(2 - u) \right) + t(1 - t(1 - 2u))}{\left( z(1 - t) + t(1 - (1 - t)) \right) \left( 1 - t(1 - u) \right)} 2F_1 \left( 1, 1 + \epsilon, 1 - \epsilon, zu \right) = \frac{1}{15} \frac{\Gamma(1 - \epsilon)}{\Gamma(1 + \epsilon) \Gamma(-2\epsilon)} \left( - \frac{\pi^2}{3} \frac{1}{e^2} - \frac{1}{\epsilon} \left( 14\zeta_3 - \frac{2}{3} \pi^2 \right) \right) - \frac{1}{15} \left( 20\pi^2 + 9\pi^4 - 420\zeta_3 \right) + \mathcal{O}(\epsilon). \tag{3.32} \]
of the soft gluon momenta are evaluated in (C.6) and (C.3). Following the same technique to (3.13) and (3.15) respectively. The two internal integrals over the transverse components we see that the terms arising from the constraints (3.14) and (3.16) are identical to those due (3.13-3.16). We name the two integrals appearing in (3.34) and we evaluate them below. We first use (3.3) getting

\[ \int \frac{d^d q}{(2\pi)^{d-1}} \frac{d^d k}{(2\pi)^{d-1}} Q \delta^{(+)}(q^2) \delta^{(+)}(k^2) J_{cut}(Q \tau_s) \]

\[ \times \left( 2 \frac{(q \cdot \bar{n})(k \cdot n) - (k \cdot \bar{n})(q \cdot n)}{(k + q) \cdot n)^2} - \frac{2(1 - \epsilon) C_A C_F - 4 C_F T_F n_F}{(k + q)^2 + i0} \right. \]

\[ \left. + \frac{8}{(k + q) \cdot n)}((k + q) \cdot n)(k + q)^2 + i0 \right) \]

where the phase space constraint \( J_{cut}(Q \tau_s) \) is the usual measurement function defined in (3.13-3.16). We name the two integrals appearing in (3.34) \( I^{(2),(a)}_{(g),(h)} \) and \( I^{(2),(b)}_{(g),(h)} \) respectively and we evaluate them below. We first use (3.3) getting

\[ I^{(2),(a)}_{(g),(h)} = \frac{1}{4} \int \frac{d^d q \cdot n) d(q \cdot \bar{n}) d(q \cdot n) d(q \cdot \bar{n})}{(2\pi)^{d-1}} Q J_{cut}(Q \tau_s) \frac{(q \cdot \bar{n})(k \cdot n) - (k \cdot \bar{n})(q \cdot n)}{(k + q) \cdot n)^2} \]

\[ \times \int \frac{d^d q \cdot \bar{n} d^d q \cdot \bar{n} \delta^{(+)}(q^2) \delta^{(+)}(k^2)}{((k + q)^2 + i0)((k + q)^2 - i0)} \]

\[ I^{(2),(b)}_{(g),(h)} = \frac{1}{4} \int \frac{d^d q \cdot n) d(q \cdot \bar{n}) d(q \cdot n) d(q \cdot \bar{n})}{(2\pi)^{d-1}} Q J_{cut}(Q \tau_s) \frac{1}{((k + q) \cdot n)(k + q) \cdot n)} \]

\[ \times \int \frac{d^d q \cdot \bar{n} d^d q \cdot \bar{n} \delta^{(+)}(q^2) \delta^{(+)}(k^2)}{(k + q)^2 + i0} \]

From the symmetry of the previous expressions under the transformation

\[ \{k \cdot n \leftrightarrow k \cdot \bar{n}, q \cdot n \leftrightarrow q \cdot \bar{n}\} \]

we see that the terms arising from the constraints (3.14) and (3.16) are identical to those due to (3.13) and (3.15) respectively. The two internal integrals over the transverse components of the soft gluon momenta are evaluated in (C.6) and (C.3). Following the same technique
used for the non-abelian integrals and using the following two identities (obtained from Eq. (C.9))

\[
\begin{align*}
2F_1 \left( \frac{3}{2} - \epsilon, 1 - 2 \epsilon, 4 \frac{\sqrt{su}}{(\sqrt{s} + \sqrt{u})^2} \right) &= (\sqrt{s} + \sqrt{u})^4 \left( \Theta(s - u) \frac{1}{s^2} 2F_1 \left( 2, 1 + \epsilon, 1 - \epsilon, \frac{u}{s} \right) + \Theta(u - s) \frac{1}{u^2} 2F_1 \left( 2, 1 + \epsilon, 1 - \epsilon, \frac{s}{u} \right) \right) \\
2F_1 \left( 2, 1 - \epsilon, 1 - 2 \epsilon, 4 \frac{\sqrt{su}}{(1 + \sqrt{su})^2} \right) &= (1 + \sqrt{su})^4 2F_1 \left( 2, 1 + \epsilon, 1 - \epsilon, su \right)
\end{align*}
\] (3.37)

in addition to (3.28,3.29), after renaming some of the variables we recast \( I_{(g),(h)}^{(2),(a)} \) to \( \epsilon \) as

\[
I_{(g),(h)}^{(2),(a)} = \frac{1}{2} \frac{\pi^{1-\epsilon}}{\Gamma(1-\epsilon)} \frac{\pi^{1-\epsilon}}{\Gamma(\frac{1}{2} - \epsilon)} \frac{4^{-\epsilon}}{(2\pi)^{2d-2}} \frac{\Gamma^2(\frac{1}{2} - \epsilon)}{\Gamma(1-2\epsilon)} \left( \frac{1}{Q} \right)^{4\epsilon} \left( \frac{1}{\tau_s} \right)^{1+4\epsilon} \\
\times \int_0^1 dt \, du \, dz \left( (1 - t)^{1-2\epsilon} t^{1-2\epsilon} u^{-1+2\epsilon} z^{\epsilon} \frac{(1 - z)^2}{(1 - t(1 - z))^2} 2F_1 \left( 2, 2 + \epsilon, 1 - \epsilon, z \right) + (1 - t)^{1-2\epsilon} t^{1-2\epsilon} u^{-1+2\epsilon} z^{\epsilon} \frac{(1 - zu)^2}{(z(1 - t) + t)^2(1 - t(1 - u))^2} 2F_1 \left( 2, 2 + \epsilon, 1 - \epsilon, zu \right) \right),
\] (3.39)

and \( I_{(g),(h)}^{(2),(b)} \) as

\[
I_{(g),(h)}^{(2),(b)} = \frac{1}{2} \frac{\pi^{1-\epsilon}}{\Gamma(1-\epsilon)} \frac{\pi^{1-\epsilon}}{\Gamma(\frac{1}{2} - \epsilon)} \frac{4^{-\epsilon}}{(2\pi)^{2d-2}} \frac{\Gamma^2(\frac{1}{2} - \epsilon)}{\Gamma(1-2\epsilon)} \left( \frac{1}{Q} \right)^{4\epsilon} \left( \frac{1}{\tau_s} \right)^{1+4\epsilon} \\
\times \int_0^1 dt \, du \, dz \left( (1 - t)^{-2\epsilon} t^{-2\epsilon} u^{-1+2\epsilon} z^{\epsilon} \frac{(1 - z)^2}{(t + z(1 - t))^2} 2F_1 \left( 1, 1 + \epsilon, 1 - \epsilon, z \right) + \frac{(1 - t)^{-2\epsilon} t^{-2\epsilon} u^{-1+2\epsilon} z^{\epsilon}}{(t + z(1 - t))(1 - t(1 - u))^2} 2F_1 \left( 1, 1 + \epsilon, 1 - \epsilon, zu \right) \right).
\] (3.40)
For the four integrals appearing above we obtain

\[ \int_0^1 dt \, du \, dz \frac{(1-t)^{-2} t^{-2} u^{-1+2 \epsilon} z^\epsilon}{t+z(1-t)^2} \binom{2}{1,1+\epsilon,1-\epsilon} = \frac{1}{2 \epsilon} \frac{\Gamma(1-\epsilon)}{\Gamma(1+\epsilon) \Gamma(-2\epsilon)} \times \left( \frac{\pi^2}{6} + 7 \zeta_3 - \frac{\pi^2}{3} \right) + O(\epsilon^2) \] (3.41)

\[ \int_0^1 dt \, du \, dz \frac{(1-t)^{-2} t^{-2} u^{-1+2 \epsilon} z^\epsilon}{(t+z(1-t)(1-t(1-u))^2} \binom{2}{1,1+\epsilon,1-\epsilon} = -\frac{\Gamma(1-\epsilon)}{\Gamma(1+\epsilon) \Gamma(-2\epsilon)} \times \left( \frac{\pi^2}{6} + 7 \zeta_3 - \frac{\pi^2}{3} \right) + O(\epsilon^2) \] (3.42)

\[ \int_0^1 dt \, du \, dz \frac{(1-t)^{-2} t^{-2} u^{-1+2 \epsilon} z^\epsilon}{(z(1-t)+t)^2(1-t(1-u))^2} \binom{2}{1,1+\epsilon,1-\epsilon} = \frac{\Gamma(1-\epsilon)}{\Gamma(2+\epsilon) \Gamma(-1-2\epsilon)} \times \left( \frac{1}{6} + \frac{\pi^2}{18} \right) - \frac{7 \zeta_3}{54} + O(\epsilon^2) \] (3.43)

\[ \int_0^1 dt \, du \, dz \frac{(1-t)^{-2} t^{-2} u^{-1+2 \epsilon} z^\epsilon}{\tau_s(t^2(1-t(1-u))^2} \binom{2}{1,1+\epsilon,1-\epsilon} = \frac{\Gamma(1-\epsilon)}{\Gamma(2+\epsilon) \Gamma(-1-2\epsilon)} \times \left( \frac{1}{6} + \frac{\pi^2}{18} \right) - \frac{7 \zeta_3}{54} + O(\epsilon^2) \] (3.44)

We finally plug these expressions back into (3.34) and we obtain the following result for the vacuum polarization diagrams

\[ s_{(g),(h)}^{(2)}(\tau_s, Q \mu, \alpha_s(\mu)) = \frac{\alpha_s(\mu)}{\pi^2} \left( \frac{\mu}{Q} \right)^{4\epsilon} \left( \frac{1}{\tau_s} \right)^{1+4\epsilon} \times \left( -C_F T_F n_F \left( \frac{1}{3\epsilon^2} + \frac{5}{9\epsilon} + \left( \frac{28}{27} - \frac{\pi^2}{6} \right) \right) \right) + \left( C_A C_F \left( \frac{5}{12\epsilon^2} + \frac{3}{12\epsilon^2} + \left( \frac{211}{81} + \frac{155\pi^2}{216} - \frac{155\zeta_3}{18} \right) \epsilon + O(\epsilon^2) \right) \right), \] (3.45)

where we used (3.6) to replace the bare coupling with the renormalized one in the \overline{MS} scheme. This completes the computation of the relevant contributions to the two-loop soft subprocess. As a further check of our calculation, we observe that summing up all the integrand functions contributing to the two-loop soft subprocess we reproduce the known double-soft current derived in [65].

### 3.3 Renormalization of the two-loop soft subprocess

Before the subtraction of the overall divergences we need to handle the subdivergences. The coupling renormalization (3.6) leads to a counter-term

\[ s_{c.t.}^{(2)}(\tau_s, Q \mu, \alpha_s(\mu)) = \frac{\alpha_s(\mu)}{\pi} \beta_0 \frac{\epsilon}{\epsilon} S^{(1)}(\tau_s, Q \mu, \alpha_s(\mu)) = -C_F \frac{\alpha_s^2(\mu)}{\pi^2} \frac{e^{\gamma_E}}{\epsilon^3 \Gamma(1-\epsilon)} \times \left( \frac{Q}{\mu} \right)^{-2\epsilon} \left( \frac{1}{\tau_s} \right)^{1+2\epsilon} \left( \frac{11}{6} C_A - \frac{4}{6} T_F n_F \right), \] (3.46)
where $S^{(1)}(\tau_s, Q/\mu, \alpha_s(\mu))$ is the one-loop contribution (3.5).

After performing the Laplace transform of Eqs. (3.12), (3.22), (3.26), (3.33), (3.45), (3.46) by means of the relation

$$
\int_0^\infty d\tau_s e^{-N\tau_s} \left( \frac{Q}{\mu} \right)^{-k\epsilon} \tau_s^{-1-k\epsilon} = e^{-k\epsilon\gamma_E} \Gamma(-k\epsilon) \left( \frac{N\mu}{N_0Q} \right)^{k\epsilon},
$$

and summing them up we obtain the following expression for the non-abelian part of the unrenormalized two loop soft subprocess $\tilde{s}^{(2)}(N_0Q/(N\mu), \alpha_s(\mu))$

$$
\tilde{s}^{(2)} \left( \frac{N_0Q}{N\mu}, \alpha_s(\mu) \right) = \frac{\alpha_s^2(\mu)}{\pi^2} \left( s_3^{(2)} \log^3 \frac{N\mu}{N_0Q} + s_2^{(2)} \log^2 \frac{N\mu}{N_0Q} + s_1^{(2)} \log \frac{N\mu}{N_0Q} + s_0^{(2)} \right) + \mathcal{O}(\epsilon),
$$

(3.47)

where we find

$$
\begin{align*}
\tilde{s}^{(2)}_3 &= -\frac{11}{9} C_A C_F + \frac{4}{9} C_F T_F n_F, \\
\tilde{s}^{(2)}_2 &= -C_A C_F \left( \frac{67}{18} - \frac{\pi^2}{6} \right) + \frac{10}{9} C_F T_F n_F, \\
\tilde{s}^{(2)}_1 &= -C_F T_F n_F \left( \frac{1}{3\epsilon^2} - \frac{5}{9\epsilon} - \frac{28}{27} - \frac{\pi^2}{9} \right) + C_A C_F \left( -\frac{11}{12\epsilon^2} + \frac{1}{\epsilon} \left( \frac{67}{36} - \frac{\pi^2}{12} \right) + \frac{11}{36} \pi^2 + \frac{101}{27} - \frac{7}{2} \zeta_3 \right), \\
\tilde{s}^{(2)}_0 &= -C_F T_F n_F \left( \frac{1}{4\epsilon^3} - \frac{5}{36\epsilon^2} + \frac{1}{\epsilon} \left( -\frac{7}{27} + \frac{\pi^2}{72} \right) - \frac{5}{81} \frac{77\pi^2}{216} + \frac{13\zeta_3}{18} \right) + C_A C_F \left( \frac{11}{16\epsilon^3} - \frac{1}{\epsilon^2} \left( \frac{67}{144} - \frac{\pi^2}{48} \right) - \frac{1}{\epsilon} \left( \frac{101}{108} - \frac{11}{288} \pi^2 - \frac{7}{8} \zeta_3 \right) - \frac{535}{324} \frac{871\pi^2}{864} + \frac{7\pi^4}{120} + \frac{143\zeta_3}{72} \right).
\end{align*}
$$

Renormalization properties of Wilson loops have been studied in detail in [66–68]. The Wilson path we considered has two cusps and light-cone segments leading to additional light cone singularities. This leads us to the following evolution equation [66, 67]

$$
\left( \mu \frac{\partial}{\partial \mu} + \beta(\alpha_s) \frac{\partial}{\partial \alpha_s} \right) \log \tilde{S} \left( \frac{N_0Q}{N\mu}, \alpha_s(\mu) \right) = -2\Gamma_{\text{cusp}}(\alpha_s(\mu)) \log \frac{N^2\mu^2}{N_0Q^2} - 2\Gamma_{\text{soft}}(\alpha_s(\mu)),
$$

(3.48)

where $\Gamma_{\text{cusp}}(g)$ is the well-known universal cusp anomalous dimension while $\Gamma_{\text{soft}}(g)$ is a path-dependent coefficient often called soft anomalous dimension. The factor 2 in front of the cusp anomalous dimension in the evolution equation (3.48) counts the number of cusps in the integration path.
The two quantities \( \Gamma_{\text{cusp}}(g) \) and \( \Gamma_{\text{soft}}(g) \) can be evaluated through \( \mathcal{O}(\alpha_s^2) \) considering the \( \mathcal{O}(\alpha_s) \) and \( \mathcal{O}(\alpha_s^2) \) counter-terms

\[
\delta_{c.t.}^{(1)} = C_F \frac{\alpha_s(\mu)}{\pi} \left( \frac{1}{\epsilon^2} + \frac{2}{\epsilon} \log \frac{N\mu}{N_0Q} \right),
\]

\[
\delta_{c.t.}^{(2)} = \frac{\alpha_s^2(\mu)}{\pi^2} \left( \left( C_F T_F n_F \left( \frac{1}{36} - \frac{1}{12} \right) + C_A C_F \left( - \frac{11}{12} \right) + \frac{1}{\epsilon} \left( \frac{67}{36} - \frac{\pi^2}{12} \right) \right) \right) \log \frac{N\mu}{N_0Q} + C_F T_F n_F \left( \frac{5}{12} - \frac{1}{\epsilon} \left( \frac{7}{27} + \frac{\pi^2}{72} \right) \right) + C_A C_F \left( - \frac{11}{16} \right) + \mathcal{O}(\alpha_s^3),
\]

leading to the following results

\[
\Gamma_{\text{cusp}}(\alpha_s) = \frac{\alpha_s}{\pi} C_F + \frac{\alpha_s^2}{\pi^2} C_F \left( C_A \left( \frac{67}{36} - \frac{\pi^2}{12} \right) - \frac{11}{9} T_F n_F \right) + \mathcal{O}(\alpha_s^3),
\]

\[
\Gamma_{\text{soft}}(\alpha_s) = \frac{\alpha_s^2}{\pi^2} C_F \left( T_F n_F \left( \frac{14}{27} - \frac{\pi^2}{36} \right) + C_A \left( - \frac{101}{54} + \frac{11}{144} \pi^2 + \frac{7}{4} \zeta_3 \right) \right) + \mathcal{O}(\alpha_s^3),
\]

The two-loop cusp anomalous dimension (3.51) was computed in [69], while the two-loop value of \( \Gamma_{\text{soft}}(g) \) was first deduced in [42] using renormalization group invariance of the cross section but it was never obtained by a direct calculation.

Exploiting the non-abelian exponentiation theorem (3.10) and (3.11), we derive a complete two-loop expression for the soft subprocess

\[
\tilde{S} \left( \frac{N_0Q}{N\mu}, \alpha_s(\mu) \right) = 1 - C_F \frac{\alpha_s(\mu)}{\pi} \left( \frac{\pi^2}{4} + 2 \log^2 \frac{N\mu}{N_0Q} \right) + \frac{\alpha_s^2(\mu)}{\pi^2} \left( 2 C_F \log^4 \frac{N\mu}{N_0Q} - \left( \frac{11}{9} C_A C_F - \frac{4}{9} C_F T_F n_F \right) \log^3 \frac{N\mu}{N_0Q} \right) + \frac{\pi^2}{2} C_F - C_A C_F \left( \frac{67}{18} - \frac{\pi^2}{6} \right) + \frac{10}{9} C_F T_F n_F \log^2 \frac{N\mu}{N_0Q} - \left( C_F T_F n_F \left( - \frac{28}{27} \right) + C_A C_F \left( \frac{11}{36} + \frac{101}{27} - \frac{7}{2} \zeta_3 \right) \right) \log \frac{N\mu}{N_0Q} + \tilde{S}^{(2)}_0 + \mathcal{O}(\alpha_s^3),
\]

where \( \tilde{S}^{(2)}_0 \) is the non-logarithmic piece at two-loop order for which we provide an analytic expression

\[
\tilde{S}^{(2)}_0 = \frac{\alpha_s^2(\mu)}{\pi^2} \left( \frac{\pi^4}{32} C_F^2 + C_F T_F n_F \left( \frac{5}{81} + \frac{7}{216} \pi^2 - \frac{13}{18} \zeta_3 \right) + C_A C_F \left( - \frac{535}{324} + \frac{871}{864} \pi^2 + \frac{7}{120} + \frac{143}{72} \zeta_3 \right) \right).
\]

The constant part (3.54) has also been calculated as a specific case of the two-loop soft hemisphere function in a work done in parallel with ours [51], in full agreement with
our result. Previously, it had been fitted by two different groups \([42, 50]\) using the Monte Carlo program EVENT2 \([15]\). Their results are reported below

\[
\tilde{S}_0^{(2)}, \quad \tilde{S}_0^{(2)}, \quad \tilde{S}_0^{(2)}, \quad \tilde{S}_0^{(2)} = \frac{\alpha_s^2(\mu)}{(4\pi)^2} \left( (58 \pm 2)C_F^2 - (60 \pm 1)C_F C_A + (43 \pm 1)C_F T_F n_F \right),
\]

while we obtain

\[
\tilde{S}_0^{(2)} = \frac{\alpha_s^2(\mu)}{(4\pi)^2} \left( 48.7045C_F^2 - (58.8 \pm 2.25)C_F C_A + (43.8 \pm 3.06)C_F T_F n_F \right),
\]

which is partly consistent with \([50]\) but not with \([42]\), with the exception of the \(C_F T_F n_F\) term. Notice that the determination of the \(\tilde{S}_0^{(2)}\) constant is relevant to resum large logarithms at NNLL accuracy since it is part of the \(G_{31}\) coefficient as it will be shown in the next section.

We now solve the evolution equation for the soft subprocess (3.48), yielding

\[
\log \left( \frac{N_0 Q \tilde{S} \left( \frac{N_0 Q}{N_\mu_R}, \alpha_s(\mu_R) \right)}{S(1, \alpha_s(\frac{N_0 Q}{N}))} \right) = - \int_{N_0 Q}^{\mu_R} \frac{d\mu^2}{\mu^2} \left( 2 \Gamma_{\text{cusp}}(\alpha_s(k^2)) \right) \log \left( \frac{N_0 Q}{N_0 Q^2} \right) + 2 \Gamma_{\text{soft}}(\alpha_s(k^2)),
\]

where \(\mu_R\) is the renormalization scale of the process. We can perform the substitution

\[
\log \left( \frac{N_0 Q}{N_0 Q^2} \right) = \int_{N_0 Q}^{\mu_R} \frac{d\mu^2}{\mu^2}
\]

and exchange the order of integration in the integral containing \(\Gamma_{\text{cusp}}\) getting

\[
\log \left( \frac{N_0 Q \tilde{S} \left( \frac{N_0 Q}{N_\mu_R}, \alpha_s(\mu_R) \right)}{S(1, \alpha_s(\frac{N_0 Q}{N}))} \right) = - \int_{N_0 Q}^{\mu_R} \frac{d\mu^2}{\mu^2} \int_{\mu^2}^{\mu_R} \frac{dk^2}{k^2} \Gamma_{\text{cusp}}(\alpha_s(k^2)) - \int_{N_0 Q}^{\mu_R} \frac{dk^2}{k^2} \Gamma_{\text{soft}}(\alpha_s(k^2)).
\]

We set \(\mu_R = Q\) in order to minimize the logarithmic corrections coming from the hard function in (2.21), moreover we replace \(\mu^2/Q^2 = u^2\) in the first integral of Eq. (3.57) and \(k^2/Q^2 = u^2\) in the second one and we finally obtain

\[
\frac{\tilde{S} \left( \frac{N_0}{N}, \alpha_s(Q) \right)}{S(1, \alpha_s(\frac{N_0 Q}{N}))} = \exp \left( - 2 \int_{N_0 Q}^{1} \frac{du}{u} \int_{u^2 Q^2}^{Q^2} \frac{dk^2}{k^2} \Gamma_{\text{cusp}}(\alpha_s(k^2)) - 2 \int_{N_0 Q}^{1} \frac{du}{u} \Gamma_{\text{soft}}(\alpha_s(u^2 Q^2)) \right).
\]

The thrust observable is symmetrical under the exchange of the two hemispheres, so the factor 2 in the exponent accounts for the identical contributions due to both of them.
4. Resummation of large logarithms

In the present section we derive a resummed expression for the cross section (2.9) in Laplace space starting from the renormalization group (RG) evolution of each of the subprocesses. The effect of soft gluons has been taken into account in the previous section, but we still need to consider logarithmically enhanced terms due to hard gluons moving collinearly to one of the hard quark legs. Such an effect is encoded in the jet subprocess which describes the decay of a hard quark into a jet of collinear particles. The same subprocess can be found in other relevant QCD processes such as deep inelastic scattering and B-meson decay and it obeys the following evolution equation [48, 55]:

\[ \left( \mu \frac{\partial}{\partial \mu} + \beta(\alpha_s) \frac{\partial}{\partial \alpha_s} \right) \log \tilde{J} \left( \frac{N_0 Q}{N \mu}, \alpha_s(\mu) \right) = 2 \Gamma_{\text{cusp}}(\alpha_s(\mu)) \log \frac{N \mu^2}{N_0 Q^2} - 2 \Gamma_{\text{coll}}(\alpha_s(\mu)). \]

(4.1)

The collinear subprocess can be defined as a cut propagator of a massless quark in the axial gauge [37]. Indeed, the factorization used here is manifest in the axial gauge [37].

Equation (4.1) can be solved following the same technique used with the soft subprocess but now replacing \( \frac{\mu^2}{Q^2} = u \) and \( \frac{k^2}{Q^2} = u \) in the first and second integral in the exponent respectively. It leads to

\[ \frac{\tilde{J} \left( \frac{N_0 Q}{N \mu}, \alpha_s(Q) \right)}{\tilde{J} \left( 1, \alpha_s(\sqrt{\frac{N_0 Q}{N}}) \right)} = \exp \left( \int_{\frac{N_0 Q}{N \mu}}^{u \frac{Q^2}{\mu^2}} \frac{du}{u} \int_{u Q^2}^{Q^2} \frac{dk^2}{k^2} \Gamma_{\text{cusp}}(\alpha_s(k^2)) - \int_{u Q^2}^{\frac{Q^2}{\mu^2}} \frac{du}{u} \Gamma_{\text{coll}}(\alpha_s(u Q^2)) \right). \]

(4.2)

We now combine (3.58) and (4.2) together in the expression of the cross section

\[ \tilde{\sigma}_N(Q^2, \alpha_s) = H(1, \alpha_s(\mu = Q)) \tilde{J}^2 \left( \frac{N_0 Q}{N \mu}, \alpha_s(Q) \right) \tilde{S} \left( \frac{N_0 Q}{N \mu}, \alpha_s(Q) \right) = \]

\[ = H(1, \alpha_s(Q)) \tilde{J}^2 \left( 1, \alpha_s(\sqrt{\frac{N_0 Q}{N}}) \right) \tilde{S} \left( 1, \alpha_s(\frac{N_0 Q}{N}) \right) \]

\[ \times \exp \left( -2 \int_{\frac{N_0 Q}{N \mu}}^{u \frac{Q^2}{\mu^2}} \frac{du}{u} \int_{u Q^2}^{Q^2} \frac{dk^2}{k^2} \Gamma_{\text{cusp}}(\alpha_s(k^2)) \right. \]

\[ \left. - \int_{u Q^2}^{\frac{Q^2}{\mu^2}} \frac{du}{u} (\Gamma_{\text{soft}}(\alpha_s(u^2 Q^2)) + \Gamma_{\text{coll}}(\alpha_s(u Q^2))) \right), \]

(4.3)

where we explicitly set the renormalization scale \( \mu = Q \).

Using the relation

\[ \Gamma_{\text{soft}}(\alpha_s(u^2 Q^2)) = \Gamma_{\text{soft}}(\alpha_s(u Q^2)) - \int_{u^2 Q^2}^{u Q^2} \frac{dk^2}{k^2} \beta(\alpha_s(k^2)) \frac{\partial \Gamma_{\text{soft}}(\alpha_s(k^2))}{\partial \alpha_s}, \]
we recast Eq. (4.3) as

\[
\tilde{\sigma}_N(Q^2, \alpha_s) = H(1, \alpha_s(Q)) J^2 \left( 1, \alpha_s\left(\frac{\sqrt{N_0}}{N} Q\right) \right) S \left( 1, \alpha_s\left(\frac{N_0}{N} Q\right) \right) \\
\times \exp \left\{ -2 \int_{\frac{N_0}{N}}^1 \frac{du}{u} \left( \int_{uQ^2}^{uQ^2} \frac{dk^2}{k^2} A_\Gamma(\alpha_s(k^2)) + B_\Gamma(\alpha_s(uQ^2)) \right) \right\},
\]

(4.4)

where we defined

\[
A_\Gamma(\alpha_s) = \Gamma_{\text{cusp}}(\alpha_s) - \beta(\alpha_s) \frac{\partial \Gamma_{\text{soft}}(\alpha_s)}{\partial \alpha_s}, \\
B_\Gamma(\alpha_s) = \Gamma_{\text{soft}}(\alpha_s) + \Gamma_{\text{coll}}(\alpha_s).
\]

(4.5)

The two coefficients \(A_\Gamma(\alpha_s)\) and \(B_\Gamma(\alpha_s)\) can be computed in perturbative QCD. To this end we observe that the Altarelli-Parisi splitting function \(P_{qq}(\alpha_s, z)\) fulfils the following limit as \(z \to 1\)

\[
P_{qq}(\alpha_s, z) = 2 \frac{\Gamma_{\text{cusp}}(\alpha_s)}{1 - z} + 2B_\Gamma(\alpha_s)\delta(1 - z) + \ldots
\]

(4.6)

where the dots stand for regular terms in the \(z \to 1\) limit. The asymptotic expression (4.6) is valid to all orders in perturbative QCD and it can be easily proven in the context of deep inelastic scattering as shown in [49]. The Mellin transform of the structure function \(F_2(Q^2, x)\) can be indeed factorized in the threshold limit \(x \to 1\) as a product of a hard virtual function \(H(Q/\mu, \alpha_s(\mu))\), a collinear jet function and a parton distribution function \(\phi_q(N, \mu)\). Both the hard and collinear jet functions are essentially the same ones as in the thrust case (up to constants in the hard subprocess due to crossing). The collinear jet function evolution is described by Eq. (4.1), while the hard function RG equation reads

\[
\left( \mu \frac{\partial}{\partial \mu} + \beta(\alpha_s) \frac{\partial}{\partial \alpha_s} \right) \log H\left(\frac{Q}{\mu}, \alpha_s(\mu)\right) = -2 \Gamma_{\text{cusp}}(\alpha_s(\mu)) \frac{\mu^2}{Q^2} \\
+ 2(\Gamma_{\text{soft}}(\alpha_s(\mu)) + 2\Gamma_{\text{coll}}(\alpha_s(\mu)) ),
\]

(4.7)

and the parton distribution function evolves according to the Altarelli-Parisi equation [70]

\[
\left( \mu \frac{\partial}{\partial \mu} + \beta(\alpha_s) \frac{\partial}{\partial \alpha_s} \right) \log \phi_q(N, \mu) = \tilde{P}_{qq}(\alpha_s, N),
\]

(4.8)

where

\[
\tilde{P}_{qq}(\alpha_s, N) = -\int_0^1 dz z^{N-1} P_{qq}(\alpha_s, z)
\]

(4.9)

is the Mellin transform of the splitting function using the conventions of [71,72]. We now observe that for the structure function \(F_2(Q^2, x)\) to be RG invariant, we have to require that the anomalous dimensions of the hard, jet and parton distribution functions sum up to zero, proving Eq. (4.6).
As stated at the end of the previous section, since the thrust is symmetrical under the exchange of the two hemispheres, we can factorize the soft subprocess as a product of two independent “hemisphere” soft subprocesses. It follows that the resummed cross section \((4.4)\) can be recast as a constant term multiplied by the evolution of two independent jets each of which is the product of the collinear jet and the respective “hemisphere” soft subprocess. This is in analogy to the structure obtained at NLL using the coherent branching algorithm \([16]\). We compare the two expressions observing that the only difference between the two exponents is the term \(\beta(\alpha_s)\partial_{\text{soft}}(\alpha_s)/\partial\alpha_s\) which gives a non-vanishing contribution only beyond NLL. It essentially accounts for large angle soft emissions whose effects do not contribute at NLL (it is easy to see that the first non-trivial term arises at \(\mathcal{O}(\alpha_s^3)\)). A second interesting feature which shows up beyond the NLL approximation is the interplay between constant terms and logarithms due to the factor \(J^2(1, \alpha_s(\sqrt{(N_0/N)}Q))S(1, \alpha_s(N_0Q/N))\) that will be analyzed below.

The resummed cross section in the dijet limit \((4.4)\) takes the following form

\[
\bar{\sigma}_N(Q^2, \alpha_s) = \left(1 + \sum_{k=1}^{\infty} \tilde{C}_k \left(\frac{\alpha_s}{2\pi}\right)^k \right) \Sigma_N(Q^2, \alpha_s),
\]

\[
\Sigma_N(Q^2, \alpha_s) = \exp \left\{ Lf_1 \left(\frac{\alpha_s}{\pi} \beta_0 L\right) + f_2 \left(\frac{\alpha_s}{\pi} \beta_0 L\right) + \frac{\alpha_s}{\pi} \beta_0 f_3 \left(\frac{\alpha_s}{\pi} \beta_0 L\right) + \tilde{G}_{31} \left(\frac{\alpha_s}{2\pi}\right)^3 L \right\}
+ \mathcal{O}(\alpha_s^4 L^2)
\]

where here \(L = \log N\). The function \(f_1((\alpha_s/\pi)\beta_0 L)\) resums all the leading logarithmic contributions \(\alpha_s^2 L^{n+1}\). \(f_2((\alpha_s/\pi)\beta_0 L)\) resums the next to leading terms \(\alpha_s^3 L^n\) and so on.

We furthermore require that \(f_i(0) = 0\) so that at \(\text{N}^n\text{LL}\) we can write

\[
f_1 \left(\frac{\alpha_s}{\pi} \beta_0 L\right) = \sum_{k \geq 1} \tilde{G}_{k,k+1} \left(\frac{\alpha_s}{2\pi}\right)^k L^{k+1}, \quad n = 0; \quad (4.11)
\]

\[
f_{n+1} \left(\frac{\alpha_s}{\pi} \beta_0 L\right) = \sum_{k \geq n} \tilde{G}_{k,k+1-n} \left(\frac{\alpha_s}{2\pi}\right)^k L^{k+1-n}, \quad n \geq 1. \quad (4.12)
\]

With this notation we see that the term \(\tilde{G}_{31} \alpha_s^3 L\) is a \(\text{N}^3\text{LL}\) contribution due to the Taylor expansion of \(f_4((\alpha_s/\pi)\beta_0 L)\). Nevertheless, such a term is relevant for the \(R\)-matching of the \(\text{NNLL}\) resummed cross section to the \(\mathcal{O}(\alpha_s^3)\) fixed-order result, which will be discussed below. After expanding the functions \(A_\Gamma(\alpha_s)\) and \(B_\Gamma(\alpha_s)\) as

\[
A_\Gamma(\alpha_s) = \sum_{k \geq 1} A^{(k)} \left(\frac{\alpha_s}{\pi}\right)^k, \quad B_\Gamma(\alpha_s) = \sum_{k \geq 1} B^{(k)} \left(\frac{\alpha_s}{\pi}\right)^k, \quad (4.13)
\]

in Eq. \(4.4\), we observe that \(A^{(k)}\) gives rise to terms of order \(\alpha_s^2 L^{n+2-k}\) while \(B^{(k)}\) contributes with terms of order \(\alpha_s^2 L^{n+1-k}\) with \(n \geq k\).

The previous property ensures that the knowledge of \(B^{(3)}\) is sufficient to compute \(\tilde{G}_{31}\) and we do not need to know \(A^{(4)}\) which has not been computed yet (\(\Gamma_{\text{soft}}\) is known at three loops \([42]\), but the four loop value of \(\Gamma_{\text{cusp}}\) is still unknown).
The coefficient $H(1, \alpha_s(Q), \tilde{J}^2(1, \alpha_s(\sqrt{(N_f/N)Q})) \tilde{S}(1, \alpha_s(N_fQ/N))$ in Eq. (4.4) contains all the constant terms and it can be expanded in perturbation theory. The function $H(1, \alpha_s(Q))$ is known at three loop order [46,47] (this result has subsequently to be normalized to the total hadronic cross section $\sigma$) and the two-loop non-logarithmic value of the collinear subprocess was computed in [48]. The constant part of the two-loop soft subprocess was evaluated in the previous section. We see that the coupling is evaluated at different scales in each of the three functions. We use the expression for the running coupling (A.3) to express them in terms of $\alpha_s(Q)$ evaluated at the renormalization scale $\mu_R = Q$. The resulting expression has additional resummed logarithms sitting outside the exponent of Eq. (4.4) due to the running of $\alpha_s$ and giving a well defined and finite contribution at large $N$. Such terms contribute from NNLL on and do not exponentiate naturally. Nevertheless, in order to bring the cross section to the form (4.10), we raise them to the exponent and we expand them to the desired order.

One finds that the one-loop constants of the collinear and soft subprocesses contribute to $f_3((\alpha_s/\pi)\beta_0 L)$ while the two-loop ones contribute to $\tilde{G}_{31}$. To evaluate the integrals in Eq. (4.4) we use the renormalization group equation (A.1) to change the integration variable to $\alpha_s$. After imposing the normalization condition $f_i(0) = 0$ we find

$$f_1(\lambda) = -\frac{A^{(1)}}{\beta_0^2} [(1 - 2\lambda) \log(1 - 2\lambda) - 2(1 - \lambda) \log(1 - \lambda)],$$

$$f_2(\lambda) = -\frac{A^{(2)}}{\beta_0^3} [2\log(1 - \lambda) - \log(1 - 2\lambda)] + 2\frac{B^{(1)}}{\beta_0} \log(1 - \lambda)$$

$$- \frac{A^{(1)} \beta_1}{\beta_0^2} [\log(1 - 2\lambda) + \frac{1}{2} \log^2(1 - 2\lambda) - \log(1 - \lambda)(2 + \log(1 - \lambda))]$$

$$- 2\frac{A^{(1)} \gamma_E}{\beta_0} \lambda,$$

$$f_3(\lambda) = \frac{2c^{(1)}_s}{\beta_0} \frac{\lambda}{1 - 2\lambda} + 2c^{(1)}_c \frac{\lambda}{1 - \lambda} - 2\frac{B^{(2)}}{\beta_0^2} \frac{\lambda}{1 - \lambda} - \frac{A^{(3)}}{\beta_0^3} \frac{\lambda^2}{1 - \lambda}$$

$$- 2\frac{A^{(2)} \gamma_E}{\beta_0^2} \frac{\lambda}{1 - \lambda} - \frac{A^{(2)} \beta_1}{\beta_0^3} \frac{3\lambda^2 + (1 - \lambda) \log(1 - 2\lambda) - 2(1 - 2\lambda) \log(1 - \lambda)}{(1 - \lambda)(1 - 2\lambda)}$$

$$- 2\frac{B^{(1)}}{\beta_0} \gamma_E \frac{\lambda}{1 - \lambda} + 2\frac{B^{(1)} \beta_1 \lambda + \log(1 - \lambda)}{\beta_0^3}$$

$$+ \frac{A^{(1)}}{\beta_0} \frac{\lambda}{1 - \lambda} (1 - 2\lambda) \log(1 - \lambda)$$

$$- (1 - 2\lambda) \log(1 - \lambda)] + \frac{\beta_2}{\beta_0^3} [-\lambda^2 + (1 - 3\lambda + 2\lambda^2)(2 \log(1 - \lambda) - \log(1 - 2\lambda))]$$

$$- \frac{A^{(1)} \beta_1^2}{\beta_0^4} \frac{1 - \lambda}{2(1 - \lambda)(1 - 2\lambda)} \log(1 - 2\lambda)[4\lambda + \log(1 - 2\lambda)]$$

$$- \frac{2}{2(1 - \lambda)(1 - 2\lambda)} \frac{\lambda^2 - (1 - 2\lambda) \log(1 - \lambda)(2\lambda + \log(1 - \lambda))}{},$$

(4.16)
where $\lambda = \frac{\alpha_s(Q)}{\pi} \beta_0 \log N$.

At NLL the previous functions reproduce the result obtained in [16]. The constants $c_j^{(1)}$ and $c_s^{(1)}$ are the one-loop non-logarithmic terms of the collinear and the soft subprocesses respectively. They arise from the term $\tilde{J}^2(1, \alpha_s(\sqrt{(N_0/N)Q}), \tilde{S}(1, \alpha_s(N_0Q/N))$, as discussed above. The coefficients $A^{(i)}$ and $B^{(i)}$ can be determined as shown in Eq. (4.5) using the two-loop value of $\Gamma_{\text{soft}}$ computed above and the three-loop splitting functions [71, 72]. They are reported in Appendix A.

We observe that the normalization condition $f_i(0) = 0$ is automatically fulfilled by both $f_1(\lambda)$ and $f_2(\lambda)$ while it has to be imposed to obtain $f_3(\lambda)$ (4.16). Forcing such a constraint gives rise to a residual constant value which has to be taken out of the exponent and that contributes to the constants $C_i$. We will determine the value of such constants directly in thrust space in section 4.1.

4.1 Inversion of the integral transform

In the present section we perform the inverse Laplace transform of the resummed cross section. We recall the definition of the normalized cross section

$$R_T(\tau) = \frac{1}{2\pi i} \int_C \frac{dN}{N} e^{N\tau} \tilde{\sigma}_N(Q^2, \alpha_s) + O(\tau), \quad (4.17)$$

where $\tilde{\sigma}_N(Q^2, \alpha_s)$ is defined in Eq. (4.10). The contour $C$ runs parallel to the imaginary axis to the right of all the singularities of the integrand function. A method to invert (4.17) was proposed in [16]. Keeping their notation we rewrite $\Sigma_N(Q^2, \alpha_s)$ in (4.10) as

$$\Sigma_N(Q^2, \alpha_s) = e^{\tilde{F}(\alpha_s(Q^2), \log N)}, \quad (4.18)$$

where

$$\tilde{F}(\alpha_s(Q^2), L) = L f_1 \left( \frac{\alpha_s}{\pi} \beta_0 L \right) + f_2 \left( \frac{\alpha_s}{\pi} \beta_0 L \right) + \frac{\alpha_s}{\pi} \beta_0 f_3 \left( \frac{\alpha_s}{\pi} \beta_0 L \right) + \tilde{G}_{31} \left( \frac{\alpha_s}{2\pi} \right)^3 L + O(\alpha_s^4 L^2). \quad (4.19)$$

With this notation $\tilde{\sigma}_N(Q^2, \alpha_s)$ reads

$$\tilde{\sigma}_N(Q^2, \alpha_s) = \left( 1 + \sum_{k=1}^{\infty} \tilde{C}_k \left( \frac{\alpha_s}{2\pi} \right)^k \right) e^{\tilde{F}(\alpha_s(Q^2), \log N)}. \quad (4.20)$$

We now Taylor expand the exponent $\tilde{F}$ with respect to $\log N$ around $\log N = \log(1/\tau)$ up to the desired order and we end up with the following expression for $R_T(\tau)$

$$R_T(\tau) = \left( 1 + \sum_{k=1}^{\infty} \tilde{C}_k \left( \frac{\alpha_s}{2\pi} \right)^k \right) e^{\tilde{F}(\alpha_s(Q^2), \log \frac{1}{\tau})} \frac{1}{2\pi i} \int_C \frac{d\nu}{\nu} \exp \left[ \nu + \tilde{F}^{(1)}(\alpha_s(Q^2), \log \frac{1}{\tau}) \log \nu + \frac{1}{2} \tilde{F}^{(2)}(\alpha_s(Q^2), \log \frac{1}{\tau}) \log^2 \nu + O(\alpha_s^4 \log^{n-2}(1/\tau)) \right], \quad (4.21)$$
where \( \nu = N \tau \) and
\[
\hat{F}^{(n)}(\alpha_s(Q^2), \log \frac{1}{\tau}) = \frac{\partial^n}{\partial \log^n \frac{1}{\tau}} \hat{F}(\alpha_s(Q^2), \log(1/\tau)).
\] (4.22)

More precisely, we have
\[
\hat{F}^{(1)}(\alpha_s(Q^2), \log(1/\tau)) = f_1(\lambda) + \lambda f_1'(\lambda) + \frac{\alpha_s}{\pi} \beta_0 f_2(\lambda) + \mathcal{O}(\alpha_s^2 \log^{-2}(1/\tau)),
\] (4.23)
\[
\hat{F}^{(2)}(\alpha_s(Q^2), \log(1/\tau)) = 2 \frac{\alpha_s}{\pi} \beta_0 f_2'(\lambda) + \frac{\alpha_s}{\pi} \beta_0 \lambda f_1''(\lambda) + \mathcal{O}(\alpha_s^3 \log^{-2}(1/\tau)),
\] (4.24)

where, from now on, \( \lambda = (\alpha_s/\pi) \beta_0 \log(1/\tau) \). Without loss of generality we expand the factor
\[
\exp \left[ \frac{1}{2} \hat{F}^{(2)}(\alpha_s(Q^2), \log(1/\tau)) \log^2 \nu \right]
\]
in a Taylor series in \( \hat{F}^{(2)} \) itself and we see that the series of terms \( \hat{F}^{(2)}(\nu) \) with \( k \geq 2 \) gives at most rise to terms of order \( \mathcal{O}(\alpha_s^k (\alpha_s \log(1/\tau))^n) \), so we drop them. Using the result [16]
\[
\frac{1}{2\pi i} \int_C \frac{d\nu}{\nu} \log^k \nu \exp \left[ \nu + \hat{F}^{(1)}(\log \nu) \right] = \frac{d^k}{d(\hat{F}^{(1)})^k} \frac{1}{\Gamma(1 - \hat{F}^{(1)})},
\] (4.25)
we obtain
\[
R_T(\tau) = \left( 1 + \sum_{k=1}^{\infty} \tilde{C}_k \left( \frac{\alpha_s}{2\pi} \right)^k \right) e^{\hat{F}(\alpha_s(Q^2), \log \frac{1}{\tau})} \left[ \frac{1}{\Gamma(1 - \gamma(\lambda))} + \frac{\alpha_s}{\pi} \beta_0 f_2'(\lambda) \frac{\psi^{(0)}(1 - \gamma(\lambda))}{\Gamma(1 - \gamma(\lambda))} \right]
+ \frac{1}{2} \hat{F}^{(2)} \frac{d^2}{d(\gamma^2(\lambda)) \Gamma(1 - \gamma(\lambda))} + \mathcal{O}(\alpha_s^3 (\alpha_s \log(1/\tau))^n),
\] (4.26)
where we neglected subleading terms and we defined \( \gamma(\lambda) = f_1(\lambda) + \lambda f_1'(\lambda) \). \( \psi^{(m)} \) is the \( (m+1) \)-th derivative of the logarithm of the Euler \( \Gamma \)-function.

After replacing the coefficients \( \tilde{C}_k \) and \( \tilde{G}_{31} \) in the previous expression with \( C_k \) and \( G_{31} \) computed as explained in Appendix B, we can recast \( R_T(\tau) \) as
\[
R_T(\tau) = \left( 1 + \sum_{k=1}^{\infty} C_k \left( \frac{\alpha_s}{2\pi} \right)^k \right) e^{\hat{F}(\alpha_s(Q^2), \log \frac{1}{\tau})} \frac{1}{\Gamma(1 - \gamma(\lambda))} \left[ 1 + \frac{\alpha_s}{\pi} \beta_0 f_2'(\lambda) \psi^{(0)}(1 - \gamma(\lambda)) \right]
+ \frac{\alpha_s}{2\pi} \beta_0 \gamma'(\lambda) \frac{d^2}{d(\gamma^2(\lambda)) \Gamma(1 - \gamma(\lambda))} \frac{1}{\Gamma(1 - \gamma(\lambda))} + \frac{\alpha_s}{\pi} C_F \left( \gamma_E \left( \frac{3}{2} - \gamma_E \right) - \frac{\pi^2}{6} \right),
\] (4.27)
where now
\[
\hat{F}(\alpha_s(Q^2), L) = L f_1 \left( \frac{\alpha_s}{\pi} \beta_0 L \right) + f_2 \left( \frac{\alpha_s}{\pi} \beta_0 L \right) + \frac{\alpha_s}{\pi} \beta_0 f_3 \left( \frac{\alpha_s}{\pi} \beta_0 L \right) + G_{31} \left( \frac{\alpha_s}{2\pi} \right)^3 L + \mathcal{O}(\alpha_s^4 L^2),
\] (4.28)
The expression (4.27) for \( R_T(\tau) \) resums all large logarithms through NNLL and it holds up to terms of order \( \mathcal{O}(\alpha_s^4 \log^2(1/\tau)) \).
The constant term $\alpha_s/\pi C_F (\gamma_E (3/2 - \gamma_E) - \pi^2/6)$ is defined such that the term in square brackets is normalized to one as $\lambda \to 0$ and ensures that all the constant terms are included in the $C_k$ coefficients which read

$$C_1 = C_F \left( -\frac{5}{2} + \frac{\pi^2}{3} \right),$$

$$C_2 = C_F^2 \left( \frac{41}{8} - \frac{7}{8} \pi^2 + \frac{5}{36} \pi^4 - 6 \zeta_3 \right) + C_A C_F \left( -\frac{491}{24} - \frac{53 \pi^2}{108} + \frac{11 \pi^4}{360} + \frac{104 \zeta_3}{3} \right)$$

$$+ C_F T_F n_F \left( \frac{35}{6} + \frac{7 \pi^2}{27} - \frac{28 \zeta_3}{3} \right). \tag{4.29}$$

$$C_3 = C_F^3 \left( -\frac{77}{8} - \frac{19 \pi^2}{36} + \frac{8 \pi^4}{45} - \frac{104 \zeta_3}{9} \right) + C_A C_F n_F \left( -\frac{1118}{27} + \frac{644 \pi^2}{81} - \frac{17 \pi^4}{135} - \frac{292 \zeta_3}{9} \right)$$

$$+ C_F n_F^2 \left( \frac{191}{54} - \frac{61 \pi^2}{81} + \frac{32 \zeta_3}{9} \right) + C^2_A C_F \left( -\frac{5951}{54} - \frac{6625 \pi^2}{324} + \frac{383 \pi^4}{540} + \frac{404 \zeta_3}{9} + 10 \zeta_5 \right)$$

$$+ C_A C^2_F \left( \frac{23}{2} + \frac{161 \pi^2}{72} - \frac{53 \pi^4}{45} + \frac{452 \zeta_3}{9} + 2 \pi^2 \zeta_3 + 30 \zeta_5 \right)$$

$$+ C_F^3 \left( \frac{29}{8} + \frac{5 \pi^2}{4} - \frac{8 \pi^4}{15} + 53 \zeta_3 - \frac{44 \pi^2 \zeta_3}{3} + 132 \zeta_5 \right). \tag{4.30}$$

The coefficient $G_{31}$ is found to be

$$G_{31} = C_F^3 \left[ \frac{\alpha_s}{2 \pi} - 3 \right] \exp \left[ \log \frac{1}{\tau} g_1(\lambda) + \frac{\alpha_s}{\pi} \beta_0 g_3(\lambda) + \left( \frac{\alpha_s}{2 \pi} \right)^3 G_{31} \log \frac{1}{\tau} \right], \tag{4.32}$$

where

$$g_1(\lambda) = f_1(\lambda),$$

$$g_2(\lambda) = f_2(\lambda) - \log \Gamma(1 - f_1(\lambda) - \lambda f_1'(\lambda)),$$

$$g_3(\lambda) = f_3(\lambda) + \left( f_1' + \frac{1}{2} \lambda f_1''(\lambda) \right) \left( \psi^{(0)}(1 - \gamma(\lambda)) - \psi^{(1)}(1 - \gamma(\lambda)) \right) + f_2(\lambda) \psi^{(0)}(1 - \gamma(\lambda))$$

$$+ \frac{C_F}{\beta_0} \left( \gamma_E \left( \frac{3}{2} - \gamma_E \right) - \frac{\pi^2}{6} \right), \tag{4.33}$$

notice that the functions $g_i(\lambda)$ do not generate any constants (i.e. $g_i(0) = 0$).

The resummed expression at different logarithmic orders evaluated around the peak region is shown in Figure 6.

We observe that an exact inversion of Eq. (4.17) requires to choose the integration contour $C$ to the right of the Landau singularities present in the resummed functions $f_i(\lambda)$. Following our prescription [16] for the inversion, we avoid such singularities by expanding
around $\log N = \log \frac{1}{\tau}$ and then integrating by means of the residue theorem closing the contour in the left half-plane using Eq. (4.25). In doing so, we are neglecting the contribution due to the residue at the Landau pole, which gives rise to power suppressed terms [73]. The Landau singularity is then mapped onto the thrust space without contributing to the Laplace inversion. By expressing the SCET result of [42] in the form (4.32) [74], we obtain full analytic agreement on $g_3(\lambda)$. This is a non-trivial result, since in [42] the scales in the resummation kernels are fixed at the outset of the calculation, while in our analysis, they are integrated over in the Laplace inversion. This difference results in a different treatment of the Landau singularity in the resummed expressions, which could produce a power-suppressed difference between the cross sections obtained in both approaches. The exact agreement of our $g_3(\lambda)$ with [42] demonstrates that there is no Landau-pole ambiguity between the two approaches. However, in [42] subleading terms arising from the scale fixing in $T$-space and part of the constants are kept in the exponent resulting in a numerical difference when compared to our result.

### 4.2 Determination of the $O(\alpha_s^3)$ constant $C_3$

In order to match the resummed result to the NNLO cross section the $O(\alpha_s^3)$ constant $C_3$ must be extracted from fixed-order data. We do it by subtracting the logarithms from the fixed-order $C(\tau)$ coefficient obtained from EERAD3. The logarithmic part $R^{(3)}_{\log}(\tau)$ of the NNLO coefficient is decomposed into its different color contributions according to

$$R^{(3)}_{\log}(\tau) = R^{(3)}_{\log\mid N^2} + R^{(3)}_{\log\mid N_0} + R^{(3)}_{\log\mid 1/N^2} + R^{(3)}_{\log\mid n_F N} + R^{(3)}_{\log\mid n_F / N} + R^{(3)}_{\log\mid n_F^2}. \quad (4.34)$$

EERAD3 is run with a technical cutoff $y_0 = 10^{-5}$ which affects the thrust distribution below $\tau_0 \sim \sqrt{y_0}$. This forbids us from probing the far infrared region and we perform the fit for values of $\tau$ larger than $\tau_0$. Because of the presence of large fluctuations in the Monte Carlo
results, each color contribution is fitted separately over an interval where the distribution is stable and the different results are combined to find the numerical value of \( C_3 \). The results of the fits and the different fit intervals are given in Table 1. As an alternative approach

| Color     | \((- \log \tau)_{\text{min}}\) | \((- \log \tau)_{\text{max}}\) | Fit result     |
|-----------|-------------------------------|-------------------------------|----------------|
| \( N^2 \) | 4.2                           | 5.2                           | 3541 ± 51      |
| \( N^0 \) | 4.2                           | 5.4                           | -265 ± 8       |
| \( 1/N^2 \) | 3.8                         | 5.2                           | -71 ± 3        |
| \( Nn_F \) | 4.6                          | 5.6                           | -5078 ± 145    |
| \( n_F/N \) | 4.6                         | 5.8                           | 236 ± 7        |
| \( n_F^2 \) | 4.2                          | 5.2                           | 95 ± 120       |
| Sum of all colors | 4.2                      | 5.2                           | -1543 ± 147    |
| All colors   | 4.2                          | 5.2                           | -1051 ± 178    |

**Table 1:** Intervals and results of the fits for \( C_3 \) for the different color contributions.

we first sum all the color contributions to the \( C(\tau) \) coefficient, then we subtract Eq. (2.13) and finally fit \( C_3 \). The result of the second approach is shown in Figure 7. We consider the difference between the two approaches as a systematic error and as final result we obtain

\[
C_3 = -1050 \pm 180(\text{stat.}) \pm 500(\text{syst.}).
\]  

(4.35)

With the determination of the \( O(\alpha_s^3) \) constant we now have all the needed ingredients to perform the matching of the NNLL resummed result to the fixed NNLO.

5. Matching of resummation to fixed-order calculations

There are different matching schemes proposed in the literature, however mainly two are used: the \( R \)-matching scheme and the \( \log(R) \)-matching scheme [16, 19]. The new results presented in the previous sections allow us to compare for the first time the predictions
of the two schemes at NNLL+NNLO accuracy. In the $R$-matching scheme the two expressions (2.7) and (2.9) are matched and logarithms appearing twice are subtracted. The explicit expression for the matched integrated cross section $R(\tau, Q)$ depends on both the logarithmic and fixed-order accuracy considered in the matching. At NNLL+NNLO the following formula holds (for the sake of clarity we drop any dependence on the renormalization scale, which will be analyzed separately and write only $\alpha_s L$ as arguments of the $g_i$ functions):

$$
R(\tau, Q) = (1 + C_1 \tilde{\alpha}_s + C_2 \tilde{\alpha}_s^2 + C_3 \tilde{\alpha}_s^3) e^{(L g_1(\alpha_s L) + g_2(\alpha_s L) + \frac{\alpha_s}{2} \beta_0 g_3(\alpha_s L) + \tilde{\alpha}_s^2 L G_{31})}
+ \tilde{\alpha}_s \left( A(\tau) - R_{\log}^{(1)}(\tau) \right) + \tilde{\alpha}_s^2 \left( B(\tau) - R_{\log}^{(2)}(\tau) \right) + \tilde{\alpha}_s^3 \left( C(\tau) - R_{\log}^{(3)}(\tau) \right). 
$$

(5.1)

The terms in the second line correspond to the remainder functions $d_i(\tau)$ defined above. It is however preferable to write it as difference between the full fixed-order coefficient and its logarithmic part since these are the functions which are known in practice.

The $\log(R)$-matching scheme is believed to be theoretically the most stable one and for this reason it is generally preferred [19]. In this case the matching procedure is given by

$$
\log \left( R(\tau, \alpha_s) \right) = L g_1(\alpha_s L) + g_2(\alpha_s L) + \tilde{\alpha}_s g_3(\alpha_s L)
+ \tilde{\alpha}_s \left( A(\tau) - G_{11} L - G_{12} L^2 + \right.
\left. \frac{1}{2} A_1^2(\tau) - G_{21} L - G_{22} L^2 - G_{23} L^3 \right)
+ \tilde{\alpha}_s^2 \left( C(\tau) - A(\tau) B(\tau) + \frac{1}{3} A_1^3(\tau) - G_{32} L^2 - G_{33} L^3 - G_{34} L^4 \right). 
$$

(5.2)

The matching procedures presented above are valid over the whole phase space. However, unlike the fixed-order prediction (2.7), in which every coefficient vanishes in the kinematical limit such that $R(\tau_{\max}) = 1$, in the limit $\tau \to \tau_{\max}$ the two predictions (5.1) and (5.2) give a wrong ($i.e.$ non-vanishing) result. A fixed-order calculation takes into account only a finite (in fact very few) number of final state particles so the differential cross section $d\sigma/d\tau$ obviously has to vanish at the kinematical limit $\tau = \tau_{\max}$.

For the NNLO fixed-order prediction, the maximum number of final state jets is five. Therefore the cross section should vanish at the kinematical limit for six partons. The limited predictive ability of the two matching schemes in the multijet region can be solved by modifying them slightly. This is done by imposing a kinematical constraint, which assures the right prediction for $\tau \to \tau_{\max}$.

The constraints for the so-called modified $\log(R)$-matching scheme are [19]

$$
\log \left( R(\tau_{\max}, \alpha_s) \right) = 0, \quad \frac{1}{\sigma} \left. \frac{d\sigma(\tau)}{d\tau} \right|_{\tau = \tau_{\max}} = \left. \frac{dR(\tau)}{d\tau} \right|_{\tau = \tau_{\max}} = 0. 
$$

(5.3)

In order to fulfil these two constraints, we follow the prescription proposed in [19] and redefine $L$ as follows:

$$
L \rightarrow L' = \frac{1}{p} \log \left( \left( \frac{1}{\tau} \right)^p - \left( \frac{1}{\tau_{\max}} \right)^p + 1 \right). 
$$

(5.4)
The power \( p \) is called “degree of modification”. We choose \( p = 1 \), as usual in literature. It determines how fast the integrated cross section is damped at the kinematical limit. The value of \( \tau_{\text{max}} \) is given by symmetry arguments and at LO and NLO can be computed exactly giving respectively \( \tau_{\text{max}, \text{LO}} = 1/3 \) and \( \tau_{\text{max}, \text{NLO}} = 1 - 1/\sqrt{3} \). At NNLO we can fix it using the result given by EERAD3 at \( \tau_{\text{max}} = 0.4275 \).

For the \( \log(R) \)-matching scheme, the substitution (5.4) is sufficient to fulfil the constraints (5.3). In the \( R \)-matching scheme one further modification is needed

\[
G_{i1} \to G_{i1}(\tau) = G_{i1} \left[ 1 - \left( \frac{\tau}{\tau_{\text{max}}} \right)^p \right], \quad i = 1, 2, 3,
\]

leading to the following expression for the \( R \)-matching at NNLL+NNLO:

\[
R(\tau) = (1 + C_1 \bar{\alpha}_s + C_2 \bar{\alpha}_s^2 + C_3 \bar{\alpha}_s^3) \times \exp \left[ \log(\tau) - \frac{1}{2} \tau^{\frac{1}{3}} \right],
\]

\[
+ \bar{\alpha}_s \left( A(\tau) - R^{(1)}_{\log}(\tau) \right),
\]

\[
+ \bar{\alpha}_s^2 \left( B(\tau) - R^{(2)}_{\log}(\tau) \right),
\]

\[
+ \bar{\alpha}_s^3 \left( C(\tau) - R^{(3)}_{\log}(\tau) \right).
\]

The dependence on the renormalization scale was so far not considered. Every term beyond the leading order acquires an explicit \( \mu \)-dependence, which for the fixed-order coefficients is given in (2.4). For the resummation functions \( g_i(\alpha_s \mu) \) the renormalization scale dependence is given by

\[
g_2(\alpha_s \mu^2) \to \tilde{g}_2 (\alpha_s \mu^2) = g_2(\alpha_s \mu) + \frac{\beta_0}{\pi} (\alpha_s \mu)^2 g_1(\alpha_s \mu) \log(\mu^2)
\]

\[
g_3(\alpha_s \mu^2) \to \tilde{g}_3 (\alpha_s \mu^2) = g_3(\alpha_s \mu) + \frac{\beta_1}{\pi^2} (\alpha_s \mu)^2 g_1(\alpha_s \mu) \log(\mu^2)
\]

\[
+ \frac{\beta_0}{\pi^2} (\alpha_s \mu)^2 g_1(\alpha_s \mu) + \frac{\beta_0}{\pi} (\alpha_s \mu)^3 g_1''(\alpha_s \mu) \log(\mu^2)^2,
\]

where \( g_i'(\alpha_s \mu) \) stands for the derivative of \( g_i(\alpha_s \mu) \) with respect to \( \alpha_s \mu \). Correspondingly the coefficients \( G_{ij} \) and \( C_i \) change as follows:

\[
G_{21} \to \tilde{G}_{21} (\mu^2) = G_{21} + 2 \beta_0 G_{11} \log(x^2_\mu)
\]

\[
G_{22} \to \tilde{G}_{22} (\mu^2) = G_{22} + 2 \beta_0 G_{12} \log(x^2_\mu)
\]

\[
G_{33} \to \tilde{G}_{33} (\mu^2) = G_{33} + 2 \beta_0 G_{23} \log(x^2_\mu)
\]

\[
G_{31} \to \tilde{G}_{31} (\mu^2) = G_{31} + 2 \beta_0 \log(x^2_\mu)^2 G_{11} + 2 \log(x^2_\mu) (2 \beta_0 G_{21} + 2 \beta_1 G_{11})
\]

\[
G_{32} \to \tilde{G}_{32} (\mu^2) = G_{32} + 2 \beta_0 \log(x^2_\mu)^2 G_{12} + 2 \log(x^2_\mu) (2 \beta_0 G_{22} + 2 \beta_1 G_{12})
\]

\[
C_2 \to \tilde{C}_2 (\mu^2) = C_2 + 2 \beta_0 C_1 \log(x^2_\mu)
\]

\[
C_3 \to \tilde{C}_3 (\mu^2) = C_3 + 2 (2 \beta_0 C_2 + 2 \beta_1 C_1) \log(x^2_\mu) + (2 \beta_0 \log(x^2_\mu))^2 C_1.
\]
One further source of arbitrariness is the choice of the logarithm to be resummed. In fact, it is not clear whether powers of $\alpha_s \log(1/\tau)$ or powers of $\alpha_s \log(2/\tau)$ have to be resummed. The origin of this arbitrariness has to do with how much of the non-logarithmic part of the fixed-order prediction is exponentiated together with the logarithms. We can express this arbitrariness by introducing a new constant $x_L$, which rescales the logarithm to be resummed [19]:

$$L \to \hat{L} = \frac{1}{p} \log \left[ \left( \frac{1}{x_L \tau} \right)^p - \left( \frac{1}{x_L \tau_{\text{max}}} \right)^p + 1 \right]. \quad (5.10)$$

This rescaling modifies once more the resummed formulae and their expansion coefficients. By requiring $\hat{R}(\tau) = R(\tau)$, where $\hat{R}(\tau)$ denotes the rescaled integrated cross section according to (5.10), we find the following replacements:

$$\hat{C}_1(\tau) = C_1 + G_{11} \log(x_L) + G_{12} \log(x_L)^2, \quad (5.11)$$

$$\hat{C}_2(\tau) = C_2 + (G_{21} + C_1 G_{11}) \log(x_L) + \left( G_{22} + \frac{1}{2} G_{11}^2 + C_1 G_{12} \right) \log(x_L)^2$$

$$+ (G_{23} + G_{12} G_{11}) \log(x_L)^3 + \frac{1}{2} G_{12}^2 \log(x_L)^4, \quad (5.12)$$

$$\hat{C}_3(\tau) = C_3 + (G_{31} + C_1 G_{21} + C_2 G_{11}) \log(x_L)$$

$$+ \left( G_{32} + C_1 G_{22} + \frac{1}{2} C_1 G_{11}^2 + C_2 G_{12} + G_{11} G_{21} \right) \log(x_L)^2$$

$$+ \left( G_{33} + G_{11} G_{22} + G_{12} G_{21} + C_1 G_{11} G_{12} + \frac{1}{6} G_{11}^2 + C_1 G_{23} \right) \log(x_L)^3$$

$$+ \left( G_{34} + G_{12} G_{22} + \frac{1}{2} C_1 G_{12}^2 + G_{11} G_{23} + \frac{1}{2} G_{11}^2 G_{12} \right) \log(x_L)^4$$

$$+ \left( G_{12} G_{23} + \frac{1}{2} G_{12}^2 G_{11} \right) \log(x_L)^5 + \frac{1}{6} G_{12}^3 \log(x_L)^6, \quad (5.13)$$

$$G_{12} \to \hat{G}_{12} = G_{12}, \quad \hat{G}_{23} = G_{23}, \quad \hat{G}_{34} = G_{34},$$

$$G_{11} \to \hat{G}_{11} = G_{11} + 2G_{12} \log(x_L),$$

$$G_{22} \to \hat{G}_{22} = G_{22} + 3G_{23} \log(x_L),$$

$$G_{33} \to \hat{G}_{33} = G_{33} + 4G_{34} \log(x_L),$$

$$G_{21} \to \hat{G}_{21} = G_{21} + 2G_{22} \log(x_L) + 3G_{23} \log(x_L)^2,$$

$$G_{32} \to \hat{G}_{32} = G_{32} + 3G_{33} \log(x_L) + 6G_{34} \log(x_L)^2,$$

$$G_{31} \to \hat{G}_{31} = G_{31} + 2G_{32} \log(x_L) + 3G_{33} \log(x_L)^2 + 4G_{34} \log(x_L)^3. \quad (5.14)$$

The corresponding changes of the $g_i$ functions are

$$g_1(\alpha_s L) \to \hat{g}_1(\alpha_s \hat{L}) = g_1(\alpha_s \hat{L}),$$

$$g_2(\alpha_s L) \to \hat{g}_2(\alpha_s \hat{L}) = g_2(\alpha_s \hat{L}) + \left( g_1(\alpha_s \hat{L}) + (\alpha_s \hat{L}) g'_1(\alpha_s \hat{L}) \right) \log(x_L),$$

$$g_3(\alpha_s L) \to \hat{g}_3(\alpha_s \hat{L}) = g_3(\alpha_s \hat{L}) + \frac{\pi}{\beta_0} g'_2(\alpha_s \hat{L}) \log(x_L)$$

$$+ \frac{\pi}{\beta_0} \left( g'_1(\alpha_s \hat{L}) + \frac{1}{2} (\alpha_s \hat{L}) g''_1(\alpha_s \hat{L}) \right) \log(x_L)^2. \quad (5.15)$$
The transformations due to a variation of $x_\mu$ and $x_L$ are completely general and hold for all possible event-shape observables which can be described with this matching formalism. Furthermore the order in which they are carried out is not important since they commute.

6. Results

Having set up the matching formalism in a way to access the theoretical uncertainties, we can apply it to the case of thrust derived in Section 4 using the fixed order result from EERAD3 [22, 23].

![Figure 8: Comparison of the weighted cross section in the log(R)-matching using NNLL+NNLO and NLL+NNLO. The plot on the top shows the two distributions, with the uncertainty band due to scale dependence. The curve in the middle shows the difference between NNLL+NNLO and NLL+NNLO normalized to the NLL+NNLO curve. The impact of the resummation at NNLL is an increase in the distribution of order 5-8%. The lowest plot shows the absolute scale dependence of the two curves.](image)

In Figure 8 we compare the weighted cross section of the new matched NNLL+NNLO results with the old NLL+NNLO derived in [32]. The modification due to the resummation is sizable, leading to a 8% increase of the distribution around the peak region. The effect of the additional resummed subleading logarithms becomes progressively less important towards the multijet region, where the increase is nevertheless of about 5%. It is interesting
to note that the matching of NNLO with NNLL resummation shifts the pure NNLO result also in the multijet region (Figure 9). This was not the case for NLL+NNLO, for which the impact of resummation in the region of large $\tau$ was negligible. This is another sign of the importance of the NNLL contribution.

![Figure 9](image-url) Comparison of the weighted cross section at NNLO with the matched NNLL+NNLO predictions. The contribution of NNLL resummation is sizable over the full thrust range.

![Figure 10](image-url) Comparison of the parton level fixed-order prediction at NNLO to NLL+NNLO and NNLL+NNLO distributions. Experimental data are taken from the ALEPH collaboration [1].

The renormalization scale dependence, which was observed to increase from pure NNLO to NLL+NNLO [32,35] because of a mismatch in the cancellation of renormalization scale logarithms, is obtained by varying $0.5 < x_\mu < 2$. It decreases at NNLL+NNLO by 20% in the peak region compared to NLL+NNLO. The magnitude of the scale uncertainty varies between 4% in the 3-jet region and 5% around the peak.

In Figure 10 we compare the unweighted parton-level cross section at NNLO with the matched NLL+NNLO and NNLL+NNLO cross sections and with experimental hadron-level data from the ALEPH experiment [1]. We note that there is a visible shift of the theoretical prediction towards the experimental data, which are best described by the newly computed NNLL+NNLO distribution. Around the peak region, where non-perturbative hadronization corrections are large, the parton level prediction fails to describe the data. Hadronization effects can account for this discrepancy. We will address this issue in a future publication.

The computation of the two-loop constant $C_2$ presented in Section 3 and the fit of the $O(\alpha_s^3)$ constant $C_3$ of Section 4.2 allow us to perform for the first time the matching in the $R$-scheme using NNLL accuracy and fixed NNLO results. On the left plot in Figure 11 we compare the $R$-matching and the $\log(R)$-matching scheme predictions at NNLL+NNLO. The difference between the two matching prescriptions is very small and lies well below the scale uncertainty. This implies a very good stability of the theoretical predictions under variation of the matching scheme. Because of the big uncertainty in the value of the constant $C_3$, we vary it within its error to investigate the phenomenological impact on the cross section. The results are shown in the right plot of Figure 11. The upper plot shows the different distributions obtained by setting $C_3 = -500, -1000, -1500$ respectively. The
three curves are almost indistinguishable and the tiny fluctuations in the distributions are due to the fluctuations of the NNLO result. In the lower plot we take the distribution with $C_3 = -1000$ as reference and plot the difference between the reference cross section and those obtained with $C_3 = -500$ and $C_3 = -1500$ respectively. The difference is less than 1.5% and it is therefore completely negligible compared the other theoretical uncertainties.

As discussed in the previous section, another source of theoretical uncertainty is the choice of the logarithms to be resummed. We can estimate this uncertainty by varying the parameter $x_L$. In Ref. [19] several prescriptions are given on how to set the correct variation
range for $x_L$ for different observables. For the sake of simplicity and since we are not performing a fit of the strong coupling constant, we choose to vary $x_L$ within the canonical interval $0.5 < x_L < 2$, similarly to what is chosen to quantify the renormalization scale uncertainty. This choice is also close to the nominal range of variation proposed in [19]. The impact of this variation is shown in Figure 12. The left plots show a comparison of the $x_L$-dependence between NLL+NNLO and NNLL+NNLO predictions. The lower plot allows to quantify the reduction of the uncertainty due to a variation $x_L$. Apart from the far infrared region, it is observed to decrease by 50% in the peak region. The scale-dependence reduction is smaller towards the multijet region, where the contribution of the logarithmic part becomes less important. The resummation uncertainty at NNLL+NNLO varies between 2% and 3%. In the right plots the same comparison is made at NNLL+NNLO using the $R$-matching and $\log(R)$-matching schemes. We observe a similar $x_L$-dependence in both schemes.

7. Conclusions and outlook

In this paper, we computed the resummed thrust cross section in $e^+e^-$ annihilation to NNLL accuracy in Laplace space and we provided a compact expression for it in momentum space. We analytically derived the two-loop corrections to the soft subprocess for thrust, for which only two conflicting numerical results [42,50] fitted to the subtracted fixed-order expressions were available previously. We find reasonable agreement with the result of [50] within its uncertainty. Our result for the soft corrections agrees with a contemporaneous calculation obtained from the generic two-loop hemisphere soft function [51].

Our NNLL result for the thrust distribution confirms an earlier calculation carried out in the SCET framework [42] in a different calculational approach. We find full analytic agreement between the two results, including the absence of power-suppressed terms which would be beyond the logarithmic accuracy.

The NNLL corrections were matched to the fixed-order NNLO prediction for the thrust distribution in the $R$-matching and the $\log(R)$-matching schemes. By inspecting renormalization-scale logarithms in the resummed and fixed-order expressions, the appropriate combinations are NLL+NLO and NNLL+NNLO, while the NLL+NNLO combination leads to a mismatch in these logarithms, resulting in an enhanced scale-dependence. We observe that the NNLL contribution is sizable even outside the dijet region and that the inclusion of the NNLL corrections further stabilizes the perturbative prediction throughout the full kinematical range.

A comparison with experimental data has to include hadronization effects, which are most pronounced in the two-jet region. In the past, these were often obtained using leading-logarithmic parton shower Monte Carlo programs, which turn out to be clearly insufficient [35] in view of the precision now attained by the perturbative description. Systematic approaches to hadronization within the dispersive model [31, 75] or by using the shape function formalism [43] are offering a more reliable description. We will address this issue in future work.
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A. Constants and anomalous dimensions

The renormalization group equation for the QCD coupling constant reads

\[ \frac{d \alpha_s(\mu)}{d \log \mu^2} = -\alpha_s(\mu) \left( \frac{\alpha_s(\mu)}{\pi} \beta_0 + \frac{\alpha_s^2(\mu)}{\pi^2} \beta_1 + \left( \frac{\alpha_s^2(\mu)}{\pi^2} \right) \beta_2 + \left( \frac{\alpha_s^2(\mu)}{\pi^2} \right)^3 \beta_3 + \ldots \right), \]  

(A.1)

where the coefficients of the \( \beta(\alpha_s) \) functions are

\[ \beta_0 = \frac{11}{12} C_A - \frac{1}{3} T_F n_F, \]
\[ \beta_1 = \frac{17}{24} C_A^2 - \frac{5}{12} C_A T_F n_F - \frac{1}{4} C_F T_F n_F, \]
\[ \beta_2 = \frac{325}{3456} n_F^2 - \frac{5033}{1152} n_F + \frac{2857}{128}, \]
\[ \beta_3 = \frac{1093}{186624} n_F^3 + \left( \frac{50065}{41472} + \frac{809}{2592} \zeta_3 \right) n_F^2 - \left( \frac{1078361}{41472} + \frac{1627}{1728} \zeta_3 \right) n_F + \frac{891}{64} \zeta_3 + \frac{149753}{256}, \]  

(A.2)

Equation (A.1) can be solved in perturbation theory and it gives the following resummed expression for the strong coupling

\[ \alpha_s(\mu) = \frac{\alpha_s(\mu_R)}{1 + 2 \lambda} \left( 1 - \frac{\alpha_s(\mu_R) \beta_1}{1 + 2 \lambda} \log(1 + 2 \lambda) + \frac{\alpha_s^2(\mu_R)}{(1 + 2 \lambda)^2} \left( \frac{\beta_2^3}{\beta_0^2} \right) \log(1 + 2 \lambda) (1 + 2 \lambda) - 1 \right. \]
\[ + \left. 2 \lambda \right) \frac{\beta_2}{\beta_0^2} 2 \lambda + \frac{\alpha_s^3(\mu_R)}{(1 + 2 \lambda)^3} \left( \frac{\beta_3^3}{\beta_0^3} \right) \log^3(1 + 2 \lambda) + \left. \frac{5}{2} \log^2(1 + 2 \lambda) - \log(1 + 2 \lambda) \right. \]
\[ - \left. 2 \lambda \right) \frac{\beta_3}{\beta_0} 2 \lambda (1 + \lambda) + \frac{\beta_1 \beta_2}{\beta_0^2} \left( 2(1 + 2 \lambda) \log(1 + 2 \lambda) - 3 \log(1 + 2 \lambda) + 2 \lambda(1 + 2 \lambda) \right) \right) \]
\[ + \ldots, \]  

(A.3)

where here \( \lambda = (\alpha_s(\mu_R)/\pi) \beta_0 \log(\mu/\mu_R) \). The coefficients \( A^{(i)} \) and \( B^{(i)} \) used in the resummed cross section (4.4) can be computed using \( \Gamma_{\text{soft}} \) at two-loop order and the three-loop Altarelli-Parisi splitting functions computed in [71, 72]. Using the notation (4.13) we
find

\[ A^{(1)} = C_F, \]
\[ A^{(2)} = C_F \left( C_A \left( \frac{67}{36} - \frac{\pi^2}{12} \right) - \frac{5}{9} T_{F_F} n_F \right), \]
\[ A^{(3)} = C_F n_F^2 \left( \frac{25}{324} - \frac{\pi^2}{216} \right) + C_A C_F n_F \left( - \frac{2051}{1296} + \frac{7\pi^2}{72} \right) - \frac{55}{96} + \frac{\zeta_3}{2} \right) \]
\[ + C_A^2 \left( \frac{15503}{2592} - \frac{389\pi^2}{864} + \frac{11\pi^4}{720} - \frac{11\zeta_3}{4} \right), \]
\[ B^{(1)} = - \frac{3}{4} C_F, \]
\[ B^{(2)} = C_F n_F \left( \frac{1}{48} + \frac{\pi^2}{36} \right) + C_F^2 \left( - \frac{3}{32} + \frac{\pi^2}{8} - \frac{3\zeta_3}{2} \right) + C_A C_F \left( - \frac{17}{96} - \frac{11\pi^2}{72} + \frac{3\zeta_3}{4} \right), \]

(A.4)

\[ B^{(3)} = C_A C_F n_F \left( - \frac{5}{16} + \frac{167\pi^2}{1296} - \frac{\pi^4}{2880} - \frac{25\zeta_3}{72} \right) + C_F n_F^2 \left( \frac{17}{576} - \frac{5\pi^2}{648} + \frac{\zeta_3}{36} \right) \]
\[ + C_F^2 n_F \left( \frac{23}{64} - \frac{5\pi^2}{288} - \frac{29\pi^4}{4320} + \frac{17\zeta_3}{24} \right) + C_A C_F^2 \left( - \frac{151}{256} + \frac{205\pi^2}{576} + \frac{247\pi^4}{8640} - \frac{211\zeta_3}{48} \right) \]
\[ - \frac{1}{24} \pi^2 \zeta_3 - \frac{15\zeta_5}{8} \right) + C_A^2 C_F \left( \frac{1657}{2304} - \frac{281\pi^2}{648} + \frac{\pi^4}{1152} + \frac{97\zeta_3}{36} - \frac{5\zeta_5}{8} \right) \]
\[ + C_F^3 \left( - \frac{29}{128} - \frac{3\pi^2}{64} - \frac{\pi^4}{40} - \frac{17\zeta_3}{16} + \frac{12\pi^2 \zeta_3 + 15\zeta_5}{4} \right). \]

(A.5)

The functions \( H(1, \alpha_s(Q)) \), \( \tilde{J}(1, \alpha_s(\sqrt{(N_0/N)}Q)) \) and \( \tilde{S}(1, \alpha_s(N_0Q/N)) \) can be expanded in a power series in the coupling as

\[ H(1, \alpha_s(Q)) = 1 + \sum_{i=1}^{\infty} c_h^{(i)} \frac{\alpha_s^{(i)}(Q)}{\pi^i}, \quad \tilde{J} \left( 1, \alpha_s(\sqrt{(N_0/N)}Q) \right) = 1 + \sum_{i=1}^{\infty} c_j^{(i)} \frac{\alpha_s^{(i)}(\sqrt{(N_0/N)}Q)}{\pi^i}, \]
\[ \tilde{S}(1, \alpha_s(N_0Q/N)) = 1 + \sum_{i=1}^{\infty} c_s^{(i)} \frac{\alpha_s^{(i)}(N_0Q/N)}{\pi^i}. \]

(A.6)

The coefficients \( c_h^{(i)} \) can be evaluated using the on-shell quark form factor [46, 47], normalized to the total hadronic cross section

\[ c_h^{(1)} = C_F \left( - \frac{19}{4} + \frac{7\pi^2}{12} \right), \]
\[ c_h^{(2)} = C_F^2 \left( \frac{745}{64} - \frac{13\pi^2}{6} + \frac{67\pi^4}{480} - \frac{15\zeta_3}{4} \right) + C_F n_F T_F \left( \frac{5867}{1296} - \frac{91\pi^2}{216} - \frac{17\zeta_3}{18} \right) \]
\[ + C_A C_F \left( - \frac{71083}{5184} + \frac{1061\pi^2}{864} - \frac{\pi^4}{90} + \frac{511\zeta_3}{72} \right). \]

(A.7)
The two loop non-logarithmic term of the collinear subprocess was computed in [48], resulting in

\[ c^{(1)}_j = C_F \left( \frac{7}{4} - \frac{\pi^2}{6} \right), \]

\[ c^{(2)}_j = C_F T_{F n_F} \left( -\frac{4057}{2592} + \frac{13\pi^2}{144} \right) + C_F C_A \left( \frac{53129}{10368} - \frac{155\pi^2}{576} - \frac{37\pi^4}{2880} - \frac{9\zeta_3}{8} \right) \]

\[ + C^2_F \left( \frac{205}{128} - \frac{97\pi^2}{192} + \frac{61\pi^4}{1440} - \frac{3\zeta_3}{8} \right), \]

(A.8)

and the non-logarithmic part of the two loop soft subprocess was computed in section 2 (3.53), (3.54)

\[ c^{(1)}_s = -C_F \frac{\pi^2}{4}, \]

\[ c^{(2)}_s = \frac{\pi^4}{32} C_F + C_F T_{F n_F} \left( \frac{5}{81} + \frac{77\pi^2}{216} - \frac{13\zeta_3}{18} \right) + C_A C_F \left( -\frac{535}{324} - \frac{871\pi^2}{864} + \frac{7\pi^4}{120} + \frac{143\zeta_3}{72} \right). \]

(A.9)

**B. Computation of the \( G_{31} \) coefficient and of the constant terms**

The starting point to obtain Eq. (4.27) is the cross section in Laplace space (4.4) in which we include the coefficients \( A^{(i)} \) and \( B^{(i)} \) with \( i \leq 3 \). In Section 4 we show that this is sufficient to compute the \( N^2\)LL function \( f_3(\lambda) \) and the \( N^3\)LL coefficient \( \tilde{G}_{31} \). The latter combines with terms arising from the inverse Laplace transform to produce \( G_{31} \). With the normalization chosen for the functions \( f_i(\lambda) \) (Eqs. (4.14–4.16)) the constant terms in Eq. (4.10) are defined as

\[ H(\frac{Q}{\mu}, \alpha_s(\mu)) \exp \left( \frac{\alpha_s}{2\pi} \tilde{G}_{10} + \frac{\alpha_s^2}{(2\pi)^2} \tilde{G}_{20} + \mathcal{O}(\alpha_s^3) \right) = 1 + \frac{\alpha_s}{2\pi} \tilde{C}_1 + \left( \frac{\alpha_s}{2\pi} \right)^2 \tilde{C}_2 + \mathcal{O}(\alpha_s^3), \]

(B.1)

where \( \tilde{G}_{10} \) and \( \tilde{G}_{20} \) are the constant terms left in the exponent after computing \( f_3(\lambda) \) and \( \tilde{G}_{31} \).

In the Laplace inversion we have to add the \( N^3\)LL term \( \frac{1}{6} \tilde{F}^{(3)}(\alpha_s(Q^2), \log \frac{1}{\tau}) \log^3 \nu \) in square brackets of Eq. (4.21) and include the next subleading term in the definition of \( \tilde{F}^{(1)} \) and \( \tilde{F}^{(2)} \) getting

\[ \mathcal{F}^{(1)}(\alpha_s(Q^2), \log \frac{1}{\tau}) = f_1(\lambda) + \lambda f'_1(\lambda) + \frac{\alpha_s}{\pi} \beta_0 f_2'(\lambda) + \left( \frac{\alpha_s}{\pi} \beta_0 \right)^2 f_3'(\lambda) + \mathcal{O}(\alpha_s^3 \log^{-3} \frac{1}{\tau}), \]

\[ \mathcal{F}^{(2)}(\alpha_s(Q^2), \log \frac{1}{\tau}) = 2 \frac{\alpha_s}{\pi} \beta_0 f'_1(\lambda) + \frac{\alpha_s}{\pi} \beta_0 \lambda f''_1(\lambda) + \left( \frac{\alpha_s}{\pi} \beta_0 \right)^2 f''_2(\lambda) + \mathcal{O}(\alpha_s^3 \log^{-3} \frac{1}{\tau}), \]

\[ \mathcal{F}^{(3)}(\alpha_s(Q^2), \log \frac{1}{\tau}) = 3 \left( \frac{\alpha_s}{\pi} \beta_0 \right)^2 f''_1(\lambda) + \left( \frac{\alpha_s}{\pi} \beta_0 \right)^2 \lambda f'''_1(\lambda) + \mathcal{O}(\alpha_s^3 \log^{-3} \frac{1}{\tau}). \]

(B.2)

It is important to notice that the terms \( f''_2(\lambda) \), \( f'''_2(\lambda) \) and the whole \( \mathcal{F}^{(3)}(\alpha_s(Q^2), \log \frac{1}{\tau}) \) contribute at most with logarithmic order \( \mathcal{O}(\alpha_s^3 \log^{-2} \frac{1}{\tau}) \) (i.e. \( N^3\)LL) and we do not need
them for a $N^2$LL order resummation. Nevertheless, they are relevant for the computation of the coefficient $G_{31}$, so we keep them. We now solve the integrals as shown in Section 4.1 neglecting subleading ($N^4$LL) terms and we expand the final result through order $O(\alpha_s^3 \log \frac{1}{\tau})$ obtaining $C_1$, $C_2$ explicitly as reported in Eq. (4.29,4.30). To determine $G_{31}$ we observe that the coefficient of $\alpha_s^3 \log \frac{1}{\tau}$ in the previous expansion is $G_{31} + C_1G_{21} + C_2G_{11}$, where $G_{21}$ and $G_{11}$ are known. The result is reported in Eq. (4.31).

C. Evaluation of the integrals over soft gluons transverse momenta

In the present section we show how to evaluate the integrals over the transverse component of soft gluon momenta used in the text. Let us consider the integral

$$ \int d^{d-2} q_\perp d^{d-2} k_\perp \delta^{(+)}(q_2^2) \delta^{(+)}(k^2) \frac{(q - k)^2}{(q + k)^2 - i0}. $$

(C.1)

Using the relations

$$ k^2 = (k \cdot n)(k \cdot \bar{n}) - k_\perp^2, \quad d^{d-2} k_\perp = \frac{\pi^{1-\epsilon}}{\Gamma(1-\epsilon)} (k_\perp^2)^{-\epsilon} dk_\perp^2, $$

$$ q^2 = (q \cdot n)(q \cdot \bar{n}) - q_\perp^2, \quad d^{d-2} q_\perp = \frac{\pi^{\frac{1}{2} - \epsilon}}{\Gamma(\frac{1}{2} - \epsilon)} (q_\perp^2)^{-\epsilon} dq_\perp^2 \sin^{-2\epsilon}(\theta) d\theta, $$

where $\theta$ is the angle between the $d - 2$-dimensional euclidean vectors $q_\perp$ and $k_\perp$, we can recast (C.1) as follows

$$ \frac{\pi^{1-\epsilon}}{\Gamma(1-\epsilon)} \frac{\pi^{\frac{1}{2} - \epsilon}}{\Gamma(\frac{1}{2} - \epsilon)} \int dk_\perp^2 dq_\perp^2 (k_\perp^2)^{-\epsilon}(q_\perp^2)^{-\epsilon} \delta^{(+)}((k \cdot n)(k \cdot \bar{n}) - k_\perp^2) \delta^{(+)}((q \cdot n)(q \cdot \bar{n}) - q_\perp^2) $$

$$ \times \frac{\sin^2(\theta)^{-\epsilon} d\theta}{\cos(\theta) \left[ \frac{(k \cdot n)(q \cdot n)(k \cdot \bar{n}) + (q \cdot n)(k \cdot \bar{n})}{2|k_\perp||q_\perp|} \right] + i0}. $$

(C.2)

The integrals over $q_\perp^2$ and $k_\perp^2$ can be easily evaluated using the two $\delta$ functions while the angular integral needs some attention. We set $\frac{(k \cdot n)(q \cdot n)(k \cdot \bar{n}) + (q \cdot n)(k \cdot \bar{n})}{2|k_\perp||q_\perp|} = \mathcal{K}$ and we consider the angular part of Eq. (C.2)

$$ \int_0^\pi \frac{(\sin^2(\theta))^{-\epsilon} d\theta}{\cos(\theta) - \mathcal{K} + i0}, $$

where it is straightforward to show that $\mathcal{K} \geq 1$. The previous integral can be evaluated by setting $\cos(\theta) \to 2t - 1$ and using the integral representation of the Hypergeometric function

$$ \int_0^\pi \frac{(\sin^2(\theta))^{-\epsilon} d\theta}{\cos(\theta) - \mathcal{K} + i0} = -4^{-\epsilon} \frac{1}{1 + \mathcal{K} - i0} \int_0^1 dt \frac{(1 - t)^{-\frac{1}{2} - \epsilon} t^{-\frac{1}{2} + \frac{1}{2} - \epsilon}}{1 - \frac{2}{1 + \mathcal{K} - i0} t} = $$

$$ = -4^{-\epsilon} \frac{\Gamma^2\left(\frac{1}{2} - \epsilon\right) F_1\left(1, \frac{1}{2} - \epsilon, 1 - 2\epsilon, \frac{2}{1 + \mathcal{K} - i0}\right)}{\Gamma(1 - 2\epsilon) \left[ 1 + \mathcal{K} - i0 \right]}.$$
This leads to the solution of (C.2)
\[
\int d^{d-2}q d^{d-2}k_{\perp} \frac{\delta^{(+)}(q^2)\delta^{(+)}(k^2)}{(q + k)^2 - i0} = \frac{\pi^{1-\epsilon}}{\Gamma(1 - \epsilon)} \frac{\pi^{\frac{d}{2} - \epsilon}}{\Gamma(\frac{d}{2} - \epsilon)} 4^{-\epsilon} \frac{\Gamma^2(\frac{1}{2} - \epsilon)}{\Gamma(1 - 2\epsilon)} \times
\]
\[
\frac{2F_1\left(1, \frac{1}{2} - \epsilon, 1 - 2\epsilon, 4\frac{\sqrt{(q\cdot n)(q\cdot \bar{n})(k\cdot n)(k\cdot \bar{n})}}{(\sqrt(q\cdot n)(k\cdot n) + \sqrt(q\cdot \bar{n})(k\cdot n))^2}\right)}{(\sqrt(q\cdot n)(k\cdot n) + \sqrt(q\cdot \bar{n})(k\cdot n))^2}
\]
\[
\int d^{d-2}q d^{d-2}k_{\perp} \frac{\delta^{(+)}(q^2)\delta^{(+)}(k^2)}{(q + k)^2 + i0}) - d^{d-2}q d^{d-2}k_{\perp} \frac{\delta^{(+)}(q^2)\delta^{(+)}(k^2)}{(q + k)^2 - i0})
\]
so it amounts to use (C.3) with two different pole prescriptions. It is then straightforward to show that
\[
\int d^{d-2}q d^{d-2}k_{\perp} \frac{\delta^{(+)}(q^2)\delta^{(+)}(k^2)}{(q + k)^2 + i0}) - d^{d-2}q d^{d-2}k_{\perp} \frac{\delta^{(+)}(q^2)\delta^{(+)}(k^2)}{(q + k)^2 - i0})
\]
\[
\times(q \cdot n)^{-\epsilon}(q \cdot \bar{n})^{-\epsilon}(k \cdot n)^{-\epsilon}(k \cdot \bar{n})^{-\epsilon}
\]
\[
\left(\sqrt(q\cdot n)(k\cdot n) + \sqrt(q\cdot \bar{n})(k\cdot n))^2\right)
\]
\[
(C.6)
\]

In the last part of the present section we report some identities for the hypergeometric functions appearing in the calculation:
\[
2F_1\left(1, \frac{1}{2} - \epsilon, 1 - 2\epsilon, 4\frac{z}{(1 + z)^2}\right) = (1 + z)^2 2F_1\left(1, 1 + \epsilon, 1 - \epsilon, z^2\right), \ |z| \leq 1;
\]
\[
(C.7)
\]
\[
2F_1\left(1, 1 + \epsilon, 1 - \epsilon, z\right) = \frac{\Gamma(1 - \epsilon)}{\Gamma(1 + \epsilon)\Gamma(-2\epsilon)\int_0^1 dy y^{\epsilon}(1 - y)^{-1 - 2\epsilon}} 1 - yz, \ \epsilon < 0;
\]
\[
(C.8)
\]
\[
2F_1\left(2, \frac{1}{2} - \epsilon, 1 - 2\epsilon, 4\frac{z}{(1 + z)^2}\right) = (1 + z)^4 2F_1\left(2, 2 + \epsilon, 1 - \epsilon, z^2\right), \ |z| \leq 1;
\]
\[
(C.9)
\]
\[
2F_1\left(2, 2 + \epsilon, 1 - \epsilon, z\right) = \frac{\Gamma(1 - \epsilon)}{\Gamma(1 + \epsilon)\Gamma(-2\epsilon)\int_0^1 dy y^{\epsilon}(1 - y)^{-1 - 2\epsilon}} 1 - z y^2, \ \epsilon < 0.
\]
\[
(C.10)
\]
To prove (C.10) we consider the following relation

\[ 2F_1(2, 2 + \epsilon, 1 - \epsilon, z) = \frac{1}{1 - z} \left( 2F_1(2, 1 + \epsilon, 1 - \epsilon, z) + z \frac{1 + \epsilon}{1 - \epsilon} 2F_1(2, 2 + \epsilon, 2 - \epsilon, z) \right), \]  

(C.11)

and then we use the integral representation of the hypergeometric functions in the right hand side of the previous equation getting

\[ 2F_1(2, 2 + \epsilon, 1 - \epsilon, z) = \frac{1}{1 - z} \left( \frac{\Gamma(1 - \epsilon)}{\Gamma(1 + \epsilon)\Gamma(-2\epsilon)} \int_0^1 dy \frac{y^\epsilon (1 - y)^{-1-2\epsilon}}{(1 - yz)^2} + \frac{1 + \epsilon}{1 - \epsilon} \frac{\Gamma(2 - \epsilon)}{\Gamma(2 + \epsilon)\Gamma(-2\epsilon)} z \int_0^1 dy \frac{y^{1+\epsilon} (1 - y)^{-1-2\epsilon}}{(1 - yz)^2} \right). \]  

(C.12)

Using the relation

\[ \frac{1 + \epsilon}{1 - \epsilon} \frac{\Gamma(2 - \epsilon)}{\Gamma(2 + \epsilon)\Gamma(-2\epsilon)} = \frac{\Gamma(1 - \epsilon)}{\Gamma(1 + \epsilon)\Gamma(-2\epsilon)}, \]  

(C.13)

we prove (C.10).
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