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Abstract—Hybrid analog-digital precoding architectures and low-resolution analog-to-digital converter (ADC) receivers are two solutions to reduce hardware cost and power consumption for millimeter wave (mmWave) multiple-input multiple-output (MIMO) communication systems with large antenna arrays. In this study, we consider a mmWave MIMO-OFDM receiver with a generalized hybrid architecture in which a small number of radio-frequency (RF) chains and low-resolution ADCs are employed simultaneously. Owing to the strong nonlinearity introduced by low-resolution ADCs, the task of data detection is challenging, particularly achieving a Bayesian optimal data detector. This study aims to fill this gap. By using generalized expectation consistent signal recovery technique, we propose a computationally efficient data detection algorithm that provides a minimum mean-square error estimate on data symbols and is extended to a mixed-ADC architecture. Considering particular structure of MIMO-OFDM channel matrix, we provide a low-complexity realization in which only FFT operation and matrix-vector multiplications are required. Furthermore, we present an analytical framework to study the theoretical performance of the detector in the large-system limit, which can precisely evaluate the performance expressions such as mean-square error and symbol error rate. Based on this optimal detector, the potential of adding a few low-resolution RF chains and high-resolution ADCs for mixed-ADC architecture is investigated. Simulation results confirm the accuracy of our theoretical analysis and can be used for system design rapidly. The results reveal that adding a few low-resolution RF chains to original unquantized systems can obtain significant gains.

Index Terms— Millimeter wave, hybrid MIMO architecture, low-resolution ADC, mixed-ADC, data detector, quantized OFDM, Bayesian inference, replica method.

I. INTRODUCTION

Millimeter wave spectrum in the range of 30-300GHz enables the use of multi-gigahertz bandwidth that offers a higher data rates [1]–[3], which have been recommended as an important part of the 5G mobile network. The arrays discussed for mmWave communication may be large due to the small wavelength, such as 16 [4] or 256 [5] elements. Leveraging the large antenna arrays employed at the transmitter and receiver, mmWave systems can perform directional beamforming to achieve high beamforming gain, which helps overcome large free-space pathloss of mmWave signals and guarantees sufficient received signal-to-noise ratio (SNR). Unfortunately, the high hardware cost and power consumption are unaffordable when a dedicated RF chain is used for every antenna. Several massive MIMO architectures have been proposed to overcome this challenge. The first is the hybrid analog and digital precoding scheme, which uses various analog approaches such as phase shifters [6], switches [7], or lens [8] to substantially reduce the number of RF chains. Another way is to use low-resolution ADCs at the receiver [9]–[12].

A. Related work

Hybrid architectures employ a smaller number of RF chains than the number of antennas to reduce power consumption and system complexity. These architectures have been proposed for both low-frequency massive MIMO [13], [14] and mmWave systems [15]–[18]. However, a common limitation of the hybrid architectures is the assumption that the receiver RF chains include high-resolution ADCs [1] which are power-hungry devices, especially when large bandwidth is involved. The power consumption of a typical ADC roughly scales linearly with the bandwidth and grows exponentially with the quantization bits [19].

Thus, an alternative is to use low-resolution ADCs (e.g.,1-3 bits) to replace high-resolution ADCs, thereby resulting in quantized MIMO systems [9]–[12]. Only $\frac{2}{3}$ (1.96 dB) loss of mutual information is incurred in the low-SNR regime with 1-bit ADCs [20], which demonstrates its cost and energy efficiency. Furthermore, several studies have focused on capacity analysis [10], [12], [21], [22], energy efficiency [23]–[25], channel estimation [9], [26], and data detection [27]–[29] for quantized MIMO systems. However, strong nonlinear distortion caused by low-resolution ADCs inevitably causes problems such as high pilot overhead for channel estimation [9] and error floor for multi-user detection [27], [29].

Motivated by the aforementioned concerns, a mixed-ADC architecture for massive MIMO has been proposed [30]–[33], in which most antennas are installed with low-resolution

1 Modern communication systems usually use 8-12 bits ADCs to process received signals, for ease of analysis, we refer to high-resolution ADCs as infinite-resolution ADCs.
ADCs while a few antennas are equipped with high-resolution ADCs. In [30], the generalized mutual information has been investigated to demonstrate that the mixed-ADC architecture is able to achieve a large fraction of the channel capacity of ideal ADC architectures. An optimal data detector for mixed-ADC massive MIMO is proposed in [32] by using generalized approximate message passing (GAMP) algorithm [34], and two simple suboptimal detectors are also involved for complexity reduction. In [35], the spectral and energy efficiency of the mixed-ADC architecture are investigated, showing that this type of architecture can achieve a better energy-rate tradeoff than the ideal high-resolution and pure low-resolution ADC architecture. These studies confirm that the mixed-ADC architecture provides advantages for massive MIMO systems.

The architectures considered in the previous studies exhibit two extreme cases in which either a small number of RF chains with high-resolution ADCs, or the number of low-resolution RF chains equal to the number of antennas is assumed. Recently, [35] proposed a generalized architecture with hybrid beamforming and low-resolution ADCs, demonstrating that the achievable rate is comparable to that obtained by full-precision ADC receivers at low and medium SNRs. Moreover, an adaptive ADC design for a hybrid architecture is proposed, and the corresponding ADC bit allocation algorithm is derived to improve communication performance [36]. However, these studies only consider the spectral and energy efficiency of the generalized architecture.

B. Contributions

In this study, we consider a hybrid architecture with low-resolution ADCs for a mmWave MIMO-OFDM receiver, and also investigate a mixed-ADC architecture. Owing to strong nonlinear distortion caused by coarse quantization on the received signals, the tasks of data detection is more challenging. Several studies focus on data detection for quantized MIMO systems [27]–[29], [32], nevertheless, they only emphasize frequency-flat fading channels. For frequency-selective channels, [37] develops channel estimation and data detection algorithms for quantized massive MIMO-OFDM based on mismatched quantization models, and in [38], uplink performance of wideband massive MIMO with one-bit ADC is analyzed. These studies only focus on low-frequency massive MIMO systems. In fact, in a low-frequency massive MIMO system, an increasing number of receiving antennas is robust against coarse quantization, using a complex nonlinear detector in the receiver is unnecessary because a traditional linear detector, such as linear MMSE (LMMSE) detector is competent. However, in mmWave MIMO systems, limited RF chains are in the receiver, which means that observations are limited. Under the circumstances, achieving optimal detection is significantly important.

In [39], an optimal and computationally tractable data detector based on turbo iteration principle is proposed for the mmWave quantized SISO-OFDM system. However, higher data rates are needed for mmWave wireless systems, which mainly consider MIMO communication with multi-stream and multi-user scenarios. Furthermore, an optimal detector is necessary for performance analysis and design optimization. To the best of our knowledge, no study has been conducted to exploit the optimal detector for mmWave quantized MIMO-OFDM systems. The present study takes the first step toward this direction. Our work can also be interpreted as a solution to the detection problem in single-carrier frequency division multiple access systems with coarse quantization relevant to the 3GPP LTE uplink [40] which is provided as a future study in [37]. Nevertheless, we focus on the systems in which RF chains in the transmitter and receiver are comparable, which are significantly different from the massive MIMO systems presented in [37].

In this article, we propose a Bayesian optimal data detector for mmWave MIMO-OFDM systems with low-resolution ADCs; this detector is based on generalized expectation consistent signal recovery (GEC-SR) algorithm in our previous conference work [41], and is extended to a mixed-ADC architecture. Considering this optimal detector, we determine how much gain can obtain from adding a few low-resolution RF chains, and demonstrate how many high-resolution ADCs are needed to render the quantized distortion acceptable when the transmitter and receiver have a comparable number of RF chains. The main contributions of this study are summarized as follows.

- Achieving a Bayes-optimal data detector for mmWave quantized MIMO-OFDM system is very challenging. We apply a computationally tractable GEC-SR algorithm for this problem, which is easily extended to a mixed-ADC architecture. By exploiting a particular structure of the sensing matrix, we provide a low-complexity realization to reduce computational complexity.
- We develop an analytical framework to analyze the performance of the GEC-SR algorithm, which is consistent with the theoretical Bayes-optimal estimator obtained by replica method from statistical physics [42]. This consistency indicates the optimality of the proposed detector. Simulation results verify the accuracy of our analysis. With theoretical analysis, performance metrics, such as the average MSE and SER, can be analytically determined without time-consuming Monte Carlo simulation.
- Simulation results show that the proposed detector outperforms the representative GAMP-based detectors in quantized MIMO-OFDM systems. Based on this optimal detector, we investigate the potential of adding a few low-resolution RF chains and high-resolution ADCs for mixed-ADC architecture. We obtain several useful observations on the basis of our analysis for system design. We demonstrate that in unquantized MIMO-OFDM systems, adding a few low-resolution RF chains can obtain significant gains, especially adding 1-bit RF chains, which are easily implemented for hardware. We also show that adopting a few high-resolution ADCs in quantized MIMO-OFDM systems can bring remarkable gains, and error floor due to nonlinear distortion is eliminated.

Notations—For any matrix $\mathbf{A}$, $\mathbf{A}^H$ is the conjugate transpose of $\mathbf{A}$, and $\text{tr}(\mathbf{A})$ denotes the traces of $\mathbf{A}$. In addition, $0$ is
the zero matrix, $\mathbf{1}$ is all-ones vector, $\text{Diag}(\mathbf{v})$ is the diagonal matrix whose diagonal equals $\mathbf{v}$, and $\mathbf{d}(Q)$ denotes the diagonalization operator that returns vector $\mathbf{d}(Q) := \text{Diag}(Q)^{-1}$ for $Q \in \mathbb{C}^{N \times N}$. In addition, $\otimes$ denotes the Kronecker product, and $\odot$ and $\otimes$ denote componentwise vector division and vector multiplication, respectively. A random vector $\mathbf{z}$ drawn from the proper complex Gaussian distribution of mean $\mu$ and covariance $\Omega$ is described by the following probability density function:

$$N_{\mathbb{C}}(\mathbf{z}; \mu, \Omega) = \frac{1}{\det(\pi \Omega)} e^{-(\mathbf{z} - \mu)^H \Omega^{-1} (\mathbf{z} - \mu)}.$$ 

We use $Dz$ to denote the real Gaussian integration measure

$$Dz = \phi(z)dz, \quad \phi(z) \triangleq \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}},$$

and we use $Dz_c = e^{-iz^2/\pi}dz$ to denote the complex Gaussian integration measure. Finally, $\Phi(x) \triangleq \int_{-\infty}^{x} Dz$ denotes the cumulative Gaussian distribution function.

II. System Model

In this paper, we consider a hybrid precoding architecture in a MIMO-OFDM system with low-resolution ADCs, as shown in Fig. 1. The transmitter and receiver are equipped with $N_T$ and $N_R$ antennas, respectively. The transmitter is assumed to have $N_t$ RF chains with full-precision digital-to-analog converters (DACs), while the receiver employs $N_r$ RF chains with low-resolution (1-3 bits) ADCs. Furthermore, the number of antennas and RF chains are assumed to satisfy $(N_t \leq N_T, N_r \leq N_R)$. The transmitter and receiver communicate through $N_c$ data streams, with $N_c = N_t$, and $N_r \geq N_c$. Meanwhile, we consider the OFDM system with $N_c$ orthogonal subcarriers.

**Remark 1:** Precoding techniques operating in the RF domain will be used at the transmitter and receiver to overcome the high propagation loss in the mmWave band [59]. We can use an equivalent representation for the input-output relationship of the hybrid mmWave MIMO architecture using analog precoding and receiver combining. Specifically, an equivalent MIMO channel between transmitter and receiver RF chains is expressed by

$$\tilde{\mathbf{H}} = \mathbf{W}_{RF} \mathbf{G} \mathbf{F}_{RF}$$

where $\mathbf{W}_{RF} \in \mathbb{C}^{N_r \times N_R}$ and $\mathbf{F}_{RF} \in \mathbb{C}^{N_T \times N_t}$ are the analog combiner and precoder, respectively; and $\mathbf{G} \in \mathbb{C}^{N_r \times N_T}$ represents the channel response matrix between all transmit and receive antennas. Therefore, based on OFDM technology, an equivalent quantized MIMO-OFDM system is established, which is composed of $N_c$ subcarriers, $N_r$ receive antennas, $N_t$ transmit antennas, and low-resolution ADCs at the receiver. Then, we will formulate our problems based on this equivalent system model.

We consider a quantized MIMO-OFDM system with $N_t$ transmit antennas, $N_r$ receive antennas and $N_c$ subcarriers. At the transmitter of the MIMO-OFDM system, the coded bits are first mapped into the complex symbol sequence $\mathbf{x} \in \mathbb{C}^{N_cN_r \times 1}$. To reduce the peak-to-average power ratio of the transmitted signals, we adopt simple discrete Fourier transform (DFT) precoding in the digital domain. Therefore, the equivalent complex symbol sequence is denoted by

$$\bar{x} = \mathbf{F}_{BB} x,$$

where $\mathbf{F}_{BB} \in \mathbb{C}^{N_rN_c \times N_c}$ is a unitary DFT matrix with rows that are randomly permuted. The equivalent complex symbol sequence $\bar{x}$ is then divided into $N_t$ streams $\bar{x}_{n_t}$. After the application of an IFFT operation, the frequency-domain signal $\bar{x}_{n_t}$ is transformed to the time domain. The transmitted signal is filtered by a multipath channel, which can be represented by a tapped delay line model with $L$ taps for each pair of transmit antenna $n_t \in \{1, \ldots, N_t\}$ and receive antenna $n_r \in \{1, \ldots, N_r\}$, denoted by $\mathbf{h}_{n_t,n_r} \in \mathbb{C}^{L}$, with the use of a cyclic prefix (CP), each pair of antennas has an equivalent circulant channel convolution matrix $\mathbf{H}_{n_t,n_r} \in \mathbb{C}^{N_c \times N_c}$ whose first column is $[\mathbf{h}_{N_c,n_t}^T, 0(1-1/L)]^T$.

At the receiver, the unquantized received block of the OFDM symbol in each receive antenna can be written as

$$\mathbf{y}_{n_r} = \sum_{n_t=1}^{N_t} \mathbf{H}_{n_t,n_r} \mathbf{F}^H \bar{x}_{n_t} + \mathbf{n}_{n_r},$$

where $\mathbf{F} \in \mathbb{C}^{N_c \times N_c}$ denotes a unitary DFT matrix in which $(k,l)$th entry is $\frac{1}{\sqrt{N_c}} e^{-2\pi j (k-1)(l-1)/N_c}$, and $\mathbf{n}_{n_r} \sim$
\( \mathcal{N}_c(0, \sigma_k^2 I) \) is the white Gaussian noise. The quantized received signal is denoted as

\[
\tilde{y}_{n_r} = Q_c \left( \sum_{n_t=1}^{N_t} H_{n_r, n_t} F^H x_{n_t} + n_{n_r} \right),
\]

where \( Q_c \) is the complex-valued quantizer, and the circulant channel convolution matrices \( H_{n_r, n_t} \) can be decomposed as

\[
H_{n_r, n_t} = F^H A_{n_r, n_t} F,
\]

where \( A_{n_r, n_t} \) is a diagonal matrix with diagonal elements that are frequency-domain responses. Meanwhile, we can rewrite (4) as

\[
\tilde{y}_{n_r} = Q_c ( \tilde{A} x + n ),
\]

where the channel matrix is denoted by

\[
\tilde{A} = \tilde{A} F_{BB} = \left( \begin{array}{ccc} F^H A_{1,1} & \cdots & F^H A_{1,N_t} \\ \vdots & \ddots & \vdots \\ F^H A_{N_r,1} & \cdots & F^H A_{N_r,N_t} \end{array} \right) F_{BB}.
\]

And the observation vector can be expressed as \( \tilde{y} = [\tilde{y}_1^T, \ldots, \tilde{y}_{N_r}^T]^T \). The noise \( n \) is defined in the same way as \( \tilde{y} \). The dimensions of \( \tilde{y}, x, \) and \( \tilde{A} \) are \( N_c N_t \times 1, N_c N_t \times 1, \) and \( N_c N_t \times N_c N_t, \) respectively. In addition, for ease of notation, we define

\[
M = N_c N_r, \quad \text{and} \quad N = N_c N_t.
\]

This equivalent quantized MIMO-OFDM system is useful to formulate data detection problem for hybrid broadband mmWave systems. An optimal data detection algorithm will be introduced in the next section.

In the current paper, we mainly focus on a typical uniform midrise quantizer with quantization step size \( \Delta \). Such a quantizer maps a real-valued input that falls in interval \( (\tilde{y} - \frac{\Delta}{2}, \tilde{y} + \frac{\Delta}{2}] \) to value \( \tilde{y} \) from the discrete set

\[
\mathcal{R}_\kappa \doteq \left\{ \left( -\frac{1}{2} + b \right) \Delta; \ b = -\frac{2\kappa}{2} + 1, \ldots, \frac{2\kappa}{2} \right\},
\]

where \( \kappa \) is the quantization bits.

For notational convenience, we simply express the lower and upper thresholds associated with \( \tilde{y} \) as \( r_{\text{low}} \) and \( r_{\text{up}} \), respectively; specifically, they are

\[
r_{\text{low}} = \left\{ \begin{array}{ll} \tilde{y} - \frac{\Delta}{2}, & \text{for } \tilde{y} \geq \left( \frac{2\kappa}{2} - 1 \right) \Delta, \\ -\infty, & \text{otherwise}, \end{array} \right.
\]

and

\[
r_{\text{up}} = \left\{ \begin{array}{ll} \tilde{y} + \frac{\Delta}{2}, & \text{for } \tilde{y} \leq \left( \frac{2\kappa}{2} - 1 \right) \Delta, \\ \infty, & \text{otherwise}.\end{array} \right.
\]

For ease of notation, we abuse \( \tilde{y} \) to denote each real channel although it should be specified as \( \text{Re}(\tilde{y}) \) or \( \text{Im}(\tilde{y}) \), and omit index \( n \).

### III. Bayesian Data Detector

In this section, we introduce a theoretical problem description of quantized MIMO-OFDM detection with perfect CSI. We analyze this detection problem under the framework of Bayesian inference, which provides a foundation to achieve the best MSE estimates. However, the computational complexity of Bayesian inference is extremely high. Fortunately, the GEC-SR algorithm presents a computationally efficient way to achieve Bayes-optimal performance.

**A. Bayesian Detector**

We adopt the Bayesian inference to recover the signals \( X \) from the quantized measurements \( \tilde{Y} \). Based on Bayes theorem, the posterior probability is given by

\[
P(X|\tilde{Y}, A) = \frac{P_{\text{out}}(\tilde{Y}|X, A)P(X)}{P(\tilde{Y}|A)},
\]

where \( P_{\text{out}}(\tilde{Y}|X, A) \) is the likelihood function, \( P(X) \) is the prior distribution of the data, and

\[
P(\tilde{Y}|A) = \int P_{\text{out}}(\tilde{Y}|X, A)P(X)dX
\]

is the marginal distribution. We consider perfect CSI in the receiver, and separable prior and likelihood function. Notably, the likelihood function is given by

\[
P_{\text{out}}(\tilde{Y}|X, A) = \Psi_{\kappa} (\text{Re}(Z_j)) \Psi_{\kappa} (\text{Im}(Z_j)),
\]

where \( Z_j \) is the \( j \)-th entry of the noiseless observation vector \( Z \) with \( Z = AX \). According to the property of the complex-valued quantizer, we obtain

\[
P_{\text{out}}(\tilde{Y}_j|Z_j) = \Psi_{\kappa} (\text{Re}(Z_j)) \Psi_{\kappa} (\text{Im}(Z_j)),
\]

where

\[
\Psi_{\kappa}(x) \doteq \Phi (\sqrt{2}(r_{\text{up}} - x)) - \Phi (\sqrt{2}(r_{\text{low}} - x)).
\]

Given the posterior probability \( P(X|\tilde{Y}, A) \), the Bayesian (MMSE) estimate is obtained by

\[
\hat{X} = \int X P(X|\tilde{Y}, A) dX,
\]

and its \( j \)-th element is expressed by

\[
\hat{X}_j = E \{ X_j | \tilde{Y}, A \},
\]

where the expectation over \( X_j \) is w.r.t. the marginal posterior probability

\[
P(X_j|\tilde{Y}, A) = \int_{X \setminus X_j} P(X|\tilde{Y}, A) dX.
\]

However, the Bayesian MMSE estimator is not computationally tractable because the marginal posterior probability in (13) involves a high-dimensional integral. In our recent study [18], the innovative generalized expectation consistent signal recovery (GEC-SR) algorithm was proposed as an iterative method to recover signal \( x \) from nonlinear measurements \( \tilde{y} \). We will show the GEC-SR algorithm for quantized MIMO-OFDM systems in the following subsection.
**B. GEC-based Algorithm**

We present the GEC-based data detection algorithm for quantized MIMO-OFDM system in Algorithm 1. The block diagram is illustrated in Fig. 2, which consists of three modules: A, B and C. Module A computes the posterior mean and variance of $z$, which is interpreted as de-quantization process, module B computes the posterior mean and variance of $x$ by considering the prior distribution, and module C provides the framework that constrains the estimation problem into the linear space $z = Ax$.

These procedures follow a circular manner, that is, $A \rightarrow C \rightarrow B \rightarrow C \rightarrow A \rightarrow \cdots$. In addition, each module uses the turbo principle in iterative decoding, that is, each module passes the extrinsic messages to its next module. The three modules are executed iteratively until convergence.

Before introducing the GEC-SR algorithm, we define two auxiliary variables:

$$P_x = \mathbb{E}[|x_n|^2] \quad \text{and} \quad P_z = P_x \cdot \text{tr}(A^H A)/M,$$

where $P_z$ is assumed to be $\mathcal{N}_C(z_n; r_{1z,n}, v_{1z,n})$, and the explicit expression that can be obtained by derivation of [28].

Appendix A is given by

$$\hat{z}_1 = r_{1z} + \frac{\text{sign}(\hat{y})v_{1z}}{\sqrt{2(\sigma^2_N + v_{1z})}} \left( \frac{\phi(\eta_1) - \phi(\eta_2)}{\Phi(\eta_1) - \Phi(\eta_2)} \right),$$

$$v_{1z}^{\text{post}} = \frac{v_{1z}}{2} - \frac{(v_{1z})^2}{2(\sigma^2_N + v_{1z})} \times$$

$$\left( \frac{\eta_1 \phi(\eta_1) - \eta_2 \phi(\eta_2)}{\Phi(\eta_1) - \Phi(\eta_2)} + \left( \frac{\phi(\eta_1) - \phi(\eta_2)}{\Phi(\eta_1) - \Phi(\eta_2)} \right)^2 \right),$$

where

$$\eta_1 = \frac{\text{sign}(\hat{y})r_{1z} - \min\{|r_{\text{low}}|, |r_{\text{up}}|\}}{\sqrt{2(\sigma^2_N + v_{1z})}/2}$$

and

$$\eta_2 = \frac{\text{sign}(\hat{y})r_{1z} - \max\{|r_{\text{low}}|, |r_{\text{up}}|\}}{\sqrt{2(\sigma^2_N + v_{1z})}/2}.$$

The real and imaginary parts are quantized separately, and each complex-valued channel can be decoupled into two real-valued channels. The expressions (21) and (22) are the estimators only for the real part of $\hat{z}_1$. To facilitate notation, we have abused $\hat{y}$ and $\hat{z}_1$ in (21) and (22) to denote Re($\hat{y}$) and Re($\hat{z}_1$), respectively, and we omit index $n$ in the aforementioned expression. The estimator for the imaginary part Im($\hat{z}_1$) can
be obtained analogously as \([21]\) and \([22]\), while \(\hat{y}\) and \(b\) should be replaced by \(\text{Im}(\hat{y})\) and \(\text{Re}(b)\), respectively. Lines 3–4 compute the extrinsic information of \(z\) using the turbo principle. Lines 5–6 perform the LMMSE estimate of \(x\) under the following assumption:

\[
r_{2x} = z_2 + w_{2x},
\]

where \(w_{2x} \sim \mathcal{N}_C(0, \text{Diag}(v_{2x}))\), \(z_2 = Ax_2\), and \(x_2 \sim \mathcal{N}_C(x_2; r_{2x}, \text{Diag}(v_{2x}))\). Lines 7–8 compute the extrinsic information of \(x\) and pass it to the next module, which performs the same procedure as Lines 5–6. Lines 9–10 estimate the posterior mean \(\hat{x}_1\) and variance \(v_{1x}^{\text{post}}\) by considering the true prior \(P(x)\), which is assumed to estimate \(x\) from an AWGN observation that is,

\[
r_{1x} = x + w_{1x},
\]

where \(w_{1x} \sim \mathcal{N}_C(0, \text{Diag}(v_{1x}))\), and lines 11–12 compute the extrinsic information of \(x\) using the turbo principle. Lines 13–16 constrain the estimated problem into a linear space \(z = Ax\) which performs the same procedure as Lines 5–6. Lines 17–18 compute the extrinsic information of \(z\) and passes it to module A as prior information.

C. OFDM-based Low-complexity Realization

Although three modules are involved in Algorithm 1, most of lines can be computed by element-wise, except for lines 5 and 13 which need matrix inverse to calculate the covariance matrix \(Q_{2x}\). In fact, only diagonal elements of the covariance matrix are required to be passed to the next module, which motivates us to provide a low-complexity realization by exploiting a particular structure of the sensing matrix. Notably, the equivalent channel matrix is defined by

\[
\hat{A} = \begin{pmatrix}
F^H \Lambda_{11} & \cdots & F^H \Lambda_{1N_1} \\
\vdots & \ddots & \vdots \\
F^H \Lambda_{N_1,1} & \cdots & F^H \Lambda_{N_1,N_1}
\end{pmatrix}
\]

\[
= (I \otimes F^H) \begin{pmatrix}
\Lambda_{11} & \cdots & \Lambda_{1N_1} \\
\vdots & \ddots & \vdots \\
\Lambda_{N_1,1} & \cdots & \Lambda_{N_1,N_1}
\end{pmatrix}
\]

where \(\Lambda_{n,n}\) contains all frequency-domain channel responses between each pair of antennas. \(\Lambda_{n,n} = \text{Diag}(\lambda_{n,n})\) is a diagonal matrix and its elements are denoted by \(\lambda_{n,n}^1, \ldots, \lambda_{n,n}^{N_1}\). After elementary transformation of matrix \(C\), we obtain a block diagonal matrix \(D\), which is given by

\[
D \triangleq PCQ = \begin{pmatrix}
\lambda_{11}^1 & \cdots & \lambda_{1N_1}^1 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
\lambda_{N_1,1}^1 & \cdots & \lambda_{N_1,N_1}^1 & 0 \\
0 & \cdots & 0 & \lambda_{11}^{N_1} & \cdots & \lambda_{1N_1}^{N_1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \lambda_{N_1,1}^{N_1} & \cdots & \lambda_{N_1,N_1}^{N_1}
\end{pmatrix}
\]

where \(P\) and \(Q\) are permutation matrices that are known at the receiver once the channel is known. Each block \(D_i\) contains a frequency response of all pairs of antennas in a corresponding subcarrier. We obtain the SVD of each block as follows,

\[
D_i = U_i \Sigma_i V_i^H
\]

where \(U\) and \(V\) are unitary matrices, \(\Sigma\) is a diagonal matrix, \(V_i\) contains all frequency-domain channel responses between each pair of antennas. \(\Lambda_{n,n} = \text{Diag}(\lambda_{n,n})\) is a diagonal matrix and its elements are denoted by \(\lambda_{n,n}^1, \ldots, \lambda_{n,n}^{N_1}\). After elementary transformation of matrix \(C\), we obtain a block diagonal matrix \(D\), which is given by

\[
D \triangleq PCQ = \begin{pmatrix}
\lambda_{11}^1 & \cdots & \lambda_{1N_1}^1 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
\lambda_{N_1,1}^1 & \cdots & \lambda_{N_1,N_1}^1 & 0 \\
0 & \cdots & 0 & \lambda_{11}^{N_1} & \cdots & \lambda_{1N_1}^{N_1} \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \lambda_{N_1,1}^{N_1} & \cdots & \lambda_{N_1,N_1}^{N_1}
\end{pmatrix}
\]

where \(P\) and \(Q\) are permutation matrices that are known at the receiver once the channel is known. Each block \(D_i\) contains a frequency response of all pairs of antennas in a corresponding subcarrier. We obtain the SVD of each block as follows,

\[
D_i = U_i \Sigma_i V_i^H
\]

Therefore, the final expression of \(A\) is given by

\[
A = (I \otimes F^H) P^{-1} \begin{bmatrix}
U_1 \\
\vdots \\
U_N_c
\end{bmatrix} \times \begin{bmatrix}
\Sigma_1 \\
\vdots \\
\Sigma_{N_c}
\end{bmatrix} Q^{-1} F_{BB},
\]

The GEC-SR algorithm can be performed by matrix-vector multiplications with \(U\), \(S\) and \(V^H\). Therefore, the diagonal elements of \(Q_{2x}\) and \(Q_{2x}\) are expressed as

\[
q_{2x} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{v_{2x}^2} + \frac{s_i^2}{v_{2x}^2} \right)^{-1},
\]

\[
q_{2x} = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{v_{2x}^2} + \frac{s_i^2}{v_{2x}^2}\]

where we only focus on diagonal elements to compute extrinsic information. Furthermore, the corresponding posterior mean estimate of \(x\) in lines 6 and 14 can be derived by

\[
x_2 = \mathbf{V} \mathbf{E}_d \left( \frac{V^H r_{2x}}{v_{2x}} + \frac{S^H U^H r_{2x}}{v_{2x}} \right),
\]

where \(\mathbf{E}_d\) is an \(N \times N\) diagonal matrix such that

\[
[E_{d}]_{nn} = \left( \frac{1}{v_{2x}^2} + \frac{s_i^2}{v_{2x}^2} \right)^{-1}.
\]

The computational complexity order for the matrix inversion in lines 5 and 13 is \(O(MN^2)\), which is highly complex for large-dimensional matrix. Conversely, the computational complexity of the OFDM-based method is dominated by \([32]\). Notably, in \([32]\), \(V^H r_{2x}\) is given by

\[
V^H r_{2x} = \hat{V} Q^{-1} F_{BB} r_{2x},
\]

where \(F_{BB} r_{2x}\) can be performed using simple FFT operation. Meanwhile, \(Q\) is a permutation matrix to implement corresponding columns exchange that does not cost any computational resource. \(\hat{V}\) is a block diagonal matrix that is composed of \(V^H\); therefore, corresponding matrix-vector multiplications can be implemented through these block matrices \(V_i^H\). Furthermore, \(S^H U^H r_{2x}\) can be realized using the same idea to reduce complexity. The computational complexity of the OFDM-based method is \(O(2N \log_2 N + M \log_2 N_c + 2N_c N + 2N + N_c M)\), which is much smaller than \(O(MN^2)\), especially...
for a large number of subcarriers. Thus, the computational complexity is significantly decreased. This low-complexity realization is performed only by matrix-vector multiplications and FFT operation which are highly suitable for hardware implementation. Furthermore, the complexity of the GAMP algorithm, which is the representative signal reconstruction algorithm, is $O(MNt_{\text{max}})$ [32], $t_{\text{max}}$ is the iteration number, and the GAMP algorithm converges within 10 iterations in most cases. Therefore, the computational complexity of this OFDM-based realization is much smaller than that of the GAMP algorithm. We will compare the performance of the GAMP and the the GEC-SR algorithms in the simulation.

### D. Mixed-ADC Detection

Our GEC-SR algorithm is very flexible to various architectures. For a mixed-ADC architecture in which low-resolution and high-resolution ADCs are simultaneously adopted at the receiver, only module A need to be revised. Therefore, the optimal detector is easily extended to a mixed-ADC architecture. By considering high-resolution RF chains as AWGN channels, we obtain the likelihood function

$$P_{\text{out}}(\hat{y}|z) = \frac{1}{\sigma_N^2} e^{-|\hat{y}-z|^2/\sigma_N^2}. \quad (35)$$

To distinguish the various ADCs, we use $\Omega_\kappa$ to indicate the collection of RF chains equipped with ADCs of $\kappa$ bits. Moreover, the cardinality of $\Omega_\kappa$ is $N_{\kappa}$, and we have $\sum_\kappa N_{\kappa} = N_r$. For high-resolution RF chains, the explicit expressions of the posterior mean and variance are given by

$$\hat{z}_{1,\infty} = r_{1z} + \frac{v_{1z}}{v_{1z} + \sigma_N^2}(\hat{y} - r_{1z}), \quad (36)$$

$$v_{1z,\infty}^{post} = v_{1z} - \frac{v_{1z}^2}{v_{1z} + \sigma_N^2}, \quad (37)$$

Therefore, for mixed-ADC architecture, line 1 computes the posterior mean by using respective analytical expression in (21) and (36), and line 2 should consider the contribution of low-resolution and high-resolution ADCs in (22) and (37), as given by

$$v_{1z}^{post} = [v_{1z,k}^{post} N_{\kappa}, v_{1z,\infty}^{post} N_{r,\infty}]^T \quad (38)$$

where $v_{1z}^{post}$ is the posterior variance that is computed by (22).

### IV. Performance Analysis

In this section, we show that the asymptotic performance of the proposed algorithm can be characterized by the recursion of a set of state evolution (SE) equations. We focus on a general mixed-ADC architecture, and pure low-resolution architecture is a special case of mixed-ADC system. Our derivation is performed in the large-system regime where $M$ and $N$ tend to infinity, whereas the ratio

$$M/N \rightarrow \beta, \ N_{r,\kappa}/N_r \rightarrow \beta_\kappa, \ \forall \kappa \quad \text{(39)}$$

remains fixed. We first show the SE equations in Proposition I. and subsequently give detailed explanation for each equation linked with Algorithm 1.

Proposition I involves several parameters that can be illustrated systematically by a scalar AWGN channel

$$r = x + w, \quad (40)$$

where $w \sim N_C(x; 0, v_{1z})$. The posterior mean estimator for $x$ reads

$$\hat{x} = \int x P(x|r) dx, \quad (41)$$

and thus the MSE of the estimators are given by

$$\text{MSE}_x = E\{|x - \hat{x}|^2\}, \quad (42)$$

where the expectations are taken over $P(r, x)$, the specific expression of $\text{MSE}_x$ is dependent on the distribution of signal $x$.

**Proposition 1.** In the large-system limit, the asymptotic behavior of the algorithm can be described by a set of equations.

$$\alpha_{\kappa}^{t+1} = \frac{1}{2} \sum_{\kappa \in \kappa} \int Du \left[ \frac{2}{2u \sigma_N^2} \right]$$

$$\beta_{\kappa}^{t+1} = \frac{v_{1z}^2}{v_{1z}^2 + \sigma_N^2} \quad (43a)$$

$$\gamma_{2z}^{t+1} = \beta_{\kappa}^{t+1} v_{1z,\kappa}^{post} + (1 - \beta_{\kappa}) v_{1z,\infty}^{post} \quad (43b)$$

$$\gamma_{2z}^{t+1} = \frac{1}{\gamma_{2z}^{t+1} - \gamma_{2z}^{t}} \quad (43c)$$

$$\gamma_{2z}^{t+1} = \frac{1}{\gamma_{2z}^{t+1} - \gamma_{2z}^{t}} \quad (43d)$$

$$\beta_{\kappa}^{t+1} = \frac{1}{\beta_{\kappa}^{t+1} - \beta_{\kappa}^{t}} \quad (43e)$$

$$\beta_{\kappa}^{t+1} = \frac{1}{\beta_{\kappa}^{t+1} - \beta_{\kappa}^{t}} \quad (43f)$$

$$\beta_{\kappa}^{t+1} = \frac{1}{\beta_{\kappa}^{t+1} - \beta_{\kappa}^{t}} \quad (43g)$$

$$\beta_{\kappa}^{t+1} = \frac{1}{\beta_{\kappa}^{t+1} - \beta_{\kappa}^{t}} \quad (43h)$$

$$\beta_{\kappa}^{t+1} = \frac{1}{\beta_{\kappa}^{t+1} - \beta_{\kappa}^{t}} \quad (43i)$$

$$\beta_{\kappa}^{t+1} = \frac{1}{\beta_{\kappa}^{t+1} - \beta_{\kappa}^{t}} \quad (43j)$$

where $t = 0, 1, 2, \ldots$ denotes the iteration index, $v_x = E\{\lambda \} E\{|x_n|^2\}$, the initialization $v_{1z}^0 = N/M \text{E}\{\lambda\}$, $\gamma_{2z}^0 = 1$, and

$$\Psi'(y, z, u^2) = \frac{\frac{z - y^\text{low}}{u} - \Phi \left( \frac{z - y^\text{up}}{u} \right)}{u} \quad (\text{39})$$

For ease of expressions, we define several auxiliary parameters as follows:

$$\gamma_{1z} = \frac{1}{v_{1z}}, \ \gamma_{2z} = \frac{1}{v_{2z}}, \ \gamma_{1x} = \frac{1}{v_{1x}}, \ \text{and} \ \gamma_{2x} = \frac{1}{v_{2x}}. \quad (44)$$
In addition, Proposition 1 involves expectation operator w.r.t. the distribution of eigenvalue, where $\lambda_i$ is the $i$-th eigenvalue of $A^H A$, the expectation w.r.t. $\lambda$ is defined by

$$\mathbb{E}\{f(\lambda)\} = \frac{1}{N} \sum_{i=1}^{N} f(\lambda_i).$$

(45)

Although a proof for Proposition 1 is provided in Appendix A, we give an intuitive explanation for Proposition 1 which starts from the GEC-SR algorithm itself. SE equations can be deduced from Algorithm 1 in each step. In module A, we determine the asymptotic behaviors of $v^\text{post}_{1z}$, which is computed by (43a)–(43d) and are identical to line 2. We exploit a mixed-ADC architecture in which the contribution of high-resolution and low-resolution ADCs should be considered simultaneously. Therefore, (43d) can be interpreted as the weighted average of $v^\text{post}_{1z,\kappa}$ and $v^\text{post}_{1z,\infty}$, $\beta_\kappa$ and $1 - \beta_\kappa$ represent the ratios of low-resolution and high-resolution ADCs, respectively. In module C, lines 5, 13, and 15 aim to compute the posterior covariance matrix $Q_{2x}$ and $Q_{2z}$. Only the diagonal elements of the $Q_{2x}$ and $Q_{2z}$ are needed, which is obtained by (43c) and (43j). In module B, when computing MSE, (43b) involves the MMSE estimate of $x$ under an AWGN corrupted observation, which is identical to line 10 and (40).

Before proceeding, we explain several characteristics of Proposition 1. We also provide two examples to understand SE equations explicitly.

1) Theoretical Tractability: From (25) and (40), we observe that Algorithm 1 and Proposition 1 can be characterized by equivalent AWGN model with equivalent SNR $1/\gamma_{1x} = 1/\gamma_{1z}$, and the scalar model is independent between each symbol $x_i$. This characteristic indicates that Bayesian optimal data detector is decoupled into $N$ uncoupled scalar equivalent model (40). By substituting these relationships into (43a) and applying the facts that $\frac{\partial}{\partial y} \Phi(\frac{z-y}{\sigma u}) = \frac{1}{\sigma u} \phi(\frac{z-y}{\sigma u})$ and $\frac{\partial}{\partial y^2} \Phi(\frac{z-y}{\sigma u}) = \frac{1}{\sigma^2 u^2} \phi(\frac{z-y}{\sigma u})$, we can obtain

$$\alpha^t = \frac{1}{\sigma^2 N} + v^t_{1z},$$

(49)

and substituting (49) into Proposition 1, we have

$$v^\text{post,t}_{1z,\kappa,\rightarrow \infty} = v^t_{1z} - \alpha^t (v^t_{1z})^2 = \frac{v^t_{1z} \sigma^2 N}{r^t_{1z} + \sigma^2 N},$$

(50)

which is consistent with (37). Finally, the equivalent SNR is $\gamma_{1z} x = \mathbb{E}\{\lambda\}/\sigma^2 N$, which exactly matches unquantized MIMO-OFDM systems. This agreement also indicates accuracy of SE equations.

2) Optimality: From the statistical mechanics perspective [45], [46], the performance metrics of the Bayesian MMSE estimator, such as MSE, SER, and mutual information. We provide two special cases for Proposition 1 as follows:

Example 1 (Constellation-like Inputs). Based on Proposition 1, the asymptotic MSEs can be determined using the MSEs of the scalar AWGN channels (40). Thus, if the data symbol is drawn from a quadrature phase-shift keying (QPSK) constellation, then we will derive

$$\text{MSE}_x = 1 - \int \text{D} \mathcal{T}(\gamma_{1x} + \sqrt{\gamma_{1z} \mathcal{T}})$$

(46)

The SER w.r.t. $x$ can also be evaluated through the scalar AWGN channel (40), which is given by (28).

$$\text{SER} = 2Q(\sqrt{\gamma_{1z}} - [Q(\sqrt{\gamma_{1x}})]^2$$

where $Q(x) = \int_{x}^{\infty} \text{D} \mathcal{T}$ is the Q-function. All these performances can be determined on the basis of knowledge of the scalar AWGN channel with SNR $\gamma_{1z}$ (40), which is known as the decoupling principle. Thus, if the data symbol is drawn from other square QAM constellations, then the corresponding SER can be easily obtained using the closed-form SER expression in [44].

Example 2 (Unquantized Channel). In MIMO-OFDM system with infinite-resolution ADCs, $N_c$ subcarriers are mutually orthogonal. In each subcarrier, assuming equal power allocation, a $N_t \times N_t$ MIMO channel can be decomposed into $N_t$ parallel data streams. Therefore, we can obtain $N_t N_c$ parallel subchannels completely with identical SNR, which is $\mathbb{E}\{\lambda\}/\sigma^2 N$. Owing to severe distortion introduced by low-resolution ADCs, the orthogonality among subcarriers is destroyed. However, Proposition 1 and (25) demonstrate that quantized MIMO-OFDM can still be decoupled into $N_t N_c$ equivalent AWGN subchannels:

$$r_i = \sqrt{\gamma_{1x}} x_i + w_i$$

(48)
are obtained through the Monte Carlo simulations of the SERs and MSEs, which are averaged over all data streams, ADCs. The simulated results are obtained by the Monte Carlo simulations of the GEC-SR algorithm, whereas the analytical results are evaluated using SE equations. Fig. 3a demonstrates that the proposed detector evidently converges within five iterations, and such a convergence is rapid. We also observe that the GEC-SR algorithm can generally describe the performance of theoretical Bayes-optimal estimator in each iteration. Fig. 3b illustrates that the SERs of the proposed detector match well with theoretical results when time index $t \rightarrow t_{\max}$. Interestingly, the SE predictions which is derived from the equiprobable QPSK constellation without specific indication. We set $E[|x_j|^2] = 1$ for $j = 1, \ldots, N$, and the channel matrix $A$ is normalized by divided $\sqrt{N_t}$, thus the average SNR can be given by $1/\sigma_n^2$. The SERs and MSEs, which are averaged over all data streams, are obtained through the Monte Carlo simulations of 10,000 independent channel realizations. We focus on small systems with $N_r = N_t = N_s = 2$ due to the small number of RF chains in mmWave systems.

Fig. 3 shows the MSEs and SERs of the proposed detector, under the quantization precision of 1-3 bits and high-resolution ADCs. The simulated results are obtained by the Monte Carlo simulations of the GEC-SR algorithm, whereas the analytical results are evaluated using SE equations. Fig. 3a demonstrates that the proposed detector evidently converges within five iterations, and such a convergence is rapid. We also observe that the GEC-SR algorithm can generally describe the performance of theoretical Bayes-optimal estimator in each iteration. Fig. 3b illustrates that the SERs of the proposed detector match well with theoretical results when time index $t \rightarrow t_{\max}$. Interestingly, the SE predictions which is derived from the equiprobable QPSK constellation without specific indication. We set $E[|x_j|^2] = 1$ for $j = 1, \ldots, N$, and the channel matrix $A$ is normalized by divided $\sqrt{N_t}$, thus the average SNR can be given by $1/\sigma_n^2$. The SERs and MSEs, which are averaged over all data streams, are obtained through the Monte Carlo simulations of 10,000 independent channel realizations. We focus on small systems with $N_r = N_t = N_s = 2$ due to the small number of RF chains in mmWave systems.

The accuracy of the analytical results

V. Simulation Results and Discussions

A. Accuracy of the Analytical Results

We will present numerical simulation results for the proposed Bayesian optimal data detector in mmWave MIMO-OFDM systems with low-resolution ADCs. In the simulations, we assume the number of channel taps is $L = 4$. The channel impulse response $h_{n_i,n_j}$ for $i = 1, \ldots, L$ is assumed to be i.i.d. with $PDF \mathcal{N}(h_{n_i,n_j}; 0, 1/L)$. Each entry of the transmitted symbols $x$ is drawn from the equiprobable QPSK constellation without specific indication. We set $E[|x_j|^2] = 1$ for $j = 1, \ldots, N$, and the channel matrix $A$ is normalized by divided $\sqrt{N_t}$, thus the average SNR can be given by $1/\sigma_n^2$. The SERs and MSEs, which are averaged over all data streams, are obtained through the Monte Carlo simulations of 10,000 independent channel realizations. We focus on small systems with $N_r = N_t = N_s = 2$ due to the small number of RF chains in mmWave systems.

Fig. 3 shows the MSEs and SERs of the proposed detector, under the quantization precision of 1-3 bits and high-resolution ADCs. The simulated results are obtained by the Monte Carlo simulations of the GEC-SR algorithm, whereas the analytical results are evaluated using SE equations. Fig. 3a demonstrates that the proposed detector evidently converges within five iterations, and such a convergence is rapid. We also observe that the GEC-SR algorithm can generally describe the performance of theoretical Bayes-optimal estimator in each iteration. Fig. 3b illustrates that the SERs of the proposed detector match well with theoretical results when time index $t \rightarrow t_{\max}$. Interestingly, the SE predictions which is derived from the equiprobable QPSK constellation without specific indication. We set $E[|x_j|^2] = 1$ for $j = 1, \ldots, N$, and the channel matrix $A$ is normalized by divided $\sqrt{N_t}$, thus the average SNR can be given by $1/\sigma_n^2$. The SERs and MSEs, which are averaged over all data streams, are obtained through the Monte Carlo simulations of 10,000 independent channel realizations. We focus on small systems with $N_r = N_t = N_s = 2$ due to the small number of RF chains in mmWave systems.

As is shown in [32] that LMMSE detector perform worse than GAMP-based detector under quantized systems because the former ignores the de-quantization operation. Therefore, instead of ordinary LMMSE detector, we choose GAMP-based detector for comparison. Fig. 4 compares the SERs of the proposed GEC-based detector and that of GAMP-based detector. Notably, the proposed detector significantly outperforms GAMP-based detector in terms of SER performance. We observe the poor performance obtained by the GAMP detector, because GAMP algorithm is fragile in terms of the choice of channel matrix, and thus perform poorly in quantized MIMO-OFDM channel.
performance loss caused by low-resolution ADCs can be typical massive MIMO systems (e.g., $N_rN_t = 128$), and the number of subcarrier $N_c = 128$. From Fig. 5, we observe that when the number of RF chains in receiver is equal to that in transmitter, pure low-resolution ADCs architecture will arouse severe distortion, especially for 1-bit ADC. This outcome differs from typical massive MIMO systems (e.g., $N_r/N_t = 10$), where performance loss caused by low-resolution ADCs can be compensated by increasing the number of receiving antennas. In this case, employing high-resolution ADCs that turn into mixed-ADC architecture is an efficient means to decrease distortion. Our discussions focus on the following question: how many high-resolution RF chains do we need to render quantization distortion acceptable? As shown in Fig. 5a for mixed 1-bit architecture, with less than two high-resolution ADCs installed, the performance improvement is poor. When three RF chains are adopted in the receiver, the performance improves drastically, and the error floor is eliminated. This result is because serious non-linear distortion is involved under 1-bit quantization, and the amplitude information of received signal is completely lost. In this case, we need more high-resolution ADCs to assist data detection. Compared with the performance limit, installing four high-resolution ADCs only exhibits $13.60 - 11.16 = 2.44$ dB loss.

Fig. 5 investigates the potential of high-resolution ADCs under the mixed 2-bit architecture. We observe that SER performance generally improve $15.91 - 14.17 = 1.74$ dB by equipping one high-resolution ADC. Furthermore, two high-resolution ADCs can bring $15.91 - 13.50 = 2.41$ dB, and for three high-resolution ADCs, the gain is $15.91 - 12.92 = 2.99$ dB. Compared with the performance limit, installing four high-resolution ADCs only displays $12.38 - 11.16 = 1.22$ dB loss.

2) Low-resolution RF chains: Fig. 6 shows the SER performance of mixed-ADC architecture by adding different number of low-resolution RF chains. We set $N_r,\infty = N_t,\infty = N_s = 4$, $N_r,N$ denotes the number of low-resolution RF chains, and the number of subcarrier $N_c = 128$. Our discussions focus on the following question: how much gain can we obtain by adding a few low-resolution RF chains over original high-resolution architecture? Fig. 6 demonstrates that when we target SER=10^{-3}, by adding one 1-bit RF chain, the SER performances improve by $11.29 - 9.77 = 1.52$ dB. By contrast, two 1-bit RF chains can bring $11.29 - 8.67 = 2.62$ dB gain. We observe that when two 3-bit RF chains are added, only a gap of $7.79 - 7.57 = 0.22$ dB is noted compared with performance limit. Interestingly, the performance improvement

---

**B. Mixed-ADC Architecture**

We have discussed the optimal data detector and theoretical analysis under pure low-resolution ADCs, and extended to mixed-ADC architecture. Based on this optimal data detector, we investigate the performance of the mixed-ADC architecture. Our discussions focus on two cases. One is replacing a few low-resolution ADCs with high-resolution ADCs, and the other is adding a few low-resolution RF chains in original high-resolution ADC architecture. These two cases represent the effect of high-resolution ADCs and low-resolution RF chains.

1) High-resolution ADCs: Fig. 5a illustrates the performance of the mixed-ADC architecture. $N_{r,\infty}$ denotes the number of high-resolution ADCs, and $N_{r,N}$ is the number of $\kappa$-bit low-resolution ADCs where $N_{r,\infty} + N_{r,N} = N_r$. In this simulation, we set $N_r = N_t = N_s = 8$, and the number of subcarrier $N_c = 128$. From Fig. 5a, we observe that when the number of RF chains in receiver is equal to that in transmitter, pure low-resolution ADCs architecture will arouse severe distortion, especially for 1-bit ADC. This outcome differs from typical massive MIMO systems (e.g., $N_r/N_t = 10$), where performance loss caused by low-resolution ADCs can be compensated by increasing the number of receiving antennas. In this case, employing high-resolution ADCs that turn into mixed-ADC architecture is an efficient means to decrease distortion. Our discussions focus on the following question: how many high-resolution RF chains do we need to render quantization distortion acceptable? As shown in Fig. 5a for mixed 1-bit architecture, with less than two high-resolution ADCs installed, the performance improvement is poor. When three RF chains are adopted in the receiver, the performance improves drastically, and the error floor is eliminated. This result is because serious non-linear distortion is involved under 1-bit quantization, and the amplitude information of received signal is completely lost. In this case, we need more high-resolution ADCs to assist data detection. Compared with the performance limit, installing four high-resolution ADCs only exhibits $13.60 - 11.16 = 2.44$ dB loss.

Fig. 5 investigates the potential of high-resolution ADCs under the mixed 2-bit architecture. We observe that SER performance generally improve $15.91 - 14.17 = 1.74$ dB by equipping one high-resolution ADC. Furthermore, two high-resolution ADCs can bring $15.91 - 13.50 = 2.41$ dB, and for three high-resolution ADCs, the gain is $15.91 - 12.92 = 2.99$ dB. Compared with the performance limit, installing four high-resolution ADCs only displays $12.38 - 11.16 = 1.22$ dB loss.

2) Low-resolution RF chains: Fig. 6 shows the SER performance of mixed-ADC architecture by adding different number of low-resolution RF chains. We set $N_{r,\infty} = N_{r,\infty} = N_s = 4$, $N_{r,N}$ denotes the number of low-resolution RF chains, and the number of subcarrier $N_c = 128$. Our discussions focus on the following question: how much gain can we obtain by adding a few low-resolution RF chains over original high-resolution architecture? Fig. 6 demonstrates that when we target SER=10^{-3}, by adding one 1-bit RF chain, the SER performances improve by $11.29 - 9.77 = 1.52$ dB. By contrast, two 1-bit RF chains can bring $11.29 - 8.67 = 2.62$ dB gain. We observe that when two 3-bit RF chains are added, only a gap of $7.79 - 7.57 = 0.22$ dB is noted compared with performance limit. Interestingly, the performance improvement
of increasing the number of 1-bit RF chains is more effective than that of increasing the bit resolution of ADCs. Therefore, adding a few low-resolution RF chains is useful to improve the system performance, and the low-resolution RF chain is hardware-friendly, especially for 1-bit RF chain.

VI. CONCLUSIONS

We developed a framework for studying Bayesian optimal data detector in hybrid broadband mmWave systems with low-resolution ADCs, and extended it to mixed-ADC architecture. Importantly, we proposed an efficient algorithm to achieve Bayes-optimal data detection by applying GEC-SR technique, which is computationally tractable. The asymptotic behaviors of the performance metric (MSEs and SERs) were derived under (7) conditional on the unknown parameters as follows:

\[ Q_{2x} = \text{V}(\text{Diag}(1 \odot v_{2x}) + \Sigma^H \text{Diag}(1 \odot v_{2x}) \Sigma)^{-1} \text{V}^H. \]  

The diagonal elements of \( Q_{2x} \) are obtained by

\[ q_z = E\left\{ \frac{1}{\lambda_i \gamma_{2x} + \gamma_{2x}} \right\} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{v_{2x}} + \frac{s_i^2}{v_{2x}} \right)^{-1}. \]

In module B, we perform MMSE estimate of \( x \) under an AWGN observation

\[ r_{1x} = x + w_{1x}, \]

and average MSE of the estimate is \( \text{MSE}_e \), which is given by

\[ \text{MSE}_e = E\{ |x - \hat{x}|^2 \}. \]

After obtaining the extrinsic information \( v_{2x} \) and \( v_{3x} \) from module B, module C performs the LMMSE estimate under the restriction, \( z_2 = Ax_2 \) which is the same as (56). The diagonal elements of \( Q_{2x} \) can be derived using a similar method as (58), which is given by

\[ g_z = E\left\{ \frac{1}{\lambda_i \gamma_{2x} + \gamma_{2x}} \right\} = \frac{1}{N} \sum_{i=1}^{N} s_i^2 \left( \frac{1}{v_{2x}} + \frac{s_i^2}{v_{2x}} \right)^{-1}. \]

\[ \text{APPENDIX A: PROOF OF PROPOSITION 1} \]

To prove Proposition 1, first, we should obtain the large-system behavior of \( v_{1z}^{\text{post}} \) in module A, which can be derived by using a strategy similar to those presented in [39] and [47]. The final expression of the \( v_{1z,\kappa}^{\text{post}} \) for the quantized channel is given by [39]

\[ E[v_{1z,\kappa}^{\text{post}}] = v_{1z} - \frac{(v_{1z})^2}{2} \times \sum_{\gamma \in \mathcal{R}_a} \int_{-\infty}^{\infty} \Psi\left( \gamma; \frac{\sqrt{v_{1z}-v_{1\kappa}}}{2}, \frac{\sigma_v^2+\gamma^2}{2} \right)^2 Dz. \]  

Considering the contributions of various low-resolution and high-resolution ADCs, the asymptotic behavior of \( v_{1z}^{\text{post}} \) is obtained as the weighted average of \( v_{1z,\kappa}^{\text{post}} \) and \( v_{1z,\kappa,\infty}^{\text{post}} \), which is given by

\[ v_{1z}^{\text{post}} = \beta_v v_{1z,\kappa}^{\text{post}} + (1 - \beta_v) v_{1z,\kappa,\infty}^{\text{post}}. \]

After computing the extrinsic information, we can obtain cavity variance \( v_{2x} \). In a large system limit, module A passes the extrinsic information that can be regarded as Gaussian random variable denoted by \( z_2 \sim \mathcal{N}_C(z_2; r_{1z}, \text{Diag}(v_{2z})) \), and module B passes the extrinsic information that can be regarded as Gaussian random variable denoted by \( z_2 \sim \mathcal{N}_C(z_2; r_{2z}, \text{Diag}(v_{2z})) \). The sum-product belief is \( b_{xy} \propto \mathcal{N}_C(x_2; r_{1z}, \text{Diag}(v_{2z})) \mathcal{N}_C(x_2; r_{2z}, \text{Diag}(v_{2z})) \) under the restriction \( z_2 = Ax_2 \). Using standard Gaussian integral identities, we can show that this belief is also Gaussian with

\[ x_2 \sim \mathcal{N}(x_2; x_2, Q_{2x}), \]  

and its mean and variance are given by

\[ Q_{2x} = (\text{Diag}(1 \odot v_{2x}) + A^H \text{Diag}(1 \odot v_{2x}) A)^{-1} \]

\[ \times \text{Diag}(r_{2z} \odot v_{2x} + A^H r_{2z} \odot v_{2z}). \]

which can be interpreted as LMMSE estimate of \( x \) under the following assumption:

\[ \text{r}_{2z} = z_2 + w_{2z}, \]

where \( w_{2z} \sim \mathcal{N}_C(0, \text{Diag}(v_{2z})) \), \( z_2 = Ax_2 \), and \( x_2 \sim \mathcal{N}_C(x_2; r_{2z}, \text{Diag}(v_{2z})) \). From lines 7 and 17 in Algorithm 1, we know that only diagonal elements of \( Q_{2x} \) should be transmitted to module B. We obtain the SVD of matrix \( A \) as follows,

\[ A = U \Sigma V, \]

where \( S_i \) is the \( i \)th nonzero element of \( \Sigma \), \( \lambda_i \) is the \( i \)th eigenvalue of \( A^H A \) which \( \lambda_i = S_i^2 \). Therefore, \( Q_{2x} \) is rewritten as

\[ Q_{2x} = V(\text{Diag}(1 \odot v_{2x}) + \Sigma^H \text{Diag}(1 \odot v_{2x}) \Sigma)^{-1} V^H. \]

The diagonal elements of \( Q_{2x} \) are obtained by

\[ q_z = E\left\{ \frac{1}{\lambda_i \gamma_{2z} + \gamma_{2z}} \right\} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{v_{2z}} + \frac{s_i^2}{v_{2z}} \right)^{-1}. \]

\[ \text{APPENDIX B: DERIVATION OF THE SADDLE-POINT OF F} \]

In this appendix, we adopt the replica method in the field of statistical physics to calculate \( F \) in the large-system limit and derive its saddle points. From [42], free energy \( F \) is given by

\[ F = -\frac{1}{M} \lim_{\tau \to 0} \frac{\partial}{\partial \tau} \log E[P(\hat{y})]. \]

We define the likelihood distribution of the received signals under [7] conditional on the unknown parameters as follows:

\[ P(\hat{y}|x) \triangleq N \prod_{j=1}^{N} \int dz_j P_{\text{out}}(\hat{y}_j | z_j) \delta(z_j - a_j^H s). \]
\[ G^{(\tau)}(Q_x, Q_w) = \frac{1}{M} \log E_A \left[ \prod_{a=1}^{\tau} e^{-j\omega(a)H A_{x(a)} - j\lambda A_{x(a)} H w(a)} \right], \]  
(65a)

\[ \mu^{(\tau)}(Q_x) = E_X \left[ \int \prod_{1 \leq a \leq b} \delta \left( \left( x^{(a)} \right)^H x^{(b)} - M[Q_x]_{a,b} \right) d[Q_x]_{a,b} \right], \]  
(65b)

\[ \mu^{(\tau)}(Q_w) = \int d\tilde{y} \int dZ \int dW \left( \int \prod_{1 \leq a \leq b} \delta \left( \left( w^{(a)} \right)^H w^{(b)} - N[Q_w]_{a,b} \right) d[Q_w]_{a,b} \right) \times \prod_{a=1}^{\tau} P_{\text{out}} \left( \tilde{y} \mid z^{(a)} \right) e^{-j\omega(a)H z^{(a)} - j\lambda^{(a)} H w^{(a)}}. \]  
(65c)

where \( \delta(\cdot) \) denotes Dirac’s delta. We know that \( P(\tilde{y}) = \int P(y|x)P(x)dx \) is marginal likelihood. Using the Fourier representation of the \( \delta \) via auxiliary variables \( w = [w_{\alpha}] \subseteq \mathbb{C}^N \) to \( \mathbb{C} \), and through the replica method, we compute the replicate partition function \( E \left[ P^{\tau}(\tilde{y}) \right] \) given by

\[ E^y_x \left[ P^{\tau}(\tilde{y}) \right] = \int d\tilde{y} E_{X,A} \left[ \int dZ \int dW \left( \prod_{a=1}^{\tau} P_{\text{out}} \left( \tilde{y} \mid z^{(a)} \right) e^{-j\omega(a)H z^{(a)} - j\lambda^{(a)} H w^{(a)}} \right) \times \prod_{a=1}^{\tau} e^{j\omega(a)H A_{x(a)} + j\lambda^{(a)} H w^{(a)}} \right], \]  
(66)

where \( z^{(a)} \) and \( x^{(a)} \) are the \( a \)-th replica of \( z \) and \( x \), respectively; and \( Z \triangleq \{z^{(a)}, \forall a\}, W \triangleq \{w^{(a)}, \forall a\}, X \triangleq \{x^{(a)}, \forall a\}. \) Here, \( \{x^{(a)}\} \) are random vectors taken from the distribution \( P(x) \) for \( a = 1, \ldots, \tau \). In addition, \( \int d\tilde{y} \) denotes the integral \textit{w.r.t.} a discrete measure because the quantized output \( y \) is a finite set.

To evaluate the expectation \textit{w.r.t.} \( A \) and \( X \) in (66), we introduce two \( \tau \times \tau \) matrices \( Q_x \) and \( Q_w \) whose elements are defined by \( [Q_x]_{a,b} \triangleq \frac{1}{\tau} \left( x^{(a)} \right)^H x^{(b)} \) and \( [Q_w]_{a,b} \triangleq \frac{1}{\tau} \left( w^{(a)} \right)^H w^{(b)}. \) The definitions of \( Q_x \) and \( Q_w \) are equivalent to

\[ 1 = \int \prod_{1 \leq a \leq b} \delta \left( \left( x^{(a)} \right)^H x^{(b)} - M[Q_x]_{a,b} \right) d[Q_x]_{a,b}, \]  
(67)

\[ 1 = \int \prod_{1 \leq a \leq b} \delta \left( \left( w^{(a)} \right)^H w^{(b)} - N[Q_w]_{a,b} \right) d[Q_w]_{a,b}, \]  
(68)

where \( \delta(\cdot) \) denotes Dirac’s delta. Inserting the above expressions into (66) yields

\[ E^y_x \left[ P^{\tau}(\tilde{y}) \right] = \int e^{\tau G^{(\tau)}(Q_x, Q_w)} d\mu^{(\tau)}(Q_x)d\mu^{(\tau)}(Q_w), \]  
(69)

where \( G^{(\tau)}(Q_x, Q_w), \mu^{(\tau)}(Q_x), \) and \( \mu^{(\tau)}(Q_w) \) are given by (65) at the top of this page. We notice that by introducing the \( \delta \)-functions, the expectations over \( X \) can be separated to an expectation over all possible covariance \( Q_x \) and all possible \( X \) configurations \textit{w.r.t.} a prescribed set of \( Q_x \). Therefore, we can separate the expectations over \( A \) and \( X \) respectively in (65a) and (65b). A similar concept applies to separating the expectations over \( A \) and \( W \). Using similar strategy in (39), we can calculate each term of (65).

First, we evaluate \( G^{(\tau)}(Q_x, Q_w) \) by noticing

\[ E_A \left[ \prod_{a=1}^{\tau} e^{-j\omega(a)H A_{x(a)} - j\lambda A_{x(a)} H w(a)} \right] = \]  
(70)

\[ E_A \left[ e^{-j\sum_{a=1}^{\tau} \omega(a)H A_{x(a)} + \lambda^{(a)} H w(a)} \right], \]  
(71)

where \( \tilde{w}(a) = U H w(a) \) and \( \tilde{x}(a) = V H x(a). \) Because \( U \) and \( V \) are unitary matrices, the covariances of \( (\tilde{x}(a), \tilde{x}(b)) \) and \( (\tilde{w}(a), \tilde{w}(b)) \) are given by the following:

\[ \frac{1}{M} \left( \tilde{x}(a) \right)^H \tilde{x}(b) = \frac{1}{M} \left( x^{(a)} \right)^H x^{(b)} = [Q_x]_{a,b}, \]  
(72)

\[ \frac{1}{N} \left( \tilde{w}(a) \right)^H \tilde{w}(b) = \frac{1}{N} \left( w^{(a)} \right)^H w^{(b)} = [Q_w]_{a,b}. \]  
(73)

Notice that the dependence on the replica indices does not affect the physics of the system because replicas have been introduced artificially. Assuming \textit{replica symmetry} (RS), i.e.,

\[ \begin{align*}
Q_x &= c_x I_x + q_x 11^H, \\
Q_w &= c_w I_w + q_w 11^H,
\end{align*} \]  
(74)

therefore seems natural. With the RS, we can obtain the following:

\[ G^{(\tau)}(Q_x, Q_w) = (\tau - 1)G(c_x, c_w) + G(c_x + \tau q_x, c_w + \tau q_w), \]  
(75)

where

\[ G(x, u) = \text{Extr}_{x, \chi_x} \left\{ \chi_x x + \alpha \chi_u u - (1 - \alpha) \log(\chi_x) - \alpha E_x \log(\chi_x \chi_u + \lambda) \right\} - \log x - \alpha \log u - \alpha - 1, \]  
(76)

and \( \text{Extr}_{x} \{ f(x) \} \) denotes the extreme value of \( f(x) \) \textit{w.r.t.} \( x \).

Next, we consider \( \mu^{(\tau)}(Q_x) \) in (65b). \( \mu^{(\tau)}(Q_x) = e^{N R^{(\tau)}(Q_x)} + O(1) \), where \( R^{(\tau)}(Q_x) \) is the rate measure of \( \mu^{(\tau)}(Q_x) \) and is given by (49)

\[ R^{(\tau)}(Q_x) = \max_{Q_x} \left\{ \frac{1}{N} \log E_X \left[ e^{n(Q_x, X^H X)} \right] - \text{tr} \left( \tilde{Q}_x Q_x \right) \right\}, \]  
(81)
\[
\frac{1}{N} \log E_x \left[ e^{\text{tr}(Q'x\tilde{x})} \right] = \int du_x \left( E_x \left[ e^{-\|u_x - \sqrt{\theta} \tilde{x} + (\tilde{q}_x - \tilde{c}_x)\tilde{x}\|} \right] \right) \left( E_x \left[ e^{(\sqrt{\theta} x - \tilde{c}_x)^H u_x + u_x^H (\sqrt{\theta} x - \tilde{c}_x)} \right] \right)^{\tau - 1}.
\]

(77)

\[
R_w(\tilde{Q}_w) \triangleq \int \text{d}\tilde{y} \int \text{d}Z \int \text{d}W \left( \prod_{a=1}^{\tau} P_{\text{out}}(\tilde{y} | z^{(a)}) \times e^{-jw^{(a)} H^{(a)} \tilde{z}^{(a)} - jz^{(a)} H^{(a)} w^{(a)}} \right) e^{\text{tr}(Q_w w^H)}.
\]

(80)

Substituting (77) and (82) into (81) and taking the derivative w.r.t. \( w \) at \( \tau = 0 \), we obtain the following:

\[
\Phi = \text{Extr}_{q_x, q_w} \left\{ G(T_x - q_x, q_w) + \alpha q_w \tilde{T}_w - I \left( x; z \parallel \sqrt{\tilde{q}_w} \right) + \tilde{q}_w (T_w - q_w) + \alpha \sum_{\tilde{y}} \int \text{d}v P_{\text{out}}(\tilde{y} | v; \tilde{q}_w) \log P_{\text{out}}(\tilde{y} | v; \tilde{q}_w) - \tilde{q}_w q_w \right\}.
\]

(87)

The extremum over \( \{c_x, \tilde{c}_x, \tilde{c}_w, \tilde{c}_w, q_x, \tilde{q}_x, \tilde{q}_w, \tilde{q}_w\} \) can be obtained by equating the corresponding partial derivatives of the RS expression \( \Phi \) to zero. With the normalization constraint \( E[\tilde{y} | \tilde{y}] = 1 \), \( c_x + q_x = E[|\tilde{y}|^2] \triangleq T_x, c_w + q_w = 0, -\tilde{c}_w + \tilde{q}_x = 0 \), and \( \tilde{c}_w + \tilde{q}_w = E[\lambda] E[|\tilde{y}|^2] \triangleq \tilde{T}_w \) can be easily obtained. These relationships yield

\[
\tilde{y} \triangleq \sqrt{\tilde{q}_w} x + w;
\]

(92)
where \( x \sim \mathcal{P}_X(x) \) and \( w \sim \mathcal{N}(0, 1) \). The saddle-point of \([87]\) can be rewritten as
\[
\hat{q}_w = \hat{T}_w + \chi_w - \frac{1}{q_w},
\]
\[\text{(93a)}\]
\[
q_w = \frac{1}{2} \sum_{b=1}^{B} \int Dv \left( \frac{\Phi'(\sqrt{q_w}v)}{\Psi_b(\sqrt{q_w}v)} \right)^2,
\]
\[\text{(93b)}\]
\[
\hat{q}_x = -\chi_x + \frac{1}{T_x} q_x,
\]
\[\text{(93c)}\]
\[
\chi_x = \frac{1}{\text{MSE}_x(q_x) - \hat{q}_x}. \]
\[\text{(93d)}\]
where
\[
\Psi_b(V_o) \triangleq \Phi \left( \frac{\sqrt{2r_b} - V_o}{\sqrt{\sigma^2 + T_w - q_w}} \right) - \Phi \left( \frac{\sqrt{2r_b} - 1 - V_o}{\sqrt{\sigma^2 + T_w - q_w}} \right)
\]
\[\text{(94)}\]
\[
\Psi'_b(V_o) \triangleq \frac{\partial \Psi_b(V_o)}{\partial V_o} = -\frac{(\sqrt{2}\sigma^2 - V_o) e^{\frac{(\sqrt{2}\sigma^2 - V_o)}{2(\sigma^2 + T_w - q_w)}}}{2\pi(\sigma^2 + T_w - q_w)^{\frac{3}{2}}} - \frac{(\sqrt{2}\sigma^2 - V_o) e^{\frac{(\sqrt{2}\sigma^2 - V_o)}{2(\sigma^2 + T_w - q_w)}}}{2\pi(\sigma^2 + T_w - q_w)^{\frac{3}{2}}}
\]
\[\text{(95)}\]
In addition, We obtain that the extremum points should satisfy the following equality
\[
q_w = E \left\{ \frac{\chi_x}{\lambda \chi_w + \lambda} \right\},
\]
\[\text{(96)}\]
\[
T_x - q_x = (1 - \alpha) \frac{1}{\chi_x} + \alpha E \left\{ \frac{\chi_w}{\lambda \chi_w + \lambda} \right\},
\]
\[\text{(97)}\]
where \( \alpha = M/N \) denotes measurement ratio. Comparing \([93]-[97]\) with Proposition [1] we can conclude that they share the same SE equations.
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