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Abstract Physical field reconstruction is highly desirable for the measurement and control of engineering systems. The reconstruction of the temperature field from limited observation plays a crucial role in thermal management for electronic equipment. Deep learning has been employed in physical field reconstruction, whereas the accurate estimation for the regions with large gradients is still difficult. To solve the problem, this work proposes a novel deep learning method based on patchwise training to reconstruct the temperature field of electronic equipment accurately from limited observation. Firstly, the temperature field reconstruction (TFR) problem of the electronic equipment is modeled mathematically and transformed as an image-to-image regression task. Then a patchwise training and inference framework consisting of an adaptive UNet and a shallow multilayer perceptron (MLP) is developed to establish the mapping from the observation to the temperature field. The adaptive UNet is utilized to reconstruct the whole temperature field while the MLP is designed to predict the patches with large temperature gradients. Experiments employing finite element simulation data are conducted to demonstrate the accuracy of the proposed method. Furthermore, the generalization is evaluated by investigating cases under different heat source layouts, different power intensities, and different observation point locations. The maximum absolute errors of the reconstructed temperature field are less than 1K under the patchwise training approach.
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1 Introduction Temperature field reconstruction · Deep learning · Patchwise training · Surrogate model

Well thermal management (Nakayama (1986)) is arguably the most crucial goal in electronic equipment design, which requires not only a deep understanding of heat transfer but also good design strategies. The heat is mainly generated by integrated electronic components with small size and high-power density (Chen et al. (2020)). Generally, the reliability and service life of electronic component are significantly affected by temperature (Yeh (1995)). In addition, thermal stress and thermal strain due to the non-uniform temperature distribution may cause solder fatigue and electronic components failure (Miyauchi et al. (2007); Wu et al. (2015)). Obtaining temperature distribution information is highly desirable for the thermal management of electronic equipment. The typical temperature measurement techniques generally use transducers (Narayana and Kumar (2016)) (e.g. thermocouples and thermistors) to obtain local information, which cannot describe the state of measurement area comprehensively. Generally, more measurement points can provide more spatial distribution information. However, only limited measurement points can be deployed due to restrictions of the engineering practice in a real-world system. Reconstructing temperature field from limited temperature observation, as an inverse heat transfer problem (Mohebbi et al. (2017)), is an interesting and challenging task.

Available approaches to reconstruct the temperature field fall into two main categories. The first one directly uses numerical methods such as interpolation (Protasov (2017); Sun et al. (2021)) and iteration (Li et al. (2017)), which reconstruct the target temperature of points or domains within the range of a discrete set of known temperature observation points. Generally speaking, these methods are easy to be implemented but need a substantial number of known temperature observations to obtain high precision and are usually incredibly time-consuming. The other one takes advantage of the surrogate model-based methods to cope with those problems. The methods
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Experiments employing simulation data are conducted to demonstrate the accuracy and generalization of the proposed method in Section 5. Finally, we conclude this work with some discussions in Section 6.

2 Mathematical modeling for TFR problem

In the present paper, the TFR problem of electronic equipment for which each component can be seen as a rectangular heat source is studied. The TFR aims to reconstruct the whole temperature field of electronic equipment from limited temperature observation. An electronic equipment system is modeled as a two-dimensional rectangular heat source. The TFR problem is regarded as an image-to-image regression task. Then a patchwise training and inference framework consisting of an adaptive UNet (Ronneberger et al. (2015)) and a shallow MLP (Popescu et al. (2009)) is developed to learn the underlying laws and establish a mapping from the observation to the temperature field. This overcomes the high-dimensional input and output challenge faced by traditional surrogate model-based methods for the TFR task. In particular, the shallow MLP is designed to improve the reconstruction accuracy of regions with large gradients.

On the whole, the main contributions of this work are as follows.

(1) The deep learning method is introduced to cope with the temperature field reconstruction of electronic equipment and, latterly, is provided with mathematical formulation and numerical model.

(2) A patchwise training and inference framework consisting of an adaptive UNet and a shallow MLP is developed to improve the reconstruction accuracy of regions with large gradients.

(3) Experiments employing simulation data are conducted to demonstrate the accuracy and generalization of the proposed method by investigating cases under different heat source layouts, different power intensities, and different locations of observation points.

This article is organized as follows. In Section 2, the mathematical model of the TFR problem is established. Then the framework of the proposed method, data preparation, observation points representation, the architecture of deep neural networks, loss function, training and inference are introduced in Section 3. The experimental setups are described in Section 4. Next, the experimental studies are presented to validate the effectiveness and generalization of the proposed method in Section 5. Finally, we conclude this work with some discussions in Section 6.
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domain with many rectangular heat sources fixed on it. Without loss of generality, the volume-to-point (VP) problem (Aslan et al. (2018)) as Fig. 1 shows is taken as an example to validate the proposed method. There are \( n \) heat sources and \( m \) temperature observation points are placed on the layout domain. \( \phi_i (i = 1, 2, \ldots, n) \) is the power intensity of the \( i \)-th heat source, and \( O_1, O_2, \ldots, O_m \) denote the temperature observation points. In addition, all the boundaries are adiabatic except a small patch which is called heat sink \( (T_0) \) and represented as \( \delta \) in the middle of the bottom boundary. Generally, the steady-state temperature field for two-dimensional VP problems satisfies Poisson’s equation, which can be formulated as

\[
\frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} \right) + \sum_{i=1}^{n} \phi_i(x, y) = 0 \tag{1}
\]

where \( \lambda \) represents the thermal conductivity of the domain. For simplicity, the power intensity of each heat source is uniformly distributed and set to be a constant value. Thus it can be described as

\[
\phi_i(x, y) = \begin{cases} 
\phi_i, & (x, y) \in \Gamma \\
0, & (x, y) \notin \Gamma 
\end{cases} \tag{2}
\]

where \( \Gamma \) denotes the area covered by the heat source.

It should also be constrained by the boundary conditions, which can be written as

\[
\text{Boundary : } T = T_0 \text{ or } k \frac{\partial T}{\partial n} = 0 \text{ or } k \frac{\partial T}{\partial n} = h(T - T_0) \tag{3}
\]

where \( T_0 \) is a constant temperature value, \( n \) denotes the (typically exterior) normal to the boundary, and \( h \) represents the convective heat transfer coefficient. The three boundaries are known as Dirichlet boundary conditions (Dirichlet BCs) where \( T_0 \) is the isothermal boundary temperature value, Neumann boundary conditions (Neumann BCs) where zero heat flux is exchanged, and Robin boundary conditions (Robin BCs) where \( T_0 \) denotes the surrounded fluid temperature value. Overall, the mathematical formulation of the TFR problem can be formulated as

\[
\begin{cases}
\text{find } \hat{T} \\
\min |\hat{T} - T| \\
s.t. \quad \frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} \right) + \sum_{i=1}^{n} \phi_i(x, y) = 0 \\
T = T_0 \text{ or } k \frac{\partial T}{\partial n} = 0 \text{ or } k \frac{\partial T}{\partial n} = h(T - T_0) \\
T_{i,j,k} = f(i)(i = 1, 2, \ldots, m) 
\end{cases} \tag{4}
\]

where \( \hat{T} \) stands for the reconstructed temperature by the deep learning surrogate model and \( T \) stands for the real temperature field. \( T_{i,j,k} \) and \( (j, k) \) describe the value and position of the \( O_i \) temperature observation point. The objective of the TFR problem is to reconstruct the temperature field from the \( m \) temperature observation points.
3 Using deep learning to reconstruct temperature field

In what follows, a deep learning method based on patchwise training is proposed to reconstruct the temperature field from limited observation. Fig. 2 illustrates the framework of the proposed method. Firstly, the real temperature field of a heat source layout with different power intensities is generated via a data generator provided by Chen et al. (2021a). Secondly, observation points are determined through different selection strategies from the real temperature field and converted to image form and vector form, respectively. Then a mapping between the limited observation (image form) and the temperature field is established through an adaptive UNet. Meanwhile, the observation (vector form) is used as input of a shallow MLP to train and predict the temperature of the target region near the heatsink. The temperature of the target region can be denoted as a patch to replace the temperature estimated by the adaptive UNet (see subsection 5.1.2 for more details). At last, a well-trained surrogate model including a deep CNN and a shallow MLP can reconstruct the overall temperature field given limited observation.

![Diagram of proposed surrogate model for the TFR problem.](image)

Fig. 2 The framework of proposed surrogate model for the TFR problem.

3.1 Data Preparation

This work denotes the TFR as an image-to-image regression problem using the deep learning surrogate model. To simplify the problem, the domain is set as a square one with the size \( L = 0.1m \). A certain number of rectangle heat sources with different sizes (e.g., \( l_i \times w_i \)) are fixed in the domain and the power intensity \( \phi_i (i = 1, 2, ..., n) \) of each heat source ranges from 0 to 30000 W/m². The heat generated by the heat source is taken away through the heat sink, for which the length is set to \( \delta = 0.01m \) and the temperature value is set as constant at \( T_0 = 298K \).

For the convenience of calculations, the domain is meshed as a 200 \times 200 grid system just as Fig. 3(a) shows. As a matter of fact, the area with heat sources laid on can be easily represented by a \( l_i \times w_i \) grid matrix, where the value of one grid cell is \( \phi_i \). On the other hand, the value of one grid cell is 0 for the area without heat sources laid on. Then, FEniCS, a popular open-source computing platform for solving partial differential equations (PDEs) based on FEM, is used as the core solver of a data generator provided by Chen et al. (2021a) to generate numerical
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results which are regarded as the real temperature field. In detail, the corresponding temperature field varies alone with the power intensity of each heat source changes. As a result, the $200 \times 200$ temperature field matrix $T$ as Fig. 3(b) shows can be obtained and used as a label in the supervised learning process.

Considering the real-world situation that temperature transducers are arranged fixedly, the locations of temperature observation points are selected through selection strategies (see subsection 5.2.3 for more details) at the beginning and remain unchanged during the training and inference procedure. Then a two-dimensional matrix $T_{ob}$ of $200 \times 200$ with temperature observation which are the values of fixed grid cells can be acquired. The remainder grid cells of $T_{ob}$ will be filled with 0 as Fig. 3(c) shows. At last, the matrix $T_{ob}$ is fed in the deep neural networks to reconstruct the overall temperature field. Consequently, the TFR problem can be transformed into an image-to-image regression problem for both the input and output are $200 \times 200$ matrices. It is a challenging problem with high-dimensional input and output for traditional surrogate modeling methods.

### 3.2 Architecture of deep neural networks

There is large consent that CNN (Gu et al. (2018)) has made a great success for image-to-image regression tasks. Considering the characteristics of the TFR problem, an adaptive UNet is developed as the main part of the deep learning surrogate model. Unet is an excellent deep CNN framework built upon fully convolutional network (FCN) (Shelhamer et al. (2017)) and is initially used for biomedical image segmentation. The original UNet architecture consists of a contracting path to capture context and a symmetric expanding path that enables precise localization, which essentially is an encoder-encoder model. Furthermore, UNet takes advantage of the skip connection, which combines high-resolution features from the contracting path with the upsampled output, thus getting a more precise output. Unlike FCN, Unet has plenty of feature channels in the expanding path, which allow the network to propagate context information to higher resolution layers. To acquire better performance, an adaptive Unet is developed as shown in Fig. 4, different from the original UNet architecture, the up-convolution operation in the expansive path is replaced by bilinear interpolation to make the reconstructed temperature field smoother. And Group normalization (GN) is adopted after the $3 \times 3$ convolution operation to obtain a stable accuracy since its computation is independent of batch sizes.

Since the temperature gradient is large near the heatsink, the reconstruction performance of pure adaptive UNet is not good in the small area. To alleviate the problem, a viable solution is to take a patchwise training approach, i.e., employing a separate neural network to learn and predict the temperature distribution of the special domain. Considering the computation precision and the efficiency, a shallow MLP consisting of two hidden layers is designed to learn the input-to-output mapping between the observation (vector form) and the temperature of the special domain (patch) as shown in Fig. 5. It should be pointed that this shallow neural network is independent of the adaptive UNet as an assistant method to improve performance.

### 3.3 Loss function and reconstruction

The TFR is essentially a regression task in high-dimensional space. Thus the mean absolute error between the reconstructed temperature field $\hat{T}$ and the ground-truth temperature field $T$ is chosen as the global field loss.
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**Fig. 3** Numerical modelling of TFR problem
function, which is expressed as

$$\ell_{\text{field}} = \frac{1}{H \times W} \sum_{j=1}^{H} \sum_{k=1}^{W} |\hat{T}_{j,k} - T_{j,k}|,$$

(5)

where $H$ and $W$ denote the height and width of the temperature field image.

Generally speaking, the ground-truth temperature distribution is continuous. However, the field loss may lead to a coarse reconstruction performance. To this end, this work further uses gradient loss (Liu et al. (2021)) as a regularization to improve the spatial smoothness of the reconstructed temperature field. The gradient loss provide the absolute error of gradient information between the reconstructed temperature field and the real temperature and is defined as

$$\ell_{\text{grad}} = \frac{1}{H \times W} \left( \sum_{j=1}^{H} \sum_{k=1}^{W} \left\| \hat{T}_{j,k} - T_{j,k+1} \right\| + \left\| \hat{T}_{j,k+1} - T_{j,k} \right\| \right).$$

(6)

Then the total loss for the training of adaptive UNet can be formulated as a combination of field loss and gradient loss, where $\lambda$ is the regularization weight.

$$\ell = \ell_{\text{field}} + \lambda \cdot \ell_{\text{grad}}. $$

(7)

As for the training of MLP, the mean absolute error as a loss function can achieve a good performance. The loss function can be formulated as

$$\ell^* = \frac{1}{n'} \sum_{i=1}^{n'} |\hat{T}_i - T_i|,$$

(8)
where \( n' \) is the number of the target temperature points.

Given a set of temperature observation points \( T_{ob} \) as input, the reconstructed temperature field \( \hat{T} \in \mathbb{R}^{200 \times 200} \) can be obtained as output from the deep learning neural networks. The training objective is to minimize the margin between the reconstructed temperature field \( \hat{T} \), and the ground-truth simulated one \( T \) so that the model can fit the provided data. Once the training of deep neural networks finishes, it can play as a surrogate model for reconstruction, which means reconstructing the corresponding temperature field w.r.t arbitrary temperature observation points.

4 Experimental setups

In our experiments, 20k simulated samples are generated for the training process where 80% is for training and 20% for testing. To test the feasibilities of the surrogate model for handling different heat source layouts, Fig. 6(a) and fig. 6(b) present two typical cases which have a random heat source layout and a compact heat source layout and are denoted as Case 1 and Case 2, respectively.

![Fig. 6 Two cases with different layouts](image)

![Fig. 7 Special test dataset with extreme power intensities](image)

Despite the diversity of general samples as Fig. 6 shows, some special samples with extreme power intensities are hard to generate by the strategy of data generation. Hence, to validate the generalization ability of the proposed
method, a special test dataset with the setting of extreme heat source power intensities, i.e., 0 W/m$^2$ or 30 000 W/m$^2$, is generated for each case as Fig. 7 shows. For there are ten heat sources in the domain, each one has two extreme states, so the special test dataset is consists of $2^{10} = 1024$ samples for each case.

The deep neural network is implemented using Pytorch. Adam (Kingma and Ba (2015)) is chosen as the optimizer method. The regularization weight, training epoch, initial learning rate, and batch size are set to 0.1, 200, 0.01, and 16, respectively. The structure of the shallow MLP is set to 'm-32-32-52', where m is the number of the observation points as the input.

To evaluate the reconstruction performance of the proposed method comprehensively, four metrics about the temperature field and maximum temperature information we are concerned about are introduced here, namely the mean absolute error (MAE), the component-constrained mean absolute error (CMAE), the maximum absolute error (MaxAE), and the absolute error of the maximum temperature (MT-AE).

Mean absolute error (MAE), which means the mean value of absolute error between the reconstructed temperature matrix $\hat{T}$ and the ground-truth temperature matrix $T$, is formulated as

$$ MAE = \frac{1}{H \times W} \sum_{j=1}^{H} \sum_{k=1}^{W} |\hat{T}_{j,k} - T_{j,k}|, $$

where $H$ and $W$ are the row and column of the output image. MAE will be used as the main evaluation metric in the following chapters.

Component-constrained mean absolute error (CMAE), which means the mean absolute error of the area that heat sources cover, is formulated as

$$ CMAE = \frac{1}{|\Omega_{com}|} \sum_{(j,k) \in \Omega_{com}} |\hat{T}_{j,k} - T_{j,k}|. $$

Besides, the maximum temperature is always considered as an essential indicator of system condition. Therefore, we introduced two evaluation metrics concerned with maximum temperature.

Maximum absolute error (MaxAE), which means the maximum absolute error of the reconstructed temperature field, is formulated as

$$ MaxAE = \max |\hat{T}_{j,k} - T_{j,k}|. $$

Absolute error of the maximum temperature (MT-AE), which means the maximum error between the reconstructed maximum temperature and the ground-truth maximum temperature (Chen et al. (2021b)), is formulated as

$$ MT-AE = |\max(\hat{T}_{j,k}) - \max(T_{j,k})|. $$

As a rule of thumb, the more training data, the better performance since overfitting can be alleviated by diverse data. To choose a proper scale of training samples, the deep neural networks are trained with different numbers of training samples, i.e., 2k, 4k, 6k, 8k, 10k, 20k, 30k, and 40k. For the sake of simplicity, the temperature observation points are deployed uniformly on the domain, and the number is set to 16 for this issue (see subsection 5.2.2 for more details). As shown in Fig. 8, the increase of the training samples leads to better reconstruction performance generally. More training samples always improve the completeness of data distribution until the data distribution is fully covered. Another critical point here is that when the number of training samples increases to a certain level, i.e., 20K, less improvement is observed. The reason is that the training data have almost covered the data distribution. Thus little rise to the performance can be acquired by adding more data singly. For simplicity, 20k is chosen as the size of the dataset in the following.

5 Results and discussion

In this section, two cases with varying degrees of complexity are studied to demonstrate the excellent performance of the deep learning-based surrogate model based on patchwise training. Firstly, the configurations of two cases, training hyperparameters and evaluation metrics, are presented. Then the reconstruction performances via patchwise training approach on general and special datasets are discussed. To validate the reconstruction accuracy and generalization of the proposed methods, the performances for the special dataset, for two cases with different observation numbers and locations are investigated. At last, the performance of the proposed method is compared with that of traditional surrogate model methods for the precision of TFR.

5.1 Reconstruction performance analysis

In this section, firstly, the effectiveness and feasibilities of the proposed deep learning method for the TFR problem are presented. Then, the issue of large temperature gradient and the performance improvement via patchwise training approach are discussed comprehensively.
5.1.1 Performance with different heat source layouts

For different heat source layouts with $4 \times 4$ observation points, the reconstruction performances are listed in Table 1 and several reconstructed temperature field examples are provided in Fig. 9. As the results show, the MAE, CMAE, and MT-AE of both cases are less than 0.03K, 0.008K and 0.2K, respectively. As for MaxAE, which evaluates the maximum absolute error, is smaller than 1K. It means the error between the reconstruction field and ground truth is small and uniform. Since the interaction of heat sources is more serious for the compact layout, case 2 represents a much more complicated situation. All evaluation metrics of case 2 are just slightly larger. Significantly, the reconstructed temperature distributions, e.g., the peaks and valleys, are in good agreement with the ground-truth ones. These outstanding performances demonstrate that the deep learning-based surrogate model can reconstruct the temperature field accurately from limited observation.

| Test set | NO | MAE  | CMAE | MaxAE  | MT-AE |
|----------|----|------|------|--------|-------|
| Case 1   |    |      |      |        |       |
| general  | $4 \times 4$ | 0.0216 | 0.0657 | 0.2614 | 0.0790 |
| special  | $4 \times 4$ | 0.1648 | 0.0355 | 0.6454 | 0.2383 |
| Case 2   |    |      |      |        |       |
| general  | $4 \times 4$ | 0.0246 | 0.0077 | 0.8362 | 0.1360 |
| special  | $4 \times 4$ | 0.1559 | 0.0394 | 0.9452 | 0.1880 |

5.1.2 Performance improvement through patchwise training approach

An interesting and important finding is that the MaxAE is mainly located in the domain near the heat sink where steep temperature gradients exist when only adaptive U-Net is utilized to reconstruct the temperature field, as shown in Fig. 10. For all other areas, the pixel error is less than 1K. This may be attributed to the convolutional neural network’s characteristics that it is hard to learn and predict discontinuous distribution. Therefore, a shallow MLP is designed to build the direct mapping from the observation to the temperature of the small special domain as shown in Fig. 5. As a result, the MLP performs well with this issue and improves the MaxAE metric obviously, as Table 2 shows. The results show that the MaxAE is reduced by 83.7%, 47.8% for the general datasets, 68.8%, 57.5% for the special datasets of Case 1 and Case 2, respectively. For the sake of illustration, the temperature
distribution along the bottom boundary, where the x ranges from 0.04m to 0.06m, reconstructed by different methods is presented in Fig. 11. It is noticeable that the real temperature distribution is discontinuous at the beginning and end of the heatsink. Whereas the temperature distribution reconstructed by adaptive UNet is always continuous thus can not fit the real temperature well. For such a situation, the shallow MLP perfectly learns and predicts the discontinuous temperature distribution in the domain near the heatsink.

Table 2 The MaxAE improved by the MLP.

| Case          | Case 1 general set | Case 1 special set | Case 2 general set | Case 2 special set |
|---------------|--------------------|--------------------|--------------------|--------------------|
| Adaptive UNet | 1.6000             | 2.0676             | 1.6030             | 2.2268             |
| Adaptive UNet + MLP | 0.2614       | 0.6454             | 0.8362             | 0.9452             |
| Improvement   | 83.7%              | 68.8%              | 47.8%              | 57.5%              |

Fig. 9 The performances of two different heat source layouts.

Fig. 10 The detail of MaxAE in the beginning and end of the heat sink.
5.2 Generalization ability evaluation

To evaluate the generalization ability of the proposed method, the reconstruction performances for the special dataset, for two cases with different observation numbers and locations are investigated in this section.

5.2.1 Performance for the special test dataset

Fig. 11 The temperature distribution along the bottom boundary (middle part) reconstructed by different methods.

Fig. 12 The performance for special test dataset
Since each electronic equipment may be in a full power operation or power-off state, the power intensity has two extreme values, i.e., 0W/m$^2$ and 30000W/m$^2$. To reconstruct the temperature field with extreme power intensities accurately has prime importance. Therefore, a special test dataset as the subsection 4 described is used to validate the generalization ability of the proposed method. The reconstruction performances are listed in Table 1. The MAE and CMAE of both cases are less than 0.2K and 0.04K, respectively, which is still a good performance. The MaxAE and MT-AE of both cases increase remarkably comparing with the general datasets. Two examples randomly selected from the special test samples and the corresponding reconstructed temperature fields are presented in Fig. 12. It can be observed that the performances are as good as that in Fig. 9(a) intuitively, which suggests that the proposed method can work well for unseen samples that are not similar to the training data.

5.2.2 Performance for different numbers of observation points

From the viewpoint of inverse problems, more temperature observation points usually contain more information, which is helpful to reconstruct the temperature field precisely. However, the measurement resource is always limited in real-world applications, and it pays to reduce the number of temperature observation points. To investigate the performance with different numbers of temperature observation points, six cases are introduced to conduct the training and reconstruction. As Fig. 13 shows, the reconstruction performance with more observation points is obviously better than that with fewer ones. Especially, a noticeable decline in reconstruction performance is observed until the number of observation points drops to $3 \times 3$ and blow. It shows that the proposed method can reconstruct temperature fields from very few observation while keeping high precision. Furthermore, the reconstructed temperature fields are almost identical under different input when the number of temperature observation points drops to $2 \times 2$ and blow. This means that too little information is not enough to uniquely determine the reconstruction temperature field. Considering the tradeoff between reconstruction precision and computation cost, 16 temperature observation points are adopted in this work.

![Fig. 13 Performance with different number of observation points](image-url)
5.2.3 Performance for different locations of observation points

To examine the performance with different temperature observation points locations of the proposed method, three selection strategies are employed to obtain different observation points locations. Given the number of observation points, i.e., 16, locations selection becomes critically important. Three strategies, including Uniform selection, Random selection, and Physics-informed selection, are considered to select appropriate observation locations as Fig. 14 shows. Temperature observation points and components are denoted by small red squares and colorful rectangles. 16 observation points are placed in the domain. For the Uniform selection strategy, the domain is divided into 16 uniform blocks. Then the center of each block is chosen as the location of the observation point as Fig. 14(a) shows. For the Random selection strategy, 16 randomized positions are generated by the program as the locations of observation points as Fig. 14(b) shows. The distribution of observation points is not uniform. Namely, some points are too dense while the others are too sparse. There is no doubt that the components’ temperature is what we care about. On the boundaries, temperature gradients are often great, especially in the adjacent area of the heat sink. Thus, for the Physics-informed selection strategy, the centers of the components are first chosen as the locations of observation points. Then the remaining points are placed on the boundaries as Fig. 14(c) shows.

![Fig. 14 Three observation points locations selection strategies](image)

Table 3 lists the selection strategies and corresponding performances under different metrics. Fig. 15 and Fig. 16 shows some reconstruction examples with different locations of observation points. It can be found that the Uniform selection strategy and Physics-informed selection strategy perform better than Random selection strategy. Nevertheless, the reconstruction performances under two Random selection strategies are also good enough. This indicates that the proposed method can reconstruct the temperature field well for different locations of observation points. Furthermore, it is suggested that the locations of observation points are essential for the TFR. Setting the observation points on the components and boundaries is a simple and efficient approach. It should also be noted that the locations of the temperature observation points are restricted by the measurement technology and working conditions in engineering practice. To realize optimization of locations for observation points is an interesting and challenging task, which should be further investigated in the future.

| strategy                      | NO | MAE  | CMAE | MaxAE | MT-AE |
|-------------------------------|----|------|------|-------|-------|
| Case 1                        |    |      |      |       |       |
| Uniform selection             | 4×4| 0.0216 | 0.0057 | 0.2614 | 0.0790 |
| Random selection 1            | 16 | 0.0758 | 0.0231 | 0.5031 | 0.1733 |
| Random selection 2            | 16 | 0.1553 | 0.0344 | 0.8511 | 0.2757 |
| Physics-informed selection    | 16 | 0.0113 | 0.0020 | 0.2602 | 0.0160 |
| Case 2                        |    |      |      |       |       |
| Uniform selection             | 4×4| 0.0346 | 0.0077 | 0.8362 | 0.1360 |
| Random selection 1            | 16 | 0.0347 | 0.0148 | 0.4584 | 0.0247 |
| Random selection 2            | 16 | 0.0301 | 0.0101 | 0.3379 | 0.0345 |
| Physics-informed selection    | 16 | 0.0147 | 0.0030 | 0.4008 | 0.0358 |
Fig. 15 Performance with different observation points locations selection strategies for Case 1.
Fig. 16 Performance with different observation points locations selection strategies for Case 2
5.3 Comparisons with other methods

This work uses the global gaussian interpolation (Gong et al. (2021b)), kriging (Zhang et al. (2018)), support vector regression (SVR) (Schulz et al. (2018)) and neural network (NN) (Erichson et al. (2020)) as baselines. The number of test samples is set to 4000 for all methods and the number of training samples is set to 16000 for the supervised learning methods including the SVR, NN and the proposed method. 16 temperature observation points is adopted for the TFR task. Table 4 shows the comparison results for different methods. For two cases, MAEs, CMAEs and MT-AEs of the proposed method are less than 0.1K, which is significantly lower than other methods by at least 10 times. This shows that the deep learning method generally outperforms other methods. On the other hand, MaxAEs of the former traditional methods exceed 10K for two cases, which are far more than that of the deep learning method. By contrast, the MaxAE of the proposed method is less than 0.5K due to the patchwise training approach. Since MaxAE evaluates the maximum absolute error with the ground-truth, it indicates that the deep learning method not only reconstruct the whole field precisely, but also get a higher precision estimation in the local regions than other methods. In a word, the proposed deep learning method has a better reconstructed performance and is more suitable for the TFR task.

Table 4  The performances for different methods

| Methods                      | NO | MAE     | CMAE   | MaxAE   | MT-AE  |
|------------------------------|----|---------|--------|---------|-------|
| Case 1                       |    |         |        |         |       |
| Kriging                      | 16 | 1.7261  | 0.3648 | 21.5361 | 2.4419 |
| Global Gaussian Interpolation| 16 | 1.0103  | 0.2117 | 18.9412 | 0.3482 |
| SVR                          | 16 | 1.7786  | 0.3416 | 26.3627 | 1.2651 |
| Neural Network               | 16 | 1.5904  | 0.3298 | 15.7138 | 2.7387 |
| Proposed Method              | 16 | 0.0113  | 0.0020 | 0.2602  | 0.0160 |
| Case 2                       |    |         |        |         |       |
| Kriging                      | 16 | 1.8547  | 0.3829 | 21.5361 | 2.8833 |
| Global Gaussian Interpolation| 16 | 0.9757  | 0.1767 | 18.6719 | 0.4044 |
| SVR                          | 16 | 1.8419  | 0.3618 | 26.4045 | 0.7165 |
| Neural Network               | 16 | 0.7306  | 0.1613 | 14.7674 | 2.4431 |
| Proposed Method              | 16 | 0.0147  | 0.0030 | 0.4008  | 0.0358 |

6 Conclusions

In this paper, the TFR of electronic equipment is studied under the proposed deep learning method based on patchwise training. Treating the TFR as an image-to-image regression task, a patchwise training and inference framework consisting of an adaptive UNet and a shallow MLP is developed to establish the mapping from the observation to the temperature field. The adaptive UNet is utilized to reconstruct the whole temperature from limited observations. Meanwhile, the shallow MLP is designed to infer the temperature of the patch near the heatsink directly. In addition, gradient loss is introduced to improve the spatial smoothness of the reconstructed temperature field. Experiments demonstrate that the proposed method can reconstruct the temperature field accurately given sufficient training data. Especially the patchwise training approach improves the reconstruction accuracy through the shallow MLP. The maximum absolute errors of the reconstructed temperature field are less than 1K. Furthermore, by investigating cases under extreme power intensities, and different observation point numbers and locations, the generalization of the proposed method is validated. It needs only 16 temperature observation points to accurately reconstruct the temperature field and is not sensitive to the observation point locations. Besides, compared with the commonly used kriging method and other traditional surrogate model-based methods, the proposed method can provide better reconstruction performance with at least 10 times precision improvements.

In future work, it is promising to study the TFR problem with more complex heat sources and boundary conditions. And a self-adaptive patchwise training approach will be investigated to solve the reconstruction of the region with large gradients better. Furthermore, it is worth investigating the time series problem about the reconstruction of the temperature field in real-time.
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