ON THE INDECOMPOSABILITY OF A REMARKABLE NEW FAMILY OF MODULES APPEARING IN GALOIS THEORY
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Abstract. A powerful new perspective in the analysis of absolute Galois groups has recently emerged from the study of Galois modules related to classical parameterizing spaces of certain Galois extensions. The recurring trend in these decompositions is their stunning simplicity: almost all summands are free over some quotient ring. The non-free summands which appear are exceptional not only because they are different in form, but because they play the key role in controlling arithmetic conditions that allow the remaining summands to be easily described. In this way, these exceptional summands are the lynchpin for a bevy of new properties of absolute Galois groups that have been gleaned from these surprising decompositions.

In one such recent decomposition, a remarkable new exceptional summand was discovered which exhibited interesting properties that have not been seen before. The exceptional summand is drawn from a particular finite family that has not yet been investigated. The main goal of this paper is to introduce this family of modules and verify their indecomposability. We believe this module will be of interest to people working in Galois theory, representation theory, combinatorics, and general algebra. The analysis of these modules includes some interesting new tools, including analogs of $p$-adic expansions.

1. Introduction

1.1. Motivation. The inverse Galois problem asks: for a given group $G$ and field $K$, does there exist some extension $L/K$ so that $\text{Gal}(L/K) \simeq G$? This problem is extremely challenging and is one of the most important outstanding problems in mathematics. The most satisfying solution to this problem would be to have an explicit parameterization of all $G$-extensions of $K$ (i.e., extensions $L/K$ with $\text{Gal}(L/K) \simeq G$). In certain cases, such a parameterization is already known. For instance, if $p$ is prime, the elementary $p$-abelian extensions of $K$ are parameterized by 1-dimensional $\mathbb{F}_p$-subspaces of an $\mathbb{F}_p$-vector space $J(K)$. The exact structure of $J(K)$ depends on some field-theoretic properties of $K$. The most familiar situation is when $\text{char}(K) \neq p$ and $K$ contains a primitive $p$th root of unity, in which case Kummer theory tells us that $J(K) = K^\times/K^{\times_p}$. 
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For a given field $K$, there is an object which encodes the information of all Galois extensions of $K$ simultaneously: the absolute Galois group of $K$. This is the Galois group associated to the separable closure of $K$, and it is typically denoted $G_K$. It is a profinite group. By Galois theory, the extensions of $K$ with Galois group $G$ are determined by continuous surjections $G_K \rightarrow G$. Since absolute Galois groups give complete insight into the inverse Galois problem, it should not be surprising to hear that for a general field $K$, computing $G_K$ is not currently feasible. (For example, the group $G_\mathbb{Q}$ is much sought after.) Because of their connection to the inverse Galois problem (as well as other arithmetic properties of a field $K$), understanding any information about absolute Galois groups is highly desirable. For instance, we can ask for a kind of realizability question for absolute Galois groups: for a given profinite group $G$, is there some field $K$ so that $G_K \simeq G$? Or perhaps more loosely: can we distinguish the collection of absolute Galois groups among the collection of profinite groups?

One method for doing this is to first focus a bit more narrowly on the class of $p$-groups, in which case there is a corresponding classifying Galois object: the maximal pro-$p$ quotient of $G_K$. We will denote this by $G_K(p)$, and call it the absolute $p$-Galois group. It is a pro-$p$ group. As with absolute Galois groups, one is very interested in understanding the ways in which absolute $p$-Galois groups are “special” within the collection of pro-$p$ groups. Although computing specific groups $G_K(p)$ remains extremely challenging, there are a number of ways in which these absolute $p$-Galois groups distinguish themselves. Readers who are interested in exploring some concrete manifestations of these distinguishing properties may consult [19, 20, 21, 22, 23, 24, 26, 29, 32].

Recently, decompositions of a number of Galois modules have provided new insight into structural properties of absolute Galois groups. We will explore examples that illustrate this claim below, but for now we point out some trends that have emerged in these decompositions. Most conspicuously, these modules are far simpler than one would expect a priori, with the vast majority of summands free over some appropriately chosen quotient ring. This simpler-than-expected structure can then be translated into properties that distinguish absolute $p$-Galois groups from the larger class of pro-$p$ groups. Another extremely interesting feature of these modules is the appearance of certain “exceptional” summands which are discovered en route to understanding particular arithmetic conditions related to the module. These summands are exceptional on a number of fronts: they are different in form from the other summands, as they are often non-free; they are far more scarce than other summand types, often with only a single exceptional summand appearing in the entire module; and their connection to critical arithmetic conditions makes them pivotal in controlling behaviors in the rest of the module. In this way, these exceptional summands are the lynchpin for a bevy of new properties of absolute Galois groups that have been gleaned from these surprising decompositions.

To illustrate the kinds of modules described in the previous paragraph, we start with the simplest case. Note that the group $G_K(p)$ has a maximal elementary $p$-abelian quotient. If we assume that $K$ contains a primitive $p$th root of unity, then Kummer theory tells us that the maximal elementary $p$-abelian quotient corresponds to our old friend $J(K) = K^\times / K^{\times p}$. If $K$ is itself a Galois extension of a field $F$, then the natural action of Gal($K/F$) descends to an
action on $J(K)$, and so $J(K)$ becomes an $\mathbb{F}_p[G_K]$-module. The $\mathbb{F}_p[G_K]$-module structure of $J(K)$, therefore, becomes an avenue for exploring the structure of $G_K(p)$.

The Galois module structure of $J(K)$ has been examined quite extensively in the case where $\text{Gal}(K/F)$ is a cyclic $p$-group (see [5, 7, 14, 35, 38, 41]). To illustrate this, consider the case where $K$ contains a primitive $p$th root of unity, and let $n \in \mathbb{N}$ be given so that $\text{Gal}(K/F) \cong \mathbb{Z}/p^n\mathbb{Z}$. We let $K_i$ denote the intermediate extension in $K/F$ for which $[K_i:F] = p^i$, and denote the corresponding Galois group $\text{Gal}(K_i/F)$ by $G_i$. In [35] it is shown that with at most one exception, each summand of $J(K)$ is isomorphic to $\mathbb{F}_p[G_i]$ for some $0 \leq i \leq n$. The one exception to this rule — the “exceptional summand” — is cyclic of dimension $p^{i(K/F)} + 1$ for some $i(K/F) \in \{-\infty, 0, 1, \ldots, n - 1\}$. Though the exceptional summand is an outlier in terms of its module structure, it plays a critical role in controlling certain arithmetic conditions that allow the remaining summands to be “free”. (In the cases where $K$ does not contain a primitive $p$th root of unity, the decomposition of $J(K)$ is even simpler; see [3, 41].)

In addition to $J(K)$, a number of related modules have also been examined in the case where $\text{Gal}(K/F)$ is a cyclic $p$-group. For example, when $K$ contains a primitive $p$th root of unity, it is well known that $K^\times/K^{\times p} \cong H^1(G_K(p), \mathbb{F}_p)$. As such, it is natural to ask for the structure of higher cohomology groups as Galois modules as well. These have been explored in [30, 31], where the connections between Galois cohomology and quotients of Milnor $K$-groups are used in powerful ways. Further investigations into Galois modules related to Milnor $K$-groups in the characteristic $p$ case are also considered in [9]. Though the decomposition of these other Galois modules might vary from the structural properties of $J(K)$ in certain details, they conform to the same spirit: most summands are free over quotients of $\text{Gal}(K/F)$, with relatively few “exceptional” summands that help keep track of arithmetic information that is critical to the decomposition.

The Galois modules described above have been connected to explicit structural properties of some Galois groups and absolute $p$-Galois groups, as well as $p$-Sylow subgroups of absolute Galois groups. These include module-theoretic parameterizations for certain families of $p$-groups [33, 39, 41, 44], automatic realization results [10, 33, 39, 41], realization multiplicity results [5, 10, 41], and even explicit restrictions on the generators and relations of such a group [4]. In the very interesting paper [2], the authors use various Galois modules to make substantial progress towards determining the explicit structure of $p$-Sylow subgroups of absolute Galois groups of $\mathbb{Q}$ for odd primes $p$. An important further ingredient and motivation for this work is the paper [28].

Given the success and applicability of previous computations, determining the structure of additional modules seems a promising way to gain deeper insights into the structure of absolute $p$-Galois groups. One path for new exploration comes from considering more complex group actions, say when $\text{Gal}(K/F)$ is a non-cyclic $p$-group. Another route would be to keep $\text{Gal}(K/F)$ a cyclic $p$-group, but allow more nuance in the modules themselves; a natural first candidate are the power classes $K^\times/K^{\times p^m}$, where $m$ is an integer larger than 1. In both
cases, the daunting roadblock is that the modular representation theory becomes foreboding: whereas there are only finitely many isomorphism classes of indecomposable $\mathbb{F}_p[\mathbb{Z}/p^n\mathbb{Z}]$-modules, analogous classifications are typically not available in these more complex settings. More precisely, if $G$ is a non-cyclic $p$-group other than the Klein 4-group, then the representation type of $\mathbb{F}_p[G]$-modules is wild, making the classification of all indecomposable types essentially hopeless. Things are somewhat better for $\mathbb{Z}$, but only in the case where the $\mathbb{Z}/p^m\mathbb{Z}$-action is free. A general classification of indecomposable types for $m, n \geq 2$ is not known. Readers interested in reviewing some of the work on the representation theory of group rings can consult [3, 9] as well as [8, 13, 40].

Despite the modular-theoretic complexities, Galois module decompositions in these more complex settings have recently been determined. In collaboration with Chemotti, the authors of this paper determined the structure of $K^\times / K^{\times 2}$ when $\text{Gal}(K/F)$ is the Klein 4-group in [11]. Two of the authors of this paper, in collaboration with Heller, Nguyen, and Tăn, determined the structure of $J(K)$ when $G$ is any finite $p$-group under the assumption that $G_K(p)$ is a finitely-generated, free pro-$p$ group, at least in the case where $\xi_p \in F$ or $\text{char}(F) = p$ (see [18]). The spirit of the previous results holds up even in these more forbidding settings: most summands are free over quotients of $\text{Gal}(K/F)$, with exceptional summands helping to manage certain arithmetic conditions that ensure other summands are free. In both of these papers, the indecomposable summands which appear have an isomorphism type that is already well known.

In [36], the authors of this paper compute the structure of $K^\times / K^{\times p^m}$ over $\mathbb{Z}/p^m\mathbb{Z}[\text{Gal}(K/F)]$, again in the case where $\text{Gal}(K/F)$ is a cyclic $p$-group. The themes we have seen before continue to persist in this decomposition, with mostly free summands and a single exceptional summand. Also as before, this exceptional summand helps control certain arithmetic conditions that are key to the module decomposition. Indeed, the exceptional summand is uncovered in an attempt to find an integer $d \equiv 1 \pmod{p}$ and elements $\alpha, \delta_0, \ldots, \delta_m \in K^\times$ which are appropriately “minimal” and that simultaneously satisfy

$$
\alpha^\sigma = \alpha^d \delta_0^{d_1} \cdots \delta_m^{d_m},
\xi_p = N_{K/F}(\alpha)^{d_{1}/p} \cdot N_{K_{n-1}/F}(\delta_0) \cdot \left( \prod_{i=1}^{m} N_{K/F}(\delta_i)^{p^{i-1}} \right).
$$

Minimal, in this case, is defined in terms of the intermediate fields which contain the elements $\delta_i$, as well as the integer $d$. Specifically, let $a_i = -\infty$ if $\delta_i = 1$, and otherwise let $a_i \in \{0, 1, \ldots, n\}$ be chosen minimally so that $\delta_i$ is contained in the intermediate field of degree $p^{a_i}$ over $F$ within $K/F$. Then let $\mathbf{a}$ be the vector $(a_0, a_1, \ldots, a_{m-1})$. In finding a minimal solution to equation (1), one first attempts to minimize the vector $\mathbf{a}$ lexicographically, and then one attempts to maximize the $p$-adic valuation of $d - 1$. So, for instance, the vector $\mathbf{a}_1 = (2, 5, 10, 11)$ is “smaller” than the vector $\mathbf{a}_2 = (2, 6, 7, 9)$, and for a fixed choice of $(a_1, a_1, \cdots, a_{m-1})$ one would prefer $d = 1 + p^6$ to $d = 1 + p^3 + p^7$. Having a minimal solution
to these equations, it turns out, is key to an inductive approach to understanding the structure of \( K^\times/K^{\times p^n} \), since it is central to understanding any “new” dependencies that arise as one moves from \( K^\times/K^{\times p^{n-1}} \) to \( K^\times/K^{\times p^n} \).

In contrast to previous Galois module decompositions, the modules which appear as an exceptional summand in the Galois module structure of \( K^\times/K^{\times p^n} \) have not been previously investigated. More specifically, it is far from clear that they are indecomposable. The purpose of this paper is to verify their indecomposability.

In a larger sense, however, this paper is a testament to the interest and importance of this family of modules. In the untamable wilderness of \( \mathbb{Z}/p^n\mathbb{Z}[\mathbb{Z}/p^n\mathbb{Z}] \)-modules, the underlying issue is that there are simply too many indecomposable types to ever understand. A more tractable goal, however, is to identify those indecomposables that appear in significant ways across the mathematical spectrum. This is precisely what the modules \( X_{a,d,m} \) do, playing a starring role in the structure of the foundational Galois modules \( K^\times/K^{\times p^n} \).

1.2. Statement of the main theorem. Let \( G \) denote an abstract cyclic group of order \( p^n \), \( n \in \mathbb{N} \), with fixed generator \( \sigma \). For \( 0 \leq i \leq n \), let \( G_i \) denote the quotient group of \( G \) of order \( p^i \). For \( m \in \mathbb{N} \) we set \( R_m := \mathbb{Z}/p^m\mathbb{Z} \) and let \( R_nG \) denote the group ring. For \( i \in \mathbb{N} \) set \( U_i = 1 + p^\mathbb{Z} \) and additionally set \( U_\infty = \{1\} \). We adopt several conventions, including \( p^{-\infty} = 0 \) and that \( \{0\} \) is a free module over any ring. Moreover, if \( M \) is any additive \( R_mG \)-module and \( x \in M \) is given, we define \( \sigma^{p^{-\infty}} x \) to be \( 0_M \).

For \( a \in \{-\infty, 0, 1, \ldots, n\}^m \) and \( d \in \mathbb{Z} \), we define the (additive) \( R_mG \)-module \( X_{a,d,m} \) according to the following generators and relations:

\[
\begin{align*}
\langle y, x_0, \ldots, x_{m-1} : (\sigma - d)y = \sum_{i=0}^{m-1} p^i x_i ; \sigma^{p^i} x_i = x_i, \ 0 \leq i < m \rangle.
\end{align*}
\]

(2)

In particular, note that for each \( i \) we have \( \langle x_i \rangle \simeq R_mG_{a_i} \). This relation also gives us a convenient way to keep track of the elements in \( X_{a,d,m} \) in a manner that is reminiscent of \( p \)-adic expansions. Indeed, we have adapted some techniques from \( p \)-adic analysis into this representation-theoretic setting; some excellent resources on the \( p \)-adic numbers are available in [15, 23, 27]. For example, since \( \langle x_i \rangle \simeq R_mG_{a_i} \) it is not difficult to show that for any element \( f(\sigma) \in R_mG_{a_i} \) there exist unique quantities \( c_{k,\ell} \in \{0, 1, \cdots, p-1\} \) so that

\[
f(\sigma)x_i = \sum_{k=0}^{p^{a_i}-1} \sum_{\ell=0}^{m-1} c_{k,\ell} p^\ell (\sigma - 1)^k x_i.
\]

The given relation (2) makes such a decomposition also possible for elements in \( \langle y \rangle \), this time expressing images of \( y \) under the \( R_mG \) action as “\( \underline{F}_p \)-combinations” drawn from \( \{y^\ell : 0 \leq \ell \leq m - 1\} \cup \{p^\ell (\sigma - 1)^k \sum_{i=0}^{m-1} p^i x_i\} \).

In Figure 1 we give a graphical depiction of this information in the special case \( p = 2 \), \( a = (1, 2, 3, 4), d = 1 \), and \( m = 4 \). In this depiction we have several 2-d arrays of boxes: one for each of \( \langle x_0 \rangle, \langle x_1 \rangle, \langle x_2 \rangle, \) and \( \langle x_3 \rangle \), as well as for the module \( \langle y, x_0, x_1, x_2, x_3 \rangle \). For each,
progression from left to right along boxes indicates successive powers of \( \sigma - 1 \), and progression from top to bottom indicates successive powers of \( p \). The highlighted box in each \( \langle x_i \rangle \) indicates the contribution from each module to the value of \((\sigma - 1)^y)\; the overall module is depicted as a “layered” combination of the various modules.

\[
\begin{array}{cccc}
\sigma - 1 & \sigma - 1 & \sigma - 1 & \sigma - 1 \\
\hline
x_0 & x_1 & x_2 & x_3 \\
\hline
p & & & \\
\hline
y & & & \\
\end{array}
\]

**Figure 1.** A graphical depiction of \( X_{a,d,m} \) when \( p = 2 \), \( a = (1, 2, 3, 4) \), \( d = 1 \), and \( m = 4 \), as well as the cyclic module generated by each \( x_i \) for \( 0 \leq i \leq 3 \).

Our main result in this paper is to show that under certain hypotheses on \( a, d \) and \( m \), the module \( X_{a,d,m} \) is indecomposable.

**Theorem 1.** Suppose \( m \in \mathbb{N} \), \( a = (a_0, \ldots, a_{m-1}) \in \{ -\infty, 0, \ldots, n \}^m \), and \( d \in U_1 \). Assume further that \( d^{p^{a_i}} \in U_{i+1} \) for all \( 0 \leq i < m \).

If \( p \) is odd, and if \( a_i + j < a_{i+j} \) for all \( 0 \leq i < m \) with \( 1 \leq j < m - i \) and \( a_{i+j} \neq -\infty \), then \( X_{a,d,m} \) is an indecomposable \( R_mG \)-module.

Moreover, if \( p = 2 \), suppose we have

- if \( n = 1 \), then \( a_0 = \infty \);
- if \( 0 \leq i < m \) and \( 1 \leq j < m - i \), then \( a_i + j < a_{i+j} \), unless \( d \notin U_2 \), \( i = 0 \), and \( a_i = 0 \), in which case \( a_j \neq 0 \) for all \( 1 \leq j < m \); and
- if \( m \geq 2 \), \( d \in -U_v \setminus -U_{v+1} \) for some \( v \geq 2 \), and \( a_0 = 0 \), then \( a_i > i - (v - 1) \) for all \( v \leq i < m \) and \( a_i \neq -\infty \).

Then \( X_{a,d,m} \) is an indecomposable \( R_mG \)-module.

\(^1\)Note that the choice of \( a \) in this graphical depiction violates one of the conditions of Theorem \(^1\) and is therefore not one of the modules we ultimately show is indecomposable. Nevertheless, it gives a good indication of the “shape” of these kinds of modules while still being small enough to reasonably fit on the page.
As mentioned above, the authors began investigating this module because it appears in the \( R_mG \) decomposition of \( J_m := K^\times/K^\times p^m \) when \( \text{Gal}(K/F) \cong G \) (see [36]). In particular, if \( d \in \mathbb{Z} \) and \( \mathbf{a} = (a_0, \ldots, a_{m-1}) \) are chosen minimally so that there exists \( \alpha \in K^\times \) and \( \delta \in K^\times \), which solve Equation (1), then the module generated by their classes in \( K^\times/K^\times p^m \) — i.e., \( \langle [\alpha]_m, [\delta_0]_m, [\delta_1]_m, \ldots, [\delta_{m-1}]_m \rangle \) — is isomorphic to \( X_{\mathbf{a},d,m} \). In fact, each of the conditions listed in Theorem 1 arose because it was shown to be a necessary condition for a minimal solution to Equation (1): failure to adhere to any single condition meant that one could find a “smaller” solution. Field-theoretic interpretations for the quantities \( \mathbf{a} \) and \( d \) are explored in [37].

In addition to showing that \( X_{\mathbf{a},d,m} \) is indecomposable, we will show in Proposition 5.1 that — under the hypotheses of Theorem 1 — the quantity \( \mathbf{a} \) is a module-theoretic invariant of \( X_{\mathbf{a},d,m} \); in particular, this means that if we have \( \tilde{\mathbf{a}} \) and \( \tilde{d} \) satisfying the conditions of Theorem 1 and for which \( \mathbf{a} \neq \tilde{\mathbf{a}} \), then \( X_{\mathbf{a},d,m} \ncong X_{\tilde{\mathbf{a}},\tilde{d},m} \).

1.3. Outline of paper. In writing this paper, we have worked to make the presentation as self-contained and approachable — and even as friendly — as possible. We feel, in fact, that this paper should be approachable for people with a basic university-level knowledge of algebra.

The next two sections help bring the reader up to speed on the basic vocabulary and background needed to move towards our ultimate goal. In section 2 we investigate certain elements of \( \mathbb{Z}[\sigma] \) that will play a crucial role in our results, computing their annihilators and developing a few technical results. In section 3 we provide some basic results on \( R_mG \)-modules. The proof of Theorem 1 commences in section 4. We do this by first showing indecomposability in certain special cases. As we proceed into the general case, we study the behavior of elements of \( X \) which satisfy particular conditions. Using these properties, we then proceed to show the indecomposability of \( X \) inductively on \( m \). In section 5 we prove that \( \mathbf{a} \) is a module-theoretic invariant of \( X_{\mathbf{a},d,m} \). In the final section of the paper, we discuss a few ways in which the conditions we give in Theorem 1 are necessary for indecomposability.

2. Norm Operators

In our study of the modules \( X_{\mathbf{a},d,m} \), we will see that the norm operator (and some of its kin) play a key role in understanding their indecomposability. In this section, we analyze these operators and their properties.

We continue to use the notation adopted in the previous section. Additionally, for a set \( S \) of elements in a ring \( R \), we use the notation \( \langle S \rangle \) to denote the subring of \( R \) generated by the elements of \( S \). We define several elements of \( \mathbb{Z}[\sigma] \) and then consider their images under natural homomorphisms \( \mathbb{Z}[\sigma] \to \mathbb{Z}G_s \to R_mG_s \) for \( 0 \leq s \leq n \).
Definition. For $0 \leq j \leq i \leq n$ and $d \in U_1$, set

$$P(i, j) := \sum_{k=0}^{p^i-j-1} \sigma^{kp^j} \quad Q_d(i, j) := \sum_{k=0}^{p^i-j-1} (d^{p^j})^{p^i-j-1-k}(\sigma^{p^j})^k.$$

Note that when $K/F$ is an extension so that $\text{Gal}(K/F) = \langle \sigma \rangle \simeq \mathbb{Z}/p^n\mathbb{Z}$, then for an element $k \in K^\times$ we have $N_{K/F}(k) = \prod_{i=0}^{p^n-1} \sigma^i(k) = k^{(\sum_{i=0}^{p^n-1} \sigma^i)} = k^{P(n,0)}$. In fact, if we let $K_i$ denote the intermediate extension of $K/F$ of degree $p^i$ over $F$, then by the same token one sees that for $k \in K_i^\times$ we have $N_{K_i/K_j}(k) = k^{P(i,j)}$. It is for this reason that we call this family of polynomials norm operators.

Clearly $Q_1(i, j) = P(i, j)$. Note that since $d \in U_1$, we have $Q_d(i, j) = P(i, j) \mod p\mathbb{Z}[\sigma]$. Also observe that for $0 \leq k \leq j \leq i$, one has

$$P(i, k) = P(i, j)P(j, k) \quad Q_d(i, k) = Q_d(i, j)Q_d(j, k)$$

as well as the following identities

$$(\sigma^{p^j} - 1)P(i, j) = (\sigma^{p^j} - 1)$$

$$(\sigma^{p^j} - d^{p^j})Q_d(i, j) = (\sigma^{p^j} - d^{p^j}).$$

As a natural consequence of our convention $\sigma^{p^{-\infty}} = 0$, one has $P(i, -\infty) = Q_d(i, -\infty) = 1$ for all $i$.

Before demonstrating some more intricate results for the polynomials $P(i, j)$ and $Q_d(i, j)$, we will need to establish a few arithmetic results.

**Lemma 2.1.** Suppose that $i \in \mathbb{N}$, and $d \in U_i$, and $j \geq 0$. Then

$$\begin{cases} d^{p^i} \in U_{i+j}, & p > 2 \text{ or } i > 1 \text{ or } j = 0 \\ d^{p^i} = 1, & p = 2, \ i = 1, \ j > 0, \ d = -1 \\ d^{p^i} \in U_{v+j}, & p = 2, \ i = 1, \ j > 0, \ d \in -U_v. \end{cases}$$

When additionally $d \not\in U_{i+1}$, then we have $d^{p^i} \not\in U_{i+j+1}$ in the first case; likewise if $d \not\in -U_{v+1}$ in the last case, then $d^{p^i} \not\in U_{v+j+1}$.

**Remark.** When $p = 2$ and $i = 1$, either $d = -1$ or $d \in -U_v \setminus -U_{v+1}$ for some $v \geq 2$. Hence when $p = 2, i = 1$, and $j > 0$, we always have $d^{p^i} \in U_{i+j+1}$.

**Proof.** If $j = 0$ the conclusion is identical to the hypothesis, so we may assume that $j > 0$. Assume first that $p > 2$, and write $d = 1 + p^i x$ for $x \in \mathbb{Z}$. Then we calculate

$$d^{p} = (1 + p^i x)^p = 1 + p \cdot p^i x + \binom{p}{2} (p^i x)^2 + \cdots + (p^i x)^p.$$
Observe that

\[
\left( \frac{p}{k} \right) (p^i x)^k = \begin{cases} 
0 \mod (p^{i+k+1}), & 2 \leq k < p, \ i \geq 2 \\
0 \mod (p^{i+k}), & k = p, \ i \geq 2 \\
0 \mod (p^{i+k}), & 2 \leq k < p, \ i = 1 \\
0 \mod (p^{i+k-1}), & k = p, \ i = 1.
\end{cases}
\]

Since \( p > 2 \) we have \( d^p = 1 + p \cdot p^ix \mod (p^{i+2}) \) and we conclude that \( d^p \in U_{i+1} \). Moreover \( d^p \not\in U_{i+2} \) if \( d \not\in U_{i+1} \), since in this case \( x \not\in p\mathbb{Z} \). Hence \( d^{p^j} \in U_{i+j} \) for all \( j \geq 1 \) when \( p > 2 \), with \( d^{p^j} \not\in U_{i+j+1} \) if \( d \not\in U_{i+1} \).

Now suppose that \( p = 2 \) and write \( d = 1 + 2^i x \) for some \( x \in \mathbb{Z} \). Then

\[
d^2 = (1 + 2^ix)^2 = 1 + 2 \cdot 2^ix + 2^{2i}x^2.
\]

If \( i \geq 2 \), then \( 2i > i + 1 \) and so \( d^2 = 1 + 2^{i+1}x \mod (2^{2i}) \), whence \( d^2 \in U_{i+1} \). If \( d \not\in U_{i+1} \), then we further have \( d^2 \not\in U_{i+2} \) since \( x \not\in 2\mathbb{Z} \). This gives \( d^{2^j} \in U_{i+j} \) for all \( j \geq 1 \) when \( p = 2 \) and \( i \geq 2 \), and further that \( d^{2^j} \not\in U_{i+j+1} \) if \( d \not\in U_{i+1} \).

We are left with the case \( p = 2, i = 1, \) and \( j > 0 \). If \( d = -1 \), then the conclusion is clear. Otherwise let \( d \in -U_v \) with \( v \geq 2 \). We write \( d = -1 + 2^v x \) for \( x \in \mathbb{Z} \) and calculate

\[
(-1 + 2^v x)^2 = 1 - 2 \cdot 2^v x + 2^{2v}x^2.
\]

Since \( v \geq 2 \), \( 2v > v + 1 \) and as before we have that \( d^2 \in U_{v+1} \); also as before, if \( d \not\in -U_{v+1} \), then we have \( d^2 \not\in -U_{v+2} \). Hence \( d^{2^j} \in U_{v+j} \) for all \( j \geq 1 \) when \( p = 2, i = 1, \) and \( j > 0 \), and \( d \neq -1 \), with \( d^{2^j} \not\in -U_{v+2} \) when \( d \not\in -U_{v+1} \). \( \square \)

One can be slightly more precise with the previous result. We leave the following result to the reader; when we write \( d = 1 + p^ix \), it can be used to give a precise expression for the form of \( d^{p^j} \) in terms of \( x \).

**Lemma 2.2.** Suppose that \( p > 2, d \in U_i, \) and \( i \geq 1 \). Write \( d = 1 + p^i x \). Then there exist \( f, g \in \mathbb{Z} \) so that

\[
d^{p^j} = 1 + p^{i+j}x \left( 1 + f x p^j + g x p^{j+1} \right).
\]

Now suppose that \( p = 2, d \in U_i, \) and \( i \geq 1 \). Write \( d = 1 + 2^i x \). Then there exists \( c \in \mathbb{Z} \) so that

\[
d^{2^j} = 1 + 2^{i+j}x \left( 1 + 2^{i-1}x + 2^ix \right).
\]

(Here we interpret \( U_0 = \mathbb{Z} \).)

We now turn to \( P(i, j) \) and \( Q_d(i, j) \). We start by determining some properties of these polynomials under various evaluation homomorphisms.

**Definition.** For \( d \in \mathbb{Z} \), we write \( \phi_{d,n} \) for the homomorphism of additive groups \( \mathbb{Z}G \rightarrow \mathbb{Z} \) induced by \( \sigma^t \mapsto d^t, 0 \leq t < p^n \). We will generally abbreviate this notation by writing \( \phi_d \) in place of \( \phi_{d,n} \), since the value of \( n \) is implicit from the associated group \( G \). The kernel is then the subgroup \( \langle \sigma - d, \sigma^2 - d^2, \ldots, \sigma^{p^n-1} - d^{p^n-1} \rangle \), which is a subset of the ideal \( \langle \sigma - d \rangle \subset \mathbb{Z}G \).
Now if \(m \in \mathbb{N}\) is such that \(d^m = 1 \mod p^m\), we let \(\phi_d^{(m)} : R_m G \to R_m\) be the induced map; this is a ring homomorphism with kernel precisely \(\langle \sigma - d \rangle\). Since \(\phi_d^{(m)}(1) = 1\), it is moreover an \(R_m\)-homomorphism.

**Lemma 2.3.** If \(d \in U_1\) and \(0 \leq j \leq i \leq n\), then
\[
\phi_d(P(i, j)) = 0 \mod p^{i-j}.
\]

More precisely,

1. If \(p > 2\), \(d \in U_2\), or \(j > 0\), then for \(0 \leq j < i\)
   \[
   \phi_d(P(i, j)) = p^{i-j} \mod p^{i-j+1}.
   \]
2. If \(p = 2\), \(d = -1\), \(j = 0\), and \(i > 0\), then
   \[
   \phi_d(P(i, 0)) = 0.
   \]
3. If \(p = 2\), \(d \in -U_v \setminus -U_{v+1}\) for \(v \geq 2\), \(j = 0\), and \(i > 0\), then
   \[
   \phi_d(P(i, 0)) = 2^{i+v-1} \mod 2^{i+v}.
   \]

**Proof.** (1). If \(d^v = 1\), then \(\phi_d(P(i, j)) = p^{i-j}\) and we are done.

Otherwise, observe that if \(p = 2\), then \(d^v \in U_2\) when either \(d \in U_2\) or \(j > 0\). Let \(d^v = 1 + p^v x\) for \(v \in \mathbb{N}\) and \(x \in \mathbb{Z} \setminus p\mathbb{Z}\). Then by Lemma 2.1 we calculate that \(d^v = 1 + p^{v+i-j} x + p^{v+i-j+1} y\) for some \(y \in \mathbb{Z}\). Furthermore,
\[
\phi_d(P(i, j)) = \frac{d^v - 1}{d^v - 1}.
\]
Hence
\[
p^v x \phi_d(P(i, j)) = p^{v+i-j} x + p^{v+i-j+1} y
\]
and so
\[
p^v x (\phi_d(P(i, j)) - p^{i-j}) = p^v p^{i-j+1} y.
\]
Dividing by \(p^v\) we have
\[
x (\phi_d(P(i, j)) - p^{i-j}) = 0 \mod p^{i-j+1}.
\]
Since \(x \not\in p\mathbb{Z}\) we deduce
\[
\phi_d(P(i, j)) = p^{i-j} \mod p^{i-j+1}
\]
and we have (1).

(2). If \(d = -1\), then a simple calculation yields \(\phi_d(P(i, 0)) = 0\).

(3). Assume that \(d \in -U_v \setminus -U_{v+1}\). Write \(d = -1 + 2^v x\) for \(x \in \mathbb{Z} \setminus 2\mathbb{Z}\) and \(v \in \mathbb{N}\). By Lemma 2.1 \(v \geq 2\) and \(d^v = 1 + 2^{v+i} x + 2^{v+i+1} y\) for some \(y \in \mathbb{Z}\). We have
\[
\phi_d(P(i, 0)) = \frac{d^v - 1}{d - 1}.
\]
Hence

$$(d - 1)\phi_d(P(i, 0)) = d^2i - 1$$

and so

$$(-2 + 2^v x)\phi_d(P(i, 0)) = 2^{v+i}x + 2^{v+i+1}y.$$  

Dividing by 2 and using the fact that $1 - 2^{v-1}x \notin 2\mathbb{Z}$ and so is a unit in $\mathbb{Z}/2^{v+i}\mathbb{Z}$, we obtain

$$\phi_d(P(i, 0)) = 2^{v+i-1} \mod 2^{v+i},$$

as desired.

In all cases the initial statement follows. □

We now move on to study the images of $P(i, j)$ and $Q_d(i, j)$ within $R_m G$. Of primary interest to us are their annihilators and their image under the natural $R_m$-homomorphisms $\chi_j : R_m G \to R_m G_j$.

**Lemma 2.4.** For $m \in \mathbb{N}$, $0 \leq k \leq m$, and $0 \leq j < i \leq n$,

$$\langle P(i, j) \rangle \cap \langle p^k \rangle = \langle p^k P(i, j) \rangle$$

as ideals in $R_m G_i$.

**Proof.** Clearly $\langle p^k P(i, j) \rangle$ lies in the intersection. Consider then an arbitrary element $c \in \langle P(i, j) \rangle \cap \langle p^k \rangle$. Hence there exist $r, s \in R_m G_i$ such that

$$c = p^k r = P(i, j)s.$$  

Since $(\sigma^{p^j} - 1)$ annihilates $P(i, j)$ in $R_m G_i$, we may assume without loss of generality that $s = \sum_{t=0}^{p^j-1} s_t \sigma^t$ for $s_t \in R_m$, $t = 0, \ldots, p^j - 1$. (More explicitly, we can replace $s$ by the result of taking an arbitrary lift of $s$ into $R_m[\sigma]$, dividing by $\sigma^{p^j} - 1$, taking the remainder, and projecting back into $R_m G_i$.)

Then

$$P(i, j)s = \sum_{u=0}^{p^j - 1} \sum_{t=0}^{p^j - 1} s_t \sigma^{t+up^j}.$$  

Since $R_m G_i$ is a free $R_m$-module with base $\{1, \sigma, \ldots, \sigma^{p^j-1}\}$, we deduce that $P(i, j)s \notin p^k R_m G_i$ unless $s \in p^k R_m G_i$. Hence $c \in \langle p^k P(i, j) \rangle$. □

**Lemma 2.5.** Suppose $m \in \mathbb{N}$. For $0 \leq i \leq n$ and $0 \leq k \leq m$,

$$\text{ann}_{R_m G_i} p^k = \langle p^{m-k} \rangle.$$  

For $0 \leq j < i \leq n$ and $0 \leq k \leq m$,

$$\text{ann}_{R_m G_i} p^k (\sigma^{p^j} - 1) = \langle P(i, j), p^{m-k} \rangle.$$
Proof. Assume first that 0 \leq i \leq n and 0 \leq k \leq m. Then since \( R_m G_i \) is a free \( R_m \)-module, it follows that \( \text{ann}_{R_m G_i} p^k = \langle p^{m-k} \rangle \).

We now consider the second statement. Suppose additionally that 0 \leq j < i.

Suppose \( k = 0 \). Then, writing elements of \( R_m G_i \) in terms of the \( R_m \)-base \( \{1, \sigma, \ldots, \sigma^{p^i-1}\} \), it follows easily that

\[
\text{ann}_{R_m G_i}(\sigma^p - 1) = \langle P(i, j) \rangle.
\]

Now assume that 0 \leq k \leq m. It is clear that \( \langle P(i, j), p^{m-k} \rangle \) lies in \( \text{ann}_{R_m G_i} p^k(\sigma^p - 1) \). Assume then that \( r \in \text{ann}_{R_m G_i} p^k(\sigma^p - 1) \). Then from the previous paragraph we have

\[
p^k r = P(i, j)s
\]

for some \( s \in R_m G_i \). By Lemma 2.6, \( p^k r = p^k P(i, j)t \) for some \( t \in R_m G_i \). Therefore \( r - P(i, j)t \) lies in \( \text{ann}_{R_m G_i} p^k = \langle p^{m-k} \rangle \), and so

\[
r \in \langle P(i, j), p^{m-k} \rangle,
\]

as desired. \( \square \)

Lemma 2.6. Suppose \( m \in \mathbb{N}, 0 \leq i \leq n, \) and \( d \in U_i \). Then

\[
\text{ann}_{R_m G_i}(\sigma - d) = \langle p^k Q_d(i, 0) \rangle
\]

where \( k = \min\{v \geq 0 : p^v (d^p - 1) = 0 \mod p^m \} \).

Proof. Let \( k \) be defined as in the lemma. Observe that in \( R_m G_i \),

\[
(\sigma - d)p^k Q_d(i, 0) = p^k (\sigma^p - d^p) = p^k (1 - d^p) = 0
\]

so \( \langle p^k Q_d(i, 0) \rangle \subset \text{ann}_{R_m G_i}(\sigma - d) \).

Now suppose

\[
r := \sum_{l=0}^{p^i-1} c_l \sigma^l \in \text{ann}_{R_m G_i}(\sigma - d), \quad c_l \in R_m.
\]

Expanding out \((\sigma - d)r = 0\) and considering coefficients of the \( R_m \)-base \( \{\sigma^l\}_{l=0}^{p^i-1} \) of \( R_m G_i \), we obtain equations over \( R_m \)

\[
c_{l-1} - dc_l = 0 \mod p^m, \quad 1 \leq l \leq p^i - 1
\]

\[
c_{p^i-1} - dc_0 = 0 \mod p^m.
\]

We deduce

\[
c_{p^i-l} = d^k c_0 \mod p^m, \quad 1 \leq l \leq p^i.
\]

In particular, \( c_0 = d^p c_0 \mod p^m \). Hence 0 = \( d^p - 1 \) \( c_0 \mod p^m \).

Now write \( c_0 = p^w x \) for 0 \leq w \leq m and \( x \in \mathbb{Z} \setminus p\mathbb{Z} \). Then \( x \) is a unit modulo \( p^m \) and so \( (d^p - 1)p^w = 0 \mod p^m \). Hence \( w \geq k \) and \( c_0 \in \langle p^k \rangle \subset R_m \). Moreover,

\[
r = \sum_{l=0}^{p^i-1} c_l \sigma^l = c_0 d \sum_{l=0}^{p^i-1} d^{p^i-l-1} \sigma^l = c_0 d Q_d(i, 0) \in \langle p^k Q_d(i, 0) \rangle,
\]

where \( Q_d(i, 0) \) is a free \( R_m \)-module. Therefore

\[
r \in \langle p^k Q_d(i, 0) \rangle.
\]
as desired. □

**Lemma 2.7.** Suppose \( m \in \mathbb{N} \) and \( 0 \leq j < i \leq n \). Suppose that \( d \in U_1 \). Then under the natural \( R_m \)-homomorphism \( \chi_j : R_m G \to R_m G_j \),
\[
\chi_j(Q_d(i, 0)) = 0 \mod p^{i-j}R_m G_j.
\]
Moreover,

1. If \( p > 2 \), \( d \in U_2 \), or \( j > 0 \), then
\[
\chi_j(Q_d(i, 0)) = p^{i-j}Q_d(j, 0) \mod p^{i-j+1}R_m G_j.
\]
2. If \( p = 2 \), \( d = -1 \), and \( j = 0 \), then
\[
\chi_j(Q_d(i, 0)) = 0.
\]
3. If \( p = 2 \), \( d \in \mathbb{Z} \setminus \mathbb{N} \) for \( v \geq 2 \), and \( j = 0 \), then
\[
\chi_j(Q_d(i, 0)) = 2^{i+v-1} \mod p^{i+v}R_m G_j.
\]

**Proof.** We calculate
\[
\chi_j(Q_d(i, 0)) = \chi_j(d^{p^{j-1}} + d^{p^{j-2}} \sigma + \cdots + \sigma^{p^{j-1}})
\]
\[
= (d^{p^{j-1}} - d^{p^{j-2}} \rho^j + \cdots + 1)Q_d(j, 0)
\]
\[
= \phi(d^{p^j})(P(i - j, 0))Q_d(j, 0).
\]
The remainder follows from Lemma 2.3. □

The balance of the section will be spent on two lemmas concerning annihilators of certain multiply-generated ideals in \( R_m G_i \); they are somewhat technical, and the reader may choose to omit them on first pass.

**Lemma 2.8.** Suppose \( m \in \mathbb{N} \), \( 0 \leq i \leq n \), and \( t \in \mathbb{N} \cup \{0\} \). Let \((b_j)_{j=0}^t\) be a decreasing sequence of elements of \{0, \ldots, m - 1\} and \((c_j)_{j=0}^t\) be an increasing sequence of elements of \{\(-\infty, 0, \ldots, i - 1\)\}.

If \( c_0 = -\infty \), then
\[
\text{ann}_{R_m G_i}\{p^{b_0}, \{p^{b_j}(\sigma^{p^{c_j}} - 1)\}_{j=1}^t\} =
\left\{
\begin{array}{ll}
\langle p^{m-b_0} \rangle, & t = 0 \\
\langle p^{m-b_0}P(i, c_1), \cdots, p^{m-b_t-1}P(i, c_t), p^{m-b_t} \rangle, & t > 0.
\end{array}
\right.
\]

If \( c_0 \neq -\infty \), then
\[
\text{ann}_{R_m G_i}\{\{p^{b_j}(\sigma^{p^{c_j}} - 1)\}_{j=0}^t\} =
\left\{
\begin{array}{ll}
\langle P(i, c_0), p^{m-b_0} \rangle, & t = 0 \\
\langle P(i, c_0), p^{m-b_0}P(i, c_1), \cdots, p^{m-b_t-1}P(i, c_t), p^{m-b_t} \rangle, & t > 0.
\end{array}
\right.
\]
Proof. We prove the result by induction on $t$. The base case $t = 0$ is Lemma 2.4. Assume then that for some $t \geq 1$, the result holds for all $l < t$. We prove the result holds for $t$ as well.

To simplify our discussion, for $0 \leq v \leq t$ we denote

$$A_v := \begin{cases} \text{ann}_{R_mG_i}(p^{b_0}, \{p^{b_j}(\sigma^{p^v}) - 1\}_j=1), & c_0 = -\infty \\ \text{ann}_{R_mG_i}(\{p^{b_j}(\sigma^{p^v}) - 1\}_j=0), & c_0 \neq -\infty \end{cases}$$

and

$$I_v := \begin{cases} \langle p^{m-b_0} \rangle, & c_0 = -\infty, v = 0 \\ \langle p^{m-b_0}P(i, c_1), \ldots, p^{m-b_v} \rangle, & c_0 = -\infty, v > 0 \\ \langle P(i, c_0), p^{m-b_0} \rangle, & c_0 \neq -\infty, v = 0 \\ \langle P(i, c_0), p^{m-b_0}P(i, c_1), \ldots, p^{m-b_v} \rangle, & c_0 \neq -\infty, v > 0 \end{cases}$$

where the ideals are those given in the statement of the lemma. By induction $A_{t-1} = I_{t-1}$, and we claim that $A_t = I_t$.

We start by showing $I_t \subset A_t$. Since the $(b_j)$ are decreasing by hypothesis, we have $I_t \subset I_{t-1}$, and so $I_t \subset A_{t-1}$ as well. Since $A_t = A_{t-1} \cap \text{ann}_{R_mG_i}(p^{b_0}(\sigma^{p^v} - 1))$, this means that we only need to verify that $I_t \subset (\text{ann}_{R_mG_i}p^{b_0}(\sigma^{p^v} - 1))$: we show that each of the generators of $I_t$ is in this set. This is obvious for the last generator of $I_t$, since $p^{m-b_t} \in \text{ann}_{R_mG_i}p^{b_0} \subset \text{ann}_{R_mG_i}p^{b_0}(\sigma^{p^v} - 1)$. The remaining generators of $I_t$ each contain a factor of the form $P(i, c_j)$ for $0 \leq j \leq t - 1$. Since the $(c_j)$ are increasing this implies $P(i, c_j) \in \text{ann}_{R_mG_i}(\sigma^{p^v} - 1) \subset \text{ann}_{R_mG_i}p^{b_0}(\sigma^{p^v} - 1)$, which in turn shows the remaining generators of $I_t$ also lie in the desired annihilator. Hence $I_t \subset A_t$.

Now we show that $A_t \subset I_t$. Let $r \in A_t$. Now $A_t \subset A_{t-1}$ by definition, and $A_{t-1} = I_{t-1}$. So $r \in I_{t-1}$.

Assume first that $t = 1$. Since $r \in I_{t-1}$ we have

$$r = \begin{cases} p^{m-b_0}f_0, f_0 \in R_mG_i, & c_0 = -\infty \\ P(i, c_0)f_0 + p^{m-b_0}f_1, f_0, f_1 \in R_mG_i, & c_0 \neq -\infty. \end{cases}$$

In the case $c_0 \neq -\infty$, we see that $P(i, c_0)f_0 \in I_t$. Hence we may assume without loss of generality that if $t = 1$ we have $r = p^{m-b_0}s$ for $s \in R_mG_i$.

Now suppose that $t > 1$. Again using the fact that $r \in I_{t-1}$, we have

$$r = \begin{cases} p^{m-b_0}P(i, c_1)f_0 + \cdots + p^{m-b_t}f_t, f_k \in R_mG_i, & c_0 = -\infty \\ P(i, c_0)f_0 + \cdots + p^{m-b_t}f_t, f_k \in R_mG_i, & c_0 \neq -\infty. \end{cases}$$

We see that all but the last summands in the expression for $r$ are already contained in $I_t$. Hence we may assume without loss of generality that if $t > 1$ we have $r = p^{m-b_t-1}s$ for $s \in R_mG_i$.

In all cases, then, we have obtained $r = p^{m-b_t-1}s$ for $s \in R_mG_i$. Since $r \in A_t \subset \text{ann}_{R_mG_i}p^{b_0}(\sigma^{p^v} - 1)$, we have

$$p^{b_t}r = p^{m-b_t-1+b_t}s \in \text{ann}_{R_mG_i}(\sigma^{p^v} - 1) = \langle P(i, c_t) \rangle.$$
Lemma 2.9. Suppose \( m \geq 2, 0 \leq i \leq n \), and \( t \in \mathbb{N} \cup \{0\} \). Let \( \{b_j\}_{j=0}^t \) be a decreasing sequence of elements of \( \{0, \ldots, m - 2\} \) and \( \{c_j\}_{j=0}^t \) be an increasing sequence of elements of \( \{-\infty, 0, \ldots, i - 1\} \). Assume further that \( t > 0 \) when \( c_0 = -\infty \).

Assume additionally that

1. \( b^t \in U_m \);
2. \( b_t = 0 \);
3. \( \phi_d^{(m)}(P(i, c_j)) \in p^{1+b_j-1}R_m \) for all \( 0 < j \leq t \) with \( c_j \neq -\infty \), and that \( \phi_d^{(m)}(P(i, c_0)) = 0 \) if \( c_0 = -\infty \).

For \( r \in R_m G_i \), suppose \( (\sigma - d)r \in R_{m-1} G_i \) satisfies

\[
(\sigma - d)r \in \begin{cases}
\text{ann}_{R_{m-1} G_i} \langle p^{b_0}, \{p^j (\sigma^{c_j} - 1)\}_{j=1}^t \rangle, & c_0 = -\infty \\
\text{ann}_{R_{m-1} G_i} \langle \{p^j (\sigma^{c_j} - 1)\}_{j=0}^t \rangle, & c_0 \neq -\infty.
\end{cases}
\]

Then in \( R_m G_i \) we have

\[
(\sigma - d)r \in \begin{cases}
\langle p^{m-1-b_0} P(i, c_1), \ldots, p^{m-1-b_t} P(i, c_t), p^{m-1} (\sigma - d) \rangle, & c_0 = -\infty \\
\langle P(i, c_0), p^{m-1-b_0} P(i, c_1), \ldots, p^{m-1-b_t} P(i, c_t), p^{m-1} (\sigma - d) \rangle, & c_0 \neq -\infty.
\end{cases}
\]

Proof. Assume first that \( c_0 \neq -\infty \). By Lemma 2.8 for \( R_{m-1} G_i \), using \( b_t = 0 \) from item (2), we have

\[
(\sigma - d)r \in \langle P(i, c_0), p^{m-1-b_0} P(i, c_1), \ldots, p^{m-1-b_t} P(i, c_t) \rangle
\]

and so for some \( f_0, \ldots, f_{t+1} \in R_m G \) it follows that

\[
(\sigma - d)r = f_0 P(i, c_0) + \left( \sum_{j=1}^t f_j p^{m-1-b_j-1} P(i, c_j) \right) + f_{t+1} p^{m-1}.
\]

By item (1) we have the \( R_m \)-ring homomorphism \( \phi_d^{(m)} \). Then using item (3) we have

\[
0 = p^{m-1} \phi_d^{(m)} (f_{t+1}).
\]
By Lemma 2.5, $f_{t+1} = (\sigma - d)g_{t+1} + ph_t + h_{t+1} \in R_mG_i$ and we conclude that

$$(\sigma - d)r \in \langle P(i, c_0), p^{m-1-b_0}P(i, c_1), \ldots , p^{m-1-b_t-1}P(i, c_t), p^{m-1}(\sigma - d) \rangle,$$

as desired.

Now assume that $c_0 = -\infty$. By Lemma 2.8 using $b_t = 0$ from item (2), we have

$$(\sigma - d)r \in \langle p^{m-1-b_0}P(i, c_1), \ldots , p^{m-1-b_t-1}P(i, c_t) \rangle$$

and so for some $f_1, \ldots , f_{t+1} \in R_mG$ we have

$$(\sigma - d)r = \left( \sum_{j=1}^{t} f_j p^{m-1-b_j-1}P(i, c_j) \right) + f_{t+1}p^{m-1}.$$

Just as before, by item (3) we have

$$0 = p^{m-1}f^{(m)}_d(f_{t+1})$$

and hence

$$(\sigma - d)r \in \langle p^{m-1-b_0}P(i, c_1), \ldots , p^{m-1-b_t-1}P(i, c_t), p^{m-1}(\sigma - d) \rangle.$$

\[\square\]

3. $R_mG$-Modules

In this section we consider some of the module-theoretic ingredients that will be used as we consider the indecomposability of $X_{a,d,m}$.

For all $m \in \mathbb{N}$ and $0 \leq i \leq n$, the ring $R_mG_i$ is a local ring with unique maximal ideal $\mathcal{I}_{m,i} = \langle p, (\sigma - 1) \rangle$. When the context is clear we abbreviate $\mathcal{I}_{m,i}$ by $\mathcal{I}$. Since there is a unique maximal ideal, the Jacobson radical of $R_mG_i$ is simply $\mathcal{I}$ itself. With this in mind, we have a special case of Nakayama’s lemma that will prove extremely useful for the balance of the paper: if $M$ is a module of $R_mG_i$ such that $\mathcal{I}M = M$, then $M$ is trivial.

We have that $U(R_mG_i) = R_mG_i \setminus \mathcal{I}$ and $U(R_m) \subset U(R_mG_i)$ for all $m \in \mathbb{N}$ and $0 \leq i \leq n$. Recall that all cyclic modules over $R_mG_i$ are indecomposable, as follows. If $M \neq \{0\}$ is cyclic, then $M$ is generated by a single element, and so $M/\mathcal{I}M \simeq \mathbb{F}_p$. But if $M = A \oplus B$, then $M/\mathcal{I}M \simeq A/\mathcal{I}A \oplus B/\mathcal{I}B$. Therefore without loss of generality $A/\mathcal{I}A = \{0\}$, and then by Nakayama’s Lemma we have $A = \{0\}$.

For a $G$-module $M$ we write $M^G$ for the submodule of $M$ consisting of elements fixed by $G$.

If $H \leq G$ are subgroups, it is clear that an $R_mG$-module $M$ is an $R_mH$-module. On the other hand, if $H \leq G$, then an $R_m(G/H)$-module $M$ is naturally an $R_mG$-module. Let $H_i$ be the subgroup of $G$ of order $p^{n-i}$ so that $G_i = G/H_i$ is the quotient group of order $p^i$. Then an $R_mG_i$-module is naturally an $R_mG$-module.
If \( M = M^G \) we say that \( M \) is a trivial \( G \)-module, and if an \( R_mG \)-module \( M \) satisfies \( M = M^G \), we say that \( M \) is a trivial \( R_mG \)-module. In particular, an \( R_mG_0 = R_m\{1\} \)-module is a \( R_mG \)-module on which \( G \) acts trivially. Hence an \( R_m\{1\} \)-module is a trivial \( R_mG \)-module.

We define \( l_M(u) \) of an element \( u \) of an \( R_mG \)-module \( M \) to be the dimension over \( \mathbb{F}_p \) of the \( \mathbb{F}_pG \)-submodule \( \langle \bar{u} \rangle \) of \( M/pM \) generated by \( \bar{u} := u + pM \). When the context is clear we abbreviate \( l_M(u) \) by \( l(u) \). We have

\[
(\sigma - 1)^{(l(u) - 1)}\langle \bar{u} \rangle = \langle \bar{u} \rangle^G \neq \{0\} \quad \text{and} \quad (\sigma - 1)^{l(u)}\langle \bar{u} \rangle = \{0\}.
\]

Therefore \( 0 \leq l(u) \leq p^n \).

We say that the length of a cyclic \( \mathbb{F}_pG \)-module is the length of any generator of that module. Observe that as \( \mathbb{F}_pG \)-modules, the free \( \mathbb{F}_pG_i \)-modules on one generator are precisely the cyclic \( \mathbb{F}_pG \)-modules generated by an element of length \( p^i \). Finally, recall that the indecomposable \( \mathbb{F}_pG \)-modules are precisely the cyclic \( \mathbb{F}_pG \)-modules.

We will use without mention the facts that in \( \mathbb{F}_pG \),

\[
P(i, j) = (\sigma^{p^j} - 1)^{p^{i-j} - 1} = (\sigma - 1)^{p^j - p^i}, \quad 0 \leq j < i \leq n.
\]

**Lemma 3.1.** Let \( m \geq 2 \), \( 0 \leq i \leq n \), and \( M \) an \( R_mG_i \)-module. If \( M/p^{m-1}M \) is a cyclic \( R_{m-1}G_i \)-module, then \( M \) is a cyclic \( R_mG_i \)-module.

*Proof.* Choose \( u \in M \) such that \( u \) generates \( M/p^{m-1}M \). Then for an arbitrary element \( v \in M \), \( v = fu + p^{m-1}x \) for \( f \in R_mG \) and \( x \in M \). Moreover, \( x = gu + p^{m-1}y \) for some \( g \in R_mG \) and \( y \in M \). But then \( v = (f + p^{m-1}g)u + p^{2(m-1)}y = (f + p^{m-1}g)u \) since \( 2(m - 1) \geq m \). Hence \( u \) generates \( M \).

For an \( R_mG \)-module \( M \), we define the trivial \( \mathbb{F}_pG \)-module

\[ M^\ast := \text{ann}_M \mathcal{I} = M^G \cap \text{ann}_M p = \text{ann}_M(\sigma - 1) \cap \text{ann}_M p. \]

For the balance of this section we will study this fixed submodule, and show that it can be used to great effect. It is clear that \( M \subset N \) implies \( M^\ast \subset N^\ast \).

**Lemma 3.2.** Let \( M \) be a nonzero \( R_mG \)-module. Then \( M^\ast \neq \{0\} \).

*Proof.* Since every module contains a cyclic module, it is enough to show the result for a nonzero cyclic module \( M = \langle u \rangle \). By Nakayama’s Lemma we have \( u \notin pM \). Now set

\[ j := \max\{k \geq 0 : (\sigma - 1)^ku \neq 0\}, \]

where \( (\sigma - 1)^0 = 1 \). Hence \( (\sigma - 1)^ju \neq 0 \). Now set

\[ l = \max\{k \geq 0 : p^k(\sigma - 1)^ju \neq 0\}, \]

and let \( w = p^j(\sigma - 1)^ju \). Then by the maximality of \( l \) we have \( pw = 0 \). Moreover, by the maximality of \( j \) we get \( (\sigma - 1)w = 0 \) as well. Therefore \( 0 \neq w \in M^\ast \).

**Lemma 3.3.** Let \( 0 \leq i \leq n \), and let \( M_1 \) and \( M_2 \) be \( R_mG_i \)-submodules contained in a common \( R_mG_i \)-module. If \( M_1^\ast \cap M_2^\ast = \{0\} \), then \( M_1 + M_2 = M_1 \oplus M_2 \).
**Proof.** If \( M_1 \cap M_2 \neq \{0\} \), then by Lemma \ref{lemma3} we have \((M_1 \cap M_2)^* \neq 0\). Since \((M_1 \cap M_2)^* \subset M_1^* \cap M_2^*\), we have a contradiction. \(\square\)

**Lemma 3.4.** For \( m \in \mathbb{N} \) and \( 0 \leq i \leq n \),
\[
(R_m G_i)^* = \langle p^{m-1}(1 + \sigma + \cdots + \sigma^{p^i-1}) \rangle = \langle p^{m-1}(\sigma - 1)^{p^i-1} \rangle \neq \{0\}.
\]

**Proof.** From Lemma \ref{lemma2} \( \text{ann}_{R_m G_i}(\sigma-1) = \langle P(i,0) \rangle \) and \( \text{ann}_{R_m G_i} p = \langle p^{m-1} \rangle \). Then Lemma \ref{lemma3} gives us \((R_m G_i)^* = \langle p^{m-1}(1 + \sigma + \cdots + \sigma^{p^i-1}) \rangle \). Since \((\sigma-1)^{p^i-1} = 1 + \sigma + \cdots + \sigma^{p^i-1}\) modulo \( p \), we have the second equality. Now \( R_m G_i \) is the free \( R_m \)-module on \( \{1, \sigma, \cdots, \sigma^{p^i-1}\} \), which gives the inequality. \(\square\)

**Lemma 3.5.** For \( m \in \mathbb{N} \) and \( 0 \leq i \leq n \), every nonzero ideal of \( R_m G_i \) contains
\[
p^{m-1}(\sigma - 1)^{p^i-1} = p^{m-1}(1 + \sigma + \cdots + \sigma^{p^i-1}).
\]

**Proof.** Let \( I \) be a nonzero ideal of \( R_m G_i \). Then \( I \) is a submodule. Since \( I \) is nonzero, Lemma \ref{lemma3} gives \( I^* \neq \{0\} \). On the other hand, Lemma \ref{lemma4} tells us
\[
I^* \subset (R_m G_i)^* = \langle p^{m-1}(\sigma - 1)^{p^i-1} \rangle.
\]

Therefore
\[
\{0\} \neq I^* \subset \langle p^{m-1}(\sigma - 1)^{p^i-1} \rangle.
\]

Observing that the right-hand module is of \( \mathbb{F}_p \)-dimension 1, we have the result. \(\square\)

As a final comment in this section, we point out that it will often be useful for us to know that two decompositions of an \( R_m G \)-module are equivalent to each other (up to the ordering of summands, of course). This idea is made more precise by the Krull-Schmidt Theorem.

**Proposition 3.6** (Krull-Schmidt Theorem; see \cite[Theorem 12.9]{1}). Let \( M \) be a nonzero module of finite length. Then \( M \) has a finite indecomposable decomposition \( M = M_1 \oplus \cdots \oplus M_n \) such that for every indecomposable decomposition
\[
M = N_1 \oplus \cdots \oplus N_k,
\]
we have \( n = k \) and there is some permutation \( \sigma \in S_n \) so that \( M_i \simeq N_{\sigma(i)} \) for all \( 1 \leq i \leq n \).

4. **Indecomposability of \( X_{a,d,m} \)**

We are now prepared to investigate the indecomposability of \( X_{a,d,m} \) from Theorem \ref{theorem1}. Recall that the conditions of Theorem \ref{theorem1} give us information about the number \( d \), as well as the terms of the vector \( a = (a_0, a_1, \ldots, a_{m-1}) \). The hypotheses are simpler for odd \( p \), but when \( p = 2 \) there are certain technicalities that emerge which need to be accounted for. To facilitate working with these hypotheses, we will list them here:

- (I) \( d \in U_1 \)
- (II) \( d^{p^i} \in U_{i+1} \) for all \( 0 \leq i < m \)
(III) $a_i + j < a_{i+j}$ for all $0 \leq i < m$ with $1 \leq j < m - i$ and $a_{i+j} \neq -\infty$, except if $p = 2$, $d \notin U_2$, $i = 0$, and $a_i = 0$, in which case $a_j \neq 0$ for all $1 \leq j < m$

(IV) if $p = 2$ and $n = 1$, then $a_0 = -\infty$

(V) If $p = 2$, $m \geq 2$, $d \in -U_v \setminus -U_{v+1}$ for some $v \geq 2$, and $a_0 = 0$, then $a_i > i - (v - 1)$ for all $0 \leq i < m$ and $a_i \neq -\infty$.

So, for example, if we refer to condition (IV) of Theorem 1, we simply mean the hypothesis that $a_0 = -\infty$ in the case where $p = 2$ and $n = 1$.

Our overall strategy is as follows: we will first prove the results in some special cases. As we move toward the general case, we will need to understand how the invariants attached to $X_{a,d,m}$ manifest relative to properties of particular elements in the module. These results — Lemmas 4.3, 4.4, and 4.5 — are relatively technical in their nature, and the reader might choose to skip forward to the Proof of Theorem 1 on a first read and take them on faith.

To get started, we begin with a number of observations.

First, for each $0 \leq i \leq m - 1$, the relations on $X_{a,d,m}$ imply that $l(x_i) = p^{a_i}$, and moreover we have $l(y) = p^{a_0} + 1$. In particular, this implies that $a_0 < n$.

Second, note that the conditions (I)–(V) of Theorem 1 are satisfied for $a = (a_0, \ldots, a_{m-1})$, $d$, and $m$, then they are satisfied for $(a_0, \ldots, a_{i-1})$, $d$, and $i$ for $1 \leq i < m$ as well.

Third, condition (III) may be used to conclude that for all $0 \leq i < j < m$ with $a_i, a_j \neq -\infty$, one has $a_i < a_j$. We will occasionally use this weaker form (referring to it as (III) as well), and it is valid in all cases.

Finally, we remark that because $X_{a,d,m}$ is a finitely generated module of $R_mG$, it can be decomposed into a direct sum of indecomposable submodules in a unique way. This is a consequence of the Krull-Schmidt theorem.

We start our investigation into the indecomposability of $X_{a,d,m}$ by examining two special cases.

**Lemma 4.1.** Assume the hypotheses of Theorem 1 and let $m \geq 2$. Then in each of the following two cases, $X$ is an indecomposable $R_mG$-module:

1. $a_{m-1} = 0$, or
2. $p = 2$, $d \notin U_2$, $a_0 = 0$, $a_{m-1} = 1$.

**Proof.** In the first case, by (III) we have $a_i = -\infty$ for $0 \leq i < m - 1$. The same is true the second case for $0 < i < m - 1$, again by (III) and (V).

In either case, suppose that $X_{a,d,m} \simeq V \oplus W$ with $V, W \neq \{0\}$. By Nakayama’s Lemma, $V/p^{m-1}V$ and $W/p^{m-1}W$ are nonzero as well, and our first goal is to determine the isomorphism classes of $V/p^{m-1}V$ and $W/p^{m-1}W$. 
In view of the defining relations of $X_{a,d,m}$, we have

$$X/p^{m-1}X = A \oplus B,$$

where

$$A := X_{a,d,m-1}$$

with $a = (a_0, \ldots, a_{m-2})$ and

$$B := (x_{m-1})/(p^{m-1}x_{m-1}, (\sigma p^{m-1} - 1)x_{m-1}) \simeq R_{m-1}G_{a_{m-1}}.$$

We claim that each of $V$ and $W$ is cyclic, as follows. In case (1),

$$X_{a,d,m-1} = \langle y : (\sigma - d)y = 0 \rangle$$

while in case (2),

$$X_{a,d,m-1} = \langle y, x_0 : (\sigma - d)y = x_0, (\sigma - 1)x_0 = 0 \rangle.$$

In both cases we deduce that $A$ is cyclic. We see that $B$ is cyclic by definition. By the Krull-Schmidt Theorem, all decompositions of $X/p^{m-1}X$ into indecomposable $R_{m-1}G$-modules are equivalent. Hence $V/p^{m-1}V \oplus W/p^{m-1}W$ decomposes into precisely two indecomposable $R_{m-1}G$-modules. Hence we may assume without loss of generality that

$$V/p^{m-1}V \simeq A$$

$$W/p^{m-1}W \simeq B \simeq R_{m-1}G_{a_{m-1}}.$$

By Lemma 3.1, $V$ and $W$ are cyclic and we let $v \in V$, $w \in W$ denote generators. If $v \in (p, \sigma - 1)X$, since $X = V \oplus W$ we then obtain $v \in (p, \sigma - 1)V$. By Nakayama’s Lemma we conclude $V = \{0\}$, a contradiction. Hence $v, w \notin (p, \sigma - 1)X$.

(1). Suppose $a_{m-1} = 0$. By (1), we then have $d = dp^0 = dp^{m-1} \in U_m$. But this means that $d \equiv 1 \pmod{p^m}$. Since $d$ acts on $X$ as an element of $R_m \subseteq R_mG$, it is only defined up to a multiple of $p^m$, and hence we may assume without loss of generality that $d = 1$. Therefore

$$X := \langle y, x_{m-1} : (\sigma - 1)y = p^{m-1}x_{m-1}, \sigma x_{m-1} = x_{m-1} \rangle$$

$$= \langle y, x_{m-1} : \sigma y = y + p^{m-1}x_{m-1}, \sigma x_{m-1} = x_{m-1} \rangle,$$

and we obtain that each element of $X$ may be written $ay + bx_{m-1}$ for $a, b \in R_m$. In particular, $v$ and $w$ may be written in this form. Since $v, w \notin pX$, we cannot have that $a, b \in (p)$. Hence at least one of $a$ and $b$ is a unit in $R_m$. Without loss of generality we may assume that each of $v$ and $w$ may be written in the form $ay + bx_{m-1}$ with at least one of $a$ or $b$ equal to 1.

We claim that $p^{m-1}x_{m-1} \neq 0$ in $X$, as follows. Suppose $p^{m-1}x_{m-1} = 0$; this means that $p^{m-1}x_{m-1}$ is some combination of the relations that define $X_{a,d,m}$ in equation (2). Hence there exist $f_y, f_{m-1} \in R_mG$ such that in $R_mG[y, x_{m-1}]$ we have

$$p^{m-1}x_{m-1} = f_y((\sigma - 1)y - p^{m-1}x_{m-1}) + f_{m-1}(\sigma - 1)x_{m-1}.$$
Let $\chi_0 : R_mG \to R_m$ be the natural $R_m$-homomorphism sending $\sigma$ to 1. We see that $\chi_0(P(n,0)) = p^n$, and since $m \geq 2$, we have $\chi_0(p^{m-1}P(n,0)) = 0$. Applying $\chi_0$ to our equation above, we obtain the equation in $R_m$

$$p^{m-1} = 0,$$

a contradiction. Hence $p^{m-1}x_{m-1} \neq 0$ in $X$, as desired.

Now observe that

$$(\sigma - 1)(y + bx_{m-1}) = p^{m-1}x_{m-1}, \quad b \in R_m$$

$$(p^{m-1}(ay + x_{m-1}) = p^{m-1}x_{m-1}, \quad a \in (p).$$

Now each of $v$ and $w$ take the form either of $y + bx_{m-1}$ or, if the coefficient of $y$ is not a unit, $ay + x_{m-1}, a \in (p) = R_m \setminus U(R_m)$. Hence $0 \neq p^{m-1}x_{m-1} \in W \cap V$, contradicting the fact that $X = W \oplus V$. Therefore $X$ is indecomposable.

(2). Suppose $p = 2$, $d \notin U_2$, $a_0 = 0$, and $a_{m-1} = 1$. By condition (IV) we must have $n > 1$. By (\text{II}), $d^2 = d^{2m-1} \in U_m$. By Lemma 2.7, we deduce that either $d = -1$ or $d \in -U_v$ with $v \geq m - 1$. By (\text{V}), if $v = m - 1$, then $a_{m-1} \geq m - 1 - (v - 1) = 1$, a contradiction. Hence $v \geq m$. Since the action of $d$ in $X$ is defined only up to $2^m$, we may assume without loss of generality that $d = -1$. Hence

$$X := \langle y, x_0, x_{m-1} : (\sigma + 1)y = x_0 + 2^{m-1}x_{m-1}, \sigma x_0 = x_0, \sigma^2 x_{m-1} = x_{m-1} \rangle$$

and we obtain that each element of $X$ may be written $ay + bx_{m-1}$ for $a, b \in R_mG$. In particular, $v$ and $w$ may be written in this form. Since $v, w \notin (2, \sigma - 1)X$, we cannot have that $a, b \in (2, \sigma - 1)R_mG$. Hence at least one of $a$ and $b$ is a unit in $R_mG$. Without loss of generality we may assume that each of $v$ and $w$ may be written in the form $ay + bx_{m-1}$ with at least one of $a$ or $b$ equal to 1.

We claim that $2^{m-1}(\sigma + 1)x_{m-1} \neq 0$ in $X$, as follows. Suppose $2^{m-1}(\sigma + 1)x_{m-1} = 0$. Then there exist $f_y, f_0, f_{m-1} \in R_mG$ such that in $R_mG[y, x_0, x_{m-1}]$ we have

$$2^{m-1}(\sigma + 1)x_{m-1} = f_y((\sigma + 1)y - x_0 - 2^{m-1}x_{m-1}) +$$

$$f_0(\sigma - 1)x_0 + f_{m-1}(\sigma^2 - 1)x_{m-1}. \quad (4)$$

Considering the coefficients of $y$ in equation (4) above, we obtain that $f_y \in \ker_{R_mG}(\sigma + 1)$. Since $d^2 \in U_m$, by Lemma 2.6, we have $f_y \in \langle Q_1(n,0), 0 \rangle$. Say $f_y = g_y Q_1(n,0)$ for $g_y \in R_mG$. Let $\chi_1 : R_mG \to R_mG_1$ be the natural $R_m$-homomorphism sending $\sigma^2 \to 1$. Now by Lemma 2.7, we have $\chi_1(Q_d(n,0)) = 0 \mod 2^{m-1}R_mG_1$, and since $m \geq 2$ and $n > 1$, we get $\chi_1(2^{m-1}Q_d(n,0)) = 0$. Considering the coefficients of $x_{m-1}$ in equation (4) and applying $\chi_1$, we obtain the equation in $R_mG_1$

$$2^{m-1}(\sigma + 1) = 0,$$

a contradiction. Hence $2^{m-1}(\sigma + 1)x_{m-1} \neq 0$ in $X$, as desired.
Now observe that for any $b \in R_m G$,
\begin{align*}
(\sigma - 1)(\sigma + 1)(y + bx_{m-1}) &= (\sigma - 1)(x_0 + 2^{m-1}x_{m-1} + b(\sigma + 1)x_{m-1}) \\
&= 2^{m-1}(\sigma - 1)x_{m-1} \\
&= 2^{m-1}(\sigma + 1)x_{m-1}.
\end{align*}
Moreover, for any $a \in \langle 2, \sigma - 1 \rangle$,
\begin{align*}
2^{m-1}(\sigma + 1)(x_{m-1} + ay) &= 2^{m-1}(\sigma + 1)x_{m-1} + a2^{m-1}(x_0 + 2^{m-1}x_{m-1}) \\
&= 2^{m-1}(\sigma + 1)x_{m-1},
\end{align*}
since $m \geq 2$. Now each of $v$ and $w$ take the form either of $y + bx_{m-1}$ or, if the coefficient of $y$ is not a unit, $ay + x_{m-1}, a \in \langle 2, \sigma - 1 \rangle = R_m G \setminus U(R_m G)$. Hence $0 \neq 2^{m-1}(\sigma + 1)x_{m-1} \in W \cap V$, contradicting the fact that $X = W \oplus V$. Therefore $X$ is indecomposable. \hfill $\square$

Now we develop some machinery to handle the cases not considered in the previous lemma.

**Lemma 4.2.** Assume the hypotheses of Theorem 1 and let $m \geq 2$. Suppose that $a_{m-1} \neq -\infty$ and for some $v \in X$,

\[(\sigma^{p^{m-1}} - 1)v = p^{m-1} \sum_{i=0}^{m-1} g_ix_i, \quad g_i \in R_m G.\]

Then $p^{m-1}g_{m-1} \in (p^{m-1}(\sigma - 1)p^{m-1} - 1)$.\hfill \[\] 

**Proof.** By hypothesis (III) we have $a_i \leq a_{m-1}$ for all $0 \leq i \leq m - 1$. Therefore in $R_m G$ we have $(\sigma^{p^{a_i}} - 1)P(a_{m-1} - a_i) = (\sigma^{p^{m-1}} - 1)$. From the defining relations for $X$ we deduce that $(\sigma^{p^{m-1}} - 1)x_i = 0$ for all $0 \leq i \leq m - 1$. Hence without loss of generality we may assume that $v = ry$ for $r \in R_m G$.

Suppose then that $(\sigma^{p^{m-1}} - 1)ry = p^{m-1} \sum_{i=0}^{m-1} g_ix_i$. By the defining relations for $X$ we have

\[(\sigma^{p^{m-1}} - 1)ry - p^{m-1} \sum_{i=0}^{m-1} g_ix_i = f_y((\sigma - d)y - \sum_{i=0}^{m-1} p^ix_i) + \sum_{i=0}^{m-1} f_i(\sigma^{p^{a_i}} - 1)x_i \quad (5)\]

for some $f_y$ and $f_i, i = 0, \ldots, m - 1$, in $R_m G$.

Consider first the coefficients of $x_{m-1}$ in (5). We have in $R_m G$

\[-p^{m-1}g_{m-1} = -p^{m-1}f_y + f_{m-1}(\sigma^{p^{a_{m-1}}} - 1).\]

Now let $\chi_{a_{m-1}} : R_m G \to R_m G_{a_{m-1}}$ be the natural $R_m$-homomorphism. We deduce that in $R_m G_{a_{m-1}}$,

\[-p^{m-1}\chi_{a_{m-1}}(g_{m-1}) = -p^{m-1}\chi_{a_{m-1}}(f_y).\]

By Lemma 2.5, $\chi_{a_{m-1}}(g_{m-1}) = \chi_{a_{m-1}}(f_y) \mod pR_m G_{a_{m-1}}$. Hence

\[g_{m-1} = f_y \mod (p, \sigma^{p^{m-1}} - 1)R_m G.\]
Now consider the coefficients of \( y \) in (5):
\[
(σ^p^{a_{m-1}} - 1) r = f_y(σ - d).
\]
Applying \( χ_{a_{m-1}} \) to this equation, we have in \( R_m G_{a_{m-1}} \)
\[
0 = χ_{a_{m-1}}(f_y)(σ - d).
\]

Since \( a_{m-1} \neq -∞ \), condition (π) gives \( d^{p_{a_{m-1}}} \in U_m \). By Lemma 2.6, we have \( f_y \in (Q_d(a_{m-1}, 0), σ^{p_{a_{m-1}}} - 1)R_m G \). Observe that since \( d \in U_1 \) by hypothesis (I), we get \( Q_d(a_{m-1}, 0) = P(a_{m-1}, 0) \) mod \( p\mathbb{Z}G \). Hence \( g_{m-1} \in (p, P(a_{m-1}, 0), σ^{p_{a_{m-1}}} - 1)R_m G \) as well.

Recalling that in \( R_m G/pR_m G \cong \mathbb{F}_p G \) we have \( P(a_{m-1}, 0) = (σ - 1)p_{a_{m-1}} - 1 \) and \( (σ^{p_{a_{m-1}}} - 1) = (σ - 1)p_{a_{m-1}} \), we have obtained our result:
\[
p^{m-1}g_{m-1} \in (p^{m-1}(σ - 1)p^{a_{m-1}} - 1) \subset R_m G.
\]

Recall that from the relations for \( X_{a,d,m} \) we have that \( l(y) = p^{a_0} + 1 \) and \( l(x_i) = p^{a_i} \) for \( i = 0, \ldots, m - 1 \). In what follows we will have frequent occasion to compare \( l(y) \) to \( l(w) \) for \( w \in X_{a,d,m} \) satisfying \( l(w) = p^c \) for some \( c \). We observe in particular that if \( l(y) < l(w) \) for such a \( w \), then since \( 1 \leq p^{a_0} + 1 \), we must have \( c > 0 \) and therefore \( l(w) \geq 2 \).

**Lemma 4.3.** Assume the hypotheses of Theorem 7 and let \( m \geq 2 \). Suppose that \( w \in X_{a,d,m} \) satisfies \( l(y) < l(w) = p^{a_{m-1}} \). Then

1. \( l(x_i) \leq l(w) - 2 \) for all \( 0 \leq i < m - 1 \)
2. \( l(y) \leq l(w) - 2 \).

**Proof.**

(1). First, from hypothesis (\( \Pi \)) we conclude that \( a_i < a_{m-1} \) and hence \( l(x_i) = p^{a_i} < l(w) = p^{a_{m-1}} \). If \( p^{a_i} > l(w) - 2 \), then we must have that \( p^{a_i} = p^{a_{m-1}} - 1 \). But since \( p^{a_{m-1}} \geq 2 \) we conclude that \( p = 2, a_i = 0, \) and \( a_{m-1} = 1 \). By (\( \Pi \)), \( a_i + 1 < a_{m-1} \) for \( m - 1 > i \), so that we cannot have \( a_i = 0 \) and \( a_{m-1} = 1 \) for \( i < m - 1 \), unless \( p = 2 \) and \( i = 0 \). Then \( l(y) = 2^{a_0} + 1 = 2 \) and \( l(w) = 2^{a_{m-1}} = 2 \), contradicting \( l(y) < l(w) \). Hence in all cases \( l(x_i) \leq l(w) - 2 \) for all \( 0 \leq i < m - 1 \).

(2). Since \( l(y) = p^{a_0} + 1 \) and we are in the case \( l(y) < l(w) \), it remains to exclude the case \( p^{a_0} + 1 = l(w) - 1 \). In this case \( p^{a_0} + 2 = p^{a_{m-1}} \). Then one of the following cases occurs: \( p = 2, a_0 = 1, a_{m-1} = 2 \), contrary to (\( \Pi \)); or \( p = 3, a_0 = 0, \) and \( a_{m-1} = 1 \), again contrary to (\( \Pi \)).

**Lemma 4.4.** Assume the hypotheses of Theorem 7 and let \( m \geq 2 \). Suppose that \( w \in X_{a,d,m} \) satisfies the following:

- \( W = \langle w \rangle \) is a direct summand of \( X_{a,d,m} \)
- \( W/p^{m-1}W \) is a free \( R_{m-1} G_{a_{m-1}} \)-module
\begin{itemize}
\item \( l(y) < l(w) \).
\end{itemize}

Then

(a) \( w = g_y y + \sum_{i=0}^{m-1} g_i x_i \) with \( g_{m-1} \in U(R_m G) \), \( g_i \in R_m G \) for \( 0 \leq i < m - 1 \), and \( g_y \in R_m G \)
(b) \( p^{m-1}(\sigma - 1)w \in p^{m-1}\langle x_0, (\sigma - 1)x_1, \ldots, (\sigma - 1)x_{m-1} \rangle \)
(c) \( (\sigma^m - 1)w \in p^{m-1}\langle x_0, \ldots, x_{m-2}, (\sigma - 1)x_{m-1} \rangle \)
(d) \( (p^{m-1}(\sigma - 1)^{(w)} - 2w) = (p^{m-1}(\sigma - 1)^{(w)} - 2x_{m-1}) \neq \{0\} \).

\textbf{Proof.} Since \( W/p^{m-1}W \) is a free \( R_{m-1}G_{a_{m-1}} \)-module, \( W/pW \) is a free \( \mathbb{F}_p G_{a_{m-1}} \)-module. Since \( W \) is a direct summand, \( l_{\mathbb{A}_{a,d,m}}(w) = l_W(w) = p^m \).

\[ \begin{align*}
\text{[a]} \quad & \text{Let } w = g_y y + \sum_{i=0}^{m-1} g_i x_i \text{ with } g_y \text{ and } g_i, \ i = 0, 1, \ldots, m - 1 \text{ elements of } R_m G. \text{ Since } \ (\sigma - d)y = \sum_{i=0}^{m-1} p^i x_i, \text{ we may assume that } g_y \in R_m G. \\
& \text{Suppose that } g_{m-1} \notin U(R_m G). \text{ Then } g_{m-1} \in \langle (\sigma - 1), p \rangle. \text{ Multiplying } w \text{ by } (\sigma - 1)^{(w)} - 1 \text{ and using Lemma } 4.3 \text{ we obtain}
\end{align*} \]

\[ \begin{align*}
(\sigma - 1)^{(w)} - 1w &= (\sigma - 1)^{(w)} - 1g_{m-1}x_{m-1} \pmod{pX} \\
& \in (\sigma - 1)p^{m-1}((\sigma - 1), p)x_{m-1} \pmod{pX} \\
& = 0 \pmod{pX}
\end{align*} \]

contrary to the value of \( l_X(w) \). Hence \( g_{m-1} \in U(R_m G) \) and we have established \([a]\).

\[ \begin{align*}
\text{[b]} \quad & \text{Consider } p^{m-1}(\sigma - 1)w. \text{ Write } w = g_y y + \sum_{i=0}^{m-1} g_i x_i \text{ as above, and observe that since } d \in U_1 \text{ by } (\text{[b]}), p^{m-1}(\sigma - 1) = p^{m-1}(\sigma - d) \text{ in } R_m G. \text{ Then in } R_m G \text{ we have}
\end{align*} \]

\[ p^{m-1}(\sigma - 1)w = p^{m-1}\left( g_y(\sigma - d)y + \sum_{i=0}^{m-1} g_i(\sigma - 1)x_i \right). \]

Using the relation \( (\sigma - d)y = \sum_{i=0}^{m-1} p^i x_i \), we deduce that in \( R_m G \)

\[ \begin{align*}
p^{m-1}(\sigma - 1)w &= p^{m-1}\left( g_y \left( \sum_{i=0}^{m-1} p^i x_i \right) + \sum_{i=0}^{m-1} g_i(\sigma - 1)x_i \right) \\
& = \left( g_y \sum_{i=0}^{m-1} p^{m-1+i} x_i \right) + p^{m-1} \sum_{i=0}^{m-1} g_i(\sigma - 1)x_i \\
& = p^{m-1}\left( g_y x_0 + \sum_{i=0}^{m-1} g_i(\sigma - 1)x_i \right) \\
& \in p^{m-1}\langle x_0, (\sigma - 1)x_1, \ldots, (\sigma - 1)x_{m-1} \rangle,
\end{align*} \]

as desired.

\[ \text{[c]} \quad \text{Since } w \text{ is a generator for } W \text{ and } W/p^{m-1}W \text{ is a free } R_{m-1}G_{a_{m-1}} \text{-module, }
\]

\[ (\sigma^m - 1)w = p^{m-1}fw. \]
for some $f \in R_m G$. Writing $w = g_y y + \sum_{i=0}^{m-1} g_i x_i$ as in part (a), we obtain from the defining relations of $X$ that

$$
\left((\sigma^{p^{m-1}} - 1) - p^{m-1}f\right) \left(g_y y + \sum_{i=0}^{m-1} g_i x_i\right) = f_y \left((\sigma - d) y - \sum_{i=0}^{m-1} p^i x_i\right) + \sum_{i=0}^{m-1} f_i (\sigma^{p^i} - 1) x_i
$$

for $f_y$ and $f_i$, $i = 0, 1, \ldots, m - 1$, elements of $R_m G$.

Consider the coefficient of $y$:

$$(\sigma^{p^{m-1}} - 1) g_y - p^{m-1} f g_y = f_y (\sigma - d).$$

Now by (I), $d^{p^{m-1}} \in U_m$. Since $a_{m-1} \leq n$, we get $d^{p^m} \in U_m$. Applying $\phi_d^{(m)}$ to the previous equation, we deduce that in $R_m$

$$-p^{m-1} \phi_d^{(m)}(f) \phi_d^{(m)}(g_y) = 0.$$ 

Hence either $\phi_d(f) = 0 \mod p$ or $\phi_d(g_y) = 0 \mod p$.

If $\phi_d(f) = 0 \mod p$, then

$$f = pe + (\sigma - d) g$$

for some $e, g \in R_m G$. Observe that since $d \in U_1$ by (I), $p^{m-1}(\sigma - d) = p^{m-1}(\sigma - 1)$. Hence we obtain

$$(\sigma^{p^{m-1}} - 1) w = p^{m-1} f w = g p^{m-1}(\sigma - 1) w.$$ 

Applying part (b), we obtain

$$(\sigma^{p^{m-1}} - 1) w \in p^{m-1}(x_0, \ldots, x_{m-2}, (\sigma - 1) x_{m-1}).$$

Then, by Lemma 4.2

$$(\sigma^{p^{m-1}} - 1) w \in p^{m-1}(x_0, \ldots, x_{m-2}, (\sigma - 1)^{p^{m-1} - 1} x_{m-1}).$$

If, on the other hand, $\phi_d(g_y) = 0 \mod p$, then

$$g_y = pe + (\sigma - d) g$$

for some $e, g \in R_m G$. Because $(\sigma - d) y = \sum_{i=0}^{m-1} p^i x_i$,

$$(\sigma^{p^{m-1}} - 1) w = p^{m-1} f (g_y y + \sum_{i=0}^{m-1} g_i x_i) \in p^{m-1}(x_0, \ldots, x_{m-1}).$$

By Lemma 4.2

$$(\sigma^{p^{m-1}} - 1) w \in p^{m-1}(x_0, \ldots, x_{m-2}, (\sigma - 1)^{p^{m-1} - 1} x_{m-1}).$$

In either case, then, we have established part (c).

(II). Now for any $x \in X$, $p^{m-1}(\sigma - 1)^{l(x)} x = 0$. Hence applying $(\sigma - 1)^{l(w) - 2}$ to our expression $w = g_y y + \sum_{i=0}^{m-1} g_i x_i$, and recalling Lemma 4.3, shows

$$p^{m-1}(\sigma - 1)^{l(w) - 2} w = p^{m-1}(\sigma - 1)^{l(w) - 2} g_{m-1} x_{m-1}.$$
Therefore we may assume without loss of generality that \( g_i = 0 \) for all \( 0 \leq i < m - 1 \) and \( g_y = 0 \) as well. Then \( w = g_{m-1} x_{m-1} \).

Suppose that \( p^{m-1}(\sigma - 1)^{l(w)-2}w = 0 \). By multiplying by a unit of \( R_mG \) we may assume that \( g_{m-1} = 1 \).

From the defining relations of \( X \) we deduce
\[
p^{m-1}(\sigma - 1)^{l(w)-2}x_{m-1} = f_y((\sigma - d)y - \sum_{i=0}^{m-1} p^i x_i) + \sum_{i=0}^{m-1} f_i(\sigma p^i - 1) x_i
\]  
for \( f_y \in R_mG \) and \( f_i, i = 0, 1, \ldots, m - 1 \), elements of \( R_mG \).

Consider the coefficients of \( x_{m-1} \) in (7):
\[
p^{m-1}(\sigma - 1)^{l(w)-2} = -p^{m-1} f_y + f_{m-1}(\sigma^{p^{m-1}} - 1).
\]
Now apply the natural \( R_m \)-homomorphism \( \chi_{a_{m-1}} : R_mG \to R_mG_{a_{m-1}} \). Then we have
\[
p^{m-1} \chi_{a_{m-1}}(\sigma - 1)^{l(w)-2} = -p^{m-1} \chi_{a_{m-1}}(f_y).
\]
Now ann\(R_mG_{a_{m-1}} \) \( p^{m-1} = pR_mG_{a_{m-1}} \) by Lemma 2.3 so we have for a suitable element \( h_y \in R_mG \)
\[
\chi_{a_{m-1}}(f_y) = -\chi_{a_{m-1}}(\sigma - 1)^{l(w)-2} + p\chi_{a_{m-1}}(h_y).
\]
Therefore
\[
f_y = -(\sigma - 1)^{l(w)-2} + ph_y + \sigma^{p^{m-1}} h_y, \quad r_y \in R_mG.
\]  
(8)

Now consider the coefficients of \( y \) in (7):
\[
0 = f_y(\sigma - d).
\]
Since by (1), \( d \in U_1 \), we have \( 0 = (\sigma - 1)f_y \mod pR_mG \). Putting this result together with (3) and the fact that \((\sigma^{p^{m-1}} - 1) = (\sigma - 1)^{p^{m-1}} \mod pR_mG \), we obtain
\[
0 = -(\sigma - 1)^{l(w)-1} + r_y(\sigma - 1)^{p^{m-1}+1} \mod pR_mG.
\]
Observing that \( R_mG/pR_mG \cong \mathbb{F}_pG \) and that, in \( \mathbb{F}_pG \), \( (\sigma - 1)^{l(w)-1} \notin (\sigma - 1)^{p^{m-1}+1} \) since \( 0 < l(w) - 1 < p^{m-1} \leq p^n \), we have reached a contradiction. Hence
\[
p^{m-1}(\sigma - 1)^{p^{m-1}-2}w \neq 0.
\]
Moreover, since \( w = g_{m-1} x_{m-1} \) for \( g_{m-1} \in U(R_mG) \), \( \langle w \rangle = \langle x_{m-1} \rangle \) and we have
\[
\langle p^{m-1}(\sigma - 1)^{l(w)-2}w \rangle = \langle p^{m-1}(\sigma - 1)^{l(w)-2} x_{m-1} \rangle \neq \{0\},
\]
as desired.  

\( \square \)

**Lemma 4.5.** Assume the hypotheses of Theorem 4 and let \( m \geq 2 \). Suppose that \( w \in X \) satisfies the following:

- \( W = \langle w \rangle \) is a direct summand of \( X \)
- \( W/p^{m-1}W \) is a free \( R_{m-1}G_{a_{m-1}} \)-module
- \( l(y) < l(w) \)
• $a_i \neq -\infty$ for some $0 \leq i < m - 1$.

Suppose $\text{proj}_W y = g_w w$ for some $g_w \in R_m G$. Let

$$c = \max\{a_i : 0 \leq i < m - 1\}.$$ 

Then

$$(\sigma^{p^c} - 1)(\sigma - d)g_w \in \langle p^{m-1}(\sigma - d)(\sigma - 1)^{p^c}, (\sigma^{p^{a_{m-1}} - 1}\rangle.$$ 

**Proof.** Let $S = \{i : 0 \leq i \leq m - 2, a_i \neq -\infty\}$ and $s$ be the cardinality of $S$. By hypothesis, $s \geq 1$ and by (III), if $j < i$ are elements of $S$, we have $a_j < a_i$.

We begin with the relation

$$(\sigma - d)y = \sum_{i=0}^{m-2} p^i x_i \mod p^{m-1}X$$

and approach the conditions of Lemma 2.9

Suppose that $j < i$ are elements of $S$. Then since $(\sigma^{p^j} - 1)P(a_i, a_j) = (\sigma^{p^i} - 1)$ in $R_m G$, $(\sigma^{p^j} - 1)x_j = 0$ for all $j \leq i$ elements of $S$. Now for $i \in S$ set

$$e_i := (m - 1) - \min\{j \in S \cup \{m - 1\} : i < j\}.$$ 

We deduce that for each $i \in S$

$$p^{e_i}(\sigma^{p^j} - 1)(\sigma - d)y = p^{e_i}(\sigma^{p^j} - 1) \sum_{j=0}^{m-2} p^j x_j \mod p^{m-1}X$$

$$= p^{e_i}(\sigma^{p^j} - 1) \sum_{j \in S} p^j x_j \mod p^{m-1}X$$

$$= p^{e_i}(\sigma^{p^j} - 1) \sum_{j > i, j \in S} p^j x_j \mod p^{m-1}X$$

$$= 0 \mod p^{m-1}X.$$ 

If $a_0 = -\infty$, then $0 \notin S$; in this case, define $e_0 := (m - 1) - \min\{S\}$, and note that

$$p^{e_0}(\sigma - d)y = p^{e_0} \sum_{j=1}^{m-1} p^j x_j = 0 \mod p^{m-1}X.$$ 

Since $g_w w = \text{proj}_W y$ and $W/p^{m-1}W$ is a free $R_{m-1} G_{a_{m-1}}$-module generated by $w$, we deduce that for all $i \in S$,

$$(\sigma - d)p^{e_i}(\sigma^{p^j} - 1)g_w = 0 \mod (p^{m-1}, \sigma^{p^{a_{m-1}} - 1})R_m G.$$ 

Moreover, if $a_0 = -\infty$, then

$$(\sigma - d)p^{e_0}g_w = 0 \mod (p^{m-1}, \sigma^{p^{a_{m-1}} - 1})R_m G.$$
Now let $\chi_{a_{m-1}}: R_mG \to R_mG_{a_{m-1}}$ denote the natural map, and we will adopt bar notation to denote the image of an element of $R_mG$ in $R_{m-1}G$. Then we have shown that if $a_0 \neq -\infty$, then
\[
(\sigma - d)\chi_{a_{m-1}}(g_u) \in \text{ann}_{R_{m-1}G_{a_{m-1}}}(\{p^{e_i}(\sigma^{p^{a_i}} - 1)\}_{i \in S})
\]
while if $a_0 = -\infty$, 
\[
(\sigma - d)\chi_{a_{m-1}}(g_u) \in \text{ann}_{R_{m-1}G_{a_{m-1}}}(p^{c_0}, \{p^{e_i}(\sigma^{p^{a_i}} - 1)\}_{i \in S}).
\]

Case 1: $a_0 \neq -\infty$. Set $t = s - 1$ and index the elements of $S$ in an increasing manner, thereby defining a one-to-one, increasing map $v: \{0, \ldots, t\} \to S$. Since $a_0 \neq -\infty$, $0 \in S$ and we have $v(0) = 0$. Set $c_j := a_{v(j)}$ for $j = 0, \ldots, t$, and set
\[b_j := e_{v(j)} = (m - 1) - v(j + 1) \leq m - 2\]
for $j = 0, \ldots, t - 1$ and $b_t = e(v(t)) = 0$. Since by (III), $a_j < a_i$ for $j < i$ elements of $S$, $(c_j) \subset \{0, \ldots, a_{m-1} - 1\}$ is an increasing set and $(b_j) \subset \{0, \ldots, m - 2\}$ is a decreasing set. Together with (I) and (II), we have satisfied conditions (1) and (2) of Lemma 2.3 for $i = a_{m-1}$.

Case 2: $a_0 = -\infty$. Set $t = s$ and index the elements of $S$ in an increasing manner, defining a one-to-one, increasing map $v: \{1, \ldots, t\} \to S$. Further let $v(0) = 0$. Set $c_j := a_{v(j)}$ for $j = 0, \ldots, t$, and set
\[b_j := e_{v(j)} = (m - 1) - v(j + 1) \leq m - 2\]
for $j = 0, \ldots, t - 1$ and $b_t = e(v(t)) = 0$. Since by (III), $a_j < a_i$ for $j < i$ elements of $S$, $(c_j) \subset \{-\infty, 0, \ldots, a_{m-1} - 1\}$ is an increasing set and $(b_j) \subset \{0, \ldots, m - 2\}$ is a decreasing set. Together with (I) and (II), we have satisfied conditions (1) and (2) of Lemma 2.3 for $i = a_{m-1}$.

Now in either case, we claim that condition (3) for $i = a_{m-1}$ holds, as follows. By (I), there is an $R_m$-homomorphism $\phi_d^{(m)}$. Let $v(l)$, $0 \leq v(l) < m - 1$, be given, and note that if $l = 0$, then we can assume $c_0 = a_{v(0)} \neq -\infty$ (since (3) imposes no condition in the case $c_0 = -\infty$). By (III),
\[a_{m-1} - c_l = a_{m-1} - a_{v(l)} > m - 1 - v(l)\]
except if $p = 2$, $d \notin U_2$, and $l = a_1 = 0$. Hence outside of this exceptional case, we may invoke Lemma 2.3(1) to see that $\phi_d^{(m)}(P(a_{m-1}, c_l)) \in p^{a_{m-1} - c_l}R_m = p^{a_{m-1} - a_{v(l)}}R_m \subseteq p^{m-v(l)}R_m$. When $l = 0$ then the definition of $v(0)$ gives $\phi_d^{(m)}(P(a_{m-1}, c_0)) = 0$. If $l > 0$, then because $v(l) = m - 1 - b_{l-1}$ we have $\phi_d^{(m)}(P(a_{m-1}, c_l)) \in p^{l+b_{l-1}}R_m$. Therefore condition (3) follows outside of the exceptional case $p = 2$, $d \notin U_2$, and $l = a_i = 0$.

Now suppose that $p = 2$, $d \notin U_2$, and $c_0 = 0$. We have from (III) that $a_{m-1} \geq 1$. If $d = -1$, then again by Lemma 2.3(2) we have $\phi_d^{(m)}(P(a_{m-1}, 0)) = 0$. Otherwise, $d \in -U_v \setminus -U_{v+1}$ for some $v \geq 2$. Then from Lemma 2.3(3) we obtain $\phi_d(P(a_{m-1}, 0)) = 2^{v+a_{m-1}-1} \text{ mod } 2^{v+a_{m-1}}$. We need that $v + a_{m-1} - 1 \geq m$. If $v \geq m$, then since $a_{m-1} \geq 1$ we are again done. If $v < m$, then $m - 1 \geq v$ and from (IV) we have $a_{m-1} > (m - 1) - (v - 1) = m - v$. Hence $a_{m-1} \geq m - v + 1$ and so $v + a_{m-1} - 1 \geq m$, as desired. We have condition (3) for $i = a_{m-1}$ in all cases.
In both cases above, then, we may invoke Lemma 2.9 with \( i = a_{m-1} \) to assert that in \( R_m G_{a_{m-1}} \)
\[
(\sigma - d)\chi_{a_{m-1}}(g_w) \in \begin{cases} 
\langle P(a_{m-1}, c_0), p^{m-1-b_0} P(a_{m-1}, c_1), \ldots, 
p^{m-1-b_{t-1}} P(a_{m-1}, c_t), p^{m-1}(\sigma - d) \rangle, & a_0 \neq -\infty \\
\langle P^{m-1-b_0} P(a_{m-1}, c_1), \ldots, 
p^{m-1-b_{t-1}} P(a_{m-1}, c_t), p^{m-1}(\sigma - d) \rangle, & a_0 = -\infty.
\end{cases}
\]

Now \( c_i \leq c_t \) for all \( 0 \leq i \leq t \) and \( c_t \geq 0 \). Hence in \( R_m G_{a_{m-1}} \) we have for all \( 0 \leq i \leq t \)
\[
(\sigma^{p^{c_i} - 1}) P(a_{m-1}, c_i) = (\sigma - 1) P(c_t, 0) P(a_{m-1}, c_i) \\
= (\sigma - 1) P(c_t, c_i) P(c_i, 0) P(a_{m-1}, c_i) \\
= P(c_t, c_i)(\sigma - 1) P(a_{m-1}, 0) \\
= 0.
\]

Hence
\[
(\sigma^{p^{c_t} - 1}) (\sigma - d) \chi_{a_{m-1}}(g_w) \in \langle p^{m-1}(\sigma - d) (\sigma^{p^{c_t} - 1}) \rangle \subset R_m G_{a_{m-1}}.
\]

Observe that the \( c \) of the statement of the Lemma is \( c = c_t \). Recalling that in \( R_m G_{a_{m-1}} / p R_m G_{a_{m-1}} \) we have \( (\sigma^{p^{c_t} - 1}) = (\sigma - 1)^{p^{c_t}}, \)
\[
(\sigma^{p^{c_t}} - 1)(\sigma - d) \chi_{a_{m-1}}(g_w) \in \langle p^{m-1}(\sigma - d) (\sigma - 1)^{p^{c_t}} \rangle \subset R_m G_{a_{m-1}}.
\]

Lifting to \( R_m G \) gives the desired result. \( \Box \)

We are now prepared to prove the main result of this paper.

**Proof of Theorem 1.** We prove the proposition by induction on \( m \), and we start with the case \( m = 1 \).

Since \( \mathbb{F}_p G \) is a local ring, cyclic \( \mathbb{F}_p G \)-modules are indecomposable. Since \( d \in U_1 \) by \( \Box \), and since the action of \( d \) on \( X \) is only determined by the congruence class of \( d \) modulo \( p \) (because we are in the case \( m = 1 \)), we see that the relation \( (\sigma - d)y = \sum p^i x_i \) reduces to the relation \( (\sigma - 1)y = x_0 \). But since the additional relation \( \sigma^{p^{a_0}} x_0 = x_0 \) gives us \( (\sigma^{p^{a_0}} - 1)x_0 = (\sigma - 1)^{p^{a_0}} x_0 = 0 \), these two relations together give us
\[
X_{a,d,1} := \langle y, x_0 : (\sigma - d)y = x_0, \sigma^{p^{a_0}} x_0 = x_0 \rangle = \langle y : (\sigma - 1)^{p^{a_0} + 1} y = 0 \rangle.
\]

Hence \( X_{a,d,1} \) is indecomposable and the case \( m = 1 \) holds. Assume then that for some \( l \geq 2 \), the statement of the proposition holds for all \( m \leq l - 1 \); we show that the statement holds for \( m = l \) as well.

Suppose that \( X_{a,d,m} \simeq V \oplus W \) with \( V, W \neq \{0\} \). In view of the defining relations of \( X_{a,d,m} \), we have
\[
X/p^{m-1} X = A \oplus B,
\]
where
\[
A := X_{a,d,m-1}
\]
with \( \hat{a} = (a_0, \ldots, a_m) \) and
\[
B := \langle x_{m-1} \rangle / (p^{m-1} x_{m-1}, (\sigma^{p^{m-1}} - 1)x_{m-1}) \simeq R_{m-1}G_{a_{m-1}}.
\]
Since conditions (I)–(V) hold for \( m \), they hold as well for \( m-1 \) and so by induction, \( X_{\hat{a},d,m-1} \) is an indecomposable \( R_{m-1}G \)-module.

Observe that \( a_{m-1} = -\infty \) if and only if \( B = \{0\} \). In this case, \( X/p^{m-1}X \) is indecomposable and we deduce that one of \( V/p^{m-1}V \) and \( W/p^{m-1}W \) is zero, say \( V/p^{m-1}V \). But then by Nakayama’s Lemma, \( V = \{0\} \), a contradiction. Hence if \( a_{m-1} = -\infty \), then we are done. We assume then that \( a_{m-1} \neq -\infty \). By (III), \( a_0 < a_{m-1} \) and so \( l(y) = p^{a_0} + 1 \leq p^{a_{m-1}} = l(x_{m-1}) \).

Suppose that \( p^{a_0} + 1 = p^{a_{m-1}} \). Then either \( a_0 = -\infty \) and \( a_{m-1} = 0 \), or \( p = 2 \), \( a_0 = 0 \), and \( a_{m-1} = 1 \). In the latter case, by (III) we have a contradiction with \( a_{m-1} - a_0 > m-1 \) except in the case \( d \not\in U_2 \). Hence we are in one of the cases of Lemma 4.1 and we are done. We may assume then that \( p^{a_0} + 1 < p^{a_{m-1}} \).

Since we are in the case \( a_{m-1} \neq -\infty \), we know that \( B \) is nonzero. As a cyclic module over the local ring \( R_mG \), it is therefore indecomposable. By the Krull-Schmidt Theorem all decompositions of \( X/p^{m-1}X \) into indecomposable \( R_{m-1}G \)-modules are equivalent. Hence \( V/p^{m-1}V \oplus W/p^{m-1}W \) decomposes into precisely two indecomposable \( R_{m-1}G \)-modules. We may assume without loss of generality that
\[
V/p^{m-1}V \simeq X_{\hat{a},d,m-1}
\]
\[
W/p^{m-1}W \simeq B \simeq R_{m-1}G_{a_{m-1}}.
\]
By Lemma 3.1 \( W \) is cyclic and we let \( w \in W \) denote a generator. Since \( W/pW \simeq \mathbb{F}_pG_{a_{m-1}} \) and \( W \) is a direct summand of \( X \), \( l(w) = p^{a_{m-1}} \). Observe that \( l(y) = p^{a_0} + 1 < l(w) \); combined with the previous expression for \( l(w) \), we have \( l(w) \geq 2 \). Recall also that we are not in the case \( p = 2 \), \( a_0 = 0 \) and \( a_{m-1} = 1 \).

Our plan is to show that \( \langle p^{m-1} x_{m-1} \rangle^* \) is nonzero and lies in each of \( V^* \) and \( W^* \), contradicting the independence of \( V \) and \( W \).

By Lemma 4.3(4),
\[
\langle p^{m-1} (\sigma - 1)^{l(w)} - 2 w \rangle = \langle p^{m-1} (\sigma - 1)^{l(w)} - 2 x_{m-1} \rangle \neq \{0\}.
\]
Therefore \( \langle p^{m-1} (\sigma - 1)^{l(w)} - 2 w \rangle^* = \langle p^{m-1} (\sigma - 1)^{l(w)-2} x_{m-1} \rangle^* \) is a nontrivial subspace of \( W^* \).

Now \( \langle p^{m-1} x_{m-1} \rangle \) is an \( \mathbb{F}_pG \)-module, and the submodules are precisely the images under multiplication by powers of the maximal ideal \( (\sigma - 1) \). Since \( \langle p^{m-1} x_{m-1} \rangle^* \) is a trivial \( \mathbb{F}_pG \)-module, it must be
\[
\langle p^{m-1} (\sigma - 1)^{t} x_{m-1} \rangle
\]
for some \( t \in \mathbb{N} \) such that \( p^{m-1} (\sigma - 1)^{t+1} x_{m-1} = 0 \). Hence the modules \( \langle p^{m-1} (\sigma - 1)^{s} x_{m-1} \rangle^* \) are identical for all \( 0 \leq s \leq t \). From the last paragraph, \( t \geq l(w) - 2 \).

Putting our results together, we have obtained
\[
\{0\} \neq \langle p^{m-1} (\sigma - 1)^{l(w)-2} x_{m-1} \rangle^* = \langle p^{m-1} x_{m-1} \rangle^* \subset W^*.
\]
Now we approach $V^*$. Write $\tilde{y} = \text{proj}_V y$ and $\tilde{y} = \text{proj}_W y$. Then $\tilde{y} = g_w w$ for some $g_w \in R_m G$, and $\tilde{y} = y - g_w w$. Let $\chi_{a_{m-1}} : R_m G \rightarrow R_m G_{a_{m-1}}$ denote the natural map. Further, we use a bar to denote the image of an element in $R_m G_{a_{m-1}}$ under the natural homomorphism $R_m G_{a_{m-1}} \rightarrow R_{m-1} G_{a_{m-1}}$ modulo $p^{m-1}$.

We first treat the special case when all $a_i = -\infty$, $0 \leq i < m - 1$, and then consider the more generic case.

Case B1: All $a_i = -\infty$, $0 \leq i < m - 1$.

Since $(\sigma - d)y = p^{m-1}x_{m-1}$, we obtain by projection that

$$(\sigma - d)g_w w = 0 \mod p^{m-1}W.$$

Since $W/p^{m-1}W$ is a free $R_{m-1} G_{a_{m-1}}$-module, we deduce in $R_{m-1} G_{a_{m-1}}$,

$$\chi_{a_{m-1}}(g_w) = 0.$$

Since $a_{m-1} \neq -\infty$, by $\square$, $d^{p^{m-1}} \in U_m$. By Lemma 2.6

$$\chi_{a_{m-1}}(g_w) \in \langle Q_d(a_{m-1}, 0) \rangle \subset R_{m-1} G_{a_{m-1}}.$$

Hence

$$\chi_{a_{m-1}}(g_w) = r Q_d(a_{m-1}, 0) + p^{m-1} s, \quad r, s \in R_m G_{a_{m-1}}.$$

Now since $d^{p^{m-1}} \in U_m$, in $R_m G_{a_{m-1}}$

$$(\sigma - d)Q_d(a_{m-1}, 0) = (\sigma^{p^{m-1}} - d^{p^{m-1}}) = (\sigma^{p^{m-1}} - 1) = 0.$$

Since $d \in U_1$ by $\square$, $p^{m-1}(\sigma - d) = p^{m-1}(\sigma - 1)$ in $R_m G_{a_{m-1}}$. Therefore

$$(\sigma - d)\chi_{a_{m-1}}(g_w) \in \langle p^{m-1}(\sigma - 1) \rangle \subset R_m G_{a_{m-1}}.$$

Hence

$$(\sigma - d)g_w \in \langle p^{m-1}(\sigma - 1), (\sigma^{p^{m-1}} - 1) \rangle.$$

Then by Lemma 4.1, the fact that $x_i = 0$, $0 \leq i < m - 1$, and $p^{a_{m-1}} \geq 2$, we have

$$(\sigma - d)g_w w \in p^{m-1}\langle (\sigma - 1)x_{m-1} \rangle.$$

Therefore

$$(\sigma - d)\tilde{y} = (\sigma - d)(y - g_w w) \in p^{m-1}x_{m-1} + p^{m-1}\langle (\sigma - 1)x_{m-1} \rangle.$$

Then

$$(\sigma - 1)^{l(w) - 2}(\sigma - d)\tilde{y} \in p^{m-1}(\sigma - 1)^{l(w) - 2}x_{m-1} + \langle p^{m-1}(\sigma - 1)^{l(w) - 1}x_{m-1} \rangle.$$

Hence, since we have already shown that $p^{m-1}(\sigma - 1)^{l(w) - 2}x_{m-1} \neq 0$, we reach

$$\{0\} \neq \langle p^{m-1}x_{m-1} \rangle^* = \langle p^{m-1}(\sigma - 1)^{l(w) - 2}x_{m-1} \rangle^* \subset \langle \tilde{y} \rangle^* \subset V^*.$$

Case B2: Some $a_i \neq -\infty$, $0 \leq i < m - 1$. 

Let \( c = \max\{a_i : 0 \leq i < m - 1\} \). By Lemma 4.4.5 and recalling \((\sigma^p - 1) = (\sigma - 1)^p \in \mathbb{F}_p G\), we have

\[
(\sigma^p - 1)(\sigma - d)g_w \in \langle (\sigma^p - 1)p^{m-1}(\sigma - d), (\sigma^p a_{m-1} - 1) \rangle.
\]

We will apply Lemma 4.4(b,c). Observe that from the defining relations of \( X \) and, by (III), the fact that \( a_i < a_j \) for all \( 0 \leq i < j < m \) with \( a_i, a_j \neq -\infty \), we have \((\sigma^p - 1)x_i = 0 \) for \( 0 \leq i < m - 1 \). Moreover, \( p^{m-1}(\sigma - d) = p^{m-1}(\sigma - 1) \) in \( R_mG \) by (I), and \( p^{m-1}(\sigma^p - 1) = p^{m-1}(\sigma - 1)^p \) in \( R_mG \). Hence

\[
(\sigma^p - 1)(\sigma - d)g_w w \in \langle p^{m-1}(\sigma - 1)^p x_{m-1} + p^{m-1}x_0, \ldots, x_{m-2}, (\sigma - 1)^{p^{m-1}a_{m-1}}x_{m-1} \rangle.
\]

Therefore, again using that \((\sigma^p - 1) = (\sigma - 1)^p \mod pR_mG\),

\[
(\sigma^p - 1)(\sigma - d)\tilde{y} = (\sigma^p - 1)(\sigma - d)(y - g_w w)
\]

\[
= (\sigma^p - 1)\left( \sum_{i=0}^{m-1} p^i x_i \right) - (\sigma^p - 1)(\sigma - d)g_w w
\]

\[
\in p^{m-1}(\sigma - 1)^p x_{m-1} + p^{m-1}(\sigma - 1)^{p^{m-1}a_{m-1}}x_{m-1} + p^{m-1}x_0, \ldots, x_{m-2}, (\sigma - 1)^{p^{m-1}a_{m-1}}x_{m-1} \rangle. \tag{9}
\]

We intend to apply \((\sigma - 1)^{l(w)-2-p^c} \to (9)\). A proof that \( l(w) - 2 - p^c \geq 0 \) will follow from the arguments we give.

Note that \( c = a_i \) for some \( i \leq m - 2 \), and \( p^c = l(x_i) \). We claim that for all \( 0 \leq j < m - 1 \), \( l(x_j) \leq l(w) - 2 - p^c \). Substituting \( l(w) = p^{a_{m-1}} \) and \( c = a_i \), we require that

\[
p^{a_j} + p^{a_i} \leq p^{a_{m-1}} - 2.
\]

Since we are not in the case \( p = 2, d \notin U_2 \) and \( i = 0 = a_0 \), condition (III) gives \( a_{m-1} - a_i > (m - 1) - i \geq 1 \). If \( p > 2 \), then

\[
p^{a_j} + p^{a_i} \leq 2p^{a_i} < p^{a_i+1} < p^{a_i+2} \leq p^{a_{m-1}}
\]

and so

\[
p^{a_j} + p^{a_i} \leq p^{a_{m-1}} - 2.
\]

If, on the other hand, \( p = 2 \), then

\[
2^{a_j} + 2^{a_i} \leq 2 \cdot 2^{a_i} = 2^{a_i+1} < 2^{a_i+2} \leq 2^{a_{m-1}}.
\]

It remains to show only that \( 2^{a_i+1} + 1 \neq 2^{a_{i+2}} \). But considering the parity of each side, we are done. Hence our claim that for \( 0 \leq j < m - 1 \), \( l(x_j) \leq l(w) - 2 - p^c \), holds.

We claim that \( p^{a_{m-1}} - 1 > p^c \), for which the previously established inequality \( a_{m-1} \geq a_i + 2 \) will be useful. When \( p > 2 \) or \( c > 0 \) we have \( p^{a_{m-1}} > p^{a_i+1} = p^{c+1} > p^c + 1 \); on the other hand, when \( p = 2 \) and \( c = 0 \) one has \( 2^{a_{m-1}} - 1 \geq 4 - 1 > 2^0 \). Hence \( p^{a_{m-1}} - 1 > p^c \) and then

\[
p^{a_{m-1}} - 1 + l(w) - 2 - p^c \geq l(w) - 1.
\]
Applying \((\sigma - 1)^{(w-2-p^\ell)}\) to (2), then, we obtain 
\((\sigma - 1)^{(w-2-p^\ell)}(\sigma^d - 1)(\sigma - d)\bar{y} \in p^{m-1}(\sigma - 1)^{(w-2)}x_{m-1} + (p^{m-1}(\sigma - 1)^{(w-1)}x_{m-1}) \neq \{0\}.
Therefore we reach 
\[\{0\} \neq (p^{m-1}x_{m-1})^* = (p^{m-1}(\sigma - 1)p^{p^\ell - 2}x_{m-1})^* \subset \langle \bar{y} \rangle^* \subset V^*.
\]

In either case, then, 
\[V^* \cap W^* \neq \{0\},\]
a contradiction, and we are done. \(\square\)

5. A uniqueness result

With the indecomposability of \(X_{a,d,m}\) established under the hypotheses of Theorem II it is natural to ask whether there exist other \(\tilde{a}\) and \(\tilde{d}\) such that \(X_{a,d,m} \simeq X_{\tilde{a},\tilde{d},m}\).

**Proposition 5.1.** Suppose \(m, a\) and \(d\) satisfy conditions (I)-(V) of Theorem II. Then \(a\) is determined by module theoretic invariants of \(X_{a,d,m}\). In particular, if \(a \neq \tilde{a}\) and \(m, \tilde{a}\) and \(\tilde{d}\) satisfy conditions (I)-(V), then \(X_{a,d,m} \neq X_{\tilde{a},\tilde{d},m}\).

**Proof.** The second statement follows easily from first, so we focus on showing that we can recover \(a\) from module-theoretic invariants of \(X_{a,d,m}\). We work by induction on \(m\).

First we consider \(m = 1\). Since \(d \in U_1\) by (I), and taking into account \(a_0 < n\), as an \(F_pG\)-module we have
\[X_{a,d,1} := \langle y, x_0 : (\sigma - d)y = x_0, \sigma^{p^{a_0}}x_0 = x_0 \rangle = \langle y : (\sigma - 1)p^{a_0+1}y = 0 \rangle.
\]
Then \(X\) is a cyclic \(F_pG\)-module of dimension \(p^{a_0+1}\). Now \(p^{a_0+1}\), for \(a_0 \in \{-\infty, 0, 1, \ldots, n-1\}\), uniquely determines \(a_0\), so we have established our claim for \(m = 1\).

Now suppose that for some \(m > 1\), \(X_{a,d,m-1}\) uniquely determines \(\tilde{a} = (a_0, \ldots, a_{m-2})\). We show that \(X_{a,d,m}\) uniquely determines \(a\) as well. Our goal is to distinguish \(a\) from abstract properties of \(X_{a,d,m}\): decompositions into indecomposables; numbers of generators of submodules of quotient modules; and dimensions of quotient modules.

In view of the defining relations of \(X_{a,d,m}\), we have
\[X_{a,d,m}/p^{m-1}X_{a,d,m} = A \oplus B,
\]
where
\[A := X_{\tilde{a},d,m-1}\]
for \(\tilde{a} = (a_0, \ldots, a_{m-2})\) and
\[B := (x_{m-1})/(p^{m-1}x_{m-1}, (\sigma^{p^{m-1}} - 1)x_{m-1}) \simeq R_{m-1}G_{a_{m-1}}\cdot
\]
(Observe that \(a_{m-1} = -\infty\) if and only if \(B = \{0\}\).) Since conditions (I)-(V) hold for \(m\), they hold as well for \(m - 1\) and so by Theorem II \(X_{\tilde{a},d,m-1}\) is an indecomposable \(R_{m-1}G\)-module. Moreover, \(B\) is a free cyclic \(R_{m-1}G_{a_{m-1}}\)-module which, as a cyclic module over the local ring
$R_{m-1}G$, is indecomposable as well. By the Krull-Schmidt Theorem, this decomposition into indecomposables is unique.

Observe that by induction $A$ determines $\tilde{a} = (a_0, \ldots, a_{m-2})$ uniquely, and moreover $B$ determines $a_{m-1}$ uniquely as the unique element $w$ of $\{-\infty, 0, 1, \ldots, n\}$ such that $p^w = \dim_{\mathbb{F}_p} B/pB$. Our strategy is then to decompose $X/p^{m-1}X$ into indecomposables and then to determine $\tilde{a}$ and $a_{m-1}$ by determining which of $V$ and $W$ is $A$ and $B$.

Therefore let $X/p^{m-1}X = V \oplus W$ be an arbitrary decomposition of the $R_{m-1}G$-module into indecomposables. As a first step, we consider the number of generators. For finitely generated $R_nG$-modules $M$, let $g(M)$ denote the minimal number of generators of $M$, where we consider the zero module $\{0\}$ to have 0 generators. Clearly $g(B) = 1$ if $B \neq \{0\}$ and $g(B) = 0$ otherwise. Now let $S = \{a_i\}_{i=1}^{m-2} \setminus \{-\infty\}$. Considering the submodules generated by the elements $y, x_1, \ldots, x_{m-2}$, we see that $X/pX$ contains $1 + |S|$ direct nontrivial summands. Hence $g(A) \geq 1 + |S|$.

Now if $g(V) \neq g(W)$, then we have sufficient information to identify $V$ and $W$ with the appropriate choices of $A$ and $B$, and hence to determine $a$. Otherwise $g(V) = g(W)$ and we must have $g(V) = g(W) = g(A) = g(B) = 1$. We turn next to the $\mathbb{F}_p$-dimension of the modules modulo $p$. If $g(A) = 1$, then $|S| = 0$ and $a_i = -\infty$, $1 \leq i \leq m - 2$. From the defining relations of $A$ we see that as an $\mathbb{F}_pG$-module, $A/pA \simeq \langle y : (\sigma - 1)^{a_0+1}y = 0 \rangle$. On the other hand, $B/pB \simeq \mathbb{F}_pG_{a_{m-1}}$. Then since $a_0 < a_{m-1}$ by (III), we have

$$\dim_{\mathbb{F}_p} A/pA = p^{a_0} + 1 < p^{a_{m-1}} = \dim_{\mathbb{F}_p} B/pB$$

unless either $p = 2$, $a_0 = 0$, and $a_{m-1} = 1$, or $a_0 = -\infty$, and $a_{m-1} = 0$ (without condition on $p$). Hence if we are not in one of these two cases, then again we have sufficient information to identify $V$ and $W$, and hence $a$.

If, however, we are in the case that $\dim_{\mathbb{F}_p} A/pA = \dim_{\mathbb{F}_p} B/pB$, then either this common quantity is 1 or 2. In the former case we have already seen that $a_{m-1} = 0$, and in the latter case we have $a_{m-1} = 1$. Since $\tilde{a} = (a_0, \ldots, a_{m-2})$ is determined by induction, this shows that $a$ is determined in these last cases as well.

6. Necessity of conditions

Theorem (IV) tells us that if certain conditions on $d$ and $a$ are met, they are sufficient to determine the indecomposability of $X_{a,d,m}$. It is natural to ask whether these conditions are also necessary. Since there are a number of conditions in the theorem, we will only discuss this topic in regards to two of the conditions.

First we consider the necessity of (IV), at least in one particular situation. Returning to case (2) of Lemma (4), suppose that $p = 2$, $d \notin U_2$, $a_0 = 0$ and $a_{m-1} = 1$. We remarked in the proof of this result that these conditions imply $n > 1$ in light of condition (IV). In fact, if we did not have $n > 1$ in this case, then the module would fail to be indecomposable. To
see this, suppose that $p = 2$, $n = 1$, $d \not\in U_2$, $a_0 = 0$ and $a_{m-1} = 1$. Using our calculation of $(\sigma + 1)y$ from the analysis of this case (see equation (3)), one then has
\[ 0 = (\sigma^2 - 1)y = (\sigma - 1)(\sigma + 1)y = (\sigma - 1)(x_0 + 2^{m-1}x_{m-1}) = 2^{m-1}(\sigma + 1)x_{m-1}. \]

One can then prove that
\[ \langle y \rangle_{mG} = \langle y, x_0 + 2^{m-1}x_{m-1} \rangle_{m} \]
is a direct complement to $\langle x_{m-1} \rangle_{mG_1}$.

Now we consider the necessity of condition (III), again in a particular case. Let $a = (a_0, a_1, \cdots, a_{m-1})$ and $d$ be given so that there exists some $0 \leq i < m - 1$ so that $a_i + ((m - 1) - i) \geq a_{m-1}$. Assume furthermore that either $p > 2$, or $d \in U_2$, or $i > 0$. We will prove that $X_{a,d,m}$ is decomposable in this case. Recall that
\[ X_{a,d,m} = \left\{ y, x_0, x_1, \cdots, x_{m-1} : (\sigma - d)y = \sum_{j=0}^{m-1} p^j x_j; \sigma^{p^j} x_j = x_j, 0 \leq j < m \right\}. \]

By Lemma 2.3(1) we know that $\phi_d(P(a_m-1, a_i)) = p^{m-1-a_i} \mod p^{a_m-1-a_i+1})$. Since $(m - 1) - i \geq a_{m-1} - a_i$, we have $p^{m-1-(a_m-1-a_i)} \in \mathbb{Z}$, and so multiplying through in the previous congruence gives
\[ \phi_d(p^{m-1-(a_m-1-a_i)}) P(a_m-1, a_i) = p^{m-1} \mod p^m. \]

Hence there is some $Q \in R_mG$ so that in $R_mG$ we have
\[ (\sigma - d)Q = p^{m-1-(a_m-1-a_i)} P(a_m-1, a_i) - p^{m-1}. \]

Now consider the elements $\hat{y}$, $\hat{x}_0, \hat{x}_1, \cdots, \hat{x}_{m-1}$ given by
\[ \hat{y} = y - Qx_{m-1}, \quad \hat{x}_i = x_i + p^{m-1-i-(a_m-1-a_i)} P(a_{m-1}, a_i) x_{m-1}, \quad \hat{x}_{m-1} = 0, \]
and with all other $\hat{x}_j = x_j$. One can then compute that
\[ (\sigma - d)\hat{y} = (\sigma - d)y - (\sigma - d)Qx_{m-1} \]
\[ = \sum_{j=0}^{m-1} p^j x_j - p^{m-1-(a_m-1-a_i)} P(a_{m-1}, a_i) x_{m-1} - p^{m-1}x_{m-1} \]
\[ = \left( \sum_{j \neq i, m-1} p^j x_j \right) + p^i \left( x_i - p^{m-1-i-(a_m-1-a_i)} P(a_{m-1}, a_i) x_{m-1} \right) + p^{m-1}(x_{m-1} - x_{m-1}) \]
\[ = \sum_{j=0}^{m-1} p^j \hat{x}_j. \]

Furthermore we have $\sigma^{p^{-\infty}} \hat{x}_{m-1} = \hat{x}_{m-1}$ (since $\hat{x}_{m-1} = 0$), and also
\[ (\sigma^{p^{a_i}} - 1)\hat{x}_i = (\sigma^{p^{a_i}} - 1)x_i + (\sigma^{p^{a_i}} - 1)p^{m-1-i-(a_m-1-a_i)} P(a_{m-1}, a_i)x_{m-1} \]
\[ = (\sigma^{p^{a_i}} - 1)x_i + p^{m-1-i-(a_{m-1}-a_i)}(\sigma^{p^{m-1}} - 1)x_{m-1} \]
\[ = 0 + 0. \]
This tells us that for the vector $\hat{a} = (a_0, a_1, \ldots, a_{m-2}, -\infty)$ we get

$$X_{\hat{a},d,m} \simeq \langle \hat{y}, \hat{x}_0, \hat{x}_1, \ldots, \hat{x}_{m-1} \rangle.$$

From here it is not hard to show that

$$X_{a,d,m} = \langle y, x_0, x_1, \cdots, x_{m-1} \rangle = \langle \hat{y}, \hat{x}_0, \cdots, \hat{x}_{m-1} \rangle \oplus \langle x_{m-1} \rangle \simeq X_{\hat{a},d,m} \oplus \mathbb{R}^{m_{G_{a_{m-1}}}}.$$
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