Eigenvalues of the Laplace operator with potential under the backward Ricci flow on locally homogeneous 3-manifolds
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Abstract

Let $\lambda(t)$ be the first eigenvalue of $-\Delta + aR$ ($a > 0$) under the backward Ricci flow on locally homogeneous 3-manifolds, where $R$ is the scalar curvature. In the Bianchi case, we get the upper and lower bounds of $\lambda(t)$. In particular, we show that when the the backward Ricci flow converges to a sub-Riemannian geometry after a proper re-scaling, $\lambda^+(t)$ approaches zero, where $\lambda^+(t) = \max\{\lambda(t), 0\}$.
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1. Introduction

The research on the eigenvalues of operators under geometric flows has attracted many attentions. In a seminal paper [29], Perelman depicted the non-decreasing behavior of the first eigenvalue of $-\Delta + R/4$ under the Ricci flow, where $-\Delta$ denotes the Laplace-Beltrami operator, $R$ denotes the scalar curvature. As an application, he proved the non-existence of nontrivial steady or expanding breathers on closed manifolds. Perelman’s results were extended by Cao [2] to the operator $-\Delta + \frac{R}{2}$ on manifolds with nonnegative curvature operator under the Ricci flow. Li [24] removed Cao’s curvature assumption and got the similar conclusion. One may refer to [3, 5, 27] for more studies about the operator $-\Delta + aR$ ($a \geq 0$) and refer to [32, 31] for the $p$-Laplace operator. In particular, the upper and lower bounds of eigenvalues were obtained by analyzing the evolution equation on closed Riemann surfaces [5, 32].

There are also many results under other geometric flows. In [25], Li obtained the monotonicity of eigenvalues under various re-scaled versions of Ricci flow. For the normalized powers of the $m$th mean curvature flow, Zhao [33] established the monotonicity of the first eigenvalue of $p$-Laplace operator under certain conditions. Under the harmonic–Ricci flow, Li [26] studied the the eigenvalues and entropies. Fang and Yang [11] investigated the first eigenvalue of the operator $-\Delta_\phi + \frac{R}{2}$, where $-\Delta_\phi$ is the Witten-Laplacian and constructed monotonic quantities under...
the Yamabe flow. Along the re-scaled List’s extended Ricci flow, Huang and Li [13] considered monotonicity formulae of eigenvalues of the Laplacian and entropies. For the monotonicity of eigenvalues and quantities along the Ricci-Bourguignon flow, one may refer to [9, 30]. Related results also include [1, 7, 10, 12, 13, 15, 28].

In general, it’s difficult to get the upper and lower bounds of eigenvalues of geometric operators under flows. The obstacle is that the metric is variable, hence the classical methods, such as gradient estimates of eigenfunctions, heat kernel estimates et al., can not be employed directly. While on closed surfaces, by controlling the scalar curvature, we studied the derivative of the eigenvalue, then got the upper and lower bounds of eigenvalues by integration [5]. But the approach is not available for high dimensional manifolds. In order to explore possibilities on locally homogeneous 3-manifolds, we developed a new method to estimate the eigenvalues by comparing components of the Ricci curvature [16, 17]. Similar methods were also taken by Korouki and Razavi [23] to study the eigenvalue of \(-\Delta - R\) under the Ricci flow. In this paper, we consider the eigenvalues of the operator \(-\Delta + aR\) under the backward Ricci flow on locally homogeneous 3-manifolds, where \(a\) is a positive constant.

There are nine classes of locally homogeneous 3-manifolds. These classes can be divided into two families. According the classification in [20], \(H(n)\), \(H(2) \times \mathbb{R}\) and \(SO(3) \times \mathbb{R}\), where \(H(n)\) means the group of isometries of hyperbolic \(n\)-space, belong to the first family. Six other classes \(\mathbb{R}^3\), SU(2), SL(2, \mathbb{R}), Heisenberg, \(E(1, 1)\) (the group of isometries of the plane with flat Lorentz metric) and \(E(2)\) (the group of isometries of the Euclidean plane) belong to the second family which is called the Bianchi case.

In the Bianchi case, there is a Milnor frame \((X_1, X_2, X_3)\) which can diagonalize the initial metric and the Ricci tensor. The property that the Ricci flow keeps the diagonalization enables us to write

\[ g = A(t)\theta^1 \otimes \theta^1 + B(t)\theta^2 \otimes \theta^2 + C(t)\theta^3 \otimes \theta^3, \]

where \((\theta^1, \theta^2, \theta^3)\) is the frame dual to \((X_1, X_2, X_3)\). Hence we reduce the Ricci flow to an ODE system in \((A, B, C)\). The following backward Ricci flow

\[ \frac{dg}{dt} = 2Rc - \frac{2r}{3}g, \quad g(0) = g_0 \tag{1.1} \]

was studied in [4, 6]. An interesting phenomenon is that after a proper re-scaling, the flow converges uniformly to a sub-Riemannian geometry in many cases. For more results about the Ricci flow on locally homogeneous manifolds, we refer the reader to [18, 21, 22] and so on.

We obtain the following theorem which extends the results in [14].

**Theorem 1.** Let \((M, g(t)), t \in [0, T_+),\) be a solution to the backward Ricci flow in the Bianchi case where \(T_+\) is the maximal existence time. Let \(\lambda(t)\) be the first eigenvalue of \(-\Delta + aR\), \(a \geq 0\). When the flow converges to a sub-Riemannian geometry after a proper re-scaling, \(\lambda' (t)\) goes to zero as \(t \to T_+\), where \(\lambda^*(t) = \max(\lambda(t), 0)\).

Since the first eigenvalue of the Laplacian is nonnegative and the convergence is described in [16], we only study the eigenvalue of the operator \(-\Delta + aR, a > 0\). The remaining part of this paper is arranged as follows. In Section 2, we introduce an evolution equation of the eigenvalue under the backward Ricci flow. Since the analysis on \(\mathbb{R}^3\) is trivial, from Section 3 to Section 7, we only investigate the behaviors of eigenvalues on Heisenberg, SU(2), \(E(1, 1)\), \(E(2)\) and SL(2, \mathbb{R}) case by case.
2. Evolution equation

In this section, we give an evolution equation of the eigenvalue which is important in the subsequent analysis.

Theorem 2. Let \((M, g(t)), t \in [0, T_+)\) be a solution to the backward Ricci flow on a locally homogeneous 3-manifold. Denote by \(\lambda(t)\) the first eigenvalue of \(-\Delta + aR, a > 0\) and by \(u(x, t)\) the associated positive eigenfunction with \(\int u^2(x, t) d\mu = 1\). Then under the the backward Ricci flow, there holds

\[
\frac{d}{dt} \lambda = \frac{2}{3} R \lambda - 2a|\text{Ric}|^2 - \int (2R_i \nabla_i u \nabla_j u) d\mu.
\]  

(2.1)

We omit the proof as it is similar to Lemma 3.1 in [5].

3. Heisenberg

For a given metric \(g_0\), there exists a Milnor frame such that

\([X_2, X_3] = 2X_1, \ [X_3, X_1] = 0, \ [X_1, X_2] = 0.\)

Let \(A_0, B_0, C_0\) be the initial value of \(A, B, C\) respectively. We take the normalization \(A_0B_0C_0 = 4\). Following the calculations on page 171 in [8], one has

\[R_{11} = \frac{1}{2} A^3, \ R_{22} = \frac{1}{2} A^2 B, \ R_{33} = -\frac{1}{2} A^2 C, \ R = -\frac{1}{2} A^2.\]

(3.1)

Then the backward Ricci flow equations become

\[
\begin{align*}
\frac{d}{dt} A &= \frac{4}{3} A^3, \\
\frac{d}{dt} B &= -\frac{2}{3} A^2 B, \\
\frac{d}{dt} C &= -\frac{2}{3} A^2 C.
\end{align*}
\]

Solving these equations gives

\[
\begin{align*}
A &= A_0 \left(1 + \frac{16}{3} R_0 t\right)^{-1/2}, \\
B &= B_0 \left(1 + \frac{16}{3} R_0 t\right)^{1/4}, \\
C &= C_0 \left(1 + \frac{16}{3} R_0 t\right)^{1/4},
\end{align*}
\]

(3.2)

where \(R_0 = -\frac{1}{2} A_0^2\). The re-scaled flow \(\tilde{g}(t) = (C_0/C(t))g(t)\) converges uniformly to a sub-Riemannian geometry.

Hereafter we denote by \(\tau, c_i\) variable constants which can be understood from the context.
Theorem 3. Let $\lambda(t)$ be the first eigenvalue of $-\Delta + aR$. Suppose $B_0 \geq C_0$. Then we get

$$
\lambda(t) + \frac{c_1 A_0^3}{4 \left(1 - \frac{8A_0^2}{t^2}\right)^{3/2}} - \frac{c_1 A_0^3}{4 \left(1 - \frac{8A_0^2}{\tau}\right)^{3/2}} \leq \lambda(t) \leq \lambda(\tau) \left(1 - \frac{8A_0^2}{\tau}\right)^{3/2} e^{\frac{8A_0^2}{\tau}} \left(1 - \frac{5A_0^2}{\tau^2}\right)^{1/4}
$$

for $t \geq \tau$, where $\tau$ is a fixed time and $c_1$ is a positive constant. As a consequence, $\lambda^+(t) \to 0$ as $t \to 3/(8A_0^2)$.

Proof. Suppose $B_0 \geq C_0$, we get $|\Re c|^2 = \frac{4}{6} A^4$ by (3.1). Then (2.1) together with (3.1) implies

$$
\frac{2}{3} R \lambda - 2R_{11} \lambda - \frac{3a}{2} A^4 + 2a R_{11} R \leq \frac{d}{dt} \lambda \leq \frac{2}{3} R \lambda - 2R_{22} \lambda - \frac{3a}{2} A^4 + 2a R_{22} R. \quad (3.3)
$$

Since $A \to +\infty$, $B \to 0$ and $C \to 0$ as $t \to \frac{3}{8A_0^2}$, we have

$$
-\frac{3a}{2} A^4 + 2a R_{22} R = -\frac{3a}{2} A^4 + \frac{a}{2} A^2 B < 0
$$

after a time $\tau$. This leads to

$$
\frac{d}{dt} \lambda \leq \frac{2}{3} R \lambda - 2R_{22} \lambda = \left( -\frac{1}{3} A^2 + A^2 B \right) \lambda
$$

for $t \geq \tau$. Hence

$$
\frac{d}{dt} \left( \lambda e^{\int (\lambda^2 - A^2 B) dt} \right) \leq 0.
$$

It follows from the integration that

$$
\lambda(t) \leq \lambda(\tau) \left(1 - \frac{8A_0^2}{\tau}\right)^{3/2} e^{\frac{8A_0^2}{\tau}} \left(1 - \frac{5A_0^2}{\tau^2}\right)^{1/4}. \quad (3.4)
$$

According to (3.1), (3.2), (3.3) and (3.4), we get

$$
\frac{d}{dt} \lambda \geq -c_1 A^4.
$$

Integration on both sides of the above inequality from $\tau$ to $t$ gives

$$
\lambda(t) \geq \lambda(\tau) + \frac{c_1 A_0^3}{4 \left(1 - \frac{8A_0^2}{\tau^2}\right)^{3/2}} - \frac{c_1 A_0^3}{4 \left(1 - \frac{8A_0^2}{t^2}\right)^{3/2}}.
$$

It can be easily checked that $\lambda^+(t) = \max(\lambda(t), 0)$ goes to 0 as $t$ goes to $\frac{3}{8A_0^2}$. This finishes the proof.

\[\square\]
4. SU(2)

There exists a Milnor frame for a given metric $g_0$ such that

$$[X_2, X_3] = 2X_1, \quad [X_3, X_1] = 2X_2, \quad [X_1, X_2] = 2X_3.$$  

Under the normalization $A_0 B_0 C_0 = 4$, we have

$$R_{11} = \frac{1}{2} A [A^2 - (B - C)^2], \quad R_{22} = \frac{1}{2} B [B^2 - (A - C)^2], \quad R_{33} = \frac{1}{2} C [C^2 - (A - B)^2]$$

and

$$R = \frac{1}{2} [A^2 - (B - C)^2] + \frac{1}{2} [B^2 - (A - C)^2] + \frac{1}{2} [C^2 - (A - B)^2].$$

(4.1)

We recall Cao’s results under the assumption $A_0 \geq B_0 \geq C_0$ in [6].

Theorem 4.

1. If $A_0 = B_0 = C_0$, there holds $T^+ = \infty$ and $g(t) = g_0$.
2. If $A_0 = B_0 > C_0$, there holds $T^+ = \infty, A = B > C$ and

$$A \sim \frac{8}{3} t, \quad C \sim \frac{9}{16} t^2,$$  

as $t$ goes to $T^+$.
3. If $A_0 > B_0 \geq C_0$, there holds $T^+ < \infty, A > B \geq C$ and

$$A \sim \frac{\sqrt{6}}{4} (T^+ - t)^{-1/2}, \quad B \sim \eta_1 (T^+ - t)^{1/4}, \quad C \sim \eta_2 (T^+ - t)^{1/4},$$

where $\eta_1, \eta_2$ are two positive constants.

In the third case, $g(t) = (B_0/B(t)) g(t)$ converges to a sub-Riemannian geometry.

We get the following results.

Theorem 5. Let $\lambda(t)$ be the first eigenvalue of $-\Delta + aR$. We have the following results.

1. If $A_0 = B_0 = C_0$, then $\lambda(t) = \lambda(0)$.
2. If $A_0 = B_0 > C_0$, then there holds

$$\lambda(t) < \lambda(\tau) + \frac{c_2 \lambda(\tau)}{(1 + c_1 \tau^{1/3})} (t^{1+c_1} - t^{1+c_1}) \leq \lambda(t) \leq \lambda(\tau) \left(\frac{t}{\tau}\right)^{c_1}$$

if $t \geq \tau$, where $\tau$ is a fixed time, and $c_1, c_2$ are positive constants.

3. If $A_0 > B_0 \geq C_0$, then there holds

$$\lambda(t) + c_2 \left[ (T^+ - t)^{3/2} - (T^+ - \tau)^{3/2} \right] \leq \lambda(t) \leq \lambda(\tau) \left(\frac{T^+ - t}{T^+ - \tau}\right)^{c_1}$$

if $t \geq \tau$, where $\tau$ is a fixed time, and $c_1, c_2$ are positive constants. In this case, $\lambda^*(t) \to 0$ as $t \to T^+$. 


Proof.

(1) If \( A_0 = B_0 = C_0 \), then \( \lambda(t) \) is a constant.

(2) If \( A_0 = B_0 > C_0 \), Theorem 4.2 in [16] implies

\[
R_{11} = R_{22} > R_{33} > 0
\]
after a time \( \tau \). Then it follows that

\[
\frac{2}{3} R_1 - 2R_{11} \lambda - 2a |\text{Re}|^2 + 2a R_{11} R \leq \frac{d}{dt} \lambda \leq \frac{2}{3} R_1 - 2R_{33} \lambda - 2a |\text{Re}|^2 + 2a R_{33} R. \tag{4.3}
\]

By employing (4.1), (4.2) and the second item in Theorem 4, we have

\[
2a |\text{Re}|^2 = \frac{a}{2} \left( (2BC - C^2)^2 + (2BC - C^2)^2 + C^4 \right) \sim c_1 t^{-2}, \tag{4.4}
\]

\[
2a R_{11} R = \frac{4a}{2} \left( 2BC - C^2 \right) \left[ 2BC - C^2 + 2AC - C^2 + C^2 \right] \sim c_2 t^{-1}, \tag{4.5}
\]

\[
\frac{2}{3} R_1 - 2R_{11} \lambda = \left( \frac{4}{3} BC - \frac{1}{3} C^2 - 2ABC + AC^2 \right) \lambda \sim -8 \lambda,
\]

\[
\frac{2}{3} R_1 - 2R_{33} \lambda = \left( \frac{4}{3} BC - \frac{1}{3} C^2 - C^3 \right) \lambda \sim 2t^{-1} \lambda,
\]

\[
2a R_{33} R \sim c_3 t^{-7}. \tag{4.6}
\]

Hence by (4.3), (4.4) and (4.6), we get

\[
\frac{d}{dt} \lambda \leq \left( \frac{4}{3} BC - \frac{1}{3} C^2 - C^3 \right) \lambda.
\]

Denoting \( D = \frac{4}{3} BC - \frac{1}{3} C^2 - C^3 \), we obtain

\[
\frac{d}{dt} \left( \lambda \exp(-D dt) \right) \leq 0
\]

if \( t \geq \tau \). It is easy to see that

\[
\lambda(t) \leq \lambda(\tau) \left( \frac{t}{\tau} \right)^{c_2}
\]

(4.7)

Hence (4.3) together with (4.4), (4.5) and (4.7) leads to

\[
-c_2 \lambda(\tau) \left( \frac{t}{\tau} \right)^{c_2} \leq \left( \frac{4}{3} BC - \frac{1}{3} C^2 - 2ABC + AC^2 \right) \lambda(\tau) \left( \frac{t}{\tau} \right)^{c_2} \leq \frac{d}{dt} \lambda.
\]

Integration from \( \tau \) to \( t \) gives

\[
\lambda(\tau) + \frac{c_2 \lambda(\tau)}{(1 + c_1)^{t^{c_1} - t^{1+c_1}}} \leq \lambda(t).
\]

(3) If \( A_0 > B_0 \geq C_0 \), it follows from Theorem 4.2 in [16] that

\[
R_{11} > 0, \quad R_{22} < 0, \quad R_{33} < 0
\]
and
\[ R_{11} > R_{33} \geq R_{22} \]
after a time \( \tau \). Hence
\[ \frac{2}{3} R\lambda - 2R_{11}\lambda - 2a|Rc|^2 + 2aR_{11}R \leq \frac{d}{dt} \lambda \leq \frac{2}{3} R\lambda - 2R_{22}\lambda - 2a|Rc|^2 + 2aR_{22}R. \] (4.8)

Using (4.1), (4.2) and the third item in Theorem 4, we get
\[ 2a|Rc|^2 = \frac{a}{2} \left( \left[ A^2 - (B - C)^2 \right]^2 + \left[ B^2 - (A - C)^2 \right]^2 + \left[ C^2 - (A - B)^2 \right]^2 \right) \sim c_1 (T_+ - t)^{-2}, \] (4.9)
\[ 2aR_{11}\lambda = \frac{aA}{2} \left( A^2 - (B - C)^2 \right) \left( 2AB + 2AC + 2BC - A^2 - B^2 - C^2 \right) \sim -c_2 (T_+ - t)^{-5/2}, \] (4.10)
\[ \frac{2}{3} R\lambda - 2R_{11}\lambda \sim -c_3 (T_+ - t)^{-3/2}, \]
\[ \frac{2}{3} R\lambda - 2R_{22}\lambda \sim -c_4 (T_+ - t)^{-1}, \]
\[ 2aR_{22}R \sim c_5 (T_+ - t)^{-7/4}. \] (4.11)

By (4.8), (4.9) and (4.11), we obtain
\[ \frac{d}{dt} \lambda \leq \frac{2}{3} R\lambda - 2R_{22}\lambda \]
if \( t \geq \tau \). Integrating from \( \tau \) to \( t \), we have
\[ \lambda(t) \leq \lambda(\tau) e^{\int_{\tau}^{t} (\frac{2}{3} R\lambda - 2R_{22}\lambda) dt} \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{c_1}, \] (4.12)
which together with (4.8), (4.9) and (4.10) implies
\[ -c_2 (T_+ - t)^{-5/2} \leq \frac{d}{dt} \lambda. \]

By integration, we obtain
\[ \lambda(\tau) + c_2 \left[ (T_+ - \tau)^{-3/2} - (T_+ - t)^{-3/2} \right] \leq \lambda(t). \]
Finally, it is true that \( \lambda^*(t) \to 0 \) as \( t \to T_+ \). \qed

5. \( E(1,1) \)

Given a metric \( g_0 \), we have a fixed Milnor frame such that
\[ [X_2, X_3] = 2X_1, \quad [X_3, X_1] = 0 \quad [X_1, X_2] = -2X_3. \]
Choosing the normalization \( A_0B_0C_0 = 4 \), one has
\[ R_{11} = \frac{1}{2} A(A^2 - C^2), \quad R_{22} = -\frac{1}{2} B(A + C)^2, \quad R_{33} = \frac{1}{2} C(C^2 - A^2), \quad R = -\frac{1}{2} (A + C)^2. \] (5.1)

Suppose \( A_0 \geq C_0 \). Cao [6] described the following behaviors.
There exist a time $\tau$ as $t$ goes to $T^+$ such that

$\Delta^+ \sim A(T_+ - t)^{-1/2}$, $B(t) \sim \eta_1(T_+ - t)^{1/4}$, $C(t) \sim \eta_2(T_+ - t)^{1/4}$,

as $t$ goes to $T_+$, where $\eta_1, \eta_2$ are two positive constants.

In the second case, $\tilde{g}(t) = (B_0/B(t))g(t)$ converges to a sub-Riemannian geometry.

We investigate the eigenvalue and get the following results.

**Theorem 7.** Let $\lambda(t)$ be the first eigenvalue of $-\Delta + aR$. Then we get

1. If $A_0 = C_0$, then we have

$$\lambda(\tau) + c_1 \left[ (T_+ - \tau)^{-1} - (T_+ - t)^{-1} \right] \leq \lambda(t) \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{1/2} e^{16(t-\tau)}$$

if $t \geq \tau$, where $\tau$ is a fixed time and $c_1$ is a positive constant.

2. If $A_0 > C_0 \geq B_0$, then for $t \geq \tau$, there holds

$$\lambda(\tau) + c_2 \left[ (T_+ - \tau)^{-1/2} - (T_+ - t)^{-1/2} \right] \leq \lambda(t) \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{\gamma_1}.$$

In both cases, $\lambda^+(t) \to 0$ as $t \to T_+$.

**Remark.** If $A_0 > B_0 > C_0$, the analogous estimates hold.

**Proof.**

1. If $A_0 = C_0$, then (5.1) together with the first item in Theorem 6 implies

$$R_{11} = 0, \quad R_{22} < 0, \quad R_{33} = 0$$

and

$$R_{11} = R_{33} > R_{22}.$$

Then we have

$$\frac{2}{3} R_A - 2a |Rc|^2 \leq \frac{d}{dt} \lambda \leq \frac{2}{3} R_A - 2R_{22} A - 2a |Rc|^2 + 2a R_{22} R. \tag{5.2}$$

There exist a time $\tau$ such that

$$2a |Rc|^2 = \frac{a}{2} \left( (A^2 - C^2)^2 + (A + C)^4 + (C^2 - A^2)^2 \right) \sim c_1 (T_+ - t)^{-2}, \tag{5.3}$$

$$2a R_{22} R = \frac{a}{2} B (A + C)^4 \sim c_2 (T_+ - t)^{-1} \tag{5.4}$$

if $t \geq \tau$. Hence it follows from (5.2), (5.3) and (5.4) that

$$\frac{d}{dt} \lambda \leq \frac{2}{3} R_A - 2R_{22} A = \left( -\frac{1}{2} (T_+ - t)^{-1} + 16 \right) \lambda.$$
for $t \geq \tau$. This leads to

$$d dt \left( A e^{-\left( T^e(t - \eta)^{-1} - 16 \right) dt} \right) \leq 0.$$  

Integration from $\tau$ to $t$ gives

$$\lambda(t) \leq \lambda(\tau) \left( \frac{T^e}{T^e - \tau} \right)^{\frac{1}{2}} e^{16(\tau - t)}.$$  \hspace{1cm} (5.5)

By (5.2), (5.3) and (5.5), we get

$$-c_1 (T^e - t)^{-2} \leq \frac{d}{dt} \lambda$$

after a time $\tau$. It is concluded by integration that

$$\lambda(t) + c_1 \left[ (T^e - \tau)^{-1} - (T^e - t)^{-1} \right] \leq \lambda(\tau).$$

(2) If $A_0 > C_0 \geq B_0$, by Theorem 5.2 in [16] we have

$$R_{11} > 0, ~ R_{22} < 0, ~ R_{33} < 0$$

and

$$R_{11} > R_{22} > R_{33}$$

after a time $\tau$.

It follows that

$$\frac{2}{3} R_{11} - 2R_{11} \lambda - 2a|Rc|^2 + 2aR_{11} \leq \frac{d}{dt} \lambda \leq \frac{2}{3} R_{11} - 2R_{33} \lambda - 2a|Rc|^2 + 2aR_{33} \lambda.$$  \hspace{1cm} (5.6)

Combining (5.1) and the second item in Theorem 6, we calculate

$$2a|Rc|^2 = \frac{a}{2} \left[ (A^2 - C^2)^2 + (A + C)^4 + (C^2 - A^2)^2 \right] \sim c_1 (T^e - t)^{-2},$$  \hspace{1cm} (5.7)

$$2aR_{33} = \frac{a}{2} C(A + C)^2(A^2 - C^2) \sim c_2 (T^e - t)^{-\frac{3}{2}},$$  \hspace{1cm} (5.8)

$$2aR_{11} = -\frac{a}{2} A(A^2 - C^2)(A + C)^2 \sim -c_3 (T^e - t)^{-\frac{5}{2}}.$$  \hspace{1cm} (5.9)

By (5.6), (5.7) and (5.8), we obtain

$$\frac{d}{dt} \lambda \leq \frac{2}{3} R_{11} - 2R_{33} \lambda$$

for $t \geq \tau$.

Integration from $\tau$ to $t$ yields

$$\lambda(t) \leq \lambda(\tau) e^{\frac{2}{3} R_{11} - 2R_{33} \lambda dt} \leq \lambda(\tau) \left( \frac{T^e}{T^e - \tau} \right)^{c_1}.$$  \hspace{1cm} (5.10)

It is clear that $\lambda'(t) \to 0$ as $t \to T^e$. Using (5.6), (5.7), (5.9) and (5.10), we immediately get

$$-c_2 (T^e - t)^{-\frac{3}{2}} \leq \frac{d}{dt} \lambda.$$  \hspace{1cm}

It follows from the integration that

$$\lambda(t) + c_2 \left[ (T^e - \tau)^{-\frac{3}{2}} - (T^e - t)^{-\frac{3}{2}} \right] \leq \lambda(\tau).$$
Choosing the normalization $A_0B_0C_0 = 4$, then we have

$$R_{11} = \frac{1}{2}A(A^2 - B^2), \quad R_{22} = \frac{1}{2}B(B^2 - A^2), \quad R_{33} = -\frac{1}{2}C(A - B)^2, \quad R = -\frac{1}{2}(A - B)^2.$$

(6.1)

Cao [6] gave the following results.

**Theorem 8.**

1. If $A_0 = B_0$, then holds $T_+ = \infty$, and $g(t) = g_0$.
2. If $A_0 > B_0$, then there holds $T_+ < \infty$, and

$$A \sim \frac{\sqrt{6}}{4} (T_+ - t)^{-1/2}, \quad B(t) \sim \eta_1(T_+ - t)^{1/4}, \quad C(t) \sim \eta_2(T_+ - t)^{1/4}$$

as $t$ goes to $T_+$, where $\eta_1, \eta_2$ are two positive constants.

In the second case, $\bar{g}(t) = (B_0/B(t))g(t)$ converges to a sub-Riemannian geometry.

We will prove the following theorem.

**Theorem 9.** Let $\lambda(t)$ be the first eigenvalue of $-\Delta + aR$. Then we get

1. If $A_0 = B_0$, then $g(t) = g_0$, and $\lambda(t) = \lambda(0)$.
2. If $A_0 > B_0$ and $C_0 \geq B_0$, there holds that

$$\lambda(t) + c_2 \left[ (T_+ - \tau)^{-\frac{3}{2}} - (T_+ - t)^{-\frac{3}{2}} \right] \leq \lambda(t) \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{\nu}$$

for $t \geq \tau$. In this case, $\lambda^*(t) \rightarrow 0$ as $t \rightarrow T_+$.

**Remark.** If $A_0 > B_0$ and $C_0 < B_0$, the similar estimates hold.

**Proof.**

1. If $A_0 = B_0$, then $g(t) = g_0$, and $\lambda(t) = \lambda(0)$.
2. If $A_0 > B_0$, by Theorem 6.2 in [16], we know that

$$R_{11} > 0, \quad R_{22} < 0, \quad R_{33} < 0$$

and $R_{11} > R_{22} > R_{33}$ with $t \geq \tau$ for some $\tau$.

It is easy to see that

$$\frac{2}{3}R\lambda - 2R_{11}\lambda - 20Rc_1^2 + 20R_{11}R \leq \frac{d}{dt}\lambda \leq \frac{2}{3}R\lambda - 2R_{33}\lambda - 20Rc_1^2 + 20R_{33}R$$

(6.2)

for $t \geq \tau$.

By (6.7) and the second item in Theorem 8, we arrive at

$$2aRc_1^2 = \frac{a}{2} \left[ (A^2 - B^2)^2 + (B^2 - A^2)^2 + (A - B)^4 \right] \sim c_1(T_+ - t)^{-2},$$

(6.3)
where

\[ \eta \]

Hence (6.2) together with (6.3) and (6.4) leads to

\[ \tau \]

By integration from \( A \) to \( B \), this class is characterized by the Lie bracket of the Milnor frame:

\[ [X_2, X_3] = -2X_1, \quad [X_3, X_1] = 2X_2, \quad [X_1, X_2] = 2X_3. \]

Under the normalization \( A_0B_0C_0 = 4 \), we have

\[ R_{11} = \frac{1}{2}A[A^2 - (B - C)^2], \quad R_{22} = \frac{1}{2}B[B^2 - (A + C)^2], \quad R_{33} = \frac{1}{2}C[C^2 - (A + B)^2] \]  

(7.1)

and

\[ R = \frac{1}{2}[A^2 - (B - C)^2] + \frac{1}{2}[B^2 - (A + C)^2] + \frac{1}{2}[C^2 - (A + B)^2]. \]  

(7.2)

Under the assumption \( B_0 \geq C_0 \), Cao [4, 6] proved the following theorem.

**Theorem 10.** The backward Ricci flow exists in a finite time and has the following asymptotic behaviors:

1. If there exists a time \( t_0 \) such that \( A(t_0) \geq B(t_0) \), there holds

\[ A \sim \frac{\sqrt{6}}{4}(T_+ - t)^{-1/2}, \quad B(t) \sim \eta_1(T_+ - t)^{1/4}, \quad C(t) \sim \eta_2(T_+ - t)^{1/4}, \]

where \( \eta_1, \eta_2 \) are two positive constants.

2. If there exists a time \( t_0 \) such that \( A(t_0) \leq B(t_0) - C(t_0) \), there holds

\[ A \sim \eta_1(T_+ - t)^{1/4}, \quad B(t) \sim \frac{\sqrt{6}}{4}(T_+ - t)^{-1/2}, \quad C(t) \sim \eta_2(T_+ - t)^{1/4}. \]
with positive constants \( \eta_1 \) and \( \eta_2 \).  

(3) If \( A < B < A + C \) for all time \( t \in [0, T_+] \), we arrive at

\[
A \sim \frac{\sqrt{6}}{4} (T_+ - t)^{-1/2}, \quad B(t) \sim \frac{\sqrt{6}}{4} (T_+ - t)^{-1/2}, \quad C(t) \sim \frac{32}{3} (T_+ - t).
\]

In all cases, the metric \( g(t) \) converges to a sub-Riemannian geometry after a proper rescaling.

We have the following theorem.

**Theorem 11.** Let \( \lambda(t) \) be the first eigenvalue of \(-\Delta + aR\). Then we get

(1) If there is a time \( t_0 \) such that \( A(t_0) \geq B(t_0) \), then there exists a time \( \tau \) such that

\[
\lambda(t) + c_2 [ (T_+ - \tau)^{-\frac{1}{2}} - (T_+ - t)^{-\frac{1}{2}} ] \leq \lambda(t) \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{c_1}
\]

for \( t \geq \tau \).

(2) If there exist a time \( t_0 \) such that \( A(t_0) \leq B(t_0) - C(t_0) \), and a time \( t_1 \) such that \( A(t_1) > C(t_1) \), then there is a time \( \tau \) such that

\[
\lambda(t) + c_2 [ (T_+ - \tau)^{-1} - (T_+ - t)^{-1} ] \leq \lambda(t) \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{c_1}
\]

for \( t \geq \tau \).

(3) If \( A < B < A + C \) for all time \( t \in [0, T_+] \), then there is time \( \tau \) such that

\[
\lambda(t) + c_2 [ (T_+ - \tau)^{-1} - (T_+ - t)^{-1} ] \leq \lambda(t) \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{c_1}
\]

for \( t \geq \tau \).

In all cases, \( \lambda^*(t) \rightarrow 0 \) as \( t \rightarrow T_+ \).

**Remark.** In the second item of the above theorem, an analogous estimate holds if \( A(t) \leq C(t) \) for all \( t \).

**Proof.** (1) If there is a time \( t_0 \) such that \( A(t_0) > B_0 \), then we know from Theorem 7.2 in [16] that

\[
R_{11} > 0, \quad R_{22} < 0, \quad R_{33} < 0
\]

and

\[
R_{11} > R_{33} \geq R_{22}
\]

after a time \( \tau \).

Hence

\[
\frac{2}{3} R_{11} \lambda - 2 R_{11} \lambda - 2 a [\text{Re}^2] + 2 a R_{11} \leq \frac{d}{dt} \lambda \leq \frac{2}{3} R_{11} \lambda - 2 R_{22} \lambda - 2 a [\text{Re}^2] + 2 a R_{22}
\]

for \( t \geq \tau \). It follows from (7.1), (7.2) and the first item in Theorem 10 that

\[
2 a [\text{Re}^2] = \frac{a}{2} [A^2 - (B - C)^2] + \frac{a}{2} [B^2 - (A + C)^2] + \frac{a}{2} [C^2 - (A + B)^2] \sim c_1 (T_+ - t)^{-2}, \quad (7.4)
\]
Thus, (7.3) together with (7.4), (7.6), (7.7) implies
\[
\tau \geq 2
\]
(7.3).

Then by (7.3), (7.4) and (7.5), we arrive at
\[
\frac{d}{dt}\lambda \leq \frac{2}{3}R\lambda - 2R_{22}\lambda
\]
if \( t \geq \tau \). Integration from \( \tau \) to \( t \) gives
\[
\lambda(t) \leq \lambda(\tau) e^{\frac{1}{2}R - 2R_{22}\lambda t} \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{c_2}. \tag{7.7}
\]

Thus, (7.3) together with (7.4), (7.6), (7.7) implies
\[
-c_2(T_+ - t)^{-\frac{1}{2}} \leq \frac{d}{dt}\lambda.
\]

It is concluded by integration that
\[
\lambda(\tau) + c_2 \left[ (T_+ - \tau)^{-\frac{1}{2}} - (T_+ - t)^{-\frac{1}{2}} \right] \leq \lambda(t).
\]

(2) If there exists a time \( t_0 \) such that \( A(t_0) \leq B(t_0) - C(t_0) \) and a time \( t_1 \) such that \( A(t_1) > C(t_1) \), then by Theorem 7.2 in [16], there holds
\[
R_{11} < 0, \quad R_{22} > 0, \quad R_{33} < 0
\]
and
\[
R_{22} > R_{33} > R_{11}
\]
after a time \( \tau \).

We obtain
\[
\frac{2}{3}R\lambda - 2R_{22}\lambda - 2a|Rc|^2 + 2aR_{22}R \leq \frac{d}{dt}\lambda \leq \frac{2}{3}R\lambda - 2R_{11}\lambda - 2a|Rc|^2 + 2aR_{11}R
\]
for \( t \geq \tau \).

Calculate
\[
2a|Rc|^2 \sim c_1(T_+ - t)^{-2},
\]
\[
2aR_{11}R = \frac{a}{2}A^2 - (B - C)^2 \left[ 2BC - 2AC - 2AB - A^2 - B^2 - C^2 \right] \sim c_2(T_+ - t)^{-7/4},
\]
\[
2aR_{22}R = \frac{a}{2}B^2 - (A + C)^2 \left[ 2BC - 2AC - 2AB - A^2 - B^2 - C^2 \right] \sim -c_3(T_+ - t)^{-5/2}.
\]

Using the similar arguments as in the first case, we get
\[
\lambda(\tau) + c_2 \left[ (T_+ - \tau)^{-1} - (T_+ - t)^{-1} \right] \leq \lambda(t) \leq \lambda(\tau) \left( \frac{T_+ - t}{T_+ - \tau} \right)^{c_2}
\]
for \( t \geq \tau \).
(3) If \( A < B < A + C \) for all time \( t \in [0, T_\tau) \), then Theorem 7.2 in [16] implies
\[
R_{11} > 0, \quad R_{22} < 0, \quad R_{33} < 0
\]
and
\[
R_{11} > R_{22} \geq R_{33}
\]
after a time \( \tau \). Consequently,
\[
\frac{2}{3} R_{11} - 2a|\text{Rc}|^2 + 2aR_{11} R \leq \frac{d}{dt} \lambda \leq \frac{2}{3} R_{33} - 2a|\text{Rc}|^2 + 2aR_{33} R
\]
for \( t \geq \tau \).

Direct calculations give
\[
2a|\text{Rc}|^2 \sim c_1(T_\tau - t)^{-2},
\]
\[
2aR_{11} R = \frac{a}{2} [A^2 - (B - C)^2] [2BC - 2AC - 2AB - A^2 - B^2 - C^2] \sim -c_2(T_\tau - t)^{-1},
\]
\[
2aR_{33} R = \frac{a}{2} [C^2 - (A + B)^2] [2BC - 2AC - 2AB - A^2 - B^2 - C^2] \sim c_3(T_\tau - t)^{-7/4}.
\]

Proceeding as in the proof of the first case, we have
\[
\lambda(\tau) + c_2 \left( (T_\tau - \tau)^{-1} - (T_\tau - T_\tau)^{-1} \right) \leq \lambda(t) \leq \lambda(\tau) \left( \frac{T_\tau - t}{T_\tau - \tau} \right)^{c_1}
\]
for \( t \geq \tau \).

\[\square\]
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