DIFFRACTION BY A RIGHT-ANGLED NO-CONTRAST PENETRABLE WEDGE REVISITED: A DOUBLE WIENER-HOPF APPROACH*  
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Abstract. In this paper, we revisit Radlow’s innovative approach to diffraction by a penetrable wedge by means of a double Wiener-Hopf technique. We provide a constructive way of obtaining his ansatz and give yet another reason for why his ansatz cannot be the true solution to the diffraction problem at hand. The two-complex-variable Wiener-Hopf equation is reduced to a system of two equations, one of which contains Radlow’s ansatz plus some correction term consisting of an explicitly known integral operator applied to a yet unknown function, whereas the other equation, the compatibility equation, governs the behaviour of this unknown function.
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1. Introduction. Although diffraction is a well-known phenomenon with a rigorous mathematical theory that emerged in the late 19th century (Sommerfeld, Poincaré), many canonical problems still remain unsolved in the sense that no clear analytical solution has been found for them. Here ‘canonical’ refers to problems where the scatterer’s geometry is simple but possibly exhibits some singularities making the seemingly easy scattering problem challenging to solve. One of these unsolved problems is the diffraction by a penetrable wedge, that is by a wedge-shaped scatterer made of a material with acoustic (or electromagnetic) properties different from those of the ambient medium. Wedge diffraction problems are of great importance to mathematical, physical, and engineering sciences as they represent one of the building blocks of the geometrical theory of diffraction (GTD, [19]). For example, gaining a better understanding of penetrable wedge diffraction is expected to improve numerical methods for high frequency penetrable convex polygon diffraction, see [16, 17], and has applications in the scattering of light by atmospheric particles such as ice crystals [9] which directly feeds into climate change models [34].

Wedge diffraction problems: an overview. Soon after providing his solution to the half-plane problem [35, 37], Sommerfeld managed to solve the more general problem of diffraction by a non-penetrable wedge with opening angle $q\pi$, $q \in \mathbb{Q}$ in 1901 (c.f. [36] end of Chapter 5) using the method of Sommerfeld surfaces (see also [4] for an overview and more recent applications of this method). Unfortunately, it has thus far not been possible to generalise this technique to the penetrable wedge and during the past century, new methods have been developed, not only for penetrable wedges but for diffraction problems in general. In particular, many methods including the Sommerfeld-Malyuzhinets method (c.f. [6], [25]), the Wiener-Hopf technique (c.f. [10], [23], [29]), and the Kontorovich-Lebedev transform approach (c.f. [21]) have been developed for non-penetrable wedge diffraction; we refer to [27] for a review of these
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and other methods. Moreover, some of these methods have been helpful in gaining
a better understanding of penetrable wedge diffraction. Indeed, in 2011, Daniele and
Lombardi [14] employed the Wiener-Hopf technique for the isotropic penetrable wedge
problem to obtain a system of four Fredholm integral equations which is then solved
numerically using quadrature schemes.

Other innovative approaches suitable for high contrast penetrable wedge problems
were given by Lyalinov [24] and, more recently, by Nethercote et al. [28]. In [24]
Lyalinov uses the Sommerfeld–Malyuzhinets technique to obtain a system of two
coupled Malyuzhinets equations which were solved approximately, giving the leading
order far-field behaviour, whereas in [28] Nethercote et al. combine the Wiener-
Hopf and Sommerfeld-Malyuzhinets method. In [28] a solution to the penetrable
wedge is given as an infinite series of impenetrable wedge problems. Each of these
impenetrable wedge problems is solved exactly, and the resulting infinite series for
the penetrable wedge can be evaluated rapidly and efficiently using asymptotic and
numerical methods.

It is important to note that there have been many other approaches as well (this
list is, however, by no means exhaustive): In 1998, Budaev and Bogy looked at finding
the pressure field of acoustic wave diffraction by two penetrable wedges using the
Sommerfeld-Malyuzhinets technique, resulting in a system of eight singular integral
equations of Fredholm type (see [11]) which is solved in [12] by Neumann series assum-
ing the contrast is close to unity and the wedge’s opening angle is small. The
following year, Rawlins considered the case of similar wave numbers $k_1 \approx k_2$ in the
electromagnetic setting (dielectric wedge) and used the Kontorovich-Lebedev trans-
form to create a system of Fredholm integral equations which were solved iteratively
to obtain a first order approximations of the diffracted field [33].

There have also been some approaches using simple layer potential theory, as
discussed in [13], which were employed in 2008 by Babich and Mokeeva. In [7] they
showed that the problem of diffraction by a penetrable wedge has a unique solution
and later, in 2012, developed a numerical solution of those simple layer potentials [8].

Complex analysis in several variables: a new ansatz. Whenever any of the pre-
viously mentioned methods employed complex analysis, these were one dimensional
techniques. Surprisingly, using two dimensional complex analysis, there seems to be
a rather straightforward method of getting a Wiener-Hopf equation. As in his
work for the 3D diffraction by a quarter-plane [30], Radlow obtained a Wiener-Hopf
equation in two complex variables for the 2D right-angled no-contrast penetrable
wedge [31]. His simple yet innovative idea was to use two dimensional Laplace
transforms to integrate over the scatterer and thus ‘capture’ the scatterer’s geometry
as was already done for the half-plane problem using the one dimensional Laplace
transform [29]. These functional equations are perfectly valid, however, the closed
form solutions thus found by Radlow for the quarter-plane and penetrable wedge
diffraction problems turned out to be erroneous as they led to the wrong type of
near-field behaviour [26, 22]. Nonetheless, solving these functional equations in
several complex variables would be a tremendous achievement in diffraction theory.
Unfortunately, the solutions in [30] and [31] were not given constructively making it
difficult to understand the reasoning behind Radlow’s work and pinpoint where he went wrong. Recently, Assier and Abrahams [2] revisited Radlow’s approach, giving
a constructive procedure to obtain his quarter-plane ansatz plus some correction
term, while Assier and Shanin studied the analyticity properties of the unknowns
of Radlow’s quarter-plane Wiener-Hopf equation [3]. Although the Wiener-Hopf
equation remains unsolved, the simpler problem of diffraction by a quarter-plane without incident wave (i.e. a source located at the quarter-plane’s tip) has been solved using these novel complex analysis methods [5], confirming their usefulness. In the present work we will show that the method of [2] can also be applied to the right-angled no-contrast penetrable wedge problem.

Aim and plan of the article. In the present work we revisit Radlow’s approach [31] in the spirit of [2]. In particular, we provide a constructive procedure of obtaining Radlow’s solution plus some correction term. This provides yet another way of showing that Radlow’s solution was erroneous. However, the extra term contains a complicated integral operator applied to a yet unknown function. Fortunately, we also obtain a compatibility equation involving only the extra term’s unknown function and although it has thus far not been possible to solve this equation exactly (which would then provide a closed form solution to the diffraction problem), we strongly believe that it can be employed to accurately test approximations, c.f. [1], which will be the subject of future work. We will focus on the special case of a right-angled no-contrast penetrable wedge.

In Section 2, the diffraction problem is formulated in physical space and thereafter transformed into (two complex dimensional) Fourier space resulting in the problem’s Wiener-Hopf equation. In Section 3, the machinery required to work with this equation is introduced and the functional equation’s kernel is factorised; we will employ the method of phase portraits (see [38]) to visualise functions of complex variables, which often provides a visually convincing method of verifying results that are tedious to prove otherwise. In Section 4 we apply the factorisation techniques developed by Assier and Abrahams in [2] to derive a set of equations linking the unknowns of the functional problem. The first equation involves Radlow’s solution plus some additional correction term while the second equation, the compatibility equation, may provide a way of finding/approximating this unknown correction term. Finally, we compare our results with the ones found for the quarter-plane problem.

2. Wiener Hopf equation for the penetrable wedge.

2.1. Problem formulation. We are considering the problem of diffraction of a plane wave $\phi_{in}$ incident on an infinite, right-angled, penetrable wedge (PW) given by

\[ PW = \{(x_1, x_2) \in \mathbb{R}^2 | x_1 \geq 0, x_2 \geq 0\}, \]

see figure 1. We assume transparency of the wedge and thus expect a scattered field $\phi_{sc}$ in $\mathbb{R}^2 \setminus$ PW and a transmitted field $\psi$ in PW (c.f. figure 1, left). As usual in scattering problems we assume time-harmonicity with the $e^{-i\omega t}$ convention, where $\omega$ is the (angular) frequency. The time dependence is henceforth suppressed and the wave-fields’ dynamics are therefore described by two Helmholtz equations. Moreover, suppressing time harmonicity, the incident plane wave (only supported within $\mathbb{R}^2 \setminus$ PW) is given by

\[ \phi_{in}(x) = e^{ik_1 \cdot x}, \]

where $k_1 \in \mathbb{R}^2$ is the wave vector and $x = (x_1, x_2) \in \mathbb{R}^2$ (this notation will be used throughout the article). Let us focus on the acoustic setting of sound propagation through a fluid or gas (the electromagnetic setting is briefly discussed in Remark 2.1). Then the field $\phi(x)$ given by

\[ \phi(x) = \phi_{sc}(x) + \phi_{in}(x) \]
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Fig. 1. Left: Illustration of the problem described by equations (2.1)–(2.6). The scatterer, i.e., the penetrable wedge is shown in blue with edges in magenta. Right: Polar coordinate system and incident angle $\theta_0$ in $\varphi$.

represents the total pressure field in $\mathbb{R}^2 \setminus \text{PW}$, $\psi$ represents the total pressure field in PW, and the wave vector $k_1$ satisfies $|k_1| = k_1$ for the wave number $k_1 = \omega/c_1$, where $c_1$ is the speed of sound relative to the medium in $\mathbb{R}^2 \setminus \text{PW}$.

Crucial to the present work is that we are describing a no-contrast penetrable wedge meaning that the density $\rho_1$ of the medium in $\mathbb{R}^2 \setminus \text{PW}$ (at rest) is the same as density $\rho_2$ of the medium in PW (at rest). In particular, the contrast parameter $\lambda$ which is given by 

$$\lambda = \frac{\rho_1}{\rho_2}$$

satisfies

$$\lambda = 1.$$ 

However, the wave numbers $k_1 = \omega/c_1$ and $k_2 = \omega/c_2$ inside and outside PW respectively are different even though $\rho_1 = \rho_2$, since the other media properties, the bulk moduli (c.f. [20]), defining the speeds of sound $c_1$ and $c_2$ are assumed to be different.

The boundary value problem at hand is then described by equations (2.1)–(2.6) below.

(2.1) \[ \Delta \phi + k_1^2 \phi = 0 \text{ in } \mathbb{R}^2 \setminus \text{PW}, \]

(2.2) \[ \Delta \psi + k_2^2 \psi = 0 \text{ in } \text{PW}, \]

(2.3) \[ \phi(0^-, x_2 > 0) = \psi(0^+, x_2 > 0), \]

(2.4) \[ \phi(x_1 > 0, 0^-) = \psi(x_1 > 0, 0^+), \]

(2.5) \[ \partial_{x_1} \phi(0^-, x_2 > 0) = \partial_{x_1} \psi(0^+, x_2 > 0), \]

(2.6) \[ \partial_{x_2} \phi(x_1 > 0, 0^-) = \partial_{x_2} \psi(x_1 > 0, 0^+). \]

Equations (2.1) and (2.2) are the problem’s governing equations, describing the fields’ dynamics, whereas the boundary conditions (2.3)–(2.6) impose continuity of the fields and their normal derivatives at the wedge’s boundary.

Remark 2.1 (The electromagnetic setting). Equations (2.3)–(2.6) also model the diffraction of an $E$-polarised (resp. $H$-polarised) electromagnetic wave incident on a right-angled no-contrast penetrable wedge, where $E$ is the electric field (resp. $H$ is the magnetic field). Here $\phi$ corresponds to the total $E$ (resp. $H$) field in $\mathbb{R}^2 \setminus \text{PW}$. 
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whereas $\psi$ corresponds to the total $E$ (resp. $H$) field in PW (c.f. [22], [28], and [31]). Here, when describing the diffraction of the polarised electric (resp. magnetic) field, the assumption that the contrast parameter $\lambda$ satisfies $\lambda = 1$ means that the magnetic permeabilities $\mu_1$ and $\mu_2$ (resp. electric permittivities $\epsilon_1$ and $\epsilon_2$) of the medium in $\mathbb{R}^3 \setminus$ PW and PW respectively satisfy $\mu_1 = \mu_2$ (resp. $\epsilon_1 = \epsilon_2$). Since in the electromagnetic setting, the wave numbers are given by $k_j = \omega \sqrt{\mu_j \epsilon_j}$ we must have $\epsilon_1 \neq \epsilon_2$ (resp. $\mu_1 \neq \mu_2$) for the wave numbers $k_1$ and $k_2$ to be different.

Now, introducing polar coordinates $(r, \vartheta)$ (c.f. figure 1, right) we can rewrite the incident wave vector $k_1 = -k_1(\cos(\vartheta_0), \sin(\vartheta_0))$ where $\vartheta_0$ is the incident angle. The incident wave can then be rewritten as

$$\phi_{in} = e^{-i(a_1 r_1 + a_2 r_2)}$$

with

$$a_1 = k_1 \cos(\vartheta_0) \text{ and } a_2 = k_1 \sin(\vartheta_0).$$

Henceforth, we assume $\text{Im}(k_1) > 0$ and $\text{Im}(k_2) > 0$. Later on, this condition may be waived by considering the limits $\text{Im}(k_{1,2}) \to 0$ (see Section 5). Moreover, we restrict $\vartheta_0 \in (\pi, 2\pi)$ and $\text{Re}(k_{1,2}) > 0$, so $\text{Im}(a_{1,2}) < 0$ and $\text{Re}(a_{1,2}) < 0$. Since, as mentioned in the beginning of Section 2.1, we have assumed time harmonicity with the $e^{-i\omega t}$ convention, this corresponds to the damping/absorption of waves.

**Remark 2.2** (the general case). The situation is more complicated if we allow other incident angles $\vartheta_0$ since then the sign of $\text{Im}(a_1)$ and/or $\text{Im}(a_2)$ changes. This technical difficulty can be dealt with by viewing $a_{1,2}$ as independent parameters and impose $-\text{Im}(a_{1,2}) > 0$, i.e. give $a_{1,2}$ an artificial negative imaginary part irrespective of incident angle and wave number. Again, once the solution has been obtained, we may take the limit $\text{Im}(a_{1,2}) \to 0$.

Finally, it is necessary to impose Meixner conditions on the field, ensuring boundedness of energy near the wedge’s tip $x_0 = (0, 0)$. That is, for arbitrarily small $\varepsilon > 0$, the following energy integrals need to be finite:

$$\int_0^{\pi/2} \int_0^{\varepsilon} r (|\nabla \psi|^2 + |\psi|^2) \, dr \, d\vartheta < \infty,$$

$$\int_{\pi/2}^{2\pi} \int_0^{\varepsilon} r (|\nabla \phi|^2 + |\phi|^2) \, dr \, d\vartheta < \infty.$$

Now, approximating the Helmholtz equation by Laplace’s equation near the tip and proposing a separation of variables ansatz yields a power series expression $\phi_{sc} = \sum_{n=1}^{\infty} (A_{\nu_n} \sin(\nu_n \vartheta) + B_{\nu_n} \cos(\nu_n \vartheta)) r^{\nu_n}$ for $\phi_{sc}$ and similarly for $\psi$ near the tip. Then, using (2.9)–(2.10) and the boundary conditions (2.3)–(2.6) we find

$$\phi(r, \vartheta) = B + (A_1 \sin(\vartheta) + B_1 \cos(\vartheta)) \, r + O(r^2), \text{ as } r \to 0,$$

$$\psi(r, \vartheta) = B + (A'_1 \sin(\vartheta) + B'_1 \cos(\vartheta)) \, r + O(r^2), \text{ as } r \to 0,$$

where the constants $B, A_1, A'_1, B_1$ and $B'_1$ are unknown. We refer to [6] and [18] for a more detailed discussion of this procedure. Equations (2.11) and (2.12) are the sought edge conditions. It should be noted that these particular expressions (2.11) and (2.12) are only valid since we have chosen $\lambda = 1$.
The case of general $\lambda$ has, for instance, been considered in [7], [28], and [32]. In [7] and [32] the behaviour is given up to second order $\phi = B + O(r^4)$ (similarly for $\psi$) where the exact value of $\mu > 0$ is not specified, whereas in [28], the behaviour is given up to fourth order and an explicit dispersion relation is given for determining $\mu$ (which depends on the contrast parameter $\lambda$).

Remark 2.3. Following Radlow’s ansatz we would also get $\phi, \psi \sim C$ as $r \to 0$ for some suitable constant $C$, see [31]. However, as pointed out by Kraut and Lehmann in [22], Radlow’s ansatz leads to the wrong value i.e. $C \neq B$. Moreover, in [32] Rawlins explicitly computed the value of $B$ up to second order in $k_1^2 - k_2^2$ when $k_1$ is close to $k_2$, thereby extending Kraut and Lehmann’s work.

In general, in order for the problem to be well posed, the field also needs to satisfy a radiation condition: The scattered field should be outgoing in the far-field. That is, there are no sources other than the incident wave at infinity. Due to the wavenumbers’ positive imaginary part, this is automatically satisfied and by the limiting absorption principle, the radiation condition also holds in the limit $\text{Im}(k_{1,2}) \to 0$. See [7], [28] for more information on the radiation condition for penetrable wedges.

To conclude this section, we note that specifying the behaviour of the fields near the wedge’s tip and at infinity is required to guarantee uniqueness of the solution to the problem described by equations (2.1)–(2.6), see [7].

2.2. Transformation in Fourier space. In this section, the boundary value problem described by (2.1)–(2.6) is transformed into Fourier space and the corresponding functional equation is found. Let $Q_n$, $n = 1, 2, 3, 4$ denote the $n$th quadrant of the $(x_1, x_2)$ plane given by

\[ PW = Q_1 = \{x \in \mathbb{R}^2 | x_1 \geq 0, x_2 \geq 0\}, \quad Q_2 = \{x \in \mathbb{R}^2 | x_1 \leq 0, x_2 \geq 0\}, \]

\[ Q_3 = \{x \in \mathbb{R}^2 | x_1 \leq 0, x_2 \leq 0\}, \quad Q_4 = \{x \in \mathbb{R}^2 | x_1 \geq 0, x_2 \leq 0\}. \]

To derive the problem’s functional equation and to keep consistency with recent work on several complex variable methods applied to diffraction problems (c.f. [2, 3]) we define:

Definition 2.4 (One-quarter Fourier Transform). The one-quarter Fourier transform of a function $u$ is given by

\[
U_{1/4}(\alpha) = \mathcal{F}_{1/4}[u](\alpha) = \int_{Q_1} u(x)e^{i\alpha \cdot x}dx.
\]

Definition 2.5 (Three-quarter Fourier Transform). The three-quarter Fourier transform of a function $u$ is given by

\[
U_{3/4}(\alpha) = \mathcal{F}_{3/4}[u](\alpha) = \int_{Q_3} u(x)e^{i\alpha \cdot x}dx.
\]

Here, we have $\alpha = (\alpha_1, \alpha_2) \in \mathbb{C}^2$ and we write $dx$ for $dx_1dx_2$. More details as to where $\alpha$ is permitted to go in $\mathbb{C}^2$ will be given in Section 2.3. Recall the definitions of $a_1$ and $a_2$ given in (2.7)–(2.8). Now, apply $\mathcal{F}_{1/4}$ to (2.1) and $\mathcal{F}_{3/4}$ to (2.2). Using the boundary conditions (2.3)–(2.6) and setting

\[
\Phi_{3/4}(\alpha) = \mathcal{F}_{3/4}[\phi_{sc}], \quad \Psi_{1/4}(\alpha) = \mathcal{F}_{1/4}[\psi],
\]

\[
P(\alpha) = \frac{1}{(\alpha_1 - a_1)(\alpha_2 - a_2)}, \quad K(\alpha) = \frac{k_2^2 - \alpha_1^2 - \alpha_2^2}{k_1^2 - \alpha_1^2 - \alpha_2^2},
\]
we find the following Wiener-Hopf equation (see Appendix A for the calculation):

\[ -K(\alpha)\Psi_{1/4}(\alpha) = \Phi_{3/4}(\alpha) + P(\alpha). \]  

**Remark 2.6 (comparison with quarter-plane).** Note that (2.17) is almost identical to the Wiener-Hopf equation for the quarter-plane given in [2]. In fact, setting \( \Psi_{1/4} = -\hat{\Psi}_{1/4} \) we can rewrite (2.17) as

\[ K(\alpha)\hat{\Psi}_{1/4}(\alpha) = \Phi_{3/4} + P(\alpha) \]

which, formally, is the same Wiener-Hopf equation as for the quarter-plane (that is, (2.17) and the Wiener-Hopf equation in [2] only differ by the definition of the kernel \( K \), which for the quarter-plane is given by \( K(\alpha) = 1/\sqrt{k^2 - \alpha_1^2 - \alpha_2^2} \), where \( k \) is the (only) wavenumber of the quarter-plane problem).

**2.3. Domains of analyticity.** Whilst we have, formally, found a functional equation for the diffraction problem at hand, the domain in \( \mathbb{C}^2 \) where this equation is valid has not yet been discussed. This is the aim of the present section.

**2.3.1. Set notations.** Before we begin discussing equation (2.17)’s validity, let us introduce some notation which will be used extensively throughout the remainder of this article. For any \( \kappa_1, \kappa_2 \in \mathbb{R} \) we define (see figure 2)

\[ \text{UHP}(\kappa_j) = \{ z \in \mathbb{C} | \text{Im}(z) > \kappa_j \}, \quad j = 1, 2; \quad \text{LHP}(\kappa_j) = \{ z \in \mathbb{C} | \text{Im}(z) < \kappa_j \}, \quad j = 1, 2; \]

\[ S(\kappa_1, \kappa_2) = \{ z \in \mathbb{C} | \kappa_1 < \text{Im}(z) < \kappa_2 \}. \]

Visually speaking, the upper half plane UHP(\( \kappa_j \)) (resp. lower half plane LHP(\( \kappa_j \))) consists of all points \( z \in \mathbb{C} \) lying above (resp. below) the line given by \( \{ \text{Im}(z) = \kappa_j \} \) whereas the strip \( S(\kappa_2, \kappa_1) \) consists of all points between the lines \( \{ \text{Im}(z) = \kappa_2 \} \) and \( \{ \text{Im}(z) = \kappa_1 \} \). In particular, \( S(\kappa_2, \kappa_1) = \text{UHP}(\kappa_2) \cap \text{LHP}(\kappa_1) \). Moreover, for any \( \kappa_{1,2} \in \mathbb{R} \) (i.e. we now also allow \( \kappa_1 \geq \kappa_2 \)) we define:

\[ \mathcal{D}_{++}(\kappa_1, \kappa_2) = \text{UHP}(\kappa_1) \times \text{UHP}(\kappa_2), \quad \mathcal{D}_{--}(\kappa_1, \kappa_2) = \text{LHP}(\kappa_1) \times \text{LHP}(\kappa_2), \]

\[ \mathcal{D}_{-+}(\kappa_1, \kappa_2) = \text{LHP}(\kappa_1) \times \text{UHP}(\kappa_2), \quad \mathcal{D}_{+-}(\kappa_1, \kappa_2) = \text{UHP}(\kappa_1) \times \text{LHP}(\kappa_2). \]

In particular, \( \mathcal{D}_{++}(\kappa_1, \kappa_2), \mathcal{D}_{--}(\kappa_1, \kappa_2), \mathcal{D}_{-+}(\kappa_1, \kappa_2), \text{ and } \mathcal{D}_{+-}(\kappa_1, \kappa_2) \) are (open) subsets of \( \mathbb{C}^2 \) i.e. if \( (\alpha_1, \alpha_2) \in \mathcal{D}_{++}(\kappa_1, \kappa_2) \), say, then \( \alpha_1 \in \text{UHP}(\kappa_1) \) and \( \alpha_2 \in \text{UHP}(\kappa_2) \).

![Fig. 2. Half planes UHP(\( \kappa_2 \)) (left), LHP(\( \kappa_1 \)) (middle), and strip \( S(\kappa_2, \kappa_1) \) (right).](image)
2.3.2. Function notations. Using the sets defined above, we now introduce the following notation for functions:

**Definition 2.7.** Let \( U : D \to \mathbb{C} \), \( D \subset \mathbb{C}^2 \). We then call \( U \) a ++, +−, −+ or −− function if, and only if, there are some \( \kappa_{1,2} \in \mathbb{R} \) such that \( U \) is analytic in \( D_{++}(\kappa_1, \kappa_2) \), \( D_{+-}(\kappa_1, \kappa_2) \), \( D_{-+}(\kappa_1, \kappa_2) \), or \( D_{--}(\kappa_1, \kappa_2) \). In these respective cases, we also write

\[
U = U_{++}, U_{+-}, U_{-+}, U_{--}.
\]

Moreover, if \( U \) is analytic in \( S(\kappa_1', \kappa_2') \times \text{UHP}(\kappa_2) \) for some \( \kappa_1' < \kappa_2' \) we write

\[
U = U_{o+}
\]

and say that \( U \) is a \( o+ \) function. Analogously, the concepts of \( o-, +o \) and \( -o \) functions are defined and in these respective cases we write

\[
U = U_{o-}, U = U_{+o}, \text{ and } U = U_{-o}.
\]

2.3.3. Domains of analyticity. Recall that for half-range Fourier transforms, we have:

**Theorem 2.8.** Let \( f : \mathbb{R} \to \mathbb{C} \) satisfy \(|f(x)| < Ae^{b_0 x} \) as \( x \to \infty \) for some constants \( b_0 \in \mathbb{R}, A \in [0, \infty) \). Then the function \( F_+(\alpha) \) defined by

\[
F_+(\alpha) = \int_0^\infty f(x)e^{i\alpha x} \, dx
\]

is analytic for all \( \alpha \in \text{UHP}(b_0) \). If, on the other hand, we have \(|f(x)| < Ae^{b_0 x} \) as \( x \to -\infty \) for some (maybe different) constants \( b_0 \in \mathbb{R}, A \in [0, \infty) \) then the function \( F_-(\alpha) \) defined by

\[
F_-(\alpha) = \int_{-\infty}^0 f(x)e^{i\alpha x} \, dx
\]

is analytic for all \( \alpha \in \text{LHP}(b_0) \). Note that the specific value of the constant \( A \) is irrelevant for the analyticity behaviour of \( F_+(\alpha) \) and \( F_-(\alpha) \) respectively.

These are well-known results and we refer to [29] for a more detailed discussion. Now, using geometrical optics and writing \( u = u_{\text{go}} + u_{\text{diff}} \) for \( u = \phi_{\text{sc}} + \phi_{\text{in}} \) or \( u = \psi \), we know that in the far field the wave \( u_{\text{go}} \), consisting of the incident, reflected, and transmitted plane waves in their respective domains, will always dominate the diffracted field (since \( u_{\text{diff}} \) is an exponentially decaying cylindrical wave). Recall that \( \text{Im}(\alpha_1) = \text{Im}(k_1)\cos(\vartheta_0) \) and \( \text{Im}(\alpha_2) = \text{Im}(k_2)\sin(\vartheta_0) \), so setting

\[
(2.19) \quad \delta = \min\{\text{Im}(k_1)|\cos(\vartheta_0)|, \text{Im}(k_2)|\sin(\vartheta_0)|\}
\]

we have \( \text{Im}(\alpha_{1,2}) \leq -\delta < 0 \), and we therefore obtain

\[
(2.20) \quad |u_{\text{go}}| \leq Ae^{-\delta |x_1| - \delta |x_2|} \text{ as } x_1, x_2 \to \pm \infty \text{ in } \mathbb{R}^2
\]

for some constant \( A \in [0, \infty) \) (again, the exact value of \( A \) does not matter). Moreover, it can be shown that \( K(\alpha) \) is analytic in \( S(-\varepsilon, \varepsilon) \times S(-\varepsilon, \varepsilon) \) for a suitable constant, 
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\( \varepsilon \in (0, \delta], \) see Lemma 3.1. For simplicity, let us henceforth omit a function’s argument unless it is not \( \alpha \), and let us set

\[
D_{++} = D_{++}(-\varepsilon, -\varepsilon), \quad D_{+-} = D_{+-}(-\varepsilon, -\varepsilon),
\]

\[
D_{-+} = D_{-+}(-\varepsilon, -\varepsilon), \quad D_{++} = D_{++}(-\varepsilon, -\varepsilon),
\]

\[S = S(-\varepsilon, \varepsilon), \quad \text{LHP} = \text{LHP}(\varepsilon), \quad \text{UHP} = \text{UHP}(-\varepsilon).\]

Then, applying Theorem 2.8 twice and using (2.20) we find:

\[
\Psi_{++} = \Psi_{1/4}, \quad \text{analytic on } D_{++},
\]

\[
\Phi_{-+} = \iint_{Q_2} \phi_{sc}(x)e^{i\alpha x}dx, \quad \text{analytic on } D_{-+},
\]

\[
\Phi_{--} = \iint_{Q_3} \phi_{sc}(x)e^{i\alpha x}dx, \quad \text{analytic on } D_{--},
\]

\[
\Phi_{+-} = \iint_{Q_4} \phi_{sc}(x)e^{i\alpha x}dx, \quad \text{analytic on } D_{+-},
\]

\[
P_{++} = P = \frac{1}{(\alpha_1 - a_1)(\alpha_2 - a_2)}, \quad \text{analytic on } D_{++}.
\]

Note that \( P = P_{++} \) is analytic in \( D_{++} \) since \( a_1 \) and \( a_2 \) are in LHP. Now, since by

\[ (2.21) \]

\[
\Phi_{3/4} = \Phi_{+-} + \Phi_{--} + \Phi_{++},
\]

we find:

**Corollary 2.9.** The spectral function \( \Psi_{++} \) is analytic in the region \( D_{++} \)

whereas \( \Phi_{3/4} \) is analytic in the region \( S \times S \).

Thus, since \( K \) is analytic on \( S \times S \) and \( P_{++} \) is analytic on \( D_{++} \) we find that

\[ (2.17) \]

is valid in \( S \times S \). To summarise:

**Corollary 2.10.** The Wiener-Hopf equation \( (2.17) \) can be rewritten as

\[ (2.22) \]

\[
-\Psi_{++}K = \Phi_{+-} + \Phi_{--} + \Phi_{++} + P_{++},
\]

and is valid on \( S \times S \).

Equation \( (2.22) \) represents a generalization of the classical (one complex-variable)

Wiener-Hopf equation that appears, for instance, in the diffraction by a half-plane,

see [29].

3. Factorisation of \( K \).

**3.1. Some useful functions.** As usual in complex analysis, functions defined

on the real numbers might exhibit branch points when analytically continued onto

the complex plane (c.f. [38]). This leads to the function being defined not on \( \mathbb{C} \) but on

some Riemann surface instead. However, for the purpose of the present work, we do

not need this generality and the interested reader is referred to [38] for a more detailed

discussion of the process of analytical continuation. When instead of working on the

function’s Riemann surface one wants to work on \( \mathbb{C} \), branch cuts have to be introduced

that is, we have to introduce lines of discontinuity of our function, but there is some

arbitrariness involved in the specific choice of branch cuts. In this section, we will
specify some choice of branch cut for the complex square root function as well as the
complex logarithm. These specific choices are the same as in [2] (for the logarithm)
and [3] (for the square root function). All of the following functions play a crucial role
in the factorisation of $K$. Throughout the remainder of the article, we will extensively
employ the method of phase portraits to visualise a complex function’s properties in
the spirit of [38].

Let $\log(z)$ and $\sqrt{z}$ denote the standard complex logarithm and square root used
by most mathematical software (Matlab, for instance). These functions correspond
to the usual real logarithm and square root respectively when restricted onto $\mathbb{R}^+$ and
have a branch cut along the negative real axis (i.e. $\text{arg}(z) \in (-\pi, \pi)$).

We define $\log(z)$ as the logarithm with a branch cut diagonally down the third
quadrant, see figure 3. Practically, $\log(z)$ is obtained via the relation $\log(z) = \log(e^{-\pi/4}z) + i\pi/4$.

![Fig. 3. Phase portrait of the functions $f(z) = z$ (left), $\log(z)$ (centre), and $\log(z)$ (right).](image)

Next, we specify the choice of branch cut for the square root. Denote by $\sqrt{z}$ the
square root function with branch cut along the positive real axis and branch subject
to $\sqrt{-1} = i$, see figure 4. This choice of square root guarantees its imaginary part
to be strictly positive everywhere except on the positive real axis (which is mapped
onto the real line). Practically, $\sqrt{z}$ can be defined by $\sqrt{z} = i\sqrt{-z}$. Finally, for $k$

![Fig. 4. Phase portraits of the functions $\sqrt{z}$ (left), $\sqrt{z}$ (centre), and $\kappa(k, z)$ (right) for $k = 3 + i$.](image)

with $\text{Im}(k) > 0$ and $\text{Re}(k) > 0$ we define

$$\kappa(k, z) = \sqrt{k^2 - z^2}$$

which is visualised in figure 4. Due to the choice of square root, the sheet of $\kappa(k, \cdot)$’s
Riemann surface is chosen such that $\kappa(k, 0) = +k$. The function $\kappa(k, z)$ has two
branch cuts, starting at \( z = k \) and \( z = -k \) respectively, see figure 4. Moreover, since \( \sqrt{\kappa} \) has strictly positive imaginary part everywhere except on its branch cut (where its imaginary part vanishes), \( \kappa(k, z) \) also has strictly positive imaginary part everywhere except on its branch cuts (c.f. figure 4), which are mapped onto the real axis (see [3] for a more detailed discussion).

### 3.2. Factorisation in the \( \alpha_1 \) plane.

Recall the notation introduced in subsection 2.3.2. Using \( \kappa \), we can write

\[
K(\alpha) = \frac{(\kappa(k_2, \alpha_2) + \alpha_1)(\kappa(k_2, \alpha_2) - \alpha_1)}{(\kappa(k_1, \alpha_2) + \alpha_1)(\kappa(k_1, \alpha_2) - \alpha_1)}.
\]

Upon defining

\[
K_+ = \frac{\kappa(k_2, \alpha_2) + \alpha_1}{\kappa(k_1, \alpha_2) + \alpha_1}, \quad K_- = \frac{\kappa(k_2, \alpha_2) - \alpha_1}{\kappa(k_1, \alpha_2) - \alpha_1},
\]

and using (3.2), we have

\[
K = K_+ K_-.
\]

The following lemma justifies the notation.

**Lemma 3.1.** There exists an \( \varepsilon > 0 \) such that \( K_+ \) and \( K_- \) are analytic in \( \text{UHP}(-\varepsilon) \times \mathcal{S}(-\varepsilon, \varepsilon) \) and \( \text{LHP}(\varepsilon) \times \mathcal{S}(-\varepsilon, \varepsilon) \) respectively. Note that this implies analyticity of \( K \) in \( \mathcal{S}(-\varepsilon, \varepsilon) \times \mathcal{S}(-\varepsilon, \varepsilon) \). Moreover, \( K_- \to 1 \) and \( K_+ \to 1 \) as \( |\alpha_1, \alpha_2| \to \infty \) within these function’s respective domains of analyticity.

The domains of analyticity and the limiting behaviour of \( K_- \) and \( K_+ \) will be crucial not only when factorising \( K_+ \) and \( K_- \) in the \( \alpha_2 \) plane in Section 3.3.2 but also when applying Liouville’s theorem in Section 4.

We only prove the lemma for \( K_- \) as the proof for \( K_+ \) is analogous. See also figures 5 and 6 for a visualisation, which will be explained in more detail below, after the proof.

**Proof of Lemma 3.1.** Let us begin by examining the behaviour in the \( \alpha_2 \) plane, and let \( \delta \) be as in (2.19). Since for \( j = 1, 2 \), the function \( \alpha_1 \to \kappa(k_j, \alpha_1) \) is analytic in \( \mathcal{S}(-\delta, \delta) \) we only need to account for the polar singularities given by \( \alpha_2 \text{sing} \) such that \( \kappa(k_1, \alpha_2 \text{sing}) = \alpha_1 \). But due to the properties of \( \kappa \), we know \( \text{Im}(\kappa(k_1, \alpha_2 \text{sing})) \geq 0 \) with equality only possible if \( \text{Im}(\alpha_2 \text{sing}) = \text{Im}(k_1) \geq \delta \). Therefore, if we restrict \( \alpha_2 \in \mathcal{S}(-\delta/2, \delta/2) \), say, we obtain \( \delta_1 := \min_{\alpha_2 \text{sing}} \{\text{Im}(\kappa(k_1, \alpha_2 \text{sing}))\} > 0 \). Choose \( \varepsilon = \min\{\delta_1/2, \delta_1\} \). The limiting behaviour at \( \infty \) is directly obtained from the defining formula (3.3). \( \Box \)

Recall the notation \( \mathcal{S} = \mathcal{S}(-\varepsilon, \varepsilon) \), \( \text{UHP} = \text{UHP}(-\varepsilon) \), and \( \text{LHP} = \text{LHP}(\varepsilon) \). Additionally, we define

\[
\mathcal{D}_+ = \text{UHP} \times \mathcal{S}, \quad \mathcal{D}_- = \text{LHP} \times \mathcal{S}, \quad \mathcal{D}_+ = \mathcal{S} \times \text{UHP}, \quad \mathcal{D}_- = \mathcal{S} \times \text{LHP}
\]

so \( K_- \) is analytic on \( \mathcal{D}_- \) and \( K_+ \) is analytic on \( \mathcal{D}_+ \).

Figure 5 visualises the properties of \( K_- \): We see that for fixed \( \alpha_2 \in \mathcal{S} \) the function \( K_- (\alpha_1, \alpha_2) \) is analytic in the lower half plane, as the polar singularity corresponding to \( \alpha_1 = \sqrt{k_1^2 - \alpha_2^2} = \kappa(k_1, \alpha_2^*) \) lies in the upper half plane. For fixed \( \alpha_1 \in \text{LHP} \) on the other hand, we see that the function \( K_- (\alpha_1, \alpha_2) \) is analytic in some strip between its branch and polar singularities (located at \( \alpha_2 = \pm \sqrt{k_1^2 - \alpha_1^2} = \pm \kappa(k_1, \alpha_1^*) \) and
Fig. 5. Phase portraits of $K_{-\phi}$ for $k_1 = 1 + i$, $k_2 = 2 + i$. On the left, the phase portrait is taken in the $\alpha_1$ plane with fixed $\alpha_2^* = 2 + \frac{1}{5}i$. On the right, it is taken in the $\alpha_2$ plane with fixed $\alpha_1^* = 2 + \frac{1}{5}i$.

Fig. 6. Phase portraits of $K_{+\phi}$ for $k_1 = 1 + i$, $k_2 = 2 + i$. On the left, the phase portrait is taken in the $\alpha_1$ plane with fixed $\alpha_2^* = 2 - \frac{1}{5}i$. On the right, it is taken in the $\alpha_2$ plane with fixed $\alpha_1^* = 2 - \frac{1}{5}i$.

$\alpha_2 = \pm k_1$, $2$ respectively) and that there are no polar singularities inside $\mathcal{S}$. An analogous visualisation of $K_{+\phi}$ can be found in figure 6. In figures 5 and 6 respectively, the yellow points correspond to polar singularities in the $\alpha_2$ plane, the white dot corresponds to the polar singularity in the $\alpha_1$ plane, whereas the cyan and black dots correspond to the function’s branch points, and the green and magenta dots are simple zeros of the function.

3.3. Factorisation in the $\alpha_2$ plane.

3.3.1. Cauchy’s formulae and bracket operators. Throughout the remainder of this article, we will employ the following elementary yet essential theorems. These are classic results however, so we will omit the corresponding proofs. We refer to [29] for a more detailed discussion. Moreover, all of this section’s results also hold when the contour $\mathcal{R}$ which we use in the formulation of the following theorems and definition is replaced by a curved contour $\Gamma$, such as the contour $\Gamma$ mentioned in Section 5, as long as the real part of $\Gamma$ starts at $-\infty$ and ends at $+\infty$, see [2] and [29], but we do not need this generality for the context of the present article.
Definition 3.2. We define the contours $\mathbb{R} - i\varepsilon$ and $\mathbb{R} + i\varepsilon$ as

$$\mathbb{R} - i\varepsilon = \{ z \in \mathbb{C} \mid z = x - i\varepsilon, \ x \in \mathbb{R} \} \text{ and } \mathbb{R} + i\varepsilon = \{ z \in \mathbb{C} \mid z = x + i\varepsilon, \ x \in \mathbb{R} \}$$

oriented from left to right for $\varepsilon$ as in Lemma 3.1.

Theorem 3.3 (Cauchy’s Formula; Sum-split). Let $\Phi$ be a function analytic on $S$, where $S = S(-\varepsilon, \varepsilon)$ is as defined in Section 2.3.3. Then, provided $\Phi(\alpha) \to 0$ as $|\alpha| \to \infty$ within $S$ we have $\Phi(\alpha) = \Phi_+(\alpha) + \Phi_-(\alpha)$ on $S$ with $\Phi_+$ analytic on the upper half plane $UHP$ and $\Phi_-$ analytic on the lower half plane $LHP$. Specifically, for $\alpha \in S$ we have

$$\Phi_+(\alpha) = \frac{1}{2i\pi} \int_{\mathbb{R} - i\varepsilon} \frac{\Phi(z)}{z - \alpha} \, dz \text{ and } \Phi_-(\alpha) = -\frac{1}{2i\pi} \int_{\mathbb{R} + i\varepsilon} \frac{\Phi(z)}{z - \alpha} \, dz,$$

and these formulae can be used to analytically continue $\Phi_+$ (resp. $\Phi_-$) onto $UHP$ (resp. $LHP$).

Following [2], using Cauchy’s sum split we can define the following bracket operators:

Definition 3.4 (Bracket Operators). For any function $F : S \times S \to \mathbb{C}$ satisfying the conditions of Theorem 3.3 in the $\alpha_1$ plane, say, we define $[F]_+,\alpha$ and $[F]_-,\alpha$ (analytic in $\mathcal{D}_+,\alpha$ and $\mathcal{D}_-,\alpha$ respectively) as

$$[F]_+,\alpha = \frac{1}{2i\pi} \int_{\mathbb{R} - i\varepsilon} \frac{F(z,\alpha_2)}{z - \alpha_1} \, dz \text{ and } [F]_-,\alpha = -\frac{1}{2i\pi} \int_{\mathbb{R} + i\varepsilon} \frac{F(z,\alpha_2)}{z - \alpha_1} \, dz,$$

and in particular, we have $F = [F]_+,\alpha + [F]_-,\alpha$ on $S \times S$. Similarly, we define $[F]_+,\alpha$ and $[F]_-,\alpha$ if $F$ satisfies the conditions of Theorem 3.3 in the $\alpha_2$ plane, and we have $F = [F]_+,\alpha + [F]_-,\alpha$ on $S \times S$. Note that $F$ can be defined on a domain larger than $S \times S$.

Theorem 3.5 (Cauchy’s Formula; Factorisation). Let $\Psi$ be a function analytic on $S$ such that $\Psi$ has no zeros in $S$ and $\Psi \to 1$ as $|\alpha| \to \infty$ within $S$. Upon choosing the principal branch of the log, this implies that $\log \Psi \to 0$ as $|\alpha| \to \infty$ within $S$. Then we have $\Psi(\alpha) = \Psi_+(\alpha)\Psi_-(\alpha)$ on $S$ with $\Psi_+$ analytic on $UHP$ and $\Psi_-$ analytic on $LHP$. Specifically, for $\alpha \in S$ we have

$$\Psi_+(\alpha) = \exp \left( \frac{1}{2i\pi} \int_{\mathbb{R} - i\varepsilon} \frac{\log(\Psi(z))}{z - \alpha} \, dz \right) \text{ and } \Psi_-(\alpha) = \exp \left( -\frac{1}{2i\pi} \int_{\mathbb{R} + i\varepsilon} \frac{\log(\Psi(z))}{z - \alpha} \, dz \right).$$

and these formulae can be used to analytically continue $\Psi_+$ onto $UHP$ and $\Psi_-$ onto $LHP$.

3.3.2. Factorisation of $K_+,\alpha$ and $K_-,\alpha$ in the $\alpha_2$ plane. We wish to factorise $K_+,\alpha$ and $K_-,\alpha$ in the $\alpha_2$ plane. Thus we need to verify the conditions of Theorem 3.5.

First, note that for fixed $\alpha_1^*$ we have

$$K_+(\alpha_1^*,\alpha_2) \to 1, \text{ as } |\alpha_2| \to \infty \text{ in } S.$$

Thus, we just have to verify that that $K_+,\alpha$ does not cross log’s branch cut, i.e. that $\log(K_+(\alpha_1^*,\alpha_2))$ is analytic for all $\alpha_2 \in S$. It is possible to prove this rigorously, but this is rather technical. Therefore, in the spirit of [2], we instead provide a visual proof of analyticity, which illustrates the validity of the statement. Indeed, from figure 7...
(top) we see that \( \log(K_{-}) \) has no singularities for \( \alpha \in \text{LHP} \times \mathcal{S} \) and is therefore, in particular, well-defined on \( \mathcal{S}(-\varepsilon, \varepsilon) \) in the \( \alpha_2 \) plane (where \( \varepsilon \) is as in Lemma 3.1). Similarly, we see that \( K_{+} \) satisfies the conditions of Theorem 3.5 in figure 7 (bottom). Therefore, we may apply Theorem 3.5 to \( K_{-} \) and \( K_{+} \) and obtain

\[
K_{-} = K_{-} - K_{-}, \quad K_{+} = K_{+} + K_{-},
\]

where

\[
K_{-} (\alpha) = \exp \left( -\frac{1}{2\pi i} \int_{\mathbb{R} + i\varepsilon} \frac{\log(K_{-})(\alpha_1, z)}{z - \alpha_2} \, dz \right),
\]

\[
K_{+} (\alpha) = \exp \left( \frac{1}{2\pi i} \int_{\mathbb{R} - i\varepsilon} \frac{\log(K_{+})(\alpha_1, z)}{z - \alpha_2} \, dz \right),
\]

\[
K_{-} (\alpha) = \exp \left( -\frac{1}{2\pi i} \int_{\mathbb{R} + i\varepsilon} \frac{\log(K_{+})(\alpha_1, z)}{z - \alpha_2} \, dz \right),
\]

\[
K_{+} (\alpha) = \exp \left( \frac{1}{2\pi i} \int_{\mathbb{R} - i\varepsilon} \frac{\log(K_{+})(\alpha_1, z)}{z - \alpha_2} \, dz \right).
\]
By construction, we hence have
\begin{equation}
K = K_{++}K_{+-}K_{-+}K_{--} \quad \text{on} \quad S \times S
\end{equation}
and we can verify the multiplicative structure (3.7) in figures 8 and 9 respectively. Here, we chose to visualise the functions in the \( \alpha_2 \) plane but, as previously, it is of course also possible to visualise them in the \( \alpha_1 \) plane.

**Remark 3.6.** We may equally well choose to first factorise the kernel \( K \) in the \( \alpha_2 \) plane and thereafter in the \( \alpha_1 \) plane. The procedure for doing this is exactly the same as the procedure discussed in Sections 3.2–3.3, and will lead to a factorisation \( K = \tilde{K}_{++}\tilde{K}_{+-}\tilde{K}_{-+}\tilde{K}_{--} \). By an application of Liouville’s theorem, it can be shown \( \tilde{K}_{++} = K_{++} \) etc., and therefore the resulting factorisation of \( K \) given in (3.12) does not depend on whether we first factorise in the \( \alpha_1 \) or \( \alpha_2 \) plane.

**Fig. 8.** Visualisation of \( K_{--} = K_{+-}K_{-+} \) in the \( \alpha_2 \) plane with parameters as in figure 5. \( K_{--} \) is shown in the middle and \( K_{-+} \) is shown on the right.

**Fig. 9.** Visualisation of \( K_{+\circ} = K_{++}K_{+\circ} \) in the \( \alpha_2 \) plane with parameters as in figure 6. \( K_{+\circ} \) is shown in the middle and \( K_{++} \) is shown on the right.

**4. The Wiener-Hopf system in \( \mathbb{C}^2 \).** Recall the notions of ++ functions, +- functions, etc. (c.f. Definition 2.7) and recall that by Corollary 2.10, using these notations, the Wiener-Hopf equation (2.17) can be rewritten as
\begin{equation}
-\Psi_{++}K = \Phi_{+-} + \Phi_{-+} + \Phi_{--} + P_{++}.
\end{equation}
In the following two subsections, we will show how (4.1) can be reduced to two coupled equations involving the unknowns \( \Psi_{++} \) and \( \Phi_{+-} \). This heavily relies on the kernel’s factorisation and the bracket operators (c.f. Definition 3.4). Recall that we omit a function’s argument unless it is not \( \alpha \).
4.1. Split in the $\alpha_1$ plane. We begin by writing (4.1) as

$$-K_{+0} \Psi_{++} = \frac{\Phi_{-0}}{K_{+0}} + \frac{\Phi_{-+}}{K_{-0}} + \frac{P_{++}}{K_{-0}}. \tag{4.2}$$

where we have set $\Phi_{-+} + \Phi_{--} = \Phi_{-0}$ and used the representation $K = K_{+0}K_{-0}$ given in (3.4). For now, we just assume that Cauchy’s formulas 3.3 and 3.5 may be applied as we do below. This is possible due to the edge conditions (2.11) and (2.12) and the duality of near field behaviour in physical space and far field behaviour in Fourier space. We postpone the technical details to Appendix B. Now, applying the Cauchy sum-split to $\Phi_{+-}/K_{-0}$ in the $\alpha_1$ plane we obtain

$$-K_{+0} \Psi_{++} = \left[ \frac{\Phi_{-+}}{K_{-0}} \right]_{+0} - \left[ \frac{P_{++}}{K_{-0}} \right] = \Phi_{-0} + \left[ \frac{\Phi_{-+}}{K_{-0}} \right]_{-0}. \tag{4.3}$$

Recall the notations $a_1 = k_1 \cos(\theta_0) \in \text{LHP}$ and $a_2 = k_1 \sin(\theta_0) \in \text{LHP}$, introduced in (2.7), and recall $P_{++} = \frac{1}{(a_1 - a_2)(a_2 - a_2)}$ (see (2.16)). Now, by pole removal in the $\alpha_1$ plane

$$P_{++} = \frac{P_{++}}{K_{-0}(a_1, a_2)} + P_{++} \left( \frac{1}{K_{-0}} - \frac{1}{K_{-0}(a_1, a_2)} \right).$$

Analyticity of the first term in $\mathcal{D}_{+0}$ is simple: the denominator does not depend on $\alpha_1$ and the numerator is analytic. For the second term the polar singularity is effectively removed since

$$\left( \frac{1}{K_{-0}} - \frac{1}{K_{-0}(a_1, a_2)} \right) \sim \frac{\kappa(k_1, \alpha_2) - \kappa(k_2, \alpha_2)}{\kappa(k_2, \alpha_2) - a_1} (\alpha_1 - a_1)$$

as $\alpha_1 \to a_1$,

which proves analyticity in $\mathcal{D}_{-0}$. Therefore (4.3) is equivalent to

$$-K_{+0} \Psi_{++} = \left[ \frac{\Phi_{-+}}{K_{-0}} \right]_{+0} - \left[ \frac{P_{++}}{K_{-0}(a_1, a_2)} \right] = \Phi_{-0} + \left[ \frac{\Phi_{-+}}{K_{-0}} \right]_{-0} + P_{++} \left( \frac{1}{K_{-0}} - \frac{1}{K_{-0}(a_1, a_2)} \right). \tag{4.4}$$

and the LHS of (4.4) is analytic in $\mathcal{D}_{+0}$ whereas the RHS is analytic in $\mathcal{D}_{-0}$. Thus, we can use this equality to obtain a function $E_1$ analytic on $\mathbb{C} \times \mathcal{S}$ by

$$E_1(\alpha_1, \alpha_2) = \begin{cases} -K_{+0} \Psi_{++} - \left[ \frac{\Phi_{-+}}{K_{-0}} \right]_{+0} - \frac{P_{++}}{K_{-0}(a_1, a_2)}, & \text{if } \alpha \in \mathcal{D}_{+0}, \\ \Phi_{-0} + \left[ \frac{\Phi_{-+}}{K_{-0}} \right]_{-0} + P_{++} \left( \frac{1}{K_{-0}} - \frac{1}{K_{-0}(a_1, a_2)} \right), & \text{if } \alpha \in \mathcal{D}_{-0}. \end{cases} \tag{4.5}$$

It can be shown that we can apply Liouville’s theorem in the $\alpha_1$ plane (see Lemma C.2) and we find $E_1 \equiv 0$ for $\alpha_2 \in \mathcal{S}$. Therefore

$$K_{+0} \Psi_{++} + \left[ \frac{\Phi_{-+}}{K_{-0}} \right]_{+0} + \frac{P_{++}}{K_{-0}(a_1, a_2)} = 0, \quad \alpha \in \mathcal{D}_{+0}, \tag{4.5}$$

$$\frac{\Phi_{-0}}{K_{-0}} + \left[ \frac{\Phi_{-+}}{K_{-0}} \right]_{-0} + P_{++} \left( \frac{1}{K_{-0}} - \frac{1}{K_{-0}(a_1, a_2)} \right) = 0, \quad \alpha \in \mathcal{D}_{-0}. \tag{4.6}$$
Similarly to Section 4.1, it can be shown that we can apply Liouville’s theorem in the $\alpha_2$ plane:  

$$K_+ (\alpha_1, \alpha_2) = \left[ \frac{\Phi_+ (\alpha_1, \alpha_2)}{\Phi_0} \right]_+^{\circ} + \left[ \frac{\Phi_+ (\alpha_1, \alpha_2)}{\Phi_0} \right]_+^{\circ}$$

which is valid in $\mathcal{D}_{++}$. Applying the Cauchy sum-split in the $\alpha_2$ plane to $K_+ (\alpha_1, \alpha_2) = \left[ \frac{\Phi_+ (\alpha_1, \alpha_2)}{\Phi_0} \right]_+^{\circ}$ we obtain

$$K_+ (\alpha_1, \alpha_2) = \left[ \frac{\Phi_+ (\alpha_1, \alpha_2)}{\Phi_0} \right]_+^{\circ} + \left[ \frac{\Phi_+ (\alpha_1, \alpha_2)}{\Phi_0} \right]_+^{\circ}.$$
4.3. Significance of Theorem 4.1. First, note that the expression for $\Psi_{++}$ in (4.10) only differs from Radlow’s ansatz given in [31] by the second term on the equation’s RHS. Moreover, it is remarkable that formally (4.10) and (4.11) are almost the same set of equations one obtains for the quarter-plane problem (c.f [2] eq. 5.12 & 5.13). That is, these equations only differ by the value of the kernel $K = K_+ K_- K_+ K_-$ and the sign in front of $\Psi_{++}$ (the latter can be viewed as a notational difference, as discussed in remark 2.6). Additionally, if it was somehow possible to invert (4.11) and thus obtain $\Phi_{+-}$ we would obtain $\Psi_{++}$ by (4.10), which by the Wiener-Hopf equation (2.17) gives $\Phi_{3/4}$ and therefore solves the diffraction problem at hand (by inverse Fourier transform).

There are several benefits to (4.10). First, it is clear that (4.10) indicates Radlow’s error as the additional term is missing in his analysis. Second, the constructive procedure given in this article can be helpful in understanding how Radlow’s ansatz was obtained and to quantify his error. Indeed, Radlow only stated his solution in [31] making it difficult to pinpoint where exactly he went wrong. Additionally, Radlow’s ansatz predicts the wrong corner asymptotics as was pointed out by Kraut and Lehmann in [22]. Therefore, just as in the quarter-plane case, the correct near field behaviour should be enforced by the additional term in (4.10). This additional term involves the unknown function $\Phi_{+-}$, which should satisfy the compatibility equation (4.11). This equation does not appear in Radlow’s work and to our knowledge not in any subsequent work. However, as already pointed out, it is remarkably similar to the compatibility equation found for the quarter-plane diffraction problem in [2]. Therefore, we strongly believe it is possible to use (4.11) to test approximations for $\Phi_{+-}$ and thus obtain an approximate solution to $\Psi_{++}$. Indeed, in [1] Assier and Abrahams proposed a scheme to accurately approximate $\Phi_{+-}$ for the quarter-plane diffraction problem and we plan to propose a similar method for the penetrable wedge diffraction problem as part of our future work. Moreover, we do believe that the spectral functions $\Psi_{++}$ and $\Phi_{3/4}$ can be used to obtain far field contributions using the novel ‘Bridge and Arrow’ notation as introduced in [4], which will also be the basis of future work.

5. Vanishing imaginary part of the wavenumbers. So far, everything that has been done was under the assumption that $\text{Im}(k_{1,2}) > 0$. Let us discuss the limiting procedure $\text{Im}(k_{1,2}) \to 0$. Then the domain of analyticity of $\Psi_{++}$ as discussed in Section 2.3, would become $\text{UHP}(0) \times \text{UHP}(0)$. However, due to the incident wave $\phi_m$, we expect $\Psi_{++}$ to then have polar singularities on the real line at $\alpha_1 = a_1$ and $\alpha_2 = a_2$ (c.f. [2, 3]). Moreover, due to the Kernel, we expect $\Psi_{++}$ to also have branch singularities at $\alpha_1 = -k_{1,2}$, $\alpha_2 = -k_{1,2}$ and polar singularities at some parts of the real circle $\alpha^2 = k_2^2$ (again, c.f. [2, 3]). Therefore, when evaluating the physical field

$$\psi(x) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} \Psi_{++}(\alpha)e^{-i\alpha \cdot x} d\alpha$$

we have to indent the ‘contour’ $\mathbb{R}^2$ to $\Gamma \times \Gamma$, see figure 10 (these contours are thoroughly discussed in [2]), in order to avoid these singularities1 (note that in the figure the relevant parts of the circle $\alpha^2 = k_2^2$ are not shown; however, $\Gamma$ also avoids these points). By Cauchy’s theorem, this does not change the value of $\psi$ and therefore

$$\psi(x) = \frac{1}{4\pi^2} \int_{\Gamma \times \Gamma} \Psi_{++}(\alpha)e^{-i\alpha \cdot x} d\alpha$$

1Here, the choice of incident angle is crucial as this contour is only valid for $\vartheta_0 \in (\pi, 3\pi/2)$.
defines the correct physical field for $\text{Im}(k_{1,2}) = 0$. Note that to find the singularities of $\Psi_{++}$ which have to be avoided and to make sense of $\Psi_{++}$ in the lower half planes (for vanishing imaginary part), we have to analytically continue $\Psi_{++}$ into a larger domain than that given in Section 2.3 and unveil its singularities therein.

Fig. 10. Contour $\Gamma \times \Gamma$ used in the integral (5.2).

Finally, we mention that $\Phi_{3/4}$ can be dealt with similarly when evaluating $\phi_{sc}$ as $\text{Im}(k_{1,2}) \to 0$. That is

$$
\phi_{sc} = \frac{1}{4\pi^2} \int_{\Gamma \times \Gamma} \Phi_{3/4}(\alpha) e^{-i\alpha \cdot x} d\alpha.
$$

6. Conclusion. In this article, we revisited Radlow’s double Wiener-Hopf approach to the penetrable wedge diffraction problem. We gave a constructive procedure to obtain his ansatz and hopefully add more clarity to his innovative work. After transforming the physical boundary value problem to two complex dimensional Fourier space, Radlow’s Wiener-Hopf equation was recovered, the solution to which directly solves the diffraction problem at hand by inverse Fourier transform. Using the factorisation techniques developed by Assier and Abrahams in [2], the Wiener-Hopf equation (2.17) was reduced to a coupled system of two functional equations, (4.10) and (4.11), involving two unknowns $\Psi_{++}$ and $\Phi_{+-}$. The first equation involves Radlow’s exact ansatz, which gives yet another reason for why his ansatz cannot be the Wiener-Hopf equation’s solution (and therefore not solve the diffraction problem at hand). The second equation, the compatibility equation, involves solely the unknown $\Phi_{+-}$. Solving this equation is key to find $\Psi_{++}$, but failing this, we believe it can be used efficiently to find novel approximation schemes for the physical fields.

Finally, it is remarkable how similar the penetrable wedge diffraction problem is to the quarter-plane problem in Fourier space. That is, formally, all occurring relations/equations are almost identical and only differ by $K$’s structure and $\Psi_{++}$’s sign. Using the novel complex analysis methods developed in [3] and [5] we believe that it is possible to obtain information on the physical field’s components by studying the crossing of singularities of $\Psi_{++}$ and $\Phi_{3/4}$. To summarise, this leaves us with the following questions, which we hope to answer in future articles:

• Applying the methods developed in [1], can we find a new accurate approximation scheme for the penetrable wedge diffraction problem?

• Using the analytical continuation techniques developed in [3], what more information can we get on $\Psi_{++}$’s and $\Phi_{3/4}$’s domain of analyticity especially regarding their singularity structure?

• Can the novel Bride and Arrow notation (c.f. [5]) be used to obtain far-field asymptotics for $\psi$ and $\phi$?
Appendix A. On the derivation of the Wiener-Hopf equation.

Let us show how the Wiener-Hopf equation (2.17) for the diffraction problem at hand is obtained. Recall the definition of the 1/4 and 3/4 Fourier transforms (c.f. Definitions 2.4 and 2.5) i.e., letting $Q_n$ denote the $n$th quadrant in the plane $\mathbb{R}^2$, we have:

\[(A.1) \quad F_{3/4}[u](\alpha) = \iint_{Q_3} u(x) e^{i\alpha \cdot x} dx + \iint_{Q_2} u(x) e^{i\alpha \cdot x} dx + \iint_{Q_4} u(x) e^{i\alpha \cdot x} dx,\]

\[(A.2) \quad F_{1/4}[u](\alpha) = \iint_{Q_1} u(x) e^{i\alpha \cdot x} dx.\]

We apply the operator $F_{3/4}$ (resp. $F_{1/4}$) to (2.1) (resp. (2.3)). By Green's second identity we have:

\[(A.3) \quad \iint_{Q_1} (\Delta \psi(x)) e^{i\alpha \cdot x} dx = - (\alpha_1^2 + \alpha_2^2) \iint_{Q_1} \psi(x) e^{i\alpha \cdot x} dx \]
\[\quad - \int_{\mathbb{R}^2} (\partial_{x_1} \psi(x,0^+)) e^{i\alpha_2 x_2} dx_2 - \int_{\mathbb{R}^2} (\partial_{x_2} \psi(x,0^+)) e^{i\alpha_1 x_1} dx_1 \]
\[\quad + i\alpha_1 \int_{0^+} \psi(x_1,0) e^{i\alpha_1 x_1} dx_1 + i\alpha_2 \int_{0^+} \psi(x_2,0) e^{i\alpha_2 x_2} dx_2.\]

Similarly, using (A.1) and after a lengthy but straightforward calculation, we find

\[(A.4) \quad F_{3/4}[\Delta \phi_{sc}] = - (\alpha_1^2 + \alpha_2^2) F_{3/4}[\phi_{sc}] + \int_{\mathbb{R}^2} (\partial_{x_1} \phi_{sc}(x,0)) e^{i\alpha_2 x_2} dx_2 \]
\[\quad + \int_{\mathbb{R}^2} (\partial_{x_2} \phi_{sc}(x,0)) e^{i\alpha_1 x_1} dx_1 - i\alpha_1 \int_{\mathbb{R}^2} \phi_{sc}(x,0) e^{i\alpha_1 x_1} dx_1 - i\alpha_2 \int_{\mathbb{R}^2} \phi_{sc}(x,0) e^{i\alpha_2 x_2} dx_2.\]

Now we can use the boundary conditions (2.4)–(2.6) to rewrite (A.3) as

\[(A.5) \quad F_{1/4}[\Delta \psi] = - (\alpha_1^2 + \alpha_2^2) F_{1/4}[\psi] \]
\[\quad - \left( \int_{\mathbb{R}^2} (\partial_{x_1} \phi_{sc}(x,0)) e^{i\alpha_2 x_2} dx_2 + \int_{\mathbb{R}^2} (\partial_{x_2} \phi_{sc}(x,0)) e^{i\alpha_1 x_1} dx_1 \right) \]
\[\quad + i\alpha_1 \int_{0^+} \phi_{sc}(x,0) e^{i\alpha_1 x_1} dx_1 + i\alpha_2 \int_{0^+} \phi_{sc}(x,0) e^{i\alpha_2 x_2} dx_2 \]
\[\quad + \left( \int_{\mathbb{R}^2} (\partial_{x_1} \phi_{in}(x,0)) e^{i\alpha_2 x_2} dx_2 + \int_{\mathbb{R}^2} (\partial_{x_2} \phi_{in}(x,0)) e^{i\alpha_1 x_1} dx_1 \right) \]
\[\quad + i\alpha_1 \int_{0^+} \phi_{in}(x,0) e^{i\alpha_1 x_1} dx_1 + i\alpha_2 \int_{0^+} \phi_{in}(x,0) e^{i\alpha_2 x_2} dx_2.\]

But $\phi_{in} = \exp(-i(a_1 x_1 + a_2 x_2))$ so, since $-\text{Im}(a_{1,2}) > 0$, we calculate:

\[(A.6) \quad \int_{0^+} (\partial_{x_1} \phi_{in}(0^+,x)) e^{i\alpha_2 x_2} dx_2 = -i a_1 \int_{0^+} e^{i(-a_2 + a_1)x_2} dx_2 \]
\[\quad = \frac{\alpha_1}{\alpha_2 - \alpha_1}.\]
Similarly, we compute the other terms in (A.5) involving \( \phi_{in} \), and obtain

\[
\mathcal{F}_{3/4}[\Delta \phi_{sc}] + \mathcal{F}_{1/4}[\Delta \psi] = - (\alpha_1^2 + \alpha_2^2) \mathcal{F}_{3/4}[\phi_{sc}] - (\alpha_1^2 + \alpha_2^2) \mathcal{F}_{1/4}[\psi] - \frac{\alpha_1}{\alpha_2 - \alpha_2} - \frac{\alpha_1}{\alpha_1 - \alpha_1} - \frac{\alpha_1}{\alpha_2 - \alpha_2}.
\]

Thus

\[
\mathcal{F}_{3/4}[\Delta \phi_{sc} + k_2^2 \phi_{sc}] + \mathcal{F}_{1/4}[\Delta \psi + k_2^2 \psi]
\]

\[
= (k_1^2 - \alpha_1^2 - \alpha_2^2) \left( \mathcal{F}_{3/4}[\phi_{sc}] + \frac{1}{(\alpha_1 - \alpha_1)(\alpha_2 - \alpha_2)} \right) + (k_2^2 - \alpha_1^2 - \alpha_2^2) \mathcal{F}_{1/4}[\psi].
\]

which is equivalent to the Wiener-Hopf equation (2.17).

**A.1. On the importance of \( \lambda = 1 \).** Recall that throughout this article, we assume \( \lambda = 1 \) for the contrast parameter \( \lambda \) (c.f. Section 2.1). If this was not the case, i.e. for a general \( \lambda \), the corresponding boundary conditions for the normal derivative would, instead of (2.5) and (2.6), read

\[
\frac{1}{\lambda} \partial_x \phi(0^-, x_2 > 0) = \partial_x \psi(0^+, x_2 > 0)
\]

\[
\frac{1}{\lambda} \partial_{x_2} \phi(x_1 > 0, 0^-) = \partial_{x_2} \psi(x_1 > 0, 0^+).
\]

But using these boundary conditions, and repeating the preceding procedure, we would instead of (A.5) find

\[
\mathcal{F}_{1/4}[\Delta \psi] = - (\alpha_1^2 + \alpha_2^2) \mathcal{F}_{1/4}[\psi]
\]

\[
- \frac{1}{\lambda} \left( \int_0^\infty (\partial_x \phi_{in}(0^-, x_2)) e^{i\alpha_2 x_2} dx_2 + \int_0^\infty (\partial_x \phi_{in}(x_1, 0^-)) e^{i\alpha_1 x_1} dx_1 \right)
\]

\[
+ i\alpha_1 \int_0^\infty \phi_{in}(0^-, x_2) e^{i\alpha_2 x_2} dx_2 + i\alpha_2 \int_0^\infty \phi_{in}(x_1, 0^-) e^{i\alpha_1 x_1} dx_1
\]

\[
- \frac{1}{\lambda} \left( \int_0^\infty (\partial_x \phi_{in}(0^-, x_2)) e^{i\alpha_2 x_2} dx_2 + \int_0^\infty (\partial_x \phi_{in}(x_1, 0^-)) e^{i\alpha_1 x_1} dx_1 \right)
\]

\[
+ i\alpha_1 \int_0^\infty \phi_{in}(0^-, x_2) e^{i\alpha_2 x_2} dx_2 + i\alpha_2 \int_0^\infty \phi_{in}(x_1, 0^-) e^{i\alpha_1 x_1} dx_1
\]

whilst equation (A.4) obtained for \( \mathcal{F}_{3/4}[\Delta \phi_{sc}] \) remains the same. But then the boundary terms on the RHS of (A.11) not including the field's normal derivative do not cancel with the corresponding boundary terms in (A.4) when considering \( \mathcal{F}_{3/4}[\Delta \phi_{sc}] + \mathcal{F}_{1/4}[\Delta \psi] \) and therefore we would not obtain the Wiener-Hopf equation (2.17).

**Appendix B. Asymptotic behaviour of spectral functions.**

Let us investigate the far-field behaviour of \( \Psi_{++} \). For this, we need to invoke the following essential theorem:
Theorem B.1 (Abelian Theorem). Suppose that two real-valued functions \( f(r) \), \( g(r) \), defined for \( r > 0 \) are continuous in some interval \( 0 < r < R \) where \( g(r) \neq 0 \). Assume that all following transformations are well defined. Then, if

\[
f(r) \sim g(r), \text{ as } r \to 0
\]

we have

\[
\int_0^\infty f(r)e^{irz}dr \sim \int_0^\infty g(r)e^{irz}dr, \text{ as } |z| \to \infty \text{ within UHP(0)}.
\]

The proof can be found in [15] Theorem 33.1, for instance. Now, by the edge condition (2.12), we know

\[
\psi(x) \sim B \text{ as } |x| \to 0
\]

for a suitable constant \( B \). Moreover, we can use the following trick used by Assier and Abrahams in [1] and see that for any \( \varepsilon > 0 \) we have

\[
(B.1) \quad \psi(x) \sim Be^{-\varepsilon x_1-\varepsilon x_2} \text{ as } |x| \to 0.
\]

Choose \( \varepsilon = 2\delta \) so \( \alpha_{1,2} + i\varepsilon \) has strictly positive imaginary part. Observe that (B.1) implies

\[
(B.2) \quad \psi(0,x_2) \sim Be^{-\varepsilon x_2}, \text{ as } x_2 \to 0
\]

which, in particular, gives

\[
(B.3) \quad |\psi(0,x_2)| \sim |B|e^{-\varepsilon x_2}, \text{ as } x_2 \to 0.
\]

Finally, (B.1) yields

\[
(B.4) \quad \psi(x) \sim B\psi(0,x_2)e^{-\varepsilon x_1}, \text{ as } x_1 \to 0.
\]

Then, invoking the Abelian theorem, we first obtain using (B.4)

\[
(B.5) \quad \int_0^\infty \psi(x)e^{i\alpha_1 x_1}dx_1 \sim B\psi(0,x_2)\int_0^\infty e^{i(\alpha_1+i\varepsilon)x_1}dx_1 = \frac{B\psi(0,x_2)}{\alpha_1 + i\varepsilon}, \text{ as } |\alpha_1| \to \infty.
\]

Now, due to (B.3), invoking the Abelian theorem once again, we find

\[
(B.6) \quad \int_0^\infty |\psi(0,x_2)|e^{i\alpha_2 x_2}dx_2 \sim |B|\int_0^\infty e^{i(\alpha_2+i\varepsilon)x_2}dx_2 = |B|\frac{1}{\alpha_2 + i\varepsilon}, \text{ as } |\alpha_2| \to \infty,
\]

and therefore:

Lemma B.2. For fixed \( \alpha_2^* \) (resp. fixed \( \alpha_1^* \)) in UHP we have

\[
(B.7) \quad \Psi_+(\alpha_1,\alpha_2^*) = \mathcal{O}(1/|\alpha_1|), \text{ as } |\alpha_1| \to \infty \text{ in UHP}
\]

\[
(B.8) \quad \Psi_+(\alpha_1^*,\alpha_2) = \mathcal{O}(1/|\alpha_2|), \text{ as } |\alpha_2| \to \infty \text{ in UHP}
\]

and, if neither variable is fixed,

\[
(B.9) \quad \Psi_+(\alpha_1,\alpha_2) = \mathcal{O}(1/|\alpha_1||\alpha_2|) \text{ as } |\alpha_1| \to \infty, \ |\alpha_2| \to \infty \text{ in UHP}.
\]
Proof. We obtain (B.7) from (B.5) and (B.8) from (B.6). To get (B.9) combine (B.5) and (B.6).

Similarly, estimates for \( \Phi_{-+}, \Phi_{-}, \) and \( \Phi_{+} \) are obtained:

**Lemma B.3.** The functions \( \Phi_{-+}, \Phi_{-}, \) and \( \Phi_{+} \) satisfy the decay estimates (B.7)–(B.9) as \( |\alpha_{1}, z| \to \infty \) in these function’s respective domains.

**Appendix C. On the application of Liouville’s theorem.** In order to apply the results of Lemma B.2 and B.3 to the functions \( E_{1} \) and \( E_{2} \) defined in Section 4, we need to establish a link between the decay of a function \( f(z) \) and the functions \( f_{-}(z) \) and \( f_{+}(z) \) defined by the sum split \( f(z) = f_{+}(z) + f_{-}(z) \) (c.f. Theorem 3.3).

**Theorem C.1** (Decay estimates for sum-split). Let \( f(z) \) be a function analytic on some strip, and consider its sum-split \( f(z) = f_{+}(z) + f_{-}(z) \).

1. If \( f(z) = O\left(1/|z|^\lambda\right) \) as \( |z| \to \infty \) within the strip, with \( \lambda > 1 \), then \( f_{\pm}(z) \) are decaying at least like \( 1/|z|^\lambda \) as \( |z| \to \infty \) within their respective half-planes.
2. If \( f(z) = O\left(1/|z|\right) \) as \( |z| \to \infty \) within the strip, then \( f_{\pm}(z) \) are decaying at least like \( \ln |z|/|z| \) as \( |z| \to \infty \) within their respective half-planes.
3. If \( f(z) = O\left(1/|z|^\lambda\right) \) as \( |z| \to \infty \) within the strip, with \( 0 < \lambda < 1 \), then \( f_{\pm}(z) \) are decaying at least like \( 1/|z|^\lambda \) as \( |z| \to \infty \) within their respective half-planes.

For the proof see [39]. However, Theorem C.1 is a summary of the results given in [39], applicable to the problem at hand. The summary is taken from [2] (c.f. Lemma B.1 therein).

**C.1. Application in the \( \alpha_{1} \) plane.**

**Lemma C.2.** The function \( E_{1}(\alpha_{1}, \alpha_{2}) \) given by

\[
E_{1}(\alpha_{1}, \alpha_{2}) = \begin{cases}
-K_{\alpha}\psi_{++} - \left[ \frac{\Phi_{-}}{K_{-\alpha}} \right]_{+\alpha} - \frac{P_{++}}{K_{++}(\alpha_{1}, \alpha_{2})}, & \text{if } \alpha \in \mathcal{D}_{+}, \\
\frac{\Phi_{-}}{K_{-\alpha}} + \left[ \frac{\Phi_{+}}{K_{+\alpha}} \right]_{-\alpha} + P_{++} \left( \frac{1}{K_{-\alpha}} - \frac{1}{K_{++}(\alpha_{1}, \alpha_{2})} \right), & \text{if } \alpha \in \mathcal{D}_{-}.
\end{cases}
\]

vanishes i.e \( E_{1} \equiv 0 \).

Proof. Let us fix some \( \alpha_{2} = \alpha_{2}^{*} \in \mathcal{S} \). By Lemma 3.1 we know \( K_{+\alpha} \to 1 \), as \( |\alpha_{1}| \to \infty \) in UHP, and by definition of \( P_{++} \) (c.f. (2.16)) it is clear that \( P_{++} \to 0 \), as \( |\alpha_{1}| \to \infty \), in UHP.

But due to Lemmas B.2, B.3 and Theorem C.1 we know that \( |\Phi_{-}/K_{-\alpha}| \) decays at least like \( \ln |\alpha_{1}|/|\alpha_{1}| \) as \( |\alpha_{1}| \to \infty \) in UHP (resp. LHP). So we know that \( E \to 0 \) as \( |\alpha_{1}| \to \infty \) in UHP. Similarly, we find \( E \to 0 \) as \( |\alpha_{1}| \to \infty \) in LHP and therefore, since \( \text{UHP} \cap \text{LHP} = \mathcal{S} \) is not empty (c.f. Section 2.3.1), by Liouville’s theorem applied in the \( \alpha_{1} \) plane, \( E_{1} \equiv 0 \).

**C.2. Application in the \( \alpha_{2} \) plane.**

**Lemma C.3.** The function \( E_{2}(\alpha_{1}, \alpha_{2}) \) given by

\[
E_{2} = \begin{cases}
-K_{\alpha}K_{++}(\alpha_{1}, \alpha_{2}) - \frac{P_{++}}{K_{++}(\alpha_{1}, \alpha_{2})K_{-\alpha}(\alpha_{1}, \alpha_{2})} - \left[ \frac{K_{-\alpha}(\alpha_{1}, \alpha_{2})}{K_{+\alpha}} \right]_{+\alpha} - \left[ \frac{K_{-\alpha}(\alpha_{1}, \alpha_{2})}{K_{+\alpha}} \right]_{-\alpha}, & \alpha \in \mathcal{D}_{++} \\
P_{++} \left( \frac{1}{K_{++}(\alpha_{1}, \alpha_{2})K_{-\alpha}(\alpha_{1}, \alpha_{2})} - \frac{1}{K_{-\alpha}(\alpha_{1}, \alpha_{2})K_{++}(\alpha_{1}, \alpha_{2})} \right) + \left[ \frac{K_{-\alpha}(\alpha_{1}, \alpha_{2})}{K_{+\alpha}} \right]_{+\alpha} + \left[ \frac{K_{-\alpha}(\alpha_{1}, \alpha_{2})}{K_{+\alpha}} \right]_{-\alpha}, & \alpha \in \mathcal{D}_{+-}.
\end{cases}
\]

vanishes i.e \( E_{2} \equiv 0 \).
Proof. Applying Theorem C.1 to \( \log(K_{\pm\alpha}) \), we find, after applying exp, that
\( K_{-\alpha}, K_{+\alpha}, K_{-\alpha}, K_{+\alpha} \) all go to 1 as \( |\alpha_2| \to \infty \) in UHP and LHP respectively.
Moreover, \( P_{\alpha\pm} \to 0 \) as \( |\alpha_2| \to \infty \) in UHP and LHP respectively. Therefore, applying
Theorem C.1 to \( \Phi_{++}, \Phi_{+-}, \Phi_{-+}, \Phi_{-\pm} \) (using the estimates given in Lemmas
B.2 and B.3) we find that all terms except possibly the bracket terms in \( E_2 \) vanish
as \( |\alpha_2| \to \infty \). But we can use (4.7) to directly obtain estimates for the behaviour
of \( \frac{K_{-\alpha\pm}(\alpha_1, \alpha_2)}{K_{-\alpha\pm}(\alpha_1, \alpha_2)} \) as \( |\alpha_2| \to \infty \) in \( S \) and thereafter apply Theorem C.1 (finding
that the bracket terms vanishes as \( |\alpha_2| \to \infty \) in UHP and LHP respectively). See [2]
for a more detailed discussion. \( \square \)

REFERENCES
right-angled penetrable wedge diffraction

dielectric wedge, Journal of Mathematical Physics, 10 (1969).

[23] J. B. Lawrie and I. D. Abrahams, A brief historical perspective of the Wiener-Hopf technique, J. Eng. Math., 59 (2007).

[24] M. A. Lyalinov, Diffraction by a highly contrast transparent wedge, J. Phys. A. Math. Gen., 32 (1999).

[25] G. D. Maluzhinets, Excitation, reflection and emission of surface waves from a wedge with given face impedances, Sov. Phys. Dokl., 3 (1958).

[26] E. Meister, Some solved and unsolved canonical problems of diffraction theory, Lect. Notes Math., 1285 (1987).

[27] M. A. Nethercote, R. C. Assier, and I. D. Abrahams, Analytical methods for perfect wedge diffraction: a review, Wave Motion, 93 (2020).

[28] M. A. Nethercote, R. C. Assier, and I. D. Abrahams, High-contrast approximation for penetrable wedge diffraction, IMA J. Appl. Math., 85 (2020), pp. 421–466.

[29] B. Noble, Methods Based on the Wiener-Hopf Technique, Pergamon Press London, Neq York, Paris, Los Angeles, 1958.

[30] J. Radlow, Diffraction by a quarter-plane, Arch. Ration. Mech. Anal., 8 (1961).

[31] J. Radlow, Diffraction by a right-angled dielectric wedge, I. J. Engng. Sci., 2 (1964).

[32] A. D. Rawlins, Diffraction by a dielectric wedge, J. Inst. Maths Applics, 18 (1977), pp. 231–279.

[33] A. D. Rawlins, Diffraction by, or diffusion into, a penetrable wedge, Proc. R. Soc. A Math. Phys. Eng. Sci., 455 (1999).

[34] H. R. Smith, A. Webb, P. Connolly, and A. J. Baran, Cloud chamber laboratory investigations into the scattering properties of hollow ice particles, J. Quant. Spectrosc. Radiat. Transf., 157 (2015), p. 106–118.

[35] A. Sommerfeld, Mathematische Theorie der Diffraction, Mathematische Annalen, 47 (1896), p. 317–374.

[36] A. Sommerfeld, Theoretisches über die Beugung der Röntgenstrahlen, Zeitschrift für Mathematik und Physik, 46 (1901).

[37] A. Sommerfeld, R. J. Nagem, M. Zampolli, and G. Sandri, Mathematical Theory of Diffraction, (Progress in Mathematical Physics), Birkhäuser, 2004.

[38] E. Wegert, Visual Complex Functions an introduction with phase portraits, Birkhäuser Verlag, 2012.

[39] W. S. Woolcock, Asymptotic behavior of Stieltjes transforms, I. Journal of Mathematical Physics, 8 (1967), p. 1270–1275.