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ABSTRACT
This paper addresses the adaptive formation control of a group of vertical take-off and landing (VTOL) unmanned aerial vehicles (UAV) with switching-directed interaction topologies. In addition, to tackle the adverse effect of disturbances, a couple of smooth bounded estimators are involved in the procedure design. Exploiting an extraction algorithm, we take advantage of the fully actuated rotational dynamics, to control the translational dynamics of each vehicle. We propose a distributed control scheme such that all vehicles track a desired reference velocity signal while keeping a desired pre-specified formation. In this framework, the underlying topology of the agents may switch among several directed graphs, each having a spanning tree. The stability of the overall closed-loop system is proved through Lyapunov function. Finally, simulation results are given to better highlight the effectiveness of the proposed control scheme.

1. Introduction
Cooperation of multiple agents, compared to a single, renders several advantages such as lower cost, higher efficiency, more flexibility and more robustness. Complex tasks can also be done by a system of multiple agents. In one of these tasks, formation control, agents form a specific geometric shape merely relying on information from their neighbouring agents.

Thanks to these benefits and some important features of vertical take-off and landing (VTOL) unmanned aerial vehicles (UAVs) like high maneuverability and hovering flight, the motion coordination of this class of systems has drawn much interest in recent years and has been utilised in several applications in areas such as surveillance and reconnaissance, search and rescue mission, monuments inspection (Kopfstedt, Mukai, Fujita, & Ament, 2008; Nigam, Bieniawski, Kroo, & Vian, 2012; Pack, DeLima, Toussaint, & York, 2009).

Motion equations of VTOL UAVs are generally governed by the fully actuated rotational dynamics with a three-dimensional vector input and the translational dynamics with a three-degree-of-freedom and just with a one-dimensional input thrust which accelerates the aircraft along the z-axis of the body frame. Attitude control of this type of systems, as a rigid body, has been widely studied and many results have been reported (see, for instance, Abdessameud, Tayebi, & Polushin, 2012; Erdong & Zhaowei, 2009; Hu & Zhang, 2015; Ren, 2006; Tayebi, 2008).

Yet, controlling the position poses more difficulties because of underactuation of the translational dynamics, especially when it comes to a coordination framework. To deal with this challenge, several methods have been developed (Abdessameud & Tayebi, 2009, 2011, 2013; Cabecinhas, Cunha, & Silvestre, 2014; Lee, 2012; Pflimlin, Soueres, & Hamel, 2007, 2004; Roberts & Tayebi, 2011). In Lee (2012), by extending the passive decomposition method, a distributed back-stepping control framework for coordination of multiple thrust-propelled vehicles is proposed. With an aid of extraction-based method and separation of the rotational dynamics from the translational dynamics, a position controller for trajectory tracking for a single VTOL with external disturbances was presented in Roberts and Tayebi (2011). In Abdessameud and Tayebi (2009, 2011, 2013), with a similar method, the formation of a group of VTOLs was studied. In Cabecinhas et al. (2014), based on back-stepping method, an adaptive controller for a single underactuated thrust-propelled vehicle to track a predefined spatial path was fully developed.

Communicating neighbouring agents play a vital role in cooperation of multiple agents. As in real-world applications, the environment in which agents communicate is not perfect and some obstacles may appear between agents, some new communication links may be created.
and some may be failed which leads to the variation of network topologies. However, to the authors’ best knowledge, no studies have been found considering cooperation of VTOL UAVs under switching interaction topologies. Several publications have appeared in recent years investigating coordination control of first- and second-order system models with switching topologies (Atrianfar & Haeri, 2015; Lin & Jia, 2010; Olfati-Saber & Murray, 2004; Atrianfar & Haeri, 2012; Qin, Gao, & Zheng, 2011; Ren & Beard, 2008; Zheng & Wang, 2012; Atrianfar & Haeri, 2013). For instance, in Olfati-Saber and Murray (2004), the consensus problem for multiple first-order systems was established with strongly balanced digraphs. In Atrianfar & Haeri (2012), a larger class of digraphs including balanced ones is introduced which leads to consensus in networks of agents with first-order dynamics. In Ren and Beard (2008), some results for coordination for systems of first- and second-order dynamics under some improved conditions on topology networks can be found. Qin et al. (2011) investigated the consensus of second-order systems with balanced graphs and arbitrarily switching signal. With weaker conditions on network topologies, in Lin and Jia (2010) and Zheng and Wang (2012) and Atrianfar and Haeri (2013), consensus problem for second-order dynamics, respectively, under jointly connected and jointly weakly connected graphs, was investigated. Atrianfar and Haeri (2015) extended the existing results to the case of consensus reaching in second-order dynamics under switching topologies and time-varying communication delays. However, there still remains much to be done to develop methods for motion control of complex, underactuated systems with nonlinear coupling and, as it will become clear throughout the paper, these results cannot be extended straightforwardly to our case due to input constraints on the translational input.

Exploiting the extraction algorithm, the translational dynamics of VTOL UAVs is transformed to a fully actuated second-order system with a new input and a perturbation term. In other words, the problem is converted to cooperation of multiple second-order perturbed system and trajectory-tracking problem for nonlinear rotational dynamics. The difficulty arising in extending studies on double integrators to this case, is some constraints on the new input imposed by the extraction algorithm. This input should be smooth enough and bounded in advance. This scenario can be even more challenging when the impact of disturbances are involved.

The main motivation of this paper is to extend the results in Abdessameud and Tayebi (2013) to the case where the underlying network topology changes over time under a pair of bounded disturbances affecting both the translational and rotational dynamics. Using extraction algorithm, auxiliary systems, virtual agents along with designing a suitable controller for attitude dynamics enables us to extend the cooperative results for linear systems to our nonlinear case. In the procedure design, we designate a second-order virtual agent to each aircraft and make them achieve the cooperation task that we expect from the actual ones. Then, by guaranteeing that states of the actual vehicle converge to its corresponding virtual states, reaching the overall goal is provided. This approach along with introducing some auxiliary systems helps us to overcome the major constraint on input, i.e. twice differentiability. Moreover, to overcome the another constraint, boundedness, we make use of the saturation function and the projection operator.

The rest of the paper is organised as follows. Preliminaries are given in the following section. The formation problem is formulated in Section 3. The controllers for the translational and rotational dynamics are introduced, respectively, in Sections 4 and 5. The main result and the convergence analysis for the proposed controllers are provided in Section 6. Numerical simulations and our conclusion are presented in Sections 7 and 8, respectively.

2. Preliminaries

2.1 Notation

Throughout this paper, ||.|| denotes the Euclidean norm, $I_3 \in \mathbb{R}^{3 \times 3}$ denotes the identity matrix. $S(x): \mathbb{R}^3 \to \mathbb{R}^{3 \times 3}$ denotes the skew-symmetric matrix such that

$$\forall x = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} \in \mathbb{R}^3 : S(x) = \begin{pmatrix} 0 & -x_3 & x_2 \\ x_3 & 0 & -x_1 \\ -x_2 & x_1 & 0 \end{pmatrix}.$$ 

Let $\hat{x}$ denote the estimation of unknown disturbance $x$. $Re[x]$ and $Im[x]$, respectively, denote the real and imaginary part of the $x$.

A function $\chi(x) = (\varrho(x_1), \varrho(x_2), \varrho(x_3)) \to \mathbb{R}^3$ is a differentiable saturation function with $\varrho: \mathbb{R} \to \mathbb{R}$ and properties:

- $\frac{d\varrho(x)}{dx}$ is bounded for all $x$,
- $|\varrho(x)| < M$ for all $x$,
- $\varrho(0) = 0$ and $x\varrho(x) > 0$.

2.2 Graph theory

Information exchange among the agents can be represented by a graph. Let the graph $G$ consist of the node set $\mathbb{V} = \{1, \ldots, n\}$, a set of edges $\mathbb{E} \in \{\mathbb{V} \times \mathbb{V}\}$ and an adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$. We consider vehicles as nodes of a graph and communication links as edges of a graph. The weighted adjacency matrix $A$ is defined such that $a_{ij} > 0$ if $(i, j) \in \mathbb{E}$, while $a_{ii} = 0$. An edge $(i, j)$
indicates that the vehicle \( j \) is a neighbour of vehicle \( i \) and the \( i \)th vehicle has access to information of the \( j \)th vehicle. The Laplacian matrix of a weighted graph \( A \) is defined as \( \mathcal{L} = [l_{ij}] \in \mathbb{R}^{n \times n} \), where \( l_{ij} = \Sigma_j a_{ij} \) and \( l_{ij} = -a_{ij} \). We assume each agent can communicate with its neighbours and the interaction topology between agents is directed and changes over time. To describe the varying topologies, we make use of a piecewise right-continuous switching function \( \sigma(t) : [0, \infty) \rightarrow \mathcal{P} = \{1, 2, \ldots, N\} \), where \( N \) is the total number of all possible directed communication graphs. \( \mathcal{G}^\sigma(t) \) denotes the communication graph at time \( t \) and \( \mathcal{L}^\sigma(t) \) is the corresponding Laplacian matrix. We assume that every possible graph topology contains a directed spanning tree. A directed spanning tree is a directed graph containing all nodes in which there exists a vertex called the root such that there is a directed path from every other node to this node. We say a graph contains a spanning tree if a subset of edges forms a directed spanning tree.

We assume that there exists an infinite sequence of non-overlapping time intervals \([t_k, t_{k+1}]\), \( k = 1, 2, \ldots\), with \( t_0 = 0 \) and \( \tau_1 > t_{k+1} - t_k > \tau_0 > 0 \) for some positive constants \( \tau_0 \) and \( \tau_1 \), where \( \tau_0 \) is called the dwell time and the communication graph is assumed to be fixed on each time interval.

### 2.3 System model

Consider \( n \) as the number of vehicles. The motion equation of the aircraft \( i \) modelled as a rigid body can be simplified as

\[
\begin{align*}
\dot{p}_i &= v_i, \\
\dot{v}_i &= g^2 - \frac{T_i}{m_i} R(Q_i)^T \hat{z} + b_i, \\
\dot{Q}_i &= \frac{1}{2} \begin{pmatrix} \eta_i I_3 + S(q_i), \\ -q_i^T \end{pmatrix} \omega_i, \\
J_i \dot{\omega}_i &= \Gamma_i - S(\omega_i) J_i \omega_i + S(\hat{z}) R(Q_i) d_i, 
\end{align*}
\]

where \( v_i \in \mathbb{R}^3 \) and \( p_i \in \mathbb{R}^3 \) are, respectively, the linear velocity and the position of the \( i \)th aircraft described in the inertial frame. \( b_i \) and \( d_i \) are the constant disturbances affecting the translational and rotational dynamics of aircraft \( i \) in which \( b_i = \frac{1}{m_i} F_{ext} \) and \( d_i = \varepsilon_M F_{ext} \), where \( F_{ext} \) is the constant inertial referenced disturbance and \( \varepsilon_M \) is the lever arm that creates a disturbance torque due to \( F_{ext} \). The parameterisation of disturbances is taken from Roberts and Tayebi (2011) and Pillimlin et al. (2007) in which it is assumed that the aerodynamic effects \( F_{ext} \) are applied at some point on the body-referenced z-axis and at the distance \( \varepsilon_M \) away from the vehicle center of gravity. \( m_i \) and \( g \) are the mass and the gravitational acceleration of the \( i \)th vehicle and \( \hat{z} = (0, 0, 1)^T \). \( J_i \in \mathbb{R}^{3 \times 3} \) is the moment of inertia of the \( i \)th aircraft with respect to its body-fixed frame. The scalar \( T_i \) and the vector \( \Gamma_i \in \mathbb{R}^3 \) are the thrust input and control torque input for the \( i \)th aircraft, respectively, for translational and rotational dynamics. \( \omega_i \) denotes the body-referenced angular velocity of the \( i \)th vehicle. To represent the attitude, we use the singular-free unit quaternion which also has ambiguity (for more information, see Diebel, 2006; Shuster, 1993). The unit quaternion \( Q_i = (q_i^T, \eta_i)^T \), composed of the vector part \( q_i \in \mathbb{R}^3 \) and the scalar part \( \eta_i \in \mathbb{R} \), represents the orientation of the \( i \)th vehicle’s body frame with respect to the inertial frame which satisfies the constraint \( q_i^T q_i + \eta_i^2 = 1 \). The inverse of unit quaternion \( Q_i \) is defined as \( Q_i^{-1} = (-q_i^T, \eta_i)T \) with the quaternion identity given by \( Q_i = (0, 0, 0, 1)^T \). The unit quaternion multiplication is defined by \( Q_i \odot Q_j = ((q_i \eta_j + q_j \eta_i + S(q_i)q_j)^T, \eta_i \eta_j - q_i^T q_j)^T \) which is also a unit quaternion, where \( S(x) \) is the skew-symmetric matrix. The rotation matrix \( R(Q_i) \) which brings the inertial frame into the body frame is obtained by \( R(Q_i) = (\eta_i^2 - q_i^T q_i) I_3 + 2 q_i q_i^T - 2 \eta_i S(q_i) \).

### 3. Problem formulation

Our objective is to force all vehicles to track a bounded desired reference velocity signal \( v_d(t) \) available to all vehicles while maintaining inter-vehicle stationary formation pattern, that is, \( v_i(t) \rightarrow v_d(t) \) and \( p_i - p_j \rightarrow \delta_{ij} \), where \( \delta_{ij} = \delta_i - \delta_j \) and \( \delta_i \) is the desired offset position of the \( i \)th aircraft with respect to the centre of the formation. This should be achieved regarding the switching-directed information exchange between the aircrafts.

**Assumption 3.1:** The first, second and third time-derivatives of \( v_d(t) \) are bounded and \( ||\dot{v}_d|| < g \).

Due to the underactuation of the translational dynamics, it is required to use the orientation of the aircraft to control its position. We can put Equation (1) into the form

\[
\begin{align*}
\dot{p}_i &= v_i, \\
\dot{v}_i &= F_i + \ddot{F}_i + b_i, \\
\end{align*}
\]

with

\[
\begin{align*}
F_i &= g \hat{z} - \frac{T_i}{m_i} R(Q_d)^T \hat{z}, \\
\ddot{F}_i &= \frac{T_i}{m_i} (R(Q_d)^T - R(Q_i)^T) \hat{z},
\end{align*}
\]

where \( \ddot{F}_i \) is the underactuation error and \( F_i \) is the intermediary control input to be designed for the translational dynamics. Then, based on \( F_i \), the appropriate thrust input \( T_i \) and attitude \( Q_d \) should be determined. To do so, several extraction algorithms have been presented in the literature (Hua, Hamel, & Simson, 2013; Roberts & Tayebi, 2011; Roza & Maggiore, 2014). In this work, we make use
of the one introduced in Abdessameud and Tayebi (2013) which is restated in the following Lemma.

**Lemma 3.1.** Let $F = (\mu_1, \mu_2, \mu_3)^T$. With respect to Equations (1)–(5), the magnitude thrust $T$ and the desired orientation $\Omega_d = (q_d^T, \eta_d)^T$ can be obtained by

$$T = m||\hat{g}z - F||,$$

$$\eta_d = \sqrt{\frac{1}{2} + \frac{m(g - \mu_3)}{2T}}, \quad q_d = \frac{m}{2T \eta_d} \begin{pmatrix} \mu_2 \\ -\mu_1 \\ 0 \end{pmatrix}.$$

This extraction will be always well defined if

$$F \neq g \hat{z}.$$ (8)

See Abdessameud and Tayebi (2013) for the proof.

Since the desired orientation $\Omega_d$ should be tracked by the rotational dynamics and may be time-varying, for designing the torque input, the desired angular velocity and its time-derivative are needed. These signals can be obtained by

$$\omega_d = \Xi(F)\hat{F},$$

$$\dot{\omega}_d = \Xi(F, \hat{F})\hat{F} + \Xi(F)\hat{F},$$

with

$$\Xi(F) = \frac{1}{\gamma_1^2 \gamma_2} \begin{pmatrix} -\mu_1 \mu_2 & -\mu_2^2 + \gamma_1 \gamma_2 & -\mu_2 \gamma_2 \\ \mu_1^2 - \gamma_1 \gamma_2 & \mu_1^2 \mu_2 & -\mu_1 \gamma_2 \\ 0 & -\mu_1 \gamma_1 & 0 \end{pmatrix},$$

where $\gamma_1 = \frac{T}{m}, \quad \gamma_2 = \gamma_1 + (g - \mu_3)$ and $\Xi(F, \hat{F})$ is the time-derivative of $\Xi(F)$.

### 4. Designing the Intermediary Control

In this section, we design the intermediary control for each vehicle with the second-order system described by (3). Before moving on, we state the following lemmas which will be used subsequently in this paper.

**Lemma 4.1:** Consider the second-order system

$$\dot{\theta} = \gamma_0 \Theta(\theta) + \gamma_1 \Theta(\theta) + \epsilon,$$ (12)

where $\theta \in \mathbb{R}^3$ and $\gamma_0, \gamma_1 > 0$. If $\epsilon$ as a perturbation term is globally bounded and converges to zero, then $\dot{\theta}$ and $\theta$ are also globally bounded and converge to zero.

The proof is given in Abdessameud and Tayebi (2009).

**Lemma 4.2:** Consider the second-order system $\dot{\xi}_i = u_i + \epsilon_i$, for $i = 1, \ldots, n$ and $\epsilon$, is a bounded perturbation that converges to zero. We assume that the information exchange between agents switches over time and at each time instant contains a directed spanning tree. Assume that the following control input is

$$u_i = v_d - k(\dot{\xi}_i - \dot{\xi}_d(t)) - \ell \sum_{j \in N_i} a_{ij}^T (\xi_i - \xi_j - \delta_{ij}),$$

with gains $k$ and $\ell$ and dwell time $\tau_0$ satisfying

$$k > 0, \quad k^2 > \frac{\ell |\text{Im}[s_i]|}{\text{Re}[s_i]}, $$ (14)

$$\tau_0 > \text{sup}_{i \in N} \left\{ \frac{\alpha_i}{\lambda_i} \right\},$$ (15)

where $s_i$, $\alpha_i$ and $\lambda_i$ defined in Appendix 2. Then, we will have

$$\dot{\xi}_i \rightarrow v_d(t), \quad \xi_i - \dot{\xi}_i \rightarrow \delta_{ij},$$ (16)

where $\delta_{ij} = \delta_i - \delta_j$, and $\delta_i$ is the desired position of the vehicle $i$ from the centre of the formation and $a_{ij}$ is the entry of the adjacency matrix with $a_{ii} = 0$ and $a_{ij} = 1$ if vehicle $i$ can receive information from the $j$th one, otherwise $a_{ij} = 0$.

The proof is given in Appendix 2.

**Lemma 4.3:** Consider the adaptation law

$$\dot{\hat{b}} = \gamma^b \text{proj}(\hat{Y}, \hat{b}) = \gamma^b (\hat{Y} - \kappa \vartheta_1 \vartheta_2 \hat{b}), \quad \gamma^b > 0$$ (17)

with

$$\kappa = (2(\epsilon^2 + 2\epsilon B)B^2)^{-1},$$

$$\vartheta_1 = \begin{cases} (\hat{b}^T \hat{b} - B^2)^2 \hat{b}^T \hat{b} > B^2 \\ 0 \end{cases},$$

$$\vartheta_2 = \hat{b}^T \hat{Y} + ((\hat{b}^T \hat{b})^2 + \tilde{\delta}_{ij})^2,$$

where $\epsilon$ and $\tilde{\delta}$ are arbitrary positive constants, $\hat{b}$ is the estimation of $b$, $\hat{b} = b - \tilde{b}$, $B > 0$ is the bound on the estimation and $\hat{Y}(t)$ is a known, continuously differentiable variable. Then, the following properties hold:

1. $||\hat{b}|| \leq B + \epsilon, \quad \forall t > 0,$
2. $\hat{b}^T \text{proj}(\hat{Y}, \hat{b}) \geq \hat{b}^T \hat{Y},$
3. $||\text{proj}(\hat{Y}, \hat{b})|| \leq ||\hat{Y}|| \left[ 1 + ((B + \epsilon) / B)^2 \right] + ((B + \epsilon) / (2B^2)) \tilde{\delta},$
4. $\text{proj}(\hat{Y}, \hat{b}) \in C^1.$
The proof is given in Cai, DeQueiroz, and Dawson (2006).

Putting aside the underactuation error in (3), the rest can be regarded as a fully actuated second-order system with the control input \( F_i \) possessing the following constraints

1. Never touch the point \((0,0,0)^T\) such that condition (8) is always satisfied.
2. Its first and second time-derivatives can be calculated explicitly in order to be used in designing torque input for the rotational dynamics.

Now we are ready to design the intermediary control \( F_i \) for each aircraft such that the formation objective can be achieved while the above-mentioned constraints hold. The underactuation term \( \tilde{F}_i \) can be viewed as a perturbation term which will be bounded if \( F_i \) is bounded and will be vanished by convergence of the attitude of each aircraft to its desired attitude. To this end, we define the intermediary control \( F_i \) and the following auxiliary systems for each vehicle as

\[
\begin{align*}
F_i &= \dot{v}_d(t) - k_\theta \chi(\dot{\theta}_i) - k_\phi \chi(\theta_i) - \hat{b}_i, \\
\dot{\theta}_i &= -k_\theta \chi(\dot{\theta}_i) - k_\theta \chi(\theta_i) - u_i, \\
\dot{\phi}_i &= u_i - \phi_i + \tilde{F}_i, \\
\dot{\xi}_i &= \dot{v}_d(t) + \phi_i - \varphi_i,
\end{align*}
\]

with

\[
\begin{align*}
u_i &= -k_\alpha \xi_i - k_\alpha \phi_i, \\
\varphi_i &= -k_\alpha \xi_i - v_d(t) - \ell \sum_{j \in N_i(t)} a_{ij} \xi_j,
\end{align*}
\]

where \( \xi_g = \xi_i - \xi_j - \delta_g \) and \( N_i \) is the set of neighbours of the \( i \)th vehicle and the second-order auxiliary systems (22)–(24) can be initialised arbitrarily and \( k_\theta, k_\phi, k_\alpha, k_\ell \) are strictly positive scalar gains. We will treat \( \xi_i \) and \( \dot{\xi}_i \), respectively, as a position and velocity of a virtual agent corresponding to the vehicle \( i \) which is supposed to achieve the goal we expected from the actual vehicles. Then, by converging the position and velocity of each vehicle to those of its virtual vehicle, the desired coordination task will be acquired.

By defining a new variable,

\[
\xi_i = p_i - \theta_i - \alpha_i - \xi_i.
\]

We design \( \varphi_i \) such that \( \xi_i, \dot{\xi}_i \to 0 \) as

\[
\varphi_i = -k_\alpha \xi_i - (k_\phi + k_\alpha) \dot{\xi}_i,
\]

\[
\dot{\xi}_i = \varphi_i + b_i - \hat{b}_i.
\]

where \( k_\alpha, k_\phi, k_\theta \) are positive scalar gains, \( \varphi_i \) is described in Lemma 4.3 and the initial value for estimator dynamics (30) should be taken such that \( ||\hat{b}_i(0)|| < B_i^b + \epsilon_i^b \) in which \( B_i^b \) and \( \epsilon_i^b \) are constants to be chosen for each aircraft to keep the estimation bounded by property p1 of the projection operator. It should be noted that with the adaptation law \( \hat{b}_i = \chi(\theta_i) \), we can guarantee that the estimation of the translational disturbance moves towards its actual value. However, that does not ensure any boundedness for the estimation \( \hat{b}_i \), and hence we use the smooth projection operator introduced in Cai et al. (2006) that enables us to design an adaptive control law which keeps the estimation within the priori bounded set, i.e. \( ||\hat{b}_i|| < B_i^b + \epsilon_i^b \), which consequently leads to a priori bounded intermediary control input \( F_i \).

**Remark 4.1:** By means of the saturation function \( \chi(\cdot) \) and projection operator defined in Lemma 4.3, the first constraint on \( F_i \) that is mentioned earlier is satisfied. To satisfy the second condition, the auxiliary systems (22)–(24) are introduced.

**Remark 4.2:** The idea behind using the third auxiliary system is to avoid differentiating a non-continuous function in the process of calculating \( \tilde{F}_i \).

Since system (23) is perturbed by the term \( \tilde{F}_i \), it is necessary for us to guarantee global boundedness of the perturbation term. This boundedness can be ensured by boundedness of designed intermediary control \( F_i \). From Equation (21), we can determine the following bound on \( F_i \):

\[
F_i \leq ||\dot{v}_d|| + \epsilon_i^b + B_i^b + \sqrt{3}(k_\phi + k_\alpha) M. \tag{31}
\]

Then, by Equation (6), we can say

\[
T_i \leq m_i(g + ||v_d|| + \epsilon_i^b + B_i^b + \sqrt{3}(k_\phi + k_\alpha) M). \tag{32}
\]

And finally, considering Equation (5), we can guarantee boundedness of the perturbation term \( \tilde{F}_i \) by

\[
\tilde{F}_i \leq 2\sqrt{2} \frac{T_i}{m_i} ||\hat{q}_i||. \tag{33}
\]
5. Designing the torque input

The unit quaternion error \( \tilde{Q}_i = (\tilde{q}^T_i, \tilde{n}_i)^T \) is obtained by the quaternion multiplication as follows:

\[
\tilde{Q}_i = Q_{\tilde{d}i}^{-1} \odot Q_i,
\]

and the system error dynamics can be obtained by the

\[
\dot{\tilde{Q}}_i = \frac{1}{2} \left( \tilde{n}_i I_3 + S(\tilde{q}_i) \right) \tilde{\omega}_i, \tag{35}
\]

\[
J_i \dot{\tilde{\omega}}_i = \Gamma_i - S(\tilde{\omega}_i) J_i \tilde{\omega}_i + S(\dot{\theta}) R(Q_i) d_i \\
+ J_i \left( S(\tilde{\omega}_i) R(\tilde{Q}_i) \omega_{\tilde{d}i} - R(\tilde{Q}_i) \dot{\omega}_{\tilde{d}i} \right), \tag{36}
\]

where

\[
\tilde{\omega}_i = \omega_i - R(\tilde{Q}_i) \omega_{\tilde{d}i}. \tag{37}
\]

We define a new variable \( \Omega_i \) as

\[
\Omega_i = \tilde{\omega}_i - \beta_i, \tag{38}
\]

with

\[
\beta_i = -k_\beta \tilde{q}_i. \tag{39}
\]

Then, by differentiating \( \Omega_i \), we have

\[
\dot{\Omega} = \Gamma_i - H_i - J_i R(\tilde{Q}_i) \tilde{\Pi}_i b_i + S(\dot{\theta}) R(Q_i) d_i, \tag{40}
\]

where

\[
H_i = S(\omega_i) J_i \omega_i - J_i S(\tilde{\omega}_i) R(\tilde{Q}_i) \omega_{\tilde{d}i} \\
+ J_i R(\tilde{Q}_i) \Pi_i + J_i \beta_i, \tag{41}
\]

with \( \Pi_i \) and \( \tilde{\Pi}_i \) are defined in (59)–(60).

Now, we design the control torque and estimation of rotational disturbance for each vehicle as

\[
\Gamma_i = H_i - k_\Omega \tilde{q}_i - k_\Omega \Omega_i + J_i R(\tilde{Q}_i) \tilde{\Pi}_i \hat{b}_i - S(\dot{\theta}) R(Q_i) d_i, \tag{42}
\]

\[
\dot{\hat{d}}_i = \gamma_i \text{proj} (T^{\hat{d}_i}, \hat{d}_i), \quad \gamma_i = -k_d R(Q_i)^T S(\dot{\theta}) \Omega_i, \tag{43}
\]

\[
\dot{\hat{b}}_i = \gamma_i \text{proj} (T^{\hat{b}_i}, \hat{b}_i), \quad \gamma_i = -k_b \tilde{\Pi}_i^T R(Q_i)^T J_i \Omega_i, \tag{44}
\]

where \( \hat{b}_i \) is the second estimator of disturbance \( b_i \).

The reason for defining the above structure for control torque is established through Lyapunov analysis fully discussed in the following section.

6. Stability analysis

In this section, the main result and the proof for the stability of the overall closed-loop system are presented. First, we state the main result in the following theorem.

**Theorem 6.1:** Consider the system in (1) and the intermediary control defined in (3)–(5) with the extraction algorithm described in Lemma 3.1. Assume the communication graph between vehicles switches by time with having a directed spanning tree at each time instant and suppose the dwell time \( \tau_0 \) satisfies condition (15). By designing the intermediary control \( F_i \) as (21) with (25)–(30) and the torque input \( \Gamma_i \) as given in (42) with \( \beta_i \) given in (39) and taking gains such that condition (14) and the following condition is satisfied

\[
||\dot{\theta}_d|| + B^b_i + \epsilon^b_i + \sqrt{3} (\theta_0 + k_\theta) M < g. \tag{45}
\]

Then, for each \( i, j \in [1, \ldots, n] \), we have

\[
v_i \to v_d(t), \quad p_i - p_j \to \delta_i - \delta_j.
\]

**6.1 Proof**

**Proof:** Consider the Lyapunov function

\[
V = \sum_{i=1}^n \left( \frac{k_\zeta\zeta^T_i}{2} + \frac{1}{2} \tilde{\xi}_i^T \tilde{\xi}_i + \frac{1}{2y_{\tilde{b}i}^T b_i} \right) \\
+ \sum_{i=1}^n \left( \frac{1}{2} \Omega_i J_i \Omega_i + 2k_\zeta (1 - \tilde{\eta}_i) \\
+ \frac{1}{2y_{\tilde{b}i}^T k_{\tilde{b}i}^T} \tilde{b}_i \tilde{d}_i + \frac{1}{2y_{\tilde{b}i}^T k_{\tilde{b}i}^T} \tilde{b}_i \tilde{b}_i^T \right), \tag{46}
\]

with

\[
\tilde{b}_i = b_i - \hat{b}_i - k_b \hat{\zeta}_i, \quad \tilde{d}_i = d_i - \hat{d}_i, \quad \tilde{b}_i' = b_i - \hat{b}_i'. \tag{47}
\]

Differentiating the Lyapunov function along the trajectory of systems (28) and (40) and using the property \( p \) of the projection operator stated in Lemma 4.3, we have

\[
\dot{V} \leq \sum_{i=1}^n -k_\zeta \zeta_i^T \zeta_i - k_\Omega \Omega_i^T \Omega_i - k_Q \theta_0 \hat{\zeta}_i ^T \hat{\zeta}_i - \frac{k_b}{y_{\tilde{b}i}^T b_i} \tilde{b}_i \tilde{b}_i'. \tag{48}
\]

By satisfying condition (45), the extraction of the input thrust \( \Gamma_i \) and desired attitude \( Q_i \) is always possible. From the Lyapunov function and its negative semi-definite time-derivative, respectively, given in (46) and (48), we
conclude that $\zeta_i$, $\dot{\zeta}_i$, $\tilde{b}_i$, $\Omega_i$, $(1 - \tilde{\eta}_i)$, $\tilde{d}_i$ are globally bounded. From boundedness of $\zeta_i$, $\dot{\zeta}_i$, $b_i$ and Equations (28) and (29), we can conclude that $\dot{\zeta}_i$ is bounded. Boundedness of $\tilde{b}_i$ and the property $p3$ of the projection operator result in boundedness of $\Pi_i$, $\dot{\Pi}_i$, and $\dot{\tilde{b}}_i$. Since signals $\Omega_i$, $\tilde{q}_i$, $\Pi_i$, $\tilde{b}_i$ and $\tilde{d}_i$ are bounded, one can conclude from Equations (40) and (42) that $\Omega_i$ is also bounded. Since $\tilde{q}_i$ and $\tilde{\Omega}_i$ are bounded, $\tilde{\omega}_i$ is bounded and consequently $\dot{\tilde{q}}_i$ is bounded. Hence, we see that $\dot{V}$ is bounded which follows with uniform continuity of $\dot{V}$. Invoking Barbalat’s lemma leads to $\dot{V} \to 0$ and as a result $\dot{\zeta}_i$, $\dot{\Omega}_i$, $\dot{\tilde{q}}_i$ converge asymptotically to zero and $\dot{\tilde{b}}_i \to b_i$. Boundedness and convergence of $\dot{\zeta}_i$ to zero follows with the bounded $\dot{\varphi}_i$ that converges to zero. Using Lemma 4.2, we can prove $\dot{\xi}_i - \dot{\xi}_j \to 0$, $\xi_i \to 0$. From this and Equation (26), we can say $\dot{\varphi}_i$ is bounded and converges to zero. The term $\tilde{F}_i$ also is bounded by (31) and converges to zero with converging $\tilde{q}_i$. Regarding $\dot{\varphi}_i + \tilde{F}_i$ as a vanishing perturbation for system (23), it can be easily proved that $\alpha_i$ and $\dot{\alpha}_i$ are bounded and $\alpha_i, \dot{\alpha}_i \to 0$. Boundedness and convergence of $\theta_i$, $\dot{\theta}_i$ to zero can also be easily shown using Lemma 3.1. Therefore, from (27), we can see $\dot{\xi}_i \to 0$ and $\dot{\xi}_j \to 0$. Finally, we can say that $\nu_i \to v_d(t)$ and $(p_i - p_j - \delta_{ij}) \to 0$. 

**Figure 1.** Four different directed topologies.

**Figure 2.** Position of vehicles.

**Figure 3.** Formation error $p_{ij} = p_i - p_j - \delta_{ij} = (p_i^{(1)}, p_i^{(2)}, p_i^{(3)})^T$. 
offset vectors are selected as \( \text{inary systems and the estimators are set to be zero. The in }\)\([\begin{array}{c}0 \end{array}] \text{ and linear velocities are randomly selected, respectively, and the vertices of the rectangles. As we can see, all vehicles gradually converge to a rectangle shape which is determined by the offset vectors and while keeping this formation, track the linear velocity } v_d(t) \text{. The results can also be seen in Figures 3 and 4 which, respectively, illustrate the relative positions error } \bar{p}_i = p_i - p_j - \delta_{ij} \text{ and the velocity error } \bar{v}_i = v_i - v_d(t) \text{. The estimations of the translational disturbances, } \hat{b}_i, \text{ are shown in Figure 5. Norms of the vector part of the attitude errors } ||\hat{q}_i|| \text{ are given in Figure 6. Figures 7 and 8 show the input thrust } T_i \text{ and the norm of the torque input } ||\Gamma_i|| \text{ for each vehicle.}

\begin{table}[h]
\centering
\begin{tabular}{cccccc}
\hline
\( k_{ij} \) & \( k_{ji} \) & \( k_{ji} \) & \( k_{ji} \) & \( k_{ji} \) & \( k_{ji} \) \\
\hline
2 & 2 & 2 & 3 & 3 & 3 \\
\hline
\end{tabular}
\caption{Parameters and gains used in simulations.}
\end{table}
\[
\hat{b}_i = (\hat{b}_i^{(1)}, \hat{b}_i^{(2)}, \hat{b}_i^{(3)})^T.
\]

Figure 5. Estimation of translational disturbance \( \hat{b}_i = (\hat{b}_i^{(1)}, \hat{b}_i^{(2)}, \hat{b}_i^{(3)})^T \).

Figure 6. Norm of attitude error \( ||\hat{q}_i|| \).

8. Conclusion

The distributed coordination control problem for a team of multiple VTOL UAVs has been studied in this paper. Assuming that communication interaction topology evolves between graphs with spanning tree and by setting a lower bound on dwell time, we proved that the group of multiple VTOL UAVs globally achieves formation. Designing auxiliary systems and introducing virtual agents for each aircraft enabled us to cope with the under-actuation nature of this type of systems. Furthermore, to
compensate for the adverse effect of the constant disturbances, we make use of smooth adaptive control laws. Finally, the simulation results were given to support the theoretical analysis.
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Appendices Appendix 1. Calculating the known and unknown part of $\dot{\omega}_d$

In this section, we calculate the time-derivative of the desired extracted angular velocity, $\dot{\omega}_d$. As $\zeta_i$ given in (28) contains the unknown signal $b_i$, in the process of obtaining $\dot{\omega}_d$, we confront with some unknown terms. Here, we group results into two parts, with known signals and unknown signals. For notational convenience, we obviate the subscript $i$. First, we calculate the second time-derivative of the estimation, $\ddot{\tilde{b}}$. Before doing this, we need to differentiate some signals as follows:

\[
\ddot{\tilde{b}} = \frac{k_b k_\zeta}{\gamma_b} \dot{\zeta} + \left( \frac{k_b k_\zeta}{\gamma_b} + 1 \right) \left( \varphi - \dot{b} + b \right),
\]

(49)

\[
\dot{\gamma}_b = 4 (\dot{\tilde{b}}^T \dot{b} - B^2) \dot{b} \ddot{\gamma}_b > B^2
\]

\[
\dot{\vartheta}_1 = \begin{cases} 4 (\dot{\tilde{b}}^T \dot{b} - B^2) \dot{b} \ddot{\gamma}_b > B^2, \\ 0 \text{ otherwise} \end{cases}
\]

(50)

with

\[
\Pi_1 = \left( 1 + \dot{\tilde{b}}^T \gamma_b \left( \dot{\tilde{b}}^T \gamma_b \right)^2 + \delta^2 \right)^{-\frac{1}{2}} \times
\]

(51)

\[
\Pi_1 \left( \dot{b}^T \gamma_b + \frac{k_b k_\zeta}{\gamma_b} \dot{\vartheta}_2 \dot{\zeta} + \left( \frac{k_b k_\zeta}{\gamma_b} + 1 \right) \dot{b} \left( \varphi - \dot{b} \right) \right)
\]

(52)

where $\kappa$, $\vartheta_1$, and $\vartheta_2$ are given in Lemma 4.3.

Now according to (30), we can calculate $\ddot{\tilde{b}}$ by

\[
\ddot{\tilde{b}} = \gamma_b (\dot{\gamma}_b - \vartheta_1 \vartheta_2 \tilde{b} - \kappa \vartheta_1 \vartheta_2 \dot{b} - \kappa \vartheta_1 \vartheta_2 \dot{b})
\]

(53)

\[
\Pi_1^2 + \Pi_2 \dot{b}
\]

(54)
\(-y^b \kappa \dot{\vartheta}_1 \dot{\varphi}_2 \dot{b} - y^b k \dot{\varphi}_1 \dot{\varphi}_2 \dot{b} - y^b k \dot{\varphi}_1 \Pi \dot{b},\)
\[\Pi^2 = y^b \left( k \dot{\varphi}_1 \Pi \dot{b} \dot{b}^T + \left( \frac{k^b k^b}{y^b} + 1 \right) I_3 \right). \quad (55)\]

From the equation given by (10), the second time-derivative of the intermediary control can be written as
\[\ddot{F} = \Pi^3 + \dot{\Pi}^2 b,\]
where \(\Pi^3\) and \(\dot{\Pi}^3\) are given by
\[\Pi^3 = \nu_d^{(3)}(t) - k_0 h(\theta, \dot{\theta}) \dot{\theta} - \left( k_0 h(\theta) - k_0 h(\dot{\theta}) \right) \dot{\theta} \quad (56)\]
\[-k_0 h(\dot{\theta}) \left( -k_0 h(\theta) \dot{\theta} - k_0 \dot{\theta} + k_0 \ddot{\theta} \right) - \Pi^2,\]
\[\dot{\Pi}^3 = -\dot{\Pi}^2. \quad (57)\]

where \(h(x) = \text{diag}\left( \frac{d_0(x)}{dx}, \frac{d_0(x)}{dx}, \frac{d_0(x)}{dx} \right)\) and \(\dot{h}(x, \dot{x})\) is the time-derivative of \(h(x)\).

At the end, from Equation (10) we have
\[\dot{\omega}_d = \Pi + \dot{\Pi} b, \quad (58)\]
with
\[\Pi = \dot{\Xi}(F, \dot{F}) \ddot{F} + \Xi(F) \Pi^3,\]
\[\dot{\Pi} = \Xi(F) \dot{\Pi}^3 b. \quad (59, 60)\]

\[\text{Appendix 2. Proof of Lemma 4.2}\]

In this section, we present the proof of Lemma 4.2. Let define the following variables:
\[\tilde{\xi}_i = \xi_i - \delta_i, \quad (61)\]
\[Y = \begin{pmatrix} y_1^T & y_2^T \end{pmatrix}^T, \quad (62)\]

with
\[y_1 = \left( \begin{array}{c} \tilde{\xi}_1 - \tilde{\xi}_2 \\tilde{\xi}_2 - \tilde{\xi}_3 \\vdots \\tilde{\xi}_{n-1} - \tilde{\xi}_n \end{array} \right)^T, \quad (63)\]
\[y_2 = \left( \begin{array}{c} \tilde{\xi}_1 - \nu_d \\tilde{\xi}_2 - \nu_d \\vdots \\tilde{\xi}_{n-1} - \nu_d \end{array} \right)^T. \quad (64)\]

Regarding the system given Lemma 4.2 and the input given in (13), we can write
\[\dot{Y} = (C^\sigma \otimes I_3) Y + \bar{e}, \quad (65)\]
where
\[E = \left( I_{n-1} - I_{n-1} \right) \in \mathbb{R}^{(n-1) \times n}, \quad (66)\]
\[F = \begin{pmatrix} 0^T_{n-1} \\mathbb{I}_{n-1} \end{pmatrix} \in \mathbb{R}^{(n-1) \times (n-1)}, \quad (67)\]
\[C^\sigma = \begin{pmatrix} E_{(n-1) \times n} - \ell L^\sigma F \\mathbb{I}_{(n-1) \times (2n-1)} \end{pmatrix} \in \mathbb{R}^{(n-1) \times (2n-1)}, \quad (68)\]
\[\bar{e} = \left( 0_{(n-1) \times 1} \right) \begin{pmatrix} e_1^T \ldots e_n^T \end{pmatrix}^T. \quad (69)\]

With the help of Lemma 1 in Zhang and Tian (2009), one can prove that the real part of all eigenvalues of the matrix \((E^C \sigma F)\) is positive if and only if the topology graph contains a spanning tree.

Now we want to prove that all eigenvalues of \(C^\sigma\) have negative real parts. The eigenvalues of \(C^\sigma\), \(\tilde{\lambda}_i\), are the roots of the following determinant:
\[\det \left( \lambda I_{n-1} - E \ell L^\sigma (\lambda + k) I_n \right) = \det \left( \lambda I_{n-1} + \frac{\ell}{\lambda + k} E L^\sigma F \right) \det \left( \lambda I_{n-1} + \frac{\ell}{\lambda + k} E L^\sigma F \right) = 0, \quad (70)\]

where we have exploited the fact that \(\det \left( \lambda \frac{A}{C} D \right) = \det \left( A - BD^{-1} C \right) \det \left( D \right)\). We can say that \(\tilde{\lambda}_1 = -k\) and \(2n - 2\) other eigenvalues of \(C^\sigma\) are the solutions of \(n\) second-order polynomial equations \(\lambda^2 + k\lambda + s_i = 0\) which give two solutions for each \(s_i\), for \(i = 1, \ldots, n - 1\), where \(s_i\) is the \(i\)th eigenvalue of the matrix \((E L^\sigma F)\). By applying the Routh criterion, the real part of the second-order polynomial equations will be negative if \(k > 0\) and \(k^2 > \frac{\ell^2 (\text{Im}[s_i])^2}{\text{Re}[s_i]}\).

**Lemma B1:** Let \(C^\sigma : p \in \mathcal{P}\) be a closed, bounded set of real, \(n \times n\) matrices. Suppose that for each \(p \in \mathcal{P}\), \(C^\sigma\) is stable and let \(a^p\) and \(\lambda^p\) be any finite, nonnegative and positive numbers, respectively, for which \(||e^p|| \leq e^{(a^p - \lambda^p) T}||T > 0||\). Suppose that \(\tau_0\) is a number satisfying \(\tau_0 > \sup_{\mathcal{P} \in \mathcal{P}}\{\xi_0^p\}\). For any admissible switching signal \(\sigma : [0, \infty) \rightarrow \mathcal{P}\) with dwell time no smaller than \(\tau_0\) the state transition matrix of \(C^{\sigma(t)}\) satisfies \(\Phi(t, t_0) \leq e^{(a\lambda^p - \lambda^p) (t - t_0)}\), \(\forall t \geq t_0 \geq 0\), where \(a = \sup_{\mathcal{P} \in \mathcal{P}}\{\lambda^p\}\) and \(\lambda = \inf_{\mathcal{P} \in \mathcal{P}}\{\lambda^p\}\) (see Morse, 1996, Lemma 2).

Hence, by asking \(k > 0\) and \(k^2 > \frac{\ell^2 (\text{Im}[s_i])^2}{\text{Re}[s_i]}\) such that each \(C^{\sigma(t)}\) is stable and if the dwell time satisfies the condition \(\tau_0 > \sup_{\mathcal{P} \in \mathcal{P}}\{\xi_0^p\}\), we can write
\[||Y(t)|| \leq e^{(a\lambda - \lambda^p) (t - t_0)}||Y(0)|| + \frac{e^{a\lambda}}{\lambda} \left( \sup_{0 \leq t \leq \tau} ||\bar{e}|| \right), \quad (71)\]
which implies input-to-state stability of the system (65) with \(\bar{e}\) as an input. Since \(\bar{e}\) is globally bounded and converges to zero, \(||Y(t)||\) is also bounded and converges to zero (see Khalil, 2002, Definition 4.47).

Consequently, we can conclude that \(\xi_i - \xi_j \rightarrow \delta_{ij}\) and \(\tilde{\xi}_i \rightarrow v_d(t)\) for all \(i, j = 1, \ldots, n\).