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Abstract—The advancing deployment of ubiquitous Internet of Things (IoT)-powered vehicle detection and classification systems will successively turn the existing road infrastructure into a highly dynamical and interconnected Cyber-physical System (CPS). Though many different sensor systems have been proposed in recent years, these solutions can only meet a subset of requirements, including cost-efficiency, robustness, accuracy, and privacy preservation. This paper provides a modular system approach that exploits radio tomography in terms of attenuation patterns and highly accurate channel information for reliable and robust detection and classification of different road users. Hereeto, we use Wireless Local Area Network (WLAN) and Ultra-Wideband (UWB) transceiver modules providing either Channel State Information (CSI) or Channel Impulse Response (CIR) data. Since the proposed system utilizes off-the-shelf and power-efficient embedded systems, it allows for a cost-efficient ad-hoc deployment in existing road infrastructures. We have evaluated the proposed system's performance for cyclists and other motorized vehicles with an experimental live deployment. In this concern, the primary focus has been on the accurate detection of cyclists on a bicycle path. However, we also have conducted preliminary evaluation tests measuring different motorized vehicles using a similar system configuration as for the cyclists. In summary, the system achieves up to 100% accuracy for detecting cyclists and more than 98% classifying cyclists and cars.

I. INTRODUCTION

Comprehensive and reliable Intelligent Transportation Systems (ITSs) are a crucial feature for emerging smart cities as the continuing increase in road traffic will noticeably exhaust the capacity of existing traffic systems \(\mathbb{I}\). In many cases, constructional measures for expanding a traffic system’s capacity are not an option, so traffic flow optimization is the only valuable solution resulting in data-driven ITSs. By continuously gathering specific information for different vehicle types, those systems enable more comprehensive traffic flow optimization than approaches providing only coarse indicators like traffic flow and traffic density. Hence, those systems must meet several conditions at once, including a high detection and classification accuracy in real-time, even for challenging weather conditions. Moreover, they should provide energy-efficient, low-maintenance, and thus cost-efficient operation while being privacy-preserving. The compliance with those demands is highly relevant, particularly for mass deployments used in smart city applications. However, most of the existing solutions lack at least one of these criteria, disqualifying them for large-scale deployments.

Hence, we present a modular and highly integrated Wireless Sensor Network (WSN) installation for vehicle detection and classification that leverages both attenuation and high-dimensional channel information. The central assumption is that each vehicle induces type-specific radio channel patterns (fingerprints), allowing for accurate vehicle detection and classification. Hereto, we use different state-of-the-art Machine Learning (ML) models suitable for deployment to off-the-shelf Microcontroller Units (MCUs) for implementing a highly automated classification process. Thus, our system fulfills the previously mentioned requirements for smart city applications, i.e., high detection and classification accuracy, robustness against challenging weather conditions, cost-efficiency, and privacy-preservation. The initial Wireless Detection and Warning System (WDWS) has exploited the attenuation of radio links induced by passing vehicles to detect wrong-way drivers on motorways \(\mathbb{I}\). Subsequently, this approach has been successively adopted for a fine-grained and ML-based vehicle classification of multiple vehicle classes \(\mathbb{3}\).

This paper proposes a modular and highly integrated radio-based detection system, allowing for cost-efficient mass deployments in urban road infrastructure. As an example, Fig. 1 illustrates the proposed system’s use for automated detection and classification of cyclists and vehicles in an urban scenario.

The contribution of this paper is as follows:

- Presentation of a low-cost, power-efficient, and modular radio tomography system for vehicle detection and classification exploiting highly accurate channel information
- Performance comparison of state-of-the-art machine learning approaches for automated detection and classification of road users

Fig. 1. Example application: Using the modular radio tomography system to detect and classify heterogeneous road users in an urban setting.
### II. RELATED WORK

In this section, we provide a brief overview of various sensor technologies used for vehicle detection and classification systems. Hereafter, we focus on related radio-based sensor systems and corresponding ML models.

#### A. Sensor Technologies for Detection and Classification

Each vehicle detection and classification system can be classified either as intrusive or non-intrusive. While the former system type represents the original system design and implies expensive roadwork for installation and maintenance (e.g., pavement cut), the latter is typically well-suited for large-scale deployments due to less extensive effort.

Specifically, systems categorized as intrusive are: Weigh in Motion (WIM) [4], induction loops [5, 6], fiber Bragg grating sensors [7], vibration sensors [8], and piezoelectric sensors [9]. Contrary, there is a variety of non-intrusive sensor technologies used for detection and classification systems, which includes acoustic sensors [10, 11], inertial sensors [12, 13], vision-based [14, 15] as well as radio-based systems. In the following, we discuss radio-based approaches in more detail.

#### B. Radio-based Sensor Systems

Radio-based approaches leverage radio tomography and Radio Tomographic Imaging (RTI) [16] for conducting detection and classification tasks. Such systems are WSNs ranging from simple one-link setups to collaborative multi-technology systems exploiting different radio technologies. The basic assumption of radio tomography is that objects of different shapes and materials lead to characteristic radio signal patterns. The resulting radio fingerprint can be used for several kinds of object detection and tracking by taking snapshots over time (cf. Fig. 2).

The Received Signal Strength Indicator (RSSI) is a granular measure representing an estimate of the total received signal strength provided by most transceiver modules. For instance, the RSSI is used in WSNs equipped with Bluetooth Low Energy beacons for vehicle detection and classification [17], achieving a detection and classification accuracy of up to 98% and 97% for three vehicle types, respectively. In [3], the authors propose an RSSI-based multi-link vehicle classification system capable of conducting binary classifications with more than 99% and more fine-grained seven-type classifications with more than 93% accuracy assessing the RSSI of each radio link. In contrast to RSSI, WLAN CSI provides frequency-specific details regarding a radio channel. In general, Orthogonal Frequency-Division Multiplexing (OFDM)-based radio systems estimate CSI for compensating a radio link’s interferences to reconstruct the original symbols. In particular, the CSI describes the estimated impact of the channel on both amplitude and phase of each subcarrier in the Long-Training Field (LT-F) of a received packet. The total size of the CSI depends on the number of transmit antennas, receive antennas, and subcarriers, whereas the latter varies between 64 and 512 subcarriers depending on the used channel bandwidth.

The great potential of CSI becomes apparent when looking at various research activities. For instance, Adib et al. apply localization and tracking of moving objects behind a wall or closed doors. Furthermore, this approach also allows for detecting simple gestures performed behind a wall [18]. Keenan et al. utilize this potential to distinguish three forms of human falling enabling privacy-preserving monitoring by healthcare applications. The proposed system achieves a balanced accuracy of 91%, determining intended fall-like activities like sitting down and harmful ones such as walking-falls [19]. Although UWB is primarily used for indoor and outdoor localization, Sharma et al. compare the feasibility of WLAN CSI and UWB for device-free Human Activity Recognition (HAR) [20]. According to the presented results, UWB outperforms WLAN CSI using an ML-based classification for three different activities.

Concerning traffic monitoring, Won et al. leverage CSI using two laptops equipped with WLAN Network Interface Controllers (NICs), detecting and classifying a total of five different vehicle types. The proposed classification system transforms the low-pass filtered and Principal Component Analysis (PCA)-treated CSI data into image data, which serves

---

**Fig. 2:** Example raw and smoothed radio fingerprints of a cyclist for WLAN RSSI, WLAN CSI, and UWB received signal power. For WLAN CSI, each line indicates a subcarrier’s relative amplitude.
as input for a Convolutional Neural Network (CNN), leading to average vehicle detection and classification accuracies of 99.4% and 91.1%, respectively [21].

Instead of utilizing only a single radio technology, Wang et al. propose a Collaborative Sensing Mechanism (CSM)-based real-time vehicle detection and classification system combining power-efficient magnetic sensors and power-hungry cameras. While the low-cost magnetic sensors are running continuously for vehicle detection, the latter is usually in low-power mode and awake only for real-time vehicle classification and counting. This collaborative WSN approach reaches a classification accuracy of at least 84% for the vehicle types bicycle (98.84%), car (95.71%), and minibus (84.38%) [22].

Usually, CSI is processed within the transceiver modules and, therefore, not directly accessible in most off-the-shelf devices. Hence, recent research has originated tools for extracting CSI from specific WLAN NICs [23], [24]. However, using Espressif ESP32 MCUs in our modular radio tomography system, we can directly access CSI through the official firmware Application Programming Interface (API) [25].

C. Machine Learning

In recent years, the availability of numerous differently scaling ML algorithms has promoted their use in many application areas, including the cognitive optimization of radio-based applications. For vehicle detection and classification, the focus is on supervised learning models such as ANN, RF [26], and SVM [27]. In contrast, more modern and complex ML approaches—such as Deep Neural Networks (DNNs)—are used less frequently due to their demand for large datasets. Moreover, ML models perform differently, mainly depending on the number of considered vehicle classes, the system deployment’s environment, and the used WSN, differentiating in the number of links, sensor technologies, etc.

III. Solution Approach

In this section, we explain the proposed solution approach and its components. For a better overview, Fig. 3 illustrates the overall system architecture model containing four basic processing steps: data acquisition in the live system deployment, data preprocessing—including smoothing, normalization, and feature extraction—, ML-based data analysis considering specific classification tasks, and data exploitation as required by various ITS applications.

Data Acquisition: Due to its data-driven nature, real-world traces of road users—e.g., bicycles and motorized vehicles—are gathered using a low-cost and modular radio-based WSN setup. We evaluate two radio communication technologies: WLAN CSI and UWB (cf. Fig 4). We utilize Espressif ESP32 MCUs to access WLAN CSI and custom-made Printed Circuit Boards (PCBs), combining a Decawave DWM1000 UWB transceiver module and an ARM Cortex M3 MCU [28]. Both MCUs provide the channel data via Universal Serial Bus (USB) interface for further processing.

Data Preprocessing: The raw WLAN CSI and UWB CIR data passes a three-step process cascade, including smoothing, normalization, and feature extraction. We conduct the data smoothing with a one-dimensional Gaussian filter evaluating different values for the Gaussian kernel’s standard deviation $\sigma$. Hereafter, the smoothed data is normalized such that the values are bound to the range $[0,1]$ (min-max-scaling). While we perform the smoothing to minimize the impact of scattered outliers—e.g., due to fading in the radio channel—the normalization enables high compatibility with the used ML algorithms (feature scaling). The last step is the extraction of multiple descriptive statistical features. In total, we have de-
rived more than 20 attributes for the ML-based classification.

**Data Analysis:** In the third process step, we feed the preprocessed data as input for two data analysis options. While one option targets the detection of only one specific vehicle type, the other one is required to detect and classify multiple vehicle types correctly. For instance, we performed the coarse-grained detection task along a cycle path counting cyclists. The latter application is more relevant for urban environments revealing heterogeneous road users, including pedestrians, cyclists, and several motorized vehicles.

**Data Exploitation:** Finally, one could use the obtained data analysis results to provide multiple ITS-related services either within a specific site (on-site exploitation) or on a large scale (global exploitation). Possible applications for on-site exploitation are parking space accounting, traffic monitoring, or toll collection. In contrast, analysis data acquired from multiple sensor deployments within a region can serve as input for smart parking, emission control, and predictive road work.

**IV. Methodology**

This section provides details regarding the modular radio tomography system’s parameters, the vehicle taxonomies assumed for the classification task, and in-depth information about the ML models we have applied in the evaluation step.

**A. Field Deployment Setup**

Tab. I summarizes the essential system parameters of the proposed radio-based detection and classification system. We have comparably installed WLAN CSI and UWB transceiver modules in the field deployment setup. Nevertheless, some differences face the transmission power or the antenna characteristics induced either by the transceiver modules’ design or the radio technology. Moreover, there is a variation concerning the distances between transmitter and receiver for measuring cyclists and motorized vehicles. We have gathered radio fingerprints along a cycle path and a busy one-lane road, respectively. Since most captured fingerprints are related to cyclists (995 traces), this paper’s primary focus is on detecting these—which can be interpreted as a binary classification of bicycle and non-bicycle. For this reason, we also have captured idle traces, i.e., there is a Line of Sight (LOS) between transmitter and receiver. Hereafter, we also evaluate the proposed system’s applicability for a more fine-grained detection and classification task of three types: idle, cyclist, and car-like vehicles (cf. Fig. 5).

**B. Machine Learning**

For the detection and classification, we utilize multiple models that have different implications for the achievable accuracy and resource efficiency. These considered models are chosen with respect to the findings of [3], which yielded that often less complex classification models achieve better accuracy results than cutting edge methods that would require a significantly higher amount of training data for achieving a comparable performance level due to the curse of dimensionality.

- **Artificial Neural Networks (ANNs)** [29] aim to mimic core functions of the human nervous system and have received tremendous attention within various scientific communities in the context of deep learning. These models can be implemented as a sequence of matrix multiplications with element-wise node activations. The resulting memory size of ANNs is determined by their corresponding network architecture. Due to the usage of floating-point arithmetic, ANNs are less popular for being used on highly resource-constrained IoT platforms such as ultra low power microcontrollers.

- **Random Forests (RFs)** [26] are ensemble methods that base their decision making on the joint consideration of a number of random trees. Each tree is trained on a random subset of the features and a random subset of the training data. The layer-wise descent within the trees is based on binary decision making, whereas the value of a single feature is compared to a learned threshold. Due to condition-based decision making, RFs can be implemented in a highly resource-efficient manner as a sequence of if/else statements. Varying the number of trees and the maximum tree depth allows to control the memory usage of RFs.

- **Support Vector Machines (SVMs)** [27] learn a hyperplane for separating data points in a multidimensional space through minimization of a specific objective function. The hyperplanes are chosen for each feature that most members of one of two classes are on each of the hyperplane sides. We apply the one-vs-all strategy for using SVM for multi-class learning problems.

| Parameter                  | Radio Technology          | Parameter                  | Radio Technology          |
|----------------------------|---------------------------|----------------------------|---------------------------|
| Transmission power         | WLAN CSI                  | Operating frequency        | UWB                       |
| 20 dBm                     | 2.4 GHz                   | 9.3 dBm                    | 6.5 GHz                   |
| Operating frequency        | 2.4 GHz                   | 9.3 dBm                    | 6.5 GHz                   |
| Sampling frequency         | 80 Hz                     | 40 Hz                      |                            |
| Antenna type               | Directional               | Antenna gain               | 5-7 dBi                   |
| Antenna gain               | —                         |                            | —                         |
| Antenna height             | 1m                        | 1m                         | 1m                        |
| Number of radio links      | 1                         | 1                          | 1                         |
| Distance TX ↔ RX (cycle path) | 4m                     | Distance TX ↔ RX (road)    | 7m                        |
| Distance TX ↔ RX (road)    | 7m                        |                            | 7m                        |

**Fig. 5.** Taxonomies: Vehicle classes and sample numbers used in the multi-type classification task. We considered balanced subsets for car-like, bicycle, and idle samples.
In order to assess the generalizability of the achieved classification results, we apply a $k = 10$-fold cross-validation and investigate the variance of the model performance. Hereby, the overall data set $D$ is divided into $k$ subsets $\{D_1, ..., D_k\}$. In each iteration $i$, $D_i$ is chosen as the training set $D_{\text{train}}$ for the model, and the remaining subsets jointly compose the test set $D_{\text{test}}$.

All data analysis tasks are carried out using the high-level Lightweight Machine Learning for IoT Systems (LIMITS) framework \textsuperscript{30} for automating Waikato Environment for Knowledge Analysis (WEKA) \textsuperscript{31} evaluations. In addition, it allows exporting \texttt{C/C++} code of trained prediction models.

\section*{V. PERFORMANCE ANALYSIS}

In this section, we discuss the results for bicycle detection and multi-type vehicle classification using the proposed modular radio tomography system. Essentially, we show the results for both the WLAN CSI and the UWB radio modules.

\subsection*{A. Bicycle Detection}

As mentioned in Sec. \textsuperscript{IV-A}, this paper’s primary focus is on accurately detecting cyclists on a cycle path, i.e., differentiating bicycles and non-bicycles (idle). Nonetheless, we also provide results for a more fine-grained classification task in the following section. Tab. \textsuperscript{II} shows the classification results for the separately analyzed channel parameters acquired for WLAN CSI and UWB using the ML models ANN, RF, and SVM. Concerning WLAN CSI, $\text{RSSI}$ is the dominant channel parameter leading to the best classification results—for all scores. A possible explanation is that the WLAN transceiver module evaluates multiple channel parameters for calculating a single and significant indicator. Similarly, one channel parameter is most relevant when using the UWB transceiver modules: the quotient of the estimated $\text{First Path Power (FPP)}$ and the $\text{Channel Impulse Response (CIR) power}$, where the latter is the sum of the magnitudes’ squares from the estimated highest power portion of the channel. Using this extracted parameter $\text{FPP/CIR}$ and ANN, we achieve a bicycle detection (binary classification) accuracy of 100%.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6}
\caption{Bicycle detection: Five most relevant channel parameters for WLAN CSI and UWB, respectively. We evaluated each parameter separately using RF and 10-fold CV. \textit{CIR}: CIR power, \textit{FPP}: First path signal power, \textit{H_AMP}: Amplitudes of HT-LTF subcarriers, \textit{RSSI}: Received signal strength indicator, \textit{RXP}: Estimated received signal power, \textit{S_AMP}: Amplitudes of STBC-HT-LTF subcarriers, \textit{SC}: Subcarrier.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7}
\caption{Bicycle detection: Feature importance for the ten most relevant extracted statistical features for WLAN CSI and UWB using RF. (\textit{kstat}, \textit{tvar}, \textit{sem}, \textit{std}, \textit{mad}, \textit{q05}, \textit{q5q}, \textit{q95}, \textit{f1}, \textit{f0}, \textit{f5}).}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|l|}
\hline
\textbf{Model} & \textbf{Score} & \textbf{WLAN CSI} & \textbf{UWB} \\
& & Value [%] & Param. Value [%] & Param. \\
\hline
\textbf{ANN} & Accuracy & 99.27±0.57 & R (f2) & 100±0 & FC (f0) \\
& Precision & 99.35±0.52 & R (f2) & 100±0 & FC (f0) \\
& Recall & 99.24±0.61 & R (f2) & 100±0 & FC (f0) \\
& F-Score & 99.30±0.56 & R (f2) & 100±0 & FC (f0) \\
\hline
\textbf{RF} & Accuracy & 99.43±0.54 & R (f0) & 99.83±0.26 & FC (f1) \\
& Precision & 99.48±0.52 & R (f0) & 99.84±0.25 & FC (f1) \\
& Recall & 99.45±0.51 & R (f0) & 99.8±0.26 & FC (f1) \\
& F-Score & 99.46±0.51 & R (f0) & 99.83±0.26 & FC (f1) \\
\hline
\textbf{SVM} & Accuracy & 99.32±0.51 & R (f2) & 99.8±0.26 & FC (f0) \\
& Precision & 99.38±0.47 & R (f2) & 99.84±0.24 & FC (f0) \\
& Recall & 99.30±0.53 & R (f2) & 99.82±0.27 & FC (f0) \\
& F-Score & 99.34±0.50 & R (f2) & 99.83±0.26 & FC (f0) \\
\hline
\end{tabular}
\caption{BICYCLE DETECTION: RESULTS FOR WLAN CSI AND UWB USING ANN, RF, AND SVM WITH A 10-FOLD CROSS VALIDATION (CV)}
\end{table}
Finally, Fig. 8 presents the significance of different WLAN CSI subcarrier amplitudes for the given binary classification task utilizing ANN, RF, and SVM. For a better overview, we have split adjacent SCs into eight groups. We can state a frequency-specific relevance of these SCs regarding the classification accuracy. In particular, the SCs of G1 (SCs 1-8) are less suitable than those of the remaining groups. Furthermore, we can observe comparably high accuracies using ANN and RF, but consistently lower ones using SVM.

### B. Multi-Type Vehicle Classification

This section provides an outlook on the modular radio system’s applicability for multi-type vehicle classification. For a total of three evaluated categories—idle, bicycle (non-car-like), and car-like—Tab. III lists the classification results for WLAN CSI and UWB using ANN, RF, and SVM, respectively. Contrary to the cyclist detection task, there are at least two predominant channel parameters for each system.

Concerning WLAN CSI, the Legacy Long Training Field (LLTF) subcarriers’ amplitudes (L) are most suitable using ANN; instead, the STBC-HT-LTF subcarriers’ amplitudes (S) are more crucial when applying RF. There are two relevant parameters when using SVM: the LLTF subcarriers’ amplitudes (L) and the amplitudes of the 52nd subcarrier in the HT-LTF training field ($H_{SC52}$).

Focusing on the classification results achieved for UWB, there are also two major channel parameters: the amplitudes of all raw CIR accumulator data (A) and the amplitudes of accumulator sample 15 ($A_{15}$). When comparing the classification results for both systems, we can state a considerable performance gap for the benefit of WLAN CSI. We note that we have gathered traces of car-like vehicles on a busy one-lane road, implying a more substantial distance between sending and receiving nodes than for measuring cyclists, which may significantly affect the UWB transceiver modules using omnidirectional antennas.

Fig. 9 illustrates the relevance of different channel parameters gathered from WLAN CSI and UWB regarding a three-type classification using RF. Concerning the results, several WLAN CSI channel parameters lead to classification accuracies in the range of 97% to 98%. Contrary, the overall classification performance is notably worse, using any of the evaluated UWB parameters. The most suitable UWB parameter $U_{AMP}$ results in about 4% lower accuracy than the fifth most relevant WLAN CSI parameter $H_{AMP}$. Furthermore, we achieve considerably different accuracy levels reaching from about 93% down to 87% using the five most relevant UWB parameters. We assume that the divergent antenna types and sampling rates of the used WLAN CSI and UWB transceiver modules (cf. Tab. I) may cause this performance gap.
VI. CONCLUSION

In this paper, we presented a novel bicycle detection and multi-type vehicle classification system that exploits highly accurate channel parameters provided by WLAN CSI and UWB. Compared to existing traffic detection and classification systems, the proposed modular radio tomography system is privacy-preserving, robust against challenging weather conditions, and cost-efficient. Using real-world data from extensive field measurements, we have analyzed its applicability for two classification tasks with different state-of-the-art machine learning models. Regarding the detection of cyclists, which we conducted as a binary classification task, an accuracy of more than 99% can be achieved for both radio technologies WLAN CSI and UWB, using ANN, RF, and SVM, respectively. Furthermore, we have evaluated the proposed system’s performance for a multi-type classification gaining more than 98% accuracy.

In future work, we will improve the system’s accuracy by correlating multiple radio links and extracting different radio channel parameters. Moreover, we will obtain additional samples of various vehicles involving challenging urban settings—e.g., in a downtown area with groupings of vehicles—and different weather conditions to strengthen the overall system performance. In the long term, the full detection and classification process, including the process steps discussed in this paper, should run self-sufficiently on the utilized MCUs.
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