CONIC DIVISORIAL IDEALS AND NON-COMMUTATIVE CREPANT RESOLUTIONS OF EDGE RINGS OF COMPLETE MULTIPARTITE GRAPHS

AKIHIRO HIGASHITANI AND KOJI MATSUSHITA

Abstract. The first goal of the present paper is to study the class groups of the edge rings of complete multipartite graphs, denoted by $k[K_{r_1,\ldots,r_n}]$, where $1 \leq r_1 \leq \cdots \leq r_n$. More concretely, we prove that the class group of $k[K_{r_1,\ldots,r_n}]$ is isomorphic to $\mathbb{Z}^n$ if $n = 3$ with $r_1 \geq 2$ or $n \geq 4$, while it turns out that the excluded cases can be deduced into Hibi rings. The second goal is to investigate the special class of divisorial ideals of $k[K_{r_1,\ldots,r_n}]$, called conic divisorial ideals. We describe conic divisorial ideals for certain $K_{r_1,\ldots,r_n}$ including all cases where $k[K_{r_1,\ldots,r_n}]$ is Gorenstein. Finally, we give a non-commutative crepant resolution (NCCR) of $k[K_{r_1,\ldots,r_n}]$ in the case where it is Gorenstein.

1. Introduction

1.1. Backgrounds. The present paper has two goals: one is the study of conic divisorial ideals of certain toric rings, which are edge rings of complete multipartite graphs, and the other is the construction of their non-commutative crepant resolutions as the application of the study of conic divisorial ideals.

Conic divisorial ideals are a certain class of divisorial ideals which are a special kind of maximal Cohen–Macaulay (MCM, for short) modules of rank one and play important roles in the theory of commutative rings with positive characteristic as well as non-commutative algebraic geometry. In fact, the following theorems hold. Let $R = k[C \cap \mathbb{Z}^d]$ be a normal affine monoid algebra, where $C \subset \mathbb{R}^d$ is a pointed finitely generated normal cone:

**Theorem 1.1** ([1 Proposition 3.8], [21 Proposition 3.2.3]). The set of all conic divisorial ideals of $R$ corresponds to the set of the $R$-modules appearing in $R^{1/k}$ as direct summands for $k \gg 0$, where $R^{1/k} = k[C \cap (1/k\mathbb{Z})^d]$ is regarded as an $R$-module.

**Theorem 1.2** ([8 Corollary 6.2], [22 Proposition 1.8]). For $k \gg 0$, $\text{End}_R(R^{1/k})$ is a non-commutative resolution (NCR) of $R$.

These theorems imply that the endomorphism ring of the direct sum of all conic divisorial ideals of $R$ is an NCR of $R$.

Recently, conic divisorial ideals of certain toric rings and their applications to the construction of non-commutative (crepant) resolutions are well studied (see, e.g., [14, 17, 22], and so on). One of the most important aspects of the study of conic divisorial ideals is that, as mentioned above, we can construct an NCR, which is a non-commutative ring having a finite global dimension. Such rings often appear in the context of representation theory (see, e.g., Auslander’s work [1]). Furthermore, conic divisorial ideals are used to
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analyze the structure of Frobenius push-forward of $R$ in the theory of commutative algebra with positive characteristic. Thus, it is quite natural to classify conic divisorial ideals of certain class of toric rings since there are many applications of such classifications. In the present paper, we focus on the toric rings arising from complete multipartite graphs.

Non-commutative crepant resolution (NCCR) was introduced by Van den Bergh (19) in the context of non-commutative algebraic geometry. As this name implies, an NCCR is strongly related to the usual crepant resolution used in algebraic geometry, and the introduction of NCRRs provides a new interaction among algebraic geometry, (non-)commutative ring theory, and representation theory. Since the existence of an NCCR does not hold in general, the existence of an NCCR for some certain classes is one of the most well-studied problems in this area. For example, concerning the case of toric rings, the following results are known:

- an NCCR of each quotient singularity by a finite abelian group (which is a toric ring associated with a simplicial cone) is given (see, e.g., 10, 29);
- toric rings whose class groups are $\mathbb{Z}$ have an NCCR (26);
- Hibi rings whose class groups are $\mathbb{Z}^d$ have an NCCR (17);
- NCRRs of 3-dimensional Gorenstein toric ring can be obtained via the theory of dimer models (see 2, 15, 24);
- an NCCR of Segre products of polynomial rings are constructed (14);
- there are other results on the existence of an NCCR for toric rings (see 22, 23).

In the present paper, we study the existence of an NCCR for $\mathbb{k} [K_{r_1, \ldots, r_n}]$.

In the remaining parts of the present paper, let $\mathbb{k}$ be an algebraically closed field of characteristic 0, for simplicity.

1.2. **Edge rings and edge polytopes.** Throughout the present paper, all graphs are finite and have no loop and no multiple edge. Consider a graph $G$ on the vertex set $V(G) = [d]$, where $[d] := \{1, \ldots, d\}$ for a positive integer $d$, with the edge set $E(G) = \{e_1, \ldots, e_r\}$. Let $\mathbb{k}[t] = \mathbb{k}[t_1, \ldots, t_d]$ be the polynomial ring in $d$ variables over a field $\mathbb{k}$. We write $\mathbb{k}[G]$ for the subalgebra of $\mathbb{k}[t]$ generated by $t^e = t_{i_1} \cdots t_{i_r}$ for all edges $e = \{i_1, j_1, \ldots, i_r, j_r\} \in E(G)$. The monoid $\mathbb{k}$-algebra $\mathbb{k}[G]$ is called the edge ring of $G$.

Given an edge $e = \{i, j\} \in E(G)$, let $\rho(e) = e_i + e_j$, where $e_i$ denotes the $i$-th unit vector of $\mathbb{R}^d$ for $i = 1, \ldots, d$. We define the convex polytope associated to $G$ as follows:

$$P_G = \text{conv}(\{\rho(e) : e \in E(G)\}) \subset \mathbb{R}^d.$$  

We call $P_G$ the edge polytope of $G$. Note that the edge ring is the toric ring (also known as the polytopal monomial subring) of the edge polytope. See, e.g., [27, Section 10] or [11, Section 5] for the introduction to edge rings.

1.3. **In the case of complete multipartite graphs.** A complete multipartite graph is a graph on the vertex set $\bigcup_{i=1}^n V_i$ with the edge set $\{\{a, b\} : a \in V_i, b \in V_j, 1 \leq i < j \leq n\}$. When $|V_i| = r_i$ for $i = 1, \ldots, n$, we denote it by $K_{r_1, \ldots, r_n}$. In the case $n = 2$, we call $K_{r_1, r_2}$ a complete bipartite graph. In the case $r_1 = \cdots = r_n = 1$, we call $K_{1, \ldots, 1}$, denoted by $K_n$, a complete graph.

The edge rings $\mathbb{k}[K_{r_1, \ldots, r_n}]$ of complete multipartite graphs are investigated by Ohsugi–Hibi in [19]. It is proved that the $\mathbb{k}[K_{r_1, \ldots, r_n}]$ is a normal Cohen–Macaulay domain and Koszul, and its Hilbert series is also explicitly computed. The algebras of Segre–Veronese type are introduced in [19, Section 1], which are a simultaneous generalization of both Segre products and Veronese subrings of polynomial rings. It is proved in [19, Proposition
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Given integers \( 1 \leq r_1 \leq \cdots \leq r_n \), let \( C(r_1, \ldots, r_n) \) be a convex polytope defined as follows:

\[
C(r_1, \ldots, r_n) = \left\{ (z_1, \ldots, z_n) \in \mathbb{R}^n : -r_i \leq z_j - z_i \leq r_j \text{ for } 1 \leq i, j \leq n, \right. \\
\left. -|J| - \sum_{i \in [n-1] \setminus I} r_i - \sum_{j \in J} r_j + 1 \leq \sum_{i \in I} z_i - \sum_{j \in J} z_j \leq |J| + 1 \right. \\
\text{for } I, J \subset [n-1] \text{ with } |J| = |I| + 1 \text{ and } I \cap J = \emptyset, \\
\left. -|J| - \sum_{i \in [n-1] \setminus I} r_i - \sum_{j \in J} r_j + 2 \leq \sum_{i \in I} z_i - \sum_{j \in J} z_j \leq |J| \right. \\
\text{for } I \subset [n-1] \text{ and } J \subset [n] \text{ with } |J| = |I| + 1, \ n \in J \text{ and } I \cap J = \emptyset \right\},
\]

(1.1)

where \( J \) is regarded as a multi-set and \( J = \emptyset \) might happen, while \( I \) is a usual non-empty set. For the explicit descriptions in the cases where \( n = 3 \) and \( n = 4 \), see Example 5.3.

Theorem 1.5. Let \( K_{r_1, \ldots, r_n} \) be the complete multipartite graph with \( 1 \leq r_1 \leq \cdots \leq r_n \). Then the conic divisorial ideals of \( k[K_{r_1, \ldots, r_n}] \) one-to-one correspond to the points in \( C(r_1, \ldots, r_n) \cap \mathbb{Z}^n \) if \( n \leq 4 \).

Remark 1.6. It is claimed in [19, Remark 2.8] that \( k[K_{r_1, \ldots, r_n}] \) is Gorenstein if and only if

(i) \( n = 2 \) with \( r_1 = 1 \) or \( r_1 = r_2 \), or

(ii) \( n = 3 \) with \( 1 \leq r_1 \leq r_2 \leq r_3 \leq 2 \), or

(iii) \( n = 4 \) with \( r_1 = \cdots = r_4 = 1 \).

This can be proved by using the facet descriptions of edge polytopes together with the technique employed in [7].

It is known by [8, Theorem 1.1] that if a ring admits an NCCR, then it should be \( \mathbb{Q} \)-Gorenstein. In particular, \( k[K_{r_1, \ldots, r_n}] \) admitting an NCCR must be Gorenstein. Since Remark 1.4 says that the essential cases of Theorem 1.5 are \( n = 3 \) with \( r_1 \geq 2 \) and \( n = 4 \),
for the investigation of the existence of an NCCR of \( k[K_{r_1, \ldots, r_n}] \), our remaining tasks are the study of the edge rings of \( K_{2,2,2} \) and \( K_{1,1,1} = K_4 \) by Remark 1.6.

**Theorem 1.7.** Let \( R \) be the edge ring of \( G = K_{2,2,2} \) or \( G = K_4 \). Let 
\[
\mathcal{L} = \{(0,0,0), (0,1,0), (1,0,0), (1,1,0), (0,-1,0), (1,1,1), (1,-1,1), (0,-1,-2)\}
\] if \( G = K_{2,2,2} \), and let 
\[
\mathcal{L} = \{(0,0,0,0), (1,0,0,0), (1,0,0,1), (1,1,0,1), (1,1,1,2)\}
\] if \( G = K_4 \). Then \( \text{End}_R \left( \bigoplus_{\chi \in \mathcal{L}} M_{\chi} \right) \) is an NCCR of \( R \), respectively.

1.5. **Organization.** In Section 2 we prove that the edge rings of \( K_{r_1,r_2} \) and \( K_{r_2,r_3} \) can be deduced to certain Hibi rings, respectively (Proposition 2.2). Since Hibi rings are the toric rings of certain lattice polytopes arising from posets, called order polytopes and chain polytopes for some posets (see Theorem 2.1), we recall the notions of such poset polytopes. In Section 3 for the computations of class groups and conic divisorial ideals of \( k[K_{r_1, \ldots, r_n}] \), we recall the facet descriptions of edge polytopes. In Section 4, we prove Theorem 1.3. In Section 5 we prove Theorem 1.5. In Section 6 we prove Theorem 1.7.
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## 2. Two poset polytopes and Hibi rings

Before discussing the edge polytopes of graphs, we recall two polytopes arising from posets, called order polytopes and chain polytopes. The monoid \( k \)-algebras of order polytopes are called Hibi rings. As explained in Introduction, NCCRs of certain Hibi rings have been investigated in [14] and [17]. We will see that some edge polytopes of complete multipartite graphs are unimodularly equivalent to some order polytopes (Proposition 2.2).

Let \( \Pi = \{p_1, \ldots, p_{d-1}\} \) be a finite partially ordered set (poset, for short) equipped with a partial order \( \prec \). For \( p, q \in \Pi \), we say that \( p \) covers \( q \) if \( q \prec p \) and there is no \( p' \in \Pi \setminus \{p, q\} \) with \( q \prec p' \prec p \). For a subset \( I \subset \Pi \), we say that \( I \) is a poset ideal of \( \Pi \) if \( p \in I \) and \( q \prec p \) then \( q \in I \). For a subset \( A \subset \Pi \), we call \( A \) an antichain of \( \Pi \) if \( p \not\prec q \) and \( q \not\prec p \) for any \( p, q \in A \) with \( p \neq q \). Note that \( \emptyset \) is regarded as a poset ideal and an antichain. Let 
\[
\mathcal{O}(\Pi) = \{(x_1, \ldots, x_{d-1}) \in \mathbb{R}^{d-1} : x_i \geq x_j \text{ if } p_i \prec p_j \text{ in } \Pi, \ 0 \leq x_i \leq 1 \text{ for } i = 1, \ldots, d-1\}.
\]
A convex polytope \( \mathcal{O}(\Pi) \) is called the order polytope of \( \Pi \). It is known (25) that \( \mathcal{O}(\Pi) \) is a \( (0,1) \)-polytope and the vertices of \( \mathcal{O}(\Pi) \) one-to-one correspond to the poset ideals of \( \Pi \). In fact, a \( (0,1) \)-vector \((a_1, \ldots, a_{d-1})\) is a vertex of \( \mathcal{O}(\Pi) \) if and only if \( \{p_i \in \Pi : a_i = 1\} \) is a poset ideal.

Given a poset \( \Pi \), let \( k[\Pi] \) be the \( k \)-algebra generated by those monomials corresponding to the lattice points in \( \Pi \), i.e.,
\[
k[\Pi] := k[x^\alpha t : \alpha \in \Pi \cap \mathbb{Z}^{d-1}],
\] where \( x^\alpha = x_1^{\alpha_1} \cdots x_{d-1}^{\alpha_{d-1}} \) for \( \alpha = (\alpha_1, \ldots, \alpha_{d-1}) \in \mathbb{Z}^{d-1} \) and each \( x^\alpha t \) is defined to be degree 1. The standard graded monoid \( k \)-algebra \( k[\Pi] \) is called the Hibi ring of \( \Pi \). The following fundamental properties on Hibi rings were originally proved in [12].
The Krull dimension of \( k[\Pi] \) is \( |\Pi| + 1 \);
\( k[\Pi] \) is a Cohen–Macaulay normal domain;
\( k[\Pi] \) is an algebra with straightening laws on \( \Pi \).

We also recall another polytope arising from \( \Pi \), which is defined as follows:

\[
C(\Pi) = \{ (x_1, \ldots, x_d) \in \mathbb{R}^{d-1} : x_i \geq 0 \text{ for } i = 1, \ldots, d - 1, \\
x_1 + \cdots + x_k \leq 1 \text{ for } p_i \prec \cdots \prec p_k \text{ in } \Pi \}.
\]

A convex polytope \( C(\Pi) \) is called the \emph{chain polytope} of \( \Pi \). Similarly to order polytopes, it is known \([23]\) that \( C(\Pi) \) is a \((0,1)\)-polytope and the vertices of \( C(\Pi) \) one-to-one correspond to the antichains of \( \Pi \).

**Theorem 2.1** \([13] \text{ Theorem 2.1}] \). \textit{Let } \( \Pi \) \textit{be a poset. Then } \( O(\Pi) \) \textit{and } \( C(\Pi) \) \textit{are unimodularly equivalent if and only if } \( \Pi \) \textit{does not contain the “X-shape” subposet.}

Here, the “X-shape” poset is a poset \( \{z_1, z_2, z_3, z_4, z_5\} \) equipped with the partial orders \( z_1 \prec z_3 \prec z_4 \) and \( z_2 \prec z_3 \prec z_5 \).

Given positive integers \( m \) and \( n \), let \( \Pi_{m,n} = \{p_1, \ldots, p_m; p_{m+1}, \ldots, p_{m+n}\} \) be the poset equipped with the partial orders \( p_1 \prec \cdots \prec p_m \) and \( p_{m+1} \prec \cdots \prec p_{m+n} \). Moreover, let \( \Pi'_{m,n} \) be the poset having an additional relation \( p_1 \prec p_{m+n} \). Note that \( \Pi_{m,n} \) is the poset appearing in \([13] \text{ Example 2.6}] \) with \( t = 2 \), \( r_1 = m \) and \( r_2 = n \) and its Hibi ring \( k[\Pi_{m,n}] \) is isomorphic to the Segre product of the polynomial ring with \( (m + 1) \) variables and the polynomial ring with \( (n + 1) \) variables.

We notice that both \( \Pi_{m,n} \) and \( \Pi'_{m,n} \) do not contain the X-shape subposet, so \( O(\Pi_{m,n}) \) (resp. \( O(\Pi'_{m,n}) \)) is unimodularly equivalent to \( C(\Pi_{m,n}) \) (resp. \( C(\Pi'_{m,n}) \)) by Theorem 2.1.

**Proposition 2.2.** \textit{Let } \( m, n \) \textit{be positive integers.}

\(1\) The edge polytope \( E_{K_{m+1,n+1}} \) is unimodularly equivalent to the order polytope \( O(\Pi_{m,n}) \).

\(2\) The edge polytope \( E_{K_{m+1,n+1}} \) is unimodularly equivalent to the order polytope \( O(\Pi'_{m,n}) \).

In particular, the edge ring \( k[K_{m+1,n+1}] \) (resp. \( k[K_{m+1,n+1}] \)) is isomorphic to the Hibi ring \( k[\Pi_{m,n}] \) (resp. \( k[\Pi'_{m,n}] \)).

**Proof.** It is enough to show that \( E_{K_{m+1,n+1}} \) (resp. \( E_{K_{m+1,n+1}} \)) is unimodularly equivalent to \( C(\Pi_{m,n}) \) (resp. \( C(\Pi'_{m,n}) \)).

\(1\) Let \( V(K_{m+1,n+1}) = [m+n+2] \) and let \( E(K_{m+1,n+1}) = \{\{i, j\} : 1 \leq i \leq m + 1, m + 2 \leq j \leq m + n + 2\} \). Then it is straightforward to see that the vertices of \( E_{K_{m+1,n+1}} \) one-to-one correspond to the antichains of \( \Pi_{m,n} \) by considering the projection \( \mathbb{R}^{m+n+2} \to \mathbb{R}^{m+n} \) ignoring the \( (m+1) \)-th and \( (m+n+2) \)-th coordinates and this projection gives a unimodular transformation between \( E_{K_{m+1,n+1}} \) and \( C(\Pi_{m,n}) \).

\(2\) Let \( V(K_{1,n}) = [m+n+1] \) and let \( E(K_{1,n}) = \{\{i, j\} : 1 \leq i \leq m, m + 1 \leq j \leq m + n\} \cup \{\{k, m+n+1\} : 1 \leq k \leq m + n\} \).

Consider the projection \( \mathbb{R}^{m+n+1} \to \mathbb{R}^{m+n} \) by ignoring the \( (m+n+1) \)-th coordinate. Then the set of vertices of \( E_{K_{1,n}} \) becomes \( \{e_i + e_j : 1 \leq i \leq m, m + 1 \leq j \leq m + n\} \cup \{e_k : 1 \leq k \leq m + n\} \).

\(5\)
$k \leq m+n\}$. By applying a unimodular transformation
\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
1 & 1 & \cdots & 1 \\
\vdots & \ddots & \ddots & \vdots \\
1 & 1 & \cdots & 1
\end{pmatrix}
\]
to those vertices (from the left-hand side) and translating them by $-e_1-e_{m+n}$ and applying a unimodular transformation
\[
\begin{pmatrix}
-1 & 1 & \cdots & 1 \\
1 & 1 & \cdots & 1 \\
\vdots & \ddots & \ddots & \vdots \\
1 & 1 & \cdots & 1
\end{pmatrix}
\]
we can directly see that these lattice points one-to-one correspond to the antichains of $\Pi_{m,n}'$. \[\square\]

3. Facets of edge polytopes

In this section, we recall the description of the facets of edge polytopes from [18]. Let $G$ be a graph on the vertex set $V(G) = [d]$.

First, we recall some notions and notation from graph theory. For a subset $W \subset V(G)$, let $G_W$ be the induced subgraph with respect to $W$. For a vertex $v$, we denote by $G \setminus v$ instead of $G_{V(G) \setminus \{v\}}$. Similarly, for $S \subset V(G)$, we denote by $G \setminus S$ instead of $G_{V(G) \setminus S}$. We say that $T \subset V(G)$ an independent set (or stable set) if $\{v, w\} \not\in E(G)$ for any two vertices $v, w \in T$. Given $v \in V(G)$, let $N_G(v) = \{w \in V(G) : \{v, w\} \in E(G)\}$. For $S \subset V(G)$, let $N_G(S) = \bigcup_{v \in S} N_G(v)$.

The following terminologies are used in [18]:

- We call a vertex $v$ of $G$ regular if each connected component of $G \setminus v$ contains an odd cycle.
- Given an independent set $T \subset V(G)$, let $B(T)$ denote the bipartite graph on $T \cup N_G(T)$ with the edge set $\{\{v, w\} : v \in T, w \in N_G(T)\} \cap E(G)$.
- A nonempty $T \subset V(G)$ is said to be a fundamental set if the following conditions are satisfied:
  - $B(T)$ is connected;
  - $V(B(T)) = V(G)$, or each connected component of $G \setminus T \cup N_G(T)$ contains an odd cycle.

Given $i \in [d]$, let
\[
\mathcal{H}_i = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : x_i = 0\} \text{ and } \mathcal{H}_i^{(+)} = \{(x_1, \ldots, x_d) \in \mathbb{R}^d : x_i \geq 0\}.
\]
Given $T \subset [d]$, let
\[
\mathcal{H}_T = \left\{ (x_1, \ldots, x_d) \in \mathbb{R}^d : \sum_{j \in N_G(T)} x_j - \sum_{i \in T} x_i = 0 \right\} \quad \text{and}
\]
\[
\mathcal{H}^{(+)}_T = \left\{ (x_1, \ldots, x_d) \in \mathbb{R}^d : \sum_{j \in N_G(T)} x_j - \sum_{i \in T} x_i \geq 0 \right\}.
\]

It is proved in [18, Theorem 1.7 (a)] that for any non-bipartite graph $G$, each facet of $P_G$ is defined by a supporting hyperplane $H_i$ for some regular vertex $i$ or $H_T$ for some fundamental set. Let
\[
\widetilde{\Psi} = \{ H_i : i \text{ is a regular vertex} \} \cup \{ H_T : T \text{ is a fundamental set} \}.
\]

Although $\widetilde{\Psi}$ describes all supporting hyperplanes of the facets of $P_G$, it might happen that $H_i$ and $H_T$ define the same facet for some $i$ and $T$. Each hyperplane in $\widetilde{\Psi}$ can be identified with a linear form in $(\mathbb{R}^d)^*$ as follows. Let $\langle \cdot, \cdot \rangle : (\mathbb{R}^d)^* \times \mathbb{R}^d \to \mathbb{R}$ be a natural pairing. Note that the linear form which gives a hyperplane in $\widetilde{\Psi}$ is not uniquely determined, but we can define a unique linear form $\ell_H \in \mathbb{Q}^d$ for each hyperplane $H \in \Psi$ with the following condition:
\begin{enumerate}
\item $\langle \ell_H, \alpha \rangle \in \mathbb{Z}$ for any $\alpha \in P_G \cap \mathbb{Z}^d$;
\item $\sum_{\alpha \in P_G \cap \mathbb{Z}^d} \langle \ell_H, \alpha \rangle \mathbb{Z} = \mathbb{Z}$.
\end{enumerate}

Let $\Psi_r = \{ \ell_{H_i} : i \text{ is a regular vertex} \}$ and $\Psi_f = \{ \ell_{H_T} : T \text{ is a fundamental set} \}$.

**Example 3.1.** Consider $G = K_{2,2,2}$. Let $V(G) = [6] = \{1, 2\} \cup \{3, 4\} \cup \{5, 6\}$ and $E(G) = \{\{1, 3\}, \{1, 4\}, \{1, 5\}, \{1, 6\}, \{2, 3\}, \{2, 4\}, \{2, 5\}, \{2, 6\}, \{3, 5\}, \{3, 6\}, \{4, 5\}, \{4, 6\}\}$.

We see that each $i \in [6]$ is regular, and $T \subset V(G)$ is a fundamental set if and only if $T = \{i, i + 1\}$ for $i = 1, 3, 5$.

- For each regular vertex $i \in [6]$, we have $\ell_{H_i} = e_i \in \mathbb{R}^6$.
- For each fundamental set $T = \{i, i + 1\}$, we have $\ell_{H_T} = \frac{1}{2}(\sum_{p \in [6] \setminus T} e_p - \sum_{q \in T} e_q)$.

Thus, $\Psi$ consists of the column vectors of the following matrix:
\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & 1 & 0 & 0 & 0 & 0 & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & 1 & 0 & 0 & 0 & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & 1 & 0 & 0 & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 1 & 0 & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & 1 & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{pmatrix}
\]

**4. Class groups of edge rings of complete multipartite graphs**

In this section, we give a proof of Theorem 1.3.1. Namely, we compute the class groups of $k[K_{r_1, \ldots, r_n}]$. For this, we recall the general description of the class groups of monoid $k$-algebras ([27, Theorem 9.8.19]). We use the theory in [27, Section 9.8] and apply it to get the class group $\text{Cl}(k[G])$ of $k[G]$. 
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Let $G$ be a graph. Given $\alpha \in P_G \cap \mathbb{Z}^d$, we define $w_\alpha$ belonging to a free abelian group $\bigoplus_{t \in \Psi} \mathbb{Z}e_t$ with its basis $\{e_t\}_{t \in \Psi}$ as follows:
\[
w_\alpha = \sum_{t \in \Psi} \langle t, \alpha \rangle e_t.
\]
Let $\mathcal{M}$ be the matrix whose column vectors consist of $w_\alpha$ for $\alpha \in P_G \cap \mathbb{Z}^d$.

**Proposition 4.1** (cf. [27, Theorem 9.8.19]). Let $G$ be a non-bipartite graph such that $k[G]$ is normal and assume that $\Psi$ is irredundant. Then
\[
\text{Cl}(k[G]) \cong \bigoplus_{t \in \Psi} \mathbb{Z}e_t / \sum_{\alpha \in P_G \cap \mathbb{Z}^d} Zw_\alpha.
\]
In particular, we have
\[
\text{Cl}(k[G]) \cong \mathbb{Z}^t \oplus \mathbb{Z}/d_1 \mathbb{Z} \oplus \cdots \oplus \mathbb{Z}/d_s \mathbb{Z},
\]
where $t = |\Psi| - \text{rank } \mathcal{M}$ and $d_1, \ldots, d_s$ are positive integers appearing in the diagonal of the Smith normal form of $\mathcal{M}$.

It is proved in [18] and [20] that the edge ring $k[G]$ is normal if and only if $G$ satisfies odd cycle condition, where we say that $G$ satisfies odd cycle condition if for each pair of odd cycles $C$ and $C'$ with no common vertex, there is an edge $\{v, v'\}$ with $v \in V(C)$ and $v' \in V(C')$.

**Example 4.2.** Let us consider $G = K_{2,2,2}$ again. Then $|\Psi| = 9$ as we saw in Example 3.1.

One can compute $\mathcal{M}$ as follows:
\[
\mathcal{M} = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}.
\] (4.1)

The columns are labeled by $P_G \cap \mathbb{Z}^d$, i.e., labeled by $E(G)$ in the ordering of (3.1). A direct computation implies that this matrix has rank 6 and all diagonals of its Smith normal form are 1. Hence, we conclude that $\text{Cl}(k[G]) \cong \mathbb{Z}^{9-6} = \mathbb{Z}^3$.

Now, we are in the position to give a proof of Theorem 1.3.

**Proof of Theorem 1.3** Let $G = K_{r_1, \ldots, r_n}$ on the vertex set $\bigcup_{i=1}^n V_i$ with the edge set $\{\{a, b\} : a \in V_i, b \in V_j \text{ for } 1 \leq i \neq j \leq n\}$. Then we see that $G$ satisfies odd cycle condition. Hence, we can apply Proposition 4.1. Let $V_i = \{v_{i1}, \ldots, v_{ir_i}\}$ for $i = 1, \ldots, n$ and let $d = |V(G)| = \sum_{i=1}^n r_i$.

We see that any vertex $v$ in $G$ is regular. Moreover, we also see that $T \subset V(G)$ is a fundamental set if and only if $T = V_i$ for each $i = 1, \ldots, n$. Hence, $\Psi$ is as follows:
\[
\Psi_r = \{e_i : i = 1, \ldots, d\} \quad \text{and} \quad \Psi_f = \left\{ \frac{1}{2} \left( \sum_{k \in V(G) \setminus V_i} e_k - \sum_{j \in V_i} e_j \right) : i = 1, \ldots, n \right\}.
\] (4.2)
We notice that the column vectors of $M$. (Remark that the Smith normal form of $M$ holds. Note that $\Psi$ is irredundant.

Take any edge $e = \{a, b\} \in V_i \times V_j$. Then we see that

$$w_{\rho(e)} = e_{\ell_a} + e_{\ell_b} + \sum_{\ell \in \Psi \setminus \{\ell_{a_d}, \ell_{b_d}\}} e_{\ell}$$

holds. Note that $M$ consists of column vectors $w_{\rho(e)}$. By Proposition 4.1 it suffices to show that the Smith normal form of $M$ is of the form whose diagonals are $1$’s, in particular, $\text{rank } M = d$. Once we know this, the assertion holds by $|\Psi| - \text{rank } M = (d + n) - d = n$.

In what follows, we divide our proof into three steps (a), (b) and (c):

(a) First, we find $d$ linearly independent column vectors of $M$.

(b) Next, we show that such vectors are maximal one.

(c) Finally, we show that all diagonals of the Smith normal form of $M$ are $1$.

(a) Let $n$ be odd. Consider the following $d = nr_1 + \sum_{i=2}^{n} (r_i - r_1)$ edges:

$$\{v_{1j}, v_{2j}\}, \{v_{2j}, v_{3j}\}, \ldots, \{v_{n-1j}, v_{nj}\}, \{v_{nj}, v_{1j}\} \text{ for } j = 1, \ldots, r_1,$$

$$\{v_{1i}, v_{ij}\} \text{ for } i = 2, \ldots, n \text{ and } j = r_1 + 1, \ldots, r_i.$$  

(4.4)

(Remark that $r_1 \leq \cdots \leq r_n$.) Let $C_j = (v_{1j}, v_{2j}, \ldots, v_{nj})$ be the cycle of length $n$ for $j = 1, \ldots, r_1$. Since $n$ is odd, we see that $\rho(e)$’s for $e \in E(C_j)$ are linearly independent. We notice that the column vectors of $M$ restricted to the rows corresponding to $\Psi$ precisely correspond to $P_C \cap \mathbb{Z}^d$. Moreover, $v_{ij}$’s for $i = 2, \ldots, n$ and $j = r_1 + 1, \ldots, r_i$ appear only once among the edges of $M$. Therefore, we see that the column vectors of $M$ indexed by the edges in (4.4) are also linearly independent.

In the case $n$ is even, we may take the following $d = (n - 1)r_1 + \sum_{i=2}^{n-1} (r_i - r_1) + r_n$ edges instead of (4.4):

$$\{v_{1j}, v_{2j}\}, \{v_{2j}, v_{3j}\}, \ldots, \{v_{n-2j}, v_{n-1j}\}, \{v_{n-1j}, v_{1j}\} \text{ for } j = 1, \ldots, r_1,$$

$$\{v_{1i}, v_{ij}\} \text{ for } i = 2, \ldots, n - 1 \text{ and } j = r_1 + 1, \ldots, r_i,$$

$$\{v_{11}, v_{mi}\} \text{ for } i = 1, \ldots, r_n.$$  

The similar discussions to the above ones can be applied to those edges.

(b) Next, we prove that $\text{rank } M = d$. Namely, it suffices to show that linearly dependent vectors appear once we add one more edge $e = \{v_{ij}, v_{kd}\}$ into (4.4). Since the case $n$ is even is quite similar, we discuss only the case $n$ is odd.

We divide $e$ into the following five cases:

(i) $e$ is a chord of $C_i$;

(ii) $e$ is a bridge between $C_i$ and $C_j$;

(iii) $e$ is an edge between a vertex of some $C_1 \setminus v_{11}$ and a vertex other than $V(C_i)$;

(iv) $e$ is an edge between a vertex of some $C_i$ with $i \neq 1$ and a vertex other than $V(C_i)$;

(v) $e$ is an edge between other vertices.

Lemma 4.4 below implies that linearly depndent vectors appear for any cases (i)–(v) as follows.

(i) Since $C_i$ is an odd cycle, we see that an even cycle appears by adding a chord. Hence, the linearly dependent vectors appear by Lemma 4.4 (a).

(ii) In this case, the assertion holds by Lemma 4.4 (b-2).
(iii) Let, say, \( e = \{v_21, v_{2, r_1+1}\} \). Then \((v_21, v_{31}, \ldots, v_{n1}, v_{11}, v_{2, r_1+1})\) forms an even cycle.

(iv) Let, say, \( e = \{v_12, v_{2, r_1+1}\} \). Then \((v_{11}, v_{2, r_1+1}, v_{12})\) forms a path connecting \(C_1\) and \(C_2\). Hence, the assertion follows by Lemma 4.4 (b-2).

(v) Let, say, \( e = \{v_{2, r_1+1}, v_{3, r_1+1}\} \). Since \((v_{11}, v_{2, r_1+1}, v_{3, r_1+1})\) forms an odd cycle which shares a unique common vertex \(v_{11}\) with \(C_1\), we obtain the assertion by Lemma 4.4 (b-1).

(c) Finally, we compute the Smith normal form of \(M\). Let \(n\) be odd. (The case \(n\) is even is similar.) For the computation, we add the following edges to (4.4):

\[\{v_{11}, v_{22}\}, \{v_{12}, v_{23}\}, \ldots, \{v_{1, r_1-1, v_{2, r_1}}\}\]

Let \(M'\) be the \((d+n) \times (d+r_1-1)\) submatrix of \(M\) consisting of the columns corresponding to (4.4) and those additional edges. Since we know that \(\text{rank} \ M = d\) by the steps (a) and (b), it is enough to show that the Smith normal form of \(M'\) has \(d\) 1’s as diagonals.

For the columns corresponding to the edges \(\{v_{1i}, v_{ij}\}\) for \(i = 2, \ldots, n\) and \(j = r_1 + 1, \ldots, r_1\), since 1 in the \(v_{ij}\)-th row appears only once in \(M'\), we can create \(\sum_{i=2}^{n} (r_1 - r_1)\) unit vectors. Let \(M''\) be the \((d + n) \times (nr_1 + r_1 - 1)\) submatrix of \(M'\) whose columns are indexed by the edges of \(C_i\)'s and the additional edges. Our work is to show that the Smith normal form of \(M''\) is of the form that there are \(nr_1\) 1’s in the diagonal. Note that we already know that \(\text{rank} \ M'' = nr_1\).

We apply the following row and column operations to \(M''\):

1. Add the \((-1)\)-\((\{v_{11}, v_{21}\}\)-th column) (i.e. \((-1)\)-\(\{v_{11}\}\)-th row) to \(\{v_{11}, v_{22}\}\)-th column, and add the \(v_{21}\)-th row (i.e. the second row of \(C_1\)) to the \(v_{22}\)-th row (i.e. the second row of \(C_2\)). Then the first and second \((i.e. \{v_{11}, v_{21}\}-\text{th and } \{v_{21}, v_{31}\}-\text{th})\) entries of the \(v_{21}\)-th row are 1, its \(\{v_{11}, v_{22}\}\)-th entry is \(-1\), and the other entries are all 0. Note that the \(v_{21}\)-th entry of \(\{v_{11}, v_{22}\}\)-th column is \(-1\) and the other entries are all 0. Thus, we can erase the other entries of \(v_{21}\)-th row without changing any other entries.

2. Apply the following operations:

   (2-1) Add the \((-1)\)-\((\{v_{22}, v_{32}\}\)-th column) \((v_{32}, v_{42}, \text{...}, \text{and } \{-1\}-\text{th})\) \((\{v_{n-1,2}, v_{n,2}\}\)-th column) to the \(\{v_{11}, v_{21}\}\)-th column;

   (2-2) Add the \((-1)\)-\((\{v_{11}, v_{21}\}\)-th column) to the \(\{v_{n1,11}\}\)-th column;

   (2-3) Add the \((-1)\)-\((\{v_{n1, 11}\}\)-th column) to the \(\{v_{n-1,1}, v_{n1}\}\)-th column, add the \((-1)\)-\((\{v_{n-1,1}, v_{n1}\}\)-th column) to the \(\{v_{n-2, 11}, v_{n-1,1}\}\)-th column, and add the \((-1)\)-\((\{v_{41}, v_{51}\}\)-th column) to the \(\{v_{31}, v_{41}\}\)-th column.

Then the rows corresponding to \(v_{11}, \ldots, v_{n1}\) (i.e. the vertices in \(C_1\)) contain exactly one 1 or \(-1\). Thus, we can erase all other entries.

3. Note that the operations (1) and (2) do not change the column vectors except for the ones corresponding to the edges of \(C_1\) and \(v_{11}, v_{22}\). Thus, in general, by using the edges of \(C_i\) and \(v_{1i}, v_{2i+1}\), we can do the same operations as above for each \(i = 1, \ldots, r_1 - 1\). After those applications, \(n \cdot (r_1 - 1)\)'s can appear in the diagonal by arranging the rows and columns.

4. Finally, we consider \(C_1\). By using the \(n\) rows corresponding to \(\Psi_f\), we can erase the nonzero entries corresponding \(v_{1, r_1}, \ldots, v_{n, r_1} \in V(C_1)\). Then \(nr_1\)'s appear in the diagonal by changing the rows. By \(\text{rank} \ M'' = nr_1\), we obtain the desired Smith normal form.

\[\square\]
Example 4.3. Consider the matrix $A$. The part (c) in the above proof takes the following left-most submatrix:

$$
\begin{pmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 \\
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 \\
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 \\
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
$$

Note that in the first matrix, the the first, second and third (resp. fourth, fifth and sixth) columns correspond to the odd cycle $C_1$ (resp. $C_2$), and the seventh column corresponds to the additional edge $\{v_{11}, v_{22}\}$. By arranging the rows, we obtain the second matrix. The third one is the matrix just after the application of (1).

The fourth matrix is the result after the applications of (2-1), (2-2) and (2-3). Note that the first three rows contain the vectors consisting of only one $\pm 1$. By multiplying $(-1)$ to the last column and exchanging the second and the last columns, we obtain the fifth matrix. Finally, we obtain the last matrix by applying the operation (4).

Lemma 4.4. (a) Let $e_1, \ldots, e_{2k}$ be the edges of an even cycle in $K_{r_1, \ldots, r_n}$. Then

$$w_{\rho(e_1)}, \ldots, w_{\rho(e_{2k})}$$

are linearly dependent.

(b) Let $C$ and $C'$ be two odd cycles and let $e_1, \ldots, e_{2k+1}$ (resp. $e'_1, \ldots, e'_{2k'+1}$) be the edges of $C$ (resp. $C'$).

(b-1) Assume that $C$ and $C'$ have a unique common vertex. Then

$$w_{\rho(e_1)}, \ldots, w_{\rho(e_{2k+1})}, w_{\rho(e'_1)}, \ldots, w_{\rho(e'_{2k'+1})}$$

are linearly dependent.

(b-2) Assume that $C$ and $C'$ have no common vertex but there is a path whose edges are $f_1, \ldots, f_m$ between $C$ and $C'$ connecting them. Then

$$w_{\rho(e_1)}, \ldots, w_{\rho(e_{2k+1})}, w_{\rho(e'_1)}, \ldots, w_{\rho(e'_{2k'+1})}, w_{\rho(f_1)}, \ldots, w_{\rho(f_m)}$$

are linearly dependent.

Proof. (a) By (1), we see that $\sum_{i=1}^{2k} (-1)^i w_{\rho(e_i)} = 0$. 
(b) In the case (b-1), let \( e_1 \cap e_{2k+1} \cap e'_1 \cap e'_{2k+1} \) be the unique common vertex of \( C \) and \( C' \). In the case (b-2), let \( P \) be the path connecting the vertex \( e_1 \cap e_{2k+1} \) of \( C \) and \( e'_1 \cap e'_{2k+1} \) of \( C' \). Then we see the following:

\[
\begin{align*}
\sum_{i=1}^{2k+1} (-1)^i w_{\rho(e_i)} - \sum_{i=1}^{2k+1} (-1)^i w_{\rho(e'_i)} &= 0; \\
\sum_{i=1}^{2k+1} (-1)^i w_{\rho(e_i)} - 2 \sum_{j=1}^{m} (-1)^j w_{\rho(f_j)} &= 0 \text{ if } m \text{ is even;}
\sum_{i=1}^{2k+1} (-1)^i w_{\rho(e_i)} + 2 \sum_{j=1}^{m} (-1)^j w_{\rho(f_j)} &= 0 \text{ if } m \text{ is odd.}
\end{align*}
\]

\[\square\]

5. Conic divisorial ideals of edge rings of complete multipartite graphs

In this section, we give a description of conic divisorial ideals of \( k[K_{r_1, \ldots, r_n}] \) for \( n = 3, 4 \).

5.1. Preliminaries on conic divisorial ideals of toric rings. First, we review some basic facts on conic divisorial ideals of toric rings.

Let \( C \subset \mathbb{R}^d \) be a finitely generated pointed cone defined by half-open spaces \( H_i^{(+)} \subset \mathbb{R}^d \) for \( i = 1, \ldots, m \), where \( H_i^{(+)} = \{ x \in \mathbb{R}^d : (\tau_i, x) \geq 0 \} \) for some linear form \( \tau_i \in (\mathbb{R}^d)^* \). We set \( \tau(-) : \mathbb{R}^d \to \mathbb{R}^m \) by \( \tau(x) := ((\tau_1(x), \ldots, \tau_m(x))) \). We define a monoid \( k \)-algebra \( R \) by setting

\[ R := k[C \cap \mathbb{Z}^d] = k[t^\alpha : \alpha \in C \cap \mathbb{Z}^d] \subset k[t_1, \ldots, t_d], \]

where \( t^\alpha = t_1^{\alpha_1} \cdots t_d^{\alpha_d} \) for each \( \alpha = (\alpha_1, \ldots, \alpha_d) \).

Given \( \mathbf{a} = (a_1, \ldots, a_m) \in \mathbb{R}^m \), we define the \( R \)-module \( T(\mathbf{a}) \) generated by the Laurent monomials whose exponents are in \( \{ x \in \mathbb{Z}^d : \tau(x) \geq \mathbf{a} \} \), where \( \geq \) stands for the component-wise inequality. It is known that there is an exact sequence

\[ 0 \to \mathbb{Z}^d \xrightarrow{\tau(-)} \mathbb{Z}^m \to \text{Cl}(R) \to 0, \]

where \( \text{Cl}(R) \) denotes the class group of \( R \). Hence, we see that for \( \mathbf{a}, \mathbf{a}' \in \mathbb{Z}^m \), the divisorial ideals \( T(\mathbf{a}) \) and \( T(\mathbf{a}') \) are isomorphic as \( R \)-modules if and only if there exists \( y \in \mathbb{Z}^d \) such that \( \mathbf{a} = \mathbf{a}' + \tau(y) \) (see, e.g., [5 Corollary 4.56]).

**Definition 5.1** (See, e.g., [5 Section 3]). A divisorial ideal \( T(\mathbf{a}) \) is said to be conic if there is \( x \in \mathbb{R}^d \) with \( \mathbf{a} = [\tau(x)] \), where \([\cdot]\) denotes the ceiling function and \( [(u_1, \ldots, u_m)] = ([u_1], \ldots, [u_m]) \). In other words, there is \( x \in \mathbb{R}^d \) such that \( \mathbf{a} - 1 < \tau(x) \leq \mathbf{a} \), where \( 1 = (1, 1, \ldots, 1) \).

Note that a conic divisorial ideal is determined by the elements in \( \mathbb{R}^d / \mathbb{Z}^d \) up to isomorphism since we see that \( T(\tau(x')) \cong T(\tau(x)) \) for \( x, x' \in \mathbb{R}^d \) with \( x' = x + y \) and \( y \in \mathbb{Z}^d \).

Let \( p_i = T(e_i) \), where \( e_i \in \mathbb{Z}^m \) denotes the \( i \)-th unit vector, and let us consider the prime divisor \( D_i := \text{Spec}(R/p_i) \) on \( \text{Spec} R \). Then we see that the divisorial ideal \( T(\mathbf{a}) \)
with \( a = (a_1, \ldots, a_m) \) corresponds to the Weil divisor \(- (a_1 \mathcal{D}_1 + \cdots + a_m \mathcal{D}_m)\). Moreover, by using the exact sequence \((5.1)\), we see that

\[
\mathbb{Z}^d \cong \left\{ (b_1, \ldots, b_m) \in \mathbb{Z}^m : \sum_{i=1}^m b_i \mathcal{D}_i = 0 \text{ in } \text{Cl}(R) \right\},
\]

and

\[
\mathbb{R}^d \cong \left\{ (b_1, \ldots, b_m) \in \mathbb{R}^m : \sum_{i=1}^m b_i \mathcal{D}_i = 0 \text{ in } \text{Cl}(R) \otimes \mathbb{Z} \mathbb{R} \right\}.
\]

Remark that \( \sum_{i=1}^m b_i \mathcal{D}_i = 0 \) holds if and only if \((b_1, \ldots, b_m) = \tau(x)\) for some \( x \in \mathbb{Z}^d \).

By using those descriptions, we can characterize what kinds of elements in \( \text{Cl}(R) \) correspond to conic divisorial ideals as follows. (See \[14 \text{ Subsection 2.1}].)

**Lemma 5.2** (See \[3 \text{ Corollary 1.2} \] and \[21 \text{ Proposition 3.2.3} \]). There exists a one-to-one correspondence among the following objects:

1. a conic divisorial ideal \( T(a_1, \ldots, a_m) \);
2. an \( \mathbb{R} \)-divisor \( \sum_{i=1}^m \delta_i \mathcal{D}_i \) with \((\delta_1, \ldots, \delta_m) \in (-1,0]^m \) up to equivalence, where we say that two \( \mathbb{R} \)-divisors are equivalent if their difference is in \((5.2)\);
3. a full-dimensional cell of the decomposition of the semi-open cube \((-1,0]^d\) by hyperplanes \( H_{i,q} = \{ x \in \mathbb{R}^d : \tau_i(x) = q \} \) for some \( q \in \mathbb{Z} \) and \( i = 1, \ldots, m \).

We identify the cell \( \bigcap_{i=1}^m L_{i,a_i} \) with \( T(a_1, \ldots, a_m) \), where

\[
L_{i,a_i} = \{ x \in \mathbb{R}^d : a_i - 1 < \tau_i(x) \leq a_i \}.
\]

### 5.2. Hyperplanes of the cone associated to \( P_{K_{r_1, \ldots, r_n}} \).

In what follows, we consider \( G = K_{r_1, \ldots, r_n} \) with \( 1 \leq r_1 \leq \cdots \leq r_n \), and assume that \( n = 3 \) with \( r_1 \geq 2 \) or \( n \geq 4 \). Note that \( G \) is non-bipartite. Let \( V(G) = \bigcup_{i=1}^n V_i \) with \( |V_i| = r_i \), let \( V_i = \{ v_{i1}, \ldots, v_{ir_i} \} \) and let \( E(G) = \{ \{a,b\} : a \in V_i, b \in V_j \text{ for } 1 \leq i \neq j \leq n \} \).

In the sequel, we identify the entry of \( \mathbb{R}^d \) with the vertex of \( G \) and assume that \( v_{n,r_n} \) corresponds to the last \((d\text{-th})\) coordinate of \( \mathbb{R}^d \).

Let \( \pi : \mathbb{R}^d \to \mathbb{R}^{d-1} \) with \( \pi(x_1, \ldots, x_d) = (x_1, \ldots, x_{d-1}) \). For the proof of Theorem \[160\], we replace \( P_G \) by the projected polytope \( \pi(P_G) \). Let

\[
C_G = \mathbb{Z}_{\geq 0}\{ (\alpha, 1) \in \mathbb{Z}^d : \alpha \in \pi(P_G) \cap \mathbb{Z}^{d-1} \}
\]

and consider the monoid \( C_G \cap \mathbb{Z}^d \).

First, we observe how the supporting hyperplanes of \( C_G \) look like. We see that the variable “\( x_d \)” in \( P_G \) changes into “\( 2x_d - \sum_{i=1}^{d-1} x_i \)” since \( \sum_{i=1}^d x_i = 2 \) holds. Hence, by \( (5.2) \), the system of supporting hyperplanes of \( C_G \) becomes as follows:

\[
x_i \geq 0 \quad (i = 1, \ldots, d - 1), \quad 2x_d - \sum_{i=1}^{d-1} x_i \geq 0,
\]

\[
x_d - \sum_{j \in V_i} x_j \geq 0 \quad (i = 1, \ldots, n - 1), \quad \sum_{k \in V(G) \setminus V_n} x_k - x_d \geq 0.
\]

Apply the following unimodular transformation:

\[
x_i \mapsto y_i \quad \text{for } i = 1, \ldots, d - 1, \quad \text{and } \sum_{k \in V(G) \setminus V_n} x_k - x_d \mapsto y_d.
\]
Then (5.3) changes as follows:
\[
y_i \geq 0 \ (i = 1, \ldots, d),
\]
\[-y_d + \sum_{k \in V \setminus (V \cup V_u)} y_k \geq 0 \ (i = 1, \ldots, n-1),
\]
\[-2y_d + \sum_{k \in V \setminus V_n} y_k - \sum_{u \in V \setminus \{v_n, r_n\}} y_u \geq 0.
\] (5.4)

Let \( C'_G = \{ x \in \mathbb{R}^d : x \text{ satisfies all inequalities in (5.4)} \}. \)

Since the edge ring \( k[G] \) is unimodularly equivalent to the monoid \( k[ C'_G \cap \mathbb{Z}^d ] \), we consider \( C'_G \).

In what follows, let
\[
(\mathbb{R}^d) \ni \tau_i = \begin{cases} e_i, & \text{for } i = 1, \ldots, d, \\ \sum_{k \in \mathbb{V} \setminus V_n} e_k - \sum_{\ell \in V_{i,d}} e_{\ell} - e_d, & \text{for } i = d + 1, \ldots, d + n. \end{cases} \quad (5.5)
\]

Then each inequality in (5.4) corresponds to \( \langle \tau_i, y \rangle \geq 0 \), where \( y = (y_1, \ldots, y_d) \).

5.3. **Proof of Theorem 1.5.** Before proving Theorem 1.5, we describe \( C(r_1, \ldots, r_n) \) more explicitly for small \( n \)’s.

**Example 5.3.** Let \( n = 3 \). Then
\[
C(r_1, r_2, r_3) = \{(z_1, z_2, z_3) \in \mathbb{R}^3 : -r_2 \leq z_1 - z_2 \leq r_1, -r_3 \leq z_1 - z_3 \leq r_1, -r_3 \leq z_2 - z_3 \leq r_2, -r_2 + 1 \leq z_1 \leq 1, -r_1 + 1 \leq z_2 \leq 1, -r_3 + 1 \leq z_1 + z_2 - z_3 \leq 1\}. \quad (5.6)
\]

Note that the inequality \(-r_2 + 1 \leq z_1 \leq 1\) (resp. \(-r_1 + 1 \leq z_2 \leq 1\)) comes from the second family in (1.1) with \( I = \{1\} \) (resp. \( I = \{2\} \)) and \( J = \emptyset \) and the inequality \(-r_3 + 1 \leq z_1 + z_2 - z_3 \leq 1\) comes from the third family in (1.1) with \( I = \{1, 2\} \) and \( J = \{3\} \).

Let \( n = 4 \). Then
\[
C(r_1, r_2, r_3, r_4) = \{(z_1, z_2, z_3, z_4) \in \mathbb{R}^4 : -r_j \leq z_i - z_j \leq r_i \text{ for } 1 \leq i < j \leq 4, \\
- \sum_{j \in \{1, 2, 3\} \setminus \{i\}} r_j + 1 \leq z_i \leq 1 \text{ for } i = 1, 2, 3, \\
-2r_k \leq z_i + z_j - z_k \leq 2 \text{ for } \{i, j, k\} = \{1, 2, 3\}, \\
- r_k - r_4 + 1 \leq z_i + z_j - z_4 \leq 1 \text{ for } \{i, j, k\} = \{1, 2, 3\}, \\
-2r_4 \leq z_1 + z_2 + z_3 - 2z_4 \leq 2\}. \quad (5.7)
\]

Note that the third family of the inequalities \(-2r_k \leq z_i + z_j - z_k \leq 2\) (as well as the fourth one) for \( \{i, j, k\} = \{1, 2, 3\} \) is regarded as three inequalities.

Theorem 1.5 directly follows from Lemma 5.4, Proposition 5.5, and Lemma 5.6 below.

**Lemma 5.4.** Let \( c = (c_1, \ldots, c_n) \in \mathbb{Z}^n \). Assume that the following conditions (a) and (b) are equivalent:

(a) there exists \( x \in (-1, 0]^d \) such that \( c_j - 1 < \langle \tau_{d+j}, x \rangle \leq c_j \) holds for \( j = 1, \ldots, n \);
(b) \( c \in C(r_1, \ldots, r_n) \cap \mathbb{Z}^n \).

Then the conic divisorial ideals one-to-one correspond to the points in \( C(r_1, \ldots, r_n) \cap \mathbb{Z}^n \).
Proof. Let \( m = d + n \).

Conic \( \Rightarrow C(r_1, \ldots, r_n) \): Take any \( a = (a_1, \ldots, a_m) \in \text{Cl}(R) \subset \mathbb{Z}^m \) (cf. 5.2) corresponding to a conic divisorial ideal \( T(a) \).

We consider the decomposition of the semi-open cube \((-1,0]^d \) cut by the hyperplanes defined from \( \tau_i \) \( (i = 1, \ldots, m) \) in 5.3. More precisely, by identifying a conic divisorial ideal \( T(a_1, \ldots, a_m) \) with a full-dimensional cell of the decomposition \( \bigcap_{i=1}^m L_{i,a_i} \), where \( L_{i,a_i} = \{ x \in \mathbb{R}^d : a_i - 1 < \langle \tau_i, x \rangle \leq a_i \} \) for \( i = 1, \ldots, m \), we analyze which \( (a_1, \ldots, a_m) \) \( \in \mathbb{Z}^m \) defines a conic divisorial ideal.

Here, we notice that \( \bigcap_{i=1}^d L_{i,a_i} \subset (-1,0]^d \) holds if and only if \( a_1 = \cdots = a_d = 0 \), and in this case, we have \( \bigcap_{i=1}^d L_{i,a_i} = (-1,0]^d \). Hence, we see that \( a_1 = \cdots = a_d = 0 \) and we may discuss the remaining linear forms \( \tau_{d+1}, \ldots, \tau_{d+n} \).

In what follows, we show that \( (a_{d+1}, \ldots, a_{d+n}) \in C(r_1, \ldots, r_n) \cap \mathbb{Z}^n \). By definition of \( \bigcap_{i=1}^m L_{i,a_i} \) and since it becomes full-dimensional, we see that

\[
a_{d+i} - 1 < \langle \tau_{d+i}, y \rangle \leq a_{d+i} \quad \text{for} \quad i = 1, \ldots, n,
\]

where \( y = (y_1, \ldots, y_d) \) and \(-1 < y_i \leq 0 \) for each \( i = 1, \ldots, d \). Therefore, we conclude that \( (a_{d+1}, \ldots, a_{d+n}) \in C(r_1, \ldots, r_n) \cap \mathbb{Z}^n \) since (a) implies (b).

\( C(r_1, \ldots, r_n) \Rightarrow \text{conic}: \) Take any \( a \in C(r_1, \ldots, r_n) \cap \mathbb{Z}^n \). We show that a divisorial ideal \( T(0, \ldots, 0, a_1, \ldots, a_n) \) is conic. For this purpose, we prove that an \( \mathbb{R} \)-divisor \( \sum_{i=1}^m b_i D_i \) which is equivalent to \(-\sum_{i=1}^n a_i D_{d+i} \) satisfies that \(-1 < b < 0 \) (see Lemma 5.2). By definition, we have \( b_i + a_i - d = \langle \tau_i, x \rangle \) for each \( i = 1, \ldots, m \) for some \( x \in \mathbb{R}^d \), where we let \( a_j = 0 \) if \( j \leq 0 \). Here, we have \( b_i = \langle \tau_i, x \rangle = x_i \) for \( i = 1, \ldots, d \). Since we can choose \( x \in \mathbb{R}^d \) up to \( \mathbb{R}^d / \mathbb{Z}^d \), we may assume that \(-1 < x_i \leq 0 \) for \( i = 1, \ldots, d \). Hence, \(-1 < b_i \leq 0 \) holds for \( i = 1, \ldots, d \).

By \( a \in C(r_1, \ldots, r_n) \cap \mathbb{Z}^n \), since (b) implies (a), we see that \( a_j - 1 < \langle \tau_{d+j}, x \rangle \leq a_j \) holds for each \( j = 1, \ldots, n \). Hence,

\[
-1 < b_j = \langle \tau_{d+j}, x \rangle - a_j \leq 0 \quad \text{for} \quad j = 1, \ldots, n,
\]

as desired. \( \square \)

**Proposition 5.5.** The implication (a) \( \Rightarrow \) (b) in Lemma 5.4 holds for any \( n \).

Proof. On the first family of the inequalities in 5.1, since we have \( \langle \tau_{d+i}, x \rangle \leq c_i < \langle \tau_{d+i}, x \rangle + 1 \) for each \( i = 1, \ldots, n \) by our assumption, we see that

\[
\langle \tau_{d+j} - \tau_{d+i}, x \rangle - 1 < c_j - c_i < \langle \tau_{d+j} - \tau_{d+i}, x \rangle + 1
\]

for each \( 1 \leq i, j \leq n \). Here, we observe that

\[
\tau_{d+j} - \tau_{d+i} = \sum_{k \in V_i} e_k - \sum_{\ell \in V_j} e_{\ell} \quad \text{for} \quad 1 \leq i, j \leq n.
\]  

(5.8)

Hence, we obtain that

\[
-r_i - 1 < \sum_{k \in V_i} x_k - \sum_{\ell \in V_j} x_{\ell} - 1 = \langle \tau_{d+j} - \tau_{d+i}, x \rangle - 1
\]

\[
< c_j - c_i < \langle \tau_{d+j} - \tau_{d+i}, x \rangle + 1 = \sum_{k \in V_i} x_k - \sum_{\ell \in V_j} x_{\ell} + 1 < r_j + 1
\]

for each \( 1 \leq i, j \leq n \).
On the second family, for \( I, J \subseteq [n-1] \) with \( |I| = |J| + 1 \) and \( I \cap J = \emptyset \), where \( J \) is regarded as a multi-set, it follows from (5.8) that

\[
\sum_{i \in I} \tau_{d+i} - \sum_{j \in J} \tau_{d+j} = \tau_{d+i_0} + \sum_{\ell \in \cup_{i \in I} V_i} e_{\ell} - \sum_{k \in (\cup_{i \in I} V_i) \setminus V_{i_0}} e_k
\]

where \( i_0 \in I \) and \( \cup_{j \in J} V_j \) is regarded as a multi-set. Similarly to the above discussions, we obtain that

\[
\sum_{i \in I} c_i - \sum_{j \in J} c_j < \left( \sum_{i \in I} \tau_{d+i} - \sum_{j \in J} \tau_{d+j}, x \right) + |I| < 1 + |J| = |J| + 2, \quad \text{and}
\]

\[
\sum_{i \in I} c_i - \sum_{j \in J} c_j > \left( \sum_{i \in I} \tau_{d+i} - \sum_{j \in J} \tau_{d+j}, x \right) - |J| > -|I| - \sum_{i \in [n-1] \setminus I} r_i - \sum_{j \in J} r_j.
\]

(5.9)

On the third family, for \( I \subseteq [n-1] \) and \( J \subseteq [n] \) with \( |I| = |J| + 1, n \in J \) and \( I \cap J = \emptyset \), since we see from \( n \in J \) that

\[
\sum_{i \in I} \tau_{d+i} - \sum_{j \in J} \tau_{d+j} = \sum_{k \in (V \setminus (\cup_{i \in I} V_i))} e_k + \sum_{\ell \in (\cup_{j \in J} V_j) \setminus \{v_n, r_n\}} e_{\ell},
\]

we obtain the conclusion by slightly modifying the estimation from (5.9).

\( \square \)

**Lemma 5.6.** The implication \((b) \Rightarrow (a)\) in Lemma 5.4 holds if \( n = 3 \) or \( n = 4 \).

**Proof.** Let \( n = 3 \). Then \( \mathcal{C}(r_1, r_2, r_3) \) is explicitly described as in (5.6). By the direct computation, we can list the vertices of \( \mathcal{C}(r_1, r_2, r_3) \) as follows:

\[
(1,1,1), \ (1,1,r_3+1), \ (1,-r_1+1,-r_1+r_3+1), \ (-r_2+1,1,-r_2+r_3+1),
\]

\[
(-r_2+1,-r_1+1,-r_1-r_2+1), \ (-r_2+1,-r_1+1,-r_1-r_2+r_3+1),
\]

\[
(1,-r_1+1,-r_1+1), \ (-r_2+1,1,-r_2+1).
\]

As mentioned in Remark 5.7 below, it suffices to show the existence of \( x \) satisfying (a) for those vertices. Given \( x \in (-1,0]^d \), let

\[
y_1 = \sum_{k \in V_1} x_k, \ y_2 = \sum_{k \in V_2} x_k, \ y_3 = \sum_{k \in V_3} x_k - x_d, \text{ and } y_d = x_d.
\]

(Remark that \( d = |V| = |V_1| + |V_2| + |V_3| = r_1 + r_2 + r_3 \).) In our case, it suffices to show that for each vertex \((c_1, c_2, c_3) \in \mathcal{C}(r_1, r_2, r_3)\), there is \( y = (y_1, y_2, y_3, y_d) \in (-r_1,0] \times (-r_2,0] \times (-r_3+1,0]^d \times (-1,0] \) such that

\[
c_1 - 1 < y_2 - y_d \leq c_1, \ c_2 - 1 < y_1 - y_d \leq c_2 \text{ and } c_3 - 1 < y_1 + y_2 - y_3 - 2y_d \leq c_3.
\]
We list how to choose such $y$’s for each vertex as follows:

$$(1, 1, 1) : y = (0, 0, 0, -\epsilon), \quad (1, 1, r_3 + 1) : y = (0, 0, -r_3 + 1 + \epsilon, -1 + \epsilon),$$

$$(1, -r_1 + 1, -r_1 + r_3 + 1) : y = (-r_1 + \epsilon, 0, -r_3 + 1 + \epsilon, -1 + \epsilon),$$

$$(r_2 + 1, 1, -r_2 + r_3 + 1) : y = (0, -r_2 + \epsilon, -r_3 + 1 + \epsilon, -1 + \epsilon),$$

$$(r_2 + 1, -r_1 + 1, -r_1 - r_2 + 1) : y = (-r_1 + \epsilon, -r_2 + \epsilon, 0, -\epsilon),$$

$$(r_2 + 1, -r_1 + 1, -r_1 - r_2 + r_3 + 1) : y = (-r_1 + \epsilon, -r_2 + \epsilon, -r_3 + 1 + \epsilon, -1 + \epsilon),$$

$$(1, -r_1 + 1, -r_1 + 1) : y = (-r_1 + \epsilon, 0, 0, -\epsilon),$$

$$(r_2 + 1, 1, -r_2 + 1) : y = (0, -r_2 + \epsilon, 0, -\epsilon),$$

where $\epsilon > 0$ is sufficiently small.

For the case $n = 4$, we may apply the same discussions as above by using (5.7), although the computations become much more complicated. \hfill \Box

Remark 5.7. For the proof of the implication (b) $\Rightarrow$ (a) in Lemma 5.4 it is enough to show that (a) holds only for each vertex $c$ of $G(r_1, \ldots, r_n)$. In fact, once we can check (a) for all vertices, for any $c \in G(r_1, \ldots, r_n)$ written like $c = \sum_{v \in V(C)} r_v v$, where $V(C)$ denotes the set of vertices and $r_v \geq 0$ with $\sum_{v \in V(C)} r_v = 1$, since there is $x_v \in \{-1, 0\}^d$ with $c_j - 1 < \langle \tau_{d+j}, x_v \rangle \leq c_j$ ($j = 1, \ldots, n$) for each $v \in V(C)$, we may set $x = \sum_{v \in V(C)} r_v x_v$. Then we can check $c_j - 1 < \langle \tau_{d+j}, x \rangle \leq c_j$ for each $j$.

6. NCCR of Gorenstein edge rings of complete multipartite graphs

Finally, in this section, we give an NCCR for $\mathbb{k}[K_{2,2,2}]$ and $\mathbb{k}[K_4]$, i.e., we prove Theorem 1.7. Before it, we recall the definition of NCRs.

Definition 6.1. Let $A$ be a CM normal domain, let $M \neq 0$ be a reflexive $A$-module, and let $E = \text{End}_A(M)$.

- We call $E$ a non-commutative resolution (NCR, for short) of $A$ if the global dimension of $E$ is finite.
- Assume that $A$ is Gorenstein. Then $E$ is said to be a non-commutative crepant resolution (NCCR, for short) of $A$ if $E$ is an NCR and $E$ is a maximal CM $A$-module.

It scarcely happens that $E = \text{End}_A(M_C)$ is an NCCR even if we know that $E$ is an NCR, where $M_C$ is the direct sum of all conic divisorial ideals. In principle, we have to remove some direct summands from $M_C$ to make $E$ an NCCR of $A$ (see, e.g., [14] and [17]). In what follows, we will provide how to choose direct summands of $M_C$.

6.1. Preliminaries on non-commutative resolutions. For our propose, we recall the methods developed in [22]. We restrict the objects to the edge rings of complete multipartite graphs, although the theory in [22] can be applied for more general objects.

Let $R = \mathbb{k}[K_{r_1, \ldots, r_n}]$, where we assume that $n = 3$ with $r_1 \geq 2$ or $n \geq 4$. Namely, we have $\text{Cl}(R) \cong \mathbb{Z}^n$ by Theorem 1.3. As before, let $d = \sum_{i=1}^n r_i$ and let $m = d + n$. Let $G = \text{Hom}(\text{Cl}(R), \mathbb{k}^\times) \cong (\mathbb{k}^\times)^n$, where $\mathbb{k}^\times = \mathbb{k} \setminus \{0\}$. Let $X(G)$ denote the character group of $G$. Then we know that $\text{Cl}(R) \cong X(G)$. By using the surjection from $\mathbb{Z}^m$ to $\text{Cl}(R) \cong X(G)$ (see (5.1)), we can send each prime divisor $D_i$ to $X(G)$, and we denote its image by $\beta_i$ for each $i = 1, \ldots, m$. Let $V_x$ be the corresponding irreducible representation
of a character $\chi \in X(G)$. We define the action of $G$ on $S = k[x_1, \ldots, x_m]$ by $g \cdot x_i = \beta_i(g)x_i$ for $g \in G$. Then we see that $R = S^G$.

As discussed in [22, Section 10], we can write conic divisorial ideals by using those as follows. Let $\mathcal{A} = \text{mod}(G, S)$ be the category of finitely generated $G$-equivariant $S$-modules. Given $\chi \in X(G)$, let

$$P_\chi = V_\chi \otimes_k S \quad \text{and} \quad M_\chi = P_\chi^G.$$ 

Then $P_\chi \in \mathcal{A}$. Note that $\chi$ corresponds to a Weil divisor $\sum_{i=1}^m a_i D_i$ and we have $M_{-\chi} \cong T(a_1, \ldots, a_m)$. For a subset $\mathcal{L} \subset X(G)$, let

$$P_\mathcal{L} = \bigoplus_{\chi \in \mathcal{L}} P_\chi \quad \text{and} \quad \Lambda_\mathcal{L} = \text{End}_{\mathcal{A}}(P_\mathcal{L}).$$

Moreover, for $\chi \in X(G)$, let $P_{\mathcal{L}, \chi} = \text{Hom}_{\mathcal{A}}(P_\mathcal{L}, P_\chi)$. Furthermore, let

$$M_{\mathcal{L}} = \bigoplus_{\chi \in \mathcal{L}} M_\chi \quad \text{and} \quad E = \text{End}(M_{\mathcal{L}}).$$

Our goal is to choose $\mathcal{L}$ such as $E$ becomes an NCCR. For this propose, we use the following lemmas:

**Lemma 6.2 ([22, Lemma 10.1]).** If $\text{pdim}_{\Lambda_\mathcal{L}} P_{\mathcal{L}, \chi}$ is finite for all $\chi \in X(G)$, then $\text{gldim} \Lambda_\mathcal{L}$ is also finite.

Let $Y(G)$ denote the group of one-parameter subgroups of $G$. Note that $Y(G) \cong \mathbb{Z}^n$. Let $Y(G)_\mathbb{R} = Y(G) \otimes_\mathbb{Z} \mathbb{R} \cong \mathbb{R}^n$. We say that $\chi \in X(G)$ is separated from $\mathcal{L}$ by $\lambda \in Y(G)_{\mathbb{R}}$ if it holds that $\langle \lambda, \chi \rangle < \langle \lambda, \chi' \rangle$ for each $\chi' \in \mathcal{L}$.

To prove the finiteness of $\text{pdim}_{\Lambda_\mathcal{L}} P_{\mathcal{L}, \chi}$ for all $\chi \in X(G)$, we use the following:

**Lemma 6.3 ([22, Lemma 10.2]).** Let $\chi \in X(G)$ be separated from $\mathcal{L}$ by $\lambda \in Y(G)_{\mathbb{R}}$. Then we obtain the acyclic complex

$$0 \to \bigoplus_{\mu_1} P_{\mathcal{L}, \mu_1} \to \cdots \to \bigoplus_{\mu_d} P_{\mathcal{L}, \mu_d} \to P_{\mathcal{L}, \chi} \to 0,$$

where for each $p \in [d_\lambda]$ with $d_\lambda = |\{ i \in [m] : \langle \beta_i, \lambda \rangle > 0 \}|$, we let $\mu_p = \chi + \beta_{i_1} + \cdots + \beta_{i_p}$ with $\{i_1, \ldots, i_p\} \subset [m]$.

By using this lemma, we see the following:

**Lemma 6.4.** If $\text{pdim}_{\Lambda_\mathcal{L}} P_{\mathcal{L}}$ is finite for each $\chi \in \mathcal{L}$, where $\mathcal{L} \subset \tilde{\mathcal{L}} \subset X(G)$, then $\text{pdim}_{\Lambda_\mathcal{L}} P_{\mathcal{L}, \chi}$ is finite for all $\chi \in X(G)$.

Thus, one of our goals is to show the finiteness of $\text{pdim}_{\Lambda_\mathcal{L}} P_{\mathcal{L}}$ for each $\chi \in \tilde{\mathcal{L}}$ to verify $\text{gldim} E < \infty$ for a given $\tilde{\mathcal{L}}$.

Another goal is to show that $E$ is an MCM $R$-module. For this, we use the following:

**Lemma 6.5.** Assume that $\mathcal{L}$ satisfies the following two conditions:

- $\chi - \chi' \in \tilde{\mathcal{L}}$ for any $\chi, \chi' \in \mathcal{L}$;
- $M_\chi$ is an MCM $R$-module for any $\chi \in \tilde{\mathcal{L}}$.

Then $E$ is an MCM $R$-module.
6.2. Proof of Theorem 1.7. This subsection is devoted to giving a proof of Theorem 1.7.

First, let us describe the set of conic divisorial ideals in the cases $K_{2,2,2}$ and $K_4$. The direct computations imply that those correspond to the following set of the lattice points by Theorem 1.6.

$$
\mathcal{C}(2,2,2) \cap \mathbb{Z}^3 = \{ \pm(1,1,a) : a = 1,2,3 \} \cup \{ \pm(1,0,a), \pm(0,1,a) : a = 0,1,2 \}
\cup \{ \pm(-1,1,a), (0,0,a) : a = -1,0,1 \},
$$

$$
\mathcal{C}(1,1,1) \cap \mathbb{Z}^4 = \{ \pm(1,1,1,2) \} \cup \{ (\alpha,1) : \alpha \in \{0,1\} \} \cup \{ \pm(1,0,0,0), \pm(0,1,0,0), \pm(0,0,1,0), (0,0,0,0) \}.
$$

As in Theorem 1.7, let

$$
\mathcal{L} = \{(0,0,-1),(0,0,0),(1,0,0),(1,-1,0),(1,0,1),(0,-1,-1),(1,-1,1),(0,-1,-2)\}
$$

if $G = K_{2,2,2}$, and

$$
\mathcal{L} = \{(0,0,0,0),(1,0,0,0),(1,0,0,1),(1,1,0,1),(1,1,1,2)\}
$$

if $G = K_4$. We set

$$
\tilde{\mathcal{L}} = \mathcal{C}(2,2,2) \cap \mathbb{Z}^3 \text{ if } G = K_{2,2,2}, \text{ and }
$$

$$
\tilde{\mathcal{L}} = \mathcal{C}(1,1,1) \cap \mathbb{Z}^3 \cup \{ \pm(0,1,1,2) \} \text{ if } G = K_4.
$$

One can check by Macaulay2 (9) that the divisorial ideals corresponding to $\pm(0,1,1,2)$ are MCM $k[K_4]$-modules. Moreover, one can also verify that $\chi - \chi' \in \tilde{\mathcal{L}}$ holds for $\chi, \chi' \in \mathcal{L}$ in both cases. Note that all conic divisorial ideals are rank one MCMs. Hence, $E$ is an MCM by Lemma 6.5.

Our remaining task is to show that $\text{gldim } E < \infty$. By Lemmas 6.2, 6.3 and 6.4, we can conclude this if the following procedures terminate:

1. Choose $\chi \in \tilde{\mathcal{L}} \setminus \mathcal{L}$. (Note that $\text{pdim}_{\Lambda'} P_{\mathcal{L},\chi} = 0$ if $\chi \in \mathcal{L}$.)
2. Find $\lambda \in \mathcal{L}(G)_{\mathbb{R}}$ such that $\chi$ is separated from $\mathcal{L}$ by $\lambda$ and $\chi + \beta_1 + \cdots + \beta_p \in \mathcal{L}$ for any $\{t_1, \ldots, t_p\} \subset [m]$ with $\langle \beta_j, \lambda \rangle > 0$ for each $j$.
3. If $\mathcal{L} \cup \{\chi\} = \tilde{\mathcal{L}}$, then terminate the procedure. Otherwise, replace $\mathcal{L}$ by $\mathcal{L} \cup \{\chi\}$ and go back to (1).

For a while, we consider the case $K_{2,2,2}$. Then one has $m = d + n = 6 + 3 = 9$. For the computations of $\beta_1, \ldots, \beta_9$, since we have

$$
\sum_{j=1}^{9} \langle \tau_j, e_1 \rangle D_j = D_1 + D_8 + D_9 = 0, \quad \sum_{j=1}^{9} \langle \tau_j, e_2 \rangle D_j = D_2 + D_8 + D_9 = 0,
$$

$$
\sum_{j=1}^{9} \langle \tau_j, e_3 \rangle D_j = D_3 + D_7 + D_9 = 0, \quad \sum_{j=1}^{9} \langle \tau_j, e_4 \rangle D_j = D_4 + D_7 + D_9 = 0,
$$

$$
\sum_{j=1}^{9} \langle \tau_j, e_5 \rangle D_j = D_5 - D_9 = 0, \quad \sum_{j=1}^{9} \langle \tau_j, e_6 \rangle D_j = D_6 - D_7 - D_8 - 2D_9 = 0,
$$

where $e_1, \ldots, e_6 \in \mathbb{R}^6$ denote the unit vectors of $\mathbb{R}^6$ and $\tau_j$'s are as in (5.5), by letting $D_7 = (1,0,0)$, $D_8 = (0,1,0)$ and $D_9 = (0,0,1)$, we obtain that

$$
D_1 = D_2 = (0, -1, -1), \quad D_3 = D_4 = (-1, 0, -1), \quad D_5 = (0, 0, 1) \text{ and } D_6 = (1, 1, 2).
$$
Hence, we can choose $\beta_1, \ldots, \beta_9$ as the following multi-set:

$$\{\beta_1, \ldots, \beta_9\} = \{(1,0,0),(0,1,0),(0,0,1) \times 2,(0,-1,-1) \times 2,(-1,0,-1) \times 2,(1,1,2)\},$$

where $\times 2$ stands for the duplicate.

We list the ordering of choices of $\chi \in \tilde{L} \setminus L$ and the corresponding $\lambda$ as follows:

| $\chi$       | $\lambda$       | $\chi$       | $\lambda$       | $\chi$       | $\lambda$       |
|-------------|-----------------|-------------|-----------------|-------------|-----------------|
| $(0,-1,0)$  | $(1,1,-1)$      | $(-1,-1,-1)$| $(1,0,0)$       | $(-1,1,1)$  | $(0,-1,0)$      |
| $(1,1,1)$   | $(0,-1,0)$      | $(-1,0,-1)$ | $(1,0,0)$       | $(-1,0,-2)$ | $(0,-1,1)$      |
| $(-1,-1,-2)$| $(1,0,0)$       | $(-1,1,0)$  | $(0,-1,0)$      | $(-1,-1,-3)$| $(0,0,1)$       |
| $(0,1,1)$   | $(0,-1,0)$      | $(0,1,0)$   | $(0,-1,0)$      | $(1,0,2)$   | $(0,1,-1)$      |
| $(0,0,1)$   | $(1,1,-1)$      | $(-1,0,0)$  | $(1,1,-1)$      | $(1,-1,1)$  | $(0,-1,-1)$     |
| $(0,1,2)$   | $(0,-1,0)$      | $(1,1,2)$   | $(0,0,-1)$      | $(1,1,3)$   | $(0,0,-1)$      |

We read off the lines from top to bottom of the left-most table at first and go to the right. By this ordering, we can directly check that the procedure terminates.

For example, at first, for $(0,-1,0) \in \tilde{L} \setminus L$, we let $\lambda = (1,1,-1)$, and we see that $-1 = \langle \lambda, (0,-1,0) \rangle < \langle \lambda, \chi' \rangle$ for each $\chi' \in L$ since $\langle \lambda, \chi' \rangle \in \{0,1\}$ for each $\chi'$. Moreover, we also have $\langle \beta, \lambda \rangle > 0$ for $\beta \in \{\beta_1, \ldots, \beta_9\}$ if and only if $\beta \in \{(1,0,0),(0,1,0)\}$ and we can check that all of $\chi + (1,0,0)$, $\chi + (0,1,0)$ and $\chi + (1,1,0)$ belong to $L$. Thus, we add $(0,-1,0)$ to $L$. Next, take $\chi = (1,1,1) \in L \setminus L$ and let $\lambda = (0,-1,0)$. Then we see that $-1 = \langle \lambda, \chi \rangle < \langle \lambda, \chi' \rangle$ for each $\chi' \in L$ since $\langle \lambda, \chi' \rangle \in \{0,1\}$ for each $\chi'$. Moreover, we also have $\langle \beta, \lambda \rangle > 0$ if and only if $\beta \in \{(0,-1,-1) \times 2\}$ and $\chi + (0,-1,-1)$ and $\chi + (0,-2,-2)$ belong to $L$. Thus, we add $(1,1,1)$ to $L$. We repeat this procedure until $L$ concides with $\tilde{L}$.

In the case $K_4$, one has $m = 4 + 4 = 8$. Since the method for the proof is completely the same as the case of $K_{2,2,2}$, we just list $\{\beta_1, \ldots, \beta_8\}$, the ordering of choices of $\chi \in \tilde{L} \setminus L$ and the corresponding $\lambda$ below:

$$\{\beta_1, \ldots, \beta_8\} = \{(1,0,0,0),(0,1,0,0),(0,0,1,0),(0,0,0,1),$$

$$(1,1,1,2),(0,-1,-1,-1),(-1,0,-1,-1),(-1,-1,0,-1)\};$$

We read off the lines from top to bottom of the left-most table at first and go to the right. By this ordering, we can directly check that the procedure terminates.
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