Noninvasive Detection of Appliance Utilization Patterns in Residential Electricity Demand †
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Abstract: Smart meters with automatic meter reading functionalities are becoming popular across the world. As a result, load measurements at various sampling frequencies are now available. Several methods have been proposed to infer device usage characteristics from household load measurements. However, many techniques are based on highly intensive computations that incur heavy computational costs; moreover, they often rely on private household information. In this paper, we propose a technique for the detection of appliance utilization patterns using low-computational-cost algorithms that do not require any information about households. Appliance utilization patterns are identified only from the system status behavior, represented by large system status datasets, by using dimensionality reduction and clustering algorithms. Principal component analysis, k-means, and the elbow method are used to define the clusters, and the minimum spanning tree is used to visualize the results that show the appearance of utilization patterns. Self-organizing maps are used to create a system status classifier. We applied our techniques to two public datasets from two different countries, the United Kingdom (UK-DALE) and the US (REDD), with different usage patterns. The proposed clustering techniques enable effective demand-side management, while the system status classifier can detect appliance malfunctions only through system status analyses.
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1. Introduction

The use of residential appliances is directly affected by the daily and weekly routines of people who live in the house. School and work schedules, eating habits, laundry, and other personal preferences or schedules affect the electricity demand in different households. Currently, with the social distancing imposed in most countries because of the COVID-19 pandemic, many of these patterns have changed; see, for instance, [1]. New appliances, remote work, and lockdowns have led to more people staying at home and thus have changed individual and aggregate daily consumption profiles. In general, personal routines are not easy to change, especially when it refers to what people do inside their homes; thus, automated solutions might be beneficial to manage the electric load demand [2,3]. From this perspective, it is clear that studying patterns of consumption is very important at present.
With the recent advances in disaggregation algorithms and the Internet of Things (IoT) [4], the system status can be obtained in a nonintrusive way, with only the information of the total power demand recorded by the smart meter. Feedback on the system status behavior could be offered either by the energy supplier itself or by a consultant company, always with the consent of the customer. By the detailed detection of the utilization patterns [5,6], it is possible to gain a better understanding of consumers’ habits and provide feedback, such as individual contracts, using real-time mobile applications with suggestions to improve the energy efficiency of the residence. This can be a motivating factor for more people to agree on having their residence monitored. In this context, several studies have already been performed on the demand side with the aim to characterize and classify the consumers in order to improve the energy efficiency [7–10]. In [11], for example, eighteen characteristics of the household and its occupants have been inferred from aggregated power measurements, with accuracy levels reaching over 80%. All these studies were conducted using intrusive monitoring to determine the system status, but, most importantly, by using other information about the house occupants and appliance characteristics to derive conclusions. This work describes a technique for the detection of utilization patterns using low-computational-cost algorithms, but unlike other works already published no further information about the appliances or occupants of the house is used.

With the large storage capacity available in clouds and several load monitoring programs [11–13], several data sets are now available with real house samplings and with a high quality of information, such as sampling periods from minutes to seconds, different harmonic ranges and monitoring periods, and other interesting characteristics. Some of the public data sets contain the model and manufacturer of the appliances, for example. Moreover, with the advancements in Information and Communication Technologies (ICTs), it has become feasible to process such a large amount of data [4,14–16].

The present work follows these lines and focuses on the detection of the utilization patterns of different appliances by using two strategies in steps: first, by using only linear and nonparametric algorithms (PCA, k-means clustering, and Minimum Spanning Tree methods) [17,18], the existence of appliance clusters is investigated, and a methodology for defining the groups of appliances inside each group is established. Second, by using nonlinear methods, specifically Self Organizing Maps (SOM), the possibility of using a trained map as a status classifier is explored.

In specific terms, we start from a relatively large set of system states (the larger, the better) and use an established dimensionality reduction method, followed by clustering algorithms, to find utilization patterns. These patterns are represented by groups of appliances that are statistically related (meaning that they are used at the same time). The appliances inside each group do not necessarily have to be used in combination (e.g., video game and TV); rather, they are statistically related, indicating that they are frequently used at the same time.

Our motivation for studying the loads usage patterns comes from industrial or commercial buildings where the process management system reads the system status and commands it (turning on or off devices such as pumps, lights, and cooling system), as indicated in [19–21], but with the aim to extend it to households in a non-intrusive manner.

It is important to note that the formulations chosen are well-established; require a small quantity of parameters (in the first step, no parameters at all); and are not related to the household habits, professions, or other personal information of the occupants. In summary, our main contributions are:

- We propose a methodology for the detection of utilization patterns in residential installations with a low computational cost;
- Our method is noninvasive because it does not require any personal information about the households;
• We show that the method for training Self Organizing Maps opens a wide range of analysis opportunities for the system status, starting from malfunction and fault detection.

The paper is organized as follows: Section 1 introduces the work and states the main contributions of the study. Section 2 describes the selected data sets (UK-DALE [13] and REDD [12]), and the formulations that comprise each step of the work (Principal Component Analysis, k-means, Minimum Spanning Tree, Self Organizing Maps). Section 3 provides the results from each step, which are then discussed in Section 4. Finally, Section 5 presents some conclusions and indicates the next steps.

2. Materials and Methods

2.1. Public Dataset Selected

The datasets selected for this study are the UK-DALE [13] and the REDD [12] datasets. The UK-DALE dataset contains measurements from five different households in the United Kingdom with 6-second granularity for periods of more than a month. The measurements contain the individual consumption of 52, 18, 4, 5, and 24 individual channels (each channel can be a single appliance or a group of them); refer to Table 1 for more details.

REDD (Reference Energy Disaggregation Data Set) and UK-DALE (UK Domestic Appliance-Level Electricity) datasets were selected due to their consistency and low granularity, which enable the appliance status to be captured with a high degree of precision. Details about the impacts of the time granularity in electricity metering can be found in [22–24]. However, as we are going to discuss later, the proposed analysis is also valid for other time granularities; the only necessary condition is the time synchronization of the time series.

The REDD dataset contains measurements from six different households in the United States with a 3-s granularity, with monitoring periods from 2.7 to 25 days. The monitoring periods are not the best for detecting utilization patterns (unfortunately, 2.7 days can include some holidays, for example, and even 25 days do not cover different seasons of the year), but on the other hand this dataset records a good quantity of individual channels (18, 9, 20, 18, 24, 15), each of them representing one individual appliance.

Table 1. Number of individual channels and time monitored for every house in the UK-DALE data set.

| House          | Individual Channels | Time Monitored |
|---------------|---------------------|----------------|
| UK-DALE HOUSE 1 | 52                  | more than 4 years |
| UK-DALE HOUSE 2 | 18                  | 193 days        |
| UK-DALE HOUSE 3 | 4                   | 35 days         |
| UK-DALE HOUSE 4 | 5                   | 151 days        |
| UK-DALE HOUSE 5 | 24                  | 122 days        |
| REDD HOUSE 1   | 18                  | 25 days         |
| REDD HOUSE 2   | 9                   | 11 days         |
| REDD HOUSE 3   | 20                  | 14 days         |
| REDD HOUSE 4   | 18                  | 19 days         |
| REDD HOUSE 5   | 24                  | 2.7 days        |
| REDD HOUSE 6   | 15                  | 13 days         |

The information in Table 1 leads to a system state domain of high dimension: $\mathbb{R}^{52}$, $\mathbb{R}^{18}$, $\mathbb{R}^{4}$, $\mathbb{R}^{5}$, and $\mathbb{R}^{24}$ and $\mathbb{R}^{18}$, $\mathbb{R}^{9}$, $\mathbb{R}^{20}$, $\mathbb{R}^{24}$, and $\mathbb{R}^{15}$, respectively, for the UK-DALE and the REDD datasets. Considering one sample every 6 s for the UK-DALE dataset, the set of system statuses in one month has more than 400,000 measurements. For the REDD dataset, with one sample every 3 s, the set of system statuses has 28,800 measurements for each monitored day. In addition, if each system status is represented by a binary vector that indicates the status of each appliance (i.e., on or off, or 1 or 0), the number of possible statuses for each house is $2^{52}$, $2^{18}$, $2^{4}$, $2^{5}$, and $2^{24}$ for the UK-DALE and $2^{18}$, $2^{9}$, $2^{20}$, $2^{24}$, and $2^{15}$ for the REDD dataset. These numbers render traditional statistical analysis limited.
To address this problem, performing dimensionality reduction is a key step to make the problem more tractable to extract information. Once the system status is in $\mathbb{R}^2$ or $\mathbb{R}^3$, the distances between the points (appliances) become visible in a chart, and a clustering step (linear with k-means and nonlinear with Self Organizing Maps (SOM)) will define the groups of appliances whose use is related to each other.

2.2. Methodology

To perform the dimensionality reduction using linear transformations, the method of Principal Component Analysis (PCA) [25] was chosen. To perform the same task in a nonlinear approach, the method of Self Organizing Maps (SOM) was used [26].

The preprocessing step was responsible for transforming the demand samples in kW and the corresponding time stamp of each individual channel into a binary vector representing the status of each appliance. The preprocessing includes the following steps:

1. The synchronization of the individual channels by removing periods of sampling failure and adjusting small discrepancies between the time stamps of individual channels (some channels were 1 s ahead during some periods, for example);
2. The removal of individual channels that contain a quantity of samples too different from the others in the household (the channels with a sample quantity of less than 25% of the average for the installation were removed);
3. Definition of the real-power consumption threshold that defines the appliance status as on/1 or off/0; finally,
4. The recording the system status set as binary vectors in a text file.

Figures 1 and 2 show the correspondence between the kW sampling of two individual channels and their binary statuses.

![Figure 1. Correspondence between the kW sampling and the channel status.](image-url)
Figure 2. Correspondence between the kW sampling and the channel status.

The time stamp and the total power in kW are still present in the output file generated by the preprocessing algorithm (see Figure 3 for an example), but as will be explained better later, this information is irrelevant to the results of both PCA and SOM (neither of the methods requires the samples to be consecutive).

Figure 3. UK-DALE House 2 preprocessing output file.

The definition of each appliance status is simply based on a real power threshold value. For consumption below this value, the status is “off”, and for the opposite case it is “on”. The possibility of improving the recognition algorithm by using disaggregation
techniques, such as appliance signatures (transients during switch on and off) and machine cycles, is known [8,9], but here the focus is on the dimensionality reduction and clustering. Figure 4 shows the proposed approach with its main steps.

![Diagram of the proposed method showing the two paths—dimensionality reduction by PCA and clustering by k-means—and the definition of the system status classifier by SOM.](image)

Figure 4. Diagram of the proposed method showing the two paths—dimensionality reduction by PCA and clustering by k-means—and the definition of the system status classifier by SOM.

Note that the methodology proposed in this paper was developed utilizing disaggregated data. If plugs are directly used for obtaining this data, then the method is clearly intrusive and it is unfeasible to become a scalable solution. However, we anticipate that in more realistic scenarios, an additional block will be included for data disaggregation, which accurately maps the utilization of the appliances (e.g., [27]). It is also worth mentioning that the proposed methodology does work with different time granularities, considering that it allows for detecting the activity of the different appliances. For this, their individual time series must be synchronized to be able to find the patterns of joint usage.

2.2.1. Principal Component Analysis

Principal Component Analysis (PCA) is a linear and nonparametric method that projects high-dimension data into specific directions that lead to variance maximization and noise and redundancy minimization. Refer to [25] for further details.

PCA is an established and simple method for extracting relevant data from noisy or confusing data sets (which can be large or not). In this work, the main advantage of using PCA is that as a result of its capacity of resume redundancy (i.e., with the sampling frequency considered, it is expected that each appliance remains in the same status for several samples), the pattern detection algorithm is simple, linear, and fast. The main advantages of PCA are:

- The method does not require any parametrization, meaning that no additional information of the phenomenon is required.
- The method requires little computational effort.
- The variances associated with each projection direction $p_i$ can be interpreted as a measure of “how principal the component is”; the method lists the components ordered from the largest variance to the lowest.
- As the method is nonparametrical, it is impossible to set it in a wrong way and miss an important result.
- The method does not show any hidden information or suggest any conclusions; instead, it reduces redundancy and shows the data from an angle where the information is easier to visualize.

PCA is especially applicable to our case because we are not looking for any specific cluster; we are only looking for a way of visualizing the system status set in a 2D or 3D projection, thereby making it possible to analyze the data in a simple plot.
The right quantity of principal components necessary to represent the phenomena without significant loss of information is not the same from one problem to another, but it is always related to the total variance accumulated from the PCs [17]. One way to choose how many PCs are enough to represent the data set is to plot the total variance accumulated for every set of PCs. The method, called “the elbow method” [17], applied to this perspective, states that the point where the curve has its elbow (if it has one) is the ideal number of PCs that represent the data set without significant loss of information (variance). If, for example, the curve has no elbow, this means that all the PCs are equally important and PCA is not a good tool to perform dimensionality reduction.

Figure 5 shows a variance curve for the UK-DALE data set, House 2. It is clear that from the 6th PC on that the PCs have an insignificant contribution to the variance of the data set. This means that the information they carry, if ignored, has only a small impact on the information captured.

![Figure 5. Contribution of variance for each Principal Component, House 2, the UK-DALE data set.](image)

If the first three PCs together add a high percentage of total variance and the total variance curve shows one inflection point at the 3rd PC, this means that the 3D projection of the original data is enough for capturing the data behavior.

For more details about the method and its mathematical formulation, the reader is referred to [17].

2.2.2. Applying PCA to the UK-DALE and REDD Data Sets

The application of PCA to perform the dimensionality reduction in our problem is explained in the following section.

The UK-DALE dataset [13] is composed of five measurement sets of houses in the United Kingdom with 52, 18, 4, 5, and 24 individual channels. The data are collected at every 6 s for a period of more than 4 years, 193 days, 35 days, 151 days, and 122 days, respectively. At each measured instant, the system status is a point in $\mathbb{R}^{52}$, $\mathbb{R}^{18}$, $\mathbb{R}^{4}$, $\mathbb{R}^{5}$, and $\mathbb{R}^{24}$. For the REDD [12], the consumption information of six houses is taken at a 3 s frequency, with 18, 9, 20, 18, 24, and 15 appliances monitored. After the preprocessing, the system status dataset is recorded in a text file, with the system status in the lines. At this sampling frequency, it is easy to see that the set of system statuses is very redundant, as every specific status stays unchanged for several samples. As the samples are made
in real houses (instead of generated by a simulator), the presence of noise in the data is almost certain.

Noisy measurements can be eliminated when the real power value of the individual channels is mapped into a bit status (0 for off and 1 for on). Considering also that there are 14,400 samples a day (if the meters do not fail at any moment), we have to deal with over 504,000 samples for a 35-day set. Even for the smaller house (with four individual channels), it is infeasible to identify the behavior patterns in the raw data.

Referring to the explanation of the method above, the matrix $X$ contains the individual appliances in the lines and the statuses in the columns. This means that PCA looks for redundancy not among the system statuses but among the behaviors of the appliances, and the dimensionality reduction will not lead to a loss of reference in the appliances. Thus, if the behaviors of two appliances are very similar, the appliances will be points close to each other in the results.

Simulations were made using MATLAB R2016a over the preprocessing output files, and the results are described in Section 3 and discussed in Section 4.

2.2.3. Clustering with $k$-Means

After performing the dimensionality reduction by PCA, the projections over the first three principal components were used to define clusters. Simulations were made using MATLAB R2016a, and the cluster definitions were made according to the $k$-means method [28].

To define the best configuration of clusters (the ideal number $k$), the elbow method that varies the number of clusters from 1 to $m$ was used: one cluster means all the appliances together, while $m$ clusters means one cluster for each appliance. Every time one new cluster is created, the percentage of variance explained—i.e., the ratio of the between-cluster variance to the total variance—is quantified. There is a value of $k$ from which the addition of one more cluster does not significantly increase the variance explained. The selection of $k$ comes directly from this.

2.2.4. Minimum Spanning Tree

After reducing the problem dimension to $\mathbb{R}^3$ and defining the best cluster configuration, a final step was performed to make the clusters easier to visualize. This was made by using the Minimum Spanning Tree [28] for a 3D representation of the results from the PCA.

The Minimum Spanning Tree (MSP) is a tool based on graph theory that gives the shortest path between any two nodes (points) of a connected set. This representation makes it possible to see a 3D result in a 2D figure without any loss of information. Further, the plotting scale can be manipulated to make it possible to visualize distances that are very different in the same picture with the same resolution. The method used to generate the MSP was PRIM [8].

2.2.5. Self Organizing Maps

A Self Organizing Map (SOM) is a tool from the set of unsupervised learning algorithms in machine learning [26]. It consists basically of a grid of neurons that are connected to each other by a specific topography, usually in $\mathbb{R}^1$ (linear), $\mathbb{R}^2$, or $\mathbb{R}^3$. The training of a SOM starts with a predefined number of neurons (in this case, the neuron model is simply a vector in $\mathbb{R}^n$, with $n$ being the dimension of the original data). The dimensionality reduction occurs in the connections of the neurons: they are arranged in a linear or two-dimensional way. During the training, the neurons move toward the samples, reflecting agglomerations of similar data that can be observed after the training is finished through all the connections.

The training of a SOM uses the concepts of competitive learning and winner neuron [26]. Thus, when some sample is presented to a map, the neurons will compete to decide which one best represents those specific data. In our case, the neuron closest to the sample (according to the Euclidian distance) will be the winner, and will move
toward the sample (see Figure 6). The previous parametrization of the method decides if the winner neuron moves alone or if it also takes the neighbors. One iteration of the training is completed when every sample from the data is presented to the map, and the neurons have moved according to them. After a large number of iterations (hundreds), the neuron structure will show agglomerations that reflect the sample correlations.

Figure 6. 2D hexagonal geometry and the winner neuron concept. During each training iteration, the winner neuron moves toward the sample and also toward the first neighborhood. The dimensionality reduction occurs because each neuron, a vector in \( \mathbb{R}^n \), is connected to the other neurons \( \mathbb{R}^2 \).

After training, the structure of the initially uniformly distributed neurons presents agglomerations that quantitatively indicate a natural classification of the sample set. Referring to Figure 7, some neurons have moved and become very close to each other, whereas other connections have become larger. It is clear that agglomerations exist, which suggests some classification between the samples, but in most cases, a detailed analysis of the distribution of distances is needed to define the groups.

Figure 7. Initial hexagonal SOM after training. When looking at the distances between the neurons, the agglomerations are visible.
In this case, the Python software was used to apply the SOM algorithm through the SimpSOM library. Because of the machine learning tool, the results depend on the size of the map, the shape (connections between the neurons), and the number of training epochs. Other factors can also influence the final result, but these ones are the most important. To be able to compare the results, a 3D grid with 40 × 40 neurons, hexagonal connections, and 30,000 epochs of training were used for all the datasets.

3. Results

3.1. Linear Method—PCA, k-Means, and MSP

The methodology described in Section 2 was applied to two public datasets: the UK-DALE [13] and the REDD [12] datasets. While in the UK-DALE dataset, there are two houses with a small number of individual channels (Houses 3 and 4 with four and five individual channels, respectively), the period monitored is longer than in the houses in the REDD dataset. This means that as a result, we can expect utilization patterns that are closer to reality than in the REDD [12] dataset. On the other hand, in both cases because of the sampling frequency it is easy to see that the set of system statuses is very redundant as every specific status stays unchanged for several samples. As the samples are made in real houses (instead of being generated by a simulator), the presence of noise in the data is certain. The noisy measurements can, however, be eliminated when the real power value of the individual channels is mapped into a bit status (0 for off and 1 for on).

Considering also that there are 14,400 samples a day for the UK-DALE dataset and 28,800 for the REDD dataset, we have to deal with a total amount of samples, which makes it mandatory to perform redundancy reduction for any further analysis. Even for the house in the UK-DALE with four individual channels and the REDD (with 2.7 monitored days), it is unfeasible to identify the behavior patterns in the raw data. PCA reveals the dynamics involved in the operation patterns of the residential appliances, identifying the appliances that are statistically related. Moreover, as the dimensionality reduction is made by linear transformations, it will not lead to a loss of reference in the appliances.

For all the nine houses analyzed, the first three PCA contained more than 75% of the total set variance. In addition, the total variance in the PCA graph showed a clear elbow around the third Principal Component for all the houses. This means that the dimensionality reduction to $\mathbb{R}^3$ performed by PCA is reliable. The results are presented in detail in the following subsections.

3.1.1. UK-DALE—Houses 1, 2, and 5

For the UK-DALE dataset, during the preprocessing phase Houses 3 and 4 were excluded from the present analysis because they have only four and five individual channels, respectively, and the results are thus trivial.

Figures 8–10 show the Minimum Spanning Tree resulting from the output of the three principal components of the status set for Houses 1, 2, and 5, respectively. The appliances with distances smaller than one are represented as a single node. The polygons in each figure represent the clusters resulting from the $k$-means algorithm (with $k$ selected using the elbow method). In House 1, the three first principal components represent an explained variance of 68.81%. Referring to Figure 8, the elbow point is not exactly easy to identify. It could be in any PC from 10 to 15. The 12 first Principal Components were considered to generate the MST and clusters.
After applying the elbow method for selecting the best number of clusters, the selection of $k = 6$ resulted in an explained variance of 93.46%.

The use of PCA in House 2 was very effective. The first three principal components together have an explained variance of 90.18%, and the elbow is defined to be in the fifth PC. The curve of accumulated variance is provided in Figure 11.

The use of the elbow method resulted in the selection of $k = 3$ clusters, with explained variance of 99.04%. The Minimum Spanning Tree with the clusters is presented in Figure 9.
Figure 10. Minimum Spanning Tree for the UK-DALE dataset; House 5 with four clusters defined by the $k$-means method. The numbers between the nodes (branches) represent the distance considered for generating the Minimum Spanning Tree (branch length). The nodes of each cluster are represented by different shapes and colors (red circle, black lozenge, green pentagon, and blue star), and the cluster is also inside a closed polygonal line. The branch representation is not in scale.

Figure 11. UK-DALE, House 2. Variance contribution for each Principal Component, House 2, the UK-DALE data set.

For House 5, the three first Principal Components represent an explained variance of 90.97%, the elbow being in PC number 4, with a total accumulated variance of 94.90%. The graph is shown in Figure 12. For the clusters, the elbow method resulted in the selection of $k = 4$, with 99.04% percentage of variance explained. The MST and the clusters are represented in Figure 10.
3.1.2. REDD—Houses 1 to 6

The REDD dataset is well organized. Every individual channel has the same quantity of samples. Thus, the algorithm was applied to all the six houses, and the results are shown below. PCA was effective, and in five out of the six houses the first three principal components captured a total variance of more than 80%, confirming that the datasets are very redundant. House 3 showed the lowest rate for the first three PCs, 66.80%, but still this can be considered a reliable result, as presented in Table 2.

Table 2. Number of individual channels and accumulated variance in the first three PCs set in the REDD data set.

| House | Individual Channels | Variance Accumulated by the First 3 PCS [%] |
|-------|---------------------|---------------------------------------------|
| 1     | 18                  | 87.50                                       |
| 2     | 9                   | 90.97                                       |
| 3     | 20                  | 66.80                                       |
| 4     | 18                  | 84.04                                       |
| 5     | 24                  | 82.72                                       |
| 6     | 15                  | 94.95                                       |

The results for the elbow method used to define the best number of clusters are shown in Table 3.

Table 3. Number of individual channels and time monitored for every house in the REDD data set.

| House | Individual Channels | Clusters-\( k \) | Variance Accumulated [%] |
|-------|---------------------|------------------|--------------------------|
| 1     | 18                  | 4                | 99.60                    |
| 2     | 9                   | 4                | 97.93                    |
| 3     | 20                  | 4                | 93.95                    |
| 4     | 18                  | 5                | 97.22                    |
| 5     | 24                  | 3                | 97.80                    |
| 6     | 15                  | 4                | 99.6                     |

Figures 13–16 show the results with k-means for the REDD dataset.
Figure 13. Minimum Spanning Tree for the REDD dataset; House 2, with five clusters defined by the k-means method. The numbers between the nodes (branches) represent the distance considered for generating the Minimum Spanning Tree (branch length). The nodes of each cluster are represented by different symbols, and the cluster is also inside a closed polygonal line. The branch representation is not in scale.

Figure 14. Minimum Spanning Tree for the REDD dataset; House 4, with five clusters defined by the k-means method. The numbers between the nodes (branches) represent the distance considered for generating the Minimum Spanning Tree (branch length). The nodes of each cluster are represented by different symbols, and the cluster is also inside a closed polygonal line. The branch representation is not in scale.
Figure 15. Minimum Spanning Tree for the REDD dataset; House 5, with four clusters defined by the $k$-means method. The numbers between the nodes (branches) represent the distance considered for generating the Minimum Spanning Tree (branch length). The nodes of each cluster are represented by different symbols, and the cluster is also inside a closed polygonal line. The branch representation is not in scale.

Figure 16. Minimum Spanning Tree for the REDD dataset; House 6, with three clusters defined by the $k$-means method. The numbers between the nodes (branches) represent the distance considered for generating the Minimum Spanning Tree (branch length). The nodes of each cluster are represented by different symbols, and the cluster is also inside a closed polygonal line. The branch representation is not in scale.
3.2. Nonlinear Method—Self Organizing Maps (SOM)

3.2.1. UK-DALE—Houses 1, 2, and 5

The results shown below were obtained using the SimpSOM library in the Python language and Google Colaboratory to run the code. To make the results comparable, a grid of $40 \times 40$ neurons was trained for 30,000 epochs with the system status set for each house from the UK-DALE and the REDD datasets. The connections between the neurons follow a hexagonal geometry and the grid is closed. This means that the neurons from the right border of the grid connect to the neurons in the left border, despite the flat figures as an output. The same happens to the upper and lower borders of the grid.

Figure 17a–c show the distances between the grid neurons after the training in a color scale. The neuron agglomerations are represented by dark regions.

3.2.2. REDD—Houses 1 to 6

The same training described for the UK-DALE dataset was applied to the system status set of the REDD houses. The results are shown in Figure 18a–f.
4. Discussion

This work used two different methods of dimensionality reduction to find a natural association between appliances in residential installations. The algorithms were applied in data sets with measurements of actual residences with individual channels from 4 to 52, with monitoring periods from less than three days to more than one month. The data sets selected are the UK-DALE [13] and REDD datasets [12].

4.1. PCA and k-Means for the UK-DALE and the REDD Datasets

In the case of the clusters shown in Figure 19, for the UK-DALE dataset, House 1, the larger group with all the appliances with a significant rated power (soldering iron, dishwasher, and washing machine) indicates a good potential for load modulation. The appliances represented as a single point also provide very interesting results—for example, the soldering iron + kettle—and can be used as a guide for detailed user feedback.
Figure 19. UK-DALE, House 1. Clusters as a result of PCA and k-means. Appliances with a distance smaller than 1 are grouped as a single node. The nodes of each cluster are represented by a different symbol (circle, triangle, rectangle, etc).

From the clustering results, it is also possible to infer the minimum number of people living in the house. Looking at the type of appliances in the same group, for example, it would be very unlikely that a single person would use several kitchen appliances and the soldering iron at the same time, and thus there should be at least two people in the house at the same time. Following the same logic, the observation of the lights suggests that there are people in the office and the living room during the busy periods.

In the case of the clusters in the UK-DALE dataset, House 2 (see Figure 9), some of the clusters are obvious, such as “modem+server+router”, but the washing machine together with the PlayStation and the other kitchen appliances reveal some habits of the household population that can be exploited. Furthermore, it can be inferred from this result that there are probably three people in the house at that specific moment: one in the kitchen, one using the running machine, and one playing a video game.

In the case of the clusters for the UK-DALE dataset, House 5 (see Figure 10), the group with the office appliances (desktop+sky HD box+core2 server and others) makes a lot of sense, but the group with the kitchen appliances together with the hair dryer, steam iron, and washer dryer suggests that the house has a good load modulation potential. In this case, feedback from the energy supplier to the final user suggesting paying more attention to the use of these appliances together could be advisable. Regarding the number of occupants in the house, it seems that there are at least two people present during the busiest moment, one using the kitchen and the other playing a video game (PS4).

In the case of the clusters for the REDD dataset, House 1 (see Figure 20), the larger group includes almost all the appliances monitored. This means that everything is always used together, despite one lighting circuit (maybe this was always off during the monitoring period) and two circuits of kitchen outlets. House 1 in this data set is an interesting one, because it seems to have three washer dryers. The washer dryer and the dish washer are used together, also with the main appliances such as the stove, microwave, and oven.
In House 2, also for the REDD dataset (see Figure 13), one interesting point about this result is that the refrigerator represents a single cluster, probably because of its very particular “on/off” cycles. Furthermore, this family probably either does not have the habit of cooking (the stove is insulated from the kitchen appliances, but the microwave is very close), or the cooker was broken for the entire monitoring period. Similar analysis could be made for House 3 presented in Figure 21.

The linear approach (PCA and k-means) was very efficient in revealing the existence of appliance clusters. Because of the method’s linearity, the reference in the appliances was not lost during the dimensionality reduction, and the final result is a number of groups for each house, containing appliances that are often used together. The final information can be of great use for the energy suppliers in order to suggest small changes in the consumers’ behavior that can improve the energy efficiency of the residence.

Nevertheless, the main contribution of this method is not only the definition of appliance clusters and the range of analysis options that it brings, but also that the method does not require any information other than a large set of system statuses. If associated with an efficient disaggregation algorithm, the method can extract useful information about the occupants’ behavior by using only the smart meter information.
Figure 21. Minimum Spanning Tree for the REDD dataset; House 3, with five clusters defined by the \( k \)-means method. The numbers between the nodes (branches) represent the distance considered for generating the Minimum Spanning Tree (branch length). The nodes of each cluster are represented by different symbols, and the cluster is also inside a closed polygonal line. The branch representation is not in scale.

4.2. Self Organizing Maps for the UK-DALE and REDD Datasets

The method of SOM was used as the nonlinear tool to perform dimensionality reduction and reveal patterns at the same time. Different from PCA and \( k \)-means, the SOM results depend on the map size, geometry, and other parameters involving the training itself. The same configuration was used for the nine houses that were analysed in order to obtain comparable results.

Agglomerations of neurons are visible in the grid from the distances between neurons and their neighbours. In our case, this distance is represented by a colour scale: dark blue means closer neurons while light yellow means further ones. In this way, the dark regions in Figures 17a–18f indicate clusters. For example, in Figure 18e (REDD House 5), three main clusters are visually clear, but in Figure 18c, the map shows agglomerations that could be either interpreted as part of one big cluster or of several small ones. Therefore, the actual number of clusters might not be visually defined in many cases.

Despite this fact, the results of SOM can be considered by following at least two different lines of interpretation. First, if the intention is to compare the linear and nonlinear methods for the same kind of results (finding appliance clusters that are statistically related), another step would be necessary in order to identify which appliances are included in each of the clusters revealed. This, however, would not add much to the conclusions, as the results from PCA are already reliable.

The second line, which is also the main contribution of SOM to this work, follows the fact that the neurons in the dark regions represent system statuses that are very usual, and those in the light regions represent statuses that are not usual. Thus, the trained SOM can be used as a classifier of “usual” or “not usual” system status. If the training is carried out with a sufficiently large set of system statuses that do not contain any malfunctions, the classification can be extended to the “healthy” or “fault or malfunction” statuses.

One very important difference between the SOM and PCA methods is that with PCA, as the method is nonparametric, the interpretation of the results is straightforward. After PCA reduces the data dimensionality, \( k \)-means, and the elbow method show the best cluster configuration. On the other hand, this method requires some user inputs, mainly to
decide how many PCs will be considered, and the best number of clusters. These can be interpreted as parameters for the whole formulation.

With SOM, first, the grid parameters must be chosen carefully. If the grid is defined to be too small, or there are not enough training epochs, the clusters may not become visible. However, once the parameters are chosen, the result is obtained in only one step: the grid training. Interpretation of the results is not as straightforward as in PCA and k-means, but this gives the reader more liberty to discuss the results in a nonbinary way. For example, in Figures 17a–18f, the agglomerations are visible, but the number of clusters can be hard to determine exactly.

5. Conclusions

In this paper, we have proposed a technique for the detection of appliance utilization patterns. These patterns are identified from only the system status behavior, which is represented by large system status datasets, by using dimensionality reduction and clustering algorithms. PCA, k-means, and the elbow method are used to define the clusters, and the minimum spanning tree is used to visualize the results and show the appearance of the utilization patterns. The SOM technique is used to create a system status classifier. Thus, the proposed methodology uses low-computational cost algorithms that do not require any information about households.

To demonstrate the effectiveness of the proposed techniques, we applied them to two public datasets from two different countries with different usage patterns—the United Kingdom (UK-DALE) and the US (REDD). The techniques were very effective in revealing the usage patterns of appliances with no need for any personal information of the households.

Using the proposed clustering techniques, system operators can implement effective demand-side management. Further, the system status classifier can be used to detect appliance malfunctions through system status by indicating system statuses that are statistically uncommon. Note, though, that the method does not intend to detect malfunctions as internal short circuits. In the future, we will improve the methodology by incorporating a good performance disaggregation algorithm so that the system status set can be obtained from only the smart meter information, which has received great research attention in the last few years—e.g., [27,29–31]. Further, we will improve the classifier formulation, by giving each neuron a label and using the classifier as a real-time monitor. We will try to develop and analyze different classifiers that function seasonally (winter, spring, summer, or autumn) or produce different maps for weekdays and weekends.

In summary, our main objective was to propose a general methodology that can be employed in other datasets and practical setups in a straightforward manner, while also considering possible variations that would require new training periods. In a future paper, we will attempt to generalize this methodology further by applying it to yearly data, as offered by other datasets [32,33], especially taking into account seasonal and other variations.
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