Perspective—Combining Physics and Machine Learning to Predict Battery Lifetime
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Forecasting the health of a battery is a modeling effort that is critical to driving improvements in and adoption of electric vehicles. Fully physics-based models and purely data-driven models have advantages and limitations of their own. Considering the nature of battery data and end-user applications, we outline several architectures for integrating physics-based and machine learning models that can improve our ability to forecast battery lifetime. We discuss the ease of implementation, advantages, limitations, and viability of each architecture, given the state of the art in the battery and machine learning fields. © 2021 The Author(s). Published on behalf of The Electrochemical Society by IOP Publishing Limited. This is an open access article distributed under the terms of the Creative Commons Attribution 4.0 License (CC BY, http://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse of the work in any medium, provided the original work is properly cited. [DOI: 10.1149/1945-7111/abec55]
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For battery electric vehicles to exceed parity with internal combustion engines, substantial improvements in battery performance, cost, and longevity are needed. To make these improvements, one critical need is the capability to accurately forecast lithium-ion battery (LIB) lifetime and degradation.1–5 Not only is forecasting important for guaranteeing the battery pack will last over 10 years, but it is also needed for accelerating the design cycle. Batteries are optimized over a complex space of materials (electrodes, electrolytes, binders, separators, etc.) and cell design parameters. This large design space coupled with wide variation in use conditions makes LIB system optimization challenging and slow. Since the lifetime evaluation process is a major bottleneck in design iterations, accurate prediction of the future state of health (e.g. remaining useful life; RUL) is needed to reduce the number of cells tested and length of each test.6 Accurate prediction of RUL can also determine if a used cell should be re-purposed for a second-life application.1

Forecasting the future health of a battery is a multifaceted challenge.1 Degradation results from an interplay of mechanisms that lead to loss of active Li-inventory or active electrode materials; decomposition of the solid electrolyte interphase (SEI), electrolyte, or binder; exfoliation of graphite anode; Li-plating/dendrite formation; cracking and loss of contact; and leaching and deposition of transition metals, gas formation, and other corrosive processes.7 The health of a battery is not directly measurable and typically requires specific diagnostic cycles. In the field, we need to be able to project future health from partial charge/discharge cycles and the corresponding signals tracked by the battery management system (BMS) such as current, voltage, and temperature. Forecasting models must also generalize to future load and environmental conditions.

The ideal health forecasting approach would be based on first-principles models that can account for electrochemical and degradation processes. Physics-based (PB) models can compute the evolution of the internal states of the battery under an expected load and environment. The pseudo-two-dimensional (P2D) model, originally developed by Newman and co-workers,8 is the most common framework for describing physical processes governing LIB systems. Due to the large number of parameters and computational complexity of the P2D model, researchers also turn to single-particle models or other simplified PB models to achieve a compromise between physical accuracy and complexity.9–11 While PB models can capture the electrochemical cycling behavior, predicting long-term degradation is particularly challenging. Certain capacity degradation mechanisms such as SEI growth12–15 and Li plating have been incorporated into PB models,16–18 but many degradation modes remain poorly understood and existing degradation models suffer from poor identifiability of physical mechanisms.19 Furthermore, the assumptions underlying common electrochemical transport equations break down at large driving forces, and different approaches are required based on nonequilibrium thermodynamics20 and quantum theories of coupled ion-electron transfer.21 There have been efforts to address some of these limitations of the Newman model, notably through the development of multiphase porous electrode theory (MPET),22 but even the most advanced PB models still have limited applicability for health forecasting.

Recently, data-driven, machine learning-based (ML) models have shown success in predicting the RUL of Li-ion cells under various load conditions.23–27 ML models operate by recognizing high-dimensional patterns in data, and are agnostic to the underlying physical processes. ML models can have orders of magnitude more free parameters than PB models and hence require large training datasets. They are also prone to unphysical failure when generalizing to scenarios unseen in training. To be able to learn from the available data, ML may also require dimensionality reduction and feature engineering, the latter of which is problem-specific.26,28 ML is unlikely to bring about high-accuracy health forecasting transferable to situations far beyond the available data, without any consideration of physical processes.

There has been growing interest in blending physical and machine learning models to leverage their respective strengths in many fields including weather forecasting, biological systems, materials chemistry, mechanical failure, battery health, and battery safety.2,4,5,20–31 The central question of this perspective is: how can integration of physics based models and machine learning models improve our ability to forecast battery lifetime? Fundamentally, degradation of LIBs results from evolution described by physical laws of thermodynamics and kinetics. However, real LIBs are complex (comprising multiple interfaces, materials and broad usage conditions) and successful models of battery degradation must inherently be capable of bridging spatial, temporal, and chemical complexity. Given the success of PB models in describing cell behavior and early-stage capacity fade, and the emergence of ML...
models that generate rapid predictions of future health based on descriptors learned purely from data, novel approaches that hybridize the two could tap into both their advantages. In this perspective, we discuss several architectures to combine PB and ML models for battery health predictions, along with their relative ease of implementation and value in both the short and long term.

Current Status

There are three primary time-dependent data streams that describe a battery in operation: current (i), voltage (V), and temperature (T). The role of any modeling effort for predicting the future health of a battery is to map the time-evolution of these variables to a target performance metric (e.g. RUL, capacity at a certain future time) as the battery ages. While PB models operate naturally on these data, ML typically involves a “feature engineering” step to derive new features that correlate more strongly with the target (e.g. the ∆Q(V) features by Severson et al.7) We refer to such time-dependent input features collectively as the vector 𝑥(𝑖) and the time dependent target health metrics as 𝑦(𝑖). As common in time-series forecasting, if on-the-fly measurement of 𝑦 is possible, the past values of 𝑦(𝑖 ≤ 𝑡present) can also become inputs.

When batteries are cycled at specified rates in a laboratory, such health metrics can be directly assessed. For a vehicle in operation, there are no standard cycles and such metrics are not directly available. Since the target 𝑦 has to be known in training, diagnostic cycles should be embedded in cycling experiments that mimic the real-world use or in the BMS procedures of the vehicle to extract the health metrics 𝑦. New methods which eliminate the need for a diagnostic cycle to determine a battery’s health metric are also promising. Recent research has shown that an adaptive observer based on an electrochemical model can closely monitor the capacity over the course of a cell’s degradation, by updating the model parameters as the cell degrades.52 Such an approach could enhance the efficacy of datasets lacking diagnostic cycles, which would otherwise not be suitable for battery health prediction.

Several possible integration architectures for physics based and machine learning models are outlined in Fig. 1. At a high level, there are two broad categories for health forecasting: (A) serial integration of independent models and (B) hybridized PB and ML models. The former category involves architectures more viable in the near term as they can be realized by integration of existing ML and PB tools without any fundamental changes. The latter category will require the development of new approaches.

In architecture A1, the ML model learns the residual between the PB prediction and the experimental target. Baseline physics can be captured with a PB model while the more complicated degradation is learned by a flexible ML model. The PB models can range from fast, phenomenological models using physical scaling laws,33 to the slower but more mechanistic single-particle model or models from the P2D framework.9–11,34–36 The parameters of the PB model are fixed and not learned during training. Since the PB model precedes ML in training and prediction, the PB model needs to be lightweight in order to not introduce a bottleneck, limiting the practical choices to simpler PB reduced-order models. Reduced-order models have an advantage of being more physically identifiable and less susceptible to overfitting, but these simple models may also lack sufficient explanatory power for complex degradation prediction. Compared to pure ML, this architecture has its output partially constrained by physical laws so may better generalize to new battery designs. Since the parameters of the PB model are not learned from the data, this architecture may still have limitations in capturing the natural variety of experimental data.

Architecture A2 overcomes two problems: (i) low complexity requirement for the PB model by taking it out of forward prediction and (ii) exclusive reliance on experimental cycling data by expansion of training data using PB model. In A2 the PB model generates data analogous to experiments, preferably factoring in multiple degradation modes. The parameters of the PB model which generates synthetic data must have different sets of parameters to represent distinct experiments. The selected ML model is then trained on experimental and computational data, potentially allowing a more accurate ML model for the same experimental dataset. The A2 integration is a specific implementation of transfer learning,38 using the PB model to generate supplemental knowledge33 to help train the ML model on small experimental datasets. Success of this transfer learning approach hinges on the PB model capturing relevant, and sufficient physics. Examples of transfer learning have been reported for battery state and health estimation,7–9,34 but the specific integration outlined in A2 has not been reported and remains a viable opportunity. As in A1, the output of A2 is produced by ML and hence is constrained only partially by the known physics.

In architecture A3, the concept is to learn input parameters of a PB model. A typical implementation may start with a PB reduced order model that has enough degradation physics to broadly capture the battery dynamics. Using experimental data as a target, the PB model is then refitted using a selected set of input parameters as variables (θPBM = [θ1, θ2,...,θn] where θ denotes parameters such as diffusion coefficients, rate constants, and exchange-current density). In this framework, ML predicts θPBM and the PB model uses θPBM to predict 𝑦. The primary advantages of A3 are that the prediction is fully constrained by the PB model and the features yield an interpretable framework. However, models such as P2D have a large number of parameters which makes proper parameter identification challenging and it may not be possible to prevent the model from learning unphysical parameters. If the requirement of the PB model is to only obtain a match to the experimental data then the physical identification of model parameters may not be important. While this sequential-integration approach may be difficult to train, A3 is likely to become one of the best performing integrated models to deploy. Examples of A3 architecture can be seen in other fields related to prognostics or forecasting.29,42 An example for predicting LIB health was provided by Ramadesigan et al.33 who proposed forecasting the capacity fade by extrapolation of effective diffusion and rate constants. Another example was showcased by Bills et al.,44 where the changes in internal state variables of an electrochemical model due to aging are predicted by a neural network.

The sequential integration methods keep ML and PB modeling as distinct elements of the overall pipeline, and hence are implementable with existing methodologies. While we present three possible architectures, there are numerous other architectures that might be hybrids or variations on the options we put forth here. An alternative path for integration is hybridization of ML and PB modeling paradigms where the boundaries around each modeling paradigm become diffuse, either as physics-constrained ML (B1) or machine learning accelerated PB modeling (B2).

The architecture B1 is typically accomplished through either a physics-guided loss function and/or model architecture. Physics-based penalty terms reflecting energy conservation and density variations have been used to improve ML predictions and capture physical spatio-temporal relations in complex natural systems.43,46 Borrowing from information-theoretic approaches, physics-based regularizers have been used to balance complexity and predictability of deep neural network models to forecast rare event dynamics of biomolecules.47 The other emerging methodology for B1 is physics-guided design of network architecture, examples of which include crystal graph convolutional networks to represent materials, machine learning interatomic potentials and information-bottleneck approaches to learn low-dimensional, physical representations from deep neural networks.36,47–50 A possible extension of B1 to battery health forecasting could be a generative ML model trained to learn the state of the battery, and the use of conservation laws to constrain the time-evolution of model weights/coefficients, an approach demonstrated to date on simple physical systems.51,52 An alternative is to solve PDE-constrained inverse problems for the key constitutive relations in PB models from datasets, combining electrochemical cycling, spectroscopy, and microscopy.53
The architecture of type B2 relies on physics-informed ML designed to rapidly solve the underlying nonlinear PDEs for dynamic battery models, and potentially provide new physical insight under limited experimental measurements. Such hidden physics models have been pioneered by Raissi and co-workers, leading to the design of physics-informed neural networks (PINNs). PINNs exploit the automatic differentiation and universal function approximator aspects of neural networks to train on, solve and/or discover the nonlinear PDEs of the observed system, with small amounts of data, in effect obeying the underlying physical laws and boundary conditions. This area is rapidly evolving, and numerous diverse examples in multiphysics modeling applications have been shown, such as in fluid mechanics, Lagrangian mechanics, phase-field modeling of fracture, and Schrodinger’s equation. The principal governing equations of battery modeling stem from species and charge conservation and electrochemical reactions, and become increasingly complex with inclusion of degradation mechanisms that activate at different stages of life and operating conditions. Extension of PINNs to electrochemical modeling of batteries is therefore a challenging but exciting frontier that can ultimately enable learning the hidden physics from experimental cycling and result in a significant advance in the field.

**Future needs and prospects.**—We expect all the strategies laid out in Fig. 1 for blending physics and machine learning to mature and find practical use in battery forecasting and other fields. Sequential integration of standalone PB and ML modeling tools (type A architectures) is a well-defined challenge focused primarily on software development and integration. Sequential architectures are solvable today, through integration, improvement, and repurposing of existing scientific software. On the other hand, the hybrid architectures (type B) for electrochemical modeling remains an open research question. Type A is a practical near-term strategy for
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### Figure 1. A map of integration strategies for physics-based and machine learning models for forecasting battery health.

| Type | Architecture | Description | Limitations |
|------|--------------|-------------|-------------|
| A1. Sequential Integration: Residual or Delta Learning | ![Diagram](image1.png) | • MLM learns difference between PBM prediction and the measured y • PBM is part of prediction pipeline | • Limited to simpler PBM for online prediction • Output partially constrained by known physics and applicability of PBM • Prediction speed depends on PBM |
| A2. Sequential Integration: Transfer Learning | ![Diagram](image2.png) | • MLM trains on exp. data augmented with PBM data • PBM is not part of prediction pipeline • Possible to use more complex PBM and MLM | • Output partially constrained by known physics and applicability of PBM • Generation of PBM data may have high computational cost |
| A3. Sequential Integration: Parameter Learning | ![Diagram](image3.png) | • MLM learns the parameters of a PBM that best explain the data • Output strictly constrained by physics • Features and results have interpretability | • Complex to train • Parameter identifiability can be important • Prediction speed depends on PBM |
| B1. Hybrid: Physics-constrained MLM | ![Diagram](image4.png) | • MLM architecture contains physics-based elements by design (e.g. in loss function or neural network architecture) | • Complex to design • Can be data intensive (supplementable by Transfer Learning) • Output partially constrained by physics • Prediction speed depends on PBM |
| B2. Hybrid: ML-accelerated PBM | ![Diagram](image5.png) | • ML-assisted solutions to PDEs in PBM • ML guided data acquisition for PBM • Can train complex model with small data • Output strictly constrained by physics | • Prediction speed depends on the architecture • Extra steps may be needed to reproduce experimental data |
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battery health forecasting, whereas type B will become dominant in the long term. The class of hybrid approaches have potential to fuse the causative and extrapolative capabilities of physics-based models with the speed, flexibility, and higher-dimensional capability of data-driven models, such as deep neural networks.

There are multiple challenges that need to be addressed to reduce the integrated PB-ML modeling architectures to practice for battery health forecasting. First, large systematic cycling datasets relevant for driving scenarios are needed to properly train, validate and benchmark all integrated models and improve their generalizability.\(^1\),\(^2\),\(^6\),\(^7\) Research groups have started releasing datasets and related software libraries to address a shortage of publicly available battery data.\(^2\),\(^6\),\(^7\),\(^8\),\(^9\) Publicly hosted datasets, together with well-maintained open-source packages\(^3\),\(^2\),\(^7\),\(^8\),\(^9\) for standardizing battery data processing workflows can help accelerate all modeling efforts including those aimed toward better PB-ML integration. Quantitative benchmarks are necessary not just to determine improvements in predictions, but also evaluate speed and implementation cost of real-time prognostics. Second, producing large amounts of data under a variety of conditions from a PB model requires reliable computational workflows that can be run on-demand. Several open-source electrochemical modeling libraries are progressing towards this goal.\(^2\),\(^6\),\(^8\),\(^9\) Finally, a concerted effort is needed for building integrated PB-ML models as a maintainable platform,\(^6\) which can leverage the growth in infrastructure developed for streamlining ML workflows.

While battery cycling data are relatively straightforward to obtain for a large number of cells over a long period of operation, the data are limited to voltage, current, and temperature. Using characterization data that go beyond cycling can provide richer information for machine learning,\(^6\) but is limited in the number of cells and conditions that can be tested. Multi-fidelity machine learning or other techniques will be needed to hybridize diverse data sets and ultimately improve lifetime forecasting. Advanced imaging techniques have been used to characterize a variety of mesoscale phenomena, and these data have dramatically improved our understanding and development of physics-based models.\(^5\),\(^3\),\(^6\) High-fidelity data which allows inference of the details of the thermodynamic landscape of materials or reaction rates can improve the accuracy of current PB models and are also needed for development of hybrid models. Better performing PB models whose parameters are set by independent measurements should reduce the amount of fitting ML must ultimately supply.

What other battery problems can be tackled by integration of PB and ML models? One important class is integrating online control of cycling experiments to solve complex optimization problems. Near-term cost reductions in existing LIB technologies are expected to stem from optimizing design, manufacturing, and operation.\(^2\),\(^6\),\(^7\) We expect ML-accelerated optimization to play an important role in driving these improvements just as such optimization is a promising frontier to accelerate materials design.\(^7\),\(^2\) Optimization of a LiB over materials, additives, or system parameters can be facilitated in a closed-loop process where ML plays the role of a surrogate model which chooses the optimal set of design or use variables.\(^3\),\(^6\),\(^7\),\(^8\),\(^9\) Attia et al.\(^6\) demonstrated ML-driven closed-loop optimization of fast-charge protocols, where a forecasting model was used to reduce the required experimental cycling time by a factor of 30.\(^6\) Optimization could also use a multi-fidelity setting,\(^7\) where ML chooses from performance measurements of two fidelities; namely, PB model vs cycling experiment, to reduce cost.

For these complex optimization problems, we expect a few near-term opportunities. First, one opportunity is maintaining the current levels of ML prediction accuracy (>90%) but integrating PB models to enable more complex design targets than have been achieved to date. One example is optimizing formation cycling which involves adjusting numerous protocol parameters. Through integration of physics, we expect improvements in model performance under unseen parameters which could reduce the overall number of parameters tested to optimize for battery lifetime while reducing manufacturing cost. We see a factor of 5 reduction in parameter searches from traditional approaches as a viable near-term target. Second, we expect that through integrating PB and ML models in order to improve overall prediction accuracy we can reduce the number of experimental cycles required to predict lifetime. Maintaining accuracy of current approaches but using only the first 10 cycles of experimental data is a viable near-term target. Finally, in many cases we need categorical screening such as finding a group of promising charging policies or sorting as-manufactured batteries. For categorization, current ML-based models tend to display high performance after only 5 cycles of data.\(^2\) Successful integration of PB modeling could gain further speed-up which would have immediate use during manufacturing. All targets above are estimated using the acceleration demonstrated by Attia et al.\(^6\) and Severson et al.\(^2\) as baselines. For all these applications, we envision a positive feedback loop between improved forecasting, reduced optimization time, and more accurate physical models, ultimately leading to substantial acceleration of battery development.

Finally, the benefits of improved on-board lifetime prediction for a BMS are broadly discussed in the literature.\(^1\),\(^2\),\(^3\),\(^4\),\(^5\) The use of integrated PB-ML models for on-vehicle applications is another promising near-term application, though the requirements for model accuracy are different than in design optimization, and variations in cycling conditions, forecasting horizons and computational costs make a cross-comparison of current model accuracies challenging. Nevertheless, if lifetime prediction methods are being used in the BMS to predict battery safety or reliability,\(^7\) then the cost of missing a failure can be very high (the financial cost, safety cost, and the cost to the brand) whereas misclassifying some good batteries as bad is tolerable to a degree.

Conclusions

There has been notable progress in projecting the behavior of rechargeable batteries through two distinct modeling paradigms: ML and PB electrochemical modeling. ML offers a flexible statistical framework that yields rapid predictions but requires problem-specific feature design and lacks physical description of degradation modes, restricting its reliability to conditions covered by the training data. Physics-based models provide a mechanistic framework to capture the influence of degradation physics on electrochemical behavior, but challenges include poorly understood and hard-to-identify degradation modes. It has become clear in recent years that ML and PB models offer qualities distinct but complementary to each other, and a natural next phase is exploring their proper blending for achieving better battery lifetime prediction. We outlined several key strategies for integrating physics and ML via sequential architectures (type A) and hybrid architectures (type B), and discussed the advantages, limitations as well as short- and long-term feasibility of each architecture. Sequential architectures are implementable today using existing ML and PB tools as building blocks, but the current lack of available experimental data may still limit their performance and impact. Hybrid architectures still require extensive development to create physics-informed ML or ML-accelerated PB models. The promise of these hybrid architectures to extrapolate outside the training data means their development will likely accelerate. All architectures have the potential to overcome limitations of ML and PB approaches and improve upon the accuracies achievable through either modeling paradigm alone for battery health forecasting.
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