1. Introduction

A flash flood is caused by heavy rain associated with a severe thunderstorm, hurricane, etc. which are physical phenomena occurring in rapid flooding of low-lying areas such as
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plains, rivers, and dry lakes. The flash flood is different to the regular flood presenting a narrow scale of less than 6 h between rainfall and flooding. Since the flash flood can occur without any warning, people can be seriously injured or be killed by the flash flood with large debris such as boulders that make heavy structural damage to homes and buildings. Large debris cause the structural damage on bridges and roadways, power infrastructures, telephone infrastructures and cable lines as well. The flash flooding frequently results in loss of properties, agricultural production and other long term negative economic impacts and types of suffering, which can trigger mass migrations or population displacements. As the danger of flash flood increases, it is necessary to design effective Early Warning Systems (EWS) supporting the early detection and recognition of the flash flood [1–3].

In order to detect the flash flood from satellite images, various Machine Learning (ML) methods were presented in the literature. Sahoo et al. [4] proposed the application of an Artificial Neural Network (ANN) for assessing the flash floods using measured data by using backpropagation to train the network. They utilized a dataset which included 5-min-frequency water quality data and 15-min-frequency rainfall data collected during a period of 20 years from two rain gauge stations. Their experiments introduced ANN models as they are relatively simple ML methods to be applied, while simultaneously requiring expert knowledge in the form of input provided by the users. In addition, their ANN prediction model showed great ability to deal with a dataset of Low Back Pain (LBP) and established the decision-making system. Heiser et al. [5] proposed a Naive Bayes Tree (NBT) and a Decision Tree (DT) based flash flood prediction model, using geomorphological disposition parameters. Sudhishri et al. [6] compared the evaluation of ANN and Recurrent Neural Network (RNN) based flash flood models. Jimeno-Sáez et al. [7] modeled the flash floods using ANN and Adaptive Neuro-Fuzzy Inference System (ANFIS) on a dataset collected from 14 different streamflow gauge stations. Root Mean Square Error (RMSE) and R Square (R2) were used as evaluation criteria. The results showed that ANFIS demonstrated a considerably superior ability to estimate real-time flash floods compared to ANN. Hong et al. [8] proposed a hybrid forecasting technique, called RSVRCPSEO, to accurately estimate heavy and extreme rainfall occurrences. RSVRCPSEO is an integration of RNN, support vector regression (SVR) and a Chaotic Particle Swarm Optimization algorithm (CPSO). Khosravi et al. [9] proposed decision tree-based algorithms for the flash flood at hazard watershed occurred in northern Iran. Hsu et al. [10] proposed a hybrid model from the integration of the Flash-Flood Routing Model (FFRM) and ANN, called the FFRM–ANN model, to predict flash flood. Another ANN is from Sharma et al. [11] with self-management of low back pain. The authors used the traditional ML method for involving in the flash flood problem, so that the following paragraph will revoke some of the applications of the Deep Learning methods in various fields.

In the manufacturing industry, Wang et al. [12] presented deep learning algorithms to provide advanced tools to improve a system performance and a decision-making system. Various deep learning models were compared on handling big data of manufactures to making manufacturing "smart". In the power industry, to detect and reduce the risk at the first stage of wind turbines, Helbing and Ritter [13] utilized forward deep Neural Network (NN) to create an effective condition monitoring. Wang et al. [14] reviewed several methods of deep learning for renewable energy forecasting. They divided the existing deterministic and probabilistic forecasting methods, which are intrinsic motivation of deep learning into various groups. Qiao et al. [15] investigated handwritten digit recognition using an adaptive deep Q-learning strategy. By combining the feature maps extracted by deep learning and the capability of decision making given by reinforcement learning, they formed the adaptive Q-learning deep belief network (Q-ADBN). To optimize the algorithm, the Q-function was used to maximize the extracted features considered as the current states. The papers showed the application of deep NN in various fields such as manufacturing, power, but there were no one which applies into the flash flood fields such as the classification and segmentation problems.
In the self-driving field, Fujiyoshi et al. [16] explained how deep learning can be applied in the field of the autonomous driving based on an image recognition problem. Further, the latest trends and methods of deep learning models applied to this field were also introduced. In another field of driving, namely speed prediction, Yan et al. [17] focused on a vehicle speed prediction using a deep learning model. Several driving factors affecting on the accuracy of the prediction of the model are considered and analyzed. The papers are instances of the application of the Deep Learning model in the self-driving field, so that it is necessary to mention to the articles used for the flash flood classification.

Recently, Deep Learning has been also effectively used to detect floods with high accuracy. In general, there are several Deep Learning based decision making and forecasting techniques proposed in the literature. For example, Wason [18] proposed a new deep learning method with hidden abilities of deep Neural Network (NN) that are close to human performance in many tasks. Anbarasan [19] combined IoT, big data and convolutional neural networks for the flood detection. The data collected by IoT sensors are considered as big data. After that, normalization and imputation algorithm are applied to pre-process, which is then used as inputs of convolutional deep neural network to classify whether these inputs are the occurrence of flood or not. For the satellite image classification, Singh and Singh [20] presented a Radial Basic Function Neural Network (RBFNN) using a Genetic Algorithm (GA) for detecting flood in a particular area. The RBFNN was used because it accepts noise and unseen satellite images as inputs. Then, the proposed model is trained by the GA algorithm in order to output the high classification performance. The flood Detection and Service (FD&S) has also a crucial role in the decision-making problem and the flood detection through Sensor Web, which has the ability for various kinds of sensor accesses [21]. Since the model is used in the classification problem, proposing the model for the segmentation is make more sense in the field of the flash flood detection. Other models could be found in [22,23].

All the above-mentioned research used ML techniques to find a solution in a particular field. However, there are few articles using Deep Learning for the flash flood segmentation. In this paper, we propose a novel Deep Learning architecture, namely PSO-UNET, which combines the Particle Swarm Optimization (PSO) with the UNET model to improve the performance of the flash flood detection from satellite images. UNET is a convolutional network designed for biomedical image segmentation [24]. Its architecture is symmetric and comprises of two main parts namely a contracting path and an expanding path, which can be widely seen as an encoder followed by a decoder. Since the original UNET has a symmetrical architecture, which means the expansive path is created following the contracting path, we only need to pay attention to the contracting path for the evolutionary computation. The UNET convolutional process is performed four times. Indeed, we consider each process as a block of the convolution having two convolutional layers in the original architecture. The training of inputs and hyper-parameters is performed by the PSO algorithm. By doing so, we acquire the optimal parameterization for the UNET, which is the innovative idea of this paper. Experimental results on various satellite images of Quangngai province located in Vietnam prove the advantages and superiority of the PSO-UNET approach against the original UNET.

The remainder of this paper comprises of 4 sections and is organized as follows: The UNET architecture and Particle Swarm Optimization, which are the two major components of the proposed method, are presented in Section 2. The PSO-UNET which is the combination of the UNET and the PSO algorithm is presented in detail in Section 3. In Section 4, the experimental results of the proposed method are presented. Finally, the conclusion and directions are given in Section 5.

2. Background of the Employed Algorithms
2.1. The UNET Algorithm and Architecture

The UNET’s architecture is symmetric and comprises of two main parts, a contracting path and an expanding path which can be widely seen as an encoder followed by a decoder,
respectively [24]. While the accuracy score of the deep Neural Network (NN) for classification problem is considered as the crucial criteria, semantic segmentation has two most important criteria, which are the discrimination at pixel level and the mechanism to project the discriminative features learnt at different stages of the contracting path onto the pixel space.

The first half of the architecture is the contracting path (Figure 1) (encoder). It is usually a typical architecture of deep convolutional NN such as VGG/ResNet [25,26] consisting of the repeated sequence of two $3 \times 3$ 2D convolutions [24]. The function of the convolution layers is to reduce the image size as well as bring all the neighbor pixel information in the fields into a single pixel by applying performing an elementwise multiplication with the kernel. To avoid the overfitting problem and to improve the performance of an optimization algorithm, the rectified linear unit (ReLU) activations (which expose the non-linear feature of the input) and the batch normalization are added just after these convolutions. The general mathematical expression of the convolution is described below.

$$g(x, y) = \omega \ast f(x, y)$$

(1)

where $f(x, y)$ is the original image, $\omega$ is the kernel and $g(x, y)$ is the output image after performing the convolutional computation.

![Figure 1. The UNET architecture.](image)

Each of two $3 \times 3$ 2D convolutions are followed by a $2 \times 2$ max-pooling layers down sampling with stride 2 in order to capture the context of an input image. After each downsampling step, the spatial dimensions of the input are cut half, while the number of the feature channels is doubled. Apparently max-pooling layer helps model to extract the sharpest features of an image. Given an image, the sharpest features are the best lower-level representation of an image. Adding the max-pooling layers also help the model to reduce variance and computation complexity since $2 \times 2$ max-pooling layers reduces 75% data.

The expanding path (decoder) is the second half of the architecture diagram. After each $2 \times 2$ 2D up-convolution, there is a concatenation of the feature map with a corresponding layer from the contracting path and two $3 \times 3$ 2D convolutions, each followed by the batch normalization and the ReLU activation [24]. The main purpose of the concatenation procedure is to provide localization information due to the loss of border pixels after every convolution layer. The final layer is $1 \times 1$ 2D convolution, which is used to map the final feature map with the desired number of classes (mask images).

The UNET architecture has robust effectiveness in the field of semantic segmentation, but the model is proved to be suitable for the medical dataset and is not appropriate fully for other datasets such as the satellite image dataset with the number of layers of the designed architecture. This paper will put forward the improvement based on this network and the classic optimization algorithm called PSO. The proposed method will be presented in the next section after summarizing the PSO algorithm.
2.2. Particle Swarm Optimization

Since the traditional convolutional neural network such as UNET for solving the problem involving in segmentation did not clearly define the reasons of choosing the number of layers and the layer’s parameters, Particle Swarm Optimization (PSO) [24] will help to seeking the most suitable one. PSO [27] is a popular technique serving several scientific fields in recent years and comparable to Genetic Algorithms (GA) [28,29] in the field of optimization. The inspiration of the PSO algorithm originated from the behavior of flocks of birds and schools of fish. The authors who originally introduced PSO [27] considered every single bird as a particle and the population of birds as swarm; thus, it is the reason why this algorithm is called the Particle Swarm Optimization. All flying birds would disperse, concentrate and after every concentration, they would adjust the directions of their flight. They also observed that the flying pace of all birds always remain stable and the changes of the flying directions is affected by its “best” reached position and group “best” position. Every single particle has its own position, its velocity at the moment, the “best” reached position and the group “best” position. After every iteration, each particle will modify its position according to its new velocity by applying the following equation:

\[ v_{i}^{t+1} = \omega v_{i}^{t} + c_{1} r_{1} (x_{Best}^{t} - x_{i}^{t}) + c_{2} r_{2} (gBest^{t} - x_{i}^{t}) \]  \hspace{1cm} (2)

\[ x_{i}^{t+1} = x_{i}^{t} + v_{i}^{t} \times t \]  \hspace{1cm} (3)

where \( r_{1} \) and \( r_{2} \) are two random parameters within \([0, 1]\), \( c_{1} \) and \( c_{2} \) are the constants, and \( \omega \) is the inertia weight. The flowchart of the PSO algorithm is demonstrated in Figure 2.

![Flowchart of the PSO algorithm.](image)

**Figure 2.** Flowchart of the PSO algorithm.

In order to leverage the robust ability of the PSO algorithm in the segmentation, the method presented in this paper based on the PSO would be put forward to optimize the UNET architecture and result in a higher performance with the specific dataset. Consequently, Section 4 presents in detail the proposed improved UNET architecture optimized by PSO algorithm.

3. Proposed Particle Swarm Intelligence Optimized UNET Deep Learning (PSO-UNET) for Flash Flood Detection

3.1. Preparation of the Training, Validation and Testing Dataset

The proposed UNET model is applied for 984 (108 × 108 pixels) Sentinel—2 satellite images of the dataset from the Quangngai province located in Vietnam with the coverage of the whole province of 5138 km². The images were taken from a national project in 2019. Each input image is accompanied by a corresponding fully annotated ground truth segmentation map for flash flood (white) and not flood (black). Figure 3 demonstrates a sample data image consisting of an input (left) and a mask (right) for the experimental process. Since the cost and the resource for the national project are restricted, there are various limitations of our collected dataset. For examples, the instances in the dataset
only have one dimension of the $108 \times 108 \times 1$ gray scale images, the ground truth only distinguishes from the flash flood areas and the normal areas and we could not cover the whole areas in the province.

![Sample data input of our dataset for experimental process.](image)

Figure 3. Sample data input of our dataset for experimental process.

For convenient training and testing stages, we decide to divide these images into three parts, namely train, validation and test following the K-fold Cross Validation technique with $k = 3$. For the 984 images, 84 images are kept as validation set and not included in the parameter selection. The K-fold applies to the train-test datasets that mean 900 images are divided to 3 folds with 300 images each and the process is repeated 3 times by keeping each fold once as test set. The qualitative results will be demonstrated in the next section. Table 1 illustrates how we divide and prepare these datasets for our experiment.

| Dataset Type        | Quantity | Size          |
|---------------------|----------|---------------|
| The total image     | 984      | $108 \times 108 \times 1$ |
| Training dataset    | 600      | $108 \times 108 \times 1$ |
| Testing dataset     | 300      | $108 \times 108 \times 1$ |
| Validation dataset  | 84       | $108 \times 108 \times 1$ |

Table 1. The preparation of experimental datasets with $k = 3$.

3.2. The Proposed PSO-UNET for Flash Flood Detection

Since seeking for the most suitable Deep Learning model to solve the problem of flash flood segmentation is not easy, applying PSO algorithms to optimize the number of layers in the model helps to figure out the best fit instance of the UNET-based model. Every model instance in the population (swarm) will make evolution following to the best particle by adding or removing the layers in the model. These changes have an important impact on enhance the overall performance of the instance. Finally, the best particle (the model instance) will be figured out and be trained on the whole dataset in order to find the best weights. The following subsection will describe in detail how to apply PSO algorithm into UNET deep learning model.

3.2.1. The Flow Chart of the PSO-UNET

The original UNET has a symmetrical architecture, which means that the expansive path is created symmetrically to the contracting path. Thus, we only need to pay attention to the contracting path for the evolutionary computation. The UNET convolutional process is performed four times. We consider each process as a block of the convolution having two convolutional layers in the original architecture. This specific representation is demonstrated in Figure 4.
In this representation, the max-pooling layers are fixed to a $2 \times 2$ filter with stride equal to 2 because it is hard to control the size of images after each convolutional block, which is randomly initialized. Another fixed layer is the bottle neck layers which has two $3 \times 3$ convolution layers doubling the filter of the last layer in the fourth convolutional block. In addition, we also fix the number of the convolutional blocks to four, so the evolutionary procedure of all particles cares only about comparing two convolutional blocks at the same position. The flow of the proposed method is shown in Figure 5.

![Flowchart of the proposed method.](image)

In the proposed algorithm, one of the most important criteria of the PSO algorithm is the fitness function. Selecting a decent evaluation will help the algorithm reach a convergence quickly. Since each particle will have its loss function value after each iteration, comparing these values with their current best particle and global best particle is the satisfactory approach for the fitness evaluation. In our case, it is the Dice Coefficient [30] which is selected...
to be the fitness function for the PSO algorithm. The Dice Coefficient score is not only a measure of how many positives are found, but it also penalizes for the false positives that the method finds and is similar to precision, so it is more similar to precision than accuracy and have more suitable and significant impact on the overall performance of the optimization algorithm. The only difference is the denominator, where you have the total number of positives instead of only the positives that the method finds. So, the Dice score is also penalizing for the positives that your algorithm/method could not find. The particle having the highest score of fitness is chosen for the best architecture, which is the objective of the algorithm. In this method, the algorithm ignores the number of parameters and focuses on the best architecture to the evolution only. Therefore, these parameters do not start over.

Looking at the representation of the UNET architecture, we only need to present how to compute the velocity of the particles by comparing blocks at the corresponding position in the contracting path. The reason is that after updating the procedure, the expansive path can be created by following the contracting path so that we do not take the updated expansive path in consideration.

3.2.2. The Difference of the Convolution Blocks

In order to calculate the velocity of the specific particle, we need to represent how the difference of the two contracting paths are computed. There are four blocks in all random particles so that calculating the difference between two blocks at the same position are detailed. The others are processed similarly. Figure 6 is an example of this procedure, in which the number of convolution layer in each block is taken into consideration. Additionally, the computation is always performed with respect to the first blocks. The difference will be zero at the same position that two blocks have the presence of the convolution layer. It means these position in the block will be kept with its corresponding hyper-parameters at the updating procedure. If the first block has less (more) ‘t’ number of layers than the second, the number of \(-1\) (+1) added to the difference will be ‘t’, with the hyper-parameters of the layers of the second block.

![Figure 6. An example of computing the difference between two convolution blocks.](image-url)
3.2.3. The Velocity Computation of the Blocks

At each iteration, the velocity of each particle (P) is the virtual information for the evolutionary procedure. This is computed through the current particle best position (pBest) and the global best position (gBest) [27]. In order to calculate the velocity, it needs to know two differences (gBest—P) and (pBest—P), which is pointed out at the Section 3.1. As mentioned before, we only need to demonstrate the difference between two blocks at the same order in the contracting path. An overview of this procedure is shown in Figure 7 in which the two top rows are the difference blocks of (gBest—P) and (pBest—P), respectively. In the proposed method, we define initially the decision factor Cg in order to determine what layer the block of the velocity will be selected from (gBest—P) or (pBest—P). In order to achieve this proposal, we generate a random number r uniformly at [0, 1]. If r < Cg, the block of the velocity will choose the layer from the difference (gBest—P). Otherwise, the algorithm will select the layer and its corresponding hyper-parameters from (pBest—P) and put it in the block of the final velocity at the corresponding position [27].

![Figure 7. The velocity computation of two blocks.](image)

3.2.4. The Particle Update of the Blocks

The procedure of updating the particle architecture is an uncomplicated and straightforward. It acts as an incentive for the current particle to reach a superior architecture in the proposed algorithm. According to the achieved velocity, each particle can upgrade by adding or removing the convolution layer in all its blocks. An instance of updating a particle with its velocity is described in the Figure 8 bellow.
3.2.4. The Particle Update of the Blocks

The procedure of updating the particle architecture is an uncomplicated and straightforward. It acts as an incentive for the current particle to reach a superior architecture in the proposed algorithm. According to the achieved velocity, each particle can upgrade by adding or removing the convolution layer in all its blocks. An instance of updating a particle with its velocity is described in the Figure 8 below.

Figure 8. An example of updating a particle according to its velocity.

3.3. The Applications of the Proposed PSO-UNET Model

In our improvement, the proposed PSO-UNET model could be applied to involve in a wide range of problems in satellite images. For instance, when images are sent from satellites which are outside from the Earth, the model can be trained and evaluated to decide volumes of rainfall in what zones. Figure 9 shows some areas where the PSO-UNET can be applied into.

Figure 9. The PSO-UNET model applications.

Another application that can use our model directly is landslide mitigation problem which is very helpful for drivers since they will have awareness of what areas are likely to occur landslide. This means they will be safer when drive through these areas.

4. Results and Analysis

4.1. Experimental Environment

4.1.1. Experimental Implementation

In order to compare precisely and conveniently the PSO-UNET and other related networks, these models are implemented by the Keras library (see Appendix A), which is the high-level API of the Tensorflow framework in Python programming language that supports Deep Learning packages. Moreover, Matplot library is used for visualizing the results of our study. In addition, these networks are trained and tested in our available...
Ubuntu server with 8 Dual CPUs of DELL Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20 GHz having 30,720 KB of cache size and 16 GB of main memory.

In the training phase, the PSO-UNET uses the Adam optimization algorithm [31] for seeking the convergence point in the backward propagation. In addition, the learning rate of particles in the population are not only set equal to 0.001, but also the gbest particle uses the same learning rate with the step scheduler to reduce continuously learning rate after each epoch in the last gbest training phase.

4.1.2. Quality Assessment

The experimental results of the segmentation model will be assessed over several standard performance measures. More specifically accuracy, Intersection-Over-Union (IoU) [32] and F1 score [30] are used as quality indicators in this article. Given $N = \{1, 2, \ldots, n\}$ is a set of all pixels of all images in the test set, $Y_1$ and $Y_2$ are the output of the model and the given ground truth, respectively, over the set $N$. The IoU and F1 score is defined as follows:

$$
\text{IoU}(Y_1, Y_2) = \frac{Y_1 \cap Y_2}{Y_1 \cup Y_2} = \frac{\sum_{i=1}^{n} \min(Y_{1i}, Y_{2i})}{\sum_{i=1}^{n} \max(Y_{1i}, Y_{2i})}
$$

(4)

$$
F_1(Y_1, Y_2) = \frac{2 \times \sum_{i=1}^{n} \min(Y_{1i}, Y_{2i})}{\sum_{i=1}^{n} \max(Y_{1i}, Y_{2i}) + \sum_{i=1}^{n} \min(Y_{1i}, Y_{2i})}
$$

(5)

Another criterion is to evaluate visually the predicted images of the PSO-UNET with other compared models. In Section 5, the practical results are presented in order to point out the higher performance and quality of the proposed method.

4.1.3. Experimental Objectives

(a) Find the best hyper-parameters of the proposed model from the mentioned satellite image dataset.

(b) Compare the performance of the PSO-UNET with the relevant models (UNET, LINKNET and SEGNET) in terms of accuracy, IoU and F1 score in the dataset.

4.2. Determination of the Hyper-Parameters of the Model

At first, a reasonable approach is to properly select the PSO-UNET model with the best hyper-parameters consisting of three groups: particle swarm optimization, UNET architecture initialization and PSO-UNET training.

The hyper-parameters of the first category are presented in the Table 2 comprising of three parameters: the number of iterations, the population size and $C_g$ (it is the probability of selecting a layer of the block from the global best or the local best particle). The number of iterations control the number of times the PSO algorithm will run before reaching the optimization. The population size sets the number of particles in the swarm, which is the arbitrary UNET architecture in our case. These particles will be used in the particle swarm optimization in order to seek the best architecture before moving to the training stage. The $C_g$ score plays a crucial role in the convergence of the PSO algorithm because the higher the $C_g$ is set, the faster the particles will approach the global best architecture. This means that the algorithm is trapped in a local optimization architecture, so we will set $C_g$ to 0.5 for a fair approach.

Table 2. The hyperparameter of the particle swarm optimization.

| Description        | Value |
|--------------------|-------|
| Number of iterations | 10    |
| Population size    | 10    |
| $C_g$              | 0.5   |
The hyper-parameters in the UNET architecture initialization stage adjust the diversity of the population consisting of the max number of the convolution layers in each block, the max number of filters in the first layer of the architecture, the kernel size of all convolution layers which is fixed to $3 \times 3$ and the parameter of all max pooling layers set to a $2 \times 2$ filter with stride 2. Since each particle has four blocks of convolution layers in the contracting path and the compilation of the expansive path will be followed symmetrically, the total number of layers are decided by choosing the number of the convolution layers in each block randomly. In order to keep the properties of the original UNET, the number of filters from the second convolution layer depend on the number of filters in the first convolution layer in each block randomly. Due to these reasons, we will set cases based on the max number of the convolution layer in each blocks $m$ (this number can be chosen as 4, 5 or 6) and the max number of filters in the first convolution layer $n$ in the interval of (this number can be set as 20, 30, 40) for our training and testing stages of the proposed model. Therefore, we have the cases presented in the Table 3 as follow:

| Case | m  | n  |
|------|----|----|
| 4-20 | 4  | 20 |
| 4-30 | 4  | 30 |
| 4-40 | 4  | 40 |
| 5-20 | 5  | 20 |
| 5-30 | 5  | 30 |
| 5-40 | 5  | 40 |
| 6-20 | 6  | 20 |
| 6-30 | 6  | 30 |
| 6-40 | 6  | 40 |

The final category of hyper-parameters is the PSO-UNET training process hyper-parameters which are illustrated in Table 4. These hyper-parameters include the number of epochs for the evaluation stage, the number of epochs for the global best in the training process after the evaluation, the dropout rate, the selection of the batch normalization and the batch size of putting inputs through the model of all processes. The number of the epochs for the evaluation decide how many times each particle is trained through the complete dataset before taking part in the evaluation. After evaluation process, the global best particle will be trained with the number of the epochs for the global best. To avoid overfitting problems, the dropout rate and batch normalization are used between the layers of the particle.

| Description                     | Value |
|---------------------------------|-------|
| Number of epochs for evaluation | 1     |
| Number of epochs for global best| 50    |
| Dropout rate                    | 0.05  |
| Batch normalization             | True  |
| Batch size                      | 32    |

After determining the cases, we conduct the experiment in all cases three times in order to gain accurate results. The average results of implementing this model on selected datasets in the range of hyper-parameters are presented in Table 5. In the validation process, while the case 6-40 reaches the highest Accuracy score (92.71%), the best IoU measure belongs to case 4-40 (95.64%) and case 6-30 has the highest score of F1 (80.75%). However, in the testing stage, all of the measures of the case 4-40 dominate over the rest of the cases. The Accuracy, IoU and F1 scores do not stand out from other cases. In particular, the F1 score which is chosen for the fitness function of the PSO algorithm acquires the score of
79.75%. Thus, we select the experimental results in testing process of the case 4-40 in order to compare with other related models.

**Table 5.** The results of the model experiment in different cases (the bold value is the best one in each column).

| Case | Validation | | Testing | | | |
|------|------------|------|---------|------|------------|------|
|      | Acc (%)    | IoU (%) | F1 (%)  | Acc (%) | IoU (%)    | F1 (%) |
| 4-20 | 92.36      | 94.75  | 78.32   | 92.31   | 94.82      | 77.99  |
| 4-30 | 92.48      | 94.98  | 79.41   | 92.44   | 94.93      | 78.49  |
| 4-40 | 92.69      | **95.64** | 80.45   | **92.64** | **95.59**  | **79.75** |
| 5-20 | 92.20      | 95.06  | 78.26   | 92.02   | 94.97      | 77.45  |
| 5-30 | 92.67      | 95.36  | 80.49   | 92.26   | 95.35      | 79.47  |
| 5-40 | 92.34      | 95.25  | 80.04   | 92.39   | 95.30      | 78.79  |
| 6-20 | 92.28      | 94.05  | 75.37   | 92.05   | 93.86      | 74.18  |
| 6-30 | 92.04      | 95.47  | **80.75** | 92.47   | 95.46      | 79.65  |
| 6-40 | **92.71**  | 95.40  | 80.41   | 92.63   | 95.34      | 79.67  |

After choosing the model with the best hyper-parameters, comparing the selected model with other former models has a vital role in the signification of the proposed model.

**4.3. Model Comparison**

Comparing the proposed model with related models is a necessary step in order to verify the efficient and sufficient performance. For this reason, we choose the original UNET model [24], the LINKNET model [33], the SEGNET [34] for our comparing process. The experimental results and assessments are presented in the following lines.

In Figure 10, the learning curve of the PSO-UNET model always stays in the bottom with others and shows the convergence smoothly in the training phase. This means our proposed model have the best learning strategy compared to others.

![The Training Loss of The Comparison Models](image)

**Figure 10.** The comparison of the loss convergence in the training phase.
At first glance, pixel accuracy is the percentage of area that the trained model classifies precisely. In the segmentation section of computer vision field, it is notorious to demonstrate that high pixel accuracy does not always imply superior segmentation ability. In order to clearly illustrate the final segmentation result of our model, Intersection-Over-Union [29], also known as the Jaccard Index, is considered properly as a very straightforward metric in assessing semantic segmentation. For more equity, we also use F1 score [33] in order to appraise the proposed model at the high performance with other precedent models.

As shown in Table 6, our proposed model acquires the highest values in Acc, IoU and F1 score in the testing process. Accuracy of PSO-UNET reaches the peak of 92.64% over other models much higher than that of LINKNET (12.82% higher). IoU of PSO-UNET is a bit higher than that of UNET (about 4% higher) and very much higher than that of LINKNET (27.47% higher) and SEGNET (14.05% higher). However, the value of F1 score obtained by applying PSO-UNET is a significantly higher than UNET (8.59%), much higher than SEGNET (18.17%) and very much higher than LINKNET (28.29%). Standard Deviation (S.D) of Acc and IoU computations of all models are very small (0.1%–3%) except F1 score computations of all models. The values fluctuate between 5% to 7% which is much higher when compared to Acc and IoU measure. In order to visualize the quantitative comparison obviously, we put these results of Table 6 in Figure 11.

**Table 6.** The comparison of the PSO-UNET model with other precedent models in testing stage (the bold value is the best one in each row).

| Testing | PSO-UNET | UNET | LINKNET | SEGNET |
|---------|----------|------|---------|--------|
| Acc (%) | 92.64 ± 0.44 | 92.10 ± 0.08 | 79.82 ± 2.44 | 89.80 ± 1.12 |
| IoU (%) | 95.59 ± 0.42 | 91.65 ± 1.33 | 68.12 ± 2.86 | 81.54 ± 2.86 |
| F1 (%)  | 79.75 ± 5.12 | 71.19 ± 5.77 | 61.58 ± 7.62 | 51.46 ± 7.55 |

![Figure 11. The quantitative comparison of the experimental models.](image)

The qualitative results of PSO-UNET, UNET, Linknet and SEGNET are presented in Figures 12 and 13 on two differently particular areas of the dataset. These images are converted to “seismic” and “binary” types for the purpose of visualizing while clearing our results.
As illustrated in Figures 12 and 13, we can evaluate that our proposed model has better segmentations qualitatively. The pixels forming the narrow lines are too hard to segment precisely, but our model provides superior results in testing images.

**Figure 12.** The example of the qualitative experiment of the models. (a) PSO-UNET; (b) UNET; (c) LINKNET; (d) SEGNET.
Figure 13. The example of the qualitative experiment of the models. (a) PSO-UNET; (b) UNET; (c) LINKNET; (d) SEGNET.

4.4. Evaluate the Strength of the Proposed Model

Finally, the one-way ANOVA (Analysis of Variances) Test is applied to the F1 score values of the previous four compared models (PSO-UNET, UNET, LINKNET, and SEGNET) in order to evaluate the strength of the proposed model. We choose the best three F1 score values (Table 7) of all models to take the test properly. The hypotheses are:

Hypotheses 1 (H1). The proposed model is not different from the related models in terms of F1.

Hypotheses 2 (H2). The proposed model is significantly different from the related models in terms of F1.
Table 7. The best three instances of F1 score of all models used to take the ANOVA test.

| Instance | PSO-UNET | UNET | LINKNET | SEGNET |
|----------|----------|------|---------|--------|
| 1        | 86.24%   | 76.81| 69.88   | 60.98  |
| 2        | 73.73%   | 73.50| 63.38   | 50.92  |
| 3        | 79.27%   | 63.25| 51.48   | 42.59  |

This scenario is presented in Figure 14 and Table 8. Visually, the red bar of our proposed model which is the mean strength reaches the peak over all the remainder, about 79%. Additionally, there is no overlap between the blue bar and the red bar, and we infer that the PSO-UNET model is significantly different from the rest of the compared models.

Figure 14. Analysis of one-way ANOVA for all models.

Table 8. The results of one-way analysis of variant over all models.

| Source  | SS     | df | MS     | F  | Prob > F |
|---------|--------|----|--------|----|----------|
| Columns | 1337.18| 3  | 445.726| 6.83| 0.0135   |
| Error   | 522.46 | 8  | 65.307 |    |          |
| Total   | 1859.63| 11 |        |    |          |

Since the interquartile range of the PSO-UNET model is smallest (less than 10%) compared to other models (greater than 10%), this means that the variability of the F1 score in three scenarios are not different and falls into the lowest quartile range. The whiskers of the PSO-UNET and PSO models are also small relatively compared to others (approximately 2%). Finally, the confidence interval of our proposed model is fluctuated in the smaller range (about 16%) and stay in almost higher percentage which means the results of F1 score in all cases are not different and the PSO-UNET model have a significant improvement.

For the One-way ANOVA test, there are four units that need to be computed which are SS, df, MS, and F to reach the results Prob > F used to evaluate the proposed model. Particularly, SS represents the sum of square of all instances, df denotes the degrees of
freedom, MS is the mean square error, and F is interpreted as the ratio of mean square error. The p-value (Pro > F value) indicate the probability of the event “The proposed model is significantly different from the related models”, which is the alternative hypothesis. If this probability is less than 0.05, we can infer that the alternative hypothesis is accepted. Otherwise, all the variances are the same.

The results of the One-way ANOVA test in the Table 8 show that the value p-value is equal to 0.0135 which is less than 0.05, so the alternative hypothesis is accepted.

5. Discussions

With the results presented in the previous subsections, the proposed model shows the ability and the better performance of the approach when we have experimented in the satellite images dataset. We combined the original UNET with the PSO algorithm, while the initial architectures of the UNET evolved through each iteration. These architectures approach gradually to the optimal one by adding essential layers or removing redundant layers in every convolution blocks. After each iteration, the new version of the architecture appears, so the final result has a better score when compared to related models.

In addition to these advantages, there are an existent of the time consuming in the whole training stage of the proposed model. While related models are straightforward in order to reach the best parameters of the networks, the PSO-UNET experience compulsorily through two stages of the PSO algorithm and the model training process. However, the longer running time is compensated by the better performance of all measures. For the hyper-parameters of the PSO algorithm, as the number of iterations and populations increases, the resulting architecture is better. In this paper, we just confine these hyper-parameters to improve the running time.

In the future, thanks to the unstoppable development of state-of-the-art in the computer industry, the computation speed will increase considerably, and we believe that the running time will be further improved.

6. Conclusions

In this paper, we proposed the improvement of the UNET model based on one of the most popular evolution algorithms called Particle Swarm Optimization algorithm (PSO). By combining PSO algorithm in optimizing the architecture of the UNET model, we found the best hyper-parameters in order to obtain the satisfactory results in the experimental dataset. The dataset of satellite images is gathered and collected by name of dataset’s authors thanks to the huge efforts of experiment. The dataset which consists of 984 images are experimented with the proposed model and other related models (UNET [24], LINKNET [32], SEGNET [33]) to reach the remarkable results. Thanks to the characteristic of the segmentation method and the dataset, we select the F1 score [31] as the main evaluation method accompanied with IoU [30] and Accuracy measures. Our proposed model results in an F1 score of 87.17% ± 0.36% which is a significantly higher than corresponding scores observed in the compared models.

However, there still exist pixels that the proposed model miss-segmentation due to the very closely related features. In order to overcome this challenge, we will implement the proposed model with different post processing methods down the road for the upcoming improvements. Moreover, we need to apply the model with different datasets to verify the reliability of the results and the ability of the PSO-UNET model.
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Appendix A

In order to detail how to implement the proposed model, the section will present the proper implementation of the PSO-UNET model by using a pseudo code and a structure of the source code using Tensorflow framework and Keras library. The detail of the algorithm pseudo will be described below Algorithm A1.

**Algorithm A1. PSO-UNET Algorithm**

**Input:** population_size, no_max_layers, input_size, batch_size, particle_epoch, gbest_epoch, no_iters, learning_rate  
**Output:** Global best trained particles  
**Begin**  
population <- init_population(population_size, no_max_layers, input_size)  
For no_iters do  
For population do  
train_particle(particle, batch_size, particle_epoch, learning_rate)  
particle_velocity <- compute_velocity(pbest, gbest, cg)  
particle <- update_particle(particle, particle_velocity)  
particle_f1 <- fit_particle(particle)  
If particle_f1 > pbest then  
update_pbest(particle)  
If pbest > gbest then  
update_gbest(particle)  
End if  
End if  
For epoch do  
train_gbest(gbest, gbest_epoch, batch_size, learning_rate)  
End  
End for  
Return gbest  
**End**

The PSO-UNET is implemented by the mentioned framework and library which is followed by the above pseudo. In the detail, the input of the proposed model includes some hyperparameters of the PSO algorithm and the UNET model such as population_size, no_max_layers and the model will output the global best trained particles of the population.
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