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Abstract. We study the thermodynamics of quantum particles with long-range interactions at $T = 0$. Specifically, we generalize the Hamiltonian Mean Field (HMF) model to the case of fermions and bosons. In the case of fermions, we consider the Thomas-Fermi approximation that becomes exact in a proper thermodynamic limit. The equilibrium configurations, described by the Fermi (or waterbag) distribution, are equivalent to polytropes with index $n = 1/2$. In the case of bosons, we consider the Hartree approximation that becomes exact in a proper thermodynamic limit. The equilibrium configurations are solutions of the mean field Schrödinger equation with a cosine interaction. We show that the homogeneous phase, that is unstable in the classical regime, becomes stable in the quantum regime. This takes place through a first order phase transition for fermions and through a second order phase transition for bosons where the control parameter is the normalized Planck constant. In the case of fermions, the homogeneous phase is stabilized by the Pauli exclusion principle while for bosons the stabilization is due to the Heisenberg uncertainty principle. As a result, the thermodynamic limit is different for fermions and bosons. We point out analogies between the quantum HMF model and the concepts of fermion and boson stars in astrophysics. Finally, as a by-product of our analysis, we obtain new results concerning the Vlasov dynamical stability of spatially homogeneous waterbag distributions. We show that spatially homogeneous waterbag distributions are Vlasov stable iff $\epsilon \geq \epsilon_c = 1/3$ and spatially inhomogeneous waterbag distributions are Vlasov stable iff $\epsilon \leq \epsilon_0 = 0.379$ and $b \geq b_0 = 0.37$ where $\epsilon$ and $b$ are the normalized energy and magnetization. The magnetization curve displays a first order phase transition at $\epsilon = 0.352$ and the domain of metastability ranges from $\epsilon_c$ to $\epsilon_0$.
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1 Introduction

The dynamics and thermodynamics of systems with long-range interactions (self-gravitating systems, geophysical flows, non neutral plasmas,...) has recently received a particular attention from the community of statistical mechanics [12,14]. Surprisingly, long-range interacting systems had not been studied at a general level until now, although the main concepts (such as ensemble inequivalence, negative specific heats, quasi stationary states, violent collisionless relaxation and slow collisional relaxation) had been understood early in astrophysics and two-dimensional turbulence (see, e.g., [5] and references therein). Recently, these fundamental concepts have been illustrated and emphasized in the framework of a simple toy model of systems with long-range interactions called the Hamiltonian Mean Field (HMF) model [6]. This model displays many analogies with self-gravitating systems [7,9,10] which have proven to be very fruitful. Until now, only the classical HMF model has been considered [4]. In this paper, developing further the analogy with self-gravitating systems, we shall give a first discussion of the quantum HMF model for fermions and bosons. Before that, we briefly review the main steps in the history of classical and quantum self-gravitating systems. This will place our study in a more general perspective.

The statistical mechanics of classical self-gravitating systems, such as elliptical galaxies and globular clusters, started with the works of Ogorodnikov [11], Antonov [12] and Lynden-Bell & Wood [13] (see reviews [14]). These authors studied the equilibrium configurations of a self-gravitating gas of classical particles enclosed within a box so as to prevent its complete evaporation. They considered the microcanonical ensemble and discovered the important phenomenon of “gravothermal catastrophe” which takes place below a critical energy $E_c = -0.335GM^2/R$. This can be viewed as a sort of phase transition between a gaseous state and a “singular” state in which a tightly bound binary star is surrounded by a hot halo of stars. We call it “singular” because the maximum entropy state is reached when two stars approach each other with no limit (leading to infinite density) so that the potential energy tends to $-\infty$ and the temperature of the halo increases to $+\infty$ so as to allow for the overall conservation of energy. This core-halo state has infinite entropy. On the other hand, Kiessling [17] and Chavanis [18] considered the canonical ensemble and investigated the phenomenon of “isothermal collapse” which takes place be-
low a critical temperature \( k_B T_c = GMm/2.52R \). In that case, the final outcome of the collapse is a Dirac peak containing all the particles. This compact object has infinite free energy. These singular states, binaries stars in the microcanonical ensemble and Dirac peaks in the canonical ensemble, are obtained by assuming that the particles are point-like and that quantum mechanics effects can be neglected.

The case of quantum particles in gravitational interaction has also been considered in astrophysics and led to the concepts of fermion and boson stars.

Fermion stars have found astrophysical applications in the context of white dwarf stars, neutron stars and dark matter models made of massive neutrinos \[19\]-\[20\]. Their equilibrium results from a balance between the gravitational attraction and the quantum pressure due to the electrons (in white dwarfs), the neutrons (in neutron stars) or the neutrinos (in dark matter). Gravitational collapse is therefore prevented by the Pauli exclusion principle as first realized by Fowler \[21\]. At \( T = 0 \), the gas is completely degenerate and, in the non relativistic limit, the system is equivalent to a polytrope of index \( n = 3/2 \). The density profile has a finite support leading to a configuration with a well-defined radius \( R \). The mass-radius relation of classical fermion stars is given by \( MR^3 \approx 91.96^n/m^8 G^3 \).

When special \[22\] or general \[23\] relativity is taken into account, it is found that no equilibrium state exists above a maximum mass, called the Chandrasekhar mass, scaling like \( M_{\text{Ch}} \approx M_\odot^3/m^2 \) where \( M_P = (\hbar c/G)^{1/2} \) is the Planck mass. Massive stars cannot pass into the white-dwarf stage and become neutron stars. Even more massive stars undergo gravitational collapse and become black holes \[23\]. The case of self-gravitating fermions at non-zero temperature has been considered by several authors \[24\]-\[25\]-\[26\]-\[27\]-\[28\]. The equilibrium states of the non relativistic Fermi gas are obtained by coupling the Fermi-Dirac statistics to the Poisson equation (this corresponds to the Thomas-Fermi approximation). In that case, the system extends to infinity and one is forced to enclose the particles within a finite box to prevent their evaporation. The shape of the caloric curve \( T(E) \) depends on a dimensionless parameter \( \mu \) which can be viewed as a normalized system size or as an inverse normalized Planck constant \[16\]. For \( \mu \to +\infty \), one recovers the classical limit in which the system undergoes gravitational collapse and forms a singularity. However, when quantum mechanics is taken into account, the gravitational collapse stops when the system feels the Pauli exclusion principle. In that case, it ends up on a nonsingular equilibrium state which typically has the form of a completely degenerate and very compact nucleus (fermion ball) surrounded by a hot and almost homogeneous atmosphere (halo). One can therefore describe interesting zeroth and first order phase transitions between “gaseous” and “condensed” states, and evidence microcanonical and canonical critical points that differ in the two ensembles. The complete phase diagram of the self-gravitating Fermi gas is given in \[16\].

Boson stars were introduced by Kaup \[29\] and Ruffini & Bonazzola \[30\] in the sixties although no astrophysical application of these objects was known at that time. Later on, it was suggested that dark matter could be made of bosons and that boson stars could have formed by Jeans gravitational instability \[31\]. At \( T = 0 \), bosons form a Bose-Einstein condensate (BEC) and they are described by a single wavefunction \( \psi(r,t) \). In the nonrelativistic Newtonian limit, the structure of a self-gravitating BEC is obtained by solving the Schrödinger-Poisson system and in the relativistic limit one must couple the Klein-Gordon equation to the Einstein field equations. The Newtonian approximation is valid for sufficiently small masses and yields the mass-radius relation \( MR = 9.9h^2/Gm^2 \). The radius decreases as mass increases, like for classical fermion stars, but the scaling is different. This relation is valid as long as the radius is much larger than the Schwarzschild radius \( R_S = 2GM/c^2 \). When relativistic effects are taken into account, there exists a maximum mass, the Kaup mass \( M_{K_{\text{Kaup}}} = 0.633M_\odot^2/m \), above which no equilibrium configuration exists \[29\]-\[30\]. In that case, the system collapses to a black hole. Below the critical mass, the gravitational collapse of boson stars is prevented by the Heisenberg uncertainty principle while the gravitational collapse of fermion stars is prevented by the Pauli exclusion principle. This is why the Kaup mass \( M_{K_{\text{Kaup}}} \sim M_\odot^2/m \) for boson stars is much smaller than the Chandrasekhar mass \( M_{\text{Ch}} \sim M_\odot^3/m^2 \) for fermion stars by a factor \( m/M_P \ll 1 \). Such small masses (e.g. \( M_{K_{\text{Kaup}}} \sim 10^{11}kg \sim 10^{-19}M_\odot \) for \( m \sim 1GeV/c^2 \)) led to the belief that boson stars are not very relevant astrophysical objects. However, the maximum mass of boson stars can be considerably increased by taking into account the self-interaction of the particles via a \( \lambda \phi^4 \) potential \[32\]. In that case, the maximum mass scales like \( M = \lambda^{1/2}M_{\text{Ch}} \) and becomes comparable with the Chandrasekhar mass of self-gravitating fermions when \( \lambda \sim 1 \). Therefore, self-coupling can significantly change the physical dimensions of boson stars, making them much more astrophysically interesting. Recently, some authors \[33\] have proposed that dark matter galactic halos themselves could be gigantic self-gravitating Bose-Einstein condensates (BEC). At the galactic scale, it is possible to neglect relativistic effects and use the Newtonian approximation. When self-coupling is taken into account, the structure of a self-gravitating BEC is obtained by solving the Gross-Pitaevskii-Poisson system (this corresponds to the Hartree approximation). The short-range interaction produces an effective pressure described by a barotropic equation of state equivalent to a polytrope of index \( n = 1 \). The equilibrium of the system then results from the balance between the gravitational attraction, the pressure due to the self-interaction and the quantum pressure due to the Heisenberg uncertainty principle. A detailed study of the equilibrium configurations is made in \[34\].

In this paper, we shall apply the same concepts to the HMF model in which the gravitational interaction in \( d = 3 \) dimensions is replaced by a cosine interaction in \( d = 1 \) dimension. This generalization has two main interests. First, it will allow us to study the thermodynamics of quantum particles with long-range interactions in a simpler model...
and to derive several analytical results. Secondly, it will be possible in future works to perform very efficient numerical simulations of this system since the HMF model is one-dimensional and the potential of interaction is smooth. This will allow us to explore the dynamical properties of quantum particles with long-range interactions in a simple setting. Generalizing the HMF model to the quantum regime is the natural next step in the systematic exploration of the properties of this model since its introduction in 1995 [8].

The statistical mechanics of the classical HMF model has been treated by different methods (see review [4]). Among them, the approach of [7,9,35] based on the maximization of the Boltzmann entropy at fixed mass and energy closely follows the standard methodology developed in astrophysics [2,13,11,15,16]. For the classical HMF model, there exists a second order phase transition between a homogeneous phase (for \( E > E_c \) and \( T > T_c \)) and a clustered phase (for \( E < E_c \) and \( T < T_c \)). Contrary to 3D self-gravitating systems, the ensembles are equivalent for all accessible energies and temperatures. At \( T = 0 \) or \( E = E_{\text{min}} \), a limit that will be considered in the following, the density profile \( \rho(\theta) = M\delta(\theta) \) is a Dirac peak centered at \( \theta = 0 \) (say) containing all the mass. This “singular” state corresponds to a complete condensation of the system in which the maximum magnetization is \( b = 1 \). We shall here study how this result is modified when quantum mechanics effects are taken into account.

In the case of fermions, the statistical equilibrium state is obtained by maximizing the Fermi-Dirac entropy at fixed mass and energy. This leads to the mean field Fermi-Dirac distribution with a cosine interaction. In fact, this problem has already been treated in a different context. Indeed, in the collisionless regime of the dynamics, the classical HMF model is governed by the Vlasov equation. Now, the Vlasov equation can undergo a process of violent collisionless relaxation leading to a quasi stationary state (QSS). In the case where the fine-grained distribution function takes only two values \( f = f_0 \) and \( f = 0 \), the statistical mechanics of the Vlasov equation developed by Lynden-Bell [36] predicts that the QSS is obtained by maximizing a “fermionic” mixing entropy at fixed mass and energy. Here, the “degeneracy” is due to dynamical effects (Liouville theorem), not to quantum mechanics (Pauli’s exclusion principle). Still, the mathematical problem is the same provided that the maximum value of the distribution function \( f_0 \) fixed by the initial condition is interpreted as the maximum value of the distribution function \( 2/h \) fixed by the Pauli exclusion principle (see [37] in the astrophysical context). The phase transitions associated with the Lynden-Bell or Fermi-Dirac distributions are very rich and subtle and they have been described in detail in [5,8,9,10,11,12,13,14]. Due to the analogy with the quantum problem, these studies directly apply to a gas of fermions with cosine interaction. Therefore, we shall not repeat this analysis here. We shall, however, study the case \( T = 0 \) (corresponding to the ground state energy \( E_{\text{ground}} \)) that was not treated in detail in the previous works. In that limit, the system is completely degenerate and the distribution function reduces to the Fermi distribution or, equivalently, to the (spatially inhomogeneous) waterbag distribution. This distribution is equivalent to a polytrope of index \( n = 1/2 \). The general theory of polytropes in the context of the HMF model has been recently developed by Chavanis & Campa [45] and we shall make use of their results in the specific case \( n = 1/2 \) which presents interesting features. In terms of the normalized Planck constant \( \chi \) for fermions defined in equation (126), we show that the homogeneous phase is unstable for \( \chi < \chi_c = \sqrt{3} \), metastable for \( \chi_c < \chi < \chi_l \approx 1.45 \) and fully stable for \( \chi > \chi_l \). In parallel, the inhomogeneous phase is fully stable for \( \chi < \chi_l \), metastable for \( \chi_l < \chi < \chi_s \approx 1.48 \) and disappears for \( \chi > \chi_s \) (see Figure 13). This shows that quantum effects can stabilize the homogeneous phase because of the Pauli exclusion principle, exactly like for fermion stars in astrophysics. For the HMF model, this stabilization happens through a first order phase transition where the control parameter is the normalized Planck constant. As a by product of our analysis, we obtain new results concerning the Vlasov dynamical stability of the waterbag distribution. We show that spatially homogeneous waterbag distributions are Vlasov stable iff \( \epsilon \geq \epsilon_c = 1/3 \) and spatially inhomogeneous waterbag distributions are Vlasov stable iff \( \epsilon \leq \epsilon_c = 0.379 \) and \( b \geq b_c = 0.37 \) where \( \epsilon \) and \( b \) are the normalized energy and magnetization. The magnetization curve displays a first order phase transition at \( \epsilon_l = 0.352 \) and the domain of metastability ranges from \( \epsilon_c \) to \( \epsilon_s \) (see Figure 14).

At \( T = 0 \), bosons form a Bose-Einstein condensate (BEC) and the equilibrium state is obtained by solving the mean field Schrödinger equation with a cosine interaction (the pressure derived from the Bose-Einstein statistics is zero at \( T = 0 \) so that a hydrodynamical description is not appropriate). The normalized Planck constant \( \chi \) for bosons is defined in equation (126). For \( \chi = 0 \), we recover the classical result: the density profile forms a Dirac peak at \( \theta = 0 \). For \( \chi \rightarrow 0 \), we can make a harmonic approximation and obtain quantum corrections at the order \( O(\chi) \). More generally, by solving the problem numerically for any value of \( \chi \), we evidence a second order phase transition between magnetized states for \( \chi < \chi_c = \sqrt{3} \) and non magnetized states for \( \chi > \chi_c \). This shows that quantum effects can stabilize the homogeneous phase because of the Heisenberg uncertainty principle, exactly like for boson stars in astrophysics.

The paper is organized as follows. In Section 2 we introduce the HMF model. In Section 3 we consider the case of fermions at \( T = 0 \) and study the cosine Fermi distribution. We show that our study also determines the Vlasov dynamical stability of the (possibly inhomogeneous) Lynden-Bell and waterbag distributions, independently on the quantum mechanics context. In Section 4 we consider the case of bosons at \( T = 0 \) and study the cosine Schrödinger equation. In Section 5 we consider the mean field Gross-Pitaevskii equation describing BECs with short-range interactions or fermions beyond the Thomas-Fermi approximation. In this context, we study the stability of a homogeneous distribution with re-
spect to the quantum Euler and Vlasov (or Wigner) equations. The appropriate thermodynamic limits for fermions and bosons are discussed in Appendix A. Technical results are given in the other Appendices.

2 The HMF model

We consider a system of $N$ particles of unit mass $m = 1$ moving on a ring of unit radius $R = 1$ and interacting via a cosine potential of the form $u = -\frac{k}{2}\cos(\theta - \theta')$, where $k > 0$ is the coupling constant. The Hamiltonian reads

$$H = \frac{1}{2}\sum_{i=1}^{N} v_i^2 - \frac{k}{2\pi} \sum_{i<j} \cos(\theta_i - \theta_j), \quad (1)$$

where $\theta_i$ and $v_i = \dot{\theta}_i$ are the position (angle) and velocity of particle $i$. We introduce the magnetization vector $b = (b_x, b_y)$ where $b_x = \frac{1}{2N} \sum_i \cos \theta_i$ and $b_y = \frac{1}{2N} \sum_i \sin \theta_i$.

We assume that the system can be described by a distribution function $f(\theta, v, t)$ such that $f(\theta, v, t) d\theta dv$ gives the density of particles with position $\theta$ and velocity $v$ at time $t$. It is normalized such that $\int f(\theta, v, t) d\theta dv = 1$. As we shall see, this description applies to classical particles and fermions (in the Thomas-Fermi approximation) but not to bosons at $T = 0$ forming Bose-Einstein condensates. In the mean field approximation, the energy (kinetic + potential) is given by

$$E = K + W = \int f \frac{v^2}{2} d\theta dv + \frac{1}{2} \int \rho \Phi d\theta, \quad (2)$$

where

$$\Phi(\theta, t) = -\frac{k}{2\pi} \int_{0}^{2\pi} \cos(\theta - \theta') \rho(\theta', t) d\theta', \quad (3)$$

is the self-consistent potential generated by the density of particles $\rho(\theta, t) = \int f(\theta, v, t) dv$. Expanding the cosine function, the potential can be rewritten

$$\Phi(\theta, t) = -B_x \cos \theta - B_y \sin \theta, \quad (4)$$

where

$$B_x = \frac{k}{2\pi} \int_{0}^{2\pi} \rho(\theta, t) \cos \theta d\theta, \quad (5)$$

$$B_y = \frac{k}{2\pi} \int_{0}^{2\pi} \rho(\theta, t) \sin \theta d\theta, \quad (6)$$

are proportional to the two components of the average magnetization $b_x = \frac{1}{2\pi} \int \rho \cos \theta d\theta$ and $b_y = \frac{1}{2\pi} \int \rho \sin \theta d\theta$. The potential energy can be expressed in terms of the magnetization as

$$W = -\frac{k B^2}{4\pi^2}. \quad (7)$$

On the other hand, the kinetic energy can be expressed in term of the pressure $p(\theta, t) = f \int v^2 dv$ as

$$E = \frac{1}{2} \int p d\theta. \quad (8)$$

3 Fermions at zero temperature

In this section, we consider the HMF model at $T = 0$ in the case where the particles are fermions of spin $s = 1/2$. We use a mean field approximation that becomes exact in a proper thermodynamic limit $N \to +\infty$ defined in Appendix A. This mean field approximation could be rigorously justified like in the astrophysical problem [24, 25].

3.1 The Fermi-Dirac distribution

According to the Pauli exclusion principle, there are at most $2s + 1 = 2$ fermions in a phase space cell of size $h$, where $h$ is the Planck constant. Therefore, the maximum value of the distribution function fixed by the Pauli exclusion principle is

$$\eta_0 = \frac{2}{h}. \quad (9)$$

The statistical equilibrium state in the microcanonical ensemble is obtained by maximizing the Fermi-Dirac entropy

$$S = -\int \left\{ \frac{f}{\eta_0} \ln \frac{f}{\eta_0} + \left( 1 - \frac{f}{\eta_0} \right) \ln \left( 1 - \frac{f}{\eta_0} \right) \right\} d\theta dv, \quad (10)$$

at fixed mass and energy (see, e.g., [10]). Writing the variational principle in the form $\delta S - \beta \delta E - \alpha \delta M = 0$, where $\beta$ and $\alpha$ are Lagrange multipliers, we obtain the mean field Fermi-Dirac distribution

$$f = \frac{\eta_0}{1 + \lambda e^{\beta \eta_0 \left( \frac{\theta^2}{2} + \Phi(\theta) \right)}}. \quad (11)$$

This distribution function satisfies the constraint $f \leq \eta_0$. The statistical equilibrium state in the canonical ensemble is obtained by minimizing the Fermi-Dirac free energy $F = E - T S$ at fixed mass, where $T \geq 0$ is the temperature. The critical points of constrained entropy and constrained free energy are the same, given by equation (11), but their stability may differ in microcanonical and canonical ensembles in case of ensemble inequivalence (see, e.g., [16]).

3.2 The Fermi distribution

At $T = 0$, the Fermi gas is completely degenerate since the states with individual energy $\epsilon = v^2/2 + \Phi(\theta)$ smaller than the Fermi energy $\epsilon_F$ are completely filled. This leads to the Fermi distribution

$$f = \eta_0, \quad \text{if} \quad \epsilon \leq \epsilon_F,$$

$$f = 0, \quad \text{if} \quad \epsilon > \epsilon_F. \quad (12)$$

Since the units of length and mass have been fixed to unity, the Planck constant $h$ so defined is dimensionless (see Appendix A for the restoration of dimensional variables). Therefore, it can be viewed as an external parameter that can take values between 0 (classical regime) and $+\infty$ (quantum regime).
It can be rewritten
\[ f = \eta_0, \quad \text{if} \quad |v| \leq v_F(\theta), \]
\[ f = 0, \quad \text{if} \quad |v| > v_F(\theta), \quad (13) \]
where
\[ v_F(\theta) \equiv \sqrt{2(\epsilon_F - \Phi(\theta))}, \quad (14) \]
is the space dependent Fermi velocity. This zero temperature limit corresponds to the ground state of the Fermi gas (minimum energy state \( E_{\text{min}} \)).

The density and the pressure corresponding to the distribution function \([13]\) are given by
\[ \rho(\theta) = \int_{-v_F(\theta)}^{v_F(\theta)} f(v) \, dv = 2\eta_0 v_F(\theta), \quad (15) \]
\[ p(\theta) = \int_{-v_F(\theta)}^{v_F(\theta)} f(v)v^2 \, dv = \frac{2}{3}\eta_0 v_F^3(\theta). \quad (16) \]
Eliminating the Fermi velocity between these two expressions, we obtain the equation of state
\[ p = \frac{1}{12\eta_0^2} \rho^3. \quad (17) \]
This is the equation of state of a polytrope
\[ p = K\rho^n, \quad \gamma = 1 + \frac{1}{n}, \quad (18) \]
with a polytropic constant
\[ K = \frac{1}{12\eta_0^2} = \frac{\pi^2\hbar^2}{12}, \quad (19) \]
and a polytropic index
\[ \gamma = 3, \quad \text{i.e.} \quad n = \frac{1}{2}. \quad (20) \]

As is well-known in astrophysics, the Fermi gas at \( T = 0 \) (e.g., a white dwarf star) is equivalent to a polytrope with index \( n = d/2 \) (in our case, the dimension of space is \( d = 1 \) [16]). Accordingly, we can study the Fermi gas at \( T = 0 \) by using the theory of polytropes developed by Chavanis & Campa [15] in the context of the HMF model. In this analogy, the polytropic constant \( K \) can be interpreted as a polytropic temperature.

Remark: the Fermi distribution \([12]\) is a particular steady state of the Vlasov equation called the waterbag distribution. Therefore, as a by-product, our study will also determine the structure and the stability of the (spatially inhomogeneous) waterbag distribution, independently of the quantum mechanics interpretation.

### 3.3 The homogeneous polytrope \( n = 1/2 \)
Let us first consider the case of a spatially homogeneous distribution. In that case, \( \Phi = 0 \), and the Fermi distribution can be rewritten
\[ f = \eta_0, \quad \text{if} \quad |v| \leq v_F, \]
\[ f = 0, \quad \text{if} \quad |v| > v_F, \quad (21) \]
with \( v_F = \sqrt{2\epsilon_F} \). The density is given by \( \rho = 2\eta_0 v_F \). The Fermi velocity is related to the mass and to the maximum value of the distribution function by
\[ v_F = \frac{M}{4\pi\eta_0} = \frac{M\hbar}{4}. \quad (22) \]
The energy is
\[ E = \frac{1}{2} \int p \, d\theta = \pi K \rho^3 = \pi K \left( \frac{M}{2\pi} \right)^3. \quad (23) \]
Using equation \([19]\), we obtain
\[ E = \frac{M^3}{96\pi^2\eta_0^2} = \frac{M^3\hbar^2}{96}. \quad (24) \]
If we define the normalized energy and the normalized inverse polytropic temperature by \([15]\):
\[ \epsilon \equiv \frac{8\pi E}{kM^2}, \quad \eta \equiv \frac{k\pi}{KM}, \quad (25) \]
the relation \([23]\) can be rewritten
\[ \epsilon = \frac{1}{\eta}. \quad (26) \]
Of course, the magnetization vanishes in the homogeneous phase: \( b = 0 \).

### 3.4 The inhomogeneous polytrope \( n = 1/2 \)
Let us now consider the case of spatially inhomogeneous distributions. Combining equations \([12]\) and \([13]\), the density profile is given by
\[ \rho(\theta) = 2\eta_0 \sqrt{2(\epsilon_F - \Phi(\theta))}. \quad (27) \]
We need to consider two cases, depending on whether \( \epsilon_F \) is positive or negative.

#### 3.4.1 The case \( \epsilon_F > 0 \)
Let us first assume that \( \epsilon_F > 0 \). In that case, defining \( A = 2\eta_0 \sqrt{2\epsilon_F} \) and using equation \([19]\), the density profile \([24]\) can be rewritten
\[ \rho(\theta) = A \left[ 1 - \frac{2}{3A^2\kappa(\Phi(\theta))} \right]^{1/2}. \quad (28) \]

We can assume, without loss of generality, that the distribution is symmetric with respect to the axis \( \theta = 0 \). This implies that \( B_y = 0 \) and \( B_x = B \). Then, using equation (4), we obtain

\[
\rho(\theta) = A \left( 1 + \frac{2}{3} x \cos \theta \right)^{1/2},
\]

with

\[
x = \frac{B}{KA^2}.
\]

The amplitude \( A \) is determined by the mass \( M = \int \rho \, d\theta \) according to

\[
A = \frac{M}{2\pi I_{3,0}(x)},
\]

where we have introduced the integrals

\[
I_{\gamma,m}(x) = \frac{1}{2\pi} \int_0^{2\pi} \left( 1 + \frac{\gamma - 1}{\gamma} x \cos \theta \right)^{\frac{\pi}{\gamma}} \cos(m\theta) \, d\theta,
\]

that can be interpreted as deformed Bessel functions [45]. By symmetry, we can restrict ourselves to the interval \( 0 \leq \theta \leq \pi \). We need to distinguish two cases [45]. If \( x < x_c = 3/2 \), the polytrope is incomplete in the sense that the density is strictly positive at \( \theta = \pi \). If \( x > x_c = 3/2 \), the polytrope is complete in the sense that the density vanishes at \( \theta = \theta_c < \pi \) where

\[
\theta_c = \arccos \left( -\frac{3}{2x} \right).
\]

In that case, the profile has a compact support: \( \rho = 0 \) for \( \theta_c \leq \theta \leq \pi \). Some typical density profiles are represented in Figure 1. Since \( \nu_F(\theta) = \frac{1}{3\gamma} \rho(\theta) \), the density profile also gives the shape of the Fermi distribution in the phase space \( (\theta, v) \). The velocity distribution \( \phi(v) = \int \rho(\theta) \, d\theta \) is

\[
\phi(v) = 2\eta_0 \arccos \left[ \frac{v}{\sqrt{(3\gamma x^2 - 1)}} \right] \text{if } v \leq \frac{2}{3\gamma x},
\]

\[
\phi(v) = 0 \text{ otherwise.}
\]

Substituting equation (29) in equation (35), we find that the magnetization is related to \( x \) by

\[
b \equiv \frac{2\pi B}{KM} = \frac{I_{3,1}(x)}{I_{3,0}(x)}.
\]

Combining equations (30), (31) and (34), we find that the normalized inverse polytropic temperature is related to \( x \) by

\[
\eta \equiv \frac{k\pi}{KM} = \frac{x}{2I_{3,0}(x)I_{3,1}(x)}.
\]

Finally, it is shown in [45] that the normalized energy can be written

\[
\epsilon \equiv \frac{8\pi E}{kM^2} = -\frac{2}{3} \left( \frac{I_{3,1}(x)}{I_{3,0}(x)} \right)^2 + \frac{4}{3} \left( \frac{I_{3,1}(x)}{I_{3,0}(x)} \right) \cos \theta_c
\]

\[
+ \frac{2}{x} \left( \frac{I_{3,1}(x)}{I_{3,0}(x)} \right) \left( 1 - \frac{2}{3} \right) \cos \theta_c.
\]

For incomplete polytropes \( (x < x_c) \), it takes the form

\[
\epsilon = -\frac{2}{3} \left( \frac{I_{3,1}(x)}{I_{3,0}(x)} \right)^2 + \frac{4}{3} \left( \frac{I_{3,1}(x)}{I_{3,0}(x)} \right) \left( 1 - \frac{2}{3} \right).
\]

For complete polytropes \( (x > x_c) \), it reduces to

\[
\epsilon = -\frac{2}{3} \left( \frac{I_{3,1}(x)}{I_{3,0}(x)} \right)^2 + \frac{2}{x} \left( \frac{I_{3,1}(x)}{I_{3,0}(x)} \right) \left( 1 - \frac{2}{3} \right).
\]

### 3.4.2 The case \( \epsilon_F < 0 \)

We now assume that \( \epsilon_F < 0 \). In that case, defining \( A = \frac{2\eta_0 \sqrt{2|\epsilon_F|}}{e} \) and using equation (10), the density profile (27) can be rewritten

\[
\rho(\theta) = A \left[ -1 + \frac{2}{3\gamma x} \phi(\theta) \right]^{1/2}.
\]

Using equations (4) and (30), we obtain

\[
\rho(\theta) = A \left[ -1 + \frac{2}{3\gamma x} \cos \theta \right]^{1/2}.
\]

The amplitude \( A \) is determined by the mass \( M = \int \rho \, d\theta \) according to

\[
A = \frac{M}{2\pi I_{3,0}(x)}
\]

where we have introduced the integrals

\[
I_{\gamma,m}(x) = \frac{1}{2\pi} \int_0^{2\pi} \left( 1 + \frac{\gamma - 1}{\gamma} x \cos \theta \right)^{\frac{\pi}{\gamma}} \cos(m\theta) \, d\theta.
\]

The central density is defined iff \( x > x_c = 3/2 \), so that we shall restrict ourselves to this range of parameters. In
that case, the polytrope is always complete in the sense that the density vanishes at \( \theta = \theta_c \leq \pi \) where
\[
\theta_c = \arccos \left( \frac{3}{2x} \right).
\]
The density has a compact support: \( \rho = 0 \) for \( \theta_c \leq \theta \leq \pi \) (see Figure 1). Furthermore, \( \phi(v) = 2g_0 \arccos \left( \frac{3}{2x} \right) \) if \( v \leq \frac{1}{\sqrt{2g_0}} \), with \( \phi(v) = 0 \) otherwise.

Substituting equation (33) in equation (5), we find that the normalized magnetization is related to \( \lambda \) by
\[
b = \frac{2\pi B}{kM} = \frac{I_{3,1}(x)}{I_{3,0}(x)}. \tag{44}
\]

Combining equations (30), (41) and (44), the normalized inverse polytropic temperature is related to \( x \) by
\[
\eta = \frac{kT}{kM} = \frac{x}{I_{3,0}(x)} \tag{45}
\]

Finally, extending the results of (14), we find that the normalized energy can be written
\[
\epsilon \equiv \frac{8\pi E}{kM^2} = \frac{2}{3} \frac{I_{3,1}(x)^2}{I_{3,0}(x)^2} - \frac{2}{3} \frac{I_{3,1}(x)}{I_{3,0}(x)} \cos \theta_c \cos \theta - \frac{2}{3} x \frac{I_{3,1}(x)}{I_{3,0}(x)} \left( 1 - \frac{2}{3} \right) \tag{46}
\]

Since the polytropes are always complete, it reduces to
\[
\epsilon = \frac{2}{3} \frac{I_{3,1}(x)^2}{I_{3,0}(x)^2} - \frac{2}{3} \frac{I_{3,1}(x)}{I_{3,0}(x)} \tag{47}
\]

Remark: the case \( \epsilon \rightarrow 0 \) was forgotten in (15), where it was implicitly assumed that \( \lambda > 0 \) in equation (33) of that paper. Therefore, it was found that the solutions of equilibrium suddenly stop at some finite magnetization, inverse temperature and energy corresponding to \( x \rightarrow +\infty \) in equations (24)- (26). In fact, if we take the case \( \lambda < 0 \) into account, the solutions of equilibrium continue until the point \( b \rightarrow 1 \), \( \eta \rightarrow +\infty \) and \( \epsilon \rightarrow \epsilon_{\min} = -2 \) corresponding to \( x \rightarrow x_c = 3/2 \) in equations (16)- (18). In that limit, the density profile tends to a Dirac peak \( \rho(\theta) = M \delta(\theta) \) (see Appendix C). This is more satisfactory on a physical point of view. Fortunately, this part of the branch does not change the nature of the phase transitions described in (15) so that the conclusions of this study are unaltered.

3.5 Vlasov dynamical stability of the waterbag distribution

Before investigating the thermodynamical stability of the Fermi distribution (see Section 3.5), we shall make a digression and investigate its dynamical stability with respect to the Vlasov equation. In that context, the Fermi distribution will be referred to as the waterbag distribution. On general grounds, a thermodynamically stable distribution must be dynamically stable. Therefore, it makes sense to first study its dynamical stability. Furthermore, the Vlasov dynamical stability of the waterbag distribution is of interest in its own right, independently of the quantum mechanics interpretation.

3.5.1 Formal nonlinear stability

Let us first recall general results of formal nonlinear dynamical stability. A distribution function of the form \( f = f(\epsilon) \), depending only on the individual energy \( \epsilon = v^2/2 + \Phi(\theta) \) of the particles, is a steady state of the Vlasov equation. If \( f = f(\epsilon) \) with \( f'(\epsilon) \leq 0 \), then it extremizes a functional \( S = -\int C(f) \, d\theta dv \), where \( C \) is convex \( (C'' > 0) \), at fixed mass \( M \) and energy \( E \). Furthermore, it can be shown that if \( f \) is a maximum of \( S \) at fixed mass and energy, then it is formally nonlinearly dynamically stable with respect to the Vlasov equation (17). It can also be shown that formal stability implies linear stability although the converse is wrong in general. We are thus led to investigating the maximization problem
\[
\max_{\int f} \{ S[f] \mid E[f] = E, \, M[f] = M \}, \tag{48}
\]

which is similar to a criterion of microcanonical stability in thermodynamics. A less refined condition of formal nonlinear stability is provided by the minimization problem
\[
\min_{\int f} \{ F[f] \mid E[f] - T S[f] \mid M[f] = M \}, \tag{49}
\]

which is similar to a criterion of canonical stability in thermodynamics. This corresponds to the classical Casimir-energy stability criterion (18). The variational principles (18) and (19) have the same critical points. Furthermore, a solution of (19) is always a solution of the more constrained problem (18) but the converse is wrong in case of “ensemble inequivalence” (9) (a notion applied here in a dynamical context).

A distribution function of the form \( f = f(\epsilon) \) with \( f'(\epsilon) \leq 0 \) determines a “gas” characterized by a density profile \( \rho(\theta) \) and a barotropic equation of state \( \rho = p(\rho) \) (9). Furthermore, it can be shown that if \( f \) is a maximum of \( S \) at fixed mass and energy, then it is formally nonlinearly dynamically stable with respect to the Euler equation (52). Therefore, a distribution function \( f(\epsilon) \) with \( f'(\epsilon) \leq 0 \) is stable with respect to the Vlasov equation if the corresponding barotropic gas \( \rho(\theta) \) is stable with respect to the Euler equation, but the reciprocal is wrong in case of ensemble inequivalence (since (19) is not equivalent to (18)). This provides a new interpretation of the (nonlinear) Antonov first law in terms of ensemble inequivalence (50).

If we consider a functional of the form
\[
S = -\frac{1}{q-1} \int (f^q - f) \, d\theta dv, \tag{52}
\]
then the critical points of “entropy”2 $S$ at fixed mass and energy, satisfying $\delta S - \beta \delta E - \alpha \delta M = 0$, where $\beta$ and $\alpha$ are Lagrange multipliers, are given by the polytropic distribution function

$$f(\theta, v) = \left\{ \mu - \frac{(q - 1)\beta}{q} \left[ \frac{v^2}{2} + \Phi(\theta) \right] \right\}_{+}^{1/(q-1)}.$$  

(53)

It is convenient to introduce the index $n$ by the definition

$$n = \frac{1}{2} + \frac{1}{q - 1}.$$  

(54)

Then, it can be shown 13 that the equation of state associated with the distribution function (53) is the polytropic one

$$p = K \rho^n, \quad \gamma = 1 + \frac{1}{n},$$  

(55)

where the polytropic temperature $K$ is an increasing function of $\beta^{-1}$. On the other hand, the density profile is of the form

$$\rho(\theta) = \left[ \lambda - \frac{\gamma - 1}{K \gamma} \Phi(\theta) \right]^{-1/(\gamma - 1)},$$  

(56)

where $\lambda$ can be related to $\mu$. Finally, the free energy becomes

$$F[\rho] = \frac{1}{2} \int \rho \Phi d\theta + \frac{K}{\gamma - 1} \int (\rho^n - \rho) d\theta.$$  

(57)

In the context of the HMF model, the Vlasov dynamical stability of polytropic distribution functions with arbitrary index $n$ has been studied in 14. The waterbag distribution corresponds to a polytropic index $n = 1/2$, i.e. $\gamma = 3$ and $q = \infty$. Indeed, equation (53) reduces to the waterbag distribution (12), equation (55) reduces to the density profile (28) and equation (56) reduces to the equation of state (17). However, the formal stability criterion based on the maximization problems (18) or (19) is not directly applicable since the waterbag distribution is a singular case for which no associated functional $S$ exists (for $q = \infty$ the functional (52) is undetermined). In order to investigate its Vlasov dynamical stability, we shall use a “ruse” and view the waterbag distribution (12) as a limit of a polytropic distribution with $n \to 1/2$. Thus, we shall use stability results established for polytropes of index $n > 1/2$ and pass to the limit $n \to 1/2$.

Remark 1: although $S[f]$ and $F[f]$ are ill-defined for $n = 1/2$, the functional $F[\rho]$ is well-defined and takes the form

$$F[\rho] = \frac{1}{2} \int \rho \Phi d\theta + \frac{K}{2} \int \rho^n d\theta.$$  

(58)

We could thus study the Vlasov dynamical stability of the Fermi distribution through the minimization problem (58). This will be considered in Section 3.4 where another interpretation of this functional will be given in relation to the thermodynamical stability of the Fermi distribution.

Remark 2: when we study the Vlasov stability of a polytrope of index $n$ and mass $M$, the proper control parameter is the energy $E$ (for the maximization problem (18)) or the polytropic temperature $K$ (for the minimization problem (19)). We shall therefore use these control parameters in a first step and express the conditions of stability in terms of these parameters. Then, when we focus on the waterbag distribution $n = 1/2$, it is more convenient to take $\eta_0$ (which is a function of $E$ or $K$) as a control parameter and express the conditions of stability in terms of $\eta_0$. This is particularly important in relation to the Lynden-Bell theory where $\eta_0$ is the natural control parameter 13,14,15. Finally, when we come back to the initial quantum problem, it is more relevant to take $h$ as a control parameter (which is related to $\eta_0$) and express the conditions of stability in terms of $h$. Although these problems are closely related, it is important, for clarity, to consider them successively. This is what we shall do in the sequel.

3.5.2 Homogeneous distributions

Let us first consider the Vlasov dynamical stability of a spatially homogeneous distribution. We assume that $f = f(v)$ is an even distribution function with a single maximum at $v = 0$ (this corresponds to $f = f(\epsilon)$ with $f'(\epsilon) \leq 0$ and $\Phi = 0$). Such a distribution is stable iff

$$1 + \frac{k}{2} \int_{-\infty}^{+\infty} \frac{f'(v)}{v} \geq 0,$$  

(59)

or, equivalently, iff

$$c_s^2 \geq \frac{k M}{4 \pi}.$$  

(60)

where $c_s^2 = p'/(\rho)$ is the velocity of sound in the corresponding barotropic gas 16. Equations (59) and (60) are equivalent and they provide criteria of linear and nonlinear dynamical stability with respect to the Vlasov and Euler equations 17,18,19,20.

For the waterbag (or Fermi) distribution characterized by the equation of state (17), we find that $c_s(\theta) = \rho(\theta)/(2\eta_0)$. We note that the velocity of sound coincides with the Fermi velocity: $c_s(\theta) = v_F(\theta)$. For a spatially homogeneous distribution $\rho = M/(2\pi)$, we obtain

$$c_s^2 = v_F^2 = \left( \frac{M}{4 \pi \eta_0} \right)^2 = \left( \frac{M h}{4} \right)^2 = \frac{3 K M^2}{4 \pi^2}.$$  

(61)

Using equations (61) and (26), the stability criterion (60) can be rewritten in terms of the normalized inverse polytropic temperature and normalized energy as

$$\eta \leq \eta_c = 3, \quad \epsilon \geq \epsilon_c = \frac{1}{3}.$$  

(62)

This is a particular case of the general result (156) of 16 corresponding to a polytropic index $\gamma = 3$. Of course, the
same results can be obtained directly from the criterion using the distribution function for which \( f'(v) = \eta_0|\delta(v+v_F) - \delta(v-v_F)| \).

### 3.5.3 Inhomogeneous distributions

The Vlasov dynamical stability of spatially inhomogeneous distributions is more difficult to investigate. Stability criteria can be obtained by solving eigenvalue equations \([9,15,53]\), variational principles \([35,47]\) or dispersion relations \([55]\). On the other hand, as explained in \([45]\), we can study the formal stability of a steady state of the Vlasov equation by using the Poincaré theory of linear series of equilibria (see, e.g., \([13,16]\)). This is a very simple and powerful graphical method that only requires to solve the first order variational problem and to know the stability of at least one point in the series of equilibria by another method. Let us apply it to the present situation (for more details see \([45]\)).

The formal stability of a steady state of the Vlasov equation is based on the optimization problems \([48]\) and \([49]\). To solve the maximization problem \([48]\) corresponding to the “microcanonical” ensemble, we just need to plot \( \beta \) (conjugate variable) as a function of \( E \) (conserved quantity) since \( \beta \sim (\partial S/\partial E)_M \). It is shown in \([45]\) that \( \eta \) is a monotonic function of \( \beta \) so that it is equivalent to plot \( \eta \) as a function of \( \epsilon \). This can be done by eliminating \( x \) between equations \([35]\) and \([36]\) and between equations \([45]\) and \([46]\). The series of equilibria is represented in Figures 3 and 5. The homogeneous phase exists for \( \epsilon \geq 0 \) and the inhomogeneous phase for \( \epsilon_{\text{min}} = -2 \leq \epsilon \leq \epsilon_c \simeq 0.379 \). It bifurcates from the homogeneous phase at \( \epsilon_c = 1/3 \). According to the Poincaré theorem, a change of stability can occur only at a bifurcation point or at a turning point. We have already shown, by a direct calculation, that the homogeneous phase is unstable for \( \epsilon < \epsilon_c \) and stable for \( \epsilon > \epsilon_c \) (see Section 3.5.2). Therefore, the inhomogeneous branch that appears at \( \epsilon = \epsilon_c \) is necessarily unstable. At \( \epsilon = \epsilon_c \), there is a turning point of energy so that the inhomogeneous branch becomes stable. Since there is no other turning point or bifurcation point in the series of equilibria, it remains stable until the end. We note that the ensembles are equivalent\(^3\) for the polytropic index \( n = 1/2 \) although there is a small region of ensemble inequivalence for \( n > 1/2 \) \([45]\). This is because, for \( n = 1/2 \), the series of equilibria makes a spike at \( (\epsilon, \eta) = (\epsilon_*, \eta_*) \) while for \( n > 1/2 \) the turning points of energy and polytropic temperature are distinct. The case \( n = 1/2 \) is therefore very singular in this respect. We shall see below another consequence of this “singular” behavior.

![Fig. 2. Series of equilibria of the waterbag distribution corresponding to a polytrope \( n = 1/2 \). It gives the inverse polytropic temperature as a function of the energy. The homogeneous branch (unstable) tends towards \( \epsilon = 0 \) and the inhomogeneous branch (stable) tends towards \( \epsilon = -2 \).](image)

![Fig. 3. Zoom of Figure 2 near the bifurcation point.](image)

We can also study the stability of a polytrope by plotting the “entropy” \( S \) versus the energy \( E \), and by comparing the entropies of the solutions having the same energy. It is shown in \([49]\) that, for \( n > 1/2 \), the normalized en-

---

\(^3\) Since the “ensembles” are equivalent, the stability criteria that we obtain determine both the Vlasov stability of the waterbag distribution \([47]\) and the Euler stability of the corresponding “barotropic gas” described by the density profile \([27]\).
entropy is given by
\[ s = - \left( n - \frac{1}{2} \right) \epsilon_{\text{kin}} \eta^{\frac{1}{2}}, \] (63)
where \( \epsilon_{\text{kin}} \) is the normalized kinetic energy. For \( n > 1/2 \), the study of the curve \( s(\epsilon) \) is equivalent to the study of the curve \( \sigma(\epsilon) \) where
\[ \sigma = -\epsilon_{\text{kin}}^{-1} \eta^{2n}. \] (64)
If we pass to the limit \( n \to 1/2 \), we find that
\[ \sigma = -\eta. \] (65)
Therefore, for the polytrope \( n = 1/2 \), the entropy \( \sigma \) is equal to the opposite of the inverse polytropic temperature \( \eta \). This is a very singular situation. Indeed, the caloric curve \( \eta(\epsilon) \) coincides with the entropic curve \( \sigma(\epsilon) \). This is the reason why the caloric curve of Figure 3 which has a “triangular” shape and presents “cusps”, looks similar to the familiar entropy vs energy curve characteristic of first order phase transitions (see, e.g., Figure 9 of [15]). Therefore, the intersection between the homogeneous and inhomogeneous branches in Figure 3 determines the transition energy \( \epsilon_t \) at which these phases have the same “entropy”. Similar results are obtained in the canonical ensemble. In that case, we can study the stability of a polytrope by plotting the free energy \( F \) as a function of the polytropic temperature \( K \), and by comparing the free energies of the solutions having the same polytropic temperature. Now, using the results of [15], we see that for \( n = 1/2 \) the free energy coincides with the energy,
\[ f = \epsilon. \] (66)
Therefore, the free energy curve \( f(\eta) \) coincides with the caloric curve \( \epsilon(\eta) \). Therefore, the intersection between the homogeneous and inhomogeneous branches in Figure 3 determines the transition temperature \( \eta_t \) at which these phases have the same “free energy”.

We can now describe more precisely the dynamical stability of the waterbag distribution with respect to the variational problems [18] and [19] in the limit \( n \to 1/2 \). In the microcanonical ensemble, a global entropy maximum will be called fully stable (S), a local entropy maximum will be called metastable (M) and a saddle point will be called unstable (U). Considering Figure 3 we conclude that the homogeneous phase is fully stable for \( \epsilon > \epsilon_t \approx 0.352 \), metastable for \( \epsilon_t < \epsilon < \epsilon_* \) and unstable for \( 0 < \epsilon < \epsilon_t \). The upper part of the inhomogeneous branch is unstable. The lower part of the inhomogeneous branch is metastable for \( \epsilon_t < \epsilon < \epsilon_* \) and fully stable for \( \epsilon < \epsilon_t \). The energy \( \epsilon_* \) can be interpreted as a spinodal point at which the metastable inhomogeneous branch disappears. In the canonical ensemble, a global free energy minimum will be called fully stable (S), a local free energy minimum will be called metastable (M) and a saddle point will be called unstable (U). Considering Figure 3 we conclude that the homogeneous phase is fully stable (S) for \( \eta < \eta_* \approx 2.844 \), metastable (M) for \( \eta_* < \eta < \eta_t \) and unstable (U) for \( \eta > \eta_t \). The upper part of the inhomogeneous branch is unstable. The lower part is metastable for \( \eta_* < \eta < \eta_t \) and fully stable for \( \eta > \eta_t \). The inverse temperature \( \eta_t \) can be interpreted as a spinodal point at which the metastable inhomogeneous branch disappears. As noted previously, the ensembles are equivalent. If we regard the curve of Figure 3 as a caloric curve \( \eta(\epsilon) \), we see that \( \eta \) is continuous at the transition \( \epsilon = \epsilon_t \) while \( \eta(\epsilon) \) is discontinuous. This looks like a second order phase transition. However, if we regard the curve of Figure 3 as an entropic curve \( \sigma(\epsilon) \), we see that it displays a first order phase transition marked by the discontinuity of \( \sigma'(\epsilon) \) at \( \epsilon_t \) and the existence of metastable states. For \( n > 1/2 \), this leads to a discontinuity of \( \eta(\epsilon) \) at \( \epsilon_t \) (see Figure 21 of [15]). Therefore, it is better to say that the caloric curve \( \eta(\epsilon) \) displays a first order phase transition (as for \( n > 1/2 \)) in which the jump of temperature tends to zero. The polytrope \( n = 1/2 \) (waterbag distribution) presents therefore very peculiar features.

---

\( f(\eta) \) coincides with the caloric curve \( \epsilon(\eta) \). Therefore, the intersection between the homogeneous and inhomogeneous branches in Figure 3 determines the transition temperature \( \eta_t \) at which these phases have the same “free energy”.

We can now describe more precisely the dynamical stability of the waterbag distribution with respect to the variational problems [18] and [19] in the limit \( n \to 1/2 \). In the microcanonical ensemble, a global entropy maximum will be called fully stable (S), a local entropy maximum will be called metastable (M) and a saddle point will be called unstable (U). Considering Figure 3 we conclude that the homogeneous phase is fully stable for \( \epsilon > \epsilon_t \approx 0.352 \), metastable for \( \epsilon_t < \epsilon < \epsilon_* \) and unstable for \( 0 < \epsilon < \epsilon_t \). The upper part of the inhomogeneous branch is unstable. The lower part of the inhomogeneous branch is metastable for \( \epsilon_t < \epsilon < \epsilon_* \) and fully stable for \( \epsilon < \epsilon_t \). The energy \( \epsilon_* \) can be interpreted as a spinodal point at which the metastable inhomogeneous branch disappears. In the canonical ensemble, a global free energy minimum will be called fully stable (S), a local free energy minimum will be called metastable (M) and a saddle point will be called unstable (U). Considering Figure 3 we conclude that the homogeneous phase is fully stable (S) for \( \eta < \eta_* \approx 2.844 \), metastable (M) for \( \eta_* < \eta < \eta_t \) and unstable (U) for \( \eta > \eta_t \). The upper part of the inhomogeneous branch is unstable. The lower part is metastable for \( \eta_* < \eta < \eta_t \) and fully stable for \( \eta > \eta_t \). The inverse temperature \( \eta_t \) can be interpreted as a spinodal point at which the metastable inhomogeneous branch disappears. As noted previously, the ensembles are equivalent. If we regard the curve of Figure 3 as a caloric curve \( \eta(\epsilon) \), we see that \( \eta \) is continuous at the transition \( \epsilon = \epsilon_t \) while \( \eta(\epsilon) \) is discontinuous. This looks like a second order phase transition. However, if we regard the curve of Figure 3 as an entropic curve \( \sigma(\epsilon) \), we see that it displays a first order phase transition marked by the discontinuity of \( \sigma'(\epsilon) \) at \( \epsilon_t \) and the existence of metastable states. For \( n > 1/2 \), this leads to a discontinuity of \( \eta(\epsilon) \) at \( \epsilon_t \) (see Figure 21 of [15]). Therefore, it is better to say that the caloric curve \( \eta(\epsilon) \) displays a first order phase transition (as for \( n > 1/2 \)) in which the jump of temperature tends to zero. The polytrope \( n = 1/2 \) (waterbag distribution) presents therefore very peculiar features.
Finally, we can plot the magnetization \( b \) as a function of the energy \( \epsilon \) and polytropic inverse temperature \( \eta \) by eliminating \( x \) between equations (44), (45) and (46) and between equations (47), (48) and (49). The corresponding curves are represented in Figures 4 and 5. According to the previous results, the inhomogeneous phase is unstable for \( b < b_s \approx 0.37 \), metastable for \( b_s \leq b \leq b_t \approx 0.44 \) and fully stable for \( b > b_t \). Note that the magnetization curves present a discontinuity at \( \epsilon_t \) and \( \eta_0 \) confirming that the transition is first order.

### 3.5.4 The control parameter \( \epsilon \)

Let us summarize the previous discussion by expressing the dynamical stability of the waterbag distribution with respect to the Vlasov equation in terms of its energy \( \epsilon \) and magnetization \( b \):

(i) The spatially homogeneous waterbag distributions \((b = 0)\) are fully stable for \( \epsilon > \epsilon_0 = 0.352 \), metastable for \( \epsilon_c = 1/3 < \epsilon < \epsilon_t = 0.352 \) and unstable for \( \epsilon < \epsilon_c = 1/3 \).

(ii) The spatially inhomogeneous waterbag distributions are fully stable for \( \epsilon_{\text{min}} = -2 \leq \epsilon \leq \epsilon_t = 0.352 \) and \( b > b_t = 0.44 \), metastable for \( \epsilon_t = 0.352 \leq \epsilon \leq \epsilon_0 = 0.379 \) and \( b_s = 0.37 \leq b \leq b_t = 0.44 \). They do not exist for \( \epsilon \geq \epsilon_s = 0.379 \).

In principle, we cannot conclude that the spatially inhomogeneous waterbag distributions with \( \epsilon_c = 1/3 \leq \epsilon \leq \epsilon_0 = 0.379 \) and \( b \leq b_s = 0.37 \) are Vlasov unstable since the criteria (48) and (49) provide just sufficient conditions of dynamical stability [17]. However, it seems natural that these solutions are unstable.

### 3.5.5 The control parameter \( \eta_0 \)

A polytrope of index \( n \) is characterized by its energy \( E \) (in dimensionless form \( \epsilon \)) and its inverse polytropic temperature \( 1/K \) (in dimensionless form \( \eta \)). These are the control parameters that we have used in the previous sections. For the waterbag distribution, equivalent to a polytrope \( n = 1/2 \), it is better to use the maximum value of the distribution function \( \eta_0 \) as a control parameter instead of the polytropic temperature \( K \). Let us introduce the normalized maximum value of the distribution function

\[
\mu = \eta_0 \left( \frac{2\pi k}{M} \right)^{1/2}.
\]  

\[ \text{(67)} \]

According to equation (19), it is related to the normalized inverse polytropic temperature \( \eta_0 \) by

\[
\mu^2 = \frac{\eta}{6}.
\]  

\[ \text{(68)} \]

We can now reformulate the preceding results in terms of the variables \( \epsilon \) and \( \mu \). The curve giving the energy \( \epsilon \) as a function of the maximum value of the distribution function \( \mu \) is plotted in Figures 6 and 7. According to equations (29) and (58), the energy of the homogeneous phase is related to the maximum value of the distribution function by

\[
\epsilon = \frac{1}{6\mu^2}.
\]  

\[ \text{(69)} \]

The stability criterion [60] expressed in terms of the maximum value of the distribution function becomes

\[
\mu \leq \mu_c = \frac{1}{\sqrt{2}}
\]  

\[ \text{(70)} \]

The homogeneous phase exists for \( \mu \geq 0 \) and \( \epsilon \geq 0 \). It is fully stable for \( \mu < \mu_t \approx 0.688 \) (i.e. \( \epsilon > \epsilon_t \)), metastable for \( \mu_t < \mu \leq \mu_c \) (i.e. \( \epsilon_c < \epsilon < \epsilon_t \)) and unstable for \( \mu > \mu_c \) (i.e. \( \epsilon < \epsilon_c \)). The inhomogeneous phase exists for \( \mu \geq \mu_s \approx 0.675 \) and \( -2 \leq \epsilon \leq \epsilon_s \). It bifurcates from the homogeneous phase at \( \mu_c = 1/\sqrt{2} \) and \( \epsilon_c = 1/3 \). The upper part of the inhomogeneous branch is unstable. The lower part of the inhomogeneous branch is metastable for \( \mu_s \leq \mu \leq \mu_c \) (i.e. \( \epsilon_c \leq \epsilon \leq \epsilon_s \)) and fully stable for \( \mu > \mu_t \) (i.e. \( \epsilon_{\text{min}} \leq \epsilon \leq \epsilon_t \)). The curve giving the magnetization \( b \) as a function of the maximum value of the distribution function \( \mu \) is plotted in Figure 8. The inhomoge-
neous phase is unstable for \( b \leq b_c \simeq 0.37 \), metastable for \( b_s \leq b \leq b_t \simeq 0.44 \) and fully stable for \( b > b_t \).

Remark: recalling that the waterbag distribution corresponds to the minimum energy state (i.e. \( T = 0 \)) in the two levels approximation of the Lynden-Bell theory [38], the curve of Figure 8 gives the ground state energy \( \epsilon_{\text{ground}}(\mu) \) as a function of the initial value \( \mu \) of the distribution function. As will be shown in the next section, the stable states (S) correspond to global minima of energy while the metastable states (M) correspond to local energy minima and the unstable states (U) to saddle points. In previous works [39,42,43], only the minimum energy \( \epsilon_{\text{min}}(\mu) = 1/(6\mu^2) \) of the homogeneous phase, and the minimum energy \( \epsilon_{M\infty}(\mu) \) of the inhomogeneous phase in the particular case where the initial condition is a rectangular waterbag distribution, had been determined. Here, we have determined the absolute minimum energy \( \epsilon_{\text{ground}}(\mu) \) of the inhomogeneous phase. For \( \mu \to +\infty \) (non degenerate limit), we recover the classical result \( \epsilon_{\text{ground}}(\mu) \to -2 \). Therefore, the curve of Figure 8 completes the phase diagram of [33] by giving the minimum accessible energy (ground state). This point is specifically discussed in Appendix A of [44].

3.6 Thermodynamical stability of the Fermi distribution

In the previous sections, we have studied the dynamical stability of the Fermi (or waterbag) distribution function [12] and density profile [27] with respect to the Vlasov and Euler equations. We shall now consider the thermodynamical stability of the Fermi distribution.

3.6.1 The minimum energy state

In the mean field approximation, the statistical equilibrium state of a gas of fermions in interaction is obtained by maximizing the Fermi-Dirac entropy at fixed mass and energy in the microcanonical ensemble or by minimizing the Fermi-Dirac free energy at fixed mass in the canonical ensemble (see Section 3.4.1). Here, we are interested by the ground state \( E = E_{\text{ground}} \) corresponding to \( T = 0 \). We thus have to determine the minimum energy state for a given value of mass while respecting the Pauli exclusion principle \( f \leq \eta_0 \).

To solve this minimization problem, we can proceed in two steps. We first minimize the energy at fixed mass and density profile \( \rho(\theta) = \int f(\theta, v) dv \). Since the specification of the density profile determines the mass and the potential energy, this is equivalent to minimizing the kinetic energy at fixed density profile. This is achieved by populating the lowest kinetic energy states with the maximum of fermions allowed by the Pauli exclusion principle. This leads to the optimal distribution function

\[
f_\ast = \eta_0, \quad \text{if} \quad |v| \leq v_F(\theta),
\]

\[
f_\ast = 0, \quad \text{if} \quad |v| > v_F(\theta),
\]

where the Fermi velocity \( v_F(\theta) \) is determined by the density profile according to \( v_F(\theta) = \rho(\theta)/(2\eta_0) \). We can now express the energy \( E(\rho) \) as a functional of \( \rho \) by writing \( E(\rho) = E[\rho_\ast] \). This yields

\[
E = \frac{K}{2} \int \rho^2 \, d\theta + \frac{1}{2} \int \rho \Phi(\rho) \, d\theta,
\]

where \( K \) is given by equation (13). Finally, the ground state corresponds to the optimal distribution function \( f \), with the optimal density profile \( \rho \), that minimizes \( E(\rho) \) at fixed mass \( M \).

Remark 1: we can proceed differently by considering the limit \( T \to 0^+ \) of the Fermi-Dirac free energy. For \( T > 0 \), the Fermi-Dirac free energy is given by \( F = E - TS \)

where \( E \) is given by equation (2) and \( S \) by equation (10). Now, for a general entropic functional of the form \( S = -\int C(f) \, df \, dv \) where \( C \) is convex, it is shown in [39,42,43] that the minimization of \( F[f] \) at fixed mass is equivalent to the minimization of \( F[\rho] \) at fixed mass, where \( F[\rho] \) is the free energy (51). In the case of fermions, \( p = p(\rho) \) is given by the Fermi-Dirac equation of state (see, e.g., [44]). For \( T = 0 \), it reduces to the polytropic equation of state (47) and the free energy \( F[\rho] \) reduces to the energy functional (72).

Remark 2: for a polytrope of index \( n = 1/2 \), the free energy (51) is equivalent to the energy functional (72). We can therefore directly use the results of Section 3.5.2 to investigate the thermodynamical stability problem. In particular, the stability of the homogeneous phase is determined by the criteria given in Section 3.5.2 since they are precisely obtained by minimizing \( F[\rho] \) at fixed mass [44,47,53]. The stability of the inhomogeneous states can be determined by using the results of Section 3.5.3 or by proceeding as in the next section.

Remark 3: a maximum of entropy at fixed mass and energy, a minimum of free energy at fixed mass and a minimum of energy at fixed mass with the constraint \( f \leq \eta_0 \) are guaranteed to be dynamically stable with respect to the Euler and Vlasov equations. Therefore, thermodynamical stability implies dynamical stability. However, the

Fig. 8. Magnetization \( b \) as a function of the maximum value of the distribution function \( \mu \).
converse is not always true since the criteria \[ \text{Criterion 12} \] and \[ \text{Criterion 13} \] provide just sufficient conditions of dynamical stability \[ \text{Criterion 14} \].

### 3.6.2 The series of equilibria

The critical points of energy \( E \), given by equation \[ \text{Equation 72} \], at fixed mass \( M \) are determined by the variational principle \( \delta E - \alpha \delta M = 0 \) where \( \alpha \) is a Lagrange multiplier associated with the conservation of mass. This returns the density profile \[ \text{Density Profile 24} \] with \( \alpha = \epsilon_F \). In the following, we shall consider the case \( \epsilon_F > 0 \) since it corresponds to the region where the phase transition occurs. To determine whether a critical point of energy is a minimum or a saddle point, we can use the Poincaré theorem. To that purpose, we have to plot \( \alpha \) as a function of \( M \) (for fixed \( \hbar \)) since it corresponds to the region where the phase transition occurs. To determine whether a critical point of energy is a minimum or a saddle point, we can also use the Poincaré theorem. To that purpose, we have to plot \( \alpha \) as a function of \( M \) (for fixed \( \hbar \)). For the homogeneous phase, we simply have \( E \equiv E(M) \) parametric form (with parameter \( x \)). For the inhomogeneous phase, using the results of Section 3.5 we obtain the relations

\[
\mathcal{M} = \frac{M \pi h^2}{12k} = \frac{1}{\eta(x)}, \quad \text{(73)}
\]

\[
\mathcal{A} = \frac{A \pi^2 h^2}{12k} = \frac{I_0(x)}{x}, \quad \text{(74)}
\]

which determine \( \mathcal{A}(M) \) in parametric form (with parameter \( x \)). For the homogeneous phase, we simply have \( \mathcal{A} = \mathcal{M}/2 \). The curve \( \mathcal{A}(M) \) is represented in Figure 10. This curve determines the transition mass \( \mathcal{M}_t \approx 0.352 \) separating stable and metastable states (here, fully stable states are global minima of energy and metastable states are local minima of energy). The curves of Figures 9 and 10 display a first order phase transition marked by the discontinuity of \( \alpha(M) = E'(M) \) at \( M = \mathcal{M}_t \) and the occurrence of metastable states. On the other hand, \( \mathcal{M}_s \) can be interpreted as a spinodal point marking the end of the inhomogeneous metastable phase.

In conclusion: the homogeneous phase exists for \( \mathcal{M} \geq 0 \). It is fully stable for \( \mathcal{M} > \mathcal{M}_t \), metastable for \( \mathcal{M}_t < \mathcal{M} < \mathcal{M}_s \) and unstable for \( \mathcal{M} < \mathcal{M}_t \). The inhomogeneous phase exists for \( 0 \leq \mathcal{M} \leq \mathcal{M}_t \). It bifurcates from the homogeneous phase at \( \mathcal{M} = \mathcal{M}_c \). The lower part of the inhomogeneous branch is unstable. The upper part of the inhomogeneous branch is fully stable for \( \mathcal{M} < \mathcal{M}_t \) and metastable for \( \mathcal{M}_t < \mathcal{M} < \mathcal{M}_s \). Since \( \mathcal{M} = 1/\eta \), we recover the same stability results as in the dynamical approach of Section 3.3 but from a different point of view. This equivalence was expected in view of Remark 2 of Section 3.6.1.

#### 3.6.3 The control parameter \( h \)

In the previous section, we have fixed \( h \) and taken the mass \( M \) as a control parameter. This is the right way to solve the thermodynamical problem corresponding to the minimization of energy at fixed mass. Now that we have established the conditions of stability, in order to present the final results, it is more relevant to fix \( M \) and take \( h \) as a
control parameter. We therefore introduce the normalized Planck constant for fermions
\[
\chi = \hbar \left(\frac{\pi M}{2k}\right)^{1/2}. \tag{77}
\]
According to equations (19) and (25), it is related to the parameter \(\eta\) by
\[
\chi = \left(\frac{6}{\eta}\right)^{1/2}. \tag{78}
\]
Since \(M\) is fixed, the curves giving the energy and the magnetization as a function of the normalized Planck constant correspond to \(\epsilon(\chi)\) and \(b(\chi)\). They are plotted in Figures 11 and 12. We can now reformulate the preceding results in terms of the normalized Planck constant \(\chi\). Before that, we note that the normalized Planck constant is related to the normalized maximum value of the distribution function by
\[
\chi = \frac{1}{\mu}. \tag{79}
\]
Therefore, the results will coincide with those obtained in Section 3.5.5 up to a slight reinterpretation of the parameters. However, we describe the results in detail in order to facilitate the comparison with the case of bosons in Section 4.5.

The curve giving the ground state energy \(\epsilon\) as a function of the Planck constant \(\chi\) (in dimensionless units) is plotted in Figures 11 and 12. According to equations (69) and (78), the ground state energy of the homogeneous phase is related to the Planck constant by
\[
\epsilon = \frac{\chi^2}{6}. \tag{80}
\]
On the other hand, the stability criterion (60) can be expressed in terms of the Planck constant as
\[
\chi \geq \chi_c = \sqrt{2}. \tag{81}
\]

The homogeneous phase exists for \(\chi > 0\) and \(\epsilon > 0\). It is unstable for \(\chi < \chi_c\) (i.e. \(\epsilon < \epsilon_c\)), metastable for \(\chi_c \leq \chi \leq \chi_t \approx 1.45\) (i.e. \(\epsilon_c < \epsilon < \epsilon_t \approx 0.352\)) and fully stable for \(\chi > \chi_t\) (i.e. \(\epsilon > \epsilon_t\)). The inhomogeneous phase exists for \(\chi \leq \chi_c \approx 1.48\) and \(-2 \leq \epsilon \leq \epsilon_c \approx 0.379\). It bifurcates from the homogeneous phase at \(\chi_c = \sqrt{2}\) and \(\epsilon_c = 1/3\). The upper part of the inhomogeneous branch is unstable. The lower part of the inhomogeneous branch is metastable for \(\chi_t \leq \chi \leq \chi_c\) (i.e. \(\epsilon_t \leq \epsilon \leq \epsilon_c\)) and fully stable for \(0 \leq \chi < \chi_t\) (i.e. \(-2 \leq \epsilon \leq \epsilon_t\)). The curve giving the magnetization \(b\) versus the Planck constant \(\chi\) is plotted in Figure 13.

The inhomogeneous phase is unstable for \(b < b_\ast \approx 0.37\), metastable for \(b_\ast \leq b \leq b_1 \approx 0.44\) and fully stable for \(b > b_1\). It displays a first order phase transition at \(\chi = \chi_t\) marked by the discontinuity of the magnetization.

Summarizing, we have determined the ground state \((T = 0)\) of the Fermi gas with cosine interaction and investigated its thermodynamical stability. In the classical limit \(\epsilon = 0\), the ground state energy is \(\epsilon = -2\) and the magnetization is \(b = 1\). This corresponds to a classical inhomogeneous gas at \(T = 0\) whose density profile is a Dirac peak \(\rho = M \delta(\theta)\). The homogeneous phase with energy \(\epsilon = 0\) and magnetization \(b = 0\) is unstable since \(T = 0 < T_c\).
This returns the classical results [9]. However, we note that when quantum mechanics is taken into account, there exists a critical value of the normalized Planck constant above which the homogeneous phase becomes stable (more precisely, it is metastable for $\chi_0 < \chi < \chi_1$ and fully stable for $\chi > \chi_1$). In parallel, the inhomogeneous phase becomes metastable for $\chi_1 < \chi < \chi_*$ and disappears for $\chi > \chi_*$. Therefore, in the quantum regime, the homogeneous phase is stabilized against clustering by the Pauli exclusion principle. This is similar to the stabilization of fermion stars against gravitational collapse in astrophysics due to quantum mechanics. In the HMF model, this stabilization takes place through a first order phase transition.

Remark: the various approaches developed in Sections 4.4 and 4.5 show the importance of the parameter $\eta$ in the stability analysis. This parameter can have several interpretations: inverse polytropic temperature (25), maximum value of the initial condition (64), inverse mass (73) and inverse Planck constant (74). The change of stability corresponds to the turning point of $\eta(x)$ that takes place at $\eta_* \approx 2.737$. This is relatively similar to results obtained in astrophysics [50].

4 Bosons at zero temperature

In this section, we consider the HMF model at $T = 0$ in the case where the particles are bosons. We use a mean field approximation that becomes exact in a proper thermodynamic limit $N \to +\infty$ defined in Appendix A.

4.1 The mean field Schrödinger equation

Let us consider a system of bosons interacting via a long-range binary potential $u(|r - r'|)$. At zero temperature $T = 0$, these particles form a Bose-Einstein condensate (BEC) described by a wave function $\psi(r, t)$. For $N \to +\infty$, the wave function is solution of the mean field Schrödinger equation

$$i\hbar \frac{\partial \psi(r, t)}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi(r, t) + m\Phi(r, t) \psi(r, t),$$

$$\Phi(r, t) = \int \rho(r', t) u(|r - r'|) \, dr',$$

$$\rho(r, t) = Nm|\psi(r, t)|^2,$$

$$\int |\psi(r, t)|^2 \, dr = 1.$$  \hfill (82)

Equation (82) is the normalization condition, equation (84) gives the density profile of the BEC, equation (83) determines the associated potential and equation (85) determines the wavefunction. For the gravitational potential, these equations reduce to the Schrödinger-Poisson system which describes boson stars and self-gravitating BECs [30,31]. The validity of the Schrödinger-Poisson system has been justified rigorously by Lieb & Yau [57].

In this paper, we shall study the bosonic HMF model at $T = 0$ that is described by the mean field Schrödinger equation (82) with a cosine potential of interaction [43].

4.2 The Madelung transformation

Let use the Madelung [58] transformation to rewrite the Schrödinger equation in the form of hydrodynamic equations. We first set

$$\psi(r, t) = A(r, t)e^{iS(r, t)/\hbar}$$  \hfill (86)

where $A(r, t)$ and $S(r, t)$ are real functions. We clearly have

$$A = \sqrt{|\psi|^2}, \quad S = \frac{\hbar}{2\i} \ln \left( \frac{\psi}{\psi^*} \right),$$  \hfill (87)

where $\psi^*$ denotes the complex conjugate. Substituting equation (82) in equation (82) and separating real and imaginary parts, we obtain

$$\frac{\partial S}{\partial t} + \frac{1}{2m} (\nabla S)^2 + m\Phi - \frac{\hbar^2}{2m} \frac{\Delta A}{A} = 0,$$  \hfill (88)

$$\frac{\partial A^2}{\partial t} + \nabla \cdot \left( \frac{A^2\nabla S}{m} \right) = 0.$$  \hfill (89)

The first equation has a form similar to the classical Hamilton-Jacobi equation with an additional potential term $Q = -\frac{\hbar^2}{2m} \frac{\Delta A}{A}$ called the quantum potential. Following Madelung, we introduce the density and velocity fields

$$\rho = N\rho A^2 = Nm|\psi|^2, \quad u = \frac{1}{m} \nabla S.$$  \hfill (90)

We note that the flow defined in this way is irrotational since $\nabla \times u = 0$. With these notations, equation (84) becomes similar to the equation of continuity in hydrodynamics. On the other hand, equation (83) can be interpreted as a generalized Bernoulli equation for a potential flow. Taking the gradient of equation (83) and using the well-known identity $(\mathbf{u} \cdot \nabla) \mathbf{u} = \nabla (\frac{\rho u^2}{2}) - \mathbf{u} \times (\nabla \times \mathbf{u})$ which reduces to $(\mathbf{u} \cdot \nabla) \mathbf{u} = \nabla (\frac{\rho u^2}{2})$ for an irrotational flow, we obtain an equation similar to the pressureless Euler equation with an additional quantum potential. In conclusion, the mean field Schrödinger equation is equivalent to the “hydrodynamic” equations

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,$$  \hfill (91)

$$\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla \Phi + \frac{1}{m} \nabla Q,$$  \hfill (92)

where

$$Q = -\frac{\hbar^2}{2m} \sqrt{\rho} = -\frac{\hbar^2}{4m} \left[ \frac{\Delta \rho}{\rho} + \frac{1}{2} \left( \nabla \rho \right)^2 \right].$$  \hfill (93)
is the quantum potential. We shall refer to equations (91), (92) and (93) as the quantum Euler equations. In the classical limit $\hbar \to 0$, the quantum potential disappears and we recover the ordinary Euler equations.

Remark: the quantum potential first appeared in the work of Madelung [58] and was rediscovered by Bohm [59] (it is sometimes called the Bohm potential). We note the identity

$$ -\frac{1}{m} \nabla Q \equiv -\frac{1}{\rho} \partial_t P_{ij}, \quad (94) $$

where $P_{ij}$ is the quantum stress tensor

$$ P_{ij} = -\frac{\hbar^2}{4m^2} \rho \partial_i \partial_j \ln \rho, \quad (95) $$

or

$$ P_{ij} = -\frac{\hbar^2}{4m^2} \left( \frac{1}{\rho} \partial_i \rho \partial_j \rho - \delta_{ij} \Delta \rho \right). \quad (96) $$

This shows that the quantum potential is equivalent to an anisotropic pressure.

### 4.3 The time independent Schrödinger equation

If we consider a wavefunction of the form

$$ \psi(r, t) = A(r)e^{-i\frac{E}{\hbar}t}, \quad (97) $$

we obtain the time independent Schrödinger equation

$$ -\frac{\hbar^2}{2m} \Delta \psi(r) + m\Phi(r)\psi(r) = E\psi(r), \quad (98) $$

where $\psi(r) \equiv A(r)$ is real and $\rho(r) = Nme^2(r)$. Dividing equation (98) by $\psi(r)$, we get

$$ m\Phi - \frac{\hbar^2}{2m} \Delta \sqrt{\rho} = E, \quad (99) $$

which can be written in terms of the quantum potential as

$$ m\Phi + Q = E. \quad (100) $$

This relation can also be derived from the Hamilton-Jacobi equation [113] by setting $S = -Et$.

Using the Madelung transformation, equation (100) represents the steady state of the quantum Euler equations (91)-(93). Indeed, taking $\partial_t = 0$ and $u = 0$ in equation (92), we get

$$ \nabla \Phi + \frac{1}{m} \nabla Q = 0, \quad (101) $$

which can be interpreted as a condition of quantum hydrostatic equilibrium. It describes the balance between the long-range interaction and the quantum pressure due to the Heisenberg uncertainty principle. Integrating this relation, we recover equation (100) where the energy $E$ appears as a constant of integration.

### 4.4 The total energy

The energy functional associated with the mean field Schrödinger equation, or equivalently with the quantum Euler equations, is

$$ E_{\text{tot}} = \Theta_c + \Theta_Q + W. \quad (102) $$

The first two terms correspond to the total kinetic energy

$$ \Theta = \frac{N\hbar^2}{2m} \int |\nabla \psi|^2 \, dr. \quad (103) $$

Using the Madelung transformation, it can be decomposed into the “classical” kinetic energy

$$ \Theta_c = \int \rho \frac{u^2}{2} \, dr. \quad (104) $$

and the “quantum” kinetic energy

$$ \Theta_Q = \frac{1}{m} \int \rho Q \, dr. \quad (105) $$

Substituting the expression of the quantum potential [102], we equivalently have

$$ \Theta_Q = -\frac{\hbar^2}{2m^2} \int \sqrt{\rho} \Delta \sqrt{\rho} \, dr = \frac{\hbar^2}{2m^2} \int (\nabla \sqrt{\rho})^2 \, dr = \frac{\hbar^2}{8m^2} \int \frac{\nabla \rho}{\rho} \, dr. \quad (106) $$

The third term is the potential energy

$$ W = \frac{1}{2} \int \rho \Phi \, dr. \quad (107) $$

The total energy can be expressed in terms of the wavefunction as

$$ E_{\text{tot}} = \int \left[ \frac{N\hbar^2}{2m} |\nabla \psi|^2 + \frac{1}{2} Nm\Phi|\psi|^2 \right] \, dr, \quad (108) $$

and the mean field Schrödinger equation can be written

$$ i\hbar \frac{\partial \psi}{\partial t} = \frac{\delta E_{\text{tot}}}{\delta \psi^*}. \quad (109) $$

It is easy to show that the energy functional (102) and the total mass $M = \int \rho \, dr$ are conserved by the quantum Euler equations. This implies that a minimum of $E_{\text{tot}}$ at fixed mass $M$ is a nonlinearly dynamically stable state of the quantum Euler equations [113]. Writing the first variations as $\delta E_{\text{tot}} - \alpha \delta M = 0$, where $\alpha$ is a Lagrange multiplier, we get $u = 0$ and

$$ m\Phi + Q = \alpha. \quad (110) $$

Taking the gradient of this relation, we obtain equation (111) which characterizes a steady state of the quantum Euler equations. Equation (110) also coincides with the time independent Schrödinger equation (100) provided
that the Lagrange multiplier $\alpha$ and the energy $E$ are related to each other by $E = m\alpha$. Therefore, the energy $E$ arising in the time-independent Schrödinger equation can be interpreted as a chemical potential. At equilibrium ($u = 0, \Theta = 0$), the total energy reduces to

$$E_{\text{tot}} = \Theta Q + W. \quad (111)$$

Multiplying equation (100) by $\rho$ and integrating over the entire domain, we obtain

$$2W + \Theta Q = NE. \quad (112)$$

Therefore,

$$E_{\text{tot}} = NE - W. \quad (113)$$

From this equation we note that $E_{\text{tot}} \neq NE$ when $W \neq 0$. In the classical limit $\hbar \to 0$, $\Theta Q = 0$, so that

$$E_{\text{tot}} = W = \frac{1}{2} NE. \quad (114)$$

### 4.5 The cosine interaction

For the bosonic HMF model at $T = 0$, corresponding to a cosine interaction, the time independent Schrödinger equation (98) takes the form

$$-\frac{\hbar^2}{2} \psi''(\theta) + \Phi(\theta) \psi(\theta) = E \psi(\theta), \quad (115)$$

where

$$\Phi(\theta) = -\frac{k}{2\pi} \int_0^{2\pi} \rho(\theta') \cos(\theta - \theta') d\theta', \quad (116)$$

$$\rho(\theta) = N\psi^2(\theta), \quad (117)$$

$$\int_0^{2\pi} \psi^2(\theta) d\theta = 1. \quad (118)$$

We can suppose without loss of generality that $\psi(\theta)$ and $\rho(\theta)$ are symmetric with respect to $\theta = 0$. In that case, $\Phi(\theta)$ is given by

$$\Phi(\theta) = -B \cos \theta, \quad (119)$$

with

$$B = \frac{k}{2\pi} \int_0^{2\pi} \rho(\theta) \cos \theta d\theta. \quad (120)$$

Therefore, the time independent Schrödinger equation with a cosine potential can be rewritten

$$-\frac{\hbar^2}{2} \psi'' - \frac{kM}{2\pi} b \cos \theta \psi = E \psi, \quad (121)$$

$$b = \int_0^{2\pi} \psi^2 \cos \theta d\theta. \quad (122)$$

We note that $\psi(\theta) = 1/\sqrt{2\pi}$ is a particular solution of these equations. It corresponds to a spatially homogeneous distribution $\rho(\theta) = M/(2\pi)$ with $b = E = 0$. Its stability

$$\int_0^{2\pi} \psi^2 d\theta = 1, \quad (123)$$

$$\rho(\theta) = N\psi^2(\theta), \quad (124)$$

where $b = 2\pi B/kM$ is the magnetization. The boundary conditions are

$$\psi'(0) = \psi'(\pi) = 0. \quad (125)$$

This system of equations defines an eigenvalue problem for the wave function $\psi(\theta)$ where the eigenvalue $E$ is the energy. In the following, we shall be interested by the fundamental eigenmode corresponding to the smallest value of $E$. For this mode, the wave function $\psi(\theta)$ has no node so that the density profile decreases monotonically with the distance.

![Fig. 14. Eigenvalue $\lambda$ as a function of $\kappa^2$. The dashed line starting at $\kappa^2 = 0$ corresponds to the harmonic approximation of Appendix D.](image1)

![Fig. 15. Magnetization $b$ as a function of $\kappa^2$.](image2)
Fig. 16. Normalized Planck constant \( \chi \) as a function of \( \kappa^2 \). The normalized Planck constant tends to the critical value \( \chi_c = \sqrt{2} \) when \( \kappa \to \infty \).

Fig. 17. Normalized energy \( \mathcal{E} \) as a function of \( \kappa^2 \).

is investigated in Appendix B. Introducing the normalized Planck constant for bosons

\[
\chi \equiv \hbar \left( \frac{2\pi}{kM} \right)^{1/2},
\]

we find that the homogeneous phase is stable if

\[
\chi \geq \chi_c = \sqrt{2},
\]

and unstable otherwise. We stress that the normalized Planck constant is different for fermions and bosons (see Appendix A).

Inhomogeneous solutions with \( b \neq 0 \) must be obtained numerically. Dividing equation (121) by \( kMb/(2\pi) \) and setting \( \kappa^2 = 2\pi\hbar^2/(kMb) \) and \( \lambda = 2\pi E/(kMb) \), we obtain

\[
-\frac{\kappa^2}{2}\psi'' - \cos \theta \psi = \lambda \psi,
\]

\[
\int_0^{2\pi} \psi^2 d\theta = 1.
\]

For given \( \kappa \), this is just the ordinary Schrödinger equation for an anharmonic oscillator. We can therefore determine the fundamental eigenvalue \( \lambda = \lambda(\kappa) \) corresponding to the wavefunction that has no node. Then, we can obtain the magnetization from the equation

\[
b = \int_0^{2\pi} \psi^2 \cos \theta d\theta = b(\kappa).
\]

Finally, we get

\[
\chi \equiv \hbar \left( \frac{2\pi}{kM} \right)^{1/2} = \kappa \sqrt{b(\kappa)},
\]

\[
\mathcal{E} \equiv \frac{2\pi E}{kM} = \lambda(\kappa)b(\kappa).
\]

These equations determines the normalized energy \( \mathcal{E} = \mathcal{E}(\chi) \) and the magnetization \( b = b(\chi) \) as a function of the normalized Planck constant \( \chi \) in parametric form (with parameter \( \kappa \)). In fact, we can simplify the problem even further. Indeed, if we define \( \phi(\theta) = \psi(\theta)/\psi(0) \), we obtain

\[
-\frac{\kappa^2}{2}\phi'' - \cos \theta \phi = \lambda \phi,
\]

\[
\phi(0) = 1, \quad \phi'(0) = \phi'(\pi) = 0.
\]

This is a simple shooting problem. For given \( \kappa \), solving equation (133) with the initial condition \( \phi(0) = 1 \) and \( \phi'(0) = 0 \), we have to find the eigenvalue \( \lambda(\kappa) \) so as to satisfy the boundary condition \( \psi'(\pi) = 0 \). Then, \( \psi(0) \) is given by the normalization condition (129) leading to

\[
\psi(0) = \frac{1}{\sqrt{\int_0^{2\pi} \phi^2 d\theta}}.
\]

This completely determines the wave function \( \psi(\theta) = \psi(0)\phi(\theta) \) and the density profile \( \rho(\theta)/N = \psi(\theta)^2 \). Finally, the magnetization is given by

\[
b = \frac{\int_0^{2\pi} \phi^2 \cos \theta d\theta}{\int_0^{2\pi} \phi^2 d\theta} = b(\kappa),
\]

while the normalized Planck constant and the normalized energy are given by equations (131) and (132).

We recall that the energy \( E \) appearing in the time independent Schrödinger equation (115) is generally different from the total energy per particle \( E_{\text{tot}}/N \) (see Section 4.4). The total energy is given by equation (113). For the HMF model, the potential energy can be expressed in terms of the magnetization by equation (7). Therefore, the total energy is

\[
E_{\text{tot}} = NE + \frac{\pi B^2}{k}.
\]

Introducing the normalized energy

\[
\epsilon_{\text{tot}} = \frac{8\pi E_{\text{tot}}}{kM^2},
\]
we get
\[ \epsilon_{\text{tot}} = 4\mathcal{E} + 2b^2. \] (139)

In the homogeneous phase where \( b = \mathcal{E} = 0 \), we have \( \epsilon_{\text{tot}} = 0 \) for any value of \( \chi \). This differs from the case of fermions where the energy of the homogeneous phase is given by equation (80).

The curves \( \lambda(\kappa) \), \( b(\kappa) \), \( \chi(\kappa) \) and \( \mathcal{E}(\kappa) \) are plotted in Figures 13, 15, 16 and 17. The curves \( b(\chi) \), \( \mathcal{E}(\chi) \) and \( \epsilon_{\text{tot}}(\chi) \) giving the magnetization and the normalized energies as a function of the normalized Planck constant are plotted in Figures 18, 19 and 20. Finally, some density profiles are shown in Figure 21. The homogeneous phase exists only for \( \chi < \chi_c = \sqrt{2} \) where it bifurcates from the homogeneous phase. The behaviors of the magnetization and of the energy close to the bifurcation point are obtained analytically in Appendix D and compared with the numerical results in Figures 18 and 19. Analytical results are also obtained in the semi-classical limit \( \chi \to 0 \) by making a harmonic approximation (see Appendix B). These analytical results are compared with the numerical ones in Figures 15-21. According to the Poincaré theorem, we deduce that the inhomogeneous phase becomes stable at the point \( \chi = \chi_c = \sqrt{2} \) at which the homogeneous branch becomes unstable. Since the inhomogeneous branch is not multivalued, there is no metastable state contrary to the case of fermions. The system displays a second order phase transition at \( \chi = \chi_t \) marked by the discontinuity of the derivative of the magnetization.

Summarizing, we have determined the ground state \((T = 0)\) of the Bose gas with cosine interaction, forming a BEC, and investigated its thermodynamical stability. In the classical limit \( \chi = 0 \), the ground state energy is \( \epsilon_{\text{tot}} = -2 \) and the magnetization is \( b = 1 \). This corre-
In this sense, the fluid is barotropic. The equation of state of a polytrope of index \( n \) is the equation of state of a polytrope of index \( n \), which shows that the potential \( h \) appearing in the GP equation can be interpreted as an enthalpy in the hydrodynamic equations. Equations (143), (145) and (141) will be called the quantum barotropic Euler equations. They are equivalent to the mean field GP equation.

5.2 Interpretations of the potential

We can give two independent interpretations of the potential \( h(\rho) \).

(i) Let us consider a BEC described by the mean field Schrödinger equation (82)-(85) and let us assume that the potential of interaction can be written as \( u = u_{LR} + u_{SR} \), where \( u_{LR} \) refers to the long-range interaction and \( u_{SR} \) to the short-range interaction. We assume furthermore that the short-range interaction corresponds to binary collisions that can be modeled by the effective potential \( u_{SR}(r - r') = g\delta(r - r') \), where the coupling constant (or pseudopotential) \( g \) is related to the scattering length \( a \) by \( g = 4\pi a h^2/m^3 \) (in \( d = 3 \)). When this form of potential is substituted in equation (83), we obtain the usual mean field Gross-Pitaevskii equation

\[
\frac{i}{h} \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi + m(\Phi + h(\rho))\psi, \tag{140}
\]

\[
\Phi(r, t) = \int \rho(r', t)u(|r - r'|) \, dr', \tag{141}
\]

\[
\rho(r, t) = N m |\psi(r, t)|^2, \tag{142}
\]

\[
\int |\psi(r, t)|^2 \, dr = 1, \tag{143}
\]

where \( h(\rho) \) is a potential depending on the density and the other quantities have been defined previously. Adapting the Madelung transformation of Section 4.2 to the present situation, we find that the Gross-Pitaevskii equation is equivalent to the hydrodynamic equations

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0, \tag{144}
\]

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u = -\frac{1}{\rho} \nabla p - \nabla \Phi - \frac{1}{m} \nabla Q, \tag{145}
\]

where \( Q \) is the quantum potential (83) and \( p(r, t) \) is a pressure that is a function of the density: \( p(r, t) = p(\rho(r, t)) \).

In this sense, the fluid is barotropic. The equation of state \( p(\rho) \) is determined by the potential \( h(\rho) \) through the relation

\[
h'(\rho) = \frac{p'(\rho)}{\rho}, \tag{146}
\]

yielding \( p(\rho) = \rho h(\rho) - H(\rho) \) where \( H \) is a primitive of \( h \). Using this relation, the Euler equation (145) can be rewritten as

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u = -\nabla h - \nabla \Phi - \frac{1}{m} \nabla Q, \tag{147}
\]

This relation shows that the potential \( h \) appearing in the GP equation can be interpreted as an enthalpy in the hydrodynamic equations. Equations (143), (145) and (141) will be called the quantum barotropic Euler equations. They are equivalent to the mean field GP equation.

5 The mean field Gross-Pitaevskii equation

We shall now consider a generalization of the equations of Section 4 by introducing a nonlinearity in the Schrödinger equation in addition to the long-range interaction. This is the so-called mean field Gross-Pitaevskii (GP) equation. As we shall see, this equation can have application for fermions and bosons. For the sake of generality, we consider an arbitrary potential of interaction in \( d \) dimensions.

5.1 The Madelung transformation

The mean field Gross-Pitaevskii equation can be written

\[
\frac{i\hbar}{2m} \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi + m(\Phi + h(\rho))\psi, \tag{140}
\]

\[
\Phi(r, t) = \int \rho(r', t)u(|r - r'|) \, dr', \tag{141}
\]

\[
\rho(r, t) = N m |\psi(r, t)|^2, \tag{142}
\]

\[
\int |\psi(r, t)|^2 \, dr = 1, \tag{143}
\]

where \( h(\rho) \) is a potential depending on the density and the other quantities have been defined previously. Adapting the Madelung transformation of Section 4.2 to the present situation, we find that the Gross-Pitaevskii equation is equivalent to the hydrodynamic equations

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0, \tag{144}
\]

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u = -\frac{1}{\rho} \nabla p - \nabla \Phi - \frac{1}{m} \nabla Q, \tag{145}
\]

where \( Q \) is the quantum potential (83) and \( p(r, t) \) is a pressure that is a function of the density: \( p(r, t) = p(\rho(r, t)) \).

In this sense, the fluid is barotropic. The equation of state \( p(\rho) \) is determined by the potential \( h(\rho) \) through the relation

\[
h'(\rho) = \frac{p'(\rho)}{\rho}, \tag{146}
\]

yielding \( p(\rho) = \rho h(\rho) - H(\rho) \) where \( H \) is a primitive of \( h \). Using this relation, the Euler equation (145) can be rewritten as

\[
\frac{\partial u}{\partial t} + (u \cdot \nabla) u = -\nabla h - \nabla \Phi - \frac{1}{m} \nabla Q, \tag{147}
\]

This relation shows that the potential \( h \) appearing in the GP equation can be interpreted as an enthalpy in the hydrodynamic equations. Equations (143), (145) and (141) will be called the quantum barotropic Euler equations. They are equivalent to the mean field GP equation.

5.2 Interpretations of the potential

We can give two independent interpretations of the potential \( h(\rho) \).

(i) Let us consider a BEC described by the mean field Schrödinger equation (82)-(85) and let us assume that the potential of interaction can be written as \( u = u_{LR} + u_{SR} \), where \( u_{LR} \) refers to the long-range interaction and \( u_{SR} \) to the short-range interaction. We assume furthermore that the short-range interaction corresponds to binary collisions that can be modeled by the effective potential \( u_{SR}(r - r') = g\delta(r - r') \), where the coupling constant (or pseudopotential) \( g \) is related to the scattering length \( a \) by \( g = 4\pi a h^2/m^3 \) (in \( d = 3 \)). When this form of potential is substituted in equation (83), we obtain the usual mean field Gross-Pitaevskii equation

\[
\frac{i}{\hbar} \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi + m\Phi \psi + N \frac{4\pi a}{m} |\psi|^2 \psi. \tag{148}
\]

with a potential \( h = gp = gN m |\psi|^2 \). The associated equation of state is \( p = \frac{3}{2}g \rho^2 \) corresponding to a polytropic of index \( n = 1 \) and polytropic constant \( K = g/2 \).

(ii) The mean field Gross-Pitaevskii equation (140) also describes a gas of fermions when one takes into account the quantum potential \( Q \) which is a manifestation of the Heisenberg uncertainty principle. In the case of fermions, we must also take into account the quantum pressure arising from the Pauli exclusion principle. It can be calculated from the Fermi-Dirac distribution function at \( T = 0 \) (see Section 3.2). In \( d \) dimensions, it is given by \( p = K \rho^{1+2/d} \) where \( K = \frac{1}{2\pi d} \left( \frac{d}{2b}\right)^{2/d} \left( \frac{2b}{m}\right)^{1+2/d} \). This is the equation of state of a polytropic of index \( n = d/2 \) and polytropic constant \( K \). This pressure term is the one that appears in the hydrodynamic equation (145). Using...
equation (140), it corresponds to an effective potential of the form \( h(\rho) = (d/2 + 1)K\rho^{2/d} \). The corresponding Gross-Pitaevskii equation can be written

\[
\frac{ih}{\partial t} \psi = \frac{h^2}{2m} \Delta \psi + m\Phi \psi + \kappa_d N^2/\langle \psi \rangle^4 \psi, \tag{149}
\]

where \( \kappa_d = 2\pi^2(d/2)^2/d \) is a constant.

Remark: we note that the potential \( h(\rho) \propto \rho^{2/d} \) associated to fermions becomes equivalent to the potential \( h(\rho) \propto \rho \) associated to self-coupled bosons when \( d = 2 \). In fact, the dimension \( d = 2 \) is a critical dimension [63]. When we consider a gas of repulsive (impenetrable) bosons, the potential \( h(\rho) = gp \) arising in the GP equation ceases to be valid for \( d \leq 2 \) (in \( d = 2 \) it remains marginally valid with logarithmic corrections). In particular, in \( d = 1 \), it is replaced by \( h(\rho) = \pi^2h^2\rho^2/2m^4 \) exactly like for spinless \( (s = 0) \) fermions. This is a manifestation of the boson-fermion duality in one dimension [64].

5.3 The time independent Gross-Pitaevskii equation

If we consider a wavefunction of the form

\[
\psi(r, t) = A(r)e^{-i\frac{E}{\hbar}t}, \tag{150}
\]

we obtain the time independent GP equation

\[
-\frac{h^2}{2m} \Delta \psi(r) + m(\Phi(r) + h(\rho))\psi(r) = E\psi(r), \tag{151}
\]

where \( \psi(r) \equiv A(r) \) is real and \( \rho(r) = Nm\psi^2(r) \). Dividing equation (151) by \( \psi(r) \), we get

\[
m\Phi + mh(\rho) - \frac{h^2}{2m} \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} = E. \tag{152}
\]

This equation can also be obtained from the quantum barotropic Euler equations (144), (145) and (141) since they are equivalent to the GP equation. The steady states of the Euler equation (145) obtained by taking \( \partial_t = 0 \) and \( u = 0 \) satisfy

\[
\nabla p + \rho \nabla \Phi = \frac{h^2}{2m^2} \nabla \left( \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right) = 0. \tag{153}
\]

This is similar to the condition of hydrostatic equilibrium with an additional quantum potential (as we have previously indicated, it can be written in the form of an anisotropic pressure). This equation is equivalent to equation (152). Indeed, integrating equation (153) and using equation (146), we obtain equation (152) where the energy \( E \) appears as a constant of integration.

The equations of the problem can be simplified in two situations:

(i) The non interacting limit: the case of a BEC without short-range interactions corresponds to \( h = p = 0 \) leading to

\[
\rho \nabla \Phi = \frac{h^2}{2m^2} \nabla \left( \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right) = 0. \tag{154}
\]

This is the situation considered in Section 4. In that case, the equilibrium state results from a balance between the long-range potential and the quantum pressure arising from the Heisenberg principle.

(ii) The Thomas-Fermi limit: if we neglect the quantum potential in equation (153), we obtain

\[
\nabla p + \rho \nabla \Phi = 0. \tag{155}
\]

This corresponds to the standard condition of hydrostatic equilibrium describing a balance between the long-range potential and the pressure due (i) to the short-range interaction in a BEC (ii) to the quantum pressure resulting from the Pauli exclusion principle for fermions.

Remark: considering the generalized condition of hydrostatic equilibrium (155) taking into account the quantum potential, the Thomas-Fermi approximation is valid when the first term dominates over the third one. In the case of fermions, the pressure is due to the Pauli exclusion principle. Using the results of Section 5.3 and dimensional analysis, we easily see that the quantum potential (Heisenberg uncertainty principle) can be neglected in front of the Fermi pressure (Pauli exclusion principle) when \( N \gg 1 \). Therefore, the Thomas-Fermi approximation is exact for fermions in the thermodynamic limit \( N \to +\infty \). This is precisely the situation considered in Section 4.

5.4 The total energy

The energy functional associated with the quantum barotropic Euler equations (144), (145) and (141) is

\[
E_{\text{tot}} = \Theta_c + \Theta_Q + U + W, \tag{156}
\]

where

\[
U = \int \rho \int \frac{p(r_1)}{\rho_1^2} \, dp_1 \, dr \quad = \int [p\rho(\rho) - p(\rho)] \, dr = \int H(\rho) \, dr, \tag{157}
\]

is the internal energy and the other functionals have already been defined in Section 4.4. For a polytropic equation of state \( p = K\rho^\gamma \), corresponding to a potential \( h(\rho) = K^\gamma \rho^{\gamma - 1} \), the internal energy takes the form

\[
U = \frac{K}{\gamma - 1} \int \rho^\gamma \, dr = \frac{1}{\gamma - 1} \int p \, dr. \tag{158}
\]

It is easy to check that the total energy (156) and the mass \( M = \int \rho \, dr \) are conserved by the quantum barotropic Euler equations (hence by the GP equation). This implies that a minimum of \( E_{\text{tot}} \) at fixed mass \( M \) is a nonlinearly dynamically stable steady state of the mean field quantum barotropic Euler equations [58]. Writing the first variations as \( \delta E_{\text{tot}} - \alpha \delta M = 0 \), where \( \alpha \) is a Lagrange multiplier, we get \( u = 0 \) and

\[
m\Phi + mh(\rho) - \frac{h^2}{2m} \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} = ma. \tag{159}
\]
Taking the gradient of this expression and using equation (160), we obtain the condition of hydrostatic equilibrium (158) determining a steady state of the quantum barotropic Euler equations. This equation is also equivalent to the time independent GP equation (152). The Lagrange multiplier $\alpha$ is related to the energy $E$ appearing in the time independent GP equation (152) by $\alpha = E/m$. This shows that the Lagrange multiplier $\alpha$ is equal to the energy $E$ by unit of mass. On the other hand, considering the second order variations of energy, we find that the distribution is dynamically stable if

$$\delta^2 E_{\text{tot}} \equiv \frac{1}{2} \int h'(\rho)(\delta \rho)^2 \, d\mathbf{r} + \frac{1}{2} \int \delta \rho \delta \Phi \, d\mathbf{r} + \frac{h^2}{8m^2} \int \left[ \nabla \left( \frac{\delta \rho}{\sqrt{\rho}} \right) \right]^2 \, d\mathbf{r} + \frac{h^2}{8m^2} \int \frac{\Delta \sqrt{\rho}}{\rho^{3/2}} (\delta \rho)^2 \, d\mathbf{r} > 0,$$

(160)

for all perturbations that conserve mass: $\int \delta \rho \, d\mathbf{r} = 0$. At equilibrium ($\mathbf{u} = 0$, $\Theta_e = 0$), the total energy reduces to

$$E_{\text{tot}} = \Theta Q + U + W.$$

(161)

Let us consider the case of a polytropic equation of state for which the internal energy is given by equation (158). Multiplying equation (162) by $\rho$ and integrating over the entire domain, we obtain

$$\gamma U + 2W + \Theta Q = NE.$$

(162)

In the TF limit ($\Theta Q = 0$), equations (161) and (162) become

$$E_{\text{tot}} = U + W,$$

(163)

$$\gamma U + 2W = NE,$$

(164)

and in the noninteracting limit, we recover equations (111) - (112).

### 5.5 Stability of the homogeneous phase with respect to the quantum Euler equations

Let us study the linear dynamical stability of a spatially homogeneous distribution with respect to the quantum barotropic Euler equations

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,$$

(165)

$$\rho \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p - \rho \nabla \Phi + \frac{\rho h^2}{2m^2} \nabla \left( \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right),$$

(166)

$$\Phi(\mathbf{r}, t) = \int u(|\mathbf{r} - \mathbf{r}'|) \rho(\mathbf{r}', t) \, d\mathbf{r}'.$$

(167)

These equations are equivalent to the mean field GP equations (140) - (143). In the classical or TF limit $h \to 0$, the quantum potential can be neglected and we recover the classical barotropic Euler equations considered in [9].

Linearizing equations (165) - (167) around a spatially homogeneous steady state ($\rho = \text{const}$ and $\mathbf{u} = 0$), we obtain

$$\frac{\partial \delta \rho}{\partial t} + \rho \nabla \cdot \delta \mathbf{u} = 0,$$

(168)

$$\rho \frac{\partial \delta \mathbf{u}}{\partial t} = -i\omega_0 \delta \rho \mathbf{k} - \rho \nabla \delta \Phi + \frac{h^2}{4m^2} \Delta \delta \rho,$$

(169)

$$\delta \Phi(\mathbf{r}, t) = \int u(|\mathbf{r} - \mathbf{r}'|) \delta \rho(\mathbf{r}', t) \, d\mathbf{r'},$$

(170)

where we have introduced the velocity of sound

$$c_s^2 = p'(\rho) = \rho h'(\rho).$$

(171)

Equations (168) and (169) can be combined to give

$$\frac{\partial^2 \delta \rho}{\partial t^2} + c_s^2 \Delta \delta \rho + \rho \Delta \delta \Phi = -\frac{h^2}{4m^2} \Delta^2 \delta \rho.$$

(172)

Decomposing the perturbations in normal modes $\delta \rho = \delta \rho_c e^{i(k \cdot \mathbf{r} - \omega t)}$ and $\delta \Phi = \delta \Phi_c e^{i(k \cdot \mathbf{r} - \omega t)}$, we get

$$-\omega^2 \delta \rho_c = -c_s^2 k^2 \delta \rho_c - \rho k^2 \delta \Phi_c - \frac{h^2}{4m^2} k^4 \delta \rho_c,$$

(173)

$$\delta \Phi_c = (2\pi)^d \delta \rho(k).$$

(174)

This leads to the dispersion relation

$$\omega^2 = c_s^2 k^2 + (2\pi)^d \delta \rho(k) + \frac{h^2 k^4}{4m^2}.$$

(175)

In the classical or TF limit $h \to 0$ with $\epsilon_s$ fixed, we recover the classical dispersion relation associated with the linearized Euler equation (165). We note that the quantum pressure arising from the Heisenberg uncertainty principle (last term in equation (175)) becomes important at very small scales, i.e. $k \to +\infty$. According to equation (166), the pulsation $\omega$ is either real ($\omega^2 > 0$) or purely imaginary ($\omega^2 < 0$). As a result, the system is linearly stable with respect to a perturbation with wavenumber $k$ if

$$c_s^2 + (2\pi)^d \delta \rho(k) + \frac{h^2 k^4}{4m^2} > 0,$$

(176)

and linearly unstable otherwise (when $\omega^2 > 0$, the perturbation oscillates with a pulsation $\omega$ and when $\omega^2 < 0$, the perturbation grows exponentially rapidly with a growth rate $\gamma = \sqrt{-\omega^2}$).

For repulsive potentials, satisfying $\delta \rho(k) > 0$, the homogeneous distribution is always stable. For Coulombian plasmas in $d = 3$ dimensions, using $(2\pi)^d \delta \rho(k) = \frac{4\pi \epsilon_s^2}{m^2 k^4}$, the dispersion relation can be written

$$\omega^2 = \omega_0^2 + c_s^2 k^2 + \frac{h^2 k^4}{4m^2}.$$

(177)
where \( \omega^2_0 = 4\pi \rho c^2 / m^2 \) is the plasma pulsation. This corresponds to the Bogoliubov energy spectrum of the excitation of the boson ground state [65]. For large wavenumbers (small wavelengths), the quasi-particle energy tends to the kinetic energy of an individual gas particle and \( \omega \sim \hbar k^2 / (2m) \). For the repulsive HMF model, using \( \dot{u}_n = \frac{k}{4\pi} \delta_{n, \pm 1} \), the dispersion relation can be written

\[
\omega^2 = c^2_s n^2 - \frac{kM}{4\pi} n^2 \delta_{n, \pm 1} + \frac{\hbar^2 n^4}{4}.
\] (178)

The modes \( n \neq \pm 1 \) oscillate with a pulsation \( \omega^2 = c^2_s n^2 + \hbar^2 n^4 / 4 \). The pulsation of the mode \( n = \pm 1 \) gives by \( \omega^2 = \omega^2_p + c^2_s + \frac{\hbar^2}{4} \) where \( \omega^2_p = \frac{kM}{4\pi} \) is the proper pulsation [63].

For attractive potentials, satisfying \( \dot{u}(k) < 0 \), the homogeneous distribution is linearly stable if

\[
c^2_s > (c^2_s)_{\text{crit}} \equiv \max_k \left[ (2\pi)^2 |\dot{u}(k)| \rho - \frac{\hbar^2 k^2}{4m^2} \right],
\] (179)

and linearly unstable otherwise. In that case, the unstable wavenumbers are determined by the converse inequality [63]. For the gravitational interaction in \( d = 3 \) dimensions, using \( (2\pi)^2 \dot{u}(k) = \frac{\kappa}{2} \), the dispersion relation can be written

\[
\omega^2 = c^2_s k^2 - 4\pi G \rho \frac{\hbar^2 k^4}{4m^4}.
\] (180)

The system is always unstable \( (c^2_s)_{\text{crit}} = \infty \) for wavenumbers \( k < k_s \) where \( k_s \) is the generalized Jeans wavenumber [34]:

\[
k^2_s = \frac{2m^2}{\hbar^2} \left[ \sqrt{c^2_s + \frac{4\pi G \rho}{m^2}} - c^2_s \right].
\] (181)

In the classical or TF limit \( \hbar \to 0 \) with \( c_s \) fixed, we recover the classical Jeans wavenumber

\[
k_J = \frac{\sqrt{4\pi G \rho}}{c_s}.
\] (182)

For a non interacting BEC \( (c_s = 0) \), we obtain the quantum Jeans wavenumber

\[
k_Q = \left( \frac{16\pi G m^2 \rho}{\hbar^2} \right)^{1/4}.
\] (183)

For the attractive HMF model, using \( \dot{u}_n = -\frac{k}{4\pi} \delta_{n, \pm 1} \), the dispersion relation is

\[
\omega^2 = c^2_s n^2 - \frac{kM}{4\pi} n^2 \delta_{n, \pm 1} + \frac{\hbar^2 n^4}{4}.
\] (184)

The modes \( n \neq \pm 1 \) oscillate with a pulsation \( \omega^2 = c^2_s n^2 + \hbar^2 n^4 / 4 \). The complex pulsation of the mode \( n = \pm 1 \) is \( \omega^2 = c^2_s - \frac{kM}{4\pi} + \frac{\hbar^2}{4} \). The homogeneous phase is stable for

\[
c^2_s > \frac{kM}{4\pi} - \frac{\hbar^2}{4},
\] (185)

and unstable otherwise. We note that quantum mechanics favors the stability of the homogeneous phase. If we consider a BEC without short-range interaction \( (h = p = c_s = 0) \), the stability criterion becomes

\[
\frac{\hbar^2}{kM} > \frac{1}{\pi},
\] (186)

and we recover the result of Appendix E. On the other hand, in the classical or TF approximation \( \hbar \to 0 \) with \( c_s \) fixed, the stability criterion becomes

\[
c^2_s > \frac{kM}{4\pi},
\] (187)

and we recover the result of [9].

Let us specifically discuss the case of fermions at \( T = 0 \) described by the Fermi distribution (12) leading to the polytropic equation of state (17). The velocity of sound is

\[
c_s = v_F = \frac{M \hbar}{4},
\] (188)

and the pulsation equation for the modes \( n = \pm 1 \) can be written

\[
\omega^2 = v_F^2 - \frac{kM}{4\pi} + \frac{\hbar^2}{4}.
\] (189)

The first term on the right hand side corresponds to the Fermi pressure (Pauli exclusion principle), the second to the cosine attraction and the third term to the quantum pressure (Heisenberg uncertainty principle). In the TF approximation, the pulsation equation reduces to

\[
\omega^2 = v_F^2 - \frac{kM}{4\pi},
\] (190)

and the stability criterion (187) can be written

\[
\frac{M \hbar^2}{k} > \frac{4}{\pi}.
\] (191)

This returns the result of Section 3. If we now take the quantum potential into account and consider the complete stability criterion (153), we obtain

\[
\frac{M \hbar^2}{k} \left( 1 + \frac{4}{N} \right) > \frac{4}{\pi}.
\] (192)

Comparing equation (192) with equation (191), we see that the term coming from the quantum potential has a contribution of order \( 1/N \). Since the mean field approximation on which our approach is based assumes that \( N \to +\infty \), it is not consistent to keep terms of order \( 1/N \) in the calculations (other terms of order \( 1/N \) may appear as a deviation from the mean field limit). Therefore, the quantum potential can be neglected in the limit \( N \to +\infty \). This is a general result. In the case of fermions, the quantum pressure arising from the Heisenberg principle is always negligible with respect to the quantum pressure arising from the Pauli principle for \( N \to +\infty \).
(see Section 5.3). Therefore, the Thomas-Fermi approximation of Section 5 is exact in the proper thermodynamic limit defined in Appendix A. Alternatively, in the case of bosons without short-range interaction, the quantum potential stabilizes the system at small scales and must be taken into account in the thermodynamic limit defined in Appendix A. This is the reason why fermions and bosons have different thermodynamic limits.

5.6 Stability of the homogeneous phase with respect to the quantum Vlasov equation

To complete our analysis, we study the linear dynamical stability of a spatially homogeneous distribution function \( f = f(v) \) with respect to the Wigner equation. The Wigner approach is a reformulation of quantum mechanics in the classical phase space language. We recall, however, that Wigner functions can take negative values so that they are not true probability distributions. In the case of fermions, the Wigner equation, which can be viewed as a quantum Vlasov equation, is more fundamental than the quantum Euler equation considered in Section 5.5 which is based on approximations (see Section 5.2). For simplicity, we restrict ourselves to the one dimensional case. The Wigner equation reads

\[
\frac{\partial f}{\partial t} + v \frac{\partial f}{\partial x} - \frac{im^2}{2\pi h} \int d\lambda dv' e^{im(v-v')\lambda} \\
\times \left[ \Phi \left( x + \frac{\lambda h}{2}, t \right) - \Phi \left( x - \frac{\lambda h}{2}, t \right) \right] f(x, v', t) = 0, \tag{193}
\]

\[
\Phi(x, t) = \int u(|x - x'|) \rho(x', t) dx'. \tag{194}
\]

We can check that, in the classical limit \( h \to 0 \), equation (193) returns the usual Vlasov equation. The dispersion relation corresponding to the linearized Wigner equation is [66]:

\[
\epsilon(k, \omega) = 1 - 2\pi \delta \int \frac{f(v)dv}{(v - \frac{\omega}{k})^2 - \frac{\hbar^2 k^2}{4m^2}} = 0. \tag{195}
\]

For \( h \to 0 \), we recover the classical dispersion relation associated with the linearized Vlasov equation [91,53]. The point of marginal stability (\( \omega = 0 \)) is determined by the condition

\[
1 - 2\pi \delta \int \frac{f(v)dv}{v^2 - \frac{\hbar^2 k^2}{4m^2}} = 0. \tag{196}
\]

For the potential \( 2\pi \delta = \omega_p^2 / \frac{\hbar^2}{m} \) of a one dimensional plasma, if neglect the Landau damping and consider the long wavelength limit \( k \to 0 \) of the dispersion relation (196), we obtain at order \( k^4 \):

\[
\omega^2 = \omega_p^2 + 3(\langle v^2 \rangle k^2 - (5\langle v^4 \rangle - 9\langle v^2 \rangle^2) \frac{k^4}{\omega_p^2} + \frac{\hbar^2 k^4}{4m^2} + ... \tag{197}
\]

This is the quantum generalization of the Langmuir wave dispersion relation. For the potential \( 2\pi \delta = -2G/k^2 \) of a one dimensional gravitational system, we obtain

\[
\omega^2 = -2G\rho + 3(\langle v^2 \rangle k^2 - (5\langle v^4 \rangle - 9\langle v^2 \rangle^2) \frac{k^4}{2G\rho} + \frac{\hbar^2 k^4}{4m^2} + ... \tag{198}
\]

This gives the growth rate of the Jeans instability for small \( k \) when quantum effects are taken into account. Note that for a Fermi distribution at \( T = 0 \) (see below), the term in parenthesis in equations (197) and (198) vanishes.

Let us write the complex pulsation as \( \omega = \omega_r + i\omega_i \). For \( \omega_i = 0 \), the real and imaginary parts of the dielectric function \( \epsilon(k, \omega_r) = \epsilon_r(k, \omega_r) + i\epsilon_i(k, \omega_r) \) are [66]:

\[
\epsilon_r(k, \omega_r) = 1 - 2\pi \delta \int \frac{f(v)dv}{(v - \omega_r^2) - \frac{\hbar^2 k^2}{4m^2}}, \tag{199}
\]

\[
\epsilon_r(k, \omega_r) = \frac{2\pi m^2 \delta}{h k} \left[ f \left( \omega_r - \frac{\hbar k}{2m} \right) - f \left( \frac{\omega_r^2}{k} + \frac{\hbar k}{2m} \right) \right], \tag{200}
\]

where \( P \) stands for the principal part. The imaginary part of the dielectric function is zero when \( \omega_r = k v_0 \) where \( v_0 \) is solution of

\[
f(v_0 + h k/2m) = f(v_0 - h k/2m). \tag{201}
\]

If \( f(v) \) has a single maximum, then equation (201) has a unique solution \( v_0 \). According to the Nyquist theorem, the system is stable if \( \epsilon_r(k, v_0) > 0 \) for all \( k \) and it is unstable if there exists some values of \( k \) for which \( \epsilon_r(k, v_0) < 0 \). Therefore, the mode \( k \) is stable if

\[
1 - 2\pi \delta \int \frac{f(v)dv}{(v - v_0)^2 - \frac{\hbar^2 k^2}{4m^2}} > 0, \tag{202}
\]

and unstable otherwise. This generalizes the classical criterion [52]. Equation (202) can be rewritten as:

\[
1 + 2\pi \delta \int \frac{f(v_0 + h k/2m) - f(v)}{(v - v_0)^2 - \frac{\hbar^2 k^2}{4m^2}} dv > 0. \tag{203}
\]

For the electrostatic interaction, and more generally for any repulsive potential \( \hat{u}(k) > 0 \), a single humped distribution is always stable [67]. For a potential \( \hat{u}_n = -\frac{1}{2} \delta_{n, \pm 1} \) corresponding to the (attractive) HMF model, a single humped distribution is stable if

\[
1 + \frac{k^2}{2p} \int \frac{f(v)dv}{(v - v_0)^2 - \frac{\hbar^2 k^2}{4m^2}} > 0. \tag{204}
\]

This generalizes the criterion obtained in [53].

As an illustration, let us consider the linear dynamical stability of the Fermi distribution at \( T = 0 \) with respect to the Wigner equation. The DF is given by \( f = \rho/(2\pi F) \)
if \(|v| \leq v_F\) and \(f = 0\) if \(|v| \leq v_F\). Substituting this distribution function in equation (195) and solving for \(\omega\) we obtain

\[
\omega^2 = \frac{\hbar^2k^4}{4m^2} + v_F^2k^2 + \frac{\hbar k^3}{m}v_F \coth \left( \frac{\hbar v_F k}{2\pi\bar{u}(k)\rho m} \right).
\]

(205)

For \(f(v) = \rho \delta(v)\), corresponding to \(v_F = 0\), this expression reduces to the form

\[
\omega^2 = \frac{\hbar^2k^4}{4m^2} + 2\pi\bar{u}(k)\rho k^2.
\]

(206)

It coincides with the fluid dispersion relation (175) for a cold gas with \(c_s = 0\). In the TF approximation \(h \to 0\) with \(v_F\) fixed, equation (205) becomes

\[
\omega^2 = v_F^2k^2 + 2\pi\bar{u}(k)\rho k^2.
\]

(207)

It coincides with the fluid dispersion relation (175) with \(c_s = v_F\) and \(h \to 0\). Therefore, in the TF approximation, the dispersion relations of the Fermi distribution derived from the Euler and the Vlasov equations are the same. This is no more true when the quantum potential is taken into account (compare equations (205) and (175)).

For a potential \(2\pi\bar{u}(k) = \frac{\hbar^2k}{m}\) corresponding to a one dimensional plasma, we recover the results of [67] (the case of a gravitational plasma is obtained by reversing the sign of the interaction). On the other hand, for a potential \(\bar{u}_n = -\frac{\hbar}{m}\delta_{n,\pm1}\) corresponding to the attractive HMF model (the repulsive HMF model is obtained by the substitution \(k \to -k\)), only the modes \(n = \pm1\) are allowed and the quantum dispersion relation (195) becomes

\[
1 + \frac{k}{2} \int \frac{f(v)dv}{(v - \omega)^2 - \frac{\hbar^2}{4}} = 0.
\]

(208)

For the Fermi (or waterbag) distribution, we obtain

\[
\omega^2 = \frac{\hbar^2}{4} + v_F^2k^2 - \frac{kM}{4\pi} \theta \left( \frac{4\pi\hbar v_F}{kM} \right).
\]

(209)

where \(\phi(x) = x\coth(x)\). For \(v_F = 0\), this expression reduces to the form

\[
\omega^2 = \frac{\hbar^2}{4} - \frac{kM}{4\pi}.
\]

(210)

In the TF approximation \(h \to 0\) with \(v_F\) fixed, we obtain

\[
\omega^2 = v_F^2k^2 - \frac{kM}{4\pi}.
\]

(211)

This is the classical dispersion relation of the waterbag distribution. It coincides with equation (190) as explained previously. This is no more true if we take into account the quantum pressure (compare equations (209) and (190)). For \(h \to 0\), using \(\phi(x) = 1 + x^2/3 - x^4/45 + \ldots\) for \(x \to 0\), equation (209) can be expanded in powers of \(h\) as

\[
\omega^2 = \frac{\hbar^2}{4} + v_F^2k^2 - kM \left( 1 + \frac{\pi^2\hbar^2}{3k^2} - \frac{\pi^4\hbar^4}{45k^4} + \ldots \right).
\]

(212)

This expression differs from equation (190) by terms of order \(h^2\) or smaller. In the limit \(h \to +\infty\), we get

\[
\omega^2 = \frac{\hbar^2}{4} + v_F^2k^2 - hv_F.
\]

(213)

To appreciate the effect of the number of particles \(N\), we introduce the dimensionless Planck constant \(\bar{\hbar}\) and rewrite the pulsation equation (209) in the form

\[
\frac{4\pi\omega^2}{kM} = \frac{2\chi^2}{N^2} + \frac{1}{2}\chi^2 - \phi \left( \frac{2\chi^2}{N} \right).
\]

(214)

Similarly, the pulsation relation (190) derived from the Euler equation can be written

\[
\frac{4\pi\omega^2}{kM} = \frac{2\chi^2}{N^2} + \frac{1}{2}\chi^2 - 1.
\]

(215)

The thermodynamic limit corresponds to \(N \to +\infty\) with fixed \(\chi\). In that case, the two relations take the form

\[
\frac{4\pi\omega^2}{kM} = \frac{1}{2}\chi^2 - 1.
\]

(216)

They return the critical Planck constant \(\hbar_c\). Therefore, the TF approximation is exact in the thermodynamic limit \(N \to +\infty\).

Remark: when coupled to a long-range potential of interaction, the classical Vlasov equation is known to develop filaments at smaller and smaller scales due to phase mixing and/or violent relaxation [36]. Considering (real or effective) quantum effects could be a way to regularize the Vlasov equation at small scales and serve as an alternative to coarse-graining. In that case, the (effective) Planck constant \(\hbar\) could determine the scale at which the filaments are smoothed-out.

6 Conclusion

In this paper, we have generalized the HMF model in order to take into account quantum effects. We have considered the case of fermions and bosons with cosine interaction at \(T = 0\). In the classical limit \(h \to 0\), all the particles are located at \(\theta = 0\) with velocity \(v = 0\). This leads to a distribution function corresponding to a Dirac peak in position and velocity space: \(f(\theta, v) = M\delta(v)\delta(\theta)\). When quantum effects are taken into account, this Dirac distribution is regularized. Fermions tend to occupy the lowest energy states but cannot condensate into the state \((\theta = 0, v = 0)\) because they must satisfy the Pauli exclusion principle. Bosons form a condensate in velocity space (all the bosons
are in the same quantum state with \( v = 0 \) but, because of the Heisenberg principle, they are delocalized in position space so that \( \rho(\theta) \neq M\delta(\theta) \).

In the classical limit, the homogeneous phase is unstable at \( T = 0 \). When quantum mechanics is taken into account, we find that the homogeneous phase can be stabilized when the normalized Planck constant \( \chi \) is sufficiently high. However, crucial differences exist between fermions and bosons. In the case of fermions, the stabilization is due to the Pauli exclusion principle while in the case of bosons, it is due to the Heisenberg principle. Therefore, the study of fermions is based on the Thomas-Fermi approximation while the study of bosons is based on the Hartree approximation. This is why the thermodynamic limit \( N \to +\infty \) is different for fermions and bosons (see Appendix A). For fermions, the thermodynamic limit corresponds to \( N \to +\infty \) in such a way that the coupling constant scale like \( k \sim N \) (yielding \( E \sim N^3 \)). This is a new prescription. For bosons, the thermodynamic limit corresponds to \( N \to +\infty \) with \( k \sim 1/N \) (yielding \( E \sim N \)).

This corresponds to the Kac prescription like in the classical regime. In the case of fermions, the stabilization of the homogeneous phase in the quantum regime occurs through a first order phase transition (as a function of the normalized Planck constant) while the phase transition is second order in the case of bosons. On the other hand, in the semi-classical limit \( \hbar \to 0 \), the density profile of fermions is parabolic (see equation (272)) while the density profile of bosons is Gaussian (see equation (271)).

One interest of the quantum HMF model is its relative simplicity that should allow for accurate numerical simulations of quantum particles (fermions and bosons) with long-range interactions. In this paper, we have only considered the thermodynamical equilibrium states of these systems, but the relaxation towards equilibrium is also of considerable interest. In particular, how does the system relax towards a steady state? What is the damping mechanism? These are important questions that we plan to address in the future.

**Acknowledgment:** I am grateful to L. Delfini for his assistance in some aspects of the numerical work.

### A Thermodynamic limits for fermions and bosons

If we reintroduce the dimensional parameters, the Hamiltonian of the HMF model reads

\[
H = \frac{1}{2} \sum_{i=1}^{N} mv_i^2 - gm^2 \sum_{i<j} \cos \left( \frac{x_i - x_j}{R} \right),
\]

(217)

where \( g \) is the coupling constant (the counterpart of the gravitational constant \( G \) in astrophysics), \( m \) is the mass of the particles and \( R \) is the system size (the particles are confined in the domain \([-\pi R, \pi R]\)). By comparing the different terms of the Hamiltonian, we get the scaling

\[
E \sim Nmv^2 \sim N^2gm^2.
\]

(218)

Therefore, the dimensionless energy is

\[
\epsilon \sim \frac{E}{gN^2m^2},
\]

(219)

in agreement with equation (225). We can also define a dynamical time \( t_D \sim R/v \). Using equation (218), we get

\[
t_D \sim \frac{R}{\sqrt{Ngm}}.
\]

(220)

Finally, in the classical regime, the temperature can be estimated by \( k_BT \sim mv^2 \). Using equation (218) to estimate \( v \), we obtain the dimensionless inverse temperature

\[
\eta \sim \beta Ngm^2,
\]

(221)

in agreement with the expression \( \eta = \beta kM/(4\pi) \) of [4].

In the case of bosons at \( T = 0 \), the long-range interaction is balanced by the pressure arising from the Heisenberg uncertainty principle \( \Delta x\Delta p \sim \hbar \). Writing \( \Delta x \sim R \) and \( \Delta p \sim mv \) and using equation (218) to estimate \( v \), we obtain the dimensionless Planck constant

\[
\chi_B \sim \frac{\hbar}{N^{1/2}g^{1/2}Rm^{3/2}},
\]

(222)

in agreement with equation (226).

In the case of fermions at \( T = 0 \), the long-range interaction is balanced by the pressure arising from the Pauli exclusion principle \( f \sim m^2/\hbar \). Writing \( f \sim M/(Rv_F) \) with \( v_F \sim v \) and using equation (218) to estimate \( v \), we obtain the dimensionless Planck constant

\[
\chi_F \sim \frac{\hbar N^{1/2}}{Rg^{1/2}m^{3/2}},
\]

(223)

in agreement with equation (27).

These scalings allow us to correctly define the thermodynamic limit. In the classical regime, the only dimensionless parameters are \( \epsilon \) and \( \eta \). The classical thermodynamic limit corresponds to \( N \to +\infty \) in such a way that \( \epsilon \) and \( \eta \) remain of order unity. If we take \( m \sim R \sim 1 \), we see that the choice \( g \sim 1/N \) (Kac prescription) leads to an extensive scaling \( E \sim N \) of the energy and to an intensive scaling \( \beta \sim 1 \) of the inverse temperature. On the other hand, the dynamical time scales like \( t_D \sim 1 \). We could also take \( g \sim 1 \) and \( m \sim 1/\sqrt{N} \). This leads to the same scaling \( E/N \sim \beta \sim 1 \) of the energy and inverse temperature but in that case \( t_D \sim R/N^{1/4} \) (we may then take \( R \sim N^{1/4} \) in order to have \( t_D \sim 1 \)).

In the quantum regime, the dimensionless parameters are \( \epsilon, \eta \) and \( \chi \). The quantum thermodynamic limit corresponds to \( N \to +\infty \) in such a way that \( \epsilon, \eta \) and \( \chi \) remain of order unity. Let us take \( \hbar \sim m \sim R \sim 1 \). In the case of bosons, we find from equations (222) that the coupling constant scales like \( g \sim 1/N \) which coincides with the Kac prescription. In that case, we have \( E/N \sim \beta \sim t_D \sim 1 \). Therefore, the bosonic quantum thermodynamic limit coincides with the classical thermodynamic limit. In the case of fermions, we find from equation (223) that the coupling constant scales like \( g \sim N \) which is different from
the Kac prescription. In that case, the energy scales like $E \sim N^2$ which is different from the extensive scaling and the inverse temperature scales like $\beta \sim N^{-2}$ which is different from the intensive scaling. On the other hand, the dynamical time scales like $t_D \sim 1/N$. Therefore, the fermionic quantum thermodynamic limit differs from the classical and bosonic thermodynamic limits. The fact that the bosonic and fermionic thermodynamic limits differ is not surprising since the quantum pressure which balances the long-range interaction corresponds to the Heisenberg uncertainty principle for bosons and to the Pauli exclusion principle for fermions which are of a completely different nature.

We note that other scalings are possible. For example, it makes sense to take $h \sim \sim g \sim 1$ since these quantities are fixed physical constants that should not depend on $N$. In the classical limit, this implies $E \sim N^2$, $\beta \sim N^{-1}$ and $t_D \sim R/\sqrt{N}$ (we may then take $R \sim \sqrt{N}$ in order to have $t_D \sim 1$). In the case of fermions, using equations (222) and (241), we obtain $R \sim N^{1/2}$, $E \sim N^2$, $\beta \sim N^{-1}$ and $t_D \sim 1$. In the case of bosons, using equations (222) and (241), we get $R \sim N^{-1/2}$, $E \sim N^2$, $\beta \sim N^{-1}$ and $t_D \sim N^{-1}$. We could also impose the Kac prescription $R \sim m \sim gN \sim 1$ to fermions by taking $h \sim N^{-1}$. In that case $E/N \sim \beta \sim t_D \sim 1$. Although this limit is mathematically conceivable, there is no physical reason why $h$ should depend on $N$. Therefore, we could impose the Kac prescription under the form $h \sim m \sim gN \sim 1$ by taking $R \sim N$. In that case $E/N \sim \beta \sim 1$ but $t_D \sim \sqrt{N}$.

These strange scalings should not cause surprise. They arise due to the long-range nature of the interactions making the energy non-additive. Similar (unusual) scalings are found for classical and quantum self-gravitating systems [16][24][25].

B Stability of the homogeneous phase for bosons

In order to study the stability of the homogeneous phase, we shall use the Madelung representation of the Schrödinger equation in terms of hydrodynamical equations. This will allow us to draw a close parallel with the stability analysis of the classical HMF model performed in [9]. For the bosonic HMF model, the quantum Euler equations (21), (22) and (33) take the form

$$\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial \theta} (\rho u) = 0,$$  

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial \theta} = -\frac{\partial \Phi}{\partial \theta} + \frac{h^2}{2} \frac{\partial}{\partial \theta} \left( \frac{\sqrt{\rho} u}{\sqrt{\rho}} \right),$$  

$$\Phi(\theta) = -\frac{k}{2\pi} \int_0^{2\pi} \rho(\theta') \cos(\theta - \theta') d\theta'.$$  

We stress that these equations are equivalent to the mean field Schrödinger equation (62)–(65). In the classical limit $h \rightarrow 0$, the quantum potential can be neglected and we recover the Euler equations at $T = 0$ considered in [9].

Linearizing these equations around the homogeneous solution $\rho = \frac{N}{2\pi}$, we obtain

$$\frac{\partial \delta \rho}{\partial t} + \frac{\partial}{\partial \theta} (\rho \delta u) = 0,$$  

$$\frac{\partial \delta u}{\partial t} = -\frac{\partial \delta \Phi}{\partial \theta} + \frac{h^2}{4}\frac{\partial^2 \delta \rho}{\partial \theta^2}.$$  

$$\delta \Phi(\theta, t) = -\frac{k}{2\pi} \int_0^{2\pi} \delta \rho(\theta', t) \cos(\theta - \theta') d\theta'.$$  

Eliminating $\delta u$ between the first two equations, we get

$$\frac{\partial^2 \delta \rho}{\partial t^2} + \frac{\partial^2 \delta \rho}{\partial \theta^2} = \frac{h^2}{4}\frac{\partial^2 \delta \rho}{\partial \theta^2}.$$  

Let us consider a perturbation of the density profile of the form

$$\delta \rho(\theta, t) = \Re \left[ Ae^{i(n\theta - \omega t)} \right].$$  

Using equation (222), the corresponding perturbation of the potential is

$$\delta \Phi(\theta, t) = \Re \left[ -\frac{kA}{2} (\delta_{n,1} + \delta_{n,-1}) e^{i(n\theta - \omega t)} \right].$$  

Substituting equations (231) and (232) in equation (230), we obtain the dispersion relation

$$\omega^2 = \frac{kM}{4\pi} (\delta_{n,1} + \delta_{n,-1}) + \frac{h^2}{4} n^4.$$  

For $n \neq \pm 1$, we get

$$\omega^2 = \frac{h^2}{4} n^4,$$  

so that these modes are stable: the perturbation oscillates with a pulsation $\omega = hn^2/2$. For $n = \pm 1$, we obtain

$$\omega^2 = -\frac{kM}{4\pi} + \frac{h^2}{4}.$$  

In terms of the normalized Planck constant [129] for bosons, we find that the homogeneous phase is stable if

$$\chi \equiv \frac{h}{\sqrt{kM}} \left( \frac{2\pi}{kM} \right)^{1/2} > \chi_c = \sqrt{2}.$$  

In particular, the homogeneous solution is unstable in the classical regime $\chi \rightarrow 0$ [9] but it becomes stable in the quantum regime for $\chi > \chi_c$. In that case, it is stabilized by the Heisenberg principle or, equivalently, by the Bohm quantum potential. Note that the critical Planck constant $\chi_c = \sqrt{2}$ precisely corresponds to the bifurcation point at which the inhomogeneous branch appears (see Appendix C). For $\chi < \chi_c$, the inhomogeneous solutions with $B \neq 0$ are stable while the homogeneous solutions are unstable.
In this Appendix, we determine the behavior of the magnetization and of the energy close to the critical point at which the bifurcation from the homogeneous (quantum) to the inhomogeneous (classical) phase takes place.

The time independent mean field Schrödinger equation with a cosine potential can be written in dimensionless form (see Section 4.5):

\[-\frac{1}{2} \chi^2 \psi'' - b \cos \theta \psi = \mathcal{E} \psi,\]  
\[b = \frac{2}{\sqrt{2 \pi}} \int_0^{2\pi} \psi \cos \theta \, d\theta,\]  
\[\int_0^{2\pi} \psi^2 \, d\theta = 1,\]  
\[\rho(\theta) = N \psi^2(\theta).\]

We assume that the wavefunction is symmetric with respect to \(\theta = 0\) so that \(\psi(-\theta) = \psi(\theta)\). Therefore, the boundary conditions are

\[\psi'(0) = \psi'(\pi) = 0.\]  

The homogeneous solution corresponds to \(\psi_0 = 1/\sqrt{2\pi}\) and \(b_0 = \mathcal{E}_0 = 0\). Close to the bifurcation, we make the expansion

\[\psi = \frac{1}{\sqrt{2\pi}} + \epsilon \psi_1 + \epsilon^2 \psi_2 + \epsilon^3 \psi_3 + \ldots\]  
\[b = \epsilon b_1 + \epsilon^2 b_2 + \epsilon^3 b_3 + \ldots\]  
\[\mathcal{E} = \epsilon \mathcal{E}_1 + \epsilon^2 \mathcal{E}_2 + \epsilon^3 \mathcal{E}_3 + \ldots\]  
\[\chi = \chi_0 + \epsilon \chi_1 + \epsilon^2 \chi_2 + \epsilon^3 \chi_3 + \ldots\]

where \(\epsilon \ll 1\) is a small parameter.

At the order \(\epsilon\), we obtain

\[-\frac{1}{2} \chi^2 \psi_1'' - \frac{1}{\sqrt{2\pi}} b_1 \cos \theta = \frac{1}{\sqrt{2\pi}} \mathcal{E}_1,\]  

\[b_1 = \frac{2}{\sqrt{2\pi}} \int_0^{2\pi} \psi_1 \cos \theta \, d\theta,\]  

\[\int_0^{2\pi} \psi_1 \, d\theta = 0.\]

Solving these equations with the boundary conditions (241), we find that \(\mathcal{E}_1 = 0, \chi_0 = \sqrt{2}\) and

\[\psi_1 = \frac{1}{\sqrt{2\pi}} b_1 \cos \theta.\]  

At the order \(\epsilon^2\), we obtain

\[-\psi_2'' - \sqrt{2} \chi_1 \psi_1'' = \left( b_1 \psi_1 + \frac{b_2}{\sqrt{2\pi}} \right) \cos \theta = \frac{\mathcal{E}_2}{\sqrt{2\pi}},\]  

\[b_2 = \int_0^{2\pi} \left( \frac{2}{\sqrt{2\pi}} \psi_2 + \psi_2^1 \right) \cos \theta \, d\theta,\]  

\[\int_0^{2\pi} \psi_2 \, d\theta = -\frac{\sqrt{2\pi}}{2} \int_0^{2\pi} \psi_1^2 \, d\theta.\]

Solving these equations with the boundary conditions (241), we find that \(\mathcal{E}_2 = -b_2^2/2, \chi_1 = 0\) and

\[\psi_2 = \frac{1}{\sqrt{2\pi}} b_2 \cos \theta + \frac{1}{8\sqrt{2\pi}} b_2^3 \cos(2\theta) - \frac{b_2^5}{4\sqrt{2\pi}}\]

At the order \(\epsilon^3\), we obtain

\[-\psi_3'' - \sqrt{2} \chi_2 \psi_1'' = \left( b_1 \psi_2 + b_2 \psi_1 + \frac{b_3}{\sqrt{2\pi}} \right) \cos \theta = \mathcal{E}_2 \psi_1 + \mathcal{E}_3/\sqrt{2\pi}\]

\[b_3 = \int_0^{2\pi} \left( \frac{2}{\sqrt{2\pi}} \psi_3 + 2 \psi_1 \psi_2 \right) \cos \theta \, d\theta.\]

Solving these equations with the boundary conditions (241), we find that \(\mathcal{E}_3 = -b_1 b_2, \chi_2 = -7b_2^2/(8\sqrt{2})\) and

\[\sqrt{2\pi} \psi_3 = \left( \frac{3b_2^4}{16} + b_3 \right) \cos \theta + \frac{b_1 b_2}{4} \cos(2\theta) + \frac{b_1^2}{144} \cos(3\theta) + C,\]

where the constant \(C\) could be obtained by writing the normalization condition at order \(\epsilon^3\) (but we shall not need it here).

Combining the previous results, we find that the bifurcation takes place at \(\chi = \chi_c = \sqrt{2}\), i.e. at the point where the homogeneous phase becomes unstable. Close to the critical point, the magnetization, the energy and the wavefunction behave like

\[b^2 \sim \frac{8\sqrt{2}}{7}(\chi_c - \chi),\]  
\[\mathcal{E} \sim -\frac{1}{2} b^2 \sim -\frac{4\sqrt{2}}{7}(\chi_c - \chi),\]  
\[\psi(\theta) \simeq \frac{1}{\sqrt{2\pi}} \left[ 1 + b(\chi_c) \cos \theta \right].\]

We also find from our analysis that the total energy \(\epsilon_{\text{tot}}\) vanishes at the order \(\epsilon^3\) so that it scales like \(\epsilon_{\text{tot}} \propto (\chi_c - \chi)^2\). The prefactor could be obtained by extending the asymptotic analysis to next order.
D The semi-classical limit for bosons and fermions: harmonic approximation

In the classical limit $h = 0$, the system is equivalent to a classical gas at $T = 0$. In that case, all the particles have collapsed at $\theta = 0$ and the density profile is a Dirac distribution $\rho(\theta) = M \delta(\theta)$ with magnetization $b = 1$. According to equations (113) and (7), the total energy is $\epsilon_{\text{tot}} = -2$ and the energy appearing in the Schrödinger equation is $\mathcal{E} = -1$.

In the semi-classical limit $h \to 0$, the distribution is strongly peaked around $\theta = 0$. We can therefore replace $\cos \theta$ by $1 - \theta^2/2$ since $\theta \ll 1$ and extend the integrals over the angles to infinity. This is valid in the limit $\kappa \to 0$. In that limit, equations (128) and (129) become equations (131) and (132), we obtain

$$\int_{-\infty}^{+\infty} \psi^2 \, d\theta = 1. \quad (261)$$

For given $\kappa$, equation (260) is just the ordinary Schrödinger equation of a harmonic oscillator. The fundamental eigenvalue is

$$\lambda = -1 + \frac{1}{2} \kappa, \quad (262)$$

and the corresponding wavefunction is

$$\psi(\theta) = \left( \frac{1}{\pi \kappa} \right)^{1/4} e^{-\frac{\theta^2}{2 \kappa}}, \quad (263)$$

The magnetization can be approximated by

$$b = \int_{-\infty}^{\infty} \psi^2 \left( 1 - \frac{\theta^2}{2} \right) \, d\theta. \quad (264)$$

Substituting equation (263) in equation (264), we get

$$b = 1 - \frac{1}{4} \kappa. \quad (265)$$

Finally, substituting the expansions (262) and (265) in equations (131) and (132), we obtain

$$\chi \simeq \kappa, \quad \mathcal{E} \simeq -1 + \frac{3}{4} \kappa. \quad (266)$$

We can now express the results in terms of the normalized Planck constant $\chi$, defined by equation (129), in the limit $\kappa \to 0$. Eliminating $\kappa$ between equations (265) and (266), we find that

$$b = 1 - \frac{1}{4} \chi, \quad (267)$$

and

$$\mathcal{E} \simeq -1 + \frac{3}{4} \chi. \quad (268)$$

Using equation (139), the total energy is

$$\epsilon_{\text{tot}} \simeq -2 + 2 \chi. \quad (269)$$

Finally, the wave function and the density profile are given by

$$\psi(\theta) = \left( \frac{1}{\pi \chi} \right)^{1/4} e^{-\frac{\theta^2}{2}}, \quad (270)$$

and

$$\rho(\theta) = N \left( \frac{1}{\pi \chi} \right)^{1/2} e^{-\frac{\theta^2}{2}}, \quad (271)$$

These asymptotic expansions are compared with the numerical results in Section 4.5.

We can also consider the semi-classical limit for fermions. This corresponds to the limit $x \to x_c = 3/2$ in the equations of Section 3.4.2. For $x = x_c$, the density profile (10) is a Dirac peak $\rho(\theta) = M \delta(\theta)$. For $x \to x_c$, we can make the harmonic approximation $\cos \theta \simeq 1 - \theta^2/2$ and we obtain

$$\rho(\theta) = \frac{\sqrt{3} M}{\pi (x - x_c)^{1/2}} \left[ 1 - \frac{36}{4(x - x_c)} \right]^{1/2}, \quad (272)$$

for $\theta \leq \theta_c = 4(x - x_c)/3$ and $\rho(\theta) = 0$ for $\theta_c < \theta \leq \pi$. In this limit, the integrals (12) can be approximated by

$$I_{\lambda,m}(x) = \frac{1}{3 \sqrt{2} (x - x_c)} - \frac{1}{18 \sqrt{2}} m^2 (x - x_c)^2. \quad (273)$$

Therefore, when $x \to x_c$, the magnetization, the inverse polytropic temperature and the total energy are given by

$$b \simeq 1 - \frac{1}{6} (x - x_c), \quad (274)$$

$$\eta \sim \frac{27}{2 (x - x_c)^2}, \quad (275)$$

$$\epsilon \simeq -2 + \frac{4}{3} (x - x_c). \quad (276)$$

Finally, using equations (63) and (79), the parameter $x$ can be related to the maximal value of the distribution $\mu$ or to the Planck constant $\chi$ by the relation

$$\mu = \frac{1}{\chi} \sim \frac{3}{2(x - x_c)}. \quad (277)$$
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