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Abstract—Everyday contact-rich tasks, such as peeling, cleaning, and writing, demand multimodal perception for effective and precise task execution. However, these present a novel challenge to robots as they lack the ability to combine these multimodal stimuli for performing contact-rich tasks. Learning-based methods have attempted to model multi-modal contact-rich tasks, but they often require extensive training examples and task-specific reward functions which limits their practicality and scope. Hence, we propose a generalizable model-free learning-from-demonstration framework for robots to learn contact-rich skills without explicit reward engineering. We present a novel multi-modal sensor data representation which improves the learning performance for contact-rich skills. We performed training and experiments using the real-life Sawyer robot for three everyday contact-rich skills – cleaning, writing, and peeling. Notably, the framework achieves a success rate of 100% for the peeling and writing skill, and 80% for the cleaning skill. Hence, this skill learning framework can be extended for learning other physical manipulation skills.

I. INTRODUCTION

Seemingly trivial contact-rich skills, such as peeling a cucumber or cleaning a surface, demand seamless coordination among eyes and hands in humans. While eyes provide object pose, environment state, and visual feedback; haptic feedback from hands provides contact information between objects, relative localization, and alternative control in case of loss of visual feedback. Visual and tactile modalities – each help resolve ambiguities in the other – thereby deliver an overall accurate perception of dynamic environments [1]. This synergistic interaction between the two modalities of sensing is essential for contact-rich tasks, especially in the case of robots.

Robots, aiming to achieve human-level perception and proprioception for a variety of tasks, need the ability to better understand and model their interactions with the environment. While numerous published works in robotics have recognized the utility of a multi-modal system [2], [3], [4], their implementation has been limited to task-specific solutions. These works have used extensive task-specific feature engineering coupled with prior knowledge of task execution in model-based methods, which fairly limits their generalized use. Subsequently, model-free methods have been introduced which attempt to learn multi-modal contact-rich skills directly from observations. These methods are preferred due to the low cost of implementation, re-programmability, and the ability to model complex tasks previously out of the scope of model-based methods.

Learning from Demonstration (LfD) is a popular approach which includes model-free methods to “program” a robot by leveraging demonstrations of the tasks [5], [6], [7]. Sequences of demonstrations allow the robots to comprehend the objective, action space, and the manipulation required for completing the task [8]. Architectures such as Gaussian Mixture Models, Hidden Markov Models, Deep Neural Networks, and Dynamic Motion Primitives (DMP) have been explored for learning from demonstrations [9], [5]. These methods can generalize using extensive demonstrations of kinematic states for tasks such as grasping and pushing simple objects. However, not only is getting large kinematic samples a limitation of these methods, but they are also unable to handle perturbations in the workspace [10], [11].

Reinforcement learning-based methods solve some of these issues, as they do not require explicit task specification, and can handle greater perturbations, however, they need well-tuned reward functions [9]. Inverse reinforcement learning overcomes this limitation by implicitly inferring rewards from demonstrations [9], [12], [13]. Yet, most of these methods are modeled in closed-loop systems around a single modality, majorly visual feedback [14], [15], [11], [16]. Using kinesthetic interfaces for teaching by demonstration enables learning of contact-intensive tasks by guided demonstrations from the user [17], [18]. However, such interfaces not only limit the domain of tasks that can be...
taught but also puts the onus of effective learning on the guiding expertise of the demonstrator. Moreover, teaching movements and skills by kinesthetic learning demands long guided intervals that are cost and resource intensive.

Contact-rich skills, such as peeling and writing, cannot be accomplished with just a single modality as both force and visual feedback is necessary for optimum execution. Few prior approaches have exploited the synergy between vision and touch for contact-rich tasks [14]. Methods combining vision and touch have been employed to increase the stability of grasp, or learn shape completion for grasping [19], [20]. Further, other works utilize multiple modalities for a manipulation task, however, they needed task-specific strategies or a task-specific specified manipulation graph [21], [22], [23].

In this work, we leverage multiple sensor modalities to learn contact-rich skills without task-specific reward engineering. Learning contact-rich skills is a significant step for robots to operate in unstructured environments. However, designing reward functions to learn such contact-rich skills is not trivial or in some cases infeasible. In this framework, we infer the reward from the goal states obtained from expert user demonstrations of the skill. The demonstrations are semantically segmented to identify human-object interactions and the goal states. Additionally, the interaction information is used to define the action space for the policy. A representation for the state is developed from the multi-sensor data for the policy, which can improve the learning performance for contact-rich skills. To demonstrate the practicality of this framework, we implement it using the Sawyer™robot. Three different contact-rich tasks (writing, cleaning, and peeling) requiring varying force, contact, and position interactions are demonstrated for testing the performance of the proposed framework. The contributions of this work are:

- A framework to learn contact-rich skill models from a few demonstrations without reward engineering, which can remove the need for manual engineering of rewards.
- A multi-modal sensor data representation for learning contact-rich skills, which improves the overall execution performance.
- Evaluation of the framework on three varied real-life contact-rich skills – cleaning, writing, and peeling.

This paper is organized as follows: Section II describes the problem statement and the overall LfD framework. Section III describes the multi-modal skill learning framework and the sub-components of this framework, such as the input semantic segmentation and the execution controller. The experiments and results are shown in Section IV for the three experiments with the conclusion presented in Section V along with the discussion of future work.

II. PROBLEM STATEMENT AND LfD FRAMEWORK

A. Problem Statement

Teaching a robot contact-rich manipulation for a variety of tasks is a non-trivial endeavor. Contact-rich tasks entail learning precise models of direct low-level control to reduce contact forces and ensure stability for smooth task execution [24]. The first step in this is for the robot to be able to comprehend the multi-modal stimuli of the the skill being taught or executed. Hence, just position-based control is insufficient; therefore, we use both position and force control. The input multi-sensory data, consisting of visual demonstration, depth inputs, force and tactile information, is first learned by various networks. These learned representations update the skill modeling policy.

The model executes in a finite bounded horizon, with a Markov decision process \( M \), with state space \( \mathcal{S} \) and action space \( \mathcal{A} \). For a horizon \( T \), the state transitions according to the dynamics \( T : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S} \). A learning policy \( \pi(a|s) \) represents the probability of taking the action \( a \) given a state \( s \). The cumulative expected reward over horizon \( T \) is given by (1).

\[
J(\pi) = \mathbb{E}_\pi \left[ \sum_{t=1}^{T} \phi(s_t, a_t) \right]
\]

This reward is limited in the range \( \phi : \mathcal{S} \times \mathcal{A} \rightarrow [-1, 0] \cup \{1\} \), where the negative rewards penalize the policy for sub-optimal convergence, and 1 being the maximum reward given on optimal convergence. The optimal stochastic policy \( \pi^* \), for the model is achieved by maximizing the cumulative expected reward \( J(\pi) \).

B. LfD Framework

Unlike traditional Learning from Demonstration (LfD) approaches which rely on large number of demonstrations to learn a task, in our previous work, we presented a novel one-shot learning from demonstration approach, augmented by coaching, to learn tasks from one expert demonstration [8], as shown in Figure 2. The demonstration is automatically segmented into a sequence of parametrized a priori skills using a decision tree classifier. A self evaluator updates the skill parameters based on the execution performance to refine the task performance, locally optimizing cumulative performance. The a priori skills are modelled controllers similar to DMPs [25]. The current paper proposes a method to learn these contact-rich skills from expert demonstrations, thereby eliminating the need for modelling the controllers.

III. MULTI-MODAL SKILL LEARNING FRAMEWORK

The proposed skill learning framework is designed to learn contact-rich skills from few visual demonstration without re-
requiring an explicitly defined reward. One drawback of using RL agents for real-world skills is the large exploration space and the need for reward shaping. To overcome this issue, we propose to use videos of expert human demonstrations to infer the action space and the reward. State representations which capture action relevant information can benefit from learning control behaviors [14]. For contact-rich tasks, such representations should include force or contact information. We propose such a representation combining the data from multiple sensing modalities. The robot leverages this representation and the learnt reward to learn the execution policy for the skill. The different components of the skill learning framework are shown in Figure. 3

A. Input Semantic Segmentation

The input for learning these skills is a set of few visual human demonstrations. Identifying human-object interactions is a significant step to understand goal or intent of a skill [26]. Here, the frames that have such human-object interactions are referred to as physical interaction keypoints (PIKs). The PIKs provide information about the goal states of objects.

Instead of training an end-to-end detector for the PIKs, existing object detection or segmentation networks are utilized to generate features. Paramount to detecting physical interactions is identifying the hand and the surfaces of the objects in the scene. The hand pose and the object instance segmentation features are used as features to train a network to detect interaction between the hands and any object in each frame. The hand pose, interaction mode and hand motion can be used to infer whether the user is performing position or force control along a particular axis. This information can be leveraged to generate the action space for the skill policy.

The hand pose (6-D) and contours are obtained using a YoloV3 [27] detector. The object surfaces are obtained using instance segmentation from MaskRCNN [28]. Features are generated from the hand pose and the instance segments to identify the PIK. The segmentation mask of dimension $128 \times 128$ is passed thorough a 4-layer convolutional network followed by a 3-layer multilayer perceptron (MLP) to result in 24 dimension object features. These features are concatenated with the hand poses of dimension 12 to result in a 36 dimension input to a 2-layer MLP network. The network outputs two binary values, indicating if the left and right hand are interacting with any object respectively.

The same 36 features are used as input to another 2-layer MLP which outputs the class of the object each hand is interacting with. The frames where the interaction condition switches are denoted as PIKs. The first PIK denotes the start of the skill and all further PIKs are assumed to be positive goal states.

The motion of the hand, the hand pose, and the interaction condition in a moving window of 10 frames is used to form the action space. The action space for contact tasks is formulated as a tuple $(A_x, A_F)$. $A_x$ denotes the domain for kinematic exploration using position changes. For a surface contact task this will be all degrees of freedom (DoF) other than the contact direction. $A_F$ indicates the force along the contact direction. Clearly, $A_F$ and $A_x$ are along perpendicular directions in space. The goal examples and the action space obtained from segmentation are used for the policy training.

B. Multi-Modal Sensor Representation

Learning contact-rich skills require inputs from force, position and visual sensors to effectively understand the environment state. Combining data from multiple sensors can effectively learn tasks such as grasping or peg insertion [20], [14]. Predictive representations for state based on multi sensor data can capture action-relevant information [29]. Inspired by this we propose a multi-modal representation to capture contact conditions, the type of contact and occlusion to camera based on the multiple sensor inputs.

Our model leverages deep networks to learn a representation for the state using the information from 5 different inputs. The inputs include an RGB image $I_r$, a depth image $I_d$, forces and torques in 6 DoF, tactile measurements and joint positions. Fig. 4 The state representation consists of four binary decision values - existence of contact, type of contact, presence of tactile forces, and binary decision on camera occlusion.

The RGB and depth images are obtained from the Intel Realsense D435i. The images have a size of $640 \times 480$. The RGB images are rescaled to $224 \times 224$ and are passed through a ResNet-50 [30] backend and one fully connected layer to provide output features of dimension 64. The depth images capture important scene information regarding occlusions.

![Fig. 3. The skill learning framework](image)
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and object positions. The depth images are rescaled to $128 \times 128$, passed through 3 convolutional layers with maxpooling, followed by 3 fully connected layers. The output depth features have a dimension of 32.

For detecting contact, information from the force-torque sensor and the tactile sensors are significant. The 6 force-torque values are obtained from the 6 DoF Force-Torque sensor on the Barrett hand. A $24 \times 4$ dimension tactile data is obtained from the tactile sensors, with 24 values for each finger and 24 values for the palm. These values are flattened to form a one-dimensional vector. The force-torque values, tactile values, and 7 joint position values are concatenated and passed through a 3 layer MLP to produce 12 features. Finally, these 12 features along with the features from the color and depth images are passed through a 2 layer MLP to predict a vector of 4 binary values $b = (b_1, b_2, b_3, b_4)$. A cross-entropy loss is used for training the network.

The first output $b_1$ represents the contact state, a binary decision on if there is contact or not. The second value $b_2$ indicates if the contact type is point or line contact. The third value $b_3$ indicates a contact on the finger tactile sensors. The final value $b_4$ is a decision on if the scene is occluded by the arm. The relationship between vision and force to detect contact enables inferring these conditions using visual and tactile data. The contact can be seen and felt on the force torque sensor when the robot touches the surface. Thus, contact information can be inferred by combining data from various sensors.

The training of this network is performed using self-supervised methods to avoid manual labelling. The training is carried out by using both a random policy and a heuristic policy. The heuristic policy drives the robot to establish contact in directions seen in the demonstrations. The four outputs serve as input to the skill policy.

C. Skill Policy

The policy for executing contact-rich skills is learnt using reinforcement learning. For contact-rich task the action space $A$ is not only kinematic, but can be forces as well. The action directions where the force control is necessary is denoted by $A_F$. The directions perpendicular to this utilize position control and the action space for that is indicated by $A_x$.

$$A = A_F \cup A_x \quad (2)$$

The contact-rich skill learning is formulated as a model-free reinforcement learning problem. We use a maximum entropy RL algorithm as they tend to produce stable policies for practical RL applications [13]. Specifically, we use the soft actor-critic (SAC) algorithm to learn the policy. SAC uses a replay buffer $R$ to store history and trains a critic and actor sampled from $R$. The SAC algorithm is presented in Algorithm 1. The policy network used in MLP with input from the multimodal representation and produces actions – position for $A_x$ and force for $A_F$.

Reward description RL policies require designing reward functions which limit their applicability to complicated manipulation tasks. This is especially true for contact-rich manipulation tasks where designing the reward is difficult. One alternative is to learn the reward from the given demonstrations of the skill. The demonstrations contain information regarding goal of the skill which can be leveraged to learn the reward function. We propose to extract frames the demonstrations which represent positive and negative examples of goals and use them to train a classifier to represent the reward. Let $D = (I_n, y_n)$ denote the dataset of goal image frames $I_n$ and corresponding binary labels $y_n$, indicating positive or negative goals. The positive goal imply actual goal state, negative goal mean a failed state. Section II-A describes how the positive goal frames are obtained. To obtain the negative examples, frames from the beginning of the demonstrations are used. Frames are randomly sampled from the first 30% of the video before the second PIK. We make a reasonable assumption that the skill is not completed in beginning of the demonstration. Classifier based rewards can enable learning tasks without reward engineering [13], [31]. Let the binary classifier be denoted as $\nu(I)$. The goal classifier is trained as a network with a Resnet50 backend to extract image features and finally a 2 layer MLP with cross-entropy loss as the binary classification loss $\mathcal{L}$. Training the classifier requires a large number of examples of negative examples to avoid policy to fool the classifier by reaching states different from those shown to classifier. As the user provides multiple demonstration videos, large number of frames can be extracted to generate negative examples. The reward function is constructed based on the binary classification label as shown in Algorithm 2. $I_t$ is the image at time step $t$, and $\kappa$ is a threshold to provide high sparse reward when the performance is close to demonstration.

---

Algorithm 1: Soft actor-critic algorithm

```plaintext
Initialize policy $\pi$, critic $Q$, replay buffer $R$;
for $i = 1 \rightarrow \text{num iterations}$ do
  for each step do
    Sample $a_t$ from $\pi_\theta(a_t|s_t)$ and execute $a_t$;
    Observe new state $s_{t+1}$;
    Store $(s_t, a_t, r(s_t, a_t), s_{t+1})$ in $R$;
  end
  for each gradient step do
    Sample from $R$;
    Update policy $\pi$ and $Q$
  end
end
```

Algorithm 2: Learning rewards from demonstration

Provided: $D = (I_n, y_n)$;
Classifier $\nu(I)$ to minimize loss $\sum_n \mathcal{L}(\nu(I_n), y_n)$
Learn policy using reward $\phi(I_t)$ where,

$$\phi(I_t, a_t) = \begin{cases} 
\nu(I_t) - 1 & \text{if } \nu(I_t) < \kappa \\
1 & \text{if } \nu(I_t) > \kappa 
\end{cases} \quad (3)$$
D. The Robot Execution Controller

Learning contact-rich policies require both position and force control modes. The controller uses the output position offsets \(dx\) and force offsets \(df\) provided from the policy and employs a hybrid control scheme to set the joint torques. The controller layout is shown in Fig. 5. The inputs to the controller is position and force offsets in Cartesian frame. Let \(x\) be the current pose in 6 DoF and current force along \(Af\) direction as \(F, x_{t+1} = x_t + dx\) and \(F_{t+1} = F_t + df\). Let \(X_d\) be the full 6 DoF Cartesian pose required and \(X\) be the current pose. The required joint positions, \(q_d\), can be computed using inverse kinematics. The impedance controller is used for all directions expect the force direction. In the direction of \(F\), we use a force controller defined as follows,

\[
F_d = K(X_d - X) + C(\dot{X}_d - \dot{X})
\]

where \(F_d\) is the impedance forces, \(K\) is the stiffness and \(C\) is the damping. Let \(\tau_{ns}\) be the desired nullspace torques and \(q\) the current joint angles. The required joint torques can be computed as \(\tau = J^T(q)F + \tau_{ns}\).

IV. EXPERIMENTS AND RESULTS

The experiments to evaluate and validate the performance of the skill modeling framework have been conducted for a) writing, b) cleaning, and c) peeling skills. All three are everyday contact-rich tasks requiring both vision and force feedback, particularly useful in robotic applications.

Two baselines were implemented to compare the performance of the proposed multi-modal skill learning framework. The first method is based on modeled controllers, derived from the work presented in [8]. The second method is a naive agent that uses an RL agent with an engineered reward. The parameters for the modeled controller and the reward for the naive agent are designed based on the task. These rewards are described in detail in respective section.

A. Hardware Setup

Our experiments were conducted using the Rethink Sawyer robotic arm which is widely used in robotics research, especially collaborative robotics. The entire setup is shown in Fig. 1. The robot is equipped with a Barrett hand gripper. The robot is controlled using impedance control mode. The Barrett BH-282 hand has tactile sensors on the three fingers and the palm, with a 6 DOF Force-Torque sensor at the wrist. An Intel Realsense D435i [32] is used for providing the color (RGB) and depth image frames. For all the experiments a region of interest is provided to reduce the background and concentrate focus on the workspace. The robot is also restricted to operate in a subset of the workspace in front of it and within the bounds of the region of interest. The same workspace bounds are used for all the tasks and this region can be seen in the top image in Fig. 6.

B. Experiment 1: Writing

In this experiment the goal is to write the demonstrated character. A total of 20 demonstrations are provided to the robot with the user writing the character ‘S’. The policy is trained using soft-actor critic with a 2 layer multilayer perceptron (MLP) network of size 64 which was trained for 40000 time steps which is approximately 6 hours of real world time.

The modeled controller uses the user hand trajectory from the demonstrations as the desired trajectory. For the naive RL agent, we use the total pixel difference between the mean demonstrated image and observed image as the penalty. If they overlap completely the reward will be 0 else the robot is penalized. The same policy is used for the execution. For the framework, when the occlusion parameter is 1, the reward \(\phi(I_t, a_t)\) is set to 0. The threshold is set as, \(\kappa = 0.8\).

The metric for task success is the amount of overlap between the two trajectories. A mean trajectory is computed from the demonstrated contours with a standard deviation, across the demonstrations. If the robot achieves a trajectory within 2 standard deviations from the mean demonstrated trajectory the execution is considered successful. Fig. 6 shows the performance at different stages of training and the bottom image in the figure shows a successful trial. Notably, the framework achieves a success rate of 100% after just 6 hours of training. The modeled controller achieves a success rate of 78% and the baseline controller has a success rate of 30% after 6 hours as shown in Table I.
C. Experiment 2: Cleaning

The second experiment is learning a surface cleaning task using a brush. Small bits of paper were scattered in the region of interest with the goal to clean the entire area inside this region. A total of 40 demonstrations were provided, with varying distribution of the particles as the demonstration data. The same policy, as described previously, was used for training using a soft-actor critic with a 2 layer MLP network of size 64. The policy was trained for 50000-time steps which are approximately 8 hours in real-world time.

The modeled controller approach uses the hand trajectory of the hand of the user from the demonstration as a feedback. For designing the reward for the naive RL agent, the area of the particles is used. The particles are detected in the RGB image using color thresholding methods. The ratio of the area of the particles to that of the region of interest in the image is used as the penalty. If $S_p$ is area of particles in image and $S_{ROI}$ is the area of the region of interest, then the reward ($r$) is calculated as: $r = -S_p/S_{ROI}$. As before, for the proposed skill learning framework, the reward $\phi(I_t, a_t)$ is set to 0 when the occlusion parameter is 1. The threshold $\kappa$ is set as: $\kappa = 0.8$.

The task success metric is based on the change in the area cleaned. With the final area ($S_f$), the task is considered successful if $S_f/S_{ROI} < 0.05$, i.e. 95% of the surface is cleaned. Notably, the proposed framework achieves a success rate of 80% with the modelled controller achieving a success rate of 30% and the naive RL agent has a success rate 15%. One of the successful trials using the skill learning framework is shown in Fig. 8. Table I shows the task performance for the three methods.

| Skill   | Proposed Method | Modeled controller | Naive RL |
|---------|-----------------|--------------------|----------|
| Writing | 100%            | 78%                | 30%      |
| Cleaning| 80%             | 30%                | 43%      |
| Peeling | 100%            | 65%                | 15%      |

V. Conclusion and Discussion

In this paper, we propose a novel framework to learn policies for contact-rich skills from few demonstrations without reward engineering. In the framework, the demonstrations are semantically segmented to identify human-object interactions and goal states. Subsequently, the reward can be learned from goals identified in the demonstrations, which removes the need for manual engineering of reward. Additionally, the interaction modes are used to define the action space for the policy. A multi-modal representation for the state is developed from the sensor data for the policy, which improves the learning performance for contact-rich skills. In the experiments, three different contact-rich skills requiring varying force and position interactions are demonstrated to evaluate performance of the proposed framework. Results show that the skill learning framework achieves a success rate of 100% on writing and peeling skills and 80% for the cleaning skill. In the future, this work will be extended to other manipulation skills with physical interaction such as cutting and scooping.
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