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Abstract

Background: The function of protein is directly related to its structure, and plays a pivotal role in the entire life process. The protein interaction network controls almost all biological cell processes while fulfilling most of the biological functions. In fact, protein function prediction can be regarded as a multi-label classification problem to fill the gap between a huge number of protein sequences and known functions. It is not only a key issue in related research fields, but also a long-standing challenge. Protein function prediction with Deep Neural Network (DNN) almost study data set with small scale proteins based on Gene Ontology (GO). They usually dig relationships between protein features and function tags. It still needs further study for large-scale protein to find useful prediction approaches.

Methods: This paper proposed a protein function prediction approach with DNN which used Grasshopper Optimization Algorithm (GOA), Intuitionistic Fuzzy c-Means (IFCM), Kernel Principal Component Analysis (KPCA) and DNN (IGP-DNN). The features in protein function modules were extracted by combining GOA and IFCM. The KPCA was used to reduce the dimensions of features in protein properties. Both features were integrated to enrich the features information and the integrated
features were input into the DNN model. The protein function modules were classified to predict function by computing in hiding level of DNN.

**Results and conclusion:** IGP-DNN combines the advantages of IFCM-GOA and DNN. The combination of IFCM and GOA not only avoids falling into local optimal when extracting function module feature and reduces the over-sensitivity of IFCM for clustering center, but also improves the precision of the protein function module feature extraction. This paper proposes a protein function prediction approach based on DNN. In the model, protein features are composed of the protein function module features that are extracted by using IFCM-GOA and the protein property features that are reduced dimensions by using KPCA to address the noise sensitivity and the other problems during predicting protein function.
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1. INTRODUCTION

Protein function prediction is a classification problem of multiple labels that fills up the gap between a large number of protein sequences and known functions. The prediction is a challenging research direction in biology and plays an important role in grasping the tissues and functions of the biological system 20. The traditional biology experiment predicts protein functions by extracting useful information from protein sequences. However, the approaches have a slow speed and high cost. On the contrary, computational methods is widely used in protein function prediction because of its low cost and ease of implementation [2].
Protein functions are mainly predicted by using protein features, including amino acid sequence [2][3], 3-D protein structure [4], protein-protein interaction (PPI) network [5] and the other molecular and functions [6][7]. Machine learning, which is widely used to predict protein function, uses features extracted from protein properties to train classification models, such as Artificial Neural Networks (ANNs) [8][9][10]. Deep Neural Network (DNN) is a subclass of ANNs which builds the more advanced features in each subsequent layer with input of initial features.

This paper proposes a protein function prediction approach that combines Kernel Principal Component Analysis (KPCA) with DNN. The approach firstly uses a feature extraction algorithm called IFCM-GOA that extracts the initial features from protein function modules and protein properties by using Grasshopper Optimization Algorithm and Intuitionistic Fuzzy c-Means. In order to remove the redundant information, KPCA is used to reduce the dimension of the initial features. The processed features are input into DNN to predict protein function.

2. RELATED WORK

There are four types of computation approaches for protein function prediction, including prediction based on sequence similarity, the prediction based on PPI network, the prediction based on protein structure similarity and prediction based on the other protein information [11]. Yunes [12] proposed a protein function protection approach called Effusion. Sovan [13] explored a dynamic PPI network that was made up of neighboring protein of level 1 and level 2 at different times. Hoffmann [14] proposed a new method to quantify the similarity between pockets and studied its correlation with ligand prediction. Yang [15] predicted protein function by using the digital features of the protein sequence.
DNN has the ability to the representation of multiple hide levels and data abstractions. It has been widely used in computer vision, natural language process, protein function prediction and other fields. DNN is able to mine a more complex correlation between protein features and labels by setting activation function, depth of hiding level and the other parameters. The common DNN algorithms are single task or multiple task feed-forward DNN, Auto-encoder, restricted Boltzmann, convolution neural network and the other DNN algorithms. In recent years, several scholars gradually studied useful protein function prediction of large-scale protein based on DNN. In 2017, Cao proposed ProLanGo that used recurrent neural network and protein sequence. In 2019, to address the problems during training features of the large-scale protein, Ahmet proposed a layered stack based on multitask feed-forward DNN that is a solution of prediction based on GO. The above DNN-based approaches just mine a single protein feature and ignore the correlation between protein feature with multiple biology information and labels.

3. DNN-BASED PROTEIN FUNCTION PREDICTION

3.1. Algorithm Process

The paper proposes a DNN-based protein function prediction approaches IGP-DNN of which input is the features of PPI network module and protein property and the annotation terms of protein function. The approach builds a DNN model to predict the annotation terms of unknown protein function. Figure 1 shows the algorithm process.
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3.2. Vector construction of protein features

Vector of protein features is built by using IFCM-GOA and KPCA. IFCM-GOA is used to extract module features. KPCA is used to reduce the dimension of protein property. The features that are reduced dimension and standardized are input to the DNN model.

3.2.1. IFCM-GOA

IFCM-GOA uses the idea that the grasshopper optimization algorithm (GOA) ingeniously balances the two processes of exploration and development to optimize and search for the best cluster center. According to the best cluster center, the intuitionistic fuzzy c-means (IFCM) cluster calculates
the intuitionistic fuzzy membership matrix. Cluster results are obtained by dividing the matrix.

Assume undirected graph $G=(V,E)$ denotes data of PPI network, where $V=\{v_1,v_2,\ldots,v_n\}$ is vertex set and $v$ denotes protein. And $V_a=\{v_1,v_2,\ldots,v_n\}$ is protein set with known functions. $V_b=\{v_{n+1},v_{n+2},\ldots,v_n\}$ is protein set with unknown function. The vertex in $G$ is sort from $v_1$ to $v_n$. $E=\{e_{ij}|e_{ij}=\langle v_i,v_j\rangle, v_i,v_j \in V\}$ is the set of edges. Element $e_{ij}$ represents the interaction between protein $v_i$ and $v_j$. Therefore, adjacency matrix $G$ is able to be represented by $A=(a_{ij})$. Element $a_{ij}$ is $a_{ij}=\begin{cases} 1, & (v_i,v_j) \in E \\ 0, & (v_i,v_j) \notin E \end{cases}$. IFCM-GOA input adjacency matrix $A=(a_{ij})$ to PPI network. The output is function module matrix $\Psi=(\psi_{ij}), i=1,2,\ldots,n, j=1,2,\ldots,l$ where the value $\psi_{ij}$ of is 1 or 0. The value of $\psi_{ij}$ means whether the protein belongs to a function module. Table 1 shows the detailed steps of the IFCM-GOA.

| Algorithm IFCM-GOA Algorithm |
|-----------------------------|
| Input: PPI network data |
| Output: Functional module |
| 1: Initialize the population $X_i (i=1,2,\ldots,n)$, number of clustering, clustering center |
| 2: Initialize $c_{\text{max}}, c_{\text{min}}$, maximum number of iterations |
| 3: Calculate the membership matrix and the fitness of each search agent |
| 4: while $(l<\text{Max number of iterations})$ do |
| 5: \hspace{1cm} GOA algorithm updates parameter and optimizes the best solution |
| 6: end while |
| 7: The best clustering center |
3.2.2. Feature vector building

IFCM-GOA is used to dig some function modules that are represented by a set $\Psi=\{\psi_{ij}\}, i=1,2,\ldots,n, j=1,2,\ldots,l_1$. The protein properties, which including protein family, structure domain and binding site, are integrated with function module features to generate new features that are used to train DNN. It improves the generalization of the prediction model. Assume $H(h_1,h_2,\ldots,h_m)$ represents for the set of protein properties. $Q=(q_{ij}), i=1,2,\ldots,n, j=1,2,\ldots,m$ denotes whether the protein has a property. The value of $q_{ij}$ is 1 or 0, which denotes whether the protein has a property. The performance of the DNN model could lose the generalization because of the high-dimension and discreteness of protein. The paper uses KPCA to extract the principal component of the properties and reduce the dimension of $Q=(q_{ij})$. It reduces the impact of noise and improves the probability of success and efficiency. Firstly, kernel matrix $\Phi(Q)=(\Phi(q_{ij}))$ is obtained by using non-linear function $\Phi$ (Gaussian kernel function) to map $Q=(q_{ij})$ to high dimension. The matrix is centralized and satisfies $\sum_{i=1}^{n} \Phi(q_{i}) = 0$. Secondly, the feature values of $\Phi(Q)$ are calculated in Jacobin iteration and sorted in descending to extract the correlate feature vectors. Thirdly, the feature vectors are orthogonalized by using Schmidt. The cumulative contribution rate of the feature values is calculated. The former $l_2$ principal component of which is more than 90% is chosen. Finally, the principal component matrix $Q'=(q'_{ij}), i=1,2,\ldots,n, j=1,2,\ldots,l_2$ is obtained by calculating the project of the kernel matrix on feature vectors.

The feature matrix of the protein is generated by horizontally merging the features $\Psi=\{\psi_{ij}\}, i=1,2,\ldots,n, j=1,2,\ldots,l_1$ of the function module with the principle matrix $Q'=(q'_{ij}), i=1,2,\ldots,n, j=1,2,\ldots,l_2$. 
of the property. The feature matrix of the protein reflects the protein information on both the macro and micro levels. The element $x_{ij}$ is represented as follow.

$$x_{ij} = \begin{cases} \Psi_{ij}, i = 1, 2, \ldots, n, j = 1, 2, \ldots, l_1 \\ q_{ij}, i = 1, 2, \ldots, n, j = 1, 2, \ldots, l_1 \end{cases}$$

(1)

Defining $C = \{c_1, c_2, \ldots, c_w\}$ is the term set of function. $Y = (y_{ij}), i = 1, 2, \ldots, n, j = 1, 2, \ldots, w$ is information label matrix of the known protein function module. The element is represented as the follow.

$$y_{ij} = \begin{cases} 1, \text{if protein } v_i \text{ is commented by } c_j \\ 0, \text{if protein } v_i \text{ is not commented by } c_j \end{cases}$$

(2)

The prediction model transforms protein function prediction into a binary classification problem with multiple labels of which the samples are proteins and the sample labels are function module terms.

The feature matrix $X = (x_{ij}), i = 1, 2, \ldots, n, j = 1, 2, \ldots, l_1 + l_2$ is min-max standardized to improve the training convergence speed of the DNN. According to formula (3), the standardized feature matrix $X' = (x'_{ij}), i = 1, 2, \ldots, n, j = 1, 2, \ldots, l_1 + l_2$ is obtained and $x'_{ij}$ are mapped to the interval $[0, 1]$.

$$x'_{ij} = \frac{x_{ij} - \min(x_j)}{\max(x_j) - \min(x_j)}$$

(3)

3.3. Protein function prediction

Deep learning solves the regression and classification by extracting the feature representation from the input data with different abstraction levels. In this paper, the DNN model IGP-DNN that predicts protein function is built. The input of IGP-DNN is the standardized feature matrix $X' = (x'_{ij})$ of the protein with known function in PPI network. And the output is the information label matrix of the corresponding protein function module.

The performance of the protein function prediction by using DNN is affected by many factors. It is important for the accuracy of the final prediction results to select the suitable hyper-parameters. In this
paper, we determine the several hyper parameters by using enumeration. The hyper-parameters include the number of hide level and the number of neurons in each hide level. In the experiments, the number of the hiding levels is set as \{5,10,15,20,25\} and the number of neurons in each hide level is set as \{1000,2000,3000,4000,5000\}. DNN model with different hyper-parameters is trained in the three training sets. The IGP-DNN is finally determined by comparing the model performance on test set. According to the experience of DNN, the other hyper-parameters of the IGP-DNN are determined. For example, the number of nodes in the input level is the number of dimensions of the standardized feature matrix $$X=(x_i)$$ and the number of nodes in the output level is the number of each protein data set function comment. The function ReLU, of which the formula is shown in the formula (4), is selected as the activation function of the hidden level.

$$\text{ReLU}(x) = \max(x, 0)$$

(4)

The function tanh, shown as formula (5), is selected as the activation function of the output level.

$$\text{tanh}(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}$$

(5)

The loss function is the cross-entropy loss function of which the basis is the maximum likelihood estimation. The formula of the loss function is shown as the formula (6).

$$L = -[y \log \hat{y} + (1 - y) \log (1 - \hat{y})]$$

(6)

The adaptive learning algorithm is selected as the optimization algorithm of the experiment. The value of the $$\beta_1$$ is 0.9, the $$\beta_2$$ is 0.999, the $$\epsilon$$ is $$10^{-8}$$. The IGP-DNN is trained by using batch learning of which the size is 20% of the number of the protein in the training set. The number of learning iteration $$\text{Epoch}$$ is 200. The regularization coefficient is 0.0005 and the proportion of Dropout is 30%. The IGP-DNN predicts the probability that an unknown protein has a function and selects the $$K$$ comment terms.
with the highest prediction probability as protein functions. $K$ is the average of each protein functions.

4. EXPERIMENT

4.1. Data set

The experiment selects the Yeast Protein data set from the database Database of Interacting Protein [20] (DIP) as the data set of PPI network. The PPI network data of the Yeast Protein is downloaded from DIP and the protein IDs are transformed by using UniProtKB/Swiss-Prot. According to the protein number in UniProtKB/Swiss-Prot, database GO [21] and database InterPro [22] are obtained the corresponding GO term number and InterPro number. Database GO and database InterPro provide the protein function comment and the protein property information, respectively. The database Gavin [23] and Kragon [24] are the other two data set for experimental verification. The former provides a small-scale data collection of budding yeast proteins that is often used to test the effectiveness of algorithms. The latter contains 2674 proteins and 7075 interactions. Table 2 shows the detailed information of the 3 PPI network data sets.

| Data set | Number of nodes | Number of edges | Average of nodes | Number of GO terms | Number of property features |
|----------|-----------------|-----------------|------------------|-------------------|----------------------------|
| DIP      | 4579            | 20845           | 6.98             | 5879              | 10221                      |
| Gavin    | 1430            | 6531            | 9.13             | 1963              | 3297                       |
| Kragon   | 2674            | 7075            | 5.29             | 3505              | 5996                       |
The deep learning framework is Tensorflow1.8. According to the IFCM-GOA, the function modules of which the number of clusters is 410, 130, 250 are selected as function module features.

4.2. Measure

The experiment uses cross-validation. The functions of protein in the test set are predicted on the basis of the training set. The performance of IGP-DNN is verified by comparing the predicted functions with the actual functions. The common approaches for measuring protein function prediction include the value of Precision, Recall and F-measure. The prediction results of protein function are divided into positive data that is verified by the experiment and negative data that is no function. The right prediction in positive data is called true positive (TP), the wrong prediction is called false positive (FP), the right prediction and wrong prediction in the negative data are called true negative (TN) and false negative (FN), respectively. The average value $\Delta TP$, $\Delta FP$, $\Delta TN$, $\Delta FN$ of $TP$, $FP$, $TN$, $FN$ are calculated to measure the performance of IGP-DNN. The formula (7-9) shows the definition of the measure approaches.

$$\text{Precision} = \frac{\Delta TP}{\Delta TP + \Delta FP}$$ (7)

$$\text{Recall} = \frac{\Delta TP}{\Delta TP + \Delta FN}$$ (8)

$$F - \text{measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$ (9)

4.3. Results

To verify the performance advantage of the model that combines protein function module features with property principle features, this paper firstly uses KPCA to reduce features dimension on the data set DIP, Gavin and Kragon. The results of dimension reduction are compared with the results by using
the kernel independent principal component analysis (KICA) and the local linear embedding (LLE). Its effectiveness is verified. And then the different hyper-parameters are set and compared to choose the most suitable hyper-parameters to build the model IGP-DNN. Thereby, the performance of KPCA that reduces dimension is verified again.

The high dimensions of the protein property feature will affect the results of the algorithm. Therefore, IGP-DNN firstly reduces the dimension of the protein property by using KPCA. The results of dimension reduction are compared with the results by using KICA and LLE. KICA found hidden components from the multiple dimension data. LEE reflected global non-linear by using local linear. The results of dimension reduction are shown in Table 3-5.

Table 3. The results of dimension reduction on DIP

| Algorithm | Number of property feature | Number of property principal component feature | Rate of dimension reduction |
|-----------|---------------------------|---------------------------------------------|---------------------------|
| KPCA      | 10221                     | 2698                                        | 73.60%                    |
| KICA      | 10221                     | 3475                                        | 66.00%                    |
| LLE       | 10221                     | 4793                                        | 46.90%                    |

Table 4. The results of dimension reduction on Gavin

| Algorithm | Number of property feature | Number of property principal component feature | Rate of dimension reduction |
|-----------|---------------------------|---------------------------------------------|---------------------------|
| KPCA      | 3297                      | 910                                         | 72.40%                    |
| KICA      | 3297                      | 930                                         | 71.80%                    |
| LLE       | 3297                      | 2008                                        | 39.10%                    |

Table 5. The results of dimension reduction on Krogan
| Algorithm | Number of property feature | Number of property principal component feature | Rate of dimension reduction |
|-----------|----------------------------|-----------------------------------------------|-----------------------------|
| KPCA      | 5996                       | 1625                                          | 72.90%                      |
| KICA      | 5996                       | 2272                                          | 62.10%                      |
| LLE       | 5996                       | 3610                                          | 39.80%                      |

As shown in Table 3-5, the rate of dimension reduction of KPCA is 73.6%, 72.4%, 72.9% on the three data sets, respectively. The results of KPCA is slightly better than KICA and obviously better than LLE. The KPCA reduced the number of initial property features from 10221 to 2698, but KICA and LLE reduced to 3475 and 4793, respectively. The results show that KPCA can effectively reduce dimension, but it is not able to ensure the precision of prediction.

To verify the effectiveness of KPCA, the different dimension reduction approaches and hyper-parameters are chosen to carry out a comparative experiment and determine the most suitable hyper-parameters for building IGP-DNN. For two hyper-parameters and three-dimension reduction approaches, the multi-group comparative experiments are carried out on three data sets. The results are shown in Figure 2-4.
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Figure 2-4 shows the results of the IGP-DNN model that the dimension reduction approach is KPCA. As shown in Figure 2, the performance of the model is the best on DIP when the number of hiding level is 20 and the number of neurons is 4000. As shown in Figure 3, the performance of the model is the best on Krogan when the number of hiding level is 20 and the number of neurons is 3000. As shown in Figure 4, the performance of the model is the best on Gavin when the number of hiding levels is 15 and the number of neurons is 1000. It can be seen from the experimental results that the combination of the different number of hiding level and neurons have a great impact on the results. The reason is that the precision of the DNN prediction model is mainly impacted by the number of hiding levels and neurons. Compared with the model that has a single hide level, the model with the multiple
hide levels significantly improves the precision.

As shown in Figure 5, the IGP-DNN model that is chosen the best hyper parameters is compared with the DNN model IGP-SVM, HPMM and FFpred on three data sets, respectively.

![Graphs showing performance comparison](image)
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**Fig 5 a-c** Performance comparison of the protein function prediction approaches on three data sets

It can be seen from Figure 5 that the Recall of IGP-DNN is slightly lower than HPMM on Gavin, but it has more advantage on the other two data sets. The **Precision** and **F-measure** of IGP-DNN are higher than HPMM on the three data sets. The reason is that IGP-DNN uses IFCM and GOA to solve the problems that the PPI network is easy to fall into local optimal and be disturbed by noise points during clustering, when extracting the protein function features. In addition, KPCA can deal with
nonlinear data better. Precision, Recall and F-measure of the IGP-DNN model are better than IGP-SVM, because DNN is better than SVM and has stronger nonlinear fitting ability while they process large scale data set. The performance of IGP-DNN model is obviously better than FFPred and more stable. In summary, IGP-DNN has more advantages than IGP-SVM, HPMM and FFPred when predicting unknown protein function. IGP-DNN combines the advantages of IFCM-GOA and DNN. The combination of IFCM and GOA not only avoids falling into local optimal when extracting function module feature and reduces the over-sensitivity of IFCM for clustering center, but also improves the precision of the protein function module feature extraction. The integration of multiple protein properties, including protein family, structure domain and binding site, and protein function module feature can better reflect the micro and macro level information of protein and improve the generalization ability of predictive models. Meanwhile, KPCA reserves the important information of principle features. It finally improves the precision of the model to use the enumeration to choose the optimal hyper parameters.

5. CONCLUSION

This paper proposes a protein function prediction approach based on DNN. In the model, protein features are composed of the protein function module features that are extracted by using IFCM-GOA and the protein property features that are reduced dimensions by using KPCA to address the noise sensitivity and the other problems during predicting protein function. In addition, the enumeration is used to choose the optimal hyper parameters that are the basis of building the DNN model. Then, the IGP-DNN is compared with the IGP-SVM, HPMM and FFPred on three different data sets of the yeast PPI network. The experimental results demonstrate that the Precision, Recall, F-measure of IGP-DNN are
better than IGP-SVM, HPMM and FFPred and IGP-DNN can effectively the unknown predict protein function.
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