Chiral and deconfinement phase transition in the Hamiltonian approach to QCD in Coulomb gauge
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The chiral and deconfinement phase transitions are investigated within the variational Hamiltonian approach to QCD in Coulomb gauge. The temperature $\beta^{-1}$ is introduced by compactifying a spatial dimension. Thereby the whole temperature dependence is encoded in the vacuum state on the spatial manifold $\mathbb{R}^2 \times S^1(\beta)$. The chiral quark condensate and the dual quark condensate (dressed Polyakov loop) are calculated as function of the temperature. From their inflection points the pseudo-critical temperatures for the chiral and deconfinement crossover transitions are determined. Using the zero-temperature quark and gluon propagators obtained within the variational approach as input, we find 168 MeV and 196 MeV, respectively, for the chiral and deconfinement transition.

I. INTRODUCTION

Understanding the QCD phase diagram is still one of the major challenges of particle physics. At low temperature and baryon density quarks and gluons are confined inside hadrons and chiral symmetry is spontaneously broken. When nuclear matter is heated up or strongly compressed it undergoes a phase transition to a plasma of correlated quarks and gluons. This deconfinement phase transition is accompanied by a restoration of chiral symmetry.

The phase diagram of nuclear matter is intensively studied from both the experimental and theoretical side. Much insight into the temperature behavior of QCD has been obtained through lattice studies $[1]$. The lattice calculations fail, however, to treat QCD at a finite chemical potential due to the notorious sign problem $[2]$: The quark determinant becomes complex for finite chemical potentials and gauge groups $SU(N_C > 2)$. Several methods have been invented to circumvent this problem. However, so far all of these methods are restricted to small chemical potentials. On the other hand, continuum approaches do not face this problem and can deal with large real chemical potentials. The description of the deconfinement phase transition as well as the description of the confinement phenomenon itself requires a non-perturbative treatment of QCD. During the last two decades non-perturbative continuum approaches have been developed and applied to the QCD vacuum and the deconfinement phase transition. These continuum approaches are based on either Dyson–Schwinger equations in Landau $[3]$ and Coulomb gauge $[4]$, functional renormalization group flow equations in Landau gauge $[5]$ or variational calculations within the Hamiltonian formulation in Coulomb gauge $[6]$. All three types of approaches are related to each other and require at some stage certain approximations in order to be feasible. By comparing the results obtained in the different approaches their predictive power is increased.

The deconfinement phase transition is the transition from a center symmetric low temperature phase to a high temperature phase with center symmetry broken $[8]$. Therefore, each quantity which transforms non-trivially under center transformations can serve as an order parameter of confinement. The most prominent example is the expectation value of the Polyakov loop $[8]$. This quantity was studied in various continuum approaches $[9–18]$ (see also ref. $[19]$ for the study of the deconfinement phase transition in a random matrix model). In ref. $[20]$ a remarkable relation between the Polyakov loop and the so-called dual condensate has been established, see also ref. $[21]$. In the usual functional integral approach, where the finite temperature $\beta^{-1}$ is introduced by compactifying the Euclidean time axis, the dual condensates $\Sigma_n$ (with $n$ integer) are defined by

$$\Sigma_n = \int_0^{2\pi} \frac{d\varphi}{2\pi} \exp(-in\varphi) \langle \bar{\psi} \psi \rangle_{\varphi},$$

where the subscript $\varphi$ indicates that the quark fields $\psi$ satisfy the $U(1)$-valued boundary condition

$$\psi(x_4 + \beta/2, x) = e^{i\varphi} \psi(x_4 - \beta/2, x)$$

1 For example, in a certain approximation the flow equations become Dyson–Schwinger equations. The latter are exploited in the variational Hamiltonian approach in order to deal with non-Gaussian wave functionals $[6]$. TypeSet by REVTeX
on the compactified Euclidean time axis. Within the lattice formulation of QCD it is not difficult to show that \( \Sigma_n \) represents (the expectation value of) the sum of all closed Wilson loops winding \( n \)-times around the compactified Euclidean time axis. Thus, \( \Sigma_1 \) contains, in particular, the Polyakov loop together with all other Wilson loops that wind once around the compactified time axis. For this reason, \( \Sigma_1 \) was called “dressed Polyakov loop”. It obeys the same behavior under center transformations as the Polyakov loop and can thus serve as an order parameter for the deconfinement phase transition.

The dual condensate was calculated on the lattice, see e.g. ref. [22], and also in the Dyson–Schwinger approach in Landau gauge [3] using quenched lattice data for the temperature dependent gluon propagator as input. In the present paper, we calculate the dual quark condensate [14] as well as the ordinary chiral quark condensate \( \langle \bar{\psi} \psi \rangle \) as function of the temperature within the variational approach to QCD developed in ref. [6] for pure Yang–Mills theory and extended in refs. [23–25] to full QCD. In the usual Hamiltonian formulation of a gauge theory, which is based on the canonical quantization in Weyl gauge \( A_0 = 0 \), neither the Polyakov loop nor the dual condensate can be evaluated. There the finite temperature is not introduced by the compactification of the time axis but the grand canonical partition function is obtained from the trace of the density operator \( \exp[\beta H] \) where \( H \) is the Hamiltonian of QCD on the partially compactified spatial manifold.

In ref. [27], an alternative Hamiltonian approach to finite temperature quantum field theory was proposed where the temperature is introduced by compactifying a spatial dimension. This approach is advantageous since it does not require the introduction of a statistical density operator. Instead, the whole temperature behavior is encoded in \( \beta \), the inverse coupling constant, and \( \mu \), the chemical potential, without requiring the introduction of a statistical density operator. In the usual Hamiltonian formulation of a gauge theory, which is based on the canonical quantization in Weyl gauge \( A_0 = 0 \), neither the Polyakov loop nor the dual condensate can be evaluated. There the finite temperature is not introduced by the compactification of the time axis but the grand canonical partition function is obtained from the trace of the density operator \( \exp[\beta H] \) in Fock space. Here \( H \) and \( N \) are the Hamiltonian and the particle number operator, respectively, and \( \mu \) is the chemical potential. Such an approach to finite temperature Yang–Mills theory was pursued in ref. [26] by making a quasi-particle ansatz for the density operator of the grand canonical ensemble and determining the quasi-gluon energies by minimizing the free energy.

In ref. [27], an alternative Hamiltonian approach to finite temperature quantum field theory was proposed where the temperature is introduced by compactifying a spatial dimension. This approach is advantageous since it does not require the introduction of a statistical density operator. Instead, the whole temperature behavior is encoded in \( \beta \), the inverse coupling constant, and \( \mu \), the chemical potential, without requiring the introduction of a statistical density operator. In the usual Hamiltonian formulation of a gauge theory, which is based on the canonical quantization in Weyl gauge \( A_0 = 0 \), neither the Polyakov loop nor the dual condensate can be evaluated. There the finite temperature is not introduced by the compactification of the time axis but the grand canonical partition function is obtained from the trace of the density operator \( \exp[\beta H] \) in Fock space. Here \( H \) and \( N \) are the Hamiltonian and the particle number operator, respectively, and \( \mu \) is the chemical potential.

The Hamiltonian density of QCD arising after canonical quantization in Weyl gauge is given by

\[
H(\beta) = \int d^3x \, \mathcal{H}[\psi, A] \tag{3}
\]

denote the Hamiltonian of QCD on the partially compactified spatial manifold \( \mathbb{R}^2 \times S^1(\beta) \) where the integration measure is given by

\[
\int d^3x := \int dx_1 \int dx_2 \int_{-\beta/2}^{\beta/2} dx_3. \tag{4}
\]

Here, \( \mathcal{H}[\psi, A] \) is the Hamiltonian density of QCD arising after canonical quantization in Weyl gauge \( A_0 = 0 \) and possibly further gauge fixing. On the spatial manifold \( \mathbb{R}^2 \times S^1(\beta) \), the gauge field \( A(x) \) and the quark field \( \psi(x) \), respectively, satisfy periodic and anti-periodic boundary conditions in the compactified spatial dimension

\[
A(x_\perp, x_3 = \beta/2) = A(x_\perp, x_3 = -\beta/2), \tag{5a}
\]

\[
\psi(x_\perp, x_3 = \beta/2) = -\psi(x_\perp, x_3 = -\beta/2). \tag{5b}
\]
As shown in ref. \cite{27}, the whole finite temperature properties can be extracted from the vacuum state on the partially compactified spatial manifold $\mathbb{R}^2 \times S^1(\beta)$ with $\beta$ being the inverse temperature. To be more precise, the grand canonical partition function at temperature $\beta^{-1}$ and chemical potential $\mu$ is given by

$$Z(\beta, \mu) = \lim_{l \to \infty} \exp\left( -l \tilde{E}_0(\beta, \mu) \right),$$

where $l \to \infty$ is the length of the uncompactified spatial dimensions and $\tilde{E}_0(\beta, \mu)$ is the ground state energy of the modified Hamiltonian\footnote{Due to the interchange of the temporal axis with a spatial one the grand canonical partition function is given by}

$$\tilde{H}(\beta, \mu) = H(\beta) + i\mu \int_\beta d^3x \psi^\dagger(x) \alpha_3 \psi(x).$$

Here $\alpha_3$ is the Dirac matrix corresponding to the compactified (spatial) dimension. Separating from the ground state energy $\tilde{E}_0(\beta, \mu)$ the volume $l^2 \beta$ of the spatial manifold $\mathbb{R}^2 \times S^1(\beta)$,

$$\tilde{E}_0(\beta, \mu) = l^2 \beta e(\beta, \mu),$$

one finds for the pressure

$$P = -\epsilon(\beta, \mu)$$

and for the thermal energy density

$$\epsilon = \frac{\partial}{\partial \beta} (\beta \epsilon) - \mu \frac{\partial \epsilon}{\partial \mu}.$$  

Let us stress that the above summarized approach is completely equivalent to the usual grand canonical ensemble as long as the relativistic invariance is preserved. It is, however, advantageous in non-perturbative investigations since it requires only the calculation of the ground state energy density on the spatial manifold $\mathbb{R}^2 \times S^1(\beta)$ but avoids the explicit treatment of the grand canonical density operator $\exp[-\beta(H - \mu N)]$.

Due to the periodic and anti-periodic boundary conditions of the fields, the third component of the momentum variable is discrete and given by the bosonic and fermionic, respectively, Matsubara frequencies

$$\omega_n = \frac{2\pi n}{\beta}, \quad \Omega_n = \frac{2n+1}{\beta} = \omega_n + \frac{\pi}{\beta}. \tag{11}$$

Furthermore, some mathematical manipulations are required to obtain meaningful results for thermodynamic quantities:

i) The Matsubara sums have to be Poisson resummed using

$$\frac{1}{\beta} \sum_{n=-\infty}^{\infty} f(\omega_n) = \int_{-\infty}^{\infty} dp_3 \sum_{n=-\infty}^{\infty} \exp(i \beta p_3) f(p_3), \tag{12}$$

where $d = d/(2\pi)$. Here the integration variable on the r.h.s. has been labeled as third component of the 3-momentum. This has the advantage that a Fourier integral for the partially compactified spatial manifold $\mathbb{R}^2 \times S^1(\beta)$ can be compactly written as

$$\int_\beta d^3p f(p, \omega_n) := \int d^2p_\perp \frac{1}{\beta} \sum_{n=-\infty}^{\infty} f(p_\perp, \omega_n) = \int d^3p f(p) \sum_{t=-\infty}^{\infty} \exp(i \beta p_3), \tag{13}$$

where on the r.h.s. we have the usual integration measure of the momentum space for a flat spatial manifold. From this representation it is clear that the $l = 0$ term in eq. \cite{13} represents the zero temperature (i.e. $\beta \to \infty$) contribution. Thus, Poisson resummation allows an easy separation of the (usually divergent) $T = 0$ contributions to the various thermodynamic quantities.

ii) In the presence of a real chemical potential an analytic continuation of the chemical potential is required \cite{27}.

This is necessary in order to make the remaining Poisson sum convergent.
III. THE DUAL QUARK CONDENSATE

In the Hamiltonian approach to finite temperature quantum field theory summarized in section II, where the original Euclidean time axis has become the compactified spatial 3-axis, the quark fields in the dual condensate (1) satisfy the $U(1)$-valued boundary condition
\[
\psi(x_\perp, x_3 + \beta/2) = e^{i\varphi/\beta} \psi(x_\perp, x_3 - \beta/2).
\] (14)

These fields $\psi$ can be related to fermion fields $\tilde{\psi}$ satisfying the usual anti-periodic boundary conditions (5) by the $x_3$-dependent phase transformation
\[
\psi(x) = \exp \left( i\frac{\varphi - \pi}{\beta} x_3 \right) \tilde{\psi}(x).
\] (15)

This phase can be absorbed into an imaginary chemical potential, c.f. eq. (7). Indeed, for the Dirac Hamiltonian of the quarks with bare mass $m_Q$ interacting with the gluon field $A = A^a t_a \left( t_a \right.$ denotes the generator of the color group in the fundamental representation),
\[
H_{Q}[\psi, A; \beta] = \int d^3 x \psi^\dagger(x) \left[ i\alpha \cdot (-i\nabla + gA(x)) + \gamma_0 m_Q \right] \psi(x) = H_{Q}^0 + H_{Q}^A
\] (16)

where $\alpha$ and $\gamma_0$ are the usual Dirac matrices and $g$ is the bare coupling constant, we have
\[
H_{Q}[\psi, A; \beta] = H_{Q}[\tilde{\psi}, A; \beta] + i \mu \int d^3 x \tilde{\psi}^\dagger(x) \sigma_3 \tilde{\psi}(x)
\] (17)

with
\[
\mu = \frac{\pi - \varphi}{\beta}.
\] (18)

From the structure of the Dirac Hamiltonian (16), it is clear that in the present Hamiltonian approach to finite temperatures a (real) chemical potential adds an imaginary part to the spatial momentum parallel to the compactified dimension. Thus, a pure imaginary chemical potential (18) shifts this momentum by a real contribution
\[
p_n = \Omega_n + i\mu = \omega_n + \frac{\varphi}{\beta},
\] (19)

where $\Omega_n$ and $\omega_n$ are the fermionic and bosonic Matsubara frequencies defined in eq. (11). The Fourier decomposition of a function $f$ fulfilling the boundary condition (13) is therefore given by
\[
f(x) = \int d^3 p \exp(i(p_\perp + p_n e_3) \cdot x) f(p_\perp, p_n)
\] (20)

where the integration measure $\int d^3 p$ was introduced in eq. (13). After Poisson resummation (12) we find
\[
f(x) = \int d^3 p \exp(i p \cdot x) f(p) \sum_{l=-\infty}^{\infty} \exp \left( il \beta \left[ p_3 - \frac{\varphi}{\beta} \right] \right).
\] (21)

This relation will be frequently used below.

IV. QCD IN COULOMB GAUGE

The variational Hamiltonian approach to QCD developed in ref. [6] for pure Yang–Mills theory and extended in refs. [23–25] to the quark sector can be equally well formulated on the spatial manifold $\mathbb{R}^2 \times S^1(\beta)$ in order to treat QCD at finite temperature in the way described in section II. For the Yang–Mills sector, this was already done in ref. [28]. Therefore, below we will focus mainly on the quark sector.

---

3 For finite baryon density the chemical potential would also receive a real part.
A. The gauge fixed Hamiltonian

On $\mathbb{R}^2 \times S^1(\beta)$, the QCD Hamiltonian in Coulomb gauge $\nabla \cdot A = \nabla_\perp \cdot A_\perp + \partial_t A_\perp = 0$ reads

$$H = H_{\text{YM}} + H_Q + H_C,$$

where

$$H_{\text{YM}} = \frac{1}{2} \int d^3 x \left( J^{-1}[A] \Pi(x) J[A] \Pi(x) + B^2(x) \right)$$

is the Hamiltonian of the transversal gluon fields. Here,

$$B^a_k(x) = \varepsilon_{klm} \left( \partial_l A^a_m(x) - \frac{g}{2} f^{abc} A^b_l(x) A^c_m(x) \right)$$

is the non-Abelian chromomagnetic field with $f^{abc}$ being the structure constant of the color group. Furthermore,

$$\Pi^a_k(x) = \frac{\delta}{i \partial A^a_k(x)}$$

denotes the momentum operator, which represents the chromoelectric field, and

$$J[A] = \det(\hat{G}^{-1})$$

is the Faddeev–Popov determinant in Coulomb gauge. The Faddeev–Popov operator

$$\left( \hat{G}^{-1} \right)^{ab}(x, y) := (-\nabla \cdot \hat{D})^{ab}(x, y)$$

contains the covariant derivative in the adjoint representation

$$\hat{D}^a_k(x) = \delta^{ab} \partial_k - g f^{abc} A^c_k(x).$$

The second term on the r.h.s. of eq. (22), $H_Q$, is the Hamiltonian of the quark field $\psi$ interacting with the transversal gluon field $\mathbf{A}$. Finally,

$$H_C = \frac{g^2}{2} \int d^3 x \int d^3 y J^{-1}[A] \rho^a(x) J[A] F^{ab}(x, y) \rho^b(y),$$

is the so-called Coulomb term which arises from the longitudinal part of the kinetic energy of the gluons after the resolution of Gauss’s law. Here,

$$\hat{F}^{ab}(x, y) = \int \delta^3 z \hat{G}^{ac}(-\Delta_x) \hat{G}^{cb}(z, y)$$

is the Coulomb kernel. Furthermore, $\rho = \rho_Q + \rho_{\text{YM}}$ is the total color charge which contains both the charge of the quarks

$$\rho^a_Q(x) = \psi^\dagger(x) t_a \psi(x)$$

and also the color charge of the gluons

$$\rho^a_{\text{YM}}(x) = f^{abc} A^b(x) \cdot \Pi^c(x).$$

Since we are mainly interested in the quark sector, we will replace the Coulomb kernel $\hat{F}$ by its Yang–Mills vacuum expectation value

$$g^2 \langle \hat{F}^{ab}(x, y) \rangle_{\text{YM}} = \delta^{ab} V_C(|x - y|)$$

which represents the static quark potential $V_C$. This is correct when one restricts oneself up to including two-loop terms in the vacuum expectation value of the Hamiltonian, as we will do here, see below. The variational calculation in the Yang–Mills sector [2] shows that this potential can be nicely fitted by a linear combination of a linear potential plus an ordinary Coulomb potential

$$V_C(|x - y|) = -\sigma_C |x - y| + \frac{\alpha_S}{|x - y|} = V^{\text{IR}}_C(|x - y|) + V^{\text{UV}}_C(|x - y|), \quad \alpha_S = \frac{g^2}{4\pi}$$

where $\sigma_C$ is the Coulomb string tension. This quantity has been measured on the lattice and one finds values in the range

$$\frac{\sigma_C}{\sigma} = 2 \ldots 4$$

(35)

where $\sigma = (440 \text{ MeV})^2$ is the ordinary Wilson string tension [29, 31].
B. The variational approach

In ref. [6], the pure Yang–Mills theory was treated within a variational approach at zero temperature (on the spatial manifold $\mathbb{R}^2$) using a Gaussian type of ansatz for the vacuum wave functional. In ref. [28], this approach was extended to finite temperature by compactifying a spatial dimension, see section II. For the Yang–Mills vacuum wave functional on $\mathbb{R}^2 \times S^1(\beta)$, the following ansatz was used

$$\phi_{\text{YM}}[A] = J^{-\frac{1}{4}}[A] \exp \left[ -\frac{1}{2} \int_{\beta} d^3x \int_{\beta} d^3y \, A_k^a(x) \bar{\omega}^{ab}_{kl}(x, y) A_l^b(y) \right] \equiv J^{-\frac{1}{4}}[A] \tilde{\phi}_{\text{YM}}[A]$$

(36)

where

$$\omega_{kl} = t_{kl}^{\perp} \omega_{\perp} + t_{kl}^{\parallel} \omega_{\parallel}$$

(37)

contains two independent variational kernels, $\omega_{\perp}$ and $\omega_{\parallel}$, corresponding to the transversal projector in the subspace $\mathbb{R}^2$ orthogonal to the compactified dimension,

$$t_{kl}^{\perp} = (1 - \delta_{kl}) \left( \delta_{kl} - \frac{\partial_k \partial_l}{\Delta} \right) (1 - \delta_{kl}),$$

(38)

and to its orthogonal complement

$$t_{kl}^{\parallel} = t_{kl} - t_{kl}^{\perp}.$$

(39)

Here $t_{kl} = \delta_{kl} - \frac{\partial_k \partial_l}{\Delta}$ is the usual transversal projector in $\mathbb{R}^3$. With the ansatz (36), one finds for the gluon propagator of pure Yang–Mills theory

$$(A_k^a(x) A_l^b(y))_{\text{YM}} = \frac{1}{2} \delta^{ab} \left( t_{kl}^{\perp} \omega_{\perp}^{-1} + t_{kl}^{\parallel} \omega_{\parallel}^{-1} \right) (x, y).$$

(40)

Minimization of the Yang–Mills energy density (which was calculated up to two loops) with respect to the two variational kernels $\omega_{\perp,\parallel}$ yields two coupled (gap) equations which were solved numerically in ref. [28]. The obtained solutions show a finite temperature deconfinement phase transition which manifests itself in a decrease of the infrared exponents of the ghost form factor and the gluon energy. Furthermore, for $T \to 0$ the two kernels $\omega_{\perp}$ and $\omega_{\parallel}$ both approach the $T = 0$ solution $\omega$ found in ref. [6]. This zero temperature solution yields a gluon propagator (40) which is in good agreement with the lattice data and can be fitted by the Gribov formula (32),

$$\omega(p) = \sqrt{p^2 + m^4 - \frac{m^2}{\bar{p}^2}}$$

(41)

with the Gribov mass $m \approx 880 \text{ MeV} \approx 2\sqrt{\alpha}$ [33]. The finite temperature solutions $\omega_{\perp}$, $\omega_{\parallel}$ obtained in ref. [28] differ from the zero temperature solution only in the small momentum regime. Since we are mainly interested here in the quark sector, we will use the zero temperature Yang–Mills solution parametrized by the Gribov formula (41) as input for the quark sector. This will simplify the numerical calculations considerably.

We will also ignore here the part of the Coulomb Hamiltonian $H_C$ [29] describing the coupling of the color charge density of the quarks $\rho_Q$ [31] with that of the gluons $\rho_{\text{YM}}$. This term contributes only in higher than second order in the number of loops. The part of the QCD Hamiltonian [22] which contains the quark field is then given by

$$\hat{H}_Q = H_Q + H_Q^C$$

(42)

where $H_Q$ is defined by eq. (16) and $H_Q^C$ is obtained from eq. (28) by replacing the total color charge density $\rho$ by that of the quarks, $\rho_Q$ [31].

In refs. [23, 25], the variational approach of ref. [6] was extended to the quark sector. We follow here refs. [24, 25] and use the following variational ansatz for the quark part of the vacuum wave functional:

$$|\phi_Q[A]| = \exp \left[ -\int_{\beta} d^3x \int_{\beta} d^3y \, \psi^\dagger_k(x) K(x, y) \psi_l(y) \right] |0\rangle$$

(43)

4 Throughout this paper we use the bracket notation in the quark sector but the coordinate representation in the Yang–Mills sector.
where

\[ K(x, y) = \gamma_0 S(x - y) + g \int d^3z \left( V(x, y; z) + \gamma_0 W(x, y; z) \right) \alpha \cdot A(z). \]  

(44)

Here \( \psi_\pm \) denotes the positive and negative energy components of the quark field

\[ \psi(x) = \psi_+(x) + \psi_-(x), \]

(45)

see appendix A. Furthermore, \(|0\rangle\) is the bare Dirac vacuum satisfying

\[ \psi_+(x)|0\rangle = 0 = \psi_-(x)|0\rangle. \]

(46)

Finally, \( S, V \) and \( W \) are variational kernels. We have suppressed here all indices of the quark field, in particular, the flavor index. In principle, the variational kernels are flavor dependent when the different electroweak quark masses of the (light) quark flavors are included. In the present paper, we consider only chiral quarks so that the flavor dependence can be ignored. Obviously, our quark wave functional \(|\phi_Q[A]\rangle\) reduces to the bare Dirac vacuum \(|0\rangle\) for \( K = 0 \), i.e. for \( S = V = W = 0 \). The ansatz (43) is an extension of previous treatments of the quark sector in Coulomb gauge. For \( W = 0 \) it reduces to the ansatz considered in ref. [23], while for \( V = W = 0 \) it becomes the BCS type of wave functional used in ref. [14]. In ref. [25], it was shown that the inclusion of the explicit coupling of the quarks to the transversal gluons in the vacuum wave functional increases considerably the amount of spontaneous breaking of chiral symmetry (compared to the BCS case of \( V = W = 0 \)). By including also the coupling term \( \sim W \) in eq. (44), the resulting gap equation for the scalar kernel \( S \) becomes free of UV divergences: As we will see shortly, the linear UV divergences arising from the \( W \)-term exactly cancel those originating from the \( V \)-term. Furthermore, the logarithmic UV divergences induced by both the \( V \)- and \( W \)-vertex cancel the UV divergence arising from the Coulomb term \( R_C \).

For later application we also quote the norm of the quark wave functional (43):

\[ I[A] = \langle \phi_Q[A]|\phi_Q[A] \rangle = \det(\mathbb{I} + K^\dagger K). \]

(47)

We will be later interested in the variational solution of the quark sector for quark fields satisfying the phase dependent boundary conditions (14) for the compactified spatial dimension in order to calculate the dual condensate (1). For such quark fields, continuity of the wave functional at \( x_3 = \beta \) requires that the quark kernel \( K(x, y) \) also satisfies phase dependent boundary conditions:

\[ K(x + \beta \hat{e}_3, y) = e^{i\phi} K(x, y), \]

(48a)

\[ K(x, y + \beta \hat{e}_3) = e^{-i\phi} K(x, y). \]

(48b)

For the total ground state wave functional of QCD, we use an ansatz analogous to the one in refs. [24, 25]:

\[ |\phi[A]\rangle = N I^{-\frac{3}{2}}[A]|\phi_{YM}[A]\rangle|\phi_Q[A]\rangle = N I^{-\frac{3}{2}}[A] J^{-\frac{3}{2}}[A] |\phi_{YM}[A]\rangle|\phi_Q[A]\rangle \]

(49)

where \( \phi_{YM} \) is the wave functional of the Yang--Mills sector, \( I \) is the fermion determinant (47) and \( N \) denotes a normalization factor. Note that with our ansatz the ghost and quark determinants enter the total QCD vacuum wave functional (49) on an equal footing.

C. Variational equations of the quark sector

With the ansatz (19) for the QCD vacuum wave functional we calculate the expectation value of \( H \) (22) up to two loops\(^5\) and carry out the variation with respect to the kernels \( S, V \) and \( W \) of the quark wave functional. For the gluon propagator we will thereby assume the Gribov formula (11) which nicely fits the zero temperature lattice data. Furthermore, for simplicity we will consider only chiral quarks \((m_Q = 0)\). In the evaluation of the ground state energy it is convenient to take the fermionic expectation value first. This yields

\[ \langle H \rangle = |N|^2 \int D\hat{A} \tilde{\phi}_{YM}[A]|\langle \hat{H} \rangle_Q \tilde{\phi}_{YM}[A] \]

(50)

\(^5\) The loop counting is here as usual except that the loops are formed with the dressed instead of bare propagators.
where
\[ \langle O \rangle_Q = I^{-1}[A] \langle \phi_Q | O | \phi_Q \rangle \] (51)
is the (normalized) fermionic expectation value in the state \( |\phi_Q \rangle \) and we have defined
\[ \tilde{H} = J^\dagger [A] J^\dagger [A] H J^{-\dagger} [A] J^{-\dagger} [A]. \] (52)

These calculations can be done completely analogously to the zero temperature case \(^2\) and are conveniently carried out in momentum space, where the momenta along the compactified spatial dimension are given by the corresponding Matsubara frequencies \(^\text{[19]}\), see appendix \([A]\) for the momentum space representation of the wave functional. From the minimization of the ground state energy \((50)\), one finds the equations of motion in terms of the Matsubara frequencies, see appendix \([B]\). For convenience, the occurring Matsubara sums are Poisson resummed using eq. \((12)\). Then, after shifting both the external and internal momenta by \(-\varphi/\beta \hat{e}_3\), the quark gap equation for the variational kernel \(S(p)\) reads
\[ p S(p) = I_C(p) + I_{VV}(p) + I_{WW}(p) + I_{VQ}(p) + I_{WQ}(p) + I_{VE}(p) + I_{WE}(p) \] (53)
where the various terms on the r.h.s. are all one-loop integrals. The first loop term,
\[ I_C(p) = \frac{C_F}{2} \int d^3q \, \sum_{l=-\infty}^{\infty} \exp \left( il\beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) V_C(\|q - p\|) P(q) \left[ S(q) \left( 1 - S^2(p) \right) - S(p) \left( 1 - S^2(q) \right) \right] \] (54)
\( (\hat{p} \equiv p/p) \), arises exclusively from the Coulomb interaction \(H_C^Q \) \([12]\). Here \(C_F = (N_C^2 - 1)/2N_C\) is the quadratic Casimir and we have defined
\[ P(p) = \frac{1}{1 + S^2(p)}. \] (55)

As in the zero temperature case \(^2\), all loop integrals on the r.h.s. of eq. \((53)\) allow for an interpretation in terms of Feynman diagrams. For the contribution of the Coulomb interaction \((54)\), this is given in fig. \([1]\).

The next two terms in the gap equation \((52)\) arise from the free single particle Dirac Hamiltonian \(H_Q^D \) \([16]\) and the two quark-gluon vertices \(V\) and \(W\) in the vacuum wave functional \([13]\) with \([11]\).

\[ I_{VV}(p) = -\frac{C_F}{2} g^2 \int d^3q \, \sum_{l=-\infty}^{\infty} \exp \left( il\beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) \frac{V^2(q, -p)}{\omega(|q - p|)} X(q, -p) P(q) \] \[ \times \left[ q P(q) \left\{ S(q) \left( 1 - S^2(p) \right) - S(p) \left( 1 - S^2(q) \right) \right\} \right] \] \[ + p P(p) \left[ S(q) \left( 1 - 3S^2(p) \right) - S(p) \left( 3 - 3S^2(p) \right) \right] \] (56)
\[ I_{WW}(p) = -\frac{C_F}{2} g^2 \int d^3q \, \sum_{l=-\infty}^{\infty} \exp \left( il\beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) \frac{W^2(q, -p)}{\omega(|q - p|)} Y(q, -p) P(q) \] \[ \times \left[ q P(q) \left\{ S(q) \left( -1 + S^2(p) \right) - S(p) \left( -1 - S^2(q) \right) \right\} \right] \] \[ + p P(p) \left[ S(q) \left( -1 - 3S^2(p) \right) - S(p) \left( 3 - S^2(p) \right) \right] \] (57)

\(^6\) Note that the Faddeev–Popov determinant \(J \) \([Eq. \,(26)\)] and the quark determinant \(I \) \([Eq. \,(47)\)] are both functionals of the gauge field and hence do not commute with the momentum operator and, thus, not with \(H\). Let us also mention that the scalar product in the Hilbert space of the gauge field contains the Faddeev–Popov determinant in the integration measure after fixing to Coulomb gauge. However, due to our ansatz \([36]\) for the Yang–Mills vacuum wave functional the Faddeev–Popov determinant drops out from the integration measure in eq. \((50)\).
FIG. 2: Diagrammatic representation of the one-loop contributions of the free Dirac Hamiltonian to the quark gap equation, (a) eq. (56) and (b) eq. (57). A curly line stands for the static gluon propagator, while the free Dirac operator and the vector kernels $V$, $W$ are marked by a crossed circle and labeled squares, respectively.

FIG. 3: Diagrammatic representation of the contributions of the quark-gluon coupling in the Dirac Hamiltonian to the quark gap equation, (a) eq. (59) and (b) eq. (60). The filled dot stands for the bare quark-gluon vertex in the Dirac Hamiltonian $H_{AQ}^{(16)}$.

and are diagrammatically illustrated in fig. 2. Here we have introduced the abbreviations

$$X(p, q) = 1 - \left[ \frac{\hat{p} \cdot (p + q)}{\hat{q} \cdot (q - p)} \right] V(q, -p) P(q) \left[ S(q) - 2S(p) - S(q)S^2(p) \right], \quad (58a)$$

$$Y(p, q) = 1 + \left[ \frac{\hat{p} \cdot (p + q)}{\hat{q} \cdot (q - p)} \right] W(q, -p) P(q) \left[ 1 - 2S(q)S(p) - S^2(p) \right], \quad (58b)$$

The quark-gluon coupling in the Dirac-Hamiltonian $H_{AQ}^{(16)}$ gives rise to the following loop terms

$$I_{VQ}(p) = \frac{C_F}{2} g^2 \int d^3 q \sum_{l=\infty}^{\infty} \exp \left( i\beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) V(q, -p) X(q, -p) P(q) \left[ S(q) - 2S(p) - S(q)S^2(p) \right], \quad (59)$$

$$I_{WQ}(p) = \frac{C_F}{2} g^2 \int d^3 q \sum_{l=\infty}^{\infty} \exp \left( i\beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) W(q, -p) Y(q, -p) P(q) \left[ 1 - 2S(q)S(p) - S^2(p) \right] \quad (60)$$

which are illustrated in fig. 3. Finally, there are quark loops arising from the action of the kinetic energy operator of the gluons $\Box$ on the wave functional $|\psi\rangle$.

$$I_{VE}(p) = \frac{C_F}{2} g^2 S(p) \int d^3 q \sum_{l=\infty}^{\infty} \exp \left( i\beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) V^2(q, -p) X(q, -p) P(q), \quad (61)$$

$$I_{WE}(p) = \frac{C_F}{2} g^2 S(p) \int d^3 q \sum_{l=\infty}^{\infty} \exp \left( i\beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) W^2(q, -p) Y(q, -p) P(q) \quad (62)$$

which are diagrammatically illustrated in fig. 4. Finally, there are quark loops arising from the action of the kinetic energy operator of the gluons $\Box$ on the wave functional $|\psi\rangle$.

Note that, due to the different Dirac structure of the $V$- and $W$-vertex in the vacuum wave functional $|\psi\rangle$, there is no one-loop term with both one $V$- and one $W$-vertex entering the gap equation (53). Furthermore, in all the above

FIG. 4: Diagrammatic representation of the contributions of the kinetic energy of the transversal gluons to the quark gap equation, (a) eq. (61) and (b) eq. (62). The short wavy line represents the direct connection of two gluonic legs of the quark-gluon “vertices” $V$, $W$. 
Given one-loop terms the \( l = 0 \) contribution yields the corresponding zero temperature expressions\(^7\), which contain all UV singular pieces, while the temperature dependent contributions \((l \neq 0)\) are UV finite.

The variational equations for the quark-gluon coupling kernels \( V \) and \( W \) can be solved explicitly in terms of the scalar kernel \( S \). One finds

\[
V(p, -q) = \frac{1 + S(p)S(q)}{pP(p)\left(1 - S^2(p) + 2S(p)S(q)\right) + qP(q)\left(1 - S^2(q) + 2S(p)S(q)\right) + \omega(p - q)},
\]

\[
W(p, -q) = \frac{S(p) + S(q)}{pP(p)\left(1 - S^2(p) - 2S(p)S(q)\right) + qP(q)\left(1 - S^2(q) - 2S(p)S(q)\right) + \omega(p - q)}.
\]

Note that, contrary to the one-loop terms in the gap equation\(^8\) for the scalar kernel \( S \), these expressions do not contain the sum over the oscillating phases resulting from the Poisson resummation, see e.g. eq. \((54)\). The reason is that the kernels \( V, W \) depend on two momentum variables and by taking the variation of the energy (which contains at most two-loop terms) with respect to these kernels both loop momenta are fixed to the external momenta.

Inserting the explicit expressions for \( V \) \((58)\) and \( W \) \((61)\) into the gap equation \((53)\) and assuming the scalar kernel \( S \) to vanish rapidly in the UV (which should be the case due to asymptotic freedom), one finds that the loop terms in the gap equation \((58)\) arising from the \( V \)-vertex have the following (divergent) UV behavior\(^2\)

\[
I_{VV}^{\text{div}}(p) + I_{VQ}^{\text{div}}(p) + I_{VE}^{\text{div}}(p) = \frac{C_F}{16\pi^2}g^2S(p)\left[-2\Lambda + p\ln\frac{\Lambda}{\mu} \left(-\frac{2}{3} + 4P(p)\right)\right]
\]

where \( \Lambda \) is the UV cutoff and \( \mu \) is an arbitrary momentum scale\(^7\). For the loops arising from the \( W \)-vertex, one finds instead the UV behavior

\[
I_{WW}^{\text{div}}(p) + I_{WQ}^{\text{div}}(p) + I_{WE}^{\text{div}}(p) = \frac{C_F}{16\pi^2}g^2S(p)\left[2\Lambda + p\ln\frac{\Lambda}{\mu} \left(\frac{10}{3} - 4P(p)\right)\right].
\]

Under the same assumptions, one finds that both vector kernels \( V \) \((58)\) and \( W \) \((61)\) have the same UV behavior for fixed \( q \) and large \( p \). Comparing eqs. \((65)\) and \((66)\) for the divergences arising from the \( V \)- and \( W \)-contributions, one observes that the linear divergent terms come with opposite sign and, as a result, the linear UV divergences cancel in the gap equation \((53)\) for the scalar kernel \( S \). Furthermore, the Coulomb term \( I_C \) \((51)\) has the UV behavior

\[
I_C^{\text{div}}(p) = -\frac{C_F}{6\pi^2}g^2pS(p)\ln\frac{\Lambda}{\mu}
\]

which exactly cancels the logarithmic UV divergences of \( I_{VV}^{\text{div}} \) and \( I_{WW}^{\text{div}} \). Thus, the gap equation \((53)\) is free of UV divergences. This is certainly a very pleasant feature of our ansatz \((43), (44)\) for the quark wave functional.

Finally, defining the effective quark mass\(^8\)

\[
M(p) = \frac{2pS(p)}{1 - S^2(p)}
\]

and the quasi-particle energy

\[
E(p) = \sqrt{p^2 + M^2(p)}
\]

the quark gap equation \((53)\) can be rewritten in the alternative form

\[
M(p) = I_C(p) + I_{VV}(p) + I_{WW}(p) + I_{VQ}(p) + I_{WQ}(p) + I_{VE}(p) + I_{WE}(p)
\]

which is more convenient for the numerical calculation. Here, the loop terms on the r.h.s are given by the following

\(^7\) We follow here the standard nomenclature and denote the momentum scale as well as the chemical potential by the Greek letter \( \mu \). This should, however, not give rise to any confusion.

\(^8\) From the explicit form of the quark propagator in our approach at zero temperature, it is seen that \( M(p) \) and \( E(p) \) have the meaning of an effective mass and the quasi-particle energy, respectively, see ref. \((22)\) and eq. \((55)\) below.
expressions

\[ \mathcal{I}_C (p) = \frac{C_F}{2} \int d^3 q \sum_{l=-\infty}^{\infty} \exp \left( i l \beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) V_C (q - p) \frac{M(q) - M(p) q_3}{E(q)} \],

\[ \mathcal{I}_{VV} (p) = \frac{C_F}{2} g^2 \int d^3 q \sum_{l=-\infty}^{\infty} \exp \left( i l \beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) V^2 (q, -p) \omega(|q - p|) \left\{ \frac{E(q) + q M(p)}{2 E(q)} \frac{E(p)}{E(p)p} \right\}, \]

\[ \mathcal{I}_{WW} (p) = -\frac{C_F}{2} g^2 \int d^3 q \sum_{l=-\infty}^{\infty} \exp \left( i l \beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) W^2 (q, -p) \omega(|q - p|) W(q, -p) \left\{ \frac{E(q) + q M(p)}{2 E(q)} \frac{E(p)}{E(p)p} \right\}, \]

\[ \mathcal{I}_{VQ} (p) = \frac{C_F}{2} g^2 \int d^3 q \sum_{l=-\infty}^{\infty} \exp \left( i l \beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) V_{q, -p} \omega(|q - p|) X(q, -p) \left\{ \frac{E(q) + q M(p)}{2 E(q)} \frac{E(p)}{E(p)p} \right\}, \]

\[ \mathcal{I}_{WQ} (p) = \frac{C_F}{2} g^2 \int d^3 q \sum_{l=-\infty}^{\infty} \exp \left( i l \beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) W_{q, -p} \omega(|q - p|) Y(q, -p) \left\{ \frac{E(q) + q M(p)}{2 E(q)} \frac{E(p)}{E(p)p} \right\}, \]

\[ \mathcal{I}_{VE} (p) = \frac{C_F}{2} g^2 \frac{M(p)}{p} \int d^3 q \sum_{l=-\infty}^{\infty} \exp \left( i l \beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) V^2 (q, -p) X(q, -p) \frac{E(q) + q M(p)}{2 E(q)}, \]

\[ \mathcal{I}_{WE} (k) = \frac{C_F}{2} g^2 \frac{M(p)}{p} \int d^3 q \sum_{l=-\infty}^{\infty} \exp \left( i l \beta \left[ q_3 - \frac{\varphi}{\beta} \right] \right) W^2 (q, -p) Y(q, -p) \frac{E(q) + q M(p)}{2 E(q)}. \]

where for the vector kernels

\[ V(p, -q) = \frac{1}{\omega(|p - q|)} \frac{E(q) - q}{E(q)} \frac{M(p)}{M(q)} \frac{M(p)}{M(p)} + \frac{q^2}{E(q)} \frac{M(p)}{M(p)} + \omega(|p - q|), \]

\[ W(p, -q) = \frac{E(q) - q}{E(q)} \frac{M(p)}{M(p)} + \frac{q^2}{E(q)} \frac{M(p)}{M(p)} + \omega(|p - q|). \]

holds.

The full temperature dependence as well as the dependence on the phase \( \varphi \) of the boundary condition \( \Phi \) to the quark field is exclusively contained in the exponentials on the r.h.s. of eq. (70). Furthermore, the \( l = 0 \) terms are obviously independent of the temperature \( \beta^{-1} \) and the phase \( \varphi \), and yield precisely the zero temperature quark gap equation derived in ref. [25]. For simplicity, in this paper in the numerical calculation of the order parameter to be given in section VI we will use the zero temperature solution, i.e. keep in eq. (70) only the \( l = 0 \) terms. This yields an effective quark mass \( \tilde{m} \) which depends on the modulus of the momentum \( p \) only

\[ M(p) = M(p). \]

The influence of the remaining (temperature-dependent) terms \( l \neq 0 \) in eq. (70) will be subject to forthcoming investigations [35].

**V. CHIRAL AND DUAL QUARK CONDENSATE IN THE HAMILTONIAN APPROACH IN COULOMB GAUGE**

Below, we calculate the chiral quark condensate and the dual quark condensate (dressed Polyakov loop) within the variational approach presented in the previous section.
A. Quark condensate

The quark condensate

\[ \langle \bar{\psi}^m(x) \psi^m(x) \rangle_\varphi = -\text{tr} \left( \gamma_0 G(x, x) \right) \]  

(81)
can be easily obtained once the static quark propagator

\[
G_{ij}^{mn}(x, y) = \frac{1}{2} \left\{ \left[ \psi_i^m(x), \psi_j^{m+1}(y) \right] \right\} = \delta^{mn} \int \frac{d^3p}{(2\pi)^3} \exp \left( i(p \cdot (x - y)) \right) G_{ij}(p_{\perp}, p_n)
\]

(82)
is known. To leading order, the quark propagator is given by \[24, 25\]

\[
G(p) = \frac{\alpha \cdot p + \beta M(p)}{2E(p)}
\]

(83)
where \(M(p)\) and \(E(p)\) are defined by eqs. (68) and (69), respectively. With this expression, we find for the quark condensate \[81\]

\[
\langle \bar{\psi}^m(x) \psi^m(x) \rangle_\varphi = -2N_C \int \frac{d^3p}{(2\pi)^3} \sum_{l=-\infty}^{\infty} \exp \left( il\beta \left[ p_3 - \frac{\varphi}{\beta} \right] \right) \frac{M(p)}{E(p)}.
\]

(84)
As mentioned at the end of section IV, in the numerical calculation we will use the zero temperature solution of the quark gap equation which yields an \(O(3)\) invariant quark mass function \(M(p) = M(p)\). For such mass functions, the angular integrations in the quark condensate \[81\]
is explicitly carried out\[24\] and we find

\[
\langle \bar{\psi}^m(x) \psi^m(x) \rangle_\varphi = -2N_C \int_0^\infty dp \frac{p^2 M(p)}{E(p)} \left[ 1 + 2 \sum_{l=1}^{\infty} \cos(l\varphi) \sin(l\beta p) \right]
\]

(85)
where

\[
\sin x \equiv \frac{\sin x}{x}.
\]

(86)
Obviously, the quark condensate \(\langle \bar{\psi} \psi \rangle_\varphi\) \[81\] is a periodic function in the phase \(\varphi\) with period \(2\pi\). From eq. \[85\], one finds in the zero temperature limit of the quark condensate

\[
\lim_{\beta \to \infty} \langle \bar{\psi}^m(x) \psi^m(x) \rangle_\varphi = -\frac{N_C}{\pi^2} \int_0^\infty dp \frac{p^2 M(p)}{E(p)}.
\]

(87)
This limit is independent of the phase \(\varphi\) and agrees with the result obtained in ref. \[25\] for \(\varphi = \pi\). The reason is that for \(\beta \to \infty\) the boundary conditions to the fields become irrelevant. In contrast, the high temperature limit is highly sensitive to the phase \(\varphi\) (see also section VI below). For the usual fermionic boundary conditions, \(\varphi = \pi\), also the remaining sum in eq. \[85\] can be analytically evaluated yielding

\[
\langle \bar{\psi}^m(x) \psi^m(x) \rangle_{\varphi = \pi} = -\frac{2N_C}{\pi} \int_0^\infty dp \frac{p M(p)}{E(p)} \left[ \frac{\beta p + \pi}{2\pi} \right].
\]

(88)
This expression vanishes for \(\beta \to 0\),

\[
\lim_{\beta \to 0} \langle \bar{\psi}^m(x) \psi^m(x) \rangle_{\varphi = \pi} = 0,
\]

(89)
which implies the restoration of chiral symmetry in the high temperature phase.

\[9\] The series is not absolutely convergent, therefore it is a priori not clear if the order of integration and summation plays a role. However, our numerical calculations yield the same result, independent of the order in which the two operations are performed.
B. Dual condensates

Inserting the quark condensate for the phase dependent boundary condition, eq. (85), into eq. (1), the integration over the phase $\phi$ can be analytically evaluated resulting in the dual condensates

$$\Sigma_n = -\frac{N_C}{\pi^2} \int_0^\infty dp \frac{p^2 M(p)}{E(p)} [\delta_{n0} + \text{sinc}(n\beta p)].$$

(90)

In particular, for the dressed Polyakov loop ($n=1$) we find

$$\Sigma_1 = -\frac{N_C}{\pi^2} \int_0^\infty dp \frac{p^2 M(p)}{E(p)} \text{sinc}(\beta p).$$

(91)

Obviously, this quantity vanishes in the zero temperature limit

$$\lim_{\beta \to \infty} \Sigma_1 = 0,$$

(92)

while it reaches a finite limit at high temperature

$$\lim_{\beta \to 0} \Sigma_1 = \frac{N_C}{\pi^2} \int_0^\infty dp \frac{p^2 M(p)}{E(p)}.$$

(93)

This behavior is expected for the (dressed) Polyakov loop which is an order parameter for confinement. The temperature behavior of $\Sigma_1$ is opposite to that of the usual quark condensate $\langle \bar{\psi}\psi \rangle_\phi=\pi$ which is non-zero at zero temperature but vanishes in the high temperature limit, see eqs. (87) and (89).

C. Critical temperatures

The explicit expressions, eqs. (85) and (91), derived above for the quark condensate and the dressed Polyakov loop show that both quantities depend smoothly on the temperature, i.e. both the chiral and the deconfinement transitions are realized as crossovers (this point is discussed in the next section). This necessitates a criterion for determining the transition temperatures: In this paper, we will fix them to the inflection points of the quark condensate and dressed Polyakov loop,

$$\frac{\partial^2 \langle \bar{\psi}^m(x)\psi^m(x) \rangle_{\phi=\pi} }{\partial T^2} \bigg|_{T_c} = 0, \quad \frac{\partial^2 \Sigma_1 }{\partial T^2} \bigg|_{T_c} = 0.$$

(94)

From the analytic expressions (85) and (91), we find

$$\frac{\partial^2 \langle \bar{\psi}^m(x)\psi^m(x) \rangle_{\phi=\pi} }{\partial T^2} = \frac{2N_C}{\pi^2} \beta^4 \int_0^\infty dp \frac{p^4 M(p)}{E(p)} \sum_{l=1}^{\infty} l^2 \cos(l\phi) \text{sinc}(l\beta p),$$

(95)

$$\frac{\partial^2 \Sigma_1 }{\partial T^2} = \frac{N_C}{\pi^2} \beta^4 \int_0^\infty dp \frac{p^4 M(p)}{E(p)} \text{sinc}(\beta p).$$

(96)

VI. NUMERICAL RESULTS

The self-consistent numerical solution of the quark gap equation (70) at finite temperature is quite expensive due to the involved Poisson sums. To reduce the numerical expense in the present paper we use the zero temperature solution to calculate the chiral condensate (85) and the dressed Polyakov loop (91) and leave the finite temperature solution for future research. In the numerical calculations, the value $\sigma_C = 2.5\sigma$ [29] was assumed for the Coulomb
string tension. Furthermore, the quark-gluon coupling $g$ was determined by fixing the chiral quark condensate at zero temperature to its phenomenological value \[ \langle \bar{\psi}(x)\psi(x) \rangle_{\varphi=\pi}^{\text{phen}} \approx (-235 \text{ MeV})^3 \] which requires $g \approx 2.1$. Figure 5 shows the solution of the quark gap equation (70) at zero temperature obtained in ref. 25. We present both the scalar variational kernel $S$ and the mass function $M$ [Eq. (68)]. For sake of comparison, we also show the results obtained when the coupling of the quarks to the transversal gluons is neglected ($g=0$) which yields a zero temperature quark condensate of \[ \langle \bar{\psi}\psi \rangle_{\varphi=\pi} \approx (-185 \text{ MeV})^3. \] As one observes when the coupling and the UV part of the Coulomb potential are included the effective quark mass increases in the mid- and large-momentum regime while in the IR it does practically not change. This is expected since the IR behavior of the gap equation is dominated by the IR part of the Coulomb term which is the only loop term which survives the $g \to 0$ limit of the gap equation, see eqs. (71)-(77). Note that especially the UV exponent of the mass function significantly increases when the quark-gluon coupling and the UV part of the non-Abelian Coulomb potential (34) are taken into account, see the logarithmic plot in fig. 5. It is this larger UV exponent which leads to the increase of the quark condensate in the full theory.

In the numerical evaluation of the quark condensates, the Poisson sum was restricted to $l \leq 75$, which turned out to be sufficient for the temperatures considered. The obtained dressed Polyakov loop and chiral quark condensate (for $\varphi = \pi$) are shown in fig. 6. For sake of comparison, we also show the results obtained in the limit $g = 0$. As one observes, the inclusion of the coupling of the quarks to the transversal gluons and the UV part of $V_C$ significantly

---

10 Within the quenched theory, the quark-gluon coupling constant enters only the quark but not the gluon gap equation. Therefore, $g$ can be fixed within the quark sector.

11 Note that here and in the following the limit $g = 0$ always implies the neglecting of both quark-gluon coupling in the wave functional and UV part of the non-Abelian Coulomb potential (34).
FIG. 6: (a) Dual and (b) chiral quark condensate (with fermionic boundary conditions, eq. (14) for $\varphi = \pi$) as a function of the temperature. Both plots show results obtained for $SU(3)$ with the Coulomb string tension set to $\sigma_C = 2.5\sigma$ and for a quark-gluon coupling constant of $g = 2.1$ (full curve) and $g = 0$ (dashed curve).

Figure 7: Chiral (full curve) compared to the dual quark condensate (dashed curve) as a function of the temperature for $SU(3)$ for a quark-gluon coupling constant of $g = 2.1$.

increases both quantities. Figure 4 shows the temperature dependence of the dual and chiral condensate in the same plot. The decrease of the chiral quark condensate is tied to an increase of the dual condensate. Thus, the complementary high and low temperature limits of chiral and dual quark condensate predicted in the last section are confirmed by the numerical results. From these figures it is also seen that both the chiral and the deconfinement transitions are crossovers. On the lattice one finds for the chiral phase transition a crossover for physical (up, down and strange) quark masses while a first order phase transition is observed for sufficiently small quark masses. The latter becomes second order for two chiral quark flavors [1]. In our calculation a crossover is obtained even for chiral quarks due to the use of the zero-temperature solution of the gap equation (70) as preliminary investigations show. For the same reason, chiral and dual condensate reach their predicted limits only at very high temperatures, see fig. 4.

From the roots of the second derivative of the chiral and dual quark condensate with respect to the temperature, we extract a pseudo-critical temperature of $T_c \approx 196$ MeV for the deconfinement and $T_\chi \approx 168$ MeV for the chiral transition. This result is consistent with lattice measurements. However, in dynamical lattice calculations one finds lower pseudo-critical temperatures of $T_c \approx 165$ MeV and $T_\chi \approx 155$ MeV for finite quark masses [37]. In this respect, we should stress that our calculations are not unquenched since we have used the gluon propagator obtained in pure zero temperature Yang–Mills theory. Let us also mention that the pseudo-critical temperatures decrease slightly to $T_c \approx 190$ MeV and $T_\chi \approx 165$ MeV in the limit $g = 0$, i.e. when the coupling of the quarks to the transverse gluons and the UV part of the Coulomb potential are neglected.

Figure 8 shows the quark condensate as function of the temperature and of the angle $\varphi$ of the boundary condition eq. (14). As function of the temperature, the magnitude of the condensate $\langle \bar{\psi}\psi \rangle_\varphi$ is decreasing for the usual fermionic boundary condition ($\varphi = \pi$) and increasing for $\varphi = 0$. Furthermore, the condensate $\langle \bar{\psi}\psi \rangle_\varphi$ is a periodic function of $\varphi$ with period $2\pi$ and becomes independent of the angle $\varphi$ for $T \rightarrow 0$, in agreement with our analytic observation in
FIG. 8: Chiral quark condensate in units of MeV$^3$ as a function of the temperature $T$ and the angle $\varphi$ for a quark-gluon coupling constant of $g = 2.1$ and gauge group $SU(3)$.

FIG. 9: Chiral condensate as a function of the angle $\varphi$ for different values of the temperature and a quark-gluon coupling constant of $g = 2.1$ and gauge group $SU(3)$.

Finally, fig. 9 shows the quark condensate as function of the angle $\varphi$ for several temperatures. These curves represent fixed temperature cuts through fig. 8 and demonstrate the periodic behavior of the quark condensate. The temperature and boundary angle dependence of the quark condensate $\langle \bar{\psi} \psi \rangle$ shown in figs. 8 and 9 is in qualitative agreement with both the lattice data [22] and the results of calculations using Dyson–Schwinger equations [13, 14].

VII. SUMMARY AND CONCLUSIONS

In this paper, we have studied QCD at finite temperature within the variational approach in Coulomb gauge developed in ref. [6] for the Yang–Mills sector and extended in refs. [23–25] to full QCD. The temperature was introduced by compactifying a spatial dimension [27]. In the finite temperature calculations, we have used the zero temperature variational result for the propagators obtained in refs. [6, 25] as input. With these propagators, we have then calculated the chiral and dual quark condensate as function of the temperature and found in both cases a crossover transition. The pseudo-critical temperatures of the chiral and deconfinement crossover transitions were obtained as $T_\chi = 168$ MeV and $T_c = 196$ MeV. These values are somewhat too large compared to the lattice results. The reason may be that: i) We have used the $T = 0$ variational solution instead of the finite temperature one and ii) we have ignored unquenching effects. Remarkably, one finds somewhat better agreement with the lattice result when one neglects the UV part of the non-Abelian Coulomb potential and the direct coupling of the quarks to the transverse gluon field in the vacuum wave functional. However, in that case, the zero temperature chiral quark condensate is much too small. To improve the present calculations we have first to find the variational finite temperature solutions of the quark sector solving the finite temperature gap equation [70]. The unquenching of the gluon propagator has likely a minor effect on the pseudo-critical temperatures while the temperature dependence in the variational solution will certainly have a major effect.
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Appendix A: Momentum representation

Below, we collect the relevant equations of the Hamiltonian approach to QCD in Coulomb gauge in momentum space which are needed for the numerical calculation.

It will be convenient to expand the quark field $\psi$ in terms of the eigenspinors $u, v$ of the free Dirac operator of chiral quarks,

$$h_0(p) = \alpha \cdot p,$$

which satisfy the eigenvalue equations

$$h_0(p) u^s(p) = pu^s(p), \quad h_0(p) v^s(-p) = -pv^s(-p).$$

Here, $s = \pm 1$ is the double of the spin projection and we choose the following normalization for the spinors

$$u^s(p)u^s(-p) = \delta_{st}, \quad v^s(-p)v^s(-p) = \delta_{st}.$$

Furthermore, the spinors satisfy

$$\gamma_0 u^s(p) = sv^s(-p)$$
$$\gamma_0 v^s(-p) = su^s(p)$$

from which we obtain

$$\bar{u}^s(p)u^s(p) \equiv u^s(p)\gamma_0 u^s(p) = 0$$
$$\bar{v}^s(p)v^s(-p) = 0.$$

For the outer product of the spinors:

$$u^s(p)u^s(-p) = \frac{1}{2} p\left(\mathbb{1} + \alpha \cdot \hat{p}\right)$$

holds, while the matrix elements of the free Dirac operator are given by

$$u^s(p)h_0(q)u^s(p) = 2p \cdot q\delta^{st}$$
$$v^s(-p)h_0(q)v^s(-p) = -2p \cdot q\delta^{st}$$

Note that there is no summation over the spin index.
The quark field $\psi$ can be expanded as

$$
\psi^m(x) = \int d^3p \frac{\exp(i(p_x + p_n \hat{e}_3) \cdot x)}{\sqrt{2(p_x^2 + p_n^2)^{\frac{3}{2}}}} (a^{s,m}(p_\perp, p_n) u^*(p_\perp + p_n \hat{e}_3) + b^{s,m\dagger}(-p_\perp, -p_n) v^*(-p_\perp - p_n \hat{e}_3))
$$

(A9)

in terms of the eigenspinors $u, v$ with $a^s$ ($b^s$) denoting the annihilation operator of a (anti-)quark in a state with spin projection $s/2 = \pm 1/2$. From the normalization (A3) of the eigenspinors, we can conclude that the canonical anti-commutation relations of the fermionic fields $\psi$ are fulfilled, if $a, b$ satisfy the relations

$$
\left\{a^{s,m}(p_\perp, p_n), a^{t,n\dagger}(q_\perp, q_m)\right\} = \left\{b^{s,m}(-p_\perp, -p_n), b^{t,n\dagger}(-q_\perp, -q_m)\right\} = \delta^s\delta^m\delta^t\delta^n \delta_{mn}\delta_{st}
$$

(A10)

with all other anti-commutators vanishing. Furthermore, from the expansion (A9) we can easily read-off the positive and negative energy components $\psi_\pm$ of the quark field,

$$
\psi_\pm(x) = \int d^3y \Lambda_\pm(x, y) \psi(y)
$$

(A11)

with the orthogonal projectors

$$
\Lambda_\pm(x, y) = \int d^3p \exp(i(p_\perp + p_n \hat{e}_3) \cdot (x - y)) \Lambda_\pm(p_\perp, p_n), \quad \Lambda_\pm(p_\perp, p_n) = \frac{1}{2} \left( \mathbb{I} \mp \frac{h_0(p_\perp + p_n \hat{e}_3)}{\sqrt{p_\perp^2 + p_n^2}} \right).
$$

(A12)

Therefore, our quark vacuum wave functional (43) acquires the explicit form

$$
|\phi_Q[A]\rangle = \exp \left( -\int d^3p \int d^3q K^{st, mn}(p_\perp, p_n, -q_\perp, -q_m) a^{s,m\dagger}(p_\perp, p_n) b^{t,n\dagger}(-q_\perp, -q_m) \right) |0\rangle
$$

(A13)

in momentum space, where the kernel $K$ is given by

$$
K^{st, mn}(p_\perp, p_n, -q_\perp, -q_m) = \delta^m\delta^s\delta^t\delta^n (p_\perp - q_\perp) \delta_{n,m} S(p_\perp, p_n)
$$

$$
+ \frac{g^{mn}}{2(p_\perp^2 + p_n^2)^{\frac{3}{2}}(q_\perp^2 + q_m^2)^{\frac{3}{2}}} u^*(p_\perp + p_n \hat{e}_3) \left( V(p_\perp, p_n, -q_\perp, -q_m) + \gamma_0 W(p_\perp, p_n, -q_\perp, -q_m) \right)
$$

$$
\times \alpha \cdot A^a(p_\perp - q_\perp, \omega_{n,m}) v^*(-q_\perp - q_m \hat{e}_3).
$$

(A14)

The Fourier transforms of the variational kernels $S, V$ and $W$ are assumed to be real valued scalar functions and defined by

$$
S(x) = \int d^3p \exp(i(p_\perp + p_n \hat{e}_3) \cdot x) S(p_\perp, p_n)
$$

(A15)

$$
V(x, y, z) = \int d^3p \int d^3q \exp(i(p_\perp + p_n \hat{e}_3) \cdot (x - z)) \exp(-i(q_\perp + q_m \hat{e}_3) \cdot (y - z)) V(p_\perp, p_n, -q_\perp, -q_m)
$$

(A16)

$$
W(x, y, z) = \int d^3p \int d^3q \exp(i(p_\perp + p_n \hat{e}_3) \cdot (x - z)) \exp(-i(q_\perp + q_m \hat{e}_3) \cdot (y - z)) W(p_\perp, p_n, -q_\perp, -q_m)
$$

(A17)

where we have taken into account the total momentum conservation. Note that the scalar kernel $S$ is dimensionless while the vector kernels $V$ and $W$ have dimension of inverse momentum. In order to simplify our calculations, we will assume that the vector kernels fulfill the symmetry relations

$$
V(p_\perp, p_n, -q_\perp, -q_m) = V(q_\perp, q_m, -p_\perp, -p_n), \quad W(p_\perp, p_n, -q_\perp, -q_m) = W(q_\perp, q_m, -p_\perp, -p_n)
$$

(A18)

and

$$
V(p_\perp, p_n, -q_\perp, -q_m) = V(-p_\perp, -p_n, q_\perp, q_m), \quad W(p_\perp, p_n, -q_\perp, -q_m) = W(-p_\perp, -p_n, q_\perp, q_m).
$$

(A19)

\[^{13}\text{The variational equations obtained within this assumption allow explicitly for a self-consistent solution.}\]
Appendix B: Variational equations without Poisson resummation

Variation of the energy \[ \frac{50}{50} \] with respect to the vector kernels yields two equations which can be solved immediately for \( V, W \)

\[
V(p_{\perp}, p_n, -q_{\perp} - q_m) = \frac{1 + S(p_{\perp}, p_n)S(q_{\perp}, q_m)}{N^V(p_{\perp}, p_n, q_{\perp}, q_m) + N^V(q_{\perp}, q_m, p_{\perp}, p_n) + \omega \left( |q_{\perp} - q_{\perp} + (p_n - q_m)\hat{e}_3| \right)} S(p_{\perp}, p_n) + S(q_{\perp}, q_m) \tag{B1}
\]

\[
W(p_{\perp}, p_n, -q_{\perp} - q_m) = \frac{1 + S(p_{\perp}, p_n)S(q_{\perp}, q_m)}{N^W(p_{\perp}, p_n, q_{\perp}, q_m) + N^W(q_{\perp}, q_m, p_{\perp}, p_n) + \omega \left( |q_{\perp} - q_{\perp} + (p_n - q_m)\hat{e}_3| \right)} S(p_{\perp}, p_n) + S(q_{\perp}, q_m) \tag{B2}
\]

where we have defined

\[
N^V(p_{\perp}, p_n, q_{\perp}, q_m) = \sqrt{p_{\perp}^2 + p_n^2} P(p_{\perp}, p_n) \left( 1 - S^2(p_{\perp}, p_n) + 2S(p_{\perp}, p_n)S(q_{\perp}, q_m) \right), \tag{B3}
\]

\[
N^W(p_{\perp}, p_n, q_{\perp}, q_m) = \sqrt{p_{\perp}^2 + p_n^2} P(p_{\perp}, p_n) \left( 1 - S^2(p_{\perp}, p_n) - 2S(p_{\perp}, p_n)S(q_{\perp}, q_m) \right), \tag{B4}
\]

\[
P(p_{\perp}, p_n) = \frac{1}{1 + S^2(p_{\perp}, p_n)}. \tag{B5}
\]

For the scalar kernel \( S \), variation of the ground state energy \[ \frac{50}{50} \] yields the following gap equation:

\[
\sqrt{p_{\perp}^2 + p_n^2} S(p_{\perp}, p_n) = I_C(p_{\perp}, p_n) + I_{VV}(p_{\perp}, p_n) + I_{WW}(p_{\perp}, p_n) + I_{VQ}(p_{\perp}, p_n) + I_{WQ}(p_{\perp}, p_n) + I_{VE}(p_{\perp}, p_n) + I_{WE}(p_{\perp}, p_n) \tag{B6}
\]

As in the Poisson-resummed equation \[ \frac{53}{53} \], the r.h.s. contains several loop terms which are given by the contribution of the color Coulomb interaction \( H_C^Q \) [see eq. \[ \frac{12}{12} \]]

\[
I_C(p_{\perp}, p_n) = \frac{C_F}{2} \int d^3q V_C((q_{\perp} - p_{\perp} + (q_m - p_n)\hat{e}_3)|P(q_{\perp}, q_m)
\]

\[
\times \left[ S(q_{\perp}, q_m)(1 - S^2(p_{\perp}, p_n)) - S(p_{\perp}, p_n)(1 - S^2(q_{\perp}, q_m)) \right] \frac{p_{\perp} + p_n\hat{e}_3}{\sqrt{p_{\perp}^2 + p_n^2}} \frac{q_{\perp} + q_m\hat{e}_3}{\sqrt{q_{\perp}^2 + q_m^2}}, \tag{B7}
\]

the contribution of the two-loop parts of the free single particle Dirac Hamiltonian \( H_Q^0 \) [15]

\[
I_{VV}(p_{\perp}, p_n) = -\frac{C_F}{2} g^2 \int d^3q \frac{V^2(q_{\perp}, q_m, -p_{\perp} - p_n)}{\omega((q_{\perp} - p_{\perp} + (q_m - p_n)\hat{e}_3))(q_{\perp} - q_m)\hat{e}_3, -p_{\perp} - p_n\hat{e}_3} P(q_{\perp}, q_m)
\]

\[
\times \left[ \sqrt{q_{\perp}^2 + q_m^2} P(q_{\perp}, q_m) \left( S(q_{\perp}, q_m)(1 - S^2(p_{\perp}, p_n)) - S(p_{\perp}, p_n)(1 - S^2(q_{\perp}, q_m)) \right) \right]
\]

\[
\times \left[ \sqrt{q_{\perp}^2 + q_m^2} P(q_{\perp}, q_m) \left( 1 - 3S^2(p_{\perp}, p_n) \right) - S(p_{\perp}, p_n) \left( 3 - S^2(p_{\perp}, p_n) \right) \right], \tag{B8}
\]

the contribution of the quark-gluon coupling in the single particle Dirac-Hamiltonian \( H_Q^A \) [16]

\[
I_{VQ}(p_{\perp}, p_n) = \frac{C_F}{2} g^2 \int d^3q V(q_{\perp}, q_m, -p_{\perp} - p_n) \left( q_{\perp} + q_m\hat{e}_3, -p_{\perp} - p_n\hat{e}_3 \right) P(q_{\perp}, q_m)
\]

\[
\times \left[ S(q_{\perp}, q_m) - 2S(p_{\perp}, p_n) - S(q_{\perp}, q_m)S^2(p_{\perp}, p_n) \right], \tag{B9}
\]

\[
I_{WQ}(p_{\perp}, p_n) = \frac{C_F}{2} g^2 \int d^3q W(q_{\perp}, q_m, -p_{\perp} - p_n) \left( q_{\perp} + q_m\hat{e}_3, -p_{\perp} - p_n\hat{e}_3 \right) P(q_{\perp}, q_m)
\]

\[
\times \left[ 1 - 2S(q_{\perp}, q_m)S(p_{\perp}, p_n) - S^2(p_{\perp}, p_n) \right] \tag{B10}
\]

\[
I_{WQ}(p_{\perp}, p_n) = \frac{C_F}{2} g^2 \int d^3q W(q_{\perp}, q_m, -p_{\perp} - p_n) \left( q_{\perp} + q_m\hat{e}_3, -p_{\perp} - p_n\hat{e}_3 \right) P(q_{\perp}, q_m)
\]

\[
\times \left[ 1 - 2S(q_{\perp}, q_m)S(p_{\perp}, p_n) - S^2(p_{\perp}, p_n) \right] \tag{B11}
\]
and the contribution of the kinetic energy of the gluons [Eq. (23)]

\[
I_{VE}(p_\perp, p_n) = \frac{C_F}{2} g^2 S(p_\perp, p_n) \int d^3q V^2(q_\perp, q_m, -p_\perp, -p_n) X(q_\perp + q_m \hat{e}_3, -p_\perp - p_n \hat{e}_3) P(q_\perp, q_m),
\]

(B12)

\[
I_{WE}(p_\perp, p_n) = \frac{C_F}{2} g^2 S(p_\perp, p_n) \int d^3q W^2(q_\perp, q_m, -p_\perp, -p_n) Y(q_\perp + q_m \hat{e}_3, -p_\perp - p_n \hat{e}_3) P(q_\perp, q_m).
\]

(B13)

Here we used the definition of \(X\) and \(Y\) given in eq. (58). After Poisson resummation (13) of the above given equations, one arrives at the variational equations given in section IV.C.
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