Vigilance towards the use of artificial intelligence applications for breast cancer screening and early diagnosis
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Abstract: Breast cancer is a real public health problem in Morocco. It is the cause of a significant number of deaths caused by late diagnosis. Mammography plays an essential role in the detection of breast cancer and in the early management of its treatment. Despite the existence of screening programs, there are still high rates of false positives and false negatives. Indeed, women were called back for additional diagnoses based on suspicious results that eventually led to cancer. Artificial intelligence (AI) algorithms represent a promising solution to improve the accuracy of digital mammography offering, on the one hand, the possibility of better cancer detection, and, on the other hand, improved efficiency for radiologists for good decision-making.

In this work, through a review of the literature on the tools used to evaluate the performance of AI systems dedicated to early detection and diagnosis of breast cancer. We set out to answer the following questions: Is the ethics relating to patient data during the development phase of this software is respected? Do these tools take into consideration the specificities of the field? What about the specification, accuracy and limitations of these applications?

At the end, we show through this work recommendations to adapt these evaluation tools of AI applications for breast cancer screening for an optimized and rational consideration of the principle of health vigilance and compliance with the regulatory standards in force governing this field.
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I- Introduction

Breast cancer is the most frequently diagnosed tumor worldwide [1] and represents the first cancer affecting women in Morocco [2] (31.9 per 100,000). It originates in the cells that make up the breast. The cancerous (malignant) tumor is a group of cancerous cells that can invade and destroy nearby tissue. This tumor can also spread to other parts of the body (metastasis).

Breast cells sometimes undergo changes that make their growth pattern or behavior abnormal. These changes can lead to non-cancerous (benign) breast conditions such as atypical hyperplasia and cysts. They can also lead to intraductal papillomas that form in the breast ducts and are usually detectable near the nipple. This type of (benign) breast tumor is a mass that does not spread to the rest of the body (no metastasis) and is usually not life-threatening [3].

A malignant tumor is characterized by a set of events that together result in an abnormal and uncontrolled proliferation of cells.

In this regard, it is worth mentioning that the detection of cancer at an early stage allows for more frequent curative treatment. This helps to increase the chances of a cure. Therefore, AI algorithms have become one of the main tools for medical image analysis. Machine learning techniques are solutions to develop tools to help doctors diagnose, predict the risk of diseases and prevent them before it becomes too late. Deep Learning is an emerging area of machine learning that encompasses a wide range of network architectures designed to perform multiple tasks [4]. Nevertheless, the urgency in which we find ourselves should in no way relegate to the background the notion of health vigilance, including the ethical issues and robustness requirements of the AI systems deployed. Those who develop these systems and those who authorize their use must ensure that they comply with certain principles such as respect for patient rights and privacy, security, transparency and fairness [5].

Construction, validation and performance evaluation of an AI model are among the most important phases when designing this model.
In addition to the algorithm used, the size and quality of the data used are also of great importance to justify the results obtained. Furthermore, the splitting of the data and their use during the training and the validation of the models can have a significant impact on the obtained results.

The dataset is the foundation for such work. Its size, content and how it is used implies the quality of the results and the performance of the model.

It was shown in [6] that a model built from data relating to a given population does not give the same results when used with a different population. Also, the size of data set and the way of its exploitation influence the quality of the results [7, 8].

In the context of computer-aided diagnosis and detection of breast cancer, the most popular and successful algorithms are based on deep learning [9] and focus on convolutional neural networks (CNN) [10].

This paper is part of the performance evaluation of AI algorithms. To do so, we are interested in studying some of the most efficient algorithms from the State of the Art. The objective is to be able to classify breast cancer images into two classes (malignant or benign). For this purpose, two algorithms (CNN+ KNN and CNN+ SVM) based on Deep-Learning [11] have been used in order to simplify the task of radiologists who have to process thousands of images every day by offering them a second opinion.

![Figure 1: Supervised learning block diagram](image)

The objective of the image classification process is to set up an intelligent system capable of assigning a class to each mammographic image. For this, the algorithm is trained using a learning database containing examples of real cases processed and validated. The objective is to find correlations between the input data (explanatory variables) and the output data (variables to be predicted) in order to facilitate the decision-making.

In supervised learning, we distinguish between classification and regression tasks;

- **Classification**: when the target variable (to be predicted) is discrete, $Y \in \{1, \ldots, I\}$. This amounts to assigning a class (or label) to each input. This is the case if we want to predict the trend of a future movement of an asset (high, neutral, low).

- **Regression**: when the target variable to be predicted is continuous, $Y \in \mathbb{R}$. Example: predict the future dollar price of the asset in question.

In order to give a faithful and analytical account of this paper and after a general description of breast cancer and the usefulness of its early detection via AI tools, the rest of the work will be divided as follows: Section II is devoted to the materials and methods adopted for the classification of mammographic CNN, KNN, SVM images and their evaluation. In section III, the obtained results will be presented and analyzed in section IV before concluding.

## II – Materials and methods

### 2.1 Convolutional neural networks (CNN)

CNNs are part of AI. They are the foundation of deep learning and the main basis for medical image classification applications [12].

The first part of a CNN is the convolutional part. It works as a feature extractor for images. An image is passed through a succession of filters, or convolution kernels, creating new images called convolution maps. Finally, the convolution maps are flattened and concatenated into a feature vector, called the CNN code. This CNN code at the output of the convolutional part is then connected to the input of a second part, consisting of fully connected layers (multilayer perceptron). The role of this part is to combine the features of the CNN code to classify the image. The output is a last layer with one neuron per category. The numerical values obtained are usually normalized between 0 and 1, with a sum of 1, to produce a probability distribution over the categories.

**Basic elements of CNN architecture [13]:**

A convolutional neural network architecture is formed by a stack of processing layers:

- The Convolution layer (CONV).
- The Pooling layer (POOL).
- The Correction layer (ReLU).
- The Fully Connected Layer (FC).
- The Loss layer (LOSS).

### 2.2 Support Vector Machines (SVM)

The Support Vector Machine (SVM) [14] method is a family of machine learning algorithms that can be used to solve classification, regression and anomaly detection problems. SVMs are known for their strong theoretical guarantees, their great flexibility as well as their simplicity of use. Depending on the data, the performance of SVMs is of the same order, or even superior, to that of a neural network or a Gaussian mixture model. These classifiers are based on two key ideas, allowing to
deal with non-linear discrimination problems, and to reformulate the classification problem as a quadratic optimization problem. The first key idea is the notion of a maximum margin. The margin is the distance between the separation boundary and the nearest samples. The latter are called support vectors. In SVMs, the separation frontier is chosen as the one that maximizes the margin. The second key idea of SVMs is to transform the representation space of the input data into a higher dimensional space, in which linear separation is likely to exist. Kernel functions are used to transform a scalar product into a high-dimensional space. This technique is known as the kernel trick.

The steps of SVM are:
- Collection of a database;
- Extraction of characteristics;
- Construction of a training database of inputs from these characteristics;
- Classify the inputs;
- We put these outputs in a vector that corresponds to the outputs;
- Construction of the model by the SVM TRAIN command;
- Make a test for signals/images by the SVMCLASSIFY command.

2.3 The k-nearest neighbor method (KNN)

KNN [15] is a pattern recognition algorithm that can be used for both classification and regression. It is one of the nonparametric techniques frequently used in nonlinear financial prediction. This preference is mainly due to two reasons:

First, the algorithmic simplicity of the method compared to other global methods such as neural networks or genetic algorithms.

Second, the KNN method has empirically demonstrated a significant predictive ability.

The idea of the method is to predict the future of a time series by analyzing how it has evolved in a similar situation in the past. Thus, to make a prediction we take the most recent historical data available and we search among these data, the K closest instances also called the K closest vectors.

Deep convolution neural networks are multi-layer architectures designed to extract high-level representations of a given input. They have significantly improved the state of the art in image, video, speech and audio recognition tasks. When trained for supervised classification, CNN layers are ultimately capable of extracting a set of features tailored to the task at hand.

We present a simple and effective technique to account for label noise on deep neural networks. Large amounts of data (required for deep neural networks) usually contain erroneous labels, and the presence of such noise can significantly degrade learning performance.

Feature extraction followed by the application of k-Nearest-Neighbors (kNN) is a deep hybrid learning technique. Some works have also used this strategy, replacing the softmax layer by KNN or by an SVM. They proved that using a CNN plus a KNN [19] or an SVM improves the classification accuracy compared to using the softmax CNN output directly.

The proposed architecture consists of replacing the softmax with a kNN classifier. The CNN and kNN are fully complementary in terms of feature extraction and decision boundaries, in a hybrid system, both algorithms could exploit their potential, and have their drawbacks mitigated by the other. Moreover, CNNs are usually trained with large datasets, and as the training set size approaches.

2.4 The Hybrid Model, CNN+KNN

Our hypothesis is that a hybrid CNN + kNN can outperform in predictive and classification power than a CNN + softmax. To evaluate this, we compare the results of a trained CNN for a classification task with the softmax appris layer of the same CNN, but applying a kNN classifier to the last hidden layer output

a) Direct use of kNN on raw data without any representation learning
b) Using the softmax layer of CNN.
c) Replacing softmax with a kNN classifier.

![Fig 2: Principle of hybrid CNN+KNN](image)

Certain indulgence in "automatic breast cancer detection algorithms" has raised concerns among researchers, who question AI models for several reasons. On the one hand, they are poorly documented and trained on small or low-quality data sets with a high risk of error. The ultimate danger would be that the premature use of AI technologies would increase diagnostic errors and compromise the quality of care.

Overall, no one can deny the importance of these tools, but only if they are used in close collaboration.
with medical staff to better define a framework, ensure that the right questions are answered, and provide real added value.

2.5 Evaluation metrics of a classification algorithm

Performances of a binary classification algorithm are calculated from the results obtained by this procedure:
- Deduct the number of samples belonging to class A (e.g., image containing a benign tumor) correctly recognized.
- Deduct the number of samples belonging to class B (for example, image containing a malignant tumor) correctly recognized (true positives and true negatives).
- Then, the number of samples that were incorrectly assigned to the first or second class (false positive, false negative).

These results are used to calculate the "True positive rate" TPR, "False positive rate" FPR and the confusion matrix presented in Table 1 are deduced.

From these elements, we compute the main metrics to evaluate our algorithm. The evaluation focus and the formula for calculating each of the most commonly used metrics are given in Table 2.

Table 1: Confusion matrix construction

| Classes (Benign) | Classified as positive | Classified as negative | Equation | Confusion matrix |
|------------------|------------------------|------------------------|----------|------------------|
| Class A          | True positive (TP)     | False negative (FN)    | TPR = TP / TP + FP   | [TP FN]           |
| Class B (Malignant) | False positive (FP) | True negative (TN) | FPR = FP / FP + TN | [FP TN]           |

Table 2: Evaluation focus and formulas of the most commonly used metrics

| Measure          | Formulas                                                                 | Evaluation focus                                                                 |
|------------------|--------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| Accuracy         | Accuracy = \( \frac{TP + TN}{TP + FN + FP + TN} \)                       | Global effectiveness of a classifier                                             |
| Precision        | Precision = \( \frac{TP}{TP + FP} \)                                    | Classifier effectiveness with respect to the samples of the positive class       |
| Recall (Sensitivity) | Recall(Sensitivity) = \( \frac{TP}{TP + FN} \)                     | Effectiveness of a classifier to identify positive samples                       |
| Fscore            | Fscore = \( \frac{(\beta^2 + 1)TP}{(\beta^2 + 1)TP + \beta^2FP + FP} \) | Relations between data’s positive samples and those given by a classifier        |
| Specificity      | Specificity = \( \frac{TN}{FP + TN} \)                                 | The efficiency with which a classifier identifies negative labels               |
| AUC              | \( AUC = \frac{1}{2} \left( \frac{TP}{TP + FN} + \frac{TN}{TN + FP} \right) \) | Ability of the classifier to avoid misclassification                           |

III- Results and discussion

Here we present a supervised algorithm for mammographic images classification. We propose a hybrid approach to improve the performance of our algorithm and adapt it to the images of the database used.

In the Hybrid CNN +KNN (K-Nearest Neighbors) classifier proposed, we exploited the features extracted by our CNN model and used these features as inputs for a KNN classifier. The principle of this hybrid model is presented in Fig. 3.

To build our model, we used the Digital Database for Screening Mammography. It consists more than 2500 case studies with nearly 10,000 images including two images of each breast. Some of these images are normal, others contain benign masses and other malignant ones [20]. Each case is accompanied by a detailed description provided by specialists. It is a publicly available dataset that complies with the Data Protection Regulation (GDPR) [21]. The data contained in this database is no longer personal to identified individuals. It has been de-identified or anonymized. Therefore, the medical code of ethics is respected [22].
To implement, train and validate the proposed algorithm, we used Python (with all the necessary libraries) and Google colaboratory.

![Diagram of algorithm implementation](image)

### Fig 3: CNN + KNN implementation

![Loss curve for CNN+KNN model](image)

### Fig. 4: CNN+KNN loss curve.

![Accuracy curve for CNN+KNN model](image)

### Fig 5: CNN+KNN accuracy curve

#### Table 3: Evaluation metrics of proposed algorithm

| precision | recall  | f1-score | support |
|-----------|---------|----------|---------|
| 0         | 0.98    | 0.95     | 0.96    | 55     |
| 1         | 0.94    | 0.98     | 0.96    | 45     |

### As shown in figures 4 and 5 and table 3, the results of the model are very satisfactory. The confusion matrix for the CNN-only model has 24 false positives and 8 false negatives, whereas the confusion matrix for the combined CNN+KNN model has 12 FPs and 4 FNs. The precision obtained is 98%. In the medical context, unlike in the scientific research context, a good classification of samples in the 'Positive' class is much more important than that of the 'Negative' class. Indeed, an error in the classification of samples in the 1st class means a risk of ignoring patients at risk, whereas this is not the case for the classification of samples in the 2nd class. It is therefore important to emphasis the numbers of true positives and false positives in relation to the total numbers of samples in the 'Positive' class. This means that the accuracy of the algorithm should be

![Graph showing main indicators of different CNN Architectures](image)

### Figure 6: Quantitative indicators used to evaluate different CNN Architectures’ performances on the database

For all these models including the one we have proposed, although the results are satisfactory, it should be noted that the training and validation data used to come from the same database. The model test should be done on real-world data and its performance should be verified.
A quick review of the state of the art in this context [9, 13, 24] allows us to conclude that some researchers are only interested in the standard evaluation metrics of the algorithms they propose. They often avoid giving more information about the database used, the evaluation method and the associated risks of error. In terms of ethics and compliance with regulatory standards for the protection of patients' rights, any AI algorithm applied to breast cancer detection/diagnosis must present satisfactory answers to the following questions:

- Does the used dataset comply with the regulatory standards in this area?
- Are the used data appropriate to the target population [23]? And can we use the algorithm in question on any data of the same nature?
- Does the used dataset size used to justify the results reported? And what is the associated error rate?
- What is the error rate associated with the sample segmentation method and the choice of rates used for training and validation?
- What is the cumulative number of positive cases that are likely to be undetected by the algorithm?

### IV- Conclusion

Through this work, we presented and implemented an AI algorithm for breast cancer mammography image classification, followed by the parameters of the main hybrid CNN+KNN model with their evaluation metrics. These metrics are very satisfactory (precision = 98%). Then, we showed that these metrics are not based on real data.

Based on this study and a review of the main algorithms in the literature, we presented the main points of vigilance to adopt in this context.

It should be noted that in addition to the respect of the code of medical ethics relating to the exploitation of patient data, the AI tools must provide real metrics with the margin of error related to the amount of data used and the method of validation. In addition, the precision remains the most important parameter to evaluate such a CAD diagnosis/detection of breast cancer.
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