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ABSTRACT. We present and analyze a fully discrete fractional time stepping-
technique for the solution of the micropolar Navier Stokes equations, which is-
a system of equations that describes the evolution of an incompressible fluid-
whose material particles possess both translational and rotational degrees of-
freedom. The proposed scheme uncouples the computation of the linear and-
angular velocity and the pressure. It is unconditionally stable and delivers-
optimal convergence rates.

1. INTRODUCTION

One of the fundamental assumptions in fluid mechanics is that material-
particles do not possess angular momentum and that there are no distributed-
couples. As a consequence of this we obtain that the stress tensor is symmetric. However,-
this approach is not satisfactory in the case when the orientability of the material-
particles is important for the process of interest. This is the case, for instance, when-
dealing with anisotropic or polarizable fluids and so the conservation of angular-
momentum must be taken explicitly into account to describe the behavior of such-
fluid.

This work is concerned with the development of a fractional time stepping-
technique for the so-called micropolar Navier Stokes equations, which read-

\[
\begin{align*}
\frac{du}{dt} + u \cdot \nabla u - (\nu + \nu_r) \Delta u + \nabla p &= 2\nu_r \nabla \times w + f, \\
\nabla \cdot u &= 0, \\
\frac{dw}{dt} + ju \cdot \nabla w - (c_a + c_d) \Delta w - (c_0 + c_d - c_a) \nabla \nabla \cdot w + 4\nu_r \nabla \times u + g = 2\nu_r \nabla \times u + g,
\end{align*}
\]

where \( u \) is the linear velocity of the fluid, \( p \) the pressure and \( w \) is the angular velocity. All the material constants \( j, \nu, \nu_r, c_a, c_d \) and \( c_0 \) are assumed to be constant, positive and satisfy

\[ c_0 + c_d - c_a > 0. \]

The terms \( f \) and \( g \) represent a smooth, externally applied, force and moment, respectively. The fluid occupies a bounded domain \( \Omega \subset \mathbb{R}^d \) with \( d = 2, 3 \) and a solution to the above problem is sought over the time interval \([0, T]\). We supplement the system (1.1) with initial and boundary conditions for the linear and angular
velocities:

\[
\begin{cases}
  u|_{t=0} = u_0, & u|_{\partial \Omega} = 0, \\
  w|_{t=0} = w_0, & w|_{\partial \Omega} = 0.
\end{cases}
\]  

System (1.1)–(1.2) describes, under certain constitutive assumptions [20, 19], the evolution of an incompressible fluid in which the material particles possess rotational degrees of freedom. The origin of this system can be traced back to [7, 8] and [9, 10, 11], where a general theory of continua with microstructure is developed. The interested reader is also referred to [19] for an analysis of this model. Let us also mention that this system is a component in the so-called Rosensweig model for ferrofluids [23], where the system is coupled to the (stationary) Maxwell equations, and an equation for the so-called magnetization field through the forcing terms \( f \) and \( g \) which depend on the magnetic field and magnetization. An analysis of the Rosensweig model of ferrohydrodynamics can be found in [2, 1]. We finally mention that potential applications of ferrofluids, and thus of the micropolar Navier Stokes equations, are discussed in [20].

Despite the fact that, as mentioned in the previous paragraph, system (1.1) has a great deal of practical applications, to the best of our knowledge only two references deal with its discretization: [21] proposes and analyzes a penalty projection-method and suboptimal error estimates are proved. Reference [20], develops a semi-implicit fully discrete scheme which, at each time step, decoupled the computation of the linear and angular velocities but required the solution of a saddle-point problem for the determination of the linear velocity and pressure. In other words, if we knew \( (u^l, p^l, w^l) \) for all \( l = 0, k \) we found first \( (u^{k+1}, p^{k+1}) \) by taking the angular velocity explicit and solving the corresponding saddle point problem (first two lines of (1.1)). Once the linear velocity \( u^{k+1} \) is known we can solve the convection–diffusion equation (last line in (1.1)) that determines \( w^{k+1} \). The authors of this work show that this method is unconditionally stable and delivers optimal error estimates. Its main bottleneck, however, was the solution of the saddle point problem. In this work we remedy this shortcoming by applying a fractional time stepping technique.

Fractional time stepping techniques date back to the late 1960’s and the work of Chorin [5, 6] and Temam [24, 25] and are among the most popular methods for the solution of the incompressible Navier Stokes equations. A detailed exposition on this techniques can be found in [14]. Simply put these methods are based on a realization of the Helmholtz decomposition of the velocity into a solenoidal field and a gradient. Another, more recent, point of view on fractional time stepping techniques has emerged [16, 17] by which these schemes are understood as a penalization on the divergence in a negative norm. This is the point of view that we shall adopt and, in this sense, our work will be a combination of the techniques and ideas of [20] and [17].

This work is organized as follows. The notation, as well as the particulars of the time and space discretization are described in Section 2. Section 3 presents the scheme that we will be concerned with as well as its stability analysis. On the basis of the stability estimates the error analysis is shown in Section 4 where we obtain optimal error estimates, both in time and space, for the linear and angular velocities, as well as for the pressure. Finally, to illustrate the performance of the method numerical experiments are shown in Section 5.
2. Notation and Preliminaries

We will consider system (1.1)–(1.2) on the finite time interval \([0, T]\) and in an open, connected and bounded domain \(\Omega \subset \mathbb{R}^d\) \((d = 2, 3)\) which, for simplicity, we assume is sufficiently smooth. Moreover we assume that (1.1)–(1.2) has a unique and sufficiently smooth solution, see §4.2 and §4.3 for a precise statement. To simplify notation we will set

\[
\nu_0 = \nu + \nu_r, \quad c_1 = c_a + c_d, \quad c_2 = c_0 + c_d - c_a.
\]

Whenever \(X\) is a normed space, we denote by \(\| \cdot \|_X\) its norm and by \(X'\) its dual. We say that a time dependent function \(\phi : [0, T] \rightarrow X\) is in \(L^p(X)\) whenever the map \((0, T) \ni t \mapsto \|\phi(t)\|_X \in \mathbb{R}\) is integrable. No notational distinction is made for vector valued functions but their spaces will be denoted by bold fonts. We use the standard Sobolev spaces \(W^k_p(\Omega)\) consisting of functions whose distributional derivatives of order up to \(k\) are in \(L^p(\Omega)\). As usual, we set \(H^1(\Omega) = W^1_2(\Omega)\) and \(H^1_0(\Omega)\) as the closure of \(C_0^\infty(\Omega)\) in \(H^1(\Omega)\) which we norm with \(\|v\|_{H^1_0} = \|\nabla v\|_{L^2}\). We denote the space of \(L^2(\Omega)\) functions with vanishing mean value by \(L^2_{\mu = 0}(\Omega)\). The inner product in \(L^2(\Omega)\) is denoted by \(\langle q, r \rangle = \int_\Omega qr\).

In what follows the relation \(A \lesssim B\) means that \(A \leq cB\) for a constant that might depend on the data of the problem and its exact solution, but it does not depend on the discretization parameters nor the solution of the discrete scheme. The value of this constant might change at each occurrence.

2.1. Time Discretization. We discretize the time interval \([0, T]\) by introducing a number of steps \(K \in \mathbb{N}\) so that the time-step is \(\tau = T/K\) and we set \(t_k = k\tau\) for \(k = 0, K\). We denote \(\phi^k := \phi(t_k)\) and \(\phi^\tau = \{\phi^k\}_{k=0}^K\). The time increment operator \(\partial\) is defined by setting

\[
(2.1) \quad \partial \phi^k = \phi^k - \phi^{k-1},
\]

with \(\partial^2 \phi^k = \partial(\partial \phi^k) = \phi^k - 2\phi^{k-1} + \phi^{k-2}\), and we define the discrete norms

\[
(2.2) \quad \|\phi^\tau\|_{\ell^2(\Omega)}^2 = \tau \sum_{k=0}^K \|\phi^k\|_\Omega^2, \quad \|\phi^\tau\|_{\ell^\infty(\Omega)} = \max \{\|\phi^k\|_\Omega : k = 0, \ldots, K\}.
\]

2.2. Space Discretization. We will approximate the solution to (1.1)–(1.2) with Galerkin techniques. We introduce two families of finite dimensional spaces \(\{X_h\}_{h>0}\) and \(\{M_h\}_{h>0}\) so that \(X_h \subset H^1_0(\Omega)\) and \(M_h \subset L^2_{\mu = 0}(\Omega)\). The spaces \(X_h\) will be used to approximate the linear and angular velocity, while the pressure will be approximated in \(M_h\). The pair \((X_h, M_h)\) must be compatible, in the sense that they satisfy the well known LBB condition

\[
(2.3) \quad \|q_h\|_{L^2} \lesssim \sup \left\{ \int_\Omega q_h \nabla \cdot v_h \over\|v_h\|_{H^1_0} : 0 \neq v_h \in X_h \right\}, \quad \forall q_h \in M_h.
\]

In addition, these spaces possess suitable approximation properties, i.e., there is \(m \in \mathbb{N}\) such that for all \(m \in [0, m]\) we have

\[
(2.4) \quad \inf \left\{ \|v - v_h\|_{L^2} + h \|v - v_h\|_{H^1_0} : v_h \in X_h \right\} \lesssim h^{m+1}\|v\|_{H^{m+1}},
\]

for all \(v \in H^{m+1}(\Omega) \cap H^1_0(\Omega)\), and

\[
(2.5) \quad \inf \{\|q - q_h\|_{L^2} : q_h \in M_h\} \lesssim h^m\|q\|_{H^m}, \quad \forall q \in H^m(\Omega) \cap L^2_{\mu = 0}(\Omega).
\]
Finally, we assume that the velocity space satisfies the following inverse inequality
\begin{equation}
\|v_h\|_{L^\infty} \lesssim i(h) \|v_h\|_{H^5}, \quad \forall v_h \in X_h, \quad i(h) = \left\{ \begin{array}{ll}
(1 + |\log(h)|)^{1/2}, & d = 2, \\
h^{-1/2}, & d = 3.
\end{array} \right.
\end{equation}

In the context of finite elements, examples of spaces satisfying these properties can be found in [13, 12].

Following the ideas of [28, 27], for \( t \in (0, T] \), we define the Stokes projection of \((u(t), p(t))\) as the pair \((u_h(t), p_h(t)) \in X_h \times M_h\) such that, for every \((v_h, q_h) \in X_h \times M_h\), satisfies
\begin{equation}
\begin{cases}
\nu_0 \langle \nabla u_h(t), \nabla v_h \rangle + \langle \nabla p_h(t), v_h \rangle = \nu_0 \langle \nabla u(t), \nabla v_h \rangle - \langle p(t), \nabla v_h \rangle, \\
\langle q_h, \nabla u_h(t) \rangle = 0,
\end{cases}
\end{equation}

and the elliptic-like projection of \( w(t) \) as the function \( w_h(t) \in X_h \) that solves
\begin{equation}
c_1 \langle \nabla w_h(t), \nabla z_h \rangle + c_2 \langle \nabla w_h(t), \nabla z_h \rangle + 4 \nu_r \langle w_h(t), z_h \rangle = c_1 \langle \nabla w(t), \nabla z_h \rangle + c_2 \langle \nabla w(t), \nabla z_h \rangle + 4 \nu_r \langle w(t), z_h \rangle, \quad \forall z_h \in X_h.
\end{equation}

We assume that these projectors satisfy:

**Lemma 2.9** (Properties of projectors). Assume that \((u, w, p) \in L^\infty(H^2(\Omega) \cap H_0^1(\Omega))^2 \times L^\infty(H^1(\Omega) \cap L^2(\Omega))\), then the Stokes and elliptic projectors are stable, i.e.,
\[
\|u_h\|_{L^\infty(L^\infty \cap W^1_\infty)} + \|w_h\|_{L^\infty(L^\infty \cap W^1_\infty)} + \|p_h\|_{L^\infty(H^1)} \lesssim 1.
\]

If, in addition, \((u, w, p) \in L^\infty(H^{m+1}(\Omega) \cap H_0^1(\Omega))^2 \times L^\infty(H^m(\Omega) \cap L^2(\Omega))\) then the projectors have the following approximation properties
\[
\|u - u_h\|_{L^\infty(L^2)} + h\|u - u_h\|_{L^2(H^m)} + h\|p - p_h\|_{L^\infty(L^2)} \lesssim h^{m+1},
\]
\[
\|w - w_h\|_{L^\infty(L^2)} + h\|w - w_h\|_{L^2(H^m)} \lesssim h^{m+1}.
\]

Finally, we introduce the discrete trilinear form [26]
\[
b_h(u, v, w) = \langle (u \nabla v), w \rangle + \frac{1}{2} \langle (\nabla u) v, w \rangle, \quad \forall u, v, w \in H^1_0(\Omega),
\]
and recall that it is consistent: \(b_h(u, v, w) = \langle (u \nabla v), w \rangle\) whenever \(\nabla u = 0\) and skew-symmetric, i.e.,
\[
b(u, v, v) = 0, \quad \forall u, v \in H^1_0(\Omega).
\]

The following are well-known bounds for this form:
\begin{equation}
b_h(u_h, v_h, w_h) \lesssim \|u_h\|_{H^1_h} \|v_h\|_{H^1_h} \|w_h\|_{H^1_h},
\end{equation}
\begin{equation}
b_h(u_h, v_h, w_h) \lesssim i(h) \|u_h\|_{L^2} \|v_h\|_{H^1_h} \|w_h\|_{H^1_h},
\end{equation}
for all \(u_h, v_h, w_h \in X_h\).

**Remark 2.12** (\(d = 2\)). There is a slight difference between (1.1) in two and three dimensions. Namely, if \(d = 2\) the field \(w\) is a (pseudo)scalar whereas if \(d = 3\) it is a (pseudo)vector. This inconsistency must be taken into account in the choice of discrete spaces for the angular velocity. In what follows we will develop the scheme and carry out the analysis under the assumption that \(d = 3\). In the two dimensional case the angular velocity must be taken from a discrete (scalar valued) space \(X_h\) and all the analysis presented below follows after minor modifications.
3. Description of the Scheme

Let us now describe the scheme. As mentioned in Section 1 our method will decouple the linear and angular velocities as in [20] and the linear velocity and pressure with a fractional time stepping technique as in [17]. We compute three sequences \( u_h^k, w_h^k \) and \( p_h^k \) which approximate, respectively, the linear and angular velocities and the pressure.

Given the initial data \((u_0, w_0)\) we construct \((u_h^0, w_h^0, p_h^0) \in X_h^2 \times M_h\) that approximate, respectively, the initial linear and angular velocities and pressure. We assume that these approximations satisfy

\[
\|u_0 - u_h^0\|_{L^2} + h\|u_0 - u_h^0\|_{H^1} \lesssim h^{m+1},
\]

\[
\|w_0 - w_h^0\|_{L^2} + h\|w_0 - w_h^0\|_{H^1} \lesssim h^{m+1},
\]

\[
\|p_0 - p_h^0\|_{L^2} \lesssim h^{m+1}.
\]

After initialization, for \( k = 0, K - 1 \), we advance in time in several stages:

- **Pressure extrapolation**: Define

  \[
  p_h^t = \begin{cases} 
  p_h^k, & k = 0, \\
  2p_h^k - p_h^{k-1}, & k > 0.
  \end{cases}
  \]

- **Linear velocity update**: Find \( u_h^{k+1} \in X_h \) that solves

  \[
  \left\langle \frac{\partial u_h^{k+1}}{\tau}, v_h \right\rangle + b_h(u_h^k, u_h^{k+1}, v_h) + \nu_0 \left( \nabla u_h^{k+1}, \nabla v_h \right) + \left( \nabla p_h^{k+1}, v_h \right) = 2\nu_r \left( \nabla \times u_h^k, v_h \right) + \left( f^{k+1}, v_h \right) - \left( \nabla \psi_h^{k+1}, v_h \right), \quad v_h \in X_h
  \]

- **Pressure update**: Find \( p_h^{k+1} \in M_h \) that solves

  \[
  \left\langle \nabla p_h^{k+1}, \nabla r_h \right\rangle = \frac{1}{\tau} \left( u_h^{k+1}, \nabla r_h \right) + \left( \nabla \psi_h^{k+1}, \nabla r_h \right), \quad \forall r_h \in M_h.
  \]

- **Angular velocity update**: Find \( w_h^{k+1} \in X_h \) that solves

  \[
  j \left\langle \frac{\partial w_h^{k+1}}{\tau}, z_h \right\rangle + jb_h(u_h^k, w_h^{k+1}, z_h) + c_1 \left( \nabla w_h^{k+1}, \nabla z_h \right) + c_2 \left( \nabla w_h^{k+1}, \nabla z_h \right)
  \]

  \[
  + 4\nu_r \left( w_h^{k+1}, z_h \right) = 2\nu_r \left( \nabla \times u_h^k, z_h \right) + \left( g^{k+1}, z_h \right), \quad \forall z_h \in X_h.
  \]

**Remark 3.5** (Definition of \( \psi_h^k \)). In equations (3.2) and (3.3) that define our scheme we introduced the variable \( \psi_h^k \). This variable must be set to zero, i.e., \( \psi_h^0 \equiv 0 \). We have included this term to shorten the discussion and analysis, as it will be seen below.

**Remark 3.6** (Initialization). Notice that \( p_0 = p|_{t=0} \) is not part of the initial data of our problem. Under suitable compatibility and smoothness assumptions on the initial data and forcing terms this quantity can be computed by solving a Poisson equation. One can also assume, for instance, that \( k = 0 \) does not correspond to \( t = 0 \) but that a few time steps with a coupled scheme (like the one presented in [20]) have been computed. This will also simplify (3.1). This shortcoming is not particular to our scheme, but rather a recurring feature for fractional time
Let us record the stability properties of this scheme.

**Proposition 3.7 (A priori estimate on the velocities).** Let \((u_h^k, w_h^k, p_h^k) \subset X_h^2 \times M_h\) solve \((3.1) - (3.4)\). Then, the following a priori estimate holds:

\[(3.8) \quad \vartheta \left( \| u_h^{k+1} \|_{L^2}^2 + j \| w_h^{k+1} \|_{L^2}^2 \right) + j \| w_h^{k+1} \|_{L^2}^2
\]
\[+ 2 \tau (\nu \| u_h^{k+1} \|_{H^1_0}^2 + c_1 \| w_h^{k+1} \|_{H^1_0}^2 + c_2 \| \nabla w_h^{k+1} \|_{L^2}^2)
\]
\[+ \tau^2 (\vartheta \| \nabla p_h^{k+1} \|_{L^2}^2 + j \| \nabla p_h^{k+1} \|_{L^2}^2) \leq 2 \tau \left( \langle f^{k+1}, u_h^{k+1} \rangle + \langle g^{k+1}, w_h^{k+1} \rangle - \langle \vartheta \nabla \psi_h^{k+1}, u_h^k \rangle + \tau \left( \nabla \psi_h^{k+1}, \nabla p_h^k \right) \right).
\]

**Proof.** The proof combines the ideas of \cite{20} Proposition 3.1] and \cite{10} Theorem 3.1]. Set \(v_h = 2 \tau u_h^{k+1}\) in \((3.2)\) and \(z_h = 2 \tau w_h^{k+1}\) in \((3.3)\) and add the results. We obtain

\[(3.9) \quad \vartheta \left( \| u_h^{k+1} \|_{L^2}^2 + j \| w_h^{k+1} \|_{L^2}^2 \right) + j \| w_h^{k+1} \|_{L^2}^2
\]
\[+ 2 \tau (\nu \| u_h^{k+1} \|_{H^1_0}^2 + c_1 \| w_h^{k+1} \|_{H^1_0}^2 + c_2 \| \nabla w_h^{k+1} \|_{L^2}^2) + 2 \tau \left( \nabla P_h^{k+1}, u_h^{k+1} \right) \leq
\]
\[2 \tau \left( \langle f^{k+1}, u_h^{k+1} \rangle + \langle g^{k+1}, w_h^{k+1} \rangle - \langle \vartheta \nabla \psi_h^{k+1}, u_h^k \rangle \right),
\]

where we repeated the arguments used in \cite{20} Proposition 3.1. It remains to obtain a bound for the pressure term and to obtain it, we follow \cite{10} Theorem 3.1]. We begin by noticing that \(p_h^k = p_h^{k+1} - \vartheta^2 p_h^{k-1}\) so that, setting \(r_h = 2 \tau^2 p_h^k\) in \((3.3)\) yields

\[(3.10) \quad \tau^2 (\vartheta \| \nabla p_h^{k+1} \|_{L^2}^2 + j \| \nabla p_h^{k+1} \|_{L^2}^2)
\]
\[= 2 \tau \left( \nabla P_h^{k+1}, u_h^{k+1} \right) + 2 \tau \left( \nabla \psi_h^{k+1}, \nabla p_h^{k+1} \right).\]

Apply the operator \(\vartheta\) to \((3.3)\) and set \(r_h = 2 \tau \vartheta^2 p_h^{k+1}\). Using the Cauchy-Schwarz inequality we obtain

\[(3.11) \quad \tau^2 \| \vartheta \| \nabla p_h^{k+1} \|_{L^2}^2 \leq \| u_h^{k+1} \|_{L^2}^2 + \tau^2 \| \nabla \psi_h^{k+1} \|_{L^2}^2 + 2 \tau \left( \vartheta \nabla \psi_h^{k+1}, \nabla p_h^{k+1} \right).\]

Adding \((3.11) - (3.11)\) we obtain the result. \(\square\)

Notice that this is indeed an a priori estimate, since the right hand side of \((3.8)\) depends only on the data of the problem and the solution at previous time steps. When dealing with our scheme, i.e., \(\psi_h^k \equiv 0\), this gives us a stability estimate.

**Corollary 3.12 (Stability).** Let \((u_h^k, w_h^k, p_h^k) \subset X_h^2 \times M_h\) solve \((3.1) - (3.4)\) with \(\psi_h^k \equiv 0\). Then it satisfies the following stability estimate

\[\| u_h^k \|_{L^\infty(L^2)} + \| w_h^k \|_{L^\infty(L^2)} + \| u_h^k \|_{E(\Omega)} + \| w_h^k \|_{E(\Omega)} \lesssim \| f^k \|_{E(\Omega)} + \| g^k \|_{E(\Omega)}.
\]

**Proof.** Set \(\psi_h^k \equiv 0\) in \((3.8)\), use the Cauchy-Schwarz inequality and add over \(k\). \(\square\)

In Corollary 3.12 we did not obtain stability estimates for the pressure. This is so because in \((3.8)\) the terms that involve the pressure are multiplied by a factor \(\tau^2\) and so they do not scale properly, moreover these are of the form \(\| \nabla p_h^{k+1} \|_{L^2}\) which is not the natural norm for the pressure. An estimate for the pressure must
be obtained using the LBB condition (2.3). This is the content of the following result.

**Proposition 3.13** (A priori estimate on the pressure). Assume that \((u_h^k, w_h^k, p_h^k) \subset X_L^2 \times M_h\) solves (3.1)–(3.4). Then we have

\[
\|p_h^k\|_{L^2}^2 \lesssim \frac{1}{\tau} \sum_{k=1}^{K} \|\varphi u_h^k\|_{L^2}^2 + \|w_h^k\|_{(H^1_0)}^2 + \|w_h^k\|_{L^2}^2 + \|f\|_{L^2(W^{-1,H})}^2
\]

\[+ \|\varphi \psi_h^k\|_{L^2}^2 + \tau i(h)^2 \sum_{k=0}^{K-1} \|u_h^k\|_{L^2}^2 \|u_h^{k+1}\|_{H^1_0}^2.
\]

**Proof.** Owing to the LBB condition (2.3) from (3.2) we obtain

\[
\|p_h^k\|_{L^2}^2 \lesssim \frac{1}{\tau} \|\varphi u_h^k\|_{L^2}^2 + \|w_h^k\|_{(H^1_0)}^2 + 2\nu\|w_h^k\|_{L^2}^2 + \|f\|_{H^{-1}}^2 + \|\varphi \psi_h^k\|_{L^2}^2
\]

\[+ \sup \left\{ \frac{b_h(u_h^k, w_h^k)}{\|v_h\|_{H^1_0}} : 0 \neq v_h \in X_h \right\}.
\]

Owing to (2.11), we have

\[
\sup \left\{ \frac{b_h(u_h^k, w_h^{k+1}, v_h)}{\|v_h\|_{H^1_0}} : 0 \neq v_h \in X_h \right\} \lesssim \text{Ai}(h)\|u_h^{k+1}\|_{L^2}\|w_h^{k+1}\|_{H^1_0}.
\]

Insert this estimate on the previous inequality, square it and multiply it by \(\tau\) to obtain

\[
\tau \|p_h^k\|_{L^2}^2 \lesssim \frac{1}{\tau} \|\varphi u_h^k\|_{L^2}^2 + \|w_h^k\|_{(H^1_0)}^2 + \tau \|w_h^{k+1}\|_{L^2}^2 + \tau \|f\|_{H^{-1}}^2 + \tau \|\varphi \psi_h^k\|_{L^2}^2
\]

\[+ \tau (h)^2 \|u_h^k\|_{L^2}^2 \|u_h^{k+1}\|_{H^1_0}^2.
\]

Adding over \(k = 0, K - 1\) we obtain the result. \(\square\)

The conclusion of Proposition 3.13 gives an a priori estimate on the pressure provided

\[
\|\varphi u_h^k\|_{L^2}^2 \lesssim \tau^2
\]

holds. Indeed, in this case the right hand side is bounded. The use of such an estimate, i.e., how to obtain (3.15) shall become clear once we perform the error analysis.

4. Error Estimates

Let us now carry out the error analysis of scheme (3.1)–(3.4). We will do so, as it is accustomed, by identifying the equations that the errors satisfy. As it turns out, these quantities solve (3.1)–(3.4) for properly chosen \(f^*, g^*\) and \(\psi_h^*\). Thus, for the linear and angular velocities, the a priori estimate provided in Proposition 3.7 reduces the analysis to finding suitable estimates for the right hand sides, which are formed by consistency terms. An error estimate on the pressure, however, requires a bound of the form (3.15) which we must first derive. This will require to work with increments of the errors. Once this estimate is obtained, we can apply Proposition 3.13 to conclude.
In order to provide error estimates we will assume that 
\begin{equation}
(4.1) \quad u, w \in W^2_{\infty}(H^1_0(\Omega) \cap H^{m+1}(\Omega)), \quad p \in W^2_{\infty}(L^2_0(\Omega) \cap H^m(\Omega)).
\end{equation}

4.1. Consistency Analysis. Using the projectors defined in (2.2) we introduce 
\[ \eta_h^a = u^r - u_h^a, \quad \eta_h^w = w^r - w_h^w, \quad \eta_h^p = p^r - p_h^p, \]
\[ E_h^a = u_h^a - u_h^a, \quad E_h^w = w_h^w - w_h^w, \quad \varepsilon_h^p = p_h^p - p_h^p. \]
The sequences \( \eta_h^a, \eta_h^w, \) and \( \eta_h^p \) are called the interpolation errors, whereas \( E_h^a, E_h^w, \) and \( \varepsilon_h^p \) are termed the approximation errors. Owing to the properties of projectors stated in Lemma 2.9 to obtain an error estimate it suffices to bound the approximation errors, which is what we concentrate on below.

Take the difference of the first equation in (2.7) and (3.2). Do the same for the second equation in (2.7) and (3.3); and for (2.8) with (3.4). Proceeding this way we obtain that the interpolation errors \( (E_h^a, E_h^w, \varepsilon_h^p) \subset X_h^2 \times M_h \) satisfy (3.1)–(3.3) with
\begin{equation}
\begin{aligned}
\langle f^{k+1}, v_h \rangle &= \left\langle \frac{\partial u_h^{k+1}}{\tau} - [u^k]^{k+1}, v_h \right\rangle + b_h(E_h^a, E_h^{k+1}, v_h) \\
&\quad - b_h(u_h^a, u_h^{k+1}, v_h) - b_h(u^{k+1}, u^{k+1}, v_h) \\
&\quad + 2\nu_t \left\langle \nabla \times (w^{k+1} - w_h^w), v_h \right\rangle,
\end{aligned}
\end{equation}
\begin{equation}
\begin{aligned}
\langle g^{k+1}, z_h \rangle &= \left\langle \frac{\partial w_h^{k+1}}{\tau} - [w^k]^{k+1}, z_h \right\rangle + jb_h(E_h^{k+1}, E_h^{k+1}, z_h) \\
&\quad + jb_h(u_h^{k+1}, u_h^{k+1}, z_h) - jb_h(u^{k+1}, w^{k+1}, z_h) \\
&\quad + 2\nu_t \left\langle \nabla \times (u^{k+1} - u_h^{k+1}), z_h \right\rangle,
\end{aligned}
\end{equation}
\[ \psi_h^k = \partial p_h^k. \]

4.2. Error Estimates on the Velocities. As the analysis in 4.1 shows, the approximation errors solve (3.1)–(3.3) with right hand sides given by (4.2). Consequently, thanks to Proposition 3.7, a bound on these terms will allow us to provide error estimates for the linear and angular velocities.

**Theorem 4.3** (Error estimates on \( u_h^a \) and \( w_h^w \)). The solution to (3.1)–(3.3) satisfies
\[ \| E_h^a \|_{L^2} + \| E_h^w \|_{H^1_0} + \| \varepsilon_h^p \|_{L^2} \lesssim \tau + h^{m+1}. \]

**Proof.** From (3.5) we only need to prove a bound on the consistency terms (4.2).

**Bounds on \( f \):** Owing to the regularity of the Stokes and elliptic-like projectors stated in Lemma 2.9 we readily obtain that
\[ \left\| \frac{\partial u_h^{k+1}}{\tau} - [u^k]^{k+1} \right\|_{L^2} + \| w^{k+1} - w_h^w \|_{L^2} \lesssim \tau + h^{m+1}. \]

In addition, it is rather standard (cf. 15 20 17) to obtain that
\[ b_h(E_h^a, E_h^{k+1}, v_h) - b_h(u_h^a, u_h^{k+1}, v_h) \]
\[ - b_h(u^{k+1}, u^{k+1}, v_h) \lesssim \left( \tau + h^{m+1} + \| E_h^a \|_{H^1_0} \right) \| v_h \|_{H^1_0}. \]
Similarly we obtain
\[ \left\| \frac{\partial w_{h}^{k+1}}{\tau} - [w_{i}]_{k+1} \right\|_{L^{2}} + \left\| u_{h}^{k+1} - u_{h}^{k+1} \right\|_{L^{2}} \lesssim \tau + h^{m+1}. \]

The estimates of [20, Theorem 4.1] yield
\[ b_{h}(E_{h}^{k+1}; E_{h}^{k+1}, v_{h}) - b_{h}(u_{h}^{k+1}, w_{h}^{k+1}, v_{h}) - b_{h}(u_{h}^{k+1}, w_{h}^{k+1}, v_{h}) \lesssim \left( h^{m+1} \left\| E_{h}^{k+1} \right\|_{H_{0}^{1}} + \left\| E_{h}^{k+1} \right\|_{H_{0}^{1}} \right) \left\| v_{h} \right\|_{H_{0}^{1}}. \]

### Bounds on \( \psi \):
Again, thanks to Lemma 2.11
\[ 2\tau \left\langle \nabla \partial \psi_{h}^{k+1}, E_{h}^{k} \right\rangle \leq \frac{\tau}{2} \left\| E_{h}^{k} \right\|_{L^{2}}^{2} + c\tau^{5}. \]

Finally,
\[ 2\tau^{2} \left\langle \nabla \partial \psi_{h}^{k+1}, \nabla \epsilon_{h}^{k} \right\rangle = 2\tau^{2} \left\langle \nabla \partial \psi_{h}^{k+1}, \nabla \epsilon_{h}^{k} \right\rangle + 2\tau^{2} \left\langle \nabla \partial \psi_{h}^{k+1}, \nabla \epsilon_{h}^{k} \right\rangle \]
\[ \lesssim \tau^{3} \left\| \nabla \epsilon_{h}^{k} \right\|_{L^{2}} + \tau \left\| \nabla \partial \psi_{h}^{k+1} \right\|_{L^{2}}^{2} + \tau^{2} + \tau^{2} \left\| \nabla \partial \psi_{h}^{k+1} \right\|_{L^{2}}^{2} + \tau^{2} \left\| \nabla \partial \psi_{h}^{k+1} \right\|_{L^{2}}^{2} \]
\[ + \tau \left\| \nabla \partial \psi_{h}^{k+1} \right\|_{L^{2}} + \tau^{2} \left\| \nabla \partial \psi_{h}^{k+1} \right\|_{L^{2}}^{2} + c\tau^{3}. \]

An application of Grönwall's inequality allows us to conclude. \( \square \)

The ability of \( \tau^{-1} \partial u_{h}^{k+1} \) to approximate the derivative, as well as an instance of (3.16) is given in the following.

**Proposition 4.4** (Estimates on the increments). Assume that there exists \( h_{i} > 0 \) such that for every \( h \in (0, h_{i}] \) we have \( \tau i(h) \lesssim 1 \). Then, for \( h \in (0, h_{i}] \), the solution to (3.1)–(3.4) satisfies
\[ \left\| \partial E_{h}^{k} \right\|_{\ell^{\infty}(L^{2})} + \left\| \partial E_{h}^{k} \right\|_{\ell^{\infty}(L^{2})} \lesssim \tau(\tau + h^{m}). \]

**Proof.** The proof is technical and tedious but rather standard. One proceeds by taking the difference of two consecutive time steps of (3.1)–(3.4) to find the equations that control the increments \( \partial E_{h}^{k+1}, \partial E_{h}^{k+1} \) and \( \partial E_{h}^{k+1} \). They turn out to be, again, of the form (3.1)–(3.4) so that, by Proposition 4.4, one only needs to bound the right hand sides. It turns out that all of them are of the right order. Let us only remark that the restriction on the time step is necessary because one needs to use (2.11) to control expressions containing the trilinear form. The reader is referred to [15, 20] for such a type of estimate. \( \square \)

### 4.3. Error Estimates on the Pressure

The estimate provided in Proposition 4.4 is an analogue of (3.16) and provides the key step in obtaining estimates on the pressure.

**Theorem 4.5** (Error estimates on \( \psi_{h}^{k} \)). Assume that there exists \( h_{i} > 0 \) such that for every \( h \in (0, h_{i}] \) we have \( \tau i(h) \lesssim 1 \). Then, for \( h \in (0, h_{i}] \), the solution to (3.1)–(3.4) satisfies
\[ \left\| \psi_{h}^{k+1} \right\|_{\ell^{\infty}(L^{2})} \lesssim \tau + h^{m}. \]

**Proof.** From Proposition 3.13 it suffices to bound the right hand side of (3.14). From Theorem 4.3 we have
\[ \left\| E_{h}^{k} \right\|_{\ell^{2}(H_{0}^{1})} + \left\| \psi_{h}^{k} \right\|_{\ell^{2}(H_{0}^{1})} + \left\| f \right\|_{\ell^{2}(H_{0}^{1})} + \left\| \partial \psi_{h}^{k} \right\|_{\ell^{2}(L^{2})} \lesssim \tau + h^{m+1}. \]
The assumptions allow us to conclude, using Proposition 4.4, that

\[ \frac{1}{\tau} \sum_{k=1}^{K-1} \| E_h^k \|_{L^2}^2 \lesssim (\tau + h^m)^2. \]

Finally,

\[ \tau i(h)^2 \sum_{k=0}^{K-1} \| E_h^k \|_{L^2}^2 \| E_h^{k+1} \|_{H^1_0}^2 \lesssim \tau i(h)^2 \sum_{k=0}^{K-1} \| E_h^{k+1} \|_{H^1_0}^2 \lesssim \| E_h^T \|_{L^2(\Omega)}^2 \lesssim (\tau + h^{m+1})^2, \]

where we used Theorem 4.3 and the assumption on the relation between \( \tau \) and \( h \).

5. Numerical Experiments

To illustrate the performance of the method we have developed and analyzed in the previous sections here we present a series of numerical experiments. The implementation has been carried out with the help of the deal.II library, [3, 4]. For the discretization of the linear velocity and pressure we use the lowest order Taylor–Hood element \( Q_2/Q_1 \) and for the discretization of the angular velocity we use continuous \( Q_2 \) elements. In this case then \( m = 2 \).

We set \( j = \nu = \nu_r = c_0 = c_a = c_d = 1 \), and solved (1.1)–(1.2) on \( \Omega = (-1,1)^2 \subset \mathbb{R}^2 \) with right hand sides \( f \) and \( g \) chosen so that the exact solution is

\[ u(x, y, t) = \pi \sin(t) \left( \sin^2(\pi x) \sin(2\pi y), -\sin(2\pi x) \sin^2(\pi y) \right)^T, \]
\[ p(x, y, t) = \sin(t) \cos(\pi x) \sin(\pi y), \]
\[ w(x, y, t) = \pi \sin(t) \sin^2(\pi x) \sin^2(\pi y). \]

The space approximation properties of scheme [3.1]–[3.4] are like those of the scheme presented in [20], where numerical experiments also presented. For this reason here we concentrate on the temporal accuracy.

To illustrate the accuracy in time of the developed scheme we consider a mesh consisting of 65536 quadrilateral cells. The dimensions of the discrete spaces are as follows

\[ \dim X_h = 526338, \quad \dim X_h = 263169, \quad \dim M_h = 66049. \]

This way the space discretization error is negligible in comparison with the time discretization error. We set \( T = 10 \) and varied \( \tau \) in the range \( 10^{-3} \leq \tau \leq 10^{-1} \).
Tables 1–3 show the results for the linear velocity, pressure and angular velocity, respectively. As we see, all the errors are of order $O(\tau)$.
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