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Abstract

The shifted boundary method (SBM) is an approximate domain method for boundary value problems, in the broader class of unfitted/embedded/immersed methods. It has proven to be quite efficient in handling problems with complex geometries, ranging from Poisson to Darcy, from Navier-Stokes to elasticity and beyond. The key feature of the SBM is a shift in the location where Dirichlet boundary conditions are applied - from the true to a surrogate boundary - and an appropriate modification (again, a shift) of the value of the boundary conditions, in order to reduce the consistency error. In this paper we provide a sound analysis of the method in smooth and non-smooth domains, highlighting the influence of geometry and distance between exact and surrogate boundaries upon the convergence rate. Without loss of generality, we consider the Poisson problem with Dirichlet boundary conditions as a model and we first detail a procedure to obtain the crucial shifting between the surrogate and the true boundaries. Next, we give a sufficient condition for the well-posedness and stability of the discrete problem. The behavior of the consistency error arising from shifting the boundary conditions is thoroughly analyzed, for smooth boundaries and for boundaries with corners and edges. The convergence rate is proven to be optimal in the energy norm, and is further enhanced in the $L^2$-norm.
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1 Introduction

The shifted boundary method (SBM) is an approximate domain method for boundary value problems, in the broader class of unfitted/embedded/immersed methods (see, e.g., [26, 3, 5, 14, 15, 27, 7, 6, 16, 8, 25]).

In the SBM, the location where boundary conditions are applied is shifted from the true boundary to an approximate (surrogate) boundary, and, at the same time, modified (shifted) boundary conditions are applied in order to avoid a reduction of the convergence rates of the overall formulation. In fact, if the boundary conditions associated to the true domain are not appropriately modified on the surrogate domain, only first-order convergence is to be expected. The appropriate (modified) boundary conditions are then applied weakly, using a Nitsche strategy. This process yields a method which is simple, robust, accurate and efficient.
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The SBM was proposed for the Poisson and Stokes flow problems in [20] and was generalized in [21] to the advection-diffusion and Navier-Stokes equations and in [28] to hyperbolic conservation laws. An extension of the SBM in conjunction with high-order gradient approximations was presented in [24], and the benefits of its application in the context of reduced order modeling was analyzed in [17, 18, 19]. Further rigorous mathematical analysis was pursued in [1, 2] for the Stokes and Darcy flow equations.

From a mathematical perspective, the SBM can be related to the boundary approximation method proposed by Bramble, Dupont, and Thomée [4], although the original SBM works aimed at different, more general directions, as highlighted in the present paper. The purpose of this paper is to provide a sound mathematical analysis of the SBM in rather general domains in two or three dimensions. We develop a stability, consistency and convergence analysis for a model Dirichlet problem for the Poisson equation. The domain may have a smooth boundary, or may be a polygon in two dimensions or a polyhedron in three dimensions, possibly with curved edges/faces; no convexity assumption is made. Thus, the exact solution may not exhibit full elliptic regularity, due to the presence of corners and edges. This impacts on the accuracy of the shifted boundary conditions to be applied on the surrogate boundary, since these are obtained by performing a truncated Taylor expansion therein. The consistency of the SBM discretization, and ultimately its convergence properties, depend on the behavior of the remainder in such expansion, which is thoroughly investigated in the present article. We analyze the separate instances when the surrogate boundary is either near a smooth portion of the true boundary or near one of its corners or edges. For each case we evaluate the rate of decay of the remainder of the Taylor expansion.

Starting from an admissible, shape-regular triangulation that may not fit and may extend beyond the physical boundary, the surrogate domain is formed by the portion of such triangulation that is contained inside the physical domain. In particular, classical conforming, piecewise-affine finite elements are used in the surrogate domain. We pose an asymptotic condition on how the surrogate boundary approaches the true boundary, which essentially requires that the distance between the surrogate and the exact boundaries tends to zero slightly faster that the meshsize (say, at least proportionally to \(h^{1+\zeta}\) for some arbitrarily small \(\zeta > 0\), if \(h\) is the meshsize). This is a mild condition, with no real impact on the choice of the triangulations to be used in practice, yet it allows us to establish the well-posedness of the SBM-based Galerkin discretization, as well as its numerical stability. (A similar assumption was already made in [1], although the main focus therein was on the classical case of quadratic distance from a smooth boundary, i.e., \(\zeta = 1\) in our notation.) Together with the consistency results discussed above, this approach allows us to prove convergence of the discretization in a suitable ‘energy’ norm with optimal rate, then in the \(L^2\)-norm via a duality argument. Our analysis highlights how the rate of decay of the error depends on the shape of the exact boundary, due to the possible presence of singularities in the exact solution therein.

It is worth mentioning that while we use the simplest model of Poisson’s equation, the mathematical framework and the analysis described here can easily be extended to handle more complex models, such Darcy’s, or Stokes’, or elasticity equations.

This article is organized as follows: Section 2 introduces the Shifted Boundary Method for our model problem, describing in particular how the exact boundary condition is mapped to the surrogate boundary. The coercivity and continuity properties of the SBM variational form are established in Section 3. The key Section 4 analyzes the behavior of the Taylor remainder on the surrogate boundary. The consistency and convergence properties of our method are discussed in Section 5 based on Strang’s Second Lemma, whereas an enhanced error estimate in the \(L^2\)-norm is obtained in Section 6 via an Aubin-Nitsche argument. Finally, a representative numerical test is given in Sect. 7.

## 2 The Shifted Boundary Method

Let \(\Omega\) be a bounded and connected open region in \(\mathbb{R}^n\) (\(n = 2\) or 3), with Lipschitz boundary \(\Gamma = \partial\Omega\); let \(\Gamma\) be formed by \(C^2\) curves (in two dimensions) or surfaces (in three dimensions), which intersect at a finite number of vertices (in two dimensions) or edges (in three dimensions), and let \(\mathbf{n}\) denote the
outward-oriented unit normal vector to \( \Gamma \). We assume that the physical problem of interest has been adimensionalized in such a way that \( \text{diam}(\Omega) \simeq 1 \).

We aim at numerically solving the Dirichlet boundary value problem for the Poisson equation

\[
-\Delta u = f \quad \text{in} \quad \Omega, \\
u = g \quad \text{on} \quad \Gamma,
\]

where the data \( f \in L^2(\Omega) \) and \( g \in H^{1/2}(\Gamma) \) satisfy additional regularity assumptions that will be made precise later on. In view of the application of the finite element method, we consider a closed domain \( \mathcal{D} \) such that \( \text{clos}(\Omega) \subseteq \mathcal{D} \) and we introduce a family \( \mathcal{T}_h \) of admissible and shape-regular triangulations of \( \mathcal{D} \). Then, we restrict each triangulation by selecting those elements that are contained in \( \text{clos}(\Omega) \), i.e., we form

\[
\tilde{T}_h := \{ T \in \mathcal{T}_h : T \subset \text{clos}(\Omega) \}.
\]

This identifies the surrogate domain

\[
\tilde{\Omega}_h := \text{int}( \bigcup_{T \in \tilde{T}_h} T ) \subseteq \Omega,
\]

with surrogate boundary \( \tilde{\Gamma}_h := \partial \tilde{\Omega}_h \) and outward-oriented unit normal vector \( \tilde{n} \) to \( \tilde{\Gamma}_h \). Obviously, \( \tilde{\mathcal{T}_h} \) is an admissible and shape-regular triangulation of \( \Omega_h \) (see Figure 1). As usual, we indicate by \( h_T \) the diameter of an element \( T \in \tilde{\mathcal{T}_h} \) and by \( h \) the piecewise constant function in \( \tilde{\Omega}_h \) such that \( h_T = h_T \) for all \( T \in \tilde{\mathcal{T}_h} \). We want to discretize Problem (2.1) in \( \tilde{\Omega}_h \) rather than in \( \Omega \). If by magic we knew the value of the exact solution \( u \) on \( \tilde{\Gamma}_h \), say \( u|_{\tilde{\Gamma}_h} = \tilde{g} \), we could consider the problem

\[
-\Delta u = f \quad \text{in} \quad \tilde{\Omega}_h, \\
u = \tilde{g} \quad \text{on} \quad \tilde{\Gamma}_h,
\]

and discretize it by a Galerkin method using finite element trial and test functions on the triangulation \( \tilde{\mathcal{T}_h} \). In particular, we could consider Nitsche’s approach [23], which gains in flexibility by enforcing the boundary conditions in a weak manner by penalization. It is based on the following equivalent formulation of Problem (2.2)

\[
(\nabla u, \nabla v)_{0,\Omega_h} - (\partial_h u, v)_{0,\Gamma_h} - (f, v)_{0,\Omega_h} - (u - \tilde{g}, \partial_h v)_{0,\Gamma_h} + \gamma(h^{-1}(u - \tilde{g}), v)_{0,\Gamma_h} = 0,
\]

Figure 1: The true domain \( \Omega \), the surrogate domain \( \tilde{\Omega}_h \subset \Omega \) and their boundaries \( \tilde{\Gamma}_h \) and \( \Gamma \).
which hold for any sufficiently smooth test function \( v \) in \( \hat{\Omega}_h \); here, \( \partial_h = \mathbf{n} \cdot \nabla \) denotes a normal derivative to \( \hat{\Gamma}_h \), whereas \( \gamma > 0 \) is the (for the moment, arbitrary) penalization parameter. Introducing the finite dimensional subspace of \( H^1(\hat{\Omega}_h) \) made of continuous, piecewise affine functions on the triangulation \( \mathcal{T}_h \),

\[
V_h = V_h(\hat{\Omega}_h; \mathcal{T}_h) := \{ v \in H^1(\hat{\Omega}_h) : v|_T \in \mathbb{P}_1(T), \forall T \in \mathcal{T}_h \}, \tag{2.4}
\]

we could consider the following Galerkin discretization of Problem (2.2):

Find \( \tilde{u}_h \in V_h \) such that \( \forall v_h \in V_h \)

\[
(\nabla \tilde{u}_h, \nabla v_h)_{0,\hat{\Omega}_h} - (\partial_h \tilde{u}_h, v_h)_{0,\hat{\Gamma}_h} - (\partial_h v_h)_{0,\hat{\Gamma}_h} + \gamma (h^{-1} \tilde{u}_h, v_h)_{0,\hat{\Gamma}_h} = (f, v_h)_{0,\hat{\Omega}_h} - (\tilde{g}, \partial_h v_h)_{0,\hat{\Gamma}_h} + \gamma (h^{-1} \tilde{g}, v_h)_{0,\hat{\Gamma}_h}. \tag{2.5}
\]

To make this scheme practically feasible, we need a consistent approximation of \( \tilde{g} \). To obtain it, let us select a mapping

\[
M_h : \hat{\Gamma}_h \rightarrow \Gamma, \quad \hat{x} \mapsto x, \tag{2.6}
\]

which associates to any point \( \hat{x} \) on the surrogate boundary a point \( x = M_h(\hat{x}) \) on the true boundary. For example, \( x \) can be chosen as the closest point to \( \hat{x} \) on \( \Gamma \). We postpone to Sect. 2.1 the precise definition of a mapping \( M_h \) that works in practice. The mapping \( M_h \) can be characterized through a distance vector function \( dM_h \), defined by

\[
dM_h(\hat{x}) := x - \hat{x} = |M_h - I|(\hat{x}). \tag{2.7}
\]

For the sake of simplicity, we will actually set \( d = dM_h \), so that we will write \( x = \hat{x} + d(\hat{x}) \). It will be useful to write \( d = |d| \nu \), where \( \nu \) is a unit vector defined on \( \hat{\Gamma}_h \). Note that \( \nu(\hat{x}) \) may differ from both \( \mathbf{n}(\hat{x}) \) and \( n(M_h(\hat{x})) \) (where \( n \) denotes the normal to the exact boundary \( \Gamma \)).

Assuming that \( u \) is sufficiently smooth in the strip between \( \hat{\Gamma}_h \) and \( \Gamma \), so to admit a first-order Taylor expansion pointwise, we can write

\[
g(x) = u(x) = u(\hat{x} + d(\hat{x})) = u(\hat{x}) + (\nabla u \cdot d)(\hat{x}) + (R(u, d))(\hat{x}),
\]

where the remainder \( R(u, d) \) satisfies \( |R(u, d)| = o(|d|) \) as \( |d| \rightarrow 0 \). Equivalently, we can write

\[
u(\hat{x}) = g(M_h(\hat{x})) - (\nabla u \cdot d)(\hat{x}) - (R(u, d))(\hat{x}).
\]

For the sake of simplicity, let us introduce the function on \( \hat{\Gamma}_h \)

\[
\tilde{g}(\hat{x}) := g(M_h(\hat{x})); \tag{2.8}
\]

then, we see that the trace \( \tilde{g} \) of \( u \) on \( \hat{\Gamma}_h \) satisfies

\[
\tilde{g} = \tilde{g} - \nabla u \cdot d - R(u, d). \tag{2.9}
\]

In conclusion, on \( \hat{\Gamma}_h \) it holds

\[
0 = u - \tilde{g} = u + \nabla u \cdot d - \tilde{g} + R(u, d) = S_h u - \tilde{g} + R_h u, \tag{2.10}
\]

where we have introduced the boundary operator on \( \hat{\Gamma}_h \)

\[
S_h v := v + \nabla v \cdot d, \tag{2.11}
\]

and \( R_h u \) is a short-hand notation for the Taylor remainder \( R(u, d) \). Neglecting the higher-order term (with respect to \( |d| \)) in (2.10) and recalling (2.3), we deduce that the exact solution \( u \) satisfies the approximate equations

\[
(\nabla u, \nabla v)_{0,\hat{\Omega}_h} - (\partial_h u, v)_{0,\hat{\Gamma}_h} - (f, v)_{0,\hat{\Omega}_h} - (S_h u - \tilde{g}, \partial_h v)_{0,\hat{\Gamma}_h} + \gamma (h^{-1}(S_h u - \tilde{g}), S_h v)_{0,\hat{\Gamma}_h} \approx 0, \tag{2.12}
\]
for any sufficiently smooth test function $v$ in $\tilde{\Omega}_h$. Note that in the last inner product we have replaced $v$ by $S_h v$ in order to obtain a symmetric stabilization term; on the other hand, unlike (2.3), the left-hand side of (2.12) is no longer symmetric in $u$ and $v$.

Based on these approximate equations, we are led to introduce the following Galerkin discretization of Problem (2.2):

Find $u_h \in V_h$ such that $\forall v_h \in V_h$

$$
(\nabla u_h, \nabla v_h)_{0,\tilde{\Omega}_h} - (\partial_n u_h, v_h)_{0,\tilde{\Gamma}_h} - (S_h u_h, \partial_n v_h)_{0,\tilde{\Gamma}_h} + \gamma (h^{-1} S_h u_h, S_h v_h)_{0,\tilde{\Gamma}_h} = (f, v_h)_{0,\Omega_h} - (g, \partial_n v_h)_{0,\tilde{\Gamma}_h} + \gamma (h^{-1} g, S_h v_h)_{0,\tilde{\Gamma}_h}.
$$

(2.13)

In view of the subsequent analysis, it is convenient to introduce the bilinear form

$$
a_h(w, v) := (\nabla w, \nabla v)_{0,\tilde{\Omega}_h} - (\partial_n w, v)_{0,\tilde{\Gamma}_h} - (S_h w, \partial_n v)_{0,\tilde{\Gamma}_h} + \gamma (h^{-1} S_h w, S_h v)_{0,\tilde{\Gamma}_h},
$$

(2.14)

and the linear form

$$
\ell_h(v) := (f, v)_{0,\tilde{\Omega}_h} - (g, \partial_n v)_{0,\tilde{\Gamma}_h} + \gamma (h^{-1} g, S_h v)_{0,\tilde{\Gamma}_h},
$$

(2.15)

so that the proposed SBM discretization can be written in compact form as follows:

Find $u_h \in V_h$ such that $a_h(u_h, v_h) = \ell_h(v_h)$ $\forall v_h \in V_h$.

(2.16)

Note that the form $a_h$ is well defined for all functions in $H^1(\tilde{\Omega}_h)$ whose gradient admits a trace in $L^2(\tilde{\Gamma}_h)$. This aspect will be further investigated in Sect. 3.

**Remark 1.** The SBM (2.13) is similar to the method proposed in [4] for linear elements. Therein, the shift operator $S_h$ acts invariably in the direction of $\mathbf{n}$ (i.e., only the choice $\mathbf{v} = \mathbf{n}$ is considered). See also [12] for a recent alternative approach.

### 2.1 A possible definition of the mapping $M_h$

Let us assume that the boundary $\Gamma$ of the original domain $\Omega$ is partitioned into $M$ subsets $\Gamma_m$, $m = 1, \ldots, M$, hereafter termed sidesets, with the following properties:

1. Each $\Gamma_m$ is relatively closed in $\Gamma$, and satisfies $\cup_m \Gamma_m = \Gamma$, $\text{int} \Gamma_m \cap \text{int} \Gamma_n = \emptyset$ for $m \neq n$.

2. Each $\Gamma_m$ is “smooth”, in the sense that the normal unit vector $\mathbf{n}_m$ (pointing outward) exists at each $x \in \Gamma_m$ and varies in a continuous manner.

3. The assigned Dirichlet data $g$ is a smooth function on each $\Gamma_m$.

We aim at associating a unique sideset to each edge (in two dimensions) or face (in three dimensions) of the triangulation $\tilde{\mathcal{T}}_h$ that is sitting on the surrogate boundary $\tilde{\Gamma}_h$; all the boundary information needed to define the transported Dirichlet data $\tilde{g}$ on the edge/face will be drawn from the associated sideset.

Consider the case of an edge (in two dimensions) $E \subset \tilde{\Gamma}_h$ (the three-dimensional case can be handled similarly) with $\tilde{n}$ as its unit normal vector. Let $\tilde{x}_a$, $\tilde{x}_b$ be the endpoints of $E$ and $x_a$, $x_b$ be their respective closest-point projections upon $\Gamma$. Finally, let $L$ be the set of sidesets that $x_a$ and $x_b$ belong to. To associate a unique sideset $\Gamma_{m(E)}$ to $E$, the following cases arise:

- **Case 1:** If $x_a$ and $x_b$ belong to the same unique sideset, say $\Gamma_1$, then the set $L$ will have a single, element, namely $\Gamma_1$, and thus $E$ is associated with it (Figure 2a).
• Case 2: If \( x_a \) and \( x_b \) belong to different, unique sidesets, say \( \Gamma_1 \) and \( \Gamma_2 \) respectively, then the set \( L \) will consist of \( \Gamma_1 \) and \( \Gamma_2 \) (Figure 2b). In such a case, we associate \( \bar{E} \) with the sideset \( \Gamma_m \) in \( L \) such that

\[
\Gamma_m = \arg \max_{\Gamma_s \in L} f(\Gamma_s) \tag{2.17}
\]

where \( f(\Gamma_s) = \sum_{i=a,b} \hat{n} \cdot n_i(x_i) \).

• Case 3: If \( x_a \) (or \( x_b \)) belongs to the intersection of two sidesets, say \( \Gamma_1 \) and \( \Gamma_2 \), then both such sidesets are added to set \( L \). At this point, we refer to Case 2 for associating \( \bar{E} \) with a sideset (Figure 2c).

At last, we define the mapping \( M_h \) on \( \bar{E} \) by setting

\[
M_h(\bar{x}) := \text{the closest-point projection of } \bar{x} \text{ upon } \Gamma_m(\bar{E}), \quad \forall \bar{x} \in \bar{E}. \tag{2.18}
\]

**Remark 2.**

i) According to the given definition, \( M_h \) may be multi-valued at the intersection of two edges. However, this has no effect at all since \( M_h \) appears in the boundary integrals in (2.13), which are computed edge-wise.

ii) If \( M_h(\bar{x}) \) falls in the interior of a sideset \( \Gamma_m \) and coincides with the closest-point projection of \( \bar{x} \) upon the whole \( \Gamma \), then the vector \( d \) introduced in (2.7) is aligned with \( n_m \) (Figure 3a). Otherwise, it may not be aligned (Figure 3b).

### 3 Coercivity and continuity analysis

As a first result, we establish coercivity and continuity properties of the bilinear form \( a_h \). To this end, we make the following assumption, all the subsequent analysis will rely on.

**Assumption 1.** There exist constants \( c_d > 0 \) and \( \zeta > 0 \) such that

\[
||d(\bar{x})|| \leq c_d h_T^{1+\zeta}, \quad \forall \bar{x} \in T \cap \Gamma_h, \quad \forall T \in \mathcal{T}_h. \tag{3.1}
\]

This condition requires the distance \( ||d|| \) between \( \Gamma_h \) and \( \Gamma \) to go to zero slightly faster than the local meshsize. It can be realized in practice by slightly shifting the nodes on \( \Gamma_h \) towards \( \Gamma \) while refining the grid.

We introduce the following mesh parameters

\[
h_\Gamma := \max_{T \in \mathcal{T}_h : T \cap \Gamma_h \neq \emptyset} h_T, \quad h_\Omega := \max_{T \in \mathcal{T}_h} h_T. \tag{3.2}
\]

The following well-known scaled trace inequalities in shape-regular triangulations will be used in different forms throughout the paper.

**Property 1.** There exists a constant \( C_I > 0 \) independent of the meshsize such that for any \( T \in \mathcal{T}_h \) and any edge/face \( E \subset \partial T \) it holds

\[
\|h_T^{1/2} \nabla w\|_{0,E}^2 \leq C_I \|\nabla w\|_{0,T}^2, \quad \forall w \in P_1(T). \tag{3.3}
\]

This immediately gives

\[
\|h^{1/2} \nabla w\|_{0,\Gamma_h}^2 \leq C_I \|\nabla w\|_{0,\Gamma_h}^2, \quad \forall w \in V_h. \tag{3.4}
\]

We exploit Assumption 1 to prove the uniform coercivity of the form \( a_h \) for sufficiently refined grids; see [4, Lemma 6] for a similar result.
(a) Case 1.

(b) Case 2.

(c) Case 3.

Figure 2: Cases involved in the strategy for assigning a sideset to the surrogate edge $\tilde{E}$.

(a) Distance vector $d$ aligned with $n_1$.

(b) Distance vector $d$ not aligned with either $n_1$ or $n_2$.

Figure 3: The distance vector $d$ and the normal vector $n$ to $\Gamma$
Proposition 1. Assume that the Nitsche penalization parameter $\gamma$ satisfies $\gamma > 2C_I$, and the mesh parameter $h_T$ satisfies $h_T^2 \leq \frac{1}{4\varepsilon C_I}$. Then, there exists a constant $\alpha > 0$ independent of the meshsize, such that

$$a_h(v_h, v_h) \geq \alpha \|v_h\|^2_0, \quad \forall v_h \in V_h,$$

where

$$\|v\|^2_0 := \|\nabla v\|^2_{0,\Omega} + \|h^{-1/2}S_h v\|^2_{0,\bar{\Gamma}_h}. \quad (3.5)$$

Proof. One has

$$a_h(v_h, v_h) = \|\nabla v_h\|^2_{0,\Omega} - 2(S_h v_h, \partial_h v_h)_{0,\bar{\Gamma}_h} + (\nabla v_h \cdot d, \partial_h v_h)_{0,\bar{\Gamma}_h} + \gamma \|h^{-1/2}S_h v_h\|^2_{0,\bar{\Gamma}_h},$$

where we have used $d = \|d\| \nu$. Recalling (3.1) and applying (3.4), we get

$$a_h(v_h, v_h) \geq \|\nabla v_h\|^2_{0,\Omega} - 2C_I^{1/2}\|h^{-1/2}S_h v_h\|_{0,\bar{\Gamma}_h} \|\nabla v_h\|_{0,\Omega}$$

$$- c_d C_I h_T^2 \|\nabla v_h\|^2_{0,\bar{\Gamma}_h} + \gamma \|h^{-1/2}S_h v_h\|^2_{0,\bar{\Gamma}_h},$$

whence, by Young inequality,

$$a_h(v_h, v_h) \geq \left(1 - \epsilon C_I - c_d C_I h_T^2\right) \|\nabla v_h\|^2_{0,\bar{\Gamma}_h} + (\gamma - \frac{1}{2\epsilon}) \|h^{-1/2}S_h v_h\|^2_{0,\bar{\Gamma}_h}. \quad (3.6)$$

Choosing $\epsilon = \frac{1}{2C_I}$, we obtain the result with $\alpha = \min \left(\frac{1}{2}, \gamma - 2C_I\right). \quad \square$

A first consequence of Proposition 1 is the well-posedness and numerical stability of the SBM discretization (2.13) with respect to the norm $\|u_h\|_a$, which uniformly dominates the $H^1$-norm of $u_h$ (see Remark 3 below).

We now turn to discuss the continuity of the form $a_h$. In view of the convergence analysis, we consider $a_h$ as defined on a product space $V(\Omega; \mathcal{T}_h) \times V(\Omega; \mathcal{T}_h)$, where $V(\Omega; \mathcal{T}_h)$ is an infinite-dimensional subspace of $H^1(\Omega)$, depending upon the triangulation $\mathcal{T}_h$ and containing $V_h$, made of functions for which the trace of the gradient on $\gamma$ is well-defined and controlled in $L^2(\gamma)$. For instance, $V(\Omega; \mathcal{T}_h)$ could be the space of functions with (broken) $H^2$-regularity in $\Omega_h$. However, since the solution $u$ of our Poisson problem may exhibit singularities at the boundary $\Gamma$ due to the presence of corners or edges, we choose a space of weaker regularity, that we are going to define.

Let us introduce a 'reference' element $\hat{T}$ for all our triangulations; as usual, we assume that $\hat{T}$ has unitary diameter. Let $\hat{E} \subset \partial \hat{T}$ any edge/face of $T$. Let $s, p$ be real numbers satisfying $0 < s \leq 1$ and $1 \leq p < \infty$. Then, if $t = s - \frac{1}{p}$ satisfies $t > 0$, the trace theorem (see e.g. [13]) guarantees that the trace operator $\tau_{\hat{E}} = v|_{\hat{E}}$ maps $W^{s,p}(\hat{T})$ on $W^{t,p}(\hat{E})$ continuously. On the other hand, the Sobolev imbedding theorem guarantees that $W^{t,p}(\hat{E}) \subseteq L^2(\hat{E})$ with continuous inclusion, provided $s \geq \frac{5}{2} - \frac{n-1}{p}$; this condition holds true if $s > \frac{1}{p}$ with $p \geq 2$. Thus, $v|_{\hat{E}} \in L^2(\hat{E})$ if $v \in W^{s,p}(\hat{T})$, and the bound

$$\|v\|^2_{0,\hat{E}} \leq \hat{C} \left(\|v\|^2_{0,\hat{T}} + |v|^2_{s,p,\hat{T}}\right),$$

holds with a constant $\hat{C} > 0$ independent of $v$. Here, $|v|_{s,p,\hat{T}}$ denotes the fractional seminorm

$$\left(\int_{\hat{T}} \left|\frac{\partial v}{\partial x} - \frac{\partial \hat{v}}{\partial x}\right|^p \, dx \, dy\right)^{1/p}$$

when $s < 1$, or the $L^p$-norm of $\nabla v$ when $s = 1$. Next, consider an element $T \in \mathcal{T}_h$ with edge/face $E$: a scaling argument yields after a simple computation the existence of a constant $C > 0$ independent of $h$ such that

$$\|h_T^{1/2} v\|^2_{0,E} \leq C \left(\|v\|^2_{0,T} + h_T^{2s+(1-2/p)n} |v|^2_{s,p,T}\right), \quad \forall v \in W^{s,p}(T). \quad (3.7)$$
We apply such bound to each component of the gradient of a function, yielding the existence of a constant, still denoted \( C_I \) as in (3.3), such that for all \( w \in H^1(T) \) with \( \nabla w \in W^{s,p}(T) \) it holds
\[
\|h_T^{1/2}\nabla w\|_{0,T}^2 \leq C_I \left( \|\nabla w\|_{0,T}^2 + h_T^{2s+(1-2/p)n} |\nabla w|^2_{s,p,T} \right),
\]
(3.8)
(Note indeed that this inequality reduces to (3.3) when \( w \in \mathcal{P}_1(T). \) ) Thereby, considering the strip of elements in \( \hat{\mathcal{T}}_h \) with at least one edge/face on \( \Gamma_h \), i.e., the subset
\[
\hat{\Omega}_h^b := \{ T \in \hat{\mathcal{T}}_h^b \} \quad \text{where} \quad \hat{\mathcal{T}}_h^b := \{ T \in \hat{\mathcal{T}}_h : \text{meas}(\partial T \cap \hat{\Gamma}_h) > 0 \},
\]
we are led to the following definition of the space \( V(\hat{\Omega}_h; \hat{\mathcal{T}}_h) \).

**Definition 1.** Let \( s, p \) be real numbers satisfying \( 0 < s \leq 1 \) and \( 2 \leq p \leq \infty \) with \( s > \frac{1}{p} \). Then, set
\[
V(\hat{\Omega}_h; \hat{\mathcal{T}}_h) = V(\hat{\Omega}_h; \hat{\mathcal{T}}_h, s, p) := \{ w \in H^1(\hat{\Omega}_h) : \nabla w |_{T} \in W^{s,p}(T) \ \forall T \in \hat{\mathcal{T}}_h^b \},
\]
(3.10)
equipped with semi-norm
\[
|^{s,p,\hat{\Omega}_h}| \frac{a}{p} \left( \sum_{T \in \hat{\mathcal{T}}_h^b} \left| h_T^{1/p} \nabla w \right|^p_{s,p,T} \right)^{1/p}, \quad s_p := s + \frac{1}{2} - \frac{1}{p},
\]
and norm
\[
\|w\|_{V(\hat{\Omega}_h; \hat{\mathcal{T}}_h)} : = \|w\|_a + |^{s,p,\hat{\Omega}_h}| \frac{a}{p} \left( \sum_{T \in \hat{\mathcal{T}}_h^b} \left| h_T^{1/p} \nabla w \right|^p_{s,p,T} \right)^{1/p}.
\]
With such definitions, we use Hölder’s inequality in (3.8) and the property that the measure \( |\hat{\Gamma}_h| \) of \( \hat{\Gamma}_h \) is uniformly bounded by \( |\Gamma| \), to get the existence of a constant \( C_I > 0 \) such that
\[
\|h^{1/2} \nabla w\|_{0,\hat{\Gamma}_h}^2 \leq C_I \left( \|\nabla w\|_{0,\hat{\Omega}_h}^2 + |^{s,p,\hat{\Omega}_h}| \frac{a}{p} \left( \sum_{T \in \hat{\mathcal{T}}_h^b} \left| h_T^{1/p} \nabla w \right|^p_{s,p,T} \right)^{1/p} \right), \quad \forall w \in V(\hat{\Omega}_h; \hat{\mathcal{T}}_h),
\]
(3.13)
which extends (3.3); indeed, note that \( V_h \subset V(\hat{\Omega}_h; \hat{\mathcal{T}}_h) \) and \( \|v_h\|_{V(\hat{\Omega}_h; \hat{\mathcal{T}}_h)} = \|v_h\|_a \) for all \( v_h \in V_h \).

**Remark 3.** The norm \( \|w\|_{V(\hat{\Omega}_h; \hat{\mathcal{T}}_h)} \) uniformly controls from above the standard norm \( \|w\|_{1,\hat{\Omega}_h} \). Indeed, the latter is equivalent to the norm \( \left( \|\nabla w\|_{0,\hat{\Omega}_h}^2 + |w|_{0,\hat{\Gamma}_h}^2 \right)^{1/2} \) and one has (assuming without loss of generality that \( h \leq 1 \) in \( \hat{\Omega}_h \))
\[
\|w\|_{0,\hat{\Gamma}_h} \leq \|h^{-1/2} w\|_{0,\hat{\Gamma}_h} \leq \|h^{-1/2} S_h w\|_{0,\hat{\Gamma}_h} + \|h^{-1/2} \nabla w \cdot d\|_{0,\hat{\Gamma}_h} \leq \|h^{-1/2} S_h w\|_{0,\hat{\Gamma}_h} + c_d C_I^{-1/2} h^{1/2} \left( \|\nabla w\|_{0,\hat{\Omega}_h} + |^{s,p,\hat{\Omega}_h}| \frac{a}{p} \left( \sum_{T \in \hat{\mathcal{T}}_h^b} \left| h_T^{1/p} \nabla w \right|^p_{s,p,T} \right)^{1/p} \right)^{1/2},
\]
whence the result.

**Proposition 2.** The bilinear form \( a_h \) is defined in \( V(\hat{\Omega}_h; \hat{\mathcal{T}}_h) \times V(\hat{\Omega}_h; \hat{\mathcal{T}}_h) \) and uniformly continuous therein; precisely, there exists \( A > 0 \) independent of \( h \) such that
\[
|a_h(w, v)| \leq A \|w\|_{V(\hat{\Omega}_h; \hat{\mathcal{T}}_h)} \|v\|_{V(\hat{\Omega}_h; \hat{\mathcal{T}}_h)}, \quad \forall w, v \in V(\hat{\Omega}_h; \hat{\mathcal{T}}_h),
\]
(3.14)

**Proof.** One has
\[
a_h(w, v) = \langle \nabla w, \nabla v \rangle_{0,\hat{\Omega}_h} - \langle \partial_h w, S_h v \rangle_{0,\hat{\Gamma}_h} + \langle \partial_h w, \nabla v \cdot d \rangle_{0,\hat{\Gamma}_h} - (S_h w, \partial_h v)_{0,\hat{\Gamma}_h} + \gamma (h^{-1/2} S_h w, S_h v)_{0,\hat{\Gamma}_h}
\]
\[
= \langle \nabla w, \nabla v \rangle_{0,\hat{\Omega}_h} - (h^{1/2} \partial_h w, h^{-1/2} S_h v)_{0,\hat{\Gamma}_h} + (h^{1/2} \partial_h w, h^{-1/2} \nabla v \cdot d)_{0,\hat{\Gamma}_h} - (h^{-1/2} S_h w, h^{1/2} \partial_h v)_{0,\hat{\Gamma}_h} + \gamma (h^{-1/2} S_h w, h^{-1/2} S_h v)_{0,\hat{\Gamma}_h}.
\]
One concludes using (3.1) and (3.13). \( \square \)
Figure 4: Representation of a smooth portion of the boundary $\Gamma$, a surrogate edge $\tilde{E}$ and their respective parametrization.

## 4 Behavior of the Taylor remainder

This section is devoted to the analysis of the behavior of the Taylor remainder $R_h u = \bar{g} - S_h u$ in the expansion of $u$ on $\tilde{\Gamma}_h$ introduced in (2.10). In particular, we are interested in estimating a weighted $L^2$-norm of $R_h u$ along $\tilde{\Gamma}_h$ in terms of the mesh parameter $h_{\Gamma}$.

We will first study the remainder in the neighborhood of a smooth portion of the physical boundary $\Gamma$; next, we will move to consider the neighborhood of a singularity in $\Gamma$ (a corner point in a polygonal domain, an edge or a vertex in a polyhedral domain). To keep technicalities at an acceptable level, we will detail our analysis for the two-dimensional situation, while just sketching arguments in the three-dimensional case.

### 4.1 Analysis near a smooth portion of the boundary

Let $\Gamma_S \subseteq \Gamma$ be a portion of the physical boundary which admits a $C^2$ parametrization. Focusing on the two-dimensional case, let $\tilde{E} \subset \tilde{\Gamma}_h$ be an edge of a triangle $T = T_{\tilde{E}} \in \mathcal{T}_{\tilde{h}}$ such that $M_h(\tilde{E}) \subset \Gamma_S$. Recalling Assumption 1, it is not restrictive to suppose $\tilde{E}$ closed enough to $\Gamma$, so that $x = M_h(\tilde{x})$ is the closest-point projection upon $\Gamma$ for all $\tilde{x} \in \tilde{E}$, and the vector $d(\tilde{x})$ introduced in (2.7) is aligned with the unit outward normal vector $n(x)$ to $\Gamma$.

Let $\tilde{x}_a$, $\tilde{x}_b$ be the endpoints of $\tilde{E}$, and $h_{\tilde{E}} := \|\tilde{x}_b - \tilde{x}_a\|$ its length. Introducing the unit vector $\tilde{v} := h_{\tilde{E}}^{-1}(\tilde{x}_b - \tilde{x}_a)$, let us parametrize the points in $\tilde{E}$ by $\tilde{x}(\tau) = \tilde{x}_a + \tau \tilde{v}$ with $0 \leq \tau \leq h_{\tilde{E}}$. Correspondingly, points in $M_h(\tilde{E})$ are parametrized by $x(\tau) = M_h(\tilde{x}(\tau))$; let us set $n(\tau) := n(x(\tau))$. Furthermore, let us introduce the 2D parametrization

$$x(\tau, \sigma) = \Phi(\tau, \sigma) := \tilde{x}(\tau) + \sigma n(\tau), \quad 0 \leq \tau \leq h_{\tilde{E}}, \quad 0 \leq \sigma \leq d(\tau) := \|d(\tilde{x}(\tau))\|,$$  

(4.1)

as shown in Figure 4. Note that $\Phi$ takes values in $\tilde{\Omega} \setminus \tilde{\Omega}_h$, and satisfies $\Phi(\tau, d(\tau)) = x(\tau)$ for $0 \leq \tau \leq h_{\tilde{E}}$. In order to compute the remainder $R_h u$ at the point $\tilde{x}(\tau)$ for some fixed $\tau$, let us introduce the mapping $\phi(\sigma) := u(\Phi(\tau, \sigma))$. Then, assuming $u$ smooth enough (or applying a density argument), one has the Taylor representation

$$\bar{g}(\tilde{x}(\tau)) = \phi(d(\tau)) = \phi(0) + \frac{d\phi}{d\sigma}(0) d(\tau) + \int_0^{d(\tau)} \frac{d^2\phi}{d\sigma^2}(s)(d(\tau) - s) \, ds,$$

with

$$\phi(0) = u(\tilde{x}(\tau)), \quad \frac{d\phi}{d\sigma}(0) = \nabla u(\tilde{x}(\tau)) \cdot n(\tau), \quad \frac{d^2\phi}{d\sigma^2}(s) = n^T(\tau) \mathcal{H} u(x(\tau, \sigma)) n(\tau),$$

where $\mathcal{H} u$ denotes the Hessian matrix of $u$. It follows that $\phi(0) + \frac{d\phi}{d\sigma}(0)d(\tau) = (S_h u)(\tilde{x}(\tau))$, whence

$$\left(\frac{R_h u(\tilde{x}(\tau))}{n(\tau)}\right) = n^T(\tau) \left(\int_0^{d(\tau)} \mathcal{H} u(x(\tau, s))(d(\tau) - s) \, ds\right) n(\tau).$$  

(4.2)
Lemma 1. Define the region $\mathcal{R}_E := \{ (\tau, \sigma) : 0 \leq \tau \leq h_E, 0 \leq \sigma \leq d(\tau) \}$. There exists a constant $b > 0$ independent of $E$ such that for $h_E$ small enough the Jacobian matrix $J\Phi$ of the mapping (4.1) satisfies

$$\det J\Phi(\tau, \sigma) | \geq b \quad \forall (\tau, \sigma) \in \mathcal{R}_E.$$  

Proof. From (4.1), we get

$$\det J\Phi(\tau, \sigma) = \det \left[ \begin{array}{c} \hat{v} + \sigma n'(\tau) \\ n(\tau) \end{array} \right] = \hat{v}_1 n_2(\tau) - \hat{v}_2 n_1(\tau) + \sigma (n'_1(\tau)n_2(\tau) - n'_2(\tau)n_1(\tau)).$$

Let $t(\tau) = (n_2(\tau), -n_1(\tau))$ be the tangent unit vector to $\Gamma$ at $x(\tau)$, with orientation coherent with that of $x'(\tau)$, as shown in Figure 5. By Assumption 1, we get

$$|\hat{v}_1 n_2(\tau) - \hat{v}_2 n_1(\tau)| = |\hat{v} \cdot t(\tau)| = |\hat{n} \cdot n(\tau)| \geq \alpha > 0$$

for some $\alpha$ independent of $h_E$ and $\tau$, provided $h_E$ is sufficiently small. On the other hand, Frenet’s formula gives

$$n'(\tau) = -s \|x'(\tau)\| \kappa(\tau)t(\tau),$$

where $\kappa(\tau)$ is the curvature of $\Gamma$ at $x'(\tau)$, and $s = -1$ ($s = +1$, resp.) if $\Gamma$ is locally concave (convex, resp.) near $E$ (remember that for us $n(\tau)$ is always pointing outward $\Omega$); see again Figure 5. Hence, the quantity

$$|\sigma (n'_1(\tau)n_2(\tau) - n'_2(\tau)n_1(\tau))| = |\sigma \|x'(\tau)\| \kappa(\tau)|$$

can be made smaller than $\frac{\alpha}{2}$ by choosing $h_E$ (hence, $\sigma$) sufficiently small, since both $\|x'(\tau)\|$ and $\kappa(\tau)$ are bounded due to the assumed smoothness of $\Gamma_S$. \hfill \Box
If we set \( \mathcal{A}_E := \Phi(\mathcal{R}_E) \subset \Omega \), Lemma 1 guarantees that for \( u \in W^{2,p}(\mathcal{A}_E) \) it holds
\[
\int_0^{h_E} \int_0^{d(\tau)} \| \mathcal{H}u(\tau,s) \|^p \, ds \, d\tau \leq \frac{1}{6} \int_{\mathcal{A}_E} \| \mathcal{H}u(\tau,s) \|^p \, d\tau
\]

We use this bound in (4.3). Recalling Assumption 1, we derive the existence of a constant \( \tilde{c}_p > 0 \) independent of \( \mathcal{A}_E \) such that
\[
\| h_{E}^{-1/2} R_h \|_{0,\mathcal{A}_E}^2 \leq \tilde{c}_p h_{E}^{3-2/p+2\zeta'} \sum_{E \subset \Gamma_{h,S}} h_{E}^{-1/2/p} \| \mathcal{H}u \|_{L^p(\mathcal{A}_E)}^2
\]
\[
\leq \tilde{c}_p h_{E}^{3-2/p+2\zeta'} \left( \sum_{E \subset \Gamma_{h,S}} h_{E} \right)^{1-2/p} \| \mathcal{H}u \|_{L^p(\Omega_S)}^2.
\]

(4.5)

Since the length of \( \tilde{\Gamma}_{h,S} \) can be bounded independently of \( h \), we arrive at the following result.

**Proposition 3.** Let \( \Gamma_S \subset \Gamma \) be a portion of the physical boundary which admits a \( C^2 \) parametrization, and let \( \tilde{\Gamma}_{h,S} \) be defined in (4.4). Assume that in a suitable neighborhood \( \Omega_S \subset \Omega \), which contains the region between \( \Gamma_S \) and \( \tilde{\Gamma}_{h,S} \), the exact solution satisfies \( u \in W^{2,p}(\Omega_S) \) for some \( p \in [2, \infty) \), then, there exists a constant \( C_p > 0 \) independent of \( h \) such that if \( h \) is sufficiently small one has
\[
\| h_{E}^{-1/2} R_h \|_{0,\tilde{\Gamma}_{h,S}} \leq C_p h_{\Gamma}^{3/2 - 1/p + \zeta'} \| \mathcal{H}u \|_{L^p(\Omega_S)}^2,
\]
where \( \zeta' = (2 - 1/p)\zeta > 0 \).

In particular, for \( p = 2 \), neglecting the contribution from \( \zeta' \), we obtain
\[
\| h_{E}^{-1/2} R_h \|_{0,\tilde{\Gamma}_{h,S}} \leq C_2 h_{\Gamma} \| u \|_{2,\Omega_S}^2,
\]
whereas if \( u \in W^{2,p}(\Omega_S) \) for any arbitrarily large \( p \), then we can take \( p = 1/\zeta' \) and get
\[
\| h_{E}^{-1/2} R_h \|_{0,\tilde{\Gamma}_{h,S}} \leq C_p h_{\Gamma}^{3/2} \| u \|_{W^{2,p}(\Omega_S)}.
\]

At last, we briefly examine the three-dimensional case. Let \( \tilde{F} \subset \tilde{\Gamma}_h \) be a face of a tetrahedron \( T = T_\tilde{F} \in \tilde{\mathcal{T}}_h^k \) such that \( M_{h}(\tilde{F}) \subset \Gamma_S \). If \( \tilde{x}_a, \tilde{x}_b, \tilde{x}_c \) be the vertices of \( \tilde{F} \), we introduce the parametrization of \( \mathcal{F} \) given by \( x(\tau_1, \tau_2, \tau_3) = \tilde{x}_a + \tau_1 \tilde{v}_1 + \tau_2 \tilde{v}_2 + \tau_3 \tilde{v}_3 \), where \( \tilde{v}_i \) are unit vectors parallel to the edges of \( \tilde{F} \) meeting at \( \tilde{x}_a \), and \( (\tau_1, \tau_2) \) varies in a triangular region \( B_{\tilde{F}} \) of the plane, with diameter \( h_{\tilde{F}} \leq h_T \). Then, (4.1) is replaced by
\[
x(\tau_1, \tau_2, \sigma) = \Phi(\tau_1, \tau_2, \sigma) := \tilde{x}(\tau_1, \tau_2) + \sigma n(\tau_1, \tau_2),
\]
with \( (\tau_1, \tau_2) \in B_{\tilde{F}}, 0 \leq \sigma \leq d(\tau_1, \tau_2) := ||d(\tilde{x}(\tau_1, \tau_2))|| \), which leads to the analogue of (4.3), i.e.,
\[
\| R_h \|^2_{0,\tilde{F}} \leq c_p d_{\tilde{F}}^{4-2/p} h_{\tilde{F}}^{2(1-2/p)} \left( \int_{B_{\tilde{F}}} \int_0^{d(\tau_1, \tau_2)} \| \mathcal{H}u(x(\tau_1, \tau_2, s)) \|^p \, ds \, d\tau_1 \, d\tau_2 \right)^{2/p},
\]
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where \( d_{\tilde{E}} := \max_{(\tau_1, \tau_2) \in B_{\tilde{E}}} d(\tau_1, \tau_2) \). The analogue of Lemma 1 holds as well under Assumption 1; indeed, note that

\[
\det \begin{bmatrix}
\tilde{v}_1 \\
\tilde{v}_2 \\
n(\tau_1, \tau_2)
\end{bmatrix} = (\tilde{v}_1 \wedge \tilde{v}_2) \cdot n(\tau_1, \tau_2) = \tilde{n} \cdot n(\tau_1, \tau_2).
\]

This allows us to proceed as in the two-dimensional case, arriving at the same conclusion as the one given in Proposition 3.

### 4.2 Analysis near a corner in a polygonal domain

Assume now that \( \Gamma \) contains a corner point \( C \). More precisely, assume that there exists a ball \( B_c(C) \) centered at \( C \) and of radius \( c > 0 \) such that \( \Gamma_C := \Gamma \cap B_c(C) \) is formed by two smooth branches that meet only at \( C \); let \( \omega \in (0, 2\pi) \) be the angle formed by the two tangents to the branches at \( C \), measured inside \( \Omega \). To keep the forthcoming analysis simple, we actually assume that the two branches are straight lines inside \( B_c(C) \); this is reasonable, since in general they approach two straight lines if the radius \( c \) is taken small enough. Treating the general case would lead to results similar to those obtained below, yet with a technical burden.

It is well known [13, Theorem 4.4.3.7] that in the neighborhood \( \Omega_C \) of \( C \) in \( \Omega \) (we can take \( \Omega_C := \Omega \cap B_c(C) \) for a suitable \( c \)), the solution \( u \) can be split into regular and singular parts, say

\[
u = u_{\text{reg}} + u_{\text{sing}}. \tag{4.6}
\]

The function \( u_{\text{reg}} \) satisfies \(-\Delta u_{\text{reg}} = f \) in \( \Omega_C \), \( u_{\text{reg}} = g \) on \( \Gamma_C \), and belongs to \( W^{2,p}(\Omega_C) \) if we assume that \( f \in L^p(\Omega) \) and \( g \) is the trace on \( \Gamma_C \) of a function in \( W^{2,p}(\Omega_C) \); on the other hand, \( u_{\text{sing}} \) is harmonic in \( \Omega_C \), vanishes on \( \Gamma_C \), and presents an asingularity in the radial direction while approaching \( C \). By linearity, we can split the remainder as

\[
R_h u = R_h u_{\text{reg}} + R_h u_{\text{sing}}.
\]

The regular part behaves as investigated in Sect. 4.1, i.e., an equivalent form of Proposition 3 applies to \( R_h u_{\text{reg}} \); thus, hereafter we focus on \( R_h u_{\text{sing}} \). To perform our study, it is convenient to choose a Cartesian coordinate system centered at \( C \), with one of the branches of \( \Gamma_C \) sitting on the horizontal axis and the other one obtained by a counterclockwise rotation of angle \( \omega \) inside \( \Omega_C \). In polar coordinates \((r, \theta)\), we thus have \( \Omega_C = \{(r, \theta) : 0 < r < c, \ 0 < \theta < \omega\} \) (see Figure 6). In these coordinates, if we
set $\lambda_m = \frac{m\pi}{q^2} > \frac{1}{2}$ and $M := \{m \in \mathbb{N} : \lambda_m < \frac{2}{q}, \lambda_m \neq 1\}$, with $\frac{1}{p} + \frac{1}{q} = 1$, and we assume that $\frac{2m\pi}{q^2}$ is not an integer, then $u_{\text{sing}}$ has the form

$$u_{\text{sing}}(r, \theta) = \sum_{m \in M} C_m r^{\lambda_m} \sin(\lambda_m \theta), \quad (4.7)$$

where $C_m = C_m(f, g)$ are real coefficients depending linearly upon the data $f$ and $g$. Note that $M$ may be empty, in which case the singular part is zero. Otherwise, the behavior of $u_{\text{sing}}$ near the corner is dictated by the smallest value of $\lambda_m$, which we denote by $\lambda$. Thus, we are led to consider the remainder $R_h w$ in the Taylor expansion of

$$w(r, \theta) := r^\lambda \sin(\lambda \theta), \quad \lambda > \frac{1}{2}. \quad (4.8)$$

Let us assume that there exists a non-empty portion $\tilde{\Gamma}_{h,C}$ of $\Gamma_h$ that is mapped into $\Gamma_C$ by $M_h$. Since the radius $c$ of the ball $B_c(C)$ is fixed, Assumption 1 implies that $\tilde{\Gamma}_{h,C} \subset \Omega_C$ for sufficiently small $h$. In this condition, we focus on the portion $\Gamma_{h,C}^0$ of $\tilde{\Gamma}_{h,C}$ that is mapped into the horizontal part of $\Gamma_C$, i.e. $\Gamma_{h,C}^0 := \{(r, \theta) : 0 \leq r \leq c, \theta = 0\}$; the remaining portion of $\tilde{\Gamma}_{h,C}$ can be handled similarly. We may assume that a (possibly empty) part of an edge $E \subset \Gamma_{h,C}^0$ is mapped by $M_h$ to the origin $C$, whereas the complementary part in $\tilde{\Gamma}_{h,C}$ is mapped in $\Gamma_{h,C}^0 \setminus \{C\}$ by the closest-point projection (see again Figure 6).

Let $\hat{E}_C$ be the part of $E$ which is mapped to $C$; let us introduce a linear parametrization, say $\hat{E}_C = \{(r(\tau), \theta(\tau)) : 0 \leq \tau \leq \tau_{\text{max}}\}$, with $\tau_{\text{max}} \leq h_E$. Therein, one has

$$(R_h w)(r, \theta) = -(S_h w)(r, \theta) = -(w(r, \theta) + \frac{\partial w}{\partial r}(r, \theta)(-r)) = (\lambda - 1) r^\lambda \sin(\lambda \theta),$$

whence

$$\|R_h w\|_{0, \hat{E}_C}^2 = (\lambda - 1)^2 \int_0^{\tau_{\text{max}}} r^{2\lambda} (\tau) \sin^2(\lambda \theta(\tau)) d\tau \leq (\lambda - 1)^2 \max_{\tau} r^{2\lambda} \tau_{\text{max}}.$$

Thus, by Assumption 1, we get the existence of a constant $K_1 > 0$ such that

$$\|h^{-1/2} R_h w\|_{0, \hat{E}_C} \leq K_1 h_1^{\lambda(1+\zeta)}. \quad (4.9)$$

The part $\tilde{\Gamma}_{h,C}^* \subset \tilde{\Gamma}_{h,C}$ that is mapped on $\Gamma_{h,C}^0 \setminus \{C\}$ by the closest-point projection may be parametrized as $\tilde{\Gamma}_{h,C}^* = \{x = (x, \gamma(x)) : 0 < x \leq c\}$, where $\gamma$ is a piecewise affine function and $0 < b \leq c$ with $c - b \leq h\gamma$. Therein, one has, with $y = \gamma(x)$,

$$(R_h w)(x, y) = -(S_h w)(x, y) = -(w(x, y) + \frac{\partial w}{\partial y}(x, y)(-y)).$$

Using $r = (x^2 + y^2)^{1/2}$ and $\theta = \arctan \frac{y}{x}$ to express $w$ in Cartesian coordinates, one gets

$$(R_h w)(x, y) = r^{\lambda - 2} (\lambda y^2 \sin(\lambda \theta) + \lambda x y \cos(\lambda \theta)) - r^\lambda \sin(\lambda \theta). \quad (4.10)$$

To bound the norm of $R_h w$ on $\tilde{\Gamma}_{h,C}^*$, we observe that the distance vector $d = x - \bar{x}$ can be written on $\tilde{\Gamma}_{h,C}^*$ as $d(\bar{x}) = \gamma(x) \nu$ with $\nu = (0, -1)$; thus, let us introduce the quantity

$$d := \sup_{0 < x \leq b} \gamma(x) = \sup_{0 < x \leq b} \|d(x, \gamma(x))\| \leq c_d h_1^{1+\zeta}.$$

Then, we split

$$\|R_h w\|_{0, \tilde{\Gamma}_{h,C}^*}^2 = \int_0^b [(R_h w)(x, \gamma(x))]^2 dx = \int_0^d + \int_d^b [(R_h w)(x, \gamma(x))]^2 dx. \quad (4.11)$$
In the interval $0 \leq x \leq d$, we use $\gamma^2(x) \leq x^2 + \gamma^2(x) = r^2$ and $\sin^2(\lambda \theta) \leq 1$, $\cos^2(\lambda \theta) \leq 1$ to get
\[
\int_0^d [(R_h w)(x, \gamma(x))]^2 \, dx \lesssim \int_0^d (x^2 + \gamma^2(x))^\lambda \, dx \lesssim d^{2\lambda+1} \tag{4.12}
\]
In the interval $d \leq x \leq b$, we write \((4.10)\) as
\[
(R_h w)(x, y) = r^{\lambda-2} \gamma^2 \sin(\lambda \theta) + r^{\lambda-2} \left( \lambda xy \cos(\lambda \theta) - r^2 \sin(\lambda \theta) \right) \nonumber.
\]
On the one hand, using now $x^2 + \gamma^2(x) \geq x^2$, we get
\[
\int_d^b r^{2\lambda-4} \gamma^4(x) \sin^2(\lambda \theta) \, dx \lesssim d^4 \int_d^b x^{2\lambda-4} \, dx \lesssim d^{2\lambda+1} \tag{4.13}
\]
On the other hand, observing that $0 \leq \frac{\gamma(x)}{x} \leq 1$ and using the Taylor expansions of $\arctan$, $\sin$, $\cos$ at the origin, we easily see that \[
\lambda x \gamma(x) \cos(\lambda \theta) - (x^2 + \gamma^2(x)) \sin(\lambda \theta) \simeq \frac{\lambda^3(x)}{x} \quad \text{uniformly in } d \leq x \leq b
\]
with \[
\int_d^b r^{2\lambda-4} \frac{\gamma^6(x)}{x^2} \, dx \lesssim d^6 \int_d^b x^{2\lambda-6} \, dx \lesssim d^{2\lambda+1} \tag{4.14}
\]
Summarizing, from (4.9) and (4.11)-(4.14), and from Assumption ~1~ we easily get the existence of a constant $K_4$ independent of $h^\Gamma$ such that
\[
\|h^{-1/2} R_h w\|_{0, \Gamma^h, C} \leq K_4 h^{\lambda(1+\zeta)} \tag{4.15}
\]
At last, recalling (4.6) and (4.7), we arrive at the following counterpart of Proposition ~3~

**Proposition 4.** Suppose that $\Gamma$ has a corner point $C$ forming an angle $\omega \in (0, 2\pi)$, while away of $C$ it admits a $C^2$-parametrization. Let $\Omega_C := \Omega \cap B_c(C)$ be a neighborhood of $C$ in $\Omega$, where $B_c(C)$ is the ball of radius $c > 0$ centered at $C$ and $c$ is assumed to be sufficiently small but independent of $h$; let $\Gamma^h, C := \Gamma^h \cap B_c(C)$ be non-empty and mapped by $M_h$ into $\Gamma \cap B_c(C)$. Define
\[
M := \{ m \in \mathbb{N} : \lambda_m := \frac{m \pi}{\omega} < \frac{2}{q}, \lambda_m \neq 1 \}, \quad \frac{1}{p} + \frac{1}{q} = 1,
\]
and set
\[
\lambda_C := \min \{ \lambda_m : m \in M \} \tag{4.16}
\]
(with the usual convention that $\lambda_C = \infty$ if $M$ is empty). Then, there exists a constant $K_C(u, f, g)$, depending on the norms of $u$ and the data $f$, $g$ in $\Omega_C$ but not on $h^\Gamma$, such that
\[
\|h^{-1/2} R_h u\|_{0, \Gamma^h, C} \leq K_C(u, f, g) h^\min(3/2-1/p, \lambda_C)\zeta' \tag{4.17}
\]
with $\zeta' = \min(2 - 1/p, \lambda_C)\zeta$.

**Remark 4.** If $\frac{\lambda^p}{q^q}$ is an integer, $r^\lambda$ should be replaced by $r^\lambda \log r$ in (4.8). Carrying on a similar analysis, it is easily seen that the logarithmic term can be absorbed by taking any $\zeta' < \min(2 - 1/p, \lambda_C)\zeta$ in (4.17). For the sake of simplicity, we will not consider this exceptional case further on.
4.3 Analysis near an edge or a vertex in a polyhedron

As in the two-dimensional case, the solution $u$ can be split into a regular part $u_{\text{reg}}$ and a singular part $u_{\text{sing}}$, where the latter is a sum of contributions associated with each edge and each vertex of the polyhedron. Any such contribution is locally a linear combination of terms of the form

$$w(r, \sigma) = r^\lambda \varphi(\sigma)$$

(possibly with $r^\lambda$ multiplied by logarithmic terms), where $(r, \sigma)$ form a system of cylindrical coordinates around the edge, or a system of polar coordinates around the vertex, $\varphi$ is an eigenfunction of a Laplace or Laplace-Beltrami operator in the variables $\sigma$ with Dirichlet boundary conditions, and $\lambda > 0$ is an expression depending upon the corresponding eigenvalue. We refer to [9, 10, 22] for more details; see also [11]. Precisely, near an edge of aperture $\omega$, the strongest singularity of type (4.18) takes exactly the form (4.8) with $\lambda = \frac{\omega}{2}$. At a vertex, if $K$ is the infinite cone that locally represents $\Omega$ near the vertex and $S$ is the intersection of $K$ with the unit sphere, then the smallest $\lambda$ in (4.18) is the positive root of a second-degree algebraic equation whose right-hand side is the smallest eigenvalue of the Laplace-Beltrami operator on $S$ with Dirichlet conditions on $\partial S$.

In order to estimate $R_h w$, one can adapt the two-dimensional arguments. In particular, one may distinguish between the portion of $\hat{\Gamma}_h$ which is mapped to the vertex, the portion which is mapped to the edge, and the part which is mapped to a face near the singularity by the closest-point projection. In all cases, one ends up with an estimate analogous to (4.9) or (4.14), i.e.,

$$\|h^{-1/2} R_h w\|_{0, \hat{\Gamma}_{h, U}} \leq K h^{\lambda(1+\zeta)}$$

(4.19)

where $\hat{\Gamma}_{h, U}$ denotes the portion of $\hat{\Gamma}_h$ near the vertex or the edge. Correspondingly, one obtains a result similar to that of Proposition 4 namely

$$\|h^{-1/2} R_h u\|_{0, \hat{\Gamma}_{h, U}} \leq K_U (f, g) h^{\min(3/2-1/p, \lambda_U) + \zeta'}$$

(4.20)

where $\lambda_U$ is the smallest exponent appearing in (4.18), or $\infty$ if the edge or vertex singularity is weak enough, and $\zeta' = \min(2 - 1/p, \lambda_U) \zeta$.

5 Consistency and convergence analysis

From now on, we pose the following regularity assumption on the solution of our Dirichlet problem.

Assumption 2. The solution $u$ of Problem (2.1) belongs to $W^{1+s,p}(\Omega)$ for some $s, p$ satisfying the conditions stated in Definition 2.

A few comments on this assumption are in order. If the boundary $\Gamma$ is $C^2$ and the data satisfy $f \in L^p(\Omega)$ and $g \in W^{2-1/p,p}(\Gamma)$, then $u \in W^{2,p}(\Omega)$, i.e., the assumption is satisfied with $s = 1$. On the other hand, if $\Gamma$ contains a finite number of corners (in two dimensions) or edges or vertices (in three dimensions), then $u$ can be split into a regular part $u_{\text{reg}} \in W^{2,p}(\Omega)$ and a (possibly) singular part $u_{\text{sing}}$. The latter is a linear combination of terms of the form $u_i = r_i^{\lambda_i} \varphi_i$ (for $i$ ranging in some finite set $\mathcal{I}$), where the local polar coordinate $r_i$ is the distance from the singularity, $\lambda_i > 0$, and $\varphi_i$ is a smooth function depending on the remaining polar/cylindrical coordinate(s). Let $\mathcal{I}_1 \subseteq \mathcal{I}$ be the set of indices associated with a corner in two dimensions or an edge in three dimensions; let $\mathcal{I}_2 = \mathcal{I} \setminus \mathcal{I}_1$ be the set of indices associated with a vertex in three dimensions. Then, $u_i \in W^{1,q}(\Omega)$ for any $t, q$ satisfying $t < \lambda_i + 2/q$ if $i \in \mathcal{I}_1$, or $t < \lambda_i + 3/q$ if $i \in \mathcal{I}_2$. In particular, let us choose $q = 2$ and let us set

$$S_\ast := \{ \eta < 1 : \eta = \lambda_i \text{ for some } i \in \mathcal{I}_1, \text{ or } \eta = \lambda_i + 1/2 \text{ for some } i \in \mathcal{I}_2 \}.$$ 

If $S_\ast$ is empty, then $u_{\text{sing}} \in H^2(\Omega)$; otherwise, $u_{\text{sing}} \in H^{1+s}(\Omega)$ for any $s < s_\ast := \min S_\ast$. In all cases, Assumption 2 is fulfilled.
As a consequence of Assumption 2, \( u \) belongs to the related space \( V(\tilde{\Omega}; \tilde{T}_h, s, p) \) introduced in (3.10), that we will simply indicate by \( V(\tilde{\Omega}; \tilde{T}_h) \) whenever no confusion may arise.

In order to estimate the discretization error \( u - u_h \) in the ‘energy’ norm, we invoke Strang’s Second Lemma, which reads
\[
\|u - u_h\|_a \leq (1 + \alpha^{-1}A) E_{a,h}(u) + \alpha^{-1} E_{c,h}(u),
\]
where \( E_{a,h}(u) \) is the approximation error
\[
E_{a,h}(u) := \inf_{v_h \in V_h} \|u - v_h\|_{V(\tilde{\Omega}; \tilde{T}_h)},
\]
whereas \( E_{c,h}(u) \) is the consistency error
\[
E_{c,h}(u) := \sup_{v_h \in V_h} \frac{a_h(u, v_h) - \ell_h(v_h)}{\|v_h\|_a}.
\]

We are going to estimate both errors in terms of the meshsize \( h_{\Omega} \) introduced in (3.2).

**Proposition 5.** There exists a constant \( C_a > 0 \) independent of \( u \) and the meshsize such that
\[
E_{a,h}(u) \leq C_a h_{\Omega}^2 |\nabla u|_{s,p,\tilde{\Omega}_h}.
\]

**Proof.** Thanks to the assumptions on \( s, p \) in Definition 1, \( W^{1+s,p}(\Omega) \subset \mathcal{C}^0(\tilde{\Omega}) \) with continuous injection. Hence, the piecewise linear interpolant \( \bar{I}_h u \) at the nodes of \( \tilde{T}_h \) is well-defined in \( V_h \). So, we will estimate \( \|u - I_h u\|_{V(\tilde{\Omega}; \tilde{T}_h)} \). To this end, we observe that on the reference element \( \hat{T} \) there exists a constant \( \hat{c} > 0 \) such that
\[
\|\hat{u} - \hat{I}\hat{u}\|_{1,\hat{T}} \leq \hat{c} |\nabla \hat{u}|_{s,p,\hat{T}}, \quad \forall \hat{u} \in W^{1+s,p}(\hat{T}),
\]
where \( \hat{I} \) denotes linear interpolation at the vertices of \( \hat{T} \). Using the standard transformations from an element \( T \in \tilde{T}_h \) to the reference element and back, one gets
\[
\|h^{-1}(u - I_h u)\|_{0,\tilde{\Omega}_h} + \|\nabla (u - I_h u)\|_{0,\tilde{\Omega}_h} \leq C h_{\Omega}^2 |\nabla u|_{s,p,\tilde{\Omega}_h}.
\]

Here and in the sequel, \( c \) denotes a positive constant independent of the meshsize, which may be different in different formulas. On the other hand,
\[
\|h^{-1/2}S_h(u - I_h u)\|_{0,\tilde{\Omega}_h} \leq \|h^{-1/2}(u - I_h u)\|_{0,\tilde{\Omega}_h} + \|h^{-1/2}|d|\nabla (u - I_h u)\|_{0,\tilde{\Omega}_h}.
\]

Using (3.7) with \( p = 2 \) and \( s = \sigma = 1 \) for bounding the first norm on the right-hand side, and (3.1) with (3.13) for bounding the second norm, one gets
\[
\|h^{-1/2}S_h(u - I_h u)\|_{0,\tilde{\Omega}_h} \leq C \left( \|h^{-1}(u - I_h u)\|_{0,\tilde{\Omega}_h} + (1 + h_{\Omega}^2)\|\nabla (u - I_h u)\|_{0,\tilde{\Omega}_h} \right).
\]

We conclude by (5.5), after observing that \( s_p \geq s \) and \( |\nabla (u - I_h u)|_{s,p,\tilde{\Omega}_h} = |\nabla u|_{s,p,\tilde{\Omega}_h} \).

Next, we estimate the consistency error \( E_{c,h}(u) \). This will be accomplished in two steps.

**Lemma 2.** There exists a constant \( C_{c,1} > 0 \) independent of \( u \) and the meshsize such that
\[
E_{c,h}(u) \leq C_{c,1} \|h^{-1/2}R_h u\|_{0,\tilde{\Omega}_h}.
\]

**Proof.** By integration by parts and application of (3.4), one gets for all \( v_h \in V_h \)
\[
|a_h(u, v_h) - \ell_h(v_h)| \leq \left| (S_h u - \bar{g}, \partial_\nu v_h)_{0,\tilde{\Omega}_h} \right| + \gamma \left| (h^{-1}(S_h u - \bar{g}), S_h v_h)_{0,\tilde{\Omega}_h} \right|
\leq \|h^{-1/2}(S_h u - \bar{g})\|_{0,\tilde{\Omega}_h} \left( C h_{\Omega}^{1/2} \|\nabla v_h\|_{0,\tilde{\Omega}_h} + \gamma \|h^{-1/2}S_h v_h\|_{0,\tilde{\Omega}_h} \right),
\]
whence the result.
The analysis of the Taylor remainder carried out in Sect. 4 provides an estimate for the scaled norm of \( R_h u \) on \( \tilde{\Gamma}_h \). To get the result, from now on we assume that \( \Gamma \) is \( C^2 \), except possibly for a finite number of singularities (corners in two dimensions, edges and vertices in three dimensions). Obviously, if \( \Gamma \) contains singularities, only those facing the region where \( \Omega \) differs from \( \tilde{\Omega}_h \) affect the result. To be precise, with reference to the discussion following Assumption 2, let us define \( I_S \subset I \) as the set of all indices associated with those singularities that belong to \( \Gamma \setminus \tilde{\Gamma}_h \) or to its closure, and let us set

\[
\lambda_S := \min\{\lambda_i : i \in I_S \text{ and } \lambda_i < 1\}. \tag{5.7}
\]

We suppose that the assumptions made in Proposition 3 for all the smooth parts of \( \Gamma \), and in Proposition 4 for the part of \( \Gamma \) around any corner (or in their three-dimensional counterparts) hold true. Then, putting together the local estimates of the norm of \( R_h u \) as in (4.17) or (4.20), we obtain the following result.

**Lemma 3.** Setting

\[
\sigma := \min\left(\frac{3}{2} - \frac{1}{p}, \lambda_S\right) + \min\left(2 - \frac{1}{p}, \lambda_S\right) \zeta, \tag{5.8}
\]

there exists a constant \( C_{c,2} > 0 \) independent of \( u \) and the meshsize such that

\[
\|h^{-1/2} R_h u\|_{0,\tilde{\Gamma}_h} \leq C_{c,2} h^{\sigma} K(u, f, g), \tag{5.9}
\]

where \( K(u, f, g) \) is a sum of norms of \( u \) and the data \( f \) and \( g \).

Concatenating (5.6) and (5.9), we arrive at the following estimate of the consistency error.

**Proposition 6.** Under the previous assumptions, there exists a constant \( C_c > 0 \) independent of \( u \) and the meshsize such that

\[
E_{c,h}(u) \leq C_c h^r K(u, f, g). \tag{5.10}
\]

Summarizing, we obtain an estimate of the discretization error \( u - u_h \) in the ‘energy’ norm by using (5.4) and (5.10) in (5.1), together with the inequality \( h_\Gamma \leq h_\Omega \).

**Theorem 1.** Under the assumptions made in this section, setting

\[
r := \min\left(s, \sigma\right), \tag{5.11}
\]

there exists a constant \( C > 0 \) independent of \( u \) and the meshsize such that

\[
\|u - u_h\|_a \leq C h^r \Omega \left(\|\nabla u\|_{s,p,\Omega} + K(u, f, g)\right). \tag{5.12}
\]

**Remark 5.** This estimate is optimal. Indeed, if data are sufficiently smooth and there is no boundary singularity (which corresponds to setting \( \lambda_S = \infty \)) in (5.8), then \( s = 1 \) and \( \sigma \geq 1 \) (since \( p \geq 2 \)), whence \( r = 1 \). On the other hand, if a boundary singularity exists (thus, \( \lambda_S < 1 \)), then \( s \) is any real number \( < \lambda_S \) whereas \( \sigma = \lambda_S(1 + \zeta) \), whence \( r \) is any real number \( < \lambda_S \).

Finally, observing that \( |h^s \nabla (u - u_h)|_{s,p,\tilde{\Omega}_h} \leq h^s \nabla u|_{s,p,\tilde{\Omega}_h} \leq h^s \nabla u|_{s,p,\Omega} \), we immediately obtain a control of the error in the norm of \( V(\tilde{\Omega}_h; \tilde{\mathcal{T}}_h) \), too.

**Corollary 1.** There exists a constant \( C > 0 \) independent of \( u \) and the meshsize such that

\[
\|u - u_h\|_{V(\tilde{\Omega}_h; \tilde{\mathcal{T}}_h)} \leq C h^r \Omega \left(\|\nabla u\|_{s,p,\Omega} + K(u, f, g)\right). \tag{5.13}
\]
6 Enhanced error estimate in $L^2$

In this section, we provide an estimate of the $L^2$-norm of the discretization error $u - u_h$, by adapting to the present setting the classical Aubin-Nitsche duality argument. To this end, we need two technical results. The first one is a measure of the non-symmetry of the bilinear form $a_h$.

**Lemma 4.** It holds for all $v, w \in V(\tilde{\Omega}_h; \tilde{\mathcal{T}}_h)$

$$a_h(w, v) - a_h(v, w) = (\partial_n v, \nabla v \cdot d)_{0,\tilde{\Gamma}_h} - (\partial_n w, \nabla w \cdot d)_{0,\tilde{\Gamma}_h}.$$ \hspace{5cm} (6.1)

**Proof.** By (2.14), one has

$$a_h(w, v) = (\nabla w, \nabla v)_{0,\tilde{\Omega}_h} - (\partial_n w, S_h v)_{0,\tilde{\Gamma}_h} + (\partial_n w, \nabla v \cdot d)_{0,\tilde{\Gamma}_h} - (S_h w, \partial_n v)_{0,\tilde{\Gamma}_h} + \gamma (h^{-1}S_h w, S_h v)_{0,\tilde{\Gamma}_h}.$$ Subtracting from this expression the analogous one in which $w$ and $v$ are exchanged, we obtain the result.

The second technical result replaces the Galerkin orthogonality property of standard interior discretizations.

**Lemma 5.** It holds

$$a_h(u - u_h, v_h) = (R_h u, \partial_n v_h)_{0,\tilde{\Gamma}_h} - \gamma (h^{-1}R_h u, S_h v_h)_{0,\tilde{\Gamma}_h}, \quad \forall v_h \in V_h.$$ \hspace{5cm} (6.2)

**Proof.** Consider (2.3) and replace therein the expression of $u - \tilde{g}$ given by (2.10), obtaining

$$(\nabla u, \nabla v_h)_{0,\tilde{\Omega}_h} - (\partial_n u, v_h)_{0,\tilde{\Gamma}_h} - (S_h u + R_h u, \partial_n v_h)_{0,\tilde{\Gamma}_h} + \gamma (h^{-1}S_h u + R_h u, S_h v_h)_{0,\tilde{\Gamma}_h} = (\tilde{f}, v_h)_{0,\tilde{\Omega}_h} - (\tilde{g}, \partial_n v_h)_{0,\tilde{\Gamma}_h} + \gamma (h^{-1}\tilde{g}, S_h v_h)_{0,\tilde{\Gamma}_h}, \quad \forall v_h \in V_h.$$ Subtracting from this identity the definition (2.13) of SBM solution, we obtain the result.

We wish to estimate

$$\|u - u_h\|_{\tilde{\Omega}_h} = \sup_{\tilde{z} \in L^2(\tilde{\Omega}_h)} \frac{(u - u_h, \tilde{z})_{0,\tilde{\Omega}_h}}{\|\tilde{z}\|_{\tilde{\Omega}_h}}.$$ \hspace{5cm} (6.3)

Given $\tilde{z} \in L^2(\tilde{\Omega}_h)$, let $z \in L^2(\Omega)$ be its extension by 0 outside $\tilde{\Omega}_h$, and let $w$ be the solution of the auxiliary boundary-value problem

$$-\Delta w = z \quad \text{in} \ \Omega,$$

$$w = 0 \quad \text{on} \ \Gamma.$$ \hspace{5cm} (6.4)

Let $s_0 \in (\frac{1}{2}, 1]$ be such that $w \in H^{1+s_0}(\Omega)$; thus, $s_0 = 1$ if there are no boundary singularities ($\lambda_S = \infty$ in (5.7)), otherwise it is any real number satisfying $s_0 < \lambda_S < 1$. It holds $\|w\|_{1,\Omega} + \|\nabla w\|_{s_0,2,\Omega} \leq c\|z\|_{0,\Omega}$, $c\|\tilde{z}\|_{0,\tilde{\Omega}_h}$ for some $c > 0$ independent of $\tilde{z}$. Thus, $w \in W(\tilde{\Omega}_h; \tilde{\mathcal{T}}_h) := V(\tilde{\Omega}_h; \tilde{\mathcal{T}}_h, s_0, 2)$ as defined in (3.10).

The same argument that led to (2.9) shows that the trace $\tilde{q}$ of $w$ on $\tilde{\Gamma}_h$ satisfies

$$\tilde{q} = -\nabla w \cdot d - R(w, d),$$ \hspace{5cm} (6.5)

whence on $\tilde{\Gamma}_h$ it holds

$$0 = w - \tilde{q} = S_h w + R_h w.$$ \hspace{5cm} (6.6)
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Thus, for any \( p \in \mathcal{R} \) we have

\[
(\tilde{z}, v)_{\Omega_h} = -\langle \Delta w, v \rangle_{\Omega_h} = (\nabla w, \nabla v)_{\Omega_h} - (\partial_n w, v)_{\Gamma_h}
\]

\[
= (\nabla w, \nabla v)_{\Omega_h} - (\partial_n w, v)_{\Gamma_h} - (S_h w + R_h w, \partial_n v)_{\Gamma_h}
+ \gamma (h^{-1} (S_h w + R_h w), S_h v)_{\Gamma_h}
\]

\[
= a_h(w, v) - (R_h w, \partial_n v)_{\Gamma_h} + \gamma (h^{-1} R_h w, S_h v)_{\Gamma_h}
= a_h(v, w) + (\partial_n w, \nabla v \cdot d)_{\Gamma_h} - (\partial_n v, \nabla w \cdot d)_{\Gamma_h}
- (R_h w, \partial_n v)_{\Gamma_h} + \gamma (h^{-1} R_h w, S_h v)_{\Gamma_h}
\]

where in the last step we have used Lemma 4. We now pick \( v = \psi := u - u_h \) and we use Lemma 5 with \( v_h = w_I := I_h w \) to get

\[
(\tilde{z}, \psi)_{\Omega_h} = a_h(\psi, w) + E_1(\psi, w) + E_2(\psi, w)
= a_h(\psi, w - w_I) + E_1(\psi, w) + E_2(\psi, w) + E_3(u, w_I)
\quad (6.7)
\]

with

\[
E_1(\psi, w) := (\partial_n w, \nabla \psi \cdot d)_{\Gamma_h} - (\partial_n \psi, \nabla w \cdot d)_{\Gamma_h}
\]

\[
E_2(\psi, w) := -(R_h w, \partial_n \psi)_{\Gamma_h} + \gamma (h^{-1} R_h w, S_h \psi)_{\Gamma_h}
\]

\[
E_3(u, w_I) := (R_h u, \partial_n w_I)_{\Gamma_h} - \gamma (h^{-1} R_h u, S_h w_I)_{\Gamma_h}
\quad (6.10)
\]

We proceed to bound the four error terms on the right-hand side of (6.7). Concerning the first one, we observe that an argument similar to the one used in the proof of Proposition 5 yields the bound

\[
\|w - w_I\|_{W(\tilde{\Omega}_h; \tilde{\mathcal{F}}_h)} \leq C h_{\Omega}^{\sigma_0} \|\nabla w\|_{\sigma_0, 2, \Omega}
\quad (6.11)
\]

On the other hand, proceeding as in the proof of Proposition 2 one gets

\[
|a_h(\psi, w - w_I)| \leq B \|\psi\|_{V(\tilde{\Omega}_h; \tilde{\mathcal{F}}_h)} \|w - w_I\|_{W(\tilde{\Omega}_h; \tilde{\mathcal{F}}_h)}
\]

for some constant \( B > 0 \) independent of the meshsize. Hence, by (5.13) we deduce the existence of a constant \( C_{0,0} > 0 \) independent of \( u, \tilde{z} \) and the meshsize, such that

\[
|a_h(\psi, w - w_I)| \leq C_{0,0} h^{\sigma_0 + \epsilon} (|\nabla u|_{s, p, \Omega} + K(u, f, g)) \|\tilde{z}\|_{0, \tilde{\Omega}_h}
\quad (6.12)
\]

Concerning the error term \( E_1 \) in (6.7), recalling (3.1) we have

\[
|E_1(\psi, w)| \leq c_d h_\Omega^{1/2 + \epsilon} \|\nabla w\|_{0, \Gamma_h} \|h^{1/2} \nabla \psi\|_{0, \tilde{\Gamma}_h}
\]

with \( \|\nabla w\|_{0, \Gamma_h} \leq c \|w\|_{1, \Omega} + |\nabla w|_{\rho, \Omega} \) by the trace theorem, and \( \|h^{1/2} \nabla \psi\|_{0, \tilde{\Gamma}_h} \leq \tilde{C}_I \|\psi\|_{V(\tilde{\Omega}_h; \tilde{\mathcal{F}}_h)} \) by (3.13). Hence, we deduce the existence of a constant \( C_{0,1} > 0 \) independent of \( u, \tilde{z} \) and the meshsize, such that

\[
|E_1(\psi, w)| \leq C_{0,1} h_\Omega^{r_0 + 1/2 + \epsilon} (|\nabla u|_{s, p, \Omega} + K(u, f, g)) \|\tilde{z}\|_{0, \tilde{\Omega}_h}
\quad (6.13)
\]

Next, considering the error term \( E_2 \) in (6.7), we have

\[
|E_2(\psi, w)| \leq \|h^{-1/2} R_h w\|_{0, \Gamma_h} (\|h^{1/2} \nabla \psi\|_{0, \tilde{\Gamma}_h} + \gamma \|h^{-1/2} S_h \psi\|_{0, \tilde{\Gamma}_h})
\leq c \|h^{-1/2} R_h w\|_{0, \Gamma_h} \|\psi\|_{V(\tilde{\Omega}_h; \tilde{\mathcal{F}}_h)}
\]

To estimate the norm involving \( R_h w \), we can apply the equivalent statement of Lemma 3 for \( w \), with the summation index \( p = 2 \). Thus, denoting by \( \sigma_0 \) the constant defined in (3.8) with \( p = 2 \), we get

\[
\|h^{-1/2} R_h w\|_{0, \Gamma_h} \leq c h_\Omega^{\sigma_0} (|\nabla w|_{s_0, \Omega} + \|\tilde{z}\|_{0, \tilde{\Omega}_h}) \leq c' h_\Omega^{\sigma_0} \|\tilde{z}\|_{0, \tilde{\Omega}_h}
\quad (6.14)
\]
Hence, we deduce the existence of a constant $C_{0.2} > 0$ independent of $u$, $\bar{z}$ and the meshsize, such that
\[
|E_{2}(\psi, w)| \leq C_{0.2} h_{\Omega}^{r + r_0} \left( |\nabla u|_{s,p,\Omega} + K(u, f, g) \right) \|\bar{z}\|_{0,\hat{\Omega}_{h}}. \tag{6.15}
\]

Finally, the error term $E_{3}$ in (6.7) can be equivalently written as
\[
E_{3}(u, w_{I}) = (R_{h}u, \partial_{h}w_{I})_{0,\tilde{\Omega}_{h}} - (h^{-1} R_{h}u, S_{h}w)_{0,\tilde{\Omega}_{h}} - (R_{h}u, \partial_{h}(w - w_{I}))_{0,\tilde{\Omega}_{h}} + \gamma(h^{-1} R_{h}u, S_{h}(w - w_{I}))_{0,\tilde{\Omega}_{h}}.
\]
Recalling (6.6), one has
\[
|E_{3}(u, w_{I})| \leq \|h^{-1/2} R_{h}u\|_{0,\tilde{\Omega}_{h}} (h_{\Omega}^{1/2} \|\nabla w\|_{0,\tilde{\Omega}_{h}} + \gamma \|h^{-1/2} R_{h}w\|_{0,\tilde{\Omega}_{h}} + \|h^{1/2} \nabla (w - w_{I})\|_{0,\tilde{\Omega}_{h}}) \leq \|h^{-1/2} R_{h}u\|_{0,\tilde{\Omega}_{h}} (h_{\Omega}^{1/2} \|\nabla w\|_{0,\tilde{\Omega}_{h}} + \gamma \|h^{-1/2} R_{h}w\|_{0,\tilde{\Omega}_{h}} + c \|w - w_{I}\|_{W(\tilde{\Omega}_{h}; \tilde{\gamma}_{h})}) \tag{6.16}
\]
Using (6.6), (6.9), (6.14) and (6.11), and observing that $\min(1/2, \sigma, s_0) = 1/2$, we deduce the existence of a constant $C_{0.3} > 0$ independent of $u$, $\bar{z}$ and the meshsize, such that
\[
|E_{3}(\psi, w)| \leq C_{0.3} h_{\Omega}^{r + 1/2} K(u, f, g) \|\bar{z}\|_{0,\hat{\Omega}_{h}}. \tag{6.17}
\]

We are ready to state our estimate on the $L^{2}$-norm of the discretization error $u - u_{h}$, using the Riesz representation (6.3) together with (6.7) and the bounds (6.12), (6.13), (6.15), and (6.16), we arrive at the following result.

**Theorem 2.** Under the same assumptions for the validity of Theorem 1, setting
\[
r_{0} := \min(s_0, 1/2 + \zeta, \sigma_0, \sigma - r - 1/2),
\]
there exists a constant $C > 0$ independent of $u$ and the meshsize such that
\[
\|u - u_{h}\|_{0,\hat{\Omega}_{h}} \leq C h_{\Omega}^{r + r_0} \left( |\nabla u|_{s,p,\Omega} + K(u, f, g) \right). \tag{6.17}
\]

**Remark 6.** It is worth analyzing the predicted decay rate in different situations, making the exponent $r + r_0$ explicit.

In the most favorable case (smooth data and smooth boundary, hence, $\lambda_{S} = \infty$), one has $r = s_0 = 1$, and $\sigma = 3/2 + 2\zeta$, $\sigma_0 = 1 + 3\zeta/2$, whence $r + r_0 = 3/2 + \zeta$.

On the other hand, in the presence of boundary singularities (i.e., $1/2 < \lambda_{S} < 1$), then $r$ and $s_0$ are any real numbers $< \lambda_{S}$, whereas $\sigma = \sigma_0 = \lambda_{S}(1 + \zeta)$, whence $r + r_0$ is any real number $< \lambda_{S} + \min(\lambda_{S}, 1/2 + \lambda_{S}\zeta)$.

Note that in both cases, the exponent $r + r_0$ is optimal ($= 2$ or $< 2\lambda_{S}$) provided $\zeta \geq 1/2$.

**Remark 7.** Allowing $\zeta > 0$ to be arbitrarily small is of paramount importance in complex engineering applications, as it essentially avoids restrictions in the mesh generation near the boundary. In this case, the exponent in (6.17) is sub-optimal. Inspecting the behavior of the four error terms appearing in (6.7) reveals that in the most favorable situation (smooth data and smooth boundary), the terms $a_{h}(\psi, w - w_{I})$, $E_{2}(\psi, w)$, and $E_{3}(u, w_{I})$ exhibit the optimal decay $h_{\Omega}^{2}$ (see (6.12), (6.15), and (6.16) with $p = 2$). Thus, the responsible for sub-optimality is the term $E_{1}(\psi, w)$, which reflects the discrepancy between the normal $n$ to the exact boundary $\Gamma$ and the normal $\hat{n}$ to the surrogate boundary $\hat{\Gamma}_{h}$.

To shed further light, assume that $\Gamma$ is smooth and the mapping (2.6) is the closest-point projection, which implies $d = |\hat{d}|\hat{n}$. Using the splitting $\partial_{n} = (\hat{n} \cdot n) \partial_{n} + (\hat{n} \cdot t) \partial_{t}$, after cancellation of the common term involving the product $\partial_{n} w \partial_{n} \psi$, one gets
\[
E_{1}(\psi, w) = \int_{\hat{\Gamma}_{h}} |\hat{d}| (\hat{n} \cdot t) (\partial_{n} \psi \partial_{w} - \partial_{n} w \partial_{\psi}) \tag{6.18}
\]
For sufficiently refined meshes, when $\hat{\Gamma}_{h}$ tends to become parallel to $\Gamma$, the factor $\hat{n} \cdot t$ may become small, and cancellations due to sign changes from one edge to the other along $\Gamma_{h}$ may occur. Indeed, the optimal rate $h_{\Omega}^{2}$ for $\|u - u_{h}\|_{0,\hat{\Omega}_{h}}$ is often observed in practical calculations with SBM.

Analogous considerations apply in the presence of geometric singularities.
7 A numerical test

To validate our theoretical findings, we perform a two-dimensional convergence test for the Galerkin discretization scheme (2.13) with penalty parameter $\gamma = 10$ in the domain $\Omega$ shown in Figure 7. The domain $\Omega$ exhibits a re-entrant corner $C$ of amplitude $\omega = \frac{3\pi}{2}$, formed by two slightly curved edges. The exact solution, in a polar coordinate system $(\rho, \theta)$ centered at $C$, is given by

$$u(\rho, \theta) = \rho^{2/3} \sin\left(\frac{2\theta}{3} + \frac{\pi}{6}\right)$$

Figure 8 displays the surrogate domain and boundary for a given mesh, the corresponding numerical solution and the error decay rates on $u$ and $\nabla u$ in the $L^2(\tilde{\Omega})$-norm. It is apparent from this test involving a re-entrant corner, that the actual convergence rate in the energy norm is coherent with our theoretical prediction given in Theorem 1, as observed in Figure 8d; indeed, our solution $u$ belongs to $H^{1+r}(\Omega)$ for any $r < \frac{3}{2}$. On the other hand, Theorem 2 predicts a convergence rate in the $L^2$-norm not smaller than $\frac{7}{6}$, whereas the optimal rate is slightly larger, namely $\frac{4}{3}$; Figure 8c indicates that the latter is probably the actual rate, in accordance with the heuristic considerations given in Remark 7. The actual error values and numerical convergence rates are reported in Table 1.

| Mesh Size   | $\|u - u_h\|_{0,\tilde{\Omega}_h}$ | Rate | $\|\nabla(u - u_h)\|_{0,\tilde{\Omega}_h}$ | Rate |
|-------------|-----------------------------------|------|------------------------------------------|------|
| 8.10E-02    | 9.02E-03                          | -    | 1.22E-01                                 | -    |
| 4.05E-02    | 4.34E-03                          | 1.05 | 5.94E-02                                 | 1.04 |
| 2.03E-02    | 1.75E-03                          | 1.31 | 3.75E-02                                 | 0.66 |
| 1.01E-02    | 6.69E-04                          | 1.39 | 2.37E-02                                 | 0.66 |
| 5.07E-03    | 2.41E-04                          | 1.47 | 1.50E-02                                 | 0.66 |
| 2.54E-03    | 9.04E-05                          | 1.41 | 9.86E-03                                 | 0.61 |
| 1.27E-03    | 3.54E-05                          | 1.35 | 7.25E-03                                 | 0.44 |
| 6.34E-04    | 1.63E-05                          | 1.12 | 3.97E-03                                 | 0.87 |

Table 1: Convergence rates for the Poisson equation with solution (7.1) using the SBM approach.
(a) Surrogate domain \( \tilde{\Omega}_h \) (grey) with corresponding mesh, true boundary \( \Gamma \) (blue) and surrogate boundary \( \tilde{\Gamma}_h \) (red).

(b) Numerical solution \( u_h \).

(c) Convergence rate of \( u_h \) to \( u \) in \( L^2 \)-norm.

(d) Convergence rate of \( \nabla u_h \) to \( \nabla u \) in \( L^2 \)-norm.

Figure 8: Surrogate domain \( \tilde{\Omega}_h \), numerical solution \( u_h \), and convergence rates of the error \( u - u_h \) in the \( L^2 \)-norm and \( H^1 \)-seminorm.
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