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ABSTRACT

Physics-informed neural networks (PINNs) are demonstrating remarkable promise in integrating physical models with gappy and noisy observational data, but they still struggle in cases where the target functions to be approximated exhibit high-frequency or multi-scale features. In this work we investigate this limitation through the lens of Neural Tangent Kernel (NTK) theory and elucidate how PINNs are biased towards learning functions along the dominant eigen-directions of their limiting NTK. Using this observation, we construct novel architectures that employ spatio-temporal and multi-scale random Fourier features, and justify how such coordinate embedding layers can lead to robust and accurate PINN models. Numerical examples are presented for several challenging cases where conventional PINN models fail, including wave propagation and reaction-diffusion dynamics, illustrating how the proposed methods can be used to effectively tackle both forward and inverse problems involving partial differential equations with multi-scale behavior. All code and data accompanying this manuscript will be made publicly available at https://github.com/PredictiveIntelligenceLab/MultiscalePINNs.
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1 Introduction

Leveraging advances in automatic differentiation [1], deep learning tools are introducing a new trend in tackling forward and inverse problems in computational mechanics. Under this emerging paradigm, unknown quantities of interest are typically parametrized by deep neural networks, and a multi-task learning problem is posed with the dual goal of fitting observational data and approximately satisfying a given physical law, mathematically expressed via systems of partial differential equations (PDEs). Since the early studies of Psichogios et al. [2] and Lagaris et al. [3], and their modern re-incarnation via the framework of physics-informed neural networks (PINNs) [4], the use of neural networks to represent PDE solutions has undergone rapid growth, both in terms of theory [5, 6, 7, 8] and diverse
applications in computational science and engineering [9, 10, 11]. PINNs in particular, have demonstrated remarkable power in applications including fluid dynamics [12, 13, 14], biomedical engineering [15, 16, 17], meta-material design [18, 19], free boundary problems [20], Bayesian networks and uncertainty quantification [21, 22], high dimensional PDEs [23, 24, 25], stochastic differential equations [26], and beyond [27, 28]. However, despite this early empirical success, we are still lacking a concrete mathematical understanding of the mechanisms that render such constrained neural network models effective, and, more importantly, the reasons why these models can oftentimes fail. In fact, more often than not, PINNs are notoriously hard to train, especially for forward problems exhibiting high-frequency or multi-scale behavior.

Recent work by Wang et al. [29, 6] has identified two fundamental weaknesses in conventional PINN formulations. The first is related to a remarkable discrepancy of convergence rate between the different terms that define a PINN loss function. As demonstrated by Wang et al. [29], the gradient flow of PINN models becomes increasingly stiff for PDE solutions exhibiting high-frequency or multi-scale behavior, often leading to unbalanced gradients during back-propagation. A subsequent analysis using the recently developed neural tangent kernel (NTK) theory [6], has revealed how different terms in a PINNs loss may dominate one another, leading to models that cannot simultaneously fit the observed data and minimize the PDE residual. These findings have motivated the development of novel optimization schemes and adaptive learning rate annealing strategies that are demonstrated to be very effective in minimizing multi-task loss functions, such as the ones routinely encountered in PINNs [29, 6].

The second fundamental weakness of PINNs is related to spectral bias [30, 31, 32]; a commonly observed pathology of deep fully-connected networks that prevents them from learning high-frequency functions. As analyzed in [6] using NTK theory [33, 34, 35], spectral bias indeed exists in PINN models and is the leading reason that prevents them from accurately approximating high-frequency or multi-scale functions. To this end, recent work in [36, 37, 38], attempts to empirically address this pathology by introducing appropriate input scaling factors to convert the problem of approximating high frequency components of the target function to one of approximating lower frequencies. In another line of work, Tancik et al. [39] introduced Fourier feature networks which use a simple Fourier feature mapping to enhance the ability of fully-connected networks to learn high-frequency functions. Although these techniques can be effective in some cases, in general, they still lack a concrete mathematical justification in relation to how they potentially address spectral bias.

Building on the these recent findings, this work attempts to analyze and address the aforementioned shortcomings of PINNs, with a particular focus on designing effective models for multi-scale PDEs. To this end, we rigorously study fully-connected neural networks and PINNs through the lens of their limiting NTK, and produce novel insights into how these models fall short in presence of target functions with high-frequencies of multi-scale features. Using this analysis, we propose a family of novel architectures that can effectively mitigate spectral bias and enable the solution of problems for which current PINN approaches fail. Specifically, our main contributions can be summarized into the following points:

- We argue that spectral bias in deep neural networks in fact corresponds to “NTK eigenvector bias”, and show that Fourier feature mappings can modulate the frequency of the NTK eigenvectors.
- By analyzing how the NTK eigenspace determines the type of functions a neural net can learn, we engineer new effective architectures for multi-scale problems.
- We propose a series of benchmarks for which conventional PINN models fail, and use them to demonstrate the effectiveness of the proposed methods.

The remaining of this paper is organized as follows. In section 2, we present a brief overview of PINNs and emphasize their weakness in solving multi-scale problems. Next, we introduce the neural tangent kernel (NTK) as a theoretical tool to detect and analyze spectral bias in section 3.1. Furthermore, we study the NTK eigensystem of Fourier feature networks and propose two novel network architectures that are efficient in handling multi-scale problems, see section 3.2, 3.3. We present a detailed evaluation of our proposed neural network architectures across a range of representative benchmark examples, see section 4. Finally, in section 5, we summarize our findings and provide a discussion on lingering limitations and promising future directions.

2 Physics-informed neural networks

In this section, we present a brief overview of physics-informed neural networks (PINNs) [4]. In general, we consider partial differential equations of the following form

\[ N[u](x) = f(x), \quad x \in \Omega, \tag{2.1} \]
\[ B[u](x) = g(x), \quad x \in \partial\Omega, \tag{2.2} \]
where $N[\cdot]$ is a differential operator and $B[\cdot]$ corresponds to Dirichlet, Neumann, Robin, or periodic boundary conditions. In addition, $u : \Omega \rightarrow \mathbb{R}$ describes the unknown latent quantity of interest that is governed by the PDE system of equation 2.1. For time-dependent problems, we consider time $t$ as a special component of $x$, and $\Omega$ then also contains the temporal domain. In that case, initial conditions can be simply treated as a special type of boundary condition on the spatio-temporal domain.

Following the original work of Raissi et al. [4], we proceed by approximating $u(x)$ by a deep neural network $u_{\theta}(x)$, where $\theta$ denotes all tunable parameters of the network (e.g., weights and biases). Then, a physics-informed model can be trained by minimizing the following composite loss function

$$
\mathcal{L}(\theta) = \lambda_r \mathcal{L}_r(\theta) + \lambda_b \mathcal{L}_b(\theta),
$$

where

$$
\mathcal{L}_r(\theta) = \frac{1}{N_r} \sum_{i=1}^{N_r} \left| \mathcal{N}[u_{\theta}(\mathcal{x}_i^r)] - f(x_i^r) \right|^2,
$$

$$
\mathcal{L}_b(\theta) = \frac{1}{N_b} \sum_{i=1}^{N_b} \left| \mathcal{B}[u_{\theta}(\mathcal{x}_i^b)] - g(x_i^b) \right|^2,
$$

and $N_r$ and $N_b$ denote the batch-sizes of training data $(\mathcal{x}_i^r, g(\mathcal{x}_i^b))_{i=1}^{N_b}$ and $(\mathcal{x}_i^r, f(\mathcal{x}_i^b))_{i=1}^{N_r}$, respectively, which are randomly sampled in the computational domain at each iteration of a gradient descent algorithm. Notice that all required gradients with respect to input variables $x$ or parameters $\theta$ can be efficiently computed via automatic differentiation [1]. Moreover, the parameters $\{\lambda_r, \lambda_b\}$ correspond to weight coefficients in the loss function that can effectively assign a different learning rate to each individual loss term. These weights may be user-specified or tuned automatically during network training [29, 6].

Despite a series of early promising results [12, 16, 20], the original formulation of Raissi et al. [4] often struggles to handle multi-scale problems. As an example, let us consider a simple 1D Poisson’s equation

$$
\Delta u(x) = f(x), \quad x \in (0, 1)
$$

subject to the boundary condition

$$
u(0) = u(1) = 0
$$

Here the fabricated solution we consider is

$$
u(x) = \sin(2\pi x) + 0.1 \sin(50\pi x)
$$

and $f(x)$ can be derived using equation 2.6. Though this example is simple and pedagogical, it is worth noting that the solution exhibits low frequency in the macro-scale and high frequency in the micro-scale, which resembles many practical scenarios.

We represent the unknown solution $u(x)$ by a 5-layer fully-connected neural network $u_{\theta(x)}$ with 200 units per hidden layer. The parameters of the network can be learned by minimizing the following loss function

$$
\mathcal{L}(\theta) = \mathcal{L}_b(\theta) + \mathcal{L}_r(\theta)
$$

$$
= \frac{1}{N_b} \sum_{i=1}^{N_b} |u_{\theta}(x_i^b) - u(x_i^b)|^2 + \frac{1}{N_r} \sum_{i=1}^{N_r} |\Delta u_{\theta}(x_i^r) - f(x_i^r)|^2
$$

where the batch sizes are set to $N_b = N_r = 128$ and all training points $(x_i^b, u(x_i^b))_{i=1}^{N_b}$, $(x_i^r, f(x_i^r))_{i=1}^{N_r}$ are uniformly sampled for the boundary and residual collocation points at each iteration of gradient descent.

Figure 1 summarized the results obtained by training the network for $10^7$ iterations of gradient descent using the Adam optimizer [40] with default settings. We observe that the network is incapable of learning the correct solution, even after a million training iterations. In fact, it is not difficult for a conventional fully-connected neural network to approximate that function $u$, given sufficient data inside the computational domain. However, as shown in figure 1, solving high-frequency or multi-scale problems presents great challenges to PINNs. Although there has been recent efforts to elucidate the reasons why PINN models may fail to train [29, 6], a complete understanding of how to quantify and resolve such pathologies is still lacking. In the following sections, we will obtain insights by studying Fourier feature networks through the lens of their neural tangent kernel (NTK), and present a novel methodology to tackle multi-scale problems with PINNs.
3 Methodology

3.1 Analyzing spectral bias through the lens of the Neural Tangent Kernel

Before presenting our proposed methods in the context of PINNs, let us first start with a much simpler setting involving regression of functions using deep neural networks. To lay the foundations for our theoretical analysis, we first review the recently developed Neural Tangent Kernel (NTK) theory of Jacot et al. [33, 34, 35], and its connection to investigating spectral bias [30, 31, 32] in the training behavior of deep fully-connected networks. Let \( f(x, \theta) \) be a scalar-valued fully-connected neural network (see Appendix A) with weights \( \theta \) initialized by a Gaussian distribution \( \mathcal{N}(0,1) \). Given a data-set \( \{X_{\text{train}}, Y_{\text{train}}\} \), where \( X_{\text{train}} = (x_i)_{i=1}^N \) are inputs and \( Y_{\text{train}} = (y_i)_{i=1}^N \) are the corresponding outputs, we consider a network trained by minimizing the mean square loss \( L_{\text{train}}(\theta) \) of the network grows to infinity.

Strikingly, the NTK theory shows that, under gradient descent dynamics with an infinitesimally small learning rate \( \eta \), the network \( \theta \) converges to a deterministic kernel \( K^* \) and does not changes during training as the width of the network grows to infinity.

Furthermore, under the asymptotic conditions stated in Lee et al. [35], we can derive that

\[
\frac{df(X_{\text{train}}, \theta(t))}{dt} \approx -K \cdot (f(X_{\text{train}}, \theta(t)) - Y_{\text{train}}),
\]

where \( \theta(t) \) denotes the parameters of the network at iteration \( t \) and \( f(X_{\text{train}}, \theta(t)) = (f(x_i, \theta(t)))_{i=1}^N \). Then, it directly follows that

\[
f(X_{\text{train}}, \theta(t)) \approx (I - e^{-Kt}) \cdot Y_{\text{train}}.\]

Since the kernel \( K \) is positive semi-definite, we can take its spectral decomposition \( K = QT \Lambda Q^T \), where \( Q \) is an orthogonal matrix whose \( i \)-th column is the eigenvector \( q_i \) of \( K \) and \( \Lambda \) is a diagonal matrix whose diagonal entries \( \lambda_i \) are the corresponding eigenvalues. Since \( e^{-Kt} = QT e^{-\Lambda t} Q^T \), we have

\[
Q^T (f(X_{\text{train}}, \theta(t)) - Y_{\text{train}}) = -e^{\Lambda t} Q^T Y_{\text{train}},
\]

which implies

\[
\begin{bmatrix}
q_1^T \\
q_2^T \\
\vdots \\
q_N^T
\end{bmatrix}
(f(X_{\text{train}}, \theta(t)) - Y_{\text{train}}) =
\begin{bmatrix}
e^{-\lambda_1 t} \\
e^{-\lambda_2 t} \\
\vdots \\
e^{-\lambda_N t}
\end{bmatrix}
\begin{bmatrix}
q_1^T \\
q_2^T \\
\vdots \\
q_N^T
\end{bmatrix}
Y_{\text{train}},
\]

\[ \text{Figure 1: 1D Poisson equation: Results obtained by training a conventional physics-informed neural network (5-layer, 200 hidden units, tanh activations) via 10^5 iterations of gradient descent. Left: Comparison of the predicted and exact solutions. Middle: Point-wise error between the predicted and the exact solution. Right: Evolution of the residual loss } \mathcal{L}_r, \text{ the boundary loss } \mathcal{L}_b, \text{ as well as the relative } L^2 \text{ error during training.} \]
The above equation shows that the convergence rate of $q_i^T (f(X_{\text{train}}, \theta(t)) - Y_{\text{train}})$ is determined by the $i$-th eigenvalue $\lambda_i$. Moreover, we can decompose the training error into the eigenspace of the NTK as

$$f(X_{\text{train}}, \theta(t)) - Y_{\text{train}} = \sum_{i=1}^{N} (f(X_{\text{train}}, \theta(t)) - Y_{\text{train}}, q_i) q_i,$$

where each entry in $B$ is given as $B_{ij} = \frac{1}{\sqrt{m}} W^T [\cos(Bx_i) \sin(Bx_i)]$. Let $\{x_i\}_{i=1}^{N}$ be input points in a compact domain $C$. Then, according to equation 3.1, the neural tangent kernel $K$ is given as

$$K_{ij} = K(x_i, x_j) = \frac{1}{m} \sum_{k=1}^{m} \cos(b_k^T x_i) \cos(b_k^T x_j) + \sin(b_k^T x_i) \sin(b_k^T x_j),$$

where $x \in \mathbb{R}^d$ is the input, $W \in \mathbb{R}^{1 \times 2m}$ is the weight matrix and $B = [b_1, b_2, \ldots, b_m]^T \in \mathbb{R}^{m \times d}$ are sampled from Gaussian $\mathcal{N}(0, \sigma^2)$. To study the eigen-system of the kernel $K$, we consider the limit of $K$ as the number of points goes to infinity. In this limit the eigensystem of $K$ approaches the eigen-system of the kernel function $K(x, x')$ which satisfies the following
The corresponding eigenfunctions $g$ are determined by the following equation

$$
\int_C K(x, x') g(x') \, dx' = \lambda g(x),
$$

where $K(x, x') = \frac{1}{m} \sum_{k=1}^{m} \cos(b_k^T(x - x'))$. Note that the kernel $K$ induces an Hilbert-Schmidt integral operator $T_K : L^2(C) \rightarrow L^2(C)$

$$
T_K(g)(x) = \int_C K(x, x') \, g(x') \, dx'.
$$

Also note that $T_K$ is a compact and self-adjoint operator, which implies that the eigenfunctions exist and all eigenvalues are real. The following lemma reveals that eigenfunctions are indeed solutions to a eigenvalue problem.

**Lemma 3.1.** For the kernel $K(x, x') = \frac{1}{m} \sum_{k=1}^{m} \cos(b_k^T(x - x'))$, the eigenfunction $g(x)$ corresponding to non-zero eigenvalues satisfying the following equation

$$
\Delta g(x) = -\frac{1}{m} \|B\|_F^2 g(x)
$$

**Proof.** The proof can be found in Appendix B.

If we consider the Laplacian on the sphere $S^{d-1}$ and assume that $\frac{1}{m} \|B\|_F^2 = l(l + d - 2)$ for some positive integer $l$, then $g(x)$ are corresponding homogeneous harmonic polynomials of degree $l$ [42]. However, in general, directly solving this eigenvalue problem on a complex domain is intractable.

To obtain a better understanding of the behavior of the eigenfunctions and the corresponding eigenvalues, let us consider a much simper case by setting $d = 1$ and $m = 1$. Specifically, we take the input $x \in \mathbb{R}$, the compact domain $C = [0, 1]$ and the Fourier features $B = b \in \mathbb{R}$ are sampled from a Gaussian distribution $\mathcal{N}(0, \sigma^2)$. Then the kernel function is given by

$$
K(x, x') = \cos(b(x - x')).
$$

In this case, we can compute the exact expression of the eigenfunctions and their eigenvalues, as summarized in the Proposition 3.2 below.

**Proposition 3.2.** For the kernel function $K(x, x') = \cos(b(x - x'))$, the non-zero eigenvalues are given by

$$
\lambda = \frac{1 \pm \sin b}{2}.
$$

The corresponding eigenfunctions $g(x)$ must have the form

$$
g(x) = C_1 \cos(bx) + C_2 \sin(bx),
$$

where $C_1$ and $C_2$ are some constants.

**Proof.** The proof can be found in Appendix C.

From this Proposition, we immediately observe that the frequency of the eigenfunctions is determined by $b$ and the gap between the eigenvalues is $\frac{\sin b}{2}$. Besides, recall that $b$ is sampled from a Gaussian distribution $\mathcal{N}(0, \sigma^2)$, which implies that the larger the $\sigma$ we choose, the higher the probability that $b$ takes greater magnitude. Therefore, we may conclude that, for this toy model, large $\sigma$ would lead to high frequency eigenfunctions, as well as narrow eigenvalues gaps. As a result, Fourier features may resolve the issue of spectral bias and enable faster convergence to high-frequency components of a target function.

Intuitively, we would expect that general fully-connected neural networks with Fourier features exhibit similar behaviors as our toy example. However, it is extremely difficult to calculate the the eigenvalues and eigenfunctions for generic cases. Therefore, here we attempt to empirically verify our analysis by numerical experiments.

To this end, we first initialize two Fourier feature embeddings with $\sigma = 1, 10$, respectively, and apply them to a one-dimensional input coordinate before passing them through a 4-layer fully-connected neural network with 100 units per hidden layer. Then, we study the NTK eigendecomposition of these two networks at initialization. Figure 2 and figure 3 show the visualizations of eigenfunctions and eigenvalues of the NTK computed using 100 equally spaced points in $[0, 1]$ for $\sigma = 1, 10$, respectively. One can observe that the eigenvalues corresponding to the Fourier features
Figure 2: NTK eigen-decomposition of a fully-connected neural network (4 layer, 100 hidden units, tanh activations) with Fourier features initialized by $\sigma = 1$ on 100 equally spaced points in $[0, 1]$: (a): The NTK eigenvalues in descending order. (b): The six leading eigenvectors of the NTK in descending order of corresponding eigenvalues.

Figure 3: NTK eigen-decomposition of a fully-connected neural network (4 layer, 100 hidden units, tanh activations) with Fourier features initialized by $\sigma = 10$ on 100 equally spaced points in $[0, 1]$: (a): The NTK eigenvalues in descending order. (b): The six leading eigenvectors of the NTK in descending order of corresponding eigenvalues.

Figure 4: Frequency domain analysis of the first leading NTK eigenvector for a fully-connected neural network (4 layer, 100 hidden units, tanh activations) with Fourier features initialized by different $\sigma \in [1, 50]$, evaluated on 100 equally spaced points in $[0, 1]$. 

with \( \sigma = 10 \) shrink much slower than the ones corresponding to \( \sigma = 1 \). Moreover, comparing the eigenvectors for different \( \sigma \), it is easy to see that \( \sigma = 10 \) results in higher frequency eigenvectors than \( \sigma = 1 \). This conclusion is further clarified by figure 4, which depicts the frequency content of the eigenvector corresponding to the largest eigenvalue, for different \( \sigma \in [1, 50] \). All these observations are consistent with Proposition 3.2 and the analysis presented for the toy network with Fourier features.

Next, let us consider a simple one-dimensional target function of the form

\[
    f(x) = \sin(20\pi x) + \sin(2\pi x), \quad x \in [0, 1],
\]

and generate the training data \( \{x_i, f(x_i)\}_{i=1}^{100} \) where \( x_i \) are evenly spaced in the unit interval. We proceed by training these two networks to fit the target function using the Adam optimizer [40] with default settings for 1,000 and 10,000 epochs respectively. The results for \( \sigma = 1, 10 \) are summarized in figure 5 and figure 6, respectively. It can be observed that low frequencies are learned first for \( \sigma = 1 \), which is pretty similar to the behavior of conventional fully-connected neural networks, commonly referred to as “spectral bias” [30]. Notice, however, that it is high frequencies that are learned first for \( \sigma = 10 \). As shown in figure 2 and figure 3, we already know that the value of \( \sigma \) determines the frequency of eigenvectors of the NTK. Therefore, this observation highly suggests that “spectral bias” actually corresponds to “eigenvector bias”, in the sense that the leading eigenvectors corresponding to large eigenvalues of the NTK determine the frequencies which the network is biased to learn first.

Furthermore, one may note that the distribution of the eigenvalues corresponding to \( \sigma = 1 \) moves “outward” during training. From our experience, the movement of the eigenvalue distribution results in the movement of its NTK, as well as the parameters of the network during training. As shown in figure 5b), the parameters of the network barely move after a rapid change in the first few hundred epochs. This indicates that the network initialization is not suitable to fit the given target function because the parameters of the network have to move very far from initialization in order to reach a reasonable local minimum. In contrast, the distribution of the eigenvalues corresponding to \( \sigma = 10 \) almost keeps the NTK spectrum fixed during training. Accordingly, in the middle panel of figure 6b), similar behavior can be observed, but the relative change of the parameters for case of \( \sigma = 10 \) is much less than the case of \( \sigma = 1 \). This suggests that the initialization of the network is “good” and desirable local minima exist in the vicinity of the parameter initialization in the corresponding loss landscape. As shown in the top right panels of figure 5 and figure 6, the relative \( L^2 \) prediction error corresponding to \( \sigma = 10 \) decreases much faster than the relative \( L^2 \) error corresponding to \( \sigma = 1 \).

Finally, it is worth emphasizing that Fourier feature mappings initialized by large \( \sigma \) do not always benefit the network, as too large value of \( \sigma \) may cause over-fitting. To demonstrate this point, we initialize a Fourier feature mapping with \( \sigma = 10 \) and pass it through the same fully-connected network. We now consider \( f(x) = \sin \pi x + \sin(2\pi x) \) as the ground truth target function, from which 20 points are uniformly sampled as training data. Then we train the network to fit the target function using the Adam optimizer with default settings for 1,000 epochs. As shown in figure 7, although all training data pairs are perfectly approximated and the training error is very small, the network interpolates the training data with high frequency oscillations, and thus fails to correctly recover the target function. One possible explanation is that the neural network approximation tends to exhibit similar frequencies as the leading eigenvectors of its NTK. Therefore, choosing an appropriate \( \sigma \) such that the frequency of the leading NTK eigenvectors agrees with the frequency of the target function plays an important role in the network performance, which not only accelerates the convergence speed, but also increases the prediction accuracy.

3.3 Multi-scale Fourier feature embeddings for physics-informed neural networks

In the previous section, we presented a detailed theoretical and numerical analysis of the NTK eigen-system of a neural network for classical \( \ell_2 \) regression problems. Building on this insight, we now draw our attention back to physics-informed neural networks for solving forward and inverse problems involving partial differential equations, whose solutions may exhibit multi-scale behavior.

To begin, we first note that the NTK of PINNs [6] is slightly more complicated than the NTK of networks used for conventional regressions. To this end, we follow the setup presented in Wang et al. [6], and consider general PDEs with appropriate boundary conditions (see equations 2.1 and 2.2) and corresponding “training data” \( \{x^i, g(x^i)\}_{i=1}^{N_b}, \{x^i, f(x^i)\}_{i=1}^{N_i} \), and define the NTK of PINNs as

\[
    K(t) = \begin{bmatrix}
        K_{uu}(t) & K_{ur}(t) \\
        K_{ru}(t) & K_{rr}(t)
    \end{bmatrix},
\]
Figure 5: Training a network with Fourier features initialized by $\sigma = 10$ to fit the target function $f(x) = \sin(20\pi x) + \sin(2\pi x)$ for 10,000 epochs: (a): Network prediction (dash red) against the ground truth (light blue). The network prediction exhibits high frequencies when fitting the data points during training. (b) middle: Relative change of the parameters $\theta \left( \frac{||\theta(t) - \theta(0)||_2}{||\theta(0)||_2} \right)$ of the network during training. (b) right: Relative $L^2$ training error and test error during training.

Figure 6: Training a network with Fourier features initialized by $\sigma = 10$ to fit the target function $f(x) = \sin(20\pi x) + \sin(2\pi x)$ for 1,000 epochs: (a): Network prediction (dash red) against the ground truth (light blue). The network prediction exhibits high frequencies when fitting the data points during training. (b) left: Evolution of NTK eigenvalues during training. (b) middle: Relative change of the parameters $\theta \left( \frac{||\theta(t) - \theta(0)||_2}{||\theta(0)||_2} \right)$ of the network during training. (b) right: Relative $L^2$ training error and test error during training.
Then, the training dynamics of PINNs under gradient descent with an infinitesimally small learning rate can be characterized by the following ODE system

\[
\begin{bmatrix}
\frac{dB[u]}{dt}(x_b, \theta(t)) \\
\frac{dN[u]}{dt}(x_r, \theta(t))
\end{bmatrix}
= - \begin{bmatrix}
K_{uu}(t) & K_{ur}(t) \\
K_{ru}(t) & K_{rr}(t)
\end{bmatrix}
\cdot
\begin{bmatrix}
B[u](x_b, \theta(t)) - g(x_b) \\
N[u](x_r, \theta(t)) - f(x_r)
\end{bmatrix}.
\tag{3.19}
\]

Then, the NTK framework allows us to show the following Proposition.

**Proposition 3.3.** Suppose that the training dynamics of PINNs satisfies equation 3.19 and the spectral decompositions of \(K_{uu}(0)\) and \(K_{rr}(0)\) are

\[
K_{uu}(0) = Q_u^T \Lambda_u Q_u^T
\tag{3.20}
\]

\[
K_{rr}(0) = Q_r^T \Lambda_r Q_r^T,
\tag{3.21}
\]

where \(Q_u\) and \(Q_r\) are orthogonal matrices consisting of eigenvectors of \(K_{uu}(0)\) and \(K_{rr}(0)\), respectively, and \(\Lambda_u\) and \(\Lambda_r\) are diagonal matrices whose entries are the eigenvalues of \(K_{uu}(0)\) and \(K_{rr}(0)\), respectively. Given the assumptions

(i) \(K(t) \approx K(0)\) for all \(t \geq 0\),

(ii) \(K_{uu}(0)\) and \(K_{rr}(0)\) are positive definite,
we can write \( B = Q_r^T K_{ru}(0) Q_u \), and obtain

\[
Q^T \left( \begin{bmatrix} B[u](x_0, \theta(t)) \\ \mathcal{N}[u](x_0, \theta(t)) \end{bmatrix} - \begin{bmatrix} g(x_0) \\ f(x_0) \end{bmatrix} \right) \approx e^{-P^T \Lambda P^T} \begin{bmatrix} g(x_0) \\ f(x_0) \end{bmatrix},
\]

(3.22)

where

\[
Q = \begin{bmatrix} Q_u & 0 \\ 0 & Q_r \end{bmatrix}, \quad P = \begin{bmatrix} I & 0 \\ -B\Lambda^{-1}_u & I \end{bmatrix}, \quad \Lambda = \begin{bmatrix} \Lambda_u & 0 \\ 0 & \Lambda_r - B^T \Lambda_u^{-1} B \end{bmatrix}.
\]

(3.23)

The above proposition reveals that, under some assumptions, the resulting NTK eigen-system of PINNs is determined by the eigenvectors of \( K_{ru} \) and \( K_{rr} \). Understanding the behavior of this eigen-system derived from the NTK of PINNs should be at the core of future extensions of this line of research.

As mentioned in section 2, PINNs often struggle in solving multi-scale problems. Unlike conventional regression tasks, there is generally no or just a handful data points provided for PINNs inside the computational domain. This is similar to the case illustrated in figure 7 where the network would fit the target function biases towards its preferred frequencies, which are determined by the eigenvectors of its NTK. Consequently, PINNs using fully-connected networks would learn the solutions and their PDE residuals with the lowest frequency first, due to “spectral bias”. We believe that this may be one of the fundamental reasons that cause failure of PINNs in learning high-frequency or multi-scale solutions of PDEs.

Inspired by our analysis and observations of Fourier features in section 3.2, we present a novel network architecture to handle multi-scale problems. As illustrated in figure 8a, we apply multiple Fourier feature embeddings initialized with different \( \sigma \) to input coordinates before passing these embedded inputs through the same fully-connected neural network and finally concatenate the outputs with a linear layer. The detailed forward pass is defined as follows:

\[
\gamma^{(i)}(x) = \begin{bmatrix} \cos(2\pi B^{(i)}(x)) \\ \sin(2\pi B^{(i)}(x)) \end{bmatrix}, \quad \text{for } i = 1, 2, \ldots, M
\]

(3.24)

\[
H_{i}^{(i)} = \phi(W_i \cdot \gamma^{(i)}(x) + b_i), \quad \text{for } i = 1, 2, \ldots, M
\]

(3.25)

\[
H_{\ell}^{(i)} = \phi(W_{\ell} \cdot H_{\ell-1}^{(i)} + b_\ell), \quad \text{for } \ell = 2, \ldots, L, i = 1, 2, \ldots, M
\]

(3.26)

\[
f_\theta(x) = W_{L+1} \cdot \begin{bmatrix} H_{L}^{(1)} \mid H_{L}^{(2)} \mid \ldots \mid H_{L}^{(M)} \end{bmatrix} + b_{L+1},
\]

(3.27)

where \( \gamma^{(i)} \) and \( \phi \) denote Fourier feature mappings and activation functions, respectively, and each entry in \( B^{(i)} \in \mathbb{R}^{m \times d} \) is sampled from \( \mathcal{N}(0, \sigma_i) \), and is held fixed during model training (i.e. \( B^{(i)} \) are not trainable parameters, as in [39]). Notice that the weights and the biases of this architecture are essentially the same as in a standard fully-connected neural network. Here, we underline that the choice of \( \sigma_i \) is problem-dependent and typical values can be 1, 20, 50, 100, etc.

To better understand the motivation behind this architecture, suppose that \( f_\theta \) is a approximation of a given target function \( f \) whose Fourier decomposition is

\[
f(x) = \sum_{k=-\infty}^{\infty} \hat{f}_k e^{ikx},
\]

(3.28)

where \( \hat{f}_k \) is the Fourier coefficient corresponding to the wave-number \( k \) [43]. Note that \( f_\theta \) is simply a linear combination of \( \{H_L^{(i)}\}_{i=1}^{M} \), which has some degree of consistency with equation 3.28. Moreover, we emphasize again that, for networks with Fourier features, \( \sigma \) determines the frequency that the networks prefer to learn. As a result, if we just employ networks with one Fourier feature embedding, then whatever the value of \( \sigma \) is used to initialize Fourier feature mappings, will yield slower convergence to the rest frequency components, except for the preferable frequencies determined by the choice of \( \sigma \). Therefore, it is reasonable to embed inputs to several Fourier feature mappings with different \( \sigma \) and concatenate them through a linear layer after the forward propagation such that all frequency components can be learned with the same convergence rate.

For time-dependent problems, multi-scale behavior may exist not only across spatial directions but also across time. Thus, we present another novel multi-scale Fourier feature architecture to tackle multi-scale problems in spatio-temporal domains. Specifically, the feed-forward pass of the network is now defined as
we may rewrite it as

\[ H^{(i)}_{x,1} = \phi(W_1 \cdot \gamma^{(i)}_x(x) + b_1), \quad \text{for } i = 1, 2, \ldots, M_x, \]

\[ H^{(j)}_{t,1} = \phi(W_1 \cdot \gamma^{(j)}_t(t) + b_1), \quad \text{for } j = 1, 2, \ldots, M_t, \]

\[ H^{(i,j)}_{x,L} = \phi(W_L \cdot H^{(i)}_{x,L-1} + b_L), \quad \text{for } \ell = 2, \ldots, L \quad \text{and} \quad i = 1, 2, \ldots, M_x, \quad \text{and} \quad \text{and} \quad j = 1, 2, \ldots, M_t, \]

\[ f_\theta(x, t) = W_{L+1} \cdot \left[ H^{(1,1)}_L, \ldots, H^{(M_x,M_t)}_L \right] + b_{L+1}, \]

where \( \gamma^{(i)}_x \) and \( \gamma^{(j)}_t \) denote spatial and temporal Fourier feature mappings, respectively, and \( \odot \) represents the point-wise multiplication. Here each entry of \( B^{(i)}_x \) and \( B^{(j)}_t \) is sampled from \( \mathcal{N}(0, \sigma^2_x) \) and \( \mathcal{N}(0, \sigma^2_t) \), respectively, and are held fixed during model training. A visualization of this architecture is presented in figure 8b. One key difference from figure 8a is that we apply separate Fourier feature embeddings to spatial and temporal input coordinates before passing the embedded inputs through the same fully-connected network. Another key difference is that we merge spatial and temporal outputs using point-wise multiplication and passing them through a linear layer. Heuristically, this architecture is consistent with the Fourier spectral method [43], i.e., given a function \( f(x, t) \), using Fourier series we may rewrite it as

\[ f(x, t) = \sum_{k=-\infty}^{\infty} \hat{f}_k(t)e^{ikx} \]

where \( \hat{f}_k(t) \) is the Fourier coefficient corresponding to the wavenumber \( k \) at time \( t \).

It is also worth noting that both proposed architectures do not introduce any additional trainable parameters compared to conventional PINN models, nor they require significantly more floating point operations to evaluate their forward or backward pass. Therefore they can be used as drop-in replacements to conventional fully-connected architectures with no sacrifices to computational efficiency. In section 4, we will validate the effectiveness of the proposed architectures through a series of systematic numerical experiments.

4 Results

In this section we demonstrate the performance of the proposed architectures in solving forward and inverse multi-scale problems. Throughout all benchmarks, we employ hyperbolic tangent activation functions and initialize the network
We begin by approximating the latent solution \( u \) with the proposed multi-scale Fourier feature architecture (figure 8a). Specifically, we apply two Fourier feature mappings to 1D input coordinates, respectively, before passing them through a 2-layer fully-connected neural network with 100 units per hidden layer, and then concatenating them through a linear layer. Particularly, these Fourier feature mappings are initialized with \( \sigma_1 = 1 \) and \( \sigma_2 = 10 \), respectively. We train the network by minimizing the loss function 2.7 in section 2 under the exactly same hyper-parameter settings. Figure 2.6 summarizes our results of the predicted solution to the 1D Poisson equation after 40,000 training iterations. One can see that the predicted solution obtained using the proposed architecture achieves excellent agreement with the exact solution, yielding a \( 1.36e-03 \) prediction error measured in the relative \( L^2 \)-norm. In particular, we visualize the results obtained using the same network with a conventional Fourier feature mapping, considering different initializations for \( \sigma \). We note that the predicted solution obtained using the proposed architecture outperforms the conventional PINNs, as well as the PINNs with a single Fourier feature mapping. To this end, we first train a plain a conventional physics-informed network using exactly the same hyper-parameters and take the resulting relative \( L^2 \) error during training.

![Figure 9: 1D Poisson equation: Results obtained by training a fully-connected network (2-layer, 100 hidden units, tanh activations) with the proposed multi-scale Fourier feature mappings via 40,000 iterations of gradient descent. Left: Comparison of the predicted and exact solutions. The relative \( L^2 \) error is \( 1.36e-03 \). Middle: Point-wise error between the predicted and the exact solution. Right: Evolution of the residual loss \( L_r \), the boundary loss \( L_b \), as well as the relative \( L^2 \) error during training.](image)

using the Glorot normal scheme [44]. All networks are trained via stochastic gradient descent using the Adam optimizer [40] with defaulting settings. Particularly, we employ exponential learning rate decay with a decay-rate of 0.9 every 1,000 training iterations. All results presented in this section can be reproduced using our publicly available codes at https://github.com/PredictiveIntelligenceLab/MultiscalePINNs.

### 4.1 1D Poisson equation

We begin with a pedagogical example involving the one-dimensional (1D) Poisson equation benchmark described in section 2 and examine the performance of the proposed architectures.

We begin by approximating the latent solution \( u(x) \) with the proposed multi-scale Fourier feature architecture (figure 8a). Specifically, we apply two Fourier feature mappings to 1D input coordinates, respectively, before passing them through a 2-layer fully-connected neural network with 100 units per hidden layer, and then concatenating them through a linear layer. Particularly, these Fourier feature mappings are initialized with \( \sigma_1 = 1 \) and \( \sigma_2 = 10 \), respectively. We train the network by minimizing the loss function 2.7 in section 2 under the exactly same hyper-parameter settings. Figure 2.6 summarizes our results of the predicted solution to the 1D Poisson equation after 40,000 training iterations. One can see that the predicted solution obtained using the proposed architecture achieves excellent agreement with the exact solution, yielding a \( 1.36e-03 \) prediction error measured in the relative \( L^2 \)-norm. In particular, we visualize the results obtained using the same network with a conventional Fourier feature mapping, considering different initializations for \( \sigma \). We note that the predicted solution obtained using the proposed architecture outperforms the conventional PINNs, as well as the PINNs with a single Fourier feature mapping. To this end, we first train a plain a conventional physics-informed network using exactly the same hyper-parameters and take the resulting relative \( L^2 \) error during training.

Furthermore, we aim to demonstrate that the proposed architecture outperforms the conventional PINNs, as well as the PINNs with a single Fourier feature mapping. To this end, we first train a plain a conventional physics-informed network using exactly the same hyper-parameters and take the resulting relative \( L^2 \) error as our baseline. Next, we train the same network with a conventional Fourier feature mapping, considering different initializations for \( \sigma \) in the range \([1, 50]\), and report the resulting relative \( L^2 \) errors over 10 independent trials in figure 10. It can be observed that either plain PINNs or PINNs with vanilla Fourier features fail to attain good prediction accuracy, yielding errors ranging from 10% to above 100% in the relative \( L^2 \)-norm. In particular, we visualize the results obtained using the same network with conventional Fourier features [39] initialized by \( \sigma = 1 \) and \( \sigma = 50 \), respectively. As shown in figure 11a and figure 11b, the network with conventional Fourier features initialized by \( \sigma = 1 \) tends to capture the low frequency components of the solution while the one initialized by \( \sigma = 50 \) successfully captures the high frequency oscillations but ignores the low frequency components.

### 4.2 High frequencies in a heat equation

To demonstrate the necessity and effectiveness of the proposed spatio-temporal multi-scale Fourier feature architecture (ST-mFF), let us consider the one-dimensional heat equation taking the form

\[
\begin{align*}
    u_t &= \frac{1}{(500\pi)^2} u_{xx}, \quad (x,t) \in (0,1) \times (0,1) \\
    u(x,0) &= \sin(500\pi x), \quad x \in [0,1] \\
    u(0,t) &= u(1,t) = 0, \quad t \in [0,1].
\end{align*}
\]
Figure 10: 1D Poisson equation: Relative $L^2$ errors of predicted solutions averaged over 10 independent trials by training a plain fully-connected neural network (2-layer, 100 hidden units, tanh activations), as well as the same network with single Fourier feature mapping initialized by different $\sigma \in [1, 50]$.

Figure 11: 1D Poisson equation: (a) Results obtained by training a fully-connected network (2-layer, 100 hidden units, tanh activations) with a single Fourier feature mapping initialized by $\sigma = 1$ via 40,000 iterations of gradient descent. Left: Comparison of the predicted and exact solutions. Middle: Point-wise error between the predicted and the exact solution. Right: Evolution of the residual loss $L_r$, the boundary loss $L_b$, as well as the relative $L^2$ error during training. (b) Results obtained by training the same network with single Fourier feature mapping initialized by $\sigma = 50$ via 40,000 iterations of gradient descent. Left: Comparison of the predicted and exact solutions. Middle: Point-wise error between the predicted and the exact solution. Right: Evolution of the residual loss $L_r$, the boundary loss $L_b$, as well as the relative $L^2$ error during training.
The exact solution \( u(x, t) \) for this benchmark is given by

\[
u(x, t) = e^{-t} \sin(500\pi x).
\]

As the solution is mainly dominated by a single high frequency in the spatial domain, it suffices to employ just single Fourier feature mapping in the network architecture. We proceed by approximating the latent variable \( u(x, t) \) with the network \( u_\theta(x) \) using the proposed spatio-temporal architecture (figure 8b). Specifically, we embed the spatial and temporal input coordinates through two separate Fourier features initialized with \( \sigma = 200 \) and \( \sigma = 1 \), respectively, and pass the embedded inputs through a 3-layer fully-connected neural network with 100 neurons per hidden layer and finally merge them according to equation 3.31 -3.34. The network is trained by minimizing the following loss

\[
\mathcal{L}(\theta) = \mathcal{L}_{bc}(\theta) + \mathcal{L}_{ic}(\theta) + \mathcal{L}_{r}(\theta)
\]

\[
= \frac{1}{N_{bc}} \sum_{i=1}^{N_{bc}} |u_\theta(x_{bc}^i, t_{bc}^i) - u(x_{bc}^i, t_{bc}^i)|^2 + \frac{1}{N_{ic}} \sum_{i=1}^{N_{ic}} |u_\theta(x_{ic}^i, t_{ic}^i) - u(x_{ic}^i, t_{ic}^i)|^2
\]

\[
+ \frac{1}{N_{r}} \sum_{i=1}^{N_{r}} \left| \frac{\partial u_\theta}{\partial t}(x_{r}^i, t_{r}^i) - \frac{\partial^2 u_\theta}{\partial x^2}(x_{r}^i, t_{r}^i) \right|^2,
\]

where we set the batch sizes to \( N_{bc} = N_{ic} = N_{r} = 128 \). The predictions of the trained model against the exact solution along with the point-wise absolute error between them are presented in figure 12a. This figure indicates that our spatio-temporal multi-scale Fourier feature architecture is able to accurately capture the high frequency oscillations, leading to a 1.78e−03 prediction error measured in the relative \( L^2 \)-norm. To the best of author’s knowledge, this is the first time that PINNs can be effective in solving a time-dependent problem exhibiting such extremely high frequencies.

Next, we test the performance of the multi-scale Fourier feature architecture. To this end, we represent the unknown solution \( u(x, t) \) by the same network (3-layer, 100 hidden units) with single Fourier feature mapping initialized using different \( \sigma \in [1, 1000] \). A visual assessment of the resulting relative \( L^2 \) errors is shown in figure 13. As suggested in this figure, all reported relative \( L^2 \) errors are around 100%, which implies that both conventional PINNs and the multi-scale Fourier feature architecture are incapable of learning high frequency components of solutions in the spatio-temporal domain.

### 4.3 Wave propagation

In this example, we aim to demonstrate that employing appropriate architectures solely cannot guarantee accurate predictions. To this end, we consider one-dimensional wave equation taking the form

\[
u_{xt}(x, t) - 100u_{xx}(x, t) = 0, \quad (x, t) \in (0, 1) \times (0, 1)
\]

\[
u(0, t) = u(1, t) = 0, \quad t \in [0, 1]
\]

\[
u(x, 0) = \sin(\pi x) + \sin(2\pi x), \quad x \in [0, 1]
\]

\[
u_x(0, x) = 0, \quad x \in [0, 1].
\]

By d’Alembert’s formula [42], the solution \( u(x, t) \) is given by

\[
u(x, t) = \sin(\pi x) \cos(10\pi t) + \sin(2\pi x) \cos(20\pi t).
\]

To handle the multi-scale behavior in both spatial and temporal directions, we employ the spatio-temporal architecture (figure 8b) to approximate the latent solution \( u(x, t) \). Specifically, we apply two separate Fourier feature mappings initialized by \( \sigma = 1, 10 \) respectively to temporal coordinates \( t \) and apply one Fourier feature mapping initialized by \( \sigma = 1 \) to spatial coordinates \( x \). Then we pass all featurized spatial and temporal inputs coordinated through a 3-layer fully-connected neural network with 200 units per hidden layer and concatenate network outputs using equations 3.33 - 3.34. In particular, we treat the initial condition 4.10 as a special boundary condition on the spatio-temporal domain \( \Omega \). Then equation 4.9 and equation 4.10 can be summarized as

\[
u(x) = g(x), \quad x \in \partial\Omega
\]

Then, the network can be trained by minimizing the following loss function

\[
\mathcal{L}(\theta) = \mathcal{L}_{u}(\theta) + \mathcal{L}_{u_t}(\theta) + \mathcal{L}_{r}(\theta)
\]

\[
= \frac{1}{N_u} \sum_{i=1}^{N_u} |u(x_{u}^i, \theta) - g(x_{u}^i)|^2 + \frac{1}{N_{u_t}} \sum_{i=1}^{N_{u_t}} |u_t(x_{u_t}^i, \theta)|^2 + \frac{1}{N_{r}} \sum_{i=1}^{N_{r}} \left| \frac{\partial^2 u_\theta}{\partial x^2}(x_{r}^i) - 100 \frac{\partial^2 u_\theta}{\partial x^2}(x_{r}^i) \right|^2,
\]

where \( \theta \) represents the weights and biases of the neural network that is parameterized by \( \theta \).
Figure 12: 1D heat equation: (a) Exact solution versus the predicted solution by training a fully-connected network (3-layer, 100 hidden units, tanh activations) with the spatio-temporal Fourier feature mappings via 40,000 iterations of gradient descent. The relative $L^2$ error is $1.78e - 03$. (b): Evolution of the different terms in the loss function, as well as the relative $L^2$ error during training.

Figure 13: 1D heat equation: Relative $L^2$ errors of predicted solutions averaged over 10 independent trials by training a plain fully-connected neural network (3-layer, 100 hidden units, tanh activations), as well as the same network with single Fourier feature mapping initialized by different $\sigma \in [1, 1000]$. 
where the batch sizes are set to $N_u = N_{ut} = N_r = 360$ and all data points \( \{ x_i^u, g(x_i^u) \}_{i=1}^{N_u}, \{ x_i^{ut} \}_{i=1}^{N_{ut}} \) and \( \{ x_i^r \}_{i=1}^{N_r} \) are uniformly sampled from the appropriate regions in the computational domain at each iteration of gradient descent.

Figure 14 presents a comparison of the exact and predicted solution obtained after 40,000 iterations of gradient descent. It is evident that the PINN model completely fails to learn the correct solution. This illustrated the fact that even if we choose an appropriate network architecture to approximate the latent PDE solution, there might be some other issues that lead PINNs to fail. Wang et al. [6] found that multi-scale problems are more likely to cause a large discrepancy in the convergence rate of different terms contributing to the total training error, which may lead to severe training difficulties of PINNs in practice. Such a discrepancy can be further justified in figure 14b, from which one can see that the loss $\mathcal{L}_r$ and loss $\mathcal{L}_{ut}$ decrease much faster than the loss $\mathcal{L}_u$ during training. We believe that this may be a fundamental reason behind the collapse of physics-informed neural networks, and their inability to yield accurate predictions for this specific example.

To address this a training pathology, we employ the adaptive weights algorithm proposed by Wang et al. [6] to train the same network with the same spatio-temporal Fourier feature mappings under the same exactly hyper-parameter settings. As shown in figure 15, the results demonstrate excellent agreement between the predicted and the exact solution with relative $L^2$ error within 0.1%. Furthermore, we test the performance of standard fully-connected network and the proposed multi-scale Fourier feature architecture, with or without the adaptive weights algorithm and the resulting relative $L^2$ errors are summarized in table 1. For all results shown in the table, we employ a 3-layer fully-connected network with 200 units per hidden layer as a backbone. To obtain the result of the multi-scale Fourier features architecture, we jointly embed the spatio-temporal coordinates $(x,t)$ using two separate Fourier feature mappings initialized with $\sigma = 1, 10$, respectively. We observe that only the proposed spatio-temporal Fourier feature architecture trained with the adaptive weights algorithm of Wang et al. [6] is capable of achieving a accurate approximation of the true solution, which highly suggests the necessity of combining the proposed architecture with an appropriate optimization scheme for training.
Figure 15: 1D wave equation: (a): Exact solution versus the predicted solution by training a fully-connected network (3-layer, 200 hidden units, tanh activations) with the spatio-temporal Fourier feature mappings using adaptive weights algorithm [6] via 40,000 iterations of gradient descent. The relative $L^2$ error is $9.83e-04$. (b): Evolution of the different terms in the loss function, as well as the relative $L^2$ error during training.

Table 1: 1D wave equation: Relative $L^2$ errors of the predicted solutions obtained using conventional fully-connected networks (plain), multi-scale Fourier features architecture (MFF) and spatio-temporal multi-scale Fourier features architecture (ST-MFF).

| Method                  | Architecture | Plain | MFF  | ST-MFF |
|-------------------------|--------------|-------|------|--------|
| No adaptive weights     | 1.01e+00     | 1.03e+00 | 1.02e+00 |
| With adaptive weights   | 8.77e-01     | 1.00e+00 | 9.83e-04 |

4.4 Reaction-diffusion dynamics in a two-dimensional Gray-Scott model

Our final example aims to highlight the ability of the proposed methods to handle inverse problems. Let us consider a two-dimensional Gray-Scott model [45] that describes two non-real chemical species $U, V$ reacting and transforming to each other. This model is governed by a coupled system of reaction-diffusion equations taking the form

$$u_t = \varepsilon_1 \Delta u + b(1 - u) - uv^2$$

$$v_t = \varepsilon_2 \Delta v - dv + uv^2$$

where $u, v$ represent the concentrations of $U, V$ respectively and $\varepsilon_1, \varepsilon_2$ are their corresponding diffusion rates.

We generate a data-set containing a direct numerical solution of the two-dimensional Gray-Scott equations with 40,000 spatial points and 401 temporal snapshots. Specifically, we take $b = 0.04, d = 0.1, \varepsilon_1 = 2e - 5, \varepsilon_2 = 1e - 5$ and, assuming periodic boundary conditions, we start from an initial condition

$$u(x, y, 0) = 1 - \exp(-80((x + 0.05)^2 + (y + 0.02)^2)), \quad (x, y) \in [-1, 1] \times [-1, 1]$$

$$v(x, y, 0) = \exp(-80((x - 0.05)^2 + (y - 0.02)^2)), \quad (x, y) \in [-1, 1] \times [-1, 1],$$
and integrate the equations up to the final time $t = 4000$. Synthetic training data for this example are generated using the Chebfun package [46] with a spectral Fourier discretization and a fourth-order stiff time-stepping scheme [47] with time-step size of 0.5. Temporal snapshots of the solution are saved every $\Delta t = 10$. From this data-set, we create a smaller training subset by collecting the data points from time $t = 3500$ to $t = 4000$ (50 snapshots in total) as our training data. A representative snapshot of the numerical solution is presented in figure 16. As illustrated in this figure, the solution exhibits complex spatial patterns with a non-trivial frequency content.

Given training data $\{(x^i, y^i, t^i), (u^i, v^i)\}_{i=1}^N$ and assuming that $b, d$ are known, we are interested in predicting the latent concentration fields $u, v$, as well as inferring the unknown diffusion rates $\epsilon_1, \epsilon_2$. To this end, we represent the latent variables $u, v$ by a deep network employing the proposed spatio-temporal Fourier feature architecture

$$(x, y, t) \xrightarrow{f_\theta} (u_\phi, v_\phi) \quad (4.17)$$

To be precise, we map temporal coordinates $t$ by a Fourier feature embedding with $\sigma = 1$ and map spatial coordinates $(x, y)$ by another Fourier feature embedding with $\sigma = 30$. Then we pass the embedded inputs through a 9-layer fully-connected neural network with 100 neurons per hidden layer. The corresponding loss function is given by

$$L(\theta) = L_u(\theta) + L_v(\theta) + L_{rv}(\theta) + L_{r^2}(\theta) \quad (4.18)$$

$$= \frac{1}{N_u} \sum_{i=1}^{N_u} |u_\theta(x^i, y^i, t^i) - u^i|^2 + \frac{1}{N_v} \sum_{i=1}^{N_v} |v_\theta(x^i, y^i, t^i) - v^i|^2 + \frac{1}{N_{rv}} \sum_{i=1}^{N_{rv}} |r^u_\theta(x^i_r, y^i_r, t^i_r)|^2 \quad (4.19)$$

$$+ \frac{1}{N_{r^2}} \sum_{i=1}^{N_{r^2}} |r^v_\theta(x^i_r, y^i_r, t^i_r)|^2, \quad (4.20)$$

where the PDE residuals are defined as

$$r^u_\theta = \frac{\partial u_\theta}{\partial t} - \epsilon_1 \Delta u_\theta - \epsilon_2 \Delta v_\theta + b(1 - u_\theta) + u_\theta v_\theta^2 \quad (4.21)$$

$$r^v_\theta = \frac{\partial v_\theta}{\partial t} - \epsilon_2 \Delta v_\theta + d v_\theta - u_\theta v_\theta^2 \quad (4.22)$$

Here we choose batch sizes $N_u = N_v = N_{rv} = N_{r^2} = 1000$ where all data points along with collocation points are randomly sampled at each iteration of gradient descent. Particularly, since the diffusion rates are strictly positive and generally very small, we parameterize $\epsilon_1, \epsilon_2$ by exponential functions, i.e $\epsilon_i = e^{\alpha_i}$ for $i = 1, 2$ where $\alpha_i$’s are trainable parameters initialized by $-10$.

We train the network by minimizing the above loss function via via 120,000 iterations of gradient descent. Figure 17a and figure 17b presents the comparisons of reconstructed concentrations $u, v$ against the ground truth functions at the final time $t = 4000$. The results show excellent agreement between the predictions and the numerical estimations. This is further validated by the relative $L^2$-norm of error results shown in figure 17c. Moreover, the evolution of inferred diffusion rates during training, as well as the final predictions are presented in figure 17d and table 2 respectively, which show good agreement with the exact values.

To compare these results against the performance of a conventional PINNs model [4], we also train the same fully-connected neural network (9-layer, width 100) under the same hyper-parameter settings. The results of this experiment are summarized in figure 18. Evidently, conventional PINNs are incapable of accurately learning the concentrations $u, v$, as well as inferring the unknown diffusion rates under the current setting.

| Parameters | Exact  | Learned | Relative $L^2$ error |
|------------|--------|---------|----------------------|
| $\epsilon_1$ | $2e - 05$ | $1.95e - 05$ | $3.00\%$ |
| $\epsilon_2$ | $1e - 05$ | $9.70e - 06$ | $8.06\%$ |

Table 2: 2D Gray-Scott equation: Exact diffusion rates versus the inferred diffusion rates after training.

5 Discussion

In this work, we study Fourier feature networks through the lens of their limiting neural tangent kernel, and show that Fourier feature mappings determine the frequency of the eigenvectors of the resulting NTK. This analysis sheds light into mechanisms that introduce spectral bias in the training of deep neural networks, and suggests possible
Figure 16: 2D Gray-Scott equation: Representative snapshots of the ground truth concentration fields $u, v$ at $t = 3500$.

Figure 17: 2D Gray-Scott equation: Results obtained by training a fully-connected network (9 layers, 100 hidden units, tanh activations) with the spatio-temporal Fourier feature mappings after 120,000 iterations of gradient descent. (a)(b) Numerical estimations versus the predicted concentration fields $u, v$ respective at the final time $t = 4000$. (c) Relative $L^2$ errors between the model predictions and the corresponding exact concentration fields for each snapshot $t \in [3500, 4000]$. (d) Evolution of the inferred diffusion rates $\epsilon_1, \epsilon_2$ during training.
Figure 18: 2D Gray-Scott equation: Results obtained by training a fully-connected network (9 layers, 100 hidden units, tanh activations) after 120,000 iterations of gradient descent. (a) Numerical estimations versus the predicted concentration fields $u, v$ respective at the final time $t = 4000$. (b) Relative $L_2$ errors between the model predictions and the corresponding exact concentration fields for each snapshot $t \in [3500, 4000]$. (d) Evolution of the inferred diffusion rates $\epsilon_1, \epsilon_2$ during training.
perform some spectral analysis on the training data to determine the appropriate number and scale of the Fourier feature mappings.

There are also many open questions worth considering as future research directions. From a theoretical standpoint, we numerically verify that the frequency of Fourier feature mappings determines the frequency of the NTK eigenvectors. Can we rigorously establish a theory for general networks? Besides, what is the behavior of the NTK eigensystem of PINNs? What is the difference between the resulting eigensystem of PINNs and conventional neural networks? From a practical standpoint, we observe that the eigenvalue distribution moves outward (see figure 5b) when choosing an inappropriate scale of Fourier feature mappings, which implies that the parameters of the network have to move far away from their initialization to find a good local minimum. Thus, it is natural to ask how to initialize PINNs such that the desirable local minima exist in the vicinity of the parameter initialization in the corresponding loss landscape? Moreover, can we design other useful feature embeddings that aim to handle different scenarios (e.g., shocks, boundary layers, etc.)? We believe that answering these questions not only paves a new way to better understand PINNs and their training dynamics, but also opens a new door for developing scientific machine learning algorithms with provable convergence guarantees, as needed for many critical applications in computational science and engineering.
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A Definition of fully-connected neural networks

A scalar-valued fully-connected neural network with $L$ hidden layers is defined recursively as follows
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B Proof of Lemma 3.1

Proof. Recall that $K(x, x') = \frac{1}{m} \sum_{k=1}^{m} \cos(b_k^T(x - x'))$, where $x = (x_1, \ldots, x_l, \ldots, x_d)$. By equation 3.11, we have

$$\frac{1}{m} \sum_{k=1}^{m} \int_C \cos(b_k^T(x - x')) g(x') \, dx' = \lambda g(x). \quad (B.1)$$

For $l = 1, 2, \ldots, d$, taking derivatives with respect to $x_l$ gives

$$-\frac{1}{m} \sum_{k=1}^{m} b_{kl} \int_C \sin(b_k^T(x - x')) g(x') \, dx' = \lambda \frac{\partial g(x)}{\partial x_l}. \quad (B.2)$$

Again taking derivatives with respect to $x_l$ yields

$$-\frac{1}{m} \sum_{k=1}^{m} b_{kl}^2 \int_C \cos(b_k^T(x - x')) g(x') \, dx' = \lambda \frac{\partial^2 g(x)}{\partial x_l^2}. \quad (B.3)$$

Summing over $l$ gives

$$-\frac{1}{m} \sum_{k=1}^{m} \sum_{l=1}^{d} b_{kl}^2 \int_C \cos(b_k^T(x - x')) g(x') \, dx' = \lambda \sum_{l=1}^{d} \frac{\partial^2 g(x)}{\partial x_l^2}. \quad (B.4)$$

Note that $\|B\|_F^2 = \sum_{k,l} b_{kl}^2$ and $\Delta = \sum_l \partial_{x_l}^2$. Therefore, we have

$$-\frac{1}{m} \|B\|_F^2 \lambda g(x) = \lambda \Delta g(x). \quad (B.5)$$

When $\lambda \neq 0$, the above equation is equivalent to

$$\Delta g(x) = -\frac{1}{m} \|B\|_F^2 g(x). \quad (B.5)$$

This concludes the proof.

\[\square\]

C Proof of Proposition 3.2

Proof. Suppose that $g(x)$ is an eigenfunction of the integral operator $K(x, x') = \cos(b(x - x'))$ with respect to the non-zero eigenvalue $\lambda$, i.e.

$$\int_0^1 \cos(b(x - x')) g(x') \, dx' = \lambda g(x). \quad (C.1)$$

By Lemma 3.1, first we know that $g(x)$ satisfies

$$g''(x) = -b^2 g(x). \quad (C.2)$$

Note that this is a ODE and thus $g(x)$ must have the form of

$$g(x) = C_1 \cos(bx) + C_2 \sin(bx), \quad (C.3)$$

where $C_1, C_2$ are some constants.

Next, we compute the corresponding eigenvalue. Substituting the expression of $g$ into equation C.1 we get

$$\int_0^1 \cos(b(x - x')) \left[C_1 \cos(bx') + C_2 \sin(bx')\right] dx' = \lambda \left[C_1 \cos(bx) + C_2 \sin(bx)\right].$$

Then,

$$LHS = \int_0^1 \cos(b(x - x')) \left[C_1 \cos(bx') + C_2 \sin(bx')\right] dx'$$

$$= \int_0^1 \cos(bx) \cos(bx') + \sin(bx) \sin(bx') \left[C_1 \cos(bx') + C_2 \sin(bx')\right] dx'$$

$$= \cos(bx) \int_0^1 \cos(bx') \left[C_1 \cos(bx') + C_2 \sin(bx')\right] dx' + \sin(bx) \int_0^1 \sin(bx') \left[C_1 \cos(bx') + C_2 \sin(bx')\right] dx'$$

$$= \cos(bx) \left[C_1 I_1 + C_2 I_2\right] + \sin(bx) \left[C_1 I_2 + C_2 I_3\right],$$

where $I_1, I_2, I_3$ are integrals to be calculated.
where

\[
I_1 = \int_0^1 \cos(bx') \cos(bx') dx' = \frac{1}{2} + \frac{\sin(2b)}{4b},
\]

\[
I_2 = \int_0^1 \cos(bx') \sin(bx') dx' = \frac{1 - \cos(2b)}{4b},
\]

\[
I_3 = \int_0^1 \sin(bx') \sin(bx') dx' = \frac{1}{2} - \frac{\sin(2b)}{4b}.
\]

Since \( LHS = RHS \), we have

\[
[C_1 I_1 + C_2 I_2] \cos(bx) + [C_1 I_2 + C_2 I_3] \sin(bx) = \lambda [C_1 \cos(bx) + C_2 \sin(bx)],
\]

which follows

\[
C_1 I_1 + C_2 I_2 = \lambda C_1,
\]

\[
C_1 I_2 + C_2 I_3 = \lambda C_2.
\]

Let \( A = \begin{bmatrix} I_1 & I_2 \\ I_2 & I_3 \end{bmatrix} \) and \( v = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix} \). Then, the above linear system can be written as

\[
A v = \lambda v.
\]

This means that the eigenvalue of the kernel function \( K(x, x') \) is determined by the eigenvalue of the matrix \( A \). The characteristic polynomial is given by

\[
\det(\lambda I - A) = (\lambda - I_1)(\lambda - I_3) - I_2^2 = \lambda^2 - (I_1 + I_3)\lambda + I_1 I_3 - I_2^2.
\]

Note that \( I_1 + I_3 = 1 \), and

\[
I_1 I_3 - I_2^2 = \left( \frac{1}{2} + \frac{\sin(2b)}{4b} \right) \left( \frac{1}{2} - \frac{\sin(2b)}{4b} \right) - \left( \frac{1 - \cos(2b)}{4b} \right)^2
\]

\[
= \frac{1}{4} - \frac{\sin^2(2b)}{16b^2} - \frac{1 - 2\cos(2b) - \cos^2(2b)}{16b^2}
\]

\[
= \frac{1}{4} - \frac{2 - 2\cos(2b)}{16b^2}
\]

\[
= \frac{1}{4} - \frac{\sin^2(b)}{4b^2}.
\]

Hence we have

\[
\det(\lambda I - A) = \lambda^2 - \lambda + 1 - \frac{\sin^2(b)}{4b^2}.
\]

Then the eigenvalues are

\[
\lambda_1 = \frac{1 + \sin(b)}{2}, \quad \lambda_2 = \frac{1 - \sin(b)}{2}
\]

which completes the proof.

\[\square\]

**D Proof of Proposition 3.3**

*Proof.* By assumption (i) in Proposition 3.3, we immediately obtain

\[
\frac{d \mathcal{B}[u](x, \theta(t))}{dt} \approx \begin{bmatrix} K_{uu}(0) & K_{ur}(0) \\ K_{ru}(0) & K_{rr}(0) \end{bmatrix} \cdot \begin{bmatrix} \mathcal{B}[u](x, \theta(t)) - g(x, \theta) \\ \mathcal{N}[u](x, \theta(t)) - f(x) \end{bmatrix},
\]

which implies

\[
\frac{d}{dt} \begin{bmatrix} \mathcal{B}[u](x, \theta(t)) \\ \mathcal{N}[u](x, \theta(t)) \end{bmatrix} \approx \left( I - e^{-K(0)t} \right) \cdot \begin{bmatrix} g(x) \\ f(x) \end{bmatrix}
\]

\[
\approx -e^{-K(0)t} \cdot \begin{bmatrix} g(x) \\ f(x) \end{bmatrix}.
\]
By assumption (ii) in Proposition 3.3, $K_{uu}(0)$ and $K_{rr}(0)$ are positive definite, and there exist orthogonal matrix $Q_u$ and $Q_r$ such that

$$K_{uu}(0) = Q_u^T \Lambda_u Q_u^T,$$
$$K_{rr}(0) = Q_r^T \Lambda_r Q_r^T,$$

where $\Lambda_u$ and $\Lambda_r$ are diagonal matrices whose entries are eigenvalues of $K_{uu}(0)$ and $K_{rr}(0)$, respectively. We remark that $\Lambda_u$ and $\Lambda_r$ are invertible since all eigenvalues are strictly positive.

Now let $Q = \begin{bmatrix} Q_u & 0 \\ 0 & Q_r \end{bmatrix}$ to obtain

$$Q^T K(0) Q = \begin{bmatrix} Q_u^T & 0 \\ 0 & Q_r^T \end{bmatrix} \begin{bmatrix} K_{rr}(0) & K_{ur}(0) \\ K_{ur}^T(0) & K_{uu}(0) \end{bmatrix} \begin{bmatrix} Q_u & 0 \\ 0 & Q_r \end{bmatrix}$$
$$= \begin{bmatrix} \Lambda_u & Q_u^T K_{ur}(0) Q_r \\ Q_r^T K_{ru}(0) Q_u & \Lambda_r \end{bmatrix} := \tilde{\Lambda}.$$  (D.6)

Furthermore, letting $B = Q_r^T K_{ru}(0) Q_u$ and $P = \begin{bmatrix} I & 0 \\ -B \Lambda_u^{-1} & I \end{bmatrix}$, gives

$$\tilde{\Lambda} = P^T \begin{bmatrix} \Lambda_u & 0 \\ 0 & \Lambda_r - B^T \Lambda_u^{-1} B \end{bmatrix} P = P^T \Lambda P.$$  (D.8)

Therefore, we obtain

$$Q^T \begin{bmatrix} B \mu(x_b, \theta(t)) \\ \Lambda \mu(x_r, \theta(t)) \end{bmatrix} \approx e^{-P^T \Lambda P t} Q^T \begin{bmatrix} g(x_b) \\ f(x_r) \end{bmatrix}.$$  (D.9)

This concludes the proof.