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ABSTRACT
In order to advance the state of the art in graph learning algorithms, it is necessary to construct large real-world datasets. While there are many benchmark datasets for homogeneous graphs, only a few of them are available for heterogeneous graphs. Furthermore, the latter graphs are small in size rendering them insufficient to understand how graph learning algorithms perform in terms of classification metrics and computational resource utilization. We introduce, PDNS-Net, the largest public heterogeneous graph dataset containing 447K nodes and 897K edges for the malicious domain classification task. Compared to the popular heterogeneous datasets IMDB and DBLP, PDNS-Net is 38 and 17 times bigger respectively. We provide a detailed analysis of PDNS-Net including the data collection methodology, heterogeneous graph construction, descriptive statistics and preliminary graph classification performance. The dataset is publicly available at https://github.com/qcri/PDNS-Net. Our preliminary evaluation of both popular homogeneous and heterogeneous graph neural networks on PDNS-Net reveals that further research is required to improve the performance of these models on large heterogeneous graphs.
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1 INTRODUCTION
The availability of various graph datasets across multiple domains have fueled the accelerated development of graph learning techniques that take into consideration both the graph structure and node/edge attributes to either learn low dimensional representations of graph nodes or classify nodes. However, the research community has identified several limitations with the current benchmark datasets making it difficult to characterize and differentiate modern graph learning techniques: (1) The size of the graphs in terms of the number of nodes and edges is quite limited and (2) Most of these graphs are homogeneous containing only one type of nodes and one type of edges.

To address these issues, we introduce a new graph dataset called PDNS-Net, a large-scale heterogeneous graph containing the IP resolutions of Internet domains observed in October 2021 through passive DNS data collection [23]. The graph is constructed from a seed set of malicious domains collected from VirusTotal [22] and the hosting infrastructure behind these seed domains are extracted from a popular passive DNS repository that passively records most of the domain resolutions occur all around the world [5]. Due to various practical reasons, attackers utilize similar hosting infrastructures to host their domains. The network security research community has utilized the structural properties along with the domain/IP attributes to distinguish malicious domains from benign ones [15, 20]. However, the datasets utilized and the experiments carried out in such research works suffer from several limitations: (1) the collection and labeling methodology are not clear, (2) primarily homogeneous GNN models are utilized, (3) the datasets are small and (4) the datasets are not publicly available.

In order to assist researchers and practitioners design and explore various graph learning methods quickly as well as execute legacy GNN models that do not scale with the dataset size, we have created a smaller version of PDNS-Net called mPDNS-Net (miniPDNS-Net) by sampling PDNS-Net [13].

Our preliminary results of executing various graph neural network models (both homogeneous and heterogeneous) reveal that (1) larger graphs perform better in the classification task compared to the smaller ones in the heterogeneous setting but surprisingly not in the homogeneous setting, and (2) The classification metrics among homogeneous and heterogeneous graph models are marginal, especially for smaller graphs. Thus, PDNS-Net provides the opportunity for the research community to advance the state of the art on graph learning on large heterogeneous graphs by addressing these observations. Furthermore, PDNS-Net provides new research opportunities to advance the graph learning on heterogeneous graphs in several directions, including imbalanced classification, adversarial robustness and explainability.

2 BACKGROUND

2.1 Homogeneous and Heterogeneous Graphs

Definition 2.1. A Graph \( G = (V, E) \) denotes data structure, where \( V \) is the vertexes (or node set), and \( E \) is \( (V \times V) \) denotes the edge set. Let \( A \in \{0, 1\}^{\|V\| \times \|V\|} \) represents a binary adjacency matrix where \( A_{i,j} = 1 \) if \( (i, j) \in E \).
A Heterogeneous Graph is a graph structure that represents different entities and their different relationships. A heterogeneous graph can be formally defined as follows.

Definition 2.2. A Heterogeneous Graph \( G = (V, E, A, R) \), where \( V \) and \( E \in (V \times V) \) denote the set of nodes and edges, respectively. Furthermore, \( G \) is associated with a node type mapping \( \phi : V \rightarrow A \) and an edge type mapping \( \psi : E \rightarrow R \) where the number of node types \( |A| > 1 \) or the number of edge types \( |R| > 1 \). Edge set \( E \) is also represented as an adjacency matrix \( A \in [0, 1]^{V \times V \times |R|} \) such that \( A_r \in [0, 1]^{V \times V} \) is a sub matrix representing the edge of type \( r \in R \).

In the context of DNS, entities such as domains, or IPs and the relationships among them are represented as a heterogeneous graph. These relationships between entities can be different connections such as a domain resolving to an IP, or a domain is a subdomain of another. This structure is heterogeneous since it contains either different types of nodes or different types of edges. An advantage of heterogeneity is the ability to represent rich and diverse relationships among the entities. Figure 1 shows the high level schema of the PDNS-Net DNS graph.

**Figure 1: High level schema of the Heterogeneous DNS graph**

### 2.2 DNS and Malicious Domains

DNS is a hierarchical naming system that helps map domain names to IP addresses in the Internet. It is one of the core protocol suites of the Internet. It provides a distributed database that maps domain name to record sets, such as IP addresses. We make a distinction between private and public domains. A domain is public if its subdomains or path suffixes are not created and not under the control of the domain owner, whereas a domain is private if its subdomains are created and managed by the domain owner.

Internet domains are the launchpad for many cyber attacks we observe nowadays. We term those domains that are utilized in such attacks as malicious domains [19].

### 2.3 Passive DNS

Passive DNS (PDNS) [23] captures traffic by sensors cooperatively deployed in various DNS hierarchy locations. For example, Farsight PDNS data [5] utilizes sensors deployed behind DNS resolvers and provides aggregate information about domain resolutions. We use Farsight PDNS DB to extract domain resolutions retrospectively.

### 3 DATA COLLECTION AND CHARACTERISTICS

#### 3.1 Data Collection

We obtain ground truth data and passive DNS resolutions to build the DNS graph from the data collected from different sources during the period of 11/10/2020 to 18/10/2020.

**Malicious Ground Truth.** As shown in Figure 2, we collect malicious domain ground truth from VirusTotal feed [22]. We execute this pipeline to identify malicious domains created by attackers as they exhibit homophily relationships.

**Benign Ground Truth.** Our benign ground truth is collected from the Alexa top 1m list [1]. Although some malicious domains make to the top domain list if they attract high popularity, such domains do not persist on the top domain list over a period of time. Thus, following prior research outcomes [15], we select those domains in Alexa top 1m that consistently appear for 90 days as our benign ground truth.

#### 3.2 Passive DNS Expansion

We expand the malicious seed identified from the VirusTotal feed to identify domain-IP resolutions using the Farsight PDNS service [5]. The following steps are performed to collect the passive DNS resolutions:

1. Collect the IP’s hosting the malicious domains.
2. Collect the domains hosted on IPs collected in step 1.
3. Collect the IP’s hosting the domains collected in step 2.

#### 3.3 Graph Construction

The collected domain-IP resolutions are then used to build a heterogeneous knowledge graph consisting of nodes of type domain, IP, subdomain and 3 types of relationships among them.

**domain-resolve-ip.** The relationship represents the domains hosted on a given IP.

**domain-similar-domain.** The character level similarity between two domains is used to generate relationships between domain nodes. In order to find domain similarity, n-gram is used to process domain names and embed each domain in a high level representation using TF-IDF vectorization. Then, the cosine similarity is used to identify domains with character level similarity. Tri-grams are used for the n-gram process and 0.8 similarity threshold is used for cosine similarity.

**domain-subdomain-domain.** The relationship represents the domains sharing the same apex domain.

#### 3.4 Node Feature Extraction and Metapaths

The lexical features of domain nodes in Table 1 capture the lexical formation of domain names. Attackers create many domains to remain agile but such domains leave certain revealing patterns allowing one to associate them by their lexical features. These features are extracted by pre-processing the domain names before
| Feature Name | Description | Source |
|--------------|-------------|--------|
| #Subdomains | The number of levels in the subdomain part of the FQDN | [14] |
| Minus | The number of dashes appear in the FQDN | [14] |
| Brand | Does it impersonate a popular Alexa top 1000 brand? | Derived from [11] |
| Similar | Does the domain contain words within Levenshtein distance 2 of a popular Alexa top brand? | Derived from [11] |
| Fake_TLD | Does the domain name include a fake gTLD (com, edu, net, org, gov)? | Derived from [16] |
| Pop_Keywords | Does the domain name include popular keywords? | Derived from [11] |
| Entropy | The entropy of the FQDN | [2, 3] |

Figure 2: Groud truth malicious domain filtering pipeline

The majority of current graph adversarial attacks [7] and many of the advanced GNN algorithms [9, 21] are inefficient on large graphs such as ours. Therefore, a representative subgraph of PDNS-Net is generated to be compatible with current graph adversarial attacks and GNN models. Multiple methods have been researched on sampling representative subgraphs from large-scale graphs. According to [13], exploratory sampling strategies based on random-walks outperforms both uniform node sampling and edge selection based strategies. Thus, an exploratory random-walk graph sampling method, Metropolis-Hastings graph sampling algorithm [10], is used to generate a representative subgraph of the PDNS-Net graph. We refer to the sample dataset as mPDNS-Net.

3.7 Descriptive Statistics
Table 2 shows the first order statistics of the two datasets. Figure 3 shows the node degree distributions for the two datasets. We make several observations from these statistics: (1) Both DNS and mDNS datasets have similar node degree distributions confirming that our sampling approach is representative, (2) The degrees of IP nodes are higher than that of domains, and (3) Benign domains are hosted on more IPs than malicious domains.

Table 2: Graph statistics of the datasets

| Dataset | #Domains | #IPs | #Edges | #Malicious | #Benign |
|---------|----------|------|--------|------------|--------|
| mDNS    | 7,495    | 4,505| 37,285 | 2,827      | 4,668  |
| DNS     | 373,475  | 73,593| 897,588| 20,354     | 4,963  |

4 NODE CLASSIFICATION RESULTS
Some GNNs are designed for homogeneous graphs that consist of only one type of node and one type of edge, such as GCN [12], GraphSAGE [8], and GAT [21]. Some others are designed for heterogeneous graphs and can deal with different types of nodes and
relationships, such as HGT [9], while others can handle only different types of relationships, but not node types, like RGCN [17]. It is also possible to use generic wrappers, on GNNs that are designed for homogeneous graphs, to deliver messages from source nodes to target nodes based on the bipartite GNN layer for each edge type, and compute graph convolution on heterogeneous graphs. We use such a wrapper in PyG [6] environment and generate heterogeneous counterparts of GraphSAGE [8] and GAT [21] and named them as HeteroSAGE and HeteroGAT, respectively.

In this section, we introduce experimental results on the two datasets described in this paper, namely mPDNS-Net and PDNS-Net, on above-mentioned different variants of GNNs designed for homogeneous and heterogeneous graphs. We compare their performance according to several metrics including accuracy, area under the curve, F1-score, precision, and false positive rate as shown in Table 3. For heterogeneous to homogeneous conversion, all features with the same feature dimensionality across different types are merged into a single representation and the missing dimensions are filled with zero values. For training the GNN models, we use an Adam optimizer with the learning rate of $5 \times 10^{-3}$, weight decay of $1 \times 10^{-3}$, and the number of epochs of 200. The designed models consist of two GNN layers with the hidden dimension size of 64 and a linear layer for the classification. Models are implemented using PyTorch Geometric (PyG) [6] version 2.0.3 built on top of PyTorch version 1.10.0.

We make several surprising observations that require further attention from the research community. For mPDNS-Net, while heterogeneous models perform better than homogeneous models, the improvement in performance is marginal. An important research direction is to construct heterogeneous models that perform much better on small heterogeneous graphs compare to the homogeneous counterparts. In comparison to the heterogeneous models on the smaller dataset mPDNS-Net, as expected, similar models perform better on the larger dataset PDNS-Net as it is likely to capture richer associations and interactions among domain nodes. However, it is surprising to observe that such performance gain is not achieved for the homogeneous models. We assess that further study is required to diagnose the poor performance of homogeneous models on the large dataset PDNS-Net.

5 CONCLUSION

Graph learning plays a critical role in advancing the machine learning tasks on interconnected graph data. Currently, while there are many publicly available homogeneous graph datasets, only a handful of heterogeneous graph datasets are available albeit being small in size. We address this by constructing PDNS-Net, the largest publicly available heterogeneous graph dataset for the malicious domain classification. Our preliminary results on both homogeneous and heterogeneous GNN models on PDNS-Net show that the research community needs to do more to improve the performance of GNNs on such heterogeneous large datasets.
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