Exact quantum dynamics developments for floppy molecular systems and complexes
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Molecular rotation, vibration, internal rotation, isomerization, tunneling, intermolecular dynamics of weakly and strongly interacting systems, intra-to-inter-molecular energy transfer, hindered rotation and hindered translation over surfaces are important types of molecular motions. Their fundamentally correct and detailed description can be obtained by solving the nuclear Schrödinger equation on a potential energy surface. Many of the chemically interesting processes involve quantum nuclear motions which are ‘delocalized’ over multiple potential energy wells. These ‘large-amplitude’ motions in addition to the high dimensionality of the vibrational problem represent challenges to the current (ro)vibrational methodology. A review of the quantum nuclear motion methodology is provided, current bottlenecks of solving the nuclear Schrödinger equation are identified, and solution strategies are reviewed. Technical details, computational results, and analysis of these results in terms of limiting models and spectroscopically relevant concepts are highlighted for selected numerical examples.
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I. INTRODUCTION

Molecules are never at rest, they constantly vibrate and rotate, and most interesting molecular phenomena involve nuclear motions extending over multiple potential energy wells. These multi-well motions are called large-amplitude motions that is in contrast to small-amplitude motions that correspond to small nuclear displacements localized to the bottom of a single potential energy well. Although atomic nuclei are ‘heavy’ particles and several types of molecular motion exhibit (semi-)classical features, the fundamentally correct theoretical description of molecules in motion is based on quantum mechanics.

The basic quantum mechanical models of the most common types of nuclear motion, i.e., rotation and small-amplitude vibration, are the rigid rotor and the harmonic oscillator approximations that are almost as old as quantum mechanics and they are taught in established chapters of the undergraduate curriculum. The equilibrium rotational constants and harmonic frequencies are built-in features in most quantum chemical program packages and are often computed to obtain theoretical guidance in relation with experimentally recorded spectra. Perturbative corrections to these equilibrium quantities can be computed in electronic structure packages, but the simplest approach has limitations. As to the corrections of the harmonic frequencies, if there are several zeroth-order vibrational states close in energy, which is a common situation in polyatomic molecules, ‘resonance effects’ introduce erroneous shifts in the perturbative correction. Furthermore, the quantum harmonic oscillator approximation is qualitatively wrong for large-amplitude motions that are common and important types of motions in molecular systems.

A straightforward solution to the beyond-harmonic-oscillator-problem accounting for large-amplitude motions, anharmonicities, mode coupling, etc., which is free of resonances, is offered by variational-type approaches. A direct variational solution of the rovibrational Schrödinger equation provides the direct or numerically ‘exact’ solution corresponding to a given potential energy surface (PES). Hence, the common name, ‘exact quantum dynamics’ is used to distinguish this approach from other techniques trying to ‘simulate’ quantum ‘effects’ by extending classical mechanical simulation of the nuclear motion. Quantum effect simulations by (imaginary-time) path-integral techniques have a favorable scaling property with the system size, but—apart from very special exceptions—they can have large errors on the vibrational band origins.

On the contrary, exact quantum dynamics methods can be used to systematically approach the numerically exact solutions of the nuclear Schrödinger equation. The severe shortcoming of the exact quantum approach is connected with an unfavorable, exponential scaling of the computational cost with the vibrational dimensionality.

This article starts with a general theoretical framework for the (ro)vibrational methodology, the Hamiltonian and curvilinear coordinates (Secs. II A and II B), basis functions and matrix representation (Secs. II C) and lists some common algorithmic elements. This introduction leads us to identify the main bottlenecks (Sec. II D), and to review possible strategies to attenuate the computational cost increasing rapidly with the dimensionality (Secs. II E and II F). The review is continued with analysis tools and spectroscopic limiting models for the computed rovibrational states (Sec. III), simulation of (ro)vibrational infrared and Raman spectra (Sec. IV). To respect the typical length of Feature Articles and to avoid unnecessary repetition of already documented material (cited in the reference list), computational results from our own recent work are showcased during the course of the presentation of the theoretical and algorithmic background.

II. THEORETICAL FRAMEWORK FOR QUANTUM NUCLEAR MOTION THEORY

A. Nuclear Schrödinger equation and coordinate transformation

The time-independent Schrödinger equation is considered for the motion of the atomic nuclei on a potential energy surface (PES, $V$),

\[ (\hat{T} + V)\Psi = E\Psi. \]  

The direct solution of this differential (eigenvalue) equation can provide all stationary states of the system. The $\hat{T}$ nuclear kinetic energy operator for $N$ nuclei with $m_i$ masses (in Hartree atomic
FIG. 1. Examples for internal coordinates: (a) full 9D model for the formic acid monomer;\textsuperscript{9} (b) intermolecular-plus-torsional, 8D model for the formic acid dimer;\textsuperscript{10} (c) full 12D model of the CH\textsubscript{4}\cdot F\textsuperscript– complex using the \( q_1, \ldots, q_9 \) normal coordinates for the methane fragment and \( (R, \theta, \phi) \) spherical polar coordinates for the relative ion-methane motion.\textsuperscript{11–14}

units) is

\[
\hat{T} = -\sum_{i=1}^{N} \frac{1}{2m_i} \left[ \hat{P}^2_{iX} + \hat{P}^2_{iY} + \hat{P}^2_{iZ} \right],
\]

where \( \hat{P}_{i\alpha} = -i\partial/\partial R_{i\alpha} \) are the nuclear momenta conjugate to the \( R_{i\alpha}, \alpha = X, Y, Z \) laboratory-frame (LF) Cartesian coordinates.

For an isolated system, the PES is invariant to the molecule’s translation (and rotation), so it is convenient to separate the overall translation from the internal motion by defining \( \mathbf{r}_i \) translationally invariant, body-fixed Cartesian coordinates,

\[
\mathbf{R}_i = \mathbf{O}(\Omega)\mathbf{r}_i + \mathbf{R}_{CM}, \quad i = 1, \ldots, N,
\]

where translational invariance means that \( \mathbf{r}_i \) is a function of the laboratory coordinates which remain invariant to an overall translation of the system,

\[
\mathbf{r}_i = f_i(\mathbf{R}) = f_i(\mathbf{R}') \quad \text{with} \quad \mathbf{R}'_j = \mathbf{R}_j + \mathbf{d}, \quad \forall \mathbf{d} \in \mathbb{R}^3.
\]

The overall translation of the system is described by the center of mass coordinates of the nuclei,

\[
\mathbf{R}_{CM} = \sum_{i=1}^{N} \frac{m_i}{m_{12\ldots N}} \mathbf{R}_i \quad \text{with} \quad m_{12\ldots N} = \sum_{i=1}^{N} m_i,
\]

and the center of the body-fixed frame can be fixed at the origin,

\[
\sum_{i=1}^{N} m_i \mathbf{r}_i = 0.
\]

In Eq. (3), \( \mathbf{O}(\Omega) \) with \( \Omega = (\omega_1, \omega_2, \omega_3) \) describes the 3-dimensional rotation which connects the orientation of the body-fixed (BF) frame\textsuperscript{7} and the laboratory frame.

The commonly used normal coordinates (coordinates underlyiing the harmonic oscillator approximation) are defined as the linear combination of the \( \mathbf{r}_i \) Eckart’s\textsuperscript{8} body-fixed Cartesian coordinates with respect to a reference structure fixed at a PES minimum, and minimize the kinetic and potential couplings at the reference structure (Sec. II G).\textsuperscript{4}

For an efficient description of quantum nuclear motion beyond small-amplitude vibrations about a local minimum, non-linear functions of \( \mathbf{r}_i \) are commonly defined,

\[
q_k = g_k(\mathbf{r}), \quad k = 1, \ldots, 3N - 6
\]
to efficiently describe the (extended) internal motion. \( g_k(\mathbf{r}) \) is typically a function of scalar products of the \( \mathbf{r}_i \) body-fixed Cartesian coordinates (hence independent of the frame definition), distance- and angle-type variables (Fig. 1). It has been shown that beyond four-particle systems, \( 3N - 6 \) distance- and angle-type variables are not sufficient to uniquely characterize all molecular structures. So, beyond \( N = 4 \), torsion-like coordinates (including some vector-type product of \( \mathbf{r}_i \)'s) must be also included for a unique description with \( 3N - 6 \) variables.

The variable change

\[
(X_1, Y_1, Z_1, X_2, Y_2, Z_2, \ldots, X_{3N}, Y_{3N}, Z_{3N}) \Rightarrow \\
(\xi_1, \ldots, \xi_{3N}) = (q_1, q_2, \ldots, q_{3N-6}, \omega_1, \omega_2, \omega_3, X_{CM}, Y_{CM}, Z_{CM})
\]

(8)

corresponds to a curvilinear coordinate ‘transformation’, which can be characterized by the Jacobi matrix. The Jacobi matrix collects derivatives of the ‘old’ coordinates with respect to the ‘new’ ones, \( J_{ik} = \frac{\partial \mathbf{r}_i}{\partial \xi_k} \). For a vibrational degree of freedom, \( \xi_k = q_k \) \( (k = 1, \ldots, 3N-6) \), the Jacobian elements can be written as

\[
J_{ik} = \frac{\partial \mathbf{r}_i}{\partial \xi_k} = \frac{\partial (\mathbf{O} \mathbf{r}_i + \mathbf{R}_{CM})}{\partial q_k} = \mathbf{O} \frac{\partial \mathbf{r}_i}{\partial q_k} = \mathbf{O} \mathbf{t}_{ik},
\]

(9)

where we defined the ‘vibrational \( t \)-vector’ as

\[
\mathbf{t}_{ik} = \frac{\partial \mathbf{r}_i}{\partial q_k}, \quad k = 1, 2, \ldots, 3N - 6.
\]

(10)

For a rotational degree of freedom, \( \xi_{3N-6+a} = \omega_a \), which is a rotation angle about the \( a = 1(x), 2(y), 3(z) \) axis of the body-fixed frame, we can write

\[
J_{i,3N-6+a} = \frac{\partial \mathbf{r}_i}{\partial \xi_{3N-6+a}} = \frac{\partial (\mathbf{O}(\Omega) \mathbf{r}_i + \mathbf{R}_{CM})}{\partial \omega_a} = \frac{\partial \mathbf{O}(\omega_1, \omega_2, \omega_3)}{\partial \omega_a} \mathbf{r}_i = \mathbf{O} [\mathbf{e}_a \times \mathbf{r}_i] = \mathbf{O} \mathbf{t}_{i,3N-6+a},
\]

(11)

where the ‘rotational \( t \)-vector’ was defined as

\[
\mathbf{t}_{i,3N-6+a} = \mathbf{e}_a \times \mathbf{r}_i, \quad a = 1(x), 2(y), 3(z),
\]

(12)

and \( \mathbf{e}_a \) is the unit vector pointing along the (positive direction of the) coordinate axis, \( (\mathbf{e}_a)_n = \delta_{an} \) \( (n = 1, 2, 3) \).

To obtain Eq. (11), we used the following relation regarding the derivative of an abstract three-dimensional rotational operation, written in the Euler–Rodrigues’ form, with respect to the rotation angle \( \omega \) about the axis pointing in the direction of the unit vector \( \mathbf{k} = (k_x, k_y, k_z) \) with \( |\mathbf{k}| = 1 \):

\[
\frac{\partial}{\partial \omega(\mathbf{k})} \mathbf{O} = \frac{\partial}{\partial \omega} [\mathbf{I} + \mathbf{K} \sin \omega + \mathbf{K}(1 - \cos \omega)] = \mathbf{K} \cos \omega + \mathbf{K}^2 \sin \omega,
\]

(13)

where \( \mathbf{I} \) is the three-dimensional unit matrix and \( \mathbf{K} \) is the ‘cross product matrix’, \( \mathbf{K}_{ij} = k_j \). \( \times \mathbf{r}_{ij} \),

\[
\mathbf{K} = \begin{pmatrix}
0 & -k_z & k_y \\
-\mathbf{k}_z & 0 & -k_x \\
k_y & k_x & 0
\end{pmatrix}.
\]

(14)

Then, by using the \( \mathbf{K}^3 = -\mathbf{K} \) identity, we can write

\[
\mathbf{OK} = [\mathbf{I} + \mathbf{K} \sin \omega + \mathbf{K}(1 - \cos \omega)] \mathbf{O} \\
= \mathbf{K} + \mathbf{K}^2 \sin \omega + \mathbf{K}^3 (1 - \cos \omega) \\
= \mathbf{K} \cos \omega + \mathbf{K}^2 \sin \omega,
\]

(15)
and hence, the relation, used in Eq. (11), is obtained as
\[
\frac{\partial}{\partial \omega} \mathbf{O} r_i = \mathbf{O} \mathbf{r}_i = \mathbf{O} (k \times r_i)
\] (16)
for \(k = e_a\). Finally, for a translational-type degree of freedom in the laboratory frame, \(\xi_{3N-3+\alpha} = R_{CM,\alpha}, \alpha = 1(X), 2(Y), 3(Z)\), we can write
\[
J_{i,3N-3+\alpha} = \frac{\partial R_i}{\partial \xi_{3N-3+\alpha}} = \frac{\partial [\mathbf{O}(\omega_1, \omega_2, \omega_3) \mathbf{r}_i + R_{CM}]}{\partial R_{CM,\alpha}} = e_\alpha .
\] (17)

Having the Jacobi-matrix elements at hand, Eqs. (9), (11), and (17), we can calculate the mass-weighted metric tensor elements,
\[
g_{kl} = \sum_{i=1}^{N} m_i \frac{\partial R^T_i}{\partial k} \frac{\partial R_i}{\partial l},
\] (18)
where the introduction of the mass weights corresponds to mass-scaled Cartesian coordinates, \(\tilde{R}_i = \sqrt{m_i}R_i\).

For the rotation-vibration block of \(g_{kl}\), \(k, l = 1, 2, \ldots, 3N-3\), is
\[
g_{kl} = \sum_{i=1}^{N} m_i \frac{\partial R^T_i}{\partial k} \frac{\partial R_i}{\partial l} = \sum_{i=1}^{N} m_i t^T_k \mathbf{O} t_l = \sum_{i=1}^{N} m_i t^T_k t_l ,
\] (19)
where orthogonality of the rotation matrix, \(\mathbf{O}^T \mathbf{O} = \mathbf{I}\), allowed us to express the rovibrational \(g_{kl}\) elements solely in terms of body-fixed quantities, i.e., using the vibrational and rotational \(t\)-vectors, Eqs. (10) and (12), respectively. Regarding the translation-vibration and translation-rotation blocks, we use the fact that the translational Jacobi matrix elements are coordinate independent (constant), and we fixed the origin of the body-fixed frame at the nuclear center of mass, Eq. (6), \(\alpha = 1(X), 2(Y), 3(Z)\) and \(l = 1, 2, \ldots, 3N-3\),
\[
g_{3N-3+\alpha,3N-3+\beta} = \sum_{i=1}^{N} m_i \frac{\partial R^T_i}{\partial \xi_{3N-3+\alpha}} \frac{\partial R_i}{\partial \xi_{3N-3+\beta}}
= \sum_{i=1}^{N} m_i e^T_\alpha O e_\beta
= e^T_\alpha \frac{\partial O}{\partial \xi_l} \sum_{i=1}^{N} m_i r_i = 0 .
\] (20)
The translational matrix elements are
\[
g_{3N-3+\alpha,3N-3+\beta} = \sum_{i=1}^{N} m_i e^T_\alpha e_\beta = m_{12...N} \delta_{\alpha \beta} .
\] (21)
The resulting structure of the mass-weighted metric tensor, \(g\), is highlighted in Fig. 2.

Next, let us define the 3\(N\)-dimensional gradient operator, \((\text{grad}_{\tilde{R}})_{i\alpha} = \partial_{\xi_\alpha} = \partial / \partial \tilde{R}_{i\alpha}\), and write the nuclear Schrödinger equation, Eq. (1), as
\[
2(V - E)\Psi = \text{div}_{\tilde{R}} \text{grad}_{\tilde{R}} \Psi = \text{div}_{\xi} \text{grad}_{\xi} \Psi ,
\] (22)
which is understood with the normalization of $\Psi$ is written as

$$1 = \int \Psi^* \Psi \, d\mathbf{R} = \int \Psi^* \Psi \, \tilde{g}^{1/2} \, d\mathbf{\xi}.$$  

(23)

In the second equation, due to the coordinate change, the determinant of the Jacobi matrix, $\det J$, appears, which equals the square root of the determinant of the metric tensor, $\det J = \tilde{g}^{1/2}$ with $\tilde{g} = \det g$. We can say in short that the ‘volume element’ corresponding to integration in the new coordinates is

$$dV' = \tilde{g}^{1/2} \, d\xi_1 \, d\xi_2 \ldots d\xi_{3N}.$$  

(24)

In curvilinear coordinates, the divergence of a $F$ vector field is written (using Einstein’s summation convention and the covariant and contravariant labelling) as

$$\text{div}_F = \tilde{g}^{-1/2} \partial_k \tilde{g}^{1/2} F^k,$$  

(25)

and the gradient of a $\phi$ scalar field is

$$\text{grad}_\phi = \partial^k \phi = g^{kl} \partial_l \phi,$$  

(26)

where $g^{kl}$ is the contravariant metric tensor, which is the inverse of the (covariant) metric tensor, Eq. (18). As a result, we can write the ‘divgrad’ operator in curvilinear coordinates as

$$\text{div}_F \text{grad}_\phi = \tilde{g}^{-1/2} \partial_k \tilde{g}^{1/2} g^{kl} \partial_l \phi,$$  

(27)

and the integrals are calculated ‘with’ the $dV'$ volume element, Eq. (24). A more symmetric form of the differential operator appears, if we ‘merge’ (the square root of) the Jacobi determinant in the wave function, so that we can use the simple normalization condition

$$1 = \int \psi^* \psi \, d\xi_1 \ldots d\xi_{3N}.$$  

(28)
This implies that $\Psi = \tilde{g}^{-1/4}\psi$, and we obtain the Schrödinger equation for $\psi$ as

$$2(V - E)\Psi = \tilde{g}^{-1/2}\partial_k\tilde{g}^{1/2}g^{kl}\partial_l\Psi$$

$$2(V - E)\tilde{g}^{-1/4}\psi = \tilde{g}^{-1/2}\partial_k\tilde{g}^{1/2}g^{kl}\partial_l\tilde{g}^{-1/4}\psi$$

$$2(V - E)\psi = \tilde{g}^{-1/2}\partial_k\tilde{g}^{1/2}g^{kl}\partial_l\tilde{g}^{-1/4}\psi$$

which can be rearranged to

$$\left[ -\frac{1}{2}\tilde{g}^{-1/4}\partial_k\tilde{g}^{1/2}g^{kl}\partial_l\tilde{g}^{-1/4} + V \right] \psi = E\psi$$

or written in the more traditional form,

$$\left[ 2\sum_{k=1}^{3N} \sum_{l=1}^{3N} \tilde{g}^{-1/4}\tilde{p}_k \tilde{g}^{1/2}G_{kl}\tilde{p}_l \tilde{g}^{-1/4} + \frac{1}{2m_{12...N}}P_{\text{CM}}^2 + V \right] \psi = E\psi$$

with the $\tilde{p}_k = -i\partial/\partial\xi_k$ ‘generalized momenta’ and the ‘big’ $G$ matrix

$$G = g^{-1}.$$ 

In the physical chemistry literature, the Eq. (33) form of the kinetic energy operator is commonly referred to as the ‘Podolsky form’. In 1928, Boris Podolsky drew Paul Dirac’s attention to the correct form of the Laplace (‘divgrad’) operator in curvilinear coordinates (that had been known in mathematics for decades). Podolsky’s choice for the normalization of the wave function resulted in a symmetric form of the operator, which is convenient for variational-type applications of the Schrödinger equation in curvilinear coordinates.

It is important to note that the curvilinear form of the operator can be expressed with the metric tensor, and it is not necessary to use the Jacobian matrix. Eqs. (19), (20), and (21) (see also Fig. 2) show that the metric tensor can be calculated from body-fixed quantities, i.e., rotational and vibrational $t$-vectors and the constant masses associated to the nuclei, and it depends neither on the rotation angles, nor the translational coordinates. The metric tensor can be written as a function of the vibrational coordinates and of the body-fixed frame definition ($e_\alpha$ vectors).

Due to the block-diagonal structure of $g$ in terms of the rovibrational and the translational coordinates (Fig. 2) and since $\tilde{g}$ does not depend on the translational coordinates, the kinetic energy operator is the sum of a rovibrational and a translational part,

$$\left[ 2\sum_{k=1}^{3N-3N} \sum_{l=1}^{3N-3N} \tilde{g}^{-1/4}p_k \tilde{g}^{1/2}G_{kl}p_l \tilde{g}^{-1/4} + \frac{1}{2m_{12...N}}P_{\text{CM}}^2 + V \right] \psi = E\psi$$

with $P_{\text{CM},\alpha} = -i\partial/\partial R_{\text{CM},\alpha}$. The complete Eq. (35) must be used to describe molecules in interaction with solid materials or their motion in cages.

At the same time, for an isolated molecular system, $V$ is independent of the translational degrees of freedom, and then, it is convenient to subtract the center-of-mass kinetic energy, $P_{\text{CM}}^2/(2m_{12...N})$ from the operator and separate the continuum spectrum of free translation. Thereby, we obtain...
the rovibrational Hamiltonian for an isolated molecule as

$$\hat{H}^{\nu,P} = \frac{1}{2} \sum_{k=1}^{D} \sum_{l=1}^{D} \tilde{g}^{-1/4} \bar{p}_k \bar{g}^{3/2} G_{kl} \bar{p}_l \tilde{g}^{-1/4}$$

(36)

$$\approx \frac{1}{2} \sum_{k=1}^{D} \sum_{l=1}^{D} \tilde{g}^{-1/4} \bar{p}_k G_{kl} \tilde{g}^{3/2} \bar{p}_l \tilde{g}^{-1/4}$$

$$+ \frac{1}{2} \sum_{a=1}^{D} (\bar{p}_a G_{a,D+a} + G_{k,D+a} \bar{p}_k) \tilde{J}_a$$

$$+ \frac{1}{2} \sum_{a=1}^{D} G_{D+a,D+a} \tilde{J}_a^2$$

$$+ \frac{1}{2} \sum_{a=1}^{D} \sum_{b > a}^{D} G_{D+a,D+b} [\tilde{J}_a, \tilde{J}_b]_+ + V ,$$

(37)

where $D = 3N - 6$ applies. Eq. (37) was obtained from Eq. (36) by exploiting the fact that $\tilde{g}$ does not depend on the rotational coordinates. Furthermore, we used that the derivative with respect to the $a$th rotational angle, is the body-fixed angular momentum component, $\tilde{J}_a = -i \partial/\partial \omega_a$. $[\tilde{J}_a, \tilde{J}_b]_+$ labels the anti-commutator of $\tilde{J}_a$ and $\tilde{J}_b$. We also note that the body-fixed angular momentum operators satisfy the (anomalous) commutation relations, expressed with the $\epsilon_{abc}$ Levi-Civita symbol,

$$[\tilde{J}_a, \tilde{J}_b] = -i \epsilon_{abc} \tilde{J}_c, \quad a, b, c = 1(x), 2(y), 3(z)$$

(38)

The $\hat{H}^P$ Podolsky form of the rovibrational Hamiltonian was found to be advantageous in some computer implementation, because it was possible to arrive at a stable numerical code by using only first-order coordinate derivatives (vibrational $t$-vectors computed by finite differences). Efficient use of the Podolsky form assumes that the truncated resolution of identity in the finite vibrational basis provides an accurate matrix representation (Mx) for the operator identity Mx($\tilde{g}^2$) ≈ Mx($\tilde{g}$) · Mx($\tilde{g}$) for the vibrational derivative operators ($k = 1, \ldots, D$).

If this approximation is inaccurate in the vibrational basis, then, it is better to use the ‘fully-rearranged’ form of the Hamiltonian, which is obtained from the vibrational Podolsky form by mathematically equivalent manipulations,

$$\hat{H}^r = -\frac{1}{2} \sum_{k=1}^{D} \sum_{l=1}^{D} \frac{G_{kl}}{\partial q_k / \partial q_l} + \frac{1}{2} \sum_{l=1}^{D} B_l \frac{\partial}{\partial q_l} + U + V ,$$

(39)

where

$$B_l = \sum_{k=1}^{D} \frac{\partial}{\partial q_k} G_{kl} ,$$

(40)

and the potential-like term,

$$U = \frac{1}{32} \sum_{k=1}^{D} \sum_{l=1}^{D} \left[ \frac{G_{kl}}{\tilde{g}} \frac{\partial \tilde{g}}{\partial q_k} \frac{\partial \tilde{g}}{\partial q_l} + 4 \frac{\partial}{\partial q_k} \left( \frac{G_{kl}}{\tilde{g}} \frac{\partial \tilde{g}}{\partial q_l} \right) \right]$$

(41)

are functions of the vibrational coordinates only (similarly to $G_{kl}$ and $V$).

Evaluation of $B_l$ and $U$ assumes the evaluation of higher-order coordinate derivatives (vibrational coordinate derivatives of the $t$-vectors, up to third order, i.e., $\partial^3 r_i / \partial q_{ik} \partial q_{kj} \partial q_{lm}$). In this case, evaluation of the derivatives by finite differences requires the use of increased precision arithmetic (quadruple precision in Fortran) alternatively analytic derivatives, e.g., for $Z$-matrix coordinates, or automated differentiation can be used.

The idea of developing a general and unifying approach to the rovibrational kinetic energy
operator has a half-century history, and we only cite here some of the prominent examples. During the rest of this work, developments will be reviewed in relation with the numerical kinetic energy operator approach of Ref. 21 and its applications within the GENIUSH (GENeral Internal-coordinate USer-defined Hamiltonians) program.

B. Geometrical constraints and reduced-dimensionality models

The number of vibrational degrees of freedom increase linearly with the number of atoms in the system and result in a rapid scale-up of the computational cost of variational applications (Secs. II C–II E). To attenuate this growth, it is possible to introduce constraints on the motion of the nuclei.

Geometrical constraints, e.g., fixing certain bond lengths or angles, can be implemented in the outlined formalism by ‘deleting’ the corresponding rows and columns of the $g$ matrix corresponding to the constrained coordinate. Zeroing rows and columns in the $G$ matrix does not correspond to imposing a rigorous geometrical constraint, but it corresponds to fixing the ‘generalized’ momenta corresponding to the selected coordinate. Although ‘zeroing’ in the $G$ matrix (within some specific computational setup) may result in a better numerical approximation to the full-dimensional result, the numerical values depend on the coordinate representation used for the constrained fragment, which is conceptually problematic.

The (ro)vibrational Hamiltonians corresponding to rigorous geometrical constraints take the same form as in Eqs. (36), (37) and (39), but $D < 3N - 6$ and it labels the number of the active vibrational degrees of freedom. The $\tilde{g}$ and $G$ functions in the Hamiltonian are obtained by (a) constructing the full $g \in \mathbb{R}^{(3N-3)\times(3N-3)}$ matrix (the block-diagonal translational block can be inverted separately, if needed); (b) deleting the last $D$ fixed rows and columns of the full $g$ corresponding to the constrained degrees of freedom; (c) the remaining $D$-dimensional ‘reduced’ $g$ matrix is used to calculate $\tilde{g}$ and to obtain $G$ by inversion.

Experience shows these reduced dimensionality-models (with fixed geometrical parameters) can be useful in weakly interacting systems but they can introduce large errors within bound molecules. It remains a question to be explored whether the error of (a qualitatively meaningful) reduced-dimensionality model is introduced due to the lack of ‘quantum coherence’ of the discarded modes with the active degrees of freedom or it is rather a structural effect due to the dissection of a certain $D$-dimensional cut of the full-dimensional PES corresponding to some fixed coordinate values.

All in all, ideally we can aim for a systematically improvable (series of) approximate solution(s) of the nuclear Schrödinger equation by including all vibrational degrees of freedom as dynamical variable.

C. A variational rovibrational approach: basis set and integration grid for the matrix representation of the Hamiltonian

In bound-state quantum mechanics, a common and powerful approach for solving the wave equation, a differential equation with no known analytic solution, is provided by the variational method. This method can be straightforwardly applied to the rovibrational problem, since the rovibrational Hamiltonian is bounded from below. According to Walther Ritz’ linear variational procedure from 1909, the variationally best linear combination coefficients of a fixed (orthonormal) basis set are obtained by diagonalization of the matrix-eigenvalue problem

$$H c_n = E_n c_n ,$$

which provides the best approximation to the exact wave function over the space spanned by the $\Phi_I$ basis functions,

$$\psi_n = \sum_{I=1}^{N_B^{(re)}} c_{n,I} \Phi_I$$

and $E_n$ approaches the $n$th exact eigenvalue from above.
These rigorous variational properties apply if the Hamiltonian matrix is constructed exactly, which assumes evaluation of integrals for the Hamiltonian with the pre-defined basis functions

\[ H_{IJ} = \langle \Phi_I \vert \hat{H} \vert \Phi_J \rangle. \] (44)

In all applications reviewed in this work, the \( \langle \Phi_I \vert \Phi_J \rangle = \delta_{IJ} \) orthonormality applies.

The \( \Phi_I \) multi-dimensional basis functions are often defined as

\[ \Phi_I = \Phi^{(JM)}_{I} (q_1, \ldots, q_D, \Omega) = \Phi_i(q_1, \ldots, q_k) \Theta^{(JM)}_{K \tau} (\Omega), \] (45)

where \( \Theta^{(JM)}_{K \tau} (\Omega) \) and \( \Phi_i(q_1, \ldots, q_k) \) label rotational and vibrational basis functions, respectively. The choice of the rotational and vibrational basis functions is motivated by analytically solvable quantum mechanical models, and most importantly, those of the rigid rotor and the harmonic oscillator approximations.\(^4,36\)

1. Rotational basis functions and matrix elements

Basis functions for the rotational part are obtained from eigenfunctions of the symmetric top problem, \( |JKM \rangle \) (\( K = -J, \ldots, J \)).\(^36\) The \( J = 0, 1, \ldots \) and \( M = -J, \ldots, J \) quantum numbers correspond to the total rotational angular momentum square and its laboratory-frame projection, which are exact quantum numbers for isolated molecules. For every \( JM \) pair, the \( 2J + 1 \) symmetric top eigenfunctions corresponding to different \( K = -J, \ldots, J \) values span the rotational subspace.

For a variational-like computation, the matrix representation of the Hamiltonian, Eq. (37), must be constructed over the basis set. Matrix elements including the \( \hat{J}_x \) angular momentum operators and the \( |JKM \rangle \) rigid-rotor functions are\(^{20,29,36}\)

\[ \langle JKM \vert \hat{J}_x \vert J(K \pm 1)M \rangle = \frac{1}{2} \sqrt{J(J + 1) - K(K \pm 1)} \] (46)

\[ \langle JKM \vert \hat{J}_y \vert J(K \pm 1)M \rangle = \frac{1}{2} \sqrt{J(J + 1) - K(K \pm 1)} \] (47)

\[ \langle JKM \vert \hat{J}_z \vert JKM \rangle = K. \] (48)

To avoid complex-valued Hamiltonian matrix elements, instead of \( |JKM \rangle \), their linear combination, the so-called called Wang-functions\(^{37}\) are used, for \( K = |K| = 1, \ldots, J, \)

\[ \Theta^{(JM)}_{K \tau} = \begin{cases} \frac{1}{\sqrt{2}} \left[ JKM + J - K M \right], & \text{for even } K, \tau = 0 \\ \frac{1}{\sqrt{2}} \left[ JKM - J - K M \right], & \text{for even } K, \tau = 1 \\ \frac{1}{\sqrt{2}} \left[ JKM - J - K M \right], & \text{for odd } K, \tau = 0 \\ \frac{1}{\sqrt{2}} \left[ JKM + J - K M \right], & \text{for odd } K, \tau = 1 \end{cases} \] (49)

For \( K = 0, \Theta^{(JM)}_{00} = |J0M \rangle \) (and \( \Theta^{(JM)}_{01} = 0 \)).

2. Vibrational basis functions and matrix elements

A common and straightforward choice for a multi-dimensional vibrational basis function is a product form,

\[ \Phi_i(q_1, \ldots, q_D) = \prod_{k=1}^{D} \varphi^{(k)}_{i_k}(q_k), \] (50)

where \( \varphi^{(k)}_{i_k} (i_k = 1, \ldots, n_k) \) are 1-dimensional (1D) functions of the vibrational coordinates forming an orthonormal basis set, \( e.g., \) Hermite functions, obtained from the analytic solution of the harmonic oscillator eigenproblem.\(^4,36\)
The matrix representation for the \( \hat{p}_k \) differential operator is known in analytic form for all commonly used 1D basis function types. At the same time, the potential energy is, in general, a complicated \((3N - 6)\)-dimensional function, and its matrix elements can be computed only by numerical integration, unless some special form is assumed for the function representing the potential energy (Sec. II F). For special coordinate choices, the curvilinear kinetic energy operator can be written in a closed analytic form, which can be integrated by analytic expressions for the vibrational basis. But, if we aim for a ‘black-box-type’ vibrational procedure, we consider \( G_{kl} \), \( \tilde{g} \), \( B_l \), and \( U \) as general, vibrational-coordinate dependent functions, similarly to the \( V \) potential energy, which is integrated by numerical techniques. Furthermore, the coordinates which are most convenient for fitting the potential, most commonly, interatomic distances, do not represent a good choice for doing the rovibrational computation.

A 1D numerical integral,

\[
\int_a^b w(q) F(q) \, dq = \sum_{i=1}^{kn} w_i \, F(q_i)
\]

(51)
can be most efficiently calculated by some Gaussian quadrature. If an appropriate Gaussian quadrature rule, \( w_i \) weights and the \( q_i \) points, exists for the \( a \) and \( b \) boundaries and the \( w \) weight function, then, the numerical result is exact if \( F \) is at most a \((2kn - 1)\)-order polynomial of \( q \), and \( 2kn - 1 \) is called the (1D) accuracy of the Gaussian quadrature.\(^{38}\) A straightforward generalization of 1D quadratures to multi-dimensional integration relies on forming a multi-dimensional, direct-product quadrature of the 1D rules,

\[
\begin{align*}
\int_{a_1}^{b_1} \ldots \int_{a_D}^{b_D} w_1(q_1) \ldots w_D(q_D) F(q_1, \ldots, q_D) \, dq_1 \ldots dq_D \\
\approx \sum_{i_1=1}^{k_1} \ldots \sum_{i_D=1}^{k_D} w_{1,i_1} \ldots w_{D,i_D} F(q_{1,i_1}, \ldots, q_{D,i_D})
\end{align*}
\]

(52)

with the \( w_{k,i_k} \) weights and \( q_{k,i_k} \) points \((k = 1, \ldots, D)\) corresponding to the 1D quadrature rule of the \( k \)th degree of freedom. We note, that in some cases (for periodic coordinates), we do not use orthogonal polynomial functions, but sine and cosine functions. Integrals of periodic functions can be very efficiently integrated by a trapezoidal (equidistant) quadrature that converges exponentially fast with respect to the number of grid points.

In the vibrational methodology, a finite basis and finite grid representation used to construct the Hamiltonian matrix is called the finite basis representation (FBR). Since we assume a general \( V \) function representing the PES, the integration is in general non-exact, but the exact value of the integrals for the basis set can be approached (arbitrarily close) by increasing the number of quadrature points.

For the special case of an equal number of basis functions and quadrature points for the \( k \)th degree of freedom \((n_k = k_1)\), it is possible to define a similarity transform of the finite basis with the prescription that the transformed basis functions diagonalize the \( q_k \) coordinate operator matrix. This choice results in the discrete variable representation (DVR) of the basis, and the eigenvalues of the coordinate operator provide us with the DVR grid points.\(^{39-41}\) This representation became popular in the vibrational community in conjunction with the approximation

\[
(q^n_k)_{ij} \approx (q_k \cdots q_k)_{ij} = q_{k,i}^n \delta_{ij},
\]

(53)

which relies on multiple \((n - 1)\) insertion of the truncated resolution of identity (in the finite basis), and allows us to approximate any function of the coordinates by a diagonal matrix. For a finite grid (and basis), this is certainly an approximation, which spoils the rigorous variational property (and convergence of the eigenvalues from ‘above’) of the computations. In practice, beyond a certain minimal number of grid points, the eigenvalues properly converge to their ‘numerically’ exact value upon increase of the number of grid points (equal to the number of basis functions). Eq. (53) allows to straightforwardly include any complicated function of the coordinates in a ‘black-box’ fashion. Complicated functions of the coordinates, e.g., \( V \), \( G_{kl} \), \( \tilde{g} \), \( B_l \), \( U \) (Sec. II A), are ubiquitous in the vibrational theory. These general coordinate-dependent functions do not need to be explicitly represented with polynomials of the coordinates, but it is assumed that they are smooth functions of
FIG. 3. Singular behaviour of a $G$ matrix element, ‘$G_{46}$’, for the example of the CH$_4$·H$_2$O dimer along the $\cos \beta$ coordinate. The definition of the intermolecular coordinates, $(R, \theta, \phi, \alpha, \beta, \gamma)$, is shown in the inset. The cot-DVR points$^{44}$ (green) have a higher density than Legendre DVR (red) near the singularities, $\cos \beta = -1$ and $+1$.

the coordinates and their change with the coordinates is characterized by not too high-order polynomials (the maximal polynomial order is not too high), and hence, the numerically exact results can be systematically approached by increasing the number of quadrature points. This is generally the case for the V PES corresponding to an isolated electronic state over the dynamically relevant coordinate range. Certain terms in the kinetic energy operator ($G_{kl}$, ...) may become singular over the dynamically relevant coordinate range, which commonly happens in floppy molecular systems (singularity of some elements of the $G$ matrix is highlighted for the example of the methane-water dimer in Fig. 3). In practice, this singular behaviour can be determined (either from the analytic formulation of the kinetic energy or) by numerically ‘measuring’ the behaviour upon the change of the coordinates.$^{11}$ Most often an appropriate (Gaussian-)quadrature can be found, in which the weight function, Eq. (51), corresponds to this singular behaviour. Ref. 11 presents an example, when this is not the case, and the DVR-FBR approach is used. Another option would be to deal with singularities using special functions of multiple coordinates. Most importantly, singularities due to spherical motion can be treated by using spherical harmonics$^{42}$ or Wigner $D$-functions$^{43}$, but this alternative would mean losing a product basis set (of one-particle basis functions), which allows a general implementation.

The size of the direct-product basis and the direct-product grid grows exponentially with the number of active vibrational degrees of freedom. The corresponding computational cost can be mitigated by efficient algorithmic and implementation techniques, most importantly by (a) evaluating nested sums, e.g., Eq. (52), sequentially,$^{44,45,50}$ (b) using an iterative (Lanczos) eigensolver,$^{51,52}$ which requires only multiplication of a trial vector with the Hamiltonian matrix without storage or even explicit construction of the full matrix.$^{21,52,54}$ Nevertheless, even in the most efficient implementation, a few vectors of the total size of the basis (and the grid) must be stored, which grows exponentially with the vibrational dimensionality. The matrix-vector multiplication can be parallelized with the OpenMP protocol (as it is described in Ref. 53, for example).

During the course of the Lanczos eigensolver iterations, one eigenpair is converged after the other. The computational effort, which is determined by the number of matrix-vector products is determined by the number of required eigenvalues, which means that, in practice, up to a few hundred (a thousand) states can be efficiently computed. The smallest (or largest) eigenvalues of the Hamiltonian matrix can be efficiently computed. To compute a spectral window (from an arbitrarily chosen range of the entire spectrum), there is currently no known methodology that would be more efficient than computing all states up to the desired range.$^{53}$ A truly efficient computation of solely a spectral window is still an open problem.

An efficient implementation and available computing power typically allows us to use this simple, ‘direct’(-product) methodology up to 6–10 fully coupled vibrational degrees of freedom.$^{10,30–33,54}$

To be able to solve the vibrational Schrödinger equation beyond this system size (or for challenging floppy systems up to a higher energy range already with up to ca. 10 degrees of freedom), it is necessary to develop vibrational methodologies which attenuate the rapid increase of the
FIG. 4. Complexity of the vibrational problem. In general, the PES is a multi-dimensional function.

FIG. 5. Illustration of a possible strategy to attenuate the double-exponential scale-up of the vibrational problem: system-adapted curvilinear coordinates, basis pruning, and grid pruning.

computational cost with the dimensionality.

D. Computational bottleneck of the variational vibrational methodology

While the electronic structure problem scales exponentially with respect to the basis size, the general vibrational problem suffers from a double exponential scale-up: the computational effort grows exponentially fast with the dimensionality with respect to the basis set size and also with respect to the integration grid size (Fig. 4).

This double exponential scale-up is due to the fact that the potential energy surface (PES) is in general a multi-(3N – 6-)dimensional function, for which the matrix representation must be constructed by means of numerical integration (hence, the exponentially growing integration grid).

Over the past decade, there have been important developments in the quantum nuclear motion methodology that make it possible to attenuate the exponential growth of the vibrational problem in a systematic manner. In the following subsection (Sec. II E), we present a strategy that we used and developed during the past few years, and it is followed by a short overview of other possible strategies in Sec. II F.

E. A possible strategy for efficient vibrational computations: Smolyak quadrature and pruning

A possible strategy to attenuate the rapidly increasing computational cost of solving the vibrational Schrödinger equation relies on a systematically improvable reduction of both the basis set size and the integration grid size.

The foundations of this direction were laid down by Avila and Carrington about a decade ago. More recently, we have ‘embedded’ this approach, originally used for semi-rigid systems, in computations involving both floppy and semi-rigid parts.

The strategy is highlighted in Fig. 5. An initial perequisite for practical usefulness of this approach is to find good curvilinear coordinates, which make the kinetic and potential coupling small.
To be able to efficiently truncate the product basis set, Eq. (50), we need good coordinates. For good coordinates, both the kinetic and the potential energy coupling is small. For semi-rigid molecules, like methane, CH$_4$, and ethene, C$_2$H$_4$, a reasonably good coordinate representation is immediately provided by the commonly used rectilinear normal coordinates. By construction (vide infra) both the kinetic and the potential coupling is zero at the equilibrium structure, and since the vibrations are of small amplitude, the coupling remains small over the dynamically relevant coordinate range. Hence efficient basis pruning is possible, and grid pruning was introduced for these systems used as examples in Refs. 55–57.

At the same time, finding optimal coordinates for floppy systems is non-trivial. Fortunately, a very broad and chemically important class of floppy molecular systems have just a few large-amplitude motions (LAMs) and many small-amplitude motions (SAMs), examples include, NH$_3$, methanol, CH$_3$OH,

ethane, CH$_3$CH$_3$, ethanol, CH$_3$CH$_2$OH, or glycine, NH$_2$CH$_2$COOH. For these types of systems, a simple strategy is to accept that a small number of vibrational degrees of freedom, i.e., the LAMs, are strongly coupled (among themselves and with the small-amplitude ones), and hence basis and grid truncation is inefficient. At the same time, the remaining motions are of small amplitude for which good coordinates can be constructed (Fig. 6). For doing this, we need to abandon the equilibrium structure as reference, and use instead a reference path (surface, volume, hyper-volume, . . . ) which depends on the LAMs. With respect to this (multi-dimensional) reference ‘path’, we can define linear combination of the small-amplitude coordinates, which minimize both the kinetic and the potential energy coupling among the small-amplitude modes. These ‘good’ small-amplitude coordinates are constructed similarly to the (curvilinear) normal coordinates. Papušek and co-workers pioneered this direction of research starting from the 1970s with first applications for the ammonia molecule described by one large-amplitude and many (five) small-amplitude degrees of freedom. For the case of using rectilinear normal coordinates for representing the small-amplitude vibrations and a one-dimensional path, the ‘so-called’ reaction-path Hamiltonian has been derived and used in many applications. For two large-amplitude degrees of freedom, the reaction-surface Hamiltonian has been formulated, and it was used for a quantum dynamical model of hydrogen (proton) transfer in malonaldehyde and in the formic acid dimer.

Anharmonicities of one-dimensional bond-stretching and bending-type motions are better represented by the curvilinear bond stretching- and bending-type coordinates, than by rectilinear ‘analogues’, and this motivates the definition of curvilinear normal (c-normal) coordinates, $Q$. Although the analytic kinetic energy operator is not immediately available for these coordinates, the kinetic energy coefficients can be straightforwardly computed over a grid using ideas of Sec. II A.

So, let us consider some physically motivated ‘primitive’ internal coordinates, $\rho$, (bond distances, angles, etc.), to describe the small-amplitude vibrations. Then, the curvilinear normal coordinates, $Q$, are defined with respect to the reference structure, $\rho^{(0)}$, obtained as the minimum of the PES for a selected value of the LAM coordinates, $\tau$,

$$\rho(\tau) = \rho^{(0)}(\tau) + L(\tau)Q,$$  

(54)
ization $L^T G^{-1} L = I$, and thereby minimize the coupling both in the potential and in the kinetic energy near the $\rho^{(0)}$ reference structure. $G(\rho^{(0)}, \tau)$ is the small-amplitude block of the ‘big’ $G$ matrix, Eq. (34), corresponding to the reference structure for $(\rho^{(0)}, \tau)$, and $(F)_{ij} = \partial^2 V / \partial \rho_i \partial \rho_j |_{\rho^{(0)}, \tau}$ is the force-constant matrix at the same structure.

Whether it is necessary to determine $L(\tau)$ for ‘every’ $\tau$ (in practice, carried out over a grid and interpolated or fitted to have a functional representation) or some $(\tau$-independent) averaged $\bar{L}$ is sufficient for the relevant $\tau$ range of the dynamics, depends on the system and energy range, and, in principle, should be always checked (numerically).

The more common rectilinear normal coordinates, $\bar{Q}_i$ could be obtained as

$$r = r^{(0)} + lQ ,$$  \hspace{1cm} (55)$$

where $l = T^{(0)} L$, and $(T^{(0)})_{ik} = t^{(0)}_{ik}$ collects the vibrational $t$-vectors, Eq. (10), corresponding to the semi-rigid degrees of freedom at structure $(\rho^{(0)}, \tau)$.

For practical computations with c-normal coordinates, it is necessary to pay attention to the domain of the various coordinates. The primitive internal coordinates are typically angle- and distance-type coordinates, and they are calculated as linear combination of the c-normal coordinates, defined on the entire real axis, $Q_k \in \mathbb{R}$. ‘Mapping functions’ were used in Ref. 9 to ensure that the calculated coordinate values are in the mathematically correct range.

2. Basis pruning

If good coordinates are found, which ensure that the coupling of the different degrees of freedom is small (off-diagonal Hamiltonian matrix elements less than ca. 30 % of the corresponding diagonal elements), then, some product basis functions are not required, can be discarded, in order to converge the lowest energy levels $^{67,68}$ assuming that reasonably good one-dimensional basis functions can be found. We note that for basis (and grid) pruning, we use FBR, since (unfortunately), there is no known efficient way to prune a DVR, in which the basis and grid representations are inherently coupled.

Discarding basis functions from a direct-product basis means that instead of writing the vibrational ansatz as

$$\Psi_i(q_1, \ldots, q_D) = \sum_{n_1=1}^{n_{1D}} \ldots \sum_{n_D=1}^{n_{1D}} c_{i,n_1,\ldots,n_D} \prod_{k=1}^{D} \varphi_{n_k}(q_k) ,$$  \hspace{1cm} (56)$$

we choose an $f(n_1, \ldots, n_D)$ function of the basis function ‘excitation’ indices to define basis combinations of one-dimensional basis functions that are important,

$$\Psi_i(q_1, \ldots, q_D) = \sum_{f(n_1,\ldots, n_D) \leq b} c_{i,n_1,\ldots,n_D} \prod_{k=1}^{D} \varphi_{n_k}(q_k) ,$$  \hspace{1cm} (57)$$

and discard the rest without jeopardizing the accuracy of the results. The simplest possible pruning function is the sum of the basis excitation indices,

$$f(n_1, \ldots, n_D) = \sum_{i=1}^{D} n_{q_i} = n_{q_1} + \ldots + n_{q_D} .$$  \hspace{1cm} (58)$$

This function can be improved $^{69-71}$ by weighting ‘down’ the contribution from the $n_{q_i}$ excitation ‘quanta’ of the lowest-energy $D$th and $(D - 1)$th, ..., vibrations, e.g.,

$$f(n_{q_1}, \ldots, n_{q_D}) = n_{q_1} + \ldots + \frac{1}{2} n_{q_{D-1}} + \frac{1}{3} n_{q_D} .$$  \hspace{1cm} (59)$$

For an a priori assessment of the importance of a basis function, the following considerations can be made. Regarding the (un)importance of an $|n'\rangle$ basis state ($n'$ collects the basis indexes) in
wave function dominated by the \( |\mathbf{n}\rangle \) basis state, the magnitude of the ratio,

\[
\frac{\langle \mathbf{n}|\hat{H}|\mathbf{n}'\rangle}{E_{\mathbf{n}}^{(0)} - E_{\mathbf{n}}^{(0)}}
\]

(60)
can be indicative. The ratio is small, i.e., the \( |\mathbf{n}'\rangle \) basis function can be neglected, either if (a) the coupling through the Hamiltonian matrix (nomerator) is small, or (b) the zeroth-order energy difference (denominator) is large. The order of magnitude of the Hamiltonian matrix element can be estimated by considering the Taylor expansion of the potential and the kinetic energy written in good coordinates. Pruning is almost a separate field within theoretical spectroscopy, since there are infinitely many possible choices (and many possible physically motivated arguments). For example, there are pruning choices that are effective only to compute fundamental vibrations and other pruning choices are useful to compute thousands of states.

3. Grid pruning

Reducing the basis size allows us to tackle part of the problem (Figs. 4, 5), the exponential scale-up of the overall variational procedure can be attenuated only if the integration grid is also pruned. A general approach to the variational grid-size problem is provided by the non-product Smolyak quadrature grid approach first introduced by Avila and Carrington\(^{55}\) in vibrational computations, and, since then, it has been used to efficiently describe the semi-rigid skeleton of a variety of systems\(^{9,11,12,56–58,72}\).

In an abstract manner, we can write the direct-product quadrature rule as

\[
\hat{Q}(D, k_1^{\max}, \ldots, k_D^{\max}) = \sum_{i_1=1}^{k_1^{\max}} \cdots \sum_{i_D=1}^{k_D^{\max}} \hat{Q}_{q_1}^{i_1} \otimes \cdots \otimes \hat{Q}_{q_D}^{i_D},
\]

(61)

to generate the sum in Eq. (52), where every \( \hat{Q}_{q_i}^{i_1} \) operator generates a sum to approximate that 1D integral, Eq. (51). The \( \hat{Q}(D, k_1^{\max}, \ldots, k_D^{\max}) \) direct-product quadrature could be used to integrate all matrix elements of the full, direct-product basis, Eq. (56), but it is ‘too good’ to integrate the matrix elements of a pruned basis. It is also important to note that the basis pruning, Eq. (57), has some structure, determined by the \( f(n_1, \ldots, n_D) \) function, and typically, products of multiple high-order polynomials are discarded. So, in the pruned basis, it is sufficient to integrate functions including high-order polynomials for only one (or a few) degrees of freedom at a time. The products of the highest-order polynomials for multiple (all) degrees of freedom are discarded in the pruned basis, and thus, the corresponding part of the grid, which would be necessary to integrate these high-order polynomial products can also be discarded.

A systematic formulation and implementation of this idea was provided by Avila and Carrington\(^{55}\) by using a non-product Smolyak quadrature, which can be defined as a linear combination of direct-product quadratures rules as

\[
\hat{Q}(D, H) = \sum_{\sigma_{\chi}(i) \leq H} C_{i_{q_1}, \ldots, i_{q_D}} \hat{Q}_{q_1}^{i_{q_1}} \otimes \cdots \otimes \hat{Q}_{q_D}^{i_{q_D}},
\]

(62)

where \( H \) is a grid-pruning parameter and \( \sigma_{\chi}(i) \) is the grid-pruning function, for which the simplest form is\(^{73}\)

\[
\sigma_{\chi}(i) = s^{(q_1)}(i_{q_1}) + \ldots + s^{(q_\chi)}(i_{q_\chi}) \leq H.
\]

(63)

With this non-product grid, the number of points kept for the accurate integration of the potential and kinetic integrals is (much) smaller than the direct product grid that we would need to evaluate the same integrals with the same accuracy. There are three factors that can be tuned to modify and improve the accuracy of the Smolyak integration grid: (a) the grid-pruning functions, \( s^{(q_\chi)}(i_{k}) \), which must be monotonic increasing functions, i.e., \( s^{(q_\chi)}(i_{k}) \geq s^{(q_\chi)}(i_{k} - 1) \); (b) the grid-pruning parameter, \( H \) (the larger \( H \), the better the convergence, but the grid is larger); and (c) the
underlying grid sizes of the nested quadrature rules. For a nested quadrature, all points of the jth quadrature rule are within the (j + 1)th quadrature rule. These quadratures do not have a Gaussian accuracy. For harmonic basis functions, we use a sequence of quadrature rules explained by Heiss and Winschel. Nested quadratures are necessary to have a structure for the Smolyak grid, and thereby, to be able to calculate the Hamiltonian matrix-vector product in a sequential way.

So, following Ref. 55, we can write a multi-dimensional integral of an \( F(x_1, \ldots, x_D) \) multivariate function as

\[
\int \cdots \int F(x_1, \ldots, x_D) \, dx_1 \ldots dx_D \approx \sum_{k_1=1}^{k_{1\text{max}}} \cdots \sum_{k_D=1}^{k_{D\text{max}}} W_{\text{Smol}}(k_1, \ldots, k_D) F(x_1^{k_1}, \ldots, x_D^{k_D}), \tag{64}
\]

where \( W_{\text{Smol}}(k_1, \ldots, k_D) \) is the Smolyak weight for every \((k_1, \ldots, k_D)\) point. The Smolyak grid structure appears in the summation indexes \( k_{1\text{max}} \) as follows: \( k_1 \) depends on \( H \), \( k_{2\text{max}} \) depends on \( H \) and \( k_{3\text{max}} \), \( k_{2\text{max}} \) depends on \( H \), \( k_{3\text{max}} \) and \( k_{2\text{max}} \), etc. Due to this special structure, the matrix-vector products can be computed using sequential summations. The implementation details of the matrix-vector multiplication in relation with a pruned Smolyak integration was described in Refs. 11–13,55,57. Finally, we note that Lauvergnat and co-workers use a somewhat different grid-pruning approach. 58,72,75

F. Other possible strategies for efficient vibrational computations

1. Other efficient variational strategies

Instead of pruning the multi-dimensional direct product basis, it is possible to reduce the number of multi-dimensional functions by ensuring that the number of one-particle (1D) basis functions remains very small, which is possible by using optimized 1D functions in the direct-product expansion. This idea is realized in the multi-configurational time-dependent Hartree approach (MCTDH), which ensures that the 1D functions are optimal by using time-dependent basis functions. Alternatively, one can build a compact multi-dimensional basis set by using contracted basis functions obtained from solving the (reduced-dimensionality) subsystems’ Schrödinger equation.

Similarly to the basis-size problem, there are different strategies to tackle the grid-size problem of multi-dimensional numerical integration, including: (a) a Sum-Of-Products (SOP) expansion of the Hamiltonian, which allows to construct the multi-dimensional integrals from 1D integrals; and (b) a truncated n-mode expansion of the Hamiltonian, which replaces the D-dimensional integrals with a combination of maximum n-dimensional integrals (\( n \ll D \)).

Aiming for a precise representation of the PES, the number of terms in a sum-of-products expansion may grow rapidly, and the overall computational cost increases significantly. Regarding the n-mode expansion, the variational computations can be made very efficient up to 3–4-modes, but (going beyond) 4-mode coupling has been found to be important for spectroscopic precision. Furthermore, the multi-mode expansion of the PES is carried out about a single reference structure (typically the equilibrium structure). For floppy systems this expansion is not efficient, but the more general high-dimensional model representation (HDMR), which has been successfully used for PES development, can be used, in principle. The n-mode expansion about a single equilibrium structure can be considered as a special case of HDMR ("cut-HDMR").

2. A non-variational approach

A fundamentally different and promising direction is about fully abandoning the variational approach and aiming to solve the eigenvalue equation as a differential equation using numerical (finite element) methods. This approach, named ‘collocation’, has been introduced and pursued by Carrington and co-workers for solving the vibrational Schrödinger equation over the past decade. A great advantage of collocation is that it does not require the computation of any integrals, so the
computational burden (and unfavorable scale-up with the vibrational dimensionality) of the evaluation of multi-dimensional integrals is completely avoided. It can be efficiently used if a very good basis set is available. Its current technical 'difficulty' is connected with an efficient computation of many eigenvectors for a (generalized) non-symmetric (real) matrix eigenvalue problem.

3. Prospects for quantum hardware

As to further possible strategies, we mention the popular direction of considering alternative hardware, i.e., use of future quantum computers (QC) for quantum dynamics.\textsuperscript{101} For these types of applications, it is convenient to construct the second-quantized form of the vibrational Hamiltonian following Christiansen\textsuperscript{101,102} or more recently, to use first-quantized operators.\textsuperscript{103} For a QC implementation, it appears to be the most advantageous if we have a very sparse matrix over the multi-dimensional basis constructed from one-dimensional basis functions, for which the entries can be ‘assembled’ from lower-dimensional objects. The multi-dimensional (product) basis size does not enter the problem, only the sum of the number of the one-dimensional basis functions (instead of their product, which builds up the exponential growth of the ‘classical’ computational effort). If these conditions are realized, then, we may speculate that a DVR representation will be advantageous (which we abandoned due the exponential scale-up of the matrix size over the one-particle basis and grid). Furthermore, if a sufficiently accurate $d < 3N - 6$ dimensional HDMR representation can be found for the system, then it is possible to cut the exponential growth of the storage (memory) requirement. So, based on this speculation, a DVR-HDMR($d$), where $d$ is ideally not (much) larger than 4, may turn out to be an efficient representation of the vibrational problem on a quantum computer.

There are also arguments for performing directly a ‘pre-Born–Oppenheimer’-type computation, i.e., by completely avoiding the Born–Oppenheimer approximation\textsuperscript{104–106} that may be the most efficient implementation of the molecular quantum mechanics problem in a quantum computer.\textsuperscript{107}

G. Efficient rotational-vibrational computations

Let us assume that all vibrational states have been computed for the dynamically relevant energy range. If the rovibrational coupling is small, then the rovibrational states with rotational quantum number $J$ can be well approximated with a linear combination of products of the vibrational eigenfunction and the rigid rotor functions,

$$\Psi_{\nu}^{(J\mu)} = \sum_{n=1}^{N_{\text{vib}}} \sum_{K=0}^{J} \sum_{\tau=0,1} c_{nK\tau}^{(J\mu)i} \phi_{n}^{(J\mu)} \Theta_{K\tau}^{(J\mu)},$$

and precise variational results can be obtained by diagonalizing a (small) rovibrational Hamiltonian matrix constructed over the $J\mu$ rotational basis (consisting of $2J + 1$ basis functions) and the vibrational eigenstates up to the energetically relevant region.

The rovibrational coupling can be made small for semi-rigid systems by using the Eckart frame as a body-fixed frame, i.e., by choosing the $r_i$ coordinates (molecular orientation) so that they

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7}
\caption{Vibrational parent assignment for a semi-rigid vs. floppy system.}
\end{figure}
satisfy, in addition to the center of mass condition, Eq. (6), also the rotational (Eckart) condition:

$$\sum_{i=1}^{N} m_i c_i \times r_i = 0 ,$$

(66)

where $c_i$ is some reference structure, typically the relevant equilibrium structure on the PES. Fulfillment of these conditions ensures that the rovibrational coupling remains small near $c_i$, which is sufficient for an efficient rovibrational computation of not too high rotational and vibrational excitation of semi-rigid systems (see, for example, Ref. 108), i.e., for which the dynamically relevant coordinate range remains in the proximity of the equilibrium structure.

Let us choose the $c_i$ Cartesian reference configuration and solve the orientational Eckart condition at Cartesian structures which belong to the $\delta(\pm k)$ Cartesian displacements by making small changes in the $q_k \pm \varepsilon$ internal coordinates about the reference structure, $c_i$. So, we solve the Eckart condition at $r_i(\pm k) = c_i \pm \delta k$:

$$\sum_{i=1}^{N} m_i c_i \times r_i^{(+k)} = 0$$

(67)

$$\sum_{i=1}^{N} m_i c_i \times r_i^{(-k)} = 0 .$$

(68)

Then, the rovibrational block of the $g$ matrix reads as

$$gd+a.k = \sum_{i=1}^{N} m_i [e_a \times r_i] \cdot \frac{\partial r_i}{\partial q_k}$$

$$= e_a \cdot \sum_{i=1}^{N} m_i \left[ r_i \times \frac{\partial r_i}{\partial q_k} \right]$$

$$= \lim_{\varepsilon \to 0} e_a \cdot \sum_{i=1}^{N} m_i \left[ r_i \times \frac{r_i^{(+k)} + r_i^{(-k)} - 2r_i}{\varepsilon} \right]$$

$$= \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left( e_a \cdot \sum_{i=1}^{N} m_i r_i \times r_i^{(+k)} + e_a \cdot \sum_{i=1}^{N} m_i r_i \times r_i^{(-k)} \right) ,$$

(69)

which shows the known result that the Eckart condition ensures that the rovibrational coupling vanishes at the reference point with $r_i = c_i$. Unfortunately, it is impossible to make the rovibranal coupling vanish over an extended part (beyond finite many points) of the configuration space. Nevertheless, it may be possible to reduce the rovibrational coupling by numerical methods.

In order to make the rovibrational coupling small, $G^{rv} (= (G^{vr})^T)$ must be small, where the ‘rv’ and ‘vr’ blocks are understood similarly to the blocks of $g$ in Fig. 2. $G^{rv}$ depends on the choice of the $r_i$ body-fixed Cartesian coordinates, and in principle, the coupling can be modified by defining an optimal shape-dependent body-fixed frame by rotating the system from some initial orientation, $r_i(0)$, by a 3D rotation, described by a rotation matrix $C$ and parameterized by three angles, which depend on the $q$ shape coordinates, $\alpha(q) = (\alpha(q), \beta(q), \gamma(q))$:

$$r_i = C[\alpha(q)]r_i(0) .$$

(70)

### III. ASSIGNMENT OF THE ROVIBRATIONAL STATES

Variational (ro)vibrational computations provide list of energies and corresponding wave functions (stationary states) that can be used to simulate spectral patterns (Sec. IV A) or time-dependent phenomena. It is nevertheless a relevant aim to characterize the computed (hundreds or thousands of) stationary states.
FIG. 8. Assignment of vibrational excitation based on counting the nodes of the wave function for the example of the formic acid dimer. Reproduced from Ref. 10 with permission from the PCCP Owner Societies.

A simple characterization of a state is possible by visual inspection of (1D and 2D cuts of) its wave function and counting the nodes (nodal surfaces), which carry information about the vibrational excitation along the relevant degrees of freedom. As an example, we show 2D cuts of the formic acid dimer vibrational states corresponding to the fundamental vibration and overtones of the twisting mode (Fig. 8).10 Node counting is (a) least model dependent way of characterizing a wave function.

Further assignment options include ‘measuring’ the similarity of the variational wave function with simple models (of rotation and vibration). In the most common representation, a rovibrational wave function can be considered as a linear combination of rigid-rotor (Wang) functions and the lowest $N_{vib}$ vibrational eigenfunctions used as a vibrational basis, Eq. (65).

A. Vibrational parent analysis

If there is a single, dominant $\Psi_n^{v}$ vibrational state in the expansion, Eq. (65), then we may say that it is the ‘vibrational parent’, from which we can ‘derive’ the rovibrational state by ‘rotational excitation’. The term ‘vibrational parent’ was first defined by Wang and Carrington in Ref. 111

A related analysis tool, the rigid-rotor decomposition (RRD)112 scheme was defined, which amounts to computing the overlap between the $m$th rovibrational wave function $\Psi_{m}^{(J>0)}$, with the product of a vibrational wave function and a rigid-rotor function,

$$S_{nK\tau,m} = \langle \psi_n \Theta^{(JM)}_{K\tau} | \Psi_{m}^{(J>0)} \rangle.$$  

(71)

Figure 7 exemplifies that the low-energy states shown in the figure for the (semi-rigid) water molecule have clear, dominant RRD coefficients, whereas the floppy methane-argon dimer (from a 3D computation34) strong mixing is visible already in the low-energy range. We note that the RRD coefficients depend on the body-fixed frame, which is a computational ‘parameter’ (Sec. II G).

B. Rotational parent analysis

Similarly to the vibrational parent assignment, we can ask whether there is any dominant $\Theta^{(JM)}_{K\tau}$ Wang function in the Eq. (65) expansion of a rovibrational state. This question may be relevant even if there is no dominant vibrational parent, which is often the case for floppy systems.

As a measure of the importance of $\Theta^{(JM)}_{K\tau}$ in the rovibrational wave function, we use the fact that the rovibrational $\psi_{i}^{(JM)}$ wave function is normalized and the basis functions in its basis set
Assignment of the $K$ label, Eqs. (72)–(74) of the rotational functions to the intermolecular-rotational states of $(\text{CH}_4)_2$ computed with GENIUSH using the 6D intermolecular coordinates (similar to methane-water in Fig. 3) and the PES of Ref. 113.

Due to the normalization of the rovibrational wave function \( \sum_J \kappa_K^{(JM)} = 1 \).

Figure 9 shows for the example of the lowest-energy states of the $(\text{CH}_4)_2$ dimer, for which the equilibrium structure on the used PES of Ref. 113 is a symmetric top. The $K\tau$ labels can be unambiguously assigned up to $J = 1(2)$, but beyond $J > 2$ this is not always possible due to the strong rovibrational coupling.

C. Coupled-rotor decomposition

For the analysis of rovibrational states of floppy molecular dimers, it is useful to assign sub-systems’ angular momenta to the dimer state according to the coupling of the angular momenta of monomer $A$, ($j^A$), monomer $B$, ($j^B$), and the effective diatom, ($\Lambda$) to a dimer state with $JM$ angular momentum quantum numbers corresponding to the overall rotation, $J$, and its projection.
6D intermolecular states, $|\Psi_{J=0}^{m}\rangle$

CR states
a) $(\text{H}_2\text{O})_2$

b) $\text{CH}_4 \cdot \text{H}_2\text{O}$

c) $(\text{CH}_4)_2$

FIG. 10. Coupled-rotor decomposition coefficients computed for the $J = 0$ states of the $(\text{CH}_4)_2$ dimer.

to a space-fixed axis, $J_Z$, (Fig. 10a)

$$[[j^{A}_A, k^{B}_A, \Lambda_{A}], J_{JM}].$$

(75)

Since during the computations performed with GENIUSH$^{31-34}$ (with DVR), we did not use monomer rotational basis functions, we computed the overlap, named coupled rotor decomposition (CRD)$^{33}$ of the intermolecular rovibrational state, $\Psi_{m,K\tau}^{(JM)}$, and the coupled rotor (CR) function with a fixed monomer distance and without the PES (Fig. 10a),

$$\text{CRD}_{nm}^{(JM)} = \sum_{r=1}^{N_R} \sum_{K\tau=1}^{N_{\Omega}} \Psi_{m,K\tau}^{(JM)}(\rho_r, \omega_o) \cdot \bar{\varphi}^{(J)}_n(\omega_o) \bar{\Psi}^{(JM)}_m \left| \frac{\sum_{K\tau=1}^{N_{\Omega}} \bar{\varphi}^{(J)}_n(\omega_o) \bar{\Psi}^{(JM)}_m}{\sum_{K\tau=1}^{N_{\Omega}} \bar{\varphi}^{(J)}_n(\omega_o) \bar{\Psi}^{(JM)}_m} \right|^2,$$

(76)

where $\Psi_{m}^{(J)}$ is the $m$th rovibrational state and $\bar{\varphi}^{(J)}_n$ is the $n$th CR function in the DVR representation used in the cited references.

The CRD overlaps were used to assign the rovibrational states to irreducible representations of the molecular symmetry (MS) group, by using the formal symmetry properties of the CR functions.$^{33,34}$

IV. SIMULATING ROVIBRATIONAL INFRARED AND RAMAN SPECTRA

We can consider interaction of (non-relativistic) molecular matter with external electromagnetic fields, not accounted for in the description, by using the rovibrational eigenstates as a basis. To account for the effect of ‘external fields’, weak-field spectroscopies, strong-field interactions, or for corrections ‘within the system’ beyond the Coulomb interactions, i.e., hyperfine$^{114,115}$ we have implemented the evaluation of the transition moments connecting the rovibrational states $\Psi_i^{(JM)}$ and $\Psi_i^{(JM')}$, for a $T_A^{(LF)}$, general tensorial property of rank $\Omega$, where $A$ collects the LF Cartesian indexes, according to$^{116}$

$$\left\langle \Psi_{i'}^{(JM')} \left| T_A^{(LF)} \right| \Psi_i^{(JM)} \right\rangle = \sum_{\omega=0}^{\Omega} \mathcal{M}_{\Lambda\omega}^{(JM',JM)} K_{\Lambda\omega}^{(J'M',JI)}$$

(77)
with
\[
\mathcal{M}_{A\omega}^{(JM',JM)} = (-1)^{M'} \sqrt{(2J' + 1)(2J + 1)} \times \sum_{\sigma = -\omega}^{\omega} |U^{(\Omega)}|^{-1}_{A\omega,\sigma} \left( \begin{array}{c} J' \\ M' \\ \sigma \\ -M' \end{array} \right)
\]

and
\[
K^{(J',i)} = \sum_{n,K,\tau} \left[ c_{n'K'=1}^{(J',i)} \right]^* c_{nK\tau}^{(J,i)} \sum_{\pm K', \pm K} \left[ d_{K'=1}^{(\tau')/2} \right]^* d_{K}^{(\tau)} 
\]
\[
\times (-1)^{K'} \sum_{\sigma = -\omega}^{\omega} \sum_{\alpha} \left( \begin{array}{c} J' \\ K', \sigma \\ -K' \end{array} \right) U^{(\Omega)}_{1\omega,\alpha} \langle \psi_{n'}^{(\sigma)} | T^{(BF)}_{\alpha} | \psi_{n}^{(\sigma')} \rangle,
\]

where \( c_{nK\tau}^{(J,i)} \) are the linear combination coefficients of Eq. (65) and \( d_{K}^{(\tau)} \) correspond to the Wang combination coefficients, Eq. (49). The vibrational integrals \( \langle \psi_{n'}^{(\sigma)} | T^{(BF)}_{\alpha} | \psi_{n}^{(\sigma')} \rangle \) are computed in the body-fixed (BF) frame using (the DVR or FBR) vibrational wave functions \( \psi_{n}^{(\sigma)} \) and the \( T_{\alpha}^{(BF)} \) ‘property’ hypersurface available from \textit{ab initio} electronic structure theory (in a fitted or interpolated functional form). The \( K_{\omega} \) coefficients correspond to the rank-\( \Omega \) tensor in the body-fixed frame and the corresponding rovibrational wave functions, so they can be evaluated separately and stored for every \( \omega \) value.

This implementation has been reported and was tested for the example of electric dipole transitions (for \( \Omega = 1 \)) of the methane-water complex\textsuperscript{31} in comparison with the transition moments reported by Wang and Carrington.\textsuperscript{43}

In what follows, the expressions are summarized for rovibrational infrared (\( \Omega = 1 \)) and Raman (\( \Omega = 2 \)) experiments.

### A. Infrared transition moments

Intensities of infrared spectroscopy experiments can be simulated by using the electric dipole moment, which is an \( \Omega = 1 \) rank property, including the \( U^{(\Omega)}_{1\omega,\alpha} \) matrix elements.\textsuperscript{31,116} The working formula for dipole moment transitions is obtained after some manipulation from the general expressions, Eqs. (77)–(79),\textsuperscript{36,116,117}

\[
\mathcal{R}_1 = g_{\text{ins}} \sum_{M,M'} \sum_{A=X,Y,Z} \left| \left\langle \psi_{J'}^{(J'M')} | T^{(LF)}_{A} | \psi_{J}^{(JM)} \right\rangle \right|^2
\]

\[
= g_{\text{ins}} (2J' + 1)(2J + 1) \times \sum_{n,K,\tau} \left[ c_{n'K'=1}^{(J',i)} \right]^* c_{nK\tau}^{(J,i)} \sum_{\pm K', \pm K} \left[ d_{K'=1}^{(\tau')/2} \right]^* d_{K}^{(\tau)}
\]
\[
\times (-1)^{K'} \sum_{\sigma = -\omega}^{\omega} \sum_{\alpha} \left( \begin{array}{c} J' \\ K', \sigma \\ -K' \end{array} \right) U^{(\Omega)}_{1\omega,\alpha} \langle \psi_{n'}^{(\sigma)} | T^{(BF)}_{\alpha} | \psi_{n}^{(\sigma')} \rangle.
\]

### B. Raman transition moments

Another important technique in rovibrational spectroscopy is Raman scattering. For computing Raman intensities, the relevant property is the rank \( \Omega = 2 \) polarizability matrix, \( \alpha \). It is convenient to distinguish to types of transition moments, the isotropic (independent of the molecular orientation) with \( \omega = 0 \) and the anisotropic with \( \omega = 2 \) components. By using the general expressions in
Eqs. (77)–(79), the isotropic \((\omega = 0)\) component can be written as\(^{36,118}\)
\[
\mathcal{R}_0 = \delta_{JJ'} g_n (2J' + 1)(2J + 1)
\times \sum_{n, K, \tau} \sum_{n', K', \tau'} \left[ e^{(J', i')_{n', K', \tau'}}^* e^{(J, i)_{n, K, \tau}} \right] \sum_{\pm K', \pm K} \left[ d^{(\tau')}_{K'} d^{(\tau)}_K \right]^* \\
\times (1)^{K'} \sum_{ab} \left( J \quad 0 \\
K \quad 0 \\
J' \quad -K' \right) \left( \psi_{n'}^{(\tau')} \right|^\alpha (BF) \left| \alpha_{ab} \right| \left( \psi_n^{\tau} \right)^2,
\]
where the \(3J\)-symbol vanishes unless \(J = J'\), leading to the selection rule \(\Delta J = 0\) for the isotropic transition moments, incorporated in the equations with the Kroneker delta, \(\delta_{JJ'}\). For the anisotropic contribution \((\omega = 2)\), the working equation is
\[
\mathcal{R}_2 = g_n (2J' + 1)(2J + 1)
\times \sum_{n, K, \tau} \sum_{n', K', \tau'} \left[ e^{(J', i')_{n', K', \tau'}}^* e^{(J, i)_{n, K, \tau}} \right] \sum_{\pm K', \pm K} \left[ d^{(\tau')}_{K'} d^{(\tau)}_K \right]^* \\
\times (1)^{K'} \sum_{ab} \left( J \quad 2 \\
K \quad -K' \right) \left( \psi_{n'}^{(\tau')} \right|^\alpha (BF) \left| \alpha_{ab} \right| \left( \psi_n^{\tau} \right)^2.
\]
The non-zero matrix elements of \(U^{(2)}_{\omega\sigma\alpha\beta}\) have been collected in Ref. 116. The non-vanishing value of \(3J\)-symbols gives the \(\Delta J = 0, 1, 2\) selection rules for the anisotropic component. The current procedure makes it possible to compute polarizability transition moments connecting rovibrational states of floppy systems that are relevant for high-resolution Raman scattering experiments.

V. SUMMARY AND CONCLUSIONS

We have reviewed the theoretical and methodological (ro)vibrational framework developed by ourselves or in close collaboration with colleagues over the past decade. The reviewed methodology is implemented in the GENIUSH program, which was used to carry out the highlighted computations.

The focus of this Feature Article was on (ro)vibrational spectroscopy of isolated floppy molecules and complexes, presenting the numerically exact solution of the (ro)vibrational Schrödinger equation on a potential energy surface, analysis of the computed wave function, assignment of the computed stationary states, and evaluation of electric dipole and polarizability transition moments for simulating (weak-field) high-resolution infrared and Raman spectra of (semi-rigid and) floppy molecular systems and complexes. The methodology can be straightforwardly extended to compute molecules in cages and at surfaces.

An important methodological challenge, which is currently at the focus of our main efforts, is the increase of the vibrational dimensionality of feasible computations. Exact quantum dynamics computations of molecular systems with up to 20–30 fully coupled vibrational degrees of freedom, allowing for a few large-amplitude motions, which carry lots of interesting chemistry, will be an important next milestone to reach in the next couple of years. We aim to pursue these developments by developing general, \(N\)-atomic, \(D\)-dimensional approaches, \textit{i.e.}, pushing the frontier of a black-box-type rovibrational research program. Thereby, as available computational power increases, in parallel with the methodological developments, rovibrational computations of spectroscopic quality become possible for higher-dimensional (>12D) floppy molecular systems.
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