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Abstract

We prove that the Lehmer mean function of two or three positive numbers has always one and only one inflection point. We further show that in case of two numbers, the inflection point is $p^* = 1$, and we discuss the location of the inflection point in case of three numbers. We furthermore provide an example of a Lehmer mean function with more than one inflection point and provide simple bounds on the number of inflection points for arbitrary many numbers.

1 Introduction

Over the years a big effort has been made in the analysis of the power mean function $M(p)$. Being a generalization of classical means [2], i.e.,

$$M(p) = \left( \frac{\sum_{i=1}^{n} \omega_i x_i^p}{\sum_{i=1}^{n} \omega_i x_i^{p-1}} \right)^{\frac{1}{p}},$$

it has attracted a lot of attention of mathematicians. The question of convexity of this function turned out to be very challenging [1,8,9]. It is now known that the power mean function, for $x_1 \neq x_2$, has only one inflection point in case of $n = 2$, which may be different from zero [3,7]. It is also known that for $n > 2$ the function may have more inflection points. However, very little is known about the location of the inflection points as well as the influence of $x_i$ on the behaviour of the function.

Even less is known about the so-called Lehmer mean function\(^1\) $L(p)$ and its convexity. To the best of our knowledge, the question of the number of inflection points has not been analyzed in literature either. In this paper we prove that there is always one and only one inflection point in case $n = 2$ and $n = 3$. We also provide a bound on the number of inflection points for an arbitrary $n$ and show an example of a Lehmer mean function with three inflection points.

2 Lehmer mean

First, let us review the definition of Lehmer mean.

**Definition 1** (Lehmer mean [2]). Let $x = \{x_1, x_2, \ldots, x_n\}$ be $n$ real non-negative numbers, $\omega = \{\omega_1, \omega_2, \ldots, \omega_3\}$ be $n$ non-negative numbers (weights) and let for any $p \in \mathbb{R}$ hold that $\sum_{i=1}^{n} \omega_i x_i^{p-1} \neq 0$. The Lehmer mean is then a function defined as

$$L(p; \omega, x) \triangleq \frac{\sum_{i=1}^{n} \omega_i x_i^p}{\sum_{i=1}^{n} \omega_i x_i^{p-1}}.$$  \quad (1)

\(^1\)Note that in literature the term “counter-harmonic mean” [2], or “contraharmonic mean” is often used. Although “Lehmer mean” is usually used for the case $n = 2$ [9], we will use this term for general case.
Throughout this paper we are interested in the case when the weights \( \omega_i \) are constant. By simplifying the notation, let us consider the Lehmer mean function to be defined as

\[
L(p) \triangleq \frac{\sum_{i=1}^{n} x_i^p}{\sum_{i=1}^{n} x_i^{p-1}}.
\]  

(2)

Note that allowing parameters \( x_i \) to be zero for some \( i \), means that the number \( n \) is reduced by the number of zero parameters. Without any inconsistency, we might also simply assume that \( x_i \) are all positive.

Let us now recall some important properties.

Lemma 1. \( L(p) \) is a monotonously increasing function.

Proof. The proof follows from [2, p. 246, Theorem 3]. In general, if a function \( f(\cdot) \) is convex then for \( x_1 \leq y_1 \) and \( x_2 \leq y_2 \), it holds that \( \frac{f(x_1) - f(x_2)}{x_1 - x_2} \leq \frac{f(y_1) - f(y_2)}{y_1 - y_2} \). Directly setting \( f(t) = \log(\sum_{i=1}^{n} x_i^t) \), which is a convex function for \( x_i > 0 \), and if \( x_1 = p \), \( x_2 = p - 1 \), \( y_1 = s \), and \( y_2 = s - 1 \), then for any \( p \leq s \), \( \frac{\sum_{i=1}^{n} x_i^p}{\sum_{i=1}^{n} x_i^{p-1}} \leq \frac{\sum_{i=1}^{n} x_i^s}{\sum_{i=1}^{n} x_i^{s-1}} \).

As a consequence of Lemma 1 we obtain the following inequality.

Corollary 1. For any \( x_i > 0 \) and \( p \in \mathbb{R} \),

\[
\frac{\sum_{i=1}^{n} x_i^p \log x_i}{\sum_{i=1}^{n} x_i^p} \geq \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}},
\]

(3)

with equality if and only if all \( x_i = x_j \).

Proof. By taking the first derivative, we find

\[
L'(p) = L(p) \left[ \frac{\sum_{i=1}^{n} x_i^p \log x_i}{\sum_{i=1}^{n} x_i^p} - \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \right].
\]

(4)

Since \( L(p) > 0 \) and from Lemma 1 follows that also for the second part it must hold that \( \frac{\sum_{i=1}^{n} x_i^p \log x_i}{\sum_{i=1}^{n} x_i^p} \geq \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \), with equality if and only if \( x_i = x_j \), for all \( i, j \).

Besides the monotonicity, as in case of other mean functions, it is also known that the Lehmer mean is a continuous function bounded by two horizontal asymptotes, i.e.,

\[
\lim_{p \to -\infty} L(p) = \min_{i=1,2,...,n} x_i,
\]

and

\[
\lim_{p \to \infty} L(p) = \max_{i=1,2,...,n} x_i.
\]

This means that function \( L(p) \) is convex near \( p = -\infty \) and concave near \( p = \infty \) and thus the Lehmer mean function must have at least one inflection point. However, to the best of our knowledge, the true number of inflection points, or bounds on the number of inflection points have yet not been analyzed in literature.
3 Inflection points of the Lehmer mean function

Analogously to power mean functions [9], the second derivative of the Lehmer mean takes the form

\[
L''(p) = L(p) \left( \Lambda''(p) + (\Lambda'(p))^2 \right),
\]

where \( \Lambda(p) = \log L(p) \). After expanding the expression we find that

\[
L''(p) = L(p) \left[ \frac{\sum_{i=1}^{n} x_i^p \log x_i^2}{\sum_{i=1}^{n} x_i^p} - \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \right] - 2 \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \left( \frac{\sum_{i=1}^{n} x_i^p \log x_i}{\sum_{i=1}^{n} x_i^p} - \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \right), \tag{5}
\]

which is, in general, easier to analyze than the second derivative of the power mean function [7].

**Lemma 2.** The number of inflection points must be an odd number.

**Proof.** Note that since the monotonicity is strict, unless \( x_i = x_j \) for all \( i, j \), the zeros of the second derivative are always inflection points and never saddle points. This, together with the fact that there are two asymptotes for \( p = -\infty \) and \( p = \infty \), means that the number of zeros of the second derivative must be always odd. Thus, there can be only one, three, five, etc., inflection points.

Before stating some general bounds on the number of inflection points based on (5), let us consider simpler cases.

### 3.1 Special case \( n = 2 \)

Let us start with a simple case \( n = 2 \). Unlike the power mean function [7], in case of Lehmer mean it is easy to find that Eq. (5) in case \( n = 2 \) takes the form

\[
L''(p) = x_1(a - 1)(\log a)^2 a^p \frac{a - a^p}{(a^p + a)^2}, \tag{6}
\]

with \( a = \frac{x_1}{x_2} \).

We can thus directly see that the function has only one inflection point in \( p = 1 \) if \( x_1 \neq x_2 \). Interestingly, \( L(1) = \frac{x_1 + x_2}{2} \), i.e., the Lehmer mean function \( L(p) \) changes from convex to concave at the arithmetic mean [3] (see the example on Fig. 1 with \( x_1 = 0.5 \) and \( x_2 = 2.5 \).)

\[\text{Note that the inflection point of the general Lehmer mean function} \ (1) \ \text{with weights} \ \omega_1 \ \text{and} \ \omega_2 \ \text{is} \ p^* = 1 - \log \frac{\omega_1}{\omega_2}. \ \text{Furthermore, by plugging} \ p^* \ \text{into} \ (1) \ \text{we observe that the general Lehmer mean changes from convex to concave again at the simple arithmetic mean, i.e.,} \ L(p^*; \omega, x) = \frac{x_1 + x_2}{2}, \ \text{and not at the weighted arithmetic mean.}\]
Theorem 1. Assuming \( n = 3 \) and \( x_1 \neq x_2 \neq x_3 \), the Lehmer mean function \( L(p) \) has one and only one inflection point and this inflection point is different from 1.

Proof. Since \( x_1, x_2, \) and \( x_3 \) are all positive real numbers, the first part of the right hand side of Eq. (8) is always positive, and therefore only the second part is of interest. Let us denote the right part

\[
\tilde{L}(p) = \left( \frac{x_1}{x_2} \right)^{p-1} - \left( \frac{x_2}{x_3} \right)^{p-1} (x_1 - x_2) \left( \log \frac{x_1}{x_2} \right)^2 + \left( \frac{x_3}{x_2} \right)^{p-1} - \left( \frac{x_2}{x_1} \right)^{p-1} (x_1 - x_3) \left( \log \frac{x_3}{x_1} \right)^2 + \left( \frac{x_3}{x_1} \right)^{p-1} - \left( \frac{x_1}{x_3} \right)^{p-1} (x_2 - x_3) \left( \log \frac{x_3}{x_1} \right)^2 + K.
\]

It is then sufficient to show that \( \tilde{L}(p) \) is a strictly monotonous function. By taking the
derivative and rearranging the terms we find the derivative

\[
\tilde{L}'(p) = \log \frac{x_i}{x_j} \log \frac{x_j}{x_k} \left( \left( \frac{x_i}{x_j} \right)^{p-1} (x_1 - x_2) \log \frac{x_2}{x_j} + \left( \frac{x_j}{x_k} \right)^{p-1} (x_2 - x_3) \log \frac{x_3}{x_k} \right) +
\log \frac{x_i}{x_j} \log \frac{x_j}{x_k} \left( \left( \frac{x_i}{x_j} \right)^{p-1} (x_1 - x_2) \log \frac{x_2}{x_j} + \left( \frac{x_j}{x_k} \right)^{p-1} (x_2 - x_3) \log \frac{x_3}{x_k} \right) +
\log \frac{x_i}{x_j} \log \frac{x_j}{x_k} \left( \left( \frac{x_i}{x_j} \right)^{p-1} (x_1 - x_3) \log \frac{x_3}{x_j} + \left( \frac{x_j}{x_k} \right)^{p-1} (x_2 - x_3) \log \frac{x_3}{x_k} \right). \tag{9}
\]

We will now take use of Corollary 1 for \( n = 3 \). By expanding Eq. (3) we obtain

\[
\frac{1}{(x_1^p + x_2^p + x_3^p)} (x_1 x_2)^{p-1} (x_1 - x_2) \log \frac{x_2}{x_1} + (x_1 x_3)^{p-1} (x_1 - x_3) \log \frac{x_3}{x_1} +
+(x_2 x_3)^{p-1} (x_2 - x_3) \log \frac{x_3}{x_2} \geq 0.
\]

After proper rearranging, we find that the following inequalities must hold.

\[
\left( \frac{x_2}{x_3} \right)^{p-1} (x_1 - x_2) \log \frac{x_2}{x_1} + \left( \frac{x_2}{x_1} \right)^{p-1} (x_2 - x_3) \log \frac{x_3}{x_2} \leq (x_1 - x_3) \log \frac{x_1}{x_3}, \tag{10a}
\]

\[
\left( \frac{x_1}{x_3} \right)^{p-1} (x_1 - x_2) \log \frac{x_2}{x_1} + \left( \frac{x_1}{x_2} \right)^{p-1} (x_2 - x_3) \log \frac{x_3}{x_1} \leq (x_2 - x_3) \log \frac{x_2}{x_3}, \tag{10b}
\]

\[
\left( \frac{x_3}{x_1} \right)^{p-1} (x_1 - x_3) \log \frac{x_3}{x_1} + \left( \frac{x_3}{x_1} \right)^{p-1} (x_2 - x_3) \log \frac{x_3}{x_2} \leq (x_1 - x_2) \log \frac{x_1}{x_2}. \tag{10c}
\]

By plugging Eqs. (10a)–(10c) into Eq. (9), we find that

\[
\tilde{L}'(p) \leq \log \frac{x_1}{x_3} \log \frac{x_2}{x_1} \log \frac{x_2}{x_3} ((x_1 - x_3) - (x_2 - x_3) - (x_1 - x_2)) = 0,
\]

thus \( \tilde{L}(p) \) is strictly decreasing for \( x_1 \neq x_2 \neq x_3 \) and therefore also \( L(p) \) has exactly one inflection point.

Furthermore, from Eq. (4) we see that for \( p = 1, L''(1) = \frac{1}{27} K \). Since the constant \( K \) (cf. Eq. (3)) is always different from zero unless \( x_1 = x_2 = x_3 \), the inflection point \( p^* \) must be different from \( p = 1 \). Moreover, if \( K < 0 \) then \( p^* < 1 \), and if \( K > 0 \) then \( p^* > 1 \) (see the example on Fig. 2 with \( x_1 = 1, x_2 = 2, \) and \( x_3 = 3 \)).
Proof. Observe that the expression (cf. Eq. (5))

\[ \text{We believe that this is the maximum possible number of inflection points for case } J. \]

Theorem 2. The Lehmer mean function \( L(p) \) has at most \( J = \frac{n(n+4)(n-1)}{6} - 1 \) inflection points, respectively, if \( J \) is an even number, then it has at most \( J - 1 \) inflection points.

Proof. Observe that the expression (cf. Eq. (5))

\[
\left[ \frac{\sum_{i=1}^{n} x_i^p \log x_i}{\sum_{i=1}^{n} x_i^p} - \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \right] - 2 \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \left[ \frac{\sum_{i=1}^{n} x_i^p \log x_i}{\sum_{i=1}^{n} x_i^p} - \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \right],
\]

after putting the terms over a common denominator, is an exponential polynomial of order 3 with \( n \) terms [4]. After expanding the summations there will be exactly \( \binom{n+3}{3} = \frac{(n+2)(n+1)n}{6} \) terms of the form \( x_i^{q_1} x_i^{q_2} x_i^{q_3} \) such that \( q_1 + q_2 + q_3 = 3 \), where \( \{i_1, i_2, i_3\} \subset \{1, 2, \ldots, n\} \). We further notice that all terms of the form \( x_i^{3p} \) cancel out which leads to \( N = \frac{(n+2)(n+1)n}{6} - n = \frac{n(n+4)(n-1)}{6} \) terms.

We know that an exponential polynomial, i.e., a polynomial of the form \( P(x) = \sum_{i=1}^{N} c_i x_i^{a_i} \), can have at most \( N - 1 \) zeros, in case \( a_j > 0 \) [5 Corollary 3.2].

Thus, \( L''(p) \) has at most \( J = \frac{n(n+4)(n-1)}{6} - 1 \) inflection points. Furthermore, from Lemma 2 \( J \) must be an odd number. \( \blacksquare \)

Figure 3: Example of Lehmer mean function with three inflection points, \( n = 4 \).
\( x_i = \{1.0259, 1.0241, 1.0244, 0.96\} \), with inflection points \( p_1 = -15.8075 \), \( p_2 = 203.9186 \), \( p_3 = 401.3897 \).

Unlike the previous case of \( n = 2 \), the values of \( x_i \) influence the location of the inflection point. We observe that the closer the values \( x_i \) are to each other (a small variance), the further from \( p = 1 \) the inflection point may be. Conversely, the bigger the variance, the closer to \( p = 1 \) is the inflection point. Intuitively, by looking at \( L(p) \) one can see that the bigger the exponential terms are, e.g., \( \left( \frac{a_i}{x_i} \right)^{p-1} - \left( \frac{a_i}{x_i} \right)^{p-2} \), the less “freedom” in choosing \( p \) we have in order to \( L''(p) = 0 \). Therefore, in this case, the inflection point must lie close to \( p = 1 \).

3.3 Arbitrary \( n \)

As mentioned before the analysis for larger \( n \) becomes more challenging. Already for \( n = 4 \) the equivalent function to function \( L(p) \) may not be monotonous anymore, thus, there may be more inflection points.

From simulations we indeed found an example with three inflection points in case \( n = 4 \) (see Fig. 3). Observe that the largest inflection point may be very far from \( p = 1 \). We believe that this is the maximum possible number of inflection points for case \( n = 4 \), however, a rigorous proof is missing at the moment. Nevertheless, we here provide a simple combinatorial upper bound on the number of inflection points even in the general case.
This directly shows that if \( n = 2 \), there can be at most one inflection point, as we showed in Sec. 3.1. For \( n = 3 \), this bound gives us at most five inflection points, which is far from one inflection point as we proved in Sec. 3.2. For \( n = 4 \), this bound gives us at most 15 inflection points. However, from the vast number of simulations, we believe that there can be at most three inflection points. We can thus see that this bound is very loose.

4 Conclusions

We proved that the Lehmer mean function has exactly one inflection point in case \( n = 2 \) and \( n = 3 \). We further showed that in general the Lehmer mean function may have more inflection points and we provided a simple bound on the number of these inflection points. However, this bound is very loose and we believe that the number of inflection points must be less than or equal to \( n \) for any \( n \).

We note that the convexity analysis of the Lehmer mean function is, in some sense, easier than the analysis of power mean functions, however, it is still a challenging task. New approaches and ideas are needed for a deeper analysis. For example, we have observed that the number of inflection points and their location is influenced by the variance of the values \( x_i \). Typically, the closer to each other the values are, the less “stable” the function is, meaning that the inflection point may be far from one, and also the number of inflection points may grow. Conversely, if the values \( x_i \) are far from each other, the function remains “stable”, meaning that there is only one inflection point, which is close to one. To analyze this dependence remains, however, a challenging open issue.
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