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ABSTRACT

Cross-modal retrieval aims to enable flexible retrieval experience by combining multimedia data such as image, video, text, and audio. One core of unsupervised approaches is to dig the correlations among different object representations to complete satisfied retrieval performance without requiring expensive labels. In this paper, we propose a Graph Pattern Loss based Diversified Attention Network (GPLDAN) for unsupervised cross-modal retrieval to deeply analyze correlations among representations. First, we propose a diversified attention feature projector by considering the interaction between different representations to generate multiple representations of an instance. Then, we design a novel graph pattern loss to explore the correlations among different representations, in this graph all possible distances between different representations are considered. In addition, a modality classifier is added to explicitly declare the corresponding modalities of features before fusion and guide the network to enhance discrimination ability. We test GPLDAN on four public datasets. Compared with the state-of-the-art cross-modal retrieval methods, the experimental results demonstrate the performance and competitiveness of GPLDAN.
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1. INTRODUCTION

Cross-modal retrieval takes one type of data as the query to retrieve another type of related data \cite{ACMR}. The core of cross-modal retrieval is to find the relationship between different representations by learning a common representation subspace. With the rapid growth of multimedia data including image, text, and video on the Internet, cross-modal retrieval plays an increasingly important role in many applications \cite{CMCP}. However, different modalities usually have different representations and distributions, which is the so-called heterogeneity and makes the similarity of cross-modal representations difficult to calculate. Therefore, the challenge of cross-modal retrieval is how to efficiently calculate the similarity of different modal representations.

To solve the problems mentioned above, several methods have been proposed for cross-modal retrieval in the past several years. Generally, these methods can be divided into three categories according to the need for label information: the supervised methods \cite{ACMR,CMCP,Deep Supervised Cross-modal Retrieval (DSCMR),Comprehensive Distance-Preserving Autoencoders (CD-PAE),Autoencoder based unsupervised methods, such as the Correspondence Autoencoders (CorrAE) \cite{CorrAE}. Comprehensive Distance-Preserving Autoencoders (CD-PAE) \cite{CD-PAE} that considers heterogeneous distances and homogeneous distances of representations. In \cite{UCLA}, the authors proposed UCLA to generate modality-invariant transforms. However despite many improvements that have been made in previous unsupervised approaches and some methods consider some related distances, there still exist the following problems: first, how to effectively use the interaction between different features; second, how to define a comprehensive and effective measurement for the correlations among different representations.

In this paper, we propose a Graph Pattern Loss based Diversified Attention Network (GPLDAN) for unsupervised cross-modal retrieval. To effectively use the interaction between different features and extract better representations, we compute multiple representations of an instance by diversified attention including self-attention and co-attention. To explicitly calculate all possible distances and explore the relationships between these distances, we propose a novel graph pattern loss, in which all the relationships between different representations are considered, regardless of which modality they come from and whether they belong to the same object. The graph pattern loss includes pairwise distance loss, unpaired distance preserving loss and mutual distance preserving loss. The pairwise distance represents the similarity between the two representations of the same object from cross-modalities. The unpaired distance reflects the difference between the two representations of different objects from cross-modalities or the same modalities. The mutual distance preserving loss is to further emphasize the relationship between cross-modal instances. To further help the learning of cross-modal, a modality classifier is added to explicitly declare the corresponding modalities of features before fusion, which is built based on the adversarial learning \cite{adversarial learning}. Compared with other state-of-the-art methods, the experimental results reveal the performance and competitiveness of GPLDAN.

2. METHOD

The Graph Pattern Loss based Diversified Attention Network (GPLDAN) consists of three parts. Diversified attention feature projector extracts multiple representations of an instance with a
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Fig. 1. The overall architecture of the proposed GPLDAN. **Diversified Attention Feature Projector** is to extract multiple representations of an instance by self-attention and co-attention. **Graph Pattern Loss** includes pairwise distance loss, unpaired distance preserving loss and mutual distance preserving loss. **Modality Classifier** is to explicitly declare the corresponding modalities of features before fusion.

diversified attention mechanism. Graph pattern loss includes pairwise distance loss, unpaired distance preserving loss and mutual distance preserving loss. The modality classifier explores the corresponding modalities of features before fusion. An overview of the proposed method is given in Fig. 1. In this section, we introduce the three parts in detail.

### 2.1. Diversified Attention Feature Projector

In the feature encoding stage, we first use the denoising operation in the input features [18], which sets part of the input elements as zero to reduce the negative influence of noises. Then we use the weight sharing strategy to project the image and text features to the common representation space to enhance the invariant properties of the same object. To get multiple representations of an instance, we extract \( k \) representations of an instance by reshaping the former features, and then fuse the generated \( k \) representations with the generated attention maps by diversified attention including self-attention and co-attention, where the attention map of each instance is generated by the Eq. 1. The self-attention is adopted to consider the interaction of two features in the same modality, and the co-attention combines the synergistic significance of image and text so that features of different modalities can be guided to each other. The operations of self-attention and co-attention are defined as Eq. 2 and Eq. 3 which represent the final representations of \( x_i \),

\[
\begin{align*}
    a &= \text{softmax}( (W_2 \tanh(W_1 x))^T), \\
    \text{Se}(x_i, x_j) &= x_i (a_i^T + a_j^T), \\
    \text{Co}(x_i, y_j) &= x_i (a_i^T + a_j^T),
\end{align*}
\]

where \( x \) and \( y \) are \( H \times k \), represents image or text feature, \( W_1 \in \mathbb{R}^{D \times H} \), \( W_2 \in \mathbb{R}^{1 \times D} \); we set \( D = H/2 \). In Eq. 3 if we calculate the final representation of image feature \( x_i \) by self-attention, different image attention maps need to be fused. In Eq. 3 if we calculate the final representation of image feature \( x_i \) by co-attention, image attention map and text attention map need to be fused.

In the following, the input denoised image and text features of all instances are denoted as \( U = \{u_1, ..., u_n\}, C = \{c_1, ..., c_p\} \), the abstract image and text features via the weight sharing strategy are denoted as \( V = \{v_1, ..., v_n\}, T = \{t_1, ..., t_n\} \), \( \in \mathbb{R}^L \). The \( k \) representations of image and text via reshaping the abstract features are denoted as \( \hat{V} = \{\hat{v}_1, ..., \hat{v}_n\}, \hat{T} = \{\hat{t}_1, ..., \hat{t}_n\} \), \( \in \mathbb{R}^{L/k \times k} \). The generated image and text attentions are denoted as \( A' = \{a'_1, ..., a'_n\}, \quad \hat{A}' = \{\hat{a}'_1, ..., \hat{a}'_n\}, \quad \in \mathbb{R}^{k \times 1} \).

### 2.2. Graph Pattern Loss

Instead of applying an expensive scheme to calculate all distances in the entire instance space, the graph pattern loss is performed within mini-batch. The first term of graph pattern loss considers the pairwise distances between different representations of the same objects from cross-modalities. The pairwise distance loss is defined as:

\[
    L_{\text{pair}} = l_p(\hat{x}_i, \hat{t}_i),
\]

where \( l_p(x_i, y_j) = d_{\text{cos}}(\text{Co}(x_i, y_j), \text{Co}(y_i, x_i)) \). \( d_{\text{cos}} \) uses the cosine distance as distance metric:

\[
    d_{\text{cos}}(a, b) = 1 - \frac{a \cdot b}{|a| |b|} = 1 - \frac{\sum_{i=0}^{n} a_i b_i}{\sqrt{\sum_{i=0}^{n} a^2_i} \sqrt{\sum_{i=0}^{n} b^2_i}}
\]

The pairwise distance reflects the similarity of the matched image-text representations, which is expected to become smaller with the process of optimizing learning.

The unpaired distances represent the differences between the two representations extracted from the two objects between different modalities or in the same modality. We define all the unpaired
distances of an instance as:

\[ l_{\text{udp}}(\mathbf{x}, \mathbf{y}) = \frac{1}{n} \sum_{j=1, j \neq i}^{n} (l_p(\mathbf{x}, \mathbf{y}_j) - d), \]  

(6)

where \( d = d_{\text{clust}}/d_{\text{mean}} \), \( d_{\text{clust}} = \sqrt{d_{\text{c}}(\mathbf{u}, \mathbf{u})}, d_{\text{mean}} \) represents the mean of all the \( d_{\text{clust}} \). If the \( \mathbf{x} \) and \( \mathbf{y} \) features are from the same modality, then \( l_p(\mathbf{x}, \mathbf{y}_j) = d_{\text{clust}}(\text{Se}(\mathbf{x}), \text{Se}(\mathbf{y}_j)), \text{Se}(\mathbf{y}), \text{Se}(\mathbf{x}_j)) \).

We take into account all the unpaired distances and limit them to be consistent with the distances between the corresponding objects in their original media spaces. We define the unpaired distance preserving loss as:

\[ L_{\text{udp}} = l_{\text{udp}}(\tilde{\mathbf{v}}, \tilde{T}) + l_{\text{udp}}(\tilde{\mathbf{v}}, \tilde{V}) + l_{\text{udp}}(\tilde{\mathbf{t}}, \tilde{T}). \]  

(7)

By the Eq.\[7\] all the unpaired distances between different representations can be preserved. The two representations of different objects get close only if the distances between those representations are small in both the original image and text spaces, otherwise, those representations do not cluster together.

Each pair of representations involved in the three unpaired distances mentioned above come from the same objects, so all distances between them should be consistent. We keep these three unpaired distances in line with each other to further emphasize the relationship between cross-modal instances. We define the mutual distance preserving loss as:

\[ L_{\text{mdp}} = |l_p(\mathbf{y}_i, \mathbf{i}_j) - l_p(\mathbf{v}_i, \mathbf{v}_j)| + |l_p(\mathbf{v}_i, \mathbf{v}_j) - l_p(\mathbf{t}_i, \mathbf{t}_j)| + |l_p(\mathbf{v}_i, \mathbf{v}_j) - l_p(\mathbf{t}_i, \mathbf{t}_j)|. \]  

(8)

Finally, we combine all the distance losses mentioned above to generate a graph form. The distance losses take into account the relationship between each representation, thereby constraining all representations, whether they come from cross-modal or single-modal and whether they belong to the same object or not. Consequently, the graph pattern loss is defined as:

\[ L_{\text{gpl}} = L_{\text{pdl}} + \alpha L_{\text{mdp}} + \beta L_{\text{udp}}, \]  

(9)

where \( \alpha \) and \( \beta \) are the parameters to adjust the weights of the pairwise distance loss, unpaired distance preserving loss, and mutual distance preserving loss.

In the testing stage, it should be noted that only the co-attention is needed due to cross-modal retrieval.

### 2.3. Modality Classifier

In the above, we have discussed how to build the graph pattern loss. To further help the learning of cross-modal, a modality classifier is added to explicitly declare the corresponding modalities of features before fusion. We train modality classifier-D to maximize the probability of assigning the ground-truth modality label for both image and text representations from feature projector-G:

\[ L_D = l_{\text{cel}}(D(\mathbf{v}), y^i) + l_{\text{cel}}(D(\mathbf{t}), y^0), \]  

(10)

where \( y \) is the ground-truth modality label of each instance and is expressed as a one-hot vector. \( D(*) \) is the generated modality probability of the instance. \( l_{\text{cel}} \) represents the cross-entropy loss, \( l_{\text{cel}} = -\sum_{i} y \log x + (1 - y) \log (1 - x) \).

Given the modality classifier-D, the training of the feature projector-G minimizes the cross-entropy loss and strengthens the stability of the graph pattern loss. The loss relevant to the feature projector-G is the combination of the graph pattern loss and cross-entropy loss:

\[ L_G = L_{\text{gpl}} + \lambda (l_{\text{cel}}(D(\mathbf{v}), y^0) + l_{\text{cel}}(D(\mathbf{t}), y^1)). \]  

(11)

### 3. EXPERIMENTS

#### 3.1. Dataset

We evaluate the proposed method on the four publicly available datasets: Wikipedia [6], Pascal Sentence [20], NUS-WIDE-10K [21], XMedia [9]. For the first three datasets, we use the 4,096d vector of the fc7 layer of the Pre-training VGG-19 [22] for each image and 1,024d vector of the Pre-training BERT model [23] for each text. Since the official website of the XMedia dataset does not provide the original image and text, we use the 4, 096d vector of the fc7 layer of the AlexNet [24] for each image and 3,000d bag-of-words(BOW) vectors for each text. The statistical results of the four datasets are summarised in Table\[1\].

| Dataset     | Instance Labels | \( d_i \) |
|-------------|-----------------|------------|
| Wikipedia   | 2,173/462       | 10 4096 1024 |
| Pascal Sentence | 800/100       | 20 4096 1024 |
| NUS-WIDE-10K | 8,000/1,000     | 10 4096 1024 |
| XMedia      | 4,000/700       | 20 4096 3000 |

#### 3.2. Implementation Details

The GPLDAN is implemented using the Pytorch package [25]. We use Adam optimizer for training the feature projector with a learning rate of \( 10^{-4} \) and weight decay of \( 10^{-4} \), and RMSprop optimizer for training the modality classifier with a learning rate of \( 5 \times 10^{-5} \). The parameters of loss: the values of \( \lambda \) is fixed at 0.01, \( \alpha \) and \( \beta \) are tuned by using a grid search. The best-reported results of GPLDAN are obtained for the optimal values of \( \alpha \) and \( \beta \) per dataset. The parameter \( k \) is fixed at 4 in the diversified attention feature projector.

#### 3.3. Comparison with Existing Methods

In this subsection, to evaluate the effectiveness of the proposed method, we compare the GPLDAN with eight cross-modal retrieval methods. The MAP@50 scores for all the cross-modal retrieval tasks are shown in Table\[2\]. For each measurement, the top three methods are highlighted in boldface.

The GPLDAN nearly outperforms all the unsupervised methods. Only for the Text2Image task in the XMedia, GPLDAN is 0.5% lower than the best method, ranking second. The GPLDAN still performs competitively when compared with the semi-supervised and the supervised methods. It can be observed that the supervised methods generally outperform unsupervised methods in all retrieval tasks. However, the GPLDAN ranks in the top three in most retrieval tasks. In particular, in both retrieval tasks for Pascal Sentence and Text2Img for NUS-WIDE-10K, the GPLDAN outperforms all the other methods. The performance of the GPLDAN is relatively robust. Other methods work well for some datasets but fail to provide satisfactory results for the rest. The GPLDAN can be flexible to be applied for diverse image features extracted by different pre-trained CNN and diverse text features extracted by Bert or BOW.
3.4. Ablation Analysis of GPLDAN

3.4.1. Model Parameters Analysis

In previous experiments, we empirically set the values of the $\alpha$ and $\beta$. To explore the impacts of different values, Wikipedia and Pascal Sentence datasets are used as test cases. The evaluation is conducted by changing one of the observed parameters while fixing another. Figure. 2 shows the average performance of the GPLDAN with different values. From Figure. 2, we can draw the following conclusions:

1) $\alpha$ determines the significance of the unpaired distance preserving loss. If $\alpha = 0$, graph pattern loss only considers the pairwise distance between representations of the same objects from different modalities and the mutual distance preserving loss. However, only providing mutual distance does not give the correct guidance of the unpaired distance. From Figure. 2(a), we can observe that both higher or lower values of $\alpha$ result in poor performance. Based on the above analysis, the unpaired distance preserving loss plays an important role in cross-modal retrieval.

2) $\beta$ represents the significance of the mutual distance preserving loss. From Figure. 2(b), we can find that the mutual distance preserving loss contributes slightly to the final retrieval performance. However, the final result can be improved by giving the appropriate parameters of the mutual distance preserving loss.

![Fig. 2](image-url) The performance of the GPLDAN with different values: (a) $\alpha$ and (b) $\beta$.

3.4.2. Components Analysis

To explore the importance of different components, we test the performances by gradually adding components. The results are presented in Table 3. The baseline system only includes pairwise distance loss. From the results, we can find that the performance has been increased correspondingly with the addition of the unpaired distance preserving loss, mutual distance preserving loss, diversified attention, and modality classifier. When we use the unpaired distance preserving loss on the baseline system, we find that the performance is improved a lot i.e., 24.8%. When the mutual distance preserving loss is added to the baseline system, the result is rose by 3.1%. If the mutual distance preserving loss and the unpaired distance preserving loss are simultaneously added to the baseline system, the result can be further improved, which shows that the mutual distance preserving loss can further emphasize the relationship of cross-modal instances, but these three losses need to work together and constrain each other. If the modality classifier is applied, the result is increased from 0.487 to 0.496. Furthermore, when the diversified attention is used, the result is improved from 0.496 to 0.513, which proves that diversified attention can help the network better consider the interaction between different representations and generate useful features.

![Table 3](table-url) The performance of our method on Wikipedia dataset under different constraints. MC denotes modality classifier, DA denotes diversified attention.

| Method                  | Img2Txt | Txt2Img | Avg.  |
|-------------------------|---------|---------|-------|
| Baseline                | 0.189   | 0.215   | 0.202 |
| $+L_{mdp}$              | 0.249   | 0.217   | 0.233 |
| $+L_{udp}$              | 0.456   | 0.506   | 0.481 |
| $+L_{mdp}$, $L_{udp}$   | 0.462   | 0.512   | 0.487 |
| $+L_{mdp}$, $L_{udp}$, MC| 0.476   | 0.516   | 0.496 |
| $+L_{mdp}$, $L_{udp}$, MC, DA (GPLDAN) | **0.482** | **0.543** | **0.513** |

4. CONCLUSIONS

In this work, we propose a Graph Pattern Loss based Diversified Attention Network (GPLDAN) for unsupervised cross-modal retrieval. Our diversified attention feature projector can extract multiple representations of an instance by considering the interaction between different representations. In the graph pattern loss, all the correlations among different representations are explored and all possible distances between different representations are considered. The modality classifier is used to explicitly declare the corresponding modalities of features before fusion. Our approach nearly outperforms all the unsupervised retrieval methods and performs competitively when compared with the semi-supervised and the supervised methods. Besides, our approach has a good generation ability and can be applied to different modal representations.
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