Abstract

In this paper we prove an analogue of the Brakke’s $\varepsilon$-regularity theorem for the parabolic Allen–Cahn equation. In particular, we show uniform $C^{2,\alpha}$ regularity for the transition layers converging to smooth mean curvature flows as $\varepsilon \to 0$. The proof utilises Allen–Cahn versions of the monotonicity formula, parabolic Lipschitz approximation and blowups. A corresponding gap theorem for entire eternal solutions of the parabolic Allen–Cahn is also obtained. As an application of the regularity theorem, we give an affirmative answer to a question of Ilmanen [ilm94, 13.4] that there is no cancellation in BV convergence in the mean convex setting.
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1 Introduction

The $\varepsilon$-parabolic Allen–Cahn equation is

$$\partial_t u^\varepsilon = \Delta u^\varepsilon - \frac{1}{\varepsilon^2} W'(u^\varepsilon), \quad u(x,0) = u_0^\varepsilon(x),$$

where $W : \mathbb{R} \to \mathbb{R}$ is a double-well potential function (a typical choice is $W(u) = (1-u^2)^2/2$).

This flow was introduced by Allen and Cahn in 1979 [AC79] to model the motion of phase boundaries by surface tension. This flow is the gradient flow of the energy

$$\mu^\varepsilon = \int \left(\frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon}\right) dx.$$ 

Heuristically, the term $\frac{1}{\varepsilon^2} W'(u^\varepsilon)$ forces $u^\varepsilon$ to approximate a characteristic function with a transition layer of width $\varepsilon$ and slope $C/\varepsilon$. As $\varepsilon$ approaches zero, the nodal set approaches a hypersurface interface moving by mean curvature. This was derived formally by [FSSS] and [RSK89]. In the radially symmetric case, a rigorous proof was obtained by [BK91]. Under the assumption that the underlying mean curvature flow exists and is smooth, convergence was shown by [dMS89], [Che92] and [CE94] among others. If the mean curvature flow is not smooth, there are various notions of weak mean curvature flow, we mention [Bra78], [CGG91], and [ES91]. For example [ESS92] showed that the limit of the level sets of the parabolic Allen–Cahn are contained in the viscosity solutions for the mean curvature flow studied by [ES91] and [CGG91]. Most relevant for this paper is the paper of [Ilm93], where
it was shown, using methods from geometric measure theory, that the limit is a mean curvature flow in the sense of Brakke, that is the energy measures \( d\mu^\varepsilon := \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \) converge to the Brakke’s weak mean curvature flow \( \text{Bra78} \). Also of vital importance is Tonegawa’s proof that the limit is an integral varifold \( \text{Ton03} \).

Higher regularity for the convergence is a necessary ingredient for geometric applications. In the elliptic setting, Caffarelli–Cordoba \( \text{CC06} \) have shown that the transition layers of stable phase transitions have uniform \( C^{1,\theta} \) regularity (independent of \( \varepsilon \)) and Wang–Wei \( \text{WW19a, WW19b} \) have proved that stable transition layers converge in a stronger \( C^{2,\alpha} \) sense to the limit minimal surfaces. Using improved convergence in dimension 3, Chodosh–Mantoulidis \( \text{CM20} \) showed that the min-max minimal surfaces obtained from the Allen–Cahn construction in a generic 3-manifold has multiplicity 1 and expected index.

We will develop here the \( \varepsilon \)-regularity theory of parabolic Allen–Cahn equations, which is the diffused analogue of Brakke’s regularity theory \( \text{Bra78} \) for mean curvature flow. Our main theorem is the following

**Theorem 1.1.** For any \( b \in (0,1) \), there exists \( \varepsilon_0, \tau_0 > 0 \) small, and \( R_0, K_0 > 0 \) such that the following holds: let \( u^\varepsilon \) be a solution to (2.1) with non-positive discrepancy (see section 2 for the definition) in the parabolic cylinder \( P_{R_0}(0,0) = B^{n+1}_{R_0}(0) \times (-R_0^2, R_0^2) \subset \mathbb{R}^{n+1} \times \mathbb{R} \), with \( |u^\varepsilon(0,0)| \leq 1 - b \) such that the following energy estimate holds

\[
\frac{1}{2} \int_{P_{R_0}(0,0)} \left( \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dxdt \leq (1 + \tau_0)\alpha \omega_n, \tag{1.2}
\]

where \( \alpha = \int_{-1}^1 \sqrt{2W(g)}dx \) is the total energy of the of the 1-dimensional solution (see (2.3)).

Then there exists a hyperplane (without loss of generality, assumed to be \( \{x_{n+1} = 0\} \), such that for any \( s \in (-1+b, 1-b) \), \( |\nabla u^\varepsilon(x,t)| \neq 0 \) for \( u^\varepsilon(x,t) = s \), and the level sets \( \{u = s\} \cap P_1 \) can be represented by a \( C^{2,\alpha}_P \) graph of the form \( x_{n+1} = h^{\varepsilon,s}(x_1, \ldots, x_n, t) \) with

\[
\|h^{\varepsilon,s}\|_{C^{2,\alpha}(\hat{P}_1)} \leq K_0,
\]

where \( \hat{P}_r = B^n_{r} \times (-r^2, r^2) \subset \mathbb{R}^n \times \mathbb{R} \) and \( C^{2,\alpha}_P \) is the parabolic \( C^{2,\alpha} \) (with respect to the parabolic metric \( d((x_1, t_1), (x_2, t_2)) = \max\{|x_1 - x_2|, \sqrt{|t_1 - t_2|}\} \) in space-time).

**Remark 1.2.** We will prove uniform Lipschitz estimates in this paper. The improvement in regularity from Lipschitz to uniform \( C^{2,\alpha} \) was proved in \( \text{NW20} \).

As in the case of minimal surfaces, mean curvature flow and elliptic Allen–Cahn (see \( \text{All72, Bra78, Wan17} \)), the key to proving uniform regularity is to obtain an excess decay property, Theorem 3.1.
One of the ingredients of the proof is the following gap theorem for entire eternal parabolic Allen–Cahn equations. This theorem is of interest on its own.

**Theorem 1.3.** There exists $\tau(n) > 0$ depending only on the dimension (and independent of $\varepsilon$) such that if $u^\varepsilon : \mathbb{R}^{n+1} \times \mathbb{R} \to [-1, 1]$ is an eternal entire solution to (2.1) with

$$
\frac{1}{2} R^{-n-2} \int P_R(0,0) \left( \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dx dt \leq (1 + \tau(n))\alpha\omega_n, \forall R > 0,
$$

then $u^\varepsilon(x,t) = \tanh \left( \frac{x+so}{\varepsilon} \right)$ for some unit vector $e \in \mathbb{S}^n$ and $s_0 \in \mathbb{R}$.

**Remark 1.4.** Unlike the proof of Allard’s regularity minimal surfaces or Brakke’s regularity for mean curvature flow, where the gap theorem is obtained as a corollary of the regularity theorem, here the gap theorem is proved first from the excess decay, and then it is used in the proof of the main regularity theorem. This difference is due to the fact that the excess decay assumption requires the technical assumption (5.1), and consequently does not directly give uniform regularity.

As an application to this regularity theory, we give an affirmative answer to a question of Ilmanen ([Ilm93, Question 4 of section 13]) about the $\text{BV}$ convergence of a sequence of Allen–Cahn equations as the parameter $\varepsilon \to 0$ in the mean convex case. This is the Allen–Cahn analogue of no cancellation for the Brakke flow [MS08].

**Theorem 1.5** (Strong Convergence for $H > 0$). Suppose $M^0_{0} \subset \mathbb{R}^{n+1}$ is a smooth strictly mean convex closed hypersurface. Then there exists a sequence of smooth functions (constructed in [Ilm93, 1.4]) $u^\varepsilon_0 : \mathbb{R}^{n+1} \to [-1, 1]$ such that $u^\varepsilon_0 \to 2\chi_{E_0} - 1$ in $\text{BV}_{loc}(\mathbb{R}^{n+1})$, where $E_0$ is the region enclosed by $M_0$ (see also the beginning of section [7] for a summary of the properties satisfied by this approximation). Furthermore the sequence of solutions $u^\varepsilon : \mathbb{R}^{n+1} \times \mathbb{R}^+ \to [-1, 1]$ to (2.1) with initial condition $u^\varepsilon(\cdot, 0) = u^\varepsilon_0$ constructed above satisfies

$$
u^\varepsilon \to 2\chi_E - 1$$

in $\text{BV}_{loc}(\mathbb{R}^{n+1} \times \mathbb{R}^+)$ for some open subset $E \subset \mathbb{R}^{n+1} \times \mathbb{R}^+$, with $E \cap (\mathbb{R}^{n+1} \times \{0\}) = E_0 \times \{0\}$.

Then we have the conclusion that there is no cancellation in the $\text{BV}$ convergence, namely

$$|\nabla u^\varepsilon| \to |\nabla u| = \frac{1}{\alpha} d\mu$$

in $L^1_{loc}(\mathbb{R}^{n+1} \times \mathbb{R}^+)$. 
The paper is organised as follows. In section 2, we fix our notation and define quantities that will be used throughout the paper. In section 3, we state the main technical part of the paper, the excess decay theorem. The proof will proceed by contradiction, so will assume that the result of the Excess decay theorem does not hold. The majority of this paper is concerned with the proof of this theorem and we give a very detailed overview of the rest of the paper. In section 4.1, we further develop some of the geometric measure theory of the $\varepsilon$-Allen–Cahn equation. In particular, we prove the $L^2$-$L^\infty$ version of the $\varepsilon$-Allen–Cahn equation which is modification of the mean curvature flow version of Ecker [Eck04] (see also [KT14]). In section 5, we prove the key Caccioppoli type inequality and the energy estimate (which can be viewed as the parabolic version of Caccioppoli type inequality). In section 6, we prove a Lipschitz approximation of the level sets of the solution to the parabolic Allen–Cahn equation. In section 7, we prove that level sets of $\varepsilon$-Allen–Cahn equation are well approximated by solutions of the heat equation and derive our contradiction. In section 8, we prove Theorem 1.3, which allows us to obtain the level sets are Holder regular. Since we require the assumption (5.1), we cannot conclude the level sets are $C^{2,\alpha}$ regularity. Instead in section 9, we show how to appeal to our previous paper [NW20] to conclude full $C^{2,\alpha}$ regularity. Finally, in section 10, we show how we can provide an affirmative answer to Ilmanen’s question through a proof of Theorem 1.5.

Acknowledgements. H.T. Nguyen and S. Wang were supported by the EPSRC grant EP/S012907/1.

2 Preliminaries and notations

We say $u^\varepsilon : \mathbb{R}^{n+1} \times \mathbb{R} \to \mathbb{R}$ is a solution to the $\varepsilon$-parabolic Allen–Cahn equation if it satisfies

$$
\partial_t u^\varepsilon = \Delta u^\varepsilon - \frac{1}{\varepsilon^2} W'(u^\varepsilon), \quad u(x, 0) = u_0(x).
$$

We will omit the super-script if $\varepsilon = 1$ in which case $u$ satisfies

$$
\partial_t u = \Delta u - W'(u), \quad u(x, 0) = u_0(x),
$$

the scaled equation with $\varepsilon = 1$.

We will use the notation $\hat{x} = (x_1, \ldots, x_n)$ to denote the first $n$ coordinates and write $(\hat{x}, x_{n+1}) = (x_1, \ldots, x_n, x_{n+1}) \in \mathbb{R}^{n+1}$ and denote by $B_r = \{(\hat{x}, x_{n+1}) \in \mathbb{R}^{n+1} : |\hat{x}|^2 + x_{n+1}^2 \leq r^2\}$, $\hat{C}_r = \{(\hat{x}, x_{n+1}) \in \mathbb{R}^{n+1} : |\hat{x}|^2 \leq r^2\}$ and $\hat{B}_r = \{\hat{x} \in \mathbb{R}^{n} : |\hat{x}|^2 \leq r^2\}$.

We also denote the parabolic cylinder of radius $r$ by $P_r = \{(x, t) \in \mathbb{R}^{n+1} \times \mathbb{R} : |x| \leq r, |t| \leq r^2\}$. 

...
For any $T \in \mathbf{G}(n+1, n)$ a hyperplane, the cylinder $C(T, r)$ of radius $r$ with respect to $T$ is defined by $C(T, r) = \{ x \in \mathbb{R}^{n+1} : |T(x)| \leq r, |T^\perp(x)| \leq r \}$. For a solution $u^\varepsilon$ to (2.1) in $\mathbb{R}^{n+1} \times \mathbb{R}$, we define the following geometric quantities for subsets $B_r \subset \mathbb{R}^{n+1}$ and $P_r \subset \mathbb{R}^{n+1} \times \mathbb{R}$ that will be used in this paper,

(i) The energy

$$
\mu^\varepsilon(B_r) = \int_{B_r} \left( \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dx \\
\mu^\varepsilon(P_r) = \iint_{P_r} \left( \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dx dt,
$$

(ii) The tilt-excess

$$
E^\varepsilon(B_r) = r^{-n} \int_{B_r} \left( 1 - \left( \frac{\nabla u^\varepsilon}{|\nabla u^\varepsilon|} \cdot e_{n+1} \right)^2 \right) \varepsilon |\nabla u^\varepsilon|^2 dx \\
= r^{-n} \int_{B_r} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon|^2 dx
$$

$$
E^\varepsilon(P_r) = r^{-n-2} \int_{P_r} \left( 1 - \left( \frac{\nabla u^\varepsilon}{|\nabla u^\varepsilon|} \cdot e_{n+1} \right)^2 \right) \varepsilon |\nabla u^\varepsilon|^2 dx dt \\
= r^{-n-2} \int_{P_r} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon|^2 dx dt,
$$

where for simplicity we denote by the normal vector to the level sets of $u$ by $\nu = \frac{\nabla u^\varepsilon}{|\nabla u^\varepsilon|}$.

(iii) The height-excess

$$
H^\varepsilon(B_r) = r^{-n-2} \int_{B_r} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon|^2 dx \\
H^\varepsilon(P_r) = r^{-n-4} \int_{P_r} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt,
$$

(iv) The $L^2$ norm of time derivative ($\varepsilon$-Willmore term)

$$
W^\varepsilon(B_r) = \int_{B_r} \varepsilon \left( \Delta u^\varepsilon - \frac{W(u^\varepsilon)}{\varepsilon^2} \right)^2 dx = \int_{B_1} \varepsilon \left( \frac{\partial u}{\partial t} \right)^2 dx \\
W^\varepsilon(P_r) = \iint_{P_r} \varepsilon \left( \Delta u^\varepsilon - \frac{W(u^\varepsilon)}{\varepsilon^2} \right)^2 dx dt = \iint_{P_r} \varepsilon \left( \frac{\partial u}{\partial t} \right)^2 dx dt,
$$
(v) The discrepancy
\[ \xi^\varepsilon = \frac{\varepsilon |\nabla u|^2}{2} - \frac{W(u)}{\varepsilon} \]
and the discrepancy measure
\[ d\xi^\varepsilon = \left( \frac{\varepsilon |\nabla u|^2}{2} - \frac{W(u)}{\varepsilon} \right) dx. \]

For the double-well potential \( W(u) = \frac{(1-u^2)^2}{4} \), there is an explicit solution, the 1-d standing wave solution \( g^\varepsilon(x) = \tanh(\varepsilon x) \), to the equation \( g'' - \frac{W'(g)}{\varepsilon^2} = g'' + g(1-g^2) = 0 \). For simplicity we denote \( g(x) = \tanh(x) \) when \( \varepsilon = 1 \). The total energy of this 1-d solution is
\[ \alpha := \int_{-\infty}^{\infty} [(g^\varepsilon)']^2 dx = \int_{-\infty}^{\infty} [g']^2 dx. \]

(2.3)

Throughout this paper, we assume the discrepancy satisfies \( \xi^\varepsilon \leq 0 \), that is
\[ \frac{\varepsilon |\nabla u(x,t)|^2}{2} \leq \frac{W(u(x,t))}{\varepsilon}, \forall t \in \mathbb{R} \]
which is the same technical assumption made in \cite{Ilm93} that simplifies our argument. It is shown in \cite{Ilm93}, that if the discrepancy is initially non-positive, then it stays non-positive along the flow. We remark here that this assumption may be removed by a result of Soner \cite{Son97} who showed that even if the discrepancy is initially not non-positive, it exponentially decays to zero.

### 3 Statement of Excess Decay

The following Excess decay theorem shows us that if the height excess is small over some hyperplane (here \( \mathbb{R}^n \times \{0\} \subset \mathbb{R}^{n+1} \)) then by shrinking the radius of the parabolic ball and possibly tilting the hyperplane a little, the height excess becomes smaller. This theorem parallels Campanato’s theorem for functions and will be used to prove the Lipschitz regularity of intermediate layers.

**Theorem 3.1 (Excess Decay).** Given \( b \in (0, 1) \), there exists constants \( \varepsilon_0, \delta_0 > 0, \tau_0 \) small, \( \theta \in (0, \frac{1}{4}) \), \( K_1 > 0 \) large with the following property: let \( u^\varepsilon \) be a solution to (2.1) with \( \varepsilon \leq \varepsilon_0 \) in the parabolic ball \( P_1 \subset \mathbb{R}^{n+1} \times \mathbb{R} \), that satisfies the non-positive discrepancy condition (2.4), and
\[ |u^\varepsilon(0,0)| \leq 1 - b, \]

(3.1)
\[
\int_{B_1} \left( \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dx \leq \alpha \omega_n (1 + \tau_0), \tag{3.2}
\]
\[
\iint_{P_1} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt \leq \delta_0. \tag{3.3}
\]

Furthermore we assume
\[
\iint_{P_1} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt \geq K_1 \varepsilon^2. \tag{3.4}
\]

Then there exists \( T \in G(n+1, n), \lambda \in \mathbb{R} \) such that
\[
\theta^{-n-4} \iint_{P_0} |T^\perp(x) - \lambda|^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt \leq \frac{\theta}{2} \iint_{P_1} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt. \tag{3.5}
\]

Moreover there exists a universal constant \( C \) such that
\[
\|e - e_{n+1}\| \leq C \left( \iint_{P_1} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt \right)^{1/2} \tag{3.6}
\]

where \( e \) is the unit normal to \( T \).

**Remark 3.2.**

(i) The condition (3.2) says that the generalized varifold associated to \( u^\varepsilon \) has area ratio very close to that of the \( n \)-dimensional Euclidean hyperplane. In particular, it consists of a single transition layer. This corresponds to the small area ratio condition in Allard’s and Brakke’s regularity theorems.

(ii) The condition (3.1) says that measure theoretically, there is a nontrivial part of the varifold at some point along the flow.

(iii) We can in fact show (3.3) holds with respect to a suitable hyperplane provided that (3.2) holds with sufficiently small \( \tau_0 \) (by Lemma 4.7 and Proposition 7.2). So in the proof of Theorem 1.1 when Theorem 3.1 will be applied, if \( \tau_0 \) in (1.2) is chosen small enough, condition (3.3) is automatically satisfied.

(iv) We note that compared to Allard’s regularity and Brakke’s regularity theorems, the hypothesis (3.4) does not seem so satisfactory. However, such a condition is required because in the Allen–Cahn equation separate layers can interact since, although energy is concentrated in transition region, it is still distributed in a strip of width \( \varepsilon \). This phenomenon does not occur in minimal surface theory or mean curvature flow.

The excess decay theorem will be proved in section 7 by a contradiction argument.
Here we will give an overview of the proof. We will consider here $\phi_T$ to be our test function and we use the integrated form of the Allen–Cahn equation (4.1), which gives us

$$\frac{d}{dt} \int_{\mathbb{R}^{n+1}} \phi_T^2 d\mu_t^\varepsilon = \int_{\mathbb{R}^{n+1}} -\varepsilon \phi_T^2 \left(-\Delta u + \frac{W'(u)}{\varepsilon^2}\right)^2 + \varepsilon \langle \nabla \phi_T^2, \nabla u \rangle \left(-\Delta u + \frac{W'(u)}{\varepsilon^2}\right) dx.$$ 

We note that the term $-\varepsilon \varphi \left(-\Delta u + \frac{W'(u)}{\varepsilon^2}\right)^2$ roughly corresponds to $-H^2 d\mu_t$ of the mean curvature flow [Ilm93]. This term is clearly negative and has a dissipative effect on the left hand side. We will refer to this as a Willmore type term and we will want to control it using our height excess. A straightforward computation (5.18) gives us

$$\frac{d}{dt} \int_{\mathbb{R}^{n+1}} \phi_T^2 d\mu_t^\varepsilon \leq -\frac{3}{4} \int_{B_1} \varepsilon \phi_T^2 \left(\Delta u - \frac{W'(u)}{\varepsilon^2}\right)^2 dx + 4 \int |\nabla \phi_T|^2 (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dx.$$ 

The term $(1 - \nu_{n+1}^2)\varepsilon |\nabla u|^2$ corresponds is the Tilt-Excess. Using the divergence structure and the Stress-Energy tensor associated to the Allen–Cahn energy, an integration by parts argument (Corollary 5.5) allows us to estimate this term,

$$\frac{d}{dt} \int_{\mathbb{R}^{n+1}} \phi_T^2 d\mu_t^\varepsilon \leq -\frac{1}{4} \int_{B_1} \varepsilon \left(\Delta u - \frac{W'(u)}{\varepsilon^2}\right)^2 dx + C_0 \int_{B_1} x_{n+1}^2 \varepsilon |\nabla u|^2 dx.$$ 

In order to utilise this inequality, we need a certain nonlinear inequality. In the varifold setting, this first appeared in [Bra78] (see also [KT14]). This estimate tells us that if $\frac{1}{4} \int_{B_1} \varepsilon \left(\Delta u - \frac{W'(u)}{\varepsilon^2}\right)^2 dx$ is small and the area excess is small (that is the area is close to that of hyperplane) then we can show the area excess is small and in fact uniformly bounded with a leading order term which is the Willmore type energy ($L^2$ norm of the diffuse mean curvature) raised to the power $\frac{2}{n-2}$. The precise statement can be found in Proposition 5.6. The statement is independent of the Allen–Cahn flow and its proof uses a Lipschitz graphical decomposition of level sets. In order to get a rough idea of the proof, we will drop the lower order terms and if we let

$$E(t) = \int_T \phi_T^2 d\mu_t^\varepsilon$$

then we get that if the energy difference from the flat solution is close to zero and $W \leq W_1$

$$\frac{d}{dt} E(t) \leq c\mathcal{H} - cE(t)^{\frac{n-2}{n-4}}.$$
Otherwise, we have

$$\frac{d}{dt} E(t) \leq c \mathbb{H} - c W_1.$$ 

If we assume $2c \mathbb{H} < c W_1$, we see that $E(t)$ decreases at least at a fixed rate, that is

$$\frac{d}{dt} E(t) \leq -c W_1.$$ 

If we set $\tilde{E}(t) = E(t) - ct \mathbb{H} < E(t)$ we get

$$\frac{d}{dt} \tilde{E}(t) = \frac{d}{dt} E(t) - c \mathbb{H} \leq -c \tilde{E}(t)^{\frac{n-1}{n-3}}.$$ 

Therefore if $\tilde{E}(-T + 1)$ is less than $(1 - \nu)\alpha$ but larger than $\frac{\alpha}{8}$, $\tilde{E}(t)$ will decrease at a rate $-\frac{c}{2} W_1$ or at a rate $-c \tilde{E}(t)^{\frac{n-1}{n-3}}$. Since $\frac{c}{2} < 1$ this implies $\tilde{E}(t)$ will vanish in finite time, that is $\tilde{E}(t) \equiv 0$ for $t \geq -1$ as long as $T$ is sufficiently large. This in turn implies $E(t) \leq c \mathbb{H}$ after some fixed amount of time has elapsed. This is our first estimate and shows the energy excess is bounded by the height excess.

In the actual argument, we show

$$\sup \left| \mu_t^\varepsilon (\phi_T^2) - \alpha \int \phi_T^2 d\mu_t^\varepsilon \right| \leq c \mathbb{H}.$$ 

If we re-examine our $\varepsilon$-Brakke Allen–Cahn equation, the change in time of $\int \phi_T^2 d\mu_t^\varepsilon$ bounds the Willmore type term $\int \varepsilon \phi_T^2 \left( \Delta u_t^\varepsilon - \frac{W(u_t^\varepsilon)}{\varepsilon^2} \right)^2 dx$ and hence bounds this term by the height excess, that is

$$\int \varepsilon \phi_T^2 \left( \Delta u_t^\varepsilon - \frac{W(u_t^\varepsilon)}{\varepsilon^2} \right)^2 dx \leq c \mathbb{H}. \quad (3.7)$$

Then from Corollary 5.5 allows use to estimate

$$\int_{\mathbb{R}^{n+1}} \phi_T^2 (1 - \nu^2) d\mu_t^\varepsilon \leq C_1 \mathbb{H} + C_2 \sqrt{\mathbb{H} W}.$$ 

Then the estimate (3.7) allows us to bound

$$\int_{-1}^{1} \int_{\mathbb{R}^{n+1}} \phi_T^2 (1 - \nu^2) d\mu_t^\varepsilon dt \leq C \mathbb{H}.$$ 

This is the tilt-excess bound in terms of the height excess, which is the parabolic version of Caccioppoli inequality in [Wan17] and a parabolic Allen–Cahn version of [Bra78] and
Compared to the elliptic case, we note that the estimates involved are more intricate since the $\varepsilon$-Brakke Allen–Cahn equation does not give us direct access to the tilt-excess.

Once we have the tilt-excess-height excess bounds, we require the key estimate - the height excess decay. Roughly speaking, the height excess decay states that if the height excess with respect to some hyperplane in a ball is sufficiently small then shrinking the radius of the ball and perhaps tilting the hyperplane a little the excess decays. The excess decay will then be used to prove the uniform Lipschitz regularity of the intermediate layers. The proof proceeds by contradiction and involves a number of intricate steps which we summarise as follows:

(i) We show the level sets $\{u^\varepsilon = x\} \mid s \in (-1 + b, 1 - b)$ can be represented by Lipschitz graphs over $\mathbb{R}^n$ of the form

$$x_{n+1} = h^{\varepsilon,s}(\hat{x})$$

up to bad sets of small measure which are controlled by the excess. Here we use a parabolic Hardy–Littlewood maximal function.

(ii) We rewrite the excess using the graphical co-ordinates and we show $h^{\varepsilon,s}_{\varepsilon} \in H^1_{\text{loc}}(B_1)$. This shows us that we can assume $h^{\varepsilon,s}_{\varepsilon} \rightharpoonup h_\infty$ weakly in $H^1_{\text{loc}}$. Here we will require the layer repulsion hypothesis $H_\varepsilon \gg \varepsilon$ to guarantee that the limit is independent of $s$.

(iii) By choosing the test function $\phi(\hat{x})\psi(x_{n+1})x_{n+1}$ in the $\varepsilon$-Brakke Allen–Cahn equation ($\phi \in C_\infty_c(B_1), \psi \in C_\infty((1, 1))$) and passing to the limit we show $h_\infty$ is in fact a solution to the heat equation on $B_1$.

(iv) Furthermore, by choosing the test function $\phi(\hat{x})\psi(x_{n+1})x_{n+1}^2$ in the $\varepsilon$-Brakke Allen–Cahn equation, we can show $h^{\varepsilon,s}_{\varepsilon}$ converges strongly in $H^1_{\text{loc}}(B_1)$, but since heat equations satisfy the height excess decay this provides the contradiction and proves the height excess decay.

Because of the layer repulsion hypothesis, $\mathbb{H}_\varepsilon \gg \varepsilon$ we cannot argue as in [Bra78], [KT14] to conclude $C^{1,\alpha}$ regularity. We are able to only directly conclude uniform Lipschitz regularity of the level sets. Instead, we appeal to our previous paper [NW20] which shows Lipschitz regularity of the level sets implies full $C^{2,\alpha}$ regularity.
4 Brakke’s Equality and Huisken’s Monotonicity

4.1 $\varepsilon$-Brakke Allen–Cahn Equation

The integral form of the parabolic Allen–Cahn equation (deduced in [lm93]) is

$$\frac{d}{dt} \int \varphi d\mu_\varepsilon = \int \frac{\partial}{\partial t} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx$$

(4.1)

$$= \int \varepsilon \varphi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) \partial_t u - \varepsilon \langle \nabla \varphi, \nabla u \rangle \partial_t u dx$$

$$= \int -\varepsilon \varphi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right)^2 + \varepsilon \langle \nabla \varphi, \nabla u \rangle \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) dx.$$

If we let $T_{ij} = \varepsilon \nabla_i u \nabla_j u - \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \delta_{ij}$ denote the stress-energy tensor, we take its divergence and obtain

$$\nabla_i T_{ij} = \varepsilon \Delta u \nabla_j u - \frac{1}{\varepsilon} W'(u) \nabla_j u = \partial_t u \nabla_j u.$$

Multiplying this equation by $\nabla_j \varphi$ and integrating by parts, we get

$$\frac{d}{dt} \int \varphi d\mu_\varepsilon = \int -\varepsilon \varphi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right)^2 dx$$

(4.2)

$$+ \int \left( \varepsilon \nabla u \otimes \nabla u - \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) I \right) : \nabla^2 \varphi dx$$

for any $\phi \in C^\infty_c (\mathbb{R}^{n+1}, \mathbb{R}^+)$. This is the $\varepsilon$-version of Brakke’s inequality in [Bra78]. Alternatively, if we let $\varphi = \langle \nabla u, g \rangle$ be a test function, where $g = (g^1, \ldots, g^{n+1})$ is any compactly supported test $C^1$ vector field, we compute

$$\int \varepsilon \varphi \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right) dx$$

(4.3)

$$= \int \varepsilon \langle \nabla u, g \rangle \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right) dx$$

$$= \int \varepsilon \langle \nabla u, g \rangle \Delta u dx - \int \varepsilon \langle \nabla u, g \rangle \frac{W'(u)}{\varepsilon^2} dx$$

$$= -\int \varepsilon \left( \frac{1}{2} \nabla |\nabla u|^2, g \right) dx - \int \varepsilon \nabla u \otimes \nabla u : \nabla g dx - \int \langle \nabla u, g \rangle \frac{W'(u)}{\varepsilon} dx.$$
\[ \int \frac{\varepsilon |\nabla u|^2}{2} \text{div} g dx - \int \varepsilon \nabla u \otimes \nabla u : \nabla g dx + \int \frac{W(u)}{\varepsilon} \text{div} g dx = -\int \varepsilon \nabla u \otimes \nabla u : \nabla g dx + \int \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \text{div} g dx. \]

4.2 Weighted Monotonicity Formula

Here we will derive a weighted parabolic Allen–Cahn equation \( \varepsilon \)-version of Huisken’s monotonicity formula \([\text{Hui90}]\) for the mean curvature flow. The unweighted \( \varepsilon \)-version may be found in \([\text{Hui93}]\). Here we will denote by \( \Phi = \Phi_{y,s}(x,t) \equiv \frac{1}{(4\pi(s-t))^n} e^{-\frac{|x-y|^2}{4(s-t)}}, \quad t < s, x \in \mathbb{R}^{n+1}. \)

**Theorem 4.1 (Weighted Monotonicity Formula).** Consider a solution to the parabolic Allen–Cahn equation (2.1) and fix a point \((y, s) \in \mathbb{R}^{n+1} \times \mathbb{R}\). Let \( \rho \) be a sufficiently smooth (possibly time-dependent) function. Then we have

\[
\frac{d}{dt} \int \Phi_{y,s} \rho d\mu^\varepsilon_t = -\varepsilon \rho \Phi_{y,s} \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} - \nabla u \cdot \nabla \Phi_{y,s} \right)^2 dx + \int \frac{\rho \Phi_{y,s}}{2(s-t)} d\xi^\varepsilon_t + \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \Phi_{y,s} \nabla_i \nabla_j \rho dx
\]

where \( d\xi^\varepsilon_t = \left( \frac{\varepsilon |\nabla u|^2}{2} - \frac{W(u)}{\varepsilon} \right) dx \) is the discrepancy measure.

**Proof.** We contract the stress-energy tensor of the Allen–Cahn functional and apply integration by parts to obtain the following equation

\[
\int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \phi \nabla_i \nabla_j \rho dx
\]
That is we have
\[
\int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \phi \nabla_i \rho dx + \int \nabla_j u \left( \varepsilon \Delta u - \frac{W'(u)}{\varepsilon} \right) \phi \nabla_j \rho dx
\]
\[
- \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \nabla_i \phi \nabla_j \rho dx
\]
\[
= - \int \nabla_j u \left( \varepsilon \Delta u - \frac{W'(u)}{\varepsilon} \right) \phi \nabla_j \rho dx
\]
\[
- \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \nabla_i \phi \nabla_j \rho dx.
\]
Rewriting the above equation, we get
\[
\int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \phi \nabla_i \nabla_j \rho dx + \int \nabla_j u \left( \varepsilon \Delta u - \frac{W'(u)}{\varepsilon} \right) \phi \nabla_j \rho dx
\]
\[
- \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \rho \nabla_i \nabla_j \phi dx + \int \nabla_j u \left( \varepsilon \Delta u - \frac{W'(u)}{\varepsilon} \right) \rho \nabla_j \phi dx
\]
\[
= 0.
\]
We then compute
\[
\frac{d}{dt} \int \phi \rho d\mu_i^\varepsilon = \int -\varepsilon \phi \rho \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right)^2 dx + \int (\phi \partial_t \rho + \rho \partial_t \phi) d\mu_i^\varepsilon
\]
\[
+ \varepsilon \int \rho \nabla \phi \cdot \nabla u \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) dx + \varepsilon \int \phi \nabla \rho \cdot \nabla u \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) dx
\]
\[
= \int -\varepsilon \phi \rho \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right)^2 dx + \int (\phi \partial_t \rho + \rho \partial_t \phi) d\mu_i^\varepsilon.
\]
\[
\begin{align*}
&+ 2\varepsilon \int \rho \nabla \phi \cdot \nabla u \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) dx \\
&+ \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \phi \nabla_i \nabla_j \rho dx \\
&- \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \rho \nabla_i \nabla_j \phi dx.
\end{align*}
\]
Consider the term
\[
\int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \rho \nabla_i \nabla_j \phi \, dx
\]
\[
= - \int \rho \delta : \nabla^2 \phi d\mu_i^\varepsilon + \rho \nabla \otimes \nabla \nabla^2 \phi \varepsilon |\nabla u|^2 \, dx
\]
\[
= - \int \rho (\delta - \nu \otimes \nu) \nabla^2 \phi d\mu_i^\varepsilon + \int \rho \nabla \otimes \nabla \nabla^2 \phi \left( \frac{\varepsilon |\nabla u|^2}{2} - \frac{W(u)}{\varepsilon} \right) \, dx
\]
\[
= \int \rho (\delta - \nu \otimes \nu) : \nabla^2 \phi d\mu_i^\varepsilon + \int \rho \nabla \otimes \nabla \nabla^2 \phi d\xi_i^\varepsilon.
\]
Therefore inserting this into the equation (4.5)
\[
\frac{d}{dt} \int \phi \rho d\mu_i^\varepsilon = \int -\varepsilon \phi \rho \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) \, dx + \int (\phi \partial_i \rho + \rho \partial_i \phi) d\mu_i^\varepsilon
\]
\[
+ 2\varepsilon \int \rho \nabla \phi \cdot \nabla u \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) \, dx
\]
\[
+ \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \phi \nabla_i \nabla_j \rho \, dx
\]
\[
- \int \rho (\delta - \nu \otimes \nu) : \nabla^2 \phi d\mu_i^\varepsilon - \int \rho \nabla \otimes \nabla \nabla^2 \phi d\xi_i^\varepsilon
\]
\[
= \int -\varepsilon \rho \phi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} - \frac{\nabla u \cdot \nabla \phi}{\phi} \right) \, dx
\]
\[
+ \varepsilon \int \rho \left( \frac{\nabla u \cdot \nabla \phi}{\phi} \right)^2 \, dx - \int \rho \nabla \otimes \nabla \nabla^2 \phi d\xi_i^\varepsilon
\]
\[
+ \int \rho (\delta - \nu \otimes \nu) : \nabla^2 \phi d\mu_i^\varepsilon + \int (\phi \partial_i \rho + \rho \partial_i \phi) d\mu_i^\varepsilon
\]
\[
+ \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \phi \nabla_i \nabla_j \rho \, dx.
\]
Since
\[
\varepsilon \int \rho \left( \frac{\nabla u \cdot \nabla \phi}{\phi} \right)^2 \, dx = \int \rho \left( \frac{\nu \cdot \nabla \phi}{\phi} \right)^2 (d\mu_i^\varepsilon + d\xi_i^\varepsilon)
\]
we get
\[
\frac{d}{dt} \int \phi \rho d\mu_i^\varepsilon = \int -\varepsilon \rho \phi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} - \frac{\nabla u \cdot \nabla \phi}{\phi} \right) \, dx
\]
\[
+ \int \rho \left( \frac{\nu \cdot \nabla \phi}{\phi} \right)^2 (d\mu_i^\varepsilon + d\xi_i^\varepsilon) - \int \rho \nu \otimes \nabla \nabla^2 \phi d\xi_i^\varepsilon
\]
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\[ + \int \rho (\delta - \nu \otimes \nu) : \nabla^2 \phi \, d\mu_\varepsilon + \int (\phi \partial_t \rho + \rho \partial_t \phi) \, d\mu_\varepsilon \\
+ \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \phi \nabla_i \nabla_j \rho \, dx \]

\[ = \int -\varepsilon \rho \phi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} - \frac{\nabla u \cdot \nabla \phi}{\phi} \right)^2 \, dx \]

\[ + \int \rho \left( \frac{\nu \cdot \nabla \phi}{\phi} - (\delta - \nu \otimes \nu) : \nabla^2 \phi + \frac{\partial \phi}{\partial t} \right) \, d\mu_\varepsilon \\
+ \int \rho \left( -\nu \otimes \nu : \nabla^2 \phi + \frac{(\nu \cdot \nabla \phi)^2}{\phi} \right) \, d\xi_\varepsilon \\
+ \int \phi \partial_t \rho \, d\mu_\varepsilon + \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \phi \nabla_i \nabla_j \rho \, dx. \]

If we choose \( \phi(x, t) = \Phi_{y,s}(x, t) = \frac{1}{(4\pi(s-t))^{n/2}} e^{-|x-y|^2/4(s-t)} \), we then get

\[ -\nu \otimes \nu : \nabla^2 \Phi_{y,s}(x, t) + \frac{(\nu \cdot \nabla \Phi_{y,s}(x, t))^2}{\Phi_{y,s}(x, t)} = \frac{\Phi_{y,s}(x, t)}{2(s-t)} \]

and

\[ \partial_t \Phi_{y,s}(x, t) + (\delta - \nu \otimes \nu) : \nabla^2 \Phi_{y,s}(x, t) + \frac{(\nabla \Phi_{y,s}(x, t) \cdot \nu)^2}{\Phi_{y,s}(x, t)} = 0. \]

This then gives

\[ \frac{d}{dt} \int \Phi_{y,s} \rho \, d\mu_\varepsilon = \int -\varepsilon \rho \Phi_{y,s} \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} - \frac{\nabla u \cdot \nabla \Phi_{y,s}}{\Phi_{y,s}} \right)^2 \, dx + \int \frac{\rho \Phi_{y,s}}{2(s-t)} \, d\xi_\varepsilon \\
+ \int \Phi_{y,s} \partial_t \rho \, d\mu_\varepsilon + \int \left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon |\nabla u|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \Phi_{y,s} \nabla_i \nabla_j \rho \, dx. \]

and this is the weighted monotonicity formula for the parabolic Allen–Cahn equation. \( \square \)

**Proposition 4.2** \((L^2 - L^\infty) inequality). Let \( \{u_\varepsilon\} \) be a solution to the Allen–Cahn Flow \((2.1)\) then in the parabolic ball \( P_r \) we have

\[ \int_{B_{r/2}} x_{n+1}^2 \Phi_{0,0} \, d\mu_\varepsilon \leq C(n) \int_{-r^2}^0 \int_{B_r} x_{n+1}^2 \, d\mu_\varepsilon. \]

where \( \Phi_{0,0} = \frac{1}{(-4\pi t)^{n/2}} e^{-|x|^2/4t}, t < 0 \) is the backward heat kernel of dimension \( n \).

**Remark 4.3.** This estimate is used later in the blow-up argument to relate the spatial \( L^2 \) excess and space-time \( L^2 \) excess.
Proof. This is a consequence of the following mean value inequality by substituting $f = x_{n+1}$.

\[ \text{Proof.} \]
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\[ \text{Theorem 4.4} \quad \text{(Mean Value Inequality)} \]

\[ \text{Proof.} \]

This is a consequence of the following mean value inequality by substituting $H. T. \text{ Nguyen, S. Wang. Brakke Regularity for the Allen–Cahn Flow}$

\[ \text{Next we compute} \quad \xi_t^2 = \frac{\varepsilon}{|\nabla u|^2 + W(u)} \]

\[ \text{Proof.} \]

\[ \text{Let us consider firstly} \]

\[ \partial_t f^2 - \Delta f^2 + \frac{\varepsilon \nabla_i u \nabla_j u}{e |\nabla u|^2 + W(u)} \nabla_i \nabla_j f^2 \]

\[ \leq 2f \partial_t f - 2f \Delta f + \frac{\varepsilon \nabla_i u \nabla_j u}{e |\nabla u|^2 + W(u)} (2f \nabla_i \nabla_j f) \]

\[ \leq -2|\nabla f|^2 + 2 \frac{\varepsilon \nabla_i u \nabla_j u}{e |\nabla u|^2 + W(u)} \nabla_i \nabla_j f \]

\[ = -2|\nabla f|^2 + 2 \frac{\varepsilon |\nabla u|^2}{e |\nabla u|^2 + W(u)} |\nabla \nabla f|^2 \]

\[ = -2|\nabla f|^2 + \frac{2 \varepsilon |\nabla \nabla f|^2}{e |\nabla u|^2 + W(u)} \]

where $\xi_t^2 = \frac{\varepsilon |\nabla u|^2}{e |\nabla u|^2 + W(u)} \leq 0$ by the discrepancy inequality (2.4) and $\nu = \frac{\nabla u}{|\nabla u|}$ and $X^T = S : X, S = Id - \nu \otimes \nu$.

Next we compute

\[ \phi^2 f^2 = \Delta (\phi^2 f^2) + \frac{\varepsilon \nabla_i u \nabla_j u}{e |\nabla u|^2 + W(u)} \nabla_i \nabla_j (\phi^2 f^2) \]

\[ = \phi^2 \left( \partial_t f^2 - \Delta f^2 + \frac{\varepsilon \nabla_i u \nabla_j u}{e |\nabla u|^2 + W(u)} \nabla_i \nabla_j f^2 \right) \]

\[ + f^2 \left( \partial_t \phi^2 - \Delta \phi^2 + \frac{\varepsilon \nabla_i u \nabla_j u}{e |\nabla u|^2 + W(u)} \nabla_i \nabla_j \phi^2 \right) \]

\[ - 2 \nabla_i \phi^2 \nabla_i f^2 + 2 \frac{\varepsilon \nabla_i u \nabla_j u}{e |\nabla u|^2 + W(u)} \nabla_i \phi^2 \nabla_j f^2 \]

\[ \leq \phi^2 \left( -2|\nabla f|^2 + \frac{2 \xi_t^2 |\nabla \nabla f|^2}{e |\nabla u|^2 + W(u)} \right) \]
Consider the cylinder $C$

By Young’s inequality, we also have

$$-2\nabla_i \phi^2 \nabla_i f^2 + 2\frac{\varepsilon \nabla_i u \nabla_j u}{\varepsilon \|\nabla u\|^2 + W(u)/\varepsilon} \nabla_i \phi^2 \nabla_j f^2$$

where we have used the non-positivity of the discrepancy (2.4) and $c_\phi |\nabla \phi|^2$.

$$f^2 \left( \partial_t \phi^2 - \Delta \phi^2 + \frac{\varepsilon \nabla_i u \nabla_j u}{\varepsilon \|\nabla u\|^2 + W(u)/\varepsilon} \nabla_i \phi^2 \nabla_j f^2 \right)$$

So that

$$\partial_t (\phi^2 f^2) - \Delta (\phi^2 f^2) + \frac{\varepsilon \nabla_i u \nabla_j u}{\varepsilon \|\nabla u\|^2 + W(u)/\varepsilon} \nabla_i \phi^2 \nabla_j f^2$$

where we have used the non-positivity of the discrepancy (2.4) and $c_\phi = C(n)(\partial_t \phi^2 + |\nabla^2 \phi|^2 + |\nabla \phi|^2)$. Multiplying both sides by $\left(\frac{\|\nabla u\|^2}{2} + \frac{W(u)}{\varepsilon}\right)$, we get

$$\partial_t (\phi^2 f^2) \left( \frac{\|\nabla u\|^2}{2} + \frac{W(u)}{\varepsilon} \right) + \left( \varepsilon \nabla_i u \nabla_j u - \frac{\|\nabla u\|^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \nabla_i \nabla_j (\phi^2 f^2) \quad (4.6)$$

Consider the cylinder $C_\rho = B_\rho(0) \times (t_0 - \rho^2, t_0)$ with $\phi$ chosen so that

$$(\rho |\nabla \phi| + \rho^2 |\nabla^2 \phi| + |\partial_t \phi|) \leq C'$$
and spt $\phi \subset C_\rho$ and $\chi_{C_{\rho/2}} \leq \phi \leq \chi_{C_\rho}$. This shows $c_\phi \leq \frac{c}{\rho^{n+2}}$ and that

$$\Phi_{(x_0,t_0)} = \frac{1}{(4\pi(t_0-t))^{n/2}}e^{-\frac{|x-y|^2}{4(t_0-t)}} \implies |\Phi_{(x_0,t_0)}| \leq \frac{c}{\rho^{n+2}} \quad \text{on} \quad (t_0 - \rho^2, t_0).$$

Therefore we can substitute (4.6) into the Allen–Cahn weighted monotonicity formula (4.4) to get

$$\frac{d}{dt}\int f^2 \Phi_{(x_0,t_0)}^2 \mu^\varepsilon_t \leq \int_{B_\rho(x_0)\setminus B_{\rho/2}(x_0)} f^2 d\mu^\varepsilon_t$$

where we integrate in time over $(t_0, t_0 - \rho^2/2)$ and note that $\phi(x_0, t_0) = 1$ to get

$$\int_{B_{\rho/2}(x_0)} f^2 \Phi_{(x_0,t_0)}^2 \mu^\varepsilon_t \leq \frac{c}{\rho^{n+2}} \int_{t_0 - \rho^2/4}^{t_0} \int_{B_\rho(x_0)\setminus B_{\rho/2}(x_0)} f^2 d\mu^\varepsilon_t.$$

4.3 Excess Convergence

In the following we show if the density ratio is converging to $\alpha$ then the excess converges to zero. In particular, small height excess is a consequence of small tilt excess, which again is a consequence of the area ratio being close to $\alpha$.

**Lemma 4.5.** Let $\{u^\varepsilon\}$ be a sequence of solutions of (2.1) and suppose that we have the discrepancy inequality (2.4) in $B_4$. Then the excess of $u^\varepsilon$ with respect to $\mathbb{R}^n$ satisfies

$$\lim_{\varepsilon \to 0} E(C_2 \times [t_1, t_2]) = 0.$$ (4.7)

**Proof.** Let us consider the $\varepsilon$-Brakke formula (4.1), we then have

$$\frac{d}{dt}\int \varphi d\mu^\varepsilon_t = \int \frac{\varepsilon^2}{\varepsilon^2} \left( -\Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx$$

$$+ \int \left( \varepsilon \nabla u \otimes \nabla u - \frac{\varepsilon^2}{2} \delta - \frac{W(u)}{\varepsilon} \delta \right) : \nabla^2 \varphi dx.$$ 

We choose the test function $\varphi(x) = \eta(x)\frac{1}{2}x^2_{n+1}$. This gives

$$\left( \varepsilon \nabla_i u \nabla_j u - \frac{\varepsilon^2}{2} \delta_{ij} - \frac{W(u)}{\varepsilon} \delta_{ij} \right) \nabla_i \nabla_j \varphi$$
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We note that the terms are bounded and hence converge to measures supported on $\mathbb{R}^n \times \mathbb{R}$. Hence we have

$$\lim_{\epsilon \to 0} \int_{t_1}^{t_2} \int_{C_2} \epsilon u_{n+1} \left( \nu_{n+1} \sum_{j=1}^{n} \nabla_j \eta \nu_j \varepsilon |\nabla u|^2 - \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \nabla_{n+1} \eta \right) \, dx \, dt = 0,$$

and

$$\lim_{\epsilon \to 0} \int_{t_1}^{t_2} \int_{C_2} \nabla_j \eta \nu_j \varepsilon |\nabla u|^2 - \frac{x_{n+1}^2}{2} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \Delta \eta = 0.$$

Therefore in the $\varepsilon$-Brakke formula (4.1) we have the following equation

$$\lim_{\epsilon \to 0} \int_{C_2} \frac{\eta^2 x_{n+1}^2}{2} d\mu^\varepsilon|_{t_1}^{t_2} = -\left| \frac{\partial}{\partial \epsilon} \frac{\eta^2}{2} \frac{W'(|\nabla u|^2)}{\varepsilon} \right|_{t_1}^{t_2} \phi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) \, dx \, dt$$

$$+ \lim_{\epsilon \to 0} \int_{t_1}^{t_2} \int_{C_2} \left( \frac{\varepsilon u_{n+1}^2}{2} - \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \right) \eta \, dx \, dt$$

$$= -\left| \frac{\partial}{\partial \epsilon} \frac{\eta^2}{2} \frac{W'(|\nabla u|^2)}{\varepsilon} \right|_{t_1}^{t_2} \phi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right) \, dx \, dt$$

$$+ \lim_{\epsilon \to 0} \int_{t_1}^{t_2} \int_{C_2} \left( \frac{\varepsilon u_{n+1}^2}{2} - \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \right) \eta \, dx \, dt$$

$$- \lim_{\epsilon \to 0} \int_{t_1}^{t_2} \int_{C_2} \frac{1}{2} \left( 1 - \nu_{n+1}^2 \right) \varepsilon |\nabla u|^2 \eta + \lim_{\epsilon \to 0} \int_{C_2} \left( \frac{1}{2} \nu_{n+1}^2 \varepsilon |\nabla u|^2 - \frac{W(u)}{\varepsilon} \right) \eta \, dx \, dt.$$
Since
\[
\lim_{\varepsilon \to 0} \int_{C_2} \frac{\eta^2 x_n^2 + 1}{2} d\mu_s^\varepsilon \bigg|_{t_1}^{t_2} = 0,
\]
and all three terms on the right hand side are non-positive, we get
\[
0 = \lim_{\varepsilon \to 0} \int_{t_1}^{t_2} \int_{C_2} \varepsilon \phi \left( -\Delta u + \frac{W'(u)}{\varepsilon^2} \right)^2 dx dt + \lim_{\varepsilon \to 0} \int_{t_1}^{t_2} \int_{C_2} \frac{1}{2} \left( 1 - \nu_{n+1}^2 \right) \varepsilon |\nabla u|^2 |\eta| dx dt
\]
\[
- \lim_{\varepsilon \to 0} \int_{t_1}^{t_2} \int_{C_2} \left( \frac{1}{2} \nu_{n+1}^2 \varepsilon |\nabla u|^2 - \frac{W(u)}{\varepsilon} \right) \eta dx dt,
\]
amely
\[
\lim_{\varepsilon \to 0} W(C_2 \times (t_1, t_2)) + \lim_{\varepsilon \to 0} E(C_2 \times (t_1, t_2)) - \lim_{\varepsilon \to 0} \xi(C_2 \times (t_1, t_2)) = 0.
\]
Since the three terms are non-negative, this proves the theorem.

**Remark 4.6.** As we can see from the proof, it gives an alternative argument of the \(L^1\) convergence of discrepancy measure to 0 under the non-positive discrepancy assumption (2.4).

### 5 Energy Estimates

#### 5.1 Caccioppoli Inequality

We will prove a Caccioppoli type inequality (which extends 4.7 of [Wan17] to general functions). It can interpreted as the Allen–Cahn version of Allard’s Caccioppoli type inequality for minimal surfaces (8.13 of [All72]).

The following inequality does not require \(u\) to satisfy the Allen–Cahn equations and it applies to time slices of the parabolic Allen–Cahn equation. When \(\Delta u - \frac{W'(u)}{\varepsilon} = 0\), this inequality was obtained in [Wan17, 4.7].

**Theorem 5.1.** Assuming the non-positive discrepancy condition (2.4), there exists universal constants \(C_1, C_2, C_3\) such that
\[
\int_{\Omega} \phi^2(\hat{x}) \psi^2(x_{n+1})(1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dx + \int_{\Omega} \phi^2(\hat{x}) \psi^2(x_{n+1}) \left( \frac{\varepsilon |\nabla u|^2}{2} - \frac{W(u)}{\varepsilon} \right) dx \leq C_1 \int_{\Omega} \phi^2(\hat{x}) \psi^2(x_{n+1}) x_{n+1}^2 \varepsilon |\nabla u|^2 dx
\]
\[ + C_2 \left( \int_{\Omega} \phi^2(\hat{x}) \psi(x_{n+1})^2 x_{n+1}^2 \varepsilon |\nabla u|^2 \, dx \cdot \int_{\Omega} \phi^2(\hat{x}) \psi^2(x_{n+1}) \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 \, dx \right) \]

\[ + C_3 \int_{\Omega} 2(1 - \nu_{n+1}^2) \phi^2(\hat{x}) |\psi'(x_{n+1})| x_{n+1} \varepsilon |\nabla u|^2 \, dx, \]

where \( \phi \in C_c^\infty(\mathbb{R}^n) \) depends only on the first \( n \) variables, \( \psi \in C_c^\infty(\mathbb{R}) \) with \( 0 \leq \psi \leq 1, \, \text{spt}(\psi) \subset \subset (-1, 1), \psi(\xi) \equiv 1 \) for \( \xi \) in \((-\frac{1}{2}, \frac{1}{2})\), \( |\psi'| \leq 3 \).

**Remark 5.2.** Notice that this is stronger than the usual Caccioppoli type inequality in that we bound both the tilt excess and the discrepancy.

**Proof.** We choose the test vector field
\[ g = (0, \ldots, 0, \phi^2(\hat{x}) \psi^2(x_{n+1}) \cdot x_{n+1}) = \phi^2(\hat{x}) \psi^2(x_{n+1}) \cdot x_{n+1} \varepsilon_{n+1} \]

and substitute this into (4.3) to get
\[
\int_{\Omega} \frac{\partial u}{\partial x_{n+1}} \phi^2 \psi^2 \cdot x_{n+1} \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right) \, dx
\]
\[
= \int_{\Omega} \frac{1}{\varepsilon} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \left( \phi^2 \psi^2 + 2\phi^2 \psi \psi' x_{n+1} \right) \, dx - \int_{\Omega} \left| \frac{\partial u}{\partial x_{n+1}} \right|^2 \phi^2 \psi^2 \, dx
\]
\[
- \sum_{i=1}^{n+1} \int_{\Omega} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \frac{\partial (\phi^2 \psi^2)}{\partial x_i} x_{n+1} \, dx
\]
\[
= \int_{\Omega} \frac{1}{\varepsilon} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \left( \phi^2 \psi^2 + 2\phi^2 \psi \psi' x_{n+1} \right) \, dx - \int_{\Omega} \left| \frac{\partial u}{\partial x_{n+1}} \right|^2 \phi^2 \psi^2 \, dx
\]
\[
- 2 \sum_{i=1}^{n} \int_{\Omega} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \phi \psi^2 \frac{\partial \phi}{\partial x_i} x_{n+1} \, dx - 2 \int_{\Omega} \left| \frac{\partial u}{\partial x_{n+1}} \right|^2 \phi^2 \psi \psi' x_{n+1} \, dx
\]
\[
= \int_{\Omega} \frac{1}{\varepsilon} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} - \varepsilon \nu_{n+1}^2 |\nabla u|^2 \right) \phi^2 \psi^2 \, dx - \int_{\Omega} 2\phi^2 \psi^2 |\nabla u|^2 \left( \sum_{i=1}^{n} \nu_{n+1} \frac{\partial \phi}{\partial x_i} \right) x_{n+1} \, dx
\]
\[
+ \int_{\Omega} \frac{1}{\varepsilon} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} - \varepsilon \nu_{n+1}^2 |\nabla u|^2 \right) 2\phi^2 \psi' x_{n+1} \, dx.
\]

We collect terms and apply Young’s inequality to estimate the last equation from below to get
\[
\int_{\Omega} \frac{\partial u}{\partial x_{n+1}} \phi^2 \psi^2 \cdot x_{n+1} \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right) \, dx
\]
\[
\geq \frac{1}{2} \int_{\Omega} (1 - \nu_{n+1}^2) \phi^2 \psi^2 |\nabla u|^2 \, dx + \frac{1}{2} \int_{\Omega} \left( \frac{W(u)}{\varepsilon^2} - \nu_{n+1}^2 |\nabla u|^2 \right) \phi^2 \psi^2 \, dx
\]
and this completes the proof.

This in turn gives us
\[
\leq 256 \int_\Omega |\nabla \phi|^2 x_{n+1}^2 |\nabla u|^2 dx + 4 \left( \int_\Omega \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 |\nabla u|^2 dx \right)^{\frac{1}{2}}
\]

where we again used Young’s inequality and the non-positivity of discrepancy (2.4) in the last line. Next, by Hölder’s inequality, the left hand side can be estimated from above by
\[
\int_\Omega \varepsilon \frac{\partial u}{\partial x_{n+1}} \phi^2 x_{n+1} \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right) dx
\]

This in turn gives us
\[
\int_\Omega \phi^2 (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dx + \int_\Omega \phi^2 x_{n+1}^2 \left| \varepsilon |\nabla u|^2 - \frac{W(u)}{\varepsilon} \right| dx
\]
\[
\leq 256 \int_\Omega |\nabla \phi|^2 x_{n+1}^2 |\nabla u|^2 dx + 4 \left( \int_\Omega \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 |\nabla u|^2 dx \right)^{\frac{1}{2}}
\]

and this completes the proof.
The following estimate shows that away from the nodal set, we have exponential decay as \( \varepsilon \to 0 \).

**Lemma 5.3** (cf. [Wan17, Proposition 4.4]). For any \( h > 0 \), there exists \( C(h) > 0 \) such that if \( u^\varepsilon : \mathbb{R}^{n+1} \times \mathbb{R} \to \mathbb{R} \) is a solution to (2.1) which blows down to the static solution of mean curvature flow supported on the flat plane \( \{ x_{n+1} = 0 \} \) as \( \varepsilon \to 0 \), then

\[
\sup_{|x_{n+1}| \geq h} (|\nabla u^\varepsilon|, 1 - |u^\varepsilon|^2) \leq e^{-\frac{C(h)}{\varepsilon^2}}.
\]

**Proof.** We will use some estimates from [ST08]. Let us define

\[
v^\varepsilon(x,t) = \chi_{\bar{\tau}}(x_{n+1})g^\varepsilon(x_{n+1}) + (1 - \chi_{\bar{\tau}})(x_{n+1}) \frac{x_{n+1}}{|x_{n+1}|} \]

where \( g^\varepsilon \) is the static 1-d solution to the Allen–Cahn equation with flat level sets defined in section 2 and \( \chi_{\bar{\tau}} : \mathbb{R} \to [-1,1] \) is a cutoff function supported in \( [-\bar{\tau},\bar{\tau}] \) such that \( \chi_{\bar{\tau}}(x) \equiv 1, x \in [-\frac{\bar{\tau}}{2},\frac{\bar{\tau}}{2}] \).

We have by definition (see (44) of [ST08])

\[
|\left( (v^\varepsilon)^2 - 1 \right) | \leq 2e^{-\frac{h}{\varepsilon}}, \text{ for } |x_{n+1}| \geq h,
\]

\[
\left| \frac{\partial}{\partial t} v^\varepsilon - \Delta v^\varepsilon + \frac{W'(v^\varepsilon)}{\varepsilon^2} \right| \begin{cases} 
= 0, |x_{n+1}| \leq \frac{\bar{\tau}}{2}, \\
\leq O\left( \frac{e^{-\gamma \bar{\tau}^2}}{\varepsilon^2} \right), |x_{n+1}| \leq |x_{n+1}| \geq \bar{\tau}, \\
= 0, |x_{n+1}| \geq \bar{\tau},
\end{cases}
\]

where \( \gamma > 0 \) is a universal constant that only depends on the potential function \( W \).

Thus (39) of [ST08] gives

\[
\sup_{P_r} |u^\varepsilon(x,t) - v^\varepsilon(x,t)|
\]

\[
\leq C \sup_{(x,t) \in P_r} \int_0^t \int_{\mathbb{R}^{n+1}} \mathcal{H}(x-y,t-s) \left| \left( \frac{\partial}{\partial t} v^\varepsilon - \Delta v^\varepsilon + \frac{W'(v^\varepsilon)}{\varepsilon^2} \right) (y,s) \right| dyds
\]

\[
\leq C e^{-\frac{\gamma \bar{\tau}^2}{\varepsilon^2}} \int \int \mathcal{H}(x-y,t-s) dyds
\]

\[
= O \left( \frac{e^{-\gamma \bar{\tau}^2}}{\varepsilon^2} \right),
\]

where \( \mathcal{H}(x,t) \) is the heat kernel on \( \mathbb{R}^{n+1} \times \mathbb{R} \). So for \( |x_{n+1}| \geq h \)

\[
|1 - (u^\varepsilon)^2| \leq |1 - (v^\varepsilon)^2| + O \left( \frac{e^{-\gamma \bar{\tau}^2}}{\varepsilon^2} \right)
\]
\[= O(e^{-\frac{h}{2}}) + O\left(\frac{e^{-\frac{\epsilon}{2\varepsilon^2}}}{\varepsilon^2}\right)\]

\[= O\left(e^{-\frac{h}{2\varepsilon}}\right).\]

This gives the desired decay estimate for \(|1 - (u^\varepsilon)^2|\). Once we have the estimates for \(|1 - (u^\varepsilon)^2|\), the estimates for \(|\nabla u^\varepsilon|\) follows by the non-positive discrepancy assumption (2.4). \nobx

For later analysis, we assume the following technical assumption

\[
\frac{E^\varepsilon(\Omega)}{\varepsilon^2} \to \infty, \text{ (as } \varepsilon \to 0) \tag{5.1}
\]

**Remark 5.4.** This will be satisfied in our proof by contradiction that where we assume (3.4) does not hold.

We apply Theorem 5.1 to time slices of solutions to the parabolic Allen–Cahn equation, we get

**Corollary 5.5.** Let \(u^\varepsilon : \mathbb{R}^{n+1} \times \mathbb{R} \to \mathbb{R}\) be a solution to the parabolic Allen–Cahn equation

\[
\frac{\partial}{\partial t} u^\varepsilon = \Delta u^\varepsilon - \frac{W'(u^\varepsilon)}{\varepsilon^2}
\]

which satisfies the technical assumption (5.1). Then there exists \(\varepsilon_0 > 0\) such that, for any time slice \(t\) and \(\varepsilon \leq \varepsilon_0\), we have

\[E(B_{\frac{1}{2}}) \leq C_1 \mathbb{H}(B_1) + C_2 \sqrt{W(B_1)\mathbb{H}(B_1)}.\]

**Proof.** Choose a test function \(\phi \in C^\infty_c(\mathbb{R}^n)\) that is supported in \(B_1\) and where \(\phi \equiv 1\), in \(B_{\frac{1}{2}}\). By Lemma 5.3 and the fact \(\psi'(x) = 0\), for \(x \in (-\frac{1}{2}, \frac{1}{2})\), we get for \(\varepsilon_0\) sufficiently small

\[E(B_{\frac{1}{2}} \times \{t\}) + |\xi|(B_{\frac{1}{2}} \times \{t\})\]

\[\leq \int_{B_{\frac{1}{2}}} \phi^2(\hat{x})\psi^2(x_{n+1})(1 - \nu_{n+1}^2)\varepsilon|\nabla u^\varepsilon(x, t)|^2 dx + \int_{B_{\frac{1}{2}}} \phi^2(\hat{x})\psi^2(x_{n+1})\left(\frac{\varepsilon|\nabla u^\varepsilon(x, t)|^2}{2} + \frac{W(u^\varepsilon(x, t))}{\varepsilon^2}\right) dx\]

\[\leq C_1 \int_{B_{\frac{1}{2}}} \phi^2(\hat{x})\psi^2(x_{n+1})\varepsilon|\nabla u^\varepsilon(x, t)|^2 dx\]

\[+ C_2 \left(\int_{B_{\frac{1}{2}}} \phi^2(\hat{x})\psi^2(x_{n+1})\varepsilon \left(\Delta u^\varepsilon(x, t) - \frac{W'(u^\varepsilon(x, t))}{\varepsilon^2}\right)^2 dx \cdot \int_{B_{\frac{1}{2}}} \phi^2(\hat{x})\psi^2(x_{n+1})\varepsilon|\nabla u^\varepsilon(x, t)|^2 dx\right) + \tilde{C}e^{-\frac{h}{4}}\]
\[ C_1 \int_{B_1} \phi^2(\hat{x}) \psi^2(x_{n+1}) x_{n+1}^2 \varepsilon |\nabla u^\varepsilon(x,t)|^2 \, dx \]
\[ + C_2 \left( \int_{B_1} \phi^2(\hat{x}) \psi^2(x_{n+1}) \varepsilon \left( \Delta u^\varepsilon(x,t) - \frac{W'(u^\varepsilon(x,t))}{\varepsilon^2} \right)^2 \, dx \cdot \int_{B_1} \phi^2(\hat{x}) \psi^2(x_{n+1}) x_{n+1}^2 |\nabla u^\varepsilon(x,t)|^2 \, dx \right) \]
\[ + o(\varepsilon^2) \]
\[ = \tilde{C}_1 \mathbb{H}(B_1 \times \{t\}) + \tilde{C}_2 \sqrt{\mathbb{H}(B_1 \times \{t\})} \mathcal{W}(B_1 \times \{t\}), \]
where we used the technical assumption (5.1) in the last inequality. \( \square \)

### 5.2 Sobolev type inequality

The following is a quantitative version of Proposition 4.6 in [Ton03]. Geometrically, this measures the difference of the Allen–Cahn energy from the flat solution in terms of the height excess, the \( L^2 \) norm of the diffuse mean curvature raised to the power \( \frac{n}{n-2} \) and the discrepancy.

**Proposition 5.6.** There exists \( \varepsilon_0, \gamma_0, C_3 > 0 \) such that if \( u \) is a time slice of a solution to the parabolic Allen–Cahn equation (2.1) with \( \varepsilon < \varepsilon_0, u(0) = 0 \), then

\[
\left| \int_{B_1} \left( \frac{\varepsilon|\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) \, dx - \alpha \omega_n \right| 
\leq C_3 \left( E(B_3) + |\xi|(B_3) + E(B_3) \mathcal{W}(B_3) + \mathcal{W}(B_3) \frac{\omega_n}{\varepsilon} \right) 
\leq C_3 \left( E(B_3) + |\xi|(B_3) + \sqrt{E(B_3) \mathcal{W}(B_3)} + \mathcal{W}(B_3) \frac{\omega_n}{\varepsilon^2} \right),
\]

where \( \xi = \frac{\varepsilon|\nabla u|^2}{2} - \frac{W(u)}{\varepsilon} \) is the discrepancy and \( \omega_k \) is the area of unit \( k \)-ball.

**Proof.** For any \( \gamma > 0 \), define the set

\[ A^{\varepsilon,\gamma} = \left\{ x \in B_1^{n+1}(0) \subset \mathbb{R}^{n+1} : \begin{array}{ll}
  r^2 W(B_r(x)) & \leq \gamma^2 \mu^\varepsilon(B_r(x)) \\
  r^n E(B_r(x)) + |\xi|(B_r(x)) & \leq \gamma^2 \mu^\varepsilon(B_r(x)) 
\end{array} \text{ for all } r \in (0,2) \right\} \]

and let \( \Pi(A) \subset B_1^\varepsilon \subset \mathbb{R}^n \) be the projection of \( A \) to the plane \( \{x_{n+1} = 0\} \).

Recalling \( g^\varepsilon(x,t) = \tanh(\frac{x}{\varepsilon}) \) is the 1-d static solution with flat level sets, we define a distance type function

\[
z(x,t) = z(\hat{x}, x_{n+1}, t) = (g^\varepsilon)^{-1}(u^\varepsilon(x,t)) = \varepsilon^{-1}(u^\varepsilon(x,t)) \quad (5.2)
\]
and we let $\bar{g}^\varepsilon(x) = g^\varepsilon(x_{n+1}) = g(\frac{x_{n+1}}{\varepsilon})$. We compute
\[
\varepsilon(1 - \nu_{n+1}^2)|\nabla u^\varepsilon|^2 = \varepsilon((g^\varepsilon)'(z))^2(\|
abla z\|^2 - \frac{z^2}{x_{n+1}})
\]
\[
= \frac{1}{\varepsilon}(g'(\frac{z}{\varepsilon}))^2(\|
abla z\|^2 - \frac{z^2}{x_{n+1}}),
\]
\[
\left(\varepsilon|\nabla u^\varepsilon|^2 - \frac{W(u^\varepsilon)}{\varepsilon}\right) = \frac{1}{2}\varepsilon((g^\varepsilon)'(z))^2(\|
abla z\|^2 - 1)
\]
\[
= \frac{1}{2\varepsilon}(g'(\frac{z}{\varepsilon}))^2(\|
abla z\|^2 - 1).
\]

By the non-positivity of discrepancy (2.4), we have
\[
\left|\frac{\partial z}{\partial x_{n+1}}\right| \leq |\nabla z| \leq 1.
\]

Before we proceed, we gather some relations between the derivatives of $u$ and derivatives of the graphical function $h^s$ representing the level sets of $u$.
\[
\frac{\partial u}{\partial x_{n+1}} = (\frac{\partial h^s}{\partial s})^{-1},
\]
\[
\frac{\partial u}{\partial x_i} = - (\frac{\partial h^s}{\partial s})^{-1} \frac{\partial h^s}{\partial x_i}, i = 1, ..., n,
\]
\[
\frac{\partial u}{\partial t} = - \frac{\partial h^s}{\partial t} (\frac{\partial h^s}{\partial s})^{-1}.
\]

**Claim 1.** For any $b > 0$, there exists $\gamma_0$ sufficiently small such that if $\gamma < \gamma_0$ the following holds: for $s \in (-1+b, 1-b)$, the level sets $A^s \cap \{u^s = s\} \subset B_1 = \{(\hat{x}, x_{n+1}) \in \mathbb{R}^{n+1} | x_{n+1} = h^s(\hat{x})\}$ are Lipschitz graphs of functions $h^s$ with Lipschitz constants $\text{Lip}(h^s) \leq \frac{1}{2}$.

**Proof of Claim.** First we prove that $\varepsilon \left|\frac{\partial u^\varepsilon}{\partial x_{n+1}}\right| \geq c_0$ for all $\gamma \leq \gamma_0$ when $\gamma_0$ is sufficiently small.

Suppose not, there exists a sequence $\gamma_i \to 0$, a sequence of functions $u^{\varepsilon_i}$ such that $\varepsilon \left|\frac{\partial u^{\varepsilon_i}}{\partial x_{n+1}}\right| \leq \frac{1}{i} \to 0$ and $|u(0,0)| \leq 1 - b$. We parabolically rescale the sequence and denote $v^{\varepsilon_i} = u^{\varepsilon_i}(\varepsilon_i x, \varepsilon_i^2 t)$ so that the new sequence satisfies the same equation (2.2) and also satisfies
\[
\left|\frac{\partial v^{\varepsilon_i}}{\partial x_{n+1}}\right| \leq \frac{1}{i} \to 0.
\]

By standard parabolic regularity, the sequence $v^{\varepsilon_i}$ converges smoothly to a limit $v^\infty$ which is a static (because $\mathcal{W} = 0$) solution to (2.2) that only depends on the $x_{n+1}$ variable and furthermore it satisfies
\[
\left|\frac{\partial v^\infty}{\partial x_{n+1}}\right| = 0.
\]
This is a contradiction to the fact that the only 1-d solution must be \( v^\infty = \tanh(x_{n+1} + \tanh^{-1}(u(0,0))) \). This derivative lower bound shows the level sets in the \( x_{n+1} \) direction are Lipschitz graphs.

Next, also by the smooth convergence, the level sets of \( v^{\varepsilon_i} \) converges smoothly to hyperplanes parallel to \( \{x_{n+1} = 0\} \). Since \( u^{\varepsilon_i} \) are rescalings of \( v^{\varepsilon_i} \) and the Lipschitz constants are scale invariant, we conclude for sufficiently large \( i \), the Lipschitz constants satisfy the bounds \( \text{Lip}(h^{s,\varepsilon_i}) \leq \frac{1}{2} \).

From the claim above we can conclude the level sets of \( u^{\varepsilon} \) are Lipschitz graphs and hence we can estimate the difference of the energy of \( u \) in a ball with the area of a flat hyperplane. First we consider the level sets that are far from the transition region that is \( \{|u| \geq 1 - b\} \).

We first fix \( b \) sufficiently small in order to apply Lemma 6.8 which gives us

\[
\int_{B_1^{n+1}\cap\{|u|\geq 1-b\}} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx \leq \left( \int_{B_3} (1 - \nu_{n+1}^2)\varepsilon |\nabla u|^2 dx + \int_{B_3} |\xi| dx \right). \tag{5.5}
\]

Furthermore since \( g'(\frac{z}{\varepsilon}) = \sqrt{2W(u)} \) by (5.3), by the co-area formula and Young’s inequality we have

\[
\left| \int_{-1}^{-1+b} \int_{B_1^{n+1}\cap\{|u|=s\}} g'(\frac{z}{\varepsilon}) d\tilde{x} ds + \int_{1-b}^{1} \int_{B_1^{n+1}\cap\{|u|=s\}} g'(\frac{z}{\varepsilon}) d\tilde{x} ds \right| \tag{5.6}
\]

\[
= \left| \int_{B_1\cap\{-1 < u < 1 + b\}} \sqrt{2W(u)} |\nabla u| dx + \int_{B_1\cap\{1 - b < u < 1\}} \sqrt{2W(u)} |\nabla u| dx \right| 
\leq \left( \int_{B_3} (1 - \nu_{n+1}^2)\varepsilon |\nabla u|^2 dx + \int_{B_3} |\xi| dx \right), \text{ by (5.5)}. 
\]

Using (5.5) and (5.6), we estimate the energy difference

\[
\left| \int_{B_1^{n+1}} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx - \alpha \omega_n \right| \tag{5.7}
\]

\[
\leq \left| \int_{B_1^{n+1}\cap\{|u|\leq 1-b\}} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx - \alpha \omega_n \right| + E(B_1^{n+1}) + |\xi|(B_1^{n+1}) 
\leq \left| \int_{B_1^{n+1}\cap\{|u|\leq 1-b\}} \varepsilon |\nabla u|^2 dx - \alpha \omega_n \right| + E(B_1^{n+1}) + 2|\xi|(B_1^{n+1}) 
\leq \left| \int_{B_1^{n+1}\cap\{|u|\leq 1-b\}} \nu_{n+1}^2 \varepsilon |\nabla u|^2 dx - \alpha \omega_n \right| + \int_{B_1^{n+1}} (1 - \nu_{n+1})\varepsilon |\nabla u|^2 dx + E(B_1^{n+1}) + 2|\xi|(B_1^{n+1}) 
\]
\begin{align*}
&\leq \int_{B_1^{n+1} \cap \{|u| \leq 1-b\}} \nu_{n+1} \varepsilon |
abla u|^2 dx - \alpha \omega_n \mid + \int_{B_1^{n+1}} (1 - \nu_{n+1}^2) \varepsilon |
abla u|^2 dx \mid + E(B_1^{n+1}) + 2|\xi|(B_1^{n+1})
\end{align*}

where we used \((1 - \nu_{n+1})\varepsilon|\nabla u|^2 \leq (1 - \nu_{n+1}^2)\varepsilon|\nabla u|^2\) in the second last line. Next, in order to use our Lipschitz graphical representation, we will consider the integral over our set \(A^{\varepsilon, \gamma} = A\). Furthermore since the second term in the last line is the tilt excess, we have the bound

\begin{align*}
\left| \int_{B_1^{n+1}} \left( \frac{\varepsilon|\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx - \alpha \omega_n \right| & \leq \int_{B_1^{n+1} \cap \{|u| \leq 1-b\}} \nu_{n+1} \varepsilon |\nabla u|^2 dx - \alpha \omega_n \mid + 2E(B_1^{n+1}) + 2|\xi|(B_1^{n+1}) \\
& = \int_{A \cap \{|u| \leq 1-b\}} \nu_{n+1} \varepsilon |\nabla u|^2 dx - \alpha \omega_n \mid + \int_{B_1^{n+1} \setminus A} \nu_{n+1} \varepsilon |\nabla u|^2 \mid + 2E(B_1^{n+1}) + 2|\xi|(B_1^{n+1}) \\
& \leq \int_{A \cap \{|u| \leq 1-b\}} \nu_{n+1} \varepsilon |\nabla u|^2 dx - \alpha \omega_n \mid + \int_{B_1^{n+1} \setminus A} \varepsilon |\nabla u|^2 \mid + 3E(B_1^{n+1}) + 2|\xi|(B_1^{n+1}) \\
& \leq \int_{A \cap \{|u| \leq 1-b\}} \nu_{n+1} \varepsilon |\nabla u|^2 dx - \alpha \omega_n \mid + \mu(B_1^{n+1} \setminus A) + 3E(B_1^{n+1}) + 2|\xi|(B_1^{n+1}),
\end{align*}

We estimate the first term by using the co-area formula and using the Lipschitz graph representation of the level sets of \(u\), \((5.4)\),

\begin{align*}
&\left| \int_{A \cap \{|u| \leq 1-b\}} \nu_{n+1} \varepsilon |\nabla u|^2 dx - \alpha \omega_n \right| \quad (5.9) \\
& = \int_{-1+b}^{1-b} \int_{A \cap \{u=s\}} \nu_{n+1} \varepsilon |\nabla u| d\mathcal{H}^n ds - \alpha \omega_n \mid \\
& = \int_{-1+b}^{1-b} \int_{A \cap \{u=s\}} \frac{1}{\sqrt{1 + |\nabla h|^2}} \varepsilon |\nabla u| d\mathcal{H}^n ds - \int_{-1}^{1} g'(g^{-1}(s)) ds \omega_n \mid \\
& = \int_{-1+b}^{1-b} \int_{A \cap \{u=s\}} \frac{1}{\sqrt{1 + |\nabla h|^2}} g'(\frac{s}{\varepsilon}) |\nabla z| d\mathcal{H}^n ds - \int_{-1}^{1} g'(g^{-1}(s)) ds \omega_n \mid.
\end{align*}

Now using the Lipschitz bounds on \(h^s\), \((5.5)-(5.6)\), as a consequence of the choice of \(b\), we get from the last term

\begin{align*}
&\left| \int_{A \cap \{|u| \leq 1-b\}} \nu_{n+1} \varepsilon |\nabla u|^2 dx - \alpha \omega_n \right| \quad (5.10)
\end{align*}
The non-positivity of the discrepancy (2.4) implies
where in the last inequality, we used. (5.7) we get

\[ \int_{A} g'(\frac{z}{\varepsilon})|\nabla z| dx \leq \int_{A} \left( 1 + \frac{\varepsilon}{2\varepsilon} (|\nabla z|^2 - 1) \right) dx \]

\[ \leq \int_{A} \left( 1 + \frac{\varepsilon}{2\varepsilon} (|\nabla z|^2 - 1) \right) dx \leq \int_{A} \left( 1 + \frac{\varepsilon}{2\varepsilon} (|\nabla z|^2 - 1) \right) dx \]

\[ \leq \int_{A} \left( 1 + \frac{\varepsilon}{2\varepsilon} (|\nabla z|^2 - 1) \right) dx \leq \int_{A} \left( 1 + \frac{\varepsilon}{2\varepsilon} (|\nabla z|^2 - 1) \right) dx \]

The non-positivity of the discrepancy (2.4) implies \(|\nabla z| \leq 1\), and thus \(|\nabla z| - 1| \leq ||\nabla z||^2 - 1|\). Hence the first term above can be estimated by

\[ \left| \int_{A} g'(\frac{z}{\varepsilon})(|\nabla z| - 1) dx \right| \]

\[ \leq \int_{A} \frac{2\varepsilon}{g'(\frac{z}{\varepsilon})} \left( \frac{1}{2\varepsilon} [g'(\frac{z}{\varepsilon})]^2 (|\nabla z|^2 - 1) \right) dx \]

\[ \leq \int_{A} \frac{2\varepsilon}{g'(\frac{z}{\varepsilon})} \left( \frac{\varepsilon |\nabla u|^2}{2} - \frac{W(u)}{\varepsilon} \right) dx \]

\[ \leq \int_{A} \frac{\varepsilon |\nabla u|^2}{2} - \frac{W(u)}{\varepsilon} \frac{\partial u}{\partial x_n+1} dx \]

where in the last inequality, we used \( \left| \frac{\partial u}{\partial x_{n+1}} \right| \leq |\nabla z| \leq 1\). Inserting this estimate back into (5.7) we get

\[ \int_{B_1} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx - \alpha \omega_n \]

(5.12)
\[ H^n(B^n_1 \setminus \Pi(A)) + \mu(B^{n+1}_3) + E(B^n_3) + |\xi|(B_3^{n+1}). \]

Now, we turn to estimating the term \[ H^n(B^n_1 \setminus \Pi(A)). \] By the definition of \( A^{c,\gamma} \), for any \((\hat{x}, x_{n+1}) \notin A^{c,\gamma} \) either
\[(\hat{x}, x_{n+1}) \in X_1^{c,\gamma} = \{ r^2 W(B_r) > \gamma^2 \mu(B_r), \text{for some } r \in (0, 2) \}\]
or
\[(\hat{x}, x_{n+1}) \in X_2^{c,\gamma} = \{ r^n E(B_r) + |\xi|(B_r(x)) > \gamma^2 \mu(B_r), \text{for some } r \in (0, 2) \}. \]

First we consider \( X_1 \), for any \( y \in X_1 \), there exists \( 0 < R_y \leq 2 \) such that

\[ R_y^2 W(B_{R_y}(y)) > \gamma^2 \mu(B_{R_y}(y)). \]

Moreover, by Lemma 11.1 in the Appendix, there exists \( K_0, R_0 > 0 \) such that either
\[ R_y < 2 \varepsilon R_0 \]
or
\[ \mu(B_{R_y}(y)) \geq K_0 \omega_n R_y^n \]
is satisfied. In the latter case,

\[ K_0 \gamma^2 \omega_n R^n_y < R_y^2 W(B_{R_y}(y)) \implies K_0 \gamma^2 \omega_n R^{n-2}_y < W(B_{R_y}(y)). \]

Therefore, we have
\[ R_y < \left( \frac{1}{K_0} \gamma^{-2} \omega_n^{-1} \int_{B_{R_y}(y)} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 \, dx \right)^{\frac{1}{n-2}}. \]

Since \( y \in B_1 \) and \( R_y < 2 \), we get

\[ R_y < \left( \frac{1}{K_0} \gamma^{-2} \omega_n^{-1} W(B_3) \right)^{\frac{1}{n-2}}. \]

Combining the two cases, we have by the technical assumption (5.1)

\[ R_y^2 \leq \max \left\{ 4 \varepsilon^2 R_0^2, \left( \frac{1}{K_0} \gamma^{-2} \omega_n^{-1} \int_{B_{R_y}(y)} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 \, dx \right)^{\frac{2}{n-2}} \right\} \] (5.13)

\[ \leq \max \left\{ \tilde{C} K_0 E(B_3), \left( \frac{1}{K_0} \gamma^{-2} \omega_n^{-1} \int_{B_{R_y}(y)} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 \, dx \right)^{\frac{2}{n-2}} \right\}. \]
We only consider the dimensions $n > 2$ here (the case $n \leq 2$ has already been dealt with by the authors in Corollary 1.5 of [NW20]). Substituting (5.13) into our definition of $X_{1,\gamma}^{\varepsilon}$, we get

$$
\mu(B_{R_y}(y)) < \max \left\{ \tilde{C}K_0^2E(B_3)W(B_{R_y}(y)), \gamma^{-2}\left(\frac{1}{K_0}\gamma^{-2}\omega_n^{-1}W(B_3)\right)^{\frac{2}{n-2}}W(B_{R_y}(y)) \right\}.
$$

(5.14)

Since for any $y \in X_{1,\gamma}^{\varepsilon}$, there is a ball of radius $R_y$ satisfying the above (5.14), by the Besicovitch covering theorem, we have

$$
\mu(X_{1,\gamma}^{\varepsilon}) \leq C(n) \max \left\{ E(B_3)W(B_3), \gamma^{-\frac{2n}{n-2}}W(B_3)^{\frac{n}{n-2}} \right\}.
$$

For the set $X_{2,\gamma}^{\varepsilon}$, a similar covering argument gives

$$
\mu(X_{2,\gamma}^{\varepsilon}) \leq C(n)\gamma^{-2}(E(B_3) + |\xi|(B_3)).
$$

Thus

$$
\mu(B_3^{n+1} \setminus A) \leq \mu(X_{1,\gamma}^{\varepsilon}) + \mu(X_{2,\gamma}^{\varepsilon}) \leq C(n) \left( E(B_3) + |\xi|(B_3) + E(B_3)W(B_3) + W(B_3)^{\frac{n}{n-2}} \right).
$$

Moreover, the projection on to $B_1^n$ gives us

$$
\mathcal{H}^n(B_3^{n+1} \setminus \Pi(A)) \leq \mu(B_3^{n+1} \setminus A) + C(n)E(B_3) \leq \tilde{C}(n) \left( E(B_3) + |\xi|(B_3) + E(B_3)W(B_3) + W(B_3)^{\frac{n}{n-2}} \right).
$$

Substituting the above two estimates on the measure of bad sets $X_{1,\gamma}^{\varepsilon}, X_{2,\gamma}^{\varepsilon}$ into (5.12) and applying the technical assumption (5.1), we have

$$
\left| \int_{B_1} \left( \frac{\varepsilon|\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx - \alpha\omega_n \right| \leq C_3 \left( E(B_3) + |\xi|(B_3) + E(B_3)W(B_3) + W(B_3)^{\frac{n}{n-2}} \right).
$$

\[\square\]

### 5.3 Cylindrical growth estimate

Since the Sobolev-type inequality in Proposition 5.6 is an interior estimate, we require a cylindrical growth estimate in order to extend it to balls of larger radius. The lemma
below corresponds to [Bra78, Section 6.4] and [KT14, Theorem 11.3]. We will consider energy measures of functions with nearly flat level sets and nearly orthogonal cylinders over them. The following lemma estimates the growth of the Allen–Cahn energy as a function of radius. The estimates provide both upper and lower bounds.

**Lemma 5.7.** Suppose there exists $0 < R_1 < R_2 < \infty$ and $W_2, E_2 > 0$ such that for any $R_1 < r < R_2$

$$W(B_r) \leq W_2 r^n, \quad E(B_r) \leq E_2,$$

then there exists $C(n, R_1, R_2)$ such that

$$\left| \frac{\mu(B_{R_2})}{R_2^n} - \frac{\mu(B_{R_1})}{R_1^n} \right| \leq C \left( E_2 + \sqrt{W_2 E_2} + |\xi|(B_{R_2}) \right).$$

**Proof.** Consider $C_r = \{ x = (\hat{x}, x_{n+1}) \in \mathbb{R}^{n+1} : |\hat{x}| \leq r \}$ and choose a cylindrical vector field $g : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1} : g(x) = (g^1, \ldots, g^n, g^{n+1}) = \frac{1}{r}\rho(\frac{\hat{x}}{r})\hat{x} = \frac{1}{r}\rho(\frac{|\hat{x}|}{r})\hat{x}$, where $\rho \in C_\infty(\mathbb{R}^{n+1})$ satisfying $|\rho| \leq 1$, spt $\rho \subset C_1$ and $\rho(x) = \rho(|\hat{x}|)$ is a cylindrical test function which depends only on $|\hat{x}|$. We compute

$$\text{div}(g) = \frac{1}{r}\rho\left(\frac{|\hat{x}|}{r}\right) + \left\langle \nabla \left( \frac{1}{r}\rho\left(\frac{|\hat{x}|}{r}\right) \right), \hat{x} \right\rangle = \frac{1}{r} \rho\left(\frac{|\hat{x}|}{r}\right) + \frac{1}{r^2} \rho'\left(\frac{|\hat{x}|}{r}\right)|\hat{x}|,$$

$$\nabla \rho\left(\frac{\hat{x}}{r}\right) = \rho'\left(\frac{\hat{x}}{r}\right) \frac{\hat{x}}{r |\hat{x}|} = -\frac{\partial}{\partial r} \rho\left(\frac{\hat{x}}{r}\right) \frac{\hat{x}}{|\hat{x}|^2},$$

$$\frac{\partial}{\partial x_i} g^i = 0, \text{ if } i \text{ equals } n+1,$$

$$\frac{\partial}{\partial x_i} g^i = \frac{1}{r} \rho\left(\frac{\hat{x}}{r}\right) \delta_{ij} + \frac{1}{r^2} \rho'\left(\frac{\hat{x}}{r}\right) \frac{x_i x_j}{|\hat{x}|} = \frac{1}{r} \rho\left(\frac{\hat{x}}{r}\right) \delta_{ij} - \frac{\partial}{\partial r} \rho\left(\frac{\hat{x}}{r}\right) \frac{x_i x_j}{|\hat{x}|^2}, 1 \leq i, j \leq n.$$
\[
= - \int_{C_r} \left( I - \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} \right) : \delta_{ij} \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon - \int_{C_r} \left( I - \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} \right) : \left( \nabla \rho(\frac{\hat{x}}{r}) \otimes \hat{x} \right) \frac{1}{r} d\mu^\varepsilon \\
+ \int_{C_r} \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} : D g d\xi^\varepsilon
\]

Thus, by moving the other two terms on the last line to the left hand side, we have

\[
\frac{d}{dr} \int_{C_r} \left( I - \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} \right) : \delta_{ij} \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon = \int_{C_r} \left( I - \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} \right) : \left( \frac{\hat{x}}{|\hat{x}|} \otimes \frac{\hat{x}}{|\hat{x}|} \right) \frac{\partial}{\partial r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon
\]

\[
= - \int_{C_r} \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} : D g d\xi^\varepsilon + \int_{C_r} \left( I - \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} \right) : \delta_{ij} \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon
\]

Since \( g^{n+1} = 0 \) and by applying Cauchy-Schwarz (notice that \(|g| \leq 1\)), we get

\[
\left| \int_{C_r} \left( -\varepsilon \Delta u + \frac{W'(u)}{\varepsilon} \right) \langle \nabla u, g \rangle dx \right|
\leq \left| \int_{C_r} \left( -\varepsilon \Delta u + \frac{W'(u)}{\varepsilon} \right) |\nabla u| dx \right|
\leq \left( \int_{C_r} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx \right)^{1/2} \cdot \left( \int_{C_r} (1 - \nu^2_{n+1}) |\nabla u|^2 dx \right)^{1/2}
\]

Combining the above two inequalities, we have

\[
\left| \frac{d}{dr} \int_{C_r} (I - \nu \otimes \nu) : \left( \frac{\hat{x}}{|\hat{x}|} \otimes \frac{\hat{x}}{|\hat{x}|} \right) \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon - \frac{n}{r} \int_{C_r} (I - \nu \otimes \nu) : \left( \frac{\hat{x}}{|\hat{x}|} \otimes \frac{\hat{x}}{|\hat{x}|} \right) \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon \right|
\leq \left( \int_{C_r} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx \right) \cdot \left( \int_{C_r} (1 - \nu^2_{n+1}) |\nabla u|^2 dx \right) + \left| \int_{C_r} \nu \otimes \nu : D g d\xi^\varepsilon \right|
\]

(5.15)
\[ + \left| \int_{C_r} (I - \nu \otimes \nu) : \delta_{ij} \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon - \frac{n}{r} \int_{C_r} (I - \nu \otimes \nu) : \left( \frac{\hat{x}}{|\hat{x}|} \otimes \frac{\hat{x}}{|\hat{x}|} \right) \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon \right|. \]

Hence we have
\[
\left| \int_{C_r} (I - \nu \otimes \nu) : \delta_{ij} \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon - \frac{n}{r} \int_{C_r} (I - \nu \otimes \nu) : \left( \frac{\hat{x}}{|\hat{x}|} \otimes \frac{\hat{x}}{|\hat{x}|} \right) \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon \right| 
\leq n \left| \int_{C_r} (1 - \nu_n^2) \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon \right|.
\]

An application of proof of [KT14 (11.18)] (with \( T = I - \nu \otimes \nu, S = \delta_{ij} \)) gives us the estimate on the last term of the last line
\[
\left| \int_{C_r} (I - \nu \otimes \nu) : \delta_{ij} \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon - \frac{n}{r} \int_{C_r} (I - \nu \otimes \nu) : \left( \frac{\hat{x}}{|\hat{x}|} \otimes \frac{\hat{x}}{|\hat{x}|} \right) \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon \right| 
\leq n \left| \int_{C_r} (1 - \nu_n^2) \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon \right|.
\]

Hence we have
\[
\left| \frac{d}{dr} \int_{C_r} (I - \nu \otimes \nu) : \left( \frac{\hat{x}}{|\hat{x}|} \otimes \frac{\hat{x}}{|\hat{x}|} \right) \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon - \frac{n}{r} \int_{C_r} (I - \nu \otimes \nu) : \left( \frac{\hat{x}}{|\hat{x}|} \otimes \frac{\hat{x}}{|\hat{x}|} \right) \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon \right| 
\leq \left( \int_{C_r} \frac{\varepsilon}{\nu_n^2} \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx \right) \cdot \left( \int_{C_r} (1 - \nu_n^2) \varepsilon |\nabla u|^2 dx \right) + \int_{C_r} \nu \otimes \nu : Dgd\xi \varepsilon
\]
\[
+ n \left| \int_{C_r} (1 - \nu_n^2) \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\mu^\varepsilon \right| 
\leq \left( \int_{C_r} \frac{\varepsilon}{\nu_n^2} \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx \right) \cdot \left( \int_{C_r} (1 - \nu_n^2) \varepsilon |\nabla u|^2 dx \right) + \int_{C_r} \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} : Dgd\xi \varepsilon
\]
\[
+ n \left| \int_{C_r} (1 - \nu_n^2) \frac{1}{r} \rho(\frac{\hat{x}}{r}) \varepsilon |\nabla u|^2 dx \right| + \frac{1}{2} \left| \int_{C_r} (1 - \nu_n^2) \frac{1}{r} \rho(\frac{\hat{x}}{r}) d\xi \varepsilon \right| 
\leq C_1 \int d\xi \varepsilon + C_2 \left( \int_{C_r} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx \right) \cdot \left( \int_{C_r} (1 - \nu_n^2) \varepsilon |\nabla u|^2 dx \right)
\]
\[
+ C_3 \left( \int_{C_r} (1 - \nu_n^2) \varepsilon |\nabla u|^2 dx \right).
\]

Dividing \( (5.15) \) by \( r^n \) and integrating with respect to \( r \) from \( R_1 \) to \( R_2 \), we obtain the cylindrical growth estimate
\[
\left| \int_{B_{R_2}} d\mu^\varepsilon - \int_{B_{R_1}} d\mu^\varepsilon \right| 
\leq C_1 E(B_{R_2}) + C_2 \sqrt{E(B_{R_2}) W(B_{R_2})} + C_3 |\xi|(B_{R_2}), \forall r \in [0, 2].
\]

(5.17) \]
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5.4 Energy inequality

Fix any \( \phi \in C^\infty([0, \infty), [0, 1]) \) such that
\[
\phi(x) = \begin{cases} 
1, & \text{for } 0 \leq x \leq \left( \frac{2}{3} \right)^{1/3}, \\
> 0, & \text{for } 0 \leq x \leq \left( \frac{2}{3} \right)^{1/3}, \\
0, & \text{for } x \geq \left( \frac{2}{3} \right)^{1/3}.
\end{cases}
\]

we denote by
\[
\phi_{T,R}(x) = \phi(R^{-1}|T(x)|), \phi_T(x) = \phi_T(x) = \phi(|T(x)|)
\]
for any \( x \in \mathbb{R}^{n+1} \), \( R > 0 \) and \( T \in G(n+1, n) \) in the Grassmannian. By this choice of cutoff function, we have
\[
\frac{2}{3} \omega_n < \int_T \phi_T^2 d\mathcal{H}^n < \frac{5}{6} \omega_n
\]
Without loss of generality we suppose \( T = \{x_{n+1} = 0\} \) here. Note that this means that \( \phi_T \) depends only on the first \( n \)-variables \( \hat{x} = (x_1, \cdots, x_n) \). Substituting in \( \varphi = \phi_T^2 \) into the Allen–Cahn Brakke identity (4.1) and using Young’s inequality and Corollary 5.5, we have
\[
\frac{d}{dt} \int \phi_T^2 \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx
\]
\[
= - \int \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx - \int 2\varepsilon \phi_T \nabla \phi_T \cdot \nabla u \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right) dx
\]
\[
\leq - \int \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx + \frac{1}{4} \int \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx
\]
\[
+ 4 \int |\nabla \phi_T|^2 (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dx
\]
\[
= - \frac{3}{4} \int \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx + 4 \int |\nabla \phi_T|^2 (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dx
\]
\[
\leq - \frac{3}{4} \int \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx + C_1 \int_{B_1} x_{n+1}^2 \varepsilon |\nabla u|^2 dx
\]
\[
+ C_2 \left( \int_{B_1} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx \right)^{1/2} \left( \int_{B_1} x_{n+1}^2 \varepsilon |\nabla u|^2 dx \right)^{1/2} \quad \text{(by Corollary 5.5)}
\]
\[
\leq - \frac{3}{4} \int \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx + C_1 \int_{B_1} x_{n+1}^2 \varepsilon |\nabla u|^2 dx
\]
\[
+ \frac{1}{2} \int \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dx + 2C_2 \int_{B_1} x_{n+1}^2 \varepsilon |\nabla u|^2 dx
\]
\[ \leq -\frac{1}{4} \int_{B_1} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 \, dx + C_0 \int_{B_1} x_{n+1}^2 \varepsilon |\nabla u|^2 \, dx. \]

Next, with the help of Caccioppoli inequality Theorem 5.1 and Sobolev-type inequality Proposition 5.6 from the previous subsection, we have

**Lemma 5.8** (cf [KT14, Proposition 5.2]). For \( n > 2 \) and under the assumptions of Theorem 3.1, there exist constants \( H_1, E_1, W_1, D_1 > 0 \) such that the following holds. If

\[
\left| \mu(\phi_T^2) - \alpha \int_T \phi_T^2 \, d\mathcal{H}^n \right| \leq D_1 \left( W(B_1) \frac{n}{n-2} + \mathcal{H}(B_1) + W(B_1) \frac{3}{2} \mathcal{H}(B_1) \right).
\]

**Remark 5.9.** Notice that under the assumption of Theorem 3.1 we are only considering situations with almost unit density.

**Proof.** Using Lemma 5.7, we can extend the interior Sobolev inequality in Proposition 5.6 to a global one. Namely, in the ball of radius 2, we have

\[
\left| \mu(B_2(x)) - \alpha \omega_n 2^n \right| \leq C \left( E(B_2(x)) + \sqrt{E(B_2(x))} W(B_2(x)) + |\xi|(B_2(x)) + W(B_2(x)) \frac{n}{n-2} \right). \tag{5.19}
\]

Next we use the Caccioppoli inequality Theorem 5.1 and the technical assumption 5.1 to bound the tilt excess by the height excess.

\[
E(B_2(x)) + |\xi|(B_2(x)) \leq O \left( \mathcal{H}(B_2(x)) + \sqrt{W(B_2(x)) \mathcal{H}(B_2(x))} \right) + o(\varepsilon^2)
\]

Substituting this into (5.19), we have

\[
\left| \mu(B_2(x)) - \alpha \omega_n 2^n \right|
\]
\[ \leq O\left( E(B_2(x)) + \sqrt{E(B_2(x))W(B_2(x))} + |\xi|(B_2(x)) + W(B_2(x))^{\frac{n}{n-2}} \right) \]
\[ \leq O\left( \mathbb{H}(B_2(x)) + \sqrt{\mathbb{H}(B_2(x))W(B_2(x))} + \sqrt{W(B_2(x)) \cdot (\mathbb{H}(B_2(x)) + \sqrt{W(B_2(x))\mathbb{H}(B_2(x)))}} \right) \]
\[ + O\left( W(B_2(x))^{\frac{n}{n-2}} \right) \]
\[ \leq O\left( \mathbb{H}(B_2(x)) + \mathbb{H}(B_2(x))^{\frac{n}{2}} W(B_2(x))^{\frac{1}{2}} + \mathbb{H}(B_2(x))^{\frac{n}{2}} W(B_2(x))^{\frac{1}{2}} + W(B_2(x))^{\frac{n}{n-2}} \right) \]
\[ \leq O\left( \mathbb{H}(B_2(x)) + \mathbb{H}(B_2(x))^{\frac{n}{2}} W(B_2(x))^{\frac{3}{2}} + W(B_2(x))^{\frac{n}{n-2}} \right) \]

where the second last line follows since both the \( \mathbb{H} \) and \( W \) terms are positive and the last line follows by Young’s inequality. \( \square \)

As a corollary, we see that the height excess gives a lower bound for the Willmore type term.

**Corollary 5.10.** For the same \( \mathbb{H}_1, W_1, D_1 \) as in the previous lemma, Lemma 5.8, if
\[ 2D_1 \mathbb{H}^2(B_1) \leq \left| \mu(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n \right| \leq \alpha \omega_n, \]
then
\[ W(B_1) \geq \min \left\{ (4D_1)^{-\frac{n-2}{n-2}} \hat{\mu}(B_1)^{\frac{n-2}{n-2}}, (4D_1)^{-\frac{4}{2}} \mathbb{H}^{-\frac{4}{2}} \hat{\mu}(B_1)^{\frac{4}{2}} \right\} \]

where \( \hat{\mu}(B_1) := |\mu(B_1) - \alpha \int_T \phi_T^2 d\mathcal{H}^n| \).

**Proof.** By the assumption \( 2D_1 \mathbb{H}^2(B_1) \leq \left| \mu(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n \right| \) and the Lemma 5.8 we have
\[ \hat{\mu}(B_1) \leq D_1(W(B_1)^{\frac{n}{n-2}} + \mathbb{H}(B_1) + W(B_1)^{\frac{4}{2}} \mathbb{H}^{\frac{1}{2}}) \]
\[ \leq 2D_1(W(B_1)^{\frac{n}{n-2}} + W(B_1)^{\frac{3}{2}} \mathbb{H}^{\frac{1}{2}}) \]
\[ \leq 4D_1 \max\{W(B_1)^{\frac{n}{n-2}}, W(B_1)^{\frac{3}{2}} \mathbb{H}^{\frac{1}{2}}\}. \]

And thus the conclusion follows by taking appropriate powers. \( \square \)

Now we can substitute Corollary 5.10 into the energy inequality (5.18) and have the following space-time Caccioppoli inequality. This theorem bounds the energy difference between \( u \) and the flat solution by the height excess. Compared to Allard’s regularity, this corresponds to the control of the tilt excess in terms of the height excess which is a reverse Poincaré (or Caccioppoli inequality). This theorem shows the deviation of the Allen–Cahn
energy (or diffuse area) of the moving generalized varifold from a flat plane may be controlled by the Allen–Cahn tilt excess. In terms of Allard regularity, this is a Caccioppoli type inequality where the tilt excess is bounded by the height excess. Compared to the Brakke flow, this is an energy type inequality and corresponds to [Bra78, Section 6.6 Popping Soap Films]. Here we only have the \( \varepsilon \)-Brakke Allen–Cahn equation which controls the rate of change of the Allen–Cahn energy in time. However, there is a Willmore type term that corresponds to the square of the diffuse mean curvature. This means that if we are far from a \( k \)-plane then the diffuse mean curvature is large, then we have additional decay of the energy difference.

**Theorem 5.11** (c.f. [KT14, Theorem 5.7]). Given a \( \nu > 0 \) then there exists \( \varepsilon_0, \varepsilon_1, K, \Lambda > 0 \) with the following properties: if \( u^\varepsilon \) is a solution to the (2.1) with \( \varepsilon \leq \varepsilon_0 \)

\[
 u^\varepsilon(0, 0) = 0, \tag{5.20}
\]

and there exists a \( \hat{t}_1 \in [0, 1) \) such that

\[
 \mu(\phi_T^2) \leq (2 - \nu)\alpha \int_T \phi_T^2 d\mathcal{H}^n. \tag{5.21}
\]

and there exists a \( \hat{t}_2 \in [2\Lambda + 2, 2\Lambda + 3] \) such that

\[
 \mu(\phi_T^2) \geq \nu\alpha \int_T \phi_T^2 d\mathcal{H}^n \tag{5.22}
\]

then we have

\[
 \sup_{1 + \Lambda \leq t \leq 2 + \Lambda} \left| \mu(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n \right| \leq K \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon(\cdot, t)|^2 dx, \tag{5.23}
\]

and

\[
 \int_{1 + \Lambda}^{2 + \Lambda} \int_{C_1} \varepsilon \phi_T^2 \left( \Delta u^\varepsilon - \frac{W'(u^\varepsilon)}{\varepsilon^2} \right)^2 dx dt \leq 12K \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon(\cdot, t)|^2 dx. \tag{5.24}
\]

**Remark 5.12.** This energy estimate can be viewed as a parabolic version of the Caccioppoli type inequality, which will be used in the proof of excess decay Theorem 3.1 in Section 7. The energy bound conditions (5.21) and (5.22) will be satisfied for almost unit density solutions of Allen–Cahn which is close enough in measure to a unit density Brakke flow when \( \varepsilon \) is small enough.
Proof. For this proof, we will drop the superscript \( \varepsilon \) and write \( u = u^\varepsilon \). For \( K_2 \) a constant to be determined later, we define
\[
e(t) := \int_{\mathbb{R}^{n+1}} \phi_T^2 \left( \frac{\varepsilon |\nabla u(\cdot, t)|^2}{2} + \frac{W(u(\cdot, t))}{\varepsilon} \right) dx - \alpha \int_T \phi_T^2 d\mathcal{H}^n
- K_2 \cdot \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right) \cdot t.
\]
We will first prove the following inequality,

**Claim 2.**
\[
e(t_2) - e(t_1) \leq -\frac{1}{4} \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dxdt. \tag{5.25}
\]

**Proof of Claim.** We compute using the integrated form of the \( \varepsilon \)-Brakke identity \((4.11)\) for \( 0 \leq t_1 < t_2 \leq 2\Lambda + 3, \)
\[
e(t_2) - e(t_1)
= \int_{\mathbb{R}^{n+1}} \phi_T^2 \left( \frac{\varepsilon |\nabla u(\cdot, t_2)|^2}{2} + \frac{W(u(\cdot, t_2))}{\varepsilon} \right) dx - \int_{\mathbb{R}^{n+1}} \phi_T^2 \left( \frac{\varepsilon |\nabla u(\cdot, t_1)|^2}{2} + \frac{W(u(\cdot, t_1))}{\varepsilon} \right) dx
- K_2 \cdot \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right) (t_2 - t_1)
= - \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \varepsilon \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 \phi_T^2 dxdt + 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \varepsilon \phi_T(\nabla \phi_T, \nabla u) \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right) dxdt
- K_2 \cdot \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right) (t_2 - t_1)
\leq - \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dxdt + \frac{1}{4} \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dxdt
+ 4 \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} |\nabla \phi_T|^2 (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dxdt
- K_2 \cdot \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right) (t_2 - t_1)
\leq -\frac{3}{4} \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \varepsilon \phi_T^2 \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dxdt + 4 \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} |\nabla \phi_T|^2 (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dxdt
- K_2 \cdot \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right) (t_2 - t_1).
\]

We then apply our a slight modification of our Caccioppoli inequality, Theorem \(5.1\) to the second term of the last inequality to get
\[
4 \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} |\nabla \phi_T|^2 (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dxdt
\]
Therefore, if we choose $K$

By this claim and the single sheet hypothesis (5.21), we have for any $t$

Inserting this inequality into (5.26), we get

$$
e(t_2) - e(t_1) \leq \left(4C_1 \sup |\nabla^2 \phi_T|^2 + 4C_2^2 \sup \frac{|\nabla \phi_T|^4}{\phi_T^2}\right) \left(\int_{C_1} x_{n+1}^2 |\nabla u|^2 dxdt \right) (t_2 - t_1)$$

$$- K_2 \left(\sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 |\nabla u(\cdot, t)|^2 dx \right) (t_2 - t_1)$$

$$+ \frac{1}{2} \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \varepsilon \phi_T^2 \left(\Delta u - \frac{W'(u)}{\varepsilon^2}\right)^2 dxdt$$

$$- \frac{3}{4} \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \varepsilon \phi_T^2 \left(\Delta u - \frac{W'(u)}{\varepsilon^2}\right)^2 dxdt$$

$$\leq \left(4C_1 \sup |\nabla^2 \phi_T|^2 + 4C_2^2 \sup \frac{|\nabla \phi_T|^4}{\phi_T^2} - K_2\right) \left(\sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 |\nabla u(\cdot, t)|^2 dx \right) (t_2 - t_1)$$

$$- \frac{1}{4} \int_{t_1}^{t_2} \int_{\mathbb{R}^{n+1}} \varepsilon \phi_T^2 \left(\Delta u - \frac{W'(u)}{\varepsilon^2}\right)^2 dxdt.$$
This in turn gives us for all $t \in [\hat{t}_1, 2\Lambda + 3]$

$$\mu_t(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n \leq \left(1 - \frac{\nu}{2}\right) \alpha \int_T \phi_T^2 d\mathcal{H}^n.$$  

Furthermore, we can also conclude for $t \leq \hat{t}_2$, we have

$$e(t) \geq e(\hat{t}_2)$$  \hspace{1cm} (5.28)

$$= \mu_t(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n - K_2 \hat{t}_2 \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx$$  

$$\geq \left(-1 + \frac{\nu}{2}\right) \alpha \int_T \phi_T^2 d\mathcal{H}^n,$$

where we chose $\varepsilon_1 = \min\left\{\frac{1}{K_2(\Lambda + 1)} \frac{\nu}{4} \alpha \int_T \phi_T^2 d\mathcal{H}^n, \frac{\nu}{4} \alpha \int_T \phi_T^2 d\mathcal{H}^n\right\}$ in the conditions. This gives us that for all $t \in [0, \hat{t}_2]$ we get

$$\mu_t(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n \geq \left(-1 + \frac{\nu}{2}\right) \alpha \int_T \phi_T^2 d\mathcal{H}^n$$

Now for the sake of contradiction, let us suppose the conclusions (5.23) or (5.24) are false. If we assume (5.23) is false, then for any $K > 0$, there exists a $t_* \in [\Lambda + 1, \Lambda + 2]$ such that

$$\left|\mu_{t_*}(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n\right| > K \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx$$

This implies either

$$\mu_{t_*}(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n > K \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx$$  \hspace{1cm} (5.29)

or

$$\mu_{t_*}(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n < -K \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx$$  \hspace{1cm} (5.30)

Consider the case (5.29). Then for any $t \in [0, t_*]$, we have

$$\mu_t(\phi_T^2) - \alpha \int_T \phi_T^2 d\mathcal{H}^n$$

$$\geq e(t) \geq e(t_*)$$

$$= \int_{\mathbb{R}^{n+1}} \phi_T^2 \left(\frac{\varepsilon |\nabla u(\cdot, t)|^2}{2} + \frac{W(u(\cdot, t))}{\varepsilon}\right) dx - \alpha \int_T \phi_T^2 d\mathcal{H}^n$$

$$- K_2 \left(\sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx\right) \cdot t_*$$
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Therefore, we can apply Corollary 5.10, and get for all 
\( t \)

Thus the conditions in Corollary 5.10 are satisfied and we have

\[ \mu(\phi^2_T) - \alpha \int_T \phi^2_T dH^n > \frac{K}{2} \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \]

So by choosing \( K := \max\{2, 4D_1, 2K_2(2\Lambda + 3)\} \), we have

\[ \int_{C_1} \varepsilon \phi^2_T \left( \Delta u(\cdot, t) - \frac{W'(u(\cdot, t))}{\varepsilon^2} \right)^2 dx \]

Thus the conditions in Corollary 5.10 are satisfied and we have

\[ \bigg\{ 1, e(t) \frac{n-2}{n} \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right)^{-\frac{3}{2}} e(t)^\frac{1}{2} \bigg\}. \]

Here we chose \( P := \frac{1}{4\pi} \min \{ W_1, (4D_1)^{-\frac{(n-2)}{n}}, (4D_1)^{-\frac{4}{3}} \} \), where \( W_1 \) is from Lemma 5.8.

We will use this lower bound of the \( L^2 \) time derivative to show the energy mass will decrease at least a fixed amount after time \( \Lambda \) to contradict the assumption (5.31). This follows by applying Lemma 5.5 of [KT14] with \( \Psi(t) := e(t) \) and \( \Lambda \) chosen from this lemma. We have for \( \Lambda \in [0, t_*] \)

\[ e(\Lambda) \leq 2D_1 \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx, \]

which contradicts (5.31).

Now let us assume (5.30). We then find

\[ \mu(\phi^2_T) - \alpha \int_T \phi^2_T dH^n \leq e(t) \leq e(t_*) \]

\[ \leq \mu_\ast(\phi^2_T) - \alpha \int_T \phi^2_T dH^n + K_2 \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right) (2\Lambda + 3) \]

\[ \leq \frac{K_2}{2} \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right) \]

\[ \leq -2D_1 \left( \sup_{0 \leq t \leq 2\Lambda + 3} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u(\cdot, t)|^2 dx \right). \]

Therefore, we can apply Corollary 5.10 and get for all \( t \in [t_*, 2\Lambda + 3] \),

\[ \int_{C_1} \varepsilon \phi^2_T \left( \Delta u(\cdot, t) - \frac{W'(u(\cdot, t))}{\varepsilon^2} \right)^2 dx \]
\( \geq 4P \min \left\{ 1, \left( \mu_t(\phi_T^2) - \alpha \int_T \phi_T^2 dH^n \right)^{\frac{n-2}{n}}, \left( \sup_{0 \leq t \leq 2\Lambda+3} H_{u,t}(C_1) \right)^{-\frac{2}{3}} \right\} \).

Since we have
\[
\left| \mu_t^*(\phi_T^2) - \alpha \int_T \phi_T^2 dH^n \right| \geq \sup_{0 \leq t \leq 2\Lambda+3} H_{u,t}(C_1) = K \left( \sup_{0 \leq t \leq 2\Lambda+3} \int_{C_1} x_{n+1}^2 \nu |\nabla u(\cdot, t)|^2 dx \right),
\]
we get
\[
e(t) \leq \left| \mu_t^*(\phi_T^2) - \alpha \int_T \phi_T^2 dH^n \right| + K(2\Lambda + 3) \left( \sup_{0 \leq t \leq 2\Lambda+3} \int_{C_1} x_{n+1}^2 \nu |\nabla u(\cdot, t)|^2 dx \right),
\]
\[
\leq 2 \left| \mu_t^*(\phi_T^2) - \alpha \int_T \phi_T^2 dH^n \right|.
\]

This allows us to estimate
\[
\int_{C_1} \varepsilon \phi_T^2 \left( \Delta u(\cdot, t) - \frac{W'(u(\cdot, t))}{\varepsilon^2} \right) dx
\geq 4P \min \left\{ 1, |e(t)|^{\frac{n-2}{n}}, \left( \sup_{0 \leq t \leq 2\Lambda+3} \int_{C_1} x_{n+1}^2 \nu |\nabla u(\cdot, t)|^2 dx \right)^{-\frac{1}{3}} \right\}
\]
and therefore to apply Lemma 5.5 of [KT14] to get
\[
e(t_\ast + \Lambda) < -\alpha \omega_n < -\alpha \int_T \phi_T^2 dH^n.
\]

But this contradicts the lower bound (5.28), which says that for \( t_\ast + \Lambda \leq (\Lambda + 2) + \Lambda \leq 2\Lambda + 3 \)
\[
e(t_\ast + \Lambda) \geq \left( -1 + \frac{\nu}{2} \right) \alpha \int_T \phi_T^2 dH^n \geq -\alpha \int_T \phi_T^2 dH^n.
\]

The contradiction argument for the second case (5.24) is similar to the first case.

The second conclusion on the Willmore term bound follows directly from (5.25) once we have the first conclusion on the energy difference.

6 Parabolic Lipschitz approximation

Through out this section, we assume all the conditions ((3.1)-(3.4)) in the excess decay theorem, Theorem 3.1 hold. The argument here is the parabolic analogue of the Lipschitz approximation in Allard’s regularity theory, the parabolic Lipschitz (with respect to the
parabolic metric) refers to Lipschitz in space and $C^{0,\frac{1}{2}}$ in time. We use a maximal function argument for the space-time Lipschitz approximation. Consider the function $f^\varepsilon : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}$, given by

$$f^\varepsilon(\hat{x}, t) = \int_{-1}^{1} (1 - \nu^{2}_{n+1}) \varepsilon |\nabla u^\varepsilon(\hat{x}, x_{n+1}, t)|^2 dx_{n+1}.$$  

We define the Hardy-Littlewood parabolic maximal function

$$Mf^\varepsilon(\hat{x}, t) = \sup_{r \in (0,1)} r^{-n-2} \int_{t-r^2}^{t+r^2} \int_{B_r(\hat{x}) \cap \mathbb{R}^n} f^\varepsilon(\hat{y}, s) d\hat{y} ds$$

$$= \sup_{r \in (0,1)} r^{-n-2} \int_{P_r(\hat{x}, t) \cap \mathbb{R}^n} f^\varepsilon(\hat{y}, s) d\hat{y} ds.$$  

Then for any $l > 0$, by the Hardy–Littlewood weak $L^1$ maximal theorem, there exists a $C$ such that

$$\mathcal{H}^{n+1}(\{Mf^\varepsilon \geq l\}) \leq \frac{C}{l} \int_{-1}^{1} \int_{B_1 \cap \mathbb{R}^n} f^\varepsilon d\hat{x} dt$$

$$\leq \int_{-1}^{1} \int_{-1}^{1} \int_{B_1 \cap \mathbb{R}^n} (1 - \nu^{2}_{n+1}) \varepsilon |\nabla u^\varepsilon(y, \tau)|^2 dy d\tau < l$$

$$\to 0$$

as $l \to \infty$ by Lemma 4.5, where $\mathcal{H}^k$ denotes the $k$-dimensional Lebesgue measure on the space-time $\mathbb{R}^n \times \mathbb{R}$.

For any fixed $l > 0$ and $b \in (0, 1)$, we partition the transition parts $\{|u| \geq 1 - b\}$ into a set of good points (whose level sets are essentially Lipschitz graphs) and a set of bad points (of measure controlled by the tilt excess):

We define the set of good points as

$$A_{\varepsilon,l} = \left\{ (\hat{x}, x_{n+1}, t) \mid \sup_{0<r<1} \frac{1}{r^{n+2}} \int_{P_r(\hat{x}, x_{n+1}, t) \cap \mathbb{R}^{n+1}} (1 - \nu^{2}_{\varepsilon,n+1}) \varepsilon |\nabla u^\varepsilon(y, \tau)|^2 dy d\tau < l \right\} \cap \{|u| < 1 - b\}$$

and the set of bad points as

$$B_{\varepsilon,l} = (P_1 \cap \{|u| < 1 - b\}) \setminus A_{\varepsilon,l}.$$  

Note that $A_{\varepsilon,l}$ is an open set and $B_{\varepsilon,l}$ is relatively closed. Define the projections, $\Pi$, by

$$\Pi(A_{\varepsilon,l}) = \{(\hat{x}, t) \in \mathbb{R}^n \times \mathbb{R} \mid (\hat{x}, x_{n+1}, t) \in A_{\varepsilon,l} \text{ for some } x_{n+1}\},$$

$$\Pi(B_{\varepsilon,l}) = \{(\hat{x}, t) \in \mathbb{R}^n \times \mathbb{R} \mid (\hat{x}, x_{n+1}, t) \in B_{\varepsilon,l} \text{ for some } x_{n+1}\}.$$  

Notice the projection of the good and bad sets might not be disjoint. We will use a covering argument to estimate the measure of the bad set and its projections.
Lemma 6.1. There exists a constant $C$ such that
\[
\int_{B_{\varepsilon,l}} \varepsilon |\nabla u|^2 dx dt \leq \frac{C}{l} \int_{P_2} (1 - \nu_{n+1}^2)^{\varepsilon} |\nabla u|^2 dx dt,
\]
and
\[
\mathcal{H}^{n+1}(\Pi(B_{\varepsilon,l})) \leq \frac{C}{l} \sup_{-1 \leq t \leq 1} \int_{P_2} (1 - \nu_{n+1}^2)^{\varepsilon} |\nabla u|^2 dx dt.
\]

Proof. For any $X = (\hat{x}, x_{n+1}, t) \in B_{\varepsilon,l}$, there exists $r_X \in (0, 1)$ such that
\[
r_X^{n+2} \leq \frac{1}{l} \int_{P_r(\hat{x}, x_{n+1}, t)} (1 - (\nu_{\varepsilon} \cdot e_{n+1})^2) \varepsilon |\nabla u^\varepsilon(y, s)|^2 dy ds. \tag{6.1}
\]
The collection $\{P_r(X)\}_{X \in B_{\varepsilon,l}}$ forms a covering of $B_{\varepsilon,l}$. By the Besicovitch covering lemma on space-time equipped with the parabolic metric, we have a finite family of countable subsets $B_1, \ldots, B_{C_n}$, such that for each family $B_i = \{P_r(X_{i,j})\}, i = 1, \ldots, C_n$ the parabolic cylinders $P_r(X_{i,j})$ within each of the families are mutually disjoint and the union of the families covers $B_{\varepsilon,l}$, that is
\[
B_{\varepsilon,l} \subset \bigcup_i \bigcup_j P_{r(X_{i,j})}. \tag{6.2}
\]
Using this cover, and using the estimate $\int_{P_r(x)} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dx \leq Cr^n$ for any $(x, r)$
\[
\int_{(x,t) \in B_{\varepsilon,l}} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dx dt \leq \sum_{i=1}^{C_n} \sum_j \int_{P_r(X_{i,j})} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dx dt
\]
\[
\leq C \sum_{i=1}^{C_n} \sum_j r_{X_{i,j}}^{n+2} \tag{6.3}
\]
\[
\leq C \sum_{i=1}^{C_n} \sum_j \frac{1}{l} \int_{P_r(X_{i,j})} (1 - (\nu_{\varepsilon} \cdot e_{n+1})^2) \varepsilon |\nabla u^\varepsilon(y, s)|^2 dy ds
\]
\[
\leq \frac{C_n}{l} \sup_{-1 \leq t \leq 1} E^\varepsilon(u(\cdot, t))(B_2).
\]
To estimate the measure of the projection $\Pi(B_{\varepsilon,l})$, we have the following similar argument
\[
\mathcal{H}^{n+1}(\Pi(B_{\varepsilon,l})) = \mathcal{H}^{n+1}(\{(\hat{x}, t)|(\hat{x}, x_{n+1}, t) \in B_{\varepsilon,l} \text{ for some } x_{n+1}\})
\]
\[
\leq \frac{C_n}{l} \sup_{-1 \leq t \leq 1} E^\varepsilon(u(\cdot, t))(B_2).
\]
\[\square\]
Next, for any $0 < b < 1$, we show in the set of good points (namely away from $B_{\varepsilon,l}$), the level sets $\{u^\varepsilon = s\}$, $s \in [-1 + b, 1 - b]$ are essentially Lipschitz graphs with Lipschitz constants $C(b,\varepsilon,l) \to 0$ as $l \to 0$.

**Lemma 6.2.** For any $b \in (0,1)$ fixed and $l > 0$ sufficiently small, the level sets $\{u^\varepsilon = s\} \cap A_{\varepsilon,l}$ can be locally represented by a Lipschitz graph $x_{n+1} = h^s(\hat{x},t)$ for $s \in (-1+b, 1-b)$ where the Lipschitz constant of $h^b$ is bounded by $c(b,l)$ and tends to zero as $l \to 0$, that is $\lim_{l \to 0} c(b,l) = 0$.

**Proof.** For $X_0 = (x_0,t_0)$ such that $u^\varepsilon(X_0) = s$, we define a rescaled function

$$v^\varepsilon(X) = v^\varepsilon(x,t) = u^\varepsilon(x_0 + \varepsilon x, t_0 + \varepsilon^2 t)$$

where $v^\varepsilon$ satisfies the equation (2.2).

**Claim 3.** There exists a $c_2(b) > 0$ independent of $\varepsilon$ such that

$$\left| \frac{\partial v^\varepsilon}{\partial x_{n+1}} \right| \geq c_2.$$

**Proof of Claim.** We will give a proof by contradiction. Therefore suppose the conclusion is false, that is, there exists a sequence of solutions $v_i$ to the equation (2.2) satisfying

$$\left| \frac{\partial v_i}{\partial x_{n+1}} \right| \leq 1, i \to 0.$$

However, by interior regularity of parabolic equations, $v_i \to v_\infty$ in $C^2_{\text{loc}}(\mathbb{R}^{n+1} \times \mathbb{R})$ to the 1-d static solution $v_\infty(\hat{x},x_{n+1},t) = g(x_{n+1}) = \tanh(x_{n+1})$. So for $i$ sufficiently large, we must have $\left| \frac{\partial v_i}{\partial x_{n+1}} \right| \geq \frac{1}{2} |g'(g^{-1}(b))| := c_2(b)$, which is a contradiction.

The lower bound of $|\frac{\partial v^\varepsilon}{\partial x_{n+1}}|$ gives an upper bound for $|\frac{\partial h^s}{\partial s}|$. And combining with the relations between derivatives of $u$ and derivatives of the graphing functions $h^s$ (5.4), we have the Lipschitz bound of $h^s$

$$\text{Lip}(h^{\varepsilon,s}) \leq \frac{1}{c_2(b)} \text{Lip}(u^\varepsilon) \to 0$$

as $l \to 0$. 
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To show the level sets of $h^{\varepsilon,l}$ are globally Lipschitz graphs, we establish an $L^\infty$ bound. This estimate shows, when the tilt excess is small, the level sets are restricted in a narrow neighbourhood of the hyperplane.

**Lemma 6.3.** For any $b \in (0, 1)$ and $\delta > 0$, there exists $R_0 > 0$ large and $\tau_0, l_0$ sufficiently small such that the following holds: suppose $u^\varepsilon$ is a solution to \((2.1)\) in $P_{R_0}$, with $\varepsilon \leq 1$, $|u^\varepsilon(0,0)| \leq 1 - b$ and satisfies the bounds

\[
R_0^{-n-2} \int_{B_{R_0}} \left( \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dx \leq (1 + \tau_0)\alpha \omega_n,
\]

\[
R_0^{-n-2} \int_{P_{R_0}} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon|^2 dx dt \leq l_0.
\]

Then the level sets $\{u^\varepsilon = u^\varepsilon(0,0)\} \cap P_1$ are contained in a $\delta$ neighbourhood of the static plane $(\mathbb{R}^n \times \mathbb{R}) \cap P_1 \subset \mathbb{R}^{n+1} \times \mathbb{R}$.

**Proof.** The proof is by contradiction. Therefore let us suppose the conclusion is false, that is for any $R_0 > 0$, there exists $b_0 \in (0, 1), \delta_0 > 0, \tau_i, l_i \to 0, \varepsilon_i > 0$ such that $u^{\varepsilon_i}$ is a solution of \((2.1)\) with $\varepsilon_i$ in place of $\varepsilon$, $|u^{\varepsilon_i}(0,0)| \leq 1 - b_0$ and which satisfies

\[
R_0^{-n-2} \int_{B_{R_0}} \left( \varepsilon_i |\nabla u^{\varepsilon_i}|^2 \right) dx \leq (1 + \tau_i)\alpha \omega_n,
\]

\[
R_0^{-n-2} \int_{P_{R_0}} (1 - \nu_{n+1}^2) \varepsilon_i |\nabla u^{\varepsilon_i}|^2 dx dt \leq l_i \to 0,
\]

but there exists $(\hat{y}_i, y_{i,n+1}, t_i)$ with $|y_{i,n+1}| \geq \delta_0$ such that $u^{\varepsilon_i}(\hat{y}_i, y_{i,n+1}, t_i) = u^{\varepsilon_i}(0, 0, 0)$.

There are 2 cases:

**Case 1:** If $\varepsilon_i \to \varepsilon_\infty > 0$, then up to subsequence $u^{\varepsilon_i}$ converges in $C^2_{\text{loc}}(P_{R_0-1})$ to a limit $u^\infty$ by standard parabolic estimates, and $u^\infty$ satisfies the equation \((2.1)\) with $\varepsilon_\infty$ in place of $\varepsilon$. And $(\hat{y}_i, y_{i,n+1}, t_i) \to (\hat{y}_\infty, y_{\infty,n+1}, t_\infty)$ after passing to a subsequence. In this case, we have

\[
|u^\infty(0,0)| \leq 1 - b,
\]

\[
u^\infty(\hat{y}_\infty, y_{\infty,n+1}, t_\infty) = u^\infty(0,0), \quad \text{where } |y_{\infty,n+1}| \geq \delta_0,
\]

\[
R_0^{-n-2} \int_{P_{R_0}} \left( \varepsilon_\infty |\nabla u^\infty|^2 \right) dx dt \leq 2\alpha \omega_n,
\]

\[
R_0^{-n-2} \int_{P_{R_0}} (1 - \nu^2_{n+1}) \varepsilon_\infty |\nabla u^\infty|^2 dx dt = 0.
\]
By equation (6.7), the limit \( u^\infty(\hat{x}, x_{n+1}, t) \) only depends on \((x_{n+1}, t)\), and by equations (6.4) and (6.6), it satisfies \( u^\infty(\hat{x}, x_{n+1}, t) = g(\frac{x_{n+1}}{\varepsilon}) \) where \( g \) is the 1-d solution defined in section 2 (this follows since in dimension 1 the only possibilities are \( g \) or constant solutions). For constant solutions we can choose \( R_0 \) sufficiently large to violate the energy bound condition (6.6).

**Case 2:** If \( \varepsilon_i \to 0 \), then by the assumptions \( \tau_i, l_i \to 0 \) and the main theorem of [Ton03], the limit is a multiplicity 1 static plane. Then by [ST08], \( u^\varepsilon(\hat{y}_i, y_{i,n+1}, t_i) \to \pm 1 \) because \( |y_{i,n+1}| \geq \delta_0 \). This is a contradiction to the assumption that \( u^\varepsilon(\hat{y}_i, y_{i,n+1}, t_i) = u^\varepsilon(0, 0, 0) \in (-1 + b_0, 1 - b_0) \).

**Remark 6.4.** Obtaining an \( L^\infty \) bound for the level set graphing function is simpler in the Allen–Cahn setting than in the mean curvature flow situation, since we can use parabolic regularity for the underlying function \( u \) and combining this with a lower bound on \( \varepsilon_{n+1} \) directional derivatives, [5.4] gives a bound on the graphing function \( h \).

Next we recall a Lemma from [Ton03], we only need part of the conclusions and will state the part we need.

**Lemma 6.5** (Lemma 4.6 of [Ton03]). For any \( b \in (0, 1) \), there exists \( \eta \in (0, 1) \) and \( L \in (0, \infty) \) with the following property:

If \( u^\varepsilon \) (\( \varepsilon \leq 1 \)) is a solution of (2.1) in the parabolic ball \( P_1 \subset \mathbb{R}^{n+1} \times \mathbb{R} \) with \( |u(0, 0)| \leq 1 - b \), and

\[
(4\varepsilon L)^{-n} \int_{B_{4\varepsilon L}(0) \times \{0\}} \left| \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} - \frac{W(u^\varepsilon)}{\varepsilon} \right| \, dx \leq \eta,
\]

\[
(4\varepsilon L)^{-n} \int_{B_{4\varepsilon L}(0) \times \{0\}} (1 - \nu_{n+1}^2)\varepsilon |\nabla u^\varepsilon|^2 \, dx \leq \eta.
\]

Then we have

\[ \{x_{n+1}|(\hat{x}, x_{n+1}) \in B_{3\varepsilon L}(0), u(\hat{0}, x_{n+1}, 0) = u(\hat{0}, 0, 0) \} = \{0\}. \]

Combining the Lemma 6.5 and Lemma 6.3, we see that the nodal sets are in fact global graphs by showing that there is essentially one sheet.

**Lemma 6.6.** Given any \( b \in (0, 1) \) and \( \in (-1 + b, 1 - b) \), we can choose \( l \) sufficiently small such that, for any \( (\hat{x}, t) \in \Pi(A_{\varepsilon,l}) \), there exists exactly 1 point \( (\hat{x}, h_{\varepsilon,l}^-)(\hat{x}), t) \) in \( \Pi^{-1}(x) \cap \{u^\varepsilon = s\} \) and where \( h_{\varepsilon,l}^- \) is Lipschitz on \( \Pi(A_{\varepsilon,l}) \).
By Lemma 6.3, for any \( \delta \), the level sets of \( u^\varepsilon \) with value \( u^\varepsilon(\hat{x}, 0, t) \) are restricted to a \( \delta \) neighbourhood of the static plane \( \mathbb{R}^{n+1} \) by choosing \( l \) sufficiently small in \( A_{\varepsilon, l} \).

By choosing \( \delta = \varepsilon L << 1 \) where \( L \) is given by Lemma 6.5, we have for any \( s \in (-1+b, 1-b) \) and \( (\hat{x}, t) \in \Pi(A_{\varepsilon, l}) \), there is at most one point in \( \Pi^{-1}(\hat{x}, t) \cap \{ u^\varepsilon = s \} \).

On the other hand, by the multiplicity 1 convergence and [ST08], for any \( (\hat{x}, t) \in A_{\varepsilon, l} \),

\[
\lim_{x_{n+1} \to +\infty} u^\varepsilon(\hat{x}, x_{n+1}, t) = 1 \quad \text{and} \quad \lim_{x_{n+1} \to -\infty} u^\varepsilon(\hat{x}, x_{n+1}, t) = -1.
\]

By the intermediate value theorem, there must be at least one \( x_{n+1} \) such \( u^\varepsilon(\hat{x}, x_{n+1}, t) = s \).

And thus the level \( \{ u = s \} \) is a global Lipschitz graph on the projection \( \Pi(A_{\varepsilon, l}) \).

Finally, we can extend the Lipschitz graph from \( \Pi(A_{\varepsilon, l}) \) to all of \( \Pi(P_1) \) preserving the Lipschitz constant by a standard Lipschitz extension lemma.

Before we proceed, we also gather some \( L^2 \) estimates of this Lipschitz graphical approximation, which will be used in the blow-up argument in the next section.

The first estimate is to bound the space-time \( L^2 \) norm of the gradient of graphing functions \( h^{\varepsilon, s} \) by the tilt excess.

**Proposition 6.7.** For any fixed \( b \in (0, 1) \), there exists a \( C(b) \) such that

\[
\int_{-1+b}^{1-b} \int_{-1}^{1} \int_{B_1^n} |\nabla h^{\varepsilon, s}|^2 \, d\hat{x} \, dt \, ds \leq C(b) \int_{-4}^{4} \int_{B_2^{n+1}} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon|^2 \, dx \, dt.
\]

**Proof.** This is essentially the same argument using coarea formula as in the proof of the Interior Sobolev inequality Proposition 5.6.

By Lemma 6.6, we have extended the Lipschitz graph to all of \( \hat{B}_1^n \) with Lipschitz constant bounded by \( C(b, l) \). Moreover, the measure of the set of bad points is bounded by \( \mathcal{H}^{n+1}(\hat{B}_1^n \setminus \Pi(A_{\varepsilon, l})) \leq C(\int_{-4}^{4} \int_{B_2^{n+1}} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon|^2 \, dx \, dt) \).

Next consider the bounds on the good sets \( A_{\varepsilon, l} \):

\[
\int_{-4}^{4} \int_{A_{\varepsilon, l} \cap B_2^{n+1}} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon|^2 \, dx \, dt
\]

\[
= \int_{-1}^{1} \int_{-4}^{4} \int_{B_2^{n+1} \cap \{ u = s \}} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon| \, d\mathcal{H}^n \{ u = s \} \, dt \, ds
\]

\[
= \int_{-1}^{1} \int_{-4}^{4} \int_{\Pi(A_{\varepsilon, l}) \cap B_2^n} \left( 1 - \frac{1}{1 + |\nabla h^{\varepsilon, s}|^2} \right) \varepsilon |\nabla u^\varepsilon| \sqrt{1 + |\nabla h^{\varepsilon, s}|^2} \, d\hat{x} \, dt \, ds
\]
\[ \geq C(b) \int_{-1}^{1} \int_{-4}^{4} \Pi(A_{\epsilon,l}) \cap B_2^2 \left( 1 - \frac{1}{1 + |\hat{\nabla} h^{\epsilon,s}|^2} \right) \sqrt{1 + |\hat{\nabla} h^{\epsilon,s}|^2} d\hat{\tau} d\hat{t} \]
\[ \geq \tilde{C}(b,l) \int_{-1}^{1} \int_{-4}^{4} \hat{\tau} \hat{\sigma} \left| \hat{\nabla} h^{\epsilon,s} \right|^2 d\hat{\tau} d\hat{t}, \]

where we used that in the good set \( A_{\epsilon,l} \), we have gradient lower bounds depending only on \( b \) by parabolic regularity and compactness as argued before in the proof of interior Sobolev inequality Proposition 5.6.

We also have the following estimate as a corollary of Proposition 4.1 of \[ \text{[Ton03]} \]. This shows the excess is arbitrarily small on the set where the values of \( u^\epsilon \) are close to \( \pm 1 \).

**Lemma 6.8.** For any \( \sigma > 0 \), there exists \( b \in (0, 1), \epsilon_0 > 0 \) sufficiently small such that

\[ \int \int_{\{|u^\epsilon| \geq 1-b\} \cap P_1} \epsilon |\nabla u|^2 dx dt \leq \sigma, \]

for \( \epsilon \leq \epsilon_0 \).

**Proof.** The hypotheses allow us to apply \[ \text{[Ton03], Proposition 4.1]} \], and obtain the estimate

\[ \int_{B_1(0) \times \{t\}} \frac{W(u)}{\epsilon} dx \leq \sigma. \]

Applying the discrepancy inequality, \[ \text{[2.3]} \] \( \frac{\epsilon |\nabla u|^2}{2} \leq \frac{W(u)}{\epsilon} \) and integrating the resulting estimate in time, we get

\[ \int \int_{\{|u^\epsilon| \geq 1-b\} \cap P_1} \epsilon |\nabla u|^2 dx dt \leq \sigma \leq \int \int_{\{|u| \geq 1-b\} \cap P_1} \frac{W(u)}{\epsilon} dx dt \leq \sigma \]

as desired.

We will also need uniform estimates of \( \frac{\partial h^{\epsilon,s}}{\partial s} \) in a good set \( E^\epsilon \), together with control on the measure of the complement of this set.

**Lemma 6.9.** For a fixed \( b \in (0, 1) \), there exists a subset \( E^\epsilon \subset \Pi(A^\epsilon) \) with

\[ \mathcal{H}^{n+1}(\Pi(A^\epsilon) \setminus E^\epsilon) \leq C \int_{P_1} (1 - \nu_{n+1}^2) \epsilon |\nabla u|^2 dx dt \]
such that the following holds: for any \( s \in (-1 + b, 1 - b) \) and \((x,t) \in \Pi^{-1}(E^\varepsilon) \cap A^\varepsilon \subset \mathbb{R}^{n+1} \times \mathbb{R}\) with \( u^\varepsilon(x_0, t_0) = s \), we have

\[
\varepsilon \left( \frac{\partial h^s}{\partial s}(x,t) \right)^{-1} = g'(g^{-1}(s)) + o_\varepsilon(1).
\]

**Proof.** Let \( E^\varepsilon = \Pi(A^\varepsilon) \cap \{ Mf^\varepsilon \leq \int \int_{P_1} (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dxdt \} \). By properties of the Hardy-Littlewood maximal function, we have

\[
\mathcal{H}^{n+1}(\Pi(A^\varepsilon) \setminus E^\varepsilon) \leq C \int \int_{\Pi(A^\varepsilon)} f^\varepsilon dxdt \leq C \int \int_{P_1} (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dxdt.
\]

In the set \( E^\varepsilon \), we scale \( u^\varepsilon \) parabolically and get \( v^\varepsilon(x,t) = u^\varepsilon(x_0 + \varepsilon x, t_0 + \varepsilon^2 t) \) where \( v^\varepsilon \) satisfies the equation (2.2). By standard parabolic regularity, we have \( v^\varepsilon \to v^\infty \) where \( v^\varepsilon(x,t) = g(x_{n+1} + g^{-1}(s)) \) in \( C^1_{loc} \) as \( \varepsilon \to 0 \) since the tilt excess converges to 0. Therefore

\[
\varepsilon \left( \frac{\partial h^s}{\partial s}(x_0, t_0) \right)^{-1} = \varepsilon \frac{\partial u^\varepsilon(x_0, t_0)}{\partial x_{n+1}} = \frac{\partial v^\varepsilon(0,0)}{\partial x_{n+1}} = g'(g^{-1}(s)) + o_\varepsilon(1).
\]

\( \square \)

### 7 Approximation by heat equation and excess decay

In this section we prove Theorem 3.1 and thus we assume all the conditions (3.1)-(3.4) hold in this section. To prove the theorem, we show the graphical functions \( h^s \) (where \( |s| \leq 1 - b \)) of the intermediate level sets are very close to heat equation as \( \varepsilon \to 0 \) when rescaled by the space-time \( L^2 \) excess. The excess decay then follows from the decay property of linear heat equations.

This technique is known as tilt-excess decay to prove Hölder regularity and goes back to De Giorgi [DG61]. It has been used in various settings of elliptic and parabolic problems including minimal surfaces, mean curvature flow, elliptic Allen–Cahn equation, etc. [All72, KT14, Wan17]. However, in the Allen–Cahn situation, the excess decay holds only up to \( \varepsilon \) scale (due to the technical assumption (5.1)) and as a consequence extra steps are required to obtain Hölder regularity.

The proof of the excess decay theorem will be conducted at the end of this section, where we will assume on the contrary that:
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After passing to a subsequence \( \varepsilon_m \) of \( \varepsilon \), there exists a sequence of solutions \( u^{\varepsilon_m}(x, t) \) to the parabolic Allen–Cahn equation (2.1) with \( \varepsilon_m \to 0 \) in the parabolic cylinder \( P_1 \subset \mathbb{R}^{n+1} \times \mathbb{R} \).

The energy density of this sequence in the parabolic cylinder satisfies

\[
\mu^{\varepsilon_m}(P_1) \leq \alpha \omega_n (1 + \tau_m), \quad \tau_m \to 0. \tag{7.1}
\]

The height excess of this sequence in the parabolic cylinder satisfies

\[
\iint_{P_1} x_{n+1}^2 \varepsilon_m |\nabla u^{\varepsilon_m}|^2 dx dt \leq \frac{1}{m}. \tag{7.2}
\]

And that for any \( T \in G(n + 1, n) \) with normal vector \( e \in \mathbb{S}^n \) satisfying

\[
\|e - e_{n+1}\| \leq C \left( \iint_{P_1} x_{n+1}^2 \varepsilon_m |\nabla u^{\varepsilon_m}|^2 dx dt \right)^{\frac{1}{2}}, \tag{7.3}
\]

(here the uniform \( C \) is determined by (7.15)), the following inequality holds

\[
\theta^{-n-4} \iint_{P_0} \text{dist}(x, A)^2 \varepsilon_m |\nabla u^{\varepsilon_m}|^2 dx dt > \frac{\theta}{2} \iint_{P_1} x_{n+1}^2 \varepsilon_m |\nabla u^{\varepsilon_m}|^2 dx dt, \tag{7.4}
\]

where \( A \in A(n, n-1) \) is parallel to \( T \) and that \( \|A - \{x_{n+1} = 0\}\| \leq \frac{1}{m} \).

A contradiction will then be derived assuming the above conditions (7.1)-(7.2).

### 7.1 \( L^2 - L^\infty \) estimate

Before considering blow-up analysis, we state the relations between the space-time \( L^2 \) norm of tilt excess, space-time \( L^2 \) norm of height excess and the energy difference of time slices to flat solutions and show they are comparable.

Under the conditions (7.1)-(7.2), we already know that the sequence of energy measures satisfies \( d\mu^\varepsilon \to \alpha d\mu \) where \( d\mu \) is a static mean curvature flow of flat planes, with unit density. Thus for small enough \( \varepsilon \) in the sequence (for simplicity we dropped the subscript \( m \) here), the conditions (5.20)-(5.22) in Theorem 5.11 are all satisfied, and thus

\[
\sup_{-\frac{1}{2} \leq t \leq \frac{1}{2}} \left| \int_T \phi^2_{\varepsilon} d\mathcal{H} \right| \leq K \sup_{-\frac{1}{2} \leq t \leq \frac{1}{2}} \int_{C_1} x_{n+1}^2 \varepsilon_m |\nabla u^\varepsilon(\cdot, t)|^2 dx, \tag{7.5}
\]

\[
\int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{C_1} \phi^2_{\varepsilon} |(\Delta u^\varepsilon - \frac{W'(u^\varepsilon)}{\varepsilon^2})^2| dx dt \leq 12K \sup_{-\frac{1}{2} \leq t \leq \frac{1}{2}} \int_{C_1} x_{n+1}^2 \varepsilon_m |\nabla u^\varepsilon(\cdot, t)|^2 dx, \tag{7.6}
\]

\[
\int_{-\frac{1}{2}}^{\frac{1}{2}} \left| \mu(\phi^2_{\varepsilon}) - \alpha \int_T \phi^2_{\varepsilon} d\mathcal{H} \right| dt \leq K \sup_{-\frac{1}{2} \leq t \leq \frac{1}{2}} \int_{C_1} x_{n+1}^2 \varepsilon_m |\nabla u^\varepsilon(\cdot, t)|^2 dx, \tag{7.7}
\]
\[
\sup_{-1 \leq t \leq 0} \int_{C_1} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon(\cdot, t)|^2 \, dx \leq C \int_{-2}^{0} \int_{C_2} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon|^2 \, dx \, dt.
\] (7.8)

The inequalities (7.5), (7.6) and (7.7) were proved in Theorem 5.11. The inequality (7.8) is (4.2), which is a \(L^2-L^\infty\) type estimate (c.f. 6.4 of [KT14] and 4.26 of [Eck04]).

**Proposition 7.1 ([Wan17, 6.3]).** Let us assume the technical assumption (5.1). Then there exists a \(\lambda \in \mathbb{R}\) (to be chosen later in the subsection carrying out excess decay estimates), so that

\[
\int_{C_1} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon(\cdot, t)|^2 \, dx \leq C \int_{C_1} (1 - \nu_{n+1}^2) \varepsilon |\nabla u| \, dx.
\]

Combining (7.5)-(7.8) and Proposition 7.1, we have

**Proposition 7.2.** There exists \(C_1, C_2, C_3, C_4 > 0\) depending only on then dimension \(n\) such that

\[
\mathbb{H}(P_1) \leq C_1 E(P_1) \leq C_2 W(P_1) \leq C_3 |\mu(P_1) - 2\alpha\omega_n| \leq C_4 \mathbb{H}(P_1).
\]

By this proposition, the height excess, tilt excess, Willmore term and the energy difference with the flat solution are comparable quantities and we do not distinguish them up to multiplication by universal constant.

### 7.2 The blow-up analysis

In this section we prove the excess decay up to scale \(\varepsilon\). The idea is to show after appropriate scaling, the intermediate level sets

\[
\{u(\hat{x}, x_{n+1}, t) = s\} = \{(\hat{x}, h^s(\hat{x}, t), t) \in \mathbb{R}^{n+1} \times \mathbb{R}\}
\]

for \(|s| \leq 1 - b\) are graphs of \(h^s\) which are very well approximated by solutions to the heat equation.

We normalize the graphing function \(h^{\varepsilon,s}\) and define

\[
\bar{h}^{\varepsilon,s} := \frac{h^{\varepsilon,s}}{\left(\int_{P_1} x_{n+1}^2 \varepsilon |\nabla u^\varepsilon(\cdot, t)|^2 \, dx \, dt\right)^{1/2}} - \lambda^{\varepsilon,s}
\]

where \(\lambda^{\varepsilon,s}\) is chosen so that \(\int_{P_1} \bar{h}^{\varepsilon,s} = 0\). Notice that in the Caccioppoli inequality Theorem 5.1 in section 5, we can replace \(x_{n+1}\) by \(x_{n+1} - \lambda\) for arbitrary fixed constant \(\lambda\).
Theorem 7.3. As $\varepsilon \to 0$, up to passing to subsequences, the function defined above converges in $L^2$ as follows

$$h^\varepsilon,s \to \bar{h}^\infty \text{ in } L^2 \left( \hat{B}_1^n \times \left[ -\frac{1}{2}, \frac{1}{2} \right] \right)$$

and $\bar{h}^\infty$ satisfies the heat equation $\frac{\partial \bar{h}^\infty}{\partial t} - \hat{\Delta} \bar{h}^\infty = 0$.

Proof. First, by the estimates in Proposition 6.7, the graphing functions $h^\varepsilon,s$ are bounded in $W^{1,2}$. Thus by Rellich compactness theorem, we can extract a subsequence so that $h^\varepsilon,s$ converges strongly in $L^2$ to $\bar{h}^\infty$. Moreover, by the construction of the graphical function $h$ (see the extension of definition of $h$ from $\Pi(A)$ to $\Pi(P)$ after Lemma 6.6), we have

$$c(b)^{-1} \varepsilon \leq \frac{\partial h^\varepsilon,s}{\partial s} = \left( \frac{\partial u^\varepsilon}{\partial x_{n+1}} \right)^{-1} \leq c(b) \varepsilon.$$

Thus

$$|h^\varepsilon,s_1 - h^\varepsilon,s_2| \leq 2c(b) \varepsilon,$$

and

$$\int_{P_1} |h^\varepsilon,s_1 - h^\varepsilon,s_2|^2 dxdt \leq C(b) \varepsilon^2 = o \left( \int_{P_1} (1 - \nu_n^{(n+1)} \varepsilon |\nabla u^\varepsilon|^2 dxdt \right),$$

for $s_1, s_2 \in (-1 + b, 1 - b)$, where the last inequality follows because of the technical assumption (5.1).

Since we can compare the height excess and the tilt excess by Proposition 7.2, we have

$$\int_{P_1} |\bar{h}^\varepsilon,s_1 - \bar{h}^\varepsilon,s_2|^2 dxdt = \frac{\int_{P_1} |h^\varepsilon,s_1 - h^\varepsilon,s_2|^2 dxdt}{\int_{P_1} x_{n+1}^2 |\nabla u^\varepsilon(\cdot, t)|^2 dxdt} = O \left( \frac{\int_{P_1} |h^\varepsilon,s_1 - h^\varepsilon,s_2|^2 dxdt}{\int_{P_1} (1 - \nu_n^{(n+1)} \varepsilon |\nabla u^\varepsilon|^2 dxdt) \right) = o(1) \to 0,$$

and the limit $\bar{h}^\infty$ is independent of $s \in (-1 + b, 1 - b)$. Next, let us choose the following cylindrical test function

$$\eta(\hat{x}, x_{n+1}, t) = \phi(\hat{x}, t) \psi(x_{n+1})(x_{n+1} - \lambda),$$

where $\phi \in C^\infty_0(\mathbb{R}^n \times \mathbb{R})$ is a space–time test function that depends only on the first $n$ spatial variables $(x_1, ..., x_n)$ and time $t$, and $\psi \in C^\infty_0(-1, 1)$, with $\psi(\xi) \equiv 1$ for $\xi \in (-\frac{1}{2}, \frac{1}{2})$. We calculate

$$\nabla \eta = \hat{\nabla} \phi \psi \cdot (x_{n+1} - \lambda) + \phi \psi' \cdot (x_{n+1} - \lambda) e_{n+1} + \phi \psi e_{n+1},$$

(7.10)
\[ \nabla^2 \eta = \hat{\nabla}^2 \phi \psi \cdot (x_{n+1} - \lambda) + 2 \psi \phi' \cdot (x_{n+1} - \lambda) \hat{\nabla} \phi \otimes \hat{\nabla} \phi' \otimes \hat{\nabla} \phi' \otimes \hat{\nabla} \phi' \otimes \hat{\nabla} \phi' \otimes \hat{\nabla} \phi', \]

\[ + \phi'\psi'(x_{n+1} - \lambda) \hat{\nabla} \phi \otimes \hat{\nabla} \phi \otimes \hat{\nabla} \phi \otimes \hat{\nabla} \phi \otimes \hat{\nabla} \phi \otimes \hat{\nabla} \phi, \]

\[ \Delta \eta = \hat{\Delta} \phi \psi (x_{n+1} - \lambda) + \phi \psi' + 2 \phi' \psi \]

\[ \partial_t \eta = \partial_t \phi \psi' \cdot (x_{n+1} - \lambda). \]

Substituting our test function \( \eta \) into the time dependent integral form of the \( \varepsilon \)-Brakke identity (12), we get

\[
\int \eta d\mu^\varepsilon_{t_2} - \int \eta d\mu^\varepsilon_{t_1} = \int_{t_1}^{t_2} -\varepsilon \eta \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dxdt - \int_{t_1}^{t_2} \varepsilon (\nabla \eta, \nabla u) \left( \Delta u^\varepsilon - \frac{W'(u^\varepsilon)}{\varepsilon^2} \right) dxdt + \int_{t_1}^{t_2} \partial_t \eta d\mu^\varepsilon_t
\]

\[
= \int_{t_1}^{t_2} -\varepsilon \eta \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dxdt + \int_{t_1}^{t_2} \varepsilon (\nabla u \otimes \nabla u - \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{\varepsilon W(u)}{\varepsilon} \right) I ) : \nabla^2 \eta dxdt
\]

And thus by moving the Willmore term \( \int_{t_1}^{t_2} \varepsilon \eta \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dxdt \) to the left hand side and expand the derivative terms using computations in (7.10), we have

\[
\int \eta d\mu^\varepsilon_{t_2} - \int \eta d\mu^\varepsilon_{t_1} + \int_{t_1}^{t_2} \int \varepsilon \eta \left( \Delta u - \frac{W'(u)}{\varepsilon^2} \right)^2 dxdt
\]

\[
= \int_{t_1}^{t_2} \varepsilon \left( \sum_{i,j=1}^{n} \frac{\partial^2 \phi}{\partial x_i \partial x_j} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} \psi (x_{n+1} - \lambda) \right) dxdt + 2 \int_{t_1}^{t_2} \varepsilon \left( \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_i} \psi' (x_{n+1} - \lambda) \right) dxdt
\]

\[
+ 2 \int_{t_1}^{t_2} \varepsilon \left( \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_i} \psi' dxdt - \int_{t_1}^{t_2} \phi \psi' (x_{n+1} - \lambda) \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dxdt
\]

\[
- \int_{t_1}^{t_2} \Delta \phi \psi' (x_{n+1} - \lambda) \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dxdt
\]

\[
+ \int_{t_1}^{t_2} \partial_t \phi \psi' (x_{n+1} - \lambda) \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dxdt
\]

\[
+ \int_{t_1}^{t_2} \partial_t \phi \psi' (x_{n+1} - \lambda) \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dxdt
\]
Claim 4.

We have

\[
\int_{t_1}^{t_2} \int \varepsilon \sum_{i,j=1}^{n} \frac{\partial^2 \phi}{\partial x_i \partial x_j} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} \psi(x_{n+1} - \lambda) dx dt + 2 \int_{t_1}^{t_2} \int \varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi(x_{n+1} - \lambda) dx dt
\]

\[
+ \int_{t_1}^{t_2} \int \phi \psi''(x_{n+1} - \lambda) \varepsilon \left| \frac{\partial u}{\partial x_{n+1}} \right|^2 dx dt + 2 \int_{t_1}^{t_2} \int \phi \psi' \varepsilon \left| \frac{\partial u}{\partial x_{n+1}} \right|^2 dx dt
\]

\[
- \int_{t_1}^{t_2} \int (\phi \psi''(x_{n+1} - \lambda) + 2 \phi \psi') \left( \varepsilon |\nabla u|^2 + \frac{W(u)}{\varepsilon} \right) dx dt
\]

\[
+ \int_{t_1}^{t_2} \int 2 \varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \psi dx dt - \int_{t_1}^{t_2} \int \Delta \phi \psi \cdot (x_{n+1} - \lambda) \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx dt
\]

\[
+ \int_{t_1}^{t_2} \int \partial_i \phi \psi \cdot (x_{n+1} - \lambda) \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx dt.
\]

Now we estimate the terms on the right hand side of (7.11), first using the estimates in the previous subsection (tilt excess, height excess, Willmore term are essentially of the same order). We show that the first five terms are small compared to the excess, which will still go to zero after dividing by the height excess. (as we will see in the following claims).

Claim 4.

\[
\left| \int_{t_1}^{t_2} \int \varepsilon \sum_{i,j=1}^{n} \frac{\partial^2 \phi}{\partial x_i \partial x_j} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} \psi(x_{n+1} - \lambda) dx dt \right|
\]

\[
+ \left| \int_{t_1}^{t_2} \int \varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi(x_{n+1} - \lambda) dx dt \right|
\]

\[
+ \left| \int_{t_1}^{t_2} \int \phi \psi''(x_{n+1} - \lambda) \varepsilon \left| \frac{\partial u}{\partial x_{n+1}} \right|^2 dx dt + 2 \int_{t_1}^{t_2} \int \phi \psi' \varepsilon \left| \frac{\partial u}{\partial x_{n+1}} \right|^2 dx dt \right|
\]

\[
+ \left| \int_{t_1}^{t_2} \int (\phi \psi''(x_{n+1} - \lambda) + 2 \phi \psi') \left( \varepsilon |\nabla u|^2 + \frac{W(u)}{\varepsilon} \right) dx dt \right|
\]

\[
+ \left| \int_{t_1}^{t_2} \int 2 \varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \psi dx dt - \int_{t_1}^{t_2} \int \Delta \phi \psi \cdot (x_{n+1} - \lambda) \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx dt \right|
\]

\[
\leq O \left( \int \int_{P_2} x_{n+1}^2 |\nabla u|^2 dx dt \right).
\]

Proof of Claim. Since we know that the space-time $L^2$ norm of height excess and tilt excess are comparable and thus we will not distinguish them up to $O \left( \left( \int \int_{P_2} x_{n+1}^2 |\nabla u|^2 dx \right)^{\frac{1}{2}} \right)$.

We have

\[
\left| \int_{t_1}^{t_2} \int \varepsilon \sum_{i,j=1}^{n} \frac{\partial^2 \phi}{\partial x_i \partial x_j} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_j} \psi(x_{n+1} - \lambda) dx dt \right|
\]
\[ \left| \int_{t_1}^{t_2} \int_C (n) |\nabla^2 \phi| (1 - \nu_{n+1}^2) \psi(x_{n+1} - \lambda) \varepsilon |\nabla u|^2 \, dx \, dt \right| \]

\[ \leq C(n, \phi) \left( \int \int (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 \, dx \, dt \right)^{\frac{3}{2}} \left( \int \int (x_{n+1} - \lambda) \varepsilon |\nabla u|^2 \, dx \, dt \right)^{\frac{1}{2}} \]

\[ \leq C(n, \phi) \left( \int \int (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 \, dx \, dt \right)^{\frac{1}{2}} \left( \int \int (x_{n+1} - \lambda) \varepsilon |\nabla u|^2 \, dx \, dt \right)^{\frac{1}{2}} \]

\[ = \mathcal{O} \left( \int \int_{P_2} x_{n+1}^2 \varepsilon |\nabla u|^2 \, dx \, dt \right). \]

For the other 3 terms, since \( \psi \equiv 1 \) in \((-\frac{1}{2}, \frac{1}{2})\), we have

\[ \begin{align*}
&2 \int_{t_1}^{t_2} \int \varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi(x_{n+1} - \lambda) \varepsilon \, dx \, dt + 2 \int_{t_1}^{t_2} \int \phi \psi' \varepsilon \frac{\partial u}{\partial x_{n+1}} |\nabla u|^2 \, dx \, dt \\
&+ \int_{t_1}^{t_2} \int \phi \psi''(x_{n+1} - \lambda) \varepsilon |\nabla u|^2 \, dx \, dt + 2 \int_{t_1}^{t_2} \int \phi \psi' \varepsilon \frac{\partial u}{\partial x_{n+1}} |\nabla u|^2 \, dx \, dt \\
&= 2 \int_{t_1}^{t_2} \int_{|x_{n+1}| \geq \frac{1}{2}} \varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi(x_{n+1} - \lambda) \varepsilon \, dx \, dt \\
&+ \int_{t_1}^{t_2} \int_{|x_{n+1}| \geq \frac{1}{2}} \phi \psi''(x_{n+1} - \lambda) \varepsilon |\nabla u|^2 \, dx \, dt + 2 \int_{t_1}^{t_2} \int \phi \psi' \varepsilon \frac{\partial u}{\partial x_{n+1}} |\nabla u|^2 \, dx \, dt \\
&\leq e^{-\frac{c\varepsilon^2}{2}} = o(\varepsilon^2) \\
&= o \left( \int \int_{P_2} x_{n+1}^2 \varepsilon |\nabla u|^2 \, dx \, dt \right),
\end{align*} \]

where the second last inequality is due the exponential decay away from the transition region from Lemma 5.3 and the last bound by the height excess follows from (5.1).

For the last three terms of the right hand side of (7.11), we have

**Claim 5.** For a fixed \( b \in (0, 1) \), we have

\[ \int \int_{|u| \leq 1-b} 2\varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi \, dx \, dt \]
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In order to prove these estimates, we write our integrals using the graphical representations of the level sets given by $h$. Furthermore there exists $b \in (0, 1)$ such that

$$\int_{\{|u| \leq b\} \cap P_1} 2\varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi - \hat{\Delta} \phi \psi (h^s - \lambda) d\mu^\varepsilon + \partial \phi \psi (h^s - \lambda) d\mu^\varepsilon$$

$$\leq o_b(1) O \left( \left( \int_{P_2} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u|^2 dx \right)^{1/2} \right),$$

where $o_b(1) \to 0$ as $b \to 0$.

**Proof of Claim.** In order to prove these estimates, we write our integrals using the graphical representations of the level sets given by $h$. Hence for a fixed $b \in (0, 1)$, by (5.4), the coarea formula and integration by parts,

$$\int_{\{|u| \leq b\} \cap P_1} 2\varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi dxdt$$

$$= \int_{\{|u| \leq b\} \cap P_1} 2\varepsilon \langle \nabla \phi, \nabla u \rangle \frac{\partial u}{\partial x_{n+1}} \psi dxdt$$

$$= \int_{-1+b}^{1-b} \int_{P_1 \cap \{u=s\}} 2\varepsilon \langle \nabla \phi, \nabla u \rangle \frac{\partial u}{\partial x_{n+1}} \frac{1}{|\nabla u|} \psi d\mathcal{H}^{n-}\{u = s\} dtds$$

$$= - \int_{-1+b}^{1-b} \int_{P_1 \cap \{u=s\}} 2\varepsilon \langle \nabla \phi, \nabla h^s \rangle \left( \frac{\partial h^s}{\partial s} \right)^{-1} \left( \frac{\partial h^s}{\partial s} \right)^{-1} \frac{1}{\sqrt{1 + |\nabla h|^2}} \frac{\partial h^s}{\partial s} \psi d\mathcal{H}^{n-}\{u = s\} dtds$$

(By (5.3))

$$= - \int_{-1+b}^{1-b} \int_{P_1 \cap \{u=s\}} 2\varepsilon \langle \nabla \phi, \nabla h^s \rangle \left( \frac{\partial h^s}{\partial s} \right)^{-1} \frac{1}{\sqrt{1 + |\nabla h|^2}} \psi d\mathcal{H}^{n-}\{u = s\} dtds$$

$$= - \int_{-1+b}^{1-b} \int_{P_1 \cap \{u=s\}} 2\varepsilon \langle \nabla \phi, \nabla h^s \rangle \left( \frac{\partial h^s}{\partial s} \right)^{-1} \psi d\delta dtds$$

$$= - \int_{-1+b}^{1-b} \int_{E^c \cap \{u=s\}} 2\varepsilon \langle \nabla \phi, \nabla h^s \rangle \left( \frac{\partial h^s}{\partial s} \right)^{-1} \psi d\delta dtds + o \left( \int_{P_1} (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dxdt \right)$$
(By Lemma 6.9)
\[
= - \int_{1-b}^{1+b} \int_{\Pi(P_1 \cap \{u = s\})} 2(\nabla \phi, \nabla h^s) g'(g^{-1}(s)) \psi dxdt + o \left( \int_{P_1} (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dxdt \right)
\]
\[
= - \int_{1-b}^{1+b} \int_{\Pi(P_1)} 2(\nabla \phi, \nabla h^s) g'(g^{-1}(s)) \psi dxdt + o \left( \int_{P_1} (1 - \nu_{n+1}^2) \varepsilon |\nabla u|^2 dxdt \right).
\]

Using Proposition 7.2, this then gives the following expansion
\[
\int_{\{u \leq 1-b\} \cap P_1} 2 \varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi dxdt = \int_{1-b}^{1+b} \int_{\Pi(P_1)} 2(\nabla \phi, \nabla h^s) g'(g^{-1}(s)) \psi dxdt + O \left( \int_{P_1} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u|^2 dxdt \right).
\]

(7.12)

For the second term in the claim, by the Caccioppoli inequality Theorem 5.1 and Proposition 7.2 we can estimate the potential term
\[
\int_{\{u \leq 1-b\} \cap P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \left( \varepsilon |\nabla u|^2 \frac{W(u)}{2} + \frac{W(u)}{\varepsilon} \right) dxdt
\]
\[
= \int_{\{u \leq 1-b\} \cap P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \varepsilon |\nabla u|^2 dxdt + o(|\xi|)(P_1)
\]
\[
= \int_{\{u \leq 1-b\} \cap P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \varepsilon |\nabla u|^2 dxdt + o(E(P_1)).
\]

We then apply the co-area formula and write the resulting integral above in terms of the graphing functions \( h^s \)
\[
\int_{\{u \leq 1-b\} \cap P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \varepsilon |\nabla u|^2 dxdt = \int_{1-b}^{1+b} \int_{\{u \leq s\} \cap P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \varepsilon |\nabla u| dH^\infty_{\nu^*} \{u = s\} dtds
\]
\[
= \int_{1-b}^{1+b} \int_{\{u \leq s\} \cap P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \varepsilon \sqrt{1 + |\nabla h|^2} \left( \frac{\partial h^s}{\partial s} \right)^{-1} dH^\infty_{\nu^*} \{u = s\} dtds + o(E(P_1))
\]
\[
= \int_{1-b}^{1+b} \int_{\Pi(P_1)} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \varepsilon (1 + |\nabla h|^2) \left( \frac{\partial h^s}{\partial s} \right)^{-1} d\hat{x} dt + o(E(P_1))
\]
\[
= \int_{1-b}^{1+b} \int_{\Pi(P_1)} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \varepsilon \left( \frac{\partial h^s}{\partial s} \right)^{-1} d\hat{x} dt + O(E(P_1))
\]
where in the last line we used the bound in Lemma 6.7. By Lemma 6.9
\[
\int_{1-b}^{1+b} \int_{\Pi(P_1)} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi \varepsilon \left( \frac{\partial h^s}{\partial s} \right)^{-1} d\hat{x} dt
\]
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Therefore we get,
\[
\int_{\{|u| \leq 1-b\} \cap P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi g'(g^{-1}(s)) dx dt + O(\mathcal{H}^n(P_1 \setminus E))
\]
\[= \int_{-1+b}^{1-b} \int_{P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi g'(g^{-1}(s)) dx dt + O(E(P_1))
\]
\[= \int_{-1+b}^{1-b} \int_{P_1} (\partial_t \phi - \hat{\Delta} \phi)(x_{n+1} - \lambda) \psi g'(g^{-1}(s)) dx dt + O(E(P_1)).
\]

Putting together (7.12) and (7.13), we have
\[
\int_{\{|u| \leq 1-b\} \cap P_1} 2\varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi dx dt
\]
\[+ \int_{\{|u| \leq 1-b\} \cap P_1} (\partial_t \phi - \hat{\Delta} \phi) \psi \cdot (x_{n+1} - \lambda) \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx dt
\]
\[= \int_{-1+b}^{1-b} \int_{\Pi(\hat{P}_1)} \left( (\partial_t \phi - \hat{\Delta} \phi)(h^{e,s} - \lambda) - 2(\hat{\nabla} \phi, \hat{\nabla}(h^{e,s} - \lambda)) \right) \psi g'(g^{-1}(s)) dx dt + O\left( \int_{P_1} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt \right)
\]
\[+ O\left( \int_{P_1} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon|^2 dx dt \right) + O\left( \int_{P_1} \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} - \frac{W(u^\varepsilon)}{\varepsilon} \right) dx dt
\]
\[= \int_{-1+b}^{1-b} \int_{\Pi(\hat{P}_1)} \left( (\partial_t \phi - \hat{\Delta} \phi)(h^{e,s} - \lambda) - 2(\hat{\nabla} \phi, \hat{\nabla}(h^{e,s} - \lambda)) \right) \psi g'(g^{-1}(s)) dx dt + O\left( \int_{P_1} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt \right)
\]
where the last line follows by Proposition 7.2. This gives the first part of the claim for the set \{|u| \leq 1 - b\}.

For the second part of the claim, we estimate as follows
\[
\int_{\{|u| \geq 1-b\} \cap P_1} 2\varepsilon \sum_{i=1}^{n} \frac{\partial \phi}{\partial x_i} \frac{\partial u}{\partial x_i} \frac{\partial u}{\partial x_{n+1}} \psi - \hat{\Delta} \phi \psi(x_{n+1} - \lambda) d\mu^\varepsilon + \partial_t \phi \psi(x_{n+1} - \lambda) d\mu^\varepsilon
\]
\[\leq C(\phi, \psi) \int_{\{|u| \geq 1-b\} \cap P_1} \sqrt{1 - \nu_{n+1}^2} \varepsilon |\nabla u^\varepsilon|^2 dx dt + C(\phi, \psi) \int_{\{|u| \geq 1-b\} \cap P_1} (x_{n+1} - \lambda) \varepsilon |\nabla u^\varepsilon|^2 dx dt
\]
\[\leq C(\phi, \psi) \left( \int_{\{|u| \geq 1-b\}} (1 - \nu_{n+1}^2) \varepsilon |\nabla u^\varepsilon|^2 dx dt \right)^{\frac{1}{2}} \left( \int_{\{|u| \geq 1-b\}} \varepsilon |\nabla u^\varepsilon|^2 dx dt \right)^{\frac{1}{2}}
\]
\[ + C(\phi, \psi) \left( \int_{|u| \geq 1-\lambda} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt \right)^{\frac{1}{2}} \left( \int_{|u| \geq 1-\lambda} \varepsilon |\nabla u^\varepsilon|^2 dx dt \right)^{\frac{1}{2}} \]

\[ \leq O \left( \int_{|u| \geq 1-\lambda} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx dt \right)^{\frac{1}{2}} o_b(1) \]

(by Lemma 6.8 and Proposition 7.2).

Now by the above two claims, we have

\[
\int \eta \left( \varepsilon |\nabla u^\varepsilon| \right)^2 \frac{1}{2} W(u^\varepsilon, t_{\frac{1}{2}}) dx - \int \eta \left( \varepsilon |\nabla u^\varepsilon| \right)^2 \frac{1}{2} W(u^\varepsilon, t_{\frac{1}{2}}) dx + \int_{t_1}^{t_2} \int \eta \left( \varepsilon |\nabla u^\varepsilon| \right)^2 dx dt
\]

\[ = \int_{-1+b}^{1-b} \int \Pi_{(\hat{t}) \cap \Pi_{(\hat{t})}} \left( (\partial_\phi \tilde{\phi} - \Delta \tilde{\phi})(h^\varepsilon, s - \lambda) - 2\langle \tilde{\nabla} \phi, \tilde{\nabla} (h^s - \lambda) \rangle \right) \psi g'(g^{-1}(s)) d\tilde{\phi} dt ds
\]

\[ + O \left( \int_{P_{\lambda}} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx \right) + o_b(1) \left( \int_{P_{\lambda}} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx \right)^{\frac{1}{2}}.
\]

We divide both sides by \( \left( \int_{P_{\lambda}} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx \right)^{\frac{1}{2}} \) and use Proposition 7.2 we have

\[
\int_{-1+b}^{1-b} \int \Pi_{(\hat{t}) \cap \Pi_{(\hat{t})}} \left( (\partial_\phi \tilde{\phi} - \Delta \tilde{\phi})(h^\varepsilon, s - \lambda) - 2\langle \tilde{\nabla} \phi, \tilde{\nabla} (h^s - \lambda) \rangle \right) \psi g'(g^{-1}(s)) d\tilde{\phi} dt ds
\]

\[ = O \left( \int_{P_{\lambda}} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx \right)^{\frac{1}{2}} + o_b(1),
\]

namely

\[
\int_{-1+b}^{1-b} \int \Pi_{(\hat{t}) \cap \Pi_{(\hat{t})}} \left( (\partial_\phi \tilde{\phi} - \Delta \tilde{\phi})(h^\varepsilon, s - \lambda) - 2\langle \tilde{\nabla} \phi, \tilde{\nabla} (h^s - \lambda) \rangle \right) \psi g'(g^{-1}(s)) d\tilde{\phi} dt ds
\]

\[ = O \left( \int_{P_{\lambda}} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 dx \right)^{\frac{1}{2}} + o_b(1).
\]

We compute (using that \( \tilde{h}^\varepsilon \cdot \rightarrow \tilde{h}^\infty \) in \( L^2 \) is independent of \( s \in (-1+b, 1-b) \))

\[
\lim_{\varepsilon \rightarrow 0} \int_{-1+b}^{1-b} \int \Pi_{(\hat{t}) \cap \Pi_{(\hat{t})}} \left( (\partial_\phi \tilde{\phi} - \Delta \tilde{\phi})(h^\varepsilon, s - \lambda) - 2\langle \tilde{\nabla} \phi, \tilde{\nabla} (h^s - \lambda) \rangle \right) \psi g'(g^{-1}(s)) d\tilde{\phi} dt ds
\]
\[
\int\int_{\Pi(\hat{x})} \left( (\partial_t \phi - \hat{\Delta} \phi) \hat{h}^\infty - 2(\hat{\nabla} \phi, \hat{\nabla} \hat{h}^\infty) \right) \psi \left( \int_{-b}^{1-b} g'(g^{-1}(s)) ds \right) \, d\hat{x} \, dt \\
= \int\int_{\Pi(\hat{x})} \left( (\partial_t \phi - \hat{\Delta} \phi) \hat{h}^\infty - 2(\hat{\nabla} \phi, \hat{\nabla} \hat{h}^\infty) \right) \psi \left( \int_{-1+b}^{1-b} g'(g^{-1}(s)) ds \right) \, d\hat{x} \, dt \\
= \alpha \int\int_{\Pi(\hat{x})} \left( (\partial_t \phi + \hat{\Delta} \phi) \hat{h}^\infty \right) \psi \, d\hat{x} \, dt + o_b(1)
\]

where the last line follows by integration by parts and where \( \alpha \) is the total energy of the 1-d static solution. This equation holds for any test function \( \phi \). Furthermore the height excess term \( O \left( \int\int_{P_1} (x_{n+1} - \lambda)^2 \varepsilon |\nabla u^\varepsilon|^2 \, dx \right)^{\frac{1}{2}} \to 0 \) by (4.7) and Proposition 7.2. Also since the blowup limit \( \hat{h}^\infty \) is independent of \( b \), by letting \( b \to 0 \) and \( \varepsilon \to 0 \), this limit \( \hat{h}^\infty \) satisfies the heat equation weakly in \( \hat{P}_1 \subset \mathbb{R}^n \times \mathbb{R} \), standard parabolic regularity then shows that it satisfies the heat equation in a strong sense. \( \square \)

We recall the following \( L^2 \) decay property of the heat equation (see for example (8.58) of [KT14]).

**Proposition 7.4.** There exists a constant \( C_1 > 0 \) such that if \( \hat{h} \) satisfies the heat equation in \( \mathbb{R}^n \times \mathbb{R} \), then for any \( \theta \in (0, \frac{1}{4}) \)

\[
\int\int_{B_{\theta}(\hat{x},0)} |\hat{h}(\hat{x},t) - \hat{h}(0,0) - \hat{x} \cdot \hat{\nabla} \hat{h}(0,0)|^2 \, d\hat{x} \, dt \leq C_1 \theta^{n+6}.
\]

(7.14)

We are now ready to prove the height excess decay property (3.5) by a contradiction argument.

**Proof of Theorem 7.1.** We will prove this theorem by contradiction. Hence we suppose as stated at the beginning of this section that (7.1)-(7.4) hold. (Notice by Lemma 4.7 and Proposition 7.2 (7.1) implies (7.2)).

We define \( T^m \in G(n+1, n) \) to be the tangent space at \( x = 0 \) of the graph

\[
\left( \hat{x}, \int\int_{P_1} x_{n+1}^2 \varepsilon |\nabla u^m|^2 \, dx \, dt \right)^{\frac{1}{2}} \cdot \hat{h}^\infty(\hat{x},0) = (\hat{x}, H_m \hat{h}^\infty(\hat{x},0)),
\]

where we denote \( H_m = \left( \int\int_{P_1} x_{n+1}^2 \varepsilon |\nabla u^m|^2 \, dx \, dt \right)^{\frac{1}{2}} \). Furthermore we define \( A^m \in A(n+1, n) \) to be

\[
A^m = T^m + (0, H_m \hat{h}^\infty(\hat{x},0)).
\]
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By the definition above, Proposition 6.7 and Proposition 7.2 we have

\[ |\nabla \bar{h}(0, 0)| \leq \left( \int_P \left| \nabla \bar{h} \right|^2 + \bar{h}^2 \right)^{\frac{1}{2}} \leq C \left( \int_P x_{n+1}^2 |\nabla u^\varepsilon_m|^2 \, dx \, dt \right)^{\frac{1}{2}}. \]  

(7.15)

We want to show a contradiction with (7.4). By Theorem 7.3, we have strong \( L^2 \) bounds on the sequence of \( h^{\varepsilon_m,s} \to h^\infty \). After passing to a subsequence, we have for sufficiently large \( m \)

\[
\left( \mathbb{H}_m \right)^{-2} \int_P \text{dist}(x, A^m)^2 \varepsilon_m |\nabla u^\varepsilon_m|^2 \, dx \, dt \nonumber
\]

\[
= \left( \mathbb{H}_m \right)^{-2} \int_{-1}^1 \int_{\{u^{\varepsilon_m,s} = s\} \cap P_0} \text{dist}(x, A^m)^2 \varepsilon_m |\nabla u^\varepsilon_m| d\mathcal{H}_{\{u^{\varepsilon_m,s} = s\}} \, dt \, ds \nonumber
\]

\[
= \left( \mathbb{H}_m \right)^{-2} \int_{-1}^1 \int_{\{u^{\varepsilon_m,s} = s\} \cap P_0} \left| \left( T^m \right)^{\perp} ((\hat{x}, h^{\varepsilon_m,s}) - (0, \mathbb{H}_m \bar{h}^\infty(0, 0))) \right|^2 \varepsilon_m |\nabla u^\varepsilon_m| d\mathcal{H}_{\{u^{\varepsilon_m,s} = s\}} \, dt \, ds. \nonumber
\]

We now estimate

\[
\left| \left( T^m \right)^{\perp} ((\hat{x}, h^{\varepsilon_m,s}) - (0, \mathbb{H}_m \bar{h}^\infty(0, 0))) \right|^2 \nonumber
\]

\[
= \left| \left( T^m \right)^{\perp} ((\hat{x}, h^{\varepsilon_m,s}) - (\hat{x}, \mathbb{H}_m \bar{h}^\infty(\hat{x}, t)) + (\hat{x}, \mathbb{H}_m \bar{h}^\infty(\hat{x}, t)) - (0, \mathbb{H}_m \bar{h}^\infty(0, 0))) \right|^2 \nonumber
\]

\[
\leq 2 \left| \left( T^m \right)^{\perp} ((\hat{x}, h^{\varepsilon_m,s}) - (\hat{x}, \mathbb{H}_m \bar{h}^\infty(\hat{x}, t))) \right|^2 \nonumber
\]

\[
+ 2 \left| \left( T^m \right)^{\perp} ((\hat{x}, \mathbb{H}_m \bar{h}^\infty(\hat{x}, t)) - (0, \mathbb{H}_m \bar{h}^\infty(0, 0)) - (\hat{x}, \langle \mathbb{H}_m \nabla \bar{h}^\infty(0, 0) \rangle) \right) \right|^2 \nonumber
\]

\[
\leq 2 \left| \left( T^m \right)^{\perp} ((\hat{x}, h^{\varepsilon_m,s}) - (\hat{x}, \mathbb{H}_m \bar{h}^\infty(\hat{x}, t))) \right|^2 + 2 \left| \left( T^m \right)^{\perp} (X) \right|^2, \nonumber
\]

where the second last line follows because \( T^m \) is the tangent space at \((0, 0)\) of the graph \((\hat{x}, \mathbb{H}_m \bar{h}^\infty(\hat{x}, 0))\) and in the last line we let

\[
X = ((\hat{x}, \mathbb{H}_m \bar{h}^\infty(\hat{x}, t)) - (0, \mathbb{H}_m \bar{h}^\infty(0, 0)) - (\hat{x}, \langle \mathbb{H}_m \nabla \bar{h}^\infty(0, 0) \rangle)). \nonumber
\]

This then gives us

\[
\left( \mathbb{H}_m \right)^{-2} \int_P \text{dist}(x, A^m)^2 \varepsilon_m |\nabla u^\varepsilon_m|^2 \, dx \, dt \nonumber
\]

\[
\leq 2 \left( \mathbb{H}_m \right)^{-2} \int_{-1}^1 \int_{\{u^{\varepsilon_m,s} = s\} \cap P_0} \left| \left( T^m \right)^{\perp} ((\hat{x}, h^{\varepsilon_m,s}) - (\hat{x}, \mathbb{H}_m \bar{h}^\infty(\hat{x}, t))) \right|^2 \varepsilon_m |\nabla u^\varepsilon_m| d\mathcal{H}_{\{u^{\varepsilon_m,s} = s\}} \, dt \, ds \nonumber
\]

\[
+ 2 \left( \mathbb{H}_m \right)^{-2} \int_{-1}^1 \int_{\{u^{\varepsilon_m,s} = s\} \cap P_0} \left| \left( T^m \right)^{\perp} (X) \right|^2 \varepsilon_m |\nabla u^\varepsilon_m| d\mathcal{H}_{\{u^{\varepsilon_m,s} = s\}} \, dt \, ds. \nonumber
\]
Therefore using our Lipschitz parameterisation of the level sets to express the Hausdorff measure, we get

\[
\left( \mathbb{H}_m \right)^{-2} \int_{P_0} \text{dist}(x, A^m)^2 \varepsilon_m |\nabla u^m|^2 \, dx \, dt
\]

\[
\leq 2 \left( \mathbb{H}_m \right)^{-2} \int_{-1}^{1} \int_{\Pi(u=s) \cap \hat{P}_0} |(T^m)^\perp((\hat{x}, h^{m,s}) - (\hat{x}, \mathbb{H}_m \tilde{h}^{\infty}(\hat{x}, t)))|^2 \sqrt{1 + |\nabla h^{m,s}|^2 \varepsilon_m |\nabla u^m|} \, d\hat{x} \, dt \, ds
\]

\[
+ 2 \left( \mathbb{H}_m \right)^{-2} \int_{-1}^{1} \int_{\Pi(u=s) \cap \hat{P}_0} |(T^m)^\perp(X)|^2 \sqrt{1 + |\nabla h^{m,s}|^2 \varepsilon_m |\nabla u^m|} \, d\hat{x} \, dt \, ds.
\]

Hence from the $L^2$ convergence of $h^{m,s}_\varepsilon$ to $\tilde{h}^{\infty}(\hat{x}, t)$ from Theorem 7.3 and the uniform Lipschitz bound of $h^{m,s}_\varepsilon$, together with the gradient bound $\varepsilon_m |\nabla u^m| \leq C$ we get

\[
2 \left( \mathbb{H}_m \right)^{-2} \int_{-1}^{1} \int_{\Pi(u=s) \cap \hat{P}_0} |(T^m)^\perp((\hat{x}, h^{m,s}) - (\hat{x}, \mathbb{H}_m \tilde{h}^{\infty}(\hat{x}, t)))|^2 \sqrt{1 + |\nabla h^{m,s}|^2 \varepsilon_m |\nabla u^m|} \, d\hat{x} \, dt \, ds = o(1)
\]

Similarly, the Lipschitz bound on $h^{m,s}_\varepsilon$, the apriori gradient bound on $\varepsilon_m |\nabla u^m|$ (from standard parabolic regularity) and the heat decay bounds (7.14) gives us

\[
2 \left( \mathbb{H}_m \right)^{-2} \int_{-1}^{1} \int_{\Pi(u=s) \cap \hat{P}_0} |(T^m)^\perp(X)|^2 \sqrt{1 + |\nabla h^{m,s}|^2 \varepsilon_m |\nabla u^m|} \, d\hat{x} \, dt \, ds \leq C_1 \theta^{n+6}.
\]

Therefore we get

\[
\left( \mathbb{H}_m \right)^{-2} \int_{P_0} \text{dist}(x, A^m)^2 \varepsilon_m |\nabla u^m|^2 \, dx \, dt \leq o(1) + C_1 \theta^{n+6}.
\]

This is a contradiction to (7.4),

\[
\left( \mathbb{H}_m \right)^{-2} \int_{P_0} \text{dist}(x, A^m)^2 \varepsilon_m |\nabla u^m|^2 \, dx \, dt \geq \theta^{n+5}
\]

which completes the proof the excess decay.

\[\Box\]

8 The gap theorem

Here we prove the rigidity theorem for eternal solutions of the parabolic Allen–Cahn equation (2.2) using the conditional excess decay theorem, Theorem 3.1 (under the technical
condition (5.1)). The idea is analogous to [Wan17]: after finite many steps of iterations the technical condition will always be violated for entire eternal solutions. First, we make use the excess decay for solutions to the (2.1) and an appropriate rescaling to obtain an excess growth estimate for solutions to the (2.2).

**Proposition 8.1.** There exists a constant $C(n) > 0$ large and $\tau_n > 0$ small such that the following holds: if $u$ is an entire eternal solution of (2.2) in $\mathbb{R}^{n+1} \times \mathbb{R}$ such that

$$\frac{1}{2}R^{-n-2} \int \int_{P_R} \left( \frac{\|\nabla u\|^2}{2} + W(u) \right) dx dt \leq \alpha (1 + \tau_n)$$

for any $R > 0, (x_0, t_0) \in \mathbb{R}^{n+1} \times \mathbb{R}$, then for any $r \geq 1$, there exists a unit vector $e_r$, so that the tilt excess has the following growth bound

$$\int \int_{P_r} (1 - \langle \nu, e_r \rangle^2) \|\nabla u\|^2 dx dt \leq C(n) r^n.$$

**Proof.** Since our Theorem 3.1 is stated in terms of height excess, we will use that to prove a growth bound for height excess. And it will imply the corresponding growth bound for tilt excess.

First, we parabolically scale $u$ by $\varepsilon$ (to be chosen later) to get $u^\varepsilon(x, t) = u(\frac{x}{\varepsilon}, \frac{t}{\varepsilon^2})$ so that $u^\varepsilon$ satisfies the equation (2.1) and which allows us to apply the excess decay theorem, Theorem 3.1, to $u^\varepsilon$.

For the $\theta$ obtained from the excess decay theorem, Theorem 3.1, we denote

$$r_k = \frac{1}{r_k},$$

for $k \geq 0$ and define

$$H_k := \min_{T \in G(n+1, n) \lambda \in \mathbb{R}} r_k^{-n-2} \int \int_{P_r} |T^\perp(x) - \lambda| \|\nabla u\|^2 dx dt.$$

We have that if

$$H_k \geq K_1,$$  \hspace{1cm} (8.1)

then after rescaling by $\frac{1}{r_k}$, for any $T_k \in G(n + 1, n), \lambda_k \in \mathbb{R},$

$$\int \int_{P_1} |T_k^\perp(x) - \lambda_k| \frac{1}{r_k} \|\nabla u\|^2 dx dt \leq K_1 \left( \frac{1}{r_k} \right)^2.$$

The technical condition (3.4) in Theorem 3.1 is satisfied for $\varepsilon = \frac{1}{r_k}$, and thus the excess decay theorem applies, and there exists $T_{k-1} \in G(n + 1, n), \tilde{\lambda}_{k-1} \in \mathbb{R}$ such that

$$\theta^{-n-4} \int \int_{P_0} |T_{k-1}^\perp(x) - \tilde{\lambda}_{k-1}| \frac{1}{r_k} \|\nabla u\|^2 dx dt \leq \frac{\theta}{2} \int \int_{P_1} |T_k^\perp(x) - \lambda_k| \frac{1}{r_k} \|\nabla u\|^2 dx dt.$$
By rescaling back,
\[ r_k^{-n-4} \int_{P_{r_k-1}} |T_{k-1}^\perp(x) - r_k \hat{\lambda}_{k-1}|^2 \lambda_{r_k}^2 \lambda_{r_k}^{-1} \int_{P_{r_k}} |T_k^\perp(x) - r_k \lambda_k| \lambda_k^{-1} \lambda_k^{-1} \left( x \right) d\lambda_k \leq \frac{\theta}{2} r_k^{-n-4} \int_{P_{r_k}} |T_k^\perp(x) - r_k \lambda_k| \lambda_k^{-1} \lambda_k^{-1} \left( x \right) d\lambda_k, \]
where \( \lambda_{k-1} = r_k \hat{\lambda}_{k-1} \). Dividing both sides by \( r_k^{-1} \), we have
\[ r_k^{-n-2} \int_{P_{r_k-1}} |T_{k-1}^\perp(x) - \lambda_{k-1}|^2 \lambda_{r_k}^2 \lambda_{r_k}^{-1} \int_{P_{r_k}} |T_k^\perp(x) - r_k \lambda_k| \lambda_k^{-1} \lambda_k^{-1} \left( x \right) d\lambda_k \leq \frac{\theta^3}{2} r_k^{-n-2} \int_{P_{r_k}} |T_k^\perp(x) - r_k \lambda_k| \lambda_k^{-1} \lambda_k^{-1} \left( x \right) d\lambda_k, \]

Since \( T_k, \lambda_k \) are arbitrary, this gives
\[ H_{k-1} \leq \frac{\theta^3}{2} H_k. \]

Moreover, by definition, for every \( k \), we always have
\[ H_{k-1} \leq \theta^{-n-2} H_k. \]

We have

**Claim 6.** If for some finite integer \( \tilde{k} \), there holds
\[ H_{\tilde{k}} > K_1 \theta^{-n-2}, \]
then for all integers \( k \geq \tilde{k} \), there holds
\[ H_k \geq H_{\tilde{k}} > K_1 \theta^{-n-2}. \]

**Proof of Claim.** Since \( H_{k+1} \geq \theta^{n+2} H_k > \theta^{n+2} K_1 \theta^{-n-2} = K_1 \), condition (8.1) is satisfied for \( \tilde{k} + 1 \) and so
\[ H_{k+1} \geq \frac{2}{\theta^3} H_k \geq H_k > K_1 \theta^{-n-2}, \]

since \( \theta \in (0, \frac{1}{4}) \).

Now by induction, this holds for every \( k \geq \tilde{k} \).

Now suppose there is an integer \( \tilde{k} \) such that \( H_{\tilde{k}} > K_1 \theta^{-n-2} \), then from (8.2) in the proof of the above claim, for every \( k \geq \tilde{k} \),
\[ H_k \geq \frac{2^{k-\tilde{k}}}{\theta^{3(k-k)}} H_\tilde{k} = \left( \frac{2}{\theta^3} \right)^k \left[ \frac{2^{k-\tilde{k}}}{\theta^{-3k} H_\tilde{k}} \right] \geq \tilde{C} \frac{2^k}{\theta^{3k} H_\tilde{k}}. \]
Therefore for each \( k \geq \tilde{k} \), there exists \( \bar{T}_k \in G(n + 1, n) \), \( \bar{\lambda}_k \in \mathbb{R} \) such that

\[
\mathbb{H}_k \geq C \frac{2^k}{\theta^{2k}} \theta^{(n+2)2} \int_{P_{\theta^{-k}}} |\bar{T}_k(x) - \bar{\lambda}_k||\nabla u|^2 dx dt
\]

\[
\geq C \left( \frac{2}{\theta} \right)^k \theta^{-2k} \theta^{(n+4)2} \int_{P_{\theta^{-2k}}} |\bar{T}_k(x) - \bar{\lambda}_k||\nabla u|^2 dx dt
\]

\[
\geq C_1 \left( \frac{2}{\theta} \right)^k \theta^{(n+4)2} \int_{P_{\theta^{-2k}}} |\bar{T}_k(x) - \bar{\lambda}_k||\nabla u|^2 dx dt
\]

\[
\geq \tilde{C}_1 \left( \frac{2}{\theta} \right)^k \left( \theta^{2\tilde{k}} \mathbb{H}_k \right)
\]

\[
\geq \tilde{C}_2 \left( \frac{2}{\theta} \right)^k \rightarrow \infty.
\]

By definition of \( \mathbb{H}_k \), for any \( T_k \in G(n + 1, n) \) and any \( \lambda_k \in \mathbb{R} \),

\[
\theta^{(n+2)2} \int_{P_{\theta^{-k}}} |T_k(x) - \lambda_k| |\nabla u|^2 dx dt \geq \tilde{C}_2 \left( \frac{2}{\theta} \right)^k \rightarrow \infty.
\]

Rescaling by \( \varepsilon = \frac{1}{r_k} = \theta^k \), we get for any \( T_k \)

\[
\int_{P_{\theta^{-k}}} |T_k(x) - \theta^k \lambda_k| |\nabla u|^2 dx dt \rightarrow \infty,
\]

as \( k \rightarrow \infty \).

Since \( T_k, \lambda_k \) are arbitrary, by Proposition (7.2) the tilt-excess satisfies

\[
E(P_1) \rightarrow \infty,
\]

where \( \bar{e}_k \) is a unit normal to the plane \( T_k \). This is a contradiction to (6.7), which states that \( E(P_1) \rightarrow 0 \).

Thus the assumption that \( \mathbb{H}_k > K_1 \theta^{-n-2} \) for some \( \tilde{k} \) is false and we must have for every \( k > 0 \), \( \mathbb{H}_k \leq K_1 \theta^{-n-2} \), namely there exists \( T_k \in G(n + 1, n) \), \( \lambda_k \in \mathbb{R} \) such that

\[
\int_{P_{\theta^{-k}}} |T_k(x) - \lambda_k|^2 |\nabla u|^2 dx dt \leq K_1 \theta^{-n-2} r_k^{n+2} \leq c(n) r_k^{n+2}.
\]

By interpolating between \( r_k \), we easily have for every \( r \geq 1 \), there exists \( T_r \in G(n + 1, n) \), \( \lambda_r \in \mathbb{R} \) such that

\[
r^{-n-4} \int_{P_r} |T_r(x) - \lambda_r|^2 |\nabla u|^2 dx dt \leq c(n) r^{-2}.
\]
Scaling by $\frac{1}{r}$ and applying Proposition (7.2) in $P_1$, we have for some $e_r \in \mathbb{S}^n$

$$r^{-n-2} \iint_{P_r} (1 - \langle \nu, e_r \rangle^2) |\nabla u|^2 \, dx \, dt \leq C(n)r^{-2}$$

$$\iint_{P_r} (1 - \langle \nu, e_r \rangle^2) |\nabla u|^2 \, dx \, dt \leq C(n)r^n.$$

which completes the proof. \hfill \Box

Furthermore, we show the choice of this unit vector can be made independent of $r$.

**Proposition 8.2.** There exists a constant $C(n) > 0$ large and $\tau_n > 0$ small such that the following holds: if $u$ is an entire eternal solution of (2.2) in $\mathbb{R}^{n+1} \times \mathbb{R}$ with entropy below $1 + \tau_n$, then there exists a unit vector $e_\infty$, so that the tilt excess has the following growth bound

$$\iint_{P_r} (1 - \langle \nu, e_\infty \rangle^2) |\nabla u|^2 \, dx \, dt \leq C(n)r^n$$

**Remark 8.3.** Recall the tilt excess scales like $r^{n+2}$ for Allen–Cahn equations so this proposition implies the scale invariant excess $r^{-n} \iint_{P_r} (1 - \nu_{n+1}^2) |\nabla u|^2 \, dx \, dt \leq O(\frac{1}{r^2})$ is decaying.

This decay implies $u$ is monotonic in any direction $e$ in the cone $\{ e \in \mathbb{S}^n | |\langle e, e_{n+1} \rangle| > \delta \}$ for any $\delta > 0$. Then a sliding method (moving plane method) argument shows the solution must be the 1-d solution with flat level sets.

**Proof.** We denote by $u^e(x, t) := u(x^\frac{e}{\|e\|^2}, t^\frac{1}{\|e\|^2})$. For any $R \geq 1$,

$$\iint_{P_{\Pi}} (1 - \langle \nu_{n+1}, e_{\Pi} \rangle^2)e|\nabla u^e|^2 \, dx \, dt + \iint_{P_R} (1 - \langle \nu_{n+1}, e_R \rangle^2)e|\nabla u^e|^2 \, dx \, dt$$

$$\geq C \iint_{P_R} (\text{dist}_{R^n}(\nu_{n+1}, e_R)^2 + \text{dist}_{R^n}(\nu_{n+1}, e_{\Pi})^2)e|\nabla u^e|^2 \, dx \, dt$$

$$\geq C\text{dist}_{R^n}(e_{\Pi}, e_R)^2 \iint_{P_R} e|\nabla u^e|^2 \, dx \, dt$$

$$\geq C\text{dist}_{R^n}(e_{\Pi}, e_R)^2 R^{n+2},$$

where the first inequality is by Cauchy-Schwarz, the second inequality is due to the triangle inequality and the last inequality uses the density lower bound Lemma [11.1]. By Proposition [8.1] we have

$$\text{dist}_{R^n}(e_R, e_{\Pi})^2 \leq \frac{C(n)R^n}{R^{n+2}} \leq C(n)R^{-2}.$$
And thus
\[ \text{dist}_{\mathbb{R}^n}(e_{\theta^{-k}}, e_{\theta^{-k+1}}) \leq c(n) \theta^k, \]
which is a geometric series (since \( \theta < \frac{1}{4} \)). Summing from \( k_0 \) to \( \infty \), we can choose a \( e_\infty \) so that
\[ \text{dist}_{\mathbb{R}^n}(e_{\theta^{-k}}, e_\infty)^2 \leq \tilde{c}(n) \theta^2 k_0, \quad (8.3) \]
for any \( k \geq k_0 \).

Interpolating for all \( R \in [\theta^{-k}, \theta^{-k-1}] \) and integrating we can thus choose a fixed unit vector \( e_\infty \) such that
\[
\int \int P_R (1 - \langle \nu_{n+1}, e_\infty \rangle)^2 \varepsilon |\nabla u|^2 \leq \int \int P_R (1 - \langle \nu_{n+1}, e_R \rangle)^2 \varepsilon |\nabla u|^2 + \int \int P_R \text{dist}_{\mathbb{R}^n}(e_R, e_\infty) \varepsilon |\nabla u|^2 \\
\leq c(n) R^n + C(n) R^{-2} R^{n+2} \\
\leq c(n) R^n.
\]
where the first term is estimated by Proposition 8.1 and the second term is estimated by interpolating (8.3).

Now with the excess growth bound from Proposition 8.2 and applying the sliding method, we have the following gap (rigidity) theorem

**Theorem 8.4.** There exists \( \tau_0 > 0 \) such that if \( u : \mathbb{R}^{n+1} \times \mathbb{R} \) is an entire eternal solution to (2.2) satisfying the almost unit density condition
\[
\frac{1}{2} R^{-n-2} \int \int_{P_R(0,0)} \left( \frac{\varepsilon |\nabla u|^2}{2} + \frac{W(u)}{\varepsilon} \right) dx dt \leq (1 + \tau(n)) \alpha \omega_n, \forall R > 0,
\]
then
\[ u(x, t) = u(x) = g(x \cdot e + s_0) = \tanh (x \cdot e + s_0) \]
for some unit vector \( e \in S^n \) and \( s \in \mathbb{R} \).

**Proof.** The proof follows from an application of the sliding method analogous to the elliptic case in [Wan17]. First, by the excess growth bound Proposition 8.2, any blow down sequence
\[ u_{x_0,t_0}^\varepsilon (x, t) = u \left( \frac{x - x_0}{\varepsilon}, \frac{t - t_0}{\varepsilon^2} \right) \]
converges to the same limit \( u^\infty = 2\chi_{\{e \cdot \epsilon \geq 0\}} - 1 \), where \( e^\infty \in S^n \) is a fixed unit vector independent of the choice of subsequences \( \epsilon \) and translations \((x_0, t_0)\). Without loss of generality, we can assume \( e^\infty = e_{n+1} \) and thus \( u^\infty = 2\chi_{\{x_{n+1} \geq 0\}} - 1 \).

By (4.7), Proposition [7.2] and Theorem [5.1], the discrepancy and tilt excess converges to 0 for every time slice. As a consequence, the proof of [Ton03, Proposition 4.6] shows the distance type function \( z_\epsilon \) defined in (5.2) converges in \( C^1 \) to \( \langle e_{n+1}, x \rangle \). Namely, for every \( \delta > 0 \), there exists \( \epsilon_0(\delta) > 0 \) such that for every \( \epsilon \leq \epsilon_0 \) there holds
\[
|\nabla z_\epsilon - e_{n+1}| \leq \delta.
\]
After rescaling, this reads that for every \( \delta > 0 \), there exists \( L(\delta) > 0 \) such that for \((x, t) \in \{x_{n+1} \geq L\}\) there holds
\[
|\nabla z - e_{n+1}| \leq \delta.
\]
And so \( u \) is monotonic increasing in \( \{x_{n+1} \geq L\} \) along any direction \( e \in S^n \) such that \( \langle e_{n+1}, e \rangle \geq \delta \).

By the sliding method, this monotonicity of \( u \) can be extended from \( \{x_{n+1} \geq L\} \) to the whole \( \mathbb{R}^{n+1} \times \mathbb{R} \). (Otherwise, we can translate \( u \) in the direction of \( e \) for distance \( L \) so that the translated graph is disjoint from the untranslated one. If \( u \) is not increasing along this direction, we then slide back in \(-e\) direction until we get a first interior contact point. This is a violation of the maximum principle for semilinear parabolic partial differential equations).

Since \( \delta \) is arbitrary, this then gives \( \nabla z = e_{n+1} \) and thus
\[
u = g \circ z = \tanh(x_{n+1} + s_0),
\]
for some \( s_0 \in \mathbb{R} \).

9 \( C^{2, \alpha} \) regularity of transition layers

We will use a similar iteration argument in Proposition [8.1] in the proof of gap theorem above to prove a Morrey type bound up to scale \( \epsilon \).

**Proposition 9.1.** There exists constants \( K_3, K_4 \) such that the following holds: if \( u^\epsilon \) is a solution to (2.1) in \( P_1 \subset \mathbb{R}^{n+1} \times \mathbb{R} \) such that \( |u^\epsilon(0, 0)| \leq 1- b \) and satisfies all the conditions in Theorem [1.1] then for any \( r \in (K_3 \epsilon, \theta) \), we can find a unit vector \( e_r \), such that
\[
r^{-n-2} \int_{P_r} (1 - \langle \nu, e_r \rangle)^2 |\nabla u^\epsilon|^2 dxdt \leq K_4 \max \left\{ \frac{\epsilon^2}{r^2}, \delta_0 r^\alpha \right\},
\]
where \( \alpha = \frac{\log \frac{\delta}{\log \theta}}{\log \theta} \in (1, 2) \).
Similar to Proposition 8.2, we can fix the choice of unit vector and obtain

**Proposition 9.2.** For any \( \sigma > 0 \), there exists constants \( K_5(\sigma), K_6 \) such that the following holds: let \( u^\varepsilon \) be a solution to (2.1) in \( P_1 \subset \mathbb{R}^{n+1} \times \mathbb{R} \) such that \( |u^\varepsilon(0,0)| \leq 1 - b \) and which satisfies all the conditions in Theorem 1.1. Then we can find a unit vector \( \bar{e}_0 \) such that for any \( r \in (K_5\varepsilon, \theta) \) we have

\[
 r^{-n-2} \iint_{P_r} (1 - \langle \nu^\varepsilon, \bar{e}_0 \rangle^2) \varepsilon |\nabla u^\varepsilon|^2 dxdt \leq \sigma + K_6\delta_0 r^{\frac{\alpha}{2}},
\]

where \( \alpha = \frac{\log \frac{\theta}{2}}{\log \frac{\theta}{\varepsilon}} \in (1, 2) \). Here \( e_0 \) is independent of \( r \). Moreover, the difference of \( \bar{e}_0 \) and \( e_{n+1} \) can be estimated by

\[
|\bar{e}_0 - e_{n+1}| \leq C(\sigma^{\frac{1}{2}} + \delta_0^{\frac{1}{2}}).
\]

Since proof of Proposition 9.1 and Proposition 9.2 are very similar to that of Proposition 8.1 and 8.2 (see also [Wan17, 10.1 and 10.4] for the proof in elliptic setting), we skip the proof the above two propositions here.

As a consequence of the gap theorem Theorem 1.3, we have the following interior regularity theorem.

**Theorem 9.3.** For any \( b \in (0, 1) \), \( \sigma > 0 \) small and let \( K_5 \) be given by Proposition 9.2 then there exists a \( K_7 > K_5 \) so that the following holds: let \( u^\varepsilon \) be a solution to (2.1) with \( |u(0,0)| \leq 1 - b \) and which satisfies the non-positive discrepancy condition (2.4). Moreover suppose

\[
\frac{1}{2}(K_7\varepsilon)^{-n-2} \iint_{P_{K_7\varepsilon}} \left( \frac{\varepsilon|\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{2} \right) dxdt \leq \alpha(1 + \tau(n))\omega_n, \tag{9.1}
\]

where \( \tau(n) \) is as in Theorem 1.1 and that there exists \( \bar{e}_0 \) (obtained from Proposition 9.2) such that for any \( r \in (K_5\varepsilon, K_7\varepsilon) \), there holds

\[
\iint_{P_r} (1 - \langle \nu^\varepsilon, \bar{e}_0 \rangle^2) \varepsilon |\nabla u^\varepsilon|^2 dxdt \leq \sigma^2 r^{n+2}. \tag{9.2}
\]

Assume that \( u^\varepsilon > 0 \) when \( x_{n+1} \gg 0 \). Then we have \( \nabla u^\varepsilon \neq 0 \) and

\[
|\nu^\varepsilon - \bar{e}_0| \leq \frac{1}{4}
\]

in \( P_{K_5\varepsilon} \). In particular, the level sets of \( u \) are uniformly Lipschitz in \( B_{K_5\varepsilon} \).
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Proof. Suppose not, there exists a sequence $\bar{K}_i \to \infty$ and a sequence of solutions $u^{\varepsilon_i}$ to (2.1) with $\varepsilon = \varepsilon_i$ satisfying $|u^{\varepsilon_i}(0,0)| \leq 1 - b$ and non-positive discrepancy condition (2.4). Moreover
\[
\frac{1}{2}(\bar{K}_i)^{-n-2} \int_{P_{\bar{K}_i\varepsilon_i}} \left( \varepsilon |\nabla u^{\varepsilon_i}|^2 + \frac{W(u^{\varepsilon_i})}{2} \right) dxdt \leq \alpha(1 + \tau_0)\omega_n,
\]
and that for any $r \in (K_5 \varepsilon_i, \bar{K}_i \varepsilon_i)$, there holds
\[
\int_{P_{r}} \left( 1 - \langle \nu, \bar{e}_0 \rangle^2 \right) |\nabla u^{\varepsilon_i}|^2 dxdt \leq \sigma^2 r^{n+2}.
\]
But either $\nabla u^{\varepsilon_i} = 0$ in $P_{\bar{K}_i \varepsilon_i}$ or
\[
\sup_{P_{\bar{K}_i \varepsilon_i}} |\nu - \bar{e}_0| > \frac{1}{4}.
\]
Rescaling by $\frac{1}{\varepsilon_i}$, we have $\bar{u}_i(x,t) = u^{\varepsilon_i}(\varepsilon_i x, \varepsilon_i^2 t)$ satisfies equation (2.2) with $|u_i(0,0)| \leq 1 - b$ and that
\[
\frac{1}{2}(\bar{K}_i)^{-n-2} \int_{P_{\bar{K}_i}} \left( \frac{\varepsilon |\nabla u_i|^2}{2} + \frac{W(u_i)}{2} \right) dxdt \leq \alpha(1 + \tau(n))\omega_n,
\]
and that for any $r \in (K_5, \bar{K}_i)$, there holds
\[
\int_{P_{r}} (1 - \langle \nu, \bar{e}_0 \rangle^2) |\nabla u_i|^2 dxdt \leq \sigma^2 r^{n+2}.
\]
Therefore either $\nabla u_i = 0$ in $P_{\bar{K}_i}$ or
\[
\sup_{P_{\bar{K}_i}} |\nu_i - \bar{e}_0| > \frac{1}{4}.
\]
Since $\bar{K}_i \to \infty$, after passing to a subsequence, we obtain a limit $u_\infty : \mathbb{R}^{n+1} \times \mathbb{R}$ which is a solution to (2.2) and satisfies the conditions of Theorem 1.3. Thus $u_\infty(x,t) = g(e \cdot x + g^{-1}(u_\infty(0,0)))$ for some $e \in \mathbb{S}^n$. And moreover, by choosing sufficiently small $\sigma$, we have $|e - \bar{e}_0| \leq \frac{1}{8}$.

For sufficiently large $i$, we then have
\[
|\nu_i - e| \leq \frac{1}{8},
\]
which gives a contradiction by triangle inequality. \qed
By Proposition 9.2, the conditions in Proposition 9.3 are satisfied and consequently we have uniform Lipschitz regularity.

**Corollary 9.4.** For $\tau_0$ as in Theorem 1.1 and for any $b \in (0, 1)$, suppose that $u^\varepsilon$ is a solution to (2.1) in the parabolic ball $P_1 \subset \mathbb{R}^{n+1} \times \mathbb{R}$, with $\varepsilon \leq \frac{1}{2K_5}$ ($K_5$ as in Theorem 9.3), and furthermore let us assume we have $|u^\varepsilon(0,0)| \leq 1 - b$ and that (3.2) holds with $\tau \leq \tau_0$. Then for any $(x_0, t_0) \in \{u^\varepsilon(x_0, t_0) = u^\varepsilon(0,0)\} \cap P_{1/2}$, we have $\nabla u^\varepsilon \neq 0$ and

$$|\nu^\varepsilon - e_{n+1}| \leq \frac{1}{2}$$

in $P_{K_5\varepsilon}(x_0, t_0)$. In particular we have uniform Lipschitz regularity of the level sets in $P_{1/2}$.

**Proof of Theorem 1.1.** Now we apply the improvement of regularity result for intermediate level sets in [NW20] here, which improves the uniform Lipschitz regularity in Corollary 9.4 to a uniform $C^{2,\alpha}$ regularity.

## 10 Strong Convergence Theorem

Let us recall the construction in [Ilm93, 1.4] for $M_0^\varepsilon \subset \mathbb{R}^{n+1}$ a smooth strictly mean convex closed hypersurface. This shows that there is a sequence of smooth functions $u_0^\varepsilon : \mathbb{R}^{n+1} \to [-1, 1]$ such that they approximate $M_0$ in the following sense:

- The discrepancy $\varepsilon |\nabla u^\varepsilon|^2 - \frac{W(u^\varepsilon)}{\varepsilon} \leq 0$;
- The energy measure $d\mu^\varepsilon = \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \to \alpha \mathcal{H}^{n+1}_{\varepsilon M_0}$;
- $u_0^\varepsilon \to 2\chi_{E_0} - 1$ in $\text{BV}_{\text{loc}}$, where $E_0$ is the region enclosed by $M_0$;
- There is a uniform density bound $\frac{\mu^\varepsilon(B_r(x))}{r^n} \leq C$ for any $x \in \mathbb{R}^{n+1}, r > 0$;
- $\|u_0^\varepsilon\|_{C^2} \leq C(\varepsilon)$.

After passing to subsequence of solutions $u^\varepsilon_i : \mathbb{R}^{n+1} \times \mathbb{R}^+ \to [-1, 1]$ to (2.1) with initial condition $u^\varepsilon(\cdot, 0) = u_0^\varepsilon$ satisfies

$$u^\varepsilon_i \to 2\chi_E - 1$$

in $\text{BV}_{\text{loc}}(\mathbb{R}^{n+1} \times \mathbb{R}^+)$ for some open subset $E \subset \mathbb{R}^{n+1} \times \mathbb{R}^+, E \cap \mathbb{R}^{n+1} \times \{0\} = E_0 \times \{0\}$. Moreover $d\mu = \lim_{\varepsilon_i \to 0} d\mu^\varepsilon_i = \alpha \mathcal{H}^{n+1}_{\cdot E}$ is a Brakke flow in $\mathbb{R}^{n+1} \times \mathbb{R}^+$. 
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For such a sequence of solutions \( u^\epsilon_i \) satisfying conditions in Theorem 1.5, we denote the defect measure (cf \([MS08]\))

\[
\gamma(t) := \lim_{\epsilon_i \to 0} |\nabla u^\epsilon_i(\cdot, t)| - |\nabla u(\cdot, t)|
\]

Here we have \( u = 2\chi_E - 1 \) as the limit of \( u^\epsilon_i \) under BV convergence. Furthermore \( |\nabla u| = \mathcal{H}^n \cdot \partial^* E \) by the theory of BV functions and Caccioppoli set. We want to show \( \gamma(t) = 0 \) a.e. \( t \).

First, using White’s partial regularity theory \([Whi00]\), we show

**Proposition 10.1.** For every \( t \), \( \text{spt} \gamma(t) \subset S(t) \subset \mathbb{R}^{n+1} \) where \( S \) is a set of Hausdorff dimension at most \( n - 1 \), and thus \( \mathcal{H}^n(\text{spt}(\gamma(t))) = 0 \).

**Proof.** By the main result of \([Ilm94]\) and \([Ton03]\), the sequence of energy measures converges as follows

\[
d\mu^\epsilon_i(\cdot, t) = \left( \frac{\epsilon_i|\nabla u^\epsilon_i(\cdot, t)|^2}{2} + \frac{W(u^\epsilon_i(\cdot, t))}{\epsilon_i} \right) dx \to \alpha d\mu_t
\]

where \( d\mu_t \) is an integral Brakke flow starting from \( d\mu_0 = \alpha \mathcal{H}^n \cdot M_0 \).

Since this limit flow is mean convex, it is non-fattening. Summing up the conclusion in \([Ilm94]\ 12.2] \) in the non-fattening case, we have

\[
\begin{align*}
u^\epsilon_i &\to u = 2\chi_E - 1, \text{ in } BV_{loc}(\mathbb{R}^{n+1} \times [0, \infty)) \\
\lim d\mu^\epsilon_i &\to \alpha d\mu_t = \alpha \mathcal{H}^n \cdot \partial^* E_t, \text{ where } E_t = E \cap (\mathbb{R}^{n+1} \times \{t\}) \\
\text{spt } d\mu &\subseteq \text{spt } d\mu_t dt = \partial^* E = \partial^* E(\mathcal{H}^{n+1} \text{ a.e.})
\end{align*}
\]

Applying the partial regularity theory of \([Whi00]\ Theorem 1.1] \) to the limit flow \( d\mu \), we further conclude

**Claim 7.** There is a set \( S \subseteq \text{spt } d\mu \) such that the parabolic Hausdorff measure satisfies \( \mathcal{H}^{n-1}_p(S) = 0 \) and that \( (\text{spt } d\mu) \setminus S \) is a regular \( n + 1 \) dimensional hypersurface in \( \mathbb{R}^{n+1} \times [0, \infty) \).

Let us denote \( S(t) = S \cap (\mathbb{R}^{n+1} \times \{t\}) \), then \( S(t) \) has Hausdorff dimension at most \( n - 1 \) for every \( t \), and have as an immediate consequence, \( \mathcal{H}^n(S(t)) = 0 \) for every \( t \).
Now for any \((y, t) \in \text{spt} \, d\mu \setminus S\), there exists \(r_{y, t}\) such that \(\text{spt} \, d\mu \cap (B_{r_{y, t}} \times (t - r_{y, t}^2, t + r_{y, t}^2))\) is a regular hypersurface.

By the combination of Theorem 1.1 and the improvement of regularity results in \([NW20]\), we have: up to a choice of coordinate, the level sets of the Allen–Cahn solutions \(u^{\varepsilon_i}\) in the ball \(B_{r_{y, t}}\) can be represented by uniform \(C^2, \theta\) graphs \(\{u^{\varepsilon_i} = s\} \cap B_{r_{y, t}} = \{((\hat{x}, x_{n+1}))| x_{n+1} = h^{\varepsilon_i, s}(\hat{x})\}\). Furthermore \(h^{\varepsilon_i, s}\) converges in \(C^2, \theta\) to \(h^\infty\) where \(\text{spt} \, d\mu_t \cap B_{r_{y, t}} = \{((\hat{x}, x_{n+1}))| x_{n+1} = h^\infty(\hat{x})\}\). And so

\[
\int_{B_{r_{y, t}}(y,t)} \phi |\nabla u^{\varepsilon_i}(\cdot, t)| \, dx = \int_{-1}^{1} \int_{\{u = s\} \cap B_{r_{y, t}}(y,t)} \phi \, d\mu_{(u = s)} \, ds
\]

\[
= \int_{-1}^{1} \int_{B_{r_{y, t}}(\hat{y})} \phi \sqrt{1 + |\nabla h^{\varepsilon_i, s}|^2} \, d\mathcal{H}^n \, ds
\]

\[
\rightarrow \int_{-1}^{1} \int_{B_{r_{y, t}}(\hat{y})} \phi \sqrt{1 + |\nabla h^\infty|^2} \, d\mathcal{H}^n \, ds
\]

\[
= \int_{-1}^{1} (\mathcal{H}^n(\Gamma \cap B_{r_{y, t}}(y,t))) \, ds
\]

\[
= 2 \mathcal{H}^n(\partial^* E \cap B_{r_{y, t}}(y,t))
\]

\[
= \int_{B_{r_{y, t}}(y,t)} \phi |\nabla (2\chi_E - 1)| \, dx
\]

\[
= \int_{B_{r_{y, t}}(y,t)} \phi |\nabla u(\cdot, t)| \, dx.
\]

Thus \(\gamma(t)(B_{r_{y, t}}(y,t)) = 0\) and \(\text{spt} \, \gamma(t) \subset S(t)\). \(\square\)

Second, we show \(\lim |\nabla u^{\varepsilon_i}|\), and thus \(\gamma\), does not concentrate near \(S(t)\).

**Proposition 10.2.** For any \(\delta > 0\), there exists \(\varepsilon_0\) such that, if \(\varepsilon_i \leq \varepsilon_0\), then

\[
|\nabla u^{\varepsilon_i}|(S(t)) \leq \delta.
\]

Since \(\delta\) is arbitrary and \(\gamma(t)(S(t)) \leq \lim |\nabla u^{\varepsilon_i}|(S(t))\), we have

\[
\gamma(t)(S(t)) = 0.
\]

**Proof.** First, by a priori parabolic estimates, there exists \(C_1(n)\) such that \(\varepsilon_i |\nabla u^{\varepsilon_i}| \leq C_1(n)\), and thus \( |\nabla u^{\varepsilon_i}| \leq C_1 d\mu^{\varepsilon_i}\) as measures.

By Claim 7 and the definition of Hausdorff measure, for every \(\bar{\delta} > 0\), we can cover \(S(t)\) by \(S \subset \bigcup_{i=1}^{\infty} B_{r_{i, \bar{\delta}}}(x_{i, \bar{\delta}})\) and that \(\sum r_{i, \bar{\delta}}^n < \bar{\delta}\).
Since the Allen–Cahn solutions under consideration have Euclidean volume growth (see [Ilm94, 1.5]), that is \( d\mu^\varepsilon (B_{r, \delta}(x_{i, \delta})) \leq C_2 r_{i, \delta}^n \), we have

\[
|\nabla u^\varepsilon|(\bigcup_{i=1}^\infty B_{r, \delta}(x_{i, \delta})) \leq C_1 \sum_i d\mu^\varepsilon(B_{r, \delta}(x_{i, \delta})) \leq C_1 C_2 \sum_i r_{i, \delta}^n \leq C_1 C_2 \delta.
\]

Thus by choosing \( \delta \leq \frac{\delta}{C_1 C_2} \) we complete the proof.

Proposition 10.1 and Proposition 10.2 together gives \( \gamma(t) = 0 \), which completes the proof of Theorem 1.5.

11 Appendix

Lemma 11.1. For any \( b \in (0, 1), \Omega_1 \), there exists \( K_0(b), R_0(b) > 0 \) so that the following holds: let \( u^\varepsilon \) be a solution to (2.1) in the parabolic ball \( P_R \) with \( R \geq 2\varepsilon R_0 \). Suppose that \( |u(0, 0)| \leq 1 - b \) and let us assume

\[
\int_P \left( \frac{\varepsilon|\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dxdt \leq \Omega_1 r^{n+2}
\]

for any \( r \geq 0 \).

Then for any \( r \in [\varepsilon, \frac{R}{2}] \), we have

\[
r^{-n-2} \int_P \left( \frac{\varepsilon|\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) dxdt \geq K_0.
\]

Proof. For the sake of contradiction, let us suppose the statement is false. That is, there exists a sequence \( u^\varepsilon_i \) of solutions to equation (2.1) with \( \varepsilon_i \) in place of \( \varepsilon \) in \( P_{R_i} \subset \mathbb{R}^{n+1} \times \mathbb{R} \) where \( \frac{R_i}{\varepsilon_i} \to \infty \), such that \( |u^\varepsilon_i(0, 0)| \leq 1 - b \) but for some \( r_i \in [\varepsilon_i, \frac{R_i}{2}] \) we have

\[
\sigma_i := r_i^{-n-2} \int_{P_{r_i}} \left( \frac{\varepsilon_i|\nabla u^\varepsilon_i|^2}{2} + \frac{W(u^\varepsilon_i)}{\varepsilon_i} \right) dxdt \to 0.
\]
After parabolically rescaling by \( r_i \), we have a sequence \( v^i(x,t) = u^\hat{\varepsilon}_i\left(\frac{x}{r_i}, \frac{t}{r_i^2}\right) \) satisfying equation (2.1) with \( \varepsilon = \hat{\varepsilon}_i = \varepsilon r_i \). This new sequence satisfies

\[
\sigma_i := \int \int_{P_1} \left( \frac{\hat{\varepsilon}_i |\nabla v^i|^2}{2} + \frac{W(v^i)}{\hat{\varepsilon}_i} \right) \, dx \, dt \rightarrow 0.
\]

If \( \hat{\varepsilon}_i = \varepsilon_i r_i \rightarrow 0 \), by [Ton03] the sequence of energy measures converges to an integral Brakke flow and \( \sigma_i \rightarrow 0 \) implies that \((0,0)\) is not in the support of the limit flow. Then by the results in [ST08], we have

\[
|u^\hat{\varepsilon}_i(0,0)| = |v^i(0,0)| \rightarrow \pm 1,
\]

which contradicts the assumption that \( |u^\hat{\varepsilon}_i(0,0)| \leq 1 - b \).

If \( \hat{\varepsilon}_i = \varepsilon_i r_i \rightarrow \varepsilon_0 > 0 \), without loss of generality, we can assume \( \varepsilon_0 = 1 \). In this case \( \sigma_i \rightarrow 0 \) in \( P_1 \) implies that \( v^i \equiv v^i(0,0) \). However, constant solutions satisfy

\[
\int \int_{P_r} \left( \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) \, dx \, dt \geq O(r^{n+3})
\]

as \( r \rightarrow \infty \), which contradicts the assumption \( \int \int_{P_r} \left( \frac{\varepsilon |\nabla u^\varepsilon|^2}{2} + \frac{W(u^\varepsilon)}{\varepsilon} \right) \, dx \, dt \leq \Omega_1 r^{n+2} \).
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