Robustness of ventilation systems in the control of walking-induced indoor fluctuations: Method development and case study
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Abstract
Walking-induced fluctuations have a significant influence on indoor airflow and pollutant dispersion. This study developed a method to quantify the robustness of ventilation systems in the control of walking-induced fluctuation control. Experiments were conducted in a full-scale chamber with four different kinds of ventilation systems: ceiling supply and side return (CS), ceiling supply and ceiling return (CC), side supply and ceiling return (SC), and side supply and side return (SS). The measured temperature, flow and pollutant field data was (1) denoised by FFT filtering or wavelet transform; (2) fitted by a Gaussian function; (3) feature-extracted for the range and time scale disturbance; and then (4) used to calculate the range scale and time scale robustness for different ventilation systems with dimensionless equations developed in this study. The selection processes for FFT filtering and wavelet transform, FFT filter cut-off frequency, wavelet function, and decomposition layers are also discussed, as well as the threshold for wavelet denoising, which can be adjusted accordingly if the walking frequency or sampling frequency differs from that in other studies. The results show that for the flow and pollutant fields, the use of a ventilation system can increase the range scale robustness by 19.7%–39.4% and 10.0%–38.8%, respectively; and the SS system was 7.0%–25.7% more robust than the other three ventilation systems. However, all four kinds of ventilation systems had a very limited effect in controlling the time scale disturbance.
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1 Introduction

The rapid spread of SARS-CoV-2 infections and the associated high morbidity during the COVID-19 pandemic have attracted significant attention worldwide (Desai et al. 2021; Dong et al. 2021; Kong et al. 2021; Liu et al. 2021a; Srivastava et al. 2021; Ren et al. 2022b). In addition to SARS-CoV-2, many infectious diseases (e.g., influenza and tuberculosis) are associated with airborne particulate matter transmission, since the pathogens are contained in respiratory particles (Wang et al. 2019; Satheesan et al. 2020; Dai and Zhao 2020; Ye et al. 2021; Liu et al. 2021b; Liu et al. 2022; McKeen and Liao 2022). Recent studies have suggested that the wake flow generated by human walking has a significant effect on indoor flow field distribution and particle transmission (Hang et al. 2014; Liu et al. 2020; Lv et al. 2021). There are increasing concerns about walking-induced airflow and pollutant field disturbance in specific indoor environments, such as hospital wards (Liu et al. 2020), aircraft cabins (Chang et al. 2017), cleanrooms (Whyte et al. 2013) and operating theatres (Brohus et al. 2006).

In recent years, numerous investigations have used computational fluid dynamics (CFD) simulations to study the effects of human walking on flow and pollutant characteristics. Mazumdar et al. (2011) used a validated CFD model to simulate the transport of pollutants in airliner cabins. Their calculations indicated that a crew member’s walking along the airliner aisle could induce the transport of a pollutant from the source to any location through which the crew member passed. Wang and Chow (2011) employed a dynamic mesh model to represent human movement. The dynamic mesh technique was also used by Liu et al. (2020), who found that a nurse’s walking in an operating theatre could generate changes in the airflow...
field and redistribution of bioaerosols. In addition, Cao et al. (2017) incorporated a momentum source into the Navier-Stokes equations to simulate human walking. Their momentum theory method reduced the calculation time by up to 90%, while maintaining a computational accuracy similar to that of the dynamic mesh method. Meanwhile, CFD simulations indicated that human walking-induced disturbances would have a significant effect on the indoor flow and pollutant fields. For the time scale of the disturbance, once the movement stops, it would take a few minutes for the temperature field, as well as the flow field, to return to the pre-disturbance state. In addition, the disturbance time of the pollutant field would be extended (Tao et al. 2017). For the range scale of the disturbance, the wake flow generated by human walking would accelerate the spread of pollutants (Lv et al. 2021) and expand the scale of the spread (Chang et al. 2017). However, experimental studies on walking-induced disturbances in the literature are limited (Poussou et al. 2010; Wu and Lin 2015; Liu et al. 2020), especially on the disturbance characteristics arising from a human being’s walking in a full-scale chamber (Wu and Lin 2015). In addition, many high-frequency fluctuations have been found in experimental data on walking-induced disturbances (Wu and Lin 2015), and thus it is difficult to use the data directly for CFD simulation verification. Ideally, the experimental data would be carefully denoised to further extract fluctuant features (Mallat 1989; Daubechies 1992; Bachman et al. 2012; Veer and Agarwal 2015).

Many existing studies have emphasized the effects of different ventilation systems on indoor flow field construction and contaminant removal (Ren et al. 2020; Lv et al. 2021; Ji et al. 2021; Mei et al. 2021; Ren et al. 2022a; Yin et al. 2022). However, the control effect of ventilation systems on walking-induced disturbances has seldom been investigated. Hang et al. (2014) simulated the influence of human walking on contaminant dispersion in a six-bed isolation room. They found that in scenarios in which a person walked or in the absence of human intervention, a ceiling-level exhaust ventilation system controlled airborne particle transmission more effectively than systems with floor-level exhausts. Wu and Lin (2015) studied the influence of human walking under three air-distribution modes in a full-scale chamber: stratum, displacement and mixing ventilation. Their study showed that stratum ventilation had potential for scenarios with frequent movements, although there was no quantitative method for comparing the effectiveness of various ventilation systems in the control of walking-induced disturbances.

In fact, the ventilation system was particularly important for the control of walking-induced disturbances in specific places that require a highly stable indoor environment (cleanrooms, operation rooms, isolation rooms, etc.). In cleanrooms, human walking would increase the risk of microbe-carrying particles diffusion onto the manufactured product (Whyte et al. 2013). Besides, operating rooms would have a great risk in the hygienic environment due to the infection of the surgical site in the hospital (Agirman et al. 2020). The increase in bacteria-carrying particles concentration caused by medical staff walking was an important cause of infection at the surgical site (Liu et al. 2020). Therefore, robustness (Weisberg 2006) needs to be introduced to quantify the effectiveness of a ventilation system in controlling walking-induced disturbances. In this study, the temperature, flow and pollutant field fluctuations caused by human walking under four different ventilation systems were measured in a full-scale chamber. The experimental data was first denoised by fast Fourier transform (FFT) filtering (Daubechies 1992; Bachman et al. 2012) or wavelet noise reduction (Mallat 1989; Daubechies 1992; Bachman et al. 2012; Veer and Agarwal 2015), which have been widely used in compressed images, electrocardiograms, biological cell signals and audio fields (Sifuzzaman et al. 2009; Gothwal et al. 2011; Paskaranandavadivel et al. 2013; John et al. 2020). These application methods have a certain degree of commonality, and they were filtered according to the feature frequency that needed to be extracted. Next, the denoised data was fitted by a Gaussian function (Guo 2011; Wang et al. 2013) to obtain a highly precise result. The walking-induced fluctuations under different ventilation system were then feature-extracted according to the fitted Gaussian function (Wang et al. 2013). Finally, the robustness of different ventilation systems was calculated using the normalized datasets.

In order to address the research gaps described above and provide further information about the robustness of ventilation systems in controlling human walking-induced fluctuations, this study conducted experiments in a full-scale chamber. This investigation was focused mainly on the development of data-processing methods, i.e., the use of FFT filtering, wavelet transform, Gaussian function fitting and robustness analysis. A detailed explanation of the experimental results using the methods described above will be presented in a separate study.

2 Methodology
2.1 Experimental setup

Experiments were conducted in a chamber with dimensions of $6.0 \text{ m} (L) \times 5.9 \text{ m} (W) \times 2.5 \text{ m} (H)$, and the walking-induced temperature, flow and pollutant field fluctuation characteristics were measured. As shown in Figure 1, there were two parallel rows of air inlets/outlets on the two
opposite side walls: one row at a height of 0.7 m above the ground, and the other row at 1.1 m above the ground. The dimensions of each diffuser on the side wall were 0.2 m × 0.2 m. There were also six diffusers on the ceiling with dimensions of 0.5 m × 0.5 m. Detailed information about the chamber can be found in Kong et al. (2021). In the present study, four different types of ventilation systems were evaluated: ceiling supply and side return (CS), ceiling supply and ceiling return (CC), side supply and ceiling return (SC), and side supply and side return (SS). The supply air volume was maintained at 885 m$^3$/h (10 air exchange rate per hour), and the temperature in the chamber was consistent at ±23 °C for all ventilation systems. Three beds were placed in the chamber, and one non-heated dummy model was placed on each bed. The dummy on the left represented the particle generator, and the other two dummies represented the receivers. Prior to each experiment, the floor of the chamber was mopped at least twice to prevent the resuspension of particles from the floor by walking.

The pollutant field measurement was conducted for 70 minutes under each ventilation mode, and the particles were released at a consistent rate by an aerosol generator. The ventilation system was not turned on until 15 minutes after the start of particle release. Measurement of the temperature and flow fields began 25 minutes from the initial release of particles. At the same time, a male volunteer (who is also the author of the paper) with a height of 1.75 m and weight of 60 kg walked in the chamber at a constant speed of approximately 60 steps/min. The volunteer wore personal protective equipment, consisting of a mask, examination gloves and glasses. The walking route is shown in Figure 1. The volunteer walked in the chamber for 5 minutes, repeating the process three times. The interval between walks was 10 minutes. The total sampling time of 70 minutes was determined according to many preliminary experiments to provide enough time for pollutant field to reach a stable state before walking and reconstruct after walking.

2.2 Instruments used in the experiments

An aerosol generator (Model 9302, TSI Inc., St. Paul, MN, USA) was used to generate polydisperse NaCl particles at a flow rate of 6.5 L/min. The particle concentration of the outlet of the generator was kept as 50,000 particles/cm$^3$ throughout the sampling. The outlet was connected to the mouth of the left-hand dummy. T-type thermocouples were used to measure the temperature in the chamber with a frequency of 0.1 Hz. A data-acquisition instrument (Model 34972A, Aglient, Santa Clara, CA, USA) was used to record temperature data. The measurable range was −200 °C to 260 °C, and the accuracy was 0.1 °C. As shown in Figure 2, eight lines of thermocouples were distributed uniformly throughout the chamber. There were 10 thermocouples in each column, at heights of 0.1 m, 0.3 m, 0.5 m, 0.7 m, 0.9 m,
1.1 m, 1.3 m, 1.5 m, 1.7 m and 1.9 m, separately. Nine hot-wire anemometers (Model 440, Testo Inc., Lenzkirch, Germany) were used to measure and record the velocity with a frequency of 0.5 Hz. The anemometers were placed 1.2 m above the ground, along the walking route. The detected wind speed range was 0–5 m/s (at a resolution of 0.01 m/s), and the measurement accuracy was ±0.03 m/s or 4% of the measurement value. The particle number concentration was measured by two particle counters (Aerotrak 9306-V2, TSI, Inc., St. Paul, MN, USA) with a frequency of 0.1 Hz, for particles in the size range of 0.3–10 μm. These two particle counters were placed in the breathing zones of the center and right-hand dummies, 0.7 m above the ground. The reported particle number concentrations were the average values measured by these two particle counters. All the instruments used in the experiments had been pre-calibrated by the manufacturers. In addition, in order to maintain the consistency of the results, inter-comparisons were conducted between instruments of the same type in pre-test calibrations.

2.3 Fast Fourier transform (FFT) filtering

The fast Fourier transform (FFT) was used to process the temperature and air flow field data by means of the following three steps. First, the data was converted into the frequency domain through the FFT; second, the converted data was calculated in the frequency domain using a low-pass filter function (filtering out high-frequency fluctuations and retaining low-frequency effective information); and third, the calculated frequency data was passed through the inverse Fourier transform (IFFT) and converted back to the signal in the time domain. The Fourier transform and its inverse transform are expressed by Eqs. (1) and (2) (Daubechies 1992; Rao et al. 2010):

\[
x(k) = \sum_{n=0}^{N-1} x(n) W_N^{-kn}
\]

\[
x(n) = \sum_{k=0}^{N-1} x(k) W_N^{kn}
\]

The low-pass filter is defined by Eq. (3):

\[
w(f) = \begin{cases} 
1 & f \leq f_c \\
0 & f > f_c 
\end{cases}
\]

where \(k, n = 0, 1, ..., N-1\); \(W_N = e^{i2\pi Nf_c/N}\); \(i\) is the imaginary unit; \(f_c\) is the cutoff frequency; and \(N\) is the number of data points. The FFT filtering process is summarized in Figure 3.

2.4 Wavelet denoising

The particle pollutant field data was first discretized by the discrete wavelet transform, and subsequently decomposed and reconstructed based on wavelet multi-resolution analysis (Zhang 2019). The pollutant field data was decomposed into
approximate coefficients (low-frequency effective information) and detail coefficients (noise mixed with the low-frequency effective information) by the Mallat algorithm (Resnikoff and Wells 1998). In order to reduce the amount of calculation required for processing discrete data, the pollutant field signal was decomposed into a down-sampling mode and reconstructed into an up-sampling mode, with a scale of $2^j$, $j \in \mathbb{Z}$. The approximate coefficients and detail coefficients were calculated by Eqs. (4) and (5) (Ruikar and Doye 2011; Zhao and Cui 2015):

$$A_L(n,j) = \sum_k W(k,j+1)h(k-2n)$$  \hspace{1cm} (4)

$$D_H(n,j) = \sum_k W(k,j+1)g(k-2n)$$  \hspace{1cm} (5)

The wavelet reconstruction process is actually the inverse process of the Mallat algorithm. The reconstruction was carried out by inserting zeros at intervals, as shown in Eq. (6):

$$W(n,j+1) = \sum_k A_L(k,j)h(n-2k) + \sum_k D_H(k,j)g(n-2k)$$  \hspace{1cm} (6)

Here, $A_L$ is the approximate coefficient, $D_H$ is the detail coefficient, $W(k,j+1) = \{X(u),\varphi(u-2^{-j}k), X(u)\}$, $X(u)$ is the original signal, $\varphi$ is the scale function (Daubechies 1992), and $h(n)$ and $g(n)$ are the low-pass filter coefficients and high-pass filter coefficients, respectively (Daubechies 1992; Kumar and Singh 2015), and $j$, $n$, $k \in \mathbb{Z}$. The wavelet denoising process is depicted in Figure 4.

### 2.5 Selection of wavelet function

Unlike the fixed sine function and cosine function of FFT filtering, the basis function of wavelet denoising can be expanded and shifted. At present, there are many kinds of wavelet basis functions from which to choose, and the selection can be based on the following two denoising effect evaluation parameters (Ruikar and Doye 2011; Zhao and Cui 2015; Kumar and Singh 2015; Shemi and Shareena 2016): signal-to-noise ratio (SNR) and mean square error (MSE). These parameters can be calculated by Eqs. (7) and (8).

$$\text{SNR} = 10 \log_{10} \frac{\sum_{i=1}^{N} y_i^2}{\sum_{i=1}^{N} \left( y_i - x_i \right)^2}$$  \hspace{1cm} (7)

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} \left( y_i - x_i \right)^2$$  \hspace{1cm} (8)

In these formulas, $y_i$ represents the original signal, and $x_i$ represents the processed signal. When a larger SNR and smaller MSE were attained, the wavelet basis function performed better. In addition to the wavelet noise reduction, it was necessary to evaluate the smoothness of the denoising result with the use of Eq. (9) (He et al. 2015). Here, the smaller the $r$ value, the better the degree of smoothing.

$$r = \frac{\sum_{i=1}^{N-1} \left| x(i+1) - x(i) \right|^2}{\sum_{i=1}^{N-1} \left| y(i+1) - y(i) \right|^2}$$  \hspace{1cm} (9)

### 2.6 Gaussian function fitting feature extraction

After filtering and denoising of the experimental data, a smooth curve was obtained. The temperature, velocity and pollutant field fluctuations caused by human walking were fitted by multiple Gaussian functions with high precision. Gaussian fitting is based on either one analytical expression or multiple analytical expressions to approximate discrete data for peak fitting and multi-peak fitting (Guo 2011; Fig. 4).
The Gaussian characteristic function is expressed by Eq. (10):
\[
y_i = y_{\text{max}} e^{-\frac{(x_i - x_{\text{max}})^2}{2}}
\]  
(10)

In this formula, \(y_{\text{max}}\) represents the peak of the Gaussian curve; \(x_{\text{max}}\) represents the position of the peak; and \(S\) represents the peak width information. The logarithm of both sides of the above formula was determined and written in the form of a matrix, namely, \(Z_i = b_0 + b_1 x_i + b_2 x_i^2\), \(Z = XB\). According to the principle of least squares (Wang et al. 2013), the generalized least squares solution of the matrix is \(B = (X'X)^{-1}X'Z\). Solving the coefficient matrix \(B\) allowed the Gaussian characteristic function to be solved (Guo 2011). Thus, the eigenvalues \(S_i\) and \(y_{\text{max},i}\) that characterize the disturbance time and the disturbance range were obtained. The eigenvalues of the dimensionless particle concentration scale and the eigenvalues of the dimensionless time scale were then calculated and used to quantitatively analyze the robustness of the ventilation system. The FFT filtering, wavelet denoising and Gaussian function fitting in this study were conducted by Origin 2018 (OriginLab, Northampton, MA, USA).

2.7 Analysis of ventilation system robustness in response to range and time scale fluctuations

The range scale eigenvalue \(y_{\text{max},i}\) represents the disturbance to the indoor field caused by people’s walking, and the time scale eigenvalue \(S_i\) represents the time required for the indoor field to return to its original state when the walking has stopped. Once the disturbance time and range eigenvalues under different ventilation systems were obtained, the robustness of the ventilation systems in response to walking-induced disturbance fluctuations could be determined. The robustness represents the control effectiveness of a ventilation system on the range and time scales. For easier comparison of the robustness of different ventilation systems, the disturbance time and range eigenvalues were dimensionlessly processed and transformed into index evaluation values. At the same time, for a more intuitive analysis of the robustness of the system, a linear dimensionless method was used in this study (Guo 2011). The specific gravity method was used in the dimensionless method to construct robustness indicators on the range and time scales. The evaluation index represents a linear relationship. When exploring a system’s robustness in controlling the pollutant field disturbance, it was necessary to consider the average particle concentration when the system was stable. The analysis of the robustness of ventilation systems in response to temperature and flow field range scale fluctuations is expressed by Eq. (11), and for the pollutant field it is expressed by Eq. (12). The robustness for all three fields in response to time scale fluctuations is uniformly expressed by Eq. (13).

\[
D_{R,i} = 1 - \frac{\text{Avg}_{R,i}(y_{\text{max,1}}, y_{\text{max,2}}, \ldots, y_{\text{max,n}})}{\sum_{k=1}^{n} \text{Avg}_{R,i}(y_{\text{max,1}}, y_{\text{max,2}}, \ldots, y_{\text{max,n}})}
\]  
(11)

\[
D_{R,i} = 1 - \frac{\text{Avg}_{R,i}(y_{\text{max,1}}, y_{\text{max,2}}, \ldots, y_{\text{max,n}})}{2 \sum_{k=1}^{n} \text{Avg}_{R,i}(y_{\text{max,1}}, y_{\text{max,2}}, \ldots, y_{\text{max,n}}) + \text{Avg}_{R,i}(P_1, P_2, \ldots, P_n)}
\]  
(12)

\[
D_T = 1 - \frac{\text{Avg}_{T}(S_1, S_2, \ldots, S_n)}{\sum_{k=1}^{n} \text{Avg}_{T}(S_1, S_2, \ldots, S_n)}
\]  
(13)

where \(P\) is the baseline of Gaussian fitting, which represents the effectiveness of the ventilation system in removing particulate matter (the calculated range scale value is above this baseline), and \(\text{Avg}_{R,i}\) is the average value of range scale \(y_{\text{max},i}\) and time scale \(S_i\) under different system conditions.

The range scale for \(D_{R,i}\), \(D_{R,2}\), and \(D_T\) was from 0 to 1. The larger the robustness value, the more robust the system, and the better the system could deal with the disturbance caused by human walking. Based on the system robustness evaluation index for the range scale and time scale, it was feasible to explore the impact of human movements on the four different types of ventilation systems under the same environmental conditions. The algorithm and diagram for data noise reduction, interference feature extraction and robustness calculation are summarized in Figure 5.
3 Results

3.1 Noise reduction in temperature and flow fields

Figure 6 presents one example of the field data measured under the ceiling supply and ceiling return ventilation system. In this study, we focused on the selection of noise reduction and feature extraction methods for the fluctuation. FFT was used to convert the temperature and flow field signals shown in Figures 6(a) and (b) to the frequency domain spectrum shown in Figure 7. In the latter figure, the distribution of low-frequency high-amplitude signals and high-frequency low-amplitude signals can be clearly observed. The high-frequency low-amplitude signals were noise and needed to be filtered. The low-frequency and high-amplitude signals contained useful information about temperature and flow field fluctuation caused by human walking, and needed to be extracted (He et al. 2015).

It can be seen in Figures 6 and 7 that the existence of a large amount of high-frequency noise would directly affect the results of the quantitative analysis of flow disturbance. A good filter effect can be achieved by selecting an appropriate cut-off frequency in the high-amplitude region. With the walking frequency as a reference, the cut-off frequency for the temperature field was set as 0.004 Hz, and that for the flow field was set as 0.005 Hz. The temperature and flow fields after noise reduction are shown in Figure 8. The selection of cut-off frequency is very important for the

---

Fig. 6 The measured (a) temperature, (b) flow and (c) pollutant fields under ceiling supply and ceiling return ventilation systems

Fig. 7 Spectrums of (a) temperature and (b) flow field signal

Fig. 8 (a) Temperature and (b) flow field after noise reduction
denoising effect, and will be further discussed in the following section.

3.2 Noise reduction in pollutant field

Wavelet denoising was used to process the non-periodic pollutant field as shown in Figure 6(c). As described above, the wavelet basis function is fundamental to the wavelet denoising process. In this study, the DB5 wavelet function (Ngui et al. 2013) was selected as the basis function. The reason for this selection will be provided in the following section. In accordance with the low-pass filter coefficient $h(n)$ and high-pass filter coefficient $g(n)$ obtained by the Daubechies wavelet, the pollutant field signal was decomposed into an approximate coefficient and detail coefficient based on the Mallat algorithm (Resnikoff and Wells 1998). The approximate coefficient corresponds to large-scale and low-frequency pollutant field signals, and the detail coefficient corresponds to small-scale and high-frequency pollutant field signals. The threshold was applied to the detail coefficient to reconstruct the pollutant field signal.

By means of the wavelet transform, the original data was down-sampled and decomposed. Each sampling divided the pollutant field signal into a low-frequency part and a relatively high-frequency part. In this study, the pollutant field signal was decomposed four times to obtain a set of approximate coefficients and group detail coefficients, as shown in Figure 9. Next, based on the decomposed detail coefficients and a custom threshold value of 55.5% for each level, the detail coefficients with low coefficient values were filtered.

The wavelet reconstruction process is the inverse process of the Mallat algorithm (Resnikoff and Wells 1998). Therefore, the wavelet reconstruction is an up-sampling process, and the original signal is reconstructed by interpolation of zero-value points, as shown in Figure 10. A comparison of the pollutant signals in Figure 6(c) and Figure 10 indicates that the pollutant field that was reconstructed by wavelet de-noising retained its local characteristics with good noise-reduction effect.

3.3 Disturbance feature extraction

After the above FFT and wavelet denoising, smooth curves for temperature, flow and pollutant field signals were attained, as shown in Figure 11. The curves were fitted by a Gaussian function (Guo 2011; Wang et al. 2013), and the analytical expressions were subsequently obtained. The analytical formula fitted by the Gaussian function was then used to calculate the disturbance time $S$, and the disturbance

Fig. 9 (a) First-order detail coefficient, (b) second-order detail coefficient, (c) third-order detail coefficient, and (d) fourth-order detail coefficient for wavelet denoising
range $y_{max,i}$. The corresponding characteristic values for field signals in Figure 11 were calculated and are provided in Table 1.

### 3.4 Analysis of ventilation system robustness

Figure 12 displays the Gaussian fitting curves for the temperature, flow and pollution field averages in the breathing zones of the center and right-hand dummies under different ventilation systems. Even though the air exchange rate of the ventilation system was identical, and the human walking parameters consistent, under the different systems, significant differences were observed in the walking-induced fluctuations in the temperature, field and pollutant fields. The range scale and time scale robustness were calculated by Eqs. (11)–(13) and are summarized in Table 2.

For the temperature field, the range scale and time scale robustness values for CS were the smallest, while similar values were found for CC, SC and SS. There are two possible reasons for this: first, multiple ventilation systems performed well in indoor temperature control; and second, one person’s heat loss was relatively small, and the human walking had limited effect on the overall indoor temperature field. For the flow field, when the ventilation system was not operating, the disturbance caused by walking was much larger than it was when the system was operating, as depicted in Figure 12. Furthermore, as shown in Table 2, the use of the ventilation system could increase the range scale robustness value by 19.7%–39.4% compared with the value when the ventilation system was off. The largest range scale robustness value was achieved by the SS system, and it was 16.5% higher than the

---

**Table 1** Summary of the range and time characteristic values

| Field type | Walking scenario | Range scale, $y_{max,i}$ | Time scale, $2S_i$ |
|------------|------------------|--------------------------|-------------------|
| Temperature | 1st walk         | 0.31 °C                  | 14.2 min          |
|            | 2nd walk         | 0.35 °C                  | 14.2 min          |
|            | 3rd walk         | 0.34 °C                  | 11.4 min          |
| Flow       | 1st walk         | 0.10 m/s                 | 8.4 min           |
|            | 2nd walk         | 0.09 m/s                 | 10.0 min          |
|            | 3rd walk         | 0.09 m/s                 | 9.5 min           |
| Pollutant  | 1st walk         | 9.30E+04 particles/cm³   | 7.3 min           |
|            | 2nd walk         | 1.01E+05 particles/cm³   | 7.9 min           |
|            | 3rd walk         | 9.46E+04 particles/cm³   | 9.3 min           |
smallest value. However, the time scale robustness values under different conditions were similar. Thus, the ventilation system performed well in controlling the disturbance range, but might have a very limited effect in controlling the disturbance time. For the pollutant field, when the ventilation system was off, the particle concentration in the chamber increased consistently, possibly due to the operation of the particle generator. The particle concentrations under different ventilation systems were much lower than those observed in the absence of ventilation. The use of the ventilation system increased the range scale robustness value by 10.0%–38.8% compared with the value when the ventilation system was off. The largest range scale robustness value was also achieved by the SS system, and it was 25.7% higher than the lowest value. As with the temperature field, the ventilation system had a very limited effect in controlling the disturbance time for the pollutant field. Kong et al. (2021) studied the effectiveness of different ventilation systems in the control of fine particles in the same chamber. They found that a side supply and side return ventilation system performed the best in controlling personal exposure to particles. The present study demonstrated that this type of ventilation system not only reduces particle exposure but can also control the concentration fluctuation, which has a significant impact on indoor air quality control.

Besides, the flow field of the SS system achieved high robustness, while the pollutant field also achieved high robustness. It was not surprising to find these results. Many studies indicated that flow field play an important role to reduce the diffusion of particles (Liu et al. 2020; Lv et al. 2021; Massarotti et al. 2021). However, the robustness of the flow field could not completely determine the distribution of particles. Such as the CS, CC and SC systems, their robustness (0.79–0.81) of the flow field were similar, but their robustness of the pollutant field have certain difference (0.74–0.86). One possible reason was the different particle filtration efficiency between the ventilation systems (Agirman et al. 2020; Kong et al. 2021). Therefore, according to our
sampling results, particle filtration efficiency and stable flow field were essential conditions for high robustness of ventilation systems, such as SS system.

4 Discussion

4.1 Analysis of filtering feasibility

If there were stable or non-stationary and irregular high-frequency fluctuations in the measured data, the analysis of effective signal components would be strongly affected. The principle of FFT and wavelet analysis is to transform the signal into the frequency domain for analysis, and modify the signal components as the superposition of a series of basis functions (Daubechies 1992).

The experiments in this study demonstrated that FFT filtering and wavelet noise reduction can extract signal features of different frequencies reliably and accurately according to the characteristics of sampling frequency and data fluctuations. Different filters can be used to extract different signal features. For instance, a low-pass filter for FFT was applied in this study to extract low-frequency signals. In addition to the low-pass filter, there are also a high-pass filter (to extract high-frequency signals) and a band-pass filter (a filter that can set the lower and upper limits of the frequency). According to the needs of a given situation, different filters can be used to analyze the experimental data. For feature extraction, wavelet noise reduction is equipped with both a low-pass filter and a high-pass filter for multi-resolution analysis. Therefore, according to the sampling frequency characteristics of the effective information, different filters can effectively extract different signal characteristics.

4.2 Selection of FFT filtering or wavelet transform

The wavelet transform is an analysis method that is based on the Fourier transform, and it takes optimization into consideration. According to results obtained by Sifuzzaman et al. (2009) the wavelet transform performs better than the Fourier transform. The wavelet transform is an existing detail-based method with a shorter response time, making it more suitable for high-precision online verification (Sifuzzaman et al. 2009; Gothwal et al. 2011). The basis function used by FFT filtering is an infinite loop, and there is no area limitation, whereas the wavelet function used by wavelet noise reduction is limited. Therefore, FFT filtering is overall filtering, while wavelet noise reduction can capture the time domain information. As shown in the frequency spectrum of Figure 7, when the cutoff frequency is determined, the low-pass filter of FFT filters all parts higher than the cutoff frequency, which inevitably leads to signal distortion. The wavelet basis function is defined in a limited interval, and multi-scale analysis can be performed at the same time. Therefore, while filtering the noise below the cut-off frequency, it retains some essential details and increases the accuracy of the filtering.

As shown in Figure 13, FFT filtering and wavelet denoising were used to denoise the pollutant field with no obvious periodicity or local mutations. According to the Nyquist sampling law (Daubechies 1992; Liu and Han 2018), the number of decomposition layers of wavelet denoising is 4, and the cutoff frequency of FFT filtering is between 0.003 Hz and 0.0048 Hz. When the cutoff frequency is 0.004 Hz, the pollutant field will be distorted. When the cutoff frequency is increased to 0.008 Hz, not only is the accuracy not as high as with wavelet noise reduction, but excess noise is also observed. This is because the use of FFT in converting the signal to the frequency domain is not based on information in the time domain, and cannot accurately locate and reduce the noise of the local mutations. Therefore, the accuracy of the reconstruction is also affected. When the wavelet multi-discrimination analysis is used to denoise the pollutant field signal, the wavelet function can

Fig. 13 Pollutant field after noise reduction: (a) DB5, 4-layer decomposition, custom threshold: 55.5%; (b) FFT, cut off frequency: 0.008 Hz; (c) FFT, cut off frequency: 0.004 Hz
be stretched and shifted, and therefore the local mutation information is captured and the high-precision reconstruction is carried out with less noise.

As shown in Figure 14, for the temperature field, although some information is lost with the use of the FFT filter, the range scale feature quantity and the time scale feature quality are extracted with very limited effect. The approximate periodic temperature field and flow field also conform to the periodic nature of the FFT filtering basis functions, the sine and cosine functions. Therefore, the cutoff frequency can be set directly for FFT filtering. When the wavelet function is used to process the signal, then the wavelet function, the number of decomposition layers and the threshold are not selected at once, and the complexity of the signal must be adjusted. The calculation process for the wavelet function was found to be more cumbersome. This study needed to further extract the characteristic quantities on the time scale and concentration range scale. Therefore, when processing the pollutant field signal, it is necessary to use wavelet analysis for high-precision reconstruction to accurately calculate the exposure. For the temperature and flow fields, it is necessary only to extract the feature quantities on the time scale and the range scale. Therefore, in this study, the temperature field and flow field were filtered by FFT, and the pollutant field was processed by wavelet noise reduction.

4.3 Selection of FFT filter cut-off frequency

The cut-off frequency of the FFT filter needs to meet the Nyquist sampling law (Daubechies 1992; Liu and Han 2018); that is, the sampling frequency of the signal must be more than twice the highest frequency. The relationship between the sampling frequency and the highest frequency of the signal characteristics is shown in Figure 15. In order to fully recover the low-frequency signal of people’s walking, at least 7 sampling points are required, and the highest frequency should not be less than 0.0015 Hz. In fact, in order to retain more details to improve the accuracy of signal reconstruction, the frequency of actual sampling is generally 2.56–4 times the highest frequency (Wu and Hua 2014). To obtain more details, the cutoff frequency should be higher than 2.56–4 times the highest frequency of the characteristic signal of people’s walking. In Figures 15(b) and (c), the denoising effect and accuracy for two different cut-off frequencies in this range are compared. When the cut-off frequency is lower than or equal to 0.001 Hz, serious distortion will occur. In comparison, if the cut-off frequency is higher than or equal to 0.005 Hz, noise will start to appear. Therefore, the cut-off frequency should be higher than 0.001 Hz and lower than 0.005 Hz. In this study, the temperature field was denoised by the FFT filter with a cut-off frequency of 0.004 Hz, and similarly, the cut-off

![Fig. 14](image1.png) Comparison of FFT filtering and wavelet denoising for (a) temperature field and (b) flow field

![Fig. 15](image2.png) (a) The relationship between the largest frequency of the temperature field and the sampling frequency; (b) temperature field after noise reduction (FFT, cut-off frequency: 0.001 Hz); (c) temperature field after noise reduction (FFT, cut-off frequency: 0.005 Hz)
frequency for the flow field was set as 0.005 Hz. This difference was caused by the fact that the sampling frequency for the flow field was higher than for the temperature field. The cut-off frequency for FFT denoising can be adjusted according to the above method if a different human walking frequency or sampling frequency was reported in other studies.

4.4 Selection of wavelet function

The selection of the wavelet function is related to the shape of the original signal. The more similar the shape of the wavelet function is to the original, the better the accuracy (Ruikar and Doye 2011). The selection of wavelet function can evaluate the denoising effect basing on the calculated values of SNR and MSE. A larger SNR and smaller MSE indicate better denoising effects (Sifuzzaman et al. 2009; Gothwal et al. 2011; Guo 2011; Shemi and Shareena 2016). Because the noise reduction effect is influenced by the number of decomposition layers and thresholds, 4 levels of decomposition were used in this study, and the custom threshold was set at 100%. The optimal wavelet function was then selected on the basis of the calculated SNR and MSE values, as shown in Table 3. Once the wavelet function was determined, the number of decomposition levels and the threshold could be selected.

According to Table 3, the DB2 wavelet could be selected to denoise the pollutant field, due to its large SNR and small MSE. However, the smoothness and accuracy of the resulting curve are not as good as those obtained by DB5 wavelet denoising, as shown in Figure 16.

Therefore, the use of SNR and MSE in evaluating the noise reduction effect is not all-encompassing. It is true that the smaller the MSE value, the closer the signal after noise reduction is to the original signal. However, if the signal is not denoised, or if the residual noise in the signal is closer to the original signal, the value of MSE will also be small. Therefore, the smoothness of the denoising result should also be taken into consideration (He et al. 2015). The selection of wavelet function is comprehensively considered by integrating SNR, MSE and smoothness $r$, as shown in Table 3. Compared with other wavelet functions, the DB5 wavelet function (Deng and Jiang 2012) has better comprehensive performance and high fitting accuracy.

| Wavelet function | SNR   | MSE    | $r$    |
|------------------|-------|--------|--------|
| DB2              | 93.6  | 2037   | 22294  |
| DB3              | 67.3  | 153242 | 23964  |
| DB4              | 74.4  | 63176  | 42098  |
| DB5              | 77.5  | 7153   | 13894  |
| DB6              | 69.8  | 237467 | 19040  |
| DB7              | 71.4  | 44367  | 15890  |
| DB8              | 80.4  | 35211  | 10075  |
| DB9              | 73.3  | 243030 | 21013  |
| DB10             | 58.3  | 31460  | 13769  |
| Bior3.1          | 65.7  | 170187 | 39139  |
| Bior3.3          | 66.2  | 116973 | 9942   |
| Bior3.5          | 66.2  | 43     | 15026  |
| Bior3.7          | 67.1  | 580    | 14884  |

Table 3 SNR, MSE and $r$ values for different wavelet functions

The selection of thresholds also affects the wavelet denoising results. Currently, three types of thresholds are widely used: a hard threshold, a soft threshold and a custom threshold (Sifuzzaman et al. 2009; Shemi and Shareena 2016). All of these threshold types have advantages and disadvantages. The signal after soft-threshold processing will not produce additional oscillation, and the smoothness is better than with the hard threshold. In comparison, the signal after the hard-threshold processing is closer to the original signal, and it is better than the soft-threshold method in the sense of smaller mean square error. However, once the hard threshold or soft threshold is selected, there
is no way to change it, and the flexibility is low when processing large amounts of data. Therefore, this study used a custom threshold, which can be adjusted freely when the denoising effect is not good. A custom threshold provides more flexibility than a fixed threshold.

As discussed above, this study selected the DB5 wavelet to decompose the pollutant field in four layers, and the denoising effect was good when the custom threshold was above 55.5% per level. As shown in Figures 17(b) and (c), when the three-layer decomposition was performed with a threshold of 55.5% for each level, there was obvious noise residue, and the fitting accuracy was not high. Although there was no noise during the fifth-order decomposition, there was considerable signal distortion. Therefore, a four-layer decomposition similar to the frequency of the characteristic signal of people’s walking was ultimately chosen.

Finally, the temperature, flow and pollutant field after noise reduction were fitted with high precision through Gaussian function fitting deviated from the actual situation. If a large noise residue appeared, as shown in Figure 17(b), it would lead to the fact that the Gaussian function would not be able to accurately identify the location of the wave peaks and eventually lead to failure of the fitting. According to Nyquist sampling law and wavelet basis function selection method, these two situations should be avoided, so as to ensure the accuracy of Gaussian fitting results.

5 Conclusion

In this study, the method for quantitatively calculating the robustness of a ventilation system in response temperature, flow and pollutant field fluctuations was developed. The original experimental data was first denoised by FFT filtering or wavelet transform; was then fitted using a Gaussian function; the range and time disturbance feature was subsequently extracted; and finally the robustness was calculated by means of the developed dimensionless equations.

For the temperature field, the range scale and time scale robustness values for the CS system were the lowest, while the values measured for the CC, SC and SS systems were
similar. For the flow field, the operation of the ventilation system increased the range scale robustness by 19.7%–39.4%. The largest range scale robustness value was achieved by the SS system, and it was 16.5% higher than that exhibited by the worst ventilation case. For the pollutant field, the ventilation system increased the range scale robustness by 10.0%–38.8%. The largest range scale robustness value was achieved by the SS system and was 25.7% higher than the smallest value. However, all the ventilation systems had a very limited effect in controlling the disturbance time for the flow field and pollutant fields.

The selection methods for FFT filtering and wavelet transform, FFT filter cut-off frequency, wavelet function, decomposition layers and threshold for wavelet denoising were also discussed. The calculation methods can be adjusted correspondingly if the human walking frequency or sampling frequency differs from that in other studies.
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