Analysis of the quantum-classical Liouville equation in the mapping basis
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The quantum-classical Liouville equation provides a description of the dynamics of a quantum subsystem coupled to a classical environment. Representing this equation in the mapping basis leads to a continuous description of discrete quantum states of the subsystem and may provide an alternate route to the construction of simulation schemes. In the mapping basis the quantum-classical Liouville equation consists of a Poisson bracket contribution and a more complex term. By transforming the evolution equation, term-by-term, back to the subsystem basis, the complex term (excess coupling term) is identified as being due to a fraction of the back reaction of the quantum subsystem on its environment. A simple approximation to quantum-classical Liouville dynamics in the mapping basis is obtained by retaining only the Poisson bracket contribution. This approximate mapping form of the quantum-classical Liouville equation can be simulated easily by Newtonian trajectories. We provide an analysis of the effects of neglecting the presence of the excess coupling term on the expectation values of various types of observables. Calculations are carried out on nonadiabatic population and quantum coherence dynamics for curve crossing models. For these observables, the effects of the excess coupling term enter indirectly in the computation and good estimates are obtained with the simplified propagation.

I. INTRODUCTION

The construction of algorithms for simulating the quantum dynamics of an arbitrary many-body system is a long standing problem. Since the computational cost of a quantum simulation scales exponentially with the system size, a full quantum calculation is impractical except for small systems. This fact has prompted the construction of a variety of approximate methods for the simulation of quantum dynamics. One class of approximate schemes singles out a portion of the system for a full quantum treatment while its environment—the rest of the system—is treated classically. A number of such mixed quantum-classical schemes have been proposed and references to this literature can be found in reviews on this topic.2

We focus on one scheme of this type based on the quantum-classical Liouville equation (QCLE),

\[
\frac{\partial}{\partial t} \hat{\rho}_W(X, t) = -\frac{i}{\hbar} [\hat{H}_W, \hat{\rho}_W(t)] + \frac{1}{2} \{ (\hat{H}_W, \hat{\rho}_W(t)) - \{\hat{\rho}_W(t), \hat{H}_W\}\},
\]

where [·, ·] is the commutator and {·, ·} is the Poisson bracket. Here \( X = (X_1, X_2, \ldots, X_{N_e}) = (R, P) \) = \((R_1, R_2, \ldots, R_{N_e}, P_1, P_2, \ldots, P_{N_e})\) are the positions and momenta of the \( 2N_e \) environmental degrees of freedom and the index \( W \) stands for a partial Wigner transform over the environmental degrees of freedom, so that the density matrix, \( \hat{\rho}_W(X) \), and Hamiltonian, \( \hat{H}_W(X) \), are operators in the Hilbert space of the subsystem while functions of the phase space variables for the bath degrees of freedom. (The dependence on the phase space coordinates will be omitted when confusion is unlikely to arise.) The nature of QCL dynamics and the statistical mechanics of systems following this dynamics have been described. For a review with references to the literature on this topic, see Ref. [5].

While the QCLE has a number of attractive features and has been shown to provide an accurate description of the dynamics in many instances, it is difficult to solve. A direct numerical integration of Eq. (1) requires very fine spatial grids and can be used for the study of small systems. The QCLE can be cast in any basis which spans the Hilbert space of the quantum subsystem. When written in the quantum subsystem basis, the QCLE can be solved using a trajectory-based algorithm where trajectories are not independent of one another. Representation of QCLE in the adiabatic basis gives a more intuitive picture in terms of classical trajectories moving on single or mean Born-Oppenheimer surfaces. Also, diagonalizing the Hellman-Feynman force derived from the Born-Oppenheimer potential leads to the force basis which yields yet a different route to simulation of the QCLE.

Another representation of QCL dynamics is in terms of the mapping basis. This basis, which provides a description of a discrete quantum system in continuous variables, has been used in a number of different applications to quantum dynamical problems. When the QCLE is expressed in this basis one obtains an evolution equation where the evolution operator consists of a Poisson bracket contribution which can be solved by characteristics, and a more complex term that involves specific correlations of the quantum subsystem and classical environment. Thus far, simulations of the QCLE in the mapping basis have neglected this more complex contribution. In this paper we provide an analysis of the mapping form of the QCLE that elucidates the nature of this neglected term. By transforming the QCLE in the mapping basis back to the subsystem basis, where an interpretation of the physical meaning of the different
the following way. Suppose that there are \( N \) subsystem quantum states \( |\lambda\rangle \), \( \lambda = 1, \ldots, N \). These subsystem states may be mapped onto harmonic oscillator states via the transformation, \( |\lambda\rangle \rightarrow |m_\lambda\rangle = |0_1, \ldots, 1_\lambda, \ldots, 0_N\rangle \), where

\[
|q| m_\lambda = \langle q_1, q_2, \ldots, q_N | 0_1, \ldots, 1_\lambda, \ldots, 0_N \rangle = \phi_0(q_1) \cdots \phi_0(q_{\lambda-1}) \phi_1(q_\lambda) \cdots \phi_0(q_N),
\]

with \( \phi_0 \) and \( \phi_1 \), respectively, being the ground and the first excited state wave functions of a harmonic oscillator.

The creation and annihilation operators on the mapping states, \( \hat{a}_\lambda = (\hat{q}_\lambda + i\hat{p}_\lambda)/\sqrt{2\hbar} \) and \( \hat{a}^\dagger_\lambda = (\hat{q}_\lambda - i\hat{p}_\lambda)/\sqrt{2\hbar} \), are used to define a mapping of operators as

\[
\hat{A} = A^{\lambda\lambda'} |\lambda\rangle \langle \lambda'| \rightarrow \hat{A}_m = A^{\lambda\lambda'} \hat{a}^\dagger_\lambda \hat{a}_\lambda.
\]

For example, the partially Wigner transformed mapping form of the system Hamiltonian is

\[
\hat{H}_m = \frac{P^2}{2M} + V_c(R) + \frac{1}{2\hbar} \hbar^{\lambda\lambda'}(R)(\hat{q}_\lambda \hat{q}_{\lambda'} + \hat{p}_\lambda \hat{p}_{\lambda'} - \hbar \delta_{\lambda\lambda'})
\]

\[
\equiv \frac{P^2}{2M} + V_c(R) + \hat{h}_m(R).
\]

Here we used the expression for the creation and annihilation operators in terms of the coordinates and momenta of the harmonic oscillators, together with the appropriate commutation relationship. Also, \( \hbar^{\lambda\lambda'}(R) = \langle \lambda | \hat{h} | \lambda' \rangle \) with \( \hbar = \hbar_s + \hat{V}_c(\hat{r}, \hat{r}) \) so that, more explicitly,

\[
\hbar^{\lambda\lambda'}(R) = \epsilon_\lambda \delta_{\lambda\lambda'} + V^{\lambda\lambda'}(R).
\]

In writing Eq. (5), we assumed that \( \hbar^{\lambda\lambda'} = \hbar^{\lambda'} \lambda \). Following this prescription, after a further Wigner transformation\( \mathbb{E} \) over the mapping variables,

\[
\rho_m(x, z) = \frac{1}{(2\pi\hbar)^N} \int dz \ e^{ipz/\hbar} e^{-r^2/4\hbar} |\rho_m(X)| e^{-x^2/2\hbar} dx,
\]

where \( x = (x_1, x_2, \ldots, x_N) = (r, p) = (r_1, r_2, \ldots, r_N, p_1, p_2, \ldots, p_N) \), the QCLE takes the form

\[
\frac{\partial}{\partial t} \rho_m(x, t) = -\frac{\hbar^{\lambda\lambda'}}{\hbar} \left( \frac{\partial}{\partial r} \rho_m - \frac{\partial}{\partial p} \rho_m \right) - \frac{1}{2} \left( \frac{\partial}{\partial r} \frac{\partial}{\partial p} \rho_m \right) + \frac{1}{8} \left[ \frac{\partial^2}{\partial r^2} + \frac{\partial^2}{\partial p^2} \right] \rho_m.
\]

Note that the Wigner transform variables \( r, p \) and \( z \) have the same dimension as the number of quantum states, \( N \). The Wigner transform of \( \hat{H}_m \) over mapping variables is

\[
H_m(X, r, p) = \int dz \ e^{i p z / \hbar} \left( \frac{r}{2} \hat{H}_m(r) + \frac{z}{2} \right) = \frac{P^2}{2M} + V_c(R) + \frac{1}{2\hbar} \hbar^{\lambda\lambda'}(r, p) + \hbar \delta_{\lambda\lambda'}
\]

\[
\equiv \frac{P^2}{2M} + V_c(R) + h_m(R).
\]
We can also write the mapping form of the QCLE as
\[
\frac{\partial}{\partial t}\rho_m(X,t) = \{H_m,\rho_m(t)\}_{X,x} \tag{10}
\]  
\[
-\frac{\hbar}{8} \left[ \frac{\partial^2}{\partial R} \left( \frac{\partial^2}{\partial r_\lambda \partial r_\lambda'} + \frac{\partial^2}{\partial p_\lambda \partial p_\lambda'} \right) \cdot \frac{\partial \rho_m(t)}{\partial P} \right].
\]

In Eq. (10), \(\{H_m,\rho_m\}_{X,x}\) denotes a Poisson bracket with respect to both the bath \(X\) and mapping \(x\) variables. Neglecting the last term of the dynamics in Eq. (10) yields a Hamiltonian system of equations which can be easily solved using Newtonian trajectories. The last term has a complex form involving both bath and mapping differential operators which make its interpretation difficult and precludes the implementation of simple algorithms for the simulation of the full mapping form of the QCLE.

III. TRANSFORMING MAPPING DYNAMICS BACK TO THE SUBSYSTEM BASIS

In order to understand the nature of the last term in the mapping QCLE, we shall transform each term in this equation back to the quantum subsystem basis. Naturally, combining all the back-transformed terms, the original subsystem basis equation (Eq. (2)) is recovered; however, the term-by-term transformation highlights how each contribution in the mapping representation of the QCL operator is associated with a specific contribution in the subsystem basis form of the operator. This procedure leads to a simple physical interpretation of the last term in Eq. (10).

We begin by recalling the expression for the Wigner transformed density matrix in the mapping basis. Using the definition of a mapping operator in Eq. (11) and the expression for the Wigner transform of the density operator in Eq. (12), one has
\[
\rho_m(X,x) = \frac{1}{(2\pi \hbar)^N} \int dz e^{ipz/\hbar} \rho_m(X)|r - \frac{z}{2}\rangle \langle r + \frac{z}{2}| \tag{11}
\]
\[
= \frac{1}{(2\pi \hbar)^N} \int dz e^{ipz/\hbar} \rho_W^{\lambda\lambda'}(X)|r - \frac{z}{2}\rangle \langle r + \frac{z}{2}| \tag{12}
\]
\[= \rho_W^{\lambda\lambda'}(X) c_{\lambda\lambda}(x),\]
where
\[c_{\lambda\lambda}(x) = \frac{1}{2\hbar(2\pi \hbar)^N} \times \left[ r_\lambda x_\lambda + i(r_\lambda p_\lambda' - r_\lambda p_\lambda) + p_\lambda p_\lambda' - \hbar \delta_{\lambda\lambda'} \right].\]

Details of the calculation of \(c_{\lambda\lambda}(x)\) are given in the Appendix.

Next, given \(\rho_m(X,x)\) we consider how to recover the expression for \(\rho_W^{\lambda\lambda'}(X)\). The mapping relationship in Eq. (11) ensures that the matrix elements of an operator are the same in the subsystem and mapping bases, thus,
\[\rho_W^{\lambda\lambda'}(X) = \langle \lambda | \rho_m | \lambda' \rangle = \langle m_\lambda | \rho_m | m_{\lambda'} \rangle.\]

Inserting resolutions of the identity in the coordinate representation, the last term in the equality above can be written as
\[\langle m_\lambda | \rho_m | m_{\lambda'} \rangle = \int dy dy' \langle m_\lambda | y | y' \rangle \langle y' | m_{\lambda'} \rangle \tag{14}\]
\[= \int dr dz \langle m_\lambda | r - \frac{z}{2} \rangle \langle r - \frac{z}{2} | \rho_m | r + \frac{z}{2} \rangle \langle r + \frac{z}{2} | m_{\lambda'} \rangle\]

Mean \(r = (y + y')/2\) and difference \(z = y' - y\) coordinates were introduced in the last line to pave the way for the introduction of the Wigner transform of the density operator in the mapping coordinates. The off-diagonal element of the operator in the equation above can in fact be expressed as \(\langle r - \frac{z}{2} | \rho_m | r + \frac{z}{2} \rangle = \int dpe^{-ipz/\hbar} \rho_m(X,x)\) (the inverse transform of the expression in Eq. (11)). Combining this expression with the identity in Eq. (13), we get
\[\rho_W^{\lambda\lambda'}(X) = \int dr dz dp e^{-ipz/\hbar} \rho_m(X,x) \langle m_\lambda | r - \frac{z}{2} \rangle \langle r + \frac{z}{2} | m_{\lambda'} \rangle\]

In the Appendix we show that the integral over \(z\) in the equation above can be performed analytically to obtain
\[\rho_W^{\lambda\lambda'}(X) = \int dx \rho_m(X,x) g_{\lambda\lambda'}(x),\]
where
\[g_{\lambda\lambda'}(x) = \frac{2^{N+1}}{\hbar} e^{-x^2/\hbar} \times \left[ r_\lambda x_\lambda + i(r_\lambda p_\lambda' - r_\lambda p_\lambda) + p_\lambda p_\lambda' - \frac{\hbar}{2} \delta_{\lambda\lambda'} \right].\]

(In the notation of this paper \(x^2 = x \cdot x = r^2 + p^2 = \sum_j (r_j^2 + p_j^2)\). For clarity, in some places we shall use the more expanded forms of this condensed notation.) Relationships analogous to those in Eqs. (11) and (16) hold for the representation of any operator in the two bases, except for the fact that the multiplicative prefactors in Eqs. (12) and (17) are interchanged.

These results can be used to establish the relationship between the mapping and the subsystem bases. To set the stage for our analysis, we multiply each term of Eq. (10) by \(g_{\alpha\alpha'}(x)\) and integrate over the mapping coordinates to obtain
\[\frac{\partial}{\partial t} \rho_W^{\alpha\alpha'}(X,t) = \int dx g_{\alpha\alpha'}(x) \{H_m, \rho_m(t)\}_{X,x}\]
\[-\frac{\hbar}{8} \int dx g_{\alpha\alpha'}(x) \left[ \frac{\hbar}{\partial R} \left( \frac{\partial^2}{\partial r_\lambda \partial r_\lambda'} + \frac{\partial^2}{\partial p_\lambda \partial p_\lambda'} \right) \cdot \frac{\partial}{\partial P} \right] \cdot \rho_m(t).\]

In the expression above, the integrand contains \(\rho_m(X,x,t)\). We can use Eq. (11) to express this quantity in terms of the density matrix in the subsystem basis,
\[ \rho_{W}^{\mu \nu}(t), \text{ to get} \]
\[ \frac{\partial}{\partial t} \rho_{W}^{\alpha \beta}(X, t) = \int dx \ g_{\alpha \beta}(x) \{ H_{m}, \rho_{W}^{\mu \nu}(t) \} \rho_{m}(x), \]
\[ - \frac{\hbar}{i} \int dx \ g_{\alpha \beta}(x) \left[ \frac{\partial \hbar^{\lambda \nu}}{\partial X} \left( \frac{\partial^{2}}{\partial X \partial P} + \frac{\partial^{2}}{\partial P \partial X} \right) \frac{\partial}{\partial P} \right] \times \rho_{W}^{\mu \nu}(t) \rho_{m}(x). \]  
\[ (19) \]

In order to proceed with our analysis, we consider separately the Poisson bracket and second complex terms on the right hand side.

### A. Transformation of the Poisson bracket term

The first contribution in the Poisson bracket, \( \{ H_{m}, \rho_{m}(t) \} \), arising from derivatives with respect to the mapping variables is \(- \hbar^{\lambda \nu} \left( p_{\nu} \frac{\partial}{\partial X} - r_{\nu} \frac{\partial}{\partial P} \right) \rho_{m}(x) \) (see Eq. (18)). Its back transformation is given by
\[ PB1 = \int drdp \ g_{\alpha \beta}(\frac{\hbar^{\lambda \nu}}{\hbar}) \left( p_{\nu} \frac{\partial}{\partial X} - r_{\nu} \frac{\partial}{\partial P} \right) \rho_{W}^{\mu \nu} \rho_{m}. \]  
\[ (20) \]

Direct substitution of the expressions for \( g_{\alpha \beta} \) and \( f_{\mu \nu} \) results in a sum of integrals that can be evaluated analytically (they all are in the form of a polynomial times a Gaussian function) to obtain
\[ PB1 = -i\hbar^{\alpha \beta} \rho_{W}^{\alpha \beta} + i \left( \rho_{W}^{\alpha \beta} V_{\alpha}^{\beta} - V_{\beta}^{\alpha} \rho_{W}^{\alpha \beta} \right) \]  
\[ (21) \]

after substitution of \( h^{\alpha \beta} \) from Eq. (16). This contribution represents the evolution of the quantum subsystem and includes the influence of the environmental degrees of freedom through the coupling potential \( \hat{V} \).

Next, we consider the back transformation of the second contribution in Eq. (13) coming from derivatives with respect to environmental coordinates, \( \left( \frac{\partial H_{m}}{\partial R}, \frac{\partial P}{\partial R} - \frac{P}{M} \frac{\partial}{\partial R} \right) \rho_{m}(t) \). Given the form of \( H_{m} \) in Eq. (14), one can write this contribution as
\[ \frac{\partial H_{m}}{\partial R} \frac{\partial \rho_{m}}{\partial P} - \frac{P}{M} \frac{\partial \rho_{m}}{\partial R} + \frac{\partial V_{e}}{\partial P} \frac{\partial \rho_{m}}{\partial P} - \frac{P}{M} \frac{\partial \rho_{m}}{\partial R} + \frac{\partial h_{m}}{\partial R} \frac{\partial \rho_{m}}{\partial P}. \]  
\[ (22) \]

Because \( \frac{\partial V_{e}}{\partial R} = -F_{e}(R) \) and \( P/M \) are independent of the mapping variables, the back transformation of the first two terms in Eq. (22) is simple:
\[ PB2 = \int drdp \ g_{\alpha \beta} \left( \frac{\partial V_{e}}{\partial R} \frac{\partial \rho_{m}}{\partial P} - \frac{P}{M} \frac{\partial \rho_{m}}{\partial R} \right) \rho_{W}^{\mu \nu} \rho_{m} \]
\[ = -\left( F_{e} \frac{\partial}{\partial P} + \frac{P}{M} \frac{\partial}{\partial R} \right) \rho_{m}. \]  
\[ (23) \]

The last term in Eq. (22), arising from \( \frac{\partial h_{m}}{\partial R} \frac{\partial \rho_{m}}{\partial P} \), gives
\[ PB3 = \int drdp \ g_{\alpha \beta} \frac{1}{2\hbar} \left( r_{\lambda} r_{\mu} + p_{\lambda} p_{\mu} - \hbar \delta_{\lambda \mu} \right) \]
\[ \times \frac{\partial h^{\lambda \nu}}{\partial R} \frac{\partial \rho_{W}^{\mu \nu}}{\partial P} \rho_{m}(x) \]  
\[ (24) \]

This integral too can be performed after substitution of the \( \rho_{m} \) and \( \rho_{W}^{\mu \nu} \) functions to get
\[ PB3 = \frac{1}{2} \left( \frac{\partial V_{e}^{\alpha \alpha}}{\partial R} \frac{\partial \rho_{m}^{\alpha \alpha}}{\partial P} + \frac{\partial V_{e}^{\alpha \alpha}}{\partial P} \frac{\partial \rho_{m}^{\alpha \alpha}}{\partial R} \right) \]
\[ + \frac{1}{4} \frac{\partial V_{e}}{\partial P} \frac{\partial \rho_{m}}{\partial P} \delta_{\alpha \alpha}. \]  
\[ (25) \]

where \( \delta_{\alpha \alpha} \) indicates a trace over the quantum subsystem states.

Combining the results above, we obtain
\[ \int dx \ g_{\alpha \beta}(x) \{ H_{m}, \rho_{m}(t) \} = -i\hat{L}_{\alpha \beta, \mu \nu} \rho_{W}^{\mu \nu}(t) \]
\[ + \frac{1}{4} \frac{\partial V_{e}}{\partial P} \frac{\partial \rho_{m}}{\partial P} \delta_{\alpha \alpha}. \]  
\[ (26) \]

Thus, we find that the back transformation of the Poisson bracket term yields the QCLE operator in the subsystem basis defined in Eq. (2), plus an extra contribution \( \frac{1}{4} \frac{\partial V_{e}}{\partial P} \frac{\partial \rho_{m}}{\partial P} \delta_{\alpha \alpha} \). It is this term that is responsible for any errors in the approximate simulations of the QCLE that include only the Poisson bracket term.

An understanding of the physical meaning of this extra contribution can be obtained from the following considerations: First, we observe that the trace of the partially Wigner transformed density matrix over the quantum subsystem states is just the phase space density of the environment, \( \rho_{B}(X, t) = \text{Tr} \rho_{W}(X, t) \). Taking the trace of Eq. (2) yields,
\[ \frac{\partial}{\partial t} \rho_{B}(X, t) = -\left( F_{e}(R) \frac{\partial}{\partial P} + \frac{P}{M} \frac{\partial}{\partial R} \right) \rho_{B}(t) \]
\[ + \text{Tr} \left( \frac{\partial \hat{V}_{e}}{\partial P} \frac{\partial \rho_{W}(t)}{\partial P} \right), \]  
\[ (27) \]

or, equivalently,
\[ \text{Tr} \left( \frac{\partial \hat{V}_{e}}{\partial P} \frac{\partial \rho_{W}(t)}{\partial P} \right) = \left( \frac{\partial}{\partial t} + F_{e}(R) \frac{\partial}{\partial P} + \frac{P}{M} \frac{\partial}{\partial R} \right) \rho_{B}(t) \]
\[ = \left( \frac{\partial}{\partial t} + iL_{e} \right) \rho_{B}(t), \]  
\[ (28) \]

where \( iL_{e} \) is the classical Liouville operator for the environment in isolation from the quantum subsystem. Consequently, the trace term in Eq. (28) can be interpreted as the time variation of the phase space density of the environment along the flow lines generated by the classical evolution of the environment in isolation from the quantum subsystem. In a system where there is no coupling between the environment and the quantum subsystem, this term is zero by Liouville’s theorem. As a result, a non-zero value of the trace contribution can be interpreted as an effect arising from the back reaction of the quantum subsystem on its environment.

### B. Excess coupling term

To complete the back transformation of the mapping QCLE to the subsystem basis, we must back transform
the complex last term in Eq. (10):
\[-\hbar \frac{1}{8} \int dr dp \gamma_{\alpha \alpha'} \left[ \frac{\partial^2}{\partial r^\lambda \partial r^{\lambda'}} + \frac{\partial^2}{\partial p^\lambda \partial p^{\lambda'}} \right] \cdot \frac{\partial}{\partial P} \left( \frac{\partial}{\partial r^\lambda} \right) \partial \rho_W^{\mu \nu'} \cdot \delta_{\alpha \alpha'} \right] \]
\[= -\frac{1}{4} \text{Tr} \left( \frac{\partial V_c}{\partial R} \cdot \frac{\partial \rho_W^{\mu \nu'}}{\partial P} \right) \delta_{\alpha \alpha'} . \tag{29} \]

Since this result is again proportional to \( \text{Tr} \left( \frac{\partial V_c}{\partial R} \cdot \frac{\partial \rho_W^{\mu \nu'}}{\partial P} \right) \), we call this contribution a excess coupling term.

Inserting these results into Eq. (19), the QCLE in the subsystem basis (Eq. (2)) is obtained as expected. However, from this derivation, we learn that the excess coupling term is equal and opposite in sign to the last term in Eq. (26). As a result, this contribution exactly cancels the analogous term in the back-transformed Poisson bracket expression to yield the desired result.

IV. APPROXIMATE MAPPING QCLE

The results of the previous section can be used to assess the utility of the approximate mapping QCLE where only the Poisson bracket contribution is retained in the Liouville operator. This Poisson bracket mapping equation (PBME) is
\[
\frac{\partial}{\partial t} \rho_m(t) \approx \{H_m, \rho_m(t)\}_{x,x} = -\frac{\hbar}{\hbar} \left( \frac{p^\lambda}{\partial r^\lambda} - \frac{r^\lambda}{\partial p^\lambda} \right) \rho_m(t) + \frac{\partial H_m}{\partial P} \cdot \frac{\partial \rho_m(t)}{\partial P} - \frac{P}{M} \cdot \frac{\partial \rho_m(t)}{\partial R} . \tag{30} \]

It can be solved by characteristics and the resulting set of ordinary differential equations is:
\[
\begin{align*}
\frac{dr_{\lambda}(t)}{dt} & = \frac{1}{\hbar} \frac{p^\lambda}{\partial r^\lambda} (R(t)) p^\lambda(t), \\
\frac{dp_{\lambda}(t)}{dt} & = -\frac{1}{\hbar} \frac{r^\lambda}{\partial p^\lambda} (R(t)) r^\lambda(t), \\
\frac{dR(t)}{dt} & = P(t) - \frac{P}{M} .
\end{align*} \tag{31} \]

Consequently, the simulation of the dynamics described by Eq. (30) is an easy task.

From the results in Sec. IIII it follows that Eq. (30) is equivalent to the following equation in the subsystem basis:
\[
\frac{\partial}{\partial t} \rho_W^{\mu \nu'} (X, t) \approx -i \hat{L}_{\alpha \alpha', \mu \nu'} \rho_W^{\mu \nu'} (t)
\]
\[+ \frac{1}{4} \text{Tr} \left( \frac{\partial V_c}{\partial R} \cdot \frac{\partial \rho_W^{\mu \nu'}}{\partial P} \right) \delta_{\alpha \alpha'} . \tag{32} \]

Because of the presence of the second term on the right side, this form of the equation shows that the back reaction of the quantum subsystem on the dynamics of the environmental degrees of freedom is incorrectly described and the solution by characteristics is only an approximation to full QCL dynamics. Two features should be kept in mind when considering the error incurred in the use of the PBME. First, the effects of the environment on the quantum subsystem are fully accounted for in the Poisson bracket, and the effects of the quantum subsystem on the environment are also included in this term through the first term in PB3 in Eq. (25). Second, note the factor of 1/4 in Eq. (32): the error involves only a portion of the back reaction of the quantum subsystem on the evolution of the environmental density. To the extent that the effects of the excess coupling term are small, simulations employing the PBME for the evolution will provide an accurate description of the dynamics.

The equivalence of Eqs. (32) and (39) suggests a means to gauge the importance of the excess coupling term. Rather than focussing on the excess coupling term itself, it is more convenient to consider its effect on the estimates of expectation values of observables. The expectation value of an arbitrary operator \( \hat{B}_W(X) \) can be written as:
\[
\rho_m(x, x) = \int dX dx B(x, X) \rho_m(x, x) , \tag{33} \]

In the first line of Eq. (33) the expectation value is computed in the subsystem basis, in the second line the time evolution is moved from the density matrix to the operator, while the last line gives the expectation value computed in the mapping basis. The quantities entering in the mapping form of the expectation value are the time dependent observable,
\[
B_m(x, X, t) = (2\hbar)^{-1} B_W^{\lambda \lambda'} (X(t)) \left( r_{\lambda}(t) r_{\lambda'}(t) \right) \tag{34} \]
\[+ p_{\lambda}(t) p_{\lambda'}(t) + i (r_{\lambda}(t) p_{\lambda'}(t) - p_{\lambda}(t) r_{\lambda'}(t)) - \hbar \delta_{\lambda \lambda'} , \]

and the initial density \( \rho_m(x, x) = \int dx' f(x, x') \rho_m(x', X) \) with
\[
f(x, x') = \frac{1}{(2\pi \hbar)^N} \int dxdz^\prime (m_{\lambda} | r - \frac{z^\prime}{2} (r + \frac{z^\prime}{2}) m_{\lambda} ) \times \langle m_{\lambda} | r' - \frac{z^\prime}{2} (r' + \frac{z^\prime}{2}) m_{\lambda} \rangle e^{-i(r \cdot p + p' \cdot z')/\hbar} . \tag{35} \]

The integrals involved in the definition of the function \( f(x, x') \) in Eq. (35) can be performed analytically. For a two-level system the result is
\[
f(x, x') = \frac{8}{\pi^2 \hbar} \left[ 2(r \cdot r' + p \cdot p')^2 + 2 (r \cdot p' - r' \cdot p)^2 - \hbar (x^2 + x'^2) + \hbar^2 \right] e^{-i(x^2 + x'^2)/\hbar} , \]
where \( r \cdot r' = r_1 r'_1 + r_2 r'_2 \), with similar expressions for other scalar products. Thus, these formulas allow one to use either the mapping or subsystem bases to compute the expectation values of any observable.

While Eq. (33), along with Eqs. (34) and (31), provide a simple means to compute the expectation value of an operator using the PBME, it is convenient to consider the computation of the general operator \( \hat{B}_W(X) \) using the PBME written in the subsystem basis in order to gain further insight into the effects of the excess coupling term on such average values. Taking the time derivative of Eq. (33) and using Eq. (32) we find

\[
\frac{d\rho_W(t)}{dt} = -i \int dX B_W^\alpha(X) \hat{L}_{\alpha',\mu\nu'} \rho_W^{\mu\nu'}(t) \tag{36}
\]

where, as usual, the Einstein summation convention is used. In the last line of this equation an integration by parts with respect to \( P \) was performed so that the momentum derivative of the density matrix no longer appears. Therefore, the effect of the excess coupling term on the evolution of the expectation value of \( \hat{B}_W(X) \) can be estimated by computing the average values on the right side of this equation and determining their relative magnitudes.

If the initial value of the operator \( \hat{B}_W(X) \) is a function of the configuration space coordinates, or independent of environmental phase space coordinates, then the last excess coupling term in Eq. (33) will vanish because the momentum derivative is zero, and for this case we have

\[
\frac{d\rho_W(t)}{dt} = -i \int dX B_W^\alpha(X) \hat{L}_{\alpha',\mu\nu'} \rho_W^{\mu\nu'}(t). \tag{37}
\]

For such observables the excess coupling term will enter the computation of the average value indirectly through the density matrix on the right side. This can be seen by writing the formal solution of Eq. (32) as

\[
\rho_W^{\alpha\nu'}(t) = \left( e^{-i\hat{L}_t} \right)_{\alpha',\nu'} \rho_W^{\alpha\nu'}(0) + \int_0^t dt' \left( e^{-i\hat{L}(t-t')} \right)_{\alpha',\nu'} \frac{1}{4} \frac{\partial V_{\mu\nu'}}{\partial R} \frac{\partial \rho_W^{\mu\nu'}(t)}{\partial P} \delta_{\mu\nu'}. \tag{38}
\]

and inserting the result on the right of Eq. (37). The evaluation of this higher order correction is difficult because of the convolution in the above equation. In particular these considerations apply to the computation of important observables such as the quantum subsystem populations and quantum coherence, since the initial values of these observables are independent of the phase space coordinates.

If instead the observable is a function \( G(P) \) of the environmental momenta, then the excess coupling term enters the computation of the time rate of change of its expectation value directly. Consider the expectation value of \( B_W^\alpha(X) = G(P) \delta_{\alpha\alpha'} \),

\[
\overline{G(t)} = \sum_\alpha \int dX G(P) \rho_W^{\alpha\alpha'}(X,t). \tag{39}
\]

If we compute the time derivative of this quantity using Eq. (36) we obtain,

\[
\frac{d\overline{G}(t)}{dt} = \frac{1}{4} \int dX \frac{\partial G(P)}{\partial P} \cdot F^{\alpha\alpha'}(X,t) + \frac{N}{4} \int dX \frac{\partial G(P)}{\partial P} \cdot F_{\alpha'\alpha}^{\alpha\alpha'}(X,t), \tag{40}
\]

where \( F^{\alpha\alpha'} = -\frac{\partial (V_\alpha(R) + V_{\alpha'}(R))}{\partial R} \) is the total force on the environment and \( F_{\alpha'\alpha}^{\alpha\alpha'} = -\frac{\partial V_{\alpha'}(R)}{\partial R} \) is the force contribution arising from the quantum subsystem-environment coupling. The first contribution on the right side of Eq. (40) is obtained from the explicit computation of \(-i \int dX G(P) \delta_{\alpha\alpha'} \hat{L}_{\alpha',\mu\nu'} \rho_W^{\mu\nu'}(t)\), while the second contribution comes from the evaluation of \( \frac{1}{4} \int dX G(P) \delta_{\alpha\alpha'} \text{Tr} \left( \frac{\partial V_{\mu\nu'}}{\partial R} \cdot \frac{\partial \rho_W^{\mu\nu'}(t)}{\partial P} \right) \delta_{\mu\nu'} \). These formulas provide an indication of how the time evolution of the environmental momenta are influenced by the excess coupling term. In particular, if the coupling is weak or if the environment is large and only a portion of the environment is directly coupled to the quantum subsystem, the total force on the environment will dominate the coupling force and this effect will be small.

V. CURVE CROSSING MODELS

In this section we consider the simulation of quantum-classical Liouville dynamics in the mapping basis for two curve crossing models studied earlier by Tully. In particular we carry out simulations using the PBME and compare the results with numerically exact quantum dynamics using a discrete Fourier transformation method for these systems. Previous studies of the spin-boson model showed that the PBME yields results which are in excellent agreement with the numerically exact quantum simulations for the entire range of system parameters that were studied. In the spin-boson model, the coupling between the environment and the quantum subsystem is linear in the environmental coordinates and is non-zero for all values of this quantity. The curve crossing models studied here provide a further test of the PBME for a situation where the coupling among the different degrees of freedom is nonlinear in the environmental coordinates and is localized in the configuration space of the environment.
A: Simple avoided crossing

The simple two-state avoided crossing is defined by the following Hamiltonian matrix in the diabatic basis\(^{46}\).

\[
\mathbf{h} = \begin{pmatrix}
A[1 - e^{-B|R|}] & \frac{R}{|R|} Ce^{-DR^2} \\
Ce^{-DR^2} & -A[1 - e^{-B|R|}] \frac{R}{|R|}
\end{pmatrix}.
\]

(41)

The corresponding total Hamiltonian in the mapping basis is

\[
H_m = \frac{P^2}{2M} + \frac{1}{2\hbar} A[1 - e^{-B|R|}] \frac{R}{|R|} (r_1^2 + p_1^2 - r_2^2 - p_2^2) + \frac{C}{\hbar} e^{-DR^2} (r_1 r_2 + p_1 p_2).
\]

(42)

The diagonal elements of the Hamiltonian in the diabatic basis and the adiabatic energies for this model are sketched in Fig. 1. Our simulations are carried out using atomic units (a.u.) and the parameters in these units are taken to be \(A = 0.01\), \(B = 1.6\), \(C = 0.005\) and \(D = 1.0\).

We assume that the initial density matrix is uncorrelated and can be factored in to a product of subsystem and environmental contributions, i.e., \(\hat{\rho}_m(X, x) = \hat{\rho}_s(x) \rho_e(X)\), where \(\hat{\rho}_s(x)\) is the subsystem density matrix in the mapping basis and \(\rho_e(X)\) is the distribution function for the environment. The density \(\rho_e(X)\) is chosen to be the Wigner transform of a Gaussian wave packet centered at \(R_0\) with momentum \(P_0\):

\[
\rho_e(X) = \frac{\sigma}{\sqrt{\pi} \hbar} e^{-\left(P-P_0\right)^2 \sigma^2 / \hbar^2} \frac{1}{\sqrt{\pi \sigma}} e^{-\left(R-R_0\right)^2 / \sigma^2}.
\]

(43)

The corresponding numerically exact quantum results are indicated by open squares for state 1 and open circles for state 2. The exact results are connected with lines as a guide for the eye.

The time evolution of the real and imaginary parts of \(\rho_s^\alpha(t)\) is displayed in Fig. 2. These results for the quantum coherence are also in good agreement with the numerically exact full quantum simulations. The comparisons shown in these figures test two effects at the same time: the validity of the QCLE and its approximation by the PBME. Recall that from the considerations in Sec. NW the effects of the excess coupling term enter the populations and quantum coherence only as higher order contributions.

For the simple avoided crossing (and the dual avoided crossing considered below), \(V_c(R) = 0\) so that \(F^{\alpha\alpha'} = F^{\alpha\alpha'}\) and the two integrals on the right of Eq. (II) are equal, and the two contributions differ only in their prefactors. For this two-level model \(N = 2\) and the PBME prediction for the time rate of change of \(G(t)\) is \(3/2\) that of QCL dynamics. This is a severe test of the approximation since \(V_c(R) = 0\) for this model. Thus, there is
a substantial influence on the environmental momenta but, as noted above, these enter only in higher order corrections to the quantum subsystem populations and coherences, contributing to the good agreement with the exact results seen in the figures.

**B: Dual avoided crossing**

The dual avoided crossing model provides a further test of the theory. The Hamiltonian matrix in the diabatic basis takes the form:

\[
\mathbf{h} = \begin{pmatrix} 0 & C e^{-D R^2} \\
C e^{-D R^2} & -A e^{-B R^2} + E_0 \end{pmatrix},
\]

resulting in the mapping Hamiltonian:

\[
H_m = \frac{p^2}{2M} + \frac{1}{2\hbar} ( -A e^{-B R^2} + E_0 ) (p_2^2 + p_1^2 - 1) + \frac{C}{\hbar} e^{-D R^2} (r_1 p_2 + p_1 r_2).
\]  

The system parameters were taken to be \(A = 0.10, B = 0.28, C = 0.015, E_0 = 0.05\) and \(D = 0.06\), again in atomic units. The initial conditions have the same form as for the simple avoided crossing, with \(R_0 = -10\). The diagonal matrix elements in the diabatic representation and the adiabatic energies for this model are plotted in Fig. 3 (top) and the populations as function of \(P_0\) in the bottom panel of this figure. One can see that the agreement with exact quantum dynamics is very good over the entire range of \(P_0\), although there are small discrepancies in the magnitudes of maxima and minima in the population curves.

The time evolution of the real and imaginary parts of \(\rho_{12}^{cs}(t)\) for the dual avoided crossing model are shown in Fig. 4. The results for the quantum coherence are again in good agreement with the numerically exact full quantum simulations for this model.

**VI. CONCLUSION**

By transforming the mapping form of the QCLE term-by-term back to the subsystem basis we were able to identify the nature of the complex term in this equation that makes its simulation difficult. This observation then
led to an analysis of the PBME, the approximate form of the mapping QCLE that retains only the Poisson bracket term in the Liouville operator. The PBME is easily simulated by classical trajectories. However, when compared to the full QCLE, it contains an extra term that can be interpreted as being proportional to the effect of the quantum subsystem on the time evolution of the density matrix of the environment along the flow lines generated by the classical evolution of the environment in isolation from the quantum subsystem. The excess coupling term in the full mapping QCLE cancels this contribution to yield the original QCLE.

Earlier simulations on spin-boson model with bilinear coupling to the bath, along with the present simulations on two curve crossing models with nonlinear bath coupling, indicate that the correction terms are small and the approximate PBME yields good agreement with the exact quantum results for these models. These results suggest that this approximate evolution equation will be useful in many applications; however, the validity of the PBME must be tested for the specific problem under consideration and it may not always be a good approximation to full QCL dynamics. The effects of the excess coupling term on the time evolution of the observables can be estimated by computing the expectation values in Eq. (36) and these values provide one way of gauging the importance of the deviations from the QCLE. Although care must be exercised in the use of the PBME when applied to a given system, the ease with which it can be simulated and its accuracy for many systems of interest make it a powerful simulation scheme that should find increased use in future applications.
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Appendix

In this Appendix we show how $c_{\lambda\lambda'}(x)$ in Eq. (12) and $g_{\lambda\lambda'}(x)$ in Eq. (17) can be computed.

Calculation of $c_{\lambda\lambda'}(x)$

Starting from its definition we have,

\begin{align*}
(2\pi\hbar)^N c_{\lambda\lambda'}(x) &= \langle \hat{a}_\lambda^\dagger \hat{a}_{\lambda'} \rangle_W = \frac{1}{2\hbar} \int \! dz e^{i p z / \hbar} \langle r - \frac{z}{2} | \hat{q}_\lambda \hat{q}_{\lambda'} + \hat{p}_\lambda \hat{p}_{\lambda'} + i(\hat{p}_\lambda \hat{q}_{\lambda'} - \hat{q}_\lambda \hat{p}_{\lambda'}) | r + \frac{z}{2} \rangle \\
&= \frac{1}{2\hbar} \int \! dz e^{i p z / \hbar} \left[ (r - \frac{z}{2})_\lambda (r + \frac{z}{2})_{\lambda'} - \hbar^2 \frac{\partial}{\partial z\lambda} \frac{\partial}{\partial z\lambda'} + \hbar(r + \frac{z}{2})_{\lambda'} \frac{\partial}{\partial z\lambda} - \hbar(r - \frac{z}{2})_\lambda \frac{\partial}{\partial z\lambda'} \right] \delta(z) \\
&= \frac{1}{2\hbar} \left[ r x_{\lambda\lambda'} - \hbar^2 \int \! dz \delta(z) \frac{\partial}{\partial z\lambda} \frac{\partial}{\partial z\lambda'} e^{i p z / \hbar} + \hbar \int \! dz \delta(z) \frac{\partial}{\partial z\lambda} \left[ (r + \frac{z}{2})_{\lambda'} e^{i p z / \hbar} \right] + \hbar \int \! dz \delta(z) \frac{\partial}{\partial z\lambda'} \left[ (r - \frac{z}{2})_\lambda e^{i p z / \hbar} \right] \right] \\
&= \frac{1}{2\hbar} \left[ r x_{\lambda\lambda'} - \hbar^2 \left( \frac{i}{\hbar} p_{\lambda'} \right) + \hbar \left( \frac{\delta_{\lambda\lambda'} x_{\lambda\lambda'} - i p_{\lambda\lambda'} - p_{\lambda\lambda'} h \delta_{\lambda\lambda'} \right) \right] \\
&= \frac{1}{2\hbar} \left[ r x_{\lambda\lambda'} + i(r x_{\lambda\lambda'} - r x_{\lambda\lambda'}) + p_{\lambda\lambda'} - h \delta_{\lambda\lambda'} \right].
\end{align*}

(47)
Calculation of $g_{\lambda \lambda'}(x)$

Similarly for $g_{\lambda \lambda'}(x)$ we have

$$g_{\lambda \lambda'}(x) = \int dz e^{-i p z / \hbar} \langle m_\lambda | r - \frac{z}{2} | m_{\lambda'} \rangle$$

$$= \int dz e^{-i p z / \hbar} \phi_0 (r_1 - \frac{z_1}{2}) \cdots \phi_\lambda (r_1 - \frac{z_1}{2}) \cdot \cdots \cdot \phi_0 (r_N - \frac{z_N}{2}) \phi_0 (r_1 + \frac{z_1}{2}) \cdots \phi_\lambda (r_N + \frac{z_N}{2})$$

$$= \left( \frac{1}{\pi \hbar} \right)^{N/2} \frac{2}{\hbar} \int dz e^{-i p z / \hbar} \left\{ \delta_{\lambda \lambda'} e^{-\frac{\hbar}{i} \left( (r_1 - \frac{z_1}{2})^2 + (r_1 + \frac{z_1}{2})^2 \right)} \cdots \left( \frac{\hbar}{4} \left( r_1^2 + \frac{z_1^2}{2} \right) \right)^2 \right\}$$

$$\times \left( \frac{\hbar}{4} \left( r_2^2 + \frac{z_2^2}{2} \right) \right)^2 \cdots \left( \frac{\hbar}{4} \left( r_N^2 + \frac{z_N^2}{2} \right) \right)^2$$

$$= \frac{2^{N+1}}{\hbar} e^{-x^2 / \hbar} \left[ \delta_{\lambda \lambda'} (r_1^2 - \frac{1}{4} (2\hbar - 4p_1^2)) + (1 - \delta_{\lambda \lambda'}) (r_1 + ip_1) (r_1 - ip_1) \right]$$

$$= \frac{2^{N+1}}{\hbar} e^{-x^2 / \hbar} \left[ r_1 r_1' - i (r_1 p_1' - r_1' p_1) + p_1 p_1' - \delta_{\lambda \lambda'} \frac{\hbar}{2} \right]$$

where we have used Eq. (5) together with $\phi_0 (x) = (\frac{1}{\sqrt{4\pi}}) \frac{1}{\hbar} e^{-\frac{\hbar}{4} x^2}$, $\phi_1 (x) = (\frac{1}{\sqrt{4\pi}}) \frac{1}{\hbar} e^{-\frac{\hbar}{4} x^2}$. In this expression recall that $z = (z_1, z_2, \ldots, z_N)$, $p = (p_1, p_2, \ldots, p_N)$ and $p \cdot z = p_1 z_1 + p_2 z_2 + \cdots + p_N z_N$, with similar vector notation for other unscripted quantities.

---
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