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Abstract—Industrial wireless channel modeling is essential for the development of industrial internet of things (IIoT) wireless systems. Moreover, millimeter-wave (mmWave) wireless bands have a high potential to be used for IIoT applications because of their high data-rates and the better applicability of having multiple antennas. As a result, we introduce an exemplar extraction approach to be applied on mmWave wireless channel measurements. A machine learning (ML) clustering scheme is used to divide the measured power-angle-delay-profiles into a number of groups with respect to the angle of arrival. Each of the groups is represented by a power-delay-profile (PDP) exemplar to provide a tractable way for testing and evaluation of mmWave IIoT wireless systems through compactly representing different groups based on their spatial characteristics. Hence, testing of wireless communications equipment can be performed over the exemplars to assess their spatial performance with a significantly reduced amount of data, allowing the development of lab-based device evaluation in a realistic, yet repeatable, test environment. Governing equations are provided in sufficient detail for users to implement the technique in their own labs.
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I. INTRODUCTION

In future industrial internet of things (IIoT) systems, wireless-communication technologies are crucial in achieving the envisioned massive connectivity between various system components. Industrial physical environments are different than office and home environments which leads to different wireless channel characteristics [1], [2]. Hence, indoor industrial wireless channel models are being studied. In [3], four generic types are considered, namely, sparse and dense clutter environments with high and low base station positions. A survey of various 5G channel models for IIoT scenarios can be found in [4]. However, various industrial environments differ from each other. Hence, the assessment of IIoT wireless systems requires characterizing the channels of various environments [5]. This contribution discusses an approach for conducting three-dimensional reflective-channel measurements and extracting key propagation-channel features. These features can then be used to either develop simplified channel models or they can be replicated directly to test IIoT devices in controlled environments.

Compared to the sub-6 GHz wireless spectrum, the millimeter-wave (mmWave) bands offer larger available bandwidth and higher directivity for the same aperture size which enables improved received signal strength and spectral efficiency. As a result, the use of mmWave bands is considered for many new technologies. Recent measurement campaigns have studied the propagation channel at mmWave frequencies for both indoor and outdoor channels. For a sampling of the literature, see [6]–[16]. The short wavelength of mmWave allows using a large number of antennas in wireless devices and hence more spatial diversity can be achieved. Moreover, the mmWave signals are impacted by stronger atmospheric absorption and lower sensitivity by the smaller antennas and hence its transmitted energy needs to better managed. As a result, the spatial performance of various equipment in mmWave bands needs to be studied and wireless channels need to be modeled.

Many measurement campaigns have been performed for various industrial environments to understand the wireless communications behavior in different environments, especially in industrial environments where the density of metallic objects can be higher and various objects within the environment can be moving more frequently compared to home and office environments. Examples of these campaigns and their findings can be found in [17]–[26] and the references therein. The National Institute of Standards and Technology (NIST) conducted mmWave measurements in the highly reflective Central Utility Plant (CUP) at the Department of Commerce Boulder Laboratories in 2019. The system used by NIST consists of a vector-network-analyzer-based synthetic aperture system designed to capture spatial channel characteristics in the mmWave bands. The system is described in more detail below, and seminal work is presented in [16], [27]. Generally, the power delay profile (PDP) of a wireless channel captures the temporal characteristics of the channel due to multiple reflected signals, or multipath components (MPCs), arriving at the receiver [28]. In mmWave bands, directional PDPs capture the spatio-temporal variations of the channel.

In the literature, the problem of the classification and clustering of wireless channels deploying machine learning (ML) approaches has been investigated as in [29]–[33]. In these papers, both supervised and unsupervised learning were used for scenario identification where wireless channel scenario refers to a specific propagation environment such as the urban macrocell, urban satellite, indoor hotspot, etc, while each propagation environment can be further classified into line-of-sight (LoS) and non-line-of-sight (NLoS) propagation scenarios. The wireless channel characteristics of each scenario usually differ from the others dramatically. In this work, we are the first to study the spatial characteristics of mmWave channels through obtaining exemplars of various directional channel
groups that are obtained using a ML-based clustering. The contribution of the paper emphasizing the benefits of applying the proposed approach by presenting the results over real industrial channel measurements. We elaborate more on the related work in Section II.

An overview of the proposed approach is shown in Fig. 1. Generally, the channel’s power-angle-delay profile (PADP) is measured to characterize both the angle-of-arrival and time-of-arrival of received power. In this work, the measured PADPs are used as the input for the proposed approach. The result of the proposed approach allows the assessment of wireless systems over the extracted exemplars that represent the channels spatial characteristics. The main advantage of this approach is the ability of testing IIoT systems performance without exhaustively testing over all wireless-channel paths or evaluating the performance over a generic model that may not express an environment specifics. In this work, we chose a very challenging propagation scenario inside a utility plant that generates dense multipath reflections. Unsupervised ML was used to partition the measured PDPs into clusters that correspond to different directions and to extract canonical PDPs that embody salient features of each cluster.

In [34], a directional PDP exemplar extraction approach deploying unsupervised spectral clustering for PDP clustering is introduced. Three basic features were deployed, namely, Mean delay, root-mean-squared (RMS) delay spread, and total power. In this paper, an extended and improved version of the approach is introduced that allows for an increased number of PDP features to be used. The improved approach allows for extracting multiple exemplars in a single cluster based on the directional PDP temporal features. The generic channel extraction method allows the use of any clustering scheme.

Our paper is organized as follows: in Section II, we present a brief discussion of related work in the literature. In Section III, we describe the measured data, the data preparation stage, and the formal definition of the problem. In Section IV, we present the proposed approach including the feature definitions, the unsupervised learning clustering and the exemplar extraction phases. We then present the results in Section V, followed by conclusions and future direction in Section VI.
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**Fig. 1.** An overview of the proposed approach which was initially introduced in [34]. An extended and improved version of it is described in this work.
various industrial environments to capture the characteristics of industrial wireless channels at RF frequencies between 700 MHz and 5.8 GHz. Examples of these campaigns and their findings can be found in [17]–[26] and the references therein. The National Institute of Standards and Technology (NIST) conducted RF propagation measurements at three selected sites of different classes of industrial environments. The CIRs for various measurement point \( m \) were collected and used to obtain various metrics such as the path loss, delay spread, and K-factor for various industrial wireless settings [17]. Also, the propagation properties in an automobile welding factory were analyzed using measurement data and the path-loss exponent values for line of sight (LOS) and non-LOS (NLOS) channels were calculated [19]. The K-factor and delay spread were also calculated to characterize the multipath impacts. Narrow-band propagation measurements performed in five factories led to the conclusion that the path loss is log-normally distributed with Rician fading in the measured environments [20]. Similar parameters were calculated in four indoor environments including a large industrial hall at 1.9 GHz. The cross-correlation between these parameters was analyzed, where positive cross-correlation between the shadowing and delay spread was observed [22]. The propagation in industrial settings for 900 MHz was considered in [23], where it was found that environments with heavy clutter have the highest path losses. Moreover, the indoor radio propagation was studied in a representative factory automation cell where industrial robots are controlled [24]. During the measurements, the robots were in motion and executed a typical pick-and-place process. From the recorded data, the multipath components were detected to reconstruct the power delay profile, which was used for delay analysis. The obtained delay values provide input for latency-optimized design of the transmitted waveform. In [25], two industrial environments were considered which are highly absorbent and highly reflective, with respect to radio wave propagation. The results show that different degradation sources exist in various industrial scenarios and hence, wireless solutions with different fundamental properties to combat degradation sources must be chosen for each of these environments to ensure high reliability. Similar criteria were considered in [21] in addition to measuring the CIR at four representative locations for the cases of LOS and NLOS with heavy or light surrounding clutter. The power delay profile of industrial wireless measurements in a factory hall has been modeled to follow a generalization of Saleh-Valenzuela model [26]. Moreover, for non-line-of-sight scenarios at larger distances, several hundred multipath components are collected to capture 50\% of the available energy.

In conclusion, the average CIR or the PDP are only evaluated in a few works in the literature where they are generally calculated at microwave frequencies and for a stationary setting of the industrial environment. As a result, our work, recognizably, performs channel representation to study directional impact on mmWave channels which is crucial to the use of mmWave bands in advanced communications systems and get the best benefits from spatial diversity in these systems. Also, our work deploys advances in ML to perform channel modeling such that a large number of features can be used in characterizing the mmWave directional links. In the next section, we describe the mmWave synthetic aperture measurement system used to collect data in a reflective industrial setting.

## III. Measurements and Data Preparation

In order to illustrate the method, we collected data in a highly reflective, 3D spatial channel in an industrial environment. In this section, we describe the synthetic-aperture measurement system, the industrial environment, and the data collection and preparation schemes.

### A. Synthetic Aperture Measurement System

![Fig. 2. Block diagram of the synthetic aperture system used in this work.](image)

Synthetic-aperture systems, along with the associated post-processing algorithms are capable of making high-resolution measurements of multipath in static wireless communication channels [8], [48], [49]. An estimate of the wireless channel impulse response derived from a synthetic-aperture system provides information on the source of signal echoes caused by reflections, the extent of random multipath caused by diffuse scattering and diffraction, and the amount of shadowing effects or signal blocking created by objects in the physical scene.

In a synthetic aperture system used for sounding communication channels, the delay and spatial characteristics of the channel are extracted in post-processing from a sequence of digitized measurements made using a single receiver connected to a receive (probe) antenna. The probe is moved using a precise positioner to different locations in space and at each location the receiver acquires samples of the electromagnetic fields propagating across the observation plane of the aperture.

The NIST synthetic aperture system implementation includes a fixed transmit antenna, a mechanical positioner that moves the receive antenna, and a vector network analyzer (VNA) to transmit and receive RF waveforms. The system, deployed in a laboratory environment, is illustrated in the block diagram of Fig. 2. The positioner consists of a robotic arm that allows for 3D synthetic-aperture scans with different geometries and polarizations. The probe antenna is mounted onto the tip of the robotic arm. The position accuracy of the robotic arm is below 100 \( \mu \text{m} \), as determined by an optical camera system that estimates the actual positions of the robot.

The positioning repeatability of the probe antenna as it moves along the specified spatial sampling lattice is nominally 5 \( \mu \text{m} \) [50]. See [48] for more detail on the hardware, and [16] for verification of the angular resolution of the system in a laboratory environment.
B. Environment and Data Collection

Electromagnetic environments in industrial and factory settings are characterized by strong specular and persistent diffuse multipath from a variety of sources. Establishing a reliable wireless link in industrial locations is difficult and requires accurately characterizing the propagation environment via channel sounding. To recreate the challenging scattering environment of a factory floor, data was collected in the CUP at the Department of Commerce laboratories in Boulder, CO. The CUP has many large metal structures including steam pipes, boiler tanks, and equipment control racks as visible in Fig. 3. To create a synthetic aperture array for sounding the wireless channel, a VNA was used to transmit and receive the sounding signal which consists of a sequence of narrowband sinusoidal tones between 26.5 and 40 GHz in 10 MHz increments. The VNA was set on a small rack placed behind the receive antenna in an unobtrusive location. A WR-28 receive antenna horn operating in the band from 26.5 to 40 GHz was mounted on a robotic arm which moved to precise signal sampling locations in space so as to create the synthetic aperture. The VNA was configured for a dynamic range of approximately 90 dB.

The WR-28 transmit antenna horn was pointed directly towards a metal tank and a control panel as depicted in Fig. 4. The WR-28 horn antenna is linearly polarized with 17 dBi of gain and has a 23°/24° one-sided 3 dB beamwidth in the E/H planes. The transmit horn was mounted on a small floor stand and oriented with an elevation angle of approximately 15°. The receive horn used to generate the synthetic aperture was also pointed towards the control panel in a bistatic configuration and with an orientation that reduced the line-of-sight coupling between transmit and receive antennas as much as possible. The spatial sample points of the synthetic aperture [51] were located on a 35-by-35 planar grid with 3.75mm spacing that corresponds to \( \lambda/2 \) at 40 GHz. The minimum two-sided beamwidth of the beamformed output of the synthetic aperture array is 2.9° when measured in the boresight direction at 40 GHz. Note that because the synthetic array is square, the mainbeam also has a square shape and the azimuth and elevation beamwidths are equal. In the post-processing, directional PDPs were computed that provide received signal power as a function of delay for specified beam pointing directions in space. The PDPs can be used to compute channel propagation statistics, such as RMS delay spread, as a function of angle.

Channel sounding measurements were performed inside the CUP at the NIST Boulder campus. This location contains heavy industrial machinery, including metal piping, steam tanks, and ancillary equipment, that creates a very dense multipath scattering environment. The result is that signal propagation conditions closely resemble the wireless environment in an automated industrial setting, such as an automobile factory, where there are robots, tools, and metal parts clustered together. The measured data shows long fading time constants for diffuse multipath energy with strong discrete multipath components interspersed throughout.

C. Data Preparation and Resulting Data

During the experiment, the VNA measured \( S_{21} \) parameters in 10 MHz increments between 26.5 and 40 GHz at every spatial location in the planar array sampling lattice. Using true-time delay beamforming, the measured \( S_{21} \) parameters were coherently processed to steer the array main beam and to generate directional PDPs. The details of data processing and the corresponding uncertainties are described in [48], [51]. A frequency-invariant taper was computed and applied across the aperture in post-processing to reduce the sidelobe levels of the array response in the boresight direction. For other desired beam-steering directions, an additional linear phase taper was also applied across the aperture. After coherently combining the product of measured \( S_{21} \) values and the complex taper weights applied across all the spatial samples of the synthetic aperture, an inverse Fourier transform was used to generate each directional PDP by transforming the frequency domain data to the temporal domain. Note that beam-steering directions were chosen systematically based on an algorithm in [52] such that all the beams overlap at the 3-dB beamwidth. This rigorous approach accounts for the fact that the width of a scanned beam increases in proportion to the product of the cosines of the azimuth and elevation angles.
IV. CLUSTERING AND EXEMPLAR EXTRACTION

We denote the PADP instants by \( h(\theta, \phi, \tau) \), where \( \theta \) and \( \phi \) denote the azimuth and elevation of the angle of arrival, respectively, and \( \tau \) is the delay. The collected data are sampled versions of the PADP, where \( \theta \in \Theta \) and \( \phi \in \Phi \) such that \( \Theta \) and \( \Phi \) are the sets that contain the discrete values of \( \theta \) and \( \phi \) on the measurement grid. The set, \( \mathcal{H}_i \), of the PDPs \( h(\theta, \phi, \tau) \) for all fixed combinations of \( \theta \) and \( \phi \) is the input for the approach. The output is \( N \) disjoint groups \( \mathcal{H}_i, i \in \{1, N\} \) using unsupervised ML clustering based on a set of features. Each group is represented by an exemplar PDP denoted by \( \hat{h}_i(\tau) \), which represents the corresponding group \( \mathcal{H}_i \).

A. Feature Extraction

In this subsection, we describe the various types of features that can represent the characteristics of mmWave directional PDPs. In this work, we introduce four different types of considered features, namely, PDP-based, discrete MPC-based, frequency-correlation-based, and diffuse multipath-based features. Moreover, we give examples of the features used within each type and their extraction methodology.

The PADP instant for a certain pair of \( \theta \) and \( \phi \) is defined as

\[
h(\theta, \phi, \tau) = \sum_{l=0}^{L-1} \alpha_l \delta(\tau - \tau_l), \quad \theta \in \Theta, \phi \in \Phi,
\]

where \( \alpha_l \) is the power gain for the \( l \)-th path, \( \tau_l \) is the path arrival time, \( L \) is the number of the arrival paths, and \( \delta(\tau) \) is the Dirac function.

In the rest of this subsection, we describe the different types of features and their importance. We also give examples of the features within each group that will be used in the results. However, these groups include more features than the defined ones and can be used either combined or separately depending on the clustering needs for each specific case.

1) PDP-based Features: This set of features characterizes the complete characteristics for a directional PDP including all the MPCs after preprocessing. This may include the total power, the mean delay, and the RMS delay spread. All of the features are evaluated for a single PDP at a certain pair of \( \theta \) and \( \phi \). We will drop the argument to simplify the expressions. The total power of the PDP, \( G \), is evaluated as

\[
G = \sum_{l=0}^{L-1} \alpha_l.
\]

The mean delay is the first moment of the power delay profile and is evaluated as follows

\[
\bar{\tau}_{\text{mean}} = \frac{1}{G} \sum_{l=0}^{L-1} \alpha_l \tau_l.
\]

The RMS delay spread is the second moment of the power delay profile and is evaluated as follows

\[
\tau_{\text{RMS}} = \sqrt{\frac{1}{G} \left( \sum_{l=0}^{L-1} \alpha_l \tau_l^2 - \left( \sum_{l=0}^{L-1} \alpha_l \tau_l \right)^2 \right)}.
\]

The estimated noise level for a PDP is the average power level of the first received \( L_n \) samples that does not include any of the transmitted signal. The value of \( L_n \) corresponds to the number of samples within the time-of-flight interval before the transmitted signal has arrived at the receive antenna. The estimated noise level for a PDP is evaluated as follows

\[
N_{\text{est}} = \frac{1}{L_n} \sum_{l=0}^{L_n-1} \alpha_l.
\]

2) Discrete-MPC-based Features: The discrete MPCs are defined as the peaks of a directional PDP which mainly consist of the high-power components corresponding to the main reflectors in an environment. The discrete MPCs, in many cases, carry most of the power of the PDP and are the ones that are detected by the receiver, depending on its sensitivity threshold. Hence, the discrete-MPC-based features often represent the behavior of a directional channel with respect to its strongest multipath.

In order to obtain the discrete MPCs, an adaptive threshold peak detection scheme is deployed, where the output set of delay indices are included in the set \( D \). The peak detection technique used in this work follows the same idea as a constant false alarm rate (CFAR) detector [53], [54]. In this technique, a PDP sample is compared to a scaled version of the maximum of the averages of both the leading and lagging time windows on the PDP samples. A PDP sample is considered a discrete MPC whenever it exceeds the corresponding threshold. In our work, we used a window size of 20 delay indices for both the lagging and leading time windows and we used a scaling factor of 4.15 dB to be multiplied by the maximum value of the window averages.

The number of samples in the leading and lagging time windows determines how quickly the adaptive threshold will react to nonstationary environments with abrupt transitions in the ambient energy level. The background energy level includes thermal noise and diffuse multipath. Long leading windows imply that the detection threshold will start increasing far in advance of any actual changes to the background energy. Likewise, long lagging windows imply that the detection threshold does not quickly ‘forget’ previous increases in the ambient energy and drops slowly to the correct value even after a large bump in background energy level has dissipated. In our scenario, we determined that 20 samples (which corresponds to 1.5 mSec or equivalently 1.5 feet) provided a well-tuned trade-off between responsiveness to the nonstationary environment and the accuracy of the background energy level estimated using the sample average of the leading and lagging time windows.

The 4.15 dB scale factor determines the height of the detection threshold above the background energy level which includes thermal noise and diffuse multipath scattering. The precise threshold value can be set rigorously by considering the Neyman-Pearson (NP) criteria for maximizing the probability of detection given a fixed probability of false alarm. While it is possible to apply the NP criteria to channel sounding data and compute optimal detection thresholds based on nominal probability density functions, such as the Rician, in our case it was necessary to tune parameters more closely...
to the local reality rather than to the theoretical derivation. Therefore, we searched exhaustively through many different values of the scale factor and found that 4.15 dB set the detection threshold such that an inclusive set of strong specular multipath components was detected without excessive false alarms due to diffuse multipath or thermal noise.

The reliable detection of discrete MPCs is important since the number, delay, and power of discrete MPCs is an input parameter in the calculation of channel statistics such as RMS delay spread. These statistics are sensitive to the power level and clustering of discrete MPCs which makes it imperative that diffuse multipath energy is consistently excluded. Therefore, the heuristic experiments used to determine the correct scaling factor consisted of minimizing how much diffuse multipath energy was detected and misclassified as due to a discrete MPC. The value of 4.15 dB for the scale factor reliably detected the largest discrete MPCs while neglecting almost all the diffuse multipath samples.

Hence, we can define the total power of the discrete MPCs as follows

\[ G_d = \sum_{k \in D} \alpha_k. \]  

(6)

The mean delay of the discrete MPCs is the first moment of the delays and is evaluated as follows

\[ \tau_{\text{mean},d} = \frac{1}{G_d} \sum_{k \in D} \alpha_k \tau_k. \]  

(7)

The RMS delay spread of the discrete MPCs is the second moment of the delays and is evaluated as follows

\[ \tau_{\text{RMS},d} = \sqrt{\frac{1}{G_d} \left( \sum_{k \in D} \alpha_k \tau_k^2 - \tau_{\text{mean},d}^2 \right)}. \]  

(8)

Another important group of features is the discrete MPCs signal-to-noise ratio (SNR) features. Various discrete-MPC-based SNR values may include the maximum, the minimum, the average, and the dynamic range of SNR of discrete MPCs. In order to evaluate this group of features, we first evaluate the set of $SNR_d$, that includes the SNR values for each individual MPC within the set $D$ as follows

\[ SNR_d(k) = \frac{\alpha_k}{\mathcal{N}_{\text{est}}}, \quad k \in D. \]  

(9)

In the results presented here, we consider two SNR features: the average SNR and the SNR dynamic range of the discrete MPCs. The average SNR is evaluated as follows

\[ SNR_{\text{mean},d} = \frac{1}{|D|} \left( \sum_{k \in D} SNR_d(k) \right). \]  

(10)

where $| \ast |$ is the total number of elements in the set.

Also, the SNR dynamic range is defined as follows

\[ SNR_{\text{range},d} = \frac{\max(SNR_d(k))}{\min(SNR_d(k))}, \quad k \in D. \]  

(11)

3) Frequency-Correlation-based Features: The frequency correlation describes the similarity between frequency components in the frequency response. The coherence bandwidth feature represents the bandwidth over which the channel can be considered “frequency flat.” Beyond this bandwidth, time-varying signal distortion may occur and hence a simple increase in SNR cannot decrease the error probability.

This group of features is defined by the single-sided frequency offset in the frequency domain autocorrelation function that corresponds to a drop of $x$ dB from the peak. We start by evaluating the magnitude of the complex autocorrelation function which is then normalized with respect to the peak value to compare the resulting features for all the directional PDPs. In this work, we will consider a 3 dB drop in the autocorrelation function as defining the coherence bandwidth. We will further calculate the autocorrelation using two different frequency ranges, namely, 26.5 to 40 GHz and 28 to 29 GHz. The narrower frequency range better represents the characteristics of a typical communications channel.

4) Diffuse-multipath-based features: This set of features characterizes the amount and type of the scattered power in a channel. Diffuse multipath may affect device performance by raising the effective noise floor, depending on receiver sensitivity and type of signals that are transmitted. These features may include the total amount of diffuse power, its SNR, and the fading slope. In order to define the set of delay indices of the diffuse components, we eliminate the discrete MPCs and the adjacent $L_D$ samples in each of the leading and lagging side of the discrete MPCs. As a result, the set of diffuse delay indices, denoted by $F$, is defined as \( \{ l : l \leq d - L_D \text{ and } l \geq d + L_D, \forall d \in D \} \). In this work, we select $L_D = 18$ heuristically to remove the impact of discrete components on the adjacent diffuse components.

Our analysis of measured data drew a clear distinction between channel statistics computed from discrete multipath samples due to specular scattering versus the statistics of diffuse multipath samples that are akin to spatial noise. The method employed for computing diffuse multipath statistics was to excise the discrete multipath samples from the data before computing features such as diffuse multipath power, etc. However, even discrete MPCs created by specular returns have a finite duration and are not delta functions. Even though the duration of discrete MPCs will vary, we found that by setting the excise parameter to $L_D = 18$, nearly all the energy due to discrete MPCs was reliably removed from the adjoining diffuse multipath or thermal noise samples. Therefore, no samples due to discrete MPCs would be available to corrupt the channel statistics computed for diffuse multipath when $L_D = 18$.

Then, the total diffuse power is defined as follows

\[ G_{\text{diff}} = \sum_{l \in F} \alpha_l. \]  

(12)

In this work, we consider the average diffuse power as a feature of the directional PDPs as follows

\[ G_{\text{mean},\text{diff}} = \frac{1}{|F|} G_{\text{diff}}. \]  

(13)
The average diffuse SNR is evaluated as follows

$$SNR_{\text{mean,\,diff}} = \frac{G_{\text{mean,\,diff}}}{N_{\text{est}}}.$$  \hspace{1cm} (14)

Another important feature, which combines the impact of both the discrete MPCs and the diffuse power of the directional PDPs, is the K-factor. In the present work, it is defined by the ratio of the power in the discrete MPCs to the power in the diffuse multipath. In this work, it is calculated for each directional PDP as follows

$$K_{\text{mean}} = \frac{1}{|D|} \frac{G_d}{G_{\text{mean,\,diff}}}.$$  \hspace{1cm} (15)

Note that all power-related features can be utilized in the machine learning algorithms in their absolute values or their corresponding logarithmic values in dB. In this work, we consider all of them in dB through applying the function $10\log(*)$. The logarithmic scale is more representative of the way these features would affect a communications system.

### B. Data Clustering

![Flowchart of the data clustering process](image)

The first step in clustering is to normalize the features to the range of 0 to 1. The proposed approach can be used with a large number of features where some or all of them can be correlated to a certain degree. Hence, we perform a principal component analysis (PCA) transform on the data projecting the feature vectors on an orthonormal space of uncorrelated principal components [55]. We select the number of the principal components to keep a certain level of the explained variance ratio which is defined to be the percentage of variance that is attributed by each of the selected principal components.

Then, we perform ML unsupervised clustering over the transformed vectors in each beam direction. We have used the Scikit-learn implementation for various clustering algorithms [56]. The input vectors to the clustering algorithm is the transformed vectors to the selected principal components. Each of these vectors corresponds to a PDP in a specific beam direction defined by a pair of azimuth and elevation angles, by $Z_j$, where $j$ is the index of the PDP.

A clustering algorithm requires a similarity metric. In this work, we use the radial basis function (RBF) similarity which is the negative exponential of Euclidean distance. The pairwise RBF similarity is evaluated as follows

$$SR_{jk} = \exp(-\gamma||Z_j - Z_k||^2),$$  \hspace{1cm} (16)

where $||Z_j - Z_k||$ is the Euclidean distance between two vectors and $\gamma$ is the negative exponential weighting factor. The RBF similarity is evaluated for all pairs of the feature vectors and the resulting values are used as input to the clustering algorithm.

Finally, the number of the clusters, if required, is obtained through a recursive search for the maximum Silhouette score [57]. The Silhouette score measures how closely-related an object is to its own cluster against the other clusters. We repeat clustering over various values of the number of clusters, $N$, and keep the clusters that achieve the highest Silhouette score. We present the flow of data clustering process and a summary of steps in Fig. 5.

### C. Multiple Exemplar Extraction

![Flowchart of the exemplar extraction process](image)

The last phase of the approach is to extract a number of exemplar PDPs from each of the clusters. These exemplars are members of their corresponding cluster of PDPs. In this phase, we consider various pairwise distance metrics between PDPs within the same cluster. This distance metric can be a simple Euclidean, Manhattan distance, or a time correlation between a pair of PDPs. Generically, we denote the distance between two PDPs of indexes $j$ and $k$ as $R_{jk}$. The goal of the multiple exemplar extraction process is to choose the number of groups within each cluster such that $R_{jk} < R_{th}$, where $R_{th}$ is a tuning threshold to define the size of a group of PDPs to be represented by a single exemplar. As a result, selecting $R_{th}$ to be very large leads to have a single exemplar for each cluster, while having it too small could lead to have all clustered channel instants presented as exemplars. In this stage, we performed a second level of clustering after...
the initial feature-based clustering. This second level depends on the selected distance metric between the PDP values at all the delay bins such that an exemplar represents a group of similar PDPs in both features and temporal shape.

In this step, we deploy a Kmedoids clustering algorithm [58] to obtain the index of the corresponding exemplar. The exemplar within each of the groups is defined as the PDP with shortest mean $R_{jk}$ to other group members. We loop on the number of groups within each cluster to ensure that the minimum number of groups within each cluster maintains $R_{jk} < R_{th}$. We present the flow of exemplar extraction process and a summary of steps in Fig. 6.

Finally, we present a summary of all the steps of the proposed approach with a brief description in Table I. We describe the four major processing steps and the deployed algorithm in each of them.

| Data Processing                  | Feature Extraction                  | Feature Processing                  | PDP Clustering                  | Exemplar Extraction                  |
|----------------------------------|-------------------------------------|------------------------------------|----------------------------------|--------------------------------------|
| **Brief Description**            | We apply the feature definitions in  | We process the feature vectors      | We perform unsupervised ML-based  | In order to extract exemplars for    |
|                                  | Sec. IV-A to the directional PDP data such that we obtain a high dimensional feature vector corresponding to each of the PDPs. | through normalizing their the feature values and perform PCA transform to reduce the size of the vectors. | clustering on the transformed feature vectors to produce groups of directional PDPs with similar characteristics. | each of the PDP groups, we perform ML-based Kmedoids clustering for the PDP waveforms of each PDP group to get the medoid PDPs as the exemplars. |

**V. RESULTS**

In this section, we present the results of various stages of the exemplar extraction algorithm to illustrate the process and validate the ability of the approach towards characterizing the measured data. Moreover, we offer a comparison between various ML clustering schemes and their impact on the performance of the exemplar extraction approach. The selected features that are used in the results are listed in Table II. The index column values refer to the corresponding features in the following results.

In the following subsections, we present the results of various stages of the proposed approach which are the PCA stage, clustering and exemplar stage, the obtained exemplar PDPs, and the resulting cluster statistics. Later, we compare various clustering schemes by comparing the results of the whole approach when deploying different clustering techniques. We ran the proposed approach on a computer with Intel(R) Xeon(R) E-2186G CPU @ 3.80GHz and 64.0 GB of RAM using WinPython, and it took almost 30 seconds for this specific measured dataset to obtain the clusters and exemplar PDPs from the evaluated feature vectors.

### A. PCA Results

The “explained variance ratio” is the percentage of the variance that is attributed to each of the principal components. The greater the explained variance ratio is the more important this component is with respect to the clustering algorithm. In this work, we used six principal components to keep a total of 95% of the explained variance ratio.

![Fig. 7. Explained variance ratios for all of the obtained principal components and the explained variance ratios for all of the features listed in Table II for Principal Component 0.](image)

In Fig. 7(a), the explained variance ratio is shown against the principal components. Moreover, the first principal component indexed by 0 contains almost 59% of the explained variance ratios. In Fig. 7(b), we show the weights of all of the features in the principal component 0 only while not showing the rest of the principal components for space limitation and because the principal component 0 contains most of the explained variance ratio in our data. Hence by analyzing the weights of the features in this principal component, we can estimate the importance of each feature on the resulting clusters. As an example, the feature 11, namely, the frequency offset (GHz) for input signal from 26.5 to 40 GHz, has a small weight and hence a low impact on the resulting clusters, whereas feature 14, the diffuse multipath power, has a strong impact.

### B. Clustering and Exemplar Extraction

In this section, we show the clustering and exemplar extraction results as a function of beam direction and various

**TABLE II**

| Index | Description                                                                 |
|-------|-----------------------------------------------------------------------------|
| 1     | The total output power (dB)                                                 |
| 2     | The mean delay (nsec)                                                       |
| 3     | The RMS delay (nsec)                                                        |
| 4     | The estimated noise level (dB)                                              |
| 5     | The total power (dB) of the discrete MPCs                                   |
| 6     | The average SNR (dB)                                                        |
| 7     | The SNR dynamic range (dB)                                                  |
| 8     | The average K factor (dB)                                                   |
| 9     | The mean delay (nsec) of the discrete MPCs                                  |
| 10    | The RMS delay (nsec) of the discrete MPCs                                   |
| 11    | The frequency offset (GHz) for input signal 26.5 to 40 GHz                  |
| 12    | The frequency offset (GHz) for input signal 28 to 29 GHz                    |
| 13    | Number of threshold crossings above the noise threshold.                    |
| 14    | The estimated power of diffuse multipath (dB)                               |
| 15    | The estimated ratio of diffuse power to noise power (dB)                    |

**TABLE I**

| Data Processing   | Brief Description                                                                 |
|-------------------|-----------------------------------------------------------------------------------|
| Feature Extraction| We apply the feature definitions in Sec. IV-A to the directional PDP data such    |
|                   | that we obtain a high dimensional feature vector corresponding to each of the    |
|                   | PDPs.                                                                            |
| Feature Processing| We process the feature vectors through normalizing their the feature values and    |
|                   | perform PCA transform to reduce the size of the vectors.                         |
| PDP Clustering    | We perform unsupervised ML-based clustering on the transformed feature vectors    |
|                   | to produce groups of directional PDPs with similar characteristics.              |
| Exemplar Extraction| In order to extract exemplars for each of the PDP groups, we perform ML-based   |
|                   | Kmedoids clustering for the PDP waveforms of each PDP group to get the medoid    |
|                   | PDPs as the exemplars.                                                           |
data features. Spectral clustering, as an example of graph-based clustering schemes, is used in the results obtained in this section. However, a comparison of various ML clustering types is provided in Sec. V-E.

In Fig. 8, we draw the clustering results with the exemplars marked on the figures. In this case, we found that the optimal number of clusters is five, where the Silhouette score had a maximum value of 0.34. In Fig. 9, the features of the resulting clusters are plotted for four scatter-plot sub-figures: a) mean delay (ns) against RMS delay spread (ns), b) The average K Factor (dB) against the total power of discretes (dB), c) the diffuse power to noise ratio (dB) against the total diffuse power (dB), and d) the frequency offset when input signal at 28 to 29 GHz (GHz) against the average K factor. All cluster members are shown with the same color and the corresponding exemplars are marked by a specific shape. We are showing a sample of the used features not all of the features because of the space limitation.

![Fig. 8. Clustered data with marked exemplars against the beam directions. Each cluster members have the same color with the corresponding exemplars marked by a specific shape.](image)

In these exemplars, we notice that the average clustered PDP captures the overall delay characteristics showing multiple peaks at different delay bins. However, realistically, these peaks are received from different directions. Hence, the exemplars extracted by our proposed approach reveal the directional channel performance. In the cluster with green data points, four exemplars are obtained which are marked with the cyan circles in Figs. 8 and 9. In Fig. 10, the four exemplars are shown where the highest discrete MPC in each exemplar PDP exists at a different delay bin and reflected from a different metallic surface in the environment. Hence, we find that although the clustered data points have similar feature attributes, they have different temporal profiles, and they should be represented with different exemplar PDPs.

In this section, we examine the resulting exemplars for one of the clusters. We compare them to the benchmark of the average PDP of the corresponding cluster data points. As an example, we show in Fig. 10 the exemplars of the dark green cluster. In this example, we used the Euclidean distance between the power of the discrete MPCs of the PDPs as the pairwise distance for the exemplar extraction stage and we set the value of $R_{th}$ to 0.0003.

In these exemplars, we notice that the average clustered PDP captures the overall delay characteristics showing multiple peaks at different delay bins. However, realistically, these peaks are received from different directions. Hence, the exemplars extracted by our proposed approach reveal the directional channel performance. In the cluster with green data points, four exemplars are obtained which are marked with the cyan circles in Figs. 8 and 9. In Fig. 10, the four exemplars are shown where the highest discrete MPC in each exemplar PDP exists at a different delay bin and reflected from a different metallic surface in the environment. Hence, we find that although the clustered data points have similar feature attributes, they have different temporal profiles, and they should be represented with different exemplar PDPs.

C. Exemplar PDPs

In this section, we examine the resulting exemplars for one of the clusters. We compare them to the benchmark of the average PDP of the corresponding cluster data points. As an example, we show in Fig. 10 the exemplars of the dark green cluster. In this example, we used the Euclidean distance between the power of the discrete MPCs of the PDPs as the pairwise distance for the exemplar extraction stage and we set the value of $R_{th}$ to 0.0003.

In these exemplars, we notice that the average clustered PDP captures the overall delay characteristics showing multiple peaks at different delay bins. However, realistically, these peaks are received from different directions. Hence, the exemplars extracted by our proposed approach reveal the directional channel performance. In the cluster with green data points, four exemplars are obtained which are marked with the cyan circles in Figs. 8 and 9. In Fig. 10, the four exemplars are shown where the highest discrete MPC in each exemplar PDP exists at a different delay bin and reflected from a different metallic surface in the environment. Hence, we find that although the clustered data points have similar feature attributes, they have different temporal profiles, and they should be represented with different exemplar PDPs.

The extracted exemplars capture all of the groups of the PDPs within a cluster that have similar features but different temporal profiles, and hence a wireless device or system can
be tested efficiently utilizing these exemplar PDPs without the need to test over all measured PDPs in an environment. This testing can be either performed in a laboratory environment where only these exemplars are replicated or in the original environment while testing is performed in the direction corresponding to the exemplars, but without the need of testing in all directions.

D. Resulting Clusters Statistics

We next present probability distribution of the histograms of the resulting clusters for a selected set of features. The goal of this result is to validate the clustering process output by illustrating in Fig. 11 that clusters are distinguishable from each other through their features. However, as shown in the PCA analysis, the impact of some features can be lower compared to others. As an example, the greenish yellow and the gold clusters can be distinguished through the total power. However, the average K factor and the RMS delay spread have similar statistical behaviour of these clusters.

E. Comparison of Clustering Schemes

In the previous results, we have deployed a graph-based clustering scheme, namely, spectral clustering. In this section, we present examples of clustering results for various types of clustering categories and comment on deploying them for the proposed exemplar extraction approach. We use the same set of features and the Silhouette score for the obtained number of clusters, if needed.

In Fig. 12, we show the clustering results using a Kmeans algorithm as an example for centroid-based clustering [59]. The use of centroid-based clustering results in more uniformly sized clusters based on the features used. As a result, the low-power cluster from the spectral clustering result, the magenta cluster in Fig. 8, has split into two clusters using the Kmeans algorithm. As well, the two high-power clusters, the cyan and dark green clusters in Fig. 8, are combined into one in the Kmeans algorithm. Physically, splitting the noise-like magenta cluster in Fig. 8 into two, artificially distinguishes them and...
TABLE III
Comparison of the Performance of Various ML Clustering Algorithms and the Case of No Clustering Where the Averaging is Used to Obtain a Single Exemplar. We show the Optimal Values in **Bold** Font.

|                        | Spectral Clustering | DBSCAN  | BIRCH   | Kmeans  | Averaging |
|------------------------|---------------------|---------|---------|---------|-----------|
| Silhouette Score       | 0.34                | 0.32    | **0.38**| 0.26    |           |
| Mean of RMS delay spread std. (nsec) | **2.78**            | 7.23    | 3.5     | 3.29    | 5.58      |
| Mean of mean delay std. (nsec)          | **5.05**            | 10.22   | 5.57    | 5.83    | 8.19      |
| Mean of total power std. (dB)           | 4.51                | 11.47   | 5.17    | 4.26    | 10.60     |
| Mean of average K factor std. (dB)      | **4.75**            | 10.15   | 5.86    | 5.15    | 7.54      |
| Mean of total diffuse power std. (dB)   | 4.08                | 9.61    | 4.40    | **3.72**| 8.93      |
| Mean of mean distance to exemplar       | **0.39**            | 0.68    | 0.48    | 0.42    | 0.83      |
| Mean of median distance to exemplar     | **0.39**            | 0.67    | 0.46    | 0.40    | 0.83      |

would not represent the most efficient device test scenario. Likewise, combining the PDPs with the strong discrete MPCs may diminish the number of important test cases. Hence, using Kmeans does not add new information compared to the spectral clustering with respect to the exemplar extraction.

In Fig. 13, we show the clustering results using a DBSCAN algorithm as an example for density-based clustering [59]. The use of density-based clustering results in clusters that are separated by low density regions in the feature space of the data points. Clearly, in this case, the data points are not well separated by low density regions, and hence, only two clusters are obtained, specifically, one for the connected data points and one for the outliers. We were able to extract few of the exemplars from the connected data points cluster. However, this type of clustering is not generally suitable for the problem of wireless channel modeling because of the nature of data being inseparable.

In Fig. 14, we show the clustering results using a BIRCH algorithm as an example for hierarchical clustering [59]. Generally, the use of an optimized hierarchical clustering algorithms should lead to good clustering results based on the distance metric we used. However, in this case, it has a very close performance to the spectral clustering case while not being able to distinguish the two high power clusters. As a result, a few exemplars are missed in this case using BIRCH clustering algorithm.

Finally, we introduce a quantitative comparison of the performance of various ML clustering algorithms in Table III. We compare the four examples of the four ML clustering categories to each other and to the the averaging PDP rep-
representation technique where a single exemplar is obtained by evaluating the mean of all measured PDPs in all directions. In the first row in the table, the Silhouette score is an indication of the clustering quality with respect to the used features. We notice that Spectral Clustering, DBSCAN, and Birch algorithms have higher scores. However, DBSCAN obtained only two clusters to achieve this score because of the data being inseparable and hence does not capture the various characteristics of the environment.

In the following five rows, we compare the mean over all clusters of the standard deviation (std.) of the various features for the exemplars in a cluster. In order to calculate these values for a feature, we evaluate the standard deviation for each of the clusters using only its members. Then, we get the numerical mean over all the clusters depending on the number of clusters used for each clustering algorithm. In case of the averaging approach, the corresponding value is the standard deviation of the mean value of the measured elements. By comparing these values, we notice that the use of Spectral Clustering, BIRCH, and Kmeans has lowered the mean of the standard deviation of all features significantly compared to the original data standard deviation. This indicates that the clusters capture the channel properties with less variation than simple averaging would.

Finally in the last two rows, we compare the mean over all exemplars of the mean and median of feature-based distance between each exemplar to its represented elements in the measurements. In this last comparison, we notice that Spectral Clustering has a better performance compared to other clustering schemes followed by the performance of BIRCH and Kmeans algorithms. As a result, the selection of a machine learning clustering algorithm in the first phase of the exemplar extraction algorithm depends on one of the above criteria or the overall behaviour of all of them. In this specific set of experiments, the overall performance led us to select Spectral Clustering as the main clustering scheme for the exemplar extraction approach.

VI. CONCLUSION

In this paper, we have demonstrated a method to characterize the spatial properties of wireless channels in industrial environments. The proposed approach serves as a way to compactly represent various feature groups to facilitate wireless system testing in such environments. Specifically, we introduced an approach for directional PDP exemplar extraction from measured data for a static, highly reflective channel. The approach deploys unsupervised ML clustering of PDPs and uses various types of channel features for exemplar extraction. We have shown that the proposed approach achieved an average feature-based distance between the exemplars and the corresponding PDPs that is 47% of the mean distance between the average PDP to all the measured directional PDPs. This demonstrates that the extracted exemplars better represent the measured channels as compared to the common procedure of averaging of all of the directional PDPs. Extracting exemplars that represent the key features allows the test and assessment of wireless equipment over the exemplars without the need to test over all of the different instances of wireless channel paths or to evaluate the performance over a generic model that does not capture the specifics of a certain environment.

Furthermore, the studied use case of an industrial environment with various metallic reflective surfaces was found to have a wide range of spatial wireless channel characteristics such that a change of the mmWave directional receive antenna may lead to a totally different received signal. Hence, to operate in such an environment, a wireless node should be tested under various types of channel characteristics. Future work in this area will follow two main directions: first, more work needs to be performed to standardize spatial wireless channel models to be able to study future mmWave system performance. Second, methods need to be developed to test and assess mmWave wireless equipment over various spatial channel characteristics. This work helps in both of these directions by providing a tool to characterize wireless channels based on various temporal and spatial features and allowing test over the obtained exemplars without the need to test over all of the different instances of wireless channel directions.

Generally, the characteristics of the wireless environment have consequences for the design of the wireless control links used in automated factory settings. The communication protocols must support ultra-reliable data transfers to mitigate any safety risks. Since 5G/6G networks in the mid to high frequency bands (28-100 GHz) will most likely continue to use multi-carrier modulation schemes such as orthogonal frequency division multiplexing (OFDM), the duration of guard intervals between transmitted symbols may have to be increased to account for the long multipath fading time constants. The analysis presented in this paper supports a rigorous and systematic approach to validate or adjust the relevant communication protocols for dense multi-user scenarios specified in new and emerging wireless standards, such as IEEE 802.11ax (WiFi 6).
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