Continuity properties of sequentially asymptotically center-complete spaces
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Abstract

We obtain formulae to calculate the asymptotic center and radius of bounded sequences in $C_0(L)$ spaces. We also study the existence of continuous selectors for the asymptotic center map in general Banach spaces. In Hilbert spaces, even a Hölder-type estimation is given.

1 Introduction

The notions of Chebyshev center and radius were introduced by A. L. Garkavi ([1]) to study some approximation problems in normed spaces:

Definitions 1.1 Let $X$ be a normed space. If $A \subseteq X$ is bounded, its Chebyshev radius is given by

$$r(A) = \inf_{y \in X} \sup_{x \in A} \|x - y\|$$

and its Chebyshev center by

$$c(A) = \{y \in X : \sup_{x \in A} \|x - y\| = r(A)\}.$$ 

This was followed by M. Edelstein’s notions ([2]) of asymptotic center and radius of a bounded sequence. These were defined in uniformly convex spaces and subsequently generalized to Banach spaces by T. C. Lim in [3] (who went even further, dealing with well-ordered nets). We will need an additional concept, related to the asymptotic center:

Definitions 1.2 Let $X$ be a normed space. If $\bar{x} = (x_n)_n$ is a bounded sequence in $X$, its asymptotic radius is given by

$$ar(\bar{x}) = \inf_{y \in X} \lim_n \|x_n - y\|$$

and its asymptotic center by

$$ac(\bar{x}) = \{y \in X : \lim_n \|x_n - y\| = ar(\bar{x})\}.$$ 
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Let us define also the set, depending on $\delta \geq 0$,

$$ac_\delta(\bar{x}) = \{ y \in X : \lim_{n} \| x_n - y \| \leq ar(\bar{x}) + \delta \}.$$ 

For bounded, decreasing nets of sets, the concepts of “asymptotic center” and “asymptotic radius” can be defined analogously ([4]) and generalize both the Chebyshev center / radius of a bounded set and the asymptotic center/radius of a bounded sequence.

We will also say that a Banach space is center-complete / sequentially asymptotically center-complete / asymptotically center-complete (in short, cc/sacc/acc) whenever every bounded set / bounded sequence / bounded net of sets has a nonempty center / asymptotic center / asymptotic center.

There exist many results ([5], [1], [4], [6]) concerning the existence of centers and asymptotic centers. Moreover, in the case of center-complete spaces several authors ([7], [8], [9]) have tried and found conditions guaranteeing the existence of a continuous selector for the center map, i.e., a continuous $\varphi : B \to X$ satisfying $\varphi(A) \subseteq c(A)$, where $cb$ is the set of bounded subsets of the normed space $X$, endowed with the Hausdorff metric. Let us recall that this selector may fail to exist even in the 3-dimensional case ([7]).

In this paper we provide formulae to calculate the asymptotic center and radius of sequences in $C_0(L)$ and also give some results concerning existence of continuous selectors for bounded sequences, in analogy with the aforementioned ones. Note that, in the separable case, each result concerning sequential asymptotic center completeness produces a result on (Chebyshev) center completeness ([10]).

More specifically, in corollary 3.9 we obtain, for certain Banach spaces, a continuous mapping $\varphi$ such that $\varphi(\bar{x}) \in ac(\bar{x})$ for every bounded sequence $\bar{x}$ and, additionally:

- $\varphi(\bar{x}) = \lim_n x_n$ if $\bar{x}$ converges.
- $\varphi(\bar{x}) = \varphi(F(\bar{x}))$ where $F$ is the forward operator.
- $\varphi(\bar{x}) = \varphi((x_{\pi(n)})_{n})$ for every bijection $\pi : \mathbb{N} \to \mathbb{N}$.

We only deal with real Banach spaces, usually denoted by $X$ or $Y$. The space of bounded sequences in $X$ is denoted by $\ell_\infty(X)$. Every topological space considered is Hausdorff, and $K$ will always denote a compact space. Similarly, $L$ will always be a locally compact space. The Banach spaces $C(K)$ and $C_0(L)$ are as usual: the space of continuous functions defined on $K$ and the space of continuous functions defined on $L$ and vanishing at infinity, i.e., those $f : L \to \mathbb{K}$ continuous and such that for every $\varepsilon > 0$ the set $\{ t \in L : |f(t)| \geq \varepsilon \}$ is compact (note that this includes the $\mathcal{C}(K)$ spaces as a particular case).

The notions we have studied are “absolute” center and radius in all cases. It is also possible to study the “relative” versions (e.g., the center of a subset of $\ell_\infty$ with respect to $c_0$), which is also a classical topic and would introduce an additional level of complexity in the problem.

2 A formula for the asymptotic center in $C_0(L)$ spaces

T. C. Lim ([4]) proved that every $C(K)$ is asymptotically center-complete. He also gave formulas to calculate the asymptotic center and radius of every bounded sequence in some spaces, namely $c_0$, $c$ and $\ell_\infty$.

In what follows we will give a generalization of the sequential case by proving that every $C_0(L)$ space is sequentially asymptotically center-complete. Moreover, the proof presented here provides a formula for the center and radius in all such spaces. As an example of application, we will show how Lim’s formulae for the radius can be retrieved from ours.

We need two lemmas, the first one is well known and can be found e.g. in [11], p. 442:

**Lemma 2.1** Let $T$ be a Hausdorff topological space. Then $T$ is normal if and only if for every upper semicontinuous function $f : T \to \mathbb{R}$ and lower semicontinuous function $h : T \to \mathbb{R}$ satisfying $f \leq h$, there exists a continuous function $g : T \to \mathbb{R}$ such that $f \leq g \leq h$. 
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Let \( T \) be a normal Hausdorff space. If \( a, b : T \rightarrow \mathbb{R} \) are respectively lower and upper semicontinuous functions, \( a \leq b \) and \( b - a \) is bounded, then there exists a continuous function \( g : T \rightarrow \mathbb{R} \) such that \( b - g \) is bounded and

\[
\|b - g\| = \|g - a\| = \frac{1}{2}\|b - a\|.
\]

Moreover, for every \( t_0 \in T \) and \( s \in [a(t_0), b(t_0)] \) there exists a continuous function \( g : T \rightarrow \mathbb{R} \) such that \( b - g \) is bounded, \( g(t_0) = s \) and

\[
\max\{\|b - g\|, \|g - a\|\} = \max\{b(t_0) - g(t_0), g(t_0) - a(t_0), \frac{1}{2}\|b - a\|\}.
\]

**Proof**

Let \( \gamma = \frac{1}{2}\|b - a\| \). Define \( f, h : T \rightarrow \mathbb{R} \) as \( f(t) = b(t) - \gamma \) and \( h(t) = a(t) + \gamma \); by the previous lemma, there exists \( g : T \rightarrow \mathbb{R} \) continuous and such that \( f \leq g \leq h \). For every \( t \in T \) we have

\[
b(t) - g(t) - \gamma \leq 0 \leq a(t) - g(t) + \gamma
\]

from this and \( a(t) \leq b(t) \), we get

\[
a(t) - g(t) \leq b(t) - g(t) \leq \gamma
\]

and

\[
g(t) - b(t) \leq g(t) - a(t) \leq \gamma.
\]

Therefore \( b - g \) and \( g - a \) are bounded and \( \max\{\|b - g\|, \|g - a\|\} \leq \frac{1}{2}\|b - a\| \). Using now the triangle inequality we obtain \( \|b - a\| \leq \|b - g\| + \|g - a\| \leq 2\max\{\|b - g\|, \|g - a\|\} \leq \|b - a\| \) and this implies

\[
\|b - g\| = \|g - a\| = \frac{1}{2}\|b - a\|.
\]

Now let \( t_0 \in T \) and \( s \in [a(t_0), b(t_0)] \). Denote by \( \chi_{\{t_0\}} \) the characteristic function of \( \{t_0\} \). We can assume without loss of generality that \( b(t_0) - s \leq s - a(t_0) \) and so \( 2s \geq b(t_0) + a(t_0) \). Consider

\[
\tilde{b} = b + (\max\{2s - a(t_0) - b(t_0), \gamma + s - b(t_0)\})\chi_{\{t_0\}}
\]

and

\[
\tilde{a} = a - (\max\{0, \gamma - s + a(t_0)\})\chi_{\{t_0\}}.
\]

It is clear that \( \tilde{a}, \tilde{b} \) are respectively lower and upper semicontinuous, hence there exists a continuous function \( g : T \rightarrow \mathbb{R} \) such that \( b - g \) is bounded and

\[
\|\tilde{b} - g\| = \|g - \tilde{a}\| = \frac{1}{2}\|\tilde{b} - \tilde{a}\| = \frac{1}{2}(b(t_0) - a(t_0))
\]

where the last equality is true because \( \frac{1}{2}(\tilde{b}(t_0) - \tilde{a}(t_0)) = \max\{s - a(t_0), \gamma\} \). By the previous chain of equalities it must be \( g(t_0) = \frac{1}{2}(\tilde{b}(t_0) + \tilde{a}(t_0)) = s \). On the other hand, it is clear that

\[
\max\{\|b - g\|, \|g - a\|\} \geq \max\{b(t_0) - g(t_0), g(t_0) - a(t_0), \frac{1}{2}\|b - a\|\},
\]

let us see the reverse inequality.

- Given \( t \in T \setminus \{t_0\} \), we have

\[
\max\{\|b(t) - g(t)\|, |g(t) - a(t)|\} = \max\{\|\tilde{b}(t) - g(t)\|, |g(t) - \tilde{a}(t)|\} \leq \frac{1}{2}(\tilde{b}(t_0) - \tilde{a}(t_0)) = \max\{g(t_0) - a(t_0), \gamma\}.
\]

- We also have

\[
\max\{\|b(t_0) - g(t_0)\|, |g(t_0) - a(t_0)|\} = b(t_0) - g(t_0).
\]

Hence, we deduce

\[
\max\{\|b - g\|, \|g - a\|\} \leq \max\{b(t_0) - g(t_0), g(t_0) - a(t_0), \frac{1}{2}\|b - a\|\}.
\]
Theorem 2.3  Let $K$ be a compact space and $(f_n)_n$ a bounded sequence in $C(K)$. Define, for every $t \in K$,  
\[
\begin{align*}
  b(t) &= \sup \{ \limsup_{(n,\alpha) \supseteq n} f_j(t) : (t_n)_{\alpha \in \Lambda} \text{ is a net converging to } t \}, \\
a(t) &= \inf \{ \liminf_{(n,\alpha) \supseteq n} f_j(t) : (t_n)_{\alpha \in \Lambda} \text{ is a net converging to } t \},
\end{align*}
\]
where we consider the limits in the directed product set $\mathbb{N} \times \Lambda$ with the product order. Then the functions $a$ and $b$ are lower and upper semicontinuous respectively, and for every $f \in C(K)$ we have
\[
\lim_n \|f_n - f\| = \max\{\|b - f\|, \|f - a\|\}.
\]
Consequently the asymptotic radius of $(f_n)_n$ is $\frac{1}{2}\|b - a\|$ and its center is the nonempty set
\[
\{g \in C(K) : \|b - g\| = \|g - a\| = \frac{1}{2}\|b - a\|\}.
\]

Proof

Assume $b$ is not upper semicontinuous for some $t \in K$, and denote by $\mathcal{B}$ the set of open neighbourhoods of $t$. Then there exists $\varepsilon > 0$ such that for each $V \in \mathcal{B}$ there exists $t_V$ such that $b(t_V) > b(t) + \varepsilon$. By definition of $b$, for each $V \in \mathcal{B}$ there exists a net $(t_n)_{\alpha \in \Lambda} \rightarrow t_V$ satisfying $\limsup_{(n,\alpha) \supseteq n} f_j(t) > b(t) + \varepsilon$. Thus, we can obtain infinite sets $M_V \subseteq \mathbb{N}$ and $\{u_m : m \in M_V\} \subseteq V$ such that $f_m(u_m) > b(t) + \varepsilon$. For the sake of simplicity in the notation, define $u_m = t$ whenever $m \in \mathbb{N} \setminus M_V$.

Consider the directed set $\Lambda = \mathbb{N} \times \mathcal{B}$ with the product order. It is clear that $u_{a(\Lambda)} \rightarrow t$ and we also have (observe that the limit is taken in $\mathbb{N} \times \Lambda = \mathbb{N}^2 \times \mathcal{B}$)
\[
\lim_{(n,\alpha) \supseteq n} f_j(u) > b(t) + \varepsilon.
\]

This contradiction proves that $b$ is upper semicontinuous. The proof for $a$ is entirely analogous.

Now define $u = \inf_n \|f_n - f\|$, there exists a sequence $(t_{n_j})_j \subseteq K$ such that one of the following equalities holds:
\[
\begin{align*}
  &\lim_j (f(t_{n_j}) - f(t)) = u \\
  &\lim_j (f(t_{n_j}) - f(t)) = u
\end{align*}
\]
and, by compactness, there exists a cluster point of $(t_{n_j})_j$, call it $t$. Then again, one of the following equalities must hold:
\[
\begin{align*}
  &\lim f(t_{n_j}) - f(t) \geq u \\
  &\lim f(t_{n_j}) - f(t) \geq u
\end{align*}
\]
In the first case we obtain $b(t) \geq f(t) + u$ and in the second, $a(t) \leq f(t) - u$. Considering both inequalities we arrive at
\[
\max\{\|b - f\|, \|f - a\|\} \geq \inf_n \|f_n - f\|.
\]
For the converse inequality, fix $t \in K$. Taking into account how $b$ is defined, we have
\[
(a(t) - f(t)) \leq b(t) - f(t) \leq \inf_n \|f_n - f\|
\]
and analogously
\[
f(t) - b(t) \leq f(t) - a(t) \leq \inf_n \|f_n - f\|.
\]
Combining those inequalities we obtain
\[
\max\{\|b - f\|, \|f - a\|\} \leq \inf_n \|f_n - f\|.
\]
The rest of the proof is an immediate consequence of lemma 2.2.

A similar version can be given in the case of $C_0(L)$ spaces, with only minor modifications in the proof (it suffices to take $t_0 = \infty$ and $s = 0$ in lemma 2.2).

**Theorem 2.4** Let $L$ be a locally compact, noncompact space and $(f_n)_n$ a bounded sequence in $C_0(L)$. Let $K$ be the one-point compactification of $L$, consider that each $f_n$ is defined in $K$ by saying $f_n(\infty) = 0$ and define $a, b : K \to \mathbb{R}$ as in theorem 2.3.

Then the functions $a$ and $b$ are lower and upper semicontinuous respectively, and for every $f \in C(K)$ we have

$$\lim_{n} \|f_n - f\| = \max\{\|b - f\|, \|f - a\|\}.$$ 

Consequently the asymptotic radius of $(f_n)_n$ is $\max\{b(\infty), -a(\infty), \frac{1}{2}\|b - a\|\}$ and its center is the nonempty set

$$\{g \in C_0(L) : \max\{\|b - g\|, \|g - a\|\} = \max\{b(\infty), -a(\infty), \frac{1}{2}\|b - a\|\}\}.$$

L. Veselý (6) proved that certain hyperplanes of $c_0$ are not cc. From this and the separability of $c_0$, it is not difficult to deduce (see 10) that Veselý’s examples are not sacc either. Therefore, there are 2-codimensional subspaces of $c$ which are not sacc. We do not know whether every 1-codimensional subspace of a $C(K)$ space is sacc.

Next, we will apply the previous results to deduce Lim’s expressions for the radii:

**Theorem 2.5** (T. C. Lim, [4]) Let $\bar{x}$ be a sequence in $c_0$, $c$ or $\ell_\infty$. Its asymptotic radius is, respectively:

$$ar(\bar{x}) = \max \left\{ \frac{1}{2} \limsup_m \sup_{n \geq m} (\sup_{n \geq m} x_n(k) - \inf_{n \geq m} x_n(k)) : \limsup_{m} \sup_{n \geq m} |x_n(k)| \right\}, \quad (1)$$

$$ar(\bar{x}) = \frac{1}{2} \max \left\{ \limsup_m \sup_{n \geq m} (\sup_{n \geq m} x_n(k) - \inf_{n \geq m} x_n(k)) : \limsup_{m} \sup_{n \geq m} x_n(k) - \liminf_{m} x_n(k) \right\}, \quad (2)$$

$$ar(\bar{x}) = \frac{1}{2} \limsup_m \sup_{n \geq m} (\sup_{n \geq m} x_n(k) - \inf_{n \geq m} x_n(k)). \quad (3)$$

**Proof**

Let $\bar{x} \in \ell_\infty$ and call

- For every $m \in \mathbb{N}$, $\alpha_m = \sup_{n \geq m} (\sup_{k \geq m} x_n(k) - \inf_{n \geq m} x_n(k)).$

- $\alpha = \lim_m \alpha_m = \inf_{m} \alpha_m$.

- For every $k \in \mathbb{N}$, $\beta_k = \lim_{m} x_n(k) - \lim_{m} x_n(k)$.

- $\beta = \sup_{k} \beta_k$.

- $\gamma = \inf_{m} \left( \sup_{n \geq m} x_n(k) - \inf_{k \geq m} x_n(k) \right) = \lim_{m} x_n(k) - \lim_{m} x_n(k)$.

- $\delta = \lim_{m} |x_n(k)|$.

Given $\varepsilon > 0$, for every $m \in \mathbb{N}$ there exists $k_m \in \mathbb{N}$ satisfying

$$\sup_{n \geq m} x_n(k_m) - \inf_{n \geq m} x_n(k_m) > \alpha_m - \varepsilon \geq \alpha - \varepsilon \frac{1}{2},$$
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Denote $F = \{k_m : m \in \mathbb{N}\}$. On the one hand, if $F$ is finite, then we have
\[
\inf_{m \in \mathbb{N}} \sup_{k \in F} \left( \sup_{n \geq m} x_n(k) - \inf_{n \geq m} x_n(k) \right) \geq \alpha - \frac{\varepsilon}{2},
\]
besides, for every $k \in \mathbb{N}$ there exists $m_k \in \mathbb{N}$ such that
\[
\sup_{n \geq m_k} x_n(k) - \inf_{n \geq m_k} x_n(k) \leq \beta_k + \frac{\varepsilon}{2}
\]
which implies, if we take $m_0 = \max\{m_k : k \in F\}$, that
\[
\sup_{k \in F} \left( \sup_{n \geq m_0} x_n(k) - \inf_{n \geq m_0} x_n(k) \right) \leq \beta + \frac{\varepsilon}{2}
\]
and therefore $\alpha \leq \beta + \varepsilon$. On the other hand, if $F$ is infinite then there exist two strictly increasing sequences $(m_j)_j$, $(k_j)_j$ such that
\[
\alpha - \frac{\varepsilon}{2} \leq \inf_j \left( \sup_{n \geq m_j} x_n(k_j) - \inf_{n \geq m_j} x_n(k_j) \right) \leq \beta \leq 2\delta.
\]
Joining the two possibilities we deduce that $\alpha \leq \max\{\beta, \gamma\}$. It is straightforward to see that $\alpha_m \geq \beta_k$ for every $m, k \in \mathbb{N}$ and therefore $\beta \leq \alpha$. We deduce that
\[
\max\{\beta, \gamma\} = \max\{\alpha, \gamma\}
\]
and
\[
\max\{\beta, 2\delta\} = \max\{\alpha, 2\delta\}.
\]
In the case of $c$, we can identify $c$ with $\mathcal{C}(\mathbb{N} \cup \{\infty\})$ where $\mathbb{N} \cup \{\infty\}$ is the one-point compactification of $\mathbb{N}$. It is easy to see that Lim’s expression equals $\frac{1}{2} \max\{\alpha, \gamma\}$ but applying Theorem 2.4 we obtain that $ar(\bar{x}) = \frac{1}{2} \|b - a\| = \frac{1}{2} \max\{\sup_{k \in \mathbb{N}}(b(k) - a(k)), b(\infty) - a(\infty)\} = \frac{1}{2} \max\{\beta, \lim_{n \to \infty} x_n(k) - \lim_{n \to \infty} x_n(k)\} = \frac{1}{2} \max\{\beta, \gamma\}$, so equation (4) provides the desired equality (1).

In the case of $c_0$, seen as $\mathcal{C}(\mathbb{N})$, it is easy to see that Lim’s expression equals $\max\{\frac{1}{2} \alpha, \delta\}$ while by Theorem 2.4 we have $\max\{\frac{1}{2} \|b - a\|, b(\infty) - a(\infty)\} = \max\{\frac{1}{2} \|b - a\|, \lim_{n \to \infty} x_n(k) - \lim_{n \to \infty} x_n(k)\} = \max\{\frac{1}{2} \beta, \delta\}$, so equation (5) provides the desired equality (1).

In the case of $c_\infty$, we identify this space with $\mathcal{C}(\beta\mathbb{N})$ so we can apply Theorem 2.3. Fix $\varepsilon > 0$ and $t \in \beta\mathbb{N}$. Call $\mathcal{V}$ the set of neighbourhoods of $t$, for a given $m \in \mathbb{N}$ and every $\mathcal{V} \in \mathcal{V}$ there exist $s_\mathcal{V}, u_\mathcal{V} \in \mathbb{N} \cap \mathcal{V}$ such that $\sup_{n \geq m} x_n(s_\mathcal{V}) > b(t) - \varepsilon$ and $\inf_{n \geq m} x_n(u_\mathcal{V}) < a(t) + \varepsilon$. We have that $t$ is a limit point of both $(s_\mathcal{V})_\mathcal{V} \in \mathcal{V}$ and $(u_\mathcal{V})_\mathcal{V} \in \mathcal{V}$. Since we are dealing with a Stone-Čech compactification, there must exist $k_m \in \mathbb{N}$ which is both an $s_\mathcal{V}$ and a $u_\mathcal{V}$, thus having
\[
\sup_{n \geq m} x_n(k_m) > b(t) - \varepsilon \quad \text{and} \quad \inf_{n \geq m} x_n(k_m) < a(t) + \varepsilon.
\]
This implies, as $m$ was arbitrary,
\[
\limsup_{n \in \mathbb{N} \setminus n \geq m} \left( \sup_{n \geq m} x_n(k) - \inf_{n \geq m} x_n(k) \right) = \inf_{n \in \mathbb{N} \setminus n \geq m} \left( \sup_{n \geq m} x_n(k) - \inf_{n \geq m} x_n(k) \right) \geq b(t) - a(t) - 2\varepsilon.
\]
But this holds for every $\varepsilon > 0$ and $t \in \beta\mathbb{N}$, so by Theorem 2.3 the right-hand side of equality (2) is greater than or equal to the left-hand side so we have to prove the opposite inequality.

Now let $\varepsilon > 0$. For every $m \in \mathbb{N}$ there exists $k_m$ such that
\[
\sup_{n \geq m} x_n(k_m) - \inf_{n \geq m} x_n(k_m) \geq a_m - \varepsilon
\]
and if we consider the sequence \( (k_1, k_2, \ldots) \) it must have a subnet \((t_r)_r \subseteq \mathbb{N}\) converging to certain \( t_0 \in \beta\mathbb{N} \). This implies that there exist \( n_0 \in \mathbb{N} \) and \( r_0 \in \Lambda \) satisfying
\[
\|b - a\| \geq \beta(t_0) - a(t_0) \geq \sup_{j \geq n_0} x_j(t_0) - \inf_{r \geq r_0} x_r(t_0) - \varepsilon
\]
but there exist \( r_1 \geq r_0 \) and \( m_0 \geq n_0 \) with \( t_{r_1} = k_{m_0} \), yielding
\[
\sup_{j \geq n_0} x_j(t_r) - \inf_{r \geq r_0} x_r(t_r) - \varepsilon \geq \sup_{j \geq m_0} x_j(k_{m_0}) - \inf_{j \geq m_0} x_j(k_{m_0}) - \varepsilon \geq \alpha_{m_0} - 2\varepsilon \geq \alpha - 2\varepsilon.
\]
Again \( \varepsilon \) was arbitrary and we arrive at the opposite inequality.

To finish this section, let us mention that there is no known formula for the radius and center in \( \ell_1 \), and it is also unknown whether \( L_1[0,1] \) is asymptotically center-complete (both are stated as open problems in [12]). In [12] it was proved that \( \ell_1 \) is asymptotically center-complete. The center completeness of \( L_1[0,1] \) was proved in [11].

3 Continuity properties of the asymptotic center

As we mentioned in the introduction, several authors have studied the continuity properties of the center map in center-complete spaces, with respect to the Hausdorff metric and frequently using Michael’s theorem ([13]) to obtain a continuous selector. Perhaps a good starting point for the interested reader would be the paper by D. Amir and J. Mach ([7]), which is a very well-written and detailed account. Here we will try to study the corresponding sequential properties; for this purpose, first we introduce an analogous of the Hausdorff metric which seems suitable for sequences.

Given a sequence \( \bar{x} = (x_n)_n \), we will write its \( n \)-th tail as
\[
C_n(\bar{x}) = \{ x_m : m \geq n \}
\]
and by means of the tails we can define a pseudometric in \( \ell_{\infty}(X) \):
\[
d(\bar{x}, \bar{y}) = \inf\{ \varepsilon > 0 : \text{given } n \in \mathbb{N} \text{ there exists } m \in \mathbb{N} \text{ such that } C_m(\bar{x}) \subseteq C_n(\bar{y}) + \varepsilon B_X \text{ and } C_m(\bar{y}) \subseteq C_n(\bar{x}) + \varepsilon B_X \}.
\]

We will say that \( \bar{x} \sim \bar{y} \) whenever \( d(\bar{x}, \bar{y}) = 0 \), and accordingly define \( Y = \ell_{\infty}(X) / \sim \). As usual, elements of \( Y \) will be denoted by any class representative, i.e. \([\bar{x}]\). \( Y \) is a metric space with the distance \( d([\bar{x}], [\bar{y}]) = d(\bar{x}, \bar{y}) \).

**Proposition 3.1** \( (\ell_{\infty}(X) / \sim, d) \) is a complete metric space.

**Proof**
Take \( ([\bar{x}]_n)_n \), with each \( \bar{x}_n = (x_n(s))_s \) a bounded sequence in \( X \), such that
\[
d(\bar{x}_n, \bar{x}_{n+1}) < \frac{1}{2^n}
\]
for all \( n \). We have to prove that this sequence converges. Fix \( n_1 = 1 \). Since \( d(\bar{x}_1, \bar{x}_2) < \frac{1}{4} \) there is \( n_2 > n_1 \) such that
\[
C_{n_2}(\bar{x}_1) \subseteq C_{n_1}(\bar{x}_2) + \frac{1}{2} B_X \text{ and } C_{n_2}(\bar{x}_2) \subseteq C_{n_1}(\bar{x}_1) + \frac{1}{2} B_X.
\]
Suppose that we have obtained \( n_m \). Since
\[
d(\bar{x}_i, \bar{x}_j) < \sum_{k=\min(i,j)}^{\max(i,j)-1} \frac{1}{2^k}
\]
for all \( i, j \), \( i \neq j \), \( i, j \in \mathbb{N} \).
there is \(n_{m+1}\) such that

\[ C_{n_{m+1}}(\bar{x}_i) \subseteq C_{n_m}(\bar{x}_i) + \left( \sum_{k=\min(i,j)}^{\max(i,j)-1} \frac{1}{2^k} \right) B_X \quad \text{for} \quad 1 \leq i, j \leq m + 1. \] (6)

Then for each \(m \in \mathbb{N}\) we can choose a finite set \(A_m = \{ y_{p_{m+1}}, y_{p_{m+2}}, \ldots, y_{p_{m+1}} \} \subseteq C_{n_m}(\bar{x}_m)\) such that

\[ x_i(s) \in A_m + \left( \sum_{k=\min(i,j)}^{m-1} \frac{1}{2^k} \right) B_X \quad \text{for} \quad i < m \quad \text{and} \quad n_{m+1} \leq s < n_{m+2}. \] (7)

Define \(\bar{y} = (y_p)_p\). We will prove that the sequence \(([\bar{x}_n])_n\) converges to \([\bar{y}]. For this we prove that \(d(\bar{x}_i, \bar{y}) < \frac{1}{m+1}\).

Fix \(n \in \mathbb{N}\), and pick \(t > i\) with \(p_t + 1 > n\). If \(s \geq n_{t+1}\) there is \(m \geq t\) such that \(n_{m+1} \leq s < n_{m+2}\) and then by (7) we have that

\[ x_i(s) \in A_m + \frac{1}{2^{m-1}} B_X \subseteq C_{p_{m+1}}(\bar{y}) + \frac{1}{2^{m-1}} B_X \subseteq C_n(\bar{y}) + \frac{1}{2^{m-1}} B_X \]

so

\[ C_{n'}(\bar{x}_i) \subseteq C_n(\bar{y}) + \frac{1}{2^{m-1}} B_X \quad \text{if} \quad n' \geq n_{t+1}. \] (8)

Pick now \(m\) such that \(n_m \geq n\) and \(m > i\) and take \(l \in \mathbb{N}\). By (6) we have that

\[ A_{m+l} \subseteq C_{n_{m+l}}(\bar{x}_{m+l}) \subseteq C_{n_{m+l-1}}(\bar{x}_{m+l-1}) + \frac{1}{2^{m+l-1}} B_X \subseteq \cdots \subseteq \]

\[ \subseteq C_{n_{m+1}}(\bar{x}_{m+1}) + \left( \sum_{k=m+1}^{m+2} \frac{1}{2^k} \right) B_X \subseteq C_n(\bar{x}_i) + \left( \sum_{k=m+1}^{m+2} \frac{1}{2^k} \right) B_X \]

\[ \subseteq C_n(\bar{x}_i) + \frac{1}{2^{m+1}} B_X. \]

Thus

\[ C_{n'}(\bar{y}) \subseteq C_n(\bar{x}_i) + \frac{1}{2^{m+1}} B_X \quad \text{if} \quad n' > p_{m+1}. \] (9)

Combining (8) and (9) we get that \(d(\bar{x}_i, \bar{y}) < \frac{1}{m+1}\).

In the proposition and conjecture that follows we try to advocate that this distance is, in certain sense, “sharp” concerning centers.

**Proposition 3.2** Let \(\bar{x}, \bar{y}\) be bounded sequences in a Banach space \(X\) satisfying \(d(\bar{x}, \bar{y}) = 0\). Then

1. \(ac(\bar{x}) = ac(\bar{y})\) and \(ar(\bar{x}) = ar(\bar{y})\).
2. \(d(\bar{x}, \bar{y}) = 0\) for each equivalent renorming of \(X\).

**Proof**

Take \(z \in X\). For every \(\varepsilon > 0\) we have \(d(\bar{x}, \bar{y}) < \varepsilon\) and this implies \(\lim_{n} \|x_n - z\| - \lim_{n} \|y_n - z\| < \varepsilon\). Since \(\varepsilon\) is arbitrary we deduce that

\[ \lim_{n} \|x_n - z\| = \lim_{n} \|y_n - z\| \]

which yields immediately \(ar(\bar{x}) = ar(\bar{y})\) and \(ac(\bar{x}) = ac(\bar{y})\).

The second statement is a direct consequence of the definition of \(d\).

\[ \blacksquare \]

Is there a sort of converse to the previous proposition?

**Conjecture 3.3** Let \(\bar{x}, \bar{y}\) be bounded sequences in a Banach space \(X\). If \(ac(\bar{x}) = ac(\bar{y})\) and \(ar(\bar{x}) = ar(\bar{y})\) hold for each equivalent renorming of \(X\), then \(d(\bar{x}, \bar{y}) = 0\).
The condition “for each equivalent renorming” cannot be removed from the conjecture. Indeed, in the euclidean $\mathbb{R}^2$ consider the sequences $((-1)^n, 0)_n$ and $((0, (-1)^n)_n$. Their distance is $\sqrt{2}$ but they both have asymptotic center $\{0\}$ and asymptotic radius 1. Note that their asymptotic centers are no longer the same if we choose, e. g., the sup norm.

J. Mach ([9], p. 225) introduced a property called $P_2$ to prove the existence of continuous selectors for the center map. The following notion of continuity serves the analogous purpose for sequential asymptotic centers:

**Definition 3.4** Let $X$ be a Banach space. We will say that $X$ has **continuity with respect to asymptotic centers** (in short, cac) if there exists $\delta > 0$ such that every bounded sequence $\bar{x} \subseteq X$ satisfies

$$ac_d(\bar{x}) \subseteq B_X + ac(\bar{x}).$$

If we want to be more specific we will say that the space has $\delta$ – cac.

The following theorem can be applied to all pseudometrics sharing a certain feature of $\ell^\infty$: 

**Theorem 3.5** Let $X$ be a Banach space and $\rho : \ell^\infty(X) \to \mathbb{R}$ be a pseudometric such that

- $\rho(\bar{x}, \bar{y}) = 0$ implies $ar(\bar{x}) = ar(\bar{y})$ and $ac(\bar{x}) = ac(\bar{y})$.

If $X$ has $\delta$ – cac then the multivalued mapping $T : \ell^\infty(X)/\rho \to 2^X$ given by $T([\bar{x}]) = ac(\bar{x})$ satisfies:

- Every $T([\bar{x}])$ is convex, closed and nonempty.
- $T$ is lower semicontinuous.

In other words, $T$ is in the situation of Michael’s selection theorem and thus it has a continuous selector.

**Proof**

Note that we only need to prove that

$$W := \{\bar{x} \in \ell^\infty(X) : ac(\bar{x}) \cap U_X \neq \emptyset\}$$

is open, where $U_X$ is the open unit ball of $X$. Assume that $\bar{x} \in W$ and take $u \in ac(\bar{x}) \cap U_X$ and $\varepsilon > 0$ such that $B(u, \varepsilon) \subseteq U_X$.

If $\bar{y}$ satisfies $\|\bar{x} - \bar{y}\| < \delta \varepsilon /2$ then it is easy to see that $|ar(\bar{x}) - ar(\bar{y})| < \delta \varepsilon /2$ and thus

$$\lim_n \|y_n - u\| < \frac{\delta \varepsilon}{2} + ar(\bar{x}) < \delta \varepsilon + ar(\bar{y}).$$

If we take $z_n = \varepsilon^{-1}y_n$ then $ar(\bar{z}) = \varepsilon^{-1}ar(\bar{y})$ and the previous inequality implies that

$$\varepsilon^{-1}u \in ac(\bar{z}).$$

Consequently $\varepsilon^{-1}u \in B_X + ac(\bar{z})$, which in turn leads to $u \in \varepsilon B_X + ac(\bar{y})$.

We deduce that there exists $v \in ac(\bar{y})$ with $\|u - v\| \leq \varepsilon$ and so $v \in U_X$. We conclude that $\bar{y} \in W$ and then $W$ is an open set.

Next corollary follows from previous theorem when $\rho = d$.

**Corollary 3.6** If a Banach space $X$ has $\delta$ – cac then there exists $\varphi : \ell^\infty(X) \to X$ continuous such that $\varphi(\bar{x}) \in ac(\bar{x})$, and $\varphi(\bar{x}) = \varphi(\bar{y})$ whenever $d(\bar{x}, \bar{y}) = 0$. In particular $\varphi$ satisfies:

- $\varphi(\bar{x})$ = $\lim_n x_n$ if $\bar{x}$ converges.
- $\varphi(\bar{x}) = \varphi(F(\bar{x}))$ where $F$ is the forward operator.
- $\varphi(\bar{x}) = \varphi((x_{\pi(n)})_n)$ for every bijection $\pi : N \to N$.

It is not difficult to see that $\varphi$ cannot be additive even in the simplest space $X = \mathbb{R}$. However, it would be interesting to study whether $\varphi(\bar{x} + \bar{y}) = \varphi(\bar{x}) + \varphi(\bar{y})$ given that $\bar{x}$ is arbitrary and $\bar{y}$ is convergent. Clearly, this holds if asymptotic centers are always unitary in the space.

Which spaces have cac? At least, certain well-placed subspaces of the $C(K)$ spaces:
Theorem 3.7 Let $K$ be a Hausdorff, compact space and $Y \subseteq \mathcal{C}(K)$ a closed subspace. If $Y$ has the properties:

1. $Y$ is sequentially asymptotically center-complete.
2. There exists $\delta > 0$ such that for every $f \in Y$ there exists $u : \mathbb{R} \to [-1, 1]$ satisfying
   - $u(0) = 0$.
   - $\min\{1, \frac{1}{\|f\|}\} \leq \frac{u(\|f\|)}{\|f\|} \leq 1$ if $x \neq 0$.
   - $u \circ f \in Y$

then $Y$ has $\delta$-c.c.

Proof Let $(f_n)_n \subseteq Y$ be a bounded sequence and call $r = \text{ar}((f_n)_n)$. By virtue of theorem 2.3, there exist $a, b : K \to \mathbb{R}$, lower and upper semicontinuous respectively, such that

$$\text{ac}((f_n)_n) = \{g \in Y : \max\{\|b - g\|, \|g - a\|\} = r\}$$

and

$$\text{ac}\text{a}((f_n)_n) = \{h \in Y : \max\{\|b - h\|, \|h - a\|\} \leq r + \delta\}.$$

Fix $g \in \text{ac}((f_n)_n)$. Given $h \in \text{ac}\text{a}((f_n)_n)$, for $g - h \in Y$ consider $u : \mathbb{R} \to [-1, 1]$ as in the hypothesis. Let us see that $z = h + u \circ (g - h) \in \text{ac}((f_n)_n)$. We have $z \in Y$ and $\|z - h\| = \|u \circ (g - h)\| \leq 1$. For every $x \in X$:

- If $(g - h)(x) = 0$ then $z(x) = g(x)$.
- If $(g - h)(x) > 0$ then $\min\{(g - h)(x), \delta\} \leq u((g - h)(x)) = (z - h)(x) \leq (g - h)(x)$, which implies
  $$-r \leq \min\{g(x) - a(x), h(x) - a(x) + \delta\} \leq \min\{g(x) - h(x), \delta\} + h(x) - a(x) \leq z(x) - a(x) \leq g(x) - a(x) \leq r.$$
- If $(g - h)(x) < 0$ then $(g - h)(x) \leq (z - h)(x) = u((g - h)(x)) \leq \max\{(g - h)(x), -\delta\}$, which implies
  $$-r \leq g(x) - a(x) \leq z(x) - a(x) \leq \max\{(g - h)(x), -\delta\} + h(x) - a(x) \leq \max\{g(x) - a(x), h(x) - a(x) - \delta\} \leq r.$$

We deduce that $|z(x) - a(x)| \leq r$. Proceeding in the same way with $|z(x) - b(x)|$, it is now clear that

$$\max\{\|z - a\|, \|z - b\|\} \leq r.$$

Therefore $z \in \text{ac}((f_n)_n)$ and then $h \in B_X + \text{ac}((f_n)_n)$. \hfill $\blacksquare$

Clearly, the second condition in the previous theorem might be hard to check in some subspaces. Nonetheless, it is straightforward to see that this condition is satisfied by every subspace of $\mathcal{C}(K)$ that contains the constants and is closed under taking absolute value.

3.1 Hilbert spaces

Here we will prove more than just the continuity, showing that, in the case of Hilbert spaces, a sort of Hölder condition for the (uniquely defined) selector can be obtained. We are based in [8], where M. Baronti and P. L. Papini proved the following result concerning centers in a Hilbert space:

$$\|c(A) - c(B)\|^2 \leq d_H(A, B)(r(A) + r(B) + d_H(A, B))$$

where $A$ and $B$ are bounded sets and $d_H$ is the Hausdorff metric.

Let us see that the analogous result holds for bounded sequences and asymptotic centers. What follows are suitable modifications of proposition 2.3 and corollary 2.5 in [7] which seem to fit our purpose. This will be achieved in theorem 3.10 whose proof uses essentially the techniques of [8] with some necessary adjustments. Although it is not strictly necessary in the sequel, let us recall that the asymptotic center in Hilbert spaces is always a unitary set ([2]).
Lemma 3.8 Let $X$ be a Banach space and $\bar{x} = (x_n)_n$ a bounded sequence in $X$, with asymptotic radius $r$ and having $z$ as an asymptotic center. For every $\varepsilon > 0$, consider the subsequence $(v_n)_n$ of $\bar{x}$ determined by the infinite set $V = \{n \in \mathbb{N} : |x_n - z| > r - \varepsilon\}$. Then $z$ is an asymptotic center and $r$ is the asymptotic radius of $(v_n)_n$.

**Proof**

Assume the asymptotic radius of $(v_n)_n$ is smaller than $r$. Then there exists $y$ satisfying $\lim_{n \in V} \|x_n - y\| < r$. Take $\mu \in (0,1)$ with $\mu \|y - z\| < \varepsilon$ and define $z_0 = z + \mu(y - z)$. We have

$$\lim_{n \in V} \|x_n - z_0\| \leq \|z_0 - z\| + \lim_{n \in V} \|x_n - z\| \leq \mu \|y - z\| + r - \varepsilon < r$$

and

$$\lim_{n \in V} \|x_n - z_0\| \leq (1 - \mu) \lim_{n \in V} \|x_n - z\| + \mu \lim_{n \in V} \|x_n - y\| < (1 - \mu) \cdot r + \mu \cdot r = r,$$

which proves that the asymptotic center of $(x_n)_n$ is smaller than $r$, a contradiction. Therefore, $r$ is the asymptotic radius of $(v_n)_n$, which also has $z$ as an asymptotic center.

Lemma 3.9 Let $X$ be a Hilbert space and $\bar{x} = (x_n)_n$ a bounded sequence in $X$, with asymptotic center $z$ and asymptotic radius $r$. Then

$$z \in \bigcap_{k \in \mathbb{N}} \overline{co}(C_k(\bar{x}) \setminus B(z,r - \varepsilon)).$$

In particular, for every $\varepsilon > 0$ and $x^* \in X^*$ there exists a subsequence $(u_n)_n$ of $\bar{x}$ satisfying, for every $n \in \mathbb{N}$,

- $\|u_n - z\| \geq r - \varepsilon$,
- $x^*(u_n) \geq x^*(z) - \varepsilon$.

**Proof**

We will write $C_k$ instead of $C_k(\bar{x})$. Call $A = \bigcap_{k \in \mathbb{N}} \bigcap_{y \in X} B(y,r + \mu)$, and let us see first the weaker statement $z \in A$. Assume on the contrary that $z \notin A$, and let $y$ be the projection of $z$ in the convex, closed set $A$. It is well known that for every $a \in A$ one has $(z - y)(a - y) \leq 0$, where $(\quad)$ denotes the inner product of $X$. If we consider $\alpha = (z - y)(f)$ and $f : X \to \mathbb{R}$ given by $f(b) = (z - y)(b)$, we have that $f \in X^*$ and $A \subseteq f^{-1}((-\infty,\alpha])$.

Let us see that for every $\mu > 0$, the set $\{n \in \mathbb{N} : x_n \in f^{-1}((-\infty,\alpha + \mu])\}$ is cofinite. Assume the opposite, then there exists a subsequence $(x_{n_k})_{k \in \mathbb{N}}$ of $\bar{x}$ satisfying $f(x_{n_k}) > \alpha + \mu$ if $k \in \mathbb{N}$. We know by reflexivity that there exists $b \in \bigcap_{k \in \mathbb{N}} \overline{co}(\{x_{n_j} : j \geq k\})$ and then $f(b) \geq \alpha + \mu$. However, $\{x_{n_j} : j \geq k\} \subseteq C_{n_k}$ and therefore $b \in \bigcap_{k \in \mathbb{N}} \overline{co}(C_{n_k}) = \bigcap_{k \in \mathbb{N}} \overline{co}(C_k) = A$, which is a contradiction.

Now take $\mu = \frac{\varepsilon - \varepsilon^2}{4}$ and consider $n_0 \in \mathbb{N}$ such that if $n \geq n_0$ then $f(x_n) \leq \alpha + \mu$. Then we have

$$\|z - x_n\|^2 = \|y - x_n\|^2 + \|z - y\|^2 + 2(y - x_n)(z - y) \geq \|y - x_n\|^2 + \|z - y\|^2 - 2\mu = \|y - x_n\|^2 + \frac{\|z - y\|^2}{2},$$

and this proves that $\lim_{n \to \infty} \|z - x_n\| > \lim_{n \to \infty} \|y - x_n\|$, again a contradiction. Thus we obtain $z \in A$.

Given $\varepsilon > 0$, the sequence $(v_n)_n$ defined as in Lemma 3.8 also has asymptotic center $z$ and asymptotic radius $r$. Reasoning as in the previous paragraphs we get to

$$z \in \bigcap_{k \in \mathbb{N}} \overline{co}(\{v_n : n \geq k\}) \subseteq \bigcap_{k \in \mathbb{N}} \overline{co}(C_k \setminus B(z,r - \varepsilon)).$$

To conclude, fix $\varepsilon > 0$ and $x^* \in X^*$. Given $k \in \mathbb{N}$, we have

$$x^*(z) \leq \sup\{x^*(y) : y \in C_k \setminus B(z,r - \varepsilon)\}.$$
Theorem 3.10 Let $X$ be a Hilbert space and $\bar{x} = (x_n)_n, \bar{y} = (y_n)_n$ bounded sequences in $X$. We have
\[
\|ac(\bar{x}) - ac(\bar{y})\|^2 \leq d(\bar{x}, \bar{y})(ar(\bar{x}) + ar(\bar{y}) + d(\bar{x}, \bar{y})).
\]

Proof
For the sake of abbreviation, let us write $c_1 = ac(\bar{x}), c_2 = ac(\bar{y}), r_1 = ar(\bar{x}), r_2 = ar(\bar{y})$ and $d = d(\bar{x}, \bar{y})$. Now consider $x^* \in X^*$ given by $x^*(v) = (v|2(c_1 - c_2))$. By using lemma 3.9 applied to such $x^*$, it is straightforward to deduce that for every $\varepsilon > 0$ there exists a subsequence of $\bar{x}$, say $(u_n)_n$, such that
\[
\lim_n \|u_n - c_1\| \geq r_1 - \varepsilon.
\]
and, for every $n \in \mathbb{N}$,
\[
\|u_n - c_2\|^2 \geq \|u_n - c_1\|^2 + \|c_1 - c_2\|^2 - \varepsilon.
\]
Equations (10) and (11) combined produce
\[
\lim_n \|u_n - c_2\|^2 \geq (r_1 - \varepsilon)^2 + \|c_1 - c_2\|^2 - \varepsilon.
\]
On the other hand, it is clear that
\[
\lim_n \|u_n - c_2\| \leq \lim_n \|x_n - c_2\| \leq r_2 + d,
\]
which implies
\[
\|c_1 - c_2\|^2 \leq (r_2 + d)^2 - (r_1 - \varepsilon)^2 + \varepsilon.
\]
Since this happens for every $\varepsilon > 0$, we have
\[
\|c_1 - c_2\|^2 \leq (r_2 + d)^2 - r_1^2
\]
and symmetrically we also have
\[
\|c_1 - c_2\|^2 \leq (r_1 + d)^2 - r_2^2,
\]
joining both assertions yields the desired inequality.

Acknowledgements. The authors would like to thank Bernardo Cascales for his many suggestions that have greatly improved this paper. The second and third author would like to thank Carlos Angosto and Bernardo Cascales for their warm hospitality during a short stay at University of Murcia.

References

[1] Garkavi, A. L., “On the optimal net and best cross-section of a set in a normed space” (Russian), Izv. Akad. Nauk SSSR Ser. Mat. 26 (1962), 87–106.
[2] Edelstein, M., “The construction of an asymptotic center with a fixed-point property”, Bull. Amer. Math. Soc. 78 (1972), 206–208.
[3] Lim, T. C., “A fixed point theorem for families on nonexpansive mappings”, Pacific J. Math. 53 (1974), 487–493.
[4] Lim, T. C., “Asymptotic centers in $c_0$, $c$ and $m^n$”, Contemp. Math. 18 (1983), 141–154.
[5] Amir, D.; Mach, J. and Saatkamp, K., “Existence of Chebyshev centers, best n-nets and best compact approximants”, Trans. AMS 271, no. 2 (1982), 513–524.
[6] Veselý, L., “Chebyshev centers in hyperplanes of $c_0$”, Czechoslovak Math. J. 52 (127) (2002), no. 4, 721–729.
[7] Amir, D. and Mach, J., “Chebyshev centers in normed spaces”, J. Approx. Theory 40 (1984), 364–374.
[8] Baronti, M. and Papini, P. L., “Nearby sets and centers”, Approximation and optimization (Havana, 1987), Lecture Notes in Math. 1354 (1988), 98–105.

[9] Mach, J., “Continuity Properties of Chebyshev Centers”, J. Approx. Theory 29 (1980), 223–230.

[10] Listán-García, M. C. and Rambla-Barreno, F., “Rough convergence and Chebyshev centers in Banach spaces”, to appear in Numer. Funct. Anal. Optim.

[11] Nagata, J. “Modern general topology”, 2nd ed., North-Holland (1985).

[12] Lim, T. C., “Asymptotic centers and nonexpansive mappings in conjugate Banach spaces”, Pacific J. Math. 90 (1980), no.1, 135–143.

[13] Michael, E., “Continuous selections. I.”, Ann. of Math. 63, no. 2 (1956), 361–382.