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Abstract. In this paper we propose definitions of equivalence via stochastic bisimulation and of equivalence of stochastic external behavior for the class of discrete–time stochastic linear control systems with possibly degenerate normally distributed disturbances. The first notion is inspired by the notion of probabilistic bisimulation for probabilistic chains while the second one by the notion of equivalence of external behavior for (nonstochastic) behavioral systems. Geometric necessary and sufficient conditions for checking these notions are derived. Model reduction via Kalman–like decomposition is also proposed. Connections with stochastic linear realization theory and stochastic reachability are established.

1. Introduction

A theme widely studied in the community of computer science is the characterization of equivalent models of computation. Several equivalence notions have been proposed in the literature, see e.g. [43] and the references therein. Among these notions, bisimulation [25, 27] and trace equivalences play a prominent role. As discussed in [43], trace equivalence is the weakest equivalence notion, while bisimulation equivalence is the strongest one, apart from the notion of equivalence via isomorphism. Bisimulation equivalence is extensively used in the community of computer science as an effective tool to mitigate software verification. In the last thirty years, many researchers in the control systems and computer science communities were attracted by this research topic with the aim of reducing the complexity of real–world complex systems for formal verification/analysis and control design purposes. The research in this field is very broad and can be roughly categorized along the following directions:

- (D) Type of dynamics considered: deterministic/non–deterministic (D1), versus, stochastic (D2);
- (R) Type of reduction obtained: reduction of a finite states model to a smaller finite states model (R1), versus, reduction of a continuous/hybrid (infinite states) model to a finite states model (R2), versus, reduction of a continuous/hybrid (infinite states) model to a smaller (with lower dimensional state space) continuous/hybrid (infinite states) model (R3);
- (E) Type of equivalence notions employed: exact simulation/bisimulation/trace equivalence notions (E1), versus, approximate simulation/bisimulation/trace equivalence notions (E2).

A (non–exhaustive) list of literature relevant in this research topic is reported in Table 1. The present paper is along the research line (D2)–(R3)–(E1) and aims at extending the theory of bisimulation and external behavior equivalences given for non–deterministic control systems in [41] to a stochastic setting. As discussed later on in the paper, the proposed notions have been inspired by the corresponding notions given in the finite systems domain (D2)–(R1)–(E1) and for behavioral systems [35]. We briefly recall that within (D2)–(R1)–(E1), bisimulation equivalence for probabilistic chains has been introduced in [23]; a generalization of this notion to Labelled Markov Processes has been studied in [12], and to Interactive Markov Chains, mixing transitions due to interaction with spontaneous probabilistic transitions, in [13]. Within the research line (D2)–(R3)–(E1) where the present paper is placed, a notion of bisimulation for general stochastic hybrid systems (with no inputs and outputs) has been proposed in [4] and for communicating piecewise deterministic markov processes in [38, 39]. However, given the generality of the models considered in [4, 38, 39], checkable
Table 1. Related literature on equivalences based reduction of discrete/continuous/hybrid deterministic/non–deterministic/stochastic systems.

| Relation | Paper | Page |
|----------|-------|------|
| (R1)–(E1) | [9] | 23 |
| (R1)–(E2) | [8, 28, 10] | 12, 13 |
| (R2)–(E1) | [40, 16, 15, 29] | 47, 48, 11 |
| (R2)–(E2) | [40, 16, 15, 29] | 47, 48, 11 |
| (R3)–(E1) | [41, 17, 34] | 17, 38, 39, 4 |
| (R3)–(E2) | [15] | 19 |

2. Notation and preliminary definitions

Given a pair of sets $S_1$ and $S_2$ and a relation $R \subseteq S_1 \times S_2$, we define for any sets $X_1 \subseteq S_1$ and $X_2 \subseteq S_2$, $R(X_1) = \{ x_2 \in S_2 | \exists x_1 \in X_1 \text{ s.t. } (x_1, x_2) \in R \}$ and $R^{-1}(X_2) = \{ x_1 \in S_1 | \exists x_2 \in X_2 \text{ s.t. } (x_1, x_2) \in R \}$. Relation $R$ is total if $R(S_1) = S_2$ and $R^{-1}(S_2) = S_1$. The standard symbols $\mathbb{N}$, $\mathbb{R}$ and $\mathbb{R}^+$ denote the sets of nonnegative integer, real, and positive real numbers, respectively. Given a vector $x \in \mathbb{R}^n$, the symbol $x[i]$ denotes the $i$-th component of $x$. Given a matrix $M \in \mathbb{R}^{m \times n}$, the symbols $M^T$, $\text{rank}(M)$, $\text{Im}(M)$ and $\ker(M)$ denote the transpose, the rank, the image and the kernel of $M$, respectively. If $M$ is square, $\det(M)$ denotes the determinant of $M$. Given a subset $X$ of $\mathbb{R}^n$ we denote by $MX$ the image of $X$ through $M$, i.e. the set $\{ y \in \mathbb{R}^m | \exists x \in X \text{ s.t. } y = Mx \}$. The symbols $I_n$ and $0_{n \times m}$ denote the $(n, n)$–identity matrix and the $(n, m)$–null matrix, respectively; the symbol $0_n$ denotes the null vector in $\mathbb{R}^n$. Given a collection of square matrices $M_1, M_2, \ldots, M_N$, we denote by $\text{diag}(M_1, M_2, \ldots, M_N)$ the block–diagonal matrix with block–entries $M_i$. The symbol $\oplus$ denotes the direct sum operator between subspaces. Given $f_i : \mathbb{N} \rightarrow \mathbb{R}^n$, $i = 1, 2$, we write...
Consider a probability space \((\Omega, \mathcal{F}, \mathbf{P})\). \(\mathbf{P}(S_1 | S_2)\) denotes the conditional probability of event \(S_1\) given event \(S_2\). Given a random variable \(x: \Omega \rightarrow \mathbb{R}^n\) and a measurable set \(X \subseteq \mathbb{R}^n\), we use standard shorthand notation \(\mathbf{P}(x \in X)\) instead of \(\mathbf{P}((\omega \in \Omega : x(\omega) \in X))\); we denote by \(\text{supp}(x)\) the support of \(x\); we recall that:

\[
\text{supp}(x) = \{ z \in \mathbb{R}^n | \mathbf{P}(x \in B_\rho(z)) > 0, \text{ for any } \rho \in \mathbb{R}^+ \},
\]

where \(B_\rho(z) = \{ z \in \mathbb{R}^n ||z|| < \rho \}\). In this paper we consider random variables whose support is a manifold. Random variable \(x\) is degenerate if \(\dim(\text{supp}(x)) < n\) and non-degenerate, otherwise. Of course

\[
\mathbf{P}(x \in X) = \mathbf{P}(x \in X \cap \text{supp}(x)).
\]

In general, the random variables considered in this paper are degenerate, and therefore do not admit a probability density function. \(E(x)\) denotes the expected value of the r.v. \(x\), and \(\text{cov}(x, y)\) denotes the covariance between two random vectors \(x\) and \(y\), i.e. \(\text{cov}(x, y) = E[(x - E(x))(y - E(y))^T]\).

The following standard definition will be used in this paper:

**Definition 2.1.** Two stochastic processes \(x_1: \mathbb{N} \times \Omega \rightarrow \mathbb{R}^n\) and \(x_2: \mathbb{N} \times \Omega \rightarrow \mathbb{R}^n\) are stochastically equivalent, denoted \(x_1 \sim x_2\), if the probability distribution of the two vectors \((x_1(t_1), x_1(t_2), ..., x_1(t_k))\) and \((x_2(t_1), x_2(t_2), ..., x_2(t_k))\) is equal for all choices of times \(t_1, t_2, ..., t_k \in \mathbb{N}\).

The standard notation \(x \sim \mathcal{N}(\mu, \Psi)\) indicates that \(x\) is a random variable with normal distribution with mean vector \(\mu\) and covariance matrix \(\Psi\); we recall that \(\Psi\) is symmetric and positive semi-definite, \(\text{supp}(x) = \mu + \text{Im}(\Psi)\) and \(x\) is degenerate if \(\det(\Psi) = 0\) and non-degenerate, otherwise. Moreover, we recall that if \(x \sim \mathcal{N}(\mu, \Psi)\) then \(y = \alpha x + \beta \sim \mathcal{N}(\beta + \alpha \mu, \alpha \Psi \alpha^T)\).

### 3. Equivalence notions

In this section we propose the notions of equivalence of stochastic external behavior and equivalence via stochastic bisimulation for a pair of discrete–time stochastic linear control systems \(\Sigma_1\) and \(\Sigma_2\) described, for \(t \in \mathbb{N}\), by:

\[
\Sigma_i : \left\{ \begin{array}{l}
x_i(t+1) = A_i x_i(t) + B_i u_i(t) + G_i w_i(t), \\
y_i(t) = C_i x_i(t) + \nu_i(t), \\
x_i \in \mathbb{R}^m, u_i \in \mathbb{R}^m, w_i \in \mathbb{R}^l, y_i, \nu_i \in \mathbb{R}^p,
\end{array} \right.
\]

where \(x_i\) is the state, \(u_i\) is the control input, \(y_i\) is the output, and \(w_i\) and \(\nu_i\) are random disturbances. We assume that \(\nu_i(t) \sim \mathcal{N}(0, \Psi_i)\), with \(\Psi_i \in \mathbb{R}^{p \times p}\), and \(w_i(t) \sim \mathcal{N}(\mu_i, W_i)\) with \(\mu_i \in \mathbb{R}^l\) and \(W_i \in \mathbb{R}^{l \times l}\). We also assume that both sequences \(w_i(t)\) and \(\nu_i(t)\) are white and mutually independent. Without loss of generality we assume in the sequel that \(W_i = I_{li}\), so that the resulting random vector \(v_i = G_i w_i\) is \(v_i(t) \sim \mathcal{N}(G_i \mu_i, G_i G_i^T)\). Note that \(v_i(t)\) is degenerate if and only if \(\text{rank}(G_i) < n_i\). In the following, the boldface symbols \(u_i, w_i\) and \(\nu_i\) will be used to denote the whole sequences of deterministic inputs \(u_i(t)\) and random noises \(w_i(t)\) and \(\nu_i(t)\), \(t \geq 0\), i.e. \(u_i: \mathbb{N} \rightarrow \mathbb{R}^m, w_i: \mathbb{N} \times \Omega \rightarrow \mathbb{R}^l, \) and \(\nu_i: \mathbb{N} \times \Omega \rightarrow \mathbb{R}^p\). The state and output values of the system \(\Sigma_i\) at times \(t \in \mathbb{N}\) are computed as:

\[
x_i(t, x_i^0, u_i, w_i) = A_i^t x_i^0 + \sum_{\tau=0}^{t-1} A_i^{t-\tau} (B_i u_i(\tau) + G_i w_i(\tau)),
\]

\[
y_i(t, x_i^0, u_i, w_i, \nu_i) = C_i x_i(t, x_i^0, u_i, w_i) + \nu_i(t)
\]

\[
= C_i A_i^t x_i^0 + \sum_{\tau=0}^{t-1} C_i A_i^{t-\tau} (B_i u_i(\tau) + G_i w_i(\tau)) + \nu_i(t).
\]
For a given initial condition $x_i^0 \in \mathbb{R}^{n_i}$ and deterministic input $u_i$ let us denote by $x_i|x_i^0, u_i : \mathbb{N} \times \Omega \to \mathbb{R}^{n_i}$ and $y_i|x_i^0, u_i : \mathbb{N} \times \Omega \to \mathbb{R}^p$ the state and output stochastic processes generated by the system $\Sigma_i$ driven by the stochastic sequences $w_i$ and $\nu_i$ i.e.

\[
\begin{align*}
x_i|x_i^0, u_i(t) &= x_i(t, x_i^0, u_i, w_i), \\
y_i|x_i^0, u_i(t) &= y_i(t, x_i^0, u_i, w_i, \nu_i).
\end{align*}
\]

For later purposes let us define the sequences $\mu_i = E(w_i)$ of expected values of the random sequences $w_i$, $i = 1, 2$, and the sequence $\tilde{w}_i = w_i - \mu_i$, that is the centered (i.e. zero mean) version of the disturbance $w_i$. Then, by linearity

\[
\begin{align*}
x_i(t, x_i^0, u_i, w_i) &= x_i(t, x_i^0, u_i, \mu_i) + x_i(t, 0, 0, \tilde{w}_i) \\
y_i(t, x_i^0, u_i, w_i, \nu_i) &= y_i(t, x_i^0, u_i, \mu_i, 0) + y_i(t, 0, 0, \tilde{w}_i, \nu_i)
\end{align*}
\]

Defining for any time $t \in \mathbb{N}$ and $i = 1, 2$ the zero mean vectors

\[
\tilde{w}_i|_{0:t-1} = \begin{bmatrix} w_i(t-1) - \mu_i \\ \vdots \\ w_i(1) - \mu_i \\ w_i(0) - \mu_i \end{bmatrix}
\]

and the matrices

\[
\begin{align*}
\text{Reach}_i(A_i, G_i) &= [G_i A_i G_i \ldots A_i^{t-1} G_i], \\
\text{Obs}_i(A_i, C_i) &= (\text{Reach}_i(AT_i, CT_i))^T,
\end{align*}
\]

we can rewrite (3.6) and (3.7) as

\[
\begin{align*}
x_i|_{x_i^0, u_i}(t) &= x_i(t, x_i^0, u_i, \mu_i) + \text{Reach}_i(A_i, G_i)\tilde{w}_i|_{0:t-1}, \\
y_i|_{x_i^0, u_i}(t) &= y_i(t, x_i^0, u_i, \mu_i, \nu_i) + C_i\text{Reach}_i(A_i, G_i)\tilde{w}_i|_{0:t-1} + \nu_i(t).
\end{align*}
\]

Note that $C_i\text{Reach}_i(A_i, G_i) = \text{Obs}_i(A_i, C_i)G_i$.

If the initial state $x_i^0$ in $\Sigma_i$ is considered as deterministic, then the first terms of the right hand sides of equations (3.11) and (3.12) (or (3.6) and (3.7)) are the expected values of the state and output processes at time $t$. However, for the sake of generality, we look at these terms as expectations conditional to $x_i^0$, considered as a random variable independent of both $w_i$ and $\nu_i$. Explicit expressions of the these terms are:

\[
\begin{align*}
x_i(t, x_i^0, u_i, \mu_i) &= E\{x_i|_{x_i^0, u_i}(t)|x_i^0\} \\
&= A_i^t x_i^0 + \sum_{\tau=0}^{t-1} A_i^{t-1-\tau} (B_i u_i(\tau) + G_i \mu_i),
\end{align*}
\]

\[
\begin{align*}
y_i(t, x_i^0, u_i, \mu_i, 0) &= E\{y_i|_{x_i^0, u_i}(t)|x_i^0\} = C_i x_i(t, x_i^0, u_i, \mu_i) \\
&= C_i A_i^t x_i^0 + \sum_{\tau=0}^{t-1} C_i A_i^{t-1-\tau} (B_i u_i(\tau) + G_i \mu_i).
\end{align*}
\]

It is clear that random variables $x_i|_{x_i^0, u_i}(t)$ and $y_i|_{x_i^0, u_i}(t)$ can be degenerate or not, depending on the rank of matrices $\text{Reach}_i(A_i, G_i)$, $C_i\text{Reach}_i(A_i, G_i)$, and $\Psi_i$. We set $\text{Reach}(A_i, G_i) = \text{Reach}_{n_i}(A_i, G_i)$ (by Cayley-Hamilton theorem, $\text{Im}(\text{Reach}_i(A_i, G_i)) = \text{Im}(\text{Reach}(A_i, G_i))$ for any time $t \geq n_i$). Formulas (3.11) and (3.12)
allow to compute the conditional covariances

\[
\begin{align*}
\text{cov}(x_i|_{x_i^0, u_i}(t), x_i|_{x_i^0, u_i}(\tau)) &= \sum_{h=0}^{\tau-1} A_i^{\tau-h} G_i G_i^T (A_i^h)^T, \\
\text{cov}(y_i|_{x_i^0, u_i}(t), y_i|_{x_i^0, u_i}(\tau)) &= \Psi_i + \sum_{h=0}^{\tau-1} C_i A_i^{\tau-h} G_i G_i^T (A_i^h)^T C_i^T.
\end{align*}
\]

(3.15)  

(3.16)

where \( t \geq \tau \). We also need to recall the notion of linear equivalence of stochastic linear control systems:

**Definition 3.1.** Two stochastic linear control systems \( \Sigma_1 \) and \( \Sigma_2 \) as in (3.1) are linearly equivalent, denoted \( \Sigma_1 \cong \Sigma_2 \), if \( \Psi_1 = \Psi_2 \), \( n_1 = n_2 \), and there exists an invertible matrix \( T \in \mathbb{R}^{n_1 \times n_1} \), called transformation matrix, such that:

\[
\begin{align*}
A_2 &= TA_1T^{-1}, \quad B_2 = TB_1, \quad C_2 = C_1 T^{-1}, \\
G_2 &= TG_1, \quad G_2 \mu_2 = TG_1 \mu_1.
\end{align*}
\]

(3.17)

The notion of linear equivalence is an equivalence relation on the class of linear systems. We can now introduce the notion of equivalence of stochastic external behavior.

**Definition 3.2.** Consider two stochastic control systems \( \Sigma_1 \) and \( \Sigma_2 \) as in (3.1), and a relation \( \mathcal{R} \subseteq \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \) that is a subspace. \( \Sigma_1 \) and \( \Sigma_2 \) are said to have equivalent stochastic external behavior with respect to \( \mathcal{R} \) if for any \((x_1^0, x_2^0) \in \mathcal{R}\) and for any input \( u \)

\[
y_1|_{x_1^0, u} \sim y_2|_{x_2^0, u}.
\]

(3.18)

\( \Sigma_1 \) and \( \Sigma_2 \) are said to have equivalent stochastic external behavior, denoted \( \Sigma_1 \cong \Sigma_2 \), if there exists a subspace total relation \( \mathcal{R} \) such that \( \Sigma_1 \) and \( \Sigma_2 \) have equivalent stochastic external behavior with respect to \( \mathcal{R} \).

The above notion has been obtained by reinterpreting the notion of equivalence of external behavior given for behavioral systems, see e.g. [11] [35], in a stochastic setting. The notion of equivalence of stochastic external behavior is an equivalence relation on the class of stochastic linear control systems. We now proceed with a further step and propose a notion of stochastic bisimulation equivalence. We start by considering the case of linear systems with non-degenerate disturbances.

**Definition 3.3.** Given a pair of stochastic control systems \( \Sigma_1 \) and \( \Sigma_2 \), as in (3.1) with \( \text{rank}(G_i) = n_i \), a subspace \( \mathcal{R} \subseteq \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \) is a stochastic bisimulation relation between \( \Sigma_1 \) and \( \Sigma_2 \) if for any pair \((x_1^0, x_2^0) \in \mathcal{R}\) and any input \( u \) the following conditions hold for all times \( t \in \mathbb{N} \)

(i) For any measurable set \( X_1 \subseteq \mathcal{R}^{-1}(\mathbb{R}^{n_2}) \)

\[
P\left( x_1|_{x_1^0, u}(t) \in X_1|_{x_1^0, u}(t) \right) = P\left( x_2|_{x_2^0, u}(t) \in \mathcal{R}(X_1)|_{x_2^0} \right);
\]

(ii) For any measurable set \( X_2 \subseteq \mathcal{R}(\mathbb{R}^{n_1}) \)

\[
P\left( x_2|_{x_2^0, u}(t) \in X_2|_{x_2^0, u}(t) \right) = P\left( x_1|_{x_1^0, u}(t) \in \mathcal{R}^{-1}(X_2)|_{x_1^0} \right);
\]

(iii) \( y_1|_{x_1^0, u} \sim y_2|_{x_2^0, u} \).

Systems \( \Sigma_1 \) and \( \Sigma_2 \) are equivalent via stochastic bisimulation, if there exists a total stochastic bisimulation relation between them.
Note that in conditions (i) and (ii) of Definition 3.3 we consider measurable sets \( X_1 \subseteq \mathcal{R}^{-1}(\mathbb{R}^{n_2}) \) and \( X_2 \subseteq \mathcal{R}(\mathbb{R}^{n_1}) \), rather than all measurable sets \( X_1 \subseteq \mathbb{R}^{n_1} \) and \( X_2 \subseteq \mathbb{R}^{n_2} \). This choice is motivated by the fact that since relation \( \mathcal{R} \) may be not total, sets \( \mathcal{R}(X_1) \) and \( \mathcal{R}^{-1}(X_2) \) may be not defined for some sets \( X_1 \subseteq \mathbb{R}^{n_1} \) and \( X_2 \subseteq \mathbb{R}^{n_2} \). When \( \mathcal{R} \) is total, all measurable sets \( X_1 \subseteq \mathbb{R}^{n_1} \) and \( X_2 \subseteq \mathbb{R}^{n_2} \) are clearly considered. Definition 3.3 has been inspired by analogue notions given for probabilistic chains and Markov processes, see e.g. [23, 18, 13]. A detailed discussion in this regard is reported in Section 6.

**Remark 3.4.** As stressed in the introduction, this paper is within the research line (D2)–(R3)–(E1), where notions of stochastic bisimulation have been also proposed for General Stochastic Hybrid Systems (GSHS) with no inputs and outputs in [7] and, for Communicating Piecewise Deterministic Markov Processes (CPDMP) in [38, 39]. A comparison of the proposed Definition 3.3 with the ones given in [7] and [38, 39] follows. Although the mathematical tools employed in [7] are based on Category Theory and hence, different from the ones utilized in the present paper, the notion proposed in [7] in fact generalizes the one of stochastic bisimulation given for Labelled Markov Processes with countable sets of states in [4] to GS HS. Since the definition given in [4] generalizes the one given in [23] for probabilistic chains, then both Definition 3.3 and the one given in [7], are in fact based on the same ideas given in the seminal work [23]. Regarding the comparison with the definitions of stochastic bisimulation given in [38, 39] for CPDMP, we recall that the semantic of CPDMP is characterized by no stochasticity in the continuous-state flow; stochasticity only appears in the discrete-state dynamics, via spontaneous Poisson–type transitions and in the reset of both continuous and discrete variables. Since the systems in (3.1) present stochasticity in the continuous-state flow and have no discrete-state dynamics, Definition 3.3 and the one given in [38, 39] are not comparable. However, we mention that the definitions proposed in [38, 39] are inspired by the one given in [18] for Interactive Markov Chains which combines the classical definition of bisimulation for concurrent (non–stochastic) processes (see e.g. [25, 27]) with the one given in [23] for probabilistic chains. Hence, also in this case, the seminal work [23] is a common denominator in inspiring Definition 3.3 and the one given in [38, 39].

As stressed at the beginning of this section, in this paper we consider linear systems with possibly degenerate disturbance distribution. The following example shows that Definition 3.3 is not appropriate to deal with linear systems with disturbances with degenerate distributions.

**Example 3.5.** Consider a pair of stochastic control systems \( \Sigma_1 \) and \( \Sigma_2 \) as in (3.1) where:

\[
A_1 = \begin{bmatrix} 1 & 0 \\ 0 & 2 \end{bmatrix}, B_1 = G_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, C_1 = \begin{bmatrix} 1 & 0 \end{bmatrix},
\]

\( A_2 = B_2 = G_2 = C_2 = 1 \) and \( w_i(t) \sim \mathcal{N}(0,1) \), without output noise \( \nu \). The dynamics of \( \Sigma_1 \) and \( \Sigma_2 \) suggest that \( \Sigma_1 \cong_b \Sigma_2 \) with stochastic bisimulation relation \( \mathcal{R} \) defined by \((x_1, x_2) \in \mathcal{R} \) if and only if \( x_1[1] = x_2[2] \); indeed, the dynamics of \( x_2 \) coincide with the dynamics of \( x_1[1] \), \( y_2(t) = x_2(t) \) and \( y_1(t) = x_1[1](t) \). We now apply Definition 3.3 only at time \( t = 1 \). We consider \((x_1[1], x_2[2]) = (0,0) \in \mathcal{R}, \ u = 0 \) and the two measurable sets \( X_1', X_2'' \subseteq \mathbb{R}^{n_1} \) depicted in Fig. 1. We first note that \( \mathcal{R}(X_1') = \mathcal{R}(X_2'') = X_2' \), with \( X_2' \subseteq \mathbb{R}^{n_2} \) as depicted in Fig. 1. Hence, according to condition (i) of Definition 3.3 a necessary condition for \( \Sigma_1 \cong_b \Sigma_2 \) is that

\[
(3.19) \quad \mathbf{P}(x_1[1]|0,0(1) \in X_1'[0]) = \mathbf{P}(x_1[1]|0,0(1) \in X_2''[0]).
\]

However, since \( \text{supp}(x_1[1]|0,0(1)) = \text{supp}(G_1 w_1(0)) = \text{Im}(G_1) \), by (2.1) we get \( \mathbf{P}(x_1[1]|0,0(1) \in X_1'[0]) = 0 \) and \( \mathbf{P}(x_1[1]|0,0(1) \in X_2''[0]) \neq 0 \), thus contradicting (3.19). Hence, \( \Sigma_1 \) and \( \Sigma_2 \) are not equivalent via stochastic bisimulation according to Definition 3.3.

The above example motivates us to extend Definition 3.3 to linear systems with possibly degenerate disturbances, as follows:

**Definition 3.6.** Given a pair of stochastic control systems \( \Sigma_1 \) and \( \Sigma_2 \), as in (3.1), a subspace \( \mathcal{R} \subseteq \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \) is a stochastic bisimulation relation between \( \Sigma_1 \) and \( \Sigma_2 \) if for any pair \((x_1[1], x_2[2]) \in \mathcal{R} \) and any input \( u \) the following conditions hold for all times \( t \in \mathbb{N} \)}
(i) For any measurable set $X_1 \subseteq \mathcal{R}^{-1}(\mathbb{R}^{n_2})$

\begin{align}
\mathbb{P}\left( x_1 \mid x_0 \in X_1, u(t) \in \mathcal{R}(X_1 \cap \text{supp}(x_1|_{x_0}, u(t))) \right) = \mathbb{P}\left( x_2 \mid x_0 \in X_1 \right);
\end{align}

(ii) For any measurable set $X_2 \subseteq \mathcal{R}(\mathbb{R}^{n_1})$

\begin{align}
\mathbb{P}\left( x_2 \mid x_0 \in X_2, u(t) \in \mathcal{R}(X_1 \cap \text{supp}(x_1|_{x_0}, u(t))) \right) = \mathbb{P}\left( x_1 \mid x_0 \in X_2 \right);
\end{align}

(iii) $y_1 \mid x_0 \sim y_2 \mid x_0$.

Systems $\Sigma_1$ and $\Sigma_2$ are equivalent via stochastic bisimulation, denoted

\[ \Sigma_1 \equiv_b \Sigma_2, \]

if there exists a total stochastic bisimulation relation between them.

Note that by property (iii), if $\Sigma_1$ and $\Sigma_2$ are equivalent via stochastic bisimulation then they have equivalent stochastic external behavior. In the sequel, if not stated explicitly, when referring to equivalence via stochastic bisimulation we consider Definition 3.6.

Example 3.5 (Continued) When conditions (i) and (ii) of Definition 3.3 are replaced by conditions (i) and (ii) of Definition 3.6 one gets $\mathcal{R}(X_1 \cap \text{supp}(x_1(1))) = \mathcal{R}(\emptyset) = \emptyset$ and $\mathcal{R}(X_2 \cap \text{supp}(x_1(1))) = X_2^0 \neq \emptyset$. Therefore, condition (i) of Definition 3.6 correctly distinguishes between sets $X_1'$ and $X_2'$, whereas condition (i) of Definition 3.3 does not. A straightforward computation reveals indeed that systems $\Sigma_1$ and $\Sigma_2$ are equivalent via stochastic bisimulation according to Definition 3.6, while we showed they are not according to Definition 3.3.

The notion of equivalence via stochastic bisimulation is an equivalence relation on the class of linear systems. Classical notions of bisimulation equivalences given for deterministic, non–deterministic and stochastic discrete (concurrent) processes preserve reachability properties of equivalent states, together with e.g. linear temporal logic properties, see e.g. [9, 18]. These notions only involve next states of equivalent states, rather than all states involved in runs originating from equivalent states. Definition 3.6 clearly preserves reachability properties of states related by relation $\mathcal{R}$. In contrast to the case of discrete processes, however, it requires properties (i)–(iii) to hold for all times $t \in \mathbb{N}$, rather than only for time $t = 1$. We now show by a simple example that if the notion of stochastic bisimulation equivalence is defined in one step (i.e., only for $t = 1$), stochastic reachability properties of states related by $\mathcal{R}$ may be not preserved.
Example 3.7. Consider a pair of stochastic control systems $\Sigma_1$ and $\Sigma_2$ as in (3.1) where:

$$A_1 = \begin{bmatrix} b & 1 \\ 0 & a \end{bmatrix}, B_1 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, C_1 = \begin{bmatrix} 0 & 1 \end{bmatrix},$$

$$A_2 = \begin{bmatrix} b & 0 \\ 0 & a \end{bmatrix}, B_2 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, C_2 = \begin{bmatrix} 0 & 1 \end{bmatrix},$$

without output noise $\nu$, with $a, b, \sigma \neq 0$. We first show that properties (i)--(iii) of Definition 3.6 are satisfied for $t = 1$, that is to say that systems $\Sigma_1$ and $\Sigma_2$ are equivalent via stochastic bisimulation "in one step", as typically required for discrete processes. Consider the relation $\mathcal{R}$ defined by $(x_1^0, x_2^0) \in \mathcal{R}$ if and only if $x_1^0[2] = x_2^0[2]$ (recall that the argument within square brackets denotes the component of a vector). We start with condition (i). Consider any $(x_1^0, x_2^0) \in \mathcal{R}$, any input $u$, any measurable set $X_1 \subseteq \mathbb{R}^n$ and define $X_{1,2} = \{x_1[2] \in \mathbb{R} \mid x_1[1] \in \mathbb{R} \text{ s.t. } x_1 \in X_1 \cap \text{supp}(x_1|x_1^0, u(1))\}$. Then, one gets:

$$P(x_1|x_1^0, u(1)) = P(ax_1^0[2] + \sigma w_1(0) \in X_{1,2})$$

$$= P(ax_2^0[2] + \sigma w_2(0) \in X_{1,2})$$

$$= P(x_2|x_2^0, u(1) \in \mathcal{R}(X_1 \cap \text{supp}(x_1|x_1^0, u(1))))|x_2^0)$$

which is condition (i) of Definition 3.6 for $t = 1$. Condition (ii) can be shown similarly and condition (iii) is trivially satisfied because $C_i x_i|x_i^0, u(1) = ax_i^0[2] + \sigma w_i(0)$ in this example. We now show that $\mathcal{R}$ does not satisfy those conditions for time $t = 2$. We consider $(x_1^0, u_i) = (0, 0)$ and obtain:

$$x_1|0,0(2) = \begin{bmatrix} 0 & \sigma \\ \sigma & a\sigma \end{bmatrix} \begin{bmatrix} w_1(1) \\ w_1(0) \end{bmatrix}$$

$$x_2|0,0(2) = \begin{bmatrix} 0 & 0 \\ \sigma & a\sigma \end{bmatrix} \begin{bmatrix} w_2(1) \\ w_2(0) \end{bmatrix}$$

Since $x_1|0,0(2)$ is non-degenerate, there exists a pair of sets in form of $X_1 = Z_1 \times Z_2$ and $X'_1 = Z'_1 \times Z_2$ with $Z_1 \subseteq Z'_1$ such that:

$$P(x_1|0,0(2) \in X'_1(0)) < P(x_1|0,0(2) \in X_1(0)).$$

Considering that $\text{supp}(x_1|0,0(2)) = \mathbb{R}^2$, condition (i) of Definition 3.6 for set $X_1$ rewrites as:

$$P(x_1|0,0(2) \in \mathbb{R}^2) = P(x_2|0,0(2) \in \mathcal{R}(Z_1 \times Z_2)|0)$$

Note that $\mathcal{R}(Z_1 \times Z_2) = \mathbb{R} \times Z_2$, because $(x_1, x_2) \in \mathcal{R}$ if $x_1[2] = x_2[2]$. Thus

$$P(x_1|0,0(2) \in Z_1 \times Z_2|0) = P(x_2|0,0(2) \in \mathbb{R} \times Z_2|0)$$

Analogously, condition (i) of Definition 3.6 for set $X'_1 = Z'_1 \times Z_2$ rewrites as:

$$P(x_1|0,0(2) \in Z'_1 \times Z_2|0) = P(x_2|0,0(2) \in \mathbb{R} \times Z_2|0)$$

From these it follows

$$P(x_1|0,0(2) \in Z_1 \times Z_2|0) = P(x_1|0,0(2) \in Z'_1 \times Z_2|0)$$

which contradicts the inequality in (3.22). Hence, condition (i) of Definition 3.6 is not satisfied for time $t = 2$, although it is satisfied at $t = 1$.

The above example motivated us to propose a definition of stochastic bisimulation equivalence in $t$ steps rather than in one step, as instead commonly done for discrete processes.

Connections between the notions introduced are now discussed. By comparing Definitions 3.1, 3.2 and 3.6 it is readily seen that:

**Proposition 3.8.**

- If $\Sigma_1 \equiv_1 \Sigma_2$ then $\Sigma_1 \equiv_b \Sigma_2$;
- If $\Sigma_1 \equiv_b \Sigma_2$ then $\Sigma_1 \equiv_c \Sigma_2$. 

Example 3.9. Consider a pair of stochastic control systems $\Sigma_1$ and $\Sigma_2$ as in (3.1) with

$$A_1 = \begin{bmatrix} 1 & 0 \\ 0 & 2 \end{bmatrix}, B_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad G_1 = I_2,$$

$$C_1 = \begin{bmatrix} 1 & 0 \end{bmatrix},$$

$$A_2 = B_2 = G_2 = C_2 = 1, \quad w_1(t) \sim N(0, I_2), \quad w_2(t) \sim N(0, 1),$$

and without output noises $\nu_1, \nu_2$. We have

$$y_1(t, x^0_1, u_1, w_1) = x^0_1[1] + \sum_{\tau=0}^{t-1} (w_1(\tau) + w_1[1](\tau))$$

$$y_2(t, x^0_2, u_2, w_2) = x^0_2 + \sum_{\tau=0}^{t-1} (w_2(\tau) + w_2(\tau)).$$

Define the total relation $R \subseteq \mathbb{R}^2 \times \mathbb{R}$ by $(x_1, x_2) \in R$ if and only if $x_1[1] = x_2$. Then, for any $(x^0_1, x^0_2) \in R$ and input $u$:

$$y_1 |_{x^0_1, u} \sim y_2 |_{x^0_2, u}$$

and therefore $\Sigma_1$ and $\Sigma_2$ have equivalent stochastic external behavior ($\Sigma_1 \equiv \Sigma_2$). We now show that $\Sigma_1$ and $\Sigma_2$ are not equivalent via stochastic bisimulation. Suppose by contradiction that a total stochastic bisimulation relation $R$ exists between $\Sigma_1$ and $\Sigma_2$. Since $R$ is a subspace, it is always possible to find an invertible matrix $T \in \mathbb{R}^{2 \times 2}$ such that $(x_1, x_2) \in R$ if and only if $x_2 = z^*_1[1]$ where $z_1 = T x_1$. Consider $(x^0_1, x^0_2) = (0, 0) \in R$ and select $u = 0$. Consider the sets $X_{1,1} = T^{-1}([0, 1] \times [0, 1])$ and $X_{1,2} = T^{-1}([0, 1] \times [0, 2])$. Note that by construction $X_{1,1} \subset X_{1,2}$ and $R(X_{1,1}) = R(X_{1,2})$. Moreover, since $\text{supp}(x_1 |_{x^0_1, u_1}(1)) = \text{Im}(G_1) = \mathbb{R}^2$ we have also:

$$R(X_{1,1} \cap \text{supp}(x_1 |_{x^0_1, u_1}(1))) = R(X_{1,2} \cap \text{supp}(x_1 |_{x^0_1, u_1}(1))).$$

From this, it easily follows that in order for condition (i) in Definition 3.6 to be satisfied it is necessary that

$$P(x_1 |_{x^0_1, u_1}(1) \in X_{1,1}| x^0_1) = P(x_1 |_{x^0_1, u_1}(1) \in X_{1,2}| x^0_1).$$

However, we can show that with the given choice of $X_{1,1}$ and $X_{1,2}$, and $(x^0_1, x^0_2) = (0, 0)$ and $u = 0$, we have

$$P(x_1 |_{0,0}(1) \in X_{1,1}| 0) < P(x_1 |_{0,0}(1) \in X_{1,2}| 0),$$

thus contradicting (3.24), and hence condition (i). To prove inequality (3.25) note that for $x^0_1 = 0$ and $u = 0$ we have $x_1 |_{0,0}(1) = w_1(0)$. Defining the nondegenerate random vector $v_1 = Tw_1(0)$, we get

$$P(x_1 |_{0,0}(1) \in X_{1,1}| x^0_1) = P(w_1(0) \in X_{1,1})$$

$$= P(Tw_1(0) \in TX_{1,1})$$

$$= P(v_1 \in [0, 1] \times [0, 1])$$

$$< P(v_1 \in [0, 1] \times [0, 2])$$

$$= P(Tw_1(0) \in TX_{1,2})$$

$$= P(w_1(0) \in X_{1,2})$$

$$= P(x_1 |_{0,0}(1) \in X_{1,2}| x^0_1).$$

Thus, condition (i) in Definition 3.6 cannot be satisfied for any total relation $R$, and $\Sigma_1$ and $\Sigma_2$ are not equivalent via stochastic bisimulation.
4. Geometric conditions

In this section we derive geometric conditions characterizing the equivalence notions in Definitions 3.2 and 3.6. Without loss of generality, we consider subspaces $\mathcal{R}$ in Definitions 3.2 and 3.6 in the form of

$$\mathcal{R} = \ker([R_1 \ - R_2]) \subseteq \mathbb{R}^{n_1} \times \mathbb{R}^{n_2},$$

where $R_i \in \mathbb{R}^{r \times n_i}$, $i = 1, 2$, so that

$$x_1 = R_1 x_2.$$  \hspace{1cm} (4.1)

4.1. Some Technical Lemmas. This subsection collects some technical results needed to prove the main results of the section. For any subsets $X_1 \subseteq \mathbb{R}^{n_1}$ and $X_2 \subseteq \mathbb{R}^{n_2}$ we have

$$\mathcal{R}(X_1) = R_2^{-1}(R_1 X_1), \quad \mathcal{R}^{-1}(X_2) = R_1^{-1}(R_2 X_2),$$

as it easily follows from the identities below

$$\mathcal{R}(X_1) = \{x_2 \in \mathbb{R}^{n_2} \mid \exists x_1 \in X_1 \text{ s.t. } R_1 x_1 = R_2 x_2 \}$$

$$= \{x_2 \in \mathbb{R}^{n_2} \mid \exists y \in R_1 X_1 \text{ s.t. } y = R_2 x_2 \}$$

$$= R_2^{-1}(R_1 X_1),$$

and similarly for $\mathcal{R}^{-1}(X_2)$. Note that for some nonempty $X_1 \subseteq \mathbb{R}^{n_1}$ (or $X_2 \subseteq \mathbb{R}^{n_2}$) the set $\mathcal{R}(X_1)$ (or $\mathcal{R}^{-1}(X_2)$) can be empty, unless $\mathcal{R}$ is a total relation.

**Proposition 4.1.** Relation $\mathcal{R}$ as in (4.1) is total if and only if $\text{Im}(R_1) = \text{Im}(R_2)$ or, equivalently,

$$\text{rank}(R_1) = \text{rank}(R_2) = \text{rank}([R_1 \ - R_2]).$$

**Lemma 4.2.** Let $\mathcal{R}$ be a relation as in (4.1) and consider any sets $X_i \subseteq \mathbb{R}^{n_i}$, $i = 1, 2$. Then:

(i) If $\mathcal{R}$ is total then $R_1 X_1 = R_2 \mathcal{R}(X_1)$;

(ii) If $\mathcal{R}$ is total then $R_1 \mathcal{R}^{-1}(X_2) = R_2 X_2$;

(iii) $\mathcal{R}(X_1) = \mathcal{R}(X_1) + \ker(R_2)$;

(iv) $\mathcal{R}^{-1}(X_2) = \mathcal{R}^{-1}(X_2) + \ker(R_1)$.

**Proof.** Proof of (i). We first show $R_1 X_1 \subseteq R_2 \mathcal{R}(X_1)$. Consider any $y \in R_1 X_1$. Then, there exists $x_1 \in X_1$ such that $y = R_1 x_1$. Since $\mathcal{R}$ is total then there exists $x_2 \in \mathbb{R}^{n_2}$ such that $(x_1, x_2) \in \mathcal{R}$. Note that $x_2 \in \mathcal{R}(X_1)$. Since $(x_1, x_2) \in \mathcal{R}$ then, by (4.1), $R_1 x_1 = R_2 x_2$ which in turn, implies $y = R_2 x_2$. Since $R_2 x_2 \in R_2 \mathcal{R}(X_1)$ we get $y \in R_2 \mathcal{R}(X_1)$. We now show $R_2 \mathcal{R}(X_1) \subseteq R_1 X_1$. Pick any $y \in R_2 \mathcal{R}(X_1)$. Then there exists $x_2 \in \mathcal{R}(X_1)$ such that $y = R_2 x_2$. Since $x_2 \in \mathcal{R}(X_1)$ there exists $x_1 \in X_1$ such that $(x_1, x_2) \in \mathcal{R}$ which implies $y = R_2 x_2 = R_1 x_1 \in R_1 X_1$.

Proof of (ii). This proof follows the same steps as those in the proof of (i).

Proof of (iii). Since $\mathcal{R}(X_1) \subseteq \mathcal{R}(X_1) + \ker(R_2)$, we only need to show $\mathcal{R}(X_1) + \ker(R_2) \subseteq \mathcal{R}(X_1)$ or equivalently:

$$x_2 + z_2 \subseteq \mathcal{R}(X_1), \forall x_2 \in \mathcal{R}(X_1), \forall z_2 \in \ker(R_2).$$

Consider any $x_2 \in \mathcal{R}(X_1)$ and $z_2 \in \ker(R_2)$. There exists $x_1 \in X_1$ such that $(x_1, x_2) \in \mathcal{R}$ or equivalently, $R_1 x_1 = R_2 x_2$. Since $R_1 x_1 = R_2 x_2$ and $R_2 z_2 = 0$ then $R_1 x_1 = R_2 x_2 + R_2 z_2 = R_2 z_2$, or equivalently $(x_1, x_2 + z_2) \in \mathcal{R}$ from which, $x_2 + z_2 \in \mathcal{R}(X_1)$.

Proof of (iv). This proof follows the same steps as those in the proof of (iii). \qed

For later purposes, we need to point out that $R_i x_i|_{x_i^0, u_i}$, for $i = 1, 2$, are Gaussian processes whose conditional means at time $t \in \mathbb{N}$ are:

$$E \left( R_i x_i|_{x_i^0, u_i}(t) \mid x_i^0 \right) = R_i x_i(t, x_i^0, u_i, \mu_i)$$

$$= R_i A_i x_i^0 + \sum_{h=0}^{t-1} R_i A_i^{t-1-h} (B_i u_i(h) + G_i \mu_i)$$

(4.7)
and conditional covariances, for \( t \geq \tau \),
\[
\text{cov}(R_i \mathbf{x}_i|_{x^0_i, u_i}(t), R_i \mathbf{x}_i|_{x^0_i, u_i}(\tau)) = \sum_{h=0}^{\tau-1} R_i A_i^{t-\tau+h} G_i G_i^T (A_i^h)^T R_i^T.
\]

\[(4.8)\]

**Lemma 4.3.** Let \( \mathcal{R} = \ker([R_1 - R_2]) \subset \mathbb{R}^{n_1+n_2} \) be a total stochastic bisimulation relation for two stochastic control systems \( \Sigma_1 \) and \( \Sigma_2 \) as in (3.1). Then, \( \forall (x^0_1, x^0_2) \in \mathcal{R} \), and for any input \( u \) we have
\[
R_1 \mathbf{x}_1|_{x^0_i, u_i}(t) \sim R_2 \mathbf{x}_2|_{x^0_i, u_i}(t), \quad \forall t \geq 0.
\]

**Proof.** Let \( r \) denote the number of rows of matrices \( R_i \). Condition (4.9) is equivalent to claim that for any measurable \( S \subset \mathbb{R}^r \) it is \( P(R_1 \mathbf{x}_1|_{x^0_i, u_i}(t) \in S) = P(R_2 \mathbf{x}_2|_{x^0_i, u_i}(t) \in S) \) for any \( (x^0_1, x^0_2) \in \mathcal{R} \), input \( u \), and \( t \geq 0 \). The necessity of (4.9) is proven by contradiction, by showing that if \( \mathcal{R} \) is a stochastic bisimulation relation, if for some \( (x^0_1, x^0_2) \in \mathcal{R} \), input \( u \), and \( t \geq 0 \), there exists a subset \( Q \subset \mathbb{R}^r \) such that \( P(R_1 \mathbf{x}_1|_{x^0_i, u_i}(t) \in Q) \neq P(R_2 \mathbf{x}_2|_{x^0_i, u_i}(t) \in Q) \), then we arrive at a contradiction. In particular, using the shorthand notation \( v_i = x_i|_{x^0_i, u_i}, i = 1, 2 \), we will consider the case
\[
P(R_1 v_1 \in Q) > P(R_2 v_2 \in Q)
\]
\[(4.10)\]

(the case where the inequality is reversed can be handled with a symmetric reasoning). Of course \( P(R_i v_i \in Q) = P(v_i \in R_i^{-1} Q) \). Then, by property (i) in Definition 3.6 of stochastic bisimulation relation we have
\[
P(R_1 v_1 \in Q) = P(v_1 \in R_1^{-1} Q) = P(v_2 \in \mathcal{R}((R_1^{-1} Q) \cap \text{supp}(v_1)))
\]
\[(4.11)\]

Obviously \( \mathcal{R}((R_1^{-1} Q) \cap \text{supp}(v_1)) \subseteq \mathcal{R}(R_1^{-1} Q) \), and by eq. (4.3) we have \( \mathcal{R}(R_1^{-1} Q) = R_2^{-1}(R_1(R_1^{-1} Q)) = R_2^{-1} Q \) then
\[
P(v_2 \in \mathcal{R}((R_1^{-1} Q) \cap \text{supp}(v_1))) \leq P(v_2 \in R_2^{-1} Q).
\]
\[(4.12)\]

Form (4.11), (4.12) and \( P(v_2 \in R_2^{-1} Q) = P(R_2 v_2 \in Q) \), we get
\[
P(R_1 v_1 \in Q) \leq P(R_2 v_2 \in Q),
\]
\[(4.13)\]

contradicting the assumption \( P(R_1 v_1 \in Q) > P(R_2 v_2 \in Q) \). This proves the Lemma. \( \square \)

Recalling eq. (3.11), it is useful to define the following zero mean processes, for \( i = 1, 2 \),
\[
\xi_i(t) = \mathbf{x}_i|_{x^0_i, u_i}(t) - \mathbf{x}_i(t, x^0_i, u_i, \mu_i)
\]
\[(4.14)\]

which has the same covariances of \( \mathbf{x}_1|_{x^0_i, u_i} \) reported in (3.15) i.e., for \( t \geq \tau \)
\[
\text{cov}(\xi_i(t), \xi_i(\tau)) = \sum_{h=0}^{\tau-1} A_i^{t-\tau+h} G_i G_i^T (A_i^h)^T.
\]
\[(4.15)\]

We also have, for any \( x^0_i \in \mathbb{R}^{n_i}, u \) and \( t \geq 0 \),
\[
\text{supp}(\xi_i(t)) = \text{Im}(\text{Reach}_i(A_i, G_i)),
\]
\[
\text{supp}(\mathbf{x}_i|_{x^0_i, u_i}(t)) = \mathbf{x}_i(t, x^0_i, u_i, \mu_i) + \text{Im}(\text{Reach}_i(A_i, G_i)).
\]

**Lemma 4.4.** Consider a stochastic linear control system \( \Sigma_i \) as in (3.1) and a matrix \( R_i \in \mathbb{R}^{r \times n_i} \). Let \( A_i, G_i, R_i \) be such that
\[
\text{Im}(\text{Reach}_i(A_i, G_i)) \cap \ker(R_i) = \{0\}.
\]
\[(4.17)\]

Then,
\[
P(R_i \mathbf{x}_i|_{x^0_i, u_i}(t) \in R_i \overline{x}_i|_{x^0_i}) = P(\mathbf{x}_i|_{x^0_i, u_i}(t) \in \overline{x}_i|_{x^0_i}),
\]

where \( \overline{x}_i \) denotes the number of rows of matrices \( R_i \).
for any time \( t \in \mathbb{N} \), initial condition \( x_i^0 \in \mathbb{R}^{n_i} \), control input sequence \( u_i \), and any measurable set

\[
(4.18) \quad \overline{X}_i \subseteq \text{supp}(x_i|_{x_i^0, u_i}(t)).
\]

Proof. Pick any set \( \overline{X}_i \subseteq \mathbb{R}^{n_i} \) satisfying (4.18), and define the shifted set \( H_i = \overline{X}_i - x_i(t, x_i^0, u_i, \mu_i) \). By (4.16) \( H_i \subseteq \text{Im}(\text{Reach}_i(A, G_i)) \subseteq \text{Im}(\text{Reach}_i(A, G_i)) \), so that \( x_i|_{x_i^0, u_i}(t) \in \overline{X}_i \) if and only if \( \xi_i(t) \in H_i \) and \( P(x|x_i^0, u_i)(t) \in \overline{X}_i|_{x_i^0} \) = \( P(\xi_i(t) \in H_i) \). The thesis is proven if we show that \( P(R_i \xi_i(t) \in R_i H_i) = P(\xi_i(t) \in H_i) \). This is straightforward because \( R_i \xi_i(t) \in R_i H_i \) implies \( \xi_i(t) \in (H_i + \ker(R_i)) \); by construction \( \xi_i(t) \in \text{Im}(\text{Reach}_i(A, G_i)) \subseteq \text{Im}(\text{ Reach}_i(A, G_i)) \) and therefore by (4.17), \( \xi_i(t) \notin \ker(R_i) \setminus \{0\} \). Thus, \( \xi_i(t) \in (H_i + \ker(R_i)) \) implies \( \xi_i(t) \in H_i \), which concludes the proof. \( \square \)

4.2. Geometric conditions for stochastic external behavior equivalence. This section collects some algebraic and geometric conditions that characterize stochastic external equivalence relations.

**Proposition 4.5.** If two stochastic systems \( \Sigma_1 \) and \( \Sigma_2 \), as in (3.1), have equivalent stochastic external behavior with respect to some subspace relation \( R \subseteq \mathbb{R}^{n_1 + n_2} \), then

\[
\begin{align*}
p_0 & : \Psi_1 = \Psi_2, \\
p_1 & : C_1A_1^T B_1 = C_2A_2^T B_2, \quad \forall t \geq 0, \\
p_2 & : C_1A_1^T G_1 \mu_1 = C_2A_2^T G_2 \mu_2, \quad \forall t \geq 0, \\
p_3 & : C_1A_1^T G_1 G_1^T (A_1^T G_1^T)^T C_2 = C_2A_2^T G_2 G_2^T (A_2^T G_2^T)^T C_2, \quad \forall h, k \geq 0.
\end{align*}
\]

Proof. All the listed conditions are straightforward consequences of the formula (3.14) of expected values of the output processes \( y_{i|x_i^0, u_i} \) for any \( (x_i^0, u_i) \), used with \( x_i^0 = 0 \), and of the formula (3.16) of covariances. \( \square \)

In order to derive equivalent geometric conditions we find it useful to define the following extended system \( \Sigma \) of dimension \( \tilde{n} = n_1 + n_2 \)

\[
(4.19) \quad \tilde{A} = \text{diag}(A_1, A_2) = \begin{bmatrix} A_1 & 0 \\ 0 & A_2 \end{bmatrix}, \quad \tilde{B} = \text{col}(B_1, B_2) = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix},
\]

\[
\tilde{C} = \text{row}(C_1, -C_2) = \begin{bmatrix} C_1 & -C_2 \end{bmatrix}.
\]

and the following matrices:

\[
Q_{i,k} = \text{Obs}_k(A_i, C_i), \quad P_{i,k} = \text{Reach}_k(A_i, B_i), \quad i = 1, 2.
\]

Now we can state the following geometric conditions:

**Proposition 4.6.** Consider two stochastic systems \( \Sigma_1 \) and \( \Sigma_2 \), as in (3.1). The following conditions:

\[
\begin{align*}
p'_1 & : \text{Im} \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} \subseteq \ker \begin{bmatrix} Q_{1,\tilde{n}} & -Q_{2,\tilde{n}} \end{bmatrix} \\
p'_2 & : \text{Im} \begin{bmatrix} G_1 \mu_1 \\ G_2 \mu_2 \end{bmatrix} \subseteq \ker \begin{bmatrix} Q_{1,\tilde{n}} & -Q_{2,\tilde{n}} \end{bmatrix} \\
p'_3 & : \exists H \in \mathbb{R}^{\tilde{n} \times 12}; \quad \text{Im} \begin{bmatrix} G_1 H \\ G_2 \end{bmatrix} \subseteq \ker \begin{bmatrix} Q_{1,\tilde{n}} & -Q_{2,\tilde{n}} \end{bmatrix}
\end{align*}
\]

are necessary for the stochastic external behavior equivalence of systems \( \Sigma_1 \) and \( \Sigma_2 \) with respect to some relation \( R \).

Proof. The proof is based on the observability analysis of the extended systems (4.19), and is obtained by showing that each condition \( (p_i') \), \( i = 1, 2, 3 \), is equivalent to the corresponding condition \( (p_i) \) of Proposition 4.5. By observing that:

\[
[Q_{1,\tilde{n}} & -Q_{2,\tilde{n}}] = \text{Obs}_\tilde{n}(\tilde{A}, \tilde{C}),
\]
Theorem 4.7. Stochastic control systems \( \Sigma_1 \) and \( \Sigma_2 \) have equivalent stochastic external behavior with respect to \( R \) if and only if they satisfy conditions \((p_0)-(p_3)\) of Proposition 4.5 (or the equivalent ones in Proposition 4.6) and \( R \) satisfies the following one:

\[
p_4) \quad R \subseteq \ker([Q_{1, \tilde{n}} - Q_{2, \tilde{n}}]).
\]

Moreover, there always exists a \( \text{diag}(A_1, A_2) \)-invariant subspace relation \( R' \supseteq R \) such that \( \Sigma_1 \) and \( \Sigma_2 \) have equivalent stochastic external behavior with respect to \( R' \).

Proof. The first assertion is proved by noting that condition (4.20) is equivalent to

\[
C_1 A_1 x_1^0 = C_2 A_2 x_2^0, \quad \forall t \geq 0, \quad \forall (x_1^0, x_2^0) \in R,
\]

which is clearly necessary and sufficient, together with \((p_1)\) and \((p_2)\) of Proposition 4.5, to guarantee that the processes \( y_1[x_1^t, u_1] \) and \( y_2[x_2^t, u_2] \) have the same expected values (see equation (3.14)). The second assertion is easily proved by observing that it is trivially verified by choosing \( R' = \ker([Q_{1, \tilde{n}} - Q_{2, \tilde{n}}]) \), which is clearly \( \text{diag}(A_1, A_2) \)-invariant.

Corollary 4.8. If \( \Sigma_1 \) and \( \Sigma_2 \) satisfy all conditions \((p_0)-(p_3)\) of Proposition 4.5, the largest relation in \( \mathbb{R}^{n_1+n_2} \) that ensures equivalent stochastic external behavior is

\[
\ker([Q_{1, \tilde{n}} - Q_{2, \tilde{n}}]).
\]

Remark 4.9. Theorem 4.7 implies that if \( \Sigma_1 \) and \( \Sigma_2 \) have equivalent stochastic external behavior with respect to a relation \( R \), either \( R \) is \( \text{diag}(A_1, A_2) \)-invariant or is contained in a larger relation \( R' \) which is \( \text{diag}(A_1, A_2) \)-invariant. Corollary 4.8 states that the maximal relation that ensures stochastic external equivalence is \( \ker(\text{Obs}_n(\tilde{A}, \tilde{C})) \).

The following result then easily follows:

Corollary 4.10. Linear systems \( \Sigma_1 \) and \( \Sigma_2 \) have equivalent stochastic external behavior if and only if conditions \((p_0)-(p_3)\) hold and relation (4.22) is total.

4.3. Geometric conditions for stochastic bisimulation equivalence. The following result provides geometric conditions for characterizing stochastic bisimulation relations.

Theorem 4.11. Consider two stochastic systems \( \Sigma_1 \) and \( \Sigma_2 \), as in (3.1), such that \( \Psi_1 = \Psi_2 \) and a subspace total relation \( R \) as in (4.1) enjoying the following \((A_1, A_2)\)-invariance condition

\[
h_0 \ \text{diag}(A_1, A_2) R \subseteq R.
\]

Then, \( R \) is a stochastic bisimulation relation between \( \Sigma_1 \) and \( \Sigma_2 \) if and only if the following conditions are satisfied:
\begin{equation}
\begin{aligned}
&h_1) \text{ Im}(\text{col}(B_1, B_2)) \subseteq \mathcal{R} \text{ (i.e. } R_1 B_1 = R_2 B_2), \\
h_2) \text{ Im}(\text{col}(G_1 \mu_1, G_2 \mu_2)) \subseteq \mathcal{R} \text{ (i.e. } R_1 G_1 \mu_1 = R_2 G_2 \mu_2), \\
h_3) \ R_1 G_1 G_1^T R_1^T = R_2 G_2 G_2^T R_2^T, \\
h_4) \ \mathcal{R} \subseteq \ker([C_1 - C_2]), \\
h_5) \ \text{Im}(\text{Reach}(A_i, G_i)) \cap \ker(R_i) = \{0\}, \ i = 1, 2.
\end{aligned}
\end{equation}

**Proof.** (Sufficiency) First of all note that the properties \((h_0), (h_1)\) and \((h_2)\) imply the following
\begin{equation}
\begin{aligned}
h_0) & \quad R_1 A_1^T x_1^0 = R_2 A_2^T x_0^0, \quad \forall t \in \mathbb{N}, \ \forall (x_1^0, x_2^0) \in \mathcal{R}, \\
h_1) & \quad R_1 A_1^T B_1 = R_2 A_2^T B_2, \quad \forall t \in \mathbb{N} \\
h_2) & \quad R_1 A_1^T G_1 \mu_1 = R_2 A_2^T G_2 \mu_2, \quad \forall t \in \mathbb{N}
\end{aligned}
\end{equation}

Property \((h_3)\) is equivalent to the existence of a matrix \(H\) such that \(R_1 G_1 H = R_2 G_2\). Then, by the invariance property \((h_0)\) it follows that \(R_1 A_1^T G_1 H = R_2 A_2^T G_2\), for any \(t \in \mathbb{N}\) and therefore for all \(k, h \in \mathbb{N}\)
\begin{equation}
\begin{aligned}
h_3) & \quad R_1 A_1^T G_1 G_1^T (A_1^T)^T R_1^{T_k} = R_2 A_2^T G_2 G_2^T (A_2^T)^T R_2^{T_h}.
\end{aligned}
\end{equation}

From \((h_0)\)–\((h_3)\) it easily follows that the Gaussian processes \(R_1 x_1|_{x_1^0, u_1}\) and \(R_2 x_2|_{x_2^0, u_1}\), when \((x_1^0, x_2^0) \in \mathcal{R}\) and \(u_1 = u_2\), have the same means \((4.7)\) and covariances \((4.8)\), and therefore
\begin{equation}
\begin{aligned}
R_1 x_1|_{x_1^0, u} \sim R_2 x_2|_{x_2^0, u}, \quad \forall (x_1^0, x_2^0) \in \mathcal{R}.
\end{aligned}
\end{equation}

For any measurable set \(X_1 \subseteq \mathbb{R}^{n_1}\) and any \(t \in \mathbb{N}\) define
\begin{equation}
\begin{aligned}
X_1 &= X_1 \cap \text{supp}(x_1|_{x_1^0, u}(t)), \\
X_2 &= \mathcal{R}(X_1).
\end{aligned}
\end{equation}

By definition of sets \(X_1\) and \(X_2\), by \((2.1)\) we get for all \(t \in \mathbb{N}\):
\begin{equation}
\begin{aligned}
P(x_1|_{x_1^0, u}(t) \in X_1|x_1^0) = P(x_1|_{x_1^0, u}(t) \in \overline{X_1}|x_1^0).
\end{aligned}
\end{equation}

Since by construction, \(X_1\) satisfies condition \((4.18)\), by condition \((h_5)\) in the statement and Lemma 4.4 we get for all \(t \in \mathbb{N}\):
\begin{equation}
\begin{aligned}
P(x_1|_{x_1^0, u}(t) \in X_1|x_1^0) = P(R_1 x_1|_{x_1^0, u}(t) \in R_1 \overline{X_1}|x_1^0).
\end{aligned}
\end{equation}

Since \(\mathcal{R}\) is total, by Lemma 4.2 (ii), we get:
\begin{equation}
\begin{aligned}
R_1 \overline{X_1} = R_2 X_2.
\end{aligned}
\end{equation}

By combining \((4.27)\) and \((4.31)\) we get for all \(t \in \mathbb{N}\):
\begin{equation}
\begin{aligned}
P(R_1 x_1|_{x_1^0, u}(t) \in R_1 \overline{X_1}|x_1^0) = P(R_2 x_2|_{x_2^0, u_2}(t) \in R_2 X_2|x_2^0).
\end{aligned}
\end{equation}

By definition of set \(X_2\) and by Lemma 4.2 (iii), we get for all \(t \in \mathbb{N}\):
\begin{equation}
\begin{aligned}
P(R_2 x_2|_{x_2^0, u_2}(t) \in R_2 X_2|x_2^0)
\end{aligned}
\end{equation}
\begin{equation}
\begin{aligned}
= P(x_2|_{x_2^0, u_2}(t) \in (X_2 + \ker(R_2))|x_2^0)
\end{aligned}
\end{equation}
\begin{equation}
\begin{aligned}
= P(x_2|_{x_2^0, u_2}(t) \in X_2|x_2^0).
\end{aligned}
\end{equation}

By combining the equalities in \((4.29), (4.30), (4.32)\) and \((4.33)\), we get condition (i) of Definition 3.6. Condition (ii) of Definition 3.6 can be shown by using a symmetric reasoning. In particular, while the proof of condition (i) makes use of Lemma 4.4, Lemma 4.2 (i) and Lemma 4.2 (iii), the proof of condition (ii) makes use of Lemma 4.4, Lemma 4.2 (ii) and Lemma 4.2 (iv). Regarding condition (iii) of Definition 3.6, note that condition \((h_4)\) implies existence of a matrix \(S\) such that \(S[R_1 - R_2] = [C_1 - C_2]\), i.e. \(SR_1 = C_1\) and \(SR_2 = C_2\). Thus, from condition \((4.27)\), considering that \(\Psi_1 = \Psi_2\) implies \(\nu_1 \sim \nu_2\), by the independence of \(x_1\) and \(u\) we have, for any \((x_1^0, x_2^0) \in \mathcal{R}\) and input \(u\),
\begin{equation}
\begin{aligned}
SR_1 x_1|_{x_1^0, u} + \nu_1 \sim SR_2 x_2|_{x_2^0, u} + \nu_2.
\end{aligned}
\end{equation}
Since \( y|_{x_1^0, u_1} = SRx_1|_{x_1^0, u_1} + \nu_1 \), condition (iii) of Definition 3.6 is satisfied.

(Necessity) By Lemma 4.3, if \( R \) is a stochastic bisimulation relation, then for any \((x_1^0, x_2^0) \in R\), and input \( u \) we have \( R_1x_1|_{x_1^0, u} \sim R_2x_2|_{x_2^0, u}(t), \forall t \geq 0 \). Then, necessarily \( E(R_1x_1|_{x_1^0, u}(1)|x_1^0) = E(R_2x_2|_{x_2^0, u}(1)|x_2^0) \), that means \( R_1A_1x_1^0 + R_1B_1u(0) + R_1G_1\mu_1 = R_2A_2x_2^0 + R_2B_2u(0) + R_2G_2\mu_2 \) for any \((x_1^0, x_2^0) \in R\), and input \( u \). This easily implies conditions \((h_1)\) and \((h_2)\). Moreover, equating the covariances of \( R_1x_1|x_1^0, u(1) \) and \( R_2x_2|x_2^0, u(1) \) the condition \((h_3)\) follows. Moreover, if \( R \) is a stochastic bisimulation relation, then \( \Sigma_1 \) and \( \Sigma_2 \) have equivalent stochastic external behavior with respect to \( R \) (Proposition 3.8), then necessarily the inclusion \((h_4)\) holds true, which in turn implies condition \((h_4)\). It remains to show that if \( R \) is a total stochastic bisimulation relation between \( \Sigma_1 \) and \( \Sigma_2 \) then necessarily \((h_5)\) is verified. The proof is obtained by contradiction. Let \( R = \ker([R_1 - R_2]) \) be a total stochastic bisimulation relation between \( \Sigma_1 \) and \( \Sigma_2 \). We will prove that for any pair \((x_1^0, x_2^0) \in R\), i.e. such that \( R_1x_1^0 = R_2x_2^0 \), if \( \text{Im}(\text{Reach}(\Sigma_1, G_1)) \cap \ker(R_i) \neq \{0\} \) for \( i = 1 \) or \( i = 2 \) then the properties (i) or (ii) of Definition 3.6 are not verified for some set \( X_1 \) such that \( R_1X_1 = R_2\mathcal{R}(X_2) \), or \( X_2 \) such that \( R_2X_2 = R_1\mathcal{R}^{-1}(X_2) \), and hence \( \mathcal{R} \) is not a stochastic bisimulation relation. We only give the proof for \( i = 1 \) since the case \( i = 2 \) follows a symmetric reasoning. Note first that if \( \text{Im}(\text{Reach}(\Sigma_1, G_1)) \cap \ker(R_1) \neq \{0\} \) then there exists \( v \in \mathbb{R}^{n_1} \), with \( v \neq 0 \), such that \( v \in \text{Im}(\text{Reach}(\Sigma_1, G_1)) \) and \( v \in \ker(R_1) \). Consider now the random vector \( \xi_1(t) \) defined in (4.14) with \( i = 1 \), and consider any time \( t \geq n_1 \). We can always take a pair of sets \( H_1 \subset \text{Im}(\text{Reach}(\Sigma_1, G_1)) \) and \( V_1 \subset \text{Im}(v) \) so that \( V_1 \subset \text{Im}(\text{Reach}(\Sigma_1, G_1)) \cap \ker(R_1) \) such that

\[
(4.34) \quad P(\xi_1(t) \in H_1) < P(\xi_1(t) \in (H_1 + V_1))
\]

By defining the set \( X_1 = H_1 + x_1(t, x_1^0, u_1, \mu_1) \) we have

\[
(4.35) \quad P(x_1|_{x_1^0, u_1}(t) \in X_1|_{x_1^0}) = P(\xi_1(t) \in H_1),
\]

\[
P(x_1|_{x_1^0, u_1}(t) \in (X_1 + V_1)|_{x_1^0}) = P(\xi_1(t) \in (H_1 + V_1)),
\]

so that from (4.34)

\[
(4.36) \quad P(x_1|_{x_1^0, u_1}(t) \in X_1|_{x_1^0}) < P(x_1|_{x_1^0, u_1}(t) \in (X_1 + V_1)|_{x_1^0})
\]

Since both \( H_1 \) and \( V_1 \) belong to \( \text{Im}(\text{Reach}(\Sigma_1, G_1)) \) we have

\[
(4.37) \quad X_1 \subset \text{supp}(x_1|_{x_1^0, u_1}(t)),
\]

\[
X_1 + V_1 \subset \text{supp}(x_1|_{x_1^0, u_1}(t)),
\]

so that

\[
(4.38) \quad \mathcal{R}(X_1 \cap \text{supp}(x_1|_{x_1^0, u_1}(t))) = \mathcal{R}(X_1),
\]

\[
\mathcal{R}((X_1 + V_1) \cap \text{supp}(x_1|_{x_1^0, u_1}(t))) = \mathcal{R}(X_1 + V_1),
\]

By assumption the pair \((x_1^0, x_2^0)\) belongs to the total relation \( \mathcal{R} = \ker([R_1 - R_2]) \), so that by property (i) of Definition 3.6 and by (4.38) we have

\[
(4.39) \quad P(x_1|_{x_1^0, u_1}(t) \in X_1|_{x_1^0}) = P(x_2|_{x_2^0, u_2}(t) \in \mathcal{R}(X_1)|_{x_2^0}),
\]

\[
P(x_1|_{x_1^0, u_1}(t) \in X_1 + V_1|_{x_1^0}) = P(x_2|_{x_2^0, u_2}(t) \in \mathcal{R}(X_1 + V_1)|_{x_2^0}),
\]

Since, by construction, \( V_1 \subset \ker(R_1) \), i.e. \( R_1V_1 = 0 \), it follows that \( R_1X_1 = R_1(X_1 + V_1) \), and from this \( \mathcal{R}(X_1) = \mathcal{R}(X_1 + V_1) \). Thus, from (4.39) we get:

\[
(4.40) \quad P(x_1|_{x_1^0, u_1}(t) \in X_1|_{x_1^0}) = P(x_1|_{x_1^0, u_1}(t) \in X_1 + V_1|_{x_1^0}),
\]

which contradicts the inequality (4.36). Hence, condition \((h_5)\) must necessarily be satisfied, and the Theorem is proved. \( \Box \)
Remark 4.12. Conditions \( (h_1) \)–\( (h_5) \) in the above result are necessary and sufficient in the special case when relation \( \mathcal{R} \) is \( (A_1, A_2) \)–invariant. Condition \( (h_0) \) is indeed not necessary. In fact, it is not difficult to construct a pair of systems \( \Sigma_1 \) and \( \Sigma_2 \) for which there exists a total relation \( \mathcal{R} \) satisfying conditions \( (h_1) \)–\( (h_4) \) and admitting a proper total relation subspace (which is then still a total stochastic bisimulation relation between \( \Sigma_1 \) and \( \Sigma_2 \)) that is not \( (A_1, A_2) \)–invariant. However, as discussed in Section 5 when performing model reduction via stochastic bisimulation equivalence, stochastic bisimulation relations \( \mathcal{R} \) involved satisfy indeed condition \( (h_0) \). Hence, in this respect, condition \( (h_0) \) is not limiting.

We conclude this section with a specialization of Theorem 4.11 to the non–degenerate case:

Corollary 4.13. Consider systems \( \Sigma_1 \) and \( \Sigma_2 \) as in (3.1), and suppose that \( \text{rank}(\text{Reach}(A_i, G_i)) = n_i \), \( i = 1, 2 \) (i.e., the probability measure on both the state spaces is non–degenerate after \( n_i \) steps). Then \( \Sigma_1 \) and \( \Sigma_2 \) are equivalent via stochastic bisimulation if and only if they are linearly equivalent.

Proof. The sufficiency comes from Proposition 3.8. As far as the necessity, since \( \text{rank}(\text{Reach}(A_i, G_i)) = n_i \), then condition \( (h_5) \) of Theorem 4.11 boils down to \( \text{rank}(R_i) = n_i \). Then, necessarily \( n_i \leq r \) where \( r \) is the number of rows of \( R_1 \) and \( R_2 \). Moreover, by assumption \( \text{rank}(R_1) = \text{rank}(R_2) \) because \( \mathcal{R} \) is total, and therefore necessarily \( \Sigma_1 \) and \( \Sigma_2 \) have the same dimension \( (n_1 = n_2) \). Hence, the result follows by defining the nonsingular transformation matrix \( T = R_2^T R_1 \), where \( R_2^+ = (R_2^T R_2)^{-1} R_2^T \) is the Moore–Penrose pseudo inverse matrix of \( R_2 \), and verifying that \( (x_1, x_2) \in \mathcal{R} \Leftrightarrow x_2 = T x_1 \).

5. Model Reduction

In this section we consider a linear system

\[
\Sigma : \begin{cases}
x(t + 1) = Ax(t) + Bu(t) + Gw(t), \\
y(t) = Cx(t) + \nu(t), \\
x \in \mathbb{R}^n, \ u \in \mathbb{R}^m, \ w \in \mathbb{R}^l, \ y, \nu \in \mathbb{R}^p,
\end{cases}
\]

(5.1)

with \( w \sim \mathcal{N}(\mu, I_l) \), and we investigate the construction of a pair of linear systems of smaller, possibly minimal, dimension in the state space which have the same stochastic external behavior of, and respectively, is equivalent via stochastic bisimulation to \( \Sigma \). In the sequel we follow standard practice, see e.g. [11] for concurrent processes, [14] for control systems and [34] for switching control systems, and consider relations involved in Definitions 3.2 and 3.6 that are also equivalence relations on the set of states of \( \Sigma \), so that it is possible to define the quotient of system \( \Sigma \) induced by these equivalence relations. To this purpose the following result is useful.

Proposition 5.1. A total relation \( \mathcal{R} = \ker([R_1, -R_2]) \) is an equivalence relation on \( \mathbb{R}^n \) if and only if \( R_1 = R_2 \).

Proof. (Sufficiency) If \( R_1 = R_2 \) then the reflexivity, symmetry and transitivity properties are trivially verified. (Necessity) It is straightforward that if \( R_1 \neq R_2 \), then the reflexivity property does not hold.

The following results specialize the geometric conditions derived in the previous section to equivalence relations.

Proposition 5.2. A total equivalence relation

(5.2) \( \mathcal{R}_b = \ker([R_b, -R_b]) \)
satisfies conditions of Definition 3.6 (i.e., is a stochastic bisimulation with \( \Sigma_1 = \Sigma_2 = \Sigma \) and \( R_1 = R_2 = R_b \)) if and only if

(5.3) \( A \ker(R_b) \subseteq \ker(R_b) \subseteq \ker(C) \);

(5.4) \( \ker(R_b) \cap \text{Reach}(A, G) = \emptyset \).
Proof. Obviously, when \( \Sigma_i = \Sigma \) and \( R_i = R_b \), \( i = 1, 2 \), the conditions (h1)-(h3) of Theorem 4.11 are always verified. Thus, the sufficiency is proved by showing that (5.3) implies conditions (h0) and (h4), while (5.4) implies (h5) of Theorem 4.11. The implication of property (h0), i.e. \( \text{diag}(A, A) \)-invariance of \( R_b \), easily follows by considering that

\[
(5.5) \quad R_b = \text{Im} \left( \begin{bmatrix} U & 0 \\ 0 & U \end{bmatrix} \right),
\]

where \( U \in \mathbb{R}^{n \times (n-n_b)} \) and \( \bar{U} \in \mathbb{R}^{n \times n_b} \), with \( n_b = \text{rank}(R_b) \), are matrices such that \( \text{Im}(U) = \ker(R_b) \) and \( \text{rank}([U \ \bar{U}]) = n \). From (5.5) and the assumption \( A \ker(R_b) \subseteq \ker(R_b) \) it easily follows that \( \text{diag}(A, A) R_b \subseteq R_b \), i.e. assumption (h0). The implication of (h5) is trivial. As far as for the necessity, note that from (5.5) it follows

\[
(5.6) \quad \text{Im} \left( \begin{bmatrix} U \\ 0 \end{bmatrix} \right) \subseteq R_b
\]

and from assumption (h0) (\( \text{diag}(A, A) \)-invariance of \( R_b \)), for any \( \chi \in \mathbb{R}^{(n-n_b)} \) we have

\[
(5.7) \quad \begin{bmatrix} A & 0 \\ 0 & A \end{bmatrix} \begin{bmatrix} U \\ 0 \end{bmatrix} \chi = \begin{bmatrix} U & 0 \end{bmatrix} \begin{bmatrix} \zeta_1 \\ \zeta_2 \\ \zeta_3 \end{bmatrix} \subseteq R_b
\]

for some \( \zeta_1, \zeta_2 \in \mathbb{R}^{(n-n_b)} \) and \( \zeta_3 \in \mathbb{R}^{n_b} \). This implies

\[
(5.8) \quad A U \chi = U \zeta_1 + \bar{U} \zeta_3,
\]

\[
0 = U \zeta_2 + \bar{U} \zeta_3.
\]

Since by assumption \( [U \ \bar{U}] \) is nonsingular, it follows that necessarily \( \zeta_2 = 0 \) and \( \zeta_3 = 0 \), and therefore \( A U \chi = U \zeta_1 \), which means \( A \ker(R_b) \subseteq R_b \). Moreover, condition (h4) of Theorem 4.11 easily imply \( \ker(R_b) \subseteq \ker(C) \). Hence, condition (5.3) is true. Condition (5.4) comes from condition (h5) of Theorem 4.11. \( \square 

Proposition 5.3. A total equivalence relation

\[
(5.9) \quad R_e = \ker \left( [R_e \quad -R_e] \right)
\]

satisfies conditions of Definition 3.2 with \( \Sigma_1 = \Sigma_2 = \Sigma \) and \( R_1 = R_2 = R_e \) if and only if

\[
(5.10) \quad A \ker(R_e) \subseteq \ker(R_e) \subseteq \ker(C),
\]

The proof follows the same reasoning as used in the proof of Proposition 5.2 and is therefore omitted. Consider any total equivalence relation \( R_e \) as in (5.9) with \( \text{rank}(R_e) = n_e \) and satisfying (5.10) and consider any invertible square matrix \( T_e = [T^1_e \ \ T^2_e] \in \mathbb{R}^{n \times n} \) such that \( \text{Im}(T^2_e) = \ker(R_e) \). By (5.10), a change of coordinates of \( \Sigma \) by means of \( T_e \) gives back system matrices with the following structure

\[
(5.11) \quad T^{-1}_e B = \begin{bmatrix} B^1_0 \\ B^2_0 \end{bmatrix},
\]

\[
C T_e = \begin{bmatrix} C^1_e \\ 0 \end{bmatrix}, \quad T_e G = \begin{bmatrix} G^1 \\ G^2 \\ 0 \end{bmatrix}.
\]

Similarly, consider any total equivalence relation \( R_b \) as in (5.2) with \( \text{rank}(R_b) = n_b \) and satisfying (5.3) and (5.4) and consider any invertible square matrix \( [T^1_b \ \ T^2_b] \in \mathbb{R}^{n \times n} \) such that \( \text{Im}(T^2_b) = \ker(R_b) \) and \( \text{Im}(	ext{Reach}(A, G)) \subseteq \text{Im}(T^1_b) \). By (5.3) and (5.4) we get the following structure for the system matrices

\[
(5.12) \quad T^{-1}_b B = \begin{bmatrix} B^1_b \\ B^2_b \end{bmatrix},
\]

\[
C T_b = \begin{bmatrix} C^1_b \\ 0 \end{bmatrix}, \quad T_b G = \begin{bmatrix} G^1_0 \\ 0 \end{bmatrix}.
\]
We now have all the ingredients to define the quotients \( \Sigma / R_e \) and \( \Sigma / R_b \) induced by relations \( R_e \) and \( R_b \) as follows:

\[
\begin{align*}
\Sigma / R_e : & \quad \begin{cases} 
x_e(t + 1) = A_{e1}^1 x_e(t) + B_{e1}^1 u(t) + G_{e1}^1 w(t), \\
y(t) = C_{e1}^1 x_e(t) + \nu(t), \\
x_e \in \mathbb{R}^{n_e}, \ u \in \mathbb{R}^m, \ w \in \mathbb{R}^l, \ y, \nu \in \mathbb{R}^p, \\
\end{cases} \\
\Sigma / R_b : & \quad \begin{cases} 
x_b(t + 1) = A_{b1}^1 x_b(t) + B_{b1}^1 u(t) + G_{b1}^1 w(t), \\
y(t) = C_{b1}^1 x_b(t) + \nu(t), \\
x_b \in \mathbb{R}^{n_b}, \ u \in \mathbb{R}^m, \ w \in \mathbb{R}^l, \ y, \nu \in \mathbb{R}^p, \\
\end{cases}
\end{align*}
\]

with \( w \sim \mathcal{N}(\mu, I) \) and \( \nu \sim \mathcal{N}(0, \Psi) \). The following results then hold.

**Theorem 5.4.** \( \Sigma / R_e \cong_e \Sigma \).

**Proof.** The proof easily follows by picking a relation \( R \) in the form of (4.1) with \( R_1 = I_{n_e} \) and \( R_2 = \begin{bmatrix} I_{n_e} & 0_{(n-n_e) \times n_e} \end{bmatrix} T_{e}^{-1} \) and verifying by direct computation all conditions of Corollary 4.10. \( \square \)

**Theorem 5.5.** \( \Sigma / R_b \cong_b \Sigma \).

**Proof.** The proof easily follows by picking a relation \( R \) in the form of (4.1) with \( R_1 = I_{n_b} \) and \( R_2 = \begin{bmatrix} I_{n_b} & 0_{(n-n_b) \times n_b} \end{bmatrix} T_{e}^{-1} \) and verifying by direct computation all conditions (\( h_0 \))--(\( h_5 \)) of Theorem 4.11. \( \square \)

We now proceed with a further step by discussing minimal model reduction. Given \( \Sigma \) we denote by \( \Sigma_e \) and \( \Sigma_b \) a pair of linear systems of minimal dimension in the state space such that \( \Sigma_e \cong_e \Sigma \) and \( \Sigma_b \cong_b \Sigma \). It is readily seen that systems \( \Sigma_e \) and \( \Sigma_b \) are unique up to linear transformations. In the sequel we characterize \( \Sigma_e \) and \( \Sigma_b \). Let

\[
R_{e}^* = \ker([R_{e,1}^* - R_{e,2}^*]), \quad R_{b}^* = \ker([R_{b,1}^* - R_{b,2}^*])
\]

be total relations such that \( R_{e}^* \) satisfies conditions (\( h_0 \))--(\( h_4 \)) (with \( \Sigma_i = \Sigma \) and \( R_i = R_{e,1}^* \), \( i = 1, 2 \)) and has maximal dimension, while \( R_{b}^* \) satisfies also condition (\( h_5 \)) of Theorem 4.11 and is of maximal dimension. It is worth mentioning that such relations are not unique in general, as shown in the following simple example.

**Example 5.6.** Consider system \( \Sigma \) as in (5.1) with \( A = G = C = I_2 \) and any matrix \( B \) of compatible dimensions. Then, the two relations in the form of (4.1)

\[
\ker \begin{bmatrix} 1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 
\end{bmatrix}, \quad \ker \begin{bmatrix} 1 & 0 & 0 & -1 \\
0 & 1 & -1 & 0 
\end{bmatrix}
\]

are both total and of maximal dimension. Moreover, they both satisfy conditions of Theorems 4.7 and 4.11 with \( \Sigma_1 = \Sigma_2 = \Sigma \).

The above example also shows that in general, \( R_{e,1}^* \neq R_{e,2}^* \) and \( R_{b,1}^* \neq R_{b,1}^* \). In this case, by Proposition 5.1 \( R_{e}^* \) and \( R_{b}^* \) are not equivalence relations. However, it is readily seen that relations \( \ker([R_{e,i}^* - R_{e,i}]) \) and \( \ker([R_{b,i}^* - R_{b,i}]) \) with \( i = 1, 2 \) still satisfy conditions of Theorems 4.7 and 4.11 respectively (with \( \Sigma_1 = \Sigma_2 = \Sigma \)) and by (4.5) they have the same dimensions of \( R_{e}^* \) and \( R_{b}^* \), respectively (and therefore they are still of maximal dimension).

Moreover, they are equivalence relations on the set of states of \( \Sigma \). Hence, without loss of generality we consider in the sequel total relations \( R_{e}^* \) and \( R_{b}^* \) that are also equivalence relations, i.e. in the form of

\[
R_{e}^* = \ker([R_{e}^* - R_{e}^*]), \quad R_{b}^* = \ker([R_{b}^* - R_{b}^*]).
\]

We now have all the ingredients to present the main results of this section.

**Theorem 5.7.** \( \Sigma_e \cong_e \Sigma / R_{e}^* \).
Proof. We first note that $\Sigma / R^*_e \cong \Sigma$ as an application of Proposition 5.4 with $R_e = R^*_e$. Regarding minimality, suppose by contradiction that $\Sigma / R$ is not of minimal dimension. Let $n_e'$ and $n_e^*$ be the dimensions of the state spaces of $\Sigma_e$ and $\Sigma / R^*_e$, respectively. Hence, by the contradiction assumption we have $n_e' < n_e^*$. By definition of $\Sigma / R^*_e$, we get that $\dim(R^*_e) = 2n - n_e^*$. Let $R' = \ker([R_1' - R_2'])$ be a total relation satisfying conditions of Definition 3.2 with $\Sigma_1 = \Sigma_e$ and $\Sigma_2 = \Sigma$ for some matrices $R_1' \in \mathbb{R}^{r \times n_e'}$ and $R_2' \in \mathbb{R}^{r \times n}$. Being $R'$ total, by (4.5) necessarily $\text{rank}(R_1') = \text{rank}(R_2') = n_e'$, and without loss of generality we can assume $r = n_e'$, so that

\[ (5.17) \quad \text{rank}(R_1') = 2n - n_e' = r = n_e'. \]

Consider now the relation $R'' = \ker([R_2' - R_2'])$. It is easy to see that it satisfies conditions of Definition 3.2 with $\Sigma_1 = \Sigma_e$ and $\Sigma_2 = \Sigma$ and from (5.17) and (4.5) we get that $\dim(R'') = 2n - n_e'$. Since $n_e' < n_e^*$ then $\dim(R'') = 2n - n_e' > 2n - n_e^* = \dim(R^*_e)$ which contradicts the definition of $R^*_e$ (relation of maximal dimension). $\square$

Theorem 5.8. $\Sigma_b \cong_1 \Sigma / R^*_e$.

Proof. We first note that $\Sigma / R^*_e \cong_b \Sigma$ as an application of Proposition 5.5 with $R_b = R^*_e$. The proof of minimality follows the same steps as in the proof of Theorem 5.7 and is therefore omitted. $\square$

Provided that one can compute relations $R^*_e$ and $R^*_b$, by using the above results, systems $\Sigma_e$ and $\Sigma_b$ are completely specified. The following result fully characterizes $R^*_e$.

Theorem 5.9. A total relation $R^*_e$ as in (5.16) is obtained with $R^*_e = \text{Obs}(A, C)$.

Proof. The results in Theorem 4.7 and 4.8 state that any relation that ensures stochastic external equivalence between two system $\Sigma_1$ and $\Sigma_2$ is necessarily a subspace of $\ker([\text{Obs}(A_1, C_1) \setminus \text{Obs}(A_2, C_2)])$, and therefore the maximal of such relations coincides with $\ker([\text{Obs}(A_1, C_1) \setminus \text{Obs}(A_2, C_2)])$ (see also Remark 4.9). These results, particularized for $\Sigma_i = \Sigma$, $i = 1, 2$, prove that the maximal relation that ensures the stochastic external equivalence of a system with itself is $\ker([\text{Obs}(A, C) \setminus \text{Obs}(A, C)])$, which is the thesis. $\square$

By combining Theorems 5.7 and 5.9 we get that $\Sigma_e$ can be chosen as the observable sub-system of $\Sigma$ and it can be easily computed via the Kalman decomposition [21], by choosing a nonsingular matrix $T_e = [T_1^e T_2^e] \in \mathbb{R}^{n \times n}$ such that $\text{Im}(T_2^e) = \ker(\text{Obs}(A, C))$. A system $\Sigma_e$ of smallest dimension which has equivalent stochastic external behavior of $\Sigma$ is $\Sigma / R^*_e$ given by (5.13), whose dimension is $n - \text{rank}(\ker(\text{Obs}(A, C)))$.

We now discuss the computation of $R^*_b$. The computation of the maximal bisimulation relation is generally done through fixed–points operators, see e.g. [9, 41]. In particular, in [41] an algorithm is proposed which converges in finite steps to the desired maximal bisimulation relation. Crucial in this approach is the property of closeness of bisimulation relations with respect to sum of subspaces. Unfortunately, this approach cannot be used here because similar closeness properties do not hold. The following example clarifies this issue.

Example 5.10. Consider a linear system $\Sigma$ as in (5.1), where:

\[
A = \begin{bmatrix} \alpha & 0 & 0 \\ 0 & \alpha & 0 \\ 0 & 0 & \beta \end{bmatrix}, \quad G = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix},
\]

with $\alpha, \beta \in \mathbb{R}$ and matrix $B$ of compatible dimensions. By applying Theorem 4.11 with $\Sigma_1 = \Sigma_2 = \Sigma$ it is possible to show that the equivalence relations

\[
R_b = \ker \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & -1 \\ 1 & -1 & 0 & -1 & 1 & 0 \end{bmatrix},
\]

\[
R^*_b = \ker \begin{bmatrix} 1 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & -1 \end{bmatrix},
\]

are total stochastic bisimulation relations between $\Sigma$ and itself. By a straightforward computation we get

\[
R_b + R^*_b = \ker \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & -1 \end{bmatrix}
\]
which is not a stochastic bisimulation relation between Σ and itself because condition \((h_5)\) of Theorem 4.11 (with \(\Sigma_1 = \Sigma_2 = \Sigma\)) is violated.

Non closeness of stochastic bisimulation relations with respect to sum of subspaces poses serious limitations to the use of fixed–point approaches to compute \(R_b^*\) in the general case. However, Proposition 5.2 provides a characterization of \(R_b^*\) that can be helpful for its computation and for the consequent computation of \(\Sigma/ R_b^* \cong_b \Sigma_b\). Indeed, by Theorem 5.3 a system \(\Sigma_b\) of minimal dimension that is equivalent via stochastic bisimulation to \(\Sigma\) can be computed by finding a total relation \(R_b^*\) of maximal dimension, and this can be computed by finding an \(A\)-invariant subspace \(U \subseteq \mathbb{R}^n\) of maximal dimension such that

\[
U \subseteq \ker \left( \text{Obs}(A, C) \right), \quad \text{and} \quad U \cap \text{Im}(\text{Reach}(A, G)) = \{0\}.
\]

(see Proposition 5.2).

Under few additional assumptions we can provide an explicit expression for a relation \(R_b^*\) of maximal dimension, and therefore of a system \(\Sigma_b\) of minimal dimension that is equivalent via stochastic bisimulation to \(\Sigma\). Let \(G = \text{Im}(\text{Reach}(A, G))\), \(Q = \ker(\text{Obs}(A, C))\). Let \(\lambda_k \in \mathbb{C}, k \in \{1, \ldots, \delta\}, \delta \leq n\), denote the eigenvalues of \(A\), and let \(S_k \subseteq \mathbb{R}^n\) denote the generalized real eigenspaces associated to \(\lambda_k\) (subspaces \(S_k\) are \(A\)-invariant). Eigenspace \(S_k\) is said to be:

- totally reachable (from the noise), if \(S_k \subseteq G\);
- totally unreachable (from the noise), if \(S_k \cap G = \{0\}\);
- totally observable, if \(S_k \cap Q = \{0\}\);
- totally unobservable, if \(S_k \subseteq Q\).

**Theorem 5.11.** Suppose that any generalized eigenspace \(S_k\) of matrix \(A\) is either totally reachable or totally unreachable, and it is either totally unobservable or totally observable, i.e.

\[
[S_k \subseteq G] \lor [S_k \cap G = \{0\}] \land [S_k \subseteq T] \lor [S_k \cap Q = \{0\}].
\]

Let \(I = \{k_1, \ldots, k_\delta\} \subseteq \{1, \ldots, \delta\}\) be a subset of indexes such that the eigenspaces \(S_{k_i}, k_i \in I\), are totally unreachable and totally unobservable \((i.e, S_{k_i} \subseteq Q\) and \(S_{k_i} \cap G = \{0\}\)), and define \(S_{\Sigma} = S_{k_1} \oplus S_{k_2} \oplus \ldots \oplus S_{k_\delta} \subseteq \mathbb{R}^n\). Then, a total relation \(R_b^*\) of maximal dimension takes the form \((5.16)\) where the (non unique) matrix \(R_b^*\) is chosen such that \(S_{\Sigma} = \ker(R_b^*)\).

Proof. Subspace \(S_{\Sigma}\), given as the sum of \(A\)-invariant subspaces is itself \(A\)-invariant. Moreover, \(S_{k_i} \subseteq Q\) and \(S_{k_i} \cap G = \{0\}\) \(\forall k_i \in I\) implies that \(S_{\Sigma} \subseteq Q\) and \(S_{\Sigma} \cap G = \{0\}\). Hence, \(S_{\Sigma}\) satisfies \((5.3)\) and \((5.4)\). Moreover, by its definition, \(S_{\Sigma}\) is of maximal dimension. A straightforward consequence of Proposition 5.2 is that a total stochastic bisimulation and equivalence relation \(R_b\) as in \((5.2)\) between \(\Sigma\) and itself is of maximal dimension if and only if \(\ker(R_b)\) satisfies \((5.3)\) and \((5.4)\) and is of maximal dimension. Hence, the result follows.

By combining Theorems 5.8 and 5.11 we get that if eigenspaces \(S_k\) of matrix \(A\) in \(\Sigma\) satisfy \((5.18)\) then \(\Sigma_b\) can be chosen as the sub–system of \(\Sigma\) with all and only modes of \(\Sigma\) that are either reachable from the noise or observable. Such sub–system can be easily computed via the Kalman decomposition \([21]\) with the additional requirement of choosing a complementary space to \(G \cap Q\) in \(Q\) that is \(A\)-invariant. For the computation of \(\Sigma_b\) it is sufficient to choose an invertible matrix \(T_b = [T_{b1} \ T_{b2}] \in \mathbb{R}^{n \times n}\) such that \(\text{Im}(T_{b1}) = S_{\Sigma}\) and \(\text{Im}(T_{b2}) = S_{h_1} \oplus S_{h_2} \oplus \ldots \oplus S_{h_{\delta-1}}\), where \(\{h_1, \ldots, h_{\delta-1}\} = \{1, \ldots, \delta\} \setminus I\), and to use matrix \(T_b\) to change the coordinates to \(\Sigma\) as in \((5.12)\), and select the subsystem \((5.14)\).

Although the assumption of Theorem 5.11 is not demanding (for instance, it is trivially fulfilled for all systems \(\Sigma\) such that the matrix \(A\) has distinct eigenvalues), it can be weakened as follows:

**Theorem 5.12.** Suppose that any generalized eigenspace \(S_k\) of matrix \(A\) can be decomposed as \(S_k = S^1_k \oplus S^2_k\) with both \(S^1_k\) and \(S^2_k\) \(A\)-invariant and \(S^1_k\) such that

\[
S^1_k \subseteq Q, \quad S^2_k \cap G = \{0\}.
\]
(note that \( S_k^1 \) or \( S_k^2 \) can vanish for some \( k \)).

Define

\[
S_k^2 = S_k^1 \oplus S_k^1 \oplus \cdots \oplus S_k^1.
\]

Then, a total relation \( R_k^* \) of maximal dimension takes the form \( (5.16) \) where the (non unique) matrix \( R_k^* \) is chosen such that \( S_k^2 = \ker(R_k^*) \).

**Proof.** As in the proof of Theorem 5.11, \( S_k^1 \), is a sum of \( A \)-invariant subspaces satisfying \( (5.19) \), and therefore is itself \( A \)-invariant, and satisfies \( (5.19) \), i.e. \( S_k^1 \subseteq Q \) and \( S_k^1 \cap G = \{0\} \), and hence satisfies \( (5.3) \) and \( (5.4) \) and is of maximal dimension. The same discussion made in the proof of Theorem 5.11 leads to the thesis. \( \Box \)

Note that the assumption of Theorem 5.12 is weaker than that of Theorem 5.11, in that the assumption \( (5.18) \) is of maximal dimension. The same discussion made in the proof of Theorem 5.11 leads to the thesis.

6. Connection with Related Literature

In this section we establish connections with the notions of bisimulation equivalence given for probabilistic chains and Markov processes and with stochastic linear realization theory.

**Bisimulation equivalence for probabilistic chains and Markov processes.** Definition 3.3 has been inspired by the notion of probabilistic bisimulation given for probabilistic chains in \( [12] \). The notion of \( [23] \) (corresponding to Definition 3.5.3 of \( [18] \)) has been extended in Definition 2.5 of \( [12] \) (see also Definition 2.6 of \( [11] \)) to labelled Markov processes featuring continuous state space. Definition 2.5 of \( [12] \) coincides with Definition 3.5.3 of \( [18] \) except for the fact that it applies not to equivalence classes but to measurable \( R \)-closed sets; we recall that a set \( X \) is \( R \)-closed if \( R(X) \subseteq X \); if \( R \) is reflexive, this becomes \( R(X) = X \). As also pointed out in \( [11] \), if \( R \) is an equivalence relation, a set is \( R \)-closed if only if it is a union of equivalence classes. The key difference between Definition 2.5 of \( [12] \) and Definition 3.3 is that while the former considers only \( R \)-closed sets measurable sets, the latter considers any measurable set. By Corollary 4.13 linear systems with non-degenerate disturbances cannot be reduced no smaller ones while preserving equivalence via stochastic bisimulation. Reduction is possible in the case of linear systems with degenerate disturbances, as shown in Theorem 5.8 Definition 2.5 in \( [12] \) of bisimulation for labelled Markov processes, instead, allows finding equivalent states even in the case of non-degenerate disturbances. This is a consequence of the fact that conditions in Definition 3.3 are required to hold for all measurable sets and not only for \( R \)-closed sets as in \( [12] \). On the other hand, when Definition 2.5 in \( [12] \) is used for reduction purposes, one gets that the original labelled Markov process and the labelled Markov process obtained by aggregating equivalent states are not bisimilar (in the sense of Definition 2.5 in \( [12] \)), whereas in our framework linear \( \Sigma \) and its reduced one \( \Sigma \) are equivalent via stochastic bisimulation, as formally shown in Theorem 5.5. When relaxing conditions in Definitions 3.3 and 3.6 to hold not for all measurable sets but only for \( R \)-closed sets (as in Definition 2.5 of \( [12] \)), meaning in our framework that conditions in (i) and (ii) are requested to hold only for measurable sets \( X_1 \) and \( X_2 \) satisfying

\[
R^{-1}(R(X_1)) = X_1, \quad R(R^{-1}(X_2)) = X_2,
\]

Definitions 3.3 and 3.6 coincide. Consequently, geometric conditions in Theorem 4.11 change. More specifically, conditions \( (h_0) - (h_4) \) are still needed while condition \( (h_5) \) is not. In fact, if \( X_1 \) is \( R \)-closed, equality in \( (4.30) \) would be true independently from condition \( (h_5) \) (and Lemma 4.4). As a consequence, conditions in Theorems 4.7 and 4.11 would coincide, meaning that Definitions 3.2, 3.3 and 3.6 would coincide, as well.

**Stochastic linear realization theory.** Stochastic linear realization problems deal with realizing a stationary zero mean Gaussian stochastic process through a stochastic linear system \( \Sigma \) in the form of \( (3.1) \) with no control inputs, see e.g. \( [22, 14] \) and also \( [42] \). For the output process \( y(t, x^0, u, w, \nu) \) generated by \( \Sigma \) with \( u = 0 \) to be stochastically equivalent to the given zero-mean process, the disturbances \( w \) and \( \nu \) must have zero mean. Moreover, stationarity of the process implies that it can be realized with an asymptotically stable
system, where the initial condition $x^0$ is a zero mean random vector with covariance $\Psi_x$ satisfying the steady state condition
\begin{equation}
\Psi_x = A\Psi_x A^T + GG^T.
\end{equation}
A matrix $\Psi_x$ satisfying (6.1) can be computed as
\begin{equation}
\Psi_x = \sum_{k=0}^{\infty} A^k GG^T (A^T)^k,
\end{equation}
and is the unique solution if the pair $(A, G)$ is reachable. For the sake of generality, we point out that an unstable system can realize a stationary stochastic process if the observable subsystem is stable or if the unstable observable subsystem is not reached by the noise and not excited by the initial condition. By restricting our attention to stable systems we can state the following:

**Proposition 6.1.** Two stable linear systems $\Sigma_1$ and $\Sigma_2$ as in (3.1) with $u_i = 0$ and $\mu_i = 0$, $i = 1, 2$, realize the same zero mean Gaussian stochastic process if and only if they satisfy conditions $(p_0)$ and $(p_3)$ of Proposition 4.5.

As a consequence, if $\Sigma_1$ and $\Sigma_2$ with $\mu_i = 0$, $i = 1, 2$, and $\Psi_1 = \Psi_2$, are such that $\Sigma_1 \cong_e \Sigma_2$, then they realize the same zero mean Gaussian stochastic process, while it is readily seen that the converse implication is not true.

7. Conclusions and outlook

In this paper we proposed novel definitions of equivalence via stochastic bisimulation and of equivalence of stochastic external behavior for the class of discrete–time stochastic linear control systems with possibly degenerate disturbance distributions. Necessary and sufficient conditions based on geometric control theory to check these notions were derived and model reduction addressed. Connections with stochastic reachability and stochastic linear realization theory were also discussed.

In many real world applications, complex systems are given as the composition of several sub–systems. In our future work we plant to extend the results presented in this paper to compositional stochastic systems. Useful insights in this regard are reported in the last paper by J.C. Willems [44].
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