An Accurate Framework for Arbitrary View Pedestrian Detection in Images
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Abstract. We consider the problem of detect pedestrian under from images collected under various viewpoints. This paper utilizes a novel framework called locality-constrained affine subspace coding (LASC). Firstly, the positive training samples are clustered into similar entities which represent similar viewpoint. Then Principal Component Analysis (PCA) is used to obtain the shared feature of each viewpoint. Finally, the samples that can be reconstructed by linear approximation using their top- \( k \) nearest shared feature with a small error are regarded as a correct detection. No negative samples are required for our method. Histograms of oriented gradient (HOG) features are used as the feature descriptors, and the sliding window scheme is adopted to detect humans in images. The proposed method exploits the sparse property of intrinsic information and the correlations among the multiple-views samples. Experimental results on the INRIA and SDL human datasets show that the proposed method achieves a higher performance than the state-of-the-art methods in form of effect and efficiency.

1. Introduction

Inspired by robot vision, intelligent transportation system, security monitoring and other applications, detecting object from the image and video is a hot topic in computer vision research. As one of the typical sub-problem, because of its different applications, pedestrian detection has attracted a surge of interest from both academia and industry. Despite the fact that the research of pedestrian detection has made significant progress, where the camera has a fixed viewpoint and captures a static background, it is still far away to solve this problem under more complex challenge such as viewpoint changes.

Most of the current methods regard pedestrian detection as a pedestrian/non-pedestrian two categories of classification problem. Current methods contain two steps [1]: feature extraction and classification. In [2], the histograms of oriented gradients (HOG) descriptors are proposed as the feature extraction method and linear SVM is used as the classification. However, the continuous change viewpoints of pedestrians constitute a Manifold structure, which resulting in poor detection performance for the traditional linear classifier. To deal with this problem, cascade classifiers [3][4] are proposed. In [3], an effective and efficient feature selection method based on Gentle Adaboost (GAB) cascade and the Four Direction Feature (FDF) are proposed. As a result, the irrelevant and redundant features are removed to improve the performance. Ye et al. [4] combined cascade Adaboost classifier and linear SVM for multi-view pedestrian detection. The first four layers of the classifier used the Adaboost and the last layer used the linear SVM. These methods have achieved good results, but the relevant information among the various viewpoints is ignored. In addition, the viewpoint of the
test sample is not limited to the training set of several discrete viewpoints in practical applications, and one of the most difficult problems is to detect the unseen view samples. Joint multi-view model [5] is proposed to address this issue by establishing a certain relationship among the various viewpoints. Another way to deal with this problem is to use the shared feature (or called joint feature) [6][7] by finding common features that can be shared across the viewpoints. In this way, the latent information among different viewpoints is utilized and the compute cost is reduced.

Recently, by combining the advantages of both sparse representation based classification (SRC) and joint sparse representation based classification (JSRC), Zhang et al. [8] proposed a mixed-norm sparse representation model for multi-view face recognition. Their work assumed that the sample of unseen view can be regarded as the sparse representation of samples from all viewpoints. However, this method tried to use the samples of all the viewpoints to identify the arbitrary view sample, which ignored the shared feature among the training sample. In light of this, we propose a new method for detecting pedestrian under arbitrary view from images collected under various views based on the locality-constrained affine subspace coding (LASC) [9]. In the training stage, we first cluster the positive training samples into similar entities according to the viewpoints. Then the Principal Component Analysis (PCA) is utilized to learn the shared features of each viewpoint. In the testing stage, sliding window scheme is adopted to find the correct detection window that can be reconstructed by linear approximation using their top- \( k \) nearest shared features with a small error. No negative samples are required for our method. We conduct experiments on two widely available public datasets. The experiment results demonstrate the superior performance of the proposed approach compared to several state-of-the-art algorithms.

The remainder of this paper is organized as follows. Section II is a detailed presentation of the proposed algorithm. Experimental results and discussions are given in Section III. In the end, Section IV concludes this paper.

2. Method

An overview of the proposed method is illustrated in Figure 1. First, the positive training samples are clustered into several clusters according to the similarity of viewpoints and PCA is employed to obtain the subspace of each cluster which referred to the shared feature. Then, given the query window, the reconstruction cost is computed by locality-constrained affine subspace coding (LASC) with the shared feature, and then, the detection is determined with the small reconstruction cost.

2.1. Feature Extracting

In our work, HOG features [2] are extracted to represent pedestrian. Due to the ability to characterize the edge feature and insensitivity to light and small offset, HOG features have achieved excellent results in pedestrian detection task. A \( 64 \times 128 \) training image is divided into \( 16 \times 16 \) overlapped image blocks, which contain \( 2 \times 2 \) cells of size \( 8 \times 8 \) pixels. In each small cell, gradient is calculated according to calculating the nine-bin histogram of gradient orientations in the range of \( 0^\circ \) to \( 360^\circ \).
a result, each sample is represented by 105 blocks and a 3780-dimensional feature vector is extracted and normalized.

2.2. Clustering
Suppose the positive training samples can be represented as \( D = [d_1, d_2, \ldots, d_l] \in \mathbb{R}^{m \times l} \) where \( m=3780 \) is the dimension of feature vector and \( l \) is the number of training samples. The training sample contains various viewpoints and it can be clustered into \( n \) similar entities \( C = \{C_1, C_2, \ldots, C_n\} \) based on the similarity of viewpoint, which can be performed by employing K-means clustering algorithm as follow

\[
\arg \min \sum_{i=1}^{n} \sum_{d \in C_i} \|d - \mu_i\|^2 \tag{1}
\]

where \( \mu_i \) is the mean vector of cluster \( C_i \).

2.3. Shared Feature Obtaining
After clustering the positive training samples into several similar viewpoint entities, we try to find the shared feature of each viewpoint. It is assumed that each cluster has the geometry of a low-dimensional linear subspace, which is referred to the shared feature. Principal Component Analysis (PCA) is utilized to preserve the directions that have larger variances for each cluster. Suppose that \( u_{i,t} \) is the \( t \)-th orthogonal of eigenvalues of covariance matrix \( \Sigma_i \), then the shared feature of cluster \( C_i \) can be represented as:

\[
A_i = U_i = [u_{i,1}, \ldots, u_{i,p}] \tag{2}
\]

where \( i=1,2,\ldots,n \) and \( p \) is the dimension of the shared feature.

2.4. Pedestrian Detection via Locality-constrained Affine Subspace Coding
With the shared feature mentioned above, we present the detail of pedestrian detection utilizing locality-constrained affine subspace coding (LASC). LASC [9] is an improved model from the locality-constrained linear coding (LLC) method [10], which leverages locality constraints to achieve both high efficiency and local smooth sparsity. The LASC scheme focuses on the local geometric structure of various viewpoints samples and uses top- \( k \) nearest shared feature to encode the test sample. It is obvious that a normal pedestrian of arbitrary view can be linearly represented by its neighbouring subspaces of various viewpoints samples while the reconstruction error is small. In contrast, the negative sample is different from the normal pedestrian of arbitrary view. As a result, it is often difficult to find the linear representation of the neighbouring subspaces around the negative sample.

In detail, suppose \( A \in \mathbb{R}^{n \times p} \) is the linear subspace projection matrix, the geometry of the feature space \( D = [d_1, d_2, \ldots, d_l] \in \mathbb{R}^{m \times l} \) can be represented as a new local coordinate scheme: \( S_i = \{d_i + A \beta_i, \beta_i \in \mathbb{R}^p\} \), \( i=1,\ldots,n \). With a test sample \( y \in \mathbb{R}^m \), LASC attempts to represent it by making a linear combination of the top- \( k \) nearest affine subspaces which is referred to the shared feature. Specifically, LASC can be formulated based on the following optimization:

\[
\min_{\forall \beta_i} \sum_{S_i \in \mathcal{N}_k(y)} \left\{ \|y - d_i\|^2 + \lambda \text{dis}(y, S_i) \right\} \tag{3}
\]

where \( \mathcal{N}_k(y) \) is the neighbourhood of \( y \), which is defined by the \( k \) closest shared features of \( y \). Here, \( \text{dis}(y, S_i) \) is the approximate distance of \( y \) to the shared feature \( S_i \). Use the Gaussian-
distribution as a kernel to measure the similarity between the point $y$ and cluster centroid $\mu_i$, dis($y, S_i$) can be represented as:

$$
\text{dis}(y, S_i) = \frac{\exp\left(-\frac{1}{2\sigma^2}\|y - \mu_i\|^2\right)}{\sum_{j=1}^{c}\exp\left(-\frac{1}{2\sigma^2}\|y - \mu_j\|^2\right)}
$$

(4)

where $\mu_i$ is the mean vector of the cluster $C_i$.

According to [9], the solution of (3) is as follows:

$$
\beta_i = (A_i^T A_i + \lambda \text{dis}(y, S_i) I)^{-1} A_i^T (y - d_i)
$$

(5)

where $I$ is the unit matrix of order $p$. If $S_i \notin N^c_i(y)$, then $\beta_i$ is equal to zero. The code result of $y$ can be represented as $\hat{\beta} = [\beta_1^T, \ldots, \beta_i^T, \ldots, \beta_n^T]^T$.

Then we detect the pedestrian that is based on the reconstruction error by

$$
LRC(y) = \sum_{S_i \in N^c_i(y)} \| (y - d_i) - A_i \beta_i \|^2
$$

(6)

where $\hat{\beta}_i$ is the solution of (3) according to (4) and (5), $A_i$ is obtained from (2). Here, $y$ is detected as a correct detection if the following criterion is satisfied:

$$
LRC(y) > \hat{\epsilon}
$$

(7)

where $\hat{\epsilon}$ is the threshold that decides the sensitivity of the detection method.

3. Experiments

In this section, we describe the datasets used in our experiments, and then compare the detection results with the state-of-the-arts on these datasets. Details are given as follows.

3.1. Datasets and Evaluation

We collected 8000 positive samples of different viewpoints for training from INRIA dataset [1], SDL dataset [11] and Multi-view Pedestrian Recognition (MVPR) dataset [12]. All the samples are trimmed to size of $64 \times 128$. Some of training samples of different viewpoints are shown in Figure 2.

![Figure 2. Training samples of different viewpoints](image)

The INRIA test set and the SDL test set are chose for testing. For the INRIA test set, there are 288 images with 589 multi-view pedestrian samples. And for the SDL test set, there are 258 images with 1688 pedestrian samples for testing, in which pedestrians are almost situated in multi-view appearance. Both of the two datasets contain a variety of viewpoints, to demonstrate that our method could detect the pedestrian of arbitrary view.
An overlap threshold [1] for determining a correct detection for can be represented as

\[
\frac{\text{area}(BB_{det} \cap BB_{ann})}{\text{area}(BB_{det} \cup BB_{ann})} \geq \theta ,
\]

where \(BB_{det}\) and \(BB_{ann}\) stand for the detected bounding box and annotated bounding box, respectively. \(\theta\) is often set to 0.5.

Miss rate against False Positives Per Window (FPPW) is chose for evaluation, which are defined as

\[
\text{MissRate} = \frac{\#\text{Missed positive detection}}{\#\text{Total positives}} \quad \text{and} \quad \text{FPPW} = \frac{\#\text{False positive detections}}{\#\text{Total image windows}}.
\]

3.2. Experiments result

The number \(k\) of shared feature and the shared feature dimension \(p\) were set empirically to 3 and 64, respectively. The parameter \(\sigma\) in (4) and the regularization parameter \(\lambda\) in (5) are set to 0.1 and 1, respectively. We first experimented with the INRIA dataset in order to evaluate the effect of the number \(n\) of cluster centroids. In detail, we set \(n = 4, 6, 8, 10, 12\) and check the experiment result test on the INRIA test set. The results are shown in Figure 3 (a), given different parameter settings in terms of Miss rate against False Positives Per Window (FPPW). The performance increases with the number of cluster centroids when the latter is less than 8. This is due to the fact that if the number of cluster centroids is too few, the samples of different viewpoints are confused. Equally, performance drops quickly with increasing number of cluster centroids when the latter is beyond 8. Here the reason is that more cluster centroids are more likely to produce fewer characteristic shared features. Based on the above, we chose \(n = 8\) as the parameters for the succeeding experiments.

![Graphs showing performance results](image)

Figure 3. The parameters analysis and comparison of ours method with recent state-of-the-art methods.

When evaluating the detection performance on the INRIA Dataset, four algorithms specifically designed for Multi-View pedestrian-detection are chose for comparable, including HOG+SVM [2], v-HOG+CAadaboost [13], HOG-LBP+MVPPE method [14] and v-HOG+CLML [15]. The results of the contrast methods are obtained in their respective papers. It can be observed in Figure 3 (b) that the Miss rate decreases with the increase if the False Positive Per-Window (FPPW), and our method achieves superior performance compared with other four algorithms in all situations. In detail, our method achieves 3.5% miss rate at FPPW of \(10^{-4}\), which is about 9% lower than the HOG+SVM method, about 5% lower than the v-HOG+CAadaboost method, about 3.5% lower than HOG-LBP+MVPPE method and 1.5% lower than v-HOG+CLML method.

For the SDL dataset, which is a new dataset, we compare the results of our method with the HOG+SVM [2] and v-HOG+CLML [14]. The results of the contrast methods are obtained in [14]. As shown in Figure 3.(C), our method is superior to the other state-of-the-arts methods, with 5.5% miss rate at FPPW of \(10^{-5}\) and 2.5% miss rate at FPPW of \(10^{-4}\). Therefore, these findings demonstrate that...
our algorithm achieves better results than state-of-the-art methods for arbitrary view pedestrian detection task.

4. Conclusions
We have presented a new method for arbitrary view pedestrian detection in images by employing locality-constrained affine subspace coding (LASC). Notwithstanding that the method only uses the positive samples for training, the learning model is capable of detecting pedestrian under arbitrary view. Experimental results on two datasets prove that the proposed method achieves a higher performance than the state-of-the-art methods in form of effect and efficiency. In the future, we will extend the approach to other objects detection task.
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