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Abstract

We investigate the microcanonical version of the complex induced Ginibre ensemble, by introducing a fixed trace constraint for its second moment. Like for the canonical Ginibre ensemble, its complex eigenvalues can be interpreted as a two-dimensional Coulomb gas, which are now subject to a constraint and a modified, collective confining potential. Despite the lack of determinantal structure in this fixed trace ensemble, we compute all its density correlation functions at finite matrix size and compare to a fixed trace ensemble of normal matrices, representing a different Coulomb gas. Our main tool of investigation is the Laplace transform, that maps back the fixed trace to the induced Ginibre ensemble. Products of random matrices have been used to study the Lyapunov and stability exponents for chaotic dynamical systems, where the latter are based on the complex eigenvalues of the product matrix. Because little is known about the universality of the eigenvalue distribution of such product matrices, we then study the product of $m$ induced Ginibre matrices with a fixed trace constraint - which are clearly non-Gaussian - and $M-m$ such Ginibre matrices without constraint. Using an $m$-fold inverse Laplace transform, we obtain a concise result for the spectral density of such a mixed product matrix at finite matrix size, for arbitrary fixed $m$ and $M$. Very recently local and global universality was proven by the authors and their coworker for a more general, single elliptic fixed trace ensemble in the bulk of the spectrum. Here, we argue that the spectral density of mixed products is in the same universality class as the product of $M$ independent induced Ginibre ensembles.
1 Introduction

Both ideas of providing random matrices with a fixed trace constraint, and of multiplying random matrices go back to the early days of random matrix theory (RMT), see Rosenzweig [52] and Mehta’s classical book [48] in its 1st edition from 1967, and the work of Furstenberg and Kesten [31], respectively. While fixed trace ensembles were introduced from a statistical physics point of view, yielding a microcanonical version of the classical canonical Gaussian ensembles, products of random matrices were studied as a toy model for dynamical systems with chaotic dynamics, by looking at the Lyapunov or stability exponents of the product matrix. The goal of this paper is to bring these topics together in the context of non-Hermitian RMT. Apart from possible applications our main aim is to find exact and closed form expressions for the complex eigenvalue correlation functions of a single fixed trace ensemble and \( M \) products thereof, at finite \( M \) and finite matrix size \( N \). Such expressions can then be used to analyse questions of universality in various large-\( N \) limits that are relevant for the corresponding two-dimensional Coulomb gas or dynamical systems picture.

Fixed trace ensembles (FTE) are defined by replacing the Gaussian distribution for all independent matrix elements, \( P(G) \sim \exp[-t\text{Tr}GG^\dagger] \), by a constraint on the second moment enforced by a delta-function, \( P_\delta(G) \sim \delta(s-\text{Tr}GG^\dagger) \), with \( s,t > 0 \). While for standard FTE usually \( G \) is Hermitian, we will chose it to be a complex non-Hermitian rectangular \( N \times (N+\nu) \) matrix here and study its complex eigenvalues. Let us, first, give a very brief account on FTE and their possible applications and, second, on complex eigenvalue distributions of products of random matrices, in order to put our work in a more general context.

FTE were initially introduced by Rosenzweig [52] (as cited in [48, Chapter 27]) for Gaussian Hermitian random matrices, and we will focus on matrices with complex elements only. The relation between the Gaussian and FTE is in analogy to that between the canonical and micro-canonical ensemble in statistical mechanics. The distinct feature of FTE is that they are compactly supported already at finite-\( N \), their corresponding point process of eigenvalues is non-determinantal, and in particular the distribution of matrix elements is non-Gaussian. Like their Gaussian partners the eigenvalues of the FTE can be interpreted as a gas subject to the two-dimensional Coulomb interaction. Due to the Hermiticity of the matrix the eigenvalues are then restricted to the real line. The confining Gaussian potential of the canonical ensemble is then replaced by a delta-function constraint. A further version of so-called restricted trace ensembles exists, cf. [48, Chapter 27], where the constraint is given by a Heaviside-Theta function. When moving to complex non-Hermitian matrices here, and studying their complex eigenvalues, we will thus be able to analyse a true two-dimensional Coulomb gas at a specific inverse temperature \( \beta = 2 \). Such Coulomb gases at general temperatures have been an intense object of study recently, and we refer to [53] for a recent review.

There is one subtlety however, when generating two-dimensional Coulomb gases from random matrices. While normal matrices with complex [33] or quaternion entries [38] indeed correspond to the same Coulomb gas at different inverse temperatures \( \beta = 2 \) and 4, respectively, Gaussian Ginibre matrices with real, complex or quaternion entries lead to different Coulomb gases, and we refer to [28] for the interpretation of these different classes of particle systems. Only for complex entries Ginibre and normal matrices share the same complex eigenvalues statistics. Is this a coincidence of the Gaussian case? As we will see in this work, after imposing a fixed trace constraint the joint densities of eigenvalues of normal and of Ginibre matrices will correspond to two different two-dimensional Coulomb gases, one with a delta-function constraint and one with a collective potential and Heaviside-constraint, respectively.

A different class of FTE, where \( G \) is also complex non-Hermitian, has become popular more re-
cently, due to their relation to the so-called Hilbert-Schmidt eigenvalues of the density operator in bipartite quantum systems, see [46] for a review and references. Let us briefly describe the standard setup where usually the singular value statistics of $G$ (or equivalently the eigenvalues of $GG^\dagger$) is investigated, and under which circumstances it can become interesting to consider the complex eigenvalues of $G$ instead. A bipartite quantum system is given by a Hamiltonian of the form $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$, where typically one of the systems, say $A$ of dimension $N$, is viewed as a subsystem, and the other as the environment, that is then $B$ of dimension $M$, where typically $M \geq N$. Both Hamiltonians are characterised by a basis of right (R) and left (L) eigenvectors $\{|R_i\rangle\}$ and $\{|L_i\rangle\}$ for system $A$, and $\{|R_\alpha\rangle\}$ and $\{|L_\beta\rangle\}$ for system $B$, which we will normalise for each system, $\langle L_i | R_j \rangle = \delta_{ij}$ and $\langle L_\alpha | R_\beta \rangle = \delta_{\alpha\beta}$. When both Hamiltonians are Hermitian, left and right eigenvectors agree, $|R_\alpha\rangle = \langle L_\alpha | \rho \rangle = |L_\alpha\rangle$, and likewise for $B$. However, if we consider non-Hermitian Hamiltonians e.g. for open systems, the two sets have to be distinguished and a nontrivial overlap amongst left eigenvectors (and amongst right eigenvectors) exists, see e.g. [47] which has created some renewed interest recently, cf. [32, 19, 50]. In any case a quantum state can be decomposed as $|\varphi\rangle = \sum_{i,\alpha} G_{i,\alpha} |R_i\rangle \otimes |R_\alpha\rangle$, with coefficients given by a complex $N \times M$ matrix $G$. The density matrix of this state is then given by

$$\rho = \sum_{i,\alpha} \sum_{j,\beta} G_{i,\alpha} G^*_{j,\beta} |R_i\rangle \langle L_j | \otimes |R_\alpha\rangle \langle L_\beta | \ . \quad (1.1)$$

Defining the partial trace by $\rho_A = \text{Tr}_B[\rho] = \sum_\alpha \langle L_\alpha | \rho | R_\alpha \rangle$, and likewise for $\rho_B$, this density matrix is normalised, $\text{Tr}_A \text{Tr}_B[\rho] = 1$. The leads to the constraint

$$\text{Tr}_A \text{Tr}_B[\rho] = 1 \ . \quad (1.2)$$

For Hermitian Hamiltonians one usually changes basis to the singular values of $G$ and expresses the state $|\varphi\rangle$ in this new basis. Because of the constraint (1.2), the squared singular values, that is the eigenvalues of $GG^\dagger$, are called Hilbert-Schmidt eigenvalues. They allow to quantify the degree of entanglement of $|\varphi\rangle$ by looking at the smallest (or largest) eigenvalue only. It distribution is known to be universal, agreeing with that of the Wishart-Laguerre ensemble without constraint [22]. In contrast, when the Hamiltonians are non-Hermitian, we keep the bases of left and right eigenvectors instead, as typically operators acting on $|\varphi\rangle$ will yield complex eigenvalues. We then look at a Schur decomposition of a rectangular matrix $G$, and the resulting correlation functions of complex eigenvalues of $G$ in such a single FTE given by (1.2). To date only the spectral density of an $N \times N$ square matrix $G$ was computed at finite-$N$ [23]. Our first goal is to extend this to arbitrary $k$-point correlation functions for rectangular matrices, the microcanonical version of the so-called induced Ginibre ensemble, c.f. [26]. The challenge will then be to compute the distribution of the smallest eigenvalue in radial ordering. We will also consider a single FTE with $G$ being normal, which is a priori different.

The open question of local universality and of global higher order $k$-point functions was formulated in the second edition of [48] for Hermitian FTE, that is their agreement with the classical, canonical Gaussian ensembles of RMT in the large-$N$ limit. It was shown in [11, 5] that more general FTE, where the trace of a polynomial of a Hermitian matrix is fixed, lead to the same limiting macroscopic spectral density as the corresponding canonical ensemble [11]. The finite-$N$ results of [4] were confirmed independently in [24] for the standard FTE. In contrast, the macroscopic, connected two-point [5] and connected $k$-point functions [6] were shown to be non-universal. On the microscopic level, however, heuristic arguments were given in [9] that local universality in the bulk persists for general FTE. This was made rigorous much later for standard FTE in [31]. For local universality in standard FTE at the soft edge see [45]. While all the quoted results apply to real eigenvalues in Hermitian FTE, very recently universality was proven for the complex eigenvalues of a generalised FTE in the bulk of the spectrum, both at strong and weak non-Hermiticity [15]. While it is known that in the bulk the rate
of convergence is exponentially fast for the Ginibre ensemble, see e.g. [54], it is an open mathematical question if this property persists for other non-Gaussian ensemble. The finite-\(N\) solution of the FTE investigated here will be an ideal testing ground for that question.

Products of random matrices have seen a very rapid development in the past five years. This is due to the observation that both, complex eigenvalues [8] and singular values [9, 10] follow determinantal point processes at finite matrix and product size. Here, we will focus on the complex eigenvalues of complex matrices as they are simpler, and refer to the recent review [14] for further literature, in particular on the singular values. We do not consider products of normal matrices here as their statistics is a difficult open problem, even without constraint. The complex eigenvalues of products also enjoy an interpretation as a two-dimensional Coulomb gas, see [28] for a recent work regarding the respective interpretation of the induced Ginibre ensemble and products of Ginibre ensembles. Furthermore, complex eigenvalues also play a role in the stability analysis of chaotic dynamical systems as initiated by [31]. They lead to the so-called stability exponents, where the infinite product limit \(M \to \infty\) is studied. In [13] the agreement between the stability exponents, and the Lyapunov exponents based on singular values was found, including their variances, c.f. [27, 51]. In [42] the relation between complex eigenvalues and singular values valid already for finite products of finitely many random matrices was found. Using classical harmonic analysis a bijection was constructed in [11], including more general classes of determinantal point processes of complex eigenvalues and singular values that go beyond products of random matrices. To date the complex eigenvalues statistics has been determined for finite matrix size for products of Gaussian random matrices from the complex, quaternion and real Ginibre ensembles [8, 39, 29], inverse complex Ginibre [1] and truncated unitary matrices [1, 40, 11], as well as for more general Pólya ensembles defined in [41, 30]. An immediate question regarding complex eigenvalue statistics of products of random matrices is that of the universality of the newly found classes on the global scale [20, 21, 35], on local scale at the origin [8, 11], as well as for the Gaussianity of the spectrum of the stability exponents [13] relevant for chaotic dynamical systems. For a single ensemble of complex non-Hermitian matrices without constraint, universality has been studied rigorously by several authors [16, 17, 54, 37]. Adding a constraint, the ensembles become non-determinantal, and universality still holds [15]. What can be said about the universality of products of non-Gaussian random matrices? Very recently this problem has been addressed for Wigner matrices [43], however, the origin of the spectrum had to be spared out for technical reasons. Our study of multiplying FTE and induced Ginibre ensembles provides an example for such a product, that can be explicitly solved at finite product and matrix size. This serves as a starting point to deepen our understanding of universality.

The remainder of the paper is organised as follows. In Section 2 we solve a single FTE, comparing the constraint on induced Ginibre and normal matrices. Although the partition function, joint density and resulting Coulomb gas of their complex eigenvalues are shown to be different in Subsection 2.1, we show in Subsection 2.2 that all their \(k\)-point correlation functions agree at finite-\(N\), up to a trivial rescaling. They are obtained from an inverse Laplace transform of the well known induced Ginibre and normal Gaussian ensemble, respectively, which are known to agree. For the distribution of the radii we show that these are no longer independent random variables, due to the constraint. In Section 3 we consider the product of \(m\) induced Ginibre ensembles with constraint and \(M - m\) without, with its joint density given in Subsection 3.1. In order to perform an \(m\)-fold inverse Laplace transform that is necessary here, we first solve for all \(k\)-point correlation functions of the product of \(M\) independent induced Ginibre matrices with different variances in Subsection 3.2. Due to the simple dependence on the variances and properties of Meijer G-functions, the spectral density can be explicitly computed for arbitrary fixed \(m\) and \(M\). We give heuristic arguments for the universality of this spectral density in the large-\(N\) limit, and for the stability exponents at large \(M\). In Section 4 we summarise our findings. Several more technical identities are presented the two appendices A and B.
2 Single fixed trace induced Ginibre and normal ensemble

In this section we introduce and solve two ensembles of random matrices \( G \) at finite matrix size, with the constraint of fixing \( \text{Tr} GG^\dagger \) by a delta-function. The first ensemble is the induced Ginibre ensemble named in [26] this way. It is equivalent to consider a rectangular matrix \( \tilde{G} \) of size \( N \times (N + \nu) \) for \( \nu \in \mathbb{N} \), see also [3] for an earlier work. The second ensemble consists of normal random matrices \( G \) with \( [G, G^\dagger] = 0 \). Without the fixed trace constraint the distinction between Ginibre and Gaussian normal matrices is immaterial on the level of the joint density of complex eigenvalues, as we will recall below. This is due to the decoupling of the upper triangular degrees of freedom in the Schur decomposition of matrix \( G \).

In contrast, the introduction of a constraint will make these two ensembles distinct on the level of joint densities, as it is shown in Subsection 2.1. It is easy to see that the ensembles with and without fixed trace constraint are simply related through a Laplace transform. Based on the known solution of the two ensembles without constraint, the inversion of this transformation will be our main tool of investigation. Our results of Subsection 2.2 extend previous findings of [24] for the spectral density of the fixed trace Ginibre ensemble at \( \nu = 0 \) to arbitrary \( k \)-point density correlation functions at \( \nu > -1 \), and to the corresponding results for the fixed trace normal ensemble not considered in [24]. We will also compute the gap probability at the origin.

2.1 Partition functions, joint densities and Coulomb gases

The partition function of the fixed trace induced Ginibre ensemble is defined as

\[
Z_{\delta, \nu}(s) \equiv \int [dG] \det [GG^\dagger]^\nu \left( \delta \left( s - \text{Tr} GG^\dagger \right) \right), \quad s > 0 ,
\]

where \( G \neq G^\dagger \) is a non-Hermitian matrix of size \( N \times N \) with complex elements, \( \nu > -1 \) is a real parameter, and the integration is over the flat measure of the real and imaginary parts of all independent matrix elements of \( G \). For integer \( \nu \) an alternative representation exists as an integral over a rectangular matrix \( \tilde{G} \) of size \( N \times (N + \nu) \), without the determinant in the integrand, which can be seen from [3, 26]. It is clear that by rescaling the matrix \( G \to \sqrt{s}G \) we could factor out the dependence on the parameter \( s \). However, we will keep this parameter inside the delta-function, in order to relate this ensemble to the induced Ginibre ensemble, defined in (2.13) below, using the Laplace transform. For this reason we will keep track of all \( s \)-dependent normalisation constants.

The joint density of complex eigenvalues \( z_j = 1, \ldots, N \) of matrix \( G \) from the ensemble (2.1) can be obtained after making the standard Schur decomposition

\[
G = U(Z + T)U^\dagger .
\]

Here, \( Z = \text{diag}(z_1, \ldots, z_N) \) contains the complex eigenvalues, \( T \) is a strictly upper triangular matrix with complex elements, thus having \( N(N - 1) \) real independent degrees of freedom, and \( U \) is a unitary matrix from the following coset \( U \in U(N)/U(1)^N \). For simplicity we will choose \( N > 1 \) in all the following, as for \( N = 1 \) the matrix \( T \) is absent and the single eigenvalue is then fixed through the constraint. The Jacobian for the transformation (2.2) computed in [33] contains the Vandermonde determinant

\[
\Delta_N(Z) = \prod_{1 \leq i < j \leq N} (z_j - z_i) = \det_{1 \leq i < j \leq N} \left[ z_i^{j-1} \right] ,
\]

(2.3)
and we thus obtain for eq. (2.1)

\[
Z_{\delta,\nu}(s) = \int [dU] \int [dT] \prod_{j=1}^{N} \int_{\mathbb{C}} d^{2}z_{j}|z_{j}|^{2\nu} |\Delta_{N}(Z)|^{2} \delta \left(s - \text{Tr}ZZ^{*} - \text{Tr}TT^{\dagger}\right)
\]

\[
= V_{N} \int d\Omega_{N(N-1)} \int_{0}^{\pi} d\Omega_{N(N-1)-1} \prod_{j=1}^{N} \int_{\mathbb{C}} d^{2}z_{j}|z_{j}|^{2\nu} |\Delta_{N}(Z)|^{2} \delta \left(s - \sum_{l=1}^{N} |z_{l}|^{2} - R^{2}\right)
\]

\[
= V_{N} \frac{\pi \left(\frac{N(N-1)}{2}\right)}{\Gamma\left(\frac{N(N-1)}{2}\right)} \prod_{j=1}^{N} \int_{\mathbb{C}} d^{2}z_{j}|z_{j}|^{2\nu} \left(s - \sum_{l=1}^{N} |z_{l}|^{2}\right)^{\frac{N(N-1)-1}{2}} |\Delta_{N}(Z)|^{2} \Theta \left(s - \sum_{l=1}^{N} |z_{l}|^{2}\right).
\] (2.4)

In the last line we have defined the (unnormalised) joint density \(P_{\delta,\nu}(z_{1}, \ldots, z_{N}; s)\) of complex eigenvalues of our fixed trace ensemble (2.1). It can be interpreted as a two-dimensional Coulomb gas at the particular inverse temperature \(\beta = 2\), by writing the integrand of the joint density from (2.4) as follows:

\[
\exp \left[2\nu \sum_{i=1}^{N} \log |z_{i}| + \sum_{j \neq i} \log |z_{j} - z_{i}| + \frac{N(N-1)-2}{2} \log \left(s - \sum_{l=1}^{N} |z_{l}|^{2}\right)\right] \Theta \left(s - \sum_{l=1}^{N} |z_{l}|^{2}\right). \] (2.5)

In addition to the standard two-dimensional Coulomb interaction in the first two terms in the exponent, with the first term coming from 2\nu charges at the origin, we have a collective potential in the last term of the exponent that depends on all particles and does not factorise. Together with the Heaviside constraint it leads to the confinement of all charges into a ball of squared radius \(s\).

Furthermore, in (2.4) we have used

\[
V_{N} \equiv \int [dU] = \frac{\pi^{\frac{N(N-1)}{2}}}{\prod_{j=0}^{N-j!}}, \] (2.6)

the volume of the coset integral, and the surface of the sphere of dimension \(n\)

\[
\int d\Omega_{n} = \frac{2\pi^{n/2}}{\Gamma(n/2)}. \] (2.7)

The latter is encountered when, following the ideas of [H], we change to polar coordinates \((R, \Omega_{N(N-1)})\) for the integral over matrix \(T\). We then interpret \(\text{Tr}TT^{\dagger}\) as the squared length of a vector of \(N(N-1)\) real dimensions. This integral transforms the delta-function constraint into a step function constraint, containing the Heaviside function \(\Theta(x)\). Due to this constraint the integrals are cut off and converge.

In comparison the ensemble of induced Gaussian normal matrices \(\mathcal{G}\) with a fixed trace constraint that we label by superscript \(N\) is much simpler. It is formally defined as

\[
Z_{\delta,\nu}^{N}(s) = \int [d\mathcal{G}] \det[\mathcal{GG}^{\dagger}]^{\nu} \delta \left(s - \text{Tr}\mathcal{G}\mathcal{G}^{\dagger}\right), \quad s > 0
\] (2.8)

\[
= \int [dU] \prod_{j=1}^{N} \int_{\mathbb{C}} d^{2}z_{j}|z_{j}|^{2\nu} |\Delta_{N}(Z)|^{2} \delta \left(s - \sum_{l=1}^{N} |z_{l}|^{2}\right)
\]

\[
= \prod_{j=1}^{N} \int_{\mathbb{C}} d^{2}z_{j}P_{\delta,\nu}^{N}(z_{1}, \ldots, z_{N}; s), \] (2.9)
where we could in fact use the second line as the definition, together with

$$\mathcal{G} = U Z U^\dagger.$$  

(2.10)

Also here the s-dependence could be scaled into a prefactor, by rescaling $\mathcal{G} \to \sqrt{s}\mathcal{G}$. As in the previous ensemble $Z = \text{diag}(z_1, \ldots, z_N)$ denotes the complex eigenvalues of $\mathcal{G}$ and we have $U \in U(N)/U(1)^N$. Because of the normality constraint $[\mathcal{G}, \mathcal{G}^\dagger] = 0$ and thus the dependence amongst the matrix elements of $\mathcal{G}$, the initial measure $[d\mathcal{G}]$ is characterised by the second line in (2.8). Rewriting the integrand of the joint density (2.9) as

$$\exp\left[2\nu \sum_{i=1}^{N} \log |z_i| + \sum_{j \neq i} \log |z_j - z_i| \right] \delta \left(s - \sum_{l=1}^{N} |z_l|^2 \right).$$  

(2.11)

we see that this ensemble represents a Coulomb gas different from (2.5), without a confining potential and a hard constraint. In comparison, on the level of eigenvalues the previous ensemble (2.5) looks more like a restricted trace ensemble, see [4, 5] for a comparison between two such FTE of Hermitian matrices. Let us emphasise here that the two joint densities of complex eigenvalues of our FTE, eqs. (2.4) and (2.9), are different functions of the complex eigenvalues $\{z_1, \ldots, z_N\}$. Both are non-determinantal and coupled in a non-trivial way beyond the standard Vandermonde determinant, the Coulomb repulsion in two dimensions. Furthermore, due to the delta-function in the normal ensemble (2.9) its joint density $P_{\delta,\nu}^N(z_1, \ldots, z_N; s)$ actually only depends on $N - 1$ complex eigenvalues.

As the next result of this subsection we can use the following relation to the ordinary induced Ginibre ensemble and normal ensemble to compute the integrals in eqs. (2.4) and (2.9) as functions of s. Applying the Laplace transform,

$$\mathcal{L}\{f(s)\}(t) = \int_0^\infty ds \ e^{-ts} f(s) = F(t),$$  

(2.12)

to eqs. (2.1) and (2.8) immediately leads to the following relations:

$$\mathcal{L}\{\mathcal{Z}_{\delta,\nu}(s)\}(t) = \int [dG] \det[GG^\dagger]^{\nu} \exp[-t \text{Tr}GG^\dagger] \equiv \mathcal{Z}_\nu(t), \quad t > 0,$$  

(2.13)

$$\mathcal{L}\{\mathcal{Z}_{\delta,\nu}^N(s)\}(t) = \int [dG] \det[GG^\dagger]^{\nu} \exp[-t \text{Tr}GG^\dagger] \equiv \mathcal{Z}_\nu^N(t), \quad t > 0.$$  

(2.14)

Here, we define $\mathcal{Z}_\nu(t)$ and $\mathcal{Z}_\nu^N(t)$ as the induced Ginibre and the induced Gaussian normal ensemble, respectively, which are well defined for $t > 0$. Their joint densities and normalisations as functions of the (inverse) variance parameter $t$ read as follows. For the induced Ginibre ensemble we have

$$\mathcal{Z}_\nu(t) = \int [dU] \int [dT] \exp[-t \text{Tr}TT^\dagger] \prod_{j=1}^{N} \int_C d^2z_j |z_j|^{2\nu} \exp\left[-t \sum_{l=1}^{N} |z_l|^2 \right] |\Delta_N(Z)|^2$$

$$= V_N \left(\frac{\pi}{t}\right)^{N(N-1)/2} \prod_{j=1}^{N} \int_C d^2z_j |z_j|^{2\nu} \exp\left[-t \sum_{l=1}^{N} |z_l|^2 \right] |\Delta_N(Z)|^2$$

$$= \prod_{j=1}^{N} \int_C d^2z_j P_\nu(z_j, \ldots, z_N; t)$$  

(2.15)

$$= V_N \left(\frac{\pi}{t}\right)^{N(N-1)/2} N! \prod_{j=0}^{N-1} \frac{\pi \Gamma(j+1+\nu)}{t^{j+1+\nu}} = V_N \frac{\pi^{N(N+1)/2}}{t^{N^2+N\nu}} N! \prod_{j=0}^{N-1} \Gamma(j+1+\nu).$$  

(2.16)
In the last line we have used that the $N$ complex eigenvalue integrals can be computed in terms of the corresponding norms \((2.31)\) of orthogonal polynomials in the complex plane, to be introduced in the next Subsection 2.2. The $t$-dependence agrees with what would be obtained from rescaling the matrix $\sqrt{t}G \to G$ in the definition \((2.13)\).

For the induced Gaussian normal ensemble we obtain similarly

$$Z_N(t) = \int [dU] \prod_{j=1}^{N} \int_{C} d^2z_j |z_j|^{2\nu} \exp \left[ -t \sum_{l=1}^{N} |z_l|^2 \right] |\Delta_N(Z)|^2$$

$$= \prod_{j=1}^{N} \int_{C} d^2z_j P_{\nu}^N(z_1, \ldots, z_N; t)$$

$$= V_N N! \prod_{j=0}^{N-1} \frac{\pi \Gamma(j + 1 + \nu)}{t^{j+1+\nu}} = V_N N! \prod_{j=0}^{N-1} \frac{\pi N}{t^{N(N+1)/2+N\nu}} \Gamma(j + 1 + \nu).$$

(2.17)

(2.18)

Here, the two joint densities eqs. \((2.15)\) and \((2.17)\) agree as functions of the complex eigenvalues $z_j$, up to a $t$-dependent constant. They represent the same Coulomb gas, obtained when writing the integrands of eqs. \((2.15)\) and \((2.17)\) as

$$\exp \left[ 2\nu \sum_{i=1}^{N} \log |z_i| + \sum_{j \neq i} \log |z_j - z_i| - t \sum_{l=1}^{N} |z_l|^2 \right].$$

(2.19)

Compared to eqs. \((2.5)\) and \((2.11)\) there is an additional confining Gaussian potential for each particle, apart from the constraint that is missing here. The corresponding determinantal point processes \((2.19)\) can be solved using the orthogonal polynomial technique in the complex plane, as we will recall in the next Subsection 2.2. Also here the dependence on the (inverse) variance parameter $t$ could be scaled out into a pre-factor, by redefining the random matrices $G$ and $G$. For the map to the corresponding FTE it is more transparent to keep $t$ in the exponent though. Applying the elementary inverse Laplace transform \([36]\),

$$\mathcal{L}^{-1} \left\{ \frac{1}{t^n} \right\}(s) = \frac{s^{n-1}}{\Gamma(n)} \Theta(s), \quad n > 0,$$

(2.20)

to eqs. \((2.13)\) and \((2.14)\), together with the normalisations \((2.16)\) and \((2.18)\) we obtain immediately

$$Z_{\delta,\nu}(s) = \mathcal{L}^{-1} \{ Z_{\nu}(s) \} = V_N \pi^{N(N+1)/2} \prod_{j=0}^{N-1} \frac{\Gamma(j + 1 + \nu)}{\Gamma(N^2 + N\nu)} s^{N^2+N\nu-1}, \quad s > 0,$$

(2.21)

$$Z_{\delta,\nu}^N(s) = \mathcal{L}^{-1} \{ Z_{\nu}^N(s) \} = V_N \pi \prod_{j=0}^{N-1} \frac{\Gamma(j + 1 + \nu)}{\Gamma(N(N+1)/2 + N\nu)} s^{N(N+1)/2+N\nu-1}, \quad s > 0.$$  

(2.22)

Here and in the following we omit the Heaviside function $\Theta(s)$, as by definition $s > 0$. Also here the $s$-dependence is as expected from rescaling of the matrices in the definitions \((2.1)\) and \((2.9)\). The leading order $N$-dependence of the two ensembles is different and can be related by replacing $N^2$ by $N(N-1)/2$, up factors of $\pi$. We will find the same relation between the correlation functions of the two ensembles in the next subsection, despite the different forms of their joint densities.

We note that when integrating out all angles in the joint density \((2.15)\) and considering the resulting distribution $P_{\nu}(\bar{r}_1, \ldots, \bar{r}_N; t)$ of the radii $r_j$ only, with $z_j = r_j e^{i\phi}$ for $j = 1, \ldots, N$, the induced Ginibre
and Gaussian normal ensemble simplify considerably:

\[
\prod_{j=1}^{N} \int_{0}^{\infty} dr_{j} \int_{0}^{2\pi} d\phi_{j} P_{\nu}(z_{1}, \ldots, z_{N}; t) = \prod_{j=1}^{N} \int_{0}^{\infty} dr_{j} P_{\nu}(r_{1}, \ldots, r_{N}; t) = V_{N} \left( \frac{\pi}{T} \right)^{N(N-1) \over 2} (2\pi)^{N} \prod_{j=1}^{N} \int_{0}^{\infty} dr_{j} e^{-tr_{j}^{2}} P_{l_{k}^{2}(l+\nu-1)}^{N} \right)_{k,l=1}.
\]  

(2.23)

The same holds for the induced Gaussian normal ensemble, without the \(t\)-dependent prefactor. Here, we have introduced the permanent of a matrix \(A_{k,l}\) as per \([A] = \sum_{\sigma \in S_{N}} \prod_{l=1}^{N} A_{l,\sigma(l)}\). It differs from the determinant by the absence of the sign of the permutations \(\sigma\). Eq. (2.24) can be easily seen by Laplace expanding the two Vandermonde determinants (2.3), and using that the monic polynomials \(z^{k}\) are orthogonal with respect to angular integration, \(\int_{0}^{\pi} d\phi z^{k} z^{*l} \sim \delta_{k,l}\). The statement (2.24) is equivalent to the fact that the \(r_{j}\) become independent random variables [11, 12]. Because the joint densities of the induced Ginibre and Gaussian normal ensemble agree, (2.24) holds for both ensembles.

Imposing the fixed trace constraint spoils this interpretation as independent random variables, due to the remaining constraint. Defining the joint density of radii \(P_{\delta,\nu}(r_{1}, \ldots, r_{N}; t)\) as in (2.23) by integrating out the angles in (2.4), we have for fixed trace induced Ginibre ensemble

\[
P_{\delta,\nu}(r_{1}, \ldots, r_{N}; t) = V_{N} \left( \frac{\pi}{T} \right)^{N(N-1) \over 2} (2\pi)^{N} \text{Per} \left[ r_{k}^{2(l+\nu-1)} \right]_{k,l=1}^{N} \left( s - \sum_{l=1}^{N} r_{l}^{2} \right) \Theta \left( s - \sum_{l=1}^{N} r_{l}^{2} \right).
\]

(2.25)

Likewise, we obtain for the joint density of the radii of the ensemble of induced Gaussian normal matrices with fixed trace constraint

\[
P_{\delta,\nu}^{N}(r_{1}, \ldots, r_{N}; t) = V_{N} (2\pi)^{N} \text{Per} \left[ r_{k}^{2(l+\nu-1)} \right]_{k,l=1}^{N} \delta \left( s - \sum_{l=1}^{N} r_{l}^{2} \right).
\]

(2.26)

In both eqs. (2.25) and (2.26) the independence of the radii is lost as they become coupled in the delta- or theta-constraint.

### 2.2 Density \(k\)-point correlation functions and gap probability

We turn to the \(k\)-point density correlation functions. For FTE they are defined for \(k = 1, \ldots, N\) as

\[
R_{\delta,\nu}^{(k)}(z_{1}, \ldots, z_{k}; s) = \frac{N!}{(N-k)!} Z_{\delta,\nu}(s) \int_{C} d^{2}z_{k+1} \ldots \int_{C} d^{2}z_{N} P_{\delta,\nu}(z_{1}, \ldots, z_{N}; s),
\]

(2.27)

\[
= \frac{1}{(N-k)!} \frac{\Gamma(N^{2} + N\nu)}{\pi^{N} \Gamma \left( \frac{N(N-1)}{2} \right)} \prod_{j=0}^{N-1} \Gamma(j+1+\nu) \int_{C} d^{2}z_{k+1} \ldots \int_{C} d^{2}z_{N} \times \prod_{j=1}^{N} |z_{j}|^{2\nu} \left( s - \sum_{l=1}^{N} |z_{l}|^{2} \right) \Theta \left( s - \sum_{l=1}^{N} |z_{l}|^{2} \right).
\]

(2.28)

where we integrate the joint density from (2.4), normalised with respect to the partition function (2.21), over the remaining eigenvalues from \(z_{k+1}\) to \(z_{N}\). For \(k = N\) there are no integrals and the
$k$-point function equals the joint density times $N!$. The $k$-point densities for all other ensembles are defined according to (2.27), too.

Because of the lack of determinantal structure there is no obvious way to directly compute the integrals in (2.28). For the density a similar strategy as for computing the partition function in eq. (2.4) is available, by going to polar coordinates $(R, \Omega_{2N-2})$ for the integrated $N-1$ complex eigenvalues, and comparing the remaining angular integral to the known density of the induced Ginibre ensemble. This calculation can be found in appendix A.1, cf. [23]. For increasing $k \geq 2$ this strategy becomes rapidly cumbersome.

Therefore, we will use instead the map to the induced Ginibre ensemble via Laplace transform, which can be applied to all $k$-point correlation functions. Inserting the first line of (2.4) for the joint density into definition (2.27), clearly the Laplace transform applies to unnormalised $k$-point densities,

$$\mathcal{L}\left\{ Z_{\delta, \nu}(s) R_{\delta, \nu}^{(k)}(z_1, \ldots, z_k; s) \right\}(t) = \frac{N!}{(N-k)!} \int_{\mathbb{C}} d^2 z_{k+1} \cdots \int_{\mathbb{C}} d^2 z_N$$

$$\times \int [dU] \int [dT] \prod_{j=1}^{N} |z_j|^{2\nu} |\Delta_{N}(Z)|^2 \exp[-t \text{Tr} ZZ^* - t \text{Tr} TT^*]$$

$$= N! W_N \left( \frac{t}{N} \right)^{\frac{N(N+1)}{2}} \prod_{j=1}^{N} |z_j|^{2\nu} e^{-t|z_j|^2} |\Delta_{N}(Z)|^2$$

$$= Z_{\nu}(t) R_{\nu}^{(k)}(z_1, \ldots, z_k; t) . \quad (2.29)$$

Here, we have compared with (2.15), to arrive at the unnormalised $k$-point correlation function of the induced Ginibre ensemble. Following the theory of orthogonal polynomials in the complex plane [48], the latter is known explicitly, and performing the inverse Laplace transform of (2.29) we can read off the $R_{\delta, \nu}^{(k)}(z_1, \ldots, z_k; s)$ for the fixed trace induced Ginibre ensemble, after dividing by $Z_{\delta, \nu}(s)$.

In order to prepare this step let us recall the results for the induced Ginibre ensemble, following [20]. Because in the definition of the $k$-point density correlation functions following from (2.27), the normalisation constants, by which the joint densities (2.15) and (2.17) of the induced Ginibre and induced Gaussian normal ensemble differ, drop out, and the two ensembles agree for all $k$-point correlation functions. The weight function

$$w(z; t) = |z|^{2\nu} \exp[-t|z|^2] \quad (2.30)$$

of the two ensembles is rotationally invariant and thus the monic orthogonal polynomials in the complex plane are trivially given by the monomials, $P_k(z) = z^k$. We find for the $t$-dependent (squared) norms $h_k(t)$ of these polynomials as

$$\int_{\mathbb{C}} d^2 z |z|^{2\nu} e^{-t|z|^2} z^{k} z^{* l} = \delta_{k,l} h_k(t) , \quad h_k(t) = \pi \Gamma(k + 1 + \nu) t^{-k-1-\nu} . \quad (2.31)$$

The kernel of orthonormalised polynomials thus reads

$$K_{\nu}(z, u^*; t) = |zu|^\nu \exp \left[ -\frac{t}{2} (|z|^2 + |u|^2) \right] \sum_{l=0}^{N-1} \frac{(zu^*)^l}{\pi \Gamma(l + 1 + \nu)} t^{l+1+\nu} , \quad (2.32)$$

which is an explicit function of $t$. The $k$-point density correlation functions of the induced Ginibre (and normal) ensemble are then given by the determinant of this kernel

$$R_{\nu}^{(k)}(z_1, \ldots, z_k; t) = \det_{1 \leq i,j \leq k} [K_{\nu}(z_i, z_j^*; t)] = R_{\nu}^{(k)N}(z_1, \ldots, z_k; t) . \quad (2.33)$$

*Because the joint density in the normal FTE depends on $N-1$ variables we have to consider $k \leq N-1$ there.*
In particular, for $k = 1$ the spectral density (1-point correlation function) is given by

$$R^{(1)}_\nu(z; t) = R^{(1)N}_\nu(z; t) = K_\nu(z, z^*; t) = |z|^{2\nu} e^{-t|z|^2} \sum_{l=0}^{N-1} \frac{|z|^{2l}}{\pi l^{l+1+\nu}}.$$

Its integral is normalised to $N$ in our convention \(2.27\).

Finally, we compute the result for the partition functions of the induced Ginibre and normal ensemble \(2.16\) and \(2.18\), respectively. Following general theory of orthogonal polynomials \[48\], the integrals over the complex eigenvalues in \(2.15\) or \(2.17\) are given by the product of the norms of the orthogonal polynomials times $N!$,

$$Z_\nu(t) = V_N \left( \frac{\pi}{t} \right)^{\frac{N(N-1)}{2}} N! \prod_{j=0}^{N-1} h_j(t) = \left( \frac{\pi}{t} \right)^{\frac{N(N-1)}{2}} Z^N_\nu(t).$$

Together with \(2.31\), this leads to eq. \(2.16\), and analogously to eq. \(2.18\).

In order to obtain the $k$-point correlation functions of our two FTE, we need to invert the Laplace transform \(2.29\), after inserting the right hand side from \(2.33\). Here, we use another standard formula for the inverse Laplace transform:

$$\mathcal{L}^{-1} \left\{ \frac{1}{t^n} e^{-t|z|^2} \right\}(s) = \frac{(s - |z|^2)^{n-1}}{\Gamma(n)} \Theta(s - |z|^2), \quad n > 0.$$

As an example let us first perform the inverse Laplace transform for the spectral density at $k = 1$. From eqs. \(2.29\) and \(2.34\) we have

$$Z_{\delta,\nu}(s) R^{(1)}_{\delta,\nu}(z; s) = \mathcal{L}^{-1} \left\{ Z_\nu(t) R^{(1)}_\nu(z; t) \right\}(s)$$

$$= \mathcal{L}^{-1} \left\{ V_N \left( \frac{\pi}{t} \right)^{\frac{N(N+1)}{2}} N! \prod_{j=0}^{N-1} \Gamma(j + 1 + \nu) \sum_{l=0}^{N-1} \frac{|z|^{2l+2\nu} e^{-t|z|^2}}{\pi l^{l+1+\nu}} \right\}(s)$$

$$= V_N \pi^{\frac{N(N+1)}{2}} N! \prod_{j=0}^{N-1} \Gamma(j + 1 + \nu) \sum_{l=0}^{N-1} \frac{|z|^{2l+2\nu} (s - \Theta(s - |z|^2))}{\pi l^{l+1+\nu}}.$$

(2.37)

for the exponent we have $N^2 + N\nu - l - \nu \geq N^2 + N\nu - N - \nu = (N + \nu)(N - 1) > 0$. This is always satisfied for $N > 1$. After dividing by \(2.21\), the final answer for the spectral density of the fixed trace induced Ginibre ensemble thus reads:

$$R^{(1)}_{\delta,\nu}(z; s) = \Gamma(N^2 + N\nu) s^{-N^2 - N\nu - 1} \sum_{l=0}^{N-1} \frac{|z|^{2l+2\nu} (s - \Theta(s - |z|^2))}{\pi l^{l+1+\nu}}.$$

In the second step we have written the terms under the sum as a binomial distribution. This sum could be expressed in terms of a linear combination of two hypergeometric functions \(_2F_1\) which we do not display here. Alternatively, the sum can be simplified to contain only powers in $|z|^2$ as shown in
the Appendix [A.1]. We arrive at
\[
R_{\delta,\nu}^{(1)}(z; s) = \frac{(N^2 + N\nu - 1)}{\pi s} \left(1 - \frac{|z|^2}{s}\right)^{N^2 + N\nu - N - 1} \times \sum_{m=0}^{N-1-\nu} \left(\frac{|z|^2}{s}\right)^{m+\nu} \sum_{l=0}^{m} \left(\frac{N^2 + N\nu - 2}{\nu - m - l}\right)\Theta\left(1 - \frac{|z|^2}{s}\right).
\tag{2.39}
\]

Clearly \(s\) times the density is a function of the combination \(|z|^2/s\) only. The second binomial coefficient is understood as
\[
\binom{-N + m + \nu}{m - l} = \frac{(-N + m + \nu)(-N + m + \nu - 1) \cdots (-N + l + 1 + \nu)}{(m - l)!} = (-1)^{m-l}\binom{N - l - \nu - 1}{m - l}.
\tag{2.40}
\]

In the special case of the fixed trace Ginibre ensemble with \(\nu = 0\) and \(s = 1\), the spectral density was previously computed by Delannay and LeCaër [24]. In this case for \(\nu = 0\) the second sum in [2.39] can be simplified,
\[
\sum_{l=0}^{m} \binom{N^2 - 2}{l} \binom{-N + m}{m - l} = \sum_{l=0}^{m} \binom{N^2 - 2}{l} \binom{N - l - 1}{m - l} (-1)^{m-l} \binom{N^2 - N - 2 + m}{m},
\tag{2.41}
\]
which follows from standard identities for binomial coefficients. This yields the form computed in [24]. The authors used different techniques, exploiting a map to so-called spherical ensembles and a combination of Laplace transform and polar coordinates. As mentioned already after [2.39], the rescaling
\[
s^{-1}R_{\delta,\nu}^{(1)}(z/\sqrt{s}; s) = R_{\delta,\nu}^{(1)}(z; s = 1)
\tag{2.42}
\]
makes the density independent of the constraint parameter \(s\).

The spectral density for the fixed trace induced ensemble of normal matrices can be obtained in the same way, as derived in the Appendix [A.3]. Despite the different structure of the joint densities of eigenvalues [2.4] and [2.9] and corresponding different Coulomb gases [2.5] and [2.11], the final answer for the spectral density only differs in replacing \(N^2\) by \(\frac{N(N+1)}{2}\) in [2.38],
\[
R_{\delta,\nu}^{(1)}N(z; s) = \frac{N(N+1)}{\pi s} + N\nu - \frac{1}{2} \sum_{l=0}^{N-1} \left(\frac{N(N+1)}{\nu - l - \nu - 2} + N\nu - 2\right) \Theta(s - |z|^2)\left(1 - \frac{|z|^2}{s}\right)^{N(N+1)+N\nu-l-\nu-2}
\tag{2.43}
\]

This clearly indicates that the fixed trace induced Ginibre and fixed trace induced Gaussian normal ensemble belong to the same universality class. Consequently, the density times \(s\) is the same function of \(|z|^2/s\), and thus the same rescaling as in [2.42] applies.

In Fig. 1 we compare the spectral densities [2.38] and [2.34], with and without constraint at \(\nu = 0, 1\). Note however, that the rescaling has to be chosen differently for the fixed trace and induced Ginibre ensemble, so that they approach the same limiting curve. On the global scale it is given by the circular law, \(\rho(z) = \frac{1}{\pi} \Theta(1 - |z|)\), which is also plotted, cf. [15]. For the Ginibre ensemble it is well known that the rate of convergence in the bulk of the spectrum is exponentially fast [54]. Therefore it is striking that in the bulk convergence is much slower for the fixed trace ensemble. This can be easily seen analytically for \(\nu = 0\) at the origin \(z = 0\) as an example. Here, the Ginibre density [2.34] already takes the limiting value \(1/\pi\) at finite \(N\), whereas for fixed trace the rescaled density [2.38] approaches this value only algebraically as \((1 - \frac{1}{N^2})/\pi\) (the rate obtained in [15] was clearly not optimal). This shows that the rate of convergence for the Ginibre ensemble which is Gaussian is rather special.
Figure 1: We plot a cut through the rescaled spectral density $R_{s,\nu}^{(1)}(z/\sqrt{N}; s = 1)/N^2$ of the fixed trace induced Ginibre ensemble from (2.38) for $z = x + i0$ against $x \in [-2, 2]$, with $\nu = 0$ (top left) and $\nu = 1$ (top right). The different values of $N = 5, 10$, and 50 correspond to the bottom blue, middle orange and top green line, respectively. For comparison the scaled spectral density $R_{\nu}^{(1)}(z\sqrt{N}; t = 1)$ of the induced Ginibre ensemble from (2.34) is shown for $\nu = 0$ (bottom left) and $\nu = 1$ (bottom right), with the same parameter values for $N$. The limiting circular law is also shown in all plots (black line).

In order to explain the different scaling in $N$ plotted in Fig. 1 we give a simple heuristic argument, relating the spectral densities (2.38) and (2.34) with and without fixed trace constraint as follows:

$$
\lim_{N \gg 1} \frac{1}{N^2} R_{s,\nu}^{(1)} \left( \frac{z}{\sqrt{N}}; 1 \right) = \lim_{N \gg 1} \sum_{l=0}^{N-1} \frac{(N^2 + N\nu - 1)!}{(N^2 + N\nu - 2 - l - \nu)!} \left\{ \frac{1 - \frac{N|z|^2}{N^2}}{\pi(l + \nu)!} \right\} \Theta \left( 1 - \frac{|z|^2}{N} \right)
$$

$$
\simeq \sum_{l=0}^{N-1} \frac{(N|z|^2)^{l+\nu}e^{-N|z|^2}}{\pi(l + \nu)!} = R_{\nu}^{(1)} \left( z\sqrt{N}; 1 \right).
$$

(2.44)

To leading order the prefactor of the sum tends to unity. In the first factor under the sum the factorials cancel up to factors of $N$, that provide a scaling of $N|z|^2$ in the next factor. The third factor in the numerator is simply replaced by an exponential, leading approximately to the rescaled density of the Ginibre ensemble (2.34) (without Heaviside function). The latter density is known to have compact support on the unit disc for large $N$ in this scaling. The density at finite $N \gg 1$ gives rise to the different global and local scaling limits in the various large-$N$ regimes, cf. [48].
Next we turn to the general case and perform the inverse Laplace transform of eq. (2.29), in order to obtain all $k$-point density correlation functions. Our strategy is as follows: we will first Laplace expand the determinant of the kernel in eq. (2.33) and then collect all $t$-dependence in terms of powers and exponentials to be transformed,

$$
Z_{\delta,\nu}(s)R_{\delta,\nu}^{(k)}(z_1, \ldots, z_k; s) = \mathcal{L}^{-1}\left\{ \frac{Z_\nu(t)}{t} \det_{1 \leq i,j \leq k} \left[ K_\nu(z_i, z_j^*; t) \right] \right\}(t)
$$

$$
= \mathcal{L}^{-1}\left\{ \frac{V_N \pi^{N(N+1)2N}}{t^{N^2+N\nu}} N! \prod_{j=0}^{N-1} \Gamma(j+1+\nu) \sum_{\sigma \in S_k} (-1)^\sigma \prod_{j=1}^{k} K_\nu(z_j, z_{\sigma(j)}^*; t) \right\}(s)
$$

with

$$
\prod_{j=1}^{k} K_\nu(z_j, z_{\sigma(j)}^*; t) = \prod_{j=1}^{k} \left( \sum_{l_j=0}^{N-1} \frac{(z_j z_{\sigma(j)}^*)^{l_j}}{\pi \Gamma(l_j + 1 + \nu)} t^{l_j + \nu + 1} |z_j|^{2\nu} e^{-t|z_j|^2} \right).
$$

(2.45)

The inverse Laplace transform of (2.45) can now be taken, using (2.36), under the condition that the total power in $1/t^n$, given by $n = N^2 + N\nu - k(\nu + 1) - \sum_{j=1}^{k} l_j$, is positive. We obtain

$$
Z_{\delta,\nu}(s)R_{\delta,\nu}^{(k)}(z_1, \ldots, z_k; s) = \nonumber
$$

$$
= \frac{V_N \pi^{N(N+1)2N}}{s^{N^2+N\nu-1}} N! \prod_{j=0}^{N-1} \Gamma(j+1+\nu) \sum_{\sigma \in S_k} (-1)^\sigma \prod_{j=1}^{k} \left( \sum_{l_j=0}^{N-1} \frac{|z_j|^{2\nu} (z_j z_{\sigma(j)}^*)^{l_j}}{\pi \Gamma(l_j + 1 + \nu)} \left( s - \sum_{i=1}^{k} |z_i|^2 \right)^{-l_j - 1 - \nu} \right)
$$

$$
\times \frac{(s - \sum_{i=1}^{k} |z_i|^2)^{N^2+N\nu-1}}{\Gamma \left( N^2 + N\nu - \sum_{n=1}^{k} l_n - k(\nu + 1) \right)} \Theta \left( s - \sum_{i=1}^{k} |z_i|^2 \right).
$$

(2.47)

Because of $n \geq N^2 + N\nu - k(N + \nu) = N(N - k) + \nu(N - k) > 0$, this condition holds for $N > k$ which we can always satisfy for any given fixed $k$ for large enough $N$. After dividing (2.47) by (2.21), the final answer for the $k$-point density correlation functions reads

$$
R_{\delta,\nu}^{(k)}(z_1, \ldots, z_k; s) = \frac{\Gamma(N^2 + N\nu) \prod_{j=1}^{k} |z_j|^{2\nu}}{s^{N^2+N\nu-1}} \left( s - \sum_{i=1}^{k} |z_i|^2 \right)^{N^2+N\nu-1} \Theta \left( s - \sum_{i=1}^{k} |z_i|^2 \right)
$$

$$
\times \frac{\prod_{j=1}^{k} \left( \sum_{l_j=0}^{N-1} \frac{(z_j z_{\sigma(j)}^*)^{l_j}}{\pi \Gamma(l_j + 1 + \nu)} \left( s - \sum_{i=1}^{k} |z_i|^2 \right)^{l_j + \nu} \right)}{\Gamma \left( N^2 + N\nu - \sum_{n=1}^{k} l_n - k(\nu + 1) \right)}.
$$

(2.48)

It is the inverse Gamma-function in the last line that couples all sums in the product and that destroys the determinantal structure, that was present for the induced Ginibre (and normal) ensemble, see (2.33). It is not difficult to see that $s^k$ times the $k$-point function is a function of $|z|^2/s$ only, and that the following rescaling makes it independent of the constraint parameter:

$$
\frac{1}{s^k} R_{\delta,\nu}^{(k)}(z_1/\sqrt{s}, \ldots, z_k/\sqrt{s}; s) = R_{\delta,\nu}^{(k)}(z_1, \ldots, z_k; s = 1).
$$

(2.49)
The $k$-point correlation functions for the corresponding normal ensemble can be obtained in a similar way, see (A.9) in Appendix A.3, to where we refer for the explicit answer. They only differ from (2.48) again by the replacement $N^2 \rightarrow N(N+1)/2$. Consequently, the fixed trace induced Ginibre and fixed trace induced Gaussian normal ensemble belong to the same universality class. For Hermitian restricted and FTE such an agreement is only true in the large-$N$ limit, see [4, 5].

For the $k$-point correlation functions of the FTE it is more involved to see that in the large-$N$ limit the determinantal structure (2.33) is reestablished, and we refer to [15] for a proof of this statement using different methods.

Last but not least we turn to the question of gap probability and the distribution of the smallest eigenvalue in radial ordering in FTE. In the induced Ginibre and normal ensemble these can be computed easily, using the same orthogonality of the monic polynomials with respect to angular integration as in Subsection 2.1 when discussing the distribution of the radii. Following [48, 7] we define the probability to have no eigenvalues inside the disc of radius $x$ as

$$E_{\nu}(x; t) = \frac{1}{Z_{\nu}(t)} \int [dU] \int [dT] \exp[-t \text{Tr} TT^\dagger] \prod_{j=1}^{N} \int_{0}^{2\pi} d\phi_j \int_{x}^{\infty} dr_j r_j^{2\nu} \exp[-t r_j^2] \left| \Delta_N(Z) \right|^2$$

Choosing the contour appropriately. Here, we have used the Andrèief integration formula, orthogonality and collected all factors to arrive at the product of Fredholm eigenvalues given in terms of the incomplete gamma function. The distribution of the smallest eigenvalue in radial ordering follows from differentiation. It is clear that the corresponding gap probability $E_{\delta,\nu}(x; t)$ for our FTE, defined as in (2.50), follows from a Laplace transform of the unnormalised quantity (2.50), as in (2.29):

$$\mathcal{L} \{ Z_{\delta,\nu}(s) E_{\delta,\nu}(x; s) \} (t) = Z_{\nu}(t) E_{\delta,\nu}(x; t),$$

and likewise for the normal ensemble. Therefore, the gap probability in our FTE can be written as

$$E_{\delta,\nu}(x; s) = \Gamma(N^2 + N\nu) s^{-N^2 - N\nu + 1} \int_{\gamma-i\infty}^{\gamma+i\infty} \frac{dt}{2\pi i} e^{st} t^{-N^2 - N\nu} \prod_{j=0}^{N-1} \frac{\Gamma(j + 1; tx^2)}{\Gamma(j + 1)},$$

choosing the contour appropriately. Here, we inserted (2.51), and for the prefactor we used (2.8) and (2.17), canceling all common factors. The result is reminiscent but not identical to a Meijer G-function in the form (B.2), and it remains to be seen if it can be evaluated more explicitly.

### 3 Product of $m$ fixed trace and $M - m$ induced Ginibre matrices

In the previous Section 2 we have solved the induced Ginibre ensemble with a fixed trace constraint for finite $N$, as well as its normal version. We are now prepared to study the complex eigenvalues of the product $Y_M$ of $M \geq m \geq 1$ induced Ginibre matrices $G_1, \ldots, G_m$ with a fixed trace constraint, times $M - m$ matrices $G_{m+1}, \ldots, G_M$ from the induced Ginibre ensemble without constraint,

$$Y_M = G_1 \cdots G_m G_{m+1} \cdots G_M.$$
Because the complex eigenvalue statistics of products of normal matrices without constraint is already a difficult open problem, and our main tool is the inverse Laplace transform of ensembles which are known, we do not consider normal matrices in this section at all. Let us emphasise nevertheless that the $m$ fixed trace ensembles that we do multiply here are non-Gaussian ensembles.

The partition function for the product matrix $Y_M$ in (3.1) is defined as

$$Z_{\delta,\nu}({\{s\}_m};{\{t\}_{M-m}}) \equiv \prod_{j=1}^{m} \int [dG_j] \det[G_j G_j^\dagger]^{\nu_j} \delta\left(s_j - \text{Tr} G_j G_j^\dagger\right)$$

$$\times \prod_{l=m+1}^{M} \int [dG_l] \det[G_l G_l^\dagger]^{\nu_l} \exp[-t_l \text{Tr} G_l G_l^\dagger],$$

where $s_1, \ldots, s_m > 0$, $t_{m+1}, \ldots, t_M > 0$, and $\nu_j > -1$ for all $j = 1, \ldots, M$. It depends on the set $\{s\}_m$ of all constraint parameters $s_j$ and the set $\{t\}_{M-m}$ of (inverse) variances of the remaining $M - m$ Ginibre ensembles. The dependence on all $\nu_j$ is collectively denoted by a subscript $\nu$. Obviously on the level of matrices the partition function (3.2) factorises into $m$ induced Ginibre ensembles with fixed trace constraint, and $M - m$ of such ensembles without constraint. This simply states that all matrices are independent, and as such all parameters $s_j$ and $t_k$ could be scaled out.

For integer $\nu_j$ the setup we consider here is equivalent to the product eq. (3.1) of rectangular matrices with appropriate matrix dimensions, $N_j \times N_{j-1}$ for $j = 1, \ldots, M$. Because both the Gaussian Ginibre weight and the weight with a fixed trace constraint are isotropic (or bi-unitarily invariant), we can apply the result from [40][40] and reduce the rectangular matrices $N_j \times N_{j-1}$ to square matrices of dimension $N = N_0$, with the induced weights $\nu_j = N_j - N$ as given above. Furthermore, according to [40] the order in such a product (3.1) does not matter. The advantage in starting with eq. (3.2) instead, is that we can allow for real parameters $\nu_j > -1$ for all $j = 1, \ldots, M$. In the following Subsection 3.1 we will first compute the partition function (3.2) and derive the joint density of complex eigenvalues of the product matrix $Y_M$. Although the latter will turn out to be rather complicated, in the next Subsection 3.2 we will give a concise closed form expression for the spectral density of the product matrix $Y_M$ for finite $N$. In passing we need to compute the kernel of orthogonal polynomials for the product of $M$ induced Ginibre matrices without constraint, where each matrix has a different variance. This immediately leads to the $k$-point correlation functions for such products. To access the density correlations functions of $Y_M$, we will use an $m$-fold inverse Laplace transform of such a product of induced Ginibre matrices with different variances, building upon the previous section. For the spectral density this can be made very explicit, and gives also access to the spectrum of the stability exponents in the limit when $M \to \infty$, at least when keeping $m$ much smaller. For the $k$-point functions, however, the nested multiple integral representations become very cumbersome and the $m$-fold inverse Laplace transform cannot be performed. Although the procedure will be formulated they will not be explicitly displayed.

### 3.1 Partition function and joint density

It turns out that a direct calculation of the joint density is not straightforward as for a single fixed trace ensemble in the previous section in (2.4). We thus first look at the joint density of the product of only induced Ginibre matrices, with different variances and no constraint, eq. (3.1) at $m = 0$. Its partition function reads

$$Z_{\nu}({\{t\}_M}) \equiv \prod_{j=1}^{M} \int [dG_j] \det[G_j G_j^\dagger]^{\nu_j} \exp[-t_j \text{Tr} G_j G_j^\dagger],$$

(3.3)
where \( t_1, \ldots, t_M > 0 \), and the notation is analogous to (3.2). Again on the level of matrices it factorises into \( M \) independent induced Ginibre ensembles. It is a slight generalisation of \([8, 12]\) in that all (inverse) variances \( t_j \) are introduced as additional parameters.

The following \( m \)-fold Laplace transform relates the two product ensembles (3.3) and (3.2), and also fixes our notation,

\[
\mathcal{L}^m \{ Z_{\nu}(\{s\}_m; \{t\}_{M-m}) \} \{ \{t\}_m \} = Z_{\nu}(\{t\}_M). \tag{3.4}
\]

It should be clear that every single Laplace transform \( \mathcal{L} \) from variable \( s_j \) to variable \( t_j \) acts on one fixed trace ensemble with matrix \( G_j \), as given in (2.13), with \( j = 1, \ldots, m \).

Before moving to the joint density of (3.3), we can simply state the parameter dependence of the two partition functions (3.3) and (3.2), due to factorisation:

\[
Z_{\nu}(\{t\}_M) = (V_N N!) M \pi^{\frac{MN(M+1)}{2}} \prod_{j=1}^M \frac{1}{t_j^{N^2+Nj+1}} \prod_{l=1}^{N-1} \Gamma(j+1+\mu_l), \tag{3.5}
\]

\[
Z_{\delta,\nu}(\{s\}_m; \{t\}_{M-m}) = (V_N N!) M \pi^{\frac{MN(M+1)}{2}} \prod_{j=1}^M \frac{s_j^{N^2+Nj-1}}{\Gamma(N^2+Nj)} \prod_{j=m+1}^M \frac{1}{t_j^{N^2+Nj+1}} \prod_{l=1}^{N-1} \Gamma(j+1+\mu_l). \tag{3.6}
\]

The second equation also follows from the first, using the inverse Laplace transform (2.20) \( m \) times.

The joint density of the complex eigenvalues \( z_1, \ldots, z_N \) of the product \( Y_M = G_1 \cdots G_M \) of induced Ginibre matrices without constraint, including the \( t_j \)-dependence, follows from a generalised Schur decomposition, \( G_j = U_j (Z_j + T_j) U_j^\dagger \), with \( U_{M+1} = U_1 \) and the lines of [8, 12]. Here, the matrices \( U_{j=1,\ldots,M} \) are unitary matrices, \( T_{j=1,\ldots,M} \) are strictly upper triangular complex matrices, and \( Z_j = \text{diag}(z_j^{(1)}, \ldots, z_j^{(N)}) \) are diagonal complex matrices. They satisfy \( Z = Z_1 \cdots Z_M \) with \( Z = \text{diag}(z_1, \ldots, z_M) \) containing the complex eigenvalues of matrix \( Y_M \). In analogy to (2.15) we obtain,

\[
\begin{align*}
Z_{\nu}(\{t\}_M) &= \frac{1}{N!} \prod_{j=1}^{M} \frac{V_N \pi^{\frac{N(N-1)}{2}}}{t_j^{\frac{N(N-1)}{2}}} \int_{\mathbb{C}} d^2 z_a \prod_{j=1}^{M} \int_{\mathbb{C}} d^2 z_a |z_a^{(j)}|^{2\nu_j} e^{-t_j |z_a^{(j)}|^2} \delta(2)(z_a - z_a^{(1)} \cdots z_a^{(M)}) \times |\Delta_N(Z)|^2 \\
&= \frac{(V_N N!) M \pi^{\frac{MN(M+1)}{2}} \Gamma(N!) M^{-1}}{\prod_{j=1}^{M} t_j^{\frac{N(N-1)}{2}}} \int_{\mathbb{C}} d^2 z_a w(z_a; \{t\}_M) |\Delta_N(Z)|^2 \tag{3.7} \\
&= \frac{N}{\prod_{a=1}^{M} \int_{\mathbb{C}} d^2 z_a P_{\nu}(z_1, \ldots, z_N; \{t\}_M). \tag{3.8}}
\end{align*}
\]

In order to see that, we write the weight function \( w(z_a; \{t\}_M) \) as an \((M-1)\)-fold integral, after denoting for \(|z_a^{(j)}| = r_a^{(j)}\), and using the two-dimensional delta-function:

\[
\begin{align*}
w(z_a; \{t\}_M) &= (2\pi)^{M-1} \prod_{j=2}^{M} \int_{0}^{\infty} dr_a^{(j)} (r_a^{(j)})^{2\nu_j-1} e^{-t_j (r_a^{(j)})^2} \frac{|z_a|^{2\nu_a}}{(r_a^{(2)} \cdots r_a^{(M)})^{2\nu_1}} e^{-t_1 (r_a^{(j)} \cdots r_a^{(M)})^2} \\
&= \pi^{M-1} \prod_{j=1}^{M} t_j^{-\nu_j} G_{0,M}^{0,0} \left( |z_{\nu_1,\ldots,\nu_M}| t_1 \cdots t_M |z_a|^2 \right). \tag{3.9}
\end{align*}
\]

Simple substitutions \((q^{(j)})^2 = t_j (r^{(j)})^2\) lead to the \((M-1)\)-fold integral representation of the Meijer G-function derived in [8, 12], and we refer to [28] for a Coulomb gas interpretation of such products.
of random matrices in (3.7). For the more standard complex contour integral representation of the Meijer G-function we refer to the Appendix, eq. (B.2). Apart from the dependence on the individual parameters \( t_j \), the weight function only depends on the product of the variance parameters through \( t_1 \cdots t_M |z|^2 \). This will become important later for the \( m \)-fold inverse Laplace transforms. As an aside, eqs. (3.7) and (3.9) constitute the joint density of complex eigenvalues of the product of induced Ginibre matrices with different variances.

In order to derive the joint density of complex eigenvalues for our ensemble (3.2) from (3.7), we have to perform \( m \) inverse Laplace transforms. The difficulty is here that all weight functions in the product over all complex eigenvalues in (3.7) depend on all variances \( t_j \), \( j = 1, \ldots, m \). Therefore, we have to convert back the Meijer G-function in (3.9) to its \((M - 1)\)-fold integral representation, in order to be able to collect all dependences on a single \( t_j \).

Let us give an example with \( m = 1 \), before considering the general case. Collecting the \( t_1 \)-dependence in eqs. (3.7) and (3.9) we can use the inverse Laplace transform eq. (2.36) to obtain the joint density of complex eigenvalues for the product of \( m = 1 \) matrix with a fixed trace constraint with \( M - 1 \) induced Ginibre matrices as

\[
Z_{\delta, \nu}(s_1; \{ t \}_{M-1}) = \mathcal{L}^{-1}\left\{ Z_{\nu}(\{ t \}_M) \right\}(s_1) = \frac{(V_N \pi^{\frac{N(N-1)}{2}} 2 \pi N!)}{2 \pi N!} \prod_{a=1}^{N} \int_{\mathbb{C}} d^2 z_a |z_a|^{2 \nu_1} \prod_{j=2}^{M} \int_{0}^{\infty} dr_a^{(j)} (r_a^{(j)})^{2(\nu_j - \nu_1) - 1} e^{-t_j(r_a^{(j)})^2} \times \left( s_1 - \sum_{a=1}^{N} \frac{|z_a|^2}{(r_a^{(a)})^2} \right)^{\frac{N(N-1)}{2}} \frac{|\Delta_N(Z)|^2}{\prod_{a=1}^{N} \Theta \left( s_1 - \sum_{a=1}^{N} \frac{|z_a|^2}{(r_a^{(a)})^2} \right)},
\]

\[
\equiv \prod_{a=1}^{N} \int_{\mathbb{C}} d^2 z_a P_{\delta, \nu}(z_1, \ldots, z_N; s_1; \{ t \}_{M-1}). \tag{3.10}
\]

Not only do we loose the determinantal form of the joint density, compared to (3.7). In contrast to the single fixed trace ensemble (2.4), the joint density itself contains \( N(M - 1) \) integrals that are nested, making it a highly nontrivial expression. It is clear that further inverse Laplace transform using (2.36) will introduce a further nesting, and we obtain for general \( M \geq m \geq 1 \)

\[
Z_{\delta, \nu}(\{ s \}_m; \{ t \}_{M-m}) = \mathcal{L}^{-m}\left\{ Z_{\nu}(\{ t \}_M) \right\}(\{ s \}_m) = \frac{(V_N)^m \pi^{\frac{MN(N-1)}{2}} (2 \pi N!)}{2 \pi N!} \prod_{a=1}^{N} \int_{\mathbb{C}} d^2 z_a |z_a|^{2 \nu_1} \prod_{j=2}^{M} \int_{0}^{\infty} dr_a^{(j)} (r_a^{(j)})^{2(\nu_j - \nu_1) - 1} \times \prod_{j=2}^{M} \Theta \left( s_j - \sum_{a=1}^{N} \frac{(r_a^{(j)})^2}{(r_a^{(a)})^2} \right)^{\frac{N(N-1)}{2}} \frac{|\Delta_N(Z)|^2}{\prod_{a=1}^{N} \Theta \left( s_1 - \sum_{a=1}^{N} \frac{|z_a|^2}{(r_a^{(a)})^2} \right)} \times \prod_{k=m+1}^{M} e^{-t_k(r_k^{(k)})^2} \prod_{j=2}^{M} \Theta \left( s_j - \sum_{a=1}^{N} \frac{(r_a^{(j)})^2}{(r_a^{(a)})^2} \right)^{\frac{N(N-1)}{2}} \frac{|\Delta_N(Z)|^2}{\prod_{a=1}^{N} \Theta \left( s_1 - \sum_{a=1}^{N} \frac{|z_a|^2}{(r_a^{(a)})^2} \right)} \tag{3.11}
\]

\[
\equiv \prod_{a=1}^{N} \int_{\mathbb{C}} d^2 z_a P_{\delta, \nu}(z_1, \ldots, z_N; \{ s \}_m; \{ t \}_{M-m}). \tag{3.12}
\]

This exceedingly complicated form for the joint density for general \( m \) makes the computation of general \( k \)-point correlation functions very hard. Also the analysis of the distribution of the radii is difficult as
the integration over the angles does not simplify the nesting of the auxiliary integral. Therefore an
analysis of the stability exponents bases on the joint density of the radii as it was performed in [13]
does not seem feasible. However, we will see in the next subsection that for general $m$ the spectral
density can still be written in a closed, very compact form. This fact can be exploited to directly
analyse the density of stability exponents from that.

### 3.2 Spectral density and stability exponents

We start by extending the known results [8, 12] for the product of $M$ induced Ginibre matrices to
different variances. To these we can then apply the $m$ inverse Laplace transforms. The $k$-point density
correlation functions are defined as in eq. (2.27) by integrating out $(N - k)$ complex eigenvalues from
the joint density in (3.7)

$$R^{(k)}_{\nu}(z_1, \ldots, z_k; \{t\}_M) = \frac{N!}{(N-k)!} \frac{1}{Z_{\nu}(\{t\}_M)} (V_N N! \pi^{N(N-1)/2})^M \frac{N}{N! \prod_{j=1}^M t_j^{N_N(N-1)/2}} \times \int_{\mathbb{C}} d^2 z_1 \ldots \int_{\mathbb{C}} d^2 z_N \prod_{a=1}^N w(z_a; \{t\}_M) |\Delta_N(Z)|^2. \quad (3.13)$$

Being a determinantal point process they can be written as the determinant of a kernel as in eq. (2.33). Because the weight function (3.9) only depends on the modulus of the argument, its orthogonal
polynomials resulting from (3.14) are monic, with the following squared norms:

$$\int_{\mathbb{C}} d^2 z w(z; \{t\}_M) z^k z^{* l} = \delta_{k,l} \frac{\pi^M}{\prod_{j=1}^M t_j^{\nu_j}} 2\pi \int_0^\infty dr r^{2k+1} G_{0,M}^{M,0} \left( \nu_1, \ldots, \nu_M \right) t_1 \cdots t_M r^2$$

$$= \delta_{k,l} \frac{\pi^M}{\prod_{j=1}^M t_j^{\nu_j+k+1}} \prod_{i=1}^M \Gamma(\nu_i + k + 1)$$

$$= \delta_{k,l} h_k(\{t\}_M). \quad (3.14)$$

As already used in (2.35), a consistency check expresses the partition function as the product of these
squared norms,

$$Z_{\nu}(\{t\}_M) = \frac{(V_N N!)^M \pi^{MN(N-1)/2}}{N! \prod_{j=1}^M t_j^{N_N(N-1)/2}} \frac{N!}{N! \prod_{k=0}^{N-1} h_k(\{t\}_M)} \quad (3.15)$$

which leads back to eq. (3.5). The kernel of monic orthogonal polynomials resulting from (3.14) is
given by

$$K_{\nu}(z, u^*; \{t\}_M) = (w(z; \{t\}_M)w(u; \{t\}_M))^{1/2} \sum_{k=0}^{N-1} \frac{(zu^*)^k}{h_k(\{t\}_M)}$$

$$= G_{0,M}^{M,0} \left( \nu_1, \ldots, \nu_M \right) t^{1/2} G_{0,M}^{M,0} \left( \nu_1, \ldots, \nu_M \right) t^{1/2} \sum_{k=0}^{N-1} \frac{(zu^*)^{k+k+1}}{\pi \prod_{j=1}^M \Gamma(\nu_j + k + 1)}, \quad (3.16)$$

after cancelling some factors. Here, we define $\tau = t_1 \cdots t_M$ for the product of all variance parameters.
The $k$-point correlation functions for the product of induced Ginibre matrices with unequal variances thus read

$$R^{(k)}_{\nu}(z_1, \ldots, z_k; \{t\}_M) = \det_{1 \leq i, j \leq k} \left[ K_{\nu}(z_i, z_j^*; \{t\}_M) \right]. \quad (3.17)$$
This is our first result of this subsection. The fact that all correlation functions only depend on the product \( \tau \) slightly extends the known results about such products [3, 12, 1]. For example the spectral density (1-point correlation function) is given by the kernel (3.16) at equal arguments \( u = z \),

\[
R^{(1)}_\nu(z_1;\{t\}_M) = K_\nu(z, z^*; \{t\}_M) = G_{0, M}^{M, 0} \left( \begin{array}{c} -v_1, \ldots, v_M \\ \nu_1, \ldots, \nu_M \end{array} \mid \frac{|z|^2}{t} \right) \sum_{k=0}^{N-1} \frac{\tau^{k+1} |z|^{2k}}{\pi \prod_{j=1}^{M} \Gamma(\nu_j + k + 1)}. \tag{3.18}
\]

The very simple dependence on the product of all variance parameters \( \tau \) implies that the following simple rescaling,

\[
\tau^{-k} R^{(k)}_\nu(z_1/\sqrt{\tau}, \ldots, z_k/\sqrt{\tau}; \{t\}_M) = R^{(k)}_\nu(z_1, \ldots, z_k; \{t = 1\}_M), \tag{3.19}
\]

leads to the \( k \)-point correlation function for the product of induced Ginibre matrices with all variance parameters equal to unity, \( t_j = 1, \ldots, M = 1 \). This statement implies the universality of the limiting kernels and correlation functions for our ensemble of induced Ginibre matrices with un-equal variances.

Let us turn to the correlation functions for products of matrices including fixed trace constraints, notably the spectral density. In analogy to (2.29) and in view of (3.4) we can obtain them from an \( m \)-fold inverse Laplace transform of (3.17)

\[
Z_{\delta, \nu}(\{s\}_M; \{t\}_M) R^{(k)}_\delta(z_1, \ldots, z_k; \{s\}_M; \{t\}_M) = \mathcal{L}^{-m} \left\{ Z_{\nu}(\{t\}_M) R^{(k)}_\nu(z_1, \ldots, z_k; \{t\}_M) \right\} (\{s\}_M). \tag{3.20}
\]

The difficulty is that for general \( k \) we have a product of \( k \) Meijer G-functions that together with the kernels all depend on all variance parameters. Already a single inverse Laplace transform of the product of \( k \) such Meijer G-function does not have a simple expression, e.g. for \( k = 2 \) this leads to a generalised Meier G-function with two arguments, as introduced by [2]. An alternative is to use the \( (M-1) \)-fold integral representation for each Meijer G-function, in order to take the inverse Laplace transform, as in the derivation of (3.11). All \( k(M-1) \) integrals then become nested. Obviously this makes the iteration of inverse Laplace transforms cumbersome.

In contrast, for a single Meijer G-function as it appears in the spectral density, the iteration of the inverse Laplace transform remains simple, due to the following general identity for the single inverse Laplace transform of a Meijer G-function:

\[
\mathcal{L}^{-1} \left\{ \frac{1}{t^{b_p+1}} G_{p,q}^{m,n} \left( \begin{array}{c} b_1, \ldots, b_p \\ a_1, \ldots, a_q \end{array} \right| \frac{x}{t} \right\} (s) = s^{b_p-1} G_{p+1, q}^{m,n} \left( \begin{array}{c} b_p, 0 \\ a_1, \ldots, a_q \end{array} \right| \frac{x}{s} \right\}. \tag{3.21}
\]

Because this relation is central to what follows we give a short verification in Appendix B.1. In our particular case this leads to the following expression for the \( m \)-fold iteration of inverse Laplace transforms:

\[
\mathcal{L}^{-m} \left\{ \prod_{j=1}^{M} \frac{1}{t_j^{b_j}} G_{0, M}^{M, 0} \left( \begin{array}{c} -v_1, \ldots, v_M \\ \nu_1, \ldots, \nu_M \end{array} \mid \frac{t_1 \cdots t_M |z|^2}{s} \right) \right\} (s_1, \ldots, s_m) = \prod_{j=1}^{M} \frac{1}{t_j^{b_j-1}} G_{0, M}^{M, 0} \left( \begin{array}{c} b_1, \ldots, b_m \\ v_1, \ldots, \nu_M \end{array} \mid \frac{t_{m+1} \cdots t_M |z|^2}{s_1 \cdots s_m} \right). \tag{3.22}
\]
Let us apply this identity to the spectral density, eq. \((3.20)\) for \(k = 1\):

\[
\mathcal{Z}_{\delta,\nu}({\{s\}_m}; \{t\}_{M-m})R_{\delta,\nu}^{(1)}(z_1; {\{s\}_m}; \{t\}_{M-m}) = \mathcal{L}^{-m}\left\{ \mathcal{Z}_\nu({\{t\}_M})R_{\nu}^{(1)}(z_1; \{t\}_M) \right\}({\{s\}_m})
\]

\[
= \mathcal{L}^{-m}\left\{ \frac{(V_NN!)^M}{\Gamma(N+1)} \prod_{j=1}^M \Gamma(j+1+\nu_j) \prod_{j=1}^M \tau_j^{N^2+N\nu_j} \times \sum_{k=0}^{N-1} \left|z\right|^{2k}(t_1 \cdots t_M)^{k+1} G_{M0}^{0M} \left( \left|t_1 \cdots t_M|z|^2 \right| \right) \prod_{j=1}^M \Gamma(\nu_j + k + 1) \right\}({\{s\}_m})
\]

\[\quad = \frac{(V_NN!)^M}{\Gamma(N+1)} \prod_{j=1}^M \Gamma(j+1+\nu_j) \prod_{j=m+1}^M \tau_j^{N^2+N\nu_j} \times \sum_{k=0}^{N-1} \left|z\right|^{2k}(t_{m+1} \cdots t_M)^{k+1} s_j^{N^2+N\nu_j-k-2} G_{M0}^{0M} \left( \left|t_{m+1} \cdots t_M|z|^2 \right| \right) \prod_{j=1}^M \Gamma(\nu_j + k + 1).
\]

(3.23)

After cancelling common factors from \((3.6)\) on left and right hand side, we obtain the final answer for the spectral density of complex eigenvalues of the product of \(m\) fixed trace and \(M - m\) induced Ginibre ensembles:

\[
R_{\delta,\nu}^{(1)}(z_1; {\{s\}_m}; \{t\}_{M-m}) = \frac{t_{m+1} \cdots t_M}{s_1 \cdots s_m} \prod_{j=1}^M \Gamma(N^2 + N\nu_j) \times \sum_{k=0}^{N-1} G_{m0}^{0M} \left( \left|t_{m+1} \cdots t_M|z|^2 \right| \right) \prod_{j=1}^M \Gamma(\nu_j + k + 1).
\]

(3.24)

This is the second and main result of this section. Here, we have used the following property of the Meijer G-function \([36]\)

\[x^k G_{p,q}^{m,n} \left( \begin{array}{c} b_1, \ldots, b_p \\ a_1, \ldots, a_q \end{array} \right| x \right) = G_{p,q}^{m,n} \left( \begin{array}{c} b_1+k, \ldots, b_p+k \\ a_1+k, \ldots, a_q+k \end{array} \right| x \right),
\]

(3.25)

in multiplying the remaining dependence on \(|z|^2\), \(t_j \geq m\) and \(s_j \leq m\) under the sum in \((3.23)\) into the Meijer G-function. Equation \((3.24)\) is a remarkably compact expression. Furthermore, the following rescaling of \((3.24)\) which is analogous to \((3.19)\) holds,

\[
\frac{s_1 \cdots s_m}{t_{m+1} \cdots t_M} R_{\delta,\nu}^{(1)} \left( \frac{s_1 \cdots s_m}{t_{m+1} \cdots t_M} \right)^{\frac{1}{2}} z_1; {\{s\}_m}; \{t\}_{M-m}) = R_{\delta,\nu}^{(1)}(z_1; {\{s = 1\}_m}; \{t = 1\}_{M-m}),
\]

(3.26)

making the spectral density independent of all constraint and variance parameters (set to unity here on the right hand side).

For comparison we apply the same identity \((3.25)\) to the density \((3.18)\) of the product of \(M\) Ginibre matrices

\[
R_{\nu}^{(1)}(z_1; \{t\}_M) = \tau \sum_{k=0}^{N-1} G_{0M}^{M0} \left( \left|t_{\nu_1+k, \ldots, \nu_M+k}|z|^2 \right| \right) \prod_{j=1}^M \Gamma(\nu_j + k + 1).
\]

(3.27)
Figure 2: A cut through the rescaled spectral density $R^{(1)}_{δ,ν}(z; s_1 = 1, t_2 = 1)/N$ is plotted for $z = x + i0$ on $x \in [-2, 2]$ for the product of $m = 1$ fixed trace with $M - m = 1$ induced Ginibre ensemble from (3.24) for $ν = 0$ (top left) and $ν = 1$ (top right). With moderate numerical effort we can go to values of $N = 5, 10, 20$, corresponding to the bottom blue, middle orange and top green line, respectively. For comparison the scaled spectral density $R^{(1)}_{ν}(zN; t_1 = 1, t_2 = 1)N$ of the product of two independent induced Ginibre ensemble from (3.16) is shown for $ν_1 = ν_2 = 0$ (bottom left) and $ν_1 = ν_2 = 1$ (bottom right). Here, we can easily reach values of $N = 5, 10, up to 50, with the same colour code for increasing $N$. The corresponding limiting global density $ρ(z) = (2π|z|)^{-1}Θ(1 − |z|)$ is also given for comparison here and in the above plots (black line).

Apart from the normalisation the only effect of multiplying $m$ FTE is to add a nonzero index to the Meijer G-function under the sum. We will see below how the two densities can be mapped in the large-$N$ limit.

In Fig. 2 we compare an example for the rescaled density of the product of one fixed trace ($m = 1$) with one induced Ginibre matrix ($M - m = 1$) on the one hand, and the product of $M = 2$ independent induced Ginibre matrices on the other hand. Because the divergence of the limiting global density is so strong, which is known to be $\sim 1/r$ for the product of $M = 2$ independent Ginibre matrices [20, 21, 34], the convergence to a compact support is less visible than for a single FTE in Fig. 1. Note again the difference in rescaling for the fixed trace and induced Ginibre ensemble, also compared to $M = 1$ in Fig. 1 in order to approach the same large-$N$ limit.

Let us again explain the different scaling used in Fig. 2 now for general $m$ and $M$, which also leads to the universality of the density (3.24). It is known that the following scaling of the density (3.18) of
the product of only independent induced Ginibre matrices \((m = 0)\) leads to a compact support:

\[
N^{M-1} R^{(1)}_{\delta, \nu}(z N^{M}; \{t = 1\}_M) = N^{M-1} G^{M,0}_{0,M}(\nu_1, \ldots, \nu_M \mid N^M \mid z|^2)^{2k} \sum_{k=0}^{N-1} \frac{(N^M \mid z|^2)^k}{\pi \prod_{j=1}^{M} \Gamma(\nu_j + k + 1)}. \tag{3.28}
\]

The resulting global limiting density \(\rho_M(z) = \frac{1}{\pi} |z|^{\frac{2}{M} - 2} \Theta(1 - |z|)\) for \(M\) independent matrices is known to replace the circular law at \(M = 1\), c.f. \([20, 21, 34]\). We now compare with the asymptotic of the density (3.24), where we use the definition (B.2) for the Meijer G-function, together with (3.25) as a starting point:

\[
R^{(1)}_{\delta, \nu}(z; \{s = 1\}_M; \{t = 1\}_{M-m}) = \sum_{k=0}^{N-1} \frac{|z|^{2k} \int_{L} \frac{du}{2\pi i} |z|^{-2\nu} \prod_{i=1}^{m} \frac{\Gamma[N^2 + N
u_i]}{\Gamma[N^2 + N
u_i - k + 1 + i]} \prod_{i=1}^{M} \Gamma[\nu_i + v]}{\pi \prod_{j=1}^{M} \Gamma(\nu_j + k + 1)} \sim \sum_{k=0}^{N-1} \frac{N^{-2m(k+1)} |z|^{2k} \int_{L} \frac{dv}{2\pi i} N^{2\nu v} |z|^{-2\nu} \prod_{i=1}^{M} \Gamma[\nu_i + v]}{\pi \prod_{j=1}^{M} \Gamma(\nu_j + k + 1)}, \tag{3.29}
\]

for \(N \gg 1\). The ratio of Gamma-functions in the numerator cancels to leading order, up to \(v\)-dependent powers of \(N\). This leads to the difference in scaling of \(z\). The remaining complex contour integral in the numerator simply gives \(G^{M,0}_{0,M}(\nu_1, \ldots, \nu_M \mid |z|^2/N^{2m})\), as in (3.28). Consequently we have to take the following scaling for the density of the product of \(m\) fixed trace and \(M - m\) Ginibre matrices:

\[
\lim_{N \geq 1} N^{M-1-2m} R^{(1)}_{\delta, \nu}(z N^{M-m}; \{s = 1\}_M; \{t = 1\}_{M-m}) \simeq N^{M-1} R^{(1)}_{\delta, \nu}(z N^{M}; \{t = 1\}_M). \tag{3.30}
\]

This gives the scaling used in the example in Fig. 2 with \(M = 2\) and \(m = 1\). At the same time our heuristic argument yields the universality of the density (3.24) in the large-\(N\) limit, to be in the same universality class as the product of \(M\) unconstrained induced Ginibre ensembles. This extends at least heuristically the rigorous universality proof for a single FTE presented in [15].

In the special case of multiplying \(M = 2\) independent (induced) Ginibre matrices the corresponding Meijer G-function in the weight function (3.9) simplifies to an elementary function (3.30),

\[
G^{2,0}_{0,2}(\nu_1, \nu_2 \mid x^2) = 2x^{\nu_1 + \nu_2} K_{\nu_1 - \nu_2}(2x), \tag{3.31}
\]

the modified Bessel function of second kind. It is a natural question if such a simplification also occurs here. Indeed, when multiplying one fixed trace matrix with one induced Ginibre matrix, that is \(M = 2\) with \(m = 1\), the corresponding Meijer G-function can be expressed in terms of the confluent hypergeometric function of Kummer type \(U\):

\[
G^{2,0}_{1,2}(a, b, 0 \mid x) = x^{-a} U(a - b, 1 - b, x). \tag{3.32}
\]

Because we did not easily find this relation in the literature and in order to be self-contained, we derive it in Appendix B.2. Using (3.25) it is equivalent to

\[
G^{2,0}_{1,2}(a + c, b + c, 0 \mid x) = x^{c} G^{2,0}_{1,2}(a, b, 0 \mid x) = x^{c} e^{-x} U(a - b, 1 - b, x). \tag{3.33}
\]

Choosing \(a + c = N^2 + N
u_1 - 1\), \(b + c = \nu_1 + k\) and \(c = \nu_2 + k\) in (3.24) with \(M = 2\) and \(m = 1\), we arrive at

\[
R^{(1)}_{\delta, \nu}(z; s_1, t_2) = \frac{t_2}{s_1} \Gamma(N^2 + N
u_1) e^{-\frac{t_2}{s_1}|z|^2} \sum_{k=0}^{N-1} \frac{1}{\pi \Gamma(k + 1 + \nu_1) \Gamma(k + 1 + \nu_2)} \left(\frac{t_2}{s_1} |z|^2\right)^{k + \nu_2} U\left(N(N + \nu_1) - \nu_1 - k - 1, 1 - \nu_1 + \nu_2, \frac{t_2}{s_1} |z|^2\right). \tag{3.34}
\]
This is the spectral density of the product of one fixed trace and one induced Ginibre matrix. The same result can be obtained independently by using the integral representation of the Meijer G-function \((3.9)\) in \((3.23)\), doing the Laplace transform and the using the standard integral representation of the confluent hypergeometric function \(U\). For this function a more rigorous asymptotic analysis than \((3.29)\) is available \([49]\), leading to the same answer as in \((3.30)\).

At the end of this section let us turn to the analysis of the stability exponents for the mixed product of \(m\) fixed trace and \(M - m\) induced Ginibre ensembles. Following \([13]\) we redefine the radii of the complex eigenvalues as

\[
|z_i| = \exp[M \mu_i] \tag{3.35}
\]

while keeping the angles untouched, in order to take the large-\(M\) limit. These stability exponents can be used in the same way as the Lyapunov exponents, which are based rather on the singular values, to characterise the asymptotic behaviour of chaotic dynamical systems.

In \([13]\) it was shown that in the large-\(M\) the limiting exponents \(\mu_i\) take deterministic values and have a Gaussian distribution around this radius, with a variance proportional to \(1/M\). In \([13]\) this argument was based on the analysis of the joint density of the radii, which is rather cumbersome in our case. However, we can use the following the limit of the Meijer G-function derived in \([13]\)

\[
\lim_{M \to \infty} \frac{2M}{\Gamma(k+1)^M} G_{0,M}^M \left( \frac{-1}{k+1,...,k+1} \bigg| \exp[2M \mu] \right) = \delta \left( \mu - \frac{\psi(k+1)}{2} \right), \tag{3.36}
\]

for \(k = 0, 1, \ldots\), with \(\psi(x)\) denoting the digamma function, and directly use it for the explicit expression for the spectral density. We will first demonstrate this by rederiving the results of \([13]\) for the product of \(M\) Ginibre ensembles, starting from the density \((3.27)\). For simplicity we use the rescaling \((3.26)\) to set all variances \(t_j\) and auxiliary parameters \(s_j\) to unity. We also set all parameters \(\nu_j = 0\), \(\forall j\), for simplicity. The change of variables \((3.35)\) maps the density \((3.27)\) to

\[
R_{\delta,0}^{(1)}(\mu; 1) = M e^{2M \mu} \sum_{k=0}^{N-1} G_{0,M}^M \left( \frac{-N^2,...,k}{k+1,...,k+1} \bigg| e^{2M \mu} \right) \frac{\pi \Gamma(k+1)^M}{\Gamma(k+1)^M}, \tag{3.37}
\]

Using the shift property \((3.25)\), the exponential can be included into the Meijer G-function, shifting the indices by one. After integrating out the angle which is trivial, and normalising the remaining density by \(1/N\) to one, we can directly apply \((3.36)\) to arrive at the density for the stability exponents for finite-\(N\) from \([13]\):

\[
\rho_N(\mu) = \lim_{M \to \infty} \frac{2\pi}{N} R_{\delta,0}^{(1)}(\mu; 1) = \frac{1}{N} \sum_{k=0}^{N-1} \delta \left( \mu - \frac{\psi(k+1)}{2} \right). \tag{3.38}
\]

We note here that in \([13]\) the variances of the limiting Gaussian distributions, that become delta-functions when \(M \to \infty\), were also computed explicitly, which we do not display here.

Let us turn to the spectral density \((3.24)\) of the mixed product. After the rescaling, setting all \(\nu_j = 0\) and the change of variables \((3.35)\) we obtain

\[
R_{0,0}^{(1)}(\mu; \{1\}_m; \{1\}_{M-m}) = M \Gamma(N^2)^m \sum_{k=0}^{N-1} \frac{G_{m,M}^M \left( \frac{N^2,...,N^2}{k+1,...,k+1} \bigg| e^{2M \mu} \right)}{\pi \Gamma(k+1)^M}, \tag{3.39}
\]

where we have already included the exponential into the Meijer G-function. Let us look at the ratio of Gamma functions times the Meijer G-function, using the integral representation \((B.2)\). For large
N ≫ 1 we can approximate

\[ \frac{1}{2\pi i} \int_L du \, e^{2M\mu u} \frac{\Gamma(k+1-u)^M}{\Gamma(N^2-u)^m} \frac{\Gamma(N^2)^m}{\Gamma(k+1)^M} \]

by replacing the ratio \( \Gamma(N^2)/\Gamma(N^2-u) \approx (N^2)^u \). If we then also take \( M \rightarrow \infty \), such that the condition \( M \gg m \log[N] \) is satisfied, the \( m \)-dependence becomes subleading and we arrive at the same results as for the product of \( M \) Ginibre matrices (3.38).

\[ \lim_{M \rightarrow \infty, N \gg 1} \frac{2\pi}{N} \sum_{k=0}^{N-1} \delta \left( \mu - \psi(k+1) - \frac{N}{2} \right), \]

which agrees with (3.38) and is thus universal. We expect that to next order in \( 1/M \) also the Gaussian shape and the variances obtained in [13] will not change in this limit. The analysis of more general products, e.g. of only FTE with \( m = M \), is more involved and left for future work.

### 4 Conclusions

In this paper we have looked at the complex eigenvalue correlation functions of complex non-Hermitian matrices, that are subject to a fixed trace constraint on their second moment. There are several physics applications from Coulomb gases, open bipartite quantum systems or chaotic dynamics to motivate such a setup. In the first part we have looked at a single of such fixed trace ensembles (FTE). We have compared an ensemble originating from an induced complex Ginibre matrix \( G \), that is equivalent to a standard Ginibre ensembles with rectangular \( G \), to that of induced complex normal matrices. We were motivated by the question whether or not these will constitute different two-dimensional Coulomb gases. As our first result we found that the former FTE of induced Ginibre ensembles leads to a Coulomb gas with an effective potential, subject to a bound on the sum of the squared absolute values of the complex eigenvalues. In that it resembles more a restricted trace ensemble. The modification compared to the constraint on matrix space came from the additional degrees of freedom in the Schur decomposition of \( G \). For the normal FTE there were no such degrees of freedom and the hard constraint remained. Using an inverse Laplace transform of the unconstrained ensembles, our second result revealed that despite these differences, already at finite matrix size \( N \) all \( k \)-point correlation of these two FTE are of the same functional form and thus agree up to a rescaling of \( N \).

For Hermitian FTE such an agreement between correlation functions of restricted and FTE does not hold.

In the large-\( N \) limit we only gave heuristic arguments for the density to agree with that of the induced Ginibre ensemble, as this was shown rigorously elsewhere with our coauthor for a more general FTE. In passing we also obtained an interesting mathematical result, that at the origin the rate of convergence to the circular law in FTE is only algebraic, compared to the known exponential rate for the Ginibre ensemble. Our final result for a single FTE was the computation of the gap probability at the origin, given in terms of an inverse Laplace transform of the corresponding quantity in the Ginibre ensemble. Upon differentiation this gives rise to the distribution of the smallest eigenvalue in radius, which could be relevant in questions of entanglement in open bi-partite quantum systems. We conjecture it to be universal, too.

The second part of this paper was devoted to the complex eigenvalue spectrum of products of \( m \) FTE with \( M - m \) induced Ginibre ensembles, building upon what we had learned in the first part.
Because multiplying normal matrices without constraint is already a difficult open problem we did not consider such matrices here. Our motivation was the application of products of random matrices to chaotic dynamical systems. In particular we wanted to know, if the recently obtained results for the stability exponents of products of independent induced Ginibre matrices extend to non-Gaussian distributions and are thus universal. For the origin of the spectrum and for the stability exponents, that characterise such dynamical systems, no previous universality results were known. Previous results for the Lyapunov exponents had shown, that introducing a non-trivial covariance matrix in the Ginibre ensembles does indeed change the locations of the limiting Lyapunov exponents.

Our main tool was again an inverse Laplace transform, which had to be iterated \( m \) times here. For our point of departure we first showed, that when multiplying only induced Ginibre matrices with different variances, the resulting correlation functions merely have to be rescaled by the product of all variances. Next, we derived the joint density of complex eigenvalues for mixed products of \( m \) FTE with \( M - m \) induced Ginibre ensembles, being given by nested integrals. For that reason we then focussed on the spectral density alone. Surprisingly, the \( m \)-fold Laplace inversion could be explicitly performed, and we arrived at a closed formula for the density for finite \( M, m, N \) and rectangularity parameters. We exploited this main result of this part furthermore, to give again heuristic arguments for the universality of the spectral density for large-\( N \) and fixed \( m \) and \( M \). Last but not least we addressed the question of stability exponents in this setup of mixed products. In taking the large \( M \)-limit together with large \( N \), such that \( M \gg m \log[N] \), we could show, that the density of stability exponents is universal here and agrees with that of multiplying independent Ginibre ensembles only. We expect that our universality argument can be made rigorous in all different large-\( N \) limits, and that it can in particular be extended to all local \( k \)-point correlations functions, as this was shown for a single FTE with our coworker recently.
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A

Identities for the density of fixed trace ensembles

A.1 Alternative derivation for the density of the fixed trace Ginibre ensemble

In this part of the appendix we present an alternative derivation of the density of the fixed trace induced Ginibre ensemble eq. (2.38), following the ideas of [3]. Our starting point is that the density of the induced Ginibre ensemble (2.15) can be computed using polar coordinates and compared to the result from orthogonal polynomials. The angular integral that we encounter on the way will then be used to compute the density in the ensemble with a fixed trace constraint.
From the definition (2.27) we have for the density of the induced Ginibre ensemble

\[ R_{\nu}^{(1)}(z_1; t) = \frac{N!}{(N-1)!} \left( \frac{d}{Z_\nu(t)} \right) J_{N-1}^{2+N\nu} \int d^2 z_2 \ldots \int d^2 z_N \int [dU] \int [dT] \prod_{j=1}^{N} |z_j|^{2\nu} |\Delta_N(Z)|^{2} e^{-t\text{Tr}Z Z^* - t\text{Tr}TT^*} \]

\[ = N V_N \left( \frac{2}{Z_\nu(t)} \right)^{\frac{N(N-1)}{2}} |z_1|^{2\nu} |z_1|^{2} \prod_{j=2}^{N} \int d^2 z_j |z_j|^{2\nu} |z_1 - z_j|^{2} |\Delta_{N-1}(Z')|^2 \]

\[ = N V_N \left( \frac{2}{Z_\nu(t)} \right)^{\frac{N(N-1)}{2}} |z_1|^{2\nu} |z_1|^{2} \int_{0}^{\infty} dRR^{N^2 + N(1+2\nu) - 3 - 2\nu} e^{-tR^2} \Psi(z_1, R), \ (A.1) \]

with

\[ \Psi(z_1, R) \equiv \int d\Omega_{2N-2} \prod_{j=2}^{N} |\phi_j|^{2\nu} \left( \frac{|z_1|}{R} - \phi_j \right)^2 |\Delta(\phi_2, \ldots, \phi_N)|^2 = \sum_{k=0}^{N-1} c_{2k} \frac{|z_1|^{2k}}{R^{2k}}, \ (A.2) \]

In the first step we have used the property of the Vandermonde determinant (2.3), denoting by \( Z' = \text{diag}(z_2, \ldots, z_N) \). In the second step we have changed to polar coordinates of the vector of real dimension \( 2N - 2 \) with squared length \( R^2 = \sum_{j=2}^{N} |z_j|^2 \). The complex eigenvalues can be parametrised in terms of the angles of the corresponding \( (2N - N) \)-sphere \( \Omega_{2N-2} \) as \( z_j = R \phi_j \), where the functions \( \phi_j \) depend on these angles. Finally, we have used the homogeneity of all factors including the Vandermonde determinant. The remaining group integral \( \Psi(z_1, R) \), and in particular all its non-vanishing coefficients \( c_{2k} \), can be determined by comparing to the result for the density obtained using orthogonal polynomials, eq. (2.34),

\[ R_{\nu}^{(1)}(z; t) = |z|^{2\nu} e^{-t|z|^2} \sum_{l=0}^{N-1} \frac{|z|^{2l}}{\pi \Gamma(l+1+\nu)} t^{l+1+\nu}, \]

after doing the radial integral over \( R \), when inserting (A.2) into (A.1). Inserting all factors we obtain

\[ c_{2k} = \frac{2(N-1)! \pi^{-N-1} \prod_{j=0}^{N-1} \Gamma(j+1+\nu)}{\Gamma(N+1/2 + N\nu - \nu - k - 1) \Gamma(k+1+\nu)}. \ (A.3) \]

The density for the corresponding fixed trace ensemble (2.4) now follows in a similar fashion. From the definition eq. (2.27) we have

\[ R_{\delta,\nu}^{(1)}(z_1; s) = \frac{1}{(N-1)! \pi \Gamma(\frac{N(N-1)}{2})} \prod_{j=0}^{N-1} \Gamma(j+1+\nu) |z_1|^{2\nu} \prod_{j=1}^{N} \int d^2 z_j |z_j|^{2\nu} |z_1 - z_j|^2 \]

\[ \times |\Delta_{N-1}(Z')|^2 \left( s - |z_1|^2 - \sum_{l=2}^{N} |z_l|^2 \right)^{\frac{N(N-1)}{2} - 1} \Theta \left( s - |z_1|^2 - \sum_{l=2}^{N} |z_l|^2 \right) \]

\[ = \frac{1}{(N-1)! \pi \Gamma(\frac{N(N-1)}{2})} \prod_{j=0}^{N-1} \Gamma(j+1+\nu) \int_{0}^{\infty} dRR^{N^2 + N(1+2\nu) - 3 - 2\nu} \Psi(z_1, R) \left( s - |z_1|^2 - R^2 \right)^{\frac{N(N-1)}{2} - 1} \Theta \left( s - |z_1|^2 - R^2 \right) \]

\[ = \frac{\Gamma(N^2 + N\nu) s^{-N^2 - N\nu + 1} |z_1|^{2\nu} \prod_{j=0}^{N-1} \Gamma(j+1+\nu)}{(N-1)! \pi \prod_{j=0}^{N-1} \Gamma(j+1+\nu)} \sum_{k=0}^{N-1} c_{2k} |z_1|^{2k} \frac{\Gamma(N+1/2 + N\nu - \nu - k - 1)}{\Gamma(N^2 + N\nu - \nu - k - 1)} \]

\[ \times (s - |z_1|^2)^{N^2 + N\nu - \nu - k - 2} \Theta(s - |z_1|^2). \ (A.4) \]
Here, we encounter the same angular integral as in (A.2). Using its coefficients explicitly given in (A.3), we can perform the radial integration which is different from the Gaussian case. Upon insertion of eq. (A.3) in eq. (A.4) we find back eq. (2.38) that was derived through Laplace transformation. The same computation can be done for the normal ensemble (2.9), see [23].

The approach presented here has the disadvantage that it is not easily generalised to arbitrary \( k \)-point density correlation functions.

### A.2 Equivalence of Eqs. (2.38) and (2.39) for the fixed trace Ginibre ensemble

In this subsection we derive the equivalence between the result for the spectral density (2.38) in the induced Ginibre ensemble with a fixed trace constraint, as derived in the main text, and the alternative representation as a power series in a single variable (2.39). Let us denote by \( r = |z| \) and assume that \( r^2 \in (0, s) \), dropping the Heaviside-function. We begin with (2.38), pulling out powers of \( (s - r^2) \) and expanding the remaining \( l \)-dependent power

\[
R^{(1)}_{\delta, \nu}(z; s) = \frac{(N^2 + N\nu - 1)(s - r^2)^{N^2 + N\nu - N - 1}}{\pi s^{N^2 + N\nu - 1}} \sum_{l=0}^{N-1} \left( \frac{N^2 + N\nu - 2}{l + \nu} \right) r^{2l + 2\nu} \times \sum_{b=0}^{N-l-\nu-1} s^{N-l-\nu-1-b} (-r^2)^b \frac{N - l - \nu - 1}{b}.
\]

Changing summation variables in the second sum from \( b \) to \( m = b + l + \nu \), we can interchange the two sums as follows,

\[
\sum_{l=0}^{N-1} \sum_{m=l+\nu}^{N-1} = \sum_{m=\nu}^{N-1} \sum_{l=0}^{m-\nu},
\]

to arrive at

\[
R^{(1)}_{\delta, \nu}(z; s) = \frac{(N^2 + N\nu - 1)}{\pi s} \left( 1 - \frac{r^2}{s} \right)^{N^2 + N\nu - N - 1} \times \sum_{m=\nu}^{N-1} \frac{r^{2m}}{s^m} \sum_{l=0}^{m-\nu} (-1)^{m-l-\nu} \frac{N^2 + N\nu - 2}{l + \nu} \frac{N - l - \nu - 1}{m - l - \nu}.
\]

The second sum in the last line can be rewritten and after a change of variables from \( m \) to \( m' = m - \nu \) we arrive at (2.39). Only in the case \( \nu = 0 \) the coefficients of the power series in the last line can be simplified, as given in the main text.

### A.3 Inverse Laplace transform for the fixed trace normal ensemble

In this subsection we provide a few intermediate steps that lead to the density of the induced normal ensemble with a fixed trace constraint eq. (2.43), and likewise to the corresponding \( k \)-point densities.
In analogy to eq. (2.37) we have
\[
\mathcal{Z}^N(s)R^{(1)N}(z; s) = \mathcal{L}^{-1}\left\{ \mathcal{Z}^N(t)R^{(1)N}(z; t) \right\} (s)
\]
\[
= \mathcal{L}^{-1}\left\{ V_N\frac{n}{t^{N(N+1)/2-N\nu}}N! \prod_{j=0}^{N-1} \Gamma(j+1+\nu) \sum_{l=0}^{N-1} \frac{|z|^{2l+2\nu}e^{-l|z|^2}}{\pi \Gamma(l+1+\nu)} l^{l+1+\nu} \right\} (s)
\]
\[
= V_N\pi^N N! \prod_{j=0}^{N-1} \Gamma(j+1+\nu) \sum_{l=0}^{N-1} \frac{|z|^{2l+2\nu}e^{-l|z|^2}}{\pi \Gamma(l+1+\nu)} N^{N(N+1)/2+N\nu-l-\nu-1} \Theta(s-|z|^2).
\]

The only difference is resulting from the different normalising partition functions (2.22) and (2.18), compared to (2.37). For our parameter values here,

\[
N(N+1)/2+N\nu-l-\nu-1 \geq N(N+1)/2+N\nu-N-\nu = (N/2+\nu)(N-1) > 0
\]
is positive for \(N > 1\). Dividing (A.8) by (2.22) we arrive at eq. (2.43), the density for the induced normal ensemble with a fixed trace constraint. It differs by the corresponding Ginibre ensemble by the replacement of \(N^2 \rightarrow N(N+1)/2\).

The computation for the \(k\)-point densities can be achieved in the same way, by adopting the lines in eq. (2.47) to the normal ensemble, for \(k \leq N-1\). This leads again to the replacement \(N^2 \rightarrow N(N+1)/2\) in eq. (2.48), with the final result for \(k\)-point densities of the fixed trace induced Gaussian normal ensemble reading

\[
P^{(k)N}_{\delta,\nu}(z_1, \ldots, z_k; s) = \frac{\Gamma(N(N+1)/2+N\nu)}{s^{N(N+1)/2+N\nu-1}} \left( s - \sum_{i=1}^{k} |z_i|^2 \right)^{-N(N+1)/2+N\nu-1} \Theta(s - \sum_{i=1}^{k} |z_i|^2)
\]
\[
\times \sum_{\sigma \in S_k} (-1)^{\sigma} \prod_{j=1}^{k} \left( \prod_{l_j=0}^{N-1} \frac{(z_j z_{\sigma(j)})^{l_j}}{\pi \Gamma(l_j+1+\nu)} \left( s - \sum_{i=1}^{k} |z_i|^2 \right)^{l_j+1+\nu} \right)
\]
\[
\times \frac{1}{\Gamma\left( \frac{N(N+1)}{2} + N\nu - \sum_{n=1}^{k} l_n - k(\nu+1) \right)}.
\]

B Identities for Meijer G-functions

In this appendix we verify the inverse Laplace transform given in (3.21) as well as the relation to the confluent hypergeometric function in (3.32).

B.1 Inverse Laplace transform

The inverse Laplace transform of the Meijer G-function given in (3.21) can be easily derived by Laplace transforming the right hand side, using elementary integrals and properties of the Meijer G-function. We begin with the definition of the Laplace transform of the Meijer G-function,

\[
\mathcal{L} \left\{ s^{b-1} C_{p+1,q}^{m,n} \left( \frac{b_1, \ldots, b_p, b}{a_1, \ldots, a_q} \left| \frac{x}{s} \right| \right) \right\} (t) = \int_0^\infty ds e^{-st} s^{b-1} C_{p+1,q}^{m,n} \left( \frac{b_1, \ldots, b_p, b}{a_1, \ldots, a_q} \left| \frac{x}{s} \right| \right)
\]
\[
= \frac{1}{t^b} C_{p+1,q+1}^{m+n} \left( \frac{b_1, \ldots, b_p, b}{a_1, \ldots, a_q} \left| tx \right| \right)
\]
\[
= \frac{1}{t^b} C_{p,q}^{m,n} \left( \frac{b_1, \ldots, b_p}{a_1, \ldots, a_q} \left| tx \right| \right).
\]
In the first step we have used an elementary integral of the Meijer G-function, see e.g. eq. (A.5) in [10], after substituting $st = r$. The index $b$ appears twice, and cancels from the definition (B.2) given below. This leads to the desired identity, the untransformed left hand side of (3.21). An alternative derivation directly uses the complex contour integral representations (B.2) and applies the inverse Laplace transform to it.

### B.2 Relation to the confluent hypergeometric function

We derive an identity relating the Meijer G-function appearing in the product of $M = 2$ random matrices, one induced Ginibre and one fixed trace, to the confluent hypergeometric function of Kummer type $U$. The standard definition of the Meijer G-function in terms a complex contour integral is given by

$$G_{m,n}^{p,q}(a_1,\ldots,a_p; b_1,\ldots,b_q|x) \equiv \frac{1}{2\pi i} \int_L \frac{du}{u} u^m \prod_{i=1}^m \Gamma[1-a_i+u] \prod_{i=m+1}^{n+p} \Gamma[a_i-u] \prod_{i=n+1}^{n+q} \Gamma[1-b_i+u].$$

(B.2)

The integration contour $L$ depends on the location of the poles of the Gamma-functions, and we refer to [49] for the different possibilities. In our particular case we obtain the following representation, after the change of variables $u = -t$:

$$G_{1,2}^{2,0}\left(a;b_0\right|x) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dt \ x^{-1} \ \Gamma[b + t] \ \Gamma[a + t].$$

(B.3)

Let us repeat the identity we wish to show,

$$G_{1,2}^{2,0}\left(a;b_0\right|x) = e^{-x} U(a-b,1-b,x).$$

(B.4)

Using the connection formula [49, Eq.13.2.40] for the confluent hypergeometric function $U$, we have

$$U(a-b,1-b,x) = x^b U(a,1+b,x).$$

(B.5)

In this form we can apply the Mellin-Barnes complex contour integral representation of $U$, [49, Eq.13.4.18], to the exponential function times $U$ on the right-hand side of (B.4):

$$e^{-x} x^b U(a,1+b,x) = x^b x^{1-(1+b)} \frac{1}{2\pi i} \int_{-\infty}^{\infty} dt \ x^{-1} \ \Gamma[1+b] \ \Gamma[1+\ t] \ \Gamma[a+t].$$

(B.6)

which agrees with the complex contour integral representation (B.2) of the Meijer G-function in (B.3) on the left hand side of the identity.
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