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ABSTRACT

In this work we tackle the challenging problem of anime character recognition. Anime, referring to animation produced within Japan and work derived or inspired from it. For this purpose we present DAF:re (DanbooruAnimeFaces:revamped), a large-scale, crowd-sourced, long-tailed dataset with almost 500 K images spread across more than 3000 classes. Additionally, we conduct experiments on DAF:re and similar datasets using a variety of classification models, including CNN based ResNets and self-attention based Vision Transformer (ViT). Our results give new insights into the generalization and transfer learning properties of ViT models on substantially different domain datasets from those used for the upstream pre-training, including the influence of batch and image size in their training. Additionally, we share our dataset, source-code, pre-trained checkpoints and results, as Animesion, the first end-to-end framework for large-scale anime character recognition: https://github.com/arkel23/animesion.

Index Terms— anime, cartoon, face recognition, transfer learning, visual benchmark dataset

1. INTRODUCTION

Anime, originally a word to describe animation works produced in Japan, can be seen now an umbrella term for work that is inspired or follows a similar style to the former [1]. It is a complex global, cultural phenomenon, with an industry that surpasses 2 trillion Japanese yen [2]. Recently, the anime film, Kimetsu no Yaiba (Demon Slayer), became the highest-grossing film of all time in Japan, the highest-grossing anime and Japanese film of all time, the highest animated movie of 2020, and the 5th highest-grossing film of 2020 worldwide [3]. Clearly, anime, as a phenomenon and industry is thriving from an economic point of view. Furthermore, viewing has been recognized as an integral part of literacy development by educators [4]. Its importance as a medium, cannot be understated. For these reasons, it’s important to develop robust multimedia content analysis systems, for more efficient access, digestion, and retrieval of the information. These are key requirements for effective content recommendation systems, such as those used by Netflix.

Our work aims to facilitate research in this area of computer vision (CV) and multimedia analysis systems, by making three contributions. The first, we revamp an existing dataset, DanbooruAnimeFaces (DAF), and re-coin it as DanbooruAnimeFaces:revamped (DAF:re) to make it more tractable and manageable for the task of anime character recognition. The second, we conduct extensive experiments on this dataset, and another similar but much smaller dataset, using a variety of neural network model architectures, including the CNN based ResNet [5], and the recent self-attention based state-of-the-art (SotA) model for image classification, Vision Transformer (ViT) [6], giving us new insights into the generalization, and transfer learning properties of ViT models for downstream tasks that are substantially different from the ones used for the upstream pre-training, including the effects of image size and batch size in the classification downstream task. Third, we release our datasets, along with source-code and pre-trained model checkpoints, in an effort to encourage and facilitate researchers to continue work in this domain.

Fig. 1. Samples of images from DAF:re.
2. BACKGROUND AND RELATED WORK

2.1. Deep Learning for Computer Vision

In the past few years we’ve had a meteoric rise in deep learning (DL) applications. Some of the factors that have allowed this include the fact DL models can easily take advantage of increases in computational resources and available data [7]. In particular, the dataset associated with the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [8], became the de facto testbed for many new image classification models [9, 5], pushing the SotA in image classification to super-human levels of precision.

Recently, there has been a lot of attention from the research community into transformer models [10]. Since Vaswani et al. [11] proposed them in 2017, self-attention based transformers have revolutionized the natural language processing field (NLP) field, and there’s been quite active research into porting this architecture to CV tasks [12, 13]. The big breakthrough came in the form of the Vision Transformer, proposed by Dosovitskiy et al. in [6], that took a transformer encoder and applied it directly to image patches. ViT reached SotA in image classification in a variety of datasets, by modelling long-range dependencies between patches.

2.2. Computer Vision for Drawn Media

Anime, comics, cartoons, manga, sketches, however we call it, all of these have something in common; traditionally, they have all been drawn media. There’s a significant gap in terms of the characteristics between these mediums, and natural images, images captured by standard cameras, which most CV algorithms are designed for. Of particular relevance, is the fact that CNNs are biased towards texture recognition, rather than shapes [14]. Therefore, drawn media can be a challenging testbed for CV models.

CV research on these mediums is not new and several reviews on approaches leveraging computation exist [15]. Most of the existing works have been focused on how to apply CV methods for image translation, synthesis, generation and/or colorization of characters [16, 17].

On the other side, the task of character recognition and classification has been mostly unexplored. Work has been done using comic and manga (Japanese comics) datasets, but it’s been done using small datasets composed of dozens to hundreds of characters at most, with samples in the order of thousands [18]. Matsui et al. [19] compiled the manga109 dataset as a solution to lack of a standard, relatively large-scale testbed for CV approaches to sketch analysis, and it has been used for manga character recognition at larger scales, in the order of hundreds to thousand of characters [20]. However, this dataset is not entirely suitable for anime character recognition, since the styles have some differences, the most significant being that manga is usually in grey-scale, while a characteristic feature of anime is the variety of color palettes and styles.

With this in consideration, the closest work to ours, is the one conducted by Zheng et al. [21]. They compiled a dataset, Cartoon Face, composed of 389,678 images with 5,013 identities for recognition, and 60,000 images for face detection, collected from public websites and online videos. They established two tasks, face recognition and face detection. The face recognition is the most similar to ours, but there’s a few significant differences.

First, the way we frame the task for our dataset is different, since it essentially follows a standard K-label classification structure, split into three sets, and with a classification label for each image. Second, since our dataset is crowd-sourced, it naturally contains noise. Also, it’s highly non-uniform in terms of styles, even for a same character, since there may be many different artists involved. While this may be considered a weakness, we embrace these difficulties since it makes the task not only more challenging, but also allow our models to be more robust to generalization. Finally, due to the crowd-sourced procedure for obtaining our dataset, updating it to include more entities, and a variety of other adjustments related to examples per class, image size, and adaptation to support other tasks such as object and face detection and segmentation, is a much more feasible task.

3. METHODOLOGY

3.1. Data

---

Fig. 2. Histogram of DAF:re for the 100 classes with most number of samples. It’s clear that the distribution is long-tailed.
DAF:re is mostly based on DanbooruAnimeFaces (DAF)\(^1\) which is a subset of Danbooru2018\(^2\). Danbooru2018 is probably the largest tagged, crowd-sourced dataset for anime-related illustrations. It was extracted from Danbooru, a board developed by the anime community for image hosting and collaborative tagging. The first release of Danbooru dataset was the 2017 version, with 2.94M images with 77.5M tag instances (of 333K defined tags), the 2018 version contains 3.33M images with 92.7M tag instances (of 365K defined tags), and the latest release is the 2019 version, with 3.69M images with 108M tag instances (of 392K defined tags).

DAF was made to address the challenging problem of anime character recognition. To obtain it, the authors first filtered to only keep the character tags. Then, they kept images that have only one character tag, and extracted head bounding boxes using a YoloV3-based anime head detector; images with multiple head boxes detected were discarded. This resulted in 0.97M head images, that were resized to 128x128, representing 49K character classes. The authors further filtered the dataset by only keeping those images with bounding box prediction confidence above 85%. This resulted in 561K images, that were split across training (541K), validation (10K), and testing (10K) sets, representing 34K classes. However, the problem with the way this split was made, is that it was way too difficult for an image classifier to accurately classify an image into the correct character class, as evidenced by the fact their best model, using a ResNet-18 and an ArcFace loss could only achieve 37.3% testing accuracy.

The difficulty arised from the nature of the dataset, noisy, long-tailed, few-shot classification, and the aforementioned difficulties of CNNs regarding drawings.

For this reason, we proposed a set of small, but significant improvements in the filtering methodology, to obtain DAF:re. First, we only kept classes with samples above a certain threshold. We tried 5, 10 and 20, resulting in a reduction of samples from 977K images to 520K, 495K and 463K, respectively, and classes from 49K to 9.4K, 5.6K, and 3.2K. We settled for 20 to ensure all splits had at least one sample of each class, making the dataset more manageable, while still keeping it challenging. Second, we split the dataset using a standard 0.7, 0.1 and 0.2 ratio for training, validation, and testing. Our final version kept 463,437 head images with a resolution of 128x128, representing 3,263 classes. The mean, median and standard deviation of samples per class is 142, 48, and 359, respectively.

3.1.2. moeImouto

The moeImouto dataset was obtained from Kaggle\(^3\). It was originally developed by nagadomi\(^4\) using a custom face detector based on Viola-Jones cascade classifier. It originally contained 14,397 head images with a resolution of roughly 160x160, representing 173 character classes. We discard two images that were not saved in RGB format, leaving us with 14,395 images, that were split between training and testing set with ratios of 0.8 and 0.2, respectively. The mean, median and standard deviation of samples per class is 83, 80, and 27, respectively.

3.2. Experiments

We conducted experiments on the two aforementioned datasets, for 50 or 200 training epochs, using image sizes of 128x128 or 224x224, and batch sizes of either 64 or 1024 images per batch. We perform comparisons using these settings across a variety of neural network architectures for image classification. As a baseline we use a shallow CNN architecture based mostly on LeNet, with only 5 layers. We also perform experiments using ResNet-18 and ResNet-152, pretrained on ImageNet 1K and not, and the self-attention based ViT B-16, B-32, L-16 and L-32. For the pre-trained ResNet models we freeze all layers except the classification layer, which we substitute depending on the number of classes in our dataset. For all of our experiments we utilize stochastic gradient descent (SGD) with momentum, with an initial learning rate (LR) of 0.001 and momentum of 0.9. We also apply LR decay, where we reduce the current LR by 1/3 after each 20 epochs if training for 50 epochs, and after 50 epochs if training for 200 epochs.

\(^{1}\)https://github.com/grapeot/Danbooru2018AnimeCharacterRecognitionDataset
\(^{2}\)https://www.kaggle.com/mylesoneill/tagged-anime-illustrations/home
\(^{3}\)http://www.nurs.or.jp/~nagadomi/animeface-character-dataset/
Table 1. Classification accuracy (%) for DAF:re trained for 50 epochs with batch size: 64 and image size: 128x128.

| Model | Pretrained=False | Pretrained=True |
|-------|------------------|----------------|
|       | Top-1 | Top-5  | Top-1 | Top-5  |
| R-18  | 69.09 | 84.64  | 26.47 | 45.30  |
| R-152 | 64.36 | 81.20  | 26.49 | 44.88  |
| B-16  | 63.30 | 78.58  | 82.14 | 92.77  |
| B-32  | 51.09 | 71.30  | 75.42 | 89.22  |
| L-16  | 59.39 | 77.91  | 85.95 | 94.23  |
| L-32  | 51.81 | 71.81  | 75.88 | 89.39  |

Table 2. Classification accuracy (%) for moeImouto trained for 200 epochs with batch size: 64 and image size: 128x128.

| Model | Pretrained=False | Pretrained=True |
|-------|------------------|----------------|
|       | Top-1 | Top-5  | Top-1 | Top-5  |
| R-18  | 72.58 | 90.86  | 61.20 | 83.83  |
| R-152 | 63.17 | 86.41  | 63.06 | 85.90  |
| B-16  | 67.28 | 82.22  | 91.57 | 98.06  |
| B-32  | 48.76 | 78.19  | 85.76 | 96.81  |
| L-16  | 66.56 | 87.43  | 92.80 | 98.44  |
| L-32  | 49.88 | 78.36  | 85.22 | 96.94  |

Table 3. Classification accuracy (%) for DAF:re trained for 200 epochs with batch size: 1024 and image size: 224x224.

| Model | Pretrained=False | Pretrained=True |
|-------|------------------|----------------|
|       | Top-1 | Top-5  | Top-1 | Top-5  |
| SN    | 53.68 | 72.04  |      |        |
| R-18  | 68.30 | 84.01  | 24.31 | 39.82  |
| B-32  | 38.19 | 59.06  | 59.92 | 79.20  |

Table 4. Classification accuracy (%) for moeImouto trained for 200 epochs with batch size: 1024 and image size: 224x224.

| Model | Pretrained=False | Pretrained=True |
|-------|------------------|----------------|
|       | Top-1 | Top-5  | Top-1 | Top-5  |
| SN    | 57.49 | 80.43  |      |        |
| R-18  | 60.41 | 84.20  | 34.08 | 58.95  |
| B-32  | 9.17  | 20.12  | 24.69 | 54.03  |

As a pre-processing step, we normalize the images, and apply random flip and random crop for data augmentation during the training, first resizing the image to a square with size 160 or 256, then taking a random squared crop of the desired input size (128 or 224). For the validation and testing, we only resize and normalize the images.

4. RESULTS AND DISCUSSION

We use validation and testing top-1 and top-5 classification accuracies, as our performance metrics. In this section we refer to the shallow architecture as SN (ShallowNet), ResNet-18 as R-18, ResNet-152 as R-152, and the ViT models by their configuration (B-16, B-32, L-16, L-32). The results are summarized in Tables 1, 2, 3, 4. We highlight the best results in bold.

Of particular noteworthiness, is the fact that CNN-based architectures severely outperform ViT models when using a batch size of 1024 with an image size of 224x224, regardless of the dataset, or if it’s pretrained or not. However, when using a smaller image size, 128x128, with a smaller batch of 64, the ViT models obtain much better results, when pretrained, and competitive results, when not.

5. FUTURE WORK

DAF:re can be easily modified to include more or less images per class, and following the original methodology proposed by the authors of DAF, augment it with the updates made in 2019 to the parent dataset, Danbooru2019. Furthermore, the original DAF also included bounding boxes, but to make this initial version more manageable, we decided to focus on the classification task. Our next step would be to update it to include bounding boxes.

On the other side, with respect to ViT models, there’s much work to be done. A detailed study on the effects of image size and batch size, for upstream and downstream tasks, in similar domain and domain-adaptation tasks, needs to be conducted.

6. CONCLUSION

We present DAF:re dataset, to study the challenging problem of anime character recognition. We perform extensive experiments on DAF:re and moeImouto datasets, using a variety of models. From our results, we conclude that while ViT models offer a promising alternative to CNN-based models for image classification, however more work needs to be done on the effects of different hyperparameters if we aim to fully utilize the generalization and transfer learning capacities of transformers for computer vision applications.

7. DISCLAIMER

This dataset was created to enable the study of computer vision for anime multimedia systems. DAF:re does not own the copyright of these images. It only provides thumbnails of images, in a way similar to ImageNet.
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