Real-time vision-based grasping randomly placed object by low-cost robotic arm using surf algorithm
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Abstract. Vision-Based Manipulation is popular and still have open issues in robotics. The camera is a very important part of this method to obtain desired data with image processing techniques. In this study, the Dynamic position-based look and move method was selected to control the 4 DOF robotic arm. For this method, the Kinect camera was used for image processing. Kinect is a special camera which consists of both RGB and infrared camera. SURF algorithm was selected to detect a target object from the target scene using Kinect RGB camera. 3-D target object localization was calculated using Kinect infrared camera with the point cloud. The obtained target object’s location is according to the camera and transformed according to the robotic arm base. Using inverse kinematics, desired joint angles were calculated according to the object position. Therefore, the robot is provided to make the desired motion and grasping the object by using gripper. Real-time implementation of the proposed method is carried out using Matlab-Simulink.

1. Introduction
Robotics is one of the most important topics of today's engineering in Industry 4.0. Because today, robots are used in a wide area from robotic arms to humanoid robots. Various cameras are used in studies on robotic arms. These cameras act as sensors for the robotic arm. The data obtained from the cameras with image processing techniques are used in the control of the robot arm. Control of the robotic arms using the data obtained from the cameras is called Visual Servoing. It is divided into four main groups [1]. Visual servo control consists of two parts: image processing and robot control. In the image processing section, the desired data is obtained from the image space. In the control part, the robot is controlled by using this data. There are many studies on image processing techniques. The purpose of these studies is to detect the target object in the scene. Local feature detectors are used to extract the features in the image and are divided into four categories as edge, contour, corner, and region [2]. Speeded Up Robust Features (SURF) is one of the most powerful and popular image processing algorithms to detect targets [3]. It is a robust local feature detector and an improved version of the Scale Invariant Feature Transform (SIFT) algorithm [4]. There are many studies in the literature where the SIFT algorithm is used to control robotic arms [5-11]. SURF was inspired by the SIFT algorithm. Its’ principles and steps are based on the SIFT. but SURF’s one of the main objectives is to make computational efficiency.
Randomly placed objects were handled using a 2D vision system used for image processing while 3D cad data is used for generating 3D coordinate. The algorithm is based on the pinhole camera model. Shaver handles were selected to recognize and was implemented using MATLAB [12].

Ali et al. used an H20 mobile robot that has dual arms where each arm consists of 6 revolute joints with 6-DOF and 2-DOF grippers for grasping and placing operation for labware. The robot has a Kinect v2 sensor for image processing. SURF algorithm was used to recognize the target object. By the way forward and inverse kinematics of arm were obtained to control robot [13].

Seib [14] et al. used GiGo service robot to grasp tasks. Gigo was built with a robotic arm and a Kinect camera to recognize the target object by using the SURF algorithm.

Suligoj et al. used a multiagent robot system which is composed of two Fanuc robots. One of these robots was equipped with a stereo camera while the other was guided for tracking, tooling, or handling operations. In the image processing stage, two methods were selected to find objects which are Hough method and SURF respectively [15].

Anh et al. aimed to grasp objects using a robotic arm with an eye in hand camera. For this purpose, Image-Based Visual Servoing was used to control the robotic arm. To identify the target object SURF algorithm was selected [16].

Hofer et al. [17] proposed a Visual Servoing method to grasp objects. For this propose they used 7-DOF iARM robotic arm and RGB-D camera with a pan-tilt mechanism. In this set up to identify the object in the scenario SURF algorithm was used. Shalfan et al. [18] studied Image-Based Visual Servoing for 7-DOF robotic arm mounted on a wheelchair. SURF algorithm was selected for Visual Servoing for both eye-in-hand and eye-to-hand camera configuration. Many studies have been made about 7-DOF robotic arm with a wheelchair for disabled people [19-21].

Khusheef et al. [22] set up experiments including a 6-DOF robotic arm, low-cost camera, and conveyor belt system. An object placed on to the conveyor belt and detected using the SURF algorithm. After detecting the object, the robotic arm moved to grasp and relocate the object.

In this study, the Dynamic position-based look and move technique was selected to control the 4-DOF robotic arm with a Kinect camera.

2. Vision-based manipulation

Visual servo control is a control method that the camera uses to make the robot perform the desired motion. In this method, the camera is used as a sensor to obtain useful information for robot motion. In the literature, there are different visual servo structures. This structure consists of two main parts: Computer vision and robotic manipulation. In the computer vision part, the target object is detected in the scene using the SURF algorithm.

In the Computer vision part, the Kinect camera is used to determine its localization (x-y-z coordinate) using point cloud. In the robotic manipulation part, kinematic analysis (Forward-Inverse kinematics) is used to control and move the robot for the target object the general block diagram is given in figure 1.
2.1. Vision-based object detection

2.1.1. Object detection. In the literature, different image processing algorithms for detecting the object in the image space are available. In this study, SURF which is one of the most powerful and popular image processing algorithms to detect targets algorithm was selected. It is a robust local feature detector and an improved version of the SIFT algorithm. SURF was inspired by the SIFT algorithm. Its’ principles and steps are based on the SIFT but SURF’s one of the main objectives is to make computational efficiency [14]. It is a scale-invariant feature detector which means that it is not affected by scaling and rotation (scale and rotation invariant detector).

To detect Interest point, SURF is used on the Hessian matrix which is as follow:

\[ H = \begin{bmatrix} I_{xx}(x, \sigma_D) & I_{xy}(x, \sigma_D) \\ I_{xy}(x, \sigma_D) & I_{yy}(x, \sigma_D) \end{bmatrix} \]  

(1)

where \( I_{xx} \), \( I_{xy} \), and \( I_{yy} \) are second-order Gaussian smoothed image derivatives.

In equation 1, there are second-order derivatives. These derivatives make the computation complex and take a long time. To eliminate this complexity, SURF uses of integral images method to efficiently compute the Hessian matrix.

Integral images provide a quick calculation of a given rectangular area calculating the sum of pixel values as follow:

\[ I_G(x) = \sum_{i=0}^{x} \sum_{j=0}^{y} I(i, j) \]  

(2)

Using the integral image method, The Hessian matrix is roughly approximated.

SURF uses the Fast-Hessian detector based on the determinant of the Hessian matrix. This determinant is used to find the maximum and minimum points in the images taking the second-order derivative. The maximum determinant of this matrix represents the image regions (blob). Besides, scale and position are also found using the determinant of the Hessian matrix [7]. The determinants of the Hessian matrix are described below.

\[ |H(I(x, y))| = \left( \frac{\partial^2 I}{\partial x^2} \right)^2 - \left( \frac{\partial^2 I}{\partial x \partial y} \right)^2 \]  

(3)

The determinant of Hessian can be calculated using the estimated Gaussian as follows:

\[ |H_{approx}| = D_{xx}D_{yy} - 0.9D_{xy}^2 \]  

(4)

where \( D_{xx}, D_{yy}, D_{xy} \) are the second-order Gaussian derivate which is approximated based on box filters.

2.1.2. 3-D object localization. Kinect is a special camera system developed by Microsoft (Figure 2).

Figure 2. Kinect v1 Camera.

It consists of an infrared laser emitter, an infrared camera, and an RGB camera. The RGB camera is a classic camera that is based on three basic colors (red, green, and blue). The depth detection system (3D depth sensor camera) is formed by an IR camera and infrared projector. This structure was developed by PrimeSense. The IR laser emits structured infrared lights with a certain frequency. These IR lights hit the objects and create an observed pattern onto the scene. IR camera capture this observed pattern.
Therefore, a depth map containing the distance of an object in the scene to the camera can be extracted with these two components.

2.2. Forward and inverse kinematics of robotic arm
The details of the forward and inverse kinematics of a 4-DOF robotic arm given below have been presented in [23]. Brief information was given here.

The robotic arm is given in the Cartesian coordinate system in figure 3.

![Figure 3. The coordinate frame to each link.](image)

In figure 3 \( \alpha \) is the wrist-roll angle, \( x_{ee} \) is x coordinate of the end effector according to the base, \( y_{ee} \) is y coordinate of the end effector according to the base, \( z_{ee} \) is z coordinate of the end effector according to the base, \( v_{wr} \) is the vector of the wrist, \( v_{ee} \) is the vector of the end effector, \( \theta_1, \theta_2, \theta_3 \) and \( \theta_4 \) are the joint angles. Forward kinematics equations are obtained by the Denavit-Hartenberg (D-H) method. Table 1 is derived according to D-H parameters given below.

### Table 1. D-H Table of Robotic Arm.

| i | \( a_i \) | \( \alpha_i \) | \( d_i \) | \( \theta_i \) |
|---|---|---|---|---|
| 1 | 0 | 90° | 45 mm | \( \theta_1 \) |
| 2 | 150 mm | 0 | 0 | \( \theta_2 \) |
| 3 | 150 mm | 0 | 0 | \( \theta_3 \) |
| 4 | 90 mm | 0 | 0 | \( \theta_4 \) |

The transformation matrix from base to end-effector \( T_4^0 \) can be obtained as a product of matrices for every joint given in equations 5:

\[
T_4^0 = T_1^0 \cdot T_2^1 \cdot T_3^2 \cdot T_4^3 = \begin{bmatrix}
    n_x & a_x & a_x & p_x \\
    n_y & a_y & a_y & p_y \\
    n_z & a_z & a_z & p_z \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]  

(5)

where \( P (P_x, P_y, P_z) \) is the position vector of the end-effector and \( n, o \) and \( a \) are orthogonal unit vectors that define the orientation of the end-effector frame.

In equation 6-8, the Position coordinates of end-effector are given below:

\[
P_x = \cos(\theta_1)(a_2\cos(\theta_2) + a_3\cos(\theta_2 + \theta_3) + a_4\cos(\theta_2 + \theta_3 + \theta_4))
\]  

(6)
\[ P_y = \sin(\theta_1)(a_2 \cos(\theta_2) + a_3 \cos(\theta_2 + \theta_3) + a_4 \cos(\theta_2 + \theta_3 + \theta_4)) \]  
\[ P_z = d_1 + a_2 \sin(\theta_2) + a_3 \sin(\theta_2 + \theta_3) + a_4 \sin(\theta_2 + \theta_3 + \theta_4) \]  

In this study, the geometric approach is used to obtain the inverse kinematic equations of the robot. Using this method \( \theta_1, \theta_2, \theta_3, \) and \( \theta_4 \) were calculated as follow:

\[ \theta_1 = \arctan2(x_{ee}, y_{ee}) \]  
\[ \cos(\theta_3) = \frac{x_{wr}^2 + y_{wr}^2 - d_1^2 + (x_{wr} - d_1)^2 - a_2^2 - a_3^2}{2a_2a_3} = A \]  
\[ \sin \theta_3 = \sqrt{1 - A^2} \]  
\[ \theta_3 = \arctan2(A, \pm \sqrt{1 - A^2}) \]  
\[ \theta_2 = \arctan2(x_{wr}^2 + y_{wr}^2, d_1) - \arctan2(a_2 + a_3 \cos(\theta_3), a_3 \sin(\theta_3)) \]  
\[ \theta_4 = \frac{\pi}{2} - \alpha + \theta_1 - \theta_2 \]

3. Experiment and results
To implement the Dynamic position-based look and move algorithm, the experimental setup was obtained. The experimental setup consists of a robotic arm, Kinect camera, and computer (Figure 4). Matlab-Simulink software is used to develop the code.

Robotic Arm has 5 servo motor (Dynamixel AX-12A motor). Four of them are used for joint motion while the other servo motor is used for gripper (Figure 5).

The main propose of this study is that detect the object which was selected before. To detect the object, SURF which was an image processing algorithm was used. To control the robot, the kinematics of the robot was used.

The steps of the algorithm are
1- Select and upload the object.
2- Run the SURF to extract the feature points
3- Find the strongest feature points
4- Run the Kinect camera to obtain the image scene
5- Match the feature points from the target object and target image scene
6- Find the target object
7- Calculate the center point of the target object
8- Obtain the point cloud using the Kinect 3D depth camera
9- Use the target object’s center coordinates to calculate the position coordinates of the target point
10- Transfer these coordinates to the robot base coordinates
11- Calculate joint angle using Inverse Kinematics according to these coordinates
12- Stop the algorithm until the joint angle errors below 0.01°.

For experiments, a patterned cup was selected for the target object. This object was photographed and uploaded to the computer database (Figure 6).

The first step of the SURF algorithm is to obtain feature points on the target object image in the database. The feature points obtained from the target object are given in figure 7.

![Figure 6. Target object](image1)
![Figure 7. The strongest feature of the target object](image2)

Different objects were placed in the target image scene together with the target object. The target image scene was obtained using the Kinect RGB camera.

The strongest feature points were found in the target image scene by SURF (Figure 8).

Feature points obtained from the target object and target image scene were compared and similar ones have been matched (Figure 9).

Using the M-estimator Sample Consensus (MSAC) algorithm, it eliminates point which does not belong to the target object (Figure 10).

![Figure 8. The strongest feature of the target image](image3)
![Figure 9. Matching similar points](image4)
![Figure 10. Elimination of unrelated point](image5)
After eliminating the unrelated point, the remaining points belong to the target object which was taken into the frame (Figure 11).

![Figure 11. Assigning frame of the target object](image)

Using this frame’s corner points, the center point of the target object is calculated as follows and the center and points are showed in Figure 12:

$$O_x = A_x + \frac{D_x - A_x}{2}$$

$$O_y = A_y + \frac{D_y - A_y}{2}$$

where $O_x$ and $O_y$ are the center point of objects and A, B, C and D are frame’s corner points.

After finding the center, the point cloud is obtained by using the Kinect 3D depth camera (Figure 13). A point cloud is a set of data points which are the x-y-z distance of the object in space. The center of the target is addressed the x-y coordinates. After having the 3D point cloud, using these addresses, the position coordinates of the object on the target scene were obtained.

The position coordinates of the target point were calculated using point cloud data with the target object’s center coordinates. These target object’s coordinates belong to the center of the camera. However, the position of the target object relative to the robotic arm is required. The relation between the camera center and the robotic arm’s base was given in figure 14.

![Figure 13. Point clouds of objects](image)
In Figure 14, R is coordinate of the robot arm’s base, K is the center coordinate of Kinect, O is the center of the object. and this position was calculated as follow:

\[
\begin{align*}
\mathbf{P}_R^x &= \mathbf{P}_K^x + 25 \\
\mathbf{P}_R^y &= \mathbf{P}_K^y - 75 \\
\mathbf{P}_R^z &= 4 - \mathbf{P}_K^y
\end{align*}
\] (17-19)

where \( \mathbf{P}_R \) is the Cartesian position of an object according to robot arm’s base and \( \mathbf{P}_K \) is the Cartesian position of an object according to Kinect camera.

Using equation 17-19, the position of the target object relative to the robot’s base has been determined. With these positions, the angle values required for the motion of the robot were calculated using Inverse Kinematics. Thus target joint angles were calculated. The robotic arm has servo motors in each joint. These servo motors have their joint angle controller. Using these angle values, the robot was moved. The robotic arm motion lasted until the angles errors were below 0.01°. After reaching the target error, the robotic arm stops to move and captured the object with its gripper (Figure 15).

Figure 15. Move and grasp the target object
4. Conclusion
In this paper, Vison Based Robot Manipulation was implemented. 4 DOF low-cost robotic arm and Kinect camera were used for experiments. To detect the target object in the scene, the SURF algorithm was practiced with a Kinect RGB camera. The localization of the target object was found using Kinect infrared camera with the point cloud. Each joint angle was calculated using this position with Inverse kinematics. After finding the joint angles, the robotic arm was moved, and the object was grasped by the robot’s gripper. The first problem of this study is the intensity of light. SURF algorithm is an image processing technique that was dependent on the intensity of light. The light intensity needs to be adjusted well to detect the target object. The second problem was the selection of the target object. The object should contain a pattern. Photographing the target object with a Kinect camera gives better results in detecting the object. The third motor of the Robotic Arm has a narrow workspace because of the mechanical limitation. Therefore, the workspace of the robotic arm has also been significantly reduced. In the future research ideas as below:

- Detecting moving objects and grasping by the gripper.
- Providing a wider workspace and designing trajectory planning for the robot.
- Assigning position of gripper according to the target object using 6 DOF robot.
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