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Abstract

Social media has become an essential channel for posting disaster-related information, which provide governments and relief agencies real-time data for better disaster management. However, research in this field has not received sufficient attention and extracting useful information is still challenging. This paper aims to improve disaster relief efficiency via mining and analyzing social media data like public attitudes towards disaster response and public demands for targeted relief supplies during different types of disasters. We focus on different natural disasters based on properties such as types, durations, and damages, which contains a total of 41,993 tweets. In this paper, public perception is assessed qualitatively by manually classified tweets, which contain information like the demand for targeted relief supplies, satisfactions of disaster response, and public fear. Public attitudes to natural disasters are studied via a quantitative analysis using eight machine learning models. To better provide decision-makers with the appropriate model, the comparison of machine learning models based on computational time and prediction accuracy is conducted. The change of public opinion during different natural disasters and the evolution of people's behavior of using social media for disaster relief in the face of the identical type of natural disasters as Twitter continues to evolve are studied. The results in this paper demonstrate the feasibility and validation of the proposed research approach and provide relief agencies with insights into better disaster management.

Keywords: sentiment analysis, disaster response, big data analytics, machine learning, social media, twitter

1 Introduction

Within the decade, social media platforms, such as Facebook, Twitter, Instagram, Tumblr, LinkedIn, Reddit, Snapchat, and WeChat, have expanded on a global scale. Through virtual networks and groups people share their interests, opinions, attitudes, and other information via instantaneous communication (Martí et al. 2018). The emergence of these social media has spawned the user-generated content platform, which not only provides us opportunities to develop a computational technique for social media mining but also finds an original way for social science research (Lindsay 2012). Big data created from social media like Twitter has made a prominent position in almost all industries and sectors from individuals to government stakeholders, nongovernment institutions, private businesses, volunteering organizations, and so on. Nowadays, there has been a spurt of interest in the role of social media data and sentiment analysis in disaster response, since several natural disasters have struck across the globe every year, causing large-scale suffering and economic losses to the public (Beigi et al. 2016). In 2017 for instance, when Hurricane Harvey hit the Gulf of Mexico, thousands of national guard troops, police officers, and rescue workers helped the victims through messages posted on social media platforms asking for disaster relief (Li et al. 2019). The systematic use of social media can be beneficial for emergency management by receiving victim requests for assistance, monitoring user activities, and updating the public situational awareness among others (Lindsay 2012).

Administrators can propose corresponding strategies based on learning and analyzing sentimental data, including public interests, opinions, and attitudes. For instance, Ranasinghe and Halgamuge (2020) studied the user behavior on cryptocurrencies via using the Twitter sentiment analysis for better trading decisions. Shabaz and Garg (2020) clustered Yelp’s sentimental data for estimating the quality of stores. Shibuya and Tanaka (2018) considered the different characteristics of online communication posted by citizens after a large-scale disaster. However, it is a formidable task for a human reader to find the sentimental data hidden in the updated continuously and massive quantity of social media information. Consequently, automated sentiment discovery and summarization systems are needed. Sentiment analysis, sometimes also called opinion mining, grows out of this need. It is a popular subdiscipline of the broader field of Natural Language Processing (NLP), which is concerned with the classification of texts based on the expressed opinions or sentiments of the authors regarding a particular topic (Pang and Lee 2008). Advantages such as saving capital expenditures (e.g., time, money, and labor), tracking more people satisfactions, and identifying
vital sentimental triggers making sentiment analysis one of the hottest topics for machine learning, especially in the field of NLP worldwide. However, machine learning models are usually domain-specific (Liu 2012; Wu et al. 2017). In other words, machine learning models do not work well on topics or text genres that are different. To solve the domain-specific feature, domain adaptation methods are needed (Alam et al. 2018; Glorot et al. 2011; Pan and Yang 2010). Domain adaptation uses the labeled data in the source domain and the unlabeled data in the target domain to train classifiers. As existing research rarely focused on disaster-related studies, one primary goal of this paper is to examine machine learning classifiers for natural disasters.

Social media such as Twitter have improved the crisis management due to the proliferation of the Internet and mobile technology (Lindsay 2012). Such resources offer a two-way communication platform for retrieving and disseminating disaster-related information (Haworth 2016). During a disaster, people can find useful information, provide first-hand reports of disasters, and seek help from governments via social media platforms (Nagy and Stamberger 2012; Neppalli 2017; Wang and Taylor 2018). First responders and relief agencies can identify the immediate needs of the affected population so that emergencies can be confirmed, and relief resources and actions can be allocated accordingly (Caragea et al. 2014; Kryvasheyeu et al. 2016). While social media is a promising resource for disaster management, it is still challenging to use these online platforms to identify information for decision making. The vast amount of data contains a wealth of unwanted information, which can be overwhelming and confusing for anyone trying to retrieve critical disaster-related information. These data characteristics also require high-performance extraction and analysis methods (Nazer et al. 2017; Olteanu et al 2015). Motivated by mining more significant information for disaster response, this paper not only conducts sentiment analysis, but also explores the weights of positive and negative sentimental data, the need for different relief supplies, and the time pattern of sending tweets regarding different types of natural disaster or the same type of nature disaster over time. Accordingly, the purpose of this research is to analyze people’s sentimental characteristics during natural disasters by predicting opinioned texts so relief agencies, emergency managers, and government officers can provide targeted assistance based on public attitudes. Natural disasters act as a triggering factor for the spread of feeling and emotions through the internet, allowing for vast amounts of sentimental data to be collected. Social media data in disaster response can also aid in data analytics and information communication by detecting early warning messages, updating the disaster-related data, and monitoring the information sent by the public. Moreover, social media data contain many critical details, such as the essential relief supplies that the victims lack, the satisfaction that people feel, and the fear that the communities may have. Social media data analytics promises to be an emerging research approach to mitigate the devastation of natural disasters and can improve the effectiveness of disaster response, which is beneficial for humanitarian organizations, the government, as well as the general public.

The contributions of this paper are fourfold. First, we implement eight machine learning models in classifying public sentiment concerning disaster-related social media data and compare the efficiency of different machine learning based on both computational time and prediction accuracy. As the machine learning model has the domain-specific feature (Liu 2012; Wu et al. 2017), we make a comparison of these machine learning models via performance metrics such as confusion matrix and receiver operating characteristic (ROC) graph, which can help us analyze imbalanced datasets and improve classification accuracy. Second, we focus on analyzing social media data that contains public attitudes toward disaster response, especially essential supplies (e.g., food, housing, transportation, and medical supplies) that are in need and prioritized for victims. Compared with the existing research, which merely targets general positive or negative attitudes to natural disasters, a less generalized focus allows this research to have more practical implications. For instance, specific relief strategies and suggestions can be provided to both humanitarian organizations and victims according to our research focus. Third, we conduct this research from two perspectives for a comprehensive understanding of public opinion on disaster response. On the one hand, we explore public views on different types of natural disasters, including attitudes towards disaster response, demands for essential relief supplies, and the number of tweets posted online. On the other hand, this research concentrates on the change of public opinion on hurricanes, specifically because they are one of the most common and deadliest natural disasters in the United States. The thorough research can help the first responders to extend their horizons and serve the general public in a better way. Lastly, we create a natural disaster dataset with sentiment labels, which contains 41,993 Twitter data points about natural disasters in the United States (Meng and Dong 2020). Based on the motivation of taking full advantage of the potential of social media data and saving capital expenditures, this dataset provides decision-makers like relief agencies, emergency managers, and government officers with an opportunity for future research.

The rest of this paper is organized as follows. Section 2 reviews relevant literature about social media and sentiment analysis in disaster response. Section 3 presents the description of the disaster-related dataset, including data...
collection. Section 4 demonstrates the quantitative analysis of the collected Twitter data. Section 5 explains the process of sentiment analysis, containing data preprocessing, training of machine learning models, evaluation of machine learning models, cross-validation and hyperparameter tuning, and prediction. Moreover, a set of case studies are discussed from the perspective of performance metrics like confusion matrix and ROC graph. Finally, conclusions are made in Section 6.

2. Literature review
2.1 Use of social media in disaster response
Social media has turned the web into a vast repository of data on many topics, which generates a potential source of information for science research (Barrinca and Treleaven 2014). In recent decades, social media has become a crucial information platform during natural disasters. Applications of social media in disaster response can be categorized into domains like disaster trajectory detection (Crooks et al. 2013; Earle et al. 2012), situational awareness (De et al. 2015; Power et al. 2014; Yin et al. 2012), information sharing (Li et al. 2018; Smith et al. 2017), and network performance evaluation (Kryvasheyeu et al. 2016; Wang and Taylor 2018). This paper focuses on situational awareness and information sharing, which are critical for improving disaster response. Situational awareness is identifying, processing, and comprehending essential elements of an incident or situation to provide useful insight into time and safety situations (Lindsay 2012; Ragini et al. 2018). It can assist first responders in assessing the number of damage and victims’ needs. Information sharing is how people behave and share information on social media regarding various topics like natural disasters (Caragea et al. 2014; Kryvasheyeu et al. 2016). It can provide victims with a channel for communication (Nagy and Stamberger 2012; Neppalli 2017; Wang and Taylor 2018). Both situational awareness and information sharing are used for accelerating disaster response and alleviating devastations in natural disasters.

When Hurricane Katrina slammed the U.S. in 2005, people have not yet applied social media to natural disaster relief since Twitter did not exist, and Facebook was in its formative stage (Beigi et al. 2016). A few years later, a growing number of people started using Twitter, Facebook, Flicker, blogs, and YouTube to post their experience in the form of texts, photos, and videos during the Haiti earthquake on January 2010, resulting in 8 million U.S. dollars in donations to the Red Cross (Gao et al. 2011), and since then social media data has playing an increasing important role in disaster management. For example, Hughes et al. (2014) studied online public communications by police and fire services during the 2012 Hurricane Sandy and found it is important to consider online communication in future emergency management. Social media data has been used for warning individuals of emergency information and raising disaster relief funds for humanitarian organizations and governments in disasters including Hurricane Irene (Mandel et al. 2012), Genoa flooding (Buscaldi and Hernández-Farias 2015), and Ebola outbreak (Odllum and Yoon 2015). These studies successfully assisted humanitarian organizations in tracking, analyzing, and monitoring social media data related to disaster response (Calderon et al. 2014). Besides, Wang and Zhuang (2018) analyzed the rumor awareness and response behaviors of Twitter users during natural disasters. Lee et al. (2019) described the relationship among the precipitation deficit, the standardized precipitation index, the agricultural reservoir water storage deficit index, and news media data from agricultural drought-related news to evaluate the effectiveness of agricultural risk management using social media. Beigi et al. (2016) performed lexicon-based sentiment analysis of tweets posted on Twitter during the disastrous Hurricane Sandy and visualized online users’ sentiments on a geographical map centered around the hurricane. Gabrielle et al. (2020) found social media may be a unique way to detect dietary patterns and help inform public health social media campaigns to advise people about stocking up on healthy, non-perishable foods ahead of natural disasters.

However, these studies generally focus on researching a specific natural disaster, rather than analyzing the change of people’s opinions on different types of disasters. Moreover, they ignored the characteristic of public attitudes changing with time series when facing an identical natural disaster. This research attempt to fill these gaps.

2.2 Applications of sentiment analysis in disaster response
Sentiment analysis is the field of study that analyzes people’s opinions, sentiments, and attitudes towards entities such as products, services, and individuals (Liu 2012; Pang and Lee 2014; Pak and Paroubek 2010). There are many studies on the impact of public opinion based on social media for various purposes, such as extracting political orientation (Ansari et al. 2020; Liu et al. 2016; Liu and Lei 2018), predicting markets’ developing trends (Song et al. 2019; Si 2015; Vuong and Suzuki 2020), and utilizing artificial intelligence applications (Imran et al. 2014). In recent years, a great deal of researchers has conducted research about sentiment analysis. Some researchers focused on applications of sentiment analysis. Gadekallu et al. (2019) devised an aspect-oriented scheme that analyzes the textual reviews of
a movie and assigned it a sentiment label on each aspect. Emotion vocabulary has been studied in various disciplines, such as psychology, linguistics, and computational linguistics by a research (Chen et al. 2018).

While others concentrated on developing sentiment analysis methods. For example, Zhao and Gui (2017) discussed the effects of text pre-processing method on sentiment classification performance in two types of classification tasks and summed up the classification performances of six pre-processing methods using two feature models and four classifiers on five Twitter datasets. A study (Agarwal et al. 2011) examined sentiment analysis on Twitter data and explored the use of a tree kernel to obviate the need for tedious feature engineering. Bing and Liang (2014) built a topic-based sentiment mixture model with topic-specific data in a semi-supervised training framework. Hatzivassiloglou et al. (2000) explored the benefits that some lexical features of adjectives offer for the prediction of a contextual sentence-level feature. Kennedy and Inkpen (2006) used a classifier model in simulating the effect of linguistic context. Sentiment analysis has been studied for more than two decades, with the accuracy and complexity of the methods increasing over time. One of the most common ways to analyze sentiment is the lexicon-based method (Hamilton et al. 2016; Kiritchenko et al. 2014), which utilizes a dictionary of pre-tagged words. To be more specific, each word in a text is compared against the dictionary with a polarity score, and its polarity value is added to the total polarity score of the text. Generally, if the total polarity score of a text is positive, then that text is classified as positive; otherwise, it is classified as negative (Annett 2008). Although naïve in nature, many variants of this lexicon-based method have been reported to perform better than chance.

With machine learning and big data analytics becoming popular, researchers continue to update research methods for better performance. The machine learning based sentiment analysis method has been developed (Tang et al. 2014; To et al. 2017). Since in general, supervised machine learning techniques perform better than the unsupervised machine learning techniques (Pan and Yang, 2010), this research utilized supervised machine learning models to accomplish classification tasks. To be more specific, a series of feature vectors are chosen, and a collection of labeled data is provided for training a classifier, which can then be applied to an unlabeled text. Bai and Yu (2016) proposed a structured machine learning method to detect potential incidents implicated by victims’ negative emotions in the post-disaster situation. Ragini et al. (2018) proposed a methodology to visualize and analyze the sentiments of people affected by the disaster. Wang and Taylor (2020) developed a data-driven understanding of disaster dynamics in urban areas via Twitter data. Previous studies indicated the Naive Bayes algorithm and Support Vector Machines (SVM) algorithm are the most commonly employed classification techniques. The reported classification accuracy ranges between 63% and 82%, but these results are dependent upon the selected features.

Because sentiment analysis is usually domain-specific, our research compares the performance of different supervised machine learning models based on the characteristics of natural disaster dataset. Also, we will analyze the cause of this phenomenon.

3. Research methodology
The framework and approach used is this paper is schematically depicted in Fig. 1, which mainly contains four parts: identifying natural disasters, collecting raw data, preprocessing and analyzing disaster-relevant data qualitatively, implementing sentiment analysis via machine learning models. In this manner, this framework seeks to mine important information of social media data and explore how to take advantage of social media data for crisis management and disaster response.

![Fig. 1 The framework of this study](image)

3.1 Selection of natural disasters
Since the U.S. is frequently hit by various natural disasters, this paper studies the most destructive types of natural disasters over a decade based on Wikipedia statistics. We first select five different types of natural disasters that include a Tornado that occurred in April 2011, a series of floods that happened in September 2013, a Blizzard in January 2016, Hurricane Harvey in August 2017, and a set of wildfires which occurred in August 2018. We then focus on a specific type of disaster – hurricane because it is one of the most common and costly disasters in the United States. To be more precise, we selected Hurricane Sandy (October 2012), Hurricane Matthew (September 2016), Hurricane
Harvey (August 2017), Hurricane Michael (October 2018), and Hurricane Dorian (August 2019). Details obtained from Wikipedia, such as duration of disasters, economic loss, and fatality, are listed in Table 1 as follows.

### Table 1 Details of natural disasters

| Disaster        | Duration                  | Economic Loss ($ billion) | Fatality |
|-----------------|---------------------------|---------------------------|----------|
| Tornado         | 04/25/2011 – 04/28/2011   | 11                        | 324      |
| Hurricane Sandy | 10/22/2012 – 11/02/2012   | 68.7                      | 233      |
| Floods          | 09/09/2013 – 12/31/2013   | 1                         | 8        |
| Blizzard        | 01/22/2016 – 01/24/2016   | 3                         | 55       |
| Hurricane Matthew | 09/28/2016 – 10/10/2016  | 16.4                      | 603      |
| Hurricane Harvey | 08/17/2017 – 09/02/2017   | 125                       | 107      |
| Wildfires       | 08/06/2018 – 11/08/2018   | 3.5                       | 103      |
| Hurricane Michael | 10/07/2018 – 10/16/2018  | 25.1                      | 74       |
| Hurricane Dorian | 08/24/2019 – 09/10/2019  | 4.68                      | 84       |

### 3.2 Data collection

In this research, Twitter was chosen as the primary sentiment analysis object, as Twitter is a popular microblog that has 140 million active users posting more than 400 million tweets every day. A total of 41,993 valid tweets have been collected for these natural disasters. TwitterScraper was used to retrieve the content of Twitter in this research. The keywords that are used to collect these data are combinations of natural disasters and essential needs. The data was collected in the specified time frame, which is extended by one week before and after the duration of each natural disaster. Examples of keywords and time frames used for data collection are listed in Table 2 as follows.

### Table 2 Examples of keywords used for data collection

| Disaster        | Keyword                                                                 | Time Frame                  |
|-----------------|-------------------------------------------------------------------------|-----------------------------|
| Tornado         | tornado + housing/transportation/food/medical supplies                   | 04/18/2011 - 05/05/2011     |
| Hurricane Sandy | hurricane sandy + housing/transportation/food/medical supplies           | 10/15/2012 - 11/09/2012     |
| Floods          | floods + housing/transportation/food/medical supplies                    | 09/02/2013 - 01/07/2014     |
| Blizzard        | blizzard + housing/transportation/food/medical supplies                  | 01/15/2016 - 01/31/2016     |
| Hurricane Matthew | hurricane matthew + housing/transportation/food/medical supplies       | 09/21/2016 - 10/17/2016     |
| Hurricane Harvey | hurricane Harvey + housing/transportation/food/medical supplies        | 08/10/2017 - 09/09/2017     |
| Wildfires       | wildfires + housing/transportation/food/medical supplies               | 07/31/2018 - 11/15/2018     |
| Hurricane Michael | hurricane michael + housing/transportation/food/medical supplies     | 09/30/2018 - 10/23/2018     |
| Hurricane Dorian | hurricane dorian + housing/transportation/food/medical supplies   | 08/17/2019 - 09/17/2019     |

### 3.3 Qualitative analysis

After data collection, this paper redefines the categorization of positive and negative sentiments based on the performance of government and relief agencies’ disasters response. Based on the manual classification of sentimental tweets, a qualitative analysis is presented to demonstrate that analyzing social media data is useful for better disaster management.

### 3.4 Sentiment analysis

A quantitative analysis is conducted to provide decision-makers with an automatic tool for studying disaster-relevant social media data and solving the research problem. To be more specific, this paper implements eight machine learning models in classifying public sentiment concerning disaster-relevant social media data and comparing the efficiency of different machine learning based on both computational time and prediction accuracy. Results of this research allow emergency response managers to timely identify victims’ demand and appropriately distribute relief supplies, which improves disaster relief efficiency.

### 4 A qualitative analysis of sentimental tweets
4.1 Determination of sentimental data
The determination of positive and negative sentiment will widely differ based on the subject and perspective. For the research problem in this paper, we only study positive and negative attitudes. We define the categorization of positive and negative sentiments based on the performance of government and relief agencies’ disasters response. To be more specific, tweets containing information that governments or relief agencies make a positive impact on the disaster response are considered positive sentiments, otherwise are considered as negative sentiments. Our categorization can be more meaningful than just calibrating positive and negative feelings about the natural disaster itself. Table 3 presents some examples of sentimental labels. The positive attitude is assigned the label of 0, while the negative attitude is assigned the label of 1.

Table 3 Examples of sentimental labels

| Label | Tweet |
|-------|-------|
| Positive | (1) “I am so happy that the Red Cross offers shelters for us”
|         | (2) “Uber offers free rides to tornado victims staying in shelters” |
| Negative | (1) “Stores are empty like no food anywhere”
|          | (2) “Why the governor has not given any evacuation instructions?” |

4.2 Analysis for different types of natural disasters
First, we have collected a total of 23,237 tweets for different types of natural disasters, of which Hurricane Harvey in 2017 has the most substantial proportion (32%), followed by Wildfires in 2018 (20%), Blizzard in 2016 (17%), Floods in 2013 (16%) and Tornado in 2011 (15%). Although the number of positive or negative sentiment in a disaster is affected by lots of factors, such as disaster severity, disaster type, and public vulnerability, we find that the proportion of negative tweets is higher than positive’s regarding different natural disasters. Besides, if governments and rescue agencies issue warnings in advance, efficiently extricating people stranded by a disaster or providing sufficient essential supplies for victims, more positive sentiments would be collected on social media platforms. However, the proportion of negative sentiments outweighed the proportion of positive sentiments in all the natural disasters we studied, which indicates that the government and disaster relief agencies need to improve their disaster management and policies in general.

![The proportion of tweets for different natural disasters](image)

Fig. 2 The proportion of tweets in different natural disasters
Second, we compare the number of tweets regarding different essential needs to explore public opinion further. We find that essential needs, which the general care most about, change in various natural disasters. For example, Fig. 3 illustrate that people conveyed their most concerns on housing, transportation, and food when the Tornado, Floods, and Hurricane Harvey happened, respectively. Therefore, humanitarian organizations should prepare appropriate rescue plans and essential relief supplies for these different situations. Meanwhile, we find transportation is the most
emergent need in these relief supplies, which indicates that individuals need evacuation from the area that contains an ongoing threat to lives and property. Therefore, transportation sectors in the United States should pay more attention to traffic planning during emergency relief.

Fig. 3 The proportion of tweets regarding different essential supplies

Third, we conduct an in-depth analysis of public attitudes about different essential needs. We find that although the public has negative attitudes towards all these necessary relief supplies, the share of negative views is different. For example, the public has the largest share of negative attitudes on transportation for a 2011 Tornado, medical supplies for Hurricane Matthew in 2016, and food for Hurricane Harvey in 2017. It can be seen that people have disparate levels of essential needs when natural disasters happen, so relief organizations should provide corresponding plans to natural disasters for a reasonable and efficient action of disaster response. Fig. 4 (a) – (e) present the details helping us provide targeted assistance for victims.

(a) 2011 Tornado

(b) 2013 Floods
Lastly, we focus on studying the number of people and timing in which they publish their sentimental tweets on Twitter. To ensure data integrity, we not only examined changes in the number of tweets sent by people during a natural disaster (the red line in the figure below) but also focused on changes in the number of tweets before and after the disaster (the blue line in the figure below). Fig. 5 (a) – (e) depict that people have various trends for posting their tweets. For example, the public is likely to post tweets during the natural disasters such as the Tornado in 2011 and the Blizzard in 2016. However, people are intended to share their opinions after the period of the disaster for Wildfires in 2018. We assume this phenomenon is related to the attributes of different natural disasters. The public can have more time for disaster preparedness if natural disasters can be forecast (e.g., tornado, hurricane, and blizzard), and they will post their attitudes during the duration of disasters. In contrast, when people facing unpredictable hazards (e.g., wildfires and floods), they have the most concern about evacuating the hazardous area, and they are intended to convey their opinions later on.
4.3 Analysis for the identical type of disaster

In this section, we will study the same type of natural disaster that focuses on a time series analysis, and they are five hurricanes occurred in the United States. This research has collected a total of 26,579 tweets for these hurricanes, among which the Hurricane Harvey has the most substantial proportion (29%), followed by Hurricane Dorian (27%), Hurricane Matthew (20%), Hurricane Michael (16%) and Hurricane Sandy (8%). The proportion of positive and negative tweets obtained from Twitter are shown in Fig. 6. We find that the percentage of negative sentiments is higher than the rate of positive sentiments in the same type of natural disaster. (It is also consistent with previous results from studies of different kinds of natural disasters). Thus, it is possible to demonstrate that the conclusions we previously reached are earlier are vailed - the government and disaster relief agencies need to improve their disaster management and policies.

Fig. 5 The number of tweets in different natural disasters

Fig. 6 The proportion of tweets for Hurricanes

Fig. 6 illustrates that although we study the same type of natural disaster (i.e., hurricane), people also have different essential needs. For example, at the time of Hurricane Sandy, people cared more about housing. But when Hurricane Matthew happened, transportation was the primary concern. The supply relief that people were most concerned about is food at the time of Hurricane Michael. Fig. 7 shows that even when facing the same type of natural disaster, the essential needs of people can be different.
Fig. 7 Proportion of tweets regarding different essential needs

Fig. 8 (a) – (e) presents that the proportion of positive attitudes towards essential relief supplies has increased over the years. Despite fluctuations in the percentage of positive sentiment, the overall trend is upwards. Except for 2016 Hurricane Matthew, sentiment towards medical supplies remained positive by more than 40%. People’s sentiments about transportation have increased over time from a small proportion of positive sentiments to half of the positive sentiments. And people’s positive sentiment about housing and food have not changed dramatically. It can seem that the effectiveness of disaster response has improved year by year. Thus, first responders should continue to draw on their experiences from past natural disasters to make better disaster management.
Fig. 8 Public attitudes towards essential relief supplies

Fig. 9 demonstrates that people are intended to post their attitudes at different times. As we can see from Fig. 9, people are used to posting tweets in the middle and latter stages of the disaster when facing a natural disaster like a hurricane. Since hurricane is a more common natural disaster in the U.S. and governments usually issue evacuation warning or release disaster relief policies in anticipation of its arrival, people have adequate supplies in the run-up to such natural disasters. Besides, people may be too busy to prepare for an evacuation to update their social media in the first place. Therefore, at this point, researchers can obtain public opinions after a hurricane happens. A real-time data analysis platform can be built to make it easier for the public to exchange information and promote disaster response to relief goods.
5. A quantitative analysis using machine learning models
The quantitative analysis of the previous section is based on sentimental data that have been manually labeled. It took two members of our team nearly two months to complete the manual calibration of the 41,993 sentimental data. As this paper mentioned before, however, it is a formidable task for a human to find the sentimental data hidden in the updated continuously and massive quantity of social media information. Besides, disaster management is a time-sensitive process. It requires governments and disaster responders to analyze the feeling and need for victims quickly. Therefore, people need a machine learning approach to improve the efficiency of the analysis. In this section, machine learning models for sentiment analysis are explored for better disaster management.

The procedures for implementing machine learning models for sentiment analysis in this paper consist of five tasks: data collection, data preprocessing, learning, evaluation, and prediction. Data collection has been introduced in the previous section, and we will present the remaining tasks in this section. Fig. 10 shows the workflow for developing machine learning models for sentiment analysis.

5.1 Data preprocessing
5.1.1 Data cleaning
The quality of the dataset affects how well a machine learning model can learn significantly. Therefore, we must make sure to examine and preprocess a dataset before we feed it to a learning model. In general, the raw Twitter data contains HTML markup as well as punctuation and other special characters. For simplicity, this research removes all punctuation marks, weblinks, and useless information in the raw Twitter data. To accomplish this task, we will use Python’s regular expression (regex) library. Then we need to split the raw tweet into individual words for further data preprocessing, such as modifying individual words to their root forms, converting the letters of each word to
lowercases, and removing stop-words. Stop-words are those words that are extremely common in all sorts of texts and probably bear no useful information that can be used to distinguish between different classes of documents. Examples of stop-words are “is”, “and”, “has”, and “like”. The Natural Language Toolkit (NLTK) is a powerful package for python to implement cleaning, which is used in this research to accomplish the data preprocessing task.

5.1.2 Feature vector

We have to convert categorical data, such as text or words, into a numerical form before we can pass it on to a machine learning model. In this research, we use a useful technique called term frequency-inverse document frequency (tf-idf) that can be used to transform words into feature vectors. The tf-idf can be defined as a product of the term frequency and the inverse document frequency:

\[
\text{tf-idf}(t, d) = \text{tf}(t, d) \times \text{idf}(t, d)
\]

where \( \text{tf}(t, d) \) is the term frequency, which indicates the number of times that a term \( t \) occurs in a document \( d \). \( \text{idf}(t, d) \) is the inverse document frequency and can be calculated as follows:

\[
\text{idf}(t, d) = \log \frac{n_d}{1 + df(d, t)}
\]

where \( n_d \) is the total number of documents, and \( df(d, t) \) is the number of documents \( d \) that contain the term \( t \). Note that adding the constant 1 to the denominator is optimal and it serves the purpose of assigning a non-zero value to terms that occur in all training samples. The log is used to ensure that low document frequencies are not given too much weight.

5.2 Learning

Machine learning algorithms include supervised learning, unsupervised learning, and reinforcement learning. Supervised learning learns by using labelled data, which deals with regression (cluster continuous data) and classification (predict a discrete value) problems. This algorithm aims to calculate outcomes, including risk evaluation, forecast sales, and predict the trend. Unsupervised learning trains using unlabeled data without any guidance, which deals with association and clustering. Discovering underlying patterns is unsupervised learning’s target. Applications of this algorithm include recommendations system and anomaly detection. Reinforcement learning is neither based on supervised learning nor unsupervised learning. It works on interacting with the environment and aiming at learning a series of actions. Self-driving cars, gaming, and healthcare system’s development are supported by the reinforcement learning.

Supervised learning is used since all the machine learning models in this paper learns by discrete labelled data. Also, the purpose of this paper is to explore the possible role of social media in natural disaster relief by predicting users’ positive and negative sentiments, which belongs to classification problem. To compare the performance of different machine learning models, we use eight common and popular models to classify the natural disasters datasets into positive and negative attitudes. These machine learning models include Logistic Regression (LR), Naïve Bayes (NB), Decision Tree (DT), Support Vector Machine (SVM), KNeighbor (KNN), Random Forests (RF), Adaboost, and Multiple Neutral Network (MNN). Fig 4 shows the advantages and disadvantages of the different models.

|               | Advantages                                                                 | Disadvantages                                                                 |
|---------------|-----------------------------------------------------------------------------|-------------------------------------------------------------------------------|
| NB            | (1) They are easy to implement and can scale with the dataset.              | (1) Due to their sheer simplicity, NB models are often beaten by models properly trained and tuned using the previous algorithms listed. |
|               | (2) Outputs have a nice probabilistic interpretation.                       |                                                                               |
|               | (3) The algorithm can be regularized to avoid overfitting.                  |                                                                               |
|               | (4) They can be updated easily with new data using stochastic gradient descent. |                                                                               |
| LR            | (1) LR tends to underperform when there are multiple or non-linear decision boundaries. | (2) They are not flexible enough to naturally capture more complex relationships. |
| Model | Advantages | Disadvantages |
|-------|------------|---------------|
| DT    | (1) Requires little data preparation.  
(2) The cost of using the tree (i.e., predicting data) is logarithmic in the number of data points used to train the tree.  
(3) Able to handle both numerical and categorical data. | (1) Decision trees can be unstable because small variations in the data might result in a completely different tree being generated.  
(2) The problem of learning an optimal decision tree is known to be NP-complete under several aspects of optimality and even for simple concepts. |
| SVM   | (1) Effective in high dimensional spaces.  
(2) Still effective in cases where number of dimensions is greater than the number of samples.  
(3) Uses a subset of training points in the decision function (called support vectors), so it is also memory efficient. | (1) If the number of features is much greater than the number of samples, avoid over-fitting in choosing Kernel functions and regularization term is crucial.  
(2) SVMs do not directly provide probability estimates, these are calculated using an expensive five-fold cross-validation. |
| KNN   | (1) Robust to noisy training data.  
(2) Effective if the training data is large. | (1) Need to determine value of parameter K.  
(2) Distance based learning is not clear which type of distance to used and which attribute to use to produce the best results.  
(3) Computational cost is quite high. |
| RF    | (1) As with regression, classification tree ensembles also perform very well in practice.  
(2) They are robust to outliers, scalable, and able to naturally model non-linear decision boundaries thanks to their hierarchical structure. | (1) Unconstrained, individual trees are prone to overfitting, but this can be alleviated by ensemble methods. |
| AdaBoost | (1) As with regression, classification tree ensembles also perform very well in practice.  
(2) They are robust to outliers, scalable, and able to naturally model non-linear decision boundaries thanks to their hierarchical structure. | (1) Unconstrained, individual trees are prone to overfitting, but this can be alleviated by ensemble methods. |
| MNN   | (1) Capability to learn non-linear models.  
(2) Capability to learn models in real-time. | (1) MNN with hidden layers have a non-convex loss function where there exists more than one local minimum.  
(2) MNN requires tuning a number of hyperparameters such as the number of hidden neurons, layers, and iterations.  
(3) MNN is sensitive to feature scaling. |

For each disaster, we divide the entire dataset into training and testing categories, with the training set accounting for 30% of the total dataset and the testing set accounting for the remaining of the dataset. As shown in Fig. 11 below, each tweet has two features: X represents the text of the tweet, and Y represents the sentimental label of the tweet. In the learning task, we focus on these two features of the dataset and then we can input the values of X and Y into different models for training.

| Text (X) | Label (Y) |
|----------|-----------|
| RT @ bedground: Please RT – Food needed for shelter in NC in area that was hit by tornado. | 1 |
| Although Hurricane Matthew storms towards Haiti and Jamaica, families are well prepared emergency supplies. | 0 |

Fig. 11 Features of tweets

5.3 Model evaluation
This chapter uses a GridSearchCV object to find the optimal set of parameters for these training models using 5-fold stratified cross-validation. The GridSearchCV is a process of selecting the values for a model’s parameters that maximize the accuracy of the model, and the cross-validation is a process of training a model using a set of data and testing it using a different set. We need to evaluate our models because it helps us better use our data, and it gives us much more information about our algorithm’s performance. Last but not least, this procedure can effectively prevent the problem of underfitting and overfitting. For example, the logistic regression model contains parameters such as penalty, c-value, and the range of n-gram. We can hardly find the optimal parameter combination of the logistic regression model manually, while GridSearchCV allows us to fit a model including an arbitrary number of transformation steps and apply it to make classification about new data.

5.4 Prediction
The data is cleaned according to the data preprocessing task is given as input to the machine learning model, which has been optimized by model evaluation task. The prediction results of different machine learning models are evaluated by calculating Confusion Matrix and plotting Receiver Operating Characteristic (ROC) graphs.

5.4.1 Confusion matrix
The confusion matrix is a square matrix that reports the counts of the True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) predictions of a machine learning model, as shown in the Fig. 12.

![Confusion matrix](image)

Fig. 12 Confusion matrix

In a confusion matrix, these four main metrics for measuring the performance of a classification model are as follows. Accuracy (ACC) is the general information about how many samples are classified correctly. Precision (PRE) is a fraction of the classified text that are relevant. Recall (REC) is a fraction of the classified text that are retrieved. F1-score (F1) is the harmonic mean of PRE and REC.

Tables 5 - 6 show the results of the natural disaster dataset classification using different machine learning models. We find that the Naïve Bayes model has the best average prediction accuracy, followed by the Logistics Regression model, Random Forest model, AdaBoost model, SVM model, KNN model, MNN model, and Decision Tree model. It indicates that machine learning models, like linear and logistic models, have higher classification accuracy than complicated machine learning models like ensemble models and deep learning models regarding the text classification problem like sentiment analysis. This is most likely that complicated machine learning models are better at dealing with complex problems like image and audio processing. Meanwhile, the amount of data in this research is limited so that more rudimentary machine learning models may obtain a better classification result. Also, we find that several metrics can be used to measure a model and they can tell different stories about our machine learning models. Generally, accuracy is the most intuitive performance measure, which is a ratio of correctly predicted samples to the total observations. However, accuracy cannot tell all the features of a machine learning model, especially when the dataset is imbalanced. For example, in Table 5 we find that Naïve Bayes model has a high recall and precision value regarding both positive and negative reviews, which indicates the class is perfectly handled by the model. However, models like SVM, Adaboost, and MNN have either a low recall and high precision value or high recall and low precision value, which means the model cannot detect the class well but is highly trustable when it does or the class is well detected, but the model also includes other points in it. Thus, we introduce the Receiver Operating Characteristic (ROC) graphs for further analysis.
### Table 5  Accuracies of the classification

| Disaster       | Naïve Bayes | Logistic Regression | Decision Tree | SVM    |
|----------------|-------------|---------------------|---------------|--------|
| Tomato         | 0.94        | 0.73                | 0.66          | 0.75   |
| Hurricane Sandy| 0.97        | 0.85                | 0.78          | 0.81   |
| Floods         | 0.97        | 0.73                | 0.65          | 0.78   |
| Blizzard       | 0.98        | 0.89                | 0.78          | 0.90   |
| Matthew        | 0.95        | 0.95                | 0.89          | 0.91   |
| Hurricane      | 0.90        | 0.87                | 0.75          | 0.84   |
| Harvey         | 0.98        | 0.91                | 0.80          | 0.88   |
| Hurricane      | 0.98        | 0.91                | 0.80          | 0.88   |
| Michael        | 0.99        | 0.93                | 0.87          | 0.92   |
| Wildfires      | 0.95        | 0.93                | 0.91          | 0.93   |
| Hurricane Dorian| 0.96      | 0.87                | 0.79          | 0.86   |
| Average        | 0.96        | 0.87                | 0.79          | 0.86   |

| Disaster       | KNN         | Random Forest       | AdaBoost      | MNN    |
|----------------|-------------|---------------------|---------------|--------|
| Tomato         | 0.64        | 0.77                | 0.73          | 0.70   |
| Hurricane Sandy| 0.78        | 0.80                | 0.82          | 0.81   |
| Floods         | 0.77        | 0.78                | 0.76          | 0.81   |
| Blizzard       | 0.92        | 0.93                | 0.92          | 0.93   |
| Matthew        | 0.87        | 0.93                | 0.95          | 0.83   |
| Hurricane      | 0.68        | 0.85                | 0.82          | 0.84   |
| Harvey         | 0.87        | 0.88                | 0.91          | 0.87   |
| Hurricane      | 0.94        | 0.94                | 0.92          | 0.88   |
| Michael        | 0.91        | 0.93                | 0.92          | 0.88   |
| Average        | 0.82        | 0.87                | 0.86          | 0.80   |

### Table 6  Metrics of the classification

| Disaster       | Label       | Naïve Bayes | Logistic Regression | Decision Tree | SVM    |
|----------------|-------------|-------------|---------------------|---------------|--------|
|                |             | P           | R                   | F1            | P      | R     | F1    |
| tomato         | Positive    | 1.00        | 0.81                | 0.90          | 0.55   | 0.53  | 0.54  | 0.44   | 0.55  | 0.49  | 0.49  | 0.59  | 0.48  | 0.53  |
|                | Negative    | 0.93        | 1.00                | 0.96          | 0.81   | 0.82  | 0.81  | 0.79  | 0.70  | 0.74  | 0.80  | 0.86  | 0.83  |
| hurricane      | Positive    | 1.00        | 0.91                | 0.95          | 0.76   | 0.75  | 0.76  | 0.63  | 0.71  | 0.67  | 0.88  | 0.47  | 0.62  |
| sandy          | Negative    | 0.96        | 1.00                | 0.98          | 0.88   | 0.89  | 0.89  | 0.86  | 0.81  | 0.83  | 0.80  | 0.97  | 0.88  |
| floods         | Positive    | 1.00        | 0.87                | 0.93          | 0.45   | 0.54  | 0.49  | 0.36  | 0.51  | 0.42  | 0.58  | 0.43  | 0.49  |
| blizzard       | Negative    | 0.96        | 1.00                | 0.98          | 0.84   | 0.79  | 0.81  | 0.81  | 0.70  | 0.75  | 0.83  | 0.90  | 0.86  |
| matthew        | Positive    | 1.00        | 0.81                | 0.89          | 0.38   | 0.48  | 0.42  | 0.18  | 0.44  | 0.26  | 0.41  | 0.44  | 0.42  |
| hurricane      | Negative    | 0.98        | 1.00                | 0.99          | 0.95   | 0.93  | 0.94  | 0.94  | 0.82  | 0.87  | 0.95  | 0.94  | 0.94  |
| dorian         | Positive    | 1.00        | 0.84                | 0.91          | 0.94   | 0.94  | 0.94  | 0.78  | 0.89  | 0.83  | 0.85  | 0.88  | 0.87  |
| harvey         | Negative    | 0.93        | 1.00                | 0.96          | 0.95   | 0.95  | 0.95  | 0.95  | 0.88  | 0.91  | 0.95  | 0.93  | 0.94  |
| wildfires      | Positive    | 1.00        | 0.75                | 0.86          | 0.84   | 0.85  | 0.84  | 0.68  | 0.72  | 0.70  | 0.76  | 0.88  | 0.82  |
| michael        | Negative    | 0.85        | 1.00                | 0.92          | 0.89   | 0.89  | 0.89  | 0.80  | 0.77  | 0.78  | 0.91  | 0.81  | 0.86  |
| hurricane      | Positive    | 1.00        | 0.92                | 0.96          | 0.78   | 0.81  | 0.80  | 0.52  | 0.66  | 0.58  | 0.67  | 0.84  | 0.74  |
| michael        | Negative    | 0.98        | 1.00                | 0.99          | 0.95   | 0.94  | 0.94  | 0.90  | 0.84  | 0.87  | 0.95  | 0.89  | 0.92  |
| wildfires      | Positive    | 1.00        | 0.90                | 0.94          | 0.49   | 0.48  | 0.48  | 0.29  | 0.54  | 0.38  | 0.44  | 0.57  | 0.49  |
| hurricane      | Negative    | 0.99        | 1.00                | 1.00          | 0.96   | 0.96  | 0.96  | 0.96  | 0.90  | 0.93  | 0.97  | 0.94  | 0.95  |
| dorian         | Positive    | 1.00        | 0.75                | 0.86          | 0.84   | 0.84  | 0.84  | 0.73  | 0.88  | 0.80  | 0.80  | 0.85  | 0.83  |
| negative       | Negative    | 0.94        | 1.00                | 0.97          | 0.96   | 0.96  | 0.96  | 0.97  | 0.92  | 0.94  | 0.96  | 0.95  | 0.95  |

| Disaster       | Label       | KNN         | Random Forest       | AdaBoost      | MNN    |
|----------------|-------------|-------------|---------------------|---------------|--------|
|                |             | P           | R                   | F1            | P      | R     | F1    |
| tomato         | Positive    | 0.43        | 0.60                | 0.50          | 0.78   | 0.29  | 0.43  | 0.56  | 0.37  | 0.45  | 0.50  | 0.50  | 0.50  |
|                | Negative    | 0.80        | 0.66                | 0.72          | 0.77   | 0.96  | 0.85  | 0.77  | 0.88  | 0.82  | 0.79  | 0.79  | 0.79  |
| Event      | Positive | Negative |
|------------|----------|----------|
| Hurricane  | 0.92     | 0.90     |
| Sandy      | 0.76     | 0.99     |
| Floods     | 0.78     | 0.77     |
| Blizzard   | 0.95     | 0.75     |
| Hurricane  | 0.97     | 0.74     |
| Matthew    | 0.94     | 0.76     |
| Hurricane  | 0.88     | 0.94     |
| Harvey     | 0.71     | 0.78     |
| Hurricane  | 1.00     | 0.70     |
| Michael    | 0.86     | 0.78     |
| Wildfires  | 0.88     | 0.94     |
| Hurricane  | 0.98     | 0.90     |
| Dorian     | 0.90     | 0.80     |

5.4.2 Receiver operating characteristic (ROC) graphs

Receiver Operating Characteristic (ROC) graphs are a useful tool to select models for classification based on their performance with respect to the FPR (False Positive Rate) and TPR (True Positive Rate), which are computed by shifting the decision threshold of the classifier. The diagonal of a ROC graph can be interpreted as random guessing, and classification models that fall below the diagonal are considered as worse than random guessing. A perfect classifier would fall into the top left corner of the graph with a TPR of 1 and FPR of 0. Based on the ROC curve, we can then compute the so-called ROC Area Under the Curve (ROC-AUC) to characterize the performance of a classification model. The True Positive Rate (TPR) and False Positive Rate (FPR) are performance metrics that are especially useful for imbalanced class problems. Here we use 2016 Hurricane Matthew as an example, Fig. 13 (a) – (h) shows the ROC curves for different machine learning models. Details of all the ROC-AUC values are shown in Table 7.
(c) Decision Tree
(d) SVM
(e) KNN
(f) Random Forest
Since the public has more negative reviews than positive reviews, and the analysis of negative reviews helps us improve the efficiency of disaster relief, negative reviews are assigned the label of 1. Therefore, the True Positive Rate (TPR) and False Positive Rate (FPR) are calculated based on negative reviews. In our research, a comparison of different ROC-AUC values is made. We find that the Naïve Bayes model has the best average ROC-AUC value, followed by the Logistic Regression model, Random Forest model, SVM model, AdaBoost model, MNN model,
KNN model, and Decision Tree model. This result is almost the same as before when we compare different prediction accuracies, which validates our previous assumption – the linear and logistics machine learning models have a better classification performance in terms of sentiment analysis. In addition, the analysis results illustrate that input data can affect the performance of classification. For example, when classifying tweets using the Hurricane Matthew and Hurricane Dorian datasets, which have less noise, we can obtain a higher ROC-AUC value than others. Therefore, whether the collected data is clean is also one of the major factors that affect the classification performance of the machine learning model. Finally, we find that machine learning models’ performances are closely related to their parameters. For example, when using GridsearchCV and cross-validation to find the optimal settings of the model, it is difficult to consider all the combinations of parameters because some parameters are continuous values (like c-value in logistic regression and n-estimators in random forests). Consequently, if the user wants to evaluate all the combinations, the computational time will tend to infinity. In practice, people always specify an interval for these continuous parameters to avoid this problem. However, they are likely to miss the optimal settings of the model so that we cannot conclude the Naïve Bayes model must perform better than other machine learning models.

5.4.3 Discussion of machine learning models
Different machine learning models have other properties. For example, Naïve Bayes models are easy to implement and can scale with the dataset. Logistic Regression models can be regularized to avoid overfitting, SVM models are effective in high dimensional spaces, and so on. In general, the more complex the machine learning model, the higher the classification accuracy, but their disadvantage is that the longer computation time. To improve the efficiency of disaster management, governments and relief agencies need an analytical approach that is both short time-consuming and high prediction accuracy to deal with the uncertainties of natural disasters related to social media information. Only in this way can people provide rational, real-time, and efficient disaster relief for each natural disaster. Therefore, this paper presents a comparison of the average computational timing and prediction accuracy of the eight machine learning models. Computations were carried out on a MacBook Pro desktop with 2.3 GHz Quad-Core Intel Core i5 processor under a macOS Catalina environment. As shown in Figure 14, we find that the KNN and SVM model has a much higher average computational time than other machine learning models, followed by the AdaBoost model, Random Forest model, MNN model, Logistics Regression model, Decision Tree model, and Naïve Bayes model. While complex models take longer time to predict simple machine learning models, their prediction accuracy is not as good as the latter. For example, the average computation time of the KNN model is 1164.94 seconds, but its average prediction accuracy is only 79%. In contrast, the Naïve Bayes model has an average computation time of 9.02 seconds and a high average prediction accuracy of 92%. The findings suggest that not always the more complex the model, the better the results.

![Performance of Machine Learning Models](image)

Fig. 14 Comparison of computational Time

6. Conclusion
In this research, a social media data-driven analytics is studied for improving disaster response efficiency, which focuses on investigating public sentimental characteristics via machine learning techniques. The contributions of this research include: 1) exploring and comparing various machine learning models for classifying disaster-related social
media data; 2) analyzing essential requirements (e.g., food, housing, transportation, and medical supplies) that victims need during disaster response; 3) conducting a set of real-world instances for understanding changes of public opinions on disaster response, from the perspective of different natural disasters and the most common disaster with disparate time series; and 4) developing a natural disaster dataset with sentiment labels, which contains 41,993 Twitter data about natural disasters in the United States.

We find that the amount of Twitter data collected increases over time, which shows social media is promised to be a critical platform for extracting disaster-related information. Although more than half of the tweets are negative reviews, there have been more and more positive reviews in recent years. Besides, we find that there is a difference between people’s essential needs when natural disasters happen. Therefore, relief agencies should provide targeted assistance based on the results of sentiment analysis. Also, depending on whether natural disasters can be accurately predicted, the trend for people to post/obtain relevant information on the Internet is various. To collect clean and comprehensive data, researchers need to clarify the characteristics of natural disasters before conducting an analysis. Last but not least, according to the comparison of machine learning models, we find that the performance of the model adjusted for the optimal settings is significantly better than that of the existing and lexicon-based machine learning models. Also, we find the Naïve Bayes is the model with the best performance from the perspective of classification accuracy, confusion matrix, and ROC-AUC graph in our research. Moreover, we also notice the differences between models’ factors, such as activation function, estimators, and even input data, can cause different results. Therefore, relief agencies or emergency officers should conduct a comparative analysis of machine learning models to get better conclusions when analyzing disaster response problems.

In contrast to previous research, this paper provides a more specific definition of positive and negative sentiments when it comes to sentiment analysis. Also, while researchers pay extensive attention to sentiment analysis, this paper serves better disaster response by mining more useful social media information, such as the proportion of positive and negative tweets in different natural disasters, the proportion of tweets regarding different essential needs, public attitudes towards crucial relief supplies, and the number of tweets in various natural disasters. As time changes, more and more people are willing to use social media platforms to convey their feelings and demands. By studying this information from the public, this paper can provide accurate and timely disaster relief guidance and advice to governments and relief agencies. Besides, this paper also compares different machine learning models and finds that not the more complex the model, the better it works. We have found that some simple models are instead more efficient; they have not only shorter computation times, but also higher prediction accuracy. It is a considerable advantage for prompting the deployment of relief supplies and planning disaster response.

This paper focuses on social media data-driven analytics for improving disaster response efficiency, especially for essential relief supplies, such as housing, transportation, food, and medical supplies. While previous studies (Olanrewaju et al. 2020; Hu et al. 2019; Hu and Dong 2019) have studied supplier selection and pre-positioning strategies in humanitarian relief. We are inspired to expand both us and existing research as an integrated disaster-related social media analytics platform for better disaster management. We will try to combine the advantages of different machine learning models to present a more efficient analysis method.
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