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Abstract—Event sequence data record series of discrete events in the time order of occurrence. They are commonly observed in a variety of applications ranging from electronic health records to network logs, with the characteristics of large-scale, high-dimensional and heterogeneous. This high complexity of event sequence data makes it difficult for analysts to manually explore and find patterns, resulting in ever-increasing needs for computational and perceptual aids from visual analytics techniques to extract and communicate insights from event sequence datasets. In this paper, we review the state-of-the-art visual analytics approaches, characterize them with our proposed design space, and categorize them based on analytical tasks and applications. From our review of relevant literature, we have also identified several remaining research challenges and future research opportunities.
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1 INTRODUCTION

EVENT sequence data are found across a vast array of applications and domains. In fields as diverse as computer security, advertising, and healthcare, discrete observations of different types are collected over time and arranged in sequences based on the specific entity for which the event is germane. For example, Electronic health records, meanwhile, capture events (e.g., diagnoses, procedures) over time for individual patients. The ubiquity of event sequence data reflects both (1) the relative ease with which it can be captured, and (2) the desire to leverage this form of data to gain new insights about real-world systems.

Formally, a temporal event sequence can be defined as an ordered lists of events: \( s = [e_0, e_1, ..., e_N] \), where each element \( e = (\tau, t) \) represents a distinct event with \( \tau \) as the event’s type and \( t \) is the time at which the event occurred. In contrast to time-series data where data are captured in the continuous-time domain with fixed time lags, events in \( s \) are discrete and can occur at any point in time. An electronic medical record for a patient, for example, can be recognized as a temporal event sequence containing a unique time-sorted list of events from the patient’s medical history (e.g., diagnoses, lab tests, medications, and treatments). Even though time-series data can be converted to event sequence by dividing the time-series into time segments and characterizing the data within the segment, in our work, we only focus on works originally proposed for event sequences.

These common goals, however, are challenged by the great heterogeneity that exists within different properties of event sequence data and the types of insights that are sought. For example, event sequences can be high-dimensional (with many event types) or low-dimensional (very few types of events). They can be sparse and irregular over time, or dense and evenly spaced. Events can have zero attributes or many, can be point events or intervals, and can be strictly sequential or occur in parallel. Similarly, the types of analysis tasks can vary widely based on the types of insights one seeks. Are analysts interested in common patterns or rare outliers? Are analysts focused on prediction, or identification of predictive factors for intervention? Are analysts examining a single sequence or comparing across multiple sets of sequences in aggregate? These are just a few examples of the wide variety of data and task challenges which present themselves in event sequence analysis.

These difficult and diverse methodological challenges have motivated a broad range of recent research activities which aim to solve one or more aspects of the event sequence analysis problem. This has led, in turn, to a proliferation of different visual analysis methods and prototypes, each of which has distinct capabilities and advantages in certain contexts. This has resulted in a situation where the state-of-the-art for event sequence data is often difficult to discern. The latest research often offers multiple visual analytics approaches for specific types of challenges. Moreover, the same solution may be effective at addressing difficulties that stem from two or more different challenges. Yet in other cases, open problems remain unaddressed.

The aim of this survey is to provide a comprehensive review and characterization of the state-of-the-art in visual analytics research for event sequence data. Through the collection and analysis of the literature on this topic, we identify key dimensions of the event sequence visual analytics design space. We then use those dimensions, as well as a characterization of different types of event sequence analysis tasks, to organize existing methods and identify common approaches to specific targeted problems. Moreover, we identify areas with little prior work which remain a challenge for future research.

This literature review represents the first (to our knowledge) comprehensive attempt to survey and characterize event sequence data visual analytics methods. In this way, this review promises to help researchers understand key dimensions that unify prior work, how prior research fits together within this complex design space, and which event sequence data analysis challenges remain insufficiently addressed. Moreover, the results can provide value to practitioners as an organized catalog of alternative approaches that are most appropriate for specific types of event se-
2 RELATED SURVEYS AND METHODOLOGY

In this section, we first discuss survey papers that are relevant to this work, and then introduce our methodology of selecting papers and creating our taxonomy.

2.1 Related Surveys

This section provides an overview of the surveys that are relevant to the visual analysis of event sequence data. Plaisant et al. [84] proposed a characterization of event sequence data and summarized eight high-level user tasks. Keim et al. [53] proposed a definition and an analytical pipeline for visual analytics, which inspires our formalization of the design space that we discuss later in Section 3. A prior survey by Sun et al. [107] generalized visual analytics techniques according to different data types, among which the review of visual analytics approaches for temporal data is most relevant to our work. Our review, by contrast, focuses on a more specific type of temporal data – event sequence data.

In addition, some scholars attempted to dive into particular visual forms or visual analytics approaches for a single analytical task that are partially related to our survey. For example, Brehmer et al. [2] formalized the design space for a representative form for visualization of event sequence data – timeline-based visualizations. Jenett and Keim [42] reviewed visualization and visual analytics methods for exploring frequent patterns. Given the broad application of event sequence data, we also noticed a larger group of surveys linked to applications where event sequences are commonly collected, such as social media data [124], smart manufacturing [140], anomalous user behaviors [99] and health informatics [89]. Different from existing work that summarizes techniques for a particular visualization, visual analytical task, or application related to temporal event sequence, our work aims to provide a more holistic overview of the visual analytics approaches for all types of event sequence data so as to benefit practitioners from a wider range of applications.

2.2 Survey Methodology and Taxonomy

This survey aims to obtain an overview of existing visual analytics techniques that are developed for event sequence data. To make a comprehensive review of existing studies, we collected relevant papers from visualization journals and conferences following two main approaches: reference-driven and search-driven selections. For the reference-driven selection, we utilized a core set of state-of-the-art techniques in this topic known to us in advance as a starting point, and extended the range of work by going through cited and citing publications. For the search-driven selection, we went through two rounds of paper collection. The first round involves a coarse search of event sequence analysis and visualization techniques from high-impact conferences and journals in the field of information visualization and data mining. In particular, we select six visualization conferences (IEEE VAST, IEEE InfoVis, ACM CHI, ACM UII, EG/EuroVis, IEEE PacificVis), three visualization journals (IEEE TVCG, IEEE CG&A, Computer Graphics Forum), four data mining conferences (NeruIPS, WWW, ACM SIGKDD, ICML), and two journals (IEEE TKDD, ACM TIST). We used two search queries ("event sequence" AND "analysis"; "event sequence" AND "visualization") to collect papers broadly, then reviewed the abstracts and full texts to finalize our selection.

To construct a structured and comprehensive taxonomy, we formalized a design space for characterizing each visual analytics approach (discussed in Section 3). In particular, we leverage the conventional visual analytics pipeline [53] that revolves around four key components: data, model, visualization, and knowledge. These four dimensions are interdependent and form a closed loop to structure the whole knowledge discovery process supported through visual analytics. Since deriving knowledge from models and visualizations can be subjective and difficult to standardize, we exclude knowledge inference from the scope of our design space. In addition, user interaction that links the components throughout the pipeline is also indispensable in the visual analytics process. These considerations lead to our final proposed design space with the following four dimensions: data scales, automated sequence analysis, visual representations, and interactions. We labeled each work with its corresponding dimension. Note that event sequence analysis techniques are only labeled with one of the first two dimensions. In addition, according to Keim et al. [53], the choices of analysis methods, visual representations, and interactions depend on the analytical tasks and application scenarios. Therefore, we also extracted the motivating analytical tasks and application domains from each technique.

This gives us a full list of nine analytical tasks, which we further organized into five categories as outlined in Section 4, and five applications under three major categories as outlined in Section 5. The design space serves as a fine categorization where each technique reflects one or multiple design choices in each dimension. In contrast, the analytical task or application is a coarse categorization that each technique often targets one only.

For each analytical task and application, we went through another round of complementary paper collection for visualization and visual analytics techniques with search queries that combines specific tasks or applications, such as "event sequence summarization" AND "visualization", "medical data" AND "visualization", etc. The entire selection process gave us 153 most relevant publications of event sequence analysis and 148 publications of event sequence visualization and event visual event sequence analysis. We further refined our selection to 104 most representative and up-to-date event sequence visualization and visual analytics studies to discuss in this paper. Additionally, this survey includes a review of 9 related surveys, 5 event sequence analysis techniques, and 9 visualization techniques in the field of causality analysis yet unrelated to event sequence data, and it refers to 1 book about statistical knowledge, 13 papers regarding the theory of visual analytics, research challenges, and opportunities for visual event sequence analysis. A total of 141 papers are covered in this survey.

The remaining survey is organized as follows. We first propose the design space for characterizing visual analytics techniques in Section 3. Section 4 elaborates on state-of-the-art solutions for each analytical task through an analysis of their corresponding design components within the design space. Then, Section 5 provides an overview of applications where event sequence data are commonly observed, serving as a more direct guide to practitioners of visual analytics. Finally, we discuss research challenges and opportunities in
In this section, we propose a design space for characterizing the visual analytics techniques we reviewed. As described in Section 2.2, the four dimensions of design spaces are motivated by the visual analytics pipeline [53], reflecting “data”, “model”, “visualization” and “user interactions” components in the pipeline, respectively. By classifying existing literature on each dimension, we highlight main categories in each dimension that are frequently utilized for designing and building visual analytics techniques for event sequence data.

### 3.1 Dimension 1: Data Scales

Our proposed design space starts by identifying what granularity of data the visual analysis aims to cover. We summarize the following levels of data granularity for any given event sequence dataset.

**Event:** Individual events represent the finest granularity of event sequences. Each event can be characterized by attributes such as event type, time of occurrence, and duration. Visual analytics techniques often attempt to drill down to individual events to provide users with low-level details of the analysis result. For example, Vistracker [30] identifies anomalous events in trace routes based on event attributes. Carepre [48] predicts upcoming diseases based on the historical sequence of medical events.

**Subsequence:** Subsequences are segments of event sequences that preserve the temporal order of events. EventAction [22] uses the number of common subsequences between individuals to measure sequence similarity. MOOCad [73] leverages anomalous frequent subsequences to explore sequence anomalies.

**Sequence:** An event sequence is the complete record of events that are performed or experienced by a sequence entity (e.g., a patient or a customer). The entire sequence is often analyzed when attempting to get a complete view of the entity’s experience. In [38], [77], [138], anomalous entities are detected by analyzing their corresponding progressions of events. Similarly, Guo et al. [36] utilize the embedding of each sequence to estimate the similarity between entities.

**Sequence Collection:** A collection of sequences are analyzed when summarizing common patterns in the dataset or comparing different groups of sequences. For example, visual summarization techniques [39], [81], [83] aim to provide a summary of patterns and identify entities with common progressions in a collection of sequences. MatrixWave [139] is designed to compare two collections of event sequences and analyze their differences.

### 3.2 Dimension 2: Automated Sequence Analysis

Visual analytics techniques for event sequence data are incorporated with back-end data mining algorithms to support complex analytical tasks. Based on a review of event sequence analysis methods, we identify the following categories of mining and modeling techniques.

- **Pattern discovery:** Pattern discovery aims to find frequently occurring patterns and statistically significant associations of data samples. In the analysis of event sequence data, pattern discovery techniques can be further categorized into frequent pattern mining techniques and similarity analysis techniques based on different analytical goals. Frequent pattern mining techniques are used to uncover common subsequences in the event sequence dataset. For instance, Perer et al. [81] proposed a visual analytics system that employs a SPAM-based algorithm to extract frequent patterns in a collection of event sequences. Similarity analysis techniques utilize event patterns of each sequence to quantify the similarity between sequences. For example, in [22], [122], two different similarity measurements were proposed based on commonness and differences between events across different event sequences.

- **Sequence inference:** Inference focuses on understanding the relationships between the model’s inputs and outcomes according to evidence observed in data [46]. The inference models ensure high interpretability and could explore the effect of a change in input on outcomes. Conclusions derived from inference techniques are tenable under certain conditions but can be incorrect when applied to unobserved data. Existing inference techniques for event sequence analysis mainly include the self-exciting point process and graphical models. The Self-exciting point process is a probabilistic model that describes event occurrence probabilities over time as influenced by historical events. For example, Hawkes Process is widely employed to model sequential data under the assumption that the impact of the previous event can be approximated by a numerical integration over time [69], [128]. Based on the numerical integration, Hawkes Process can infer the relationships between previous and upcoming events. Some graphical models, on the other hand, present the conditional dependence between events with an event correlation graph, such as Bayesian Networks [1] and Markov Chain [103]. According to the correlation graph, models can infer how outcomes will change in response to adjustments in previous events.
Sequence prediction: While sequence inference techniques are not capable of drawing correct conclusions on unobserved data, sequence prediction methods are developed to build a reliable model which can characterize observed data and ensure the model’s generalization abilities to forecast unobserved outcomes simultaneously [46]. To achieve higher accuracy, prediction techniques are often more complex and lack interpretability. Event sequence models are usually designed for specific analytical tasks, such as classification (e.g., kernel support vector machines, decision trees) and clustering (e.g., k-means). Neural network models, especially recurrent neural networks (RNNs), are also commonly used to model event sequences due to their inherent sequential structure and superior performance compared to traditional machine learning models. For instance, CarePre [48] employed attention-based RNNs to predict upcoming events based on historical events in sequences, and Guo et al. [38] embedded RNNs into a Variational Auto-Encoder to detect anomalous sequences in the dataset. However, users are unable to determine the impact of inputs on outcomes when using RNNs that contain numerous non-linear combinations of neurons. As a result, the above methods incorporate visualization techniques to enhance the interpretability of models.

3.3 Dimension 3: Visual Representations

Existing visual analytics techniques leverage a variety of visual representations to display event sequence data and communicate insightful patterns. The visual representations also determine how events and sequences are organized and aggregated. We identify the following five categories of visual representation for displaying event sequence data.

Chart-based visualizations: Visualization charts, such as bar charts and scatter plots, are commonly used to display event features and event distributions in event sequences. For instance, Coco [68] uses a table to compare event distributions of two different groups of sequences and a scatter plot to show the number of records containing particular events or subsequences.

Timeline-based visualizations: Timelines are the most intuitive visualizations that organize events of individual sequences successively in temporal order. Events are generally represented with icons encoded by color, size, or shape to distinguish events with different attributes. For example, VASABI [76] visualizes a sequence as a row of squares colored by event categories.

Hierarchy-based visualizations: In hierarchy-based visualizations, sequences are aggregated into a tree of sequences [121], where each node represents an event placed according to its prefix in the sequence. A variety of visualization designs can be used to display this hierarchical structure of sequences, such as treemaps [108], node-link tree [111], and icicle plots [62], [65].

Sankey-based visualizations: Instead of aggregating sequences into a tree structure as the hierarchy-based visualizations, Sankey-based methods organize sequences into the structure of a Sankey diagram [88] and aggregate then into a graph. This technique reveals an overview of transitions that occur between different types of events. Sankey-based visualizations can be further categorized into two different types of design. The first type is the directed node-link graph in which events are represented by nodes and transitions between events are represented by links [39], [48]. The second type is the traditional Sankey diagram, in which links are further encoded by width,
representing the proportions of flow that split and merge among events [40], [119].

Matrix-based visualizations: Matrix-based visualizations are typically used to demonstrate a summary of event frequency or frequent patterns. For example, EventAction [22] incorporates an event matrix to summarize frequencies of events across different time intervals. Mu et al. [22] applies a matrix-based design to present lists of frequent activity patterns in each stage of sequence progression. In addition, a matrix-based design is also utilized to display frequencies of event transitions. For example, Zhao et al. [139] transforms the traditional Sankey diagram into a sequence of matrices to display step-to-step transitions of web clickstream data.

3.4 Dimension 4: Interactions

Visual analytics systems usually incorporate rich interactions to empower end users with sufficient flexibility and depth in data analysis. Next, we summarize seven interaction techniques that are commonly applied in visual analytics systems for event sequence data.

Filter/query allows users to make domain-specific data adjustments or selections based on certain conditions, so as to eliminate noisy and irrelevant data for better analytical performance. The types of filters include event filters for filtering event types (e.g., [40], [139]), time filters (e.g., [30], [62]) for narrowing down to a time period within the sequence, attribute filters (e.g., [15]) for retrieving a subset of event sequences based on sequence or event attributes, and pattern filters (e.g., [58], [81]) for querying event sequences that contain specific subsequences.

Editing enables users to modify event sequences through adding new events, removing existing events, editing event order, and editing event duration, which is commonly employed in what-if simulations of event sequence predictions. The goal is to interactively explore the influence of historical events on prediction results. For instance, in CarePre [48] and RetainVis [60], users can edit event sequences to understand how changes in individual events affect the prediction of risks.

Segmentation enables users to split event sequences into sections and is typically used to narrow the scope of exploration by focusing on sequence segments that are shorter than the entire sequence. Meaningful sequence segments can also indicate event occurrence patterns. For example, in MAQUI [62] and DecisionFlow [52], users can segment a set of event sequence by user-specified milestones events to reveal event patterns and correlations.

Alignment refers to arranging multiple sequences so that they are aligned based on a selected event or time point. This interaction aims to explore and compare patterns before and after the alignment point within a single sequence or across multiple sequences. For instance, Lifelines2 [115] supports the interactive alignment of event sequences based on a selected event, so that users can easily spot precursor, co-occurring, and aftereffect events. Chen et al. [15] allow both sequence alignment and adjustment of the temporal scale to illustrate the temporal distribution of events with respect to a selected event.

Scaling allows analysts to zoom in/out of visualization or inspect data under various granularities. Zoom in/out are commonly used to allow visualization-level scaling to enhance local details or get an overall impression. Additionally, some visual analytics techniques [15], [38], [48], [77] also allows a data-level scaling through abstract/elaborate to accommodate the complexity of event sequence. For example, Guo et al. [88], [89] allows a stage-level abstraction and elaboration by aggregating and expanding events within the same progression stage.

Emphasis facilitates the discovery of interesting patterns [99] through various forms of interactions such as highlighting, sorting, and layout adjustment. Highlighting draws user attention through tweaking basic visual representations (e.g., color, size), which are commonly used in emphasizing sequence groupings, progression pathways, and critical events. Sorting emphasizes the ranking of sequences or patterns under specific metrics. For example, Lifeflow [121] allows users to sort progression pathways by the number of records or average time span. Layout adjustment enables users to arrange the positions of visual elements in a meaningful way. For example, Guo et al. [40] proposed a layout algorithm that arranges sequence clusters to imply their similarities and allows users to adjust the similarity threshold to generate different groupings.

Aggregation enables users to interactively merge event sequences, supporting a more scalable exploration of large-scale, complex event sequences. For instance, DecisionFlow [52] aggregates sequences with similar occurrences of milestone events to enhance the visual scalability of large-scale events. CareFlow [79] merges sequences by common event occurrences to reveal frequently observed progression patterns.

Each visual analytics technique can be considered as a combination of design decisions in each dimension determined by the target analytical task and application. While the categorization of design space can help differentiate the tools in various dimensions and give an overview of their composition, we consider the analytical tasks and applications more useful to practitioners as they often have a specific analytical task and usage scenario in mind. Therefore, the main body of this survey in the following two sections (Section 4 and Section 5) is organized around the analytical tasks and applications.

4 VISUAL ANALYSIS TASKS AND TECHNIQUES

In this section, we introduce analytical tasks that are frequently applied to event sequence data and discuss the visual analytics techniques are designed for each task. This includes nine analytical tasks, which we further categorize into five high-level tasks: summarization for uncovering major progression patterns and featuring groupings of sequence entities; prediction and recommendation for analyzing observed event sequences to foresee upcoming events or sequences, or examining how certain interventions may effect future trends; anomaly detection for identifying rare cases that deviate from the majority of sequence progressions; comparison for investigating similarities and differences between event sequences; and causality analysis for uncovering causal relationships between event types to promote a better understanding of which event is likely to occur after another or of what brings about certain changes to an outcome event. As stated in Section 2.2, the analytical tasks are summarized after reviewing collected papers, which should cover most tasks for event sequences.
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4.1 Visual Summarization

Summarization of event sequences aims to use intuitive representations to reveal major progression patterns and featured groupings of the sequence entities. In many domains such as health informatics [7], [31], [41], [78], [79], [83], [96], social media [62], [81], and career design [39], [40], a variety of analytical tasks serve the purpose of generating summaries, including explicit summarization, inexplicit summarization, progressional analysis, and clustering.

Explicit summarization techniques generate sequence groupings through aligning and aggregating common event types within the sequence. The underlying mechanism is based on iterating all permutations of the event transitions. There is a clear correspondence between the summarized patterns and the raw event sequence. Therefore, the summarized patterns are explicit and can be easily interpreted. Existing techniques adopt various visualization approaches to display event sequences, such as timeline-based [7], [54], [63], [83], [115], [135], and hierarchy-based [72], [92], [108], [121]. Timeline-based visualizations are frequently adopted to emphasize temporal ordering of events. For instance, LifeLines [83] and its variant [115] leverage timeline-based visualizations to display the temporal distribution of events in varying time granularities. Hierarchical visualizations, such as tree-map and icicle plot, organize the progression of events into a hierarchical structure to emphasize more on the branching of sequences. EventFlow [72] aggregates sequences into icicle plot, and display individual sequences with a list of timelines (Fig. 3(1)).

Inexplicit summarization techniques usually leverage data mining techniques to extract frequent event patterns, which only provides a partial view of the raw event sequences. Due to the loss of context, there is no explicit correspondence between the discovered pattern and raw event sequences. Existing works that serve the purpose of inexplicit summarization mainly fall into two categories: query-based techniques and mining-based techniques. Query-based techniques [28], [57], [111], [119], [122], [136] enable analysts to create complex queries to extract event sequences of interest. For instances, in COQUITO [57] and CAVA [136], analysts can express complex queries for iterative cohort construction. In Outflow [119], alternative clinical pathways within EMRs are visualized using a Sankey Diagram, with the color of paths representing the patient outcomes (Fig. 3(2)). Mining-based techniques leverage advanced sequential pattern mining algorithms to extract meaningful insights from complex event sequences [61], [64], [65], [66], [81], [82]. For instances, in Frequence [81] and its variant [82], large scale EMRs data are represented by a set of extracted frequent patterns. The authors employed Sankey Diagram to reveal the correlations between treatment patterns and the associated color-coded outcomes. However, extracted patterns do not always correspond to important or meaningful information within the data. Therefore, Law et al. [62] proposed MAQUI, which interweaves querying and mining-based techniques to allow interactive querying of frequent patterns. The authors applied hierarchy-based and timeline-based visualization to represent frequent patterns and temporal information, respectively (Fig. 3(3)). Similarly, Chen et al. [15] combines querying and a mining-based method by using Minimum Description Length Principle to extract informative patterns from event sequences with minimal information loss. Each extracted pattern is showed by timeline-based visualization.

Progression analysis aims to uncover the evolution of events during a period of time. Most of the aforementioned techniques produce highly summarized results, but fail to show important low-level event details (e.g., single event features) which can help in the crucial task of semantic interpretation of the discovered patterns [40]. Visual progression analysis techniques, such as [14], [32], [33], [39], [40], [80], have been introduced to reveal time-evolving patterns of latent progression stages. For instance, in DecisionFlow [32], analysts can use a milestone-based approach to retrieve progression patterns of interest, and visualized them in a hierarchy-based visualization. EventThread [40] has been...
introduced to summarize latent sequential patterns within a large-scale sequence collection. This technique employs a clustering algorithm to group the summarized patterns into various categories at different stages. A line map is employed to clearly illustrate the summarized latent patterns (Fig. 3(3)). Guo et al. further enhanced this technique with an unsupervised progressions analysis algorithm and a visual progression analysis tool, EventThread2 [39], to identify semantically meaningful progression stages. This technique solved the time scale limitation of EventThread and proposed a new visual design to demonstrate the stage-based patterns. It combines node-link visualization (Fig. 3(4)) of sequence clusters at each stage and timeline-based visualization of individual sequences to support multi-granular analysis.

Clustering is the process of finding sequence-wide similarities to achieve sequence groupings. In the clustering analysis of event sequences, a broad range of visual analytics techniques has been developed to empower analysts working with three types of event sequence data, including temporal event sequences, spatiotemporal event sequences and microarray sequences. For temporal event sequences, clustering can be informed by sequence characteristics such as event types and sequence attributes. DICON [5] segments a collection of event sequences into groups based on entity attributes (e.g., age, gender). Each multi-dimensional cluster is revealed in a hierarchy-based visualization, which allows analysts to understand the event distributions in different groups. Cadence system [54] offers a scatter-plus-focus visualization design that supports the interactive hierarchical exploration of the space of event type groupings. This system adopts scented navigation cues to help users navigate complex hierarchies, as well as interactive bar charts and heatmaps that support additional constraints in categorical and continuous attributes of the target groups. [76], [93], [112], [118] are utilized to cluster individual entities (e.g., works, online users) based on behaviors. VASABI [76] summarise user behaviors by extracting their common tasks, and then identifies the groups of users based on user behaviors. This technique facilitates interactive analysis of user clustering through a hierarchy-based visualization.

The clustering analysis of spatiotemporal event sequences has been explored in many efforts, such as [45], [58], [59], [110], [133]. Spatiotemporal visual analysis of activity diary data is visualized through VISUAL-TimePACTS [110] on a coordinate plane of time and space. Robinson et al. [90] developed STempo, a geovisualization application to facilitate the exploration of spatiotemporal patterns within event sequence data, in terms of time, geography, and content. Moreover, studies have also introduced visualization tools to cluster microarray sequences [44], [95], [98], [102]. Seo and Shneiderman [98] created the Hierarchical Clustering Explorer that offers a dendrogram and two-dimensional scattergrams, and their dynamic query controls allow users to choose which clusters to display. This model is especially suitable for bioinformatics and microarray data. Moreover, SequenceJuxtaposer [102] facilitates the comparison of biomolecular sequences using a visualization technique called “accordion drawing”.

In conclusion, visual summarization techniques save user effort by capturing a broad view of event sequence data. To allow for interactive exploration of visual summarization from different perspectives, the aforementioned techniques commonly employ the following interaction techniques within their interfaces: filter/query for retrieving information of user interest, scaling for multiple scales visualization, alignment for aligning event sequences on selected events or time points, and sequence editing for modifying sequences during analysis.

4.2 Visual Event Prediction & Recommendation

There is a growing need for predictive analysis of event sequence data, which leverages historical events and making predictions about the future. It is especially useful in supporting practitioners making decisions, such as treatment plans, marketing interventions, financial investments, etc. Existing visual predictive analysis techniques can be broadly categorized into prediction techniques, recommendation techniques, and interpretation techniques.

Prediction techniques for event sequences have been proposed to predict the next event in a sequence based on historical events. For instance, medical researchers and physicians can use this type of technique to understand the potential outcomes of patients under different treatments. CarePre system [48] leverages attention-based RNNs to predict the risk of a patient being diagnosed with certain diseases in the future. In this system, a patient’s historical events are displayed in a timeline-based visualization (Fig. 4(2)). Users are allowed to modify these events (e.g., by removing, moving, adding, or adjusting event durations) to test the impact of historical events on predicted outcomes. Guo et al. [57] also employs Recurrent Neural Networks (RNNs) to predict future activities, and review the most probable predictions and possible alternatives in a circular glyph design (Fig. 4(4)). The color of the first outer ring represents the top prediction for a group of records. Then, depending on the granularity of the analysis, alternative predictions are represented as rings and added to glyph from the inside out.

Recommendation techniques provide reliable suggestions on user actions to help achieve certain goals. For example, students can adopt this type of technique to understand their future career development and find an academic plan that suits their desired goals. Du et al. [22], [23] introduced two career path recommendation techniques that provide suggestions and potential outcomes by summarizing the outcome of similar users. In EventAction [22], all of the records that similar to the target record are displayed in a list of calendar views (Fig. 4(1)). Recommended actions are highlighted in the calendar with green and allow users to add into their plans for exploration.

In the past few years, deep learning algorithms have demonstrated significant improvements over traditional approaches in predictive analysis. For event sequence data, Recurrent Neural Networks (RNNs) are frequently adopted to foresee the upcoming events or sequences, or exam how certain interventions may affect the future trends. However, interpretability is recognized as a primary challenge of deep learning approaches. To address this issue, recent studies have introduced interpretation techniques in visual predictive analysis to interpret the internal mechanisms of a prediction model [56], [60], [71], [104]. For instance, RetainVis [60] is a hybrid visual technique for gaining insight into how RNNs model EMR data within the context of diagnosis risk prediction tasks. This technique interprets the relationship between patient records and predicted risk scores. Specifically, patients’ medical records and their predicted risk trajectory are visualized in two parallel line charts
4.3 Visual Anomaly Detection

Visual anomaly detection for event sequences aims at identifying rare cases that deviate from the majority of the sequence progressions. It has been applied in many applications, such as social media [4], [6], [138], computer systems [73], [77], clickstream [30], [38], [77], and smart factory [43], [129], [130]. As the forms of anomalies vary from task to task, existing techniques commonly employ the following interaction techniques within their interfaces: filter/query for retrieving information of users interest, emphasis for adjusting attributes of data to reveal interesting patterns, and sequence editing for including a new event or a new feature into the prediction model.

Anomalous events visualization aims to distinguish anomalous events from normal events within the context of event sequences. Existing techniques leverage various visualization methods to display anomaly events [8], [30], [38], [74], [77], [130]. For instance, EventThread3 [38] detects redundant and missing events within anomalous sequences by comparing anomalous sequences with the inferred expected normal progressions (Fig. 3(4)). The anomalous events are displayed in a line of circular glyphs with the size encoding the level of abnormality, which can help analysts understand why the sequence is identified as an anomaly. Xu et al. [130] extended Marey’s graph to reveal the working status of a production line. This design visualizes the moving traces and processing times of individual products, improving users’ understanding of the overall performance of the production line, the anomalous events, and the causes and effects of the anomalies.

Anomalous frequent patterns visualization is utilized to help users perceive the anomalous frequent patterns that contribute to sequence abnormality. MOOCad [73] is designed to detect anomalous learning patterns within MOOC data (a set of online learning activities sequences) (Fig. 3(2)). To facilitate anomaly detection and reasoning, the large-scale learning sequences are clustered into various groups at different stages. The authors employed a Sankey-based visualization to aggregate the stage segmentation results. A matrix-based visualization is also employed to indicate the behavioral patterns of each student group within the stage, which facilitates the comparison of patterns across stages, between groups and individual paths.

Anomalous sequences visualization helps users detect anomalous sequences within a collection of sequences, and uncover the deviation of anomalous sequences from normal sequences. For instance, Zhao et al. [138] proposed a flexible timeline visualization to discover rumor-spreading processes between Twitter users (Fig. 5(3)). The retweeting sequences are visualized with a design of packed circles, each representing a participating user. In order to intuitively display the abnormality of sequences, the authors designed a circular glyph for each retweeting sequence which summarizes important metrics such as overall abnormality, contextual polarity, scale, and temporal information. Similarly, Cao et al. developed TargetVue [6] to analyze anomalous behaviors of Twitter users. This technique analyzes sequences of retweeting behaviors and identifies anomalous users via an unsupervised learning model. The behaviors (Fig. 3(3)), which allow users to understand the progression of predicted diagnosis risks and why such predictions are made. Also, when users hover over the x-axis, they can see the updated contribution scores of medical events, which represent the importance or contribution of an event to the predicted result. Similarly, LSTMVis [104] focus on the visual analysis of hidden features in RNNs, it allows users to explore hypotheses about hidden state dynamics.

Visual prediction and recommendation techniques contribute to decision-making in many domains. In order to allow users to explore the data from different perspectives, the aforementioned techniques commonly employ the following interaction techniques within their interfaces: filter/query for retrieving information of users interest, emphasis for adjusting attributes of data to reveal interesting patterns, and sequence editing for including a new event or a new feature into the prediction model.
Comparison of sequence collections

We classify prior visual comparison techniques for event sequences based on the granularity comparison [38], [122]. We include other related techniques in general event sequence planning [22], [24], clickstream analysis [77], [139], health informatics [36], [48], [68], and general event sequence comparison [38], [122]. We classify prior visual comparison techniques for event sequences based on the granularity comparison of compared targets, including comparison of individual event sequences, comparison of sequential patterns, and comparison of sequence collections.

Comparison of individual event sequences aims to identify disorder, missing or redundant events, as well as differences in event attributes (e.g., timestamp, event duration, etc.) in a target sequence compared to a base sequence. To facilitate interpretation of compared results, researchers adopted juxtaposition design [122], superposition design [48], and hybrid design [36], [38] to clearly visualize the similarities and differences between sequences. For instance, Similan [122] shows the similarity of events within two similar sequences via juxtaposition design. Each event sequence is visualized in a binned timeline (Fig. 6(1)), with the base sequence placed beneath the target sequence for explicit comparison. In CarePre [48], superposition design is utilized to compare the predicted medical record with records of similar pre-existing patients. In the most recently published visual comparison technique, Guo et al. [36] searched similar medical records of a target sequence and applied hybrid design to convey the differences between the target record and its similar records. This technique uses explicit encoding to display the dissimilarity over time, and it uses superposition design to support analysts manually compare the target sequence with similar records sequences.

Comparison of sequential patterns aims to investigate the similarity of sequential patterns within two event sequences. Typical applications include comparing frequent patterns in log files [77], [87], and understanding behavioral patterns in career paths [22], [24]. For example, EventAction [22] compares the sequential pattern between students to retrieve students that are similar to the target student. It further leverages a juxtaposed calendar view to compare events in the sequences. Nguyen et al. [77] adopted a superposition design to display sequential patterns of the abnormal sequences. Du et al. [24] support both explicit encoding and juxtaposition to demonstrate the differences of similar sequences (Fig. 5(1)). Specifically, when comparing the target record with the entire dataset, Du et al. summarized the metrics for determining the similar records in a hierarchical tree, where the similarities and differences are explicitly encoded. For a detailed inspection, all records and common temporal patterns are visualized in the calendar views, so that users can juxtapose any two sequences of interest to investigate the similarities and differences between them.

Comparison of sequence collections aims to find differences between two sets of event sequences in terms of sequence structure, event attribute, and temporal information [67]. For instance, CoCo [68] leveraged statistical analysis methods to find differences in event sequences.
to compare the attributes of two distinctly defined cohorts, adopting explicit encoding to convey an overview of the differences between the two cohorts (Fig. 6(2)). MatrixWave \cite{139} utilized a novel matrix-based visualization to compare the traffic of two web clickstream datasets (Fig. 6(3)). It applied superposition design to display two event sequence datasets in one visualization and used explicit encoding to show the differences in the amount of traffic between pairwise steps of two clickstream datasets.

In summary, visual comparison techniques can save analysts’ efforts to explore the differences between two event sequences or two groups of event sequences. To facilitate interactive analysis, the aforementioned techniques adopt filter/query for retrieving information of users interest, scaling for multiple scales visualization, alignment for aligning sequences on selected events or time points, and emphasis for adjusting attributes of data to reveal interesting patterns.

### 4.5 Visual Causality Analysis

The problem of learning causality in data has attracted much attention in data mining community over the past years. To facilitate interactive exploration and help with better understanding of complex causal relations, many visualizations and visual analytics techniques have been introduced to support causality analysis. However, most prior researches focus on analyzing causalities in non-temporal multivariate data, while the visual causality analysis for event sequence data is still under explored. In this section, we review existing visual causality analysis techniques for multivariate data and event sequence data. Traditional visualization for displaying causality includes Directed Acyclic Graph (DAG) and Hasse diagram \cite{55}, which are commonly applied and easy to understand. However, when the number of variables increases, traditional visualizations may suffer from the exponential growth of edge crossing. To address this issue, Elmqvist et al. proposed Growing Squares \cite{26} and Growing Polygons \cite{27}, which substitute nodes in DAG with color-coded squares and polygons to provide an overview of influences on each event in place of the links. Furthermore, they incorporate animations to present the temporal ordering of causality. Kabada et al. \cite{51} introduced a set of animations following Michotte’s rules of causal perception \cite{70} to imply causal semantics, such as causal strength, amplification, dampening, and multiplicity in causality visualization.

To further facilitate interactive causality analysis and interpretation, recent studies attempt to develop visual causality analysis systems that incorporate automatic causality analysis algorithms with causality visualizations. Chen et al. \cite{9} proposed a workflow for visual causal analysis, which leads to a number of visual analytics systems that are designed to support interactive analysis and reasoning of causation. For example, Zhang et al. \cite{137} introduced a visualization tool that analyzes causality between numerical and categorical variables in multivariate data and utilized force-directed graphs to display the causality. ReactionFlow \cite{20} uncovers the causal relationships between proteins and biochemical reactions in biological pathways. The causal pathways are organized into a Sankey-based structure to emphasize the downstream and upstream nature of the causal relationships. Want et al. \cite{113} presented a visual analytics tool that allows analysts to edit the causality analysis result according to their domain expertise. They further enhanced this technique in \cite{114} with a path diagram visualization to better expose the causal sequences.

As prior efforts mainly focus on the causal analysis of multivariate data where no temporal information is involved, a few most recent techniques have been proposed to analyze causal relationships among events in event sequence datasets \cite{18}, \cite{49}, \cite{127}. Causality Explorer \cite{127} enables users to explore, validate, and apply causal relations in high-dimensional event sequence data. The tool provides an uncertainty-aware causal graph visualization to present a large set of causal relations inferred from event sequences. SeqCausal \cite{49} recovers the Granger causality of events within a collection of event sequences based on Hawkes process modeling, it leverages a set of visualizations and inter-
actions to explore, interpret and verify complex causalities in high-dimensional and heterogeneous event sequences.

5 APPLICATIONS

In this section, we introduce application areas where event sequence data are commonly observed and discuss the analytical challenges that are specific to each application domain. This includes five applications, which we further classify into three high-level fields: health informatics for electronic medical records; internet applications for general behavioral data collected from websites and computer systems, and industry 4.0 for manufacturing data. As stated in Section 2.2, the applications are gathered after a comprehensive paper search in major data mining and visualization journals and conferences, which should cover most event sequence applications. While data from other application domains may also be easily transformed to the form of event sequence data (e.g., segmenting continuous time-series data and traversing graph data to generate discrete event sequences), they are out of the scope of this paper. In this section, we set our focus on applications only with data that are naturally perceived as event sequences.

5.1 Health Informatics

Electronic health records (EHRs) or electronic medical records (EMRs) represent a typical form of event sequence data. The record of each patient over the course of a clinical process can be considered as an event sequence, with each event representing a clinical event, such as a diagnostics event, taking lab tests, doing surgery or taking medicine. With ample medical event sequence data and domain knowledge, physicians and medical researchers can extract new knowledge, quantify the effects of changes in care delivery, and potentially guide the formation of best practice guidelines. For example, medical experts are often interested in identifying the commonness in clinical pathways among different patients, so as to extract universal clinical guidelines that are applicable to cohorts with certain characteristics (e.g., treatment customization). Besides analyzing historical data, predictive analytics are also found to be useful in medical applications, such as predicting disease outcomes and complications, so as to help doctors adjust their treatment plans beforehand. However, EHRs can be difficult to analyze due to the numerous set of unique event types and the subsequent heterogeneous sequence progressions. EHRs of patients diagnosed with chronic diseases also suffer from large time span and sequence length. A variety of visual analytics solutions have been proposed to address these challenges, which we summarize in the following based on analytical tasks, including cohort analysis [136], outcome analysis [121], and prognosis analysis [60].

Cohort analysis is a common approach used to uncover correlations between a specific disease risk and the underlying attributes of patients within the cohorts [136]. Medical researchers can construct a cohort of patients based on a medical event (e.g., diagnosis, treatment), the attributes of patients (e.g., gender, age), and the patterns of individual sequences (e.g., symptoms progression, treatment progres-
information about the cohorts (Fig. 8(1)). Then it leverages multiple bar charts to provide an overview of statistical information of cohorts defined by users. Composer plots the outcome score trajectories of different procedures in a line chart. CAVA [136] uses a stacked bar chart, a pie chart, and a hierarchical tree map to represent the age, gender, and diagnosis distributions of a cohort, respectively. Both the calculated risk scores and event progressions within the cohort are visualized by color-coded edges.

COQUITO [57] to compare two cohorts and determine if the constructed cohorts carry exposure events for a disease. CoCo [67] is a visual comparison technique (Fig. 6(2)) that measures the differences between two cohorts under various differentiating metrics. Users can select metrics of interest, such as the most differentiating event subsequences between two cohorts, to explore the medical events or patterns that may influence the incidence of a condition. In CoCo, each row displays the difference between two cohorts and the medical patterns of cohorts are visualized by a timeline-based design. A circle marker is placed horizontally between two cohorts to display the difference between the values and in the direction of whichever cohort’s value (e.g., death rate, survive rate) is higher.

**Outcome analysis** studies the end results of different medical progressions (e.g., symptom progressions, treatment progressions) with the goal of facilitating informed decision-making about diagnosis and treatment options. Existing works, such as Outflow [119] and Frequence [81], reveal the medical progression paths in a Sankey-based visualization to uncover the outcomes of different procedures. More specifically, Outflow [119] aggregates medical event sequences from a cohort of patients and visualizes alternative progression paths using color-coded edges that map to patient outcomes (Fig. 5(2)). Similarly, in a series of efforts proposed by Perer et al. [79], [81], [82], the authors extracted frequent progression pathways of a cohort and used a Sankey-based visualization to display them while providing context on which care plans were successful and which were not. These techniques provide an overview of the progression pathways within a cohort, and thus help users understand which factors, medical pathways, or other structures are most associated to the outcome of interest. Nevertheless, as users are not allowed to interactively build the cohorts in some outcome analysis techniques, the analytic capability of these techniques could be
hugely impacted when analyzing a sequence collection of different patients. To overcome this issue, DecisionFlow [32] leverages a milestone approach to support users in defining a cohort by highlighting patients with a specific outcome (e.g., a disease). Composer [91] enables users to interactively explore the outcomes under different cohorts and treatment plans. This technique employs PROMIS (Patient-Reported Outcomes Measurement Information System) to automatically evaluate the outcome scores of a patient under user-defined treatments, and plots the outcome score trajectories in a line chart (Fig. 3(2)). Medical researchers can plot outcome trajectories of different treatments in one chart to determine the optimal treatment for a cohort of patients.

Prognosis analysis predicts the risks of a patient being diagnosed with certain diseases in the future based on the patient’s medical history. A series of deep learning-based visual prognosis techniques, such as [16], [48], [56], [60], have been introduced to make prognosis analysis and interpret the results. For instance, [56], [60] implement RNNs to predict the current and future states of a patient. RetainVis [60] enables users to modify individual sequences of medical events (e.g., add or remove medical events, modify visit period) to experiment with how predicted risk changes with the historical record. The predicted trajectory and historical medical event sequences are visualized in two parallel line charts (Fig. 4(3)). Users are able to observe correlations between medical event sequences and prediction risks, and understand why such predictions are made. CarePre system [48] can also predict the risk of a patient being diagnosed with a certain disease and estimates the most influential treatments for a patient based on historical medical records. The patient’s historical events are visualized in a timeline-based visualization (Fig. 4(2)), and users are allowed to modify these events (e.g., removing, moving, duration adjustment, adding) to test with different predictions. Clinicians can create multiple edited sequences to compare the predicted results under alternative treatments, so as to understand the impact of different treatment options.

5.2 Internet applications

In various internet applications, the activities of users and devices can be recorded as individual event sequences. For instance, social media data contain sequences of timestamped activities (e.g., posting or commenting) for specific users that are recorded over time. Similarly, clickstream data collected from e-commerce websites record how visitors operate and navigate through a website, and this data can be represented as sequences of timestamped events (e.g., visiting a product page, purchasing a product) generated by visitor actions. Additionally, the system logs collected from a computer system can also be represented as temporal event sequences of device conditions (e.g., usage, temperature, workload). In this section, we provide a review of the visual techniques that have been developed for event sequence data retrieved from social media platforms, e-commerce websites, and computer systems.

5.2.1 Social media

On social media platforms such as Twitter and Facebook, user activities can be recorded as event sequences. Each sequence may record the temporal activities of a user over time, where each event represents an online activity such as posting or commenting. Analyzing event sequences on social media platforms could help sociologists understand the underlying behavioral patterns behind the spread of information. For example, the spread of a rumor may start with increased reposting interactions with an influential user. Such users can be identified through detecting anomalous sequences to stop the spread of misleading information at an early stage. In contrast to EHRs, sequences collected from social media platforms generally contain a limited number of event types (i.e., user interactions). However, the contextual information of each event, such as the content of a post and the underlying social network among users adds additional complexity to the data and also needs to be considered when analyzing behavioral patterns. Moreover, the large scale of users in social media platforms also leads to great difficulty in sequence analysis. Existing efforts have proposed a range of visual analytics techniques to help yield insights about various types of user behavior, including collective behaviors [13], [62], [81], [109], [125], [132], [138] and ego-centric behaviors [4], [6], [12].

Collective behaviors refer to activities conducted by a temporary and unstructured group of people. On social media, collective behaviors are formulated by groups of social media users through the processes of spreading information and human mobility. To study these collective behaviors and identify behavioral patterns, various visual analytics techniques have been proposed: [5], [13], [106], [109], [138] analyze the behavior of spreading information, and [62], [81] are developed to study human mobility. Reposting process refers to how information spreads across space and time on social media platforms. Google + [109] interweaves node-link diagrams and circular map metaphors to visualize message spreading paths. Analysts can easily capture the traces of diffusion between users and identify the importance of a message by its size and diffusion path. Chen et al. [13] used a map metaphor to symbolize the reposting process in a spatial context (Fig. 9(1)). The diffusion structure is visualized using various link metaphors such as rivers, routes, and bridges. This technique highlights the influence of key players, and enables analysts to explore how key players promote the evolution of topics and enlarge the influence of the source message. Zhao et al. [138] proposed a flexible timeline visualization to reveal the rumor-spreading process among Twitter users. Some studies trace the spatiotemporal information of diffusion pathways to uncover how information is spread on a global scale [5], [106]. For example, Cao et al. [5] summarized the temporal trends, the social-spatial extent, and community response to a topic with a sunflower metaphor. The original tweets are placed at the center of the circle and linked with geo-groups (users from the same country) once users in these groups repost the original tweets. The retweeting activities are displayed as a sequence of color-coded glyphs moving along pathways that indicate the timing and sentiments of the retweets. Besides the reposting process, another important collective behavior is human mobility. The spatiotemporal event sequences retrieved from social media platform, like Foursquare, have recently been used to uncover user mobility patterns and predict mobility decisions. For example, advertisement companies can investigate the mobility patterns of people, such as when and where they go to work, to optimize their advertising strategies. Some visual analytics techniques that leverage pattern mining algorithms have been used to explore common mobility patterns of users, such as [62], [81]. MAQUI [62] support the interactive exploration of data collected from Foursquare to
uncover the frequent mobility patterns of users.

Egocentric behaviors refer to activities conducted or influenced by a user. An egocentric perspective enables a closer analysis of individual behaviors and thus provides more detailed behavioral patterns [12]. For instance, Cao et al. [4] proposed Episogram, an egocentric representation for visualizing individuals’ interaction histories (e.g., posting or reposting content). Episogram visualizes each interaction thread using a vertical line on a timeline and uses a glyph design to represent interaction events among users. Building upon preceding works, Cao et al. developed TargetVue [6] to detect and visualize users with anomalous behaviors on Twitter. TargetVue detects anomalous users via an unsupervised learning model and visualizes the behaviors of suspicious users in three glyphs representing the communication activities, features, and social interactions, respectively (Fig. 9(4)).

To facilitate the understanding of frequent visiting traces, Zgraggen et al. [133] proposed (s)qu(eries) to visualize regular patterns of clickstream data. Moreover, Liu et al. [66] extracted frequent browsing paths from clickstream data and visualized them in a funnel-based visualization. As frequent patterns do not always correspond to important or meaningful information within data, CoreFlow [65] leveraged a tree-based visualization to facilitate branching pattern exploration for browsing paths.

Analyzing clickstream data can help e-commerce companies explore user’s behavior and optimize their business plans. This idea has been extended to online education platforms to analyze the learning behaviors of students [10], [11], [35], [42], [73]. For instance, PeakVizor [10] analyzes students’ interaction activities to understand how students respond to video materials. For example, an unexpectedly high occurrence of pausing or rewinding may indicate that students having difficulty in understanding the material. The authors encoded high pausing or rewinding activities

Fig. 9. Selected examples of visual techniques for Internet applications. (1) R-Map [13] uses a map metaphor to symbolize the reposting process in a spatial context. (2) CloudDet [129] combines a glyph design and a stacked line chart to monitor the performance of a computer system. (3) PeakVizor [10] encodes each interaction peak by a glyph in an overview, and the spatial-temporal information of the peaks and the correlation between the peaks are visualized in two additional views. (4) TargetVue [6] visualizes the behaviors of suspicious users in three glyphs that present the user’s communication activities, features, and social interactions respectively.

5.2.2 E-commerce
Clickstream data collected from e-commerce websites record how visitors operate and navigate through websites. A visitor’s online activity can be recorded as an event sequence, in which each event represents a single online activity (e.g., visiting a product page). The increasing availability of such event sequence data permits analysts to extract valuable insights into website design and commercial activities. For instance, these meaningful insights can help companies plan efficient marketing strategies and make more precise advertising and promotion to customers. Generally, online activities on different web pages are considered as different event types, so that an event sequence of a web visitor can be considered as a description of how the user navigates through web pages. When analyzing activities in large web applications, the main difficulty usually lies in the large space of web links that users need to explore. The diverse types of online activities (e.g., click, scroll, mouse move) further increase the complexity of the data. Existing visual techniques have been introduced to explore frequent visiting traces [65], [66], [133] and user behavior patterns [10], [29], [35], [42], [73].
with peaks, and provide statistics such as peak duration, and user distribution with superposed glyphs. Moreover, spatiotemporal information the correlations of the peaks are visualized with two additional visualizations (Fig. 9(3)). CCVis [35] explores the patterns of students’ clicking behavior and identifies course resources that were clicked most and least. It visualizes the critical sequences that lead to different transition probabilities in a node-link diagram with a Sankey-based visualization showing the click patterns.

5.2.3 Computer systems

Computer systems are monitored by regularly sampling profile data that record the timestamped conditions (e.g., CPU load, memory usage) of specific devices over time as event sequences. Monitoring and analyzing the profile data is an efficient approach to observe the running status of a large number of devices. For instance, a cloud computing system is normally comprised of thousands of parallel computing and storage devices. Tracing every device is untenable due to scale. By analyzing the profile data, the devices that are over- or under-allocated, inefficient operations, and nodes that are misbehaving or failing could be detected from all the devices. However, the profile data collected from computing systems are large-scale and multidimensional. In order to effectively observe the data, various techniques have been introduced to overcome this challenge. Muelder et al. [34] proposed a visual technique to portray the behavior of cloud computing systems over time. The authors adopted a stacked graph timeline to summarize the aggregate behavior of cloud computing systems. For detailed inspection, the behavioral lines of each compute node are plotted in a table of line charts. In this view, analysts can efficiently explore the trends and anomalies within a system. Xie et al. [126] leveraged one-class support vector machines to detect anomalous executions in high performance computing clusters. Detected anomalies are visualized in a multi-level visualization system for deeper analysis. Specifically, all of the anomalous compute trees are identified in a scatter plot. Analysts can select the anomalies of interest to inspect their structural patterns in a node-link diagram and their invoked functions in a stacked timeline. [129] provides interactive visualization capabilities that enable analysts to inspect profile data and identify anomalous performances in cloud computing systems. This system combines multiple visualization modes, such as glyph design and stacked line charts, to monitor the performance of cloud computing systems from different aspects (Fig. 9(2)).

5.3 Industry 4.0

Industry 4.0 or The Fourth Industrial Revolution is the ongoing process of using modern smart technology in industrial practices to achieve the automation of traditional manufacturing. The temporal status of smart equipment over time can be recorded as an event sequence, where each event represents a status (e.g., an equipment condition or a processing event). The increasing availability of such event sequence data permits manufacturing experts to better understand the line’s performance and explore ideas for improvement. For instance, experts could identify the recurring error patterns from collected data to indicate some systematic production issues. However, the data collected from smart factories are multivariate and high-dimensional, it is often unclear, which subsets of the data should be focused on to detect anomalies and improve the factory’s productivity. To address these challenges, a variety of visual techniques have been introduced to help users exploring...
In previous sections, we summarized event sequence visualizations according to our proposed design space, extracted representations according to our proposed design space, and found the following remaining challenges in existing techniques into three typical applications. Through this process, we combined the existing works [89], [101], [124], [140] and the effects in a production line. The visual technique proposed by Wu et al. [123] provides an interactive interface to allow users to flexibly switch between visual summaries and detailed individual sequences and events, and the problem of how to scale across both sequence summarizations and detailed individual sequences and event filtering [32], [34] to enhance the visual scalability in event sequences. Some previous research touches upon this problem mainly through sequence aggregation [120] and event filtering [32], [34] to enhance the visual scalability on the sequence level and event level respectively. However, these summarization techniques hinder the inspection of detailed individual sequences and events, and the problem of how to scale across both sequence summarizations and low-level details still remains. Therefore, there is a demand for a scalable visual analytics pipeline that follows the Visual Information-Seeking Mantra by Shneiderman [100]: “overview first, zoom and filter, then details-on-demand” to allow users to flexibly switch between visual summaries and sequence details.

**Scalability:** Scalability is a well-recognized challenge in visual analytics [19], [53]. This problem becomes more significant in visual analytics of event sequence data due to the large scale (i.e., a large number of sequences) and high dimensionality (i.e., a vast number of event types) of most real-world event sequences datasets [32]. Du et al. [25] surveyed 15 strategies for sharpening analytic focus that analysts can use to reduce the data volume and pattern variety in event sequences. Some previous research touches upon this problem mainly through sequence aggregation [120] and event filtering [32], [34] to enhance the visual scalability on the sequence level and event level respectively. However, these summarization techniques hinder the inspection of detailed individual sequences and events, and the problem of how to scale across both sequence summarizations and low-level details still remains. Therefore, there is a demand for a scalable visual analytics pipeline that follows the Visual Information-Seeking Mantra by Shneiderman [100]: “overview first, zoom and filter, then details-on-demand” to allow users to flexibly switch between visual summaries and sequence details.

**Heterogeneity:** Event sequence data can contain a variety of heterogeneous temporal events. For example, medical health records usually include multiple event types such as diagnostic events, lab test results, vital signs, drug administrations, etc. Social media data includes multimedia content, such as text, image, and video. Events of each event type are observed or recorded with different sampling rates and show different event patterns, which leads to great difficulty for aggregating and organizing data from multiple sources. Most existing techniques choose to assemble all types of events to form a unified process for modeling and display. However, this may hinder the discovery of relationships between event types and distinctive patterns from disparate event types, which is crucial for investigative tasks and sense-making processes [117]. To solve this issue, a visual analytics framework needs to be developed, enabling both the integrated analysis of multiple event processes and the investigation of patterns for individual processes.

**Multivariate event sequence visualization:** Existing visual analytics techniques for event sequences generally char-
characterize events based on their types and timestamps only. Besides these two common event attributes, however, events in a sequence can also be associated with multivariate data. For instance, lab test events in medical data are associated with specific test values, and financial transaction records also contain information about bank accounts and the monetary amount of a transaction. It still remains challenging to visualize multivariate event sequences due to the large number of event attributes. A single event may include, coupled with the additional heterogeneity introduced by different data formats of the variables linked to events. Cappers and Wijk [7] provide a starting point of this issue by displaying the distributions of attributes for each individual event using lists of bar charts. However, this method can be limited for the discovery of the association between attributes of the same event or between multiple event types.

This implies a need for a new visualization design that is able to represent categorical event types and multivariate attributes at the same time.

Interpretability: The chosen analysis model is a critical component in the pipeline of visual analytics [53]. In the pursuit of better analytical performance, recently developed visual analytics tools tend to leverage advanced machine learning or deep learning models with considerably high complexity. These, however, introduce issues of interpretability of the analysis results and a lack of control over the analytical process, both of which are essential for high-impact analytical tasks such as precision medicine and financial investments [17]. To address such problems, there has been an increased research investment towards explainable artificial intelligence [71], [104], with the goal of uncovering the inner workings of complex models. Even so, the mechanisms underlying these models can be difficult for non-expert users to understand. Thus, there is a high demand for visual analytics techniques that can organize, transform, and communicate model-level interpretations into comprehensible and actionable guidance. Some recent advancements [16], [39], [48] tackle this issue with a focus on a particular analytical task and analysis models, yet more generalizable techniques must be explored and developed.

Causality Analysis: From our review of event sequence analysis techniques, we noticed that causality analysis for event sequence data has gained increased attention in the data mining community over the past years. Many causality analysis techniques have been proposed [128], [134] to uncover the cause-and-effect relationship between events. However, very few visual analytics techniques have been developed for the causality analysis of event sequences. Despite that some existing visual analytics methods are developed for analyzing multivariate data [113], [114], the temporal nature and high dimensionality of event sequence data can lead to additional challenges, which are worth addressing in future research.

Deep Learning & Machine Learning: The capability of visual analytics techniques is largely determined by analytics techniques. As the complexity of data is exponentially increased, it is a challenging task for visual analytics techniques to process the data efficiently. To overcome this challenge, deep learning techniques, such as Recurrent Neural Networks, Variational AutoEncoders, Transformer, BERT are employed in advanced visual analysis techniques. For instance, CarePre [48] employs Recurrent Neural Networks to predict future activities based on historical event sequences. Eventthread3 [38] leverages variational autoencoders to estimate underlying normal progressions for each given sequence represented as occurrence probabilities of events along with the sequence progression. In the future study, driven by more powerful deep learning and machine learning techniques, visual analytics techniques could process more complicated data and analytics tasks.

7 Conclusion

This paper presents a survey of visual analytics approaches for event sequence data. The survey proposed a taxonomy that includes a fine categorization (design spaces) and two coarse categorizations (analysis tasks and applications) for characterizing the state-of-the-art techniques. In particular, the techniques are partitioned by five analytical tasks and five applications, and featured by their corresponding design elements in the design space. Finally, the paper discusses the remaining challenges, and points out promising future research directions. With this survey, we connect prior studies in this topic by fitting them together into our taxonomy. We hope our work could provide practitioners with an overview of the alternatives approaches, and help them find the most appropriate design components in developing an effective visual analytics solution that addresses their analytical tasks at hand.
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