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Abstract. We consider Toeplitz and Cuntz-Krieger $C^*$-algebras associated with finitely aligned left cancellative small categories. We pay special attention to the case where such a category arises as the Zappa-Szép product of a category and a group linked by a one-cocycle. As our main application, we obtain a new approach to Exel-Pardo algebras in the case of row-finite graphs. We also present some other ways of constructing $C^*$-algebras from left cancellative small categories and discuss their relationship.

1. Introduction

By a category of paths we will mean a left cancellative small category with no (nontrivial) inverses. As shown in [31], one may attach to each finitely aligned category of paths a Toeplitz $C^*$-algebra and a Cuntz-Krieger $C^*$-algebra, which generalize previously known constructions for graphs, higher-rank graphs and quasi-lattice ordered groups.

The assumption that a category of paths has no inverses is quite restrictive and it is desirable to relax it. This has already been done in several recent works on $C^*$-algebras associated to left cancellative monoids, see e.g. [22, 24, 23, 7, 33, 8, 5, 6, 4, 1]. Our primary motivation for considering more general left cancellative small categories has been our desire to provide a new approach to $C^*$-algebras associated with Exel–Pardo systems [13, 2]. Our starting point is the observation that if $(E, G, \varphi)$ is an Exel–Pardo system, consisting of an action of a group $G$ on a directed graph $E$ equipped with a 1-cocycle $\varphi : E^1 \times G \to G$ satisfying certain compatibility conditions (see Section 2, and $E^*$ denotes the category of finite paths of $E$, then we may form the Zappa-Szép product $E^* \rtimes \varphi G$ of the associated system $(E^*, G, \varphi)$. This gives us a left cancellative small category containing nontrivial inverses (unless if $G$ is trivial), and although it is possible to find a certain subcategory of $E^* \rtimes \varphi G$ which is a category of paths (cf. Proposition 3.10), we believe it is better to work with $E^* \rtimes \varphi G$. In fact, we may as well consider what we call a category system $(C, G, \varphi)$, where $C$ is a...
left cancellative small category, and form its Zappa-Szép product $C \times^\varphi G$, as we do in Section 3. The most tractable situation is when $C$ is \textit{finitely aligned}. This notion is defined in a similar way as for categories of paths \cite{31}. An example of a finitely aligned (even singly aligned) left cancellative small category is provided by the Zappa-Szép product $E^* \times^\varphi G$ arising from an Exel–Pardo system $(E,G,\varphi)$. We also mention that singly aligned left cancellative monoids have often been called \textit{right LCMs} in the recent literature.

In Section 4 we consider the Toeplitz algebra $T(C)$ and the Cuntz-Krieger algebra $O(C)$ of a finitely aligned left cancellative small category $C$. They may both be described as universal $C^*$-algebras generated by families of partial isometries indexed by $C$ satisfying certain natural relations, $O(C)$ being a quotient of $T(C)$. Equivalently, $T(C)$ is the universal $C^*$-algebra for representations of $C$ in $C^*$-algebras, while $O(C)$ is universal for covariant representations of $C$. A definition of $T(C)$ and $O(C)$ as groupoid $C^*$-algebras, valid also in the case where $C$ is not finitely aligned, will be discussed in an article \cite{32} by the fourth author. It should be noted that a different definition has been proposed earlier by Exel in \cite{11} (see also \cite{10}), where he associates a Cuntz-Krieger like $C^*$-algebra to any semigroupoid. As a left cancellative small category $C$ is an example of a semigroupoid, we compare in Section 4 our approach with Exel’s when $C$ is finitely aligned. In particular, we explain why our definition of a representation of $C$ in a $C^*$-algebra involves an extra condition and give an example showing that this condition does not follow from Exel’s conditions. After adapting Exel’s notion of \textit{tightness} for representations of semigroupoids to our setting, we verify (using arguments from \cite{11}) that this notion is equivalent to our notion of covariance for nondegenerate representations of $C$.

In Section 5 we consider a category system $(C,G,\varphi)$. By a representation $(T,U)$ of $(C,G,\varphi)$ in a $C^*$-algebra $B$ we mean a nondegenerate representation $T: C \rightarrow B$ and a unitary homomorphism $U: G \rightarrow M(B)$ satisfying the condition $U_g T_\alpha = T_{g \alpha} U_{\varphi(g,\alpha)}$ for all $g \in G, \alpha \in C$. Our main result (Theorem 5.2) says that if $C$ is finitely aligned, and $D$ denotes the Zappa-Szép product $C \times^\varphi G$, then there is a natural bijective correspondence between representations $(T,U)$ of $(C,G,\varphi)$ and nondegenerate representations $S = T \times U$ of $D$, having the property that $S$ is covariant if and only if $T$ is too (cf. Corollary 5.5). This means that $T(D)$ (resp. $O(D)$) can loosely be described as a kind of crossed product of $T(C)$ (resp. $O(C)$) by $(G,\varphi)$. This can be stated more precisely by using the concept of $C^*$-blend recently introduced in \cite{12} (see Remarks 5.3 and 5.6).

When $(E,G,\varphi)$ is an Exel–Pardo system, we apply our results to the category system $(E^*,G,\varphi)$ and show in Section 6 that the Toeplitz algebra $T(E^* \times^\varphi G)$ is isomorphic to the Toeplitz $C^*$-algebra $T(E,G,\varphi)$ associated to the $C^*$-correspondence $Y^{^\varphi}$ constructed from $(E,G,\varphi)$ in \cite{2} (see also \cite{13}).
Assuming that $E$ is row-finite, we also show that the Cuntz-Krieger algebra $\mathcal{O}(E^* \rtimes \varphi)$ is isomorphic to the Cuntz-Pimsner $C^*$-algebra $\mathcal{O}(E, G, \varphi)$ associated to $Y^\varphi$.

It appears that one may associate other $C^*$-algebras to a left cancellative small category $C$. Indeed, in Section 7, we introduce the regular Toeplitz algebra $T_\ell(C)$ generated by the regular representation of $C$ on $\ell^2(C)$, the $C^*$-algebra $C^*(ZM(C))$ associated to the so-called zigzag inverse semigroup $ZM(C)$ of $C$, and the Li $C^*$-algebra $C^*_{Li}(C)$, analogous to the full $C^*$-algebra associated by Li [22] to a left cancellative monoid. These $C^*$-algebras are connected by canonical surjective homomorphisms

$$C^*_{Li}(C) \to C^*(ZM(C)) \to T_\ell(C).$$

When $C$ is a finitely aligned, there also exist canonical surjective homomorphisms such that

$$C^*(ZM(C)) \to T(C) \to T_\ell(C).$$

Adapting some results of Donsig and Milan in [9] about categories of paths to our situation, we also note that one may identify $T(C)$ with the $C^*$-algebra that is universal for finitely join-preserving representations of $ZM(C)$. Moreover, when $C$ is finitely aligned, $O(C)$ corresponds to the tight $C^*$-algebra of $ZM(C)$ introduced by Exel [10], which is universal for tight representations of $ZM(C)$.

2. Preliminaries

We recall a few definitions and conventions from [31] and [2]. See also [32].

**Small categories.** If $C$ is a small category, we refer to the objects in $C$ as vertices, and we write $C^0$ for the set of vertices. We also use juxtaposition to indicate composition of morphisms, and frequently (but not always) identify the vertices with the identity morphisms. Thus, a small category may be defined as a set $C$, a subset $C^0 \subseteq C$, two maps $r, s : C \to C^0$, and a partially-defined multiplication

$$(\alpha, \beta) \mapsto \alpha \beta,$$

defined if and only if $s(\alpha) = r(\beta)$, such that if $s(\alpha) = r(\beta)$ and $s(\beta) = r(\gamma)$ then

(i) $r(\alpha \beta) = r(\alpha)$ and $s(\alpha \beta) = s(\beta)$;

(ii) $\alpha(\beta \gamma) = (\alpha \beta) \gamma$;

(iii) $r(v) = s(v) = v$ for all $v \in C^0$;

(iv) $r(\alpha) \alpha = \alpha s(\alpha) = \alpha$.

A subcategory of $C$ is a subset $E \subseteq C$ that is closed under $r$, $s$, and composition. It becomes a small category in the obvious way by setting $E^0 = C^0 \cap E$.

We assume that $C^0$ is nonempty and sometimes write

$$C^{(2)} = \{ (\alpha, \beta) \in C \times C : s(\alpha) = r(\beta) \}$$
for the set of composable pairs. Note that $\mathcal{C}^{(2)} = \mathcal{C} \times \mathcal{C}$ if $\mathcal{C}^0$ is a singleton (in which case $\mathcal{C}$ is a monoid).

If $S, T \subseteq \mathcal{C}$, we write

$$ST = \{ \alpha \beta : \alpha \in S, \beta \in T, s(\alpha) = r(\beta) \},$$

and similarly for finitely many subsets $S_1, \ldots, S_n$. If $S = \{ \alpha \}$ is a singleton we write $\alpha T = \{ \alpha \} T$, and similarly for $S \alpha$. In particular, for $v, w \in \mathcal{C}^0$, we have $r^{-1}(v) = v \mathcal{C}$, $s^{-1}(w) = \mathcal{C} w$, and $r^{-1}(v) \cap s^{-1}(w) = v \mathcal{C} w$. Note that an element $\alpha \in \mathcal{C}$ is a vertex if and only if $\alpha \beta = \beta$ for all $\beta \in s(\alpha) \mathcal{C}$ and $\beta \alpha = \beta$ for all $\beta \in r(\alpha)$.

We will often (but not always) use the convention that when writing $\alpha \beta$ for $\alpha, \beta \in \mathcal{C}$, we tacitly assume that the product $\alpha \beta$ is defined.

If $\alpha \in \mathcal{C}$ then $\alpha$ is called invertible if there exists (a necessarily unique) $\beta \in \mathcal{C}$ such that $\alpha \beta$ and $\beta \alpha$ both belong to $\mathcal{C}^0$, in which case we often write $\beta = \alpha^{-1}$. Clearly, any vertex in $\mathcal{C}$ is invertible. We say that the small category $\mathcal{C}$ has no inverses if the set of invertible elements in $\mathcal{C}$ coincides with $\mathcal{C}^0$.

We say a small category $\mathcal{C}$ has left cancellation, or is left cancellative, if for any $\alpha, \beta, \gamma \in \mathcal{C}$ such that $s(\alpha) = r(\beta) = r(\gamma)$ we have

$$\alpha \beta = \alpha \gamma \quad \text{implies} \quad \beta = \gamma.$$ 

Right cancellation is defined in a similar way. Note that if $\mathcal{C}$ is left cancellative then $\alpha \in \mathcal{C}$ is a vertex if and only if there exists $\beta \in \mathcal{C} r(\alpha)$ such that $\beta \alpha = \beta$. Note also that when $\mathcal{C}$ is left cancellative, $\alpha \in \mathcal{C}$ is invertible if and only if there exists (a necessarily unique) $\beta \in \mathcal{C}$ such that $\alpha \beta$ belongs to $\mathcal{C}^0$; in particular, $\mathcal{C}$ has no inverses if and only if

$$\alpha \beta \in \mathcal{C}^0 \quad \text{implies} \quad \alpha, \beta \in \mathcal{C}^0.$$

A category of paths is a left cancellative small category $\mathcal{C}$ with no inverses.

**Remark 2.1.** The definition of category of paths in [31] also requires right cancellation, but this property is only used in a few places in [31], which will not affect anything we do here.

Throughout the remainder of this section, $\mathcal{C}$ denotes a left cancellative small category.

We define an equivalence relation on $\mathcal{C}$ by $\alpha \sim \beta$ when there is an invertible $\gamma \in \mathcal{C}$ such that $\beta = \alpha \gamma$.

We say $\mathcal{C}$ is finitely aligned if for all $\alpha, \beta \in \mathcal{C}$ there is a finite (possibly empty) subset $F \subseteq \mathcal{C}$ such that

$$\alpha \mathcal{C} \cap \beta \mathcal{C} = F \mathcal{C} = \bigcup_{\gamma \in F} \gamma \mathcal{C},$$

and singly aligned if for all $\alpha, \beta \in \mathcal{C}$, either $\alpha \mathcal{C} \cap \beta \mathcal{C} = \emptyset$ or there is $\gamma \in \mathcal{C}$ such that

$$\alpha \mathcal{C} \cap \beta \mathcal{C} = \gamma \mathcal{C}.$$
If $C$ is singly aligned and we have $\alpha C \cap \beta C = \gamma C$ as above, how unique is the $\gamma$? Suppose
\[ \gamma C = \zeta C, \]
so that there are $\lambda, \mu \in C$ such that
\[ \gamma = \zeta \lambda \quad \text{and} \quad \zeta = \gamma \mu. \]
Then $\gamma = \gamma \mu \lambda$, so by left cancellativity $\mu \lambda = s(\gamma)$, and similarly $\lambda \mu = s(\zeta)$. Thus $\mu = \lambda^{-1}$. In particular, we have $\gamma \sim \zeta$, and so $\gamma$ is unique up to equivalence. Note that this argument generalizes [7, Lemma 2.2] to our context. Note also that if $\gamma \sim \zeta$, then one readily checks that $\gamma C = \zeta C$; hence we have $\gamma \sim \zeta$ if and only if $\gamma C = \zeta C$.

The finitely aligned case is only slightly more complicated: suppose
\[
\bigcup_{\gamma \in F} \gamma C = \bigcup_{\zeta \in L} \zeta C
\]
for some nonempty subsets $F, L \subseteq C$. Then for all $\gamma \in F$ there are $\zeta \in L, \lambda \in C$ such that $\gamma = \zeta \lambda$, and then there are $\gamma' \in F, \lambda' \in C$ such that $\zeta = \gamma' \lambda'$, so that
\[ \gamma = \gamma' \lambda' \lambda \in \gamma' C. \]
Now, if $F$ is finite, we can replace it by a subset if necessary so that for all distinct $\gamma, \gamma' \in F$ we have $\gamma \not\in \gamma' C$, in which case we say $F$ is independent. Similarly we can assume that $L$ is independent. Then we conclude that if $F$ and $L$ are both independent and satisfy (2.1), then for all $\gamma \in F$ there is $\zeta \in L$ such that $\gamma \sim \zeta$, and symmetrically for all $\zeta \in L$ there is $\gamma \in F$ such that $\zeta \sim \gamma$. When this happens we say that $F$ is unique up to equivalence. We will also consider the empty set as independent and unique up to equivalence.

Remark 2.2. [31, Lemma 3.2] shows that when $C$ is a finitely aligned category of paths (so that $C$ not only is left cancellative, but also has no inverses), there is a unique independent subset $F$ as above. But as we have seen, in the general left cancellative case $F$ is only unique up to equivalence.

When $C$ is finitely aligned, by induction we see that for every finite subset $F \subseteq C$ there is a finite independent set $L$, that is unique up to equivalence, such that
\[
\bigcap_{\alpha \in F} \alpha C = \bigcup_{\gamma \in L} \gamma C,
\]
and we will write $\bigvee F$ for any such choice of independent finite $L$, keeping in mind that this is only determined up to equivalence. Thus, if $L \not= \emptyset$ and for every $\gamma \in L$ we choose $\gamma' \sim \gamma$, and let $L' = \{ \gamma' : \gamma \in L \}$, then we also have $\bigvee F = L'$. When $F = \{ \alpha, \beta \}$ we write $\alpha \vee \beta = L$. Note that this convention is slightly different from that of [32], where $\bigvee F$ denotes the set of all elements that are equivalent to an element of the set we denote by $\bigvee F$. 
If $v \in \mathcal{C}^0$ and $F \subseteq v \mathcal{C}$, then $F$ is exhaustive at $v$ if for every $\alpha \in v \mathcal{C}$ there is $\beta \in F$ with $\alpha \mathcal{C} \cap \beta \mathcal{C} \neq \emptyset$.

Later we will need the following elementary result:

**Lemma 2.3.** Let $\mathcal{C}$ be a left cancellative small category, let $v \in \mathcal{C}^0$, and let $F \subseteq v \mathcal{C}$ be nonempty. For each $\alpha \in F$ let $\beta_\alpha \sim \alpha$, and let $F' = \{ \beta_\alpha : \alpha \in F \}$.

Then $F$ is exhaustive at $v$ if and only if $F'$ is.

**Proof.** By symmetry, it suffices to show that if $F$ is exhaustive at $v$ then so is $F'$. Let $\beta \in v \mathcal{C}$. Since $F$ is exhaustive at $v$, we can choose $\alpha \in F$ such that $\alpha \mathcal{C} \cap \beta \mathcal{C} \neq \emptyset$. Since $\beta_\alpha \sim \alpha$, we have $\beta_\alpha \mathcal{C} = \alpha \mathcal{C}$. Thus $\beta_\alpha \mathcal{C} \cap \beta \mathcal{C} \neq \emptyset$. This shows that $F'$ is exhaustive at $v$. \qed

**Cocycles.** Let $G$ denote a discrete group (with identity 1) and $S$ a set. We write $G \curvearrowright S$ to mean that $G$ acts on $S$ by permutations, and we write the action as $(g,x) \mapsto gx : G \times S \to S$.

A cocycle for an action $G \curvearrowright S$ is a function $\varphi : G \times S \to G$ satisfying the cocycle identity

\[(2.2) \quad \varphi(gh, x) = \varphi(g, hx)\varphi(h, x) \quad \text{for all } g, h \in G, x \in S.\]

Plugging in $h = 1$ we get $\varphi(g, x)1 = \varphi(g, x)\varphi(1, x)$, so

\[(2.3) \quad \varphi(1, x) = 1 \quad \text{for all } x \in S.\]

One may also consider more general cocycles, taking their values in another group than $G$, but we won’t need these in the present work. The cocycle identity is exactly what is needed for $G$ to act on $S \times G$ via

\[g(x, h) = (gx, \varphi(g, x)h) \quad \text{for } g, h \in G, x \in S.\]

**Graph cocycles.** We say $G$ acts on a directed graph $E = (E^0, E^1, r, s)$, written $G \curvearrowright E$, if $G$ acts on the vertex set $E^0$ and the edge set $E^1$ by graph automorphisms, i.e., $G \curvearrowright E^0$, $G \curvearrowright E^1$ and

\[r(ge) = gr(e) \quad \text{and} \quad s(ge) = gs(e) \quad \text{for all } g \in G, e \in E^1.\]

**Definition 2.4.** A graph cocycle for $G \curvearrowright E$ is a cocycle $\varphi$ for the action of $G$ on the edge set $E^1$ such that

\[(2.4) \quad \varphi(g, e)s(e) = gs(e) \quad \text{for all } g \in G, e \in E^1,\]

and we call $(E, G, \varphi)$ an Exel-Pardo system.

---

\footnote{Note that this only requires the left cancellative property of $G$; cf. Remark 3.8}
Note that in [13] Exel and Pardo impose the stronger condition
$$\varphi(g, e)v = gv \quad \text{for all } g \in G, e \in E^1, v \in E^0.$$ 

As we tried to make clear in [2], our weaker condition on sources allows for greater flexibility. We note that in [19], where self-similar actions of groupoids on the path spaces of finite directed graphs are considered, this equivariance property of the source map is not necessarily satisfied (or even meaningful).

3. Cocycles and categories of paths

Let $\mathcal{C}$ be a small category, and assume that a group $G$ acts on the set $\mathcal{C}$ by permutations in such a way that
$$r(g\alpha) = gr(\alpha) \quad \text{and} \quad s(g\alpha) = gs(\alpha) \quad \text{for all } g \in G, \alpha \in \mathcal{C}.$$ 

Observe that we do not assume that $G$ acts by automorphisms of the category — in fact, we will typically not want this! Note that for all $g \in G$ and $v \in \mathcal{C}^0$ we have $gv = gr(v) = r(gv) \in \mathcal{C}^0$. It follows easily that $G \ltimes \mathcal{C}^0$ by restriction.

**Definition 3.1.** With the above notation, if $\varphi : G \times \mathcal{C} \to G$ is a cocycle for the action of $G$ on $\mathcal{C}$ as a set, we call $\varphi$ a category cocycle for this action if for all $g \in G, v \in \mathcal{C}^0$, and $(\alpha, \beta) \in \mathcal{C}^{(2)}$ we also have

- (i) $\varphi(g, v) = g$;
- (ii) $\varphi(g, \alpha)s(\alpha) = gs(\alpha)$;
- (iii) $g(\alpha\beta) = (g\alpha)(\varphi(g, \alpha)\beta)$;
- (iv) $\varphi(g, \alpha\beta) = \varphi(\varphi(g, \alpha), \beta)$,

and we call $(\mathcal{C}, G, \varphi)$ a category system. In the case where $\mathcal{C}$ is a category of paths, we call $(\mathcal{C}, G, \varphi)$ a path system.

**Example 3.2.** A rather trivial way to get a category cocycle for an action $G \ltimes \mathcal{C}$ is to define $\varphi(g, \alpha) = g$ for all $g \in G, \alpha \in \mathcal{C}$, and this is the only case where we are guaranteed that $G$ acts on $\mathcal{C}$ by automorphisms of the category.

**Example 3.3.** Suppose $(E, \varphi)$ is an Exel-Pardo system. For $n \geq 2$, we let $E^n$ denote the set of all paths in $E$ of length $n$, and let $E^* = \bigcup_{n \geq 0} E^n$ denote the set of all finite paths in $E$. We will consider $E^*$ as a category of paths, as defined in [31], composition being defined by concatenation of paths whenever it makes sense.

In [13], Exel and Pardo consider countable groups and finite graphs without sources. However, their proof of [13] Proposition 2.4] shows that without any restriction on $G$ and $E$, the action of $G$ on $E$ extends to an action of $G$ on the category of paths $E^*$, and also that the cocycle $\varphi : G \times E^1 \to G$ extends uniquely to a category cocycle on $E^*$, also denoted by $\varphi$.  

---

2 Using property 31, one easily sees that $(g\alpha, \varphi(g, \alpha)\beta) \in \mathcal{C}^{(2)}$. 

Their construction may roughly be described as follows: First, define \( \varphi \) on \( G \times E^0 \) by (i). Next, as guided by (iii) and (iv), inductively define the action of \( G \) on \( E^{n+1} \) and the map \( \varphi \) on \( G \times E^{n+1} \) for each \( n \geq 1 \): for each \( g \in G, e \in E^1, \) and \( \alpha \in E^n \) such that \( e\alpha \in E^{n+1} \), set

\[
g(\alpha \epsilon) := (g\epsilon)(\varphi(g, e)\alpha), \quad \varphi(g, \alpha \epsilon) := \varphi(g, e), \alpha).
\]

Thus we obtain a path system \((E^*, G, \varphi)\). Note that since we only assume that equation \((2.4)\) holds, while Exel and Pardo require that \( \varphi(g, e)v = gv \) holds for all \( g \in G, e \in E^1, \) and \( v \in E^0, \) property (ii) above is weaker than the corresponding one in \([13]\).

**Remark 3.4.** Category systems have also recently been considered by H. Li and D. Yang \([21]\) in the case where \( C \) is a higher-rank graph; in their terminology, a category cocycle is called a restriction map.

To a category system \((C, G, \varphi)\) one may associate a small category that we will call its Zappa-Szép product. Generalizing earlier works of Zappa, Szép (and others) in the case where \( C \) is a group, such a product has been introduced and studied by Brin in the context of more general multiplicative structures, such as monoids and categories, see \([3]\). For the convenience of the reader, we give below the details of this construction for a category system.

**Proposition 3.5.** Let \((C, G, \varphi)\) be a category system. Put \( D = C \times G \) and \( D^0 = C^0 \times \{1\} \), and define \( r, s : D \to D^0 \) by

\[
r(\alpha, g) = (r(\alpha), 1) \quad \text{and} \quad s(\alpha, g) = (g^{-1}s(\alpha), 1).
\]

For \((\alpha, g), (\beta, h) \in D\) with \( s(\alpha, g) = r(\beta, h)\), define

\[
(\alpha, g)(\beta, h) = (\alpha(g\beta), \varphi(g, \beta)h).
\]

Then \( D \) is a small category. Moreover, if \( C \) is left cancellative then so is \( D \).

**Proof.** Note first that if \( s(\alpha, g) = r(\beta, h) \) then \( g^{-1}s(\alpha) = r(\beta) \), hence \( r(g\beta) = gr(\beta) = g(g^{-1}s(\alpha)) = s(\alpha) \), so the expression on the right hand side of (3.2) is well-defined. Next, let \((\alpha, g), (\beta, h), (\gamma, k) \in D\) with \( s(\alpha, g) = r(\beta, h) \) and \( s(\beta, h) = r(\gamma, k) \). Then

\[
r((\alpha, g)(\beta, h)) = r(\alpha(\gamma g)), 1) = r(\alpha, 1) = r(\alpha, g),
\]

\[
s((\alpha, g)(\beta, h)) = (\varphi(g, \beta)h)^{-1}s(\alpha(g\beta), 1)
\]

\[
= (h^{-1}\varphi(g, \beta)^{-1}s(g\beta), 1)
\]

\[
= (h^{-1}\varphi(g, \beta)^{-1}gs(\beta), 1)
\]

\[
= (h^{-1}s(\beta), 1)
\]

\[
= s(\beta, h),
\]

and

\[
(\alpha, g)((\beta, h)(\gamma, k)) = (\alpha, g)((\beta h\gamma), \varphi(h, \gamma)k)
\]
\[
\begin{align*}
&= (\alpha(g(\beta(h\gamma))), \varphi(g, \beta(h\gamma)) \varphi(h, \gamma) k) \\
&= (\alpha(g\beta)(\varphi(g, \beta)(h\gamma)), \varphi(\varphi(g, \beta), h\gamma) \varphi(h, \gamma) k) \\
&= (\alpha(g\beta)(\varphi(g, \beta)h\gamma), \varphi(g, \beta)h, \gamma) k \\
&= (\alpha(g\beta), \varphi(g, \beta)h)(\gamma, k) \\
&= ((\alpha, g)(\beta, h))(\gamma, k).
\end{align*}
\]

Moreover, for any \((v, 1) \in D^0\) and \((\alpha, g) \in D\), we have
\[
\begin{align*}
r(v, 1) &= (r(v), 1) = (v, 1), \\
s(v, 1) &= (1^{-1}s(v), 1) = (s(v), 1) = (v, 1), \\
r(\alpha, g)(\alpha, g) &= (r(\alpha), 1)(\alpha, g) \\
&= (r(\alpha)(1\alpha), \varphi(1, \alpha)g) \\
&= (r(\alpha)\alpha, 1g) \\
&= (\alpha, g),
\end{align*}
\]

and
\[
\begin{align*}
(\alpha, g)s(\alpha, g) &= (\alpha, g)(g^{-1}s(\alpha), 1) \\
&= (\alpha(g(g^{-1}s(\alpha))), \varphi(g, g^{-1}s(\alpha))1) \\
&= (\alpha s(\alpha), \varphi(g, s(g^{-1}\alpha))) \\
&= (\alpha, g).
\end{align*}
\]

Thus \(D\) is a small category. Assume now that \(C\) is left cancellative, and suppose that
\[(\alpha, g)(\beta, h) = (\alpha, g)(\gamma, k).
\]

Then \(\alpha(g\beta) = \alpha(g\gamma)\), so \(g\beta = g\gamma\) since \(C\) is left cancellative, and hence \(\beta = \gamma\). Then we also have
\[
\varphi(g, \beta)h = \varphi(g, \gamma)k = \varphi(g, \beta)k,
\]
so \(h = k\). Therefore \((\beta, h) = (\gamma, k)\). Hence, \(D\) is left cancellative. \(\square\)

**Definition 3.6.** If \((C, G, \varphi)\) is a category system we will denote the small category \(D\) defined above by \(C \rtimes \varphi G\), and call it the **Zappa-Szép product** of \((C, G, \varphi)\).

**Remark 3.7.** If \((C, G, \varphi)\) is a category system and \(C\) is a groupoid (so every element of \(C\) is invertible), then one easily verifies that \(C \rtimes \varphi G\) is a groupoid. Moreover, if \(C\) is a group, then \(C \rtimes \varphi G\) is also a group, as in the original construction of the Zappa-Szép product. We note that the Zappa-Szép product of topological groupoids has recently been studied in [6].

**Remark 3.8.** In our definition of a category system \((C, G, \varphi)\), one may instead assume that \(G\) is a monoid acting on the set \(C\) by permutations. For each \(g \in G\) let \(\sigma_g\) denote the associated permutation of \(C\), so \(\sigma_g(\alpha) = g\alpha\) for all \(\alpha \in C\), and set \(g^{-1}\alpha := \sigma_g^{-1}(\alpha)\) for all \(\alpha \in C\). The monoid \(G\) still acts
on \( C^0 \) by restriction\(^3\), so the definition of \( D = C \rtimes^\varphi G \) in Proposition 3.5 continues to make sense. It should be clear from our proof of this proposition that we again get a small category, which is left cancellative if \( C \) and \( G \) are both left cancellative.

If \( C \) is a left cancellative monoid, considered as a small category with vertex set consisting of the identity element, and \( G \) is a left cancellative monoid, the resulting Zappa-Szép product \( C \rtimes^\varphi G \) will also be a left cancellative monoid. We refer to [7] for many interesting examples illustrating this special situation.

In the sequel, we will only consider category systems where \( G \) is a group.

**Remark 3.9.** Even if \( C \) has no inverses, it is possible for \( D = C \rtimes^\varphi G \) to have inverses other than vertices, because if \( v \in C^0 \) and \( g \neq 1 \) then \((v, g) \notin D^0\), but it is not difficult to check that

\[
(v, g)(g^{-1}v, g^{-1}) = (v, 1) \in D^0 \quad \text{and} \quad (g^{-1}v, g^{-1})(v, g) = (g^{-1}v, 1) \in D^0,
\]

so \((v, g)\) is invertible in \( D \).

However, we can find a large subcategory of \( D \) with no inverses, at least when \((C, G, \varphi)\) is a path system:

**Proposition 3.10.** Let \((C, G, \varphi)\) be a path system. Define \( D \) as above. Then the subset

\[
E := \{ (\alpha, g) \in D : \alpha \notin C^0 \text{ or } g = 1 \}
\]

is a subcategory of \( D \) that is a category of paths.

**Proof.** First note that \( D^0 \subseteq E \). Suppose \((\alpha, g), (\beta, h) \in E \) and \( s(\alpha, g) = r(\beta, h) \). Then

\[
(\alpha, g)(\beta, h) = (\alpha g\beta, \varphi(g, \beta)h).
\]

There are two cases to consider:

Case 1. \( \alpha \notin C^0 \) or \( \beta \notin C^0 \). In the case \( \beta \notin C^0 \) we also have \( g\beta \notin C^0 \). Thus \( \alpha g\beta \notin C^0 \) since \( C \) has no inverses. Thus \((\alpha, g)(\beta, h) \in E \) in this case.

Case 2. \( \alpha, \beta \in C^0 \). Then \( g = h = 1 \), so

\[
\varphi(g, \beta) = \varphi(1, \beta) = 1,
\]

and hence \((\alpha, g)(\beta, h) \in E \) in this case also.

Note also that if we assume that \((\alpha, g)(\beta, h) \in D^0 \), then we can conclude that \( \alpha, \beta \in C^0 \) and \( g = h = 1 \).

Thus \( E \) is a subcategory of \( D \) with \( E^0 = D^0 \), and \( E \) is left cancellative (using Proposition 3.5) and has no inverses.

**Definition 3.11.** If \((C, G, \varphi)\) is a path system we will denote the category of paths \( E \) defined above by \( C \rtimes^\varphi_0 G \), and call it the *restricted Zappa-Szép product* of \((C, G, \varphi)\).
Let \((C, G, \varphi)\) be a category system with \(C\) left cancellative. Arguing as in the proof of Proposition 3.10, one sees that \((\alpha, g)\) is invertible in \(D = C \times \hat{G}\) if and only if \(\alpha\) is invertible in \(C\). It follows that for \((\alpha, g), (\beta, h) \in D\), we have

\[ (\alpha, g) \sim (\beta, h) \quad \text{if and only if} \quad \alpha \sim \beta. \]

**Proposition 3.12.** Let \((C, G, \varphi)\) be a category system with \(C\) left cancellative. Write \(D = C \times \hat{G}\). Let \(\alpha, \beta \in C\) and \(g, h \in G\).

(i) \((\alpha, g)D \cap (\beta, h)D = (\alpha C \cap \beta C) \times G\).

(ii) If \(C\) is finitely aligned, then so is \(D\), and \((\alpha, g) \vee (\beta, h) = (\alpha \vee \beta) \times \{1\}\).

(In particular, if \(C\) is singly aligned then so is \(D\).)

**Proof.**

(i) \(\subseteq\): Assume \(z \in (\alpha, g)D \cap (\beta, h)D\). Then

\[ z = (\alpha, g)(\gamma, k) = (\beta, h)(\delta, \ell) \]

for some \((\gamma, k), (\delta, \ell) \in D\). Thus \(z = (\alpha(g\gamma), \varphi(g, \gamma)k) = (\beta(h\delta), \varphi(h, \delta)\ell)\), hence in particular \(\alpha(g\gamma) = \beta(h\delta) \in \alpha C \cap \beta C\). Therefore \(z \in (\alpha C \cap \beta C) \times G\).

(ii) \(\supseteq\): Assume \(z \in (\alpha C \cap \beta C) \times G\). Then \(z = (\varepsilon, m)\) where \(\varepsilon \in \alpha C \cap \beta C\) and \(m \in G\). Write \(\varepsilon = \alpha \lambda\) with \(\lambda \in C\). Since \((\alpha, g) = (\alpha, 1)(s(\alpha), g)\) and \((s(\alpha), g)\) is invertible, we have \((\alpha, 1) \sim (\alpha, g)\). So we get

\[ z = (\alpha \lambda, m) = (\alpha, 1)(\lambda, m) \in (\alpha, 1)D = (\alpha, g)D, \]

and similarly \(z \in (\beta, h)D\).

Later we will need the following elementary lemma:

**Lemma 3.14.** Let \((C, G, \varphi)\) be a category system with \(C\) left cancellative, and assume that \(C\) is finitely aligned. Let \(D = C \times \hat{G}\) be the Zappa-Szép product. Take any vertex \((v, 1)\) of \(D\), and let \(F \subseteq (v, 1)D\). Put

\[ H = \{ \alpha \in vC : \text{there is } g \in G \text{ such that } (\alpha, g) \in F \}. \]
Then \( F \) is exhaustive at \((v,1)\) if and only if \( H \) is exhaustive at \( v \).

**Proof.** Since \((\alpha,1) \sim (\alpha,g)\) for all \(\alpha \in \mathcal{C} \) and \(g \in \mathbb{G} \), we can use Lemma 2.3 to assume without loss of generality that 

\[ F = H \times \{1\}. \]

First assume that \( F \) is exhaustive at \((v,1)\). To see that \( H \) is exhaustive at \( v \), let \( \beta \in \nu \mathcal{C} \). Then \((\beta,1) \in (v,1)\mathcal{D} \), so we can choose \((\alpha,1) \in F \) such that \((\alpha,1)\mathcal{D} \cap (\beta,1)\mathcal{D} \neq \emptyset \). Since \((\alpha,1)\mathcal{D} = \alpha \mathcal{C} \times \mathbb{G} \) and \((\beta,1)\mathcal{D} = \beta \mathcal{C} \times \mathbb{G} \), we have \( \alpha \mathcal{C} \cap \beta \mathcal{C} \neq \emptyset \). Since \( \alpha \in H \), we have shown that \( H \) is exhaustive at \( v \).

Conversely, assume that \( H \) is exhaustive at \( v \). To see that \( F \) is exhaustive at \((v,1)\), let \((\beta,g) \in (v,1)\mathcal{D} \). Then \( \beta \in \nu \mathcal{C} \), so we can choose \( \alpha \in H \) such that \( \alpha \mathcal{C} \cap \beta \mathcal{C} \neq \emptyset \). Since \((\beta,g) \sim (\beta,1) \), we have

\[
(\alpha,1)\mathcal{D} \cap (\beta,g)\mathcal{D} = (\alpha,1)\mathcal{D} \cap (\beta,1)\mathcal{D} \\
= (\alpha \mathcal{C} \times \mathbb{G}) \cap (\beta \mathcal{C} \times \mathbb{G}) \\
= (\alpha \mathcal{C} \cap \beta \mathcal{C}) \times \mathbb{G} \\
\neq \emptyset.
\]

Since \((\alpha,1) \in F \), we have shown that \( F \) is exhaustive at \((v,1)\). \( \square \)

**Remark 3.15.** Suppose that \((\mathcal{C}, \mathbb{G}, \varphi)\) is a path system, and let \( \mathcal{E} = \mathcal{C} \times_{\varphi} \mathbb{G} \) be its restricted Zappa-Szép product. In this situation, finite alignment need not pass from \( \mathcal{C} \) to \( \mathcal{E} \).

For example, let \( \alpha \in \mathcal{C} \setminus \mathcal{C}^0 \) and \( g_1, g_2 \in \mathbb{G} \). Let’s consider the set \((\alpha,g_1)\mathcal{E} \cap (\alpha,g_2)\mathcal{E}\). A typical element has the form \((\alpha,g_1)(\gamma,k) = (\alpha,g_2)(\delta,\ell)\), for which \(\alpha(g_1\gamma) = \alpha(g_2\delta)\) and \(\varphi(g_1,\gamma)k = \varphi(g_2,\delta)\ell\), and where at least one of \(\gamma\) and \(\delta\) is not in \(\mathcal{C}^0\). By left cancellation in \(\mathcal{C} \) we have \(g_1\gamma = g_2\delta\), and hence \(\delta = g_2^{-1}g_1\gamma\). Then we must have \(\gamma, \delta \notin \mathcal{C}^0\), and \(\ell = \varphi(g_2,g_2^{-1}g_1\gamma)^{-1}\varphi(g_1,\gamma)k = \varphi(g_2^{-1}g_1,\gamma)\varphi(g_1,\gamma)k = \varphi(g_2^{-1}g_1,\gamma)k\). Thus \(k \in \mathbb{G}\) can be arbitrary, and we have that \((\alpha,g_1)\mathcal{E} \cap (\alpha,g_2)\mathcal{E} = (\alpha\mathcal{C} \setminus \{\alpha\}) \times \mathbb{G}\). If \(\alpha\mathcal{C} \setminus \{\alpha\}\) has infinitely many independent elements, e.g. if \(\mathcal{C}\) is the path category of a non row-finite graph, then \((\alpha,g_1)\mathcal{E} \cap (\alpha,g_2)\mathcal{E}\) might not be a finite union of of sets of the form \(\varepsilon\mathcal{E}\) with \(\varepsilon \in \mathcal{E}\).

\[
4. \text{\textit{C*-algebras}}
\]

Let \(\mathcal{C}\) be a finitely aligned left cancellative small category. There are various ways to associate \(\textit{C*-algebras}\) to \(\mathcal{C}\). We follow here the approach developed by the fourth author for categories of paths in [31], then generalized to left cancellative small categories in [32], and consider the Toeplitz algebra \(\mathcal{T}(\mathcal{C})\) and the Cuntz-Krieger algebra \(\mathcal{O}(\mathcal{C})\). We then compare these two \(\textit{C*-algebras}\) with those we get by using Exel’s approach for semigroupoids in [11]. In section 7 we discuss other constructions related to the work of Li [22] on semigroup \(\textit{C*-algebras}\) and the work of Donsig-Milan [21] on inverse semigroups and categories of paths.

We will approach the \(\textit{C*-algebras}\) via “universal representations”. 
Definition 4.1. A representation of a finitely aligned left cancellative small category \( \mathcal{C} \) in a \( C^* \)-algebra \( B \) is a mapping \( T : \mathcal{C} \to B \) satisfying the axioms in [31] Theorem 6.3]: for all \( \alpha, \beta \in \mathcal{C} \),

1. \( T_{\alpha^*}T_{\alpha} = T_{s(\alpha)} \);
2. \( T_{\alpha}T_{\beta} = T_{\alpha \beta} \) if \( s(\alpha) = r(\beta) \);
3. \( T_{\alpha}T_{\alpha^*}T_{\beta} = \bigvee_{\gamma \in \alpha \vee \beta} T_{\gamma}T_{\gamma^*} \),

and a representation \( T \) is covariant if it satisfies one additional axiom:

4. \( T_{v} = \bigvee_{\alpha \in F} T_{\alpha}T_{\alpha^*} \) for every \( v \in C^0 \) and every finite exhaustive set \( F \) at \( v \).

When \( T \) is a representation of \( \mathcal{C} \) in \( B \), we will let \( C^*(T) \) denote the \( C^* \)-subalgebra of \( B \) generated by the range of \( T \).

Remark 4.2. Note that (1) and (2) imply that \( T_{v} \) is a projection in \( B \) for every \( v \in C^0 \) and that \( T_{\alpha} \) is a partial isometry in \( B \) for every \( \alpha \in \mathcal{C} \). Hence \( T_{\alpha}T_{\alpha^*} \) is a projection in \( B \) for every \( \alpha \in \mathcal{C} \). Concerning condition (3), the join \( \bigvee_{\gamma \in \alpha \vee \beta} T_{\gamma}T_{\gamma^*} \) is a priori defined as a projection in \( B^{**} \). The same comment applies also to the join \( \bigvee_{\alpha \in F} T_{\alpha}T_{\alpha^*} \) in condition (4). We also note that condition (3) is not ambiguous, as one immediately sees by using Lemma 4.4. Finally, the reader should be aware that by convention the join over an empty index set is defined to be zero. Thus condition (3) says in particular that if \( v, w \in C^0 \) and \( v \neq w \), then \( T_{v}T_{w} = 0 \), i.e., the projections \( T_{v} \) and \( T_{w} \) are orthogonal to each other.

Remark 4.3. It is also worth mentioning that condition (3) does not follow from conditions (1), (2) and (4). We will illustrate this in Example 4.11.

Lemma 4.4. Let \( \mathcal{C} \) be a finitely aligned left cancellative small category, and let \( T : \mathcal{C} \to B \) satisfy conditions (1) and (2) in Definition 4.1. If \( \gamma \in \mathcal{C} \) is invertible then \( T_{\gamma^{-1}} = T_{\gamma}^* \) and \( T_{\gamma}T_{\gamma^{-1}} = T_{r(\gamma)} \). Moreover, if \( \alpha \sim \alpha' \) in \( \mathcal{C} \), then \( T_{\alpha}T_{\alpha^*} = T_{\alpha'}T_{\alpha'^*} \).

Proof. If \( \gamma \in \mathcal{C} \) is invertible, then

\[
T_{\gamma^{-1}} = T_{s(\gamma)\gamma^{-1}} = T_{s(\gamma)}T_{\gamma^{-1}} = T_{\gamma}^*T_{\gamma^{-1}} = T_{\gamma^{-1}}^{*} \gamma T_{r(\gamma)} = (T_{r(\gamma)}T_{\gamma})^{*} = T_{\gamma}^* .
\]

and we get

\[
T_{\gamma}T_{\gamma}^* = T_{\gamma}T_{\gamma^{-1}} = T_{r(\gamma)} .
\]

Moreover, if \( \alpha \in \mathcal{C} \) and \( \gamma \in s(\alpha)\mathcal{C} \) is invertible, then

\[
T_{\alpha\gamma}T_{\alpha\gamma}^* = T_{\alpha}T_{\gamma}T_{\gamma}^*T_{\alpha}^* = T_{\alpha}T_{\gamma}^*T_{\alpha}^* .
\]

and the second assertion follows. \( \square \)
The next lemma will be useful later.

**Lemma 4.5.** Let $\mathcal{C}$ be a finitely aligned left cancellative small category, and let $T$ be a representation of $\mathcal{C}$. Let $v \in \mathcal{C}^0$, and let $F$ be a finite subset of $v\mathcal{C}$. For each $\alpha \in F$ let $\beta_\alpha \sim \alpha$, and put 

$$F' = \{\beta_\alpha : \alpha \in F\}.$$

Then

$$\bigvee_{\alpha \in F} T_\alpha T^*_\alpha = \bigvee_{\beta \in F'} T_\beta T^*_\beta.$$

**Proof.** This is an obvious consequence of Lemma 4.4. $\square$

**Definition 4.6.** A **Toeplitz algebra** of a finitely aligned left cancellative small category $\mathcal{C}$ is a pair $(T(\mathcal{C}), t)$, where $T(\mathcal{C})$ is a $\mathcal{C}^*$-algebra and $t$ is a representation of $\mathcal{C}$ in $T(\mathcal{C})$ having the universal property that for every representation $T$ of $\mathcal{C}$ in a $\mathcal{C}^*$-algebra $B$ there is a unique homomorphism $\phi_T : T(\mathcal{C}) \to B$ such that $T_\alpha = \phi_T(t_\alpha)$ for all $\alpha \in \mathcal{C}$.

One readily checks that $(T(\mathcal{C}), t)$ is unique up to isomorphism in the sense that if $(B, T)$ is any Toeplitz algebra of $\mathcal{C}$ then $\phi_T : T(\mathcal{C}) \to B$ is an isomorphism. Thus we commit the usual abuse of referring to “the” Toeplitz algebra, and also we note that $T(\mathcal{C}) = \mathcal{C}^*(t)$.

**Definition 4.7.** A **Cuntz-Krieger algebra** of a finitely aligned left cancellative small category $\mathcal{C}$ is a pair $(O(\mathcal{C}), \tilde{t})$, where $O(\mathcal{C})$ is a $\mathcal{C}^*$-algebra and $\tilde{t}$ is a covariant representation of $\mathcal{C}$ in $O(\mathcal{C})$ having the universal property that for every covariant representation $T$ of $\mathcal{C}$ in a $\mathcal{C}^*$-algebra $B$ there is a unique homomorphism $\psi_T : O(\mathcal{C}) \to B$ such that 

$$T_\alpha = \psi_T(\tilde{t}_\alpha) \quad \text{for all } \alpha \in \mathcal{C}.$$

Similarly to the Toeplitz case, $(O(\mathcal{C}), \tilde{t})$ is unique up to isomorphism, and $O(\mathcal{C}) = \mathcal{C}^*(\tilde{t})$. Note that since $\tilde{t}$ is a representation of $\mathcal{C}$ in $O(\mathcal{C})$, the associated homomorphism $\phi_{\tilde{t}} : T(\mathcal{C}) \to O(\mathcal{C})$ satisfies $\tilde{t}_\alpha = \phi_{\tilde{t}}(t_\alpha)$ for all $\alpha \in \mathcal{C}$. It follows that $\phi_{\tilde{t}}$ is surjective and we have $\phi_T = \psi_T \circ \phi_{\tilde{t}}$ for every covariant representation $T$ of $\mathcal{C}$.

**Remark 4.8.** In [32] the approach to $T(\mathcal{C})$ and $O(\mathcal{C})$ is via certain groupoids $G$ and $G|_{\partial G}$, respectively. When $\mathcal{C}$ is finitely aligned [32] Theorems 9.8 and 10.15] show that $T(\mathcal{C})$ is characterized by the universal properties (1)–(3), and that $O(\mathcal{C})$ is characterized by the universal properties (1)–(4), in Definition 4.1. (Moreover, it is shown in [32] that the hypothesis of amenability in [31] Theorem 8.2] is unnecessary.) A similar groupoid approach may be followed for any left cancellative small category, cf. [32]. We will sketch an alternative approach in Remark 7.8.
Exel works in somewhat greater generality, namely he starts with a semigroupoid, which is not quite a small category because it is not assumed to have identity morphisms. However, in [11] Section 7] he considers the special case of small categories. We will always have a small category, so we will interpret Exel’s definitions and results in that context. Exel studies a version of $O(C)$, and in particular when $C$ is a row-finite higher-rank graph $\Lambda$ with no sources Exel recovers the familiar higher-rank-graph algebra $C^*(\Lambda)$.

On the other hand, Exel does not actually investigate a version of $T(C)$, but he does at least hint at its definition in the paragraph following [11, Proposition 4.7]. Exel defines what he calls representations of $C$, but he will explain our motivation for adding the last property (Definition 4.1), while if $C$ is a partial isometry for every $\alpha \in C$, hence $T_\alpha = 0$. For (Exe 3), note that for $\alpha, \beta \in C$, we have

$$T_\alpha^* T_\alpha T_\beta = T_\alpha^* T_{s(\alpha)} T_\beta = T_\alpha^* T_{s(\alpha)} T_{r(\beta)} T_\beta = 0,$$

from which it readily follows that the initial projections $T_\alpha^* T_\alpha$ commute. On the other hand, condition (3) in Definition 4.1 clearly implies that the range projections $T_\alpha T_\alpha^*$ commute. (Exe 4) follows from condition (3) in Definition

\[\text{Theorem 4.9. Let } C \text{ be a finitely aligned left cancellative small category, let } B \text{ be a } C^*\text{-algebra, and let } T : C \to B. \text{ Then } T \text{ is a representation of } C \text{ in the sense of Definition 4.1} \text{ if and only if it satisfies the following conditions:}

\begin{enumerate}
\item[(Exe 1)] $T_\alpha$ is a partial isometry for every $\alpha \in C$;
\item[(Exe 2)] for all $\alpha, \beta \in C$, $T_\alpha T_\beta = \begin{cases} T_{\alpha\beta} & \text{if } s(\alpha) = r(\beta), \\ 0 & \text{otherwise}; \end{cases}$
\item[(Exe 3)] the family of initial projections $\{T_\alpha^* T_\alpha : \alpha \in C\}$ commutes, as does the family of final projections $\{T_\alpha T_\alpha^* : \alpha \in C\}$;
\item[(Exe 4)] $T_\alpha T_\alpha^* T_\beta^* T_\beta = 0$ if $\alpha C \cap \beta C = \emptyset$;
\item[(Exe 5)] $T_\alpha^* T_\alpha T_\beta \geq T_\beta T_\beta^*$ if $s(\alpha) = r(\beta)$;
\item[(Exe 6)] $T_\alpha T_\alpha^* T_\beta T_\beta^* = \bigvee_{\gamma \in \alpha \vee \beta} T_\gamma T_\gamma^*$ for all $\alpha, \beta \in C$.
\end{enumerate}

\text{Proof. First assume that } T \text{ is a representation of } C \text{ in } B. \text{ Then (Exe 1) is satisfied, as we already pointed out in Remark 4.2 (Exe 2) is satisfied because if } s(\alpha) = r(\beta) \text{ then } T_\alpha T_\beta = T_{\alpha\beta} \text{ according to condition (2) in Definition 4.1 while if } s(\alpha) \neq r(\beta) \text{ then } T_{s(\alpha)} T_{r(\beta)} = 0, \text{ cf. Remark 4.2, so we get}

\[T_\alpha T_\beta^* T_\alpha T_\beta = T_{\beta}^* T_{s(\alpha)} T_{r(\beta)} T_\beta = 0,\]

\text{hence } T_\alpha T_\beta = 0. \text{ For (Exe 3), note that for } \alpha, \beta \in C, \text{ we have}

$$T_\alpha^* T_\alpha T_\beta T_\beta = T_{s(\alpha)} T_{s(\beta)} = \begin{cases} T_{s(\alpha)} & \text{if } s(\alpha) = s(\beta), \\ 0 & \text{otherwise}, \end{cases}$$

\text{where in (Exe 2) and (Exe 5) we have taken into account that } C \text{ is a small category and not just a semigroupoid.}
4.1, because if $\alpha C \cap \beta C = \emptyset$ then $\alpha \lor \beta = \emptyset$. To see that (\text{Exe 5}) is satisfied we observe that if $s(\alpha) = r(\beta)$ then
\[ T^*_{\alpha} T_{\alpha} T^*_{\beta} T_{\beta} = T_{s(\alpha)} T_{\beta} T^*_{\beta} = T_{r(\beta)} T_{\beta} T^*_{\beta} = T_{\beta} T^*_{\beta}. \]

Finally, (\text{Exe 6}) is exactly condition (3) in Definition 4.1.

Conversely, assume that $T$ satisfies the conditions (\text{Exe 1})–(\text{Exe 5}). In [11, Proposition 7.1] Exel points out some consequences of (\text{Exe 1})–(\text{Exe 5}) in the case that $C$ is a small category. One of these is precisely condition (1) in Definition 4.1. Indeed, after observing that $T_v$ is a projection for each $v \in C^0$, he uses (\text{Exe 2}) and (\text{Exe 5}) to obtain that
\[ T^*_{\alpha} T_{\alpha} = T^*_{\alpha} T_{s(\alpha)} = T^*_{\alpha} T_{s(\alpha)} T_{s(\alpha)} = T_{\alpha} \]
for each $\alpha \in C$. Next, it is clear that condition (2) in Definition 4.1 follows from (\text{Exe 2}). Finally, condition (3) in Definition 4.1 is exactly (\text{Exe 6}). □

\textbf{Example 4.10.} As we mentioned before the statement of Theorem 4.9, the condition (\text{Exe 6}) was not included in Exel’s [11, Definition 4.1]. Here we show that this sixth condition is necessary. We consider the left cancellative small category $C$ (actually a 2-graph) with the following graph, and identification $\alpha \gamma = \beta \delta$:

\begin{center}
\begin{tikzpicture}[->,>=stealth,auto,thick]
    \node (u) at (0,0) {$u$};
    \node (v) at (2,2) {$v$};
    \node (w) at (2,-2) {$w$};
    \node (z) at (0,-4) {$z$};
    \node (a) at (-1,1) {$\alpha$};
    \node (b) at (-1,-1) {$\beta$};
    \node (c) at (1,1) {$\gamma$};
    \node (d) at (1,-1) {$\delta$};

    \path
    (u) edge (a)
    (v) edge (a)
    (v) edge (c)
    (w) edge (b)
    (w) edge (d)
    (u) edge (b)
    (u) edge (d)
    (z) edge (b)
    (z) edge (d)
    (z) edge (a)
    (z) edge (c);
\end{tikzpicture}
\end{center}

We will give a representation of $C$ satisfying (\text{Exe 1}) – (\text{Exe 5}) but not (\text{Exe 6}). Let $K$ be a fixed Hilbert space. ($K$ may be taken to have dimension one; we hope that our notation will make the construction easier to understand.) Let
\[
H_u = \bigoplus_{i=1}^4 H_{u,i}, \quad H_v = \bigoplus_{i=1}^3 H_{v,i}, \quad H_w = \bigoplus_{i=1}^3 H_{w,i},
\]
where $H_{u,i}, H_{v,i}, H_{w,i}$, and $H_z$ are isomorphic to $K$. We define a representation $T: C \to B(H)$, where $H = H_u \oplus H_v \oplus H_w \oplus H_z$. For this we need only define partial isometries $T_\alpha, T_\beta, T_\gamma, T_\delta$ with the above properties. For a subspace $M \subseteq H$ let $P_M$ denote the projection of $H$ onto $M$.
\[
T_\alpha T_\alpha = P_{H_v}, \quad T_\alpha T^*_\alpha = P_{H_{u,1} \oplus H_{u,2} \oplus H_{u,3}}
\]
\[
T_\alpha (H_{v,1}) = H_{u,1}, \quad T_\alpha (H_{v,2}) = H_{u,2}, \quad T_\alpha (H_{v,3}) = H_{u,3}
\]
\[
T^*_\gamma T_\gamma = P_{H_z}, \quad T_\gamma T^*_\gamma = P_{H_{v,1}}
\]
\[
T_\delta^* T_\delta = P_{H_w}, \quad T_\delta T_\delta^* = P_{H_{w,1}} \\
T_\beta^* T_\beta = P_{H_w}, \quad T_\beta T_\beta^* = P_{H_{u,1} \oplus H_{u,2} \oplus H_{u,4}} \\
T_\delta |_{H_{w,1}} = T_\alpha T_\gamma T_\delta^* |_{H_{w,1}} \\
T_\beta (H_{u,2}) = H_{u,2}, \quad T_\beta (H_{u,3}) = H_{u,4}.
\]

It is straightforward to verify (Exe 1) – (Exe 5). However,

\[
T_\alpha T_\alpha^* H_u = H_{u,1} \oplus H_{u,2} \oplus H_{u,3} \\
T_\beta T_\beta^* H_u = H_{u,1} \oplus H_{u,2} \oplus H_{u,4} \\
T_\alpha T_\alpha^* H_u \cap T_\beta T_\beta^* H_u = H_{u,1} \oplus H_{u,2} \\
T_{\alpha \vee \beta} T_{\alpha \vee \beta}^* H_u = T_{\alpha \gamma} T_{\alpha \gamma}^* H_u = H_{u,1}.
\]

Therefore (Exe 6) does not hold for this representation.

We comment on the motivation for choosing to use (Exe 1) – (Exe 6), instead of just (Exe 1) – (Exe 5) as Exel does. First we give an ad hoc reason. In the case of a higher rank graph (e.g. in the above example), the generally accepted definition of the Toeplitz $C^*$-algebra requires that the last relation in the definition of the higher rank graph $C^*$-algebra ([29, Definition 2.5(iv)]) be relaxed from equality to a weak inequality (see [28, Definition 4.1(iv)]). As mentioned in [31, Theorem 5.11], it is (Exe 6) (i.e., condition (3) in Definition 4.1) that corresponds to this “Toeplitz-Cuntz-Krieger” relation. Moreover, the results of [31, Section 5] show that condition (Exe 6) is necessary in order that representations of $C$ reflect the basic Boolean ring structure corresponding to composition in $C$.

**Example 4.11.** One might ask whether a representation satisfying (Exe 1) – (Exe 5) and which is tight, as in Definition 4.16 will automatically also satisfy (Exe 6). In fact, Exel shows in [11, Theorem 8.7] that if $C$ is a row-finite higher-rank graph with no sources, then this is the case. However even for $C$ a finitely aligned higher-rank graph, (Exe 6) does not follow from the other relations (and tightness). This can be seen using [29, Example A.3], which we reproduce in a flattened version here:

![Diagram of a higher rank graph](image)

The index $i$ varies through the positive integers, all vertices \(\{u_i, w_i, x_i, y_i : i \geq 1\} \cup \{v, a, b, c\}\) are distinct, and the identifications are \(\lambda \alpha = \mu \beta\).
$\lambda \varphi_i = \gamma_i \eta_i$ for $i \geq 1$, and $\mu \theta_i = \delta_i \xi_i$ for $i \geq 1$. (The 2-graph structure is obtained by letting the horizontal edges have degree $(1, 0)$, and letting the vertical edges have degree $(0, 1)$.) The key point is that every nontrivial finite exhaustive set at $v$ (i.e., which does not contain $v$ itself) must contain both $\lambda$ and $\mu$, while at $a$ and at $b$ there are no nontrivial finite exhaustive sets. Then it is possible that the projections $T_a$ and $T_b$ are strictly larger than the (strong operator) sum of the range projections of the partial isometries corresponding to edges with range at $a$ or $b$. In this case, it is possible for $T_\lambda T_\lambda^*$ and $T_\mu T_\mu^*$ to both dominate a common image of the differences. We give an explicit example of such a representation $T$. We note that $\lambda \lor \mu = \lambda \alpha = \mu \beta$.

Let $K$ be a fixed Hilbert space. We define Hilbert spaces at the vertices of $C$.

\[
H_v = \bigoplus_{i \in \mathbb{Z}} H_{v,i} \oplus H_v'
\]
\[
H_b = \bigoplus_{i \geq 0} H_{b,i} \oplus H_b'
\]
\[
H_a = \bigoplus_{i \geq 0} H_{a,i} \oplus H_a',
\]

where all the Hilbert spaces on the right hand sides are isomorphic to $K$. Moreover, let $H_c$, $H_u_i$, $H_w_i$, $H_x_i$, $H_y_i$ be Hilbert spaces isomorphic to $K$. Next we define the representation on edges of $C$. Since the initial space must equal the Hilbert space at the source, it is enough to describe the final space; we need specify the partial isometry explicitly only where it is necessary to obey the commutation relations.

\[
T_\lambda (H_{b,i}) = H_{v,i}, \quad i \geq 0,
\]
\[
T_\lambda (H_b') = H_v',
\]
\[
T_\mu (H_{a,i}) = H_{v,-i}, \quad i \geq 0,
\]
\[
T_\mu (H_a') = H_v',
\]
\[
T_\alpha (H_c) = H_{b,0},
\]
\[
T_\beta = T_\mu T_\lambda T_\alpha,
\]
\[
T_\varphi_i (H_{y_i}) = H_{b,i}, \quad i \geq 1,
\]
\[
T_{\eta_i} (H_{y_i}) = H_{x_i}, \quad i \geq 1,
\]
\[
T_{\eta_i} = T_\lambda T_\varphi_i T_{\eta_i}^*,
\]
\[
T_\theta_i (H_{u_i}) = H_{a,i}, \quad i \geq 1,
\]
\[
T_{\xi_i} (H_{u_i}) = H_{w_i}, \quad i \geq 1,
\]
\[
T_{\delta_i} = T_\mu T_\theta_i T_{\xi_i}^*.
\]

It is straightforward to check that $T$ satisfies (Exe$^1$) – (Exe$^5$) and is tight. (We note that by [11, theorem 7.4 (ii)], cf. Theorem [4,174], tightness follows
from covariance, which is easy to check in this case.) However \( T_\lambda T_\lambda^* T_\mu T_\mu^* \) equals the projection onto \( H_{v,0} \oplus H'_{v'} \), while \( T_{\lambda \lor \mu} T_{\lambda \lor \mu}^* \) equals the projection onto \( H_{v,0} \). Therefore \( T \) does not satisfy (Exe 6).

We also note that \( T \) is an example of a representation of \( \mathcal{C} \) satisfying conditions (1), (2) and (4) in Definition 4.1, but not (3), cf. Remark 4.3. Indeed, it is clear from the proof of Theorem 4.9 that (Exe 1) – (Exe 5) imply that conditions (1) and (2) in Definition 4.1 hold. Moreover, \( T \) is covariant, that is, it satisfies (4) in Definition 4.1. As \( T \) does not satisfy (Exe 6), it does not satisfy (Exe 3), it does not satisfy (Exe 6).

Our next aim is to prove a “Cuntz-Krieger version” of Theorem 4.9. But we will first introduce a notion of nondegeneracy for representations of \( \mathcal{C} \).

**Definition 4.12.** Let \( \mathcal{C} \) be a finitely aligned left cancellative small category. A representation \( T \) of \( \mathcal{C} \) in a \( \mathcal{C}^* \)-algebra \( B \) is nondegenerate if the series \( \sum_{v \in C_0} T_v \) converges strictly to 1 in \( M(B) \).

**Proposition 4.13.** Let \( \mathcal{C} \) be a finitely aligned left cancellative small category, and let \( T: \mathcal{C} \rightarrow B \) be a representation. Consider \( T \) as a representation of \( \mathcal{C} \) in \( \mathcal{C}^*(T) \). Then \( T \) is nondegenerate.

**Proof.** It follows from the proof of [31, Proposition 6.7] that
\[
\mathcal{C}^*(T) = \text{span}\{T_\alpha T_\beta^* q : \alpha, \beta \in \mathcal{C}, q \in P\},
\]
where \( P \) is the set of finite products of range projections of the \( T_\alpha \). Since the finite partial sums of the series \( \sum_{v \in C_0} T_v \) are projections, it suffices to show that for any generator
\[
a = T_\alpha T_\beta^* q
\]
the series
\[
\sum_{v \in C_0} T_v a
\]
converges in norm to \( a \). Note that for all \( v \in C_0 \),
\[
T_v T_\alpha = \begin{cases} T_\alpha & \text{if } v = r(\alpha) \\ 0 & \text{if } v \neq r(\alpha). \end{cases}
\]
Thus the series \( \sum_{v \in C_0} T_v a \) has only one nonzero term, and its sum is \( a \). \( \square \)

Since \( \mathcal{C}^*(t) = \mathcal{T}(\mathcal{C}) \) and \( \mathcal{C}^*(\tilde{t}) = \mathcal{O}(\mathcal{C}) \) we get:

**Corollary 4.14.** Let \( \mathcal{C} \) be a finitely aligned left cancellative small category. The universal representations \( t: \mathcal{C} \rightarrow \mathcal{T}(\mathcal{C}) \) and \( \tilde{t}: \mathcal{C} \rightarrow \mathcal{O}(\mathcal{C}) \) are nondegenerate in the sense of Definition 4.12.

In light of Proposition 4.13 we will often restrict our attention to nondegenerate representations of \( \mathcal{C} \) in the sequel. As the following lemma shows, this just means that we will work with nondegenerate homomorphisms of the associated \( \mathcal{C}^* \)-algebras.
Lemma 4.15. Let $T: \mathcal{C} \rightarrow B$ be a representation, and let $\phi_T: T(\mathcal{C}) \rightarrow B$ be the associated homomorphism. Then $T$ is nondegenerate in the sense of Definition 4.12 if and only if $\phi_T$ is nondegenerate in the usual sense that
$$\text{span}\{\phi_T(a)b : a \in T(\mathcal{C}), b \in B\} = B.$$ Moreover, if $T$ is covariant, and $\psi_T: \mathcal{O}(\mathcal{C}) \rightarrow B$ denote the associated homomorphism, then $T$ is nondegenerate in the sense of Definition 4.12 if and only if $\psi_T$ is nondegenerate in the usual sense.

Proof. First, if $T$ is nondegenerate in the sense of Definition 4.12, then for any $b \in B$
$$\text{span}\{\phi_T(t_v)b : v \in \mathcal{C}^0\} = B,$$ so $\phi_T$ is nondegenerate. Conversely, suppose $\phi_T$ is nondegenerate. Then $\phi_T$ extends uniquely to a strictly continuous unital homomorphism, still denoted by $\phi_T$, from $M(T(\mathcal{C}))$ to $M(B)$. Thus the series
$$\sum_{v \in \mathcal{C}^0} T_v = \sum_{v \in \mathcal{C}^0} \phi_T(t_v)$$ converges strictly to $1_{M(B)}$ by Proposition 4.14. The proof of the final statement is similar and left to the reader. □

In [11, Definition 4.5], Exel defines a notion of tightness for representations of semigroupoids in unital $C^*$-algebras. His definition adapts to our context as follows.

Definition 4.16. Let $\mathcal{C}$ be left cancellative finitely aligned small category. If $L \subseteq \mathcal{C}$ then a subset $H \subseteq L$ is called a covering of $L$ if for every $\alpha \in L$ there is $\beta \in H$ such that $\alpha \mathcal{C} \cap \beta \mathcal{C} \neq \emptyset$. Next, for finite subsets $F, K \subseteq \mathcal{C}$, set
$$\mathcal{C}^{F,K} = \left( \bigcap_{\beta \in F} s(\beta)\mathcal{C} \right) \cap \left( \bigcap_{\gamma \in K} \mathcal{C} \setminus s(\gamma)\mathcal{C} \right).$$ Then a representation $T: \mathcal{C} \rightarrow B$ in a $C^*$-algebra $B$ is said to be tight if for every pair of finite subsets $F, K \subseteq \mathcal{C}$ and for every finite covering $H$ of $\mathcal{C}^{F,K}$ we have
$$\bigvee_{\alpha \in H} T_\alpha T_\alpha^* = \prod_{\beta \in F} T_\beta^* T_\beta \prod_{\gamma \in K} (1 - T_\gamma^* T_\gamma),$$ where $1$ denotes the unit in $M(B)$.

For nondegenerate representations, this notion is equivalent to covariance.

Theorem 4.17. Let $\mathcal{C}$ be a finitely aligned left cancellative small category, and let $T: \mathcal{C} \rightarrow B$ be a representation of $\mathcal{C}$ in a $C^*$-algebra $B$. If $T$ is tight, then it is covariant. On the other hand, if $T$ is nondegenerate and covariant, then it is tight.
Hence, we can use the results of Propositions 7.3 and 7.4 to our context.

**Proof.** The proof, which is essentially due to Exel, is an adaption of the proofs [11, Proposition 7.3] and [11, Proposition 7.4] to our context.

1) Assume that $T$ is tight. Let $v \in C^0$ and let $H \subseteq C$ be finite and exhaustive at $v$. Setting $F = v$ and $K = \emptyset$, it is clear that $H$ is a finite covering of $C^{F,K}$. Thus we get

$$\bigvee_{\alpha \in H} T_{\alpha} T_{\alpha}^* = \prod_{\beta \in F} T_{\beta}^* T_{\beta} \prod_{\gamma \in K} (1 - T_{\gamma}^* T_{\gamma}) = T_v.$$ 

Hence $T$ is covariant.

2) Assume that $T$ is nondegenerate and covariant. Let $F, K \subseteq C$ be finite and let $H$ be a finite covering of $C^{F,K}$. We will show that equation (4.1) holds, thus proving that $T$ is tight.

a) Assume that $F \neq \emptyset$. We consider two subcases.

i) Suppose that for all $v \in C^0$ we have $F \not\subseteq C v$. Then we have $\bigcap_{\beta \in F} s(\beta) C = \emptyset$, so $C^{F,K} = \emptyset$ and equation (4.1) amounts to

$$\prod_{\beta \in F} T_{\beta}^* T_{\beta} \prod_{\gamma \in K} (1 - T_{\gamma}^* T_{\gamma}) = 0.$$ 

But, as we can then pick $\beta_1, \beta_2 \in F$ such that $s(\beta_1) \neq s(\beta_2)$, we get that $\prod_{\beta \in F} T_{\beta}^* T_{\beta} = \prod_{\beta \in F} T_{s(\beta)} = 0$, so equation (4.1) is satisfied.

ii) Suppose that $F \subseteq C v$ for some $v \in C^0$. Then $\bigcap_{\beta \in F} s(\beta) C = v C$, so

$$C^{F,K} = v C \cap \left( \bigcap_{\gamma \in K} C \setminus s(\gamma) C \right) = v C \cap \left( C \setminus \bigcup_{\gamma \in K} s(\gamma) C \right).$$

Assume first that $v \in \{s(\gamma) : \gamma \in K\}$. Then we have $C^{F,K} = \emptyset$, so equation (4.1) reduces to equation (4.2). Now, we have $T_v (1 - T_{s(\gamma)}) = 0$ for at least one $\gamma \in K$. Thus

$$\prod_{\beta \in F} T_{\beta}^* T_{\beta} \prod_{\gamma \in K} (1 - T_{\gamma}^* T_{\gamma}) = T_v \prod_{\gamma \in K} (1 - T_{s(\gamma)}) = 0.$$ 

Hence equation (4.1) holds in this case.

Next, assume that $v \not\in \{s(\gamma) : \gamma \in K\}$. Then we get $C^{F,K} = v C$. Now $H$ is a finite covering of $C^{F,K} = v C$, which means that $H$ is exhaustive at $v$. Since $T$ is assumed to be covariant, we have

$$T_v = \bigvee_{\alpha \in H} T_{\alpha} T_{\alpha}^*.$$ 

As $\prod_{\beta \in F} T_{\beta}^* T_{\beta} = T_v$ and $T_v (1 - T_{s(\gamma)}) = T_v$ for all $\gamma \in K$, we get

$$\prod_{\beta \in F} T_{\beta}^* T_{\beta} \prod_{\gamma \in K} (1 - T_{\gamma}^* T_{\gamma}) = T_v \prod_{\gamma \in K} (1 - T_{s(\gamma)}) = T_v = \bigvee_{\alpha \in H} T_{\alpha} T_{\alpha}^*.$$ 

Thus equation (4.1) is satisfied in this case too.
b) Assume that $F = \emptyset$. Then we have

$$C^{\varnothing, K} = \bigcap_{\gamma \in K} C \setminus s(\gamma)C = C \setminus \bigcup_{\gamma \in K} s(\gamma)C.$$ 

We consider two subcases.

i) Suppose $C^{\varnothing, K} = \emptyset$. In other words, we have $C = \bigcup_{\gamma \in K} s(\gamma)C$. This implies that $C^0 = \{s(\gamma) : \gamma \in K\}$, hence that $C^0$ is finite. Since $T$ is nondegenerate by assumption, we have $\sum_{v \in C^0} T_v = 1$, which gives that $\prod_{\gamma \in K} (1 - T_\gamma^* T_\gamma) = 0$. It follows readily that equation (4.1) is satisfied.

ii) Suppose $C^{\varnothing, K} \neq \emptyset$. Setting $V = C^0 \setminus \{s(\gamma) : \gamma \in K\}$ we have $C^{\varnothing, K} = \bigcup_{v \in V} vC$. Since $H$ is a finite covering of $C^{\varnothing, K}$, $V$ has to be finite, so $C^0 = V \bigcup \{s(\gamma) : \gamma \in K\}$ is finite. Since $T$ is nondegenerate we have $\sum_{v \in C^0} T_v = 1$, so we get

$$\prod_{\gamma \in K} (1 - T_\gamma^* T_\gamma) = \prod_{\gamma \in K} (1 - T_{s(\gamma)}) = 1 - \sum_{\gamma \in K} T_{s(\gamma)} = \sum_{v \in V} T_v.$$ 

Since $H \subseteq C^{\varnothing, K} = \bigcup_{v \in V} vC$, we have $H = \bigcup_{v \in V} H_v$ (disjoint union), where $H_v := H \cap vC$ for each $v \in V$. Moreover, since $H$ is a finite covering of $C^{\varnothing, K}$, each $H_v$ is a finite covering of $vC$, that is, each $H_v$ is exhaustive at $v \in V$. Using that $T$ is covariant we get

$$\bigvee_{\alpha \in H} T_\alpha T_\alpha^* = \bigvee_{v \in V} \left( \bigvee_{\alpha \in H_v} T_\alpha T_\alpha^* \right) = \bigvee_{v \in V} T_v = \sum_{v \in V} T_v = \prod_{\gamma \in K} (1 - T_\gamma^* T_\gamma).$$

Thus equation (4.1) is satisfied in this case too. □

Using Theorem 4.17 we readily get:

**Corollary 4.18.** Let $\mathcal{C}$ be a finitely aligned left cancellative small category. The universal covariant representation $\tilde{\iota} : \mathcal{C} \to \mathcal{O}(\mathcal{C})$ is tight. Moreover, $(\mathcal{O}(\mathcal{C}), \tilde{\iota})$ is universal for tight representations of $\mathcal{C}$ in $C^*$-algebras.

**Remark 4.19.** In [11] Definition 4.6], Exel insists that the universal tight representation of $\mathcal{C}$ take values in a unital $C^*$-algebra. We suspect that the only reason for this is so that he can extend representations of $\mathcal{C}$ to the unitization $\mathcal{C}$, which is a device he introduces in order to deal with the lack of identity morphisms. Since we deal exclusively with small categories, we can safely ignore Exel’s requirement of a unit.

5. **Representations of Zappa-Szép products**

Let $\mathcal{C}$ be a finitely aligned left cancellative small category, and let $(\mathcal{C}, G, \varphi)$ be a category system, as in Section 3, so that $G$ is a discrete group acting by permutations on the set $\mathcal{C}$ and $\varphi : G \times \mathcal{C} \to \mathcal{C}$ is a category cocycle in the sense of Definition 3.1. Let $D = \mathcal{C} \rtimes^\varphi G$ be the Zappa-Szép product as in Definition 3.6. Then $D$ is a left cancellative small category by Proposition 3.5 and moreover is finitely aligned by Proposition 3.12. In this section we present a semidirect-product-type description of the $C^*$-algebras $\mathcal{T}(D)$ and $\mathcal{O}(D)$.
**Definition 5.1.** A representation of the category system \((\mathcal{C}, G, \varphi)\) in a \(C^\ast\)-algebra \(B\) is a pair \((T, U)\), where \(T : \mathcal{C} \rightarrow B\) is a nondegenerate representation and \(U : G \rightarrow M(B)\) is a unitary representation such that
\[
U_g T_\alpha = T_{g\varphi(g,\alpha)} \quad \text{for all } g \in G, \alpha \in \mathcal{C}.
\]

**Theorem 5.2.** There is a bijective correspondence \((T, U) \mapsto R\) between representations \((T, U)\) of \((\mathcal{C}, G, \varphi)\) in \(B\) and nondegenerate representations \(R\) of \(\mathcal{D}\) in \(B\), given as follows:

(i) If \((T, U)\) is a representation of \((\mathcal{C}, G, \varphi)\) in \(B\), then \(R : \mathcal{D} \rightarrow B\) is defined by
\[
R_{(\alpha, g)} = T_\alpha U_g.
\]

(ii) If \(R : \mathcal{D} \rightarrow B\) is a nondegenerate representation, then \((T, U)\) is defined by
\[
T_\alpha = R_{(\alpha, 1)} \quad \text{and } \quad U_g = \sum_{v \in \mathcal{C}^0} R_{(v, g)},
\]
where the series converges strictly in \(M(B)\).

**Note:** Later we will denote by \(T \times U\) the nondegenerate representation \(R\) of \(\mathcal{D}\) associated to a representation \((T, U)\) of \((\mathcal{C}, G, \varphi)\).

**Proof.** Given a representation \((T, U)\) of \((\mathcal{C}, G, \varphi)\) in \(B\), define \(R : \mathcal{D} \rightarrow B\) by
\[
R_{(\alpha, g)} = T_\alpha U_g.
\]

We need to show that \(R\) is a nondegenerate representation of \(\mathcal{D}\).

First we show that \(R\) satisfies (1) in Definition 4.1 for \((\alpha, g) \in \mathcal{D}\) we have
\[
R^\ast_{(\alpha, g)} R_{(\alpha, g)} = (T_\alpha U_g)^\ast T_\alpha U_g
\]
\[
= U_g^{-1} T_\alpha^\ast T_\alpha U_g
\]
\[
= U_g^{-1} T_{s(\alpha)} U_g
\]
\[
= T_g^{-1} s(\alpha) U_{\varphi(g^{-1}, s(\alpha))} U_g
\]
\[
= T_g^{-1} s(\alpha) U_{g^{-1} U_g}
\]
\[
= T_g^{-1} s(\alpha)
\]
\[
= R_{(g^{-1} s(\alpha), 1)}
\]
\[
= R_{s(\alpha, g)}.
\]

Next we show that \(R\) satisfies (2) in Definition 4.1 for \((\alpha, g), (\beta, h) \in \mathcal{D}\), if \(s(\alpha, g) = r(\beta, h)\) then \(s(\alpha) = r(g\beta)\), so
\[
R_{(\alpha, g)} R_{(\beta, h)} = T_\alpha U_g T_{g\beta} U_h
\]
\[
= T_\alpha T_{g\beta} U_{\varphi(g, \beta)} U_h
\]
\[
= T_{\alpha(g\beta)} U_{\varphi(g, \beta) h}
\]
\[
= R_{(\alpha(g\beta), \varphi(g, \beta) h)}
\]
\[
= R_{(\alpha, g) (\beta, h)}.
\]
Now we show that $R$ satisfies 3 in Definition 4.1 for $(\alpha, g), (\beta, h) \in D$,

$$R(\alpha, g) R^* (\alpha, g) R(\beta, h) R^* (\beta, h) = T_\alpha U_g U^{-1} T_\alpha T_\beta U_h U_h^{-1} T_\beta$$

$$= T_\alpha T_\alpha T_\beta T_\beta$$

$$= \bigvee_{\gamma \in \alpha \vee \beta} T_\gamma T_\gamma$$

$$= \bigvee_{(\gamma, 1) \in (\alpha \vee \beta) \times \{1\}} T_\gamma U_1 U_1^* T_\gamma$$

$$= \bigvee_{(\gamma, 1) \in (\alpha, g) \vee (\beta, h)} R(\gamma, 1) R^* (\gamma, 1),$$

where the equality at $*$ follows from Proposition 3.12. Thus $R$ is a representation of $D$ in $B$.

We will now show that $R$ is nondegenerate. Since the finite partial sums of the series $\sum_{(v, 1) \in D^0} R(v, 1)$ are projections, and since $T$ is nondegenerate, it suffices to show that for elements of the form

$$a = \sum_{w \in F} T_w b,$$

where $F \subseteq C^0$ is finite and $b \in B$, the series

$$\sum_{(v, 1) \in D^0} R(v, 1) a$$

converges in norm to $a$. First note that for all $v, w \in C^0$,

$$R(v, 1) T_w = T_v T_w = \begin{cases} T_w & \text{if } v = w \\ 0 & \text{if } v \neq w, \end{cases}$$

and so

$$R(v, 1) a = \begin{cases} T_v b & \text{if } v \in F \\ 0 & \text{if } v \notin F. \end{cases}$$

Thus the series

$$\sum_{(v, 1) \in D^0} R(v, 1) a$$

only has finitely many nonzero terms, and the sum is $a$.

Conversely, suppose that $R: D \rightarrow B$ is a nondegenerate representation. Define $T: C \rightarrow B$ and $U: G \rightarrow M(B)$ by

$$T_\alpha = R(\alpha, 1),$$

$$U_g = \sum_{v \in C^0} R(v, g).$$

We will show that for $g \in G$ the sum

$$U_g = \sum_{v \in C^0} R(v, g)$$
converges strictly to a unitary element of \( M(B) \), and the map \( g \mapsto U_g \) is a homomorphism. We will first show that for each \( g \in G \) the set of finite partial sums of the series \( \sum_{v \in C^0} R_{(v,g)} \) consists of partial isometries, hence is norm bounded. Since each term \( R_{(v,g)} \) is a partial isometry, it suffices to show that the range projections of the family \( \{ R_{(v,g)} : v \in C^0 \} \) are mutually orthogonal and also the domain projections are mutually orthogonal. Let \( v, w \in C^0 \) with \( v \neq w \). For the range projections,
\[
R_{(v,g)} R_{(v,g)}^* R_{(w,g)} R_{(w,g)}^* = \bigvee_{(\gamma,k) \in (v,g) \vee (w,g)} R_{(\gamma,k)} = 0
\]
since \((v,g) \vee (w,g) = (v \vee w) \times \{1\} = \emptyset\).

For the domain projections,
\[
R_{(v,g)}^* R_{(v,g)} R_{(w,g)}^* R_{(w,g)} = R_{s(v,g)} R_{s(w,g)} = R_{(v,1)} R_{(w,1)} = 0
\]
since \((v,1)\) and \((w,1)\) are distinct elements of \( D^0 \).

Next we will show that for any element of the form
\[
a = \sum_{w \in F} R_{(v,1)} b,
\]
where \( F \subseteq C^0 \) is finite and \( b \in B \), the two series
\[
\sum_{v \in C^0} R_{(v,g)} a \quad \text{and} \quad \sum_{v \in C^0} R_{(v,g)}^* a
\]
converge in norm. First note that for all \( v, w \in C^0 \),
\[
R_{(v,g)} R_{(w,1)} = R_{(v,g)(w,1)} = R_{(v,\varphi(g,w))} = \begin{cases} R_{(gw,g)} & \text{if } v = gw \\ 0 & \text{if } v \neq gw. \end{cases}
\]
Thus with \( a = \sum_{w \in F} R_{(w,1)} b \) as above, only finitely many terms of the series
\[
\sum_{v \in C^0} R_{(v,1)} a
\]
are nonzero, so the series converges in norm. Similarly,
\[
R_{(v,g)}^* R_{(w,1)} = (R_{(w,1)} R_{(v,g)})^* = \begin{cases} R_{(v,g)}^* & \text{if } w = v \\ 0 & \text{if } w \neq v, \end{cases}
\]
so with \( a \) as above only finitely many terms of the series
\[
\sum_{v \in C^0} R_{(v,1)}^* a
\]
are nonzero, and hence the series converges in norm.

Thus we are now assured that for \( g \in G \) the series
\[
\sum_{v \in C^0} R_{(v,g)}
\]
converges strictly in \( M(B) \), and its sum \( U_g \) is then a partial isometry.
For convenient reference, we record the following computations: for all \( g \in G, (\alpha, h) \in \mathcal{D} \),

\[
U_g R_{(\alpha, h)} = \sum_{v \in C^0} R_{(v, g)} R_{(\alpha, h)}
\]

\[
= R_{(g\alpha, \varphi(g, \alpha)h)} \quad \text{(need } v = r(g\alpha)\text{)}
\]

\[
R_{(\alpha, h)} U_g = \sum_{v \in C^0} R_{(\alpha, h)} R_{(v, g)}
\]

\[
= R_{(\alpha, \varphi(h, h^{-1}s(\alpha))g)} \quad \text{(need } v = h^{-1}s(\alpha)\text{)}
\]

\[
= R_{(\alpha, \Delta g)} \quad \text{(since } h^{-1}s(\alpha) \in C^0\text{)}.
\]

Note that in the first of these, in the particular case that \((\alpha, h) = (v, 1) \in \mathcal{D}^0\) we have

\[
U_g R_{(v, 1)} = R_{(gv, g)}
\]

since \( \varphi(g, v) = g \) because \( v \in C^0 \).

Next we show that \( g \mapsto U_g \) is a homomorphism. Let \( g, h \in G \). It suffices to check that the equation \( U_g U_h = U_{gh} \) holds in \( M(B) \) after multiplying on the right by an element of the form \( R_{(v, 1)}b \) for \( v \in C^0 \) and \( b \in B \):

\[
U_g U_h R_{(v, 1)}b = U_g R_{(hv, h)}b = R_{(ghv, gh)}b = U_{gh} R_{(v, 1)}b.
\]

Since the representation \( R: \mathcal{C} \to B \) is nondegenerate, we have

\[
U_1 = \sum_{v \in C^0} R_{(v, 1)} = \sum_{(v, 1) \in \mathcal{D}^0} R_{(v, 1)} = 1.
\]

It follows that each \( U_g \) is an invertible partial isometry, and hence is a unitary. Thus \( U: G \to M(B) \) is a unitary homomorphism.

Next we show that \( T: \mathcal{C} \to B \) is a nondegenerate representation. For \( 1 \) in Definition 4.1 if \( \alpha \in \mathcal{C} \) then

\[
T^*_\alpha T_\alpha = R^*_{(\alpha, 1)} R_{(\alpha, 1)}
\]

\[
= R_{s(\alpha)}
\]

\[
= R_{(s(\alpha), 1)}
\]

\[
= T_{s(\alpha)}.
\]

For \( 2 \) in Definition 4.1 if \( \alpha, \beta \in \mathcal{C} \) with \( s(\alpha) = r(\beta) \) then

\[
s(\alpha, 1) = (s(\alpha), 1) = (r(\beta), 1) = r(\beta, 1),
\]

so

\[
T_\alpha T_\beta = R_{(\alpha, 1)} R_{(\beta, 1)}
\]

\[
= R_{(\alpha, 1)(\beta, 1)}
\]

\[
= R_{(\alpha\beta, 1)}
\]

\[
= T_{\alpha\beta}.
\]
For $3$ in Definition 4.1, if $\alpha, \beta \in \mathcal{C}$ then
\[
T_{\alpha}T_{\alpha}^*T_{\beta}T_{\beta}^* = R_{(\alpha,1)}R_{(\alpha,1)}^*R_{(\beta,1)}R_{(\beta,1)}^*
\]
\[
= \bigvee_{(\gamma,h) \in (\alpha,1) \vee (\beta,1)} R_{(\gamma,h)}R_{(\gamma,h)}^*
\]
\[
= \bigvee_{(\gamma,1) \in (\alpha \vee \beta) \times \{1\}} R_{(\gamma,1)}R_{(\gamma,1)}^*
\]
\[
= \bigvee_{\gamma \in \alpha \vee \beta} T_{\gamma}T_{\gamma}^*.
\]
Next we show that $T$ is nondegenerate, i.e., that the series $\sum_{v \in \mathcal{C}_0} T_{v}$ of projections converges strictly to 1 in $M(B)$. But this follows immediately from nondegeneracy of $R$, since
\[
\mathcal{D}^0 = \mathcal{C}^0 \times \{1\}.
\]
Thus we have a pair $(T, U)$, where $T : \mathcal{C} \to B$ is a nondegenerate representation and $U : G \to M(B)$ is a unitary representation. To complete the verification that $(T, U)$ is a representation of $(\mathcal{C}, G, \varphi)$, let $g \in G$ and $\alpha \in \mathcal{C}$. Then
\[
U_gT_{\alpha} = U_gR_{(\alpha,1)}
\]
\[
= R_{(ga, \varphi(g,\alpha))}
\]
\[
= R_{(ga,1)}U_{\varphi(g,\alpha)}
\]
\[
= T_{ga}U_{\varphi(g,\alpha)}.
\]
Now we need to verify that we have a bijective correspondence between representations of $(\mathcal{C}, G, \varphi)$ and nondegenerate representations of $\mathcal{D}$. Starting with a representation $(T, U)$ of $(\mathcal{C}, G, \varphi)$ in $B$, and letting $R$ be the associated nondegenerate representation of $\mathcal{D}$ in $B$, and then in turn letting $(T', U')$ be the associated representation of $(\mathcal{C}, G, \varphi)$, for $\alpha \in \mathcal{C}$ we have
\[
T'_{\alpha} = R_{(\alpha,1)} = T_{\alpha}U_1 = T_{\alpha},
\]
and for $g \in G$ we have
\[
U'_{g} = \sum_{v \in \mathcal{C}_0} R_{(v,g)}
\]
\[
= \sum_{v \in \mathcal{C}_0} T_{v}U_{g}
\]
\[
= 1_{M(B)}U_{g}
\]
\[
= U_{g}.
\]
Finally, starting with a nondegenerate representation $R$ of $\mathcal{D}$ in $B$, and letting $(T, U)$ be the associated representation of $(\mathcal{C}, G, \varphi)$, and then in turn letting $R'$ be the associated nondegenerate representation of $\mathcal{D}$, for $(\alpha, g) \in \mathcal{D}$ we have
\[
R'_{(\alpha, g)} = T_{\alpha}U_{g} = R_{(\alpha,1)}U_{g} = R_{(\alpha, g)}.
\]
\[\square\]
**Remark 5.3.** Consider a category system \((\mathcal{C}, G, \varphi)\) with \(\mathcal{C}\) finitely aligned and \(\mathcal{D} = \mathcal{C} \times \varphi G\). Let \(r^D : \mathcal{D} \to \mathcal{T}(\mathcal{D})\) denote the universal representation of \(\mathcal{D}\) and let \((t^D, u^D)\) denote the representation of \((\mathcal{C}, G, \varphi)\) in \(\mathcal{T}(\mathcal{D})\) satisfying \(r^D = t^D \times u^D\), whose existence is guaranteed by Theorem 5.2. Thus we have \(r^D(\alpha, g) = t^D(\alpha, g)^{\alpha, g}\) for all \((\alpha, g) \in \mathcal{D}\).

a) We first remark that the triple \((\mathcal{T}(\mathcal{D}), t^D, u^D)\) is universal for representations of \((\mathcal{C}, G, \varphi)\) in \(\mathcal{C}^*\)-algebras: Suppose \((T, U)\) is a representation of \((\mathcal{C}, G, \varphi)\) in a \(\mathcal{C}^*\)-algebra \(B\). According to Theorem 5.2, \(T \times U\) is a nondegenerate representation of \(\mathcal{D}\) in \(B\), so Lemma 4.15 gives that the associated homomorphism \(\phi_{T \times U} : \mathcal{T}(\mathcal{D}) \to B\) is nondegenerate. Moreover, we have

\[
\phi_{T \times U} \circ t^D = T \quad \text{and} \quad \phi_{T \times U} \circ u^D = U,
\]

and \(\phi_{T \times U}\) is uniquely determined by these properties. Indeed, for \(\alpha \in \mathcal{C}\) and \(g \in G\) we have

\[
\phi_{T \times U} \circ t^D(\alpha) = \phi_{T \times U}(r^D(\alpha, 1)) = (T \times U)(\alpha, 1) = T^\alpha \quad \text{and}
\]
\[
\phi_{T \times U} \circ u^D_g = \phi_{T \times U}\left(\sum_{v \in C^0} t^D(v,g)\right) = \sum_{v \in C^0} \phi_{T \times U}(r^D(v,g))
\]
\[
= \sum_{v \in C^0} (T \times U)(v,g) = \sum_{v \in C^0} T_v U_g = 1_{M(B)} U_g = U_g.
\]

Moreover, if \(\phi : \mathcal{T}(\mathcal{D}) \to B\) is also a homomorphism satisfying (5.1), then it is clear that \(\phi\) agrees with \(\phi_{T \times U}\) on the range of \(r^D\). As this range generates \(\mathcal{T}(\mathcal{D})\) as a \(\mathcal{C}^*\)-algebra, we get that \(\phi = \phi_{T \times U}\).

b) Next, we remark that \(\mathcal{T}(\mathcal{D})\) may be described as a \(\mathcal{C}^*\)-blend of \(\mathcal{T}^*(\mathcal{C})\) and \(\mathcal{C}^*(G)\) in the sense of [12]: Set \(i := \phi_{t^D} : \mathcal{T}(\mathcal{C}) \to \mathcal{T}(\mathcal{D})\), and let \(j : \mathcal{C}^*(G) \to M(\mathcal{T}(\mathcal{D}))\) denote the integrated form of the unitary representation \(u^D\) of \(G\) in \(M(\mathcal{T}(\mathcal{D}))\). Both \(i\) and \(j\) are homomorphisms. Moreover, let \(i * j\) denote the linear map defined on the algebraic tensor product \(\mathcal{T}(\mathcal{C}) \otimes \mathcal{C}^*(G)\), taking values in \(M(\mathcal{T}(\mathcal{D}))\) and satisfying

\[
(i * j)(a \otimes b) = i(a) j(b)
\]

for all \(a \in \mathcal{T}(\mathcal{C})\) and \(b \in \mathcal{C}^*(G)\). Then the range of \(i * j\) is contained and dense in \(\mathcal{T}(\mathcal{D})\). In fact, this range is equal to \(T(\mathcal{D})\).

Indeed, letting \(g \mapsto \iota_g\) denote the canonical embedding of \(G\) in \(\mathcal{C}^*(G)\), we have

\[
(i * j)(t_{\alpha} \iota_g) = \phi_{t^D}(t_{\alpha}) j(\iota_g) = t^D(\alpha, g)^{\alpha, g}
\]

for all \(\alpha \in \mathcal{C}, g \in G\). It immediately follows that the range of \(i * j\) is equal to \(\mathcal{C}^*\)-\(\mathcal{T}(\mathcal{D})\). This shows that the quintuple

\[
(\mathcal{T}(\mathcal{C}), \mathcal{C}^*(G), i, j, \mathcal{T}(\mathcal{D}))
\]

is a \(\mathcal{C}^*\)-blend in the sense of [12].

c) Assume \(\varphi(g, \alpha) = g\) for all \(g \in G, \alpha \in \mathcal{C}\), so \(G \simeq \mathcal{C}\) by automorphisms of the category (cf. Example 3.2). We continue to use the notation introduced
in a) and b). It follows readily from the universality of \((T(C), t)\) that there exists an action \(\beta\) of \(G\) on \(T(C)\) such that
\[
\beta_g(t_\alpha) = t_{g\alpha}
\]
for all \(g \in G, \alpha \in C\). Moreover, Theorem 5.2 gives that \(T(D)\) is isomorphic to the full \(C^*\)-crossed product \(T(C) \rtimes_\beta G\). This can be formulated more precisely by saying that the triple \((T(D), \iota, u^D)\) is the full crossed product in the sense of [26] of the \(C^*\)-dynamical system \((T(C), G, \beta)\). Indeed, note first that for all \(\alpha \in C, g \in G\) we have
\[
i(\beta_g(t_\alpha)) = i(t_{g\alpha}) = t^{D}_g \ i^D_\alpha (u^D_g)^* = u^D_g i(t_\alpha) (u^D_g)^*.
\]
This clearly implies that \((\iota, u^D)\) is a covariant homomorphism of the system \((T(C), G, \beta)\) in \(M(T(D))\). Moreover, we have
\[
i(t_\alpha)j(t_g) = t^D_\alpha u^D_g = r^D_{(\alpha, g)}
\]
for all \(\alpha \in C, g \in G\). Thus we see that the span of \(i(T(C))j(C^*(G))\) is dense in \(T(D)\). Finally, if \((\pi, U)\) is a covariant representation of \((T(C), G, \beta)\) into \(M(B)\), we can then let \(T\) be the representation of \(C\) given by \(T = \pi \circ t\). Then \((T, U)\) is a representation of \((T(C), G, \varphi)\) in \(M(D)\), and if we set \(\phi_{\pi, U} := \phi_{T \times U}: T(D) \rightarrow M(D)\), we have
\[
(\phi_{\pi, U} \circ i) \circ t = \phi_{T \times U} \circ t^D = T = \pi \circ t
\]
hence \(\phi_{\pi, U} \circ i = \pi\), and
\[
\phi_{\pi, U} \circ u^D = \phi_{T \times U} \circ u^D = U.
\]
In particular, it follows that \(i \times u^D\) is an isomorphism from \(T(C) \rtimes_\beta G\) onto \(T(D)\).

**Definition 5.4.** A representation \((T, U)\) of a category system \((C, G, \varphi)\) in a \(C^*\)-algebra \(B\) is **covariant** if the representation \(T: C \rightarrow B\) is covariant in the sense of Definition 4.1.

**Corollary 5.5.** In Theorem 5.2, the representation \((T, U)\) of the category system \((C, G, \varphi)\) is covariant in the sense of Definition 5.4 if and only if the representation \(R = T \times U\) of \(T\) is covariant in the sense of Definition 4.1.

**Proof.** First suppose that \((T, U)\) is covariant. Let \((v, 1) \in D^0\), and let \(F \subseteq (v, 1)D\) be a finite exhaustive set at \((v, 1)\). By Lemma 2.3 and Lemma 3.14, we may assume without loss of generality that \(F = H \times \{1\}\) for a finite subset \(H \subseteq vC\) which is exhaustive at \(v\). Then by Lemma 4.5,
\[
\bigvee_{(\alpha, 1) \in F} R_{(\alpha, 1)} = T^*_H T^*_\alpha = T_v = R_{(v, 1)}
\]
and we have verified that \(R\) is covariant.
Conversely, assume that $R$ is covariant. Let $v \in C^0$, and let $H$ be a finite exhaustive set at $v$. Let $F = H \times \{1\} \subseteq (v,1)D$, which by Lemma 3.14 is a finite exhaustive set at $(v,1)$. Thus

$$T_v = R_{(v,1)} = \bigvee_{(a,1) \in F} R_{(a,1)}R_{(a,1)}^* = \bigvee_{\alpha \in H} T_\alpha T_\alpha^*,$$

and we have verified that $T$ is covariant, and hence $(T,U)$ is covariant. □

**Remark 5.6.** Consider a category system $(C,G,\varphi)$ where $C$ is finitely aligned and $D = C \rtimes \varphi G$. The Cuntz-Krieger algebra $O(D)$ enjoys properties similar to those described in Remark 5.3. As these properties may be proven in the same way, now using also Corollary 5.5, we only state these below.

Let $\tilde{r}^D : D \to O(D)$ denote the universal covariant representation of $D$ and let $(\tilde{i}^D,\tilde{u}^D)$ denote the covariant representation of $(C,G,\varphi)$ in $O(D)$ satisfying $\tilde{r}^D = \tilde{i}^D \times \tilde{u}^D$, whose existence is guaranteed by Theorem 5.2 and Corollary 5.5. Then we have:

a) The triple $(O(C),\tilde{i}^D,\tilde{u}^D)$ is universal for representations of $(C,G,\varphi)$ in $C^*$-algebras.

b) The quintuple $(O(C),C^*(G),\tilde{i},\tilde{j},O(D))$ is a $C^*$-blend in the sense of [12], where $\tilde{i} := \psi_{\tilde{r}D} : O(C) \to O(D)$ and $\tilde{j} : C^*(G) \to M(O(D))$ is the integrated form of the unitary representation $\tilde{u}^D$ of $G$ in $M(O(D))$.

c) Assume $\varphi(g,\alpha) = g$ for all $g \in G, \alpha \in C$, so $G \simeq C$ by automorphisms of $C$. Let $\tilde{\beta}$ denote the action of $G$ on $O(C)$ satisfying

$$\tilde{\beta}_g(\tilde{t}_\alpha) = \tilde{t}_{g\alpha}$$

for all $g \in G, \alpha \in C$. Then the triple $(O(D),\tilde{i},\tilde{u}^D)$ is the full crossed product in the sense of [26] of the $C^*$-dynamical system $(O(C),G,\tilde{\beta})$. In particular, $\tilde{i} \times \tilde{u}^D$ is an isomorphism from $O(C) \rtimes \tilde{\beta} G$ onto $O(D)$.

In connection with Remark 5.6 c), we note that certain actions of $\mathbb{Z}^l$ by automorphisms on a finitely aligned $k$-graph $\Lambda$ are considered in [14]. The authors construct a $(k+l)$-graph $\Lambda \rtimes \mathbb{Z}^l$ and show that the Cuntz-Krieger algebra of $\Lambda \rtimes \mathbb{Z}^l$ is isomorphic to the full crossed product of the Cuntz-Krieger algebra of $\Lambda$ by the induced action of $\mathbb{Z}^l$. Since a higher-rank graph is a category of paths we may regard the result in Remark 5.6 c) as a generalization of their result to finitely aligned category systems.

6. Application to Exel-Pardo systems

Throughout this section, $(E,G,\varphi)$ denotes a given (discrete) Exel-Pardo system [13]. So $E = (E^0,E^1,r,s)$ is a directed graph [27], $G$ is a discrete group acting on $E$ by automorphisms, and $\varphi : G \times E^1 \to G$ is a graph
cocycle, i.e., it is a cocycle for the action of $G$ on the set of edges $E^1$ that also satisfies (2.4).

Let $A = c_0(E^0)$, and let $X$ be the $C^*$-correspondence over $A$ whose Cuntz-Pimsner algebra $O_X$ is canonically isomorphic to the graph algebra $C^*(E)$, as in [27] Example 8.13. Let $B = A \rtimes G$ be the crossed product by the action of $G$ on the vertices. [2] Section 3] introduced a $C^*$-correspondence $Y^\varphi$ over $B$ that is a kind of “twisted crossed product” of the graph correspondence $X$ by the action of $G$, where the cocycle $\varphi$ provides the “twist”. The $B$-correspondence $Y^\varphi$ is modelled on the correspondence $M$ of [13] Section 10, although in [13] the graph is assumed to be finite and have no sources; in fact, [2] Theorem 6.1 proves that these correspondences are isomorphic, and hence the Cuntz-Pimsner algebra $O_{Y^\varphi}$ is isomorphic to the $C^*$-algebra that Exel and Pardo denoted by $O_{G,E}$ (and which we call the Exel-Pardo algebra).

Let $E^*$ denote the (finite) path category of $E$. Then $E^*$ is singly aligned and cancellative, and has no inverses, and in particular is a category of paths in the sense of [31]. As we mentioned in Example 3.3, the cocycle extends uniquely to a category cocycle, which we continue to denote by $\varphi$, for the action of $G$ on $E^*$, making $(E^*, G, \varphi)$ a category system.

We need to relate representations of the Exel-Pardo system $(E, G, \varphi)$ to representations of the category system $(E^*, G, \varphi)$. For this purpose, we want to extend [2] Definition 5.1, as we explain below.

First we briefly review the Toeplitz algebra of the directed graph $E$. For $v \in E^0$ let $\delta_v$ denote the characteristic function of $\{v\}$, so that the commutative $C^*$-algebra $c_0(E^0)$ is generated by the pairwise orthogonal family of projections $\delta_v : v \in E^0$. On the other hand, for $e \in E^1$ let $\chi_e$ denote the characteristic function of $\{e\}$, so that $c_e(E^1)$ is the vector space with basis $\{\chi_e : e \in E^1\}$. Then $c_e(E^1)$ is a pre-correspondence over $c_0(E^0)$ with operations determined by

$$
\chi_e \delta_v = \begin{cases} 
\chi_e & \text{if } v = s(e) \\
0 & \text{if } v \neq s(e)
\end{cases}
$$

$$
\delta_v \chi_e = \begin{cases} 
\chi_e & \text{if } v = r(e) \\
0 & \text{if } v \neq r(e)
\end{cases}
$$

$$
\langle \chi_e, \chi_f \rangle_{c_0(E^0)} = \begin{cases} 
\delta_{s(e)} & \text{if } e = f \\
0 & \text{if } e \neq f.
\end{cases}
$$

Then the completion of this pre-correspondence is the $C^*$-correspondence $X(E)$ over $c_0(E^0)$. A Toeplitz representation (or just a representation; see [17]) of $X(E)$ in a $C^*$-algebra $B$ is a pair $(\psi, \pi)$, where $\psi : X(E) \to B$ is a linear map and $\pi : c_0(E^0)$ is a homomorphism such that for $\xi, \eta \in X(E)$ and $a \in c_0(E^0)$,

$$
\psi(\xi a) = \psi(\xi) \pi(a)
$$
\[ \psi(a\xi) = \pi(a)\psi(\xi) \]
\[ \pi((\xi, \eta)_{c_0(E^0)}) = \psi(\xi)^*\psi(\eta). \]

A Toeplitz \( E \)-family (or a Toeplitz-Cuntz-Krieger \( E \)-family; see [30]) in \( B \) is a pair \((P, S)\), where \( P: E^0 \to B \) and \( S: E^1 \to B \) are maps such that \( \{P_e\}_{e \in E^0} \) is a family of pairwise orthogonal projections, \( S^*_eS_e = P_{s(e)} \) for all \( e \in E^1 \), and \( \sum_{r(e) = v} S_eS^*_e \leq P_v \) for all \( v \in E^0 \) such that \( r^{-1}(\{v\}) \) is a finite nonempty subset of \( E^1 \).

The Toeplitz representations \((\psi, \pi)\) of \( X(E) \) are in bijective correspondence with the Toeplitz \( E \)-families \((P, S)\) in \( B \) via \( P_v = \pi(\delta_v) \) and \( S_e = \psi(X_e) \), and also are in bijective correspondence with the representations \( T \) of \( E^* \) in \( B \) via \( P = T|_{E^0} \) and \( S = T|_{E^1} \). Thus the Toeplitz algebra \( T(E^*) \) of the path category \( E^* \), which by definition is generated by a universal representation of \( E^* \), can be characterized as the \( C^* \)-algebra, often denoted by \( T_{X(E)} \), generated by a universal Toeplitz representation of the \( c_0(E^0) \)-correspondence \( X(E) \). It can also be characterized as the \( C^* \)-algebra, sometimes denoted by \( T(E) \), generated by a universal Toeplitz \( E \)-family. \( T_{X(E)} \) is often called the Toeplitz algebra of the correspondence \( X(E) \), and \( T(E) \) is sometimes called the Toeplitz-Cuntz-Krieger algebra of the graph \( E \).

According to Definition 6.12 a representation \( T \) of \( E^* \) in \( B \) is called nondegenerate if the series \( \sum_{v \in E^0} T_v \) converges strictly to \( 1_{M(B)} \), which by Lemma 4.15 is equivalent to nondegeneracy of the associated homomorphism \( \phi_T : T(E^*) \to B \).

**Definition 6.1.** We call a Toeplitz \( E \)-family \((P, S)\) in \( B \) nondegenerate if the series \( \sum_{v \in E^0} P_v \) converges strictly to \( 1_{M(B)} \).

It follows from the above discussion that a representation \( T \) of \( E^* \) is nondegenerate in the sense of Definition 6.12 if and only if the associated Toeplitz \( E \)-family \((P, S)\) is nondegenerate in the sense of Definition 6.1.

Returning to our Exel-Pardo system \((E, G, \varphi)\), we extend [2] Definition 5.1 as follows:

**Definition 6.2.** A representation of \((E, G, \varphi)\) in a \( C^* \)-algebra \( B \) is a triple \((P, S, U)\), where \((P, S)\) is a nondegenerate Toeplitz \( E \)-family in \( B \), \( U : G \to M(B) \) is a unitary homomorphism, and for all \( g \in G \), \( v \in E^0 \), and \( e \in E^1 \) we have
\[
U_gP_v = P_{gv}U_g \\
U_gS_e = S_{ge}U_{\varphi(g, e)}.
\]

We define the \( C^* \)-algebra \( C^*(P, S, U) \) associated to \((P, S, U)\) to be the \( C^* \)-subalgebra of \( B \) generated by the set
\[ \{P_vU_g : v \in E^0, g \in G\} \cup \{S_eU_g : e \in E^1, g \in G\}. \]

In [2] Definition 5.1 the nondegeneracy of \((P, S)\) is replaced by the condition that \( C^*(P, S, U) \) is equal to \( B \). But we now think that this latter condition is too strong, as indicated by the following lemma:
Lemma 6.3. Let $\mathcal{D} = E^* \rtimes^\varphi G$ be the Zappa-Szép product of the category system $(E^*, G, \varphi)$, and let $R$ be a representation of $\mathcal{D}$ in a $C^*$-algebra $B$. Let $(T, U)$ be the representation of $(E^*, G, \varphi)$ associated to $R$, and let $(P, S)$ be the Toeplitz $E$-family in $B$ associated to the representation $T$ of $E^*$. Then the associated homomorphism $\phi_R: \mathcal{T}(\mathcal{D}) \to B$ is surjective if and only if $C^*(P, S, U) = B$.

Proof. Note that $\phi_R(\mathcal{T}(\mathcal{D}))$ is generated as a $C^*$-algebra by

$$\{R(\alpha, g) : (\alpha, g) \in \mathcal{D}\},$$

and that

$$R(\alpha, g) = T_\alpha U_g.$$

By definition of the path category $E^*$, for every $\alpha \in E^*$ the element $T_\alpha$ is a finite product of elements of the form $P_v$ and $S_v$ for $v \in E^0$ and $e \in E^1$. Thus $\phi_R(\mathcal{T}(\mathcal{D}))$ coincides with the $C^*$-subalgebra of $B$ generated by

$$\{P_v U_g : v \in E^0, g \in G\} \cup \{S_v U_g : e \in E^1, g \in G\},$$

and the lemma follows. \hfill \Box

The following theorem is analogous to [2, Theorem 5.2], but for representations of $(E, G, \varphi)$ in the sense of Definition 6.2, rather than the sense of [2, Definition 5.1].

Theorem 6.4. There is a bijective correspondence between representations $(P, S, U)$ of $(E, G, \varphi)$ in a $C^*$-algebra $B$ and nondegenerate representations $R$ of $\mathcal{D}$ in $B$, given as follows:

(i) If $(P, S, U)$ is a representation of $(E, G, \varphi)$ in $B$, then the Toeplitz $E$-family $(P, S)$ in $B$ determines a nondegenerate representation $T: E^* \to B$, and $(T, U)$ is a representation of the category system $(E^*, G, \varphi)$ in $B$, which determines a nondegenerate representation $R = T \times U: \mathcal{D} \to B$.

(ii) If $R: \mathcal{D} \to B$ is a nondegenerate representation, then letting $(T, U)$ be the associated representation of $(E^*, G, \varphi)$ in $B$ as in Theorem 5.2 we let $(P, S)$ be the Toeplitz $E$-family in $B$ associated to $T$, and then $(P, S, U)$ is a representation of $(E, G, \varphi)$ in $B$.

Proof. By Definition 6.2, a representation $(P, S, U)$ of $(E, G, \varphi)$ in $B$ is a nondegenerate Toeplitz $E$-family $(P, S)$ in $B$ and a unitary homomorphism $U: G \to M(B)$ that interacts with $(P, S)$ as in (6.1). Letting $T: E^* \to B$ be the associated representation of the path category $E^*$, it is routine to check that the conditions (6.1) imply that $(T, U)$ is a representation of $(E^*, G, \varphi)$ in the sense of Definition 5.1, which by Theorem 5.2 determines a unique nondegenerate representation $R = T \times U$ of $\mathcal{D}$ in $B$ such that

$$R(\alpha, g) = T_\alpha U_g \text{ for every } (\alpha, g) \in \mathcal{D}.$$

Conversely, suppose that $R: \mathcal{D} \to B$ is a nondegenerate representation, let $(T, U)$ be the associated representation of $(E^*, G, \varphi)$ in $B$ as in Theorem 5.2, and then let $(P, S)$ be the Toeplitz $E$-family in $B$ associated to the
nondegenerate representation \( T \colon E^* \to B \). It follows from Definition \[5.1\] that \((P, S, U)\) is a representation of \((E, G, \varphi)\) as in Definition \[6.2\].

Finally, the bijective correspondence between nondegenerate representations \( T \colon E^* \to B \) and Toeplitz \( E \)-families \((P, S)\) in \( B \) obviously gives a bijective correspondence between representations \((T, U)\) of \((E^*, G, \varphi)\) and representations \((P, S, U)\) of \((E, G, \varphi)\). Combining this with the bijective correspondence between \((T, U)\) and \( R \) finishes the proof. \(\Box\)

As an immediate consequence of Theorem \[6.4\] and \cite[Theorem 5.2]{2}, we get:

**Corollary 6.5.** Let \((p, s, u)\) denote the representation of \((E, G, \varphi)\) associated to the universal representation of \( D = E^* \rtimes G \) in its Toeplitz algebra \( T(D) \). Then \( T(D) = C^*(p, s, u) \), and the pair \((T(D), (p, s, u))\) is universal for representations of \((E, G, \varphi)\) in \( C^*\)-algebras in the following sense:

Given a representation \((P, S, U)\) of \((E, G, \varphi)\) in \( B \), there exists a unique nondegenerate homomorphism \( \phi_{P, S, U} : T(D) \to B \) such that

\[
P = \phi_{P, S, U} \circ p, \quad S = \phi_{P, S, U} \circ s, \quad \text{and} \quad \phi_{P, S, U} \circ u = U.
\]

In particular, \( T(D) \) is isomorphic to the Toeplitz algebra \( T_{Y^\varphi} \) of the \( C^*\)-correspondence \( Y^\varphi \) associated to \((E, G, \varphi)\) in \cite{2}.

Now we want to pass to the Cuntz-Krieger algebra \( O(D) \), and we pause to briefly review the Cuntz-Krieger algebra of the directed graph \( E \), see \cite{27} for more details.

We assume from now on that \( E \) is row-finite, i.e., \( r^{-1}\{v\} \) is a finite subset of \( E^1 \) for every vertex \( v \in E^0 \). Let \( A = c_0(E^0) \), and let \( X = X(E) \) be the graph correspondence, which is a \( C^*\)-correspondence over \( A \), and identify the Toeplitz-Cuntz-Krieger algebra of \( E \) with the Toeplitz algebra \( T(E^*) \) of the path category \( E^* \). A Toeplitz \( E \)-family \((P, S)\) in a \( C^*\)-algebra \( B \) satisfies the Cuntz-Krieger condition, and \((P, S)\) is called a Cuntz-Krieger \( E \)-family, if for every vertex \( v \) that is not a source (i.e., \( r^{-1}\{v\} \neq \emptyset \))

\[
P_v = \sum_{r(e) = v} S_e S_e^*.
\]

The Katsura ideal of \( c_0(E^0) \) is

\[
J_X = \overline{\operatorname{span}}\{ \delta_v : v \in r(E^1) \},
\]

and is the largest ideal of \( c_0(E^0) \) on which the left-module homomorphism

\[
\phi : A \to \mathcal{K}(X)
\]

is injective. (Note that \( \phi(A) \subseteq \mathcal{K}(X) \) since \( E \) is row-finite.)

Every Toeplitz representation \((\psi, \pi)\) of \( X \) in \( B \) uniquely determines a homomorphism \( \psi^{(1)} : \mathcal{K}(X) \to B \) by

\[
\psi^{(1)}(\theta_{x,y}) = \psi(x)\psi(y)^*.
\]
where \( \theta_{x,y} \) is the (generalized) rank-one operator on \( X \) given by
\[
\theta_{x,y}(z) = x \langle y, z \rangle_A
\]
for \( x, y, z \in X \). A Toeplitz representation \((\psi, \pi)\) of \( X \) in \( B \) is Cuntz-Pimsner covariant if
\[
\pi(f) = \psi(1) \circ \phi(f) \quad \text{for all } f \in J_X.
\]
The Toeplitz representation \((\psi, \pi)\) of \( X \) associated to a Toeplitz \( E \)-family \((P, S)\) is Cuntz-Pimsner covariant if and only if \((P, S)\) satisfies the Cuntz-Krieger condition, equivalently the associated representation \( T \) of the path category \( E^* \) is covariant in the sense of Definition 4.1. Thus the Cuntz-Krieger algebra \( O(E^*) \) of the path category \( E^* \), which by definition is generated by a universal covariant representation of \( E^* \), can be characterized as the \( C^* \)-algebra, denoted by \( O_X \), generated by a universal Cuntz-Pimsner covariant representation of the \( A \)-correspondence \( X \), and can also be characterized as the \( C^* \)-algebra, often denoted by \( C^*(E) \), generated by a universal Cuntz-Krieger \( E \)-family. \( O_X \) is called the Cuntz-Pimsner algebra of the correspondence \( X \), and \( C^*(E) \) is usually just called the \( C^* \)-algebra of the graph \( E \), or the graph algebra of \( E \).

Now we return to our Exel-Pardo system \((E, G, \varphi)\).

**Definition 6.6.** Assume \( E \) is row-finite. A representation \((P, S, U)\) of \((E, G, \varphi)\) in a \( C^* \)-algebra \( B \) is covariant if \((P, S)\) is a Cuntz-Krieger \( E \)-family.

The following corollary is analogous to [2, Corollary 5.4], but for representations of \((E, G, \varphi)\) in the sense of Definition 6.2 rather than the sense of [2, Definition 5.1].

**Corollary 6.7.** Assume \( E \) is row-finite. In Theorem 6.4, the representation \( R \) of \( \mathcal{D} \) is covariant if and only if the representation \((P, S, U)\) of \((E, G, \varphi)\) is covariant.

**Proof.** Let \((T, U)\) be the representation of the category system \((E^*, G, \varphi)\) associated to \( R \) as in Theorem 5.2. By Corollary 5.5, \( R \) is covariant if and only if \((T, U)\) is covariant, meaning, by Definition 5.4, that \( T \) is covariant, which we mentioned above is equivalent to \((P, S)\) being a Cuntz-Krieger \( E \)-family. On the other hand, by Definition 6.6 to say that \((P, S, U)\) is covariant means that \((P, S)\) is a Cuntz-Krieger \( E \)-family. Thus the current corollary is just a combination of these results and definitions. \(\square\)

It follows now readily from Corollary 6.7 and [2, Corollary 5.4] that we have:

**Corollary 6.8.** Assume \( E \) is row-finite. Let \((\tilde{p}, \tilde{s}, \tilde{u})\) denote the covariant representation of the system \((E, G, \varphi)\) associated to the universal covariant representation of \( \mathcal{D} = E^* \rtimes \varphi G \) in \( O(\mathcal{D}) \). Then \( O(\mathcal{D}) = C^*(\tilde{p}, \tilde{s}, \tilde{u}) \), and the pair \((O(\mathcal{D}), (\tilde{p}, \tilde{s}, \tilde{u}))\) is universal for covariant representations of \((E, G, \varphi)\) in \( C^* \)-algebras in the following sense:
Given a covariant representation \((P,S,U)\) of \((E,G,\varphi)\) in \(B\), there exists a unique nondegenerate homomorphism \(\psi_{P,S,U}: \mathcal{O}(D) \to B\) such that
\[
P = \psi_{P,S,U} \circ \tilde{p}, \quad S = \psi_{P,S,U} \circ \tilde{s}, \quad \text{and} \quad \psi_{P,S,U} \circ \tilde{u} = U.
\]
In particular, \(\mathcal{O}(D)\) is isomorphic to the Exel-Pardo algebra \(\mathcal{O}_Y\varphi\) associated to \((E,G,\varphi)\) in \([2]\).

**Remark 6.9.** As observed by Exel and Pardo in \([13, \text{Example 3.4}]\), any Katsura algebra \([18]\) can be written as the Exel-Pardo algebra of an Exel-Pardo system of the form \((E,Z,\varphi)\) with \(E\) finite. Since the class of Katsura algebras coincides with the class of Kirchberg algebras belonging to the UCT class, it follows from Corollary 6.8 that any Kirchberg algebra in the UCT class is isomorphic to some \(\mathcal{O}(E^* \rtimes \varphi Z)\) with \(E\) finite. As \(E^* \rtimes \varphi Z\) is singly aligned, we can conclude that the class of Cuntz-Krieger algebras associated to singly aligned left cancellative small categories is vast.

**Remark 6.10.** In Corollary 6.8, if we try to remove the row-finiteness assumption then we run up against a special case of the Hao-Ng problem (see e.g. \([15, 2, 16]\)), as we now explain. First, by the Hao-Ng problem, we mean whether, given an action of a locally compact group \(G\) on a nondegenerate \(C^*\)-correspondence \(X\) over a \(C^*\)-algebra \(A\), \(\mathcal{O}_X \rtimes G\) is naturally isomorphic to \(\mathcal{O}_{Y \varphi}\) (see \([2]\) for the notation), and so \(\mathcal{O}_X \rtimes G = \mathcal{O}_{Y \varphi}\). On the other hand, the crossed product \(\mathcal{O}_X \rtimes G\) is universal for covariant representations \((P,S,U)\) of \((E,G,\varphi)\). Thus, the conclusion of Corollary 6.8 holds in the case where \(\varphi\) is trivial if and only if the associated special case of the Hao-Ng problem \(\mathcal{O}_X \rtimes G \cong \mathcal{O}_X \rtimes G\) has a positive answer.

**7. Relationships with other constructions**

Throughout this section \(\mathcal{C}\) denotes a left cancellative small category.

### 7.1. The regular Toeplitz algebra of \(\mathcal{C}\)

We introduce in this subsection the *regular representation* \(V\) of \(\mathcal{C}\) on \(\ell^2(\mathcal{C})\) and define the *regular Toeplitz algebra* \(\mathcal{T}_\ell(\mathcal{C})\) as the \(C^*\)-subalgebra of \(B(\ell^2(\mathcal{C}))\) generated by \(V\). (See also \([32, \text{Section 11}]\).) Whenever \(X\) is a subset of \(\mathcal{C}\), we identify \(\ell^2(X)\) as a closed subspace of \(\ell^2(\mathcal{C})\) in the canonical way and let \(P_X\) denote the orthogonal projection from \(\ell^2(\mathcal{C})\) onto \(\ell^2(X)\). In particular, we have \(\ell^2(\emptyset) = \{0\}\) and \(P_{\emptyset} = 0\). Moreover, we denote by \(\text{id}_X\) the identity map from \(X\) into itself. In
particular, \( \text{id}_\varnothing \) is the empty function having the empty set \( \varnothing \) as its domain and its range.

For each \( \alpha \in \mathcal{C} \) we let \( \tau_\alpha : s(\alpha)\mathcal{C} \to \alpha\mathcal{C} \) denote the (right) shift map given by
\[
\tau_\alpha(\beta) = \alpha\beta \quad \text{for all } \beta \in s(\alpha)\mathcal{C}.
\]
Since \( \mathcal{C} \) is left cancellative, each \( \tau_\alpha \) is a bijection from \( s(\alpha)\mathcal{C} \) onto \( \alpha\mathcal{C} \), with inverse \( \sigma_\alpha : \alpha\mathcal{C} \to s(\alpha)\mathcal{C} \) given by
\[
\sigma_\alpha(\alpha\beta) = \beta \quad \text{for all } \beta \in s(\alpha)\mathcal{C}.
\]

**Definition 7.1.** For each \( \alpha \in \mathcal{C} \) let \( V_\alpha : \ell^2(\mathcal{C}) \to \ell^2(\mathcal{C}) \) be the linear contraction given by
\[
(V_\alpha \xi)(\gamma) = \begin{cases} 
\xi(\sigma_\alpha(\gamma)) & \text{if } \gamma \in s(\alpha)\mathcal{C}, \\
0 & \text{otherwise.}
\end{cases}
\]

It is straightforward to check that each \( V_\alpha^* \) is given by
\[
(V_\alpha^* \eta)(\gamma) = \begin{cases} 
\eta(\tau_\alpha(\gamma)) & \text{if } \gamma \in s(\alpha)\mathcal{C}, \\
0 & \text{otherwise.}
\end{cases}
\]

It follows that each \( V_\alpha \) is a partial isometry with initial space \( \ell^2(s(\alpha)\mathcal{C}) \) and final space \( \ell^2(s(\alpha)\mathcal{C}) \). In other words, we have \( V_\alpha^* V_\alpha = P_{s(\alpha)\mathcal{C}} \) and \( V_\alpha V_\alpha^* = P_{\alpha\mathcal{C}} \). Note also that if \( v \in \mathcal{C}^0 \), then \( V_v = P_{\alpha\mathcal{C}} \). Thus we get that \( V_\alpha^* V_\alpha = V_{s(\alpha)} \).

Moreover, letting \( \{\delta_\gamma\}_{\gamma \in \mathcal{C}} \) denote the canonical basis of \( \ell^2(\mathcal{C}) \), we have
\[
V_\alpha \delta_\gamma = \begin{cases} 
\delta_\gamma & \text{if } \gamma \in s(\alpha)\mathcal{C}, \\
0 & \text{otherwise.}
\end{cases}
\]

So if \( \beta \in \mathcal{C} \) is such that \( s(\alpha) = r(\beta) \), we get
\[
V_\alpha V_\beta \delta_\gamma = \begin{cases} 
V_\alpha \delta_\beta \gamma & \text{if } \gamma \in s(\beta)\mathcal{C}, \\
0 & \text{otherwise}
\end{cases} = \begin{cases} 
\delta_\alpha \beta \gamma & \text{if } \gamma \in s(\beta)\mathcal{C}, \\
0 & \text{otherwise}
\end{cases} = V_\alpha \beta \delta_\gamma
\]
for all \( \gamma \in \mathcal{C} \), so we have \( V_\alpha V_\beta = V_\alpha \beta \).

We call \( V \) the **regular representation** of \( \mathcal{C} \) in \( \ell^2(\mathcal{C}) \) and define the **regular Toeplitz algebra** \( \mathcal{T}_f(\mathcal{C}) \) as the \( C^* \)-subalgebra of \( \mathcal{B}(\ell^2(\mathcal{C})) \) generated by the set \( \{V_\alpha : \alpha \in \mathcal{C}\} \).

**Proposition 7.2.** Assume that \( \mathcal{C} \) is finitely aligned. Then the map \( V : \mathcal{C} \to \mathcal{T}_f(\mathcal{C}) \) sending each \( \alpha \) to \( V_\alpha \) is a representation of \( \mathcal{C} \) in \( \mathcal{T}_f(\mathcal{C}) \) and the canonical homomorphism \( \phi_V \) from the Toeplitz algebra \( \mathcal{T}(\mathcal{C}) \) into \( \mathcal{T}_f(\mathcal{C}) \) is onto.

**Proof.** To show the first assertion, it only remains to check that \( V \) satisfies property \( (\mathfrak{B}) \). Let \( \alpha, \beta \in \mathcal{C} \). Then we get
\[
V_\alpha V_\alpha^* V_\beta V_\beta^* = P_{\alpha\mathcal{C}} P_{\beta\mathcal{C}} = P_{\alpha\mathcal{C} \cap \beta\mathcal{C}} = P_{\bigcup_{\gamma \in \alpha \lor \beta} \gamma\mathcal{C}} = \bigvee_{\gamma \in \alpha \lor \beta} P_{\gamma\mathcal{C}} = \bigvee_{\gamma \in \alpha \lor \beta} V_\gamma V_\gamma^*,
\]
as desired. Since the universal family \( \{ t_\alpha : \alpha \in \mathcal{C} \} \) in \( T(\mathcal{C}) \) generates \( T(\mathcal{C}) \) as a \( C^* \)-algebra and we have \( V_\alpha = \phi_V(t_\alpha) \) for each \( \alpha \in \mathcal{C} \), the second assertion is immediate from the definition of \( T(\mathcal{C}) \). \( \square \)

7.2. The inverse semigroup \( ZM(\mathcal{C}) \). In this subsection we introduce the inverse semigroup \( ZM(\mathcal{C}) \) consisting of zigzag maps on \( \mathcal{C} \), describe its semilattice of idempotents and show that \( ZM(\mathcal{C}) \) is isomorphic to an inverse semigroup of partial isometries lying in \( T(\mathcal{C}) \). For an introduction to the theory of inverse semigroups, see for example [20].

We first recall that the symmetric inverse semigroup \( I(\mathcal{C}) \) consists of all partial bijections of \( \mathcal{C} \). The product in \( I(\mathcal{C}) \) is the composition of maps defined on the largest possible domain: if \( A, B, C, D \) are subsets of \( \mathcal{C} \), \( \varphi \) is bijection from \( A \) onto \( B \), and \( \psi \) is bijection from \( C \) onto \( D \), then \( \psi \varphi \in I(\mathcal{C}) \) is the bijection from \( \varphi^{-1}(B \cap C) \) onto \( \psi(B \cap C) \) given by \( (\psi \varphi)(\gamma) = \psi(\varphi(\gamma)) \) for each \( \gamma \in \varphi^{-1}(B \cap C) \) when \( B \cap C \neq \emptyset \), while \( \psi \varphi = \text{id}_\emptyset \) otherwise. We will often denote the domain of \( \varphi \in I(\mathcal{C}) \) by \( \text{dom}(\varphi) \) and its range by \( \text{ran}(\varphi) \). The inverse of a partial bijection \( \varphi : A \to B \) in \( I(\mathcal{C}) \) is of course the inverse map \( \varphi^{-1} : B \to A \). We then have \( \varphi^{-1} \varphi = \text{id}_A \) and \( \varphi \varphi^{-1} = \text{id}_B \). Thus the idempotent semilattice of \( I(\mathcal{C}) \) is \( E(I(\mathcal{C})) = \{ \text{id}_X \mid X \subseteq \mathcal{C} \} \).

For each \( \alpha \in \mathcal{C} \) both \( \tau_\alpha \) and its inverse \( \sigma_\alpha \) belong to \( I(\mathcal{C}) \). One readily sees that for \( \alpha, \beta \in \mathcal{C} \) we have \( \tau_\alpha \tau_\beta = \tau_{\alpha \beta} \) and \( \sigma_\beta \sigma_\alpha = \sigma_{\alpha \beta} \) if \( s(\alpha) = r(\beta) \), while \( \tau_\alpha \tau_\beta = \text{id}_\emptyset = \sigma_\beta \sigma_\alpha \) otherwise. Following [9] (where Donsig and Milan consider the case where \( \mathcal{C} \) is a category of paths in the sense of [31]), we define \( ZM(\mathcal{C}) \) to be the inverse subsemigroup of \( I(\mathcal{C}) \) generated by \( \{ \tau_\alpha \}_{\alpha \in \mathcal{C}} \cup \{ \text{id}_\emptyset \} \). In other words, \( ZM(\mathcal{C}) \) is the subsemigroup of \( I(\mathcal{C}) \) generated by \( \{ \tau_\alpha, \sigma_\alpha \}_{\alpha \in \mathcal{C}} \cup \{ \text{id}_\emptyset \} \). We may describe \( ZM(\mathcal{C}) \) by introducing so-called zigzag maps on \( \mathcal{C} \) (cf. [32]). By a zigzag in \( \mathcal{C} \) we will mean an even tuple of the form

\[
\zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n),
\]

where \( n \in \mathbb{N} \), \( \alpha_i, \beta_i \in \mathcal{C} \) and \( r(\alpha_i) = r(\beta_i) \) for \( i = 1, \ldots, n \), and \( s(\beta_i) = s(\alpha_{i+1}) \) for \( i = 1, \ldots, n - 1 \). Letting \( \mathcal{Z}\mathcal{C} \) denote the set of all zigags in \( \mathcal{C} \) we define maps \( s \) and \( r \) from \( \mathcal{Z}\mathcal{C} \) into \( \mathcal{C}^0 \) by \( s(\zeta) = s(\beta_n) \) and \( r(\zeta) = r(\alpha_1) \) whenever \( \zeta \in \mathcal{Z}\mathcal{C} \) is as above; we also define the reverse of \( \zeta \) as

\[
\overline{\zeta} = (\beta_n, \alpha_n, \ldots, \beta_1, \alpha_1) \in \mathcal{Z}\mathcal{C}.
\]

To each \( \zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in \mathcal{Z}\mathcal{C} \), we associate the zigzag map \( \varphi_\zeta \) in \( ZM(\mathcal{C}) \) defined by

\[
\varphi_\zeta = \sigma_{\alpha_1} \tau_{\beta_1} \cdots \sigma_{\alpha_n} \tau_{\beta_n}.
\]

Clearly, we have \( \varphi_{\overline{\zeta}} = \varphi_\zeta^{-1} \). Thus, \( \text{dom}(\varphi_{\overline{\zeta}}) = \text{ran}(\varphi_\zeta) \) and \( \text{ran}(\varphi_{\overline{\zeta}}) = \text{dom}(\varphi_\zeta) \). Note that if \( \zeta, \zeta' \in \mathcal{Z}\mathcal{C} \) satisfy that \( s(\zeta) = r(\zeta') \) and we let \( \zeta'' \in \mathcal{Z}\mathcal{C} \) be defined by concatenation in the obvious way, we have \( \varphi_\zeta \varphi_{\zeta'} = \varphi_{\zeta''} \). On the other hand, if \( s(\zeta) \neq r(\zeta') \), we get \( \varphi_\zeta \varphi_{\zeta'} = \text{id}_\emptyset \). It follows that the

\[5\] Note that if \( \mathcal{C}^0 \) consists of more than one element, and we pick \( v, w \in \mathcal{C}^0 \) with \( v \neq w \), then we have \( \sigma_v \sigma_w = \text{id}_\mathcal{C} \text{id}_w = \text{id}_\emptyset \), so we don’t need to specify that \( \text{id}_\emptyset \) is included in \( ZM(\mathcal{C}) \).
set \( S = \{ \varphi : \zeta \in \mathcal{Z}_C \} \cup \{ \text{id}_\varnothing \} \) is closed under the product and the inverse operation in \( I(\mathcal{C}) \), hence that it is an inverse subsemigroup of \( \text{ZM} (\mathcal{C}) \). Now, if \( \alpha, \beta \in \mathcal{C} \), then \( (\alpha, r(\alpha)) \) and \( (r(\beta), \beta) \) both belong to \( \mathcal{Z}_C \) and we have

\[
\varphi (\alpha, r(\alpha)) = \sigma_\alpha ; \varphi (r(\beta), \beta) = \tau_\beta.
\]

It follows that \( \text{ZM} (\mathcal{C}) \) is contained in \( S \). Thus we can conclude that they are equal, that is, we have:

\[
(7.1) \quad \text{ZM} (\mathcal{C}) = \{ \varphi : \zeta \in \mathcal{Z}_C \} \cup \{ \text{id}_\varnothing \}.
\]

Since \( \varphi^{-1}_\zeta \varphi = \text{id}_{\text{dom}(\varphi)} \) for every \( \zeta \in \mathcal{Z}_C \), we get from (7.1) that the idempotent semilattice of \( \text{ZM} (\mathcal{C}) \) is given by

\[
(7.2) \quad E(\text{ZM} (\mathcal{C})) = \{ \text{id}_{\text{dom}(\varphi)} : \zeta \in \mathcal{Z}_C \} \cup \{ \text{id}_\varnothing \}.
\]

To describe more precisely the domain and the range of a zigzag map, it will be helpful to introduce some notation. Let \( \alpha \in \mathcal{C} \) and \( X \subseteq \mathcal{C} \). Then we set

\[
\alpha X := \tau_\alpha (s(\alpha)\mathcal{C} \cap X),
\]

\[
\alpha^{-1} X := \sigma_\alpha (\alpha \mathcal{C} \cap X).
\]

Note that \( \alpha \mathcal{C} \) has the same meaning as before, and that \( \alpha^{-1} \mathcal{C} = s(\alpha) \mathcal{C} \). Moreover, we have \( \alpha \alpha^{-1} X = \alpha \mathcal{C} \cap X \) and \( \alpha^{-1} \alpha X = s(\alpha) \mathcal{C} \cap X \). Let \( \alpha, \beta \in \mathcal{C} \). One checks without difficulty that \( \alpha (\beta X) = (\alpha \beta) X \) and \( \beta^{-1} (\alpha^{-1} X) = (\alpha \beta)^{-1} X \) whenever \( s(\alpha) = r(\beta) \), while we have \( \alpha (\beta X) = \beta^{-1} (\alpha^{-1} X) = \varnothing \) otherwise. Moreover, we have

\[
\alpha \beta^{-1} \mathcal{C} = \tau_\alpha (s(\alpha) \mathcal{C} \cap \beta^{-1} \mathcal{C}) = \tau_\alpha (s(\alpha) \mathcal{C} \cap s(\beta) \mathcal{C}).
\]

Hence, \( \alpha \beta^{-1} \mathcal{C} = \alpha \mathcal{C} \) if \( s(\alpha) = s(\beta) \), while \( \alpha \beta^{-1} \mathcal{C} = \varnothing \) otherwise. On the other hand, we have

\[
\beta^{-1} \alpha \mathcal{C} = \sigma_\beta (\beta \mathcal{C} \cap \alpha \mathcal{C}) = \text{dom}(\sigma_\alpha \tau_\beta)
\]

and

\[
\alpha^{-1} \beta \mathcal{C} = \sigma_\alpha (\alpha \mathcal{C} \cap \beta \mathcal{C}) = \text{ran}(\sigma_\alpha \tau_\beta).
\]

If \( (\alpha, \beta) \notin \mathcal{Z}_C \), i.e., \( r(\alpha) \neq r(\beta) \), then \( \alpha \mathcal{C} \cap \beta \mathcal{C} = \varnothing \), so \( \sigma_\alpha \tau_\beta = \text{id}_\varnothing \) and \( \beta^{-1} \alpha \mathcal{C} = \alpha^{-1} \beta \mathcal{C} = \varnothing \). But if \( (\alpha, \beta) \in \mathcal{Z}_C \), then \( \varphi (\alpha, \beta) = \sigma_\alpha \tau_\beta \), so we get

\[
\text{dom}(\varphi (\alpha, \beta)) = \beta^{-1} \alpha \mathcal{C}, \text{ ran}(\varphi (\alpha, \beta)) = \alpha^{-1} \beta \mathcal{C}.
\]

This may be generalized as follows:

**Lemma 7.3.** For \( \zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in \mathcal{Z}_C \) we have

\[
\text{dom}(\varphi _\zeta) = \beta_n^{-1} \alpha_n \cdots \beta_1^{-1} \alpha_1 \mathcal{C} \quad \text{and}
\]

\[
\text{ran}(\varphi _\zeta) = \alpha_1^{-1} \beta_1 \cdots \alpha_n^{-1} \beta_n \mathcal{C}.
\]

**Proof.** We have seen that the assertion holds when \( n = 1 \). So assume it holds for some \( n \geq 1 \). We first observe that if \( \alpha, \beta \in \mathcal{C} \) satisfy \( r(\alpha) = r(\beta) \), so \( (\alpha, \beta) \in \mathcal{Z}_C \), and \( X \subseteq \mathcal{C} \), then we have

\[
(7.3) \quad \beta^{-1} \alpha X = \sigma_\beta (\beta \mathcal{C} \cap \alpha X) = \sigma_\beta \tau_\alpha (\alpha^{-1} \beta \mathcal{C} \cap X)
\]
Now, let \( \zeta = (\alpha_1, \beta_1, \ldots, \alpha_{n+1}, \beta_{n+1}) \in \mathcal{Z}_C \). Then \( \phi_\zeta = \phi_\zeta' \varphi(\alpha_{n+1}, \beta_{n+1}) \), where \( \zeta' := (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in \mathcal{Z}_C \).

Thus, using equation (7.3) with \( \alpha = \alpha_{n+1}, \beta = \beta_{n+1} \) and \( X = \text{dom}(\varphi_\zeta') \) at the third step, and the induction hypothesis at the final step, we get

\[
\text{dom}(\varphi_\zeta) = \varphi^{-1}_{\alpha_{n+1}, \beta_{n+1}}(\text{ran}(\varphi(\alpha_{n+1}, \beta_{n+1})) \cap \text{dom}(\varphi_\zeta')) = \sigma_{\beta_{n+1}}^{-1} \tau_{\alpha_{n+1}}(\alpha_{n+1}^{-1} \beta_{n+1} \cap \text{dom}(\varphi_\zeta')) = \beta_{n+1}^{-1} \alpha_{n+1} \text{dom}(\varphi_\zeta) = \beta_{n+1}^{-1} \alpha_{n+1} \beta_n^{-1} \alpha_n \cdots \beta_1^{-1} \alpha_1 C.
\]

This implies that \( \text{ran}(\varphi_\zeta) = \text{dom}(\varphi_\zeta') = \alpha_1^{-1} \beta_1 \cdots \alpha_n^{-1} \beta_n \alpha_{n+1}^{-1} \beta_{n+1} C. \) \( \square \)

For \( \zeta = (\alpha_1, \beta_1, \cdots, \alpha_n, \beta_n) \in \mathcal{Z}_C \) we set

\[
A(\zeta) = \beta_n^{-1} \alpha_n \cdots \beta_1^{-1} \alpha_1 C.
\]

As Lemma (7.3) says that \( A(\zeta) = \text{dom}(\varphi_\zeta) \), we get from (7.2) the following:

**Proposition 7.4.**

\[
E(\text{ZM}(C)) = \{ \text{id}_{A(\zeta)} : \zeta \in \mathcal{Z}_C \} \cup \{ \text{id}_\emptyset \}.
\]

A useful consequence of this proposition is that the family of subsets of \( C \) given by

\[
\mathcal{J}(C) := \{ A(\zeta) : \zeta \in \mathcal{Z}_C \} \cup \{ \emptyset \}
\]

is closed under finite intersections.

Our next aim is to show that \( \text{ZM}(C) \) is isomorphic to a certain inverse semigroup of partial isometries in \( T_\ell(C) \). We will use the notation introduced in the previous subsection.

For \( \zeta = (\alpha_1, \beta_1, \cdots, \alpha_n, \beta_n) \in \mathcal{Z}_C \), we define

\[
V_\zeta = V_{\alpha_1}^* V_{\beta_1} \cdots V_{\alpha_n}^* V_{\beta_n} \in \mathcal{T}_\ell(C).
\]

It follows readily that for each \( \eta \in \ell^2(C) \) we have

\[
V_\zeta \eta = \eta \circ \varphi_\zeta \in \ell^2(A(\zeta)) \subseteq \ell^2(C).
\]

Hence \( V_\zeta \) is a partial isometry with initial space \( \ell^2(A(\zeta)) \) and final space \( \ell^2(A(\zeta)) \), i.e., \( V_\zeta^* V_\zeta = P_{A(\zeta)} \) and \( V_\zeta V_\zeta^* = P_{A(\zeta)} \). Moreover, for \( \zeta, \zeta' \in \mathcal{Z}_C \), we get

\[
V_\zeta V_{\zeta'} = \begin{cases} V_{\zeta \zeta'} & \text{if } s(\zeta) = r(\zeta'), \\ 0 & \text{otherwise.} \end{cases}
\]

Note that if \( \zeta, \zeta' \in \mathcal{Z}_C \) satisfy that \( \varphi_\zeta = \varphi_\zeta' \), then (7.5) implies that \( V_\zeta = V_{\zeta'} \).

It follows that the map \( \pi_\ell : \text{ZM}(C) \to \mathcal{T}_\ell(C) \) defined by \( \pi_\ell(\text{id}_\emptyset) = 0 \) and

\[
\pi_\ell(\varphi_\zeta) = V_\zeta
\]

for each \( \zeta \in \mathcal{Z}_C \) is well-defined. Note also that for \( \zeta, \zeta' \in \mathcal{Z}_C \) we have

\[
\pi_\ell(\varphi_\zeta \varphi_\zeta') = \begin{cases} \pi_\ell(\varphi_\zeta \varphi_\zeta') & \text{if } s(\zeta) = r(\zeta'), \\ \pi_r(\text{id}_\emptyset) & \text{otherwise} \end{cases} = \begin{cases} V_{\zeta \zeta'} & \text{if } s(\zeta) = r(\zeta'), \\ 0 & \text{otherwise.} \end{cases}
\]
The C*-algebra $C^*(\mathcal{C})$. Let $S$ be an inverse semigroup having a zero element $0$. By the full C*-algebra $C^*(S)$ of $S$ we will mean the C*-algebra which is universal for representations of $S$ in $C^*$-algebras. We stress that we only consider zero-preserving representations of $S$ and note that $C^*(S)$ is often denoted by $C_0^*(S)$ in the literature. For completeness we recall how $C^*(S)$ is obtained from the Banach *-algebra $\ell^1(S)$ naturally associated to $S$ (see e.g. [25]). Letting $C^*(\ell^1(S))$ denote the enveloping C*-algebra of $\ell^1(S)$, we identify $\ell^1(S)$ with its canonical copy in $C^*(\ell^1(S))$. If $\delta_s$ denote the usual delta function at $s$, we have $\delta_s \delta_0 = \delta_0 \delta_s = \delta_0$ for all $s \in S$, and it follows that $\mathbb{C}\delta_0$ is a closed ideal of $C^*(\ell^1(S))$. So we can set

$$C^*(S) = C^*(\ell^1(S)) / \mathbb{C}\delta_0.$$ 

The map $\iota : S \to C^*(S)$ given by $s \mapsto \delta_s + \mathbb{C}\delta_0$ is then an injective representation of $S$ in $C^*(S)$ and we will often consider $S$ as embedded in $C^*(S)$ via this map. It is now easy to verify that if $\pi$ is a representation of $S$ in a C*-algebra $B$, then $\pi$ extends uniquely to a homomorphism $\tilde{\pi}$ from $C^*(S)$ into $B$, determined by

$$\tilde{\pi}(f + \mathbb{C}\delta_0) = \sum_{s \in S} f(s) \pi(s)$$

for all $f \in \ell^1(S)$.

Next we recall that an inverse semigroup $S$ has a partial order (see e.g. [20] or [25]) given by $s \leq t$ if and only if $s = ss^*t$. For $e, f \in E(S)$, we then have $e \leq f$ if and only if $e = ef$. 

$$V_c V_{c'} = \pi_\ell(\varphi_c) \pi_\ell(\varphi_{c'}),$$

and

$$\pi_\ell(\varphi_c) = V_c^* = \pi_\ell(\varphi_c)^*.$$ 

Let us make a digression and consider an inverse semigroup $S$. We recall that a map $\pi$ from $S$ into a C*-algebra $B$ is called a representation of $S$ in $B$ when $\pi(st) = \pi(s)\pi(t)$ and $\pi(s^*) = \pi(s)^*$ for all $s, t \in S$; when $S$ has a zero element $0$, we also require that $\pi(0) = 0$. It is well known that $\pi(S)$ is then an inverse semigroup with respect to the product and the adjoint operation in $B$, which consists of partial isometries in $B$.
Following [9], we will say that a homomorphism \( \theta : S \to S' \) from \( S \) into an inverse semigroup \( S' \) is \textit{finitely join-preserving} if for every finite subset \( C \) of \( S \) having a join \( \vee C \) in \( S \), the join \( \vee \theta(C) \) exists in \( S' \) and is equal to \( \theta(\vee C) \). As shown in [9, Proposition 3.2], this is equivalent to requiring that the restriction of \( \theta \) to \( E(S) \) is finitely join-preserving.

We will need another concept introduced by Donsig and Milan in [9], closely related to Exel’s notion of tightness introduced [10]. Let \( a \in S \). A finite subset \( C \) of \( S \) is said to be a \textit{cover} of \( a \) if \( c \leq a \) for every \( c \in C \) and if for every \( s \in S \) with \( s \leq a \) there exists some \( c \in C \) and a nonzero element \( b \) in \( S \) such that \( b \leq s \) and \( b \leq c \). A homomorphism \( \theta \) from \( S \) into another inverse semigroup \( S' \) is then called \textit{cover-to-join} if, whenever \( C \) is a cover of some \( a \in S \), the join \( \vee \theta(C) \) exists in \( S' \) and is equal to \( \theta(a) \). Note that this property is stronger than requiring that \( \theta \) be finitely join-preserving. If \( \pi \) is a representation of \( S \) in a \( C^* \)-algebra \( B \), and we consider it as a homomorphism from \( S \) into the inverse semigroup \( \pi(S) \), then it follows from [9, Corollary 2.3] that \( \pi \) is \textit{tight} in Exel’s sense if and only if it is cover-to-join.

We now consider a left cancellative small category \( C \). It will be useful to introduce the following conditions for a family \( \{ T_\zeta : \zeta \in Z_C \} \) in a \( C^* \)-algebra \( B \) that were introduced in [32, Definition 9.1 and Lemma 9.2]:

(S1) \( T_\zeta T_{\zeta'} = T_{\zeta \zeta'} \) if \( s(\zeta) = r(\zeta') \), while \( T_\zeta T_{\zeta'} = 0 \) otherwise,
(S2) \( T_\zeta^* = T_\zeta \),
(S3) \( T_\zeta^* T_\zeta = \bigvee_{j=1}^n T_{\zeta_j}^* T_{\zeta_j} \) if \( A(\zeta) = \bigcup_{j=1}^n A(\zeta_j) \),
(S4) \( T_\zeta = T_\zeta^* T_\zeta \) if \( \varphi_\zeta = \text{id}_{A(\zeta)} \),
(S5) \( T_\zeta = T_{\zeta'} \) if \( \varphi_\zeta = \varphi_{\zeta'} \).

We first note that if (S1) – (S3) are satisfied, then (S4) is equivalent to (S5) (cf. [32, Lemma 9.2(iv)]). Next, we note that if (S1), (S2) and (S5) hold, then one readily checks that the map \( \pi : ZM(C) \to B \) defined by \( \pi(\text{id}_C) = 0 \) and \( \pi(\varphi_\zeta) = T_\zeta \) for each \( \zeta \in Z_C \) is a well-defined representation of \( ZM(C) \) in \( B \). In particular, this implies that each \( T_\zeta \) is a partial isometry in \( B \). Conversely, if \( \pi \) is a representation of \( ZM(C) \) in a \( C^* \)-algebra \( B \) and we set \( T_\zeta = \pi(\varphi_\zeta) \) for each \( \zeta \in Z_C \), then \( \{ T_\zeta : \zeta \in Z_C \} \) is easily seen to satisfy (S1), (S2) and (S5). Thus, setting \( t'_\zeta := \iota(\varphi_\zeta) \) for each \( \zeta \in Z_C \), we get that \( C^*(ZM(C)) \) may be described as the universal \( C^* \)-algebra generated by a family \( \{ t'_\zeta : \zeta \in Z_C \} \) satisfying the relations (S1), (S2) and (S5).

Next, we characterize when a representation \( \pi \) of \( ZM(C) \) in a \( C^* \)-algebra \( B \) is finitely join-preserving. In view of Proposition [74], we may identify \( E(ZM(C)) \) as a semilattice with \( J(C) = \{ A(\zeta) : \zeta \in Z_C \} \cup \{ \emptyset \} \), the product in being given by set-intersection and the partial order being given by set-inclusion. Using Donsig and Milan’s result on finitely join-preserving homomorphisms, we get that \( \pi \) is finitely join-preserving if and only if its restriction to \( E(ZM(C)) \) is finitely join-preserving, if and only if the following condition holds:
For any $\zeta, \zeta_1, \ldots, \zeta_n \in \mathcal{Z}_C$ such that $A(\zeta) = \bigcup_{j=1}^n A(\zeta_j)$, we have

$$\pi(\text{id}_{A(\zeta)}) = \bigvee_{j=1}^n \pi(\text{id}_{A(\zeta_j)}).$$

Since $\text{id}_{A(\zeta)} = \varphi_{\zeta} = \varphi_\zeta \varphi_\zeta$, we have that $\pi(\text{id}_{A(\zeta)}) = \pi(\varphi_\zeta)^* \pi(\varphi_\zeta)$, and similarly for the $\zeta_j$. Thus Equation (7.6) is equivalent to (S3). As an application of this characterization, let us show that the representation $\pi_\ell: \text{ZM}(C) \to T(\mathcal{C})$ is finitely join-preserving:

Let $\zeta, \zeta_1, \ldots, \zeta_n \in \mathcal{Z}_C$ be such that $A(\zeta) = \bigcup_{j=1}^n A(\zeta_j)$. Then

$$\pi_\ell(\text{id}_{A(\zeta)}) = \pi_\ell(\varphi_\zeta^* \varphi_\zeta) = V_\zeta^* V_\zeta = P_{A(\zeta)} = P_{\bigcup_{j=1}^n A(\zeta_j)} = \bigvee_{j=1}^n \pi_\ell(\text{id}_{A(\zeta_j)}).$$

Our next result, which relies heavily on arguments from [32] and [9], shows that in the finitely aligned case, one may switch from representations of $C$ to finitely join-preserving representations of $\text{ZM}(C)$, or vice-versa, whenever convenient.

**Theorem 7.6.** Assume $C$ is finitely aligned. Then for every representation $T$ of $C$ in a $C^*$-algebra $B$ there is a unique finitely join-preserving representation $\pi_T$ of $\text{ZM}(C)$ making the following diagram commute:

$$
\begin{array}{ccc}
C^*(\text{ZM}(C)) & \xrightarrow{\pi_T} & B \\
\uparrow & & \uparrow \\
\text{ZM}(C) & \xleftarrow{\tau} & \mathcal{C}
\end{array}
$$

Moreover, the map $T \to \pi_T$ gives a bijection between representations of $\mathcal{C}$ and finitely join-preserving representations of $\text{ZM}(C)$.

**Proof.** Let $T$ be a representation of $\mathcal{C}$ in a $C^*$-algebra $B$. By [32] Theorem 9.7, representations of $\mathcal{C}$ correspond with representations of $T(\mathcal{C})$. For $\zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in \mathcal{Z}_C$, define $T_\zeta \in B$ by

$$T_\zeta = T_{\alpha_1}^* T_{\beta_1} \cdots T_{\alpha_n}^* T_{\beta_n}.$$ 

By [32] Theorem 9.4, we get that the family $\{T_\zeta : \zeta \in \mathcal{Z}_C\}$ satisfies the conditions (S1) – (S4), hence also (S5). Thus the map $\pi_T: \text{ZM}(C) \to B$ given by $\pi_T(\text{id}_\varphi) = 0$ and $\pi_T(\varphi_\zeta) = T_\zeta$ for $\zeta \in \mathcal{Z}_C$ is a representation of $\text{ZM}(C)$. It follows that

$$\pi_T(\text{id}_{A(\zeta)}) = \pi_T(\varphi_\zeta^* \varphi_\zeta) = T_\zeta^* = T_\zeta = T_\zeta^* T_\zeta.$$ 

So if $A(\zeta) = \bigcup_{j=1}^n A(\zeta_j)$, then by (S3)

$$\pi_T(\text{id}_{A(\zeta)}) = T_\zeta^* T_\zeta = \bigvee_{j=1}^n T_{\zeta_j}^* T_{\zeta_j} = \bigvee_{j=1}^n \pi_T(\text{id}_{A(\zeta_j)}).$$

Thus $\pi_T$ is finitely join-preserving (cf. (7.6)). Moreover, for each $\alpha \in \mathcal{C}$, we have

$$\pi_T(\tau_\alpha) = \pi_T(\varphi_{(r(\alpha),\alpha)}) = T_{r(\alpha)}(\alpha) = T_{r(\alpha)} T_\alpha = T_{r(\alpha) \alpha} = T_\alpha.$$ 

Hence $\pi_T \circ \tau = T$, as desired to make the diagram commute. The uniqueness of $\pi_T$ is immediate from this identity.

To prove the last assertion of the theorem, let $\pi$ be a finitely join-preserving representation of $ZM(\mathcal{C})$ in a $C^*$-algebra $B$. For each $\zeta \in \mathcal{Z}_\mathcal{C}$ set $T_\zeta = \pi(\varphi_\zeta) \in B$. Then one readily checks the family $\{T_\zeta : \zeta \in \mathcal{Z}_\mathcal{C}\}$ satisfies the relations (S1) - (S4), hence define a representation of $\mathcal{T}(\mathcal{C})$. By [32, Theorem 9.7], it follows that the map $T : \mathcal{C} \to B$ defined for each $\alpha \in \mathcal{C}$ by

$$T_\alpha = \pi(\tau_\alpha) = \pi(\varphi_{(r(\alpha),\alpha)})$$

is a representation of $\mathcal{C}$ in $B$. Since $T = \pi \circ \tau$ we get that $\pi = \pi_T$, showing that the map $T \to \pi_T$ is surjective.

Assume $\mathcal{C}$ is finitely aligned. Note that by considering the universal representation $t : \mathcal{C} \to \mathcal{T}(\mathcal{C})$, we get from Theorem 7.6 that there is a unique finitely join-preserving representation $\pi_t : ZM(\mathcal{C}) \to \mathcal{T}(\mathcal{C})$ making the following diagram commute:

\[
\begin{array}{ccc}
C^*(ZM(\mathcal{C})) & \xrightarrow{\tilde{\pi}_t} & \mathcal{T}(\mathcal{C}) \\
\downarrow{\pi_t} & & \downarrow{t} \\
ZM(\mathcal{C}) & \xleftarrow{\tau} & \mathcal{C}
\end{array}
\]

We note that $\tilde{\pi}_t$ is surjective (because $\mathcal{T}(\mathcal{C}) = C^*(t)$). Moreover, the universal property of $(\mathcal{T}(\mathcal{C}), t)$ can be reformulated as follows:

**Corollary 7.7.** Assume $\mathcal{C}$ is finitely aligned and let $\pi$ be a finitely join-preserving representation of $ZM(\mathcal{C})$ in a $C^*$-algebra $B$. Then there is a unique homomorphism $\phi^\pi : \mathcal{T}(\mathcal{C}) \to B$ which makes the following diagram commute:

\[
\begin{array}{ccc}
C^*(ZM(\mathcal{C})) & \xrightarrow{\tilde{\pi}_t} & \mathcal{T}(\mathcal{C}) \\
\downarrow{\pi_t} & & \downarrow{! \phi^\pi} \\
ZM(\mathcal{C}) & \xrightarrow{\pi} & B
\end{array}
\]

**Proof.** By using Theorem 7.6 we may write $\pi = \pi_T$ for a unique representation $T$ of $\mathcal{C}$ in $B$. We may then set $\phi^\pi := \phi_T : \mathcal{T}(\mathcal{C}) \to B$. It is straightforward to verify that $(\phi^\pi \circ \pi_t) \circ \tau = \pi \circ \tau$, and this implies that $\phi^\pi \circ \pi_t = \pi$ since $\tau(\mathcal{C})$ generates $ZM(\mathcal{C})$. \qed

We also note that if $\mathcal{C}$ is finitely aligned, then the representation $V : \mathcal{C} \to \mathcal{T}_\ell(\mathcal{C})$ satisfies that $\pi_V = \pi_\ell$ (simply by comparing their definitions). Thus
we recover from Theorem 7.6 that the representation $\pi_\ell : ZM(C) \to T_\ell(C)$ is finitely join-preserving. We also mention that $\tilde{\pi}_\ell$ factors as follows:

$$\tilde{\pi}_\ell : C^*(ZM(C)) \xrightarrow{\pi_t} T(C) \xrightarrow{\phi_V} T_\ell(C).$$

Indeed, we have

$$(\phi_V \circ \tilde{\pi}_t) \circ \tau = \phi_V \circ t = \tilde{\pi}_V \circ \tau = \tilde{\pi}_\ell \circ \tau,$$

which implies that $\tilde{\pi}_\ell = \phi_V \circ \tilde{\pi}_t$.

**Remark 7.8.** Assume $C$ is finitely aligned. As mentioned in Remark 4.8 the existence of $T(C)$ (as a certain nontrivial groupoid $C^*$-algebra) is established in [32]. An alternative way to proceed is to introduce the closed ideal of $C^*(ZM(C))$ given by

$$J_{FJ} := \bigcap \ker \tilde{\pi},$$

the intersection being taken over all finitely join-preserving representations $\pi$ of $ZM(C)$ in $C^*$-algebras. It is then straightforward to see that the quotient $C^*_FJ(ZM(C)) := C^*(ZM(C))/J_{FJ}$ is universal for finitely join-preserving representations of $ZM(C)$. More precisely, letting $\iota : ZM(C) \to C^*(ZM(C))$ denote the canonical embedding and $q : C^*(ZM(C)) \to C^*_FJ(ZM(C))$ denote the quotient map, then one sees that the pair $C^*_FJ(ZM(C))$ and $q \circ \iota$ play the same role as $T(C)$ and $\pi_t$ in Corollary 7.7. So we could have chosen to define $T(C)$ as $C^*_FJ(ZM(C))$, and shown, arguing as in the proof of Theorem 7.6, that this $C^*$-algebra is universal for representations of $C$.

Recall from [32, Definition 5.13] that the Toeplitz algebra $T(C)$ is defined for an arbitrary left cancellative small category as a groupoid $C^*$-algebra, and that by [32, Theorem 9.4] it is characterized by (S1) – (S4). Since the definition of $C^*_FJ(ZM(C))$ in Remark 7.8 also makes sense when $C$ is not finitely aligned, it is equivalent to consider the Toeplitz algebra associated to a left cancellative small category $C$ as being defined by

$$T(C) := C^*_FJ(ZM(C)).$$

The next result is essentially due to Donsig and Milan [9]:

**Theorem 7.9.** Assume that $C$ is finitely aligned and let $T$ be a representation of $C$ in a $C^*$-algebra $B$. Then $T$ is covariant if and only if the representation $\pi_T$ of $ZM(C)$ in $B$ is cover-to-join.

**Proof.** The proof of [9, Theorem 3.7] adapts almost verbatim to our more general situation, and we leave it to the reader to check this. \[\square\]

When $C$ is finitely aligned, we may for example consider the universal covariant representation $\tilde{i} : C \to O(C)$ and obtain that the associated representation $\tilde{\pi}_t : ZM(C) \to O(C)$ is cover-to-join. Moreover, we have:
Corollary 7.10. Assume that $C$ is finitely aligned and let $\pi$ be a cover-to-join (= tight) representation of $\text{ZM}(C)$ in a $C^*$-algebra $B$. Then there is a unique homomorphism $\psi^\pi: \mathcal{O}(C) \to B$ which makes the following diagram commute:

\[
\begin{array}{ccc}
C^*(\text{ZM}(C)) & \xrightarrow{\tilde{\pi}_i} & \mathcal{O}(C) \\
\downarrow \pi & & \downarrow \psi^\pi \\
\text{ZM}(C) & \xrightarrow{\pi} & B
\end{array}
\]

Proof. By using Theorem 7.6 and Theorem 7.9 we may write $\pi = \pi_T$ for a unique covariant representation $T$ of $C$ in $B$. We may then set $\psi^\pi := \psi_T: \mathcal{O}(C) \to B$. It is then straightforward to verify that $\psi^\pi \circ \tilde{\pi}_i = \pi$. \qed

The essence of Corollary 7.10 is that if $C$ is finitely aligned, then $\mathcal{O}(C)$ is isomorphic to the tight $C^*$-algebra $\text{Li}(\mathcal{U})$ associated with the inverse semigroup $\text{ZM}(C)$.

7.4. The $C^*$-algebra $C^*_{\text{Li}}(C)$. Let $C$ be a left cancellative small category. We will say that $X \subseteq C$ is a right ideal of $C$ if $\alpha \beta \in X$ whenever $\alpha \in X$ and $\beta \in s(\alpha)C$. Note that we consider $\emptyset$ as a right ideal. Note also that if $X$ is a right ideal of $C$, then it is straightforward to check that $\alpha X$ and $\alpha^{-1}X$ are also right ideals of $C$. Thus it follows from (7.4) that $A(\zeta)$ is a right ideal of $C$ for every $\zeta \in \mathcal{Z}_C$. In analogy with the terminology used by Li in [22] for left cancellative monoids, we will call

\[\mathcal{J}(C) = \{A(\zeta) : \zeta \in \mathcal{Z}_C\} \cup \{\emptyset\}\]

the family of constructible right ideals in $C$ (and we note that this coincides with Li’s definition when $C$ is a monoid). As mentioned after Proposition 7.4, $\mathcal{J}(C)$ is closed under finite intersections. Note that for $E = A(\zeta)$ with $\zeta \in \mathcal{Z}_C$ all elements of $E$ have a common range, namely $s(\zeta)$. We denote this by $r(E)$. Li also uses a larger collection of right ideals, which we adapt as $\mathcal{J}(\mathcal{U})(C)$, the set of all finite unions of elements of $\mathcal{J}(C)$.

In the paper quoted above, Li defines what he calls the full $C^*$-algebra associated with a left cancellative monoid, as well as several variations on this definition (see Definitions 2.2, 2.4, 3.2, and the remarks before section 3.1 in op. cit.). Since we are dealing with a small category instead of a monoid, we must adapt the relations given in [22] to account for the presence of multiple units. Thus we may define the $C^*$-algebra $C^*_{\text{Li}}(C)$ associated with $C$ as the universal $C^*$-algebra generated by a family $\{v_\alpha\}_{\alpha \in C}$ of partial isometries and a family $\{p_X\}_{X \in \mathcal{J}(C)}$ of projections satisfying the relations

(L1) $v_\alpha^*v_\alpha = p_{s(\alpha)c}$, \quad (L2) $v_\alpha v_\beta = \begin{cases} v_{\alpha\beta} & \text{if } s(\alpha) = r(\beta), \\ 0 & \text{otherwise}, \end{cases}$

(L3) $p_\emptyset = 0$, \quad (L4) $p_X p_Y = p_{X \cap Y}$, \quad (L5) $v_\alpha p_X v_\alpha^* = p_{\alpha X}$

for $\alpha, \beta \in C$ and $X, Y \in \mathcal{J}(C)$.
Lemma 7.11. Assume \( \{v_{\alpha}\}_{\alpha \in C} \) is a family of partial isometries in a \( C^* \)-algebra \( B \) which satisfies (L2). Then \( v_u \) is a projection for every \( u \in C^0 \). Moreover, \( v_\alpha v_\beta^* = 0 \) whenever \( \alpha, \beta \in C \) and \( s(\alpha) \neq s(\beta) \).

Proof. Let \( u \in C^0 \). Then (L2) gives that \( v_u^2 = v_u \). Since \( v_u \) is a partial isometry, this implies that \( v_u \) is a projection. (This is surely well known, and may be proven as follows. We can assume that \( B \) is faithfully represented on a Hilbert space \( H \). Since \( v_u \) acts as the identity on its final space \( N \), we get that \( N \subseteq M \), where \( M \) denotes the initial space of \( v_u \). Now the same argument applies to the partial isometry \( v_{u}^* \). So we also get that \( M \subseteq N \), hence that \( M = N \). It follows that \( v_u \) is the orthogonal projection of \( H \) onto \( M = N \).) Next, consider \( \alpha, \beta \in C \). Using (L2) we get \( v_\alpha = v_{\alpha s(\alpha)} = v_\alpha v_{s(\alpha)} \); using also that \( v_{s(\beta)} \) is self-adjoint, we get \( v_{\beta}^* = (v_{\beta} v_{s(\beta)})^* = v_{s(\beta)} v_{\beta}^* \). Now, if \( s(\alpha) \neq s(\beta) \), then (L2) gives \( v_{s(\alpha)} v_{s(\beta)} = 0 \), and we therefore get

\[
v_{\alpha} v_{\beta}^* = v_{\alpha} v_{s(\alpha)} v_{s(\beta)} v_{\beta}^* = 0. \]

\( \square \)

Li also defines a variation compatible with unions. Thus we define \( C_{L_i}^*(U)(C) \) as the universal \( C^* \)-algebra generated by a family \( \{v_{\alpha}\}_{\alpha \in C} \) of partial isometries and a family \( \{p_X\}_{X \in J(U)(C)} \) of projections satisfying the relations (L1) – (L3), (L4) \((U)\), (L5) \((U)\), and (L6), where (L4) \((U)\) and (L5) \((U)\) are the same as (L4) and (L5) but using ideals from \( J(U)(C) \), and (L6) is the relation

\[(L6) \quad p_{X \cup Y} = p_X \lor p_Y, \text{ for } X, Y \in J(U)(C).\]

Since the projections \( \{p_X\}_{X \in J(U)(C)} \) commute, by (L4) \((U)\), the join in (L6) is given by \( p_X \lor p_Y = p_X + p_Y - p_X p_Y \) (as in [22, Definition 2.4]).

In the case where \( C \) is a submonoid of a group, Li also defines an algebra more directly related to the definition of constructible ideals. In fact, the definition does not require in an essential way the ambient group, and we adapt it to general left cancellative small categories as follows. We define \( C_{L_i,s}^*(C) \) as the universal \( C^* \)-algebra generated by a family \( \{v_{\alpha}\}_{\alpha \in C} \) of partial isometries and a family \( \{p_X\}_{X \in J(C)} \) of projections satisfying the relations (L1) – (L3) and a new relation:

\[(L7) \quad \text{for } \zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in \mathcal{Z}_C, \text{ if } \varphi_\zeta = \text{id}_{A(\zeta)} \text{ then } v_{\alpha_1}^* v_{\beta_1} \cdots v_{\alpha_n}^* v_{\beta_n} = p_{A(\zeta)}.\]

It is interesting to observe that (L7) implies (L1): for \( \alpha \in C \), \( \varphi_{(\alpha, \alpha)} = \text{id}_{s(\alpha)C} \), hence by (L7) we have \( v_{\alpha}^* v_{\alpha} = p_{s(\alpha)C} \). (However, (L1) does not appear to be a consequence of (L2) – (L5).) We also note that if \( C \) is a submonoid of a group, then \( C_{L_i,s}^*(C) \) reverts to the analogous algebra in [22].

Further, Li mentions, but does not explicitly define, a fourth algebra, which we will find it convenient to have: \( C_{L_i,s}'(U)(C) \) is the universal \( C^* \)-algebra generated by a family \( \{v_{\alpha}\}_{\alpha \in C} \) of partial isometries and a family
\{p_X\}_{X \in \mathcal{J}^{(\cup)}(\mathcal{C})} \) of projections satisfying the relations (L1) - (L3), (L6), and (L7).

Since the \((\cup)\)-versions are obtained from the other two by adding relation (L6), it is clear that there are surjections \(\pi^{(\cup)}: C^*_\mathcal{L}(\mathcal{C}) \to C^*_{\mathcal{L},(\cup)}(\mathcal{C})\) and \(\rho^{(\cup)}: C^*_{\mathcal{L},s}(\mathcal{C}) \to C^*_{\mathcal{L},(\cup)}(\mathcal{C})\) taking generators to generators. The following is an analog of [22, Lemma 3.3].

**Lemma 7.12.** There is a surjective homomorphism \(\pi_s: C^*_{\mathcal{L}}(\mathcal{C}) \to C^*_{\mathcal{L},s}(\mathcal{C})\) carrying generators to generators.

**Proof.** To show this we assume that (L1) - (L3) and (L7) hold for a family \(\{v_\alpha\}_{\alpha \in \mathcal{C}}\) of partial isometries and a family \(\{p_X\}_{X \in \mathcal{J}(\mathcal{C})}\) of projections. By the universal property of \(C^*_{\mathcal{L}}(\mathcal{C})\), it suffices to deduce that they satisfy (L4) and (L5). For \(\zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in \mathcal{Z}_\mathcal{C}\) we set \(v_\zeta := v_{\alpha_1}^1 v_{\beta_1} \cdots v_{\alpha_n}^1 v_{\beta_n}^1\). It is immediate that \(v_\zeta = v_\zeta^*\). Since \(\varphi_{\zeta} = \text{id}_{A(\zeta)} = \text{id}_{A(\zeta^1)}\), (L7) implies that

\[v_{\zeta}^\varphi = P_{A(\zeta)} = P_{A(\zeta)}^R = P_{A(\zeta^1)}\]

For \(\zeta, \zeta' \in \mathcal{Z}_\mathcal{C}\) we also note that

\[v_\zeta v_{\zeta'} = \begin{cases} v_{\zeta_2} & \text{if } s(\zeta) = r(\zeta'), \\ 0 & \text{otherwise.} \end{cases}\]

The first case of this equality is obvious, while the second case follows readily from the second assertion in Lemma 7.11. Let now \(\zeta_1, \zeta_2 \in \mathcal{Z}_\mathcal{C}\). Assume first that \(s(\zeta_1) = r(\zeta_2)\). Then

\[\varphi_{\zeta_1 \zeta} \cdot \varphi_{\zeta_2} = \varphi_{\zeta_1 \zeta_2} = \text{id}_{A(\zeta_1)} \cdot \text{id}_{A(\zeta_2)} = \text{id}_{A(\zeta_1) \cap A(\zeta_2)}\]

Thus

\[A(\zeta_1 \zeta_2) = \text{dom}(\varphi_{\zeta_1 \zeta_2}) = A(\zeta_1) \cap A(\zeta_2),\]

and \(\varphi_{\zeta_1 \zeta_2} = \text{id}_{A(\zeta_1 \zeta_2)}\). Thus, (L7) gives that

\[P_{A(\zeta_1 \zeta_2)} = P_{A(\zeta_1 \zeta_2)}^R\]

and we therefore get

\[P_{A(\zeta_1)} P_{A(\zeta_2)} = P_{A(\zeta_1 \zeta_2)}^R = P_{A(\zeta_1 \zeta_2)} = P_{A(\zeta_1) \cap A(\zeta_2)}\]

Next, assume \(s(\zeta_1) \neq r(\zeta_2)\). Then \(s(\zeta_1) \neq r(\zeta_2)\), so

\[P_{A(\zeta_1)} P_{A(\zeta_2)} = P_{A(\zeta_1 \zeta_2)} = P_{A(\zeta_1 \zeta_2)}^R = 0\]

Moreover, we have \(\text{id}_{A(\zeta_1) \cap A(\zeta_2)} = \varphi_{\zeta_1} \varphi_{\zeta_2} = \text{id}_{\emptyset}\), so \(A(\zeta_1) \cap A(\zeta_2) = \emptyset\). Hence, (L3) gives that \(P_{A(\zeta_1) \cap A(\zeta_2)} = P_{\emptyset} = 0\), and we see that \(P_{A(\zeta_1)} P_{A(\zeta_2)} = P_{A(\zeta_1) \cap A(\zeta_2)}\) in this case too. This shows that (L4) holds.

Similarly, let \(\alpha \in \mathcal{C}\) and \(\zeta \in \mathcal{Z}_\mathcal{C}\). Assume first that \(s(\alpha) = s(\zeta)\). Then (L2) and (L7) give

\[v_\alpha P_{A(\zeta)} v_\alpha^* = v_\alpha(\alpha) v_\alpha^* v_\zeta^\varphi v_\zeta(\alpha) = v_\alpha(\alpha) v_\zeta^* v_\zeta(\alpha, r(\alpha)) = v_\zeta(\alpha, r(\alpha)) = P_{A(\zeta, r(\alpha))}\]
But

\[ A(\zeta(\alpha, r(\alpha))) = \text{dom}(\varphi_{\zeta(\alpha, r(\alpha))}) = \text{dom}(\varphi_{\zeta}) = \tau_{\alpha}(s(\alpha)C \cap A(\zeta)) = \alpha A(\zeta), \]

so we get \( v_\alpha p_{A(\zeta)} v_\alpha^* = p_{A(\zeta)}. \)

Next, assume that \( s(\alpha) \neq \zeta. \) Then \( s(\alpha)C \cap A(\zeta) = \emptyset \) (because \( r(s(\alpha)C) = s(\alpha) \) while \( r(A(\zeta)) = s(\zeta) \)). So \( \alpha A(\zeta) = \tau_{\alpha}(s(\alpha)C \cap A(\zeta)) = \emptyset, \)

hence \( p_{\alpha A(\zeta)} = p_\emptyset = 0. \) Moreover,

\[ v_\alpha p_{A(\zeta)} v_\alpha^* = v_{(r(\alpha), \alpha)} p_{\zeta} v_{(r(\alpha), \alpha)} = 0 \]

since \( s(\zeta) = s(\zeta) \neq s(\alpha) = r(\alpha, r(\alpha)). \) Thus we see that (L5) holds in this case too.

The same argument shows the following as well.

**Lemma 7.13.** There is a surjective homomorphism \( \rho_s: C_{\text{Li}}^{(\cup)}(C) \to C_{\text{Li}, s}^{(\cup)}(C) \)

carrying generators to generators.

Moreover we have the following result.

**Lemma 7.14.** There is a surjective homomorphism \( \mu: C_{\text{Li}, s}^{(\cup)}(C) \to T(C) \)

carrying generators to generators in the sense that each \( v_\alpha \) is mapped to \( t_{(r(\alpha), \alpha)}, \) and each \( p_{A(\zeta)} \) is mapped to \( t_{\zeta}. \)

**Proof.** As pointed out after Remark 7.3, \( T(C) \) is generated by the family \( \{t_\zeta : \zeta \in Z_C\} \) which satisfy the relations (S1) – (S4), hence also (S5). We will first show that the relations (L1) – (L3), (L6), and (L7) hold for certain families \( \{v_\alpha\}_{\alpha \in C} \) and \( \{p_X\}_{X \in T^{(\cup)}(C)} \) in \( T(C). \)

For \( \alpha \in C \) and \( \zeta \in Z_C \) we define \( v_\alpha := t_{(r(\alpha), \alpha)}, \)

\( p_\alpha := 0, \) and \( p'_{A(\zeta)} := t_{\zeta}. \)

Note that if \( A(\zeta) = A(\zeta') \) then \( \varphi_{\zeta} = \varphi_{\zeta'}, \) so by (S5) we have \( t_{\zeta} = t_{\zeta'}, \)

and \( p'_{A(\zeta)} \) is therefore well-defined.

More generally, for \( X = \bigcup_{i=1}^m A(\zeta_i), \) where \( \zeta_1, \ldots, \zeta_m \in Z_C, \) we define \( p'_X := \bigvee_{i=1}^m t_{\zeta_i}. \)

We must show that \( p'_X \) is well-defined. Suppose that \( X = \bigcup_{i=1}^m A(\zeta_i) = \bigcup_{j=1}^n A(\xi_j). \) Then \( A(\zeta_i) = \bigcup_j A(\zeta_i) \cap A(\xi_j) = \bigcup_j A(\zeta_i \xi_j), \)

and similarly \( A(\xi_j) = \bigcup_i A(\zeta_i \xi_j \zeta_j). \) By (S3), it follows that \( \bigvee_{i=1}^m t_{\zeta_i} = \bigvee_i \bigvee_j t_{\zeta_i \xi_j}, \)

\( \bigvee_j \bigvee_i t_{\zeta_i \xi_j} = \bigvee_i \bigvee_j t_{\zeta_i \xi_j}. \)

Let \( \alpha \in C. \) By (S1) and (S2) we have

\[ v_\alpha^* v_\alpha = t_{(r(\alpha), \alpha)} t_{(r(\alpha), \alpha)} = t_{(r(\alpha), \alpha)} t_{(r(\alpha), \alpha)} = p'_{A(\alpha, \alpha)} = p'_{s(\alpha)}, \]

verifying (L1).

Next, let \( \alpha, \beta \in C. \) Assume that \( s(\alpha) = r(\beta). \) By (S1) we have \( v_\alpha^* v_\beta = t_{(r(\alpha), \alpha)} t_{(r(\beta), \beta)} = t_{(r(\alpha), \alpha, r(\beta), \beta)}. \) We note that \( \varphi_{(r(\alpha), r(\beta), \beta)} = \varphi_{(r(\alpha), r(\beta))}. \)

Using (S5) we get

\[ v_\alpha^* v_\beta = t_{(r(\alpha), \alpha, r(\beta), \beta)} = t_{(r(\alpha), \alpha, r(\beta), \beta)} = v_\alpha^* v_\beta. \]

On the other hand, if \( s(\alpha) \neq r(\beta), \) then (S1) gives

\[ v_\alpha^* v_\beta = t_{(r(\alpha), \alpha)} t_{(r(\beta), \beta)} = 0. \]
There is a surjective homomorphism \( \mu : C_{\text{Li},s}(C) \to T(C) \) which maps each \( v_\alpha \) to \( v_\alpha' \), and each \( p_X \) to \( p'_X \). Since each \( t_\zeta \) belongs to the range of \( \mu \) (as it may be written as a monomial in the \( v_\alpha' \) and their adjoints), and \( T(C) \) is generated by the \( t_\zeta \), we get that \( \mu \) is surjective.

\[ \square \]

**Lemma 7.15.** There is a surjective homomorphism \( g \) from \( C_{\text{Li},s}(C) \) onto \( C^*(ZM(C)) \) carrying generators to generators in the sense that each \( v_\alpha \) is mapped to \( t'_{(r(\alpha),\alpha)} \) and each \( p_{A(\zeta)} \) is mapped to \( t'_\zeta \).

**Proof.** For \( \alpha \in C \) and \( \zeta \in Z_C \) we define \( V_\alpha := t'_{(r(\alpha),\alpha)} \), \( P_{A(\zeta)} := t'_\zeta \) (which is independent of the choice of \( \zeta \) by (S5)), and \( P_{\emptyset} := 0 \). We will first verify (L1) – (L3) and (L7) for \( V_\alpha \) and \( P_{A(\zeta)} \). By definition of \( P_{\emptyset} \), (L3) holds. Suppose that \( \zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in Z_C \). Then

\[
V^*_{\alpha_1} V_{\beta_1} \cdots V^*_{\alpha_n} V_{\beta_n} = t'^*_{(r(\alpha_1),\alpha_1)} t'_{(r(\beta_1),\beta_1)} \cdots t'^*_{(r(\alpha_n),\alpha_n)} t'_{(r(\beta_n),\beta_n)}
\]

\[
= t'_{(r(\alpha_1),r(\beta_1),\ldots,\alpha_n,r(\alpha_n),r(\beta_n),\beta_n)}, \quad \text{by (S1) and (S2),}
\]

\[
= t'_{\zeta}, \quad \text{by (S5).}
\]

Thus, if \( \varphi_\zeta = \text{id}_{A(\zeta)} \), that is, \( \varphi_\zeta = \varphi_{\zeta \zeta} \), then by (S5) we have

\[
t'_\zeta = t'_\zeta = P_{A(\zeta)},
\]

and we get \( V^*_{\alpha_1} V_{\beta_1} \cdots V^*_{\alpha_n} V_{\beta_n} = t'_{\zeta} = P_{A(\zeta)} \) verifying (L7). As we observed earlier (in the remarks before Lemma [7.12], (L7) implies (L1). Now let \( \alpha, \beta \in C \). If \( s(\alpha) = r(\beta) \) then

\[
V_\alpha V_\beta = t'_{(r(\alpha),\alpha)} t'_{(r(\beta),\beta)}
\]

\[
= t'_{(r(\alpha),r(\beta),\beta)}, \quad \text{by (S1),}
\]

\[
= t'_{(r(\alpha),\beta)}, \quad \text{by (S5),}
\]

\[
= V_{\alpha \beta}.
\]

If \( s(\alpha) \neq r(\beta) \), then \( s(r(\alpha),\alpha) \neq r((r(\beta),\beta)) \), so (S1) gives that \( V_\alpha V_\beta = t'_{(r(\alpha),\alpha)} t'_{(r(\beta),\beta)} = 0 \). Thus we have verified (L2). Finally we note that each \( V_\alpha \) is a partial isometry (since \( V_\alpha = t'_{(r(\alpha),\alpha)} \)) and that each \( P_{A(\zeta)} \) is a projection (since \( P_{A(\zeta)} = t'_\zeta = t'^*_{\zeta} t'_\zeta \)). Hence, by the universal property of \( C_{\text{Li},s}(C) \), we get that there is a homomorphism \( g : C_{\text{Li},s}(C) \to C^*(ZM(C)) \) such that \( g(v_\alpha) = V_\alpha \) for each \( \alpha \in C \) and \( g(p_{A(\zeta)}) = P_{A(\zeta)} \) for each \( \zeta \in Z_C \). If we set \( T_\zeta = v_{\alpha_1} v_{\beta_1} \cdots v_{\alpha_n} v_{\beta_n} \) for \( \zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in Z_C \), we get that \( g(T_\zeta) = t'_{\zeta} \). Since \( C^*(ZM(C)) \) is generated by the \( t'_\zeta \), it follows that \( g \) is surjective. \( \square \)
Using the previous lemmas, and letting \( q : C^*(\text{ZM}(C)) \to T(C) \) denote the canonical surjective homomorphism, which maps each \( t_\zeta \) to \( t'_\zeta \), it is not difficult to see that we have established the commutativity of the following diagram:

\[
\begin{array}{ccc}
C^*_\text{Li}(C) & \xrightarrow{\pi_s} & C^*_\text{Li,s}(C) & \xrightarrow{g} & C^*(\text{ZM}(C)) \\
\pi^{(u)} & & & & \rho^{(u)} & \quad q \\
C^*_\text{Li}(C) & \xrightarrow{\rho_s} & C^*_\text{Li,s}(C) & \xrightarrow{\mu} & T(C)
\end{array}
\]

**Theorem 7.16.**  
(i) \( g \) is an isomorphism.  
(ii) \( \mu \) is an isomorphism.  
(iii) \( \rho_s \) is an isomorphism if \( C \) is finitely aligned.  
(iv) \( \pi^{(u)} \), \( \rho^{(u)} \) and \( q \) are not generally one-to-one, even if \( C \) is finitely aligned.  
(v) \( \pi_s \) is not generally one-to-one, even if \( C \) is finitely aligned.

**Proof.** (i): We will show that \( \varphi : C^*(\text{ZM}(C)) \to C^*_\text{Li,s}(C) \). For \( \zeta = (\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n) \in \mathcal{Z}_C \) we set \( T_{\zeta} = v_{\alpha_1}^* v_{\beta_1} \cdots v_{\alpha_n}^* v_{\beta_n} \in C^*_\text{Li,s}(C) \). We are assuming (L1) – (L3) and (L7) for the \( v \) and \( p_X \) with \( \alpha \in C \) and \( X \in J(C) \), and we are going to deduce (S1), (S2), and (S5) for the \( T_{\zeta} \). It follows readily from the definition of \( T_{\zeta} \) and Lemma 7.11 that (S1) and (S2) hold. If \( \zeta \in \mathcal{Z}_C \), then \( \varphi_{\zeta} = \text{id}_{A(\zeta)} = \text{id}_{A(\zeta')}, \) so using (L7) we get

\[
T_{\zeta}^* T_{\zeta} = T_{\zeta'} = \text{id}_{A(\zeta)} = \text{id}_{A(\zeta')},
\]

which implies that \( T_{\zeta} \) is a partial isometry. Next, suppose that \( \zeta, \zeta' \in \mathcal{Z}_C \) and \( \varphi_{\zeta} = \varphi_{\zeta'} \). Then \( A(\zeta) = A(\zeta') \) and \( \text{id}_{A(\zeta)} = \text{id}_{A(\zeta')} = \varphi_{\zeta} \varphi_{\zeta} = \varphi_{\zeta} \varphi_{\zeta'} = \varphi_{\zeta} \varphi_{\zeta'} = \varphi_{\zeta} \varphi_{\zeta'} = \varphi_{\zeta} \varphi_{\zeta'} \). Thus \( A(\zeta) = A(\zeta') \) and \( \varphi_{\zeta} \varphi_{\zeta'} = \text{id}_{A(\zeta')}. \) Using (L7) we get

\[
T_{\zeta}^* T_{\zeta'} = T_{\zeta}^* = \text{id}_{A(\zeta')} = \text{id}_{A(\zeta')} = \text{id}_{A(\zeta')}.\]

Now, since \( \varphi_{\zeta} = \varphi_{\zeta'} \), we get from what we just have proved that we also have \( T_{\zeta}^* T_{\zeta'} = T_{\zeta}^* T_{\zeta'} \), that is, \( T_{\zeta} T_{\zeta'} = T_{\zeta} T_{\zeta'} \). Since \( T_{\zeta} \) and \( T_{\zeta'} \) are partial isometries, we get that

\[
T_{\zeta} = T_{\zeta}^* T_{\zeta} = T_{\zeta} T_{\zeta'} = T_{\zeta} T_{\zeta'} = T_{\zeta'}.
\]

verifying (S5). Hence it follows from the universal property of \( C^*(\text{ZM}(C)) \) that there is a homomorphism \( f : C^*(\text{ZM}(C)) \to C^*_\text{Li,s}(C) \) satisfying \( f(t'_\zeta) = T_{\zeta} \) for every \( \zeta \in \mathcal{Z}_C \). Since \( g(T_{\zeta}) = t'_\zeta \) for every \( \zeta \in \mathcal{Z}_C \), we get that \( f \) is the inverse of \( g \).
(ii): We will construct a homomorphism inverse to $\mu$. In $C^{*}_{L_{n}, s}(\mathcal{C})$ define $\{T_{\zeta} : \zeta \in \mathcal{Z}_{\mathcal{C}}\}$ as follows: for $\zeta = (\alpha_{1}, \beta_{1}, \ldots, \alpha_{n}, \beta_{n}) \in \mathcal{Z}_{\mathcal{C}}$ let $T_{\zeta} = v_{\alpha_{1}}v_{\beta_{1}} \cdots v_{\alpha_{n}}v_{\beta_{n}}$. We are here assuming (L1) – (L3), (L6) and (L7) for the $v_{\alpha}$ and the $p_{X}$ with $\alpha \in \mathcal{C}$ and $X \in \mathcal{J}(\mathcal{C})$; from the universal property of $T(\mathcal{C})$ we see that it suffices to deduce (S1) – (S4) for the $T_{\zeta}$. It follows from our definition of $T_{\zeta}$ that (S1) and (S2) hold. We next claim that for $\zeta \in \mathcal{Z}_{\mathcal{C}}$ we have $p_{A(\zeta)} = T_{\zeta}^{*}T_{\zeta}$. This follows from (L7) just as in the previous proof. Note also that by induction, (L6) holds for finite unions. Now if $A(\zeta) = \bigcup_{i=1}^{n} A(\zeta_{i})$, then

$$T_{\zeta}^{*}T_{\zeta} = p_{A(\zeta)} = p_{\bigcup_{i=1}^{n} A(\zeta_{i})} = \bigvee_{i=1}^{n} p_{A(\zeta_{i})} = p_{A(\zeta)} = T_{\zeta}^{*}T_{\zeta},$$

establishing (S3). Finally, (L7) is equivalent to (S4).

(iii): Suppose that $\mathcal{C}$ is finitely aligned. Using part (ii), it suffices to construct a homomorphism inverse to $\mu \circ \rho_{s}$. By the universal property of $T(\mathcal{C})$ in the finitely aligned case, we need only verify that the map $T : \mathcal{C} \to C^{*}_{L_{n}, s}(\mathcal{C})$ defined by $T_{\alpha} = v_{\alpha}$ is a representation of $\mathcal{C}$, i.e., satisfies (1) – (3) in Definition 4.1. Lemma 7.11 gives that $v_{u}$ is a projection for each $u \in \mathcal{C}^{0}$, so it follows from (L1) that $v_{u} = v_{u}^{*}v_{u} = p_{u\mathcal{C}}$. Now it follows that

$$T_{\alpha}^{*}T_{\alpha} = v_{\alpha}^{*}v_{\alpha} = p_{s(\alpha)\mathcal{C}} = v_{s(\alpha)} = T_{s(\alpha)},$$

for each $\alpha \in \mathcal{C}$, proving (1). Next, (2) follows immediately from (L2). Finally, let $\alpha, \beta \in \mathcal{C}$. Note that by (L1) and (L5) we have

$$v_{\alpha}v_{\alpha}^{*} = v_{\alpha}(v_{\alpha}^{*}v_{\alpha})v_{\alpha}^{*} = v_{\alpha}p_{s(\alpha)\mathcal{C}}v_{\alpha}^{*} = p_{\mathcal{C}}.$$ 

Then

$$T_{\alpha}T_{\beta}T_{\alpha}^{*} = v_{\alpha}v_{\beta}v_{\beta}^{*} = p_{\alpha\mathcal{C}}p_{\mathcal{C}} = p_{\alpha\mathcal{C} \cap \beta\mathcal{C}} \quad \text{by (L4)},$$

$$= p_{\bigcup_{\gamma \in \alpha \cap \beta} \gamma\mathcal{C}} \quad \text{by (L6)},$$

$$= \bigvee_{\gamma \in \alpha \cap \beta} T_{\gamma}T_{\gamma}^{*},$$

verifying (3).

(iv): Let $\mathcal{C}$ be the following finitely aligned left cancellative small category (actually a 2-graph):

```
\[
\begin{array}{c}
y \\
\beta \\
u \\
x \\
\end{array}
\begin{array}{c}
\delta_{i} \\
\gamma_{i} \\
\alpha \\
\end{array}
\begin{array}{c}
v \\
\end{array}
\end{array}
```

where $i = 1, 2$, and $\alpha \gamma_{i} = \beta \delta_{i}$. We construct a representation $\{V_{\mu} : \mu \in \mathcal{C}\}$, $\{p_{X} : X \in \mathcal{J}(\mathcal{C})\}$ satisfying (L1) – (L5), but not (L6). We let all Hilbert
spaces not defined by the following equations be isomorphic to some fixed Hilbert space (of arbitrary dimension, e.g. dimension one).

\[ H_x := H_{\gamma_1} \oplus H_{\gamma_2} \oplus H'_x \]
\[ H_y := H_{\delta_1} \oplus H_{\delta_2} \oplus H'_y \]
\[ H_u := H_{\alpha \gamma_1} \oplus H_{\alpha \gamma_2} \oplus H'_u. \]

For each edge \( \mu \) in \( C \) we will let \( V_\mu \) be a partial isometry with initial space \( H_{s(\mu)} \). Choose these so that

\[ V_{\gamma_i}(H_v) = H_{\gamma_i} \]
\[ V_{\delta_i}(H_v) = H_{\delta_i} \]
\[ V_\alpha(H_{\gamma_i}) = H_{\alpha \gamma_i} \]
\[ V_\alpha(H'_x) = H'_u \]
\[ V_\beta|H_{\delta_i} = V_\alpha V_{\gamma_i} V^*_x \]
\[ V_\beta(H'_y) = H'_u \]
\[ V_w = I_{H_w}, \ w \in C^0 \]
\[ V_{\alpha \gamma_i}(= V_{\beta \delta_i}) = V_\alpha V_{\gamma_i}. \]

It is straightforward to check that \( V_\mu V_\nu = V_{\mu \nu} \) if \( s(\mu) = r(\nu) \), and equals 0 otherwise. Thus (L1) and (L2) are satisfied. In order to consider (L3) – (L6) we must define the projections associated to constructible right ideals.

First we list all such ideals (apart from the empty set):

\[ uC = \{ u, \alpha, \beta, \alpha \gamma_1, \alpha \gamma_2 \} \]
\[ \alpha C = \{ \alpha, \alpha \gamma_1, \alpha \gamma_2 \} \]
\[ \beta C = \{ \beta, \alpha \gamma_1, \alpha \gamma_2 \} \]
\[ \alpha \alpha^{-1} \beta C = \{ \alpha \gamma_1, \alpha \gamma_2 \} \]
\[ \alpha \gamma_i C = \{ \alpha \gamma_i \} \]
\[ xC = \{ x, \gamma_1, \gamma_2 \} \]
\[ \alpha^{-1} \beta C = \{ \gamma_1, \gamma_2 \} \]
\[ \gamma_i C = \{ \gamma_i \} \]
\[ yC = \{ y, \delta_1, \delta_2 \} \]
\[ \beta^{-1} \alpha C = \{ \delta_1, \delta_2 \} \]
\[ \delta i C = \{ \delta_i \} \]
\[ vC = \{ v \}. \]

For \( X = \mu C \) with \( \mu \in C \) we let \( p_X := V_\mu V_\mu^* \). We let \( p_{\emptyset} = 0 \) (so that (L3) holds), and for the remaining ideals we set

\[ p_{\alpha^{-1} \beta C} = V_x \]
\[ p_{\beta^{-1} \alpha C} = V_y \]
\[ P_{\alpha\alpha^{-1}\beta} = V_u. \]

Note that \( V_\alpha V_\alpha^* = V_{r(\alpha)} \) and \( V_\beta V_\beta^* = V_{r(\beta)} \). Using this it is straightforward to verify (L4) and (L5). Also note that in this example, \( J(C) = J^{(\cup)}(C) \). Moreover,
\[
P_{\gamma_1 C} + p_{\gamma_2 C} = I_{H_{v_1} \oplus H_{v_2}} \neq I_{H_x} = (T_\alpha^{-1}T_\beta)(T_\alpha^{-1}T_\beta)^* = p_{\alpha^{-1}\beta C} = p_{\gamma_1 C \cup \gamma_2 C},
\]
so that (L6) does not hold. Therefore \( \pi^{(\cup)} \) is not one-to-one for this example.

It is also straightforward to verify that if \( \zeta \in Z_C \) is such that \( \varphi_\zeta = \text{id}_{A(\zeta)} \), and \( A(\zeta) \neq \emptyset \), then \( \zeta \) must be a concatenation of zigzags from the following list: \((\mu, \mu)\) for \( \mu \in C \), \((\alpha, \beta, \beta, \alpha)\), \((\beta, \alpha, \alpha, \beta)\), \((\alpha, r(\alpha), r(\alpha), \alpha)\), \((r(\alpha), \alpha, \alpha, r(\alpha))\), and similarly for \( \beta \). It is easily seen that \( V_\zeta = p_{A(\zeta)} \) for these, and hence (L7) holds. Therefore \( \rho^{(\cup)} \) is not one-to-one for this example. Since \( g \) and \( \mu \) are isomorphisms, this implies that \( q \) is not one-to-one for this example.

(\[v\]): Let \( C \) be the following finitely aligned left cancellative small category (actually a 2-graph):

where \( 1 \leq i \leq n \), \( n > 1 \), and with identifications \( \alpha_j \gamma_i = \beta_j \delta_i \) for all \( i, j \). We construct a representation \( \{V_\mu : \mu \in C\} \), \( \{p_X : X \in J(C)\} \) satisfying (L1) – (L5), but not (L7). We let all Hilbert spaces not defined by the following equations be isomorphic to some fixed Hilbert space (of arbitrary dimension, e.g. dimension one).

\[
H_x := \bigoplus_i H_{\gamma_i} \oplus H_x'
\]

\[
H_y := \bigoplus_i H_{\delta_i} \oplus H_y'
\]

\[
H_{\gamma_i} := \bigoplus_i H_{\alpha_j \gamma_i} \oplus H_j', \; j = 1, 2.
\]

For each edge \( \mu \) in \( C \) we will let \( V_\mu \) be a partial isometry with initial space \( H_{s(\mu)} \). Choose these so that

\[ V_{\gamma_i}(H_v) = H_{\gamma_i} \]

\[ V_{\delta_i}(H_v) = H_{\delta_i} \]
\[ V_{\alpha_j}(H_{\gamma_i}) = H_{\alpha_j \gamma_i} \]

\[ V_{\beta_j}(H_{\delta_i}) = V_{\alpha_j} V_{\gamma_i} V_{\delta_i}^* \]

\[ V_{\alpha_j}(H'_j) = H'_j \]

\[ V_{\beta_1}(H'_j) = H'_j \]

\[ V_{\beta_2}(H'_j) = V_{\alpha_2} V_{\alpha_1} V_{\beta_1} U^* , \]

where \( U \in \mathcal{U}(H'_j) \) is a nontrivial (partial) unitary operator. Now we define \( V_w := I_{H_w} \) for each vertex \( w \in \mathcal{C} \), and \( V_{\alpha_j \gamma_i} := V_{\alpha_j} V_{\gamma_i} \) and \( V_{\beta_j \delta_i} := V_{\beta_j} V_{\delta_i} \). It is straightforward to check that \( V_{\alpha_j} V_{\beta_i} = V_{\mu} V_{\nu} \) if \( s(\mu) = r(\nu) \), and equals 0 otherwise. Thus (L1) and (L2) are satisfied. Also note that

\[ V_{\beta_2} V_{\alpha_2} V_{\alpha_1} V_{\beta_1} |H'_j = (UV_{\beta_2} V_{\alpha_1} V_{\alpha_2} V_{\beta_1} V_{\alpha_1} V_{\beta_1} U^* = U, \]

while \( \varphi(\beta_2, \alpha_2, \alpha_1, \beta_1) = \text{id}_{\{\delta_i | 1 \leq i \leq n\}} \). Thus (L7) does not hold. In order to verify (L3), (L4), and (L5) we must define the projections associated to constructible ideals. First we list all such ideals (apart from the empty set):

\[ u_j \mathcal{C} = \{u_j, \alpha_j, \beta_j, \alpha_j \gamma_1, \ldots, \alpha_j \gamma_n\} \]

\[ \alpha_j \mathcal{C} = \{\alpha_j, \alpha_j \gamma_1, \ldots, \alpha_j \gamma_n\} \]

\[ \beta_j \mathcal{C} = \{\beta_j, \alpha_j \gamma_1, \ldots, \alpha_j \gamma_n\} \]

\[ \alpha_j \beta_j^{-1} \beta_j \mathcal{C} = \{\alpha_j \gamma_1, \ldots, \alpha_j \gamma_n\} \]

\[ \alpha_j \gamma_i \mathcal{C} = \{\alpha_j \gamma_i\} \]

\[ x \mathcal{C} = \{x, \gamma_1, \ldots, \gamma_n\} \]

\[ y \mathcal{C} = \{y, \delta_1, \ldots, \delta_n\} \]

\[ \alpha_j^{-1} \beta_1 \mathcal{C} = \{\gamma_1, \ldots, \gamma_n\} \]

\[ \beta_1^{-1} \alpha_1 \mathcal{C} = \{\delta_1, \ldots, \delta_n\} \]

\[ \gamma_i \mathcal{C} = \{\gamma_i\} \]

\[ \delta_i \mathcal{C} = \{\delta_i\} \]

\[ v \mathcal{C} = \{v\} \]

For \( X = \mu \mathcal{C} \) with \( \mu \in \mathcal{C} \) we let \( p_X := V_\mu V_\mu^* \). We let \( p_\emptyset = 0 \) (so that (L3) holds), and for the remaining ideals we set

\[ p_{\alpha_j^{-1} \beta_j} \mathcal{C} := V_x \]

\[ p_{\beta_j^{-1} \alpha_1} \mathcal{C} := V_y \]

\[ p_{\alpha_j \beta_j^{-1} \beta_j} \mathcal{C} := V_{u_j} \]

Note that \( V_{\alpha_j} V_{\alpha_j}^* = V_{r(\alpha_j)} \) and \( V_{\beta_j} V_{\beta_j}^* = V_{r(\beta_j)} \). Using this it is straightforward to verify (L4) and (L5).

(We mention that if \( n = 1 \), this example does not contradict [III]. The reason is that in that case, \( \alpha_j^{-1} \beta_1 \mathcal{C} = \{\gamma_1\} = \gamma_1 \mathcal{C} \), but \( p_{\alpha_j^{-1} \beta_1} \mathcal{C} \neq p_{\gamma_1} \mathcal{C} \). Thus if \( n = 1 \) the operators \( p_X \) are not well-defined. \( \square \)
Remark 7.17. When \( C \) is a submonoid of a group, Norling has shown in [24] Proposition 3.26 that there is an isomorphism from \( C^*_{Li,s}(C) \) onto \( C^*(I_\ell(C)) \). Since the left inverse hull \( I_\ell(C) \) coincides with \( ZM(C) \) in this case, Theorem 7.16 (ii) generalizes this result.

With a bit more work we may modify the examples exhibited in the proofs of Theorem 7.16 (iv) and (v) to be submonoids of groups. We remark that in the following, the monoids are submonoids of groups and have no inverses, and thus are categories of paths.

Proposition 7.18. The maps \( \pi^{(\cup)}_\lambda, \rho^{(\cup)}_\lambda, q \) and \( \pi_q \) are not generally one-to-one even if \( C \) is a finitely aligned submonoid of a group.

Proof. We will modify the examples used in Theorem 7.16 (iv) and (v). We use the amalgamation procedure from [31] Section 11 (all results except the last in that section are valid for arbitrary left cancellative small categories ([32] Section 4]); however, these examples are 2-graphs, hence within the literal scope of the reference [31]. We give a treatment that applies simultaneously to both of the examples. Let \( \Lambda \) be one of the 2-graphs appearing in the proofs of Theorem 7.16 (iv) and (v). We will make use of the representations constructed there. Let \( \Lambda \) be obtained by identifying all vertices of \( \Lambda \). We will let \( \tilde{u} \) denote the unique unit of \( \Lambda \). By [31] Lemma 11.2 each element of \( \tilde{\Lambda} \) (other than \( \tilde{u} \)) has a unique normal form \( (\mu_1, \ldots, \mu_m) \) characterized by the properties that \( \mu_i \in \Lambda \setminus \Lambda^0 \) and \( s(\mu_i) \neq r(\mu_{i+1}) \). For \( \mu \in \tilde{\Lambda} \) and \( w \in \Lambda^0 \) let \( H^\mu_w \) be a copy of \( H_w \): \( H^\mu_w = \{ \xi^\mu_w : \xi \in H_w \} \). For \( \mu = (\mu_1, \ldots, \mu_m) \) (in normal form), \( \nu \in \tilde{\Lambda} \), \( \xi \in H_w \), let

\[
\tilde{V}_\mu \xi^\nu_w = \begin{cases} (V_{\mu_n} \xi)(\mu_1, \ldots, \mu_{n-1}, r(\mu_n)), & \text{if } \nu = \tilde{u}, \mu \neq \tilde{u}, \text{ and } s(\mu_n) = w, \\ (\xi^\mu_w, w), & \text{otherwise.} \end{cases}
\]

We claim that \( \tilde{V}_\mu \tilde{V}_\nu = \tilde{V}_{\mu \nu} \). We may as well assume that \( \mu, \nu \neq \tilde{u} \). Let \( \mu = (\mu_1, \ldots, \mu_m) \) and \( \nu = (\nu_1, \ldots, \nu_n) \) in normal form. Let \( \eta \in \tilde{\Lambda}, w \in \Lambda^0 \), and \( \xi \in H_w \). We consider several cases.

Case (i). Suppose that \( \eta = \tilde{u} \) and \( s(\nu_n) = w \). Then

\[
\tilde{V}_\mu \xi^\eta_w = (V_{\nu_n} \xi)(\nu_1, \ldots, \nu_{n-1}, r(\nu_n)).
\]

There are two subcases. First, if \( n = 1 \) and \( s(\mu_m) = r(\nu_1) \) then

\[
\tilde{V}_\mu \tilde{V}_n \xi^\eta_w = \tilde{V}_\mu (V_{\nu_n} \xi) = (V_{\mu_n} \nu_n w)(\mu_1, \ldots, \mu_{m-1}, r(\mu_m)).
\]

On the other hand \( \mu \nu = (\mu_1, \ldots, \mu_m, \nu_{n-1}, \nu_n) \), and hence

\[
\tilde{V}_{\mu \nu} \xi^\eta_w = (V_{\mu} \nu \eta)(\mu_1, \ldots, \mu_{m-1}, r(\mu_m)) = (V_{\nu_n} \xi)(\mu_1, \ldots, \mu_{m-1}, r(\mu_n)).
\]

since \( V \) is a representation. Second, if \( n > 1 \) or \( s(\mu_m) \neq r(\nu_1) \), then

\[
\tilde{V}_\mu \tilde{V}_n \xi^\eta_w = \tilde{V}_\mu (V_{\nu_n} \xi)(\nu_1, \ldots, \nu_{n-1}, r(\nu_n)) = (V_{\nu_n} \xi)(\mu_1, \ldots, \mu_{m-1}, r(\mu_n)).
\]

On the other hand, the normal form of \( \mu \nu \) has \( \nu_n \) as its last piece, hence

\[
\tilde{V}_{\mu \nu} \xi^\eta_w = (V_{\nu_n} \xi)(\mu_1, \ldots, \mu_{m-1}, r(\mu_n)).
\]
Case (ii). Suppose that \( \eta \neq \tilde{u} \) or \( s(\nu) \neq w \). Then \( \tilde{V}_\nu \xi^{\eta,w} = \xi^{\nu \eta,w} \). Also \( \nu \eta \neq \tilde{u} \), so \( \tilde{V}_\nu \tilde{V}_w \xi^{\eta,w} = \xi^{\nu \mu \eta,w} \). On the other hand, writing \( \mu \nu = (\gamma_1, \ldots, \gamma_k) \) in normal form, we have that \( s(\gamma_k) = s(\nu) \), and hence that \( \eta \neq \tilde{u} \) or \( s(\gamma_k) \neq w \). Therefore \( \tilde{V}_\nu \tilde{V}_w \xi^{\eta,w} = \xi^{\mu \nu \eta,w} \).

Now it is straightforward to see that the amalgamated versions exhibit the same phenomena as the versions in the proof of Theorem 7.16. Since \( \Lambda \) has a single unit, it is a monoid. In fact \( \Lambda \) is a submonoid of a (finitely generated) free group. In the case of the example in the proof of Theorem 7.16(iv), let \( \tilde{G} \) be the free group with generators \( \alpha, \beta, \gamma_1, \gamma_2 \). Then \( \Lambda \) is the submonoid generated by the four generators together with \( \beta^{-1} \alpha \gamma_1 \) and \( \beta^{-1} \alpha \gamma_2 \). In the case of the example in the proof of Theorem 7.16(v), let \( G \) be the free group with generators \( \alpha_1, \alpha_2, \beta_1, \gamma_1, \ldots, \gamma_n \). Then \( \Lambda \) is the submonoid generated by the \( n + 3 \) generators together with \( \alpha_2 \alpha_1^{-1} \beta_1, \beta_1^{-1} \alpha_1 \gamma_1, \ldots, \beta_1^{-1} \alpha_1 \gamma_n \).

Remark 7.19. The example used in Theorem 7.16(vi) can be enlarged by letting \( n = \infty \) to give a nonfinitely aligned 2-graph. An analogous argument to the one given there shows that \( \rho_s \) is not generally one-to-one if \( C \) is not finitely aligned. Moreover, an argument analogous to the one in Proposition 7.18 shows that there is a nonfinitely aligned submonoid of a group for which \( \rho_s \) is not one-to-one.

Remark 7.20. When \( C \) is a left cancellative monoid, a certain quotient \( C^* \)-algebra \( Q(C) \) of \( C_{Li}(C) \), called the boundary quotient of \( C_{Li}(C) \), is introduced in [7] Remark 5.5. A similar quotient may be defined for a left cancellative small category \( C \). Recall from the beginning of Subsection 7.4 that every set \( A(\zeta) \in J(C) \) has a range in \( C^0 \): \( r(A(\zeta)) = s(\zeta) \). We will write \( J(C)v = \{ E \in J(C) : r(E) = v \} \). For \( v \in C^0 \), let us say that a finite nonempty subset \( F \) of \( J(C)v \) is a foundation set if for each \( Y \in J(C)v \) there exists \( X \in F \) with \( X \nsubseteq Y \). (This coincides with the notion of boundary cover from [32] Definition 10.6.) We may then define the boundary quotient \( Q(C) \) of \( C_{Li}(C) \) as the universal \( C^* \)-algebra generated by partial isometries \( \{ v_\zeta \}_{\zeta \in C} \) and projections \( \{ e_X \}_{X \in J(C)} \) satisfying relations (L1) – (L5) and also

\[
\prod_{X \in F} (1_v - e_X) = 0 \quad \text{for all foundation sets } F \subseteq J(C),
\]

where \( 1_v := e_vC \). (Note that the above condition is equivalent to \( 1_v = \bigvee_{X \in F} e_X \), i.e. to condition (5) of [32] Definition 10.9.)

An interesting problem is whether \( Q(C) \) is isomorphic to \( O(C) \) when \( C \) is finitely aligned (or even singly aligned). A result pointing towards a positive answer is provided by [33] Theorem 3.7, where Starling shows that when \( C \) is a singly aligned left cancellative monoid (i.e., is a right LCM in the terminology used in [33]), then \( Q(C) \) is isomorphic to the tight \( C^* \)-algebra of the left inverse hull of \( C \), hence to \( O(C) \) by Corollary 7.10.
Remark 7.21. Given a finitely aligned left cancellative small category $\mathcal{C}$, there are many other natural questions to investigate in the future. We mention a few here. What can be said about the nuclearity of any of the $C^*$-algebras associated to $\mathcal{C}$? What kind of conditions will ensure that (some of) the canonical maps between the $C^*$-algebras associated to $\mathcal{C}$ are isomorphisms? When is $\mathcal{O}(\mathcal{C})$ simple? When is it simple and purely infinite? For any of these questions, an answer valid only in the singly aligned case would already be interesting.
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