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A general method to derive the master equations for extremal models is established. These systems are shown to develop a peculiar kind of correlations between elements related to the characterization of extremal dynamics as an information process.
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I. INTRODUCTION

In this article we would like to establish the general method and the proper way to derive the master equations governing the Bak-Sneppen type models of extremal dynamics [1,6]. Apart from the relevance as rough models of biological evolution, the interest of these systems is that they show at equilibrium a self organized critical state, with power law correlations in both time and space (if any 'space' relation between elements is defined, as in the case of the nearest neighbor model) and the phenomena of avalanches and punctuated equilibrium. The importance of the extremal dynamics in determining the self organized critical properties of several models (another example is the Invasion Percolation) has been discussed in [7].

The systems under consideration are composed of a set of, say, \( L \) elements characterized by the value of a variable, usually a one dimensional variable taken in the unit interval (in the evolutionary interpretation it parametrizes the facility to mutate). Let’s denote it \( x_A \) where \( A = 1, \ldots, L \) is the element label and \( x_A \in [0,1] \). The characteristic feature of the dynamics of these systems is the selection, at each update, of the element which has the maximum value (the "maximum element") and the reassignment to it of a new value randomly chosen in the unit interval. This kind of rule is referred to as extremal dynamics. In addition new random values are assigned to a certain number of other elements which, in the more interesting case, have a neighborhood relation with the maximum element (nearest neighbor models, n.n. models in the following). Another possibility is to choose them at random (random models), in which case the model is analytically solvable via a master equation of the diffusion type for the probability \( P_\lambda(n) \) to have \( n \) elements with values less than a given threshold \( \lambda \) [4]. Whereas this latter model has the advantage of giving exact results, it is not very rich, lacking any spatial structure and in some sense not being an interacting system, as the maximum element affects the other elements just by triggering the change of their values. To write a master equation for the n.n. model it is not anymore possible to work with the statistics of the variables \( x \) disregarding the precise assignments to the elements, as it is the case in the random model. Instead we have to cope with the full probability density \( p(\vec{x}) \), \( \vec{x} = (x_1, \ldots, x_L) \), that is with probabilities defined in the hypercube \([0,1]^L\). To our knowledge the master equation for the n.n. model has not yet been derived.

Now an interesting point is the characterization of extremal dynamics as an information process: at each time step the choice of the maximum element takes into account the states of all the elements (or at least a large number of them: in Invasion Percolation the perimeter elements) giving information about them. As we’ll see below, this global information creates correlations even between elements that remain inactive. We’ll refer to them as information correlations. As pointed out in [5] the role of fluctuations is essential to determine the properties of the self organized critical state of the Bak-Sneppen models, in particular the avalanche phenomenon and the distribution of the maximum element: in fact the relevant quantity, the number of active elements above self organized threshold, is of the same order of magnitude as its fluctuations. This limits severely a mean field theory treatment where correlations between elements are neglected, and that even in the case of the random model where they arise only as information correlations.

II. HOW CORRELATIONS BETWEEN ELEMENTS ARE GENERATED

The key feature of our method is to decompose the hypercube in a partition where the regions correspond to a given ordering of the element values. Let’s start by introducing some definitions and notations. \( I_{A_1,\ldots,A_n} \) will denote the domain of the hypercube where the values of the \( n \) elements \( A_1, \ldots, A_n \) are decreasingly ordered:

\[
I_{A_1,\ldots,A_n} \equiv \{ \vec{x} \in [0,1]^L \mid x_{A_1} \geq \ldots \geq x_{A_n} \geq x_B \quad \forall B \neq A_1, \ldots, A_n \}
\] (1)
and \( \Delta_{A_1,\ldots,A_n}(\vec{x}) \) will denote the characteristic function which has this domain as support:

\[
\Delta_{A_1,\ldots,A_n}(\vec{x}) = \begin{cases} 
1, & \text{if } \vec{x} \in I_{A_1,\ldots,A_n}; \\
0, & \text{otherwise.}
\end{cases}
\]

First we have to determine how the choice of the maximum element as the active one affects the probability distribution. If at a given time step the probability distribution is \( p(\vec{x}) \), the knowledge that the maximum element is the element \( T \) changes \( p \) in the following way:

\[
p(\vec{x}) \rightarrow p(\vec{x};T) = N\Delta_T(\vec{x})p(\vec{x}).
\]

The normalization factor \( N \), which depends in general on \( T \), is the inverse of the probability to have \( T \) as the maximum element and \( N = L \) if the function \( p \) is symmetric. If we now replace its value with a new one randomly chosen in the unit interval and with probability distribution \( \varphi(x) \), the updated distribution function becomes:

\[
p(\vec{x}) \rightarrow p(\vec{x};T) = \varphi(x_T) \int_0^1 dx_T \ p(\vec{x};T) = N\varphi(x_T) \int_{\max\{x_A;\ A \neq T\}}^1 dx_T \ p(\vec{x}).
\]  (2)

In the following we’ll consider the case \( \varphi(x) = 1 \). Now we want to show that this new distribution represents correlated elements even if \( p(\vec{x}) \) does not, that is the knowledge of which is the maximum element creates correlations between the other elements. To see this let’s consider \( L = 3 \) and \( p(x, y, z) = 1 \). If we are now given the information that the first element, corresponding to \( x \), is the biggest one, then the probability distribution restricted to \( y \) and \( z \) is:

\[
\rho(y, z) = \int_0^1 dx \ p(x, y, z|I_1) = N[\theta(y - z)(1 - y) + \theta(z - y)(1 - z)]
\]

and

\[
\rho(z) = \int_0^1 dy \ \rho(y, z) = N\frac{(1 - z^2)}{2}.
\]

Then the conditional probability \( \rho(y|z) = \rho(y, z)/\rho(z) \) depends on \( z \), that is \( y \) and \( z \) are no more independent: an information on one of the two, let’s say \( z \), gives information on the other. To understand this suppose \( z = \xi \); this means \( x > \xi \) and, because \( y < x \), we have \( \rho(y|z = \xi) = \text{const. for } y < \xi \). On the other hand \( \rho(y|z = \xi) \) has to tend to 0 for \( y \rightarrow 1 \): if \( y = 1 - \epsilon \) then \( x > 1 - \epsilon \) and the probability of this last condition tends to zero for \( \epsilon \rightarrow 0 \). This result contrasts with what is said in [4], where it is erroneously assumed that the variable elements are independent after the application of the extremal rule, and that the probability distribution maintains a factorized form. As we already pointed out the origin of these correlations comes from an information process and not from an action connecting the elements. This last mechanism is only present in the n.n. model where it is responsible of spatial correlations. It has been shown in [4] that in the random model mean field and exact results (supplied by simulations) have strong discrepancies and we see now that they can be attributed entirely to these information correlations.

## III. THE SIMPLEST MODEL

To show the technique used to derive and cast in a convenient form the master equations of the Bak-Sneppen models, we examine in this section the quite simple case where the maximum element is the only one to be updated. The equation we are looking for is that which gives the probability distribution at time step \( i + 1 \), \( p_{i+1}(\vec{x}) \), in terms of that at time \( i \), \( p_i(\vec{x}) \). If \( \mu_i(T) \) is the probability to have element \( T \) as the maximum at time \( i \) and noting that it is the inverse of the normalization factor \( N \) in equation (2), the master equation for the simplest model is:

\[
p_{i+1}(\vec{x}) = \sum_{T=1}^L \mu_i(T)p_i(\vec{x};T) = \sum_T \int_{\max\{x_A;\ A \neq T\}}^1 dx_T \ p_i(\vec{x}).
\]

Our strategy in investigating this equation is now to decompose the hypercube [0,1]^L in regions of the type [5] such that the probability distribution maintains an analytic form in each cell. Of course the finest partition where we take as cells the regions \( I_{A_1,\ldots,A_L} \) where \( L \) is the total number of elements does the job for every model. In the very simple
case under consideration it turns however out that the partition in cells $I_{A,B}$ is sufficient. Then we decompose the probability distribution in the following way:

$$p(\vec{x}) = \sum_{A,B} \Delta_{A,B}(\vec{x}) p^{(A,B)}(\vec{x})$$

where the functions $p^{(A,B)}$ can be extracted from $p$ by using $\Delta_{A,B}$ as a projector

$$p^{(A,B)} = \Delta_{A,B} p$$

and we want to express the functions $p^{(A,B)}_{i+1}$ in terms of the $p^{(C,D)}_{i}$'s. It turns out that they remain analytic after the probability transition $i \to i + 1$. To manipulate these “pieces” in the master equation where integrals are taken over domains of integration that cross the boundaries of the partition, we need to take into consideration other kinds of regions:

$$I_{A_1, \ldots, A_n}^D = \{ \vec{x} \in [0,1]^L / x_{A_1} \geq \ldots \geq x_{A_n} \geq x_B \quad \forall B \neq D, A_1, \ldots, A_n \}$$

and, as before:

$$\Delta_{A_1, \ldots, A_n}^D(\vec{x}) = \left\{ \begin{array}{ll} 1, & \text{if } \vec{x} \in I_{A_1, \ldots, A_n}^D \\ 0, & \text{otherwise} \end{array} \right.$$  

By means of the rules:

$$\Delta_T \Delta_{A,B} = \delta_{T,A} \Delta_{A,B}$$

$$\Delta_D \Delta_{E,T} = \delta_{D,E} \delta_{T,D}$$

we have, for a symmetric function $p(\vec{x})$ and $N = L$:

$$p(\vec{x}| I_T) = L \Delta_T(\vec{x}) p(\vec{x}) = L \sum_{A,B} \Delta_T \Delta_{A,B} p^{(A,B)} = L \sum_{B} \Delta_T \Delta_{B} p^{(T,B)}$$

then

$$p_{i+1}(\vec{x}) = \frac{1}{L} \sum_T p_i(\vec{x}; T) = \sum_{T,B} \Delta_T^B \int_{x_B}^1 dx_T p^{(T,B)}$$

and finally

$$p^{(D,E)}_{i+1} = \Delta_{D,E} p_{i+1} = \Delta_{D,E} \left[ \sum_{T \neq D} \int_{x_D}^1 dx_T p^{(T,D)}_i + \int_{x_E}^1 dx_D p^{(D,E)}_i \right]$$

which is the desired result, that is an analytic form for $p^{(D,E)}$ in its domain of definition $I_{D,E}$. If $p_0 = 1$ this recursion equation is easily solved to give:

$$p^{(D,E)}_i(\vec{x}) = \frac{(i - 1 + L)!}{L!} \left[ (L - 1)(1 - x_D)^i + (1 - x_E)^i \right].$$

The function $p_i(\vec{x})$ encodes clearly the most detailed information on the system at time $i$. We can calculate from it for example the one-element probability distribution. Choosing the element 1:

$$\rho_i(x_1) = \int_0^1 dx_2 \int_0^1 dx_3 \cdots \int_0^1 dx_L p_i(\vec{x})$$
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\[ (L-1) \int_0^{x_1} dx_2 \int_0^{x_2} dx_3 \cdots \int_0^{x_L} dx_L \ p_i^{(1,2)} \]

\[ +(L-1) \int_{x_1}^{1} dx_2 \int_0^{x_2} dx_3 \cdots \int_0^{x_L} dx_L \ p_i^{(2,1)} \]

\[ +(L-1)(L-2) \int_0^{1} dx_2 \int_{x_1}^{x_2} dx_3 \int_0^{x_3} dx_4 \cdots \int_0^{x_3} dx_L \ p_i^{(2,3)} \].

The first term is the probability distribution (to be normalized) of the maximum element, the second is that of the
next smaller one, and the third term the probability distribution of any of the others (in this case they are all equally
distributed). By substituting the expressions we found for the \( p_i^{(D,E)} \) the result for the mean value is:

\[ \langle x_1(i) \rangle = \int_{[0,1]^L} d^L x \: x_1 p_i = \frac{1}{2L} + \frac{1}{2} \frac{L-1}{L+i} \]

which, apart from the term \( 1/(2L) \) coming from the contribution of the value replaced at each update, goes to zero
as \( i \rightarrow 1 \).

**IV. MASTER EQUATION FOR THE N.N. MODEL**

We move to the derivation of the master equation in the case of a simplified version of the n.n. model, where
besides the maximum element only one of the two adjacent ones is updated, chosen with equal probability to preserve
left-right symmetry. The partitioning into regions \( I_{A,B} \) is not anymore sufficient, in the sense that at each update the
regions of analyticity of the probability distribution break up into finer and finer regions. Then we have to decompose
into domains \( I_{\tilde{A}} \) where for brevity we use the vector notation \( \tilde{A} = (A_1, \ldots, A_L) \). To this vector we associate the
permutation \( \sigma_A(k) = A_k \). Let’s introduce some notations, operations on vectors \( \tilde{A} \) and rules. If we take away the
element \( A_k \) from the vector \( \tilde{A} \) the resulting \( L-1 \) dimensional vector is denoted as

\[ \tilde{A}(A_k) = (A_1, \ldots, A_{k-1}, A_{k+1}, \ldots, A_L) \]

and if we take away element \( T \) and move it in the \( k \) position:

\[ \tilde{A}(T : k) = (\tilde{A}(T)_1, \ldots, \tilde{A}(T)_{k-1}, T, \tilde{A}(T)_k, \tilde{A}(T)_{k+1}, \ldots). \]

Some useful identities are:

\[ \Delta_T \Delta_{\tilde{A}} = \delta_{T,A_1} \Delta_{\tilde{A}(T:1)} \]

\[ \Delta_{\tilde{B}} \Delta^{T}_{\tilde{A}(T)} = \delta_{\tilde{B}(T), \tilde{A}(T)} \Delta_{\tilde{B}} \]

\[ \delta_{\tilde{A}(T), \tilde{B}(T)} F(\tilde{B}) = \delta_{\tilde{A}(T), \tilde{B}(T)} F \left( \tilde{A}(T : \sigma_B^{-1}(T)) \right) \]

where \( F(\tilde{B}) \) is any expression involving vector \( \tilde{B} \). Let’s start by rewriting the result of the removal of the maximum
element in terms of the finest decomposition that is \( p(\tilde{x}; T) \) in terms of \( p^B(\tilde{x}) \). Given that:

\[ p(\tilde{x}|T) = L \Delta_T(\tilde{x}) p(\tilde{x}) = L \sum_{\tilde{A}(T)} \Delta_{\tilde{A}(T:1)} p^{\tilde{A}(T:1)} \]

we have

\[ p(\tilde{x}; T) = \int dx_T \: p(\tilde{x}|T) = L \sum_{\tilde{A}(T)} \Delta^{T}_{\tilde{A}(T)} \int_{x_{\tilde{A}(T)_1}}^{1} dx_T \: p^{\tilde{A}(T:1)} \]
and then
\[ p^{\tilde{B}}(\bar{x}; T) = L \sum_{\tilde{A}(T)} \delta_{\tilde{B}(T), \tilde{A}(T)} \int_{x_{\tilde{A}(T)}_1}^1 dx_T \ p^{\tilde{A}(T:1)} = L \int_{x_{\tilde{B}(T)}_1}^1 dx_T \ p^{\tilde{B}(T:1)}. \]

The next step is to find the change in the \( p(\bar{x}) \) after having removed an arbitrary element \( D \). The new probability distribution is denoted \( p(\bar{x}; [D]) \):

\[ p(\bar{x}; [D]) = \sum_B \int dx_D \ \Delta_B p^{\tilde{B}}(\bar{x}) = \sum_B \Delta_{\tilde{B}(D)} \int_{x_{\pi^{-1}_B(D)}}^1 dx_D \ p^{\tilde{B}}(\bar{x}) \]

where the operator \( \pi^1_B \) on an element is given by \( \pi^1_B(B_k) = B_{k+n} \) and by definition \( x_{\pi^{-1}_B(B_1)} = 1, \ x_{\pi^{-1}_B(B_L)} = 0 \forall \tilde{B} \).

Projecting
\[ p^{\tilde{A}}(\bar{x}; [D]) = \sum_B \delta_{\tilde{A}(D), \tilde{B}(D)} \int_{x_{\pi^{-1}_B(D)}}^1 dx_D \ p^{\tilde{B}}(\bar{x}) \]

\[ = \sum_B \delta_{\tilde{A}(D), \tilde{B}(D)} \left[ \cdots \right]_{\tilde{B} \rightarrow \tilde{A}(D), \pi^{-1}_B(D)} = \sum_k \int_{x_{\pi^{-1}_B(D)}}^1 dx_D \ p^{\tilde{A}(D:k)}(\bar{x}) \]

\[ = \sum_k \int_{x_{\pi^{-1}_B(D)}}^1 dx_D \ p^{\tilde{A}(D:k)}(\bar{x}). \]

Denoting the process of updating successively the maximum element and another one by \( p^{\tilde{A}}(\bar{x}; T,[D]) \) we have for the corresponding master equation:

\[ p^{\tilde{A}}_{i+1}(\bar{x}) = \sum_{T,D} \mu_i(T,[D]) p^{\tilde{A}}_i(\bar{x};[D]) \]

\[ = \alpha \sum_{T,D} \sum_k \int_{x_{\pi^{-1}_B(D)}}^1 dx_D \int_{x_{\pi^{-1}_B(D+1)}}^1 dx_T \ p^{\tilde{A}(D:k)}(T:1) \]

(3)

where in the case of the n.n. model the hat indicates sum over n.n., \( \mu_i(T,[D]) = (2L)^{-1} \) and \( \alpha = 1/2 \). This is a mapping for the set of \( L! \) functions \( p^{\tilde{A}}_i(x_1, \ldots, x_L) \). In the case of a system on a ring, due to rotational and reflection symmetries, there are only \((L-1)!/2\) independent functions. In fact if \( \tilde{A} \) and \( \tilde{B} \) are related by a translation (a cyclic permutation) and/or a reflection we have: \( p^{\tilde{A}}(\bar{x}) = p^{\tilde{B}}(\bar{y}) \) with \( x_{A_k} = y_{B_k} \). The number of functions in the game can be further reduced, as we’ll see in the next section.

V. THE CASE \( L=4 \)

To test the correctness of the last master equation we’ll apply it to the case \( L = 4 \) which is the minimum size able to generate information correlations. We choose as independent the functions \( p^{(1,2,3,4)} \), \( p^{(1,2,4,3)} \) and \( p^{(1,3,2,4)} \). Moreover, these three functions can be expressed in terms of a single two variables function, \( g(x,y) \), in the following way:

\[ p^{(1,2,3,4)}(x_1, x_2, x_3, x_4) = [g(x_1, x_2) + g(x_2, x_3) + g(x_3, x_4) + g(x_1, x_4)]/4 \]

\[ p^{(1,2,4,3)}(x_1, x_2, x_3, x_4) = [g(x_1, x_2) + g(x_2, x_3) + g(x_4, x_3) + g(x_1, x_4)]/4 \]

\[ p^{(1,3,2,4)}(x_1, x_2, x_3, x_4) = [g(x_1, x_2) + g(x_3, x_2) + g(x_3, x_4) + g(x_1, x_4)]/4. \]

In terms of \( g \) the master equation (3) becomes:

\[ g'(x, y) = \frac{1}{2} \left[ (1 - x^2)g(x, y) + g(x, x) + xg(y, x) + (1-x)g(y, y) + \right. \]
where we have defined

\[ g_x(x,y) = \int_x^1 d\xi \ g(\xi,y) \]

\[ g_y(x) = \int_0^x d\eta \ g(x,\eta) \]

\[ g_{xy}(x) = \int_0^x d\eta \ g_x(x, \eta) \]

\[ G(x) = \int_x^1 d\xi \ g_x(\xi, \xi). \]

The two variables function \( g \) can be directly interpreted as a probability distribution: \( g(x_A, x_B) \) is the probability distribution of the values of elements \( A \) and \( B \) with the condition \( x_A > x_B \) after the update of the other two. This allows us to express the one-element probability distribution (without the trivial contribution coming from the two updated elements) as:

\[ f(x) = \int_0^x d\eta \ g(x, \eta) + \int_x^1 d\xi \ g(\xi, x) = g_y(x) + g_{xy}(x,x). \]

Starting with the uniform initial condition, \( g_0(a,b) = 1 \), the master equation can be iterated exactly. The resulting mean value \( m_i = \int_0^1 dx \ f_i(x) \) is in perfect agreement with simulations.

VI. CONCLUSIONS

Our main point was to show the presence and the origin of correlations related to the peculiar mechanism of extremal dynamics and to develop a formalism to treat them exactly in the case of Bak-Sneppen models. This leads in general to a linear mapping of \( L! \) functions in \( L \) variables, the probability distributions of the element values subjected to one of the \( L! \) possible orderings. This mapping can be further simplified by taking into consideration the symmetries of the dynamics as it was shown in the case of a four elements system where the 24 functions in 4 variables are reduced to only one in two variables. The hope is to reduce the generic finite size system to something tractable, at least as a starting point for approximations.
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