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Abstract

In this work, we introduce a new generalized integral transform involving many potentially known or new transforms as special cases. Basic properties of the new integral transform, that investigated in this work, include the existence theorem, the scaling property, elimination property a Parseval-type identity, and inversion formula. The relationships of the new transform with well-known transforms are characterized by integral identities. The new transform is applied to solve certain initial boundary value problems. Some illustrative examples are given. The results established in this work extend and generalize recently published results.
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1 Introduction

For many decades, the integral transforms play a precious role in solving many differential and integral equations. Using an appropriate integral transform helps to reduce differential and integral operators, from a considered domain into multiplication operators in another domain. Solving the deduced problem in the new domain, and then applying the inverse transform serve to invert the manipulated solution back to the required solution of the problem in its original domain (see, [1–13]).

The classical integral transforms used in solving differential equations, integral equations, and in analysis and the theory of functions are the Laplace transform, the Fourier integral transform, the Mellin transform [8,9]. Besides, in the mathematical literature, there are many Laplace-type integral transforms such as the Laplace-Carson transform which is used in the railway engineering [13], the z-transform can be applied in signal processing [15], the Sumudu transform is used in engineering and many real-life problems [10,16,17], the Hankel’s and Weierstrass transform has been applied in heat and
diffusion equations [18, 19]. In addition, we have the natural transform [20–22] and Yang transform [13,23] used in many fields of physical science and engineering.

In this work, we study the following integral transform

\[
\mathcal{M}_{\rho,m}[f(x)](u,v,\omega) = \int_0^\infty \frac{e^{-ux-v/x}}{(x^m+\omega^m)^\rho} f(\omega x) dx,
\]

(1.1)

with \(\rho \in \mathbb{C}, \text{Re}\ \rho > 0, m \in \mathbb{N}\) and \(u,v \in \mathbb{C}\), and \(\omega \in \mathbb{R}^+\) are the transform variables.

Basic properties and applications of the new integral transform (1.1) are given in this study. Indeed, dualities of the new integral transform (1.1) with well-known integral transforms can be indicated as the following.

\[
\mathcal{M}_{\rho,m}[f(x)](u,0,\omega) = \mathcal{M}_{\rho,m}[f(x)](u,\omega),
\]

(1.2)

where \(\mathcal{M}_{\rho,m}[f(x)](u,\omega)\) is the Srivastava-Luo-Raina transform, defined in [24] as

\[
\mathcal{M}_{\rho,m}[f(x)](u,\omega) = \int_0^\infty \frac{e^{-ux}}{(x^m+\omega^m)^\rho} f(\omega x) dx,
\]

(1.3)

with \(\rho \in \mathbb{C}, \text{Re}\ \rho > 0, m \in \mathbb{N}, u \in \mathbb{C}\), and \(\omega \in \mathbb{R}^+\).

Setting \(\rho = v = 0\) in (1.1), one gets the natural transform;

\[
\mathcal{N}[f(x)](u,\omega) = \int_0^\infty e^{-ux} f(\omega x) dx,
\]

(1.4)

whose properties were discussed in [21] and its applications were given in [25]. Thus, we have the following duality relations

\[
\mathcal{N}[f(x)](u,\omega) = \mathcal{M}_{0,m}[f(x)](u,0,\omega), \quad u,\omega > 0,
\]

\[
\mathcal{M}_{\rho,m}[f(x)](u,v,\omega) = \mathcal{N} \left[ \frac{e^{-v\omega/x} f(x)}{x^m+\omega^m} \right](u,\omega), \quad u,v,\omega > 0,
\]

and,

\[
\mathcal{M}_{\rho,m} \left[ \left( \frac{x^m}{\omega^m} + \omega^m \right)^\rho f(x) \right](u,v,\omega) = \mathcal{N} \left[ e^{-v\omega/x} f(x) \right](u,\omega), \quad u,v,\omega > 0.
\]

(1.5)

When \(\rho = v = 0\) and \(\omega = 1\), (1.1) reduces to the Laplace transform

\[
\mathcal{L}[f(x)](u) = \int_0^\infty e^{-ux} f(x) dx, \quad \text{Re}\ u > 0.
\]

(1.6)

So, from (1.1) and (1.6) we have the following duality relations

\[
\mathcal{L}[f(x)](u) = \mathcal{M}_{0,m}[f(x)](u,0,1), \quad \text{Re}\ u > 0,
\]

\[
\mathcal{M}_{\rho,m}[f(x)](u,v,\omega) = \mathcal{L} \left[ \frac{e^{-v/x} f(\omega x)}{(x^m+\omega^m)^\rho} \right](u), \quad u,v,\omega > 0,
\]

(1.7)

\[
\mathcal{M}_{\rho,m}[f(x)](u,v,\omega) = \frac{1}{\omega} \mathcal{L} \left[ \frac{e^{-v\omega/x} f(x)}{x^m+\omega^m} \right] \left( \frac{u}{\omega} \right), \quad u,\omega > 0,
\]
and,
\[ M_{\rho,m}\left[ x^m + \omega^m \right]^\rho e^{\nu x/\omega} f(x) \right] (u, v, \omega) = \mathcal{L} [f(\omega x)] (u), \ u, v, \omega > 0. \]  
(1.8)

Further, the Sumudu transform defined by (see, e.g., [8–10])
\[ \mathcal{S}[f(x)](\omega) = \int_0^\infty e^{-x} f(\omega x) dx, \ \omega > 0 \]  
(1.9)
is a special case of the \( M \)-transform (1.1), where
\[ \mathcal{S}[f(x)](\omega) = M_{0,m}[f(x)](1,0,\omega), \ \omega > 0, \]  
and,
\[ M_{\rho,m}[f(x)](u, v, \omega) = 1, \ u, v, \omega > 0. \]  
(1.8)

Another special case of the integral transform (1.1), when \( u = v = 0 \), is a generalization of the Stieltjes transform, which was studied in (for example [26, 27]).
\[ \mathcal{S}_{\rho}[f(x)](\omega) = \int_0^\infty f(x) (x + \omega)^{\rho} dx, \ \rho \in \mathbb{C}, \ \Re \rho > 0, \ \omega \in \mathbb{C} \setminus (-\infty, 0). \]  
(1.10)

Furthermore, important connections of the \( M \)-transform with well-known integral transforms will be discussed. These transforms include:

- The Borel-Džrbashjan transform defined (See, e.g., [28]) as
\[ \mathcal{B}_{\nu,\mu}[f(x)](s) = \nu \nu^{\nu^{-1}} \int_0^\infty e^{-s x} x^{\nu^{-1}} f(x) dx, \ \nu,\mu > 0. \]  
(1.11)

- The \( H \)-transform defined [29] as
\[ H[f(x)](t) = \int_0^\infty H_{r,s}^{m,n} \left[ z \begin{bmatrix} (a_i, \alpha_i)_{1,r} \\ (b_j, \beta_j)_{1,s} \end{bmatrix} f(x) dx, \right. \]  
(1.12)
where \( m, n, r, s \) are positive integers such that \( 0 \leq m \leq s \) and \( 0 \leq n \leq r \); \( a_i, b_j \in \mathbb{C}, \alpha_i, \beta_j \in \mathbb{R}^+ \) \( (1 \leq i \leq r; 1 \leq j \leq s) \) and
\[ H_{r,s}^{m,n} \left[ z \begin{bmatrix} (a_i, \alpha_i)_{1,r} \\ (b_j, \beta_j)_{1,s} \end{bmatrix} = \frac{1}{2\pi i} \int_C \mathcal{H}_{r,s}^{m,n}(\theta) z^{-\theta} d\theta, \]  
(1.13)
is the \( H \)-function defined in terms of a Mellin-Barnes type integral over a suitable contour \( C \), with
\[ \mathcal{H}_{r,s}^{m,n}(\theta) = \frac{\prod_{i=1}^{m} \Gamma(1 + a_i - \alpha_i - \beta_i \theta)}{\prod_{i=m+1}^{n} \Gamma(1 - b_i + \beta_i \theta)} \frac{\prod_{i=1}^{n} \Gamma(1 - a_j + \alpha_j \theta)}{\prod_{i=n+1}^{s} \Gamma(1 - b_j - \beta_j \theta)}. \]  
(1.14)
Here, an empty product, if it exists, is taken to equal 1.

• The Mellin transform defined \[8, 9\] by

\[
\mathcal{M}[f(x)](z) = \int_0^\infty x^{z-1} f(x)dx, \quad \text{Re} \, z > 0.
\]  

(1.15)

In spirit of the above details, the $\mathcal{M}$-transform given by (1.1) seems to be worthy deserving to study because it has useful connections with the aforesaid integral transforms.

The present work is organized as follows. In Section 2, we discuss the existence of the $\mathcal{M}$-transform, further basic properties are studied. A new extension of the $H$-function is introduced, we call it an extended $H$-function. The relation of the $\mathcal{M}$-transform and this $H$-function is established. Also, the $\mathcal{M}$-transforms of differential derivatives are obtained. In Section 3, integral identities involving the $\mathcal{M}$-transform are obtained. Relationships of the $\mathcal{M}$-transform with the Borel-Džrbashjan transform, the Mellin transform and the $H$-transform. Further, convolution and inversion formulas of the $\mathcal{M}$-transform are given. In Section 4, we present illustrative examples that can show the applicability of the $\mathcal{M}$-transform (1.1) in solving initial boundary value problems. Finally, we give concluding remarks in Section 5.

2 Fundamental properties of the $\mathcal{M}$-transform

First, we study the existence of $\mathcal{M}$-transform defined by (1.1).

**Theorem 2.1 (Existence Theorem).** Let $f(x)$ be a continuous function (or piecewise continuous) in $(0, \infty)$ satisfying

\[
|f(x)| \leq Kx^{m\text{Re} \rho}e^{\frac{x}{\beta}} \text{ for all } x > T,
\]  

(2.1)

where $K, T$ and $\beta$ are positive constants. Then, $\mathcal{M}_{\rho,m}[f(x)](u, v, \omega)$ given by (1.1) exists for all $u, v$ and $\omega$ such that

\[
\omega \in (0, \mu), \text{ Re } u > \frac{\mu}{\beta},
\]  

for some positive constant $\mu$. Furthermore, the integral (1.1) converges uniformly whenever

\[
\text{Re } u \geq a > \frac{\mu}{\beta}
\]  

holds.

**Proof.** Using (2.1), we get

\[
|f(\omega x)| \leq K(\omega x)^{m\text{Re} \rho}e^{\frac{\omega x}{\beta}},
\]  

(2.2)

which, in view of

\[
|e^{-ux-v/x}| \leq e^{-x\text{Re } u}, \quad x > 0,
\]

leads to

\[
|\mathcal{M}_{\rho,m}[f(x)](u, v, \omega)| \leq \int_0^\infty \frac{e^{-x\text{Re } u}}{(x^{m} + \omega^{m})^{\text{Re} \rho}} |f(\omega x)| dx
\]

\[
\leq K\omega^{m\text{Re} \rho} \int_0^\infty e^{-(\text{Re } u - \frac{v}{\beta})x}x^{m\text{Re} \rho} dx,
\]  

4
the last integral and hence the integral (1.1) exist if \( \text{Re } u > \frac{\mu}{\beta} \) and \( 0 < \omega < \mu \).

That the integral (1.1) converges uniformly, follows directly from the well-known Weierstrass’s test.

Next, in view of Theorem 2.1 we give the following basic properties of the \( \mathcal{M} \)-transform (1.1).

**Theorem 2.2** (Scaling property). Let \( f \) satisfy the condition (2.1). Then,

\[
\mathcal{M}_{\rho,m}[f(x^2)](u,v,\omega) = \alpha^{m-1} \mathcal{M}_{\rho,m}[f(x)] \left( \frac{u}{\alpha}, v, \alpha \omega \right), \quad \alpha > 0,
\]

(2.3)

where \( \rho \in \mathbb{C} \), \( \text{Re } \rho > 0 \), \( m \in \mathbb{N} \) and \( u, v \in \mathbb{C} \), and \( \omega \in \mathbb{R}^+ \).

**Proof.** This result follows directly from noting that

\[
\mathcal{M}_{\rho,m}[f(x^2)](u,v,\omega) = \int_0^{\infty} e^{-\left(ux + \frac{\omega}{\alpha}\right)} f(x^2) \frac{dx}{(x + \omega)^\rho} = \alpha^{m-1} \int_0^{\infty} e^{-\left((y + \alpha \omega)^\rho\right)} f(\alpha \omega y) dy, \quad (y = \alpha x)
\]

\[
= \alpha^{m-1} \mathcal{M}_{\rho,m}[f(x)] \left( \frac{u}{\alpha}, v, \alpha \omega \right).
\]

Operating (1.1) on the function \( \left( \frac{x^m}{\omega^m} + \omega^m \right)^\eta f(x) \), gives

\[
\mathcal{M}_{\rho,m} \left( \left( \frac{x^m}{\omega^m} + \omega^m \right)^\eta f(x) \right)(u,v,\omega) = \int_0^{\infty} e^{-\left(ux + \frac{\omega}{\alpha}\right)} f(\omega x) dx,
\]

which leads directly to the following results.

**Theorem 2.3** (Elimination property). If \( |f(x)| \leq K x^{m \text{Re}(\rho - \eta)} e^{\beta x} \) with \( \text{Re}(\rho - \eta) \geq 0 \), \( K, \beta > 0 \), then

\[
\mathcal{M}_{\rho,m} \left( \left( \frac{x^m}{\omega^m} + \omega^m \right)^\eta f(x) \right)(u,v,\omega) = \mathcal{M}_{\rho-\eta,m}[f(x)](u,v,\omega).
\]

(2.4)

For \( \eta = \rho \), (2.4) reduces to

\[
\mathcal{M}_{\rho,m} \left( \left( \frac{x^m}{\omega^m} + \omega^m \right)^\rho f(x) \right)(u,v,\omega) = \mathcal{M}_{0,m}[f(x)](u,v,\omega).
\]

(2.5)

**Remark 2.1.** The \( \mathcal{M} \)-transform (1.1) can be used to eliminate the factor \( \left( \frac{x^m}{\omega^m} + \omega^m \right)^\rho \) and reduce it to a simple form, the natural transform defined by (1.4).
For further investigations, we need to recall the extended gamma function defined (See, e.g., [30]) as
\[ \Gamma_b(z) = \int_0^\infty t^{z-1}e^{-t-b/t}dt, \quad \text{Re} \ z > 0, \text{Re} \ b > 0. \] (2.6)

Simple computations show that
\[ \int_0^\infty x^{z-1}e^{-\sigma x - \frac{b}{x}}dx = \frac{\Gamma_b(z)}{\sigma^z}, \quad \text{Re} \ z > 0, \text{Re} \ \sigma > 0, \text{Re} \ b > 0. \] (2.7)

In particular, when \( b = 0 \) we get the Euler integral
\[ \int_0^\infty x^{z-1}e^{-\sigma x}dx = \Gamma(z), \quad \text{Re} \ z > 0, \text{Re} \ \sigma > 0. \] (2.8)

Also, in spirit of (1.13), (1.14) and (2.6) we introduce the following extended \( H \)-function
\[ H_{1,2}^{2,1}(z; b) = H_{1,2}^{2,1}\left[ z; b \left| \begin{array}{c}
(a, \alpha) \\
(b_1, \beta_1)_b, (b_2, \beta_2)
\end{array} \right. \right] \\
= \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(1-a-\alpha t) \Gamma_b(b_1 + \beta_1 t) \Gamma(b_2 + \beta t)z^{-t}dt, \quad c \geq 0, \] (2.9)

where \( \Gamma_b \) is the extend gamma function (2.6) and \( \Gamma \) is the classical gamma function.

Since, for \( m \in \mathbb{N} \),
\[ \int_{c-i\infty}^{c+i\infty} \Gamma(1-a-\alpha t) \Gamma_b(b_1 + \beta_1 t) \Gamma(b_2 + \beta t)z^{-mt}dt \\
= \frac{1}{m} \int_{c/m-i\infty}^{c/m+i\infty} \Gamma(1-a-\alpha \frac{t}{m}) \Gamma_b(b_1 + \beta_1 \frac{t}{m}) \Gamma(b_2 + \beta \frac{t}{m})z^{-t}dt, \]
then, the extended \( H \)-function (2.9) satisfies the following identity
\[ H_{1,2}^{2,1}\left[ z^m; b \left| \begin{array}{c}
(a, \alpha) \\
(b_1, \beta_1)_b, (b_2, \beta_2)
\end{array} \right. \right] = \frac{1}{m} H_{1,2}^{2,1}\left[ z; b \left| \begin{array}{c}
(a, \frac{\alpha}{m}) \\
(b_1, \frac{\beta_1}{m})_b, (b_2, \frac{\beta_2}{m})
\end{array} \right. \right]. \] (2.10)

The following theorem provides the \( \mathcal{M} \)-images of power and exponential functions under the \( \mathcal{M} \)-transform (1.1).

**Theorem 2.4.** For any \( \rho \in \mathbb{C} \), with \( \text{Re} \ \rho > 0 \), \( \lambda > 0 \) and \( a \geq 0 \) we have
\[ \mathcal{M}_{\rho,m}[x^{\lambda-1}](u, v, \omega) = \frac{\omega^{\lambda-m\rho-1}u^{-\lambda}}{m\Gamma(\rho)} H_{1,2}^{2,1}\left[ u\omega \left| \begin{array}{c}
(1, \frac{1}{m}) \\
(\lambda, 1)_{uv}, (\rho, \frac{1}{m})
\end{array} \right. \right], \] (2.11)
\[ \mathcal{M}_{\rho,m} [e^{-ax}] (u,v,\omega) = \frac{\omega^{\rho m}}{m(u+a\omega)\Gamma(\rho)} H^{2,1}_{1,2} \left[ \omega(u + a\omega) \left| \begin{array}{c} (1, \frac{1}{m}) \\ (1, 1)_{(u+a\omega)v} ; (\rho, \frac{1}{m}) \end{array} \right. \right], \] (2.12)

and

\[ \mathcal{M}_{\rho,m} [x^{\lambda-1} e^{-ax}] (u,v,\omega) = \frac{\omega^{\lambda m \rho - 1}}{m(u+a\omega)^{\lambda} \Gamma(\rho)} H^{2,1}_{1,2} \left[ \omega(u + a\omega) \left| \begin{array}{c} (1, \frac{1}{m}) \\ (\lambda, 1)_{uv} ; (\rho, \frac{1}{m}) \end{array} \right. \right], \] (2.13)

where \( H^{2,1}_{1,2} \) is the extended \( H \)-function defined by (2.9).

Proof. • For the first conclusion (2.11), it is clear that

\[ \mathcal{M}_{\rho,m} [x^{\lambda-1}] (u,v,\omega) = \int_0^{\infty} e^{-ux-x^m} (\omega x)^{\lambda-1} dx \]

\[ = \frac{\omega^{\lambda-1}}{\Gamma(\rho)} \int_0^{\infty} e^{-ux-x^m} x^{\lambda-1} \left[ \int_0^{\infty} s^{\lambda-1} e^{-(x^m + \omega m)s} ds \right] dx \]

\[ = \frac{\omega^{\lambda-1}}{\Gamma(\rho)} \int_0^{\infty} s^{\lambda-1} e^{-\omega ms} \left[ \int_0^{\infty} e^{-ux-x^m x^{\lambda-1}} dx \right] ds. \] (2.14)

Now, in order to evaluate the integral

\[ I(s) = \int_0^{\infty} e^{-ux-x^m x^{\lambda-1}} dx, s > 0 \] (2.15)

we apply the Mellin transform, defined by (1.15). For Re \( z > 0 \), Re \( (\lambda - mz) > 0 \), and Re \( uv > 0 \), we have

\[ \mathfrak{M}[I(s)](z) = \int_0^{\infty} x^{\lambda-1} e^{-ux-x^m x^{\lambda-1}} dx \]

\[ = \Gamma(z) \int_0^{\infty} x^{\lambda-mz-1} e^{-ux-x^m x^{\lambda-1}} dx \]

\[ = \Gamma(z) \Gamma_{uv} (\lambda - mz) \frac{\Gamma_{uv} (\lambda - mz)}{u^{\lambda - mz}}, \] (2.16)

here, (2.7) is used. Thus, the integral \( I(s) \) defined by (2.15), can be evaluated by applying the inverse Mellin transform to (2.16), then we get

\[ I(s) = \frac{u^{-\lambda}}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(z) \Gamma_{uv} (\lambda - mz) u^{mz} s^{-z} dz, s > 0 \] (2.17)
Substituting (2.17) into (2.14), and interchanging the order of integration, give

\[
\mathcal{M}_{\rho, m}[x^{\lambda-1}](u, v, \omega) = \frac{\omega^{\lambda-1} u^{-\lambda}}{2\pi i \Gamma(\rho)} \int_{0}^{\infty} s^{\rho-1} e^{-\omega s} \left[ \Gamma(z) \Gamma_{uv}(\lambda - mz) u^{mz} s^{-z} dz \right] ds
\]

\[
= \frac{\omega^{\lambda-1} u^{-\lambda}}{2\pi i \Gamma(\rho)} \int_{-\infty}^{\infty} \Gamma(z) \Gamma_{uv}(\lambda - mz) u^{mz} \int_{0}^{\infty} s^{\rho-z-1} e^{-\omega s} ds dz
\]

\[
= \frac{\omega^{\lambda-m-1} u^{-\lambda}}{2\pi i \Gamma(\rho)} \int_{-\infty}^{\infty} \Gamma(z) \Gamma_{uv}(\lambda - mz) \Gamma(\rho - z) (\omega^{m} u^{m})^{-z} dz
\]

\[
= \frac{\omega^{\lambda-m-1} u^{-\lambda}}{2\pi i \Gamma(\rho)} H_{1,2}^{2,1} \left[ \frac{\omega^m u^m}{(1, 1)} \left| \left( \lambda, \frac{1}{m} \right) \right. \right.
\]

\[
\left. \left| \left( \lambda, m \right)_{uv}, (\rho, 1) \right. \right], \tag{2.18}
\]

the last equality follows directly from (2.10). This proves the required conclusion (2.11).

\* For the second conclusion (2.12), we have

\[
\mathcal{M}_{\rho, m}[e^{-ax}](u, v, \omega) = \int_{0}^{\infty} e^{-ux - \frac{w}{x}} (x^{m} + \omega^{m})\rho e^{-a\omega x} dx
\]

\[
= \frac{1}{\Gamma(\rho)} \int_{0}^{\infty} e^{-ux - \frac{w}{x}} e^{-a\omega x} \int_{0}^{\infty} s^{\rho-1} e^{-(x^{m} + \omega^{m}) s} ds dx
\]

\[
= \frac{1}{\Gamma(\rho)} \int_{0}^{\infty} s^{\rho-1} e^{-\omega^m s} \int_{0}^{\infty} e^{-ux - \frac{w}{x} - a\omega x - z s} dz dx ds. \tag{2.19}
\]

Once again, we apply the Mellin transform to evaluate the following integral

\[
J(s) = \int_{0}^{\infty} e^{-(u + \omega)x - \frac{w}{x} - x^m s} dx. \tag{2.20}
\]

Doing so, gives

\[
\mathcal{M}[J(s)](z) = \int_{0}^{\infty} s^{z-1} \int_{0}^{\infty} e^{-(u + \omega)x - \frac{w}{x} - x^m s} dx ds
\]

\[
= \frac{\Gamma(z)}{(u + \omega)^{1-mz}} \Gamma_{(u + \omega)v}(1 - mz). \tag{2.21}
\]

Applying the inverse Mellin transform, gives

\[
J(s) = \frac{(u + \omega)^{-1}}{2\pi i} \int_{-\infty}^{+\infty} \Gamma(z) \Gamma_{(u + \omega)v}(1 - mz)(u + \omega)^{mz} s^{-z} dz \tag{2.22}
\]
Substituting (2.22) into (2.19), leads to

\[
\mathcal{M}_{\rho,m} \left[ e^{-ax} \right] (u, v, \omega) = \frac{(u + a\omega)^{-1}}{2\pi i \Gamma(\rho)} \int_0^\infty s^{\rho-1} e^{-\omega^m s} \\
\times \int_{-i\infty}^{+i\infty} \Gamma(z) \Gamma_{(u+a\omega)v}(1-mz)(u + a\omega)^m s^{-z} dz ds \\
= \frac{(u + a\omega)^{-1}}{2\pi i \Gamma(\rho)} \int_{-i\infty}^{+i\infty} \Gamma(z) \Gamma_{(u+a\omega)v}(1-mz)(u + a\omega)^m z \\
\times \int_0^\infty s^{\rho-z-1} e^{-\omega^m s} ds dz \\
= \frac{(u + a\omega)^{-1} \omega^{-mp}}{2\pi i \Gamma(\rho)} \int_{-i\infty}^{+i\infty} \Gamma(z) \Gamma_{(u+a\omega)v}(1-mz) \\
\times \Gamma(\rho - z) [(u + a\omega)\omega]^m dz \\
= \frac{\omega^{-mp}}{(u + a\omega)\Gamma(\rho)} H_{1,2}^{1,1} \left[ \omega^m (u + a\omega)^m \left| \begin{array}{c} (1,1) \\ (1,m)_{(u+a\omega)v}, (\rho,1) \end{array} \right. \right],
\]

which in view of (2.10) reduces directly to the conclusion (2.12).

• The third conclusion (2.13) of Theorem 2.4 can be obtained directly from (2.11) and noting that

\[
\mathcal{M}_{\rho,m} \left[ x^{\lambda-1} e^{-ax} \right] (u, v, \omega) = \mathcal{M}_{\rho,m} \left[ x^{\lambda-1} \right] (u + a\omega, v, \omega). \tag{2.23}
\]

\[\square\]

**Remark 2.2.** If we set \(\lambda = 1\) in (2.11), or \(a = 0\) in (2.12), we get

\[
\mathcal{M}_{\rho,m} [1] (u, v, \omega) = \frac{\omega^{\lambda-mp-1}}{m\omega \Gamma(\rho)} H_{1,2}^{2,1} \left[ \omega^\lambda \left| \begin{array}{c} (1, \frac{1}{m}) \\ (1,m)_{(u,a\omega)v}, (\rho,1\frac{1}{m}) \end{array} \right. \right]. \tag{2.24}
\]

Further results, that can be directly computed are summarized in Table 1.
Table 1: Further $\mathcal{M}_{\rho,m}$-images

| Function  | New integral transform $\mathcal{M}_{\rho,m}[f(x)](u, v, \omega)$ |
|-----------|---------------------------------------------------------------|
| $x^n f(x)$ | $(-1)^n \omega^n \frac{\partial^n}{\partial u^n} \mathcal{M}_{\rho,m}[f(x)](u, v, \omega)$ |
| $x^n f(x)$ | $\omega^n \int_{s_{n-1}}^{\infty} \mathcal{M}_{\rho,m}[f(x)](s_{n-1}, \omega)ds_{n-1}$ |
| $\frac{f(x)}{x^n}$ | $\omega^{-n} \int_{v_{n-1}}^{s_{n-1}} \mathcal{M}_{\rho,m}[f(x)](s_{n-1}, v)ds_{n-1}$ |
| $\frac{f(x)}{x^n}$ | $(-1)^n \omega^{-n} \frac{\partial^n}{\partial u^n} \mathcal{M}_{\rho,m}[f(x)](u, v, \omega)$ |
| $e^{-a/x} f(x)$ | $\mathcal{M}_{\rho,m}[f(x)](u, v + a/\omega, \omega)$ |
| $e^{-ax} f(x)$ | $\mathcal{M}_{\rho,m}[f(x)](u + a\omega, v, \omega)$ |

Next, we give the $\mathcal{M}$-transform of derivatives.

**Theorem 2.5 (\mathcal{M}-transform of derivatives).** Let the assumptions of Theorem 2.1 be satisfied for the $n$th derivative of a function $f(x)$. Then,

$$
\mathcal{M}_{\rho,m} \left[ f^{(n)}(x) \right] (u, v, \omega) = \frac{u^n}{\omega^n} \mathcal{M}_{\rho,m} \left[ f(x) \right] (u, v, \omega) - \delta_{v,0} \sum_{k=0}^{n-1} \frac{u^k}{\omega^{m+k+1}} f^{(n-k-1)}(0) \\
- v\omega \sum_{k=0}^{n-1} \frac{u^k}{\omega^k} \mathcal{M}_{\rho,m} \left[ x^{-2} f^{(n-k-1)}(x) \right] (u, v, \omega) \\
+ \frac{m\rho}{\omega^m} \sum_{k=0}^{n-1} \frac{u^k}{\omega^k} \mathcal{M}_{\rho+1,m} \left[ x^{m-1} f^{(n-k-1)}(x) \right] (u, v, \omega),
$$

(2.25)

where $\delta_{v,0}$ is the delta function, defined as

$$
\delta_{v,0} = \begin{cases} 
1, & v = 0, \\
0, & v \neq 0.
\end{cases}
$$

**Proof.** For $n = 1$, if $f(x)$ and $f'(x)$ satisfy the conditions of Theorem 2.1, then

$$
\mathcal{M}_{\rho,m} \left[ f'(x) \right] (u, v, \omega) = \frac{1}{\omega} \int_{0}^{\infty} \frac{e^{-ux-\frac{1}{2}}}{(x^m + \omega^m)^p} f'(\omega x)dx = \frac{1}{\omega} \int_{0}^{\infty} \frac{e^{-ux-\frac{1}{2}}}{(x^m + \omega^m)^p} d(\omega x) \\
= \frac{1}{\omega} \left[ \frac{e^{-ux-\frac{1}{2}} f(\omega x)}{(x^m + \omega^m)^p} \right]_{0}^{\infty} - \int_{0}^{\infty} f(\omega x) \frac{\partial}{\partial x} \left( \frac{e^{-ux-\frac{1}{2}}}{(x^m + \omega^m)^p} \right) dx.
$$
In view of the asymptotic property (2.1), for \( \text{Re} u > \frac{\beta}{2} \) and \( \text{Re} v > 0 \) when \( v \in \mathbb{C} \setminus \{0\} \), we have
\[
\left| e^{-ux-\frac{x}{2}} f(\omega x) \right| \leq K \omega^m \text{Re} \rho e^{-(\text{Re} u - \omega/\beta)x},
\]
which shows that
\[
\lim_{x \to \infty} \frac{e^{-ux-\frac{x}{2}} f(\omega x)}{(x^m + \omega^m)^p} = 0, \quad \lim_{x \to 0} \frac{e^{-ux-\frac{x}{2}} f(\omega x)}{(x^m + \omega^m)^p} = \frac{f(0)}{\omega^m \rho} \delta_{v,0}.
\]

On the other hand, we have
\[
\frac{\partial}{\partial x} \left( \frac{e^{-ux-\frac{x}{2}}}{(x^m + \omega^m)^p} \right) = -\left( u - \frac{v}{x^2} \right) \frac{e^{-ux-\frac{x}{2}}}{(x^m + \omega^m)^p} - m \rho x^{m-1} \frac{e^{-ux-\frac{x}{2}}}{(x^m + \omega^m)^{p+1}}.
\]
Combining these results together, gives
\[
M_{\rho,m} [f'(x)] (u, v, \omega) = -\frac{f(0)}{\omega^m \rho+1} \delta_{v,0} + \frac{u}{\omega} \int_0^\infty \frac{e^{-ux-\frac{x}{2}}}{(x^m + \omega^m)^p} f(\omega x) dx
- \frac{v}{\omega} \int_0^\infty \frac{e^{-ux-\frac{x}{2}}}{(x^m + \omega^m)^p} \frac{f(\omega x)}{x^2} dx
+ \frac{m \rho}{\omega} \int_0^\infty \frac{e^{-ux-\frac{x}{2}}}{(x^m + \omega^m)^p + 1} x^{m-1} f(\omega x) dx
= \frac{u}{\omega} M_{\rho,m} [f(x)] (u, v, \omega) - \frac{f(0)}{\omega^m \rho+1} \delta_{v,0}
- v \omega M_{\rho,m} [x^{-2} f(x)] (u, v, \omega)
+ \frac{m \rho}{\omega^m} M_{\rho+1,m} [x^{m-1} f(x)] (u, v, \omega). \tag{2.26}
\]

• For the induction, assume that (2.25) holds for some integer \( n \). Then, for \( n + 1 \), on the basis of (2.26), one gets
\[
M_{\rho,m} [f^{(n+1)}(x)] (u, v, \omega) = \frac{u}{\omega} M_{\rho,m} [f^{(n)}(x)] (u, v, \omega) - \frac{f^{(n)}(0)}{\omega^m \rho+1} \delta_{v,0}
- v \omega M_{\rho,m} [x^{-2} f^{(n)}(x)] (u, v, \omega)
+ \frac{m \rho}{\omega^m} M_{\rho+1,m} [x^{m-1} f^{(n)}(x)] (u, v, \omega). \tag{2.27}
\]
Plugging (2.25) into (2.27), leads to

\[
\mathcal{M}_{\rho,m} \left[ f^{(n+1)}(x) \right] (u, v, \omega) = \frac{u^{n+1}}{\omega^{n+1}} \mathcal{M}_{\rho,m} [f(x)] (u, v, \omega)
\]

\[
- \delta_{v,0} \sum_{k=0}^{n-1} \frac{u^{k+1}}{\omega^{m\rho+k+2}} f^{(n-k)}(0)
\]

\[
- v\omega \sum_{k=0}^{n-1} \frac{u^{k+1}}{\omega^{m\rho+k+2}} \mathcal{M}_{\rho,m} \left[ x^{-2} f^{(n-k)}(x) \right] (u, v, \omega)
\]

\[
+ \frac{m\rho}{\omega^m} \sum_{k=0}^{n} \frac{u^k}{\omega^{m\rho+k+1}} \mathcal{M}_{\rho+1,m} \left[ x^{-1} f^{(n-k)}(x) \right] (u, v, \omega)
\]

\[
- \frac{f^{(n)}(0)}{\omega^{m\rho+1}} \delta_{v,0} - v\omega \mathcal{M}_{\rho,m} \left[ x^{-2} f^{(n)}(x) \right] (u, v, \omega)
\]

which can be rewritten as

\[
\mathcal{M}_{\rho,m} \left[ f^{(n+1)}(x) \right] (u, v, \omega) = \frac{u^{n+1}}{\omega^{n+1}} \mathcal{M}_{\rho,m} [f(x)] (u, v, \omega)
\]

\[
- \delta_{v,0} \sum_{k=0}^{n} \frac{u^{k}}{\omega^{m\rho+k+1}} f^{(n-k)}(0)
\]

\[
- v\omega \sum_{k=0}^{n} \frac{u^{k}}{\omega^{m\rho+k+1}} \mathcal{M}_{\rho,m} \left[ x^{-2} f^{(n-k)}(x) \right] (u, v, \omega)
\]

\[
+ \frac{m\rho}{\omega^m} \sum_{k=0}^{n} \frac{u^k}{\omega^{m\rho+k+1}} \mathcal{M}_{\rho+1,m} \left[ x^{-1} f^{(n-k)}(x) \right] (u, v, \omega).
\]

This completes the proof of Theorem 2.5.

**Remark 2.3.** Many special cases can be deduced from (2.25) as following

1. If we set \( v = 0 \) in (2.25), we get (see, [23])

\[
\mathcal{M}_{\rho,m} \left[ f^{(n)}(x) \right] (u, \omega) = \frac{u^{n}}{\omega^{n}} \mathcal{M}_{\rho,m} [f(x)] (u, \omega) - \sum_{k=0}^{n-1} \frac{u^{k}}{\omega^{m\rho+k+1}} f^{(n-k-1)}(0)
\]

\[
+ \frac{m\rho}{\omega^m} \sum_{k=0}^{n-1} \frac{u^k}{\omega^{m\rho+k+1}} \mathcal{M}_{\rho+1,m} \left[ x^{-1} f^{(n-k-1)}(x) \right] (u, \omega);
\]

where \( \mathcal{M}_{\rho,m} \) is the Srivastava-Luo-Raina integral transform defined by (1.3), where \( v \) replaced by \( \omega \).

2. Setting \( \rho = 0, v = 0 \) in (2.25), gives

\[
\mathcal{N} \left[ f^{(n)}(x) \right] (u, \omega) = \frac{u^{n}}{\omega^{n}} \mathcal{N} [f(x)] (u, \omega) - \sum_{k=0}^{n-1} \frac{u^{k}}{\omega^{k+1}} f^{(n-k-1)}(0),
\]
which can be rewritten as (see [22])

\[ N \left[ f^{(n)}(x) \right] (u, \omega) = \frac{u^n}{\omega^n} N [f(x)] (u, \omega) - \sum_{k=0}^{n-1} \frac{u^{n-k-1}}{\omega^{n-k}} f^{(k)}(0), \]

where \( N \) is the natural transform defined by (1.4).

3. If \( \rho = \nu = 0, u = 1 \), (2.25) reduces to [17]

\[ S \left[ f^{(n)}(x) \right] (\omega) = \frac{1}{\omega^n} S [f(x)] (\omega) - \sum_{k=0}^{n-1} \frac{1}{\omega^{n-k}} f^{(k)}(0), \]

where \( S \) is the Sumudu transform defined by (1.9).

4. If \( \rho = \nu = 0, \omega = 1 \), (2.25) reduces to [8, 9]

\[ L \left[ f^{(n)}(x) \right] (u) = u^n L [f(x)] (u) - \sum_{k=0}^{n-1} u^{n-k-1} f^{(k)}(0), \]

where \( L \) is the Laplace transform defined by (1.6).

Using Theorem 2.3 the following consequences of the Theorem 2.5 can be achieved.

**Corollary 2.1.** If \( f^{(n)} \), the \( n \)th-derivative of a function \( f \), satisfies the assumption of Theorem 2.1, then for \( \nu \in \mathbb{C} \) with \( \text{Re} \nu > 0 \) we have

\[
M_{\rho, m} \left[ \left( \frac{x^m}{\omega^m} + \omega^m \right)^\nu f^{(n)}(x) \right] (u, v, \omega) = \frac{u^n}{\omega^n} M_{\rho - \nu, m} [f(x)] (u, v, \omega) \\
- \delta_{\nu, 0} \sum_{k=0}^{n-1} \frac{u^k}{\omega^{m(\rho - \nu) + k + 1}} f^{(n-k-1)}(0) \\
- \nu \omega \sum_{k=0}^{n-1} \frac{u^k}{\omega^m} M_{\rho - \nu, m} \left[ x^{-2} f^{(n-k-1)}(x) \right] (u, v, \omega) \\
+ \frac{m(\rho - \nu)}{\omega^m} \sum_{k=0}^{n-1} \frac{u^k}{\omega^{m+k}} M_{\rho - \nu + 1, m} \left[ x^{m-1} f^{(n-k-1)}(x) \right] (u, v, \omega). \tag{2.28}
\]

3 **Integrals involving the \( \mathcal{M} \)-transform**

In this section, we present many integrals comprising the \( \mathcal{M} \)-transform (1.1), well-known integral transforms and special functions. The identities established here include Parseval-type identity, Mellin integral, \( \mathbf{H} \)-transform and Borel-Džrbashjan transform of the \( \mathcal{M} \)-transform. Also, convolution and inversion formulas are given.
Theorem 3.1 (Parseval-type identity). Let \( f \) and \( g \) satisfy the condition \((2.1)\). Then,

\[
\int_0^\infty \frac{f(\omega \tau)}{(\tau^m + \omega^m)^\rho_1} \mathcal{M}_{\rho_2, m}[g(x)](\tau, \nu, \omega) d\tau = \int_0^\infty \frac{g(\omega x)}{(x^m + \omega^m)^\rho_2} \mathcal{M}_{\rho_1, m}[f(\tau)](x, \nu, \omega) dx. \tag{3.1}
\]

where \( \rho_i \in \mathbb{C} \), \( \text{Re} \rho_i > 0 \), \( i = 1, 2 \), \( m \in \mathbb{N} \) and \( u, v \in \mathbb{C} \), and \( \omega \in \mathbb{R}^+ \)

Proof. Using \((1.1)\) and applying the Fubini’s theorem, give

\[
\int_0^\infty \frac{f(\omega \tau)e^{-v/\tau}}{(\tau^m + \omega^m)^\rho_1} \mathcal{M}_{\rho_2, m}[g(x)](\tau, \nu, \omega) d\tau = \int_0^\infty \frac{g(\omega x)e^{-v/x}}{(x^m + \omega^m)^\rho_2} \mathcal{M}_{\rho_1, m}[f(\tau)](x, \nu, \omega) dx.
\]

Which completes the proof of Theorem 3.1. \(\square\)

Remark 3.1. Setting \( \rho_1 = \rho_2 = v = 0 \) in \((3.1)\), leads to the Parseval-type identity for the natural transform \((1.4)\) (See [9, 21])

\[
\int_0^\infty f(\omega \tau)\mathcal{N}[g(x)](\tau, \omega) d\tau = \int_0^\infty g(\omega x)\mathcal{N}[f(\tau)](x, \omega) dx. \tag{3.2}
\]

Moreover, if we set \( \omega = 1 \) in \((3.2)\), then we get the Parseval-type identity for the Laplace transform

\[
\int_0^\infty f(\tau)\mathcal{L}[g(x)](\tau) d\tau = \int_0^\infty g(x)\mathcal{L}[f(\tau)](x) dx.
\]

Applying the argument used in proving Theorem 3.1, we can prove the following result.

Theorem 3.2. Let \( f \) and \( g \) satisfy the condition \((2.1)\). Then,

\[
\int_0^\infty \frac{f(\omega \tau)e^{-u/\tau}}{(\tau^m + \omega^m)^\rho_1} \mathcal{M}_{\rho_2, m}[g(x)](u, \tau, \omega) d\tau = \int_0^\infty \frac{g(\omega x)e^{-u/x}}{(x^m + \omega^m)^\rho_2} \mathcal{M}_{\rho_1, m}[f(\tau)](u + \frac{1}{x}, 0, \omega) dx. \tag{3.3}
\]

Next, we obtain identities providing the relationships between the \( \mathcal{M} \)-transform \((1.1)\) and some well-known integral transforms.
Theorem 3.3. Let \( f \) and \( g \) satisfy the condition (2.1). Then,
\[
\int_0^\infty f(\omega u)M_{\rho,m}[e^{-ax}g(x)](u\omega, v, \omega)du = M_{\rho,m}[g(x)N[f(x)](x, \omega)](a\omega, v, \omega), \quad a > 0, \tag{3.4}
\]
where \( N \) is the natural transform defined by (1.4).

Proof. Plugging (1.1) into the left-hand side of (3.4), gives
\[
\int_0^\infty f(\omega u)M_{\rho,m}[e^{-ax}g(x)](u\omega, v, \omega)du = \int_0^\infty f(\omega u)\int_0^\infty \frac{e^{-uax-v/x}}{(x^m + \omega^m)^p}e^{-ax}g(x)dxdu
\]
\[
= \int_0^\infty \frac{e^{-uax-v/x}}{(x^m + \omega^m)^p}g(x)\int_0^\infty e^{-uax}f(\omega u)dudx
\]
\[
= \int_0^\infty \frac{e^{-uax-v/x}}{(x^m + \omega^m)^p}g(x)N[f(u)](\omega x)d\omega
\]
\[
= M_{\rho,m}[g(x)N[f(u)](x, \omega)](a\omega, v, \omega).
\]

\[\square\]

Corollary 3.1. Let \( f \) and \( g \) satisfy the condition (2.1). Then,
\[
\int_0^\infty f(\omega u)M_{\rho,m}[e^{-ax}g(x)](u\omega, v, \omega)du = M_{\rho,m}[g(x)\mathcal{L}[f(u)](x)](a\omega, v, \omega), \quad a > 0, \tag{3.5}
\]
where \( \mathcal{L} \) is the Laplace transform defined by (1.6).

Corollary 3.2. Let \( f \) satisfy the condition (2.1). Then,
\[
\mathfrak{M}[M_{\rho,m}[e^{-ax}f(x)](u\omega, v, \omega), u \rightarrow z] = \Gamma(z)M_{\rho,m}[x^{-z}f(x)](a\omega, v, \omega), \quad a > 0, \tag{3.6}
\]
where \( \mathfrak{M} \) is the Mellin transform defined by (1.15).

Proof. It is clear that
\[
\mathfrak{M}[M_{\rho,m}[e^{-ax}f(x)](u\omega, v, \omega), u \rightarrow z] = \int_0^\infty u^{-1}M_{\rho,m}[e^{-ax}f(x)](u\omega, v, \omega)du
\]
\[
= \int_0^\infty u^{-1}\int_0^\infty \frac{e^{-uax-v/x}}{(x^m + \omega^m)^p}e^{-ax}f(\omega x)dxd\omega
\]
\[
= \int_0^\infty \frac{e^{-uax-v/x}}{(x^m + \omega^m)^p}f(\omega x)\int_0^\infty u^{-1}e^{-uax}dxd\omega
\]
\[
= \Gamma(z)\int_0^\infty \frac{e^{-uax-v/x}}{(x^m + \omega^m)^p}f(\omega x)(\omega x)z d\omega
\]
\[
= \Gamma(z)M_{\rho,m}[f(x)](a\omega, v, \omega).
\]

\[\square\]
Corollary 3.3. Let $g$ satisfy the condition \([2.1]\). Then, for the positive real numbers $a, \nu$ and $\mu$ we have

$$
\mathcal{B}_{\nu,\mu}\left[\mathcal{M}_{\rho,m}[e^{-ax}g(x)](u,\nu,\omega)\right](a,\nu,\omega)
= \omega^{\mu-1}M_{\rho,m}\left\{\frac{g(x)}{x^{\nu}}H_{1,1}^{1,1}\left[\frac{\omega}{x} \left| \begin{array}{c} \nu - 1 \\ \nu \end{array} \right. \left(0,1\right) \right] \right\}(\nu,\omega), \tag{3.7}
$$

where $\mathcal{B}$ is the Borel-Dzrbashjan transform defined by \([1.1]\).

Proof. From \((1.1)\) and \((1.11)\), one gets

$$
\mathcal{B}_{\nu,\mu}\left[\mathcal{M}_{\rho,m}[e^{-ax}g(x)](u,\nu,\omega)\right](a,\nu,\omega)
= \nu^{\nu-1}\int_{0}^{\infty} e^{-\omega^{\nu}x^{\nu}} u^{\nu-1} M_{\rho,m}[e^{-ax}g(x)](u,\nu,\omega)du. \tag{3.8}
$$

Operating \((3.4)\) on the function $f(x) = \nu x^{\nu-1}e^{-x^{\nu}}$, then

$$
\nu^{\nu-1}\int_{0}^{\infty} e^{-\omega^{\nu}x^{\nu}} u^{\nu-1} M_{\rho,m}[e^{-ax}g(x)](u,\nu,\omega)du
= M_{\rho,m} \left[ g(x)N\left[ue^{u^{\nu-1}}(x,\omega) \right] (a,\nu,\omega). \tag{3.9}
$$

Here,

$$
N\left[ue^{u^{\nu-1}}(x,\omega) \right] (x,\omega) = \nu^{\nu-1}\int_{0}^{\infty} u^{\nu-1}e^{-u^{\nu}\omega^{\nu}}du
= \nu^{\nu-1}\mathcal{L}\left[u^{\nu-1}e^{-u^{\nu}\omega^{\nu}} \right] (x)
= \nu^{\nu-1}H_{1,1}^{1,1}\left[\frac{\omega^{\nu}}{x^{\nu}} \left| \begin{array}{c} \nu \nu - 1 \\ \nu \nu - 1 \end{array} \right. \left(0,1\right) \right],
$$

where \([29]\) p. 39, Eq(2.3.12) and p.47, Eq(2.5.25) are used. Thus, \((3.8)\) reduces the required result \((3.7)\).

Corollary 3.4. Let $f$ satisfy the condition \([2.1]\). Then, the following identity holds true.

$$
\mathcal{H} \left[M_{\rho,m}\left[e^{-ax}f(x)\right] (u,\nu,\omega)\right](v,\nu,\omega)
= M_{\rho,m} \left[ \frac{f(x)}{x} H_{r+1,s}^{m,n+1}\left[\frac{\omega}{x} \left| \begin{array}{c} \alpha_i, 0 \\ \beta_j, 0 \end{array} \right. \left(0,1\right) \right] \right](a,\nu,\omega), \tag{3.10}
$$

where $\mathcal{H}$ is the integral transform defined by \([1.12]\).
Thus, (3.11) can be rewritten as the targeted form (3.10).

According to [29, p.45, Eq. (2.5.16)], we have

\[
\text{Proof.} \quad \text{From (1.1) and (1.12) we have}
\]

\[
\text{Thus, we can define the following}
\]

\[
\text{Here, the substitution}
\]

\[
\text{It is clear that (3.11) can be rewritten as the targeted form (3.10).} \]

Next, we are going to obtain a convolution formula for the \( M \)-tranform. Let the functions \( f(x) \) and \( g(x) \) satisfy condition (2.1). If \( F(u, v, \omega) \) and \( G(u, v, \omega) \) are the \( M_{p,m} \)-images of the functions \( f(x) \) and \( g(x) \), respectively, then

\[
F(u, v, \omega)G(u, v, \omega) = \int_0^\infty \int_0^\infty \frac{f(\omega t)}{(m + \omega t)^p} \frac{g(\omega x)}{(x + \omega t)^p} e^{-u(t+x)} e^{-\frac{v}{\omega}x} dt dx
\]

\[
= \int_0^\infty \int_x^\infty \frac{f(\omega(y - x))}{(y - x)^m + \omega y} \frac{g(\omega x)}{(x + \omega y)^p} e^{-uy} e^{-\frac{v}{\omega}x} dy dx,
\]

Here, the substitution \( y = x + t \) is used. Moreover, by changing the order of the integration, the last double integral equals

\[
\int_0^\infty e^{-uy} \int_y^\infty \frac{f(\omega(y - x))e^{-\frac{v}{\omega}x}}{(y - x)^m + \omega y} \frac{g(\omega x)e^{-\frac{v}{\omega}x}}{(x + \omega y)^p} dxdy
\]

\[
= \int_0^\infty \frac{e^{-uy}e^{-v/y}}{(y + \omega y)^p} \left[ (y^m + \omega y)^p e^{-\frac{v}{\omega}y} \int_0^y \frac{f(\omega(y - x))e^{-\frac{v}{\omega}x}}{(y - x)^m + \omega y} \frac{g(\omega x)e^{-\frac{v}{\omega}x}}{(x + \omega y)^p} dx \right] dy.
\]

Thus, we can define the following \( M_{p,m} \)-convolution.

\[
(f \ast_M g)(x) = \left[ \left( \frac{x}{\omega} \right)^m + \omega^m \right]^{1/p} e^{\omega x} x \frac{f(x - \omega t)}{(\frac{x}{\omega} - \omega t)^m + \omega^m} \frac{g(\omega t)e^{-\frac{v}{\omega}t}}{(x + \omega y)^p} dt. \quad (3.12)
\]

It is clear that \( (f \ast_M g)(x) = (g \ast_M f)(x) \). Furthermore, the following result holds true.
Theorem 3.4. Let the functions \( f(x) \) and \( g(x) \) satisfy condition (2.1). If \( F(u, v, \omega) \) and \( G(u, v, \omega) \) are the \( \mathcal{M}_{\rho,m} \)-images of the functions \( f(x) \) and \( g(x) \), respectively, then

\[
F(u, v, \omega)G(u, v, \omega) = \mathcal{M}_{\rho,m}[(f *_{\mathcal{M}} g)(x)](u, v, \omega). \tag{3.13}
\]

Next, an inversion formula for the \( \mathcal{M} \)-transform (1.1) will be obtained by using the duality relation (1.7). The inverse Laplace transform is defined (See, [8, 9]) as

\[
\mathcal{L}^{-1}[F(s)](x) = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} e^{sx} F(s) ds, \quad \alpha > 0. \tag{3.14}
\]

Theorem 3.5 (Inversion Formula). The inversion of the \( \mathcal{M} \)-transform (1.1) is given by

\[
f(x) = \left( \frac{x^m}{\omega^m} + \omega^m \right)^{\rho} e^{\omega v/t} \mathcal{L}^{-1}[\mathcal{M}_{\rho,m}[f(t)](u, v, \omega)] \left( \frac{x}{\omega^m}, \omega, v \right), \tag{3.15}
\]

provided that the involved integrals absolutely converge.

Proof. Let

\[
F(x; v, \omega) = \frac{f(\omega x)e^{-v/x}}{(x^m + \omega^m)^{\rho}}, \quad x > 0, \tag{3.16}
\]

where \( v \in \mathbb{C} \), with \( \text{Re} \, v > 0 \), and \( \omega > 0 \).

It is clear that under the condition (2.1), \( F \) is well-defined function. Substituting (3.16) in (1.1), gives

\[
\mathcal{M}_{\rho,m}[f(x)](u, v, \omega) = \mathcal{L}[F(x, v, \omega)](u).
\]

Here, the variables \( v, \omega \) of the \( \mathcal{M} \)-transform are considered as parameters. Operating the Laplace-inversion formula, yields

\[
\mathcal{L}^{-1}[\mathcal{M}_{\rho,m}[f(x)](u, v, \omega)] = F(x, v, \omega).
\]

By replacing \( x \) with \( x/\omega \) and using (3.16), the required result (3.15) follows directly. \( \square \)

4 Applications

Here, we discuss two illustrative examples to show the applicability of the new \( \mathcal{M} \)-transform.

Example 4.1 (First order initial boundary value problem).

\[
\begin{align*}
    w_t + w_x &= p(t, \omega)e^{-v/\omega}r(t, x), \quad t > 0, \quad x > 0, \tag{4.1} \\
    w(0, x, \omega) &= \omega \phi(\omega), \quad x \geq 0, \tag{4.2} \\
    w(t, 0, \omega) &= 0, \quad t \geq 0. \tag{4.3}
\end{align*}
\]
where
\[ 0 < p(t, \omega) := \left( \frac{t^m}{\omega^m} + \omega^m \right)^{-\rho}, \quad \omega > 0, \ t \geq 0, \ m \in \mathbb{N}_0 = \{0, 1, 2, \ldots\}, \]
and \( r(t, x) \) and \( \phi(\omega) \) are given functions. Here, \( v \) and \( \omega \) are taken as parameters. Equation (4.1) can be rewritten as
\[ e^{t \omega / \omega^m} w_t - e^{t \omega / \omega^m} w_x = r(t, x), \ t > 0, \ x > 0. \] (4.4)

Applying the \( \mathcal{M} \)-transform (1.1) to (4.4), and using the duality relation (1.5) of the \( \mathcal{M} \)-transform with the natural transform, give
\[ \hat{w}_x + \frac{u}{\omega} \hat{w} = F(x), \] (4.6)
where
\[ F(x) = \mathcal{M}_{\rho, m}[r(t, x)](u, x, v, \omega) + \phi(\omega). \] (4.7)

Transforming the boundary condition (4.3), gives
\[ \hat{w}(u, 0, v, \omega) = 0, \ u \geq 0. \] (4.8)

The solution to problem (4.6), (4.8) is
\[ \hat{w}(u, x, v, \omega) = e^{-\frac{x}{\omega}} \int_0^x F(y) e^{\frac{x}{\omega} y} dy. \]

Now, applying the inverse natural transform and using (4.7), give
\[ w(t, x, v, \omega) = \mathcal{N}^{-1} \left[ e^{-\frac{x}{\omega}} \int_0^x e^{\frac{x}{\omega} y} \mathcal{M}_{\rho, m}[r(t, x)](u, y, v, \omega) dy \right] \]
\[ + \mathcal{N}^{-1} \left[ e^{-\frac{x}{\omega}} \phi(\omega) \int_0^x e^{\frac{x}{\omega} y} dy \right] \]
\[ = \mathcal{N}^{-1} \left[ e^{-\frac{x}{\omega}} \int_0^x e^{\frac{x}{\omega} y} \mathcal{M}_{\rho, m}[r(t, x)](u, y, v, \omega) dy \right] \]
\[ + \omega \phi(\omega) \mathcal{N}^{-1} \left[ \frac{1}{u} (1 - e^{-\frac{x}{\omega}}) \right] \]
\[ = \mathcal{N}^{-1} \left[ e^{-\frac{x}{\omega}} \int_0^x e^{\frac{x}{\omega} y} \mathcal{M}_{\rho, m}[r(t, x)](u, y, v, \omega) dy \right] \]
\[ + \omega \phi(\omega) [\theta(t) - \theta(t - x)], \] (4.9)
where \( \theta(t) \) is the Heaviside function defined as
\[ \theta(t) = \begin{cases} 1; & t > 0, \\ 0; & t < 0. \end{cases} \]
**Remark 4.1.** *In case, \( v = 0 \) the formula 4.9 recovers the solution to problem 4.1 - 4.3 obtained via the Srivastava-Luo-Raina transform in [24].*

**Example 4.2** *(Heat flow with sources and homogeneous boundary conditions)*. Here we consider the following initial boundary value problem

\[
\frac{\partial \varphi}{\partial t} = \frac{\partial^2 \varphi}{\partial x^2} + (t^m + 1)^{\rho} e^{-v/t} r(x,t), \quad x \in (0, \pi), \quad t > 0,
\]

\[
\varphi(x, 0) = f(x), \quad x \in [0, \pi],
\]

\[
\varphi(0, t) = 0, \quad \varphi(\pi, t) = 0, \quad t \geq 0,
\]

where \( f(x) \) and \( r(x,t) \) are known functions.

Rewriting the differential equation in (4.10) as

\[
(t^m + 1)^{\rho} e^{-v/t} \frac{\partial \varphi}{\partial t} - (t^m + 1)^{\rho} e^{-v/t} \frac{\partial^2 \varphi}{\partial x^2} = r(x,t), \quad x \in (0, \pi), \quad t > 0.
\]

(4.11)

Applying the \( M_{\rho,m} \)-transform (1.1) to (4.11) and using the duality relation (1.8) with the Laplace transform (when \( \omega = 1 \)), give

\[
\hat{\varphi}_{xx} - u \hat{\varphi}(x,u) = -M_{\rho,m}[r(x,t)](u, v, 1) - f(x), \quad x \in [0, \pi],
\]

(4.12)

where \( \hat{\varphi} \) is the Laplace transform of \( \varphi \). Transferring the boundary data in (4.10), gives

\[
\hat{\varphi}(0, u) = \hat{\varphi}(\pi, u) = 0.
\]

(4.13)

Using the variation of parameters method, one can obtain the solution to the boundary value problem defined by (4.12) and (4.13) as

\[
\hat{\varphi}(x, u) = - \frac{1}{\sqrt{u}} \int_0^x \frac{\sinh \sqrt{ux} \sinh \sqrt{u}(\pi - y) - \sinh \sqrt{u}\pi \sinh \sqrt{u}(x - y)}{\sinh \sqrt{u}\pi} G(y)dy
\]

\[- \frac{1}{\sqrt{u}} \int_x^\pi \frac{\sinh \sqrt{ux} \sinh \sqrt{u}(\pi - y)}{\sinh \sqrt{u}\pi} G(y)dy,
\]

(4.14)

where

\[
G(x) = -M_{\rho,m}[r(x,t)] - f(x)
\]

\[
= -L \left[ \frac{e^{-v/t} r(x,t)}{(t^m + 1)^{\rho}} \right](u) - f(x), \quad x \in [0, \pi].
\]

(4.15)

Here, the duality relation (1.7) is used.

Since,

\[
\Delta(u) := \frac{\sinh \sqrt{ux} \sinh \sqrt{u}(\pi - y)}{\sqrt{u} \sinh \sqrt{u}\pi} = O(1) \text{ as } u \to 0,
\]
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then, \( \Delta(u) \) and hence \( \hat{\varphi}(x, u) \) have simple poles at \( u_k = -k^2 \) for all \( k = 1, 2, \ldots \). Therefore,

\[
\mathcal{L}^{-1} \left[ \sinh \sqrt{u} x \sinh \sqrt{u} (\pi - y) \right] = \Theta(x, t; y),
\]

(4.16)

with

\[
\Theta(x, t; y) = \frac{2}{\pi} \sum_{k=1}^{\infty} (-1)^{k+1} e^{-k^2 t} \sin kx \sin ky.
\]

(4.17)

In view of (4.15), (4.16) and (4.17), (4.14) can be rewritten as

\[
\hat{\varphi}(x, u) = -\int_{0}^{\pi} \mathcal{L}[\Theta(x, t; y)] \mathcal{L} \left[ \frac{e^{-v/\sqrt{u}r(y, t)}}{(tm + 1)^{\rho}} \right] dy - \int_{0}^{\pi} \mathcal{L} [\Theta(x, t; y)] f(y) dy.
\]

(4.18)

By the Laplace convolution theorem, the inverse Laplace transform of (4.18) is

\[
\varphi(x, t) = -\int_{0}^{\pi} \int_{0}^{t} \Theta(x, t - \zeta; y) \frac{e^{-v/\sqrt{u}r(y, \zeta)}}{(\zeta m + 1)^{\rho}} d\zeta dy - \int_{0}^{\pi} \Theta(x, t; y) f(y) dy.
\]

(4.19)

Substituting from (4.17) into (4.19), gives

\[
\varphi(x, t) = \frac{2}{\pi} \sum_{k=1}^{\infty} (-1)^{k} \left( \int_{0}^{\pi} \int_{0}^{t} e^{k^2 \zeta - v/\sqrt{u} r(y, \zeta)} \sin kyd\zeta dy \right) e^{-k^2 t} \sin kx
\]

\[
+ \frac{2}{\pi} \sum_{k=1}^{\infty} (-1)^{k} \left( \int_{0}^{\pi} \sin ky f(y) dy \right) e^{-k^2 t} \sin kx,
\]

(4.20)

that is the solution to Problem (4.10).

In particular, if \( r(x, t) = e^{-t} \sin 3x, \ x \in [0, \pi], \ t \geq 0 \), we find

\[
\varphi(x, t) = \frac{2}{\pi} \sum_{k=1}^{\infty} (-1)^{k} \left( \int_{0}^{\pi} \int_{0}^{t} e^{k^2 \zeta - v/\sqrt{u} r(y, \zeta)} \sin 3y \sin kyd\zeta dy \right) e^{-k^2 t} \sin kx
\]

\[
+ \frac{2}{\pi} \sum_{k=1}^{\infty} (-1)^{k} \left( \int_{0}^{\pi} \sin ky f(y) dy \right) e^{-k^2 t} \sin kx.
\]

Since,

\[
\int_{0}^{\pi} \sin 3y \sin kyd\zeta = \begin{cases} \frac{\pi}{2}, & k = 3 \\ 0, & k \neq 3, \end{cases}
\]

then

\[
\varphi(x, t) = -\left( \int_{0}^{t} \frac{e^{k^2 \zeta - v/\sqrt{u} r}}{(\zeta m + 1)^{\rho}} d\zeta \right) e^{-9t} \sin kx
\]

\[
+ \frac{2}{\pi} \sum_{k=1}^{\infty} (-1)^{k} \left( \int_{0}^{\pi} \sin ky f(y) dy \right) e^{-k^2 t} \sin kx.
\]

(4.21)

**Remark 4.2.** • Formula (4.21) recovers the solution to Problem (4.10), when \( v = 0 \) and \( r(x, t) = e^{-t} \sin 3x, \) obtained via the Srivastava-Luo-Raina integral transform method in [1].

• Formula (4.21) recovers the solution to problem (4.10), when \( \rho = 0, \ v = 0 \) and \( r(x, t) = e^{-t} \sin 3x, \) obtained via the Eigenfunction expansion method in [31].
5 Conclusion

In this article a new integral transform is introduced, which depends on a number of parameters so that it covers many known integral transforms as its special cases. In Section 2, duality relations of the new transform with well-known transforms, such as the Laplace transform, the natural transform and the Srivastava-Luo-Riana transform have been shown, some examples have been discussed. Also, an extended $H$-function has been defined. Integral identities involving the new transform, well-known integral transforms and special functions are established in Section 3. These identities include Parseval-type identity, Mellin integrals, $H$-functions and the $H$-transform. Convolution theorem and inversion theorem for the new transform are also established.

The new transform is a precious tool for solving certain initial and boundary value problems with certain variable coefficients. We have shown, in Section 4, that an appropriate choice of the parameters of the new transform helps to eliminate the variable coefficients in the problem. And hence by using the duality relations of the new transform with well-known transforms, such as the Laplace transform and the natural transform, we can proceed to find the solutions.
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