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Abstract: Human expresses their emotions by means of verbal and nonverbal communication. Nonverbal communications are done mainly using facial expression. This paper aims to recognize human emotion using nonverbal communication of human facial expressions. Different mathematical techniques like: principle component analysis (PCA), linear discriminate analysis (LDA) and independent component analysis (ICA) are widely used for human facial expression recognition. This paper applied fusion of PCA and LDA based model for facial video emotion recognition with neural network (NN), fuzzy approach and Ekman’s proposed concept of action units of faces. Moreover, results obtained in linguistic form using action units with fuzzy approach on unknown individual persons for identification of nature of input video and compare with the actual data to validate the model. This paper concludes that developed approach provides 99% accuracy for human facial expression recognition and identification of nature of input video.

Index Terms: Action units, Fuzzy approach, LDA, Neural network, PCA.

I. INTRODUCTION

Currently human communicates in verbal and non-verbal ways. Non-verbal communication includes facial expressions, hand gestures and voice tone to articulate emotion and provide opinion. Though a development of human-computer interfaces that provides system for automated recognition of speech but could not result in to natural interaction. If these emotional inputs recognition capacity available to computers, it would give exact and suitable help to human in ways that fulfill the need and preferences of the user. According to the psychological study the feeling of human can be categorize into 6 standard emotions: fear, happiness, anger, surprise, sadness and disgust [1]. Emotion expressed by face arise through changes in facial muscles and speech tones, that produced by applying the variation in production of speech, play a key role in convey above mentioned emotions and to communicate different feelings[2]. These signals can be identified even they are expressed finely which are processed by the information derived through hearing and visualization. Psychological studies suggest that image information transforms opinion of speech [3] and hence likely to presume that person emotion acuity go after a parallel style. In view of this De Silva et al. designed the experiment in which 18 candidates have to distinguish emotion by means of image and audio information individually from an audio-visual catalogue recorded from two objects [4]. He proved that certain feelings like sadness and fear are superior recognized with audio and rest like anger and happiness are through video. Many systems have discovered for automatic recognition of emotion using expression of faces [5],[6],[7],[8], or speech to identify human emotional states, however less works are done towards the recognition of emotion using both modalities [9]. Here implementation of fusion approaches is done in terms of fuzzy evaluations of the overall scenario and analyze and recognize four human emotions like anger, happiness, neutral state and sadness, using a database which is pre-recorded[10].

II. PCA+LDA BASED MODEL FOR SINGLE PERSON VIDEO EMOTION RECOGNITION USING FUZZY SETS

A model for Human’s facial expression recognition is presented here in figure 1.

Fig. 1 Model for emotion recognition with fuzzy approach

It is done through modified fuzzy grade sheets. Modified fuzzy grade sheet is an array containing three columns and n rows, where n is total number of criterion. Here different facial expressions like Happy, Sad, Angry and Neutral etc. as criterion are considered. The method which is followed in evaluation process and used to evaluate person’s emotion using facial expression is Fuzzy Evaluation Method. The procedure for emotion recognition using this model is described with following levels. In level 1 given video sequence is divided in sequence of face images at regular time interval. Here each face image is divided in three parts called Upper Face, Middle face and Lower face [11]. At level 2, recognition of action units is done for each part of human face using PCA+LDA+NN method [12]. For recognition
using PCA, \( k \) eigen vectors corresponding to \( k \) largest eigen values of scatter matrix \( S = \sum_{i}(X_i - \bar{X})(X_i - \bar{X})^T \), where \( \bar{X} \) is average face among all face images \( X_i \) taken and neural network is used for classification. For LDA first scatter matrix is computed and PCA is implemented for dimensionality reduction. Then Non-singular scatter matrices \( S_W \) (within class scatter) and \( S_B \) (between class scatter) are calculated. 

\[
S_B = \sum_{i}N_i(CA_i - \bar{C})(CA_i - \bar{C})^T \quad \text{and} \quad S_W = \sum_{i}N_i(X_i - CA_i)(X_i - CA_i)^T
\]

where number of dissimilar classes is \( C \), number of images for each class \( i \) is \( N_i \), face image of faces in class \( i \) is \( CA_i \), face image in class \( i \) are \( X_i \), and \( \bar{X} \) is the average face image for all images in the dataset and then feature vectors calculated \([13][14]\). Again classification is done using neural network. Then score-based strategy is used for fusion of PCA and LDA \([12]\). At level 3 considerations of Upper face, middle face and lower face as criterion C1, C2 and C3 are done. Presume there are five satisfaction levels to appraise the Human’s facial expression Very good, good, normal, bad and very bad, where five satisfaction levels and its corresponding degrees of satisfaction are given in Table 1.

### Table 1. Satisfaction Level with Amount of Satisfaction

| Satisfaction Level(Xi) | Range of Degree of satisfaction | Maximum value for Degree of satisfaction(F(Xi)) |
|------------------------|---------------------------------|-----------------------------------------------|
| Very Bad               | 0 to 0.19                       | 0.19                                          |
| Normal                 | 0.2 to 0.39                     | 0.39                                          |
| Good                   | 0.4 to 0.59                     | 0.59                                          |
| Very Good              | 0.8 to 1.0                      | 1                                             |

Let \( X \) be a set of satisfaction levels, \( X = \{ \text{Very good(V G), good(G), normal(N), bad(B), very bad(VB)} \} \) and let \( F \) be a mapping function which maps a satisfaction level to the maximum degree of satisfaction of the corresponding satisfaction level, where \( F : X \rightarrow [0; 1] \). It can be seen that \( F(\text{very good}) = 1.00 \) (i.e. \( F(V G) = 1.00 \)), \( F(\text{good}) = 0.79 \) (i.e. \( F(G) = 0.79 \)), \( F(\text{normal}) = 0.59 \) (i.e. \( F(N) = 0.59 \)), \( F(\text{bad}) = 0.39 \) (i.e. \( F(B) = 0.39 \)), \( F(\text{very bad}) = 0.19 \) (i.e. \( F(VB) = 0.19 \)). At level 4, number of recognized images in each criterion is transformed into normalized values which lie in limit of 0 to 1. For each normalized value, number of images is divided by number of all images to attain the normalized value. For further evaluation, obtained normalized value will be the input value. At level 4 Construction is done for chart of the Fuzzy Membership Function. To execute fuzzification process the chart of membership function is developed. Using triangular membership function fuzzy membership value is obtained by mapping normalized value into chart of membership function. Obtained membership value will signify level of satisfaction. This paper intends five satisfaction levels which were given in Table 1. The measure of satisfaction represents limit of number of images for each satisfaction stage. The highest amount of gratification symbolized by \( F(X_i) \) portray a mapping function for equivalent gratification level, where \( F(X_i) \) lies in 0 and 1. \( F(X_i) \) denotes a mapping function which represents greatest quantity of satisfaction for the same satisfaction level. Here triangular membership

\[
\begin{align*}
&\mu(X) = \begin{cases} 
0; & x < a, \\
\frac{x-a}{a-b}; & a \leq x \leq b, \\
\frac{c-x}{c-b}; & b \leq x \leq c, \\
0; & x > c,
\end{cases} \\
&\text{function is } \mu_a(x) = \begin{cases} 
0; & x < a, \\
\frac{x-a}{a-b}; & a \leq x \leq b, \\
\frac{c-x}{c-b}; & b \leq x \leq c, \\
0; & x > c,
\end{cases}
\end{align*}
\]

At level 5 calculations for final value of emotion is done. The final value for \( k^{th} \) emotion denoted by \( T(S_k) \) is evaluated as

\[
T(S_k) = \frac{w_1y_1 + w_2y_2 + \ldots + w_Ny_N}{y_1 + y_2 + \ldots + y_N}
\]

where \( D(C_i) \) is amount of satisfaction, where \( y_i \in [0,1] \), for \( i = 1, 2, 3, ..., 9 \) is quantity of membership value for each satisfaction level and \( w_i \) is total weightage of \( i^{th} \) criteria for \( i = 1, 2, 3, ..., n \). The result obtained is put into the fuzzy grade sheet in the appropriate columns. Fuzzy model is applied once PCA+LDA+NN based model with facial action coding system \([15]\) identify emotion for single person video emotion analysis.

### III. EXPERIMENTAL ANALYSIS FOR EXPRESSION RECOGNITION USING FUZZY APPROACH

In this paper implementation of PCA+LDA based Model for single person video emotion recognition using fuzzy sets is implemented. For this video of single persons of 22 minutes is taken in which different expressions of person are measured. First given video is converted in to sequence of images by using Matlab. Here input video is converted to sequence of images at an interval of 2 minutes and hence 11 images within given time period are obtained including image at time \( t = 0 \). After getting these 11 images john viola algorithm for face detection is used to obtain face images. This step will identify all faces from given image and then cropping and resizing techniques are applied for getting facial image. Then normalization techniques like gamma correction, histogram equalization are implemented for enhancement of facial image. Once normalization process is complete each face image is divided in three different portions called lower, middle and upper as Lower face, Middle face and Upper face as directed in figure 2. Here for each image there will be three images. Hence at particular time instance three images are obtained. First consider only upper face images at all-time instances. Principle features are extracted by using principle component analysis (PCA) and linear discriminate analysis (LDA). Along with PCA and LDA neural network is used for classification purpose. For upper face image principle components using PCA and LDA are obtained. Then neural network is used for classification of upper face image in any one of the class like Happy, Angry, Sad or neutral. Same procedure is applied for middle face image and lower face image for recognition of different facial expressions. For recognition, facial action coding system is used \([15]\). For single person image each portion is classified using

| Table 2. Normalized Values of Criteria |
|---------------------------------------|
| Criteri | Total no of Images | Recognized images | Normalize d value |
| C1      | m1                | r1                | m1/r1            |
| C2      | m2                | r2                | m2/r2            |
| C3      | m3                | r3                | m3/r3            |
| C4      | m4                | r4                | m4/r4            |
| :      | :                 | :                 | :                |
| Cn      | m_n               | r_n               | m_n/r_n          |
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PCA+LDA+NN method. Hence resulting three answers are classified using fuzzy based model. Here score based technique is used for recognition of expression at particular time. Fuzzy based model is used for linguistic classification of nature of given human face video. When video of person 1 is passed, it is divided in sequence of images at an interval of 2 minutes. Each image is divided in three parts called Upper face, Middle face and lower face. We consider these three as criterion C1, C2 and C3. Table 3 shows emotion recognition of face images at different time instances for lower, middle and upper face. At next step number of recognized images is converted into normalized values discussed earlier and it is given in table 4.

### Table 3. Recognition of face images at different time

| Time       | Lower | Middle | Upper |
|------------|-------|--------|-------|
|            | Happy | Saed   | Neutr | Happy | Saed   | Neutr | Happy | Saed   | Neutr |
| Multi      | 0     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| of 2 min   | 0     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 1          | 0     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 2          | 0     | 0      | 1     | 1     | 0      | 0     | 1     | 0      | 0     |
| 3          | 0     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 4          | 0     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 5          | 0     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 6          | 0     | 1      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 7          | 1     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 8          | 1     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 9          | 1     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |
| 10         | 1     | 0      | 0     | 1     | 0      | 0     | 1     | 0      | 0     |

### Table 4. Fuzzy grade sheet for overall fuzzy values

| Emotion | Criteria          | Total no. of images | Recognize Images | Normalize Value |
|---------|-------------------|---------------------|------------------|-----------------|
| Happy   | Upper face(C1)    | 11                  | 6                | 0.55            |
|         | Middle face (C2)  | 11                  | 6                | 0.55            |
|         | Lower face(C3)    | 11                  | 5                | 0.46            |
| Sad     | Upper face(C1)    | 11                  | 3                | 0.27            |
|         | Middle face (C2)  | 11                  | 3                | 0.27            |
|         | Lower face(C3)    | 11                  | 3                | 0.27            |
| Angry   | Upper face(C1)    | 11                  | 0                | 0               |
|         | Middle face (C2)  | 11                  | 1                | 0.09            |
|         | Lower face(C3)    | 11                  | 1                | 0.09            |
| Surprise| Upper face(C1)    | 11                  | 2                | 0.18            |
|         | Middle face (C2)  | 11                  | 1                | 0.09            |

### Construction of fuzzy membership function:

For implementation of fuzzification process, triangular membership function is developed. This paper propose proposes five satisfaction levels which are shown as follows:

\[
\mu_1(v_B)(x) = \begin{cases} 
0; & x < 0, \\
1; & 0 \leq x \leq 0.2, \\
\frac{0.4-0.2}{0.4-0.2}; & 0.2 \leq x \leq 0.4, \\
\frac{x-0.6}{0.6}; & 0.4 \leq x \leq 0.6, \\
x; & x > 0.6, 
\end{cases}
\]

\[
\mu_2(v_B)(x) = \begin{cases} 
0; & x < 0.2, \\
\frac{x-0.2}{0.4-0.2}; & 0.2 \leq x \leq 0.4, \\
\frac{0.6-x}{0.6}; & 0.4 \leq x \leq 0.6, \\
0; & x > 0.6, 
\end{cases}
\]

\[
\mu_3(v_B)(x) = \begin{cases} 
0; & x < 0, \\
\frac{x-0.4}{0.6-0.4}; & 0.4 \leq x \leq 0.6, \\
\frac{0.8-x}{0.8-0.6}; & 0.6 \leq x \leq 0.8, \\
x; & x > 0.8, 
\end{cases}
\]

\[
\mu_4(v_B)(x) = \begin{cases} 
0; & x < 0.6, \\
\frac{0.8-x}{0.8-0.6}; & 0.6 \leq x \leq 0.8, \\
1 - x; & 0.8 \leq x \leq 1, \\
x; & x > 1, 
\end{cases}
\]

\[
\mu_5(v_B)(x) = \begin{cases} 
0; & x < 0.8, \\
\frac{x-0.8}{1-0.8}; & 0.8 \leq x \leq 1.0, \\
1; & x > 1
\end{cases}
\]

**Fig. 2 Triangular fuzzy membership function**

**Fig. 3 Face Image division in three parts (UF, MF, LF)**

Based on triangular fuzzy membership function we can see the degree of gratification of normal and good signify the quantity of membership \( y_i \) and \( y_j \) respectively. The amount of Degree of satisfaction for happy criteria

\[
D(C_1) = 0.3 \times 0.4 + 0.7 \times 0.6 = 0.54
\]

Same way \( D(C_2) \) and \( D(C_3) \) are calculated. Similarly, degree of satisfaction for all emotion namely sad, angry and neutral. Here we have considered weightage of upper face \( w_1 = 0.25 \), middle face
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\[ w_2 = 0.25 \text{ and lower face } w_3 = 0.5 \text{ and final value for emotion happy is calculated as: } \]
\[ T(\text{Happy}) = \frac{0.25 \times 0.54 + 25 \times 0.54 + 50 \times 0.45}{25 + 25 + 50} = 0.495 \]

Similarly, final values for other emotions can be calculated which is mention in table 5.

### Table 5. Results from fuzzy model.

| Emotion | Criteria          | Very Bad (V) | Bad (B) | Normal (N) | Good (G) | Very Good (VG) | Degree of Satisfaction (DCU) | Final Value |
|---------|-------------------|--------------|---------|------------|----------|----------------|-------------------------------|-------------|
| Happy   | Upper face (C1)   | 0            | 0.3     | 0.7        | 0        | 0              | 0.54                          | 0.494       |
|         | (C2)              |              |         |            |          |                |                               |             |
|         | Lower face (C1)   | 0            | 0.3     | 0.7        | 0        | 0              | 0.54                          | 0.495       |
|         | (C2)              |              |         |            |          |                |                               |             |
| Sad     | Upper face (C1)   | 0.65         | 0.35    | 0          | 0        | 0              | 0.26                          | 0.26        |
|         | (C2)              |              |         |            |          |                |                               |             |
|         | Lower face (C1)   | 0.65         | 0.35    | 0          | 0        | 0              | 0.26                          | 0.26        |
|         | (C2)              |              |         |            |          |                |                               |             |
| Angry   | Upper face (C1)   | 1            | 0       | 0          | 0        | 0              | 0.19                          | 0.19        |
|         | (C2)              |              |         |            |          |                |                               |             |
|         | Lower face (C1)   | 1            | 0       | 0          | 0        | 0              | 0.19                          | 0.19        |
|         | (C2)              |              |         |            |          |                |                               |             |
| Surprised | Upper face (C1) | 1            | 0       | 0          | 0        | 0              | 0.19                          | 0.19        |
|         | (C2)              |              |         |            |          |                |                               |             |
|         | Lower face (C1)   | 1            | 0       | 0          | 0        | 0              | 0.19                          | 0.19        |
|         | (C2)              |              |         |            |          |                |                               |             |

### IV. RESULTS

Fuzzy logic has been recognized as an effective tool to deal with the vagueness involved in the data. This paper finds emotion level in each of individual using PCA+LDA method with classification using neural network with fuzzification process. The results obtained by method of PCA+LDA using neural network and facial action coding system with fuzzy model are shown as follows.

1. For happy emotion final value is 0.495 which can be interpreted in linguistic form as “it is normal at 0.475 and bad at 0.525.
2. For angry emotion final value is 0.26 which can be interpreted in linguistic form as “it is very bad at 1.0.
3. For sad emotion final value is 0.19 which can be interpreted in linguistic form as “it is very bad at 1.0.
4. For neutral emotion final value is 0.19 which can be interpreted in linguistic form as “it is very bad at 1.0.

In this fuzzy evaluation model, fuzzy membership values are used for computation, which are in range of 0 to 1 and therefore the results gained from this method in are the range of 0 to 1 only. These values are converted in percentages for adaptation. Thus the first emotion (Happy) of 0.495 becomes 49.50% percentage after the conversion. It can be concluded that given video is classifying in happy, bad with 52.5% and normal at 47.5%.

### V. CONCLUSION

From this paper it can be concluded that PCA+LDA base method with classification using neural network along with facial action coding system and fuzzy based method gives 99% accuracy for human facial expression recognition and identification of nature of input video. It gives reliable results with real time data.
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