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Can native competence be achieved in a second language? Here, we focus on the Language Distance Hypothesis that claims that early and proficient bilinguals can achieve native competence for grammatical properties shared by their two languages, whereas unshared grammatical properties pose a challenge for native-like syntactic processing. We present a novel behavioral and Event-Related Potential (ERP) study where early and proficient bilinguals behave native-like in their second language when processing (a) argument structure alternations in intransitive sentences involving agent vs. patient subjects and (b) subject verb agreement, both of which are grammatical properties shared by their two languages of these bilinguals. Compared to native Basque bilinguals (L2Spanish) on the same tasks, non-natives elicited similar sentence processing measures: (a) in the acceptability task they reacted faster and more accurately to unaccusative sentences than to unergatives and to person than number violations: (b) they generated a larger P600 for agreement violations in unaccusative sentences than unergatives; (c) they generated larger negativity and positivity effects for person than for number violations. Previous studies on Basque-Spanish bilinguals find that early and proficient non-natives display effects distinct from natives in both languages when processing grammatical properties where Basque and Spanish diverge, such as argument alignment (ergative/nominative) or word order type (OV/VO), but they perform native-like for shared properties such as subject agreement and word meaning. We contend that language distance, that is, the degree of similarity of the languages of the bilingual is a crucial factor that deserves further and detailed attention to advance our understanding of when and how bilinguals can go native in a second language.
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INTRODUCTION

Can non-native speakers attain native-like competence in grammatical processing? Research carried out throughout the last decades has identified key factors to take into account when studying non-native syntactic processing, namely age of acquisition (AoA), proficiency, similarity between L1 and L2 and active use of the language (Caffarra et al., 2015; Hartshorne et al., 2018; Brice et al., 2019).

In second language acquisition, syntax is reported to be harder to acquire than other aspects of language (Ojima et al., 2005; Kotz, 2009; Vandenbergh, 2019). It has also been shown that AoA and the level of proficiency play a big role in attaining native-like performance
Weber-Fox and Neville (1996, for instance, used ERPs to test Chinese-English adult bilinguals exposed to English at different age during the life span (1–3, 4–6, 7–10, 11–13, and after 16 years of age) and asked the participants to read sentences containing syntactic and semantic anomalies. Results revealed significant AoA effects for syntactic processing (phrase structure, specificity and subjacency constraints), that is, in comparison to English monolinguals, behavioral and electrophysiological measures of Chinese-English bilinguals were affected by a delay in L2 exposure as short as 1–3 years. By contrast, regarding semantic anomalies, only subjects exposed to English after 11–13 years showed differences as compared to natives. Wartenburger et al. (2003), in turn, used the fMRI method to test the effects of AoA and proficiency in three groups of Italian-German bilinguals who learned their L2 at different ages and had different proficiency levels (early AoA (= at birth), high proficiency group; late AoA (>6 years), high proficiency group and late AoA (>6 years), low proficiency group). Participants read sentences in their L1 and L2 containing syntactic (gender, number or case disagreement) and semantic anomalies (i.e., “The deer shoots the hunter”). Results revealed that differences in the fMRI pattern reported for the syntactic task were due to the delay in AoA, while the pattern of brain activity for semantic judgment depended on the level of proficiency, supporting the findings of Weber-Fox and Neville (1996).

On the other hand, several studies affirm that high proficiency L2 speakers can attain native-like performance (Friederici et al., 2002; Rossi et al., 2006; Hernandez et al., 2007; Kotz et al., 2008) regardless of their late AoA, thus challenging the Critical Period Hypothesis (Lenneberg, 1967). Friederici et al. (2002) used ERP measures to test adult German learners (AoA = 24.1 years) of an artificial language and showed a similar ERP pattern to that reported for native speakers of German on a similar task in natural language. According to the authors, these results indicate that a language learned late can be processed in a native-like way. Similarly, Rossi et al. (2006) showed that high-proficiency late L2 Italian-German and German-Italian learners (AoA > 10 years) display the same ERP components as native speakers when processing word category and subject-verb agreement syntactic violations, suggesting that with a high proficiency L2 learners can show native-like responses regardless of the late AoA.

Finally, some studies report differences between native and non-natives regarding certain syntactic phenomena but not others (Zawiszewski et al., 2011; Foucart and Frenck-Mestre, 2012; Erdocia et al., 2014; Diaz et al., 2016; Zawiszewski and Laka, 2020). Zawiszewski et al. (2011), Diaz et al. (2016), and Zawiszewski and Laka (2020) examined the processing of case morphology and Erdocia et al. (2014) the processing of word order comparing native and non-native speakers of Basque (L1Spanish) and found that non-natives, despite an early AoA and high competence in their L2 did not process these two aspects of Basque grammar like natives. Since case alignment and basic word order are two main grammatical features that Basque and Spanish do not share (Basque is ergative and OV, Spanish is nominative and VO), they concluded that linguistic distance, that is, the degree of similarity of the bilingual's grammars was a relevant factor in final attainment in second language processing.

These different sets of findings reported in the L2 processing literature have been accounted by many theoretical proposals. Some posit that L2 acquisition strongly depends on the L1 and thus the results can be interpreted in terms of a positive or negative transfer (i.e., The Unified Model of Language Acquisition, Hernandez et al., 2005; MacWhinney, 2005). Schwartz and Sprouse (1996) also suggest that L2 acquisition hinges on the features available in the L1 (the Full Transfer/Full Access model) and this view is also compatible with the Interpretability Hypothesis (Tsimpi and Dimitrakopoulou, 2007), which posits that only interpretable features are accessible to the L2 learners while the uninterpretable ones are subject to critical period constraints and, consequently, inaccessible to L2 learners. The possibility of syntactic information being shared between both languages has been also suggested by Hartsuiker et al. (2004) (Shared Syntax Account): it suggests that grammatical rules that are the same in L1 and L2 are represented once. In other words, L2 learners would rely on their L1 whenever using a grammatical structure present in the two languages (see also Zawiszewski and Laka, 2020, for similar assumptions). Conversely, Clahsen and Feler (2006) put forward the Shallow Structure Hypothesis and suggest that late L2 learners are not able to process syntax in a native-like way and have to rely to a large extent on semantic/pragmatic information (see also Steinhauer et al., 2009 for a discussion).

THE PRESENT STUDY

The present study sought to examine the processing of intransitive predicates in Basque by early and proficient L1Spanish—L2Basque bilinguals. To this purpose, we used grammatical and ungrammatical person and number agreement manipulations and compared the results to those previously reported by Martinez de la Hidalga et al. (2019) for natives.

The distinction between intransitives whose sole argument is an agent (unergatives) and intransitives whose sole argument is a theme (unaccusatives) is a general property of grammars [Unaccusative Hypothesis (UH), Perlmutter, 1978], and both Basque and Spanish differentiate these two types of predicates. More precisely, the UH claims that unaccusative involve more complex derivations than unergatives because themes are promoted to subjects or undergo movement and leave a trace (Burzio, 1986), whereas agents are born as subjects. Importantly, some authors propose for the unaccusative verbs in Basque the same derivation as stated by the UH (Ortiz de Urbina, 1989), while others claim no need for the extra derivational step (Laka, 2006a,b; Levin, 1983). More complex derivations are usually related to a greater processing cost (longer reading or reaction times, larger ERP signatures) as compared to less complex structures (i.e., Matzke et al., 2002). Consequently, larger processing cost is expected for unaccusatives in comparison to unergatives. Subject agreement is also a shared property between Basque and Spanish, and both grammars represent it by means of person and number features. Unaccusative verbs have been
found to be harder to learn than unergatives for second language learners at initial stages (Yuan, 1999; Oshita, 2001; Montrul, 2005; *inter alia*). Oshita (2001) for instance, put forth the Unaccusative Trap Hypothesis (UTH), arguing that L2 learners assume at first all intransitive predicates to be unergatives. As proficiency increases, however, learners notice that unaccusatives function differently and start making differences between the two predicates, and at higher levels of proficiency they are found to perform native-like regarding this linguistic dimension.

In a previous study carried out in Basque, Martinez de la Hidalga et al. (2019) investigated Basque-Spanish bilinguals in order to test the UH hypothesis and phi-feature processing. Results revealed that in the acceptability task the participant reacted faster and more accurately to unaccussative sentences than to unergatives and to person than number violations and they generated a larger P600 for agreement violations in unaccusative sentences than in unergatives. Furthermore, they generated larger negativity and positivity effects for person than for number violations. Overall, the results revealed greater processing costs for unergatives than for unaccusatives and the authors interpreted these findings as evidence providing support for different structural representations of both types of predicates. However, the prediction of higher processing cost for unaccusatives than for unergatives was not confirmed, supporting the idea of an inherent rather than structural nature of case in Basque (Levin, 1983; Laka, 2006a,b). Regarding agreement features, native speakers processed person and number features separately, the person being far more salient than the number (see Carminati, 2005; Zawiszewski et al., 2016; Mancini, 2018, for more information on the processing of person and number features).

**Hypotheses and Predictions**

Our working hypothesis is the Language Distance Hypothesis (LDH, after Zawiszewski and Laka, 2020): no differences are expected for processing traits of L2 that are present in L1, whereas even at an early AoA and high proficiency in L2, native vs. non-native differences will arise in the processing grammatical properties of L2 not present in L1. Previous studies in Basque investigating ergative case morphology (Díaz et al., 2011; Zawiszewski et al., 2011; Zawiszewski and Laka, 2020) and word order processing (Erdoca et al., 2014) in native and early and highly proficient Spanish-Basque bilinguals found differences between both populations, attributed by the authors to the diverging grammatical characteristics of Basque and Spanish.

In the present study, the experimental manipulations involve grammatical traits shared by both Basque and Spanish, namely the distinction between unaccusative vs. unergative predicates, and person vs. number features in subject-verb agreement. However, despite the fact that both Basque and Spanish distinguish between unaccusative and unergative predicates, in Basque agents bear an ergative case marking and themes are morphologically unmarked. In contrast, in Spanish all subjects are morphologically indistinguishable.

We tentatively hypothesize that, given the early AoA and high proficiency of the non-native speakers under study, a similar pattern of results to that reported in Martinez de la Hidalga et al. (2019) will emerge: (a) faster and more accurate responses to unaccusative sentences than to unergative ones and to person violations than number violations in the acceptability task; (b) a general N400–P600 pattern as an ERP response to verb agreement violations, unaccusative violations generated a larger positivity as compared to unergatives and person feature violations generated a larger negativity as compared to number feature violations in the early time window; and (c) person violations in the unergative condition generated a larger positivity as compared to number violations, and larger positivity obtained for number violations in the unaccusative condition as compared to number violations in the unergative condition in the late time window (P600 effect). The predictions made by the LDH are also compatible with the Shared Syntax account (Hartsuiker et al., 2004).

**Participants**

In this experiment 26 early and highly proficient non-native speakers of Basque, whose L1 was Spanish\(^1\) took part in the experiment (five males; mean age 20.5 years, $SD = 2.67$; AoA = 3.31 years, $SD = 1.3$). Data from two participants were excluded as a result of excessive eye movements and other artifacts. All participants were schooled in Basque from early childhood and were therefore highly proficient in Basque (see Table 1 for details) as revealed by the fact that 21 participants had a certified C1 level in Basque and the remaining 3 were completing their undergraduate degree in Basque.

**MATERIALS AND METHODS**

416 sentences distributed in four lists (256 experimental and 160 fillers) were created. The materials were organized according to the manipulations used in the experiment (2 $\times$ 2 $\times$ 2 design): predicate type (unaccusative vs. unergative), feature (person and number), and grammaticality (grammatical and ungrammatical) (see Table 2). For person conditions 2nd person was used in the grammatical condition and for 1st person was used in the ungrammatical manipulation. For number conditions, the design used in Mancini et al. (2011) was followed: 3rd singular vs. plural manipulations. The critical words were the auxiliary verbs, always preceded by the main verbs and followed by three words all verbs were controlled for length and frequency.

**Procedure**

Personal computers (Windows 7 operating system) and Presentation software (version 16.3) were used to present the stimuli on screen. Before the experiment started, participants were told about the EEG procedure and seated comfortably in a quiet room in front of a 24 inch monitor. The experiment was conducted in the Experimental Linguistics Laboratory at the University of the Basque Country (UPV/EHU) in Vitoria-Gasteiz. Participants conducted an acceptability judgment task, were both accuracy and reaction times were recorded. Sentences were displayed in the middle of the screen word by word for 350 ms (ISI = 250). A fixation cross (+) indicated the

---

\(^1\)One participant had Catalan as mother tongue; given the typological similarity between Catalan and Spanish, those data were not discarded from the final analysis.
**TABLE 1** The following seven-point scale was applied for measuring the relative use of language: 1 = I speak only Basque, 2 = I speak mostly Basque, 3 = I speak Basque 75% of the time, 4 = I speak Basque and Spanish with similar frequency, 5 = I speak Spanish 75% of the time, 6 = I speak mostly Spanish, 7 = only Spanish.

| Relative use of language | Basque (5.46 (1.02)) | Spanish (6.63 (0.58)) |
|--------------------------|----------------------|-----------------------|
| Before primary school (0–3 years) | 6.54 (0.72) | |
| Primary school (4–12 years) | 2.88 (1.42) | |
| School | 6.54 (0.72) | |
| Home | 5.86 (1.08) | |
| Others | 5.92 (0.93) | |
| Secondary school (12–18 years) | 3.58 (1.07) | |
| School | 6.42 (0.5) | |
| Home | 6.67 (0.48) | |
| Others | 5.92 (0.93) | |
| At time of testing | 4.5 (1.69) | |
| University/work | 6.63 (0.59) | |
| School | 6.54 (0.72) | |
| Home | 2.88 (1.42) | |
| Others | 3.58 (1.07) | |

**TABLE 2** Experimental conditions with examples of experimental materials.

| Predicate type | Feature | Grammaticality | Sentence examples |
|----------------|---------|----------------|-------------------|
| Unaccusative   | Person  | Grammatical    | 1. Zu gaur goizean bueltatu zara Bilbotik. you-ABS today morning.in returned 2SG.ABS-be Bilbao-from "You have come back from Bilbao this morning." |
|                |         | Ungrammatical  | 2. Zu gaur goizean bueltatu naiz Bilbotik. you-ABS today morning.in returned 1SG.ABS-be Bilbao-from |
| Number         | Grammatical | 3. Hura gaur goizean bueltatu da Bilbotik. 3.SG-ABS today morning.in returned 3SG.ABS-be Bilbao-from |
| Unergative     | Person  | Grammatical    | 4. Hura gaur goizean bueltatu dira Bilbotik. 3.SG-ABS today morning.in returned 3PL.ABS-be Bilbao-from |
|                |         | Ungrammatical  | 5. Zuk goizean biziki sufritu duzu aurkezpenaen. you-ERG morning a.lot suffered have-2SG.ERG presentation-the-at "You have suffered a lot this morning at the presentation." |
| Number         | Grammatical | 6. Zuk goizean biziki sufritu dut aurkezpenaen. you-ERG morning a.lot suffered have-1SG.ERG presentation-the-at "You have suffered a lot this morning at the presentation." |
|                |         | Ungrammatical  | 7. Hark goizean biziki sufritu du aurkezpenaen. 3.SG-ERG morning a.lot suffered have-3SG.ERG presentation-the-at |
|                |         | Ungrammatical  | 8. Hark goizean biziki sufritu dut aurkezpenaen. 3.SG-ERG morning a.lot suffered have-3PL.ERG presentation-the-at |

*stands for ungrammatical sentences.
Data Analysis
For the data analysis four types of subject agreement violations were compared: unaccusative person violations (zar “be.2SG” vs. *naiz “be.1SG”); conditions 1 vs. 2 in Table 1, respectively); unaccusative number violations (duna “be.3SG” vs. *dira “be.3PL”); conditions 3 vs. 4 in Table 1, respectively); unergative person violations (dunu “have.2SG” vs. *dut “have.1SG”); conditions 5 vs. 6 in Table 1, respectively); unergative number violations (du “have.3SG” vs. *dute “have.3PL”); conditions 7 vs. 8 in Table 1, respectively).

For the ERP measures, segments were created from 200 ms before and 1,000 ms after the onset of the critical words (the auxiliary) in the sentences. The trials associated with each sentence type were averaged for each participant. The EEG 200 ms prior to the onset was also used as a baseline for all sentence type comparisons.

Three hundred to four hundred milliseconds and four hundred to seven hundred milliseconds temporal windows were selected for statistical analysis in all conditions based on the literature and visual inspection of the data. After the stimuli were recorded and averaged, analyses of variance (ANOVA) were carried out in nine regions of interest that were computed out of 27 electrodes: lateral electrodes: left frontal (F7, F3, FC5), left central (T7, FP5, C3), left parietal (P7, P3, O1), right frontal (F4, F8, FC6), right central (C4, FP6, T8), and right parietal (P8, P4, O2); midline electrodes: frontal (Fp1, Fz, Fp2), central (FC1, Cz, FC2), and parietal (CP1, Pz, CP2). Repeated-measures ANOVAs were conducted in all experimental manipulations and trials (correctly and incorrectly judged trials) for each window of time using five within-subjects factors: grammaticality (2 levels: grammatical, ungrammatical), type (2 levels: unaccusative, unergative), feature (2 levels: person, number) hemisphere (2 levels: left, right), and region (3 levels: frontal, central and parietal). Midline (frontal, central, and parietal) electrodes were analyzed independently. Whenever the sphericity of variance was violated (Greenhouse and Geisser, 1959) correction was applied to all the data with greater than one degree of freedom in the numerator. Finally, further statistical comparisons were carried out (split by the grammaticality condition) whenever we found a statistically significant interaction. We only consider effects for the type, feature, hemisphere or region factors when there is an interaction with grammaticality.

For the behavioral results, error rates and response latencies of all the trials repeated measures ANOVAs were performed with grammaticality (two levels: grammatical, ungrammatical), type (two levels: unaccusative, unergative) and feature (two levels: person, number) conditions as within-subject factors. Subsequent comparisons (by subject and by item) were carried out whenever a grammatical interaction was significant.

RESULTS

Behavioral Results
Here, results concerning the acceptability task and reaction times are presented. Participants were very accurate in the acceptability task (mean accuracy of 91.84%, SDE = 1.3), as was to be expected given their high proficiency in Basque (see Figure 1).

Regarding acceptability judgment errors, the analysis showed a marginally significant GRAMMATICALITY effect in the analysis by item [F1(1, 23) = 1.8, p = 0.193; F2(1, 253) = 3.03, p = 0.083] revealing higher accuracy for the ungrammatical sentences as compared to the grammatical ones (92.74% vs. 90.95%). The analysis of accuracy also revealed a main FEATURE effect [F1(1, 23) = 23.4, p < 0.001; F2(1, 253) = 24.62, p < 0.001] indicating that participants were more accurate with conditions containing person feature (94.04%) compared to conditions containing number feature (89.65%).

The GRAMMATICALITY*FEATURE interaction turned out to be statistically significant as well [F1(1, 23) = 5.34, p = 0.03; F2(1, 253) = 3.22, p = 0.074]. The analyses by grammaticality factor showed that participants were significantly less accurate with grammatical person (92.45%) than with ungrammatical person (95.63%) [F1(1, 23) = 5.97, p = 0.023; F2(1, 253) = 7.63, p = 0.006], whereas there were no differences between grammatical number (89.46%) and ungrammatical number (89.85%) [F1(1, 23) = 0.06, p = 0.81; F2(1, 253) = 0.01, p = 913]. The analyses by feature factor showed that participants were more accurate with grammatical person (92.45%) than with ungrammatical person (89.46%) [F1(1, 23) = 6.31, p = 0.02; F2(1, 253) = 5.74, p = 0.017], and they were significantly more accurate with ungrammatical person (95.63%) than with ungrammatical number (89.85%) [F1(1, 23) = 35.2, p < 0.001; F2(1, 253) = 23.56, p < 0.001].

Finally, a triple TYPE*GRAMMATICALITY*FEATURE was significant in the analysis by subject [F1(1, 23) = 8.09, p = 0.009; F2(1, 253) = 2.77, p = 0.097]. The analyses by grammaticality factor showed that in unaccusatives grammatical person condition (94.54%) did not differ from ungrammatical person condition (95.16%) [F1(1, 23) = 0.19, p = 0.667], and neither did grammatical and ungrammatical number (89.98% vs. 90.37%) [F1(1, 23) = 0.07, p = 0.788]. In the unergative conditions participants were significantly more accurate with sentences containing ungrammatical person (96.1%) than with grammatical person (90.37%) [F1(1, 23) = 13.32, p = 0.001], but no differences were found between grammatical (88.93%) and ungrammatical number (89.32%) [F1(1, 23) = 0.03, p = 0.861].

The analyses by type factor revealed participants were more accurate with sentences containing grammatical person feature in unaccusatives (94.54%) than in unergatives (90.37%) [F1(1, 23) = 12.38, p = 0.002], whereas no differences were found between sentences containing ungrammatical person feature in unaccusatives (95.16%) and in unergatives (96.1%) [F1(1, 23) = 0.66, p = 0.423]. With regard to number feature, no differences were found between grammatical unaccusative (89.98%) and (88.93%) unergative predicates, and neither between ungrammatical unaccusative (90.37%) and unergative (89.33%) predicates. Finally, the analyses by feature factor showed that participants were significantly more accurate with grammatical unaccusative sentences containing person feature (94.54%) than with number feature (89.98%) [F1(1, 23) = 15.89, p = 0.001], and similarly ungrammatical unaccusative sentences containing person feature (95.16%) were judged more accurately...
than number feature (90.37%) \(F(1, 23) = 13.65, p = 0.001\).

Regarding unergative predicates, no differences were found between grammatical sentences containing person and number feature \(F(1, 23) = 0.74, p = 0.397\), but ungrammatical sentences containing person feature (96.1%) were judged significantly more accurately than ungrammatical sentences containing number feature (89.33%) \(F(1, 23) = 29.67, p < 0.001\).

Regarding response times (see Figure 2), the analyses revealed a main TYPE effect \(F(1, 23) = 16.41, p = 0.001; F(2, 253) = 4.21, p = 0.041\) indicating participants reacted faster to unaccusative predicates (668.37 ms) than to unergative predicates (707.25 ms). A main GRAMMATICALITY effect \(F(1, 23) = 71.51, p < 0.001; F(2, 253) = 207.2, p < 0.001\) revealed that participants were significantly faster reacting to ungrammatical sentences (597.93 ms) compared to their grammatical counterparts (777.68 ms). A FEATURE effect \(F(1, 23) = 11.16, p = 0.003; F(2, 253) = 9.61, p = 0.002\) revealed that participants were significantly faster responding to sentences containing person feature (665.47 ms) than number feature (710.15 ms).

**ERP Results**

After the baseline correction, epochs with artifacts were rejected, which resulted in the exclusion of approximately 6.91% \((SD = 2.43)\) of the trials. Similarly to the procedure reported in Martinez de la Hidalga et al. (2019), 300–400 ms. time window was selected for an early time window and a 400–700 ms. time window was chosen as a late time window.

Regarding the early time window (300–400 ms), the analysis of the lateral electrodes revealed a main GRAMMATICALITY effect \(F(1, 23) = 18.92, p < 0.001\) indicating a larger negativity for the ungrammatical conditions as compared to the grammatical ones (2.04 µV vs. 2.03 µV). In addition, a significant main effect of FEATURE emerged \(F(1, 23) = 13.47, p = 0.001\), indicating that overall person feature generated a larger positivity as compared to number feature (1.44 µV vs. 0.61 µV).

A significant TYPE×GRAMMATICALITY interaction was found \(F(1, 23) = 9.34, p = 0.006\). Further analysis (by grammaticality) showed a significantly larger positivity for the ungrammatical unaccusative condition (2.35 µV) in comparison to the grammatical one \(-0.18 \text{ µV}\) \(F(1, 23) = 64.23, p < 0.001\) and a larger positivity for the ungrammatical unergative condition (1.83 µV) in comparison to the grammatical unergative condition (0.12 µV) \(F(1, 23) = 35.3, p < 0.001\). The comparison by type revealed no differences between the grammatical unaccusative \(-0.18 \text{ µV}\) and unergative (0.12 µV) conditions \(F(1, 23) = 1.21, p = 0.282\) and no differences emerged for ungrammatical unaccusative manipulations (2.32 µV) in
FIGURE 2 | Mean reaction times (ms) and standard deviation error (SDE) of non-native speakers of Basque.
Finally, a triple TYPE*GRAMMATICALITY*FEATURE interaction turned out to be significant \([F(1, 46) = 9.28, p = 0.004; F(2, 252) = 5.72, p = 0.017]\). The analyses by grammaticality factor showed that participants were accurate when performing the task with grammatical and ungrammatical unaccusatives containing person feature (94.01% vs. 95.36%) \([F(1, 46) = 2.32, p = 0.134]\), and similarly with unaccusatives containing number feature (89.72% vs. 91.93%) \([F(1, 46) = 2.14, p = 0.15]\). In the unergative conditions participants were significantly more accurate with sentences containing ungrammatical person (96.1%) than with grammatical person (91.21%) \([F(1, 46) = 15.93, p < 0.001]\), but no differences were found between grammatical (89.72%) and ungrammatical number (90.24%) \([F(1, 46) = 0.13, p = 0.716]\). The analyses by type factor revealed that participants were more accurate with sentences containing grammatical person feature in unaccusatives (94.01%) than in unergatives (91.21%) \([F(1, 46) = 9.41, p = 0.004]\), whereas no differences were found between sentences containing ungrammatical person feature in unaccusatives (95.36%) and in unergatives (96.1%) \([F(1, 46) = 1.11, p = 0.296]\). With regard to number feature, no differences were found between grammatical unaccusative (89.72%) and ungrammatical unaccusative (89.72%) and unergative predicates \([F(1, 46) < 0.01, p = 1]\), and neither between ungrammatical unaccusatives (91.93%) in contrast to ungrammatical unergative (90.24%) predicates \([F(1, 46) = 2.16, p = 0.148]\). Finally, the analyses by
feature factor showed that participants were significantly more accurate with grammatical unaccusative sentences containing person feature (94.01%) than with number feature (89.72%) \([F(1, 46) = 22.79, p < 0.001]\), and similarly ungrammatical unaccusative sentences containing person feature (95.36%) were judged more accurately than number feature (91.93%) \([F(1, 46) = 12.01, p = 0.001]\). Regarding unergative predicates, no differences were found between grammatical sentences containing person (91.21%) and number feature (89.72%) \([F(1, 46) = 2.18, p = 0.147]\), but ungrammatical sentences containing person feature (96.1%) were judged significantly more accurately than sentences containing number feature (90.24%) \([F(1, 46) = 37.89, p < 0.001]\).

The analysis of response times revealed a main TYPE effect \([F_1(1, 46) = 18.21, p < 0.001; F_2(1, 254) = 7.68, p < 0.006]\) indicating that participants reacted faster to unaccusative predicates (637.29 ms) than to unergative predicates (673.08 ms). A main GRAMMATICALITY effect \([F_1(1, 46) = 122.46, p < 0.001; F_2(1, 252) = 453.86, p < 0.001]\) revealed that participants were significantly faster reading ungrammatical sentences (565.16 ms) compared to their grammatical counterparts (745.22 ms). A FEATURE effect \([F_1(1, 46) = 15.48, p < 0.001; F_2(1, 254) = 11.22, p = 0.001]\) revealed that participants were significantly faster reading sentences containing person feature (636.77 ms) than number feature (673.61 ms). A significant TYPE*GRAMMATICALITY interaction emerged \([F_1(1, 46) = 5.04, p = 0.03; F_2(1, 252) = 4.3, p = 0.039]\). The analyses by grammaticality factor showed that participants reacted faster to ungrammatical unaccusatives (557.11 ms) than to grammatical unaccusative (717.47 ms) predicates \([F_1(1, 46) = 88.49, p < 0.001; F_2(1, 252) = 190.11, p < 0.001]\), and similarly participants responded faster to ungrammatical unergatives (573.21 ms) compared to their grammatical counterparts (772.96 ms) \([F_1(1, 46) = 105.37, p < 0.001; F_2(1, 252) = 274.53, p < 0.001]\). The analyses by type factor revealed significant differences between grammatical unaccusative and unergative predicates \([F_1(1, 46) = 16.78, p < 0.001; F_2(1, 252) = 0.02, p = 0.004]\), indicating that participants reacted faster to grammatical unaccusatives (717.47 ms) than to grammatical unergatives (772.96 ms), but no differences were found between ungrammatical unaccusatives (557.11 ms) and ungrammatical unergative predicates (573.21 ms) \([F_1(1, 46) = 2.45, p = 0.124; F_2(1, 252) = 0.77, p = 0.325]\).

Finally, a triple TYPE*GRAMMATICALITY*FEATURE interaction turned out to be marginally significant in the by subject analysis \([F_1(1, 46) = 3.25, p = 0.078; F_2(1, 252) = 3.62, p = 0.058]\). The analyses by grammaticality factor showed that the unaccusative ungrammatical person condition (550.82 ms) was read faster than the grammatical person condition (705.5 ms) \([F_1(1, 46) = 60.54, p < 0.001]\), and similarly for number (563.4 ms vs. 729.44 ms) \([F_1(1, 46) = 54.99, p < 0.001]\). In the unergative conditions participants were significantly faster with sentences containing ungrammatical person (532.75 ms) than with grammatical person (757.99 ms) \([F_1(1, 46) = 109.43, p < 0.001]\), and similarly they were faster with ungrammatical number (613.67 ms) than with grammatical number (787.93 ms) \([F_1(1, 46) = 59.2, p < 0.001]\). The analyses by type factor revealed participants were faster with sentences containing grammatical person feature in unaccusatives (705.5 ms) than in unergatives (757.99 ms) \([F_1(1, 46) = 8.4, p = 0.006]\), whereas no differences emerged between ungrammatical person feature in unaccusatives (550.82 ms) and unergatives (532.75 ms) \([F_1(1, 46) = 1.23, p = 0.273]\). With regard to number feature, participants responded faster to grammatical sentences in unaccusatives (729.44 ms) than in unergatives (787.93 ms) \([F(1,
The ERP Results

Regarding the early time window (300–400 ms), the analysis of the lateral electrodes revealed a main GRAMMATICALITY effect \( F(1, 46) = 103.8, p < 0.001 \) indicating a larger positivity for the ungrammatical conditions as compared to the grammatical ones (2.33 \( \mu \mathrm{V} \) vs. 0.08 \( \mu \mathrm{V} \)). A significant main effect of FEATURE also emerged \( F(1, 46) = 13.4, p = 0.001 \), indicating that overall person feature generated a larger positivity as compared to number feature (1.48 \( \mu \mathrm{V} \) vs. 0.93 \( \mu \mathrm{V} \)).

A significant TYPE*GRAMMATICALITY interaction was found \( F(1, 46) = 6.1, p = 0.017 \). Further analysis (by grammaticality) showed a significantly larger positivity for the ungrammatical unaccusative condition (2.54 \( \mu \mathrm{V} \) in comparison to the grammatical number condition (1.24 \( \mu \mathrm{V} \)) in comparison to the ungrammatical unergative condition (1.7 \( \mu \mathrm{V} \)).

Regarding the midline electrodes, a main effect of GRAMMATICALITY showed that overall ungrammatical conditions (2.35 \( \mu \mathrm{V} \)) displayed a larger negativity than grammatical conditions (3.29 \( \mu \mathrm{V} \)) \( F(1, 46) = 20.43, p < 0.001 \).

A significant TYPE*GRAMMATICALITY interaction \( F(1, 46) = 6.4, p = 0.015 \) showed (by grammaticality factor) that natives revealed a larger negativity for the ungrammatical unaccusative condition (2.46 \( \mu \mathrm{V} \)) than for the grammatical unaccusative condition (3.66 \( \mu \mathrm{V} \)) \( F(1, 46) = 13.5, p < 0.001 \) and also a larger negativity for the ungrammatical unergative condition (2.84 \( \mu \mathrm{V} \)) than for the grammatical unergative condition (3.62 \( \mu \mathrm{V} \)) \( F(1, 46) = 4.48, p = 0.040 \), whereas non-natives only elicited a larger negativity for the ungrammatical unergative condition (1.7 \( \mu \mathrm{V} \)) compared to the grammatical unergative condition (3.07 \( \mu \mathrm{V} \)).

Regarding the late time window (400–700 ms), the analysis of the lateral electrodes revealed a main GRAMMATICALITY effect \( F(1, 46) = 65.39, p < 0.001 \) indicating a larger negativity for the ungrammatical conditions as compared to the grammatical ones (1.24 \( \mu \mathrm{V} \) in comparison to the grammatical one (2.15 \( \mu \mathrm{V} \)).

A significant feature by grammatical interaction was found \( F(1, 46) = 0.2, p = 0.61 \). Further analysis (by grammaticality) showed a significantly larger negativity for the ungrammatical person condition (0.75 \( \mu \mathrm{V} \) in comparison to the grammatical one (1.83 \( \mu \mathrm{V} \)).

### Table 3: Summary of the ERP Results

|                | 300–400 ms | 400–700 ms |
|----------------|------------|------------|
|                | Lateral    | Midline    | Lateral    | Midline    |
| **df**         |            |            |            |            |
| Grammaticality | **18.92**  | **11.13**  | **60.25**  | **59.63**  |
| Type           | **1.19**   | 0.25       | **0.11**   | 0.27       |
| Feature        | 1.26       | **13.47**  | **20.94**  |            |
| Type*Grammatic | **2.67**   | 4.9        | **9.34**   | **13.49**  |
| Type*Feature*Grammatic | 0.2     | 0.09       | 0.88       | 0.48       |
| Grammaticity*Person | **1.23** | **0.36** | **0.21** | 2.04       |
| Grammaticity*Hemisphere | 2.26      |            | 3.7        |            |
| Type*Grammatic*Person | 0.56      |            | 0.01       |            |
| Type*Grammatic*Hemisphere | 3.2      |            | 2.97       |            |
| Type*Feature*Grammatic*Person | 0.14    |            | 1.36       |            |
| Grammaticity*Region | 2.46      | **14.42**  | **24.98**  | **56.36**  |
| Type*Grammatic*Reg | 2.46      | 0.49       | 0.49       | 0.66       |
| Type*Feature*Grammatic*Reg | 0.3      | 0.99       | 0.69       | 0.29       |
| Grammaticity*Person*Reg | 0.43    | 1.2        | 0.71       | 0.21       |
| Type*Grammatic*Person*Reg | 0.7      |            | 1.45       |            |
| Type*Feature*Grammatic*Person*Reg | 0.38     |            | 0.02       |            |
| Type*Feature*Grammatic*Person*Reg | 0.33     |            | 0.05       |            |

Main effects and interactions with grammaticality are shown. Grammaticality, Type (type), Feature (feature), Hemisphere (hemisphere), and Region (region). \( \mu = 0.1, \mu < 0.05, **\mu = 0.01, ***\mu = 0.001 \).
manipulations (2.13 μV) [F(1, 46) = 4.52, p = 0.039]. A significant TYPE*GRAM*REGION [F(2, 46) = 5.82, p = 0.012] interaction also showed a larger positivity for ungrammatical conditions in comparison to grammatical conditions in unaccusatives [frontal: F(1, 46) = 31.78, p < 0.001; central: F(1, 46) = 127.11, p < 0.001; posterior: F(1, 46) = 123.52, p < 0.001] and in unergatives [frontal: F(1, 46) = 27.37, p < 0.001; central: F(1, 46) = 76.9, p < 0.001; posterior: F(1, 46) = 54.44, p < 0.001] in all three regions. The comparison by type revealed no differences between grammatical conditions, but it showed significant differences between ungrammatical unaccusative and ungrammatical unergative conditions in central [F(1, 46) = 5.31, p = 0.026] and posterior [F(1, 46) = 5.2, p = 0.027] electrodes, thus indicating that ungrammatical unaccusatives elicit a larger positivity than ungrammatical unergatives.

Regarding the midline electrodes, a main effect of FEATURE [F(1, 46) = 21.85, p < 0.001] showed that overall person (3.01 μV) displayed a larger positivity than number (2.15 μV). A further main effect of GRAMMATICALITY [F(1, 46) = 120.16, p > 0.001] revealed that overall ungrammatical conditions (4.28 μV) displayed a larger positivity than grammatical conditions (0.87 μV).

A FEATURE*GROUP interaction [F(1, 46) = 6.88, p = 0.012] emerged. The analysis by feature factor revealed no differences between person and number regarding natives [F(1, 46) = 2.1, p = 0.154], but it showed that person elicited a larger positivity than number in non-natives (2.78 μV vs. 1.44 μV) [F(1, 46) = 26.63, p < 0.001]. The t-test showed that there were no group differences regarding person feature (3.23 μV vs. 2.78 μV) [F(1, 46) = 0.46, p = 0.505], but natives elicited a larger positivity than non-natives with regard to number feature (2.86 μV vs. 1.44 μV) [F(1, 46) = 0.02, p = 0.922].

A TYPE*GRAM interaction was also found [F(1, 46) = 6.88, p = 0.012]. Further analysis by grammaticality showed that ungrammatical unaccusatives (4.64 μV) elicited a larger positivity than grammatical unaccusatives (0.8 μV) [F(1, 46) = 112.21, p > 0.001], and similarly ungrammatical unergatives elicited a larger positivity (3.92 μV) than grammatical unergatives (0.94 μV) [F(1, 46) = 81.51, p < 0.001]. Analysis by type showed that there are no differences between grammatical unaccusatives (0.8 μV) and grammatical unergatives (0.94 μV) [F(1, 46) = 0.36, p = 0.55], whereas ungrammatical unaccusatives (4.64 μV) elicited a larger positivity than ungrammatical unergatives (3.92 μV) [F(1, 46) = 7.5, p = 0.009].

A marginally significant TYPE*GRAM*GROUP interaction [F(1, 46) = 4.02, p = 0.051] showed (by grammaticality factor) that both natives and non-natives revealed a larger positivity for the ungrammatical unaccusative condition than for the grammatical unaccusative condition [natives: F(1, 46) = 60.29, p < 0.001; non-natives: F(1, 46) = 50.3, p < 0.001] and also a larger positivity for the ungrammatical unergative condition than for the grammatical unergative condition [natives: F(1, 46) = 69.71, p < 0.001; non-natives: F(1, 46) = 25.21, p < 0.001]. In the analysis by type factor, no differences were found between the grammatical unaccusative and unergative conditions neither in natives [F(1, 46) = 0.62, p = 0.435] nor in non-natives [F(1, 46) = 2.75, p = 0.104], and no differences were found between ungrammatical unaccusative and unergative conditions in natives either [F(1, 46) = 2.16, p = 0.149]. However, in non-natives ungrammatical unaccusatives elicited a larger positivity than ungrammatical unergatives (4.02 μV vs. 3.14 μV) [F(1, 46) = 5.67, p = 0.021]. The t-test revealed that natives elicited a marginally larger positivity than non-natives in the unergative ungrammatical condition (4.71 μV vs. 3.14 μV) [F(1, 46) = 1.98, p = 0.054].

There was also a significant TYPE*FEATURE*GRAM interaction [F(2, 46) = 7.22, p = 0.01]. The analysis by grammaticality factor showed that the positivity elicited by the ungrammatical sentences was significantly larger than that yielded by the grammatical sentences in all the conditions (unaccusative person: F(1, 23) = 75.1, p < 0.001; unaccusative number: F(1, 23) = 100.22, p < 0.001; unergative unaccusative condition (2.13 μV) unergative number: F(1, 23) = 93.01, p < 0.001; unergative number: F(1, 23) = 36.42, p < 0.001). The analysis by type factor revealed no differences across predicate type regarding person feature [grammatical person: F(1, 23) = 1.11, p < 0.298; ungrammatical person: F(1, 23) = 0.05, p = 0.828]. Nevertheless, regarding number feature grammatical unergatives elicited a larger positivity than grammatical unaccusatives (0.83 μV vs. 0.22 μV) [grammatical unergatives: F(1, 23) = 5.81, p = 0.02], and ungrammatical unergatives elicited a larger positivity than grammatical unergatives (4.24 μV vs. 3.29 μV) [F(1, 23) = 8.36, p = 0.006]. Concurrently, the analysis by feature factor showed that person elicited a larger positivity than number feature in the grammatical (1.38 μV vs. 0.22 μV) and ungrammatical (5.05 μV vs. 4.24 μV) unaccusative condition [grammatical: F(1, 23) = 15.07, p < 0.001; ungrammatical: F(1, 23) = 4.92, p = 0.031]. Regarding unergatives, no differences were found between person and number in the grammatical condition [F(1, 23) = 0.34, p = 0.563], but a significant difference was found between person and number in the ungrammatical condition, showing that both natives and non-natives generate a larger positivity when processing ungrammatical person unergatives (4.55μV) than ungrammatical number unergatives (3.3μV) [F(1, 23) = 31.32, p < 0.001].

Finally, a marginally significant GRAM*REGION*GROUP interaction also emerged [F(2, 46) = 3.19, p = 0.056]. The analysis by grammaticality showed that both natives and non-natives elicited a larger positivity in ungrammatical sentences than in their grammatical counterparts in frontal electrodes [natives: F(1, 46) = 34.78, p > 0.001; non-natives: F(1, 46) = 25.49, p > 0.001], central electrodes [natives: F(1, 46) = 70.04, p > 0.001; non-natives: F(1, 46) = 39.1, p > 0.001], and posterior electrodes [natives: F(1, 46) = 94.26, p > 0.001; non-natives: F(1, 46) = 51.57, p > 0.001]. The analysis by group showed that no differences obtained between native and non-natives’ grammatical sentences in frontal electrodes [F(1, 46) = 0.55, p = 0.284], nor central electrodes [F(1, 46) = 0.35, p = 0.523], nor posterior electrodes [F(1, 46) = 0.14, p = 0.484]. Similarly, no differences between native and non-natives obtained in ungrammatical sentences in frontal electrodes [F(1, 46) = 0.44, p = 0.177] and in central electrodes [F(1, 46) = 0.72, p = 0.114], but natives elicited a marginally larger positivity in posterior electrodes compared to...
The present study aimed to examine whether native-like processing can be achieved in a second language when the linguistic features tested are shared by L1 and L2. To this purpose we tested early and high proficient non-native speakers of Basque while processing intransitive predicates (unergatives/unaccusatives) and phi-features (person/number). These results were compared to those previously obtained from native speakers in the same tasks (Martinez de la Hidalga et al., 2019).

Overall, these early and proficient non-native speakers were indistinguishable from natives: (a) in the acceptability task, non-natives were faster and more accurate in the unaccusative condition and in the person violation condition; (b) they displayed a larger positivity for unaccusative violations than for unergative violations; (c) in the unergative condition, they displayed a larger positivity for person than for number feature violations; (d) number violations elicited larger positivity in the unaccusative condition than in the unergative condition.

In Martinez de la Hidalga et al. (2019), we found differences in the processing of unaccusative and unergative predicates, thus supporting the Unaccusative Hypothesis. Nevertheless, we showed that in Basque, contrary to the predictions made by the Unaccusative Hypothesis, unaccusative predicates are not costlier to process than unergative predicates. We thus provided new evidence in support of the view which advocates for no syntactic movement for subjects of unaccusatives in Basque (Laka, 2006a,b; Levin, 1983). Evidence for greater processing costs for unaccusative predicates compared to unergative predicates have been repeatedly found in nominative-accusative languages (Bastiaanse and van Zonneveld, 2005; Friedmann et al., 2008; Koring et al., 2012; Meltzer-Asscher et al., 2015; Dekydtspotter and Seo, 2017; inter alia). One possibility for Spanish bilinguals may have been to show traces of the processing of their native language (nominative-accusative) when processing intransitive predicates in Basque (ergative-absolutive), where no extra processing costs are found for unaccusative predicates. Instead, early and high proficient Spanish-Basque bilinguals processed intransitive predicates as do natives, and displayed measures of greater processing costs for unergatives than for unaccusatives.

Although by and large L2 speakers behaved native-like, their electrophysiological activity revealed a few minor differences: (a) non-natives did not generate a N400 in response to unaccusative violations; (b) the P600 generated by violations in the unergative condition was smaller than that generated by natives; (c) regarding phi-features, non-natives generated smaller negativity for number than for natives.

Regarding (a) a lack of negativity in non-natives has been often reported in the literature (Hagoort et al., 1993; Osterhout et al., 1996; Münte et al., 1997; Hagoort and Brown, 2000; Aleman-Banón and Rothman, 2019; i.a.). According to Hahne (2001) smaller or absent negativity in non-native speakers when detecting ungrammaticality may be due to a reduced degree of automaticity in the activation of processing resources.

Regarding (b) quantitative differences in the P600 have also been reported for non-native speakers and are usually attributed to differences in the frequency of use (Osterhout et al., 2006; Rossi et al., 2006). We cannot discard the possibility that differences in the frequency of use had an effect in the processing of intransitive predicate. This factor shall be taken into consideration in future studies in order to discard this possibility.

### DISCUSSION

The present study aimed to examine whether native-like processing can be achieved in a second language when the linguistic features tested are shared by L1 and L2.

### TABLE 4 | Summary of the ERP results.

|       | 300–400 ms | 400–700 ms |
|-------|------------|------------|
|       | Lateral | Midline | Lateral | Midline |
| df    | F     | F     | F     | F   |
| GROUP | 1.23  | 0.01  | 1.42  | 0.81  | 2.36 |
| GRAM  | 1.23  | **51.43** | **20.43** | **103.8** | **120.61** |
| GRAM*GROUP | 1.23 | 1.79  | 0.06  | 0.47  | 2.18 |
| TYPE  | 1.23  | 0.0  | 0.0   | 0.86  | 2.02 |
| TYPE*GROUP | 1.23 | 0.62  | 0.64  | 1.3   | 0.32 |
| FEAT  | 1.23  | 2.65  | 0.25  | **13.14** | **21.86** |
| FEAT*GROUP | 1.23 | '3.07' | '3.96' | '3.55' | '6.88' |
| TYPE*GRAM | 1.23 | 0.69  | 0.84  | **6.1** | **9.19** |
| TYPE*GRAM*GROUP | 1.23 | 2.26  | 6.4   | 1.62  | 4.02 |
| FEAT*GRAM | 1.23 | '4.5' | 2.21  | 0.06  | 1.17 |
| FEAT*GRAM*GROUP | 1.23 | 1.87  | 0.97  | 0.96  | 0.01 |
| TYPE*FEAT*GRAM | 1.23 | 2.53  | 1.84  | 2.47  | 7.22 |
| TYPE*FEAT*GRAM*GROUP | 1.23 | 0.11  | 0.3   | 1.07  | 0.79 |
| GRAM*HEM | 1.23 | 0.66  | –     | 1.58  | –   |
| GRAM*HEM*GROUP | 1.23 | 1.11  | –     | 1.35  | –   |
| TYPE*GRAM*HEM | 1.23 | 0.83  | –     | 0.74  | –   |
| TYPE*GRAM*HEM*GROUP | 1.23 | '3.41' | –     | 0.96  | –   |
| FEAT*GRAM*HEM | 1.23 | 0.03  | –     | 0.11  | –   |
| FEAT*GRAM*HEM*GROUP | 1.23 | '2.94' | –     | '3.26' | –   |
| TYPE*FEAT*GRAM*HEM | 1.23 | 0.32  | –     | '2.93' | –   |
| TYPE*FEAT*GRAM*HEM*GROUP | 1.23 | 0.0  | –     | 0.0   | –   |
| GRAM*REGION | 2.46 | **10.82** | **13.98** | **41.46** | **77.1** |
| GRAM*REGION*GROUP | 2.46 | 3.13  | 0.48  | 0.34  | '3.19' |
| TYPE*GRAM*REG | 2.46 | 3.03  | 1.28  | '5.82' | 0.91 |
| TYPE*GRAM*REG*GROUP | 2.46 | 0.82  | 0.08  | 2.62  | 0.83 |
| FEAT*GRAM*REG | 2.46 | 1.1  | 2.88  | 1.62  | 0.53 |
| FEAT*GRAM*REG*GROUP | 2.46 | 0.14  | 0.43  | 0.1   | 0.37 |
| TYPE*FEAT*GRAM*REG | 2.46 | 0.3  | 2.05  | 1.38  | 2.4 |
| TYPE*FEAT*GRAM*REG*GROUP | 2.46 | 0.22  | 0.02  | 0.26  | 1.02 |
| GRAM*HEM*REG | 2.46 | '5.15' | –     | 0.7   | –   |
| GRAM*HEM*REG*GROUP | 2.46 | 1.84  | –     | 0.53  | –   |
| TYPE*GRAM*HEM*REG | 2.46 | 0.01  | –     | 0.19  | –   |
| TYPE*GRAM*HEM*REG*GROUP | 2.46 | 0.52  | –     | 0.15  | –   |
| FEAT*GRAM*HEM*REG | 2.46 | 0.27  | –     | 0.3   | –   |
| FEAT*GRAM*HEM*REG*GROUP | 2.46 | 0.23  | –     | 0.62  | –   |
| TYPE*FEAT*GRAM*HEM*REG | 2.46 | 0.03  | –     | 0.73  | –   |
| TYPE*FEAT*GRAM*HEM*REG*G | 2.43 | 0.28  | –     | 0.31  | –   |

Main effects and interactions with grammaticality are shown. Grammatical (grammaticality), TYPE (type), FEAT (feature), HEM (hemisphere) and REG (region), \( p < 0.1 \), \( p < 0.05 \), \( **p < 0.01 \), \( ***p < 0.001 \).

Non-natives (6.82 µV vs. 4.97 µV) \( F(1, 46) = 2.19, p = 0.065 \) (See Table 4 for the summary of the results).
Besides, there is a morphological difference between the native and non-native language: the processing of unergative subject-verb agreement in Basque involves the processing of ergative case, a case marker not existing in Spanish. A speculative explanation for the slight enhancement of the N400 for unergatives and the decrease of the P600 for non-natives could be that non-natives displayed a smaller sensitivity for processing a case marking not present in their native language, compared to unaccusatives, where case is morphologically unmarked.

Finally, regarding (c) phi features, non-natives generated smaller negativity for number than natives. In any case, the effect and tendency to generate larger negativity for person than for number was the same for native and non-native speakers.

To conclude, in the present study we provided evidence that native-like processing is attainable for early and proficient bilinguals whenever the linguistic properties are shared by their two languages, as suggested by the LDH. We, therefore, argue that cross-linguistic similarity is an important factor that deserves further consideration to better understand what drives bilinguals to process a second language native-like.
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