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Abstract. Given a positive integer \( n \), an unlabeled graph \( G \) on \( n \) vertices, and a vertex \( v \) of \( G \), let \( N_G(v) \) be the subgraph of \( G \) induced by vertices of \( G \) of distance at most one from \( v \). We show that there are universal constants \( C, c > 0 \) with the following property. Let the sequence \( \{p_n\}_{n=1}^\infty \) satisfy \( n^{-1/2} \log^C n \leq p_n \leq c \). For each \( n \), let \( \Gamma_n \) be an unlabeled \( (n, p_n) \) Erdős–Rényi graph. Then with probability \( 1 - o_n(1) \), any unlabeled graph \( \Gamma_n \) on \( n \) vertices with \( \{N_{\Gamma_n}(v)\}_v = \{N_G(v)\}_v \) must coincide with \( \Gamma_n \). This establishes \( \Theta(n^{-1/2}) \) as the transition range for the density parameter \( p_n \) between reconstructability and non-reconstructability of Erdős–Rényi graphs from their 1–neighborhoods (that is, the probability that, given parameters \( n, p \), the graph is non-reconstructable tends to one as \( n \to \infty \)).

1. Introduction

The problem of reconstructing a labeled or unlabeled random graph from vertex neighborhoods of a given radius \( r \) was introduced by Mossel and Ross in [18] and has been a subject of very active research since then. This problem can be viewed as an abstract form of the well studied shotgun assembly of DNA, which is the problem of reconstructing DNA sequences by observing a family of short subsequences possibly corrupted by noise (see, in particular, [1] [17] for information theoretical aspects of DNA reconstruction). The problem of graph assembly can be viewed as a question whether the local structure of a graph contains all the information about its global structure. Since its introduction in [18], some specific instances of random graph assembly have been studied in works [2, 5, 11, 16, 19, 20, 21, 9, 10, 12, 14]. The problem is closely related to the famous Graph Reconstruction Conjecture, which states that for any graph \( G \) with at least 3 vertices, \( G \) can be uniquely reconstructed (up to an isomorphism) from the multiset of induced subgraphs of \( G \) obtained by removing a single vertex from \( G \) [15, 4, 22].

Let us give a precise formulation of the problem we are considering here. Given two graphs \( G_1 \) and \( G_2 \) with the vertex set \([n] := \{1, 2, \ldots, n\}\), we say that \( G_1 \) and \( G_2 \) are isomorphic if there is a bijective mapping \( f : [n] \to [n] \) such that for every pair of indices \( i \neq j \) from \([n]\), \( \{i, j\} \) is an edge of \( G_1 \) if and only if \( \{f(i), f(j)\} \) is an edge of \( G_2 \). The isomorphism is an equivalence relation which splits the set of graphs on \([n]\) into equivalence classes. We will refer to an equivalence class with respect to this relation as an unlabeled graph on \( n \) vertices.

Let \( r > 0 \) be a fixed integer. Given an unlabeled graph \( G \) on \( n \) vertices, we define the \( n \)–multiset of vertex \( r \)–neighborhoods of \( G \) as follows. Let \( G' \in G \) be any labeled representative of the equivalence class \( G \). For each vertex \( v \) of \( G' \), we define the \( r \)–neighborhood \( N_{G',r}(v) \) of \( v \) as the subgraph induced by vertices of \( G' \) at distance at most \( r \) from \( v \). We then define the \( n \)–multiset \( \{N_{G,r}(v)\}_v \) of vertex \( r \)–neighborhoods of \( G \) as the multiset of the graph equivalence classes represented by \( N_{G,r}(v) \), \( v = 1, 2, \ldots, n \). Note that the definition is consistent in the sense that it does not depend on the choice of the representative \( G' \). We want to emphasize here that everywhere in this note the term “\( r \)–neighborhood” refers to an induced subgraph rather than just a subset of vertices.

Given an unlabeled graph \( G \) on \( n \) vertices, we say that \( G \) is reconstructable from its \( r \)–neighborhoods if the following holds: whenever \( G \) is an unlabeled graph on \( n \) vertices such that the \( n \)–multisets of vertex \( r \)–neighborhoods of \( G \) and \( \hat{G} \) coincide, we necessarily have \( G = \hat{G} \). Otherwise, we will say that the graph \( G \) is non-reconstructable.

The main goal of this note is to study reconstructability of unlabeled Erdős–Rényi \( G(n, p) \) graphs. We recall that, given parameters \( n \) and \( p \), the \( G(n, p) \) graph on the vertex set \([n]\) is defined by drawing an edge between any given pair of vertices \( v, w \) with probability \( p \), independently from other edges. By the unlabeled \( G(n, p) \) graph we understand the (random) equivalence class of the random labeled \( G(n, p) \) graph on \([n]\). The major question on graph reconstructability is

for which values of \( p \) and \( r \) is the unlabeled \( G(n, p) \) graph reconstructable with high probability?

Below, we focus on the setting \( r = 1 \) (1–neighborhoods). In work [11], Gaudio and Mossel showed that for any constant \( \varepsilon > 0 \) and for any positive sequence \( \{p_n\}_{n=1}^\infty \) satisfying \( n^{-1+\varepsilon} \leq p_n \leq n^{-1/2-\varepsilon} \), the unlabeled \( G(n, p_n) \) graph is asymptotically almost surely (a.a.s) non-reconstructable from its 1–neighborhoods (that is, the probability that the graph is non-reconstructable tends to one as \( n \to \infty \)). In fact, by using a slightly more refined argument,
it is possible to show that $G(n, p_n)$ is a.a.s non-reconstructable whenever $\omega(n^{-1/2} \log n) = p_n = o(n^{-1/2})$, where we use the standard notation $\omega(g)$ to denote a non-negative quantity such that $\frac{\omega(g)}{g} \to \infty$ as $n$ tends to infinity.

**Theorem 1.1** (A slight refinement of [11, Theorem 3]). Let the sequence $(p_n)_{n=1}^{\infty}$ satisfy $p_n = o(n^{-1/2})$ and $p_n = \omega(n^{-1/2})$. Then the unlabeled $G(n, p_n)$ graph is asymptotically almost surely non-reconstructable from its 1–neighborhoods.

For completeness, we give a proof of Theorem 1.1 in Section 6. We remark here that after this manuscript was posted, a further improvement of [11, Theorem 3] was obtained in [14].

On the other hand, using the fingerprinting technique, which relates an edge $\{u, v\}$ of a graph to the induced subgraph on the set of common neighbors of $u$ and $v$ (so the subgraph appears in both 1-neighbors of $u$ and $v$), the authors of [11] showed that for $n^{-1/3+\varepsilon} \leq p_n \leq n^{-\varepsilon}$, the $G(n, p_n)$ graph is a.a.s reconstructable from 1–neighborhoods. Note that the lower bound $n^{-1/3+o(1)}$ does not match the aforementioned range for non-reconstructability established in [11, Theorem 3], and identifying a sharp threshold has remained an open problem. The main result of our paper is the following theorem:

**Theorem 1.2.** There are universal constants $C, c > 0$ with the following property. Let positive sequence $(p_n)_{n=1}^{\infty}$ satisfy $n^{-1/2} \log^{C} n \leq p_n \leq c$ for large $n$. Then the unlabeled $G(n, p_n)$ graph is reconstructable from its 1–neighborhoods with probability $1 - n^{-\omega(1)}$.

Thus, together with the aforementioned refinement of [11, Theorem 3], the theorem establishes $p = \Theta(n^{-1/2})$ as the transition point between reconstructability and non-reconstructability of unlabeled Erdős–Rényi graphs from their 1–neighborhoods. Here, we use the notation $\Theta(\cdot)$ to denote an asymptotically equivalent quantity up to polylog multiples.

Before considering the main challenges and ideas of the proof of Theorem 1.2, let us make a simple “reduction” step which will make the discussion more transparent. For every labeled graph $G$, denote by $V(G)$ its vertex set and by $E(G)$ its edge set. Given two labeled graphs $G, G'$ with $i \in V(G) \cap V(G')$, we say that $G$ and $G'$ are isomorphic with fixed point $i$ if

- The vertex sets $V(G)$ and $V(G')$ have the same size;
- There is a bijection $f : V(G) \to V(G')$ such that $\{f(v), f(w)\} \in E(G')$ if and only if $\{v, w\} \in E(G)$, and such that $f(i) = i$.

It is not difficult to construct an example of two non-isomorphic labeled graphs on a same vertex set such that their respective 1–neighborhoods are isomorphic with fixed point (see Figure 1).

Given two labeled graphs $G, G'$ on a same vertex set, we will write $G = G'$ if the identity map on the vertex set is an isomorphism between $G$ and $G'$. We prove the following

**Theorem 1.3.** There are universal constants $C, c > 0$ with the following property. Let positive sequence $(p_n)_{n=1}^{\infty}$ satisfy $n^{-1/2} \log^{C} n \leq p_n \leq c$ for large $n$, and for each $n$, let $\Gamma_n$ be the (labeled) Erdős–Rényi $G(n, p_n)$ graph on $\{1, 2, \ldots, n\}$. Then with probability $1 - n^{-\omega(1)}$, for every labeled graph $\hat{\Gamma}_n$ on $\{1, 2, \ldots, n\}$ such that 1-neighborhoods $N_{\Gamma_n, 1}(i)$ and $N_{\hat{\Gamma}_n, 1}(i)$ are isomorphic with fixed point $i$ for all $i = 1, 2, \ldots, n$, we have $\Gamma_n = \hat{\Gamma}_n$.

It can be easily verified that Theorem 1.3 implies Theorem 1.2 for completeness, we provide an argument at the end of Section 6. In fact, in the opposite direction, Theorem 1.2 implies Theorem 1.3 via a simple union bound estimate. We only highlight the proof idea. An application of Theorem 1.2 yields that with probability $1 - n^{-\omega(1)}$, every graph $\hat{\Gamma}_n$, satisfying the conditions on the 1–neighborhoods from Theorem 1.3 must be isomorphic to $\Gamma_n$. On the other hand, it can be verified via the union bound argument that with probability at least $1 - n^{-\omega(1)}$, any pair of 1-neighborhoods of $\Gamma_n$ are not isomorphic. Thus, necessarily $\Gamma_n = \hat{\Gamma}_n$ with probability $1 - n^{-\omega(1)}$.

The proof of the reconstructability of the $G(n, p_n)$ Erdős–Rényi graph in the regime $n^{-\varepsilon} \geq p_n \geq n^{-1/3+\varepsilon}$ in the work [11] is based on the observation that with a high probability, given two adjacent vertices $v, w$ of the graph, the intersection of their 1–neighborhoods is a subgraph with a “rich enough” edge set. This richness allows to distinguish adjacent pairs from non-adjacent pairs using a polynomial time algorithm [10]. Under a weaker assumption

\footnote{Although the computational complexity of the reconstruction procedure is not explicitly analyzed in [11], the polynomial time complexity can be verified immediately by applying the main result from [10]. Indeed, it is easy to check that the induced subgraph $G_{v, w}$ of $G(n, p_n)$ on the set of common neighbors of any fixed pair of vertices $v, w$ has a vertex set $V(G_{v, w})$ of size $\Theta(p_n^2)$ with probability $1 - n^{-\omega(1)}$. On the other hand, conditioned on $|V(G_{v, w})| = m$ for any $m = \Theta(p_n^2)$, $G_{v, w}$ is (conditionally) Erdős–Rényi with parameters $m, p_n$, which, in the regime $p_n \geq n^{-1/3+\varepsilon}$, satisfy $p_n = \omega(\frac{\log^4 m}{m})$. According to the main result of [10], this implies that with probability $1 - n^{-\omega(1)}$ one can define a canonical labeling of vertices of $G_{v, w}$ in polynomial time which, in turn, enables a}
polynomial time construction of an isomorphism between two unlabeled copies of $G_{v,w}$. By “injecting” this argument into $[11]$, the polynomial time reconstruction procedure is obtained in the considered range of $p_n$.  

2In our view, working with the single “representative” $\tilde{\Gamma}$ rather than considering the entire family of possible assemblies of 1–neighborhoods of $\Gamma$ into graphs, makes the proofs somewhat lighter.
The idea of the proof can be described as follows. Consider a realization of Γ such that many of pairs of vertices of Γ are not focused. For every non-focused pair \( \{v, w\} \), there are many pairs of indices \( i_1, i_2 \in [n] \) such that \( v, w \) are adjacent to both \( i_1 \) and \( i_2 \) in Γ, and \( \{f_{i_1}(v), f_{i_1}(w)\} \neq \{f_{i_2}(v), f_{i_2}(w)\} \). A counting argument then implies that there are many 2–tuples of pairs of vertices \( \{v_1, w_1\}, \{v_2, w_2\} \), such that \( \{v_1, w_1\} \neq \{v_2, w_2\} \), and for some \( i_1, i_2 \in [n] \), \( \{f_{i_1}(v_1), f_{i_1}(w_1)\} = \{f_{i_2}(v_2), f_{i_2}(w_2)\} \). But the last condition necessarily means that either both pairs \( \{v_1, w_1\}, \{v_2, w_2\} \) are edges in Γ or neither of them is. That way, the condition that many vertex pairs are not focused introduces multiple constraints (“dependencies”) on the edges of Γ. We want to claim that fulfilling those constraints simultaneously is very unlikely. The obvious problem is that the collection of 2–tuples \( \{\{v_1, w_1\}, \{v_2, w_2\}\} \) representing those constraints depends on the realization of Γ, and we need to devise a decoupling argument to be able to use the randomness of Γ. The assumption \( p \geq n^{-1/2} \log C n \) turns out crucial at this stage. This can be illustrated as follows. Consider the set of typical realizations of the isomorphism \( f_1 \) (where by a “realization” we mean both the domain of the mapping i.e the set of vertices adjacent to 1 in Γ, and the mapping itself). Since we are working with a typical graph, we will assume that the number of vertices adjacent to 1 is of order \( \Theta(np) \). Then the set of typical realizations of \( f_1 \) has size of order at most \( \exp(O(np \log n)) \). On the other hand, on the event when a significant proportion of pairs of vertices of Γ are not focused, it turns out that there are on average \( \Omega(n^2 p^2 / (\text{polylog}(n))) \) constraints (“dependencies”) for pairs of vertices per neighborhood. For every two pairs \( \{v_1, w_1\} \) and \( \{v_2, w_2\} \) of distinct vertices of Γ, the probability of the event

\[
\{\text{Both } \{v_1, w_1\} \text{ and } \{v_2, w_2\} \text{ are edges of } \Gamma\} \cup \{\text{Neither of } \{v_1, w_1\} \text{ and } \{v_2, w_2\} \text{ is an edge of } \Gamma\}
\]
is of order $1 - \Theta(p)$. Therefore, $\Omega(n^2 p^2/(\text{polylog}(n)))$ distinct constraints can be satisfied with probability at most $\exp(-\Omega(n^2 p^3/(\text{polylog}(n))))$. It can be easily checked that for $p \geq n^{-1/2} \log^C n$ for a sufficiently large constant $C$, we have

$$\exp(-\Omega(n^2 p^3/(\text{polylog}(n)))) \cdot \exp(O(np \log n)) = o(1).$$

That is, the probability that the constraints are satisfied simultaneously beats the number of typical realizations of $f_1$. This observation forms the basis of our decoupling argument which is rigorously carried out in Section 3.

**Step II.** At the first step of the proof, we have shown that almost every pair of vertices $\{v, w\}$ of $\Gamma$ is “essentially” mapped to a same pair of vertices of $\tilde{\Gamma}$. The goal of the second step is to extend this property to mappings of vertices rather than vertex pairs. More precisely, we want to show that with probability close to one there is a mapping $\pi$ from the vertices of $\Gamma$ to the vertices of $\tilde{\Gamma}$ such that for a vast majority of vertices $v$, the isomorphisms $\pi$ and $\pi^{-1}$ map $v$ to their focuses by both mappings.

The idea can be described as follows. Assume that there is a triple of vertices $\{v, w, z\}$ of $\Gamma$ and two indices $i_1 \neq i_2$ such that $v, w, z$ are adjacent to both $i_1$ and $i_2$, and both pairs $\{v, z\}$ and $\{w, z\}$ are mapped to their focuses by both mappings $f_i$ and $f_{i_2}$. Assume that the focus of $\{v, z\}$ is $\{a, b\}$, and the focus of $\{w, z\}$ is $\{\tilde{b}, \tilde{c}\}$ (note that since the pairs $\{v, z\}$ and $\{w, z\}$ share a common vertex in $\Gamma$, their focuses must share a common vertex in $\tilde{\Gamma}$). Then, obviously, $f_{i_1}(z) = f_{i_2}(z) = b$, i.e., $z$ must be mapped to a same vertex both by $f_{i_1}$ and $f_{i_2}$. An important part of the second step is to actually show that the existence of many focused pairs implies existence of many triples with the aforementioned properties.

**Step III.** We want to show that the permutation $\pi$ found at Step II is actually close to the identity (in the Hamming metric) with a very large probability. More precisely, we show that for certain (small) parameter $\epsilon > 0$, the event

$$E_3(\epsilon) := \left\{ \sum_{i \in [n]} |\{z \sim \Gamma : f_i(z) = z\}| \geq (1 - \epsilon) n^2 p \right\}$$

has probability $1 - n^{-\omega(1)}$. Here, the idea is similar to the one used in Step I, although the details are quite different. The crucial point is that permutations far from the identity introduce a relatively large number of constraints on the edges of $\Gamma$, which can only be satisfied simultaneously with a very small probability. To see how the argument actually works, consider a pair $\{v, w\}$ of vertices of $\Gamma$. Assume that for a realization of $\Gamma$ that we have fixed, the vertices $v$ and $w$ are adjacent in $\Gamma$. Note that necessarily $\{v, \pi(w)\}$ is an edge in $\Gamma$, whence $v$ is a vertex in the neighborhood $N_{\Gamma}(\pi(w))$. If we also suppose that $f_{\pi(w)}^{-1}(v) = \pi^{-1}(v)$ (after all, Step II asserts that on most neighborhoods the isomorphisms $f_i$ essentially agree with $\pi(\cdot)$, up to a small number of exceptional points), then necessarily $\{\pi^{-1}(v), \pi(w)\}$ is an edge in $\Gamma$. Thus, for a large number of pairs $\{v, w\}$ the condition that $\{v, w\}$ is an edge in $\Gamma$ implies that $\{\pi^{-1}(v), \pi(w)\}$ is an edge as well. When $\pi$ acts as the identity on $\{v, w\}$, this condition does not add any additional constraints on the edges of $\Gamma$ since in that case $\{v, w\} = \{\pi^{-1}(v), \pi(w)\}$. On the other hand, if $\pi$ far from the identity then for a significant number of pairs we will have $\{\pi^{-1}(v), \pi(w)\} \neq \{v, w\}$, and so the condition “if $\{v, w\}$ is an edge then $\{\pi^{-1}(v), \pi(w)\}$ is an edge” becomes a constraint. A lower bound on the Hamming distance between $\pi$ and the identity then allows us to collect a sufficient number of constraints on $\pi$ to be able to carry out an argument similar to the one in Step I.

**Step IV.** In this last step, we show that the graphs $\Gamma$ and $\tilde{\Gamma}$ actually coincide with high probability, using the information obtained in Step III. Let $P := \{(v, w) \in [n] \times [n] : \{v, w\} \in E(\Gamma)\}$ and $\tilde{P} := \{(\tilde{v}, \tilde{w}) \in [n] \times [n] : \{v, w\} \in E(\tilde{\Gamma})\}$ be the “ordered” edges of $\Gamma$ and $\tilde{\Gamma}$, respectively. Assume that $M \subset P$ is the subset of matched ordered edges defined in the following way:

$$M := \{(v, w) \in P : f_{\pi}(v, w) = \{v, w\}\}.$$

Notice that whenever $M = P$, we necessarily have $\Gamma = \tilde{\Gamma}$. Further, using Step III, the set $M^c = P \setminus M$ has cardinality $O(\epsilon n^2 p) = O(\epsilon |P|)$ with high probability. In this final step of the proof, we want to argue that the condition that $|M^c| = o(|P|)$ w.h.p., essentially obtained in Step III, forces the equality $M = P$ with high probability (this can be viewed as a bootstrapping argument).

Let us examine a “typical” pair $(v, w) \in P$, with $\tilde{w} := f_{\pi}(w)$ (so that $(v, \tilde{w}) \in \tilde{P}$), and the common neighbors of $v$ and $w$ in $N_{\Gamma}(v)$ and of $v$ and $\tilde{w}$ in $N_{\Gamma}(v)$. Since $f_{\pi} : N_{\Gamma}(v) \to N_{\Gamma}(v)$ is a graph isomorphism, $f_{\pi}$ induces a bijection between the common neighbors of $v$ and $w$ in $N_{\Gamma}(v)$ and of $v$ and $\tilde{w}$ in $N_{\Gamma}(v)$. Now, with the assumption that $|M^c| = o(|P|)$, we expect that a vast majority of the common neighbors of $v$ and $w$ in $\Gamma$ are also common neighbors of $v$ and $\tilde{w}$ in $\tilde{\Gamma}$ (that is, $f_{\pi}(\text{common neigh. of } v, w \text{ in } \Gamma) \approx \text{common neigh. of } v, w \text{ in } \tilde{\Gamma}$). Without giving the precise definition at this moment, we introduce a subset $V$ of the pairs $(v, w) \in P$ having such property (so that a vast majority of pairs from $P$ are in $V$). Further, if we consider $(\tilde{w}, f_{\pi}(v, w)) \in P$, the same heuristic argument
implies that there is a significant overlap between the sets of the common neighbors of $\tilde{w}$ and $f_{\tilde{w}}^{-1}(v)$ in $\Gamma$ and of $\tilde{w}$ and $v$ in $\tilde{\Gamma}$. The consequence is that now we have a nontrivial overlap between the sets of common neighbors of $\{v, w\}$ and of $\{\tilde{w}, f_{\tilde{w}}^{-1}(v)\}$ in $\Gamma$, say the size is proportional to the expected number of common neighbors of 2 points in an Erdős–Rényi graph: $\Theta(p^2n)$. If $p^2n = \omega(1)$, then $\Theta(p^2n)$ is much larger than what is expected for the size of common neighbors of 3 or 4 distinct points in $\Gamma$ (which is of order $\Theta(np^3)$ or $\Theta(np^4)$, respectively). Thus, the only reasonable explanation is that the unordered pairs $\{v, w\}$ and $\{\tilde{w}, f_{\tilde{w}}^{-1}(v)\}$ are actually the same pair in $\Gamma$, i.e. $w = \tilde{w}$ and $v = f_{\tilde{w}}^{-1}(v)$. Representing it as a relation between $M$ and $V$, we can write that, conditioned on certain “typical” event of a high probability, there is an implication
\[(v, w), (\tilde{w}, f_{\tilde{w}}^{-1}(v)) \in V \Rightarrow (v, w), (w, v) \in M.\]

We want to use (1) to derive a self bounding inequality on the cardinality of $M$ which would force $M = P$ with high probability. To that end, we split $[n]$ into two subsets $J_M$ and $J_{\tilde{M}}$, where $J_M$ is defined as a collection of those vertices $v$ such that a majority of pairs $(v, w) \in P$ is contained in $M$. From Step III, we know with high probability that $|J_{\tilde{M}}| = o(n)$ (assuming right choices of parameters). Further, we show that for $v \in J_M$, the proportion of the pairs $(v, w)$ in $V$ is insignificant compared to the proportion of the pairs in $M^c$. This allows us to use (1) to conclude that for a majority of pairs $(v, w) \in M^c$ with $v \in J_M$, we must have $f_v(w) \in J_{\tilde{M}}$. Observe that a partial consequence is that $J_{\tilde{M}} \neq \emptyset$ whenever $M \neq P$.

Relying on these observations, we derive some structural information for $\Gamma$ and $\tilde{\Gamma}$. The two crucial statements are (a) by removing $o(|J_{\bar{M}}|np)$ edges, $\tilde{\Gamma}_{J_{\bar{M}}}$ becomes a subgraph of $\Gamma_{J_{\bar{M}}}$ via the identity map, and (b) the number of edges connecting $J_M$ and $J_{\tilde{M}}$ in $\tilde{\Gamma}$ is similar to that in $\Gamma$, which implies that for a typical point in $J_{\tilde{M}}$, majority of its neighbors in $\tilde{\Gamma}$ are in $J_M$.

The conditions (a) and (b), together with the assumption that $J_{\tilde{M}} \neq \emptyset$, allow us to conclude that there exists a vertex $v \in J_{\tilde{M}}$ such that a constant proportion of its neighbors are not preserved by the map $f_v$ (i.e. mapped to different vertices of $\tilde{\Gamma}$), and their image is in $J_M$. And if any two such neighbors $w, w'$ form an edge $\{w, w'\}$ in $\Gamma$ (there will be at least $\Omega(np \cdot np \cdot p)$ such edges), then typically
\[
\{f_v(w), f_v(w')\} \neq \{w, w'\} \quad \text{and} \quad \{f_v(w), f_v(w')\} \in E(\Gamma) \cap E(\tilde{\Gamma}).
\]
But the latter is unlikely to be observed in a typical realization $\Gamma$ as can be shown using an argument similar to that in Step I. Hence, it is likely that $J_{\tilde{M}} = \emptyset$ and thus $\Gamma = \tilde{\Gamma}$ w.h.p.

At a high level, our argument resembles the strategy in the earlier work [21], where shotgun assembly of a randomly colored hypercube from 2-neighborhoods of its vertices was considered. One of the key ideas in [21] is to verify the reconstructability in two steps, first, by showing that any bijective mapping on the vertices of the hypercube which preserves the local structure, “roughly maps neighbourhoods to neighbourhoods”, and second, showing that any such mapping is with a high probability an automorphism of the cube. In our work, we implement a relative of this strategy via our four-step procedure. We note here that the graph models considered in [21] and the present paper are completely different, and technical aspects of the two works cannot be matched.

The paper is organized as follows. In Section 2 we revise the notation and state some typical properties of Erdős–Rényi graphs important for our argument. The four steps of the argument are successively carried out in Sections 3, 4, 5, 6. In Section 7 we derive Theorem 1.1. Finally, in Section 8 we discuss some further problems related to the reconstruction of random graphs.

2. Notation and preliminaries

We start this section with a set definitions used throughout the paper. Although some of the notions were already given in the introduction, we prefer to recall them here as well, for the convenience of referencing.

**Definition 2.1.** For every graph $G$, denote by $V(G)$ its vertex set and by $E(G)$ its edge set.

**Definition 2.2.** For a graph $G$ on a vertex set $V$ and a subset $J \subset V$, let $G_J$ be the induced subgraph of $G$ with the vertex set $J$.

**Definition 2.3.** Let $i \in \mathbb{N}$. Given two graphs $G, G'$ with $i \in V(G) \cap V(G')$, we say that $G$ and $G'$ are isomorphic with fixed point $i$ if
- The vertex sets $V(G)$ and $V(G')$ have the same size;
- There is a bijection $f : V(G) \to V(G')$ such that $\{f(v), f(w)\} \in E(G')$ if and only if $\{v, w\} \in E(G)$, and such that $f(i) = i$. 
Definition 2.4. Let $G$ be a graph on $[n]$, and let $i \in [n]$. Denote by $N_G(i)$ the 1–neighborhood of $i$ in $G$ which we view as the subgraph of $G$ induced by the set of vertices at distance at most one from $i$.

Definition 2.5. Let $G$ be a graph on $[n]$, and let $v \in [n]$. We write $w \sim v$ for any vertex $w \in V(N_G(v)) \setminus \{v\}$, and $w \not\sim v$ for any vertex $w \notin V(N_G(v)) \setminus \{v\}$.

Definition 2.6. For any graph $G$ on $[n]$ and each $i \in [n]$, let $S_G(i)$ be the collection of unordered pairs of vertices in $V(N_G(i)) \setminus \{i\}$. Further, let $\binom{[n]}{2}$ denote the unordered pairs of distinct elements of $[n]$.

In what follows, $\Gamma$ is a $G(n, p)$ random graph, and for every realization of $\Gamma$, $\tilde{\Gamma}$ is a graph on $[n]$ such that $N_{\Gamma}(i)$ and $N_{\tilde{\Gamma}}(i)$ are isomorphic with fixed point $i$ for every $1 \leq i \leq n$. Our main goal is to show that, under appropriate conditions on $p$, necessarily $\Gamma = \tilde{\Gamma}$ with probability $1 - n^{-2(1)}$. For each $i$, we let $f_i : V(N_{\Gamma}(i)) \to V(N_{\tilde{\Gamma}}(i))$ be an isomorphism with fixed point $i$ of the respective neighborhoods, and assume that $f_i$‘s, viewed as random variables, are measurable with respect to $\Gamma$. Note that each $f_i$ naturally extends to a mapping from $S_{\Gamma}(i)$ to $S_{\tilde{\Gamma}}(i)$.

Definition 2.7. Let $\varepsilon > 0$. An unordered pair $\{v, w\} \in \binom{[n]}{2}$ is $(1 - \varepsilon)$–focused if there is a subset $I \subset [n]$ with $|I| \geq (1 - \varepsilon)n^2 n$ such that for all $i \in I$, $\{v, w\} \in S_{\Gamma}(i)$, and $f_i(\{v, w\}) = f_j(\{v, w\})$ for all $i, j \in I$. We will further say that the pair $f_i(\{v, w\})$ (for $i \in I$) is a focus of $\{v, w\}$.

In the next proposition, we estimate probabilities of certain events encapsulating “typical” properties of the Erdős–Rényi graph $\Gamma$ which we will need later. Clearly, most of those properties regularly appear in some form in the random graph literature. Although the proofs are quite standard, we prefer to give them for completeness.

Proposition 2.8. Let, as before, $\Gamma$ be a $G(n, p)$ random graph and let $\mathcal{C} := \frac{1}{100}$.

Define event $\mathcal{E}_{\text{typ}} = \mathcal{E}_{\text{typ}}(n, p)$ as the intersection of the following events.

- [Events characterizing the number of (common) neighbors of 1, 2, or 3 vertices in the graph:]
  - $\{ |V(N_{\Gamma}(i))| - pn \leq \frac{\log n}{\sqrt{pn}} pn \text{ for all } i \in [n] \}$,
  - $\{ |\{i \in [n] : \{v, w\} \in V(N_{\Gamma}(i)) \setminus \{i\}\} | \leq \left[ (1 - \log^{-c} n)pn, (1 + \log^{-c} n)pn^2n \right] \}$,
  - $\{ |\forall \text{ distinct vertices } v, w, u \in [n], |\{i \in [n] : \{v, w, u\} \in V(N_{\Gamma}(i)) \setminus \{i\}\} | \leq \frac{1}{10} pn^2 \}$.

- [Typical properties of subgraphs in a neighborhood of a vertex:]
  - $\forall v \in [n]$ and $\forall J \subset V(N_{\Gamma}(v)) \setminus \{v\}$, $|E(\Gamma_J)| - p\binom{|J|}{2} \leq 8n^{3/2}p^2$,
  - $\forall v \in [n], J \subset V(N_{\Gamma}(v)) \setminus \{v\}$ with $|J| \leq \frac{1}{3} pn$, we have $\left| \left\{ u \sim v : |\{u \sim v : u \notin J, \{v, u\} \in E(\Gamma)\} | \leq 0.999(pn - |J|)p \right\} \leq \frac{\log n}{p^2n} |J| \right|$, $\left| \forall u \in [n] \text{ and } \forall \text{ disjoint } I, J \subset V(N_{\Gamma}(u)) \setminus \{u\} \text{ with } |I| = |J| \geq \frac{pn}{\log n} \text{ and every bijection } g : I \to J, |\{v, w\} \subset I : \{v, w\}, \{g(v), g(w)\} \in E(\Gamma)\} | \leq 0.001 \cdot \frac{|I|^2}{2} p \right|$. \\

- [The number of edges between a subset of [n] and its complement:]
  - $\forall J \subset [n], |E(\Gamma_{J, J^c})| - |J|(n - |J|)p \leq \frac{\log(n)}{\sqrt{pn}} |J|pn$,

where $\Gamma_{J, J^c}$ is the bipartite subgraph of $\Gamma$ on the vertex set $J \cup J^c$ (where we keep only edges connecting $J$ to $J^c$).

Then, assuming that $p^2n = \omega(\log^2 n)$ and $p \leq 0.0001$, we have $\mathbb{P}(\mathcal{E}_{\text{typ}}) = 1 - n^{-2(1)}$.

\footnote{We shall use the constant $\mathcal{C}$ throughout the paper.}
The proof of the proposition is accomplished as a combination of Lemmas 2.10, 2.11, 2.14, 2.16, and 2.17 below. First, we recall the classical Bernstein’s inequality [3] for Binomial random variables.

Lemma 2.9. Suppose \(Y_1, \ldots, Y_m\) are i.i.d Bernoulli random variables with parameter \(q \in (0, 1)\). Then for every \(t > 0\) we have

\[
P\left\{ \sum_{i=1}^{m} Y_i - mq \geq t \right\} \leq 2 \exp\left( - \frac{t^2}{2mq + t} \right).\]  

Lemma 2.10. Assume that \(p \leq \frac{1}{20}\) and that \(p^2 n = \omega(\log^{1+c} n)\). Then the events (1), (2), and (4) hold with probability at least \(1 - n^{-\omega(1)}\).

Proof. The arguments to prove probability estimates for these three events are essentially the same. Notice that for any fixed \(k\) points in \([n]\), the number of common neighbors of these \(k\) points in \(\Gamma\) is a Binomial random variable of parameter \(n - k\) and \(p^k\). We can then apply the Bernstein inequality with an appropriate choice of the parameter, together with the union bound argument to get the result.

Let \(v \in [n]\). By Bernstein’s inequality (9),

\[
P\left\{ \left| V(N_T(v)) \setminus \{v\} \right| - (n - 1)p \geq t \right\} \leq 2 \exp\left( - \frac{t^2}{2(n - 1)p^2 + t} \right).
\]

Taking \(t = \log(n)\sqrt{pn}\) and by the union bound argument over all \(v \in [n]\), we obtain that (2) has probability \(1 - n^{-\omega(1)}\).

For (3), we have for any fixed pair \(\{v, w\}\)

\[
P\left\{ \left| \{i \in [n] : \{v, w\} \subseteq V(N_T(i)) \setminus \{i\} \right| - (n - 2)p^2 \geq t \right\} \leq 2 \exp\left( - \frac{t^2}{2(n - 2)p^2 + t} \right),
\]

and taking \(t = \frac{1}{20}p^2 n \log^{-C} n\) and by the union bound argument, we get the desired conclusion.

As for (4), by Bernstein’s inequality (9), for any 3 distinct points \(\{v, w, u\}\),

\[
P\left\{ \left| V(N_T(v)) \cap V(N_T(w)) \cap V(N_T(u)) \setminus \{v, w, u\} \right| - (n - 3)p^3 \geq t \right\} \leq 2 \exp\left( - \frac{t^2}{2(n - 3)p^3 + t} \right).
\]

Let \(t = \frac{1}{20}p^2 n \). With the assumption that \(p^2 n = \omega(\log n)\), we get the bound

\[2 \exp\left( - \frac{t^2}{2(n - 3)p^3 + t} \right) = 2 \exp\left( - O(p^2 n) \right) = n^{-\omega(1)}.\]

Furthermore, assuming \(p \leq \frac{1}{20}\), we have \((n - 3)p^3 \leq \frac{1}{20}p^2 n\). And thus,

\[
P\left\{ \left| V(N_T(v)) \cap V(N_T(w)) \cap V(N_T(u)) \setminus \{v, w, u\} \right| \geq \frac{1}{10}p^2 n \right\} = n^{-\omega(1)}.
\]

Together with the union bound argument, we get the desired result. \(\square\)

Note that given a fixed subset \(J\) of \([n]\), the size of the edge set of the graph \(\Gamma_J\) is concentrated around \(p|J|(|J| - 1)/2\). The next lemma provides a relative of that statement, in which the set \(J\) is chosen within a neighborhood of a vertex.

Lemma 2.11. Assume that \(p^2 n = \omega(1)\). Then the event (5) holds with probability \(1 - n^{-\omega(1)}\).

Proof. For \(v \in [n]\), condition on any realization of \(V(N_T(v))\) with \(|V(N_T(v))| \leq 2pn\) (we will denote the conditional probability measure by \(\hat{P}\)). Let \(J\) be a subset of the set of neighbors of \(v\) in \(\Gamma\). Then \(|E(\Gamma_J)|\) is a Binomial random variable with parameters \((\binom{|J|}{2})\) and \(p\). By Bernstein’s inequality for Binomial random variables,

\[
\hat{P}\left\{ \left| E(\Gamma_J) \right| - p\binom{|J|}{2} \geq t \right\} \leq 2 \exp\left( - \frac{t^2}{2p\binom{|J|}{2} + t} \right), \quad t > 0.
\]

By the union bound argument we get

\[
\hat{P}\left\{ \exists J \subset \{v, y\} \in E(\Gamma) \text{ such that } \left| E(\Gamma_J) \right| - p\binom{|J|}{2} \geq t \right\} \leq 2^{2pn} \cdot 2 \exp\left( - \frac{t^2}{2np^2p^3 + t} \right) \leq 2 \exp\left( \log(2) \cdot 2np - \frac{t^2}{2np^2p^3 + t} \right), \quad t > 0.
\]
By taking \( t \geq 8n^{3/2}p^2 \), the last term can be bounded by \( n^{-\omega(1)} \). Together with the union bound argument over all \( v \in [n] \), and since \( |V(N_{1}(v))| \leq 2pn \), \( 1 \leq v \leq n \), with probability \( 1 - n^{-\omega(1)} \), we obtain the statement of the lemma. \( \square \)

**Remark 2.12.** Note that since the above statement is “local” (is about 1–neighborhoods of \( \Gamma \)), it is immediately translated to the graph \( \Gamma \) with no changes.

The next lemma is a crucial part of the self-bounding argument in Step IV mentioned in the introduction. Given a fixed subset \( J \) of the vertices of a labeled, not very sparse \( G(m, q) \) Erdős–Rényi graph, standard concentration inequalities imply that vertices of the graph will be connected with about \( |J^c|q \) vertices in \( J^c \). When the set \( J \) is allowed to depend on the graph, this no longer holds for *all* vertices but remains true for a large proportion of vertices of the graph.

**Lemma 2.13.** Let \( m \) be a large integer. Let \( G \) be an Erdős–Rényi graph with parameters \( m \) and \( q \) such that \( mq \geq (\log m)^2 \). Let \( \delta = (\log(\log m))^{-1} \). Then,

\[
P\left\{ \text{There is non-empty } J \subset [m] \text{ with } |J| \leq \frac{1}{2}m \text{ such that} \right. \\
\left. \left| \left\{ w \in [m] : \left| \left\{ u \in J^c : \{w, u\} \in E(G) \right\} \right| \leq (1 - \delta)|J^c|q \right\} \right| \geq \frac{(\log m)^2}{2mq} |J| = m^{-\omega(1)}. \right. 
\]

**Proof.** Fix a positive integer \( r \leq \frac{m}{4} \) and a subset \( J \subset [m] \) with \( |J| = r \). We partition \( J^c \) into \( l \) subsets \( J_1, \ldots, J_l \) with \( l \leq \frac{r}{2} \) and \( |J_i| \leq \frac{r}{4}m \) for every \( i \in [l] \).

For each \( w \in J_i \), let \( D_w := \{\{u \in J^c \setminus J_i : \{w, u\} \in E(G)\} \} \) and \( Z_w \) be the indicator of the event \( \{D_w \leq |J^c \setminus J_i||q - \delta mq/4\} \). By Bernstein’s inequality (9),

\[
P\{Z_w = 1\} \leq 2 \exp \left( -\frac{(\delta m q/4)^2/2}{mq + \delta m q/4} \right) \leq \exp \left( -\Omega(\delta^2 m q) \right)
\]

Hence, \( \sum_{w \in J_i} Z_w \) is a Binomial([\( |J_i|, q' \)) random variable with parameter \( q' \leq \exp \left( -\Omega(\delta^2 m q) \right) \). Note that

\[
|J_1| q' \leq mq \leq \exp \left( \log(m) - \Omega(\delta^2 m q) \right) \leq \exp(-\Omega(\delta^2 m q)),
\]

where the last inequality follows from our assumption on \( mq \) and \( \delta \). Thus, for any positive integer \( k \leq |J_1| \),

\[
P\left\{ \sum_{w \in J_1} Z_w \geq k \right\} = \sum_{s=k}^{\frac{|J_1|}{s}} \binom{|J_1|}{s} (q')^s (1 - q')^{(\frac{|J_1|}{s}) - s} \leq \sum_{s=k}^{\frac{|J_1|}{s}} (|J_1| q')^s \leq 2 (|J_1| q')^k \leq \exp(-\Omega(\delta^2 m q k)).
\]

Further, the right hand side estimate in (11) trivially holds for \( k > |J_1| \). We want to choose a suitable \( k \) so that the probability is small enough to beat the union bound over all possible choices of \( J \) and \( r \). By taking \( k = \lceil \delta^2 (\log m)^2 r \rceil \), we get in view of the above

\[
P\left\{ \left| \left\{ w \in J_1 : D_w \leq (|J^c \setminus J_1| - \delta m/4)q \right\} \right| \geq \delta^3 (\log m)^2 r \right\} \leq \exp \left( -\Omega(\delta^5 (\log m)^2 r) \right)
\]

Next, due to the assumption \( |J_1| \leq \frac{r}{4} \) and \( r \leq \frac{m}{4} \),

\[
(|J^c \setminus J_1| - \delta m/4)q \geq \left( m - r - \frac{1}{2} \delta m \right)q \geq (m - \delta (m - r))q = (1 - \delta)(m - r)q = (1 - \delta)|J^c|q.
\]

Together with the relation \( D_w \leq \{\{u \in J^c : \{w, u\} \in E(G)\}: v \in \{\{w, v\} \in E(G)\}\} \), this gives

\[
P\left\{ \left| \left\{ w \in J_1 : \{u \in J^c : \{w, u\} \in E(G)\} \right\} \leq (1 - \delta)|J^c|q \right\} \right| \geq \delta^3 (\log m)^2 r \right\} = \exp(-\omega(\log m) r).
\]

With the same argument, (12) holds when we replace \( J_1 \) in the above inequality by \( J_i \) for every \( i \in [l] \). It remains to treat vertices in \( J \). The argument is essentially the same. For each \( w \in J \), we set \( D_w := \{\{u \in J^c : \{w, u\} \in E(G)\}\} \) and let \( Z_w \) be the indicator of the event \( \{D_w \leq (1 - \delta)|J^c|q\} \). Since the expected value of \( D_w \) is \( |J^c|q \), by Bernstein’s inequality (9) we have \( P\{Z_w = 1\} \leq \exp(-\Omega(\delta^2 m q)) \). Repeating the same argument for \( \sum_{w \in J} Z_w \) as that for \( \sum_{w \in J_1} Z_w \) we get (12) with \( J \) in the place of \( J_1 \).
By taking the union bound, we get
\[
\Pr \left\{ \left| \left| \{ w \in [m] : \{ u \in J^c : \{ w, u \} \in E(G) \} \right| \right| \leq (1 - \delta)|J|^q \right\} \geq \frac{(\log m)^2}{2mq} r
\]
\[
\leq \Pr \left\{ \exists J' \in \{ J_1, \ldots, J_r \} \text{ s.t. } \left| \left| \{ w \in J' : \{ u \in J^c : \{ w, u \} \in E(G) \} \right| \right| \leq (1 - \delta)|J|^q \right\} \geq \frac{\delta}{l+1} \frac{(\log m)^2}{2mq} r
\]
\[
\leq (l + 1) \exp(-\omega(\log m)r) = \exp(-\omega(\log m)r).
\]
Notice that the number of $J \subset [m]$ with $|J| = r$ is $\binom{m}{r} \leq \exp(\log(m)r)$. Applying the union bound over all $J \subset [m]$ with $|J| = r$ and all positive integer $r \leq \frac{m}{20}$, we get the desired bound.

**Lemma 2.14.** Assuming $p^2n \geq 2\log^2 n$ and $p \leq \frac{1}{20}$, the event $(\mathbf{9})$ happens with probability $1 - n^{-\omega(1)}$.

**Proof.** Fix $v \in [n]$, consider the event $O_v$ that $|V(N_T(v)) \setminus \{ v \}| - pn \leq \frac{\log n}{\sqrt{pn}}$. Applying Bernstein’s inequality $(\mathbf{9})$, we get $\Pr(O_v^c) = n^{-\omega(1)}$. Fix any subset $V \subset [n] \setminus \{ v \}$ with $|V| - pn \leq \frac{\log n}{\sqrt{pn}}$. Note that, conditioned on the event $\{ V(N_T(v)) \setminus \{ v \} = V \}$, the induced graph $\Gamma_V$ is an Erdős–Rényi graph with parameters $|V|$ and $p$. In what follows, by $\Pr$ we denote the conditional probability given the event $\{ V(N_T(v)) \setminus \{ v \} = V \}$.

From the assumption of $n$ and $p$, we have $|V| = (1 + o_n(1))pn$, and $\frac{1}{2} \log n \leq \log(|V|) \leq \log n$, $|V|p \geq (\log(|V|))^2$, and
\[
\frac{(\log(|V|))^2}{p^2n} \leq \frac{\log^2 n}{p^2n}.
\]
Applying Lemma 2.13, we obtain
\[
\Pr \{ \text{There is non-empty } J \subset V \text{ with } |J| \leq \frac{1}{2} \left( 1 - \frac{\log n}{\sqrt{pn}} \right)pn \text{ such that } |V(\Gamma_J) \setminus \{ v \}| \leq 0.999(pn - |J|)p \} \geq \frac{\log^2 n}{p^2n} \Omega(1).
\]
Together with the estimate $\Pr(O_v^c) = n^{-\omega(1)}$, this implies that the event
\[
\left\{ \text{There is non-empty } J \subset V(N_T(v)) \setminus \{ v \} \text{ with } |J| \leq \frac{1}{3}pn \text{ such that } |V(\Gamma_J) \setminus \{ v \}| \leq 0.999(pn - |J|)p \right\} \geq \frac{\log^2 n}{p^2n} \Omega(1)
\]
happens with probability $n^{-\omega(1)}$. When the set $J$ is empty, the desired probability bound has been verified in Lemma 2.10.

Finally, we can apply the union bound argument over all $v \in [n]$ to get the result.

**Lemma 2.15.** Let $G$ be a labeled $G(m, q)$ Erdős–Rényi graph with $m$ and $q$ satisfying $mq = \omega((\log m)^2)$ and $q \leq 0.0001$. Then
\[
\Pr \{ \exists \text{ disjoint sets } I, J \subset [m] \text{ with } |I| = |J| \geq \frac{m}{10 \log m} \text{ and a bijection } g : I \leftrightarrow J \text{ such that } |\{ v, w \in I : \{ v, w \}, \{ g(v), g(w) \} \in E(G) \}| \geq 0.001 \left( \frac{|I|}{2} \right) q = m^{-\omega(1)} \}
\]

**Proof.** First, we fix a positive integer $r \geq \frac{m}{10 \log m}$ and find $I$, $J$, and $g$ satisfying the description stated in the lemma with $|I| = |J| = r$. Since $I$ and $J$ are disjoint,
\[
|\{ v, w \in I : \{ v, w \}, \{ g(v), g(w) \} \in E(G) \}|
\]
is a Binomial random variable with parameters $\binom{|I|}{2}$ and $q^2$, whose expectation is $\left( \frac{|I|}{2} \right) q^2$, which is much less than $0.001 \frac{|I|}{2} q$. By Bernstein’s inequality for Binomial random variables $(\mathbf{9})$, we have
\[
\Pr \left\{ \left| \left| \{ v, w \} : v, w \in I, \{ v, w \}, \{ g(v), g(w) \} \in E(G) \} \right| \geq 0.001 \left( \frac{|I|}{2} \right) q \right\} \leq \exp(-\Omega(q^2)).
\]
Next, the number of choices for the triple $(I, J, g)$ is bounded above by $\exp(2\log(m)r)$. With the assumption that $rq \geq \frac{10mq}{\log(m)} = \omega(\log m)$, the union bound argument implies the statement of the lemma.

As a consequence, we have

**Lemma 2.16.** Assuming $p^2n = \omega((\log n)^2)$ and $p \leq 0.0001$, the event $(\mathbf{7})$ happens with probability $1 - n^{-\omega(1)}$.

We skip the proof since it is similar to the proof of Lemma 2.14 via Lemma 2.13.
Roughly speaking, the lemma asserts that if there are many not foc used pairs in $\Gamma$ (those pairs which are mapped frequent” preimage of that pair within the collection of neighborhoods $\{N(\epsilon')(v') \mid \{v', w'\} \in A : \{|i', \{v, w\} \in A : \{v', w'\} \neq \{v, w\} \} = f_{\epsilon'}(\{v', w'\}) = f_{\epsilon'}(\{v, w\})\} \geq \frac{1}{2} \varepsilon^2 p^2 n^2$.

In the next lemma we show that, conditioned on a “bad” event $E_{\text{typ}} \cap E_1(\varepsilon)$, the set $A_1$ must have a large cardinality. Roughly speaking, the lemma asserts that if there are many not focused pairs in $\Gamma$ (those which are mapped to different pairs of $\bar{\Gamma}$, depending on a neighborhood) then necessarily the are many pairs in $\Gamma$ mapped to a same pair in $\bar{\Gamma}$.

Lemma 3.2. Let $\varepsilon = \omega(\log^{-C} n)$, and condition on any realization of $\Gamma$ from $E_{\text{typ}} \cap E_1(\varepsilon)$. Then

$$|A_1| \geq (1 - o_n(1)) \frac{1}{\varepsilon^2} p^2 n \frac{n^2}{2}.$$
The map $h$ does not have to be uniquely defined; we fix any choice of $h$ satisfying the above condition. For each $\{x, y\} \in \binom{[n]}{2}$, we define the set
\[
A_2(\{x, y\}) := \{(i, \{v, w\}) \in A : f_i(\{v, w\}) = \{x, y\} \text{ and } h(\{x, y\}) \neq \{v, w\}\}.
\]
Thus, $A_2(\{x, y\})$ records indices of the neighborhoods and the pairs of vertices in those neighborhoods which are mapped to $\{x, y\}$ but at the same time are not the “most frequent preimage” of $\{x, y\}$. Note that for every $\{x, y\}$ and $\{v, w\}$ in $\binom{[n]}{2}$,
\[
\begin{align*}
\vert\{(i, \{v', w'\}) \in A : \{v', w'\} \neq \{v, w\}, f_i(\{v', w'\}) = \{x, y\}\}\vert \\
= \vert\{(i, \{v', w'\}) \in A : f_i(\{v', w'\}) = \{x, y\}\} - \{(i, \{v, w\}) \in A : f_i(\{v, w\}) = \{x, y\}\}\vert \\
\geq \vert\{(i, \{v', w'\}) \in A : f_i(\{v', w'\}) = \{x, y\}\} - \{(i, h(\{x, y\})) \in A : f_i(h(\{x, y\})) = \{x, y\}\}\vert \\
= \vert A_2(\{x, y\})\vert
\end{align*}
\]
(where in case $h(\{x, y\}) = \{v, w\}$ the equality holds). Consequently,
\[
\text{whenever } \{x, y\} \text{ satisfies } \vert A_2(\{x, y\})\vert \geq \frac{1}{2} \varepsilon^2 p^2 n, \text{ we have } \{(i, \{v, w\}) \in A : f_i(\{v, w\}) = \{x, y\}\} \subset A_1.
\]
Using the trivial bound $\vert\{(i, \{v, w\}) \in A : f_i(\{v, w\}) = \{x, y\}\}\vert \geq \vert A_2(\{x, y\})\vert$, we can estimate $\vert A_1\vert$ in the following way:
\[
\vert A_1\vert \geq \sum_{\{x, y\} : \vert A_2(\{x, y\})\vert > \frac{1}{2} \varepsilon^2 p^2 n} \vert A_2(\{x, y\})\vert.
\]
It remains to bound the sum from below. For convenience, we define
\[
A_2 := \{(i, \{v, w\}) \in A : \{v, w\} \neq h(\{v, w\})\},
\]
which is the disjoint union of $\{A_2(\{x, y\})\} \subset \binom{[n]}{2}$.

Let $S_{\text{NF}}$ be the collection of not $(1 - \varepsilon)$-focused pairs of $\Gamma$. Within the event $\mathcal{E}_{\text{typ}}$, we clearly have $\vert S_{\text{NF}}\vert \geq \varepsilon^2 (\frac{n}{2})$. We claim that since we have also conditioned on the event $\mathcal{E}_{\text{typ}}$, for each $\{v, w\} \in S_{\text{NF}}$, at least one of the following must hold:
\begin{enumerate}
\item Either $\vert\{i \in [n] : S_T(i) \ni \{v, w\}, \{v, w\} \neq h(\{v, w\})\}\vert \geq (\varepsilon - \log^{-c}(n)) p^2 n$.
\item Or there exist two distinct pairs $\{x, y\}, \{x', y'\} \in \binom{[n]}{2}$ such that $h(\{x, y\}) = h(\{x', y'\}) = \{v, w\}$.
\end{enumerate}
Indeed, to see that, suppose $\{v, w\} \in S_{\text{NF}}$ does not satisfy the first condition. By $[3]$, from the definition of $\mathcal{E}_{\text{typ}}$ we have $\vert\{i \in [n] : S_T(i) \ni \{v, w\}\}\vert \geq (1 - \log^{-c} n) p^2 n$, which implies
\[
\vert\{i \in [n] : S_T(i) \ni \{v, w\}, \{v, w\} = h(\{v, w\})\}\vert \geq (1 - \varepsilon) p^2 n.
\]
In particular, there exists $\{x, y\} \in \binom{[n]}{2}$ such that $h(\{x, y\}) = \{v, w\}$. Now, if $\{v, w\}$ fails to satisfy the second condition, then
\[
\vert\{i \in [n] : S_T(i) \ni \{v, w\}, f_i(\{v, w\}) = \{x, y\}\}\vert = \vert\{i \in [n] : S_T(i) \ni \{v, w\}, \{v, w\} = h(\{v, w\})\}\vert \geq (1 - \varepsilon) p^2 n,
\]
which contradicts the inclusion $\{v, w\} \in S_{\text{NF}}$, and the claim follows.

Let $S_{\text{NF}, 1} \subset S_{\text{NF}}$ be the subset in which the first condition holds. For $\{v, w\} \in S_{\text{NF}, 1}$, we have
\[
\vert\{i, \{v, w\}\} \in A_2\vert \geq (\varepsilon - \log^{-c}(n)) p^2 n.
\]
Further, for $\{v, w\} \in \binom{[n]}{2}\setminus \text{Im}(h)$,
\[
\vert\{i, \{v, w\}\} \in A_2\vert \geq (1 - \log^{-c}(n)) p^2 n,
\]
by $[3]$. Therefore, the following bound holds for every $\{v, w\} \in \binom{[n]}{2}$:
\[
\vert\{i, \{v, w\}\} \in A_2\vert \geq 1_{S_{\text{NF}, 1}}(\{v, w\})(\varepsilon - \log^{-c}(n)) p^2 n + 1_{\binom{[n]}{2}\setminus \text{Im}(h)}(\{v, w\})(1 - \varepsilon) p^2 n,
\]
and hence,
\[
\vert A_2\vert \geq \vert S_{\text{NF}, 1}\vert \left(\varepsilon - \log^{-c}(n)\right) p^2 n + \binom{n}{2} - \vert \text{Im}(h)\vert (1 - \varepsilon) p^2 n.
\]
Further, we claim that $\binom{n}{2} - \vert \text{Im}(h)\vert \geq \vert S_{\text{NF}}\vert - \vert S_{\text{NF}, 1}\vert$ since for every $\{v, w\} \in S_{\text{NF}}\setminus S_{\text{NF}, 1}$ we have $\vert h^{-1}(\{v, w\})\vert \geq 2$. 

Hence,
\[|A_2| \geq |S_{NF,1}||(\varepsilon - \log^{-c}(n))p^2n) + (|S_{NF}| - |S_{NF,1}|)(1 - \varepsilon)p^2n\]
\[\geq |S_{NF}|((\varepsilon - \log^{-c}(n))p^2n) \geq (1 - o_n(1))\varepsilon^2p^2n \frac{n}{2}^2\).

Since \(A_2(\{x, y\})\) is a partition of \(A_2\),
\[|A_1| \geq \sum_{\{x, y\} : |A_2(\{x, y\})| > \frac{\varepsilon^2}{p^2n}} |A_2(\{x, y\})| \geq (1 - o_n(1))\varepsilon^2p^2n \frac{n}{2}^2 - \left(\frac{n}{2} \varepsilon^2p^2n \right) \geq \left(\frac{1}{2} - o_n(1)\right)\varepsilon^2p^2n \frac{n}{2}^2\).

Define a random set
\[S_{A1} := \left\{\{v, w\} \in \left[\frac{n}{2}\right] : |\{i \in [n] : (i, \{v, w\}) \in A_1\}| \geq \frac{\varepsilon^2}{4}p^2n\right\}.

The set \(S_{A1}\) can be viewed as a collection of pairs of vertices \(\{v, w\}\) of \(\Gamma\) such that for many neighborhoods \(N_\Gamma(i)\) in which this pair is present, the pair of vertices \(f_i(\{v, w\})\) of \(\Gamma\) has a significant number of preimages distinct from \(\{v, w\}\). As a corollary of the last lemma, we obtain

**Corollary 3.3.** Let \(\varepsilon = \omega(\log^{-c} n)\). Then, conditioned on any realization of \(\Gamma\) from \(\mathcal{E}_{typ} \cap \mathcal{E}_{1}\),
\[(13) \quad \frac{|S_{A1}|}{\left[\frac{n}{2}\right]} \geq (1 - o_n(1))\frac{\varepsilon^2}{4}.

**Proof.** By Lemma 3.2 and in view of the condition
\[\forall \{v, w\} \in \left[\frac{n}{2}\right], |\{i \in [n] : S_\Gamma(i) \ni \{v, w\}\}| \leq (1 + o_n(1))p^2n,

we have
\[(1 - o_n(1))\frac{1}{2} \varepsilon^2p^2n \frac{n}{2} \leq |A_1| \leq |S_{A1}|p^2n(1 + o_n(1)) + \left(\frac{n}{2} - |S_{A1}|\right)\varepsilon^2p^2n,

which implies (13). \(\square\)

Whenever the set \(S_{A1}\) is large, one can prove by the probabilistic method that there are many pairs \(\{v, w\}, \{v', w'\}\) with \(\{v, w\} \neq \{v', w'\}\) such that \(f_i(\{v, w\}) = f_{i'}(\{v', w'\})\) for some \(i\) and \(i'\). In fact, for every pair \(\{v, w\} \in S_{A1}\), by sampling \(\omega(\varepsilon^{-2}p^{-2}\log n)\) indices from \([n]\) uniformly and independently from each other, with a high probability we will hit a pair of neighborhoods \(N_\Gamma(i)\) and \(N_\Gamma(i')\) both containing a pair \(\{\tilde{v}, \tilde{w}\}\) with \(f_{i}^{-1}(\{\tilde{v}, \tilde{w}\}) = \{v, w\}\) and \(f_{i'}^{-1}(\{\tilde{v}, \tilde{w}\}) \neq \{v, w\}\). That is, by sampling \(\omega(\varepsilon^{-2}p^{-2}\log n)\) indices we are very likely to find a constraint on the edges of the graph \(\Gamma\), involving the pair \(\{v, w\}\). Returning to the proof overview from the introduction, large \(S_{A1}\) means there are many constraints on the edges of the graph \(\Gamma\). We refer to Figure 2 for a visualization of the idea.

The next lemma makes the remark about sampling the indices rigorous.

**Lemma 3.4.** Let \(\varepsilon = \omega(\log^{-c} n)\), and condition on any realization of \(\Gamma\) from \(\mathcal{E}_{typ} \cap \mathcal{E}_{1}\). Let \(m = \omega(\varepsilon^{-2}p^{-2}\log n)\) be an integer, and let \(X_1, \ldots, X_m\) be i.i.d random variables uniformly distributed on \([n]\). Then,
\[\mathbb{P}(X_1, \ldots, X_m) \forall \{v, w\} \in S_{A1} \text{ there are distinct indices } i, j \in [m]\text{ and a pair } \{v', w'\} \neq \{v, w\} \text{ such that } f_{X_i}(\{v, w\}) = f_{X_j}(\{v', w'\}) = 1 - n^{-\omega(1)}.

**Proof.** Let \(m' := \lfloor m/2 \rfloor\). Let \(X_1, X_2, \ldots, X_{m'}\) and \(Y_1, Y_2, \ldots, Y_{m'}\) be two independent sets of \(m'\) i.i.d random variables uniformly distributed on \([n]\). It is sufficient to show that the event
\[\mathcal{E}_{I,X,Y} := \forall \{v, w\} \in S_{A1} \exists i, j \in [m'] \text{ and } \{v', w'\} \neq \{v, w\} \text{ such that } f_{X_i}(\{v, w\}) = f_{Y_j}(\{v', w'\})\]
satisfies
\[\mathbb{P}(\mathcal{E}_{I,X,Y}) = 1 - n^{-\omega(1)}.

Figure 2. An illustration of Step I of the proof. The left column represents pairs of vertices of the graph $\Gamma$, and the right column — pairs of vertices of $\tilde{\Gamma}$. Every line connecting a pair $\{v, w\}$ on the left with a pair $\{\tilde{v}, \tilde{w}\}$ on the right represents the action of an isomorphism $f_i$, for some neighborhood $N_\Gamma(i)$ containing $\{v, w\}$. Since we are always condition on a “typical” realization of $\Gamma$, the number of lines emanating from each of the pairs of $\Gamma$ is $(1 \pm o(1))p^2n$. The main observation is that existence of many non-focused pairs of $\Gamma$ (such as pair $\{1, 2\}$ or pair $\{2, 4\}$ in this illustration) necessarily implies existence of many right “meeting points” where many lines emanating from distinct left pairs meet. In this illustration, the right pair $\{2, 3\}$ represents one of the “meeting points”. Such a configuration of lines necessarily corresponds to a constraint on the edges of $\Gamma$. In this example, we have the constraint on the pairs $\{1, 4\}, \{2, 3\}, \{2, 4\}$, namely, either all three pairs must be edges of $\Gamma$ or none of them is. The main principle is

\[\text{Many non-focused pairs} = \text{many constraints},\]

whereas many constraints can be simultaneously satisfied only with a very small probability. Thus, $\mathbb{P}\{\mathcal{E}_\Gamma(\varepsilon)\}$ must be small.

By definition of $S_{A_1}$, for any $\{v, w\} \in S_{A_1}$

\[\mathbb{P}_{X^*}\{(X', \{v, w\}) \in A_1\} \geq \frac{\varepsilon^2 p^2 n}{4n} = \frac{\varepsilon^2 p^2}{4},\]

where $X'$ is a random variable uniformly distributed on $[n]$.

Let $\mathcal{E}_{I, X}$ be the event

\[\mathcal{E}_{I, X} := \{\forall \{v, w\} \in S_{A_1} \exists j \in [m'] \text{ such that } (X_j, \{v, w\}) \in A_1\} \]

Note that

\[\mathbb{P}(\mathcal{E}_{I, X}^c) = \mathbb{P}\{\exists \{v, w\} \in S_{A_1} \forall i \in [m'], (X_i, \{v, w\}) \notin A_1\} \leq |S_{A_1}| \left(1 - \frac{\varepsilon^2 p^2}{4}\right)^{m'} \leq \exp \left(2 \log(n) - \frac{\varepsilon^2 p^2 m'}{4}\right).\]  

(14)

By assuming $m' = \omega(\log(n)\varepsilon^{-2}p^{-2})$, the event $\mathcal{E}_{I, X}$ holds with probability $n^{-\omega(1)}$. Next, fix an $m'$-tuple $(x_1, \ldots, x_{m'}) \in [n]^{m'}$ (a realization of $X_1, \ldots, X_{m'}$) such that $\mathcal{E}_{I, X}$ holds. For each $\{v, w\} \in S_{A_1}$, we pick $x_{v, w} \in \{x_i\}_{i=1}^m$ so that $(x_{v, w}, \{v, w\}) \in A_1$, and let

\[U(\{v, w\}) := \{i \in [n] \mid \exists \{v', w'\} \in S_{\Gamma(i)} \setminus \{v, w\} \text{ so that } f_i(\{v', w'\}) = f_{x_{v, w}}(\{v, w\})\}.\]
Notice that $f_i$ is an injective map, and thus

$$|U\{\{v, w\}\}| = |(i, \{v', w'\}) \in A : \{v', w'\} \neq \{v, w\} \text{ and } f_i(\{v', w'\}) = f_{x_{v,w}}(\{v, w\})| \geq \frac{1}{2} \varepsilon^2 p^2 n,$$

where the last inequality follows from $(x_{v,w}, \{v, w\}) \in A_1$ and the definition of $A_1$. Thus, for every $\{v, w\} \in S_{A1}$, \( \mathbb{P}\{Y' \in U(\{v, w\})\} \geq \frac{\varepsilon^2}{p^2} n \), where $Y'$ is a random variable uniformly distributed on $[n]$. 

Similar to the upper estimate of $\mathbb{P}(E_{I,X}^t)$, our choice of $m'$ implies

$$\mathbb{P}(E_{I,X}^t) \leq n^{-\omega(1)}. \tag{15}$$

Combining (14) and (15), we get

$$\mathbb{P}(E_{I,X,Y}^t) = 1 - n^{-\omega(1)}. \quad \square$$

The last lemma essentially means that conditioned on a realization of the graph $\Gamma$ from $E_{typ}^t \cap E_{I}^t$ and sampling uniformly at random from the set of indices, we are able to find a large number (namely, of order $|S_{A1}|$, in turn estimated from below as $\Omega(\varepsilon^2 n)$ in Corollary 3.3) of constraints on the graph $\Gamma$. Those constraints are “spread” over just a little more than $\log(n)\varepsilon^{-2}p^{-2}$ neighborhoods, yielding just a little less than $\varepsilon^4 n^2 p^2/\log n$ constraints per neighborhood. Simultaneous occurrence of such a number of constraints in $\Gamma$ happens with probability $\exp(-\Omega(\varepsilon^2 n^2 p^2/\log(n)))$. On the other hand, as it has been mentioned in the introduction, the total number of choices of the sets of neighbors both in $\Gamma$ and $\hat{\Gamma}$ for a given vertex is of order $\exp(\Theta(p n \log n))$. In the regime $p \geq n^{-1/2} \log(n)$ the inverse probability of constraints’ satisfaction beats the number of choices of the adjacent vertices, implying the required statement. In what follows, we make the argument rigorous.

**Proof of Proposition 3.1.** Let $D$ be the collection of data structures of the following type:

$$(i, \{i_1, i_2, \ldots, i_k\}, g_i : \{i_1, \ldots, i_k\} \rightarrow [n]),$$

where $k$ may take any value in the interval $[\frac{4p n}{\varepsilon}, \frac{4 p n}{\varepsilon}]$; where $i \in [n]$; $\{i_1, \ldots, i_k\}$ is any $k$–subset of $[n]$, and $g_i$ is any mapping from $\{i_1, \ldots, i_k\}$ to $[n]$. Similarly to the isomorphisms $f_i$, we will be working with the natural extensions of the mappings $g_i$ to sets of pairs of vertices. Elements of $D$ are meant to provide a partial description of the structure of corresponding 1–neighborhoods of $\Gamma$ and $\hat{\Gamma}$. Since the graphs are random, a given structure from $D$ may or may not accurately describe the respective 1–neighborhoods, depending on a realization of $\Gamma$ and $\hat{\Gamma}$. Given an element $D = (i, \{i_1, i_2, \ldots, i_k\}, g_i : \{i_1, \ldots, i_k\} \rightarrow [n]) \in D$, we say that $\Gamma$ is $D$–compatible if

1. $\{i_1, \ldots, i_k\}$ is the set of all vertices in $\Gamma$ adjacent to $i$, and
2. $\forall t \in [k], f_i(i_t) = g_i(i_t)$.

Set $m := \lfloor \varepsilon^{-2} p^{-2} \log^2 n \rfloor$, and let $D^{\times m}$ be the $m$–fold Cartesian product of $D$:

$$D^{\times m} = \{(D(1), \ldots, D(m)) : \forall t \in [m], D(t) \in D\}.$$ 

Given an $m$–tuple $D_m \in D^{\times m}$, we say that $\Gamma$ is $D^m$–compatible if $\Gamma$ is compatible with all $m$ elements of $D_m$.

The proof of the proposition is accomplished by identifying a special subset $D^{\ast \times m}_s$ of elements of $D^{\times m}$ such that, on the one hand, conditioned on $E_{I}^t(\varepsilon) \cap E_{typ}^t$ the graph $\Gamma$ is compatible with one of the structures in $D^{\ast \times m}_s$ with probability close to one whereas, on the other hand, the unconditional probability

$$\mathbb{P}\{\Gamma \text{ is } D^m\text{–compatible for some structure } D^m \in D^{\times m}_s\}$$

is close to zero. The collection $D^{\ast \times m}_s$ thus would correspond to “non-typical” realizations of $\Gamma$, $\hat{\Gamma}$.

For each $D_m = (D(1), \ldots, D(m)) \in D^{\times m}$, let $S(D^m) \subset \binom{[n]}{2}$ be the set

$$S(D^m) := \\{\{v, w\} : \exists t_1, t_2 \in [m] \text{ and } \{v', w'\} \in \binom{[n]}{2} \}\{\{v, w\}\} \text{ such that } g_{i(t_1)}(\{v, w\}) = g_{i(t_2)}(\{v', w'\})\}$$

(in the above definition, we implicitly require that $v, w \in \{i_1(t_1), \ldots, i_k(t_1)(t_1)\}$ and $v', w' \in \{i_1(t_2), \ldots, i_k(t_2)(t_2)\}$). Then we define $D^{\times m}_s$ as the subset of $D^{\times m}$ containing those structures $D^m$ with $|S(D^m)| \geq \frac{\varepsilon^4 n}{8} \binom{n}{2}$.

Next, we will estimate the probability (with respect to the randomness of $\Gamma$) that $\Gamma$ is $D^m$–compatible for a given element $D^m$ of $D^{\ast \times m}_s$. Consider an auxiliary graph $G(D^m)$ with the vertex set $S(D^m)$ and such that $\{\{v, w\}, \{v', w'\}\}$ is an edge iff there exist $t_1 \neq t_2$ with $g_{i(t_1)}(\{v, w\}) = g_{i(t_2)}(\{v', w'\})$.

By definition of $S(D^m)$, none of the vertices of $G(D^m)$ are isolated. Let $G_1, \ldots, G_r$ be the connected components of $G(D^m)$. The event that $\Gamma$ is $D^m$–compatible is contained in the event that for every $G_s$ with $s \in [r]$, either
Thus, by the union bound we have

\[ \mathbb{P}(V(c(A \text{ given index}) \log(n)) \text{ where the last equality follows from our assumption that } p \leq \varepsilon. \]

which are elements of \( \Gamma \), we have

\[ P(z) = \mathbb{P}(V(s(G)) \leq \exp(-c\varepsilon^2 n^2)) \]

for some universal constant \( c' > 0 \).

In view of the conditions \( m \leq \varepsilon^{-2} p^{-2} \log^2 n \) and \( \varepsilon = \omega(\log^{-c}(n)) \),

\[ \frac{c' \varepsilon^2 n^2}{5 \log(n) pm} \geq \frac{c' \varepsilon^4 p^2 n^2}{5 \log^2 n} = \omega(\log^{-4c-3}(n)p^2 n) = \omega(1), \]

where the last equality follows from our assumption that \( p^2 n = \omega(\log^{3+4c}(n)) \). Hence,

\[ \mathbb{P}(\Gamma \text{ is } D^{m} \text{–compatible for some structure } D^{m} \in D_{\Gamma_{\varepsilon}}^{\times m}) \leq n^{-\omega(1)}. \]

On the other hand, by \( \{13\} \) and Lemma \( \{3,4\} \)

\[ \mathbb{P}(\Gamma \text{ is } D^{m} \text{–compatible for some structure } D^{m} \in D_{\Gamma_{\varepsilon}}^{\times m} | \mathcal{E}_{t}(\varepsilon) \cap \mathcal{E}_{yp} = 1 - n^{-\omega(1)}), \]

which implies \( \mathbb{P}(\mathcal{E}_{t}(\varepsilon) \cap \mathcal{E}_{yp}) = n^{-\omega(1)} \). The result follows.

4. Step II

In this step, we show that with high probability, there exists a bijection \( \pi : [n] \rightarrow [n] \) such that for most vertices \( z \) of \( \Gamma \), we have \( f_{i}(z) = \pi(z) \) for at least an \( (1 - \varepsilon) \)–fraction of neighbors \( i \) of \( z \) in \( \Gamma \). The permutation \( \pi \) thus can be viewed as an “approximate” graph isomorphism between \( \Gamma \) and \( \tilde{\Gamma} \).

Let \( \varepsilon > 0 \). We define the event

\[ \mathcal{E}_{2}(\varepsilon) := \{ \text{There is a permutation } \pi : [n] \rightarrow [n] \text{ with } |\{i \in [n] : \{i, z\} \in E(\Gamma), f_{i}(z) = \pi(z)\}| \geq (1 - \varepsilon)pn \text{ for at least } (1 - \varepsilon)n \text{ vertices } z \in [n] \}. \]

The main statement of the section is

**Proposition 4.1.** There is a universal constant \( C_{2} > 0 \) with the following property. Let \( n \) be large, let \( \varepsilon \in [\log^{-c} n, 1/2] \), and assume that \( p^2 n \geq \log^{c} n \). Then the event \( \mathcal{E}_{1}(\varepsilon) \cap \mathcal{E}_{yp} \) is contained in the event \( \mathcal{E}_{2}(C_{2}\varepsilon^{1/3}) \).

First, we will restate the conditions described by \( \mathcal{E}_{1}(\varepsilon) \), in a more technical yet more useful form. Namely, we will show that the condition that many vertex pairs of \( \Gamma \) are \((1 - \varepsilon)\)–focused implies that there are many vertices \( z \) which are elements of many \((1 - \varepsilon)\)–focused pairs in many neighborhoods (see Definition \( \{2,7\} \) for the notion of \((1 - \varepsilon)\)–focused pairs).
Lemma 4.2. There is a universal constant $C'' > 0$ with the following property. Let $n$ be sufficiently large, and assume that $\varepsilon \in [\log^{-C} n, 1/2]$. Then, conditioned on any realization of $\Gamma$ from $\mathcal{E}_1(\varepsilon) \cap \mathcal{E}_{typ}$, there are at least $(1 - C'' \varepsilon^{1/3}) n$ vertices $z \in [n]$ such that

$$|\{i \sim z : |\{v \in V(\mathcal{N}_T(i)) \setminus \{i, z\} : \{v, z\} \text{ is } (1 - \varepsilon)-\text{focused and is mapped to its focus by } f_i\}| \geq (1 - C'' \varepsilon^{1/3}) pn| \geq (1 - C'' \varepsilon^{1/3}) pn.$$  

Proof. The proof is accomplished with a simple a counting argument combined with the definition of $\mathcal{E}_{typ}$. For every $z \in [n]$, let $I_z := V(\mathcal{N}_T(z)) \setminus \{z\}$ be the set of neighbors of $z$ in $\Gamma$; let $T \subseteq \binom{[n]}{2}$ be the set of $(1 - \varepsilon)$-focused pairs, and given an ordered triple $(z, i, v)$, let $1_{(z, i, v)}$ be the indicator of the expression

$$i \in I_z, \ v \in V(\mathcal{N}_T(i)) \setminus \{i, z\}, \ \{z, v\} \text{ is } (1 - \varepsilon)-\text{focused and is mapped to its focus by } f_i.$$  

Using the definition of $\mathcal{E}_1(\varepsilon)$, we get

$$\sum_{i=1}^{n} \sum_{i \in I_z} \sum_{v \in V(\mathcal{N}_T(i)) \setminus \{i, z\}} 1_{(z, i, v)} \geq (1 - \varepsilon)^2 p^2 n \cdot n(n - 1).$$

Let the constant $C'' > 0$ be chosen later. Let $U$ be the set of vertices $z \in [n]$ satisfying the assertion of the lemma. For every $z \in U^c$, let $\tilde{I}_z$ be the subset of all indices $i \in I_z$ with

$$|\{v \in V(\mathcal{N}_T(i)) \setminus \{i, z\} : \{z, v\} \text{ is } (1 - \varepsilon)-\text{focused and is mapped to its focus by } f_i\}| \geq (1 - C'' \varepsilon^{1/3}) pn.$$  

Note that $|\tilde{I}_z| \leq (1 - C'' \varepsilon^{1/3}) pn$, by the definition of $U^c$. On the other hand, in view of the definition of $\mathcal{E}_{typ}$, we have $|I_z| \leq (1 + \log^{-C} n) pn$ and $|V(\mathcal{N}_T(i))| \leq (1 + \log^{-C} n) pn$ for all $z, i \in [n]$. Consequently,

$$\sum_{z \in U^c} \sum_{i \in I_z} \sum_{v \in V(\mathcal{N}_T(i)) \setminus \{i, z\}} 1_{(z, i, v)} \leq \sum_{z \in U^c} \sum_{i \in I_z} (1 + \log^{-C} n) pn + \sum_{z \in U^c} \sum_{i \in I_z \setminus I_z} (1 - C'' \varepsilon^{1/3}) pn$$

$$\leq |U^c| \left((1 + \log^{-C} n) pn + (|I_z| - |\tilde{I}_z|)(1 - C'' \varepsilon^{1/3}) pn\right)$$

$$\leq |U^c| \left((1 - C'' \varepsilon^{1/3}) pn(1 + \log^{-C} n) pn + (C'' \varepsilon^{1/3} pn + pn \log^{-C} n)(1 - C'' \varepsilon^{1/3}) pn\right),$$

whence

$$\sum_{z=1}^{n} \sum_{i \in I_z} \sum_{v \in V(\mathcal{N}_T(i)) \setminus \{i, z\}} 1_{(z, i, v)} \leq \sum_{z \in U} |I_z| \max_{i \in [n]} |V(\mathcal{N}_T(i))| + \sum_{z \in U^c} \sum_{i \in I_z} \sum_{v \in V(\mathcal{N}_T(i)) \setminus \{i, z\}} 1_{(z, i, v)}$$

$$\leq |U| \left((1 + \log^{-C} n) pn\right)^2 + |U^c|(n^2 p^2 + 2n^2 p^2 \log^{-C} n - (C'')^2 \varepsilon^{2/3} n^2 p^2)$$

$$\leq n^3 p^2 + 5n^3 p^2 \log^{-C} n - (C'')^2 \varepsilon^{2/3} n^2 p^2 |U^c|.$$  

It is easy to see that if $|U^c| \geq C'' \varepsilon^{1/3} n$ and assuming $C''$ is sufficiently large, the last inequality would contradict (10). The result follows. \hfill \box

Before moving on to the proof of Proposition 4.4, we consider the following lemma.

Lemma 4.3. Let $m \geq 1$, and let $U_1, U_2, \ldots, U_t$ be subsets of $[m]$. Then

$$\sum_{i,j \in [t]} |U_i \cap U_j| \geq \frac{(\sum_{i \in [t]} |U_i|)^2}{m}.$$  

Proof. Let $\xi$ be a random variable uniformly distributed in $[m]$, so that

$$\sum_{i,j \in [t]} |U_i \cap U_j| = \sum_{i,j \in [t]} m \cdot E 1_{\{\xi \in U_i \cap U_j\}} = m E \left(\sum_{i,j \in [t]} 1_{\{\xi \in U_i\}} \cdot 1_{\{\xi \in U_j\}}\right) = m E \left(\sum_{i \in [t]} 1_{\{\xi \in U_i\}}\right)^2.$$  

Applying Jensen’s inequality, we then get

$$\sum_{i,j \in [t]} |U_i \cap U_j| \geq m \left(\sum_{i \in [t]} 1_{\{\xi \in U_i\}}\right)^2 = \frac{(\sum_{i \in [t]} |U_i|)^2}{m}.$$  

\hfill \box
Proof of Proposition 4.1. Let $\varepsilon$ satisfy the assumptions of Lemma 4.2 and let $C''$ be the constant from the lemma. Condition on any realization of $\Gamma$ in $\mathcal{E}_1(\varepsilon) \cap \mathcal{E}_{typ}$, and fix any point $z \in [n]$ satisfying the assertion of Lemma 4.2. Let $J_z$ be the set of all neighbors $i$ of $z$ in $\Gamma$ such that

$$\{|v \in V(N_T(i)) \setminus \{i, z\} : \{v, z\} \text{ is } (1 - \varepsilon)\text{-focused and is mapped to its focus by } f_i| \geq (1 - C''\varepsilon^{1/3})pn.$$  

Note that $|J_z| \geq (1 - C''\varepsilon^{1/3})pn$. Denote

$$M_z(i) := \{v \in V(N_T(i)) \setminus \{i, z\} : \{v, z\} \text{ is } (1 - \varepsilon)\text{-focused and is mapped to its focus by } f_i\}, \quad i \in J_z.$$

We construct an auxiliary multigraph $G_z$ with the vertex set $J_z$, such that for every pair of distinct elements $i_1, i_2 \in J_z$, the edge between $i_1$ and $i_2$ has multiplicity equal to the size of the intersection $M_z(i_1) \cap M_z(i_2)$ (see Figure 4).

**Figure 4.** An illustration of the auxiliary graph $G_z$ used to estimate from above the size of the set of pairs of indices $i_1 \neq i_2$ from $J_z$ with $f_{i_1}(z) \neq f_{i_2}(z)$ (denoted by $Q$ in the proof of Proposition 4.1). The graph $G_z$ splits into communities in accordance with the values of $f_i(z)$. In this illustration, there are three communities $\{i : f_i(z) = z^{(\ell)}\}, \ell = 1, 2, 3$. Any pair of vertices from different communities are either not adjacent or are connected by an edge of multiplicity one. Further, any pair of vertices within a same community are connected by a multiedge of multiplicity at most $(1 + \log^{-c} n)p^2n$, in view of conditioning on $\mathcal{E}_{typ}$.

Thus, the total multiplicity of the edges of $G_z$ is given by

$$\frac{1}{2} \sum_{i_1 \neq i_2, i_1, i_2 \in J_z} |M_z(i_1) \cap M_z(i_2)|,$$

where the sets $M_z(i)$ satisfy

$$\sum_{i \in J_z} |M_z(i)| \geq |J_z|(1 - C''\varepsilon^{1/3})pn.$$

Applying Lemma 4.3, we immediately get that the total multiplicity of the edges of $G_z$ is at least

$$\frac{1}{2}(1 - C''\varepsilon^{1/3})^2p^2n|J_z| - \frac{1}{2} \sum_{i \in J_z} |M_z(i)| \geq \frac{1}{2}(1 - C''\varepsilon^{1/3})^2p^2n|J_z| - \frac{1}{2}|J_z|(1 + \log^{-c} n)pn. \tag{17}$$

Next, we will get an upper bound on the total multiplicity. Note that the size of the intersection $M_z(i_1) \cap M_z(i_2)$ (hence the multiplicity of any multiedge in $G_z$) does not exceed $(1 + \log^{-c} n)p^2n$, in view of the definition of $\mathcal{E}_{typ}$. Further, whenever $f_{i_1}(z) \neq f_{i_2}(z)$, the multiedge between $i_1$ and $i_2$ can only have multiplicity zero or one. Indeed, otherwise we would be able to find two distinct vertices $v, w \in M_z(i_1) \cap M_z(i_2)$, such that both $\{v, z\}$ and $\{w, z\}$ are mapped to their respective focuses by both $f_{i_1}$ and $f_{i_2}$. If $f_{i_1}(z) = \tilde{z}$ and $f_{i_2}(z) = \hat{z}$ for some $\tilde{z} \neq \hat{z}$ then necessarily $f_{i_1}(\{v, z\}) = f_{i_2}(\{v, z\}) = \{\tilde{z}, \hat{z}\}$, and, similarly, $f_{i_1}(\{w, z\}) = f_{i_2}(\{w, z\}) = \{\tilde{z}, \hat{z}\}$. But this is impossible since $v, w, z$ must be mapped to three distinct vertices of $\Gamma$ (both by $f_{i_1}$ and $f_{i_2}$).

Thus, if we denote by $Q$ the subset of all 2-subsets $\{i_1, i_2\}$ of $J_z$ such that $f_{i_1}(z) \neq f_{i_2}(z)$ then the total multiplicity of multiedges of $G_z$ can be estimated from above by

$$|Q| + (1 + \log^{-c} n)p^2n\left(\frac{1}{2}|J_z|(|J_z| - 1) - |Q|\right) \leq \frac{1}{2}|J_z|(|J_z| - 1)(1 + \log^{-c} n)p^2n - |Q|p^2n.$$

Together with the lower bound (17), this implies the inequality

$$|Q| \leq \frac{1}{2}|J_z|^2(1 + \log^{-c} n) + \frac{1}{2p}|J_z|(1 + \log^{-c} n) - \frac{1}{2}(1 - C''\varepsilon^{1/3})^2|J_z|^2$$

$$\leq \frac{1}{2} n^2p^2(1 + \log^{-c} n)^3 + \frac{1}{2} n(1 + \log^{-c} n)^2 - \frac{1}{2}(1 - C''\varepsilon^{1/3})^2(1 + \log^{-c} n)^2n^2p^2,$$
which in turn gives, as \( p^2 n^{2/3} = \Omega(1) \),
\[
|Q| \leq C \varepsilon^{1/3} n^2 p^2
\]
for some universal constant \( C > 0 \). Thus, there is a vertex \( \pi'(z) := \tilde{z} \) of \( \Gamma \) such that \( f_i(z) = \pi'(z) \) for at least \( (1 - C' \varepsilon^{1/3})pn \) indices \( i \in J_z \).

The above argument produced a mapping \( \pi' : [n] \to [n] \) such that for at least \( (1 - C' \varepsilon^{1/3})n \) vertices \( z \in [n] \), we have \( f_i(z) = \pi'(z) \) for at least \( (1 - C' \varepsilon^{1/3})pn \) indices \( i \in J_z \). The last step of the proof is to “convert” the mapping \( \pi' \) to a permutation \( \pi \) of \([n]\) with similar properties. We have, in view of the conditions on \( \pi' \),
\[
\sum_{\tilde{w} \in \pi'([n])} \sum_{i=1}^n \sum_{v \in \tilde{i}, \tilde{w}} 1\{f_i(v) = \tilde{w}\} = \sum_{i=1}^n \sum_{v \in \tilde{i}} 1\{f_i(v) \in \pi'(\{i\})\} = \sum_{z=1}^n \sum_{i=1}^n 1\{f_i(z) \in \pi'(\{i\})\} \geq \left(1 - C' \varepsilon^{1/3}\right)^2 n^2 p.
\]
On the other hand, we know that each vertex of \( \Gamma \), hence \( \tilde{\Gamma} \), has degree at most \( (1 + \log^{-c} n)pn \) on \( \mathcal{E}_{typ} \), whence
\[
\sum_{i=1}^n \sum_{v \in i} 1\{f_i(v) = \tilde{w}\} \leq (1 + \log^{-c} n)pn
\]
for every \( \tilde{w} \in \pi'([n]) \). Thus,
\[
(1 - C' \varepsilon^{1/3})^2 n^2 p \leq (1 + \log^{-c} n)pn|\pi'([n])|,
\]
implying that \(|\pi'([n])| \geq (1 - C\varepsilon^{1/3})n \) for some constant \( C > 0 \). Let \( W \) be a maximal subset of \([n]\) on which the mapping \( \pi' \) is injective, that is \( W \) is a subset such that for every \( z \in W \), \( \pi'(z) \in \pi'(W) \). From the above, \(|W| \geq (1 - C\varepsilon^{1/3})n \). Choose any permutation \( \pi \) on \([n]\) such that \( \pi(z) = \pi'(z) \) for all \( z \in W \). Then \( \pi(z) = \pi'(z) \) for at least \( (1 - C\varepsilon^{1/3})n \) points \( z \in [n] \). It is easy to check that \( \pi \) satisfies the required properties. \( \square \)

5. Step III

The goal of this section is to show that with high probability the permutation from event \( \mathcal{E}_2(\varepsilon) \) can be chosen to be close to the identity. Let \( \varepsilon > 0 \). We define the set
\[
\mathcal{E}_3(\varepsilon) := \bigg\{ \sum_{i \in [n]} |\{z \in \Gamma : f_i(z) = z\}| \geq (1 - \varepsilon)n^2 p \bigg\}.
\]

**Proposition 5.1.** There is a universal constant \( C_3 > 0 \) with the following property. Let \( n \) be large and let \( p = \omega\left(\frac{\log^2 n}{n}\right) \) and \( \max\{2ep, \log^{-c} n\} \leq \varepsilon \leq \frac{1}{2} \). Then
\[
\mathbb{P}(\mathcal{E}_3(C_3\varepsilon) \cap \mathcal{E}_{typ}) \geq \mathbb{P}(\mathcal{E}_2(\varepsilon) \cap \mathcal{E}_{typ}) - n^{-\omega(1)}.
\]

The crucial part of the argument is encapsulated in the lemma below, which establishes a connection between certain properties of the permutation \( \pi \) from \( \mathcal{E}_2(\varepsilon) \) and the number of constraints imposed on the edges of \( \Gamma \).

**Lemma 5.2.** Let \( \varepsilon \in [\log^{-c} n, 1/2) \). Condition on a realization of the graph \( \Gamma \) from \( \mathcal{E}_2(\varepsilon) \cap \mathcal{E}_{typ} \), and let \( \pi \) be the permutation from the definition of \( \mathcal{E}_2(\varepsilon) \). Denote by \( W \) the collection of all ordered pairs \((v, w)\), with \( v \neq w \), such that \( \{v, w\} \) is an edge of \( \Gamma \) and \( f_{w}(w) = \pi(w) \neq w \). Further, let \( m := [2n \log n] \), and let \( X_j, Y_j, j = 1, 2, \ldots, m, \) be i.i.d variables uniformly distributed on \([n]\). Then with probability at least
\[
\max(0, |W| n^{2} - 3 \varepsilon \cdot p - 2n - 8mn^{-2})^m,
\]
all unordered pairs \( \{X_j, Y_j\}, \{\pi^{-1}(X_j), \pi(Y_j)\}, j = 1, 2, \ldots, m, \) are distinct edges of \( \Gamma \).

**Proof.** Condition on a realization of the graph \( \Gamma \) from \( \mathcal{E}_2(\varepsilon) \cap \mathcal{E}_{typ} \), and let \( \pi \) be the permutation from the definition of \( \mathcal{E}_3(\varepsilon) \). For each \( i \in [n] \), denote by \( U_i \) the collection of all vertices \( v \in \Gamma \) such that \( f_{i}(v) = \pi(v) \). Observe that, in view of the definition of \( \mathcal{E}_2(\varepsilon) \),
\[
\sum_{i=1}^{n} |U_i| \geq (1 - \varepsilon)pn \cdot (1 - \varepsilon)n \geq (1 - 2\varepsilon)n^2 p.
\]

Let \( X, Y \) be independent variables uniform on \([n]\). Obviously then, \((X, Y)\) belongs to \( W \) with probability \(|W| n^{-2} \), and, conditioned on the event \( \{(X, Y) \in W\} \), the pair \((X, Y)\) is uniformly distributed on \( W \). Further, let \( \tilde{\Gamma} \) be the collection of all ordered pairs \((\tilde{w}, \tilde{v})\) such that \( \{\tilde{w}, \tilde{v}\} \) is an edge of \( \Gamma \) and \( f_{w}(\pi^{-1}(\tilde{v}) \neq \tilde{v} \). Note that
\[
|\tilde{\Gamma}| = \sum_{i=1}^{n} |(V(N_{\Gamma}(i)) \setminus \{i\}) \setminus U_i| = \sum_{i=1}^{n} |(V(N_{\Gamma}(i)) \setminus \{i\})| - \sum_{i=1}^{n} |U_i| \leq (1 + \log^{-c} n)n^2 p - (1 - \varepsilon)n^2 p \leq 3\varepsilon n^2 p.
\]
Thus, we get that with probability at least $|W|^n - 3\varepsilon p$, the following holds:

\[(X, Y) \in W \quad \text{and} \quad \pi(Y), X \notin \tilde{T}.
\]

Assume for a moment that condition (18) holds. The inclusion $(X, Y) \in W$ implies that $\{f_x(X), f_x(Y)\} = \{X, \pi(Y)\}$ is an edge of $\hat{\Gamma}$. Then, the condition $(\pi(Y), X) \notin \tilde{T}$ is equivalent to $f_{\pi(Y)}(\pi^{-1}(X)) = X$. Thus, $\{f_{\pi(Y)}(X), f_{\pi(Y)}(\pi(Y))\} = \{\pi^{-1}(X), \pi(Y)\}$ is an edge in $\Gamma$. To summarize,

\[\Rightarrow \{X, Y\}, \{\pi^{-1}(X), \pi(Y)\} \in E(\Gamma) \quad \text{and} \quad \pi(Y) \neq Y,
\]

where the condition $\pi(Y) \neq Y$ follows immediately as $(X, Y) \in W$. Since $X \notin \{Y, \pi(Y)\}$ with probability at least $1 - 2n^{-1}$, we get that the event

$$\{X, Y\} \text{ and } \{\pi^{-1}(X), \pi(Y)\}$$

are distinct edges of $\Gamma$

holds with probability at least $|W|^n - 3\varepsilon p - 2n^{-1}$.

In view of the above observations, with probability at least

$$\max(0, |W|^n - 3\varepsilon p - 2n^{-1} - 4mn^{-2})^m,$$

all unordered pairs $\{X_j, Y_j\}, \{\pi^{-1}(X_j), \pi(Y_j)\}, j = 1, 2, \ldots, m$, are distinct edges of $\Gamma$.

Lemma 5.3. Let $\varepsilon \in [\log^{-c} n, 1/2]$. Let event $E$ be defined as

$$E := \{\text{There is a permutation } \pi : [n] \to [n] \text{ with } \{j \in [n] : \pi(j) \neq j\} \geq 14 \varepsilon n$$

and such that $\{|i \in [n] : z \sim i, f_i(z) = \pi(z)|| \geq (1 - \varepsilon)pn$ for at least $(1 - \varepsilon)n$ vertices $z \in [n]\}$.

Condition on any realization of the graph $\Gamma$ from $E \cap E_{typ}$. Let $W$ be defined as in Lemma 5.3. Then necessarily $|W| \geq 4\varepsilon n^2 p$.

Proof. Let $Q$ be the collection of all ordered pairs $(v, w)$ with $v \neq w$, such that $\{v, w\}$ is an edge of $\Gamma$ and $f_v(w) = \pi(w)$. By the definition of $E$, we get $|Q| \geq (1 - \varepsilon)pn \cdot (1 - \varepsilon)n$. Let $J$ be the set of indices $j \in [n]$ with $\pi(j) \neq j$, and let $U$ be the collection of all ordered pairs of the form $(v, j)$ where $j \in J$ and $\{v, j\}$ is an edge of $\Gamma$. From the definition of $E_{typ}$ we get $|U| \geq |J|(1 - \log^{-c} n)p$. On the other hand, the total number of pairs $(v, w)$ corresponding to edges of $\Gamma$ is at most $n \cdot (1 + \log^{-c} n)p$. Thus,

$$|Q| \geq |U| = n \cdot (1 + \log^{-c} n)p,$$

implying

$$|Q| + |U| - |Q \cap U| \leq n \cdot (1 + \log^{-c} n)p,$$

Since $|J| \geq 14 \varepsilon n$, we get the result.

Proof of Proposition 5.7. Let $E$ be defined as in Lemma 5.3, let $m := [2n \log n]$, and let $X_j, Y_j, j = 1, 2, \ldots, m$, be i.i.d. variables uniformly distributed on $[n]$ mutually independent with $\Gamma$. Let $M$ be the set of all permutations $\sigma$ with $|\{j \in [n] : \sigma(j) \neq j\}| \geq 14 \varepsilon n$, and for each $\sigma \in M$ denote by $E_{\sigma}$ the event

$$E_{\sigma} := \{\{i \in [n] : z \sim i, f_i(z) = \sigma(z)|| \geq (1 - \varepsilon)pn$$

for at least $(1 - \varepsilon)n$ vertices $z \in [n]\}$.

Obviously, $E = \bigcup_{\sigma \in M} E_{\sigma}$, and, combining Lemmas 5.2 and 5.3, we get that conditioned on any $\Gamma$ in $E_{\sigma} \cap E_{typ}$, with conditional probability at least

$$\max(0, 4\varepsilon p - 3\varepsilon p - 2n^{-1} - 8mn^{-2})^m \geq \left(\frac{\varepsilon p}{2}\right)^m
\]

all pairs $\{X_j, Y_j\}, \{\sigma^{-1}(X_j), \sigma(Y_j)\}, j = 1, 2, \ldots, m$, are distinct edges of $\Gamma$.

On the other hand, for an arbitrary permutation $\sigma$ the (unconditional) probability that the pairs $\{X_j, Y_j\}$ and $\{\sigma^{-1}(X_j), \sigma(Y_j)\}, j = 1, 2, \ldots, m$, are distinct edges of $\Gamma$, is at most $p^{2m}$. Hence, for every $\sigma \in M$ we get

$$\mathbb{P}(E_{\sigma} \cap E_{typ}) \leq \frac{\mathbb{P}\{\forall j, \{X_j, Y_j\} \in \Gamma, \{\sigma^{-1}(X_j), \sigma(Y_j)\} \in \Gamma, \text{ and } \{X_j, Y_j\} \neq \{\sigma^{-1}(X_j), \sigma(Y_j)\}\}}{\mathbb{P}\{\forall j \in [m], \{X_j, Y_j\} \in \Gamma, \{\sigma^{-1}(X_j), \sigma(Y_j)\} \in \Gamma, \text{ and } \{X_j, Y_j\} \neq \{\sigma^{-1}(X_j), \sigma(Y_j)\}\}} = \frac{p^{2m}}{(2p/\varepsilon)^m} \leq \exp(-m),$$

where the last inequality follows from the assumption $2pe \leq \varepsilon$. 


Taking the union bound over all \( \sigma \in M \), we get that the event \( \mathcal{E} \cap \mathcal{E}_{typ} \) has probability \( n^{-\omega(1)} \), so that
\[
\mathbb{P}((\mathcal{E}_2(\varepsilon) \setminus \mathcal{E}) \cap \mathcal{E}_{typ}) \geq \mathbb{P}((\mathcal{E}_2(\varepsilon) \cap \mathcal{E}_{typ}) - n^{-\omega(1)}).
\]

It remains to check that \( (\mathcal{E}_2(\varepsilon) \setminus \mathcal{E}) \cap \mathcal{E}_{typ} \) is contained in \( \mathcal{E}_3(C\varepsilon) \cap \mathcal{E}_{typ} \) for a sufficiently large universal constant \( C > 0 \). Fix any realization of \( \Gamma \) within the event \( (\mathcal{E}_2(\varepsilon) \setminus \mathcal{E}) \cap \mathcal{E}_{typ} \), and let \( \pi \) be the corresponding permutation from \( \mathcal{E}_2(\varepsilon) \). Then the set \( \{ z \in [n] : \pi(z) \not= z \} \) has cardinality at most \( 14\varepsilon n \). Combined with (2), this implies that the set \( O_1 := \{(i, z) : i \not\sim z, \pi(z) \not= z\} \) has cardinality at most \( (1 + \log^{-C}(n))pn \cdot 14\varepsilon n \leq 15\varepsilon n^2p \). Next, by the definition of \( \mathcal{E}_2(\varepsilon) \), the set \( O_2 := \{(i, z) : i \not\sim z, f_i(z) = \pi(z)\} \) has cardinality at least \( (1 - \varepsilon)pn \cdot (1 - \varepsilon)n \geq (1 - 2\varepsilon)n^2p \), and thus \(|O_2 \setminus O_1| \geq (1 - 17\varepsilon)n^2p\). On the other hand,
\[
O_2 \setminus O_1 \subset \{(i, z) : i \not\sim z, f_i(z) = z\},
\]
which implies that we are within the event \( \mathcal{E}_3(17\varepsilon) \).

\[ \square \]

6. Step IV

In this section, we complete the proof of Theorem 1.3. Our goal is to develop a bootstrapping argument which would allow to pass from the conclusion of Step III to the desired statement, specifically, we will show that if the permutation \( \pi \) from the definition of \( \mathcal{E}_2(\varepsilon) \) is “close” to the identity, then it must be the identity. Recall some definitions from the introduction:

\[
\mathcal{P} := \{(v, w) \in [n]^2 : (v, w) \in E(\Gamma)\},
\]
\[
\mathcal{\hat{P}} := \{\hat{v}, \hat{w} \in [n]^2 : \hat{v}, \hat{w} \in E(\hat{\Gamma})\},
\]
\[
\mathcal{M} := \{(v, w) \in \mathcal{P} : f_v(w) = w\}.
\]

For every pair of vertices \( (v, w) \in \mathcal{P} \), let
\[
\mathcal{V}(v, w) := \{z : (v, z) \in \mathcal{M} \text{ and } \{w, z\} \in E(\Gamma)\},
\]
and define
\[
\mathcal{V} := \{(v, w) \in \mathcal{P} : |\mathcal{V}(v, w)| \geq \frac{6}{10}p^2n\}.
\]

Everywhere in this section, by \( \mathcal{V}^c \) and \( \mathcal{M}^c \) we denote the complements of \( \mathcal{V} \) and \( \mathcal{M} \) in \( \mathcal{P} \).

Lemma 6.1. Conditioned on \( \mathcal{E}_{typ} \), we have
\[
(v, w) \in \mathcal{V} \cap \mathcal{M}^c \Rightarrow (f_v(w), f_{f_v(w)}^{-1}(v)) \in \mathcal{V}^c.
\]

We refer to Figure 5 for a graphical illustration of the above lemma.

\begin{figure}[h]
\centering
\includegraphics{figure5.png}
\caption{A graphical interpretation of the statement of Lemma 6.1. Here, \( (v, w) \) is an ordered pair from \( \mathcal{V} \cap \mathcal{M}^c \), with \( \hat{w} := f_v(w) \). On the left hand side, we depict a part of the neighborhoods \( N_\Gamma(v), N_\hat{\Gamma}(v) \), showing \( w \) and common neighbors \( z_1, z_2, z_3, \ldots \) of \( v \) and \( w \) in \( \Gamma \) (which correspond to common neighbors \( \hat{z}_1, \hat{z}_2, \hat{z}_3, \ldots \) of \( v \) and \( \hat{w} \) in \( \hat{\Gamma} \)). On the right hand side, we consider a part of the neighborhoods \( N_\Gamma(\hat{w}), N_\hat{\Gamma}(\hat{w}) \). Note that the condition \( (v, w) \in \mathcal{V} \) implies that \( \hat{z}_j = z_j \) for at least \( \frac{6}{10}p^2n \) indices \( j \). If it were also true that \( (\hat{w}, f_{\hat{w}}^{-1}(v)) \in \mathcal{V} \) then we would necessarily have \( z_j' = z_j \) for at least \( \frac{6}{10}p^2n \) indices \( j \). But then \( z_j \) would be a common neighbor of \( v, w, \hat{w} \) in \( \Gamma \) for at least \( (1 - o(1)) \frac{6}{10}p^2n \) indices \( j \), which is prohibited by \( \mathcal{E}_{typ} \).}
\end{figure}
Proof. For brevity, we denote $\tilde{w} := f_v(w)$. It is suffice to prove
\begin{equation}
(v, w, (\tilde{w}, f^{-1}_w(v))) \in \mathcal{V} \Rightarrow (v, w, v) \in \mathcal{M},
\end{equation}
because for any $(v, w) \in \mathcal{V} \cap \mathcal{M}^c$, $(\tilde{w}, f^{-1}_w(v))$ cannot be contained in $\mathcal{V}$ without contradicting (20).

Fix $(v, w, (\tilde{w}, f^{-1}_w(v))) \in \mathcal{V}$. Since $(f(v), f(v)) = (v, \tilde{w})$, the pair $\{v, \tilde{w}\}$ is an edge of $\tilde{\Gamma}$. Applying $f^{-1}_w$ to $(v, \tilde{w})$ we get that $\{f^{-1}_w(v), \tilde{w}\}$ is an edge of $\tilde{\Gamma}$. Further, observe that $f_v(\mathcal{V}(v, w)) = \mathcal{V}(w, v)$, and thus $\mathcal{V}(v, w)$ is contained in the set of common neighbors of $v$ and $\tilde{w}$ in $\tilde{\Gamma}$. Applying the same reasoning, $\mathcal{V}(\tilde{w}, f^{-1}_w(v))$ is contained in the set of common neighbors of $v$ and $\tilde{w}$ in $\tilde{\Gamma}$. Because the set of common neighbors of $\{v, \tilde{w}\}$ in $\tilde{\Gamma}$ is contained in $N_{\tilde{\Gamma}}(v)$ and $f_v$ is a graph isomorphism from $N_{\Gamma}(v)$ to $N_{\Gamma}(v)$, the number of common neighbors of $\{v, \tilde{w}\}$ in $\tilde{\Gamma}$ is the same as the number of common neighbors of $\{v, w\}$ in $\Gamma$, which is at most $(1 + \log^{-c}n)p^2n$ (see condition (3)).

Thus, if both $(v, w), (\tilde{w}, f^{-1}_w(v)) \in \mathcal{V}$, then we get
\begin{align*}
|\mathcal{V}(v, w) \cap \mathcal{V}(\tilde{w}, f^{-1}_w(v))| &\geq \frac{6}{10}p^2n + \frac{6}{10}p^2n - (1 + \log^{-c}n)p^2n \\
&\geq \frac{1}{10}p^2n.
\end{align*}

By (4) in $\mathcal{E}_{typ}$, the number of common neighbors of any 3 distinct points in $\Gamma$ is at most $\frac{p^2n}{10}$. Thus, we conclude that $|\{v, w, \tilde{w}, f^{-1}_w(v)\}| \leq 2$. On the other hand, the set is at least size 2 since $w \neq \tilde{v}$. Further, $\tilde{v} \neq v$ since $\{v, \tilde{w}\} \in \mathcal{E}(\Gamma)$, which leaves two options: either $v = f^{-1}_w(v)$ and $w = \tilde{w}$, or $w = \tilde{w} = f^{-1}_v(w)$. But the latter is not possible since $\{w, f^{-1}_w(v)\} \in \mathcal{E}(\Gamma)$. Therefore, $v = f^{-1}_w(v)$ and $w = \tilde{w}$.

Next, we consider a partition $[n] = J_M \cup J_{\tilde{M}}$, where
\begin{equation*}
J_M = \{v \in [n] : |\{w : (v, w) \in \mathcal{M}^c\}| \leq \frac{1}{10}pn\}.
\end{equation*}
The set $J_M$ can be viewed as a collection of "good" vertices of $\Gamma$ whose neighbors are mostly mapped to vertices of $\tilde{\Gamma}$ with matching labels. The next lemma asserts that, conditioned on $\mathcal{E}_{typ}$ and assuming $p^2n = \omega(\log^2 n)$, the set of points $\{w : (v, w) \in \mathcal{V}^c\}$ is much less than the set of points $\{w : (v, w) \in \mathcal{M}^c\}$ for every $v \in J_M$.

**Lemma 6.2.** Conditioned on $\mathcal{E}_{typ}$,
\begin{equation*}
\forall v \in J_M \text{ we have } |\{w : (v, w) \in \mathcal{V}^c\}| \leq \frac{\log^2 n}{p^2n} |\{w : (v, w) \in \mathcal{M}^c\}|.
\end{equation*}

**Proof.** This is a consequence of (10) in $\mathcal{E}_{typ}$. To see that, we fix $v \in J_M$ and let $J = \{w : (v, w) \in \mathcal{M}^c\}$. Notice that $|J| \leq \frac{1}{10}pn$ and
\begin{equation*}
\{w : (v, w) \in \mathcal{V}^c\} = \{w : (v, w) \in \mathcal{P}, |\{z : (v, z) \in \mathcal{M} \land \{w, z\} \in \mathcal{E}(\Gamma)\}| < \frac{6}{10}n^2 \}
\end{equation*}
\begin{equation*}
\subset \{w \not\sim v : |\{u \not\sim v : u \not\in J, \{w, u\} \in \mathcal{E}(\Gamma)\}| \leq 0.999(pn - |J|)p\}.
\end{equation*}

\begin{equation}
|\{w : (v, w) \in \tilde{\mathcal{P}} : v \in J_M, \tilde{w} \in J_{\tilde{M}} \land f^{-1}_w(\tilde{w}) \neq \tilde{w}\}| \leq 3\frac{\log^2 n}{p^2n} |J_{\tilde{M}}|.
\end{equation}

In particular, if $J_{\tilde{M}} = \emptyset$, then necessarily $\mathcal{M} = \mathcal{P}$, and thus $\Gamma = \tilde{\Gamma}$.

Moreover, for any parameter $\delta \in (0, 0.001)$, and assuming $n$ is sufficiently large, conditioned on the intersection $\mathcal{E}_{typ} \cap \{|f^{-1}_w| \leq \delta n\}$,
\begin{equation}
|\{w : (v, w) \in \tilde{\mathcal{P}} : v \in J_M, \tilde{w} \in J_{\tilde{M}} \land f^{-1}_w(\tilde{w}) \neq \tilde{w}\}| \geq (1 - 2\delta) |J_{\tilde{M}}| pn.
\end{equation}

Before presenting the proof, we would like to discuss the conditions of the lemma and why the statement should be true. The first part of the lemma deals with the statistics of the collection of "bad" pairs from $\mathcal{P}$ i.e pairs $(v, \tilde{w}) \in \mathcal{P}$ with $f^{-1}_w(\tilde{w}) \neq \tilde{w}$. The first assertion of the lemma is essentially that, under the assumption $p^2n = \omega(\log^2 n)$, the number of "bad" pairs with both vertices in $J_M$ is much smaller than the number of "bad" pairs with at least one vertex in $J_{\tilde{M}}$. To see why this should be true, consider any vertex $v \in J_M$. At least $90 - o(1)$ percent of pairs $(v, \tilde{w})$ are "good", just by the definition of $J_M$. This, and condition (6) in the definition of $\mathcal{E}_{typ}$, implies that for a vast majority of $\tilde{w} \in V(N_{\Gamma}(v)) \setminus \{v\}$ with $\tilde{w} \neq f^{-1}_w(\tilde{w})$, the pair $(v, f^{-1}_w(\tilde{w}))$ must belong to the set $\mathcal{V}$, that is, at least $\frac{9}{10}p^2n$ of the common neighbors of $v$ and $f^{-1}_w(\tilde{w})$ in $N_{\Gamma}(v)$ must be mapped to the same vertices of $\Gamma$. But, according to Lemma (21) for any such $\tilde{w}$ the pair $(\tilde{w}, f^{-1}_w(\tilde{w}))$ must belong to $\mathcal{V}^c$. However, for any $\tilde{w}$ satisfying the
additional assumption \( \bar{w} \in J_M \), the set \( \{ u : (\bar{w}, u) \in V^c \} \) has a small size, according to Lemma 6.2. Hence, the set \( \{(v, \bar{w}) : v \in J_M, \bar{w} \in J_M \text{ and } f_1^{-1}(\bar{w}) \neq \bar{w} \} \) must be small as well.

The second assertion of the lemma essentially tells that, assuming \( J_M^c \) is small, for a “typical” vertex \( v \in J_M \) a vast majority of the pairs \( (v, \bar{w}) \in \bar{P} \) are such that \( \bar{w} \in J_M \). Note that analogous statement for the graph \( \Gamma \) is a simple consequence of standard concentration properties: given any set \( U \) (whether fixed or random, dependent on \( \Gamma \)), the number of edges in \( \Gamma_{U, U^c} \) cannot be much larger than \( \frac{1}{2} |U|^2 p \) whereas the number of edges in \( \Gamma_{U, U^c} \) should be roughly of order \( |U| |U^c| p \). Hence, if \( U^c \) is small then for most pairs \( (v, w) \in P \) with \( v \in U^c \), we have \( w \in U \).

For the graph \( \bar{\Gamma} \), we do not have apriori knowledge of such properties. Instead, we obtain the required statement by relying on the definition of \( J_M \) and by reusing statistics of common neighbors. A crucial observation here is that for most pairs \( (v, w) \in P \) with \( v \in J_M \) and \( w \in J_M^c \), we should also have \( f_v(w) \in J_M^c \), which is ultimately a consequence of Lemma 6.1. On the other hand, the number of pairs \( \{(v, w) : v \in J_M, w \in J_M^c \} \), is roughly of order \( |J_M| |J_M^c| p = (n - |J_M^c|) |J_M| p \).

**Proof of Lemma 6.3.** For convenience, for any \( I \subset [n] \) we define \( M(I) := \{(v, w) \in M : v \in I \} \) and \( M^c(I) := \{(v, w) \in M^c : v \in I \} \) (and similarly for \( V(I) \) and \( V^c(I) \)). By Lemma 6.2, conditioned on \( E_{typ} \),

\[
|V^c(J_M)| \leq \frac{\log^2 n}{p^2 n} |M^c(J_M)|.
\]

Next, for each \( (v, w) \in M^c(J_M) \cap V(J_M) \) with \( f_v(w) = \bar{w} \in J_M \), applying (19) we get \( (\bar{w}, f_\bar{w}^{-1}(v)) \in V^c(J_M) \).

Further, we claim that the map \( (v, w) \mapsto (\bar{w}, f_\bar{w}^{-1}(v)) \) where \( \bar{w} := f_v(w) \), is a bijection on \( P \). Indeed, applying the correspondence twice to the pair \( (v, u) \), we get

\[
(v, w) \mapsto (\bar{w}, f_\bar{w}^{-1}(v)) \mapsto (\bar{v}, f_\bar{v}^{-1}(\bar{w})),
\]

which implies \( (\bar{v}, f_\bar{v}^{-1}(\bar{w})) = (v, w) \). The claim follows. Now, using injectivity of this map and (23) we conclude that

\[
|\{(v, w) \in M^c(J_M) \cap V(J_M) : f_v(w) \in J_M\}| \leq |V^c(J_M)| \leq \frac{\log^2 n}{p^2 n} |M^c(J_M)|.
\]

Applying (23) again we get

\[
|\{(v, w) \in M^c(J_M) : f_v(w) \in J_M\}| \leq 2 \frac{\log^2 n}{p^2 n} |M^c(J_M)|.
\]

Note that since we assumed that \( p^2 n = \omega(\log^2 n) \), (24) implies that if \( |M^c(J_M)| > 0 \), then \( J_M^c \neq \emptyset \).

Next, we will establish a quantitative relation between \( |M^c(J_M)| \) and \( |J_M^c| \), which can be done by examining the set \( \{(\bar{v}, \bar{w}) : \bar{w} \in J_M^c \} \). First of all, by (2) in \( E_{typ} \),

\[
|\{(\bar{v}, \bar{w}) \in \bar{P} : \bar{w} \in J_M^c\}| = \sum_{\bar{w} \in J_M^c} \deg(\bar{w}) = \sum_{\bar{w} \in J_M^c} \deg(\bar{w}) = (1 + o(1))|J_M^c| pm.
\]

Notice that the map \( (v, w) \mapsto (v, f_v(w)) \) from \( P \) to \( \bar{P} \) is a bijection, whose inverse is \( (\bar{v}, \bar{w}) \mapsto (\bar{v}, f_\bar{v}^{-1}(\bar{w})) \). Therefore, we have

\[
|\{(\bar{v}, \bar{w}) \in \bar{P} : \bar{w} \in J_M^c\}| = |\{(v, w) \in \bar{P} : f_v(w) \in J_M^c\}|
\]

\[
\geq |\{(v, w) \in M^c(J_M) : f_v(w) \in J_M^c\}| \geq \left(1 - 2 \frac{\log^2 n}{p^2 n}\right) |M^c(J_M)|,
\]

by (24). Together with the condition \( p^2 n = \omega(\log^2 n) \) and (25), this gives

\[
|M^c(J_M)| \leq (1 + o(1)) |J_M^c| pm.
\]

Note that the above bound implies that if \( |J_M^c| = 0 \), then \( |M^c| = 0 \), and hence \( \Gamma = \bar{\Gamma} \). Applying (26) and (24) we obtain the first statement in the lemma.

It remains to prove the second statement, where we rely on the fact that \( |J_M^c| \leq \delta n \). Recall that \( \Gamma_{J_M^c, J_M^c} \) is the bipartite subgraph of \( \Gamma \) on the vertex set \( J_M \cup J_M^c \) where we keep only edges connecting \( J_M \) to \( J_M^c \). By (8) in \( E_{typ} \) and the assumption that \( |J_M^c| \leq \delta n \),

\[
|E_{\Gamma}(J_M, J_M^c)| \geq \left(1 - \frac{\log n}{\sqrt{pm}}\right) p |J_M| |J_M^c| \geq \left(1 - \frac{\log n}{\sqrt{pm}}\right) (1 - \delta) pn |J_M^c|.
\]
Next,
\[ |\{(v, \tilde{w}) \in \hat{P} : v \in J_M, \text{ and } \tilde{w} \in J_{M}^c\}| \geq |\{(v, w) \in \mathcal{P} : v \in J_M, \text{ and } f_v(w) \in J_{M}^c\}| \]
\[ = |E_\Gamma(J_M, J_{M}^c)| - |\{(v, w) \in \mathcal{P} : v \in J_M, w \in J_{M}^c, \text{ and } f_v(w) \in J_M\}| \]
\[ = |E_\Gamma(J_M, J_{M}^c)| - 2 \log^2 n \frac{p^2 n}{p^2 n} |M^c(J_M)|, \]
where the last inequality follows by (24). Together with (26), this implies
\[ |\{(v, \tilde{w}) \in \hat{P} : v \in J_M, \text{ and } \tilde{w} \in J_{M}^c\}| \geq \left(1 - \log n \frac{p}{\sqrt{pn}} (1 - \delta) - (1 + o(1)) \cdot \frac{2 \log^2 n}{p^2 n} \right) pn |J_{M}^c| \]
\[ \geq (1 - 2\delta) |J_{M}^c| pn, \]
where the last inequality holds for \( n \) large enough. The second statement follows.

Next, we want to develop a procedure similar to the one used in Step 1: more precisely, we want to show that the assumption that \( 0 < |J_{M}^c| \leq \delta n \) necessarily induces a large number of constraints on the edges of \( \Gamma \), which can be satisfied only with a very small probability. In the next lemma, we show that under the mentioned assumption, there is a vertex \( v \in J_{M}^c \) with many constraints coming from the neighborhood \( N_I(v) \).

**Lemma 6.4.** Let \( \delta \leq 0.001 \) be any fixed positive constant. Assuming that \( p^2 n = \omega(\log^2 n) \), for every sufficiently large \( n \), conditioned on \( \mathcal{E}_{typ} \cap \{0 < |J_{M}^c| \leq \delta n\} \), there is \( v \in J_{M}^c \) such that the set
\[ I_v := \{w \sim v : f_v(w) \neq w, f_v(w) \in J_M\} \]
satisfies \( |I_v| \geq \frac{\delta}{11} pn \), and such that the set
\[ E_v := \{\{w, w'\} : E(\Gamma_{I_v}) : f_v(w) \neq w, f_v(w') \neq w', \text{ and } \{f_v(w), f_v(w')\} \in E(\Gamma)\} \]
satisfies
\[ |E_v| \geq (1 - o(1))|E(\Gamma_{I_v})| = (1 - o(1)) \frac{|I_v|^2}{2} p \geq 0.001 n^2 p^3. \]

**Proof.** Let
\[ I := \{v \in J_{M}^c : |\{(v, \tilde{w}) \in \hat{P} : \tilde{w} \in J_{M}^c\}| \leq 5\delta pn\}. \]
By (2) from \( \mathcal{E}_{typ} \), every vertex of \( \hat{P} \) is at most \( (1 + \log^{-c} n) pn \). In view of this degree bound,
\[ |\{(v, \tilde{w}) \in \hat{P} : v \in J_{M}^c, \tilde{w} \in [n]\}| = \sum_{v \in J_{M}^c} \deg_F(v) \leq (1 + o(1))pn |J_{M}^c|. \]
Together with (22), this gives
\[ |J_{M}^c \setminus I| : 5\delta pn \leq \sum_{v \in J_{M}^c} |\{(v, \tilde{w}) \in \hat{P} : \tilde{w} \in J_{M}^c\}| \leq (1 + o(1))pn |J_{M}^c| - (1 - 2\delta) |J_{M}^c| pn = (2\delta + o(1)) |J_{M}^c| pn, \]
and therefore
\[ |I| \geq \frac{1}{2} |J_{M}^c|. \]
In particular, the set \( I \) is non-empty. Take any \( v \in I \). The set
\[ I_v := \{w \sim v : f_v(w) \neq w, f_v(w) \in J_M\} \]
satisfies
\[ |I_v| \geq |\{w \sim v : f_v(w) \neq w\}| - |\{w \sim v : f_v(w) \in J_{M}^c\}| \]
\[ \geq \frac{1}{10} pn - 5\delta pn \geq \frac{1}{11} pn, \]
with the assumption that \( \delta \leq 0.001 \). By (3),
\[ |E(\Gamma_{I_v})| \geq (1 - o(1)) \left(\frac{|I_v|}{2}\right) p = (1 - o(1)) \frac{|I_v|^2}{2} p \geq (1 - o(1)) \frac{1}{242} n^2 p^3. \]
Next, we want to argue that there exists \( v \in I \) so that for a “typical” pair \( w, w' \in I_v \) with \( \{w, w'\} \in E(\Gamma) \), we also have \( \{f_v(w), f_v(w')\} \in E(\Gamma) \). Note that, if \( \{f_v(w), f_v(w')\} \notin E(\Gamma) \), then \( \{f_v(w), f_v(w')\} \) is an unordered pair satisfying \( f_v(w), f_v(w') \in J_M \), \( f_v(w) \nsim f_v(w') \), and \( f_v(w) \nsim f_v(w') \). Now we consider the set

\[
E' := \{\{\tilde{w}, \tilde{w}'\} \in E(\tilde{\Gamma}) : \tilde{w}, \tilde{w}' \in J_M, \{\tilde{w}, \tilde{w}'\} \notin E(\Gamma)\}.
\]

Then, by the definition of \( E' \) and \( I_v \) we have

\[
\{(v, \{w, w'\}) : v \in I, w, w' \in I_v, w \nsim w', \text{ and } f_v(w) \nsim f_v(w')\}
\]

\[
= \{(v, \{w, w'\}) : v \in I, w, w' \in I_v, \text{ and } \{f_v(w), f_v(w')\} \in E'\}
\]

\[
\subset \{(v, \{w, w'\}) : w \nsim v, v \nsim w', \text{ and } \{f_v(w), f_v(w')\} \in E'\}.
\]

(30)

The cardinality of the set in (30) can be expressed as

\[
|\{(v, \{w, w'\}) : w \nsim v, v \nsim w', \text{ and } \{f_v(w), f_v(w')\} \in E'\}|
\]

\[
= |\{(v, \{\tilde{w}, \tilde{w}'\}) : \tilde{w} \nsim v, \tilde{w}' \nsim v, \text{ and } \{\tilde{w}, \tilde{w}'\} \in E'\}|.
\]

For any \( (\tilde{w}, \tilde{w}') \in E(\tilde{\Gamma}) \), the conditions \( \tilde{w} \nsim \tilde{w}' \) and \( \tilde{w}' \nsim \tilde{w} \) imply that \( f^{-1}_\tilde{w} (\tilde{w}') \neq \tilde{w}' \) and \( f^{-1}_\tilde{w} (\tilde{w}) \neq \tilde{w} \) (we remark that the converse of this assertion is not necessarily true in general). Together with (21),

\[
|E'| \leq \left|\{(\tilde{w}, \tilde{w}') \in E(\tilde{\Gamma}) : \tilde{w}, \tilde{w}' \in J_M, f^{-1}_\tilde{w} (\tilde{w}') \neq \tilde{w}', \text{ and } f^{-1}_\tilde{w} (\tilde{w}) \neq \tilde{w}\}\right| \leq 3 \frac{\log_2 n}{p} |J_M|.
\]

(32)

For every pair \( \{\tilde{w}, \tilde{w}'\} \in E(\tilde{\Gamma}) \), we claim there are at most \( (1 + o(1))p^2 n \) common neighbors of \( \tilde{w} \) and \( \tilde{w}' \) in \( \tilde{\Gamma} \). Indeed, since \( f_\tilde{w} \) is an isomorphism of \( N_{\Gamma}(\tilde{w}) \) and \( N_{\Gamma}(\tilde{w}') \), the number of common neighbors of \( \{\tilde{w}, \tilde{w}'\} \) in \( \tilde{\Gamma} \) is the same as the number of common neighbors of \( \{\tilde{w}, f^{-1}_\tilde{w} (\tilde{w}')\} \) in \( \Gamma \). Since we conditioned on \( \mathcal{E}_{typ} \), the latter is bounded above by \( (1 + o(1))p^2 n \), by (31). Hence, combining (30), (31), and (32) we get

\[
|\{(v, \{w, w'\}) : v \in I, w, w' \in I_v, w \nsim w', \text{ and } f_v(w) \nsim f_v(w')\}|
\]

\[
\leq \left|\{(v, \{\tilde{w}, \tilde{w}'\}) : \tilde{w} \nsim v, \tilde{w}' \nsim v, \text{ and } \{\tilde{w}, \tilde{w}'\} \in E'\}\right| \leq 3 \frac{\log_2 n}{p} |J_M| (1 + o(n(1))p^2 n = o(|I|n^2 p^3),
\]

where the last inequality holds due to (28) and the assumption \( p^2 = \omega(\log^2 n) \). On the other hand, by (29),

\[
|\{(v, \{w, w'\}) : v \in I, w, w' \in I_v, \{w, w'\} \in E(\Gamma)\}| = \Omega(|I|n^2 p^3).
\]

Consequently, there exists \( v \in I \) with

\[
|\{(w, w') : w, w' \in I_v, \{w, w'\} \in E(\Gamma) \text{ and } \{f_v(w), f_v(w')\} \in E(\Gamma)\}| \geq (1 - o(1))|E(\Gamma_v)|.
\]

The lemma follows since \( |I_v| \geq \frac{1}{4}pn \).

\[\square\]

**Lemma 6.5.** Let \( \delta \leq 0.001 \) be any fixed positive constant. Assuming that \( p^2 n = \omega(\log^2 n) \), and that \( n \) is sufficiently large, condition on \( \mathcal{E}_{typ} \cap \{0 < |J_M| \leq \delta n\} \). Let \( v \) be a vertex from the statement of Lemma 6.4 and \( E_v \) the set defined in that lemma. Then

\[
|E_v \cup f_v(E_v)| \geq \frac{3}{2} |E_v|,
\]

where \( f_v(E_v) := \{(f_v(w), f_v(w')) : \{w, w'\} \in E_v\} \).

**Proof.** The proof is by contradiction. Assume that \( |E_v \cup f_v(E_v)| \leq \frac{1}{2} |E_v| \). There are two steps in the argument. First, setting

\[
I_v = \{w \nsim v : f_v(w) \neq w, f_v(w) \in J_M\}
\]

as in the previous lemma, we derive a lower bound on the size of \( I_v \cap f_v(I_v) \) in terms of the size of \( E_v \cap f_v(E_v) \), which is at least \( \frac{1}{4} |E_v| \). Second, we show that if \( I_v \cap f_v(I_v) \) is sufficiently large then there exist two disjoint induced subgraphs of \( N_{\Gamma}(v) \) with vertex set cardinalities proportional to \( pn \), which are close to being isomorphic. However, such scenario is not observable in a typical realization of \( \Gamma \).

To start, suppose \( w \in I_v \) and there exists \( w' \) such that \( \{w, w'\} \in f_v(E_v) \). By definition of \( E_v \), there exist \( u, u' \in I_v \) satisfying \( f_v(u) = w \) and \( f_v(u') = w' \), which implies \( w \in f_v(I_v) \). Hence,

\[
|I_v \cap f_v(I_v)| \geq |\{w \in I_v : \exists w' \text{ such that } \{w, w'\} \in f_v(E_v)\}|
\]

\[
\geq |\{w \in I_v : \exists w' \text{ such that } \{w, w'\} \in E_v \cap f_v(E_v)\}|.
\]
For each $v \sim E$, the degree of $w$ in $N_I(v)$ is at most $(1 + o(1))\frac{p^2}{n}$ by (31) from $\mathcal{E}_{\text{typ}}$. Thus, each vertex in $I_v$ is an endpoint of at most $(1 + o(1))\frac{p^2}{n}$ edges in $E_v \cap f_v(E_v)$. Therefore,

$$|I_v \cap f_v(I_v)| \geq |\{w \in I_v : \exists w' \text{ such that } \{w, w'\} \in E_v \cap f_v(E_v)\}| \geq \frac{|E_v \cap f_v(E_v)|}{(1 + o(1))\frac{p^2}{n}} \geq c pn$$

for some universal constant $c > 0$, where the last inequality follows from Lemma 6.4.

For the second part of the proof, we construct a bijection with the required properties. Observe that the above bound implies that there exists a pair of subsets $I_1', I_2' \subset I_v$ such that $|I_1'| = |I_2'| \geq c pn$ and such that $f_v$ restricted to $I_1'$ is a bijection onto $I_2'$.

**Claim:** Given the sets $I_1', I_2'$ with above properties, there exist $I''_1 \subset I_1'$ and $I''_2 \subset I_2'$ such that $|I''_1| = |I''_2| \geq \frac{c}{2}pn$, $I''_1 \cap I''_2 = \emptyset$, and such that $f_v$ restricted to $I''_1$ is a bijection onto $I''_2$.

We will verify the claim by relying on the condition $f_v(w) \neq w$ for every $w \in I_v$. We will apply an inductive argument for the construction. For the base case, there exist singletons $\{w_1\} \subset I_1'$ and $\{u_1\} \subset I_2'$ such that $f_v(w_1) = u_1$ and $w_1 \neq u_1$. At $k$-th step of the induction ($k < |I_1'|/4$), we assume that we have found $k$-subsets $\{w_1, w_2, \ldots, w_k\} \subset I_1'$ and $\{u_1, \ldots, u_k\} \subset I_2'$ satisfying

$$\{w_1, \ldots, w_k\} \cap \{u_1, \ldots, u_k\} = \emptyset, \forall i \in [k], f_v(w_i) = u_i.$$ 

Observe that, the cardinality of both of the sets

$$\{(w, f_v(w)) : w \in I_1' \setminus \{w_1, \ldots, w_k\}, \text{ and } f_v(w) \notin \{w_1, \ldots, w_k\}\} \quad \text{and} \quad \{(f_v^{-1}(w), u) : u \in I_2' \setminus \{u_1, \ldots, u_k\}, \text{ and } f_v^{-1}(w) \notin \{u_1, \ldots, u_k\}\}$$

is at least $|I_1'|-2k$. Since both sets are contained in $\{(w, u) : w \in I_1', u = f_v(w)\}$, which has size $|I_1'|$, the intersection of the above two sets has size at least

$$|I_1'| - 2k + |I_1'| - 2k - |I_1'| = |I_1'|-4k > 0.$$

Hence, there exists a pair $\{w, u\}$ with $w \in I_1'$ and $u \in I_2'$ satisfying $\{w, u\} \setminus \{w_1, \ldots, w_k, u_1, \ldots, u_k\} = \emptyset$ and $f_v(w) = u$. Notice that the $f_v(w) = u$ implies that $w \neq u$. Now, $\{w_1, \ldots, w_k, w_{k+1} = w\} \subset I_1'$ and $\{u_1, \ldots, u_k, u_{k+1} = u\} \subset I_2'$ are two disjoint subsets satisfying $f_v(w_i) = u_i$ for $i \in [k+1]$. Hence, the claim is proved by induction.

Finally, we need to show that the existence of the sets $I''_1$ and $I''_2$ constructed above contradicts the description of the event $\mathcal{E}_{\text{typ}}$. Observe that for any pair $\{w, w'\} \in E(\Gamma_{I''_1} \cap \Gamma_{I''_2})$, we have $\{f_v(w), f_v(w')\} \in E(\Gamma_{I''_1})$. Since $I''_1 \subset V(N_I(v)) \setminus \{v\}$, and $|I''_1| \geq \frac{c}{2}pn$, the condition (33) from $\mathcal{E}_{\text{typ}}$ implies that

$$(33) \quad |E(\Gamma_{I''_1})| = (1 + o(1))\frac{1}{2} \frac{|I''_1|^2}{2} p \geq (1 + o_n(1))\frac{c}{8} n^2 p^3.$$ 

On the other hand, $I''_1 \subset I_v$ implies $E(\Gamma_{I''_1}) \cap E_v \subset E(\Gamma_{I_v}) \setminus E_v$. By Lemma 6.4 the set $E_v \subset E_{\Gamma_{I_v}}$ satisfies $|E_v| \geq (1 - o_n(1))|E(\Gamma_{I_v})|$. Therefore,

$$|E(\Gamma_{I''_1}) \cap E_v| \leq |E(\Gamma_{I_v})| \cap E_v| = o_n(|E(\Gamma_{I_v})|).$$

By the conditions (3) and (2) from $\mathcal{E}_{\text{typ}},$

$$|E(\Gamma_{I_v})| \leq (1 + o_n(1))\frac{1}{2} |I_v|^2 p \leq (1 + o_n(1))\frac{1}{2} |V(N_I(v))|^2 p \leq (1 + o_n(1))\frac{1}{2} n^2 p^3$$

where last equality holds in view of (2). Combined with (33), we obtain,

$$|E(\Gamma_{I''_1}) \cap E_v| = o_n(|E(\Gamma_{I''_1})|).$$

We conclude that

$$|\{\{w, w'\} \in E(\Gamma_{I''_1}) : \{f_v(w), f_v(w')\} \in E(\Gamma_{I''_2})\}| \geq |\{\{w, w'\} \in E(\Gamma_{I''_1}) \cap E_v\}|$$

$$= (1 - o(1))|E(\Gamma_{I''_1})| \geq (1 - o(1))\frac{|I''_1|^2}{2} p.$$

But the last relation violates condition (7) from $\mathcal{E}_{\text{typ}}$, which leads to contradiction. 

Now, everything is ready to complete the proof of the main result.
Proof of Theorem 1.3. Fix any positive constant \( \delta \leq 0.001 \). We will assume that \( p^2 n = \omega(\log^{3+4c} n) \) and \( 2ep \leq \frac{\delta}{C_3} \), where the constant \( C_3 \) is taken from Proposition 6.1. Recall that \( P(E_{typ}) \geq 1 - n^{-o(1)} \), by Proposition 2.8.

Next, applying the results we got in Steps I, II, and III, we obtain an estimate on the probability of \( E_3(\frac{1}{20} \delta) \cap E_{typ} \):

\[
P(E_3(\frac{1}{20} \delta) \cap E_{typ}) \geq P(E_2(\frac{1}{20} C_3) \cap E_{typ}) - n^{-o(1)}
\]

by Proposition 6.1.

\[
\geq P(E_1(\frac{1}{20} C_3^2 C_3^3) \cap E_{typ}) - n^{-o(1)}
\]

by Proposition 4.1.

\[
\geq 1 - n^{-o(1)}
\]

by Proposition 3.1.

where the constant \( C_2 \) comes from Proposition 4.1. Further, observe that conditioned on the event \( E_3(\frac{1}{20} \delta) \cap E_{typ} \),

\[
\frac{1}{10} p n |J_{\mathcal{M}}| \leq \sum_{v \in J_{\mathcal{M}}} \{|[w : (v, w) \in \mathcal{M}^c]| \leq (1 + o(1)) \frac{1}{20} \delta n^2 p \leq \frac{1}{10} \delta n^2 p,
\]

and thus \( |J_{\mathcal{M}}| \leq \delta n \). Now, we estimate \( P\{\Gamma \neq \hat{\Gamma}\} \) by intersecting the event \( \{\Gamma \neq \hat{\Gamma}\} \) with \( E_{typ} \) and \( E_3(\frac{1}{20} \delta) \):

\[
P(\Gamma \neq \hat{\Gamma}) \leq n^{-o(1)} + P(\{\Gamma \neq \hat{\Gamma}\} \cap E_{typ} \cap E_3(\frac{1}{20} \delta))
\]

\[
\leq n^{-o(1)} + P(\{\Gamma \neq \hat{\Gamma}\} \cap E_{typ} \cap \{|J_{\mathcal{M}}| \leq \delta n\})
\]

\[
\leq n^{-o(1)} + P(\{0 < \{|J_{\mathcal{M}}| \leq \delta n\} \cap E_{typ}\})
\]

where we used that \( E_{typ} \cap \{\Gamma \neq \hat{\Gamma}\} \) is contained in \( \{|J_{\mathcal{M}}| > 0\} \), in view of Lemma 6.3.

At this stage we apply a counting argument using data structures similar to the ones employed in the proof of Proposition 3.1. Let \( D' \) be the collection of all data structures of the form

\[
(v, I_v, \tilde{f}_v : I_v \rightarrow [n], \tilde{E}_v),
\]

where

- \( v \) is any index in \([n]\),
- \( I_v \) is any subset of \([n]\) with \( \frac{1}{10} p n \leq |I_v| \leq 2pn\),
- \( \tilde{E}_v \) is any subset of unordered pairs of elements of \( I_v \) with \( |\tilde{E}_v| \geq r := \{0.001 n^2 p^3\} \),
- \( \tilde{f}_v \) is any injective mapping from \( \tilde{I}_v \) into \([n]\) such that \( |\tilde{E}_v \cup \tilde{f}_v(\tilde{E}_v)| \geq \frac{3}{2} |\tilde{E}_v|\).

Elements of \( D' \) are meant to give a partial description of pairs of 1-neighborhoods of \( \Gamma \) and \( \hat{\Gamma} \): given \( D' = (v, I_v, \tilde{f}_v, \tilde{E}_v) \in D' \), \( v \) is the center of the neighborhoods, \( I_v \) and \( \tilde{E}_v \) are possible realizations of random sets \( I_v \) and \( \tilde{E}_v \) defined in Lemma 6.4 for \( v \), and \( \tilde{f}_v \) would correspond to a restriction of the isomorphism \( f_v \) to \( I_v \). Any given data structure \( D' \) may or may not give a correct description of \( \Gamma, \hat{\Gamma} \), depending on a realization of the graphs.

We say that \( \Gamma \) is \( D' \)-compatible for a data structure \( D' = (v, I_v, \tilde{f}_v, \tilde{E}_v) \in D' \) if all of the following hold:

- \( I_v = \tilde{I}_v \)
- \( f_v(w) = \tilde{f}_v(w) \) for all \( w \in I_v \)
- \( E_v = \tilde{E}_v \)

where the random sets \( I_v \) and \( E_v \) were introduced in Lemma 6.4.

By Lemma 6.4 and Lemma 6.5 for any realization of \( \Gamma \) from the event \( \{0 < |J_{\mathcal{M}}| \leq \delta n\} \cap E_{typ} \), there exists \( D' \in D' \) so that \( \Gamma \) is \( D' \)-compatible. So to complete the proof of the theorem, it remains to show that

\[
P\{3D' \in D' \text{ such that } \Gamma \text{ is } D' \text{-compatible}\} = n^{-o(1)}
\]

For any \( r \leq k \leq 2n^2 p^2 \), denote by \( D'_k \) the subset of structures of \( D' \) with the set \( \tilde{E}_v \) of size \( k \). A rough estimate of \( |D'_k| \) gives

\[
|D'_k| \leq n^{1+4pn} \left( \frac{e \cdot 2n^2 p^2}{k} \right)^k \leq \left( \frac{2000 e}{p} \right)^{(1+o(1)) k},
\]

where we used that \( \log n = o(p^n) \), and where the dominating factor is a bound on the number of choices of \( \tilde{E}_v \) after \( \tilde{I}_v \) has been chosen. On the other hand, for any \( D' \in D'_k \),

\[
P\{\text{\( \Gamma \) is } D' \text{-compatible}\} \leq P\{\tilde{E}_v \cup \tilde{f}_v(\tilde{E}_v) \in E(\Gamma)\} = p^{|	ilde{E}_v \cup \tilde{f}_v(\tilde{E}_v)|} \leq \exp \left( -\log(1/p)^{3/2} k \right).
\]
Therefore, by the union bound argument, (34) follows as long as we assume that\( \log \frac{20000}{p} < 1.4 \log(1/p) \). \( \square \)

As a conclusion of this section, we verify that Theorem 1.3 implies Theorem 1.2.

Proof of Theorem 1.2 Let the sequence of parameters \((p_n)_{n=1}^{\infty} \) satisfy \( n^{-1/2} \log^{\max(C,2)} n \leq p_n \leq \min(c,0.0001) \) for all large \( n \), where the constants \( C, c > 0 \) are taken from the statement of Theorem 1.3. For every \( n \), let \( \Gamma_n \) be a labeled \( G(n,p_n) \) Erdős–Rényi graph on \( \{1,2,\ldots,n\} \), and let \( E_n \) be the event

\[ E_n := \{ \text{The unlabeled graph on } n \text{ vertices corresponding to } \Gamma_n \]  

is uniquely reconstructible from the multiset of its 1–neighborhoods\}.

Our goal is to show that \( \lim_{n \to \infty} P(E_n^c) = 0 \). Define auxiliary events

\[ E_n' := \{ \text{For every } 1 \leq i \leq n \text{ and every vertex } j \text{ of } \Gamma_n \text{ adjacent to } i, \]  

there is a vertex \( k \in V(N_{\Gamma_n}(i)) \setminus \{i,j\} \) not adjacent to \( j \}. \]

The event \( E_n' \) ensures the special role of the centers of the 1–neighborhoods of \( \Gamma_n \), and was previously considered in [11] (see [11, Lemma 7]). Specifically, conditioned on any realization of \( \Gamma_n \) from \( E_n' \), for every vertex \( 1 \leq i \leq n \), every choice of a labeled graph \( G \) and a vertex \( v \) of \( G \), whenever \( \phi \) is an isomorphism of \( N_G(v) \) onto \( N_{\Gamma_n}(i) \) then necessarily \( \phi(v) = i \). This implies that everywhere on the intersection \( E_n^c \cap E_n' \), there is a graph \( \bar{\Gamma}_n \) not isomorphic to \( \Gamma_n \) such that for every \( 1 \leq i \leq n \), the 1–neighborhoods \( N_{\Gamma_n}(i) \) and \( N_{\bar{\Gamma}_n}(i) \) are isomorphic with fixed point \( i \). We can further define \( \bar{\Gamma}_n \) to be equal to \( \Gamma_n \) everywhere on the complement of \( E_n^c \cap E_n' \), to obtain a sequence of random graphs \( (\bar{\Gamma}_n)_{n=1}^{\infty} \). Applying Theorem 1.3 we get that \( \bar{\Gamma}_n = \Gamma_n \) with probability \( 1 - n^{-\omega(1)} \), and hence

\[ P(E_n^c \cap E_n') = n^{-\omega(1)}. \]

Thus, to complete the proof it is sufficient to check that \( P(E_n') = 1 - n^{-\omega(1)} \). At this stage we can either rely on [11, Lemma 7] (with a slightly adjusted range of \( p_n \) in that argument), or apply our Proposition 2.8. We will use the latter. Observe that conditioned on any realization of \( \Gamma_n \) from \( (E_n')^c \), there is a pair of vertices \( i \neq j \) such that the set of common neighbors of \( i \) and \( j \) has size \( |V(N_{\Gamma_n}(i))| - 2 \). Combining this with the probability bound for the event \( E_{typ} \) considered in Proposition 2.8 (specifically, the estimates from [2] and [3]) and the assumptions on \( p_n \), we get

\[ P(E_n') = 1 - n^{-\omega(1)}. \]

The result follows. \( \square \)

7. Proof of Theorem 1.1

Our proof is based on using the notion of the Shannon entropy. Recall that the Shannon entropy of a discrete random variable \( X \) taking values in some set \( T \) is defined as

\[ H_2(X) := - \sum_{t \in T} \mathbb{P}\{X = t\} \log_2 \mathbb{P}\{X = t\}. \]

It was shown in [6] that the Shannon entropy of an unlabeled Erdős–Rényi graph \( G \) with parameters \( p \) and \( m \) satisfying \( \min(mp, m - mp) = \omega(\log m) \) is given by the formula

\[ H_2(G) = \left( \frac{m}{2} \right) \left( p \log_2 \frac{1}{p} + (1-p) \log_2 \frac{1}{1-p} \right) - \log_2 m! + o(1). \]

Thus, the entropy of the unlabeled graph differs from the entropy of the labeled Erdős–Rényi graph with the same parameters by the term \( - \log_2 m! + o(1) \) which can be viewed as a correction obtained by the vertex permutations. Note that for \( mp = \omega(\log m) \) and assuming \( p = o(1) \), we get

\[ (35) \quad H_2(G) = (1 + o(1)) \frac{m^2 p}{2} \log_2 \frac{1}{p} \]

as \( m \to \infty \).

Let \( \Gamma_n \) be the unlabeled \( G(n,p_n) \) Erdős–Rényi graph, and let \( N_{\Gamma_n,1} \) be the (unlabeled) 1–neighborhood of a uniform random vertex \( v \) of \( \Gamma_n \) (where \( v \) is assumed to be independent from \( \Gamma_n \)). Denoting the set of neighbors of \( v \) by \( A \), the size of \( A \) is a Binomial\((n-1,p_n)\) random variable. Conditioned on the size of \( A \), the induced subgraph
of $N_{r,1}$ obtained from $N_{r,1}$ by removing $v$ is itself an unlabeled Erdős–Rényi graph on $|A|$ vertices with parameter $p_n$. Thus, using the chain rule for the entropy,

$$H_2(N_{r,1}) = \sum_{k=0}^{n-1} \binom{n-1}{k} p_n^k (1-p_n)^{n-1-k} H_2(k, p_n) + H_2(\text{Binomial}(n-1, p_n)),$$

where for each $k$, $H_2(k, p_n)$ is the entropy of an unlabeled Erdős–Rényi graph on $k$ vertices, with parameter $p_n$. In the range $\omega(n^{-1} \log n) = p_n = o(1)$, we simply bound each $H_2(k, p_n)$ by the entropy of the corresponding labeled Erdős–Rényi graph to obtain

$$H_2(N_{r,1}) = O\left(\sum_{k=2}^{n-1} \binom{n-1}{k} p_n^k (1-p_n)^{n-1-k} \left(k^2 p_n \log \frac{1}{p_n} + H_2(\text{Binomial}(n-1, p_n))\right) \right)$$

$$= O\left(n^2 p_n^3 \log \frac{1}{p_n} + \log(p_n n)\right), \quad \text{for } \omega(n^{-1} \log n) = p_n = o(1).$$

Now, everything is ready to prove Theorem 1.1. Note that in view of the above estimates the condition $\omega(n^{-1} \log n) = p_n = o(n^{-1/2})$ implies that $H_2(\Gamma_n) = \omega(n H_2(N_{r,1}))$. Thus, it is enough to show that under the assumption $H_2(\Gamma_n) = \omega(n H_2(N_{r,1}))$, the unlabeled $G(n, p_n)$ Erdős–Rényi graph $\Gamma_n$ is a.a.s non-reconstructible. Denote by $N_n$ the multiset of all unlabeled 1–neighborhoods of $\Gamma_n$. By the subadditivity of the entropy, the entropy of $N_n$ is bounded above by $n H_2(N_{r,1})$, so our assumption implies

$$H_2(\Gamma_n) = \omega(H_2(N_n)).$$

For each $n$, we denote by $\mathcal{E}(n)$ the event that $\Gamma_n$ is reconstructable from $N_n$. Note that $\mathcal{E}(n)$ is measurable with respect to $\Gamma_n$, and that on the event $\mathcal{E}(n)$, $\Gamma_n$ is a function of $N_n$, so that, as long as $\mathbb{P}(E(n)) > 0$, we have $H_2(N_n | \mathcal{E}(n)) \geq H_2(\Gamma_n | \mathcal{E}(n))$. To prove the assertion of the theorem, we will argue by contradiction. Namely, we will assume that there is $\delta > 0$ and a subsequence of events $\mathcal{E}(n_k)$ such that $\mathbb{P}(E(n_k)) \geq \delta$ for all $k$. For arbitrary discrete random variable $Y$ and arbitrary non-zero probability event $E$ we have,

$$H_2(Y | E) \leq \mathbb{P}(E)^{-1} H_2(Y),$$

which is a specific instance of the general fact that the conditional entropy of $Y$ never exceeds its [unconditional] entropy:

$$H_2(Y) \geq \mathbb{P}(E) H_2(Y | E) + \mathbb{P}(E^c) H_2(Y | E^c)$$

(see, for example, [2] Theorem 2.6.5).

Hence, we obtain from our assumptions

$$H_2(\Gamma_{n_k} | \mathcal{E}(n_k)) \leq \delta^{-1} H_2(N_{n_k}) = o(H_2(\Gamma_{n_k})).$$

Thus, we arrive at the relation $H_2(\Gamma_{n_k} | \mathcal{E}(n_k)) = o(H_2(\Gamma_{n_k}))$. It is not difficult to check, however, that the last assertion is false under our assumption on the probabilities of $\mathcal{E}(n_k)$. Indeed, let $\mathcal{E}'_{n_k}$ be the event that the graph $\Gamma_{n_k}$ has at most $\frac{n(n-1)p_n}{2} + \sqrt{p_n n \log n}$ edges. By the chain rule for entropy, and in view of the restriction that $\mathcal{E}'_{n_k}, \mathcal{E}(n_k)$ are measurable with respect to $\Gamma_n$, the sum

$$\mathbb{P}(\mathcal{E}(n_k)) H_2(\Gamma_{n_k} | \mathcal{E}(n_k)) + \mathbb{P}(\mathcal{E}(n_k)^c \cap \mathcal{E}'_{n_k}) H_2(\Gamma_{n_k} | (\mathcal{E}(n_k)^c \cap \mathcal{E}'_{n_k}))$$

$$+ \mathbb{P}(\mathcal{E}(n_k)^c \cap (\mathcal{E}'_{n_k})^c) H_2(\Gamma_{n_k} | (\mathcal{E}(n_k)^c \cap (\mathcal{E}'_{n_k})^c))$$

(37)

$$= H_2(\Gamma_{n_k}) - \mathbb{P}(\mathcal{E}(n_k)) \log_2 \frac{1}{\mathbb{P}(\mathcal{E}(n_k))}$$

$$- \mathbb{P}(\mathcal{E}(n_k)^c \cap \mathcal{E}'_{n_k}) \log_2 \frac{1}{\mathbb{P}(\mathcal{E}(n_k)^c \cap \mathcal{E}'_{n_k})}$$

$$- \mathbb{P}(\mathcal{E}(n_k)^c \cap (\mathcal{E}'_{n_k})^c) \log_2 \frac{1}{\mathbb{P}(\mathcal{E}(n_k)^c \cap (\mathcal{E}'_{n_k})^c)}.$$

Applying Bernstein’s inequality [4], we get

$$\mathbb{P}(\mathcal{E}'_{n_k}) \leq 2 \exp\left(- \frac{(\sqrt{p_n n \log n})^2}{p_n n \log n} \right) = n^{-\omega(1)}.$$
This, together with (37), the condition $H_2(\Gamma_{n_k} | (E^{(n_k)})^c \cap (E'_{n_k})^c) \leq n(n-1)/2$, give
\[
\mathbb{P}((E^{(n_k)})^c \cap E'_{n_k}) H_2(\Gamma_{n_k} | (E^{(n_k)})^c \cap E'_{n_k}) \\
\geq H_2(\Gamma_{n_k}) - O(1) - \mathbb{P}(E^{(n_k)}) H_2(\Gamma_{n_k} | (E^{(n_k)})^c \cap (E'_{n_k})^c) H_2(\Gamma_{n_k} | (E^{(n_k)})^c \cap (E'_{n_k})^c) \\
\geq H_2(\Gamma_{n_k}) - O(1) - o(\mathcal{H}_2(\Gamma_{n_k} - n o(1)/4)(n-1)/2) \\
\geq (1 - o(1)) H_2(G_{n_k} - O(1),
\]
where $H_2(G_{n_k}) = (1 + o(1)) \frac{n^2 p_n}{2} \log_2 \frac{1}{p_n}$. However, since on the event $E'_{n_k}$, the cardinality of the range of possible realizations of $\Gamma_{n_k}$ is bounded above by $\exp\left((1 + o(1)) \left( \frac{n(n-1)p_n}{2} + \sqrt{p_n n \log n} \log \frac{1}{p_n} \right) \right)$, we have
\[
H_2(\Gamma_{n_k} | (E^{(n_k)})^c \cap E'_{n_k}) \leq (1 + o(1)) \left( \frac{n(n-1)p_n}{2} + \sqrt{p_n n \log n} \right) \log_2 \frac{1}{p_n}.
\]
Since $\mathbb{P}((E^{(n_k)})^c \cap E'_{n_k}) \leq 1 - \delta$, we finally get
\[
(1 - \delta)(1 + o(1)) \left( \frac{n^2 p_n}{2} + \sqrt{p_n n \log n} \right) \log_2 \frac{1}{p_n} \geq (1 - o(1)) \frac{n^2 p_n}{2} \log_2 \frac{1}{p_n} - O(1),
\]
which is clearly false. This contradiction implies the assertion of the theorem.

8. Further questions

Our work leaves unaddressed the question of reconstructability of unlabeled Erdős–Rényi graphs from 2–neighborhoods. In [11], it was shown that for any constant $\varepsilon > 0$ and for the sequence $n^{-1/\varepsilon} \leq p_n \leq n^{-3/4 - \varepsilon}$, the unlabeled $G(n, p_n)$ random graph is not reconstructable with probability $1 - o(1)$. This result has recently been strengthened in [14], where it was proved that reconstruction from 2–neighborhoods is impossible a.a.s in the range $\omega(n^{-5/4}) = p_n \leq n^{-3/4} \log^{1/4} n$. Non-reconstructability results for 1– and 2–neighborhoods obtained in [11] rely on comparison between the number of “typical” realizations of $n$–tuples of neighborhoods and the number of “typical” realizations of a $G(n, p_n)$ graph (the word “typical” refers to certain graph statistics, but we prefer to avoid technical details here). This counting argument for 2–neighborhoods hits a natural threshold around $p \sim n^{-3/4}$ which suggests the following problem (stated earlier in [11]):

**Problem 8.1.** Let $\varepsilon > 0$ be any constant, and let the sequence $(p_n)_{n=1}^{\infty}$ satisfy $n^{-3/4 + \varepsilon} \leq p_n$ for large $n$. For each $n$, let $\Gamma_n$ be unlabeled Erdős–Rényi $G(n, p_n)$ graph. Is it true that $\Gamma_n$ is reconstructable from its 2–neighborhoods asymptotically almost surely?

We refer to the recent paper [14] where a progress towards solving the above problem was made and, in particular, where it was shown that for some small positive $\delta$ and for $p_n \geq n^{-2/3 - \delta}$, the graph $\Gamma_n$ is reconstructable with high probability from its 2–neighborhoods.

An interesting phenomenon regarding reconstructability of random graphs emerges when comparing the Erdős–Rényi and uniform $d$–regular models. Whereas reconstruction of Erdős–Rényi graphs from $r$–neighborhoods for $r \geq 3$ is essentially based on fluctuations of vertex degrees, in the corresponding $d$–regular case the only source of information about the global graph structure is in the arrangement of short cycles within the neighborhoods. For that reason, we expect that reconstruction/non-reconstruction thresholds for $d$–regular graphs from 1– and 2–neighborhoods essentially coincide with those for the corresponding Erdős–Rényi graphs, but the threshold for reconstruction from 3–neighborhoods for $d$–regular random graphs should be much larger than in the Erdős–Rényi setting:

**Problem 8.2** (Reconstruction from 1– and 2–neighborhoods for random $d$–regular graphs). Is the reconstructability/non-reconstructability threshold from 1– and 2–neighborhoods for random regular graphs matches respective (conjectured or verified) thresholds for the Erdős–Rényi graphs with corresponding average degree?

More precisely, let $\varepsilon > 0$, and for each $n$, let $\Gamma_n$ be a uniform random $d_n$–regular unlabeled graph on $n$ vertices.

(a) Is $\Gamma_n$ reconstructable from its 1–neighborhoods a.a.s in the regime $n^{1/2 + \varepsilon} \leq d_n$?

(b) Is $\Gamma_n$ reconstructable from its 2–neighborhoods a.a.s for $n^{1/4 + \varepsilon} \leq d_n$?

(c) Is $\Gamma_n$ non-reconstructable a.a.s from its 1–neighborhoods for $n^{\varepsilon} \leq d_n \leq n^{1/2 - \varepsilon}$ and from its 2–neighborhoods as long as $n^{\varepsilon} \leq d_n \leq n^{1/4 - \varepsilon}$?

**Problem 8.3** (Reconstruction from 3–neighborhoods for random $d$–regular graphs). For each $n$, let $\Gamma_n$ be a uniform random $d_n$–regular unlabeled graph on $n$ vertices. Is it true that there is a constant $c > 0$ such that $\Gamma_n$ is not reconstructable from its 3–neighborhoods a.a.s. whenever $n^{\varepsilon} \leq d_n \leq n^{c - \varepsilon}$ for all large $n$ and some $\varepsilon > 0$?
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