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Abstract

We prove the existence of approximate solutions in the (regular) Denjoy-Carleman sense for some systems of smooth complex vector fields. Such approximate solutions provide a well defined notion of Denjoy-Carleman wave front set of distributions on maximally real submanifolds in complex space which can be characterized in terms of the decay of the Fourier-Bros-Iagolnitzer transform. We also apply the approximate solutions to analyze the Denjoy-Carleman microlocal regularity of solutions of certain systems of first-order nonlinear partial differential equations.

1 Introduction

It is a well-known result that real-analytic functions have holomorphic extensions to the complex space. A similar result is valid for regular Denjoy-Carleman classes on $\mathbb{R}^m$. Given a regular sequence (see Definition 2.1) $\mathcal{M} = (M_k)_{k=0}^\infty$ we say that a smooth function $u$ is $\mathcal{M}$-Denjoy-Carleman, and we write $u \in C^\mathcal{M}(\mathbb{R}^m)$, if for every compact set $K \subset \mathbb{R}^m$ there exists a positive constant $C > 0$ such that

$$\sup_{x \in K} |\partial^\alpha u(x)| \leq C|\alpha|+1M_{|\alpha|}, \quad \forall \alpha \in \mathbb{Z}_+^m.$$ 

In [1] Dyn’kin proved that a function $u$ belongs to $C^\mathcal{M}(\mathbb{R}^m)$ if and only if for every point $p \in \mathbb{R}^m$ and relatively compact open neighborhood $U \subset \mathbb{R}^m$ of $p$, there exist an open neighborhood $\mathcal{O} \subset \mathbb{R}^m$ of $p$ with $\mathcal{O} \cap \mathbb{R}^m = U$, a function $F \in C^\infty(\mathcal{O})$ and constants $C, \delta > 0$ such that

$$\left\{ \begin{array}{ll}
F(x) = u(x); & x \in U, \\
|\partial_\gamma F(x+iy)| \leq C^{(k+1)M_k}|y|^k; & |y| \leq \delta, \quad k \in \mathbb{Z}_+.
\end{array} \right.$$ 

The question that motivated the present paper is how to prove an analogous extension theorem replacing $\mathbb{R}^m$ by a maximally real submanifold of $\mathbb{C}^m$. So let $\Sigma \subset \mathbb{C}^m$ be a smooth maximally real submanifold passing through the origin, i.e. $\Sigma$ is a real, smooth submanifold of $\mathbb{C}^m$ such that the differential of $z_1|\Sigma|, \ldots, z_m|\Sigma|$ are $\mathbb{C}$-linear independent on $\Sigma$. This implies that there exists a family of pair-wise commuting, smooth, $\mathbb{C}$-linear independent, complex vector fields $\{X_1, \ldots, X_m\}$ satisfying $d(z_j|\Sigma)X_k = \delta_{jk}$. Since $\Sigma$ is a smooth manifold, we have distributions and smooth functions defined on it, but using the complex structure of the ambient space one can define "real-analytic" functions on $\Sigma$ (the actual name is hypo-analytic) as the restriction of holomorphic functions to $\Sigma$. One interesting aspect of this "real-analytic" (hypo-analytic) functions is that they satisfy some sort of Cauchy estimates for the $X_j$s, loosely speaking, if $u$ is a hypo-analytic function then

$$|X^\alpha u| \leq C(|\alpha|+1)!,$$

for every $\alpha$. Actually the reciprocal is also true. So the same picture on $\mathbb{R}^m$ regarding real-analytic functions is valid on maximally real submanifolds of $\mathbb{C}^m$. Now since we have "real-analytic" functions on $\Sigma$, we can define via the estimates on the iterates of the $X_j$s the regular Denjoy-Carleman classes, and so one could ask if the same result proved by Dyn’kin is valid on $\Sigma$. The existence of extensions is valid with the same hypothesis, but for the reverse we needed an extra condition on the regular sequence, namely, the moderate growth condition. The reason why we needed this extra condition lies on the technique that we used. To prove the existence of extensions we were able to adapt Dyn’kin’s proof, but to prove the other direction we had to employ the Fourier-Bros-Iagolnitzer transform, F.B.I. transform for short. In Dyn’kin’s proof he uses the one dimension case to prove the multidimensional one, which we could not do on maximally real submanifolds of $\mathbb{C}^m$.

In 1983 M. S. Baouendi, C. H. Chang and F. Treves [2] introduced the following F.B.I. transform on maximally-real submanifolds of $\mathbb{C}^m$: If $u \in \mathcal{E}'(\Sigma)$ then for all $(z, \zeta) \in \mathbb{C}^m \times \mathcal{C}_1$, 

$$\mathfrak{F}[u](z, \zeta) = \left\langle u(z'), e^{i\zeta'(z-z')-\zeta(z-z')^2}\Delta(z-z', \zeta) \right\rangle_{\mathcal{D}'(\Sigma)},$$

where $\mathcal{C}_1 = \{ \zeta \in \mathbb{C}^m : |\text{Im}\zeta| < |\text{Re}\zeta| \}$, and $\Delta(z, \zeta)$ is the Jacobian of the map $\zeta \mapsto \zeta + i(\zeta)z$. With this F.B.I. transform we were able to prove the following equivalence for smooth functions $u$:
1. There exists $V_0 \subset \Sigma$ a neighborhood of the origin such that $u|_{V_0} \in C^\mathcal{M}(V_0; X)$;

2. There exist $\mathcal{O} \subset \mathbb{C}^m$ a neighborhood of the origin, a function $F \in C^\infty(\mathcal{O})$, and a constant $C > 0$ such that

$$\begin{cases}
F|_{\mathcal{O} \cap \Sigma} = u|_{\mathcal{O} \cap \Sigma}, \\
|\partial_k F(z)| \leq C^{k+1} m_k \text{dist}(z, \Sigma)^k, \quad \forall k \in \mathbb{Z}_+ \forall z \in \mathcal{O}.
\end{cases}$$

(1)

3. For every $\chi \in C_c^\infty(\Sigma)$, with $0 \leq \chi \leq 1$ and $\chi \equiv 1$ in some open neighborhood of the origin, there exist $V \subset \Sigma$ a neighborhood of the origin and a constant $C > 0$ such that

$$|\hat{\mathcal{F}}[\chi u](z, \zeta)| \leq C^k m_k \frac{1}{|\zeta|^k}, \quad \forall (z, \zeta) \in \mathbb{R}T'_\Sigma \setminus 0,$n

(2)

where $\mathbb{R}T'_\Sigma$ is the so-called real-structure bundle of $\Sigma$ (see the beginning of section 4). Actually we prove a microlocal version of this result.

As an application of the extension technique we were able to generalize the result obtained by the authors in [3] to systems of first order non-linear partial differential equations. If $\Omega \subset \mathbb{R}^d \times \mathbb{R}^n$ is an open neighborhood of the origin, and $u \in C^2(\Omega)$ is a solution of the nonlinear PDE

$$\frac{\partial u}{\partial t_j} = f_j(x, t, u, u_x), \quad 1 \leq j \leq n,$$

where each $f_j(x, t, \zeta_0, \zeta)$ is a function of class $C^\mathcal{M}$ with respect to $(x, t)$ and holomorphic with respect to $(\zeta_0, \zeta) \in \mathbb{C} \times \mathbb{C}^d$, then

$$\text{WF}_{\mathcal{M}}(u) \subset \text{Char}(L^u_1, \ldots, L^u_n),$$

where the $L^u_j$s are given by

$$L^u_j = \frac{\partial}{\partial t_j} - \sum_{k=1}^d \frac{\partial f_j}{\partial \zeta_k}(x, t, u(x, t), u_x(x, t)) \frac{\partial}{\partial x_k}, \quad 1 \leq j \leq n.$$n

This result was already proved by R.F. Barostich and G. Petronilho [4] for the Gevrey classes, and by Z. Adwan and G. Hoepfner [5] for strongly non-quasianalytic Denjoy-Carleman classes.

This paper is organized as follows: In section 2 we recall the basic definitions and properties of the regular Denjoy-Carleman classes, and we prove an extension theorem adapting Dyn'kin’s ideas. In section 3 we prove a microlocal regularity result for solutions of systems of first order non-linear differential equations. Then in section 4 we study define the Denjoy-Carleman classes, and we prove an extension theorem adapting Dynkin’s ideas. In section 3 we prove a microlocal regularity

2 Denjoy-Carleman classes

In this section we recall the basic definitions and properties of regular Denjoy-Carleman classes as defined by Dyn’kin [1], and we shall also prove the first main result of this paper. Following the ideas in [3] we prove the existence of approximate solutions for a class of systems of complex vector fields.

2.1 Definitions and basic properties

Definition 2.1. A sequence $\mathcal{M} = (M_k)_{k=0}^\infty$ of non-negative numbers is regular if the following conditions are satisfied for $m_k = M_k/k!, \quad k \in \mathbb{Z}_+$:

a) $m_0 = m_1 = 1$;

b) $m_k^2 \leq m_{k-1} m_{k+1}, \quad k \geq 1$;

c) $\sup (m_{k+1}/m_k)^{1/k} < \infty$;

d) $\lim m_k^{1/k} = \infty$.

For a given sequence $\mathcal{M}$ as above and an open set $U \subset \mathbb{R}^N$, the regular Denjoy-Carleman class $C^{\mathcal{M}}(U)$ is the space of all $C^\infty$-smooth functions $f$ in $U$ such that for every compact set $K \subset U$ there is $C > 0$ such that for every $\alpha \in \mathbb{Z}_+^n$ the following estimate holds

$$\sup_K |\partial^\alpha f| \leq C^{(\alpha+1)} M_{[\alpha]}.$$n

We say that the regular sequence $\mathcal{M}$ have moderate growth if
2.2 Extension theorems

complex vector fields in $X$ for all $v \leq C \times U \times X$. Lemma 2.5.

\[ \sup \left( \frac{M_k}{\min_{0 \leq n \leq k} M_n M_{k-n}} \right)^{\frac{1}{n+1}} < \infty. \]

Remark 2.2. Given a regular sequence $\mathcal{M}$ we fix a constant

\[ c > \max \left\{ \sup \left( \frac{m_{k+1}}{m_k} \right)^{\frac{1}{n+1}}, 1 \right\}. \]

In particular, we have $M_k \leq c^{\frac{n+k-1(k-n)}{2}} M_n$, $0 \leq n \leq k$. Thus, if $k - n \leq \kappa \in \mathbb{Z}_+$, then $M_k \leq (c^\kappa)^k M_n$. (3)

If in addition $\mathcal{M}$ has moderate growth, we choose

\[ c > \max \left\{ \sup \left( \frac{m_{k+1}}{m_k} \right)^{\frac{1}{n+1}}, \sup \left( \frac{M_k}{\min_{0 \leq n \leq k} M_n M_{k-n}} \right)^{\frac{1}{n+1}}, 1 \right\}. \]

In particular, we have $M_k \leq c^{k+1} M_{k-n} M_n$, for $0 \leq n \leq k$.

Definition 2.3. For each $r > 0$ we set

\[ h(r) = \inf \left\{ m_k r^k : k \in \mathbb{Z}_+ \right\}, \]
\[ h_1(r) = \inf \left\{ m_k r^{k-1} : k \in \mathbb{Z}_+ \setminus \{0\} \right\}, \]
\[ N(r) = \min \left\{ n \in \mathbb{Z}_+ \setminus \{0\} : h_1(r) = m_n r^{n-1} \right\}. \]

Remark 2.4. For $0 < r < 1$ one can readily see that $h(r) \leq h_1(r) \leq h(cr)$ and for $r \geq 1$ we have $h(r) = h_1(r) = 1$. Moreover one has

\[ \frac{h_1(r)}{r^j} \leq c^{\frac{m_{k+1}}{m_k}} h_1(c^j r), \] (5)

for all $j \in \mathbb{Z}_+$ and $r > 0$. The function $N$ is a decreasing step function such that $N(r) = 0$ for every $r \geq 1$ and $\lim_{r \to 0} N(r) = \infty$. We recall the main property of function $N$ in the following lemma (see Lemma 2.13 in [3]).

Lemma 2.5. Let $r > 0$. If $n \leq k \leq N(r)$, then $m_k r^k \leq m_n r^n$.

Definition 2.6. Let $U \subset \mathbb{R}^m$ be an open set and let $X = (X_j : 1 \leq j \leq n)$ be an ordered set of commuting $C^\infty$-smooth complex vector fields in $U$. An ultra-differentiable vector in $U$ with respect to $\mathcal{M}$ and $X$ is a function $f \in C^\infty(U)$ with the following property: for every compact set $K \subset U$ there is $C > 0$ such that for every $\alpha \in \mathbb{Z}_+^n$ the following estimate holds

\[ \sup_{K} |X^\alpha f| \leq C |\alpha|^{1+1} M_{|\alpha|}, \]

where $X^\alpha = X_1^{\alpha_1} \circ \cdots \circ X_n^{\alpha_n}$ for each $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}_+^n$. The space of all ultra-differentiable vectors in $U$ with respect to $\mathcal{M}$ and $X$ is denoted by $C^\mathcal{M}(U,X)$.

2.2 Extension theorems

Theorem 2.7. Let $U \subset \mathbb{R}^d$ be an open neighbourhood of the origin and let $X = (X_j : 1 \leq j \leq m)$ be an ordered set of commuting $C^\infty$-smooth complex vector fields in $U$. Define a set $\{L_j : 1 \leq j \leq m\}$ of $C^\infty$-smooth complex vector fields in $U \times \mathbb{R}^m$ by

\[ L_j = \frac{\partial}{\partial v_j} - X_j, \]

where $v_j$ is the $j^{th}$-coordinate component of the second factor in $U \times \mathbb{R}^m$. If $f \in C^\mathcal{M}(U,X)$, then for every $V \Subset U$ there exists $\delta, Q > 0$ and $F \in C(V \times \mathbb{R}^m) \cap C^\infty(V \times (\mathbb{R}^m \setminus \{0\}))$ such that

\[ \begin{align*}
  F(u,0) &= f(u), & u \in V, & 0 < |v| < \delta, \\
  |L_j F(u,v)| &\leq Q^{k+1} m_k |v|^k, & k \in \mathbb{Z}_+, & 1 \leq j \leq m.
\end{align*} \]

Furthermore, for every $\kappa \in \mathbb{Z}_+$ we can choose $F$ such that for every $\gamma \in \mathbb{Z}_+^m$ with $|\gamma| \leq \kappa$ the function $v \mapsto X^\gamma F(u,v)$ is $C^\infty$-smooth for every $u \in V$. If $\mathcal{M}$ has moderate growth then $v \mapsto X^\gamma F(u,v)$ is $C^\infty$-smooth for every $u \in V$ and every $\gamma \in \mathbb{Z}_+^m$. 

3
Proof. Let us assume that $\mathcal{M}$ has moderate growth. We follow the steps of section 3 in [?]. The power series

$$F^\beta(u, v) = \sum_{\alpha \in \mathbb{Z}_m^+} f_\alpha(u) v^\alpha = \sum_{\alpha \in \mathbb{Z}_m^+} \frac{X^\alpha f(u)}{\alpha!} v^\alpha$$

is the formal solution for initial value the problem

$$\begin{cases} F^j(u, 0) = f(u), \\ L_j F^j = 0, \end{cases} \quad 1 \leq j \leq m.$$ 

Let $0 < \varepsilon < 1$ be given and denote by $B_\varepsilon \subset \mathbb{C}^m$ the open ball of radius $\varepsilon$ centered at the origin. Let $\psi \in C^\infty_c(B_\varepsilon)$ be a real-valued cutoff function such that $\psi \geq 0$, $\psi(z) = \psi(|z|)$ for all $z$, and

$$\int_{\mathbb{C}^m} \psi(z) \, d\lambda(z) = 1,$$

where $\lambda$ is the Lebesgue measure in $\mathbb{C}^m$. In view of the radial symmetry of $\psi$, we have:

$$\frac{1}{|v|^{2m}} \int_{\mathbb{C}^m} \psi \left( \frac{z - v}{|v|} \right) P(z) \, d\lambda(z) = P(v), \quad (7)$$

for every polynomial $P(z)$. Fix $V \Subset U$ an open neighborhood of the origin. There is constant $C > 0$ such that estimate (6) with $K = \nabla$ holds for every $\alpha \in \mathbb{Z}_m^+$. Set $\delta = (2(1 + \varepsilon)^2 cemC)^{-1}$. For $(u, v) \in V \times (\mathbb{C}^m \setminus \{0\})$ set

$$F(u, v) = \frac{1}{|v|^{2m}} \int_{\mathbb{C}^m} \psi \left( \frac{z - v}{|v|} \right) \sum_{|\alpha| = 0} f_\alpha(u) z^\alpha \, d\lambda(z). \quad (8)$$

Since the integral occurs only in $\Omega_\varepsilon = \{ z \in \mathbb{C}^m : (1 - \varepsilon)|v| < |z| < (1 + \varepsilon)|v| \}$, equation (8) defines a $C^\infty$-smooth function in $V \times (\mathbb{C}^m \setminus \{0\})$. For $0 < \rho < |v| < 2\rho < \delta$, we fix $n = N(2(1 + \varepsilon)^2 cemC\rho) - 1$ and evaluate

$$L_j F(u, v) = -\sum_{|\alpha| = n} \frac{X^\alpha + \varepsilon f(u)}{\alpha!} v^\alpha + \frac{1}{|v|^{2m}} \int_{\mathbb{C}^m} \frac{\nabla}{\partial v_j} \left( \psi \left( \frac{z - v}{|v|} \right) \right) \sum_{|\alpha| = n+1} f_\alpha(u) z^\alpha \, d\lambda(z) \quad (9)$$

$$+ \frac{1}{|v|^{2m}} \int_{\mathbb{C}^m} \psi \left( \frac{z - v}{|v|} \right) \sum_{|\alpha| = n+1} (-X_j) f_\alpha(u) z^\alpha \, d\lambda(z),$$

for $n + 1 \leq N((1 + \varepsilon)cemC|z|)$ in $\Omega_\varepsilon$. Then we estimate the main factor in the third term of equation (9):

$$\sum_{|\alpha| = n+1} |X_j f_\alpha(u)||z|^\alpha \leq \sum_{|\alpha| = n+1} C^{\alpha+2} M_{\alpha+1} |z|^\alpha \leq \sum_{k = n+1} (m + k - 1) \frac{m^k C^{k+2} M_{k+1} |z|^k}{k!}$$

$$\leq \sum_{k = n+1} (k + 1)^m \frac{m^k C^{k+2} M_{k+1} |z|^k}{(k+1)!} \leq \sum_{k = n+1} m! e^{k+1} \frac{m^k C^{k+2} M_k |z|^k}{k!} = m! e C^2 \sum_{k = n+1} \frac{M_k}{k!} (1 + \varepsilon)cemC|z|^k \frac{1}{(1 + \varepsilon)^k}$$

$$\leq m! e C^2 \frac{M_{n+1}}{(n+1)!} (1 + \varepsilon)cemC|z|^{n+1} \sum_{k = n+1} \frac{1}{(1 + \varepsilon)^k}$$

$$\leq m! e C^2 \frac{M_{n+1}}{(n+1)!} (2(1 + \varepsilon)^2 cemC\rho)^n \leq m! e C^2 \frac{h_1(2(1 + \varepsilon)^2 cemC\rho)}{\varepsilon} \leq m! e C^2 \frac{h_1(2(1 + \varepsilon)^2 cemC|v|)}{\varepsilon} \quad (10)$$

$$\leq m! e C^2 \frac{h_1(2(1 + \varepsilon)^2 cemC\rho)}{\varepsilon}$$

$$\leq m! e C^2 \frac{h_1(2(1 + \varepsilon)^2 cemC|v|)}{\varepsilon} \quad (11)$$

$$\leq m! e C^2 \frac{h_1(2(1 + \varepsilon)^2 cemC|v|)}{\varepsilon} \quad (12)$$
where in (10) we applied Lemma 2.5 and (11) follows from the definition of function $N$ and the choice of $n$. Analogously, we estimate

$$\left| \sum_{|\alpha|=n} \frac{X^{\alpha+\gamma} f(u)}{\alpha!} v^\alpha \right| \leq m! \epsilon C^2 h_1(2(1+\epsilon)^2cemC|v|)$$

(13)

and

$$\sum_{|\alpha|=n+1} |f_\alpha(u)||z|^{|\alpha|} \leq \frac{(m-1)! \epsilon C (1+\epsilon)c}{(1+\epsilon)c-1} h_1(2(1+\epsilon)^2cemC|v|).$$

(14)

Let $g_\beta(z, v) = \partial^\beta_v \{ \psi((z - v)/|v|)/|v|^{2m} \}$. We have

$$g_\beta(z, v) = \frac{1}{|v|^{2m+|\beta|}} \sum_{k=0}^{N_\beta} \varphi_k \left( \frac{z - v}{|v|} \right) P_k \left( \frac{v}{|v|} \right),$$

where each $\varphi_k$ is supported in $B_\epsilon$ and each $P_k$ is a polynomial, thus

$$|g_\beta(z, v)| \leq \frac{C_\beta}{|v|^{2m+|\beta|}},$$

(15)

for some constant $C_\beta$ that depends only on $\beta$. Combining the estimates (5), (12), (13), (14), (15) and the identity (9) we conclude

$$|L_j F(u, v)| \leq Q^k m_k |v|^k,$$

where $Q > 0$ is a constant obtained combining the former constants. It remains to prove that $F$ is continuous up to $v = 0$, indeed in the following we get an even stronger property. Let $\gamma, \beta \in \mathbb{Z}^m_+$ be fixed multi-indexes, the identity

$$\partial^\beta_v X^\gamma F(u, v) - \beta! X^\gamma f_\beta(u) = \partial^\beta_v \left\{ X^\gamma F(u, v) - \sum_{|\alpha|\leq|\beta|} X^\gamma f_\alpha(u) v^\alpha \right\}(u, v)$$

$$= \int_{\mathbb{C}^m} \partial^\beta_v \left\{ \frac{1}{|v|^{2m}} \psi \left( \frac{z - v}{|v|} \right) \right\} N^{((1+\epsilon)cemC|z|)} X^\gamma f_\alpha(u) z^\alpha \, d\lambda(z)$$

$$= \int_{\mathbb{C}^m} |v|^{2m} g_\beta(|v|w + v, v) \sum_{|\alpha|=|\beta|+1} X^\gamma f_\alpha(u) (|v|w + v)^\alpha \, d\lambda(w),$$

implies

$$|\partial^\beta_v X^\gamma F(u, v) - \beta! X^\gamma f_\beta(u)| \leq$$

$$\leq \frac{C_\beta}{|v|^{2m}} \int_{|w| \leq \epsilon} N^{((1+\epsilon)cemC||w|+|v||)} \left( \sum_{|\alpha|=|\beta|+1} C^{1+|\alpha|+|\gamma|} M_{|\alpha|+|\gamma|} |v||w + v|^{\alpha} \right) \, d\lambda(w)$$

$$\leq \frac{C_\beta}{|v|^{2m}} \int_{|w| \leq \epsilon} \left( \sum_{|\alpha|=|\beta|+1} C^{1+|\alpha|+|\gamma|+1} M_{|\alpha|+|\gamma|+1} |v||w + v|^{\alpha} \right) \, d\lambda(w)$$

(16)

$$\leq \frac{C_\beta}{|v|^{2m}} (m-1)! \epsilon C^{1+|\gamma|} c^{1+|\gamma|} M_{|\gamma|} \int_{|w| \leq \epsilon} \left( \sum_{k=|\beta|+1} \frac{1}{|\beta|!} \frac{M_k}{(1+\epsilon)cemC||w|+|v||)} \, d\lambda(w)$$

$$\leq \frac{C_\beta}{|v|^{2m}} (m-1)! \epsilon C^{1+|\gamma|} c^{1+|\gamma|} M_{|\gamma|} \int_{|w| \leq \epsilon} \left( \sum_{k=|\beta|+1} \frac{1}{|\beta|!} \frac{M_k}{(1+\epsilon)cemC||w|+|v||)} \, d\lambda(w)$$

(17)

$$\leq \left\{ C_\beta (m-1)! \epsilon C^{1+|\gamma|} c^{1+|\gamma|} M_{|\gamma|} \sum_{|k|=|\beta|+1} \frac{1}{(1+\epsilon)cemC||w|+|v||)} \sum_{k=|\beta|+1} \frac{1}{(1+\epsilon)cemC||w|+|v||)} \, d\lambda(w) \right\} |v|,$$

(18)

where the estimate (16) follows from the moderate growth condition (see (4)) and in (17) we have applied Lemma 2.5. Thus, for every $\gamma$ the function $X^\gamma F$ is $C^\infty$-smooth in the $v$-variable up to $v = 0$. In particular, setting $\gamma = \beta = 0$, we can define $F(u, 0) = f(u)$ for every $u \in V$ and $F$ is a continuous extension of $f$. Without the moderate growth assumption, the entire proof follows the same steps above with the following adjustments: for a fixed $k$ one should replace the occurrences of $c$ in $\delta, F$ and $n$ by $c^k$, and the factor in the estimate (16) becomes $c^{k(|\alpha|+|\gamma|)} M_{|\alpha|}$. □
together with the Mean Value Theorem ensures that $F$ is $C^\infty$-smooth. When $\mathcal{M}$ has moderate growth, the extension $F$ is $C^\infty$-smooth.

Proof. In view of estimate (18) the fact that $X$ is a $C^\infty$-smooth local frame for the complexified tangent bundle $CTR^m$ together with the Mean Value Theorem ensures that $F$ is a $C^\infty$-smooth extension of $f$ when $\mathcal{M}$ has moderate growth and $C^\infty$-smooth in the general case. □

Corollary 2.9. If $U \subset \mathbb{R}^d$ is an open neighbourhood of the origin, $X = (X_j : 1 \leq j \leq m)$ is an ordered set of commuting linearly independent $C^\infty$-smooth complex vector fields in $U$, and $\kappa \in \mathbb{Z}_+$ then the extension $F$ in Theorem 2.7 is $C^\infty$-smooth. When $\mathcal{M}$ has moderate growth, the extension $F$ is $C^\infty$-smooth.

Proof. In order to prove the smoothness up to $v = 0$, we must show that for every $\beta, \gamma \in \mathbb{Z}_+^d$ (with $|\gamma| \leq \kappa$ in the general case) there is $C_\beta > 0$ such that the following estimate holds

$$|\partial^\beta_u \partial^\gamma_X F(u, v) - \beta! \partial^\beta_u f_\beta(u)| \leq C_\beta |v|, \quad 0 < |v| < \delta.$$ 

Arguing as in the inequalities (18) it suffices to show that there exists some positive constant $C > 0$ such that for every $u \in V$ and every $\gamma, \alpha \in \mathbb{Z}_+^d$, the following estimate holds true:

$$|\partial^\beta_u f_\alpha(u)| \leq C|\gamma|+|\alpha|+1 \frac{M_{|\gamma|}+|\alpha|}{\alpha!}.$$ 

This estimate is proven in [6] (see estimate 2.6 on page 1724) and [7] (see Lemma 3.2), and it relies on the log-convexity for the sequence $m_k = M_k/k!$. □

3 Systems of first-order nonlinear PDEs

In this section we generalize the main result in [3] for systems of first-order nonlinear PDEs. Let $\mathcal{M}$ be a regular sequence and let us denote the coordinates in $\mathbb{R}^d \times \mathbb{R}^n$ by $(x, t) = (x_1, \ldots, x_d, t_1, \ldots, t_n)$.

Definition 3.1. As in [8], we define the (usual) F.B.I. transform of a compactly supported distribution $u$ by

$$\mathcal{F}[u](x, \xi) = u_y \left( e^{i(x-y) \cdot \xi} - |\xi|^2 \right).$$

In [9], it is proved that a distribution $u$ on $\Omega$ belongs to $C^M(\Omega)$ if and only if for every $x_0 \in \Omega$ there are $\chi \in C^\infty_c(\Omega)$, with $\chi \equiv 1$ in an open neighborhood of $x_0$, $U \subset \Omega$ an open neighborhood of $x_0$ and a positive constant $A$ such that:

$$|\mathcal{F}[\chi u](x, \xi)| \leq \frac{A^{k+1} M_k}{|\xi|^k}, \quad k \in \mathbb{Z}_+, \quad x \in U, \quad \xi \in \mathbb{R}^N \setminus \{0\}. \quad (20)$$

This last inequality can be used to microlocalize the notion of $C^M$-regularity. As usual, a subset $\Gamma \subset \mathbb{R}^N$ is said to be a cone if for every $x \in \Gamma$ and every $t > 0$ we have $tx \in \Gamma$.

Definition 3.2. Let $u$ be distribution $u$ on $\Omega$ and fix $(x_0, \xi_0) \in \Omega \times \mathbb{R}^N$, $\xi_0 \neq 0$.

1. We say that $u$ is $C^M$-regular at $(x_0, \xi_0)$ if there are $\chi \in C^\infty_c(\Omega)$, with $\chi \equiv 1$ in an open neighborhood of $x_0$, $U \subset \Omega$ an open neighborhood of $x_0$ and $\Gamma \subset \mathbb{R}^N \setminus \{0\}$ an open cone, with $\xi_0 \in \Gamma$, such that

$$|\mathcal{F}[\chi u](x, \xi)| \leq \frac{A^{k+1} M_k}{|\xi|^k}, \quad k \in \mathbb{Z}_+, \quad x \in U, \quad \xi \in \Gamma.$$ 

2. The Denjoy-Carleman wave-front set of $u$ with respect to $\mathcal{M}$ at $x_0$ is given by

$$\text{WF}_{\mathcal{M}}(u)_{x_0} \doteq \{ (x, \xi) : u \text{ is not } C^M \text{-regular at } (x_0, \xi) \}.$$ 

Lemma 3.3. Let $\Omega \subset \mathbb{R}^N$ be an open neighborhood of the origin. Let

$$L_j = \frac{\partial}{\partial r_j} + \sum_{\ell=1}^N a_{j\ell}(x) \frac{\partial}{\partial x_\ell}, \quad 1 \leq j \leq n,$$
be a vector field in $\Omega \times \mathbb{R}^n$ where $a_{j\ell} \in C^1(\Omega)$, $1 \leq \ell \leq N$, $1 \leq j \leq n$. Suppose that for each $1 \leq \ell \leq N$ there exists $Z_{\ell} \in C^1(\Omega \times \mathbb{R}^n)$ and $Q, \delta > 0$ such that

$$\begin{cases}
Z_\ell(x,0) = x_\ell, & x \in \Omega, \\
|L_j Z_\ell(x,r)| \leq Q^{k+1}m_k|r|^k, & k \in \mathbb{Z}_+, 1 \leq j \leq n.
\end{cases}$$

Let $\xi_0 \in \mathbb{R}^N \setminus \{0\}$ and $j_0 \in \{1, \ldots, n\}$ be such that $\text{Im} a_{j_0}(0) \cdot \xi_0 < 0$. Let $\Psi \in C^1(\Omega \times \mathbb{R}^n)$ be such that

$$|L_{j_0} \Psi(x,r)| \leq Q^{k+1}m_k|r|^k, \quad x \in \Omega, \quad 0 < |r| < \delta, \quad k \in \mathbb{Z}_+.$$  

Then there exist an open cone $\Gamma \subset \mathbb{R}^N \setminus \{0\}$, open neighborhoods of the origin $V \Subset U \Subset \Omega$, a cutoff function $\chi \in C^\infty_c(\Omega)$, with $\chi = 1$ on $U$, and a constant $\Lambda > 0$ such that $\xi_0 \in \Gamma$ and

$$|F[\chi \Psi_0](x, \xi)| \leq \frac{A^{k+1}M_k}{|\xi|^k}, \quad (x, \xi) \in V \times \Gamma, \quad k \in \mathbb{Z}_+,$$

where $\Psi_0(x) = \Psi(x, 0)$.

**Proof.** We apply Lemma 4.1 of [3], see also section 2 of [10], to the vector field $L^1 = L_{j_0}$. Thus we obtain a vector field $L_1^j$ over an open set $\Omega_1 \subset \Omega$ such that $L_1^j Z = 0$, $L_1^j r = \delta_{j_0 j}$ and

$$|L_1^j \Psi(x,r)| \leq Q^{k+1}m_k|r|^k, \quad x \in \Omega, \quad 0 < |r| < \delta, \quad k \in \mathbb{Z}_+.$$  

We have $d(H \ dr_1 \wedge \cdots \wedge dr_{j_0} \wedge \cdots \wedge dr_n \wedge dZ) = (-1)^{j_0+1}(L_1^j H) dr \wedge dZ$, for every function $H \in C^1(\Omega_1)$. The rest of the proof is completely analogous to the proof of Lemma 4.2 in [3].

**Theorem 3.4.** Let $\Omega \subset \mathbb{R}^d \times \mathbb{R}^n$ be an open neighborhood of the origin. Let $u \in C^2(\Omega)$ be a solution of the nonlinear PDE:

$$\frac{\partial u}{\partial r_j} = f_j(x,t,u,u_\tau), \quad 1 \leq j \leq n,$$

where each $f_j(x,t,\xi,\zeta)$ is a function of class $C^M$ with respect to $(x,t)$ and holomorphic with respect to $(\xi,\zeta) \in \mathbb{C} \times \mathbb{C}^d$. Then:

$$WF_{\mathcal{M}}(u) \subset T^0(\mathcal{V}^u), \quad (21)$$

where $\mathcal{V}^u$ is the $C^1$-smooth involutive structure defined by the linearized operators:

$$L_j^u = \frac{\partial}{\partial r_j} - \sum_{k=1}^d \frac{\partial f_j}{\partial \xi_k}(x,t,u(x,t),u_\tau(x,t)) \frac{\partial}{\partial x_k}, \quad 1 \leq j \leq n.$$  

**Proof.** In this proof we follow closely the proof of the Theorem 4.1 of [10]. We shall prove the inclusion (21) at the origin. A direction $(0, \xi, \tau) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^n$ belongs to $T^0(\mathcal{V}^u)$ if and only if $\tau = a(0) \cdot \xi$, where $a(x,t) = \partial_{z_j} f_j(x,t,u(x,t),u_\tau(x,t))$. This is equivalent to the validity of the identity

$$\cos \theta \text{ Im} a_{j_0}(0) \cdot \xi + \sin \theta (\tau_j - \text{Re} a_{j_0}(0) \cdot \xi) = 0 \quad (22)$$

for all $\theta \in [0, 2\pi)$ and for all $1 \leq j \leq n$. Thus, if $(0, \xi_0, \tau_0) \notin T^0(\mathcal{V}^u)$, there exist $\theta \in [0, 2\pi)$ and $j_0$ be such that $\cos \theta \text{ Im} a_{j_0}(0) \cdot \xi + \sin \theta (\tau_{j_0} - \text{Re} a_{j_0}(0) \cdot \xi_0) > 0$. We consider $u$ as a function in $C^2(\Omega \times \mathbb{R}^n)$ that does not depend on the $r$-variable, thus, it is a solution of the following nonlinear PDE:

$$\frac{\partial u}{\partial r_j} = f_j^0(x,t,u,u_\tau), \quad (23)$$

where $f_j^0(x,t,\xi_0,\zeta,\tau) = e^{-i\phi}(\tau_j - f_j(x,t,\xi_0,\zeta))$. Now consider the system of vector fields

$$L_j^0 = \frac{\partial}{\partial r_j} - \sum_{k=1}^d \frac{\partial f_j^0}{\partial \xi_k}(x,t,\xi_0,\zeta,\tau) \frac{\partial}{\partial x_k} - \sum_{k=1}^n \frac{\partial f_j^0}{\partial \tau_k}(x,t,\xi_0,\zeta,\tau) \frac{\partial}{\partial \tau_k}, \quad 1 \leq j \leq n,$$

in $\text{Dom } f \times \mathbb{R}^n$. To finish the proof, it suffices to apply Lemma 3.3 for the $C^1$-vector fields

$$\left(L_j^0\right)^u = \frac{\partial}{\partial r_j} - \sum_{k=1}^d \frac{\partial f_j^0}{\partial \xi_k}(x,t,u,u_\tau,u_\tau) \frac{\partial}{\partial x_k} - \sum_{k=1}^n \frac{\partial f_j^0}{\partial \tau_k}(x,t,u,u_\tau,u_\tau) \frac{\partial}{\partial \tau_k}, \quad 1 \leq j \leq n,$$
and to some $C^1$-approximate solution that extends $u$. To fulfill the hypothesis of Lemma 3.3, we shall use Corollary 2.10 and the Remark 2.8 to the holomorphic Hamiltonian vector fields

$$H^\theta_j = L^\theta_j + h^\theta_j \frac{\partial}{\partial \zeta_0} + \sum_{k=1}^d h^\theta_{jk} \frac{\partial}{\partial \zeta_k} + \sum_{\ell=1}^n h^\theta_{j(d+\ell)} \frac{\partial}{\partial \tau_\ell},$$

where

$$h^\theta_{jk}(x,t,z,t_0,z_0,\tau) = f^\theta_j(x,t,z,t_0,z_0,\tau) - \sum_{k=1}^d \zeta_k \frac{\partial f^\theta_j}{\partial \zeta_k}(x,t,z,t_0,z_0,\tau) - \sum_{\ell=1}^n \tau_\ell \frac{\partial f^\theta_j}{\partial \tau_\ell}(x,t,z,t_0,z_0,\tau),$$

$$h^\theta_{j(k+1)}(x,t,z,t_0,z_0,\tau) = \begin{cases} \frac{\partial f^\theta_j}{\partial x_k}(x,t,z,t_0,z_0,\tau) + \zeta_i \frac{\partial f^\theta_j}{\partial \zeta_0}(x,t,z,t_0,z_0,\tau), & 1 \leq i \leq d, \\ \frac{\partial f^\theta_j}{\partial \tau_\ell}(x,t,z,t_0,z_0,\tau) + \tau_\ell \frac{\partial f^\theta_j}{\partial \tau_\ell}(x,t,z,t_0,z_0,\tau), & d + 1 \leq i \leq d + n, \end{cases}$$

for each $1 \leq j \leq n$, and for the initial conditions $x,t,z_0$, noticing that these vector fields commute pairwise and that the identity $(L^\theta_j)^u\Phi^u = (H^\theta_j)^u$, holds for every $C^1$-function $\Phi(x,t,r,z,t_0,z_0,\tau)$ that is holomorphic with respect to $(z_0,\tau)$. \qed

### 4 Denjoy-Carleman vectors in maximally real manifolds

Let $\Sigma \subset \mathbb{C}^m$ be a $C^\infty$-smooth submanifold. We say that $\Sigma$ is maximally real if for every $p \in \Sigma$ one of the following (equivalent) conditions holds true:

- $\mathcal{C}T_p \mathbb{C}^m \cong T^{(0,1)}_p \mathbb{C}^m \oplus \mathcal{C}T_p \Sigma$;
- The pullback map $j^* : \mathcal{C}T^*_p \mathbb{C}^m \to \mathcal{C}T^*_p \Sigma$, where $j$ is the inclusion map $\Sigma \hookrightarrow \mathbb{C}^m$, induces an isomorphism $j^*_{1,0} : T_{(1,0)}^* \mathbb{C}^m \to \mathcal{T}^*_p \Sigma$,
- The one forms $d(z_1|\Sigma), \ldots, d(z_m|\Sigma)$ are linearly independent at $p$,

here we are using the notation $T^{(0,1)}_p \mathbb{C}^m$ for the $(1,0)$-complex vector fields at $p$, and $T_{(1,0)} \mathbb{C}^m$ for the $(1,0)$-forms at $p$.

The image of $T^* \Sigma$ under the isomorphism $(j^*_{1,0})^{-1}$ is the real structure bundle of $\Sigma$ and it is denoted by $\mathbb{R}T^*_\Sigma$, it is a real vector bundle over $\Sigma$ whose fiber dimension is equal to $m$.

After applying a biholomorphism on $\Sigma$, we can assume that on some open neighborhood $\Omega \subset \mathbb{C}^m$ of the origin, the submanifold $\Sigma$ is the graph of a $C^\infty$-smooth map $\varphi : U \to \mathbb{R}^m$, with $\varphi(0) = 0$ and $d\varphi(0) = 0$, where $U \subset \mathbb{R}^m$ is an open neighbourhood of the origin, ensuring the following local expression

$$\Sigma \cap \Omega = \{x + iy \in \Omega : y - \varphi(x) = 0\} = Z(U),$$

where $Z = (Z_1, \ldots, Z_m) = (x \mapsto x + i\varphi(x))$. We shall also assume that $|\varphi(x) - \varphi(x')| \leq C_\varphi| x - x'|$, for all $x, x' \in U$, where the constant $C_\varphi > 0$ is as small as we want, keeping in mind that in order to diminish $C_\varphi$ one need to shrink $U$ around the origin. In the following we shall assume $C_\varphi < 1$.

In $\Sigma \cap \Omega$, the real structure bundle can be described as follows: a complex direction $\zeta \in \mathbb{C}^m$ belongs to $\mathbb{R}T^*_\Sigma|_{Z(x)}$ if, and only if, $\zeta = \xi Z_\varphi(x)^{-1} \xi$, for some $\xi \in \mathbb{R}^m$.

Since our results are local, from now on we fix the open set $\Omega$ and the map $Z(x)$.

### 4.1 Almost analytic extension

Reducing the open set $U$ if necessary we may assume that the matrix

$$[Z_\varphi] = \begin{bmatrix} \delta_{jk} + i \frac{\partial \varphi_j}{\partial x_k} \end{bmatrix}$$

is invertible in $U$. Set for each $1 \leq k \leq m$

$$Y_k = \sum_{\ell=1}^m a_{k\ell} \frac{\partial}{\partial x_\ell} + b_{k\ell} \frac{\partial}{\partial y_\ell},$$

where $\begin{bmatrix} a_{k\ell} \end{bmatrix}$ is the inverse of $[Z_\varphi]$ and $b_{k\ell} = \sum_{j=1}^m a_{kj} \partial \varphi_j / \partial x_j$. Thus $Y = (Y_1, \ldots, Y_m)$ is a frame of vector fields in $\Omega$ that are tangent to $\Sigma$ and satisfies the relations

$$Y_k \cdot z_j |_{\Sigma \cap \Omega} = \delta_{jk},$$

for all $1 \leq j, k \leq m$. From now on we denote by $X = (X_1, \ldots, X_m)$ the restriction of $Y$ to $\Sigma \cap \Omega$. 8
Theorem 4.1. Let $f \in C^\mathcal{M}(U, X)$ and let $\kappa \in \mathbb{Z}_+$. Then there exist $\mathcal{O} \subset C^m$ a neighborhood of the origin, a function $F \in C^\infty(\mathcal{O})$, and a constant $C > 0$ such that
\[
\begin{cases}
F|_{\mathcal{O} \cap \Sigma} = f|_{\mathcal{O} \cap \Sigma} \\
|\partial_k F(z)| \leq C^{k+1}m_k \text{dist}(z, \Sigma)^k,
\end{cases}
\]
for $k \in \mathbb{Z}_+$, $z \in \mathcal{O}$.

When $\mathcal{M}$ has moderate growth, then the extension $F$ is $C^\infty$-smooth.

Proof. After the change of coordinates $(u, v) : \Omega \to C^m$ given by
\[
\begin{aligned}
u = x, \\
v = y - \varphi(x),
\end{aligned}
\]
the vector fields $\partial/\partial \bar{z}_j$ and $X_k$ are expressed by
\[
\begin{aligned}
\frac{\partial}{\partial \bar{z}_j} &= \frac{1}{2} \left\{ \frac{\partial}{\partial u_j} + i \sum_{l=1}^m \left( \delta_{jl} + i \frac{\partial \varphi_l}{\partial x_j} \right) \frac{\partial}{\partial v_l} \right\}, \\
X_k &= \sum_{l=1}^m a_{kl} \frac{\partial}{\partial u_l}.
\end{aligned}
\]
The $C^\infty$-smooth vector fields $L_k = \partial/\partial v_k - iX_k$, $1 \leq k \leq m$, satisfy the hypothesis of Theorem 2.7 and Corollary 2.9, and they also satisfy
\[
\frac{\partial}{\partial \bar{z}} = A(u, v)L,
\]
where $A(u, v)$ is the matrix $(2/i|a_{kl}|)^{-1}$.

\[\square\]

4.2 A microlocal characterization

In this section we shall relate the three main concepts of this paper: Denjoy-Carleman vectors, almost analytic extensions and the F.B.I. transform. Before doing so let us briefly recall the definition and some properties of the F.B.I. transform on maximally real submanifolds of $C^m$.

For every $\kappa > 0$ we write
\[
C_\kappa = \{ \zeta \in C^m : |\text{Im} \zeta| < \kappa |\text{Re} \zeta| \},
\]
and if $\zeta \in C^m$ we write $\langle \zeta \rangle^2 \equiv \zeta \cdot \zeta = \zeta_1^2 + \cdots + \zeta_m^2$. Taking the main branch of the square root we can define $\langle \zeta \rangle \equiv [\langle \zeta \rangle^2]^{1/2}$, for $\zeta \in C_1$.

Definition 4.2. We shall say that the maximally real submanifold $\Sigma$ of $C^m$ is well positioned at the origin if for every $\lambda > 0$ there are positive numbers $\kappa$ and $\kappa'$, with $0 < \kappa < 1$, and an open neighborhood $\Omega'$ of the origin on $\Sigma$ such that
\[
\begin{cases}
|\text{Im} \zeta| < \kappa |\text{Re} \zeta|, \\
|\text{Re} \zeta \cdot (z - z') - \lambda \langle \zeta \rangle \langle z - z' \rangle^2| \leq -\kappa' |\zeta||z - z'|^2,
\end{cases}
\]
for all $z, z' \in \Omega'$ and all $\zeta \in (\mathbb{R}T^1_Z|z) \cap (\mathbb{R}T^1_Z|z')$.

Without loss of generality we assume that $\Sigma$ is well positioned at the origin with $\Omega' = \Sigma \cap \Omega$ (see Proposition IX.2.2 of [11]).

Definition 4.3. Let $u \in E'(\Sigma \cap \Omega)$ and $\lambda > 0$. We define the $\lambda$-F.B.I. transform of $u$ (or just F.B.I. transform if $\lambda = 1$) by
\[
\mathcal{F}^\lambda u(z, \zeta) \equiv \left< u(z'), e^{i\zeta \cdot (z - z')} - \lambda \langle \zeta \rangle \langle z - z' \rangle^2 \Delta(z - z'), \zeta \right>_{D'},
\]
for $z \in C^m$ and $\zeta \in C_1$, where $\Delta(z, \zeta)$ is the Jacobian of the map $\zeta \mapsto \zeta + iz\langle \zeta \rangle$.

Remark 4.4. We are using the notation $\langle u, \phi \rangle_{D'}$ for the duality between distributions and smooth functions, and saving $\langle \cdot \rangle$ for the square root of the euclidean inner product of vectors in $C^m$.

In view of Theorem 4.1 and proceeding analogously as the proof of Theorem 3.4 of [12] we may state the following theorem.

Theorem 4.5. Let $\mathcal{M}$ be a regular sequence with moderate growth. Let $\Sigma \subset C^m$ be a maximally real submanifold passing through the origin, and let $X = (X_1, \ldots, X_m)$ be the dual basis of $d(z_1|\Sigma), \ldots, d(z_m|\Sigma)$ near the origin. Let $u \in E'(\Sigma)$. The following are equivalent:

\[\square\]
1. There exists $V_0 \subset \Sigma$ a neighborhood of the origin such that $u|_{V_0} \in C^M(V_0; \mathcal{X})$;

2. There exist $\mathcal{O} \subset \mathbb{C}^m$ a neighborhood of the origin, a function $F \in C^\infty(\mathcal{O})$, and a constant $C > 0$ such that

$$
\begin{cases}
F|_{\mathcal{O} \cap \Sigma} = u|_{\mathcal{O} \cap \Sigma}, \\
|\partial_z F(z)| \leq C^{k+1} m_k \text{dist}(z, \Sigma)^k,
\end{cases}
$$

(25)

3. For every $\chi \in C^\infty_c(\Sigma, \Omega)$, with $0 \leq \chi \leq 1$ and $\chi \equiv 1$ in some open neighborhood of the origin, there exist $V \subset \Sigma$ a neighborhood of the origin and a constant $C > 0$ such that

$$
|\mathcal{F}[\chi u](z, \zeta)| \leq \frac{C^{k} m_k}{|\zeta|^k}, \quad \forall (z, \zeta) \in \mathbb{R}T'_V \setminus 0.
$$

(26)

We point out that the moderate growth condition is applied in the estimate of page 16 in the proof of Theorem 3.4 of [12].

In the following, we shall prove a microlocal version of Theorem 4.5. To define the concept of Denjoy-Carleman microlocal regularity on the $C^\infty$-smooth manifold $\Sigma$, we follow [13]. Let $\Gamma \subset \mathbb{R}^m \setminus \{0\}$ be an open cone and let $V \subset U$ be an open neighbourhood of the origin. Given $\delta > 0$, the wedge with edge $Z(V)$, directrix $\Gamma$ and height $\delta$ is the open set

$$
\mathcal{W}_\delta(V, \Gamma) = \{ Z(x) + iz : x \in V, z \in \Gamma, |z| < \delta \}.
$$

A function $f \in C^1(\mathcal{W}_\delta(V, \Gamma))$ has slow growth at the edge if there are $C > 0$ and $N \in \mathbb{Z}_+$ such that $|f(Z(x) + iz)| \leq C/|z|^N$ for every $x \in V$ and $z \in \Gamma$, $|z| < \delta$. We also say that $f$ is $\mathcal{M}$-almost analytic at the edge if there is $C_f > 0$ such that $|\partial_z f(Z(x) + iz)| \leq C_f^{k+1} m_k |z|^k$, for every $k \in \mathbb{Z}_+$. If an $\mathcal{M}$-almost analytic function $f \in C^1(\mathcal{W}_\delta(V, \Gamma))$ has slow growth at the edge, then one can define its distribution boundary value by

$$
(b \tau(f), \psi) = \lim_{t \to 0^+} \int_{\mathcal{V}} f(Z(x) + it\gamma)\psi(Z(x)) dZ(x),
$$

where $\gamma \in \Gamma$ is any fixed direction and $\psi \in C^\infty_c(Z(V))$.

**Definition 4.6.** Let $u \in \mathcal{D}'(\Sigma \cap \Omega)$ and let $(p_0, \zeta_0) \in \mathbb{R}T'_{\Sigma} \setminus 0$, so $\zeta_0 = t^\dagger d(Z(p_0)^{-1})\xi_0$, with $\xi_0 \in \mathbb{R}^m$. We say that $u$ is microlocally a $C^M$-vector with respect to $X$ at $(p_0, \zeta_0)$ if there exist an open set $V \subset U$, with $p_0 \in Z(V)$, $\delta > 0$, open cones $\Gamma_j, 1 \leq j \leq \ell$, with $\xi_0 \cdot \Gamma_j < 0$, and $\mathcal{M}$-almost analytic functions $f_j \in C^1(\mathcal{W}_\delta(V, \Gamma_j))$ with slow growth at the edge such that

$$
|u|_{Z(V)} = \sum_{j=1}^{\ell} b_{\Gamma_j}(f_j).
$$

The Denjoy-Carleman wave-front set of $u$ with respect to $X$ is the subset of $\mathbb{R}T'_{\Sigma}$ consisting of all the directions where $u$ is not microlocally a $C^M$-vector with respect to $X$, it is denoted by $WF_M(u; X)$. For every cone $\mathcal{C} \subset \mathbb{R}^m \setminus \{0\}$ and every subset $S \subset \Sigma \cap \Omega$ we define $\mathbb{R}T'_S(\mathcal{C}) = \{(Z(x), t^\dagger Z(x)^{-1}\xi_0) : Z(x) \in S, \xi_0 \in \mathcal{C} \}$.

**Theorem 4.7.** Let $u \in \mathcal{D}'(\Sigma \cap \Omega)$. Are equivalent:

1. The point $(0, \xi_0)$ does not belong to $WF_M(u; X)$;

2. There exists an open convex cone $\mathcal{C} \subset \mathbb{R}^m \setminus \{0\}$ containing $\xi_0$, such that for every $\chi \in C^\infty_c(\Sigma \cap \Omega)$, with $0 \leq \chi \leq 1$ and $\chi \equiv 1$ in some open neighborhood of the origin, there exist $V \subset U$ a neighborhood of the origin and a constant $C > 0$ such that

$$
|\mathcal{F}[\chi u](z, \zeta)| \leq \frac{C^{k+1} m_k}{|\zeta|^k}, \quad \forall (z, \zeta) \in \mathbb{R}T'_Z(\mathcal{C}) \setminus 0.
$$

(27)

Before proving Theorem 4.7 we shall need the following lemma:

**Lemma 4.8.** Let $g \in C^\infty_c(\Sigma \cap \Omega)$ and let $\Gamma, \mathcal{C} \subset \mathbb{R}^m \setminus \{0\}$ be open and convex cones such that if $(v, \zeta) \in \Gamma \times \mathbb{R}T'_{\text{supp} \mathcal{G}}(\mathcal{C})$ then $v \cdot \text{Re} \zeta \leq 0$. Then for every $v \in \Gamma$,

$$
\lim_{\lambda \to 0} \int_{\mathbb{R}T'_\mathcal{C}(\mathcal{C})} \mathcal{F}[g](z + i\lambda v, \zeta) d\zeta = \int_{\mathbb{R}T'_\mathcal{C}(\mathcal{C})} \mathcal{F}[g](z, \zeta) d\zeta,
$$

in the $C^\infty(\Sigma \cap \Omega)$ topology.
Then we conclude that for every \( N \in \mathbb{Z}_+ \) there exist \( C_N > 0 \) such that if \( 0 < \lambda \leq \frac{\kappa' c^2}{4} \), then
\[
\left| (1 + \langle \zeta \rangle^2)^N \hat{\mathbf{g}}^{\perp}(z + i \lambda \nu \zeta, \zeta) \right| \leq C_N(1 + |\zeta|)^{-N}.
\]
We can write the integral on the statement of the lemma as
\[
\int_\mathcal{C} \hat{\mathbf{g}}^{\perp}(\mathbf{Z}(x) + i \lambda \nu, \mathbf{Z}(x)^{-1} \xi) \det \mathbf{Z}(x)^{-1} \, d\xi.
\]
So to prove the lemma it is enough to show that \( X^\alpha \left( \hat{\mathbf{g}}^{\perp}(\mathbf{Z}(x) + i \lambda \nu, \mathbf{Z}(x)^{-1} \xi) \det \mathbf{Z}(x)^{-1} \right) \) is dominated by an integrable function in \( \xi \), uniformly for small \( \lambda > 0 \), for every \( \alpha \in \mathbb{Z}_+^m \). Arguing as before one can prove that for every \( \alpha \in \mathbb{Z}_+^m \) and \( N \in \mathbb{Z}_+ \) there exists \( C > 0 \) such that for every \( 0 \leq \lambda \leq \frac{\kappa' c^2}{4m} \),
Thus, for
\[ X^n \left( \mathfrak{f}^{*} |g| (Z(x) + i\lambda v, 1^* Z(x)^{-1} \chi) \det Z(x)^{-1} \right) \leq C(1 + |\zeta|)^{-N} \]

\[ \square \]

**Proof of Theorem 4.7.** (1.) implies (2.)

Without loss of generality we shall assume that there exist \( V \subseteq U \) an open neighborhood of the origin, \( \delta > 0, \Gamma \subseteq \mathbb{R}^m \setminus 0 \) an open convex cone, \( \xi_0 \cdot \Gamma < 0, \) and \( f \in C^1(W_{U}(V, \Gamma)) \) an \( \mathcal{M} \)-almost analytic function, with slow growth, such that

\[ u|_{Z(V)} = b_{R}(f). \]

So let \( \chi \in C^{\infty}(V), 0 \leq \chi \leq 1, \) with \( \chi \equiv 1 \) in some open neighborhood of the origin, and let \( v \in \Gamma \cap S^{m-1} \) be fixed. Then the F.B.I. transform of \( \chi u \) can written as

\[ \mathfrak{f}^{*} \chi u(z, \zeta) = \lim_{t \to 0^+} \int_{V} e^{i\zeta \cdot (z-Z(z'))} \chi(z') f(Z(z') + itv) \Delta(z - Z(z'), \zeta) dZ(z'). \]

So let \( a > 0 \) be such that \( \xi_0 \cdot v = -a|\xi_0| \) and let \( 0 < r < a/(12\sqrt{2}) \) be such that \( \chi \equiv 1 \) in \( B_r(0) \subseteq V. \) Now fix \( 0 < t < \delta/2. \) We split the integral above in two:

\[ \int_{V} e^{i\zeta \cdot (z-Z(z'))} \chi(z') f(Z(z') + itv) \Delta(z - Z(z'), \zeta) dZ(z') = \]

\[ = \int_{B_r(0)} e^{i\zeta \cdot (z-Z(z'))} \chi(z') f(Z(z') + itv) \Delta(z - Z(z'), \zeta) dZ(z') \]

\[ + \int_{V \setminus B_r(0)} e^{i\zeta \cdot (z-Z(z'))} \chi(z') f(Z(z') + itv) \Delta(z - Z(z'), \zeta) dZ(z'). \]

Now we shall deal with these two integrals separately. The exponential in the second integral can be bounded by \( e^{-\frac{-\pi^2}{4}|\zeta|^2} \) if \( z = Z(x) \) with \( |x| < r/2, \) so the absolute value of the second integral is bounded by a constant times \( e^{-\frac{-\pi^2}{4}|\zeta|^2}, \) for all \( (z, \zeta) \in \mathbb{R}^{T}_{Z(B_{r/2})}. \) To estimate the first integral first we shall deform the contour of integration in the following manner:

\[ Z(z') \mapsto Z(z') + i\frac{\delta}{2}v. \]

Stokes’ theorem entails

\[ \int_{B_r(0)} e^{i\zeta \cdot (z-Z(z'))} \chi(z') f(Z(z') + itv) \Delta(z - Z(z'), \zeta) dZ(z') = \]

\[ \int_{B_r(0)} e^{i\zeta \cdot (z-Z(z')-i\delta/2v-Z(z'))} f(Z(z') + i(t + \delta/2)v) \Delta(z - Z(z') - i\delta/2v, \zeta) dZ(z') \]

\[ + \int_{\{w \in Z(\partial B_r(0)) + i\sigma v, \sigma \in [0, \delta/2]\}} e^{i\zeta \cdot (z-w)} \chi(w) f(w + itv) \Delta(z - w, \zeta) dw \]

\[ - \int_{\{w \in Z(B_r(0)) + i\sigma v, \sigma \in [0, \delta/2]\}} e^{i\zeta \cdot (z-w)} \chi(w) \sum_{k=1}^{m} \frac{\partial}{\partial \bar{w}_k} f(w + itv) d\bar{w}_k \wedge dw. \]

We start estimating the exponents. For \( z, w \in Z(V), \zeta \in \mathbb{R}^{T}_{Z|z} \) and \( \sigma \in [0, \delta/2] \) we have

\[ \text{Re}\{i\zeta \cdot (z-w - i\sigma v) - \zeta \langle z-w, v \rangle - |\zeta|^2 \sigma^2 v^2 - 2i\sigma(z-w) \cdot v \} \leq -\zeta' ||z-w|^2 + \sigma \text{Re} \zeta \cdot v + |\zeta|(|\sigma^2 + 2\sigma|z-w|). \]

Now we shall define a cone \( C. \) Recall that \( \xi_0 \cdot v = -a|\xi_0|, \) so there exists \( 0 < r' \leq r/2 \) and \( C \subset \mathbb{R}^m \setminus 0 \) an open convex cone containing \( \xi_0 \) such that if \( z \in Z(B_{r'}(0)) \) and \( \zeta \in \mathbb{R}^{T}_{Z|z}(C) \) then

\[ \text{Re} \zeta \cdot v \leq -a/2|\zeta|. \]

Thus, for \( \zeta \in \mathbb{R}^{T}_{Z|z}(C) \) and \( \delta < a/2 \) we have

\[ \text{Re}\{i\zeta \cdot (z-w - i\sigma v) - \zeta \langle z-w, v \rangle - |\zeta|^2 \sigma^2 v^2 \} \leq -\zeta' ||z-w|^2 - |\zeta|\sigma(a/4 - 2|z-w|). \]

Since \( C_{\varphi} < 1, \) we have \( |z-w|^2 \leq (9/2)r^2, \) thus \( 2|z-w| < 3\sqrt{2}r. \) The choice \( r < a/(12\sqrt{2}) \) implies \( a/4 - 2|z-w| > a/8, \) thus
\[ \Re \{ i \zeta \cdot (z - w - i\sigma v) - (\zeta)\langle z - w - i\sigma v \rangle^2 \} \leq -\kappa' |\zeta||z - w|^2 - |\zeta|^{\alpha \sigma \over 8}. \]

In integral (28) we have that \( \sigma = \delta/2 \), so we can bound it by a constant times \( e^{-a\delta/16|\zeta|} \). For estimating (29) we use that \( |z - w|^2 \geq r^2/4 \), so we can bound \( |\langle 29 \rangle| \) by a constant times \( e^{-\kappa\zeta^2} |\zeta| \). The exponent in integral (30) is bounded by \( e^{-\kappa|\zeta|^2} \), so using the fact that \( f \) is an \( \mathcal{M} \)-almost analytic function we can estimate \( |\langle 30 \rangle| \) by a constant times

\[
\int_0^\infty e^{-\frac{a|\zeta|}{2}c_{k+1}m_k(t + \sigma)k}\,|v|^k\,d\sigma \leq C_{k+1}^k|v|^km_k \sum_{j=0}^{k} \left( \begin{array}{c} k \\ j \end{array} \right) t^{j} \left( \frac{8}{a|\zeta|} \right)^{j+1} j! \leq C_{k+1}^k|v|^km_k \left( \frac{8}{a|\zeta|} \right)^k \left( \delta/2 + \frac{8}{a|\zeta|} \right)^k M_k, \]

for every \( k \in \mathbb{Z}_+ \). Summing all these estimates one obtain (27) with \( V = B_{r/2}(0) \).

(2) implies (1).

Let \( C \subset \mathbb{R} \setminus 0 \), \( \chi \in C^\infty(\Sigma \cap \Omega) \) and \( V \in U \) be as in (2.). In order to use an exact inversion formula for the F.B.I. transform we shall extend the function \( \varphi \) to the whole \( \mathbb{R} \) in an appropriate manner. We shall replace \( \varphi(x) \) by \( \Theta(x) \varphi(x) \), where \( \Theta \in C^\infty(B_1(0)) \), \( \Theta \equiv 1 \) in \( B_{r/2}(0) \), \( B_r(0) \subset U \), and \( \| \Theta \| \leq \text{Const} \cdot r^{-1} \), for some small \( r \) so the image of \( \mathbb{R} = x + i\Theta(x) \) is (globally) well-positioned. From now on we shall write \( \varphi \) instead of \( \Theta \varphi \). Without loss of generality we can assume that the support of \( \chi \) and \( V \) are contained in \( Z(B_{r/2}(0)) \), and we shall assume that \( V = B_{r/2}(0) \). We can then use the following inversion formula (see Lemma IX.4.1 of [11] and Theorem 3.3 of [12]):

\[
\chi(x)u(x) = \lim_{\varepsilon \to 0^+} \frac{1}{(2\pi)^\frac{n}{2}} \int_{\mathbb{R}^m \setminus \{0\}} e^{i\zeta(Z(x)-z')-\langle \zeta \rangle(Z(x)-z')} \hat{\delta} \chi u(z', \zeta) \hat{\zeta} \frac{2}{|\zeta|} \,d\zeta. \tag{31} \]

For every \( \varepsilon > 0 \) set

\[
v_1^\varepsilon(z) = \frac{1}{(2\pi)^\frac{n}{2}} \int_{\mathbb{R}^m \setminus \{0\}} e^{i\zeta(Z(x)-z')-\langle \zeta \rangle(Z(x)-z')} \hat{\delta} \chi u(z', \zeta) \hat{\zeta} \frac{2}{|\zeta|} \,d\zeta,
\]

and

\[
v_2^\varepsilon(z) = \frac{1}{(2\pi)^\frac{n}{2}} \int_{\mathbb{R}^m \setminus \{0\}} e^{i\zeta(Z(x)-z')-\langle \zeta \rangle(Z(x)-z')} \hat{\delta} \chi u(z', \zeta) \hat{\zeta} \frac{2}{|\zeta|} \,d\zeta.
\]

We shall prove that \( v_1^\varepsilon(x) \) converges to a \( \mathcal{C}^M(V_0; X) \), for some \( V_0 \subset V \) open neighborhood of the origin, and that \( v_2^\varepsilon(z) \) converges to a sum of holomorphic function defined on wedges. We start with \( v_1^\varepsilon \). Let \( |x| < r'/2 \). If \((z', \zeta) \in \mathbb{R}^m \setminus \{0\}\)(C) then

\[
\left| e^{i\zeta(Z(x)-z')-\langle \zeta \rangle(Z(x)-z')} \hat{\delta} \chi u(z', \zeta) \hat{\zeta} \right| \leq \text{Const} \cdot e^{-\varepsilon_1|\zeta|-\frac{\varepsilon_1^2}{4}|z-z'|^2},
\]

for some \( \varepsilon_1 > 0 \). Now if \((z', \zeta) \in \mathbb{R}^m \setminus \{0\}\)(C) then

\[
\left| e^{i\zeta(Z(x)-z')-\langle \zeta \rangle(Z(x)-z')} \hat{\delta} \chi u(z', \zeta) \hat{\zeta} \right| \leq M_k |\zeta|^{k+1} e^{-\kappa|\zeta||z-z'|^2},
\]

for all \( k \in \mathbb{Z}_+ \). Combining these two estimates we get that

\[
\left| e^{i\zeta(Z(x)-z')-\langle \zeta \rangle(Z(x)-z')} \hat{\delta} \chi u(z', \zeta) \hat{\zeta} \right| \leq C_1 |\zeta|^{k+1} e^{-\kappa|\zeta||z-z'|^2},
\]

for \((z', \zeta) \in \mathbb{R}^m \setminus \{0\}\)(C) and \( k \in \mathbb{Z}_+ \), where \( C_1 > 0 \). Thus we have that
Therefore if $|x| < r'/2$,

$$|X^a v_1'(x)| \leq \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \sum_{l=\lceil \epsilon r' \rceil}^{\beta} \frac{\beta!}{l!} \int_{\mathbb{R}^m \setminus C} \left| e^{i\zeta(x-z') - \epsilon \zeta(x-z')^2} \mathfrak{H}[\chi u](z', \zeta) \frac{d\zeta}{d\zeta} \right| \cdot \frac{\prod_{i=1}^{\beta} (l_1 \cdots l_\beta)}{l_1! \cdots l_\beta!} |C_1|^2 |\sum_{i=1}^{\beta} \sum_{n=1}^{m} l_1 + l_2 + \cdots + l_\beta + l_\alpha| d\zeta d\zeta'$$

so choosing $k = |\alpha - \beta| + l_1 + l_2 + \cdots + l_\beta + l_\alpha + \kappa$, where $\kappa$ is any integer bigger than $3/m + 1$, we obtain

$$|X^a v_1'(x)| \leq C_2^{\alpha + 1} \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \sum_{l=\lceil \epsilon r' \rceil}^{\beta} \frac{\beta!}{l!} \prod_{i=1}^{\beta} \frac{M_{k \alpha} M_{\alpha - \beta} M_{l_1 + l_2 + \cdots + l_\beta} |C_1|^2}{l_1! \cdots l_\beta!}$$

where the constant $C_4$ does not depend on $\epsilon$ (see Lemma 4.2 of [14] for estimating this binomials). Now we shall deal with $v_2'$. As usual we start writing $\mathbb{R}^m \setminus C = \bigcup_{j=1}^{N} \overline{C}_j$, where the $C_j \subset \mathbb{R}^m \setminus 0$ are open convex cones, pair-wise disjoints, and such that the sets

$$\Gamma_j \doteq \{ v \in \mathbb{R}^m \setminus 0 : v \cdot \xi_0 < 0 \text{ and } v \cdot C_j > 0 \}.$$
are open, convex, cones. Also we can assume, shrinking if necessary the cones $\Gamma_j$, that there exist $c^d > 0$ and $0 < \tilde{r} < r'$ such that for every $j = 1, \ldots, N$, and $(v, \zeta) \in \Gamma_j \times \mathbb{R} \mathbb{T}_{Z(B_r(0))}(\Gamma_j)$ then

$$ v \cdot \text{Re} \zeta \geq c^d |v||\zeta|. $$

So for every $j = 1, \ldots, N$, we set

$$ v\zeta_j(z) = \frac{1}{(2\pi)^{2}} \int_{\mathbb{R} \mathbb{T}_{Z(B_{\tilde{r}}(0))}(\Gamma_j)} e^{i\zeta(z-z')-(\zeta)(z-z') - \varepsilon(\zeta)^2} \mathfrak{f} \chi \zeta([\zeta'] \zeta) \frac{d\zeta'}{d\zeta}. $$

We claim that there exist a sequence $\delta > 0$ such that $v\zeta_j(z)$ is holomorphic and uniformly bounded on the compact sets of $\mathcal{W}_\delta(V, \Gamma_j)$. Now writing $z = Z(x) + iv$, with $|v| \leq \delta_0$, and $z' = Z(x')$ we have that if $|z'| < \tilde{r}$,

$$ |e^{i\zeta(z-z')-(\zeta)(z-z')^2}| \leq |e^{-\kappa'|\zeta||Z(x)-z'|^2 - v \cdot \text{Re} \zeta + \kappa|2|Z(x)-z'|v||v|^2}| \leq e^{-\kappa'|\zeta||Z(x)-z'|^2 - \varepsilon'v||v||\zeta|} + \kappa(2|Z(x)-z'||v||v|^2) $$

$$ = e^{-\kappa||Z(x)-z'||(\kappa' Z(x)-z'|^2 - 2|v||\zeta|)} + \kappa(\kappa' Z(x)-z'||v||v|^2) $$

$$ \leq e^{\kappa||Z(x)-z'||^2} - \kappa||Z(x)-z'||^2 }\right) \right). $$

assuming that $\delta < \frac{\kappa' \tilde{r}^2}{4}$. Now if $|z'| \geq \tilde{r}$ and $|x| < \tilde{r}/2$,

$$ |e^{i\zeta(z-z')-(\zeta)(z-z')^2}| \leq e^{-\kappa'|\zeta||Z(x)-z'|^2 - \varepsilon'v||v||\zeta|} + \kappa(2|Z(x)-z'||v||v|^2) $$

$$ \leq e^{-\kappa' \frac{\tilde{r}^2}{4}|Z(x)-z'||v||v|^2} + \kappa(\kappa' \frac{\tilde{r}^2}{4}|Z(x)-z'||v||v|^2) $$

$$ \leq e^{-\kappa' \frac{\tilde{r}^2}{4}|Z(x)-z'||v||v|^2} + \kappa(\kappa' \frac{\tilde{r}^2}{4}|Z(x)-z'||v||v|^2) $$

if we assume $\delta \leq \min \left\{ \kappa' \frac{\tilde{r}}{4}, \frac{\sqrt{1+\frac{\tilde{r}^2}{2}}}{2} \right\}$. Therefore if $\delta < \min \left\{ \kappa' \frac{\tilde{r}^2}{4}, \frac{\kappa' \tilde{r}}{8}, \frac{\sqrt{1+\frac{\tilde{r}^2}{2}}}{2} \right\}$, $v\zeta_j(z)$ is uniformly bounded on the compact sets of $\mathcal{W}_\delta(B_{\tilde{r}/2}(0), \Gamma_j)$, and thus there exists a sequence $\varepsilon_k \to 0$ such that $v\zeta_j(z) \to v\zeta_j(z)$, which is holomorphic on $\mathcal{W}_\delta(B_{\tilde{r}/2}(0), \Gamma_j)$. Now we claim that $\lim_{x \to 0^+} v\zeta_j(Z(x)) = bv\zeta_j(v\zeta_j(z))$ on $Z(B_{\tilde{r}/2}(0))$. So let $g \in \mathcal{C}_\infty^\infty(Z(B_{\tilde{r}/2}(0)))$. Then
\[
\langle v^\varepsilon_2(Z(x)), g(Z(x)) \rangle_{\mathcal{D}'(\Sigma)} = \\
= \frac{1}{(2\pi)^{3/2}} \int_{B_{r/2}(0)} \int_{\mathbb{R}^m} e^{i\xi \cdot (Z(x) - z')} - \langle \xi \rangle (Z(x) - z')^2 - \varepsilon (\xi)^2 Z(x) - Z(y) \rangle_{\mathcal{D}'(\Sigma)}
\]
\( \langle \text{bw}_{r}(v_{2j}(z)), g \rangle_{D'(\Sigma)} = \)
\[
= \lim_{\lambda \to 0^+} \int_{B_r/2(0)} v_{2j}(Z(x) + i\lambda v)g(Z(x))dZ(x)
\]
\[
= \lim_{\lambda \to 0^+} \frac{1}{(2\pi)^{3/2}} \int_{B_r/2(0)} \int_{\mathbb{R}^m} \int_{\mathbb{R}^n_{Z(\mathbb{R})}} e^{i\zeta \cdot (Z(x) + i\lambda v - z')} - \langle \zeta \rangle (Z(x) + i\lambda v - z')^2 \tilde{\mathcal{S}}[\chi u](z', \zeta) \frac{\partial}{\partial \zeta} g(Z(x))d\zeta d\zeta dZ(x)
\]
\[
= \lim_{\lambda \to 0^+} \frac{1}{(2\pi)^{3/2}} \int_{B_r/2(0)} \int_{\mathbb{R}^m} \int_{\mathbb{R}^n_{Z(\mathbb{R})}} \chi(y)u(Z(y)), e^{i\zeta \cdot (Z(x) - Z(y)) - \langle \zeta \rangle (Z(x) - Z(y))^2} \Delta(Z(x) - Z(y), \zeta)
\]
\[
\cdot \frac{\partial}{\partial \zeta} g(Z(x))d\zeta dZ(x) dZ(x)
\]
\[
= \lim_{\lambda \to 0^+} \frac{1}{(2\pi)^{3/2}} \int_{B_r/2(0)} \int_{\mathbb{R}^m} \int_{\mathbb{R}^n_{Z(\mathbb{R})}} e^{i\zeta \cdot (Z(x) + i\lambda v - z')} - \langle \zeta \rangle (Z(x) + i\lambda v - z')^2 \tilde{\mathcal{S}}[\chi u](z', \zeta) \frac{\partial}{\partial \zeta} g(Z(x))d\zeta d\zeta dZ(x)
\]
\[
= \lim_{\lambda \to 0^+} \frac{1}{(2\pi)^{3/2}} \int_{B_r/2(0)} \int_{\mathbb{R}^m} \int_{\mathbb{R}^n_{Z(\mathbb{R})}} \chi(y)u(Z(y)), e^{i\zeta \cdot (Z(x) - Z(y)) - \langle \zeta \rangle (Z(x) - Z(y))^2} \Delta(Z(x) - Z(y), \zeta)
\]
\[
\cdot \frac{\partial}{\partial \zeta} g(Z(x))d\zeta dZ(x) dZ(x)
\]
\[
= \lim_{\lambda \to 0^+} \frac{1}{(2\pi)^{3/2}} \int_{B_r/2(0)} \int_{\mathbb{R}^m} \int_{\mathbb{R}^n_{Z(\mathbb{R})}} \chi(y)u(Z(y)), e^{i\zeta \cdot (Z(x) + i\lambda v - Z(y)) - \langle \zeta \rangle (Z(x) + i\lambda v - Z(y))^2} \Delta(Z(x) - Z(y), \zeta)
\]
\[
\cdot \frac{\partial}{\partial \zeta} g(Z(x))d\zeta dZ(x) dZ(x)
\]
We have then proved our claim. So we conclude that
\[
(\chi u)_{B_r/2(0)} = v_1|_{B_r/2(0)} + \sum_{j=1}^{N} \text{bw}_{r_j}(v_{2j}).
\]
Therefore the point \( (0, \xi_0) \notin \text{WF}_{\mathcal{M}}(u) \).

References

[1] Evsey Mordukhovich Dyn’kin. Pseudoanalytic extension of smooth functions. the uniform scale. *Amer. Math. Soc. Transl.*, 115(2):33–58, 1980.
[2] Mohammed Salah Baouendi, Chin-Huei Chang, and François Treves. Microlocal hypo-analyticity and extension of CR functions. *Journal of Differential Geometry*, 18(3):331–391, 1983.

[3] Nicholas Braun Rodrigues and Antonio Victor da Silva Jr. Approximate solutions of vector fields and an application to Denjoy–Carleman regularity of solutions of a nonlinear PDE. *Mathematische Nachrichten*, 294(8):1452–1471, 2021.

[4] Rafael Fernando Barostichi and Gerson Petronilho. Existence of Gevrey approximate solutions for certain systems of linear vector fields applied to involutive systems of first-order nonlinear pdes. *Journal of mathematical analysis and applications*, 382(1):248–260, 2011.

[5] Ziad Adwan and Gustavo Hoepfner. Denjoy–Carleman classes: boundary values, approximate solutions and applications. *The Journal of Geometric Analysis*, 25(3):1720–1743, 2015.

[6] Ziad Adwan and Gustavo Hoepfner. Approximate solutions and micro-regularity in the Denjoy–Carleman classes. *Journal of Differential Equations*, 249(9):2269–2286, 2010.

[7] Rafael Fernando Barostichi and Gerson Petronilho. Gevrey micro-regularity for solutions to first order nonlinear PDE. *Journal of Differential Equations*, 247(6):1899–1914, 2009.

[8] Shiferaw Berhanu, Paulo D Cordaro, and Jorge Hounie. *An introduction to involutive structures*, volume 6. Cambridge University Press Cambridge, 2008.

[9] Stefan Fürdös. Geometric microlocal analysis in Denjoy–Carleman classes. *Pacific Journal of Mathematics*, 307(2):303–351, 2020.

[10] Claudio Hirofume Asano. On the $C^\infty$ wave-front set of solutions of first-order nonlinear pde’s. *Proceedings of the American Mathematical Society*, pages 3009–3019, 1995.

[11] François Treves. *Hypo-Analytic Structures: Local Theory (PMS-40)*. Princeton University Press, 1992.

[12] Nicholas Braun Rodrigues. A Fourier-type characterisation for Gevrey vectors on hypo-analytic structures and propagation of Gevrey singularities. *Journal of the Institute of Mathematics of Jussieu*, page 1–22, 2022.

[13] Paulo Cordaro and François Treves. Hyperfunctions on hypo-analytic manifolds (am-136), volume 136. In *Hyperfunctions on Hypo-Analytic Manifolds (AM-136), Volume 136*. Princeton University Press, 1994.

[14] Edward Bierstone and Pierre Milman. Resolution of singuarities in Denjoy-Carleman classes. *Selecta Math.*, 10:1–28, 2004.