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Abstract
There is often a trade-off between performance and latency in streaming automatic speech recognition (ASR). Traditional methods such as look-ahead and chunk-based methods, usually require information from future frames to advance recognition accuracy, which incurs inevitable latency even if the computation is fast enough. A causal model that computes without any future frames can avoid this latency, but its performance is significantly worse than traditional methods. In this paper, we propose corresponding revision strategies to improve the causal model. Firstly, we introduce a real-time encoder states revision strategy to modify previous states. Encoder forward computation starts once the data is received and revises the previous encoder states after several frames, which is no need to wait for any right context. Furthermore, a CTC spike position alignment decoding algorithm is designed to reduce time costs brought by the proposed revision strategy. Experiments are all conducted on Librispeech datasets. Fine-tuning on the CTC-based wav2vec2.0 model, our best method can achieve 3.7/9.2 WERs on test-clean/other sets and brings 45% relative improvement on test-clean/other sets and brings 45% relative improvement. In this paper, we explore a new method to improve causal models, called encoder states revision strategy. Specifically, we propose corresponding revision strategies to improve the causal model. Firstly, we introduce a real-time encoder states revision strategy to modify previous states. Encoder forward computation starts once the data is received and revises the previous encoder states after several frames, which is no need to wait for any right context. Furthermore, a CTC spike position alignment decoding algorithm is designed to reduce time costs brought by the proposed revision strategy. Experiments are all conducted on Librispeech datasets. Fine-tuning on the CTC-based wav2vec2.0 model, our best method can achieve 3.7/9.2 WERs on test-clean/other sets and brings 45% relative improvement.
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1. Introduction
End-to-end models, including connectionist temporal classification (CTC) [1, 2, 3, 4], RNN-Transducer (RNN-T) [5, 6, 7] and attention-based encoder-decoder (AED) [8, 9, 10, 11] models, have achieved great success on various ASR tasks in the past few years. Many recent studies have focused on streaming ASR, especially the Transformer-based model has received extensive interest because of its parallel training and promising results. To realize streaming encoder, methods can be categorized into the look-ahead based [12, 13, 14] and chunk-based [15, 16, 17, 18]. The former sets a look-ahead window providing context information for each current block, but the latency will grow as the number of layers increases. The latter can be trained in parallel, but the performance is poor at chunk boundary, and accuracy drops significantly when reducing the chunk size.

For some tasks that require low average character latency, i.e., spoken dialog [19] and real-time translation [20], most of the above methods need to wait for right context before output each time to achieve better results. This will lead to relatively high latency and a worse user experience when the speech length is much smaller than the right context. A causal model that does not need any right context but computes and decodes at each frame may help solve this problem. However, causal models often underperform due to the lack of future information; thus, they are usually part of cascade models rather than used alone [21].

An obvious idea to improve the causal model is correcting its outputs. Block-wise attention with a mask-predict method is proposed in [22]. CTC first predicts the preliminary tokens per block, and then low-confidence tokens are masked and re-predicted by a decoder. However, this work only involves the decoder part without any modification to the encoder, and the mask-predict operation must be conducted after the entire block has been calculated. In [23], authors propose to use dynamic latency and revise the state of encoder and decoder so that both streaming and non-streaming models can apply incremental decoding [24]. This method revises the states that have not been completed for RNN-T models and can not change the previous information of the encoder either. In practical applications, to avoid distracting the user’s attention, it is more desirable to ensure a fast response and previous stable outputs simultaneously [25]. The above methods will significantly change the previous outputs when the encoder states are inaccurate, which can not be used to improve causal models.

In this paper, we explore a new method to improve causal models, called encoder states revision strategy. Specifically, we first let the model calculate causally until the revision interval to revise the previous states and correct the decoding path. By applying revision, later outputs will be more accurate, and there is no need to change the hypothesis after all final outputs. Furthermore, we design a CTC spike position alignment decoding algorithm to reduce the computation costs, which is applicable to any revision methods that change the decoding path. Our experiments are based on the wav2vec2.0 [26] fine-tuning models using CTC and conducted on Librispeech benchmark [27]. Our best method can achieve 3.7/9.2 WERs which brings tremendous improvement for causal models and can be compared with chunk-based and knowledge distillation methods (23% and 6% relative reduction).

2. Proposed methods

2.1. Encoder states revision strategy for causal model
A causal model computes the output of $t$-th frame for $l$-th layer only depending on previous results from $l$-th layer. To save computation costs, it is necessary to cache the historical outputs $Y_{l-1}^{t-h}, Y_{l-1}^{t-h+1}, \ldots, Y_{l-1}^{t-1}$ when streaming decoding, and the output is

$$Y_t = f(Y_{l-1}^{t-h}, \ldots, Y_{l-1}^{t-1})$$

(1)
where $h$ is the number of history states, $f$ is a mapping function, and other calculation (i.e., projection, feed-forward) is omitted. Non-causal models usually introduce information of future frames when computing the output of $t$-th frame, so the output is changed to

$$
Y^t_i = f( Y^{t+1}_{i-h}, ... , Y^t_{i-1}, Y^t_{i+1}, ... , Y^{t+h})
$$

(2)

where $c$ is the number of future states participating in the computation. Since the causal model lacks future information $Y^{t+1}_{i-h}, ... , Y^{t+h}$, it performs much worse than the non-causal model.

To improve the causal model, we propose an encoder states revision strategy to add future information. The model outputs causally at first. Once the input frame reaches the index of the revision interval, the model revises encoder states based on previous information of revision steps and outputs a new hypothesis. The model then outputs causally again until the next index of the revision interval and keeps looping. History states before the index of revision step are only involved in the computation and will not be revised. This will add future information for frames before revision interval without too many forward computation costs.

In practical implementation, to ensure the accuracy of real-time outputs, we revise each interval before the first revision step utilizing all the inputs less than the step size. When the index of the first revision step reaches, all previous states are uniformly changed. Then the information on revision step size is used to revise the states every revision interval.

Specifically, we mainly focus on the Transformer encoder in this work. We plot an attention mask in Figure 1 for a more intuitive presentation of the revision strategy applied in the attention mechanism. The attention mask limits the range of query-key ($Q$-$K$) dot products for each frame in the attention mechanism. A causal mask used for the causal model is shown in Figure 1(b), which allows calculation (i.e., projection, feed-forward) is omitted an additional revision after the final outputs to improve the performance at the end of sentences. This will cause enormous computation time costs if not applying any decoding strategy.

2.2. CTC spike position alignment decoding

The CTC probability may be modified when encoder states change, which affects the decoding path. Therefore, it is necessary to re-decode the output of the revision step. We assume ordinary decoding time is $T$, then when re-decoding, the time costs of the encoder revision strategy will increase

$$
\Delta T = \lceil \frac{T - \sigma}{\nu} \rceil \sigma + 0.5(\mu + \mu^2)\nu + \eta \sigma
$$

(6)

where $\mu = \lfloor \frac{\sigma}{\nu} \rfloor$, $\eta \in [0, 1]$ and the second part of the formula is revision time costs before the first revision step. $\eta=1$ if we apply an additional revision after the final outputs to improve the performance at the end of sentences. This will cause enormous computation time costs if not applying any decoding strategy.

Since $\sigma$ frames are recomputed, and the length of the causal output is only $\nu$, most of the positions between causal and revision outputs are likely the same in the beginning. Furthermore, the CTC spike positions in two types of outputs may not be aligned, yet the labels corresponding to their spikes may be identical. In Algorithm 1, we present a suitable CTC Spike Position Alignment Decoding algorithm to avoid unnecessary modifications and find the decoding path which is authentic to be changed during frame-by-frame comparison.

If the current revision frame size is $T$, then the revision will change the entire $T$ frames of previous outputs, and the current output is at $T$-th frame. We define $b^t_1, b^t_2$ as the new highest and second-highest probabilities label. Then we use the relative value of $b^t_1, b^t_2$ to get the dominant label $\varphi_t$. $\varphi_t = b^t_1$ if $\frac{b^t_1}{b^t_2} \geq \theta$ and $\varphi_t = -1$ if above condition is not met. $\theta$
is a threshold that varies between 0 and 1. The previous label $a^t_1$, $a^t_2$ and the previous dominant label $ψ_t$ are also obtained similarly. (blk) represents the blank label in CTC. In lines 3-13, we discuss the case when $a^t_1 = b^t_j$. If they are all the dominant label, or if both are not but $a^t_2 = b^t_j$, this means the outputs are approximately the same, whereas results need to be modified under other conditions. In lines 14-25 is the case where $a^t_1 ≠ b^t_j$. When there is a (blk) dominant label, we need to find the next label which is not (blk). In line 16, function $\text{Find-Next}$ tries to capture the next same dominant label and return their positions. If there is no dominant label in one part, and the largest label is (blk), we observe whether the largest label of another part is the same as the second-largest label of this part. We will find the next label if they are the same. If neither of them has a dominant label, this frame is considered to be modified since the largest label is different. The $T$-th frame is a new input, so if $τ$ is still zero after the entire loop, which means that all the $T$-1 frames are equivalent, then we only propagate on $T$-th frame. When propagating, we use the phone synchronous decoding (PSD) method proposed in [28], which only expands the (blk) node when it is the dominant label.

Algorithm 1 CTC Spike Position Alignment Decoding

**Input:** previous top two labels \( \{(a^t_1, a^t_2), ..., (a^{T-1}_1, a^{T-1}_2)\} \), new top two labels \( \{(b^1_1, b^1_2), ..., (b^T_{T-1}, b^T_{T-1})\} \), previous dominant label set \( \Psi = \{ψ_1, ..., ψ_{T-1}\} \), new dominant label set \( Φ = \{ϕ_1, ..., ϕ_{T-1}\} \)

**Output:** beginning index $τ$ for re-decoding

1: \( i ← 1, j ← 1, τ ← 0 \)
2: while $j < T$ do
3: \( a^t_1 = b^t_j \) then
4: \( if ψ_t, ϕ_j ≠ −1 then \)
5: \( i ← i + 1, j ← j + 1 \)
6: \( continue \)
7: \( else if ψ_t, ϕ_j = −1 and a^t_2 = b^t_j then \)
8: \( i ← i + 1, j ← j + 1 \)
9: \( continue \)
10: \( else \)
11: \( τ ← j \)
12: \( break \)
13: \( end if \)
14: \( else \)
15: \( if ψ_t, ϕ_j ≠ −1 and a^t_1 = (blk) or b^t_j = (blk) then \)
16: \( i, j ← \text{FindNext}(ϕ_j, ψ_t, Φ, Ψ) \)
17: \( continue \)
18: \( else if ψ_t = −1, a^t_1 = (blk), a^t_2 = b^t_j or ϕ_j = −1, b^t_j = (blk), b^t_j = a^t_1 then \)
19: \( i ← i + 1, j ← j + 1 \)
20: \( continue \)
21: \( else \)
22: \( τ ← j \)
23: \( break \)
24: \( end if \)
25: \( end if \)
26: end while
27: \( τ ← T \) if $τ = 0$
28: \( return τ \)

3. Experiments and results

3.1. Experiment setup and dataset

We perform our experiments on a public English speech corpus, LibriSpeech, which contains 960 hours of audio in the training set. During fine-tuning, we only use 100 hours training subset and validate on dev-clean sets. Our results are reported on the test-clean and test-other sets.

All models are fine-tuned on the wav2vec2.0 pretrained model with CTC loss using the fairseq toolkit [29]. We use an Adam optimizer and a tri-stage rate scheduler with a phase ratio of 1:4:6. The peak of learning rate is set to 2e-5 and the max update number is 80000. We use the same settings as [26] for decoding, i.e., LM weight is 2.15 and word insertion penalty is -0.52. A 4-gram language model is used to do beam search and the beam size is fixed to 500. We change the convolution layer before the encoder blocks to a causal convolution layer with a kernel size of 15 for streaming ASR. The latency induced by the encoder (ELL) [30] in our model is 0, so we use real-time-factor (RTF) to measure the increase in processing time caused by the revision strategy. The server contains a NVIDIA Tesla A30 24G GPU and Intel(R) Xeon(R) E5-2680 v4 @ 2.40GHz CPU.

3.2. Baseline

Firstly, we try to reproduce the results in [31] as a baseline comparison, considering there are just a few studies on streaming models based on wav2vec2.0 fine-tuning. We keep the same settings as [31] and train a non-streaming model and a chunk-based streaming model with a chunk size of 0.96s (ELL is 0.48s) using the chunk mask given in Figure 1(b). We also train a causal model using the causal mask in Figure 1(a). The result is shown in Table 1 which indicates that the causal model performs much worse than the non-causal models.

3.3. Encoder revision strategy

To choose a proper revision step and interval, we first use a non-streaming model and decode it in a streaming way to make trade-offs between the word error rates (WERs) and the time costs. We evaluate the influence of the size of history states $h$ when applying the revision methods. When using the cached states and retaining the same revision settings, utilizing all history states has a relative increase of 8% time costs in forward computation but has an 18% relative WERs improvement over using 2s history states. So in subsequent experiments, we will save all historical states ($h = t − 1$ in Eq. 2) for inference.

The revision step is 1s to resemble the calculated length in baseline, and the revision interval is set from 0 to 0.8s in increments of 0.2s. 0 means the model will update previous states of 1s every frame. The result is shown in Table 1 which demonstrates that a smaller revision interval brings better performance, but at the same time, the overall time costs increase drastically according to Eq. 6. Considering RTF and WERs, the revision interval of 0.4s is an appropriate compromise for our method and subsequent experiments are based on this parameter setting.

To match the training and inference, we use a revision mask described in Figure 1(c) to train revision models. The revision interval is fixed to 0.4s, and we use 0.96s, 1s, 2s for the revision step. The result is shown in Table 1. The performance with 2s revision step is 9.2 WERs on test-other set, which is much better because more revision steps provide more information for computation. Figure 2 shows an example of decoding with 1s revision step and 0.4s revision interval, indicating that our method does not require an overall adjustment at the end of the

1Strictly speaking, RTF is often greater than 1.0 for streaming systems because of waiting for speech input. We ignore the speech input time and divide the average processing time by total audio length as RTF.
Table 1: WERs and RTF of the baseline and different revision strategies with test-clean/test-other set. RTF is calculated based on the test-other set. 0.96-0.4 revision model refers to the model revision step is 0.96s and the interval is 0.4s.

| model                        | step | interval | test-clean | test-other | RTF   |
|------------------------------|------|----------|------------|------------|-------|
| non-streaming model [26]     | 0s   | /        | 3.4        | 8.0        | /     |
| non-streaming model          | 0s   | /        | 3.5        | 8.8        | /     |
| Baseline knowledge distillation streaming model [31] | 0s   | /        | 3.7        | 9.8        | /     |
| 0.96s chunk-based streaming model | 0s   | /        | 4.0        | 12.0       | /     |
| causal model                 | 0s   | /        | 5.5        | 16.8       | 0.0965|
| non-streaming model          | 1s   | 0s       | 3.9        | 10.6       | 1.4956|
| non-streaming model          | 1s   | 0.2s     | 3.9        | 10.9       | 0.2458|
| 0.96s chunk-based streaming model | 1s   | 0.4s     | 4.0        | 11.2       | 0.1795|
| causal model                 | 1s   | 0.6s     | 4.1        | 11.6       | 0.1581|
| 1s 0.8s                      | 4.3   | 12.4     | 0.1521     |
| 2s 0.4s                      | 3.7   | 9.8      | 0.2265     |
| Baseline knowledge distillation streaming model [31] | 1s   | 0.4s     | 3.9        | 11.2       | 0.0965|
| 0.96-0.4 revision model      | 0.96s| 0.4s     | 3.7        | 10.2       | 0.1682|
| Proposed                     | 1s   | 0.6s     | 3.7        | 10.6       | 0.1714|
| 2s 0.8s                      | 3.7   | 9.8      | 0.2247     |
| causal-revision model        | 0.2   | 3.9      | 10.9       | 0.1008     |
| revision-only model (1-0.4 revision) | 0.2   | 3.8      | 10.6       | 0.1104     |
| causal-revision model        | 0.3   | 3.7      | 10.4       | 0.1224     |
| revision-only model (1-0.4 revision) | 0.3   | 3.7      | 10.3       | 0.1327     |
| 0.3 0.4s                     | 3.9   | 10.9     | 0.1452     |
| 0.4 0.6s                     | 3.8   | 10.7     | 0.1528     |
| 0.5 0.6s                     | 3.8   | 10.6     | 0.1444     |
| 0.5 0.7s                     | 3.8   | 10.6     | 0.1228     |
| 0.6 0.7s                     | 3.7   | 10.5     | 0.1325     |
| 0.7 0.7s                     | 3.7   | 10.5     | 0.1406     |

3.4. Accelerating revision strategy

Then we test the CTC spike position alignment decoding algorithm on 1-0.4 revision model in Table 2. The bigger the \( \theta \) sets, the stricter the selection of dominant label is. When \( \theta \) is 0.3, RTF greatly reduces (35.0% relative) with a slight WERs increase (3.9% relative), which is a proper compromise. We also decode on the causal model as a comparison since \( \theta \) will affect the usage of PSD. The results in Table 2 show that applying PSD for causal model can reduce RTF while increasing WERs.

Causal outputs of the revision model contain a large number of \( \langle \text{blk} \rangle \) instead of actual labels due to training mismatches and are severely misaligned with the output CTC spikes of the revision part, which is not reasonable in practical applications. To solve this misalignment, we apply a causal-revision dynamic mask training inspired by [32], randomly choosing a causal mask or a revision mask in a proportion of 3:7 at each iteration. In Figure 3 we plot the CTC blank probabilities calculated by dominant labels of causal outputs and revision outputs from revision-only and causal-revision models. As shown in Figure 3, there is a large misalignment in the causal and revision outputs for the revision-only model, while the spikes are basically aligned after switching to the causal-revision model.

Under a premise of a little performance degradation, the RTF of the causal-revision model is lower than the revision-only model with the same threshold in Table 2, indicating that the causal and revision part output spikes are more aligned and fewer decoding paths are actually changed.

The surprisingly outstanding performance of revision-only model on RTF (especially when \( \theta \) is 0.2) is mostly determined by the PSD method that we also used in causal outputs. This causes frames to be skipped when outputting a lot of \( \langle \text{blk} \rangle \) if the causal part underperforms. We test the RTF when \( \theta \) is 0.2 both on revision-only and causal-revision models without PSD in causal outputs. RTF increases 33% relatively for revision-only model and only 16% relatively for causal-revision model which confirms our conjecture.

4. Conclusion

In this paper, we apply an encoder states revision strategy to improve the causal models. To reduce the time costs caused by revision, we propose a CTC spike position alignment decoding algorithm. The results can best achieve 3.79/2 WERs, demonstrating that our method can be competitive with other non-causal models at the speed of causal models. Our future work will investigate how to align the CTC spike positions between causal and revision outputs without any accuracy loss.
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