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ON AVERAGING AND MIXING FOR STOCHASTIC PDES

GUAN HUANG AND SERGEI KUKSIN

Abstract. We examine the convergence in the Krylov–Bogolyubov averaging for nonlinear stochastic perturbations of linear PDEs with pure imaginary spectrum and show that if the involved effective equation is mixing, then the convergence is uniform in time.

1. Introduction

The Krylov–Bogolyubov averaging for stochastic PDEs which we are concerned with in this work, means the following. Starting with a linear PDE on a torus (or on a bounded domain) with pure imaginary spectrum we consider its $\varepsilon$-small nonlinear stochastic perturbation. Then the above mentioned averaging describes the behaviour of the distributions of actions of solutions for the perturbed equation on time-intervals of order $\varepsilon^{-1}$. Here the actions of solutions are made by the halves of squared norms of their Fourier coefficients with respect to the basis, made by eigenfunctions of the original linear system. Description of the limit is made via an auxiliary effective equation which is another nonlinear stochastic equation whose nonlinearity is made from resonant terms of the nonlinear part of the perturbation. The effective equation may be mixing, and then as time goes to infinity its solutions converge in distributions to a statistical equilibrium, given by a measure in a function space. An observation which we make in this work is that in the mixing case the convergence in distribution of actions of solutions for the perturbed equation to those of solution for the effective equation, described by the Krylov–Bogolyubov averaging, is uniform in time.

The Krylov–Bogolyubov averaging under discussion applies to various classes of stochastic PDEs, depending on the type of the original unperturbed linear system. In Sections 2–3 we discuss in details the averaging for stochastic complex Ginzburg–Landau (CGL) equations, regarded as perturbations of linear Schrödinger equations, and in Section 4 briefly repeat the argument for stochastic nonlinear wave equations.

Notation. For a Banach space $B$ and $R > 0$ we denote $B_R(B) = \{ b \in B : |b|_B \leq R \}$; for a metric space $M$, $\mathcal{P}(M)$ stands for the space of probability Borel measures on $M$. By $\rightharpoonup$ we denote the weak convergence of measures and by $\mathcal{D}(\xi)$ we denote the distribution of a random variable $\xi$. For a function $f$ and a measure $\mu$ we denote $\langle f, \mu \rangle = \int f \, d\mu$.

2. CGL: the setting and result

We consider a stochastic CGL equation on a torus $T_D := \mathbb{R}/(L_1 \mathbb{Z}) \times \mathbb{R}/(L_2 \mathbb{Z}) \times \cdots \times \mathbb{R}/(L_D \mathbb{Z})$, $L_1, \ldots, L_D > 0$,

$$u_t + i(-\Delta + V(x))u = \varepsilon \mu \Delta u + \varepsilon \mathcal{P}(\nabla u, u) + \sqrt{\varepsilon} \eta(t, x), \quad u = u(t, x), \quad x \in T_D, \quad (2.1)$$

where $\mu \in \{0, 1\}$, $\mathcal{P} : C^{D+1} \to \mathbb{C}$ is a $C^\infty$-smooth function, $\varepsilon \in (0, 1]$ is a small parameter, the random force $\eta(t, x)$ is white in time and regular in $x$, and the potential $V(x)$ is a real smooth function. If $\mu = 0$, the nonlinearity $\mathcal{P}(\nabla u, u)$ should not depend on $\nabla u$. For simplicity we assume that $\mu = 1$ (the case $\mu = 0$
can be treated similarly). Again only to simplify presentation we also assume that $V(x) > 0$ for all $x$.

For any $s \in \mathbb{R}$ we denote by $H^s$ the Sobolev space of complex functions on $T^D$, provided with the norm $\| \cdot \|_s$, 

$$
\| u \|_s^2 = \langle (\Delta) s u, u \rangle + \langle u, u \rangle, \text{ if } s \geq 0,
$$

where $\langle \cdot, \cdot \rangle$ is the real scalar product in $L^2(T^D; \mathbb{C})$, 

$$
\langle u, v \rangle = \Re \int_{T^d} u \bar{v} \, dx, \quad u, v \in L^2(T^D; \mathbb{C}).
$$

Let $\{e_l(x), l \in \mathbb{N}\}$ be the usual trigonometric basis of the space $L^2(T^D)$, parametrized by natural numbers. Then $-\Delta e_l = \kappa_l e_l$, $\kappa_l \geq 0$, and we assume that $0 = \kappa_1 < \kappa_2 \leq \kappa_3, \ldots$. We take the force term $\eta(t, x)$ in (2.1) to be of the form

$$
\eta(t, x) = \frac{\partial}{\partial t} \xi(t, x), \quad \xi(t, x) = \sum_{l \geq 1} b_l(t) e_l(x). \quad (2.2)
$$

Here $\beta_l(t) = \beta_l^R(t) + \beta_l^I(t)$, where $\beta_l^R(t)$, $\beta_l^I(t)$, $l \geq 1$, are independent real-valued standard Brownian motions, defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with a filtration $\{\mathcal{F}_t: t \geq 0\}$. As a function of $x$, $\xi(t, x)$ is assumed to be smooth in the sense that the real numbers $b_l$, $l \geq 1$, decays to zero faster than any negative degree of $l$.

Introducing the slow time $\tau = \varepsilon t$, we rewrite eq. (2.1) as

$$
u + \varepsilon^{-1}(-\Delta + V(x))u = \Delta u + \mathcal{P}(\nabla u, u) + \xi(\tau, x), \quad u = u(\tau, x), \quad x \in T^D, \quad (2.3)
$$

where the upper dot stands for $\partial / \partial \tau$, and $\xi(\tau, x)$ is as in (2.2) with $t = \tau$ and with another set of standard independent complex Brownian motions $\beta_l$. Here and below we write stochastic PDEs with additive noise as nonlinear PDEs with forcing terms of the form (2.2).

**Definition 2.1.** If $L$ and $E$ are Banach spaces with norms $| \cdot |_L$ and $| \cdot |_E$, then $\text{Lip}_m (L, E)$, $m \geq 0$, is the collection of maps $F: L \to E$ such that for any $R \geq 1$,

$$
\sup_{R > 0} \left\{ (1 + |R|)^{-m} (\text{Lip}(F|_{B_R(L)}) + \sup_{v \in B_R(L)} |F(v)|_E) \right\} < \infty,
$$

where $\text{Lip}(f)$ is the Lipschitz constant of a mapping $f$.

We make the following assumption concerning the well-posedness of eq. (2.3).

**There and everywhere below in our paper**

*either always the indices $s$ of involved Sobolev spaces $H^s$ are integer,*

*or always they are any real numbers.*

**Assumption 2.2.** There exist numbers $0 < s_1 < s_2 < +\infty$ and $\tilde{m} \in \mathbb{N}$ such that for each $s \in (s_1, s_2)$,

1. the mapping $H^s \to H^{s_m}: u \mapsto \mathcal{P}(\nabla u, u)$ belongs to $\text{Lip}_{\tilde{m}} (H^s, H^{s_m})$;
2. for any $\varepsilon \in (0, 1]$ and $u_0 \in H^s$ equation (2.3) has a unique strong solution $u^\varepsilon(\tau; u_0)$, equal $u_0$ at $\tau = 0$, defined for $\tau \geq 0$, and

$$
\mathbb{E} \sup_{\theta \leq \tau \leq \theta + 1} \| u(\tau; u_0) \|_s^{2\tilde{m}} \leq C_s(\| u_0 \|_s), \quad \forall \theta \geq 0,
$$

where $C_s(\cdot)$ is a continuous and non-decreasing function.

3. If we work in the category of Sobolev spaces with integer indices, then the integer segment $(s_1, s_2) \cap \mathbb{Z}$ contains at least two points.

---

1So $\{\beta_l(t)\}$ are standard independent complex Brownian motions.
Under the above assumptions the family of solutions \( \{ u^\varepsilon (\tau; u_0), u_0 \in H^s \} \) defines in the spaces \( H^s, s \in (s_1, s_2) \), Markov processes.

Assumption 2.2 is satisfied for many nonlinearities \( \mathcal{P} \). In particular it holds if
\[
\mathcal{P}(\nabla u, u) = -u + f_p(u|u|^2) u, \quad \Re \, f_p(r) \leq 0.
\]
where \( f_p(r) \) is a non-decreasing smooth function on \( \mathbb{R} \), equal \( r^p \) for \( r \geq 1 \). The degree \( p \geq 0 \) is any if \( D = 1, 2 \), and \( p < 2/(D-2) \) if \( D \geq 3 \). See [4, Section 5].

We denote by \( A_V \) the Schrödinger operator
\[
A_V u := -\Delta u + V(x) u.
\]
Let \( \{ \lambda_l \}_{l \geq 1} \) be its eigenvalues, ordered in such a way that
\[
0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots
\]
(we recall that \( V > 0 \)) and let \( \{ u_l, \ l \geq 1 \} \subset L^2(T^D) \) be an orthonormal basis, formed by the corresponding eigenfunctions. We denote \( \Lambda = (\lambda_1, \lambda_2, \ldots) \) and call \( \Lambda \) the frequency vector of eq. (2.3). For a complex-valued function \( u \in H^s \) we denote by
\[
\Psi(u) := v = (v_1, v_2, \ldots), \quad v_k \in \mathbb{C},
\]
the vector of its Fourier coefficients with respect to the basis \( \{ u_l \}_{l \geq 1} : u = \sum_{l \geq 1} v_l u_l \).
Note that \( \Psi \) is a real operator: it maps real functions \( u(\cdot) \) to real vectors \( v \). In the space of complex sequences \( v = (v_1, v_2, \ldots) \) we introduce the norms
\[
|v|^2_s = \sum_{k \geq 1} (|\lambda_k|^s + 1) |v_k|^2, \quad s \in \mathbb{R},
\]
and denote \( H^s = \{ v : |v|_s < \infty \} \). Then \( \Psi \) defines an isomorphism between the spaces \( H^s \) and \( h^s \), for any \( s \).

Now we write Eq. (2.3) in the \( v \)-variables:
\[
\dot{v}_k + \varepsilon^{-1} i \lambda_k v_k = -\lambda_k v_k + P_k(v) + \sum_{l=1}^{\infty} \psi_{kl} \dot{\beta}_l, \quad k \in \mathbb{N}.
\]
Here the \( k \)-th equation is obtained as the \( L^2 \)-scalar product with \( \varphi_k \) of eq. (2.3), where \( u = \Psi^{-1} v \). So
\[
P(v) = (P_k(v), \ k \in \mathbb{N}) = \Psi \bigg( V(x) u + \mathcal{P}(\nabla u, u) \bigg), \quad u = \Psi^{-1} v,
\]
and \( \psi_{kl} = \langle \varphi_k, e_l \rangle \) (thus \( \psi_{kl} \) is the matrix of the operator \( \Psi \) with respect to the trigonometric basis in \( L^2(T^D) \) and the natural basis in \( h^0 \)).

Our task is to study the dynamics of eq. (2.5) when \( \varepsilon \ll 1 \). An efficient way to deal with this problem is through the interaction representation, which means transition from variables \( \{ v_k(\tau) \} \) to variables \( \{ a_k(\tau) \} \), where
\[
a_k(\tau) = e^{i(\tau - \tau_0) \theta} a_k(\tau), \quad k \geq 1.
\]
In the \( a \)-variables equations (2.5) read
\[
\dot{a}_k(\tau) = -\lambda_k a_k + e^{i(\tau - \tau_0) \theta} P_k(\Phi_{\varepsilon^{-1} \Lambda} a) + e^{i(\tau - \tau_0) \theta} a_k, \quad k \in \mathbb{N}, \quad \tau \geq 0,
\]
where for a vector \( \theta = (\theta_k, \ k \in \mathbb{N}) \in \mathbb{R}^\infty \), \( \Phi_\theta \) stands for the rotation in \( h^s \), defined by
\[
\Phi_\theta v = v', \quad v'_k = e^{i\theta_k} v_k \quad \forall \ k.
\]
Clearly operators \( \Phi_\theta \) define isometries of all spaces \( h^s \). By \( a^\varepsilon(\tau; v_0) = (a_k(\tau; v_0), k \geq 1) \) we denote a solution \( u(\tau; u_0) \), written in the \( a \)-variables. It solves system (2.6) with the initial data
\[
a(0) = v_0 := \Psi(u_0),
\]
and in view of Assumption 2.2.(2),
\[ E \sup_{\theta \in [\theta, \theta + 1]} |a^\varepsilon(\tau; v_0)|_s^{2m} \leq C'_s([v_0]_s), \quad \forall \theta \geq 0. \] (2.8)

In order to describe the dynamics of eq. (2.6) with \( \varepsilon \ll 1 \) we introduce an effective equation:
\[ \dot{a}_k = -\lambda_k a_k + R_k(a) + \sum_{l=1}^{\infty} B_{kl} \dot{\xi}_l, \quad k \in \mathbb{N}, \quad \tau \geq 0. \] (2.9)
Here \( \{B_{kl}, k, l \geq 1\} \) is the principal square root of infinite matrix \( \{A_{kl}, k, l \geq 1\} \),
\[ A_{kl} = \begin{cases} \sum_{j=1}^{\infty} b_j^2 \Psi_{kj} \Psi_{lj}, & \text{if } \lambda_k = \lambda_l, \\ 0, & \text{else}, \end{cases} \]

and
\[ R(a) := (R_k(a), \ k \in \mathbb{N}) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \Phi_{\Lambda t} P(\Phi_{-\Lambda t} a) dt \] (2.10)
(see [4, Lemma 4] concerning this limit). Under (1) of Assumption 2.2, for \( s \in (s_1, s_2) \), the mapping \( h^s \to h^{s-1} \colon v \mapsto R(v) \) belongs to \( \text{Lip}_m(h^s, h^{s-1}) \), see [4]. Therefore for any \( a_0 \in H^s \) with \( s \in (s_1, s_2) \), a strong solution \( a^0(\tau; a_0) \) of eq. (2.9), equal \( a_0 \) at \( \tau = 0 \), is unique and exists at least locally. In [4, Theorem 2 and Proposition 1] we proved the following result:

**Theorem 2.3.** If Assumption 2.2 holds, then for any \( s_1 < s < \hat{s} < s_2 \) and any \( v_0 \in h^\hat{s} \) we have:

i) eq. (2.9) has a unique strong solution \( a^0(\tau; v_0), \tau \geq 0, \text{equal to } v_0 \text{ at } \tau = 0 \). It belongs to \( C([0, \infty), h^\hat{s}) \text{ a.s., and for any } \theta \geq 0, \)
\[ E \sup_{\tau \in [\theta, \theta + 1]} |a^0(\tau; v_0)|_s^{2m} \leq C'_s([v_0]_s). \] (2.11)

ii) For any \( T > 0, \)
\[ \mathcal{D}(a^\varepsilon(\tau; v_0)_{|[0,T]} \to \mathcal{D}(a^0(\tau; v_0)_{|[0,T]} \text{ in } \mathcal{P}(C([0,T]); h^{s+1})) \text{ as } \varepsilon \to 0. \] (2.12)

**Remark 2.4.** 1) In [4] it was proved only the second assertion of the theorem, implying that \( a^0 \) is a solution of eq. (2.9) in \( h^{s+1} \). Then (2.8) and Fatou’s lemma imply (2.11). Indeed, for \( M \in \mathbb{N} \) let \( \Pi_M(a_1, a_2, \ldots) = (a_1, \ldots, a_M, 0, \ldots) \). Then by
(2.8) and convergence (2.12), for each \( \theta \geq 0 \) and any \( M, N \in \mathbb{N} \)
\[ E \sup_{\tau \in [\theta, \theta + 1]} N \wedge |\Pi_M a^0(\tau; v_0)|_s^{2m} \leq C'_s([v_0]_s). \]

Sending first \( N \to \infty \) and then \( M \to \infty \) and using Fatou’s lemma we recover (2.11). Since \( a^0 \) is a solution in \( h^{s+1} \), then due to (2.11) it is a solution in \( h^\hat{s} \). Uniqueness of a solution is obvious.

2) It follows immediately that (2.12) also holds for a solution \( a^\varepsilon(\tau; v_0) \) if the initial data \( v_0 \) is a r.v. in \( h^\hat{s} \), independent from the random field \( \xi \). Moreover, a simple analysis of the proof in [4] implies that if \( |v_0|^2_s \leq M \text{ a.s.}, \text{ then the rate of convergence } (2.12) \text{ depends only on } M (\text{and, of course, on } s_*, < \hat{s}). \)

3) Theorem’s assertion with the same proof remains true if in the r.h.s. of eq. (2.3) we replace the viscosity \( \Delta u \) by the hyperviscosity \( -(-\Delta + 1)^r u, \ r \in \mathbb{N} \) (provided that Assumption 2.2 holds for the equation). The equations with hyperviscosity are important for some applications, see below Example 2.11.

4) In [4] the bounds \( E \sup_{\theta \leq \tau \leq \theta + 1} |u(\tau; u_0)|_s^{2m} \) are assumed for all \( m \)-th moments of solutions, \( m \in \mathbb{N} \). It was done only for simplicity, and under the additional restriction in Assumption 2.2.(1), which specifies the growth of the the nonlinearity

---

2 The matrix \( (A_{kl}) \) defines a non-negative compact self-adjoint operator in the space \( L^2 \). So its principal square root (which defines another non-negative compact self-adjoint operator) exists.
supermartingales it is usually easy to obtain bounds for all difference is rather insignificant since using the standard techniques of exponential supermartingales it is usually easy to obtain bounds for all moments after the second moments are estimated.

Again, solutions \( a^0(\tau; v_0) \) of (2.9) define in the space \( h^{s*} \) a Markov process.

Our goal in this work is to prove that if effective equation (2.9) is mixing, then convergence (2.12) is such that \( \mathcal{D}(a^0(\tau; v_0)) \rightarrow \mathcal{D}(a^0(\tau; v_0)) \) uniformly in \( \tau \geq 0 \), with respect to the dual-Lipschitz distance. We recall

**Definition 2.5.** Let \( M \) be a complete and separable metric space. For any two measures \( \mu_1, \mu_2 \in \mathcal{P}(M) \) the dual-Lipschitz distance between them is

\[
\|\mu_1 - \mu_2\|_{L,M}^\ast := \sup_{f \in C(M), |f|_{L,M} \leq 1} |\langle f, \mu_1 \rangle - \langle f, \mu_2 \rangle| \leq 2,
\]

where \( |f|_{L,M} = \text{Lip}_f + \|f\|_{C(M)}. \)

For future usage we note that for \( s \geq s' \) space \( \mathcal{P}(h^s) \) is naturally embedded in \( \mathcal{P}(h^{s'}) \), and it easily follows from the definition that for \( \mu_1, \mu_2 \in \mathcal{P}(h^s) \) the distance \( \|\mu_1 - \mu_2\|_{L,h^s}^\ast \) is a non-decreasing function of \( s' \leq s \).

To proceed we have to assume that the effective equation is mixing, and the rate of mixing is uniform for initial data from bounded sets:

**Assumption 2.6.** For some \( s_* \in (s_1, s_2) \) effective equation (2.9) is mixing in the space \( h^{s_*} \) with a stationary measure \( \mu^0 \in \mathcal{P}(h^{s_*}) \), and for each \( M > 0 \) and \( v \in \mathcal{B}_M(h^{s_*}) \), we have

\[
\|\mathcal{D}(a^0(\tau; v)) - \mu^0\|_{L,h^{s*}}^\ast < g_M(\tau),
\]

(2.13)

where \( g \) is a continuous function of \((M, \tau)\) which goes to zero when \( \tau \rightarrow \infty \).

Relation (2.13) is a mild specification of the mixing in eq. (2.9), and a proof of the latter in fact usually establishes the former.

Our main result is the following:

**Theorem 2.7.** Under Assumptions 2.2 and 2.6, for any \( s \in (s_*, s_2) \) and any \( v_0 \in h^s \)

\[
\lim_{\varepsilon \to 0} \sup_{\tau \geq 0} \|\mathcal{D}(a^\varepsilon(\tau; v_0)) - \mathcal{D}(a^0(\tau; v_0))\|_{L,h^{s*}}^\ast = 0,
\]

where \( a^\varepsilon(\tau; v_0) \) and \( a^0(\tau; v_0) \) solve respectively equations (2.6) and (2.9) with initial conditions \( a^\varepsilon(0; v_0) = a^0(0; v_0) = v_0 \). Moreover, for any \( M > 0 \) the above convergence is uniform for \( v_0 \in \mathcal{B}_M(h^s) \).

For \( v = (v_1, v_2, \ldots) \in h^s \) we introduce the vector of action variables \( I(v) = (I_1(v), I_2(v), \ldots) \), where \( I_k(v) = \frac{1}{\lambda_k}\|v_k\|^2 \), \( k = 1, 2, \ldots \). Then \( I(v) \in h^s_L \cap \mathbb{R}^\infty \), where \( h^s_L \) is the weighted \( l^1 \)-space with the norm \( \|I\|_{L} = \sum_{k=1}^{\infty} (|\lambda_k|^s + 1)|I_k| \). Since the interaction representation does not change the actions, then for the action variables of solutions for the original equations (2.5) we have

**Corollary 2.8.** Under the assumptions of Theorem 2.7 actions of a solution \( v^\varepsilon(\tau; v_0) \) for eq. (2.5) with \( v_0 \in h^s \), \( s > s_* \) satisfy

\[
\lim_{\varepsilon \to 0} \sup_{\tau \geq 0} \|\mathcal{D}(I(v^\varepsilon(\tau; v_0))) - \mathcal{D}(I(a^0(\tau; v_0)))\|_{L,h^s}^\ast = 0.
\]
2.1. Examples. For a finite-dimensional stochastic equation
\[ \dot{a}_k(t) = e^{iε^{-1}λ_kτ}P_k(Φ_{-ε^{-1}λ_kτ}a) + e^{iε^{-1}λ_kτ}\sum_{l=1}^N M_{kl}\dot{b}_l(t), \quad k = 1, \ldots, N, \tag{2.14} \]
where \( a(τ) = (a_1, \ldots, a_N)(τ) \in \mathbb{C}^N \) and \( Λ = (λ_1, \ldots, λ_N) \), satisfying a natural analogy of Assumptions 2.2, 2.6, a natural version of Theorem 2.7 holds. If the matrix \( (M_{kl}) \) is non-degenerate and Assumption 2.2 is met, then a convenient sufficient condition for Assumption 2.6 follows from the Khasminski criterion for mixing (details will be given in paper on the finite-dimensional stochastic averaging under preparation).\(^3\) For infinite-dimensional stochastic systems an instrumental criterion of mixing is not known yet. We believe that as in finite dimensions, Assumption 2.6 holds for effective equations for various equations (2.3), satisfying Assumption 2.2, at least if the random forces (2.2) is such that all \( b_l \)'s are non-zero. Examples below are given to support this belief.

Example 2.9. Consider eq. (2.3), where \( \mathcal{P}(∇u, u) = \mathcal{P}(u) \) has the form (2.4) with \( β = -1 \). Since the function \( f_p \) is monotone, then mapping \( \mathcal{P} \) also is monotone in the sense that
\[ ⟨\mathcal{P}(u) - \mathcal{P}(v), u - v⟩ ≥ 0 \quad \forall u, v ∈ L^∞(T^D; \mathbb{C}). \]
From definition (2.10) we see that operator \( R \) is monotone as well. Taking any two vectors \( v^1, v^2 ∈ h^* \) and denoting \( w(τ) = a^0(τ; v^1) - a^0(τ; v^2) \) we immediately derive from the equation for \( w \) that \( (d/dt)[w^a(τ)]_0 ≤ -\frac{1}{2}λ_1[w^a(τ)]_0^2 \). So
\[ |w^a(τ)|_0 ≤ e^{-λ_1τ}|w^a(τ)|_0 \quad \forall \ τ ≥ 0, \ ∀ ω. \]
This very strong a-priori estimate implies Assumption 2.6 after some non-complicated work.

Example 2.10. Now let \( \mathcal{P}(∇u, u) = \mathcal{P}(u) \) has the form (2.4), where \( \mathcal{P}_3 < 0 \) and \( \mathcal{P}_3 < 0 \). Then relation (2.13) with \( g_M(τ) = C(M)e^{-ετ} \), \( k > 0 \), and with sufficiently large integer \( s_k \) follows from the abstract theorems in [10, Theorem 2.1] and [5, Theorem 3.1.7] since solutions \( a^0 \) inherit estimates for solutions \( a^ε \) via convergence (2.12). We leave to the reader details of this derivation (which are not quite trivial).

Example 2.11. Consider eq. (2.3) with \( \mathcal{P}(∇u, u) = -iρ|u|^2u, \) with \( V = 0 \) and with a hyperviscosity instead of viscosity:
\[ \ddot{u} - iε^{-1}Δu = (-Δ + 1)^r u - iρ|u|^2u + ξ(τ, x), \quad x ∈ T^D_ε = \mathbb{R}^D/(L^1Z^D). \tag{2.15} \]
Here \( r ∈ \mathbb{N}, \rho > 0 \) is a scaling factor and \( ξ \) has the form (2.2), where all \( b_l \)'s are non-zero. Now \( Aν = -Δ \), so its eigenfunctions are exponents \( e^{i2πσx}, s ∈ L^{-1}Z^D \). The action variables \( I_s(τ) \) of solutions \( u(τ, x) \) are naturally parametrised by \( s ∈ L^{-1}Z^D \). The theory of wave turbulence (WT), among other things, examine the behaviour of the expectations of the actions \( EI_s(τ) \) under the limit of WT:
\[ ε → 0, \quad L → ∞, \]
when \( ρ \) is properly scaled with \( ε \) and \( L \). See [9] and the introduction in [3]. For any dimension \( D \) solutions of eq. (2.15) with \( r \) sufficiently large in terms of \( D \) satisfy Assumption 2.2 by the same straightforward proof as for eq. (2.3) with \( \mathcal{P} \) as in (2.4), and the equation also meets Assumption 2.6 with sufficiently large integer \( s \), in view of the abstract theorems, mentioned in Example 2.10. So Corollary 2.8 applies to eq. (2.15) with \( ρ \) and \( L \) fixed, under the limit \( ε → 0 \) and imply that the expectations of the actions of solutions for (2.15) converge to those of solutions

\(^3\) In [2, Theorem 2.9] the uniform in time convergence as above is proved for a class of systems (2.14). The proof in [2] is based on the observation that the corresponding \( ε \)-equations are mixing with a rate of mixing, independent of \( ε \).
for the corresponding effective equation, uniformly in time. The limit \( \varepsilon \to 0 \) in eq. (2.15) and in similar equations is known in nonlinear physics as the limit of discrete turbulence. See [9], [6] and [3, Sections 1.2, 12.1].

3. Proof of Theorem 2.7

Below we always assume Assumptions 2.2 and 2.6. We fix \( \bar{s} > s_\ast \) and \( v_0 \in h^\bar{s} \) as in Theorem 2.7. We abbreviate \( \| \cdot \|_{L,H^r} \) to \( \| \cdot \|_{L} \) and \( a'(\tau;v_0) \) to \( a'(\tau) \). For any \( T' \geq 0 \) we denote by \( a_{T'}^0(\tau) \) a weak solution of the effective equation (2.9) such that
\[
\mathcal{D}(a_{T'}^0(0)) = \mathcal{D}(a'(T')).
\]
Note that solution \( a_{T'}^0(\tau) \) depends on \( \varepsilon \) and that \( a_{T'}^0(\tau) = a^0(\tau;v_0) \).

The following lemma follows from Theorem 2.3, Assumption 2.2.(2) and Remark 2.4.2).

**Lemma 3.1.** For any \( \delta > 0 \) and \( T > 0 \) there exists \( \varepsilon_1 = \varepsilon_1(\delta,T) > 0 \) such that if \( \varepsilon \leq \varepsilon_1 \), then
\[
\sup_{\tau \in [0,T]} \| \mathcal{D}(a'(T' + \tau)) - \mathcal{D}(a_{T'}^0(\tau)) \|_{L,H^r} \leq \delta/2, \quad \forall \ T' \geq 0.
\] (3.1)

Since by Assumption 2.6, \( \mathcal{D}(a^0(\tau;0)) \to \mu^0 \) in \( \mathcal{P}(h^{s_\ast}) \) as \( \tau \to \infty \), then from estimate (2.11) and Fatou’s lemma we derive that
\[
\langle |v|^m, \mu_0 \rangle \leq C^m_0 := C_0.
\] (3.2)

We need the following statement for the mixing in eq. (2.9).

**Lemma 3.2.** For any solution \( a^0(\tau;\mu) \in h^s \), \( \tau \geq 0 \), of effective equation (2.9) such that \( \mathcal{D}(a^0(0;\mu)) = \mu \), where the measure \( \mu \) satisfies
\[
\langle |a|^m, \mu(da) \rangle = \mathbb{E}[a^0(0;\mu)|v|^m] \leq M \quad \text{for some } M > 0,
\]
we have
\[
\| \mathcal{D}(a^0(\tau;\mu)) - \mu^0 \|_L \leq g_M(\tau,d) \quad \text{if } \| \mu_0 - \mu^0 \|_L \leq d \leq 2.
\] (3.3)

Here the function \( g : \mathbb{R}_+^2 \to \mathbb{R}_+ \), \( (M,\tau,d) \to g_M(\tau,d) \) is continuous, vanishes with \( d \), converges to zero when \( \tau \to \infty \) and is such that for each fixed \( M \geq 0 \) the function \( (\tau,d) \to g_M(\tau,d) \) is uniformly continuous in \( d \) for \( (\tau,d) \in [0,\infty) \times [0,2] \).

A proof of the lemma is rather straightforward but lengthy. It is given below in Subsection 3.1.

We denote
\[
M_\ast := C^m_0(|v_0|_s),
\]
where \( C^m_0(|v_0|_s) \) is as in (2.8) and (2.11). Constants in the estimates below depend on \( M_\ast \), but this dependence usually is not indicated.

**Lemma 3.3.** Take any \( \delta > 0 \) and choose a \( T^* = T^*(\delta) > 0 \), satisfying
\[
g_M(2T,2) \leq \delta/4 \quad \forall \ T \geq T^*.
\]

Then there exists \( \varepsilon_2 = \varepsilon_2(\delta) > 0 \) such that if \( \varepsilon \leq \varepsilon_2 \) and \( \| \mathcal{D}(a^\varepsilon(T')) \|_L \leq \delta \) for some \( T' \geq 0 \), then
\[
\| \mathcal{D}(a^\varepsilon(T' + T^*)) - \mu^0 \|_L \leq \delta,
\] (3.4)
and
\[
\sup_{\tau \in [T' + T^*, T' + T^* + T^*]} \| \mathcal{D}(a^\varepsilon(\tau)) - \mu^0 \|_L \leq \frac{\delta}{2} + \sup_{\tau \geq 0} g_M(\tau,\delta).
\] (3.5)
\textbf{Proof.} Let us choose $\varepsilon_2(\delta) = \varepsilon_1(\frac{\delta}{2}, T^*(\delta))$, where $\varepsilon_1(\cdot)$ is as in \textit{Lemma 3.1}. Then we get from (3.1), (2.11), (3.3) with $M = M_*$ and the definition of $T^*$ that for $\varepsilon \leq \varepsilon_2$, 

$$
\|D(a^\varepsilon(T^* + \tau)) - \mu^0\|_L \leq \|D(a^\varepsilon(T^* + \tau)) - D(a^{0\tau}_\varepsilon(T^*))\|_L + \|D(a^{0\tau}_\varepsilon(T^*)) - \mu^0\|_L \leq \delta.
$$

This proves (3.4). Next, in view of (3.1) and (3.3), 

$$
\sup_{\theta \in [0, T^*]} \|D(a^\varepsilon(T^* + \theta)) - \mu^0\|_L 
\leq \sup_{\theta \in [0, T^*]} \|D(a^\varepsilon(T^* + \theta)) - D(a^{0\theta}_\varepsilon(\theta))\|_L + \sup_{\theta \in [0, T^*]} \|D(a^{0\theta}_\varepsilon(\theta)) - \mu^0\|_L
\leq \frac{\delta}{2} + \max_{\theta \in [0, T^*]} g_{M_*}(\theta, \delta).
$$

This implies (3.5). \hfill \square

We are now ready to prove \textit{Theorem 2.7}.

\textbf{Proof.} [of \textit{Theorem 2.7}.] Let us fix arbitrary $\delta > 0$ and take some $0 < \delta_1 \leq \delta/4$. Below in the proof the functions $\varepsilon_1$, $\varepsilon_2$ and $T^*$ are as in \textit{Lemmas 3.1 and 3.3}.

i) By the definition of $T^* = T^*(\delta_1)$, (2.11) and (3.3),

$$
\|D(a^{0\tau}_\varepsilon(\tau)) - \mu^0\|_L \leq \delta_1/4 \quad \forall \tau \geq T^*,
$$

for any $T^* \geq 0$.

ii) By \textit{Lemma 3.1}, if $\varepsilon \leq \varepsilon_1(\frac{\delta}{2}, T^*), 0$, then

$$
\sup_{0 \leq \tau \leq T^*} \|D(a^\varepsilon(\tau)) - D(a^{0\tau}_\varepsilon(\tau; v_0))\|_L \leq \frac{\delta_1}{2}.
$$

In particular, in view of (3.6) with $T^* = 0$,

$$
\|D(a^\varepsilon(T^*)) - \mu^0\|_L \leq \delta_1.
$$

iii) By (3.8) and (3.4) with $\delta = \delta_1$ and with $T^* = nT^*$, $n = 1, 2, \ldots$ we get inductively that

$$
\|D(a^\varepsilon(nT^*)) - \mu^0\|_L \leq \delta_1 \quad \forall n \in \mathbb{N},
$$

if $\varepsilon \leq \varepsilon_2(\delta_1)$.

iv) Now by (3.9) and (3.5) with $\delta = \delta_1$, for any $n \in \mathbb{N}$ and $0 \leq \theta \leq T^*$, 

$$
\|D(a^\varepsilon(nT^* + \theta)) - \mu^0\|_L \leq \delta_1/2 + \sup_{\theta \geq 0} g_{M_*}(\theta, \delta_1),
$$

if $\varepsilon \leq \varepsilon_2(\delta_1)$.

v) Finally, if $\varepsilon \leq \varepsilon_3(\delta_1) = \min\{\varepsilon_1, \varepsilon_2\}$, then by (3.7) if $\tau \leq T^*$ and by (3.6)+(3.10) if $\tau \geq T^*$ we have that

$$
\|D(a^\varepsilon(\tau)) - D(a^{0\tau}_\varepsilon(\tau; v_0))\|_L \leq \delta_1 + \sup_{\theta \geq 0} g_{M_*}(\theta, \delta_1) \quad \forall \tau \geq 0.
$$

By \textit{Lemma 3.2}, for $M_*$ fixed the function $g_{M_*}(\theta, d)$ is uniformly continuous in $d$ and vanishes at $d = 0$. So there exists $\delta^* = \delta^*(\delta)$, which we may assume to be $\leq \delta/4$, such that if $\delta_1 = \delta^*$, then $g_{M_*}(\theta, \delta_1) \leq \delta/2$ for every $\theta > 0$. Then by the estimate above,

$$
\|D(a^\varepsilon(\tau)) - D(a^{0\tau}_\varepsilon(\tau; v_0))\|_L \leq \delta \quad \text{if} \quad \varepsilon \leq \varepsilon_3(\delta) := \varepsilon_3(\delta^*(\delta)) > 0,
$$

for every positive $\delta$. This proves the theorem’s assertion. \hfill \square
3.1. Proof of Lemma 3.2. In this proof we write solutions of effective equation (2.9) as \( a(\tau) \) (rather than \( a^j(\tau) \)).

i) At this step, for any non-random \( v^1, v^2 \in B_M(h^a) \) we denote \( a_j^\circ(\tau) = a^j(\tau, v^j) \), \( j = 1, 2 \), and examine the distance \( \|D(a_1(\tau)) - D(a_2(\tau))\|_L^2 \) as a function of \( \tau \) and \( |v^1 - v^2|_{s^a} \). We assume that \( |v^1 - v^2|_{s^a} \leq \bar{d} \) for some \( \bar{d} \geq 0 \) and set \( w^\omega(\tau) = a_1^\circ(\tau) - a_2^\circ(\tau) \). We have

\[
\dot{w}^\omega = -A_V w^\omega + R(a_1^\circ) - R(a_2^\circ).
\]

So by Duhamel’s principle,

\[
w^\omega(\tau) = e^{-A_V \tau} w(0) + \int_0^\tau e^{-A_V (\tau - t)} (R(a_1^\circ(t)) - R(a_2^\circ(t))) dt.
\]

Here \( |w(0)|_{s^a} \leq \bar{d} \), and by (1) of Assumption 2.2

\[
|R(a_1^\circ(t)) - R(a_2^\circ(t))|_{s^a} = C |w^\omega(\tau)|_{s^a} X^\omega(\tau), \quad X^\omega(\tau) = 1 + |a_1^\circ(\tau)|_{s^a}^n + |a_2^\circ(\tau)|_{s^a}^n.
\]

For \( \theta > 0 \) the norm of the operator \( e^{-A_V \theta} : H^{s^a-1} \rightarrow H^{s^a} \) is bounded by \( \chi(\theta) \), where

\[
\chi(\theta) = \begin{cases} 
C \theta^{-1/2}, & 0 < \theta \leq 1, \\
C e^{-c \theta}, & \theta > 1,
\end{cases}
\]

with some \( C, c > 0 \). So if \( \max_{0 \leq t \leq \tau} X^\omega(t) \leq K \), then

\[
|w^\omega(\tau)|_{s^a} \leq \bar{d} e^{-\lambda_1 \tau} + KC \int_0^\tau \chi(\tau - l)|w^\omega(l)|_{s^a} dl.
\]

Applying Gronwall’s lemma we derive from here that

\[
|w^\omega(\tau)|_{s^a} \leq \bar{d}(1 + CK e^{\lambda_1 K}), \quad \forall \tau \geq 0. \tag{3.11}
\]

for some positive constants \( C, c_1 \).

Denote \( Y(T) = \sup_{0 \leq t \leq T} |X^\omega(t)|. \) By (2.11),

\[
E Y(T) \leq 2(1 + C_{\ast} \bar{M})(T + 1).
\]

For \( K > 0 \) let \( \Omega_K(T) \) be the event \( \{ Y(T) \geq K \} \). Then \( P(\Omega_K(T)) \leq 2(1 + C_{\ast} \bar{M})(T + 1) K^{-1} \), and \( |a_1(\tau) - a_2(\tau)|_{s^a} \leq |w^\omega(\tau)|_{s^a} \) satisfies (3.11) for \( \omega \notin \Omega_K(T) \). From here we see that if \( f \in C_0(h^a) \) is such that \( |f|_{C_0(h^a)} \leq 1 \) and Lip \( f \leq 1 \), then

\[
E(f(a_1(\tau)) - f(a_2(\tau))) \leq 2P(\Omega_K(\tau)) + \bar{d}(1 + CK e^{\lambda_1 K}) \leq 4(1 + C_{\ast} \bar{M})(\tau + 1) K^{-1} + \bar{d}(1 + CK e^{\lambda_1 K}) \quad \forall K > 0. \tag{3.12}
\]

Let us denote by \( g^2_M(\tau, \bar{d}) \) the function in the r.h.s. above with \( K = \ln \ln (\bar{d}^{-1} \vee 3) \). This is a continuous function of \( (M, \tau, \bar{d}) \in \mathbb{R}^3 \), vanishing when \( \bar{d} = 0 \). Due to (2.13) and (3.12),

\[
\|D(a(\tau; v^1)) - D(a(\tau; v^2))\|_L^2 \leq \|D(a_1(\tau)) - D(a_2(\tau))\|_L^2 \\
\leq (2g_M(\tau)) \land g^2_M(\tau, \bar{d}) \land 2 := g^2_M(\tau, \bar{d}), \tag{3.13}
\]

if \( v_1, v_2 \in B_M(h^a) \) and \( |v^1 - v^2|_{s^a} \leq \bar{d} \), for any \( M, \bar{d} > 0 \). The function \( g^2 \) is continuous in the variables \( (M, \tau, \bar{d}) \), vanishes with \( \bar{d} \) and goes to zero when \( \tau \rightarrow \infty \) since \( g_M(\tau) \) does.

ii) At this step we consider a solution \( a^0(\tau; \mu) = a(\tau; \mu) \) of (2.9) as in the lemma and examine the l.h.s. of (3.3) as a function of \( \tau \). For any \( K > 0 \) consider the conditional probabilities \( \mu_K = \mu(\cdot | B_K(h^a)) \) and \( \bar{\mu}_K = \mu(\cdot | h^a \setminus B_K(h^a)) \). Then \( \mu = A_K \mu_K + \bar{A}_K \bar{\mu}_K \), where \( A_K = \mu(B_K(h^a)) \) and \( \bar{A}_K = P(\{a(0)\}_{s^a} > K) \leq M/K^{2m} \) as \( E[a(0)]_{s^a} \leq M \). So

\[
D(a(\tau; \mu)) = A_K D(a(\tau; \mu_K)) + \bar{A}_K D(a(\tau; \bar{\mu}_K)). \tag{3.14}
\]
In view of Assumption 2.6,
\[ \|D(a(\tau; \mu \tau K)) - \mu^0\|_L^2 = \| \int [D(a(\tau; v))] \mu_K(\mu v) - \mu^0\|_L^2 \leq \int \|D(a(\tau; v)) - \mu^0\|_L^2 \mu_K(\mu v) \leq g_K(\tau). \]

Therefore due to (3.14),
\[ \|D(a(\tau, \mu)) - \mu^0\|_L^2 \leq A_K\|D(a(\tau, \mu K)) - \mu^0\|_L^2 + A_K\|D(a(\tau, \mu K)) - \mu^0\|_L^2 \leq \|D(a(\tau, \mu K)) - \mu^0\|_L^2 + 2A_K \leq g_K(\tau) + 2\frac{M}{K^{2m}} \text{ for } K > 0 \text{ and } \tau \geq 0. \]

Let \( K(\tau) > 0 \) be a continuous non-decreasing function such that \( K(\tau) \to \infty \) and \( g_{K(\tau)}(\tau) \to 0 \) as \( \tau \to \infty \) (it exists since \( g_K(\tau) \) is a continuous function of \( (K, \tau) \), going to 0 as \( \tau \to \infty \) for each fixed \( K \)). Then choosing in the estimate above \( K = K_1 \) we get
\[ \|D(a(\tau; \mu)) - \mu^0\|_L^2 \leq g_{K_1(\tau)}(\tau) + 2\frac{M}{K_1(\tau)^{2m}} = \hat{g}_M(\tau). \quad (3.15) \]

Obviously \( \hat{g}_M(\tau) \geq 0 \) is a continuous function on \( \mathbb{R}^+ \), converging to 0 as \( \tau \to \infty \).

iii) Now we examine the l.h.s. of (3.3) as a function of \( \tau \) and \( d \). Recall that the Kantorovich distance between measures \( \nu_1, \nu_2 \) on \( h^* \) is
\[ \|\nu_1 - \nu_2\|_K = \sup_{\text{Lip } f \leq 1} (f, \nu_1) - (f, \nu_2) \leq \infty. \]

Obviously \( \|\nu_1 - \nu_2\|_K^2 \leq \|\nu_1 - \nu_2\|_K \). Since the \( 2m \)-th moments of \( \mu \) and \( \mu^0 \) are bounded by \( M \vee C_0 \) by (3.2) and the assumption on \( \mu \) and since \( \|\mu - \mu^0\|_L^2 \leq d \), then
\[ \|\mu^0\|_K \leq \bar{C}(M \vee C_0)^{1/2} =: \bar{d}, \quad \gamma_1 = \frac{1}{\bar{d}}, \quad \gamma_2 = \frac{2m - 1}{2m}; \quad (3.16) \]

see [1, Section 11.4] and [11, Chapter 7]. By the Kantorovich–Rubinstein theorem (see [11, 1]) there exist r.v.’s \( \xi \) and \( \xi_0 \), defined on a new probability space \((\Omega', \mathcal{F}', \P')\), such that \( D(\xi) = \mu, D(\xi_0) = \mu^0 \) and
\[ E[|\xi - \xi_0|s] = \|\mu - \mu^0\|_K. \quad (3.17) \]

Then using (3.13) and denoting by \( a_{st}(\tau) \) a stationary solution of (2.9), \( D(a_{st}(\tau)) \equiv \mu^0 \), we have:
\[ \|D(a(\tau)) - \mu^0\|_L^2 = \|D(a(\tau; \mu)) - D(a_{st}(\tau))\|_L^2 \leq E'_{\omega'}\|D(a(\tau; \xi_{\omega'})) - D(a(\tau; \xi_0'))\|_L^2 \leq E'_{\omega'}g^2_{\Omega'}(\tau, |\xi_{\omega'} - \xi_0'|s), \quad M = M_{\omega'} = |\xi_{\omega'}|s \vee |\xi_0'|s. \]

As \( E'_{\omega'} \bar{M}^{2m} \leq 2(M \vee C_0) \), then for any \( K > 0 \),
\[ \P'_{\omega'}(Q'_{\Omega'}) \leq 2K^{-2m}(M \vee C_0), \quad Q'_{\Omega'} = \{ \bar{M} \geq K \} \subset \Omega'. \]

Since \( g^2 \leq 2 \) and for \( \omega' \not\in Q'_{\Omega'} \) we have \( |\xi_{\omega'}|s, |\xi_0'|s \leq K \), then
\[ \|D(a(\tau)) - \mu^0\|_L^2 \leq 4K^{-2m}(M \vee C_0) + E'_{\omega'}g^2_{\Omega'}(\tau, |\xi_{\omega'} - \xi_0'|s) \forall K > 0. \]

For an \( r > 0 \) let us denote \( \Omega'_r = \{ |\xi_{\omega'} - \xi_0'|s \geq r \} \). Then by (3.17) and (3.16), \( \P'_{\omega'} \Omega'_r \leq \bar{d}r^{-1} \). So
\[ \|D(a(\tau)) - \mu^0\|_L^2 \leq 4K^{-2m}(M \vee C_0) + 2\bar{d}r^{-1} + g^2_{\Omega'}(\tau, r), \quad \text{for any } K, r > 0. \quad (3.18) \]

Let \( g_0(l) \) be a positive continuous function on \( \mathbb{R} \), such that \( g_0(l) \to \infty \) as \( l \to +\infty \) in such a way that \( |C_{s_0}(g_0(l)(\log l)^{-1/2})| \leq 2C_{s_0}(0) \) for \( l \geq 3 \). With \( r = \bar{d}r^{1/2} \) and \( K = g_0(r^{1/2}) \), we denote the r.h.s of (3.18) as \( g^2_{\Omega'}(\tau, r) \) (so we substitute in (3.18) \( l = r^2 \) and \( K = g_0(r^{-1}) \)). By (3.18) and the definition of \( g^2 \) (see (3.13)), we have
\[ \|D(a(\tau)) - \mu^0\|_L^2 \leq g^2_{\Omega'}(\tau, r) \leq 4(g_0(r^{-1}))^{-2m}(M \vee C_0) + 2r + 4(\tau + 1)(1 + C_{s_0}(g_0(r^{-1})))|\log \eta(r^{-1} \vee 3)|^{-1} + rC_1 \log \eta(r^{-1} \vee 3) \exp \{ c_1 \log \eta(r^{-1} \vee 3) \}. \]
As $r \to 0$ the second and fourth terms converge to zero. By the choice of $g_0$, the first term clearly converges to zero with $r$, so does the third term, which is $\lesssim 8(1+r)(1+C^2_\gamma(0) \log(1/r^{-1}))^{-1/2}$ for $r \leq 1$. Hence $g^3_M(\tau,r)$ defines a continuous function on $\mathbb{R}^2_+ \times \mathbb{R}_+$, vanishing with $r$. Using (3.16) let us write $r = d^{3/2}$ as $r = R_M(d)$, where $R$ is a continuous function $\mathbb{R}^2_+ \to \mathbb{R}_+$, non-decreasing in $d$ and vanishing with $d$. Setting $g^3_M(\tau,d) = g^3_M(\tau,R_M(d \wedge 2))$ and using that $\|\mu - \mu^0\|_2 \leq 2$, we get from the above that
\[
\|\mathcal{D}(a(\tau)) - \mu^0\|_2 \leq g^4_M(\tau,\|\mu - \mu^0\|_2).
\]
Finally, evoking (3.15) we arrive at (3.3) with $g_M = g^5_M$, where
\[
g^5_M(\tau,d) = g^4_M(\tau,d) \wedge \hat{g}_M(\tau) \wedge 2, \quad 0 \leq d \leq 2.
\]
The function $g^5$ is continuous, vanishes with $d$ and converges to zero as $\tau \to \infty$. For any fixed $M > 0$ this convergence is uniform in $d$ due to the term $\hat{g}_M(\tau)$. So for a fixed $M > 0$ the function $(\tau,d) \mapsto g^5_M(\tau,d)$ extends to a continuous function on the compact set $[0,\infty] \times [0,2]$ (where it vanishes when $\tau = \infty$). Thus $g^5_M$ is uniformly continuous in $d$, and the lemma is proved.

4. NLW: THE SETTING AND RESULT

In this section we briefly discuss stochastic nonlinear wave (NLW) equations. Following [7, 8] we consider the following equations on a smooth bounded domain $\mathcal{D} \subset \mathbb{R}^3$:
\[
\partial_t^2 u + \gamma \partial_t u - \Delta u = -\gamma f(u) + \gamma h(x) + \sqrt{\gamma} \eta(t,x), \quad x \in \mathcal{D},
\]
(4.1) supplemented with the Dirichlet boundary condition on $\partial \mathcal{D}$. Here $\gamma \in (0,1]$ is a small parameter, $h(x)$ is a function in $H^4_0(\mathcal{D};\mathbb{R})$ and the nonlinearity $f$ is $C^2$-smooth. The random force $\eta(t,x)$ is a white noise of time of the form
\[
\eta(t,x) = \frac{\partial}{\partial t} \sum_{j=1}^{\infty} b_j \beta^R_j(t) \xi_j(x).
\]

Here $\{\beta^R_j(t), j \geq 1\}$ is a sequence of independent standard real Brownian motions, $\{\xi_j(x), j \geq 1\}$ is an orthonormal basis in $L^2(\mathcal{D};\mathbb{R})$ composed of eigenfunctions of the Laplacian operator; that is $-\Delta \xi_j = \lambda_j \xi_j$ with $0 < \lambda_1 \leq \lambda_2 \leq \ldots$. The set $\{b_j, j \geq 1\}$ is a sequence of positive real numbers, satisfying
\[
\mathcal{B} := \sum_{j \geq 1} \lambda_j b_j < +\infty.
\]
(4.2)
The nonlinear term $f$ meets the following growth condition,
\[
|f'(u)| \leq C(|u|^{\rho-1} + 1), \quad u \in \mathbb{R},
\]
(4.3)
where $C$ and $\rho < 2$ are positive constants, as well as the dissipativity conditions
\[
F(u) \geq -\kappa u^2 - C, \quad u \in \mathbb{R},
\]
(4.4)
\[
f(u)u - F(u) \geq -\kappa u^2 - C, \quad u \in \mathbb{R},
\]
(4.5)
where $F$ is the primitive of $f$ and $\kappa$ is a positive constant.

**Lemma 4.1.** ([7, Lemma 4.5]). Under the condition (4.3) we have
\[
\|f(u) - f(v)\|_0^2 \leq C(\|u\|_{1-s_\rho}^{2s_\rho} + \|v\|_{1-s_\rho}^{2s_\rho} + 1)\|u - v\|_{1-s_\rho}^2, \quad s_\rho = \frac{2-\rho}{2(\rho+1)}.
\]

Let us denote $\partial_t u = Lu$, where $L = (-\Delta)^{1/2}$, and set $\xi = u + iv$. Then in terms of $\xi$ equation (4.1) reads
\[
\partial_t \xi = iL \xi - \gamma i \partial_t \xi - \gamma i L^{-1} f(\Re \xi) - \gamma i L^{-1} \eta(t,x).
\]
Introducing the slow time $\tau = \gamma t$, we have
\[
\partial_\tau \xi = \gamma^{-1} i L \xi - i \partial_t \xi - i L^{-1} f(\Re \xi) - i \eta(\tau, x),
\]
(4.6)
where \( \hat{g}(\tau, x) = \sum_{j=1}^{\infty} \hat{b}_j \hat{\beta}^j(\tau) \epsilon_j(x) \) with \( \hat{b}_j = b_j \lambda_j^{-1/2} \), \( j \geq 1 \).

The NLIW equation (4.1) (without the \( \gamma \)-factor in the r.h.s.) was studied in [7, 8], where the global well-posedness and estimates for the norms of solutions are established in the Sobolev space \( H^s \times H^{s+1} = \{(u, \dot{u})\}, s \in [1, 2-\frac{\xi}{2}] \). A simple analysis of the proof of [7, Proposition 3.4] or [8, Proposition 5.4] implies the following statement on the global well-posedness of eq. (4.6):

**Theorem 4.2.** Assume conditions (4.3), (4.4) and (4.5). Then for any \( s \in [1, 2-\frac{\xi}{2}] \) and \( \xi_0 \in H^s(\mathbb{D}; \mathbb{C}) \), equation (4.6) has a unique strong solution \( \xi^*(\tau; \xi_0) \), equal to \( \xi_0 \) at \( \tau = 0 \) and defined for \( \tau \geq 0 \). Uniformly in \( \gamma \in (0, 1] \) this solution satisfies

\[
E \sup_{\tau \in [0, T]} \| \xi^*(\tau; \xi_0) \|_{2m}^2 \leq C_s(m, \| \xi_0 \|_a, B), \quad \forall \theta \geq 0, \ m \in \mathbb{N},
\]

where \( C_s \) is a continuous function, non-decreasing in all its arguments.

Now let us write eq. (4.6) in terms of Fourier coefficients with respect to the basis \( \{\epsilon_j(x)\} : \epsilon_j = \sum_{s=1}^{\infty} \epsilon_j \epsilon_s \). As in Section 2, we use \( h^s \) to denote the space of sequences of complex Fourier coefficients and denote by \( \Psi \) the map \( H^s(\mathbb{D}; \mathbb{C}) \to h^s \), \( \xi \mapsto v = (v_j, j \geq 1) \). Then we have

\[
\dot{v}_k = \gamma^{-1} i\lambda_k^{1/2} v_k - i3v_k + i\hat{P}_k(v) + i\hat{b}_k \hat{\beta}_k(\tau), \quad k \in \mathbb{N},
\]

where \( \hat{P}_k(v) = (\hat{P}_k(v), k \in \mathbb{N}) = \Psi(L^{-1} f(\Re \xi)) \) with \( \xi = \Psi^{-1} v \). Passing to the interaction representation

\[
a_k(\tau) = e^{-i\tau \lambda_k^{1/2}} v_k(\tau), \quad k \geq 1,
\]

we obtain the following system of equations for the \( a \)-variables

\[
\dot{a}_k(\tau) = ie^{-(\gamma^{-1} \lambda_k^{1/2})} (\Re \hat{P}_k(\Phi^{-1} \lambda_k a_k) + \hat{b}_k \hat{\beta}_k(\tau)), \quad k \in \mathbb{N},
\]

where \( \dot{\Lambda} = (\lambda_k^{1/2}, k \geq 1) \) and operator \( \Phi \) is defined in (2.7). Let us calculate an effective equation for (4.9), following [4].

i) To calculate the effective diffusion we decompose components \( a_k = a_k^R + i a_k^I \) of the \( a \)-vector as \( (a_k^R + a_k^I) \in \mathbb{R}^2 \) and write the dispersion matrix of the equation as a block-diagonal real matrix with the blocks \( \tilde{B}_k = \begin{pmatrix} \cos \varphi_k & -\sin \varphi_k \\ 0 & 0 \end{pmatrix} \), where \( \varphi_k = \varphi^k(\tau) = \gamma^{-1} \lambda_k^{1/2} \tau \) for \( k = 1, 2, \ldots \).

So the diffusion matrix of eq. (4.9) – let us call it \( \Lambda(\tau) \) – is formed by blocks \( \tilde{B}_k \begin{pmatrix} \cos^2 \varphi_k & -\cos \varphi_k \sin \varphi_k \\ -\cos \varphi_k \sin \varphi_k & \sin^2 \varphi_k \end{pmatrix} \).

Consider the limit

\[
\Lambda(\tau) = \lim_{\tau \to + \infty} \frac{1}{\tau} \int_0^\tau A(l) dl.
\]

This is a \( \tau \)-independent block-diagonal real matrix with the blocks \( \tilde{B}_k \) id, and this is the diffusion matrix of the effective equation. Corresponding dispersion matrix has blocks \( \frac{1}{\sqrt{2}} \tilde{B}_k id \). Coming back to the complex coordinates we see that the noise in the effective equation is \( \frac{1}{\sqrt{2}} \sum \tilde{B}_k \hat{\beta}_k(\tau) \), where \( \{\hat{\beta}_k(\tau)\} \) are standard independent complex Brownian motions.

ii) The drift in the effective equation is a sum of two terms. The second one is

\[
\hat{R}(a) = \left( \hat{R}_k(a), k \geq 1 \right) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \Phi^{-1} \hat{P}(\Phi^{-1} a) dt
\]

(cf. (2.10)). The \( k \)-th component of the first term is

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T e^{-i \lambda_k^{1/2} t} (-i \Re (e^{-i \lambda_k^{1/2} \tau} a_k)) dt = -i \frac{1}{2} (3a_k - i \Re a_k) = -\frac{1}{2} a_k.
\]

iii) So the effective equation for (4.9) reads

\[
\dot{a}_k(\tau) = -\frac{1}{2} a_k + i \hat{R}_k(a) + \frac{1}{\sqrt{2}} \tilde{b}_k d \hat{\beta}_k, \quad k \in \mathbb{N}.
\]

(4.10)
By Lemma 4.1 and [4, Lemma 4], we have
\[ |\tilde{R}(a_1) - \tilde{R}(a_2)| \leq C(|a_1|_1|_{-s_p} \wedge |a_2|_1|_{-s_p} + 1)|a_1 - a_2|_1|_{-s_p}, \quad a_1, a_2 \in h^1. \]  
(4.11)

In particular, the mapping \( a \mapsto \tilde{R}(a) \) belongs to \( \text{Lip}_{p+1}(h^s, h^s), \; s \in [s_p, 1] \). Therefore effective equation (4.10) is at least locally well-posed in \( h^s, \; s \in [s_p, 1] \). Let us denote \( a^0(\tau; a_0) \) its solution with an initial condition \( a^0(0; a_0) = a_0 \). Similarly let \( a^\gamma(\tau; v_0) \) be a solution of eq. (4.9), equal \( a_0 \) at \( \tau = 0 \). Then using (4.7) and arguing as in [4] we get

**Theorem 4.3.** Under the assumptions of Theorem 4.2 we have:

i) for any \( a_0 \in h^1 \), eq. (4.10) has a unique strong solution \( a^0(\tau; a_0), \; \tau \geq 0 \). It belongs to \( C([0, \infty), h^1) \) a.s., and for any \( \theta \geq 0 \) satisfies
\[ \sup_{\tau \in [\theta, \theta+1]}|a^0(\tau; a_0)|_2^2 \leq C(m, |a_1|_1, \mathcal{B}), \quad \forall m \in \mathbb{N}, \]  
(4.12)
where \( C \) is a continuous function, increasing in all its arguments.

ii) For any \( s > 1 \), \( a_0 \in h^s \) and \( T > 0 \) we have
\[ \mathcal{D}(a^\gamma(\tau; a_0)|_{[0,T]}) \rightarrow \mathcal{D}(a^0(\tau; a_0)|_{[0,T]}) \quad \text{in} \; \mathcal{P}(C([0,T]); h^1) \]  
as \( \gamma \rightarrow 0 \).  
(4.13)
Moreover, for any \( M > 0 \) the above convergence is uniform for \( a_0 \in \tilde{B}_M(h^s) \).

Repeating the argument in Section 3 we get the following analogy to Theorem 2.7:

**Theorem 4.4.** Assume in addition to the assumption in Theorem 4.3 that the effective equation (4.10) is mixing in the space \( h^s \) and that the requirement as in Assumption 2.6 is met. Then for any \( s > 1 \) and \( v_0 \in h^s \) we have the following convergence
\[ \lim_{\gamma \rightarrow 0} \sup_{\tau \geq 0} \| \mathcal{D}(a^\gamma(\tau; v_0)) - \mathcal{D}(a^0(\tau; v_0)) \|_{L^1,h^1} = 0. \]

Moreover, for any \( M > 0 \) the above convergence is uniform for \( v_0 \in \tilde{B}_M(h^s) \).

For the original equation (4.1) we introduce the vector of action variables for its solution \( u = (u, u_0) \) as \( \nu = (I_k(u), \ldots) \), where \( I_k(u) = \frac{1}{2}(|u, e_k|)^2 + \frac{1}{2} \lambda_k^{-1}|u, e_k|^2 \), \( k = 1, \ldots \). Then we have the following corollary in analogy to Corollary 2.8:

**Corollary 4.5.** Under the assumption of Theorem 4.4, for any \( s > 1 \) and \( u_0 = [u_1, u_2] \in H^s \times H^{s-1} \), the action-vector of a solution \( u^*(t; u_0) \) for equation (4.1), equal \( u_0 \) at \( t = 0 \), satisfies
\[ \lim_{\gamma \rightarrow 0} \sup_{\tau \geq 0} \| \mathcal{D}(I(u^*(\tau \gamma^{-1}; u_0))) - \mathcal{D}(I(a^0(\tau; v_0))) \|_{L^1,h^1} = 0, \]
where \( v_0 = \Psi(u_1 + iL^{-1}u_2) \).

The result of Theorem 4.4 is conditional since it requires that eq. (4.9) is mixing. It is not our goal in this short section to check the mixing property. But we mention that since the effective equation (4.10) is similar to the NLW equation (4.1), written in the form (4.6), and since by (4.13) solutions for (4.10) inherit the estimates on solutions for (4.1), obtained in [7, 8], then most likely the proof of the exponential mixing in eq. (4.1), given in [7] (and based on an abstract theorem from [5]), applies to establish the exponential mixing for eq. (4.10) and thus verify for it the analogy of Assumption 2.6, required in Theorem 4.4.
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