Statistical analysis of wastewater monitoring for maximum peak factor estimation
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Abstract. The design and operation of sanitary sewer systems are based on the knowledge of peak and the average daily wastewater flows. The maximum peak factor is obtained through the ratio of the maximum flow and the average discharge flow of wastewater generated in a system. In this sense, the maximum peak factor was estimated by monitoring wastewater flow in an urban sector of the city of San José de Cúcuta, Colombia. This urban sector represents 45.6% of the sanitary sewerage of the city. Stochastic modeling of the peak flow was performed, and a mathematical model was constructed to estimate the maximum peak factor using a correlational study using statistical methodology. Through linear regression analysis, a model was obtained that estimates the value of the maximum peaking factor based on knowledge of the average daily wastewater flow. The results indicate that the model is potential, and the expression is statistically significant and satisfies the assumptions established for the classical linear regression model.

1. Introduction
The design of sanitary sewer systems and wastewater treatment plants requires knowledge of the maximum peak factor (F). This is obtained by the ratio of the peak flow and the average discharge flow of wastewater generated in a system. The determination of F involves the development of field studies, where monitoring and modeling of wastewater discharges from the study population are performed [1].

The characteristics and volume of wastewater discharge depend on each population or discharge source [2,3], so typically there are variations over time in the flow rate. Also, the hydraulic design of the sewerage system may depend on the different climatic scenarios that occur in the area, since wastewater receives contributions from rainwater [4]. Therefore, the flow rate should be considered as a random variable from a statistical point of view [5]. The estimation of F makes it possible to quantify the variability presented in wastewater flow rates and to calculate the maximum hourly flow rate, which is the basis for establishing the design flow rate of each section of a sanitary sewer network [6,7,8].

Several investigations have been carried out over time in different parts of the world on the determination of F, such as the study conducted by Tirado (2013), who determined the value of F in concrete and polyvinyl chloride (PVC) sanitary sewer pipes in Managua, Nicaragua. Using mathematical methods, such as the least-squares method and the exponential function, an equation was determined to estimate the "maximum flow coefficient" [9].
Another research is by Imam and Elnakar (2004) who determined the actual peaking factors after one year of daily flow monitoring in the West Golf community in New Cairo, Egypt. These results allowed estimating the maximum and minimum flow rates for the design of the wastewater treatment plant in that locality [10]. Also, there is the research conducted by Chandragade and Gupta (2016) who developed a study in the city of Gadchiroli, India. In this study, a new methodology was applied in which, the effective F is continuously reduced as the contributing population increases, and where the maximum flow rates for the design of sewer networks were estimated [11].

The above research is evidence of the relevance of the estimation of F in the understanding of hydraulic behavior and its application in the design of sanitary sewer systems. In places where there is no possibility to perform wastewater flow monitoring, empirical equations are used to predict F. Among the best known are those proposed by: Harmon, Babbit, Flores [9], Gaines [12], Federov, Utah, Los Angeles, and Tchobanoglous [13]. However, these equations have been derived from the characteristics of their context, therefore, the equations may be inappropriate for estimating F corresponding to locations and populations with different consumption patterns, leading to undesirable results for future designs [14,15].

In the city of San José de Cúcuta, Colombia, there is no information available on wastewater discharge and its variation over time; therefore, it is not possible to calculate F. In addition, no studies have been conducted in this city aimed at analyzing and understanding the hydraulic behavior of the sanitary sewer system. It is necessary to study the monitoring of the city's wastewater flow, which would allow estimating F and thus evaluate the performance of the existing sanitary sewer system. The objective of the research is the estimation of F through the monitoring of an urban sector of the city of San José de Cúcuta, Colombia.

2. Methodology
To develop the proposed research objective, a correlational study was proposed, which used statistical methods for the construction of a mathematical model to relate the variables F and average daily flow. For the development of the research, a sector located within the urban perimeter of the city was selected, which represents 45.6% of the sanitary sewerage system. Within the sector, the communities 1, 2, 5, 7 and 9, are located in the city of San José de Cúcuta, Colombia, and correspond to an approximate area of 2745 hectares.

The information was processed and analyzed using R statistical software, version 3.5.0. The statistical methodology used included the following stages: adjustment of the random variables to a probability distribution; goodness-of-fit; and construction of a linear regression model.

2.1. Fitting of random variables to a probability distribution
Given a continuous random variable with observed values $X_1, X_2, ..., X_n$, it is desired to find a probability density function $f(x;\theta)$, which allows representing these values in the best possible way, where is a vector of parameters, which are constant values that characterize the distribution and must be estimated [16]. For the experimental data corresponding to the random variables maximum daily flow and maximum flow factor, the following steps were developed: 1) select appropriate probability distributions for the problem under study; 2) Estimate the parameters of the distributions, and 3) develop statistical well-fit tests.

Two probability distributions were considered: Gumbel and Log-Gamma (log-Pearson type III) because they allow modeling extreme events and are widely used in the determination of peak flows, rainfall, and other hydrology applications [10,17]. The Gumbel cumulative probability distribution function is represented by Equation (1).

$$F(x) = P(X \leq x) = e^{-e^{-(x-\beta)}/\alpha}, \quad (1)$$
where is $\alpha$ the shape parameter and $\beta$ is the scale parameter. On the other hand, the log-Gamma distribution (log-Pearson Type III) presents the following probability density function written in its biparametric form (Equation (2)) [18].

$$f(x; k, \theta) = x^{k-1} e^{\frac{-x}{\theta}} \theta^k \Gamma(k), \quad x > 0, \ y \ k, \theta > 0,$$

where $k$ is the shape parameter and $\theta$ is the scale parameter. For the estimation of the parameters of a distribution, the best-known alternatives in statistical theory are the method of moments and the maximum likelihood method. For the present study, the R software incorporates the maximum plausibility method, which estimates as parameters of the distribution those values that maximize the probability of the observed sample [19]. The method constructs a plausibility function that is equal to the product of the values of the probability density function evaluated for each of the sample values (Equation (3)).

$$L = \prod_{i=1}^{n} f(x_i) = f(x_1) \ast f(x_2) \ast \ldots \ast f(x_n).$$

The larger the value of $L$ is, the better the fit of the data to the chosen probability distribution. For this reason, the likelihood function is maximized, and the estimated values of the parameters are determined.

2.2. Goodness-of-fit test

Once the parameters of the distributions have been estimated, the goodness-of-fit test is determined. Goodness-of-fit test make it possible to determine whether a set of empirical data corresponds to a selected probability distribution [19], i.e., it is checked whether the fitted probabilistic models are statistically valid for the data they are intended to model. In addition, if there is more than one probability distribution that fits the data, the goodness-of-fit test indicates which of these best fits the case study.

In the case of continuous distributions, one of the most commonly used criteria is the Kolmogorov-Smirnov criterion, which determines the maximum difference between the theoretical probabilistic model and the empirical data [20]. The procedure consists of a hypothesis test as follows:

- The null and alternative hypotheses are stated: - Null hypothesis (H0): the empirical data conform to the distribution function $F(x)$ (Gumbel, log-Gamma, etc.) - Alternative hypothesis (H1): The empirical data do not conform to the distribution function $F(x)$ (Gumbel, log-Gamma, etc).
- The empirical data are ordered in order of the null and alternative hypotheses: - Null hypothesis (H0): the empirical data do not conform to the distribution function $F(x)$ (Gumbel, log-Gamma, etc).
- The data are ordered from smallest to largest and the cumulative observed frequencies $F_n(x)$ is calculated. The cumulative theoretical frequency is calculated through the probability distribution function (Gumbel, log-Gamma, etc).
- The test statistic $D$, which consists of the supremum of the differences between the two cumulative frequencies, is determined by Equation (4).

$$D = \text{Sup} |F_n(x) - F(x)|.$$
2.3. Construction of a linear regression model
The purpose of the analysis is to construct a mathematical model that allows estimating or predicting the average value of the dependent variable F, based on the known or determined values of the explanatory variable average daily flow rate. From a geometrical point of view, the strategy consists of finding a curve that represents the general trend of the data. In this sense, the choice of the functional form of the mathematical model (linear, polynomial, exponential, potential, etc.) is of great importance in regression analysis.

For the development of the regression analysis, the original database is used, which is made up of 52 measurements. Different values of the daily average flows can generate the same value of the F factor, due to the oscillations of the maximum flow. For this reason, the data were ordered from lowest to highest, taking the F factor as a reference, and the average flow rate was calculated for the repeated values. Thus, the original database is reduced to 14 points.

3. Results
After applying the statistical methodology proposed for each of the stages: adjustment of the random variables to a probability distribution; Goodness-of-fit tests; and construction of a linear regression model. The following results were obtained.

3.1. Fitting of random variables to a probability distribution
The database containing the random variables daily maximum flow rate and the F-factor corresponding to the 52 days of observation were imported into the R software. To make the fits to the Gumbel and log-Gamma probability distributions, the additional packages VGAM and MASS must be loaded. Table 1 shows the results obtained in fitting the data to the Gumbel and log-Gamma (log-Pearson Type III) probability distributions using R software.

| Variable                        | Gumbel distribution | Log-Gamma distribution |
|---------------------------------|---------------------|------------------------|
| Maximum daily flow rate (QMD)  | α = 2191.2177, β = 123.3163 | k = 18924.5023, θ = 2451.5260 |
| Maximum peak factor (F)        | α = 1.40084991, β = 0.04560747 | k = 103.58081000, θ = 292.83746000 |

3.2. Goodness-of-fit tests
The following results are obtained with the R software for the adjustments of the variable "maximum daily flow rate". For the test "MAXIMUM, "pgumbel", location.gumbel, scale.gumbel" D = 0.14984 and p-value = 0.1934 (alternative hypothesis: two-sided); and for the test "log (MAXIMUM), "pgamma", shape.loggamma,1/scale.loggamma" D = 0.13341 and p-value = 0.3129 (alternative hypothesis: two-sided). In both cases, the p-value obtained indicates that the maximum flow data fit well to the Gumbel and log-Gamma distributions, being the latter distribution the one that presents the best fit, this is concluded since the p-value in both cases is greater than 0.05.

As for the variable "Maximum peaking factor F", it was obtained for the test "F, "pgumbel", location.gumbel, scale.gumbel" that D = 0.1145, p-value = 0.503 (alternative hypothesis: two-sided); and for the test "log (F), "pgamma", shape.loggamma,1/scale.loggamma" it was obtained that D = 0.089261, p-value = 0.8017 (alternative hypothesis: two-sided). And as in the previous case, the results allow to conclude that the F-factor data fit well to the two distributions, especially to the log-Gamma, where the p-value obtained (0.8017) indicates that the fit is very good, this is concluded since the p-value in both cases is greater than 0.05.

3.3. Linear regression analysis
The scatter graph is generated to have an approximation of the functional regression model using R software; Figure 1 shows that the scatter of the data does not follow a pattern. The underlying theory in the case of the maximum factors indicates a potential model, which seems to be corroborated by the
scatter plot. To fit a potential (log-log) model, the vectors containing the variables corresponding to the average flow rate and F-factor are transformed by calculating the respective natural logarithms. A linear model is then fitted to the transformed data.

**Figure 1.** Scatter graph of the data.

Table 2 and Table 3 show that both the coefficients and the regression model are statistically significant due to the magnitude of the p-values obtained. The coefficient of determination ($R^2$) is a measure of the goodness of fit of the regression model; in this case, the model constructed explains an acceptable percentage (52%) of the total observed variability. The residual standard error indicates that on average any prediction made by the model is 0.02197 units away from the true value.

**Table 2.** Residuals.

| Min.          | 1Q        | Median  | 3Q        | Max.  |
|--------------|-----------|---------|-----------|-------|
| -0.039053    | -0.014955 | 0.000213| 0.020073  | 0.027197|

**Table 3.** Coefficients.

|              | Estimate  | Std. error | t value | Pr(>|t|)  |
|--------------|-----------|------------|---------|----------|
| (Intercept)  | 4.0882    | 1.0309     | 3.965   | 0.00187 **|
| LNPROMEDIO   | -0.5053   | 0.1400     | -3.608  | 0.00359 **|

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

The interpretation of the regression coefficient of the explanatory variable LNPROMEDIO indicates that for each unit increase in the logarithm of the average flow rate, the response variable logarithm of the F factor (LNF) decreases 0.5053 units. In regression analysis, the interpretation of the intercept term is generally meaningless, as in this case where the range of values for the average flow rate does not include the value of zero. The estimated linear regression model is represented in Equation (5).

$$ F^* = 4.0882 - 0.5053 \text{QMD}, $$ (5)

where QMD is the average daily flow, $F^*$ and $\text{QMD}^*$ are the natural logarithms of the F factor and the average daily flow are, respectively. Transforming this equation to the potential model yields Equation (6) (QMD in units of m$^3$/h) and Equation (7) (QMD in units of L/s).

$$ F = \frac{59.632}{\text{QMD}^{0.5053}}, $$ (6)

$$ F = \frac{531.215}{\text{QMD}^{0.5053}}. $$ (7)

Table 4 of the analysis of variance confirms the overall significance of the regression model when analyzing the sums of squares and the p-value obtained (0.003593).
Table 4. analysis of variances.

|            | Df | Sum Sq  | Mean Sq  | F value | Pr(>F) |
|------------|----|---------|----------|---------|---------|
| LNPRMEDI0  | 1  | 0.0062804 | 0.0062804 | 13.017  | 0.003593** |
| Residuals  | 12 | 0.0057896 | 0.0004825 | -       | -       |

Signif. Codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

The model validation involves verifying the assumptions of the classical linear regression model by analyzing the residuals. In particular, it is verified whether the residuals conform to the normal probability distribution, have zero mean and constant variance.

Figure 2 of the analysis of the residuals against the values fitted by the model does not allow us to appreciate the presence of a specific pattern in the errors obtained for the regression. A random variation is observed concerning the mean of zero (3.710004e-19). There is also no evidence that the variance of the errors increases progressively with the values adjusted for the dependent variable, therefore, it can be concluded that there is no evidence of heteroscedasticity, i.e., the variance of the residuals remains.

Figure 2. Analysis of residuals vs. R fitted values.

Figure 3 of normal quantiles shows no apparent deviations from normality. The Shapiro-Wilks test confirms the hypothesis of normality of the residuals: W = 0.93623, p-value = 0.3722, therefore, according to the p-value obtained, the null hypothesis of normality is not rejected.

Figure 3. Normal quantile graph.

An alternative graphical analysis consists of plotting the standardized residuals against the fitted values to identify outliers, which become points of high influence that decrease the goodness of fit of the regression model constructed. A residual is considered an outlier if its absolute value exceeds the value of 3 because the probability that a value of the standard normal distribution exceeds this limit is very low. The graphical analysis confirms that there are no outliers or influential values. It is concluded that the linear regression model is represented by Equation (5), Equation (6), and Equation (7). The expression is statistically significant and satisfies the assumptions established for the classical linear regression model.
From the linear regression model, 95% confidence intervals can be constructed for the mean response, i.e., the value of the conditional mean of \( F \) given a value of the average daily flow \( E(F/QMD) \) can be predicted. The point estimator of \( F \) is the value calculated by the regression model and inferential statistical theory is used to construct the confidence interval.

4. Conclusions
Statistical methods develop procedures that allow modeling situations to occur in reality, processes such as wastewater flow, where variation, random behavior, and system complexity are presented. Through linear regression analysis, a model was obtained that estimates the value of the maximum peak factor from the knowledge of the average daily flow of wastewater belonging to a sector of the city of San José de Cúcuta, Colombia. This information is very valuable for understanding the functioning of the city's sewage system and can eventually be used in the design, planning, construction, and operation of new projects.
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