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This article outlines the benefits of using ‘Design of Experiments’ (DoE) optimisation during the development of new synthetic methodology. A particularly important factor in the development of new chemical reactions is the choice of solvent which can often drastically alter the efficiency and selectivity of a process. Whilst solvent optimisation is usually done in a non-systematic way based upon a chemist’s intuition and previous laboratory experience, we illustrate how optimisation of the solvent for a reaction can be carried out by using a ‘map of solvent space’ in a DoE optimisation. A new solvent map has been developed specifically for optimisation of new chemical reactions using principle component analysis (PCA) incorporating 136 solvents with a wide range of properties. The new solvent map has been used to identify safer alternatives to toxic/hazardous solvents, and also in the optimisation of an SNAr reaction.

Introduction – why use DOE?

The development of new synthetic methodology is a key part of academic chemistry research, focusing both on the discovery of intrinsically novel reactions, as well as the identification of improved methods for carrying out existing transformations. Developments made in this area can ultimately determine which molecules are deemed to be ‘accessible enough’ to be suitable for a wide range of practical applications, including pharmaceuticals, agrochemicals, polymers and other functional materials, flavours/fragrances, biological probes, etc.

The importance of new synthetic methodology has been recognised by the award of several Nobel prizes in recent years for the development of synthetically important reactions (asymmetric catalysis; metathesis; cross-coupling). These reactions have not only been used extremely widely by chemists in both academia and industry, but have even played a significant role in dictating which molecules are employed in many of the above applications.

The uptake of novel synthetic methodology by researchers in industry and in other scientific fields is much more likely if the chemistry can be demonstrated to be ‘user friendly’. Important factors which can facilitate uptake of a particular reaction include: readily available reagents/catalysts; a wide substrate scope; good functional group compatibility; mild conditions; efficiency; sustainability and a good safety profile. However, such factors are rarely taken into account during the development of new chemistry. As noted by industrial researchers,1 many synthetic methodology papers fail to adequately explore the substrate scope of a new reaction and instead focus on reactions of largely unfunctionalised lipophilic compounds. Furthermore, despite the fact that well-established statistical methods for reaction optimisation are widely used in industry,2,3 the uptake of these methods has been very low in academic chemistry.4,5 Often, the ‘optimisation’ process proceeds entirely via a trial and error approach involving the variation of one factor at a time (e.g. solvent, temperature, catalyst, concentration, etc.). This type of process can lead to researchers failing to identify ‘optimal’ conditions for a particular process if interactions between two or more factors are present.6 Thus, an attempt to optimise even two factors via a ‘one variable at a time’ (OVAT) approach can fail to find the optimum conditions if interactions between the factors are present (Fig. 1). For example, initial optimisation of an imaginary reaction via variation of the number of equivalents of reagent and the temperature involves variation of the first variable whilst keeping T = 40. This suggests that 2 equivalents of reagent give the ‘best yield’. Subsequent variation of the

†Electronic supplementary information (ESI) available: Principle component values for the new PCA solvent map, experimental procedures, spectroscopic data and 1H and 13C NMR spectra. CCDC 1423524 and 1423525. For ESI and crystallographic data in CIF or other electronic format see DOI: 10.1039/c5ob01892g
temperature whilst keeping eq. = 2 suggests that the optimum conditions are $T = 55$, eq. = 2. However, due to interaction between the factors this fails to identify the true optimum conditions where a higher yield of product can be obtained using smaller quantities of reagent ($T = 105$, eq. = 1.25). This is a consequence of the fact that the full reaction space has not been explored and at no-point was the combination of high T/low eq. considered.

The technique of ‘Design of Experiments’ is a statistical approach to reaction optimisation that allows the variation of multiple factors simultaneously in order to screen ‘reaction space’ for a particular process. Importantly, this enables the evaluation of a large number of reaction parameters in a relatively small number of experiments. Whilst this technique is routinely applied by process chemists in a wide range of industries, and also by academics working in engineering disciplines, it is rarely used in academic chemistry. This is in spite of the fact that optimisation of particular reactions is often an extremely time-consuming part of any research project focused on the development of new synthetic methodology. A major reason for this is the lack of expertise in the use of this technique in academia which leads to a significant ‘energy barrier’. A relatively common exception is the use of DoE for reaction optimisation in projects carried out in collaboration with industrial partners.

This pitfall shown in Fig. 1 can readily be avoided using a true DoE approach in which each vertex of reaction space is explored. In combination with a ‘centre point’ experiment this is then used to evaluate the full multi-dimensional reaction space in order to determine where the highest yield can be obtained (Fig. 2). This provides a great deal more information about the behaviour of the reaction from a similar (or potentially smaller) number of experiments than the traditional approach. The DoE study uses standard statistical techniques to model the effect of each variable (and potential interactions between variables) on the reaction outcome. A further benefit of the statistical approach, is that it can provide a built-in ‘cross-check’ of each of the individual screening reactions, enabling any anomalous results to be readily identified. In the traditional OVAT approach, repetition of each experiment is advisable to ensure reproducibility, or the entire ‘optimisation’ could be led astray by a single anomalous result.

### Optimisation of new synthetic methodology

Most new synthetic methodology development projects begin with an initial discovery (by design or by serendipity) of reaction conditions which provide the desired product in moderate yield (Table 1). This is then usually followed by an optimisation phase in which the yield of a single reaction is improved by variation of a variety of parameters. This is often extremely time consuming, as many different factors may need to be explored in order to provide good yields of the desired product.

### Table 1 Alternative approaches to the optimisation of a newly discovered reaction

|                      | Traditional approach | DoE approach                     |
|----------------------|----------------------|---------------------------------|
| **Initial discovery**|                      |                                 |
| OVAT optimisation of |                      | DoE optimisation of             |
| representative example| ~3 expts per factor? | representative example           |
|                      |                      | Up to 4 factors: 11 expts       |
|                      |                      | Up to 8 factors: 19 expts       |
| **Time**             |                      |                                 |
| Exploration of scope |                      | Explore the scope with a        |
| Focus on high-yielding |                      | diverse range of substrates;    |
| examples              |                      | Find limitations of the method  |
|                      |                      | 2nd DoE optimisation of         |
|                      |                      | a ‘difficult’ example to show    |
|                      |                      | how conditions can be adapted    |
|                      |                      | to accommodate more              |
|                      |                      | challenging compounds.          |

Fig. 1 The pitfalls of traditional ‘one variable at a time’ (OVAT) optimisation.

Fig. 2 A DoE study covering the entire reaction space will not miss the optimum conditions provided it lies within the space covered.
Solvent optimisation using DoE

In the case of simple quantitative factors (catalyst/reagent loading, temperature, concentration, reaction time, etc.), the use of DoE is relatively straightforward and can greatly facilitate reaction optimisation. Arguably, however, one of the most important parameters in reaction optimisation is the choice of solvent. In academia, this is traditionally done very much through a process of trial and error based on a chemist’s previous laboratory experience, and may lead to the adoption of environmentally harmful and/or toxic solvents which will serve to render the resulting methodology much-less attractive to other potential users. The vast majority of new synthetic methods employ a relatively small set of common laboratory solvents during the reaction optimisation phase, and therefore do not often explore the full scope of ‘solvent space’ in order to find a truly optimised procedure. The optimisation of solvent via DoE is not straightforward, however, as the suitability of a particular solvent may be a consequence of many different physical properties. This issue can be overcome, however, by the use of another statistical technique to analyse the properties of solvents. At around the same time, both Carlson and Chastrette demonstrated that principal component analysis (PCA) can be harnessed to convert a large set of solvent properties into a much smaller set of numerical parameters that enable solvents to be incorporated into an experimental design. This provides a ‘map’ of solvent space in which solvents with similar properties are grouped together. Solvents are then selected from different areas of the solvent map in order to explore ‘solvent space’ in the DoE. E.g. if the full range of solvents is to be explored, a solvent from each corner/vertex of the map is chosen along with a suitable centre point. This simple approach then enables the effect of each principal component on the reaction outcome to be modelled, and leads to an understanding of which area of solvent space is optimal for the reaction. Further insight can then be obtained by a more focused study of solvents within that area.

This approach has been adopted by many chemists in industry, but the required PCA solvent maps are not readily available in the public domain. Industrial users typically have their own proprietary data, and solvent maps that have been published are either not targeted towards reaction optimisation (e.g. crystallisation) or are overly complex. Different solvent properties are important for different reactions, so it is important that a relatively diverse set of parameters are included. Important considerations include how solvation of compounds, reagents and catalysts is achieved, how the solvent hydrogen bonds with molecules, and how it interacts with solid materials. In this article we report a new PCA solvent map specifically designed for use in new chemistry development, and outline how this PCA map can be used for identifying alternatives to toxic/undesirable solvents and applied in combination with DoE for the optimisation of new synthetic methodology. In industry, the specific properties used in each solvent map differ from company to company, but the terms used in the map below have been found to be widely applicable in many industrial applications of PCA in DoE.

†Arguably, most reactions that are developed use one of the following ten common laboratory solvents: Et₂O, THF, MeCN, DMF, DMSO, EtOH, MeOH, CH₂Cl₂, PhMe and acetone.
alcohol and a carbonyl compound (Scheme 2a). In a second DoE study, alternative reaction conditions (DMSO, 1 eq. TsOH) were identified to give the lactone product in the absence of the carboxylic acid component (Scheme 2b).

### Development of a new solvent PCA map

As can be seen from the above example, the effect of solvent on a reaction outcome can be hugely important, and a DoE study can provide an excellent insight into how the choice of solvent affects the product distribution of a reaction. However, the selection of suitable solvents for a DoE study is reliant on a suitable data set which gives a good overview of ‘solvent space’ for organic chemical reactions. At present this information is not readily accessible to most researchers, making statistical optimisation of reaction solvent effectively inaccessible to many chemists. We therefore set out to address this issue by construction of a suitable solvent map for use in new reaction development.

Key considerations for the choice of solvents to be included were:

1. Availability from major chemical suppliers
2. Cost
3. Boiling point/melting point
4. Diversity of properties
5. Sustainability/safety issues

We also aimed to include all solvents commonly/traditionally used in academic laboratories, even those whose use is highly undesirable (e.g. CCl₄, 1,2-dichloroethane) so that suitable alternatives can readily be identified from the solvent map.

A set of 136 solvents was selected to cover a wide range of different solvent properties (Fig. 3). Approximately twenty physical (e.g. melting point, boiling point) and calculated (e.g. Hansen solubility parameters) properties of these solvents were then used to construct a PCA map (Fig. 4). The dataset was analysed using Umetrics SIMCA software to produce a principal component model. Approximately 70% of the solvent properties are modelled effectively using three principal components and 80% are modelled by four principle components (Fig. 5). Evaluation of the PCA map indicates that the first principle component correlates to a large extent with solvent polarity with non-polar solvents having high PCA1 values, and polar solvents grouped towards the lower end of the scale. Similarly, PCA2 approximately correlates with polarisability and PCA3 with hydrogen bonding properties. As can be seen from the overview of the solvent map shown in Fig. 4, there is considerably more variation in solvent properties in terms of the first two principle components with a wide distribution across solvent space (−9 < PC1 < +8; −5 < PC2 < +5). There is much less variation in the third principle component with the vast majority of solvents lying in the range −3 < PC3 < +2. In both plots, there are some notable outliers including water (136), perfluoromethylcyclohexane (117), perfluorohexane (127), trifluoroacetic...
acid (133) and hexafluorobenzene (84). In order to apply this type of PCA map in a DoE study, a simplistic model is used in which each principle component is modelled as a separate factor in the design. The exact PC values of the solvents are not used in the design, just their approximate position on the map. Solvents are selected to represent a high (+1) and low (−1) value of each principle component; an additional ‘centre point’ solvent is also chosen which approximately occupies the middle of the solvent space being investigated (0). Thus, to explore the full range of solvent space in three dimensions, eight solvents at the vertices of a cube are chosen, along with a single centre point (Fig. 6). A basic investigation of the effect of solvent on a reaction can be carried out effectively using only two principle components, depending on which factors (polarity, polarisability or hydrogen bonding interactions) are the most important for the reaction being studied. In this case, only five solvents are used, one from each ‘corner’ of solvent space and a centre point. In either case, the use of the solvent map to select the solvents for the DoE study ensures that they have diverse properties across the 2/3 principle components.

Suitable solvents on the PCA map which can be used as the vertices for a full exploration of solvent space, or corner points for a two-dimensional study of the first two principle components are shown in Table 2. Alternatively, only a subsection of solvent space can be explored: e.g. polar aprotic solvents; non-polar solvents. This can be achieved by selecting solvents at the vertices of a distorted cube (or corners of a distorted rectangle) covering the relevant area of solvent space.

Applications of the solvent map: solvent substitutions

The choice of a solvent for a chemical reaction has a major impact on the environmental impact of the process. Typically, solvent accounts for a significant proportion of the waste produced during a chemical synthesis, and has a major impact on the energy used, both during the reaction itself and during removal/recovery of the solvent after the reaction. As a consequence, the selection of solvents for industrial processes is highly important. Consequently, many different solvent selection guides have been reported by industrial researchers,14 which take into account a range of important factors including toxicity, safety, environmental impact, ease of recycling/recovery, and sustainability.15 It has also been noted that the solvents selected for use by medicinal chemists at an early stage of the drug discovery pipeline influence the solvents employed in subsequent process chemistry scale-up routes, and the pharmaceutical industry has made a considerable effort to encourage medicinal chemists to make use of greener and safer solvents when preparing drug candidate molecules. It would also be beneficial if academic chemists involved in the
development of new synthetic methodology were to take these considerations into account, and explore the use of potentially safer alternative solvents rather than routinely relying on a limited range of ‘traditional’ solvents.

A simple application of the solvent map is to identify alternative solvents for a reaction of interest. This can be particularly useful for substituting highly toxic or otherwise undesirable solvents. In Table 3, a list of potential substitutes...
for a selection of hazardous solvents is provided. Thus, carbon tetrachloride, which is still often used in radical reactions despite being heavily restricted as an ozone-depleting chemical, can potentially be substituted with trifluorotoluene. Similarly, trifluorotoluene or fluorobenzene can also be used as alternatives to the toxic solvents chloroform and 1,2-dichloro-
ethane, the latter often being used in a variety of metal-catalysed transformations as a higher boiling point alternative to dichloromethane. A number of more attractive alternatives to dichloromethane itself can also be identified from the map including 1,4-dioxane, 4-methyltetrahydropyran and dimethyl carbonate, the latter having very good environmental credentials. A selection of alternatives to benzene and to dipolar aprotic solvents such as DMF, DMSO and HMPA are also provided, though it is acknowledged that many of these alternatives are already widely used in this context.

In order to test the use of the solvent map for substituting chlorinated solvents, we explored alternative solvents for some recently developed gold-catalysed reactions (Scheme 3). The gold-catalysed cycloisolation of alkynyl boronic acid 6 to boron enolate 7, originally developed in dichloromethane, was shown to take place equally effectively in dimethyl carbonate, a solvent with a considerably better safety profile (a). Similarly, the gold-catalysed hydroamination of cyclohexadiene 8, originally reported in 1,2-dichloroethane, could be carried out effectively in trifluorotoluene or fluorobenzene, the latter proving to be a much better solvent for this particular reaction (b). In both of the solvent substitution reactions shown in Scheme 3, no significant lowering of the reaction yield was observed on replacing the undesirable solvent with a safer/greener alternative. This suggests that these alternatives to chlorinated solvents should be routinely screened by researchers during reaction development, as this could significantly reduce the use of chlorinated solvents by their avoidance at an early stage of the process.

Case study – DoE optimisation of an SNAr reaction

As part of an ongoing medicinal chemistry project, we needed to carry out the reaction of 4-chloropyrimidine 11 and 3-aminopyrazole 12 to give 13a (Scheme 4). A closely related literature procedure was used as a basis for carrying out the reaction, using DIPEA as a base and NaI as an additive in DMF. Microwave heating at high temperature was used to give a reasonable conversion of the starting materials, but this led to formation of multiple reaction products. As well as the desired product 13a, the two regioisomeric SNAr products 13b and 13c were also formed alongside an initially unidentified byproduct 13d. This was later determined to be the product of an SNAr reaction between dimethylamine (generated from decomposition of DMF at high temperature) and the chloropyrimidine 11. In all of the experiments carried out in the initial study, the isolated yield of product 13a obtained was less than 20%.

The selection of factors and ranges for a DoE study is of great importance, as poor choices can limit the utility of the exercise. Thus, it is essential to select wide-enough ranges for each factor which enable the design to explore a sufficiently large area of ‘reaction space’. However, for useful information to be gained, the reaction should still work (i.e. give a non-zero yield of the product) at the extreme edges of the design space. For an initial DoE study, we elected to examine the effect of varying the quantity of 12, DIPEA (1–5 eq.) and sodium iodide (0.1–2.0 eq.), alongside the reaction concentration (2–5 mL of DMF) and the temperature (120–200 °C). This was carried out via a total of 16 experiments plus three centre points to enable the effect of the factors to be determined. This enabled the factors favouring the formation of each of the different reaction products to be elucidated. The centre points are three reactions performed under identical conditions at the centre of the design space (i.e. the mid-point of all of the factor ranges) which provide an indication of the reproducibility of the reaction. Performing the reaction under identical conditions should of course give an identical outcome, but there are inevitably some errors in the experimental/analytical procedures which can lead to variation of the yields. It is therefore important to plan the design carefully to minimise any potential errors. For example, preparing a solution of a reagent of

Scheme 3 Replacement of toxic/hazardous chlorinated solvents with safer alternatives; a isolated yield; b 1H NMR yield using an internal standard.

Scheme 4 DoE optimisation of an SNAr reaction in DMF.
known concentration and dispensing appropriate volumes of this solution into each experiment will generally provide much greater accuracy than weighing out reagents for each reaction separately. In our case, stock solutions of 11 and 12 were prepared in order to minimise any variation in the amount of limiting reagent present in each reaction. Similarly, it is important to identify a reproducible method for measuring the yield. Early experiments demonstrated that the aqueous work-up of this reaction led to considerable variation in yield of the products 13a–13d, so in the DoE study all reactions were concentrated directly under vacuum prior to analysis of the crude residue by NMR using an internal standard. For the three centre points this gave fairly consistent yields, as can be seen in Fig. 7 which illustrates the much smaller variation in the replicate experiments (blue) in comparison to the other reactions (green) in terms of the yield of 13a observed.

Analysis of the results provides details of which factors affect the yield of the desired product 13a. These are illustrated by the coefficient plot shown in Fig. 8. Each green bar represents a significant factor in the reaction, illustrating the average effect on the yield of 13a on increasing the factor from the mid-point of the design to the highest value in the design. Thus, the most significant factor in the yield of 13a is the temperature, with the higher temperature (200 °C) giving on average a 2.5% increase in the yield. Notably, increasing the amount of NaI to 2 eq. leads, on average, to a 2% decrease in the yield of 13a, whilst increasing the amount of DMF leads to a 1.7% decrease.

The factors affecting the yields of each of the products 13a–13d are shown in Table 4. As expected, the NaI additive was not beneficial for the formation of the desired product 13a, and this was therefore omitted from subsequent reactions. Interestingly, the formation of the regioisomeric S_NAr products 13b–13c is favoured by increasing the quantity of base used in the reaction, whereas the formation of the desired product 13a is largely unaffected by the amount of base. Furthermore, there is an interaction between the quantity of base used and the temperature: increasing the quantity of base leads to a much larger quantity of the side products 13b and 13c at higher temperature. It was therefore concluded that removing the DIPEA entirely in future reactions would be beneficial both in terms of improving the selectivity of the reaction and facilitating purification. During the course of this initial DoE study, a pure sample of the byproduct 13d was isolated and the structure confirmed. This byproduct is evidently formed through thermal decomposition of the solvent to generate dimethylamine which then undergoes an S_NAr reaction with the chloropyrimidine 11. A switch in solvent was therefore necessary to avoid the formation of 13d, and we elected to make use of our newly developed PCA solvent map to evaluate an area of solvent space for this transformation, alongside temperature and concentration as the other important variables. We chose to incorporate solvent as a two-dimensional parameter in the design to provide a useful preliminary insight into the effect of the main two solvent principle components on the reaction (r1 and r2). Although these first two principle components only accurately model 55% of the original solvent properties, this is sufficient to provide an insight into which areas of solvent space are suitable for a particular reaction, and a further more detailed solvent optimisation can then be carried out subsequently if required. Solvents were selected approximately in each quadrant of the map, taking into account the temperature range to be studied, their compatibility with microwave heating and their ability to solubilise the reagents. Dimethyl-
acetamide (105), 1-butanol (7), cyclopentyl methyl ether (50) and dipropyl ether (60) were selected as ‘corner’ points, with propionitrile (119) as a centre point (Fig. 9).

The DoE study also included temperature (100–140 °C) and concentration (0.1–0.5 M) as factors, and this required a total of eight experiments plus three centre points to give a resolution IV design in which individual factors are well resolved but interactions between factors are confounded.

As expected, the solvolysis product 13d was not observed in most solvents although it was still formed in one of the high temperature reactions carried out in DMA. An excellent model was obtained using multiple linear regression (MLR) for predicting the yield of the desired product 13a (Fig. 10). The factors affecting the yield of 13a are shown in the coefficient plot (Fig. 11). Temperature and concentration are the most significant factors, with higher temperature and higher concentration leading to an improvement in yield as might be expected. The interactions between factors are not fully resolved using a resolution IV design, so care must be taken in interpreting the results. The solvent dependence is somewhat complicated, with the two principle components potentially showing a significant interaction (though as the interactions are not resolved this interaction between t1 and t2 is confounded with the interaction between temperature and concentration; similarly the interaction between t1 and concentration is confounded with the interaction between t2 and temperature). However, subsequent preparative experiments confirmed that the solvent was an important factor.22 Thus, whilst neither principle component is very important as a factor in its own right, there is a strong interaction with the most favourable areas of solvent space being either high t1/low t2 or low t1/high t2. This interaction is illustrated by the plot in Fig. 12. This suggests that either DMA or Pr2O are preferable for the reaction, with the latter being slightly more effective – a somewhat unusual choice of solvent for an S_NAr reaction! Furthermore, it was observed that the product 13a (and unreacted amine 12) often precipitated out of Pr2O at the end of the reaction, facilitating purification of the product. Satisfyingly, by carrying out the reaction at high concentration/temperature in Pr2O, a 57% isolated yield of product 13a was obtained (Scheme 5), along with small amounts of products 13b and 13c (and 13% recovered starting material). This gave material in sufficient quantity and purity for the project, so no further optimisation was carried out from this point onwards.

Fig. 9 Solvents selected for screening in the second DoE study.

Fig. 10 Fit of the model obtained for the DoE for the yield of 13a.

Fig. 11 Coefficient plot generated from the MODDE experimental design showing the factors influencing the yield of 13a.

Fig. 12 Graph showing the interaction between the two solvent principle components (t1 and t2).
Conclusions

The potential benefits of the ‘Design of Experiments’ approach to reaction optimisation for the development of new methodology have been discussed, with a discussion of how the technique can be applied to reactions during their development. A new PCA solvent map has been developed specifically for use in new reaction development incorporating 136 solvents which offer a wide range of different properties. The application of the new PCA solvent map for identifying alternatives to toxic chlorinated solvents has been demonstrated, and it has also been used in the DoE optimisation of an S_NAr reaction. Interestingly, it was demonstrated that this reaction works well in solvents in opposite corners of the solvent map – DMA or Pr_2O. The latter choice was shown to be highly effective both for reaction effect and for ease of purification of the S_NAr product, and would most likely not have been considered a viable solvent to test in a traditional ‘optimisation’ study.
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