Abstract

In this work we study generalization guarantees for the metric learning problem, where the metric is induced by a neural network type embedding of the data. Specifically, we provide uniform generalization bounds for two regimes – the sparse regime, and a non-sparse regime which we term bounded amplification. The sparse regime bounds correspond to situations where \( \ell_1 \)-type norms of the parameters are small. Similarly to the situation in classification, solutions satisfying such bounds can be obtained by an appropriate regularization of the problem. On the other hand, unregularized SGD optimization of a metric learning loss typically does not produce sparse solutions. We show that despite this lack of sparsity, by relying on a different, new property of the solutions, it is still possible to provide dimension free generalization guarantees. Consequently, these bounds can explain generalization in non-sparse real experimental situations. We illustrate the studied phenomena on the MNIST and 20newsgroups datasets.

1 Introduction

Metric Learning, \cite{Bellet2015}, is the problem of finding a metric \( \rho \) on the space of features, such that \( \rho \) reflects some semantic properties of a given task. Generally, the input can be thought of as a set of labeled pairs \( \{(x_i, x'_i, y_i)\}_{i=1}^n \), where \( x_i, x'_i \in \mathbb{R}^d \) are the features, and \( y_i \) is the label, indicating whether \( x_i \) and \( x'_i \) should be close in the metric or far apart. For instance, in face identification, \cite{Schroff2015}, features \( x_i \) and \( x'_i \) corresponding to the same face should be close in \( \rho \), while different faces should be far apart.

Note that the above metric learning formulation is fairly general and one can convert supervised clustering, or even standard classification problems into metric learning simply by setting \( y_i = 1 \) if \( x_i \) and \( x'_i \) have the same original label and \( y_i = 0 \) otherwise \cite{Davis2007, Weinberger2009, Cao2016, Khosla2020, Chicco2020}.

The metric \( \rho \) is typically assumed to be the Euclidean metric taken after a linear or non-linear embedding of the features. That is, we consider a parametric family \( F^* \) of embeddings into a \( k \)-dimensional space, \( f^*: \mathbb{R}^d \to \mathbb{R}^k \), and set

\[
\rho(x, x') = \rho_{k, f^*}(x, x') = \frac{1}{k} \| f^*(x) - f^*(x') \|_2^2. \tag{1}
\]

As an example, Figure 1 shows tSNE plots, \cite{Maaten2008}, of the classical 20newsgroups dataset. Figure 1a was generated using the regular bag of words representation of the data (see Section 6 for additional details) while Figure 1b was generated by applying tSNE to an embedding of the data (of the form (1) below) learned by minimizing a loss based on labels, as described above. Clearly, there is no discernible relation between the label and the metric in the raw representation, but there is a strong relation in the learned metric. One can also
obtain similar conclusions, and quantify them, by, for instance, replacing tSNE with spectral clustering.

The uniform generalization problem for metric learning is the following: Given a family of embeddings $F^*$, provide bounds, that hold uniformly for all $f^* \in F^*$, on the difference between the expected value of the loss and the average value of the loss on the train set; see Section 2 for a formal definition. Such bounds guarantee, for instance, that the train set would not be overfitted. Given a family of embeddings $F^*$, consider the family $F$ of functions $f: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ of the form

$$F = \{ f(x, x') = \rho_{k, f^*}(x, x') \mid f^* \in F^* \}. \quad (2)$$

We refer to these as the distance functions, which map a pair of features into their distance after the embedding. Well known arguments imply that one can obtain generalization bounds for $F^*$ by providing upper bounds on the Rademacher complexity $\mathcal{R}_n(F)$ of the family of the scalar functions $F$. Therefore in what follows, we discuss directly the upper bounds on $\mathcal{R}_n(F)$ for various families $F^*$. We refer to Sections 2 and 4 for formal definitions and details on the relation between $F^*, F, \mathcal{R}_n(F)$, and generalization bounds.

### 1.1 Sparsity Based Bounds

In this paper our goal is to provide generalization bounds for neural network type non-linear embeddings $f^*$. Specifically, we will be interested in embeddings $f^*: \mathbb{R}^d \to \mathbb{R}^k$ of the form

$$f^*(x) = \phi(A^t x) \quad (3)$$

where $A \in \mathbb{R}^{d \times k}$ is a matrix and $\phi: \mathbb{R} \to \mathbb{R}$ is a Lipschitz non-linearity which acts on $A^t x$ coordinatewise. Equivalently, these embeddings are given by a single layer of a neural network. We note that the single layer case is the essential hard case for the metric learning problem. It is interesting in its own right, and moreover, multi-layer guarantees can easily be obtained by combining the single layer case with the methods used in the derivation of the existing neural network bounds. Additional details are provided in Remark 6. In view of this, in most parts of this paper we will concentrate on the single layer case.

Let $\|A\|_{op}$ denote the spectral norm, and set $\|A\|_{2,1} = \sum_{i=1}^k \|A, i\|_2$, where $A, i$ is the $i$-th column of $A$. Let $F^*$ be the set of embedding of the form (3) induced by some set of matrices $G$. In what follows we identify $G$ and $F^*$ and refer to $F^*$ directly as the set of matrices, where the embeddings are assumed to be of the form (3). We further assume that input feature norms are bounded by some $b > 0, \|x\|_2 \leq b$. Recall that $n$ is the number of samples.

Our first result is the following generalization bound (up to constants and logarithmic terms):

$$\mathcal{R}_n(F) \leq \frac{b^2 \|\phi\|_{\text{Lip}}^2 \sup_{A \in F^*} \|A\|_{op} \sup_{A \in F^*} \|A\|_{2,1}}{kn}. \quad (4)$$

The full statement and proof of this result are given as Theorem 1. This bound is the direct analog, in the metric learning setting, of the strongest currently known uniform bounds for neural network classification, [Bartlett et al., 2017], which are also formulated in terms of $\|\cdot\|_{op}$ and $\|\cdot\|_{2,1}$ norms. Bounds using these norms may generally be regarded as sparsity type bounds – if we control the sum of the norms...
of coordinate functionals, then we control generalization. In particular, this bound will be small if only a small number of output coordinate functionals (i.e. columns of $A$) have large norms. This is similar to the standard $\ell_1$ regularized logistic regression, where we want only a small number of coefficients to be large.

### 1.2 Bounded Amplification Based Bounds

If the $\|A\|_{2,1}$ is forced to be small, for instance by adding an appropriate regularization term to the loss, then the learned $A$ will be sparse and (4) may explain generalization. However, solutions obtained by stochastic gradient descent without regularization are not sparse. We illustrate this in Section 6 using standard datasets. In these experiments an embedding is learned by minimizing the loss with SGD without any regularization (or at least, without $\|\cdot\|_2$ regularization), and we observe the behavior of the norms for a range of values of $k$. We find that on the one hand, for large values of $k$ the generalization gap stays bounded, there is no overfitting. On the other hand, for the learned matrices $A$ the norm $\|A\|_{2,1}$ grows linearly with $k$ while $\|\cdot\|_{op}$ grows as $\sqrt{k}$. This in particular means that the left hand side of (4) grows as $\sqrt{k}$, which suggests that it cannot explain the observed generalization.

Consequently, to explain the above generalization, we introduce a different bound. Denote $\|A\|_{2,\infty} = \max_{i \leq k} \|A_i\|_2$. Then (again, up to logarithmic terms) we have:

$$\mathfrak{R}_n(\mathcal{F}) \leq \frac{b^2 \sup_{A \in \mathcal{F}} \|A\|_{2,\infty}^2}{\sqrt{n}}. \quad (5)$$

This will be shown in Theorem 4. In the experiments we observe that $\|A\|_{2,\infty}$ remains roughly constant as a function of $k$, and therefore this bound does explain the generalization. Even more importantly, however, the bound (5) is remarkable because there is no sparsity control term for columns and yet it is still dimension free. That is, the feature and embedding dimensions, $d$ and $k$, do not enter the bound.

Put differently, typically sparsity implies generalization because while the problem may have many parameters, only few of them will be non-zero at each instance of the problem, and thus “effective” number of parameters is low, [Hastie et al., 2015, Bartlett et al., 2017, Zhou et al., 2019]. In contrast, in (5), all $k$ columns can have the same non zero Euclidean norm $a$, the “effective” number of parameters can be arbitrarily high, and yet the bound will not deteriorate when the number of samples $n$ is fixed and $k$ is growing. We refer to situations where only $\|A\|_{2,\infty}$ is bounded as the bounded amplification regime, as distinguished from the sparse regime. The boundedness here refers to the fact that each column individually still should be $\ell_2$ bounded.

It is important to note that the normalization by $k$ in (4) is crucial to the fact that (5) is dimension free. In Remark 7 we discuss in detail why this is an appropriate normalization for this case. It is also worth noting that among the bounds (4) and (5) none is stronger than the other, i.e., it is not true that (4) implies (5) or vice versa. Rather, they apply to genuinely different types of embeddings $f^*$, those that minimize the $\|\cdot\|_{2,1}$-regularized loss, and those that minimize the unregularized one.

### 1.3 Methods

We now briefly describe the ideas underlying the proofs. To prove (4) we take the classical approach of bounding the covering numbers of the set of $\|\cdot\|_{2,1}$ bounded matrices, using an estimate from [Bartlett et al., 2017], which in turn is an extension of estimates in [Zhang, 2002], [Bartlett, 1998]. The Rademacher bound then follows from the Dudley entropy bound. However, this method does not seem to yield (5), and provides bounds that are off by a $\sqrt{k}$ factor. Thus, to prove (5) we take a different approach.

We give two proofs for (5), both of which exploit the particular structure of the metric (1) as an average over the coordinates. Equivalently, the distance $\rho_{i,j}$ can be viewed as a voting outcome by an ensemble of individual coordinates. The first argument is based on the sub-additivity of Rademacher complexities and makes a direct use of the average structure as above. The second argument is a dimension reduction scheme. This argument gives a somewhat
1.4 Contributions

To conclude this Section we summarize the contributions of this work: (i) For metric learning with non linear embeddings, we prove generalization bounds which depend only on the norms $\|\cdot\|_2, \|\cdot\|_{op}$ of the embedding matrix, similarly to the recent neural network classification bounds. (ii) We introduce a new type of bounds, the bounded amplification type bounds, with dependence only on the norms $\|\cdot\|_2, \|\cdot\|_{\infty}$ of the embedding matrix, similarly to the recent neural network classification bounds. (iii) We observe empirically that the above bounded amplification regime of matrix weights occurs naturally in basic experiments on standard datasets. Our new bounds therefore can explain, in standard situations, dimension independence that can not be explained by the more common types of bounds.

The rest of this paper is organized as follows: In Section 2 we overview the necessary background on metric learning and generalization. Literature and related work are discussed in Section 3. In Section 4 we provide the notation required for the formal discussion of the results. Section 5 contains the statements of the results and overviews of the proofs. Some of full proofs are deferred to the Supplementary Material due to space constraints. Experiments are described in Section 6. In Section 7 we conclude the paper and discuss future work.

2 Metric Learning Background

As discussed in Section 1, we assume that the training data is given as a set $\{(x_i, x'_i, y_i)\}_{i=1}^n$ of labeled feature pairs, which we assume to be sampled independently from some distribution $D$ on $\mathbb{R}^d \times \mathbb{R}^d \times Y$, where $Y$ is some set of label values. It is usually sufficient to take $Y = \{0, 1\}$. Note that there may be dependence within the pair, i.e. $x'_i$ may depend on $x_i$.

The quality of the embedding $f^*$ on a data point $((x, x'), y)$ is measured via a loss function $\ell$, which usually depends on $((x, x'), y)$ only through the metric $\rho_{k, f^*}$. That is, we assume that there is a fixed function $\ell : \mathbb{R} \times Y \rightarrow [0, 1]$, such that the loss of $f^* \in F^*$ on a data point $((x, x'), y)$ is given by $L_{f^*}((x, x'), y) = \ell(\rho_{k, f^*}((x, x'), y_i))$. A typical example of a loss $\ell$ is the following version of the margin loss:

$$\ell^\lambda_{S,D}(\rho, y) = \begin{cases} \min(1, \lambda \cdot ReLU(\rho - S)) & \text{if } y = 1 \\ \min(1, \lambda \cdot ReLU(D - \rho)) & \text{otherwise,} \end{cases}$$

where $ReLU(x) = \max(0, x)$. As discussed in Section 1, this loss embodies the principle that $(x, x')$ should be close iff $y = 1$, by penalizing distances above $S$ when $y = 1$ and penalizing distances below $D$ otherwise.

The overall loss on the data, or the empirical risk, is given by

$$\hat{R}_{f^*} = \frac{1}{n} \sum_{i=1}^n L_{f^*}((x_i, x'_i), y_i).$$

The expected risk is given by $R_{f^*} = \mathbb{E}_{((x, x'), y) \sim D} L_{f^*}((x, x'), y)$. The uniform generalization problem of metric learning is similar to the generalization problem of classification: One is interested in conditions on the family $F^*$ under which the gap between expected and empirical risks, $R_{f^*} - \hat{R}_{f^*}$, is small for all $f^* \in F^*$.

Finally, since $\{(x_i, x'_i, y_i)\}_{i=1}^n$ are independent, standard results imply that to control the uniform generalization bounds of the risk, it is sufficient to control the Rademacher complexity of the family $F$ of distance value functions induced by $F^*$, as defined in (2). Specifically, we have that (see Mohri et al., 2018 Theorem 3.3 and Lemma 5.7),

$$\sup_{f^* \in F} R_{f^*} - \hat{R}_{f^*} \leq 2 \|\ell\|_{Lip} R_n(F) + \sqrt{\log \delta^{-1}} \frac{1}{2n}$$
holds with probability at least $1 - \delta$. Here $\mathfrak{R}_n(\mathcal{F})$ is the Rademacher complexity of $\mathcal{F}$ and $\|\ell\|_{\text{Lip}}$ is the Lipschitz constant of $\ell$ as a function of its first coordinate.

### 3 Literature

A general survey of the field of metric learning can be found in [Bellet et al., 2015]. See also [Chicco, 2020] for a survey of recent applications in deep learning contexts. In these situations, the metric learning loss is sometimes referred to as a Siamese network.

Up to now, generalization guarantees in metric learning were only studied in the linear setting, i.e. for embeddings of the form $\phi(x) = x$. In particular, all literature cited in this Section deals with the linear case.

As discussed in Sections 1 and 2 in this paper, we use the formal setting introduced in [Verma and Branson, 2015], where we assume that the data comes as a set of iid feature pairs with a label per pair, $((x_i, x'_i), y_i)_{i=1}^n$. In this setting, the empirical risk is given by (6). In the special case where the data comes with a label per feature, $(x_i, l_i)_{i=1}^n$, one can use an alternative notion of empirical risk, given by

$$
\hat{R}_f = \frac{1}{n(n-1)} \sum_{i=1}^n \sum_{j \neq i} L_f((x_i, x_j), 1_{\{i \neq j\}}),
$$

(7)

which is viewed as a second order U-statistic, see [Cao et al., 2016]. That is, instead of considering the input as a set of independently sampled pairs, which can be obtained from the $(x_i, l_i)_{i=1}^n$ by, for instance, creating pairs out of consecutive samples, in (7) one considers all possible pairs. On one hand, compared to the risk $\hat{R}_f$ defined by (6), for small datasets $\hat{R}_f$ might make a somewhat better use of the data. On the other hand, $\hat{R}_f$ is less general, since the data does not necessarily have to be generated by the label-per-feature setting, and moreover, even evaluating (7) may be computationally difficult since the number of terms in the sum is quadratic in dataset size. In practice, the empirical loss used is somewhere between $\hat{R}_f$ and $\hat{R}_f$.

The generalization setting considered here is that of the uniform generalization bounds, see [Mohri et al., 2018]. Alternatively, in [Wang et al., 2019], [Lei et al., 2020], the linear case of metric learning was studied in the framework of algorithmic stability ([Bousquet and Elisseeff, 2002], [Feldman and Vondrak, 2019], [Bousquet et al., 2020]). In these works, stability, and consequently generalization bounds, were obtained for an appropriately regularized empirical risk minimization (ERM) procedure. We note that these methods rely strongly on the (uniform) convexity of the underlying problem, and are unlikely to be generalized to non linear settings. In [Bellet and Habrard, 2015], [Christmann and Zhou, 2016], linear metric learning was studied in the framework of algorithmic robustness, [Xu and Mannor, 2012].

Finally, uniform bounds for the linear case were studied in [Verma and Branson, 2015], and similar results for the version of risk as in (7) were obtained in [Cao et al., 2016]. In particular it was shown in [Verma and Branson, 2015] that

$$
\mathfrak{R}_n(\mathcal{F}) \leq \frac{2}{n} \sup_{A \in \mathcal{F}, \|A\|_F} \|AA^t\|_F.
$$

(8)

One can show that both (4) and (5) can be derived from this bound using known matrix norm inequalities. The bound (8) itself is derived in [Verma and Branson, 2015] using a relatively short elegant argument involving only the Cauchy Schwartz inequality. However, this argument can be applied only when $\phi$ is the identity. Similarly to the situation in classification, for the non-linear settings other arguments are required.

### 4 Notation

For a vector $v = (v_1, \ldots, v_m) \in \mathbb{R}^m$, the $\ell_p$ norm is denoted by $\|v\|_p = \left(\sum_{j=1}^m |v_j|^p_1\right)^{1/p}$. For a matrix $A \in \mathbb{R}^{d \times k}$, and $1 \leq p, s \leq \infty$, denote $\|A\|_{p,s} = \left\|\left(\|A_1\|_p, \ldots, \|A_k\|_p\right)\right\|_s$. That is, one first computes the $p$-th norm of the columns and then the $s$-th norm of the vector of these norms. Note that
\[\|A\|_{2,2} = \|A\|_2 \] is the Frobenius norm. Denote by \(\|A\|_{op}\) the spectral norm of \(A\). Throughout \(\phi : \mathbb{R} \to \mathbb{R}\) will denote the non-linearity, with Lipschitz constant \(\|\phi\|_{Lip}\) and such that \(\phi(0) = 0\).

The \(\varepsilon\) covering number of a set \(A \subseteq \mathbb{R}^n\), denoted \(N(A, \varepsilon)\) is the minimal size of a set \(B \subseteq A\) such that for every \(x \in A\) there is \(y \in B\) s.t. \(\|x - y\| \leq \varepsilon\). The Rademacher complexity of a set \(F \subseteq \mathbb{R}^n\) is defined by

\[
\mathcal{R}(F) = \frac{1}{n} \mathbb{E}_\varepsilon \sup_{f \in F} \sum_{i=1}^n \varepsilon_i f_i
\]

where \(\varepsilon_i\) are independent Bernoulli variables with \(\mathbb{P}(\varepsilon_i = 1) = \mathbb{P}(\varepsilon_i = -1) = \frac{1}{2}\). If \(F\) is a family of functions rather than a subset of \(\mathbb{R}^n\), as in \([2]\), then we set \(\mathcal{R}_n(F) := \mathcal{R}(F_{|x,x'})\) where \(F_{|x,x'} \subseteq \mathbb{R}^n\) is the restriction of \(F\) to the training set (see also Section 5.1).

We use the standard notation \(O(\cdot)\) and \(\Omega(\cdot)\) for upper bounded and equivalent, respectively, up to absolute constants. \(\Omega(\cdot)\) will denote upper boundedness up to absolute constants and logarithmic terms.

## 5 Results

In Section 5.1 we state the sparse regime bound, Theorem 1 and provide an overview of the proof. The full proof is given in Supplementary Material Section A. We also derive Corollary 3 which is a version of the bounded amplification bound, but with an additional \(\sqrt{d}\) factor. Both proofs of the non sparse bound apply Corollary 3 with smaller values of \(k\).

In Section 5.2 we state the bounded amplification result, Theorem 4 as discussed in Section 1.3 we give two proofs for Theorem 4, the first of which is given in Supplementary Material Section B. We then discuss the dimension reduction argument and prove the fundamental underlying approximation result, Lemma 5. The derivation of the Rademacher complexity bound from Lemma 5 is given in Supplementary Material Section C.

### 5.1 Sparse Case

We use the setting described in Section 1. Assume that we are given feature pairs \(\{(x_i, x'_i)\}_{i=1}^n \subseteq \mathbb{R}^d \times \mathbb{R}^d\), where each pair was sampled independently from some distribution on such pairs. Note that there may be dependence inside pairs, i.e. \(x_i\) may depend on \(x'_i\), only the pairs themselves are assumed independent.

These inputs are organized as two matrices, \(X, X' \in \mathbb{R}^{n \times d}\), with rows \(x_i\) and \(x'_i\) respectively.

Define a shorthand for the normalized squared Euclidean norm on \(\mathbb{R}^k\), \(\zeta_k(x, x') = \frac{1}{k} \|x - x'\|_2^2\) for \(x, x' \in \mathbb{R}^k\). Let \(G \subseteq \mathbb{R}^{d \times k}\) be a set of matrices. We will be interested in the family of vectors

\[
\mathcal{F}_k(G) = \mathcal{F}_{X, X', k}(G)
\]

\[
\mathcal{F}_k(G) = \{ (\zeta_k(\phi(A^i x_i), \phi(A^i x'_i)) \}_{i=1}^n \mid A \in G \} \subseteq \mathbb{R}^n,
\]

for various sets \(G\) of matrices. In words, \(\mathcal{F}_k(G)\) is the set of distance functions \(f(x, x') = \zeta_k(\phi(A^i x), \phi(A^i x'))\) induced by \(A \in G\), restricted to the input \((x_i, x'_i)\) \(\forall i\). As discussed in Section 2 bounds on \(\mathcal{R}(\mathcal{F}_k(G))\) imply generalization bounds for metric learning with matrices in \(G\).

**Theorem 1.** Given \(a, a' > 0\), set

\[
\mathcal{J}^k_{a, a'} = \left\{ A : A \in \mathbb{R}^{d \times k}, \|A\|_{2,1} \leq a, \|A\|_{op} \leq a' \right\}.
\]

Assume that \(\|x_i\| \leq b\) for all \(i \leq n\). Then

\[
\mathcal{R}(\mathcal{F}_k(\mathcal{J}^k_{a, a'})) \leq \Omega \left(\frac{1}{n} + \frac{aa' b^2 \|\phi\|_{Lip}^2}{k \sqrt{n}}\right).
\]

We now briefly sketch the proof of Theorem 1. The full proof is given in Supplementary Material Section A. As discussed in Section 1.3 to prove Theorem 1 we bound the covering numbers \(N(\mathcal{F}_k(\mathcal{J}^k_{a, a'})), \varepsilon)\). The Rademacher complexity bound then follows using standard considerations, via the Dudley entropy integral bound.

To bound \(N(\mathcal{F}_k(\mathcal{J}^k_{a, a'}), \varepsilon)\) we will use following covering lemma from \([Bartlett et al., 2017]\), stated for the case of \(\|A\|_{2,1}\) norms.

**Lemma 2** \([Bartlett et al., 2017]\). For any \(a > 0\), set

\[
\mathcal{J}^k_a = \left\{ A : A \in \mathbb{R}^{d \times k}, \|A\|_{2,1} \leq a \right\} \subset \mathbb{R}^{d \times k},
\]
and for any $X \in \mathbb{R}^{n \times d}$ and a set of matrices $\mathcal{G} \subset \mathbb{R}^{d \times k}$ set $X \mathcal{G} = \{XA \mid A \in \mathcal{G}\} \subset \mathbb{R}^{n \times k}$. Then for any $\varepsilon > 0,$

$$\log N(X \mathcal{G}^k_{a}, \varepsilon) \leq \frac{a^2 \|X\|^2}{\varepsilon^2} \log (2dk).$$ \hspace{1cm} (13)

The proof of this Lemma in [Bartlett et al., 2017] is based on Maurey’s Lemma, similarly to the arguments in [Zhang, 2002], [Bartlett, 1998]. We note that one can instead directly estimate the supremum of the Rademacher process indexed by $X \mathcal{G}^k_{a}$. Then Sudakov minoration, [Vershynin, 2018], would yield a slight improvement upon (13), with no dependence inside the logarithm.

Next, define a set of $n \times 2k$ matrices $\mathcal{Z}$ by $\mathcal{Z} = \{(XA, X'A) \mid A \in \mathcal{G}^k_{a}\} \subset \mathbb{R}^{n \times 2k}$. Let $\phi \mathcal{Z} := \{\phi(z) \mid z \in \mathcal{Z}\}$ where $\phi$ is applied coordinatewise, and let $\zeta_k : \mathbb{R}^{d \times 2k} \to \mathbb{R}^n$ be the mapping that applies $\zeta_k$ to the rows of elements in $\mathbb{R}^{d \times 2k}$. Observe that by definition, $\mathcal{F}_k(\mathcal{G}^k_{a,a'}) = \zeta_k(\phi \mathcal{Z})$. Now, using Lemma 2 we can bound $N(\mathcal{Z}, \varepsilon)$. Then using Lipschitzity of the mappings $\mathcal{Z} \to \phi \mathcal{Z}$ and $\zeta_k$, this translates to a bound on $N(\mathcal{F}_k(\mathcal{G}^k_{a,a}), \varepsilon)$.

We now consider the bounded amplification case Corollary: Given $a > 0$, set

$$\mathcal{G}^k_{a} = \left\{A \mid A \in \mathbb{R}^{d \times k}, \|A\|_{2,\infty} \leq a \right\}. \hspace{1cm} (14)$$

Corollary 3. Assume that $\|x_i\| \leq b$ for all $i \leq n$. Then for the set $\mathcal{G}^k_{a}$ defined by (14) we have

$$\mathcal{R} \left( \mathcal{F}_k(\mathcal{G}^k_{a}) \right) \leq \mathcal{O} \left( \frac{1}{n} + \frac{a^2b^2 \sqrt{k} \|\phi\|^2}{\sqrt{n}} \right). \hspace{1cm} (15)$$

The proof is given in Supplementary Material Section C.

5.2 Bounded Amplification Case

Theorem 4. Assume that $\|x_i\| \leq b$ for all $i \leq n$. Then for the set $\mathcal{G}^k_{a}$ defined by (14) we have

$$\mathcal{R} \left( \mathcal{F}_k(\mathcal{G}^k_{a}) \right) \leq \mathcal{O} \left( \frac{1}{n} + \frac{a^2b^2 \|\phi\|^2}{\sqrt{n}} \right). \hspace{1cm} (16)$$

The proof of this result is given in Section C of the supplementary material. We will now discuss a dimension reduction proof, which yields a somewhat weaker, but still dimension independent bound:

$$\mathcal{R} \left( \mathcal{F}_k(\mathcal{G}^k_{a}) \right) \leq \mathcal{O} \left( \frac{1}{n} + \frac{a^2b^2 \|\phi\|^2}{n^{1/4}} \right). \hspace{1cm} (17)$$

To make notation more compact, for any $l > 0$ denote $\mathcal{F}_l = \mathcal{F}_l(\mathcal{G}^k_{a})$. The main step of the proof of (17), Lemma 5, is to show that every $f \in \mathcal{F}_k$ can be approximated by $f \in \mathcal{F}_l$ for any $l \leq k$, such that, roughly, $\|f - f\|_{\infty} \leq 1/\sqrt{l}$. This can be equivalently restated as follows: The set $\mathcal{F}_l$, of $l$-dimensional distance functions, approximates any $\mathcal{F}_k$ up to $1/\sqrt{l}$, independently of $k$. We refer to this property as $l$-uniform approximability, with rate $1/\sqrt{l}$.

Lemma 5. For any $l \leq k$, for any $f \in \mathcal{F}_k$, there is $f \in \mathcal{F}_l$ such that

$$\|f - f\|_{\infty} \leq \frac{(ab \|\phi\|_{\text{Lip}})^2 \sqrt{\log 4n}}{\sqrt{l}}. \hspace{1cm} (18)$$

Proof. Fix $i \leq n$, and $A \in \mathcal{G}^k_{a}$. For $j \leq k$ set $r_j = (\phi(A^t x_i) - \phi(A^t x_i')))^2$ and denote $r = (r_1, \ldots, r_k) \in \mathbb{R}^k$. Set $\bar{r} = \frac{1}{k} \sum_{j=1}^{k} r_j$. We have by definition that $\zeta_k(\phi(A^t x_i), \phi(A^t x_i')) = \bar{r}$. To obtain an approximation in $\mathbb{R}^l$, we will choose $l$ coordinates $r_j$ at random and consider the restriction to these coordinates.

For $l > 0$ let $\pi : \mathbb{R}^k \to \mathbb{R}^l$ be a random coordinate projection. That is, choose indices $i_1, \ldots, i_l$ independently at random from $\{1, \ldots, k\}$ and set $\pi(v) = (v_{i_1}, \ldots, v_{i_l})$ for all $v \in \mathbb{R}^k$. Denote by $\bar{r}$ the empirical average $\bar{r} = \pi \bar{r} = \frac{1}{l} \sum_{j=1}^{l} (\pi r)_j$.

Note that for every $j \leq k$, $\phi(\langle A_j, x_i \rangle) \leq ab \|\phi\|_{\text{Lip}}$ and thus $\|r\|_{\infty} \leq a^2b^2 \|\phi\|^2_{\text{Lip}}$. Therefore by Bernstein’s inequality, [Boucheron et al., 2013],

$$\mathbb{P}_\pi \left( |\bar{r} - \bar{r}| > t \right) \leq 2e^{\exp \left( -l \cdot t^2 / \left( (ab \|\phi\|_{\text{Lip}})^4 \right) \right)}. \hspace{1cm} (19)$$

Finally, recall that $r$ depends on $i$. Repeating this for
If one denotes \( f \) depends on the features only through the metric \( \rho \) particular structure of the loss. That is, that the loss compared to a regular classification problem is the Remark 6. proof. have shown that for the particular \( \pi \) note by \( A\pi \) in Supplementary Material Section D. appropriate choice of \( \rho \) in (1). Finally, given \( A \in \mathbb{R}^{d \times k} \) and \( \pi = (i_1, \ldots, i_t) \), denote by \( A\pi \in \mathbb{R}^{d \times t} \) the restriction of \( A \) to \( \pi \), \( A\pi = (A_{i_1}, \ldots, A_{i_t}) \). Note that if \( A \in \mathcal{G}_A^k \) then \( A\pi \in \mathcal{G}_A^t \). If one denotes \( f_A(i) = \zeta_k(\phi(A^t x_i), \phi(A^t x'_i)) \), then we have shown that for the particular \( \pi \) found above max \( i \leq n \) \( |f_A(i) - f_A\pi(i)| \leq t_0 \), thereby completing the proof.

To prove (17) from Lemma 5 it is suffices to note that for any \( l < k \) one can write \( \mathfrak{R}(\mathcal{F}_k(\mathcal{G}_A^k)) \leq \mathfrak{R}(\mathcal{F}_l(\mathcal{G}_A^l)) + \mathfrak{R}(\Delta \mathcal{F}_{k, l}) \) where \( \Delta \mathcal{F}_{k, l} = \{ f - \hat{f} \mid f \in \mathcal{F} \} \). The first term can be bounded by Corollary 3, the second by Lemma 5 and an appropriate choice of \( l \) yields (17). The full details are given in Supplementary Material Section D.

We conclude this Section with a brief discussion of the multi-layer networks and of the role of the normalization by \( k \) in (1).

Remark 6. The special feature of metric learning compared to a regular classification problem is the particular structure of the loss. That is, that the loss depends only on the features through the metric \( \rho \). In Theorem 1 however, we have only exploited the Lipschitzness of \( \rho \). We therefore note that it is possible to obtain a multi-layer version of Theorem 1 simply by replacing in our proof the single layer covering numbers bound (13) with a multi-layer bound ([Bartlett et al., 2017], Theorem 3.3).

Moreover, since both our proofs of Theorem 1 eventually invoke Theorem 1 for low \( k \), it is clearly possible to also extend Theorem 4 to the multi-layer case. In that case, the bound would depend on the \( \| \cdot \|_{op} \) and \( \| \cdot \|_{2,1} \) norms of all the layers except the last one, in a way similar to Theorem 1.1, [Bartlett et al., 2017]. The dependence on the last layer, however, would be only through \( \| \cdot \|_{2,\infty} \).

In particular, we would still have \( \sqrt{k} \) factor improvement over Theorem 1. On the other hand, it seems unlikely that the special properties of \( \rho \) can be pushed further, to have only \( \| \cdot \|_{2,\infty} \) dependence also in lower layers.

Remark 7. As noted earlier, the normalization by \( k \) in (1) (or in the definition of \( \zeta_k \)) is crucial to the fact that (5) is dimension free. However, this is a natural normalization, ensuring that the values of \( \rho_{k, f^*} \) are of the same magnitude \( (0 \leq \rho_{k, f^*} \leq 4 \| A \|_{2,\infty}^2 b^2) \) independently of \( k \), rather than explode with \( k \). Note that if one normalized by anything of larger order than \( k \), then the situation would have been degenerate, since \( \rho_{k, f^*} \) values would simply be vanishing as \( k \) grows. However, with normalization by \( k \) this is not the case. The values of \( \rho_{k, f^*} \) stay bounded but non-vanishing, while the number of parameters grows with \( k \). Equivalently, while the magnitude of the values of \( \rho_{k, f^*} \) stays bounded, the family of functions \( \mathcal{F}_k(\mathcal{G}_A^l) \) becomes strictly larger as \( k \) grows. Thus the fact that the Rademacher complexity (5) is bounded independently of \( k \) is non-trivial.

6 Experiments

In this Section we empirically make the following observations: (a) The bounded amplification regime introduced in this paper, where \( \| A \|_{2,\infty} \) is bounded while \( \| A \|_{2,1} \) and \( \| A \|_{op} \) grow with \( k \), occurs naturally in practice. For instance, we observe this on the MNIST data, trained without any regularization terms. (b) The generalization gap, i.e. the difference between train and test loss, does not grow with \( k \), for \( k \) in the range from 1 to 5000, as suggested by the theory. In other words, we can increase \( k \) arbitrarily, without risking overfitting. (c) The non-linear embeddings, even with a single layer, can perform better than the linear ones. Note that this point is not necessarily completely obvious. The linear embeddings are fairly powerful, and can, for instance, do things such as removing coordinates that are irrelevant to the label, thereby improving the relation between the metric and the label. Nevertheless, we find that on both our datasets, a sigmoid non-linearity improves the performance of the embedding.
We consider two classical datasets, the MNIST dataset of handwritten digits \[\text{mnist Dataset,}\] and the 20newsgroups dataset \[\text{20newsgroups Dataset,}\], which consists of newsgroups emails, labeled according to the group. To make illustrations simpler, we restrict the 20newsgroups to the first 10 labels. While MNIST is generally nicely behaved, the 20newsgroups is not. In particular, it consists of about \(n = 7500\) samples in dimension \(d = 15000 > n\), and this would require explicitly regularizing \(\|A\|_{\infty,\infty}\). In all cases, we consider a single layer fully connected embedding, as in \[\text{[1]},\] where the activation function \(\phi\) is either \(\phi(x) = x\) (linear case) or \(\phi(x) = \sigma(x) = \frac{1}{1+e^{-x}}\).

To perform the optimization, we sample feature/label pairs \((x,l), (x',l')\) independently from the train set, and minimize the loss using SGD on batches of such pairs, until convergence. The loss that we use is

\[
\ell(x, x', l, l') = 9 \cdot \text{ReLU}(\rho(x, x')) \cdot 1_{l=l'} + \text{ReLU}(D - \rho(x, x')) \cdot 1_{l \neq l'},
\]

where \(\rho(x, x')\) is the distance after the embedding, given by \[\text{[1]}\]. This loss is a version of the loss \(\ell_{S,LD}(\rho, y)\) introduced in Section \[\text{[2]}\], where the same class case is weighted by 9. Our datasets have 10 roughly balanced labels, and therefore the probability of the event \(l = l'\) is about 1/10. Thus the multiplier 9 helps in giving similar weights to the separation \(l \neq l'\) and the compression \(l = l'\) conditions, enforced by the respective terms in \[\text{[21]}\]. For train or test evaluation, we sample the pairs \((x, l), (x', l')\) from the train or test set, respectively, and compute the mean value of \(\ell(x, x', l, l')\) on these samples. For MNIST we use the upper threshold \(D = 0.5\), while for 20newsgroups we set \(D = 0.1\).

Each experiment was repeated 6 times, and every value in Figures \[\text{[2]}\] is a mean over 6 outcome values. Every value also has an error bar which indicates the magnitude of the standard deviation around the mean. However, in most cases, these bars are so small compared to the magnitude of the mean, that they are not visible in the figures. Additional details on the experimental setting are given in Supplementary Material Section \[\text{[E]}\]. The full code that was used for the experiments is also provided as Supplementary Material. We now discuss each dataset separately.

### 6.1 MNIST

For MNIST, the feature dimension is \(d = 28 \cdot 28 = 784\). As mentioned earlier, in this experiment we do not use any regularization terms on the embedding weight matrix \(A\). The results are shown in Figure \[\text{[2]}\]. First, Figure \[\text{[2a]}\] shows the norms of \(A\) after the convergence of the optimization, for the sigmoid embeddings. The \(\|A\|_{2,\infty}\) is given by the green solid line, for values of \(k\) ranging from 1 to 5000. The values of \(\|A\|_{2,1}/k\) and \(\|A\|_{\text{op}}/\sqrt{k}\) are given by the dashed red and purple lines, respectively. The fact that all three lines remain of the same magnitude throughout the whole range of \(k\) means that the standard non-regularized SGD optimization works in this case in the bounded amplification regime. That is, the
The $\|A\|_{2,\infty}$ norm remains roughly bounded while $\|A\|_{2,1}$ grows linearly with $k$ and $\|A\|_{op}$ grows linearly with $\sqrt{k}$. The situation for the linear case is similar (see Figure 4a in the Supplementary Material).

Next, we consider the losses on train and test sets, Figure 2b. For the sigmoid embedding, the blue solid line is the loss evaluated on the train set, while the blue dashed line is the test loss. Observe that the lines are practically identical as $k$ grows. This may appear somewhat counterintuitive at first. However, according to Figure 2b, we are in the non-linear case regime. Therefore our results, in particular Theorem 4, suggest that indeed the generalization gap should be independent of $k$. Similar picture occurs for the linear case, as shown by the orange lines. Note that the non-linear loss is considerably lower than the linear one.

Finally, since the loss expression (21) is rather involved, it may be unclear from the raw values of the loss whether there is actually any good separation of the labels in the learned metric. In Figure 2c, we show explicitly the same class and different class components of the loss. That is, for the sigmoid embedding, the solid blue line in Figure 2c is the average of the quantity $ReLU(\rho(x,x'))$ over pairs of features $(x,x')$ on test set for which $l = l'$ (that is, conditioned on the fact that labels are equal), while the dashed blue line is the average of $ReLU(0.5 - \rho(x,x'))$ on pairs with $l \neq l'$. Thus for instance, for $k = 10$, at least on average, points with the same label are at distance 0.07 while points with different labels are at distance $0.5 - 0.12 = 0.38$.

6.2 Newsgroups

As mentioned earlier, the 20newsgroups dataset was restricted to the first 10 labels. Each email was represented as a bag-of-words vector over $d = 15000$ most common tokens in the dataset. Each vector was then normalized to have Euclidean norm 1. This dataset contains 9640 samples, of which 20% were taken at random as the test set, leaving $n = 7700$ train samples. Since $d > n$, one can in principle severely overfit the data even with $k = 1$. Thus one has to control the $\|A\|_{2,\infty}$ norm, which was achieved by adding the term $\frac{1}{d} \|A\|_{2,\infty}^2$ to the loss (21) in the sigmoid case, and $\frac{1}{d} \|A\|_{2,\infty}^2$ in the linear case. The regularization values 0.1 and 1.0 above where chosen such as to yield the best test performance at $k = 10$ in their respective cases.

The experiment results are shown in Figure 3, with plots similar to those of the MNIST dataset. In particular, we see in Figure 3b that while we enforce the bounded $\|A\|_{2,\infty}$ norm constraint with the regularization term, there was no sparsity, i.e. $\|A\|_{2,1}$ and $\|A\|_{op}$ grew with $k$, as in the MNIST case. The generalization gap, Figure 3c was considerable, but it was the same gap throughout the larger values of $k$ ($k \geq 5$). This can also be seen in Figure 3c – the values of the same class/different class expectations on the test set remain relatively constant over the
range of $k$. Recall that the test set for $k = 50$ was shown in Figure 1B and corresponds to fairly good label separation, as can be expected from the values in Figure 3c.

7 Conclusion

In this work we have provided the first uniform generalization guarantees for metric learning with a non-linear embedding. In particular, we have shown that dimension free generalization is possible in the non-sparse regime.

We believe that further study of the non sparse regime, and in particular understanding better in which other situations the non sparse regime occurs, and what are the associated bounds, would significantly advance our understanding overparametrized systems. In addition, observe that almost any family of sets $\mathcal{U}_l \subset \mathbb{R}^n$, $l \geq 1$, (given, say, trivial compactness constraints) has the $l$-approximability property, as introduced in Section 5.2 for some, necessarily vanishing, rate. We believe that the study of machine learning problems through the lens of such rates of their induced restrictions $\mathcal{U}_l$ is a very promising new research direction.
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A Proof of Theorem 1

We will require the following bound on the Lipschitz constant of $\zeta_k$.

**Lemma 8.** For $x, x', y, y' \in \mathbb{R}^k$ set $\gamma = \max \{ \|x\|_2, \|x'\|_2, \|y\|_2, \|y'\|_2 \}$. Then

$$|\zeta_k(x, x') - \zeta_k(y, y')| \leq \frac{8\gamma}{k} (\|x - y\|_2 + \|x' - y'\|_2).$$

**(Proof.** Set $\Delta = x - y$, $\Delta' = x' - y'$. Clearly $\|x - x'\|_2 \leq 2\gamma$, and $\|\Delta - \Delta'\|_2 \leq 4\gamma$. We have

$$|\zeta_k(x, x') - \zeta_k(y, y')|$$

$$= \frac{1}{k} \left| \|x - x'\|_2^2 - \|x - \Delta + \Delta'\|_2^2 \right|$$

$$= \frac{1}{k} \left| -2 \langle x - x', \Delta - \Delta' \rangle - \|\Delta - \Delta'\|_2^2 \right|$$

$$= \frac{1}{k} \left| -2 \langle x - x', \Delta - \Delta' \rangle - \langle \Delta - \Delta', \Delta - \Delta' \rangle \right|$$

$$\leq \frac{1}{k} (4\gamma (\|\Delta\|_2 + \|\Delta'\|_2) + 4\gamma (\|\Delta\|_2 + \|\Delta'\|_2)).$$

\]

**Proof of Theorem 2** Denote throughout of the proof $\mathcal{F} := \mathcal{F}_k(\mathcal{J}_{a,o}^Z)$. Our plan is to bound the covering numbers $\log N(\mathcal{F}, \varepsilon)$ and then to use the Dudley entropy bound for the Rademacher complexity. Fix $\varepsilon > 0$. Let $\mathcal{M}$ and $\mathcal{M}'$ be $\varepsilon$-covers for the sets $X, \mathcal{J}_{a,o}^Z$ and $X', \mathcal{J}_{a',o'}^{Z'}$, such that $\log |\mathcal{M}|$ and $\log |\mathcal{M}'|$ are at most $\frac{a^{2k+2}}{\varepsilon} \log (2dk)$, as guaranteed by Lemma 2. Then the set $\mathcal{M} \times \mathcal{M}'$ is an $\sqrt{2}\varepsilon$-cover for the set $\mathcal{Z} = \{(XA, X'A) \mid A \in \mathcal{J}_{a,o}^{Z} \} \subset \mathbb{R}^{n \times 2k}$. Note that the elements of $\mathcal{M} \times \mathcal{M}'$ are not necessarily members of $\mathcal{Z}$. However, by taking projections onto $\mathcal{Z}$, we can find an $2\sqrt{2}\varepsilon$-cover of size at most $|\mathcal{M}| \times |\mathcal{M}'|$ with elements inside $\mathcal{Z}$. Denote such a cover by $\mathcal{P}$.

Let $\phi \mathcal{Z}$ denote the image of $\mathcal{Z}$ under $\phi$, acting coordinatewise, and denote by $\hat{\zeta}_k : \mathbb{R}^{n \times 2k} \to \mathbb{R}^n$ the map that applies $\zeta_k$ on the rows. In particular, for every $A$ and every coordinate $i \leq n$, we have

$$\hat{\zeta}_k(\phi((XA, X'A)))_i = \zeta_k(\phi(A^tx_i), \phi(A'^tx'_i)).$$

Equivalently, by definition, we have that $\mathcal{F} = \hat{\zeta}_k(\phi(\mathcal{Z}))$.

Finally, since $\phi(0) = 0$, for any $x_i$ and $A \in \mathcal{J}_{a,o}^{Z}$ we have

$$\|\phi(A^tx_i)\|_2 \leq ba' \|\phi\|_{Lip}.$$  

(24)

It therefore follows by Lemma 8 that $\hat{\zeta}_k$ is $\sqrt{28ba'\|\phi\|_{Lip}}$-Lipschitz as a function from $\phi(\mathcal{Z})$ to $\mathbb{R}^n$. Consequently, a $2\sqrt{2}\varepsilon$-cover $\mathcal{P}$ of $\mathcal{Z}$ is mapped by $\hat{\zeta}_k \circ \phi$ into a $2\sqrt{2} \cdot \frac{\sqrt{28ba'\|\phi\|_{Lip}}}{k} \cdot \|\phi\|_{Lip} \cdot \varepsilon$-cover of $\mathcal{F}$.
Combining the above statements, we have shown that there is an absolute constant $c > 0$ such that for any $\varepsilon > 0$,
\[
\log \mathcal{N}(\mathcal{F}, \varepsilon) \leq \frac{a^2 a^2 b^4 n \|\phi\|_{\text{Lip}}^4}{k^2 \varepsilon^2} \log (2dk). \tag{25}
\]

Set $D = \text{diam}(\mathcal{F}) = \sup_{u, v \in \mathcal{F}} \|u - v\|_2$. Using (24) again, we have $D \leq \frac{4b^2 a^2 \|\phi\|_{\text{Lip}}^2}{k} \cdot \sqrt{n}$. Next, by Dudley’s entropy bound, \cite{Vershynin, 2018}, and using (25), for any $\delta > 0$,
\[
\mathcal{R}(\mathcal{F}) \leq \frac{4\delta}{\sqrt{n}} + \frac{12}{n} \int_0^{D/2} \sqrt{\log \mathcal{N}(\mathcal{F}, \varepsilon)} d\varepsilon
\leq \frac{4\delta}{\sqrt{n}} + \frac{12\sqrt{n} \sup_{v \in \mathcal{F}} \|\phi\|_{\text{Lip}}^2}{k} \log \left(\frac{D}{\delta}\right).
\]
Taking $\delta = \frac{1}{\sqrt{n}}$ and using the above bound on $D$ completes the proof. \hfill \Box

**B Proof of Corollary 3**

**Proof.** For any $A \in \mathbb{R}^{d \times k}$, we have $\|A\|_{2,1} \leq k \|A\|_{2,\infty}$ and $\|A\|_{\text{op}} \leq \sqrt{k} \|A\|_{2,\infty}$. The first inequality follows immediately from the definitions. For the second inequality observe that
\[
\|A\|_{\text{op}} = \|A\|_{\text{op}} = \sup_{\|v\|_2 = 1} \|A'v\| = \sup_{\|v\|_2 = 1} \left(\sum_{i=1}^k \langle A_{i,i} \rangle^2 \right)^{1/2}
\leq \left(\max_{1 \leq i \leq k} \|A_{i,i}\|_{2,2} \right)^{1/2} = \sqrt{k} \|A\|_{2,\infty}.
\]
The two inequalities above imply that $G^k_a \subset \mathcal{F}_{k, a, \sqrt{k}a}$ and thus the Corollary follows from Theorem 1. \hfill \Box

**C First Proof of Theorem 4**

**Proof 1 of Theorem 4.** For any set of families of functions $\mathcal{H}_i$, $i \leq m$, define the sum $\oplus_{i=1}^m \mathcal{H}_i$ by $\oplus_{i=1}^m \mathcal{H}_i = \{g = \sum_{i=1}^m h_i \mid h_i \in \mathcal{H}_i\}$. For a scalar $\alpha$ set also $\alpha \mathcal{H} = \{\alpha h \mid h \in \mathcal{H}\}$. We observe the following:
\[
\mathcal{F}_k(G^k_a) = \frac{1}{k} (\oplus_{i=1}^k \mathcal{F}_1(G^1_a)), \tag{26}
\]
where the expression on the right handside is the sum of $\mathcal{F}_1(G^1_a)$ taken $k$ times, normalized by $\frac{1}{k}$. This equality is a consequence of the definition of $\zeta_k$ as an average, and of the fact that $G^k_a$ is a product set of its individual columns. More explicitly, given $A \in G^k_a$, the vector in $\mathcal{F}_k(G^k_a)$ corresponding to $A$ is, by definition, $(\zeta_k(\phi(A'x_i), \phi(A'x'_i)))_{i=1}^n \in \mathbb{R}^n$. For a fixed coordinate $i \leq n$ we have
\[
\zeta_k(\phi(A'x_i), \phi(A'x'_i)) = \frac{1}{k} \sum_{j=1}^k (\phi((A'x_i)_j) - \phi((A'x'_i)_j))^2
= \frac{1}{k} \sum_{j=1}^k (\phi(A'x_i)_j - \phi(A'x'_i)_j)^2, \tag{27}
\]
where \((A^t x)_j\) is the \(j\)-th coordinate of \((A^t x_i)\) and \(A^t_j x_i\) is the product of \(A \) restricted to its \(j\)-th column with \(x_i\). Since each term in the sum (27) is in \(G_k^1\), the claim (26) follows.

Next, one can readily verify that for any set of families \(\mathcal{H}_i\), we have \(\mathcal{R}(\oplus_m \mathcal{H}_m) = \sum_{i=1}^m \mathcal{R}(\mathcal{H}_i)\), and \(\mathcal{R}(\alpha \mathcal{H}) = \alpha \mathcal{R}(\mathcal{H})\) for \(\alpha \geq 0\) (see [Bartlett and Mendelson, 2002], [Mohri et al., 2018]). Therefore, using (26) we have

\[
\mathcal{R}(\mathcal{F}_k(G_k^1)) = \mathcal{R}(\mathcal{F}_1(G_1^1)).
\] (28)

The statement now follows from Corollary 3 applied with \(k = 1\).

\[\square\]

D Second Proof of Theorem 4

Proof 2 of Theorem 4. Dimension Reduction: Fix \(l < k\), and set \(t_0 = \left(\frac{ab\|\phi\|_{Lip}}{\sqrt{l}}\right)^2 \sqrt{\log 4n} \frac{1}{\sqrt{l}}\). By Lemma 5 for every \(f \in \mathcal{F}_k\) one can write \(f = \hat{f} + (f - \hat{f})\) such that \(\hat{f} \in \mathcal{F}_l\) and \(\|f - \hat{f}\|_\infty \leq t_0\). It follows that

\[
\mathcal{R}(\mathcal{F}_k) = \frac{1}{n} \mathbb{E}_x \sup_{f \in \mathcal{F}_k} \sum_{i=1}^n \varepsilon_i f_i
\]

\[
\leq \frac{1}{n} \mathbb{E}_x \sup_{f \in \mathcal{F}_l} \sum_{i=1}^n \varepsilon_i f_i + \frac{1}{n} \mathbb{E}_x \sup_{\|f\|_\infty \leq t_0} \sum_{i=1}^n \varepsilon_i f_i
\]

\[
\leq \mathcal{R}(\mathcal{F}_l) + t_0
\]

\[
\leq \left(1 + c \cdot \frac{a^2b^2\sqrt{l}\|\phi\|_{Lip}^2}{\sqrt{n}} \log \left(na^2\sqrt{l}\|\phi\|_{Lip}\right)\right)
\]

\[
+ \left(\frac{ab\|\phi\|_{Lip}}{\sqrt{l}}\right)^2 \sqrt{\log 4n} \frac{1}{\sqrt{l}},
\]

where the last inequality follows by Corollary 3. Minimizing the above expression in \(l\) yields (17).

\[\square\]

E Additional Details on Experiments

- The full code of the experiments is provided as a Supplementary Material. The code is based on the Tensorflow framework. Details on the invocation can be found in the README.md file.

- The precise process of sampling the pairs \((x, x')\) was as follows: We fix two batch sizes \(Bx, By\), typically \(Bx = By = 500\). We take a batch \(S_1\) of size \(Bx\) and another, independent batch, \(S_2\), of size \(By\). Then the set \(S\) of all feature pairs \((x, x')\) such that \(x \in S_1\) and \(x' \in S_2\) is created, with corresponding labels \(y\) as described in Section 1. This \(S\) is fed to the optimizer as a single batch.

- An epoch is when first batch iterator, \(S_1\), finishes a single iteration over the whole data. The data is permuted at the end of the epoch.

- All experiments were run for 180 epochs. Convergence typically occurred much earlier, around 30 to 50 epochs, depending on the value of \(k\).
(a) MNIST Experiment. $\|A\|_{2,\infty}$, $\|A\|_{2,1}/k$ and $\|A\|_{op}/\sqrt{k}$ Weight Norms, Linear Embedding.

(b) Newsgroups Experiment. $\|A\|_{2,\infty}$, $\|A\|_{2,1}/k$ and $\|A\|_{op}/\sqrt{k}$ Weight Norms, Linear Embedding.

- All experiments were run on a GTX 1080 GPU, with Tensorflow 2.0. A single run of the longest experiment, MNIST with $k = 5000$, took under 150 minutes to complete. All experiments combined, with repetitions, finish running in under 48 hours.