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Abstract
In the literature, there is a strong interest to identify and define activation functions which can improve neural network performance. In recent years there is a renovated interest of the scientific community in investigating activation functions which can be trained during the learning process, usually referred as \textit{trainable}, \textit{learnable} or \textit{adaptable} activation functions. They appear to lead to better network performance. Diverse and heterogeneous models of trainable activation function have been proposed in the literature. In this paper, we present a survey of these models. Starting from a discussion on the use of the term “activation function” in literature, we propose a taxonomy of trainable activation functions, highlight common and distinctive proprieties of recent and past models, and discuss on main advantages and limitations of this type of approach. We show that many of the proposed approaches are equivalent to add neuron layers which use fixed activation functions (\textit{non-trainable} activation functions) and some simple local rule constrains the corresponding weight layers.
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1. Introduction

The introduction of new activation functions has contributed to renewing the interest of the scientific community toward neural networks, having a
central role for the expressiveness of artificial neural networks. For example, the use of ReLU (Glorot et al., 2011), Leaky ReLU (Maas et al., 2013), parametric ReLU (He et al., 2015), and similar activation functions (for example, (Dugas et al., 2000; Clevert et al., 2016)), has shown to improve the network performances significantly, thanks to properties as the no saturation feature that helps to avoid typical learning problems as vanishing gradient (Bishop, 2006). Thus, individuating new activation functions that potentially can improve the results is still an open field of research. In this research line, an investigated and promising approach is the possibility to determine an appropriate activation function by learning. In other words, the key idea is to involve the activation functions in the learning process together (or separately) with the other parameters of the network such as weights and biases, thus obtaining a trained activation function. In the literature we usually find the expression “trainable activation functions”, however the expressions “learneable”, “adaptive” or “adaptable” activation functions are also used, see, for example, (Scardapane et al., 2018; Apicella et al., 2019; Qian et al., 2018). Many and heterogeneous trainable activation function models have been proposed in the literature, and in recent years there is a particular interest in this topic, see Figure 1.

Figure 1: Number of papers by year on trainable activation functions. Source: Scopus, query: (((trainable activation" OR "learnable activation") OR "adaptive activation") OR "adaptable activation") AND "neural networks")
In this paper, we present a survey of trainable activation functions in the neural network domain, highlighting either general and peculiar proprieties of recent and past approaches. In particular, we examine trainable activation functions in the context of feed-forward neural networks, although many of the approaches that we are going to discuss can also be applied to recurrent neural networks. In the first place, the relevant and critical properties of these approaches are isolated. Taking into consideration this analysis, we propose a taxonomy that characterizes and classifies these functions according to their definition. Moreover, we show that many of the proposed approaches are equivalent to adding neuron layers which use fixed activation functions (non-trainable activation functions) and some simple local rule constrains the corresponding weight layers. Also, based on this taxonomy, we discuss the expressivity of these functions and the performances that were achieved when neural networks with trainable activation functions were used.

In order to explain and analyze better the various models of trainable activation function, we start describing what is usually meant by the expressions “feed-forward neural network” and “activation function”, summarizing the main non-trainable (fixed) activation functions proposed in the literature so far.

Definitions and symbols

Multi-Layer Feed Forward (MLFF) networks are composed of \( N \) elementary computing units (neurons), which are organized in \( L > 1 \) layers. The first layer of an MLFF network is composed of \( d \) input variables. Each neuron \( i \) belonging to a layer \( l \), with \( 1 \leq l \leq L \), may receive connections from all the neurons (or input variables in case of \( l = 1 \)) of the previous layer \( l - 1 \). Each connection is associated with a real value called weight.

The flow of computation proceeds from the first layer to the last layer (forward propagation). The last neuron layer is called output layer, the remaining neuron layers are called hidden layers. The computation of a neuron \( i \) belonging to the layer \( l \) corresponds to a two-step process: first the neuron input \( a^l_i \) is computed, and then the neuron output (or activation) \( z^l_i \). The neuron input \( a^l_i \) is usually constructed as a linear combination of its incoming input values, corresponding to the output of the previous layer:

\[
a^l_i = \sum_j w^l_{ij} z^{l-1}_j + b^l_i \text{ where } w^l_{ij} \text{ is the weight of the connection going to the neuron } j \text{ belonging to the layer } l - 1 \text{ to the neuron } i \text{ belonging to the layer } l, \]

\( b^l_i \) is a parameter said bias, \( z^{l-1}_j \) is the output of the neuron \( j \) belonging to the layer \( l - 1 \) (or the input variables, if \( l = 1 \)), and \( j \) runs on the indexes of the
neurons of the layer $l-1$ (or the input variables, if $l=1$) which send connections to the neuron $i$. In a standard matrix notation, $a_i^l$ can be expressed as $a_i^l = (w_i^l)^T z^{l-1} + b_i$, where $w_i^l$ is the weight column vector associated to the neuron $i$ belonging to the layer $l$ and $z^{l-1}$ is the column vector corresponding to the output of the neurons belonging to the layer $l-1$. If $l=1$ the vector $z^{l-1}$ corresponds to the input variables. The neuron output (or activation) $z_i^l$ is usually computed by a differentiable, non linear function $f(\cdot)$: $z_i^l = f(a_i^l)$.

In this network model, the nonlinear functions $f(\cdot)$ are generally chosen as simple fixed functions such as the logistic sigmoid or the tanh functions, and they are usually called activation functions.

**Activation functions: a brief historical excursus**

The expression *activation function* has not always used with today’s meaning, since other expressions have been used in literature, as *transfer function* or *output function*. In some cases, *transfer function* is used as synonym of *activation function* (such as in [Hagan et al., 1996]) but, in other cases, there is a clear distinction between the different forms. For instance, in a well known survey [Duch and Jankowski, 1999], the two forms “activation function” and “output function”, assume different meanings; more precisely: “the activation function determines the total signal a neuron receives. The value of the activation function is usually scalar and the arguments are vectors. The second function determining neuron’s signal processing is the output function [...]”, operating on scalar activations and returning scalar values. Typically a squashing function is used to keep the output values within specified bounds. These two functions together determine the values of the neuron outgoing signals. The composition of the activation and the output function is called the transfer function”. In a nutshell, [Duch and Jankowski, 1999] distinguish among:

- **activation function** $I(z)$: an internal transformation of the input values $z$. The most common artificial neuron model makes a weighted sum of the input values, that is $I(z) = w^T z + b$ where $w, b$ are said neuron parameters (or weights) and the bias, respectively;

- **output function** $o(a)$: a function which returns the output value of the neuron using the activation value $a = I(z)$, i.e. $o : a \in \mathbb{R} \rightarrow o(a) \in \mathbb{R}$. However, the largest part of the recent literature usually refers to this function as *activation function*, so giving a different meaning respect to the word *activation*;
• **transfer function** $T(z)$: the composition of output function and activation function, that is $T(z) = o(I(z))$.

This distinction between activation, output and transfer function was not used in previous research works, such as in [Haykin, 1994], where an activation function is “[...] a squashing function in that it squashes (limits) the permissible amplitude range of the output signal to some finite value”. Here, it is clear that the “activation function” is what [Duch and Jankowski, 1999] defined as “output function”. The terminology and the formalization used in [Haykin, 1994] is the most used in the literature. For example, [DasGupta and Schnitger, 1993] defines an activation function as a member of “a class of real-valued functions, where each function is defined on some subset of $\mathbb{R}$”.

In [Goodfellow et al., 2016] an activation function is “a fixed nonlinear function”. The nonlinearity requirement comes from [Cybenko, 1989; Hornik et al., 1989] where it is shown that the activation functions have to be non-constant, bounded and monotonically-increasing continuous to ensure the network’s universal approximator property (see Section 3). In [Müller et al., 2012] the activation function is introduced as “A transfer function $f_i$ [...] defined for each [network] node $i$, which determines the state of the node as a function composed of its bias, the weights of incoming links, and the states of nodes connected to it”, so using again the term transfer and activation in an interchangeable manner. In [Eldan and Shamir, 2016] an activation function is clearly defined as any $f : \mathbb{R} \to \mathbb{R}$ function. All these definitions agree in defining an activation function as a functional mapping between two subsets of the real numbers provided that this function meets suitable requirements to guarantee the MLFF network’s universal approximator property.

An exception seems to be [Hagan et al., 1996], where the expressions “activation function” and “transfer function” are used indistinctly as synonyms of what the authors in [Duch and Jankowski, 1999] call “output function”. More precisely, in [Hagan et al., 1996] the authors define the activation/transfer function as the function which “produces the scalar neuron output [...]. The transfer function [... may be a linear or a nonlinear function [...]. A particular transfer function is chosen to satisfy some specification of the problem that the neuron is attempting to solve”.

In another direction, part of the literature about trainable activation functions loses the concept of activation function as reported in works such as [DasGupta and Schnitger, 1993; Haykin, 1994; Goodfellow et al., 2016], proposing instead new neuron architectures which seem to work without a
clearly-defined activation function, generating an output that is different from
a simple non-linearity applied to a linear combination of the neuron inputs.
These approaches seem to change all the internal neuron behavior, so, instead
to trainable activation functions, if we want to keep the distinction reported
in [Duch and Jankowski 1999], we should refer to these as trainable transfer
function.

Summarising, in this work, unless otherwise specified, we focus on activa-
tion functions as defined in [Haykin 1994, Goodfellow et al. 2016], i.e.,
we consider as “input function” an internal transformation of the neuron’s
input values $z$, usually $I(z) = w^T z + b$, as “activation function” a function
$f : \mathbb{R} \rightarrow \mathbb{R}$ which returns the output (or activation) value of the neuron
using the input value $a = I(z)$, and as “transfer function” the composition
of activation function and input function, that is $T(z) = f(a) = f(I(z))$.
Furthermore, the words trainable, learnable and adaptable are used as syn-
onyms.

In this work, we give three main contributions; the first one is a survey
on the current state of the art of trainable activation functions and the ob-
tained results. The second one consists of highlighting relevant and critical
properties of these approaches. Taking into consideration this analysis, we
propose a taxonomy that characterizes and classifies these functions accord-
ing to their definition. The last contribution is to show that, in many cases,
using a trainable activation is equivalent to use a deeper neural network
model with additional constraints on the parameters.

The work is so organized as follows: in Section 2 we propose a possi-
ble activation functions taxonomy, distinguishing them between fixed and
trainable ones. In Section 3 we give a brief summary of the most used fixed
activation functions, while in Section 4 and 5 we make a survey of the state of
art of the trainable activation functions; in Section 6 we discuss the obtained
performances in literature. Section 7 is left to final remarks.

2. A taxonomy of activation functions

In this work, we propose a possible taxonomy of the main activation
functions presented in the literature, see Figure 2. As stated in the previous
section, we focus on activation functions as defined in [Haykin 1994, Good-
fellow et al. 2016], i.e., the output of a neuron is computed by a two-step
process: first the input of the neuron is computed by a functional mapping
from $R^n$ to $R$ (usually a weighted sum), then the output (or activation) of the neuron is computed by the activation function which is a functional mapping from $R$ to $R$. This way to compute the neuron output is widely used in literature and de facto it is the standard in artificial neural networks. However, a number of significant neural network models which implement different approaches have been presented in literature. Among these models we have isolated a subset of them which can be interpreted as “trainable transfer functions”. In our taxonomy we put them as a distinct class, and we discuss on trainable transfer functions in Section 5.

The primary classification is based on the possibility of modifying the activation function shape during the training phase. So, one can isolate two main categories:
fixed-shape activation functions: all the activation functions with a fixed shape, for example, all the classic activation functions used in neural network literature, such as sigmoid, tanh, ReLU, fall in this category. However, since the introduction of rectified functions (as ReLU) can be considered a turning point in the literature contributing to improving the neural network performances significantly and increasing the interest of the scientific community, we can further divide this class of functions in:

- rectified-based function: all the functions belonging to the rectifier family, such as ReLU, LReLU, etc.

- classic activation function: all the functions that are not in the rectifier family, such as the sigmoid, tanh, step functions.

trainable activation functions: this class contains all the activation functions the shape of which is learned during the training phase. The idea behind this kind of functions is to search a good function shape using knowledge given by the training data. However, we will show that several trainable activation functions can be reduced to classical feed-forward neural subnetworks composed of neurons equipped with classical fixed activation functions, grafted into the main neural network only by adding further layers. In other terms, a neural network architecture equipped with trainable activation functions can have a similar (if not the same) behaviour of a deeper network architecture equipped with just classic (fixed) activation functions, in some cases by adding simple constraints on the network parameters, e.g., by fixing some weights or sharing them (as in convolutional networks) and by proper arranging of the layers.

Taking into account all these considerations, between all the trainable activation functions described into the literature we can isolate two different families:

- parameterized standard functions: in this case, we consider all the trainable functions derived from standard fixed activation functions with the addition of a set of trainable parameters. In other words, they are defined as a parameterized version of a standard fixed function whose parameter values are learned from data. We
will see later that several of these functions can be expressed in terms of subnetworks.

- Functions based on ensemble methods: they are defined by mixing several distinct functions. A common way to mix different functions is combining them linearly, that is the final activation functions are modelled in terms of linear combinations of one-variable functions. We group together all these activation functions in a subclass that we named linear combination of one-to-one functions. In this case, these one-variable functions can, in turn, have additional parameters. Many of these approaches can be expressed in terms of MLFF subnetworks which receive just one single input value, as we will discuss in Section 4.2.1. By contrast, some activation functions are already proposed, in the original papers, in terms of one or more sub-networks which can be in turn described as a linear combination of one-to-one functions. Moreover, other functions are modelled in an analytic form. We will show that also in this case, many of these functions can be modelled as sub-networks nested into the main network architecture.

The next two sections describe the distinctive features of activation function classes which have been isolated by our taxonomy and discuss some advantages and limitations of the different approaches.

3. Fixed-shape activation functions

With the expression fixed-shape activation functions, we indicate all the activation functions which are defined without parameters that can be modified during the training phase.

Since many trainable activation functions in the literature are proposed as a combination or variation of fixed-activation functions, this section presents a brief description of the main fixed-shape activation functions used in neural networks. Several studies which compare different fixed activation functions have been made over the years, see for example (Sibi et al., 2013; Xu et al., 2015; 2016; Pedamonti, 2018; Nwankpa et al., 2018).

This section is divided into two parts. The former is dedicated to the classic activation functions used primarily in the past. The latter is about ReLU and its possible improvements given by changing its basic shape.
3.1. Classic activation functions

A short and partial list of the most common activation functions used in Neural Network literature is given in Table 1.

In (Cybenko, 1989; Hornik et al., 1989) it is shown that any continuous function defined on a compact subset, can be approximated arbitrarily well by a feed-forward network with a single hidden layer (shallow network), provided that the number of hidden neurons is sufficiently large and the activation functions are non-constant, bounded and monotonically-increasing continuous functions. This theorem demonstrated that activation functions like the identity function or any other linear function, used for example in early Neural Networks as ADALINE or MADALINE (Widrow and Hoff, 1960; Widrow and Lehr, 1990), cannot approximate any continuous function. Therefore, for many years, bounded activation functions such as sigmoid (Cybenko, 1988) or hyperbolic tangent (Chen, 1990) have been the most used activation functions for neural networks.

Over the years, several studies showed how bounded activation functions could reach excellent results, especially in shallow network architectures (see for example (Glorot et al., 2011; Pedamonti, 2018)). Unfortunately, the training of networks equipped with these functions suffers from the vanishing gradient problem (see (Bengio et al., 1994)) when networks with many layers

| Name                     | Expression                        | Range         |
|--------------------------|-----------------------------------|---------------|
| Identity                 | \( id(a) = a \)                   | \((-\infty, +\infty)\) |
| Step (Heavyside)         | \( Th_{\geq 0}(a) = \begin{cases} 0 & \text{if } a < 0 \\ 1 & \text{otherwise} \end{cases} \) | \([0, 1]\) |
| Bipolar                  | \( B(a) = \begin{cases} -1 & \text{if } a < 0 \\ 1 & \text{otherwise} \end{cases} \) | \([-1, 1]\) |
| Sigmoid                  | \( \sigma(a) = \frac{1}{1+e^{-a}} \) | \((0, 1)\) |
| Bipolar sigmoid          | \( \sigma_B(a) = \frac{1}{1+e^{-a}} \) | \((0, 1)\) |
| Hyperbolic tangent       | \( \tanh(a) \)                   | \((-1, 1)\) |
| Hard hyperbolic tangent  | \( \tanh_H(a) = \max(-1, \min(1, a)) \) | \([-1, 1]\) |
| Absolute value           | \( \text{abs}(a) = |a| \)        | \([0, +\infty)\) |
| Cosine                   | \( \cos(a) \)                    | \([-1, 1]\) |

Table 1: Some of the most used fixed activation functions.
Deep Neural Networks (DNN) are used, compromising the network training. In (Pinkus, 1999; Sonoda and Murata, 2017) it was shown that the requirements specified in (Cybenko, 1989; Hornik et al., 1989) for the activation functions to give to a network the universal approximation property were too strong, showing that also neural networks equipped with unbounded but non-polynomial activation functions (e.g. ReLU, (Nair and Hinton, 2010)) are universal approximators. Furthermore, unbounded activation functions seem to attenuate the vanishing gradient problem (see (Nair and Hinton, 2010)), opening new frontiers in neural networks and machine learning research.

3.2. Rectifier-based activation functions

Over the last years, many different activation functions have been proposed, most of which inspired by the success obtained by ReLU (Glorot et al., 2011), and therefore based on a similar shape, with small variations, compared to the original function. This kind of activation functions is the standard de facto in current neural network architectures, overcoming other such classic functions as sigmoid and tanh used in the past. One of the first studies that showed the performance improvements of networks equipped with rectifier-based activation functions was (Glorot et al., 2011), where DNNs equipped with ReLU activation functions improved the performances if compared to networks with sigmoid units. As stated above, the main benefit of using rectified activation functions is to avoid the vanishing gradient problem (Bengio et al., 1994), which has been one of the main problems for deep networks for many years. Various efforts continue to be made in the scientific community to find new activation functions to improve neural network performances. However, the research on classic activation functions has not come to an end, for example, properties on these functions are still discussed in recent studies (Gulcehre et al., 2016; Xu et al., 2016).

In the remainder of this subsection, we identify the main characteristics of ReLU and ReLU-family functions.

ReLU. This function, defined as ReLU$(a) = \max(0, a)$, has significant positive features:

- It alleviates the vanishing gradient problem being not bounded in at least one direction;
• It facilitates sparse coding (Tessitore and Prevete, 2011; Montalto et al., 2015), as the percentage of neurons that are really active at the same time is usually very low. The benefits of sparsity are described in (Glorot et al., 2011) and can be resumed in a better dimensionality of the representation and a more significant invariance to slight input changes.

However, ReLU function is not clear from defects, as the “dying” ReLU problem (Maas et al., 2013) or the non-differentiability at zero, that appears when a large negative bias is learned causing the output of the neuron to be always zero regardless of the input. Consequently, in the following, we discuss some ReLU variants.

**Leaky ReLU**: One of the earliest rectified-based activation function based on ReLU was LReLU (Maas et al., 2013).

LReLU function was an attempt to alleviate the potential problems of the ReLU mentioned above. It is defined as:

$$LReLU(a) = \begin{cases} 
  a & \text{if } a > 0 \\
  0.01 \cdot a & \text{otherwise.} 
\end{cases}$$

A Leaky Rectifier Activation Function allows the unit to give a small gradient when the unit is saturated and not active, i.e., when $a \leq 0$. However, the authors show empirically that Leaky rectifiers perform nearly identically to standard rectifiers, resulting in a negligible impact on network performances.

A randomized version (Randomized Leaky ReLU), where the weight value for $a$ is sampled by a uniform distribution $U(l, u)$ with $0 \leq l < u < 1$ was also proposed in (Xu et al., 2015).

**Truncated Rectified.** Authors in (Memisevic et al., 2014), tackle the problem to find alternatives to ReLu focusing on a particular type of DNN (Autoencoders), starting from the observation that this type of network tends to have large negative bias, which can have several side effects on the learning process (see (Memisevic et al., 2014) for further details). From this observation, the authors propose the Truncated Rectified as activation function which can be defined as:

$$TRec_t(a) = \begin{cases} 
  a & \text{if } a > t \\
  0 & \text{otherwise.} 
\end{cases}$$
Note that the $t$ point is a non-continuity point, unlike ReLU in which the threshold point (which is 0) is only a non-differentiable point. Authors use TRec only during training, and then replace it with ReLU during testing. The authors make this choice in order to obtain both sparse coding and the minimizing of the error function without any kind of weight regularization.

**Softplus.** Introduced by [Dugas et al. 2000], the softplus function can be seen as a smooth approximation of ReLU function. It is defined as

\[
\text{softplus}(a) = \log(1 + \exp(a))
\]

The smoother form and the lack of points of non-differentiation could suggest a better behavior and an easier training as an activation function. However, experimental results [Glorot et al., 2011] tend to contradict this hypothesis, suggesting that ReLU properties can help supervised training better than softplus functions.

**Exponential Linear Unit (ELU).** Introduced in [Clevert et al., 2016], the ELU is an activation function that keeps the identity for positive arguments but with non-zero values for negative ones. It is defined as:

\[
\text{ELU}(a) = \begin{cases} 
  a & \text{if } a > 0 \\
  \alpha \cdot (\exp(a) - 1) & \text{otherwise}
\end{cases}
\]

where $\alpha$ controls the value for negative inputs. The values given by ELU units push the mean of the activations closer to zero, allowing a faster learning phase (as showed in [Clevert et al., 2016]), at the cost of an extra hyper-parameter ($\alpha$) which requires to be set.

**Sigmoid-weighted Linear Unit.** Originally proposed in [Elfwing et al., 2018], Sigmoid-weighted Linear Unit is a sigmoid function weighted by its input, i.e.:

\[
\text{SiLU}(a) = a \cdot \text{sig}(a)
\]

In the same study, the derivative of SiLU is also proposed as activation function, i.e.:

\[
\text{dSiLU}(a) = \text{sig}(a)(1 + a(1 - \text{sig}(a)))
\]

These functions have been tested on reinforcement learning tasks. Moreover, further applications are given in [Ramachandran et al., 2018] where the same function is tested with the name of Swish-1.
**E-swish.** A SiLU variation is proposed in (Alcaide, 2018) by adding a multiplicative coefficient to the SiLU function, and obtaining:

\[ \text{E-swish}_\beta(a) = \beta \cdot a \cdot \text{sig}(a) \]

with \( \beta \in \mathbb{R} \). The function name comes from the Swish activation function, a trainable version of SiLU function proposed in (Ramachandran et al., 2018) (see Section 4.1 for further details). However, E-Swish has no trainable parameters, leaving to the user the tuning of the \( \beta \) parameter. The authors consider the \( \beta \) parameter as an hyper-parameter to be found by a search procedure.

**Flatten-T Swish.** The function described in (Chieng et al., 2018) has properties of both ReLU and sigmoid, combining them in a manner similar to the Swish function.

\[ \text{FTS}(a) = \begin{cases} a \cdot \frac{1}{1+\exp(-a)} + T, & \text{if } x \geq 0 \\ T, & \text{otherwise.} \end{cases} \]

When \( T = 0 \) the function becomes \( \text{ReLU}(a) \cdot \text{sig}(a) \), a function similar to Swish-1, where the ReLU function substitutes the identity. \( T \) is an additional fixed threshold value to allow the function to return a negative value (if \( T < 0 \)), differently from the classic ReLU function. The authors plan to propose a method to learn the parameter \( T \) in future work.

### 4. Trainable Activation functions

The idea of using trainable activation functions is not new in the neural networks research field. Many studies were published on this subject as early as the 1990s (see, for example, (Piazza et al., 1992, 1993; Guarnieri, 1995; Chen and Chang, 1996)). In more recent years, the renewed interest in neural networks has led the research to consider again the hypothesis that trainable activation functions could improve the performance of neural networks.

In this Section we describe and analyze the main methods presented in the literature related to the activation functions that can be learned by data. Relying on their main characteristics, we can isolate two distinct families:

- Parameterized standard activation functions.
- Activation functions based on ensemble methods.
With parameterized standard activation functions we refer to all the functions with a shape very similar to a given fixed-shape function, but tuned by a set of trainable parameters; with ensemble methods we refer to any technique merging different functions.

In the following of this section we discuss these two families of functions.

4.1. Parameterized standard activation functions

As mentioned above, with the expression “parameterized standard activation” functions we refer to all the functions with a shape very similar to a given fixed-shape function, but having a set of trainable parameters that let this shape to be tuned. The addition of these parameters, therefore, requires changes, even minimal ones, in the learning process; for example, when using gradient-based methods, the partial derivatives of these new parameters are needed.

In the remainder of this subsection, we focus on the main functions which fall into this family.

Adjustable Generalized Sigmoid. A first attempt to have a trainable activation function was given in (Hu, 1992). The proposed activation function was a generalization of the classic sigmoid \( \text{sig}(a) = \frac{1}{1 + \exp(-a)} \) with the addition of two trainable parameters \( \alpha, \beta \) to adjust the function shape, i.e.:

\[
\text{AGSig}(a) = \frac{\alpha}{1 + \exp(-\beta a)}
\]

Both parameters are learned together using a gradient descent approach based on the backpropagation algorithm to compute the derivatives of the error function with respect to the network parameters.

Sigmoidal selector. In (Singh and Chandra, 2003) the following class of sigmoidal functions is proposed as:

\[
S_k(a) = \left( \frac{1}{1 + \exp(-a)} \right)^k
\]

These functions are parameterized by a value \( k \in (0, +\infty) \). In (Chandra and Singh, 2004) the parameter \( k \) is learned (and so the effective function is selected) together with the other network parameters by the gradient descent and backpropagation algorithms.
Adjustable Generalized Hyperbolic Tangent. Proposed in (Chen and Chang, 1996), this activation function generalizes the classic hyperbolic tangent function \( \tanh(a) = \frac{1 - e^{-2a}}{1 + e^{-2a}} \) introducing two trainable parameters \( \alpha, \beta \):

\[
\text{AGTanh}(a) = \frac{\alpha(1 - \exp(-\beta a))}{1 + \exp(-\beta a)}
\]

In this function, \( \alpha \) adjusts the saturation level, while \( \beta \) controls the slope. These two parameters are learned together with the network weights using the classic gradient descent algorithm combined with back-propagation, initializing all the values in a randomly. In (Yamada and Yabuta, 1992a,b) a similar activation function was proposed, with the main difference that it included only one trainable parameter which controls the slope.

Parametric ReLU. (He et al., 2015) introduced another ReLU-like function which partially learns its shape from the training set, in fact it can modify the negative part using a parameter \( \alpha \); the function Parametric ReLU, can be defined as:

\[
PReLU(a) = \begin{cases} 
  a & \text{if } a > 0 \\
  \alpha \cdot a & \text{otherwise}. 
\end{cases}
\]

The additional parameter \( \alpha \) is learned jointly with the whole model using classical gradient-based methods with backpropagation without weight decay to avoid pushing \( \alpha \) to zero during the training. From a computational point of view, the additional parameter appears negligible if compared to the total number of network parameters when an \( \alpha \)-sharing policy is used. Empirical experiments show that the magnitude of \( \alpha \) rarely is larger than 1, although no constraints on its range are applied. However, the resulting function remains basically a modified version of the ReLU function that can change its shape just in the negative part.

Parametric ELU. (Trottier et al., 2017) tries to eliminate the need to manually set the \( \alpha \) parameter of ELU unit by proposing an alternative version based on two trainable parameters, i.e.

\[
\text{PELU}(a) = \begin{cases} 
  \frac{\beta a}{\gamma} & \text{if } a \geq 0 \\
  \beta \cdot (\exp(\frac{\gamma}{\beta}) - 1) & \text{otherwise}. 
\end{cases}
\]

where \( \beta, \gamma > 0 \) control the function shape and are learned together with the other network parameters using some optimization gradient-based method.
**Flexible ReLU.** Authors in (Qiu et al., 2018) propose the following function:

\[
\text{frelu}(a) = \text{ReLU}(a + \alpha) + \beta
\]

with \(\alpha, \beta\) learned by data. This is done to capture the negative information which is lost with the classic ReLU function and to provide the zero-like property (Clevert et al., 2016). Considering that the value of \(a\) is a weighted sum of inputs and bias, the \(\alpha\) parameter can be viewed as part of the function input, so the authors reduced the function to

\[
\text{frelu}(a) = \text{ReLU}(a) + \beta.
\]

**Swish.** In (Ramachandran et al., 2018) the authors propose a search technique for activation functions. In a nutshell, a set of candidate activation functions is built by combining functions belonging to a predefined set of basis activation functions. For each candidate activation function, a network which uses generated function is trained on some task to evaluate the performance. Between all the tested functions, the best one results to be:

\[
\text{Swish}(a) = a \cdot \text{sig}(\alpha \cdot a)
\]

where \(\alpha\) is a trainable parameter. It is worth pointing out that for \(\alpha \to +\infty\), Swish behaves as ReLU, while, if \(\alpha = 1\), it becomes equal to SiLU (Elfwing et al., 2018).

**Discussion**

The activation functions proposed in this section share the peculiarity to be based on standard fixed activation functions whose shape is tuned using one or more trainable parameters. However, the trained activation function shape turns out to be very similar to its corresponding non-trainable version, with the result of a poor increase of its expressiveness. For example, see Figure 3. AGSig (AGTanh) function results to be the sigmoid (Tanh) function with smoothness and amplitude tuned by the \(\alpha\) and \(\beta\) parameters. Similarly, Swish can be viewed as a parameterized SiLU/ReLU variation whose final shape is learned to have a good trade-off between these two functions. In the end, the general function shape remains substantially bounded to assume the basic function(s) shape on which it has been built.

However, being the most significant part of these functions just a weighted output of the respective weighted input of a fixed activation function, one
can notice that it is possible to model each of them by a simple shallow neural subnetwork composed of few neurons. As an illustrative example, consider a neuron $n$ with the Swish activation function and weighted sum of inputs $a$, $n$’s behaviour is equivalent to a feed forward subnetwork composed of three neurons $n_1, n_2, n_3$ with respective weighted sums of inputs $a_1, a_2, a_3$ (see Figure 4): $n_1$ corresponds to the neuron $n$ equipped with the identity function instead of Swish, $n_2$ is a neuron equipped with fixed activation function $f_2(a_2) = a_2 \sigma(a_2)$ without bias value, and the last neuron $n_3$ has, again, the identity as activation function and no bias associated. To the connection going from $n_1$ to $n_2$ a weight with value $\alpha$ is associated, learned by data together with the other network parameters. The weight $\alpha$ assumes the role of the parameter $\alpha$ of the Swish function, while the connection between $n_2$ and $n_3$ has to be constrained to assume the value $\frac{1}{\alpha}$. In fact, the weighted sum for the inputs of $n_2$ is $a_2 = \alpha a_1$ and the $n_3$ final output results to be $\frac{1}{\alpha} a_2 \cdot \sigma(a_2) = \frac{1}{\alpha} \alpha \cdot a_1 \cdot \sigma(\alpha \cdot a_1) = a_1 \cdot \sigma(\alpha a_1)$. Since $a_1 = a$, $n_3$ output will be equal to $\text{Swish}(a)$.

Similar consideration can be made for other trainable activation functions, some of which we report in Figures 6 and 5.

Another aspect that is worth to stress is that for all the above mentioned trainable activation functions a gradient descend method based on back-
propagation was used to train all the parameters of the networks; however, to train the activation function parameters the standard backpropagation formulas have to be suitable and specifically adapted to each trainable activation function.

4.2. Functions based on ensemble methods

With the expression “ensemble methods” we refer to any technique merging together different functions. Basically, each of these techniques uses:

- a set of basis functions, which can contain fixed-shape functions or trainable functions or both;
- a combination model, which defines how the basis functions are combined together.

As a significant example of this type of approach, in Ramachandran et al. (2018) a method to investigate activation functions built as compositions of several unary and binary functions is proposed, together with a search technique which works in these spaces. In this framework, a set of basis functions is provided (e.g., \( \{ \sin(a), \max(a, 0), \ldots \} \)) together with the number of inputs (unary, binary,...) of each function. In this case, the combination model is the structure that the final activation function must follow in terms of function compositions (for example, the final output is given by the output of a binary function which has as input two unary function and so on). The authors state that several model (that they called search spaces) have been tried using different combinations of unary and binary functions. Among all the models investigated, we mention Swish function, which has been discussed in Basirat et al. (2019), but using a genetic algorithm to learn the best activation function.

However, currently, a significant subset of works based on ensemble methods privileges the use of unary functions combined linearly. In other terms, it is possible to identify a relevant sub-family of works sharing the common feature that the activation functions proposed can be expressed in terms of a linear combination of one-to-one functions, that is constraining the basis functions set to be composed of only functions of the type \( g \in \mathbb{R} \), and the combination model to be a linear model. In the remainder of this subsection we focus on this particular subclass of ensemble functions, highlighting how these can be easily expressed as sub-networks, and easily integrated into the
model without constructing ad-hoc neurons, and without the need of modifying the learning algorithm, but only using classical feed-forward neural networks layers.

4.2.1. Linear combination of one-to-one functions

In this section we will group all the works which present trainable activation functions which can be expressed as a combination of several one-to-one functions. In a nutshell, the resulting trainable activation function can be reduced to \( f(a) = \sum_{i=1}^{h} \alpha_i \cdot g_i(a) \) where \( g_1, g_2, \ldots, g_h \) are one-to-one mapping functions, that is \( g_i : \mathbb{R} \rightarrow \mathbb{R}, \forall 1 \leq i \leq h \) and \( \alpha_i \) are weights associated with the functions, usually learned by data. Thus, in this type of approach the combination model is the linear combination and the basis functions are one-to-one mapping functions.

All the works reviewed in this Section can be reduced to this general form. However, we distinguish at least two different ways in which they are presented originally: the former is based on the fact that the linear combination of functions can be expressed as a neural network; in the latter, the trainable activation functions is expressed using an analytical form. However, we will see that also for several of these functions a simple equivalent formulation in terms of subnetworks exists. In the next part of this Section, we will review the main works, dividing them according to the way they are originally presented.

**Adaptive Activation functions.** In [Qian et al., 2018] the authors present, in a probabilistic and hierarchical context, different mixtures of the eLU and ReLU functions able to obtain a final activation function learned from data. The authors propose the following activation functions:

- Mixed activation: \( \Phi_M(a) = p \cdot \text{LReLU}(a) + (1-p) \cdot \text{ELU}(a) \) with \( p \in [0,1] \) learned from data;

- Gated activation: \( \Phi_G(a) = \text{sig}(\beta a) \cdot \text{LReLU}(a) + (1 - \text{sig}(\beta a)) \cdot \text{ELU}(a) \) with \( \text{sig}(\cdot) \) the sigmoid function and \( \beta \) learned from data;

- Hierarchical activation: this function is composed of a three-level subnetwork, where each input unit \( u \) is connected to \( n \) units, and every pair of nodes are combined similarly as in gated activation (with the substitution of the ELU functions with PELU and ReLU with PReLU).
At the same time, the last layer takes the maximum of the middle-level unit. So, the hierarchical organization can be formalized as follows:

\[
\begin{align*}
\phi^{(1)}_{l,i}(a) &= \text{PReLU}(a) \quad \text{and} \quad \phi^{(1)}_{r,i}(a) = \text{PELU}(a) \\
\phi^{(2)}_i(a) &= \text{sig}(\beta_i a) \cdot \phi^{(1)}_{l,i}(a) + (1 - \text{sig}(\beta_i a)) \cdot \phi^{(1)}_{r,i}(a) \\
\phi^{(3)}(a) &= \max_i \phi^{(2)}_i(a)
\end{align*}
\]

where \(\phi^{(1)}_{l,i}(a)\) is for the units of the first level, with \(i = 1, 2, \ldots, m\), \(\phi^{(2)}_i(a)\) is used for the \(i\)-th unit of the second level, and \(\phi^{(3)}(a)\) is for the third level; the final activation function is \(\Phi_H(a) = \phi^{(3)}(a)\).

**Variable Activation Function.** In (Apicella et al., 2019) trainable activation functions are expressed in terms of sub-networks with only one hidden layer, relying on the consideration that a one-hidden layer neural network can approximate arbitrarily well any continuous functional mapping from one finite-dimensional space to another, enabling the resulting function to assume “any” shape. In a nutshell, the proposed activation is modelled as a non-linear activation function \(f\) with a neuron with an Identity activation function which sends its output to a one-hidden-layer sub-network with just one output neuron having, in turn, an Identity as an output function.

The proposed model can be formalized as

\[
VAF(a) = \sum_{j=1}^{k} \beta_j g(\alpha_j a + \alpha_{0j}) + \beta_0
\]

where \(g\) is a fixed-shape activation function, \(k\) a hyper-parameter that determines the number of hidden nodes of the subnetwork and \(\alpha_j, \alpha_{0j}, \beta_j, \beta_0\) are parameters learned from the data during the training process.

**Kernel-based Activation Function.** The activation function proposed in (Scardapane et al., 2018) is modelled in terms of a kernel expansion:

\[
KAF(a) = \sum_{i=1}^{D} \alpha_i k(a, d_i)
\]

where \(\alpha_1, \alpha_2, \ldots, \alpha_D\) are the trainable parameters, \(k\) a kernel function \(k : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}\) and \(d_1, d_2, \ldots, d_D\) are the dictionary elements, sampled from the real line for simpleness. The choice of the kernel function is widely discussed in (Scardapane et al., 2018).
**Adaptive Blending Unit.** The work proposed in (Sütfeld et al., 2018) combines together a set of different functions in a linear way, that is:

$$ABU(a) = \sum_{i=1}^{k} \alpha_i \cdot f_i(a)$$

with $(\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_k)$ parameters to learn and $(f_1(\cdot), f_2(\cdot), \ldots, f_k(\cdot))$ a set of activation functions that is, in the original study, composed of tanh, ELU, ReLU, id, and Swish. The $\alpha$ parameters are all initialized with $\frac{1}{k}$ and are constrained using four different normalization schemes.

**Adaptive Piecewise Linear Units.** In (Agostinelli et al., 2015) the activation functions are modeled as a sum of hinge-shaped functions that results in a different piece-wise linear activation function for every neuron:

$$APL(a) = \max(0, a) + \sum_{i=1}^{k} w_k \max(0, -a + b_k)$$

where $k$ is a hyper-parameter and $w_k, b_k$ are parameters learned during the network training. The total overhead in terms of number of parameters to learn compared with a classic NN with $n$ units is $2 \cdot k \cdot n$, so the number of parameters increases with the number of hidden units and, for a large input, the learned function tends to behave as a ReLU function, reducing the expressiveness of the learned activation functions. In the experiments reported in (Agostinelli et al., 2015) the value of $k$ was determined using a validation process, while the $w$ and $b$ parameters were regularized with an $L_2$ penalty, so that the optimizer can avoid numerical instability leaving out too large values for the parameters.

**Harmon & Klabjan Activation Ensembles.** Some studies try to define activation functions using different available activation functions rather than creating an entirely new function. For example, in (Klabjan and Harmon, 2019) the authors allow the network to choose the best activation function from a predefined set $F = \{f^{(1)}, f^{(2)}, \ldots, f^{(k)}\}$, or some combination of those. Differently from Maxout (see Section 5), the activation functions are combined together instead of simply taking the function with the maximum value.

The activation function proposed by (Klabjan and Harmon, 2019) works on single mini-batch, i.e. its input is tuple $a^{(u)} = (a_1^{(u)}, a_2^{(u)}, \ldots, a_B^{(u)})$ where
every $a_i^{(u)}$, $1 \leq i \leq B$ refers to the unit $u$ on the $i$-th element of the mini-batch. The proposed activation function is based on a sum of normalized functions weighted by a set of learned weights; the resulting activation function $\Phi(a)$ of $a_b^{(u)}$ has the form:

$$\Phi^{(u)}(a_b^{(u)}) = \sum_{j=1}^{k} \alpha^j_u \left( \eta^j g^j(a_b^{(u)} + \delta^j) \right)$$

where $\alpha^j_u$ is a weight value for the $u$-th unit and the $j$-th function, $\eta^j$ and $\delta^j$ are inserted to allow the network choosing to leave the activation in its original state if the performance is particularly good and

$$g^j(a_b^{(u)}) = \frac{f^j(a_b^{(u)}) - \min_i f^j(a_i^{(u)})}{\max_i f^j(a_i^{(u)}) - \min_i f^j(a_i^{(u)}) + \epsilon}$$

where $\epsilon$ is a small number. The authors emphasize that, during the experiments, many neurons favored the ReLU function since respective $\alpha$ had greater magnitude compared with the others. The learning of the $\alpha$ values was done in terms of an optimization problem with the additional constraint that $\alpha$ values must be non-zero and sum to one to limit the magnitude. So, the approach proposed by (Klabjan and Harmon, 2019) seems to require additional computational costs due to the resolution of a new optimization problem together with the standard network learning procedure.

**S-Shaped ReLU.** Taking inspiration from the Weihner-Fechner law (Fechner, 1966) and Stevens law (Stevens, 1957), the authors of (Jin et al., 2016) designed an activation S-shape function determined by three linear functions:

$$\text{SReLU}(a) = \begin{cases} 
\beta_1 + \alpha_1(a - \beta_1) & \text{if } a \leq \beta_1 \\
a & \text{if } \beta_1 < a < \beta_2 \\
\beta_2 + \alpha_2(a - \beta_2) & \text{if } a \geq \beta_2 
\end{cases}$$

where $b_1, w_1, b_2, w_2$ are parameters that can be learned together with the other network parameters. Also, in this case, the weight decay cannot be used during the learning because it tends to pull the parameters to zero. SReLU can learn both convex and non-convex functions, differently from other trainable approaches like Maxout unit (Goodfellow et al., 2013) that can learn just convex function. Furthermore, this function can approximate also ReLU when $b_2 \geq 0, w_2 = 1, b_1 = 0, w_1 = 0$ or LReLU/PReLU when $b_2 \geq 0, w_2 = 1, b_1 = 0, w_1 > 0$. 
Discussion

As stated above, a linear combination of one-to-one functions is always expressible as a linear combination of one-to-one mappings. Due to this common property, several of them can be expressed in terms of feed-forward neural networks. Some of these functions, as VAF and Adaptive Activation Functions, are already modelled as sub-networks that can be integrated into the main architecture without changing the learning algorithm in the respective presentation works. The sub-network structure allows the function to be trained in a “transparent” way for the rest of the network and the chosen training algorithm. On the other hand, several of the remaining functions are analytically presented by the authors instead of using the neural network paradigm. However, for several of these functions we show that a natural equivalent formulation in terms of subnetworks exists, making these architectures not only easy to integrate into the main models, but also easier to study using the general rules of feed-forward neural networks. We report some of the equivalent models in Figures 6, 4 and 5. For instance, the SReLU can be expressed as

$$
SReLU(a) = -\alpha_1 \cdot ReLU(\beta_1 - a) + \beta_1 Th_{\geq 0}(\beta_1 - a) + \\
+ \beta_1 Th_{>0}(\beta_2 Th_{>0}(\beta_2 - a) - ReLU(\beta_2 - a) - \beta_1) + \\
+ ReLU(\beta_2 Th_{>0}(\beta_2 - a) - ReLU(\beta_2 - a) - \beta_1) + \\
+ \alpha_2 \cdot ReLU(\beta_2 - a) + \beta_2 Th_{\geq 0}(\beta_2 - a)
$$

where $Th_{>0}(x) = 1 - Th_{\geq 0}(-x)$ and $\beta_1 \geq \beta_2$. So the SReLU functions (and all the others 1-to-1 functions) can be expressed as FFNN with constraints on the parameters and the inner activation functions.

4.3. Other studies

In [Piazza et al., 1992], an attempt to model activation functions using a polynomial activation function with adaptable coefficients was proposed. For a given degree $k \in \mathbb{N}$, the relative polynomial function is

$$
AP(a) = \sum_{i=0}^{k} \alpha_i \cdot a^i
$$
with \((\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_k)\) parameters to learn. These function parameters can be learned together with the network parameters using gradient descent with back-propagation. However, it must be taken into account that networks with polynomial activation functions are not universal approximator, as shown in (Stinchcombe and White, 1990).

(Eisenach et al., 2016) tries to approximate an activation function using a Fourier expansion. This study uses a 2-stage Stochastic Gradient Descend (SGD) algorithm to learn the parameters of the activation functions and of the network. (Urban et al., 2017) tries to learn the activation function using Gaussian processes while (Goh and Mandic, 2003) learns the amplitude of the activation functions in Recurrent Neural Networks (Cardot and Romuald, 2011). (Ertugrul, 2018) proposes two trainable activation functions using linear regression, but using network architectures different from the classic Feed-Forward Neural Networks (see for example (Chen et al., 2018; Huang, 2015)).

Other studies propose activation functions whose shape is computed using
interpolation techniques. These techniques may need some additional input, depending on the technique used (for example a set of sampled points from a start function).

In [Guarnieri, 1995] the authors introduced the use of spline based activation functions whose shape can be learned by data using a set of \( Q \) representative points. This method has been improved by [Vecci et al., 1998; Scardapane et al., 2017]. More in detail, this technique tries to find a cubic spline to model the activation function sampling the control points from a sigmoid (as in [Guarnieri, 1995]) or from another function (e.g. hyperbolic tangent, as in [Scardapane et al., 2017]) assuring universal approximation capability. The resulting function can be expressed as follows:

\[
SAF(a) = u^T B q_{i:i+P}
\]

where:

- \( i \) is the index of the closest knot;

- \( q \) is the knots vector, with \( q_{i:i+P} := (q_i, q_{i+1}, \ldots, q_{i+P})^T \), so the output is computed by spline interpolation over the closest knot and its \( P \) right-most neighbors. supposing that the knots are uniformly spaced, i.e. \( q_{i+1} = q_i + \Delta t \), for a fixed \( \Delta t \in \mathbb{R} \), the normalized abscissa value can be computed as \( u = \frac{a \Delta t - \lfloor a \Delta t \rfloor}{\Delta t} \);

- \( u^T = (u^P, u^{P-1}, \ldots, u, 1) \in \mathbb{R}^{P+1} \) is the reference vector;

- \( B \in \mathbb{R}^{(P+1)\times(P+1)} \) is the basis spline matrix. Different bases make different interpolation schemes; in [Vecci et al., 1998] the authors used the Catmull-Rom matrix [Smith, 1983].

The \( q \) values are then adapted during the learning procedure, adding a regularization term on \( q \) to prevent the over-fitting. The regularization term results to be a very critical issue: while the authors of [Vecci et al., 1998] act on the \( \Delta x \) value, in [Scardapane et al., 2017] the authors proposed to penalize changes in \( q \) compared with a “good” set of values, as for example the initial control points values, sampled from a standard NN activation function.

Based on a similar principle, in [Wang et al., 2018] the authors introduce Look-up Table Unit based on spline; in this work, the activation function is controlled by a look-up table containing a set of anchor-points that control
the function shape. The look-up table idea is not new in trainable activation function field; a first example in this direction is found in [Piazza et al., 1993], where a generic adaptive look-up table was addressed by the neuron linear combination and learned by data. The main difference with [Wang et al., 2018] is in the structure of the look-up table. It now returns the result of a spline interpolation instead of the raw number in the table. More in detail, defining the set of anchor point as \( A = \{(q_1, u_1), (q_2, u_2), \ldots, (q_m, q_m)\} \) with \( q_i = q_1 + i \cdot \Delta t \) and \( u_i \) the trainable parameters, [Wang et al., 2018] proposes two different methods to generate the activation function; the first one by interpolation, which results in the function:

\[
LuTU(a) = \frac{1}{t} u_i(q_{i+1} - a) + u_{i+1}(a - q_i), \text{ if } q_i \leq a \leq q_{i+1}
\]

and the second one using cosine smoothing:

\[
LuTU(a) = \sum_{i}^{m} u_i \cdot r(a - q_i, \alpha t)
\]

where \( \alpha \in \mathbb{N} \) and

\[
r(w, \tau) = \begin{cases} 
\frac{1}{2\pi} (1 + \cos(\tau w)) \quad &\text{if } -\tau \leq w \leq \tau \\
0 &\text{otherwise.}
\end{cases}
\]

The method based on cosine smoothing was proposed to address the gradient instability suffered by the interpolation method. This kind of approaches requires to set additional hyper-parameters like the function input domain, the number of anchor points and the space between them, the \( \alpha \) value in [Wang et al., 2018] second approach or the spline type for [Vecchi et al., 1998; Scardapane et al., 2017] approaches. Beyond a robust mathematical formulation, these methods seem to require the tuning of several hyper-parameters.

5. Works that entirely change the transfer function

So far, we took care of activation functions in the classic meaning given by literature, i.e., an output function \( o(a) \) that builds the output of the neuron using as input the value returned by the internal transformation \( wx + b \) made by the classic computational neuron model, as described in section 3. In the remainder of this section, we will review works which change not only the output (activation) function, but all the transfer function. In other terms, these functions can be considered as a different type of computational neuron unit compared with the original computational neuron model.
**Maxout unit.** ([Goodfellow et al., 2013](#)) was one of the first modern studies that proposed a new kind of neural unit with a different output computation. The name *Maxout* was given by the fact that the unit output is the max of a set of linear functions. Maxout units should not be considered simply activation function, since they use multiple weighted sums for every neuron instead of a single weighted sum $a = \mathbf{w}x + b$ used with classical artificial neurons. More precisely, a Maxout unit makes a vector $\mathbf{a} = (a_1, a_2, \ldots, a_k)$ with $\forall i \in \{1, k\}$, $a_i = \mathbf{w}(i)^T \mathbf{x} + b(i)$ with $\mathbf{x} \in \mathbb{R}^d$ output given by the previous layer, $\{\mathbf{w}(1) \in \mathbb{R}^d, \mathbf{w}(2) \in \mathbb{R}^d, \ldots, \mathbf{w}(k) \in \mathbb{R}^d\}$, $\{b(1) \in \mathbb{R}, b(2) \in \mathbb{R}, \ldots, b(k) \in \mathbb{R}\}$. $\mathbf{w}_i$ and $\mathbf{b}_i$ are the parameters to be learned. In the end it returns

$$\text{Maxout}(\mathbf{a}) = \max_{1 \leq i \leq k} \{a_i\}.$$  

In other words, Maxout units take the maximum value over a subspace of $k$ trainable linear functions of the same input $\mathbf{x}$, obtaining a piece-wise linear approximator capable of approximating any convex function. The same model can be defined arranging all the $\mathbf{w}(i)$ vectors as column of a single matrix $\mathbf{W} \in \mathbb{R}^{d \times k}$ and all the $b(i)$ scalars in a single vector $\mathbf{b} \in \mathbb{R}^k$, obtaining $\mathbf{a} = \mathbf{W}^T \mathbf{x} + \mathbf{b}$.

To notice that, setting $k = 2$ and $\mathbf{w}(1) = 0, b(1) = 0$, Maxout becomes

$$\text{Maxout}(\mathbf{a}) = \max(\mathbf{w}(1)^T \mathbf{x} + b(1), \mathbf{w}(2)^T \mathbf{x} + b(2)) = \max(0, \mathbf{w}(2)^T \mathbf{x} + b(2)) = \text{ReLU}(\mathbf{w}(2)^T \mathbf{x} + b(2)).$$

In a similar way, Maxout unit can be made equivalent to Leaky ReLU, so Maxout can be viewed as a generalization of classic rectifier-based units. Being Maxout constituted by a set of feed-forward sub-networks, its parameters can be learned together with the whole network using classical gradient descent approaches. By running a cross-validation experiment, in ([Goodfellow et al., 2013](#)) the authors found that Maxout offers a clear improvement over ReLU units in terms of classification errors. Despite the performance, this approach requires many new weights compared with a classic network based on ReLU and classical neural units, namely $k$ times the number of parameters for every single neuron, significantly increasing the cost of the learning process.

**Multi-layer Maxout.** The Maxout-based network is generalized in ([Sun et al., 2018](#)). The authors adopt a function composition approach that they call Multi-layer Maxout Network (MMN) further increasing the number of
parameters. To limit the computational costs introduced, the authors proposed to replace just a portion of activation functions in traditional DNN with MMNs as a trade-off scheme between the accuracy and computing resources.

**Probabilistic Maxout.** In [Springenberg and Riedmiller 2014] the authors describe Probout, a stochastic generalization of the Maxout unit trying to improve its invariance replacing the maximum operation in Maxout with a probabilistic sampling procedure, i.e.

\[
\text{Probout}(a) = a_i, \text{ with } i \sim \text{Multinomial}(p_1, p_2, \ldots, p_k)
\]

where \( p_i = \frac{\exp(\lambda a_i)}{\sum_{j=1}^{k} \exp(\lambda a_j)} \), and \( \lambda \) is an hyperparameter. The maximum operation substitution in Maxout arises from the observation that to use other operations could be useful to improve the performances. To notice that the Probout function reduces to Maxout for \( \lambda \to +\infty \).

**NIN & CIC.** The authors of [Lin et al. 2013] proposed a trainable activation function designed for Convolutional Neural Networks. In this work, the activation functions of a convolution layer are replaced with a full-connected multilayer perceptron. In the following of this paragraph, we indicate with:

- \( X \in \mathbb{R}^{h \times w \times c} \), the input of a CNN;
- \( X_{ij} \in \mathbb{R}^{t \times t \times c} \) an input patch of size \( t \) centered in the position \( ij \), that is the submatrix composed of all the elements of \( X \) belonging to the rows \( i-t/2, i-t/2+1, \ldots, i+t/2 \) and the columns \( j-t/2, j-t/2+1, \ldots, j+t/2 \) and each channel \( 1, 2, \ldots, c \).

The work proposed by [Lin et al. 2013] is based on MLP sub-nets with \( l \) layers nested into a CNN and applied to every patch \( X_{ij} \). This operation results in a set of functions \( f^{(i)} \) that can be expressed as:

\[
\begin{align*}
  f^{(1)}_{i,j,c_1} &= \text{ReLU}(W^{(1)}_{c_1} X_{ij} + b_{c_1}), \\
  \vdots \\
  f^{(l)}_{i,j,c_l} &= \text{ReLU}(W^{(l)}_{c_l} f^{(l-1)}_{i,j,s} + b_{c_l}).
\end{align*}
\]

where \( l \) is the number of layers of the MLP and \( c_i \) is the number of the input channels for \( i = 1 \) or the number of the level filters for every \( i > 1 \). We
indicate with $f_{l_{i,j},*}^{l-1}$ the vector composed of the functions output in the point $(x,j)$ for each channel, i.e. $f_{i,j,*}^{(l)} = (f_{1,i,j}^{(l)}, f_{2,i,j}^{(l)}, \ldots, f_{c_l,i,j}^{(l)})$.

So, this subnet can be viewed as an MLP with ReLU units and the output results to be a map constituted by the output of the last layer functions $f^{(l)}$. Despite the good performances obtained, this methods requires to learn a lot of extra parameters, especially when $l$ is large. NIN seems to move away from the concept of variable activation function of a single neuron because the MLP could have common connections with other nodes of the previous layers, in other words there are no constraints on the number of the output that the final layer of the MLP can have more than one output.

Based on NIN, authors of (Pang et al., 2017) proposed Convolution in Convolution which uses a sparse MLP instead of the classic full-connected MLP as activation function.

**Batch-Normalized Maxout Network in Network.** In (Chang and Chen, 2015) Maxout and NIN are combined together with Batch Normalization (Ioffe and Szegedy, 2015). The proposed method replaces the ReLU functions present in NIN with Maxout to avoid the zero saturation and adds Batch Normalization to avoid the problems connected with changes in data distribution (Ioffe and Szegedy, 2015).

6. Performance and experimental architecture comparison

All the reviewed studies highlight the improvements in terms of accuracy compared with using non-trainable activation functions in their model. However, making an exhaustive comparison between all the proposed approaches could be not very significant due to the differences in the experimental setup. Apart from works which make an explicit comparison with other trainable (and not) activation functions (DasGupta and Schnitger, 1993; Karlik and Olgac, 2011; Nwankpa et al., 2018), it is difficult to make a complete comparison between all the existing architectures, even if the experiments are usually made on standard and shared datasets, as SVHN (Netzer et al., 2011), MNIST (LeCun et al., 1998), CIFAR10, CIFAR100 (Krizhevsky and Hinton, 2009), ImageNet (Russakovsky et al., 2015). This is due to the different neural network architectures other than learning algorithms and respective used hyper-parameters in experimental setups. To give an idea, in Table 2 we show the different architectures and datasets used in the main studies. However, also for studies that use the same architectures, small changes to
integrate the proposed model into the setup architectures may have been necessary.

Nevertheless, several works on trainable activation functions proposed in literature report improvements in comparison with equivalent architectures equipped with classical fixed-shape activation functions as ReLU or sigmoid or other trainable models. Usually, this is shown through a comparison between identical setup architectures but different activation functions (see Table 3). However, it is not clear if the performance improvements are due to the learning capability or are simply a consequence of the increased complexity of the final setup architecture.
| Name | NN formulation |
|------|----------------|
| AgSig | ![AgSig Diagram](image) |
| AgTanh | ![AgTanh Diagram](image) |
| PReLU | ![PReLU Diagram](image) |
| PReLU | ![PReLU Diagram](image) |
| PELU | ![PELU Diagram](image) |
| ABU | ![ABU Diagram](image) |
| APL | ![APL Diagram](image) |

Figure 6: Several trainable activation function represented as feed forward layers with constrained weights. The connections having the same labels have shared weights, that is the same value. The connection having numeric values as labels must have the same fixed value during the training.
Table 2: The setup architectures used by some works and the dataset used for the experiments made.

7. Conclusions

In this paper, we have discussed the most common activation functions have been presented in the literature, focusing on the trainable ones and proposing a possible taxonomy to distinguish them. We have divided the proposed functions into two main categories: fixed shape and trainable shape. In the second class of activation functions have been individuated two different families of trainable activation functions: parameterized standard functions and functions based on ensemble methods. The latter has been refined further by isolating another activation function family: linear combination of one-to-one functions. This taxonomy shows the great variety of activation functions proposed in the literature, and several works on trainable activation
functions report substantial performance improvements in comparison with equivalent neural network architectures equipped with classical fixed-shape activation functions as ReLU or sigmoid. However, it must be kept in mind that the activation functions are not the only entities that determine the performances of a neural network. Other hyperparameters, such as the number of neurons and the way they are arranged between them or the weights initialization protocol, can be decisive for the performance of the network, together with the hyper-parameter values required by the learning algorithms. Furthermore, even if the experiments are conducted with the same datasets, these may have been pre-processed in different ways (e.g., ZCA (Bell and Sejnowski, 1997) or data-augmentation (Wang and Perez, 2017)) which can in turn condition the results. So, it can be challenging to make a comparison, in terms of network performances, among the activation functions have been proposed in the literature, since the experiments are often conducted using different experimental setups. Table 3 shows the performances in terms of accuracy reported in several works on the most commonly used datasets. As an indication, we report just the best values obtained, without taking care of the different architectures or experimental setup used between the different works.

By a more in-depth analysis, it is important to note that several proposed trainable activation functions can be expressed in terms of linear combination of fixed non-linear functions, so they can be expressed in turn as subnetworks nested in the main architectures, as explicitly reported in the models proposed in (Qian et al., 2018; Apicella et al., 2019). In Figures 6, 4 and 5, we try to draw possible equivalent implementations of some proposed functions in terms of neural (sub)networks architectures. Looking at these functions in this respect, it is easy to see that every neural network architecture equipped with one of these trainable functions can be modelled with an equivalent deeper architecture equipped using just fixed-shape functions. This could lead to the observation that several architectures that use trainable activation functions could reach similar results using deeper architectures (possibly imposing some constraints one specific weight layers such as weight sharing) without needing trainable activation functions. Thus, neural networks with trainable activation functions can be cheaper in terms of computational complexity since there are fewer parameters to control (as weights with fixed values), on the other hand, the performances in accuracy terms are potentially comparable to deeper architectures without trainable activation functions. It is worth to point out that some authors, see for example (Apicella et al., 2019).
Table 3: Accuracy on some datasets of the most common activation functions in literature; here, we report the best values reported without taking into account the differences between the architectures used.

Scardapane et al. (2018), suggest defining trainable activation functions able to satisfy several desirable properties which include a high expressive power of the trainable activation functions, no external parameter or learning process in addition to the classical ones for neural networks, and the possibility to use classical regularisation methods. These properties can be easily satisfied when trainable activation functions are explicitly expressed in terms of subnetworks.
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