Consistent treatment of coherent and incoherent energy transfer dynamics using a variational master equation
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We investigate the energy transfer dynamics in a donor-acceptor model by developing a time-local master equation technique based on a variational transformation of the underlying Hamiltonian. The variational transformation allows a minimisation of the Hamiltonian perturbation term dependent on the system parameters, and consequently results in a versatile master equation valid over a range of system-bath coupling strengths, temperatures, and environmental spectral densities. While our formalism reduces to the well-known Redfield, Förster and polaron forms in the appropriate limits, in general it is not equivalent to perturbing in either the system-environment or donor-acceptor coupling strengths, and hence can provide reliable results between these limits as well. Moreover, we show how to include the effects of both environmental correlations and non-equilibrium preparations within the formalism.

I. INTRODUCTION

The transfer of an electronic excitation is a ubiquitous process in physics, chemistry, and biology. Typically, coupling to the radiation field creates an excitation in one location (the donor), and through the exchange of a virtual photon, the excitation is passed to another (the acceptor).\textsuperscript{a)} One of the many challenges in theoretically modelling such a process lies in correctly accounting for the influence of the environment surrounding the two (or more) sites, which determines whether the transfer is of a coherent or an incoherent nature. A common approach has been to assume that the energy transfer coupling strength is weak, and thus perform perturbation theory in this parameter. The resulting Förster-Dexter rate equations then describe purely incoherent energy transfer,\textsuperscript{2,3} and are applicable in a wide variety of situations.\textsuperscript{4,5} However, recent experimental results providing evidence for quantum coherent transfer in a number of systems\textsuperscript{6–14} have necessitated the development of theoretical techniques beyond this approximation. While extending Förster theory to account for coherence within multi-site donors or acceptors is possible,\textsuperscript{15–17} describing the dynamical evolution of coherences between the donor and acceptor generally requires an alternative starting point.

One such approach is to treat the system-environment coupling perturbatively, while accounting for the electronic coupling between the sites to all orders. Working with the resulting Redfield or Lindblad equations is vastly simpler than simulating the full dynamics\textsuperscript{18} and has thus recently been put to great effect to analyse the interplay of dissipation and quantum coherence in the energy transfer dynamics of complex, many-site systems.\textsuperscript{19–30} However, by their very nature, treatments based upon a weak system-environment coupling assumption are often inadequate to describe systems strongly coupled to their environments and/or at high temperatures.\textsuperscript{31,32} In this situation, there exists a number of (non-perturbative) numerical approaches which allow one to explore the full range of system-bath coupling and electronic transfer strengths, subject to certain method-specific constraints. Examples include density matrix renormalisation group\textsuperscript{33}, numerical renormalisation group\textsuperscript{34}, and path integral\textsuperscript{35–37} methods. Additionally, for specific forms (but not strengths) of system-environment coupling, numerically exact results can be obtained through the hierarchical equations of motion technique\textsuperscript{38–42}, which has recently been shown to be consistent with the path integral formalism.\textsuperscript{43}

These methods have clear advantages in that their range of applicability is generally less restricted than those of the aforementioned perturbative approaches. However, given the physical insight perturbative techniques can impart, and the relative simplicity and efficiency with which they can be implemented, it remains of particular importance to develop approximation methods which allow one to probe as wide a range of parameter regimes as possible. For example, aspects of energy transfer dynamics have recently been explored using a time-local polaron-transform master equation technique\textsuperscript{44–46}, which corresponds to perturbation theory in an environment-dressed electronic coupling term.\textsuperscript{47–50} For particular forms of the system-environment coupling, the polaron master equation reduces to Redfield theory in the weak-coupling limit, but also remains valid for far greater temperatures and system-bath coupling strengths\textsuperscript{46,53,54} and can thus also capture the Förster limit. This allows, in particular, for a consistent exploration of the crossover from coherent to incoherent dynamics in energy transfer processes.\textsuperscript{47–49} The polaron...
method, however, suffers itself from a restriction to relatively small electronic coupling strengths (compared to typical frequencies in the environment), and, as mentioned, can only interpolate between the Redfield and Förster limits for certain forms of system-environment coupling.

In this work we go beyond the polaron approach and present a master equation technique which combines a variationally-optimised unitary transformation with the time-convolutionless projection operator formalism. Modelling the environment as a bath of harmonic oscillators, the variational transformation displaces each mode according to the position of the excitation, and by an amount defined to minimise the resulting free energy of the interaction terms between the donor-acceptor pair and the environment. We contrast the resulting time-local master equation with the Redfield and polaron forms, and show that the variational approach is superior to both. Specifically, we show that while the variational master equation reproduces both the Redfield and polaron equations in the appropriate limits, it can also give qualitatively reliable results outside these parameter regimes. The variational master equation can therefore be used to explore energy transfer dynamics for a range of system-environment coupling forms, strengths, and environmental temperatures.

The paper is organised as follows: In Section II we introduce the donor-acceptor model and the variational transformation. We then outline the derivation of the time-local master equation in Section III. In Section IV we use this master equation to explore the influence of both super-Ohmic and Ohmic environments on the donor-acceptor energy transfer dynamics. We also consider here the role of bath relaxation effects, and how they influence the rate of energy transfer. A brief summary is presented in Section V while Appendix A gives further details of the master equation derivation, and Appendix B extends the formalism to consider correlated environmental fluctuations.

II. MODEL AND VARIATIONAL TRANSFORMATION

We consider a donor-acceptor pair \( (j = 1, 2) \) each site of which we model as a two-level system with ground state \( |G\rangle \) and excited state \( |X\rangle \), split by an energy \( \hbar \epsilon_j \). The pair interact via an electronic coupling of strength \( V \) which transfers an excitation from one site to the other. To model the dephasing and dissipative effects of the environment, we linearly couple each excited state to a bath of harmonic oscillators. Although not the primary focus of this work, the formalism to be presented below can also be extended to include the effects of correlated fluctuations between the sites. This extension is outlined in Appendix B. In the absence of correlations, the total Hamiltonian reads (we set \( \hbar = 1 \))

\[
H = \sum_{j=1,2} \epsilon_j |X\rangle\langle X| + V \left( |XG\rangle\langle GX| + |GX\rangle\langle XG| \right) + \sum_{j=1,2} |X\rangle\langle X| \sum_k g_{k,j} (b_{k,j}^\dagger + b_{k,j}) + H_B,
\]

(1)

where \( |X\rangle\langle X| = |X\rangle\langle X| \otimes (|X\rangle\langle X| + |G\rangle\langle G|) \) and \( |X\rangle\langle X| = (|X\rangle\langle X| + |G\rangle\langle G|) \otimes |X\rangle\langle X| \) determine the excited state populations of the two sites, \( g_{k,j} \) is the coupling constant of site \( j \) to mode \( k \) of bath \( j \), described by creation (annihilation) operators \( b_{k,j}^\dagger \) \( (b_{k,j}) \).

The bath Hamiltonian is \( H_B = \sum_j \sum_k \omega_{k,j} b_{k,j}^\dagger b_{k,j} \), with frequencies \( \omega_{k,j} \). Eq. (1) generates excitation dynamics within the three decoupled subspaces, spanned by \{ \{GG\}, \{XG, |GX\}\}, \{XX\}. We are interested here in the single-excitation subspace (spanned by \{|XG\}, \{GX\}\}) and therefore set \(|XG\rangle \equiv |1\rangle \) and \(|GX\rangle \equiv |2\rangle \), and write the Hamiltonian governing dynamics within this subspace as

\[
H_{\text{SUB}} = \frac{\epsilon}{2} |X\rangle\langle X| \otimes \sigma_z + V |X\rangle\langle X| + H_B + \sum_{j=1,2} |j\rangle\langle j| \sum_k g_{k,j} (b_{k,j}^\dagger + b_{k,j}).
\]

(2)

Here, \( \epsilon = \epsilon_1 - \epsilon_2 \) is the energetic difference between the two sites, the Pauli operators are defined in the basis \( \sigma_z = |1\rangle\langle 1| - |2\rangle\langle 2| \), and a term proportional to the identity has been neglected.

A standard way to proceed from this point might be to treat the system-bath interaction term in Eq. (2) as a perturbation, resulting in a master equation of Lindblad or Redfield type. Alternatively, a polaron transformation could first be applied to Eq. (2), allowing one to identify a new interaction term, and resulting in a master equation of the form explored in Refs. 44–48. Here, we instead employ a method originally developed by Sibey and Harris and apply a variational transformation to \( H_{\text{SUB}} \). As in the polaron case, the transformation displaces those modes in the bath coupled to the site possessing the excitation. However, unlike the full polaron transformation, we allow freedom within the variational transformation to attempt to optimise these displacements for each mode. This will be achieved through free-energy minimisation arguments.

The transformed Hamiltonian is defined by \( H_T = e^G H_{\text{SUB}} e^{-G} \), with

\[
G = \sum_j |j\rangle\langle j| \sum_k \frac{f_{k,j}}{\omega_{k,j}} (b_{k,j}^\dagger - b_{k,j}).
\]

(3)

This results in \( H_T = H_0 + H_I \), with free Hamiltonian

\[
H_0 = \frac{\hbar}{2} (\epsilon + R_1 - R_2) \sigma_z + V_R \sigma_x + H_B + \frac{\hbar}{2} (R_1 + R_2) \mathbb{1},
\]

(4)

where \( R_j = \sum_k f_{k,j} \omega_{k,j}^{-1} (f_{k,j} - 2g_{k,j}) \), and the renormalised electronic coupling strength \( V_R \) will be defined.
below. The interaction Hamiltonian now contains two terms, \( H_I = H_{\text{LINEAR}} + H_{\text{DISPLACED}} \), with the first given by

\[
H_{\text{LINEAR}} = \sum_j |j\rangle \langle j | \sum_k (g_{kj} \sigma_j - f_{kj})(b_{k,j}^\dagger + b_{k,j}),
\]

which has the same form as the perturbative term in Redfield theory, but with the coupling to each mode now reduced in strength. Notice that if we were to set \( f_{kj} = g_{kj} \) for all modes, as in the full polaron transformation, \( H_{\text{LINEAR}} \) would vanish as expected, though in general this is not the case. The second term in \( H_I \) has the form of the perturbation used in deriving a polaron master equation, and is given by

\[
H_{\text{DISPLACED}} = V(\sigma_x B_x + \sigma_y B_y),
\]

written in terms of the Hermitian combinations \( B_k = (1/2)(B_k^+ + B_k^- - 2B) \) and \( B_k = (i/2)(B_k^+ - B_k^-) \) of the bath displacement operators operators \( B_\pm = B_\pm, B_{\mp,2} \), with

\[
B_{\pm,j} = \exp\left[ \pm \sum_k \frac{f_{kj}}{\omega_{kj}} (b_{k,j}^\dagger - b_{k,j}) \right].
\]

Again, it is important to note that only in the particular case of \( f_{kj} = g_{kj} \) (for all modes) does Eq. (6) become identical to the polaron form.

Going back to the free Hamiltonian, we see that the term generating the energy transfer in Eq. (11) now appears with a renormalised strength: \( V = V_B \), with \( B = \text{Tr}(B_\pm \rho_B) \) being the expectation value of \( B_\pm \) with respect to the bath state. Taking a thermal equilibrium state \( \rho_B = e^{-\beta H_B}/(\text{Tr} e^{-\beta H_B}) \) at inverse temperature \( \beta = 1/k_B T \) gives explicitly

\[
B = \exp\left[ -\frac{1}{2} \sum_k \sum_j \frac{f_{kj}^2}{\omega_{kj}^2} \coth\left( \frac{\beta \omega_{kj}}{2} \right) \right].
\]

If we now assume that the baths coupled to the donor and acceptor are identical, this allows us to set \( g_{k,1} = g_{k,2} = g_k, \omega_{k,1} = \omega_{k,2} = \omega_k, f_{k,1} = f_{k,2} = f_k, \) and \( R_1 = R_2 = R = \sum_k f_k/\omega_k \). The free Hamiltonian now takes on the simpler form

\[
H_0 = \frac{\epsilon}{2} \sigma_z + VH \sigma_x + R \sigma_x + H_B,
\]

while the renormalisation factor becomes

\[
B = \exp\left[ -\sum_k \frac{f_k^2}{\omega_k^2} \coth(\beta \omega_k/2) \right].
\]

A. Free energy minimisation

Currently, the parameters \( \{f_k\} \) appearing in our transformed Hamiltonian are undetermined. We note that setting \( f_k = 0 \) corresponds to having performed no transformation on the Hamiltonian, and as such \( H_{\text{DISPLACED}} = 0 \) while \( H_{\text{LINEAR}} \) remains finite, and the Hamiltonian takes on its original spin-boson form. On the other hand, as remarked earlier, by setting \( f_k = g_k \) for all \( k \) one finds that \( H_{\text{LINEAR}} = 0 \) while \( H_{\text{DISPLACED}} \) remains finite. In this case, the Hamiltonian corresponds to that of a polaron transformed spin-boson model. Our aim in this work is to attempt to derive a second-order (time-local) master equation valid over as large a range of parameter space as possible. We achieve this by trying to find an interaction Hamiltonian which remains small over the greatest range of parameters. Therefore, rather than setting \( f_k = 0 \) or \( f_k = g_k \), we instead determine the set \( \{f_k\} \) by free energy minimisation arguments.

To proceed, we compute the Feynman-Bogoliubov upper bound on the free energy given by

\[
A_B = -\frac{1}{\beta} \ln \left( \text{Tr}\{e^{-\beta H_0}\} + \langle H_I \rangle_{H_0} + O(H_B^2)H_0 \right),
\]

and related to the true free energy, \( A \), via the inequality \( A_B \geq A \). By construction, the second term appearing in Eq. (11) is equal to zero. The variational transformation does not affect the value of the free energy of the complete system; in order to minimise the contribution from \( H_I \), we therefore neglect the third term in Eq. (11) and minimise (or maximise in magnitude) the first term with respect to the variational parameters. We find

\[
A_B = R - \frac{1}{\beta} \ln \left[ 2 \cosh\left( \frac{\beta \eta}{2} \right) \right],
\]

with \( \eta = \sqrt{\epsilon^2 + 4VB^2} \), and minimisation with respect to \( f_k \) gives \( f_k = g_k F(\omega_k) \), with

\[
F(\omega_k) = \left[ 1 + \frac{2V_B^2}{\eta \omega_k} \tanh\left( \frac{\beta \eta}{2} \coth(\beta \omega_k/2) \right) \right]^{-1}.
\]

Thus, in general, the interaction Hamiltonian contains contributions from both \( H_{\text{LINEAR}} \) and \( H_{\text{DISPLACED}} \). As we shall see below, in deriving a master equation utilising \( H_I \) as a perturbation, we therefore have terms arising from both \( H_{\text{LINEAR}} \) and \( H_{\text{DISPLACED}} \), as well as from their product.

Introducing the spectral density (assumed to be the same at each site) as \( J(\omega) = \sum_k |g_k|^2 \delta(\omega - \omega_k) \) allows Eq. (10) to be written in integral form as

\[
B = \exp\left[ -\int_0^\infty d\omega \frac{J(\omega)}{\omega^2} F(\omega)^2 \coth(\beta \omega/2) \right].
\]

Since \( V_R = VB \), and \( B \) is itself a function of \( V_R \), the renormalised coupling strength must be solved for self-consistently.

For a sufficiently large bath of oscillators the spectral density is typically taken to be a smooth function of \( \omega \), with polynomial-like behaviour in the small \( \omega \) limit; \( J(\omega) \sim \omega^s \) as \( \omega \to 0 \). Those spectral densities with \( s < 1 \), \( s = 1 \), and \( s > 1 \) are referred to as sub-Ohmic, Ohmic, and super-Ohmic, respectively. Of particular significance is the value of the renormalised
interaction strength, $V_R$, found for an Ohmic environment. For the full polaron transformation, the integral in Eq. (13) suffers from a well-known infra-red divergence, which can be seen here by setting $F(\omega) = 1$ and taking $J(\omega) \sim \omega$. In this case, $V_R \to 0$ in the polaron transformation regardless of the temperature or the strength of the system-bath coupling. For an Ohmic environment, we are therefore forced to conclude that only incoherent dynamics can be captured by the full polaron transformation when it is used in conjunction with a time-local master equation approach. Importantly, this is not the case for the variational theory as the function $F(\omega)$ need not be equal to 1, and hence both coherent and incoherent dynamics can be captured.

### III. MASTER EQUATION

Having performed the variational transformation on our Hamiltonian to identify the perturbation term $H_I$, we now employ the time-convolutionless projection operator method\cite{blount1967lectures,blount1971quantum} to derive a master equation governing the donor-acceptor energy transfer dynamics under the influence of the surrounding environment. This technique utilises a projection operator, $\mathcal{P}$, defined to satisfy $\mathcal{P} \chi \equiv \text{Tr}_B(\chi) \otimes \rho_R = \rho \otimes \rho_R$, where $\chi$ is the density operator of the combined system-plus-environment state, $\rho$ is the reduced density operator of the system (the donor-acceptor pair in our case), and $\rho_R$ is a reference state of the environment, which can in principle be chosen arbitrarily. Using the projection operator, an exact time-local master equation for $\mathcal{P} \chi$ can be derived, which involves $\mathcal{P} \chi$ itself and, in general, the complementary projection, $\mathcal{Q} \chi(0) \equiv (I-\mathcal{P}) \chi(0)$, of the initial state $\chi(0)$. Importantly, in the present case, since our Hamiltonian has been transformed into the variational frame, we obtain a master equation involving the variationally-transformed density operator, $\chi_T = e^{i\chi}$. Truncating the exact expression to second order in $H_I$, our interaction picture master equation reads

$$\frac{d\tilde{\rho}_T}{dt} = \text{Tr}_B[\hat{\chi}_T(t)\mathcal{P} \chi_T(t)] + \text{Tr}_B[\hat{\chi}_T(t)\mathcal{Q} \chi_T(0)],$$

where the homogeneous contribution is given by

$$\text{Tr}_B[\hat{\chi}_T(t)\mathcal{P} \chi_T(t)] = -\int_0^t ds \text{Tr}_B[\hat{H}_I(t), [\hat{H}_I(s), \tilde{\rho}_T(t)\rho_R]],$$

while the initial-state-dependent inhomogeneous term is

$$\text{Tr}_B[\hat{\chi}_T(t)\mathcal{Q} \chi_T(0)] = -i \text{Tr}_B[\hat{H}_I(t), \mathcal{Q} \chi_T(0)]$$

$$-\int_0^t ds \text{Tr}_B[\hat{H}_I(t), [\hat{H}_I(s), \mathcal{Q} \chi_T(0)]],$$

with tildes indicating operators in the interaction picture, $\hat{H}_I(t) = \exp[iH_0t]\hat{H}_I \exp[-iH_0t]$, and $\tilde{\rho}_T(t) = \text{Tr}_B(\chi_T(t))$ being the reduced density operator in the variationally-transformed frame. Note that in deriving Eq. (15) we have utilised the fact that $\text{Tr}_B(H_I(t)\rho_R) = 0$.

Derivation of the final form of the master equation now proceeds in the usual way, and is somewhat lengthy given the various terms present in $H_I$. We therefore leave the details for Appendix A and mention only the salient points here. From Eqs. (16) and (17) it is evident that the master equation will contain two-time correlation functions arising from the product of $\hat{H}_I(t) = \hat{H}_{\text{LINEAR}}(t) + \hat{H}_{\text{DISPLACED}}(t)$. We write $H_I = \sum_{i=1}^4 A_i \otimes B_i$, with system operators $A_1 = |1\rangle\langle1|$, $A_2 = |2\rangle\langle2|$, $A_3 = \sigma_x$, and $A_4 = \sigma_y$, and bath operators $B_i = \sum_k (g_k - f_k)(b_{k,i}^\dagger + b_{k,i})$ for $i = 1, 2$, while $B_3 = VB_x$ and $B_4 = VB_y$. The correlation functions appearing in the master equation can then be written as

$$\Lambda_{ij}(\tau) = \text{Tr}_B(\hat{B}_i(\tau)\hat{B}_j(0)\rho_R),$$

where we choose a thermal equilibrium bath reference state, $\rho_R = e^{-\beta H_B}/(\text{Tr}e^{-\beta H_B})$.

For $i = 1, 2$ these correlation functions have a similar form to those found in Redfield theory:

$$\Lambda_{11}(\tau) = \Lambda_{22}(\tau) = \int_0^\infty d\omega J(\omega) (1 - F(\omega))^2$$

$$\times (\cos(\omega\tau) \coth(\beta\omega/2) - i \sin(\omega\tau)), $$

while $\Lambda_{12}(\tau) = \Lambda_{21}(\tau) = 0$. Note that in the polaron limit ($F(\omega) \to 1$) these correlation functions vanish. For $i = 3, 4$, we obtain correlation functions similar in form to those of a polaron master equation\cite{blount1967lectures,blount1971quantum,blount1971quantum}:

$$\Lambda_{33}(\tau) = (V_B^2/2)(e^{\phi(\tau)} + e^{-\phi(\tau)} - 2),$$

$$\Lambda_{44}(\tau) = (V_B^2/2)(e^{\phi(\tau)} - e^{-\phi(\tau)}),$$

with

$$\phi(\tau) = 2\int_0^\infty d\omega J(\omega)/(\omega + 1) F(\omega)^2$$

$$\times (\cos(\omega\tau) \coth(\beta\omega/2) - i \sin(\omega\tau)), $$

while $\Lambda_{34}(\tau) = \Lambda_{43}(\tau) = 0$. In the weak-coupling (Redfield) limit $F(\omega) \to 0$, and $\Lambda_{33}(\tau)$ and $\Lambda_{44}(\tau)$ then disappear. The last type of correlation function is unique to the variational theory and arises from the product of $\hat{H}_{\text{LINEAR}}$ and $\hat{H}_{\text{DISPLACED}}$. We have $\Lambda_{14}(\tau) = \Lambda_{41}(\tau) = i\Lambda_C(\tau)$, and $\Lambda_{24}(\tau) = \Lambda_{42}(\tau) = -i\Lambda_C(\tau)$, where

$$\Lambda_C(\tau) = V_R \int_0^\infty d\omega J(\omega)/(\omega + 1) F(\omega)(1 - F(\omega))$$

$$\times (\sin(\omega\tau) \coth(\beta\omega/2) + i \cos(\omega\tau)), $$

and $\Lambda_{31}(\tau) = \Lambda_{13}(\tau) = \Lambda_{22}(\tau) = \Lambda_{23}(\tau) = 0$. These correlation functions are most important in the intermediate regime, where neither the full polaron displacement ($F(\omega) = 1$) nor zero displacement ($F(\omega) = 0$) are appropriate.
The inhomogeneous term in Eq. (15) depends on the quantity $Q_{\chi T}(0)$. Assuming a separable initial state corresponding to an excitation on the donor, $\rho(0) = |1\rangle\langle 1|$, with the environment in the state $\rho_B(0)$, we find

$$Q_{\chi T}(0) = (1 - \mathcal{P})(e^G|1\rangle\langle 1|\otimes \rho_B(0)e^{-G}) = |1\rangle\langle 1|\otimes (\rho_{TB}(0) - \rho_R), \quad (24)$$

where $\rho_{TB}(0) = B_{+,-}\rho_B(0)B_{-,-}$ is the variationally-transformed bath initial state. Thus, we see that the inhomogeneous term vanishes if we assume our initial environmental state to be displaced such that $\rho_B(0) = B_{-,-}\rho_B B_{-,+}$, since then $\rho_{TB}(0) = \rho_R$. We might, however, wish to consider a case where the excitation enters the system on a short enough timescale such that the bath does not have time to displace in response to it. The correct initial state would then be $\rho_B(0) = \rho_R$, such that $\rho_{TB}(0) = B_{+,+}\rho_R B_{-,+}$. We then find $Q_{\chi T}(0) \neq 0$, and so the inhomogeneous term remains. Details of the first and second-order inhomogeneous contributions to the master equation in this case are presented in Appendix A.

IV. ENERGY TRANSFER DYNAMICS

Let us now use the variational master equation we have derived to investigate the dynamics of an excitation in the donor-acceptor system. To do so, we calculate the population in state $|1\rangle$ (the donor) as a function of time, $\rho_{11}(t) = (1/2)(1 + \alpha_z(t))$, where $\alpha_z = \text{Tr}(\sigma_z \chi(t))$. Generally, care must be taken when calculating expectation values from a master equation derived in a transformed frame. However, since $e^G\sigma_z e^{-G} = \sigma_z$, we find $\alpha_z(t) = \text{Tr}(\sigma_z \chi(t)) = \text{Tr}(\sigma_z e^{-G}\chi_T(t)e^G) = \text{Tr}(\sigma_z \chi_T(t))$. Thus, the population dynamics in which we are interested is unaffected by transformation into the variational representation, and we may use our master equation for $\rho_{11}(t)$ directly to compute $\rho_{11}(t)$.

In the following sections we shall compare the dynamics generated by the present variational theory to that found using both the Redfield and polaron approaches. Redfield theory corresponds to second-order perturbation in the original system-bath interaction term, before any transformation has been applied to the Hamiltonian. Within the present formalism it can therefore be recovered by setting $F(\omega) = 0$. Typically, it is further assumed in this limit that the bath correlation functions decay on a timescale much faster than that of the excitation dynamics, which allows the integration limits in Eq. (10) (and also in Eq. (A3)) to be taken to infinity. Dynamics referred to as Redfield in the subsequent sections is calculated in this way. On the other hand, a polaron master equation is obtained through performing the full transformation on the original Hamiltonian. In our formalism, this corresponds to setting $F(\omega) = 1$. Making no further assumptions, our theory then reduces to that presented in Refs. [15] and [16]. Dynamics referred to as polaron in the following is calculated in this manner.

A. Super-Ohmic environments

To begin our analysis we shall first consider a donor-acceptor pair that is coupled to a super-Ohmic environment, as has been studied previously using the polaron formalism in Refs. [14]–[18]. This immediately allows us to investigate how the present variational master equation theory compares to both the Redfield and polaron forms, without having to worry about complications such as the polaron theory infra-red divergence, which would be an issue in the Ohmic case (see Section IVB). We take a spectral density of the form

$$J_3(\omega) = \alpha_3 \omega^3 e^{-\omega/\omega_c}, \quad (25)$$

where $\alpha_3$ captures the strength of the system-bath coupling and $\omega_c$ is a phenomenological cut-off frequency. A spectral density of this form is typical in the solid-state, for example when describing coupling to acoustic phonons, see e.g. Refs. [69]–[71]. We also introduce the reorganisation energy, defined as

$$\lambda_s = \int_0^{\infty} J_3(\omega)\omega^{-1}d\omega, \quad (26)$$

which constitutes a measure of the system-bath interaction that also accounts for the range of frequencies over which the bath can influence the system. For the super-Ohmic spectral density given above we find $\lambda_3 = 2\alpha_3 \omega_c^3$.

In Fig. 1 we plot the excitation population dynamics using the variational theory (solid black curves), Redfield theory (red dashed curves), and the polaron theory (blue dotted curves), for various values of the reorganisation energy, $\lambda_3$, and cut-off frequency, $\omega_c$. In the variational and polaron cases we have assumed that the environment is initially in a displaced thermal equilibrium state, resulting in the absence of inhomogeneous
terms, as discussed in Section III. The effect of assuming a non-displaced initial bath state is discussed in Section IV.C. In plot (a) the reorganisation energy has a relatively small value of $\lambda_3 = 20 \text{ cm}^{-1}$, and the cut-off frequency is such that $V/\omega_c < 1$. For these parameters we expect both the Redfield and polaron theories to be valid, and hence they yield almost identical results. We also see that the variational theory predicts essentially the same dynamics in this relatively undemanding weak-coupling regime.

Plot (b) corresponds to the case where the reorganisation energy has been increased by a factor of 10. We would not expect Redfield theory to be justified in this regime, owing to the large value of $\lambda_3$, and indeed we see that it predicts a strong damping of the system dynamics, at odds with the other approaches. In fact, in this regime the variational minimisation condition corresponds approximately to performing the full polaron displacement, i.e. $F(\omega_k) \approx 1$, and so the polaron and variational theories give very similar results. This is to be expected (for a super-Ohmic bath), as for large $\lambda_3$ and small $V/\omega_c$ the full polaron transformation provides a much smaller perturbative term than the original system-bath coupling, and is therefore a superior representation in which to approximate the system dynamics.

For the parameters of plot (c), on the other hand, we now have $V/\omega_c > 1$, and the full polaron displacement is no longer appropriate. We therefore see that the polaron theory incorrectly predicts a strong damping of the system dynamics, even though the reorganisation energy is small. In fact, the variational minimisation condition corresponds here to performing only a weak transformation on the Hamiltonian, i.e. $F(\omega_k) \approx 0$, and the variational and Redfield theories thus predict similar results.

Plot (d) corresponds to none of the limiting cases discussed above, and consequently all three theories predict different dynamics. Here, we expect the variational approach to most accurately describe the true dynamics, since the minimisation condition allows for a mode-specific optimisation of the displacement of the bath, which the other theories do not. We note also that a recent comparison of the three theories considered here with a numerically-exact path integral approach confirmed the superiority of the variational method over Redfield and polaron for super-Ohmic environments, albeit for a different model system.

B. Ohmic environments

We now consider the excitation dynamics when the donor-acceptor pair are coupled to an Ohmic bath. Specifically, we take the overdamped Brownian oscillator form

$$J_1(\omega) = \frac{2}{\pi} \frac{\alpha_1 \omega_c \omega}{\omega^2 + \omega_c^2},$$

(27)

which behaves linearly in the limit $\omega \to 0$. From Eq. (26) we find $\lambda_1 = \alpha_1$, which is equivalent to the reorganisation energy used in Ref. 33.

In Fig. 2 we plot the excitation dynamics calculated from the variational theory for several values of the coupling $\lambda_1$. As in the super-Ohmic case, we assume a displaced initial bath state resulting in the absence of inhomogeneous terms. As we might expect, for small $\lambda_1$ the dynamics shows pronounced oscillations with a decaying envelope, and as $\lambda_1$ is increased, the oscillations become more strongly damped. Once $\lambda_1 = 100 \text{ cm}^{-1}$, however, the dynamics becomes entirely incoherent, and the steady state is reached on a timescale $\sim 0.1 \text{ ps}$. Interestingly, as the coupling strength is increased further, the excitation begins to take longer to relax towards the steady state, resulting in a decrease in the rate of excitation transfer between the two sites. This behaviour is consistent with results obtained using the hierarchal equations of motion technique.

By way of comparison, in Fig. 3 we plot excitation dynamics for parameters identical to those in Fig. 2, though now calculated using Redfield and polaron theories. As in the super-Ohmic case, we see that for small reorganisation energies, the Redfield and variational theories predict very similar dynamics. However, as the system-
bath coupling strength becomes large, Redfield theory cannot capture the expected reduction of the transfer rate\textsuperscript{22,23} and there appears to be a particular coupling strength after which the steady state is always reached on a timescale $\sim 0.1$ ps.

For the Ohmic spectral density studied here, we see that polaron theory behaves quite oddly. As previously mentioned, a spectral density of this form presents a problem for a time-local master equation obtained in the polaron frame, since a complete renormalisation of the electronic transfer strength is predicted, $V_R \to 0$. In this situation, the polaron formalism can capture only incoherent dynamics. In fact, when $V_R = 0$ (in either the polaron or variational theory), from Eq. (A1) we find a simple expression governing the time evolution of the population on site 1:

$$\frac{d\rho_{11}(t)}{dt} = -\kappa(\epsilon, t)\rho_{11}(t) + \kappa(-\epsilon, t)(1 - \rho_{11}(t)), \quad (28)$$

where the rates determining transfer between the sites are given by\textsuperscript{23}

$$\kappa(\pm \epsilon, t) = 2V^2\text{Re}\left[ \int_0^t d\tau \rho e^{\pm i\omega c\tau} \left( B^2 e^{\phi(\tau)} \right) \right]. \quad (29)$$

Thus, in the limit $V_R \to 0$ we see that the polaron theory reduces to Förster theory, though with time-dependent transfer rates\textsuperscript{24} which we expect to work well only in the strong system-environment coupling limit.\textsuperscript{23} This is confirmed by the unphysical behaviour we see in the polaron plot for $\lambda_1 = 1$ cm$^{-1}$. At larger coupling strengths, however, polaron theory does correctly predict the reduction of the transfer rate. On comparison of Figs. 2 and 4 it can be seen that the minimisation condition [Eq. (A3)] present in the variational theory picks out an optimised Hamiltonian transformation dependent upon the system-bath parameters, resulting here in qualitatively correct dynamical behaviour across the full range of coupling strengths.

To test the variational theory in a definite physical context, in Fig. 4 we plot the energy transfer dynamics of a very simple model that consists of two strongly-coupled bacteriochlorophyll sites (BChl 1 and BChl 2) of the Fenna-Matthews-Olson (FMO) complex.\textsuperscript{22,23} We use our two-site Hamiltonian, Eq. (1), with system parameters taken from Ref. 76 (corresponding to $\epsilon = -120$ cm$^{-1}$ and $V = -87.7$ cm$^{-1}$, see also Ref. 77), and consider an Ohmic spectral density [Eq. (27)] with reorganisation energy $\lambda_1 = 35$ cm$^{-1}$ to match Ref. 41. By comparison of our variational results at cryogenic temperature ($T = 77$ K) and physiological temperature ($T = 300$ K) with Figs. 2 and 3, respectively, in Ref. 41, it can be seen that the variational theory is in excellent agreement with the numerically-exact hierarchical approach on a timescale of the order $\sim 100$ fs, after which time we would expect discrepancies as population begins to leak into the other BChl sites not accounted for here.\textsuperscript{40,77,79} Hence, while this may be a very simplified example, it serves to highlight the versatility of the variational approach, and paves the way for a more detailed study of the FMO system.

### C. Bath relaxation effects

In the previous sections we assumed a displaced initial bath state when calculating dynamics using the variational and polaron theories. This simplified the relevant master equations, since it meant that they contained no inhomogeneous terms. This simplification relies on a separation of timescales in the combined system-environment dynamics, i.e. the bath relaxation must be fast compared to the energy transfer dynamics between the two sites. Thus, though the cut-off frequency dependence in the variational theory was seen to play an important role in the reduced dressing of the energy transfer interaction strength, the bath was still assumed to instantaneously adjust to its variationally displaced state. We now relax this assumption by the introduction of the inhomogeneous terms, the presence of which results from a difference between the initial bath state and that taken to be the reference state in the projection operator, and therefore (approximately) account for the influence of environmental relaxation on the state of the system. Hence, we shall now consider a non-displaced initial bath state, $\rho_B(0) = \rho_R$, and investigate what difference the inhomogeneous terms in our variational master equation may make, as has been studied previously in the polaron case.\textsuperscript{45,46,49}

In Fig. 5 we plot the excitation dynamics calculated from the variational master equation for a super-Ohmic spectral density [Eq. (26)] including (dashed curves) and excluding (solid curves) all first- and second-order inhomogeneous terms. The main plot is for zero temperature, while the inset corresponds to $T = 300$ K. Though we find here that the effect of the inhomogeneous terms for a localised initial state is weak, interestingly, at zero temperature we see that the relaxation of the bath actually causes oscillations in the population dynamics to be suppressed. At $T = 300$ K, the situation is somewhat different, and the dynamics is predominately incoherent.
the solution of the simple classical rate equation ˙ \rho = \kappa_+ \rho_{11} - \kappa_- (1 - \rho_{11}), and determine the quantity \kappa_+, which characterises the rate at which excitation is passed from site 1 to site 2. Fitting quantum dynamics to such a rate equation is clearly dubious if there are many coherent oscillations present in the system. We shall therefore consider a small donor-acceptor interaction strength of V = 20 cm\(^{-1}\), for which we expect the dynamics to be predominantly incoherent over a large reorganisation energy range.\(^{33, 34}\)

In the main part of Fig. 6 we plot the transfer rate, \kappa_+, as a function of reorganisation energy, \lambda_1, calculated using Redfield theory (red dashed curve), polaron or Förster theory (blue dotted curve)\(^{20}\) and the variational theory with (black circles) and without (black crosses) inhomogeneous terms. The inset shows the corresponding time domain dynamics for \lambda_1 = 2 cm\(^{-1}\), confirming that the transfer is predominately incoherent, even at this small reorganisation energy.

There are a number of interesting features to be seen in the main plot. Firstly, consistent with Fig. 3, the transfer rate calculated using Redfield theory fails to decrease significantly at large values of \lambda_1; as expected, Redfield theory is inadequate to describe the dynamics for large system-environment coupling strengths.\(^{31, 34}\) Secondly, and in contrast, the variational theory (both with and without inhomogeneous terms) is capable of interpolating between the small and large reorganisation energy limits, again in accord with the dynamics shown in Fig. 3. However, we note that around \lambda_1 \approx 4 cm\(^{-1}\) the variational theory ‘jumps’ towards the value predicted by Förster (or polaron) theory. This behaviour can be attributed to a discontinuous change from non-zero to zero renormalised coupling \nu_k in the variational theory, as \lambda_1 is increased. For the parameters of Fig. 6 above \lambda_1 \approx 4 cm\(^{-1}\) the variational minimisation condition \[ F(\omega_k) = 1, \] suddenly reduces to F(\omega_k) = 1, and so the polaron and variational theories then become equivalent.\(^{31}\) Finally, in the present context, perhaps the most interesting feature of Fig. 6 is that the addition of inhomogeneous terms to the variational theory serves to reduce the transfer rate for intermediate values of \lambda_1, bringing it closer to that predicted using the hierarchical equations of motion or path integral techniques (see...
To conclude this section we note that for most parameter regimes the inhomogeneous terms seem to be well behaved, and indeed we have just seen how they can increase the accuracy of the variational method. However, we have found that for certain parameters the inhomogeneous terms can be badly behaved, and can even cause the variational theory to predict unphysical behaviour (e.g. for very large $\lambda_1$ at $T = 0$), where the behaviour is perfectly physical in their absence. We suspect that in these regimes the initial bath displacement is too great to be described accurately by only the first and second order inhomogeneous contributions to the master equation, but further work is required to fully assess this conjecture.

V. SUMMARY

In summary, we have presented a versatile time-local variational master equation technique, which we have used to investigate the energy transfer dynamics in a donor-acceptor pair. The master equation is constructed from a variationally-optimised interaction Hamiltonian, obtained by applying a unitary transformation to the full Hamiltonian, which results in a perturbative term that remains small over a wide range of parameter regimes. The formalism also provides a mechanism with which to explore energy transfer dynamics under conditions where those approaches are known to fail. In particular, we can capture coherent dynamics for a donor-acceptor system coupled to an Ohmic bath, something not possible in the polaron limit.

The work presented here opens up many potential avenues for future research. For example, although we have shown that the qualitative predictions of the variational master equation are generally good, it would be interesting to quantitatively assess its accuracy against known numerically-exact benchmarks. Furthermore, it may be the case that refinements to the variational procedure, or even to the form of the unitary transformation itself, could increase the accuracy and range of validity of the method yet further. An extension to multi-site systems would allow a master equation exploration of the energy transfer dynamics valid over a range of different parameters, for example, in the full FMO complex.

Lastly, a study utilising the formalism presented in Appendix [A] which extends the theory to include spatially-correlated environmental fluctuations, could help to shed light on their influence in coherent energy transfer.
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Appendix A: Master Equation Derivation

1. Homogeneous terms

Here we present further details of the derivation of the variational master equation used in this work. Upon inserting the interaction Hamiltonian into Eqs. (10) and (17), and returning to the Schrödinger picture, we find a master equation of similar form to Eq. (15),

$$\frac{d\rho_B}{dt} = \text{Tr}_B[\mathcal{K}(t)\rho_B(t)] + \text{Tr}_B[I(t)\chi_B(t)]$$

where the homogeneous contribution can be written

$$\text{Tr}_B[\mathcal{K}(t)\rho_B(t)] = -i[H_S, \rho_B(t)] - \frac{i}{2} \sum_{ij} \sum_\omega \gamma_{ij}(\omega, t) [A_i, \Delta_{j,\omega}(t) - \rho_B(t) \Delta_{j,\omega}^\dagger(t)]$$

$$- i \sum_{ij} \sum_\omega S_{ij}(\omega, t) [A_i, \Delta_{j,\omega}(t) + \rho_B(t) \Delta_{j,\omega}^\dagger(t)],$$

with $H_S = \frac{1}{2}\epsilon \sigma_z + V_R \sigma_x + R \mathbb{I}$. The indices $i$ and $j$ $(i, j = 1, 2, 3, 4)$ label system operators $A_1 = |1\rangle \langle 1|, A_2 = |2\rangle \langle 2|, A_3 = \sigma_x$, and $A_4 = \sigma_y$. In deriving Eq. (A1) we have utilised the following decomposition of the system operators,

$$\Delta_{i,\omega} = \sum_{E'_{\omega'}} |E'\rangle\langle E'| A_i |E'\rangle\langle E'|,$$

where the summation runs over all pairs of eigenvalues of $H_S$ having a fixed energy difference $\omega$. Using Eq. (A2) the transformation into the interaction picture is easily achieved since we have $\Delta_{i,\omega}(t) = \exp[iH_S t] \Delta_{i,\omega} \exp[-iH_S t] = \Delta_{i,\omega} \exp[-i\omega t]$, while $A_i = \sum_\omega \Delta_{i,\omega}$. Given our form for $H_S$ we find that the $\omega$ summation runs over the three values $\omega = 0, \pm \eta$, where $\eta = \sqrt{\epsilon^2 + 4V_R^2}$ as in the main text, and the eigenoperators are given by $\Delta_{1,\eta} = -\cos \theta \sin \theta |+\rangle \langle +|$, $\Delta_{1,0} = \sin^2 \theta |+\rangle \langle +| + \cos^2 \theta |+\rangle \langle -|$, $\Delta_{2,\eta} = \cos \theta \sin \theta |+\rangle \langle -|$, $\Delta_{2,0} = \cos^2 \theta |+\rangle \langle +| + \sin^2 \theta |+\rangle \langle +|$, $\Delta_{3,\eta} = \cos 2\theta |+\rangle \langle +|$, $\Delta_{3,0} = \sin 2\theta |+\rangle \langle +|$, $\Delta_{4,\eta} = i |+\rangle \langle -|$, and $\Delta_{4,0} = 0$. In all cases $\Delta_{i,-\eta} = \Delta_{i,\eta}^\dagger$, and eigenstates of $H_S$ are defined to satisfy $H_S |\pm\rangle = (1/2)(2R \pm \eta) |\pm\rangle$.

The angle $\theta = (1/2) \arctan(2V_R/\epsilon)$ characterises the relative strength of the renormalised excitonic transfer interaction to the energy mismatch between the donor and acceptor.
The time-dependent rates and energy shifts appearing in Eq. (A1) are given by \( \gamma_{ij}(\omega, t) = 2\text{Re}[K_{ij}(\omega, t)] \) and \( S_{ij}(\omega, t) = \text{Im}[K_{ij}(\omega, t)] \), respectively, defined in terms of the response functions

\[
K_{ij}(\omega, t) = \int_0^t \Lambda_{ij}(\tau)e^{i\omega\tau}d\tau, \quad (A3)
\]

which depend on the bath correlation functions \( \Lambda_{ij}(\tau) = \text{Tr}(\tilde{B}_i(\tau)\tilde{B}_j(0)\rho_B) \). Here, we label \( B_i = \sum_k (g_{ik} - f_k)(b_{ki} \dagger + b_{ki}) \) for \( i = 1, 2 \), while \( B_3 = VB_x \) and \( B_4 = VB_y \). These correlation functions are given by Eqs. (10) - (23) of the main text.

2. Inhomogeneous terms

The inhomogeneous terms in the master equation depend on the quantity \( Q_{\chi T}(0) \). If we wish to consider the initial state \( \chi(0) = |1\rangle|1\rangle \otimes \rho_B \), we find

\[
Q_{\chi T}(0) = (1 - \mathcal{P})(e^{G}|1\rangle|1\rangle \otimes \rho_B e^{-G}) = |1\rangle|1\rangle \otimes (\rho_B - \rho_B) \quad (A4)
\]

where \( \rho_{\text{TR}} = B_{-1} \rho_B B_{-1} \) is a transformed bath reference state. Using Eq. (17), we find that the inhomogeneous terms take the form

\[
\text{Tr}_B[I(t)Q_{\chi T}(0)] = -i \sum_i \sum_\omega \int_0^t \Gamma_i(\tau)e^{i\omega\tau}[A_i, \Delta_{1, \omega}]
\]

\[
- \sum_{ij} \sum_{\omega, \omega'} \left( \frac{1}{2} \gamma_{ij}^{(d)}(\omega', t) \cos \omega t - S_{ij}^{(d)}(\omega', t) \sin \omega t \right)
\]

\[
\times [A_i, \Delta_{j, \omega} \Delta_{1, \omega} - \Delta_{j, \omega} \Delta_{1, \omega} \dagger]
\]

\[
- i \sum_{ij} \sum_{\omega, \omega'} \left( \frac{1}{2} \gamma_{ij}^{(d)}(\omega', t) \sin \omega t + S_{ij}^{(d)}(\omega', t) \cos \omega t \right)
\]

\[
\times [A_i, \Delta_{j, \omega} \Delta_{1, \omega} + \Delta_{j, \omega} \dagger \Delta_{1, \omega} \dagger],
\]

in the Schrödinger picture, where \( \Gamma_i(t) = \text{Tr}_B(\tilde{B}_i(t)\rho_{\text{TR}}) \). In a similar way to those appearing in the homogeneous terms, the rates and energy shifts are defined as \( \gamma_{ij}^{(d)}(\omega, t) = 2\text{Re}[K_{ij}^{(d)}(\omega, t)] \) and \( S_{ij}^{(d)}(\omega, t) = \text{Im}[K_{ij}^{(d)}(\omega, t)] \), this time in terms of the response functions

\[
K_{ij}^{(d)}(\omega, t) = \int_0^t \Lambda_{ij}^{(d)}(\tau)e^{i\omega\tau}d\tau, \quad (A6)
\]

with \( \Lambda_{ij}^{(d)}(\tau, t) = \text{Tr}_B(\tilde{B}_i(t)\tilde{B}_j(t - \tau)\rho_{\text{TR}}) - \Lambda_{ij}(\tau) \).

In order to evaluate the quantities \( \Gamma_i(t) \) and \( \Lambda_{ij}^{(d)}(\tau, t) \) we utilise the cyclic invariance of the trace and insertions of the identity operator, \( I = B_{+1}B_{-1} \), to write

\[
\Gamma_i(t) = \text{Tr}_B(\tilde{B}_i(t)\rho_{\text{TR}}) = \text{Tr}_B(\tilde{B}_i(t)\rho_R) \quad (A7)
\]

and

\[
\Lambda_{ij}^{(d)}(\tau, t) = \text{Tr}_B(\tilde{B}_i(t)\tilde{B}_j(t - \tau)\rho_R) - \Lambda_{ij}(\tau), \quad (A8)
\]

where \( \tilde{B}_i(t) = B_{-1} \tilde{B}_i(t - t) B_{-1} \). With reference to Eq. (7), we find \( \tilde{B}_i(t) = \tilde{B}_i(t) + C(t) \), \( \tilde{B}_2(t) = \tilde{B}_2(t) \), \( \tilde{B}_3(t) = (V/2)(\tilde{B}_+(t)C(t) + \tilde{B}_-(t)C(-t) - 2B) \), and \( \tilde{B}_4(t) = (iV/2)(\tilde{B}_+(t)C(t) - \tilde{B}_-(t)C(-t)) \), where

\[
C_1(t) = 2 \int_0^\infty d\omega \frac{J(\omega)}{\omega} F(\omega)(1 - F(\omega)) \cos \omega t \quad (A9)
\]

and

\[
C_{\pm}(t) = \exp[\pm i\psi(t)], \quad \psi(t) = 2 \int_0^\infty d\omega \frac{J(\omega)}{\omega^2} F(\omega)^2 \sin \omega t. \quad (A10)
\]

We therefore find \( \Gamma_1(t) = C_1(t), \Gamma_2(t) = 0 \), while \( \Gamma_3(t) = V_R(\cos \psi(t) - 1) \), and \( \Gamma_4(t) = -V_R \sin \psi(t) \). In a similar way, we find \( \Lambda_{ij}^{(d)}(\tau, t) = C_1(t)C(t - \tau) \) while \( \Lambda_{ij}^{(d)}(\tau, t) = \Lambda_{21}^{(d)}(\tau, t) = \Lambda_{22}^{(d)}(\tau, t) = 0 \). Those quantities arising from \( \mathcal{H}_{\text{DISPLACED}} \) are given by

\[
\Lambda_{33}^{(d)}(\tau, t) = \frac{V_R^2}{2} \left( e^{\phi(t)} \left( \cos[\psi(t) - \psi(t - \tau)] - 1 \right) \right.
\]

\[
- e^{-\phi(t)} \left( \cos[\psi(t) + \psi(t - \tau)] - 1 \right)
\]

\[
- 2 \left( \cos \psi(t) \cos \psi(t - \tau) - 2 \right), \quad (A11)
\]

\[
\Lambda_{44}^{(d)}(\tau, t) = \frac{V_R^2}{2} \left( e^{\phi(t)} \left( \cos[\psi(t) - \psi(t - \tau)] - 1 \right) \right.
\]

\[
- e^{-\phi(t)} \left( \cos[\psi(t) + \psi(t - \tau)] - 1 \right)
\]

\[
- 2 \left( \cos \psi(t) \cos \psi(t - \tau) - 2 \right), \quad (A12)
\]

\[
\Lambda_{34}^{(d)}(\tau, t) = \frac{V_R^2}{2} \left( e^{\phi(t)} \sin[\psi(t) - \psi(t - \tau)] \right.
\]

\[
- e^{-\phi(t)} \sin[\psi(t) + \psi(t - \tau)] + 2 \sin \psi(t - \tau) \right), \quad (A13)
\]

and

\[
\Lambda_{43}^{(d)}(\tau, t) = \frac{V_R^2}{2} \left( e^{\phi(t)} \sin[\psi(t) - \psi(t - \tau)] \right.
\]

\[
- e^{-\phi(t)} \sin[\psi(t) + \psi(t - \tau)] + 2 \sin \psi(t) \right), \quad (A14)
\]

where \( \phi(t) \) is defined in Eq. (22). Correlation functions of this type coming from the product of \( \mathcal{H}_{\text{DISPLACED}} \) and \( \mathcal{H}_{\text{LINEAR}} \) are given by

\[
\Lambda_{13}^{(d)}(\tau, t) = i\Lambda_C(\tau) \sin \psi(t - \tau) + \Gamma_1(t)\Gamma_3(t - \tau), \quad (A15)
\]

\[
\Lambda_{23}^{(d)}(\tau, t) = -i\Lambda_C(\tau) \sin \psi(t - \tau), \quad (A16)
\]

\[
\Lambda_{31}^{(d)}(\tau, t) = -i\Lambda_C(\tau) \sin \psi(t) + \Gamma_1(t - \tau)\Gamma_3(t), \quad (A17)
\]

\[
\Lambda_{32}^{(d)}(\tau, t) = i\Lambda_C(\tau) \sin \psi(t), \quad (A18)
\]
and
\[ \Lambda^{(d)}_{14}(\tau, t) = i\Lambda_{C}(\tau)[\cos \psi(t - \tau) - 1] + \Gamma_{1}(t)\Gamma_{4}(t - \tau), \]
(A19)
\[ \Lambda^{(d)}_{24}(\tau, t) = -i\Lambda_{C}(\tau)[\cos \psi(t - \tau) - 1], \]
(A20)
\[ \Lambda^{(d)}_{41}(\tau, t) = -i\Lambda_{C}(\tau)[\cos \psi(t - 1) + \Gamma_{1}(t - \tau)\Gamma_{4}(t), \]
(A21)
\[ \Lambda^{(d)}_{42}(\tau, t) = i\Lambda_{C}(\tau)[\cos \psi(t) - 1]. \]
(A22)

**Appendix B: Correlated Environments**

Here we extend the variational formalism presented in Section III to include the effects of spatial correlations in the environmental fluctuations. To do so, rather than assuming that each site is coupled to a separate bath of oscillators, we instead couple each site to a common environment. The total Hamiltonian now reads
\[
H = \sum_{j=1,2} \epsilon_{j} |X_{j}\rangle\langle X_{j}| + V(|XG\rangle\langle GX| + |GX\rangle\langle XG|) \\
+ \sum_{j=1,2} |X_{j}\rangle\langle X_{j}| \sum_{k}(g_{k,j}b_{k}^{\dagger} + g_{k,j}^{*}b_{k}) + H_{B},
\]
with \(H_{B} = \sum_{k}\omega_{k}b_{k}^{\dagger}b_{k}\), and we note that we now have just one creation operator for each mode, \(b_{k}^{\dagger}\). We make the spatial separation between the sites explicit with position dependent phase factors in the coupling constants. We write \(g_{k,j} = g_{k}e^{i\mathbf{r}_{j}}, \) with \(\mathbf{r}_{j}\) the position of site \(j\) (this further assumes each site is coupled to the environment with the same strength). The Hamiltonian describing dynamics within the single excitation subspace has a similar form as before,
\[
H_{\text{SUB}} = \frac{\epsilon}{2} \sigma_{z} + V\sigma_{x} + H_{B} \\
+ \sum_{j=1,2} |j\rangle\langle j| \sum_{k}(g_{k,j}b_{k}^{\dagger} + g_{k,j}^{*}b_{k}),
\]
with the Pauli operators defined in the same way as in the uncorrelated case.

The variationalistically transformed Hamiltonian is once again defined as \(H_{T} = e^{G}H_{\text{SUB}}e^{-G}\), but now we have
\[
G = \sum_{j} |j\rangle\langle j| \sum_{k}(\frac{f_{k,j}b_{k}^{\dagger} - f_{k,j}^{*}b_{k}}{\omega_{k}}),
\]
with the variational parameters also containing phase factors, \(f_{k,j} = f_{k}e^{i\mathbf{r}_{j}}\). The transformed Hamiltonian reads \(H_{T} = H_{0} + H_{1}\), where
\[
H_{0} = \frac{1}{2} \sigma_{z} + V_{R}\sigma_{x} + H_{B} + \frac{1}{2}R\mathbb{1},
\]
and \(H_{1} = H_{\text{LINEAR}} + H_{\text{DISPLACED}}\). Here,
\[
H_{\text{LINEAR}} = \sum_{j} |j\rangle\langle j| \sum_{k}(g_{k} - f_{k})(e^{i\mathbf{r}_{j}}b_{k}^{\dagger} + e^{-i\mathbf{r}_{j}}b_{k}),
\]
and \(H_{\text{DISPLACED}} = V(\sigma_{x}B_{x} + \sigma_{y}B_{y})\), with \(B_{x} = (1/2)(B_{+} + B_{-} - 2B)\) and \(B_{y} = (i/2)(B_{+} - B_{-})\) as before, but now
\[
B_{\pm} = \prod_{k} D\left( \pm \frac{f_{k}}{\omega_{k}}(e^{i\mathbf{r}_{1}} - e^{i\mathbf{r}_{2}}) \right),
\]
where \(D(\mathbf{x}) = \exp[\mathbf{x}b_{k}^{\dagger} - \mathbf{x}^{*}b_{k}]\) is a displacement operator. Importantly, the renormalisation factor, \(B = Tr(B_{\pm}\rho_{B})\) now depends on the distance between the two sites,
\[
B = \exp\left[ -\sum_{k} \frac{f_{k}^{2}}{\omega_{k}^{2}}(1 - \cos(\mathbf{k} \cdot \mathbf{d})) \coth\left(\frac{\beta\omega_{k}}{2}\right) \right]
\]
where \(\mathbf{d} = \mathbf{r}_{1} - \mathbf{r}_{2}\). The free energy minimisation is performed in the same way as in Section III and again gives \(f_{k} = g_{k}F(\omega_{k})\), but now we find
\[
F(\omega_{k}) = \left( 1 + \frac{2V_{R}^{2}}{\eta\omega_{k}}(1 - \cos(\mathbf{k} \cdot \mathbf{d})) \tanh\left(\frac{\beta\omega_{k}}{2}\right) \right)^{-1}
\]

The derivation of the variational master equation then proceeds in the same way as in the uncorrelated case, and results in a form identical to Eqs. (A1) and (A3). The difference, however, is that the functions \(\Lambda_{ij}(\tau), \Lambda_{ij}^{(d)}(\tau, t),\) and \(G_{i}(t)\) now also have the potential to depend on \(\mathbf{d}\). We find
\[
\Lambda_{12}(\tau) = \Lambda_{21}(\tau) = 1 - F(\omega_{k})^{2} \times \left( \cos(\omega_{k}\tau - \mathbf{k} \cdot \mathbf{d}) \coth(\beta\omega_{k}/2) - i\sin(\omega_{k}\tau - \mathbf{k} \cdot \mathbf{d}) \right),
\]
while \(\Lambda_{11}(\tau) = \Lambda_{22}(\tau)\) and are found by setting \(\mathbf{d} = 0\) in Eq. (B9). Once again \(\Lambda_{33}(\tau) = (V_{R}^{2}/2)(e^{i\phi(\tau)} + e^{-i\phi(\tau)} - 2)\), \(\Lambda_{44}(\tau) = (V_{R}^{2}/2)(e^{i\phi(\tau)} - e^{-i\phi(\tau)})\), and \(\Lambda_{43}(\tau) = \Lambda_{43}(\tau) = 0\, \), but now we have
\[
\phi(\tau) = 2\sum_{k} \frac{g_{k}^{2}}{\omega_{k}^{2}}F(\omega_{k})^{2}(1 - \cos(\mathbf{k} \cdot \mathbf{d})) \times \left( \cos(\omega_{k}\tau) \coth(\beta\omega_{k}/2) - i\sin(\omega_{k}\tau) \right).
\]

The final correlation functions appearing in the homogeneous terms are given by \(\Lambda_{14}(\tau) = \Lambda_{24}(\tau) = i\Lambda_{C}(\tau)\) and \(\Lambda_{24}(\tau) = \Lambda_{41}(\tau) = -i\Lambda_{C}(\tau)\) where
\[
\Lambda_{C}(\tau) = V_{R} \sum_{k} \frac{g_{k}^{2}}{\omega_{k}^{2}}F(\omega_{k})(1 - F(\omega_{k}))(1 - \cos(\mathbf{k} \cdot \mathbf{d})) \times \left( \sin(\omega_{k}\tau) \coth(\beta\omega_{k}/2) + i\cos(\omega_{k}\tau) \right),
\]
and \(\Lambda_{31}(\tau) = \Lambda_{13}(\tau) = \Lambda_{32}(\tau) = \Lambda_{23}(\tau) = 0\).

To find the quantities appearing in the inhomogeneous terms, we must first find the transformed bath operators, \(\tilde{B}_{i}(t) = B_{i+1}(t)B_{i+1}(t)_{+}\), where \(B_{i+1} = \prod_{k} D(f_{k,1})\). We now have \(\tilde{B}_{i}(t) = \tilde{B}_{i}(t) + C_{i}(t)\), for \(i = 1, 2\), where
\[
C_{2}(t) = 2\sum_{k} \frac{g_{k}^{2}}{\omega_{k}^{2}}F(\omega_{k})(1 - F(\omega_{k})) \cos(\omega_{k}\tau - \mathbf{k} \cdot \mathbf{d}).
\]
With these transformed operators the functions $\Gamma_\delta(t)$ and $\Lambda_\delta(d, r, t)$ can be found in a similar manner to Appendix A.
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