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Abstract

The field of Artificial Intelligence (AI) is going through a period of great expectations, introducing a certain level of anxiety in research, business and also policy. This anxiety is further energised by an AI race narrative that makes people believe they might be missing out. Whether real or not, a belief in this narrative may be detrimental as some stakeholders will feel obliged to cut corners on safety precautions, or ignore societal consequences just to “win”. Starting from a baseline model that describes a broad class of technology races where winners draw a significant benefit compared to others (such as AI advances, patent race, pharmaceutical technologies), we investigate here how positive (rewards) and negative (punishments) incentives may beneficially influence the outcomes. We uncover conditions in which punishment is either capable of reducing the development speed of unsafe participants or has the capacity to reduce innovation through over-regulation. Alternatively, we show that, in several scenarios, rewarding those that follow safety measures may increase the development speed while ensuring safe choices. Moreover, in the latter regimes, rewards do not suffer from the issue of over-regulation as is the case for punishment. Overall, our findings provide valuable insights into the nature and kinds of regulatory actions most suitable to improve safety compliance in the contexts of both smooth and sudden technological shifts.

Introduction

With the current business and governmental anxiety about AI and the promises made about the impact of AI technology, there is a risk for stakeholders to cut corners, preferring rapid deployment of their AI technology over an adherence to safety and ethical procedures, or a willingness to examine their societal impact \cite{1–3}.

Agreements and regulations for safety and ethics can be enacted by involved parties so as to ensure their compliance concerning mutually adopted standards and norms \cite{4}. However, experience with a spate of international treaties, like those of climate change, timber, and fisheries agreements \cite{5–7} has shown, the autonomy and sovereignty of the
parties involved will make monitoring and compliance enforcement difficult (if not impossible). Therefore, for all to enjoy the benefits provided by safe, ethical and trustworthy AI, it is crucial to design and impose appropriate incentivising strategies in order to ensure mutual benefits and safety-compliance from all sides involved. Given these concerns, many calls for developing efficient forms of regulation have been made [2,8,9].

In this paper, we aim to understand how different forms of incentives can be efficiently used to influence safety decision making within a development race for domain supremacy through AI (DSAI), resorting to population dynamics and Evolutionary Game Theory (EGT) [10–12]. Although AI development is used here to frame the model and to discuss the results, both model and conclusions may easily be adopted for other technology races, especially where a winner-takes-all situation occurs [13–15].

We posit that it requires time to reach DSAI, modelling this by a number of development steps or technological advancement rounds [16]. In each round the development teams (or players) need to choose between one of two strategic options: to follow safety precautions (the SAFE action) or ignore safety precautions (the UNSAFE action). Because it takes more time and more effort to comply with precautionary requirements, playing SAFE is not just costlier, but implies slower development speed too, compared to playing UNSAFE. We consequently assume that to play SAFE involves paying a cost $c > 0$, while playing UNSAFE costs nothing ($c = 0$). Moreover, the development speed of playing UNSAFE is $s > 1$ whilst the speed of playing SAFE is normalised to $s = 1$. The interaction is iterated until one or more teams establish DSAI, which occurs probabilistically, i.e. the model assumes, upon completion of each round, that there is a probability $\omega$ that another development round is required to reach DSAI—which results in an average number $W = (1 - \omega)^{-1}$ of rounds per competition/race [12]. We thus do not make any assumption about the time required to reach DSAI in a given domain. Yet once the race ends, a large benefit or prize $B$ is acquired that is shared amongst those reaching the target simultaneously.

The DSAI model further assumes that a development setback or disaster might occur, with a probability assumed to increase with the number of occasions the safety requirements have been omitted by the winning team(s) at each round. Although many potential AI disaster scenarios have been sketched [1,17], the uncertainties in accurately predicting these outcomes have been shown to be high. When such a disaster occurs, the risk-taking participant loses all its accumulated benefits, which is denoted by $p_r$, the risk probability of such a disaster occurring when no safety precaution is followed (see Materials and Methods section for further details).

As shown in [16], when the time-scale of reaching the target is short, such that the average benefit over all the development rounds, i.e. $B/W$, is significantly larger compared to the intermediate benefit $b$ obtained in every round, there is a large parameter space where societal interest is in conflict with the personal one: unsafe behaviour is dominant despite the fact that safe development would lead to a greater social welfare (see region II in Figure 2 and Supporting Information (SI) for details). The reason is that, those who completely ignore safety precautions can always achieve the big prize $B$ when playing against safe participants. The two other zones, i.e. region I and region III in Figure 2, do not suffer from a dilemma between individual and group benefits as is the case for region II. Whereas in region I safe development is preferred due to excessively high risks, region III prefers unsafe, risk taking behaviour, both from an individual and societal perspective.

From a regulatory perspective, only region II requires additional measures that ensure or enhance safe and globally beneficial outcomes, avoiding any potential disaster. Large-scale surveys and expert analysis of the beliefs and predictions about the progress in AI, indicate that the perceived time-scale for supremacy across domains through AI
as well as regions is highly diverse [18,19]. Also note that despite focusing on DSAI in this paper, the proposed model is generally applicable to any kind of long-term competing situations such as technological innovation development and patent racing where there is a significant advantage (i.e. large $B$) to be achieved by reaching an important target first [13–15]. Other domains include pharmaceutical development where firms could try to cut corners by not following safe clinical trial protocols in an effort to be the first to develop a pharmaceutical produce (i.e. a cure for cancer), in order to take the highest possible share of the market benefit [20]; Besides tremendous economic advantage, a winner of a vaccine race such as for Covid-19 treatment, can also gain significant political and reputation influence [21].

In this paper, we explore whether and how incentives such as reward and punishment can help in avoiding disasters and generate a wide benefit of AI-based solutions. Namely, players can attempt to prevent others from moving as fast as they want (i.e., an elementary form of punishment of wrong-doers) or help others to speed up their development (rewarding right-doers), at a given cost. Slowing down unsafe participants can be obtained by reporting misconduct to authorities and media, or by refusal to share and collaborate with companies not following the same deontological principles. Similarly, rewards can correspond to support, exchange of knowledge, staff, etc. of safety conscious participants. Note that reasons for intervening with the development speed of competitors may also be nefarious, e.g. cyber-attacks, in order to get a speed advantage. The current work only considers interventions by safe players as a result of the unsafe behaviour of co-players. We show that both negative and positive incentives can be efficient and naturally self-organize (even when costly). However, we also show that such incentives should be carefully introduced, as they can have negative effects otherwise. To this end, we identify the conditions under which positive and negative incentives are conducive to desired collective outcomes.

Related Work

Although there have been a number of proposals and debates on how to avert, regulate, or mediate a race for technological supremacy [2,4,8,9,22–24], few formal modelling studies were proposed [1,16]. The current paper takes the next step, further filling this gap. Namely, it will resort to Evolutionary Game Theory (EGT) methods to investigate how positive and negative incentives can improve the outcomes of DSAI and, more generally, a broad class of innovation race dynamics.

Incentives such as punishment and rewards have been shown to provide important mechanisms to promote the emergence of positive behaviour (such as cooperation and fairness) in the context of social dilemmas [25–35]. Notwithstanding, all existing modelling approaches to AI governance [1,16] do not study how incentives can be used to enhance safety compliance. Moreover, there have been incentive-modelling studies addressing other kinds of risk, such as climate change and nuclear war, see e.g. [32,36,37]. Following from an analysis of several large global catastrophic risks [17], it has been shown that the race for domain supremacy through AI and its related risks are rather unique. Analyses of climate change disasters primarily focus on participants’ unwillingness to take upon themselves some personal cost for a desired collective target, and implies a collective risk for all parties involved [32]. In contrast, in a race to become leader in a particular AI application domain, the winner(s) will extract significant advantage relative to that of others. More importantly, this AI risk is also more directed towards individual developers or users than collective ones.
Materials and methods

**DSAIR model definition**

Let us depart from the innovation race or domain supremacy through AI race (DSAIR) model developed in [16]. We adopt a two-player repeated game, consisting of, on average, \( W \) rounds. At each development round, players can collect benefits from their intermediate AI products, subject to whether they choose playing SAFE or UNSAFE. By assuming some fixed benefit, \( b \), resulting from the AI market, the teams share this benefit in proportion to their development speed. Hence, for every round of the race, we can write, with respect to the row player \( i \), a payoff matrix denoted by \( \Pi \), where each entry is represented by \( \Pi_{ij} \) (with \( j \) corresponding to a column), as follows

\[
\Pi = \begin{pmatrix}
SAFE & UNSAFE \\
-\frac{b}{s+1} & -\frac{b}{s+1} + \frac{b}{2} \\
\frac{b}{s+1} & \frac{b}{2}
\end{pmatrix}.
\] (1)

The payoff matrix can be explained as follows. First of all, whenever two SAFE players interact, each will pay the cost \( c \) and share the resulting benefit \( b \). Differently, when two UNSAFE players interact, each will share the benefit \( b \) without having to pay \( c \). When a SAFE player interacts with an UNSAFE player, the SAFE one pays a cost \( c \) and receives a (smaller) part \( b/(s+1) \) of the benefit \( b \), while the UNSAFE one obtains the larger part \( sb/(s+1) \) without having to pay \( c \). Note that \( \Pi \) is a simplification of the matrix defined in [16] since it was shown that the parameters defined here are sufficient to explain the results in the current time-scale.

We will analyse evolutionary outcomes of safety behaviour within a well-mixed, finite population consisting of \( Z \) players, who repeatedly interact with each other in the AI development process. They will adopt one of the following two strategies [16]:

- **AS**: always complies with safety precaution, playing SAFE in all the rounds.
- **AU**: never complies with safety precaution, playing UNSAFE in all the rounds.

The payoff matrix defining averaged payoffs for AU vs AS is given by

\[
\begin{pmatrix}
AS & AU \\
\frac{\Pi_{11}}{W} & \frac{\Pi_{12}}{W} \\
\frac{\Pi_{11}}{W} & \frac{\Pi_{12}}{W} + \frac{\Pi_{21}}{W} + \frac{\Pi_{22}}{W}
\end{pmatrix},
\] (2)

where, solely with the purpose of presentation, we denote \( p = 1 - p_r \).

As was shown in [16] by considering when AU is risk-dominant against AS, three different regions can be identified in the parameter space \( s-p_r \) (see Figure 2), details are provided in SI): (I) when \( p_r > 1 - \frac{1}{3s} \), AU is risk-dominated by AS: safety compliance is both the preferred collective outcome and selected by evolution; (II) when \( 1 - \frac{1}{3s} > p_r > 1 - \frac{1}{s} \): even though it is more desirable to ensure safety compliance as the collective outcome, social learning dynamics would lead the population to the state wherein the safety precaution is mostly ignored; (III) when \( p_r < 1 - \frac{1}{s} \) (AU is risk-dominant against AS), then unsafe development is both preferred collectively and selected by social learning dynamics.

It is worthy of note that adding a conditional strategy (that, for instance, plays SAFE in the first round and thereafter adopts the same move its co-player used on the previous round) does not influence the dynamics or improve safe outcomes (see details in SI). This is contrary to the prevalent models of direct reciprocity in the repeated social dilemmas context [12,38,39]. Therefore, additional measures need to be put in place for driving the race dynamics towards a more beneficial outcome. To this end, we came to explore in this work the effects of negative (sanctions) and positive (rewards) incentives.
Punishment and reward in innovation races

Given the DSAIR model one can now introduce incentives that affect the development speed of the players. These incentives reduce or increase the speed of development of a player as this is the key factor in gaining $b$ as well as $B$ once the game ends [16]. While there are many ways to incorporate them, we assume here a minimal model where the effect on speed is constant and fixed over time, hence not cumulative with the number of unsafe or safe actions of the co-player. Given this constant assumption, a negative incentive reduces the speed of a co-player taking an UNSAFE action to a lower but constant speed-level. Similarly, a positive incentive increases the speed of a co-player that took a safe action to a fixed higher speed-level. In both cases these incentives are attributed in the next round, after observing the UNSAFE or SAFE action respectively. Moreover, both positive and negative incentives are considered to be costly, meaning that the strategy that awards them will reduce its own speed by providing the incentive. Given these assumptions the following two strategies are studied in relation to the AS and AU strategies defined earlier:

- A strategy PS that always plays SAFE but will sanction the co-player after she has played UNSAFE in the previous round. The punishment by PS imposes a reduction $s_\beta$ on the opponent’s speed as well as a reduction $s_\alpha$ on her own speed (see Figure 1, orange line/area).

- A strategy RS that always chooses the SAFE action and will reward a SAFE action of a co-player by increasing her speed with $s_\beta$ while paying a cost $s_\alpha$ on her own speed (see Figure 1, blue line/area).

The analysis performed in the Results section aims to show whether having PS or/and RS in the population leads to more societal welfare in the region (II), where there is a conflict between individual and societal interests. The methods used in this analysis are discussed in the next section.

Evolutionary Dynamics for Finite Populations

We employ EGT methods for finite populations [12,40,41], whether in the analytical or numerical results obtained here. Within such a setting, the players’ payoffs stand for their fitness or social success, and social learning shapes the evolutionary dynamics, according to which the most successful players will more often tend to be imitated by other players. Social learning is herein modeled utilising the so-called pairwise comparison rule [40], assuming that a player $A$ with fitness $f_A$ adopts the strategy of another player $B$ with fitness $f_B$ with probability assigned by the Fermi function, $P_{A,B} = \left( 1 + e^{-\beta(f_B-f_A)} \right)^{-1}$, where $\beta$ conveniently describes the intensity of selection. The long-term frequency of each and every strategy in a population where several of them are in co-presence, can be computed simply by calculating the stationary distribution of a Markov chain whose states represent those strategies. In the absence of behavioural exploration or mutations, end states of evolution inevitably are monomorphic. That is, whenever such a state is reached, it cannot be escaped via imitation. Thus, we further assume that, with some mutation probability, an agent can freely explore its behavioural space (in our case, consisting of two actions, SAFE and UNSAFE), randomly adopts an action therein. At the limit of a small mutation probability, the population consists of at most two strategies at any time. Consequently, the social dynamics can be described using a Markov Chain, where its state represents a monomorphic population and its transition probabilities are given by the fixation probability of a single mutant [42,43]. The Markov Chain’s stationary distribution...
describes the time average the population spends in each of the monomorphic end states (see already the examples in Figure 3 for illustration).

Denote by $\pi_{X,Y}$ the payoff a strategist $X$ obtains in a pairwise interaction with strategist $Y$ (defined in the payoff matrices). Suppose there exist at most two strategies in the population, say, $k$ agents using strategy $A$ ($0 \leq k \leq Z$) and $(Z-k)$ agents using strategies $B$. Thus, the (average) payoff of the agent that uses $A$ and $B$ can be written as follows, respectively,

$$\Pi_A(k) = \frac{(k-1)\pi_{A,A} + (Z-k)\pi_{A,B}}{Z-1},$$

$$\Pi_B(k) = \frac{k\pi_{B,A} + (Z-k-1)\pi_{B,B}}{Z-1}. \quad (3)$$

Now, in each time step, the probability of change by $\pm 1$ of a number of $k$ agents using strategy $A$ can be specified as [40]

$$T^\pm (k) = \frac{Z-k}{Z} \left[1 + e^{\mp \beta[\Pi_A(k) - \Pi_B(k)]}\right]^{-1}. \quad (4)$$

The fixation probability of a single mutant adopting $A$, in a population of $(Z-1)$ agents adopting $B$, is specified by [40,43]

$$\rho_{B,A} = \left(1 + \sum_{i=1}^{Z-1} \prod_{j=1}^{s} \frac{T^-(j)}{T^+(j)}\right)^{-1}. \quad (5)$$

When considering a set $\{1, ..., s\}$ of distinct strategies, these fixation probabilities determine the Markov Chain transition matrix $M = \{T_{ij}\}_{i,j=1}^{s}$, with $T_{ij,j\neq i} = \rho_{ji}/(s-1)$ and $T_{ii} = 1 - \sum_{j=1,j\neq i}^{s} T_{ij}$. The normalized eigenvector of the transposed of $M$ associated with the eigenvalue 1 provides the above described stationary distribution [42], which defines the relative time the population spends while adopting each of the strategies.

**Risk-dominance** An important approach for comparing two strategies $A$ and $B$ is that of in which direction the transition is stronger or more probable, that of an $A$ mutant fixating in a population of agents employing $B$, $\rho_{B,A}$, or that of a $B$ mutant fixating in the population of agents employing $A$, $\rho_{A,B}$. In the limit, for large population size (large $Z$), this condition can be simplified to [12]

$$\pi_{A,A} + \pi_{A,B} > \pi_{B,A} + \pi_{B,B}. \quad (6)$$

**Results**

**Negative incentives are a double-edged sword**

As explained in Methods PS reduces the speed of an AU player from $s$ to $s-s_\beta$, while reducing its own speed from 1 (since it plays always SAFE) to $1-s_\alpha$. Hence one can define $s' = 1-s_\alpha$ as the new speed for PS and $s'' = s-s_\beta$ as the new speed for AU. Depending on the values of $s_\alpha$ and $s_\beta$, these speeds may also be zero or even negative, which represent situations where no progress is being made or where punishment even destroys existing development, respectively. In the following we consider these situations in two different ways. First, a theoretical analysis is performed for the situation where $s_\beta = s_\alpha$. Second, this assumption is relaxed and a numerical study of the generalised case is provided.
Fig 1. Effect of positive and negative incentives on players’ speed. On the one hand, when player 1 is of type PS (blue circle on x-axis), i.e. sanctioning unsafe actions, it reduces the future speed of player 2 when she is of type AU (orange circle on the y-axis), while paying a speed cost, possibly equivalent to the reduction in speed that the AU player is experiencing (orange line). In general the reduction of speeds of player 1 and 2 fall into the area marked by the orange rectangle. On the other hand, when player 1 is of type RS (blue circle on x-axis), i.e. rewarding safe actions, it increases the speed of player 2 (green circle on y-axis), while paying a speed cost that reduces the RS player’s speed. Differently from before, the speed effect is in opposing directions for the two players. The blue rectangle marks the area of the speed of player 1 and player 2. In the analysis in the paper, first the case of equal speed effects is considered (lines) before analysing different speed effects (rectangles) between both players.

There are two scenarios to consider when $s_\beta = s_\alpha$: (i) when $s_\alpha \geq s$ and (ii) when it is not. In scenario (i), $s'$ and $s''$ are non-positive, resulting in an infinite number of rounds since the target can never be reached. The average payoffs of PS and AU when playing against each other are thus $-c$ and 0, respectively (assuming that when a team’s development speed is non-positive, its intermediate benefit, $b$, is zero). The condition for PS to be risk-dominant against AU (see Equation 6 in Methods, and noting that the payoff of PS against another PS is the same as that of AS against another AS) reads

$$(1 - p_r) \left( \frac{sB}{2W} + \Pi_{22} \right) < \frac{B}{2W} + \Pi_{11} - c.$$  

For sufficiently large $B$ (fixing $W$), this condition is reduced to, $p_r > 1 - 1/s$. That is, PS is risk-dominant against AU for the whole region (II), thereby ensuring that safe behaviour becomes promoted in that dilemma region.

Considering the second case in scenario (ii), where $s_\alpha < s$, the game is repeated for $\frac{W - s_\alpha}{s - s_\alpha} + 1 = \frac{W - s_\alpha}{s - s_\alpha}$ rounds, which we denote here by $r$. Hence, the payoffs of PS and AU
Fig 2. Frequency of AU in a population of AU and AS. Region (II): The two solid lines inside the plots delineate the boundaries $p_r \in [1 - 1/s, 1 - 1/(3s)]$ where safety compliance is the preferred collective outcome yet evolution selects unsafe development. Regions (I) and (III) display where safe (respectively, unsafe) development is not only the preferred collective outcome but also the one selected by evolution. Parameters: $b = 4$, $c = 1$, $W = 100$, $B = 10^4$, $\beta = 0.01$, $Z = 100$.

Fig 3. Transitions and stationary distributions in a population of three strategies AU, AS, with either PS (top row) or RS (bottom row), for three regions. Only stronger transitions are shown for clarity. Dashed lines denote neutral transitions. Parameters: $s_\alpha = s_\beta = 1.0$, $c = 1$, $b = 4$, $W = 100$, $B = 10000$, $\beta = 0.01$, $Z = 100$. 
Fig 4. (a) Risk-dominant condition of PS against AU, as defined in Equation 7, for different ratio $s_{\alpha}/s$. The two solid lines correspond to when the ratio is 0 and 1, corresponding to the boundaries $p_r \in [1 - 1/s, 1 - 1/(3s)]$. The larger the ratio the smaller the Region (II) (between this line and the black line) is decreased, which disappears when $s_{\alpha} = s$. Panel (b): frequency of AU in a population of AS, AU, and PS (for $s_{\alpha} = 3s/4$). Region (II) is split into two (IIa) and (IIb) where PS is now also be preferred to AU in the first one. Parameters: $b = 4$, $c = 1$, $W = 100$, $B = 10000$, $\beta = 0.01$, $Z = 100$.

when playing with each other are given by, respectively

$$\frac{1}{r} \left( \pi_{12} + (r - 1)\pi'_{12} \right),$$

$$\frac{p}{r} \left( B + \pi_{21} + (r - 1)\pi'_{21} \right),$$

where

$$\pi'_{12} = \begin{cases} -c & \text{if } s > s_{\alpha} \geq 1 \\ -c + \frac{(1-s_{\alpha})b}{s+1-2s_{\alpha}} & \text{if } s_{\alpha} < 1 \end{cases},$$

and

$$\pi'_{21} = \begin{cases} b & \text{if } s > s_{\alpha} \geq 1 \\ \frac{(s-s_{\alpha})b}{s+1-2s_{\alpha}} & \text{if } s_{\alpha} < 1 \end{cases}.$$ 

Thus, for sufficiently large $B$, PS is risk dominant against AU when

$$p \frac{sB}{2W} + \frac{p}{r} B < \frac{B}{2W},$$

which is simplified to:

$$p_r > 1 - \frac{1}{s + 2Wr}. \quad (7)$$

This condition is easier to achieve for smaller $r$. Since $r$ is an increasing function of $s_{\alpha}$, to optimise the safety outcome, the highest possible $s_{\alpha}$ should be adopted, i.e. the strongest possible effort in slowing down the opponent should be made. Figure 4a shows the condition for different values of $s_{\alpha}$ in relation to $s$ (fixing the ratio $s_{\alpha}/s$).

Numerical results in Figure 4b for a population of PS, AS and AU corroborate this
Fig 5. AU Frequency: Reward (top row) vs punishment (bottom row) for varying $s_\alpha$ and $s_\beta$, for three regions. In (I), both lead to no AU, as desired. In (II), punishment is more efficient except for when reward is rather costly but highly cost-efficient (the areas inside the white triangles). It is noteworthy that RS has very low frequency in all cases, as it catalyses the success of AS. In (III), RS always leads to the desired outcome of high AU frequency, while PS might lead to an undesired result of a reduced AU frequency (over-regulation) when highly efficient (non-red area).

Parameters: $b = 4, c = 1, W = 100, B = 10000, s = 1.5, \beta = 0.01$, population size, $Z = 100$. 
analytical condition. Equation 7 splits the region (II) into two parts, (IIa) and (IIb), where PS is now also be preferred to AU in the first one. In part (IIa), the transition is stronger from AU to PS than vice versa (see Figure 3b). Recall that in the whole region (II) the transition is stronger from AS to AU, thus leading to a cyclic pattern between these three strategies.

When relaxing the assumption that \( s_\beta = s_\alpha \) (see SI for the detailed calculation of payoffs), the effect of punishment for all variations of the parameters can be studied. The results are shown in Figure 5 (bottom row), for all the three regions shown in Figure 5 in inverse order. First, when looking at the right panel (bottom row) of Figure 5, one can observe that punishment does not alter the desired outcome (safety behaviour is the preferred outcome) in region (I), i.e. safe behaviour remains dominant. Significant less unsafe behaviour is observed in region (II), i.e. the middle panel (bottom row) of Figure 5, where it is not desirable, especially when \( s_\alpha \) is small and \( s_\beta \) is sufficiently large (purple area). However, punishment has an undesirable effect in region (III), i.e. the left panel (bottom row) of Figure 5, as it leads to reduction of AU when punishment is highly efficient (see the non-red area) while AU remains the preferred collective outcome in that region. The reason is that, for sufficiently small \( s_\alpha \) and large \( s_\beta \) (such that \( s^*' > 0 \) and \( s^*' > s^'' \)), PS gains significant advantage against AU, thereby dominating it even for low \( p_r \).

In summary, reducing the development speed of unsafe players leads to a positive effect, especially when the personal cost is much less than the effect it induces on the unsafe player. Yet at the same time, it may lead to unwanted sanctioning effects in the region where risk-taking should be promoted.

**Reward vs punishment for promoting safety compliance**

Here we investigate how positive incentives, as explained in Methods, influence the outcome in all three regions. The payoff matrix showing average payoffs among three strategies AS, AU and RS reads

\[
\begin{pmatrix}
AS & AU & RS \\
AS & \frac{B}{W} + \Pi_{11} & \frac{B(1+s_\alpha)}{W} + \Pi_{11} \\
AU & p(\frac{B}{W} + \Pi_{21}) & p\left(\frac{sB}{W} + \Pi_{22}\right) \\
RS & \Pi_{11} & \Pi_{12} \\
\end{pmatrix}
\]

(8)

The payoff of RS against another RS is given under the assumption that reward is sufficiently cost-efficient, such that \( 1 + s_\beta > s_\alpha \); otherwise, this payoff would be \( \Pi_{11} \).

On the one hand, one can observe that RS is always dominated by AS. On the other hand, the condition for RS to be risk-dominant against AU is given by:

\[
p\left(\frac{sB}{W} + \Pi_{22} + \frac{sB}{W} + \Pi_{21}\right) < \Pi_{12} + \frac{B(1+s_\beta - s_\alpha)}{2W} + \Pi_{11},
\]

which, for sufficiently large \( B \) (fixing \( W \)), is equivalent to

\[
p_r > 1 - \frac{1+s_\beta - s_\alpha}{3s}.
\]

(9)

Hence, RS can improve upon AS when playing against AU whenever \( s_\beta > s_\alpha \) (recall that the condition for AS to be risk-dominant against AU is \( p_r > 1 - 1/(3s) \)). It is different from the peer punishment strategy PS that can lead to improvement even when \( s_\beta \leq s_\alpha \).

Thus, under the above condition, a cyclic pattern emerges (see Figure 3b): from AS to AU, to RS, then back to AS. In contrast to punishment, the rewarding strategy RS
has a very low frequency in general (as it is always dominated by the non-rewarding safe player AS). Nonetheless, RS catalyses the emergence of safe behaviour.

Figure 5 (top row) shows the frequencies of AU in a population with AS and RS, for varying $s_\alpha$ and $s_\beta$, in comparison with those from the punishment model, for the three regions. One can observe that, in region (II), i.e. the middle panel (top row) of Figure 5, punishment is more (or at least as) efficient than reward in suppressing AU except for when incentivising is rather costly (i.e. sufficiently large $s_\alpha$) but highly cost-efficient ($s_\beta > s_\alpha$) (the areas inside the white triangles; see also Figure 7 in SI for clearer difference with larger $\beta$). It is because only when incentive is highly cost-efficient, RS can take over AU effectively (see again Equation 9); and furthermore, the larger both $s_\alpha$ and $s_\beta$ are, the stronger the transition from RS to AS, to a degree that can overcome the transition from AS to AU. For an example satisfying these conditions, where $s_\alpha = 1.5$ and $s_\beta = 3.0$, see Figure 10 in SI.

In regions (I) and (III), i.e. the right and left panels (top row) of Figure 5, similarly to punishment, the rewarding strategy does not change the outcomes, as is desired. Note however that differently from punishment, in region (I), i.e. the right panel (top row) of Figure 5, only AS dominates the population, while in the case of punishment, AS and PS are neutral and together dominate the population (see Figure 5, comparing panels c and f). Most interestingly, rewards do not harm region (III), i.e. the left panel (top row) of Figure 5, which suffers from over-regulation in the case of punishment because of the stronger transitions from RS to AS and AS to AU. Additional numerical analysis shows that all these observations are robust for larger $\beta$ (see SI, Figure 7).

In SI, we also consider the scenario where both peer reward and punishment are present, in a population of four strategies, AS, AU PS and RS (see Figures 8 and 9). Since PS behaves in the same way as AS when interacting with RS, there is always a stronger transition from RS to PS. It results in an outcome in terms of AU frequency similar to the case when only PS is present, suggesting that, in a self-organized scenario, peer-punishment is more likely to prevail than peer-rewarding when individuals face a technological race.

Finally, it is noteworthy that all results obtained in this paper are robust if one considers that with some probability in each round UNSAFE players can be detected resulting in those UNSAFE players losing all payoff in that round [16]. This observation confirms the observation in that in a short-term AI regime only participants’ speeds matter (in relation to the disaster risk, $p_r$), and controlling the speeds is important to ensure a beneficial outcome (see also [16]).

Conclusion

In this paper we study the dynamics associated with technological races, those having the objective of being the first to bring some AI technology to market as a case study. The model proposed, however, is general enough for applicability to other innovation dynamics which face the conflict between safety and rapid development [13, 20]. We address this problem resorting to a multiagent and complex systems approach, while adopting well established methods from evolutionary game theory and populations dynamics.

We propose a plausible adaptation of a baseline model [16] which can be useful when thinking about policies and regulations, namely incipient forms of community enforcing mechanisms, such as peer rewards and sanctions. We identify the conditions under which these incentives provide the desired effects while highlighting the importance of clarifying the risk disaster regimes and the time-scales associated with the problem. In particular, our results suggest that punishment — by forcibly reducing the development speed of unsafe participants — can generally reduce unsafe behaviour even when
sanctions are not particularly efficient. In contrast, when punishment is highly efficient, it can lead to over-regulation and an undesired reduction of innovation, noting that a speedy and unsafe development is acceptable and more beneficial for the whole population whenever the risk for setbacks or disaster is low compared to the extra speed gained by ignoring safety precautions. Similarly, rewarding a safe co-player to speed up its development may, in some regimes, stimulate safe behaviours, whilst avoiding the detrimental impact of over-regulation.

These results show that, similarly to peer incentives in the context of one-shot social dilemmas (such as the Prisoner’s Dilemma and the Public Goods Game) [25–28,30–35], strategies that target development speed in DSAIR can influence the evolutionary dynamics, but interestingly, they produce some very different effects from those of incentives in social dilemmas [44]. For example, we have shown that strong punishment, even when highly inefficient, can lead to improvement of safety outcome; while punishment in social dilemmas can promote cooperation only when highly cost-efficient.

On the other hand, when punishment is too strong, it might lead to an undesired effect of over-regulation (reducing innovation where desirable), which is not generally the case in social dilemmas.

Our model and analysis of elementary forms of incentives thus provides an instrument for policy makers to ponder on the supporting mechanisms (e.g. positive and negative incentives), in the context of technological races [45–47]. Concretely, both sanctioning of wrong-doers (e.g. rogue or unsafe developers/teams) and rewarding of right-doers (e.g. safe-compliant developers/teams) can lead to enhancement of the desirable outcome (it being that of innovation or risk-taking in low risk cases, and safety-compliance in higher risk cases). Notably, while the former can be detrimental for innovation in low risk cases, it leads to a stronger enhancement for a wider range of effect-to-cost ratio of incentives. Thus, when it is not clear from the beginning what is the risk level associated (with the technology to be developed), then positive incentives appear to be the safer choice than negative ones (in line with historical data on rewards usage in innovation policy in the UK [46] as well as suggestions for Covid-19 vaccine innovation policy [21]). This is the case for many kinds of technological races especially when data about the effect of a new technology is usually lacking and only becomes available when it has been created and used enough (see the Collingridge Dilemma [48]), as are the cases of the domain supremacy race through AI [18,19] and the race for creating the first Covid-19 vaccines [21,49]. On the other hand, when one can determine early on that the associated level of risk is sufficiently high (i.e. above a certain threshold as determined in our analysis), negative incentives might provide a stronger mechanism. For instance, high risk technologies such as new airplane models and medical products [50] might benefit from putting strong sanctioning mechanisms in place.

In short, our analysis has shown, within an idealised model of an AI race and using a game theoretical framework, that some simple forms of peer incentives, if used suitably (to avoid over-regulation, for example) can provide a way to escape the dilemma of acting safely even when speedy unsafe development is preferred. Future studies may look at more complex incentivising mechanisms [47] such as reputation and public image manipulation [51,52], emotional motives of guilt and apology-forgiveness [53,54], institutional and coordinated incentives [28,36], and the subtle combination of different forms of incentive (e.g., stick-and-carrot approach and incentives for agreement compliance) [32,34,55–57].
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Details of analysis for three strategies AS, AU, CS

Let CS be a conditionally safe strategy, playing SAFE in the first round and choosing the same move as the co-player’s choice in the previous round. We recall below the detailed calculations for this case, as described in [16], just for completeness. The average payoff matrix for the three strategies AS, AU, CS reads (for row player)

\[
\Pi = \begin{bmatrix}
\text{AS} & \text{AU} & \text{CS} \\
\text{AS} & B & \pi_{11} & \pi_{12} \\
\text{AU} & (1-p_r)\left(2B + \pi_{11}\right) & \pi_{12} & \left(1-p_r\right)\left(2B + \pi_{11}\right) \\
\text{CS} & \pi_{11} & \pi_{12} & \left(1-p_r\right)\left(1-W + \pi_{11}\right) + \left(1-s\right)\left(1-W + \pi_{11}\right)
\end{bmatrix}
\]

(10)

The conditions (i) SAFE population has a larger average payoff than that of UNSAFE one, i.e. \(\Pi_{\text{AS,AS}} > \Pi_{\text{AU,AU}}\), meaning by definition that a collective outcome is preferred and (ii) when is it the case that AS and CS are more likely to be imitated against AU (i.e., risk-dominant) will be derived below. First, for condition (i), it must hold that

\[
\frac{B}{2W} + \pi_{11} > (1-p_r)\left(\frac{sB}{2W} + \pi_{22}\right).
\]

(11)

Thus,

\[
p_r > 1 - \frac{B + 2W\pi_{11}}{sB + 2W\pi_{22}}
\]

(12)

which is equivalent to (since \(B/W \gg b\))

\[
p_r > 1 - \frac{1}{s}.
\]

(13)

This inequality means that, whenever the risk of a disaster or personal setback, \(p_r\), is larger than the gain that can be gotten from a greater development speed, then the preferred collective action in the population is safety compliance.

Now, for condition (ii),

\[
\frac{B}{2W} + \pi_{11} + \pi_{12} > (1-p_r)\left(\frac{3sB}{2W} + \pi_{21} + \pi_{22}\right).
\]

(14)

\[
\frac{s}{W}\left(\pi_{12} + \left(\frac{W}{s} - 1\right)\pi_{22}\right) + \frac{B}{2W} + \pi_{11} > (1-p_r)\left[\frac{sB}{2W} + \frac{sB}{W} + \frac{s}{W}\left(\pi_{21} + \left(\frac{W}{s} - 1\right)\pi_{22}\right) + \pi_{22}\right],
\]

(15)

which are both equivalent to (since \(B/W \gg b\))

\[
p_r > 1 - \frac{1}{3s}.
\]

(16)
The two boundary conditions for (i) and (ii), as given in Equations 13 and 16, splits \( s - p_r \) parameter space into three regions, as exhibited in Figure 6a:

(I) when \( p_r > 1 - \frac{1}{3s} \): This corresponds to the AIS compliance zone, in which safe AI compliance is both preferred collectively and that unconditionally (AS) and conditionally (CS) safe development is the social norm (an example for \( s = 1.5 \) is given in Figure 6b: \( p_r > 0.78 \));

(II) when \( 1 - \frac{1}{3s} > p_r > 1 - \frac{1}{s} \): This intermediate zone is the one that captures a dilemma because, collectively, safe AI developments are preferred, though the social dynamics pushes the whole population to the state where all develop AI in an unsafe manner. We shall refer to this zone as the AIS dilemma zone (for \( s = 1.5, 0.78 > p_r > 0.33 \), see Figure 6c);

(III) when \( p_r < 1 - \frac{1}{s} \): This defines the AIS innovation zone, in which unsafe development is not only the preferred collective outcome but also the one the social dynamics selects.

Calculation for \( \pi_{PS,AU} \) and \( \pi_{AU,PS} \) in general case

Below \( R \) denotes the average number of rounds; \( B_1 \) and \( B_2 \) the benefits PS and AU might obtain from the winning benefit \( B \) when either of them wins the race by being the first to have made \( W \) development steps; \( b_1 \) and \( b_2 \) the intermediate benefits PS and AU might obtain in each round of the game; \( \pi_{loss} \) is the probability that all the benefit is not lost when AU wins and draws the race; Clearly, all these values depend on the development speeds (\( s' \) for PS and \( s'' \) for AU).

\[
\pi_{PS vs AU} = \frac{1}{R(s', s'')} [\pi_{12} + B_1(s', s'') + (R(s', s'') - 1)(-c + b_1(s', s''))]
\]

\[
\pi_{PS vs AU} = \pi_{loss}(s', s'') \times \frac{1}{R(s', s'')} [\pi_{21} + B_2(s', s'') + (R(s', s'') - 1)b_2(s', s'')]
\]

where \( B_1(s', s'') = \begin{cases} 
B & \text{if } s' > 0 \text{ & } s'' \leq 0 \\
B & \text{if } s' > 0 \text{ & } \frac{W - s}{s'} > \frac{W - 1}{s'} \\
B/2 & \text{if } s' > 0 \text{ & } \frac{W - s}{s'} = \frac{W - 1}{s'} \\
0 & \text{otherwise}
\end{cases} \]

\( B_2(s', s'') = \begin{cases} 
B & \text{if } s' \leq 0 \text{ & } s'' > 0 \\
B & \text{if } s'' > 0 \text{ & } \frac{W - s}{s''} < \frac{W - 1}{s''} \\
B/2 & \text{if } s'' > 0 \text{ & } \frac{W - s}{s''} = \frac{W - 1}{s''} \\
0 & \text{otherwise}
\end{cases} \]

\( b_1(s', s'') = \begin{cases} 
(1 - p_{fo}) \frac{s'b}{s' + s''} + p_{fo}b & \text{if } s' > 0 \text{ & } s'' > 0 \\
b & \text{if } s' > 0 \text{ & } s'' \leq 0 \\
0 & \text{otherwise}
\end{cases} \]

\( b_2(s', s'') = \begin{cases} 
(1 - p_{fo}) \frac{s''b}{s' + s''} & \text{if } s' > 0 \text{ & } s'' > 0 \\
(1 - p_{fo})b & \text{if } s' \leq 0 \text{ & } s'' > 0 \\
0 & \text{otherwise}
\end{cases} \]

\( R(s', s'') = \begin{cases} 
+\infty & \text{if } s' \leq 0 \text{ & } s'' \leq 0 \\
\frac{W - 1}{s'} + \frac{1}{s''} & \text{if } s' > 0 \text{ & } s'' \leq 0 \\
\frac{W - s}{s''} + \frac{1}{s'} & \text{if } s' \leq 0 \text{ & } s'' > 0 \\
1 + \min\{\frac{W - s}{s'}, \frac{W - 1}{s''}\} & \text{otherwise}
\end{cases} \)
Fig 6. Panel (a) as in Figure 1 in the main text, added here for ease of following. Panels (b) and (c) show the transition probabilities and stationary distribution (see Methods). In panel (c) AU dominates, corresponding to region (II), whilst in panel (b) AS and CS dominate, corresponding to region (I). For a clear presentation, we indicate just the stronger directions. Parameters: \( b = 4, \ c = 1, \ W = 100, \ B = 10^4, \ Z = 100, \ \beta = 0.1 \); in panel (b) \( p_r = 0.9 \); in panel (c) \( p_r = 0.6 \); in both (b) and (c) \( s = 1.5 \).

\[
p_{\text{loss}}(s',s'') = \begin{cases} 
    p(= 1 - p_r) & \text{if } s'' > 0 \ & \text{and } \frac{W - s}{s''} \leq \frac{W - 1}{s'} \\
    1 & \text{otherwise}
\end{cases}
\]
Fig 7. AU Frequency: Reward (top row) vs punishment (bottom row) for varying $s_\alpha$ and $s_\beta$, for three regions, for stronger intensity of selection ($\beta = 0.1$). Other parameters are the same as in Figure 5 in the main text. The observations in that figure is also robust for larger intensities of selection.

Fig 8. Transitions and stationary distributions in a population of four strategies AU, AS, PS and RS, for three regions. Only stronger transitions are shown for clarity. Dashed lines denote neutral transitions. In addition, note that PS is equivalent to AS when interacting with PS, i.e. there is always a stronger transition from RS to PS than vice versa. Parameters as in Figure 2.
Fig 9. AU Frequency for varying $s_\alpha$ and $s_\beta$, in a population of four strategies AS, AU, PS and RS, for three regions. The outcomes in all regions are similar to the case of punishment (without reward) in Figure 5. The reason is that there is always a stronger transition from RS to PS than vice versa. Parameters as in Figure 5.
Fig 10. Transitions and stationary distributions in a population of three strategies AU, AS, with either PS (top row) or RS (bottom row), in region (II) ($pr = 0.75$): left column ($\beta = 0.01$), right column ($\beta = 0.1$). The parameters of incentives fall in the white triangles in Figures 5 and 7: $s_\alpha = 1.5$, $s_\beta = 3$. We observe that the frequency of AU is lower in case of reward than that of punishment. Other parameters as in Figure 2.
References

1. Armstrong S, Bostrom N, Shulman C. Racing to the precipice: a model of artificial intelligence development. AI & Society. 2016;31(2):201–206.

2. Cave S, ´Oh´Eigeartaigh S. An AI Race for Strategic Advantage: Rhetoric and Risks. In: AAAI/ACM Conference on Artificial Intelligence, Ethics and Society; 2018. p. 36–40.

3. AI-Roadmap-Institute. Report from the AI Race Avoidance Workshop, Tokyo. 2017;.

4. Shulman C, Armstrong S. Arms control and intelligence explosions. In: 7th European Conference on Computing and Philosophy (ECAP), Bellaterra, Spain, July; 2009. p. 2–4.

5. Barrett S. Coordination vs. voluntarism and enforcement in sustaining international environmental cooperation. Proceedings of the National Academy of Sciences. 2016;113(51):14515–14522.

6. Cherry TL, McEvoy DM. Enforcing compliance with environmental agreements in the absence of strong institutions: An experimental analysis. Environmental and Resource Economics. 2013;54(1):63–77.

7. Nesse RM. Evolution and the capacity for commitment. Foundation series on trust. Russell Sage; 2001.

8. Baum SD. On the promotion of safe and socially beneficial artificial intelligence. AI & Society. 2017;32(4):543–551.

9. Taddeo M, Floridi L. Regulate artificial intelligence to avert cyber arms race. Nature. 2018;556(7701):296–298.

10. Maynard-Smith J. Evolution and the Theory of Games. Cambridge: Cambridge University Press; 1982.

11. Nowak MA. Evolutionary Dynamics: Exploring the Equations of Life. Harvard University Press, Cambridge, MA; 2006.

12. Sigmund K. The Calculus of Selfishness. Princeton University Press; 2010.

13. Denicolò V, Franzoni LA. On the winner-take-all principle in innovation races. Journal of the European Economic Association. 2010;8(5):1133–1158.

14. Campart S, Pfister E. Technological races and stock market value: evidence from the pharmaceutical industry. Economics of Innovation and New Technology. 2014;23(3):215–238.

15. Lemley MA. The myth of the sole inventor. Michigan Law Review. 2012; p. 709–760.

16. Han TA, Pereira LM, Santos FC, Lenaerts T. To Regulate or Not: A Social Dynamics Analysis of an Idealised AI Race. Journal of Artificial Intelligence Research. 2020 (In Press);.

17. Pamlin D, Armstrong S. Global challenges: 12 risks that threaten human civilization. Global Challenges Foundation, Stockholm. 2015;.
18. Armstrong S, Sotala K, Ó hÉigeartaigh SS. The errors, insights and lessons of famous AI predictions—and what they mean for the future. Journal of Experimental & Theoretical Artificial Intelligence. 2014;26(3):317–342.

19. Grace K, Salvatier J, Dafoe A, Zhang B, Evans O. When will AI exceed human performance? Evidence from AI experts. Journal of Artificial Intelligence Research. 2018;62:729–754.

20. Abbott FM, Dukes MNG, Dukes G. Global pharmaceutical policy: ensuring medicines for tomorrow’s world. Edward Elgar Publishing; 2009.

21. Burrell R, Kelly C. The COVID-19 pandemic and the challenge for innovation policy. Available at SSRN 3576481. 2020;.

22. Geist EM. It’s already too late to stop the AI arms race: We must manage it instead. Bulletin of the Atomic Scientists. 2016;72(5):318–321.

23. Vinuesa R, Azizpour H, Leite I, Balaam M, Dignum V, Domisch S, et al. The role of artificial intelligence in achieving the Sustainable Development Goals. Nature Communications. 2020;11(233).

24. Askell A, Brundage M, Hadfield G. The Role of Cooperation in Responsible AI Development. arXiv preprint arXiv:190704534. 2019;.

25. Fehr E, Gachter S. Altruistic punishment in humans. Nature. 2002;415:137–140.

26. Sigmund K, Hauert C, Nowak M. Reward and punishment. P Natl Acad Sci USA. 2001;98(19):10757–10762.

27. Boyd R, Gintis H, Bowles S. Coordinated punishment of defectors sustains cooperation and can proliferate when rare. Science. 2010;328(5978):617–620.

28. Sigmund K, Silva HD, Traulsen A, Hauert C. Social learning promotes institutions for governing the commons. Nature. 2010;466:7308.

29. Han TA. Emergence of Social Punishment and Cooperation through Prior Commitments. In: AAAI’2016; 2016. p. 2494–2500.

30. Hilbe C, Traulsen A. Emergence of responsible sanctions without second order free riders, antisocial punishment or spite. Scientific reports. 2012;2.

31. Szolnoki A, Perc M. Correlation of positive and negative reciprocity fails to confer an evolutionary advantage: Phase transitions to elementary strategies. Phys Rev X. 2013;3(4):041021.

32. Góis AR, Santos FP, Pacheco JM, Santos FC. Reward and punishment in climate change dilemmas. Sci Rep. 2019;9(1):1–9.

33. Han TA, Lynch S, Tran-Thanh L, Santos FC. Fostering Cooperation in Structured Populations Through Local and Global Interference Strategies. In: IJCAI-ECAI’2018; 2018. p. 289–295.

34. Chen X, Sasaki T, Brännström Å, Dieckmann U. First carrot, then stick: how the adaptive hybridization of incentives promotes cooperation. Journal of The Royal Society Interface. 2015;12(102):20140935.

35. García J, Traulsen A. Evolution of coordinated punishment to enforce cooperation from an unbiased strategy space. Journal of the Royal Society Interface. 2019;16(156):20190127.
36. Vasconcelos VV, Santos FC, Pacheco JM. A bottom-up institutional approach to cooperative governance of risky commons. Nature Climate Change. 2013;3(9):797.

37. Baliga S, Sjöström T. Arms races and negotiations. The Review of Economic Studies. 2004;71(2):351–369.

38. Van Segbroeck S, Pacheco JM, Lenaerts T, Santos FC. Emergence of fairness in repeated group interactions. Phys Rev Lett. 2012;108(15):158104.

39. Han TA, Pereira LM, Santos FC. Corpus-based intention recognition in cooperation dilemmas. Artificial Life. 2012;18(4):365–383.

40. Traulsen A, Nowak MA, Pacheco JM. Stochastic Dynamics of Invasion and Fixation. Phys Rev E. 2006;74:11909.

41. Hindersin L, Wu B, Traulsen A, Garcia J. Computation and simulation of evolutionary Game Dynamics in Finite populations. Scientific reports. 2019;9(1):1–21.

42. Imhof LA, Fudenberg D, Nowak MA. Evolutionary cycles of cooperation and defection. Proc Natl Acad Sci USA. 2005;102:10797–10800.

43. Nowak MA, Sasaki A, Taylor C, Fudenberg D. Emergence of cooperation and evolutionary stability in finite populations. Nature. 2004;428:646–650.

44. Perc M, Jordan JJ, Rand DG, Wang Z, Boccaletti S, Szolnoki A. Statistical physics of human cooperation. Phys Rep. 2017;687:1–51.

45. Sotala K, Yampolskiy RV. Responses to catastrophic AGI risk: a survey. Physica Scripta. 2014;90(1):018001.

46. Burrell R, Kelly C. Public rewards and innovation policy: lessons from the eighteenth and early nineteenth centuries. The Modern Law Review. 2014;77(6):858–887.

47. Brundage M, Avin S, Wang J, Belfield H, Krueger G, Hadfield G, et al. Toward trustworthy AI development: mechanisms for supporting verifiable claims. arXiv preprint arXiv:200407213. 2020;.

48. Collingridge D. The social control of technology. New York : St. Martin’s Press; 1980.

49. Callaway E. The race for coronavirus vaccines: a graphical guide. Nature. 2020;580(7805):576.

50. World Health Organization. Medical device regulations: global overview and guiding principles. World Health Organization; 2003.

51. Santos FP, Santos FC, Pacheco JM. Social norm complexity and past reputations in the evolution of cooperation. Nature. 2018;555(7695):242–245.

52. Santos FP, Pacheco JM, Santos FC. Indirect Reciprocity and Costly Assessment in Multiagent Systems. In: Thirty-Second AAAI Conference on Artificial Intelligence; 2018. p. 4727–4734.

53. Pereira LM, Lenaerts T, Martinez-Vaquero LA, Han TA. Social manifestation of guilt leads to stable cooperation in multi-agent systems. In: AAMAS; 2017. p. 1422–1430.
54. Martinez-Vaquero LA, Han TA, Pereira LM, Lenaerts T. Apology and forgiveness evolve to resolve failures in cooperative agreements. Scientific reports. 2015;5(10639).

55. Han TA, Tran-Thanh L. Cost-effective external interference for promoting the evolution of cooperation. Scientific reports. 2018;8(1):1–9.

56. Han TA, Lenaerts T. A synergy of costly punishment and commitment in cooperation dilemmas. Adaptive Behavior. 2016;24(4):237–248.

57. Wang S, Chen X, Szolnoki A. Exploring optimal institutional incentives for public cooperation. Communications in Nonlinear Science and Numerical Simulation. 2019;79:104914.