Image classification in frequency domain with 2SReLU: a second harmonics superposition activation function
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Abstract

Deep Convolutional Neural Networks are able to identify complex patterns and perform tasks with super-human capabilities. However, besides the exceptional results, they are not completely understood and it is still impractical to hand-engineer similar solutions. In this work, an image classification Convolutional Neural Network and its building blocks are described from a frequency domain perspective. Some network layers have established counterparts in the frequency domain like the convolutional and pooling layers. We propose the 2SReLU layer, a novel non-linear activation function that preserves high frequency components in deep networks. It is demonstrated that in the frequency domain it is possible to achieve competitive results without using the computationally costly convolution operation. A source code implementation in PyTorch is provided at: https://gitlab.com/thomio/2srelu.
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1 Introduction

After the deep learning breakthrough, AlexNet [1], most solutions for computer vision problems are based in deep Convolutional Neural Networks (CNN). The previous handcrafted feature descriptors were replaced by a single model that automatically learns how to generate the best features to solve a problem. Although these models are being widely employed, they are still considered black boxes where it is still not clear the purpose of each feature extractor [2, 3, 4].

Deep CNNs directly utilize image data which are described by spatial domain variables. In other words, the information is represented in the spatial domain. But this information can also be represented in the frequency domain, where the data is described by a composition of frequency components. The frequency domain representation presents the same information in a different manner and also simplifies the application of specific operations, like filtering.

Each CNN layer performs an operation that can be separately described in the frequency domain. The convolution is the main layer in CNNs, and it is defined in the frequency domain by the convolution theorem. The convolution theorem states the convolution is equivalent to a pointwise multiplication in the frequency domain. Some other layers, like the pooling layer, have been studied in the frequency domain but the ReLU layer is still an open problem. Finding all layers equivalents in the frequency domain will enable researches to train networks with frequency domain data and it will provide extra information to understand how deep neural networks function.

One benefit of a frequency domain neural network is the reduction of the computational complexity. This happens because the 2D convolution operation presents a high computational complexity, $O(N^2k^2)$, while the pointwise product operation is lower, $O(N^2)$. Although the pointwise product decreases the computational complexity it increases the number of layer parameters (memory) required to perform the operation. A single convolution presents a number of parameters equal to the kernel size, $k^2$. While the pointwise multiplication requires a number of parameters (weights) equal to the input signal size, $N^2$.

This work addresses the development of convolutional neural networks for image classification in the frequency domain. The related work section presents an overview of the state-of-the-art solutions for frequency domain layers. Each layer operation is analyzed in the frequency domain il-
illustrating their interaction inside a network. It is pointed out the spectral pooling high frequency components removal problem while a novel non-linear activation function that directly addresses the spectral pooling deficiency is proposed. A set of experiments have been performed to assess the proposed layer and also to compare it with a similar solution.

2 Related Work

2.1 Convolution

The convolution is a mathematical operation defined by Equation 1. In signal processing the convolution is employed to filter input signals separating its frequency components. The convolution is being widely employed in neural networks as the main building block of convolutional neural networks.

\[ f(x) * g(x) = \int_{-\infty}^{\infty} f(\tau) g(x - \tau) d\tau \]  

In frequency domain analysis, the convolution theorem states that:

Theorem 1 the Fourier transform of a convolution of two signals is the Hadamard pointwise product of their Fourier transforms:

\[ f(x) * g(x) \xrightarrow{\mathcal{F}} F(\omega) G(\omega) \]  

This theorem can be applied to time-domain signals and also for space domain signals like images.

Specifying high-band, low-band and pass-band filters in the frequency domain is a straightforward process. These filters can be designed in the frequency domain and then transformed to its original domain with the inverse Fourier transform.

Recent work has investigated the convolution theorem application in deep neural networks, [5, 6, 7, 8]. In common, they argue that replacing the convolutional layer by a pointwise product substantially decreases the network computational complexity speeding up the network training and inference.

2.2 Normalization

Normalization layers are widely employed in deep neural network. These layers provide numerical stability, regularizing the network while reducing the learning time. Two common normalization layers are the Batch Normalization (BN) [9] which is the main reference for normalization layers, and the Group Normalization (GN) [10], which is more stable for small batch sizes.

To normalize complex numbers, Trabelsi et al. [11] separate the complex real and imaginary parts and divide the feature maps with the square root of the 2x2 covariance matrix. The authors state the normalization should ensure equal variance in the real and imaginary components.

Ayat et al. [8] separate the batch normalization layer in two parts: the scaling and shifting operations. The shifting operation is the mean value removal and it is equivalent to the DC component removal. The scaling operation is the division by the standard deviation which was considered equivalent to the division by the frequency domain standard deviation.

2.3 ReLU

The Rectified Linear Units (ReLU) layer [12] is a simple non-linear activation function defined by Equation 3. Negative feature maps values are zeroed in the forward pass and during the backpropagation their gradients are blocked.

\[ \text{ReLU}(x) = \max(x, 0) \]  

Despite being a simple function its purpose inside neural networks is still not clear (add non-linearities). It has a strong biological motivation but a shallow mathematical justification. Some non-linear activation functions for complex numbers are presented in this section, following the naming convention defined by Trabelsi et al. [11].

2.3.1 modReLU

The modReLU activation function [13] alters the magnitude value of input signals by a learnable parameter \( b \). If the input magnitude and \( b \) summation is negative the output is zeroed.

\[ \text{modReLU}(x) = \text{ReLU}(|x| + b)e^{i\theta} = \begin{cases} (|x| + b)e^{i\theta} & \text{if } |x| + b \geq 0 \\ 0 & \text{otherwise} \end{cases} \]
2.3.2 zReLU

The zReLU activation function \cite{14} only keeps the complex values where the phase belongs to the first quadrant $\Re(x) > 0$ and $\Im(x) > 0$.

$$zReLU(x) = \begin{cases} x & \text{if } \theta \in [0, \pi/2] \\ 0 & \text{otherwise} \end{cases} \quad (5)$$

2.3.3 CReLU

The CReLU was presented by Trabelsi et al. \cite{11} and directly applies the ReLU function in the complex input real and imaginary components.

$$\mathbb{C}ReLU(x) = ReLU(\Re(x)) + iReLU(\Im(x)) \quad (6)$$

All these previous activation functions (modReLU, CReLU and zReLU) apply non-linearities in each individual frequency component. In other words, different frequency components values do not interfere each other. In Section 3, is explained why this approach does not represent the actual ReLU operation.

2.3.4 Spectral ReLU

Recently, Ayat et al. \cite{8} proposed a spectral ReLU (SReLU) layer. The authors model the ReLU layer in the frequency domain with the convolution operation. Their idea is to approximate the ReLU by a displaced parabola. Basically, the SReLU convolve the input feature map with itself, according to Equation 7.

$$srelu(X_i) = c_2(X_i * X_i) + c_1X_i + c_0 \quad (7)$$

The convolution in the frequency domain is equivalent to a pixel-wise multiplication in the spatial domain, and the SReLU can be approximated by a parabola similar to Figure 1. The coefficients $c_0$, $c_1$ and $c_2$ are manually defined for each problem and the input features must be limited between a range, $(-15, 15)$ in Figure 1.

One of the main arguments to create a neural network in the frequency domain is to completely remove the convolution operation from the model, reducing the computational complexity. Replacing the ReLU operation with a convolution goes in the opposite direction and it may increase the computational cost of the model.

2.4 Pooling

The pooling operation reduces the feature maps resolution increasing the network receptive field. In the frequency domain, this operation is equivalent to a low-pass filter that is explained in most image processing textbooks.

2.4.1 Fourier Spectral Pooling

The Fourier spectral pooling proposed by Rippel et al. \cite{5} replaced the spatial pooling operation by truncating the features representation in the frequency domain. This approach preserves more information than spatial pooling strategies and allows a flexible output size adjustment.

Pooling layers perform an operation equivalent to a low-pass filtering. Performing the operation in the frequency domain preserves more information than in the spatial domain. This happens because the power spectra of natural images is concentrated on lower frequencies and the spectral pooling can precisely separate low frequencies from high frequencies. This observation is illustrated in Figure 2.

High frequency components are directly related to details and noise. In images, high frequency components are important to define contours and borders. However, in some tasks like image classification, object contours are not a critical information.

Rippel et al. \cite{5} were not able to create a network in the frequency domain because there
Figure 2: Image resolution reduction with max pooling and spectral pooling. Spectral pooling preserves more information than max pooling. Image from Rippel et al. [5].

was no ReLU layer (operation) equivalent in the frequency domain. To perform experiments the authors actively computed the Discrete Fourier Transform (DFT) and its inverse, which is a viable solution but highly increases the computation time. The authors conclude the spectral pooling helps the network to converge with a smaller number of iterations.

Since the pooling operation is equivalent to a low-pass filtering, some argue it should be replaced by convolutions with non-unitary stride. In this case the network should be able to learn the filter parameters. Some work, like ResNet [15], present networks with both strategies.

2.4.2 DCT-based Pooling

The Discrete Cosine Transform (DCT) is also a frequency domain transform which is being utilized in pooling layers [16, 17, 18]. These papers propose modifications to preserve more information or reduce the layer computational cost. Experimental results demonstrate that DFT pooling layers improves the classification performance when compared with traditional pooling layers.

These methods are conceptually similar, they transform the feature maps in the frequency domain and they create a low-pass filter to separate low frequency components from high frequency components. The DCT advantage over the DFT is that it has a lower computational cost and its output presents only real numbers.

2.4.3 Hartley Spectral Pooling

Based on Fourier spectral pooling [5], Hao and Ma [19] proposed the Hartley spectral pooling. This layer employs the Hartley transform which is also a frequency transform. The Hartley transform does not present imaginary numbers and prevents the use of complex arithmetic. This layer has a lower computational cost than the Fourier spectral pooling and the authors demonstrate it decreases the convergence time and provides a higher classification accuracy than its counterpart max pooling.

3 Frequency Domain

The Fourier transform is employed to represent signals and systems in the frequency domain. In this analysis, the signals are 2D images and the systems are deep neural network layers. In this space-frequency duality each spatial operation has an equivalent in the frequency domain.

When representing signals in the frequency domain is possible to observe the problem from a different perspective. Frequency transforms are a powerful tool to understand complex models and they also provide means to perform operations that might be impractical in the original domain.

3.1 Factored Convolutions

The factored convolutions were introduced by the VGG network [20]. It consists of stacking blocks of convolutional layers and activation functions before a pooling layer. This arrangement generates more complex features while increasing the receptive field of the network. Stacking convolutional layers is equivalent of using a single convolution layer with a larger kernel. For instance, two (3x3) convolutional layers is equivalent to one (5x5) convolutional layer and three (3x3) convolutional layers is equivalent to one (7x7) convolutional layer.

In the frequency domain, the receptive field concept does not exist because the input data is not a natural image anymore. In other words, the input data is not spatially correlated. Also, the filter in the frequency domain encloses all frequencies components.

3.2 Batch Normalization

The batch normalization (BN) layer [9] is one of the most important normalization layers and it is widely employed in classification, detection and segmentation networks. This layer normalizes the input feature maps by its batch standard deviation.
σ and removes its mean value, μ, according to Equations 8 and 9.

\[ \hat{x} = \frac{x - \mu}{\sqrt{\sigma^2 + \varepsilon}} \]  

(8)

\[ \mu = \frac{1}{m} \sum_{i=1}^{m} x_i \quad \sigma^2 = \frac{1}{m} \sum_{i=1}^{m} (x_i - \mu)^2 \]  

(9)

The BN also have two learnable parameters γ and β, utilized to scale and to shift the input data, Equation 10.

\[ y = \gamma \hat{x} + \beta \]  

(10)

In summary, the layer tries to learn what are the optimal scaling and shifting parameters. These two learnable parameters are optional in most deep learning frameworks and they will be neglected in this evaluation.

The Equation 8 carries a prior about data processing. In image processing the mean value is associated with an image brightness and removing this information implies the solution is independent of this feature. Normalizing the input data by its standard deviation produces a distribution with unit variance. Therefore, if the input data can be modeled by a normal distribution, 68% of the data is within the [-1,1] interval. The BN bounds the feature maps and consequently the network weights to small values, increasing numerical stability and decreasing the number of network training iterations.

In the frequency domain, removing the mean value is equivalent to zeroing the DC frequency component. It is a simple operation and can be described by a high-pass filter. Regarding the input division by the standard deviation, an equivalent operation in the frequency domain was not identified. However, the same operation in both domains would provide numerical stability during the network training process.

3.3 ReLU

To understand what the ReLU operation does in the frequency domain, some examples with sine waves and their representation in the frequency domain were examined.

To prevent frequency aliasing and consequently information loss in the frequency domain, the sampling frequency must satisfy the Nyquist-Shannon sampling theorem, Equation 11. The sampling frequency \( F_s \) must be higher than twice the input signal highest frequency component \( \mu_{\text{max}} \).

\[ F_s > 2\mu_{\text{max}} \]  

(11)

In the following examples we set \( F_s = 100 \) in a unitary cintervall, resulting in one hundred samples, \( N = 100 \). For this setup the input higher frequency must be smaller than \( \mu_{\text{max}} = 50 \).

Figure 3 top left illustrates an input sine wave with frequency equals to \( \mu_1 = 4 \) and its DFT in top right. The two bottom graphs illustrate the ReLU function application in the sine wave and its DFT.

The ReLU function reduces the first harmonic amplitude \( F(\mu_1 = 4) \), adds a DC component \( F(\mu_0 = 0) \) and adds the original sine even harmonics, \( F(\mu_2 = 8) \), \( F(\mu_4 = 16) \), \( F(\mu_6 = 24) \) and so on.

The ReLU operation spreads the input signal in even harmonics over the spectrum. To illustrate this observation, we can add these frequency components in its original domain. Figure 4 represents the first 4 frequency components \( F(\mu_0 = 0) \), \( F(\mu_1 = 4) \), \( F(\mu_2 = 8) \), \( F(\mu_4 = 16) \) and their summation (bottom). Adding more harmonics improve the approximation.

This result is valid when the input sine frequency is lower than one fourth the sampling frequency \( \mu_1 < F_s/4 \). When the sine frequency is higher than \( F_s/4 \) the DFT displays a different result. Figure 5 illustrates the DFT of a ReLU-ed sine wave with frequency \( \mu_1 = 40 \). In this example the sine second
harmonic, $\mu_2$, is 80 but since this value is higher than the Nyquist frequency, $\mu_{\text{max}} = 50$, its DFT presents aliasing.

Since we are generating the input data, increasing the sampling frequency to 200, $F_s = 200$, would solve the problem. But then the same problem would occur for a ReLU-ed sine with frequency higher than 100.

Generally speaking, to compute a ReLU-ed sine DFT the sine frequency must be lower than $F_s/4$. In intervals higher than $F_s/4$ the ReLU operation will add lower frequency components to the signal.

This example was meant to provide a general view of the ReLU layer operation in the frequency domain. This evaluation provided the intuition of our 2SReLU layer presented in Section 4.

### 3.4 Layers Disposition

The convolution/batch normalization/ReLU (CBR) is the main building block for convolutional neural networks. Analyzing these layers in the frequency domain is possible to notice some reasons for this configuration effectiveness.

The convolutional layer is the most important layer and it holds most of the network learnable parameters (weights). Its equivalent in the frequency domain is the straightforward point-wise multiplication. The other layers function is to guide and ease the convolutional layer weights adjustment and consequently the network optimization.

The batch normalization has two main purposes. The batch normalization removes the feature maps mean value and normalizes them to have unit variance. Removing the feature maps mean value improves the ReLU operation that will be able to add “non-linearities”, illustrated in Figure 6. While bounding the feature maps to unit variance provides numerical stability to the optimization process once the feature maps and consequently the weights will present smaller numbers.

In deep CNNs, the feature maps resolution is decreased and this reduction directly implies in high frequency components removal. This is noticeable in the spectral pooling layer, which the sole purpose is to remove high frequency components. Removing high frequencies might guide the network to learn more abstract representations, but at the same time these components carry information that might be important depending on the network task. For instance, image classification does not suffer from high frequency components removal, but tasks that require a precise pixel localization like object detection or image segmentation may be considerably affected by the resolution reduction.
Figure 7: 11x11 matrix with centered zero frequency component (blue). Left matrix: 2SReLU computation interval (green). Right matrix: second harmonics (purple).

4 Second Harmonics SReLU

From the frequency analysis, in Section 3, it is possible to observe the ReLU operation spreads the signal frequencies through the spectrum. Low frequency components are split in even harmonics while high frequency components interfere in lower frequency components.

We propose a spectral ReLU that adds low frequency components with their second harmonics, according to Equation 12. This equation has two hyperparameters $\alpha$ and $\beta$ utilized to adjust each frequency contribution to the final result.

\[
F(\mu_1) \leftarrow \alpha F(\mu_1) + \beta F(\mu_2) \tag{12}
\]

This operation is valid for the low-frequencies interval defined in Equation 13. The second harmonics from frequencies above this interval will not be computed.

\[
0 < \mu_{low} \leq \text{floor}(\mu_{max}/2) \tag{13}
\]

Therefore, high frequencies components from the interval defined in Equation 14 will not be updated by the spectral ReLU.

\[
\text{floor}(\mu_{max}/2) < \mu_{high} \leq \mu_{max} \tag{14}
\]

These two intervals are illustrated in Figure 7. The Figure 7 also depicts the second harmonics (purple) that will be used to update the low frequency components.

The 2SReLU Equation 12 is the network forward pass equation. Since this layer has no learnable parameters (weights) there is no update equation and the gradients must be directly propagated. The 2SReLU backpropagation equation is simply computed by Equation 15.

\[
\text{grad}_{out}(F(\mu_2)) \leftarrow \beta \text{grad}_{in}(F(\mu_1)) + \langle \text{grad}_{in}(F(\mu_2)) \rangle
\]

\[
\text{grad}_{out}(F(\mu_1)) \leftarrow \alpha \text{grad}_{in}(F(\mu_1))
\]

\[
\text{grad}_{in}(F(\mu_1)) \text{ is the first harmonic input gradient and } \text{grad}_{in}(F(\mu_2)) \text{ is the second harmonic input gradient. It is important to note that } \text{grad}_{in}(F(\mu_2)) \text{ does not exist if the gradients are coming from the spectral pooling layer.}
\]

The proposed spectral ReLU addresses the spectral pooling high frequency components removal applying an operation that preserves this information.

5 Experimental Results

To evaluate the proposed spectral ReLU layer a simple convolutional neural network was implemented in the spatial and frequency domain. To build a frequency domain network, not only the spectral ReLU was manually implemented but the convolution and pooling layers were also manually implemented in the PyTorch framework [21].

The classification network was evaluated in two datasets: the MNIST dataset [22] and the AT&T face recognition dataset [23]. These datasets are standard image classification datasets and since they present small images, they would not require a high computational power to validate basic concepts. Also, we would be able to compare with the SReLU proposed by Ayat et al. [8].

5.1 Convolution in Frequency Domain

The convolution operation in the frequency domain is equivalent to the pointwise product of the input signal and the convolutional filter. Both, input signal and convolutional filter (convolutional weights or kernel) are real numbers that must be transformed to the frequency domain, but the convolution and pooling layers were also manually implemented in the PyTorch framework [21].

The classification network was evaluated in two datasets: the MNIST dataset [22] and the AT&T face recognition dataset [23]. These datasets are standard image classification datasets and since they present small images, they would not require a high computational power to validate basic concepts. Also, we would be able to compare with the SReLU proposed by Ayat et al. [8].

\[
x = x_1 + i x_2 \tag{16}
\]

\[
w = w_1 + i w_2
\]
The product of two complex numbers in rectangular notation is given by 17. Note the result requires 6 operations: 4 multiplications and 2 additions.

\[ x \cdot w = (x_1 + ix_2) \cdot (w_1 + iw_2) \]

\[ x \cdot w = (x_1w_1 - x_2w_2) + i(x_1w_2 + x_2w_1) \quad (17) \]

It is also possible to represent complex numbers in polar notation, Equation 18, where \( A \) is the magnitude and \( \phi \) is the phase.

\[ x = A_x [\cos(\phi_x) + i \sin(\phi_x)] = A_x \angle \phi_x \quad (18) \]

\[ w = A_w [\cos(\phi_w) + i \sin(\phi_w)] = A_w \angle \phi_w \]

The product of two complex numbers in polar notation is simpler than in rectangular notation. Basically, the multiplication is given by two operations: the product of the magnitudes and the addition of the phases, Equation 19. Therefore, the polar notation presents a lower computational cost than the rectangular notation.

\[ w \cdot x = A_w \angle \phi_w \cdot A_x \angle \phi_x \]

\[ w \cdot x = A_w A_x \angle (\phi_w + \phi_x) \quad (19) \]

In this work the complex variables are represented in polar notation. However, during the experiments it was observed that multiplying both magnitudes and phases had the same effect than multiplying magnitudes and adding phases. Since the same operation (multiplication) was applied in all feature maps, there was no overhead to separate channels and the computation time was lower. This approximation might be caused by the normalization layers that keep feature maps and weights small.

5.2 Normalization in Frequency Domain

As previously explained, usual normalization layers provide numerical stability reducing the feature maps signal amplitude and they also increase the ReLU layer efficiency.

In the frequency domain network we have employed the batch normalization layer (BN), similarly to Ayat et al. [8]. Independently of the domain, normalizing the feature maps by the standard deviation regularizes and provides numerical stability to the network. This low input signal amplitude has also simplified the complex numbers pointwise multiplication.

The mean value removal is equivalent to the DC component removal in the frequency domain. A layer to directly remove the DC component was also devised but the experiments have demonstrated this operation does not improve the results. Since the mean value in the frequency domain is a single frequency component, the network can easily minimize its influence during optimization.

5.3 Accuracy Correspondence

This experiment evaluates if the frequency domain network accuracy is equivalent to its correspondent spatial domain network. Theoretically, if both networks in frequency or spatial domain are equivalent, they should present the same accuracy.

First, a baseline network was implemented in the spatial domain then each layer was replaced by its frequency domain representation. Both network architectures are represented in Table 1 where the convolutional layer equivalent in the frequency domain was denominated sparse layer.

Deep learning models present several convolutional layers with small kernels. Differently from these models, the frequency domain network architecture presented a smaller number of layers than its equivalent in the spatial domain. The proposed experiments suggest that spatial networks are deep and narrow while frequency domain networks are shallow and wide.

The baseline spatial domain network had two convolution blocks (2 x C / BN / ReLU) before each max pooling. Each factored convolution in the spatial domain was replaced by a single sparse block in the frequency domain. Since the sparse layer encompasses all frequency components, factored convolutions are pointless. Factored convolutions in the frequency domain were not able to improve the network performance.

To simulate the receptive field in the frequency domain network, a pyramidal filter approach was employed in the input image spectrum. The input image DFT was computed in the whole image and in each quadrant of the image. In each quadrant, the extracted region of interest was zero-padded to restore the original image size and then it was transformed to the frequency domain with a magnitude and phase representation. This result might
Table 1: MNIST dataset evaluation with spatial domain network architecture and its equivalent frequency domain network. C stands for convolutional and FC for fully connected (dense).

| Space       | Frequency                  |
|-------------|----------------------------|
| C/BN/ReLU   | Sparse/BN/2SReLU           |
| C/BN/ReLU   | Sparse/BN/2SReLU           |
| Max Pooling | Spectral pooling           |
| C/BN/ReLU   | Sparse/BN/2SReLU           |
| Max Pooling | Spectral pooling           |
| FC1         | FC1                        |
| FC2         | -                          |
| FC3         | -                          |
| Softmax     | Softmax                    |

Figure 8: Convolutional neural network accuracy on MNIST test set for 100k iterations.

Figure 9: Spectral neural network accuracy on MNIST test set for 100k iterations.

suggest the frequency domain network struggles to notice spatial differences (attention) unless we directly point them out.

After the first sparse layers the feature maps were concatenated and them passed to another sparse layer. At the end, three fully connected layers were utilized in the spatial domain network but only one fully connected layer was employed in the equivalent frequency domain network. Both networks utilize the softmax layer to generate the discrete probability density output. Since the network output is a statistical representation there is no frequency domain equivalent for the fully connected and softmax layers. This approach is similar to the one utilized by Trabelsi et al. [11].

The experimental results are presented in Figure 8, Figure 9 and Table 2. Figure 8 and Figure 9 present the accuracy for each network implementation (spatial/frequency). The Table 2 compare the best results achieved for each network in three test runs.

Table 2: Spatial domain and frequency domain networks accuracy at MNIST dataset.

| Network type | Ours | Ayat et al. [8] | Difference |
|--------------|------|-----------------|------------|
| Space domain | 99.53% | 99.69%          | -0.13%     |
| Frequency domain | 96.92% | 99.35%          | -2.43%     |

As illustrated in Table 2, our frequency domain network accuracy is close to the spatial domain accuracy, with 2.61% difference. Ayat et al. [8] presents a lower accuracy difference, 0.34%, but our solution completely removes convolutional layers from the network, while they approximate their spectral ReLU with successive convolutions. Given the difference between our space and frequency networks, other strategies to preserve high frequency components might improve the results.

The convolutional layer has a high computational cost but a low memory requirement. In contrast, the sparse layer (or pointwise multiplication) has a lower computational cost but requires a large amount of memory. For instance, the first convolu-
Table 3: AT&T dataset evaluation with spatial domain network architecture utilized as the baseline and its equivalent frequency domain network. C stands for convolutional and FC for fully connected (dense).

| Space Frequency | Frequency | Frequency |
|-----------------|-----------|-----------|
| C/BN/ReLU       | Sparse/BN/2SReLU | C/BN/ReLU |
| Max Pooling     | Spectral pooling | - |
| C/BN/ReLU       | Sparse/BN/2SReLU | C/BN/ReLU |
| Max Pooling     | Spectral pooling | - |
| FC1             | FC1        | FC2       |
| Softmax         | Softmax    |           |

Table 4: Space and frequency domain networks accuracy at AT&T dataset.

| Network type     | Ours    | Ayat et al. [8] | Difference |
|------------------|---------|-----------------|------------|
| Space domain     | 100.00% | 98.75%          | +1.25%     |
| Frequency domain | 97.50%  | 97.50%          | 0.00%      |

The convolutional layer had 144 parameters (weights) while the first sparse layer had 3136 parameters, an increase factor of $21.78 \times$. To evaluate the 2SReLU contribution the frequency domain network was evaluated without them. In this case, high frequency components do not influence the network results. The classification error obtained was 4.42% and when compared to 3.08%, the spectral ReLU layers could reduce the error in 1.34%, a 30% reduction in the classification error.

The frequency domain network was also evaluated in the AT&T face recognition dataset [23]. The evaluated space and frequency domain network architectures are illustrated in Table 3.

The space domain network is the same one utilized in the MNIST dataset. In this case the pyramidal approach did not improve the results with the frequency domain network. The faces are stretched along the images and they do not present evident differences in specific positions. Therefore, extracting regions of interest would not provide meaningful information.

The numerical results are illustrated in Table 4. In this dataset our results are on par with Ayat et al. [8]. A possible reason for the higher results may be the dataset larger images, the AT&T dataset present images with higher resolution than the MNIST dataset. With larger images our spectral ReLU is more effective and retain more high frequency components, given the same network architecture.

6 Conclusion

This paper presented the 2SReLU, a novel frequency domain non-linear activation function. The layer was proposed considering the ReLU layer transformations in the frequency components. It preserves high frequency components through the network and it is a direct solution to the spectral pooling high frequency components removal. 2SReLU was implemented and tested in a convolution-free frequency domain network presenting competitive results with a lower computational cost than its equivalent spatial network.

As future work, other strategies to superpose frequency components could be devised. For instance, a mean value of the frequencies around the second harmonics could be utilized. The layer forward hyperparameters could be replaced by learnable parameters. Also, an inverse 2SReLU layer that adds the first harmonics to the second harmonics could be formulated. The inverse 2SReLU layer could be employed before upsample layers (inverse of pooling layers) in frequency domain encoder-decoder networks utilized for image segmentation.
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