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Abstract

Homographic puns have a long history in human writing, widely used in written and spoken literature, which usually occur in a certain syntactic or stylistic structure. How to recognize homographic puns is an important research. However, homographic pun recognition does not solve very well in existing work. In this work, we first use WordNet to understand and expand word embedding for settling the polysemy of homographic puns, and then propose a WordNet-Encoded Collocation-Attention network model (WECA) which combined with the context weights for recognizing the puns. Our experiments on the SemEval2017 Task7 and Pun of the Day demonstrate that the proposed model is able to distinguish between homographic pun and non-homographic pun texts. We show the effectiveness of the model to present the capability of choosing qualitatively informative words. The results show that our model achieves the state-of-the-art performance on homographic puns recognition.

1 Introduction

A pun is a writers use of a word in an ambiguous and inconsistent way in language, often to play on the different meanings of the word or utilize similarly pronounced sounds for a common humorous effect. Puns are widely used in written and spoken literature, which intended as jokes. For example, Tom Swifty by (Lippman and Dunn, 2000), in which puns usually occur in a certain syntactic or stylistic structure. From literature, speeches and oral storytelling, puns are also a standard rhetorical device, which also can be applied non-humorously. For instance, Shakespeare is well known for his puns, which continually appeared in his non-comedic works by (Tanaka, 1992). Both

| Type of Pun | Example | Pun Word |
|-------------|---------|----------|
| Homographic | I used to be a banker but I lost interest. | interest |
| Homophonic | When the church bought gas for their annual barbecue, proceeds went from sacred to the propane. | propane |

Table 1: Pun Examples

Both homographic puns and homophonic puns have double meanings to increase deep impression in a certain environment. However, two types of puns have their own features, respectively. Homographic puns, as an important class of puns, which the words for two senses of puns share the same orthographic form. While homophonic puns have the similarity in pronunciations with double senses that distinguished from homographic puns. The former one mainly settles synonyms, while the latter one solves homonyms. Because of the difference, we can not use the unified model to distinguish. Table 1 illustrates the examples of homographic pun and homophonic pun.

In this study, we mainly focus on homographic pun recognition.
puns since they widely used everywhere (Miller, Tristan and Turković, Mladen, 2016) and easily obtain in existing corpus. However, homographic puns recognition in the current works does not solve very well because of their confused double meanings.

To solve the mentioned problem, we propose a computational WordNet-Encoded Collocation-Attention network model (WECA) to recognize homographic puns. Our model takes semantic word embedding and collocation into account for homographic puns recognition. Based on the experiments, the results show that our work will improve the performance of homographic puns recognition. This work is the first to recognize homographic puns with improved word representation and attention mechanism to the best of knowledge. Here, our contributions are as follows.

- The paper applies the lexical ontology WordNet to understand and extend the word embedding for solving the polysemy of homographic puns.
- The paper proposes a neural attention mechanism to extract the collocation for homographic puns classification, which combined with Bi-LSTM to obtain the context weights.
- Experimental results on the datasets of SemEval2017 Task7 and Pun of the Day demonstrate our method outperforms several baselines for recognition homographic puns. Furthermore, visualization of selected examples show the reasons that this model works well.

The rest of this paper is structured in the following. Section 2 mainly reviews the related work on word representation and puns classification. Section 3 presents our proposed word embedding and collocation attention-based network model. Section 4 shows our experiments and discusses evaluation results. Finally, Section 5 concludes our research contributions and offers the future work.

2 Related Work

In this section, we will review related works on word representation and homographic pun recognition for homographic puns classification briefly.

2.1 Word Representation

In recent years, word representation has the great improvement because it solves data sparsity problem and obtain more semantic relations between words compared with one-hot representation.

(Rumelhart et al., 1986) proposed the idea of word distributed representation, which converts all the words into a low-dimensional continuous semantic space. This space took each word as a vector. These distributed low-dimensional word representation have been widely applied in many NLP tasks, including machine translation (Sutskever et al., 2014; Bahdanau et al., 2014), text classification (Niu et al., 2017; Du et al., 2017), neural language models (Mikolov et al., 2010, 2013) and parsing (Chen and Manning, 2014; Chen et al., 2015). Word embedding is taken as the essential and available inputs for NLP tasks, which enables encoding semantic representation in meaningful vector space.

The studies show that word representations are useful to achieve a good balance between effectiveness and efficiency, such as Word2Vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014). Therefore, the semantic meanings of words can reflect in the contexts according to these distributed representation models.

However, homographic puns always have multiple meanings. The word representation, considering as only one vector for each word, which puzzled by the understanding for polysemy of puns. This paper combines the representations of lemmas, synsets and words from WordNet\(^1\) (Miller, 2002) to understand multiple meanings of homographic puns. The lemma and synset annotation in WordNet provide helpful semantic information for detecting homographic puns.

2.2 Homographic Pun Recognition

In recent years, homographic puns have increasingly become a respectable research topic, which widely appears in rhetoric and literary criticism. However, there were little related works in the fields of computational linguistics and natural language processing by (Miller, Tristan and Turković, Mladen, 2016). In this subsection, we mainly introduce some puns detecting methods.

There are many useful methods to classify the puns in NLP. For example, (Kao et al., 2016; Huang et al., 2017) used a probability statistical model to capture the latent semantic information between words for detecting homographic puns. (Jaech et al., 2016) proposed a new prob-

\(^1\)WordNet: http://wordnet.princeton.edu/
ability model to learn phoneme edit probabilities for classifying the homophonic puns. The system ECNU(Xiu et al., 2017) applied a supervised training classifier, which helpful features derived from WordNet and Word2Vec embeddings to distinguish between homographic puns. The system Fermi (Indurthi and Oota, 2017) employed a supervised approach for the detection of homographic puns. It used a bi-directional RNN for a classification model and adopted the distributed semantic word embeddings as input features. These methods do not consider the collocation between words in homographic puns.

The attention mechanism proposed by (Bahdanau et al., 2014) to settle machine translation problem, which was used to select the reference words for words before translation. (Xu et al., 2015) used attention model for image generation to select the similar image regions. For text classification, (Yang et al., 2016) applied attention mechanism into solving document-level classification. Many other tasks in NLP used this mechanism, including natural language question answering (Kumar et al., 2015), parsing (Vinyals et al., 2014), image question answering(Yang et al., 2015), and classification(Shen et al., 2018; Tan et al., 2018). Therefore, this model is capable of discovering the important and semantic information. Meanwhile, attention mechanism can also improve the performance of classification tasks.

Hence, we explore an attention mechanism for collocation to mine the latent semantic information between the part of speech words to achieve good result for homographic puns recognition.

3 Methods

Homographic puns recognition could influence by considering both the semantic word embedding and collocation with the context weights for homographic puns. In this section, we propose our model as WordNet-Encoded Collocation-Attention network (WECA). Figure 1 demonstrates the overall structure of our model.

It consists of three main components: an improved word embedding with WordNet-Encoded as inputs, a Bidirectional Long Short-Term Memory (Bi-LSTM) as context weights in a sentence for homographic puns and a fully-connected network as the collocation-attention mechanism. The attention networks combined by a concatenate operation to discover the collocation. Then the context weights and attention networks combined by an element-wise multiplication operation in the classification layer. We describe the details of three components as follows.

3.1 WordNet-Encoded Word Embedding

The homographic pun is a clever trick to let one word relate to two aspects or multiple meanings. For example, “Before he sold Christmas trees, he got himself spruced up” The pun word spruced has two meaning: one meaning is spruce tree, while the other is making oneself or something look neater and tidier. We find this word spruced means the last meaning in this situation. Therefore, the polysemy of the ambiguity from homographic puns need additional large lexical ontology. Thus, we apply WordNet for computational linguistics and natural language processing.

Polysemy is critical factor for recognizing homographic puns. To combine the information of multiple meanings, we propose giving a WordNet-Encoded model (WE) to obtain the word embedding for each word. WordNet is a lexical ontology of words. Each word has multiple semantics corresponding with respect to different senses and each sense corresponds to multiple words.

We introduce lemmas, synsets (senses) and words in WordNet. For example, the word is “interest”. The word “interest” has three main synsets: sake (a reason for wanting something done), pastime (a diversion that occupies one’s time and thoughts) and interest (a sense of concern with and curiosity about someone or something). The lemmas eliminate the ambiguity of each sense. For instance, the synset pastime represents a diversion that occupies one’s time and thoughts, which contains lemmas pastime, interest and pursuit. Then we propose two strategies to generate the Word-Net-Encoded embedding based on the information of lemmas and synsets information, Average Lemma Aggregation Model (ALA) and Weighted Lemma Aggregation Model (WLA).

Average Lemma Aggregation Model (ALA) adopts a strategy of equal weight according to meanings of homographic puns. ALA model mixes all the lemmas of all the senses of a word together for each word. Hence, it represents the target word by using the average of its whole lemma embedding and puts this together on the original
vector of target word. The formula is as follows:

$$\hat{w} = \frac{1}{m} \sum_{s_i \in S(w)} \sum_{l_j \in L_i(s_j)} w_l j s_j$$  \hspace{1cm} (1)

which means the new embedding vector of \(w\) is determined by the average of all its lemma embedding. Here, \(m\) represents the number of lemmas with overlapping senses with respect to the word \(w\), \(s_i\) is the sense \(i\), \(l_j\) is the lemma \(j\). Finally, word embedding of \(w\) is the concatenation of the original vector and above new vector.

ALA model can apply lemmas to encoding latent semantic relationship because lemmas share the information by multiple words and senses. Therefore, words sharing the same lemmas are likely to obtain the similar representations.

**Weighted Lemma Aggregation Model (WLA)**

The ALA Model takes the lemma embedding to encode lemma information for word representation. Although ALA model represents the average of all the lemma, which does not consider the importance of certain lemmas. Hence, we construct embedding for a target word with the help of word senses and lemmas in WordNet that we called WLA model. The formula is as follows:

$$w = \sum_{s_i \in S(w)} \frac{|L_i(s_i)|}{m} \sum_{l_j \in L_i(s_j)} w_l j s_j$$  \hspace{1cm} (2)

where \(m\) represents for all the number of lemmas with overlapping senses with respect to the word \(w\), \(s_i\) is the sense \(i\), \(l_j\) is the lemma \(j\), \(l_j(s_j)\) is the number of lemmas in each sense with target word, \(w\) is the new embedding considering the weighted lemma information. Then, the target word embedding concatenates new vector to original vector. The weighted lemma strategy assumes one sense of word obtains more attention if this sense of word has more lemmas. We can show each word as a special distribution on the sense. From the results, WLA model is the best representation.

### 3.2 Bidirectional Long Short Term Memory (Bi-LSTM) for Recognizing Homographic Puns

Long Short Term Memory (LSTM) was proposed by Hochreiter and Schmiduber (1997), which has been widely adopted for text processing. There are three gates and one cell in LSTM: an input gate \(i_t\), a forget gate \(f_t\), an output gate \(o_t\) and a memory cell \(c_t\). They are all vector in \(R^d\). The equations of transition are:

$$i_t = \sigma(W_i x_t + U_i h_{t-1} + V_i c_{t-1})$$  \hspace{1cm} (3)

$$f_t = \sigma(W_f x_t + U_f h_{t-1} + V_f c_{t-1})$$  \hspace{1cm} (4)

$$o_t = \sigma(W_o x_t + U_o h_{t-1} + V_o c_{t-1})$$  \hspace{1cm} (5)

$$\tilde{c}_t = \tanh(W_c x_t + U_c h_{t-1})$$  \hspace{1cm} (6)
\[ c_t = f_t \odot c_{t-1} + i_t \odot \tilde{c}_t \]  
\[ h_t = o_t \odot \tanh(c_t) \]

where \(x_t\) is an input vector at the current time step, \(\sigma\) is the sigmoid function and \(\odot\) is the element-wise multiplication operation. \(W_{\{i,f,o,c\}}, U_{\{i,f,o,c\}}, V_{\{i,f,o,c\}}\) are learned weight parameters, \(h_t\) is the hidden state vector. In LSTM, the hidden state \(h_t\) only encodes the front context in a forward direction but not consider the backward context.

**3.3 Collocation-Attention Mechanism**

It proposes that not all the words provide the same contribution of word representation for the sentence. Especially for homographic puns recognition, the collocation between candidate pun words in a sentence offers more clues for getting the collocational word weights. Miller points out that the candidate pun words mainly consist of nouns, verbs, adjectives and adverbs in each pun. For example, “The money doesn’t grow on the tree, but it can grow on the branch.” The word “branch” is the pun word. From this example, we know that the collocation of candidate pun words \{money, grow, tree, branch\}, which should be more important for recognizing homographic puns.

Therefore, it is necessary to learn about the latent relationship in collocation of words. We design an attention mechanism to obtain the collocational weights by extracting such words of collocation from nouns, verbs, adjectives and adverbs, respectively. Then we concentrate on the four parts in sentences with pun to aggregate the informative words for classifying the homographic puns. This model uses an attention network taking word embedding with WordNet-Encoded as input then to extract polysemy attention signal, which made use of polysemy to understand ambiguity of homographic puns. The formula is as follows:

\[ u_{ijt} = V \cdot \tanh(W_uh_{ijt} + b_w) \]  
\[ \alpha_{ijt} = \frac{\exp(u_{ijt})}{\sum_{t=1}^{T_x} \exp(u_{ijt})} \]  
\[ c_{ij} = \sum_{t=1}^{T_x} \alpha_{ijt}h_{ijt} \]

where \(h_{ijt}\) is a hidden state at each time step for each part of speech, \(j \in \{\text{nouns, verbs, adjectives, adverbs}\}, u_{ijt}\) is a hidden representation of \(h_{ijt}\) through a one-layer MLP, \(\alpha_{ijt}\) is a normalized importance weight through a softmax function with each part of speech, \(c_{ij}\) is a context vector as a high level representation over the words from attention-based model by the weighted mean of the hidden state sequence \(h_{ijt}\) for each part of speech.

After combining the attention networks with the context weights in a sentence, we merge all the \(c_{ij}\) vectors from collocation attention model and take the uniformed context weights in a sentence.
Then we mix the two parts results with element-wise multiplication operation to recognize the homographic puns. The formula is as follows:

\[ c_i = [c_{\text{nouns}}; c_{\text{verbs}}; c_{\text{adjectives}}; c_{\text{adverbs}}] \]  

(15)

\[ l_{\text{out}} = \text{Softmax}(h_{\text{out}}) \]  

(16)

\[ s_i = c_i \cdot l_{\text{out}} \]  

(17)

where \( c_i \) is merged by \( c_{ij}, j \in \{\text{nouns, verbs, adjectives, adverbs}\} \), \( l_{\text{out}} \) is the softmax function of \( h_{\text{out}} \), \( s_i \) is the result with the multiplication operation of \( c_i \) and \( l_{\text{out}} \).

The model can be trained in an end-to-end way by backpropagation, where objective function is the cross-entropy loss. Let \( y \) be the target distribution and \( \hat{y} \) be the predicted distribution. The goal of training is to minimize the cross-entropy error between \( y \) and \( \hat{y} \) for all sentences.

\[ \text{loss} = - \sum_i \sum_j y_i^j \log \hat{y}_i^j + \lambda \|\theta\|^2 \]  

(18)

where \( i \) is the index of sentence, \( j \) is the index of class. Our classification is two way. \( \lambda \) is the L2 regularization term. \( \theta \) is the parameter set.

### 4 Experiments and Evaluation

In this section, we first evaluate the effectiveness of our WordNet-Encode model (WE) on two tasks to detect the polysemy of homographic puns. Then, we examine the performance of our WECA model compared with existing methods. Finally, we show the effectiveness of our model.

#### 4.1 Experimental Setting

In this section, we introduce datasets, evaluation metrics, baseline methods, and present the details of the training process of our model.

**Datasets** To verify the effectiveness of our proposed model, we use two datasets: SemEval2017 Task7\(^2\) and Pun of the Day\(^3\).

**SemEval2017 Task7.** This dataset is composed of homographic and heterographic puns for recognizing and interpreting puns. We focus on homographic puns detection in semantic rather than phonology. The homographic pun word will have at least two words sense in the WordNet(Miller and Gurevych, 2015). Table 1 shows a detailed statistical distribution of our datasets.

**Pun of the Day.** This dataset only includes pun content in the beginning. Then it collects the negative samples from Yahoo! Answer\(^4\), AP News\(^5\), Proverb, and New York Times in order to balance the distribution of positive and negative examples, which adapt to decrease the domain discrepancy. Table 2 provides a complete statistical description of our dataset.

| Dataset        | Positive | Negative | Average Length |
|----------------|----------|----------|----------------|
| Task7          | 1607     | 643      | 13.1           |
| Pun of the Day | 2423     | 2403     | 13.5           |

Table 2: Statistics of Datasets

**Metrics** We apply the standard measures precision, recall, accuracy and F1-score to evaluate the effectiveness for homographic puns recognition, which also adopted as metrics in SemEval 2017 Task7 evaluation.

**Baselines** We compare several strong baselines as follows.

**LSTM:** LSTM without WordNet-Encoded embedding and Collocation-Attention mechanism.

**Bi-LSTM:** Bi-LSTM without WordNet-Encoded embedding and Collocation-Attention.

**Bi-LSTM\(_E\):** Bi-LSTM with WordNet-Encoded embedding used the WLA model.

**Bi-LSTM-Attention:** Bi-LSTM with single attention mechanism.

Fermi and N-Hance are the good performing model in the SemEval2017 task7.

**Top1 Fermi:** Fermi took a supervised approach for homographic puns detection. It did not construct own train data set, but rather split the shared task data set into train sets and test sets(Miller, Tristan and Hempelmann, Christian and Gurevych, Iryna, 2017). It used a Bi-RNN to learn a classification model and treat the word embedding as the input features.

**Top2 N-Hance:** It assumed every pun had a particularly strong association with exactly one other word in context(Miller, Tristan and Hempelmann, Christian and Gurevych, Iryna, 2017). Then it calculated PMI between words in context to detect and locate puns. If the score exceeded

---

\(^2\)SemEval2017 Task7: http://alt.qcri.org/semeval2017/task7/
\(^3\)Pun of the Day: http://www.punoftheday.com/
\(^4\)http://answers.yahoo.com/
\(^5\)http://hosted.ap.org/dynamic/fronts/HOME?SITE=AP
a certain threshold, the text assumed to contain a pun. Otherwise, the text assumed to have no pun.

**WECA:** Here, we use Bi-LSTM with WordNet-Encoded embedding with WLA model and Collocation-Attention mechanism.

**Training Details** In experiments, our model is tuned with 5-fold cross validation. All word vectors are initialized by GloVe. We use 50, 100, 200 and 300 dimension to verify the performance, respectively. Here, 200 dimension is the best performance. Therefore, we set the dimensions of word, synset and lemma embedding to be 200. The size of units in LSTM is 800. RMSprop is used for our optimization method. We use learning rate decay and early stop in the training process. All models are trained by mini-batch of 64 instances.

### 4.2 The Effectiveness of WordNet-Encoded Word Embedding

Comparing the GloVe model with our ALA model and WLA model, we evaluate the quality of our improved word representations to detect the homographic puns. In this experiment, we use the same classifier Bi-LSTM and parameters to verify the effectiveness of our word embedding.

Figure 3 and Figure 4 show the results of different word embedding for detecting homographic puns. From the results we can observe that:

1. Our models ALA and WLA, which outperform the original vector GloVe on both two datasets. It indicates that our model can better capture the semantic relations of words by utilizing lemma annotation properly based on the WordNet.

2. The ALA model represents each word with the average of its lemma embedding. In general, the ALA model performs better than GloVe, showed that lemma and synset of WordNet is very useful. The reason is the words sharing mutual lemma representation are helpful with each other.

3. The WLA model mostly performs better than GloVe and ALA model. This model can obtain a weighted distribution according to the senses and lemmas. The results show that their different senses are commonly different from others, but share certain representation.

### 4.3 Pun Recognition with WordNet-Encoded Collocation-Attention Network (WECA)

Our model WECA, combination of WordNet-Encoded word embedding and Collocation-Attention network with context weight, which performs compared with the suggested baselines.
than Bi-LSTM and LSTM (85.26% vs. 84.51%, 82.43%). The reason is that the attention mechanism can assign the weight to the whole words according to the context information.

(3) Our model WECA has a better performance compared with Bi-LSTM, Bi-LSTM-Attention and N-Hance (87.45% vs. 85.46%, 85.26%, 83.50%). N-Hance is the second place in SemEval2017 task7. It shows the WordNet-Encoded word embedding can capture more semantic information between words with the help of lemma and synsets in WordNet. Meanwhile, it presents that the attention network mechanism combined with collocation of the specific part of speech of puns, which capture the characteristic information to recognize the homographic puns.

The best perform of SemEval2017 task7 is Fermi. However, Fermi only evaluates on 675 of 2250 homographic contexts (Miller, Tristan and Hempelmann, Christian and Gurevych, Iryna, 2017) in SemEval2017 task7. Thus, our model uses 675 as a test set and rest of data as a training set. The results are shown in Table 4. Experiment results present our model outperforms Fermi under the same data distribution. It shows the effectiveness of our model again.

4.4 Visualization of Model

In order to verify our model is enable to select the valuable information of words that reflected the collocation, we visualize the attention layers for several sentences in Pun of the Day and SemEval2017 Task7 data sets whose labels are correctly predicted by our model in Figure 5.  We choose two examples. One presents collocation between nouns, the other presents collocation between verbs.

Each line is a sentence. Blue denotes word weight. If color of word is darker, the word is more important. Figure 5 shows our WECA model can select words carrying ambiguous meanings from the collocation of homographic puns. For example, in the first sentence, it highlights “interest”, which is worthy attracting more attention because of multiple meanings for the pun word. In the second sentence, “sleep” is selected word by our attention model as related to homographic puns. Therefore, attention networks of collocation is effective for recognizing homographic puns.

We apply the Bi-LSTM to capture latent semantic context for weighting part of speech which included nouns, verbs, adjectives and adverbs from forward and backward direction. Figure 6 shows Bi-LSTM model distributes weights to the four part of speeches. The weights of verbs occupy the first place, then second one is nouns, adjectives and adverbs are lower. Meanwhile, it demonstrates the importance of part of speech.

Thus, we choose two examples to illustrate weights with the four part of speeches according to context information by Bi-LSTM in Figure7. For the first example, the word “cured”, as a verb, which is a pun word. It shows weights of verbs are highest allocation by Bi-LSTM. For the second example, the word “cinch”, as a noun, which is a pun word. It illustrates that Bi-LSTM distributes the higher weights to nouns, which presents the importance of nouns from the context semantic information. Hence, context weights providing by Bi-LSTM are helpful of the collocation for recognizing the homographic puns.
Figure 7: Visualization of Bi-LSTM

5 Conclusion and Future Work

In this study, we propose a computational model WECA combined with WordNet-Encoded word embedding and Collocation-Attention network. We extend the semantic information of word embedding by lemma and synset according to WordNet. We also apply a neural attention network, combined with Bi-LSTM, which captures the collocation of homographic puns. Experimental results show our model achieves the best performance and outperforms several baselines.

In future work, we would like to find an appropriate way in incorporating the external linguistic knowledge to improve the performance of homographic puns recognition. We also focus on automatically generating homographic puns. Those are all promising jobs we can pursue in the future.
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