Abstract—Classifiers and other statistics-based machine learning (ML) techniques generalize, or learn, based on various statistical properties of the training data. The assumption underlying statistical ML resulting in theoretical or empirical performance guarantees is that the distribution of the training data is representative of the production data distribution.

This assumption often breaks. Statistical characteristics of the data may change between training time and production time, as well as throughout production. For example, sensors used to acquire data may lose sensitivity with time, populations may age, and fashion trends may change.

These changes might affect the ML performance, such as lower a classifier accuracy below an anticipated threshold. In some cases, such as medical applications, lower accuracy may be crucial. We term changes that affect ML performance ‘data drift’ or ‘drift’.

Many classification techniques compute a measure of confidence in their results. This measure might not reflect the actual ML performance [6]. A famous example is the Panda picture that is correctly classified as such with a confidence of about 60%, but when noise is added it is incorrectly classified as a Gibbon with a confidence of above 99% [4]. However, the work we report on here suggests that a classifier’s measure of confidence can be used for the purpose of detecting data drift.

We propose an approach based solely on classifier suggested labels and its confidence in them, for alerting on data distribution or feature space changes that are likely to cause data drift. Our approach identifies degradation in model performance and does not require labeling of data in production which is often lacking or delayed. Our experiments with three different data sets and classifiers demonstrate the effectiveness of this approach in detecting data drift. This is especially encouraging as the classification itself may or may not be correct and no model input data is required. We further explore the statistical approach of sequential change-point tests to automatically determine the amount of data needed in order to identify drift while controlling the false positive rate (a.k.a Type-1 error).

I. INTRODUCTION

This paper addresses the issue of detecting when the performance, such as accuracy, of an operational ML-based system degrades and becomes unacceptable.

How can this happen? "Panta Rhei!" (Ever newer waters flow on those who step into the same river, Heraclitus). Consider a model trained to detect images of a cell phone prior to the introduction of smart phones. Even if the model had 100% accuracy, it would perform miserably on modern day images where virtually all cellphones are smart phones with a huge screen and no keyboard. Obviously, the transition from dumb phones to smart phones was gradual, and one would like to know that the ML system is performing poorly as early as possible.

Another case where accuracy can degrade is when sensors used for capturing data, such as, an X-Ray lamp, age, and properties of captured data change. In this case, performance degradation might be life threatening.

More formally: there is often a gap between ML model performance in training, which is acceptable, and model performance in production, which may drift away and become unacceptable. ML techniques, such as regression, classification and clustering, make statistical assumptions in order to generalize or ‘learn’ from training data examples. Often, the statistical characteristics of the data change between training time and production time, as well as throughout production. These changes might affect the ML performance, such as lower a classifier accuracy below a required threshold.

We refer to the gradual change in input data that impacts ML model performance as Data Drift, and claim that detection of such drift is a significant aspect of system ML quality. Apparently, there is a lack of both methodology and technology supporting the assessment of this quality aspect in ML-based systems. Many common approaches, such as remeasuring ML performance in production, are not feasible when production labels are unavailable or delayed.

It is important to note the following two challenges.

(1) A change in distribution of classes (such as, previously there were more dogs than cats, but now there are more cats than dogs) is not data drift, and, normally, would not impact system accuracy. Furthermore, comparing distributions, e.g., between training or testing and production data sets, is not feasible because the data distribution may be unknown. The challenge of distribution identification is a well-acknowledged one, for example underlying much of the Bayesian networks work, and is one of the challenges that we address in our research. Density estimation is largely unfeasible because of the high dimensionality of the data, though there are attempts to make progress on that front (see Section Related).

(2) Frequently comparing production output to true labels may be unfeasible. Labeling may be expensive, experts able to label the input may be unavailable, and during production labeling is frequently delayed, which may be intolerable. We note that while there is substantial experience in developing successful ML solutions in areas where there is a lot of labeled training data, labeling is cheap, and only light domain knowledge is required, less experience exists in developing successful ML solutions when any of these conditions break. However, these conditions often break in the domain of business applications.

The main contributions of this work are (1) defining the problem of quality under drift, (2) defining the notion of an auditor, a detector of drift, introducing an example auditor, the classifier confidence auditor, (3) a method to introduce drift for testing without impacting the data semantics, (4)
a framework to simulate drift and assess the effectiveness of auditors in detecting it, and (5) demonstrating how the statistical approach of sequential changepoint analysis may be applied to the challenge of drift detection such that the false positive error rate can be controlled in a statistical sound manner.

The Methodology Section introduces the classifier confidence auditor, drift types, and drift detection framework. These are used in our experiments to demonstrate the effectiveness of the classifier confidence auditor in detecting drift over three different data sets and various classifier models, as reported in the Experimental Results Section. Next, Related work is discussed. The Discussion Section concludes the paper.

II. METHODOLOGY

We provide information on the classifier confidence drift detection algorithm, the data sets and classifier models that we use in our experiments, the experimental settings, and our drift detection framework, concentrating on drift simulation and drift types.

A. The Classifier confidence drift detection algorithm

We show that if production class confidence values do not exhibit statistical similarity to baseline class confidence values (defined below) there is data drift, meaning that the production data has deviated significantly from training data such that classification results may be incorrect.

To take advantage of the strength of classical statistical techniques, e.g., for comparing the identity of two empirical distributions, we define a uni-variate statistic over the given high dimensional non-parametric empirical data distribution. In the case of the classifier confidence auditor this statistic is the distribution of the classifier’s own labeling confidence. The classifier assigns a label for every input data. This is the ‘winning’ label. This assignment is based on a statistical measure of confidence. The auditor works over two distributional sources of variability. One is the distribution of the classifier confidence in its label assignment for a data record $d$, $P_{\text{conf}}(d)$. We term this the ‘winning label confidence distribution’ or ‘label-agnostic confidence distribution’ since it depends on the data record and not the label. Another is the distribution of the classifier confidence in its per-label assignment when a data record $d$ is assigned label $c$, $P_{\text{conf}}(d|c)$. We term this a ‘per-label confidence distribution’. Notice that there are multiple per-label confidence distributions, one per label/class.

The drift detection algorithm is summarized in Algorithm 1. One data set is indicated as a baseline, for example, the test data set. This means that the classifier operation was determined to be satisfactory on it and that the data set was determined to be representative of the confidence distribution expected in production. The drift detection algorithm performs a non-parametric statistical test for the identity of two uni-variate distributions over the classifier confidence distributions from the two data sets. Examples of such statistical tests are the two-sample two-tailed T-test and the two-sample Kolmogorov-Smirnov test. A drift alert is triggered if the distributions are significantly different.

| Algorithm 1 Drift detection outline |
|-------------------------------------|
| 1. Gather baseline winning label and |
| its confidence                       |
| 2. For every production window of size |
| window_size                          |
| 2.1 Gather production winning label and |
| its confidence                       |
| 2.2 Compare distributions between    |
| baseline and production              |
| 2.3 Warn if distributions differ     |
| significantly                       |

Figures [1] and [2] show an example of drift introduction over MNIST data. We train a classifier without one of the digits (digit ‘3’). Then, simulating production drift, we inject a slowly increasing percentage of the held-out digit into the data to be classified (adding images of digit ‘3’). The figures show the confidence intervals over the classifier confidence for the winning label. Green (untextured) is the original data (without ‘3’), red (textured) is the ‘production’ data (which includes some digit ‘3’ images). The statistical test (two-sample two-tailed T-test in this case) is not able to identify the low percentage drift (Figure [1]) but is able to clearly identify the larger percentage drift (Figure [2]).

Fig. 1: Small drift, undetected by distribution test

B. Data and classifiers

We validate our classifier confidence drift detector on three different data sets and multiple classifiers. Following is a description of the three data sets being used in our experiments and the classifiers that were used for each one. Notice that the approach is agnostic to the type of classifier trained. All it requires is the classifier’s confidence in the winning label. The approach is also agnostic to the type of data the classifier works on. This is because it does not require any training or production input data. It requires only classifier output information as stated above.
creates a baseline for the statistic under investigation over the control the drift type and amount. See Section Drift Simulation train simulation-specific classifier models such that we can types and amounts of drift. In some of our experiments we effectiveness, our framework repeatedly simulates fixed and provided by the user. However, for assessing auditors set under investigation. In production, the classifier model is just per the winning label, for each data record in the data needs to provide the classifier’s confidence per label, or even CIFAR10 [13] is an established computer-vision data set used mainly for object recognition. It is a subset of the "tiny images data-set" and consists of 60,000 32x32 color images (out of which 10,000 are used for testing) containing one of 10 object classes (e.g. dog, car), with 6,000 images per class. We trained Logistic Regression (not reported on due to low accuracy) and CNN models on this data.

- MNIST [11] (“Modified National Institute of Standards and Technology”) is the de facto “hello world” dataset of computer vision. MNIST is a data set for handwritten images (digits) which has served as the basis for benchmarking classification algorithms since its release in 1999. MNIST contains 70,000 gray-scale 28x28 images (out of which 10,000 are used for testing) of digits divided into 10 classes (one per digit). The classifier task is to classify an incoming image into one of the 10 digit classes. We trained Logistic Regression and CNN models on this data.

- Kaggle lending club loan data [9] contains the complete loan data for loans issued 2007-2015, including the loan status and latest payment information. It consists of 887k records with 75 features (30 of them numeric). We trained Random Forest classifiers on this data.

C. Experiment design

When applying the classifier confidence auditor, one only needs to provide the classifier’s confidence per label, or even just per the winning label, for each data record in the data set under investigation. In production, the classifier model is fixed and provided by the user. However, for assessing auditors effectiveness, our framework repeatedly simulates different types and amounts of drift. In some of our experiments we train simulation-specific classifier models such that we can control the drift type and amount. See Section Drift Simulation for details.

For each data set and model, our auditors framework first creates a baseline for the statistic under investigation over the baseline data set. In the case of classifier confidence auditor, the statistic is the winning-label confidence. In our experiments we also compare against per-label confidence.

The framework then runs simulations in which it compares the baseline statistic distribution with that of the same statistic over the data set simulating the production drift. The framework introduces increasing amount of drift into the simulated production data set. While doing so, the framework retains the original ratio of data records per label for the no-drift part of the data set. This is done in order to prevent unintended change in the original data distribution.

The goal is to find the minimal level of drift in the data that the auditor consistently identifies. Consistency is determined by a series of at least 50 simulation iterations per the same drift level, where at least half of the iterations detect drift. Section Experimental Results provides the experimental results and their evaluation.

D. Drift simulation

We define drift as changes in the data that affect the model ML performance. We are particularly interested in changes that cause a classifier accuracy to drop below the expected interval lower threshold. Even getting above the top of the expected interval (doing too good) is an interesting observation.

Introducing drift is a non trivial task. For example, it is challenging to know what the correct label is, in case of changing the data. In addition, we need to be careful not to change the semantics of the underlying data. Changing data might even result in data records that are illegal or impossible. On the other hand, real drift is rarely available for experimentation. Usually, if such data is available it is used for training and thus its information is already included in the model. Therefore, we found it necessary to incorporate strong drift-creation heuristics into our auditors framework.

The framework supports the definition of new types of drift per auditor. We have implemented six general types of drift, as detailed below. In our experiments we mostly use drift types 1–4, as these types ensure that all data is legal and representative of the expected distribution. By definition, types 1–4 cause the classifier to provide an incorrect classification, thus introducing measurable drift.

1) Data labels. A model is trained over a subset of data records, such that all data records for a particular label(s) are left out of the training data. The left-out data records are then randomly selected as drift. This type of drift does not make any changes to the data thus preserving semantics, which is a desirable property. This type of drift relies on having labels.

2) Data records per selection criteria. This is similar to type 1 drift, with the exception of providing selection criteria for the left out data records, rather than relying on labels. An example criterion is the top 10th percentile of data records as ordered by a particular feature’s values. Type 2 drift does not necessarily cause data drift.

3) Out-of-domain data. This is data that is given in a legal
format yet has different semantics. For example, a gray-scale cat image given to a gray-scale digit classifier.

4) Random data. This is data that is given in a legal format yet has random values. For example, random gray-scaled pixels in an image. There is no need to label the random data as it has no legal class.

5) Feature changes per given function. For example, multiply a feature values by a constant. While it is easy to control the properties of this drift type, it might become unclear what the label of a resulting data record is.

6) Data transformation. Symmetry learning and group representation theory, e.g., [3], [10], provide us with the theoretical and often practical foundation to transform the data in certain domains such that its labels remain invariant. An example is rotating animal images. A rotated image of a dog retains the label of 'dog'. Ideally, such transformations should already be included in the training data. In practice, however, this is often not the case.

Notice that because drift types 1 and 2 define data records from the original data set as drift, the simulation includes training simulation-specific models. In type 1 drift the auditors framework trains a model $M(D \setminus D_c)$ over the original data $D$ holding out data $D_c$ that is labeled as the drift class $c$. $D_c$ is then inserted into the production data in slowly increasing percentages as drift. This is done for each of the classes, training a model per held-out label. Similarly, in type 2 a model is trained without the held-out data records.

The histograms in Figures 3 and 4 provide examples of the distribution (Y axis is count) of the winning class (left) and of the winning class confidence (right). The different figures (top to bottom) demonstrate the effect of inserting different amounts of drift. In Figure 3 the top images depict this information over data without drift. One can see that the class distribution is not uniform. The middle images show little difference in both distributions when inserting 4% drift. However, as the drift increases, as shown in the bottom images with 15% drift, we can see a shift both in the class distribution (in this case more images are classified as 'car') and in the overall confidence in the winning classification. Notice that this confidence may be lower or higher than the original confidence. In this example the classifier confidence auditor identifies drift starting from 7% type 1 drift. Figure 4 shows, for reference, the class distribution and winning label confidence in the extreme case where only drift exists.

E. Sequential Change-point analysis

Sequential change-point methods are a very general tool to detect when a sequence of observed data $x_1, x_2, \ldots$ undergo a change in distribution. Typically, such methods can statistically determine a time of change $k$ such that samples $\{x_1, \ldots, x_k\}$ and $\{x_{k+1}, \ldots, x_t\}$ appear to come from different distributions $F_1$ and $F_2$, respectively, where $k$ may maximize the statistical distance between the samples. This corresponds to a determination at time $t$ that drift began at time $k < t$. The advantage of such methods is that the size of the production data used to detect drift does not need to be pre-specified, and that the drift determination can be made at a time $t$ without observing data after this.

Importantly, such sequential methods are designed to offer a statistical guarantee on the drift detection, such as controlling the false positive rate (Type-1 error probability), that is, the probability of falsely detecting drift when it has not happened, while allowing change to be detected at any time $t$. This is statistically difficult because with traditional hypothesis tests, like a T-test, the sample size $n$ must be pre-fixed and the data cannot be examined before $n$ for the statistical guarantees to remain valid. Unfortunately, many such methods such as CUSUM rely on likelihood ratio tests which require the distributions $F_1$ and $F_2$ that we consider as the pre-drift and drift distributions to be known, which is a weakness.

We will use a very flexible approach to drift detection in univariate data, presented in [15], and implemented as the R package cpm (change point models, [14]). These CPM
methods have the combination of advantages of (1) not specifying the distributions $F_1$ and $F_2$ that we test drift on; (2) allowing several different statistical tests to detect different types of distributional change, such as T-test, Cramer-von-Mises (CvM), and Kolmogorov-Smirnov; and (3) being able to retroactively detect drift at any time $t$ while maintaining the false positive rate at a fixed $\alpha$ at any time $t$, conditional on not having detected drift prior to $t$. These CPM methods will be applied on sequences of univariate data of the estimated class probability of the class that is predicted.

III. EXPERIMENTAL RESULTS

To assess the effectiveness of the classifier confidence auditor for drift detection we experiment with the data sets described in Section Data and classifiers. Our auditors framework runs drift simulations, testing multiple drift types, as described in Section Drift simulation.

The simulation takes a data set and defines a training data set, a baseline data set, and multiple production data sets. The simulated production data is composed of data that was used neither for training nor for creating the baseline. The simulated production data is a mixture of data coming from the same distribution as the training data with varying percentages of drift data. In the experimental results we indicate not only the drift type but also the drift percentage.

We are interested in answering the following research questions:

RQ 1. Is there a minimal drift percentage from which the auditor consistently detects drift? In other words, what is the drift-detection ability of an auditor?

RQ 2. Is the drift-detection ability affected by the drift type?

RQ 3. How does a label-agnostic auditor compare to a per-label auditor?

RQ 4. Does the ML performance of a classifier affect the drift-detection ability?

RQ 5. Can an auditor based solely on label distribution have an acceptable drift-detection ability?

RQ 6. Can change-point analysis provide statistical guarantees to further improve drift detection?

Following are results that answer our research questions.

A. RQ 1: Drift-detection ability

Table I summarizes the experimental results in terms of drift-detection rate. Each row summarizes all the experiments on the specified data set, type of classifier model trained and type of drift inserted. Except for drift type 2 (held-out feature subset) each row summarizes simulations over multiple different models. For each class (10 in MNIST and CIFAR10, 7 in loan data) a model is trained over data without the class, while drift inserts data records from that class in increasing percentages into the simulated production data set. Tables II to IV summarize the results per model, indicating the left-out class inserted as drift. The tables show that for a combination of data set, classifier model and drift type there is a drift percentage for which the auditor consistently detects drift. As expected, differences in the data, model and drift type affect the drift-detection ability. The ability of the auditors to detect drift above a threshold is demonstrated, via simulations, not only by the difference among the drift types but also by the variability among the models created for the same drift type over different data subsets. The 'Min %' column indicates the model and drift type for which the drift-detection ability was the best. Similarly, the 'Max %' column indicates the model and drift type for which the drift-detection ability was the worst. The 'Avg %' column shows the average drift-detection ability over all the models.

B. RQ 2: Effect of drift type on drift-detection ability

Drift type affects drift-detection ability. Random input seems more difficult to detect than semantically meaningful input, even if it comes from a different domain, such as inserting an adjusted CIFAR10 image into MNIST classifier.

We observe that type 1 drift (held-out class) often causes high classifier confidence in its incorrect labeling. A possible explanation is that the model has a 'default' class i.e., one chosen when no other clear winner exist, and the drift records are mostly classified as that class. If the model confidence $p(c|d)$ of a class $c$ given a data record $d$, can be broken additively into $p(c|d) = p_{\text{learned}}(c|d) + p_{\text{prior}}(c|d)$, the learned and prior confidence respectively, then possibly under the new data record $d$, the $p_{\text{learned}}(c|d)$ are similar across all original classes. Thus, a classifier based on Bayes rule will choose according to the priors. If the priors are biased towards the default class then the new class will be classified as default with high confidence.

Alternatively, it may be the case that each class is being generated from some distribution over $R^n$, e.g., a mixture of Gaussians where each Gaussian is a class. The drift class will be labeled as the default class if the average and most of the probability mass of the drift class fall inside the decision boundaries of the default class.

As observed in RQ 2, type 4 drift (random) is often more difficult to detect than a drift type that has semantics (such as type 1 and 3). This may be because our implementation for random drift creates perturbations that are topologically close to the training data. Given classifiers that are continuous or partially continuous (such as neural networks that exploit step functions), such perturbations are more likely to be well within the decision boundaries than very close to their threshold. In contrast, drift 1 or 3 classes are most probably not close topologically to the original classes and will thus be easier to identify. Naturally, other factors can intervene with this intuition such as including the random data records in the training set.

C. RQ 3: Classifier confidence auditor that is agnostic to predicted labels

Figures 6 and 7 depict the effect on the drift-detection ability of comparing the winning-label (label agnostic) confidence
distribution to that of the per-label confidence distributions. The former tests for a difference in the distribution of the confidence in the winning-label regardless of its assigned class, while the latter tests for a single label that shows significant difference in the distribution of confidences.

Both figures depict the results of the simulation on one of the data sets with one of the drift types but are representative of the results in general. The lowest row in Figure 6 shows that the label-agnostic auditor is more reliable than the per-label auditors. Figure 7 shows that it is usually the case that the label-agnostic auditor is comparable to or better than the best per-label auditor. Moreover, there are often cases in which none of the per-label auditors trigger, while the label-agnostic one does trigger. This may be because of small per-label changes in confidence, yet significant changes when put together. Of course, as all the auditors are statistical, there are exceptions of all types. For example, instances in which a per-label auditor is superior.

D. RQ 4: Effect of classifier ML performance on drift-detection ability

For the MNIST data set we experiment not only with the well known neural network classifier model but also with a logistic regression model. These models differ in their ML performance. Specifically, the CNN model reaches 99% accuracy while the logistic regression model only reaches 92% accuracy. It is interesting to note that the less accurate the classifier the higher the drift percentage. That is, the weaker the classifier the weaker the drift detection. We saw this phenomenon in CIFAR10 as well, where the CNN model reaches 75% accuracy. However, the logistic regression model had such poor accuracy that we did not include it in the results we report on here. A possible explanation is that a less-accurate model has a noisier confidence distribution and therefore provides less information to enable detection. At the extreme, a random classifier is likely to be completely robust to data drift.

E. RQ 5: Auditor that is based on label distribution

We experimented with several common outlier detection algorithms: two quantile methods (IQR) [20], z-score [8], Hampel [7], and DB-Scan [2]. The idea is to define an auditor that is based on the anomalous classification amount. The intuition is that often there exists a class that is the ‘default’ for previously unseen data. Figure 5 shows that all of these methods alerted on at least the highest and/or lowest values, even when no drift was introduced. This means that the false positive (FP) rate is very high which renders this approach useless. It is, of course, possible to tune any of these methods to capture the classification behavior as seen in training. However, this assumes knowledge of the class-wise distribution over input data records.

Our experimental results corroborate the fact that changes in label distribution do not necessarily indicate data drift.

The figure shows the distribution of data records to classes for the baseline data. Classes (columns) with textures/colors other than plain blue were marked by one of the outlier methods. IQR (cyan/vertical lines) marked class 1; Hampel (magenta/horizontal lines) marked classes 1 and 7; z-score (green/backslash) marked classes 1 and 5; DB-scan (red/slash) marked classes 1 and 5.

F. RQ6: change-point analysis for statistical guarantees

To implement the sequential CPM method we simulate sequences of observed data $x_1, x_2, \ldots$, where each $x_i = p(c|d_i)$, the estimated class probability of the class $c$ that is predicted for a digit $d_i$, to demonstrate the statistical guarantees. Given a model trained on a dataset with one digit class omitted, and with a fixed type of drift inserted, we randomly draw instances of $x$ with replacement from the test dataset, in sample sizes of size $n = 20$. The first 50 samples of size 20 (that is, $\{x_1, \ldots, x_{50 \times 20}\}$) are instances of $p(c|d)$ where $d$ are digits the model was trained on, that is non-drift, so the drift time is $k = 50 \times 20 = 1,000$. Samples 51, ..., 70 contain 1, 2, ..., 20 instances of drift (that is, observed $x_i = p(c|d_i)$ when $d_i$ is an image different than those trained on) randomly mixed with non-drift, and samples 71 onward have drift entirely. The sampling is repeated 300 times to compare each method.

Ideally, the distribution of prediction confidence will change when it encounters drift instances, and this mixture of drift and non-drift, observed indirectly through the confidences, will be detected by the CPM. We insert the drift gradually, one additional instance per sample, because gradual change is harder to detect than sudden change in distribution. If the sample $t$ during which drift is determined to have happened in the past, is $< 51$, the determination is a false positive; the sooner after sample 50 that drift is detected, after observing some of the drift sequence, the more successful the CPM method is. Along with several CPM sequential tests, such as Student-T and CvM, which sequentially control the false positive rate, we perform two non-sequential T-tests:

- “Splits” T-test, which imitates the CPM technique of
Drift is simulated by inserting data records that differ from the training data. The drift type characterizes the difference. Type 1: held-out by class data records, Type 2: held-out by category data records (top 10% of loan_amnt feature values in this case), Type 3: different data set records (CIFAR10 in this case), Type 4: randomly generated data records appropriate for the data domain. The percentage displayed in each cell is an upper bound (to the closest integer) on when drift was detected. (* model without 'car' never detects 'car' as drift)

**TABLE II: Logistic Regression model on MNIST (9 classes)**

| Left-out class | Avg |
|----------------|-----|
| 0 1 2 3 4 5 6 7 8 9 |     |
| Type1 %       | 5 2 3 6 3 3 7 4 3 4.00 |
| Type3 %       | 6 8 7 6 10 9 5 9 12 8 8.00 |
| Type4 %       | 5 8 6 6 11 17 4 10 16 8 9.22 |

Summary for the different MNIST logistic regression models created when leaving out each of the label classes with different drift types. Type 1 drift is taken from the left-out class. Type 3 drift is taken from CIFAR10 and adjusted to the MNIST domain by reducing size and turning into gray scale. This results in pixels that display a centered image. Type 4 drift are random images create by randomly selecting each pixel gray scale.

**TABLE III: Neural Network model on MNIST (9 classes)**

| Left-out class | Avg |
|----------------|-----|
| 0 1 2 3 4 5 6 7 8 9 |     |
| Type1 %       | 1 1 1 1 2 1 1 1 1 1.1 |
| Type3 %       | 1 1 1 1 1 1 1 1 1 1.0 |
| Type4 %       | 21 2 8 1 3 1 1 1 1 4.0 |

Summary for the different MNIST CNN models created when leaving out each of the label classes with different drift types. Drift types identical to Table II

**TABLE IV: Neural Network model on CIFAR10 (9 classes)**

| Left-out class | Avg |
|----------------|-----|
| airplane bird cat deer dog frog horse ship truck |     |
| Type1 %       | 7 100 7 7 6 14 9 8 9 14 8.38 |
| Type4 %       | 7 7 8 9 7 8 8 7 8 7 7.55 |

Summary for the different CIFAR10 CNN models created when leaving out each of the label classes with different drift types. Drift types similar to Table II

**TABLE V: Random Forest model on Kaggle loan data**

| Left-out class | Avg |
|----------------|-----|
| 0 1 2 3 4 5 6 |     |
| Type1 %       | 2 3 2 1 1 1 1 1.57 |
| Type4 %       | 1 1 1 1 1 1 1 1.00 |

Summary of the different Kaggle loan data random forest models created for classifying into 'grade' (7 classes) when leaving out each of the label classes with different drift types. Type 1 drift uses the grade feature which is categorical but imbalanced, with grade 6 having 100x less data points than other values. Type 2 drift inserts the top 10% data records based on the loan_amnt feature.

**TABLE VI: False positive results from CPM drift detection on data with digit 0 omitted and out-of-domain drift.**

| Test Type | Pr(Determined $k < 51$) | Pr(Detection $t < 51$) |
|-----------|--------------------------|------------------------|
| Student T | CPM                      | 0.247                  | 0.157                  |
| Lepage CPM | CPM                      | 0.097                  | 0.017                  |
| CvM CPM   | CPM                      | 0.087                  | 0.003                  |
| 'Splits' T-test | non-seq | 0.000                  | 0.000                  |
| 'Pairs' T-test | non-seq | 0.580                  | 0.580                  |

performing a two-sample T-test at every potential split after samples $k = 1, \ldots, t - 1$ retroactively at each sample $t \geq 2$.

• “Pairs” T-test, which conducts a two-sample T-test between sample 1 (which is non-drift) and each sample $t = 2, \ldots$.

These non-sequential T-tests are a naive approach to sequential detection because they use the traditional T-test critical values, which do not control the false positive rate properly, as shown in Table VI for an example where digit 0 was omitted, and out-of-domain (CIFAR) images were inserted as drift. The CPM methods have low false positive rates (probability of deciding drift prior to sample 51), as desired.

**TABLE VI: False positive results from CPM drift detection on data with digit 0 omitted and out-of-domain drift.**

| Test Type | Pr(Determined $k < 51$) | Pr(Detection $t < 51$) |
|-----------|--------------------------|------------------------|
| Student T | CPM                      | 0.247                  | 0.157                  |
| Lepage CPM | CPM                      | 0.097                  | 0.017                  |
| CvM CPM   | CPM                      | 0.087                  | 0.003                  |
| 'Splits' T-test | non-seq | 0.000                  | 0.000                  |
| 'Pairs' T-test | non-seq | 0.580                  | 0.580                  |
X axis specifies the left-out class (one of the digits 0–9). Y axis is the per-label drift-detection indication. The bottom ‘All’ row summarizes the winning label (label agnostic) detection, as opposed to the other rows which show per-label detection. The color of the cell indicates the minimum amount of drift required for detection, per the legend on the right. Bottom/green is small, top/red is larger (but no more than 10%). Uncolored cells indicate a drift-detection value of above 10%.

Figure 8 shows distribution of the drift detection time $t$ for the experiment from Table VI over the 300 data simulations. As Table VI shows, the CPM methods have low overall false positive probabilities (low density for $t \leq 50$) but also tend to detect drift shortly after it happens (high density close to, but after $t = 50$). This means they detect quickly but with few errors. In this instance, the CPM T-test has more delayed detection than the more general LePage and CvM tests, likely if drift is not characterized by a change in the distribution mean. The non-sequential ‘pairs’ T-test has a high false positive rate (58%), shown by a high density for $t \leq 50$. The ‘splits’ T-test, while having essentially no false positives, also has extremely delayed detection, with high density at the right edge of the plot. Thus, these CPM experiments demonstrate that these methods can be applied to detect drift indirectly through the observed $p(c|d)$, with both quicker detection and lower false positive rates than non-sequential methods.

IV. RELATED WORK

Our work, and in particular the auditors that we define, goes beyond empirical distribution identification and comparison, to identify data drift. We want to alert on distribution changes that affect the ML performance. However, even the first problem is very difficult.

When the underlying class distribution is known analytically (e.g., parametric distribution or a mixture of distributions) then distribution comparison is straightforward. For example, using KL divergence [19]. However, this is rarely the case in the real world. The data distribution is never perfectly known and therefore neither is the class distribution. One has to work with the empirical distribution which does not follow any specific parametric description of pre-defined distributions. Empirical density estimation has been well investigated and a variety of approaches exist for the classical settings in which the data has low dimensionality or is drawn from a known distribution or mixture of distributions. It has also been acknowledged that density estimation becomes very challenging for high-dimensional data [16]. Modeling multivariate data with Bayesian networks is one example for a domain that has been struggling with this challenge [18]. Recent advances propose high dimensionality density estimation, such as Maximum Mean Discrepancy [5] or Wasserstein distance [12]. However, statistical calculations like a confidence interval, which depend on the distribution, become much more complicated for high dimension metrics than uni-variate metrics. Further, as the dimensionality increases so does the likelihood of having insufficient data for reliably performing such statistical calculations.

Our work investigates uni-variate statistical indicators—auditors—both for defining statistically significant data characteristics and to effectively identify when these break significantly (data drift). Working with uni-variate metrics has all the advantages of being able to apply classical statistics. Moreover, the amount of data needed is realistic.
The approach is especially important when the production data is used to monitor for statistically significant changes against it. Capturing the expected envelope of operation of a ML model is a key step when developing ML solutions, e.g., [17], [1], [21]. Our research deals with developing ML solutions to address additional challenges that are not addressed by any of these existing approaches. Our research is based on enhancing our auditors framework and implementation of CPM methods all have distributions of t concentrated shortly after the true change-point sample 50. The two non-sequential T-tests either frequently falsely detect drift before 50 (‘pairs’) or unacceptably late (‘splits’).

Other approaches try to improve the ML models to better handle changes in the data, identify data missing from the training examples or identify bias in the training examples. Such approaches often focus on handling missing data or direct learning to areas in the data where the model performs poorly. Ensembles of weak learners such as AdaBoost are an example. Further research is required to apply these approaches to drift identification. Additional challenges exist for application over unlabeled production data.

Various work captures challenges and best practices in developing ML solutions, e.g., [17], [1], [21]. Our research addresses additional challenges that are not addressed by any of these existing approaches. Our research deals with capturing the expected envelope of operation of a ML model and monitoring for statistically significant changes against it. The approach is especially important when the production data is not labeled which is the case in many business applications.

V. DISCUSSION AND CONCLUSIONS

We developed and implemented a framework for defining data drift detection auditors and for assessing their detection ability. We presented a novel auditor that is based on a classifier output—winning label and confidence in this label. Our experimental results, using three different data sets and multiple classifier models and drift types, demonstrate the effectiveness of this auditor for data drift detection. This requires neither production input data nor its ground truth. Our experiments further demonstrate that change-point analysis provides a promising means to statistically control the false-positive rate of drift detection auditors.

This is work in progress with many challenges and future directions. We are developing additional auditors that have complimentary data drift detection abilities. We are working on enhancing our auditors framework and implementation. Many challenges exist in defining the end-to-end use-case of drift detection. For example, what should be done when an alert of data drift is triggered? One option is to label data from the production data to check the ML performance and potentially retrain or relearn.
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