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Abstract. In recent years, substantial progress has been made on Graph Convolutional Networks (GCNs). However, the computing of GCN usually requires a large memory space for keeping the entire graph. In consequence, GCN is not flexible enough, especially for large scale graphs in complex real-world applications. Fortunately, methods based on Matrix Factorization (MF) naturally support constructing mini-batches, and thus are more friendly to distributed computing compared with GCN. Accordingly, in this paper, we analyze the connections between GCN and MF, and simplify GCN as matrix factorization with unitization and co-training. Furthermore, under the guidance of our analysis, we propose an alternative model to GCN named Unitized and Co-training Matrix Factorization (UCMF). Extensive experiments have been conducted on several real-world datasets. On the task of semi-supervised node classification, the experimental results illustrate that UCMF achieves similar or superior performances compared with GCN. Meanwhile, distributed UCMF significantly outperforms distributed GCN methods, which shows that UCMF can greatly benefit large scale and complex real-world applications. Moreover, we have also conducted experiments on a typical task of graph embedding, i.e., community detection, and the proposed UCMF model outperforms several representative graph embedding models.
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1 Introduction

Nowadays, works on graph convolutional networks (GCNs) \cite{kipf2017semi} have achieved great success in many graph-based tasks, e.g., semi-supervised node classification \cite{zhou2016learning, wang2017knowledge, zhang2019deep}, unsupervised graph representation learning \cite{jin2017graph}, link prediction \cite{wang2019sage}, clustering \cite{choi2016co} and recommendation \cite{sun2019modeling, sun2019directional, sun2019graph2vec}. GCN defines a graph convolution operation, which generates the embedding of each node by aggregating the representations of its neighbors. Given a graph, GCN performs the graph convolution operation layer by layer to obtain the final node representations, which are passed to neural networks to support various tasks.

However, as the computing of GCN requires to store the entire adjacency matrix of a graph \cite{goyal2018graph}, it is hard to perform GCN on large scale real-world complex
graphs, where we usually have a constrained memory size and need distributed computing. Accordingly, GCN is not flexible enough, and needs to be simplified while retaining the high performance. For example, various sampling methods have been proposed \cite{12,46} to simplify GCN via reducing the number of edges in the graph. These methods can be performed in mini-batches, but need to sample high-order neighbours of each node and require a high computational cost that exponentially grows with the number of graph convolution layers, as pointed in \cite{7}. Instead of sampling, Cluster-GCN \cite{7} proposes an approach to convert computation on a huge adjacency matrix to computing on a set of small sub-matrices. However, Cluster-GCN still suffers from performance loss when conducting distributed computing, due to the ignoring of some connections in the graph. Simple Graph Convolution (SGC) \cite{40} removes nonlinearities and collapses weight matrices between consecutive layers in GCN, which results in continuous multiplication of adjacency matrices, and we can obtain a final linear model. This simplifies GCN, and makes GCN applicable for distributed computing. However, as mentioned in previous works \cite{23,4}, GCN greatly suffers from over-smoothing. And due to the continuous multiplication of adjacency matrices, SGC may aggravate the degree of over-smoothing. Accordingly, we need a simplified alternative to GCN, which is flexible enough for distributed computing in real-world applications, and can achieve similar or superior performances compared with the original GCN model.

Besides GCN, graph embedding methods \cite{28,34,11} are also widely applied. In general, these methods aim to embed very large graphs into low-dimensional vector spaces, to preserve the structure of graphs. As for GCN, previous work shows that the graph convolution operation is actually a special form of Laplacian smoothing \cite{24}. In this way, as the converging of the GCN model, the smoothing process can keep the final representation of a node more and more similar to those of its neighbors. Therefore, GCN is consistent with graph embedding methods in capturing the structural information. According to previous work \cite{29}, graph embedding methods have been successfully unified as Matrix Factorization (MF). Meanwhile, compared with GCN, MF-based methods are extremely flexible and suitable for large scale distributed computing \cite{10,48}. These methods are also easy to be extended to various complex applications \cite{18,30,33,26,25,42}. Consequently, if we can simplify the GCN model as a special form of MF, large scale and complex real-world applications will greatly benefit from this.

In this paper, we analyze the connections between GCN and MF, and simplify GCN as matrix factorization with unitization and co-training. Here, the unitization indicates conducting vector unitization on node representations, i.e., forcing the norm of each node representation to one. And the co-training process means co-training with the classification task of labeled nodes, as in some previous works \cite{39,45}. Then, according to our analysis, we formally propose an alternative model to GCN named Unitized and Co-training Matrix Factorization (UCMF).
We have conducted extensive experiments on several real-world graphs. The experimental results show that unitization and co-training are two essential components of UCMF. Under centralized computing settings, UCMF achieves similar or superior performances compared with GCN and SGC on the task of semi-supervised node classification. Meanwhile, both GCN and SGC perform poor on graphs that are relatively dense, while UCMF has great performances. This may be caused by the over-smoothing of graph convolution on dense graphs, while UCMF can balance the smoothing of neighbours and the classification of labeled nodes through the co-training process. Experiments under distributed computing settings are also conducted, where UCMF significantly outperforms distributed GCN methods. We have also conducted experiments on the task of community detection, and UCMF achieves better performances compared with several representative graph embedding models. These results clearly show that, we can use our proposed UCMF model as a simplified alternative to the original GCN model in real-world applications.

The main contributions of this paper are summarized as follows:

- We analyze the connections between GCN and MF, and simplify GCN as a special form of matrix factorization with unitization and co-training.
- We propose an alternative model to GCN, i.e., unitized and co-training matrix factorization.
- On the task of semi-supervised node classification, extensive experiments have been conducted on several real-world datasets under both centralized and distributed computing settings, and demonstrate the effectiveness and flexibility of UCMF. Meanwhile, on the task of community detection, UCMF outperforms several representative graph embedding models, e.g., LINE [34] and DeepWalk [28].

The rest of the paper is organized as follows. In section 2, we try to simplify GCN as a special form of matrix factorization. In section 3, we formally propose our UCMF model. In section 4, we briefly review some related works on GCN and graph embedding. In section 5, we report our experimental results. Finally, section 6 concludes our work.

2 GCN as Unitized and Co-training MF

In this section, we are going to simplify GCN as a special form of matrix factorization. First, we start from the analysis of how node representations are learned in GCN. Then, we successfully simplify GCN as matrix factorization with unitization and co-training.

2.1 Graph Convolutional Networks

According to the definition in [20], we can formulate each layer of GCN as

\[
H^{(l+1)} = \sigma \left( D^{-\frac{1}{2}} A D^{-\frac{1}{2}} H^{(l)} W^{(l+1)} \right),
\]  
(1)
where \( \tilde{A} = A + I_N \) is the adjacency matrix of the graph \( G \) with added self-connections, \( I_N \) is the identity matrix for \( N \) nodes in graph \( G \), \( \tilde{D}_i,i = \sum_j A_{i,j} \), \( H^{(l)} \) is the representation of each node at layer \( l \), \( W^{(l+1)} \) is a layer-specific trainable weight matrix, and \( \sigma(\cdot) \) denotes an activation function (such as \( \text{ReLU}(\cdot) = \max(0, \cdot) \)).

For node classification task, we can obtain a classification loss

\[
l_c = \text{CrossEntropy} \left( Y, \text{softmax} \left( H^{(-1)} \right) \right),
\]

where \( Y \) is the ground truth labels for the classification task, \( H^{(-1)} \) is the representation of each node at the final layer of GCN. Via optimizing Eq. (2), the cross-entropy error of the node classification task can be minimized, and the GCN model can be learned.

### 2.2 Simplification

In [24], GCN has been proved to be a special form of Laplacian smoothing. As the GCN model goes deeper and we have more layers of graph convolution, the representations in Eq. (1) have a termination condition as

\[
H^{(-1)} = \sigma \left( \tilde{D}^{-\frac{1}{2}} A D^{-\frac{1}{2}} H^{(-1)} W^{(-1)} \right),
\]

where \( H^{(-1)} \) is the final representations on the last layer of GCN. In the simplification discussed in SGC [40], nonlinear activation function is ignored. Meanwhile, according to the implementation in some previous works [20,35,41], there is no activation function on the last layer of GCN. Thus, Eq (3) can be rewritten as

\[
H^{(-1)} = \tilde{D}^{-\frac{1}{2}} A D^{-\frac{1}{2}} H^{(-1)} W^{(-1)} .
\]

An approximate solution of Eq. (4) can be obtained as

\[
\begin{cases}
H^{(-1)} = \tilde{D}^{-\frac{1}{2}} A D^{-\frac{1}{2}} H^{(-1)} W^{(-1)} = I_N \\
W^{(-1)} = I_N .
\end{cases}
\]

More specifically, for each node \( i \) in graph \( G \), the approximate solution of the corresponding final representation is

\[
h_i^{(-1)} = \sum_{j \in \cal{I}} \frac{1}{\sqrt{d_i + 1}(d_j + 1)} A_{i,j} h_j^{(-1)} + \frac{1}{d_i + 1} h_i^{(-1)},
\]

from which we have

\[
h_i^{(-1)} = \sum_{j \in \cal{I}} \frac{1}{d_i} \sqrt{\frac{d_i + 1}{d_j + 1}} A_{i,j} h_j^{(-1)},
\]
where $I$ denotes the set of all the nodes in graph $G$, and $d_i$ is the degree of node $i$.

According to above analysis, to train an approximate GCN model, which can simultaneously model the structure of graph convolution and the node classification task, we can minimize the following loss function

$$l = \alpha l_c + (1 - \alpha) l_s,$$

where $\alpha$ is a hyper-parameter to control the balance between the two losses, and the structure loss $l_s$ refers to

$$l_s = \sum_{i \in I} \text{dis} \left( h_i^{(-1)} \sum_{j \in I} \frac{1}{d_i} d_j^{\frac{1}{d_j + 1}} A_{i,j} h_j^{(-1)} \right),$$

where $\text{dis} (\cdot, \cdot)$ is a distance measurement. Here, we adopt the commonly-used cosine distance, and obtain

$$l_s = \sum_{i \in I} \text{Cosine} \left( h_i^{(-1)} \sum_{j \in I} \frac{1}{d_i} d_j^{\frac{1}{d_j + 1}} A_{i,j} h_j^{(-1)} \right),$$

which is equivalent to

$$l_s = - \sum_{i \in I} \frac{h_i^{(-1)}}{\|h_i^{(-1)}\|} \left( \sum_{j \in I} \frac{1}{d_i} d_j^{\frac{1}{d_j + 1}} A_{i,j} h_j^{(-1)} \right)^\top \frac{\sum_{j \in I} \frac{1}{d_i} d_j^{\frac{1}{d_j + 1}} A_{i,j} h_j^{(-1)}}{\sum_{j \in I} \frac{1}{d_i} d_j^{\frac{1}{d_j + 1}} A_{i,j} h_j^{(-1)}}.$$

To verify whether the changing of cosine distance is consistent with the convergence of GCN during the training procedure, we conduct empirical experiments and train GCN models on the Cora dataset and the Pubmed dataset. Fig. [1] demonstrates the average cosine distance between representations of nodes in the graph and those of their neighbors, as well as the convergence curves estimated by accuracy during the training of GCN on the two datasets. It is obvious that, the tendencies of curves on the same dataset match with each other. That is to say, the changing of cosine distance is consistent with the convergence of the GCN model.

Then, to simplify the form of Eq. (11), we conduct vector unitization on the learned representations $H^{(-1)}$, and thus each representation $h_i^{(-1)}$ has similar l2-norm. As a result, through unitization, Eq. (11) is equivalent to

$$l_s = - \sum_{i \in I} \sum_{j \in C_i} \frac{1}{d_i} d_j^{\frac{1}{d_j + 1}} A_{i,j} v_i v_j^\top,$$

where $C_i$ denotes all the nodes that node $i$ is connected to, and $v_i = h_i^{(-1)}$ for simplicity. Moreover, for better optimization, we can incorporate negative log
Fig. 1. Consistency estimation between the changing of cosine distance and the convergence of GCN during the training procedure on the Cora dataset and the Pubmed dataset.

likelihood and minimize the following loss function equivalently to Eq. (12)

\[ l_s = -\sum_{i \in I} \sum_{j \in C_i} \frac{1}{d_i} \sqrt{\frac{d_i + 1}{d_j + 1}} A_{i,j} \log \left( \lambda \left( v_i v_j^T \right) \right), \]  

where \( \lambda(\cdot) = \text{sigmoid}(\cdot) \).

Usually, in graph embedding methods, negative sampling of edges is used, for better convergence. Thus, we can randomly sample negative edges for each edge in graph \( G \). Following previous works in unifying word embedding and graph embedding as implicit matrix factorization, we can rewrite Eq. (13) as

\[ l_s = -\sum_{i \in I} \sum_{j \in C_i} \beta_{i,j} A_{i,j} \log \left( \lambda \left( v_i v_j^T \right) \right) - \sum_{i \in I} kd_i E_{j' \sim P_G} \left[ \beta_{i,j'} \log \left( \lambda \left( -v_i v_{j'}^T \right) \right) \right], \]

where \( \beta_{i,j} = d_i^{-1} \left( d_i + 1 \right)^{-1/2} \left( d_j + 1 \right)^{-1/2} \), \( k \) is the number of negative samples for each edge, and \( P_G \) denotes the distribution that generates negative samples in graph \( G \). For each node \( i \), \( P_G \left( i \right) = d_i / |G| \), where \(|G|\) is the number of edges in graph \( G \). We can explicitly express the expectation term as

\[ E_{j' \sim P_G} \left[ \beta_{i,j'} \log \left( \lambda \left( -v_i v_{j'}^T \right) \right) \right] = \sum_{j' \in I} \frac{\beta_{i,j'} d_{j'}}{|G|} \log \left( \lambda \left( -v_i v_{j'}^T \right) \right), \]
from which we have
\[
E_{j' \sim P_G} [\beta_{i,j'} \log (\lambda (-v_i v_{j'}^T)))] = \frac{\beta_{i,j} d_i d_j}{|G|} \log (\lambda (-v_i v_j^T)) + \sum_{j' \in \mathcal{I}(j)} \frac{\beta_{i,j'} d_i d_j}{|G|} \log (\lambda (-v_i v_{j'}^T)).
\] (16)

Then, we can obtain the local structure loss for a specific edge \((i,j)\) as
\[
l_s(i,j) = -\beta_{i,j} A_{i,j} \log (\lambda (v_i v_j^T)) - \frac{k \beta_{i,j} d_i d_j}{|G|} \log (\lambda (-v_i v_j^T)).
\] (17)

To optimize above objective, we need to calculate the partial derivative of \(l_s(i,j)\) with respect to \(v_i v_j^T\)
\[
\frac{\partial l_s(i,j)}{\partial (v_i v_j^T)} = -\beta_{i,j} A_{i,j} \lambda (-v_i v_j^T) + \frac{k \beta_{i,j} d_i d_j}{|G|} \lambda (v_i v_j^T).
\] (18)

Via setting Eq. (18) to zero, we can obtain
\[
e^{2 v_i v_j^T} - \left(\frac{|G| A_{i,j}}{k d_i d_j} - 1\right) e^{v_i v_j^T} - \frac{|G| A_{i,j}}{k d_i d_j} = 0,
\] (19)

which has two solutions, \(e^{v_i v_j^T} = -1\) and
\[
v_i v_j^T = \log \left(\frac{|G| A_{i,j}}{k d_i d_j}\right).
\] (20)

Accordingly, the GCN model can be simplified as the following matrix factorization
\[
VV^T = \log \left(|G| D^{-1} A D^{-1}\right) - \log (k),
\] (21)
co-trained with the classification loss \(l_c\), where node representations in \(V\) are unitized. \(D\) is a diagonal degree matrix with \(D_{i,i} = d_i\). According to previous analysis \cite{21,23,9}, the matrix factorization in Eq. (21) is as the same as common implicit matrix factorization. In summary, we successfully simplify GCN as matrix factorization with unitization and co-training.

### 2.3 Adopting Euler Distance

Besides cosine distance, Euler distance is another commonly-used distance measurement which can be adopted in Eq. (9). Here, we need to investigate whether the conclusion in Eq. (21) stays the same when Euler distance is adopted.

Suppose we have two node representations \(p = [p_1, ..., p_d]\) and \(q = [q_1, ..., q_d]\). As discussed in Sec. (2.2), we conduct vector unitization on the node representations, which means
\[
\sum_{i=1}^{d} p_i^2 = 1, \quad \sum_{i=1}^{d} q_i^2 = 1.
\] (22)
The cosine distance between \( p \) and \( q \) can be formulated as
\[
\text{Cosine} (p, q) = 1 - \frac{pq^\top}{\|p\| \|q\|}.
\]
(23)

Considering Eq. (22), we have
\[
\text{Cosine} (p, q) = 1 - pq^\top = 1 - \sum_{i=1}^{d} p_i q_i.
\]
(24)

Meanwhile, the Euler distance between \( p \) and \( q \) can be formulated as
\[
\text{Euler} (p, q) = \sqrt{\sum_{i=1}^{d} (p_i - q_i)^2} = \sqrt{\sum_{i=1}^{d} p_i^2 + \sum_{i=1}^{d} q_i^2 - 2 \sum_{i=1}^{d} p_i q_i}.
\]
(25)

Considering Eq. (22), we can obtain
\[
\text{Euler} (p, q) = \sqrt{2 - 2 \sum_{i=1}^{d} p_i q_i}.
\]
(26)

Combining Eq. (24) and Eq. (26), we can conclude the connection between cosine distance and Euler distance as
\[
\text{Euler} (p, q) = \sqrt{2 \text{Cosine} (p, q)}.
\]
(27)

Accordingly, adopting the Euler distance, the loss function in Eq. (12) can be rewritten as
\[
l_s = \sum_{i \in I} \left[ 2 - 2 v_i \left( \sum_{j \in C_i} \beta_{i,j} A_{i,j} v_j \right) \right]^\top.
\]
(28)

To optimize Eq. (28), we can optimize the following loss function equivalently
\[
l_s = \sum_{i \in I} \left( 2 - 2 v_i \left( \sum_{j \in C_i} \beta_{i,j} A_{i,j} v_j \right) \right)^\top = 2 |V| - 2 \sum_{i \in I} \sum_{j \in C_i} \beta_{i,j} A_{i,j} v_i v_i^\top,
\]
(29)

where \(|V|\) is the number of nodes in graph \( G \). It is obvious that, the loss function in Eq. (29) is equivalent to Eq. (12). Thus, when we adopt the Euler distance in Eq. (9), we can equivalently obtain the same matrix factorization as in Eq. (21).

2.4 Another Form of Graph Convolution

Besides Eq. (1), there is another form of graph convolution for GCNs\(^3\) which can be formulated as
\[
H^{(l+1)} = \sigma \left( \sim D \sim A H^{(l)} W^{(l)} \right).
\]
(30)

\(^3\)https://tkipf.github.io/graph-convolutional-networks/
Then, Eq. (6) can be rewritten as

$$h_i^{(-1)} = \sum_{j \in I} \frac{1}{d_i + 1} A_{i,j} h_j^{(-1)} + \frac{1}{d_i + 1} h_i^{(-1)},$$

from which we have

$$h_i^{(-1)} = \sum_{j \in I} \frac{1}{d_j} A_{i,j} h_j^{(-1)}.$$  (32)

Then, Eq. (12) can be rewritten as

$$l_s = -\sum_{i \in I} \sum_{j \in C_i} \frac{1}{d_i} A_{i,j} v_i^T v_j^T.$$  (33)

Accordingly, the only difference between Eq. (12) and Eq. (33) is that, instead of $\beta_{i,j} = d_i^{-1} (d_i + 1)^{1/2} (d_j + 1)^{-1/2}$ in Eq. (12), we have $\beta_{i,j} = d_i^{-1}$ in Eq. (33). Meanwhile, $\beta_{i,j}$ can be eliminated during the analysis in Eq. (13-20). It is obvious that, with the new form of graph convolution, we can still obtain the same matrix factorization as in Eq. (21).

3 The UCMF Architecture

In this section, we formally propose the UCMF architecture. The overview of the proposed UCMF model is illustrated in Fig. (2). We first need to deal with node features, which can not be directly handled in the original implicit matrix factorization. Let $x_i$ denote the feature vector of node $i$, and $f_1 (\cdot)$ denote the first Multi-Layer Perception (MLP) for feature modeling as in Fig. (2). According to our analysis, given $x_i$ and $f_1 (\cdot)$, we conduct vector unitization to obtain $v_i$, i.e., the representation of node $i$, as

$$v_i = \frac{f_1(x_i)}{\| f_1(x_i) \|}.$$  (34)
Then, following our previous analysis, UCMF consists of two losses: the structure loss $l_s$ and the classification loss $l_c$. The structure loss $l_s$ can be formulated as implicit matrix factorization with $k$ negative samples for each edge

$$
\begin{align*}
    l_s &= -\sum_{i \in I} \sum_{j \in C_i} \log (\lambda(v_i v_j^T)) \\
         &\quad - \sum_{i \in I} kd_i \mathbb{E}_{j' \sim P_j} [\log (\lambda(-v_i v_{j'}^T))],
\end{align*}
$$

(35)

Meanwhile, the prediction on node classification can be made as

$$
\hat{y}_i = \text{softmax} (f_2(v_i)),
$$

(36)

where $f_2(\cdot)$ is the second MLP for making predictions as in Fig. (2). As in GCN, the classification loss $l_c$ can be obtained as

$$
l_c = \sum_{i \in I_L} \text{CrossEntropy} (y_i, \hat{y}_i),
$$

(37)

where $I_L$ is the set of labeled nodes in the graph, and $y_i$ is the ground-truth label of node $i$. Co-training the two losses as in Eq. (8), we obtain the final loss function of the proposed UCMF model.

Furthermore, following some previous works on semi-supervised node classification [39,45], during co-training, the two losses $l_s$ and $l_c$ are alternately optimized. To be more specific, we first optimize the structure loss $l_s$ with $b$ batches of samples, then we optimize the classification loss $l_c$ with one batch of samples. We repeat this process until convergence. Here, the parameter $b$ is the balance parameter between the two losses.

Compared with previous graph modeling methods [39,45,20,28,34,11], the most unique part of UCMF is the unitization of node representations, which is derived from our analysis in Sec. (2.2). This has also been incorporated in [12]. With unitization, it reduces the possibility of extreme values, and has chance to generate better node representations.

4 Related Works

In this section, we briefly review some related works on GCN and graph embedding.

4.1 Graph Convolutional Networks

In recent years, GCN [2,20] has drawn tremendous attention from academia. It updates node representations with the aggregation of its neighbors. Based on GCN, Graph Attention Network (GAT) [35] introduces the attention mechanism to model different influences of neighbors with learnable parameters.

As mentioned in previous works [24], GCN greatly suffers from over-smoothing, and thus it is hard for GCN to go deeper. In [24], the authors propose to add
more supervision for training a deeper GCN. JK-Nets [44] presents general layer aggregation mechanisms to combine the output representation in every GCN layer. ResGCN and DenseGCN [22] incorporate some technologies from computer vision, i.e., residual connections [14] and dense connections [16], to tackle with this problem. Hierarchical Graph Convolutional Network (H-GCN) [15] applies coarsening and refining operations to make GCN deeper. In [4], the authors design several metrics for measuring the degree of over-smoothing, and accordingly propose an approach based on regularization to overcome the problem.

Another severe problem of GCN is that, it requires the entire adjacency matrix of the graph, which makes GCN not flexible on large scale graphs. For sake of flexibility, some works try to simplify GCN from different perspectives. GraphSAGE [12] samples a fixed number of neighbors for each node in the graph. Fast-GCN [6] proposes to apply importance sampling to reduce the computation of aggregation of neighbors on graph. Instead of approximating the node representations, variance controlled GCN [5] uses sampled node to estimate the change of node representations in every updating step. These sampling-based methods can be implemented in mini-batches, via sampling high-order neighbours of each node in the graph. However, as pointed in [7], this causes high computational cost growing exponentially with the number of layers. To tackle with this, Cluster-GCN [7] uses graph partition method [19] to split the whole graph into a set of small sub-graphs, where neighbour aggregation happens within each small sub-graph. With this improvement, Cluster-GCN supports constructing mini-batches and distributed computing. Simple Graph Convolution (SGC) [40] simplifies GCN to continuous multiplication of adjacency matrices with a linear classifier. Considering SGC is actually a linear model, it is capable to be distributed implemented. However, due to the continuous multiplication of adjacency matrices, SGC may aggravates the degree of over-smoothing.

4.2 Graph Embedding

Recently, graph embedding has also attracted considerable attention from both academia and industry [8]. Graph embedding methods aim to embed a large graph into low-dimensional vector spaces, to preserve the structure of the graph. Inspired by word embedding [27], random walk is incorporated for learning graph embedding by skip gram, where DeepWalk [28] and node2vec [11] are accordingly proposed. LINE [34] jointly models first-order proximity and second-order proximity in graphs. There are also some works that try to better preserve the community structure [3,38], or incorporate auto-encoder for graph embedding [36,50].

In [21], the authors propose to unify graph embedding as implicit matrix factorization. Inspired by this, in [29], DeepWalk [28], LINE [34], PTE [32] and node2vec [11] are also unified in the MF-based framework. This is of great importance because of the high flexibility of MF-based methods. Via constructing mini-batches, MF-based methods can naturally support large scale graphs and distributed computing in real-world applications [10,48].
Table 1. Statistics of experimental datasets.

| dataset     | type       | #nodes | #edges  | #features | #classes | sparsity  |
|-------------|------------|--------|---------|-----------|----------|-----------|
| Cora        | citation   | 2,708  | 5,429   | 1,433     | 7        | 99.85%    |
| Citeseer    | citation   | 3,327  | 4,732   | 3,703     | 6        | 99.91%    |
| Pubmed      | citation   | 19,717 | 44,338  | 500       | 3        | 99.97%    |
| BlogCatalog | social     | 5,196  | 171,743 | 8,189     | 6        | 98.73%    |
| Flickr      | social     | 7,575  | 239,738 | 12,047    | 9        | 99.15%    |

5 Experiments

In this section, we empirically evaluate the performance of the proposed UCMF model. We first describe the datasets and settings of the experiments, then report and analyze the experimental results. Thorough evaluations are conducted to answer the following research questions:

- **RQ1** What are the roles of different components in the UCMF model, i.e., unitization and co-training?
- **RQ2** How are the performances of our UCMF model compared with those of GCN on different datasets?
- **RQ3** How do the two hyper-parameters, i.e., the negative sampling number $k$ and the balance parameter $b$, affect the performances of UCMF?
- **RQ4** Compared with GCN, is our proposed UCMF model more friendly to distributed computing?
- **RQ5** How does UCMF perform on community detection, a typical task of graph embedding?

5.1 Experimental Datasets

We evaluate our proposed model on five real-world datasets, i.e., Cora, Citeseer, Pubmed, BlogCatalog, and Flickr. Detailed statistics are shown in Tab. 1. Cora, Citeseer, and Pubmed are three standard citation network benchmark datasets[^4], which are widely used in previous works[^20,35,7]. BlogCatalog and Flickr[^5] are two social network datasets[^4]. The posted keywords or tags in BlogCatalog and Flickr networks are used as node features. For the splitting of Cora, Citeseer, and Pubmed, we follow the classical settings in previous works[^45,20]. And the splitting of BlogCatalog and Flickr is the same as in[^41]. Specifically, on BlogCatalog and Flickr, we randomly select 10% and 20% of the nodes for training and validation respectively, and the rest 70% as our testing set.

Moreover, according to the values of sparsity in Tab. 1, we have two different categories of datasets:

- **sparse datasets**: Cora, Citeseer, and Pubmed;
- **dense datasets**: BlogCatalog and Flickr.

[^4]: https://github.com/tkipf/gcn
[^5]: https://github.com/xhuang31/LANE
5.2 Experimental Settings

In our experiments, we run each model 10 times with random weight initialization, and report the average evaluation values. When we implement UCMF and its extended variations, we set batch size as 256, the dimensionality of node representation $v_i$ as 10% of the dimensionality of original node features on each dataset, the dropout rate as 0.5, the l2 regularization as 0.002, and tune the learning rate in $[0.001, 0.005, 0.01]$. The first MLP $f_1(\cdot)$ for feature modeling is with one layer, which outputs the node representations. And the second MLP $f_2(\cdot)$ for making predictions is with two layers, where the number of hidden neurons is set as 128.

Moreover, to answer the five research questions, we have conducted extensive experiments from different perspectives. We introduce the compared models and detailed settings as follow.

Firstly, we need to investigate the effects of the two components in UCMF, i.e., co-training and unitization. We conduct experiments on semi-supervised node classification, and report the results in terms of accuracy. To clarify the contribution of the two components, comparisons are conducted without utilizing node features. In this experiment, besides the UCMF model, we include another two variations of UCMF into the comparison: UCMF-C and UCMF-U. UCMF-C means the UCMF model without co-training with the classification loss, and UCMF-U indicates the UCMF model without vector unitization on node representations. We also include three commonly-used graph embedding methods in our experiment: MF, DeepWalk [28] and node2vec [11], which are incapable to directly take node features into consideration. The GCN model [20] is also taken into account, where we have two layers of graph convolution. Considering we do not utilize node features in this comparison, the input node features in GCN and UCMF are replaced with learnable embeddings of each node.

Secondly, to verify the effectiveness of UCMF, we conduct experiments on semi-supervised node classification utilizing node features. Besides UCMF and GCN [20], we involve Planetoid [45] as a baseline. And two simplified GCN models, i.e., fastGCN [6] and SGC [40], are also compared. In our experiments, all the GCN-based models, i.e., GCN, fastGCN and SGC, are with two layers of graph convolution. And we follow the default hyper-parameter settings in the corresponding original papers.

Thirdly, we investigate the effects of the two important hyper-parameters, i.e., the negative sampling number $k$ and the balance parameter $b$, on model performances. In this experiment, node features are utilized. We report the accuracy of UCMF on semi-supervised node classification with respect to different $k$ and $b$.

Then, to test the performances under distributed computing settings, we compare UCMF with several distributed GCN models on semi-supervised node classification. In the comparison, we involve the state-of-the-art distributed GCN model Cluster-GCN [7], as well as the baseline model Random-GCN in the corresponding paper. Moreover, SGC [40] is also involved in the comparison,
Table 2. Performance comparison on semi-supervised node classification in terms of classification accuracy (%) without utilizing node features. The average values are also listed. The larger the values, the better the performances. Competitive performances on each dataset are highlighted.

| compared model | Cora | Citee | Pubmed | BlogCatalog | Flickr | average |
|----------------|------|-------|--------|--------------|--------|---------|
| MF             | 50.8 | 33.3  | 43.6   | 45.8         | 24.6   | 39.6    |
| DeepWalk       | 67.2 | 43.2  | 65.3   | 61.8         | 41.5   | 55.8    |
| node2vec       | 67.8 | 43.5  | 65.8   | 63.1         | 42.2   | 56.5    |
| UCMF-U         | 51.2 | 35.4  | 44.4   | 60.9         | 38.6   | 46.1    |
| UCMF-C         | 55.1 | 35.5  | 44.2   | 53.1         | 25.1   | 42.6    |
| UCMF           | **69.1** | **46.2** | **66.2** | **66.2**   | **43.2** | **58.2** |
| GCN            | 65.6 | 44.4  | 58.3   | 58.3         | 30.9   | 51.5    |

for it is actually a linear model and can be distributed implemented. We also run fastGCN [6] in mini-batches via sampling high-order neighbours of each node in the graph, though this causes exponential complexity with the number of layers as pointed in [7]. Under distributed computing settings, parameters of each model are learned with the Parameter Server (PS) architecture [23], where we have 1 server and 2 workers. Each graph is partitioned into two sub-graphs for computing on the two workers. For Cluster-GCN, following [7], the partition is conducted with the METIS algorithm [19]. And for Random-GCN, fastGCN, SGC and UCMF, the partition is randomly conducted.

Finally, we want to see if UCMF can perform well on typical tasks of graph embedding. Thus, we conduct experiments on community detection, and report the results in terms of conductance. Conductance is basically the ratio between the number of edges leaving a community and that within the community. We perform k-means clustering on node representations to generate communities, where each cluster refers to one community. The number of communities is the same as the number of classes on each dataset. We involve several representative graph embedding methods: MF, LINE [34], DeepWalk [28] and node2vec [11]. Considering community detection is an unsupervised task and we should not use supervision information, we perform UCMF-C under settings both with and without utilizing node features.

5.3 Performance Analysis

Thorough experimental results can be found in Tab. 2-5 and Fig. 3. Detailed discussion will be done accordingly.

The Roles of Unitization and Co-training (RQ1)

Tab. 2 illustrates the results of performance comparison without utilizing node features. It is clear that, both UCMF-C and UCMF-U outperforms the conventional MF. Meanwhile, UCMF can achieve better performances comparing with both UCMF-C and UCMF-U. Moreover, UCMF and GCN perform closely on some datasets, and UCMF achieves the best performances on all datasets. It
Table 3. Performance comparison on semi-supervised node classification in terms of classification accuracy (%) utilizing node features. The average values are also listed. The larger the values, the better the performances. Competitive performances on each dataset are highlighted.

| compared model | Cora | Citeseer | Pubmed | BlogCatalog | Flickr | average |
|----------------|------|----------|--------|-------------|--------|---------|
| Planetoid      | 75.7 | 64.3     | 77.2   | 84.7        | 70.9   | 74.6    |
| GCN            | 81.2 | 70.3     | 79.0   | 65.2        | 62.8   | 71.7    |
| fastGCN        | 78.8 | 68.8     | 77.4   | 64.2        | 61.6   | 70.2    |
| SGC            | 81.0 | 71.9     | 78.9   | 58.8        | 37.2   | 65.6    |
| UCMF           | 81.4 | 71.5     | 80.4   | 91.6        | 77.8   | 80.5    |

It is also worth to notice that, when we do not have node features, GCN has no obvious advantages comparing with DeepWalk and node2vec. In average, UCMF relatively outperforms UCMF-C, UCMF-U and GCN 36.6%, 26.2% and 13.0% respectively. These observations show that unitization and co-training are two useful and essential components of UCMF, and verify the correctness of our analysis in Sec. (2.2).

**UCMF vs. GCN (RQ2)**

Performance comparison on semi-supervised node classification are shown in Tab. 3. It is obvious that, GCN outperforms fastGCN on all five datasets. This indicates that the edge sampling method may lead to somewhat performance loss. We can also observe that, UCMF, SGC and GCN achieve competitive performances on Cora, Citeseer and Pubmed. This shows that, the two simplified GCN models inherit the effectiveness of GCN. Moreover, on BlogCatalog and Flickr, both GCN and SGC have poor performances. According to the statics in Tab. 1, BlogCatalog and Flickr are relatively dense compared with the other three datasets. That is to say, models based on graph convolution perform poor on dense graphs. This may cause by the over-smoothing of graph convolution as mentioned in [24,4], and this becomes more serious on dense graphs. Meanwhile, UCMF can balance the smoothing of neighbours and the classification of labeled nodes through the co-training process. It is also worth to notice that, on BlogCatalog and Flickr, GCN outperforms SGC. This may indicates that, SGC aggravates the degree of over-smoothing of GCN. In summary, UCMF achieves the best performances on all datasets except Citeseer. On Citeseer, UCMF performs very closely to SGC. Meanwhile, on BlogCatalog and Flickr, the advantages of UCMF are extremely large. In average, UCMF relatively outperforms GCN, fast-GCN and SGC 12.3%, 14.7% and 22.7% respectively. These results clearly illustrate the effectiveness of UCMF.

**Stability Analysis (RQ3)**

As shown in Fig. 3, we investigate the effects of the two important hyperparameters, i.e., the negative sampling number $k$ and the balance parameter $b$, on the performances of UCMF. The flat lines in Fig. (3(a)) demonstrates that $k$ has little effects on the performances of UCMF. That is to say, UCMF is stable with different negative sampling numbers. As shown in Fig. (3(b)), on sparse
datasets, i.e. Cora, Citeseer and Pubmed, $b$ has little impact on the performances of UCMF. Meanwhile, on dense datasets, i.e., BlogCatalog and Flickr, the performances of the UCMF model slightly decrease with the increasing of $b$. As discussed in Sec. 3, $b$ balances the structure loss and the classification loss. The larger value of $b$ indicates that UCMF pays more attention to capturing structural information. That is to say, when UCMF pays too much attention to graph structure, it faces performance loss. Combining with the viewpoint in [24,4], this may give a reason for the poor performances of GCN on dense datasets: the graph convolution operation is easily to be extremely over-smoothing for capturing structural information on dense datasets. Moreover, though performances of the UCMF model decrease when $b$ is large on dense datasets, the performance loss is slight. Overall, the performances of UCMF are relatively stable with hyper-parameters. According to the observations from Fig. 3, for other experiments, we set $k = 16$ on all datasets, $b = 15$ on sparse datasets, and $b = 5$ on dense datasets.

**Distributed UCMF vs. Distributed GCN (RQ4)**

Performance comparison under distributed settings is shown in Tab. 4. Recalling the results in Tab. 3, it is clear that both Cluster-GCN and Random-GCN greatly suffer performance loss. Via sampling high-order neighbours of each node, fastGCN stays the performances as in Tab. 3. Meanwhile, inherit from the capacity of linear model and MF, SGC and UCMF are extremely flexible for distributed computing, and both achieve very similar performances as in Tab. 4. However, the performances of SGC are still poor on BlogCatalog and Flickr, because of the over-smoothing problem. In average, under distributed settings, UCMF relatively outperforms Cluster-GCN, fast-GCN and SGC 19.8%, 15.4%
Table 4. Performance comparison on semi-supervised node classification in terms of classification accuracy (%) under distributed computing settings. The average values are also listed. The larger the values, the better the performances. Competitive performances on each dataset are highlighted.

| compared model | Cora | Citeseer | Pubmed | BlogCatalog | Flickr | average |
|----------------|------|----------|--------|-------------|--------|---------|
| Random-GCN     | 71.7 | 61.9     | 71.8   | 55.2        | 53.9   | 62.9    |
| Cluster-GCN    | 77.1 | 64.8     | 76.6   | 59.8        | 57.5   | 67.1    |
| fastGCN        | 77.6 | 68.7     | 77.1   | 64.1        | 61.2   | 69.7    |
| SGC            | 80.8 | 71.5     | 78.6   | 58.4        | 36.9   | 65.2    |
| UCMF           | 81.2 | 71.3     | 80.3   | 91.5        | 77.6   | 80.4    |

Table 5. Performance comparison on community detection in terms of conductance. The average values are also listed. The smaller the values, the better the performances. Competitive performances on each dataset are highlighted.

| compared model | Cora | Citeseer | Pubmed | BlogCatalog | Flickr | average |
|----------------|------|----------|--------|-------------|--------|---------|
| MF             | 25.5 | 27.5     | 26.6   | 76.5        | 50.1   | 41.2    |
| LINE           | 21.2 | 29.9     | 33.3   | 81.5        | 55.9   | 44.4    |
| DeepWalk       | 26.3 | 20.2     | 21.6   | 76.2        | 49.6   | 38.8    |
| node2vec       | 25.8 | 19.6     | 20.5   | 74.8        | 48.5   | 37.8    |
| UCMF-C (without features) | 13.8 | 13.4 | 18.2 | 68.6 | 49.5 | 32.7 |
| UCMF-C (with features)  | **12.3** | **7.4**  | **14.3** | 71.4    | **48.1** | **30.7** |

and 23.3% respectively. Overall, UCMF enlarges its advantages under distributed settings. These results strongly demonstrate the flexibility of UCMF.

Results on Community Detection (RQ5)

Tab. 5 illustrates performance comparison on community detection. We can observe that, the two random walk-based models, i.e., DeepWalk and node2vec, outperforms the two factorization-based baselines, i.e., MF and LINE. Considering community detection is an unsupervised task, we do not perform the co-training procedure of our proposed model, and report the performances of UCMF-C. It is clear that, our proposed UCMF-C model, with or without utilizing node features, can achieve best performances on all datasets. Specifically, UCMF-C without features achieves the best performance on BlogCatalog, while UCMF-C with features performs the best on the other four datasets. In average, without node features, UCMF-C relatively outperforms LINE, DeepWalk and node2vec 26.4%, 15.7% and 13.5% respectively. This show that, the unitization module in UCMF is very useful, for it can reduce the possibility of extreme values, and has chance to generate better node representations. These observations clearly demonstrates that, UCMF can perform well on the task of community detection, which is as typical task of graph embedding.
6 Conclusion

In this paper, we simplify GCN as unitized and co-training matrix factorization, and the UCMF model is therefore proposed. We conduct thorough and empirical experiments, which strongly verify our analysis. The experimental results on semi-supervised node classification show that UCMF achieves similar or superior performances compared with GCN. We also observe that GCN performs poor on dense graphs, while UCMF has great performances. This may be caused by the over-smoothing of graph convolution on dense graphs, while UCMF can balance the smoothing of neighbours and the classification of labeled nodes via co-training. Moreover, due to the MF-based architecture, UCMF is exceedingly flexible and convenient to be applied to distributed computing for large scale real-world applications, and significantly outperforms distributed GCN methods. Meanwhile, on the task of community detection, our proposed UCMF model can achieve better performance compared with several representative graph embedding models. Extensive experimental results clearly show that, we can use UCMF as an alternative to GCN in various real-world applications.
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