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SELECTION OF THE OPTIMUM ROUTE IN AN EXTENDED TRANSPORTATION NETWORK UNDER UNCERTAINTY

Abstract. Relevance. For a given values set of extensive transport network sections lengths an exact method has been developed for finding optimal routes. The method provides an approximate solution when the initial data - are random variables with known distribution laws, as well as if these data are not clearly specified. For a special case with a normal distribution of the numerical characteristics of the network, solution is brought to the final results. Method. An exact method of deterministic routing is proposed, which gives an approximate solution in case of random initial data. The method is extended to the case when the initial data are described in theory of fuzzy sets terms. The problem of stability assessing of solutions to problems of control the theory under conditions of uncertainty of initial data is considered. Results. A method of optimal routes finding is proposed when the initial data are deterministic or random variables with known distribution densities. A particular case of a probabilistic - theoretical description of the initial data is considered when can be obtained a simple solution of problem. Proposed method for obtaining an approximate solution in the general case for arbitrary distribution densities of random initial data. The situation is common when the initial data are not clearly defined. A simple computational procedure proposed for obtaining a solution. A method for stability assessing of solutions to control problems adopted under conditions of uncertainty in the initial data, is considered.
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Introduction

The problem of optimal route finding represents an integral part of a more general, so-called, transport problem of linear programming [1].

Formulation of the problem. The problem statement is as follows: there are some given points of a certain product manufacturing $A_1, A_2, \ldots, A_m$ and points of this product consumption $B_1, B_2, \ldots, B_n$. For each manufacturing point $A_i$ there is given $a_i$ volume of manufacturing, $i = 1, 2, \ldots, m$ and for each point $B_j$ of consumption $b_j$ – the amount of consumption is also expected. So it is supposed to be known of product transportation routes from producers to consumers and there it must be set the appropriate matrix of values for the average cost of a product unit transportation $i = 1, 2, \ldots, m, j = 1, 2, \ldots, n$. It is required to find a matrix $X = (x_{ij})$ of values for planned transportation volumes that minimizes

$$L(x) = \sum_{i=1}^{m} \sum_{j=1}^{n} C_{ij} x_{ij}$$

and satisfies the next constraints:

$$\sum_{j=1}^{n} x_{ij} = a_i, \quad i = 1, m; \quad \sum_{i=1}^{m} x_{ij} = b_j, \quad j = 1, n,$$

$$\sum_{i=1}^{m} a_i = \sum_{j=1}^{n} b_j.$$

Materials and methods. It is clear that the total average cost of transportation, which determines efficiency of plan $X$, depends upon a set of values $(C_{ij})$, that are determined by routes connecting the points of manufacturing and consumption. The problem of forming a route for any pair of manufacturers - consumer is one of the variants in general problem of the scheduling theory and for the particular case under consideration was mentioned in [2-4]. However, in the general case for distributed transport systems of high dimension, it was not considered. In this regard, the task of constructing optimal routes is urgent. The position of manufacturing points and product consumption is given. Each pair of these points is connected by a route made up of a set of arcs specified by the points of their start and end.

Formally, it is natural to describe the problem model using a directed graph, the vertices of which correspond to route intermediate points, and to the arcs - the sections between these points. The length of each arc determines a quantitative measure efficiency of the corresponding section using in the desired route connecting manufacturing point and point of consumption.

The task is to find sequence of passage the selected sections set, total measure efficiency of which determines the best (in the chosen sense) route. If all the points are numbered, then it is convenient to specify each of the sections set with the numbers $(i, j)$ points at beginning and at the end of this section. In this case, the triple of numbers $(i, k, j)$ defines a pair of sequentially connected sections $(i, k)$ and $(k, j)$. If the intermediate point $k$ between points $i, j$ is not the only possible one, then the problem of its best choice arises.

Supposed that as a measure of the usage efficiency in the route is selected by average value of a cargo unit transportation through this section and the predetermined values set of that measure in a matrix $C = C_{ij}$. This value $C_{ij}$ is defined by following rule: the number gives a measure of section efficiency with a starting point $i$ and endpoint $j$, $C_{ii} = 0$ and $C_{ij} = M$ ($M$ - large number), if items $i$ and $j$ belong to different areas. Then the best intermediate point $k*$ between points $i$ and $j$ can be chosen using the relation
The values of average transportation cost for transport network segments, shown in Fig. 1, will be introduced into \( C^{(1)} \) matrix:

\[
C^{(1)} = \begin{bmatrix}
1 & 2 & 3 & 4 & 5 \\
0 & 4 & 3 & 5 & M \\
M & 0 & M & M & M \\
M & M & 0 & M & 8 \\
M & M & M & 0 & 7 \\
M & M & M & M & 0
\end{bmatrix}
\]

Let us perform operation (3) taking into account (2). Wherein:

\[
c^{(2)}_{11} = \min_k \left\{ \left( C^{(1)}_{11} + C^{(1)}_{12} \right), \left( C^{(1)}_{12} + C^{(1)}_{22} \right), \left( C^{(1)}_{13} + C^{(1)}_{31} \right) \right\} = \min_k \left\{ \left( 0 + 0 \right), \left( 4 + 0 \right), \left( 3 + M \right), \left( 5 + M \right), \left( M + M \right) \right\} = 0;
\]

\[
c^{(2)}_{12} = \min_k \left\{ \left( C^{(1)}_{11} + C^{(1)}_{12} \right), \left( C^{(1)}_{12} + C^{(1)}_{22} \right), \left( C^{(1)}_{13} + C^{(1)}_{31} \right) \right\} = \min_k \left\{ \left( 0 + 0 \right), \left( 4 + 0 \right), \left( 3 + M \right), \left( 5 + M \right), \left( M + M \right) \right\} = 4;
\]

\[
c^{(2)}_{13} = \min_k \left\{ \left( C^{(1)}_{11} + C^{(1)}_{12} \right), \left( C^{(1)}_{12} + C^{(1)}_{22} \right), \left( C^{(1)}_{13} + C^{(1)}_{31} \right) \right\} = \min_k \left\{ \left( 0 + 3 \right), \left( 4 + M \right), \left( 3 + 0 \right), \left( 5 + M \right), \left( M + M \right) \right\} = 3;
\]

\[
c^{(2)}_{14} = \min_k \left\{ \left( C^{(1)}_{11} + C^{(1)}_{12} \right), \left( C^{(1)}_{12} + C^{(1)}_{22} \right), \left( C^{(1)}_{13} + C^{(1)}_{31} \right) \right\} = \min_k \left\{ \left( 0 + 5 \right), \left( 4 + M \right), \left( 3 + M \right), \left( 5 + 0 \right), \left( M + M \right) \right\} = 5;
\]

\[
c^{(2)}_{15} = \min_k \left\{ \left( C^{(1)}_{11} + C^{(1)}_{12} \right), \left( C^{(1)}_{12} + C^{(1)}_{22} \right), \left( C^{(1)}_{13} + C^{(1)}_{31} \right) \right\} = \min_k \left\{ \left( 0 + 7 \right), \left( 4 + 6 \right), \left( 3 + 8 \right), \left( 5 + 7 \right), \left( M + 0 \right) \right\} = 10;
\]

\[
c^{(2)}_{21} = \left( C^{(2)}_{23} = C^{(2)}_{32} = C^{(2)}_{34} = C^{(2)}_{43} = M, C^{(2)}_{25} = 6; \right.
\]

\[
c^{(2)}_{31} = \left( C^{(2)}_{32} = C^{(2)}_{34} = C^{(2)}_{43} = M, C^{(2)}_{35} = 8; \right.
\]

\[
c^{(2)}_{41} = \left( C^{(2)}_{42} = C^{(2)}_{43} = M, C^{(2)}_{45} = 7; \right.
\]

Let us summarize the results obtained in a matrix \( C^{(2)} \):

\[
C^{(2)} = \begin{bmatrix}
1 & 2 & 3 & 4 & 5 \\
1 & 5 & 5 & 5 & 5 \\
2 & 0 & 0 & 0 & 0 \\
3 & M & M & M & M \\
4 & M & M & M & M \\
5 & M & M & M & M
\end{bmatrix}
\]

Thus, the optimal route from point 1 to the point 5 passes through an intermediate point 2 and has a measure of effectiveness 10.

The introduced commutation operation can be used to find optimal route of arbitrary length by recurrent calculating in sequence of matrices:

\[
C^{(3)} = C^{(2)} \otimes C^{(1)}, \quad C^{(k+1)} = C^{(k)} \otimes C^{(1)}.
\]
Let us give some simplest example of possible solving problem technology for finding optimal route for a transport network, shown in Fig. 1. In this task let us assume to be known the densities of distribution \( \Phi_{ij}(C_{ij}) \), \( i = 1,2,3,4; \) \( j = 2,3,4,5. \) Then with basics on well-known rules of probability theory, we find the density distribution \( \phi_{ik5}(C_{ik5}) \), \( C_{ik5} = C_{ik} + C_{k5}, \) \( k = 2,3,4. \) As the optimal criterion of route using some probability that is a random value of passing on this route exceeds the threshold, the allowable value, we will calculate

\[
P\left[ (C_{ik5} = C_{ik} + C_{k5}) > C_{II} \right] = \\
= \int_{C_{II}}^{\infty} \phi_{ik5}(C_{ik5}) \, dC_{ik5}, \quad K = 2,3,4. \tag{5}
\]

The best route will be that one for which probability of exceeding the threshold will be the least. This technology can be difficult to implement even in this simplest particular case by the need to find an analytical expression for the density \( \phi_{ij}(C_{ij}) \) by taking integral

\[
\Phi_{ij}(C_{ij}) = \int_{0}^{\infty} \phi_{ij}(C_{ij}) \, dC_{ij}
\]

with subsequent use in (5). In this case, analytical expression for the compositional distribution density \( \Phi_{ikj}(C_{ikj}) \) will be more complicated than expressions for the composition elements \( \phi_{ik}(C_{ik}) \) and \( \phi_{kj}(C_{kj}) \). This means that the recurrent solution of a more general problem in accordance with technology (4) at each subsequent step will be more difficult than at previous one.

Note, however, that in some special cases a simple solution to the problem is possible if, for example, the random variables are distributed according to normal distribution law. Suppose that in the example considered above, random values of transportation costs are distributed normally and the corresponding densities have the form:

\[
\phi_{12}(C_{12}) = \frac{1}{\sqrt{2\pi} \cdot 2} \exp\left\{ -\frac{(C_{12} - 4)^2}{8} \right\}, \\
\phi_{13}(C_{13}) = \frac{1}{\sqrt{2\pi} \cdot 3} \exp\left\{ -\frac{(C_{13} - 3)^2}{18} \right\}, \\
\phi_{14}(C_{14}) = \frac{1}{\sqrt{2\pi} \cdot 4} \exp\left\{ -\frac{(C_{14} - 5)^2}{2} \right\}, \\
\phi_{25}(C_{25}) = \frac{1}{\sqrt{2\pi} \cdot 5} \exp\left\{ -\frac{(C_{25} - 6)^2}{18} \right\}, \\
\phi_{35}(C_{35}) = \frac{1}{\sqrt{2\pi} \cdot 4} \exp\left\{ -\frac{(C_{35} - 8)^2}{32} \right\}, \\
\phi_{45}(C_{45}) = \frac{1}{\sqrt{2\pi}} \exp\left\{ -\frac{(C_{45} - 7)^2}{2} \right\}.
\]

Let define expression for density distribution of composite random variables \( C_{ik} \):

\[
\phi_{125}(C_{125}) = \phi_{125}(C_{12} + C_{25}) = \\
= \frac{1}{\sqrt{2\pi} \cdot (4 + 9)^{1/2}} \exp\left\{ \frac{-[C_{125} - (4 + 6)]^2}{2(4 + 9)} \right\}, \\
= \frac{1}{\sqrt{2\pi} \cdot 3.6} \exp\left\{ -\frac{(C_{125} - 10)^2}{26} \right\}, \\
\phi_{135}(C_{135}) = \phi_{135}(C_{13} + C_{35}) = \\
= \frac{1}{\sqrt{2\pi} \cdot (9 + 16)^{1/2}} \exp\left\{ \frac{-[C_{135} - (3 + 8)]^2}{2(9 + 16)} \right\}, \\
= \frac{1}{\sqrt{2\pi} \cdot 5} \exp\left\{ -\frac{(C_{135} - 11)^2}{50} \right\}, \\
\phi_{145}(C_{145}) = \phi_{145}(C_{14} + C_{45}) = \\
= \frac{1}{\sqrt{2\pi} \cdot (1 + 1)^{1/2}} \exp\left\{ \frac{-[C_{145} - (5 + 7)]^2}{2(1 + 1)} \right\}, \\
= \frac{1}{\sqrt{2\pi}} \exp\left\{ -\frac{(C_{145} - 12)^2}{4} \right\}.
\]

Let us now calculate values of optimality criterion for routes using (5). Let us choose the threshold value for cost of transportation equal to maximum of the average values of composite costs with a certain weight coefficient \( \alpha \). Then

\[
C_{kp} = \alpha \cdot \max(10;11;12) = \alpha \cdot 12 = 13.8; \quad \alpha = 1.15
\]

\[
P(C_{ikj} > C_{II}) = \int_{C_{II}}^{\infty} \phi_{ikj}(C_{ikj}) \, dC_{ikj} = \\
= \int_{C_{II}}^{\infty} \frac{1}{\sqrt{2\pi} \cdot \sigma_{ikj}} \exp\left\{ \frac{-[C_{ikj} - \mu_{ikj}]^2}{2\sigma_{ikj}^2} \right\} \, dC_{ikj} = \\
= \int_{C_{II} - \mu_{ikj}/\sigma_{ikj}}^{\infty} \frac{1}{\sqrt{2\pi} \cdot \sigma_{ikj}} \exp\left\{ \frac{-u^2}{2} \right\} \, du.
\]

The best route corresponds to minimum value of probability of exceeding the critical value, that is, maximum of lower limit values \( a_{ikj} \) in integral (6) for different routes. Thus, the value \( a_{ikj}^* = \max_k \{ a_{ikj} \} \) becomes a criterion for route choosing. Let us calculate \( a_{ikj} \) value:

\[
a_{125} = \frac{C_{II} - \mu_{125}}{\sigma_{125}} = \frac{13.8 - 10}{13^{0.5}} = \frac{3.8}{3.61} = 1.052,
\]
Thus, the route through intermediate point 4, which has worst value of average transportation cost, turned out to be the best due to minimum level of uncertainty in estimating transportation cost.

It is clear that in the particular case considered, the execution of procedure (2) - (3) for choosing best route does not cause any difficulties. An approximate (empirical) solution to problem in the general case can be obtained if in some natural way the method for calculating criterion for choosing a route \( a_{ikj}^* \) is simplified. The value of this criterion is maximum if the values of transportation average cost and variance of this value are minimal. In this regard, let us choose \( \eta_{ikj} = C_{ikj} \cdot \sigma_{ikj} \) value. The best route \((ikj)\) corresponds to minimum value \( \eta_{ikj} \). In the considered example, we have

\[
\begin{align*}
\eta_{125} &= C_{125} \cdot \sigma_{125} = 10 \cdot 3.61 = 36.1; \\
\eta_{135} &= C_{135} \cdot \sigma_{135} = 11 \cdot 5 = 55; \\
\eta_{145} &= C_{145} \cdot \sigma_{145} = 12 \cdot 1.41 = 16.2.
\end{align*}
\]

Thus, the route (1-4-5) is the best again. The possibility of practical use of this criterion is determined by the simplicity of calculating the mean values and variances of random variables for any density of their distribution. Finally, note that introduction of a new criterion \( \eta \) expands the possibilities of using proposed technology for optimal route choosing, to the case when uncertainty of initial data is described in terms of the fuzzy sets theory [5-8]. Indeed, let the membership function \( \mu(C) \) be used to describe the fuzzy value of transportation cost \( C \). Let us introduce the function [9]

\[
f(c) = \mu(C) \int_0^c \mu(C) \, dC.
\]

This function has all the properties distribution density of random variable: it is not negative and

\[
\int_0^\infty f(C) \, dC = 1.
\]

This function now calculates the expected value in usual way (mathematical expectation analogue) and variation (analogue of the standard deviation) which is used to calculate \( \eta \) criterion, after which described technology of finding optimal route is implemented.

Let us consider another important problem that usually arises when solving control problems. The modern theory of management traditionally assumes that there is an uncertainty in the description of control system \( u \) environment in which the system operates.

Taking this uncertainty into account is necessary when solving the problem of optimal control itself and when assessing its quality. In this case, question of how initial uncertainty affects on solution correctness of control problem and on possibility of retaining this solution in the presence of uncertainty, i.e on solution stability.

Various definitions of stochastic stability concept are well-known. A solution is called stable by probability if it is possible to find such a level of initial uncertainty at which the probability of deviation from decision does not exceed the given one [10]. A solution is called stable in terms mathematical expectation of a norm if it is possible to find such a level of perturbation at which the probability of deviations of the norm from the adopted decision does not exceed a given value [11]. In accordance with this, property of control system to develop correct solution and keep it in a certain range of random distortions of input information is called the stochastic stability of the system [12].

The problem of assessing stochastic stability has principal importance when solving optimal control problems under conditions of uncertainty in initial data. The criteria and method for solving this problem essentially depends on whether the set of solutions \( Q \) is continuous or discrete. In cases where this set is continuous, then the following criteria is usually used to assess stochastic stability [13 - 15]:

a) probability that the deviation from norm of objective function from its optimal value does not exceed the given one;

b) distortion degree of optimal solution;

c) deviation variance of objective function numerical value from the optimal value obtained in absence of uncertainty.

If the set of solutions is discrete, then natural criterion for assessing stability is probability of optimal solution distortion in the presence of uncertainty. Considering a method for solving the problem in this case, let us introduce the necessary notation.

Let a discrete set \( Q \) consist of \( n \) elements, that is \( Q = \{q_1, q_2, \ldots, q_n\} \). Let \( \Omega \) be a multidimensional continuous factorial space, each point of which corresponds to a vector \( w \).

The numerical values of vector component is determined and the state of environment in system at a given time.

The decision-making algorithm is a certain operator \( A \) that maps points in the space \( \Omega \) to the elements of decisions \( Q \) set. Thus, a specific vector of environment states and system \( w_i \) corresponds to the decision \( q_i \) determined by rule:

\[
q_i = A(w_i), \quad w_i \in \Omega, \quad q_i \in Q, \quad i = 1, 2, \ldots, n.
\]

In accordance with this, space \( \Omega \) is divided into \( n \) domains \( \Omega_1, \Omega_2, \ldots, \Omega_n \) so

\[
\Omega_i = \{w : w \in \Omega, \ A(w) = q_i\} \quad i = 1, 2, \ldots, n,
\]

\[
\cup \Omega_i = \Omega, \quad \cap \Omega_i = \emptyset.
\]

Let \( q_{ib} \) be the optimal solution corresponding to current situation. Then probability of this optimal
decision will be made in presence of initial information uncertainty $P_{i0}$ is equal to hitting in vector $\hat{w}$ probability, determining state of the environment and system, in this situation, into range $\Omega q_{i0}$.

In this case, if $f(\hat{w})$ - multidimensional distribution density of $\hat{w}$ vector, then

$$P_{i0} = \int_{\Omega q_{i0}} f(\hat{w}) d\hat{w}.$$  

It follows that problem of assessing stability is reduced to solving the following two problems: finding an analytical description of range $\Omega$, boundaries and probability calculating of vector $w$ hit probabilities inside each of the ranges.

The first of these problems solution in the general case is hardly feasible, but in specific special cases it can be obtained.

Consider, for example, the simplest problem of optimal route choosing out of two possible ones. In this case, possible solutions set $Q$ contains two elements: $q_1$ – first route is selected, $q_2$ – second route is selected. Let us set a one-coordinate phase space whose points represent to cost of transporting a unit of cargo from a supplier to a consumer. Let the random values of transportation costs for first and second routes be evenly distributed:

$$f_1(C_1) = \begin{cases} \frac{1}{2a_1}, & C_1 \in \left[C_1^{(0)} - a_1, C_1^{(0)} + a_1\right], \\ 0, & C_1 \notin \left[C_1^{(0)} - a_1, C_1^{(0)} + a_1\right]. \end{cases} \ (7)$$

$$f_2(C_2) = \begin{cases} \frac{1}{2a_2}, & C_2 \in \left[C_2^{(0)} - a_2, C_2^{(0)} + a_2\right], \\ 0, & C_2 \notin \left[C_2^{(0)} - a_2, C_2^{(0)} + a_2\right]. \end{cases} \ (8)$$

Suppose that $C_1^{(0)} < C_2^{(0)}$ and therefore first route is chosen as optimal one. Let us estimate the stability of this solution.

Possible options for graphical display of the task are shown in Fig. 2. The shaded areas in Fig. 2 contain sets of points $(C_1, C_2)$, for which $C_1 < C_2$. Probabilities of getting into these areas determine the consideration degree of choice $q_1$. These probabilities are calculated by the formula

$$P(C_1 < C_2) = \int_c f(C_1) dC_1 + \int_c f(C_2) dC_2.$$  

The analysis of the obtained expression shows that its maximum value equal to 1 (corresponds to the absolute solution stability) is achieved when (Fig. 3, a):

$$C_2^{(0)} - a_2 = C_1^{(0)} + a_1,$$

that is $C_2^{(0)} - C_1^{(0)} = a_1 + a_2$.  

![Graphical display of the route selection problem](image1)

![Graphical display of the route selection problem](image2)

![Graphical display of options for route selection tasks](image3)
Wherein \( P(C_1 \leq C_2) = P(C_1 > C_2) \).

The proposed method for solutions stability calculating of control problems, adopted under conditions of uncertainty in initial data, can be used when choosing for optimal option from a discrete set of possible ones. Let us determine, for example, stability of made decision in problem of optimal route choosing considered above. Let us simplify it as much as possible by reducing it to a two-alternative one. Let there are two competing routes for which random cost of transportation distribution densities are given (7), (8) with specific values

\[
C_1^{(0)} = 11, \quad a_1 = 5; \quad C_2^{(0)} = 12, \quad a_2 = 2.
\]

Let the first route be chosen as optimal one. Let us determine solution stability. Specifying the general relation (9) for this case, we have

\[
P(C_1 < C_2) = \int \frac{1}{2a_1} C_2 - C_1^{(0)} + a_1 \, dC_2 = \int \frac{1}{2a_1} C_2 - C_1^{(0)} + a_1 \, dC_2 = \frac{1}{2a_1} \int \frac{1}{2a_1} C_2 - C_1^{(0)} + a_1 \, dC_2 = \left( C_2 - C_1^{(0)} + a_1 \right) / 2a_1 = 0.6.
\]

The obtained value of stability in this particular case is not large, due to small difference between \( C_1^{(0)} \) and \( C_2^{(0)} \) and large value of \( a_1 \) parameter. The proposed method for assessing solution stability of the problem can be generalized in case when the cost requirement for the selected route is formed more stringently, particularly: \( kC_1 < C_2, \ k > 1 \). In this case, the calculation formula (10) for assessing stability will take the form:

\[
P(kC_1 < C_2) = \int \frac{1}{2a_1} C_2 - C_1^{(0)} + a_1 \, dC_2 = \left( C_2 - C_1^{(0)} + a_1 \right) / 2a_1 = 0.6.
\]

Moreover, for the same initial data \( C_1^{(0)} = 11, \ C_2^{(0)} = 12, \ a_1 = 5 \) and \( k = 1.09 \) the value of stability level, the solution will be equal to

\[
P(kC_1 < C_2) = \frac{12}{10} = 1.2
\]

that is, the choice of first route is unstable.

Directions for further research may be related to consideration of problems in cases where similar ones are inaccurate in the sense of Pavlik [16-19].

A possible approach to solving the problems arising in this case was proposed in [20, 21].

Conclusions

Proposed method for finding optimal routes when the initial data are deterministic or random variables with known distribution densities.

A particular case of a probabilistic-theoretical description of the initial data is considered, when a simple solution to the problem can be obtained.

The given method provides an approximate solution in the general case for arbitrary distribution densities of random initial data.

Considered situation when initial data are not clearly defined. A simple computational procedure for obtaining a solution is gained.

A method for assessing the solutions stability to control problems adopted under conditions of uncertainty in initial data is considered.
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Аннотация. Актуальность. Для заданного набора значений длин участков разветвленной транспортной сети разработан точный метод отыскания оптимальных маршрутов. Метод обеспечивает получение приближенного решения, когда исходные данные - случайные величины с известным числовым описанием. Рассмотрена проблема оценки устойчивости решений задач теории управления в условиях неопределенности исходных данных.
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