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Abstract

This paper extends a new class of positivity–preserving, entropy stable spectral collocation schemes developed for the one-dimensional compressible Navier-Stokes equations in [1, 2] to three spatial dimensions. The new high-order schemes are provably \( L_2 \) stable, design-order accurate for smooth solutions, and guarantee the pointwise positivity of thermodynamic variables for 3-D compressible viscous flows. Similar to the 1-D counterpart, the proposed schemes for the 3-D Navier-Stokes equations are constructed by using a flux-limiting technique that combines a positivity-violating entropy stable method of arbitrary order of accuracy and a novel first-order positivity-preserving entropy stable finite volume-type scheme discretized on the same Legendre-Gauss-Lobatto grid points used for constructing the high-order discrete operators. The positivity preservation and excellent discontinuity-capturing properties are achieved by adding an artificial dissipation in the form of the low- and high-order Brenner-Navier-Stokes diffusion operators. To our knowledge, this is the first family of positivity-preserving, entropy stable schemes of arbitrary order of accuracy for the 3-D compressible Navier-Stokes equations.
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1. Introduction

A new family of high-order entropy stable spectral collocation schemes that provide pointwise positivity of thermodynamic variables for the 1-D compressible Navier-Stokes equations has recently been introduced by the authors of the present paper in [1, 2]. The entropy stability is achieved by using summation-by-parts operators and entropy consistent fluxes for discretizing both the inviscid and viscous terms of the symmetrized form of the compressible Navier-Stokes equations. We have proven in [2] that the new high-order flux-limiting schemes are both pointwise positivity-preserving and $L_2$ stable for the Navier-Stokes equations in one spatial dimension.

Herein, we generalize and extend the 1-D positivity-preserving entropy stable methodology of [1, 2] to the three-dimensional compressible Navier-Stokes equations on static unstructured hexahedral grids. Similar to the 1-D high-order schemes in [2], the new schemes for the 3-D compressible Navier-Stokes equations are constructed by combining a positivity-violating entropy stable method of arbitrary order of accuracy and a novel first-order positivity-preserving entropy stable method developed in the companion paper [3]. In contrast to positivity-preserving methods developed in [4, 5, 6], which are at most 2nd-order accurate, the proposed schemes provide an arbitrary order of accuracy for sufficiently smooth solutions of the 3-D compressible Navier-Stokes equations. Unlike the positivity-preserving high-order discontinuous Galerkin (DG) method developed for the Navier-Stokes equations in [7], the new high-order schemes guarantee not only the so-called weak positivity of thermodynamic variables, but also the pointwise positivity at individual collocation points that are directly used for approximation of the governing equations. Furthermore, the positivity-preserving DG scheme developed in [7] imposes very severe constraints on the time step which is about an order of magnitude less than that of the baseline method for high-order polynomial bases. Note that the actual time step constraint in [7] is much stiffer, because the lower bound on the artificial viscosity coefficient required for positivity may grow dramatically, as the velocity gradients increase.

Another distinctive feature of the proposed methodology is that the new high-order positivity-preserving schemes satisfy the discrete entropy inequality, thus facilitating a rigorous $L_2$-stability proof for the symmetric form of the discretized Navier-Stokes equations. To our knowledge, this is the first family of high-order schemes that provide both the pointwise positivity of thermodynamic variables and entropy stability for the 3-D compressible
Navier-Stokes equations.

2. The 3-D Navier-Stokes and Brenner-Navier-Stokes equations

The 3-D compressible Navier-Stokes equations in curvilinear coordinates $(\xi_1, \xi_2, \xi_3)$ are written in conservation law form as follows:

$$\frac{\partial J U}{\partial t} + \sum_{m,l=1}^{3} \frac{\partial}{\partial \xi_l} \left( F_{\xi_l} - F_{\xi_l}^{(v)} \right) = 0,$$

(1)

where $F_{\xi_l}$ and $F_{\xi_l}^{(v)}$ are the inviscid and viscous fluxes associated with the Cartesian coordinates $(x_1, x_2, x_3)$, which are given by

$$F_{x_m} = [\rho V_m, \rho V_m V_1 + \delta_{m,1} P, \rho V_m V_2 + \delta_{m,2} P, \rho V_m V_3 + \delta_{m,3} P, \rho V_m H]^T,$$

$$F_{x_m}^{(v)} = \left[ 0, \tau_{1,m}, \tau_{2,m}, \tau_{3,m}, \sum_{i=1}^{3} \tau_{i,m} U_i - \kappa \frac{\partial T}{\partial x_m} \right]^T.$$

(2)

In the above equations, $U = [\rho, \rho V_1, \rho V_2, \rho V_3, \rho E]^T$ is a vector of the conservative variables, $P$ is the pressure, and $H$ is the specific total enthalpy. The viscous stresses in Eq. (2) are given by

$$\tau_{i,j} = \mu \left( \frac{\partial V_i}{\partial x_j} + \frac{\partial V_j}{\partial x_i} - \delta_{i,j} \frac{2}{3} \sum_{n=1}^{3} \frac{\partial V_n}{\partial x_n} \right),$$

(3)

where $\mu(T)$ is the dynamic viscosity, $\kappa(T)$ is the thermal conductivity, and $\delta_{i,j}$ is the Kronecker delta. The governing equations (1) are subject to boundary conditions that are assumed to satisfy the entropy inequality.

It is well known that there are no theoretical results on positivity of thermodynamic variables for the compressible Navier-Stokes equations. To overcome this problem, we regularize Eq. (1) by adding artificial dissipation in the form of the diffusion operator of the Brenner-Navier-Stokes equations introduced in [8]. The Brenner-Navier-Stokes equations are given by

$$\frac{\partial U}{\partial t} + \sum_{m=1}^{3} \frac{\partial F_{x_m}}{\partial x_m} = \sum_{m=1}^{3} \frac{\partial F_{x_m}^{(B)}}{\partial x_m}, \quad \forall (x_1, x_2, x_3) \in \Omega, \quad t \geq 0,$$

(4)
where $\sigma$ is the volume diffusivity and the viscous fluxes, $F_{x_m}^{(B)}$, $m = 1, 2, 3$, are defined as

$$F_{x_m}^{(B)} = F_{x_m}^{(v)} + \sigma \frac{\partial \rho}{\partial x_m} \left[ \begin{array}{c} 1 \\ \mathbf{V} \\ E \end{array} \right]^T.$$ (5)

Despite that Eqs. (1) and (4) are very similar to each other, the Brenner-Navier-Stokes equations possess some remarkable properties that are not available for the Navier-Stokes equations. In contrast to Eq. (1), the Brenner-Navier-Stokes equations guarantee existence of a weak solution and uniqueness of a strong solution, ensure global-in-time positivity of the density and temperature, satisfy a large class of entropy inequalities, and is compatible with a minimum entropy principle [9, 10]. We rely on these properties of the Brenner-Navier-Stokes equations and regularize the Navier-Stokes equations by adding the following dissipation term to Eq. (1):

$$\frac{\partial \mathbf{U}}{\partial t} + \sum_{m=1}^{3} \frac{\partial F_{x_m}}{\partial x_m} = \sum_{m=1}^{3} \left[ \frac{\partial F_{x_m}^{(v)}}{\partial x_m} + \frac{\partial F_{x_m}^{(AD)}}{\partial x_m} \right],$$ (6)

where the artificial dissipation flux $F_{x_m}^{(AD)}$ can be obtained from the viscous flux of the Brenner-Navier-Stokes equations, $F_{x_m}^{(B)}$, by setting $\mu = \mu^{AD}$, $\sigma = c_\rho \mu^{AD}/\rho$, and $\kappa = c_T \mu^{AD}$. The coefficient $\mu^{AD}$ is an artificial viscosity and $c_T$ and $c_\rho$ are positive tunable coefficients, which are set equal to $c_\rho = 0.9$ and $c_T = c_\rho^{\frac{c_T}{\gamma}}$ for all test problems considered in this paper.

A necessary condition for selecting a unique, physically relevant solution among possibly many weak solutions of Eqs. (1) and (6) is the entropy inequality. Both the Navier-Stokes and regularized Navier-Stokes equations are equipped with the same convex scalar entropy function $S = -\rho s$ and entropy flux $\mathcal{F} = -\rho s \mathbf{V}$, where $s$ is the thermodynamic entropy. It can be shown that the following inequality holds for Eqs. (1) and (6) assuming the corresponding boundary conditions are entropy stable (e.g., see [11]):

$$\int_{\hat{\Omega}} \frac{\partial (JS)}{\partial \tau} d\hat{\Omega} = \frac{d}{d\tau} \int_{\hat{\Omega}} JS d\hat{\Omega} \leq 0.$$ (7)

Along with the entropy inequality given by Eq. (7), the regularized Navier-Stokes equations (Eq. (6)) preserve some other key properties of the Brenner-Navier-Stokes equations including the positivity of thermodynamic variables. Herein, we propose to develop new numerical schemes that mimic these properties of the 3-D regularized Navier-Stokes equations at the discrete level.
3. 3-D high-order SBP operators

3.1. High–order Diagonal-Norm Summation-by-parts Operators

The derivatives in Eq. (6) are discretized by spectral collocation operators that satisfy the summation-by-parts (SBP) property [12]. In the one-dimensional setting, this mimetic property is achieved by approximating the first derivative with a discrete operator, \( D \), and using local mass \( P \) and stiffness \( Q \) matrices satisfying the following properties:

\[
D = P^{-1}Q, \quad P = P^\top, \quad v^\top P v > 0, \quad \forall v \neq 0,
\]

\[
Q = B - Q^\top, \quad B = \text{diag}(-1, 0, \ldots, 0, 1).
\] (8)

Only diagonal-norm SBP operators are considered herein, which is critical for proving the entropy inequality at the discrete level [12].

In one spatial dimension, the physical domain is divided into \( K \) non-overlapping elements \([x^k_1, x^k_{N_p}]\), so that \( x^k_1 = x^{(k-1)}_{N_p} \). The discrete solution inside each element is defined on Legendre-Gauss-Lobatto (LGL) points, \( x^k = [x^k_1, \ldots, x^k_{N_p}]^\top \). These local points \( x^k \) are referred to as solution points. Along with the solution points, we also define a set of intermediate points \( \bar{x}^k = [\bar{x}^k_0, \ldots, \bar{x}^k_{N_p}]^\top \) prescribing bounding control volumes around each solution point. These points referred to as flux points form a complementary grid whose spacing is precisely equal to the diagonal elements of the positive definite matrix \( P \) in Eq. (8), i.e., \( \Delta \bar{x} = P \mathbf{1} \), where \( \bar{x} = [\bar{x}_0, \ldots, \bar{x}_{N_p}]^\top \) is a vector of flux points, \( \mathbf{1} = [1, \ldots, 1]^\top \), and \( \Delta \) is an \( N_p \times (N_p + 1) \) matrix corresponding to the two-point backward difference operator [12, 13]. As has been proven in [14], these discrete SBP derivative operators can be recast in the following telescopic flux form:

\[
P^{-1}Q \mathbf{f} = P^{-1} \Delta \bar{\mathbf{f}},
\] (9)

where \( \bar{\mathbf{f}} \) is a \( p \)th-order flux vector defined at the flux points.

Using tensor product arithmetic, the above one-dimensional SBP operators naturally extend to two and three spatial dimensions. The multidimensional tensor product operators are defined as

\[
D_{\xi_1} = (D_N \otimes I_N \otimes I_N \otimes I_5), \quad P_{\xi_1} = (P_N \otimes I_N \otimes I_N \otimes I_5),
\]

\[
P_{\xi_1, \xi_2} = (P_N \otimes P_N \otimes I_N \otimes I_5), \quad P = (P_N \otimes P_N \otimes P_N \otimes I_5),
\]

\[
\hat{P} = (P_N \otimes P_N \otimes P_N), \quad P_{\perp, \xi_1} = (I_N \otimes P_N \otimes P_N \otimes I_5),
\] (10)
with similar definitions for other directions and operators \( Q_{\xi}, \Delta_{\xi} \) and \( B_{\xi} \).
We also use the following notation \( \mathcal{P}_{i,j,k} = \mathcal{P}_{i,i,j,j,k,k} \) and \( \mathcal{P}_{i,j} = \mathcal{P}_{i,i,j,j} \)
where \( \mathcal{P}_{i,i} \) is the scalar \( i \)th diagonal entry of \( \mathcal{P}_N \).

4. Baseline 3-D high-order spectral collocation schemes

With the 3-D SBP operators discussed in the previous section, a baseline
3-D semi-discrete spectral collocation scheme of arbitrary order of accuracy
for the 3-D Navier-Stokes equations (Eq. (1)) can be written as follows:

\[
\hat{U}_t + \sum_{l=1}^{3} \mathcal{P}_{\xi}^{-1} \Delta_{\xi} \hat{f}_l - D_{\xi} \hat{f}_l(t) = \sum_{l=1}^{3} \mathcal{P}_{\xi}^{-1} \hat{g}_l^{(BC)} + \mathcal{P}_{\xi}^{-1} \hat{g}_l^{(Int)}
\]

(11)

where \( \hat{U} = [J] U \), \( \hat{g}_l^{(BC)} \) and \( \hat{g}_l^{(Int)} \) are boundary and interface penalty terms.

The contravariant inviscid fluxes, \( \hat{f}_l \), defined at flux points are given by

\[
\hat{f}_m(\zeta_i) = \sum_{j=i+1}^{N} 2q_{ij} \tilde{f}(S(U(\zeta_i), U(\zeta_j))) \tilde{a}^m(\zeta_i) \text{ for } 1 \leq i \leq N - 1,
\]

\[
\hat{f}_m(\zeta_i^*) = \tilde{f}(S(U(\zeta_i^*), U(\zeta_i^*))) \tilde{a}^m(\zeta_i^*) \text{ for } i \in \{0, N\},
\]

(12)

where \( m = 1, 2, 3 \) and \( \tilde{f}(S) \) is a two-point, consistent, entropy conservative
flux that satisfies

\[
(w_1 - w_2)^\top \tilde{f}(S)(U_1, U_2) = \tilde{\psi}_1 - \tilde{\psi}_2
\]

(13)

for any two admissible states \( U_1 \) and \( U_2 \) [15]. For all test problems considered,
we use the entropy conservative flux developed in [16]. In [3], we show that
the proposed method for ensuring positivity is independent of a particular
choice of \( \tilde{f}(S) \).

In the above equation and hereafter, \( \hat{a}_m^l(\zeta_{ijk}) \) is a \( p \)th-order discrete approximation of \( J_{\xi} \frac{\partial f}{\partial x^m} \) at the solution point \( \zeta_{ijk} \), which is constructed such
that it satisfied the geometric conservation law (GCL) equations. These approximations are not unique and the specific formulas used for \( \hat{a}_m^l(\zeta_{ijk}) \) in
the present work can be found elsewhere (e.g. [18]).

The contravariant viscous fluxes, \( \hat{f}_l(v) \), are constructed as follows:

\[
\hat{f}_l(v) = \sum_{m=1}^{3} \hat{a}_m^l f_{x^m}, \quad f_{x^m} = \sum_{j=1}^{3} c_{x^m}^{(v)} \Theta_{x^j}.
\]

(14)
For each $1 \leq m, j \leq 3$, $[c_{m,j}^{(v)}]$ is a block-diagonal matrix with $5 \times 5$ blocks, such that $\left[\left(c_{m,j}^{(v)}\right)^T\right] = [c_{j,m}^{(v)}]$ and $\sum_{m=1}^{3} \sum_{j=1}^{3} \mathbf{v}^T [c_{m,j}^{(v)}] \mathbf{v} \geq 0, \forall \mathbf{v}$, i.e., the full viscous tensor is symmetric positive semi-definite (SPSD).

The gradient of the entropy variables, $\Theta_{xj}$, is discretized by using an approach that closely resembles the local discontinuous Galerkin (LDG) method developed in [19], which can be written as

$$\Theta_{xj} = \sum_{l=1}^{3} \tilde{a}_{ij} \left[ J^{-1} \left( D_{\xi} \mathbf{w} + P^{-1} \mathbf{g}_l \right) \right]$$

$$\tilde{g}_l(\xi_{ijk}) = \frac{1}{2} \left( \delta_{ij} \Delta_1 \mathbf{w}(\xi_{i-1jk}) + \delta_{Ni} \Delta_1 \mathbf{w}(\xi_{ijk}) \right)$$

$$\Delta_1 \mathbf{w}(\xi_{ijk}) = \mathbf{w}(\xi_{i+1jk}) - \mathbf{w}(\xi_{ijk}),$$

where $\delta_{ij}$ is the Kronecker delta. Note that similar discretizations are used in each computational direction.

In [12], it has been proven that the baseline high-order spectral collocation scheme given by Eqs. (11–15) satisfies the discrete entropy inequality if the corresponding boundary conditions are entropy stable. However, entropy stability alone does not guarantee the positivity of thermodynamic variables, if strong discontinuities are present in the domain. One of the key objectives of this paper is to modify the baseline scheme to address this shortcoming.

5. Baseline 3-D spectral collocation scheme with high-order artificial dissipation

To control the amount of entropy production in regions where the discrete solution is under-resolved, we generalize the method developed in [21] to three spatial dimensions and add artificial dissipation in the form of the Brenner diffusion operator to the baseline high-order scheme (Eq. (11)) presented in the foregoing section. The baseline 3-D spectral collocation scheme with the high-order artificial dissipation is given by

$$\mathbf{U}_t + \sum_{l=1}^{3} P_{\xi_l}^{-1} \Delta_1 \mathbf{f}_l - D_{\xi} \left[ \mathbf{f}_l^{(v)} + \mathbf{f}_l^{(AD_p)} \right] = \sum_{l=1}^{3} P_{\xi_l}^{-1} \left[ \mathbf{g}_l^{(AD_p)} + \mathbf{g}_l \right],$$

where $\mathbf{f}_l = \mathbf{f}_l^{(BC)} + \mathbf{f}_l^{(Int)}$. The high-order artificial dissipation terms, $\mathbf{f}_l^{(AD_p)}$ and $\mathbf{g}_l^{(AD_p)}$, are discretized similarly to the viscous terms of Eq. (11), as
discussed in Section 4. The Brenner fluxes, $\hat{f}_{l}^{(AD_p)}$, are constructed as follows:

$$\hat{f}_{l}^{(AD_p)} = \sum_{m=1}^{3} [\hat{a}_{m}] f_{x_{m}}^{(AD_p)}, \quad f_{x_{m}}^{(AD_p)} = \sum_{j=1}^{3} [c_{m,j}] \Theta_{x_{j}},$$

(17)

where $[c_{m,j}], 1 \leq m, j \leq 3$ are block–diagonal matrices with $5 \times 5$ blocks, $[(c_{m,j})^T] = [c_{j,m}]$, and $\sum_{m=1}^{3} \sum_{j=1}^{3} v^T [c_{m,j}] v \geq 0, \forall v$, i.e., the full artificial dissipation tensor is symmetric positive semi-definite (SPSD).

To ensure consistency, maintain design-order accuracy for smooth resolved solutions, and control the amount of dissipation added in regions where the solution is under-resolved or discontinuous, we use the artificial viscosity, $\mu^{AD}$, that is described in Section 6. The mass and heat viscosity at each solution point are set as $\sigma(\xi_{ijk}) = c_{\rho} \mu^{AD} (\xi_{ijk}) / \rho (\xi_{ijk})$, and $\kappa(\xi_{ijk}) = c_{T} \mu^{AD} (\xi_{ijk})$ (see Section 2).

The high-order spectral collocation scheme given by Eq. (16) is conservative and stable in the entropy sense. The conservation follows immediately from the telescopic flux form of the inviscid terms and the SBP form of the viscous and artificial dissipation terms. The entropy stability of the discretized Navier-Stokes terms in Eq. (16) is proven in [12]. The entropy dissipation properties of the artificial dissipation terms follow immediately from Eq. (17) and the symmetric positive semi-definiteness of the artificial viscous tensor $[c_{m,j}], 1 \leq m, j \leq 3$.

6. Artificial Viscosity

The scalar artificial viscosity, $\mu^{AD}$, is used for both the high- and low-order artificial dissipation operators. Details on how the artificial viscosity coefficient is constructed are presented in [3]. Herein, we only briefly outline its key elements. The artificial viscosity coefficient is constructed based on the finite element residual of the entropy equation and the physical properties of the fluid. In the $k$-th grid element, $\mu^{AD}$ is defined as follows:

$$\mu^{AD} = S n^k \mu_{\text{max}}^k,$$

where where $Sn$ is a sensor function ($0 \leq Sn \leq 1$) and $\mu_{\text{max}}^k$ is the magnitude of the artificial viscosity in the $k$-th grid element.
To detect grid elements where the solution loses its regularity or becomes under-resolved, the sensor is constructed as a function of the finite element residual of the entropy equation, which is given by

\[
Sn^k = \begin{cases} 
Sn_0^k, & \text{if } Sn_0^k \geq \max(0.2, \delta), \\
0, & \text{otherwise}
\end{cases}, \quad Sn_0^k = \max(r^k) \max(1, \frac{p-1}{p-1}) 
\]

where \( p \) is the polynomial order and \( r(\xi_{ijk}) \) is a pointwise normalized entropy residual. To take into account the physics of a problem, we also augment the entropy residual-based sensor with compression and pressure gradient sensors. These sensors are introduced to identify those regions where the amount of artificial viscosity can be reduced without sacrificing the solution accuracy. We refer the reader to [3] for further details.

In each element, the upper bound of the artificial viscosity, \( \mu_{max}^k \), is set to be proportional to the maximum value of local velocity and pressure jumps between neighboring solution points [3]. The result is that we minimize the amount of artificial dissipation at contact discontinuities and make \( \mu_{max}^k \) proportional to the discontinuity strength, such that the velocity and pressure jumps act as a limiter, if spurious oscillations are present in the solution.

The globally continuous artificial viscosity \( \mu_{AD}^k \) is then constructed by using the following smoothing procedure. At each element vertex, we from a unique vertex viscosity coefficient, \( \mu_{ver}^i = \max_{k \in I_i} \mu_{max}^k \), where \( I_i \) contains indices of all elements that share the \( i \)th grid vertex. After that, the globally continuous artificial viscosity is obtained by using the tri-linear interpolation of 8 vertex viscosities, \( \mu_{ver}^i \), of the given hexahedral element.

7. High-order positivity–preserving flux-limiting scheme

Following an approach developed in [2], we construct a new high-order positivity–preserving flux-limiting scheme for the 3-D Navier-Stokes equations by combining the corresponding positivity-violating high-order spectral collocation scheme (Eq. (11)) and the first-order positivity–preserving finite volume scheme presented in the companion paper [3]. This methodology is presented next.
7.1. Positivity

We first consider the 1st-order explicit Euler approximation of the time derivative term in Eq. (1), so that on a given element

\[
\hat{U}_p^{n+1} = \hat{U}^n + \tau \left( \frac{d\hat{U}}{dt} \right)_p, \\
\hat{U}_1^{n+1} = \hat{U}^n + \tau \left( \frac{d\hat{U}}{dt} \right)_1,
\]

where \(\hat{U}_p^{n+1} = [J] U_p^{n+1}\) and \(\hat{U}_1^{n+1} = [J] U_1^{n+1}\) are \(p\)th-order and first-order numerical solutions defined on the same Legendre-Gauss-Lobatto (LGL) grid elements with the same high-order metric terms. In the above equation, \(\hat{U}_1^{n+1}\) is obtained by the first-order positivity-preserving entropy stable scheme presented in [3]. Therefore, at every \(i\)th solution point of each element \(IE((\hat{U}_1^{n+1})_i) > 0\) and \((\rho_1^{n+1})_i > 0\), where \(IE((\hat{U}_1^{n+1})_i)\) is the internal energy associated with the 1st-order solution \((\hat{U}_1^{n+1})_i\).

To combine the 1st- and \(p\)th-order schemes, we use the flux-limiting technique developed in [2], which is in fact equivalent to limiting the low- and high-order solution vectors of the conservative variables:

\[
\hat{U}^{n+1}(\theta_f) = \hat{U}^n + \tau \left[ (1 - \theta_f) \left( \frac{d\hat{U}}{dt} \right)_1 + \theta_f \left( \frac{d\hat{U}}{dt} \right)_p \right]
= (1 - \theta_f) \hat{U}_1^{n+1} + \theta_f \hat{U}_p^{n+1} = \hat{U}_1^{n+1} + \theta_f [\hat{U}_p^{n+1} - \hat{U}_1^{n+1}],
\]

where the flux limiter \(\theta_f, 0 \leq \theta_f \leq 1\), is a constant on a given high-order element.

At each solution point, local lower bounds of density and internal energy are defined as follows:

\[
\epsilon^\rho_i = (\rho_i)^{n+1} \kappa, \\
\epsilon^{IE}_i = IE((\hat{U}_1)_i^{n+1}) \kappa,
\]

where \(\kappa, 0 < \kappa < 1\), is a function that is bounded from below by a small positive number (e.g., \(10^{-8}\)), which approaches to its lower bound if the solution is smooth and goes to 1 if the solution loses its regularity. In the present analysis, \(\kappa\) is defined as follows:

\[
\kappa^k = \max(10^{-8}, L^k), \\
L^k = Sn^k \max_i \left( \frac{|\Delta P|}{2P_A} \right),
\]

where \(0 \leq Sn^k \leq 1\) is the residual-based sensor given by Eq. (18) and \(0 \leq \max_i \left( \frac{|\Delta P|}{2P_A} \right) < 1\) is one half of the maximum relative two–point pressure
jump (including jumps at the interfaces) on the kth element. Note that $0 < \epsilon_i^0 < (\rho_1_i^{n+1})$ and $0 < \epsilon_i^{IE} < IE((\hat{U}_1)_i^{n+1})$ because $0 \leq L^k < 1$.

We now prove the following two lemmas.

**Lemma 1.** For every i-th solution point, define a set

$$H_i^\rho = \{ \theta_f \in [0, 1] \mid \rho_i^{n+1}(\theta_f) \geq \epsilon_i^0 \}.$$  

Then, the set $H_i^\rho$ can be written as $H_i^\rho = [0, \theta_i^\rho]$ where $0 < \theta_i^\rho \leq 1$. Furthermore, the following statements hold: 1) if $0 \leq \theta_f < \theta_i^\rho$, then $\rho_i^{n+1}(\theta_f) > \epsilon_i^0$ and 2) if $\theta_i^\rho < 1$, then $\rho_i^{n+1}(\theta_i^\rho) = \epsilon_i^0$.

**Proof.** This follows directly from the fact that $\rho_i^{n+1}(\theta_f)$ given by Eq. (19) is a linear equation in the variable $\theta_f$ with $\rho_i^{n+1}(0) > \epsilon_i^0$. □

**Lemma 2.** For every i-th solution point, define a set

$$H_i^{IE} = \{ \theta_f \in H_i^\rho \mid IE(\hat{U}_i^{n+1}(\theta_f)) \geq \epsilon_i^{IE} \},$$

where $H_i^\rho = [0, \theta_i^\rho]$ is defined in Lemma 1. Then, the set $H_i^{IE}$ can be written as $H_i^{IE} = [0, \theta_i^{IE}]$ where $0 < \theta_i^{IE} \leq \theta_i^\rho$. Furthermore, the following statements hold: 1) if $0 \leq \theta_f < \theta_i^{IE}$, then $IE(\hat{U}_i^{n+1}(\theta_f)) > \epsilon_i^{IE}$ and 2) if $\theta_i^{IE} < \theta_i^\rho$, then $IE(\hat{U}_i^{n+1}(\theta_i^{IE})) = \epsilon_i^{IE}$.

**Proof.** For each i-th solution point, if $IE(\hat{U}_i^{n+1}(\theta_i^{IE})) \geq \epsilon_i^{IE}$, then we set $\theta_i^{IE} = \theta_i^\rho$. Assume that there is a solution point such that $IE(\hat{U}_i^{n+1}(\theta_i^{IE})) < \epsilon_i^{IE}$. Since $\rho_i^{n+1}(\theta_f) \geq \epsilon_i^0 > 0 \forall \theta_f \in (0, \theta_i^\rho]$, $IE(\hat{U}_i^{n+1}(\theta_f))$ is a continuous function with respect to $\theta_f$ for $\theta_f \in [0, \theta_i^\rho]$. Taking into account that $IE(\hat{U}_i^{n+1}(0)) = IE((\hat{U}_1)_i^{n+1}) > \epsilon_i^{IE}$ and $IE(\hat{U}_i^{n+1}(\theta_i^\rho)) < \epsilon_i^{IE}$, it follows by the intermediate value theorem that there exists $\theta_i^* \in (0, \theta_i^\rho)$ such that $IE(\hat{U}_i^{n+1}(\theta_i^*)) = \epsilon_i^{IE}$. Let $\theta_i^{IE} = \theta_i^*$ (note that there is only one $\theta_i^* \in (0, \theta_i^\rho)$ such that $IE(\hat{U}_i^{n+1}(\theta_i^*)) = \epsilon_i^{IE}$). Now we show that for all $0 \leq \theta_f < \theta_i^{IE}$, we have $IE(\hat{U}_i^{n+1}(\theta_f)) > \epsilon_i^{IE}$. By definition of $\epsilon_i^{IE}$, $IE(\hat{U}_i^{n+1}(0)) > \epsilon_i^{IE}$. For $0 < \theta_f < \theta_i^{IE}$, we have

$$\hat{U}_i^{n+1}(\theta_f) = (1 - \theta_f)(\hat{U}_1)_i^{n+1} + \theta_f(\hat{U}_p)_i^{n+1}$$

$$= \frac{\theta_f}{\theta_i^{IE}} \left[ \theta_i^{IE} \left( (\hat{U}_p)_i^{n+1} - (\hat{U}_1)_i^{n+1} \right) + (\hat{U}_1)_i^{n+1} \right] + \left( 1 - \frac{\theta_f}{\theta_i^{IE}} \right) (\hat{U}_1)_i^{n+1}$$

$$= \frac{\theta_f}{\theta_i^{IE}} \hat{U}_i^{n+1}(\theta_i^{IE}) + \left( 1 - \frac{\theta_f}{\theta_i^{IE}} \right) (\hat{U}_1)_i^{n+1}. \quad (22)$$
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Hence, due to the concavity of internal energy

\[
\text{IE}(\hat{U}_i^{n+1}(\theta_f)) \geq \frac{\theta_f}{\theta_f} \text{IE}(\hat{U}_i^{n+1}(\theta_{\text{IE}})) + \left(1 - \frac{\theta_f}{\theta_f}\right) \text{IE}((\hat{U}_1)_i^{n+1}) \\
> \frac{\theta_f}{\theta_f} \epsilon_i^{\text{IE}} + \left(1 - \frac{\theta_f}{\theta_f}\right) \epsilon_i^{\text{IE}} = \epsilon_i^{\text{IE}}.
\] (23)

**Remark 1.** Note that \(\theta_{\text{IE}}^i\) in Lemma 2 can readily be found by solving the quadratic equation for internal energy, which is analogous to the one presented in the companion paper [3].

For a given element, we define \(\theta_{\text{IE}}^i = \min_i \{\theta_{\text{IE}}^i\} > 0\). By construction, \(\text{IE}(\hat{U}_i^{n+1}(\theta_{\text{IE}})) \geq \epsilon_i^{\text{IE}}\) and \(\rho(\hat{U}_i^{n+1}(\theta_{\text{IE}})) \geq \rho_i^e\) for every solution point on the element. The solution at the \((n+1)\)th time level is set equal to \(\hat{U}_i^{n+1}(\theta_{\text{IE}})\), which preserves the pointwise positivity of both density and internal energy.

**Remark 2.** The above limiting is not immediately conservative for general \(\hat{U}_1^{n+1}\) and \(\hat{U}_p^{n+1}\). We refer the reader to Section 7.3 which presents an implementation of this limiting procedure in a way that preserves conservation.

### 7.2. Design order of accuracy

In this section, we prove that the proposed limiting scheme is design-order accurate for smooth solutions and sufficient grid resolutions. Without loss of generality, we assume that the grid resolution depends on a single parameter \(0 < h^x \leq 1\), such that all element edges are directly proportional to \(h^x\). In this section, \(\|\cdot\|\) denotes the Euclidean norm. Let \(U_i^{\text{ex}}(t_{n+1})\) be the smooth exact solution at the \(i\)th solution point at \(t = t_{n+1}\). For each solution point, we define a local admissible set

\[
\mathcal{A}_i^\epsilon = \{\mathbf{u}_i = [\rho \quad \rho \hat{\mathbf{V}} \quad \rho E]^T \mid \text{IE}(\mathbf{u}_i) \geq \epsilon_i^{\text{IE}}, \rho_i \geq \rho_i^e\}
\]

and assume that \(\hat{U}_i^{\text{ex}}(t_{n+1}) \in \mathcal{A}_i^\epsilon\). Note that \(\epsilon_i^{\text{IE}}\) and \(\rho_i^e\) are positive user-defined parameters that can be made arbitrarily small by selecting a sufficiently small value of the parameter \(\mathcal{A}\) for a given element. In the present analysis, \(\mathcal{A}\), which is given by Eq. (21), is set such that it becomes smaller when the regularity of the numerical solution increases. We also assume that the solution is sufficiently smooth, so that \(\|\hat{U}_i^{n+1} - (\hat{U}_p^{n+1})_i\| \leq \|\hat{U}_i^{n+1} - \hat{U}_i^{\text{ex}}(t_{n+1})\| + \|\hat{U}_i^{\text{ex}}(t_{n+1}) - (\hat{U}_p^{n+1})_i\| = \mathcal{O}(h^x),\) as \(h^x \to 0\).
Let us show that \( \| \hat{U}_i^{n+1}(\theta_{IE}) - \hat{U}_i^{ex}(t_{n+1}) \| = O((h^x)^p) \) for all solution points. If \( \theta_{IE}^i = 1 \) for all \( i \) on a given element, then \( \theta_{IE} = \min_i \{ \theta_{IE}^i \} = 1 \), \( U_i^{n+1}(\theta_{IE}) = \hat{U}_i^{n+1} \) and the result follows.

We now assume that \( \theta_{IE} < 1 \). In this case, to prove the consistency of the limiting procedure, it is sufficient to show that \( 1 - \theta_{IE} = O((h^x)^{p-1}) \). Indeed, if \( 1 - \theta_{IE} = O((h^x)^{p-1}) \), then for every solution point we have

\[
\| \hat{U}_i^{n+1}(\theta_{IE}) - \hat{U}_i^{ex}(t_{n+1}) \| \leq (1 - \theta_{IE})\| \hat{U}_i^{n+1} - \hat{U}_i^{ex}(t_{n+1}) \|
+ \theta_{IE}\| \hat{U}_i^{n+1} - \hat{U}_i^{ex}(t_{n+1}) \|
= (1 - \theta_{IE})O(h^x) + \theta_{IE}O((h^x)^p) = O((h^x)^p).
\]

To prove that \( 1 - \theta_{IE} = 1 - \min_i \{ \theta_{IE}^i \} = O((h^x)^{p-1}) \), it is sufficient to show that if \( \theta_{IE}^i < 1 \) (which is only possible if \( (\hat{U}_i)_{n+1}^i \notin \mathcal{A}_i^i \)), then \( 1 - \theta_{IE}^i = O((h^x)^{p-1}) \) for all solution points. Assume that at the \( i \)th solution point \( \theta_{IE}^i < 1 \). Since \( \theta_{IE}^i \leq \theta^i \), we only have to consider the following two cases: 1) \( \theta_{IE}^i = \theta^i \) and \( \theta^i < 1 \), 2) \( \theta_{IE}^i < \theta^i \).

Case 1. For \( 0 < \theta^i < 1 \), the following inequalities hold \( (\rho_p)^{n+1}_i < \epsilon_i^p \leq (\rho_p)^{ex}(t_{n+1}) \), which lead to \( (\rho_p)^{n+1}_i = \epsilon_i^p + O((h^x)^p) \). From Lemma 1 it follows that \( \theta_{IE}^i \) satisfies

\[
\rho_i^{n+1}(\theta_{IE}^i) = (\rho_i)^{n+1}_i + \theta_{IE}^i((\rho_p)^{n+1}_i - (\rho_i)^{n+1}_i) = \epsilon_i^p.
\]

Thus,

\[
1 - \theta_{IE}^i = \frac{\epsilon_i^p - (\rho_i)^{n+1}_i}{(\rho_i)^{n+1}_i - (\rho_p)^{n+1}_i} = \frac{O((h^x)^p)}{O(h^x)} = O((h^x)^{p-1}).
\]

Taking into account that \( \theta_{IE}^i = \theta^i \), we also have \( 1 - \theta_{IE}^i = O((h^x)^{p-1}) \). Using \( 0 < \theta^i < 1 \) and Eq. (26) yield

\[
\| \hat{U}_i^{n+1}(\theta_{IE}^i) - \hat{U}_i^{ex}(t_{n+1}) \| \leq \| \hat{U}_i^{n+1}(\theta_{IE}^i) - (\hat{U}_i)_{n+1}^{i} \| + \| (\hat{U}_i)_{n+1}^{i} - \hat{U}_i^{ex}(t_{n+1}) \|
= (1 - \theta_{IE}^i)\| (\hat{U}_i)_{n+1}^{i} - \hat{U}_i^{ex}(t_{n+1}) \| + O((h^x)^p)
= O((h^x)^p).
\]

Case 2. We now assume that \( \theta_{IE} < \theta^i \). Note that the internal energy \( IE(\hat{U}_i^{n+1}(\theta_{IE}^i)) \) is defined at \( i \), because \( \rho_i^{n+1}(\theta_{IE}^i) \geq \epsilon_i^p > 0 \). As in Case 1, Eq. (27) holds, because \( \theta_{IE}^i < 1 \). Furthermore, if \( \theta_{IE}^i = 1 \), then \( \hat{U}_i^{n+1}(\theta_{IE}^i) =
\((\tilde{U}_i)_{i}^{n+1}\), which again implies that Eq. (27) holds. Using Eq. (27) yields
\[
\text{IE}(\tilde{U}_i^{n+1}(\theta^j_i)) = \rho_i^{n+1}\theta^j_i E_i^{n+1}(\theta^j_i) - \frac{\rho_i^{n+1}(\theta^j_i)}{2} \|\tilde{V}_i^{n+1}(\theta^j_i)\|^2 \\
= \text{IE}(\tilde{U}_i^{\text{ex}}(t_{n+1})) + \mathcal{O}((h^x)^p),
\]
where \(E_i^{n+1}(\theta^j_i)\) is the specific total energy of \(\tilde{U}_i^{n+1}(\theta^j_i)\). Since \(\theta^j_i < \theta_i^p\), \(\text{IE}(\tilde{U}_i^{n+1}(\theta^j_i)) < \epsilon_i^{\text{IE}} \leq \text{IE}(\tilde{U}_i^{\text{ex}}(t_{n+1}))\). Therefore, from Eq. (28) it follows that \(\text{IE}(\tilde{U}_i^{n+1}(\theta^j_i)) = \epsilon_i^{\text{IE}} + \mathcal{O}((h^x)^p)\).

Using Eq. (22) for \(0 < \theta < \theta_i^p\), we have
\[
\tilde{U}_i^{n+1}(\theta) = \frac{\theta}{\theta_i^p} \tilde{U}_i^{n+1}(\theta_i^p) + \left(1 - \frac{\theta}{\theta_i^p}\right) (\tilde{U}_i)_i^{n+1}. \tag{29}
\]
Again, \(\tilde{U}_i^{n+1}(\theta)\) may have non-positive internal energy, but it has positive density. Hence, for all \(\theta \in (0, \theta_i^p)\), \(\text{IE}(\tilde{U}_i^{n+1}(\theta))\) is defined at \(i\) and the following bound holds:
\[
\text{IE}(\tilde{U}_i^{n+1}(\theta)) = \frac{\theta}{\theta_i^p} \text{IE}(\tilde{U}_i^{n+1}(\theta_i^p)) + \left(1 - \frac{\theta}{\theta_i^p}\right) \text{IE}((\tilde{U}_i)_i^{n+1}) \\
+ \frac{\rho_i^{n+1}(\theta_i^p)(\rho_i^{n+1}) \|V_i^{n+1}_i - \tilde{V}_i^{n+1}(\theta_i^p)\|^2 \frac{\theta}{\theta_i^p} (1 - \frac{\theta}{\theta_i^p})}{2} \geq \frac{\theta}{\theta_i^p} \text{IE}(\tilde{U}_i^{n+1}(\theta_i^p)) + \left(1 - \frac{\theta}{\theta_i^p}\right) \text{IE}((\tilde{U}_i)_i^{n+1}). \tag{30}
\]
Note that there exists a unique \(\theta_i^* \in (0, \theta_i^p)\) such that
\[
\frac{\theta_i^*}{\theta_i^p} \text{IE}(\tilde{U}_i^{n+1}(\theta_i^p)) + \left(1 - \frac{\theta_i^*}{\theta_i^p}\right) \text{IE}((\tilde{U}_i)_i^{n+1}) = \epsilon_i^{\text{IE}}. \tag{31}
\]
From Eq. (30) it follows that \(\text{IE}(\tilde{U}_i^{n+1}(\theta_i^*)) \geq \epsilon_i^{\text{IE}}\) and according to Lemma 2, \(\theta_i^* \leq \theta_i^{\text{IE}}\). Using Eq. (31) and Eq. (28), we have
\[
1 - \frac{\theta_i^*}{\theta_i^p} = \frac{\epsilon_i^{\text{IE}} - \text{IE}(\tilde{U}_i^{n+1}(\theta_i^p))}{\text{IE}((\tilde{U}_i)_i^{n+1}) - \text{IE}(\tilde{U}_i^{n+1}(\theta_i^p))} = \frac{\mathcal{O}((h^x)^p)}{\mathcal{O}((h^x)^p)} = \mathcal{O}((h^x)^{p-1}). \tag{32}
\]
Equations (26) and (32) yield \(1 - \theta_i^* = \mathcal{O}((h^x)^{p-1})\). Since \(\theta_i^* \leq \theta_i^{\text{IE}} < 1\), it follows that \(1 - \theta_i^{\text{IE}} = \mathcal{O}((h^x)^{p-1})\) \(\forall i\) and Eq. (24) holds.
7.3. High-order positivity-preserving flux-limiting scheme

We now present the semi-discrete form of the high-order positivity-preserving flux limiting scheme which is given by

\[
\frac{d\hat{U}}{dt} = \theta^k f \left( \frac{d\hat{U}}{dt} \right)_p + (1 - \theta^k) \left( \frac{d\hat{U}}{dt} \right)_1 + \left( \frac{d\hat{U}}{dt} \right)_{AD},
\]

\[
\left( \frac{d\hat{U}}{dt} \right)_p = \sum_{l=1}^{3} -P_{\xi l}^{-1} \Delta \xi \hat{f}_l + D_{\xi l} \hat{f}^{(e)}_l + P_{\xi l}^{-1} \hat{g}_l,
\]

\[
\left( \frac{d\hat{U}}{dt} \right)_1 = \sum_{l=1}^{3} -P_{\xi l}^{-1} \Delta \xi \hat{f}^{(MR)}_l + D_{\xi l} \hat{f}^{(e)}_l + P_{\xi l}^{-1} \hat{g}_l,
\]

\[
\left( \frac{d\hat{U}}{dt} \right)_{AD} = \sum_{l=1}^{3} P_{\xi l}^{-1} \Delta \xi \left[ (1 - \theta^k) \hat{f}^{(AD)}_{\sigma l} + \hat{f}^{(AD)}_l \right] + D_{\xi l} \hat{f}^{(ADp)}_l + P_{\xi l}^{-1} \left[ \hat{g}_{l}^{(AD)} + \hat{g}_l^{(ADp)} \right],
\]

where the flux limiter \( \theta^k \) (0 ≤ \( \theta^k \) ≤ 1) is a constant computed independently in each element and \( \hat{f}^{(MR)}_l \) is the first-order Merriam-Roe entropy dissipative flux [20, 3]. Note that the flux limiting is only applied to the inviscid terms and the mass diffusion term required for positivity of density. The term \( \left( \frac{d\hat{U}}{dt} \right)_p \) is the baseline high-order scheme with no artificial dissipation, where \( \hat{g}_l \) represents both the inviscid and viscous penalties (see Section 4). The \( AD_p \) terms are discussed in Section 5 and the remaining first-order terms are presented in the companion paper [3].

7.4. Conservation

Since \( \theta^k \) is computed independently on each element, it is not immediately clear that the scheme given by Eq. (33) is conservative for all 0 ≤ \( \theta^k \) ≤ 1. Let us show that the scheme is indeed conservative.

**Theorem 3.** The high-order positivity–preserving flux-limiting scheme given by Eq. (33) is conservative for all 0 ≤ \( \theta^k \) ≤ 1.

**Proof.** Collecting like terms in Eq. (33) shows that \( \theta^k \) only affects the values of \( \hat{f}_l \), \( \hat{f}^{(MR)}_l \), and \( \hat{f}^{(AD)}_{\sigma l} \) on the \( k \)th element. The artificial dissipation flux \( \hat{f}^{(AD)}_{\sigma l} \) is only defined at the interior flux points, which immediately implies
that the corresponding telescopic flux differencing term is globally conservative. Therefore, we have

$$
\sum_{l=1}^{3} \mathbb{P} \mathbb{P}_{\xi l}^{-1} \Delta_{\xi l} \left[ \theta_{l}^{k} \hat{f}_{l} + (1 - \theta_{l}^{k}) \hat{f}_{l}^{(MR)} \right]
$$

$$
= \sum_{j,k=1}^{N} P_{jk} \sum_{i=1}^{N} \left[ \theta_{j}^{k} \left( \hat{f}_{1}(\xi_{ijk}) - \hat{f}_{1}(\xi_{i-1jk}) \right) + (1 - \theta_{j}^{k}) \left( \hat{f}_{1}^{(MR)}(\xi_{ijk}) - \hat{f}_{1}^{(MR)}(\xi_{i-1jk}) \right) \right] + \cdots
$$

$$
= \sum_{j,k=1}^{N} P_{jk} \left[ \theta_{j}^{k} \left( \hat{f}_{1}(\xi_{Njk}) - \hat{f}_{1}(\xi_{1jk}) \right) + (1 - \theta_{j}^{k}) \left( \hat{f}_{1}^{(MR)}(\xi_{Njk}) - \hat{f}_{1}^{(MR)}(\xi_{1jk}) \right) \right] + \cdots
$$

$$
= \sum_{j,k=1}^{N} P_{jk} \left[ \hat{f}_{1}(\xi_{Njk}) - \hat{f}_{1}(\xi_{1jk}) \right]
+ \sum_{i,k=1}^{N} P_{ik} \left[ \hat{f}_{2}(\xi_{iNk}) - \hat{f}_{2}(\xi_{i1k}) \right]
+ \sum_{i,j=1}^{N} P_{ij} \left[ \hat{f}_{3}(\xi_{ijN}) - \hat{f}_{3}(\xi_{ij1}) \right]
= \sum_{l=1}^{3} \mathbb{P} \mathbb{P}_{\xi l}^{-1} \Delta_{\xi l} \hat{f}_{l}.
$$

Hence, conservation of the flux-limiting scheme given by Eq. (33) follows directly from conservation of the baseline scheme given by Eq. (11). □

7.5. Artificial viscosity for the flux-limiting scheme

We now present how the artificial viscosity is constructed for the flux-limiting scheme given by Eq. (33). If an element is flagged for flux limiting (i.e., $\theta_{j}^{k} < 1$), then only the first-order dissipation is used for this element, even if it is later determined that $\theta_{j}^{k} = 1$. Any element flagged for flux limiting is herein referred to as “a limited element.”

The artificial viscosity coefficient $\mu^{AD}$ presented in Chapter 6 is used to construct the first-order Brenner dissipation defined at the flux points, $\tilde{\mu}_{1}^{AD}$, and the $p$th-order Brenner dissipation calculated at the solution points, $\mu_{p}^{AD}$. Let $V_{1}^{k}, V_{2}^{k}, \ldots, V_{8}^{k}$ be 8 vertices of the $k$th hexahedral element. Define an indicator function, $\chi(\cdot)$, such that $\chi(V_{i}^{k}) = 1$ if $V_{i}^{k}$ is collocated with any limited elements, otherwise, $\chi(V_{i}^{k}) = 0$. Then, set $\mu_{p}^{AD}(V_{1}^{k}) = \mu^{AD}(V_{1}^{k})(1 - \chi(V_{1}^{k}))$ and use the tri-linear interpolation to obtain $\mu_{p}^{AD}$ at the remaining solution points. Note that for elements flagged for limiting, $\mu_{p}^{AD} = 0$ and only the first-order Brenner artificial dissipation is used. For all fixed $1 \leq
\( j, k \leq N \), the first-order dissipation at \( \bar{\xi}_i = \bar{\xi}_{ijk} \) is formed as follows:

\[
\mu_{1}^{AD}(\bar{\xi}_i) = \frac{1}{2} \left( \mu^{AD}(\bar{\xi}_i) + \mu^{AD}(\bar{\xi}_{i+1}) - \mu_{p}^{AD}(\bar{\xi}_i) - \mu_{p}^{AD}(\bar{\xi}_{i+1}) \right), \quad 1 \leq i \leq N - 1,
\]

\[
\bar{\mu}_{1}^{AD}(\bar{\xi}_0) = \mu^{AD}(\bar{\xi}_1) - \mu_{p}^{AD}(\bar{\xi}_1), \quad \bar{\mu}_{1}^{AD}(\bar{\xi}_N) = \mu^{AD}(\bar{\xi}_N) - \mu_{p}^{AD}(\bar{\xi}_N).
\]

(35)

Identical formulas are used for the other spatial directions. For the first-order artificial dissipation, the \( c_\rho \) and \( c_T \) coefficients are set equal to those of the \( p \)th-order counterpart (see Section 2).

The mass diffusion coefficient for the first-order artificial dissipation flux is set to be proportional to \( \bar{\sigma}_{1}^{AD} \). Thus, for all fixed \( 1 \leq j, k \leq N \), the mass diffusion at \( \bar{\xi}_i = \bar{\xi}_{ijk} \) is given by

\[
\bar{\sigma}_{1}^{AD}(\bar{\xi}_i) = \max \left( \chi(\bar{\xi}_i) (\delta_{0,i} + \delta_{N,i}) \bar{\sigma}_{min}(\bar{\xi}_i), c_\rho \frac{\mu_{1}^{AD}(\bar{\xi}_i)}{\sqrt{\rho(\bar{\xi}_i) \rho(\bar{\xi}_{i+1})}} \right), \quad \text{for } 0 \leq i \leq N,
\]

(36)

where \( \rho(\bar{\xi}_0) \) and \( \rho(\bar{\xi}_{N+1}) \) are densities at element interfaces or physical boundaries. Identical definitions are used for the other spatial directions. As follows from Eq. (36), the first-order artificial mass viscosity at every interface collocated with a limited element is always greater than or equal to the minimum mass diffusion, \( \bar{\sigma}_{min} \), required to guarantee the density positivity for the first-order scheme with the explicit Euler discretization in time. The exact formula for \( \bar{\sigma}_{min} \) is presented in the companion paper [3].

If there exists at least one solution point on a given element, which would otherwise not have positive density, we also require that the mass diffusion coefficient for all interior flux points be sufficient for positivity. This is achieved by increasing the mass diffusion used for \( \tilde{\mathbf{f}}^{(AD_1)}_{\bar{\delta},l} \) in Eq. (33) as follows:

\[
\tilde{\sigma}_{1}(\bar{\xi}_i) = \max \left( \bar{\sigma}_{min}(\bar{\xi}_i) - \bar{\sigma}_{1}^{AD}(\bar{\xi}_i), 0 \right).
\]

7.6. Entropy stability

Let us show that the high-order positivity–preserving flux-limiting semi-discrete scheme given by Eq. (33) is entropy stable.

**Theorem 4.** The high-order positivity–preserving flux-limiting semi-discrete scheme given by Eq. (33) is entropy stable.

**Proof.** Entropy stability of the high-order viscous terms is proven in [12]. It has been proven in our companion paper [3] that the first-order artificial
dissipation terms are entropy dissipative. However, the high- and low-order inviscid entropy conservative terms must be considered together to account for the contribution of $\theta^k_f, \hat{f}_l$ and $\hat{f}^{(EC)}_l$ where $\hat{f}^{(MR)}_l = \hat{f}^{(EC)}_l - \hat{f}^{(ED)}_l$. Therefore,
\[
\sum_{l=1}^{3} w^\top \mathcal{P} \mathcal{P}_{\xi}^{-1} \Delta \xi^l \left[ \theta^k_f \hat{f}_l + (1 - \theta^k_f) \hat{f}^{(EC)}_l \right] = w^\top \mathcal{P} \mathcal{P}_{\xi}^{-1} \Delta \xi^l \hat{f}_l
\]
for all $0 \leq \theta^k_f \leq 1$. Thus, the $\theta^k_f \hat{f}_l + (1 - \theta^k_f) \hat{f}^{(EC)}_l$ flux is entropy conservative, which follows directly from the fact that the high-order flux $\hat{f}_l$ is entropy conservative, which is proven in [12, 17].

7.7. Freestream Preservation

For curvilinear meshes, freestream preservation is an important property that is not guaranteed automatically.

Theorem 5. The high-order positivity-preserving flux-limiting scheme given by Eq. (33) is freestream preserving.

Proof. Let us consider a globally constant state with the consistent Dirichlet boundary conditions and show that $\frac{d\hat{U}}{dt} = 0$. Note that all artificial dissipation and viscous terms including the corresponding penalties depend directly on two-point jumps and high-order computational derivatives of the solution, respectively. Hence, all viscous terms are identically equal to zero.

Let us show that all inviscid terms are also exactly equal to zero. Indeed, the inviscid penalty terms are equal to zero, because of the consistency of the Merriam-Roe flux. Finally, $\hat{f}_l$ and $\hat{f}^{(EC)}_l$ have been proven to be freestream preserving in [17] and Lemma 1 in the companion paper [3], respectively.

7.8. $L_1$ stability

Let us now show that the high-order positivity-preserving flux-limiting scheme given by Eq. (33) is $L_1$ stable. Since the proposed scheme is conservative (see Section 7.4), the global integrals of density and total energy at the $n$th time level can be recast in the following form:
\[
\begin{align*}
\sum_{k=1}^{K} 1^\top_{1} \hat{\mathcal{P}} \hat{\rho}^n_k &= \sum_{k=1}^{K} 1^\top_{1} \hat{\mathcal{P}} \hat{\rho}^0_k + \sum_{i=0}^{n-1} B^i_{\rho}, \\
\sum_{k=1}^{K} 1^\top_{1} \hat{\mathcal{P}} \hat{E}_{t}^n_k &= \sum_{k=1}^{K} 1^\top_{1} \hat{\mathcal{P}} \hat{E}_{t}^0_k + \sum_{i=0}^{n-1} B^i_{E_t}
\end{align*}
\]
where \( \hat{\rho}_k^0 \) and \( \hat{E}_k^n \) are the density and total energy scaled by the Jacobian on the \( k \)th element at time level \( n \) and the \( B^i \) terms represent the contribution from the boundaries. In particular, if the boundary conditions are periodic, then \( B^i = 0 \) for all \( i \). Taking into account that Eq. (33) is a pointwise positivity-preserving flux-limiting scheme, we now prove the following theorem.

**Theorem 6.** Assume that the initial condition is in the admissible set, i.e., the initial density and temperature at every solution point are positive. Furthermore, assume for all \( n \in \mathbb{N} \), the initial density and total energy satisfy the following bounds:

\[
c_{\min}^\rho \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{\rho}_k^0 \right| \leq \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{\rho}_k^0 \right| + \sum_{i=0}^{n-1} B_{\rho}^i \leq c_{\max}^\rho \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{\rho}_k^0 \right|,
\]

\[
c_{\min}^{E_t} \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right| \leq \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right| + \sum_{i=0}^{n-1} B_{E_t}^i \leq c_{\max}^{E_t} \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right|
\]

where \( c_{\min}^{E_t}, c_{\min}^\rho, c_{\max}^\rho, c_{\max}^{E_t} \) are positive constants, such that \( 0 < c_{\min}^{E_t} \leq c_{\max}^{E_t} \) and \( 0 < c_{\min}^\rho \leq c_{\max}^\rho \). Then, the discrete solution obtained using the high-order positivity-preserving flux-limiting scheme given by Eq. (33) satisfies the following \( L_1 \) bounds:

\[
c_{\min}^\rho \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{\rho}_k^0 \right| \leq \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{\rho}_k^0 \right| \leq c_{\max}^\rho \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{\rho}_k^0 \right|
\]

\[
c_{\min}^{E_t} \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right| \leq \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right| \leq c_{\max}^{E_t} \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right|
\]

\[
c_{\min}^{E_t} \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right| \leq \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right| \leq c_{\max}^{E_t} \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right|
\]

\[
c_{\min}^{E_t} \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right| \leq \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right| \leq c_{\max}^{E_t} \sum_{k=1}^{K} \left| \mathbf{1}_1^\top \hat{E}_k^0 \right|
\]

where \( |\hat{\rho}_k^n|, |\hat{E}_k^n|, |\hat{I}_E^n|, \) and \( |\hat{K}_E^n| \) are arrays of the absolute values of the density, total energy, internal energy, and kinetic energy at all solution points on the \( k \)th element at time level \( n \).

**Proof.** The pointwise positivity implies that \( |\hat{\rho}_k^n| = \hat{\rho}_k^n, |\hat{E}_k^n| = \hat{E}_k^n, |\hat{I}_E^n| = \hat{I}_E^n, \) and \( |\hat{K}_E^n| = \hat{K}_E^n \) on every element. Hence, the bounds for density
and total energy are an immediate consequence of Eq. (38). Furthermore, the positivity of the internal and kinetic energy functions at every solution point in the domain guarantees that the remaining bounds hold, since $IE_{k,i}$ and $KE_{k,i}$ are bounded from above by $ET_{k,i}$ at each solution point $i$.  

7.9. $L_2$ stability

We now show that the proposed flux limiting scheme is also $L_2$ stable. Define a new convex entropy $\bar{S} = S - S(u_0) - S_U(u_0)^\top (u - u_0)$, where $u_0$ is a constant non-zero state with zero velocity and the associated entropy variables

$$\bar{w} \equiv \bar{S}_U = S_U - S_U(u_0) = w - w_0.$$  \hspace{1cm} (40)

For this new entropy $\bar{S}$, we form the corresponding discrete entropy variables $\bar{w}_k = w_k - w_0$ on the $k$th element, where $w_0(\tilde{\xi}_{ijl}) = w_0$ for every solution point of each element. Contracting Eq. (33) with the new entropy variables, $\bar{w}_k$, yields

$$\sum_{k=1}^K \bar{w}_k^\top \mathcal{P} \frac{d\hat{U}_k}{dt} = \sum_{k=1}^K w_k^\top \mathcal{P} \frac{d\hat{U}_k}{dt} - w_0^\top \mathcal{P} \frac{d\hat{U}_k}{dt}.$$  \hspace{1cm} (41)

From Theorem 4, it follows that

$$\sum_{k=1}^K w_k^\top \mathcal{P} \frac{d\hat{U}_k}{dt} = B - D,$$

where $B$ contains all boundary contributions and $D \geq 0$ is the total entropy dissipation. Assuming that boundary conditions are periodic yields

$$\sum_{k=1}^K w_k^\top \mathcal{P} \frac{d\hat{U}_k}{dt} \leq -D.$$  

Taking into account that

$$\sum_{k=1}^K w_0^\top \mathcal{P} \frac{d\hat{U}_k}{dt} = w_0 \sum_{k=1}^K 1_1^\top \mathcal{P} \frac{d\hat{U}_k}{dt}$$  \hspace{1cm} (42)

and the boundary conditions are periodic, i.e., $1_1^\top \mathcal{P} \frac{d\hat{U}_k}{dt} = 0$, we can obtain the following estimate from Eq. (41):

$$\sum_{k=1}^K \bar{w}_k^\top \mathcal{P} \frac{d\hat{U}_k}{dt} \leq \sum_{k=1}^K w_k^\top \mathcal{P} \frac{d\hat{U}_k}{dt} \leq -D.$$  \hspace{1cm} (43)
Using $\mathbf{w}_k^\top \mathcal{P} \frac{d \mathbf{u}_k}{d t} = 1_1^\top \hat{\mathcal{P}} \frac{d \bar{s}}{d t}$ and integrating Eq. (43) in time from $t^n$ to $t^{n+1}$ yield

$$\sum_{k=1}^K 1_1^\top \hat{\mathcal{P}} \hat{s}^{n+1}_k \leq \sum_{k=1}^K 1_1^\top \hat{\mathcal{P}} \hat{s}^n_k - \tau^n \mathcal{D}^n,$$

(44)

where $\mathcal{D}^n \geq 0$ is the time-averaged entropy dissipation over the time interval $[t^n, t^{n+1}]$. Applying the above inequality $n$ times, we have

$$\sum_{k=1}^K 1_1^\top \hat{\mathcal{P}} \hat{s}^n_k \leq \sum_{k=1}^K 1_1^\top \hat{\mathcal{P}} \hat{s}^1_k - \sum_{i=1}^{n-1} \tau^i \mathcal{D}^i.$$

(45)

Expanding $S$ in the Taylor series about $\mathbf{u}_0$ gives

$$S(\mathbf{u}^n_k(\bar{\xi}_a)) = S(\mathbf{u}_0) + S_U(\mathbf{u}_0)^\top \left( \mathbf{U}^n_k(\bar{\xi}_a) - \mathbf{u}_0 \right) + \frac{1}{2} \left( \mathbf{U}^n_k(\bar{\xi}_a) - \mathbf{u}_0 \right)^\top S_{UU}(\bar{\mathbf{U}}^n_k(\bar{\xi}_a)) \left( \mathbf{U}^n_k(\bar{\xi}_a) - \mathbf{u}_0 \right),$$

(46)

where the state $\bar{\mathbf{U}}^n_k(\bar{\xi}_a)$ has positive density and temperature for every solution point $\bar{\xi}_a$, since $\mathbf{u}_0$ and $\mathbf{U}^n_k(\bar{\xi}_a)$ are both in the admissible set. Note that

$$\hat{s}^n_k(\bar{\xi}_a) = S^n_k(\bar{\xi}_a) - S(\mathbf{u}_0) - S_U(\mathbf{u}_0)^\top (\mathbf{U}^n_k(\bar{\xi}_a) - \mathbf{u}_0) = \frac{1}{2} \left( \mathbf{U}^n_k(\bar{\xi}_a) - \mathbf{u}_0 \right)^\top S_{UU}(\bar{\mathbf{U}}^n_k(\bar{\xi}_a)) \left( \mathbf{U}^n_k(\bar{\xi}_a) - \mathbf{u}_0 \right).$$

Let $\lambda_{\text{min},n}^U$ be the minimum eigenvalue of all Hessian matrices $S_{UU}(\bar{\mathbf{U}}^n_k(\bar{\xi}_a))$ in the domain. Then, defining $\mathcal{C}^{n-1}$ as

$$\mathcal{C}^{n-1} = \sum_{k=1}^K 1_1^\top \hat{\mathcal{P}} \hat{s}^1_k - \sum_{i=1}^{n-1} \tau^i \mathcal{D}^i \leq \sum_{k=1}^K 1_1^\top \hat{\mathcal{P}} \hat{s}^1_k,$$

we have

$$2\lambda_{\text{min},n}^U \sum_{k=1}^K (\mathbf{U}^n_k - \mathbf{U}_0)^\top \mathcal{P} [J]_k (\mathbf{U}^n_k - \mathbf{U}_0) \leq 4\mathcal{C}^{n-1}.$$  

(47)

Using the following inequality: $\mathbf{Y}^\top \mathbf{Y} \leq 2(\mathbf{Y} - \mathbf{Y}_0)^\top (\mathbf{Y} - \mathbf{Y}_0) + 2\mathbf{Y}_0^\top \mathbf{Y}_0$ that holds $\forall \mathbf{Y}, \mathbf{Y}_0 \in \mathbb{R}^m$, Eq. (47) can be recast as follows:

$$\sum_{k=1}^K (\mathbf{U}^n_k)^\top \mathcal{P} [J]_k \mathbf{U}^n_k \leq 4 \frac{\mathcal{C}^{n-1}}{\lambda_{\text{min},n}^U} + 2 \sum_{k=1}^K \mathbf{U}_0^\top \mathcal{P} [J]_k \mathbf{U}_0,$$

(48)

21
thus providing a discrete $L_2$ bound on the solution.

An alternative $L_2$ bound can be obtained by using the Cholesky decomposition of $S_{UU} = \mathcal{L}^T \mathcal{L}$, where the exact expressions of the matrices $\mathcal{L}$ and $\mathcal{D}$ are presented in [22]. Based on the Cholesky decomposition of $S_{UU}$, it has been shown in [22] that the following bounds hold:

\[
\begin{align*}
\left( U^n_k(\bar{\xi}_j) - u_0 \right)^T S_{UU}(\bar{U}^n_k(\bar{\xi}_j)) \left( U^n_k(\bar{\xi}_j) - u_0 \right) & \geq \frac{(\rho^n_k(\bar{\xi}_j)-\rho_0)^2}{b_1(U^n_k(\bar{\xi}_j))}, \\
\left( U^n_k(\bar{\xi}_j) - u_0 \right)^T S_{UU}(\bar{U}^n_k(\bar{\xi}_j)) \left( U^n_k(\bar{\xi}_j) - u_0 \right) & \geq \frac{((m_i)^n_k(\bar{\xi}_j))^2}{b_{i+1}(U^n_k(\bar{\xi}_j))}, \quad i = 1, 2, 3, \\
\left( U^n_k(\bar{\xi}_j) - u_0 \right)^T S_{UU}(\bar{U}^n_k(\bar{\xi}_j)) \left( U^n_k(\bar{\xi}_j) - u_0 \right) & \geq \frac{(E^n_k(\bar{\xi}_j)-E_{t0})^2}{b_5(U^n_k(\bar{\xi}_j))}, \\
b_1(u_j) & = \frac{\rho_j}{R}, \quad b_{i+1}(u_j) = \frac{P_j + \rho_j V_j^2}{R}, \quad i = 1, 2, 3, \\
b_5(u_j) & = \frac{\rho_j^2 + P_j \|V_j\|_2^2 + \left(\rho_j \|V_j\|_2^2\right)^2}{R \rho_j},
\end{align*}
\]

where $(m_i)^n_k(\bar{\xi}_j) = \rho^n_k(\bar{\xi}_j)(V_i)^n_k(\bar{\xi}_j)$ is the $i$th component of momentum and $E^n_k(\bar{\xi}_j) = \rho^n_k(\bar{\xi}_j)E^n_k(\bar{\xi}_j)$ is the total energy. Let $b_{i}^{\text{max}, n} = \max_{1 \leq k \leq K} \max_{1 \leq j \leq N_p} b_i(\bar{U}^n_k(\bar{\xi}_j))$, then we obtain the following $L_2$ bounds on the solution:

\[
\begin{align*}
\sum_{k=1}^{K} (\rho^n_k)^T \hat{\mathcal{P}} \hat{\rho}^n_k & \leq 4b_1^{\text{max}, n} C^{n-1} + 2 \sum_{k=1}^{K} \rho_0^T \hat{\mathcal{P}} \hat{\rho}_0, \\
\sum_{k=1}^{K} ((m_i)^n_k)^T \hat{\mathcal{P}} (m_i)^n_k & \leq 2b_{i+1}^{\text{max}, n} C^{n-1}, \quad i = 1, 2, 3, \\
\sum_{k=1}^{K} (E^n_k)^T \hat{\mathcal{P}} E^n_k & \leq 4b_5^{\text{max}, n} C^{n-1} + 2 \sum_{k=1}^{K} E_{t0}^T \hat{\mathcal{P}} E_{t0}.
\end{align*}
\]

8. Numerical Results

We now assess the accuracy, discontinuity-capturing, and positivity-preserving properties of the proposed family of high-order entropy stable spectral collocation schemes for the 3-D compressible Navier-Stokes equations on standard benchmark problems with smooth and discontinuous solutions. In all numerical experiments presented herein, the 3rd-order strong stability preserving (SSP) Runge-Kutta scheme developed in [23] is used to advance the semi-discretization in time. Note that this scheme violates the entropy stability property of the semi-discrete operator by a factor proportional to the local temporal truncation error. The time step in our numerical experiments
Table 1: $L_\infty$ and $L_2$ errors and their convergence rates obtained with the ESSC and PPESAD schemes for $p = 4, 5, 6$ for the viscous shock problem on 3-D nonuniform grids at $t = 0.1$.

| K | $L_\infty$ error | rate | $L_2$ error | rate | $L_\infty$ error | rate | $L_2$ error | rate |
|---|------------------|------|-------------|------|------------------|------|-------------|------|
| 3 | 1.24             | -    | 4.75e-2     | -    | 0.68             | -    | 4.03e-2     | -    |
| 6 | 0.80             | 0.63 | 8.50e-3     | 2.48 | 0.56             | 0.27 | 8.20e-3     | 2.30 |
| 12| 0.11             | 2.89 | 8.51e-4     | 3.32 | 0.11             | 2.37 | 8.51e-4     | 3.27 |
| 24| 6.93e-3          | 3.96 | 4.96e-5     | 4.10 | 6.93e-3          | 3.96 | 4.96e-5     | 4.10 |
| 48| 3.09e-4          | 4.49 | 1.54e-6     | 5.01 | 3.09e-4          | 4.49 | 1.54e-6     | 5.01 |
| 3 | 3.15             | -    | 3.30e-2     | -    | 0.88             | -    | 2.99e-2     | -    |
| 6 | 0.34             | 3.20 | 4.13e-3     | 3.00 | 0.34             | 1.36 | 4.13e-3     | 2.86 |
| 12| 4.37e-2          | 2.97 | 2.49e-4     | 4.05 | 4.37e-2          | 2.97 | 2.49e-4     | 4.05 |
| 24| 2.30e-3          | 4.72 | 7.77e-6     | 5.00 | 2.30e-3          | 4.25 | 7.77e-6     | 5.00 |
| 48| 3.50e-5          | 6.04 | 9.99e-8     | 6.28 | 3.50e-5          | 6.04 | 9.99e-8     | 6.28 |
| 3 | 1.27             | -    | 2.11e-2     | -    | 0.52             | -    | 1.99e-2     | -    |
| 6 | 0.12             | 3.35 | 1.92e-3     | 3.46 | 0.12             | 2.07 | 1.92e-3     | 3.38 |
| 12| 1.44e-2          | 3.11 | 7.33e-5     | 4.71 | 1.44e-2          | 3.11 | 7.33e-5     | 4.71 |
| 24| 3.27e-4          | 5.46 | 1.20e-6     | 5.94 | 3.27e-4          | 5.46 | 1.20e-6     | 5.94 |
| 48| 3.06e-6          | 6.74 | 7.56e-9     | 7.31 | 3.06e-6          | 6.74 | 7.56e-9     | 7.31 |

is selected by using the Courant-Friedrich-Levy (CFL)-type condition and the density and temperature positivity constraints presented in the companion paper [3]. The following acronyms are used for numerical schemes in this section. The baseline high-order entropy stable spectral collocation scheme with polynomial order “#” given by Eq. (11) is denoted as ESSC-p#. The new positivity preserving entropy stable artificial dissipation scheme (Eq. (33)) is denoted as PPESAD-p#. The PPESAD-p# scheme with $\mu^{AD}$ set to zero is denoted as PPES-p#.

8.1. 3-D Viscous Shock

To validate that the proposed schemes are design-order accurate, we consider the propagation of a 3-D viscous shock on a sequence of randomly per-
Figure 1: Contours of randomly generated low-order artificial viscosity (left panel), high-order artificial viscosity (middle panel), and flux limiter (right panel) obtained with the PPESAD-p4 scheme for the freestream preservation problem at $t = 10$.

turbed nonuniform grids. The 1-D viscous shock, which possesses a smooth analytical solution at the Prandtl number $Pr = 3/4$, is rotated so that it propagates along the direction $[1, 1, 1]^\top$ and is initially centered at the origin. The Reynolds and Mach numbers are set as follows: $Re = 50$ and $Ma = 2.5$. The governing equations are integrated until $t_{\text{final}} = 0.1$. For all polynomial orders presented in Table 1, the proposed PPESAD scheme outperforms the corresponding baseline ESSC scheme in terms of accuracy on coarse grids, for which the discrete solution is under-resolved (see the results shown in bold). As the grid is refined and the viscous shock becomes fully resolved, the artificial viscosity coefficient $\mu^{\text{AD}}$ becomes identically equal to zero and the PPESAD schemes demonstrates the same design-order error convergence as the ESSC scheme. Based on these results, we can conclude that the proposed PPESAD scheme dissipates under-resolved flow features in such a manner that reduces the error, while providing the same accuracy as the underlying ESSC scheme when the solution is sufficiently smooth and fully resolved.

8.2. Freestream preservation

We now corroborate our theoretical results presented in Theorem 5 and show that the new high-order positivity–preserving flux-limiting scheme given by Eq. (33) is freestream preserving on static curvilinear grids. To demonstrate this property, the 2D constant viscous flow with $\rho = 1$, $T = 1$, $V = [\cos(10^0), \sin 10^0, 0]^\top$ at $Re = 500$, $Ma = 3.5$, and $Pr = 0.7$ is solved by using the PPESAD scheme on a 864-element genuinely curvilinear grid.
around a cylinder. To ensure that all terms in the high-order positivity-preserving flux-limiting scheme are turned on during the simulation, we randomly set $\mu_{AD}^p$ and $\bar{\mu}_{AD}^1$ (see Section 7.5) to values between 0 and $1/\text{Re}$, and the flux limiter $\theta_f$ (see Section 7.3) to a value between 0 and 1 at each Runge-Kutta stage. As evident in Figure 1, all artificial dissipation and flux-limiting terms in the PPESAD scheme given by Eq. (33) are nonzero throughout the simulation. Nonetheless, the global $L_2$ and $L_\infty$ errors at the final time $t_{\text{final}} = 10$ are $2.84e-15$ and $1.46e-13$, respectively, thus corroborating our theoretical results.

8.3. Entropy Conservation

In the companion paper [3] (see Lemma 1), it has been proven that the first-order positivity-preserving entropy stable scheme is entropy conservative for inviscid smooth flows, if all artificial dissipation terms are turned off. To demonstrate this, we solve the inviscid isentropic vortex flow with periodic boundary conditions at $Ma = 0.3$ on a randomly perturbed coarse grid (see Figure 2). The vortex is initially located at $(0, 0)$, propagates to the right, and returns to the origin by $t_{\text{final}} = 20$. This test problem has the exact solution (e.g., see [11]). To validate that the proposed flux-limiting scheme is entropy conservative, we randomly set the limiter value in the range between 0 and 1 at each grid element, as shown in Fig. 2. For this smooth inviscid flow...
Figure 3: Density and pressure contours obtained with the PPESAD-p5 scheme for the inviscid flow (top row) and with the PPESAD-p4 scheme for the viscous shock diffraction flow (bottom row) at $Ma = 200$.

with periodic boundaries, both the ESSC and PPES schemes semi-discretely conserve the total entropy in the domain. Note, however, the total entropy production obtained with the ESSC-p4 and PPES-p4 schemes with constant time step $\Delta t = 2 \times 10^{-4}$ is of the order of $10^{-14}$ at the final time, because the 3rd-order SSP Runge-Kutta scheme used for approximating the time derivatives is not entropy conservative and violates this condition by the amount that is proportional to the truncation error of the temporal discretization.
Figure 4: High-order (left column) and low-order (right column) artificial viscosities (log_{10}) obtained with the PPESAD-p5 scheme for the inviscid flow (top row) and with the PPESAD-p4 scheme for the viscous shock diffraction flow (bottom row) at $Ma = 200$.

8.4. 2-D shock diffraction

The next test problem is the diffraction of a rightward moving shock over a backward-facing step at the Mach number, $Ma = 200$. We consider both viscous and inviscid flow regimes. This is a very challenging problem that is characterized by the presence of both the strong discontinuities and regions with very low densities and pressures. If not dissipated properly, any high-order scheme can generate negative density and/or pressure values near the corner point and at the shock front. In contrast to the results presented in [7], we use the entropy stable adiabatic no-slip boundary conditions at the
wall and penalize against the Blasius solution corresponding to $Ma = 200$ at the inflow boundary for solving the Navier-Stokes equations. For the viscous flow case, the grid consists of 52944 elements and is clustered near the step surface, so that the normal grid spacing at the wall is $2.67 \times 10^{-3}$. A uniform rectangular mesh with constant grid spacings $\Delta x = \Delta y$ and 40,000 elements is used for the inviscid flow simulation. For the viscous flow, the Sutherland’s law is used and the Reynolds and Prandtl numbers are set equal to $10^4$ and 0.75, respectively.

Unlike the ESSC scheme that fails to preserve the positivity of thermo-dynamic variables for both the inviscid and viscous shock diffraction flows at $Ma = 200$, the new PPESAD-p4 and PPESAD-p5 schemes captures both the weak and strong and shocks as well as the contact discontinuity within one grid element practically without producing any spurious oscillations, as one can see in Figure 3. Contours of the low- and high-order artificial viscosities of the PPESAD-p5 and PPESAD-p4 schemes for the inviscid and viscous shock diffraction flows at the final time are shown in Fig. 4. As follows from these results, the artificial viscosity coefficient is at least 3 orders of magnitude smaller at the contact discontinuity than at the shock, thus indicating that the proposed physics-based artificial dissipation method is capable of distinguishing different types of waves. Note that the artificial viscosity coefficient near the shock is spread out over a wider area for the

Figure 5: Comparison of wall skin friction (left panel) and pressure profiles obtained with the PESAD-p4 and ESSC-p4 schemes and the reference solution taken from [24] for the $Ma = 2.15$ SBLI problem.
viscous flow case. This is mostly due to the fact that the viscous grid has less resolution in this region than the inviscid counterpart.

8.5. 2-D Shock/Boundary Layer Interaction

To test the shock-capturing and positivity-preserving capabilities of the proposed PPESAD scheme and its ability to accurately predict boundary layers, we consider the interaction of a shock wave and a laminar boundary layer for two Mach numbers, \( Ma = 2.15 \) and \( Ma = 6.85 \), and two impinging angles \( \theta = 30.8^\circ \) and \( \theta = 11.8^\circ \), accordingly. For all shock/boundary layer interaction (SBLI) simulations, the physical viscosity is computed by using the Sutherland’s law and the Prandtl and Reynolds numbers are set equal to 0.72, and \( 10^5 \). The \( Ma = 2.15 \) test case is computed on a grid with 17,050 elements, while the \( Ma = 6.85 \) simulations are performed on 17,920– and 27,990–element grids.

Wall skin friction and pressure profiles computed with the PPESAD-p4 and ESSC-p4 schemes and the reference solution obtained using the \( p = 6 \) discontinuous Galerkin method [24] for the \( Ma = 2.15 \) and \( \theta = 30.8^\circ \) SBLI problem are presented in Fig. 5. As follows from this comparison, the ESSC-p4 and PPESAD-p4 density and pressure profiles are nearly indistinguishable from each other and demonstrate excellent agreement with the reference solution, thus indicating that the PPESAD-p4 scheme does not over-dissipate
the SBLI solution.

Next, we consider the SBLI problem at $Ma = 6.85$ and $\theta = 11.8^\circ$. For this test case, the ESSC scheme is unable to maintain positivity of thermodynamic variables for $p \geq 2$. Therefore, to evaluate the accuracy of the discrete solution, we compare PPESAD solutions obtained on medium (17,920 elements) and fine (27,990 elements) grids for polynomial orders $p = 4$ and $p = 6$. Figure 6 shows the comparison of skin friction and pressure profiles computed with the PPESAD-p4 and PPESAD-p6 schemes on the medium and fine grids. The forth-order ($p = 4$) medium and fine grid solutions agree very well with each other, while the PPESAD-p4 and PPESAD-p6 solutions on the fine grid are nearly identical. Density contours computed with
Figure 9: Time histories of the total kinetic energy (left) and total entropy residual obtained with the ESSC-p4 and PPESAD-p4 schemes and the reference solution computed using FD-WENO scheme[25] for the $Ma = 2$ TGV problem.

Figure 10: Density profiles computed with the PPESAD-p4 and ESSC-p4 schemes on the $16^3$ (left panel) and $64^3$ grids for the $Ma = 2$ TGV problem.

the PPESAD-p6 scheme on the fine grid are depicted in Fig. 7. Similar to the previous test problems, the proposed PPESAD-p6 scheme demonstrates excellent shock-capturing capabilities and provides nearly nonoscillatory solution for this high-Mach-number SBLI flow. High-order artificial viscosity contours that correspond to the discrete solution shown in Fig. 7 are presented in Fig. 8. The low-order artificial viscosity is nonzero only in six
Figure 11: Time histories of the total kinetic energy (left panel) and total entropy residual obtained with the PPES-p6 and PPESAD-p6 schemes for the \( Ma = 10 \) TGV problem on \( 4^3, 16^3 \) and \( 64^3 \) grids.

Figure 12: Density profiles computed with the \( p = 5 \) (left column) and \( p = 6 \) PPESAD and PPES schemes for the \( Ma = 10 \) TGV problem on the \( 64^3 \) grid.

elements near the flat plate leading edge and therefore not presented herein. Furthermore, the flux limiter in Eq. (33) is equal to 1 everywhere except for the single element near the leading edge. The high-order artificial viscosity of the PPESAD-p6 scheme is mostly zero everywhere except for at the shocks. Note that the velocity and temperature limiters have never been turned on for this test case.
8.6. 3-D supersonic Taylor-Green vortex flow

The last test problem is the 3-D viscous, compressible Taylor-Green vortex (TGV) flow at Mach numbers \( Ma = 2 \) and \( Ma = 10 \). This problem is considered to test how the proposed PPESAD scheme performs for under-resolved turbulent flows with strong shock waves. We adopt the TGV flow parameters used in [25] and compare our results for the \( Ma = 2 \) case first. For all TGV flows considered, the Sutherland’s law is used for the physical viscosity, and the Reynolds and Prandtl numbers are 400 and 0.7, respectively. The problem is solved on the periodic cube, \( 0 \leq x, y, z \leq 2\pi \), with the following initial conditions: 

\[
[\rho, \mathbf{V}, T] = [1 + \frac{1}{16}(\cos 2x + \cos 2y)(\cos 2z + 2), \sin x \cos y \cos z, -\cos x \sin y \cos z, 0, 1]^T.
\]

The comparison of kinetic energy histories obtained with the ESSC-p4 and PPESAD-p4 schemes and the hybrid 8th-order compact finite difference/7th-order weighted essentially nonoscillatory (WENO) scheme [25] are presented in Fig. 9a. As follows from this comparison, the kinetic energy computed using the new spectral collocation scheme on the uniform \( 64^3 \)-element grid is practically identical to that of the ESSC-p4 scheme on the same grid and in an excellent agreement with that computed by the 7th-order FD-WENO scheme on the \( 512^3 \)-element grid. On the \( 4^3 \) and \( 16^3 \) grids, the PPESAD-p4 scheme dissipates the total kinetic energy more than the ESSC-p4 scheme. However, this does not imply that the ESSC-p4 solution is overall more accurate, which can be observed in Figs. 9b and 10. Indeed, the entropy residual obtained with ESSC-p4 scheme is significantly larger than that of the PPESAD-p4 scheme, thus indicating the larger discretization error. The ESSC-p4 solution on the \( 16^3 \) grid contains large spurious overshoots that are not present in the corresponding PPESAD-p4 solution. It should be emphasized that both solutions converge to each other as the grid is refined.

For \( Ma = 10 \), the ESSC scheme fails to preserve the positivity of thermodynamic variables for the viscous TGV problem, even if \( p = 1 \). Therefore, we compare the PPESAD and PPES solutions for the \( Ma = 10 \) case. Overall, Figs. 11 and 12 show a similar behavior observed for the \( Ma = 2 \) test case. On coarse meshes, PPESAD-p6 solution is less prone to spurious oscillations than the PPES-p6 counterpart, while both solutions converge to each other as the grid is refined.
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