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Abstract

Deep neural networks are susceptible to adversarial inputs and various methods have been proposed to defend these models against adversarial attacks under different perturbation models. The robustness of models to adversarial attacks has been analyzed by first constructing adversarial inputs for the model, and then testing the model performance on the constructed adversarial inputs. Most of these attacks require the model to be white-box, need access to data labels and finding adversarial inputs can be computationally expensive. We propose a simple scoring method for black-box models which indicates their robustness to adversarial input. We show that adversarially more robust models have a smaller $l_1$-norm of LIME weights and sharper explanations.

1 Introduction

Deep neural networks have shown impressive performance on a variety of tasks in domains such as vision [6, 24], natural language [2], speech [12, 11]. As and when we start deploying these models in the real world, it becomes important that these models are truly robust and reliable. One way is to have model cards associated with models which not only include their downstream performance metric but also important aspects such as robustness [9], fairness [17], training datasets, etc. Such model cards would provide practitioners a much better insight into model selection for a particular application leading to the safer deployment of these models in the real world. Among other issues with current deep learning models, one crucial concern while deploying these models is their brittleness to specially designed adversarial inputs that fool them. In this work, we aim at scoring black-box models based on their robustness to adversarial samples. We score models based on the explanations they generate which leads to an interesting connection between robustness and explainability of models. In the upcoming subsections, we provide a brief overview of adversarial robustness and input attribution-based explanation methods for machine learning models.

1.1 Adversarial Robustness

Current deep learning models have been shown to be vulnerable to human-imperceptible adversarial perturbations which significantly degrade the model’s performance. This is not desirable, especially in safety-critical applications such as autonomous driving [19] and medical applications [8]. While the theory of adversarial robustness is quite general, we restrict the discussion here to image classifier models. Most classes of adversarial attacks try to add small perturbations to the input so as to move the input sample across a decision boundary, thus changing the model’s prediction. Various types of attacks have been tried to target classifiers followed by various defense mechanisms as well. A common theme for image-classifier based attack methods is to find a perturbation $\delta$ to be added to an input $x \in \mathbb{R}^D$ such that $x' = x + \delta$ fools the classifier. Different constraints of the perturbation

\[\text{Preprint. Under review.} \]
\( \delta \) lead to different types of attacks, the most common of which is trying to bound some \( l_p \) norm of \( \delta \). Concretely, if \( L \) is the loss and \( \mathcal{M} \) is the the neural network, all these attacks try to find the perturbation \( \delta \) by solving the following optimization problem,

\[
\max_{\delta} L(\mathcal{M}(x + \delta)) \text{ s.t. } \|\delta\|_p \leq \epsilon
\]  

(1)

White-box attacks are the most common ones in which the adversary has complete access to the model parameters and details of any defense mechanism. Some common white-box attacks include Fast Gradient Sign Method (FGSM) [9], Carlini & Wagner [3], DeepFool [19], L-BFGS [33], JSMA [22]. The mainstream approach to defend against these attacks is by training on adversarial examples [9, 13, 16, 31, 20, 34]. Other methods include defense distillation [23], and input transformations to make inputs closer to the training distribution (e.g. via randomization or generative modelling) [39, 29, 38, 21, 32].

1.2 Explainability

Many methods have been proposed that try to provide post-hoc explanations of predictions from a black-box machine learning model [26, 15]. For a given input sample, all these methods try to attribute parts of the input that led to a particular prediction from the model. In this work, we utilize LIME [26], a popular method for explanations. Linear functions are inherently explainable with the coefficients giving the relative importance of a feature attribute in predicting the outcome. LIME uses this fact to approximate a model as a linear function of the input around the query data points.

Concretely, given a black-box model \( \mathcal{M} \) trained on input samples \( \{x_i\}_{i=1}^N \) with \( x_i \in \mathcal{X} \subseteq \mathbb{R}^d \) generating predictions \( \hat{y}_i = \mathcal{M}(x_i) \), LIME does the following to generate explanations for query sample \( x_i \):

1. Sample \( k \) points near \( x_i \) and let them be called \( \{z_{i,j}\}_{j=1}^k \)
2. Fit a linear model \( w_i^T z_i \) \((w_i \in \mathbb{R}^d)\) on a new dataset \( \{z_{i,j}, \mathcal{M}(z_{i,j})\}_{j=1}^k \)

We refer the reader to [26] for different methods of sampling near \( x_i \) for Step 1. These methods mainly depend on the domain where \( x_i \) belongs (for example images, text, etc.). Step 2 is simply performing linear regression on the sampled points around \( x_i \) and predictions from the model \( \mathcal{M} \) on those points. The learnt weights \( w_i \in \mathbb{R}^d \) can be used to explain the input sample \( x_i \). These weights can be thought of as approximating the model \( \mathcal{M} \) with a linear model around \( x_i \) and indicate how the model predictions will change given small changes in \( x_i \). In the subsequent sections, we shall denote these linear weights \( w_i \) as \( \text{LIME}(\mathcal{M}(x_i)) \). An important point to note here is that computing \( \text{LIME}(\mathcal{M}(x_i)) \) does not require access to the model weights and can be done for any black-box model \( \mathcal{M} \).

2 Method

In this section, we shall define our scoring method for any black-box model based on the adversarial robustness of the model. Typically, robustness is measured by first generating adversarial inputs to the model and then measuring the performance of the models on the generated adversarial inputs. For a model \( \mathcal{M} \), we shall denote \( \text{robust-acc}(\mathcal{M}) \) as the accuracy of model \( \mathcal{M} \) on adversarial inputs generated by one of the perturbation models described in Section 1.1. Most common adversarial attacks are white-box, i.e., they need the exact model weights to generated adversarial inputs. Given a perturbation model and two models \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \), we call \( \mathcal{M}_1 \) to be more robust then \( \mathcal{M}_2 \) iff \( \text{robust-acc}(\mathcal{M}_1) > \text{robust-acc}(\mathcal{M}_2) \).

We note that the above way of comparing methods for robustness has certain issues:

1. Most methods which generate adversarial inputs require model weights. However, we note that many current models are available as usable APIs which makes them black-box. It is hard to find to adversarial inputs for black-box models which makes it hard to compute \( \text{robust-acc} \) and subsequently compare models for robustness.
2. To compute \( \text{robust-acc} \), we need access to labels of the input samples to compare with model predictions which might not always be available.
3. Even for white-box models, computing robust-acc is computationally expensive. Finding a single adversarial sample requires performing several steps of gradient ascent on the input space to solve Eq. [1].

We propose a scoring method which does not have the above limitations. The method works for any black-box model off-the-shelf, does not require finding adversarial samples and works for any unlabeled dataset. Under these constraints, we validate that our scoring method correlates well with robust-acc. More formally, the only information we have access to is an unlabelled dataset \( \mathcal{X} \), a trained black-box model \( \mathcal{M} \).

Let \( \mathcal{X} \) be the space of inputs and \( \mathcal{Y} \) be the output space. \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) are two black-box models mapping \( \mathcal{X} \rightarrow \mathcal{Y} \). Let \( x_1, x_2, \ldots, x_n \) denote \( n \) sample points drawn from \( \mathcal{X} \) and we do not have associated labels \( y \) for any of them. Denoting lime weights for model input \( x \) by \( \text{LIME}(\mathcal{M}(x)) \), input dataset size by \( n \), and data dimensionality \( d \), we propose,

\[
\text{brittle-score}_X(\mathcal{M}) = \frac{1}{nd} \sum_{x_i \in \mathcal{X}} \| \text{LIME}(\mathcal{M}(x_i)) \|_1
\]  \hspace{1cm} (2)

where \( \| . \|_1 \) denotes the vector \( l_1 \) norm. brittle-score indicates the model’s ‘brittleness’ to adversarial inputs and hence is inversely related to robust-acc. Note that the above score only depends on the black-box model \( \mathcal{M} \) and input dataset \( \mathcal{X} \). Our hypothesis is that,

\[
\mathcal{M}_1 \text{ is more robust than } \mathcal{M}_2 \Leftrightarrow \text{robust-acc}(\mathcal{M}_1) > \text{robust-acc}(\mathcal{M}_2)
\]

\[
\Leftrightarrow \text{brittle-score}(\mathcal{M}_1) < \text{brittle-score}(\mathcal{M}_2)
\]

The intuition is simple – more robust models should have the property that small changes in input do not affect the output a lot. Let \( \nabla_x \mathcal{M}(x) \) denote the gradient of the model output with respect to the input \( x \). We expect that the adversarially robust models will have a lower norm of \( \nabla_x \mathcal{M}(x) \). As the models are black-box, we cannot compute gradients with respect to the input and hence use \( \text{LIME}(\mathcal{M}(x)) \approx \nabla_x \mathcal{M}(x) \) as a proxy. The intuition behind this is similar to prior work that explains adversarial examples for linear models by Goodfellow et al. [9].

Note that the value of brittle-score as defined in Eq. [2] is simply the magnitude of the lime weights averaged over \( n \) points, hence this value is not directly interpretable (unlike robust-acc). However, the real purpose of this score is to compare the adversarial robustness across two black-box models. Also note that the above scoring method is specific to a dataset \( \mathcal{X} \) and should not be compared across models trained on different datasets. In the subsequent section, we present experimental results which show that brittle-score is a very good indicator of the robustness of a model and correlates inversely with robust-acc.

3 Experiments

In this section, we demonstrate how adversarial training affects both robust-acc and brittle-score. The main takeaway from the results presented in this Section is that brittle-score is inversely correlated to robust-acc for a variety of model architectures and attacks and hence makes it an attractive scoring method for black-box models.

We first define some controlled experiments on MNIST [14] dataset. Our first set of experiments involves adversarial training over different model architectures. We experiment with three different model architectures – 2-layer MLP, a 3-layer CNN and a 5-layer CNN. For each of these architectures, we train two models:

1. One without adversarial training trained on samples from the data distribution using a cross-entropy loss with learning rate \( 10^{-3} \) and a batch size of 32.
2. One with adversarial training where the samples were generated by attacking each model with PGD [16] attack under \( l_\infty \) constraint (\( \rho = \infty \) in Eq. [1]) of \( \epsilon = 8/255 \) for \( \delta \).

In Figure[1] we plot the brittle-score (Eq. 2) computed on \( n = 1000 \) samples for the each of the models. These samples were drawn from the data distribution (validation split in this case) and
were not attack samples. We observe a significant difference in brittle-score between robust and non-robust models with the robust models having a lower value of brittle-score.

We also look at the explanations generated by these models qualitatively. We notice that explanations generated by the more robust model are typically sharper and focus on the most relevant parts of the input images (Fig. 3). For non-robust models, the LIME weights are not as sparse. This in-turn motivates the definition of brittle-score which depends on the hypothesis that LIME weights of a robust model has a lower norm than the non-robust counterpart.

In addition to our controlled studies on MNIST, we also perform experiments on off-the-shelf open-source adversarially trained models available as a part of robustbench\(^2\). We test with three other datasets – CIFAR10, CIFAR100 and ImageNet. robustbench provides a bunch of pre-trained checkpoints on these datasets which were defended using different methods and hence they also have different robust accuracies. This gives us a good way to compare robust-acc and brittle-score

\(^2\)https://github.com/RobustBench/robustbench
in order to validate our hypothesis. We use \( n = 3000 \) in Eq. \( 2 \) for CIFAR10 and CIFAR100 and \( n = 100 \) for ImageNet with \( k = 1000 \) samples for fitting the LIME function around a datapoint.

In Table 1, we show that with increasing robust-acc, the brittle-score decreases. The correlation between these two metrics is particularly intriguing since these two quantities prima facie appear to be completely unrelated. robust-acc is directly reported from robustbench[4]. We also report the relative improvement (R.I.) for a model \( M \) over the standard model denoted as \( S \) for each dataset which is defined as:

\[
\text{R.I.} = \frac{\text{brittle-score}(S, M) - \text{brittle-score}(M)}{\text{brittle-score}(S, M)} \times 100
\]

| Dataset      | Model Name       | robust-acc | brittle-score | R.I.  |
|--------------|------------------|------------|---------------|-------|
| CIFAR-10     | Standard (Non-Robust) | 0.0        | 0.6028        | 0     |
|              | Ding et al. [5]  | 41.44      | 0.5984        | 0.74  |
|              | Engstrom et al. [7] | 49.25      | 0.5962        | 1.11  |
|              | Wu et al. [36]   | 56.17      | 0.5960        | 1.14  |
|              | Sehwag et al. [30]| 60.27      | 0.5960        | 1.14  |
|              | Rebuffi et al. [25]| 66.56      | 0.5956        | 1.22  |
| CIFAR-100    | Standard (Non-Robust) | 3.95       | 0.6073        | 0     |
|              | Rice et al. [27] | 18.95      | 0.6012        | 1.00  |
|              | Rebuffi et al. [25]| 28.5       | 0.5992        | 1.34  |
|              | Gowal et al. [10]| 30.03      | 0.5984        | 1.49  |
|              | Gowal et al. (Extra Model) [10]| 36.88| 0.5977| 1.60 |
| ImageNet     | Standard (Non-Robust) | 0.0        | 0.74341       | 0     |
|              | Wong et al. [35] | 26.24      | 0.74314       | 0.036 |
|              | Engstrom et al. [7]| 29.22      | 0.74312       | 0.039 |
|              | Salman et al. [28]| 38.14      | 0.74309       | 0.043 |

Table 1: A comparison of the trend between robust accuracy and brittle score across model architectures, adversarial defenses and datasets. R.I. stands for relative improvement as defined in Eq. 3.

As mentioned earlier, brittle-score should only be compared within datasets. The absolute value of brittle-score is not interpretable as it is but it serves as a good metric to compare models. If we try to compare two different models which were trained and tested on different datasets, the absolute numbers and differences do not have a mathematical meaning. Moreover, it is sometimes hard to interpret the scale of brittle-score by itself. Unlike robust-acc, the scale of brittle-score is unbounded, and could be any number \( > 0 \), although we empirically observe that the number is \( < 1 \). For robust models, the difference in brittle-score itself is constantly shrinking, indicating a sub-linear relationship between robust-acc and brittle-score. We plot robust-acc versus brittle-score in Fig. 4 as both of them should be negatively correlated.

![Figure 4: We plot brittle-score versus robust-acc for various datasets based on Table 1 showing that both of them are negatively correlated to one another](image-url)
4 Conclusion & Future Directions

We illustrate that brittle-score is a great indicator of the robustness of any black-box model. We believe this is quite encouraging from not only a practical standpoint, but from a theoretical standpoint as well in understanding adversarial robustness and adversarial training. Moreover, this method makes evaluating and comparing black box models (for instance models provided via APIs), feasible and easy. With the increasing proliferation of deep learning methods, methods that can preserve intellectual property rights while indicating model safety are paramount for safety-centric deep learning. Some potential extensions of our work include: (a) a theoretical analysis to understand the relation between adversarial robustness and LIME weights, (b) developing black-box scoring methods that capture other safety related metrics.
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