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Abstract

Machine learning (ML) currently exerts an outsized influence on the world, increasingly affecting communities and institutional practices. It is therefore critical that we question vague conceptions of the field as value-neutral or universally beneficial, and investigate what specific values the field is advancing. In this paper, we present a rigorous examination of the values of the field by quantitatively and qualitatively analyzing 100 highly cited ML papers published at premier ML conferences, ICML and NeurIPS. We annotate key features of papers which reveal their values: how they justify their choice of project, which aspects they uplift, their consideration of potential negative consequences, and their institutional affiliations and funding sources. We find that societal needs are typically very loosely connected to the choice of project, if mentioned at all, and that consideration of negative consequences is extremely rare. We identify 67 values that are uplifted in machine learning research, and, of these, we find that papers most frequently justify and assess themselves based on performance, generalization, efficiency, researcher understanding, novelty, and building on previous work. We present extensive textual evidence and analysis of how these values are operationalized. Notably, we find that each of these top values is currently being defined and applied with assumptions and implications generally supporting the centralization of power. Finally, we find increasingly close ties between these highly cited papers and tech companies and elite universities.

1 Introduction

Over the past few decades, ML has risen from a relatively obscure research area to an extremely influential discipline, actively being deployed in myriad applications and contexts around the world. The objectives and values of ML research are influenced by many factors, including the personal preferences of researchers and reviewers, other work in science and engineering, the interests of academic institutions, funding agencies and companies, and larger institutional and systemic pressures, including systems of oppression impacting who is able to do research and on which topics. Together these forces shape patterns in what research gets done and who benefits from this research. Therefore, it is important to document and understand the emergent values of the field: what the field is prioritizing and working toward. To this end, we perform a comprehensive analysis of 100 highly cited NeurIPS and ICML papers from four recent years spanning more than a decade.

Our key contributions are as follows:

*equal contribution

Preprint. Under review.
We develop and open source a fine-grained annotation scheme for the detection of values in research papers, including identifying a list of 67 values significant in machine learning research. To our knowledge, our annotation scheme is the first of its kind, and opens the door to further qualitative and quantitative analyses of research. We apply our annotation scheme to annotate 100 influential ML research papers and extract their value commitments. These reflect and shape the values of the field more broadly. Like the annotation scheme itself, the resulting repository of annotated papers is available and is valuable not only in the context of this paper’s analysis, but also as foundation for further qualitative and quantitative study of ML research. We perform extensive textual analysis to understand the dominant values: performance, accuracy, state-of-the-art (SOTA), quantitative results, generalization, efficiency, building on previous work, and novelty. Our analysis indicates that while these values may seem on their face to be purely technical, they are socially and politically charged: specifically, we find that these values are currently defined and operationalized in ways that centralize power, i.e., disproportionally benefit and empower the already powerful, such as large corporations, while neglecting society’s least advantaged. We present a quantitative analysis of the affiliations and funding sources of these most influential papers. We find substantive and increasing presence of tech corporations. For example, in 2008/09, 24% of these top cited papers had corporate affiliated authors, and in 2018/19 this statistic almost tripled, to 71%. Moreover, of these corporations connected to influential papers, the presence of “big-tech” firms, such as Google and Microsoft, increased more than fivefold, from 11% to 58%.

2 Methodology

To understand the values of ML research, we examined the most highly cited papers from NeurIPS and ICML from the years 2008, 2009, 2018, and 2019. We chose to focus on highly cited papers because they both reflect and shape the values of the discipline, drawing from NeurIPS and ICML because they are the most prestigious of the long-running ML conferences. Acceptance to these conferences is a valuable commodity used to evaluate researchers, and submitted papers are explicitly written so as to win the approval of the community, particularly the reviewers who will be drawn from that community. As such, these papers effectively reveal the values that authors believe are most valued by that community. Citations indicate amplification by the community, and help to position these papers as influential exemplars of ML research. To avoid detecting only short-lived trends and enable comparisons over time, we drew papers from two recent years (2018/19) and from ten years earlier (2008/09). We focused on conference papers because they tend to follow a standard format and allow limited space, meaning that researchers must make hard choices about what to emphasize. Collectively, we annotated 100 papers, analyzing over 3,500 sentences drawn from them. In the context of expert qualitative content analysis, this is a significant scale which allows us to meaningfully comment on the values central to ML research. In more detail, we began by creating an annotation scheme, and then used it to manually annotate each paper, examining the abstract, introduction, discussion, and conclusion: (1) We examined the chain of reasoning by which each paper justified its contributions, which we call the justificatory chain, rating the extent to which papers used technical or societal problems to justify or motivate their contributions. (2) We carefully read each sentence of these sections, annotating any and all values from our list that were uplifted or exhibited by the sentence. (3) We documented the extent to which the paper included a discussion of potential negative impacts. Manual annotation was necessary, both to create the list of emergent values, and to obtain and richly understand the values present in each paper. Automated approaches, such as keyword searches, were included our template and all annotations as supplementary material at https://github.com/wagnew3/The-Values-Encoded-in-Machine-Learning-Research with a CC BY-NC-SA license. At the time of writing, these two venues, along with the newer ICLR (2013-present), comprised the top 3 conferences according to h5-index (and h5-median) in the AI category on Google Scholar, by a large margin. We use a conceptualization of “value” that is widespread in philosophy of science in theorizing about values in sciences. In this approach, a value of an entity is a property that is desirable for that kind of entity. For example, speed can be described as valuable in an antelope. Well-know scientific values include accuracy, consistency, scope, simplicity, and fruitfulness. See for a critical discussion of value-laden aspects of these values.
would suffer significant limitation: these approaches would only capture values that we anticipate; additionally, they would run the risk of systematically skewing the results towards values which are easy to identify, missing or mischaracterizing values which are exhibited in more nuanced ways. The qualitative approach was key for analyzing the values as well, as it requires a subtle understanding of how the values function in the text and understanding of taken for granted assumptions underlying the values, which methods such as keyword matching would fail to capture.

To assess consistency, 40% of the papers were annotated by two annotators. The intercoder consensus on values in these papers achieved a Cohen kappa coefficient of .61, which indicates substantial agreement [39]. Furthermore, we used several established strategies to increase consistency, including recoding data coded early in the process [23] and conducting frequent discussions and assessments of the coding process, code list, and annotation scheme [24].

To create the list of values specifically (see Figure 1), we followed best practices in manual content analysis. (1) We began with a list of values we expected to be relevant based on prior knowledge, augmenting this list with seven ethical principles of interest from existing literature [6, 17]. (2) We randomly selected a subset of 10 papers for initial annotation, searching for the values on the list sentence by sentence and adding new values as they emerged. (3) Through discussion, we revisited all values and produced a values list. (4) We annotated the full set of papers using this list of values, meeting regularly to discuss difficult examples, and individually nominating and deciding by consensus when sentences justified inductively adding additional, emergent values to the values list. (5) For the final analysis presented here, we combined closely related values into clusters by consensus, such that they could be discussed together (for completeness, all values are treated separately in the Appendix). Formally stated, we establish our codes (short phrases that represent the relevant essence of information, in this case the list of values) using an inductive-deductive approach. The deductive component involves starting with codes established in existing literature, which ensures we note and can speak to values of interest, including established ethical principles. The inductive component involves the discovery of codes from the data, and impedes inappropriately biased or pre-conceived findings by focusing on emergent codes [8, 24].

The composition of our team confers additional validity to our work. We are a diverse, multi-racial, multi-gender team working closely, including undergraduate, graduate, and post-graduate researchers from machine learning, NLP, robotics, cognitive science, and philosophy. This team captures several advantages that other methods of manual annotation such as crowd sourcing lack: the nature of this team minimizes intra-disciplinary biases, affords the unique combination of expertise required to read the values in ML papers, allows meaningful engagement with relevant work in other fields, and enables best practices including continually clarifying the procedure, ensuring agreement, vetting consistency, reannotating, and discussing themes [24].

3 Quantitative Summary

In Figure 1, we plot the prevalence of values in 100 annotated papers. The top values are: performance (87% of papers), building on past work (79%), generalization (79%), efficiency (73%), quantitative evidence (72%), and novelty (63%). Values related to user rights and stated in ethical principles appeared very rarely if at all: none of the papers mentioned autonomy, justice, or respect for persons. In Table 1 (top), we show the distribution of justification scores. Most papers only justify how they
Table 1: Annotation scheme and results for justificatory chain (top) and negative impacts (bottom).

| Justificatory Chain Condition                                                                 | % of Papers |
|---------------------------------------------------------------------------------------------|-------------|
| Doesn’t rigorously justify how it achieves technical goal                                     | 1%          |
| Justifies how it achieves technical goal but no mention of societal need                     | 71%         |
| States but does not justify how it connects to a societal need                               | 16%         |
| States and somewhat justifies how it connects to a societal need                             | 9%          |
| States and rigorously justifies how it connects to a societal need                           | 3%          |

| Negative Impacts Condition                                                                 | % of Papers |
|-------------------------------------------------------------------------------------------|-------------|
| Doesn’t mention negative potential                                                         | 98%         |
| Mentions but does not discuss negative potential                                           | 1%          |
| Discusses negative potential                                                               | 1%          |
| Deepens our understanding of negative potential                                           | 0%          |

Achieve their internal, technical goal; 71% don’t make any mention of societal need or impact, and only 3% make a rigorous attempt to present links connecting their research to societal needs. In Table 1 (bottom), we show the distribution of negative impact discussion scores. One annotated paper included a discussion of negative impacts and a second mentioned the possibility; none of the remaining 98 papers contained any reference to potential negative impacts. In Figure 3, we show stated connections (funding and affiliations) of paper authors to institutions. Comparing papers written in 08/09 to those written in 18/19, ties to corporations nearly doubled to 79% of all annotated papers, ties to big tech multiplied over fivefold to 58%, while ties to universities declined to 81%, putting corporations nearly on par with universities in the most cited ML research. In the next sections, we present extensive qualitative examples and analysis of our findings, with additional analyses in the Appendix.

4 Qualitative Analysis of Justifications and Negative Potential

4.1 Justificatory Chain

Papers typically motivate their projects by appealing to the needs of the ML research community and rarely mention potential societal benefits. Research-driven needs of the ML community include researcher understanding (e.g., understanding the effect of pre-training on performance/robustness, theoretically understanding multi-layer networks) as well as more practical research problems (e.g., improving efficiency of models for large datasets, creating a new benchmark for NLP tasks). Some papers do appeal to needs of broader society, such as building models with realistic assumptions, catering to more languages, or understanding the world. However, even when societal needs are mentioned as part of the justification of the project, the connection is usually loose. Almost no papers explain how their project is meant to promote a social need they identify by giving the kind of rigorous justification that is typically expected of and given for technical contributions.

4.2 Negative Potential

Two of the 100 papers discussed potential harms, whereas the remaining 98 did not mention them at all. The lack of discussion of potential harms is especially striking for papers which deal with socially contentious application areas, such as surveillance and misinformation. For example, the annotated corpus includes a paper advancing the identification of people in images, a paper advancing face-swapping, and a paper advancing video synthesis. These papers contained no mention of the well-studied negative potential of facial surveillance, DeepFakes, or misleading videos, respectively. Furthermore, among the two papers that do mention negative potential, the discussions were mostly abstract and hypothetical, rather than grounded in the negative potential of their specific contributions. For example, authors may acknowledge “possible unwanted social biases” when applying the model to a real-world setting, without discussing the social biases encoded in the authors’ proposed model.
5 Stated values

The dominant values in ML research, e.g., accuracy and efficiency, may seem purely technical. However, the following analysis of several of these values shows how they can become politically loaded in the process of prioritizing and operationalizing them: sensitivity to the way that they are operationalized, and to the fact that they are uplifted at all, reveals value-laden assumptions that are often taken for granted. We thus challenge a conception of prevalent values as politically neutral and consider alternatives to their dominant conceptualization that may be equally or more intellectually interesting or socially beneficial. We have encouraged ourselves, and now encourage the reader, to remember that values once held to be intrinsic, obvious, or definitional have been in many cases transformed over time.

To provide a sense of what the values look like in context, we include three randomly selected examples of sentences annotated for each value discussed here (Tables 2-5), with extensive additional examples in the Appendix. Note that most sentences are annotated with multiple values.

5.1 Performance

Performance, accuracy, and achieving SOTA form the most common cluster of related values in annotated papers. While it might seem intrinsic for the field to care about performance, it is important to remember that models are not simply "well-performing" or "accurate" in the abstract but always in relation to and as quantified by some metric on some dataset. Examining prevalent choices of operationalization reveals political aspects of performance values. First, we find performance values are consistently and unquestioningly operationalized as correctness averaged across individual predictions, giving equal weight to each instance. However, choosing equal weights when averaging is a value-laden move which might deprioritize those underrepresented in the data or the world, as well as societal and evaluator needs and preferences. Extensive research in ML fairness and related fields has considered alternatives, but we found no such discussions among the papers we examined.

Choices of datasets are revealing. They are often driven purely by past work, so as to demonstrate improvement over a previous baseline (see also §5.4). Another common justification for using a certain dataset is applicability to the "real world". Assumptions about how to characterize the "real world" are value-laden. One common assumption is the availability of very large datasets. However, presupposing the availability of large datasets is power centralizing because it encodes favoritism to those with resources to obtain and process them [16]. Further overlooked assumptions include that the real world is binary or discrete, and that datasets come with a predefined ground-truth label for each example, presuming that a true label always exists "out there" independent of those carving it

By challenging a politically neutral conception of the top values in machine learning research, this paper also contributes to the literature in philosophy. Philosophers of science have been working to understand the roles of values in science for decades. For example, Thomas Kuhn [25] presented a list of five scientific values which he deems as important in scientific research (accuracy, consistency, scope, simplicity, and fruitfulness). Helen Longino [27] and others have argued that prominent values are politically loaded, focusing mostly on how some of these values function in disciplines such as biology and social sciences. However, "technical" values, such as accuracy, are often left out of this type of critical discussion. Our paper shows that even the "technical" values aren't politically neutral, and it does so in the context of machine learning, which is often conceived as a less politically loaded discipline than biology or social sciences.

To avoid the impression that we are drawing attention to anything special about these randomly chosen example sentences, we omit attribution, and include a list of all annotated papers in the Appendix.
Table 3: Random examples of generalization, the third most common emergent value.

"The range of applications that come with generative models are vast, where audio synthesis [55] and semi-supervised classification [38, 31, 44] are examples hereof."

"Furthermore, the infinite limit could conceivably make sense in deep learning, since over-parametrization seems to help optimization a lot and doesn’t hurt generalization much [Zhang et al., 2017]: deep neural nets with millions of parameters work well even for datasets with 50k training examples."

"Combining the optimization and generalization results, we uncover a broad class of learnable functions, including linear functions, two-layer neural networks with polynomial activation $\phi(z) = z^{2L}$ or cosine activation, etc."

out, defining and labelling it. This contrasts against marginalized scholars’ calls for ML models that allow for non-binaries, plural truths, contextual truths, and many ways of being [13, 18, 26].

The prioritization of performance values also requires scrutiny. Valuing these properties is so entrenched in the field that generic success terms, such as "success", "progress", or "improvement" are often used as synonyms for performance and accuracy. However, one might alternatively invoke generic success to mean increasingly safe, consensual, or participatory ML that reckons with impacted communities and the environment. In fact, "performance" itself is a general success term that could have been associated with properties other than accuracy and SOTA.

5.2 Generalization

A common way of appraising the merits of one’s work in ML is to claim that it generalizes well. Typically, generalization is understood in terms of performance or accuracy: a model generalizes when it achieves good performance on a range of samples, datasets, domains, or applications. Uplifting generalization raises two kinds of questions. First, which datasets, domains, or applications show that the model generalizes well? Typically, a paper shows that a model generalizes by showing that it performs well on multiple tasks or datasets. However, the choice of particular tasks and datasets is rarely justified; the choice of tasks can often seem arbitrary, and authors rarely present evidence that their results will generalize to more realistic settings, or help to directly address societal needs.

Second, uplifting generalization itself reveals substantive assumptions. The prizing of generalization means that there is an incentive to harvest many datasets from a variety of domains, and to treat these as the only datasets that matter for that space of problems. Generalization thus prioritizes distilling every scenario down to a common set of representations or affordances, rather than treating each setting as unique. Critical scholars have advocated for valuing context, which stands at the opposite side of striving for generalization [13]. Others have argued that this kind of totalizing lens (in which model developers have unlimited power to determine how the world is represented) leads to representational harms, due to applying a single representational framework to everything [14, 1].

Finally, the belief that generalization is even possible implicitly assumes a conservative approach in which new data will be sufficiently similar to previously seen data. When used in the context of ML, the assumption that the future resembles the past is often problematic as past societal stereotypes and injustice can be encoded in the process [33]. Furthermore, to the extent that predictions are performative [35], especially predictions that are enacted, those ML models which are deployed to the world will contribute to shaping social patterns. No papers attempt to counteract this quality or acknowledge its presence.

5.3 Efficiency

Efficiency is another common value in ML research. Abstractly, saying that a model is efficient typically means saying that the model uses less of some resource, such as time, memory, energy, or number of labeled examples. In practice however, efficiency is commonly referenced to imply the ability to scale up: a more efficient inference method allows you to do inference in much larger models or on larger datasets, using the same amount of resources. This is reflected in our value annotations, where 72% of papers mention valuing efficiency, but only 14% of those value requiring few resources. In this way, valuing efficiency facilitates and encourages the most powerful actors to scale up their computation to ever higher orders of magnitude, making their models even less...
Table 4: Random examples of efficiency, the fourth most common emergent value.

"Our model allows for controllable yet efficient generation of an entire news article – not just the body, but also the title, news source, publication date, and author list."

"We show that Bayesian PMF models can be efficiently trained using Markov chain Monte Carlo methods by applying them to the Netflix dataset, which consists of over 100 million movie ratings."

"In particular, our EfficientNet-B7 surpasses the best existing GPipe accuracy (Huang et al., 2018), but using 8.4x fewer parameters and running 6.1x faster on inference."

Table 5: Random examples of building on past work and novelty, the second and sixth most common emergent values, respectively.

Building on past work

"Recent work points towards sample complexity as a possible reason for the small gains in robustness: Schmidt et al. [41] show that in a simple model, learning a classifier with non-trivial adversarially robust accuracy requires substantially more samples than achieving good ‘standard’ accuracy."

"Experiments indicate that our method is much faster than state of the art solvers such as Pegasos, TRON, SVMperf, and a recent primal coordinate descent implementation."

"There is a large literature on GP (response surface) optimization."

Novelty

"In this paper, we propose a video-to-video synthesis approach under the generative adversarial learning framework."

"Third, we propose a novel method for the listwise approach, which we call ListMLE."

"The distinguishing feature of our work is the use of Markov chain Monte Carlo (MCMC) methods for approximate inference in this model."

accessible to those without resources to use them and decreasing the ability to compete with them. Alternative usages of efficiency could encode accessibility instead of scalability, aiming to create more equitable conditions for ML research.

5.4 Novelty and Building on Past Work

Most authors devote space in the introduction to positioning their paper in relation to past work, and describing what is novel. Mentioning past work serves to signal awareness of related publications, to establish the new work as relevant to the community, and to provide the basis upon which to make claims about what is new. Novelty is sometimes suggested implicitly (e.g., "we develop" or "we propose"), but frequently it is emphasized explicitly (e.g. "a new algorithm" or "a novel approach").

This combined focus on novelty and building on recent work establishes a continuity of ideas, and might be expected to contribute to the self-correcting nature of science [29]. However, this is not always the case [21] and attention to the ways novelty and building on past work are implemented reveals value commitments. We find a clear emphasis on technical novelty, rather than critique of past work, or demonstration of measurable progress on societal problems, as has previously been observed [40]. Although introductions sometimes point out limitations of past work (so as to further emphasize the contributions of their own paper), they are rarely explicitly critical of other papers in terms of methods or goals. Indeed, papers uncritically reuse the same datasets for years or decades to benchmark their algorithms, even if those datasets fail to represent more realistic contexts in which their algorithms will be used [21]. Novelty is denied to work that rectifies socially harmful aspects of existing datasets in tandem with strong pressure to benchmark on them and thereby perpetuate their use, enforcing a fundamentally conservative bent to ML research.

6 Corporate Affiliations and Funding

Our analysis shows substantive and increasing corporate presence in the most highly-cited papers. In 2008/09, 24% of the top cited papers had corporate affiliated authors, and in 2018/19 this statistic
almost tripled, to 71%. Furthermore, we also find a much greater concentration of a few large tech firms, such as Google and Microsoft, with the presence of these “big tech” firms (as identified in [4]) increasing more than fivefold, from 11% to 58% (see Figure 2). The fraction of the annotated papers with corporate ties, by author affiliation or funding, dramatically increased from 43% in 2008/09 to 79% in 2018/19. In addition, we found paramount domination of elite universities in our analysis as shown in Figure 3. Of the total papers with university affiliations, we found 82% were from elite universities (defined as the top 50 universities by QS World University Rankings, following past work [4]). These findings are consistent with previous work indicating a pronounced corporate presence in ML research. In an automated analysis of peer-reviewed papers from 57 major computer science conferences, Ahmed and Wahed [4] show that the share of papers that have at least one corporate affiliated co-author increased from 10% in 2005 for both ICML and NeurIPS to 30% and 35% respectively in 2019. Our analysis shows that corporate presence is even more pronounced in those papers from ICML and NeurIPS that end up receiving the most citations.

The influence of powerful players in ML research is consistent with field-wide value commitments that centralize power. Others have also argued for causal connections. For example, Abdalla and Abdalla [2] argue that big tech sway and influence academic and public discourse using strategies which closely resemble strategies used by Big Tabacco.

Moreover, examining the prevalent values of big tech, critiques have repeatedly pointed out that objectives such as efficiency, scale, and wealth accumulation [33, 34, 19] drive the industry at large, often at the expense of individuals rights, respect for persons, consideration of negative impacts, beneficence, and justice. Thus, the top stated values of ML that we presented in this paper such as performance, generalization, and efficiency may not only enable and facilitate the realization of big tech’s objectives, but also suppress values such as beneficence, justice, and inclusion. A “state-of-the-art” large image dataset, for example, is instrumental for large scale models, further benefiting ML researchers and big tech in possession of huge computing power. In the current climate where values such as accuracy, efficiency, and scale, as currently defined, are a priority, user safety, informed consent, or participation may be perceived as costly and time consuming, evading social needs.

7 Discussion and Related Work

ML research is often perceived as value-neutral, and emphasis is placed on positive applications or potential. This fits into a historical strain of thinking which has tended to frame technology as “neutral”, based on the notion that new technologies can be unpredictably applied for both beneficial
and harmful purposes [43]. Ironically, this claim of neutrality frequently serves as an insulation from critiques of AI and as a permission to emphasize the benefits of AI [38, 41]. Although it is rare to see anyone explicitly argue in print that ML is neutral, related ideas are part of contemporary conversation, including these canonical claims: long term impacts are too difficult to predict; sociological impacts are outside the expertise or purview of ML researchers [20]; critiques of AI are really misdirected critiques of those deploying AI with bad data ("garbage in, garbage out"), again outside the purview of many AI researchers; and proposals such as broader impact statements represent merely a "bureaucratic constraint" [3]. A recent qualitative analysis of required broader impact statements from NeurIPS 2020 similarly observed that these statements leaned towards positive consequences (often mentioning negative consequences only briefly and in some cases not at all), emphasized uncertainty about how a technology might be used, or simply omit any discussion of societal consequences altogether [31].

Importantly, there is a foundational understanding in Science, Technology, and Society Studies (STSS), Critical Theory, and Philosophy of Science that science and technologies are inherently value-laden, and these values are encoded in technological artifacts, many times in contrast to a field’s formal research criteria, espoused consequences, or ethics guidelines [44, 11, 9]. There is a long tradition of exposing and critiquing such values in technology and computer science. For example, Winner [44] introduced several ways technology can encode political values. This work is closely related to Rogaway [37], who notes that cryptography has political and moral dimensions and argues for a cryptography that better addresses societal needs. Weizenbaum [42] argued in 1976 that the computer has from the beginning been a fundamentally conservative force which solidified existing power: in place of fundamental social changes, he argued, the computer renders technical solutions that allow existing power hierarchies to remain intact.

Our paper extends these critiques to the field of ML. It is a part of a rich space of interdisciplinary critiques and alternative lenses used to examine the field. Works such as [30, 10] critique AI, ML, and data using a decolonial lens, noting how these technologies replicate colonial power relationships and values, and propose decolonial values and methods. Others [9, 32, 15] examine technology and data science from an anti-racist and intersectional feminist lens, discussing how our infrastructure has largely been built by and for white men; D’Ignazio and Klein [15] present a set of alternative principles and methodologies for an intersectional feminist data science. Similarly, Kalluri [22] denotes that the core values of ML are closely aligned with the values of the most privileged and outlines a vision where ML models are used to shift power from the most to the least powerful. Dotan and Milli [16] argue that the rise of deep learning is value-laden, promoting the centralization of power among other political values. Many researchers, as well as organizations such as Data for Black Lives, the Algorithmic Justice League, Our Data Bodies, the Radical AI Network, Indigenous AI, Black in AI, and Queer in AI, explicitly work on continuing to uncover particular ways technology in general and ML in particular can encode and amplify racist, sexist, queerphobic, transphobic, and otherwise marginalizing values [12, 36].

We present this paper in part in order to expose the contingency of the present state of the field; it could be otherwise. For individuals, communities, and institutions wading through difficult-to-pin-down values of the field, as well as those striving toward alternative values, it is a useful tool to have a characterization of the way the field is now, for understanding, shaping, dismantling, or transforming what is, and for articulating and bringing about alternative visions.

As with all methods, our chosen approach — coding important sections of highly-cited papers — has limitations. Most notably, this approach requires human expertise and does not automatically scale or generalize to other data, which limits our ability to draw strong conclusions about other conferences or different years. Similarly, this approach is less reproducible than fully automated approaches, and for both our final list of values and specific annotation of individual sentences, different researchers might make somewhat different choices. However, given the overwhelming presence of certain values, the high agreement rate among annotators, and the similarity of observations made by our team, we strongly believe other researchers following a similar approach would reach similar conclusions about what values are most frequently uplifted by the most influential papers in this field. Lastly, we cannot claim to have identified every relevant value in ML. However, by including important ethical values identified by past work, and specifically looking for these, we can confidently assert their relative absence in this set of papers, which captures an important aspect of influential work in ML.
8 Conclusion

We reject the vague conceptualization of the discipline of ML as value-neutral. Instead, we investigate the ways that the discipline of ML is inherently value-laden. Our analysis of highly influential papers in the discipline finds that they not only favor the needs of research communities and large firms over broader social needs, but also that they take this favoritism for granted. The favoritism manifests in the choice of projects, the lack of consideration of potential negative impacts, and the prioritization and operationalization of values such as performance, generalization, efficiency, and novelty. These values are operationalized in ways that disfavor societal needs, usually without discussion or acknowledgment. Moreover, we uncover an overwhelming and increasing presence of big tech and elite universities in highly cited papers, which is consistent with a system of power-centralizing value-commitments. The upshot is that the discipline of ML is not value-neutral. We find that it is socially and politically loaded, frequently neglecting societal needs and harms, while prioritizing and promoting the concentration of power in the hands of already powerful actors.
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A Appendix

A.1 Relevance to NeurIPS

The ML community has recently introduced a number of efforts to understand the societal impacts of the field, such as NeurIPS’s requirement for the inclusion of broader impacts statements for all submitted papers in 2020, the Resistance AI Workshop at NeurIPS 2020 which investigated how AI concentrates power, and the Navigating the Broader Impacts of AI Research Workshop at NeurIPS 2020 which sought to understand the impacts of ML research as a whole on society. Understanding the social impact of a paper, let alone the discipline, is difficult. Merely looking at various benchmarks, abstract assessments, or broader impact statements, for example, is insufficient to get at the many concrete impacts encoded in the research itself. This paper attempts to begin to bridge this gap by seeking to understand the value commitments in papers published at NeurIPS and a closely related conference, ICML. As such, this paper is highly relevant and a timely contribution to the NeurIPS audience. As research into technical ML topics – reinforcement learning, deep learning, optimization, etc. – are core to NeurIPS, it is apparent that it is increasingly important and of interest to understand where these research areas stand with regard to societal impact, both in a positive and negative manner, as well as the benefits they bring and to whom.

A.2 Additional Methodological Details

A.2.1 Data Sources

To determine the most-cited papers from each conference, we rely on the publicly-available Semantic Scholar database [5], which includes bibliographic information for scientific papers, including citation counts. Using this data, we chose the most cited papers from each of 2008, 2009, 2018, 2019 published at NeurIPS and ICML.

Like all bibliographic databases, Semantic Scholar is imperfect. Upon manual review, we wish to document that our selection includes one paper that was actually published in 2010, and one that was retracted from NeurIPS prior to publication (see §A.9 for details). In addition, the citations counts used to determine the most cited papers reflect a static moment in time, and may differ from other sources.

Because our artifacts of study are papers that have been previously published at NeurIPS or ICML, we surmise that the authors normatively expect and consent to their papers and themselves as authors being referenced and analyzed in future papers, e.g. this paper. Accordingly, we chose not to seek explicit permission from the original authors to reference, annotate, and analyze their papers. The annotations we generated do not introduce any new personally identifying information or offensive content. The sentences from the original published papers are necessarily part of our annotations; to the extent that these papers have these issues, these sentences may contain personally identifying information or offensive content. Given the original authors contributed their work to the same venues as our own work, we believe that the potential to cause new harm from this inclusion is minimal.

A.2.2 Defining elite university

To determine the list of elite universities, we follow Ahmed and Wahed [4], and rely on the QS World University Rankings for the discipline of computer science. For 2018/19, we take the top 50 schools from the CS rankings for 2018. For 2008/09, we take the top 50 schools from the CS rankings for 2011, as the closest year for which data is available.

A.2.3 Defining big tech

We used Abdalla and Abdalla’s [2] criterion to what is considered "big tech", which is comprised of: Alibaba, Amazon, Apple, Element AI, Facebook, Google, Huawei, IBM, Intel, Microsoft, Nvidia, Open AI, Samsung, and Uber. Furthermore, we added DeepMind to this list, which Google acquired in 2014. We considered all other companies as "non-big tech".

[http://s2-public-api.prod.s2.allenai.org.corpus/](http://s2-public-api.prod.s2.allenai.org.corpus/)
A.3 Annotations

We include the annotations of all papers at https://github.com/wagnew3/The-Values-Encoded-in-Machine-Learning-Research. To present a birds-eye view of the value annotations, we present randomly selected examples of annotated sentences in section §A.8. In addition, here we present the frequency of occurrence for all values prior to clustering (see §A.4) in Figure A.1.

Figure A.1: Value occurrences across papers.

A.4 Value Hierarchy

During ongoing discussions held throughout the annotation process, several values emerged as particularly salient to all annotators, including Performance, Efficiency, Generalization, Novelty, and Building on Past Work. In some cases, these had strong overlap with related values (e.g., Performance is closely related to Accuracy). In other cases, we had annotated for several fine-grained values that we felt could be combined (e.g., Data Efficiency and Label Efficiency are types of Efficiency). As such, we decided to group together certain related sets of values into clusters for presentation in the main paper. The values that were combined into each cluster are listed in Table 6 below.

| Cluster               | Values                                                                 |
|-----------------------|------------------------------------------------------------------------|
| Performance values    | Performance, Accuracy, State-of-the-art                                |
| Building on past work | Building on classic work, Building on recent work                      |
| Generalization values | Generalization, Avoiding train/test discrepancy, Flexibility/extensibility |
| Efficiency values     | Efficiency, Data efficiency, Energy efficiency, Fast, Label efficiency, Low cost, Memory efficiency, Reduced training time |

A.5 Experiments with Using Text Classification to Identify Values

Although it was not our primary purpose in annotating highly-cited papers, we include here a brief report on using the annotations we generated as potential training data for classifiers that could in principle be used to estimate the prevalence of these values in a larger set of ML papers. This is something that we should approach with great caution for several reasons: i) we only have a relatively small training set of annotated examples with respect to machine learning best practices; ii) these annotations are taken from a non-random set of papers, and any models trained on these data may not generalize to all papers; iii) an automated approach will fail to detect additional, previously unobserved, emergent values; and iv) based on our experiences annotating these papers, we expect that many would be expressed subtly and in varied ways that would be difficult to detect automatically, at least without considerably more training data.

To present a baseline for testing the potential of this approach, while avoiding any biases that might be introduced by pretrained language models, we make use of simple regularized logistic regression classifiers operating on unigram features. We trained models separately for each value (for all values that had at least 20 relevant sentences, using all relevant sentences for the higher-order grouped values), treating each sentence as an instance with a binary label (present or not), tokenizing each sentence using spaCy and converting each to a binary feature representation indicating the presence
Figure A.2: Proportion of papers in from 2008–2020 (combining NeurIPS and ICML) predicted to have at least one sentence expressing each value (left), and estimated performance (F1) of the corresponding classifiers (right). Note that the overall performance of most classifiers is generally poor, indicating that the estimates on the left should be treated as unreliable in most cases. Grey bars represent the clustered values. Classifiers were not trained for values with less than 20 representative sentences.

| Value                               | F1 scores |
|-------------------------------------|-----------|
| Performance                         | 0.7       |
| Accuracy                            | 0.6       |
| State-of-the-art                    | 0.7       |
| Building On Recent Work             | 0.6       |
| Building on Classic Work            | 0.7       |
| Generalization                      | 0.6       |
| Generalization                      | 0.7       |
| Flexibility/Extensibility           | 0.5       |
| Efficiency                          | 0.7       |
| Low Cost                            | 0.8       |
| Data Efficiency                     | 0.7       |
| Label Efficiency                    | 0.6       |
| Fast                                | 0.7       |
| Reduced Training Time               | 0.6       |
| Memory Efficiency                   | 0.7       |
| Quantitative Evidence               | 0.5       |
| Novelty                             | 0.6       |
| Understanding (for Researchers)     | 0.7       |
| Applies To Real World               | 0.6       |
| Formal Description/Analysis         | 0.7       |
| Simplicity                          | 0.5       |
| Identifying Limitations             | 0.7       |
| Robustness                          | 0.6       |
| Unifying Ideas                      | 0.7       |
| Effectiveness                       | 0.6       |
| Theoretical Guarantees              | 0.7       |
| Scientific Methodology              | 0.6       |
| Used in practice/Popular            | 0.7       |
| Approximation                       | 0.5       |
| Large Scale                         | 0.7       |
| Scales Up                           | 0.6       |
| Successful                          | 0.7       |
| Qualitative Evidence                | 0.6       |
| Generality                          | 0.7       |
| Facilitating Use                    | 0.7       |
| Improvement                         | 0.6       |
| Useful                              | 0.7       |
| Reliable/Reliable                   | 0.5       |
| Practical                           | 0.7       |
| Requires Few Resources              | 0.6       |
| Realistic Output                    | 0.7       |
| Optimal                             | 0.5       |
| Security                            | 0.6       |
| Privacy                             | 0.7       |

or absence of each word in the vocabulary (all words occurring at least twice in the corpus). These choices were not tuned. We randomly selected 300 sentences to use as a held out test set (using the same test set for each value), and trained a model using the remaining data, using 5-fold cross validation to tune the regularization strength.

F1 scores on the test set for the various models are shown in Figure A.2 (right), and can generally be seen to be unimpressive. The F1 score for most values is on the order of 0.5 or less, and some values, even relatively common ones such as Unifying Ideas, ended up with an F1 score of 0. The most highly-weighted features for most classifiers were quite reasonable, but this is evidently a relatively difficult task, at least given this amount of data. The exceptions to this poor performance included the Performance-related values (Performance, Accuracy, and State-of-the-art), as well as Effectiveness, and Facilitating Use, all of which had F1 scores greater than 0.75, and most of which were typically represented by a relatively small set of terms (e.g., "accurate", "accuracy", "accurately", "inaccurate", "accuracies", "errors", etc. for Accuracy).

Although the poor performance of these classifiers means we should interpret any use of them with caution, we explore applying them to a broader set of papers for the sake of completeness. To do so,
we download pdfs of all papers published at NeurIPS and ICML for the years 2008 through 2020, convert these to text using pdftotext, and extract sentences from this text, excluding references, as well as very short sentences (less than 6 tokens) or lines without alphabetic characters. Note that due to the difficulty of automatically parsing papers into sections, these textual representations are not limited to the abstract, introduction, discussion, and conclusion, in contrast to our annotations, thus we would expect most values to occur more frequently, especially those that are likely to occur in sections about experiments and results.

We then apply the classifiers trained above to each sentence in each paper. For each value, we then compute the proportion of papers (combining NeurIPS and ICML for this entire time period) that had at least one sentence predicted to exhibit that value. The overall proportions are shown in Figure A.2 (left). As can be seen, the relative prevalence of values is broadly similar to our annotated sample, though many are predicted to occur with greater frequency, as expected. However, to reiterate, we should be highly skeptical of these findings, given the poor performance of the classifiers, and we can view this analysis to be useful more so to deepen our understanding of appropriate methodology.

Finally, as an additional exploration, we focus on the Performance-related values (Performance, Accuracy, and State-of-the-art), which represent the overall most prevalent cluster in our annotations and were relatively easy to identify using classification due to their typically simple and explicit expression. We plot the estimated frequency over time for both conferences. For NeurIPS, which has better archival practices, we extend the analysis back to 1987. We should again treat these results with caution, given all the caveats above, as well as the fact that we are now applying these classifiers outside the temporal range from which the annotations were collected. Nevertheless, the results, shown in Figure A.3, suggest that these values have gradually become more common in NeurIPS over time, reinforcing the contingent nature of the dominance of the current set of values. Further investigation is required, however, in order to verify this finding.

![Figure A.3](#)

Figure A.3: Proportion of papers per year (of those published in ICML and NeurIPS) that are classified as having at least one sentence expressing Performance, Accuracy, or State-of-the-art, (top, middle, and bottom), based on simple text classifiers trained on our annotations. Bands show ±2 standard deviations, reflecting the changing overall number of papers per year.

### A.6 Code and Reproducibility

Our code and annotations are available at https://github.com/wagnew3/The-Values-Encoded-in-Machine-Learning-Research. The text classification experiments were run on a 2019 Macbook Air.
A.7 Potential Negative Societal Impacts

Because this paper primarily relies on socially conscientious manual annotation of papers already published at NeurIPS and ICML, we believe that the potential negative societal impacts of carrying out these annotations and sharing them are minimal. However, we still briefly comment on this here.

First, in terms of the specific concerns highlighted in the NeurIPS call for papers, we believe our annotation work poses no risk to living beings, human rights concerns, threats to livelihoods, etc. Similarly, all annotators are co-authors on this paper, thus there was no risk to participants, beyond what we chose to take on for ourselves. We have further discussed these aspects of the data in §A.2.1.

Our computational experiments are done locally and have resource usage on par with everyday computer usage.

One area of potential concern to readers, particularly researchers, may be regarding adopting a punitive stance toward individuals, unintentionally casting certain authors in a negative light, or unintentionally contributing to harmful tensions within the ML community. We wish to directly express that throughout this paper we have sought to avoid punitive language toward individuals and adopt language emphasizing systematic patterns. In order to further minimize the former, we have chosen to include randomly selected examples omitting author attributions from quoted sources in the main paper. To complement this and meet the need for completeness, transparency, and reproducibility of our work, we include a full list of cited papers below, so as to acknowledge this work without drawing unnecessary attention to any one particular source.

Although our intention is to broaden and deepen the conversation, we acknowledge that some authors may perceive our work as being not representative of the type of work they would like to see at NeurIPS, and possibly detrimental to the conference. However, because of the prominence and influence of machine learning today, it is especially important to have these conversations at the premier venues, and we hope that our paper will be the basis for useful conversations and future work. As expressed in the main paper, these perceptions and norms may be precisely those that are more contingent than the community realizes; these norms may be shaped, dismantled, transformed, or reenvisioned for the better.

A.8 Random Examples

The list below contains 100 random examples drawn from the annotated data, along with the set of annotated values for each. These sentences were annotated for values within the context of the paper.

- The problem of minimizing the rank of a matrix variable subject to certain constraints arises in many fields including machine learning, automatic control, and image compression. Used in practice/Popular
- Locality-sensitive hashing [6] is an effective technique that performs approximate nearest neighbor searches in time that is sub-linear in the size of the database Approximation, Building on recent work, Effectiveness, Fast
- In the finite case, analysis of optimization and generalization of fully-trained nets is of course an open problem Formal description/analysis, Generalization
- So to achieve adversarial robustness, a classifier must generalize in a stronger sense. Generalization, Robustness
- Robustness to label corruption is similarly improved by wide margins, such that pre-training alone outperforms certain task-specific methods, sometimes even after combining these methods with pre-training. Performance, Robustness, Understanding (for researchers)
- RBMs have been particularly successful in classification problems either as feature extractors for text and image data (Gehler et al., 2006) or as a good initial training phase for deep neural network classifiers (Hinton, 2007). Building on recent work, Flexibility/Extensibility, Successful
- Our theoretical analysis naturally leads to a new formulation of adversarial defense which has several appealing properties; in particular, it inherits the benefits of scalability to large datasets exhibited by Tiny ImageNet, and the algorithm achieves state-of-the-art performance on a range of benchmarks while providing theoretical guarantees. Robustness, Scales up, Security, Theoretical guarantees
• The current paper focuses on the training loss, but does not address the test loss. Generalization

• This result is significant since stochastic methods are highly preferred for their efficiency over deterministic gradient methods in machine learning applications. Efficiency

• Ranking, which is to sort objects based on certain factors, is the central problem of applications such as information retrieval (IR) and information filtering. Applies to real world, Used in practice/Popular

• This subspace is important, because, when projected onto this subspace, the means of the distributions are well-separated, yet the typical distance between points from the same distribution is smaller than in the original space. Important

• Overall, the existence of such adversarial examples raises concerns about the robustness of current classifiers. Identifying limitations, Robustness

• We have shown that biased compressors if naively used can lead to bad generalization, and even non-convergence. Formal description/analysis, Generalization

• Bartlett and Mendelson [2002] provide a generalization bound for Lipschitz loss functions. Building on classic work, Generalization

• The principal advantage of taking this “lateral” approach arises from the fact that compact representation in trajectory space is better motivated physically than compact representation in shape space Realistic world model

• In this paper, we show that gradient descent on deep overparametrized networks can obtain zero training loss Formal description/analysis, Theoretical guarantees

• Moreover, web queries often have different meanings for different users (a canonical example is the query jaguar) suggesting that a ranking with diverse documents may be preferable. Diverse output, User influence

• We include human performance estimates for all benchmark tasks, which verify that substantial headroom exists between a strong BERT-based baseline and human performance. Learning from humans, Performance

• In this paper we propose a simple and fast algorithm SVP(Singular Value Projection) for rank minimization under affine constraints (ARMP) and show that SVP recovers the minimum rank solution for affine constraints that satisfy a restricted isometry property(RIP). Fast, Novelty, Simplicity

• We use standard formalization of multiclass classification, where data consists of sample x and its label y (an integer from 1 to k). Building on classic work

• A number of recent work has shown that the low rank solution can be recovered exactly via minimizing the trace norm under certain conditions (Recht et al., 2008a; Recht et al., 2008b; Candès and Recht, 2008). Building on recent work

• This difficulty has necessitated the use of a heuristic inference procedure, that nonetheless was accurate enough for successful learning. Accuracy, Successful

• We illustrate such potential by measuring search space properties relevant to architecture search. Quantitative evidence (e.g. experiments)

• Deep architectures consist of feature detector units arranged in layers. Lower layers detect simple features and feed into higher layers, which in turn detect more complex features. Simplicity

• This makes the updates hard to massively parallelize at a coarse, dataparallel level (e.g., by computing the updates in parallel and summing them together centrally) without losing the critical stochastic nature of the updates. Large scale, Parallelizability / distributed

• This suggests future work on model robustness should evaluate proposed methods with pretraining in order to correctly gauge their utility, and some work could specialize pretraining for these downstream tasks. Robustness

• Adversarial training remains among the most trusted defenses, but it is nearly intractable on largescale problems. Scales up, Security
For complex robots such as humanoids or light-weight arms, it is often hard to model the system sufficiently well and, thus, modern regression methods offer a viable alternative [7,8].

**Realistic world model**

In contrast to prior work that operates in this goal-setting model, we use states as goals directly, which allows for simple and fast training of the lower layer. **Reduced training time, Simplicity**

Meanwhile, using less resources tends to produce less compelling results (Negrinho and Gordon, 2017; Baker et al., 2017a). **Requires few resources**

This finding represents an exciting opportunity for defense against neural fake news: the best models for generating neural disinformation are also the best models at detecting it. **Applies to real world**

Our strong empirical results suggest that randomized smoothing is a promising direction for future research into adversarially robust classification. **Quantitative evidence (e.g. experiments), Robustness, Security**

We then turn our attention to identifying the roots of BatchNorm’s success. **Successful, Understanding (for researchers)**

We also report the results of large-scale experiments comparing these three methods which demonstrate the benefits of the mixture weight method: this method consumes less resources, while achieving a performance comparable to that of standard approaches. **Large scale, Performance, Requires few resources**

This paper does not cover the generalization of over-parameterized neural networks to the test data. **Avoiding train/test discrepancy, Generalization**

While there has been success with robust classifiers on simple datasets [31, 36, 44, 48], more complicated datasets still exhibit a large gap between “standard” and robust accuracy [3, 11]. **Applies to real world, Robustness, Successful**

In this paper, we have shown theoretically how independence between examples can make the actual effect much smaller. **Novelty, Theoretical guarantees**

We provide empirical evidence that several recently-used methods for estimating the probability of held-out documents are inaccurate and can change the results of model comparison. **Accuracy, Building on recent work, Quantitative evidence (e.g. experiments)**

This agreement is robust across different architectures, optimization methods, and loss functions **Robustness**

Unfortunately, due to the slow-changing policy in an actor-critic setting, the current and target value estimates remain too similar to avoid maximization bias. **Accuracy**

As a future work, we are pursuing a better understanding of probabilistic distributions on the Grassmann manifold. **Understanding (for researchers)**

We also view these results as an opportunity to encourage the community to pursue a more systematic investigation of the algorithmic toolkit of deep learning and the underpinnings of its effectiveness. **Effectiveness, Understanding (for researchers)**

This challenge is further exacerbated in continuous state and action spaces, where a separate actor network is often used to perform the maximization in Q-learning. **Performance**

The vulnerability of neural networks to adversarial perturbations has recently been a source of much discussion and is still poorly understood. **Robustness, Understanding (for researchers)**

Most of the evaluation methods described in this paper extend readily to more complicated topic models—including non-parametric versions based on hierarchical Dirichlet processes (Teh et al., 2006)—since they only require a MCMC algorithm for sampling the latent topic assignments z for each document and a way of evaluating probability P(w | z, Φ, αm). **Flexibility/Extensibility, Understanding (for researchers)**

In a formulation closely related to the dual problem, we have: \( \hat{w} = \arg\min_w F(w) \leq c \) \( n \sum_{i=1}^{n} (\ell(hw, xii, yi)) \) (2) where, instead of regularizing, a hard restriction over the parameter space is imposed (by the constant c). **Formal description/analysis**
Second, we evaluate a surrogate loss function from four aspects: (a) consistency, (b) soundness, (c) mathematical properties of continuity, differentiability, and convexity, and (d) computational efficiency in learning. **Efficiency**

This leads to two natural questions that we try to answer in this paper: (1) Is it feasible to perform optimization in this very large feature space with cost which is polynomial in the size of the input space? **Performance**

Despite its pervasiveness, the exact reasons for BatchNorm’s effectiveness are still poorly understood. **Understanding (for researchers)**

We have presented confidenceweighted linear classifiers, a new learning method designed for NLP problems based on the notion of parameter confidence. **Novelty**

In addition, the experiments reported here suggest that (like other strategies recently proposed to train deep deterministic or stochastic neural networks) the curriculum strategies appear on the surface to operate like a regularizer, i.e., their beneficial effect is most pronounced on the test set. **Beneficence, Quantitative evidence (e.g. experiments)**

These give further inside into hash-spaces and explain previously made empirical observations. **Understanding (for researchers)**

This means that current algorithms reach their limit at problems of size 1TB whenever the algorithm is I/O bound (this amounts to a training time of 3 hours), or even smaller problems whenever the model parametrization makes the algorithm CPU bound. **Memory efficiency, Reduced training time**

Much of the results presented were based on the assumption that the target distribution is some mixture of the source distributions. **Valid assumptions**

Empirical investigation revealed that this agrees well with actual training dynamics and predictive distributions across fully-connected, convolutional, and even wide residual network architectures, as well as with different optimizers (gradient descent, momentum, mini-batching) and loss functions (MSE, cross-entropy). **Generalization, Quantitative evidence (e.g. experiments), Understanding (for researchers)**

We design a new spectral norm that encodes this a priori assumption, without the prior knowledge of the partition of tasks into groups, resulting in a new convex optimization formulation for multi-task learning. **Novelty**

Recent progress in natural language generation has raised dual-use concerns. **Progress**

These kernel functions can be used in shallow architectures, such as support vector machines (SVMs), or in deep kernel-based architectures that we call multilayer kernel machines (MKMs). **Flexibility/Extensibility**

Using MCMC instead of variational methods for approximate inference in Bayesian matrix factorization models leads to much larger improvements over the MAP trained models, which suggests that the assumptions made by the variational methods about the structure of the posterior are not entirely reasonable. **Understanding (for researchers)**

In particular, the deep belief network (DBN) (Hinton et al., 2006) is a multilayer generative model where each layer encodes statistical dependencies among the units in the layer below it; it is trained to (approximately) maximize the likelihood of its training data. **Approximation, Data efficiency**

Furthermore, the learning accuracy and performance of our LGP approach will be compared with other important standard methods in Section 4, e.g., LWPR [8], standard GPR [1], sparse online Gaussian process regression (OGP) [5] and $\nu$-support vector regression ($\nu$-SVR) [11], respectively. **Accuracy, Performance, Quantitative evidence (e.g. experiments)**

- propose a simple method based on weighted minibatches to stochastically train with arbitrary weights on the terms of our decomposition without any additional hyperparameters. **Efficiency, Simplicity**

For example, Ng (2004) examined the task of PAC learning a sparse predictor and analyzed cases in which an $\ell_1$ constraint results in better solutions than an $\ell_2$ constraint. **Building on recent work**
• Graph Convolutional Networks (GCNs) (Kipf and Welling, 2017) are an efficient variant of Convolutional Neural Networks (CNNs) on graphs. GCNs stack layers of learned first-order spectral filters followed by a nonlinear activation function to learn graph representations.

Efficiency
• This is a linear convergence rate. Building on recent work, Efficiency, Quantitative evidence (e.g. experiments), Theoretical guarantees

• However, as we observe more interactions, this could emerge as a clear feature. Building on recent work, Data efficiency

• Here we propose the first method that supports arbitrary low accuracy and even biased compression operators, such as in (Alistarh et al., 2018; Lin et al., 2018; Stich et al., 2018). Accuracy, Novelty

• Much recent work has been done on understanding under what conditions we can learn a mixture model. Understanding (for researchers)

• For this reason, we present an extension of the standard greedy OMP algorithm that can be applied to general structured sparsity problems, and more importantly, meaningful sparse recovery bounds can be obtained for this algorithm. Building on recent work

• In this paper we show that this assumption is indeed necessary: by considering a simple yet prototypical example of GAN training we analytically show that (unregularized) GAN training is not always locally convergent Formal description/analysis

• Overestimation bias is a property of Q-learning in which the maximization of a noisy value estimate induces a consistent overestimation Accuracy

• This drawback prevents GPR from applications which need large amounts of training data and require fast computation, e.g., online learning of inverse dynamics model for model-based robot control Fast, Large scale

• This is problematic since we find there are techniques which do not comport well with pre-training; thus some evaluations of robustness are less representative of real-world performance than previously thought. Applies to real world, Performance, Robustness

• Approximation of this prior structure through simple, efficient hyperparameter optimization steps is sufficient to achieve these performance gains Approximation, Efficiency, Performance, Simplicity

• The second mysterious phenomenon in training deep neural networks is “deeper networks are harder to train.” Performance

• However, the definition of our metric is sufficiently general that it could easily be used to test, for example, invariance of auditory features to rate of speech, or invariance of textual features to author identity. Generalization

• In Sec. 6 we test the proposed algorithm for face recognition and object categorization tasks. Applies to real world, Quantitative evidence (e.g. experiments)

• It is possible to train classification RBMs directly for classification performance; the gradient is fairly simple and certainly tractable. Performance

• Figure 1 contrasts these two approaches. Defining and evaluating models using ODE solvers has several benefits: Beneficence

• They claim to achieve 12% robustness against non-targeted attacks that are within an ‘2 radius of 3 (for images with pixels in [0, 1]). Generalization, Robustness

• Two commonly used penalties are the 1- norm and the square of the 2-norm of w. Used in practice/Popular

• What should platforms do? Video-sharing platforms like YouTube use deep neural networks to scan videos while they are uploaded, to filter out content like pornography (Hosseini et al., 2017). Applies to real world

• We mention various properties of this penalty, and provide conditions for the consistency of support estimation in the regression setting. Finally, we report promising results on both simulated and real data Applies to real world
There could be a separate feature for “high school student,” “male,” “athlete,” and “musician” and the presence or absence of each of these features is what defines each person and determines their relationships. **Building on recent work**

So, the over-parameterized convergence theory of DNN is much simpler than that of RNN. **Simplicity, Understanding (for researchers)**

Other threat models are possible: for instance, an adversary might generate comments or have entire dialogue agents, they might start with a human-written news article and modify a few sentences, and they might fabricate images or video. **Learning from humans**

More generally, we hope that future work will be able to avoid relying on obfuscated gradients (and other methods that only prevent gradient descent-based attacks) for perceived robustness, and use our evaluation approach to detect when this occurs. **Generality, Robustness**

For example, the learned linear combination does not consistently outperform either the uniform combination of base kernels or simply the best single base kernel (see, for example, UCI dataset experiments in [9, 12], see also NIPS 2008 workshop). **Performance**

Our main contributions are: • We analyze GP-UCB, an intuitive algorithm for GP optimization, when the function is either sampled from a known GP, or has low RKHS norm. **Optimal**

For the standard linear setting, Dani et al. (2008) provide a near-complete characterization explicitly dependent on the dimensionality. In the GP setting, the challenge is to characterize complexity in a different manner, through properties of the kernel function. **Building on classic work**

This allows us to map each architecture A to its approximate hyperparameter optimized accuracy. **Accuracy**

Unfortunately, they could only apply their method to linear networks. **Flexibility/Extensibility**

The strength of the adversary then allows for a trade-off between the enforced prior, and the data-dependent features. **Understanding (for researchers)**

We observe that the computational bottleneck of NAS is the training of each child model to convergence, only to measure its accuracy whilst throwing away all the trained weights. **Accuracy**

We show that the number of subproblems need only be logarithmic in the total number of possible labels, making this approach radically more efficient than others. **Efficiency**

We establish a new notion of quadratic approximation of the neural network, and connect it to the SGD theory of escaping saddle points. **Novelty, Unifying ideas or integrating components**

In this work, we decompose the prediction error for adversarial examples (robust error) as the sum of the natural (classification) error and boundary error, and provide a differentiable upper bound using the theory of classification-calibrated loss, which is shown to be the tightest possible upper bound uniform over all probability distributions and measurable predictors. **Accuracy, Robustness, Theoretical guarantees**

A limit on the number of queries can be a result of limits on other resources, such as a time limit if inference time is a bottleneck or a monetary limit if the attacker incurs a cost for each query. **Applies to real world, Low cost, Requires few resources**

Preliminary experiments demonstrate that it is significantly faster than batch alternatives on large datasets that may contain millions of training examples, yet it does not require learning rate tuning like regular stochastic gradient descent methods. **Quantitative evidence (e.g. experiments), Reduced training time**

SuperGLUE is available at super.gluebenchmark.com. **Facilitating use (e.g. sharing code)**
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