Reliability Analysis of Common Cause Failure Multistate System Based on CUGF
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Abstract This paper addresses the problem of mixed uncertainty in the reliability analysis of multistate systems under common cause failure conditions. Combining the cloud model theory, universal generation function (UGF) method, and common cause failure theory, the universal generation function method is extended based on a probabilistic cloud model, i.e., the cloud universal generation function (CUGF) analysis method. The cloud model represents the random and cognitive uncertainty of the state probability, i.e., mixed uncertainty. Next, through CUGF, according to the calculation rules of cloud operators, we provide steps to obtain the reliability of a multistate system under independent failure and common cause failure conditions and obtain cloud digital features for reliability. The accuracy and feasibility of the method are verified by a numerical example. This paper solves the problem of reliability analysis of multistate systems with mixed uncertainty in unit state probability information under common cause failure conditions. We integrate system multistate, information uncertainty, and common cause failure for reliability analysis to avoid large errors, more in line with a project’s actual situation. We propose new ideas and methods to process randomness and fuzzy information or data in multistate system reliability analysis.

1. Introduction

Traditional system reliability analysis generally assumes that the state of a system and unit is normal or fully failed. This is often referred to as a two-state system. Due to the complexity of the system structure, environmental factors, working conditions, and efficiency changes, reliability analysis using a two-state correlation theory system is no longer applicable in practical engineering. There are several transitional states of a system and unit between normal and complete failures, and each exists with a certain probability. A multistate system (MSS) generally refers to a situation in which complex systems and units can have different states, characterized by different levels of performance. MSS research has entered the mainstream. In the 1970s, Barton [1], Murchland [2], Barlow and Wu [3], and El-Neveihi [4] successively proposed and improved the concept and related theory of MSS. Since the introduction of MSS reliability theory, many results have been produced that are widely used in fields including machinery [5–8], electric power [9–12], aerospace [13–15], and networks [16–19]. Reliability analysis of an MSS is more complicated than that of two-state systems. Lisnianski and Levitin [20] studied MSS reliability theory and analytical methods in application. There are four main methods for MSS reliability analysis and evaluation: the structural function method [20–23], stochastic process method [24–26], Monte Carlo simulation [27–29], and universal generative function (UGF) method [20, 30–32]. The structural function method, stochastic process, and Monte Carlo simulation for complex large-scale MSS analysis are time-consuming and can result in a “state dimension explosion” in the calculation process. UGF can reduce computational complexity, improve efficiency, and quickly solve the problem of large-scale, complex MSS reliability analysis. Ushakov [33, 34] proposed UGF, and Lisnianski [20] and
Levitin [30] introduced the UGF method to the field of MSS reliability, where it has been widely used. The classical UGF method is based on two hypotheses [15, 35]: (1) each state probability of a subsystem or unit of an MSS can be accurately measured by probability; and (2) the performance status of a subsystem or unit is accurate.

In engineering practice, due to the complexity of the system structure and the insufficient number of test samples, accurate values of the state performance level and state probability of each component are difficult to obtain, but upper and lower limits of the unit state probability are easier to obtain. Therefore, the probability-based method is no longer applicable. Nonprobabilistic methods such as fuzzy theory [36], interval theory [37], and evidence theory [38, 39] have been successively proposed and developed and gradually became means of MSS reliability analysis under uncertainty. Uncertainty can be categorized as either random or cognitive [40], the former consisting of variability and randomness of a unit and the latter caused by incomplete and inaccurate knowledge or data [41]. Scholars have promoted the classic UGF method according to the above nonprobabilistic methods. Ding [35, 42] defined a fuzzy MSS system. Given fuzzy state performance and fuzzy state probability, the fuzzy general generation function was proposed to analyze and evaluate fuzzy MSS reliability. Based on interval theory, Li [43] converted the fuzzy numbers to interval numbers and used the interval general generation function to evaluate the reliability of an MSS system. Destercke and Sallak [44] applied the evidence general generation function to extend UGF to assess the reliability of an MSS. However, these methods have certain limitations regarding the reliability analysis of an MSS with mixed uncertainty information. The fuzzy UGF method can easily lose part of the information in a subsystem or unit, and the calculation process is complicated and costly [45]. The interval expansion and overevaluation of the interval UGF method limit the accuracy of reliability. The evidence UGF cannot determine MSS reliability from fuzzy information. MSS unit status probability information and performance levels are mainly derived from historical data, test data, expert experience, and field-use data. These data have mixed problems of randomness and fuzziness. It is difficult to accurately analyze mixed uncertainty information with these methods. The application cloud model can represent the mixed uncertainty of state probability and performance level information of each unit of the MSS [45]. Deyi [46, 47] proposed a cloud theory whose core was a cloud model, combining random and fuzzy characteristics. Reliability analysis using a cloud model solves mixed uncertainty problems such as random and fuzzy MSS information [47]. Reliability data in engineering practice are often random and fuzzy. A cloud model represents the uncertainty of unit or subsystem state probability and state performance information, and the cloud universal generating function (CUGF) and MSS reliability analysis are more in line with a project’s actual situation.

When analyzing MSS reliability, failures between units are usually assumed to be independent, but this often does not reflect real engineering situations. Failures between units are not independent, but there is related failure. Complex MSS ignores related failures, and the calculated results produce certain errors. Common cause failure is a common form of related failure in which two or more units fail together for common external or internal reasons, and, regarding the failure of MSS common cause, failure has been studied by both explicit and implicit methods. The former are usually used when the cause of failure is obvious and can be incorporated in the fault tree model as an independent basic event, and implicit modeling is used when the cause is more complicated. Levitin [48] and Liyang [49] used the general generation function to analyze the reliability of an irreparable MSS with common cause failure. Levitin [50] analyzed common cause failures in common source failures. Jinyu and Liyang [51] discussed the mechanism of common cause failure and its effect. Based on the load discretization method and UGF, a quantitative evaluation model of MSS reliability was established. Chunyang [52] established and optimized an MSS reliability model considering common cause failure. Mi [53] combined common cause failure and the evidence general generation function to analyze the reliability of an MSS with uncertain information. The common cause probability reflects the complexity of the MSS structure, subjectivity of expert experience, and errors in the test data. The above analysis does not consider the uncertainty of the common cause failure probability. Information uncertainty and related failure will be a primary direction of future complex system reliability research. This paper combines the uncertainty of MSS unit state probability information and common cause failure information uncertainty in reliability analysis.

The rest of this paper is organized as follows. Section 2 introduces the cloud model used to represent the theoretical knowledge of information uncertainty. Section 3 reviews the traditional UGF and CUGF modeling methods. Section 4 introduces the CUGF modeling method due to the uncertainty of the failure probability and the common cause failure condition. In Section 5, we provide the example of a series-parallel structure MSS system of fluid transmission; we compare and analyze the reliability of MSS under independent interruption and common cause failure. In Section 6, we provide our conclusions and discuss future prospects.

2. Cloud Model

2.1. Definition and Digital Characteristics of the Cloud

2.1.1. Definition of Cloud. The set quantity domain $U$ is represented by an exact value. The qualitative concept on $U$ is $C$. The quantitative value $x \in U$ has a stable tendency random number $y = \mu(C)(x)$, and $C$ has a membership degree of $x$. The distribution of the membership degree $y$ on the domain $U$ is called the subordinate cloud, referred to as the “cloud.” The cloud is composed of a large number of cloud droplets, and each $(x, y)$ is called a cloud drop. The generation process of cloud droplets represents a mutual mapping between qualitative and quantitative concepts and is a quantitative description of qualitative concepts. The
2.1.2. Digital Characteristics of the Cloud. The expected value $Ex$, entropy $En$, and super entropy $He$ are numeric characteristic parameter values of the cloud. $Ex$ is the central value of the domain, the most representative qualitative concept point. $En$ is a qualitative measure of uncertainty, reflecting the randomness and fuzziness of a concept and its correlation [45]. The larger the $En$, the greater the degree of blur; $He$ is hyperentropy, which reflects the uncertainty of entropy $En$, as determined by the randomness and fuzziness of entropy. The larger the $He$, the thicker the cloud and the greater the degree of dispersion.

2.2. Cloud Generator. The normal distribution in probability theory and the bell-shaped membership function in fuzzy set theory are the most common and expressive distribution functions. The cloud model developed on the basis of the two is called the normal cloud model. We use the normal cloud model, which is universal, to represent the uncertainty of unit state probability information [46].

2.2.1. Positive Normal Cloud Generator. The forward cloud generator is a process of generating cloud drops from digital feature parameter values to form a cloud, as shown in Figure 1. The digital characteristic parameters ($Ex$, $En$, $He$) are input, and a normal cloud of $m$ cloud droplets ($x_l, \mu_l$) ($l=1, 2, \ldots, m$) is output as follows:

1. Generate $m$ normal random numbers $En_l = N(En, He)$, where $N(En, He)$ denotes a normal distribution.
2. Generate $m$ normal random numbers $x_l = N(Ex, En_l)$, where $N(Ex, En_l)$ denotes a normal distribution.
3. Generate the membership degree $\mu_l = \exp[-(x_l - Ex)^2/(2En_l^2)]$, where $x_l$ is the normal random number generated in step 2.

2.2.2. Reverse Normal Cloud Generator. The reverse normal cloud generator obtains the numeric characteristic parameter values of the cloud according to a certain number of normally distributed cloud drops, as shown in Figure 2. We input $m$ sample points $x_l$ ($l=1, 2, \ldots, m$), and digital characteristic parameters ($Ex$, $En$, $He$) are output. The reverse normal cloud generator algorithm is based on statistical principles and is divided into containing certainty information and not containing certainty information. This paper uses the algorithm proposed by Liu et al. [54], which contains no certainty information. The steps are as follows:

1. Calculate the mean of the sample $\bar{x} = \frac{1}{m} \sum_{l=1}^{m} x_l$, the absolute center distance of the first-order sample $M = \frac{1}{m} \sum_{l=1}^{m} |x_l - \bar{x}|$, and the variance of the sample $S^2 = \frac{1}{m-1} \sum_{l=1}^{m} (x_l - \bar{x})^2$.
2. $Ex = \bar{x}$

3. $En = \sqrt{\frac{\pi}{2}} \times M$
4. $He = \sqrt{S^2 - En^2}$

3. Cloud Generic Generating Function

3.1. Classic Generic Generating Function. Classical UGF theory is aimed at discrete random variables and is embodied as a single variable in UGF. The distribution law of discrete random variables consists of two sets: $G$ represents the state performance of the system, and $P$ represents the corresponding probability. For unit $G^j$ of the MSS, if the state $g^i$ of each unit and the probability $p^j$ corresponding to the state are given, then the UGF form of the unit can be obtained as

$$U_j(Z) = \sum_{i=1}^{k_j} p^j_i z^{g^i},$$

where $k_j$ is the state of the $j$th unit. The MSS consisting of these units can obtain the UGF form of the entire system as

$$U(Z) = \Omega_p(U_1(Z), \ldots, U_n(Z)) = \sum_{i_1=1}^{k_1} \sum_{i_2=1}^{k_2} \cdots \sum_{i_n=1}^{k_n} p^1 \cdots p^n z^{g^1_{i_1} \cdots g^n_{i_n}},$$

where $\Omega_p$ is a combined operator determined by the system structure function depending on $Z$. For a series structure, the operator is the minimum function

$$\phi_p(g^1_{i_1}, g^2_{i_2}, \ldots, g^n_{i_n}) = \min\{g^1_{i_1}, g^2_{i_2}, \ldots, g^n_{i_n}\}.$$  (3)

For a parallel structure, the operator is the sum function:

$$\phi_p(g^1_{i_1}, g^2_{i_2}, \ldots, g^n_{i_n}) = \sum_{j=1}^{n} g^n_{i_j}.$$  (4)

When the system state satisfies $r_j = g^i_j - w \geq 0$, then the state $i_j$ is acceptable, and $w$ is the system requirement. The reliability of the MSS can generally be defined as the probability whose performance level is greater than the demand:

$$R(w) = \sum_{r \geq w} p_r.$$  (5)

For a given $U(Z)$ and $w$, the steady-state reliability of the MSS can be obtained by applying the operator $\delta_R$; i.e.,
3.2. Cloud Generating Function. The information of the state probability of each unit of an MSS mainly comes from historical data, test data, physical characteristics, expert experience, and experience in use. The more accurate and sufficient the information is, the closer it is to actual values. However, historical data, experimental data, and other qualitative data in actual engineering are subject to experimental errors and inaccurate field monitoring. Qualitative information such as expert experience and use experience is subject to human judgment, so there are random uncertainty (randomness) and cognitive uncertainty (fuzziness). The cloud model is used to represent the mixed uncertainty of the state probability information or data of each unit of the MSS. The obtained state probability cloud contains mixed uncertainty, and the probability cloud model is combined with UGF to obtain the CUGF method. Using the calculation rules of CUGF and cloud operators, the numeric characteristic parameter values of MSS reliability under given requirements are obtained.

Assume that an MSS is composed of \( n \) units, each unit has \( k \) states, and much information or data constitutes a sample of the unit state probability. These data include historical data, test data, expert experience, and usage experience. The information consists of quantitative data and qualitative information. The quantitative data constitutes a quantitative sample set \( X = \{ x_1, x_2, \ldots, x_m \} \), and \( q \) items of qualitative information constitute a qualitative sample set \( Y = \{ y_1, y_2, \ldots, y_q \} \). The distribution of samples is a probability cloud of unit states, which contains the random and cognitive uncertainty of the unit state probability. The process is as follows:

1. Suppose that the state probability of unit \( j \) is derived from historical, experimental, and quantitative data. For the composed sample set \( X = \{ x_1, x_2, \ldots, x_m \} \), according to the algorithm in Section 2.2.2, the data in sample \( X \) are substituted in the inverse normal cloud generator, and the mean value \( \mu_i \) of \( x_i \) can be obtained, and the cloud drops \( (x_i, \mu_i) \) of the probability cloud \( C_{pj}^i \) (Ex, En, He) are generated. A probabilistic normal cloud map is formed, which reflects the randomness and fuzziness of the unit state probability.

2. The qualitative information from which the state probability of unit \( j \) is derived from is often described in natural language. Each expert understands the digital characteristic parameter values of empirical settings based on his or her experience. The state probability of information sample \( Y \) composed of \( q \) experts is calculated according to formula (8) \([55, 56]\), and the numeric characteristic parameter values of the unit state probability cloud \( C_{pj}^i \) are obtained and recorded as \( C_{pj}^i \) (Ex', En', He')

\[
\begin{align*}
E'x &= \frac{(E_1 x_1 + E_2 x_2 + \ldots + E_q x_q)}{(E_1 + E_2 + \ldots + E_q)}, \\
E'n &= E_1 n_1 + E_2 n_2 + \ldots + E_q n_q, \\
H'e &= \frac{H_1 e_1 + H_2 e_2 + \ldots + H_q e_q}{(E_1 + E_2 + \ldots + E_q)}. 
\end{align*}
\]

According to the algorithm in Section 2.2.1, the digital characteristic parameter values to be obtained are substituted in the forward normal cloud generator, the membership degree \( \mu_i \) of \( x_i \) can be obtained, and the cloud drops \( (x_i, \mu_i) \) of the probability cloud \( C_{pj}^i \) (Ex, En, He) are generated. A probability normal cloud map is formed, which reflects the randomness and fuzziness of the unit state probability.

3. The probability cloud of different states composed of quantitative data by unit \( j \) is \( C_{pj}^i \) (Ex, En, He), \( C_{pj}^j \) (Ex, En, He), \( C_{pj}^k \) (Ex, En, He), etc. The CUGF of unit \( j \) is expressed as

\[
U^{ij}(Z) = \sum_{i=1}^{K_j} C_{pj}^i (Ex, En, He) Z^{\phi_i}.
\]

4. The probability cloud of different states composed of qualitative information for unit \( j \) is \( C_{pj}^i \) (Ex', En', He'), \( C_{pj}^j \) (Ex', En', He'), \( C_{pj}^k \) (Ex', En', He'), etc. When the probability cloud of unit \( j \) is \( C_{pj}^i \) (Ex', En', He'), then its CUGF is

\[
U^{ij}(Z) = \sum_{j=1}^{K_j} C_{pj}^i (Ex', En', He') Z^{\phi_j}.
\]

5. According to formulas (9) and (10), the CUGF of the entire MSS is
where the composite operator $\Omega_0$ in CUGF has the same meaning as the series-parallel structure of UGF.

MSS reliability analysis and evaluation involves operations between different state probability clouds $Cp_i$. Cloud computing rules are shown in Table 1 [57].

In MSS reliability analysis, there are two basic operations, addition and multiplication, between state probability clouds $Cp_i$ $(Ex, En, He)$. The product of each term in CUGF is solved according to the multiplication rule in Table 1, and the numeric characteristic parameters of the probabilistic cloud are solved for. We determine the composite operator based on the MSS system relationship, the probabilistic cloud is solved according to the multiplication rule in Table 1, and the probabilistic cloud characteristic parameter values of different states of MSS are obtained.

To explain the calculation rules of cloud operators, assume that an MSS is composed of two units, numbered 1 and 2. Each unit has two states [0, 1], and two units are connected in series. The probability cloud of state 0 of unit 1 is $Cp_1 = (Ex_0, En_0, He_0)$, and the probability cloud of state 1 is $Cp_1 = (Ex_1, En_1, He_1)$. The probability cloud of state 0 of unit 2 is $Cp_2 = (Ex_2, En_2, He_2)$ and that of state 1 is $Cp_2 = (Ex_2, En_2, He_2)$. According to the cloud operator calculation rules, the detailed process is as follows.

1. The CUGFs of units 1 and 2 are, respectively,

\[
U_1(Z) = Cp_1(Ex_0, En_0, He_0)Z^0 + Cp_1(Ex_1, En_1, He_1)Z^1,
\]

\[
U_2(Z) = Cp_2(Ex_2, En_2, He_2)Z^0 + Cp_2(Ex_3, En_3, He_3)Z^2.
\]

2. The cloud operator synthesis processes of MSS and CUGF are

\[
U(Z) = U_1(Z)U_2(Z) = \left[ (Ex_3, En_3, He_3)Z^3 + (Ex_1, En_1, He_1)Z^1 \right]
\]

\[
\cdot \left[ (Ex_2, En_2, He_2)Z^2 + (Ex_0, En_0, He_0)Z^0 \right]
\]

\[
\cdot \left[ (Ex_3, En_3, He_3)Z^3 + (Ex_1, En_1, He_1)Z^1 \right],
\]

\[
= \left[ (Ex_3, En_3, He_3)(Ex_2, En_2, He_2)(Ex_0, En_0, He_0) \right]Z^0
\]

\[
+ \left[ (Ex_3, En_3, He_3)(Ex_1, En_1, He_1)(Ex_2, En_2, He_2) \right]Z^{min(1,0)}
\]

\[
+ \left[ (Ex_1, En_1, He_1)(Ex_2, En_2, He_2)(Ex_0, En_0, He_0) \right]Z^{min(1,0)}
\]

\[
+ \left[ (Ex_1, En_1, He_1)(Ex_3, En_3, He_3)(Ex_2, En_2, He_2) \right]Z^{min(1,1)}.
\]

Let the calculation results of the digital characteristic parameters of the probabilistic cloud of the four states be

\[
(Ex_a, En_a, He_a), (Ex_b, En_b, He_b), (Ex_c, En_c, He_c), \text{ and } (Ex_d, En_d, He_d).
\]

The calculation for state $a$, for example, is

\[
Ex_a = Ex_0^a \times Ex_0^b,
\]

\[
En_a = \sqrt{\left(\frac{En_0^a}{Ex_0^a}\right)^2 + \left(\frac{En_0^b}{Ex_0^b}\right)^2},
\]

\[
He_a = \sqrt{\left(\frac{He_0^a}{Ex_0^a}\right)^2 + \left(\frac{He_0^b}{Ex_0^b}\right)^2},
\]

and states $b$, $c$, and $d$ are calculated similarly.

3. Organized CUGF:

\[
U(Z) = (Ex_a, En_a, He_a)Z^0 + (Ex_b, En_b, He_b)Z^0 + (Ex_c, En_c, He_c)Z^0.
\]

The digital characteristic parameters $Ex_a$, $En_a$, and $He_a$ of the probability cloud of the MSS in state 0 are obtained as

\[
Ex_0 = Ex_a + Ex_b + Ex_c,
\]

\[
En_0 = \sqrt{(En_a^2 + (En_b)^2 + (En_c)^2),}
\]

\[
He_0 = \sqrt{(He_a^2 + (He_b)^2 + (He_c)^2)}.
\]

4. CUGF of final MSS:

\[
U(Z) = Cp_0(Ex_0, En_0, He_0)Z^0 + Cp_1(Ex_1, En_1, He_1)Z^1.
\]

When the MSS demand is $w$, the operation $\delta_R$ can be used to calculate the substitute reliability of the MSS. $\alpha_i$ is calculated by formula (7), and $(Ex, En, He)$ by formula (16):

\[
R(w) = \delta_R(U(Z), w) = \delta_R \left( \sum_{i=1}^{k} Cp_i(Ex, En, He)Z^0, w \right)
\]

\[
= \sum_{i=1}^{k} Cp_i(Ex, En, He)\alpha_i.
\]

4. CUGF of MSS under Common Cause Failure (CCF)

4.1. CCF Failure Probability Cloud Calculation. Common causes of failure occurrences are the external environment, internal component aging, design and manufacturing quality, and human error. A common cause failure usually occurs when the load is greater than the working limit of the unit. In practical engineering, the unit is not directly ineffective but continues to exhibit degraded characteristics [58]. Assume that $V_k$ represents the severity of unit degradation, which is the probability of unit failure due to functional degradation. Parameter models that characterize a system
due to common failure mainly include the $\alpha$ factor model, $\beta$ factor model, basic parameter (BP) model, multiple Greek letter (MGL) model, and square root model. The $\alpha$ factor model can be used to deal with common cause failure problems of any redundant system. It approximates the parameters in the model by the ratio of failure rates to suit the situation where there is less statistical data in the engineering system [59]. We use the weighted influence vector method and $\alpha$ factor model to estimate the common cause failure probability of a unit affected by both external environment and internal aging. However, in actual engineering, due to the complexity of the MSS structure, the external environmental factors in the course of operation are constantly changing, internal components are degraded, and there are errors in test data and expert experience. It has a fixed value, but it fluctuates within a certain range. We estimate $\alpha_i$ based on factors such as historical data, test data, physical characteristics, and expert experience. The distribution of sample $T$ is a cloud of common cause failure probability $\alpha_i$ and is called the common cause failure probability cloud.

4.2. CUGF under CCF Conditions. The fusion of common cause failure and CUGF is based on the following basic assumptions:

(1) The unit or system has a finite number of discrete states, each state is determined, and the system is unrepairable.

(2) The state probability of a unit or system has uncertainty.

(3) There are $n$ types of common cause failure groups in the system, each composed of the same unit. The generalized intensity of the unit is statistically independent.

(4) If the load is greater than the unit’s endurance limit, or the unit is subjected to an external impact, the load on all units in the common cause group will exceed their strength limits, causing all components to fail simultaneously.

This paper discusses two failure modes of the common cause group: independent failure and simultaneous failure of all components of the common factor group. A CUGF with a common cause group can be expressed as

$$U_C(Z) = (1 - \alpha_i)U'(Z) + \alpha_iZ^c,$$

where $\alpha_i$ is the common cause failure probability cloud, $U'(Z)$ is the unit independent CUGF, and $x_c$ is the performance level of the common cause group when the common cause fails occurs.

5. Case Analysis

A fluid transfer MSS consists of three units. Subsystem 1 consists of units $A$ and $B$ in parallel and constitutes a common cause failure group. Subsystem 2 is connected in series with subsystem 1 by a $C$ unit. The MSS structure is shown in Figure 3. We assume that the state performance of each unit is an exact value, and the specific physical meaning of each unit’s performance level is ignored. Units $A$ and $B$ each have three states $[0, 1, 1.5]$ and $[0, 1.5, 2]$, and unit $C$ has two states $[0, 4]$.

5.1. MSS Reliability When the Unit Fails Independently. It is assumed that the state probability of each unit has 500 items of quantitative data or qualitative information. The state probability of units $A$ and $B$ comes from historical data, test data, and quantitative data. The state probability of unit $C$ comes from expertise, field experience, and other qualitative information. The state probability of all information or data constitutes a sample set $X = \{x_1, x_2, \ldots, x_{500}\}$ and $Y = \{y_1, y_2, \ldots, y_{500}\}$. According to the algorithm in Section 2.2.2, we substitute the quantitative data from the sample sets of cells $A$ and $B$ in the inverse normal cloud generator to find the mean value $\mu_X$, center distance $\mu_Y$, and variance $\sigma^2$, so as to obtain the digital characteristic parameter value of the unit probability cloud. In accordance with the algorithm in Section 2.2.1, the cloud drops of the probability cloud of the unit are obtained by substituting them in the normal cloud generator, and the normal cloud map is drawn by MATLAB, reflecting the fuzziness and randomness of the state probability of each unit. Unit $C$ understands the qualitative information based on the experience of experts to obtain empirical digital characteristic parameter values. We obtain the numerical characteristic parameter values of the unit probability cloud according to formula (8). In accordance with the algorithm in Section 2.2.1, the cloud drops of the probability cloud of the unit are obtained by substituting them in the normal cloud generator, and the normal cloud map is drawn by MATLAB, reflecting the fuzziness and randomness of the state probability of each unit. Table 2 shows the numeric characteristic parameter values of the specific probability cloud, and normal cloud diagram is shown in Figures 4–6.

The CUGF of each unit of the MSS is obtained according to formulas (9) and (10) as follows:

| Symbol | $Ex$ | $En$ | $He$ |
|--------|------|------|------|
| $+$    | $Ex_1 + Ex_2$ | $\sqrt{En_1 + En_2}$ | $\sqrt{He_1 + He_2}$ |
| $-$    | $Ex_1 - Ex_2$ | $\sqrt{En_1 + En_2}$ | $\sqrt{He_1 + He_2}$ |
| $\times$ | $Ex_1 \times Ex_2$ | $(|Ex_1|Ex_2)\sqrt{(En_1/Ex_1)^2 + (En_2/Ex_2)^2}$ | $(|Ex_1|Ex_2)\sqrt{(He_1/Ex_1)^2 + (He_2/Ex_2)^2}$ |
| $\div$ | $Ex_1 \div Ex_2$ | $(|Ex_1|Ex_2)\sqrt{((En_1/Ex_1)^2 + (En_2/Ex_2)^2}$ | $(|Ex_1|Ex_2)\sqrt{(He_1/Ex_1)^2 + (He_2/Ex_2)^2}$ |

Table 1: Cloud operation rules.
Figure 3: A fluid transmission system.

Table 2: Digital eigenvalue of cloud probability.

| Unit | $P_1^j$ | $P_2^j$ | $P_3^j$ |
|------|---------|---------|---------|
| A    | (0.05996, 0.0011, 1.1720e-4) | (0.12193, 0.0039, 8.8822e-4) | (0.81811, 0.0030, 9.7399e-4) |
| B    | (0.08995, 0.0026, 2.1219e-4) | (0.24354, 0.0048, 0.0019) | (0.6665, 0.0035, 7.0318e-4) |
| C    | (0.07648, 0.0159, 0.00621) | (0.92352, 0.0159, 0.00621) | (0.81811, 0.0030, 9.7399e-4) |

Figure 4: State probability normal cloud of unit A.

Figure 5: State probability normal cloud of unit B.
To facilitate calculation and programming, a matrix is used to represent each unit conversion function with multiple states, whose columns are, respectively, \( \text{Ex} \), \( \text{En} \), and \( \text{He} \). In the calculation process, for unit \( j \) with \( k_j \) states, the state probability cloud can be used as the matrix form of \( k_j \times 3 \) is expressed, and the result can be obtained through programming according to the defined two operation forms:

\[
U'_{-A}(Z) = \sum_{j=1}^{3} C_{p_j}^{A}(\text{Ex, En, He})Z_{0}^{\beta_j} = \begin{bmatrix} 0.05996 & 0.0011 & 1.1720e^{-4} \end{bmatrix} Z^0 + \begin{bmatrix} 0.12193 & 0.0039 & 8.8822e^{-4} \end{bmatrix} Z^1 + \begin{bmatrix} 0.81811 & 0.0030 & 9.7399e^{-4} \end{bmatrix} Z^{1.5},
\]

\[
U'_{-B}(Z) = \sum_{j=1}^{3} C_{p_j}^{B}(\text{Ex, En, He})Z_{0}^{\beta_j} = \begin{bmatrix} 0.08995 & 0.0026 & 2.1219e^{-4} \end{bmatrix} Z^0 + \begin{bmatrix} 0.24354 & 0.0048 & 0.0019 \end{bmatrix} Z^{1.5} + \begin{bmatrix} 0.6665 & 0.0035 & 7.0318e^{-4} \end{bmatrix} Z^2,
\]

\[
U'_{-C}(Z) = \sum_{j=1}^{3} C_{p_j}^{C}(\text{Ex, En, He})Z_{0}^{\beta_j} = \begin{bmatrix} 0.07648 & 0.0159 & 0.00621 \end{bmatrix} Z^0 + \begin{bmatrix} 0.92352 & 0.0159 & 0.00621 \end{bmatrix} Z^1.
\]

According to the structural relationship of MSS in Figure 3 and the arithmetic operators \( \Phi_P \) and \( \Phi_S \) of the structural relationship of formulas (3) and (4), the CUGF of subsystem 1 and MSS is obtained. The operations between

\[
U'_{-A}(Z) = C_{p}^{A}Z^{A} = \begin{bmatrix} 0.05996 & 0.0011 & 1.1720e^{-4} \end{bmatrix} Z^0 + \begin{bmatrix} 0.12193 & 0.0039 & 8.8822e^{-4} \end{bmatrix} Z^1 + \begin{bmatrix} 0.81811 & 0.0030 & 9.7399e^{-4} \end{bmatrix} Z^{1.5},
\]

\[
U'_{-B}(Z) = C_{p}^{B}Z^{B} = \begin{bmatrix} 0.08995 & 0.0026 & 2.1219e^{-4} \end{bmatrix} Z^0 + \begin{bmatrix} 0.24354 & 0.0048 & 0.0019 \end{bmatrix} Z^{1.5} + \begin{bmatrix} 0.6665 & 0.0035 & 7.0318e^{-4} \end{bmatrix} Z^2,
\]

\[
U'_{-C}(Z) = C_{p}^{C}Z^{C} = \begin{bmatrix} 0.07648 & 0.0159 & 0.00621 \end{bmatrix} Z^0 + \begin{bmatrix} 0.92352 & 0.0159 & 0.00621 \end{bmatrix} Z^1.
\]
the matrices use specific operations based on the operation rules defined above. According to formulas (14) and (16), the matrix form is obtained as

\[
\begin{align*}
\Omega_{\psi} &= \left(U^{A}(Z), U^{B}(Z)\right) = \\
U^{'}(Z) &= \Omega_{\psi} \left(U^{A}(Z), U^{B}(Z), U^{C}(Z)\right) = \\
\end{align*}
\]

When the MSS performance demand level is \( w = 1.5 \), according to formulas (9), (18), and (16), the reliability of the MSS in the case of independent failure is obtained as

\[
R_w = \delta_R \left(U^{'}(Z), 1.5 \right) = (0.90841, 0.0115, 0.0043). \quad (23)
\]

According to the forward normal cloud generator algorithm in Section 2.2.1, the reliability normal cloud diagram of MSS independent failure is obtained using MATLAB, as shown in Figure 7. The normal cloud diagram reflects the mixed uncertainty of reliability in the case of MSS independent failure.

5.2. MSS Reliability with Consideration of Common Cause Failures. The \( \alpha_c \) sampled by the method of [58] formed a sample consisting of quantitative data. The sample has a capacity of 100, which constitutes a sample set \( T = \{t_1, t_2, \ldots, t_{100}\} \) according to the algorithm in Sections 2.2.1 and 2.2.2. We find the digital characteristic parameter value of the common cause probability cloud \( \alpha_c = (0.1308, 0.0040, 7.6070e^{-c}) \). The cloud drop and the normal cloud diagram of the common cause failure probability cloud are shown in Figure 8.

Subsystem 1 formed by units A and B forms a common cause failure group. Therefore, according to formulas (19), (14), and (16), the corresponding CUGF and the operations between the matrices use specific operations based on the operation rules defined above. Application matrix forms of subsystem 1 can be obtained as

\[
\begin{align*}
U^{A,B}_C(Z) &= (1 - \alpha_c)(U^{A,B}_C(Z)) + \alpha_c Z^{x_c} = \left(0.8692, 0.0040, 7.6070e^{-c}\right) + \left(0.01098, 0.0004, 8.3559e^{-c}\right) Z^{1} + \left(0.08819, 0.00214, 0.00022\right) Z^{1.5} + \left(0.03996, 0.00076, 8.8759e^{-c}\right) Z^{2} + \left(0.02969, 0.0011, 0.00032\right) Z^{2.5} + \left(0.28052, 0.0047, 0.00168\right) Z^{3} + \left(0.54527, 0.0035, 0.00087\right) Z^{3.5} \quad (24) \\
U^{A,B}_C(Z) &= \left[0.13548 \ 0.00400 \ 0.00077 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \\ Z^{2.5} \\ Z^3 \\ Z^{3.5} \end{bmatrix} \right] + \\
&= \left[0.00539 \ 0.00018 \ 1.6513e^{-c} \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.01098 \ 0.0004 \ 8.3559e^{-c} \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.08819 \ 0.00214 \ 0.00022 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.03996 \ 0.00076 \ 8.8759e^{-c} \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.02969 \ 0.0011 \ 0.00032 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.28052 \ 0.0047 \ 0.00168 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.54527 \ 0.0035 \ 0.00087 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.08145 \ 0.00999 \ 0.0039 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.01014 \ 0.00041 \ 0.00010 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.08145 \ 0.00242 \ 0.00058 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.03690 \ 0.00095 \ 0.00026 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.02742 \ 0.00112 \ 0.00035 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.25907 \ 0.00622 \ 0.00233 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right] + \left[0.50357 \ 0.00925 \ 0.00348 \ \begin{bmatrix} Z^0 \\ Z^1 \\ Z^{1.5} \\ Z^2 \end{bmatrix} \right].
\]
Figure 7: MSS independent failure reliability true cloud.

Figure 8: Common cause failure probability cloud.

Figure 9: MSS common cause failure reliability true cloud.
The CUGF of the MSS when the common cause fails is

\[
U_C(Z) = \Omega_{\phi_p}(U^{A,B}_C(Z), U^{C}_r(Z)) = (0.2016, 0.0099, 0.0036)Z^0 \\
+ (0.00881, 0.00036, 8.9800e^{-5})Z^1 + (0.07079, 0.00213, 0.00051)Z^{1.5} \\
+ (0.03207, 0.00084, 0.00023)Z^2 + (0.02384, 0.00098, 0.00030)Z^{2.5} \\
+ (0.22518, 0.00551, 0.00204)Z^3 + (0.43771, 0.00829, 0.00305)Z^{3.5}.
\]  

(25)

We can write this in matrix form as

\[
U_C(Z) = \Omega_{\phi_p}(U^{A,B}_C(Z), U^{C}_r(Z)) = \begin{bmatrix}
0.2016 & 0.0099 & 0.0036 \\
0.00881 & 0.00036 & 8.9800e^{-5} \\
0.07079 & 0.00213 & 0.00051 \\
0.03207 & 0.00084 & 0.00023 \\
0.02384 & 0.00098 & 0.00030 \\
0.22518 & 0.00551 & 0.00204 \\
0.43771 & 0.00829 & 0.00305 \\
\end{bmatrix} \begin{bmatrix}
Z^0 \\
Z^1 \\
Z^{1.5} \\
Z^2 \\
Z^{2.5} \\
Z^3 \\
Z^{3.5} \\
\end{bmatrix}
\]

(26)

When the MSS performance requirement level is \(w = 1.5\), according to the cloud algorithm of formulas (7), (19), and (16), the reliability of the MSS under common cause failure is obtained as

\[
R(w) = \delta_R(U_C(Z), 1.5) = (0.78959, 0.0103, 0.0037).
\]

(27)

According to the forward normal cloud generation algorithm in Section 2.2.1, the normal cloud diagram of reliability when MSS common cause failure is obtained is shown in Figure 9. The normal cloud diagram reflects the mixed uncertainty of the reliability of MSS common cause failure.

5.3. Comparative Analysis. Comparing the reliability of the MSS between independent failure and common cause failure, it can be seen from Figure 10 that the reliability in the case of common cause failure is lower than the reliability of independent failure of the MSS unit. The MSS reliability expectation decreased by 0.11882 due to common cause failure. The reliability calculated by ignoring common cause failure will have a large error. It is necessary to consider the common cause failure condition, so that it is more consistent with the actual project. Therefore, in actual engineering, the ultimate strength of the unit should be improved, and corresponding protection measures should be taken for a...
unit that is prone to common cause failure, thus reducing its occurrence. The uncertainty of the reliability of the MSS unit in the case of independent failure and common cause failure is basically the same; i.e., the difference between the entropy value and super entropy value is not large. The uncertainty of the common cause failure rate has little effect on the uncertainty of MSS reliability.

6. Conclusion

This paper addresses the reliability analysis problem of MSS unit state probability information with mixed uncertainty under common cause failure. Based on a probabilistic cloud model, the traditional universal generation function is extended to obtain CUGF. Using the cloud model to represent the uncertainty of the probability information of each state of the unit, the CUGF is used to analyze the reliability of the unit state probabilistic information with mixed uncertainty under independent failure and common cause failure. The system’s multiple states, information uncertainty, and common cause failure are well integrated. In this way, the reliability of the analysis is more accurate, and large errors are avoided in engineering practice. The next step is to consider the reliability analysis of MSS units and subsystems using CUGF when the performance state and state probability are both uncertain. The cloud model and information fusion theory are combined to effectively deal with the situation where the unit state probability information has mixed uncertainties.
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