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Software evolution refers to all activities that change a software system, including responses to requirements changes, improvements to performance or clarity, and repairs for bugs. The older term "maintenance" refers to the same activities in the context of the traditional life cycle, with a connotation that maintenance is done after the initial development. In more recent process models such as rapid prototyping, evolution activities are interleaved with the initial development and continue after the delivery of the initial version of the system. Since software evolution accounts for more than half of the total software cost, great interest has focused on reducing the effort required. Prototyping provides one promising approach to achieving this goal.1,2

In this article, a prototype is a concrete executable model of selected aspects of a proposed system. Rapid prototyping is the process of quickly building and evaluating a series of prototypes.

Figure 1 illustrates the iterative prototyping cycle. The user and the designer work together to define the requirements and specifications for the critical parts of the envisioned system. The designer then constructs a model or prototype of the system in a prototype description language at the specification level. The resulting prototype is a partial representation of the system, including only those attributes necessary for meeting the requirements. It serves as an aid in analysis and design rather than as production software.

During demonstrations of the prototype, the user evaluates the prototype's actual behavior against its expected behavior. If the prototype fails to execute properly, the user identifies problems and works with the designer to redefine the requirements. This process continues until the user determines that the prototype successfully captures the critical aspects of the envisioned system.

The designer uses the validated requirements as a basis for designing the production software. Additional work is often needed to construct a production version of the system. For example, the prototype

(1) might not include all aspects of the intended system,
(2) might have been implemented using resources that will not be available in the actual operating environment,
(3) might not be able to handle the full workload of the intended system, or
(4) might meet its timing constraints only with respect to linearly scaled simulated time.

Experience with production use of a delivered system often leads to new customer goals, triggering further iterations of the prototyping cycle.

The traditional model of software development relied on the assumption that designers could stabilize and freeze the requirements. In practice, however, the design of accurate and stable requirements cannot be completed until users gain some experience with the proposed software system. Thus, requirements often must change after the initial implementation.

In traditional approaches, these requirements changes trigger changes to the production version of the system during the maintenance phase. In prototyping approaches, an appreciable fraction of the requirements changes trigger changes in a prototype version of the system. This is useful because a prototype description
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(1) is significantly simpler than the production code,
(2) is expressed in a notation tailored to support modifications, and
(3) is suitable for processing by software tools in a computer-aided prototyping environment.

These factors make it possible to modify a prototype more easily than a production version of the system. They make prototyping especially attractive for unfamiliar application areas with uncertain requirements.

In the approach to rapid prototyping we will look at here, software systems are delivered incrementally and requirements analysis continues throughout the process, interleaved with implementation and evolution. We will focus on reducing requirements errors through prototyping before undertaking the incremental implementation effort for each deliverable version of the system. Incremental delivery lets users gain early experience with the software in the actual production environment. It also lets developers adjust the requirements to reflect the effects of the initial versions of the system on the customers’ perceptions of their problems. Thus, incremental delivery extends the advantages of prototyping to the production environment.

The problems of software evolution are especially prominent during rapid prototyping because prototypes are subject to frequent and repeated changes. The potential benefits of prototyping depend critically on the ability to modify the prototype’s behavior with substantially less effort than required to modify the production software. Computer-aided prototyping and object-based prototyping provide the solutions to this problem. Computer-aided prototyping provides mechanical assistance, and object-based prototyping provides conceptual simplicity.

Computer-aided rapid prototyping improves the efficiency and accuracy of evolutionary development by introducing software tools that assist the designer in constructing and executing the prototype quickly and systematically. These tools make it attractive to use prototypes for evaluating evolutionary changes after a version of the system has been delivered as well as for the initial version.

Object-based prototyping is based on data abstraction and inheritance. Objects encapsulating the data in the prototype system serve as the basis for design and implementation. Since the data in an application is generally more stable than the processing steps, this leads to system descriptions that are easier to modify than those based primarily on procedural abstractions. Inheritance helps to reduce the labor involved in constructing a system by allowing inclusion of common aspects of the code in many different contexts without explicitly repeating the details. Objects also provide convenient components for code reuse, parallel execution, and version control. Thus, object-based approaches make prototypes more flexible and automation easier to achieve.

Evolution based on the bare program code is very difficult or impossible to achieve, because we need information about the requirements, specifications, and design to change the code without damaging it. Most tools supporting evolution at the program level are primitive and language specific, such as facilities for generating cross-reference listings and for editing and storing different versions of program documentation. While such facilities can reduce the mechanical work involved, few software maintenance tools operate on the semantic level and few good ideas address the general software maintenance problem. To support the software evolution process, tools operating at the semantic level should help manage the relationships among the implementation, the prototype description, and the requirements.

**Computer-aided prototyping tools for evolution**

An integrated set of computer-aided software tools, the Computer-Aided Prototyping System (CAPS), has been designed to support prototyping of complex software systems, such as control systems with hard real-time constraints. The requirements for such systems are especially difficult to determine, and their feasibility is hard to establish without constructing an executable model of the envisioned system.

If carried out manually, the prototyping process has limited benefits because of the
time and effort involved. CAPS can increase the leverage of the prototyping strategy by reducing the effort the designer puts into producing and adapting a prototype to perceived user needs.

The evolution of a prototype starts after one pass through the prototyping cycle shown in Figure 1. The analysts have determined the initial requirements by talking to the customer, constructed an initial prototype, and demonstrated it to the customer, who finds some of the prototype's behavior unacceptable and requests modifications.

Initially, the facilities provided by CAPS help adapt the prototype to the new requirements. We can implement modifications to the production software by using CAPS to

1. add changes to prototype systems,
2. retrieve software components from the software base,
3. generate production code if needed,
4. assemble production systems through the prototyping cycle, and
5. manage the process using the prototyping database.

The main components of CAPS are a special prototyping language and a set of tools, illustrated in Figure 2. The main subsystems of CAPS are the user interface, the software database system, and the execution support system. The rest of this section describes these components in detail.

Prototyping language features supporting modifications. CAPS tools communicate by means of the Prototype System Description Language (PSDL), which integrates the tools and provides the prototype designer with a uniform conceptual framework and a high-level description of the system. PSDL supports frequent design modifications by meeting the following subgoals.

Modularity. The language must make it easy for the system designer to create a prototype with a high degree of module independence and to preserve its good modularity properties across many modifications. Good modularity is essential for easy modification.

An experimental study showed many of the problems that arise in modifying software result from interactions between widely separated pieces of code. Locality of information was an important design goal of PSDL. The underlying computational model was chosen to make all interactions between components explicit. This model supports a system decomposition criterion that combines dataflow and control flow considerations.

Good modularity means the prototype should be realized by a set of independent modules with narrow and explicitly specified interfaces. PSDL supports this concept via operators and data streams. An important property of the language is that two distinct operators can communicate or affect each other's behavior only by means of the data streams explicitly connecting them, either directly or indirectly.

This locality property is important for maintenance. It allows the set of modules that can potentially interact with a given
module to be determined through a simple mechanical analysis of the dataflow network. This allows the software tools to guarantee that all aspects of a proposed change have been covered. The locality property also encourages designs containing independent components for each major design decision. Such designs are easier to modify because the information required to change a design decision is localized in one region of the code.

The locality property is embodied by the PSDL scoping rules and mechanically enforced. The implementation of an operator can only refer to the explicitly declared input and output streams of the operator and to data streams local to the implementation of the operator. Implementations of operators representing state machines can contain closed loops consisting of local data streams.

Simplicity. The language should be simple and easy to use. PSDL is simple and easy to use because it contains a small number of powerful constructs. Designs are described in PSDL as networks of operators connected by data streams.

Such networks can be represented as dataflow diagrams augmented with timing and control constraints. The user interface uses the diagrams to provide a convenient means for presenting the system structure to the designer. The operators in the network can be either functions or state machines. The data streams can carry exception conditions or values of arbitrary abstract data types.

Reuse. The language should be suitable for specifying the retrieval of reusable modules from a software base. PSDL supports reusable components with uniform specifications suitable for retrieving modules from a software base. The specification part of a PSDL component contains several attributes that describe the interface and behavior of the component. These uniform specifications are used both for retrieval of reusable components and for organizing the software base.

Adaptability. The language should support small modifications to the behavior of a module without the need to examine its implementation. PSDL supports small modifications to modules by means of control constraints. We can use control constraints to impose preconditions on the execution of a module, to add filters to the output of a module, to suppress or raise exceptions in specified conditions, and to control timers. These facilities allow small modifications to the behavior of a module to be expressed independently of its implementation.

For example, a common problem discovered in prototype demonstrations is that an operator has the intended behavior most of the time but not always. The PSDL control constraints governing conditional execution of operators can help solve the problem. We could add a control constraint in the form of an input guard predicate, where the guard predicate describes the circumstances in which the execution of the operator will produce the intended result and disables the execution of the operator in cases where it would not. This allows the addition of another operator for producing the correct output in the remaining cases, controlled by a complementary guard predicate.

Abstraction. The language should support a set of abstractions suitable for describing complex software systems with real-time constraints. PSDL provides abstractions suitable for describing large-scale systems and real-time constraints. These include the nonprocedural control constraints mentioned above, timing constraints, timers, functional abstractions, and data abstractions.

Examples of timing constraints include the maximum execution time, the maximum response time, and the minimum calling period. Timing constraints implicitly determine when operators with hard real-time constraints will execute. This simplifies evolution by removing explicit scheduling decisions from the design, thus allowing a software tool rather than the designer to handle rescheduling caused by design changes.

Requirements tracing. The language should support requirements tracing. PSDL supports requirements tracing by means of a construct for declaring the requirements associated with each part of the prototype. Requirements tracing is important because the prototype must adapt to the changing perceptions of the requirements resulting from demonstrations of prototype behavior. The links between each requirement and the parts of the prototype realizing the requirement determine which parts of the prototype to modify when a requirement is changed or dropped.

To prevent the structure of the design from being corrupted by multiple modifications, we must remove parts of the code no longer supported by an updated set of requirements. This cannot be done safely unless the correspondence between the requirements and the code is recorded and kept up to date.

The facilities for recording requirements trace information in PSDL are used by software tools in CAPS to provide automated aid in maintaining and using this information.

User interface for interactive control of prototypes. The user interface aids evolution by providing facilities for entering information about the requirements and design, presenting the results of prototype execution to the customer, guiding the choice of which aspects of the prototype to demonstrate, and helping the designer adapt to the changing perceptions of the requirements resulting from demonstrations of prototype behavior and performance. The user interface consists of a syntax-directed editor with graphics capabilities, an expert system for communicating with end users, a browser, and a debugger.

The editor enables convenient entry of PSDL descriptions into the system while preventing syntax errors. It also supports displaying graphical summary views of the prototype, maintaining the requirements trace, and locating parts of the prototype design related to particular requirements or data streams.

The expert system provides a paraphrasing capability that generates English text from PSDL descriptions. This allows end users to directly examine the prototype without being familiar with PSDL.

The browser allows the designer to interact with the software database. It has facilities for retrieving and examining reusable components stored in the software database system.

The debugger allows the designer to interact with the execution support system. It has facilities for initiating execution of the prototype, displaying results or trace information, and gathering statistics about prototype behavior and performance. A facility for recording test case coverage information helps guide the choice of scenarios for a demonstration run.

The user interface helps the prototype design team identify the tasks required to update the prototype. The user interface maintains the correspondence between requirements and parts of the prototype, along with lists of unresolved new requirements and unresolved modified requirements. Whenever a member of the design
team is ready for a new task, the system presents the lists and lets the designer pick an item to resolve. If the designer chooses a modified requirement, the interface returns a list of modules previously supporting the requirement and lets the designer check them off as they are adapted or determined to be still valid.

The effort required for this task coordination is minimized by presenting the lists as menus and allowing the designer to pick items using a pointing device. Choosing an item results in a summary view of the affected modules, which can be browsed and updated as required.

The user interface speeds up the process of adapting the prototype by

1. helping to coordinate tasks performed by a team of designers,
2. helping to focus the designer’s attention on the information relevant to a task,
3. providing summary views of the system or selected components, and
4. locating all potentially relevant parts of the prototype.

Software database for managing descriptions and building blocks. The software database system consists of a design database, a software base, a software design-management system, and a rewrite subsystem. The design database contains the PSDL prototype descriptions for each software development project using CAPS. The software base contains PSDL descriptions and code for all available reusable software components. The software design-management system manages and retrieves the versions, refinements, and alternatives of the prototypes in the design database and the reusable components in the software base. The rewrite subsystem translates PSDL specifications into a normalized form used by the design-management system to retrieve reusable components from the software base.

The components of the software database actively contribute to the process of adapting the prototype to new requirements. The software design-management system helps maintain the design history and locate relevant reusable software components. The design history consists of the relationship between each version of the requirements and the corresponding versions of parts of the prototype. This information is useful because the customer will sometimes retreat to previous versions of the requirements. Situations in which this might happen include cases where the customer gives up on an ambitious requirement in response to cost or performance estimates resulting from examination of the prototype. In such cases, parts of the requirements revert to previous configurations. The system helps restore the corresponding parts of the prototype to their previous configurations.

The design database also provides concurrency control functions that allow multiple designers to update parts of the prototype without unintentional interference. In the interest of minimizing delay, the design database will not lock out read-only access to any part of the design, even while the design is being updated. Instead, the system will allow examination of the previous version of the component, with a warning that a new version is currently in preparation. On request, the system will provide information about the reason for modification of the component (such as a new or modified requirement). Enhancements to alternative versions can be explored in parallel, thus speeding up exploratory evolution.

The software base provides reusable software components for realizing given PSDL specifications. The software base speeds up evolution by providing many different versions of commonly used components, making it easier to try out alternative designs. In the PSDL prototyping method, modules are realized by three main mechanisms:

1. Retrieval of a suitable component from the software base. The software base contains generic modules with parameters determined as part of the retrieval process. It also contains rules for matching a specification by means of a composite operator realized by a network of operators, at least one of which must be an available reusable component. The retrieval mechanism can therefore perform some routine aspects of bottom-up design, freeing the designer from the need to be familiar with all the reusable components in the software base.

2. Decomposition of the component into a network of simpler components. The designer does this if an operator does not exist directly from the software base and if the component is sufficiently complex to benefit from decomposition into simpler parts.

3. Direct implementation in a programming language. The designer does this if the software base does not contain a component that performs the required function with the required speed.

The essential problem in the organization of object-based databases for managing reusable components is to allow the representation and retrieval of an unbounded number of components given finite memory and processor speed. We must consider an unbounded number of components because software designs can contain arbitrary user-defined abstract data types, and, to be useful, the reusable components in the component database must be applicable to all of the types in this infinite set.

A practical approach to this problem regards the database as containing all the components that can be generated from a finite set of explicitly stored components by finite combinations of a set of primitive component constructors. Examples of component constructors are transformations that instantiate generic parameters or that create a composite component by interconnecting a pair of available components.

Retrievals from such databases will generally involve a limited degree of logical inference, to determine whether a component matching the query can be constructed from available components within a given limited number of construction applications. Limits are needed to make sure retrievals will always terminate. These logical inferences are performed according to rules stored in the knowledge base associated with the component library.

Execution support for demonstrating effects of changes. The PSDL execution support system contains a translator, a static scheduler, and a dynamic scheduler. The translator generates code that binds together the reusable components extracted from the software base. Its main functions are to implement data streams, control constraints, and timers. The static scheduler allocates time slots for operators with real-time constraints before execution begins. If the allocation succeeds, all operators are guaranteed to meet their deadlines even with worst-case execution times. As execution proceeds, the dynamic scheduler invokes operators without real-time constraints in the time slots not used by operators with real-time constraints.

The execution support system helps speed up design changes by providing a localized view of the processes in the prototype, analyzing the prototype’s timing properties, and providing the ability to quickly demonstrate the consequences of design decisions through prototype execu-
difficult to understand because the instructions of several logically independent processes must often be interleaved to meet timing constraints. PSDDL presents a view transparent to the designer of logically distinct processes as separate independent components. The PSDDL execution support system contains a translator that mechanically transforms this independent representation into the corresponding programming language representation, adding the necessary interleaving in a fashion transparent to the designer.

If the static scheduler succeeds in constructing a schedule, the operators in the schedule are guaranteed to meet their timing constraints even under worst-case operating conditions. If the static scheduler fails to find a valid schedule, it provides diagnostic information useful for determining the cause of the difficulty and whether or not the difficulty can be resolved by adding more processors. These functions are important because the timing constraints in complex systems can have complicated interactions that are difficult to analyze manually.

Software evolution through rapid prototyping

CAPS supports software evolution through object-based prototyping and reusable software components. Object-based prototyping is the rapid construction of software systems using objects that encapsulate data as building blocks. PSDDL includes two kinds of objects, corresponding to abstract data types (PSDDL types) and abstract state machines (PSDDL operators). Figure 3 shows the general properties of the PSDDL objects.

The most important function of objects used in prototyping is to localize information. This design principle allows us to understand, analyze, and execute each object independently of other objects, reducing the conceptual complexity of the prototype system. Since the semantics of such objects is independent of the context in which they appear, they are likely to be reusable. They also provide a convenient basis for version control in an evolving system.

Objects can also serve as natural units of work in a parallel implementation, since they can execute without interfering with each other. Parallel implementations are attractive in systems with tight real-time constraints because multiprocessor schedules exist for many real-time constraints that cannot be met on a single processor.

One of the main difficulties of software evolution in traditional contexts is the lack of accurate requirements, specifications, and design documents. We need precise documentation to reliably change the system. Especially for older systems, information other than the source code is often unavailable or obsolete because of the large amount of time and effort required to manually create and maintain it.

In PSDDL, specifications and justification links to the requirements are part of the prototype description, and the implementation descriptions are provided at a design level. This information can be systematically recorded and kept in the tools during the prototyping process and automatically supplied by the tools during evolution. In other words, CAPS tools use the higher level information to aid the designer in modifying the prototype.

PSDDL can describe both the prototype and the production versions of the system. A PSDDL implementation has two parts: a skeleton consisting of the modules in the system and their interconnections, and a set of reusable components containing implementations of the atomic components in a conventional programming language such as Ada. The main activities in the system implementation phase involve refining partially defined facilities and optimizing implementations. These activities take place at both the PSDDL level and the programming language level.

Refinements are initially expressed in PSDDL by (1) adding more constraints to the specifications and retrieving new reusable components or (2) doing further decompositions to make the implementation correspond to the refined specification.

Optimizations are performed at the PSDDL level by introducing alternative decompositions that eliminate unnecessary processing or allow more efficient algorithms.

The performance tuning process continues at the programming language level. There, efficient custom implementations for operators with tight real-time constraints or frequently executed non-time-critical operators are created and added to the software base together with corresponding PSDDL specifications. This process maintains the correspondence between the implementation, design, specifications, and requirements. In addition, we can use the same tools and techniques to develop the production version of the system.

Changes to the production version of the system require changes in the PSDDL specifications. We can meet the changed specifications by using reusable components from...
Figure 4. Tool usage in the prototyping cycle.

Figure 5. Regrouping the operators in a design, showing (a) the initial architecture and (b) the regrouped architecture.

The software base in a flexible manner. After the design stabilizes, we can optimize the modified portions of the system.

Figure 4 summarizes the phases of the prototyping cycle where each class of CAPS tools is used.

**Designer’s viewpoint.** We can classify the modifications to a prototype performed by a designer as either static changes or dynamic changes. Static changes result from modifying the PSDL source code. They are tested by a complete regeneration of the executable model of the system. Dynamic changes are made using the debugging system during the demonstration run of a prototype. They provide immediate feedback to the customer about the effects of proposed alternatives. Both static and dynamic changes are necessary to effectively carry out the prototyping cycle.

Static changes are done off line, when the customer is not waiting and there is time for careful design, mechanical checking, scheduling, and translation. There are four kinds of static changes: regrouping, tuning an object, custom programming, and specification changes.

Regrouping refers to a change that rearranges a set of atomic operators. This kind of change localizes information and improves the logical coherence of a design. Figure 5 shows an example of this kind of change. Figure 5a shows the initial grouping, and 5b shows the modified grouping for a subsystem. The operators $B$ and $D$ are moved into the same subsystem $B$ because both of them use the same input stream $a$, and this stream is not needed in any other part of the system.

Regrouping simplifies the interfaces of the major subsystems and makes them more coherent. Exploratory prototyping often requires this kind of change because, in the initial stages, the functions of the proposed system are not clear. Once we know the parts of the system, the relationships between them become clearer. We then want to regroup the parts of the system so that related parts appear in the same subsystems and higher level groupings correspond to abstractions meaningful to the users.

Another common kind of regrouping transformation gathers all of the operators that use a state variable into a single state machine object, which then hides the state variable from the rest of the system.

Tuning refers to design changes that affect the implementation but not the specification of a composite object. Tuning is done at the PSDL level, by supplying an alternative decomposition for an object. The purpose is usually to simplify the implementation or to improve its performance. Figure 6 illustrates this kind of change, where 6a shows the initial decomposition for a composite object and 6b shows a simplified decomposition.

Custom programming refers to design changes that replace part of the implementation of the prototype system with an atomic object implemented directly in the programming language. The new atomic object produced in this way is added to the software base as a reusable component. While, in principle, changes in this category do not affect the specification of the object, in practice they might trigger some additional specification changes because the new object must fit into the software base.

The specification of the object might
need refining to include additional constraints that distinguish it from similar objects already in the software base, since the specifications of the reusable components serve as keys (unique identifiers). This kind of refinement is needed if an object matching the specification of the subsystem is already present in the software base, was retrieved at an earlier stage, was included in the design, or was found lacking in some respect. For example, the original reusable component might perform the correct function but take too long to execute. The additional constraints added to the specifications describe the performance characteristics that distinguish the original implementation from a new, optimized implementation.

Specification changes are needed when the customer finds the demonstrated behavior of the prototype unacceptable. Consequently, the behavior of some objects in the prototype require adjustment. PSDL provides statements for recording which requirements justify each attribute of an object in the prototype. These links can be used in both directions, depending on the designer's working style. For example, the designer might be familiar with the design of the prototype and thus easily able to trace a complaint about an inappropriate response to a particular object. The system can automatically follow the requirements links to show the list of requirements supported by the offending object. The designer can then identify the subset of those requirements affected by the change, and the system can trace the requirements links in the other direction to generate a list of objects potentially affected by the change.

The CAPS system aids the designer in propagating the effects of changes by maintaining a list of operators potentially affected by a change. The system guides the designer through the process of reviewing the operators on the list by presenting a task menu.

A PSDL prototype has a hierarchical structure, which shows the decomposition of each composite object into more primitive objects. Specification changes must maintain the consistency of this hierarchy. If the specification of a subcomponent changes, the change can affect the specification of each composite object containing the subcomponent. The CAPS system adds all of the ancestors of a modified object in the subcomponent hierarchy to the list of objects reviewed by the designer. The system also has a set of heuristic rules for automatically propagating the effects of some types of specification changes, including changes to the maximum execution time, maximum response time, minimum calling period, and data types associated with the input streams and output streams of an object.

An example of automatic constraint propagation appears in Figure 7. In this example, the maximum execution time of the subcomponent B had to increase because it could not be implemented within the originally specified deadline. The object B is part of the implementation of the composite object A, as shown in Figure 7c. The operators in the graphical form of the implementation are annotated with the maximum execution times, and when the specification of B changes, the CAPS system automatically reflects the change in the implementation of A, as shown in Figure 7d. The constraint associated with maximum execution times requires the maximum execution time of a composite operator not to exceed the sum of the maximum execution times along the longest path in its dataflow graph. The change violates this constraint and causes the maximum execution time of the operator A to increase, as shown in Figure 7f.

Another reason for specification changes is to increase the probability that an object in the software base can be reused. A specification change designed to improve the reusability of a component usually involves a generalization, such as introducing some generic parameters for the object. This class of changes prevents cluttering the software base with large numbers of similar objects.

Dynamic changes are made using the debugger as the prototype executes, to quickly and roughly test out new ideas without going through complete recompilation and rescheduling. A classical problem caused by installing patches using debuggers is the danger of an undocumented divergence between the executable version of the system and the source code. CAPS protects the designer against this possibility by maintaining a record of the dynamic changes. This record allows the original version and each of the alternatives explored in a demonstration run to be restored at will during the demonstration. It also allows automatic insertion of selected changes into the PSDL source code.

The set of dynamic changes supported by CAPS includes standard debugger functions such as examining and modifying the contents of data streams, displaying execution traces, setting breakpoints, and setting conditional data traps. Some less conventional capabilities include controlling the real-time clock, selectively disabling some threads of a parallel implementation, inserting parallel consistency checking operators, modifying triggering conditions of operators, and saving execution states so that the prototype can be restarted many times from the same intermediate point.

To allow meaningful debugging, the deadlines of the time-critical operators have to be set back by the skew time, which equals the time spent in the debugger plus the amount of time required to restore the execution state and resume execution. The execution support system dynamically monitors the execution of the prototype.
and automatically traps to the debugger when a time-critical operator misses its deadline. At that point the designer can examine the state of the system to see if there is something wrong. The designer has the option of (1) resetting the real-time clock to give the operator some extra CPU time before its deadline arrives, (2) allowing it to exceed its deadline by a specified amount, or (3) abandoning execution.

Consider the example in Figure 8. In the example, the execution of operator A has exceeded its allotted time and control has passed to the debugger. If the designer chooses to allow A to pass its deadline and complete execution, then operator B will be delayed by the excess execution time e and will have that much less time to complete before its time slot runs out at time 130+s. Such an experiment will help determine whether the circumstances that cause A to exceed its deadline allow B to finish earlier to compensate. If the designer had decided to reset the real-time clock instead, the operator A would have gotten some invisible extra time, so B would still have a full 20 time units to meet its deadline after A completed execution.

Selectively disabling some threads of a parallel program helps get the maximum possible information out of a demonstration run. Figure 9 shows an example of this situation. Suppose that the output stream c from operator A is hopelessly in error and that a data trap has detected the problem and passed control to the debugger. If the designer is unable or unwilling to substi-
Figure 10. Class structure for prototype components.

```
CLASS Component
SUPERCLASSES { }
ATTRIBUTES
  name: string
generic: set[parameter]
derscription: string
  support: set[requirement]
END Component

CLASS Operator
SUPERCLASSES {Component}
ATTRIBUTES
  input, output, states: set[parameter]
  max_exec_time, max_resp_time,
  min_call_period, period,
  finish_within: time
  spec: assertion
  language, code: string
  constraints: set[control_constraint]
END

CLASS AtomicOperator
SUPERCLASSES {Operator}
ATTRIBUTES
dfd: graph
  constraints: set[control_constraint]
END

CLASS CompositeOperator
SUPERCLASSES {Operator}
ATTRIBUTES
dfd: graph
  constraints: set[control_constraint]
END
```

Figure 11. Attributes of prototype components.

...
A change to the specification of an operator invalidates its implementation. Such changes signal the project database management system to save the previous version of the operator. This prevents losing the results of previous efforts should the designer later want to restore the previous implementation. Such implementation of the new specifications. Since the operators containing the modified operator are invalidated by such a change, the system adds them to a list of action items for the designer.

Evolution of a hyperthermia system

To illustrate some typical prototype modifications, this section discusses part of the prototyping cycle for a hyperthermia system. The hyperthermia system treats brain tumors by using microwaves to heat the affected area to a temperature that will kill tumors but not normal tissue. An embedded software system controls the microwave power based on feedback from a temperature sensor inserted into the patient’s brain. The goals of the prototyping effort are to evaluate the safety of the proposed system and to establish the feasibility of implementing the required control functions.

The initial PSDL specification for the top level of this system appears in Figure 13. The details of a PSDL decomposition for the initial version of this prototype can be found elsewhere, so I will not repeat them here, although the information they contain is necessary to make the prototype executable. I have provided informal descriptions of lower level details as needed to explain the effects of the proposed modifications. The second-level decomposition of the brain tumor treatment system contains a simulated patient and the proposed software system for controlling the microwave power level.

Demonstration of the initial version of the prototype led to a question about the safety of the proposed system. In the initial version of the prototype design, information about the size of the tumor was extracted from the patient chart using an operation of the abstract data type medical_history called get_tumor_diameter. This information determines the initial microwave power level. The get_tumor_diameter operation raises an exception called no-tumor if the patient’s chart does not contain a description of a tumor in the patient’s brain. The response to the exception in the initial version of the prototype sets the microwave power level to zero and issues an immediate treatment-finished signal, which is plausible given the initial system interface specified in Figure 13. However, when this behavior was demonstrated, the potential users of the system pointed out that such a response can hardly be considered safe. If a healthy patient was mistakenly sent for hyperthermia treatment, the system would produce a response indicating something was wrong (an early treatment-finished signal) only after the start treatment switch was pressed, which happens only after the temperature probe has been inserted into the patient’s brain. A safe design should prevent such a dangerous procedure if not medically necessary.

Figure 14 shows a PSDL specification of the revised top level of the prototype, and Figure 15 shows the corresponding implementation. A new layer has been introduced because the safety question has changed the boundaries of the system to include the central hospital database. This change addresses the issue of how the patient is identified to the brain tumor treatment system.

The original version of the brain tumor treatment system has been included as a subsystem, as shown in Figure 15. This change minimizes the effects on the previously developed prototype and allows a quick demonstration to validate the newly proposed interface. However, it leaves some dead code in the original design, since the patient charts entering the brain tumor treatment system are now guaranteed to contain the description of a brain tumor.

In preparation for further refinements, the prototype design is cleaned up after the initial demonstration, as shown in Figure 16. Note that the specification part of the top level is not affected by the change. The new version reflects the restriction mentioned above, which has been used to tighten up the design by keeping unnecessary information out of the brain tumor treatment system (the system does not use information in the patient’s chart other than the tumor’s diameter).

The change affects the interface of both...
The brain tumor treatment system kills tumor cells by means of hyperthermia induced by microwaves. Such simplifications help keep future modifications easy to make and prevent remnants of abandoned alternatives from contaminating the design of the production version of the system. They often improve the performance of the system as well. The CAPS designers are exploring the feasibility of providing high-level editing commands for reducing the designer effort needed for such simplifications. The effort required for evolution of a software system can be reduced through prototyping. Prototyping can stabilize the requirements for both new systems and proposed enhancements to existing systems. Feedback from demonstrations of proposed system behavior is essential for effectively validating complex requirements, such as those for large or embedded real-time systems. The customer and the developer must examine a series of changes to proposed system behavior and perceived requirements to reach a common understanding. It costs less to use a prototype than production-quality code to support this process because prototypes are simpler and easier to modify than production-quality implementations.

The effectiveness of prototyping is limited if carried out manually. A high-level language, a systematic prototyping method, and an integrated set of computer-aided prototyping tools are important for realizing the potential benefits of prototyping. Simplicity was the primary goal in designing the Computer-Aided Prototyping System, since the feasibility and efficiency of rapid prototyping depend on simplifying the tasks of the software engineer.

Prototyping is also aided by a powerful set of abstractions appropriate for a problem domain, especially if these abstractions are embodied in a set of reusable software components that can be automatically retrieved based on specifications of the desired behavior. We can save effort in the long run by building up a comprehensive library of such components for an application area if more than one software system must be developed for the same problem domain. An essential part of any practical computer-aided prototyping environment is a design database that maintains the hierarchical structure of a prototype and the relationships between mul-
multiple versions developed during prototyping. An advanced design database should automatically propagate consequences of decisions made by a designer.

A group of people must work concurrently to evolve a typical software system within practical time schedules. We need better automatic methods and tools for coordinating the efforts of many people working on the same software system. Automatic means for combining components designed by different people and detecting potential conflicts would help to solve this problem. When coupled with a means for producing sets of alternative components compatible in all combinations, such tools would enable rapid tailoring of a prototype to match a user’s needs.

In the future, systems will be maintained using prototype descriptions as the primary representation. To automatically generate production code, these representations will be augmented with descriptions of expected operating loads, environmental characteristics, optimization criteria, and design advice. This will preserve flexibility and enable global optimizations, which might block further evolution of the system if applied manually.
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