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Abstract
In this paper, we study stochastic optimization of two-level composition of functions without Lipschitz continuous gradient. The smoothness property is generalized by the notion of relative smoothness which provokes the Bregman gradient method. We propose three stochastic composition Bregman gradient algorithms for the three possible relatively smooth compositional scenarios and provide their sample complexities to achieve an $\epsilon$-approximate stationary point. For the smooth of relatively smooth composition, the first algorithm requires $O(\epsilon^{-2})$ calls to the stochastic oracles of the inner function value and gradient as well as the outer function gradient. When both functions are relatively smooth, the second algorithm requires $O(\epsilon^{-3})$ calls to the inner function value stochastic oracle and $O(\epsilon^{-2})$ calls to the inner and outer functions gradients stochastic oracles. We further improve the second algorithm by variance reduction for the setting where just the inner function is smooth. The resulting algorithm requires $O(\epsilon^{-5/2})$ calls to the inner function value stochastic oracle, $O(\epsilon^{-3/2})$ calls to the inner function gradient, and $O(\epsilon^{-2})$ calls to the outer function gradient stochastic oracles. Finally, we numerically evaluate the performance of these three algorithms over two different examples.

Keywords Composition optimization · Stochastic optimization algorithm · Bregman subproblem
1 Introduction

This paper considers the two-level stochastic composition problem

$$\min_{x \in \mathcal{X}} F(x) \triangleq f(g(x)) \quad \text{with} \quad f\left( u \right) \triangleq \mathbb{E}[f_\varphi \left( u \right)], \; g(x) \triangleq \mathbb{E}[g_\xi \left( x \right)],$$

(1)

where $\mathbb{E}[f_\varphi \left( u \right)] \triangleq \int_{\Omega_f} f_\varphi(\omega_f) dP_f(\omega_f)$, $\mathbb{E}[g_\xi \left( x \right)] \triangleq \int_{\Omega_g} g_\xi(\omega_g) dP_g(\omega_g)$, and $\mathcal{X}$ is a closed convex set. Here $P_f$ (similarly $P_g$) is a probability distribution on the sample space $\Omega_f$ (similarly $\Omega_g$), the random vector $\varphi$ (similarly $\xi$) is a mapping from $\Omega_f$ (similarly $\Omega_g$) to a measurable space $\mathbb{W}_f$ (similarly $\mathbb{W}_g$), and $f_\varphi : \mathbb{R}^d \to \mathbb{R}$ is a smooth function (similarly $g_\xi : \mathbb{R}^n \to \mathbb{R}^d$ is a smooth map).

Furthermore, we assume that the functions $f$, $g$, or both do not have Lipschitz continuous gradient. A continuously differentiable function $h$ has Lipschitz continuous gradient if for some constant $L$, we have

$$\|\nabla h(x) - \nabla h(\bar{x})\| \leq L \|x - \bar{x}\|, \quad \forall x, \; \bar{x} \in \text{dom} \; h.$$  

(2)

In the absence of Lipschitz continuity of the inner, outer, or both functions’ gradients, problem (1) appears in many applications such as policy evaluation for Markov decision processes [20], risk-averse optimization [52], low-rank nonnegative matrix factorization [10, 31], and model-agnostic meta-learning (MAML) [30]. Below, we discuss some of these applications in more detail.

Example 1.1 (Policy evaluation for Markov decision processes (MDP)) Consider a Markov chain with states $\{Y_0, Y_1, \ldots\} \subset \mathcal{Y}$, an unknown transition operator $P$, a reward function $r : \mathcal{Y} \to \mathbb{R}$ and a discount factor $\gamma \in (0, 1)$. The goal is to estimate the value function $V : \mathcal{Y} \to \mathbb{R}$, defined as $V(y) \triangleq \mathbb{E}[\sum_{t=0}^{\infty} \gamma^t r(Y_t) | Y_0 = y]$, for a fixed control policy $\pi$. For a finite state space $\mathcal{Y}$, the value functions of all possible initial states can be represented as a vector $v \in \mathbb{R}^{\mathcal{Y}}$ that satisfies the Bellman equation $v = r + \gamma Pv$, where $r \in \mathbb{R}^{\mathcal{Y}}$ such that $r_i = r(Y_i)$. When $|\mathcal{Y}|$ is large, one can approximate $v$ by $v \approx \Phi x$, where $\Phi$ is some matrix of basis functions and $x \in \mathbb{R}^n$ contains the coefficients with $n \ll |\mathcal{Y}|$. Since one only has access to random samples of $P$ and $r$, i.e., $\hat{P}$ and $\hat{r}$, the residual minimization problem to approximate the solution of the above system is

$$\min_{x \in \mathcal{X} \subseteq \mathbb{R}^n} \text{dist}(\mathbb{E}[\hat{r}], (I - \gamma \mathbb{E}[\hat{P}]) \Phi x),$$

(3)

where $\text{dist} : \mathbb{R}^{\mathcal{Y}} \times \mathbb{R}^{\mathcal{Y}} \to \mathbb{R}_+$ is some distance function [53]. Let $A_\xi \triangleq (I - \gamma \hat{P}) \Phi$ and $r_\varphi \triangleq \hat{r}$, the problem can then be written as $\min_{x \in \mathcal{X}} \text{dist}(\mathbb{E}[r_\varphi], \mathbb{E}[A_\xi^+ x])$ which is a special case of (1). Note that if the reward is in form of count data (e.g., number of news clicks suggested by a recommender system—see, e.g., [45] and references therein), a closely related problem to (3) is

$$\min_{x \in \mathbb{R}^n_+} D_{\text{KL}}(\mathbb{E}[r_\varphi], \mathbb{E}[A_\xi^+ x]),$$

(4)
where $A_\xi^+ \triangleq \max[(I - \gamma \hat{P})\Phi, 0\mathcal{Y}|\mathcal{X}_n]$ and $D_{KL}(\cdot, \cdot)$ is the Kullback–Leibler (KL) divergence [18] (see (10) for the definition). This problem is known as the stochastic Poisson linear inverse problem (see, e.g., [7]—Section 5.1). The KL distance is a natural measure that corresponds to noise of Poisson type and does not admit globally Lipschitz continuous gradient [7].

**Example 1.2** (Risk-averse optimization) Consider the mean-variance risk-averse optimization problem [52]

$$
\min_{x \in \mathcal{X} \subseteq \mathbb{R}^n} -\mathbb{E}[r_\xi(x)] + \lambda \text{Var}[r_\xi(x)],
$$

where $r_\xi(x) : \mathbb{R}^n \rightarrow \mathbb{R}$ is a random function given by the decision variable $x$, $\text{Var}[-]$ denotes the variance with respect to $\xi$, and $\lambda > 0$ is the risk-aversion parameter. In the context of risk-averse optimal control of systems governed by partial differential equations (PDEs) under uncertainty, there is a need to solve (5) where $r_\xi(x)$ is the control objective whose evaluation requires the solution of a system of PDEs (see, e.g., [13] and references therein). To render the computation of the control objective and its gradient tractable, it is common to employ quadratic approximations of the objective function in the context of risk-neutral optimal control [2]. However, the variance component of the risk-averse mean-variance formulation (5) results in polynomial objective function of degree 4 which does not have Lipschitz continuous gradient (see Sect. 4.1 for more details).

**Example 1.3** (Low-rank nonnegative matrix factorization) Let $D \in \mathbb{R}^{p \times q}_+$ be an unknown nonnegative matrix. We aim to find a low-rank approximate nonnegative matrix factorization (NMF) of $D$ based on random samples $\hat{D}$ from a stochastic oracle such that $\mathbb{E}[\hat{D}] = D$. This requires solving

$$
\min_{X \in \mathbb{R}^{p \times k}_+, Y \in \mathbb{R}^{q \times k}_+} \text{dist}(\mathbb{E}[\hat{D}], XY^\top),
$$

where $k < \min\{p, q\}$ is a prespecified rank and $\text{dist}(\cdot, \cdot)$ is some distance function [10]. Low-rank approximate NMF has a range of applications in feature extraction, text mining, and spectral data analysis [39, 50]. Due to the nonnegativeness of $D$ and $XY^\top$, there are information-theoretic arguments on taking statistical divergences such as KL divergence [39] or $\varphi$-divergence [17] for the distance function, which do not have Lipschitz continuous gradient.

It is natural to use stochastic gradient descent (SGD) to solve (1). However, obtaining an unbiased estimator of the gradient of the composition is challenging as

$$
\nabla F(x) = \mathbb{E}_{\varphi, \xi} \left[ \nabla g_\xi(x) \nabla f_\varphi(\mathbb{E}_\xi[g_\xi(x)]) \right] \neq \mathbb{E}_{\varphi, \xi} \left[ \nabla g_\xi(x) \nabla f_\varphi(g_\xi(x)) \right],
$$

i.e., the stochastic gradient of the outer function evaluated at a stochastic value of the inner function results in a biased estimator.
To overcome this challenge, different methods are proposed to approximate the inner expectation which then helps to prove convergence to an approximate stationary point. These methods are discussed in Sect. 1.1. However, similar to gradient-based methods for differentiable functions, theoretical guarantees for these methods heavily make use of the Lipschitz continuity of the gradient which narrows their applications. In the absence of Lipschitz continuity of the gradient, a sequence of recent works [7, 12, 44] introduce the notion of relative smoothness which provides a new non-quadratic upper bound to the objective function and provides a new descent lemma [7]. The definition of relative smoothness is provided in Sect. 1.2. The new upper bound requires solving a Bregman gradient subproblem and is discussed in Sect. 1.1.

1.1 Related Work

This work is on the intersection of two research areas: 1. stochastic composition optimization, 2. optimization of functions without Lipschitz continuous gradient. Below, we review the literature corresponding to these areas.

**Stochastic Composition Optimization.** The stochastic composition problem dates back to [27] and regained attention due to the broad range of applications in machine learning. Large deviation bounds for the empirical optimal value were established in [28], and the central limit theorem for the composition problem was established in [22] which proved that the empirical optimal value of (1) converges to the true optimal value. Recently, different works focus on developing efficient first-order algorithms to solve (1). Wang et al. [55] proposed a two-step algorithm to solve two-level composition problems. The first step approximates the inner function value by moving average

\[ y^{k+1} = (1 - \beta_k) y^k + \beta_k g_{\xi_k}(x^k), \]

with \( \beta_k \in (0, 1) \), and the second step performs the projected stochastic gradient update

\[ x^{k+1} = \Pi_X \{ x^k - \alpha_k \nabla g_{\xi_k}(x^k) \nabla f_{\phi}(y^{k+1}) \}, \]

where \( \Pi_X \) refers to the projection operator onto the set \( X \). Since the gradient estimator is biased, the algorithm requires the stepsize \( \alpha_k \) to be small compared to \( \beta_k \), i.e., it should satisfy \( \lim_{k \to \infty} \alpha_k / \beta_k = 0 \) which results in a two-timescale algorithm. Almost sure convergence of the iterates of the algorithm to an optimal solution in the convex and to a stationary point in the nonconvex but unconstrained setting are established under the smoothness assumption. However, due to the two-timescale requirement of the algorithm, its sample complexity is inferior to SGD for single-level problems. The paper improves its sample complexity for the convex setting by a second algorithm. Furthermore, the convergence rate of the two-timescale algorithm was improved in [56] where they further considered minimizing the sum of a two-level composition and a nonsmooth but convex regularization function. Hu et al. [37] also studied this problem under the same assumptions, but the sample complexity of their algorithm is still suboptimal compared to SGD.
Recently, [33] proposed a single-timescale algorithm (i.e., the one in which the rate of inner function and the outer function gradient updates are in the same order) to solve (1). The paper also establishes almost sure convergence of the algorithm to a stationary point in the constrained setting. Motivated by gradient flow in continuous space, [16] proposes a single-timescale algorithm for the unconstrained problem. Both algorithms in [16, 33] achieve the sample complexity of SGD. The difference between their algorithms is that [33] uses moving average on the inner function value, the \( \{x_k\} \) sequence, and the gradient estimates, while [16] improves the inner function value update as

\[
y_{k+1} = (1 - \beta_k)(y_k + \nabla g_{\xi_k}(x_k)(x_k - x_{k-1})) + \beta_k g_{\xi_k}(x_k),
\]

where \( \nabla g_{\xi_k}(x_k)(x_k - x_{k-1}) \) is a correction term derived from an ODE analysis. The algorithm in [16] is also generalized for multilevel composition problems.

Besides [16], there are other works that propose algorithms for multilevel composition problems. The work of [33] is generalized in [5] to solve multilevel composition problems with and without a need to mini-batch sampling in each iteration. [61] also considers the multilevel composition problem and proposes a variance reduction method to solve it. Total sample complexity of their method has polynomial dependence on the number of levels. Yang et al. [59] proposes a multi-timescale method and [51] generalizes the work of [33] to multilevel and, further, shows the almost sure convergence of their single-timescale algorithm for problems where the composition functions are Lipschitz continuous. The paper also provides the sample complexity of the algorithm when the composition functions are smooth.

The composition problem with specific structures is considered in a number of works. Dai et al. [19] considers the setting where the outer function \( f \) is convex and the inner function \( g \) is linear. Blanchet et al. [11] proposes an unbiased estimator of the gradient for convex problems in finite-sum form. For the same setting, [23, 41–43, 58, 60] use variance reduction techniques to accelerate the convergence. Zhang and Xiao [62] considers minimizing the sum of a composition and a nonsmooth convex function \( R(x) \) and proposed a prox-linear algorithm with subproblem

\[
x_{k+1} = \arg \min_x f(\tilde{g}^k + \tilde{J}(x - x^k)) + R(x) + \frac{M}{2} \|x - x^k\|^2,
\]

where \( \tilde{g}^k \) and \( \tilde{J} \) are (mini-batch or variance-reduced) estimates of \( g(x^k) \) and \( \nabla g(x^k) \), respectively. Their theory requires the outer function \( f \) to be deterministic, convex, and possibly nonsmooth, while \( g \) be a smooth function.

Finally, we note that the composition problems are also related to biased gradient methods which focus on establishing the stationarity using biased gradients of the objective functions, not necessarily in the composition structure [36].

**Mirror Descent for Relatively Smooth Function.** The mirror descent, also known as Bregman proximal gradient method, was originally developed by Nemirovski and Yudin (see [48]) to solve \( \min_{x \in \mathcal{X}} f(x) \) in general Banach space where the primal and dual spaces are not isometric to each other—see [14] for more information. Given a continuously differentiable and strictly convex mirror function \( h \), the mirror descent
algorithm performs the update $x^{k+1} = \nabla h^{-1}(\nabla h(x^k) - \alpha_k \nabla f(x^k))$, where $\nabla h^{-1}$ is the inverse of the gradient map. Later, [8] proved that the mirror descent update is indeed the solution to the Bregman gradient subproblem

$$x^{k+1} = \underset{x \in \mathcal{X}}{\text{argmin}} \left(\nabla f(x^k), x - x^k\right) + \frac{1}{\alpha_k} D_h(x, x^k),$$

where $D_h(x, x^k) \triangleq h(x) - h(x^k) - \langle \nabla h(x^k), x - x^k \rangle$ is the Bregman distance.

From the optimization perspective, mirror descent allows obtaining convergence rates with significantly less dependence on the dimension of the ambient space $n$ in certain cases. For instance, consider minimizing a convex and $C_f$ Lipschitz continuous function $f(x)$ over the simplex $\mathcal{X} \triangleq \{x \in \mathbb{R}^n : \sum_i^n x_i = 1, x_i \geq 0\}$. As discussed in [8], the iteration complexity of the subgradient projection method for this problem is $\min_{1 \leq i \leq k} f(x^i) - \min_{x \in \mathcal{X}} f(x) \leq O(1) C_f \sqrt{n} / \sqrt{k}$, while the complexity of the mirror descent algorithm with $h(x) = 2^{-1} \|x\|^2_p$ and $p = 1 + (\log n)^{-1}$ is $O(1) \sqrt{\log n} / \sqrt{k}$, which improves the subgradient method by $\sqrt{n} / \log n$. Note that the resulting mirror descent algorithm has closed-form solution for its subproblem. The mirror descent algorithm is used in (stochastic) convex [3, 4, 8, 9, 26, 38, 47] and nonconvex [32, 57] settings. In either case, similar to other first-order methods, the Lipschitz continuity of the objective function or its gradient is crucial for the analysis.

In many problems, however, the objective function is not smooth, i.e., it does not have Lipschitz continuous gradient. Recently, a new relative smoothness condition was introduced by [7] for convex function $f$, which generalizes the commonly used smoothness condition. The function $f$ is smooth relative to $h$ if $L h - f$ is a convex function—see Definition 1.2 for the formal definition. This condition provides an upper bound on the objective function through the Bregman distance with the generating function $h$ as $f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + L D_h(y, x)$, which requires solving such problems using the mirror descent update discussed above. Later, [12] generalized this smoothness condition for nonconvex functions and named it smooth adaptable (smad) property. Lu et al. [44] studied the same property with a different requirement on the generating function $h$. This property unifies the mirror descent and the gradient descent as setting $h(x) = \frac{1}{2} \|x\|^2$ results in $D_h(y, x) = \frac{1}{2} \|y - x\|^2$. If so, the above inequality recovers the traditional smoothness inequality $f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{L}{2} \|y - x\|^2$ and the corresponding descent lemma [54]. Further studies focus on nonconvex [1, 6, 12, 40, 46] and stochastic [21, 24, 34, 35, 63] scenarios. The lower bound on the sample complexity under this new smoothness assumption was established in [25] which indicates the need for additional assumptions for acceleration. Finally, we note that the notion of Lipschitz continuity was also generalized to relative continuity in [21, 54].

### 1.2 Contributions

This paper proposes three algorithms to solve the two-level stochastic composition problem (1) and investigates their iteration/sample complexities in the absence of the...
smoothness of the inner, outer, or both composition functions. More specifically, the contributions of the paper are as follows.

1. We consider three different scenarios of constrained two-level stochastic composition problems: Smooth of Relative-smooth (SoR), Relative-smooth of Smooth (RoS), and Relative-smooth of Relative-smooth (RoR). For each combination, we prove that the composition function is smooth relative to a (strictly/strongly) convex distance generating function.

2. For the SoR composition, we propose a single-timescale mini-batch stochastic composition Bregman gradient method. This algorithm achieves an \( \epsilon \)-approximate stationary solution in \( O(\epsilon^{-2}) \) calls to the inner function value and gradient and outer function gradient stochastic oracles, which matches the sample complexity of SGD in the single-level problems. This result also matches the lower bound of the Bregman method with merely relative smoothness assumption [25].

3. For the RoR (and RoS) composition, we propose a mini-batch prox-linear stochastic Bregman gradient algorithm with stochastic oracle complexity of \( O(\epsilon^{-2}) \) for the gradient of the inner and outer functions, and stochastic oracle complexity of \( O(\epsilon^{-3}) \) for the inner function value.

4. For the RoS composition, we improve the RoR algorithm by a variance reduction technique in the RoS-VR algorithm. The algorithm improves the stochastic oracle complexity of the inner function value to \( O(\epsilon^{-5/2}) \) and the inner function gradient to \( O(\epsilon^{-3/2}) \), while the complexity of the outer function gradient stochastic oracle is still \( O(\epsilon^{-2}) \).

**Preliminaries**

Given a continuously differentiable function \( f : \mathbb{R}^n \to \mathbb{R}^d \), \( \nabla f(x) \in \mathbb{R}^{n \times d} \) denotes its Jacobian (equivalently its gradient when \( d = 1 \)). For a real-valued two-time continuously differentiable function \( f \), \( \nabla^2 f \) denotes its Hessian. Given a closed convex set \( X \subseteq \mathbb{R}^n \), \( \text{int} X \) denotes its interior, \( N_X(x) \) denotes the normal cone to set \( X \) at \( x \), and \( \delta_X(\cdot) \) denotes the indicator function of \( X \). Finally, given \( x \in \mathbb{R}^n \), \( \|x\| \) denotes its \( l_2 \) norm.

Next, we introduce the Bregman distance and the notion of relative smoothness which are central to the ideas discussed in this paper.

**Definition 1.1 (Bregman distance)** Let \( h \) be a proper, differentiable, and convex function on the \( \text{int dom} \ h \). The Bregman distance of \( x, y \in \text{dom} \ h \) generated by \( h \) is defined as

\[
D_h(x, y) \triangleq h(x) - h(y) - \langle \nabla h(y), x - y \rangle.
\] (7)

Note that since \( h \) is convex, \( D_h(x, y) \geq 0 \) for any \( x, y \in \text{dom} \ h \). Furthermore, if \( h \) is \( \mu \)-strongly convex, i.e., \( h(x) - h(y) - \langle \nabla h(y), x - y \rangle \geq (\mu/2)\|x - y\|^2 \), then \( D_h(x, y) \geq (\mu/2)\|x - y\|^2 \) by the definition. Note that the Bregman distance is convex with respect to the first argument. For \( h(x) = \frac{1}{2}\|x\|^2 \), \( D_h(x, y) = \frac{1}{2}\|x - y\|^2 \), i.e., the Euclidean distance.
Definition 1.2 (Relative-smoothness [7]) Assume $\text{dom} \ h \subset \text{dom} \ f$. The function $f$ is $L$-smooth relative to the convex function $h$ if

$$|f(x) - f(y) - \langle \nabla f(y), x - y \rangle| \leq LD_h(x, y), \ \forall x, y \in \text{dom} \ h. \quad (8)$$

If $f$ is a vector-valued function, then it is $L$-smooth relative to $h$ if

$$\|f(x) - f(y) - \langle \nabla f(y), x - y \rangle\| \leq LD_h(x, y), \ \forall x, y \in \text{dom} \ h. \quad (9)$$

If $h(x) = \frac{1}{2}\|x\|^2$, the relative smoothness results into the famous upper/lower bound $|f(x) - f(y) - \langle \nabla f(y), x - y \rangle| \leq L\|x - y\|^2$ provided that $f$ is smooth, i.e., $\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|$. The left-hand-side inequality from (8), i.e., $-LD_h(x, y) \leq f(x) - f(y) - \langle \nabla f(y), x - y \rangle$ is also known as $L$-weak convexity of $f$ relative to $h$ [63], which generalizes the notion of weak convexity, i.e., $-(L/2)\|x - y\|^2 \leq f(x) - f(y) - \langle \nabla f(y), x - y \rangle$.

Some examples of relatively smooth functions are provided below.

Example 1.4 (Relatively smooth functions)

- Let $f(x)$ be twice differentiable and the operator norm of its Hessian with respect to the $l_2$-norm satisfies $\|\nabla^2 f(x)\| \leq p_r(\|x\|)$, where $p_r(\cdot)$ is a univariate $r$th-degree polynomial that satisfies $p_r(\alpha) \leq L(1 + \alpha^r)$ for $\alpha \geq 0$ and $L > 0$. Then, $f(x)$ is $L$-smooth relative to $h(x) = \frac{1}{r+2}\|x\|^{r+2} + \frac{1}{2}\|x\|^2$ [44].

- In the Poisson linear inverse problem, given a matrix $A \in \mathbb{R}^{m \times n}_+$, one needs to recover the signal $x \in \mathbb{R}^n_+$ from noisy observations $b$ such that $Ax \approx b$ by minimizing the Kullback–Leibler divergence

$$D_{KL}(b, Ax) \triangleq \sum_{i=1}^{n} (b_i \log(b_i/(Ax)_i) + (Ax)_i - b_i), \quad (10)$$

which is $L$-smooth relative to $h(x) = -\sum_{i=1}^{n} \log x_i$ for $L \geq \|b\|_1$—see [7].

Next, we present two lemmas which are key to the analysis of the Bregman gradient methods.

Lemma 1.1 (Three-point identity, (Lemma 3.1 in [15])) Suppose $h$ is a differentiable and convex function. For any three points $y, z \in \text{int dom} \ h$ and $x \in \text{dom} \ h$, the following identity holds,

$$D_h(x, y) + D_h(y, z) = D_h(x, z) + \langle \nabla h(z) - \nabla h(y), x - y \rangle.$$

This identity is the generalization of Pythagorean identity in Euclidean geometry. The next lemma follows from the three-point identity above.
Lemma 1.2 (Three-point inequality) Let $\varphi$ be a proper, lower semicontinuous, and convex function, $h$ be a differentiable convex function. Given $\tau > 0$ and $x \in X \subset \text{int dom } h$, let

$$x^+ \in \arg\min_{y \in X} \varphi(y) + \frac{1}{\tau} D_h(y, x),$$

which is unique if $h$ is strongly convex. Then, $x^+$ satisfies

$$\tau (\varphi(x^+) - \varphi(y)) \leq D_h(y, x) - D_h(x^+, x) - D_h(y, x^+), \quad \forall y \in X.$$

Remark 1.1 In particular, if we set $\varphi(y) = \langle w, y - x \rangle$, then

$$\tau \langle w, x^+ - y \rangle \leq D_h(y, x) - D_h(x^+, x) - D_h(y, x^+), \quad \forall y \in X.$$

2 Smooth of Relative-smooth (SoR) Composition

As we deal with the composition of two functions, under different smoothness assumptions, there are four possible composition scenarios. The smooth of smooth composition is the simplest one which results in the composition function to be also smooth, and it is well studied in the literature of stochastic composition problem listed above. In this section, we study the Smooth of Relative-smooth (SoR) composition. First, we give the definition of the stationarity measure under the Bregman distance.

Lemma 2.1 (Stationarity measure) Given a $\mu_h$-strongly convex function $h$, define

$$\hat{x}^+ \triangleq \arg\min_{y \in X} \langle \nabla F(x), y - x \rangle + \frac{1}{\tau} D_h(y, x),$$ (11)

where $\tau > 0$. Then $\hat{x}^+ = x$ if and only if $-\nabla F(x) \in \mathcal{N}_h(x)$.

Proof By the optimality condition, we have

$$0 \geq \langle \nabla F(x), y - x \rangle + \frac{1}{\tau} (\nabla h(\hat{x}^+) - \nabla h(x)) + \partial \delta_h(\hat{x}^+).$$ (12)

Hence, if $\hat{x}^+ = x$, then $-\nabla F(x) \in \mathcal{N}_h(x)$. Next, assuming $-\nabla F(x) \in \mathcal{N}_h(x)$, we have $\langle \nabla F(x), y - x \rangle \geq 0, \forall y \in X$. By the strong convexity of $h$, $D_h(y, x) \geq (\mu_h/2) \| y - x \|^2 \geq 0, \forall y \in X$, with the equality when $y = x$. Hence, the minimum of (11) is unique with the solution $\hat{x}^+ = x$. □

The above lemma shows that $\text{dist}(\hat{x}^+, x)$ is a suitable measure for the stationarity. Indeed, similar measures are commonly used in the constrained optimization literature, e.g., in [32], the distance function $\text{dist}(\hat{x}^+, x) \triangleq \frac{1}{2\tau^2} \| \hat{x}^+ - x \|^2$ is used as the stationarity measure which is equal to $\| \nabla F(x) \|^2$ when $X = \mathbb{R}^n$. Following Lemma 2.1, we use $\text{dist}(\hat{x}^{k+1}, x^k) = D_h(\hat{x}^{k+1}, x^k)/\tau^2$ to measure stationarity in the SoR composition.
2.1 Smoothness of the Composition Function

Below, we provide the main assumptions for the SoR composition. These assumptions are common in stochastic (composition) optimization with the main difference being generalization of the smoothness of the inner function to relative smoothness.

Assumption 1 (Smooth of Relative-smooth (SoR) composition) The functions $f$ and $g$ satisfy the following conditions:

(a) The function $g$ is average $L_g$-smooth relative to 1-strongly convex function $h_g$, i.e., $\forall x_1, x_2 \in \text{dom } g$,

$$\mathbb{E}_\xi \left[ \| g_\xi (x_1) - g_\xi (x_2) - \langle \nabla g_\xi (x_2), x_1 - x_2 \rangle \| \right] \leq L_g D_{h_g} (x_1, x_2).$$

(b) The function $f$ is average $L_f$-smooth, i.e., $\forall u_1, u_2 \in \text{dom } f$,

$$\mathbb{E}_\varphi \left[ \| \nabla f_\varphi (u_1) - \nabla f_\varphi (u_2) \| \right] \leq L_f^2 \| u_1 - u_2 \|^2.$$

(c) The stochastic gradients of $f$ and $g$ are bounded in expectation, i.e., $\forall u \in \text{dom } f$ and $\forall x \in \text{dom } g$,

$$\mathbb{E}_\varphi \left[ \| \nabla f_\varphi (u) \|^2 \right] \leq C_f^2, \quad \mathbb{E}_\xi \left[ \| \nabla g_\xi (x) \|^2 \right] \leq C_g^2.$$

Remark 2.1 By Jensen’s inequality, Assumption 1-(a $\sim$ c) also hold for $f$ and $g$ as well, i.e., $g$ is $L_g$-smooth relative to $h_g$, $f$ is $L_f$-smooth, and $f, g$ are $C_f, C_g$-Lipschitz continuous. Furthermore, note that bounded stochastic gradient implies bounded variance, i.e., $\forall u \in \text{dom } f$, we have

$$\mathbb{E}_\varphi [\| \nabla f_\varphi (u^k) - \nabla f(u^k) \|^2] = \mathbb{E}_\varphi [\| \nabla f_\varphi (u^k) \|^2] - \| \nabla f(u^k) \|^2 \leq \mathbb{E}_\varphi [\| \nabla f_\varphi (u^k) \|^2] \leq C_f^2.$$

Similarly, $\mathbb{E}_\xi [\| \nabla g_\xi (x^k) - \nabla g(x^k) \|^2] \leq C_g^2, \forall x \in \text{dom } g.$

Under Assumption 1, the SoR composition is proved to be smooth relative to the generating function $h$ defined in Lemma 2.2, with its proof in Appendix A.1.

Lemma 2.2 Under Assumption 1, $F(x) = f(g(x))$ is 1-smooth relative to $C_f^2 L_f$-strongly convex function $h(x) = \frac{C_g^2 L_f}{2} \| x \|^2 + C_f L_g h_g(x)$.

Remark 2.2 If $h_g(x) = \frac{1}{2} \| x \|^2$, i.e., $h_g$ is also smooth, then under Assumption 1, the composition function $F(x)$ is $(C_g^2 L_f + C_f L_g)$-smooth which matches the results derived in [33].
2.2 Proposed Algorithm for the SoR Composition

By relative smoothness of the composition function, it is natural to solve this problem using the Bregman gradient method [12]. But, as discussed in Introduction, it is impossible to get an unbiased estimate of the gradient of the objective function. Given the current point \( x^k \), one needs to estimate the inner function value and then obtain a stochastic gradient of the outer function at this estimate. This requires tracking three random sequences: the iterate \( \{ x^k \} \), inner function value estimate \( \{ u^k \} \) at the current iterate, and the gradient estimate of the composition function \( \{ w^k \} \). These random sequences are defined on the probability space \( (\Omega, \mathcal{F}, P) \), where \( \Omega \) is the sample space, \( \mathcal{F}_k \) is the \( \sigma \)-algebra generated by the algorithm up to iteration \( k \), i.e.,

\[
\{ x^0, \ldots, x^{k+1}, u^0, \ldots, u^k, w^0, \ldots, w^k \},
\]

and \( P \) is the probability measure.

Given an iterate \( x \), an estimate of the inner function value \( u \), and i.i.d. sample batches \( B_g, B_{\nabla g}, \) and \( B_{\nabla f} \), the mini-batch estimate of the inner function and the mini-batch estimate of the gradients of the inner and outer functions are calculated as

\begin{align*}
\hat{u}(x; B_g) &= \frac{1}{|B_g|} \sum_{\xi \in B_g} g_{\xi}(x), \quad (13a) \\
\hat{v}(x; B_{\nabla g}) &= \frac{1}{|B_{\nabla g}|} \sum_{\xi \in B_{\nabla g}} \nabla g_{\xi}(x), \quad (13b) \\
\hat{s}(u; B_{\nabla f}) &= \frac{1}{|B_{\nabla f}|} \sum_{\varphi \in B_{\nabla f}} \nabla f_{\varphi}(u). \quad (13c)
\end{align*}

Note that not all of the above estimators are used in all of the algorithms presented later.

We propose Algorithm 1 to solve the SoR composition, and its sample complexity is derived in the rest of this section. To do so, beside Assumption 1, we require two extra assumptions discussed below. Assumption 2-(a) is a standard lower boundedness of the objective function for nonconvex optimization and (b) is the boundedness of the variance of the stochastic inner function value which is necessary to deal with stochastic estimators.

**Assumption 2** The functions \( f_{\varphi}, g_{\xi} \), and \( F \) satisfy the following conditions:

(a) The function \( F(x) \) is lower-bounded by \( F^* \).

(b) The variance of \( g_{\xi} \) is bounded, i.e.,

\[
\mathbb{E}_{\xi} \left[ \| g_{\xi}(x) - g(x) \|^2 \right] \leq \sigma_g^2, \quad \forall x \in \text{dom } g.
\]

To prove the complexity of this algorithm, we first need to establish error bounds for the stochastic estimates of the inner function value and gradient of the composition.
Algorithm 1 SoR algorithm (SoR)

Require: $x^0 \in \mathcal{X}$, $u^0 \in \mathbb{R}^d$, $(\tau_k)_{k \in \mathbb{N}_+}$, $(\beta_k)_{k \in \mathbb{N}_+} \subset (0, 1)$, $h_g$

1: Sample $B_{V_f}^0$, $B_{V_g}^0$

and update $v^0 = v(x^0; B_{V_f}^0)$, $s^0 = s(u^0; B_{V_g}^0)$ using (13b)-(13c)

2: Update $w^0 = v^0 s^0$

3: for $k = 0, 1, \ldots, K - 1$, do

4: Given $h(x) = \frac{C_f^2 L_f}{2} \|x\|^2 + C_f L_g h_g(x)$, solve

$$x^{k+1} = \arg\min_{y \in \mathcal{X}} \left( w^k, y - x^k \right) + \frac{1}{\tau_k} D_h(y, x^k) \quad (14)$$

5: Sample $B_{g}^{k+1}$ and update

$$u^{k+1} = \frac{1}{|B_g^{k+1}|} \sum_{\xi \in B_g^{k+1}} \left( 1 - \beta_k \right) (u^k + g_\xi(x^{k+1} - g_\xi(x^k)) + \beta_k g_\xi(x^{k+1}) \right) \quad (15)$$

6: Sample $B_{V_f}^{k+1}$, $B_{V_g}^{k+1}$, update $v^{k+1} = v(x^{k+1}; B_{V_f}^{k+1})$, $s^{k+1} = s(u^{k+1}; B_{V_g}^{k+1})$ by (13b)-(13c)

7: Update $w^{k+1} = v^{k+1} s^{k+1}$

8: end for

function. The error of the inner function value estimate by $u^k$ is bounded in Lemma 2.3 which is established by [16]. For the completion of the paper, we also give the proof in Appendix A.2.

Lemma 2.3 (Lemma 1 in [16]) Under Assumptions 1 and 2, given $\beta_k \in (0, 1)$, sequences $\{x^k\}$ and $\{u^k\}$ generated by Algorithm 1 satisfy

$$\mathbb{E}[\|g(x^{k+1}) - u^{k+1}\|^2 | \mathcal{F}_k] \leq (1 - \beta_k)^2 \|g(x^k) - u^k\|^2 + 4(1 - \beta_k)^2 C_g^2 \|x^{k+1} - x^k\|^2 + 2 \beta_k^2 \sigma^2 \|B_g^{k+1}\|. \quad (16)$$

Following the bound in Lemma 2.3, the error of the composition gradient estimate $w^k$ is bounded as shown in Lemma 2.4; the proof is provided in Appendix A.3.

Lemma 2.4 Under Assumption 1, the sequences $\{x^k\}$ and $\{w^k\}$ generated by Algorithm 1 satisfy

$$\mathbb{E}[\|\nabla F(x^k) - w^k\|^2] \leq 2C_f^2 C_g^2 |B_{V_f}^k| + 2C_f^2 C_g^2 |B_{V_g}^k| + 2C_g^2 L_f^2 \mathbb{E}[\|g(x^k) - u^k\|^2]. \quad (17)$$

We investigate the sample complexity of the SoR algorithm by analyzing the merit function

$$V(x^k, u^k) \triangleq F(x^k) - F^* + \|g(x^k) - u^k\|^2, \quad (18)$$
which is denoted by $V^k$ in the rest of the paper. The per iteration merit function decrease is essential for the analysis and is presented in Lemma 2.5 with its proof in Appendix A.4.

**Lemma 2.5** Let $\{x^k, u^k, w^k\}$ be the sequence generated by Algorithm 1. Furthermore, let Assumptions 1 and 2 hold. Then

$$
\mathbb{E}[V^{k+1}|F_k] \leq V^k + \frac{\tau_k}{2C_k^2 L_f} \|\nabla F(x^k) - w^k\|^2 - \left(\frac{1}{\tau_k} - 2\right) D_h(\hat{x}^{k+1}, x^k) - \left(\frac{1}{\tau_k} - 1 - \frac{8}{L_f}\right) D_h(x^{k+1}, x^k) + ((1 - \beta_k)^2 - 1)\|g(x^k) - u^k\|^2 + 2\beta_k^2 \sigma^2 / |B_k^1|, \tag{19}
$$

where $\hat{x}^{k+1}$ is defined as

$$
\hat{x}^{k+1} \triangleq \arg\min_{y \in \mathcal{X}} \left\{\nabla F(x^k), y - x^k\right\} + \frac{2}{\tau_k} D_h(y, x^k).
$$

This lemma establishes the connection of the merit function $V^k$, two estimates’ errors $\|g(x^k) - u^k\|^2$ and $\|\nabla F(x^k) - w^k\|^2$, and the stationarity measure $D_h(\hat{x}^{k+1}, x^k)$—see Lemma 2.1. Hence, by properly choosing the parameters, we can derive the sample complexity of this algorithm to obtain an $\epsilon$-stationary solution, which is presented in Theorem 2.1, with the proof in Appendix A.5.

**Theorem 2.1** (Sample complexity of the SoR algorithm) Let $\{x^k\}$ be a sequence generated by Algorithm 1 with $0 < \tau_k < \min\{1/2, L_f/(L_f + 8)\}$ and $\beta_k \in (0, 1)$ satisfying $(1 - \beta_k)^2 + \tau_k L_f - 1 \leq 0$. Then, under Assumptions 1 and 2, we have

$$
\mathbb{E}\left[D_h(\hat{x}^{R+1}, x^R)/\tau_R^2\right] \leq \frac{V^0}{\sum_{j=0}^{K-1} (\tau_j - 2\tau_j^2)} + \sum_{k=0}^{K-1} \frac{\tau_k C_k^2}{L_f |B_k^1|} + \frac{\tau_k C_k^2}{L_f |B_k^1|} + \frac{2\beta_k^2 \sigma^2}{|B_k^1|}, \tag{20}
$$

where $V^0 = F(x^0) - F^* + \|g(x^0) - u^0\|^2$, and the expectation is taken with respect to all random sequences generated by the algorithm and an independent random integer $R \in \{0, \ldots, K - 1\}$ with probability distribution

$$
P(R = k) = \frac{\tau_k - 2\tau_k^2}{\sum_{j=0}^{K-1} (\tau_j - 2\tau_j^2)}.
$$

**Remark 2.3** When $\tau_k \in (0, 1/L_f)$, with $\beta_k \in (0, 1)$, the requirement $(1 - \beta_k)^2 + \tau_k L_f - 1 \leq 0$ results in $1 - \sqrt{1 - \tau_k L_f} \leq \beta_k < 1$. Furthermore, note that $\beta_k = \tau_k L_f$ satisfies the above bound as $\tau_k < \frac{1}{L_f}$, so $\tau_k L_f < 1$, and

$$
\beta_k - (1 - \sqrt{1 - \tau_k L_f}) = (1 + \sqrt{1 - \tau_k L_f})(1 - \sqrt{1 - \tau_k L_f}) - (1 - \sqrt{1 - \tau_k L_f}) = (1 - \sqrt{1 - \tau_k L_f})\sqrt{1 - \tau_k L_f} > 0.
$$
Remark 2.4 If we set $|B^k_{\nabla f}| = |B^k_{\nabla g}| \equiv 1$ for all $k \in \{0, \ldots, K - 1\}$, then
\[
\frac{1}{\sum_{j=0}^{K-1} (\tau_j - 2\tau_j^2)} \sum_{k=0}^{K-1} \left( \frac{\tau_k C_f^2}{L_f |B^k_{\nabla f}|} + \frac{\tau_k C_f^2}{L_f |B^k_{\nabla g}|} \right) = \frac{2C_f^2}{L_f} \sum_{k=0}^{K-1} \tau_k \sum_{j=0}^{K-1} (\tau_j - 2\tau_j^2) \geq \frac{2C_f^2}{L_f},
\]
and hence, without the mini-batch, the right-hand side of (20) cannot be smaller than an arbitrary $\epsilon > 0$, and the upper bound of (20) cannot be made small enough.

Fixing the step and batch sizes for all iterations, the sample complexity of the algorithm is presented in a more readable form in Corollary 2.1. The proof follows from Theorem 2.1.

Corollary 2.1 Given the assumptions of Theorem 2.1, setting $\tau_k \equiv \tau < \min\{1/2, L_f/(L_f + 8), 1/L_f\}$, $\beta_k \equiv L_f \tau$, $|B^k_{\nabla f}| = |B^k_{\nabla g}| \equiv \left[ \frac{4C_f^2}{(1-2\tau)L_f} \right]$, and $|B^k_g| = \left[ \frac{4\tau^2L_f^2\sigma^2_g}{(1-2\tau)^2} \right]$, we have
\[
\frac{1}{K} \sum_{k=0}^{K-1} E |D_h(\hat{x}^{k+1}, x^k)/\tau^2| \leq \frac{V^0}{K(\tau - 2\tau^2)} + \epsilon.
\]
Hence to achieve $\epsilon$-stationarity, we can set $K = O(\epsilon^{-1})$, which means that we need $O(\epsilon^{-2})$ calls to the $g_k$, $\nabla g_k$, and $\nabla f_\psi$ stochastic oracles.

Besides the stationarity error, we can show that the errors of the inner function estimate $u^k$ and the gradient of the composition estimate $w^k$ can also be bounded with the same rate, as shown in Corollary 2.2. The proof is in Appendix A.6.

Corollary 2.2 Under the setting of Corollary 2.1, we have
\[
\frac{1}{K} \sum_{k=0}^{K-1} E \|g(x^k) - u^k\|^2 \leq \frac{\|g(x^0) - u^0\|^2}{KL_f^2 \tau^2} + \frac{8V^0}{KL_f^2 (\tau - 8L_f \tau^2)} + \left( \frac{8(1 - 2\tau)}{L_f^2 (1 - 8L_f \tau)} + \frac{1 - 2\tau}{2L_f^2 \tau} \right) \epsilon,
\]
and
\[
\frac{1}{K} \sum_{k=0}^{K-1} E \|\nabla F(x^k) - w^k\|^2 \leq \frac{2C_f^2 \|g(x^0) - u^0\|^2}{K \tau^2} + \frac{16C_g^2 V^0}{KL_f \tau (L_f + 8\tau^2)} + \left( \frac{16C_g^2 (1 - 2\tau)}{L_f - (L_f + 8\tau)} + \frac{C_g^2 (1 - 2\tau)}{\tau} + \frac{\tau - 2\tau^2}{2} \right) \epsilon.
\]
Hence, after $O(\epsilon^{-2})$ calls to the stochastic oracles, we have $\frac{1}{K} \sum_{k=0}^{K-1} E \|u^k - \nabla g(x^k)\|^2 \leq O(\epsilon)$ and $\frac{1}{K} \sum_{k=0}^{K-1} E \|\nabla F(x^k) - w^k\|^2 \leq O(\epsilon)$. 
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3 Relative-smooth of Relative-smooth (RoR) and Relative-smooth of Smooth (RoS) Compositions

This section considers the other two possible composition scenarios, namely relative-smooth of relative-smooth (RoR) and relative-smooth of smooth (RoS) compositions. First, Sect. 3.1 establishes the relative smoothness of the composition function for the RoR and RoS settings—Lemma 3.1. Next, Sect. 3.2 provides an algorithm that solves both RoR and RoS settings and analyzes its sample complexity. Finally, Sect. 3.3 provides a variance-reduced algorithm with improved sample complexity for the RoS composition.

3.1 Relative-smoothness of the Composition

We first introduce our assumptions. While Assumption 3 is for more general RoR composition, we also included the Assumption 4 for the RoS setting which is specifically used in Sect. 3.3 for the analysis of the variance-reduced algorithm.

Assumption 3 (Relative-smooth of Relative-smooth (RoR) composition) The functions $f_\psi, g_\xi, h_f$ satisfy the following conditions:

(a) The function $g_\xi$ is average $L_g$-smooth relative to $1$-strongly convex function $h_g$.
(b) The function $f_\psi$ is average $L_f$-smooth relative to convex function $h_f$.
(c) The stochastic gradients of $f_\psi, g_\xi$ are bounded in expectation.
(d) The function $h_f$ is $C_{hf}$-Lipschitz continuous, i.e., $\|\nabla h_f(u)\| \leq C_{hf}$, $\forall u \in \text{dom } h_f$.

Assumption 4 (Relative-smooth of Smooth (RoS) composition) The functions $f_\psi, g_\xi, h_f$ satisfy the following conditions:

(a) The function $g_\xi$ is average $L_g$-smooth.
(b) The function $f_\psi$ is average $L_f$-smooth relative to convex function $h_f$.
(c) The stochastic gradients of $f_\psi, g_\xi$ are bounded in expectation.
(d) The function $h_f$ is $C_{hf}$-Lipschitz continuous.

The following proposition from [63] is used in Lemma 3.1 to establish the convexity of the distance generating function of the composition $f(g(x))$ by showing its relative weak convexity (relative weak convexity is defined in the preliminary below Definition 1.2). Note that Lemma 3.1 is written for the more general RoR setting and it covers the RoS composition by setting $h_g(x) = \frac{1}{2} \|x\|^2$. The proof is provided in Appendix B.1.

Proposition 3.1 (Proposition 2.2(c) in [63]) Let $X$ be a nonempty closed convex set, $f : \mathbb{R}^d \to \mathbb{R}$ is closed convex and $C_f$-Lipschitz continuous, and $g : \mathbb{R}^n \to \mathbb{R}^d$ is $L_g$-smooth relative to $h$. Then, the composition $f \circ g : \mathbb{R}^n \to \mathbb{R}$ is $C_f L_g$-weakly convex relative to $h$.

Lemma 3.1 Under Assumption 3, $F(x)$ is $1$-smooth relative to

$$h(x) = (C_f L_g + C_{hf} L_f L_g) h_g(x) + L_f h_f(g(x)),$$
which is shown to be convex. Furthermore, if \( h_g(x) \) is 1-strongly convex, then \( h(x) \) is \( C_f L_g \)-strongly convex.

### 3.2 Proposed Algorithm for RoR (and RoS) Composition

In this section, we present an algorithm for the RoR composition which can also be used for the RoS composition, as a special case.

The distance generating function \( h(x) \) in Lemma 3.1 contains the composition \( h(g(x)) \). As \( g \) has the expectation form, one can only have access to stochastic approximation of the distance generating function \( h \) which are indeed biased. Note that this is not the case in the SoR setting, as its distance generating function is independent of the stochastic oracle—see Lemma 2.2. Therefore, in the RoR (and RoS) setting, we cannot evaluate \( D_h(y, x_k) \) exactly which is needed to solve (14).

Inspired by the idea of [62], we consider to approximate \( D_h(y, x_k) \) by linearizing the inner function \( g \). This linearization is supported by Lemma 3.2, which provides a new upper bound for \( F(y) \) when replacing \( g(y) \) by its linear approximation \( g(x) + (\nabla g(x), y - x) \) inside the composite distance generating function. The proof is available in Appendix B.2.

#### Lemma 3.2

Under Assumption 3, \( \forall x, y \in \mathcal{X} \), we have

\[
h_f(g(y)) \leq h_f(g(x) + (\nabla g(x), y - x)) + C_{h_f} L_g D_{h_g}(y, x). \tag{21}
\]

Furthermore, we have

\[
F(y) \leq F(x) + (\nabla F(x), y - x) + L_f D_{h_f}(g(x) + \nabla g(x)^T(y - x), g(x)) + \lambda D_{h_g}(y, x), \tag{22}
\]

where \( \lambda \triangleq C_f L_g + 2C_{h_f} L_f L_g \).

Lemma 3.2 provides an upper bound to \( F \) that can be iteratively minimized to obtain a stationary solution. If we have access to \( \nabla F(x^k) \), \( \nabla g(x^k) \), and \( g(x^k) \) or their approximations, then we can solve

\[
\tilde{x}^{k+1} = \arg\min_{y \in \mathcal{X}} \langle \nabla F(x^k), y - x^k \rangle + \frac{L_f}{\tau_k} D_{h_f}(g(x^k) + \nabla g(x^k)^T(y - x^k), g(x^k)) + \frac{\lambda}{\tau_k} D_{h_g}(y, x^k). \tag{23}
\]

The objective function of this subproblem is convex and always upper bounds \( F(\tilde{x}^{k+1}) \) if \( \tau_k \leq 1 \). However, given that functions \( f \) and \( g \) involve expectations, it is impossible to evaluate \( \nabla F(x^k) \), \( g(x^k) \), and \( \nabla g(x^k) \) in (23) exactly. Instead, Algorithm 2 proposes mini-batch estimates of these terms and then solves (24) iteratively, to obtain a stationary solution. The \( F_k \) for this algorithm is generated from

\[\{x^0, \ldots, x^k; u^0, \ldots, u^{k-1}; v^0, \ldots, v^{k-1}; s^0, \ldots, s^{k-1}\}\].
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Lemma 3.4 upper-bounds the objective function at iteration $k + 1$ with that of iteration $k$ and some estimation errors. The result is then used in Lemma 3.5 to upper bound the running average of the distance between two consecutive iterates.

**Lemma 3.4** Let $\{x^k\}$ be the sequence generated by Algorithm 2, under Assumption 3, we have

$$f(g(x^{k+1})) \leq f(g(x^k)) + 2C_f \|g(x^k) - u_k\|^2 + \frac{C_f^2}{2} \|\nabla g(x^k) - v_k\|^2$$
\[ + \frac{1}{2} \| v_k^2 \| \nabla f(u^k) - s_k^2 - \left( \frac{\lambda}{\tau_k} - C_fL_g - 2 \right) D_{h_g}(x^{k+1}, x^k), \]

(26)

where \( \lambda = C_fL_g + 2Ch_fL_fL_g \).

The proof of the lemma is provided in Appendix B.3. Fixing the step sizes and batch sizes for all iterations and using Lemma 3.4, the sample complexity of obtaining two consecutive iterates with distance less than \( \epsilon \) on average (i.e., running average) is provided in Lemma 3.5, with the proof in Appendix B.4.

Lemma 3.5 Let Assumptions 2 and 3 (or 4) hold. Then, by setting \( \tau_k \equiv \tau < \min \left\{ 1, \frac{C_fL_g + 2Ch_fL_fL_g}{C_fL_g + 2} \right\} \), \( |B^k_s| = \left\lceil \frac{16C_f^2\sigma_g^2}{M_1^2\epsilon^2} \right\rceil \), and \( |B^k_{\nabla f}| = |B^k_{\nabla g}| = \left\lceil \frac{2C_f^2C_g}{M_1\epsilon} \right\rceil \), we have

\[
\frac{1}{K} \sum_{k=0}^{K-1} E \left[ D_{h_g}(x^{k+1}, x^k) / \tau^2 \right] \leq \frac{f(g(x^{0})) - F^*}{M_1 K} + \epsilon,
\]

where \( M_1 \triangleq (C_fL_g + 2Ch_fL_fL_g)\tau - (C_fL_g + 2)\tau^2 \).

Note that while \( h_f \) is not smooth, we assume that it is smooth on any bounded subset of \( \mathbb{R}^d \).

Assumption 5 The functions \( h_f \) and \( f \) are twice differentiable. Furthermore, \( \nabla h_f \) is \( L_{h_f} \)-Lipschitz continuous on any bounded subset of \( \mathbb{R}^d \).

Remark 3.1 The above assumption is also used in [12] to derive the convergence of their algorithm. Notice that following the setting of Lemma 3.5, for any \( \epsilon > 0 \) and finite \( K \), the Bregman distance between two consecutive iterates of Algorithm 2 is bounded in expectation; hence, the sequence \( \{x^k\}_{k=0}^K \) lies in a bounded set with probability 1.

Furthermore, since \( g \) is Lipschitz continuous, \( \{g(x^k)\} \) also lies in a bounded set with probability 1. With bounded \( \{g(x^k)\} \) and the assumption that the variance of \( g_k \) is bounded, \( \{|u^k|\} \) is also guaranteed to be bounded. Hence, the argument \( u \) in \( \nabla h_f(u) \) in Assumption 5 belongs to a bounded set for any sequence generated by Algorithm 2 with probability 1.

Lemma 3.6 Under Assumptions 3 (or 4) and 5, \( f \) is \( L_fL_{h_f} \)-smooth on any bounded subset of \( \mathbb{R}^d \).

The proof of Lemma 3.6 is provided in Appendix B.5. Lemmas 3.7 and 3.8 are needed to establish the upper bound on \( \|\tilde{x}^{k+1} - x^k\|^2 \) in Theorem 3.1. The proof of Lemma 3.7 is provided in Appendix B.6, while the proof of Lemma 3.8 is similar to that of Lemma 2.4 and is omitted.

Lemma 3.7 Let \( \tilde{x}^{k+1} \) be defined as in (23) with \( \lambda = C_fL_g + 2Ch_fL_fL_g \). Under Assumptions 2, 3 (or 4) and 5, we have

\[
\|\tilde{x}^{k+1} - x^k\|^2 \leq \frac{2\tau_k^2}{C_f^2L_g^2} \|w^k - \nabla F(x^k)\|^2 + \frac{8Ch_fL_f}{C_fL_g} \|u^k - g(x^k)\|.
\]
\[
+ \frac{2C_f^2 L_f L_h^2}{C_f C_f L_g^2} \|u^k - g(x^k)\|^2 + \frac{6C_h f L_f}{C_f L_g^2} \|v^k - \nabla g(x^k)\|^2 + \frac{4(C_f + 3C_h f L_f)}{C_f} D_{h^k} (x^{k+1}, x^k).
\]

(27)

**Lemma 3.8** Under Assumptions 3 (or 4) and 5, the sequences \(\{w^k\}\) and \(\{x^k\}\) satisfy

\[
\mathbb{E}[\|\nabla F(x^k) - w^k\|^2 | \mathcal{F}^k] \leq 2C_g^2 L_f^2 L_h^2 \sigma_g^2 / |B_g^k| + 2C_f^2 C_g^2 / |B_{\nabla F}^k| + 2C_f^2 C_g / |B_{\nabla g}^k|.
\]

Finally, we can establish the sample complexity of the RoR algorithm 2 to find an approximate stationary solution, which is presented in Theorem 3.1, with the proof in Appendix B.7.

**Theorem 3.1** (Sample complexity of the RoR algorithm) Let \(\{x^k\}\) be a sequence generated by Algorithm 2 with \(\tau_k \equiv \tau < \min \left\{ 1, \frac{C_f L_g + 2C_h f L_f}{C_f L_g + 2} \right\}\), \(|B_g^k| \equiv \left| \frac{16C_f^2 \sigma_g^2}{M_1 \epsilon^2} \right|\), and \(|B_{\nabla F}^k| = |B_{\nabla g}^k| = \left| \frac{2C_f^2 C_g^2}{M_1 \epsilon^2} \right|\), where \(M_1 = (C_f L_g + 2C_h f L_g L_f) \tau - (C_f L_g + 2) \tau^2\).

Then, under Assumptions 2, 3 (or 4), and 5, we have

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \|x^{k+1} - x^k\|^2 / \tau^2 \right] \leq \left( \frac{4C_f + 6C_h f L_f}{M_1 C_f} \right) f(g(x^0)) - F^* + \left( \frac{C_f^2 C_g^2}{4C_f^2 L_g^2} + \frac{C_f L_g L_h^2 M_1^2}{8C_h f C_f L_g^2 \tau^2} \right) \epsilon^2 + \left( \frac{4M_1}{C_f^2 L_g^2} + \frac{2C_h f L_f M_1}{C_f L_g \tau^2} + \frac{3C_h f L_f M_1}{C_f^2 L_g \tau^2} + 4 + \frac{12C_h f L_f}{C_f} \right) \epsilon.
\]

Hence, to obtain an \(\epsilon\)-stationarity solution, by setting \(K = \mathcal{O}(\epsilon^{-1})\), the RoR algorithm 2 requires \(\mathcal{O}(\epsilon^{-3})\) calls to \(g_{\xi}\) and \(\mathcal{O}(\epsilon^{-2})\) calls to \(\nabla f_{\phi}\) and \(\nabla g_{\xi}\) stochastic oracles.

### 3.3 Variance-Reduced Algorithm for the RoS Composition

When the inner function is Lipschitz smooth, i.e., Assumption 4, the RoR algorithm can be improved by variance reduction to estimate the inner function and its gradient. We use the stochastic path integrated differential estimator to estimate \(g\) and \(\nabla g\) [29, 49].

These updates are incorporated in Algorithm 3—see (30) and (31). The corresponding \(\mathcal{F}_j^k\) is now generated from

\[
\{x_j^0, \ldots, x_{j-1}^0, x_j^1, \ldots, x_j^k; u_j^0, \ldots, u_j^{j-2}, u_j^{j-1};
\]

\[
v_j^0, \ldots, v_j^{j-2}, v_j^1, \ldots, v_j^{j-1}; s_j^0, \ldots, s_{j-1}^0, s_j^{j-1}, s_{j-1}^1, \ldots, s_{j-1}^j\}.
\]

The error bounds for the new estimators are provided in the following lemma.
Lemma 3.9 (Lemma 1 in [29]) Let Assumptions 2 and 4 hold, and $u_j^k$ and $v_j^k$ be updated as in Algorithm 3. Then, $\{u_j^k\}$, $\{v_j^k\}$, and $\{x_j^k\}$ satisfy

\[
\mathbb{E}[\|u_j^k - g(x_j^k)\|^2] \leq \frac{\sigma^2_g}{|B_g^k|} + \frac{C_g^2}{|S_{y,x}^k,j|} \mathbb{E}[\|x_{r+1}^k - x_j^k\|^2].
\] (28)

\[
\mathbb{E}[\|v_j^k - \nabla g(x_j^k)\|^2] \leq \frac{C_g^2}{|B_g^k \nabla g|} + \frac{L_g^2}{|S_{y,x}^k,j|} \mathbb{E}[\|x_{r+1}^k - x_j^k\|^2].
\] (29)

**Algorithm 3** Variance-reduced RoS algorithm (RoS-VR)

**Require:** $x_0^k \in \mathcal{X}$, $\tau_k < 1$, $\lambda \triangleq C_f L_g + 2C_h f L_f h_f$

1: for $k = 0, 1, \ldots, K - 1$
2: for $j = 0, 1, \ldots, J - 1$
3: if $j == 0$
4: Sample $B_g^k$ and use (13a) to update $u_0^k = u(x_j^k; B_g^k)$
5: Sample $B_{g,y}^k$ and use (13b) to update $v_0^k = v(x_j^k; B_{g,y}^k)$
6: else
7: Sample $S_{g,y}^{k,j}$ and calculate

\[
u_j^k = u_j^{k-1} + \frac{1}{|S_{g,y}^{k,j}|} \sum_{\xi \in S_{g,y}^{k,j}} \left( g_\xi(x_j^k) - g_\xi(x_j^{k-1}) \right)
\] (30)

8: Sample $S_{g,y}^{k,j}$ and calculate

\[
\nu_j^k = v_j^{k-1} + \frac{1}{|S_{g,y}^{k,j}|} \sum_{\xi \in S_{g,y}^{k,j}} \left( \nabla g_\xi(x_j^k) - \nabla g_\xi(x_{j-1}^k) \right)
\] (31)

9: end if
10: Sample $B_{g,y}^{k,j}$ and use (13c) to update $s_j^k = s(u_j^k; B_{g,y}^{k,j})$
11: Update $w_j^k = v_j^k s_j^k$
12: Solve

\[
x_{j+1}^k = \arg\min_{y \in \mathcal{X}} \left\{ \langle w_j^k, y - x_j^k \rangle + \frac{L_f}{\tau_k} D_{y,x} (u_j^k + (v_j^k)^T (y - x_j^k), u_j^k) + \frac{\lambda}{2 \tau_k} \|y - x_j^k\|^2 \right\}
\] (32)

13: end for
14: Set $x_0^{k+1} = x_j^k$
15: end for
Furthermore, as $\forall \delta > 0$, we have

$$
\mathbb{E}[\|u^k_j - g(x^k_j)\|] \leq \sqrt{\frac{\sigma^2_g}{|B^k_g|}} + \sqrt{\frac{C^2_g}{|S^k_{g,r+1}|}} \mathbb{E}[\|x^k_{r+1} - x^k_r\|^2] \\
\leq \frac{\sigma_g}{\sqrt{|B^k_g|}} + \frac{\delta}{2} + \frac{1}{2\delta} \sum_{r=0}^{i-1} \frac{C^2_g}{|S^k_{g,r+1}|} \mathbb{E}[\|x^k_{r+1} - x^k_r\|^2],
$$

(33)

where the first inequality follows from Jensen’s inequality and the fact that $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$, and the second inequality is due to Young’s inequality. These inequalities are used in the following lemma to provide a new error bound for the new estimator of the gradient of the composition.

**Lemma 3.10** Under Assumptions 2 and 4, the sequences $\{w^k_j\}$ and $\{x^k_j\}$ generated by Algorithm 3 satisfy

$$
\mathbb{E}[\|\nabla F(x^k_j) - w^k_j\|^2] \leq 2C^2_g L^2_f L_{h_f}^2 \mathbb{E}[\|g(x^k_j) - u^k_j\|^2] + 2C^2_f \mathbb{E}[\|\nabla g(x^k_j) - v^k_j\|^2] + 2C^2_f C^2/g/|B^k_c/f|.
$$

The proof is similar to that of Lemma 2.4 with adjustment of the indices and is omitted here. We can now derive the sample complexity of Algorithm 3. First, we will show that the average Bregman distance of two consecutive points are bounded (Lemma 3.11, with the proof in Appendix B.8); hence, Assumption 5 is applicable. Next, under smoothness of $h_f$ on bounded subsets of $\mathbb{R}^d$, we derive the bound on $D_h(\tilde{x}^k_{j+1}, x^k_j)$ and the final sample complexity.

**Lemma 3.11** Under Assumptions 2 and 4, setting $\tau_k \equiv \tau \leq \frac{C_f L_g}{C_f L_g + 2}$, $S^k_{g,j}$ and $B^k_{g,j}$ satisfy

$$
S^k_{g,j} \equiv \begin{bmatrix} 6C^2_g C^2_f \tau \\ C_h L_f L_g M_{2\epsilon} \end{bmatrix}, \quad S_{\nabla g}^k \equiv \begin{bmatrix} 3C^2_f L_g \tau J \\ \frac{36C^2_f \sigma^2 g}{M^2_{2\epsilon}} \end{bmatrix}, \quad B^k_{g,j} \equiv \begin{bmatrix} 15C^2_f C^2_g \tau \\ \frac{15C^2_f C^2_g}{2M_{2\epsilon}} \end{bmatrix}, \quad B_{\nabla g}^k \equiv \begin{bmatrix} 15C^2_f C^2_g \tau \\ \frac{15C^2_f C^2_g}{2M_{2\epsilon}} \end{bmatrix},
$$

where $M_2 \leq \frac{C_f L_g}{2} - \left(\frac{C_f L_g}{2} + 1\right) \tau^2$, the sequence $\{x^k\}$ satisfies

$$
\frac{1}{KJ} \sum_{k=0}^{K-1} \sum_{j=0}^{J-1} \mathbb{E}\left[\|x^k_{j+1} - x^k_j\|^2 / \tau^2\right] \leq \frac{f(g(x^k_0)) - F^*}{M_2 K J} + \epsilon.
$$

**Theorem 3.2** (Sample complexity of the RoS-VR algorithm) Under Assumptions 2, 4, and 5, following the setting of Lemma 3.11, the sequence $\{x^k\}$ generated by Algorithm 3 satisfies

$$
\frac{1}{KJ} \sum_{k=0}^{K-1} \sum_{j=0}^{J-1} \mathbb{E}\left[\frac{\|x^k_{j+1} - x^k_j\|^2}{\tau^2}\right] \leq \frac{f(g(x^k_0)) - F^*}{M_2 K J} + \epsilon.
$$
\[ \leq \left( \frac{2A_0}{C_f L_g M_1} + \frac{A_1 C_{h_f} L_f \tau}{2C_f^2 M_1^2} + \frac{2A_1 C_{h_f} L_f \tau}{3C_f^3 M_1^3} \right) \frac{f(g(x_0^0)) - F^*}{K J} + \left( \frac{A_1 C_{h_f} L_f \tau}{2C_f^2 M_1} + \frac{2A_3 C_{h_f} L_f \tau}{3C_f^3 M_1} + \frac{2A_1 M_2}{15C_f^2 L_g M_1} + \frac{4A_3 M_2}{15C_f^3 C_g^2 L_g M_1} \right) \epsilon + \frac{A_2 C_{h_f} L_f M_2 \tau}{3C_f^3 M_1^3} \frac{(f(g(x_0^0)) - F^*) \epsilon}{K J} + \left( \frac{A_2 C_{h_f} L_f M_2 \tau}{3C_f^3 M_1} + \frac{A_2 M_2}{18C_f^2 L_g M_1} \right) \epsilon^2, \]

where the coefficients are defined in the proof.

The proof is provided in Appendix B.9. By setting \( K = J = O(\epsilon^{-1/2}) \), the RoS-VR algorithm 3 achieves its best sample complexity which is \( O(\epsilon^{-5/2}) \) for the \( g_{\xi} \) oracle, \( O(\epsilon^{-3/2}) \) for the \( \nabla g_{\xi} \) oracle, and \( O(\epsilon^{-2}) \) for the \( \nabla f_{\psi} \) oracle.

### 4 Applications and Numerical Experiments

Below, we evaluate the performance of the proposed algorithms over two different applications and compared them with two other algorithms for stochastic composition optimization. All implementations are performed in Python and are available at https://github.com/samdavanloo/BSC.

#### 4.1 Risk-Averse optimization (SoR case)

The mean-variance risk-averse optimization problem (5) can be written as

\[
\min_{x \in \mathcal{X}} -\mathbb{E} \left[ r_{\xi}(x) \right] + \lambda \left( \mathbb{E} \left[ (r_{\xi}(x))^2 \right] - \mathbb{E}^2 \left[ r_{\xi}(x) \right] \right),
\]

which is an instance of two-level stochastic composition problem (1) with

\[
g(x) : \mathbb{R}^n \to \mathbb{R}^2 \triangleq \mathbb{E} \left[ r_{\xi}(x), \ (r_{\xi}(x))^2 \right], \quad f(u_1, u_2) : \mathbb{R}^2 \to \mathbb{R} \triangleq -u_1 + \lambda u_2 - \lambda u_1^2.
\]

Following our discussion in Example 1.2, we let the random reward to be a quadratic function \( r_{\xi}(x) \triangleq \frac{1}{2} x^T A_{\xi} x \) where \( A_{\xi} \) is a symmetric matrix. Furthermore, we let the feasible set to be \( \mathcal{X} \triangleq \{ x \in \mathbb{R} \mid \| x \| \leq R \} \) for some \( R > 0 \). Note that while \( f \) is quadratic and hence smooth, \( g(x) \) does not have Lipschitz continuous Jacobian as \( g_{\xi}(x) \) involves fourth-degree polynomial \( (r_{\xi}(x))^2 \). However, the following lemma shows that \( (r_{\xi}(x))^2 \) is relatively smooth which we use in Lemma 4.2 to show that \( g_{\xi} \) is average relatively smooth. Hence, the objective of (34) is an instance of the SoR composition.

**Lemma 4.1** (Lemma 5.1 in [12]) For any \( L \geq 3\| A \|^2 \), \( f(x) = \frac{1}{4}(x^T A x)^2 \) is \( L \)-smooth relative to \( h(x) = \frac{1}{4}\| x \|^4 \).
Lemma 4.2 The vector-valued function \( g_\xi(x) = \left[ \frac{1}{4} x^T A_\xi x - \frac{1}{4} x^T A_\xi x \right] \) is average 1-smooth relative to \( h_g(x) = \frac{k_1}{2} \| x \|^2 + \frac{k_2}{4} \| x \|^4 \), where \( k_1 \geq \| E[A_\xi] \| \) and \( k_2 \geq 3 \| A_\xi \|^2 \).

Remark 4.1 Note that when the feasible set \( \mathcal{X} \) is compact, the inner function \( g \) is also smooth, but its smoothness constant depends on the diameter of \( \mathcal{X} \) since \( \| \nabla^2 g_2(x) \| \leq \sup_{x \in \mathcal{X}} 3 \| A_\xi \|^2 \| x \|^2 = O(R^2) \).

For the boundedness of the stochastic gradient of \( g_\xi \) in expectation, we have
\[
\mathbb{E} \left[ \| \nabla g_\xi(x) \|^2 \right] \leq \mathbb{E} \left[ \| \nabla g_\xi(x) \|^2 \right] = \mathbb{E} \left[ \| A_\xi x \|^2 \right] + \mathbb{E} \left[ \| x^T A_\xi x \|^2 \right] \leq \mathbb{E} \left[ \| A_\xi \|^2 \right] R^2 + \mathbb{E} \left[ \| A_\xi \|^4 \right] R^6.
\]
Hence, \( C_g^2 \geq \mathbb{E} \left[ \| A_\xi \|^2 \right] R^2 + \mathbb{E} \left[ \| A_\xi \|^4 \right] R^6 \). Furthermore, the gradient and Hessian of \( f \) are
\[
\nabla f(u_1, u_2) = \begin{bmatrix} -1 - 2\lambda u_1 \\ \lambda \end{bmatrix}, \quad \nabla^2 f(u_1, u_2) = \begin{bmatrix} -2\lambda & 0 \\ 0 & 0 \end{bmatrix}.
\]

With \( A \triangleq \mathbb{E}[A_\xi] \), we have
\[
\| \nabla f(u_1, u_2) \|^2 = (1 + 2\lambda u_1)^2 + \lambda^2 \leq 1 + \lambda^2 \| A \|^2 \| x \|^4 + 2\lambda \| A \| \| x \|^2 + \lambda^2 \\
\leq 1 + \lambda^2 R^4 \| A \|^2 + 2\lambda R^2 \| A \| + \lambda^2,
\]
and \( \| \nabla^2 f(u_1, u_2) \| = 2\lambda \). So \( C_f^2 \geq 1 + \lambda^2 R^4 \| A \|^2 + 2\lambda R^2 \| A \| + \lambda^2 \). Finally, the average smoothness of \( f_\varphi \) and average relative smoothness of \( g_\xi \) follow with \( L_f = 2\lambda \) and \( L_g = 1 \). From the discussion above and Lemma 2.2, we have \( f(g(x)) \) is 1-smooth relative to \( h(x) = C_f^2 L_f + C_f L_\xi \| A \| \| x \|^2 + \frac{3 C_f L_\xi \| A \|^2}{4} \| x \|^4 \). Note that the above discussion provides loose bounds on \( C_f, C_g \). In the experiments, we use the distance generating function for the composition as
\[
h(x) \triangleq \frac{c_1}{2} \| x \|^2 + \frac{c_2}{4} \| x \|^4,
\]
with \( c_1, c_2 \) determined by grid search. To do so, we generate grids \( C_1, C_2 \) with 6 logarithmically spaced values in \([10^{-2}, 10^2]\) for \( C_1 \) and in \([10^{-2}, 10]\) for \( C_2 \). Next, for all combinations \((c_1, c_2) \in C_1 \times C_2 \), we run the algorithm for a large enough number of iterations to find the best combination \((c_1^*, c_2^*) \), and, hence, the distance generating function.

In this experiment, we consider solving (34) in a finite-sum form, i.e., the expectations are available as finite sums divided by the number of components. To simulate the data, we first randomly generate a \( 50 \times 50 \) symmetric matrix \( A \). Then, we generate 1000 random noise matrices of size \( 50 \times 50 \) with independent elements from standard normal distribution and add them to \( A \) to construct 1000 samples of \( A_\xi \). We solve (34) with \( \lambda \) equal to 10 and the radius of the feasible set \( R \) equal to 10.
Following Corollary 2.1, the step sizes are set to $\tau_k \equiv 0.025$ and $\beta_k \equiv 0.5$. The grid search over the coefficients of (35) results in $(c_1^*, c_2^*) = (15.8, 6.3 \times 10^{-3})$.

To validate the sample complexity of our algorithm, we run the experiment with three different batch sizes $|B^g|, |B^f| \in \{1, 10, 100\}$. Note that the number of calls to the inner and outer function stochastic gradient oracles is set to be equal in Corollary 2.1 (which we named $|B_V|$). For each setting, we replicate the algorithm 20 times from a fixed initial point.

Figure 1 shows the decay of the stationarity measure and function value versus the iteration and the number of stochastic gradient calls where the solid lines are the average of the 20 replicates.

Note that based on Corollary 2.1 the theoretical sample complexity for $E[D_h(\tilde{x}_{R+1}^k, x_{R}^k)]$ is $O(K^{-1} + |B_V|^{-1})$. So, for a fixed iteration, the upper bound on stationarity measure is determined by the batch size inverse as verified by the first two plots of Fig. 1. Comparing the decay of the stationarity measure from sample complexity perspective, we see that $|B_V| = 10$ performs the best followed by $|B_V| = 100$. We should also note that with $|B_V| = 1$ the algorithm has significantly higher variance compared to the bigger two batch sizes. Finally, with $|B_V| = 10$ the algorithm is able to obtain lower values of the stationarity measure compared to the other two batch sizes.

We also compare the SoR algorithm with NASA [33] and SCSC [16] which are two of the state-of-the-art algorithms for stochastic composition optimization. The batch sizes of the SCSC algorithm are set to 100 and all batch sizes of the NASA algorithm are set to 1 which is supported by their theory. For parameter turning, we also do a grid search and determine the best setting based on the decay in the stationarity measure. Figure 2 illustrates the decay of two stationarity measures and function values by different methods. The second stationarity measure is based on $\bar{x}^{k+1}$ defined as

$$\bar{x}^{k+1} \triangleq \arg\min_{y \in X} \left\{ \nabla F(x^k), y - x^k \right\} + \frac{1}{2\tau_k} \|y - x\|^2,$$

which is the Euclidean counterpart of $\tilde{x}^{k+1}$ defined in (11). SoR and SCSC have similar performance while NASA decays slower across all three measures.

### 4.2 Policy Evaluation for MDP (RoS case)

Following the discussion in Example 1.1, in this section, we solve (4) when the reward is of count type (e.g., number of clicks). It is common in this setting to take the distance function to be the KL divergence $D_{KL}(a, b) = \sum_i a_i \log \frac{a_i}{b_i} + b_i - a_i$ with $a_i, b_i > 0$ which better captures the information when the random noise follows the Poisson distribution.

The problem is formulated in (4) which is an instance of the stochastic composition problem (1) with
Fig. 1 Decay of the stationarity measure $E[D_h(\hat{x}^{R+1}, x^R)]$ and expected function value $E[F(x^R)]$ versus iteration and stochastic gradient oracle calls by the SoR algorithm 1 for the risk-averse optimization problem.
Fig. 2 Decay of the two stationarity measures and expected function values by the SoR algorithm [1], NASA [33] and SCSC [16] for the risk-averse problem.
We first generate a random matrix $A$ with independent elements from standard normal distribution and set the negative elements to zero to create a matrix $A$.

In the RoS-VR algorithm, the maximum iteration numbers in the two nested loops, i.e., $K$ and $J$, are set equal to each other and equal to the square root of the bigger batch sizes. In this experiment, we solve (4) by both the RoR 2 and RoS-VR 3 algorithms.

Similar to the SoR experiment, we consider a finite-sum setting. To simulate data, we first generate a random matrix $A$ with independent elements $A_{ij} \sim U[0,2]$, $i = 1, \cdots, 50$, $j = 1, \cdots, 30$, random vector $r$ with independent elements $r_i \sim \text{Poisson}(0.5)$. Next, we generate 30,000 random noise matrices with independent elements from standard normal distribution and add them to $A$ and set the negative elements to zero to create $A^+$. The parameters $L_f/\tau$ and $\lambda/\tau$ in (24) and (32) are determined by grid search with a grid of 6 logarithmically spaced values in $[10^{-5}, 10^2]$. The RoR algorithm 2 is run with two different batch sizes $|B_{\psi}| = 100$, $|B_\varphi| = 10^4$ and $|B_{\psi}| = 20$, $|B_\varphi| = 400$. Similarly, the RoS-VR algorithm 3 is run with two different batch sizes $|B_{\psi}| = 100$, $|B_\varphi| = 10^4$, $|S_{\psi}| = 10$, $|S_\varphi| = 100$ and $|B_{\psi}| = 20$, $|B_\varphi| = 400$, $|S_{\psi}| = 5$, $|S_\varphi| = 25$ (the bigger batch sizes for $j = 0$ match the setting of the RoR algorithm and the smaller batch sizes for $j > 0$ are roughly the square root of the bigger batch sizes). In the RoS-VR algorithm, the maximum iteration numbers in the two nested loops, i.e., $K$ and $J$, are set equal to each other and equal to the square root of the

$$g(x) = \mathbb{E}[A^+_\xi]x, \quad f(u) = \sum_{i=1}^{s} u_i - \mathbb{E}[r_\varphi]_i \log u_i, \quad (36)$$

where $s \triangleq |\mathcal{Y}|$. Note that in (36), $g_\xi$ is average Lipschitz smooth and $f_\psi$ is average smooth relative to $h_j(u) = -\sum_{i=1}^{j} \log u_i$; hence, this is an instance of the RoS composition. As RoS is a subset of the RoR composition, in this experiment, we solve (4) by both the RoR 2 and RoS-VR 3 algorithms.

Fig. 3 Decay of the stationarity measure $\mathbb{E}[D_h(\tilde{x}^{R+1}, x^R)]$ and expected function value $\mathbb{E}[F(x^R)]$ versus the inner/outer gradient and inner function value oracle calls by the RoR 2 (circle marker) and RoS-VR 3 (square marker) algorithms for the policy evaluation problem. Bigger and smaller batch sizes are shown with solid and dashed lines, respectively.
Fig. 4 Decay of the stationarity measures and expected function values by RoR 2, RoS-VR 3, NASA [33] and SCSC [16] for the policy evaluation problem.
maximum iteration number in the RoR algorithm. Both algorithms are replicated 20 times from a fixed initial point for each scenario.

Figure 3 shows the decay of the stationarity measure and expected function value versus the inner/outer gradient and inner function value stochastic oracle calls by the RoR 2 and RoS-VR 3 algorithms over 20 replicates. Results show that the decays are faster by the variance-reduced RoS-VR algorithm compared to the RoR algorithm which supports our theoretical findings.

We also compare the two algorithms with NASA [33] and SCSC [16]. The results are shown in Fig. 4. The proposed algorithms perform generally better than the other two methods with respect to the iteration and the inner/outer gradient stochastic oracle calls. However, NASA decays faster with respect to the inner function stochastic oracle calls which is expected given its single-batch oracle call per iteration. With respect to iteration, RoR has a good performance relative to RoS-VR. But, with respect to the number of stochastic oracle calls, RoS-VR results in faster decay across different measures. For most of the settings, SCSC could not obtain low values of the stationarity measure.

5 Conclusions
In this paper, we study the two-level stochastic composition problem in the absence of Lipschitz continuity of the gradient of the inner, outer, or both functions. Given the notion of relative smoothness for the single-level deterministic problems, we consider three compositions: smooth of relative-smooth (SoR), relative-smooth of smooth (RoS), and relative-smooth of relative-smooth (RoR) compositions. We then propose one algorithm to solve the SoR and one algorithm to solve the RoR and RoS compositions. We further improve the second algorithm by variance reduction for the RoS composition. We then investigate the iteration and sample complexities of the three proposed algorithms. Finally, we evaluate the performances of these algorithms over two numerical experiments and compare them with other methods.

Data availability statement The data generated and analyzed in this paper can be entirely reproduced by running our code which is publicly available on the corresponding authors’ GitHub Web site at https://github.com/samdavanloo/BSC.

A SoR Proofs

A.1 Proof of Lemma 2.2

By $L_f$-smoothness of $f$, $\forall g(x), g(y) \in \text{dom } f$, we have

$$\frac{L_f}{2} \| g(x) - g(y) \|^2$$

$$\geq | f(g(x)) - f(g(y)) - \langle \nabla f(g(y)), g(x) - g(y) \rangle |$$

$$\geq | f(g(x)) - f(g(y)) - \langle \nabla g(y) \nabla f(g(y)), x - y \rangle |$$
where the last inequality holds because \( f \) is \( C_f \)-Lipschitz continuous and \( g \) is \( L_g \)-smooth relative to \( h_g \). Rearranging the above result and using the property that \( g \) is \( C_g \)-Lipschitz continuous, with \( h(\mathbf{x}) \triangleq \frac{C_L f^2}{2} \|\mathbf{x}\|^2 + C_f L_g h_g(\mathbf{x}) \), we have

\[
|f(\mathbf{g}(\mathbf{x})) - f(\mathbf{g}(\mathbf{y})) - \langle \nabla g(\mathbf{y}) \nabla f(\mathbf{g}(\mathbf{y})), \mathbf{x} - \mathbf{y} \rangle| \leq D_h(\mathbf{x}, \mathbf{y}).
\]

### A.2 Proof of Lemma 2.3

Define \( \bar{g}_\xi(\cdot) \triangleq \frac{1}{|B_{k+1}^g|} \sum_{\xi \in B_{k+1}^g} \bar{g}_\xi(\cdot) \), we have \( \mathbb{E}[\|\bar{g}_\xi(\mathbf{x}^{k+1}) - g(\mathbf{x}^{k+1})\|^2 |\mathcal{F}_k] \leq \sigma_g^2 |B_{k+1}^g| \). Furthermore, by (15), we have

\[
\mathbb{E}[\|g(\mathbf{x}^{k+1}) - \mathbf{u}^{k+1}\|^2 |\mathcal{F}_k] \\
\quad = \mathbb{E}[\|g(\mathbf{x}^{k+1}) - \mathbf{u}^{k+1}\|^2 + (1 - \beta_k)g(\mathbf{x}^{k+1}) - g(\mathbf{x}^{k+1})\|^2 |\mathcal{F}_k] \\
\quad \leq (1 - \beta_k)^2\|g(\mathbf{x}^{k+1}) - \mathbf{u}^{k+1}\|^2 + \mathbb{E}[\|g(\mathbf{x}^{k+1}) - g(\mathbf{x}^{k+1})\|^2 |\mathcal{F}_k] \\
\quad \leq (1 - \beta_k)^2\|g(\mathbf{x}^{k+1}) - \mathbf{u}^{k+1}\|^2 + 2(1 - \beta_k)^2\|g(\mathbf{x}^{k+1}) - g(\mathbf{x}^{k+1})\|^2 |\mathcal{F}_k] \\
\quad + 4(1 - \beta_k)\beta_k\mathbb{E}[\|\bar{g}_\xi(\mathbf{x}^{k+1}) - \bar{g}_\xi(\mathbf{x}^{k+1})\| |\mathcal{F}_k] \\
\quad + 2(1 - \beta_k)^2\mathbb{E}[\|\bar{g}_\xi(\mathbf{x}^{k+1}) - \bar{g}_\xi(\mathbf{x}^{k+1})\|^2 |\mathcal{F}_k] \\
\quad \leq (1 - \beta_k)^2\|g(\mathbf{x}^{k+1}) - \mathbf{u}^{k+1}\|^2 + 4(1 - \beta_k)^2C_g^2\|\mathbf{x}^{k+1} - \mathbf{x}^k\|^2 + 2\beta_k^2\sigma_g^2 |B_{k+1}^g|,
\]

where (a) is based on the Lipschitz continuity of \( g \).

### A.3 Proof of Lemma 2.4

By Algorithm 1, we have

\[
\|\nabla F(\mathbf{x}^k) - \mathbf{w}^k\|^2 \\
\quad = \|\nabla g(\mathbf{x}^k) \nabla f(\mathbf{g}(\mathbf{x}^k)) - \nabla g(\mathbf{x}^k) \mathbf{s}^k + \nabla g(\mathbf{x}^k) \mathbf{s}^k - \mathbf{v}^k \mathbf{s}^k\|^2 \\
\quad \leq 2\|\nabla g(\mathbf{x}^k)\|^2 \|\nabla f(\mathbf{g}(\mathbf{x}^k)) - \mathbf{s}^k\|^2 + 2\|\nabla g(\mathbf{x}^k) - \mathbf{v}^k\|^2 \|\mathbf{s}^k\|^2 \\
\quad \leq 2C_g^2 \|\nabla f(\mathbf{g}(\mathbf{x}^k)) - \nabla f(\mathbf{u}^k) + \nabla f(\mathbf{u}^k) - \mathbf{s}^k\|^2 + 2\|\nabla g(\mathbf{x}^k) - \mathbf{v}^k\|^2 \|\mathbf{s}^k\|^2 \\
\quad \leq 2C_g^2L_f^2\|\mathbf{g}(\mathbf{x}^k) - \mathbf{u}^k\|^2 + 2C_g^2 \|\nabla f(\mathbf{u}^k) - \mathbf{s}^k\|^2 \\
\quad + 4C_g^2 \|\nabla f(\mathbf{g}(\mathbf{x}^k)) - \nabla f(\mathbf{u}^k) + \nabla f(\mathbf{u}^k) - \mathbf{s}^k\|^2 + 2\|\nabla g(\mathbf{x}^k) - \mathbf{v}^k\|^2 \|\mathbf{s}^k\|^2,
\]
where the first inequality follows from the identity \((a + b)^2 \leq 2a^2 + 2b^2\), the second inequality uses the Lipschitz continuity of \(g\), and the last inequality uses the smoothness of \(f\). Taking expectation on both sides and using the tower property in the three identities

\[
\mathbb{E}[\|\nabla f(u^k) - s_k\|^2] = \mathbb{E}_{u^k}\left[\mathbb{E}[\|\nabla f(u^k) - s_k\|^2|u^k]\right] \leq C_f^2/|B_{\nabla f}|, \\
\mathbb{E}[\langle \nabla f(g(x^k)) - \nabla f(u^k), \nabla f(u^k) - s_k\rangle] = \mathbb{E}_{u^k}\left[\mathbb{E}[\langle \nabla f(g(x^k)) - \nabla f(u^k), \nabla f(u^k) - s_k\rangle|u^k]\right] = 0,
\]
and

\[
\mathbb{E}[\|\nabla g(x^k) - v_k\|^2] = \mathbb{E}_{u^k}\left[\mathbb{E}[\|\nabla g(x^k) - v_k\|^2|u^k]\right] \\
\leq C_g C_f^2/|B_{\nabla g}|,
\]
completes the proof.

**A.4 Proof of Lemma 2.5**

By Definition 1.2 and Lemma 2.2, \(\forall x, y, z \in \mathcal{X}\), we have

\[
F(x) - F(y) \leq \langle \nabla F(x), x - y \rangle + D_h(y, x), \\
F(z) - F(x) \leq \langle \nabla F(x), z - x \rangle + D_h(z, x).
\]

Summing the above two inequalities, we get

\[
F(z) - F(y) \leq \langle \nabla F(x), z - y \rangle + D_h(y, x) + D_h(z, x). \tag{37}
\]

By Lemma 1.2, \(\forall y \in \mathcal{X}\), we have

\[
\tau_k(w^k, x^{k+1} - y) \leq D_h(y, x^k) - D_h(x^{k+1}, x^k) - D_h(y, x^{k+1}), \tag{38}
\]
and

\[
\frac{\tau_k}{2} \langle \nabla F(x^k), \hat{x}^{k+1} - y \rangle \leq D_h(y, x^k) - D_h(\hat{x}^{k+1}, x^k) - D_h(y, \hat{x}^{k+1}). \tag{39}
\]

Letting \(z = x^{k+1}, x = x^k, y = \hat{x}^{k+1}\) in (37) and (38), and summing them up, we have

\[
F(x^{k+1}) - F(\hat{x}^{k+1}) \leq \langle \nabla F(x^k) - w^k, x^{k+1} - \hat{x}^{k+1} \rangle + \left(1 + \frac{1}{\tau_k}\right)D_h(\hat{x}^{k+1}, x^k) \\
+ \left(1 - \frac{1}{\tau_k}\right)D_h(x^{k+1}, x^k) - \frac{1}{\tau_k}D_h(\hat{x}^{k+1}, x^{k+1}).
\]
Letting $z = x^{k+1}$, $x = x^k$, $y = x^k$ in (37) and (39), summing them up,

$$F(\hat{x}^{k+1}) - F(x^k) \leq \left( 1 - \frac{2}{\tau_k} \right) D_h(\hat{x}^{k+1}, x^k) - \frac{2}{\tau_k} D_h(x^k, \hat{x}^{k+1}).$$

Adding the last two inequalities, we get

$$F(x^{k+1}) - F(x^k) \leq \langle \nabla F(x^k) - w^k, x^{k+1} - \hat{x}^{k+1} \rangle + \left( 2 - \frac{1}{\tau_k} \right) D_h(\hat{x}^{k+1}, \hat{x}^k) + \left( 1 - \frac{1}{\tau_k} \right) D_h(x^{k+1}, x^k) - \frac{2}{\tau_k} D_h(x^k, \hat{x}^{k+1})$$

$$\leq \frac{\tau_k}{2\mu} \|\nabla F(x^k) - w^k\|^2 + \frac{\mu}{2\tau_k} \|x^{k+1} - \hat{x}^{k+1}\|^2 + \left( 2 - \frac{1}{\tau_k} \right) D_h(\hat{x}^{k+1}, x^k)$$

$$+ \left( 1 - \frac{1}{\tau_k} \right) D_h(x^{k+1}, x^k) - \frac{2}{\tau_k} D_h(x^k, \hat{x}^{k+1})$$

$$\leq \frac{\tau_k}{2\mu} \|\nabla F(x^k) - w^k\|^2 + \frac{1}{\tau_k} D_h(\hat{x}^{k+1}, x^k) + \left( 2 - \frac{1}{\tau_k} \right) D_h(\hat{x}^{k+1}, x^k)$$

$$+ \left( 1 - \frac{1}{\tau_k} \right) D_h(x^{k+1}, x^k) - \frac{2}{\tau_k} D_h(x^k, \hat{x}^{k+1})$$

$$\leq \frac{\tau_k}{2\mu} \|\nabla F(x^k) - w^k\|^2 + \left( 2 - \frac{1}{\tau_k} \right) D_h(\hat{x}^{k+1}, x^k) + \left( 1 - \frac{1}{\tau_k} \right) D_h(x^{k+1}, x^k),$$

(40)

where the second inequality is due to Young’s inequality and the third inequality holds because $h$ is $\mu$-strongly convex.

Adding $-F(x^k) + \|g(x^{k+1}) - u^{k+1}\|^2$ on both sides of the inequality (40), taking expectation conditioned on $F_k$, we get

$$\mathbb{E}[F(x^{k+1}) - F(x^k) + \|g(x^{k+1}) - u^{k+1}\|^2 | F_k]$$

$$\leq F(x^k) - F(x^k) + \|g(x^k) - u^k\|^2 + \frac{\tau_k}{2\mu} \|\nabla F(x^k) - w^k\|^2 - \left( \frac{1}{\tau_k} - 2 \right) D_h(\hat{x}^{k+1}, x^k)$$

$$- \left( \frac{1}{\tau_k} - 1 \right) D_h(x^{k+1}, x^k) + \mathbb{E}[\|g(x^{k+1}) - u^{k+1}\|^2 | F_k] - \|g(x^k) - u^k\|^2.$$

Using the definition of $V^k$, Lemmas 2.3 and the fact that $\mu = C^2_{g}L_f$, we have

$$\mathbb{E}[V^{k+1}|F_k]$$

$$\leq V^k + \frac{\tau_k}{2C^2_{g}L_f} \|\nabla F(x^k) - w^k\|^2 - \left( \frac{1}{\tau_k} - 2 \right) D_h(\hat{x}^{k+1}, x^k) - \left( \frac{1}{\tau_k} - 1 \right) D_h(x^{k+1}, x^k)$$

$$+ ((1 - \beta_k)^2 - 1)\|g(x^k) - u^k\|^2 + 4(1 - \beta_k)^2 C^2_g \|x^{k+1} - x^k\|^2 + 2\beta_k^2 \sigma^2_{g} |g^k_{x+1}|.$$
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\begin{align*}
&\leq V_k + \frac{\tau_k}{2C_g^2L_f} \| \nabla F(x^k) - w^k \|^2 - \left( \frac{1}{\tau_k} - 2 \right) D_h(\hat{x}^{k+1}, x^k) - \left( \frac{1}{\tau_k} - 1 - \frac{8}{L_f} \right) D_h(x^{k+1}, x^k) \\
+& (1 - \beta_k)^2 - 1)g(x^k) - u^k\|_2^2 + 2\beta_k^2\sigma^2 / |B_g^{k+1}|, \\
\end{align*}

where the second inequality holds because $h$ is $\mu$-strongly convex.

**A.5 Proof of Theorem 2.1**

Taking expectation of (19) with respect to the random sequences generated by the algorithm and using the tower property, we get

\[
\mathbb{E}[V^{k+1}] \leq \mathbb{E}[V^k] + \frac{\tau_k}{2C_g^2L_f} \mathbb{E}[\| \nabla F(x^k) - w^k \|^2] - \left( \frac{1}{\tau_k} - 2 \right) \mathbb{E}[D_h(\hat{x}^{k+1}, x^k)] \\
- \left( \frac{1}{\tau_k} - 1 - \frac{8}{L_f} \right) \mathbb{E}[D_h(x^{k+1}, x^k)] \\
+ (1 - \beta_k)^2 - 1) \mathbb{E}[\| g(x^k) - u^k \|^2] + 2\beta_k^2\sigma^2 / |B_g^{k+1}|.
\]

Applying Lemma 2.4 to the above inequality, under the assumption $(1 - \beta_k)^2 + \tau_k L_f - 1 \leq 0$ with $0 < \tau_k < \min\{1/2, L_f/(L_f + 8)\}$, $\beta_k \in (0, 1)$, we have

\[
\mathbb{E}[V^{k+1}] \leq \mathbb{E}[V^k] - \frac{1 - 2\tau_k}{\tau_k} \mathbb{E}[D_h(\hat{x}^{k+1}, x^k)] + \frac{\tau_k C_g^2}{L_f} \left( 1/|B_{V_f}^k| + 1/|B_{V_g}^k| \right) \\
+ (1 - \beta_k)^2 + \tau_k L_f - 1) \mathbb{E}[\| g(x^k) - u^k \|^2] + 2\beta_k^2\sigma^2 / |B_g^{k+1}| \\
\leq \mathbb{E}[V^k] - \frac{1 - 2\tau_k}{\tau_k} \mathbb{E}[D_h(\hat{x}^{k+1}, x^k)] \\
+ \frac{\tau_k C_g^2}{L_f} \left( 1/|B_{V_f}^k| + 1/|B_{V_g}^k| \right) + 2\beta_k^2\sigma^2 / |B_g^{k+1}|.
\]

Rearranging the terms in the above inequality, telescoping from $k = 0, \ldots, K - 1$ and using the fact that $V^{k+1} \geq 0$, we have

\[
\sum_{k=0}^{K-1} (\tau_k - 2\tau_k^2) \mathbb{E}\left[ D_h(\hat{x}^{k+1}, x^k)/\tau_k^2 \right] \leq V^0 + \sum_{k=0}^{K-1} \frac{\tau_k C_g^2}{L_f|B_{V_f}^k|} + \frac{\tau_k C_g^2}{L_f|B_{V_g}^k|} + \frac{2\beta_k^2\sigma^2}{|B_g^{k+1}|}.
\]

Dividing both sides by $\sum_{j=0}^{K-1} (\tau_j - 2\tau_j^2)$ and using the fact that

\[
\mathbb{E}\left[ D_h(\hat{x}^{k+1}, x^k)/\tau_k^2 \right] = \frac{\sum_{k=0}^{K-1} (\tau_k - 2\tau_k^2) \mathbb{E}\left[ D_h(\hat{x}^{k+1}, x)/\tau_k^2 \right]}{\sum_{j=0}^{K-1} (\tau_j - 2\tau_j^2)},
\]

 Springer
we get

\[
\mathbb{E} \left[ D_h(\tilde{x}^{R+1}, x^R) / \tau_R^2 \right] \leq \frac{V^0}{\sum_{j=0}^{K-1} (\tau_j - 2\tau_j^2)} + \frac{\sum_{k=0}^{K-1} \tau_k C_f^2}{L_f |\mathcal{B}_{f}^{\tau_f}|} + \frac{\sum_{k=0}^{K-1} \tau_k C_f^2}{L_f |\mathcal{B}_{g}^{\tau_g}|} + \frac{2\beta_f^2 \sigma_g^2}{|\mathcal{B}_{g}^{\tau_g+1}|}.
\]

A.6 Proof of Corollary 2.2

By Lemma 2.3, the \( C_g^2 L_f \)-strongly convexity of \( h \) and the tower property, denoting \( \Delta_1^k \triangleq \| g(x^k) - u^k \|^2 \), we have

\[
\mathbb{E}[\Delta_1^{k+1}] \leq (1 - L_f^2 \tau^2)\mathbb{E}[\Delta_1^k] + \frac{8}{L_f} \mathbb{E}[D_h(x^{k+1}, x^k)] + \frac{\epsilon}{2}(\tau - 2\tau^2).
\]

Rearranging the above terms,

\[
\mathbb{E}[\Delta_1^k] \leq \mathbb{E} \left[ \frac{\Delta_1^k - \Delta_1^{k+1}}{L_f^2 \tau^2} \right] + \frac{8}{L_f} \mathbb{E} \left[ D_h(x^{k+1}, x^k) / \tau^2 \right] + \frac{(1 - 2\tau)\epsilon}{2L_f^2 \tau}.
\]

Telescoping the above inequality from \( k = 0 \) to \( K - 1 \), and dividing by \( K \) on both sides, we get

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\Delta_1^k] \leq \frac{\Delta_0}{K L_f^2 \tau^2} + \frac{8}{L_f^3} \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ D_h(x^{k+1}, x^k) / \tau^2 \right] + \frac{(1 - 2\tau)\epsilon}{2L_f^2 \tau}
\]

\[
\leq \frac{\Delta_0}{K L_f^2 \tau^2} + \frac{8V^0}{K L_f^3 (\tau - L_f^2 \tau^2)} + \left( \frac{8(1 - 2\tau)}{L_f^3 (1 - L_f^2 \tau)} + \frac{1 - 2\tau}{2L_f^2 \tau} \right) \epsilon.
\]

Inserting the above result into (17) from Lemma 2.4, the error of the gradient of the composition function can be bounded.

B RoR Proofs

B.1 Proof of Lemma 3.1

\( f \) is \( L_f \)-smooth relative to \( h_f \), so \( \forall x, y \in \mathcal{X} \), we have

\[
L_f D_{h_f} \left( g(x), g(y) \right) \geq |f(g(x)) - f(g(y)) - \langle \nabla f(g(y)), g(x) - g(y) \rangle |
\]

\[
\geq |f(g(x)) - f(g(y)) - \langle \nabla g(y) \nabla f(g(y)), x - y \rangle |
\]

\[
- C_f \| g(x) - g(y) - \nabla g(y)^T (x - y) \|
\]
where the first inequality follows from the reverse triangle inequality, the second inequality follows from Cauchy–Schwarz inequality, and the last inequality is due to $C_f$-Lipschitz continuity of $f$ and $L_g$-relative smoothness of $g$. Next, we upper-bound $D_{h_f}(g(x), g(y))$ as

$$D_{h_f}(g(x), g(y)) = h_f(g(x)) - h_f(g(y)) - \langle \nabla h_f(g(y)), g(x) - g(y) \rangle$$

$$+ \langle \nabla g(y) \nabla h_f(g(y)), x - y \rangle - \langle \nabla g(y) \nabla h_f(g(y)), x - y \rangle$$

$$\leq A + \| \nabla h_f(g(y)) \| \| g(x) - g(y) - \nabla g(y)^T (x - y) \|$$

$$\leq A + C_{h_f} L_g D_{h_g}(x, y), \quad (41)$$

where $A \triangleq h_f(g(x)) - h_f(g(y)) - \langle \nabla g(y) \nabla h_f(g(y)), x - y \rangle$. Combining the above two inequalities, we have

$$|f(g(x)) - f(g(y)) - \langle \nabla g(y) \nabla f(g(y)), x - y \rangle|$$

$$\leq L_f A + L_f C_{h_f} L_g D_{h_g}(x, y) + C_f L_g D_{h_g}(x, y) = D_h(x, y),$$

where $h(x) \triangleq (C_f L_g + C_{h_f} L_g L_f) h_g(x) + L_f h_f(g(x))$. Below, we show that the function $h$ is indeed convex.

Using Proposition 3.1, $h_f(g(x))$ is $C_{h_f} L_g$-weakly convex relative to $h_g$; hence, $C_{h_f} L_g L_f h_g(x) + L_f h_f(g(x))$ is convex, and hence $h$, is convex. Furthermore, if $h_g$ is 1-strongly convex, $h$ is $C_f L_g$-strongly convex.

**B.2 Proof of Lemma 3.2**

Since $h_f$ is $C_{h_f}$-Lipschitz continuous and $g$ is $L_g$-smooth relative to $h_g$, we have

$$|h_f(g(y)) - h_f(g(x) + \langle \nabla g(x), y - x \rangle)|$$

$$\leq C_{h_f} \| g(y) - g(x) - \langle \nabla g(x), y - x \rangle \| \leq C_{h_f} L_g D_{h_g}(y, x).$$

Rearranging the above terms, the first result follows. By Lemma 3.1, we have

$$F(y)$$

$$\leq F(x) + \langle \nabla F(x), y - x \rangle + D_h(y, x)$$

$$\leq F(x) + \langle \nabla F(x), y - x \rangle + (C_f L_g + C_{h_f} L_g L_f) D_{h_g}(y, x) + C_{h_f} L_g L_f D_{h_g}(y, x)$$

$$+ L_f h_f(g(x) + \langle \nabla g(x), y - x \rangle) - L_f h_f(g(x)) - L_f \| \nabla g(x) \nabla h_f(g(x)), y - x \|$$

$$= F(x) + \langle \nabla F(x), y - x \rangle + (C_f L_g + 2C_{h_f} L_g L_f) D_{h_g}(y, x)$$

$$+ L_f D_{h_f}(g(x) + \langle \nabla g(x), y - x \rangle, g(x)),$$

where the second inequality uses the first result.
B.3 Proof of Lemma 3.4

Since $f$ is $C_f$-Lipschitz continuous, we have

$$|f(u^k) - f(g(x^k))| \leq C_f\|u^k - g(x^k)\|, \quad (42)$$

and

$$|f(g(x^{k+1})) - f(u^k + (v^k)^T(x^{k+1} - x^k))|$$
$$\leq C_f\|g(x^{k+1}) - u^k - (v^k)^T(x^{k+1} - x^k)\|$$
$$\leq C_f\|g(x^{k+1}) - g(x^k) - \nabla g(x^k)^T(x^{k+1} - x^k)\| + C_f\|g(x^k) - u^k\|$$
$$+ C_f\|\nabla g(x^k) - v^k\|^T(x^{k+1} - x^k)\|$$
$$\leq C_f L_g D_{h_g}(x^{k+1}, x^k) + C_f\|g(x^k) - u^k\| + C_f\|\nabla g(x^k) - v^k\|\|x^{k+1} - x^k\|, \quad (43)$$

where the last inequality uses the fact $g$ is $L_g$-smooth relative to $h_g$. $f$ is also $L_f$-smooth relative to $h_f$, so we have

$$|f(u^k + (v^k)^T(x^{k+1} - x^k)) - f(u^k) - (v^k s^k, x^{k+1} - x^k)|$$
$$+ (\nabla f(u^k) - s^k, (v^k)^T(x^{k+1} - x^k))|$$
$$\leq L_f D_{h_f}(u^k + (v^k)^T(x^{k+1} - x^k), u^k) + \|v^k\|\|\nabla f(u^k) - s^k\|\|x^{k+1} - x^k\|. \quad (44)$$

Combining these three inequalities, we have

$$f(g(x^{k+1}))$$
$$\leq f(u^k + (v^k)^T(x^{k+1} - x^k)) + C_f L_g D_{h_g}(x^{k+1}, x^k) + C_f\|g(x^k) - u^k\|$$
$$+ C_f\|\nabla g(x^k) - v^k\|\|x^{k+1} - x^k\|$$
$$\leq f(g(x^k)) + (v^k s^k, x^{k+1} - x^k) + \frac{L_f}{\tau_k} D_{h_f}(u^k + (v^k)^T(x^{k+1} - x^k), u^k) + \frac{\lambda}{\tau_k} D_{h_g}(x^{k+1}, x^k)$$
$$+ 2C_f\|g(x^k) - u^k\| + C_f\|\nabla g(x^k) - v^k\|\|x^{k+1} - x^k\| + \|v^k\|\|\nabla f(u^k) - s^k\|\|x^{k+1} - x^k\|$$
$$+ L_f(1 - \frac{1}{\tau_k}) D_{h_f}(u^k + (v^k)^T(x^{k+1} - x^k), u^k) + (C_f L_g - \frac{\lambda}{\tau_k}) D_{h_g}(x^{k+1}, x^k), \quad (45)$$

where $\lambda = C_f L_g + 2C_{h_f} L_g L_f$ as defined in Lemma 3.2. By the definition of $x^{k+1}$, we know that

$$\langle v^k s^k, x^{k+1} - x^k \rangle + \frac{L_f}{\tau_k} D_{h_f}(u^k + (v^k)^T(x^{k+1} - x^k), u^k) + \frac{\lambda}{\tau_k} D_{h_g}(x^{k+1}, x^k)$$
$$\leq \langle v^k s^k, x^k - x^k \rangle + \frac{L_f}{\tau_k} D_{h_f}(u^k + (v^k)^T(x^k - x^k), u^k) + \frac{\lambda}{\tau_k} D_{h_g}(x^k, x^k) = 0.$$
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Furthermore, given that $\tau_k \leq 1$, we have $L_f (1 - \frac{1}{\tau_k}) D_{h_x} (u^k + (v^k)\top (x^{k+1} - x^k), u^k) \leq 0$. Using these two inequalities in the right-hand side of (45), we have

$$f(g(x^{k+1})) \leq f(g(x^k)) + 2C_f \|g(x^k) - u^k\| + C_f \|\nabla g(x^k) - v^k\| x^{k+1} - x^k\|
+ \|v^k\| \|\nabla f(u^k) - s^k\| x^{k+1} - x^k\| + (C_f L_g - \frac{1}{\tau_k}) D_{h_x} (x^{k+1}, x^k)
\leq f(g(x^k)) + 2C_f \|g(x^k) - u^k\| + \frac{C_f^2}{2} \|\nabla g(x^k) - v^k\|^2 + \frac{1}{2} \|x^{k+1} - x^k\|^2
+ \frac{1}{2} \|v^k\|^2 \|\nabla f(u^k) - s^k\|^2 + \frac{1}{2} \|x^{k+1} - x^k\|^2 + (C_f L_g - \frac{1}{\tau_k}) D_{h_x} (x^{k+1}, x^k)
\leq f(g(x^k)) + 2C_f \|g(x^k) - u^k\| + \frac{C_f^2}{2} \|\nabla g(x^k) - v^k\|^2
+ \frac{1}{2} \|v^k\|^2 \|\nabla f(u^k) - s^k\|^2 - (\frac{1}{\tau_k} - C_f L_g - 2) D_{h_x} (x^{k+1}, x^k),$$

where the second inequality follows from the Young’s inequality and the last one uses the fact $h_g$ is 1-strongly convex.

**B.4 Proof of Lemma 3.5**

By Assumption 2, we have $\mathbb{E}[\|u^k - g(x^k)\|^2 | F_k] \leq \sigma_g^2 / |B_g^k|$ and by Jensen’s inequality, we get $\mathbb{E}[\|u^k - g(x^k)\|^2 | F_k] \leq \sqrt{\mathbb{E}[\|u^k - g(x^k)\|^2 | F_k]} \leq \sigma_g / \sqrt{|B_g^k|}$. Taking expectation on both sides of (26) conditioned on $F_k$, we have

$$\mathbb{E}[f(g(x^{k+1}) | F_k]
\leq f(g(x^k)) + 2C_f \mathbb{E}[\|g(x^k) - u^k\| | F_k] + \frac{C_f^2}{2} \mathbb{E}[\|\nabla g(x^k) - v^k\|^2 | F_k]
+ \frac{1}{2} \mathbb{E}[\|v^k\|^2 \|\nabla f(u^k) - s^k\|^2 | F_k] - \left(\frac{1}{\tau} - C_f L_g - 2\right) \mathbb{E}[D_{h_x} (x^{k+1}, x^k) | F_k]
\leq f(g(x^k)) + 2C_f \sigma_g \sqrt{|B_g^k|} + \frac{C_f^2}{2} \mathbb{E}[\|\nabla g(x^k) - v^k\|^2 | F_k]
+ \frac{C_f^2}{2} \mathbb{E}[\|\nabla f(u^k) - s^k\|^2 | F_k] - \left(\frac{1}{\tau} - C_f L_g - 2\right) \mathbb{E}[D_{h_x} (x^{k+1}, x^k) | F_k],$$

where the second inequality holds because $v^k$, $u^k$, and $s^k$ are independent conditioned on $F_k$ and Remark 2.1. Adding $-F^*$ on both sides and using the tower property, we get

$$\mathbb{E}[f(g(x^{k+1})) - F^*]
\leq \mathbb{E}[f(g(x^k)) - F^*] + \frac{2C_f \sigma_g}{\sqrt{|B_g^k|}} + \frac{C_f^2}{2} \mathbb{E}[\|\nabla g(x^k) - v^k\|^2 | F_k].$$
\[ + \frac{C_f^2 C_g^2}{2 |B_{\nabla f}^k|} - \left( \frac{\lambda}{\tau} - C_f L_g - 2 \right) \mathbb{E}[D_{h_g}(x^{k+1}, x^k)]. \]

Rearranging the above terms, we have

\[
\left( \lambda \tau - (C_f L_g + 2) \tau^2 \right) \mathbb{E} \left[ D_{h_g}(x^{k+1}, x^k)/\tau^2 \right] \\
\leq -\mathbb{E}[f(g(x^{k+1})) - F^*] + \mathbb{E}[f(g(x^k)) - F^*] + \frac{2C_f \sigma_g}{\sqrt{|B_{g}^k|}} + \frac{C_f^2 C_g^2}{2 |B_{\nabla g}^k|}.
\]

(46)

Telescoping from \( k = 0 \) to \( K - 1 \),

\[
\left( \lambda \tau - (C_f L_g + 2) \tau^2 \right) \sum_{k=0}^{K-1} \mathbb{E} \left[ D_{h_g}(x^{k+1}, x^k)/\tau^2 \right] \\
\leq f(g(x^0)) - F^* + \sum_{k=0}^{K-1} \left( \frac{2C_f \sigma_g}{\sqrt{|B_{g}^k|}} + \frac{C_f^2 C_g^2}{2 |B_{\nabla g}^k|} + \frac{C_f^2 C_g^2}{2 |B_{\nabla f}^k|} \right)
\]

Define \( M_1 \triangleq \lambda \tau - (C_f L_g + 2) \tau^2 \) and let \( \tau < \frac{C_f L_g + 2C_f L_f L_g}{C_f L_g + 2C_f L_f L_g} \) which results in \( M_1 > 0 \). Setting \( |B_{g}^k| = \left\lceil \frac{16C_f^2 \sigma_g^2}{M_1^2 \epsilon^2} \right\rceil \), \( |B_{\nabla g}^k| = |B_{\nabla f}^k| = \left\lceil \frac{2C_f^2 C_g^2}{M_1 \epsilon} \right\rceil \) and dividing both sides of the above inequality by \( M_1 K \), we get

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ D_{h_g}(x^{k+1}, x^k)/\tau^2 \right] \leq \frac{f(g(x^0)) - F^*}{M_1 K} + \epsilon.
\]

B.5 Proof of Lemma 3.6

\( h_f \) is twice differentiable and \( L_{h_f} \)-smooth over \( \mathcal{S} \), i.e.,

\[ \nabla^2 h_f(x) \preceq L_{h_f} I, \quad \forall x \in \mathcal{S} \subset \mathbb{R}^d, \]

where \( I \) is the identity matrix and \( \mathcal{S} \) is a bounded subset of \( \mathbb{R}^d \). As \( f \) is \( L_{h_f} \)-smooth relative to \( h_f \), we have

\[ \nabla^2 f(x) \preceq L_f \nabla^2 h_f(x) \preceq L_f L_{h_f} I, \quad \forall x \in \mathcal{S} \subset \mathbb{R}^d. \]
which means \( f \) is \( L_f L_{h_f} \)-smooth over \( S \).

**B.6 Proof of Lemma 3.7**

By the three-point inequality, \( \forall y \in X \), we have

\[
\tau_k \left( w^k, x^{k+1} - y \right) + L_f h_f(u^k + (v^k)^T (x^{k+1} - x^k)) - L_f h_f(u^k + (v^k)^T (y - x^k)) + L_f \left( v^k \nabla h_f(u^k), y - x^{k+1} \right) \leq \lambda(D_{h_y}(y, x^k) - D_{h_y}(x^{k+1}, x^k) - D_{h_y}(y, \tilde{x}^{k+1})),
\]

and

\[
\tau_k \left( \nabla F(x^k), \tilde{x}^{k+1} - y \right) + L_f h_f(g(x^k) + \nabla g(x^k)^T (\tilde{x}^{k+1} - x^k)) - L_f h_f(g(x^k) + \nabla g(x^k)^T (y - x^k)) + L_f \left( \nabla g(x^k) \nabla h_f(g(x^k)), y - \tilde{x}^{k+1} \right) \leq \lambda(D_{h_y}(y, x^k) - D_{h_y}(\tilde{x}^{k+1}, x^k) - D_{h_y}(y, \tilde{x}^{k+1})).
\]

Letting \( y = \tilde{x}^{k+1} \) in the first inequality, \( y = x^{k+1} \) in the second one, summing them together, and rearranging the terms, we have

\[
\lambda(D_{h_y}(\tilde{x}^{k+1}, x^{k+1}) + D_{h_y}(x^{k+1}, \tilde{x}^{k+1})) \leq \tau_k \left( \nabla F(x^k) - w^k, x^{k+1} - \tilde{x}^{k+1} \right) + L_f \left( v^k \nabla h_f(u^k) - \nabla g(x^k) \nabla h_f(g(x^k)), x^{k+1} - \tilde{x}^{k+1} \right) + L_f \left[ h_f(u^k + (v^k)^T (\tilde{x}^{k+1} - x^k)) - h_f(g(x^k) + \nabla g(x^k)^T (\tilde{x}^{k+1} - x^k)) \right] + L_f \left[ h_f(g(x^k) + \nabla g(x^k)^T (x^{k+1} - x^k)) - h_f(u^k + (v^k)^T (x^{k+1} - x^k)) \right].
\]

We will next bound these four terms individually. By Young’s inequality,

\[
\tau_k T_1 \leq \frac{\tau_k^2}{2C_f L_g} \|w^k - \nabla F(x^k)\|^2 + \frac{C_f L_g}{2} \|x^{k+1} - \tilde{x}^{k+1}\|^2.
\]

Similarly,

\[
L_f T_2 \leq \frac{L_f}{4C_h L_g} \|v^k \nabla h_f(u^k) - \nabla g(x^k) \nabla h_f(g(x^k))\|^2 + C_h L_f L_g \|x^{k+1} - \tilde{x}^{k+1}\|^2 + C_h L_f L_g \|x^{k+1} - \tilde{x}^{k+1}\|^2.
\]
Using Lipschitz continuity of $h_f$,

\[
L_f T_3 \leq C_{h_f} L_f \|u^k - g(x^k)\| + \frac{L_f}{2C_{h_f} L_g} \|g(x^k)\|^2 + \frac{C_{h_f} L_f L_g^2}{2C_{h_f} L_g} \|v^k - \nabla g(x^k)\|^2 + C_{h_f} L_f L_g \|\hat{x}^{k+1} - \tilde{x}^{k+1}\|^2.
\]

By Lipschitz continuity of $h_f$,

\[
L_f T_4 \leq C_{h_f} L_f \|g(x^k) - u^k\| + \frac{L_f}{2C_{h_f} L_g} \|\tilde{g}^k - v^k\|^2 + \frac{C_{h_f} L_f L_g^2}{2C_{h_f} L_g} \|\hat{x}^{k+1} - \tilde{x}^{k+1}\|^2.
\]

$h_g$ is 1-strongly convex, so

\[
\lambda \|\tilde{x}^{k+1} - x^{k+1}\|^2 \leq \lambda (D_{h_g} (\tilde{x}^{k+1}, x^{k+1}) + D_{h_g} (x^{k+1}, \tilde{x}^{k+1})).
\]

Combining the upper and lower bounds we obtained for (47), we have

\[
\lambda \|\tilde{x}^{k+1} - x^{k+1}\|^2 \leq \lambda \left( D_{h_g} (\tilde{x}^{k+1}, x^{k+1}) + D_{h_g} (x^{k+1}, \tilde{x}^{k+1}) \right).
\]

Rearranging the terms and using $\lambda = \frac{C_f L_g}{2} + C_{h_f} L_f L_g$, we have

\[
\left( \frac{C_f L_g}{2} + C_{h_f} L_f L_g \right) \|\tilde{x}^{k+1} - x^{k+1}\|^2 \leq \frac{\tau_k^2}{2C_f L_g} \|w^k - \nabla F(x^k)\|^2 + \frac{3C_{h_f} L_f L_g}{2C_{h_f} L_g} \|\nabla F(x)\|^2 + \frac{C_{h_f} L_f L_g^2}{2C_{h_f} L_g} \|u^k - g(x^k)\|^2 + 2C_{h_f} L_f \|u^k - g(x^k)\| + \frac{C_{h_f} L_f L_g}{2} \left( \|\hat{x}^{k+1} - x^{k+1}\|^2 + \|x^{k+1} - x^k\|^2 \right).
\]

Using $\|x - y\|^2 \leq 2 \|x - z\|^2 + 2 \|z - y\|^2$ and above inequalities, we have

\[
\left( \frac{C_f L_g}{2} + C_{h_f} L_f L_g \right) \|\tilde{x}^{k+1} - x^k\|^2
\]
\[
\leq 2\left(\frac{C_f L_g}{2} + C_{h_f} L_f L_g\right)\|\tilde{x}^{k+1} - x^{k+1}\|^2 + 2\left(\frac{C_f L_g}{2} + C_{h_f} L_f L_g\right)\|x^{k+1} - x^k\|^2
\]
\[
\leq \frac{\tau^2}{C_f L_g} \|w^k - \nabla F(x^k)\|^2 + \frac{3C_{h_f} L_f L_g}{C_{h_f} L_g} \|\nabla g(x^k)\|^2 + \frac{C^2_f L_f L^2_{h_f}}{C_{h_f} L_g} \|u^k - g(x^k)\|^2
\]
\[
+ 4C_{h_f} L_f \|u^k - g(x^k)\| + C_{h_f} L_f L_g \left(\|x^{k+1} - x^k\|^2 + \|x^{k+1} - x^k\|^2\right)
\]
\[
+ 2\left(\frac{C_f L_g}{2} + C_{h_f} L_f L_g\right)\|x^{k+1} - x^k\|^2.
\]

Rearranging the terms,
\[
\frac{C_f L_g}{2} \|\tilde{x}^{k+1} - x^k\|^2
\]
\[
\leq \frac{\tau^2}{C_f L_g} \|w^k - \nabla F(x^k)\|^2 + \frac{3C_{h_f} L_f}{C_{h_f} L_g} \|\nabla g(x^k)\|^2 + \frac{C^2_f}{C_{h_f} L_g} \|u^k - g(x^k)\|^2
\]
\[
+ \frac{3C_{h_f} L_f}{L_g} \|\nabla g(x^k)\|^2 + \left(C_f L_g + 3C_{h_f} L_f L_g\right)\|x^{k+1} - x^k\|^2.
\]

Multiplying the inequality above by \(2/(C_f L_g)\) and using 1-strong convexity of \(h_g\), the proof is complete.

**B.7 Proof of Theorem 3.1**

Multiplying (26) by \(2(C_f L_g + 3C_{h_f} L_f L_g)\), multiplying (27) by \(C_f L_g M_1/2\tau^2\), and adding the two inequalities, we get
\[
\frac{C_f L_g M_1}{2} \|\tilde{x}^{k+1} - x^k\|^2
\]
\[
\leq (2C_f L_g + 6C_{h_f} L_f L_g)(f(g(x^k)) - f(g(x^{k+1}))) + \frac{M_1}{C_f L_g} \|w^k - \nabla F(x^k)\|^2
\]
\[
+ \left(\frac{4C_{h_f} L_f M_1}{\tau^2} + 4C^2_f L_g + 12C_{h_f} C_f L_f L_g\right)\|u^k - g(x^k)\|^2
\]
\[
+ \frac{C^2_f L_f L^2_{h_f} M_1}{C_{h_f} L_g \tau^2} \|u^k - g(x^k)\|^2
\]
\[
+ \left(\frac{3C_{h_f} L_f M_1}{L_g \tau^2} + C^3_f L_g + 3C_{h_f} C^2_f L_f L_g\right)\|v^k - \nabla g(x^k)\|^2
\]
\[
+ \left(3C_{h_f} L_f L_g\right)\|v^k\|^2 \|\nabla f(u^k) - s^k\|^2.
\]

Taking expectation of both sides conditioned on \(F^k\), we have
\[
\frac{C_f L_g M_1}{2} \|\tilde{x}^{k+1} - x^k\|^2
\]
\[
\begin{align*}
&\leq (2C_f L_g + 6C_h f L_f L_g)(f(g(x^k)) - \mathbb{E}[f(g(x^{k+1}))]) \\
&+ \frac{M_1}{C_f L_g} \left( \frac{2C_f^2 L_f^2 L_h^2 g^2}{|B^{k_f}_g|} + \frac{2C_f^2 C_f^2}{|B^{k_f}_{\nabla f}|} + \frac{2C_f^2 C_f^2}{|B^{k_f}_g|} \right) \\
&+ \left( \frac{4C_h f L_f M_1}{\tau^2} + 4C_f^2 L_g + 12C_h f C_f L_f L_g \right) \frac{\sigma_g}{|B^{k}_g|} + \frac{C_h f L_f^2 M_1}{C_h f L_g \tau^2} \frac{\sigma_g}{|B^{k}_g|} \\
&+ \left( \frac{3C_h f L_f M_1}{L_g \tau^2} + C_f^2 L_g + 3C_h f C_f^2 L_f L_g \right) \frac{C_f^2 C_f^2}{|B^{k}_{\nabla g}|} + (C_f L_g + 3C_h f L_f L_g) \frac{C_f^2 C_f^2}{|B^{k}_{\nabla f}|}.
\end{align*}
\]

Taking expectation over the algorithm, applying the tower property, we get

\[
\begin{align*}
&\frac{C_f L_g M_1}{2} \mathbb{E} \left[ \|\hat{x}^{k+1} - x^k\|^2 \right] \\
&\leq (2C_f L_g + 6C_h f L_f L_g) \mathbb{E} \left[ f(g(x^k)) - f(g(x^{k+1})) \right] \\
&+ \left( \frac{C_f^2 L_f^2 L_h^2 M_1^3}{8C_f^2 L_g} + \frac{C_f^2 L_f^2 M_1^3}{16C_h f C_f^2 L_g \tau^2} \right) \epsilon^2 \\
&+ \left( \frac{2M_1^2}{C_f L_g} + \frac{C_h f L_f M_1^2}{C_f \tau^2} + \frac{3C_h f L_f M_1^2}{2C_f^2 L_g \tau^2} + 2C_f L_g M_1 + 6C_h f L_f L_g M_1 \right) \epsilon.
\end{align*}
\]

Telescoping from \( k = 0 \) to \( K - 1 \), dividing both sides by \( \frac{C_f L_g M_1 K}{2} \), the result will follow.

**B.8 Proof of Lemma 3.11**

By triangle inequality, we have

\[
\mathbb{E} [\|v^k_j\|^2 | F^k_j] \leq 2\mathbb{E} [\|v^k_j - \nabla g(x^k_j)\|^2 | F^k_j] + 2\mathbb{E} [\|\nabla g(x^k_j)\|^2 | F^k_j] \\
\leq 2\mathbb{E} [\|v^k_j - \nabla g(x^k_j)\|^2 | F^k_j] + 2C^2_g.
\] (49)

Adjusting (26) based on Algorithm 3, we have

\[
\begin{align*}
f(g(x^k_{j+1})) &\leq f(g(x^k_j)) + 2C_f g(x^k_j) - u^k_j + \frac{C_f^2}{2} \|\nabla g(x^k_j) - v^k_j\|^2 \\
&+ \frac{1}{2} \|v^k_j\|^2 + \|\nabla f(u^k_j) - s^k_j\|^2 - \frac{1}{2} \frac{\lambda}{\tau} - C_f L_g - 2) \|x^k_{j+1} - x^k_j\|^2.
\end{align*}
\]
Taking expectation of both sides, using the tower property and (49), we have

\[
\frac{1}{2} \mathbb{E} [\| \mathbf{v}_j^k \|^2] \leq \mathbb{E} [\| \mathbf{v}_j^k \|^2] + \mathbb{E} [\| \nabla f (\mathbf{u}_j^k) - \mathbf{s}_j^k \|^2] - \frac{1}{2} \mathbb{E} \left[ \sum_{r=0}^{j-1} \mathbb{E} [\| \mathbf{x}_{j+1}^k - \mathbf{x}_j^k \|^2] \right] + \frac{C_f^2 C_g^2}{2 |B_{\mathbf{v}_j^k}^k|} \mathbb{E} [\| \nabla g (\mathbf{x}_j^k) \|^2] + \frac{C_f^2 C_g^2}{2 |B_{\mathbf{v}_j^k}^k|} \mathbb{E} [\| \nabla f (\mathbf{u}_j^k) - \mathbf{s}_j^k \|^2]
\]

Hence, we have

\[
\mathbb{E} [f(\mathbf{x}_{j+1}^k)] \leq \mathbb{E} [f(\mathbf{x}_j^k)] + 2C_f \mathbb{E} [\| g(\mathbf{x}_j^k) - \mathbf{u}_j^k \|] + \frac{C_f^2 C_g^2}{2 |B_{\mathbf{v}_j^k}^k|} \mathbb{E} [\| \nabla g(\mathbf{x}_j^k) - \mathbf{v}_j^k \|^2] + \frac{C_f^2 C_g^2}{2 |B_{\mathbf{v}_j^k}^k|} - \frac{1}{2} \left( \lambda - C_f L_g - 2 \right) \mathbb{E} [\| \mathbf{x}_{j+1}^k - \mathbf{x}_j^k \|^2].
\]

Applying Lemma 3.9 and inequality (33), we have

\[
\mathbb{E} [f(\mathbf{x}_{j+1}^k)] \leq \mathbb{E} [f(\mathbf{x}_j^k)] + 2C_f \sigma_g \frac{C_f^2}{|B_{\mathbf{v}_j^k}^k|} \mathbb{E} [\| g^{rk+1} \|] + \frac{C_f^2 C_g^2}{2 |B_{\mathbf{v}_j^k}^k|} - \frac{1}{2} \left( \lambda - C_f L_g - 2 \right) \mathbb{E} [\| \mathbf{x}_{j+1}^k - \mathbf{x}_j^k \|^2].
\]

Let \( S_{g}^{k,r} \equiv S_{g} \), \( S_{v_{g}}^{k,r} \equiv S_{v_{g}} \), \( B_{g}^{k} \equiv B_{g} \), \( B_{v_{g}}^{k} \equiv B_{v_{g}} \), \( B_{v_{g}}^{k,j} \equiv B_{v_{g}} \), and note that

\[
\sum_{r=0}^{j-1} \mathbb{E} [\| \mathbf{x}_{j+1}^k - \mathbf{x}_j^k \|^2] \leq \sum_{r=0}^{j-1} \mathbb{E} [\| \mathbf{x}_{j+1}^k - \mathbf{x}_j^k \|^2].
\]

Also, we have

\[
\mathbb{E} [f(\mathbf{x}_{j+1}^k)] \leq \mathbb{E} [f(\mathbf{x}_j^k)] + \left( \frac{C_f C_g^2}{\delta S_{g}} + \frac{C_f^2 L_g^2}{2 S_{v_{g}}} + \frac{C_f^2 L_g^2}{B_{v_{g}} S_{v_{g}}} \right) \sum_{j=0}^{J-1} \mathbb{E} [\| \mathbf{x}_{j+1}^k - \mathbf{x}_j^k \|^2] - \frac{1}{2} \left( \lambda - C_f L_g - 2 \right) \mathbb{E} [\| \mathbf{x}_{j+1}^k - \mathbf{x}_j^k \|^2].
\]
Telescoping the above inequality from $j = 0$ to $J - 1$ and rearranging the terms,

$$
\frac{\lambda}{2\tau} - \frac{C_f L_g}{2} - 1 - J \left( \frac{C_f C_g^2}{\delta S_g} + \frac{C_f^2 L_g^2}{2S_g V_g} \right) \sum_{j=0}^{J-1} \mathbb{E}[\|x_{j+1}^k - x_j^k\|^2] 
\leq \mathbb{E}[f(g(x_0^k))] - f(g(x_j^k))] + J \left( \frac{2C_f \sigma_g}{\sqrt{B_g}} + C_f \delta + \frac{C_f^2 C_g^2}{2B_g V_g} + \frac{C_f^2 C_g^2}{2B_v f B_g} + \frac{C_f^2 C_g^2}{2B_v f} \right).
$$

Telescoping the above inequality from $k = 0$ to $K - 1$, and noting that by Algorithm 3, $x_0^{k+1} = x_f^k$, we have

$$
\frac{\lambda}{2\tau} - \frac{C_f L_g}{2} - 1 - J \left( \frac{C_f C_g^2}{\delta S_g} + \frac{C_f^2 L_g^2}{2S_g V_g} \right) \sum_{j=0}^{K-1} \sum_{k=0}^{J-1} \mathbb{E}[\|x_{j+1}^k - x_j^k\|^2] 
\leq f(g(x_0^0)) - F^* + JK \left( \frac{2C_f \sigma_g}{\sqrt{B_g}} + C_f \delta + \frac{C_f^2 C_g^2}{2B_g V_g} + \frac{C_f^2 C_g^2}{2B_v f B_g} + \frac{C_f^2 C_g^2}{2B_v f} \right).
$$

Since $B_v f \geq 1$, the term $-J \left( \frac{C_f C_g^2}{\delta S_g} + \frac{C_f^2 L_g^2}{2S_g V_g} + \frac{C_f^2 L_g^2}{2B_v f S_g} \right)$ in the left-hand side of the above inequality can be lower-bounded as

$$
-J \left( \frac{C_f C_g^2}{\delta S_g} + \frac{C_f^2 L_g^2}{2S_g V_g} + \frac{C_f^2 L_g^2}{2B_v f S_g} \right) \geq -J \left( \frac{C_f C_g^2}{\delta S_g} + \frac{3C_f^2 L_g^2}{2S_g V_g} \right).
$$

Define $M_2 \triangleq \left( \frac{C_f L_g \tau}{2} - \left( \frac{C_f L_g}{2} + 1 \right) \tau^2 \right)$, set $\delta = \frac{M_2 \epsilon}{3C_f\tau}$, $S_g = \left[ \frac{6C_f^2 C_g^2 \tau}{C_h f L_f L_g M_2 \epsilon^2} J \right]$, $S_{\sqrt{g}} = \left[ \frac{3C_f^2 L_g \tau}{C_h f L_f} \right]$, $B_g = \left[ \frac{36C_f^2 \sigma_g^2}{M_2 \epsilon^2} \right]$, $B_{\sqrt{f}} = B_{\sqrt{f}} = \left[ \frac{15C_f^2 C_g^2}{2M_2 \epsilon^2} \right]$ and note that $\frac{C_f^2 C_g^2}{B_v f B_g} \leq \frac{C_f^2 C_g^2}{B_v f}$. Hence, we have

$$
M_2 \sum_{k=0}^{K-1} \sum_{j=0}^{J-1} \mathbb{E}[\|x_{j+1}^k - x_j^k\|^2] \leq f(g(x_0^0)) - F^* + M_2 JK \epsilon.
$$

With $\tau < \frac{C_f L_g}{C_f L_g + 1}$, we have $M_2 > 0$. Dividing both sides by $M_2 JK \epsilon$, the proof is complete.

### B.9 Proof of Theorem 3.2

By Lemma 3.11, for any given $K$, $J$ and $\epsilon$, the sequence $\{x^k\}$ generated by Algorithm 3 lies in a bounded set with probability 1. Hence Assumption 5 is applicable. Adjusting (48) based on Algorithm 3, we have

$$
\frac{C_f L_g M_1}{2} \frac{\|\tilde{x}_{j+1}^k - x_j^k\|^2}{\tau^2}
$$
By Lemma 3.9, similar to the proof of Lemma 3.11, after telescoping twice, we get
\[
1 \leq (2C_f L_g + 6C_{h_f} C_f L_f L_g) (f(g(x_j^k)) - f(g(x_{j+1}^k))) + \frac{M_1}{C_f L_g} \| \omega^k_j - \nabla F(x_j^k) \|^2 \\
+ \left( \frac{4C_{h_f} C_f M_1}{\tau^2} + 4C_f^2 L_g + 12C_{h_f} C_f L_f L_g \right) \| u^k_j - g(x_j^k) \|^2 + \frac{C_f^2 L_f^2 L_g^2 M_1}{C_{h_f} L_g \tau^2} \| u^k_j - g(x_j^k) \|^2 \\
+ \left( \frac{3C_{h_f} C_f M_1}{L_g \tau^2} + C_f^2 L_g + 3C_{h_f} C_f^2 L_f L_g \right) \| v^k_j - \nabla g(x_j^k) \|^2 \\
+ \left( C_f L_g + 3C_{h_f} C_f L_f L_g \right) \| v^k_j \|^2 \| \nabla f(u_j^k) - s_j^k \|^2.
\]

Taking expectation of both sides, by Lemma 3.10, inequality (50), and the fact \( |B^k_j \|_f \geq 1 \),
\[
\frac{C_f L_g M_1}{2} \mathbb{E} \left[ \| \tilde{x}_{j+1}^k - x_j^k \|^2 / \tau^2 \right] \\
\leq A_0 \mathbb{E}[f(g(x_j^k)) - f(g(x_{j+1}^k))] + A_1 \mathbb{E}[\| u_j^k - g(x_j^k) \|] \\
+ A_2 \mathbb{E}[\| u_j^k - g(x_j^k) \|^2] + A_3 \mathbb{E}[\| v_j^k - \nabla g(x_j^k) \|^2] + A_4 / |B^k_j |_f,
\]

where
\[
A_0 \triangleq 2C_f L_g + 6C_{h_f} C_f L_f L_g, \quad A_1 \triangleq \frac{4C_{h_f} C_f M_1}{\tau^2} + 4C_f^2 L_g + 12C_{h_f} C_f L_f L_g,
\]
\[
A_2 \triangleq \frac{2C_g L_f^2 L_{h_f} M_1}{C_f L_g} + \frac{C_f C_g L_f^2 L_{h_f} M_1}{C_{h_f} C_f L_f L_g \tau^2}, \\
A_3 \triangleq \frac{2C_f M_1}{L_g} + \frac{3C_{h_f} C_f M_1}{L_g \tau^2} + \frac{3C_f^3 L_g}{L_g} + 9C_{h_f} C_f^2 L_f L_g,
\]
\[
A_4 \triangleq \frac{2C_f C_g^2 M_1}{L_g} + \frac{2C_f^3 C_g L_f L_g}{L_g} + 6C_{h_f} C_f^2 C_g^2 L_f L_g.
\]

By Lemma 3.9, similar to the proof of Lemma 3.11, after telescoping twice, we get
\[
\frac{1}{KJ} \sum_{k=0}^{K-1} \sum_{j=0}^{J-1} \mathbb{E} \left[ \| \tilde{x}_{j+1}^k - x_j^k \|^2 / \tau^2 \right] \\
\leq 2A_0 \left( f(g(x_0^0)) - F^* \right) \frac{2\tau^2}{C_f L_g M_1 K J} + \frac{2\tau^2}{C_f L_g M_1 K J} \left( \frac{A_1 C_g^2}{2\delta S_g} + \frac{A_2 C_g^2}{S_g} + \frac{A_3 C_g^2}{S_{B'}} + \frac{A_4}{B_{\nabla f}} \right) \sum_{k=0}^{K-1} \sum_{j=0}^{J-1} \mathbb{E} \left[ \| \tilde{x}_{j+1}^k - x_j^k \|^2 / \tau^2 \right] \\
+ \frac{2}{C_f L_g M_1} \left( \frac{A_1 \sigma_g}{\sqrt{B_g}} + \frac{A_1 \delta}{2} + \frac{A_2 \sigma_g}{B_g} + \frac{A_3 C_g^2}{B_{\nabla g}} + \frac{A_4}{B_{\nabla f}} \right).
\]

By Lemma 3.11, the right-hand side of the above inequality can be further bounded as
\[
\frac{1}{KJ} \sum_{k=0}^{K-1} \sum_{j=0}^{J-1} \mathbb{E} \left[ \| \tilde{x}_{j+1}^k - x_j^k \|^2 / \tau^2 \right]
\]
\[
\frac{1}{KJ} \sum_{k=0}^{K-1} \sum_{j=0}^{J-1} \mathbb{E} \left[ \| \tilde{x}_{j+1}^k - x_j^k \|^2 / \tau^2 \right] \\
\leq \left( \frac{2A_0}{C_f L_g M_1} + \frac{A_1 C_g^2 \tau^2 J}{C_f L_g \delta S_g M_1} + \frac{2A_2 C_g^2 \tau^2 J}{C_f L_g S_g M_1} + \frac{2A_3 L_g \tau^2 J}{C_f S_{\nabla g} M_1} \right) \frac{f(g(\mathbf{x}_0^0)) - F^*}{M_1 K J} \\
+ \left( \frac{A_1 C_g^2 \tau^2 J}{C_f L_g \delta S_g M_1} + \frac{2A_2 C_g^2 \tau^2 J}{C_f L_g S_g M_1} + \frac{2A_3 L_g \tau^2 J}{C_f S_{\nabla g} M_1} \right) \epsilon \\
+ \frac{2}{C_f L_g M_1} \left( \frac{A_1 \sigma_g}{\sqrt{B_g}} + \frac{A_1 \delta}{B_g} + \frac{A_2 \sigma_g^2}{B_{\nabla g}} + \frac{A_3 C_g^2}{B_{\nabla g}} + \frac{A_4}{B_{\nabla g}} \right).
\]
Replacing coefficients with the values set in Lemma 3.11, the final result is

\[
\frac{1}{KJ} \sum_{k=0}^{K-1} \sum_{j=0}^{J-1} \mathbb{E} \left[ \| \tilde{x}_{j+1}^k - x_j^k \|^2 / \tau^2 \right] \\
\leq \left( \frac{2A_0}{C_f L_g M_1} + \frac{A_1 C_h f L_f \tau}{2C_f^2 M_1^2} + \frac{2A_2 C_h f L_f \tau}{3C_f^3 M_1^2} \right) \frac{f(g(\mathbf{x}_0^0)) - F^*}{K J} \\
+ \left( \frac{A_1 C_h f L_f \tau}{2C_f^2 M_1^2} + \frac{2A_2 C_h f L_f \tau}{3C_f^3 M_1^2} + \frac{2A_1 M_2}{3C_f^2 L_g M_1} + \frac{4A_3 M_2}{15C_f^3 L_g M_1} + \frac{4A_4 M_2}{15C_f^3 C_g L_g M_1} \right) \epsilon \\
+ \frac{A_2 C_h f L_f M_2 \tau}{3C_f^3 M_1^2} \frac{f(g(\mathbf{x}_0^0)) - F^* \epsilon}{K J} + \left( \frac{A_2 C_h f L_f M_2 \tau}{3C_f^3 M_1} + \frac{A_2 M_2^2}{18C_f^3 L_g M_1} \right) \epsilon^2.
\]

To achieve \( \epsilon \)-stationarity, we need to set \( KJ = \mathcal{O}(\epsilon^{-1}) \), then the number of calls to the \( g_\xi \) oracle is

\[
KB_g + KJS_g = \frac{\mathcal{O}(\epsilon^{-1})}{J} \mathcal{O}(\epsilon^{-2}) + \mathcal{O}(\epsilon^{-2}) J,
\]
as \( S_g = J \times \mathcal{O}(\epsilon^{-1}) \). Minimizing the right-hand side of above equality w.r.t. \( J \) results in \( J = \mathcal{O}(\epsilon^{-1/2}) \) and the sample complexity for \( g_\xi \) equal to \( \mathcal{O}(\epsilon^{-5/2}) \). Similarly, the total number of calls to the \( \nabla g_\xi \) oracle is

\[
KB_{\nabla g} + KJS_{\nabla g} = \frac{\mathcal{O}(\epsilon^{-1})}{J} \mathcal{O}(\epsilon^{-1}) + \mathcal{O}(\epsilon^{-1}) J,
\]
which achieves its minimum with \( J = \mathcal{O}(\epsilon^{-1/2}) \) and the sample complexity of \( \nabla g_\xi \) is \( \mathcal{O}(\epsilon^{-3/2}) \).

C Experiment Proofs

C.1 Proof of Lemma 4.1

\( f(\mathbf{x}) \) is \( L \)-relative-smooth to \( h(\mathbf{x}) \) is equivalent to \( L h(\mathbf{x}) \pm f(\mathbf{x}) \) is convex, i.e., \( L \nabla^2 h(\mathbf{x}) \pm \nabla^2 f(\mathbf{x}) \succeq 0 \) since \( h, f \) are twice differentiable. It is sufficient to show
\( \lambda_{\text{max}}(\pm \nabla^2 f(x)) \leq L \lambda_{\text{min}}(\nabla^2 h(x)) \) where \( \lambda_{\text{max}}(A), \lambda_{\text{min}}(A) \) are the maximal and minimum eigenvalues of matrix \( A \). We have \( \nabla^2 f(x) = 2Ax^T A + x^TAxA \) and \( \nabla^2 h(x) = \|x\|^2_I + 2xx^T \), where \( I \) is the identity matrix. Note that

\[
\lambda_{\text{max}}(\pm \nabla^2 f(x)) \leq \| \pm \nabla^2 f(x) \|_2 = \| \nabla^2 f(x) \|_2 \leq 3\|A\|_2^2\|x\|_2^2.
\]

Let \( L \geq 3\|A\|_2^2 \), we have

\[
\lambda_{\text{max}}(\pm \nabla^2 f(x)) \leq L\|x\|_2^2 \leq L \lambda_{\text{min}}(\nabla^2 h(x)).
\]

which finishes the proof.

### C.2 Proof of Lemma 4.2

Let \( g_1(x) \triangleq \mathbb{E}\left[\frac{1}{2}x^TA_\xi x\right] \) and \( g_2(x) \triangleq \mathbb{E}\left[\frac{1}{4}(x^TA_\xi x)^2\right] \). Following the proof of Lemma 4.1, we have

\[
\nabla^2 g_2(x) = \mathbb{E}[2A_\xi xx^TA_\xi + x^TA_\xi xA_\xi].
\]

To derive the sufficient condition \( \lambda_{\text{max}}(\pm \nabla^2 g_2(x)) \leq Lg_{\lambda_{\text{min}}}(\nabla^2 h(x)) \), we have

\[
\lambda_{\text{max}}(\pm \nabla^2 g_2(x)) \leq \| \nabla^2 g_2(x) \|_2 = \| \mathbb{E}[2A_\xi xx^TA_\xi + x^TA_\xi xA_\xi] \|_2 \leq 3\mathbb{E}[\|A_\xi\|_2^2]\|x\|_2^2.
\]

With \( L \geq \mathbb{E}[\|A_\xi\|_2^2] \), \( h_2(x) = \frac{1}{4}\|x\|^4 \), we can get

\[
\lambda_{\text{max}}(\pm \nabla^2 g_2(x)) \leq L\|x\|_2^2 \leq L \lambda_{\text{min}}(\nabla^2 h_2(x)).
\]

We have

\[
\|g(x) - g(y) - \nabla g(y)^T(x - y)\|_2 \\
\leq \|g(x) - g(y) - \nabla g(y)^T(x - y)\|_1 \\
= |g_1(x) - g_1(y) - \langle \nabla g_1(y), x - y \rangle| + |g_2(x) - g_2(y) - \langle \nabla g_2(y), x - y \rangle| \\
\leq \frac{k_1}{2} \|x - y\|_2^2 + k_2 D_{h_2}(x, y) = D_h(x, y),
\]

where \( h(x) = \frac{k_1}{2} \|x\|_2^2 + \frac{k_2}{4} \|x\|_4^4 \), \( k_1 \geq \|\mathbb{E}[A_\xi]\|_2 \), \( k_2 \geq 3\mathbb{E}[\|A_\xi\|^2] \), and the second inequality is due to the smoothness of the quadratic function and the relative smoothness of \( g_2 \).
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