Running the gamut of high energy nuclear collisions

Björn Schenke,1 Chun Shen,2,3 and Prithwish Tribedy1

1Physics Department, Brookhaven National Laboratory, Upton, NY 11973, USA
2Department of Physics and Astronomy, Wayne State University, Detroit, Michigan 48201, USA
3RIKEN BNL Research Center, Brookhaven National Laboratory, Upton, NY 11973, USA

We present calculations of bulk properties and multiparticle correlations in a large variety of collision systems within a hybrid formalism consisting of IP-Glasma initial conditions, MUSIC viscous relativistic hydrodynamics, and UrQMD microscopic hadronic transport. In particular, we study heavy ion collisions at the Large Hadron Collider (LHC), including Pb+Pb, Xe+Xe, and O+O collisions, and Au+Au, U+U, Ru+Ru, Zr+Zr, and O+O collisions at the Relativistic Heavy Ion Collider (RHIC). We further study asymmetric systems, including p+Au, d+Au, 3He+Au, and p+Pb collisions at various energies as well as p+p collisions at 0.5 and 13 TeV. We describe experimental observables in all heavy ion systems well with one fixed set of parameters, validating the energy and system dependence of the framework. Many observables in the smaller systems are also well described, although they test the limits of the model. Calculations of O+O collisions provide predictions for potential future runs at RHIC and LHC.

I. INTRODUCTION

The application of relativistic hydrodynamics to the description of particle production in heavy ion collisions has a long history of success [1, 2]. Especially since the inclusion of event-by-event fluctuations of the initial conditions [3–15] a wide range of observables, including anisotropic flow harmonics, measured in heavy ion collisions performed at the top energy of the Relativistic Heavy Ion Collider (RHIC) and at the Large Hadron Collider (LHC) could be well described. This, in combination with observations of jet quenching and developments in computing the equation of state of nuclear matter from first principles [16–18], has established that the quark gluon plasma (QGP), a novel state of matter, is being formed in high energy nuclear collisions, and that it behaves like an almost perfect fluid. Further improvement to the hydrodynamic framework can be achieved by describing the low temperature regime of the fireball using microscopic hadronic cascades (see [19] for a review). This is particularly important for observables involving identified hadrons, such as the anisotropic flow of protons and anti-protons.

The state-of-the-art for comprehensive simulations of heavy ion collisions now involves (i) fluctuating initial states that either simply model the geometry in the transverse plane or ideally are derived from first principles calculations, (ii) second order viscous relativistic hydrodynamics including temperature dependent expressions for shear (η/s) and bulk (ζ/s) viscous coefficients, and (iii) a microscopic hadronic cascade stage using UrQMD [20, 21], JAM [22, 23], or SMASH [24].

In this work we apply the hybrid framework, consisting of the color glass condensate (CGC) [25–27] based IP-Glasma initial state model [28, 29], the viscous relativistic hydrodynamic simulation MUSIC [14, 30, 31], and UrQMD microscopic transport, to the study of collisions of different heavy ions (Ru+Ru, Zr+Zr, Xe+Xe, Au+Au, Pb+Pb, U+U) at center of mass energies √sNN = 200 GeV and above, collisions of light ions with heavy ions, such as p+Au, d+Au, 3He+Au, and p+Pb, as well as p+p and O+O collisions.

We demonstrate that a wide range of observables in all systems larger than p+p, and most successfully in the heavy ion systems, are well described using only one fixed set of parameters, which is determined in 200 GeV Au+Au collisions. We only change the collision systems and center of mass energies to match the corresponding experiment.

The main purpose of this paper is to present all details of the model framework and establish its usefulness in producing predictions for the bulk observables in heavy ion collisions and smaller systems, as well as to demonstrate where the model begins to fail. This establishes a baseline for detailed future investigations of more complex observables and a wide variety of physics questions, including understanding of the phase structure of quantum chromodynamics (QCD), the values of QCD transport coefficients in the QGP and hadron resonance gas, thermalization, jet quenching, production of electromagnetic probes and heavy flavors, the chiral magnetic effect, and more.

We further present predictions for systems which experimental data is not yet available or data has not been taken yet (500 GeV p+p and 200 GeV O+O, Ru+Ru, and Zr+Zr, and 5.02 TeV O+O collisions).

This paper is organized as follows. In Section II we present the employed framework, discussing the relevant physics and providing all details necessary to reproduce our results using the publicly available software. In Section III we present results for the multiplicity distributions of charged hadrons and identified particles. In Section IV we show the mean transverse momentum of charged hadrons and identified particles, and in Section V various observables measuring momentum anisotropies, both integrated over and differential in transverse momentum. We close with conclusions in Section VI. We further provide Appendix A to lay out numerical treatments when viscous corrections are large in the hydrodynamic simulations, Appendix B to discuss how the cen-
trality selection in this work differs from our previous studies, Appendix C to detail how flow cumulants are computed, and Appendix D to discuss the effect of off-equilibrium corrections to the thermal distribution functions on the switching surface from hydrodynamics to microscopic transport.

II. FRAMEWORK

All components of the employed hybrid framework are publicly available [32][37]. In the following we give a detailed description of the framework, specifying all parameters and settings necessary to reproduce the results presented in this work.

A. IP-Glasma - Initial state

The impact parameter dependent Glasma (IP-Glasma) initial state model [28][29] is based on the color glass condensate effective theory [25][27] and uses the classical description of gluon production first introduced in [35][39], employing numerical methods pioneered in [40][43]. The impact parameter dependence is derived from the impact parameter dependent dipole saturation model (IPSat) [44][45], which was originally developed to describe deeply inelastic scattering experiments of electrons on protons at HERA. In particular the application to diffractive vector meson production in e+p collisions allowed for constraints on the spatial gluon distribution.

The IPSat model is an extension of the Golec-Biernat–Wüsthoff dipole model [46][47], giving the correct perturbative result in the limit that the dipole size \(|r_\perp|\) goes to zero. The model parametrizes the dipole-proton scattering cross section as a function of Bjorken \(x\), dipole separation \(r_\perp\), and impact parameter \(b_\perp\):

\[
\frac{d\sigma_{\text{dip}}}{d^2b_\perp}(x, r_\perp, b_\perp) = 2[1 - \exp(-F(x, r_\perp, b_\perp))],
\]

with the function

\[
F(x, r_\perp, b_\perp) = \frac{\pi^2}{2N_c} r_\perp^2 \alpha_s(\tilde{\mu}) x g(x, \tilde{\mu}^2) T_p(b_\perp),
\]

with \(N_c = 3\), where the scale

\[
\tilde{\mu}^2 = \frac{4}{r_\perp^2} + \tilde{\mu}_0^2,
\]

and the running coupling is given by the leading order expression

\[
\alpha_s(\tilde{\mu}) = \frac{2\pi}{11 - 2N_f/3 \ln(\tilde{\mu}/\Lambda_{\text{QCD}})}.
\]

with \(N_f = 3\) the number of flavors\(^1\) and \(\Lambda_{\text{QCD}}\) the scale of quantum chromo dynamics (QCD). \(x g(x, \tilde{\mu}^2)\) is the gluon density for a given value of \(x\), evolved from \(\tilde{\mu}_0^2 = 1.51 \text{GeV}^2\) [19] to the scale \(\tilde{\mu}^2\) using leading order DGLAP evolution without quarks. The initial condition for this evolution is given by

\[
x g(x, \tilde{\mu}_0^2) = A_g x^{-\lambda_g(1-x)^5},
\]

where \(A_g = 2.308\) and \(\lambda_g = 0.058\) are parameters determined from fits to HERA data [19]. Finally, a component of great importance for our purposes is the spatial dependence introduced via the proton thickness function \(T_p(b_\perp)\). In this work we use sub-nucleonic fluctuations, introducing three hot-spots per nucleon, such that

\[
T_p(b_\perp) = \sum_{i=1}^3 T_i(b_\perp - b_\perp^i),
\]

where each hot-spot is parametrized by a Gaussian in the transverse plane

\[
T_q(b_\perp) = \frac{1}{2\pi B_q} e^{-b_\perp^2/2B_q},
\]

with \(B_q = 0.3 \text{GeV}^{-2}\), constrained in [50]. Each hot-spot center \(b_\perp^i\) is also sampled from a 2D-Gaussian distribution of the same form as (7), with width parameter \(B_q = 4 \text{GeV}^{-2}\) [40][47].

Further fluctuations of the normalization of each \(T_q\) improve agreement with experimentally measured multiplicity distributions [51] as well as exclusive vector meson production data in deep inelastic scattering [50]. We thus follow [51] by introducing fluctuations of the logarithm of \(Q_s^2\), or, in practice, the logarithm of the normalization of \(T_q\), and sample from the log-normal distribution

\[
P\left(\ln \left(\frac{T_q(b_\perp)}{(T_q(b_\perp))}\right)\right) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\left(\frac{(\ln^2(T_q(b_\perp))/(T_q(b_\perp))}){2\sigma^2}\right)}
\]

where \(T_q(b_\perp))\) is given by Eq. (7). We then make sure that the original average \(\langle T_q \rangle\) is recovered, by dividing \(T_q\) by \(\exp(\sigma^2/2)\). In this work we use \(\sigma = 0.6\).

In [52] the parameter \(r_{\text{max}}\) was introduced to set the thickness function of a nucleus \(T_A(b_\perp)\), whose construction is discussed in more detail below, to zero once it reaches a value as small as that of a nucleon a distance \(r_{\text{max}}\) from its center. Here we use a very large \(r_{\text{max}} = 10 \text{fm}\), such that its effect is negligible.

From the dipole amplitude \(N(x, r_\perp, b_\perp) = (d\sigma_{\text{dip}}/d^2b_\perp)(x, r_\perp, b_\perp)/2\) given by Eq. (1), we can extract a saturation scale \(Q_s(x)\) by using the definition that \(Q_s^2 = 2/R_s^2\), with \(R_s\) defined via \(N(x, R_s) = 1 - \exp(-1/2)\). Note that \(N\) and \(Q_s\) also depend on the thickness function \(T_A\), and in practice we tabulate \(Q_s(x, T_A)\) for use in the following.

\(^1\) Here, we do not vary \(N_f\) as a function of the energy scale, which can be done [48].
Having determined the $x$ and thickness function dependence of $Q_s$ we can now construct the initial color charge distributions of the nuclei we are about to collide. For proton projectiles we simply use the description above, generating $T_p$ according to Eq. (6). For large nuclei, we first sample nucleon positions from a Woods-Saxon distribution

$$\rho(r, \theta) = \frac{\rho_0}{1 + \exp((r - R'(\theta))/a)}$$

with $R'(\theta) = R[1 + \beta_2 Y^2_2(\theta) + \beta_4 Y^4_4(\theta)]$, and $\rho_0$ the nuclear density at the center of the nucleus. $R$ is the radius parameter, $a$ the skin depth. The spherical harmonic functions $Y^m_l(\theta)$ and the parameters $\beta_2$ and $\beta_4$ account for the possible deformation from a spherical shape. Parameters for all nuclei for which we employ the Woods-Saxon form are given in Table I. We further impose a minimal distance of $d_{\text{min}} = 0.9$ fm between nucleons when sampling in three dimensions. When a nucleon is added and violates the minimum distance criterion with one or more already sampled nucleons, we resample its angular coordinates (not the radial position). For the deformed nuclei, we only resample the azimuthal angle $\phi$ to keep the distributions of radial distances and polar angles unchanged \[53].

Smaller nuclei, such as $^{16}$O, and $^3$He are described using a variational Monte-Carlo method (VMC) using the Argonne v18 (AV18) two-nucleon potential +UIX interactions \[63]. In practice we use the $^3$He and $^{16}$O configurations available in the PHOBOS Monte-Carlo Glauber distribution \[64, 65].

For the results we will show involving the deuteron, we employ a simple Hulthen wave function of the form \[66]

$$\phi(d_{\text{pm}}) = \frac{\sqrt{a_H b_H(a_H + b_H)} e^{-a_H d_{\text{pm}}} - e^{-b_H d_{\text{pm}}}}{b_H - a_H} \frac{1}{2\pi d_{\text{pm}}},$$

where $d_{\text{pm}}$ is the separation between the proton and the neutron, and the parameters are experimentally determined to be $a_H = 0.228$ fm$^{-1}$ and $b_H = 1.18$ fm$^{-1}$.

Once all nucleon centers are sampled, the nucleon substructure is sampled as in the case of the proton, then $T_q(b_\perp)$ is determined by summing all nucleons’ $T_p(b_\perp)$. With that information, we can self-consistently determine $Q_s(x, b_\perp)$, using an iterative procedure, where $x = x(b_\perp) = Q_s(x, b_\perp)/\sqrt{NN}$, with $\sqrt{NN}$ the center of mass energy of the collision. Note that we are interested in mid-rapidity observables, so we assume rapidity $y = 0$ for the determination of $x$. The results will be boost-invariant. For ways to go beyond boost-invariance in the IP-Glasma framework see \[67, 68].

Color charges can now be sampled using the assumption of local Gaussian correlations as in the McLerran-Venugopalan (MV) model \[26, 69].

$$\langle \rho^a_i(b_\perp, x, \perp) \rangle = g^2 \mu_i^2(x, b_\perp) \delta^{(2)}(b_\perp - x_\perp),$$

where $g^2 \mu_i(x, b_\perp) = c Q_i^\perp(x, b_\perp)$, with a proportionality constant $c$ that can be determined numerically. Here we use $c = 1.25$, which is close to the value determined in \[70]. The coupling $g$ scales out of the classical calculation, and we will set it to 1 in all calculations. Its actual value will only affect the normalizations (e.g. of produced gluon number or energy density) and will be absorbed in a universal normalization constant for the energy momentum tensor $T^\mu\nu$ in the end.

The index $i$ labels the nucleus, taking values $P$ or $T$ for projectile or target, respectively. From the color charges in both projectile and target we can construct the color currents, generated by the static charges moving with the speed of light in the positive or negative $z$-direction, respectively. Using the gauge where $A^−$ or $A^+$ are zero, respectively, the currents can be written as

$$J_i^\mu = \delta^{\nu\pm} \rho_i(x^\mp, x_\perp) = \delta^{\nu\pm} \rho_i^\perp(x^\mp, x_\perp)t^\alpha,$$

where $t^\alpha$ are SU(3) generators in the fundamental representation, with $\alpha$ running from 1 to 8. Upper signs refer to the right moving nucleus, lower signs to the left moving one. Here, we work in lightcone coordinates, where the components are $(-, +, 1, 2)$ with 1, 2 labeling the transverse coordinates. Lightcone coordinates are defined as $x^\pm = (v^0 \pm v^3)/\sqrt{2}$. Later we switch to Milne coordinates $(\tau, \eta, x^1, x^2)$, where proper time can be expressed using $x^\mp$ and $x^\pm$ as $\tau = \sqrt{x^+ x^-}$, and the spatial rapidity coordinate reads $\eta = 0.5 \ln(x^+ / x^-)$. The metric in Milne coordinates reads $g_{\mu\nu} = \text{diag}(1, -\tau^2, -1, -1)$.

The currents \[12] form the sources in the Yang-Mills equation (omitting nucleus labels)

$$[D_\mu, F^{\mu\nu}] = J^\nu,$$

where $D_\mu = \partial_\mu - igA_\mu$, and $F^{\mu\nu} = \frac{i}{2} [D^\mu, D^\nu] = \partial^\mu A^\nu - \partial^\nu A^\mu - ig[A^\mu, A^\nu]$ is the field strength tensor, with the gluon fields $A^\mu = A^\mu_\perp t^\alpha$.

Eq. \[13] can be solved in Lorentz gauge, where $\partial_\mu A^\mu = 0$, resulting in

$$A^\pm_\perp = \frac{-\rho_\perp(x^\mp, x_\perp)}{\nabla_\perp - m^2},$$

where we introduced the infrared regulator $m$ in the denominator, which incorporates confinement effects and
tames otherwise apparent Coulomb tails\footnote{Note that the sign of $m^2$ in\cite{13} was misquoted in\cite{25,26,27}.}. We choose $m$ to be close to the QCD scale $\Lambda_{\text{QCD}}$ and in this work use $m = 0.2 \text{ GeV}$\footnote{Note that the values for $B_q$ and $B_{qc}$ in\cite{60} were determined for $m = 0.4 \text{ GeV}$. Here, we have checked explicitly that the combination of $m = 0.2 \text{ GeV}$ and the $B_q$ and $B_{qc}$ quoted above, along with the additional normalization fluctuations\cite{6}, also provide a good fit to diffractive vector meson production data from HERA.}. Alternatively, color neutrality on the nucleon size scale can be modeled explicitly\cite{71}, however, introducing $m$ is simpler and leads to very similar results.

In order to find a solution for the gluon fields after the collision, it will be convenient to convert\cite{14} to lightcone gauge, where we set $A^+ = 0$ for one and $A^- = 0$ for the other nucleus, can be summarized as the Fock-Schwinger gauge condition $A^+ = (x^+ A^- + x^- A^+) = 0$. In this gauge the solution for the gauge fields in the forward light cone (after the collision) at time $\tau = 0^+$ can be derived by requiring that $[D_\mu, F^{\mu\nu}] = 0$ and $[D_\mu, P^{\mu\nu}] = J^\nu$ have no singular terms as $\tau \to 0$. The solution at time $\tau = 0^+$ has the simple form\cite{38,72}

$$A^i(x,\tau) = \theta(-x^-)\frac{\theta(-x^-)}{g}V^i(x)P^i V^i(x),$$

where the path-ordered exponentials, or Wilson lines, are given by

$$V_i(x) = \exp\left(-ig \int dx^\perp \rho_i(x^\perp, x)\right),$$

where again upper symbols are for right moving ($i = P$) and lower symbols for left moving ($i = T$) nuclei.

The gauge choice discussed above, where $A^+ = 0$ for one and $A^- = 0$ for the other nucleus, can be summarized as the Fock-Schwinger gauge condition $A^+ = (x^+ A^- + x^- A^+) = 0$. In this gauge the solution for the gauge fields in the forward light cone (after the collision) at time $\tau = 0^+$ can be derived by requiring that $[D_\mu, F^{\mu\nu}] = 0$ and $[D_\mu, F^{\mu\nu}] = J^\nu$ have no singular terms as $\tau \to 0$. The solution at time $\tau = 0^+$ has the simple form\cite{38,72}

$$A^i = A^i_P + A^i_T,$$  \hspace{1cm} (17)

$$A^\nu = -\frac{ig}{2} \left[ A_{P\jmath}, A_T^\jmath \right],$$  \hspace{1cm} (18)

$$\partial_\tau A^i = 0,$$  \hspace{1cm} (19)

$$\partial_\tau A^\nu = 0.$$  \hspace{1cm} (20)

We need to solve for the fields in the forward lightcone numerically, which is best done using the Wilson lines directly. First, the path-ordered exponential can be evaluated numerically by discretizing the longitudinal direction in $N_s$ slices, sampling color charges in each slice and evaluating\cite{70}

$$V_i(x) = \prod_{k=1}^{N_s} \exp\left(-ig \frac{\rho_i(x)}{\sqrt{2} - m^2}\right),$$

where the $\rho_i^k$ satisfy

$$\langle \rho^a_i(x, b_{\perp}) | \rho^b_j(x_{\perp}) \rangle = \frac{g^2 \rho^2_i(x, b_{\perp})}{N_g} \delta_{ab} \delta^{ij} \delta^2(b_{\perp} - x_{\perp}).$$  \hspace{1cm} (22)

For each nucleus $i$, we can then assign to each lattice site $s$ the pure gauge configuration\cite{15} expressed using the corresponding Wilson line

$$U^i_j(s) = V_i(s)V^j_i(s + \hat{e}_j),$$  \hspace{1cm} (23)

where $\hat{e}_j$ is a shift by one lattice site in the $j \in (1,2)$ direction.

To obtain the Wilson lines $U^j_i(s)$ at site $s$ after the collision, we need to solve\cite{40}

$$\text{Tr}\left\{ U^a_j \left[U^i_b(s) + U^j_t(s)\right] + \left[U^i_b(s) + U^j_t(s)\right] \right\} = 0,$$  \hspace{1cm} (24)

which is a set of $N_c^2 - 1$ equations that we solve iteratively for $N_c = 3$.

Because we are assuming boost-invariance, the rapidity component of the gluon field becomes an adjoint representation scalar $\phi = A_\eta = -\tau^2 A^\eta$. The longitudinal electric field is then given by $\rho^e = \tilde{\phi}/\tau$. Its initial condition can be written in terms of the solution to Eq. (24):

$$E^\eta(s) = \frac{i}{4g} \sum_{j=1,2} \left[ \left(U^e_i(s) - U^e_T(s)\right)(U^{j1}_t(s) - 1) - h.c - \left(U^{j1}_t(s - \hat{e}_j) - 1\right) \times \left(U^e_i(s - \hat{e}_j) - U^e_T(s - \hat{e}_j)\right) + h.c. \right],$$  \hspace{1cm} (25)

where the sum is over the transverse directions $j \in (1,2)$.

Besides the initial condition for $U^j_i$ determined in Eq. (24) and $\pi = E^\eta$ from (25), we have $E^j = 0$ and $\phi = A_\eta = 0$.

The equations of motion for the fields on the lattice can be obtained from the lattice Hamiltonian

$$aH = \sum_s \left[ \frac{g^2 a}{\tau} E^j(s) E^j(s) + \frac{2\tau}{g^2 a} (N_c - \text{Re Tr} U_{(1,2)}(s)) + \frac{\tau}{\alpha} \text{Tr} \phi^2(s) + \frac{\alpha}{\tau} \sum_j \left( \phi(s) - \tilde{\phi}_j(s) \right)^2 \right],$$  \hspace{1cm} (26)

where the sum is over all sites $s$, $a$ is the lattice spacing, and the parallel transported scalar field in cell $s$ is given by

$$\tilde{\phi}_j(s) = U_j(s) \phi(s + \hat{e}_j) U^\dagger_j(s).$$  \hspace{1cm} (27)
The plaquette in the transverse plane is defined as
\[
U_{(1,2)}(s) = U_1(s)U_2(s + \hat{e}_1)U_1^\dagger(s + \hat{e}_2)U_2^\dagger(s). \tag{28}
\]

We can identify the terms in \[26\] as the energy in the transverse electric fields, the longitudinal magnetic fields, the longitudinal electric fields, and the transverse magnetic fields, respectively. At the initial time \(\tau = 0^+\) we only have longitudinal electric and magnetic contributions.

The equations of motion are obtained by taking the Poisson bracket of the fields with the Hamiltonian and read
\[
\dot{U}_j = i\frac{g^2}{\tau}E^jU_j \quad \text{(no sum over } j) \tag{29}
\]
\[
\dot{\phi} = \tau \pi \tag{30}
\]
\[
\dot{\mathbf{E}}^1 = \frac{ig^2}{2\tau^2}[U_{(1,2)} + U_{(1,-2)} - U_{(1,-2)}^\dagger - U_{(1,2)}^\dagger - T_1]
+ \frac{i}{\tau}[\phi_1, \phi] \tag{31}
\]
\[
\dot{\mathbf{E}}^2 = \frac{ig^2}{2\tau^2}[U_{(2,1)} + U_{(2,-1)} - U_{(2,-1)}^\dagger - U_{(2,1)}^\dagger - T_2]
+ \frac{i}{\tau}[\phi_2, \phi] \tag{32}
\]
\[
\dot{\mathbf{\pi}} = \frac{1}{\tau} \sum_j [\phi_j + \phi_{-j} - 2\phi] , \tag{33}
\]

where the subtraction of traces \(T_1 = \text{Tr}[U_{(1,2)} + U_{(1,-2)} - U_{(1,-2)}^\dagger - U_{(1,2)}^\dagger]/N_c\) and \(T_2 = \text{Tr}[U_{(2,1)} + U_{(2,-1)} - U_{(2,-1)}^\dagger - U_{(2,1)}^\dagger]/N_c\) ensures that all components of \(F^{\mu\nu}\) remain traceless.

Eqs. (29)-(33) can be solved using a leapfrog algorithm on a 2D lattice. For collisions of the larger nuclei we use a lattice size of \(L = 28\) fm and a lattice spacing of \(a = 0.04\) fm. For O+O collisions we used \(L = 14\) fm, keeping the number of lattice sites the same. For p+p and p+A collisions we use \(a = 0.04\) fm, but a smaller \(L = 10\) fm. When initializing the hydrodynamic simulation, we transfer our results to a grid of size 512 \(\times\) 10 fm. When initializing the hydrodynamic simulation, \(\tau = 0^+\) we only have longitudinal electric and magnetic contributions.

To transfer initial state information to the hydrodynamic simulation, we compute all components of the energy momentum tensor \(T^{\mu\nu} = -g^{\mu\alpha}g^{\nu\beta}\tilde{g}_{\alpha\beta}F_{\alpha\gamma}F_{\gamma\delta} + \frac{1}{4}g^{\mu\alpha}g^{\nu\beta}\tilde{g}_{\alpha\beta}F_{\alpha\gamma}F_{\gamma\delta}\) of the Yang-Mills system at a given time \(\tau_{\text{switch}}\). To avoid this, we choose \(\tau_{\text{switch}} = 0.4\) fm.

Naturally, \(T^{\mu\nu}\) has to be evaluated on the lattice, involving the color electric field \(E^j\), the scalar \(\phi\) as well as the plaquettes representing the color magnetic fields. Here we show the \((\tau\tau)\) component of the lattice \(T^{\mu\nu}\) as an example:

\[
T^{\tau\tau}(s) = \frac{g^2}{2\tau^2} \text{Tr}[E^1(s)^2 + (E^1(s) + E^2(s))] + \frac{1}{2\tau^2} \text{Tr}[(\phi(s) - \tilde{\phi}_1(s))^2
+ (\phi(s + \hat{e}_2) - \tilde{\phi}_1(s + \hat{e}_2))^2
+ (\phi(s) - \tilde{\phi}_2(s))^2
+ (\phi(s + \hat{e}_1) - \tilde{\phi}_2(s + \hat{e}_1))^2]
+ \frac{1}{4} \text{Tr}[\pi^2(s) + \pi^2(s + \hat{e}_1)
+ \pi^2(s + \hat{e}_2) + \pi^2(s + \hat{e}_1 + \hat{e}_2)]
+ \frac{2}{g^2} \text{Re} \text{Tr}[U_{(1,2)}(s)]. \tag{34}
\]

Note that with this definition \(T^{\tau\tau}\) is technically defined in the center of the plaquette \(U_{(1,2)}(s)\), but we still label it by site \(s\).

B. Music - Hydrodynamics

The evolution of the energy momentum tensor continues under the assumption that the system remains near local thermal equilibrium, where an equation of state can be used to close the hydrodynamic equations given by
\[
\partial_\mu T^{\mu\nu} = 0. \tag{35}
\]

In the hydrodynamic phase, the energy momentum tensor can be decomposed as
\[
T^{\mu\nu} = eu^\mu u^\nu - (P + \Pi)\Delta^{\mu\nu} + \pi^{\mu\nu} , \tag{36}
\]
with the energy density \(e\), pressure \(P\), flow velocity \(u^\mu\), bulk viscous pressure \(\Pi\), and shear viscous tensor \(\pi^{\mu\nu}\). We defined \(\Delta^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu\).

As discussed in the previous section, the initial conditions are given by the energy momentum tensor of the Yang-Mills system at every position in the transverse plane. Let us call it \(T^{\mu\nu}_{YM}(x_\perp)\) in this section. As we have set the coupling constant \(g = 1\) above, we still need to apply an overall normalization factor, which mainly accounts for a more realistic strong coupling constant. In this work we multiply the initial \(T^{\mu\nu}_{YM}\) with a factor 0.235, which corresponds to \(g \simeq 2.06\). We extract the initial condition for the energy density and flow velocities using the relation \(eu^\mu = T^{\mu\nu}_{YM}u_\nu\). The initial value for the shear stress tensor then follows as \[75\]

\[
\pi^{\mu\nu} = T^{\mu\nu}_{YM} - \frac{4}{3} eu^\mu u^\nu + \frac{e}{3} g^{\mu\nu}, \tag{37}
\]

\[6\] This definition is different from \[29\] but represents precisely what is used in the publicly available H-P-Glasma code \[59\].
where we used that the Yang-Mills system is conformal (has zero bulk viscosity) and obeys an ideal equation of state $P = \epsilon/3$.

In the hydrodynamic simulation we are going to use a more realistic QCD equation of state \[73\), obtained from a combination of lattice QCD calculations [18] and a hadron resonance gas model in the low temperature regime. This poses a problem as there will be a mismatch between the pressures on the Yang-Mills side $P_{YM}$ and the one determined by the QCD equation of state on the hydrodynamic side, $P$, at the switching time $\tau_{\text{switch}}$. There is no unique way to handle the mismatch as it is a result of missing physics in our description of how the initial gluon dominated non-equilibrium system evolves towards a thermalized quark gluon plasma. Here we adopt the same method as in [76], and absorb the difference in pressures into an effective initial bulk viscous term $\Pi = 3\epsilon - P$, which ensures that we initialize with the ideal (non-viscous) case, with a hadron resonance gas model in the low temperature regime. This poses a problem as there will be a mismatch as it is a result of missing physics in our description of how the initial gluon dominated non-equilibrium system evolves towards a thermalized quark gluon plasma. Here we adopt the same method as in [76], and absorb the difference in pressures into an effective initial bulk viscous term $\Pi = 3\epsilon - P$, which ensures that we initialize with the ideal (non-viscous) case, with a hadron resonance gas model in the low temperature regime.

To continue our discussion of the hydrodynamic evolution equations, we present the second-order constitutive relations for the shear and bulk viscous parts. We use the expressions derived in \[79\] - \[80\], given by

\[
\tau_{\Pi} = -\zeta \theta - \delta_{\Pi} \Pi \theta + \lambda_{\Pi} \pi^{\mu\nu} \sigma_{\mu\nu} \quad (38)
\]

where $A^{(\cdot)}$ indicates symmetrized and traceless projections, $\theta = \nabla_{\mu} u^{\mu}$ is the expansion rate, and

\[
\sigma^{\mu\nu} = \frac{1}{2} \left[ \nabla_{\mu} u^{\nu} + \nabla_{\nu} u^{\mu} - \frac{2}{3} \Delta^{\mu\nu} (\nabla_{\alpha} u^{\alpha}) \right] \quad (40)
\]

is the shear tensor, with $\nabla_{\mu} = (g_{\mu\nu} - u_{\mu} u_{\nu}) \partial^{\nu}$. The first-order transport coefficients $\eta$ and $\zeta$ are the shear and bulk viscosities, respectively. They are determined by choosing the quantities $\eta/s$ and $\zeta/s$ such that the experimental data is best described.

The shear and bulk relaxation time, $\tau_{\pi}$ and $\tau_{\Pi}$ are then given by

\[
\tau_{\pi} = \frac{5 \eta}{\epsilon + P}, \quad (41)
\]

\[
\tau_{\Pi} = \frac{\zeta}{15 \left( \frac{\epsilon}{c_s^2} - 1 \right)^2 (\epsilon + P)}, \quad (42)
\]

where $c_s$ is the speed of sound, which is determined by the equation of state. These choices for the relaxation times fulfill the linear/static causality conditions. [81] [82].

These second-order transport coefficients appearing in Eqs. \[38\] and \[39\] can be expressed in terms of the shear and bulk relaxation times and are given in Table II. The second-order transport coefficients depend on the assumptions they are derived under and present a source of systematic uncertainty. We estimated this uncertainty by running simulations with all quantities listed in Table II set to zero. The change in multiplicities and mean transverse momenta was negligible. Flow harmonics were slightly reduced (typically by 5-10% - maximally 15% in 80-90% central Au+Au collisions) when neglecting the second order transport coefficients.

In this work we will use a constant $\eta/s = 0.12$ and a temperature dependent $(\zeta/s)(T)$, given by the parametrization

\[
\zeta_s(T) = \begin{cases} 
B_{\text{norm}} \exp \left( \frac{- (T - T_{\text{peak}})^2}{B_1^2} \right) & T < T_{\text{peak}}, \\
B_{\text{norm}} \exp \left( \frac{- (T - T_{\text{peak}})^2}{B_2^2} \right) & T > T_{\text{peak}},
\end{cases}
\]

(43)

where $B_{\text{norm}} = 0.13$, $B_1 = 0.01$ GeV, $B_2 = 0.12$ GeV, and $T_{\text{peak}} = 0.16$ GeV.

The used $(\zeta/s)(T)$ is shown in Fig. 1a). It is constructed to avoid large bulk viscous corrections on the switching surface (of fixed energy density $\epsilon_{\text{sw}} = 0.18$ GeV/fm$^3$), because the corrections to the distribution functions to be discussed below in Sec. III C are not well constrained. This explains the quick fall-off of $(\zeta/s)(T)$ as $T$ decreases below the peak. The bulk relaxation time follows from Eq. (42) and is shown in Fig. 1b) for our choice of $(\zeta/s)(T)$. We choose a Gaussian parametrization for the temperature dependent $(\zeta/s)(T)$ at $T > T_{\text{peak}}$, which ensures the bulk relaxation time remains smaller than 1 fm. A previous parametrization using a Lorentzian form led to large $\tau_{\Pi}$ and Knudsen numbers at high temperatures [76] [83]. A summary of recent calculations of $(\zeta/s)(T)$ in the hadronic phase is shown in [84].

The simulation MUSIC solves the hydrodynamic equations \[35\], \[38\], and \[39\] using the Kurganov-Tadmor (KT) algorithm [85] as described in detail in [30] [86] for the ideal (non-viscous) case.\footnote{The viscous case is briefly discussed in [14].} The KT algorithm has a low numerical viscosity and can deal particularly well with shocks. One aspect of the simulation that was not previously discussed in detail is the regulation of viscous corrections that become very large compared to the ideal parts of $T^{\mu\nu}$. We present the details of this procedure in Appendix A.

| $\tau_{\pi}/\tau_s$ | $\delta_{\pi}/\tau_s$ | $\varphi/T$ | $\lambda_{s}\tau_s$ | $\lambda_{\Pi}/\tau_s$ | $\delta_{\Pi}/\tau_s$ |
|----------------------|----------------------|-------------|---------------------|---------------------|---------------------|
| 10/7 | 4/3 | 9/70 | 6/5 | 8(1 - $c_s^2$)/5 | 2/3 |
The probability distribution of particle species $i$ of hydrodynamics. where we employ the hadronic transport simulation instead of hydrodynamics.

C. iSS - Particle sampling

When the medium local energy density drops to the switching energy density $\epsilon_{SW} = 0.18 \text{GeV/fm}^3$, the fluid is converted to particles by first computing the particle spectra according to the Cooper-Frye formula \[87\], using equilibrium distributions $f_0$ with viscous corrections $\delta f$, given in \[93\] for shear and bulk viscous terms. The probability distribution of particle species $i$ emitted from a surface element $d^3\sigma$ located on a constant energy density hyper-surface $\Sigma(x^\mu)$ can be computed as

$$E \frac{dN^i}{dp^\mu}(x^\mu) = \frac{g_i}{(2\pi)^3} p^\mu d^3\sigma \left( f_0(x^\mu, p^\mu) + \delta f(x^\mu, p^\mu) \right).$$

(44)

Here $g_i$ is the degeneracy of the particle species $i$. Assuming longitudinal boost-invariance, the infinitesimal surface normal vector $d^3\sigma = (\cosh(\eta_s) - \partial \tau/\partial x, -\partial \tau/\partial y, -\sinh(\eta_s)) dx dy d\eta_s$.

We choose the following viscous corrections $\delta f$ for shear (14-moment method \[91\]) and bulk viscosity (Chapman-Enskog method \[92\])

$$\delta f_{\text{shear}}^i(x^\mu, p^\mu) = f_0^i(1 \pm f_0^i) \frac{\pi^{\mu\nu} p_\mu p_\nu}{2T^2 (e + P)},$$

(45)

and

$$\delta f_{\text{bulk}}^i(x^\mu, p^\mu) = f_0^i(1 \pm f_0^i) \left( -\frac{\Pi}{\hat{c}} \right) \frac{(p \cdot u)}{T} \times \left[ \frac{m_i^2}{3(p \cdot u)^2} - \left( \frac{1}{3} - c_s^2 \right) \right].$$

(46)

Here the coefficient $\hat{c}$ is the following thermodynamic integral,

$$\hat{c} = \frac{1}{3T} \sum_i g_i \frac{m_i^2}{(2\pi)^3} \int \frac{d^3k}{E} f_0^i(1 \pm f_0^i) \times E \left[ \frac{m_i^2}{3E^2} - \left( \frac{1}{3} - c_s^2 \right) \right].$$

(47)

where $E = p \cdot u$.

Should the value of any $\delta f$ be larger than that of the equilibrium distribution, we set the distribution to zero, avoiding negative values. For a detailed discussion of off-equilibrium corrections and different choices for $\delta f$, we refer the reader to \[93\].

To generate Monte-Carlo samples from individual fluid cells, we need to determine the average numbers of particles emitted from each fluid cell. The particle yield of a species $i$ from a surface fluid cell has the following analytic expression

$$N^i(x^\mu) = \int \frac{d^3p}{E} \frac{dN^i}{dp^\mu}(x^\mu) = N_0^i + N_{\text{bulk}}^i + N_{\text{shear}}^i.$$ 

(48)

Here the equilibrium distribution function gives

$$N_0^i = \frac{g_i}{2\pi^2} d^3\sigma u^\mu m_i^2 T \sum_{n=1}^{\infty} \frac{(1)^{n-1}}{n} K_2 \left( \frac{m_i}{T} \right).$$

(49)

The bulk viscous corrections also contribute to the particle yield:

$$N_{\text{bulk}}^i = \frac{g_i}{2\pi^2} d^3\sigma u^\mu \left( -\frac{\Pi}{\hat{c}} \right) \left[ \frac{m_i}{T} K_1 \left( \frac{m_i}{T} \right) + \frac{3}{n} K_2 \left( \frac{m_i}{T} \right) \right] + \frac{m_i^3}{3} \sum_{n=1}^{\infty} (1)^{n-1} K_1 \left( \frac{m_i}{T} \right).$$

(50)
Finally, the shear viscous correction does not modify the particle yield, and $N_{\text{shear}} = 0$.

In this work, we use an open-source particle sampler $iSS$ [35, 57, 94] to perform the numerical sampling of particles from hydrodynamic hypersurfaces event-by-event. To achieve enough statistics, each individual hydrodynamic hypersurface is oversampled until we reach at least 100,000 thermal $\pi^+$ per unit of rapidity. The averaged number of oversampled events is about 100 in central collisions and it can reach up to more than 10,000 in the most peripheral centrality bin.

### D. UrQMD - Hadronic cascade

The sampled particles are further propagated in the microscopic transport simulations using the $\text{UrQMD}$ model [20, 21] with default parameters. $\text{UrQMD}$ simulates scatterings among hadrons and their excited resonance states with masses up to 2.25 GeV as well as all strong decay processes. The interactions in $\text{UrQMD}$ include elastic and inelastic scatterings as well as $B\bar{B}$ annihilations. Having $\text{UrQMD}$ as an afterburner allows for a more realistic dynamical freeze-out for different species of hadrons in the final stage of the collisions.

### III. CHARGED HADRON MULTIPICITY

We begin our discussion of results with the most straightforward observable, namely the number of all charged hadrons as well as that of identified hadrons per unit rapidity (around mid-rapidity) as a function of collision centrality. In all results we show, we have performed the centrality selection using the final $dN/d\eta$ of charged hadrons. In previous works we have instead used the gluon number distribution obtained directly in the IP-
Glasma model \[52\]. Naturally, using the final, observable, charged hadron numbers is the right thing to do when comparing to experimental data. In Appendix \[3\] we demonstrate the differences between the two methods.

In Fig.2 a) we show the charged particle number per unit pseudo-rapidity \(dN_{ch}/d\eta\) as a function of centrality for \(\sqrt{s_{NN}} = 200\) GeV Au+Au collisions compared to experimental data from the PHENIX Collaboration \[95\]. Agreement with the experimental data is very good. We further show results for identified particles, namely positive pions, kaons, and protons. Again, agreement is good, with kaons slightly overestimated for all centrality classes in our model.

In Fig.2 b) we show the same observables for \(\sqrt{s_{NN}} = 5.02\) TeV Pb+Pb collisions and compare to experimental data from the ALICE Collaboration \[99\] (we divide the identified particle spectra, which are given by the experiment as a sum of positive and negative particles by 2 for clarity of the plot \[7\]). As in the case of RHIC, agreement with experimental data is very good. We note that there are no additional free parameters once parameters have been fixed using Au+Au collisions at the top RHIC energy. The multiplicity evolution in the IP-Glasma model and entropy production from viscous hydrodynamics give a quantitative prediction of final charged hadron yields at 5.02 TeV. The deviations from the experimental measurements are within 10%. This predictive power is a unique feature of our hybrid framework. All changes in the studied observables, as we modify the collision system within hydrodynamics, the mean transverse momentum constrains the \(p_T\)-spectrum strongly, such that reproducing \(\langle p_T \rangle\) is equivalent to reproducing the \(p_T\) differential spectrum \[102, 104\]. As discussed in \[101, 105\], the mean transverse momentum is very sensitive to the bulk viscosity and puts the biggest constraints on the form and size of \((\zeta/s)(T)\) shown in Fig.1 a).

In Fig.4 a) we show the identified particle mean transverse momentum vs. centrality in a) 200 GeV Au+Au collisions at RHIC and b) 5.02 TeV Pb+Pb collisions at LHC. Experimental data from the PHENIX \[95\], STAR \[100\], and ALICE \[97\] Collaborations.

Within hydrodynamics, the mean transverse momentum of charged hadrons is the right thing to do when comparing to experimental data. In Appendix \[3\] we demonstrate the differences between the two methods.

In Fig.2 a) we show the charged particle number per unit pseudo-rapidity \(dN_{ch}/d\eta\) as a function of centrality for \(\sqrt{s_{NN}} = 200\) GeV Au+Au collisions compared to experimental data from the PHENIX Collaboration \[95\]. Agreement with the experimental data is very good. We further show results for identified particles, namely positive pions, kaons, and protons. Again, agreement is good, with kaons slightly overestimated for all centrality classes in our model.

In Fig.2 b) we show the same observables for \(\sqrt{s_{NN}} = 5.02\) TeV Pb+Pb collisions and compare to experimental data from the ALICE Collaboration \[99\] (we divide the identified particle spectra, which are given by the experiment as a sum of positive and negative particles by 2 for clarity of the plot \[7\]). As in the case of RHIC, agreement with experimental data is very good. We note that there are no additional free parameters once parameters have been fixed using Au+Au collisions at the top RHIC energy. The multiplicity evolution in the IP-Glasma model and entropy production from viscous hydrodynamics give a quantitative prediction of final charged hadron yields at 5.02 TeV. The deviations from the experimental measurements are within 10%. This predictive power is a unique feature of our hybrid framework. All changes in the studied observables, as we modify the collision system within hydrodynamics, the mean transverse momentum constrains the \(p_T\)-spectrum strongly, such that reproducing \(\langle p_T \rangle\) is equivalent to reproducing the \(p_T\) differential spectrum \[102, 104\]. As discussed in \[101, 105\], the mean transverse momentum is very sensitive to the bulk viscosity and puts the biggest constraints on the form and size of \((\zeta/s)(T)\) shown in Fig.1 a).

In Fig.4 a) we show the identified particle mean transverse momentum vs. centrality in a) 200 GeV Au+Au collisions at RHIC and b) 5.02 TeV Pb+Pb collisions at LHC. Experimental data from the PHENIX \[95\], STAR \[100\], and ALICE \[97\] Collaborations.

Within hydrodynamics, the mean transverse momentum of charged hadrons is the right thing to do when comparing to experimental data. In Appendix \[3\] we demonstrate the differences between the two methods.

IV. AVERAGE TRANSVERSE MOMENTUM

The next observable we study is the mean transverse momentum of charged hadrons and identified particles.

\[8\] Our calculation does not include any baryon chemical potential, which is a good approximation for large energies, such that there is no difference between baryons and anti-baryons.
calculated mean transverse momentum drops faster with centrality than the experimental data. For protons, we underestimate all data points. We chose a lower peak temperature for bulk viscosity compared to the one used in the Refs. \cite{104, 105}. The $T_{\text{peak}} = 0.16$ GeV is constrained by the overall centrality dependence of the mean $p_T$ measurements in 200 GeV $Au+Au$ collisions. A higher peak temperature would lead to overestimation of mean-$p_T$ measurements in peripheral collisions, in which the maximum temperature at the starting time of hydrodynamics could be already below the bulk viscous peak $100$. The underestimation of the mean transverse momentum in peripheral $Pb+Pb$ collisions at LHC, which typically start out at a higher initial temperature, indicates that the used shape of $(\zeta/s)(T)$ is not yet the ideal choice.

In Fig. 5(a) we show the charged hadron mean transverse momentum as a function of charged particle multiplicity for eight different collision systems at RHIC energies and compare to experimental data from STAR and PHENIX where available \cite{95, 100}. Agreement of the 200 GeV $Au+Au$ data from PHENIX is very good, while data from STAR is overestimated. Our result for the mean transverse momentum in 200 GeV $d+Au$ collisions is significantly larger than our $Au+Au$ result, which is expected in a hydrodynamic framework, where a smaller system with the same approximate amount of entropy exhibits larger gradients and thus more radial flow, which translates to larger final transverse momentum. The STAR data on $d+Au$ collisions does not clearly show this trend, however.

For the larger systems, Ru+Ru, Zr+Zr, and U+U, the mean transverse momentum is very close to that of $Au+Au$, while for all smaller systems, $p+p$, $p+Au$, $d+Au$, $3He+Au$, O+O, we observe the same trend discussed above for $d+Au$ and $Au+Au$. The smaller in transverse size a system is at a given multiplicity, the larger the mean transverse momentum. Fig. 5(b) shows the same observable for five different systems at LHC energies, compared to experimental data from the ALICE Collaboration \cite{101} in $Pb+Pb$, $Xe+Xe$, and $p+Pb$ collisions. Again, we observe the same trend as discussed for the collision systems at RHIC. As seen in the identified particle mean transverse momentum in Fig. 4(b), we underestimate the mean transverse momentum in $Pb+Pb$ and $Xe+Xe$ collisions, except in the most central centrality classes. In $p+Pb$ collisions, our prediction agrees at the lowest multiplicities, but underestimates the mean transverse momentum at the larger $dN_{ch}/d\eta$. The change from $Pb+Pb$ to $p+Pb$ at a given multiplicity is however reproduced by our model. The result for 13 TeV $p+Pb$ collisions is the largest, and our prediction for the mean transverse momentum in 5.02 TeV O+O collisions lies between the results for $Pb+Pb$ and $p+Pb$ collisions of the same center of mass energy.

We note again that all parameters were fixed in 200 GeV $Au+Au$ collisions at RHIC, and all other results, in particular those at LHC, are predictions. We thus consider the level of agreement with the experimental data reasonable. It is possible that a modified temperature dependence of the bulk viscosity over entropy density ratio can improve the agreement with the experimentally observed mean transverse momentum at both RHIC and LHC. This will best be explored in a Bayesian analysis including a wide range of available experimental data, such as done in \cite{107} for different initial state models.

V. MOMENTUM ANISOTROPY

The telltale observable that uncovered the almost perfect fluid nature of the matter produced in relativistic heavy ion collisions is the elliptic flow of low transverse momentum ($p_T \lesssim 3$ GeV) hadrons. A plethora of more complex observables, most of them confirming the fluid dynamic picture to great accuracy have since emerged,
among them higher flow harmonics and flow correlations obtained from multi-particle correlation measurements. Here, we will focus on the most basic flow observables \( v_n(m) \) with the harmonic number \( n \) up to 5 and obtained from \( m \)-particle correlations (with \( m \) up to six). We leave the study of more complex, e.g. three or four particle cumulants that correlate different order flow harmonics or event planes, to future work.

A. Two- and four-particle cumulant flow coefficients

We compute azimuthal momentum anisotropies of charged hadrons using flow vectors as detailed in Appendix C.

A comparison of the centrality dependence of charged hadron \( v_n(2) \) obtained from two-particle correlations in 200 GeV Au+Au and 193 GeV U+U collisions to experimental data from the STAR Collaboration [108–110] is shown in Fig. 6(a). Agreement for \( v_2(2) \) in 200 GeV Au+Au collisions is particularly good for central collisions, while the data is somewhat underestimated in more peripheral events. \( v_3(2) \) is slightly lower than the data for all centralities and in both systems. Agreement of \( v_4(2) \) and \( v_5(2) \) is rather good. The underestimation of the experimental data in more peripheral events could be a result of residual non-flow present in the measurement. Our calculations do not include non-flow from jets and we also eliminate short-range correlations from decays and hadronic scattering by over-sampling. Consequently, we expect better agreement with cumulants of 4 and more particles, which we show below. Nevertheless, overall agreement with the data for \( n = 1 \) to 5 over the whole centrality range is good for both systems. We see a larger difference between Au+Au collisions and U+U collisions than present in the data. For central collisions, some difference stems from the deformation of the uranium nucleus. For more peripheral events it is more likely an effect from the different lifetime of the two systems.

In Fig. 6(b), we show the same observables for 5.02 TeV Pb+Pb and 5.44 TeV Xe+Xe collisions at the LHC (b). Experimental data from the STAR [108,110] and ALICE [111,112] Collaborations.

FIG. 6. Azimuthal anisotropy coefficients \( v_n(2) \) for charged hadrons vs. centrality in 200 GeV Au+Au and 193 GeV U+U collisions at RHIC (a) and 5.02 TeV Pb+Pb and 5.44 TeV Xe+Xe collisions at LHC (b). Experimental data from the STAR [108,110] and ALICE [111,112] Collaborations.
model missed important physics as the system becomes very small and the multiplicity very low, as is the case in p+p collisions, even though the initial $T^{\mu\nu}$ does include initial state momentum anisotropies from the color glass condensate, as discussed in detail in [112].

Studying the $v_2\{2\}$ in the range of multiplicity where we have results from all systems, we see that the larger the system, the larger the $v_2\{2\}$. This trend is also seen in the experimental data, and is opposite to the trend seen in very low multiplicity Pb+Pb collisions. Interestingly, the calculated $v_2\{2\}$ in p+p collisions does not show the same decrease with multiplicity as did the $v_2\{2\}$.

Fig. 8 shows the charged hadron $v_2\{2\}$ (a) and $v_3\{2\}$ (b) as functions of charged hadron multiplicity in a variety of collision systems at RHIC, compared to experimental data from the STAR [110, 113] and PHENIX [114] Collaborations.

9 The comparison of $v_2\{2\}$ in Fig. 8a) (and $v_2\{4\}$ below) vs $dN_{ch}/d\eta$ between STAR data and our calculation is approximate. The efficiency corrected values of $dN_{ch}/d\eta$ from STAR is sensitive to the exact shape of the distribution $P(dN_{ch}/d\eta)$ because of the strong multiplicity dependence of the efficiency. We anticipate a small systematic uncertainty in our data-model comparison because of the difference between the IP-Glasma and true experimental $P(dN_{ch}/d\eta)$, published data for which is not available for comparison.

The values of $dN_{ch}/d\eta$ shown in Fig. 8b) obtained from the STAR paper [110] are estimated using a Monte-Carlo Quark-Glauber model and therefore have some model dependence.

### Figures

**Fig. 7.** Anisotropy coefficients $v_2\{2\}$ (a) and $v_3\{2\}$ (b) for charged hadrons vs. charged hadron multiplicity in various collision systems at LHC, compared to experimental data from the ALICE Collaboration [99].

**Fig. 8.** Anisotropy coefficients $v_2\{2\}$ (a) and $v_3\{2\}$ (b) for charged hadrons as functions of multiplicity in various collision systems at RHIC, compared to experimental data from the STAR [110, 113] and PHENIX [114] Collaborations.
FIG. 9. Elliptic anisotropies \( v_2 \{2 \} \) and \( v_2 \{4 \} \) for charged hadrons vs. centrality in 200 GeV Au+Au collisions at RHIC (a) and 5.02 TeV Pb+Pb collisions at LHC (b). Experimental data from the STAR [113] and ALICE [111] Collaborations.

only, is very similar in all systems with a slight increase with decreasing system size when comparing at the same \( dN_{ch}/d\eta \). For \( v_2 \{2 \} \) this dependence gets more complicated as an interplay of lifetime, radial flow and initial ellipticity takes over. We note that the predicted \( v_2 \{2 \} \) in O+O collisions is below that for Au+Au and U+U collisions, while d+Au and \( ^3\text{He}+\text{Au} \) collisions exhibit larger \( v_2 \{2 \} \). Notably, this is different from our results for LHC energies, shown in Fig. 7.a), where \( v_2 \{2 \} \) increases systematically with system size. Zr+Zr and Ru+Ru collisions have similar \( v_2 \{2 \} \) to that in the larger systems at the smallest \( dN_{ch}/d\eta \) but show significantly lower values above \( dN_{ch}/d\eta \approx 30 \). This is of course expected, as the initial ellipticity has a different \( dN_{ch}/d\eta \) dependence for the smaller Ru and Zr nuclei. For \( v_3 \{2 \} \), Zr+Zr and Ru+Ru collisions exhibit much more similar values to Pb+Pb collisions, except at the highest multiplicities.

We show first predictions for 500 GeV p+p collisions and find both \( v_2 \{2 \} \) and \( v_3 \{2 \} \) to be larger than in 200 GeV p+Au collisions (and with that, all other systems), except for the largest multiplicities for \( v_2 \{2 \} \). This motivates measurements of the ridge in high multiplicity events in the upcoming 500 GeV p+p run at RHIC, using the extended pseudorapidity capability of the STAR detector [116, 117].

As mentioned above, using the correlations of more than two particles can eliminate non-flow and provide a measurement more suitable to be compared to hydrodynamic calculations such as ours. In Fig. 10.a), we show both charged hadron \( v_2 \{4 \} \) and \( v_2 \{2 \} \) for 200 GeV Au+Au collisions as functions of centrality and compare to experimental data from the STAR Collaboration [113]. Indeed, we see that agreement between theory and experiment is better for \( v_2 \{4 \} \) than for \( v_2 \{2 \} \), which is expected as the \( \Delta \eta \) gap, another means to eliminate non-flow, employed in this particular \( v_2 \{2 \} \) measurement, is rather small (\(|\Delta \eta| > 0.1\)).
FIG. 11. Transverse momentum dependent charged hadron $v_2(p_T)$ in 20-30% central 200 GeV Au+Au collisions compared to experimental data from the PHENIX [119] and STAR [120] Collaborations (a) and in 30-50% central collisions compared to experimental data from the STAR Collaboration [110] (b).

Fig. 11(b) shows the same observables for 5.02 TeV Pb+Pb collisions compared to experimental data from the ALICE Collaboration [111]. Here, both $v_2(2)$ and $v_2(4)$ data are underestimated in the more peripheral events. While non-flow could play a role for $v_2(2)$, we likely truly underestimate the $v_2(4)$ result, which is consistent with us underestimating the mean transverse momentum as shown in Fig. 5(b). Again, we stress that parameters were fixed in 200 GeV Au+Au collisions, making these 5.02 TeV Pb+Pb results predictions. It is likely that a better descriptions of both systems can be found by fine tuning the fluid’s transport properties, for example using Bayesian techniques.

We note that the relative difference between $v_2(2)$ and $v_2(4)$ depends on fluctuations, which are dominated by the initial state. This puts large constraints on the initial state model, as the relative size of $v_2(2)$ and $v_2(4)$ is not dramatically affected by the details of the medium evolution. We will come back to this point when we study ratios of 4- and 2-, as well as 6- and 4- particle cumulants in Section V.C.

In Fig. 10(a), we show the charged hadron $v_2(4)$ as a function of multiplicity for 193 GeV U+U, and 200 GeV Au+Au, p+Au, and d+Au collisions, compared to experimental data from the STAR [113] and PHENIX [114] Collaborations. We note that the PHENIX result has some effective lower $p_T$ cut between 0.2 and 0.3 GeV as a result of limited acceptance. In our calculation we used $p_T > 0.2$ GeV, the same as for the other systems shown. As for $v_2(2)$, we see that the calculated $v_2(4)$ in d+Au collisions is larger than that in Au+Au or U+U collisions at the same multiplicity. It is possible that the experimental data confirms this, but the comparison between the d+Au data from PHENIX and Au+Au data from STAR is difficult, because of the possibly different $p_T$ cuts. Given that the p+Au $v_2(4)$ is smaller than that for d+Au at the same multiplicity, the large $v_2(4)$ in
d+Au is likely a result of the larger ellipticity. Fig. 10(b) shows charged hadron $v_2 \{4\}$ as a function of multiplicity in 5.02 TeV p+Pb, O+O, and Pb+Pb, as well as 5.44 TeV Xe+Xe collisions. As in Fig. 9(b), we see how $v_2 \{4\}$ for Pb+Pb collisions underestimates the experimental data for intermediate multiplicities. Xe+Xe collisions show a very similar trend. Because of limited statistics, we cannot reach the highest multiplicities in p+Pb collisions, but where we have results, agreement with the ALICE data is good. O+O collisions lead to results close to p+Pb at the highest multiplicities and close to the larger systems for lower $dN_{ch}/d\eta$.

**B. Transverse momentum dependent flow harmonics**

We now move to flow harmonic measurements differential in transverse momentum, $v_n \{m\} (p_T)$. Their definitions can be found in Appendix C. These observables are theoretically less controlled than the previously shown integrated quantities, because viscous corrections to the equilibrium distribution functions on the switching surface (switching to UrQMD) can be large at $p_T > 1$ GeV, especially in small systems (see Appendix D). In the integrated case, the larger $p_T$ contribute little, making the result more robust. Because we have studied many systems and many centralities, we will present only a selection of results, both for RHIC and LHC energies.

Fig. 11(a) shows charged hadron $v_2 \{2\}$, $v_3 \{2\}$, and $v_4 \{2\}$ as functions of transverse momentum for 20-30% central 200 GeV Au+Au collisions, comparing to event-plane $v_n$ measurements from PHENIX [119] and two particle correlation $v_n \{2\} (p_T)$ measurements from STAR [120]. The experimental data for $v_2 \{2\} (p_T)$ and $v_3 \{2\} (p_T)$ is underestimated at low $p_T \lesssim 0.6$ GeV and overestimated above $p_T \approx 1$ GeV. The $v_4 \{2\} (p_T)$ from the PHENIX Collaboration is slightly underestimated by our calculation, seemingly more so than the integrated $v_4 \{2\}$ in 20-30% collisions compared to STAR data (Fig. 6(a)). Fig. 11(b) shows charged hadron $v_2 \{2\} (p_T)$ and $v_3 \{2\} (p_T)$ in 30-50% central 200 GeV Au+Au collisions compared to recent experimental data from the STAR Collaboration [110]. Agreement with the experimental data is similar to the case of 20-30% central collisions.

We also show identified particle $v_2 \{2\} (p_T)$ and $v_3 \{2\} (p_T)$ in 20-30% central 200 GeV Au+Au collisions in comparison to experimental data for event-plane method $v_n (p_T)$ from the PHENIX Collaboration in Figs. 12(a) and b), respectively. While agreement with the experimental data around $p_T \approx 0.5$ GeV is excellent for pions kaons and protons, only proton $v_3 \{2\} (p_T)$ are very well described also for larger $p_T$. Pion and kaon
\( v_n \{2\} (p_T) \) is overestimated for \( p_T \gtrsim 0.7 \, \text{GeV} \).

In Fig. 13 we show results for charged hadron \( v_n \{2\} (p_T) \) in 0-5\% (a) and 20-30\% (b) central 5.02 TeV Pb+Pb collisions. We include results for \( n = 2 \cdots 5 \) and compare to experimental data from the ALICE [122] and ATLAS [123] Collaborations. In particular in the most central events, agreement with the experimental data for all \( n \) is good for most \( p_T \) values studied. At the lowest \( p_T \) our results tend to underpredict the data, while at larger \( p_T \) they slightly overestimate the data, similar to what we observed at RHIC energies. For the 20-30\% central events, this trend is stronger.

Fig. 14 shows the charged hadron \( v_2 \{4\} (p_T) \) in 5.02 TeV Pb+Pb collisions in four different centrality classes. Best agreement with the experimental data from the ALICE Collaboration [122] is achieved in the most central collisions. For the more peripheral events, we see the same trend as for \( v_2 \{2\} (p_T) \), with our result being lower than the experimental data at low \( p_T \) and higher at larger \( p_T \). This is consistent with our results for the integrated \( v_3 \{2\} \) in Pb+Pb collisions (see Fig. 9), which is dominated by the low \( p_T \) region.

Because some parameters, especially the parametrization of the bulk viscosity over entropy density, have changed from our previously presented result [115], we show the transverse momentum dependent \( v_n \{2\} (p_T) \) in 0-5\% central p+Au, d+Au, and \( ^3\text{He}+\text{Au} \) collisions compared to experimental data from the PHENIX [124] Collaboration in Fig. 15. We only find a minor change in our result from what was presented in [115], and again for \( p_T \gtrsim 0.5 \, \text{GeV} \) the experimental data for \( v_2 \{2\} (p_T) \) is overestimated in our model. We note that preliminary STAR data for \( v_3 \{2\} (p_T) \) [128] (not shown here) is well described for \( p_T \gtrsim 0.5 \, \text{GeV} \), but underestimated for lower \( p_T \). Qualitatively, our calculation shows a weaker system dependence for \( v_3 \{2\} (p_T) \) than the PHENIX data. It was discussed in [128] that initial conditions with subnucleonic fluctuations, such as ours, lead to a weaker system dependence for the eccentricities than initial conditions with only nucleon degrees of freedom, which can describe the PHENIX data rather well [124].

In Fig. 16(a) we show the transverse momentum dependent charged hadron \( v_n \{2\} (p_T) \) for \( n = 1 \cdots 5 \) compared to experimental data from the CMS [125] and ATLAS [126] Collaborations in the case of \( n = 2 \) and \( n = 3 \) (CMS). The comparison of our result for \( v_2 \{2\} (p_T) \) with the experimental result resembles that for p+Au collisions shown in Fig. 15(a), as we overestimate the experimental data for \( p_T \gtrsim 0.5 \, \text{GeV} \). On the other hand, our result for \( v_3 \{2\} (p_T) \) agrees very well with the experimental data from the CMS Collaboration.

Fig. 16(b) shows \( v_2 \{4\} (p_T) \), also compared to experimental data from the CMS [125] and ATLAS [126] Collaborations. At low \( p_T < 1 \, \text{GeV} \), we underestimate the experimental data, while agreement is reasonable at larger \( p_T \), given the uncertainty, also coming from the disagreement between CMS and ATLAS results at large \( p_T \).

### C. Ratios of multi-particle cumulants

We close our discussion of bulk observables by showing two measures of flow fluctuations, namely ratios of 4th and 2nd order and 6th and 4th order elliptic flow cumulants in Fig. 17 for 5.02 TeV Pb+Pb and O+O, and 5.44 TeV Xe+Xe collisions, and in the case of \( v_2 \{4\} / v_2 \{2\} \) also for 5.02 TeV p+Pb collisions. The ratio \( v_2 \{4\} / v_2 \{2\} \) is a measure of fluctuations of \( v_2 \), which is mainly driven by fluctuations in the initial eccentricity, a feature of the initial condition. A deviation of \( v_2 \{6\} / v_2 \{4\} \) from one is an indication of non-Gaussianity in the \( v_2 \) distribution [129]. The excellent agreement of our results for \( v_2 \{4\} / v_2 \{2\} \) in Pb+Pb collisions with experimental data
from the ALICE Collaboration [111] and \( v_2 \{ \gamma \} / v_2 \{ \eta \} \) in Pb+Pb collisions with data from the CMS Collaboration [127] is an indication that the eccentricity fluctuations in the IP-Glasma model describe those in nature very closely, as has been previously demonstrated in [139].

Our result for \( v_2 \{ \gamma \} / v_2 \{ \eta \} \) in 5.02 TeV p+Pb collisions has large statistical errors, but is significantly lower than that in Xe+Xe or Pb+Pb collisions at the same multiplicity, indicating increased fluctuations in the small system. For O+O collisions, errors are also large, but one can see that at the highest multiplicities \( v_2 \{ \gamma \} / v_2 \{ \eta \} \) in O+O collisions is significantly smaller than in Xe+Xe and Pb+Pb collisions, and closer at lower multiplicities. For \( v_2 \{ \eta \} / v_2 \{ \gamma \} \), we also find smaller values in O+O than in the larger systems at the same multiplicity.

Finally, we compute the standardized skewness of the elliptic flow fluctuations, which was shown to be the main effect that lifts the degeneracy between \( v_2 \{ \eta \} \) and \( v_2 \{ \gamma \} \) [129]. It can be approximately obtained from cumulants

\[
\gamma_1^{\text{exp}} = -6\sqrt{2} v_2 \{ \eta \}^2 \frac{v_2 \{ \gamma \} - v_2 \{ \eta \}}{(v_2 \{ \eta \}^2 - v_2 \{ \gamma \}^2)^{3/2}}.
\]

We show the result for \( \gamma_1^{\text{exp}} \) as a function of centrality in 5.02 TeV Pb+Pb collisions compared to experimental data from the CMS Collaboration [127] in Fig. 18. Considering the relatively large statistical errors, agreement with the experimental data is very good, except for the centrality range 30-50% where our model slightly underestimates the experimental data. We also show our prediction for 5.44 TeV Xe+Xe collisions in the same figure.
VI. CONCLUSIONS

We have presented a detailed discussion of the hybrid model consisting of the IP-Glasma initial state model, MUSIC viscous fluid dynamics, and UrQMD hadronic transport, and discussed its results for bulk and multiparticle correlation observables in a wide range of nuclear collision systems at top RHIC and LHC energies. This work provides a) baseline calculations and validation of the model and b) the ingredients to reproduce our calculations with the publicly available [32–36] framework. All parameters were fixed using 200 GeV Au+Au collisions at RHIC such that all other results are parameter-free predictions of our model.

Given this constraint, agreement of the model with experimental data on charged hadron and identified particle multiplicity distributions, mean transverse momentum, and anisotropic flow from heavy ion collisions both at RHIC and LHC is very good. Agreement with observables gets worse with decreasing system size, especially for p+p collisions, where we do not describe the experimentally observed momentum anisotropy very well. This is despite our model including both initial state anisotropy from the CGC encoded in the initial energy-momentum tensor from IP-Glasma, and anisotropy generated by fluid dynamics in response to the initial geometry. Of course non-flow contributions that we miss in the calculation and may not be fully eliminated in the experimental data, are a concern in such small systems.

Achieving better agreement with all experimental data is very likely possible by performing a detailed parameter fit using for example Bayesian techniques [107, 130], which is beyond the scope of this work. Nevertheless, our results demonstrate that a sophisticated model based on color glass condensate initial conditions and the fluid dynamic evolution of the produced matter, combined with a reasonable treatment of the hadronic transport phase, can describe the whole range of heavy ion collisions at top RHIC energy and above, as well as aspects of small collision systems, with one set of transport coefficients (constant shear viscosity over entropy density \( \eta/s = 0.12 \) and temperature dependent bulk viscosity over entropy density \( \zeta/s \)) with a maximum of 0.13 at \( T = 160 \text{ MeV} \).

At low temperatures, i.e., in the hadronic transport phase, the shear viscosity over entropy density \( \eta/s \) increases with decreasing temperature (see e.g. [131, 133]). However, our results show that the available experimental data is consistent with a constant \( \eta/s \) in the QGP phase. This is in line with previous findings [134], where no or only a mild increase of \( \eta/s \) with temperature in the QGP phase was shown to be preferred by the data.

We also provided predictions for Ru+Ru and Zr+Zr collisions at RHIC, for which data has been taken but not yet published, and O+O collisions at both RHIC and LHC energies, which will potentially be conducted in the future, and could shed more light on small systems as it is a symmetric system whose multiplicity range overlaps with that of the asymmetric small systems studied previously at the same collision energy. We also make first predictions for the upcoming 500 GeV p+p run at RHIC, and find large (compared to the other studied systems at the same multiplicity) \( v_2 \) and \( v_3 \).

Beyond determining QCD transport parameters, this work sets the stage for calculations of more complex observables and studies that tackle specific physics problems, such as pinning down the equation of state [135], details of the initial state fluctuations [75, 136], nuclear deformation [137, 138], understanding details of hydrodynamic response [139, 142], the effect of pre-equilibrium evolution [143, 144], Hanbury-Brown-Twiss source size measurements [145, 146], photon and dilepton production [90, 147, 151], 153], the chiral magnetic effect [76, 154, 155], and understanding the origins of momentum anisotropies in small systems [115, 156, 157].

To extend our studies to lower beam energies and address the regime of high baryon density and the search for the QCD critical point, it will be important to relax the assumption of boost-invariance. This can be achieved by extending the IP-Glasma initial state to include a rapidity dependence as pioneered in [67] or by using a different initial state model, such as the dynamic string picture used in [158].
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Appendix A: Regulation of large viscous corrections

We discuss the regulation of viscous corrections that become large compared to the ideal parts of $T^{\mu\nu}$.

Viscous hydrodynamics considers the dissipative tensors $\pi^{\mu\nu}$ and $\Pi \Delta^{\mu\nu}$ as perturbative corrections to the equilibrium part of the energy-momentum tensor $T^{\mu\nu}_{\text{ideal}} = e u^\mu u^\nu - P \Delta^{\mu\nu}$. However, the size of the viscous stress tensor can be comparable and even larger than $T^{\mu\nu}_{\text{ideal}}$ in dilute regions or where pressure gradients are very large. Although these fluid cells are typically far outside the particilization (switching) surface and their dynamical evolution does not affect any physical observables, they may cause numerical instability problems during the evolution. To stabilize the simulations, we regulate the ill-behaved shear and bulk viscous tensors. The relative size of the viscous stress tensors compared to the ideal part of the energy momentum tensor can be computed as

$$r_\pi = \frac{1}{f_s(e)} \sqrt{\frac{\pi^{\mu\nu} \pi^{\mu\nu}_{\text{ideal}}}{T^{\mu\nu}_{\text{ideal}} T^{\mu\nu}_{\text{ideal},\mu\nu}}}, \quad (A1)$$

and

$$r_\Pi = \frac{1}{f_s(e)} \sqrt{\frac{3\Pi^2 \Pi^2_{\text{ideal}}}{T^{\mu\nu}_{\text{ideal}} T^{\mu\nu}_{\text{ideal},\mu\nu}}}, \quad (A2)$$

where the equilibrium part is $T^{\mu\nu}_{\text{ideal}} T^{\mu\nu}_{\text{ideal},\mu\nu} = e^2 + 3 P^2$. The energy density dependent regulation strength parameter is defined as

$$f_s(e) = \chi_0 \left[ \exp \left( \frac{-e}{\epsilon_0} \frac{\epsilon_0}{\epsilon_0} \right) + 1 \right]^{-1} \left( \exp \left( \frac{\epsilon_0}{\epsilon_0} \frac{\epsilon_0}{\epsilon_0} \right) + 1 \right). \quad (A3)$$

We reduce the sizes of the viscous stress tensors as,

$$\tilde{\pi}^{\mu\nu} = \frac{1}{r_\pi} \pi^{\mu\nu} \quad (A4)$$

and

$$\tilde{\Pi} = \frac{1}{r_\Pi} \Pi, \quad (A5)$$

if the respective ratio $r_\pi$ or $r_\Pi$ is greater than one. This regulation scheme is similar to the one imposed for the net baryon diffusion current in Ref. [94]. In this work, we choose $\epsilon_0 = 0.02 \text{GeV/fm}^3$, $\xi_0 = 0.05$, and $\chi_0 = 1$, which stabilize almost all the event-by-event simulations with the IP-Glasma initial conditions. The parameter $\epsilon_0$ in Eq. (A3) controls below which energy density regulation strengths stronger than $2/\chi_0$ are imposed on the viscous stress tensors. Our choice of $\epsilon_0 = 0.02 \text{GeV/fm}^3$ is almost 10 times smaller than the switching energy density $\epsilon_{sw} = 0.18 \text{GeV/fm}^3$. The parameter $\chi_0$ controls the maximum allowed size of the viscous stress tensors compared to the size of the equilibrium energy-momentum tensor. Our choice $\chi_0 = 1$ allows the magnitude of the viscous stress tensors to be at most the same as their equilibrium part. This choice is stronger than usual because the pressure gradients in the IP-Glasma initial conditions are large. We tested that the final flow observables do not vary if a larger $\chi_0 = 5$ is used, although more events are numerically unstable with a larger $\chi_0$.

Recently, explicit conditions for causality in Israel-Stewart like theories of hydrodynamics have been derived [159] and could be implemented to provide constraints on the size of viscous corrections in the future.

Appendix B: Centrality selection

We base our centrality selection in this work on the midrapidity charged hadron multiplicity distribution, as is done in experiments. Previous works (e.g. [15]) have used the gluon distribution to determine centrality classes. We now demonstrate what this choice means for the assignment of events to different centrality classes.

Fig. 19 shows the correlation between the charged hadron number and the gluon number in a scatter plot of all events in $\sqrt{s_{NN}} = 5.02 \text{TeV} \text{ Pb+Pb}$ collisions. Horizontal lines indicate edges of centrality bins defined using the $N_{ch}$ distribution. Vertical lines correspond to centrality bin edges when the gluon number distribution is used to define centralities. Red points near the intersections of the lines indicate the events that change centrality class when switching the definition from using $N_{ch}$ to $N_g$ or vice versa. The narrower the correlation, the smaller the effect of using gluons instead of charged hadrons. In our case, using the gluon number is a good approximation, as long as centrality bins are not chosen too narrow (here we use 10% bins, except for the 0-5% and 5-10% centralities).

The observables in heavy ion collision systems we have presented in this work are only weakly dependent on the method, and differences were within the statistical errors quoted in most cases. The largest effect was found for higher order cumulants in small systems, with even the sign of $C_n[4]$ depending on the centrality selection method.
anisotropic flow coefficients are computed as given centrality bin \[160\]. The 2-particle \( p \)-ensemble of IP-Glasma + hydrodynamics events in a compute the multi-particle flow correlation as averages over \( N_{ch} \) events in different centrality classes when one switches the method from using \( N_{ch} \) to \( N_g \) or vice versa. The system shown is Pb+Pb at 5.02 TeV.

**Appendix C: Flow analysis and multi-particle correlations**

At the end of the hybrid simulations, particles are collected to compute the \( p_T \)-integrated and \( p_T \)-differential flow vectors \( Q_n \) and \( Q_n(p_T) \), respectively. For every IP-Glasma + hydrodynamics event, we compute the complex flow vectors as

\[
Q_n = Q_0 e^{i n \Psi_n} = \sum_j e^{i n \phi_j},
\]

and

\[
Q_n(p_T) = Q_0(p_T) e^{i n \Psi_n(p_T)} = \sum_{j \in p_T \text{bin}} e^{i n \phi_j},
\]

Here the label \( j \) runs over final state particles from all oversampled UrQMD simulations and the azimuthal angle is \( \phi_j = \arctan2(p_{jy}, p_{jx}) \). The magnitudes \( Q_0 \) and \( Q_0(p_T) \) are the total number of particles and the numbers in different \( p_T \) bins. The \( Q_n \) and \( Q_n(p_T) \) \((n \geq 1)\) are the event-by-event anisotropic flow vectors.

Using the event-by-event flow vectors, we can compute the multi-particle flow correlation as averages over an ensemble of IP-Glasma + hydrodynamics events in a given centrality bin [120]. The 2-particle \( p_T \)-integrated anisotropic flow coefficients are computed as

\[
C_n\{2\} = \frac{\text{Re}\{\langle Q_n Q_n^* \rangle \}}{\langle N(N-1) \rangle},
\]

where the second term in the numerator subtracts self-correlations, \( N = Q_0 \) is the total number of particles, and \( Q_n^* \) is the complex conjugate of the \( n \)-th order flow vector. The scalar-product (SP) \( p_T \)-differential flow can be computed as

\[
v_n\{2\}(p_T) = \frac{\text{Re}\{\langle Q_n^{\text{POI}}(p_T) Q_n^{\text{ref}}^* \rangle \}}{\langle Q_n^{\text{POI}}(p_T) Q_n^{\text{ref}} \rangle \sqrt{C_n\{2\}}}.
\]

In our calculations, the \( p_T \)-differential flow vector of the particle of interest (POI) is defined in a pseudo-rapidity window \(|\eta| < 0.5\). We choose the reference flow vector using all charged particles in \( 0.5 < \eta < 2 \). Because these two flow vectors do not overlap with each other, there is no self-correlation.

The \( n \)-th order 4-particle cumulants of charged
hadrons are defined as

\[ C_n\{4\} = \frac{\langle 4 \rangle}{(N-1)(N-2)(N-3)} - 2(C_n\{2\})^2, \]

where the 4-particle correlation with self-correlations subtracted is

\[ \langle 4 \rangle = \langle (Q_n Q_n')^2 \rangle - 2\text{Re}\{\langle Q_{2n} Q_n' Q_n' \rangle \} \\
-4(N-2)\langle Q_n Q_n' \rangle + \langle Q_{2n} Q_{2n} \rangle + 2N(N-3). \]

(C6)

If the \( C_n\{4\} < 0 \), we can compute a real 4-particle cumulant flow coefficient,

\[ v_n\{4\} = (-C_n\{4\})^{1/4}. \]

(C7)

The \( p_T \)-differential 4-particle flow is defined by choosing one \( p_T \)-differential flow vector for the POI and correlate it with three reference flow vectors,

\[ v_n\{4\}(p_T) = \frac{-d_n\{4\}(p_T)}{(-C_n\{4\})^{3/4}}, \]

where the numerator is

\[ d_n\{4\}(p_T) = \frac{\langle 4 \rangle(p_T)}{\langle Q_0^{POI}(p_T)N_{ref}(N_{ref}-1)(N_{ref}-2) \rangle} \\
\langle Q_n^{POI}(p_T)(Q_n')^* \rangle \left\langle C_n\{2\} \right\rangle \\
-2\text{Re}\{\langle Q_n^{POI}(p_T)(Q_n')^* \rangle \} \left\langle C_n\{2\} \right\rangle^{3/2}. \]

(C9)

(C10)

Here the \( p_T \)-differential 4-particle correlation function is

\[ \langle 4 \rangle(p_T) = \text{Re}\{\langle Q_n^{POI}(p_T)Q_n'(Q_n')^* \rangle \} \\
\langle (N_{ref}-2)\langle Q_n Q_n' \rangle + \langle Q_{2n} Q_{2n} \rangle \rangle \} \]

(C11)

We subtract self-correlation between the three reference flow vectors.

The statistical errors of these multi-particle flow observables are estimated using the jackknife method. The expressions for the six particle cumulants can be found in \[160\].

Appendix D: Effect of off-equilibrium corrections to the particle distribution functions

In this appendix we study the effect of the off-equilibrium corrections to the equilibrium distribution functions of the transverse momentum dependent anisotropic flow coefficients of charged hadrons.

Fig. 20 shows charged hadron \( v_2\{2\}(p_T) \) and \( v_3\{2\}(p_T) \) in 20-30% 200 GeV Au+Au collisions (a) and 0-5% central 200 GeV p+Au collisions (b). We compare the full result shown previously (here using gluon number to select the centrality) to results with shear \( \delta f \), bulk \( \delta f \), or both set to zero.

For both systems we can see the following features. The effect of the bulk \( \delta f \) is small by construction as discussed in Sec.\[111\] (the value of \( \zeta/s \) is small close to the switching surface), which can be seen by comparing the result for no \( \delta f \) to that with bulk \( \delta f \) only, as well as the full result to that with shear \( \delta f \) only. The effect of shear \( \delta f \), which is to reduce the \( v_n\{2\}(p_T) \), is significantly larger (except at the smallest \( p_T \)) and increases with \( p_T \), as expected from the \( p_T \) dependence of Eq.\[45\].

The effect of the shear \( \delta f \) in the smaller p+Pb system is only slightly greater than in the studied Au+Au system, with a reduction of \( v_2\{2\}(2 \text{ GeV}) \) by approximately 25% (compared to \( \sim 22\% \) for the 20-30% central Au+Au collisions).

One can further see, more clearly in the case of p+Pb, how the bulk \( \delta f \) modifies the shape of the \( v_n\{2\}(p_T) \), increasing the result mostly for momenta below approximately 1.5 GeV. The detailed shape in \( p_T \) depends on the choice of \( \delta f \) as discussed in detail in \[93\], resulting in one of the largest systematic uncertainties in this type of calculation.
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