Object Detection using Geometric Invariant Moment

Mohamed Rizon, Haniza Yazid, Puteh Saad, Ali Yeon Md Shakaff, Abdul Rahman Saad, Mohd Rozailan Mamat, Sazali Yaacob, Hazri Desa and M. Karthigayan

School of Mechatronics Engineering
School of Computer and Communication Engineering
Kolej Universiti Kejuruteraan Utara Malaysia, Jalan Kangar-Arau 02600 Jejawi, Perlis, Malaysia
Terengganu Advanced Technical Institute (TATI), Jalan Panchor, Teluk Kalong 24000 Kemaman, Terengganu, Malaysia

Abstract: Geometric moment invariant produces a set of feature vectors that are invariant under shifting, scaling and rotation. The technique is widely used to extract the global features for pattern recognition due to its discrimination power and robustness. In this paper, moment invariant is used to identify the object from the captured image using the first invariant (Ø1). The recognition rate for this technique is 90% after the image undergoes suitable processing and segmentation process.
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INTRODUCTION

Moment invariants are important shape descriptors in computer vision. There are two types of shape descriptors: contour-based shape descriptors and region-based shape descriptors. Regular moment invariants are one of the most popular and widely used contour-based shape descriptors is a set of derived by Hu[1]. In this study, a computer vision system recognizing objects in captured images is established using Geometric Moment (GM).

In this experiment, the coconut is used throughout this research as the object of interest. Coconut is known in scientific as cocos nucifera and is a member of Family Arecaceae (palm family). Coconut is an important plant in the lives and economies of people in South East Asia like Burma, Indonesia, Philippines and Malaysia. In Malaysia, coconut is planted either for personal use or commercialize. There are varieties of commercial coconut that are planted in Malaysia such as Malayan Tall (MT), Malayan yellow Dwarf (MYD), Malayan Green Dwarf (MGD), Rennel Tall, Malayan Red Dwarf (MRD) and Pandan. Coconut provides almost all necessities of life like food, drink, oil, medicine, timber, thatch, mats, fuel and domestic utensils. For these, it has been called the “tree of heaven” and “tree of life”. A 40 year old palm typically attains a height of 20-22m and an 80 year old palm may attain a height of 35-40m. Due to the increasing usage of coconut, new method had to be explored to assist the coconut gripping process. It helps to pluck the coconut from a tree using image processing techniques and it will be faster, easier and convenient than the manual plucking.

There are several problems in detecting and recognizing the coconut in the image such as the target object is obscured due to the presence of the other object which can interfere with recognition process such as the fronds.

The moment based technique was successfully applied in trademark identification[2], insect identification[3, 4] use geometric invariant moment for pattern recognition. The main contribution of this work consists of using GM to recognize objects in captured images.

Proposed system: The image with 100x100 pixels was used throughout this paper. PGM is used as the input to the proposed recognition process. Figure 1 shows the block diagram of the recognition process.

The input image has to come across several steps before the GM is performed. The image is enhanced using histogram equalization in preprocessing step and edge detection in segmentation step. Histogram equalization tends to increase the contrast of the image and produced a better result. Then, the image segmentation is carried out. The edge detection is employed to perform segmentation. Various edge detection methods have been applied for different application. Among them, Sobel edge detector is employed to the image. Canny gives thin edge that can cause false recognition between the coconut and the fronds. After the segmentation process, the image file is saved in .raw format and the GM is performed.

Geometric invariant moment: Geometric moment invariant was first introduced by Hu[1]. It was derived from the theory of algebraic invariant.
GM technique is chosen to extract image features since the features generated are Rotation Scale Translation (RST)-invariant. Geometric Moment (G.M) was successfully applied in aircraft identification, texture classification and radar images to optical images matching\textsuperscript{[3]}.

Two-dimensional moments of a digitally sampled $M \times M$ image that has gray function $f(x, y)$, $(x, y = 0, \ldots, M - 1)$ is given as,

$$m_{pq} = \sum_{x=0}^{M-1} \sum_{y=0}^{M-1} (x^p y^q) f(x, y)$$

\(p, q = 0, 1, 2, 3, \ldots\)

The moments $f(x, y)$ translated by an amount $(a, b)$, are defined as,

$$\mu_{pq} = \sum_x \sum_y (x-a)^p (y-b)^q f(x, y)$$

Thus the central moments $m_{pq} \text{ or } \mu_{pq}$ can be computed from (2) on substituting $a = -\bar{x}$ and $b = -\bar{y}$ as,

$$\bar{x} = \frac{m_{01}}{m_{00}} \text{ and } \bar{y} = \frac{m_{10}}{m_{00}}$$

$$\mu_{pq} = \sum_x \sum_y (x-\bar{x})^p (y-\bar{y})^q f(x, y)$$

When a scaling normalization is applied the central moments change as,

$$\eta_{pq} = \frac{\mu_{pq}}{\mu_{00}^{\frac{p+q}{2}}} = \left[ \left( \frac{p+q}{2} \right) + 1 \right]$$

In particular, Hu defines seven values, computed by normalizing central moments through order three, that are invariant to object scale, position and orientation. In terms of the central moments, the seven moments are given as below:

\begin{align*}
M_1 & = \eta_{10} + \eta_{01} + 4\eta_{11}^2 \\
M_2 & = (\eta_{10} - \eta_{01})^2 + (3\eta_{11})^2 \\
M_3 & = (\eta_{10} + \eta_{01})^2 + (\eta_{11})^2 \\
M_4 & = (\eta_{10} - 3\eta_{11})(\eta_{10} + \eta_{11})(\eta_{10} + \eta_{11})^2 - 3(\eta_{11} + \eta_{01})(3\eta_{10} + \eta_{11})^2 - (\eta_{11} + \eta_{01})^2 - (\eta_{11} - \eta_{01})^2 \\
M_5 & = (\eta_{10} - \eta_{01})(\eta_{10} + \eta_{11})(\eta_{10} + \eta_{11})^2 + 4\eta_{11}(\eta_{10} + \eta_{11})(\eta_{10} - \eta_{11})^2 \\
M_6 & = (3\eta_{11} - \eta_{01})(\eta_{10} + \eta_{11})(\eta_{10} + \eta_{11})^2 - 3(\eta_{11} + \eta_{01})(3\eta_{10} + \eta_{11})^2 - (\eta_{11} + \eta_{01})^2 - (\eta_{11} - \eta_{01})^2
\end{align*}

\section*{RESULTS AND DISCUSSION}

The captured images for coconut and fronds were used to get the range of the invariant. The invariant feature vectors are as shown in the Table 1 and 2.

From the Table 1 and 2, the coconut invariants for $\Omega_1$ are in between 0.19 to 0.22. The invariant $\Omega_1$ for fronds is higher in between 0.24-0.36. For $\Omega_2$ onwards the invariant are insignificant. 50 images were used to
evaluate the proposed technique. From 50 captured images, 90% gives positive result. The examples of the successful recognition are shown in Fig. 2. Some of the invariant are failed to recognize the object as shown in Fig. 3.

From the range that was analyzed, 50 images were tried to the proposed technique after using Sobel and Canny edge detector in the segmentation process. The results are shown in Fig. 4 and 5.

GM can identify the presence of certain object in the captured image. From Table 1, the invariants for the Ø1 are in some ranges (0.19 to 0.22). But for Ø2 onwards the invariants/features are insignificant. Hence, the identification of the coconut object in this research only used the Ø1 invariant values. In [2], the invariants from Ø1 to Ø4 are used in detecting the trademark images. Thus, the nature of the image used has a substantial effect on the feature values.

Some error may occur in detecting the coconut images. The error occurred when the invariant of the fronds images are quite similar to the coconut that is in between 0.19 to 0.22. Meanwhile, some of the coconuts images are failed to detect as the coconut because of the invariant are out of the range. This problem occurred because the coconut image is too small and consist a lot of fronds.

The graphs show the identification using Sobel and Canny edge detector in segmentation process before using the GM. From the graph in Fig. 4 and 5, using Sobel is better rather than Canny. Sobel gives 90% successful recognition meanwhile Canny gives 70%. Canny is too sensitive to detect the edge that effect the invariant in detection the object of interest.

**CONCLUSION**

This study presents the GM in identifying the object in the images. Sobel edge detection is used in the segmentation process before using the GM. Sobel tends to give a better result than Canny. From the finding obtained, only Ø1 invariant is used in identifying the object. The invariant for the interest object is in the range of 0.19 to 0.22.
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