Four strategies to develop canonical dual algorithms for global optimization problems
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The canonical duality theory has provided with a unified analytic solution to a range of discrete and continuous problems in global optimization, which can transform a nonconvex primal problem to a concave maximization dual problem over a convex domain without duality gap. This paper shows that under certain conditions, this canonical dual problem is equivalent to the standard semi-definite programming (SDP) problem, which can be solved by well-developed software packages. In order to avoid certain difficulties of using the SDP method, four strategies are proposed based on unconstrained approaches, which can be used to develop algorithms for solving some challenging problems. Applications are illustrated by fourth-order polynomials benchmark optimization problems.
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1. Introduction and motivation

Numerical optimization methods are usually categorized into deterministic and stochastic, both of them have found extensive applications in real-world problems (Hendrix and Tóth 2010, Shmoys and Swamy 2004). The deterministic methods such as Newton’s method were considered as “local search” because they are dependent on initial point to a large extent and finally arrive at the “neighborhood” of the initial point, while the stochastic methods such as genetic algorithm were regarded as “global search” due to their search ability on the whole space. However, the premature convergence and easily getting trapped into local optimum are common phenomena for stochastic algorithms (Back et al. 1997, Bentley et al. 2001). On the other hand, some deterministic global optimization algorithms have been proposed.
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in recent years, and they are able to solve much general optimization problems such as nonconvex continuous, mixed-integer, differential-algebraic, bilevel, and non-factorable problems (Floudas and Gounaris 2009). The development of deterministic and stochastic just indicate what the “No Free Lunch Theorems” means, that is, there exists no algorithm which is better than its competitor over all problems (Wolpert 1997).

In the meanwhile, a novel global optimization theory called the canonical duality theory has been developed during the past 20 years. The kernels of the theory consist of a canonical dual transformation methodology, a complementary-dual principle, and a triality theory (Gao 2000, 2009). The main merit is that this theory can transform nonconvex/nonsmooth/discrete optimization/variational problems into continuous concave maximization problems over convex domains, which can be solved easily, under certain conditions, by many well-developed algorithms and softwares. Therefore, the canonical duality theory has been used successfully for solving a large class of challenging problems in computational biology (Zhang et al. 2011), engineering mechanics (Gao and Sherali 2009, Gao and Yu 2008, Santos and Gao 2011), information theory (Latorre and Gao 2012), network communications (Gao et al. 2012a), nonlinear dynamical systems (Ruan and Gao 2012), and some NP-hard problems in global optimization (Fang et al. 2008, Gao and Ruan 2010, Gao et al. 2012b, Wang et al. 2012).

However, it was realized that the canonical dual problem may have no critical point in the dual feasible space and in this case, the primal problem could be NP-hard (Gao 2007). By introducing a linear perturbation term to the primal problem or a quadratic perturbation term to the dual problem, the issue can be partially tackled with some extent but is still an open problem (Wang et al. 2012). For one thing, it is not easy to find such an appropriate perturbation. For another, only approximate solution is obtained due to the perturbation. On the other hand, it is undoubtedly that solving a constrained optimization problem (a continuous concave maximization problem over convex domain) is much more difficult than an unconstrained one. Therefore, some approaches, such as the penalty function method, aim to convert a constrained minimization problem into an equivalent unconstrained one to reduce the computational complexity.

As is known to us, for nonconvex optimization problem, methods based on gradient are dependent on initial point, and choosing a good initial point can reach a good solution in the end. To overcome local optimality, it usually requires some type of diversification to find the global optimum. For instance, the multi-start methods, which are applied by starting from multiple random initial solutions, are widely used to realize diversification (Martí et al. 2009). However, it remains hard to construct good initial solutions.

Fortunately, the global optimality condition contained in triality theory, can identify the global minimum, which provides with greatly useful information to select a good initial point and can be utilized to develop related canonical dual algorithms. In this study, we show that, under certain conditions, the canonical dual problem is essentially equivalent to the standard semi-definite programming (SDP) problem and then be solved by well-developed software packages, such as SeDuMi (Sturm 1999). In the case that the canonical dual problem has no critical point, four strategies are proposed to develop efficient algorithms based on unconstrained approaches by using the core points of canonical dual transformation methodology, complementary-dual principle and global optimality.
condition. A series of fourth-order polynomials benchmark optimization problems are provided to demonstrate the effectiveness and efficiency of the proposed strategies.

2. A brief review of canonical duality theory

For the completeness of this paper, we give a brief review of the following fourth-order polynomials minimization problem (primal problem) in Gao et al. (2012a):

\[
(P) : \min \left\{ P(x) = W(x) + \frac{1}{2}x^TQx - x^Tf : x \in \mathbb{R}^n \right\},
\]

where,

\[
W(x) = \sum_{k=1}^{m} \frac{1}{2} \alpha_k \left( \frac{1}{2}x^TA_kx + b_k^Tx + c_k \right)^2,
\]

and \(A_k = A_k^T, Q = Q^T \in \mathbb{R}^{n \times n}\) are indefinite symmetrical matrices, \(b_k, f \in \mathbb{R}^n\) are given vectors, \(\alpha_k, c_k \in \mathbb{R}\) are known constants. Without loss of much generality, the \(\alpha_k\) is assumed to be positive.

The standard canonical dual transformation methodology consists of the following three procedures.

2.1. Canonical dual transformation

Introducing a nonlinear operator (a Gâteaux differentiable geometrical measure)

\[
\xi = (\xi_1, \cdots, \xi_m)^T = \Lambda(x) = \left\{ \frac{1}{2}x^TA_kx + b_k^Tx + c_k \right\}^m : \mathbb{R}^n \to \mathcal{E}_a \subset \mathbb{R}^m
\]

so that \(W(x)\) can be recast by:

\[
W(x) = V(\Lambda(x)),
\]

where, \(V(\xi)\) is said to be a canonical function and in this case

\[
V(\xi) = \sum_{k=1}^{m} \frac{1}{2} \alpha_k \xi_k^2 = \frac{1}{2} \alpha^T(\xi \circ \xi),
\]

in which, \(\alpha = (\alpha_1, \cdots, \alpha_m)^T\), the notation \(s \circ t = (s_1s_1, \cdots, s_ms_m)^T\) denotes the Hadamard product for any two vectors \(s, t \in \mathbb{R}^m\).

Then, the primal problem can be rewritten as the canonical form:

\[
\min_{x \in \mathbb{R}^n} \left\{ P(x) = V(\Lambda(x)) - U(x) \right\},
\]

where \(U(x) = -\frac{1}{2}x^TQx + x^Tf\).
2.2. Generalized complementary function

The dual variable $\varsigma$ to $\xi$ is defined by the duality mapping

$$\varsigma = (\varsigma_1, \ldots, \varsigma_m) = \nabla V(\xi) = \alpha \circ \xi : E_a \rightarrow E_a^* \subset \mathbb{R}^m. \quad (7)$$

For the given canonical function $V(\xi)$, the Legendre conjugate $V^*(\varsigma)$ can be defined by:

$$V^*(\varsigma) = \text{sta}_\xi\{\xi^T \varsigma - V(\xi)\} = \sum_{k=1}^m \frac{1}{2} \alpha_k^{-1} \varsigma_k^2, \quad (8)$$

where, $\text{sta}\{\cdot\}$ stands for finding stationary point of the statement in $\{\cdot\}$. The $(\xi, \varsigma)$ forms a canonical duality pair and the following canonical duality relations hold on $E_a \times E_a^*$:

$$\varsigma = \nabla V(\xi) \Leftrightarrow \xi = \nabla V^*(\varsigma) \Leftrightarrow V(\xi) + V^*(\varsigma) = \xi^T \varsigma. \quad (9)$$

Replacing $W(x) = V(\Lambda(x))$ by $\Lambda^T(x) \varsigma - V^*(\varsigma)$, the generalized complementary function can be defined by

$$\Xi(x, \varsigma) = \Lambda^T(x) \varsigma - V^*(\varsigma) - U(x)$$

$$= \sum_{k=1}^m \left[ \left( \frac{1}{2} x^T A_k x + b_k^T x + c_k \right) \varsigma_k - \frac{1}{2} \alpha_k^{-1} \varsigma_k^2 \right] + \frac{1}{2} x^T Q x - x^T f. \quad (10)$$

2.3. Canonical dual function

By using the generalized complementary function, the canonical dual function $P^d(\varsigma)$ can be formulated as

$$P^d(\varsigma) = \text{sta}_x\{\Xi(x, \varsigma)\}. \quad (11)$$

For a fixed $\varsigma$, the stationary condition $\nabla \Xi(x, \varsigma)$ leads to the canonical equilibrium equation:

$$G(\varsigma) x = F(\varsigma), \quad (12)$$

in which, $G(\varsigma) = Q + \sum_{k=1}^m \varsigma_k A_k$, $F(\varsigma) = f - \sum_{k=1}^m \varsigma_k b_k$. For any given $\varsigma$, if $F(\varsigma)$ is in the column space of $G(\varsigma)$, denoted by $C_{\text{col}}(G(\varsigma))$, i.e., a linear space spanned by the columns of $G(\varsigma)$, the solution of the canonical equilibrium equation can be well defined by

$$x = G^\dagger(\varsigma) F(\varsigma), \quad (13)$$

where, $G^\dagger(\varsigma)$ denotes the Moore-Penrose generalized inverse of $G(\varsigma)$.

Then, the canonical dual function can be written explicitly as follows

$$P^d(\varsigma) = \sum_{k=1}^m \left( c_k \varsigma_k - \frac{1}{2} \alpha_k^{-1} \varsigma_k^2 \right) - \frac{1}{2} F^T(\varsigma) G^\dagger(\varsigma) F(\varsigma). \quad (14)$$
Finally, the canonical dual problem can be expressed by

$$(P^d) : \text{sta}\left\{ P^d(\varsigma) = \sum_{k=1}^{m} \left( c_k \varsigma_k - \frac{1}{2} \alpha_k^{-1} \varsigma_k^2 \right) - \frac{1}{2} F^T(\varsigma) G^\dagger(\varsigma) F(\varsigma) : \varsigma \in S_a \right\},$$

where the dual feasible space is defined by $S_a = \{ \varsigma \in \mathbb{R}^m | F(\varsigma) \in \mathcal{C}_d(G(\varsigma)) \}$.

**Theorem 1 (Complementary-Dual Principle and Analytical Solution).** The problem $(P^d)$ is canonically dual to the primal problem $(P)$ in the sense that if $\bar{\varsigma}$ is a critical point of $(P^d)$, then the vector

$$\bar{x} = G^\dagger(\bar{\varsigma}) F(\bar{\varsigma})$$

is a critical point of $(P)$ and

$$P(\bar{x}) = P^d(\bar{\varsigma}).$$

This theorem shows that the critical solutions to the primal problem depend analytically on the canonical dual solutions and there is no duality gap between the primal problem and its canonical dual.

**Theorem 2 (Global Optimality Condition).** Suppose $\bar{\varsigma}$ is a critical point of $P^d(\varsigma)$. If $\bar{\varsigma} \in S^+_a$, then $\bar{\varsigma}$ is a global maximizer of $(P^d)$ on $S^+_a$ if and only if the analytical solution $\bar{x} = G^\dagger(\bar{\varsigma}) F(\bar{\varsigma})$ is a global minimizer of $(P)$ on $\mathbb{R}^n$, i.e.,

$$P(\bar{x}) = \min_{x \in \mathbb{R}^n} P(x) \iff \max_{\varsigma \in S^+_a} P^d(\varsigma) = P^d(\bar{\varsigma}),$$

where

$$S^+_a = \{ \varsigma \in S_a | G(\varsigma) \succeq 0 \}. \quad (19)$$

This theorem shows that $\bar{\varsigma} \in S^+_a$ provides a global optimality condition, which can be used to develop algorithms for solving the nonconvex primal problem.

### 3. The equivalent semi-definite programming problem

By Theorem 2, the primal problem is equivalent to the following canonical dual maximization problem ($(P^d_{\max})$ in short):

$$(P^d_{\max}) : \max_{\varsigma \in S^+_a} P^d(\varsigma) = \sum_{k=1}^{m} \left( c_k \varsigma_k - \frac{1}{2} \alpha_k^{-1} \varsigma_k^2 \right) - \frac{1}{2} F^T(\varsigma) G^\dagger(\varsigma) F(\varsigma) \quad (20)$$

In this section, we will show that this problem can be also equivalent to the standard semi-definite programming problem (SDP).
(SDP) : \( \min \frac{1}{2} t_1 + \frac{1}{2} t_2 - \varsigma^T c \)

subject to :
\[
\begin{bmatrix}
G(\varsigma) & F(\varsigma) \\
F^T(\varsigma) & t_1
\end{bmatrix} \succeq 0,
\]
\[
\begin{bmatrix}
\text{Diag}\{\alpha_1, \cdots, \alpha_m\} & \varsigma^T \\
\varsigma & t_2
\end{bmatrix} \succeq 0.
\] (21)

**Theorem 3** Let \((\bar{\varsigma}, \bar{t}_1, \bar{t}_2)\) be an optimal solution of problem (SDP), if \(G(\bar{\varsigma}) \succ 0\), then \(\bar{\varsigma}\) is the unique optimal solution of problem \((P^d)\) and \(\bar{x} = G^\dagger(\bar{\varsigma})F(\bar{\varsigma})\) is the unique optimal solution of problem \((P)\). If \(\det(G(\bar{\varsigma})) = 0\) and \((I - G(\bar{\varsigma})G^\dagger(\bar{\varsigma}))F(\bar{\varsigma}) = 0\), then \(\bar{\varsigma}\) is an optimal solution of problem \((P^d)\) and \(\bar{x} = G^\dagger(\bar{\varsigma})F(\bar{\varsigma})\) is an optimal solution of problem \((P)\). In this case, problem \((P)\) has multiple optimal solutions.

**Proof.** At first, we relax \((P_{\max}^d)\) to the following form

\[
\begin{align*}
\min & \quad \frac{1}{2} t_1 + \frac{1}{2} t_2 - \varsigma^T c \\
\text{subject to :} & \quad t_1 \geq F^T(\varsigma)G^{-1}(\varsigma)F(\varsigma), \\
& \quad t_2 \geq \varsigma^T \text{Diag}\{\alpha_1, \cdots, \alpha_m\} \varsigma, \\
& \quad G(\sigma) \succeq 0,
\end{align*}
\] (22)

where, \(c = [c_1, \ldots, c_m]^T\), \(\text{Diag}\{\alpha_1, \cdots, \alpha_m\}\) stands for a diagonal matrix with \(\alpha_1, \cdots, \alpha_m\) as its elements.

**Lemma 1** (Schur complement) Considering the partitioned symmetric matrix

\[
X = X^T = \begin{pmatrix} A & B \\ B^T & C \end{pmatrix},
\] (23)

if \(A \succ 0\), then \(X \succeq 0\) if and only if the matrix \(C - B^T A^{-1} B \succeq 0\).

Using the Schur complement lemma, we can get the equivalent positive (semi) definite programming optimization problem (SDP) consequently according to Theorem 1 and Theorem 2. □

4. **Four strategies for canonical dual theory**

Although the canonical dual problem can be transformed into the equivalent semi-definite programming problem and then solved by well-developed software packages, it should be noted that there may be no critical points in the canonical dual feasible domain. Moreover, solving a constrained optimization problem (SDP) is more complicated than an unconstrained one. In this paper, we focus on unconstrained methods, trying to explore efficient and effective algorithms based on the canonical duality theory.

The canonical duality theory has provided with a unified analytic solution for optimization problems. Obviously, we can firstly find all of the stationary points, and then identify which one is in the canonical dual feasible domain \(S_d^+\). As can be seen from
the main procedures of canonical dual transformation methodology, we can find that we have to solve stationary problems twice, one is for $\Xi(x, \varsigma)$, and the other is for $P^d(\varsigma)$. To calculate the stationary points for $\Xi(x, \varsigma)$, we have to solve the following nonlinear equations:

$$\begin{align*}
G(\varsigma)x &= F(\varsigma), \\
\frac{1}{2}x^T A_k x + b_k^T x + c_k &= \alpha_k^{-1} \varsigma_k, \forall k = 1, \cdots, m.
\end{align*}$$

Similarly, to find the stationary points for $P^d(\varsigma)$, we have to solve the nonlinear equations as follows:

$$\frac{1}{2} F^T(\varsigma)G^\dagger A_k G^\dagger(\varsigma)F(\varsigma) + b_k^T G^\dagger(\varsigma)F(\varsigma) + c_k - \alpha_k^{-1} \varsigma_k = 0, \forall k = 1, \cdots, m. \quad (25)$$

As the number of variables becomes large, the complexity of computing the stationary problems is also increasing. That is to say, the computing of the stationary points for $\Xi(x, \varsigma)$ will be more complicated than that of $P^d(\varsigma)$. On the contrary, we can also observe that the solving of stationary points for $P^d(\varsigma)$ may become more difficult than $\Xi(x, \varsigma)$ due to the inverse of matrix. It indicates that the complexity of solving the two nonlinear equations will be distinctive for different problems, which is the original source of why we design Strategy 1 and Strategy 2.

Any way, finding stationary points is just one way to solve optimization problems, and we can use iterative method to “search” for global optimum as well. According to the results of canonical duality theory, compared with the primal problem ($P$), the advantages of solving the canonical dual problem ($P^d$) is that ($P^d$) can be easily solved by well-developed optimization algorithms because the ($-P^d$) is convex on convex domain $S^+_a$. In practice, we find that sometimes the form of ($P^d$) may become much more complicated than the primal problem ($P$), also due to complexity of computing $G^\dagger(\varsigma)$, which is the original source of why we design Strategy 3 and Strategy 4.

So far, there still exist big issues in practical application. In terms of Strategy 1 and Strategy 2, there may exist numerous stationary points, leading it difficult to identify which one is in the canonical dual feasible domain, while for Strategy 3, there will be no canonical dual feasible solutions, making it impossible to substitute back to get solution to the primal problem. If we suppose that there exists a algorithm, once it runs into the “neighborhood” of the canonical dual feasible domain, it will never deviate too far from the “neighborhood”, then we can start from an initial point in this “neighborhood” to finally arrive at the global solution according to the close relationship between the solution of dual and that of the primal by the complementary-dual principle, which is the kernel of the proposed four strategies. In this case, there is no need to identify which stationary point is in the canonical dual feasible domain $S^+_a$ and there is also no need to solving a constrained optimization problem, because we can just start from a “good” initial point to solve the nonlinear equations or to find global optimum based on unconstrained approach.

The detailed strategies of how to use the canonical duality theory above to find a global minimum will be given in the following:
Strategy 1
1: standardization
Convert the original problem to the standard form of the primal problem discussed in the paper, and then the parameters of $(P)$ like $\alpha_k, A_k, b_k, c_k, Q, f$ will be well defined.
2: selection
Select an appropriate $s_0$ to make sure that $G(s_0) \succeq 0$, and then gain the corresponding $x_0 = G^{-1}(s_0)F(s_0)$.
3: nonlinear equations
Taking $(x_0, s_0)$ as initial point, use numerical calculation methods to solve the nonlinear equations in (21).

Strategy 2
1: standardization
Convert the original problem to the standard form of the primal problem discussed in the paper, and then the parameters of $(P)$ like $\alpha_k, A_k, b_k, c_k, Q, f$ will be well defined.
2: selection
Select an appropriate $s_0$ to make sure that $G(s_0) \succeq 0$.
3: nonlinear equations
Taking $s_0$ as initial point, use numerical calculation methods to solve the nonlinear equations in (25).

Strategy 3
1: standardization
Convert the original problem to the standard form of the primal problem discussed in the paper, and then the parameters of $(P)$ like $\alpha_k, A_k, b_k, c_k, Q, f$ will be well defined.
2: selection
Select an appropriate $s_0$ to make sure that $G(s_0) \succeq 0$.
3: numerical optimization
Taking $s_0$ as an initial point (or some $s_0$ as initial population), using numerical optimization algorithms to optimize the dual problem.

Strategy 4
1: standardization
Convert the original problem to the standard form of the primal problem discussed in the paper, and then the parameters of $(P)$ like $\alpha_k, A_k, b_k, c_k, Q, f$ will be well defined.
2: selection
Select an appropriate $s_0$ to make sure that $G(s_0) \succeq 0$, and then gain the corresponding $x_0 = G^{-1}(s_0)F(s_0)$.
3: numerical optimization
Taking $x_0$ as an initial point (or some $x_0$ as initial population), using numerical optimization algorithms to optimize the primal problem.

Remark 1. In the numerical optimization step of Strategy 3 and Strategy 4, some numerical optimization methods may not be able to search just in the “neighborhood”, in this case, a penalty function is suggested to add to $(-P^d)$ or $(P)$ so that $G(\varsigma) \succeq 0$ in the search process.
5. Numerical results

To testify the effectiveness of the strategies, some fourth-order polynomials benchmark functions are collected, and we will use the proposed strategies to find the global minimum one by one. In this paper, we implement the strategies in MATLAB R2010b on Intel(R) Core(TM) i3-2310M CPU @2.10GHz under Window 7 environment, and fsolve and fminunc built in MATLAB are used to solve nonlinear equations and for numerical optimization, respectively.

Example 0 (A special case)
Considering the following one-dimensional problem

\[ f_0(x) = \frac{1}{2} \alpha \left( \frac{1}{2} a x^2 + b x + c \right)^2 + \frac{1}{2} q x^2 - x f. \]

we can get the corresponding canonical dual problem easily

\[ P_0^d(\varsigma) = \varsigma - \frac{1}{2\alpha} \varsigma^2 - \frac{(f - b\varsigma)^2}{2(q + a\varsigma)}. \]

To be more specific, let fix \( \alpha = 1, \ a = 1, \ b = -1, \ c = -2, \ q = -2, \ f = -2, \) which is a special case because \( x^* = G^{-1}(\varsigma)F(\varsigma) = \frac{f - b\varsigma}{q + a\varsigma} = 1, \forall \varsigma, \) and the graphs of the primal and dual functions are given in Fig.1

As can be shown in Fig.1, there is no critical point in the canonical dual feasible domain \( G(\varsigma) = -2 + \varsigma > 0, \) that is to say, the semi-definite programming software packages will be invalid in this case. For remedy, we can add a small linear perturbation to the primal problem, for instance, \( f = f + \Delta. \) If \( \Delta = 0.05, \) the graphs of the primal and dual functions with linear perturbation are given in Fig.2

Using SeDuMi to solve the modified canonical dual problem, we can get \( \varsigma^* = 2.0166, \ x^* = G^{-1}(\varsigma)F(\varsigma) = -2.0056 \) and \( P(x^*) = -6.1234. \) We can find that there exists small deviation from the global optimum.

On the other hand, if we choose to use the proposed Strategy 4, not starting from the initial point \( x_0 = 1 \) directly but adding a translation \( x_0 = 1 + randn \) (randn is the built-in function of the standard normal distribution within MATLAB), we can finally arrive at either \( x^* = -2 \) or \( x^* = -4 \) precisely.
Example 1 (Colville function)

\[ f_1 = 100(x_2 - x_1^2)^2 + (1 - x_1)^2 + 90(x_4 - x_3^2)^2 + (1 - x_3)^2 + 10.1((x_2 - 1)^2 + (x_4 - 1)^2) + 19.8(x_2 - 1)(x_4 - 1). \]

We firstly rewrite it to the standard form, and then we can get \( \alpha_1 = 200, \alpha_2 = 180, A_1 = \text{Diag}\{-2, 0, 0, 0\}, A_2 = \text{Diag}\{0, 0, -2, 0\}, b_1 = [0, 1, 0, 0]^T, b_2 = [0, 0, 0, 1]^T, c_1 = c_2 = 0, f = [2, 40, 2, 40]^T, \) and

\[
Q = \begin{pmatrix}
2 & 0 & 0 & 0 \\
0 & 20.2 & 0 & 19.8 \\
0 & 0 & 2 & 0 \\
0 & 19.8 & 0 & 20.2
\end{pmatrix}, \quad G(\varsigma) = \begin{pmatrix}
2 - 2\varsigma_1 & 0 & 0 & 0 \\
0 & 20.2 & 0 & 19.8 \\
0 & 0 & 2 - 2\varsigma_2 & 0 \\
0 & 19.8 & 0 & 20.2
\end{pmatrix}.
\]

Strategy 1

The generalized complementary function is

\[
\Xi(x, \varsigma) = (x_1^2 - x_2)\varsigma_1 + (x_3^2 - x_4)\varsigma_2 - \frac{1}{400}x_1^2 - \frac{1}{360}x_2^2 \\
+ (x_1^2 + 10.1x_2^2 + x_3^2 + 10.1x_4^2 + 19.8x_2x_4) - (2x_1 + 40x_2 + 2x_3 + 40x_4) + 42.
\]

We select \( \varsigma_0 = (\varsigma_1, \varsigma_2) = (0.5, 0.5) \) to make sure that \( G(\varsigma_0) \succeq 0 \) and the corresponding \( x_0 = (x_1, x_2, x_3, x_4) = G(\varsigma_0)^{-1}F(\varsigma_0) = (2.0000, 0.9875, 2.0000, 0.9875) \) as initial point \( (x_0, \varsigma_0) \) for the nonlinear equations in (24), and after 5 iterations with 0.338344 seconds, we obtain \( (x^*, \varsigma^*) = (1.0000, 1.0000, 1.0000, 1.0000, 0.0000, 0.0000) \) and \( P(x^*) = 0. \)

Strategy 2

The canonical dual function is

\[
P^d(\varsigma) = 42 - \frac{1}{400}\varsigma_1^2 - \frac{1}{360}\varsigma_2^2 \\
- \frac{1}{2}\begin{pmatrix} 2, 40 - \varsigma_1, 2, 40 - \varsigma_2 \end{pmatrix} \begin{pmatrix}
2 - 2\varsigma_1 & 0 & 0 & 0 \\
0 & 20.2 & 0 & 19.8 \\
0 & 0 & 2 - 2\varsigma_2 & 0 \\
0 & 19.8 & 0 & 20.2
\end{pmatrix}^+ \begin{pmatrix} 2 \\
40 - \varsigma_1 \\
2 \\
40 - \varsigma_2 \end{pmatrix}.
\]

We select the same \( \varsigma_0 = (0.5, 0.5) \) for the nonlinear equations in (25), and after 6 iterations with 0.302655 seconds, we obtain \( \varsigma^* = (0.0000, 0.0000) \). The corresponding

\[ f_0(x) \]

\[ P^d(\varsigma) \]
\( \mathbf{x}^* = G(\varsigma^*)^{-1} F(\varsigma^*) = (1, 1, 1, 1) \) and \( P(\mathbf{x}^*) = 0. \)

**Strategy 3**

We choose the same \( \varsigma_0 = (0.5, 0.5) \) as initial point for \( -P_d \), and we can finally arrive at \( \varsigma^* = (0, 0) \) with 9 iterations and 0.329829 seconds. The corresponding \( \mathbf{x}^* = G(\varsigma^*)^{-1} F(\varsigma^*) = (1, 1, 1, 1) \) and \( P(\mathbf{x}^*) = 0. \)

**Strategy 4**

We choose the same \( \varsigma_0 = (0.5, 0.5) \), and then we use the corresponding \( \mathbf{x}_0 = G(\varsigma_0)^{-1} F(\varsigma_0) = (2.0000, 0.9875, 2.0000, 0.9875) \) as initial point for \( P(\mathbf{x}) \), and we can finally arrive at \( \mathbf{x}^* = (1, 1, 1, 1) \) and \( P(\mathbf{x}^*) = 0 \) with 26 iterations and 0.354057 seconds.

**Example 2** (Zettle function)

\[
\begin{align*}
    f_2 = (x_1^2 + x_2^2 - 2x_1)^2 + 0.25x_1.
\end{align*}
\]

The landscape of Zettle function is given in Fig. 3.

![Figure 3. Landscape of Zettle function](image)

Firstly, we rewrite it to the standard form, and then we can get \( \alpha = 2, A = \text{Diag}(2, 2), b = [-2, 0]^T, c = 0, Q = 0, f = [-0.25, 0]^T \), and then \( G(\varsigma) = \text{Diag}(2\varsigma_1, 2\varsigma_1). \)

**Strategy 1**

The generalized complementary function is

\[
\Xi(\mathbf{x}, \varsigma) = \left( \frac{1}{2}(2x_1^2 + 2x_2^2) - 2x_1 \right) \varsigma - \frac{\varsigma^2}{4} + 0.25x_1.
\]

We select \( \varsigma_0 = 0.1 \) to make sure that \( G(\varsigma_0) \succeq 0 \) and the corresponding \( \mathbf{x}_0 = G(\varsigma_0)^{-1} F(\varsigma_0) = (-0.2500, 0) \) as initial point \( (\mathbf{x}_0, \varsigma_0) \) for the nonlinear equations in (24), and after 3 iterations with 0.290396 seconds, we obtain \( (\mathbf{x}^*, \varsigma^*) = (-0.0299, 0, 0.1214) \).
and $P(x^*) = -0.0038$.

**Strategy 2**

The canonical dual function is

$$P^d(\varsigma) = -\frac{\varsigma^2}{4} - \frac{(2\varsigma - 0.25)^2}{4\varsigma}.$$  

We select the same $\varsigma_0 = 0.1$ for the nonlinear equations in (25), and after 4 iterations with 0.290140 seconds, we obtain $\varsigma^* = 0.1214$. The corresponding $x^* = G(\varsigma^*)^{-1}F(\varsigma^*) = (-0.0299, 0)$ and $P(x^*) = -0.0038$.

**Strategy 3**

We choose the same $\varsigma_0 = 0.1$ as initial point for $(-P^d)$, and we can finally arrive at $\varsigma^* = 0.1214$ with 4 iterations and 0.319423 seconds. The corresponding $x^* = G(\varsigma^*)^{-1}F(\varsigma^*) = (-0.0299, 0)$ and $P(x^*) = -0.0038$.

**Strategy 4**

We choose the same $\varsigma_0 = 0.1$, and then we use the corresponding $x_0 = G(\varsigma_0)^{-1}F(\varsigma_0) = (-0.2500, 0)$ as initial point for $P(x)$, and we can finally arrive at $x^* = (-0.0299, 0)$ and $P(x^*) = -0.0038$ with 5 iterations and 0.309056 seconds.

**Example 3** (Styblinski-Tang function)

$$f_3 = \frac{1}{2} \sum_{i=1}^{2} (x_i^4 - 16x_i^2 + 5x_i).$$

The landscape of Styblinski-Tang function is given in Fig. 4.

![Figure 4. Landscape of Styblinski-Tang function](image)

At first, we rewrite it to the standard form, and then we can get $\alpha_1 = \alpha_2 = 1, A_1 =$
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The canonical dual function is

$$
\Xi(x, \varsigma) = x_1^2 \varsigma_1 + x_2^2 \varsigma_2 - \frac{\varsigma_1^2}{2} - \frac{\varsigma_2^2}{2} + \frac{1}{2} (-16x_1^2 - 16x_2^2) + 2.5x_1 + 2.5x_2.
$$

We select $\varsigma_0 = (8.1, 8.1)$ to make sure that $G(\varsigma_0) \succeq 0$ and the corresponding $x_0 = G(\varsigma_0)^{-1}F(\varsigma_0) = (-12.5, -12.5)$ as initial point $(x_0, \varsigma_0)$ for the nonlinear equations in (24), and after 8 iterations with 0.305630 seconds, we obtain $(x^*, \varsigma^*) = (-2.9035, -2.9035, 8.4305, 8.4305)$ and $P(x^*) = -78.3323$.

**Strategy 3**

We choose the same $\varsigma_0 = (8.1, 8.1)$ as initial point for $(-P^d)$, and then we can finally arrive at $(\varsigma^*) = (8.4305, 8.4305)$ within 7 iterations and 0.320454 seconds. The corresponding $x^* = G(\varsigma^*)^{-1}F(\varsigma^*) = (-2.9035, -2.9035)$ and $P(x^*) = -78.3323$.

**Strategy 4**

We choose the same $\varsigma_0 = (8.1, 8.1)$, and then we use the corresponding $x_0 = G(\varsigma_0)^{-1}F(\varsigma_0) = (-12.5, -12.5)$ as initial point for $P(x)$, we can finally arrive at $x^* = (-2.9035, -2.9035)$ and $P(x^*) = -78.3323$ with 10 iterations and 0.323847 seconds.

**Example 4** (Rosenbrock function)

$$
f_4 = \sum_{i=1}^{n-1} [100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2].
$$

At first, we rewrite it to the standard form, and then we can get $\alpha_k = 200, A_k = -2I_k, b_k = e_{k+1}, c_k = 0, Q = \text{Diag}\{2, 2, \ldots, 2, 0\}, f = \text{Diag}\{2, 2, \ldots, 2\}^T$, where $k = 1, 2, \cdots, n-1, I_k \in \mathbb{R}^{n \times n}$ is a diagonal matrix with all zeros except the position $(k, k)$ having value 1 and $e_k \in \mathbb{R}^n$ is a unit vector with all zeros except the position $k$ having value 1. Then we can obtain $G(\varsigma) = Q + \sum_{k=1}^{n-1} \varsigma_k A_k = \text{Diag}\{2 - 2\varsigma_1, 2 - 2\varsigma_2, \ldots, 2 - 2\varsigma_{n-1}, 0\}$, $F(\varsigma) = f - \sum_{k=1}^{n-1} \varsigma_k b_k = [2, 2 - \varsigma_1, \cdots, 2 - \varsigma_{n-2}, -\varsigma_{n-1}]$.

Without much loss of generality, $n = 2$ is chosen for simple study, and its corresponding landscape is plotted in Fig.5 in which, the global minimum is located in a long, deep, narrow, banana shaped flat valley.

**Strategy 1**
The generalized complementary function is
\[ \Xi(x, \varsigma) = (x_2 - x_1^2) \varsigma - \frac{\varsigma^2}{400} + x_1^2 - 2x_1 + 1 \]

We select \( \varsigma_0 = -1 \) to make sure that \( G(\varsigma_0) \succeq 0 \). Using the Moore-Penrose pseudoinverse, we can obtain the corresponding \( x_0 = G(\varsigma_0)^{-1}F(\varsigma_0) = (0.5, 0) \). Taking \( (x_0, \varsigma_0) \) as initial point for the nonlinear equations in (24), and after 4 iterations with 0.304920 seconds, we obtain \( (x^*, \varsigma^*) = (1, 1, 0) \) and \( P(x^*) = 0 \).

**Strategy 2**

The canonical dual function is
\[ P^d(\varsigma) = 1 - \frac{\varsigma^2}{400} - \frac{1}{2} \begin{pmatrix} 2, -\varsigma \\ 0, 0 \end{pmatrix}^+ \begin{pmatrix} 2 \\ -\varsigma \end{pmatrix}. \]

Due to the singularity of matrix \( G(\varsigma) \), we can not get a proper form of \( P^d(\varsigma) \); thus it becomes difficult to solve the nonlinear equations in (25).

**Strategy 3**

The same situation happens as above, we can choose some possible initial point \( \varsigma_0 \) to guarantee \( G(\varsigma_0) \succeq 0 \), but the calculation of the singular matrix is quite complicated.

**Strategy 4**

Instead, we choose the same \( \varsigma_0 \), and using the Moore-Penrose pseudoinverse, we can obtain the corresponding \( x_0 = (0.5, 0) \) for \( P(x) \). Taking \( x_0 \) as initial point for \( P(x) \), we can finally reach \( x^* = (1, 1) \) within 20 iterations and 0.352472 seconds, and then the corresponding \( P(1, 1) = 0 \).

Furthermore, we continue to consider the Rosenbrock function in terms of large dimensions. We choose \( \varsigma_0 = (-1, \cdots, -1) \) to guarantee \( G(\varsigma_0) \succeq 0 \), and then get the
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corresponding initial point \( x_0 = (0.5, 0.75, \cdots, 0.75, 0) \) for \( P(x) \). General results of the Rosenbrock function by Strategy 4 are given in Table 1.

Table 1. Results of the Rosenbrock function using Strategy 4

| n  | \( x^* \) | \( P(x^*) \) | iterations | time(s) |
|----|----------|-------------|------------|---------|
| 2  | (1,1)    | 2.0269e-011 | 20         | 0.352472|
| 5  | (1,\cdots,1) | 5.4958e-011 | 29         | 0.405747|
| 10 | (1,\cdots,1)  | 1.0633e-010 | 31         | 0.409724|
| 20 | (1,\cdots,1)  | 5.3688e-011 | 37         | 0.423663|
| 50 | (1,\cdots,1)  | 1.0633e-010 | 42         | 0.554678|
| 100| (1,\cdots,1)   | 5.3688e-011 | 50         | 0.727062|
| 200| (1,\cdots,1)   | 1.0633e-010 | 55         | 1.329283|
| 500| (1,\cdots,1)   | 5.3688e-011 | 54         | 3.508815|
| 1000| (1,\cdots,1)   | 1.0633e-010 | 55         | 8.763668|
| 2000| (1,\cdots,1)   | 5.3688e-011 | 55         | 28.264277|
| 3000| (1,\cdots,1)   | 1.0633e-010 | 55         | 57.669020|
| 4000| (1,\cdots,1)   | 5.3688e-011 | 55         | 92.344600|
| 5000| (1,\cdots,1)   | 1.0633e-010 | 55         | 144.069188|

Compared the results for the Rosenbrock function with those gained by most popular stochastic methods, like PSO (CLPSO, APSO) [Liang et al. 2006, Zhan et al. 2009] and DE (SaDE) [Qin et al. 2009, Das and Suganthan 2011], we can conclude that the strategy used in this paper by canonical duality theory is much more superior. To the best of our knowledge, it is the first time to solve the Rosenbrock function optimization problem up to 5000 dimension in such a short time.

Example 5 (Dixon and Price function)

\[
f_5 = (x_1 - 1)^2 + \sum_{i=2}^{n} i(2x_i^2 - x_{i-1})^2.
\]

The landscape of Dixon and Price function is given in Fig. 6.

We firstly rewrite it to the standard form, and then we can get \( a_k = 2(k + 1), A_k = 4I_{k+1}, b_k = -e_k, c_k = 0, Q = Diag\{2,0,\cdots,0\}, f = [2,0,\cdots,0]^T \), where \( k = 1,2,\cdots,n-1 \), and then \( G(\varsigma) = Q + \sum_{k=1}^{n-1} \varsigma_k A_k = Diag\{2,4\varsigma_1,\cdots,4\varsigma_{n-1}\}, F(\varsigma) = f - \sum_{k=1}^{n-1} \varsigma_k b_k = [2 + \varsigma_1,\varsigma_2,\cdots,\varsigma_{n-1},0] \).

It is not difficult to find that, for any dual feasible solution \( \varsigma^* \), if we substitute back then we will find that the last component of the corresponding \( x^* \) will always be zero, which indicates that the first three strategies will be invalid. However, the fourth strategy can still survive if we make some minor revisions. For simplicity, we choose \( \varsigma_0 = (2,\cdots,2) \) to make sure \( G(\varsigma_0) \succeq 0 \), and then get the corresponding initial point \( x_0 = (2,0.25,\cdots,0.25,0) \) for \( P(x) \). We don’t use the \( x_0 \) directly but translate the point to \( x_0 = x_0 + 1 = (3,1.25,\cdots,1.25,1) \). Taking the revised initial point for the primal
problem, the general results of the Dixon and Price function are given in Table 2.

Table 2. Results of the Dixon and Price function using Strategy 4

| n   | x^*    | P(x^*)       | iterations | time(s)  |
|-----|--------|--------------|------------|----------|
| 2   | (1,0.7071) | 3.1388e-015  | 12         | 0.213785 |
| 5   | (1,⋯,0.5221) | 8.4890e-014  | 21         | 0.206739 |
| 10  | (1,⋯,0.5007) | 5.4620e-012  | 30         | 0.218370 |
| 20  | (1,⋯,0.5000) | 9.1666e-011  | 46         | 0.245217 |
| 50  | (1,⋯,0.5000) | 3.4299e-010  | 79         | 0.388959 |
| 100 | (1,⋯,0.5000) | 3.6424e-009  | 108        | 0.757873 |
| 200 | (1,⋯,0.5000) | 1.0303e-008  | 154        | 1.720907 |
| 500 | (1,⋯,0.5000) | 3.1588e-008  | 242        | 7.814894 |
| 1000| (1,⋯,0.5000) | 6.8696e-008  | 342        | 28.862242 |
| 2000| (1,⋯,0.5000) | 1.3657e-007  | 480        | 124.977932|
| 3000| (1,⋯,0.5000) | 2.4159e-007  | 581        | 270.350883|
| 4000| (1,⋯,0.5000) | 2.2758e-007  | 675        | 526.158263|
| 5000| (1,⋯,0.5000) | 3.5225e-007  | 747        | 854.212220|

6. Conclusion

To efficiently apply the canonical duality theory for real world problems, four strategies are proposed to develop algorithms based on the theory. The former two strategies should calculate the stationary points, in other words, solving nonlinear equations, while the later strategies use numerical optimization algorithms based on unconstrained methods. Some experimental results are given to illustrate the details of using the four strategies for
fourth-order polynomial benchmark functions, and we find that various strategies have different degrees of complexity. To some extent, the canonical duality theory can eliminate the gap between deterministic and stochastic methods. In our future work, we will try to use stochastic methods to design efficient algorithms for the powerful canonical duality theory.

Acknowledgments

Xiaojun Zhou’s research is supported by China Scholarship Council, and Chunhua Yang is supported by the National Science Found for Distinguished Young Scholars of China (Grant No. 61025015).

References

Bäck, T., Hammel, U. and Schwefel, H.P., 1997. Evolutionary computation: comments on the history and current state. *IEEE Transactions on evolutionary computation*, 1(1), 3–17.

Bentley, P. J., Gordon, T. G. W., Kim J. and Kumar, S., 2001. New trends in evolutionary computation. *Proceedings of the Congress on Evolutionary Computation*, 1, 162–169.

Das, S., Suganthan, P. N., 2011. Differential evolution: a survey of the state-of-the-art. *IEEE Transactions on evolutionary computation*, 15(1), 4–31.

Fang, S.C., Gao D.Y., Sheu R.L. and Wu S.Y., 2008. Canonical dual approach for solving 0-1 quadratic programming problems. *J. Ind. and Manag. Optim.*, 4, 125–142.

Floudas C.A. and Gounaris C.E., 2009. A review of recent advances in global optimization. *J.Glob.Optim.*, 45, 3–38.

Gao, D.Y., 2000. *Duality principles in nonconvex systems: Theory, methods and applications*. Dordrecht/Boston/London: Kluwer Academic Publishers.

Gao, D.Y., 2007. Solutions and optimality criteria to box constrained nonconvex minimization problems. *Journal Of Industry And Management Optimization*, 3(2), 293–304.

Gao, D.Y., 2009. Caonical duality theory: Unified understanding and generalized solution for global optimization problems. *Computers and Chemical Engineering*, 33, 1964–1972.

Gao, D.Y., Ruan, N., 2010. Solutions to quadratic minimization problems with box and integer constraints. *J. Glob. Optim.*, 47, 463–484.

Gao, D.Y., Ruan, N., Pardalos, P.M., 2012a. Canonical dual solutions to sum of fourth-order polynomials minimization problems with applications to sensor network localization. *Sensors: Theory, Algorithms and Applications*, 61(1), 37–54.

Gao, D.Y. and Sherali, H.D., 2009. Canonical duality: Connection between nonconvex mechanics and global optimization. In: *Advances in Appl. Mathematics and Global Optimization*, 249-316, Springer.

Gao, D.Y., Layne T. Watson, L.T., Easterling, D. R., and Thacker, W.I., 2012b. Canonical Dual Approach for Solving Box and Integer Constrained Minimization Problems via a Deterministic Direct Search Algorithm. *Optim. Methods and Software*, DOI:10.1080/10556788.2011.641125.

Gao, D.Y. and Yu, H.F., 2008. Multi-scale modelling and canonical dual finite element method in phase transitions of solids. *Int. J. Solids and Structures*, 45, 3660–3673.
Hendrix E.M.T., Toth B.G., 2010. *Introduction to Nonlinear and Global Optimization*. Springer-Verlag, New York, NY USA.

Latorre, V. and Gao, D.Y., 2012. Canonical Duality for Radial Basis Neural Networks. *Proceedings of the 19th International Conference on Neural Information Processing*, Nov. 12–15, Doha, Qatar, T. Huang, and C.D. Li (eds). Lecture Notes in Computer Science, Springer.

Liang, J. J., Qin A. K., Suganthan, P.N. and Baskar, S., 2006. Comprehensive learning particle swarm optimizer for global optimization of multimodal functions. *IEEE Transactions on evolutionary computation*, 10(3), 281–295.

Martí, R., Moreno-Vega, J.M., Duarte, A. 2009. Advanced multi-start methods. In: *Handbook of metaheuristics*, Springer Heidelberg.

Qin, A.K., Huang, V.L. and Suganthan, P.N., 2009. Differential evolution algorithm with strategy adaptation for global numerical optimization. *IEEE Transactions on evolutionary computation*, 13(2), 398–417.

Ruan, N. and Gao, D.Y., 2012. Canonical duality approach for non-linear dynamical systems. *IMA J. Appl. Math*, doi:10.1093/imamat/hxs067.

Santos, H.A.F.A. and Gao D.Y., 2011. Canonical dual finite element method for solving post-buckling problems of a large deformation elastic beam. *Int. J. Nonlinear Mechanics*, 47(2), 240–247, doi:10.1016/j.ijnonlinmec.2011.05.012.

Shmoys D.B. and Swamy C., 2004. Stochastic optimization is (almost) as easy as deterministic optimization. In: *Proceedings of the 45th Annual IEEE Symposium on Foundations of Computer Science*, 228–237.

Sturn, J.F., 1999. Using SeDuMi 1.02, a MATLAB toolbox for optimization over symmetric cones. *Optim. Meth. Softw.*, 11, 625–653.

Wang, Z.B., Fang, S.C., Gao, D.Y., Xing, W.X., 2012. Canonical dual approach to solving the maximum cut problem. *Journal of Global Optimization*, 54, 341-352.

Wolpert, D.H., 1997. No Free Lunch Theorems for Optimization. *IEEE Transactions on evolutionary computation*, 1(1), 67–82.

Zhan, Z.H., Zhang, J., Li, Y. and Chung, H.S.H., 2009. Adaptive particle swarm optimization. *IEEE Transactions on systems, man, and cybernetics-part B: cybernetics*, 39(6), 1362–1381.

Zhang J., Gao, D.Y. and Yearwood, J., 2011. A novel canonical dual computational approach for prion AGAAAAGA amyloid fibril molecular modeling. *Journal of Theoretical Biology*, 284, 149–157, doi:10.1016/j.jtbi.2011.06.024.