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The rapid growth in demand for cloud services has led to the creation of large-scale data centers, which allows application service providers to lease data center capacity for application deployment as per user requirement in terms of quality of services (QoS). These data centers consume a lot of electrical power which contributes to increased operating costs and carbon dioxide emissions. In addition, modern cloud computing environments must provide QoS for their customers which leads them to a need to make a power-performance compromise that is to say in terms of energy consumption and service-level agreement (SLA) compliance. That is why, we introduce, in this paper, an intelligent resource management policy for cloud data centers. The goal is to dynamically allocate and continuously consolidate virtual machines taking advantage of live migration and disengage inactive nodes to minimize power feeding in this cloud environment while maintaining the quality of service. We integrate some artificial intelligence concepts to ensure a dynamic resource management and a better power-performance compromise and significantly reduce the consumed energy.

1. Introduction

In recent years, the world of telecommunication has been perceiving the emergence of cloud computing, allowing users to outsource their applications and exploit IT resources through the Internet, without having to manage subinfrastructure underlying, often complex. Therefore, the cloud, as shown in Figure 1, consumes a large amount of energy to provide efficient and reliable services to users [1]. In 2014, data centers used nearly 1.62% of the energy consumed in the world, while the consumption for the year 2020 is of the order of 140 billion KWh. In addition, the consumption of these data centers around the world is expected to double every five years, which can generate a huge cost to business and enterprises. Indeed, these data centers are responsible for emitting 2% of CO₂ into the atmosphere [2]. The ever-increasing demand for cloud services and the desire to provide a certain quality of services require providers to invest large amounts of capital in order to multiply their hosting offers in several geographical areas. With this large-scale deployment of huge data centers, the energy consumption of the cloud increases accordingly [3, 4]. From a 2011 Digital Power Group report, the cloud was a country, it would be the world’s 5th largest electricity consumer, about 750 trillion kWh, all in just one year.

A high cost associated to electricity consumption causes service providers to work better in order to solve this problem. Therefore, it is important to work on the source of energy consumption of the cloud, taking into account the technologies that guarantee its proper functioning in order to meet the users’ needs, at all times, without interruption or degradation of the quality of services (QoS) [5, 6].
Cloud data centers have become overwhelmed with data-intensive applications due to the limited computational capabilities of mobile terminals. So, cloud computing becomes a backbone in the various fields of industry and Academia for providing the storage backups and load balancing and most importantly providing the dynamic resource scheduling on a real-time basis. Therefore, energy consumption will be very high by the various cloud data centers which lead to a very high amount of operational cost and harm the environment as well. Compute nodes are usually distributed in edge environments, enabling crucially efficient task scheduling among those nodes to achieve reduced processing time. Moreover, it is imperative to conserve edge server energy, enhancing their lifetimes. Hence, various energy-efficient algorithms have been proposed by the researchers which reduce the energy efficiency of cloud environment. But all these algorithms have been evaluated using the same experimental environment which gives the related results, and it becomes difficult for the researchers to choose the best algorithm among them. In this work, we are interested in minimizing energy consumption in the cloud, using an efficient and adequate method. Our approach is based on reinforcement learning (Q-learning), which is a machine learning technique that consists of letting the algorithm learn from repeated scenarios following the decision-making it has to make. Moreover, the proposed solution based on the use of dynamic allocation policy of virtual machines allows to make a better choice of VMs’ location on physical machines (hosts) [7]. Indeed, we offer an autonomous VM consolidation method that includes an intelligent RL learning agent to optimize the allocation of VMs around the data center in the aim of enhancing energy economy while simultaneously offering increased performance.

2. Related Works

With the fast expansion of distributed cloud computing network services, the scale of data in various disciplines, such as scientific computing, data processing, bioinformatics, and Internet of Things (IoT) operations, has expanded. Millions of operations are done in cloud data centers by thousands of high-performance servers deployed [8, 9]. The cloud provides a range of services via virtual machines (VMs), and virtualization is one of the most advantageous features for consumers who may take use of these many kinds of services. These VMs typically require a lot of energy. Such energy use increased power costs and has a negative environmental impact in [3]. Indeed, energy efficiency is a big concern for cloud services providers and users. For that, researchers have attempted to suggest solutions to solve this issue. In this section, some of these important research articles, in the literature, relating this problem are covered. It is projected that the data center emits 62 million tons of carbon dioxide (CO2) into the environment [10], despite several efforts to reduce energy usage by various technologies. This research looked at a number of independent tasks using quality of service criteria. Consequently, the selection of the appropriate virtual machine from a heterogeneous resource setup with the least amount of energy consumption and a task’s satisfied QoS is becoming a challenging issue. Therefore, there is a massive waste of resources and an increase in energy usage. Despite this, it is extremely beneficial to schedule all jobs to appropriate servers in order to achieve optimal energy usage. Many researchers devised these challenges to that end. For example, one research [11] looked at the energy-efficient scheduling challenge in heterogeneous devices. The objective was to schedule all jobs in accordance with their QoS needs while consuming the least amount of electricity. [11] demonstrates that hybrid data centers constructed with higher efficiency servers may save electricity. The issue of energy usage is virtually inextricably connected to the processing duration of the activity. This presents a number of problems in determining the proper operating time for activities. Energy savings in virtualized data centers have piqued the interest of academics and business alike. Effective scheduling strategies and multi-component systems have been widely researched in [12]. Qin et al. [12] use the intratask DVFS scheduling technique, based on task profile information, under the assumption of zero transmission latency, expressed as an ILP model, to better optimize the energy for real-time activities as systems need increasing power. The major objective of this ILP model is to find the optimal processing frequency for each basic block in order to obtain the lowest average energy. To compensate the DVFS conversion overhead, the ILP method is modified to calculate the optimal execution frequency while also determining the appropriate program places to insert the conversion instructions. Wu et al. presented an energy-aware task scheduling algorithm (ETSA) in [3] to overcome the drawbacks associated with task consolidation and scheduling. To make a scheduling choice, the suggested ETSA technique improves task completion time and overall resource usage and proposes a normalization method.

Traditional techniques may not necessarily result in a suitable timetable. The majority of research concentrate on heuristic algorithms, which are often based on greedy local optimum selection heuristics. Nonetheless, due to their flexibility, numerous well-known metaheuristic strategies, such as ant colony optimization (ACO), particle swarm optimization (PSO), and genetic algorithm (GA), have proven prominent in task scheduling issues. The authors of [2] suggested a two-stage energy and performance-efficient task scheduling algorithm (EPETS). The first step of scheduling aided in minimizing processing time and meeting job deadlines while ignoring energy usage. The second step of task reassignment scheduling was to locate the optimum execution site while staying within the timeline restriction and consuming the least amount of energy. Recently, the study of energy conservation strategies for virtual machine (VM) configuration, migration, and consolidation has become a research issue. In fact, several techniques for solving the VM consolidation issue utilizing evolutionary algorithms have been presented. In this context, [13] proposed a VM placement method that uses a priority-based probability scheduling model to evaluate resources, virtual machine state, QoS metrics, and I/O data. Data location is evaluated during the VM placement step to minimize needless
migration. The ant colony optimization (ACO) strategy has been utilized to optimize various objectives in numerous VM consolidation approaches [14]. Terra-Neves et al. [15] created an improved discrete differential evolution algorithm to solve the VM placement problem. The authors attempted to reduce energy usage and overloading danger. The authors of [16] tackled the issue of reducing needless VM migrations by proposing a discrete-time Markov chain (DTMC) model to forecast future resource use. Then, utilizing the e-dominance-based multiobjective artificial bee colony (e-MOABC) method, a multiobjective VM placement strategy is presented to accomplish the optimal VMS to PM mapping. To fulfill SLA and QoS criteria, the proposal may efficiently manage total energy usage, resource waste, and system dependability. The primary limitation of most current research is that they mainly concentrated on lowering the number of active PMs utilizing VM live migration to avoid inefficient resource consumption. Although these approaches are extremely efficient in terms of energy management, they overlook the detrimental impact of frequent VM consolidation on system reliability. As a result, throughout the decision-making process, a holistic perspective and the examination of numerous aspects are critical. The sleep mode-based energy saving method is implemented by putting the idle server to sleep in a low-power state. Jin et al. presented a clustered VM allocation approach on the cloud system’s resource layer that is based on a sleep mode with a wake-up threshold. They calculated the system’s performance metrics in terms of average request delay and energy saving rate by constructing a queue with an N-policy and asynchronous vacations of partial servers [17]. A multitier cloud architecture is made up of many distinct layers, including “application layer,” “management layer,” and “resource layer” [18]. The DVFS technique is a technique that acts on the frequency and voltage’s CPU of each server in the cloud in order to reduce their energy consumptions. The execution of a request requires the use of the CPU, memory, and disk. It is advantageous to reduce the frequency of the CPU to execute a request that uses a small proportion of the CPU and a high proportion of the memory at the server level [19]. Indeed, if the CPU usage rate for a request is high, then the execution time of this request will be low. However, if we reduce the CPU frequency, the execution time will increase, because they are inversely proportional. As a result, the cloud performance will be degraded. Therefore, the power consumption can be reduced by lowering the CPU frequency during the processor wait times. In this context, Ghribi proposed a DVFS technique based on query execution statistics and a learning algorithm to select the optimal value of the voltage/frequency ratio for query execution. Indeed, this algorithm can predict the optimal value of the voltage/frequency ratio from query execution statistics, such as the number of executed statements and the number of failed statements and clock cycles [20]. This technique can greatly reduce the power consumption of the CPU. However, the application of a change of frequency is not instantaneous, and the change from one frequency to another takes a little time, which may slow down the execution of the application, which will undoubtedly cause an overconsumption of energy. In Table 1, we elaborate and summarize a comparison between these related works based on the used algorithm, the drawbacks, and the tolls used for experimentation.

3. Overview of our Contribution

In this work, we propose dynamic allocation through the migration of virtual machines according to current resource needs and their availability. The purpose of the reallocation is to minimize the number of physical nodes serving as the current workload, while inactive nodes are turned off to reduce power consumption. The allocation of virtual machines is to place virtual machines on hosts in a methodical way and to be efficient so that they will meet the requirements of the cloud because they host a large number of services. With this in mind, the dynamic allocation of VMs will help to reduce energy consumption in this environment.
3.1. Reinforcing Learning (Q-Learning) Method. In a highly stochastic, nondeterministic environment, reinforcement learning allows an agent to learn optimum activity. A cyclical learning of state-action-reward interactions occurs when an agent interfaces with its environment in order to obtain information about how to improve its behavior and identify the best policy to fulfill its objectives, as shown in Figure 2. Based on trial and error, the agent must determine which acts offer the highest reward. Furthermore, the chosen action has an influence on both the immediate reward and following states and hence all subsequent rewards. The Markov decision process (MDP) is widely regarded as the gold standard for describing learning in sequential decision-making situations with unfavorable uncertainty. Using simulated trials, the MDP model enables agents to acquire an optimal policy progressively [21]. This characteristic asserts that in order to forecast all future states, just the actual state of the environment is needed [7]. The MDP framework includes states, actions, transition probabilities, and rewards, respectively \((S, A, p, and q)\), wherein

(i) \(S\) represents a set of possible states

(ii) \(A\) signifies a set of actions

\[
\begin{align*}
\text{State } S_t \quad \text{Reward } r_t \quad \text{Action } a_t \\
\text{Environment} \quad \text{Agent}
\end{align*}
\]

![Figure 2: Illustration of the agent-environment interaction system.](image)

The expected reward obtained by the agent after migrating from state \(s_t\) to state \(s\) by executing \(q(s_{t+1} | s_t, a_t)\) indicates the expected reward received by the agent after transitioning from state \(s_t\) to state \(s\) by executing action \(A(s_t)\). The update rule is defined as [44]

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha [r_t + \gamma \max_q Q(s_{t+1} | s_t, q)] - Q(s_t, a_t).
\]

The proposed solution is based on reinforcement learning (Q-learning). This method makes it possible to learn a policy based on which action carried out in each state of the environment.

This works by learning a Q-rated action-status function that determines the potential gain, i.e., long-term reward \(Q(s, a)\), gotten by the fact of carrying out a certain action in a certain state \(s\) by following an optimization policy. When this \(Q\) function is known, learned by the agent, the optimal policy can be built by selecting the action at maximum value for each state, that is, by selecting the action \(a\) which

\[
\begin{array}{|c|}
\hline
\text{Ref.} & \text{Used algorithm} & \text{Drawbacks} & \text{Tools used for experimentation} \\
\hline
[6] & VM scheduling technique & Problems in determining the proper operating time for activities. & CloudSim \\
[7] & Intratask DVFS scheduling technique & Not necessarily result in a suitable timetable & CloudSim \\
[3] & Energy-aware task scheduling algorithm (ETSA) & Problems in SLA violation and provided scalability & Scheduler is implemented \\
[11] & Two-stage energy and performance-efficient task scheduling algorithm (EPETS) & Address more objectives such as resource overcommitment and bandwidth resource constraints & Simulator (self-designed) \\
[12] & Priority-based probability scheduling model & System reliability problem & Simulator (self-designed) \\
[22] & ACO & Slow down the execution of the application & CloudSim \\
[2] & An improved discrete differential evolution algorithm & Slow down the execution of the application & CloudSim \\
[13] & Discrete-time Markov chain (DTMC) model & Overlook the detrimental impact of frequent VM consolidation on system reliability & CloudSim \\
[14] & Clustered VM allocation approach & Slow down the execution of the application & CloudSim \\
[16] & DVFS technique & The application of a change of frequency is not instantaneous & CloudSim \\
[17] & DVFS technique based on query execution statistics and a learning algorithm & Slow down the execution of the application & CloudSim
\end{array}
\]
maximizes the value $Q(s, a)$ when the agent is in the state $s$. Reinforcement learning is used to teach an agent how to behave in an environment that may be real or virtual. In fact, the agent learns and makes decisions about the state of an environment that provides the training data. Indeed, the agent receives the reward he deserves after taking the action $(a_t)$ to the state $(s_t)$. The agent’s goal is to maximize rewards.

The agent takes actions (activate or put on standby) in the environment at the state $s$. It tries to decide what action has to be performed on the virtual machines at the state $s$. There are key moments when making this decision. This moment coincides with the arrival of a request to be processed. The state of the server at time $t$ is $S_t$, which can be in standby mode or active mode. The requests that the server must process are fixed, and their processing times differ from one request to another. In this work, we are interested about requests of the same type because not all requests have the same processing time since they are of different types (execution of an application, storage, etc.), and therefore, they do not have the same latency.

3.2. Virtual Machine Migration. Virtual machine migration involves transferring virtual machines from one server to another server. This transfer includes the transfer of memory, CPU, and disk to the destination server. However, the migration process can also be used in an intercloud. As part of our project, we are studying the migration carried out in the same cloud, which makes it possible to solve, among other things, the problem of fault tolerance, or the continuity of services. Migration techniques are classified as cold migration (nonlive migration) and hot migration (live migration). In our work, we focus on live migration because this migration is much more important because it is carried out without interrupting data processing during execution, since the objective is to satisfy users in order to offer them a better quality of services (QoS) in terms of availability of all services offered by cloud computing at any time. This type of migration is done by transferring a running virtual machine from one server to another, maintaining the state of the machine during the transfer process. Thus, the user of the services hosted on the virtual machine is not aware of the change of server that allows to maintain the services of the users during the duration of the process.

3.3. Q-Learning-Combined VM Migration Implementation. In the proposed model, VMs, in the cloud data center, are assigned to a host server based on the required services, which vary considerably and dynamically over time. For the purpose to minimize energy usage and boost QoS, it is necessary to optimize VM distribution across the data center via live migration and reallocate VMs to other servers in the data center. In our work, the system supervises the resource consumption of each server in the data center, continuously. When detecting overloaded hosts, the system selects VMs to be migrated, and these VMs are consolidated onto a more appropriate server while keeping performance in mind. In our system model, we choose the live migration for the VM. It is made up of the VM selection method combined with the intelligent Q-learning algorithm. It makes the final decision on VM migration and allocation. In this way, cloud system will improve energy efficiency. The suggested Q-learning-based RL method, combined with VM migration, is detailed in Algorithm 1. Firstly, the global state of the environment is computed, and a list of all feasible hosts in the data center with accessible resources for running VMs is generated. From the migration list, a VM is chosen. The VM selection technique shown in Figure 3 is chosen. The VM selection technique shown in Figure 3 generates this list. The size of the VM indicated (VMSize) is then computed.
Following this measure and this combination, the VM will be reassigned to the most available and suitable server, and the global state will be recomputed. The system also receives a reward. The Q-value update rule is then evaluated, and the result is saved in the Q-value matrix. Finally, the global state is refreshed in preparation for the next iteration. This method is repeated until all of the VMs in the migration list have been reassigned to different hosts in the environment. With our best energy management algorithm, we sort all virtual machines in descending order of current use and allocate to a host that provides a small increase in power consumption due to this allowance. This makes it possible to take advantage of the heterogeneity of the physical nodes (servers) by choosing the most energy efficient. The BEM algorithm verifies the availability of resources at the physical machine and distinguishes virtual machines according to their reduction in the capacity of the processor. The virtual machine that has the lowest use of the processor is allocated first and process continues. This proposed algorithm uses the location service of cloud mobile servers. The virtual machine that is close to the server is first evaluated with the distance measurement.

3.4. VM Migration Based on RL. VM consolidation increases resource management and data center optimization by putting a higher number of virtual machines onto a smaller server utilizing live migration to minimize resource use while still meeting user-specified service-level agreements (SLA). Over the years, several learning approaches have been discovered and suggested, in the machine learning (ML) field. Yet, all learning algorithms are created for a specific matter, and we have no global solution for all sorts of problem domains. Hence, a specific system process must be taken based on its appropriateness to the problem [15, 22]. In this paper, we introduce a self-optimizing RL-based VM migration method for optimizing VM allocation and achieving larger energy gains which, thus, guarantees increasing data center service. We use the Q-learning method to solve the VM consolidation issue and assess its effectiveness using a variety of cloud performance indicators. Through repeated interactions with the environment, the RL agent learns an optimal resource allocation strategy based on the present state of the system.

4. Performance Evaluation

This section is dedicated to the implementation and the consolidation phase of virtual machines to reduce energy consumption in cloud. To do this, we carry out simulations in in Java environment, using CloudSim simulator for the purpose of carrying out series of experiments.

4.1. Simulation Parameters. CloudSim is a generalized and extensible simulation framework that enables the modeling, simulation, and experimentation of new cloud infrastructures and associated application services. We used the version of the CloudSim 3.0.3 simulator. The CloudSim simulator consists of several classes forming its constituent blocks. In this part, we conduct two experiments on data centers, which make up the cloud computing environment, with the aim of minimizing its energy consumption without hindering its proper functioning. For that, we are interested in the operation of the lqrmc class. Then, we will implement the virtual machine allocation policy (lqrmc) with the BEM algorithm (best energy management). The second step is to implement the virtual machine migration policy in order to reduce the energy consumption of the cloud. This class always applies random policy as a workload. For the simulation, we are interested in the following parameters.

(i) The total time of the simulation is the execution time of all the instructions done by the virtual machines
(ii) The energy consumed is the energy consumed by the physical machines (hosts) during this simulation
(iii) The number of virtual machines migrated is the number of VMs migrated from one physical machine to another during the simulation
(iv) Performance degradation due to migration represents the percentage of performance degradation of physical machines related to migration of VMs
(v) Global violation of SLA is the level of noncompliance with the SLA (service-level agreement) contract recorded at the end of the simulation
(vi) Average SLA violation is the level of noncompliance with the SLA contract, recorded during the simulation
(vii) The number of physical machines turned off represents the total number of physical machines shutdown due to the total migration of VMs on these physical machines (hosts)

4.2. Simulation Results and Discussion Study. After a series of experiments, we can observe the results in Table 2. The primary metric utilized to assess our technique is energy usage. As seen in Table 2, the consolidation through L1 consumes less energy than consolidation via LE. So, we can deduce that our implementation consumes energy, 11.17% less than that consumed in the existing work. On the other hand, our proposal has fewer shutdown servers than LRRMMT. This is due to the fact that there are more moderately loaded servers in LBBMC, which is a positive thing because these active servers require less energy. This will also help the data center to remain balanced for a longer period of time.

Furthermore, the execution time of our technique is longer than that of the LRRMMT method. This is due to the calculation time of the balancing factor F, which is not taken into consideration in LRRMMT, as well as the parameters of our matching technique, which is used for live migration and considers the energy consumption of the VM on the source server as well as the migration energy cost. Table 2 shows that the number of migrations in LBBMC is smaller than in LRRMMT. Because the amount of migrations
contributes to energy consumption, our reassignment technique prevents unnecessary migrations, which increases the migration overload of VM, while it is better to minimize this overload for the proper functioning of physical machines.

A significant number of the migrated virtual machines contribute to the degradation of SLA performance. These migrated VMs are the base of 0.26% of this degradation, for the existing work, against 0.24% in our implementation. Moreover, the overall SLA violation is 1.13% for existing work and 2.16% after implementing our algorithm, which means that our approach does not comply with all clauses established by cloud providers.

There are 1517 hosts shutdown in the existing work due to a significant migration of VMs, resulting in a degradation of SLA performance, while we recorded 688 hosts that are shut down for our proposal. This implies that the existing work degrades much the performance due to the migration process.

For the same characteristics of a cloud data center, we find that our implementation reduces the energy consumption of the cloud, compared to the existing work, but less respects the established clauses of the SLA contract. Nevertheless, in terms of compromise between the energy consumed and the degradation of the SLA contract, our approach offers a good alternative to remedy this problem, thanks to the efficiency of its good strategy to migrate as few VM as possible, in order to keep the cloud running smoothly.

The obtained results show that the technique of dynamic allocation and consolidation of virtual machines deactivates inactive physical machines (hosts) and provides energy savings in the cloud computing environment and can be applied in the real world, on real cloud data centers, in order to obtain an optimization of the energy management in these data centers, where the latter will contribute enormously to the reduction of greenhouse gases because it minimizes energy consumption.

However, our proposed system does not consider some other system resources in the reallocation of virtual machines, such as network interface and disk storage, as these resources contribute significantly to the overall energy consumption.

5. Conclusion and Future Work

In this paper, live migration method is combined with the BEM algorithm with the goal of minimizing energy consumption and providing better performance in a cloud environment. The simulation results show that our proposal improves workload management and lowers energy consumption for a large number of servers in a data center.

As a future work, we intend to expand our efforts in order to adapt our algorithm to multiple data centers. Our next goal is to look into new parameters for better energy management in cloud computing.
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