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Abstract

Our understanding of the formation and evolution of the corona and the heliosphere is linked to our capability of properly interpret the data from remote sensing and in-situ observations. In this respect, being able to correctly connect in-situ observations with their source regions on the Sun is the key for solving this problem. In this work we aim at testing a diagnostics method for this connectivity.

This paper makes use of a coronal jet observed on 2010 August 2nd in active region 11092 as a test for our connectivity method. This combines solar EUV and in-situ data together with magnetic field extrapolation, large scale MHD modeling and FIP (First Ionization Potential) bias modeling to provide a global picture from the source region of the jet to its possible signatures at 1 AU.

Our data analysis reveals the presence of outflow areas near the jet which are within open magnetic flux regions and which present FIP bias consistent with the FIP model results. In our picture, one of these open areas is the candidate jet source. Using a back-mapping technique we identified the arrival time of this solar plasma at the ACE spacecraft. The in-situ data show signatures of changes in the plasma and magnetic field parameters, with FIP bias consistent with the possible passage of the jet material.

Our results highlight the importance of remote sensing and in-situ coordinated observations as a key to solve the connectivity problem. We discuss our results in view of the recent Solar Orbiter launch which is currently providing such unique data.
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1 Introduction

It is well acknowledged that the interplanetary medium is filled by the spatial expansion of the solar magnetic field embedded to a continuous flow of particles, the solar wind; these are the main ingredients of the heliosphere.

The first indirect evidence of the presence of the solar wind dates back to the beginning of the twentieth century, while the first in-situ wind and magnetic field measures are from the early 1960 (see for instance Hundhausen (1972) for an historical review). Since then, enormous progress has been made, both for the spatial and temporal monitoring of the heliosphere and the theoretical explanation of its origin and evolution (see for instance Hansteen and Velli 2012; Abbo et al. 2016). For instance, the initial prediction for the solar wind (Parker 1958) envisaged a wind driven by thermal forces originating in a MHD wave heated corona. The modern view is more that the MHD waves couple to the nascent solar wind directly to cause its acceleration. The role of interchange reconnection also appears to be a good candidate for releasing plasma into open regions to feed the solar wind (see for instance Abbo et al. (2016)).

The solar wind is comprised of two basic regimes (e.g. McComas et al. 2003). The fast wind, with typical speed \( > 600 \text{ km s}^{-1} \) is relatively steady, exhibits Alfvénic turbulence, is established to originate in coronal holes, and corresponds the closest to Parker’s original idea (e.g. Ko et al. 2018). The slow wind \( < 500 \text{ km s}^{-1} \) is much more variable, exhibits periods of Alfvénic and non-Alfvénic turbulence (e.g. Ko et al. 2018), has composition similar to coronal loops (e.g. Heber et al. 2021), and has less certain solar origins. Prior observations suggest that solar wind ions are heated in open magnetic field by microscopic (kinetic) wave-particle processes, as the plasma becomes collisionless. SOHO/UVCS (Solar and Heliospheric Observatory, Ultraviolet Coronagraph Spectrometer) showed pronounced kinetic anisotropies (with \( T_{\perp} > T_{||} \)) for O\(^{5+}\) and Mg\(^{9+}\) in polar coronal holes (Kohl et al. 1997, 1998, 2006; Cranmer et al. 1999, 2008) and streamers above \( 1.9R_{\odot} \) (Frazin et al. 1999). Interchange reconnection may also play a role in supplying material into the slow solar wind, as well, with material previously trapped on coronal loops (Fisk and Schwadron 2001; Edmondson et al. 2010).

The global properties of the heliosphere are quite well understood, however there are several not well understood aspects of the smaller scales. One example is the identification at the Sun of the small scale wind source regions. To fully understand the structure and dynamics of the heliosphere requires modelling and simulation capabilities to create an evolving 3D environment validated by continuous, widely distributed observations. Ground and space based data sets are critical to constraining our understanding of the spatial and temporal conditions in this 3D environment. Both in-situ and remote sensing observations provide critical vantage points to view structures and phenomena on the Sun, in the corona, as well as observe their propagation through the heliosphere. Due to the limited number of satellite and ground based observations, incomplete spatial mapping from the Sun out into the heliosphere requires new methods for connecting observations (see for instance Stansby et al. 2020; de Pablos et al. 2021). Connecting measurements from the Sun into the heliosphere is a major challenge in solar physics and heliophysics, not only in that different quantities are observed with different sensors, at different time cadences, but also the connections between these measurements often do not have a well defined or unique solution (see for instance Polletto et al. 1996). In order to connect structures at the Sun with those observed in-situ, one must ensure that the same magnetic structure is sampled by both methods. Spatial (due to the deformation of the magnetic field as it expands in the heliosphere) and the temporal changes (due to the delay between the moment of surface escape and the in-situ spacecraft observations) pose additional challenges.
crossing) of such magnetic structures have to be taken into account. Several methods can be used to back map \textit{in-situ} measurements (see for instance Neugebauer et al. (1998) and their comparison made in Peleikis et al. (2017) or Kruse et al. (2021)), but each have their limitations. An example of this kind of effort was made during the periodic quadrature between the SOHO satellite (Domingo et al. 1995) and the Ulysses mission (Wenzel et al. 1992). In this period it was possible to derive the plasma parameters from the Sun, to the corona (e.g. density, temperature, composition, outflows) up to several solar radii, and try to link them to the same parameters measured \textit{in-situ} (e.g. Suess and Poletto 2001; Parenti et al. 2003; Bemporad et al. 2003).

One of the most promising methods for back-mapping heliospheric structures to their solar counterparts involves observing the compositional properties including the ionization states of heavy ions as well as their elemental abundances, sorted by a property called the First Ionization Potential (FIP) bias. While kinetic properties of the solar wind are affected by propagation effects such as cooling, the heavy ion properties are determined in the low corona and do not evolve as the solar wind transits through the heliosphere. The FIP bias describes the variation of the fractionation of the chemical composition of heavy elements which occurs between the photosphere and regions further out in the corona (e.g. Sheeley 1995; Feldman 1992). In particular, elements with FIP lower than about 10 eV (e.g. Mg, Si, Fe) are observed to be enhanced compared to those with higher FIP (e.g. O, Ne, Ar), with respect to their photospheric values. This bias has different amplitudes depending on the plasma/magnetic structure observed. It was first detected in the solar wind, with an amplitude of on average 2–3 for slow wind, and around 1–1.5 for the fast wind and has served as a key discriminator between these two types of wind (e.g. Geiss et al. 1995; von Steiger et al. 2000; Zurbuchen et al. 2012).

Variations of the FIP bias were also inferred in different parts of the Sun and in the corona (Raymond et al. 1997; Parenti et al. 2000, 2019), showing temperature dependence (e.g. Del Zanna 2019). In active regions (ARs), which are considered one of the candidate locations for the nascent slow wind and which are the subject of our work, the FIP bias is quite variable and both coronal (FIP bias > 2) or photospheric composition can be found (see for instance the review in Del Zanna and Mason 2018). This variation also includes the increase of FIP bias with the ARs lifetime (e.g. Ko et al. 2016; Harra et al. 2021) and/or with the emergence of new flux (e.g. Baker et al. 2018). The range of variability in the corona can be higher than that observed in the wind, because at 1 AU the wind may include a mixture of different solar wind structures. It has to be noticed that the various methodologies used to derive the bias may affect the results, which may contribute to the origin of the inferred variability of the FIP effect (see for instance the discussion in Del Zanna et al. 2015).

In addition to the FIP bias, \textit{in-situ} heavy ion charge state measurements can also be used as a tool to investigate coronal heating processes that accelerate the steady-state slow and fast solar wind (e.g. Hundhausen et al. 1968; Owocki et al. 1983; Bürgi and Geiss 1986; Ko et al. 1997; von Steiger et al. 1997; Wimmer-Schweingruber et al. 1997, 1999; von Steiger et al. 2000; Zurbuchen et al. 2002; Laming and Lepri 2007a; von Steiger and Zurbuchen 2011; Landi et al. 2012; Zurbuchen et al. 2012; Lepri et al. 2013; Zhao et al. 2017a,b). The same techniques have been implemented in transients to investigate and place constraints on the thermal history of plasma as it accelerates through the corona (e.g. Gruesbeck et al. 2011; Rivera et al. 2019b,a). The heavy ion charge states in the solar wind can reflect the plasma properties of the inner corona where the solar wind originates. As the solar wind is accelerated, the electron number density rapidly decreases with distance from the Sun, while the electron temperature increases and reaches a maximum value before decreasing again (Kohl et al. 2006; Laming 2004a). The ionization and recombination rates for a given pair
of charge states of an element are proportional to the electron density and also depend on electron temperature (or kinetic energy), so they also rapidly decrease with increasing height in the corona. As the plasma parcel accelerates through the corona it will reach a critical height where the electron density is so low that the time scale to modify the charge states exceeds the expansion time scale and the ionization state of an element remains unaltered (Owocki et al. 1983) as the solar wind continues to propagate through the corona (Landi et al. 2012). This process is called the “freeze-in” process. Beyond the freeze-in point, located at \( \sim 1.5 - 5 R_\odot \) depending on which ion pair is considered (Laming 2004a; Laming and Lepri 2007b), the charge state distributions of heavy ions (e.g. C, N, O, Si, Mg, Fe) thus maintain a record of the thermal properties of the plasma in the inner corona and carry with them this information as the solar wind propagates throughout the heliosphere.

The ESA-NASA Solar Orbiter mission (launched in February 2020, Müller et al. 2020) has been designed to strongly contribute to solve the connectivity problem between remote and \textit{in-situ} measurements below 1 AU. The mission profile is designed to reduced the gap between \textit{in-situ} and remote sensing measurements, by approaching to the Sun up to a distance of about 0.3 AU, while additionally providing periods of near-corotation. Some of the on board remote sensing instruments, the Spectral Imaging of the Coronal Environment (SPICE, Spice Consortium et al. 2020), the Extreme Ultraviolet Imager (EUI, Rochus et al. 2020), the Polarimetric and Helioseismic Imager (PHI, Solanki et al. 2020) and the Spectrometer Telescope for Imaging X-rays (STIX, Krucker et al. 2020) will observe the source regions at the Sun that will ultimately be sampled a few days later by the on board \textit{in-situ} instruments. The spacecraft will locally sample the solar wind which has just been accelerated (Owen et al. 2020), and observe the heliospheric structures formed in the corona. Close to the Sun, the plasma and magnetic field properties have only been partially modified by propagation effects and interactions with nearby heliospheric structures, thus reducing the uncertainties in connecting these structures back to their sources. The payload instruments are designed to provide a wide complement of measurements to solve this connectivity problem below 1 AU. The Solar Orbiter activity comes to complement the existing measurements at 1 AU, which are needed for the solar connectivity at this distance, as the dominant physical processes may not be the same. We need to sample the environment over different physical conditions to test our heliospheric models in order to advance in our knowledge of the whole Sun-heliospheric system. Furthermore, the opportunity to have available measurements at different solar distance should be accompanied by the evolution and optimization of the diagnostics for multi-instrument observations.

This paper presents an initial attempt to utilize both remote sensing and \textit{in-situ} measurements at 1 AU, along with a full complement of modelling techniques, to illustrate the methods required to solve the connectivity problem that will also be addressed by Solar Orbiter at the beginning of 2022, when the nominal mission phase will start. To this purpose we present a test case using coronal jet data to provide information on a coronal structure to connect out into the heliosphere.

AR jets are impulsive and collimated eruptions which are seen statistically observed to emerge primarily from the western periphery of the leading sunspot in a sunspot pair (Shimojo et al. 1996). Magnetic reconnection following magnetic field emergence or cancellation appears to be one of the main drivers of these plasma eruptions (Mulay et al. 2016, and references therein). A few studies have analyzed the possible correlation between AR jets and interplanetary radio III bursts observed co-temporally with these events. The conclusion is that indeed, accelerated electron beams escape the jet region (e.g. Innes et al. 2011; Mulay et al. 2016; Paraschiv and Donea 2019), as well as impulsive solar energetic particles (see for instance Lin 1970; Reames et al. 1985; Bučík 2020).
UV AR jets are seen to extend into the corona up to about $2R_\odot$ and magnetic field extrapolations suggest they are ejected in open field regions within the AR (Innes et al. 2011; Mulay et al. 2016). The detection of in-situ signatures of an AR jet has been attempted in the past, but with no clear results (see for instance Corti et al. 2007; Raouafi et al. 2016).

Based on our present knowledge of coronal jets and their expected signatures in the interplanetary region, we consider them as good candidates for testing connectivity diagnostics. In this paper we propose a methodology that will utilize FIP bias to connect the solar structure with the heliospheric counterpart, based on both data and modelling, and which may have a direct application for the Solar Orbiter Mission.

The paper is organized as follows: after a general introduction to the jet event in Section 2, we describe all the building blocks for the connectivity in Sect. 3. These include the use and comparison of different models for the reconstruction the coronal magnetic field, as well as the comparison of different FIP bias estimation methods. Section 4 presents the results from the modeling and data analysis while we draw our conclusions in Sect. 5.

2 The 2nd of August 2010 Solar Jet

The jet we select for our connectivity study was chosen because it had one of the most complete data coverage in time (three days around the jet) and space for the EUV observations, as well as the interplanetary signature as radio type-III burst and in-situ.

To better understand the evolution of the AR environment before, during and after the eruption, we show some context images in Figures 1 and 2. The jet occurred on August 2, 2010 in the AR 11092 between 17:10 and 17:35 UT, as seen in the AIA 171 channel and STEREO (Solar TErrestrial RElations Observatory) EUVI (Extreme UltraViolet Imager) (Figure 1).

The pre–erupting corona is instead shown in the left panel of Figure 2. Here we superposed three images from AIA, representing roughly the corona at 0.9 MK (green, 171 channel), 1.5 MK (blue, 193 channel) and 2 MK (red, 211 channel). The image shows the AR the day before the eruption at close time when two of the EIS rasters used for our analysis were taken (‘A’ and ‘B’, see Table 1). The multi color image reflects the multi-temperature property of the AR. The half left side of the AR is made of low lying ‘hot’ ($T = 3\text{ MK}$) loops and ‘warm’ ($T = 1\text{ MK}$) loops arcade above them. The north west side is made of mostly hot loops while the mid-south part contains low, large scale warm loops. This latter is probably a low density and low temperature area with a magnetic structure which opened up during the jet. This is the escaping channel of the jet.

This jet was analysed in detail by Mulay et al. (2016) who studied its possible relation with the observed interplanetary radio type-III burst using WIND data. The authors identified the footpoints of the jet in the spot and in one of the small loops just at the west side of it (labeled ‘C’ in Figure 2). Among the observed signatures of the dynamics in this area, they noticed flux emergence and cancellation prior to the eruption, cool H$\alpha$ material ejected at the same time of the coronal material, and hard HXR emission from RHESSI (Reuven Ramaty High Energy Solar Spectroscopic Imager, see their Figure 5). These are clear signatures of ongoing magnetic reconnection and plasma ejection.

Figure 2 right shows the AR the day after the jet, at the time when the EIS raster named ‘D’ was taken. We notice on the west side that the area which had a void and small scale loops has changed and filled by warm loops. We will show in Section 4.3 that some plasma is escaping from this open magnetic field area. The image also shows that the dome structure on the right side of the active region (structure ‘B’ in the Figure) is still there after the jet.
On 2 August, some activity in the AR started few hours before the jet. This was in the form of plasma flows and brightening along the loops having the footpoints at the spot in the area labeled ‘A’ in Figure 2. During the eruption, the southern part of the jet moved and expanded toward north-west, interacting with the dome-shaped loops system and its spine (arrow ‘B’ in the figure). This can also be observed from the vantage point of STEREO EUVI-A and B images, as shown in Figure 1, where the material is released near the limb. In this configuration, STEREO A and B were at separation angles of 71 and 78 degrees, respectively, from the Earth. Due to the location of the jet, the observed opening of field lines, and subsequent release of material, this jet was selected as a good candidate to possibly reach into the heliosphere and be detected by the in-situ instruments.

In the following sections we will describe our attempt to fully understand if this jet material reached the interplanetary medium. We discuss the plasma diagnostics of the AR performed during the period 1-3 August 2010 and the analysis of the magnetic field configuration before and after the jet, at small and large scales. As part of our comprehensive effort to connect the jet, we also modeled the element fractionation within the open and closed regions in order to connect remote sensing and in-situ measurements. We will discuss the search for its signatures within the in-situ measurements in Section 4.7.

### 3 Methods: Building Blocks for Connectivity

In this section we present the modeling and observational methods used in our attempt to establish the connection between the Sun and the heliosphere and track distinct coronal plasma from its solar origin into interplanetary space. In Sect. 3.1, we review different approaches to modeling the magnetic field in the extended solar atmosphere, including the potential field source surface (PFSS) model, non-linear force free field (NLFFF) modeling, and steady-state magnetohydrodynamic (MHD) modeling. In Sect. 3.2 we present the model for elemental abundance variations.

In Sect. 3.3, we review UV spectroscopic techniques and the various plasma diagnostics to determine densities, temperatures, and elemental abundances in the solar atmosphere. In Sect. 3.4, we discuss the in-situ observational techniques for measuring ionic and elemental abundances in the solar wind and the heliospheric back-mapping procedure to estimate their solar origin.
Fig. 2 A zoom in of the AR as seen in the superposition of the SDO/AIA 211 (red), 193 (blue) and 171 (green) channels. From left to right: 1st, 2nd and 3rd of August. The white boxes represent the EIS FOV of the different datasets. Middle panel: on the right side of the jet (C arrow) is the separatrix dome surface (arrow B, see text). Labeled with A is one of the footpoints of the loops at the origin of the jet. The other footpoint is at the spot.

3.1 Modeling the Coronal Magnetic Field Structure

3.1.1 Global PFSS Modeling from Synoptic Line-of-sight GONG and SDO/HMI Magnetograms

The potential field source surface (PFSS) model has been one of the most reliable and robust tools for estimating the large-scale magnetic structure of the solar corona (Altschuler and Newkirk 1969; Schatten et al. 1969; Hoeksema 1991; Wang and Sheeley 1992). In the potential field approximation the magnetic field is derived from

\[ \nabla \times \mathbf{B} = 0, \]
\[ \nabla \cdot \mathbf{B} = 0, \]

which yields a solution of the form \( \mathbf{B} = -\nabla \Psi \) where \( \nabla^2 \Psi = 0 \). The solution is obtained for \( R_{\odot} \leq r \leq R_{\text{ss}} \) where the radial field at \( r = R_{\odot} \) is taken from photospheric magnetogram observations and the source-surface, \( R_{\text{ss}} \), is the distance where the magnetic field is assumed to have become purely radial, typically \( R_{\text{ss}} = 2.5 R_{\odot} \) (Hoeksema et al. 1983). Line-of-sight photospheric observations are used to approximate the radial field at the central meridian with the \( B_r = B_{\text{los}} / \sin \theta \) relation. The scalar potential function \( \Psi \) can then be solved via a number of techniques and is often represented with a spherical harmonic expansion with the coefficients calculated in the usual fashion from the \( B_r(R_{\odot}, \theta, \phi) \) boundary condition.

While the real solar corona is realistically not current-free, the PFSS model continues to be extremely useful and widely used for estimating the large-scale magnetic field structure of the corona (e.g. Hill 2018; DeRosa and Barnes 2018), detailed topological analyses of magnetic flux systems over a wide range of spatial scales (Antiochos et al. 2011; Titov et al. 2011; Scott et al. 2018), for analyzing active region energization (Welsch and Fisher 2016), as the backbone of semi-empirical solar wind descriptions (Arge et al. 2004), and as inputs for solar and heliospheric MHD modeling (Odstrcil et al. 2004; Tóth et al. 2011; Pomoell and Poedts 2018) as well as to serve as initial condition for global NLFFF modeling (see section 3.1.2).

In this work, each of the PFSS extrapolations are calculated from their respective magnetogram synoptic maps using the formulas given in Zhao and Hoeksema (1993) for the
current-free case. We use a spherical harmonic expansion through degree $\ell = 25$ on the MHD grid (described below) and interpolated to a uniform $256 \times 512 \times 1024$ grid over $r/R_\odot \in [1, 3], \theta \in [11.25^\circ, 168.75^\circ], \phi \in [0^\circ, 360^\circ]$. We have used the standard source surface height of $R_{ss} = 2.5 R_\odot$ herein, but we note that changing the $R_{ss}$ value can modify the PFSS open flux regions. Several recent studies have investigated this issue when comparing PFSS results with the observed locations and/or sizes of coronal holes (e.g. Linker et al. 2017; Riley et al. 2019; Badman et al. 2020). The results of our PFSS extrapolations are presented in Sect. 4.1.

### 3.1.2 Global NLFFF Modeling from SDO/HMI Synoptic Vector Magnetograms

The solar corona is considered to be force-free, see Wiegelmann and Sakurai (2012, 2021) for a review. This means that, due to the low plasma $\beta$ in the solar corona, plasma forces can be neglected in lowest order and the Lorentz force vanishes. In this approximation one has to solve the nonlinear force-free field (NLFFF) equations

\[
(\nabla \times \mathbf{B}) \times \mathbf{B} = 0, \tag{3}
\]

\[
\nabla \cdot \mathbf{B} = 0, \tag{4}
\]

which we solve in spherical geometry by minimizing the functional:

\[
L(\mathbf{B}) = \int_V \left[ B^{-2} \left| (\nabla \times \mathbf{B}) \times \mathbf{B} \right|^2 + \left| \nabla \cdot \mathbf{B} \right|^2 \right] r^2 \sin \theta \, dr \, d\theta \, d\phi 
+ \int_S (\mathbf{B} - \mathbf{B}_{\text{obs}}) W(\theta, \phi) (\mathbf{B} - \mathbf{B}_{\text{obs}}) r^2 \sin \theta \, d\theta \, d\phi, \tag{5}
\]

where the surface integrals contains the observed vector magnetogram $\mathbf{B}_{\text{obs}}$, here synoptic vector maps from SDO/HMI (Solar Dynamics Observatory, Helioseismic and Magnetic Imager). We developed an optimization code to minimize the functional (5). As initial condition for the iterative minimization of the functional a PFSS model (see section 3.1.1) is used. The method has been originally proposed in Cartesian geometry by Wheatland et al. (2000). Here we use the spherical optimization code as originally developed in Wiegelmann (2007) and adjusted for the use of synoptic vector maps in Tadesse et al. (2014). As a further refinement we use a 3-level multi-scale approach here to minimize (5). More details on the application of the code to synoptic vector magnetograms and a comparison with other global coronal magnetic field models can be found in Yeates et al. (2018). For our simulations the computational grid is $180 \times 280 \times 720$ in $(r, \theta, \phi)$ over the domain $r/R_\odot \in [1, 2.5], \theta \in [20^\circ, 160^\circ], \phi \in [0^\circ, 360^\circ]$. The results are presented in Sect. 4.1.

### 3.1.3 Global Steady-State MHD Modeling

For the global steady-state MHD modeling, we use the Adaptively Refined MHD Solver (ARMS), developed by DeVore and Antiochos (2008) and collaborators. ARMS calculates solutions to the 3D nonlinear, time-dependent MHD equations that describe the evolution and transport of density, momentum, and energy throughout the system, and the evolution of the magnetic field and electric current. The numerical scheme used is a finite-volume, multidimensional flux-corrected transport algorithm (DeVore 1991). The ARMS code is fully integrated with the adaptive-mesh toolkit PARAMESH (MacNeice et al. 2000), to handle
dynamic, solution-adaptive grid refinement and enable efficient multiprocessor parallelization. ARMS has been used to perform a wide variety of numerical simulations of dynamic phenomena in the solar atmosphere, including CME initiation (Karpen et al. 2012; Dahlin et al. 2019; Masson et al. 2019), coronal jets (Parish et al. 2015; Wyper et al. 2017; Karpen et al. 2017) and interchange reconnection dynamics (Edmondson et al. 2010; Lynch et al. 2014; Edmondson and Lynch 2017; Higginson et al. 2017a,b; Higginson and Lynch 2018).

ARMS solves the ideal MHD equations in spherical coordinates,

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{V}) = 0, \]

\[ \frac{\partial}{\partial t} (\rho \mathbf{V}) + \nabla \cdot (\rho \mathbf{V} \mathbf{V}) = \frac{1}{4\pi} (\nabla \times \mathbf{B}) \times \mathbf{B} - \nabla \mathbf{P} - \rho \mathbf{g}, \]

\[ \frac{\partial T}{\partial t} + \nabla \cdot (T \mathbf{V}) = (2 - \gamma) T \nabla \cdot \mathbf{V}, \]

\[ \frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{V} \times \mathbf{B}), \]

where all the variables retain their usual meaning, solar gravity is \( \mathbf{g} = g_\odot (r/R_\odot)^{-2} \hat{r} \) with \( g_\odot = 2.75 \times 10^4 \text{ cm s}^{-2} \), and we use the ideal gas law \( P = (\rho/m_p)k_B T \). To obtain a basic isothermal solar wind outflow, we set \( \gamma = 1 \) and do not solve the temperature equation. The plasma temperature remains uniform throughout the domain for the duration of the simulation (\( \partial T/\partial t = 0 \)). The solar wind is initialized in ARMS by first solving the one-dimensional Parker (1958) equation for an isothermal coronal atmosphere,

\[ \frac{V_{sw}^2}{c_0^2} - \ln \left( \frac{V_{sw}^2}{c_0^2} \right) = -3 + 4 \ln \left( \frac{r}{r_c} \right) + 4 \frac{r_c}{r}, \]

which is characterized by the base number density \( n_0 \), pressure \( P_0 \), and temperature \( T_0 \). Thus, \( c_0 = (2k_BT_0/m_p)^{1/2} \) is the thermal velocity at \( T_0 \) and the location of the critical point is \( r_c = GM_\odot/2c_0^2 \). The MHD simulation starts with the PFSS initial state for magnetic field everywhere in domain, an initial spherically-symmetric density structure of the form \( \rho(r) = \rho_0(r/R_\odot)^{-\mu} \) where \( \mu = m_p g_\odot R_\odot / 2k_B T_0 \). We then apply the Parker solution outflow and let MHD system relax toward a quasi steady-state (see description in Lynch et al. 2016). This yields an open–closed magnetic field structure that is more physical than the PFSS extrapolations because of the force balance between the solar wind plasma outflow and the magnetic field tension in the closed flux systems. However, we note that the isothermal \( \gamma = 1 \) condition generates the simplest possible MHD wind scenario, which is done to try to minimize the required computational resources. There are other, more sophisticated thermodynamic MHD treatments that include sources and sinks in the internal energy equation such as thermal conduction, radiative losses, and various coronal heating parameterization (e.g. Lionello et al. 2014; van der Holst et al. 2014; Oran et al. 2017).

For our simulation the isothermal solar atmosphere was initialized with a spherically symmetric density profile with a base density of \( n_0 = \rho_0/m_p = 1.0 \times 10^9 \text{ cm}^{-3} \), \( P_0 = 0.276 \text{ dyn cm}^{-2} \), and \( T_0 = 1.0 \times 10^6 \text{ K} \). This yields a sound speed of \( c_0 = 128.5 \text{ km s}^{-1} \), the critical point of the initial Parker solar wind at \( r_c = 5.74 R_\odot \), and a solar wind speed at the outer boundary of \( V_{sw}(30R_\odot) \sim 350 \text{ km s}^{-1} \). The MHD computational grid utilizes block decomposition in logarithmic spherical coordinates with three levels of refinement above the level 1 grid of \( 8 \times 8 \times 16 \) blocks over \( r/R_\odot \in [1, 30], \theta \in [11.25^\circ, 168.75^\circ] \), and \( \phi \in [0^\circ, 360^\circ] \). Each computational block contains 8\(^3\) cells. The level 3 grid, therefore, represents
a 256 \times 256 \times 512 resolution in (r, \theta, \phi) over r/R_\odot \in [1, 5.48], \theta \in [11.25^\circ, 168.75^\circ], and \phi \in [0^\circ, 360^\circ]. The level 4 grid covers the location of the August 02 jet, r/R_\odot \in [1, 2.34], \theta \in [50^\circ, 114.75^\circ], and \phi \in [0^\circ, 90^\circ] with an effective resolution of 512 \times 512 \times 1024 over that region. Results from our MHD modeling are used in Sec. 4.1.

3.2 Modeling the FIP Fractionation and Elemental Composition

A difference in the elemental composition of the solar corona compared to that of the underlying photosphere was first observed by Pottasch (1963). As presented in Section 1, since this first observation, this so-called “FIP Effect” has also been observed in various regimes of the solar wind (e.g. Bochsler 2007), in solar energetic particles (SEPs) (e.g. Reames 2018), and in the coronae of other late-type stars (e.g. Drake et al. 1997). The elements that are enhanced are those that are predominantly ionized in the solar chromosphere, which indicates the likely location of the ion neutral separation.

Since the original observation of FIP fractionation, a number of key features of its variation with solar coronal region or solar wind regime have become established, allowing the abundance pattern a certain amount of diagnostic potential. Coronal holes, and the fast solar wind emanating from them, have a relatively small FIP fractionation, by a factor typically of 1.5. Slow solar wind and the closed loop solar corona usually have larger fractionations, as mentioned above by a factor \sim 3 – 4 (e.g. Bochsler 2007). However subtle differences remain. The closed loop solar corona does not show an appreciable fractionation of S, whereas frequently the slow speed solar wind does. The element S (FIP 10.36 eV) is formally a high FIP element, but among high FIP elements has the lowest FIP. This difference also shows up in abundances measured in gradual SEP events compared to those measured in accelerated particles in co-rotating interaction regions (Reames 2018), with the implication that seed particles for shock acceleration in gradual SEP events originate in the solar corona, whereas those for particle acceleration in co-rotating interaction regions are swept directly out of the ambient solar wind.

Further variations in fractionation are also seen in the coronae of active stars, and more recently in some solar flares, where the FIP effect is inverted. This depletion of the low-FIP element abundances has become known as the Inverse FIP or I-FIP Effect, and posed a particular challenge to understanding the phenomenon. While various mechanisms might be able, qualitatively at least, to accelerate chromospheric ions into the corona in preference to chromospheric neutrals, the reverse is more difficult to envisage. One mechanism of fractionation that does offer the possibility to act in either direction, and which also captures the variations in fractionation outlined above is that due to the ponderomotive force (e.g. Laming 2004b, 2009, 2012, 2015). This arises due to the effects of wave reflection and refraction as Alfvén waves propagate through the chromosphere. The chromospheric wave field depends on the coronal magnetic field structure above it, hence the difference between open and closed fields, but the fractionation also depends on local chromospheric physics.

The instantaneous ponderomotive acceleration, \(a\), acting on an ion is evaluated from the general form (see e.g. the appendix of Laming 2017)

\[
a = \frac{c^2}{2} \frac{\partial}{\partial z} \left( \frac{\delta E^2}{B^2} \right)
\]

where \(\delta E\) is the wave (transverse) electric field, \(B\) the ambient (longitudinal) magnetic field, \(c\) the speed of light, and \(z\) is a coordinate along the magnetic field.
Given the ponderomotive acceleration, element fractionation is calculated using input from the chromospheric model (Laming 2017)

\[
f_k = \frac{\rho_k(z_u)}{\rho_k(z_l)} = \exp \left\{ \int_{z_l}^{z_u} \frac{2\xi_k a v_{kn} / \left[ \xi_k v_{kn} + (1 - \xi_k) v_{ki} \right]}{c_0^2/A_k + v_{\parallel,osc}^2 + 2v_{sw,k}^2} \, dz \right\}. \tag{12}\]

This equation is derived from the momentum equations for ions and neutrals in a background of protons and neutral hydrogen. Here \(\xi_k\) is the element ionization fraction, \(A_k\) the element atomic mass number, \(v_{ki}\) and \(v_{kn}\) are collision frequencies of ions and neutrals with the background gas (mainly hydrogen and protons, given by formulae in Laming 2004b), \(c_0^2/A_k = 2k_B T/m_k = 2v_z^2\) represents twice the square of the element thermal velocity along the \(z\)-direction, \(v_{sw,k}\) is the upward flow speed and \(v_{\parallel,osc}\) a longitudinal oscillatory speed, corresponding to upward and downward propagating sound waves. At the top of the chromosphere where background H is becoming ionized \(\nu_{ki} \gg \nu_{kn}\), and small departures of \(\xi_k\) from unity can result in significant decreases in the fractionation. This feature is important in inhibiting the abundance enhancements of S and P at the top of the chromosphere (Laming et al. 2019). These are the high-FIP elements with the lowest FIP (10.36 and 10.49 eV respectively) and reach high levels of ionization (\(\sim 0.8\)) in this region. Lower down where the H is neutral this inequality does not hold, and these elements can become fractionated. Results from this model are presented in Section 4.6.

### 3.3 Coronal Observations and EUV Plasma Diagnostics

The solar conditions for the three days period of interest were investigated using Hinode/EIS (EUV imaging spectrometer) EUV data (Culhane et al. 2007). The observations are summarized in Table 1. The EIS studies had different properties but they were mostly centered in the spot, as shown in Figures 2, 7, 8 and 9.

For 1 August, the analysis of two different datasets has provided a quite complete picture of the pre-eruption AR conditions. In particular, a full-spectrum (dataset B) has been used for the FIP bias diagnostics. The dataset taken on 2 August (dataset C), contains a very limited number of lines which could only be used for Doppler maps in Fe XII. These, however, provide us with temporal information. Density and Doppler maps could be obtained also for 3 August (dataset D).

The EIS data have been processed using the standard software available on the Solarsoft EIS database, unless differently stated. The spectral line profiles and total intensities were measured assuming a Gaussian profile using the Del Zanna (2013) radiometric calibration.

The plasma diagnostics were done using the CHIANTI v.8 atomic and software database (Dere et al. 1997, 2019), unless differently mentioned. Synthetic line intensities were calculated assuming ionization equilibrium and photospheric composition (Asplund et al. 2009). Density maps of the observed regions were obtained applying the line ratio technique to Fe XIII diagnostics (Parenti (2015), see Section 4.4). The Differential Emission Measure distribution (DEM) was derived using the (Del Zanna, 1999) method which provides the thermal structure distribution of the plasma integrated along the line of sight. The FIP bias analysis was done using two different methods: the DEM and LCR (see Sections 4.4.1, 4.4.2).
Table 1  EUV HINODE/EIS data used in the paper.

| Inst. | Date       | Start [UT] | End   [UT] | Set | Center [x'', y''] | FOV [x'', Y''] |
|-------|------------|------------|----------|-----|------------------|---------------|
| EIS   | 1/8/2010   | 21:05:24   | 21:15:05 | A   | -337.8, 94.3     | 69.9, 248.0   |
| EIS   | 1/8/2010   | 23:39:35   | 00:41:28 | B   | -315, 93.3       | 60.0, 512.0   |
| EIS   | 2/8/2010   | 10:51:02   | 11:36:08 | C   | -219.3, 90.0     | 159.7, 512.0  |
| EIS   | 2/8/2010   | 14:13:01   | 14:58:06 | C   | -189.8, 89       | 159.7, 512.0  |
| EIS   | 3/8/2010   | 11:28:21   | 11:46:44 | D   | -16.5, 106.2     | 50.9, 384.0   |

3.4 Connecting Solar to the in-situ Observations

In this section we describe the technique we used for another important block for our Heliosphere-Sun connectivity, that is the procedure which backs-map the in-situ measures to a location on the solar surface.

The heliospheric structure of the solar wind’s Parker spiral (Parker 1958) can be estimated through integrating the velocity streamlines associated with the observed radial speed measurements at 1 AU. Assuming the observed radial speed is constant, this yields

\[
v_r(r) = V_r(1 \text{ AU})
\]

\[
v_\phi(r) = -\Omega_\odot (r - R_\odot)
\]

where the solar rotation rate \( \Omega_\odot = 2.87 \times 10^{-6} \text{ rad s}^{-1} \). This ballistic back-mapping projects the time series of plasma observed at 1 AU (which has an equivalent longitude in each Carrington Rotation) backwards in time to an earlier radial location, taken here to be the potential field source surface at \( r = 2.5 R_\odot \). The resulting Carrington longitude of the velocity streamline origin has an equivalent date and time corresponding to the time the plasma parcel was released from the Sun. From the inner boundary of the ballistic back-mapping, a coronal magnetic field model or extrapolation (e.g. PFSS, NLFFF, MHD) can then be used to continue the mapping from the corona to the solar surface. This ballistic mapping method has been applied to Ulysses data and discussed by Neugebauer et al. (2002, 2004) and variations of this approach continue to be used to analyze solar wind source regions (e.g. Gibson et al. 2011; Zhao et al. 2013a,b, 2017a; Badman et al. 2020). Note that the overall uncertainty in the position of the footpoint of the magnetic field lines as mapped by these techniques are within approximately 10° (Neugebauer et al. 2002; Leamon and McIntosh 2009). Results for this analysis are given in Section 4.7.

4 Results

4.1 Global Magnetic Field Configuration for 2010 August 02

We apply each of the magnetic field modeling techniques described in Section 3.1 to various synoptic magnetogram data during Carrington Rotation 2099 (observed from 13 July through 08 August) which encompasses the 2010 August 02 coronal jet. Figure 3 shows the results of the global PFSS, NLFFF magnetic extrapolations and steady-state MHD modeling, co-aligned such that August 02 (yellow dashed line) corresponds to a Carrington Longitude of \( \phi = 94° \) in each panel.
The top panel of Figure 3(a) shows the GONG synoptic map interpolated to a uniform 180 × 360 grid in (θ, φ). The bottom panel of Figure 3(a) plots the open field footpoints in green (positive polarity) and red (negative polarity) along with the global helmet streamer structure (blue field lines) and the \( B_r = 0 \) neutral line at \( r = 2.5 R_\odot \) representing the cusp of the global helmet streamer belt. Figure 3(b) shows the HMI radial field synoptic map on a 360 × 720 (θ, φ) grid and the corresponding open field regions and streamer belt configuration. Figure 3(c) shows the results for the global, spherical NLFFF modeling (§3.1.2) based on the HMI synoptic vector magnetograms for CR 2099. Here, the upper panel shows the NLFFF \( B_r(\theta, \phi) \) solution at \( r = R_\odot \) (rather than the observed synoptic map), and the lower panel plots the open field foot points colored by their polarity, representative streamer belt field lines, and the \( B_r = 0 \) contour at 2.5 \( R_\odot \) as the black line to indicate the streamer cusp and heliospheric current sheet location. Figure 3(d) shows the steady state MHD solar wind outflow (§3.1.3) based on the GONG PFSS magnetic field extrapolation for the initial magnetic state using \( \ell = 16 \) degrees of the spherical harmonic expansion. As in panel (c), the top panel shows the PFSS solution at \( r = R_\odot \), and the bottom panel shows the open field regions and streamer structure at \( t = 100 \) hr into the solar wind relaxation.

Figure 3 illustrates both similarities and differences in each of the global magnetic field models. In a rough, qualitative sense, the open field regions of the large-scale coronal holes are essentially in agreement. The northern negative polarity coronal hole has an extended “elephant trunk” structure extending to low-latitudes and the global helmet streamer belt shape has significant excursions above and below the ecliptic plane, as characterized the \( B_r = 0 \) contour at 2.5 \( R_\odot \) in black and the spatial coverage of the blue streamer belt field lines. While the GONG-based modelling shows the helmet streamer belt extending to greater latitudes than the HMI-based modelling, in general, both the NLFFF results (based on HMI synoptic map show) and the steady-state MHD results (based on the GONG synoptic map) maintain their qualitative agreement to the global configurations of the PFSS extrapolations based on their respective source synoptic maps. We note that the PFSS/GONG extrapolation does not capture the open field region adjacent to AR 11092 that is present in both of the HMI-based models at a Carrington longitude of \( \sim 84^\circ \) just west of the arrow (see also Figure 5). However, the MHD configuration does recover this AR-adjacent open field due to the restructuring of the open-closed flux boundary and establishment of the force-balance of the steady-state solar wind outflow.

A quantitative characterization of the differences in the modelling results is presented in Table 2 where we compare properties of the global magnetic field distribution in each of the model cases. The four columns represent each of the models shown in Figure 3. The first three rows are the minimum and maximum ranges of \( (B_r, B_\theta, B_\phi) \) on the \( r = R_\odot \) lower boundary, followed by the total unsigned radial magnetic flux, \( \Phi(r) = \int |B_r| \, dA \), at radial heights of \( r/R_\odot = \{1.0, 1.1, 1.5, 2.5\} \), and the total magnetic energy \( E_M = \int B^2/(8\pi) \, dV \). For the MHD simulation, the radial fluxes and total magnetic energy values are at \( t = 100 \) hr, i.e. at the end of the steady-state solar wind relaxation. The differences in \( \Phi(r) \) between 2.5 \( R_\odot \) and 1.5 \( R_\odot \) show the same level of variation seen between the different models. The fact that three of our four cases have regions of open flux adjacent to our jet event location ensures this is a robust feature of the large-scale topology. We also refer the reader to the study by Riley et al. (2019) that examines the impact of varying the PFSS source surface height on the area and shape of open flux regions.

---

1 ftp://gong2.nso.edu/oQR/zqs/201008/mrzqs100802/mrzqs100802t1154c2099_034.fits.gz
2 http://jsoc.stanford.edu/data/hmi/synoptic/hmi.Synoptic_Mr_small.2099.fits.
3 For an overview http://hmi.stanford.edu/hminuggets/?p=1689.
Fig. 3  Comparison of the global magnetic structure during CR2099. Panel (a) PFSS extrapolation based on the GONG synoptic map. Panel (b) PFSS extrapolation based on the HMI radial field synoptic map. Panel (c) NLFFF extrapolation from HMI vector data. Panel (d) steady-state MHD solution initialized from the GONG PFSS extrapolation. The dashed line indicates the central meridian on 2 Aug 2010 while the rectangle shows the field of view in Figure 5. The arrow indicates AR 11092. The upper plot in each panel shows either the observed or modeled radial field distribution at $r = R_\odot$ and the lower plot shows the map of open field regions (red negative polarity, green positive polarity) and structure of the helmet streamer belt (blue field lines). The black line is the $B_r = 0$ contour at $r = 2.5R_\odot$. 
Table 2 Comparisons of the magnetic field model extrema at the lower $r = 1R_\odot$ boundary and total unsigned magnetic flux at increasing heights.

|                  | PFSS (GONG) | PFSS (HMI) | NLFFF (HMI) | MHD (GONG) |
|------------------|-------------|------------|-------------|------------|
| min, max $B_r$ [G] | $-65.2, +57.3$ | $-72.7, +70.7$ | $-820.5, +381.4$ | $-26.0, +24.8$ |
| min, max $B_\theta$ [G] | $-25.7, +24.3$ | $-31.6, +33.0$ | $-173.2, +213.0$ | $-10.8, +10.7$ |
| min, max $B_\phi$ [G] | $-55.5, +38.7$ | $-64.9, +41.3$ | $-421.3, +291.9$ | $-17.4, +21.7$ |
| $\Phi(r = 1.0)$ [Mx] | $1.360 \times 10^{23}$ | $1.669 \times 10^{23}$ | $1.893 \times 10^{23}$ | $1.209 \times 10^{23}$ |
| $\Phi(r = 1.1)$ [Mx] | $6.094 \times 10^{22}$ | $7.282 \times 10^{22}$ | $7.676 \times 10^{22}$ | $5.887 \times 10^{22}$ |
| $\Phi(r = 1.5)$ [Mx] | $2.242 \times 10^{22}$ | $3.124 \times 10^{22}$ | $2.485 \times 10^{22}$ | $2.151 \times 10^{22}$ |
| $\Phi(r = 2.5)$ [Mx] | $1.479 \times 10^{22}$ | $2.381 \times 10^{22}$ | $1.737 \times 10^{22}$ | $1.494 \times 10^{22}$ |
| $E_M$ [erg]       | $4.197 \times 10^{32}$ | $6.048 \times 10^{32}$ | $1.177 \times 10^{33}$ | $2.674 \times 10^{32}$ |

Figure 4 presents the comparison between the multi-viewpoint white-light coronagraph observations with the steady-state MHD wind outflow and its resulting streamer structure shown in Figure 3(d). The top row of Figure 4 contains the (a) STEREO-B, (b) Earth view, and (c) STEREO-A perspectives as composite plots of EUVI, COR1, and COR2 data in panels (a) and (c), and a composite plot of AIA, the HAO MLSO MK4, and LASCO C2 data in panel (b). The middle row of Figure 4, panels (d)–(f), show the synthetic white light intensity derived from the MHD 3D density data cube, normalized by the $t = 0$ hr spherically-symmetric density profile (as in Lynch et al. 2016). The bottom row of Figure 4, panels (g)–(i), show the representative open field lines colored with the same positive, negative (green, red) polarity and the closed field streamer structures (blue) in the plane of the sky for each respective viewpoint.

The qualitative agreement between the observed and modelled helmet streamer structure is quite reasonable. The MHD simulation’s synthetic brightness structures (corresponding to the line-of-sight integrated white light emission from the density enhancements of the global helmet streamer belt and the largest pseudostreamers) occur at approximately the same locations with approximate the same widths as the observed coronagraph features. The agreement for the STEREO spacecraft viewpoints is a bit better than the LASCO/Earth-view. In general, the disagreement is most apparent in the simulation streamers being slightly more radial than the observed streamers. This is influenced by the nearby open field strengths and their resulting open fluxes. The representative open field lines of Panels (g)–(i) were traced from a series of points in the selected planes-of-the-sky so some overlap between these open field lines and some of the representative closed streamer field lines (blue) show that there are significant line-of-sight contributions in both the observed and synthetic white-light intensities.

4.2 Local Magnetic Field Configuration for 2010 August 02

In this section, we further examine the coronal magnetic field structure in the vicinity of AR 11092 and the August 02 jet source region in order to investigate the relationship between these structures and the EUV remote sensing observations of the coronal plasma. The top row of Figure 5 plots the Earth-view of the large-scale coronal topology associated with the helmet streamer belt (blue field lines) and the (positive, negative) open field regions (green, red) predicted from the (a) PFSS/HMI, (b) NLFFF/HMI, and (c) steady-state MHD/GONG modeling results presented in Figure 3. In each panel, we have drawn a $0.7 R_\odot \times 0.7 R_\odot$ box...
Fig. 4  Comparison of the steady-state MHD coronal structure to white light coronagraph data. Panels (a)–(c): STEREO/SECCHI and SOHO/LASCO with SDO/AIA data from 2010 Aug 02. Panels (d)–(f): synthetic white light images from MHD density structure from each viewpoint. Panels (g)–(i) Representative magnetic field lines in the plane of the sky showing extended streamer structures.

on the disk face corresponding to the approximate field-of-view of the region encompassing the various EUV spectroscopy measurements. The bottom row of Figure 5 plots each of the regions indicated above (~ 670” × 670”) including the strong-field negative polarity spot in AR 11092 and the AR-adjacent open field regions (red shading).

There are both similarities and differences in each of the magnetic field modelling results in and around the coronal jet source region. Each model produces some small concentration of open flux associated with the western edge of AR 11092 and larger region of open flux further west, even in the PFSS and MHD cases where the magnetic field on the 1 $R_\odot$ boundary is severely under-resolved. Based on the visual inspection, the shapes of these open flux concentrations are quite different, but their overall locations with respect to AR 11092 are in fairly good agreement. The helmet streamer field lines are representative of the open-closed field topological boundary. Additionally, in each case, the two concentrations of negative polarity open fields signify a pseudostreamer-like closed-flux system to the west of AR 11092. This recalls the dome structure visible in Figure 2 label as ‘B’. For the purposes of our in-
vestigation herein, the fact that each model reproduces open flux in the immediate vicinity of the observed AR jet means that there is a strong possibility for at least some AR material to end up on open or newly-opened field lines during the eruption process.

4.3 Local Magnetic Field Configuration for the Period August 1–3

We inferred the temporal evolution of the magnetic field around the spot during the period August 1–3 applying the NLFFF method described in Sec. 3.1.2. Differently from what made for the global extrapolation in the previous section, here we used the daily vector magnetic field data. This would be a more representative for the temporal evolution of the smaller scale features.

We used full disk vector field for the 1st, 2nd and 3rd of August 2010 obtained in Heliographic–Helioprojective Cartesian (HGLN/HGLT-HPC). All the vector magnetic field data are provided by SDO/HMI. The computational grid is 256x372x512 over the domain \( r/R_\odot \in [1, 2.5] \), \( \theta \in [20^\circ, 160^\circ] \), \( \phi \in [90^\circ, 270^\circ] \).

We applied the NLFFF model on HMI data before the jet on 1st of August 2010 at 23:36:00 UT, 2nd of August at 14:12:00 UT and after the jet on 3rd of August at 11:48:00 UT. From the solution of the extrapolation we trace the open field lines from the photosphere into the corona at 2.5 \( R_\odot \) which we display in Fig. 6, left column. We performed the tracing of the field lines for window of 7° latitude and 10° longitude, around the sunspot. We also traced in back the field lines rooted in the CO1 region. While the position of the latitude window remains the same in all of the images, the position of the longitude window changes with the solar rotation.
In Fig. 6 right column we show the photospheric footprints of the open magnetic field lines overlapped over the HMI radial magnetic field. The variations in the local topology of the magnetic field are strongly visible before and after the jet. We remark a decrease of open field before the jet, probably connected with the activity visible in the SDO/AIA data in the region before the jet and indicating that some reconnection have already taken place. Our results also show a variation of the volume occupied by this open field with different expansion with height during the three days. Some small differences in the position of the open field footpoints for the 2nd of August is visible between this result and that shown on the middle panel of Figure 5. But the general agreement that the area around the spot contains open flux tubes is respected.

4.4 Corona Plasma Parameters from EUV Observations

Using the datasets listed in Table 1 we performed the diagnostics analysis for density, temperature, Doppler motion and FIP bias in various area of the active region. Our purpose is to identify any difference within the active region that can uniquely be used to possibly match the interplanetary properties measured by WIND at the estimated solar wind arrival time.

The top line and middle panel of the bottom line of Figure 7 show the Fe XII 195.2 Å intensity (negative) maps for the rasters listed in Table 1, A, C and D. We can identify the spot at the center of the FOV and the long loops in the middle-left side of it. The southwest side of the rasters is the area interested by the jet eruption. This indeed is the area
where we see the highest topological change from August 1st to the 3rd. These different structures of the AR will be investigated in Section 4.4.1. The first and third panels of the bottom line of the figure show the density maps for the 1st and 3rd of August respectively, and are obtained from the line ratio technique applied to the Fe XII 186.8/195.12 Å lines. These maps are quite noisy, but we clearly see the morphological change of the denser core of the AR. When comparing the intensity map for the 2nd of August with Fig. 5, we see consistency in the morphology with both zoomed panels (a) and (b), even though panel (b) shows the open channel and more complex field distribution in the jet location.

### 4.4.1 Pre-eruption AR from the EIS Full Spectrum on August 1st

On August 1st EIS rastered the jet region with the 1” slit in about 1 hour. It recorded the full spectrum (dataset B in Table 1). Figure 8 shows SDO/AIA images of the AR on August 1st, with the FOV of the full EIS raster superimposed. The observation was about 17 hours before the jets observed on August 2nd. The EIS FOV was centred on the western sunspot region. The AIA 195 and 335 Å images, dominated by 1.5–3 MK plasma (Fe XII – Fe XVI) in the AR core, show the ‘dark’ channel, site of coronal outflows and the jet evolution (see also Figure 2, arrow ‘C’).

The AIA 171 Å shows 1 MK plasma (Fe IX). It is clear that a fan system of cool loops extending towards the west is superimposed on the coronal outflow channel. Various other system of loops extending towards the east are the brightest features in the image. Finally, the usual dark channel is clearly visible as surrounding the AR core.

The black box in Figure 8 shows the inner region of the EIS FOV, displayed in Figure 9, which shows the intensities in a selection of spectral lines, as well as the Doppler image in Fe XII. The EIS data were processed using custom-written software by one of the authors (GDZ) which essentially reproduce the steps in the *SolarSoft* routines, with the difference that bad pixels are replaced with interpolated values and the pseudo-continuum (bias) is removed when fitting the spectral lines. The Doppler image was obtained by removing the orbital variations and the expected variations along the slit, as described in the EIS software note No. 23. For the rest wavelength, we used a region in the bottom of the slit, outside from the FOV in the image, and from the AR core. The EIS spectra are dramatically different depending on the source region. Despite the 60 s exposures, spectra needed to be averaged over some regions, especially where the coronal signal is low. The regions selected for further analysis are shown in Figure 9. ‘CO1’ is the main region, close to the Sunspot and the origin of the jet, within a coronal outflow region (blueshift in the Doppler map). ‘CO2’ is a similar region. ‘Hot’ and ‘Hot2’ are two regions with strong emission around 3 MK, and little emission at lower temperatures. ‘Hot’ is on a system of short loops, while ‘Hot2’ is on a system of long loops. Finally, three regions on the cool loops extending towards the west were selected (CL1, CL2, CL3). Again, the loops have different lengths. Little hotter emission is present along the line of sight.

We obtained averaged spectra and carefully fitted all the lines. The most important lines for chemical abundance diagnostics are very weak. We then performed a DEM analysis (Del Zanna 1999) to obtain the temperature distribution and the relative chemical abundances, using CHIANTI version 8 atomic data (Del Zanna et al. 2015) although we note that changes in the latest version 10 only introduce small (10–20%) differences in a few ions. We used a constant density of $2 \times 10^9$ cm$^{-3}$ for all the regions (consistently with the values found by applying the line ratio technique in Section 4.4, Figure 7) to calculate the contribution functions $G(T, N)$ of the lines.
An example is shown in Figure 10, for the coronal outflow region CO1. The points indicate the ratio of the predicted vs. observed radiance, multiplied by the DEM value at an effective temperature (i.e. an average temperature weighted by the DEM distribution). The emission in the 2–3 MK region is an order of magnitude lower than the typical emission in active regions. The FIP effect can only be constrained by the Fe/S relative abundance. Lines
from $\text{S VIII}$, $\text{S X}$, $\text{S XIII}$ were clearly observed. There are plenty of strong Fe lines to constrain the DEM. The coronal abundances discussed in Del Zanna and Mason (2018), where $\text{Fe} / \text{S}$ is enhanced by a factor of 3.2 over its photospheric value (Asplund et al. 2009), were used. $\text{Ar XIV}$ is at the limit of detectability, which further confirms that the abundances were not close to photospheric, otherwise the high-FIP Ar line would have been much stronger and easily observed. The weak Ar emission is consistent with this FIP effect of 3.2. Note that the emission in the coronal outflow region is strongly multi-thermal. Also note that the peak of the DEM, at much lower temperatures, refers to the cool fan loops along the line of sight that are clearly visible in the EIS $\text{Fe VIII}$ (and in the AIA 171 Å image, which we have mentioned).

Other coronal outflow regions such as CO2 showed the same coronal abundances. The hot loop regions also had the same abundances, in agreement with the AR core results reviewed by Del Zanna and Mason (2018). In this case, additional lines from $\text{S XI}$ and $\text{S XII}$ could be used.

On the other hand, all the cool loop legs (CL1, CL2, CL3) indicated a much smaller FIP effect, with abundances closer to the photospheric values of (Asplund et al. 2009). The DEM is well constrained by several strong lines from low FIP ions: $\text{Mg V}$, $\text{Mg VI}$, $\text{Mg VII}$, $\text{Si VI}$, $\text{Si VII}$, and $\text{Fe VIII}$. The available high-FIP ions are $\text{O V}$ and $\text{O VI}$ only. Using the CHIANTI v.8 ionization equilibrium we obtain relatively good agreement between $\text{O V}$, $\text{O VI}$ and the low-FIP lines with an FIP bias of 1.8, for CL1 and CL3. For CL2, the intensities of the $\text{O V}$ lines are consistent with photospheric abundances, while those of $\text{O VI}$ are consistent with an FIP bias of 1.6. As $\text{O VI}$ is one of the ‘anomalous’ ions, where typically predicted intensities in the quiet Sun are a factor 3-5 lower than observed (Del Zanna and Mason 2018), we think that the $\text{O V}$ results are more reliable. Density-dependent effects in the ionization equilibrium are known to improve predictions. For a recent example on the quiet Sun, see Parenti et al. (2019), and for recent calculations on C and O ions Dufresne and Del Zanna (see 2019) and Dufresne et al. (2020). Such effects are also taken into account within ADAS$^4$ (Atomic Data and Analysis Structure, see, e.g. Summers et al. (2006), Giunta et al. (2015)), which deals with a full density dependent collisional-radiative modelling applied to astrophysical and controlled fusion plasmas. As significant uncertainties in the ion abundances are present for some of the elements considered here, we have not included these effects, which in general tend to shift the temperature of formation of these
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$^4$https://www.adas.ac.uk; https://open.adas.ac.uk.
Fig. 9 Integrated intensities (negative images) maps at different temperatures from the EIS raster at 23:39 UT August 1st (dataset B). Mg V 276.581 Å (logT=5.5), Mg VI 268.991 Å (logT=5.6), Fe VIII 185.216 Å (logT=5.8), Fe XII 195.119 Å (logT=6.2), Fe XV 284.163 Å (logT=6.3), The velocity map from Fe XII is also shown (with the limits at +/- 30 km/s). The various regions selected for further analysis are indicated.

...ions to lower temperatures, but do not affect significantly the relative abundances. The main uncertainties are in the EIS relative calibration and in the ionization equilibrium. They are not simple to estimate, but are of the order of 30%. The summary of our results for the FIP bias are listed in Table 4 bottom line.
4.4.2 Estimating the FIP Bias Using an Alternative Diagnostic Method

In addition to the previous analysis, we determined relative FIP bias maps for these regions of interest at four different temperature ranges using the linear combination ratio (LCR) method (Zambrana Prado and Buchlin 2019). This method allows us to determine relative FIP biases in the corona from spectroscopic observations in a way that is in practice independent from DEM inversions. We optimize linear combinations of spectral lines of low-FIP and high-FIP elements so that the ratio of the corresponding linear combinations of radiances yields the relative FIP bias with a good accuracy. We developed a Python module, which is available at fiplcr, to compute the optimal linear combinations of spectral lines and to use them to compute relative FIP bias maps from observations. The CHIANTI database version 9.0 was used together with the ChiantiPy Python package (version 0.8.5), although we note that the data for the coronal ions is the same as in version 8. To perform the optimisations we used contribution functions computed with the same density as the previous analysis \((2 \times 10^9 \text{ cm}^{-3})\), and we computed the relative FIP biases using the radiances previously obtained. We used three sets of spectral lines that were observable in all regions and a fourth set that was observable only in regions CO1 and CO2; they are listed in Table 3. We determine either the iron to sulfur \(\text{Fe}/S\) relative abundance, a mix between silicon and iron to sulfur \((\text{Fe} & \text{Si})/S\), or a mix between calcium and iron to argon \((\text{Ca} & \text{Fe})/\text{Ar}\).

The results from the FIP bias measurements at different temperatures are given in Table 4. We assumed photospheric abundances from Asplund et al. (2009). The relative FIP bias value obtained is listed for every selected region. The uncertainties are computed using a statistical approach based on the Bayes theorem\(^5\). It allows us to define the likelihood of the plasma’s real relative FIP bias given the inferred relative FIP bias measured with spectroscopic observations. Using this probability distribution we compute the credibility interval at 75% which is also listed for every measurement in Table 4.

Sulfur is an intermediate FIP element which can be subject to a slight enhancement of its abundance. It is therefore no surprise that we obtain a higher value when comparing iron and calcium to argon in set #4, argon having a much higher FIP than sulfur. In the CO1 and CO2

\(^5\)We use Monte-Carlo simulations to simulate noisy radiances by adding Gaussian random perturbations with a 20% standard deviation assuming that this would be a typical error bar one would obtain for the radiances of EIS observations. From these noisy observations computed assuming different relative FIP biases we obtain \(P(f_p \mid f_i)\), the probability distribution of the real relative FIP bias of the plasma \(f_p\) knowing that we have obtained a measured (inferred) relative FIP bias \(f_i\).
Table 3  Sets of spectral lines used to measure the relative FIP bias as various temperatures using the LCR method on dataset B. The table shows four different sets of spectral lines, their wavelengths, the temperature of maximum abundance $T_{\text{max}}$ and the FIP value.

| Set # | Ion   | Wavelength (Å) | $\log T_{\text{max}}$ (K) | FIP (eV) |
|-------|-------|----------------|---------------------------|----------|
| 1     | S VIII | 198.553        | 5.9                       | high (10.36) |
|       | Si VII | 275.361        | 5.8                       | low (8.15) |
|       | Si VIII| 276.85         | 5.9                       | low      |
|       | Fe X  | 184.537        | 6.0                       | low (7.9) |
|       | Fe XI | 180.401        | 6.1                       | low      |
| 2     | S X   | 264.23         | 6.2                       | high     |
|       | Si X  | 258.374        | 6.1                       | low      |
|       | Fe XIII| 202.044       | 6.2                       | low      |
|       | Fe XIV | 264.788       | 6.3                       | low      |
| 3     | S XII | 288.434        | 6.3                       | high     |
|       | S XIII| 256.685        | 6.4                       | high     |
|       | Fe XV | 284.163        | 6.3                       | low      |
|       | Fe XIV| 211.317        | 6.3                       | low      |
|       | Fe XVI| 262.976        | 6.4                       | low      |
| 4     | Ar XIV| 194.401        | 6.5                       | high (15.8) |
|       | Ca XIV| 193.866        | 6.5                       | low (6.11) |
|       | Fe XV | 284.163        | 6.3                       | low      |

regions we observe an enhancement of low FIP elements as compared to sulfur of a factor 2 and at least a factor 3 when compared to argon. We should however note that the argon and calcium lines are very weak. As we have used Gaussian noise with a standard deviation of 20% to simulate noise for all lines, the uncertainties for the relative FIP bias obtained are most likely underestimated as these very weak lines (at least an order of magnitude lower than the iron line we also have in this set) would drag along more noise. The hotter loop regions HOT and HOT2 show photospheric abundances at lower temperatures (results of set # 1). Given that the very hot loops we wanted to analyse within this region barely exist at those temperatures and that coronal plasma is optically thin, what we are seeing in this temperature range is probably the underlying quiet sun material which does generally have abundances closer to photospheric. Higher in temperature we see an enhancement in the abundance of low FIP elements closer to a factor 2. We find similar results to the DEM analysis (Section 4.4.1) for regions CO1 and CO2. Concerning the hot loops, the LCR method yields lower abundance biases, still consistent with the DEM analysis.

4.4.3 Evolution of the AR Between 1 and 3 August

Figure 11 second panel shows a zoom of the velocity map of Figure 9. The other panels show the maps of Doppler shift in the range ±30 km/s for the A, C and D rasters (1st, 2nd and 3rd August) derived from Fe XII. The reference position of the line was obtained as follow. For each spatial pixel the line profile was fitted using a double-Gaussian as suggested by Young et al. (2009). The position of the brightest component of the Fe XII doublet was
averaged (in the post-processed data, that is applying the correction for orbital variation and variations along the slit) in a QS region within the raster. We do not have an appropriate QS area, however, we did this for the datasets C and D, selecting a box of 20 pixels in the bottom of the raster. For the dataset A we adopted as reference the averaged line position within the whole raster (Peter and Judge 1999).

In the second velocity map in Figure 11 have overplotted in violet the open magnetic field lines footpoints obtained from the NLFFF extrapolation. We see that the outflow ‘CO1’ region is consistent with the open flux located close to the spot. The first panel in the figure is the map obtained from the data taken two hours earlier than the second panel (and which has a slightly different FOV). The two maps are similar even though the lower exposure time of the first dataset makes the map noisier. The small outflow region (CO1 is part of it) on the north part of the spot is still present. The larger upflow areas on the top of the raster are possibly associated with the quasi-horizontal loops (as projection effect) that are better visible in the third and fourth panels (see also Figure 7 and Figure 1). The third and fourth panels (2nd August) show some red-shift spots associated with the jet precursor activity along the jet channel. These may be the signatures of flows due to reconnection events. In this respect we also plot in Figure 12 intensity maps for the hotter Fe XIV–XV (depending on the available lines in the data) during the three days. We see the hot core of the AR with short loops on the 1st of August (first two panels). On the 2 August we clearly see an hot blob in the jet channel in correspondence of the red-shifted blob of Figure 11, panels 3 and 4. We remind that these data are taken few hours before the jet. On the day of the jet and afterward, the north part of the spot becomes completely red-shifted and loop-shaped.

### 4.5 Linking the Results from EUV Data with the Modelling

In this section we examine the MHD simulation results in the context of the EUV observations and discuss the quantities from the global modelling that are provided as inputs to the more detailed FIP modelling in Sect. 4.6. Figure 13 displays several magnetic field and plasma properties of the MHD solution in the vicinity of the AR jet, i.e. in the same viewpoint shown in Figure 5.

In Figure 13(a), we show the flux tube expansion factor (Wang and Sheeley 1990), calculated as $f_{\text{exp}} = (r_0/r_f)^2 \left[ |B_r(r_0)|/|B_r(r_f)| \right]$, where the starting foot point of each magnetic field line (flux tube) is given by $r_0$. We construct a uniform $256 \times 256$ grid in $(\theta, \phi)$.
Fig. 11  Velocity maps from Fe XII 195.2 Å. From the left to the right: 1 August (first and second panels, dataset A and a zoom on dataset B), 2 August at 10:51, 14:13 UT, and 3rd August. The black arrow points at the outflow region CO1. The second panel also shows, in violet crosses, the location of the footpoints of the open magnetic field. Note that the plotted FOV is different in each panel.

Fig. 12  Negative intensity maps for hot iron lines. From left to right, Fe XIV 274.2 Å and Fe XV 284.1 Å for August 1 at 10:51 UT, Fe XIV 211.3 Å for August 2 at 14:13 UT and Fe XV 284.1 Å for August 3 at 11:28 UT.

for the field line foot points on the $r_0 = R_\odot$ lower boundary, with $\theta \in [-13^\circ, 35^\circ]$ and $\phi \in [69^\circ, 122^\circ]$. For the field line geometric quantities in this section, we use the near-Sun portion of the global domain, $r \in [1, 2.5] R_\odot$, i.e., if the field line passes through the $r = 2.5 R_\odot$ surface, we consider it “open.” The expansion factors for closed field lines are calculated in exactly the same way. However, since $(r_0/r_1)^2 = 1$ for closed field lines, only the ratio $|B_0(r_0)|/|B_1(r_1)|$ contributes to $f_{\text{exp}}$. The geometry of the open-field magnetic flux tubes are a key parameter in both semi-empirical models of the solar wind (e.g. the
Fig. 13 Magnetic field and plasma properties in the sub-domain of the MHD results shown in Figure 5. (a) Magnetic flux tube expansion factor. The polarity inversion lines of magnetic flux distribution are shown as the white lines. (b) Line-of-sight integrated number density. (c) Line-of-sight integrated density-weighted radial velocity. (d) Synthetic emission from line-of-sight integrated $J^2$. In each panel the cyan/blue contours represent the open magnetic field regions. See text for details. The arrows labeled ‘A’, ‘B’ and ‘C’ indicate the location of coronal features identified in Figure 2. Specifically, ‘C’ is the observed location of the jet, ‘A’ is a loop foot point that originally connects to the central spot and participates in the jet eruption, and ‘B’ points to the elongated separatrix dome adjacent to the active region.

Wang-Sheeley-Arge model; Arge et al. 2004; Wang 2012) and the more sophisticated, first-principles 1D calculations (e.g. Hansteen and Velli 2012; Cranmer 2012; Pinto and Rouillard 2017). Likewise, the field line length of closed flux tubes constrain the low-frequency input (and available resonances) for waves and turbulence in these loops and therefore is an important component of the FIP fractionation modeling based on the wave interactions at the corona-chromosphere transition layer.

The open magnetic field regions are indicated with the cyan/blue contours in each panel. In Figure 13(a), we see that the largest expansion factors ($f_{\text{exp}} \gtrsim 100$) are clearly associated with the regions of open field. The presence of open field around the spot area is confirmed by the results from the PFSS and NLFFF models shown in Figures 5(a),(b), 6, which use HMI magnetograms or synoptic maps, as well as the MHD model using the NSO/GONG synoptic map (Figures 5(c)).

Figure 13(b) plots the column number density, $N_{\text{col}}(\theta, \phi) = \int_{\text{los}} n_e(r, \theta, \phi) \, d\ell$, where we approximate the line-of-sight integral as along the radial direction and take $n_e = n_p \equiv \rho/m_p$. For panels 13(b) and (c) the range of the radial line-of-sight was $1.02R_\odot \leq r \leq 2.50R_\odot$ in order to highlight the low-coronal structure. For panel 13(d) the radial line-of-
The density map of panel (b) can be qualitatively compared to the AR density around the spot shown in the first panel of the second row of Fig. 7, obtained from about 1MK plasma emission data of the 1st of August. The east denser structures are there, while the less dense jet channel in the model is replaced in the data by a much more dense short loops structure. We know that the latter will be modified and reduced prior and after the jet (see also Figure 2) leaving the space to the more ‘empty’ jet channel.

The velocity map in figure (c) cannot be quantitatively compared with the velocity maps from the data, as the latter are LOS averaged values. However, it is interesting to see that the model identifies an outflow area in the jet channel similarly to the data (see Fig. 9 panel 5 and Fig. 11).

Figure 13(d) shows a synthetic EUV emission formulation that is a simplified version of the Cheung and DeRosa (2012) electric current density-based emission proxy. Here we use $I_J(\theta, \phi) = \int J^2(r, \theta, \phi) \, dr$, which avoids averaging over a field-line for every point along the radial line of sight. The Cheung and DeRosa (2012) current-based emission proxy has been favorably compared to the morphology of AIA 131Å (see also Hoeksema et al. 2020), and here it shows more qualitative agreement with our hottest lines, specifically Fe$	ext{xIV}$–xv (formed around 1.5–2.5 MK, see Fig. 12).

4.6 Modelling the FIP Bias

The modelling described above allows us to identify magnetic field strengths associated with the various regions singled out for spectroscopic analysis, and use this information to calculate expected FIP fractionations. We first consider the closed field regions, CL1, CL2, and CL3 on Figure 9. We assume that the FIP fractionation in closed loops is caused by Alfvén waves generated in the corona (Laming 2017), presumably by nanoflare reconnection events. This provides a rationale for having waves resonant with the loop, where the wave travel time from one loop footpoint to the other is equal to an integral number of wave half periods. In such a case, fractionation by the ponderomotive force is restricted to the top of the chromosphere where H is becoming ionized. Moving low FIP ions through a background of protons requires a strong ponderomotive force, and even a small neutral fraction can diffuse back down the concentration gradient eliminating any fractions. Consequently elements have to be almost completely ionized to fractionate, and intermediate elements like S behave much more as high FIP elements. This leads to significant fractionation in e.g. the Fe/S abundance ratio.

A further consideration for waves of coronal origin from nanoflares is that the Alfvén speed be sufficiently high. This means that waves from a reconnection event can reach the chromosphere and cause fractionation before the heat conduction front arrives to evaporate the chromospheric plasma up into the corona. The simplest (possibly naive) criterion for FIP fractionation should then be that the coronal Alfvén speed be higher than the electron thermal speed. The closed region CL1, CL2 and CL3 all have one footpoint close to the open field jet origin region, and the other footpoint on the other side of the neutral line. In all cases the Alfvén speed at the loop footpoints is quite high. The magnetic field here is typically ±25 G giving an Alfvén speed of over 1000 km s$^{-1}$. Higher up in the corona the Alfvén speed is 100–200 km s$^{-1}$. For comparison the electron thermal speed is ∼2000 km s$^{-1}$. We therefore do not predict significant FIP fractionation in CL1, CL2, or CL3, and any
Table 5  FIP fractionations for HOT, HOT2, and CO1. The first fractionation is due to the ponderomotive force only, the second includes conservation of the first adiabatic invariant.

|                | HOT      | HOT2     | CO1     |
|----------------|----------|----------|---------|
| loop length (km) | 25,000   | 75,000   | open    |
| loop B(G)       | 10       | 15       | 25      |
| wave ang. freq. (rad s\(^{-1}\)) | 0.1241  | 0.0527   | 0.021   |
| coronal wave amp. (km s\(^{-1}\)) | 68       | 88       | 150     |
| He/H            | 0.64     | 0.69     | 0.73    | 0.60    |
| He/O            | 0.61     | 0.56     | 0.86    | 1.04    |
| C/O             | 0.78     | 0.79     | 0.93    | 0.99    |
| N/O             | 0.66     | 0.67     | 0.88    | 0.91    |
| Ne/O            | 0.69     | 0.69     | 0.88    | 0.83    |
| Mg/O            | 2.30     | 2.27     | 2.31    | 2.05    |
| Si/O            | 2.18     | 2.19     | 2.24    | 1.88    |
| S/O             | 1.11     | 1.02     | 1.06    | 0.84    |
| Ar/O            | 0.84     | 0.85     | 0.93    | 0.66    |
| Ca/O            | 3.63     | 3.90     | 3.14    | 2.25    |
| Fe/O            | 3.35     | 3.58     | 2.98    | 1.75    |

prediction we did make would not include this dynamical effect when the heat conduction speed is greater than the Alfvén speed. The hot regions have much higher coronal Alfvén speeds, typically above 500 km s\(^{-1}\) at the lowest value, and higher than that for significant portions of the loop.

In Table 5 we give predicted FIP fractionations for various elements relative to O for both the HOT and HOT2 regions. The loop lengths and magnetic fields are taken from the MHD/GONG reconstruction, and in the absence of other information on MHD wave fields, the coronal wave amplitudes are chosen to give the Fe/O fractionation of about 3. These wave amplitudes give Poynting fluxes commensurate with those required by coronal heating (Laming 2015; Dahlburg et al. 2016), and could in principle (but not in our case) be determined from reconnection parameters or boundary conditions. The wave angular frequency is taken to be the resonant frequency for each loop, assuming that the Alfvén waves have a coronal origin. For each model we give two fractionations, one arising solely from the ponderomotive force as would be revealed by spectroscopy of emissions from close to the solar surface, and a second incorporating also the effects on abundances of the conservation of the first adiabatic invariant in the expanding magnetic field lines (Laming et al. 2017, 2019; Kuroda and Laming 2020), as would be detected in-situ. We assume (as before) that the plasma becomes collisionless at a density of \(\sim 10^6\) cm\(^{-3}\), which in this open field region occurs at a radius of about 2.5 R\(_S\). The magnetic field expansion of a factor of 625 is taken from the data plotted in Figure 13, panel (a), for open field regions only.

The magnetic field strength also affects the FIP fractionation in open field regions, both by the adiabatic invariant in-situ, and lower down by a different mechanism. Here we consider the fractionation to occur as waves coming up from the photosphere are mode converted to fast mode and Alfvén waves at the layer where sound and Alfvén speeds are equal, with all fractionation occurring above this layer (Laming 2021). In stronger magnetic field regions, this mode conversion layer lies deeper in the chromosphere, allowing fractionation to occur over a greater depth, with consequently stronger results. In Table 5 we also give model fractionations for the CO1 region, for the same two cases as before. Due to the
excitation of slow mode wave by the Alfvén driver in the open field, the fractionation is much less sensitive to the Alfvén wave amplitude than is the case for closed fields, as seen in Laming et al. (2019). While similar FIP fractionation can be predicted for open field as for closed field if the magnetic field is sufficiently strong, there is an important difference in the fractionation of the S/O abundance ratio. In the open field, S behaves more like a low FIP element, while in closed field it more closely resembles a high FIP element. The reasons for this have been previously discussed (Laming et al. 2019; Kuroda and Laming 2020), relating to the different layer is the chromosphere over which the ponderomotive force develops in open and closed field, and validated with different solar wind and SEP observations (Reames 2018). It is curious then that CO1 appears to exhibit abundances more appropriate to a closed loop than to open field (see Fig. 9 and Table 4), but this appears to be related to its magnetic field strength of $\sim 25$ G. Following revision of the S chromospheric ionization balance (Laming 2021), magnetic fields of order 100 G are required to enhance the S abundance in this way.

4.7 Heliospheric Back-Mapping and in-situ Observational Results

Figure 14 illustrates the back-mapping procedure for CR2099 which starts at 2010-07-13 09:38 UT and goes through 2010-08-09 14:48 UT. Figure 14(a) plots the Parker spiral streamlines, color-coded by radial velocity. Figure 14(b) plots the bulk proton radial velocity in 1-hour averages measured by ACE at 1 AU in Carrington longitude (here time runs from right-to-left, as indicated with the top x-axis labels). The vertical bars identify three in-situ intervals that are highlighted in Figure 15 and are discussed in detail below: magenta indicates an ICME interval, cyan indicates the estimated time of arrival of the jet material, and the red/orange region within the cyan interval has a distinct elemental composition. The estimated arrival time of the 2010-08-02 coronal jet material is taken to be between DOY 217.0 (August 05) to DOY 219.5 (August 07 12:00 UT) corresponding to the range of
Carrington longitudes 31.6–64.3° at 1 AU. This range maps back to Carrington longitudes 91.3–111.7° at \( r = 2.5R_\odot \), or equivalently, comfortably within the ±10° range of the central meridian (Carrington longitude \( \phi = 94° \)) on August 02, which is indeed the location of the spot (see Figure 3).

In-situ measurements of the solar wind and our jet interval of interest were investigated using MAG (Smith et al. 1998), Solar Wind Electron Proton Alpha Monitor (SWEPAM) (McComas et al. 1998), and Solar Wind Ion Composition Spectrometer (SWICS) (Gloeckler et al. 1998) instruments on the Advanced Composition Explorer (ACE; Stone et al. 1998), along with the 3DP instrument (Lin et al. 1995) on the Wind spacecraft showing the pitch angle distribution of electron flux. Figure 15 is a multipanel plot showing solar wind properties at the ACE instruments for panels 15(a)–(j) and at Wind for panel 15(k).

The purple box across the data shows an ICME interval with boundaries taken from Richardson and Cane (2010). The ICME-driven shock arrives on August 3 at \( \sim 17:00 \) UT followed by a large sheath region and what appears to be two coherent magnetic flux rope ejecta (e.g., see Harrison et al. 2012; Möstl et al. 2012). The ICME interval exhibits distinct in-situ ionic and elemental composition signatures that have been interpreted as filament material (Sharma and Srivastava 2012), which may be expected from previous analyses (e.g. Lepri and Zurbuchen 2010; Lepri and Rivera 2021). This ICME period has been linked to a series of three sequential CME eruptions of large, quiescent filaments on August 1st at \( \sim 06:30 \) UT, \( \sim 16:30 \) UT, and \( \sim 21:00 \) UT (e.g. Schrijver and Title 2011; Török et al. 2011; Temmer et al. 2012). The filament channel source region of the third eruption is approximately 30° west and 15–20° north of AR 11092 and its quiescent filament erupts \( \sim 20 \) hr earlier than our jet event on August 2nd.

The blue shaded region is the predicted arrival period of the jet using the ballistic back-mapping from Figure 14. The blue shaded region is characterized by a period of steady \( \sim 500 \) km s\(^{-1}\) wind followed by monotonically decreasing speed towards the second half as shown in panel 15(g). The proton temperature remains between \( 0.5 – 1 \times 10^5 \) K, and the density \(< 3 \) cm\(^{-3}\), both typical properties of fast solar wind.

The relative ionization fractions of C, O, and Fe, respectively, shown in panels 15(a)–(c) are observed to shift to higher ionized states, with elevated C\(^6+\) and O\(^7+\) along with the appearance of higher ionized Fe charge states, Fe\(^{12+}\), towards the second half of the blue region. This is also seen in panel 15(d) showing elevated values of O\(^7+/O^{6+}\) and C\(^5+/C^{4+}\) indicating higher coronal temperature or higher coronal densities. Panel 15(e) shows the FIP bias as X/O/X/O\(_{phot}\) for each element, X, listed. Within the blue region we see a gradual decrease in the abundance of low FIP elements Mg, Fe, Si and high FIP S relative to O that initially range between 2 – 3 begin to dip below 2 within the red box. Other ratios, Ne/O, N/O, C/O and He/O hardly change. The fact that S/O is high in the blue region suggests an origin in strong open magnetic fields, with its decrease in the red region, more pronounced than the decrease in any other element, implies either a weaker magnetic field open region, or a closed loop as the origin for this plasma. Other abundance ratios are not so conclusive. Ne/O strongly favours a closed loop origin, C/O and N/O favour open field, while He/O here measured above 1 is at variance with expectations from He/H in panel 15(h), typically about 0.5 for an absolute abundance ratio of about 0.04. Although not purely photospheric, this transition to near photospheric abundances in Mg/O, Fe/O, Si/O, and S/O along with a reduction in the ionization stage of charge states, may also be an indication that its source lies deeper in the chromosphere. These properties may also suggest that the ejection site was already at open field lines with plasma flowing out with coronal composition as we inferred with our EUV and MHD analysis while the shift to lower FIP values within the jet structure may indicate the plasma ejected also contained some mixture of coronal and chromospheric composition.
Fig. 15 Multi-panel plot within the timeframe of the 2010 jet arrival period at L1 between day 212 – 222. The purple shaded region denotes the ICME period and the shaded blue region are the possible boundaries of the jet based on Figure 14. Panels (a)–(c) are the normalized charge state distributions for C, O, and Fe. Panel (d) shows O^{7+}/O^{6+} × 10 and C^{6+}/C^{4+}. Panel (e) shows the elemental composition compared to O divided by its photospheric ratio, X/O/X/O_{phot}. Panel (f)–(i) shows the proton temperature, velocity, He/p, and density and magnetic field magnitude, respectively at high resolution (<1 hour) in black and 2 hour resolution in gray. Panel (j) shows the radial, tangential, and normal magnetic field components. Panel (k) shows the pitch angle electron flux at 77.37 eV with vertical axis in degrees.

Moreover, prior to the red region within the blue box, the temperature and velocity increase slightly then remain steady before reaching the red box as shown in panel 15(f)–(g). This period also shows enriched He/p, ∼ 0.5 – 1.0 values as seen in ICMEs (Hirshberg et al. 1972; Borrini et al. 1983). The red box marks a transition to cooler proton temperature and monotonically decreasing velocity values indicating a rapid expansion in the plasma. Furthermore, the period within the blue box is characterized by low magnetic field magnitude, as shown in panel 15(i), where B gradually decreases and remains below 5 nT while the magnetic field components in panel 15(j) show small fluctuations in the B_{N} and B_{T} and a
steady $B_R$ component. During this period in blue, the IMF points back towards the Sun, where $B_R < 0$, $B_T \sim \pm 3$, and $B_N \sim \pm 3$. This can also be observed with the electron pitch angle distributions in panel 15(k) which observe an uninterrupted concentrated beam of electrons directed towards the Sun, anti parallel ($135–180^{\circ}$) to the interplanetary magnetic field (IMF), that are likely rooted at the Sun.

5 Discussion and Conclusions

In this work we have combined data and modelling work in order to reconstruct the solar and heliospheric magnetic and plasma properties for the days around the appearance of a coronal jet. The goal was to show that it is possible to reconcile data and modeling results, and that they should be used together to provide all the elements to reconstruct the history of this ejection from its solar source to its possible travel into the interplanetary medium. This event was taken as test case in preparation of the Solar Orbiter data exploitation. The main results are summarized and discussed in the following.

The large scale coronal magnetic field distribution for the day of the jet was obtained applying different methods and initial conditions (Sections 4.1). The results are consistent in finding open flux nearby the spot at the jet location that is, a channel through which active region plasma can flow and reach the interplanetary medium.

A more detailed analysis in the spot and nearby areas, which takes account of the local temporal variation of the magnetic field, also indicates the presence of a pseudostreamer-like closed-flux system west of the spot. This configuration can easily produce reconnection followed by plasma ejection in the adjacent created open field lines (Sections 4.2 and 4.3). The footpoints of the open area adjacent to the spot are present before, during and after the ejection, even though with some morphological change. These together with the signatures of reconnection (HXR emission) and flux emergence found by Mulay et al. (2016), are consistent with reconnection (possibly interchange type) and re-organization of the magnetic field.

The additional information provided by the EUV coronal observations is the presence of upflows in these open regions before, during and after the jet, as well as small scale dynamics activity in the jet channel. This reinforces the picture where plasma from the spot flows out in the open corona. As discussed in Section 4.5 and shown in Figure 13 our MHD model reproduces consistently the plasma outflow from EUV observations and the magnetic field environment.

Our magnetic field analysis highlights one of the known critical key points affecting the quality of the results, that is the important role of the magnetic map built from observations and used to extrapolate the initial field. We have seen in Section 3.1 that low spatial resolution and/or insufficient updates of the map can negatively affect the extrapolation. Having a second magnetometer, such as the Solar Orbiter/PHI, observing at different angles than the Earth view, will allow to have a much frequent update of such maps, including information like the backside face of the Sun. This is a major improvement which will reduce uncertainties on the magnetic field temporal variation. Additionally, the reduced solar distance together with the high spatial resolution of the PHI instrument, will provide high quality data for local magnetic field analysis.

Solar Orbiter also will leave the ecliptic plane and reach about 30° in latitude, allowing for the first time a view of the solar poles. This will be a major input for the study of the solar magnetic field with the consequent improvement of the global magnetic field modelling.
Solar Orbiter carries the UV spectrometer SPICE which, for the first time, will provide data (even tough not on a continuous observation basis) to perform spectro-stereoscopy (e.g. Podladchikova et al. 2021) with other Earth view observatories such as IRIS and Hinode/EIS. One of the major potential advantages of these multi-point of view measurements is the reconstruction of the 3D vector velocity through Doppler measurements. These measures will allow a better identification and characterization of the outflow regions even in magnetically complex areas as active regions, and they will permit a more direct comparison with the magnetic field extrapolation. Furthermore, having the real amplitude of the plasma outflow will provide stronger constraints to the wind and FIP bias models, as well as back mapping diagnostics and in-situ data comparison. Unfortunately the remote sensing instruments on board Solar Orbiter cannot observe on daily basis, as done by the other existing EUV-UV spectrometers or imagers positioned at Earth distance, so that these unique multi-point of view configurations remain occasional.

In this work we use the plasma FIP bias as a tool for the connectivity between the heliosphere and its source regions on the Sun. Using two independent methods applied to the EUV data we found the outflow open areas at the side of the spot to be the source of coronal FIP biased plasma (Sections 4.4.1 and 4.4.2). Using the results from the coronal MHD model we simulated the strength of the FIP fractionation in the magnetically open and closed selected areas (Sections 4.5 and 4.6). In some cases the results show a clear difference between these two regions, with the closed areas affected by a more important fractionation, consistently with the results from the EUV data. However, one of the closed areas (CO1) shows a less pronounced FIP bias. This is a case where further investigation would be needed. In fact, such result may be consistent with a low FIP bias coming from closed regions which have been opened up as consequence of local magnetic reconnection. Fractionation in both open and closed field regions increases with increasing magnetic field strength, but in different ways, and also depends on the degree to which Alfven waves dominate over compressive fluctuations (the Alfvenicity). In closed field it is also sensitive to how close the Alfven waves are to resonance with the loop (i.e. when the wave travel time from one footpoint to the other is to an integral number of wave half-periods). Such constraints provide significant distinct FIP fractionation imprints depending on these parameters, providing a potential tool for selecting the most appropriate source regions of the plasma measured in-situ. As a consequence we emphasize the importance of having, additionally to a high quality magnetic field instruments, in-situ measures of the Alfvenicity as close as possible to the Sun, and in conjunction with solar FIP bias at candidate solar locations. This exactly what Solar Orbiter provides. These in-situ measures will be less affected by modification resulting from the interaction with the local magnetic field and plasma as the wind travels through the heliosphere.

From in-situ observations within the period where the jet is predicted through the backmapping method, measurements show some changes in both the chemical composition and ionization level of charge states along with temperature and velocity that may suggest some part of the jet may have been observed. In particular, the closed field with resonant Alfven waves does not fractionate S, but open field can, depending on magnetic field strength. The observations in Table 4 and models in Table 5 do not see or predict significant fractionation in S, and this matches almost exclusively with the latter part of the putative “jet” in Figure 15 denoted by the red shaded column beginning approximately at 2010 August 6, 05:00:00, which illustrates the utility of abundances in identifying solar wind sources regions. However, the in-situ measurements show no other relevant signatures of the jet structure.

We do not think the jet signature is intertwined or overwhelmed by the ICME passage. The beginning of the ICME has a moderately strong FIP effect, but not so large as to be
remarkable in remote sensing observations. The strong depletion of He towards the end of the ICME however is remarkable. It has not been possible to model depletion of He down to He/O $\sim 1\%$ with the ponderomotive force model. This degree of depletion presumably indicates gravitational settling in a closed loop prior to eruption (e.g Laming et al. 2019).

Furthermore, jet may have evolved and expanded such that it is indistinguishable from the surrounding solar wind. Another possibility could be that the instruments at 1AU do not measure the main jet structure missing the majority of the ejected jet material. This demonstrates the need for additional in-situ measurements made closer to the Sun, such as those that are made by Solar Orbiter and Parker Solar Probe where smaller structures, the jets in this case, are easier to distinguish from solar wind and can be more effectively traced back to the Sun. This understanding of the spatial and temporal evolution of magnetic and plasma structures as they travel through the heliosphere is a major challenge, and multi-measurement observations at different distances is the ideal thing to have to resolve this aspect. The monitoring of the heliosphere in the neighbour of the Earth remains, however, fundamental in the frame of the Space Weather forecasting, as well as to understand the physical processes dominating the diluted plasma and magnetic field of the heliosphere.

Another advantage of additional in-situ measurements below 1AU, is that measurements of heavy ions, such as those from the Heavy Ion Sensor (HIS) (Owen et al. 2020) on Solar Orbiter, can be taken at higher resolution compared to 1AU that will allow for more detailed characterization of jet substructure to study the plasma origin, release, and evolution from the Sun.

In conclusion, with this work we have shown that collaborative data and modelling efforts are essential to build a comprehensive picture which allows to trace and follow the plasma travelling through the heliosphere. This is needed to identify the heliosphere and solar wind sources regions. We have also discussed the difficulties of our work which was limited, beside others, by the available EUV and in-situ data. With the Solar Orbiter entering the nominal mission phase in 2022 we expect most of these limitations to be solved.
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