Short-term forecast methods of electricity generation by solar power plants and its classification.
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Abstract. The article provides a classification of existing forecast models the generation of electricity by solar power plants and discusses various options for forecast methods for each of the selected models. As a result of the study, it was concluded that the most promising forecast methods are hybrid statistical-adaptive methods.

1. Introduction
One of the most promising and rapidly developing areas of renewable energy is solar generation of electrical energy. Worldwide, the pace of development of solar power plants since 2016 exceeds the pace of development of coal-fired power plants [1].

Currently, in the world of solar energy, short-term forecast of solar energy production does not have a proven and fully tested technology and is often associated with large errors, sometimes reaching 60–65%. At the same time, the forecast for a longer period gives a more accurate result, the same is true for the region – a more pointed forecast gives a less accurate result.

In fact, the forecast of the amount of electrical energy produced by a solar power plant is the forecast of the amount of solar radiation produced by solar panels. What is influenced by many factors, the main of which are meteorological and climatic conditions, the position of the sun in the sky, the duration of daylight hours, precipitation, cloudiness, wind strength, etc.

All currently existing forecast methods the generation of electric energy by solar power plants can be divided into four main groups presented in Figure 1 [1, 2]:

1. Physical models describe the physical relationship between weather conditions and solar radiation, obtained using numerical weather prediction, and the generation of electrical energy at the station.
2. Statistical models describe the relationship between the solar radiation flux density obtained using numerical weather prediction and the generation of electricity in a solar power plant by statistical analysis of time series of retrospective data without taking physical factors into account.
3. Adaptive models use artificial intelligence systems to determine the relationship between predicted weather conditions and power plant output.
4. Hybrid models in most cases are a combination of physical, statistical and adaptive models.
2. Numerical weather prediction

Numerical weather prediction models in recent years are often used to perform short-term meteorological variable predictions in many different applications. Typically, these models are classified according to the space-time characteristics of their weather forecasts. Each model of numerical weather prediction predicts atmospheric variables with a degree of quality depending on the geographical expansion and temporal resolution of their forecasts [3]. Thus, models with a high spatial scale receive predictions about shorter temporal confidence, while longer horizons of forecasts are achieved using models of numerical weather prediction of smaller spatial scale.

3. Physical models

The input variables for the physical forecast models are numerical weather prediction, local meteorological measurements, relief data and the type of the earth's surface, as well as historical data on the output power of a solar power plant. In addition, there is the possibility of using satellite systems to track the direction and speed of clouds, which provides the ability to predict solar radiation in real time.

The practical use of various physical models in forecast the generation of electric energy by solar power plants has been shown in [4–7]. In [4], the effect of the aerosol optical depth on the quality of solar radiation forecast using the MM5 or Eta numerical weather prediction models is considered. As a result, it was shown that when the value of the aerosol optical depth is less than 0.1, the forecast error is acceptable and is about 3–4%, and when the value of the aerosol optical depth is greater than 0.1, the average deviation is about 100 W/m².

In [5], one of the physical forecast models is presented, based on short-term Oktas-scale variations and temperature changes to determine the average hourly output power of photovoltaic systems in small solar power plants. This model has an acceptable accuracy in forecast the generation of solar energy in cloudy weather, while in solar it produces several times worse results.

4. Statistical models

Numerical weather prediction data, information on solar radiation and retrospective data on the generation of electrical energy by a solar power plant, are used as input data for statistical forecast models. Statistical models are most widely used for medium- and long-term forecast.

4.1. Regression methods

One of the widely used statistical methods for predicting the generation of electrical energy by solar power plants are regression methods [8]. They allow you to consider many factors affecting the forecast, for example, meteorological.
When using regression methods, it is possible to evaluate causal relationships and dependencies in the data. In addition, the advantage of these methods is that they forecast the value of the dependent variable by the values of independent, but it is necessary that the values of the signs be uncollectible. The linear regression equation has the following form

\[ Y = a + b_1x_1 + b_2x_2 + \ldots + b_nx_n + \varepsilon \]  

(1)

where \( Y \) — resulting sign; \( x_1, x_2, \ldots, x_n \) — factor signs; \( b_1, b_2, \ldots, b_n \) — regression coefficients; \( a \) — free term of the equation; \( \varepsilon \) — model “error”.

The advantage of regression methods is the simplicity of their implementation, and the main disadvantage is the unpredictability of parameters that affect the actual values. If sudden changes occur in the available historical data, there will be a violation of the forecast accuracy. The use of regression methods is well applicable for finding patterns in the data and for determining the significant factors of the model, but they do not provide high accuracy in constructing short-term models for predicting the generation of electricity.

4.2. Time series-based methods

One of the most commonly used time series-based methods is the Box-Jenkins model — ARIMA (autoregressive integrated moving average) [9]. This model is applied to non-stationary time series, reducible to stationary, by taking the difference of some order from the original values of the time series.

For a non-stationary time series, the ARIMA model has the following form

\[ \Delta^d X_t = c + \sum_{i=1}^p a_i \Delta^d X_{t-(i-d)} + \sum_{j=1}^q b_j \varepsilon_{t-j} + \varepsilon_t \]  

(2)

where \( \varepsilon_t \) — stationary time series; \( c, a_i, b_j \) — model parameters; \( \Delta^d \) — time difference operator of order \( d \) (sequential taking \( d \) times the differences of the first order — first from the time series, then from the received differences of the first order, then from the second order, etc.)

Also, this model is interpreted as \( ARMA(p + d, q) \) — model with \( d \) single roots. When \( d = 0 \), possible to use ARMA models only.

Methods based on the theory of time series are widely used in the construction of short-term forecasts of electricity generation, since enterprises have a large amount of historical data on the generation of electricity by solar power plants, and the methods in this group are aimed at processing large data arrays, and allow us to find patterns in them, as well as to use these patterns when building forecasting models. The main disadvantage of these methods is the failure to ensure the required forecast accuracy. But when using time series-based methods in a complex, for example with adaptive models, the required accuracy is achievable, but the methods used in this case will relate to hybrid models.

In the works [10–15] the practical application of statistical models to the prediction of solar energy is shown.

In [10], a two-stage method for forecasting electricity by a solar power plant is described. At the first stage, a statistical normalization of solar energy is performed using the clear sky model, the clear sky model was proposed in [16]. At the second stage, forecasts of normalized solar energy are calculated using time series-based models, in particular, an autoregressive model and an autoregressive with exogenous input model, which is supplied with a numerical weather forecast. As a result, it was shown that the use of an autoregressive with exogenous input model gives a 12% better result than using a simple autoregressive model in forecasting a very short horizon and 23% in predicting the next day.

In [11], a model for solar energy forecast was proposed that considers the stochasticity of clouds using various parameters that consider the attenuation of power. Based on the statistical behavior of the parameters, a simple process of switching between three classes was proposed: "sunny", "cloudy", "partly cloudy". The forecast is built by identifying the current mode and assuming it is saved in this mode.

In [12], the authors proposed a short-term forecast of solar energy using the classical concept of "seasonality", highlighting the average value or trend and rapid fluctuations around it. A feature of this work is a very short time horizon of 1, 15 and 60 minutes.
5. Adaptive models
Adaptive models have a “learning” process based on retrospective data analysis. These models, unlike statistical ones, can implicitly describe complex non-linear relationships between weather conditions and power generated by a solar power plant. The main factor affecting the accuracy of the forecast is the sample and structure of the source data used to build the model [17].

5.1. Methods using neural network
Methods using artificial neural networks have recently become widespread not only in solving problems of short-term forecast of solar energy generation, but also in medium- and long-term forecast. Artificial neural networks consist of a set of neurons of input, hidden and output layers interacting with each other. Neurons have an activation function that depends on the weights of the connections between neurons and displacement.
To obtain the forecast training of the neural network is required. In the process of learning, the values of displacements and weights are selected for each neuron so that the output signal of the neural network is as close as possible to the actual value. There are many neural network training methods [18] which have found application in predicting the generation of electricity by solar power plants. The advantage of neural networks are fast learning algorithms and the ability to work in the presence of noise input signals. Compliance with the requirements for constructing the structure of a neural network considering the redundancy of neurons which depends on the number and sample of informative features formed for training an artificial neural network ensures high reliability of such a network [19].

5.2. Support Vector Machine
Support vector machine belongs to the family of linear classifiers and is used in regression analysis and classification problems. The main idea of the method is the translation of vectors into a space of higher dimension and the search for a separating hyperplane with a maximum gap in it [20]. From the hyperplane separating classes on both sides, two parallel hyperplanes are constructed. A hyperplane, in which the distance between two parallel planes is maximal and will be separating. The main advantages of the support vector machine are the ability to obtain the correct solution of the problem in the presence of incomplete and distorted data, and the possibility of considering many additional factors affecting the quality of forecasting. The disadvantage is the need for training and increased requirements for software and hardware resources. The use of adaptive models to predict the generation of solar energy has been shown in [21–29].

In [21] demonstrate the use of decision trees for very short-term forecasting of the generation of electricity by a solar power plant. The work shows that the accuracy of the prediction using gradient boosting was 75–65%. The forecast is built 1 hour ahead.
In [22], the use of an artificial neural network, an adaptive neuro-fuzzy inference system and a generalized neural network is considered. The input parameters for the proposed model are the level of solar radiation, ambient temperature, wind speed and module temperature. As a result the work shows that the use of a generalized neural network gives the best result.
In [23], the authors use a radial basis functions network for forecasting solar energy. The input data are data on power measurements and meteorological forecasts of solar radiation, relative air humidity and temperature at the location. A feature of this work is a preliminary classification of the type of weather (sunny, cloudy, rainy) and the use of a different network structure for each class.
In [24] proposed the use of a deep belief network to forecast the generation of solar energy. As an input for the network data are used on the level of solar radiation, ambient temperature, relative humidity and historical data on the generation of solar energy five days before the forecast. The work also showed that wind speed has little effect on the generation of solar energy. As a result of the work it was shown that a model based on a deep belief network shows a better result than a model based on a neural network with back propagation of error.

6. Hybrid models
Hybrid methods combine various combinations of methods from other known groups. So, for example, often there are combinations of methods of physical, statistical and adaptive models. The use of physical models is not always justified due to the difficulty of accurately considering certain factors which requires the introduction of a statistical approach to determine them. Statistical approaches have higher accuracy when calculating averaged values of solar radiation over a long period (day, month, year), while over a shorter period (minutes, hours) when physical processes, such as cloudiness, cannot be averaged for a given interval they have much lower accuracy. For optimal accuracy of hybrid models the statistical model is adapted to constantly changing conditions which are described by physical models. Most of the combined approaches to forecast the generation of solar energy, as a rule, can be used either to calculate clear days or cloud days. Another example of hybrid models can be methods combining various methods from statistical and adaptive models. Such hybrid methods have prospects because they allow to consider the specifics of the physical process and use the capabilities of adaptive methods. The methods of this group are developing, and experts find various combinations of methods that provide the necessary accuracy. He uses of hybrid models for predicting the generation of electricity by solar power plants was shown in [30–36]. In [30], a hybrid physical-statistical model was used to predict the generation of electricity. Two parameters, the transparency coefficient and the diffusion coefficient, were determined using statistical models. All other parameters were determined using physical models. As a result of the application of the method the error was 22.3%.

In [31], a two-step model is used that combines an autoregressive integrated moving average, a least square support vector machine, an artificial neural network, and an adaptive neuro-fuzzy inference system with a genetic algorithm in the second stage. The method error as a result of the study was about 5.21%.

7. Conclusion

The paper presented the main classification of models for forecasting the generation of electric energy by solar power plants and described some of the basic methods of forecasting. In addition, various applications of forecasting methods in the works of other authors were considered. Average forecast error for various physical models is about 21–26%, statistical models – 20–24%, adaptive – 15–19%, hybrid physical-statistical models – 19–24%, statistical-adaptive – 5–10%. Based on this, we can conclude that the use of hybrid statistical-adaptive models gives the best forecasting results and is the most promising.
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