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Abstract

ABJM theory in the presence of a half-BPS domain wall is dual to the D2-D4 probe brane system with nonzero worldvolume flux. The ABJM domain wall was recently shown to be integrable to lowest order in perturbation theory and bond dimension. In the present paper we show that the string theory dual of this system is integrable, namely that the string boundary conditions on the probe D4-brane preserve the integrability of the Green-Schwarz sigma model. Our result suggests that the ABJM domain wall is integrable to all loop orders and for any value of the bond dimension.
1 Introduction

The IIA/ABJM correspondence is an AdS\(_4\)/CFT\(_3\) type of holographic duality that arises in the weak-coupling limit of the M/ABJM correspondence \([1]\). The duality postulates the equivalence of 3-dimensional ABJM theory and type IIA superstring theory in AdS\(_4 \times \mathbb{CP}^3\):

\[ \mathcal{N} = 6, \quad U(N)_k \times U(N)_{-k} \quad \text{Type IIA string theory on} \]

\[ \text{super Chern-Simons theory} \quad \leftrightarrow \quad \text{AdS}_4 \times \mathbb{CP}^3 \text{ with } N \text{ units of flux} \]

\[ k^5 \gg N \rightarrow \infty \quad \text{in AdS}_4 \text{ and } k \text{ units in } \mathbb{CP}^3. \]

The AdS\(_4\)/CFT\(_3\) duality has many common features with the AdS\(_5\)/CFT\(_4\) duality.\(^\text{1}\) Besides holography, these dualities also share the property of planar integrability. In the former case planar integrability was established at both strong \([4]\) and weak coupling \([5]\), following earlier progress in the latter \([6]\). Integrability has important consequences for the solution of the underlying theories as it allows for a non-perturbative treatment of their observables by the spectral curve method \([7]\). Another common property of the two dualities is that they both afford integrable deformations by probe branes.

Integrable deformations of holographic theories are interesting because they lead to more and more realistic physical models that break many of the original symmetries and supersymmetries, but preserve integrability with all of its powerful features.\(^\text{2}\) Deforming holographic dualities by introducing probe branes on their string theory side was initiated long ago by Karch and Randall \([9]\). Even if the undeformed theory is integrable, the probe brane that hosts the string boundary conditions, can break its integrability. On the other hand, integrable branes always lead to the conservation of an infinite number of classical charges.

The dual gauge theories of holographic dualities that have been deformed by probe branes are often defect conformal field theories (dCFTs). These are again deformations of the duality where the action of the (bulk) gauge theory is coupled to the action of a lower-dimensional (boundary) gauge theory \([10]\). Defect CFTs can be studied by means of domain walls, i.e. classical solutions of the bulk equations of motion \([11]\) with or without Nahm poles \([12]\).

\(^\text{1}\)Hereafter AdS\(_5\)/CFT\(_4\) denotes the duality between type IIB string theory on AdS\(_5 \times S^5\) and \(\mathcal{N} = 4\) super Yang Mills theory (SYM). Likewise, AdS\(_4\)/CFT\(_3\) denotes the duality between type IIA string theory on AdS\(_4 \times \mathbb{CP}^3\) and ABJM theory. More about the integrability of these theories can be found in the reviews \([2]\, \[3]\) covers AdS\(_4\)/CFT\(_3\) integrability.

\(^\text{2}\)An early account of integrable deformations can be found in \([8]\).
When the undeformed gauge theory is integrable, the corresponding domain wall can be studied with integrability methods. Specifically one can compute correlators as overlaps of boundary states (matrix product states of various bond dimensions) and the Bethe eigenstates of the integrable spin chain that describes dilatations in the undeformed theory (e.g. 1-point functions at tree level [13] and loop-order [14], 2-point functions [15] etc., see the reviews [16]).

Once more, the defect boundary conditions (such as [17]) can break the integrability of the undeformed theory. A powerful criterion for the integrability of domain walls was developed in [18] by exploiting an intriguing link between defect quantum field theories and quantum quenches [19]. Integrable domain walls, (1) have the parity-odd charges of the spin chain annihilate the boundary state, (2) have nontrivial overlaps only when the Bethe roots come in pairs of opposite signs, and (3) are solvable in the sense that overlaps are given by closed-form expressions. Ideally, this list would also include integrability on the string theory side of holographic domain walls.

Several domain wall versions of $\mathcal{N} = 4$ SYM have been shown to satisfy all of the above integrable quench criteria. One of them is the holographic dual of a probe D5-brane that lives on the string theory side of the AdS$_5$/CFT$_4$ duality. The D3-D5 intersection consists of an AdS$_4 \times S^2$ shaped D5-brane inside AdS$_5 \times S^5$, with $k$ units of magnetic flux through $S^2$. The flux number $k$ is also equal to the number of D3-branes that terminate upon the probe D5-brane, as well as to the bond dimension of the domain wall boundary state. The integrability of the D5-brane for any value of $k$ was proven in [20]. Dekel and Oz had previously shown integrability in the $k = 0$ case [21].

In this work we focus on the domain wall version of ABJM theory, the holographic dual of which is obtained by adding a probe D4-brane on the string theory side of the AdS$_4$/CFT$_3$ duality. The resulting D2-D4 probe brane system is made up from a AdS$_3 \times \mathbb{C}P^1$ shaped D4-brane inside AdS$_4 \times \mathbb{C}P^3$, with $Q$ units of magnetic flux through $\mathbb{C}P^1$. Again $Q$ is related to the number of D2-branes that terminate on one side of the probe D4-brane and the bond dimension of the domain wall boundary state.

Very recently, strong evidence suggesting the planar integrability of the ABJM domain wall was found [22]. In particular, the authors of [22] were able to show that the boundary state of the ABJM domain wall satisfies the integrable quench criteria (2) and (3), to lowest order in perturbation theory and bond dimension. The scalar sector of their closed-form determinant formula agrees with an overlap formula for the alternating $\mathfrak{su}(4)$ spin chain that was derived in [23] and proposed to be relevant for ABJM theory.
The main aim of the present paper will be to show that the string theory dual of the ABJM domain wall is integrable for all values of the flux \( Q \), complementing the earlier result of [21] which showed integrability in the zero-flux case \( Q = 0 \). To generate an infinite family of classically conserved charges for the D4-brane (and any integrable field theory with a boundary) we need to construct its double-row monodromy matrix \( T \) [24]. \( T \) is formed by sandwiching a reflection matrix \( U \) between two monodromy matrices \( M \). The conserved charges are then obtained by expanding the double-row monodromy matrix around appropriate values of the spectral parameter \( x \). The latter is always possible when the double-row monodromy matrix is conserved on the brane so that the D-brane integrability condition can be formulated in terms of an equation that should be obeyed by the reflection matrix \( U \).

As a first step, we identify the integrable reflection matrix of the probe D4-brane. The matrix depends on both the spectral parameter \( x \) and the string embedding coordinates, in contradistinction with the zero-flux reflection matrices of Dekel and Oz [21] which had constant matrix elements. Thereafter we expand the monodromy matrix to obtain an infinite family of conserved quantities. We further show that the unbroken symmetry group is \( SO(2, 2) \times SU(2) \times SU(2) \times U(1) \), which is consistent with the AdS\(_4 \times \mathbb{C}P^3\) geometry of the D4-brane. Our analysis also confirms that the probe D4-brane is half-BPS, preserving 12 out of the initial 24 supercharges [25].

The paper is organized as follows. We start (in section 2) by revisiting the string sigma model in AdS\(_4 \times \mathbb{C}P^3\) and the integrability conditions for probe D-branes in it. In §3 we briefly review the D2-D4 probe brane system and formulate the string boundary conditions on the D4-brane. In section 4 we specify the integrable reflection matrices of the D4-brane in both AdS\(_4\) and \( \mathbb{C}P^3\). In section 5 we expand the double-row monodromy matrix and obtain an infinite tower of classically conserved charges. The charges and supercharges are subsequently shown to fully agree with the symmetries of the probe D4-brane. In §6 we discuss some interesting extensions of our work.

## 2 Integrable branes in AdS\(_4 \times \mathbb{C}P^3\)

Superstring theory in AdS\(_4 \times \mathbb{C}P^3\) is described by a Green-Schwarz sigma model on the supercoset space \( OSP(2, 2|6)/SO(3, 1) \times U(3) \) [4]:

\[
S = -\frac{\ell^2}{4\pi\alpha'} \int \text{str} [J^{(2)} \wedge \star J^{(2)}] + \text{str} [J^{(1)} \wedge J^{(3)}], \quad \frac{\ell^2}{2\pi\alpha'} = \sqrt{\frac{\lambda}{2}}, \quad (2.1)
\]
where $\lambda = N/k$ is the 't Hooft coupling ($k \in \mathbb{Z}$ is the Chern-Simons level of ABJM) and $\ell$ is the radius of AdS$_4$. The $\mathbb{Z}_4$ decomposition of the moving-frame current $J$ reads

$$J \equiv g^{-1}d\bar{g} = J^{(0)} + J^{(1)} + J^{(2)} + J^{(3)}, \quad \Omega [J^{(n)}] = i^n J^{(n)}, \quad (2.2)$$

where $g$ is an $OSP(2,2|6)$ element. The $\mathbb{Z}_4$ automorphism of $osp(2,2|6)$, $\Omega$ is given by

$$\Omega (M) = -\mathcal{K} M^{st} \mathcal{K}^{-1}, \quad (2.3)$$

where $M$ is also an $OSP(2,2|6)$ element and the matrix $\mathcal{K}$ is defined as

$$\mathcal{K} = \left( \begin{array}{cc} K_4 & 0 \\ 0 & -K_6 \end{array} \right), \quad K_4 \equiv \gamma_{12}, \quad K_6 \equiv I_3 \otimes (i\sigma_2). \quad (2.4)$$

See appendix A for the definition of the Dirac matrices. Their exact form is not generally required for what follows, although it might be useful in checking the various results explicitly. The moving-frame current $J$ has a vanishing curvature:

$$dJ + J \wedge J = 0, \quad (2.5)$$

while the equations of motion that follow from the action (2.1) afford the Lax representation

$$dL + L \wedge L = 0. \quad (2.6)$$

The flat Lax connection $L$ is given by

$$L(x) = J^{(0)} + \frac{x^2 + 1}{x^2 - 1} J^{(2)} - \frac{2x}{x^2 - 1} \star J^{(2)} + z J^{(1)} + \frac{1}{z} J^{(3)}, \quad (2.7)$$

where

$$z \equiv \sqrt{\frac{x + 1}{x - 1}}. \quad (2.8)$$

Alternatively, the Lax connection can be expressed in terms of the fixed-frame current:

$$j \equiv g J g^{-1} = d g g^{-1} = j^{(0)} + j^{(1)} + j^{(2)} + j^{(3)}, \quad j^{(n)} \equiv g J^{(n)} g^{-1}, \quad (2.9)$$

\footnote{For simplicity, we will frequently omit the dependencies of the currents and Lax connections on the worldsheet coordinates $\sigma, \tau$.}
which is also flat
\[ dj - j \wedge j = 0, \]  
(2.10)
making the corresponding Lax connection assume the form:
\[ a(x) = \frac{2}{x^2 - 1} (j^{(2)} - x \star j^{(2)}) + (z - 1) j^{(1)} + \left( \frac{1}{z} - 1 \right) j^{(3)}. \]  
(2.11)
The fixed-frame Lax connection (2.11) also satisfies a flatness condition:
\[ da + a \wedge a = 0. \]  
(2.12)

**Closed string integrability** The existence of a flat Lax connection (either in the moving or in the fixed frame) for the 2-dimensional field theory (2.1), automatically implies its classical integrability. The standard way to see how the flatness of the Lax connection gives rise to an infinite set of motion integrals (which in turn provide exact solutions to the string equations of motion) is via the monodromy matrix \( \mathcal{M} \). Due to the flatness of the Lax connection, the monodromy matrix, which is given by the Wilson line (or holonomy) of the Lax connection (see (2.14) below), has a \( \tau \)-independent spectrum. The classically conserved charges then follow by expanding \( \mathcal{M} \) around appropriate values of the spectral parameter \( x \).\(^4\) Because type II string theories only describe closed strings, periodic boundary conditions are integrable for the string sigma model (2.1).

**Open string integrability** Now let us take up the issue of open string integrability. We start off by being completely general; we will specify the integrability conditions for open strings in \( \text{AdS}_5 \times \mathbb{CP}^3 \) by the end of this section. Open string motion can be described by attaching the string worldsheet on a D-brane. The D-brane then acts as a boundary that hosts one or both endpoints of the string. Commonly, the brane cuts the string worldsheet at a constant-\( \sigma \) section. We thus want to examine the classical integrability of a string sigma model like (2.1) in the presence of a probe D-brane at \( \sigma = 0 \). In other words, we ask whether the probe D-brane that generates the string boundary conditions is integrable i.e. it gives rise to integrable string motion. Note that closed strings correspond to periodic boundary conditions

\(^4\)Details can be found in many relevant textbooks, e.g. [26]
and can also be accommodated in this formalism. Following [20], we define the double-row monodromy matrix,

\[ T(\tau; x) = m^{\text{st}}(\tau; -x) \cdot U(\tau; x) \cdot M(\tau; x), \] (2.13)

where \( U(\tau; x) \) is the reflection matrix at \( \sigma = 0 \), and the (single-row) monodromy matrix \( M(\tau; x) \) is given by

\[ M(\tau; x) = g(\tau, 0) \cdot \exp \left( \int_0^\infty ds L_\sigma(s, \tau; x) \right). \] (2.14)

The most general reflection matrix \( U(\tau; x) \) is dynamical, i.e. it can depend not only on the spectral parameter \( x \) but also implicitly on time by means of an explicit dependence on the string embedding coordinates at the \( \sigma = 0 \) boundary.

An infinite family of conserved charges can be generated by demanding the double-row monodromy matrix \( T(\tau; x) \) to be independent of the world-sheet time \( \tau \), i.e.

\[ \dot{T}(\tau; x) \equiv 0. \] (2.15)

It follows that a given set of string boundary conditions is classically integrable if it satisfies the equation

\[ \dot{U}(x) \equiv a^{\text{st}}(\tau; -x) U(x) + U(x) a_\tau(x), \] (2.16)

on the \( \sigma = 0 \) boundary. Plugging (2.11) into (2.16) we are led to the integrability condition

\[ \dot{U} = \frac{2}{x^2 - 1} \cdot \{ j^{(2)}_{\tau} m^{\text{st}}(\tau; -x) U + j^{(2)}_{\tau} \} + \frac{2x}{x^2 - 1} \cdot \left[ j^{(2)}_{\tau} m^{\text{st}}(\tau; -x) U - j^{(2)}_{\tau} \right] +
\]

\[ + (z - 1) \cdot \left[ j^{(3)}_{\tau} m^{\text{st}}(\tau; -x) U + j^{(1)}_{\tau} \right] + \left( \frac{1}{z} - 1 \right) \cdot \left[ j^{(1)}_{\tau} m^{\text{st}}(\tau; -x) U + j^{(3)}_{\tau} \right], \] (2.17)

for the string sigma model (2.1) in the presence of a probe D-brane at \( \sigma = 0 \).

\[ ^{5}\text{The exclamation mark over the equals sign} \equiv \text{ will henceforth denote an equality that holds on the boundary, e.g. a boundary condition.} \]
3 The D2-D4 intersection

The D2-probe-D4 brane system consists of \( N \) coincident D2-branes intersecting a single (probe) D4-brane. The relative orientation of the branes is the following [27]:

|    | \( x_0 \) | \( x_1 \) | \( x_2 \) | \( z \) | \( \xi \) | \( \theta_1 \) | \( \phi_1 \) | \( \theta_2 \) | \( \phi_2 \) | \( \psi \) |
|----|-----------|-----------|-----------|-------|-------|-------------|-------------|-------------|-------------|-------|
| D2 | \( \bullet \) | \( \bullet \) | \( \bullet \) |       |       |             |             |             |             |       |
| D4 | \( \bullet \) | \( \bullet \) | \( \bullet \) | \( \bullet \) | \( \bullet \) |             |             |             |             |       |

Equivalently we may consider a single D4-brane inside \( \text{AdS}_4 \times \mathbb{CP}^3 \), the metric of which is given by

\[
ds^2 = \frac{\ell^2}{z^2} \left( -dx_0^2 + dx_1^2 + dx_2^2 + dz^2 \right) + 4\ell^2 ds^2_{\mathbb{CP}^3}, \quad (3.1)
\]

where, for \( \xi \in [0, \pi/2) \), \( \theta_{1,2} \in [0, \pi] \), \( \phi_{1,2} \in [0, 2\pi] \) and \( \psi \in [-2\pi, 2\pi] \),

\[
ds^2_{\mathbb{CP}^3} = d\xi^2 + \cos^2 \xi \sin^2 \xi \left( d\psi + \frac{1}{2} \cos \theta_1 d\phi_1 - \frac{1}{2} \cos \theta_2 d\phi_2 \right)^2 + \\
+ \frac{1}{4} \cos^2 \xi \left( d\theta_1^2 + \sin^2 \theta_1 d\phi_1^2 \right) + \frac{1}{4} \sin^2 \xi \left( d\theta_2^2 + \sin^2 \theta_2 d\phi_2^2 \right). \quad (3.2)
\]

In this background the probe D4-brane wraps an \( \text{AdS}_3 \times \mathbb{CP}^1 \) subset of \( \text{AdS}_4 \times \mathbb{CP}^3 \), supported by \( Q \) units of magnetic flux through \( \mathbb{CP}^1 \). The presence of the flux forces exactly \( q \equiv \sqrt{2\lambda} Q \) of the D2-branes to terminate on one side of the D4-brane.

The embedding of the probe D4-brane in \( \text{AdS}_4 \times \mathbb{CP}^3 \) is described by the set of equations [25]

\[
x_2 \equiv Q \cdot z \quad \& \quad \xi \equiv 0, \quad \theta_2, \phi_2, \psi \equiv \text{constant}, \quad (3.3)
\]

while the field strength of the worldvolume gauge field \( F \) is

\[
F = \ell^2 Q d \cos \theta_1 \wedge d\phi_1 = -\ell^2 Q \sin \theta_1 d\theta_1 d\phi_1 = dA, \quad (3.4)
\]

and the corresponding gauge potential

\[
A = \ell^2 Q \left( c + \cos \theta_1 \right) d\phi_1, \quad (3.5)
\]
where \( c \) is a constant. Notice that \( \mathbb{C}P^1 \) is just a 2-sphere of radius \( \ell \):

\[
ds_{\mathbb{C}P^1}^2 = \ell^2 \left( d\theta_1^2 + \sin^2 \theta_1 d\phi_1^2 \right) = \sum_{i=4}^{6} dx_i dx_i, \quad \sum_{i=4}^{6} x_i x_i = \ell^2, \tag{3.6}
\]

so that, in terms of the Cartesian coordinates \( x_4, x_5, x_6 \), the field strength \( F \) is written as

\[
F = -\frac{Q}{\ell} \left( x_4 dx_5 \wedge dx_6 + x_5 dx_6 \wedge dx_4 + x_6 dx_4 \wedge dx_5 \right). \tag{3.7}
\]

Componentwise,

\[
F_{ij} = -\frac{Q}{\ell} \epsilon_{ijk} x_k = \partial_i A_j - \partial_j A_i, \tag{3.8}
\]

where \( A_i \) are the \( i = 4, 5, 6 \) components of the 1-form gauge potential \( (3.5) \).

**Coset parametrization** In what follows we only consider bosonic strings in \( \text{AdS}_4 \times \mathbb{C}P^3 \). The coset representative of \( \text{AdS}_4 \times \mathbb{C}P^3 \) is taken to be \([21]:\)

\[
g = \begin{pmatrix} e^{P_\mu x^\mu} z^D & 0 \\ 0 & e^{-R_8 \psi} \epsilon_{T_3 \phi_1} e_{T_4 \left( \theta_1 + \frac{\pi}{2} \right)} e_{R_3 \phi_2} e_{R_4 \left( \theta_2 + \frac{\pi}{2} \right)} e^{2 T_6 \xi} \end{pmatrix}, \tag{3.9}
\]

where \( D \) and \( P_\mu \) (\( \mu = 0, 1, 2 \)) are the conformal generators of dilations and translations respectively. \( R_1, \ldots, R_9 \) are the graded-0 generators of \( \mathfrak{so}(6) \) with respect to its \( \mathfrak{u}(3) \) subalgebra, and \( T_1, \ldots, T_6 \) are the graded-2 generators. All the relevant conventions can be found in appendices A–B. The \( J^{(2)} \) components of the moving-frame current \( J = g^{-1} dg \) are given by:

\[
J_{\text{AdS}}^{(2)} = \frac{1}{2z} \left( 2D dz + (P_\mu + K_\mu) dx^\mu \right) \tag{3.10}
\]

\[
J_{\mathbb{C}P^3}^{(2)} = T_1 d\theta_2 \sin \xi + T_2 d\phi_2 \sin \theta_2 \sin \xi - T_3 d\phi_1 \sin \theta_1 \cos \xi + T_4 d\theta_1 \cos \xi - T_5 \sin \xi \cos \xi \left( 2d\psi + d\phi_1 \cos \theta_1 - d\phi_2 \cos \theta_2 \right) + 2 T_6 d\xi, \tag{3.11}
\]

where \( K_\mu \) are the generators of special conformal transformations (cf. appendix A). As a crosscheck of the coset parametrization \((3.9)\), we find that the supertrace \( \ell^2 \text{ tr} \left[ (J_{\text{AdS}}^{(2)})^2 - (J_{\mathbb{C}P^3}^{(2)})^2 \right] \) correctly reproduces the \( \text{AdS}_4 \times \mathbb{C}P^3 \) metric \((3.1) - (3.2)\) as it should.
**D2-D4 boundary conditions** With the coset parametrization (3.9) and the fermions switched off, the action (2.1) is just the string Polyakov action:

\[
S = -\frac{1}{4\pi\alpha'} \int d\tau d\sigma G_{mn} \gamma^{\alpha\beta} \partial_{\alpha} X^m \partial_{\beta} X^n + \int d\tau \left[ A_i \dot{X}_i \right]_{\sigma=0},
\]

(3.12)

where \(G_{mn}\) is the \(AdS_4 \times CP^3\) metric tensor (3.1)–(3.2) and \(\gamma_{\alpha\beta} = \text{diag} (-1, 1)\) in the conformal gauge. The boundary term at \(\sigma = 0\) couples the string to the Maxwell field of the D4-brane (3.4)–(3.5).

By varying the action (3.12) it can be shown that the boundary conditions (BCs) are Dirichlet for the string coordinates \((X_a)\) that are transverse to the D4-brane and mixed Neumann-Dirichlet for the longitudinal coordinates \((X_i)\) of the string:

\[
\dot{X}_i - 2\pi\alpha' F_{ij} \dot{X}_j = 0 \quad \text{(longitudinal: Neumann-Dirichlet)} \quad (3.13)
\]

\[
\dot{X}_a = 0 \quad \text{(transverse: Dirichlet).} \quad (3.14)
\]

For the \(AdS_4\) coordinates of the string \((x_{0,1,2}, z)\), (3.13)-(3.14) give

\[
\dot{x}_{0,1} \doteq \dot{z} + Q \dot{x}_2 \doteq 0 \quad \text{(Neumann)} \quad (3.15)
\]

\[
\dot{x}_2 - Q \dot{z} \doteq 0 \quad \text{(Dirichlet),} \quad (3.16)
\]

while for the compact coordinates \(x_i\) \((i = 4, 5, 6)\) we obtain

\[
\ell \dot{x}_i \doteq \tilde{Q} \epsilon_{ijk} x_j \dot{x}_k, \quad \tilde{Q} \equiv \frac{q}{\lambda}. \quad (3.17)
\]

The BCs on \(CP^3\) can then be expressed in terms of the coordinates (3.2) as follows:

\[
\dot{\theta}_1 + \tilde{Q} \sin \theta_1 \dot{\phi}_1 \doteq \sin \theta_1 \dot{\phi}_1 - \tilde{Q} \dot{\theta}_1 \doteq 0 \quad \text{(Neumann-Dirichlet)} \quad (3.18)
\]

\[
\dot{\xi} \doteq \dot{\theta}_2 \doteq \dot{\phi}_2 \doteq \dot{\psi} \doteq 0 \quad \text{(Dirichlet).} \quad (3.19)
\]

Apart from the BCs (3.15)–(3.16) and (3.18)–(3.19), the string coordinates on the D4-brane should also obey (3.3).

### 4 D4-brane integrability

To show that the boundary conditions (3.15)–(3.16) and (3.18)–(3.19) are classically integrable, a dynamical reflection matrix \(U(\tau; x)\) must be specified
that satisfies the bosonic part of the integrability condition (2.17):

\[ \dot{U} = \frac{1}{x^2 - 1} \cdot \left\{ j^{(2)}_\tau U + U j^{(2)}_\tau \right\} + \frac{2x}{x^2 - 1} \cdot \left\{ j^{(2)}_\sigma U - U j^{(2)}_\sigma \right\}, \]  

(4.1)

upon imposing the BCs. The reflection matrix \( U \) should be block diagonal, with the upper block corresponding to the AdS \( 4 \) space, and the lower block corresponding to \( \mathbb{C}P^3 \):

\[ U = \begin{bmatrix} U_{\text{AdS}} & 0 \\ 0 & U_{\mathbb{C}P^3} \end{bmatrix}. \]  

(4.2)

The boundary values of the bosonic \( Z_4 \) components of the fixed-frame current \( j^{(2)} = g J^{(2)} g^{-1} \) that show up in the integrability condition (4.1) are, in the case of AdS4,

\[ j^{(2)}_\tau = \frac{1}{2z^2} \left[ 2 \left( z \dot{z} + x^\mu \dot{x}_\mu \right) (D - x^\nu P_\nu) + \left( z^2 + x^2 \right) \dot{x}^\mu P_\mu + \dot{x}^\mu K_\mu + x^\mu \dot{x}^\nu L_{\mu\nu} \right] \]  

(4.3)

\[ j^{(2)}_\sigma = \frac{1}{2z^2} \left( (z^2 + x^2) P_2 + K_2 + x^\mu L_{\mu\alpha 2} \right), \]  

(4.4)

where \( L_{\mu\nu} \) are the conformal generators of rotations. Note that the \( j^{(2)}_\tau \) component of the fixed-frame current has the same form in the bulk and the boundary. For \( \mathbb{C}P^3 \), we find

\[ j^{(2)}_\tau = T_3 \dot{\phi}_1 \sin^2 \theta_1 + T_4 \left( \theta_1 \cos \phi_1 - \dot{\phi}_1 \sin \theta_1 \cos \theta_1 \sin \phi_1 \right) - \frac{1}{4} (R_7 + R_9) \left( 2\dot{\theta}_1 \sin \phi_1 + \dot{\phi}_1 \sin 2\theta_1 \cos \phi_1 \right) \]  

(4.5)

\[ j^{(2)}_\sigma = -\dot{Q} \cdot \frac{d}{d\tau} \left[ T_3 \cos \theta_1 + T_4 \sin \theta_1 \sin \phi_1 + \frac{1}{2} (R_7 + R_9) \sin \theta_1 \cos \phi_1 - R_8 \right] + f (\theta_1, \theta_2, \phi_1, \phi_2, \psi) \cdot \dot{\xi}, \]  

(4.6)

where we have defined,

\[ f (\theta_1, \theta_2, \phi_1, \phi_2, \psi) = T_1 (a_- \cos \psi - b_+ \sin \psi) + T_2 (a_- \sin \psi + b_+ \cos \psi) - T_5 (c_+ \cos \psi + d_- \sin \psi) - T_6 (c_- \sin \psi - d_+ \cos \psi) - R_1 (a_+ \cos \psi - b_- \sin \psi) + R_2 (a_+ \sin \psi + b_- \cos \psi) + R_5 (c_- \cos \psi + d_+ \sin \psi) + R_6 (c_- \sin \psi - d_- \cos \psi) \]  

(4.7)

and for \( \theta_\pm = (\theta_1 \pm \theta_2)/2, \phi_\pm = (\phi_1 \pm \phi_2)/2, \)

\[ a_\pm = \cos \theta_\pm \cos \phi_\pm \pm \sin \theta_\pm \cos \phi_\pm, \quad b_\pm = \sin \theta_\pm \sin \phi_\pm \pm \cos \theta_\pm \sin \phi_\pm \]  

(4.8)

\[ c_\pm = \sin \theta_\pm \sin \phi_\pm \pm \cos \theta_\pm \sin \phi_\pm, \quad d_\pm = \cos \theta_\pm \cos \phi_\pm \pm \sin \theta_\pm \cos \phi_\pm. \]  

(4.9)
4.1 Integrable boundary conditions on AdS$_4$

As expected, the AdS$_4$ reflection matrix of the D4-brane is very similar to the one that was found in [20] for the AdS$_5$ component of the D5-brane:

$$
\mathbb{U}_{\text{AdS}} = K_4 \cdot \left[ \gamma_2 + \frac{2Q}{x^2 + 1} \cdot \frac{x^\mu \gamma_\mu - \Pi_+ - (z^2 + x^2) \Pi_-}{z} \right],
$$

(4.10)

where the projectors $\Pi_{\pm}$ have been defined in (A.6) of appendix A.

Further details about the construction of (4.10) can be found in [20]. The reflection matrix (4.10) satisfies the integrability conditions (4.1) upon imposing the BCs (3.3), (3.15)–(3.16), thereby proving that the AdS$_3 \subset$ AdS$_4$ part of the probe D4-brane is integrable. In the zero-flux case ($Q = 0$) the reflection matrix is just a constant matrix, independent from the spectral parameter $x$ and non-dynamical, as expected from the work of Dekel and Oz [21].

4.2 Integrable boundary conditions on $\mathbb{C}P^3$

Let us now specify the $\mathbb{C}P^3$ part of the reflection matrix for the probe D4-brane. Notice that the T and R-matrices that take part in the construction of the $\mathbb{C}P^3$ coset element and currents are all antisymmetric (cf. appendix B). Because of this, the integrability condition (4.1) takes the following form in $\mathbb{C}P^3$:

$$
\dot{\mathbb{U}} \doteq \frac{2}{x^2 - 1} \left( [\mathbb{U}, j^{(2)}_\tau] - x \cdot \{\mathbb{U}, j^{(2)}_\sigma\} \right).
$$

(4.11)

**Zero-flux case**  In the zero-flux case, we already know from Dekel-Oz [21] that the corresponding reflection matrix is again constant, independent from the spectral parameter $x$ and non-dynamical. In this case the condition (4.11) becomes

$$
[\mathbb{U}_0, j^{(2)}_\tau] \doteq \{\mathbb{U}_0, j^{(2)}_\sigma\} \doteq 0, \quad Q = 0.
$$

(4.12)

To solve the above equation we express $\mathbb{U}_0$ as a linear combination of the antisymmetric matrices $T$, $R$ and their symmetric products. Solving the
resulting system, we are led to the reflection matrix\textsuperscript{6}
\[ U_0 = 2 \left(T_1^2 - 3T_3^2 + T_5^2\right). \]  
(4.14)

This matrix is in full agreement with the result of Dekel and Oz \[21\]. It is obviously non-dynamical (\(\dot{U}_0 = 0\)), symmetric (\(U_0^T = U_0\)), involutory (\(U_0^2 = 1\)) and commutes with the \(\mathbb{C}P^3\) coset element \([g_{\mathbb{C}P}, U_0] = 0\) on the brane. This means that the moving and the fixed-frame currents satisfy the same set of equations (4.12), see \[21\] for more.

**Nonzero-flux case** To determine the reflection matrix in the nonzero-flux (\(Q \neq 0\)) case, we first rewrite the fixed frame current (4.6) as
\[ j^{(2)}_\sigma = -\frac{\tilde{Q}}{2} \cdot \dot{S} + f(\theta_1, \theta_2, \phi_1, \phi_2, \psi) \cdot \xi', \]  
(4.15)

where the function \(f(\theta_1, \theta_2, \phi_1, \phi_2, \psi)\) was defined in (4.7)–(4.9) and
\[ S \equiv 2T_3 \cos \theta_1 + 2T_4 \sin \theta_1 \sin \phi_1 + (R_7 + R_9) \sin \theta_1 \cos \phi_1 - R_8. \]  
(4.16)

The function \(S\) has some interesting properties on the brane
\[ \{S, j^{(2)}_\sigma\} \overset{!}{=} [U_0, j^{(2)}_\tau] \overset{!}{=} 0, \quad \tilde{Q}[S, j^{(2)}_\tau] \overset{!}{=} \{U_0, j^{(2)}_\sigma\} \overset{!}{=} -\tilde{Q} \cdot \dot{S}, \]  
(4.17)

very reminiscent of the way the reflection matrix (4.10) was constructed in \[20\]. Of course, (4.12) is partially violated for \(Q \neq 0\). We remark in passing that the anticommutator and the commutator of \(S\) with the zero-flux reflection matrix \(U_0\) are given by (derivatives follow easily)
\[ \{U_0, S\} = 2S + 4R_8, \quad [U_0, S] = 0. \]  
(4.18)

Following \[20\], we make the next ansatz for the reflection matrix in \(\mathbb{C}P^3\):
\[ U_{\mathbb{C}P} = U_0 + CS, \]  
(4.19)

\textsuperscript{6}The most general solution of (4.12) contains the terms:
\[ U_0 = c_1 \left(R_3 + R_4 \tan \theta_2 \sin \phi_2 + \frac{(R_7 - R_9)}{2} \tan \theta_2 \cos \phi_2 + \frac{R_8}{2} \sec \theta_2 \right) + 
+ c_2 \left(T_1^2 - 3T_3^2 + T_5^2\right), \]  
(4.13)

where \(c_1, c_2\) are constants. Demanding \(U_0\) to be involutive and symmetric gives \(c_1 = 0\) and \(c_2 = 2\), which leads to (4.14). This choice also ensures that the conserved charges will have the right amount of symmetry and supersymmetry (see section 5 below).
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where $C$ is some function of the flux number $Q$ and the spectral parameter $x$. By using the properties (4.17) of the function $S$ and the zero-flux reflection matrix $U_0$, we arrive at the reflection matrix of the D4-brane in $\mathbb{C}P^3$:

$$U_{\mathbb{C}P} = U_0 + \frac{2Qx}{x^2 + 1} \cdot S. \tag{4.20}$$

One can readily check that (4.20) satisfies the integrability conditions (4.1) and (4.11) upon imposing the string BCs (3.3), (3.18)–(3.19), so that the $\mathbb{C}P^1 \subset \mathbb{C}P^3$ part of the probe D4-brane is again integrable.

## 5 Conserved charges

As we have already mentioned, the conserved charges of integrable field theories are encoded in their (single-row) monodromy matrices (2.14). The double-row monodromy matrix (2.13) takes into account boundary conditions that may be imposed on the bulk fields. Taylor-expanding either monodromy matrix in the spectral parameter $x$ generates an integrable hierarchy of conserved charges. The way the double-row monodromy matrix is built out of two monodromy matrices and the reflection matrix (2.13) suggests that the double-row charge hierarchy will generally be a subset of the single-row charge hierarchy.

### Global symmetries

The conserved charges of the string sigma model (2.1) can be obtained by expanding the monodromy matrix (2.14). We first note that (2.14) can be written as (omitting all $\tau$-dependencies for simplicity):

$$\mathcal{M}(x) = g(0) \cdot \mathcal{P} \exp \left( \int_0^\infty ds \, L_\sigma (s; x) \right) = \mathcal{P} \exp \left( \int_0^\infty ds \, a_\sigma (s; x) \right). \tag{5.1}$$

Taylor-expanding the path-ordered exponential around $x = \infty$ leads to

$$\mathcal{P} \exp \left( \int_0^\infty ds \, a_\sigma \right) = 1 - \frac{2}{x} \int_0^\infty ds \left[ j^{(2)}_\tau + \frac{j^{(3)}_\sigma - j^{(1)}_\sigma}{2} \right] + \frac{2}{x^2} \left\{ \int_0^\infty ds \left[ j^{(2)}_\tau + \frac{j^{(1)}_\sigma + j^{(3)}_\sigma}{4} \right] + \int_0^s ds' \left[ 2j^{(2)}_\tau j^{(2)}_\tau + \ldots \right] \right\} - \ldots$$
In the absence of fermions, the first charge in the above hierarchy is just the Noether charge of the global bosonic symmetry $SO(3,2) \times SO(6)$:

$$\Omega_0 = \int_0^\infty ds j^{(2)}_\tau,$$  \hspace{1cm} (5.3)

where $j^{(2)}_\tau$ is given by (4.3) in the case of AdS. The corresponding expression for the charge $\Omega_0$ will obviously involve all the $\mathfrak{so}(3,2)$ generators (A.5) with coefficients that are functions of the AdS coordinates and their $\tau$-derivatives. The expression of the fixed-frame current in $\mathbb{C}P^3$ is too complicated to be written out here. However it suffices to say that again the current (and therefore the charge $\Omega_0$) involves all the $\mathfrak{so}(6)$ generators $R_1,...,9$ and $T_1,...,6$, with nonzero coefficients that depend on the $\mathbb{C}P^3$ coordinates and their $\tau$-derivatives.

**Broken symmetries**  The conserved charges of the D4-brane can be obtained by expanding the double-row monodromy matrix (2.13). The presence of the reflection matrix $U$ amid two monodromy matrices $M$ causes some of the sigma model charges (encoded in $M$) to get cancelled by folding. To expand the double-row monodromy matrix,

$$T(x) = \frac{1}{x} \exp \left( \int_0^\infty ds a^\sigma(s; -x) \right) \cdot U(x) \cdot \exp \left( \int_0^\infty ds a^\sigma(s; x) \right),$$  \hspace{1cm} (5.4)

in $1/x$, we notice that the AdS$_4 \times \mathbb{C}P^3$ reflection matrices (4.10), (4.20) have the following general form:

$$U(x) = U_0 + \frac{1}{x^2 + 1} (x U_1 + U_2).$$  \hspace{1cm} (5.5)

Inserting (5.5) and the Taylor expansion (5.2) of the single-row monodromy matrix $M$ into (5.4), we obtain the Taylor expansion of the double-row monodromy matrix around $x = \infty$:

$$T(x) = U_0 + \frac{1}{x} \left\{ U_1 + \int_0^\infty ds \left[ 2 \langle j^{(2)}_\tau, U_0 \rangle_+ + \langle (j^{(3)}_\sigma - j^{(1)}_\sigma), U_0 \rangle_+ \right] \right\} + \ldots$$
where the supertransposition bracket \( \langle \rangle \) has been defined as
\[
\langle A, B \rangle_{\sim} \equiv A^s B - BA. \tag{5.7}
\]
The subset of the \( OSP(2, 2|6) \) global symmetry that is preserved by the D4-brane is determined by the set of bosonic and supersymmetric charges that span the first conserved charge \( \tilde{Q}_0 \):
\[
\tilde{Q}_0 = U_{1/2} + 2 \int_0^\infty ds \left[ \langle j_2^{(2)}, U_0 \rangle_{\sim} + \frac{1}{2} \langle (j_2^{(3)} - j_1^{(1)}), U_0 \rangle_{\sim} \right]. \tag{5.8}
\]
Broken symmetries get cancelled by folding and are absent from either \( U_1 \) or the supertransposition brackets \( \langle j_1^{(1,2,3)}, U_0 \rangle_{\sim} \).

To determine the preserved bosonic symmetries by the D4-brane in \( AdS_4 \), we need to remove the fermionic currents from (5.8), replace supertransposition with simple transposition and read off \( U_0 = \gamma_1 \) and \( U_1 = 0 \) from (4.10). Noting that the fixed-frame current (4.3) is made up from all the conformal generators (A.5), the global charges of \( so(3,2) \) that get cancelled are
\[
\langle P_2, U_0 \rangle_{\sim} = \langle K_2, U_0 \rangle_{\sim} = \langle L_{i2}, U_0 \rangle_{\sim} = 0, \tag{5.9}
\]
where \( i = 0, 1 \). The unbroken conformal generators are thus
\[
\{ D, P_i, K_i, L_{01} \}, \tag{5.10}
\]
and span the subgroup \( SO(2, 2) \subset SO(3,2) \), a result which is consistent with the AdS_3 geometry of the D4-brane in AdS_4. In \( \mathbb{C}P^3 \) the \( so(6) \) generators \( R \) and \( T \) that make up the fixed-frame current \( j_2^{(2)} \) are all antisymmetric so that the supertransposition bracket in (5.8) can be replaced by an anticommutator:
\[
\tilde{Q}_0 = \frac{U_1}{2} - \int_0^\infty ds \{ j_2^{(2)}, U_0 \}. \tag{5.11}
\]
Moreover, (4.14) and (4.20) imply \( U_0 = 2 (T_4^2 - 3 T_3^2 + T_5^2) \) and \( U_1 = 2 \tilde{Q} S \) so
\[
\{ T_{1,2,5,6}, U_0 \} = \{ R_{1,2,5,6}, U_0 \} = 0, \tag{5.12}
\]
which is again consistent with the $\mathbb{CP}^3$ geometry of the D4-brane in $\mathbb{CP}^3$. Indeed, it is quite straightforward to show that the sets of unbroken generators

$$\{T_3, T_4, -\frac{R_7 + R_9}{2}\} \times \{R_3, R_4, -\frac{R_7 - R_9}{2}\} \times \{R_8\},$$

span the subgroup $SU(2) \times SU(2) \times U(1) \subset SO(6)$.

**Supersymmetries** To identify the conserved supercharges, we note that the fermionic currents of $\mathfrak{osp}(2,2|6)$ have the form

$$j = \begin{bmatrix} 0 & Q \\ -Q^t K_4 & 0 \end{bmatrix}, \quad j^{st} = \begin{bmatrix} 0 & K_4^t Q \\ Q^t & 0 \end{bmatrix},$$

and consist of a total of 24 supercharges since the $4 \times 6$ matrix $Q$ also obeys the reality condition

$$Q^* = i \gamma_3 Q.$$

The broken supercharges are once more determined from

$$\langle j, U_0 \rangle_\bot = 0,$$

where $U_0$ is the zero-flux reflection matrix that is given by (4.10), (4.14):

$$U_0 = \begin{bmatrix} \gamma_1 & 0 \\ 0 & 2(T_1^2 - 3T_3^2 + T_5^2) \end{bmatrix}. $$

In [21] it was shown that the zero-flux reflection matrix (5.17) is consistent with the inclusion of fermionic degrees of freedom in the coset element (3.9). Inserting (5.14) and (5.17) into (5.16), we are led to

$$2K_4^t Q (T_1^2 - 3T_3^2 + T_5^2) = \gamma_1 Q,$$

which leaves us with 12 independent supercharges, exactly as it should for a half-BPS brane [25].

## 6 Conclusions

The integrability of the string theory dual of the ABJM domain wall is a considerable indication of this system’s integrability from weak to strong
coupling, for all values of the bond dimension \( q \). It would be interesting if this result could be supported by further evidence from the gauge theory side. This evidence would include the extension of the closed-form overlap formulas beyond the lowest bond dimensions \( q = 1, 2 \) at tree level as well as higher loop orders. The study of defect observables with the method of supersymmetric localization that was put forward in [28], would similarly boost the study of ABJM defects from a purely nonperturbative perspective. Among the various interesting applications of dynamical reflection matrices we could single out the study of giant gravitons in either \( \mathcal{N} = 4 \) SYM [29] or the ABJM theory [30].
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**A Gamma matrices**

Consider the following 4-dimensional gamma matrices (in 4 spacetime dimensions):

\[
\begin{align*}
\gamma_0 &= i\sigma_3 \otimes I_2 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & i & 0 & 0 \\
0 & 0 & -i & 0 \\
0 & 0 & 0 & -i
\end{pmatrix}, & \gamma_1 &= \sigma_2 \otimes \sigma_3 = \begin{pmatrix}
0 & 0 & -i & 0 \\
0 & 0 & 0 & i \\
i & 0 & 0 & 0 \\
0 & -i & 0 & 0
\end{pmatrix} \\
\gamma_2 &= -\sigma_2 \otimes \sigma_1 = \begin{pmatrix}
0 & 0 & 0 & i \\
0 & 0 & i & 0 \\
0 & -i & 0 & 0 \\
-i & 0 & 0 & 0
\end{pmatrix}, & \gamma_3 &= \sigma_2 \otimes \sigma_2 = \begin{pmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}
\end{align*}
\]

(A.1) (A.2)

These matrices satisfy the Minkowski Clifford algebra \( \{\gamma_a, \gamma_b\} = 2\eta_{ab} \), where \( \eta_{ab} = (- + + +) \). The same metric is used for all AdS index contractions throughout the paper. We also define the matrix \( K_4 \equiv \gamma_{12} \) which satisfies the identities

\[
\begin{align*}
\gamma_a^t &= K_4^{-1}\gamma_a K_4, & \gamma_{ab}^t &= K_4^{-1}\gamma_{a}^{\perp}\gamma_{b} K_4 \quad K_4^2 = -1, & K_4^t = -K_4.
\end{align*}
\]

(A.3)
for $a, b = 0, \ldots, 3$ and also

$$K_4 \gamma_2 = \gamma_1, \quad K_4 \gamma_1 = -\gamma_2, \quad \gamma_2 K_4 = -\gamma_1, \quad \gamma_1 K_4 = \gamma_2. \quad (A.4)$$

**Bosonic generators** The bosonic subalgebra of $\mathfrak{osp}(2, 2|6)$ is $\mathfrak{sp}(2, 2) \oplus \mathfrak{so}(6)$. The 10 generators of the conformal algebra $\mathfrak{so}(3, 2) \sim \mathfrak{sp}(2, 2)$ are

$$D \equiv \frac{\gamma_3}{2}, \quad P_\mu \equiv \Pi_+ \gamma_\mu, \quad K_\mu \equiv \Pi_- \gamma_\mu, \quad L_{\mu \nu} \equiv \gamma_{\mu \nu} \equiv \frac{1}{2} [\gamma_\mu, \gamma_\nu], \quad (A.5)$$

for $\mu, \nu = 0, 1, 2$ and

$$\Pi_\pm \equiv \frac{1}{2} (1 \pm \gamma_3). \quad (A.6)$$

### B T and R-matrices

The Lie algebra of $\mathfrak{so}(6)$ is generated by 15 matrices $M_{ij}$ ($i, j = 1, \ldots, 6$),

$$[M_{ij}, M_{kl}] = \delta_{il} M_{jk} + \delta_{jk} M_{il} - \delta_{ik} M_{jl} - \delta_{jl} M_{ik}, \quad (B.1)$$

where $M_{ij} \equiv E_{ij} - E_{ji}$ and $E_{ij}$ are the so-called standard-unity matrices. The $\mathfrak{u}(3)$ subalgebra of $\mathfrak{so}(6)$ is generated by the 9 antisymmetric R-matrices which are defined as

$$R_1 = \frac{1}{2} (M_{13} + M_{24}), \quad R_2 = \frac{1}{2} (M_{23} - M_{14}), \quad R_3 = \frac{1}{2} (M_{15} + M_{26}) \quad (B.2)$$

$$R_4 = \frac{1}{2} (M_{25} - M_{16}), \quad R_5 = \frac{1}{2} (M_{35} + M_{46}), \quad R_6 = \frac{1}{2} (M_{45} - M_{36}) \quad (B.3)$$

$$R_7 = M_{12}, \quad R_8 = M_{34}, \quad R_9 = M_{56}. \quad (B.4)$$

These are the graded-0 generators of $\mathfrak{so}(6)$ with respect to $\mathfrak{u}(3)$. The graded-2 generators are the 6 antisymmetric T-matrices that belong to the orthogonal space of $\mathfrak{u}(3)$ inside $\mathfrak{so}(6)$:

$$T_1 = \frac{1}{2} (M_{13} - M_{24}), \quad T_2 = \frac{1}{2} (M_{14} + M_{23}), \quad T_3 = \frac{1}{2} (M_{15} - M_{26}) \quad (B.5)$$

$$T_4 = \frac{1}{2} (M_{16} + M_{25}), \quad T_5 = \frac{1}{2} (M_{35} - M_{46}), \quad T_6 = \frac{1}{2} (M_{36} + M_{45}). \quad (B.6)$$

The T-matrices anticommute, while the R-matrices commute with $K_6$:

$$[T_a, K_6] = \{R_a, K_6\} = 0, \quad K_6^2 = -1. \quad (B.7)$$
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