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We report on a search for anomalous production of $Z$ boson pairs through a massive resonance decay in data corresponding to $2.5$--$2.9$ fb$^{-1}$ of integrated luminosity in $pp$ collisions at $\sqrt{s} = 1.96$ TeV using the CDF II detector at the Fermilab Tevatron. This analysis, with more data and channels where the $Z$ bosons decay to muons or jets, supersedes the $1.1$ fb$^{-1}$ four-electron channel result previously published by CDF. In order to maintain high efficiency for muons, we use a new forward tracking algorithm and muon identification requirements optimized for these high signal-to-background channels. Predicting the dominant backgrounds in each channel entirely from sideband data samples, we observe four-body invariant mass spectra above $300$ GeV/c$^2$ that are consistent with background. We set limits using the acceptance for a massive graviton resonance that are $7$--$20$ times stronger than the previously published direct limits on resonant $ZZ$ diboson production.

PACS numbers: 12.60.Cn,13.85.Rm,14.70.Hp

I. INTRODUCTION

The standard model of particle physics (SM) has been enormously successful, but many key questions remain to be answered by a more complete theory. New theoretical ideas can be tested with collider experiments, but it is also worthwhile for experiments to search broadly for anomalous “signatures”. One common tactic is to look where experiments are keenly sensitive. The consummate example of this method is the $Z'$ boson search, in which a low-background, well-understood observable (the dilepton invariant mass) is used to constrain the new physics models that predict a dilepton resonance. Diboson resonance searches are an attractive analog of the $Z'$ boson searches, involving higher multiplicities of the same outgoing particles and additional mass constraints, both of which serve to further suppress experimental backgrounds. Dibosons are the dominant channels for high mass higgs searches, and new physics scenarios predict particles such as Randall-Sundrum gravitons which would decay into dibosons [1]. The irreducible SM diboson background processes occur at such a low rate that they have only recently been observed at the Tevatron [2, 3] at low diboson mass ($M_{ZZ} < 300$ GeV/c$^2$). At high diboson mass ($M_{ZZ} > 300$ GeV/c$^2$) the total backgrounds are tiny.

This article presents a search for a diboson resonance in data corresponding to $2.5$--$2.9$ fb$^{-1}$ of integrated luminosity in $\sqrt{s} = 1.96$ TeV $pp$ collisions at the CDF II detector at the Fermilab Tevatron, in the decay channel $X \rightarrow ZZ$. These ZZ diboson processes have been well-studied at the LEP experiments, which observed no significant deviation from the standard model expectation up to an $e^+e^-$ center-of-mass energy of $207$ GeV [4--7]. The LEP data place only indirect constraints on heavier, resonant ZZ diboson production [8], however, and direct production constraints at high ZZ diboson masses must be probed at hadron colliders. To the pre-
viously published CDF search for four-electron production via $X \rightarrow ZZ \rightarrow eeee$ with data corresponding to $1.1 \text{fb}^{-1}$ of integrated luminosity [9], we now add the dijet channels $eejj$ and $\mu\mu jj$, which improve sensitivity at very high $X$ masses where their background is negligible, and the four-electron or -muon channels $ee\mu\mu$ and $\mu\mu\mu\mu$, which contribute sensitivity to new physics at intermediate masses where the $Z + \text{jet(s)}$ backgrounds are larger.

Because there are four or more outgoing leptons or quarks, the analysis is sensitive to single lepton and jet reconstruction efficiencies to approximately the fourth power. In particular, events may often have one or more leptons with $|\eta| > 1$ where muon acceptance and tracking efficiency are lower than for $|\eta| < 1$. Consequently the four-lepton channels motivate development and use of techniques to improve electron and muon reconstruction and identification efficiencies while exploiting the kinematics of the signature to keep backgrounds low. To augment forward muon coverage, the present analysis also employs, for the first time, a new method of reconstructing charged particles in the silicon detectors using constraints from particle traces in forward regions with partial wire tracker coverage.

The aim of the search is sensitivity to any massive particle that could decay to ZZ. Though we avoid focus on any one specific model, we choose a benchmark process that is implemented in several popular Monte Carlo generation programs, the virtual production of gravitons in a simple Randall-Sundrum RS1 scenario [1, 10], to fix acceptance for the search and quantify its sensitivity. The geometry of the model consists of two three-branes separated from each other by a single extra dimension. Boundary conditions at the branes quantize the momentum in the extra dimension, leading to a Kaluza-Klein tower of discrete, massive gravitons. In RS1 scenarios with the standard model particles confined to either brane, a discovery would involve graviton decays directly to photons or leptons—the graviton branching ratio to ZZ is significant but the $Z$ boson branching ratio to leptons is small. In more complex but well-motivated scenarios with SM particles allowed in the extra dimension, however, graviton decays to photons, leptons, and light jets can be suppressed, and dibosons become an important discovery channel [11, 12].

The organization of this article is as follows: Section 2 describes relevant components of the CDF II detector; Section 3, the event selection; Section 4, the background estimates; and Section 5, the results.

II. THE CDF II DETECTOR

The CDF II detector is a general purpose magnetic spectrometer surrounded by electromagnetic and hadronic calorimeters and muon detectors designed to record Tevatron $p\bar{p}$ collisions. We briefly describe the components of the detector relevant to this search. A complete description can be found elsewhere [13].

A combination of tracking systems reconstructs the trajectories and measures momenta of charged particles in a 1.4 T solenoidal magnetic field. Trajectories of charged particles are reconstructed using an eight-layer silicon microstrip vertex tracker [14] at radii $1.3 < r < 29$ cm from the nominal beamline$^1$ and a 96-layer open-cell drift chamber (COT) providing eight superlayers of alternating stereo and axial position measurements [15] at large radii $43 < r < 132$ cm. The COT provides full geometric coverage for $|\eta| < 1.0$. The average radius of the lowest radius axial (stereo) COT superlayer is 58 (46) cm, providing partial coverage for $|\eta| < 1.7 (1.9)$. The silicon tracker provides full coverage for $|\eta| < 1.8$.

Outside the tracking volume, segmented electromagnetic (EM) lead-scintillator and hadronic (HAD) iron-scintillator sampling calorimeters measure particle energies [16]. The central ($|\eta| < 1.1$) calorimeters are arranged around the interaction point in a projective-tower cylindrical geometry, divided azimuthally into $15^\circ$ wedges. This calorimeter measures electron energies with a resolution of $\frac{\sigma(E)/E}{E} = (13.5\%)^2/E_T + (2\%)^2$. The forward calorimeters ($1.1 < |\eta| < 3.6$) are arranged in an azimuthally-symmetric disk geometry and measure electron energies with a resolution of $\frac{\sigma(E)/E}{E} = (16.0\%)^2/E + (1\%)^2$. Wire chambers (scintillator strips) embedded in the central (forward) EM calorimeters at $\sim 6x_0$.

---

$^1$ CDF uses a cylindrical coordinate system in which $\theta$ ($\phi$) is the polar (azimuthal) angle, $r$ is the radius from the nominal beam axis, and $+z$ points along the proton beam direction and is zero at the center of the detector. The pseudorapidity is defined as $\eta = -\ln \tan(\theta/2)$. Energy (momentum) transverse to the beam is defined $E_T \equiv E \sin \theta$ ($p_T \equiv p \sin \theta$), where $E$ is energy and $p$ is momentum.
the average depth of shower maximum, provide position and lateral shower development measurements for $|\eta| < 2.5$.

Beyond the calorimeters, muon drift chambers and scintillators measure particles that traverse the entire inner and outer detectors and reject the instrumental backgrounds of the central muon triggers. The central muon chambers (CMU) lie just outside the central hadronic calorimeter with $\phi$-dependent coverage for 0.03 < $|\eta|$ < 0.63. The central muon upgrade (CMP) augments the CMU coverage in $\phi$ and lies behind another approximately 3 interaction lengths of steel. The central muon extension (CMX) extends coverage from the CMU and CMP chambers (a CMUP requiring a COT track with at least 18 GeV/c), centered on the electron, excluding the electron energy. $\eta_{det}$ is calculated assuming an origin at $z = 0$. LshrTrk is a lateral shower shape variable described in Ref. [18].

The beam luminosity is determined by measuring the inelastic $p\bar{p}$ collision rate with gas Cherenkov detectors [17], located in the region 3.7 < $|\eta|$ < 4.7. At each bunch crossing, a three-level trigger system [13] scans the detector output for $|\eta| < 1.1$ electrons or $|\eta| < 1.0$ muons with at least 18 GeV/c of transverse momentum. We accept events that satisfy one of four trigger paths: one that requires a deposition of at least 18 GeV transverse energy in the calorimeter consistent with an electron and a matching COT track with at least 9 GeV/c of transverse momentum; another with fewer electron identification requirements intended to ensure high efficiency for very energetic electrons; a muon path requiring a COT track with at least 18 GeV/c of transverse momentum pointing toward signals in both the CMU and CMP chambers (a CMUP trigger) and traversing the calorimeter consistent with a minimum-ionizing particle; or a similar muon path with signals in the CMX chamber instead of the CMU and CMP chambers.

### III. DATA COLLECTION

We use data corresponding to an integrated luminosity of 2.5–2.9 fb$^{-1}$ depending on the data quality criteria applicable to the relevant ZZ diboson decay channel. We separately analyze six channels: $eeee$, $eem\bar{m}$, $\mu e\mu\bar{e}$, $\mu\mu\mu\bar{\mu}$, $eejj$, and $\mu\mu jj$. Events are divided into the six categories based on the trigger, where the first lepton denotes the required trigger path, and the presence of lepton and jet candidates identified using the criteria listed in Tables I through IV. The trigger lepton criteria are the most stringent; subsequent kinematic signature selections yield very low backgrounds, allowing very efficient identification criteria to be used for the other lepton candidates. Events accepted by either electron trigger path and containing at least one electron candidate that fired the electron trigger and satisfied the offline selection criteria are excluded from the muon-triggered categories. There are no events that satisfy the requirements of more than one category.

During this selection we identify the events containing at least two leptons (including the trigger lepton) using the nominal CDF event reconstruction software. We reprocess these events using a revision of the software with improved tracking, including more efficient forward tracking algorithms, and then select all final particles from the reprocessed data. In this way, we avoid CPU-intensive reconstruction of a 96.6% subset of the sample that has no chance to pass our final selection. Nevertheless, two subsets of the data corresponding to 200 pb$^{-1}$ of integrated luminosity each were fully reprocessed without the initial two-lepton selection and analyzed to confirm that the procedure used for the full dataset is fully efficient for events of interest to the analysis.

The electron criteria listed in Tables I through II are nearly identical to the previous $eeee$ analysis [9]. The double $Z$ boson mass peak signature admits little background, allowing appreciably more efficient electron criteria than those used for many other CDF analyses (for example, Ref.

| Criteria          | Trigger | Central | Forward |
|-------------------|---------|---------|---------|
| $E_T$(GeV)        | > 20    | > 5     | > 5     |
| $|\text{Track } z_0|$(cm) | < 60    | < 60    |         |
| $\text{Had/EM}$  | $< f(E)$ | $< f(E)$ | < 0.05 |
| $\text{Iso}_{\text{cal}}/E_{\text{cal}}$ | < 0.2 | < 0.2 | < 0.2 |
| $|\eta_{\text{det}}|$ | < 2.5 |         |         |
| $L\text{shrTrk}$ | < 0.4   |         |         |
| Track $p_T$ (GeV/c) | > 10 |         |         |
Jets must satisfy the criteria listed in Table IV and jet energies are corrected for instrumental effects [20]. Before relying on the jet energy measurements for the two-lepton two-jet analysis, we have verified that these corrections balance transverse momentum in the $Z + \text{jet(s)}$ events considered here. We choose kinematic requirements on individual jet energies, on dijet invariant masses, and on four-body masses involving jets so that the systematic uncertainties on $X \to ZZ$ signal acceptances and efficiencies from mis-modeling of QCD radiation or jet reconstruction effects are small.

Figs. 1 and 2 show comparisons of the peaking and background components of the dielectron and dimuon yield. The combination of our changes to the identification criteria and to the tracking algorithms increases the peak yield by factors of 1.8 and 4.3, respectively.

Measurements of the $p\bar{p} \to \gamma^* / Z \to ee$ and $p\bar{p} \to \gamma^* / Z \to \mu\mu$ cross-sections provide an im-

---

**TABLE II:** Track electron identification criteria. Tracks must consist of measurements in several COT superlayers. Silicon measurements are not required. $\text{Iso}_{\text{trk}}$ is the scalar sum of the momenta of all tracks measured within a circle of $\Delta R = 0.4$ centered on the electron track direction. $\Delta R_{EM}$ is the separation in the $\eta-\phi$ plane between the electron track and the nearest calorimeter electron cluster, as defined in Table 1.

| Criteria | Expression | Value |
|----------|------------|-------|
| $p_T$ (GeV/$c$) | > 10 |
| Axial Superlayers | > 2 |
| Stereo Superlayers | > 2 |
| $|\text{Track } z_0| (\text{cm})$ | < 60 |
| $p_{\text{trk}} / (\text{Iso}_{\text{trk}} + p_{\text{trk}})$ | > 0.9 |
| $|d_0| < \begin{cases} 200 \mu m & \text{silicon} \\ 2 \text{ mm} & \text{no silicon} \end{cases}$ |
| $\Delta R_{EM}$ | > 0.2 |

**TABLE III:** Muon identification criteria. The CMU, CMP, and CMX match variables compare the track position extrapolated to the relevant muon chambers with the chamber position measurements. The non-trigger $p_T$ requirement is lower for tracks with muon chamber information attached. $\text{Iso}_{\text{cal}}$ is the sum of calorimeter energies measured in towers within a circle of $\Delta R = 0.4$ centered on the muon tower. $E_{EM}$ and $E_{HAD}$ are the electromagnetic and hadronic calorimeter energies recorded in towers intersected by the muon track, and $f_{EM}(p_{\text{trk}}) = 4 + \max(0, 0.2115 \times \frac{p_{\text{trk}}}{\text{GeV}/c} - 100)$ and $f_{HAD}(p_{\text{trk}}) = 12 + \max(0, 0.028 \times \frac{p_{\text{trk}}}{\text{GeV}/c} - 100)$ are functions of the track momentum. The cuts on track curvature $\kappa$, its uncertainty $\sigma_\kappa$, and the $\chi^2$ probability of the fit $\text{Prob}(\chi^2, n_{\text{dof}})$ reject poorly measured tracks.

| Criteria | CMUP | CMX | Non-trigger |
|----------|------|-----|-------------|
| $p_T$ (GeV/$c$) | > 20 | > 20 | > 2, 10 |
| CMU match | < 10 cm | < 10 cm | < 10 cm |
| CMP match | < 20 cm | < 10 cm | < 10 cm |
| CMX match | < 10 cm | common to all categories |
| $\text{Iso}_{\text{cal}} / p_{\text{trk}}$ | < 0.2 | | |
| $E_{EM}$ (GeV) | $< f_{EM}(p_{\text{trk}})$ | | |
| $E_{HAD}$ (GeV) | $< f_{HAD}(p_{\text{trk}})$ | | |
| $\kappa / \sigma_\kappa$ | > 2.5 | | |
| $\text{Prob}(\chi^2, n_{\text{dof}})$ | $> 10^{-10}$ | | |
| $|z_0| (\text{cm})$ | $< 60$ | | |
| $|d_0| < \begin{cases} 200 \mu m & \text{silicon} \\ 2 \text{ mm} & \text{no silicon} \end{cases}$ | | | |

[13] We require either an isolated calorimeter cluster with electron-like energy deposition or, to recover acceptance, an isolated track pointing at uninstrumented regions of the calorimeters. Such regions constitute approximately 17% of the solid angle for $|\eta| < 1.2$ and would otherwise reduce our four-electron acceptance by a factor of two. The transverse energy threshold for non-trigger electrons is 5 GeV. As the mass of the signal resonance $X \to ZZ$ increases, the energies of the two $Z$ boson decay products become asymmetric in the detector frame, and thus our criteria must efficiently select leptons with transverse momentum of order 10 GeV/$c$ as well as leptons with $p_T$ of hundreds of GeV/$c$.

The muon criteria listed in Table III require an isolated track satisfying basic track quality criteria and depositing minimal energy in the calorimeter. We make use of a new track reconstruction algorithm, described in the Appendix, and apply less stringent energy and isolation requirements than typical for CDF high $p_T$ analyses so as to increase our acceptance and efficiency. Muon candidate tracks may be matched to information in the muon chambers, but to recover acceptance lost due to gaps in chamber coverage and to recover efficiency lost due to pointing requirements, chamber matching is not required except for the trigger muon.

Jets must satisfy the criteria listed in Table IV and jet energies are corrected for instrumental ef-
TABLE IV: Jet identification criteria. The JETCLU algorithm is discussed in Ref. [19]. $\Delta R_{EM}$ is the separation in the $\eta - \phi$ plane between centroids of the jet cluster and the nearest electron cluster.

| Selection Criteria       | JETCLU 0.4 Cone       |
|--------------------------|-----------------------|
| $E_T^{raw}$ (GeV)        | $> 10$                |
| $|\eta_{centroid}|$    | $< 3.64$              |
| $E_{EM}/E_{tot}$         | $< 0.95$              |
| $\Delta R_{EM}$         | $> 0.4$               |

FIG. 1: $Z \rightarrow ee$ yield and background comparison between dielectron candidates consisting of a trigger electron and an electron candidate satisfying either (lower set of points) the CDF standard electron criteria or (upper set of points) the criteria employed in the present analysis. The peak yield increases from about 146,000 with the standard criteria to 256,000 candidates with our optimized criteria. The corresponding increase in continuum background is modest, a factor of 2.0 for 81–101 GeV/$c^2$. This background is later suppressed by the four-body kinematic selection.

FIG. 2: $Z \rightarrow \mu\mu$ yield and background comparison between dimuon candidates consisting of a trigger muon and a muon candidate satisfying either (lower set of points) the CDF standard muon criteria or (upper set of points) the criteria employed in the present analysis. The peak yield increases from about 35,000 candidates with the standard criteria and tracking to 150,000 candidates with our optimized criteria and tracking. The continuum background is increased by a factor of 14 for 81–101 GeV/$c^2$. This background is later suppressed by the four-body kinematic selection.

FIG. 3: $Z \rightarrow ee$ cross-sections (and averaged cross-sections) for $66 < M_{\ell\ell} < 116$ GeV/$c^2$ and various selections. The horizontal axis indicates the 18 periods for five selections in succession: two trigger electrons (252.1 $\pm$ 1.2 pb), a trigger electron and a central calorimeter electron (TRIG+CEM, 248 $\pm$ 1.1 pb), a trigger electron and a forward calorimeter electron (TRIG+PEM, 246.2 $\pm$ 0.9 pb), a trigger electron and a track electron (TRIG+TRACK, 262.1 $\pm$ 2.3 pb), and, calculated separately, the combination of a trigger electron and any electron selected using the analysis criteria (249.4 $\pm$ 1.6 pb). The averaged cross sections are indicated by horizontal lines. Uncertainties are statistical only with the correlated luminosity uncertainty not shown.

important test of our understanding of the trigger, reconstruction, and identification efficiencies and Monte Carlo modeling for this new lepton selection. We divide the data into 18 data-taking periods and measure each of the above efficiencies for each period. For each period, we then compute the Drell-Yan cross-section for all combinations of trigger and lepton type using a signal plus background fit to the data and Drell-Yan Monte Carlo. The average instantaneous luminosity tends to increase with data-taking period as Tevatron upgrades were brought online. Figs. 3 and 4 show the resultant cross-sections and their dependence on time.

For the cases where both electron energy measurements come from the calorimeters, the fit sig-
nal function is a Breit-Wigner fixed to the world average $Z$ boson mass and width convolved with a Gaussian resolution function. In the trigger plus track lepton sample, where there is a significant radiative tail below the $Z$ boson mass, the signal function is a Crystal Ball function. In the combined sample both functions are included. In all cases, the background function is an exponential. The combined result for the electron selection, $249.4\pm 1.6$ pb for the mass range $66 < M_{\ell\ell} < 116$ GeV/$c^2$, is in agreement with the dedicated CDF measurement $\sigma_{ij} = \Gamma(p\bar{p} \rightarrow Z \rightarrow \ell\ell) = 254.9 \pm 3.3$(stat.) $\pm 4.6$(sys.) [13] and is evidence that the constituent efficiencies and scale factors are understood well.

Note that there are large variations in the trigger plus track electron cross-section. In these cases, the fit to the data underestimates or overestimates the amount of power-law background contamination of the low dielectron mass radiative tail of the $Z$ boson. The independent fit to the combination of all selections has a higher signal to noise ratio and is not sensitive to this effect.

The results for the muon selection also show good agreement with the other CDF measurements, except for a 20% shift in the first period and up to a 10% shift in many of the later periods. The discrepancies are due to imprecise knowledge of certain muon identification efficiencies of the new reconstruction software. Based on these results, we assign a 20% systematic uncertainty on the signal acceptance for each of the six channels. In part because much of the data were collected with the CMUP trigger and during periods with measured cross-sections in good agreement with expectation, and because two of the six analysis channels do not involve muons, this systematic uncertainty over-covers the observed variation in cross section and is the dominant uncertainty for the analysis. Nevertheless, even with this systematic the final sensitivity of the analysis improves substantially on the earlier $ee\bar{e}e$ search [9].

IV. KINEMATIC ANALYSIS

After selecting electrons, muons, and jets, we consider all possible four-lepton $\ell\ell\ell\ell$ or two-lepton two-jet $\ell\ell jj$ combinations for each event that contains a trigger lepton. No requirement is made on the mass or charge of dilepton pairs. Any two particles must have a minimum separation $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$ of 0.2. Dilepton pairs with tracks present for both leptons must point back to the same $z_0$ production location in order to suppress background from additional pileup interactions. Track timing information is used for a very pure veto of muon and track electron pairs consistent with cosmic rays. There are no events that appear in more than one $ZZ$ diboson decay channel.

For the four-lepton channels, we consider all possible combinations of leptons for each event and select the one that minimizes a $\chi^2$ variable quantifying consistency between the dilepton masses and the $Z$ boson pole mass:

$$\chi^2_{ZZ} = \sum_{i=1,2} \frac{(M^{(i)}_Z - 91.187\text{GeV}/c^2)^2}{\sigma_{M^{(i)}}^2 + \sigma_T^2},$$

where $\sigma_{M^{(i)}}$ is the detector mass resolution computed from the individual lepton calorimeter or tracking measurements for the dilepton mass $M^{(i)}_Z$ and a Gaussian approximation with $\sigma_T = 3.25\text{GeV}/c^2$ allows for the nonzero width of the $Z$ boson resonance.

For the $\ell\ell jj$ channels, we consider all possible combinations of leptons and jets. We select the two highest $E_T$ jets and the dilepton pairing that minimizes the first term of the equation above. This explicitly avoids possible $Z$ boson mass bias in the dijet mass spectrum that would complicate the background estimate discussed in the following section. We then require $M_Z > 20\text{GeV}/c^2$ for
each pairing and, for the dijet channels, \( \chi^2_Z < 25 \) for the leptonic \( Z \) boson.

A priori we define our signal region to be \( M_X > 300 \text{ GeV}/c^2 \) so as to avoid most standard model backgrounds. For the \( \ell\ell\ell\ell \) modes we further require \( \chi^2_{ZZ} < 50 \) and for the \( \ell\elljj \) modes we require \( 65 < M_{jj} < 120 \text{ GeV}/c^2 \). Each event may contain additional leptons, jets, or other particles beyond the four that contribute to the signal candidate.

V. BACKGROUND ESTIMATES

For both the four-lepton and the dijet channels, the dominant backgrounds at high \( M_X \) are a mixture of \( Z + \) jets, \( W^\pm + \) jets, multijets, and various lower-rate processes resulting in one or more hadrons that mimic an electron or muon. The diboson processes \( W^\pm Z \rightarrow jj\ell\ell \), \( ZZ \rightarrow \ell\ell\ell\ell \), and \( ZZ \rightarrow \ell\elljj \) peak at \( \chi^2_{ZZ} < 50 \) or \( 65 < M_{jj} < 120 \text{ GeV}/c^2 \), while all other backgrounds do not peak in both \( Z \) boson masses simultaneously. We use a pythia model [21] with the CDF detector simulation to estimate the small contribution from resonant diboson processes and fit sideband data to collectively estimate all backgrounds that do not contain two bosons, collectively referred to as non-resonant background.

We estimate the \( \ell\ell\ell\ell \) background by extrapolating the yield in the \( 185 < M_X < 300 \text{ GeV}/c^2 \) region to the signal region (\( M_X > 300 \text{ GeV}/c^2 \) and \( \chi^2_{ZZ} < 50 \)) using a shape determined from a sample enhanced in non-resonant background. In order to construct samples enriched in this background, four-lepton candidates are selected in which some of the reconstructed leptons are “anti-selected” to fail one or more lepton identification criteria. Anti-selected electrons must fail the HAD/EM energy selection and anti-selected muons must fail the minimum-ionizing energy selection. To further increase available statistics, the isolation requirement is removed for both categories. Events reconstructed with the standard CDF processing that contain at least one trigger lepton and one anti-selected lepton are included in the reprocessing discussed in Section III. The \( \chi^2_{ZZ} vs. M_X \) distributions for the resultant samples are shown in Figs. 7 and 8.

Figs. 5 and 6 show the invariant mass distributions of trigger lepton plus anti-selected lepton pairings for electrons and muons, respectively. The absence of an appreciable peak indicates few resonant \( Z \) boson events survive the anti-selection.

The two samples of four-body candidates that consist of a trigger lepton and either two- or three-anti-selected leptons with \( M_X > 185 \text{ GeV}/c^2 \) and \( \chi^2_{ZZ} < 50 \) are then fit simultaneously to the empirical form

\[
f(\chi^2_{ZZ}, M_X) = M_X^\gamma \cdot e^{\tau \chi^2_{ZZ}}
\]

to determine the falling shape of the \( M_{\ell\ell\ell\ell} \) distribution (the power law parameter \( \gamma \)) and the relationship of the number of events in the \( \chi^2_{ZZ} < 50 \) \( ZZ \) window to the number in the off-mass sidebands (the exponential decay parameter \( \tau \)). As background composition and fake rate kinematic dependence varies with trigger and lepton type, we fit these sidebands separately for the \( \ell\ell\ell\ell \) and \( \ell\elljj \) background shapes. Figs. 9 through 12 show one-dimensional projections of the fit result for each channel against the fitted two- and three-anti-selected lepton \( \chi^2_{ZZ} \) and \( M_{\ell\ell\ell\ell} \) data as well as the one anti-selected sample, which is not used in the fit. Table V lists
FIG. 7: $\chi^2_{ZZ}$ vs. $M_X$ distributions for the four-electron and electron-triggered two-electron two-muon sideband samples with 1, 2, and 3 anti-selected leptons.

TABLE V: Four-lepton background fit results.

| Channel | $\gamma$ | $\tau$ |
|---------|----------|--------|
| eeee    | $-4.39 \pm 0.09$ | $-0.0184 \pm 0.0005$ |
| eeep $\mu$ | $-5.4 \pm 0.2$ | $-0.0161 \pm 0.0005$ |
| $\mu$ee | $-5.3 \pm 0.3$ | $-0.020 \pm 0.002$ |
| $\mu$e$\mu$ | $-6.5 \pm 0.6$ | $-0.030 \pm 0.003$ |

the fit parameters obtained with their statistical uncertainty.

The background shapes obtained from these fits are normalized so that the sums of the integrals for $185 < M_X < 300$ GeV/c$^2$ and the simulation-derived diboson predictions match the number of events observed with $185 < M_X < 300$ GeV/c$^2$ in the four-lepton samples. The shapes are then extrapolated into the low $\chi^2_{ZZ}$, high $M_X$ $\ell\ell\ell\ell$ signal regions. The statistical uncertainty on the normalization is the dominant source of uncertainty for the four-lepton non-resonant background prediction.

As one test of the independence of the non-resonant predictions to the number of selected/anti-selected leptons, Tables VI and VII show the parameters and yield predictions obtained by fitting $\gamma$ for each sample independently of the others. All of the yield predictions for a
FIG. 8: $\chi^2_{ZZ}$ vs. $M_X$ distributions for the muon-triggered two-electron two-muon and four-muon sideband samples with 1, 2, and 3 anti-selected leptons.

given signal mass and decay channel are consistent with each other within the statistical uncertainty.

The sideband data fit for the $\ell\ell jj$ non-resonant background estimates consist of events containing a dilepton pair with $\chi^2_Z < 25$ and a dijet pair with either $40 < M_{jj} < 65$ GeV/$c^2$ or $120 < M_{jj} < 200$ GeV/$c^2$. The $M_{jj}$ spectrum near the $Z$ boson pole mass is exponentially falling before imposing any requirement on $M_X$ but linear for events with $M_X > 300$ GeV/$c^2$, where the effect of the four-body mass cut is to sculpt a peak in the dijet mass at $M_{jj} \gg 200$ GeV/$c^2$ (see Fig. 13). We linearly interpolate the background expectation for $65 < M_{jj} < 120$ GeV/$c^2$ from the lower and higher $M_{jj}$ sideband data. To avoid underestimating the background at very high $M_X$ where these sidebands are empty, we model the population of either sideband vs $M_X$ with an exponential fit to the available data to obtain the numbers used in the interpolation. Fig. 14 shows the numbers of events in the two dijet mass sidebands as a function of the requirement on minimum four-body mass and the exponential fits. Exponential functions model the data well.

As one unbiased test of the prediction of the dijet mass spectrum, we repeat the selection and fit procedure on samples consisting of events containing a trigger lepton plus an anti-selected lep-
ton and at least two jets. Comparison of the fit predictions against these $55 < M_{jj} < 120$ GeV/$c^2$ data, which are depleted of signal, show the method performs well (Tables VIII and IX). The disagreement in the lowest $M_{eejj}$ bin for this and other control samples is a result of a slight deviation from an exponential distribution. This residual variation is taken as an extra systematic uncertainty in the lowest mass bin.

We determine the backgrounds resonant in both $Z$ boson masses with Monte Carlo models normalized to the cross-sections predicted by mcfm [22]. In the $ℓℓjj$ channels, our dijet mass resolution and analysis selection does not distinguish between the $W^±Z \rightarrow j j ℓ ℓ$ and $ZZ \rightarrow j j ℓ ℓ$, and so the background from both processes is present.

Tables X through XV show the total prediction for each analysis channel. At each signal mass, the predictions are integrated over the four-body mass range listed in Table XVI. The uncertainties listed for the diboson predictions consist of the error on the mcfm cross-section ($≈ 7\%$), the uncertainty on the luminosity ($6\%$), and the statistical uncertainty due to finite Monte Carlo statistics, which is the dominant uncertainty on the diboson prediction at high four-body mass, though a negligible component of the total background uncertainty. The uncertainties listed for the non-resonant backgrounds consist of the statistical
TABLE VI: Comparison of non-resonant background mass shape parameter $\gamma$ fitted independently in the individual sideband samples with the simultaneous fit to the two- and three-anti-selected lepton samples.

| Channel | $eeee$ | $e\mu\mu$ |
|---------|--------|-----------|
| Simultaneous | $-4.39 \pm 0.09$ | $-5.42 \pm 0.15$ |
| 3 anti-leptons | $-4.22 \pm 0.11$ | $-5.19 \pm 0.17$ |
| 2 anti-leptons | $-4.50 \pm 0.15$ | $-4.70 \pm 0.21$ |
| 1 anti-lepton | $-4.21 \pm 0.30$ | $-3.63 \pm 0.32$ |
| 0 anti-leptons | $-5.04 \pm 0.94$ | $-3.54 \pm 0.78$ |

TABLE VII: Comparison of non-resonant background predictions for a characteristic example (the 410–590 GeV/c² four-body mass range appropriate for a 500 GeV/c² signal) from fits of the individual sideband samples with the prediction from the simultaneous fit to the two- and three-anti-selected lepton samples.

| Channel | $eeee$ | $e\mu\mu$ |
|---------|--------|-----------|
| Simultaneous | $0.63 \pm 0.29$ | $0.128 \pm 0.064$ |
| 3 anti-leptons | $0.65 \pm 0.31$ | $0.093 \pm 0.048$ |
| 2 anti-leptons | $0.54 \pm 0.26$ | $0.166 \pm 0.091$ |
| 1 anti-lepton | $0.58 \pm 0.30$ | $0.40 \pm 0.24$ |
| 0 anti-leptons | $0.51 \pm 0.35$ | $0.82 \pm 0.59$ |

TABLE VIII: Comparison of dijet mass fit predictions with data for the trigger electron plus anti-selected electron and two-jet channel sample. Shown are the uncertainties on the mean prediction due to fit statistics.

| $M_{eejj}$ (GeV/c²) | Prediction | Observed |
|---------------------|------------|----------|
| 350–450             | 1105 ± 29  | 941      |
| 400–600             | 488 ± 21   | 540      |
| 500–700             | 95.6 ± 7.2 | 115      |
| 600–800             | 18.8 ± 2.0 | 18       |
| 650–950             | 8.31 ± 1.1 | 8        |
| 750–1050            | 1.64 ± 0.26| 3        |
| 800–1200            | 0.73 ± 0.13| 2        |

TABLE IX: Comparison of dijet mass fit predictions with data for the trigger muon plus anti-selected muon and two-jet channel sample. Shown are the uncertainties on the mean prediction due to fit statistics.

| $M_{\mu\mu jj}$ (GeV/c²) | Prediction | Observed |
|--------------------------|------------|----------|
| 350–450                  | 23.7 ± 4.0 | 22       |
| 400–600                  | 9.4 ± 2.2  | 9        |
| 500–700                  | 1.48 ± 0.59| 2        |
| 600–800                  | 0.23 ± 0.15| 1        |
| 650–950                  | 0.093 ± 0.072| 1       |
| 750–1050                 | 0.015 ± 0.017| 0       |
| 800–1200                 | 0.0059 ± 0.0084| 0   |

TABLE X: Total $eeee$ backgrounds with $\chi^2_{ZZ} < 50$ for each signal mass $M_X$. The uncertainty includes the ZZ diboson production cross-section uncertainty, the luminosity uncertainty, the statistical uncertainty from the simulation, and the statistical uncertainty from the non-resonant background fit.

| $M_X$ (GeV/c²) | SM ZZ | Non-resonant |
|---------------|-------|--------------|
| 400           | 0.22 ± 0.02| 1.31 ± 0.44 |
| 500           | 0.086 ± 0.009| 0.64 ± 0.29 |
| 600           | 0.045 ± 0.005| 0.44 ± 0.18 |
| 700           | 0.020 ± 0.003| 0.28 ± 0.20 |
| 800           | 0.007 ± 0.001| 0.15 ± 0.12 |
| 900           | 0.005 ± 0.001| 0.14 ± 0.11 |
| 1000          | 0.0032 ± 0.0001| 0.11 ± 0.10 |

uncertainty from the shape parameters and the normalization uncertainty due to the small number of events in the $185 < M_X < 300$ GeV/c² four-lepton control regions. The non-resonant and diboson background systematic uncertainties are negligible compared to the statistical uncertainty on the total background.
FIG. 13: Dijet mass spectra for two-electron two-jet candidates with $\chi^2_{ee} < 25$ and three $M_{eejj}$ requirements: no requirement, $M_{eejj} > 185 \text{ GeV}/c^2$, and $300 < M_{eejj} < 350 \text{ GeV}/c^2$, beyond which the shape of the dijet mass in the $Z$ boson region is linear.

TABLE XI: Total $ee\mu\mu$ backgrounds with $\chi^2_{ZZ} < 50$ for each signal mass $M_X$. The uncertainty includes the $ZZ$ diboson production cross-section uncertainty, the luminosity uncertainty, the statistical uncertainty from the simulation, and the statistical uncertainty from the non-resonant background fit.

| $M_X$ (GeV/c$^2$) | SM ZZ   | Non-resonant |
|-------------------|---------|--------------|
| 400               | 0.19 ± 0.02 | 0.33 ± 0.13  |
| 500               | 0.067 ± 0.007 | 0.128 ± 0.064 |
| 600               | 0.035 ± 0.004 | 0.075 ± 0.047 |
| 700               | 0.014 ± 0.002 | 0.041 ± 0.029 |
| 800               | 0.004 ± 0.001 | 0.019 ± 0.013 |
| 900               | 0.003 ± 0.001 | 0.016 ± 0.013 |
| 1000              | 0.0013 ± 0.0006 | 0.012 ± 0.011 |

VI. RESULTS

We optimized all selections and estimated all backgrounds before examining the data with $M_{lljj} > 300 \text{ GeV}/c^2$ or with a dilepton pair having $\chi^2_X < 25$ and a dijet pair with $65 < M_{jj} < 120 \text{ GeV}/c^2$. Figs. 15 and 16 show the data in these regions and the combined resonant and non-resonant background predictions for all four-

FIG. 14: Number of two-lepton two-jet events with $40 < M_{jj} < 65 \text{ GeV}/c^2$ and $120 < M_{jj} < 200 \text{ GeV}/c^2$ as a function of the minimum $M_{lljj}$ mass requirement, along with the exponential fit to each that is used to interpolate the background prediction for the $65 < M_{jj} < 120 \text{ GeV}/c^2$ region.

TABLE XII: Total $\mu\mu\mu\mu$ backgrounds with $\chi^2_{ZZ} < 50$ for each signal mass $M_X$. The uncertainty includes the $ZZ$ diboson production cross-section uncertainty, the luminosity uncertainty, the statistical uncertainty from the simulation, and the statistical uncertainty from the non-resonant background fit.

| $M_X$ (GeV/c$^2$) | SM ZZ   | Non-resonant |
|-------------------|---------|--------------|
| 400               | 0.077 ± 0.008 | 0.32 ± 0.16  |
| 500               | 0.027 ± 0.003 | 0.130 ± 0.077 |
| 600               | 0.014 ± 0.002 | 0.078 ± 0.055 |
| 700               | 0.0065 ± 0.0010 | 0.044 ± 0.034 |
| 800               | 0.0018 ± 0.0007 | 0.021 ± 0.017 |
| 900               | 0.0014 ± 0.0006 | 0.018 ± 0.017 |
| 1000              | 0.0011 ± 0.0005 | 0.014 ± 0.013 |
lepton channels and for both dijet channels. In all cases the data agree with the total background prediction and provide no compelling evidence for resonant $ZZ$ diboson production. The highest-mass $\ell\ell\ell\ell$ event (577 GeV/c²) consists of four muons. For this event, one $Z$ boson candidate has a mass of $79\pm4.2$ GeV/c² and the other $Z$ boson candidate has a mass of $400\pm170$ GeV/c². The large mass uncertainty of the second $Z$ boson comes from a large curvature uncertainty in the measurement of one $p_T = 290$ GeV/c muon with few COT hits. The highest-mass $\ell\ell jj$ event (868 GeV/c²) has $M_{\ell\ell} = 96.5 \pm 1.3$ GeV/c² and $M_{jj} = 77.8 \pm 6.5$ GeV/c².

Absent evidence of a signal, we communicate our sensitivity to $X \rightarrow ZZ$ processes by setting limits with an acceptance from a widely-available HERWIG Monte Carlo process [23], the spin-2 Kaluza-Klein graviton. The total acceptance times efficiency for this process varies between roughly 40-50% for a given four-lepton channel and between 20-40% for a given dijet channel (Fig. 17). At higher masses, the fraction of $Z$ boson decays increases in which the angular separation between products is too small for the calorimeter to resolve. This lowers the acceptances for the dijet modes and, to a lesser extent, the electron modes.

The combined effect of the lepton reconstruction and identification improvements on graviton signal is demonstrated in Figs. 18 and 19 for the four-electron and four-muon channels. We compute data yields and estimates of signal and background by integrating the Monte Carlo predictions and fitted non-resonant background shapes over a set of overlapping, variable-width bins for signal masses from 400 GeV/c² to 1 TeV/c² (Table XVI). Each signal bin width is chosen to be large enough to fully contain the four-body mass distribution expected for an intrinsically narrow signal and the broadening from systematic effects. Table XVII shows the total background prediction and observed data yields in each of these bins.

We calculate 95%-credibility upper limits as a function of signal mass using a six-channel product of Bayesian likelihoods and a uniform prior

---

### TABLE XIII: Total $\mu\mu\mu\mu$ backgrounds with $\chi^2_{ZZ} < 50$ for each signal mass $M_X$. The uncertainty includes the $ZZ$ diboson production cross-section uncertainty, the luminosity uncertainty, the statistical uncertainty from the simulation, and the statistical uncertainty from the non-resonant background fit.

| $M_X$ (GeV/c²) | SM ZZ | Non-resonant |
|---------------|-------|--------------|
| 400           | 0.090 | ± 0.010      |
| 500           | 0.036 | ± 0.005      |
| 600           | 0.018 | ± 0.002      |
| 700           | 0.0082| ± 0.0015     |
| 800           | 0.0018| ± 0.0007     |
| 900           | 0.00011| ± 0.00005   |
| 1000          | 0.0009| ± 0.0005     |

---

FIG. 15: Prediction and data for all four-lepton channels combined. The background prediction for each bin consists of the integral of the non-resonant background functions and diboson Monte Carlo determined in Section V. The background predictions agree with the data.

FIG. 16: Prediction and data for both $\ell\ell jj$ channels combined. The background prediction for each bin consists of the integral of the non-resonant background functions and diboson Monte Carlo determined in Section V. The background predictions agree with the data.
TABLE XIV: Total $eejj$ backgrounds with $65 < M_{jj} < 120 \text{GeV}/c^2$ for each signal mass $M_X$. The uncertainty includes diboson cross-section uncertainties, the uncertainty on the luminosity, the statistical uncertainty from the simulation, and the uncertainties from the non-resonant background fits.

| $M_X$ (GeV$/c^2$) | SM ZZ | SM $W^\pm Z$ | Non-resonant |
|-------------------|-------|--------------|--------------|
| 400               | 5.72 ± 0.97 | 9.4 ± 1.1    | 483 ± 18     |
| 500               | 2.43 ± 0.58 | 3.25 ± 0.46  | 128.0 ± 8.2  |
| 600               | 0.99 ± 0.36 | 1.10 ± 0.22  | 47.4 ± 4.1   |
| 700               | 0.19 ± 0.18 | 0.60 ± 0.16  | 14.9 ± 1.7   |
| 800               | $0^{+0.11}$ | 0.158 ± 0.083| 2.86 ± 0.46  |
| 900               | $0^{+0.11}$ | 0.095 ± 0.067| 1.75 ± 0.31  |
| 1000              | $0^{+0.11}$ | $0^{+0.067}$ | 0.77 ± 0.16  |

TABLE XV: Total $\mu\mu jj$ backgrounds with $65 < M_{jj} < 120 \text{GeV}/c^2$ for each signal mass $M_X$. The uncertainty includes diboson cross-section uncertainties, the uncertainty on the luminosity, the statistical uncertainty from the simulation, and the uncertainties from the non-resonant background fits.

| $M_X$ (GeV$/c^2$) | SM ZZ | SM $W^\pm Z$ | Non-resonant |
|-------------------|-------|--------------|--------------|
| 400               | 2.90 ± 0.57 | 6.04 ± 0.73  | 162 ± 11     |
| 500               | 1.30 ± 0.38 | 2.06 ± 0.32  | 37.7 ± 4.4   |
| 600               | 0.57 ± 0.26 | 0.73 ± 0.17  | 12.6 ± 2.0   |
| 700               | 0.26 ± 0.19 | 0.229 ± 0.93 | 3.53 ± 0.72  |
| 800               | 0.09 ± 0.13 | 0.023 ± 0.040| 0.57 ± 0.16  |
| 900               | $0^{+0.10}$ | $0^{+0.032}$ | 0.33 ± 0.10  |
| 1000              | $0^{+0.10}$ | $0^{+0.032}$ | 0.133 ± 0.045|

FIG. 17: Products of acceptance times efficiency for each of the graviton analysis channels and their dependence on graviton mass. These do not include $ZZ$ diboson branching ratios, which for each $ZZ \to \ell\ell jj$ mode are approximately 40 times the branching ratios for $ZZ \to eee e$ or $ZZ \to \mu\mu\mu\mu$. The $ee\mu\mu$ and $\mu\mu ee$ acceptances have been summed.

FIG. 18: Four-electron yield comparison for a 500 GeV/$c^2$ graviton between (lower histogram) the CDF standard electron selection criteria and (upper histogram) the criteria employed in the present analysis.
predictions, and signal efficiencies, and we account for systematic uncertainties correlated amongst the six channels when appropriate. As discussed earlier, we assign a 20% uncorrelated uncertainty to the total acceptance × efficiency for each channel to account for the observed time-dependent variation in the Drell-Yan $\mu\mu$ cross-section, conservatively covering the sum of individual systematic uncertainties such as signal acceptance uncertainties in order to simplify the combination. Studies of the individual uncertainties indicate the largest contribution after the uncertainty due to the $Z \rightarrow \mu\mu$ cross section variation is the 5.9% uncertainty on the luminosity.

In addition to the observed limit, we compute expected limits from 10,000 pseudo-experiments at each candidate $X$ mass. Fig. 20 shows the resultant limits along with the $k/M_{Pl} = 0.1$ Randall-Sundrum (RS1) graviton cross-section from HERWIG. The present search improves the $O(4 \text{ pb})$ limit of the earlier $eeee$ search [9] by an order of magnitude.

VII. CONCLUSIONS

We have reported on an improved search for a massive resonance decaying to $ZZ$ dibosons via the $eeee$, $e\mu\mu\mu$, $e\mu\mu\mu$, $eejj$, and $\mu\mu jj$ channels. We find that the four-body invariant mass spectrum above 300 GeV/c² is consistent with background estimates derived from sideband data samples and electroweak Monte Carlo models. To quantify our sensitivity, we set limits using the acceptance for a Randall-Sundrum graviton model that are 7–20 times stronger than the previously published direct limits on resonant $ZZ$ diboson production.
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TABLE XVII: Total background prediction and observed data yields for each of the bins in Table XVI. Successive bins are partially correlated. The uncertainty (quoted as the least two significant figures in parentheses) is the systematic uncertainty on the mean background prediction and does not include statistical fluctuation about the mean.

| Channel | 400 | 500 | 600 | 700 | 800 | 900 | 1000 |
|---------|-----|-----|-----|-----|-----|-----|------|
| eee   | 1.53(44) | 0.73(29) | 0.49(18) | 0.30(20) | 0.16(12) | 0.15(11) | 0.11(10) |
| Expected | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Observed | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| eeµ   | 0.52(13) | 0.195(64) | 0.110(47) | 0.055(29) | 0.023(13) | 0.019(13) | 0.013(11) |
| Expected | 2 | 0 | 0 | 0 | 0 | 0 | 0 |
| Observed | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| µee   | 0.397(16) | 0.157(77) | 0.092(55) | 0.050(34) | 0.023(17) | 0.019(17) | 0.015(13) |
| Expected | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Observed | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| µµµ   | 0.30(11) | 0.099(40) | 0.049(23) | 0.023(13) | 0.0074(49) | 0.0047(42) | 0.0040(30) |
| Expected | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| Observed | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| eejj  | 498(18) | 133.7(82) | 49.5(41) | 15.7(17) | 3.02(48) | 1.84(34) | 0.77(21) |
| Expected | 456 | 142 | 69 | 28 | 7 | 5 | 2 |
| Observed | 143 | 41 | 19 | 4 | 2 | 2 | 1 |

Appendix

The standard CDF reconstruction software uses two main approaches to reconstruct tracks. High quality central tracking ($|\eta| < 1$) starts in the COT and assembles piecewise segments of up to 12 hits in each superlayer, fits them, and groups them into tracks to which any available silicon hits are then attached in an outside-in search. Afterward, “silicon standalone” tracking starts with all possible combinations of three unused silicon hits, searches the remaining silicon layers, and projects successful tracks into the COT to attach any compatible hits in order to improve the track momentum resolution and lower the fake rate.

The combination of these approaches results in low efficiency in the $1 < |\eta| < 2$ region. Tracks originating from $z = 0$ with $|\eta| < 1.7$ will leave traces of their passage in the lowest-radii superlayers of the COT. Though very efficient when full COT coverage is available, for $|\eta| > 1$ the central tracking algorithms lose efficiency nearly linearly with $|\eta|$ reaching zero efficiency at about $|\eta| = 1.6$. The silicon fully covers $|\eta| < 1.8$ to compensate for the falling COT efficiency, but the existing silicon-driven tracking algorithms reconstruct tracks with low efficiency and produce low-quality or spurious tracks with poor pointing resolution into the COT. Thus the COT information for forward tracks is rarely exploited.

This analysis employs a thorough revision of the forward and central tracking algorithms in order to reconstruct tracks with better efficiency and resolution, including a new “Backward” algorithm that makes full use of the partial COT coverage. The Backward algorithm, illustrated in Fig. 21 for a simple case, starts by searching the COT for hits unused by the central COT algorithm and constructing segments in one of the inner axial superlayers consisting of no more than 12 hits. At this stage, the position measurements contain a drift sign ambiguity and important drift time corrections, such as large time of flight and sense wire signal propagation times, are unknown and cannot be approximated by the constant corrections assumed for the central segment pattern recognition. The Backward algorithm solves this problem with a variant of the central segment pattern recognition that resolves the drift sign ambiguity and drift time corrections during the search and is optimized for tracking in the low radius, high hit density inner superlayers and near the COT endplates. Once unused COT hit segments are found consistent with a forward track, the algorithm then fits the segments with a beamline constraint to obtain
FIG. 21: A simple example of the Backward tracking algorithm in low luminosity data. In a stretched and rotated $r - \phi$ view of the relevant section of the tracking volume, COT pulses in a single 12-layer axial superlayer indicating two possible hit locations corresponding to $-\phi$ and $+\phi$ drift are processed to identify trajectory segments and fitted to obtain drift time corrections and an initial trajectory with large uncertainties. An iterative Kalman filter search through possible $\eta$ values for silicon charge clusters consistent with the initial trajectory produces a tree of track possibilities, from which the single best candidate, shown with a projection of the final $3\sigma$ uncertainties, is chosen. Also shown is an independent measurement from the forward calorimeter shower maximum scintillator.

five-parameter helices that intersect the $z$ position of the highest sum $p_T$ $z$ vertex identified using central algorithm tracks. In most cases, the fits do not conclusively identify stereo COT measurements in the innermost stereo superlayer, and so multiple helices are obtained corresponding to trajectories through each possible combination of silicon module and polar angle. Drift time corrections are recomputed for each case.

After obtaining initial helix fits, including estimates of the helix uncertainties and correlations obtained from the small number of COT hits, the algorithm begins an outside-in silicon hit search that uses a Kalman filter to correct for energy loss and multiple scattering in the tracker material. After each search completes, quality criteria based on hit pattern, multiple usage, charge deposition, and module operational status are applied to the successful hypotheses, and all surviving hypotheses except those with the most hits are discarded. Finally, the COT is searched for any remaining information, including stereo measurements in inner superlayers.

The Backward algorithm has been validated on a variety of samples, with emphasis on large samples of $Z \rightarrow \mu\mu$ and $Z \rightarrow ee$ simulation and data. Fig. 22 shows the improvement in $Z \rightarrow \mu\mu$ yield in muon-triggered data involving higher-quality forward tracks with COT hits in a subset of the data, demonstrating the increase in muon acceptance due to the new software. The lower curve represents the dimuon mass spectrum for the combination of a trigger muon tracked with the central algorithm and a forward muon tracked in the combination of the COT and the silicon detectors with the silicon-driven algorithm in the standard software. The upper curve shows the same spectrum in the new software, where the Backward algorithm has largely superseded the other silicon-driven algorithm. With a modest increase in background, the peak yield has improved by about 260%, corresponding to an approximately 10% increase in the total $Z \rightarrow \mu\mu$ yield over the entire detector. The distributions of all forward muon identification variables are qualitatively the same as those of muons found with the central COT-driven algorithm, indicating that we have selected a sample of forward muons with purity comparable to the central muons.
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