Biased-voter model: How persuasive a small group can be?
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A B S T R A C T

We study the voter model dynamics in the presence of confidence and bias. We assume two types of voters. Unbiased voters whose confidence is indifferent to the state of the voter and biased voters whose confidence is biased towards a common fixed preferred state. We study the problem analytically on the complete graph using mean field theory and on an Erdős-Rényi random network topology using the pair approximation, where we assume that the network of interactions topology is independent of the type of voters. We find that for the case of a random initial setup, and for sufficiently large number of voters N, the time to consensus increases proportionally to log(N)/v, with v the fraction of biased voters and v the parameter quantifying the bias of the voters (v = 0 no bias). We verify our analytical results through numerical simulations. We study this model on a topology of the network of interactions depending on the bias, and examine two distinct, global average-degree preserving strategies (model I and model II) to obtain such random topologies starting from the random topology independent of bias case as the initial setup. Keeping all other parameters constant, in model I, μBB is varied at the expense of μUU, the average number of links among biased (B) and unbiased (U) voters is varied at the expense of μUU and μUB, i.e., the average number of links among only unbiased and biased voters respectively. In model II, μBB is kept constant, while μUB is varied at the expense of μUU. We find that if the agents follow the strategy described by model II, they can achieve a significant reduction in the time to reach consensus as well as an increment in the probability to reach consensus to the preferred state. Hence, persuasiveness of the biased group depends on how well its members are connected among each other, compared to how well the members of the unbiased group are connected among each other.

© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The process by which people adopt an opinion about a given issue, such as endorsing a political option or choosing a commercial product, is a complex social phenomenon, and often the underlying mechanisms driving opinion dynamics are not well understood. Yet, public opinion is today a key player in most issues faced by our societies and policy makers are obliged to take into account the evolution of public opinion. Broadly speaking, the potential influences on an individual’s opinion can be divided in three categories: those that are intrinsic to the individual such as, for example, personal beliefs; global external factors such as mass media and, finally, interactions with other members of the society. In order to capture the opinion changes subject to this latter source of influence, and inspired by the idea of understanding macroscopic behavior emerging from simple interactions between particles, a plethora of models for opinion dynamics has emerged in the statistical physics literature [1–3]. Among them, one of the simplest and most extensively studied is the so-called voter model [4], a model of opinion dynamics that leads to herding. It was independently proposed in various research fields to study, among other things, neutral genetic drift in an ideal population [5,6], competition for territory between two countries [7], spreading of infectious diseases [8], language competition [9–12], kinetics of catalytic reactions [13–15], coarsening phenomena [15,16], opinion dynamics [17], political elections [18], etc. One of the attractiveness of the voter model is that it is one of the few known interacting-particle models exactly solvable in regular lattices of any spatial dimension D [19,20]. Directly, or in many variations, it can also be related to other standard well studied models in mathematics and physics such as coalescing random walkers [21], the zero-temperature Glauber kinetic Ising model and the linear Glauber model [22].

In its original formulation [7,21], the voter model was introduced as an Ising-like model where an individual (an “agent” or “voter”) associated with a lattice site i can adopt two different values or “opinions” $s_i = ± 1$. The dynamics of the system is implemented by randomly choosing one individual and assigning to it the value of the opinion of one of its randomly chosen nearest neighbors. The voter model is
characterized by purely noise-driven diffusive dynamics. It exhibits two symmetric absorbing states, called “consensus” states, from which the system cannot escape and which, for finite-size systems, are reached almost surely. If $N$ is the total number of voters, the mean time to reach consensus, $T_N$, scales in regular lattices as $N^2$ in $D = 1$, as $N \log N$ in $D = 2$, and as $N$ in $D = 3$ [23]. Many social systems display interactions that find a better characterization as complex networks with distinctive connectivity properties [24,25]. For this reason, in the last decades, an extensive effort has been devoted to studying voter-like models on complex networks [26–33]. In this scenario, defining $\mu_k$ as the k-th moment of the degree distribution, it is found that for uncorrelated networks, $T_N \sim \mu_1/\mu_2$, which grows sublinearly in $N$ for a sufficiently broad degree distribution [30,31].

Although the early versions of the model consider that all agents are identical, it is obvious that in real applications there will be structural differences between the agents. For instance, the number of nearest neighbors, the rate of interactions, the preference for one or another differs between the agents. For instance, the number of nearest identical, it is obvious that in real applications there will be structural

The voter model with quenched disorder have been proposed [39], such as the inclusion of contrarians, de

2. The model

Let us consider a given lattice of $N$ nodes connected by links. The network is single connected and cannot be split in two disjoint ones. Each node $i = 1, \ldots, N$ represents an agent that holds a binary state (opinion) variable $s_i = \pm 1$. In the standard voter model [7,21] those state variables evolve by an interaction mechanism by which agents copy the opinion of a randomly selected neighbor (those located on connected nodes). We modify these rules by introducing a group of biased agents with preference for one of the states. We consider that $N_b = \gamma N$ agents are biased, and the remaining $N_u = (1 - \gamma)N$ are unbiased. Bias is introduced as a parameter $\nu \in [-1, 1]$ which alters the probabilities of biased agents to copy the state of a neighbor. As in the standard voter model dynamics, we select one agent at random (node $i$). Next, one of its neighbors (node $j$) is selected also randomly. If $s_i = s_j$, nothing happens. Else, depending on whether $i$ is biased or unbiased and the state of agent $j$, the following scenarios are considered:

- If $i$ is unbiased then $i$ copies $j$’s state with probability 1/2.
- If $i$ is biased:
  - if $s_i = +1$ and $s_j = -1$ then $i$ copies $j$’s state with probability $\frac{1 + \nu}{2}$;
  - if $s_i = -1$ and $s_j = +1$ then $i$ copies $j$’s state with probability $\frac{1 - \nu}{2}$.

$N$ of these node selections constitute one Monte Carlo step. Under these rules, the preferred state is $s_i = +1$ (resp. $s_i = -1$), $\forall i$ if $\nu > 0$ (resp. $\nu < 0$). The dynamical rules for $\nu = \pm 1$ forbid the agents with bias to change their opinion value. This extreme case might be reminiscent of the case of zealots, agents that never change their opinion, considered elsewhere [50]. However, in the model with zealots, the initial opinion of a zealot is always in its preferred state and, hence, never changes, whereas in the biased model the initial opinion is chosen randomly. There is another practical difference between the two models as, usually but not always, the number of zealots $n_z$ is considered to be constant and does not scale with system size. This implies that the parameter $\gamma = n_z/N$ goes to zero in the limit of large $N$ and this can change some of the asymptotic analysis carried out later in the paper.

Note that the probability for a biased node to copy the state of a neighbor is independent of whether that neighbor is biased or unbiased. The usual voter model is recovered either for $\gamma = 0$ (no presence of biased agents) or for $\nu = 0$ when all the nodes follow the standard voter model dynamics with the modification that a neighbor’s state is copied only with probability 1/2. This modification is irrelevant as its only effect is to rescale time (as measured by the number of Monte Carlo steps) by a factor of 2. As a result of the dynamical rules the system might enter an absorbing configuration where no agent can change its state and no further evolution is possible. With the rules considered here, the only possible absorbing configurations are consensus situations, where all agents hold the same state, either $+1$ or $-1$. The standard voter model also accounts in some situations for dynamical steady states where a macroscopic fraction of agents (but not all of them) hold a particular opinion during a long period of time until a finite size fluctuation takes the system to one of the absorbing configurations. In the biased voter model the symmetry between $+1$ and $-1$ states is broken, so that the ensemble average $\langle s_i \rangle$ is no longer a conserved quantity and the system tends to reach the preferred absorbing configuration by its intrinsic dynamics. Still, finite size fluctuations can lead the system to the non-preferred absorbing configuration.
3. Mean-field approximation

We present now an analytical treatment of the biased-voter model based on a mean-field type approximation valid for an all-to-all (or complete graph) configuration, where each agent is connected to all other agents. Let $\sigma = \frac{1}{2m} \sum_{i=1}^{N} (s_i + 1)$ be the fraction of network nodes in state $+1$. One can treat the problem as that of a random walk where the variable $\sigma \in [0,1]$ can increase or decrease due to the dynamics. At each time step a randomly selected node $i$ can change its state depending on the state of the randomly selected neighbor $j$. If the change does occur, then the fraction $\sigma$ increases or decreases by an amount $\Delta \sigma = 1/N$. We denote by $R^+(\sigma)$ and $R^-(\sigma)$, respectively, the transition probabilities $P(\sigma \rightarrow \sigma + \Delta \sigma), P(\sigma \rightarrow \sigma - \Delta \sigma)$. Using the rules of the process described in Section 2 we can write:

$$R^+(\sigma) = P(s_i = -1, s_j = 1) \left[ P(\text{no bias}) \frac{1}{2} + P(\text{bias}) \frac{1 + \gamma_v}{2} \right]$$

$$P(s_j = 1 | s_i = -1) \left[ 1 - \gamma_v \frac{1 + \gamma_v}{2} \right] = \sigma(1-\sigma) \frac{1 + \gamma_v}{2}.$$  

(1)

Here we have used $P(s_i = -1) = 1 - \sigma$ and the mean-field approximation: $P(s_j = +1 | s_i = -1) = P(s_j = +1) = \sigma$, equivalent to assuming that the state of an agent is independent of that of its neighbors. This implies that the density $\rho$ of active links, those connecting nodes with different opinions, reads as $\rho = P(s_i = - s_j) = 2\sigma(1-\sigma)$. Furthermore, we have assumed that the label of "biased" or "unbiased" of agent $i$ is independent on its state value $s_i$.

Similarly, we derive

$$R^-(\sigma) = P(s_i = 1, s_j = -1) \left[ P(\text{no bias}) \frac{1}{2} + P(\text{bias}) \frac{1-\gamma_v}{2} \right]$$

$$P(s_j = -1 | s_i = 1) \left[ 1 - \gamma_v \frac{1 - \gamma_v}{2} \right] = \sigma(1-\sigma) \frac{1 - \gamma_v}{2}.$$  

(2)

Once these transition probabilities $R^+(\sigma), R^-(\sigma)$ have been derived, one can use the standard machinery of random walk theory [51,52] to compute several quantities of interest. We focus in this paper on the fixation probability $P_f$ (probability that all agents eventually reach consensus on the state $+1$), the average time $\tau$ to reach any absorbing state and the average times $\tau_1, \tau_{-1}$ to reach consensus on states $+1$ and $-1$, respectively. Without lack of generality, we assume henceforth that $\nu > 0$ such that the preferred state is $+1$.

3.1. Absorbing state

The magnetization $m$ is defined in terms of the fraction $\sigma$ as $m = 2\sigma - 1$. In a single time step $\Delta t = 1/N$ (in units of Monte Carlo steps) $m$ can vary by an amount $\pm \Delta m = \pm 2\Delta \sigma = \pm 2/N$. The evolution equation for the probability $P(m, t)$ of finding a magnetization $m$ at time $t$ follows from the basic rules of the process as

$$P(m, t + \Delta t) = R^{-}(m + \Delta m)P(m + \Delta m, t) + R^{+}(m - \Delta m)P(m - \Delta m, t) + [1 - R^{+}(m) - R^{-}(m)]P(m, t),$$  

(3)

where $R^{\pm}(m)$ are the transition probabilities Eqs. (1) and (2) written in terms of the $m$ variable. Upon Taylor expanding up to order $\Delta m$ in time and up to second order in $\Delta m$, or, equivalently, taking the continuous limit $1/N \rightarrow 0$ and keeping only terms up to order $1/N$, the time evolution of $P(m,t)$ is given by

$$\frac{\partial P(m, t)}{\partial t} = \left\{ \begin{array}{ll} \frac{\Delta m}{\Delta t} \frac{\partial [R^{-}(m) - R^{+}(m)]P(m, t)}{\partial m}, & \text{if } R^{-}(m) > R^{+}(m), \\
\frac{\Delta m}{\Delta t} \frac{\partial [R^{+}(m) - R^{-}(m)]P(m, t)}{\partial m}, & \text{if } R^{-}(m) < R^{+}(m), \\
\frac{\Delta m}{\Delta t} \frac{\partial [R^{+}(m) - R^{-}(m)]P(m, t)}{\partial m}, & \text{if } R^{-}(m) = R^{+}(m) \end{array} \right.$$  

(4)

$$\frac{\partial P(0, t)}{\partial t} = \frac{\gamma_v}{2} \frac{\partial^2 }{\partial m^2} \left[ R^{-}(m) - R^{+}(m) \right] P(m, t) + \frac{1}{2N} \frac{\partial^2 }{\partial m^2} \left[ 1 - R^{-}(m) - R^{+}(m) \right] P(m, t).$$  

(5)

For the case $\gamma_v = 0$ this reproduces the results of the standard voter model [47,53] with the already mentioned rescaling of the time by a factor of 2.

Eq. (5) is a Fokker-Planck equation with state-dependent drift $F(m) = \frac{\gamma_v}{2} (1 - m^2)$ and diffusion coefficient $D(m) = \frac{1}{2N}$, hence the evolution of the magnetization can be viewed as the motion of a random walk moving in a medium that is increasingly “sticky” near the extremities of the absorbing interval. When $m = \pm 1$ the walk stops, independently of whether there is bias or not. In principle, the steady-state solution of the Fokker-Planck Eq. (5) would be $P(m) = Z^{-1} e^{-m N}$.

However, the normalization constant is $Z = \int_{-1}^{1} e^{-m N} dm = \infty$, as the integral diverges in both limits $m = \pm 1$. This indicates that the only absorbing state for a finite size system is consensus to either of these two states. Given that $\gamma_v > 0$, we conclude that in the thermodynamic limit it is $P_f(m) = \delta(m - \bar{m})$, being $\delta(\cdot)\delta(\cdot)$ the Dirac-delta function, and the stationary consensus state will be the preferred one $m = 1$. To verify this, we derive from the Fokker-Planck Eq. (5) the following equation of motion for the average magnetization $\langle m \rangle$:

$$\frac{\partial \langle m \rangle}{\partial t} = \frac{\gamma_v}{2} \langle 1 - \langle m^2 \rangle \rangle.$$

(6)

Neglecting fluctuations, $\langle m^2 \rangle \approx \langle m \rangle^2$, the solution for an initial condition $\langle m(0) \rangle = 0$ is $\langle m(t) \rangle = \tanh(\gamma_v \frac{t}{N})$ as shown in [10] for the case $\gamma = 1$. This describes a monotonic evolution to the stationary state in a characteristic time scale $1/(\gamma v)$. In the following we consider the effect of finite size fluctuations that can lead the system to the non-preferred absorbing state.

3.2. Fixation probability, $P_f$

The fixation (or exit) probability $P_f(\sigma)$ is defined as the probability that a finite system with an initial fraction $\sigma$ reaches a consensus to the preferred state $+1$ in a finite number of steps [23]. It can be expressed as the probability of making one of the transitions $\sigma \rightarrow \sigma - \Delta \sigma, \sigma \rightarrow \sigma + \Delta \sigma$ multiplied by the exit probability from these intermediate points:

$$P_f(\sigma) = R^{-}(\sigma)P_f(\sigma + \Delta \sigma) + R^{+}(\sigma)P_f(\sigma - \Delta \sigma) + [1 - R^{-}(\sigma) - R^{+}(\sigma)]P_1(\sigma),$$  

(7)

with the boundary conditions $P_1(0) = 0, P_1(1) = 1$. Introducing the notation $P_1(n) = P_1(\sigma = \frac{n}{N})$, and using Eqs. (1) and (2), Eq. (7) is rewritten as a recurrence equation

$$P_1(n) = \frac{1 + \gamma_v}{2} P_1(n+1) + \frac{1 - \gamma_v}{2} P_1(n-1).$$  

(8)
The solution of this equation satisfying the aforementioned boundary conditions is:

\[
P_1(n) = \frac{1 - an}{1 - a^N}, \quad a = 1 - \gamma v.
\]

(9)

which for random initial conditions \(n = N/2\) takes the form

\[
P_1(n = N/2) = \frac{1}{1 + a^{N/2}}.
\]

(10)

If we approximate \(\ln a = -2 \gamma v + O(\gamma v)^2\), at this order in the expansion of the logarithm, we obtain \(a^{N/2} \approx \exp \left(-\gamma v N\right)\), which leads to

\[
P_1(n = N/2) = \frac{1}{1 + \exp(-\beta/2)} \beta = 2 \gamma v N.
\]

(11)

Note that the exit probability in this approximation is only a function of the product \(\gamma v N = vN_0\). It turns out that the approximation is very good and the maximum absolute difference between Eqs. (10) and (11) is always smaller than 0.42 for all values of \(\gamma v\), such that for the system size \(N = 1000\) used in most numerical simulations of this paper, the error of the approximation is less than \(4.2 \times 10^{-7}\).

It is worth noting that the approximate solution Eq. (11) can also be obtained from a continuous version of Eq. (7), obtained by expanding to second order in \(\Delta v^2\):

\[
\frac{1}{2} \Delta v^2 (R_+ + R^-) + \frac{d^2 P_1}{d\sigma^2} + \Delta v (R_+ - R^-) \frac{dP_1}{d\sigma} = 0,
\]

(12)

The so-called backward Kolmogorov equation for the exit probability. After replacing Eqs. (1) and (2) and \(\Delta v = 1/N\), we obtain

\[
\frac{d^2 P_1}{d\sigma^2} + \beta \frac{dP_1}{d\sigma} = 0,
\]

(13)

whose solution for boundary conditions \(P_1(0) = 0\) and \(P_1(1) = 1\) is

\[
P_1(\sigma; \beta) = \frac{1 - e^{-\gamma v}}{1 - e^{-\gamma v}}.
\]

(14)

Setting the initial fraction \(\sigma = 1/2\) we recover Eq. (11). Furthermore, when \(\gamma v = 0\) we recover the well-known formula for the standard voter model \(P_1(\sigma) = \sigma\). As shown in Fig. 1 the analytical expression Eq. (11) agrees well with the data coming from numerical simulations of the model on a complete graph. The figure also shows results corresponding to the random (Erdős–Rényi) network for different values of the average connectivity \(\mu\) that will be analyzed in detail in Section 4.

A consequence of Eq. (14) is that, as the system size increases, the probability \(1 - P_1(\sigma; \beta)\) of reaching consensus in the non-preferred opinion decreases and, eventually, tends to zero as \(N\) tends to infinity for any non-zero value of the product \(\gamma v\). For a finite system size, however, there is a finite probability to reach the non-preferred state, which means that, in principle, it is possible to observe some realizations of the dynamics leading to consensus for this non-preferred state. A word of caution is relevant here: due to the smallness of this probability for large system sizes, a large number \(Q\) of realizations is needed to observe a consensus in the non-preferred state in a numerical simulation of the process. Alternatively, for a given number or realizations \(Q\) there will be a value of \(\gamma v N_1\) above which the probability to reach the non-preferred state is smaller that \(1/Q\) and no consensus to the non-preferred state will be likely to be observed in the numerical simulation, leading to the wrong conclusion that order in this non-preferred state is never possible if \(\gamma v N > (\gamma v N_1)\). This value of \(\gamma v N_1\) can be estimated by noting that the probability that at least one of the \(Q\) runs ends in the non-preferred state \(s_i = -1, \forall i\), remember that we assume \(\gamma v > 0\) is \(1 - P_1^Q\) and we demand this probability to be of the order the inverse of the number of runs \(1 - P_1^Q \sim 1/Q\). Using Eq. (11), we arrive at the condition

\[
(\gamma v N)_1 \sim \ln \left( \left( 1 - \frac{1}{Q} \right)^{-1/Q} - 1 \right) = 2 \ln Q + O(1/Q)
\]

(15)

If \(\gamma v N > (\gamma v N)_1\) then no runs will be typically observed to reach the non-preferred state in the \(Q\) runs of the simulation. In practice, we observe that the threshold value \(\gamma v N_1\) scales roughly as \(1.3\) in \(Q\), see Fig. 2.
It is also possible to obtain an approximation to this expression starting directly from the differential equation that follows from the expansion of Eq. (16) to second order in $\Delta$:

$$\frac{1}{2} \Delta^2 \left( R^+ + R^- \right) \frac{d^2 \tau}{d \Delta^2} + \Delta \left( R^+ - R^- \right) \frac{d \tau}{d \Delta} = -1,$$

(22)

or, replacing the expressions for $R^+$, $R^-$, $\Delta$, and $\Delta$,

$$\frac{d^2 \tau}{d \Delta^2} + \beta \frac{d \tau}{d \Delta} = -2N \left( \frac{1}{\alpha} + \frac{1}{1 - \alpha} \right).$$

(23)

The solution of this equation with boundary conditions $\tau(0) = \tau(1) = 0$ is

$$\tau(\sigma; \beta) = 2N[T(\sigma; \beta) + T(1 - \sigma; -\beta)],$$

(24)

with $T(\sigma; \beta)$ the solution of

$$\frac{d^2 T}{d \sigma^2} + \beta \frac{d T}{d \sigma} = -\frac{1}{\sigma},$$

(25)

given explicitly by (see footnote 1)

$$T(\sigma; \beta) = \frac{1}{\beta} \left[ e^{-\beta \sigma} - 1 - \operatorname{Ei}(\beta) + \frac{1 - e^{\beta(1 - \sigma)}}{\beta^2} \left( \ln(\beta) + \gamma_e \right) - \ln(\sigma) \right].$$

(26)

where $\gamma_e \approx 0.577$ is the Euler-Mascheroni constant and $\operatorname{Ei}(x) = -\int_x^\infty \exp(-z)/zd\zeta$ the exponential integral. Again, the continuous approximation Eq. (24) and the discrete counterpart Eq. (21) are almost indistinguishable for all system sizes and parameter values used in the figures. An example is given in Fig. 3, where we compare the results of this theoretical analysis with those of computer simulations on a complete graph and a random initial condition $\sigma = 0.5$. In the same plot we see results corresponding to the random

---

3.3. Time to reach consensus, $\tau$

Let $\tau(\sigma)$ be the average time to reach any absorbing state (all agents taking the same value, $s_i = s$, $\forall i$) with either $s = +1$ or $s = -1$ starting from an initial fraction $\sigma$. As before, we consider the transitions $\sigma \rightarrow \sigma - \Delta_n$, $\sigma$, $\sigma + \Delta_n$, and relate $\tau(\sigma)$ to the average times from these intermediate points,

$$\tau(\sigma) = R^+(\sigma) [\tau(\sigma + \Delta_n) + \Delta_n] + R^-(\sigma) [\tau(\sigma - \Delta_n) + \Delta_n] + [1 - R^+(\sigma) - R^-(\sigma)] [\tau(\sigma) + \Delta_n],$$

(16)

and boundary conditions $\tau(0) = \tau(1) = 0$. Replacing $\sigma = n/N$, introducing the notation $\tau(n) = \tau(\sigma = n/N)$, and using Eqs. (1) and (2) we arrive at the difference equation:

$$\frac{1 + \gamma_r}{2} \tau(n + 1) + \frac{1 - \gamma_r}{2} \tau(n - 1) = \tau(n) - \frac{1}{n} - \frac{1}{N - n}.$$

(17)

to be solved with the aforementioned boundary conditions. Due to the linearity of this difference equation and the symmetry of the process under the change $n \rightarrow N - n$ and $v \rightarrow -v$, the solution can be written as

$$\tau(n) = T_1(n; \gamma_v) + T_1(N - n; -\gamma_v),$$

(18)

where $T_1(n; \gamma)$ is the solution satisfying the boundary conditions $T_1(0) = T_1(N) = 0$ of the following difference equation:

$$\frac{1 + \gamma_r}{2} T_1(n + 1) + \frac{1 - \gamma_r}{2} T_1(n - 1) = T_1(n) - \frac{1}{n}.$$

(19)

As explained in the Appendix, the solution can be written in terms of the harmonic function $H_n$ and the function $f(n,a)$ defined in Eqs. (A6) and (A7) as:

$$T_1(n; \gamma) = \frac{1 + a}{1 - a} \left[ \frac{1}{1 - a} \left[ H_{n - 1} - f(n; a) \right] - H_{n - 1} - f(n; a) \right].$$

(20)

According to the definition Eq. (9), when $\gamma_v$ is replaced by $-\gamma_v$, $a$ becomes $\frac{1}{a}$ and Eq. (18) can be written as

$$\tau(n; a) = T_1(n; a) + T_1 \left( N - n; \frac{1}{a} \right).$$

(21)

---

Fig. 2. In this figure we plot the threshold value $\langle \gamma v N \rangle_0$ as a function of the number of runs $Q$ as obtained from numerical simulations of the biased-voter model in a complete graph (all-to-all connectivity between the agents). As explained in the main text, $\langle \gamma v N \rangle_0$ is defined as the value of $\gamma v$ above which none of the $Q$ runs is observed to end in the non-preferred state $s = -1$. The solid line is the approximation $2 \ln(Q)$ as given by Eq. (15), while the dashed line is a fit to the form $1.3 \ln Q$.

Fig. 3. Average time $\tau$ to reach an absorbing state, in units of MCS and rescaled by the system size $N$, for an initial condition $\sigma = 0.5$ as a function of $\beta = \gamma v N$. At the scale of the figure the analytical predictions of the continuous approach Eq. (24), continuous (blue) line, and the discrete time approach Eq. (21), long-dashed (light blue) line, are indistinguishable. The open square ($\bullet$) symbols denote the results of computer simulations in a complete graph (CG) for $v = 0.01$, $\gamma = 0.1$ and $N = 1000$. We also plot the results for the random Erdős-Rényi networks with average degree $\mu$. The theoretical prediction lines, dashed (green) for $\mu = 5$ and dotted (red) for $\mu = 10$ are given by Eq. (56), and the different symbols are the results of numerical simulations.
(Erdős-Rényi) network for different values of the average connectivity $\mu$ that we will address in a more detailed theory developed in Section 4.

Using the known asymptotic expansions of the exponential integral $\lim_{x \to -\infty} Ei(x) = e^{x^{-1}} + O(x^{-2})$ we find that:

$$\lim_{\beta \to 0} \tau(\sigma = 1/2; \beta) \to 2N \frac{\ln(\beta) + \gamma_\text{E}}{\beta} - \frac{\ln(N)}{\gamma_\text{E}},$$

which means that the average time, in units of MCS, to reach consensus starting from $\sigma = 1/2$ in the presence of a group of unbiased agents, $\gamma_\text{E} = 0$, scales with the number of agents as $\ln(N)$. A result that is confirmed by the numerical simulations, see Fig. 4. This is to be compared with the limit of no bias $\gamma_\text{E} \to 0$ which can be obtained directly from Eq. (23) setting $\beta = 0$, or from Eq. (24) using the expansion $\lim_{x \to -\infty} Ei(x) = \ln(|x|) + \gamma_\text{E} + x + O(x^2)$

$$\lim_{\beta \to 0} \tau(\sigma = 1/2; \beta) \to N \ln(4),$$

A much slower and well known approach to consensus than in the biased case.

3.4. Time to reach preferred state, $\tau_{1}$

The average time $\tau_{1}(\sigma)$ to reach the preferred absorbing state (for $\gamma_\text{E} > 0$ the preferred state is $+1$) starting from an initial fraction $\sigma$ satisfies a recurrence relation:

$$P_{1}(\sigma)\tau_{1}(\sigma) = R^{+}(\sigma)[P_{1}(\sigma + \Delta_\sigma)\tau_{1}(\sigma + \Delta_\sigma) + P_{1}(\sigma)\Delta_\sigma]
+ R^{-}(\sigma)[P_{1}(\sigma - \Delta_\sigma)\tau_{1}(\sigma - \Delta_\sigma) + P_{1}(\sigma)\Delta_\sigma]
+ [1 - R^{+}(\sigma) - R^{-}(\sigma)] [P_{1}(\sigma)\tau_{1}(\sigma) + P_{1}(\sigma)\Delta_\sigma].$$

We do not solve this recurrence relation, but proceed directly to the continuous limit approach, in view of its accuracy. Expanding $P_{1}, \tau_{1}$ to second order in $\Delta_\sigma = 1/N$, Eq. (29) becomes

$$\frac{1}{2N} (R^{+} + R^{-}) \frac{d^{2}(P_{1}\tau_{1})}{d\sigma^{2}} + (R^{+} - R^{-}) \frac{d(P_{1}\tau_{1})}{d\sigma} = -P_{1}.$$  

Replacing $P_{1}(\sigma)$ from Eq. (14) in the right-hand-side, we obtain

$$\frac{d^{2}(P_{1}\tau_{1})}{d\sigma^{2}} + \beta \frac{d(P_{1}\tau_{1})}{d\sigma} = -\frac{2N}{1 - e^{-\beta}} \left( \frac{1}{\sigma} e^{\frac{\beta}{\sigma}} + \frac{1 - \beta}{\sigma} - e^{-\beta} \right),$$

with boundary conditions $\tau_{1}(1)P_{1}(1) = \tau_{1}(0)P_{1}(0) = 0$. To solve this equation we note that the solution of

$$\frac{d^{2}\tilde{T}}{d\sigma^{2}} + \beta \frac{d\tilde{T}}{d\sigma} = -\frac{e^{-\beta}}{\sigma},$$

is $\tilde{T}(\sigma, \beta) = e^{-\beta\sigma}T(\sigma, -\beta)$, with $T(\sigma, \beta)$ as given by Eq. (26). The solution of (31) is hence

$$\tau_{1}(\sigma; \beta) = \frac{2N}{1 - e^{-\beta}} [T(\sigma, \beta) + T(1 - \sigma, -\beta) - e^{-\beta}\sigma T(1 - \sigma, \beta)].$$

3.5. The average time to reach an absorbing state, in units of MCS, in order to check the logarithmic dependence with system size $N$ as it follows from the asymptotic expression Eq. (27), written as $\sim N \ln 2$, solid line. The symbols correspond to numerical simulations on a complete graph for different values of $\gamma_\text{E}$, as indicated in the legend.

Fig. 4. We plot the average time $\tau$ to reach an absorbing state, in units of MCS, in order to check the logarithmic dependence with system size $N$ as it follows from the asymptotic expression Eq. (27), written as $\sim N \ln 2$, solid line. The symbols correspond to numerical simulations on a complete graph for different values of $\gamma_\text{E}$, as indicated in the legend.

Fig. 5. Plot of the average time to reach consensus in any state starting from an initial fraction $x$ of agents in the preferred state, $\tau_{1}(\sigma)$, as given by Eq. (24) continuous (black) line, and the average time to reach consensus in the preferred state, $\tau_{1}(\sigma)$, given by Eq. (33) dotted (red) line for $\beta = 1$ (top panel), and $\beta = 10$ (bottom panel). Note that both times, and hence also the time $\tau_{1}$, to reach consensus in the non-preferred state, see Eq. (34), coincide for $\sigma = 1/2$. Parameters values: $\gamma = 0.1, \nu = 0.01, N = 1000$. 
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In Fig. 5 we plot the times $\tau_1(\sigma;\beta)$ and $\tau_1(\sigma;\beta)$ as given by Eqs. (24) and (33), as a function of the initial value $\sigma$ for two different values of $\beta$. For the particular case of random initial conditions $\sigma = 1/2$, it turns out that $\tau(\sigma = 1/2;\beta) = \tau_1(\sigma = 1/2;\beta)$. When the initial fraction $\sigma$ of $+1$ agents is smaller than $1/2$, then even in the presence of bias it is $\tau_1 > \tau$. In the opposite case, when we run the dynamics starting with more than half of the agents in the preferred state and small values of $\beta$ (see Fig. 4), we observe that $\tau_1 < \tau$. A similar relation between $\tau$ and $\tau_1$ holds for the standard voter model [30]. As shown in Fig. 4, for a large bias parameter $\beta = 2\gamma N$ both times converge to the same value, a result which is a consequence of the very small probability to reach the non-preferred state.

The average time to reach the non-preferred state, $\tau_{-1}(\sigma;\beta)$ can be found by noting the relation:

$$\tau(\sigma;\beta) = P_1(\sigma;\beta)\tau_1(\sigma;\beta) + (1 - P_1(\sigma;\beta))\tau_{-1}(\sigma;\beta)$$

(34)

and using Eqs. (14), (24), and (33). We show in Fig. 6(a), (b) that the analytical expression for the times to reach the absorbing states $\tau_1$ or $\tau_{-1}$ agree well with computer simulations of the system dynamics both in the complete graph and in the random networks to be discussed in Section 4. The presence of a bias decreases both times $\tau_1$ and $\tau_{-1}$.

4. Random networks

So far, we have only discussed the situation of a complete graph. In this section we want to consider more general networks of interactions. A network is fully defined through its adjacency matrix $A$ whose elements are $A_{ij} = 1$ if nodes $i$ and $j$ are connected and $A_{ij} = 0$ otherwise. This detailed information is most times simplified to the knowledge of the degree distribution $P_k = N_k/N$, being $N_k$ the number of nodes with degree $k$ and $N$ the total number of nodes. The average degree is $\mu = \sum_k k P_k$, and the second moment $\gamma$ is $\gamma = \sum_k k^2 P_k$. A random or connected Erdős–Rényi network is constructed by linking each possible pair of nodes with a given probability $p$. In the large $N$ limit such a network follows a Poisson distribution for $P_k$, $k > 0$, with an average value $\mu = N p$ and second moment $\gamma_2 = \mu^2 + \mu$. As usual, in the numerical simulations we disregard those networks that can be split in two disconnected parts.

4.1. Pair approximation

At the level of the mean-field approximation, the only relevant variable is the fraction $\alpha(t)$ of sites in the states $s = +1$ as a function of time. Within this mean-field approximation, the probability that a randomly selected pair of neighbors is "active", i.e. both sites are in different states, is $2\alpha(1 - \alpha)$, a result coming from the statistical independence assumed in the approximation. At a more detailed level, the pair approximation considers correlations between the states of different connected sites by introducing the density of active links, $\rho(t)$, as a dynamical variable [10,31,54–56]. This approach is reasonably successful to treat random network configurations without degree–degree correlations such as an Erdős–Rényi network. If $i, j$ are connected nodes, we define $\rho_i^{+1} = P_1(s_i = +1, s_j = -1)$ as the probability that the link $i, j$ is active. The global density of active links is then $\rho = \frac{1}{2} \sum_{i,j} \rho_i^{+1}$, being $L = \mu N/2$ the total number of links. The pair approximation assumes that the probability of a link being active is independent of the state of the other links, hence $\rho_i^{+1} \approx \rho$. Consistent with this approximation it is further assumed that $P(s_i = -1, s_j = s) \approx \rho/2$ independently of the value of $s = \pm 1$.

Beyond the mean-field approach developed in the previous sections, the pair approximation uses $\rho(t)$ and $\alpha(t)$ as an independent pair of dynamical variables to describe the state of the system. Note, however, that $\rho(t) = 0$ is only consistent with $\alpha(t) = 0, 1$, coming from the fact that a consensus state, one in which all nodes hold the same value of their state variable, has no active links. It is of course possible to include further variables in the analysis. For instance, the set of degree–dependent fractions defined as the ratio $\sigma_k = n_k/N$ between the number $n_k$ of nodes which are in state $+1$ and have degree $k$ and the total number $N_k$ of nodes with degree $k$. It is obviously $\sigma = \sum_k k \rho_k N_k$. A better description of the state of the network replaces the fraction of nodes in the state $+1$ by the degree–weighted fraction $\sigma_1 = \frac{1}{2} \sum_k k \rho_k n_k$. For a regular or all-to-all connected network where $P_k = \delta_{k,\mu}$, the degree–weighted fraction $\sigma_1(\alpha)$ coincides with $\alpha(t)$.

A complete and closed description of the evolution of the dynamical variables $\rho(t)$, $\alpha(t)$, $\sigma_1(t)$ is possible within the context of the pair approximation. This description is, however, rather cumbersome [57] and we have decided to present here a simplification treatment based on [31]. The idea is to consider a random walk not for the variable $\alpha(t)$ but for the variable $\sigma_1(t)$. A microscopic update $s_i \rightarrow s_j$ where node $i$ with degree $k_i = k$ copies the state of node $j$ modifies $\sigma_1$ by an amount $\pm \frac{k}{2\rho} = \pm \Delta\alpha_i$. We now compute the probability $R_k^{\alpha}$ that, given that node $i$ with degree $k_i = k$ has been chosen for updating, the change of the degree–weighted fraction $\sigma_1$ is $\pm \Delta\alpha_i$.

$$R_k^{\alpha} = P(s_i = -1, s_j = 1 | k_i = k) \times$$

$$P(t \text{ no bias}) \left[ \frac{1}{2} + P(t \text{ bias}) \frac{1 + \gamma}{2} \right] = \rho \frac{1 + \gamma}{2}.$$

(35)
where we have used the approximation $P(s_i = -1, s_j = +1 | k_i = k_j) = P(s_i = -1, s_j = +1) = \frac{\mu}{2}$ and that the probability that a node is biased or unbiased is independent of its degree. Similarly for the probability $R^+ \alpha$ that, given that node $i$ with degree $k_i = k$ has been chosen for updating, the change of the degree-weighted fraction $\alpha_i$ is $-\Delta k$ we obtain:

$$R^- \alpha = \frac{\mu}{2} \left(1 - \gamma \nu\right).$$  \hfill (36)

Note that we still can define the rates $R^+(\alpha), R^-(\alpha)$ that the fraction $\alpha$ decreases or increases, respectively, by an amount $\Delta \alpha = \pm 1/N$. Within this context, they are equal to $R^+ \alpha$ and $R^- \alpha$, respectively, as these are independent of $k$ due to the approximations considered.

To proceed, we need an equation for the time evolution of $\rho$. We follow closely the derivation of [31] and note that every time a node with degree $k$ and $\sigma$ active links is updated, the density of active links varies in an amount $\Delta \rho = \pm \frac{2(k - 2\sigma)}{\mu \rho N}$. As time increases by $\Delta t = 1/N$ after every node update, we write:

$$\frac{d\rho}{dt} = \sum_k \frac{\Delta \rho_k}{\Delta t_k} = \sum_k \frac{k \Delta \nu_k}{1/N} \sum_{s \geq 1} P(s = s - 1 | s) \alpha_i \left(\frac{1}{2} - \frac{k - 2\sigma}{\mu \rho N}\right).$$  \hfill (37)

where $\Delta \nu_k$ denotes the average change in $\rho$ when a node of degree $k$ is chosen, $P(s = s - 1 | s)$ is the probability that the proposed change $s \to s - 1$ is accepted, and $B(\sigma, k)$ is the conditional probability that $\sigma$ of the $k$ links connected to a node are active, given that the node is in the state $s$. We have introduced the notation $\alpha_1 = \sigma, \alpha_{-1} = 1 - \sigma$. This expression is equivalent to

$$\frac{d\rho}{dt} = \frac{2\mu}{\rho} \sum_k P(s = s - 1 | s) \alpha_i \left(\frac{1}{2} - \frac{k - 2\sigma}{\mu \rho N}\right).$$  \hfill (38)

where $\langle k \rangle_s$ is the average number of active neighbors of a node in state $s$ and degree $k$. Using the pair approximation and neglecting correlation of second and higher neighbors, it turns out that $B(\sigma, k)$ becomes a binomial distribution, whose first and second moments are

$$\langle k \rangle_s = \frac{pk}{2\rho \nu}, \langle k^2 \rangle_s = \frac{pk}{2\rho \nu} \frac{k(k - 1)\mu^2}{4\sigma^2}.$$  \hfill (39)

Replacing in Eq. (38), using $P(-1 \to 1) = 1 - \gamma \nu$, $P(1 \to -1) = \frac{1 - \gamma \nu}{1 + \gamma \nu}$, we arrive at

$$\frac{d\rho}{dt} = \frac{2\mu}{\rho} \left(\frac{\mu}{2} - 1\right) - \rho \frac{1}{\mu \rho N} \left(1 + \gamma \nu / 4\sigma(1 - \sigma)\right).$$  \hfill (40)

This equation has to be combined with the evolution equation for the fraction $\sigma$:

$$\frac{d\sigma}{dt} = R^+ (\sigma) - R^- (\sigma) - \frac{\gamma \nu}{2\rho}.$$

The set of coupled Eqs. (40) and (41) are the basis of our subsequent analysis. They are the result of the pair approximation which neglects finite size fluctuations and it is therefore valid in the thermodynamic limit. In this limit and in the absence of bias ($\nu = 0$), $\sigma$ is a conserved quantity and there is a stationary solution with a finite value of $\rho$. However, when bias is present, the stationary solution fulfills $\rho = 0$, indicating that the absorbing state is reached by the intrinsic dynamics of the system in the absence of finite size fluctuations. The dynamical Eqs. (40) and (41) reproduce the ones obtained in the preferred language study [10], when setting $\gamma = 1$, i.e. when all agents are biased, although our analysis is different. Instead of finding the general solution $\sigma(t), \rho(t)$ with given boundary conditions, we have that for $\gamma \nu$ small the time scale of Eq. (41) indicates that $\sigma(t)$ is a slow variable, and we assume that the dependence of $\rho(t)$ in time is through the relation $\rho(t) = \rho(\sigma(t))$. Dividing Eq. (40) by Eq. (41) we get a closed differential equation to find the dependence $\rho(\sigma)$:

$$\frac{d\rho}{d\sigma} = \frac{4}{\mu \nu} \left(\frac{\mu}{2} - 1\right) - \rho \frac{1}{\mu \rho N} \left(1 + \gamma \nu (2\sigma - 1) / 4\sigma(1 - \sigma)\right).$$  \hfill (42)

The solution satisfying the boundary conditions $\rho(\sigma = 1) = \rho(\sigma = 0) = 0$ is

$$\rho(\sigma) = \frac{\mu - 2}{\mu - 1 + \gamma \nu} 2\sigma(1 - \sigma)^\nu \psi(1, 2; 1 + a_2; \sigma),$$  \hfill (43)

$$a_1 = 1 + \gamma \nu \mu - 1, a_2 = \gamma \nu \mu - 1,$$

where $\psi(\cdot)$ is the hypergeometric function. It is possible to check the limits

$$\lim_{v \to 0} \rho(\sigma) = \frac{\mu - 2}{\mu - 1} 2\sigma(1 - \sigma), \quad \forall \mu,$$

$$\lim_{\mu \to 0} \rho(\sigma) = 2\sigma(1 - \sigma), \quad \forall \gamma \nu.$$  \hfill (45)

While the first limit coincides with the one obtained in [31], the last limit is an important check of the consistency of the calculation. When $\mu = N - 1$ every two nodes are connected and it follows the exact relation $\rho = \frac{2(1 - \gamma \nu)}{\mu}$ and, for $N \to \infty$, $\rho = 2\sigma(1 - \sigma)$ is mandatory independently on the value of the bias parameter $\gamma$ or the fraction of biased agents $\eta$.

We simplify the complicated functional relation $\rho(\sigma)$ as given in Eq. (43) in order to use it in further calculations and get full analytical expressions for $P_1$, $\sigma$, and $\tau$. To this end we use the previous asymptotic limits and expand around $\sigma = 1/2$:

$$\frac{4\sigma(1 - \sigma)\rho(1/2)}{\rho(\sigma)} = 1 - c_1(\mu, \nu)(2\sigma - 1) + O((2\sigma - 1)^2).$$  \hfill (46)

While $\rho(1/2)$ and $c_1(\mu, \nu)$ can be fully expressed in terms of the hypergeometric function, it is possible to use approximate expressions valid for small $\nu$, namely $\rho(1/2) \approx \frac{\mu - 2}{2\rho N}$ and $c_1 \approx \frac{\nu}{2\rho N}$. This leads to the approximation

$$\rho(\sigma) \approx \frac{2(\mu - 2)\sigma(1 - \sigma)}{\mu - 1 + \gamma \nu (2\sigma - 1)}.$$

The maximum relative difference between this approximated expression and Eq. (42) occurs at $\sigma = 1/2$, and for $\mu = 10$ it is of order $10^{-6}$ for $\gamma \nu = 0.01$, reaching a maximum value of 0.04 for $\gamma \nu = 1$. This difference decreases with increasing $\mu$.

The essence of our adiabatic approximation, in contrast to other approaches in the literature [10,31], is that $\rho(t)$ follows adiabatically $\sigma(t)$ and we can use Eq. (47) using the time-dependent values $\sigma(t)$ and $\rho(t)$. The comparison with computer simulations shown in Fig. 7(a) proves the goodness of this approximation for Erdős–Rényi networks and two different values of the average degree $\mu$. In Fig. 7(b) we plot the time dependence of the interface density in a single realization of the dynamics of the system and compare it against the value of the plateau $\rho(1/2) \approx \frac{\mu - 2}{2\rho N - 1}$ that follows from the stationary solution of Eq. (40) [31]. We now introduce this approximation to analyze the behavior of the fixation probability and the times to reach the different consensus states.
where $N_\mu = \frac{\mu}{\mu + 1} N$ or $N_\nu = \frac{\nu}{\nu + 1} N$ for the Erdős-Rényi network. Here we see that if $\gamma = 0$ or $\nu$ are set to 0 we obtain the same result as in [31]. We can now perform a similar analysis to that of Eq. (5) to conclude that for $\nu > 0$ it is $P_s = \delta(m - 1)$, and that the approach to the stationary state $m = 1$ occurs in a characteristic time scale $\frac{\mu - 1}{\nu + 1}$.

4.3. Fixation probability $P_1$

To compute the fixation probability $P_1$, we consider the random walk in the degree-weighted fraction $c_i$ which takes the value $c_i = 1$ in the consensus state $a_i = s$, $\forall i$. It can be computed by a reasoning similar to the one that led to Eq. (7), but considering the different contributions according to the degree of the selected node for updating:

$$P_1(a_i) = \sum_k P_k [R_k^+ P_t (a_i + \Delta_k) + R_k^- P_t (a_i - \Delta_k) + [1 - R_k^+ - R_k^-] P_t (a_i)]$$

Expanding up to second order in $\Delta_k = \frac{k}{\mu N}$ and replacing the rates (Eqs. (35), (36)) we arrive at:

$$\frac{d^2 P_t}{d\sigma^2} + \beta_\mu \frac{dP_t}{d\sigma} = 0,$$

here $\beta_\mu = 2\nu \gamma N_\nu$. Hence the solution Eq. (14) is still valid if we replace $\beta$ by $\beta_\mu$ and $\sigma$ by $c_i$. Nevertheless, as proven by a more detailed analysis [55], the variable $c(t)$ follows $c_i(t)$ and we can replace one variable by the other. However, it is essential to do the random-walk analysis in terms of the variable $c_i$, otherwise the dependence on $N_\nu$ is lost. As shown in Fig. 1, where we plot the fixation probability for the complete graph and two Erdős-Rényi networks with average degree $\mu = 5$ and $\mu = 10$, the agreement of Eq. (14) with the numerical results is very good if we include the system-size dependence in $N_\mu = \frac{\mu}{\mu + 1} N$.

4.4. Time to reach consensus, $\tau$

We modify the approach used for the complete graph by noticing that in the case of a heterogeneous network, the change $\Delta_m$ in the fraction of nodes in state $+1$ depends now on the degree $k$ of the node selected for update. Hence we add all contributions weighted by its probability and modify Eq. (16) as

$$\tau(a_i) = \sum_k P_k [R_k^+ \tau(a_i + \Delta_k) + \Delta_k] + R_k^- [\tau(a_i - \Delta_k) + \Delta_k] + [1 - R_k^+ - R_k^-] \tau(a_i) + \Delta_k].$$

Expanding up to second order in $\Delta_k = \frac{k}{\mu N}$ and replacing $\Delta_i = \frac{1}{\mu N}$ this equation becomes

$$\sum_k P_k \left[ \frac{k^2}{2 \mu N} [R_k^+ + R_k^-] \frac{d^2 \tau}{d\sigma^2} + \frac{k}{\mu} (R_k^+ - R_k^-) \frac{d\tau}{d\sigma} \right] = -1,$$

and after replacing the rates as given by Eqs. (35), (36), and (47)

$$\frac{d^2 \tau}{d\sigma^2} + \beta_\mu \frac{d\tau}{d\sigma} = -2N_\mu \left( \frac{A}{\sigma} + \frac{B}{1 - \sigma} \right),$$

where

$$A = \frac{\mu - 1 + \nu}{\mu - 2},$$

$$B = \frac{\mu - 1 - \nu}{\mu - 2},$$

Fig. 7. Density of active links $\rho$ for a single realization of the system dynamics of $N = 10000$ agents on an Erdős-Rényi network and with initial conditions $\sigma(0) = 1/2$. In panel (a) we display with symbols $\rho(\sigma)$ as obtained from a parametric plot of the numerical simulation values $(\sigma(t),\rho(t))$ for average connectivity $\mu = 5$ (circles) and $\mu = 10$ (triangles). The solid lines correspond to the adiabatic approximation Eq. (43). Panel (b) shows with symbols the time evolution of $\rho(\sigma)$ coming from the numerical simulations. The corresponding solid lines are the result of the numerical integration of Eqs. (40) and (41). The horizontal solid lines correspond to the plateau values $\rho = \frac{5}{8\mu}$, as given by Eq. (47) for $\sigma = 1/2$.

4.4. Time to reach consensus, $\tau$

In this subsection we go beyond the pair approximation, introducing finite size effects which are neglected in the previous treatment. In order to identify the absorbing state of the system, we resort to the relevant master equation for the probability $P(m,t)$ that the system has magnetization $m$ at time $t$. In a time step, a node with opinion $s$ flips with probability $c_s P(-s | s) P(s \rightarrow -s)$ after which the magnetization $m = 2\sigma - 1$ changes by $\Delta_m = 2s\Delta_k$ where $\Delta_k = \frac{k}{\mu N}$ with $k$ the number of neighbors of the selected node.

Following a similar approach as before, we arrive to the following Fokker-Planck equation

$$\frac{\partial P(m, t)}{\partial t} = -\frac{\mu - 2}{\mu - 1} \frac{\partial}{\partial m} \left[ \frac{1 - m^2}{\mu - 1} P(m, t) \right] - \frac{\mu - 2}{\mu - 1} \frac{1}{2N_\mu} \frac{\partial P(m, t)}{\partial m^2}$$

(48)
and, in view of the aforementioned equivalence, we have replaced \( \alpha \) by \( \sigma \). The solution of Eq. (53) with the boundary conditions \( \tau(0) = \tau(1) = 0 \) can be written in terms of the function \( T(\sigma; \beta) \) defined in Eq. (26) as

\[
\tau(\sigma; \beta) = 2N_{\beta} [AT(\sigma; \beta) + BT(1 - \sigma; - \beta)].
\] (56)

In Fig. 3 we compare this analytical solution with the results of computer simulations for Erdős-Rényi networks with average degree \( \mu = 5, \mu = 10. \) We observe that the time to reach consensus increases for decreasing average degree \( \mu \) and that it is larger in an Erdős-Rényi network than in the all-to-all configuration. Note, again, that analyzing the random walk in terms of \( \sigma \) instead of \( \tau \) we would have missed the dependence on \( N_{\beta} \) which provides a much better fit to the numerical data.

### 4.5. Time to reach preferred state, \( \tau_1 \)

We start by writing an analog expression of Eq. (29) for heterogeneous networks (see Section 4.4) but considering a random walk in the \( \sigma \) variable with contributions depending on the degree \( k \)

\[
P_k \{P_k \{P_k(1) \tau_k(1) \} + P_k(1) \Delta \} + P_k(1) \Delta_k \}
\]

\[
tau_1(1) = \tau_1(0) \] = 0 can be expressed in terms of the function defined in Eq. (26) as

\[
\tau(\sigma; \beta) = 2N_{\beta} [AT(\sigma; \beta) + BT(1 - \sigma; - \beta)]
\] (56)

Expanding to second order in \( \Delta_k = \frac{\sigma}{k} \) and replacing \( \Delta_k = \frac{\sigma}{k} \), we obtain

\[
\sum_k P_k \left( \frac{k^2}{2\mu N} (R'_k + R_k) \frac{d^2(P_k \tau)}{d\sigma^2} + \frac{k}{\mu} (R'_k - R_k) \frac{d(P_k \tau)}{d\sigma} \right) = -P_1.
\] (58)

Using the right-hand-side the expression of \( P_1(1) \) from Eq. (14) with \( \beta \) replaced by \( \beta_{\mu} \) and substituting again \( \alpha_1 \) by \( \sigma \), we obtain

\[
\frac{d^2(P_1 \tau)}{d\sigma^2} + \beta_{\mu} \frac{d(P_1 \tau)}{d\sigma} = -\frac{2N_{\mu}}{1 - e^{-\beta_{\mu} \sigma}} \left( \frac{Ae^{-\beta_{\mu} \sigma}}{1 - \sigma} - \frac{Be^{-\beta_{\mu} \sigma}}{1 - \sigma} \right).
\] (59)

where \( A, B \) are given by Eqs. (54) and (55). The solution with boundary conditions \( \tau(1) = \tau(0) = 0 \) can be expressed in terms of the function defined in Eq. (26) as

\[
\tau_1(1) = \frac{2N_{\mu}}{1 - e^{-\beta_{\mu} \sigma}} \left[ AT(\sigma; \beta_{\mu}) + BT(1 - \sigma; - \beta_{\mu}) \right]
\]

\[
- \frac{Ae^{-\beta_{\mu} \sigma}}{1 - \sigma} - \frac{Be^{-\beta_{\mu} \sigma}}{1 - \sigma} \tau_1(1) = \frac{2N_{\mu}}{1 - e^{-\beta_{\mu} \sigma}} \left[ AT(\sigma; \beta_{\mu}) + BT(1 - \sigma; - \beta_{\mu}) \right]
\] (60)

In this case, it is no longer true that \( \tau_1(\sigma = 1/2; \beta_{\mu}) = \tau(\sigma = 1/2; \beta_{\mu}) \), as it was in the mean-field approximation, although both times scale in the same way \( \tau_1(\sigma = 1/2; \beta_{\mu}) \), \( \tau(\sigma = 1/2; \beta_{\mu}) \), \( \frac{d\ln (N_{\beta})}{d\ln (N_{\beta})} \) as \( N_{\beta} \to \infty \).

In Fig. 6 we compare these analytical results for \( \tau_1(\sigma) \) and \( \tau_1(1, \sigma) \), derived from Eq. (34) with the results of numerical simulations in Erdős-Rényi networks.

### 5. Topology dependent on bias

So far we have assumed that links among agents, and hence the possibility of interaction, form, not just randomly, but also independently of whether they are biased or unbiased. In this section we will assume that the bias influences not only the interactions between individuals but, more importantly, the way they are connected, their network topology. Our goal is to determine whether the biased community is able to influence the whole system more efficiently by establishing their links in a more organized fashion. By more efficiently we mean that consensus is reached to the preferred state occurs with a higher probability and in a shorter average time. To this end we will consider different network structures in which the connections between nodes will depend on their biased/ unbiased label.

For the sake of simplicity, we assume that the total number of links in the system, \( L \), is fixed and given. Consequently, the total average degree of nodes \( \mu = 2L/N \) is also fixed. We denote the total number of links between biased-biased, unbiased-unbiased and biased-unbiased pairs of nodes as \( L_{BB}, L_{UU}, \) and \( L_{BU} \) respectively. Thus the total number of links is \( L = L_{BB} + L_{UU} + L_{BU} = 2L/N \). Let us denote by \( \mu_B, \mu_U \) the average degrees of biased and unbiased nodes, respectively. They are related to the global average degree by \( \mu = \mu_B + (1 - \gamma)\mu_U \). If one assumes that the degree distribution \( P_k \) for unbiased nodes is independent of the degree distribution \( P_k \) for biased nodes. We can write the average degree of the given node as a sum of the connections to biased and unbiased neighbors, i.e., \( \mu_B = \mu_B + \mu_B \) and \( \mu_U = \mu_U + \mu_U \), where \( \mu_B \) is the number of average of links from an X-type node to a Y-type neighbor. Note that in general \( \mu_B \) and \( \mu_U \) are not equal but they are related as \( \mu_B N_B = \mu_B N_B \) or \( \mu_U N_U = (1 - \gamma) \mu_U \). For the generation of the networks whose topology depends on bias we will use as a control parameter the ratio \( \delta \) of links a biased node has to biased neighbors with respect to the number of links an unbiased node shares with its unbiased neighbors, i.e., \( \delta = \frac{\mu_B}{\mu_U} \). In the case of a random network independent of bias this control parameter takes the value \( \delta = 1 \).

There are many ways in which one can modify the links in order to vary the parameter \( \delta \) above or below its random value \( \delta_{\text{rand}} \). Among all possibilities we have chosen to compare one case (so-called model I) in which the average connectivity of each agent remains always equal to \( \mu \) and another case (so-called model II) in which the number of UB links is kept equal to that of the random network. In summary, in model I, we set \( \mu_B = \mu_U = \mu \) while in model II we set \( \mu_B = \gamma \mu \). The fulfillment of these conditions, given the constraints listed in Table 1, leads, after a slightly lengthy algebra, to the values of the parameters listed in the same table.

As, obviously, the quantities \( \mu_{BB}, \mu_{BU}, \mu_{BB}, \mu_{BU}, \mu_{BB} \) must be all non-negative, it follows from Table 1 that when constructing model I it should be sign \( \mu_{BB} \) \( \mu_{BU} \) \( \mu_{UU} \) \( \mu_{UB} \) \( \mu_{BB} \) \( \mu_{UU} \) \( \mu_{UB} \) \( \mu_{BB} \) \( \mu_{UU} \) \( \mu_{UB} \) \( \mu_{BB} \). For the fulfillment of these conditions allows us to conclude that there are two regions of allowed parameters \( \gamma, \delta \) for model I, namely, \( \gamma < 1/2, \delta < 1 \), and \( \gamma > 1/2, \delta > 1 \). Although in the case of Model II we do not have any of those limitations, we restrict our posterior analysis to \( \gamma < 1/2, \delta < 1 \), where the biased community is a minority.

When analyzing the behavior of the average number of links \( \mu_{BB}, \mu_{BU}, \mu_{BB}, \mu_{BU} \) as given in Table 1, for model I it turns out that if \( \delta \) increases above the value \( \delta_{\text{rand}} = \frac{\mu}{1 - \gamma} \), then \( \mu_{BB} \) and \( \mu_{BB} \) increase and \( \mu_{BB} \) and \( \mu_{BB} \) decrease with respect to the respective values. \( \mu_{BB} = \gamma \mu \), \( \mu_{BB} = (1 - \gamma) \mu \), \( \mu_{BB} = \gamma \mu \), \( \mu_{BB} = (1 - \gamma) \mu \), and then adopt a random Erdős-Rényi network with average degree \( \mu \). The opposite behavior, namely \( \mu_{BB} < \mu_{BB} \), \( \mu_{BB} < \mu_{BB} \), \( \mu_{BB} > \mu_{BB} \), \( \mu_{BB} > \mu_{BB} \), occurs for \( \delta < \delta_{\text{rand}} \). In the case of Model II, \( \mu_{BB} \) and \( \mu_{BB} \) do not vary with \( \delta \), but \( \mu_{BB} \) increases and \( \mu_{BB} \) decreases with respect to their random values \( \mu_{BB} \), \( \mu_{BB} \) when \( \delta > \delta_{\text{rand}} \), and the opposite behavior \( \mu_{BB} < \mu_{BB} \), \( \mu_{BB} > \mu_{BB} \), if \( \delta > \delta_{\text{rand}} \). This allows us to interpret Model I as follows: In order to increase \( \delta > \delta_{\text{rand}} \), start from a random Erdős-Rényi network and rewrite the necessary number of UB links (with equal probability) either as BB or as UB links. Analogously, in order to decrease \( \delta < \delta_{\text{rand}} \), rewrite an equal number of BB and UB links as UB links. Similarly, we can interpret model II as follows: In order to increase \( \delta > \delta_{\text{rand}} \), start from a random Erdős-Rényi network and move UB links to BB links. Analogously, in order to
Table 1
Comparison of relevant networks quantities, and definitions and relations among them, for an Erdős-Rényi network and the topologies dependent on bias. Setting the values of $\mu$, $\gamma$, $\delta$ and $N$ determines all other possible quantities. For the Erdős-Rényi network it is $\delta^{\text{rand}} = 1 - 2\gamma$, while for model I and II, $\delta$ is a free parameter.

| Quantity | Erdős-Rényi | Model I | Model II |
|----------|--------------|---------|----------|
| $\mu_B$  | $\mu$        | $\mu$  | $\mu + \delta - \gamma - \delta\mu - \gamma\mu$ |
| $\mu_U$  | $\mu$        | $\mu$  | $\mu + \delta - \gamma - \delta\mu - \gamma\mu$ |
| $\mu_{B,U}$ | $(1 - \gamma)\mu$ | $(1 - \gamma)\mu$ | $(1 - \gamma)\mu$ |
| $\gamma\mu$ | $\gamma\mu$ | $\gamma\mu$ | $\gamma\mu$ |

Figure 8. Schematic representation of the strategy to form dependent on bias topologies.

Starting from an Erdős-Rényi network independent of bias, model I moves UB links to either BU or BB in order to increase $\delta > \delta^{\text{rand}}$, while the opposite moves of BU or BB to UB links decrease $\delta < \delta^{\text{rand}}$. This keeps the average connectivity of each agent unchanged. In model II the movement of a BU link to a BB type increases $\delta > \delta^{\text{rand}}$, while the opposite move of BB to BU decreases $\delta < \delta^{\text{rand}}$, which leaves constant the number of UB links joining both communities.

Figure 9. Schematic representation of the strategy to form dependent on bias topologies.

To this end we introduce, as a measure of how strongly united a community. Similarly, for the biased community is more strongly linked internally than in the unbiased community. A similar classification of closed or open applies to the community of unbiased agents for $\delta_{\text{open}}^{\text{rand}}$ and $\delta_{\text{open}}^{\text{rand}}$, respectively. As shown in Table 1, it turns out that, for fixed $\gamma < 1/2$, the biased community is closed for $\delta > \delta^{\text{rand}}$ and open for $\delta < \delta^{\text{rand}}$, independently of the model I or II considered. However, for model I, the unbiased community is open for $\delta < \delta^{\text{rand}}$ and closed for $\delta > \delta^{\text{rand}}$ and the opposite for model II: open for $\delta > \delta^{\text{rand}}$ and closed for $\delta < \delta^{\text{rand}}$. This allows us to plot the phase diagram of Fig. 11, where, for completeness, we also include the characteristics of the communities for $\gamma > 1/2$, a case not considered here.
Having established the strategies with which we obtain the dependent on bias topology of interactions of the network, we proceed to examine the dependence of the main observables, such as the fixation probability $P_1$, the consensus time $\tau$ and the time to reach consensus to the preferred state $\tau_1$, on the different points of the phase diagram and its dependence with the closed/open property of the communities. As the results are rather representative, we focus on a fixed value of $\gamma = 0.1$ and vary the parameter $\delta$ taking values smaller and larger than the purely random case $\delta^{rand} = \frac{1}{\gamma} \gamma = 0.1$.

The results can be found in Fig. 12, where we plot the aforementioned observables as a function of $\delta$. In this figure we see that increasing $\delta$ beyond the random value $\delta^{rand}$ and using the strategy proposed in Model II to change the dependent on bias topology of the network, results in a significant reduction in the time to reach consensus, while it also results in a significant increase in the probability to reach consensus to the preferred state, when compared to a homogeneous Erdős-Rényi random network topology of interactions where the establishment of a link is not influenced by the preference of the nodes. Similarly, decreasing $\delta$ below the random value $\delta^{rand}$ results in a decrease of the probability to reach consensus on the preferred state and a slight increase in the time to consensus (although the results in this latter case are not conclusive due to the statistical errors). In what concerns the use of the strategy proposed by model I to change the dependent on bias topology of the network, the results indicate that neither the fixation probability $P_1$, nor the consensus time $\tau$ show any significant deviation with respect to the homogeneous Erdős-Rényi case both for $\delta$ larger or smaller than the random value $\delta^{rand}$.

Fig. 9. Here we plot for Model II representative Erdős-Rényi networks of $N = 50$ nodes with average degree $\mu = 5$ with a $\gamma$ fraction of biased nodes, $\delta^{rand} = \frac{1}{\gamma} \gamma$. On the left (red circles) we draw biased nodes and on the right (green circles) unbiased nodes. Black links connect nodes of the same type (i.e. UU and BB pairs), whereas orange links represent connections between pairs of nodes of different types (i.e. BU).

Fig. 10. $\delta_U \equiv \frac{\mu_{UU}}{\mu} \frac{1}{\gamma}$ and $\delta_B \equiv \frac{\mu_{BB}}{\mu} \frac{1}{\gamma}$, defined in terms of the average number of links between biased and unbiased communities, rescaled by the values they adopt in a random network where links are not determined by the preference of the agents, $\delta^{rand}_U = \frac{1}{\gamma} \gamma$, $\delta^{rand}_B = \frac{1}{\gamma} \gamma$, as a function of $\delta = \frac{\mu_{BB}}{\mu}$ for both model I and II, defined in the main text. Values of $\delta_U$ larger (resp. smaller) than $\delta^{rand}_U$ indicate a closed (resp. open) biased community, and similarly for the unbiased community. We consider a minority fraction $\gamma = 0.3$ of biased agents.
unbiased is open and vice versa. Communities are always opposite, i.e. when the biased community is closed the \( \gamma = 0.5 \) is crossed. On the contrary, for model II, bottom panel, the type of the two agents (blue lines in Fig. 12) for \( \delta_1 \geq \delta_{\beta} \) is increased, while it also results in a significant increase in the probability to reach consensus to the preferred state, when compared to both model I and the case of a homogeneous Erdős-Rényi random network topology of interactions. The plot for the consensus time \( \tau \) to the preferred state resembles (a) so it is omitted. The parameters are \( \bar{v} = 0.01, \gamma = 0.1, \mu = 5 \) and \( N = 1000 \), and the numerical results have been averaged over 1000 realizations.

The conclusion we draw from these results, is that what matters the most for the biased group in being more efficient in convincing the rest of the community to reach consensus on their preferred state, is that these agents, on average, have more connections with each other, compared to the random topology of interactions scenario, while at the same time the unbiased group has, on average, less number of connections with each other, compared to the random topology of interactions scenario. To be more specific, from the results concerning the topology variation following the strategy corresponding to model I, we conclude that when both the biased and unbiased agents decide to "clash", i.e. to interact more among each other at the expense of losing interactions with their peers, then this offers no significant advantage to the biased agents (blue lines in Fig. 12 for \( \delta_1 < \delta_{\beta} \)). The same conclusion arises when both groups decide to interact less among each other at the expense of winning interactions with their peers (blue lines in Fig. 12 for \( \delta_1 > \delta_{\beta} \)). On the contrary, when the biased agents decide to interact less with the external group, i.e. the unbiased agents, and more among themselves, and at the same time the unbiased agents interact less among themselves, then at the long run this gives the biased agents an advantage compared to the unbiased agents and results in the preferred opinion being reached faster and more often (green lines in Fig. 12) for \( \delta > \delta_{\beta} \). This is because if the group of biased agents is more compact, i.e. when they interact much more among themselves compared to their number of interactions with unbiased agents, and at the same time the unbiased agents are less internally connected, this allows the biased group to have on average a constant bias towards the preferred state for large periods of time, bias that cannot be reversed by a weak unbiased group. In this way the biased agents drag the unbiased ones towards their preferred state.

6. Conclusions

In this work, we have studied a variation of the standard classical voter model, where voters have a constant confidence. This means that with a constant probability \( p \) they keep their opinion upon an interaction with their neighbor, instead of copying. We assumed that the default confidence is \( p = 1/2 \). Furthermore, we assumed that a fraction \( \gamma \) of these voters are biased towards a fixed opinion, in the sense that their confidence when changing from a fixed state, say \( s_i = -1 \) to \( s_i = +1 \) is given by \( p = (1 + \nu)/2 \) with a bias parameter \( \nu \); while the reverse switch \( s_i = +1 \) to \( s_i = -1 \) occurs with a confidence equal to

![Fig. 11. Here we plot the phase diagram according to the type, closed \( \delta_B > \delta_{\beta} \) or open \( \delta_B < \delta_{\beta} \) of each of the two communities, biased and unbiased, as a function of the parameters \( \gamma \), the fraction of biased voters, and \( \delta_1 \), the ratio of the average number of connections among only biased voters over the average number of connections among only unbiased voters. On the top panel, we plot the phase diagram for model I. We see that in all of the phase space, the open/close property is the same for both communities. We have a transition of the type when the line \( \delta_{\beta} = 0.5 \) is crossed, and also when the line \( \gamma = 0.5 \) is crossed. On the contrary, for model II, bottom panel, the type of the two communities are always opposite, i.e. when the biased community is closed the unbiased is open and vice versa.](image1.png)

![Fig. 12. (a) Time to reach consensus \( \tau \) and (b) probability of reaching consensus in the preferred state \( P_1 \), as a function of the parameter \( \sigma = p_\beta - p_u \), starting from an initial condition \( \bar{v} = 0.5 \). The red dashed horizontal lines corresponds to the theoretical result for an Erdős-Rényi network and a topology independent of bias, Eqs. (56) and (14), respectively, replacing \( \beta \) with \( p_\beta \) as explained in the main text. The vertical line is the value \( \delta_{\beta} = 1/\sqrt{5} \) that separates closed from open communities (see Fig. 11). Blue continuous lines represent numerical results for model I (note that model I by construction is only defined up to \( \delta = 1 \)), while green dotted lines correspond to model II (see the text for a detailed explanation of these two models). We can see that model II results in a significant reduction of the consensus time as \( \delta \) is increased, while it also results in a significant increase in the probability to reach consensus to the preferred state, when compared to both model I and the case of a homogeneous Erdős-Rényi random network topology of interactions. The plot for the consensus time \( \tau \) to the preferred state resembles (a) so it is omitted. The parameters are \( \bar{v} = 0.01, \gamma = 0.1, \mu = 5 \) and \( N = 1000 \), and the numerical results have been averaged over 1000 realizations.](image2.png)
\(p = (1 - v)/2\). We have considered two distinct scenarios in our studies. First, we assumed that there was no dependence of the topology of the network on which the dynamics took place and the type of voters, in which case we studied the model on the complete graph as well as on an Erdős-Rényi (ER) network. Then we assumed that the topology of interactions of the two distinct type of voters was indeed dependent on their type and we examined strategies that the biased voters could follow to convince faster the rest of the voters to adopt their opinion.

For the topology of interactions independent of bias, we showed that the fraction of biased agents \(\gamma\) and the bias parameter \(v\) are not independent parameters, but rather \(\gamma v\) is the only relevant parameter. Bias breaks the symmetry of the problem. As a consequence, in the thermodynamic limit the system reaches the absorbing preferred state \(m = 1\), \(\rho = 0\) in a characteristic time \(\tau\). This is at variance with the unbiased voter model \((\gamma v \to 0)\) in which magnetization is conserved and the system remains in a dynamically disordered state with a finite value of \(\rho\). Moving beyond this, we considered finite size effects on the system, for the same topology of interactions setup independent of bias. We focused on three observables, the fixation probability \(P_1(\sigma)\), or probability to reach the preferred state, as a function of the initial density \(\sigma\) of nodes in state \(+1\), the average consensus time \(\tau(\sigma)\) and the average consensus time to the preferred state \(\tau_1(\sigma)\) for which we derive analytical expressions. We show that local effects introduced by the Erdős-Rényi network, as compared with the complete graph case, are accounted by replacing \(N\) by \(N_0 = \frac{\mu_{xy}}{\mu_{xy}}\). The main effect of the bias is to reduce the consensus times so that \(\tau\) scales as \(\log(N)\) while it scales linearly with \(N\) in the limit of no bias \((\gamma v \to 0)\).

Finally, we also have studied the case where the voters lie on Erdős-Rényi networks of distinct characteristics, i.e. distinct average degrees, depending on the type of the voter. We refer to this as a dependent on their type and we examined strategies that the biased voters could follow to convince faster the rest of the voters to adopt their opinion. We considered the case of varying \(\mu_{xy}\) at the expense of \(\mu_{xy}\) and \(\mu_{xy}\). We found that the consensus time and the probability to reach consensus in the preferred option is indifferent to this variation. On the contrary, in strategy II we considered the scenario of varying \(\mu_{xy}\) while keeping \(\mu_{xy}\) constant. We found that increasing \(\mu_{xy}\) resulted in a significant reduction of the consensus time \(\tau\), as well as to a significant increment to the probability \(P_1\) of reaching consensus to the preferred state. This evidences that what matters the most for the members of the biased group in being more efficient in convincing the rest of the community to reach consensus on their preferred state, is to increase their internal connections within the group and, at the same time, decrease the interactions between the members of the unbiased group. Or, in other words, that a closed community, defined as one where its members have a higher proportion of inside to outside links that it corresponds to a completely random Erdős-Rényi network, when put into contact with an open one, can lead the rest of the system faster and with higher probability to an agreement to its preferred state. Further extensions of this work could include the case where the agents have biases of different amount to both opinions. It is known that the presence of different types of zealots is able to prevent consensus in the voter model [44] and it would be interesting to see if a similar result holds in this model with bias.
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**Appendix A**

To find \(T_1(n)\), the solution of the recurrence equation Eq. (19) satisfying the boundary conditions \(T_1(0) = T_1(N) = 0\) we first define \(x(n)\) as

\[ x(n) = T_1(n + 1) - T_1(n) \Rightarrow T_1(n) = \sum_{j=0}^{n-1} x(j). \quad (A1) \]

After substitution in Eq. (19), \(x(n)\) is found to satisfy the recurrence relation

\[ x(n) = ax(n-1) - \frac{1 + a}{n} \gamma v, \quad (A2) \]

whose solution is

\[ x(n) = x(0)a^n - (1 + a)L_a(a), L_a(a) = \sum_{j=1}^{n} \frac{a^{n-j}}{j}L_j(a) = 0. \quad (A3) \]

Replacing in Eq. (A1) and setting the constant \(x(0)\) by imposing the boundary condition \(T_1(N) = 0\), we get

\[ T_1(n,a) = (1 + a) \left[ \frac{1 - a^n}{1 - a} \sum_{j=1}^{n-1} L_j(a) - \sum_{j=1}^{n-1} L_j(a) \right]. \quad (A4) \]

The sums of the function \(L_j(a)\) can be written as

\[ \sum_{j=1}^{n-1} L_j(a) = \sum_{j=1}^{n-1} \frac{a^n}{q} = \sum_{j=1}^{n-1} 1 - a^n = \frac{1 - a^n}{1 - a} \quad (A5) \]

where \(H_a\) (the harmonic function) and \(f(n,a)\) are defined by:

\[ H_n = \sum_{q=1}^{n} \frac{1}{q}, \quad (A6) \]

\[ f(n,a) = \sum_{q=1}^{n} a^n - q, \quad (A7) \]

which replaced in Eq. (A4) yields Eq. (20) in the main text. It turns out that the function \(f(n,a)\) can be written as

\[ f(n,a) = -\frac{1}{a} \ln \left( \frac{a^n - 1}{a - 1} \right). \quad (A8) \]
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in terms of the Lerch transcendent function

\[ \Phi(x,s,n) = \sum_{j=0}^{n-1} \frac{x^j}{(j + n)^s}, \]  
(A9)

A relation valid for all values of \(a\) and \(n\) as the imaginary parts of the logarithm and the Lerch transcendent function cancel out for \(a < 1\).
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