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Abstract

Burst super-resolution (SR) provides a possibility of restoring rich details from low-quality images. However, since low-resolution (LR) images in practical applications have multiple complicated and unknown degradations, existing non-blind (e.g., bicubic) designed networks usually lead to a severe performance drop in recovering high-resolution (HR) images. Moreover, handling multiple misaligned noisy raw inputs is also challenging. In this paper, we address the problem of reconstructing HR images from raw burst sequences acquired from modern handheld devices. The central idea is a kernel-guided strategy which can solve the burst SR with two steps: kernel modeling and HR restoring. The former estimates burst kernels from raw inputs, while the latter predicts the super-resolved image based on the estimated kernels. Furthermore, we introduce a kernel-aware deformable alignment module which can effectively align the raw images with consideration of the blurry priors. Extensive experiments on synthetic and real-world datasets demonstrate that the proposed method can perform favorable state-of-the-art performance in the burst SR problem.

1. Introduction

With the growing popularity of built-in smartphone cameras, the multi-frame super-resolution (MFSR) has drawn much attention due to its high practical potential to recover rich details from several low-quality images [3, 4, 29]. Compared with single image super-resolution (SISR), MFSR can provide complementary information from sub-
The degradation process as:

\[ x_i = (k_i \otimes T_i y)_{\downarrow s} + \eta_i, \]

where \( y \) is the original HR image, \( \{x_i\}_N \) is the observed low-resolution image bursts. \( k_i \) and \( T_i \) denote the blur kernel and scene motion transform, respectively. \( \otimes \) represents convolution operation and \( \downarrow_s \) is the subsequent downsampling with scale factor \( s \). \( \eta_i \) is an white Gaussian noise that is independent to LR images.

Most existing MFSR methods assume that the blur kernels are known (e.g., bicubic) and the same for all frames \([3, 4, 29, 34]\). Under this assumption, these MFSR methods can achieve dramatic performance to search for the best inverse solution for the bicubicly downsampling degradation. However, they often suffer severe performance drop when applied to real-world applications of that the kernel is actually derived from cameras’ intrinsic parameters that are complicated, unavailable, and inconsistent for burst frames \([13, 16, 53]\). Moreover, the blurry inputs will also make the alignment more difficult. To this end, we pay more attention to the model that tackles degradation of multiple unknown blur kernels, i.e., burst blind SR.

Single image blind SR has been well studied in recent works \([2, 16, 33, 52, 55]\), which often need to sequentially estimate blur kernel (or its embedding), and then restore the SR image based on that kernel. However, the overall optimization of blind SR is usually alternating, complicated, and time-consuming \([16]\). Such a problem could be even more serious when facing burst blind SR, where each frame has a specific blur kernel and an irregular motion displacement. So far little work has focused on the blind property of the burst SR. The common solution is to train a deep model directly on the bicubicly designed synthetic data, then finetunes it on another real-world dataset \([3, 12, 29, 34, 37]\). However, setting up a real-world dataset is always sensor-specific and is quite challenging since the images captured by smartphones and DSLR cameras (as raw LR images and HR images, respectively) have different qualities and image signal processors (ISP). And transferring the bicubicly defined model to an unknown degradation model is also inefficient.

In this paper, we address these issues by proposing a kernel-aware raw burst SR method based on the multi-frame degradation model (Eq. (1)), called \( KBNet \), which takes into account the inconsistencies of blur kernels between frames and can learn a practical multi-frame super-resolver using synthetic data. The KBNet consists of two neural networks: a kernel modeling network that estimates blur kernels of different images, and a restoring network that predicts the super-resolved image by fusing the information of all frames based on the estimated kernels. To make full use of the degradation information from kernels, the restoring network employs adaptive kernel-aware blocks (AKAB) to extract clear features, and employs a kernel-aware deformable convolution (KAD) module to align and fuse complementary features. Our contributions are summarized as follows:

- We consider the inconsistent degradation of different frames and propose a novel kernel-aware network, named \( KBNet \), for raw burst image blind super-resolution, which makes a substantial step towards developing real-world practical MFSR applications.
- We design a kernel-based restoring network that uses adaptive kernel-aware blocks and a kernel-aware deformable convolution module to restore SR images based on estimated blur kernels.
- Extensive experiments demonstrate that the proposed method can achieve SOTA performance on various synthetic datasets and real images.

2. Related work

2.1. Single Image Super-Resolution

SISR is a problem of trying to recover a high-resolution image from its degraded low-resolution version. In the past few years, numerous works \([10, 11, 20, 26, 30, 31, 49]\) based on the neural network have achieved tremendous performance gains over the traditional SR methods. Since the pioneering work SRCNN \([10]\), most subsequent works focus on optimizing the network architecture \([8, 11, 28, 31, 57]\) and loss function \([24, 30, 32, 49]\). These methods are difficult to apply to real-world applications due to their ill-posed nature.

2.2. Multi-Frame Super-Resolution

MFSR is an active area and has been well studied in the last three decades. Tsai and Huang \([47]\) are the first that propose to tackle the MFSR problem. They propose to restore HR image in the frequency domain with known translations between frames. Since processing images in the frequency domain often causes visual artifacts, Peleg et al. \([40]\) and Irani and Peleg \([23]\) propose an iterative back-projection approach that sequentially estimates HR image and synthesizes LR image, and can refine SR image by minimizing reconstruction error between synthesized LR image and real LR image. Later works \([1, 14, 17, 18, 41]\) improve this method with a maximum a posteriori (MAP) model and a regularization term. Farsiu et al. \([15]\) propose to jointly learn multi-frame demosaicking and super-resolution with that MAP framework. Takeda et al. \([44, 45]\) introduce a kernel regression technique for super-resolution and Wronski et al. \([51]\) applies it on fusing aligned input frames of handheld cameras. Recently, several works \([9, 25, 36]\) propose to
incorporate deep learning to handle the MFSR problem in remote sensing applications. Bhat et al. [3] introduce a real-world dataset and propose an attention-based based fusion approach for MFSR. And they further improve the model to handle both SR and denoising by transforming the MAP framework to a deep feature space. Luo et al. [34] introduce the deformable convolution to MFSR and show its effectiveness of handling the alignment between frames. Bruno et al. [29] propose an effective hybrid algorithm building on the insight from [51]. Akshay et al. [12] propose to create a set of pseudo-burst features that makes it easier to learn distinctive information of all frames.

2.3. Blind Super-Resolution

Blind SR assumes that the blur kernels of degradation are unavailable. In recent years, the blind SR problem has drawn much research attention since it is close to real-world scenarios [35]. Zhang et al. [55] firstly propose to extract principal components of the Gaussian blur kernels and stretch and concatenate them with LRs to get degradation-aware SR images. Subsequently, Gu et al. [16] modify the strategy in [55] by concatenating kernel embeddings with deep features. Luo et al. [33] and Zhang et al. [54] propose to unfold the blind SR problem as a sequential two-step solution which can be alternately optimized. Hussein et al. [21] propose a closed-form correction filter to transform blurry LR images to bicubically downsampled LR images, and then the SR images can be obtained by applying existing bicubicly designed CNN networks on the clear LR images. Moreover, ZSSR [2, 42] and MSSR [43] also can be applied to blind SR, where the training is conducted as test time, and it can exploit the internal information of the LR by using an image-specific degradation.

3. Method

This section describes the main techniques of the proposed KBNet for raw burst blind SR. As shown in Fig. 2, for each frame of the raw bursts, we first estimate the blur kernel $k_i$ by estimator $E$ and obtain its principal components embedding $e_i$ by the principal component analysis (PCA). By taking the LR frame and the corresponding degradation kernel embedding as inputs, we can extract clean features $F_i$ with several adaptive kernel-aware blocks (ADAB). Then we stretch kernel to degradation maps $E_i$ with the same size as $F_i$ so that we can concatenate the clean feature and the kernel embedding into the kernel-aware deformable (KAD) alignment module to align with other frames. After that, we fuse these aligned features using a channel-wise averaging strategy and then restore the HR image like a traditional SISR model through several residual blocks.

3.1. Problem Formulation

Given raw burst images $\{x_i\}_{i=1}^{N}$, $x_i \in \mathbb{R}^{h \times w \times 1}$ captured from the same scene, our goal is to extract and fuse...
the complementary information between them and restore a high-quality image $y \in \mathbb{R}^{h \times w \times 3}$ with rich details. Here, $s$ is the scale factor. In our scenario, each input $x_i$ is a one-channel raw image, while the output is usually a three-channel RGB image. The degradation of burst SR is model as Eq. (1). We assume that the degradation adopts anisotropic Gaussian kernels and the noise $\eta_i$ is independent to the LR image $x_i$. The burst blind SR problem can be tackled by solving the following maximum a posteriori (MAP) problem:

$$\arg \min_{k,y} \sum_{i=1}^{N} ||x_i - (k_i \otimes T_i y_i)||^2_2 + \phi(y) + \psi(k_i),$$

where $\phi(y)$ and $\psi(k)$ are the parameterized prior regularizers. Since all of the kernels of multiple frames are unknown variables, the overall problem is extremely difficult and challenging. Inspired by recent success of single image blind SR [16, 33], we decompose this problem into two sequential steps:

$$\begin{cases} k_i = \mathcal{E}(x_i; \theta_e) \\ y = \mathcal{R}(\{x_i, k_i\}_{i=1}^{N}; \theta_r), \end{cases}$$

where $\theta_e$ and $\theta_r$ are the parameters of the estimator and SR network. $\mathcal{E}(\cdot)$ denotes the kernel estimator that predicts kernels for each frame of the raw bursts. $\mathcal{R}(\cdot)$ denotes the restorer that restores HR image based on LR frames and the estimated kernels.

### 3.2. Kernel Estimation Network

In order to find the degradation kernel that can help the SR model generate visual pleasant images. We introduce an estimator $\mathcal{E}$ to predict blur kernels for each frame. The network architecture of the estimator is illustrated in Fig. 3. It consists of three simple steps: feature extraction, global pooling and reshape operation. Note that as a widely used kernel prior, we use the softmax function in the last so that the kernel could be sum to one. Besides, to effectively train the estimator, we provide strong supervision on the estimated kernels and ground truth kernels by minimizing the $L_1$ loss as

$$\theta_e = \arg \min_{\theta_e} \sum_{i=1}^{N} ||k_i - \mathcal{E}(x_i; \theta_e)||_1,$$

By optimizing Eq. (4) with the SR model together, we are able to train the whole blind burst SR model in an end-to-end manner.

### 3.3. Adaptive Kernel-aware Block

In most blind SR methods [16, 33, 55], the estimated kernel is vectorized and reduced by PCA, and then it is stretched into a degradation map $E_i \in \mathbb{R}^{h \times w \times m}$, where $m$ is the number of maintained principal components. By doing so, they can concatenate the degradation map with the LR image or features. However, such a strategy is inefficient and computationally costly [19]. Address it, we propose an adaptive kernel-aware block (AKAB) which utilizes the low-dimensional embedding and the statistical information (such as the global mean of the features) to extract clear features. Specifically, as illustrated in Fig. 2, the LR features are firstly sent to two convolution layers, and then are squeezed to one dimensional embeddings by global average pooling. After that, the feature embeddings are concatenated with kernel embeddings to perform residual affine attention which is defined as:

$$x_i^{out} = \gamma(x_i, k_i) \odot x_i + \beta(x_i, k_i) + x_i,$$

where $\gamma(\cdot)$ and $\beta(\cdot)$ denote the scaling and shifting networks, both consist of two linear layers as

$$\gamma(x_i, k_i) = g(w_2 \sigma(w_1 \mathcal{C}(e_{x_i}, e_{k_i}))),$$

$$\beta(x_i, k_i) = v_2 \sigma(v_1 \mathcal{C}(e_{x_i}, e_{k_i}))),$$

where $e_{x_i}$ and $e_{k_i}$ represent the feature embedding and kernel embedding. $\mathcal{C}(\cdot)$ represents the concatenating operation across the channel dimension. $w_1$, $w_2$ and $v_1$, $v_2$ denote linear layers for $\gamma$ and $\beta$, respectively. $\sigma$ represents a non-linear activation (e.g., ReLU), and $g$ denotes the sigmoid function which is applied to the last layer of the scaling network $\gamma$ as a simple gating mechanism to capture channel-wise dependencies. Moreover, the shifting network $\beta$ is well-focused on the spatial context information of the channels and then can aggregate rich features to boost the performance.

We compose several AKABs as a powerful feature extractor so as to obtain cleaner features that implicitly embed the degradation information of kernels. Then we could align different frames in the feature level by the following kernel-aware deformable (KAD) alignment module.

### 3.4. Kernel-aware Deformable Alignment

Since deformable convolution network (DCN) has demonstrated its effectiveness of aligning features in video SR [6, 7, 46, 48], we introduce DCN into burst SR as the alignment module to effectively aggregate information from different frames. However, training DCN in our scenario is difficult since the features of the same scene may have...
different manifestations. Thus we propose to involve the degradation information into the alignment, which could guide the DCN to learn a better offset.

The overview of the KAD alignment module is shown in Fig. 4. Specifically, given a reference feature $F_{ref}$ and another feature $F_i$ computed from the $i$-th LR image and the corresponding kernel, we concatenate these features with a stretched kernel embedding $E_{ref}$ and $E_i$ pass through a convolution layer as kernel-aware features which can be used to obtain DCN offsets $\Delta f_i$ as

$$\Delta f_i = \mathcal{O}(C(F_{ref}, E_{ref}), C(F_i, E_i)), \quad (8)$$

where $\mathcal{O}$ is the offset predictor. Then we get the aligned feature by warping $F_i$ with $\Delta f_i$: $\mathcal{F}_i = \mathcal{W}(F_i, \Delta f_i), \quad (9)$

where $\mathcal{W}$ denotes the spatial warping operation.

The KAD alignment module is jointly trained with the whole framework. We empirically choose the first frame as a reference frame and separately align each frame with it in the feature space.

### 3.5. Fusion and Reconstruction

Once the features are all aligned, we can combine information across the individual frames to generate a merged feature with rich details. Unlike previous works that use attention mechanism [3] or recursive operation [9] in the fusion, we adopt a simple yet effective channel-wise average fusion strategy as shown in Fig. 2. There are two main advantages of averaging features: firstly, the operation is fast and allows us to work with the arbitrary number of frames in both training and inference. Secondly, since the inputs are noisy, averaging all frames can reduce additional noises as a traditional denoiser. Based on the fused feature, we can reconstruct the results with advanced SR networks. The objective function of the SR reconstruction network is defined via $\mathcal{L}_1$ loss as:

$$\theta_r = \arg\min_{\theta_r} ||y - SR([x_i]_{i=1}^N; \theta_r)||. \quad (10)$$

To avoid the phenomenon of kernel mismatching [16, 55], we jointly optimize the estimator and the SR model in an end-to-end manner.

### 4. Experiments

In this section, we perform a comprehensive evaluation of the proposed method on the synthetic dataset and BurstSR dataset both introduced in [3].

#### 4.1. Datasets and Implementations

##### 4.1.1 Synthetic data

Our method is trained on Zurich RAW to the RGB dataset [22] which consists of 46,839 HR images. For a synthetic dataset, we focus on the anisotropic Gaussian kernels. As the setting in [2], we fix the blur kernel size to 31. The kernel width of both axes are uniformly sampled in the range $[0.5, 5.5]$, and the angle uniformly distributed in $[-\pi, \pi]$. The RAW burst images are synthesized by randomly translating and rotating a high-quality sRGB image, and blurring and downsampling it with kernels generated from the above procedure. Then we convert the low-quality images to RAW format using an inverse camera pipeline [5]. The test sets are generated by applying anisotropic Gaussian kernels on 1204 HR images of the validation set in [22] with different kernel width ranges of $[0.0, 1.6], [1.6, 3.2]$ and $[3.2, 4.8]$. We assign different random seed values to ensure that different blur kernels are selected for different images. PSNR and SSIM [50], as well as the learned perceptual score LPIPS [56] are used as the evaluation metrics on synthetic datasets.

##### 4.1.2 Real-world data

For real-world image evaluation, we use the BurstSR dataset which contains pairs of real-world burst images and corresponding ground truth HR images captured by a handheld smartphone camera and DCLS camera, respectively. Each burst in this dataset contains 14 raw images and is cropped to $80 \times 80$. To illustrate the capability of our method for real-world images, we only take the validation dataset with 882 raw bursts for testing. We perform super-resolution by a scale factor of 4 in all our experiments. Note that the ground truth images are not well aligned with RAW inputs, thus we adopt aligned PSNR, SSIM, and LPIPS as the evaluation metrics as introduced in [3].

##### 4.1.3 Training details

We train the proposed KBNet on aforementioned synthetic datasets with 300 epochs. During training, the burst
Table 1. Comparison of our method with existing MFSR approaches on the Synthetic ×4 test set. The kernel width \( \sigma \) is split into three ranges. We regard the single image SR method as our baseline.

| Method       | \( \sigma = [0, 1.6] \) | \( \sigma = [1.6, 3.2] \) | \( \sigma = [3.2, 4.8] \) |
|--------------|--------------------------|--------------------------|--------------------------|
|              | PSNR ↑ | SSIM ↑ | LPIPS ↓ | PSNR ↑ | SSIM ↑ | LPIPS ↓ | PSNR ↑ | SSIM ↑ | LPIPS ↓ |
| Single Image | 32.33 | 0.8190 | 0.2316 | 32.06 | 0.8270 | 0.2607 | 31.81 | 0.8370 | 0.2994 |
| DBSR [3]     | 35.40 | 0.9015 | 0.1696 | 33.48 | 0.8671 | 0.2612 | 32.03 | 0.8416 | 0.3362 |
| EBSR [34]    | 35.63 | 0.9064 | 0.1673 | 33.69 | 0.8704 | 0.2638 | 32.16 | 0.8431 | 0.3399 |
| DeepREP [4]  | 35.53 | 0.9053 | 0.1672 | 33.63 | 0.8702 | 0.2610 | 32.12 | 0.8438 | 0.3358 |
| KBNet(Ours)  | **37.15** | **0.9277** | **0.1025** | **36.62** | **0.9113** | **0.1469** | **34.28** | **0.8762** | **0.2443** |

The burst size in testing is fixed to \( N = 8 \) and the batch size is 32. We use Adam [27] optimizer with \( \beta_1=0.9, \beta_2=0.999 \) and \( \epsilon=10^{-8} \). The learning rate is initialized at 0.0002 and then decreases to half every 100 epochs. Our models are implemented by the PyTorch framework with 2 Titan Xp GPUs.

**4.2. Comparisons with State-of-the-Art Methods**

We compare KBNet with other state-of-the-art learning-based raw bursts SR methods, such as DBSR [3], EBSR [34], and DeepREP [4]. Both DBSR and DeepREP are proposed by Bhat et al. [3, 4]. The former uses a flow-based alignment network with an attention-based fusion to handle the raw burst inputs. The latter employs a deep reparametrization of the MAP to solve image restoration applications. EBSR is the winner of the NTIRE21 Burst Super-Resolution Challenge. All these methods are evaluated by using their official code and pre-trained models.

The burst size in testing is fixed to 14. We also compare a single image model which estimates a single kernel and restores the HR image conditioned on that kernel through our AKAB blocks.

**4.2.1 Evaluation on synthetic data**

Firstly, we evaluate our method on the synthetic dataset as introduced in Sec. 4.1. Quantitative results are shown in Table 1. Our method obtains the best results and outperforms other methods by a big margin. Note that each RAW frame could be blurred with an anisotropic Gaussian kernel. Thus, the single image method can not restore a pleasant SR result based on that single blurry input. While the MFSR methods can utilize the complementary information of different frames to obtain rich details. As the table illustrated, all the MFSR methods outperform single image
baseline with great improvements of 3+ dB on kernels with in range \([0, 1.6]\) in terms of PSNR. However, since most MFSR methods are designed for bicubic downsampling degradation, they are powerless to handle the blind SR problem and thus produce a relatively low performance on complex degradations. As a result, the proposed KBNet significantly outperforms the above MFSR models by a big margin over all kernel width ranges. The qualitative comparison are shown in Fig. 5. The super-resolved images produced by our KBNet are visually pleasant and clear. When the blur kernels are randomly applied to the RAW burst inputs, the MFSR methods such as DBSR, DeepREP and EBSR are tend to generate blurry results. And only our method can recover clean and sharper edges and simultaneously alleviate the blurriness. This comparison demonstrates that the involving degradation information into the multi-frame based restoration can help deblur and thus improve SR results.

Visual examples of the estimated kernel are shown in Fig. 6. As we stated in this work, frames of the same scene are actually blurred with different complicated degradation kernels. Note that most kernels are accurately estimated by our method, which helps to restore the corresponding HR images. We also conduct ablation studies on synthetic datasets to analyze the impact of two main components in the proposed framework: adaptive kernel-aware block (AKAB) and kernel-aware deformable (KAD) alignment module. The baseline is a multi-frame SR method that adopts normal deformable convolution to align frames and reconstructs SR results by several residual blocks. The results are reported in Table 2. It is obvious that we can benefit a lot from introducing the degradation kernel. By using the AKABs, we obtain an improvement of 1.29 dB in PSNR. And the KAD further improves the result.

| Method     | Synthetic data |
|------------|----------------|
|            | PSNR ↑ | SSIM ↑ | LPIPS ↓ |
| Baseline   | 35.24  | 0.8927 | 0.1751  |
| +AKAB      | 36.53  | 0.9067 | 0.1422  |
| +KAD       | 36.76  | 0.9149 | 0.1353  |

Table 2. Ablation studies on synthetic dataset. The baseline is a multi-frame SR method that adopts normal deformable convolution to align frames and reconstructs SR results by several residual blocks.

| Method       | BurstSR |
|--------------|---------|
|              | PSNR ↑  | SSIM ↑  | LPIPS ↓ |
| Single Image | 43.33   | 0.9613  | 0.0678  |
| DBSR [3]     | 44.64   | 0.9675  | 0.0789  |
| EBSR [34]    | 43.32   | 0.9536  | 0.0918  |
| DeepREP [4]  | 44.80   | 0.9688  | 0.0795  |
| KBNet(Ours)  | 45.41   | 0.9727  | 0.0379  |

Table 3. Comparison of our method with existing MFSR approaches on the BurstSR ×4 test set.

4.2.2 Evaluation on real-world data

Then we conduct the experiment of evaluating models that trained on the synthetic dataset. The motivation of this experiment is that making paired SR datasets for real-world photography applications is really difficult. The LR RAW bursts and GT usually are captured by different cameras (for example, handheld smartphones and DSLR camera lenses). The huge differences in image quality will cause extremely low performances of image alignments across modalities. Moreover, the obtained paired images often exist severe color mismatch which may deteriorate the training. In such a situation, DBSR [3] propose to incorporate a pre-trained flow-based alignment network (e.g., PWC-Net) and a global color mapping function to handle the spa-
Figure 7. Visual comparison of our method with other MFSR approaches on BurstSR dataset.

As our method is proposed for various complex multi-degradation in the real world images, we directly apply the synthetically pre-trained model on the BurstSR validation set. The qualitative results are shown in Table 3. Under the blind setting, our method can perform remarkable results on real images even without any finetuning. Although DBSR and DeepREP can achieve impressive results when performing on images that have the predefined single degradation [3] (e.g., bicubic), they suffer performance drop when kernels mismatch or applied on the real-world RAW bursts. EBSR seems overfitting on the synthetic dataset and its performance is inferior to other MFSR approaches and even worse than the single image SR method. The visual results are illustrated in Fig. 7. MFSR approaches perform well on the noisy scene but are more likely to produce smoothed results and the edge is not sharp enough. Moreover, the EBSR produces unpleasant artifacts (last row in Fig. 7). Compared with these MFSR methods, the SR images generated by KBNet are much sharper and cleaner. The results indicate that even if the proposed KBNet is trained on synthesized image pairs, it still has the ability to generalize to images in real applications in most cases.

5. Limitations

Since we add an extra network to predict the kernels for all frames, the inference time and computational costs are subsequently increased. And although our method can combine kernel estimation and burst super-resolution to achieve a good performance, it is still unsatisfied when applied to real-world applications.

6. Conclusion

In this paper, we present a new framework of handling multi-frame super-resolution with multiple degradations, named KBNet. The proposed burst blind SR is highly related to real-world applications. Address it, we introduce a kernel-based multi-frame restoration network that includes two novel components: adaptive kernel-aware block (AKAB) and kernel-aware deformable (KAD) alignment. The blur kernels are first estimated by a simple CNN network (estimator), and then fed to the LR feature extraction module as well as feature alignment module to generate a super-resolved clear image. The proposed model network can be end-to-end trained on the synthetic dataset and evaluated on both synthetic and real-world images. Experiment results demonstrate that our method can achieve better performance on various degradations and is beneficial to real applications.
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