An Intelligent Operation and Maintenance System for Power Consumption Based on Deep Learning
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Abstract. With the advent of the era of power big data, power companies can easily access more and more user power data, but they are not making full use of such massive datasets to reflect their value. Due to the huge amount of data collected by the power system, the total amount of abnormal data collected cannot be ignored. These abnormal data cause great interference to subsequent data analysis and maintenance; It’s also important to find how to identify user's abnormal behaviour based on the power dataset. In this paper, a smart operation and maintenance system based on deep learning is proposed. Based on the composite mathematical statistics method, the data is efficiently reviewed and cleaned. The isolated forest algorithm is used to quickly identify the users with abnormal power consumption and GAN is used to help evaluate this model. This system can help power companies efficiently complete data review and anomaly identification, and can integrate data information from multiple dimensions to guide the actual maintenance and verification.

1. Introduction

With the comprehensive promotion and extensive deployment of the smart grid, the grid company has accumulated a large amount of related data in the actual operation and maintenance work, and in the deepening application of those data, whether it is the practical billing and power consumption behaviour characteristic analysis for marketing, or power applications such as anti-stealing and line loss management, both rely on high quality data. Only through accurate and reliable power metering data, can minimize the difference between power generation and power consumption, can prevent the occurrence of power stealing behaviour, can ensure the stable and healthy development of the power market.[1] However, there may be a large number of incorrect values in the collected dataset due to hardware failures and software defects, and the wrong situation is also diverse. It is very important to select high-quality analytical data from a large amount of raw data. Identifying abnormal data from the original dataset can effectively locate and repair hardware failures to improve data quality and the stability of the acquisition system, and also be a basis for subsequent analysis of the user's electricity behaviour [2]. For the data already be cleaned, it is also an urgent problem for the power grid company
to identify the abnormal power users including power stealing. Fully data mining analysis of these datasets can help the power company to better grasp the user's power consumption situation, so as to further allocate power resources more reasonably and improve the allocation efficiency of power resources. At the same time, it can help the power company to enrich the description of the user's power consumption behaviour from multiple dimensions, gradually depict the model of user power usage behaviour and exploit deeper level information, so as to provides decision basis for the next step of operational analysis and other works [3].

At present, some experts and scholars have carried out related research on the issue of cleaning and screening of power data. As described in literature [4], a time series-based big data cleaning method is proposed to analyse the influence of various outliers on the time series model, then construct a data cleaning model. The literature [5] calculates the load change rate of the electricity consumption data before and after, and statistically removes the data whose rate of change is out of range. The literature [6] uses the Korhonen neural network to dynamically clean the dirty data of power load, and optimizes the algorithm by the idea of fuzzy soft clustering. Most of the methods that have been proposed so far are applied to the data set of a specific situation, and cannot cope with the data screening under normal circumstances. Combined with the subsequent data analysis requirements, we hope that the data cleaning process can filter the noise data and reduce false detection rate as much as possible.

For the problem of abnormal identification, the traditional statistical analysis method cannot meet the requirements in terms of accuracy and efficiency in the face of massive and dynamic measurement data [7]. Many scholars have also conducted research on this issue. Literature [8] proposed an abnormal power detection method based on particle swarm optimization. Based on the user's historical power load data, this method uses the particle swarm algorithm to extract the load pattern curve of the user and the load pattern curve of historical data, and uses the pattern matching method to evaluate the user. Literature [9] proposed the power big data outlier detection and power behaviour based on density peak clustering algorithm. Literature [10] proposed to build an abnormal power detection algorithm model based on neural network. Most of these methods use tagged data and supervised learning. Now the pain point of company to analysis data is the lack of tagged tag data in the dataset. It is difficult to achieve completely supervised learning.

Aiming at the above problems and difficulties, this paper proposes an intelligent operation and maintenance system based on deep learning. In this system, with the composite mathematical statistics method, the data set can be efficiently reviewed, and the isolated forest algorithm is used to quickly identify users with abnormal power usage behaviour and GAN is used to help evaluate this model. This system can also help power companies to integrate multiple dimensions of data information to guide the actual operation and verification of the grid company.

2. Overall structure
The overall architecture of the system is shown in Figure 1. According to the different stages of data process, it can be further subdivided into three parts which are data cleaning and review subsystem, abnormal recognition subsystem, and multi-dimensional analysis subsystem. The cleaning and review subsystem comprehensively uses the quartile detect [11] and Z score [12] methods in statistics to pre-process and screen the data. This can filter out the noise data as much as possible, such as null, negative, abnormal zero and extreme large values. The data multi-dimensional analysis subsystem can make multi-dimensional correlation analysis of power measurement data based on geography, time and other dimensions, thus to guide the actual operation and maintenance of the power grid company. Finally, the anomaly recognition subsystem performs feature extraction and dimensionality reduction based on the processed data and tags, then through the isolated forest [13] algorithm screens the abnormal users and uses the GAN to evaluate this anomaly detection model. In summary, this system can identify the problem or weak points of the acquisition system, and automatically find out the abnormal power consumption behaviour such as user stealing. Combined with user geographic information, weather temperature and other information, different risk levels and response plans can be given based on the analysis results.
3. Cleaning and review subsystem

Among the power consumption data collected by the power system, there are many redundant data that are not related to the subsequent analysis work. In addition, data anomalies and data missing are also common in actual power metering data set. The electricity data cleaning and review subsystem is based on the composite mathematical statistics model to process the obvious data errors, perform basic cleaning and review of the original power metering data.

The basic workflow of the power data cleaning and review subsystem is shown in Figure 2. Firstly, extract the data items needed for our analysis from the massive raw data set, then structure and preprocess the data so that the original data can meet the data requirements of the next data analysis module. For the first phase of the user's electricity data processing requirements and objectives, the data review module uses some simple and efficient judgment logic and some methods in mathematical statistics. Most of these rules or logics are universal, such as whether the data content meets the content requirements of the collection, whether the collected data is correct, whether the collected quantities meet the basic quantity relationship, and whether the power data conforms to the basic logic (like the daily usage of electricity collected should be non-negative) etc. As for the statistical method, we mainly use the quartile detection method and the Z score detection method. The screening logic of the two methods is detecting the outliers in the daily electricity data, these data are usually some extreme large values and violent data jitter. Finally, we combined some of the actual operating experience to get some new features and add the features to the data, then output the matrix to the downstream for further analysis.
4. Anomaly recognition subsystem

The original data is without any labels, so we use the isolated forest algorithm as a preliminary anomaly detection tool. It’s an unsupervised anomaly detection algorithm and has no requirement for the dataset. The algorithm can output a subset of the data set that is most likely to be abnormal based on the parameters. After obtaining an approximate positive sample set by the isolated forest algorithm, we can train the GAN, and the resulting generator can be used to help us identify the anomaly. For the data point to be tested, we enter it into the generation network obtained above, and then we get the "normal" version of the data point. By comparing this normal version with the original data point, we can quantify the degree of abnormality of the data points.

The working flow chart of the anomaly recognition subsystem is shown in Figure 3. The model proposed in this paper includes modules such as feature extraction, feature dimension reduction, and isolated forest calculation and GAN evaluation. Firstly, the user's power consumption data is extracted from the original data set as an initial feature set, then add some self-defined features by statistics and practical experience to enrich the dataset. Then we make feature selection and process the dataset to make it dimensionless. Finally, the isolated forest algorithm is used to calculate the abnormal score of each user to determine whether the user data is abnormal, and the model can be evaluated by the GAN. After obtaining the preliminary judgment result, the obtained abnormal data is fed back to the relevant staff of the power company. Depending on the rules and feedback given by their experience, the data can be used as the labeled data for secondary screening, and get the result which we need. Through the
application of actual data, the system is proved to be efficient and accurate, and has good practical application potential.

5. Multi-dimensional analysis subsystem

Multidimensional analysis is based on the statistical principle of data analysis after correlation between different dimensions. When multi-dimensional analysis of power measurement data is carried out, the factors affecting the change of measurement data can be divided into two categories: One is the factor that has long-term effects on the load, and the impact on the load is the long-term trend of the load change, such as economic development, industrial structure changes, etc. The other type is the influencing factors of the short-term effects on the load, such as temperature, rainfall and other climatic factors. Studying the influence of various relevant factors on the changes of electricity load in various industries or regions will help to better identify anomalies and better understand the causes of anomalies, so as to better propose more reasonable operation and maintenance counter measures.

Multi-dimensional analysis subsystem considers measurement data in multiple dimensions, Specifically, it can analyse by time (year, quarter, month, week, day) and area (district, street, floor), and also considers common influencing factors such as temperature and holiday, as shown in the figure. 4.

![Multi-dimensional analysis subsystem](image)

Figure 4. Multi-dimensional analysis subsystem

6. Experiment implementation

6.1 Data overview

The data set of the experiment comes from the electricity consumption data of about 1.6 million users in a certain area of Shanghai in 2017. The data set also contains data such as address and weather, which is the original feature that describes the user's power usage pattern. Considering the insufficient data and expert experience rules, our experiments only complete the core part of the above system, and there is room for further improvement.

6.2 Data preprocessing

Through the processing of the cleaning and review subsystems, we extract and calculate the data items we need, then we filter and correct the following data anomalies: missing data, data jitter and numerical anomalies. After the above two steps, we can get multiple M*N data matrices, each of which contains the power consumption data of all users in a certain month. The first column of the matrix is the user's number, and each of the remaining rows represents the user's power usage data for each day of the month. Therefore, the number M of rows of the matrix is determined by the total number of users in the monthly data, and the number N of columns of the matrix is determined by the number of days in the month.
6.3 Data structuring and feature extraction
Data structuring and feature extraction is done in the multi-dimensional analysis subsystem, the first step is to aggregate the temperature and geographic location information of the original dataset with the electricity consumption data, which can provide an effective data interface for the model to implement more functions in the future. In addition to the daily electricity usage of users, we have proposed some new features. Since the user's power consumption usually has a trend according to the working day cycle, we will count the average power consumption of each user's average power consumption from Monday to Sunday, so that we can get the new seven features.

Moreover, by studying the power consumption curves of some abnormal users who have been manually identified, we found several obvious features as follows in Figure 5 and Figure 6:

![Figure 5. Abnormal electricity consumption curve1](image1)

![Figure 6. Abnormal electricity consumption curve2](image2)
The horizontal axis of the above two curves corresponds to time, and the vertical axis is the user's daily power consumption (unit: kWh). From the above two typical abnormal curves, we can use the regular pattern, the sudden rise and sudden drop of power consumption are very important information, we can design features according to this pattern.

Using the idea of a sliding window, a user's power consumption data is treated as a time series and divided into three adjacent windows, denoted as w1, w2 and w3.

The length of w2 is fixed. We regard it as the main sliding window. Then we calculate the average and standard deviation of the data in w1 and w3, which are recorded as avg1, avg3, std1, std3.

The formula for how we calculate the downward trend and the upward trend is as follows:

\[ d = \frac{\text{avg1}/(\text{avg3+0.001})}{\text{std}1 + \text{std}3 + 0.001} \] (1)

\[ r = \frac{\text{avg3}/(\text{avg1+0.001})}{\text{std}1 + \text{std}3 + 0.001} \] (2)

We calculate the maximum values of d and r during the sliding process of window w3 and use it as the downtrend indicator and the uptrend indicator for this time series.

6.4 Abnormal point detection and evaluation

The isolated forest algorithm used in this paper can process large-scale data quickly. This paper applies it to identify abnormal patterns in power consumption data.

The isolated forest algorithm consists of several trees. The tree in the algorithm is called an isolated tree (iTree). When building an iTree, the anomaly is more likely to be isolated, so the number of edges it has experienced from the child to the root is less. Normal points are not easily isolated, so their corresponding paths are longer.

After obtaining several iTrees, the algorithm training ends, and then the generated isolated forest is used to detect the training data. For a training data x, it traverses each iTree according to the above rules, and calculates the height of the child node where x is finally located. We can calculate the height average of x in each tree, denoted as \( E(h(x)) \), and \( h(x) \) is the total number of edges passing from the root node of iTree to the node where x is isolated. The degree of abnormality can be expressed as:

\[ S(x, n) = 2^{-E(h(x))c(n)} \] (3)

Where \( c(n)=2H(n-1) - (2(n-1)/n) \) is the average path length of iTree for normalized output, where \( H(k)=\ln(k)+\xi \), \( \xi \) is the Euler constant.

The power side anomaly data has the following two characteristics:

- Abnormal data is only a small amount,
- Abnormal data differs greatly from normal data.

The above two characteristics are the theoretical basis of the isolated forest algorithm. Therefore, when building iTree, the abnormal data is close to the root node, and the normal data is far from the root node. For efficiency reasons, the algorithm defines the depth of the tree:

\[ \text{ceil}(\log_2(n)) \] (4)

Unlike other algorithms, isolated forests are an unsupervised algorithm, so excessive sampling of data sometimes reduces the ability of isolated forests to identify anomalous data. Therefore, the usual number of samples is 256. The number of algorithm samples and the depth of the tree are well limited, so even when dealing with large-scale data, there is no great requirement for memory, and it has a
faster processing speed. Practice has proved that it takes only about 25 seconds to process 100,000 user data at a batch.

This paper uses GAN to further evaluate anomalies. A normal data set is used to train generator X. This normal data set should reduce the proportion of abnormal data as much as possible; an artificially defined noise distribution Z can produce the input z of the generator; a potential abnormal data set A, as an input to the trained generator, this preliminary anomaly data is a data set that is filtered from the original data set and has potential exceptions. We mainly train two networks: generator G and discriminator D.

Once we have the data, we start training the model. The training of the model can be divided into two parts: the first part is to train a normal confrontation generation network. The training method is the same as the ordinary GAN. This paper uses wgan-gp based on pytorch. The training process of the network here will not be expanded in detail.

After generating the anti-network training, the generator we got can be used to help us evaluate the anomaly. We convert the preliminary abnormal data obtained in the previous step into a grayscale image, and then generate a "normal map" through the generator. By comparing the difference between the original image and the "normal image", we can intuitively evaluate the abnormality of the original image. We note that the detected image is x, the output of the discriminator is D(x), and the output of the generator is G(x). The abnormal score of the user data can be defined as follow:

$$A(x) = (1 - a) \cdot \sum |x - G(x)| + a \cdot (1 - D(x))$$  \hspace{1cm} (5)

When the actual model is running, selecting different abnormal score thresholds as the evaluation criteria of the anomalies will have a greater impact on the accuracy of the model. Ideally, we can estimate the proportion of abnormal samples to the total sample a% in advance, and then calculate the abnormal scores of each sample according to the model. After sorting the abnormal scores, select the top b% of the samples as anomalies. Here b chooses a value slightly larger than a to bring better results. In the best case, the accuracy of the model is 73.5%.

7. Conclusions
The intelligent operation and maintenance system based on deep learning proposed in this paper can be combined with the measurement data acquisition system to improve the data quality and provide a better data foundation for power marketing applications. On the other hand, it can be combined with the existing power metering system operation and maintenance system to guide the actual operation and maintenance work, thereby achieving intelligent operation and maintenance. According to some problems encountered by the power supply company in the process of collecting operation and maintenance, and based on the pain points and difficulties in the actual work, through the efficient cleaning and review, rapid anomaly identification and multi-dimensional data analysis, it solves many problems such as low efficiency of manual inspection and high false positive rate in traditional power company operation and maintenance work, and saves a lot of human resources and costs for power grid operators, which provides a strong guarantee for the healthy development of energy company.
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