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Abstract — A large amount of data is available on Twitter that can be used to manage different types of risks in financial institutions. This paper shows how machine learning algorithms can be applied to analyze large unstructured data and train a model to make a future prediction on tweets to categorize them by risk type and use sentiment analysis to understand the risk type. This model reads each tweet and categorizes them by risk using a specified dictionary and adds sentiment analysis to show the risk type seen in each tweet. Logistic regression used in this research helped to formulate the prediction model. Twitter data from 2019 was used to train and test a supervised machine learning algorithm and once the model started predicting tweets efficiently, it was used to predict twitter data from 2022 in our experimental research. Our experiment confirmed that Twitter data can be used to manage risk with the right type of modeling using machine learning techniques.
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I. INTRODUCTION

Data is a treasure that can help businesses to improve their decision-making and performance to stay competitive in this current economy. The daily amount of data we get from different sources including social media is huge, trying to categorize and analyze the data manually is next to impossible. In such situations, artificial intelligence can be a useful solution to solving such problems. Machine learning, which is a part of artificial intelligence, is especially effective for solving problems with a fundamental statistical component like regression, classification, and clustering, which is assumption-free and non-parametric [1]. Three types of machine learning are available for different scenarios: supervised, unsupervised, and reinforcement. A supervised machine learning algorithm works with a set of presented data where the input corresponds to the output to find the relationship between the input and output [2]. Moreover, supervised machine learning is mostly used in classification problems to predict values or regression problems to predict the continuous-valued output.

This paper presents how financial institutions can manipulate Twitter data to understand their competitors and their customers’ experience which can help them to identify the types of risk they may be facing. Statista [3] shows as of 2021, Twitter had 8.85% of the world’s overall social media user base; with 397 million users and most of the users are from the United States (73 million) followed by Japan (56 million) and India (22 million); top use reason for news source (48%), mostly by age group between 25-49 (59%). Since twitter data are large and unstructured, financial institutions can apply machine learning techniques using natural language processing (NLP) with a python programming language to categorize risk and find the sentiment of each risk category.

Some of the risk types that concern financial institutions are their compliance with regulations, competitiveness with other financial institutions, and their performance in relation to financials or customer experience. After the Dodd-Frank Act was imposed in the United States, it requires enhanced data capabilities in data sourcing, data processing, data retention, analytics and reporting, data management, and data governance and control. As explained by Krishna [4], risk management has evolved significantly after the Dodd-Frank Act became law by requiring larger datasets, increased data processing, data integration across organizations, and timeliness of data. Data collected from Twitter can be utilized to manage risk in financial institutions with the help of text analytics; competitive risk, compliance risk, and performance risk have shown a direct correlation with bank risk rate [5]. This paper will focus on how to analyze and categorize Twitter data using supervised machine learning to predict future tweets and classify them by risk type.

II. RELATED WORKS

A. Natural Language Processing

In today’s marketplace, data is a treasure that can help decision-making perform well and stay competitive. Social media data can be used to understand trending sentiments around a particular topic in real-time [6]. Financial institutions can identify different types of risks from social media using natural language processing (NLP) to monitor compliance risk, competitiveness, and performance [7]. This open-source data can help financial institutions to adjust their risks depending on what they witness in the real world. We can read individual tweets and understand what the person states on that tweet and try to understand how they felt about a particular experience, but to aggregate multiple tweets and analyze the sentiment or categorize it by risk type manually is very time-consuming. The Python programming language enables the performance of the processes of tokenization, stemming, and stop-word more quickly using preloaded libraries [8]. Furthermore, Python has also been considered...
III. PROBLEM STATEMENT, HYPOTHESIS STATEMENTS, AND RESEARCH QUESTIONS

A. Problem Statement

Financial institutions use Twitter to share their performance and other activities on a daily basis, their customers also tweet about their experiences with their financial institutions. This data provides a good amount of information to understand customer experience and how the financial institutions are performing. However, Twitter data are unstructured and make it difficult to categorize a large amount of tweet data by risk type or sentiment. A different method should be used to quickly collect tweets and categorize them by their risk type and sentiments to learn from the data and make the necessary action by the financial institutions. Therefore, automation is important to group tweets by sentiments and by risk type to understand competition, compliance risk, and performance risk.

B. Hypothesis Statements

If financial institutions can utilize machine-learning algorithms to monitor social media like Twitter to find what is being discussed about their organization or their competitors, they can proactively mitigate their risks by applying the right strategies. Twitter users comment about their experiences with their financial institutions on a daily basis and financial institutions also tweet different topics related to their performance or accomplishments. Aggregating this information and analyzing it can provide helpful insight into each bank’s performance, competitiveness, and meeting its compliance requirements. In order to improve in these risk areas (performance, competitiveness, and compliance) or other risk categories, financial institutions may be able to analyze Twitter data and understand which risk area they may need to improve on.

C. Research Questions

Based on the problem statement this research paper tries to answer the question: how can financial institutions use a machine-learning algorithm to categorize Twitter data based on risk types and sentiments at the same time to identify what type of risks they are facing?

IV. METHODOLOGY

The daily volume and velocity of twitter data are huge, trying to categorize and analyze the data manually to understand risk types or sentiment is next to impossible. In such situations, machine learning can be a useful technique for solving this problem. Machine learning is a statistical algorithm used to solve problems that has an underlying statistical component like regression, classification, and clustering which is assumption-free and non-parametric [1]. Algorithms in machine learning can be used to train, validate, and test data in computers to create predictive models that can be refined until it becomes valid for real situations [14].
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elements if dependent elements have binary values like 0 and one, true or false, positive, or negative, or yes or no [16]. The equation for logistic regression below provides the idea of how dependent elements and independent elements of the dataset:

\[ i = \text{Logistic Regression} \ (p) = \ln \left( \frac{p}{1-p} \right) \]

The research method selected for this study is experimental testing of quantitative data with the use of machine learning techniques that applies a logistic regression model. Algorithms in machine learning can be used to train, validate, and test data in computers to create predictive models that can be refined until it becomes valid for real situations [14]. The sample data collected from Twitter will be used to train and test the machine learning algorithms to make a prediction on new tweets collected in the future. Logistic regression can be applied to categorize multiple independent variables into either two or multiple mutually exclusive classes that contain exploring a linear mixture of regressors that confirms large variances in group means [15].

For training and testing this machine learning algorithm, 132,767 twitter data were used from 2019 that mention financial institutions in the United States such as Citi, Goldman Sachs, JP Morgan, U.S. Bank, and Wells Fargo. Using python programming these tweets were tokenized to separate the significant words to help the categorization and sentiment analysis. Once the tokenization is finalized, a dictionary with 1,582 words is added. The dictionary was created by researching for words that correspond to each risk category.

| TABLE I: COUNT OF DICTIONARY WORDS BY RISK TYPE AND EXAMPLES |
|-----------------|----------|---------|---------|---------|
|                 | Compliance | Performance | Competitive | Total    |
| Counts          | 433       | 530       | 619       | 1,582    |
| Examples        | Lawsuit,  | Profit,    | Better,   |          |
|                 | governance,| earning,   | introduce,|          |
|                 | disclose,  | downgrade, | modify,   |          |
|                 | violation, | plan,      | prize,    |          |

The program looks for the tokenized words from Twitter and tries to match the word from Twitter to the dictionary when it finds a match, it categorizes that tweet as compliance, performance, or competitive depending on which column the word was identified in. In addition to categorizing the tweet by risk type, the VADER sentiment analyzing package was applied to identify the sentiment of each tweet if it is positive, negative, or neutral. VADER is an open-source lexicon and rule-based sentiment analysis tool designed to analyze sentiments expressed in social media. VADER is a sentiment analysis that is validated from humans from a generalizable, valence-based, and human-curated sentiment lexicon [9].

| TABLE II: FREQUENCY OF RISK CATEGORY |
|--------------------------------------|
| Category | Frequency |
|-----------|-----------|
| Competitive | 44794    |
| Performance | 41584    |
| Neutral    | 38727    |
| Compliance | 7662     |
| Total      | 132767   |

Once each tweet is assigned with the risk type and sentiment type, the data is ready for training and testing. Out of the total data for this experiment, 70% was used to train the machine learning algorithm, and the remaining 30% was used for testing the trained algorithm. The accuracy result of the logistic regression returned 92.85% which is close to 100% and can be used for future prediction. Logistic regression is a good way to estimate the relationship between one or more independent variables and binary outcome variables and more formally it can be used to estimate the probability (or risk) of a given value [3]. This accuracy result on our data allows us to proceed with using the trained model to predict future tweets and categories them with risk type and add a sentiment.

There were a lot of tweets categorized as positive, but if we have a tweet that shows a negative compliance tweet, the bank mentioned on that tweet should have an action plan to mitigate that risk.

| TABLE III: EXAMPLE OF TWEET RESULT BY CATEGORY AND SENTIMENT |
|-----------------|-----------------|----------|---------|
| Date            | Tweets          | Tokens   | Category | Sentiment |
| 7/6/19          | A similar dynamic plays out during the financial... | ['similar', 'dynam', 'play', 'financi', 'crisi... | performance | positive |
| 12/23/19        | JPMorgan Chase's expansion and the mega-merger... | ['jpmorgan', 'chase', 'expans', 'mega-merg',... | performance | positive |
| 8/12/19         | Goldman Sachs said on Sunday that fears of the... | ['goldmansachs', 'said', 'sunday', 'fear', 'u... | competitive | negative |
| 1/15/19         | @Ask_WellsFargo @Dillard If I want a Dillard'... | ['want', 'dillard', 'credit', 'card', 'specif... | neutral | positive |
| 2/20/19         | their silly terms and conditions say they don... | ['silli', 'term', 'condit', 'say', 'warr', 'an... | competitive | negative |

Fig. 1. Results of Sentiment Analysis on Training Data.
VI. EXPERIMENT RESULTS

Using Twitter data from 2019 that mentions major financial institutions in the United States such as Citi, Goldman Sachs, JP Morgan, U.S. Bank, and Well Fargo a machine learning technique was developed that applies a logistic regression model to categorize tweets by risk type and include sentiment analysis. The program looks for the tokenized words and the dictionary if there is any match and when it finds one, it categorizes that tweet as compliance, performance, or competitive. In addition, the VADER sentiment analyzing package was applied to identify the sentiment of each categorized tweet if it is positive, negative, or neutral.

A logistic regression model was applied to train and test the data to find the accuracy result received on our data to allow us to proceed with using the trained model to predict future tweets and categorizes them with risk type and add a sentiment. The model shows an accuracy of 93.23% ability that it can predict the three risk category types and assign one risk type for each tweet. The adjunct sentiment helps in identifying if the tweet or the risk type is positive or negative to help users depending on what they need to focus on. Logistic regression is useful to estimate the relationship between one or more independent variables and binary outcome variables and more formally it can be used to estimate probability or risk on a given value [17].

| Date     | Tweet                                                                 | Category | Sentiment |
|----------|------------------------------------------------------------------------|----------|-----------|
| 1/1/2022 | $300 Giving in 72 HOURS                                               | Competitive | Neutral   |
|          | @Arron_banks Brexit is costing us all so much £.                       | Performance | Negative  |
| 1/1/2022 | US banks have been more proactive than other industries in encouraging employees back to the office, but those plans have come under renewed scrutiny due to the rapid spread of the Omicron coronavirus variant. | Performance | Negative  |
| 1/1/2022 | Would you say that being the primary U.S. large bank regulator, and then leaving that role and accepting $7.2 million in just 2 years from those same banks in "speaking fees," is corrupt? | Compliance | Positive  |
| 1/1/2022 | banks owned a 30% share in Alibaba. That's why they were able to censor pro-China anti-western contents for decades. However, things are changing... | Performance | Positive  |
|          |leaning into the Twitter data pulled from 2021 to forecast the three risk types and assign one risk type for each tweet. The adjunct sentiment helps in identifying if the tweet or the risk type is positive or negative to help users depending on what type of risk they need to focus on. This model can be utilized in other social media by applying a similar method of training and testing to find similar risk types or other risk factors. Additional data training and testing can be done using Twitter data to increase the accuracy of the prediction.

VI. CONCLUSION

Twitter is one of the major social media platforms with large users around the world. As of 2021, Twitter had 8.85% of the world’s overall social media user base. With 397 million users and the majority of the users are from the United States (73 million) followed by Japan (56 million) and India (22 million). The Twitter users are costing us all so much £. Therefore, financial institutions can use this data to manage their risk or identify new opportunities, but twitter data are large and unstructured. Therefore, financial institutions can apply machine learning techniques using natural language processing (NLP) with a python programming language to categorize compliance risk, performance risk, and competitive risk with sentiment analysis of each risk category. In this research, we have shown how supervised machine learning can be used to categorize tweets by risk type and sentiment using logistic regression to train and test the algorithm using 2019 Twitter data. The model shows an accuracy of 93.23% ability that it can predict the three risk category types and assign one risk type for each tweet. The adjunct sentiment helps in identifying if the tweet or the risk type is positive or negative to help users depending on what type of risk they need to focus on. This model can be utilized in other social media by applying a similar method of training and testing to find similar risk types or other risk factors. Additional data training and testing can be done using Twitter data to increase the accuracy of the prediction.
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