SCATTERING BY FINELY-LAYERED OBSTACLES: FREQUENCY-EXPLICIT BOUNDS AND HOMOGENIZATION
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Abstract. We consider the scalar Helmholtz equation with variable, discontinuous coefficients, modelling transmission of acoustic waves through an anisotropic penetrable obstacle. We first prove a well-posedness result and a frequency-explicit bound on the solution operator, with both valid for sufficiently-large frequency and for a class of coefficients that satisfy certain monotonicity conditions in one spatial direction, and are only assumed to be bounded (i.e., \(L^\infty\)) in the other spatial directions. This class of coefficients therefore includes coefficients modelling transmission by penetrable obstacles with a (potentially large) number of layers (in 2-d) or fibres (in 3-d). Importantly, the frequency-explicit bound holds uniformly for all coefficients in this class; this uniformity allows us to consider highly-oscillatory coefficients and study the limiting behaviour when the period of oscillations goes to zero. In particular, we bound the \(H^1\) error committed by the first-order bulk correction to the homogenized transmission problem, with this bound explicit in both the period of oscillations of the coefficients and the frequency of the Helmholtz equation; to our knowledge, this is the first homogenization result for the Helmholtz equation that is explicit in these two quantities and valid without the assumption that the frequency is small.
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1. Introduction.

1.1. Definition of the Helmholtz transmission problem. For \(R > 0\), let \(B_R := \{x \in \mathbb{R}^d \mid |x| < R\}\) and let \(\Gamma_R := \partial B_R = \{x \in \mathbb{R}^d \mid |x| = R\}\). Let \(\text{DtN}_k : H^{1/2}(\Gamma_R) \to H^{-1/2}(\Gamma_R)\) be the Dirichlet-to-Neumann map for the equation \(\Delta u + k^2 u = 0\) posed in the exterior of \(B_R\) with the Sommerfeld radiation condition

\[
\partial_r u(x) - i k u(x) = o\left(r^{-\frac{d-1}{2}}\right) \quad \text{as } r := |x| \to \infty,
\]

uniformly in \(\bar{x} := x/r\). The definition of \(\text{DtN}_k\) in terms of Hankel functions and polar coordinates \((d = 2)\)/spherical polar coordinates \((d = 3)\) is given in, e.g., [46, Equations 3.7 and 3.10].

Let \(\text{Sym}\) denote the set of \(d \times d\) real, symmetric matrices and let \(\text{SPD}\) denote the set of \(d \times d\) real, symmetric, positive-definite matrices. Given \(M_1, M_2 \in \text{SPD}\) we write \(M_1 \preceq M_2\) to indicate inequality in the sense of quadratic forms, namely \(M_1 v \cdot v \preceq M_2 v \cdot v\) for all \(v \in \mathbb{C}^d\). For a non-negative scalar \(m\) and \(M \in \text{SPD}\) we write \(m \preceq M\) if \(mI \preceq M\), and \(M \preceq M\) if \(M \preceq mI\), where \(I\) is the identity matrix.

We now give the weak form of the variable coefficient Helmholtz equation

\[
\nabla \cdot (A \nabla u) + k^2 nu = -f.
\]

**Definition 1.1** (Helmholtz transmission problem). Given \(R > R_0 > 0\), \(F \in (H^1(B_R))’\),

- \(n \in L^\infty(\mathbb{R}^d, \mathbb{R})\) with \(\text{supp}(1 - n) \subset B_{R_0}\) and such that \(0 < n_{\text{min}} \leq n(x) \leq n_{\text{max}} < \infty\) for almost every \(x \in \mathbb{R}^d\),

- \(A \in L^\infty(\mathbb{R}^d, \text{SPD})\) with \(\text{supp}(1 - A) \subset B_{R_0}\) and such that \(0 < A_{\text{min}} \preceq A(x) \preceq A_{\text{max}} < \infty\) for almost every \(x \in \mathbb{R}^d\),

and \(k > 0\), we say that \(u \in H^1(B_R)\) satisfies the Helmholtz transmission problem if

\[
b(u, w) = F(w) \quad \text{for all } w \in H^1(B_R),
\]

where

\[
b(v, w) := \int_{B_R} \left((A \nabla v) \cdot \nabla w - k^2 nwv\right) - \langle \text{DtN}_k v, w \rangle_{\Gamma_R},
\]

where \(\langle \cdot, \cdot \rangle_{\Gamma_R}\) is the duality pairing on \(\Gamma_R\) that is linear in the first argument and antilinear in the second.
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An important special case of the Helmholtz transmission problem of Definition 1.1 is transmission through a (not necessarily connected) Lipschitz penetrable obstacle; in this case $\text{supp}(1 - A) = \text{supp}(1 - n) = D_{in}$, where $D_{in} \subset \mathbb{R}^d$ is a bounded, Lipschitz open set such that $D_{out} := \mathbb{R}^d \setminus \overline{D}_{in}$ is connected.

1.2. Main result I: existence, uniqueness, and a priori bound on particular Helmholtz transmission problem.

1.2.1. Statement of the result. For $x \in \mathbb{R}^d$, $x = (x', x_d)$ with $x' \in \mathbb{R}^{d-1}$ and $x_d \in \mathbb{R}$.

CONDITION 1.2. A and $n$ satisfy the conditions in Definition 1.1. Additionally, $A$ is such that

$$x_d \left[A(x + he_d) - A(x)\right] \leq 0 \quad \text{for almost every } h \geq 0 \text{ and almost every } x \in \mathbb{R}^d. \quad (1.7)$$

and $(A)_{\ell d}(x) = (A)_{\ell d}(x) = 0$ for $\ell = 1, \ldots, d - 1$ and for all $x \in \mathbb{R}^d$, and $n$ is such that

$$x_d \left[n(x + he_d) - n(x)\right] \geq 0 \quad \text{for almost every } h \geq 0 \text{ and almost every } x \in \mathbb{R}^d. \quad (1.8)$$

We make three remarks: (i) The monotonicity conditions (1.7) and (1.8) (i.e. that $A$ decreases with distance from $x_d = 0$ and $n$ increases) along with the assumptions that $\text{supp}(1 - A)$ and $\text{supp}(1 - n)$ are compact imply that $A_{\text{min}} \geq 1$ and $n_{\text{max}} \leq 1$. (ii) Condition 1.2 only imposes constraints on the behaviour of $A$ and $n$ in the $x_d$ direction, while the behaviour in the $x'$ directions is unconstrained. (iii) The origin of the condition that $(A)_{\ell d}(x) = 0$ for $\ell = 1, \ldots, d - 1$, is discussed in Remark 2.3.

We are most interested in the following example of $A$ and $n$ satisfying Condition 1.2.

EXAMPLE 1.3 (Example of $A$ and $n$ defined piecewise satisfying Condition 1.2).

- $D_{in}$ is as in §1.1 and such that $\Gamma \cap \{x : x_d \geq 0\}$ is the graph of a $C^0$ function $f^+ : x' \rightarrow \mathbb{R}$, and $\Gamma \cap \{x : x_d \leq 0\}$ is the graph of a $C^0$ function $f^- : x' \rightarrow \mathbb{R}$.
- $A$ is as in Definition 1.1 and furthermore

$$A(x) = 1_{D_{in}}(x) \tilde{A}(x) + 1_{D_{out}}(x),$$

where $1_D$ denotes the indicator function of a set $D$ and $\tilde{A} \in L^\infty(D_{in}, \text{SPD})$ satisfies $1.7$ (with $A$ replaced by $\tilde{A}$), $(\tilde{A})_{\ell d}(x) = 0$ for $\ell = 1, \ldots, d - 1$ and for all $x \in D_{in}$, and $\tilde{A}_{\text{min}} \geq 1$.

- $n$ is as in Definition 1.1 and furthermore

$$n(x) = 1_{D_{in}}(x) \tilde{n}(x) + 1_{D_{out}}(x),$$

where $\tilde{n} \in L^\infty(D_{in}, \mathbb{R})$ satisfies $1.7$ (with $n$ replaced by $\tilde{n}$), and $\tilde{n}_{\text{max}} \leq 1$.

In Example 1.3, if $\Gamma$ is Lipschitz, then the first bullet point can be replaced by

$$x_d e_d \cdot n(x) \geq 0 \quad \text{for all } x \in \Gamma \text{ such that } n(x) \text{ is defined}, \quad (1.9)$$

and the boundary value problem is then transmission through a Lipschitz penetrable obstacle.
The following theorem bounds the norm of the solution operator of the Helmholtz transmission problem; i.e., the operator norm of the (linear) mapping \((H^1(B_R))' \ni F \to u \in H^1(B_R)\), given by

\[
C_{\text{sol}}(A, n, k, R, R_0) := \sup_{F \in (H^1_k(B_R))'} \|F\|_{(H^1_k(B_R))'} \|u\|_{H^1_k(B_R)},
\]

where, for a bounded open set \(D\),

\[
\|u\|_{H^1_k(D)} := \int_D |\nabla u|^2 + k^2 |u|^2 \quad \text{and} \quad \|F\|_{(H^1_k(D))'} := \sup_{v \in H^1(D), \|v\|_{H^1_k(D)} = 1} |F(v)|.
\]

Recall that \(C_{\text{sol}}\) must grow at least linearly with \(k\) as \(k \to \infty\); indeed, if \(A = 1\) and \(n = 1\), then this follows by considering, e.g., \(u(x) = e^{ikx} \chi(|x|/R)\) for \(\chi \in C^\infty\) supported in \([0,1]\).

**Theorem 1.4 (Well-posedness under Condition 1.2).** There exists \(C_{\text{wave}}, C_1 > 0\) such that the following holds. Given \(R > R_0 > 0\) and \(A\) and \(n\) satisfying Condition 1.2, if \(kR_0 \geq C_{\text{wave}}\) then the Helmholtz transmission problem of Definition 1.1 exists, is unique, and

\[
C_{\text{sol}}(A, n, k, R, R_0) \leq \frac{1}{n_{\min}} (1 + 2(kR)^2(1 + kR_0)C_1) =: C_{\text{layer}}(kR, kR_0, n_{\min}).
\]

The key point is that, other than \(n_{\min}\), all the terms on the right-hand side of (1.12) are independent of \(A\) and \(n\). Explicit expressions for \(C_{\text{wave}}\) and \(C_1\) are available; see Remark 3.5 below. The notation \(C_{\text{wave}}\) is chosen because this constant determines the minimum number of wavelengths in \(B_{R_0}\) for the results of the theorem to hold.

Theorem 1.4 is obtained as a corollary of the following result.

**Theorem 1.5 (A priori bound under Condition 1.2 for \(L^2\) data).** Under the assumptions of Theorem 1.4, if \(F(v) = \int_{B_R} f \tau\) and \(kR_0 \geq C_{\text{wave}}\), then

\[
\|u\|_{H^1_k(B_R)} \leq C_1 (1 + kR_0)(kR)R \|f\|_{L^2(B_R)}.
\]

**Remark 1.6 (Plane-wave scattering).** A common Helmholtz problem in applications is scattering of an incident field \(u_{\text{inc}}\) (such as a plane wave or a point source), creating a scattered field \(u_{\text{scat}}\), satisfying the Sommerfeld radiation condition, with the total field \(u = u_{\text{inc}} + u_{\text{scat}}\) satisfying the Helmholtz equation with zero right-hand side (see, e.g., [52, Definition 2.4]). This problem fits into the framework of Definition 1.1 with \(u = u_{\text{scat}} + \chi u_{\text{inc}}\), where \(\chi\) is a smooth cutoff function such that \(\chi = 1\) on \(D_{\text{in}}\) and \(\chi = 0\) in a neighborhood of \(\partial B_R\), and \(f := (\Delta \chi) u_{\text{inc}} + 2\nabla u_{\text{inc}} \cdot \nabla \chi\).

1.2.2. Discussion of the novelty of the well-posedness result in Theorem 1.4. The well-posedness result of Theorem 1.4 (i.e., well-posedness for coefficients satisfying Condition 1.2) is new for \(d = 3\), but not for \(d = 2\).

Recall from Fredholm theory that well-posedness of the Helmholtz equation follows from proving uniqueness. Two established ways of proving uniqueness are to (a) prove a unique continuation principle (UCP) or (b) prove an a priori bound on the solution in terms of the data.

When \(d = 2\), a UCP for the Helmholtz equation holds with \(A \in L^\infty\) and \(n \in L^p\) with \(p > 1\) [2], thus covering coefficients satisfying Condition 1.2. In contrast, when \(d = 3\) the UCP holds when \(A\) is piecewise Lipschitz [5], [44, Proposition 2.11] (by using the UCP in the Lipschitz case [70, 27, 40]) and \(n \in L^{3/2}\) [38, 86]. However, examples of \(A \in C^{0,\alpha}\) for all \(\alpha < 1\) for which the solution of the transmission problem is not unique at a particular \(k > 0\) (and thus the UCP fails) are given in [67, 50, 25].

The only other Helmholtz well-posedness result we are aware of that is valid for \(A\) with no smoothness assumptions other than being \(L^\infty\) is in [30, Theorem 2.7]. There, well-posedness is proved (via proving an a priori bound – similar to in the present paper) for \(A \in L^\infty\) satisfying a radial-monotonicity condition (as opposed to the monotonicity in a single coordinate direction in (1.7)).

1.2.3. Discussion of the novel features of the bound in Theorem 1.4. The bound (1.13) is novel in two ways.
(i) A standard way of obtaining frequency-explicit bounds on solutions of the high-frequency Helmholtz equation is to consider the billiard flow defined by the (semiclassical) principal symbol of the Helmholtz equation and use associated results on propagation of singularities under this flow [48], [49], [37, Chapter 24]. However, this flow not well-defined for the class of A and n in Condition 1.2.

(ii) The constant in the bound (1.12) only depends on the coefficients A and n via \( n_{\text{min}} \) (as noted below Theorem 1.4), and the constant in the bound (1.13) is independent of A and n.  

Regarding (i): the flow is defined as the solution \( (x(t), \xi(t)) \) of the Hamiltonian system

\[
\dot{x}_i(t) = \partial_{\xi_i} p(x(t), \xi(t)), \quad \dot{\xi}_i(t) = -\partial_{x_i} p(x(t), \xi(t)),
\]

where the Hamiltonian equals the semiclassical principal symbol of the Helmholtz equation, namely

\[
p(x, \xi) := \sum_{i=1}^{d} \sum_{j=1}^{d} A_{ij}(x) \xi_i \xi_j - n(x);
\]

see, e.g., [88, Page 281]. By the Picard–Lindelöf theorem, the flow exists and is unique if A, n are both \( C^{1,1} \), since the coefficients of the ODE system (1.14) are then Lipschitz. By the well-known examples of ODE non-uniqueness with non-Lipschitz coefficients, if A and n are rougher than \( C^{1,1} \), then the flow is not guaranteed to be well-defined. The flow can be defined piecewise, with results about the behaviour of singularities hitting the interface given in [47, Chapter 11], [51], and \( k \)-explicit bounds on the solution of the Helmholtz transmission problem when A and/or n are discontinuous on a \( C^\infty \) strictly-convex interface given in [16], [69], [68]. However, it is not possible to defined the flow for the range of coefficients covered by Condition 1.2, which need only be \( L^\infty \) in the \( x^j \) directions.

Regarding (ii): this explicitness in the coefficients is a consequence of the method we use to prove (1.13), namely a Morawetz-type identity – see the discussion in §1.2.5 and the references therein. The fact that the constant in the bound (1.13) is independent of A and n is the basis of the homogenisation results in §1.3.

1.2.4. Discussion about the \( k \)-dependence in the bound (1.13). The key points are the following.

- There exist (fixed) A and n such that \( C_{\text{sol}} \) grows super-algebraically in \( k \) as \( k \to \infty \) due to trapped rays [71, 69, 80, 15, 12, 13]. The polynomial bound on \( C_{\text{sol}} \) in (1.12) shows that this behaviour is ruled out by Condition 1.2, which is consistent with the physical understanding of what causes rays to be trapped for the transmission problem (however, we do not know whether the \( k \)-dependence in the polynomial bound (1.12) is sharp or not).

- The recent results of [75] show that, in 1-d, \( C_{\text{sol}} \) can grow exponentially through a sequence \( n_j, k_j \), with \( k_j \to \infty \) as \( j \to \infty \), through a mechanism not involving the trapping of rays. These examples in [75] involve piecewise constant n (i.e., a 1-d layered medium), and the key point is that to get the exponential growth the width of the pieces need to be tied to \( k \) in a delicate way. This behaviour is ruled out for the layered obstacles included in Condition 1.2 via the polynomial bound on \( C_{\text{sol}} \) in (1.12), which is uniform in A and n satisfying Condition 1.2.

We now give more detail on these two points.

Growth of \( C_{\text{sol}} \) via trapped rays. For the Helmholtz transmission problem of Definition 1.1, super-algebraic growth of \( C_{\text{sol}} \) through a sequence of \( k_j \)'s has been proved in the following two cases.

(i) A and n are such that \( \text{supp}(1-A) = \text{supp}(1-n) = D_{\text{in}} \) with \( D_{\text{in}} \) a \( C^\infty \) convex domain with strictly positive curvature, and the jumps of A and n have a certain combination of signs (e.g., moving outwards, A jumps down with n fixed, or n jumps up with A fixed) so that rays can be totally internally reflected when hitting \( \Gamma \) from inside \( D_{\text{in}} \) [69] (see also [12], [13], [1, Chapter 5] for similar results in the specific case when the obstacle is a

---

1 We note that a bound explicit in the coefficients for nontrapping \( A \) and \( n \) was recently proved in [26] using the techniques discussed in Point (i).
(ii) $A = \mathbb{1}$ and $n$ is $C^\infty$ and spherically symmetric with $2n(r_1) + (\partial n/\partial r)(r_1) < 0$ for some $r_1$, [71] (see also [30, Theorem 7.7(ii)]) \(^2\); this condition on $n$ causes great circles on $r = r_1$ to be stable trapped rays; see [71, Page 572].

Neither of the situations in (i) or (ii) are allowed under Condition 1.2. Indeed, Condition 1.2 implies that $A_{\min} \geq 1$ and $n_{\max} \leq 1$ (as noted just below the condition), and these prevent $A$ and $n$ having the “bad” jumps in (i). Furthermore, the monotonicity condition on $n$ (1.8) prevents $n$ from satisfying the condition in (ii).

**Growth of $C_{SO}$ through a mechanism not involving the trapping of rays.** For (1.2) posed on a 1-d interval with either Dirichlet or impedance boundary conditions at either end, and at least one of the ends having impedance boundary conditions, bounds on the Helmholtz solution where $A$ and $n$ have finite number of jumps are given in [21], [31]. These results have $C_{SO} \leq \exp(C(A, n))$ (see [31, Theorem 5.4 and 5.10]), but $C_{SO} \to \infty$ if the number of jumps goes to infinity. The fact that $C_{SO}$ is independent of $k$ is consistent with the fact that, for fixed $A$ and $n$ geometric-optic rays are not trapped, since although $A$ and $n$ can jump across interfaces, the 1-d nature of the problem means that no rays can get trapped moving tangent to the interface (like in Point (i) above).

The paper [75] considers the 1-d case with $A = \mathbb{1}$ and $n$ variable and proves

- there exist sequences $n_j, k_j$ (with $k_j \to \infty$ as $j \to \infty$) such that $C_{SO}$ grows exponentially as $j \to \infty$ [75, Remark 14],
- if the number of jumps $\lesssim k$ then $C_{SO} \leq \exp(C(n)k)$, but $C(n)$ doesn’t blow up with number of jumps [75, Prop. 18], and
- for a class of $n$ that oscillate between two values, with an arbitrarily-large number of jumps, $C_{SO} \leq \exp(C(n)k)$ and $C(n)$ doesn’t blow up with number of jumps [75, Theorem 22].

The paper [76] generates the results of [75] to radially-symmetric $n$ in 3-d (see [76, Theorem 3.7] for the upper bounds and [76, Lemma 4.3] for the examples of exponential blow-up).

**1.2.5. Summary of the ideas behind the proof of Theorem 1.4.** Theorem 1.4 is proved by the following five steps.

(i) Observing that Theorem 1.4 follows from Theorem 1.5 since $b(\cdot, \cdot)$ satisfies a Gårding inequality; see Lemma 2.7 below.

(ii) Observing that, by Fredholm theory, to prove Theorem 1.5 it is sufficient to prove the bound (1.13) under the assumption of existence (see Lemma 2.6).

(iii) Approximating the coefficients $A$ and $n$ in Condition 1.2 by a sequence of smooth coefficients $(A^{p})_{p=0}^{\infty}$ and $(n^{p})_{p=0}^{\infty}$ satisfying Condition 3.1 below (see §3.2); this condition is similar to Condition 1.2, but involves derivatives of the smooth coefficients $A^{p}$ and $n^{p}$.

(iv) Proving the bound (1.13) for these smooth coefficients, importantly with the constants $C_{\text{wave}}$ and $C_{1}$ independent of $\ell$, using a Morawetz-type identity (§3.2 below) and making key use of the particular multiplier, vector field, and associated arguments introduced recently for the constant-coefficient Helmholtz equation in [20]; see the overview discussion in §3.1.2, where we recall that in using Morawetz-type identities, the main work is in finding coefficients of the multiplier so that a) the volume terms are sign-definite and control the desired norm of the solution (here the $H^{1}$ norm) and b) the boundary terms have the correct sign. The key point for the present paper is that the vector field (defined by (3.4)) equals $e_{d}x_{d}$ in a neighbourhood of $\text{supp}(I - A)$ and $\text{supp}(1 - n)$, where $e_{d}$ denotes the unit vector in the $x_{d}$ direction; this vector field is constant in the $x^{d}$ directions, and so “does not see” the behaviour of $A$ and $n$ in these directions, hence why no constraint is imposed on this behaviour. We highlight that our use of a Morawetz-type identity to prove an a priori bound on solutions of the Helmholtz equation satisfying the Sommerfeld radiation condition follows, e.g., [56, 7, 55, 57, 8, 66, 63, 62, 61, 30, 52, 20] (see also the bibliographic comments in Remark 2.2), although all these papers apart from [55, 8, 57, 20] prove their bounds using radial vector fields.

(v) Using approximation arguments from [30] to prove the bound (1.13) for the original $A$ and $n$ (see Lemma 2.8); these approximation arguments were inspired by similar arguments in [83] in

\(^{2}\)Strictly speaking, [71] proves the existence of a sequence of resonances exponentially close to the real axis, but then the “resonances to quasimodes” result of [81] implies super-algebraic growth through a sequence of real $k_{j}s$. 


the setting of rough-surface scattering (with this thesis recently made available as [4]).

1.3. Main result II: homogenization. An attractive feature of Theorem 1.4 is that it does not constrain the variations of \( A \) or \( n \) along the \( x' \) hyperplane. In particular, highly-oscillatory coefficients are allowed, and the results in this section concern the limiting behaviour when the period of oscillations goes to zero. Theorem 1.4 would also allow one to do homogenization under assumptions other than periodicity (see, e.g., [22, Chapter 13]), but for simplicity we only consider a periodic setting here.

1.3.1. Statement of the result. With \( \varepsilon > 0 \) a (small) oscillation period, we define oscillatory coefficients \( n_\varepsilon \) and \( A_\varepsilon \) created by repeating functions \( \hat{n} \) and \( \hat{A} \) on a grid of size \( \varepsilon \) inside a bounded Lipschitz domain \( D_{in} \).

Definition 1.7 (Oscillatory coefficients in \( D_{in} \)). Let \( Y := (0,1)^d \) (i.e., the unit cube in \( \mathbb{R}^d \)). If \( \hat{n} \in L^\infty(Y,\mathbb{R}) \) and \( \hat{A} \in L^\infty(Y,\text{SPD}) \), let

\[
\hat{n}^\varepsilon(x) := \hat{n}
\left( \left\{ \frac{x}{\varepsilon} \right\} \right) \quad \text{and} \quad \hat{A}^\varepsilon(x) := \hat{A}
\left( \left\{ \frac{x}{\varepsilon} \right\} \right)
\]

for all \( x \in \mathbb{R}^d \), where \( \left\{ x/\varepsilon \right\}_j = (x_j/\varepsilon) \mod 1 \). Then, given a bounded Lipschitz domain \( D_{in} \) satisfying (1.9), let

\[
(1.15) \quad n_\varepsilon := 1_{D_{in}} \hat{n}^\varepsilon + 1_{D_{out}} \quad \text{and} \quad A_\varepsilon := 1_{D_{in}} \hat{A}^\varepsilon + 1_{D_{out}}.
\]

We now impose constraints on \( \hat{n} \) and \( \hat{A} \) so that \( n_\varepsilon \) and \( A_\varepsilon \) satisfy Condition 1.2 (and so Theorem 1.4 applies) – these are the first three points in Condition 1.8 below. We also impose additional constraints on \( \hat{n} \) and \( \hat{A} \) so that the correctors in the homogenization argument (see §4 below) have sufficient regularity – these constraints are in the final point in Condition 1.8.

Condition 1.8 (Admissible periodic patterns). \( \hat{n} \in L^\infty(Y) \) and \( \hat{A} \in L^\infty(Y,\text{SPD}) \) are admissible periodic patterns if

- \( \hat{n} \) and \( \hat{A} \) are independent of \( y_d \)
- \( \hat{A}_{d\ell} = 0 \) for \( \ell = 1, \ldots, d-1 \),
- \( \hat{A}_{\text{min}} \geq 1 \) and \( \hat{n}_{\text{max}} \leq 1 \),
- either
with constant "homogenized" coefficients \( \hat{A} \) and let \( u \in C^1 \) and \( \hat{A} \) (we then say that \( u \) is piecewise coercive). Given below; note that these are the same formulas for the coercive case (see, e.g., [14] and electromagnetic waves in thin-film coatings [41] or optical fibres [85]).

Let \( \hat{u} \) and \( \hat{A} \) satisfy Condition 1.8 and \( \hat{u} \) is piecewise \( C^{0,1} \) and that of \( u \) is piecewise \( H^1 \) on a partition of \( \mathbb{R}^d \) that consists of subdomains with \( C^{2,1} \) boundaries.

The class of coefficients covered by Condition 1.8 corresponds to obstacles made of thin layers in 2D, and of thin layers or fibers in 3D.

**Remark 1.9 (Physical relevance of finely-layered and finely-fibred materials).** Many key applications motivating homogenized theory are based on “composite” or “meta” materials. Such materials are based on blending two (or more) materials in a periodic manner at a fine scale, and thus are modelled by piecewise-constant periodic patterns, as covered by Condition 1.8. Particular instances of layered and fibred media arise when considering the propagation of elastic waves through rocks [14] and electromagnetic waves in thin-film coatings [41] or optical fibres [85].

**Corollary 1.10.** Let \( C_{\text{wave}} \) be as in Theorem 1.4. If \( \hat{u} \) and \( \hat{A} \) satisfy Condition 1.8 and \( kR_0 \geq C_{\text{wave}} \), then, for all \( \varepsilon > 0 \), the solution of the variational problem (1.5) with coefficients \( n_\varepsilon \) and \( \hat{A}_\varepsilon \) exists and is unique, and, with \( C_{\text{layer}} \) defined by (1.12),

\[
C_{\text{sol}}(A, n_\varepsilon, k, R, R_0) \leq C_{\text{layer}}(kR, kR_0, \varepsilon).
\]

Crucially, the bound (1.16) is uniform in \( \varepsilon \), and this uniformity allows us to extract a convergent subsequence \( u_\varepsilon \). In fact, by classical homogenization theory [6, 22], in the limit \( \varepsilon \to 0 \), the whole sequence \( u_\varepsilon \) to \( u_0 \) weakly in \( H^1(B_R) \) and strongly in \( L^2(B_R) \), where \( u_0 \) is the solution to the transmission problem of Definition 1.1 with constant “homogenized” coefficients \( A^H \) and \( n^H \). These homogenized coefficients are obtained from \( \hat{A} \) and \( \hat{u} \) by averaging formulas given by (4.7) and (4.2) below; note that these are the same formulas for the coercive case (see, e.g., [6, Chapter 1], [22, Chapter 6]).

Recall that a domain \( D \subset \mathbb{R}^d \) is star-shaped with respect to the point \( x_0 \in \mathbb{R}^d \) if, whenever \( x \in D \), the line segment \( [x_0, x] \in D \).

**Lemma 1.11 (Well-posedness of the homogenized problem).** Let \( C_{\text{wave}} \) be as in Theorem 1.5. Given \( \hat{u} \) and \( \hat{A} \) satisfying Condition 1.8, let \( n^H \) and \( A^H \) be defined by (4.2) and (4.7), respectively, and let \( u_0 \in H^1(B_R) \) be the solution of the variational problem (1.5) with coefficients \( n^H \) and \( A^H \) (we then say that \( u_0 \) is the solution of the homogenized problem).

Then, if \( kR_0 \geq C_{\text{wave}} \), \( u_0 \) exists and is unique, and

\[
C_{\text{sol}}(A^H, n^H, k, R, R_0) \leq C_{\text{layer}}(kR, kR_0, \varepsilon).
\]

Furthermore, if \( D_{\text{in}} \) is additionally star-shaped with respect to a point, then, for all \( k > 0 \), \( u_0 \)

exists and is unique, and

\[
C_{\text{sol}}(A^H, n^H, k, R, R_0) \leq C_{\text{layer}}(kR, kR_0, \varepsilon).
\]

**Theorem 1.12 (\( k \)- and \( \varepsilon \)-explicit homogenization error estimate in \( H^1(B_R) \)).** Let \( C_{\text{wave}} \) and \( C_{\text{layer}} \) be as in Theorem 1.4. Let \( \hat{u} \) and \( \hat{A} \) satisfy Condition 1.8 and assume that \( \Gamma \) is \( C^{1,1} \). Given \( f \in L^2(B_R) \), let \( u_0 \) be the solution of the variational problem (1.5) with coefficients \( A^H \) and \( n^H \), and let \( u_0 \) be defined in terms of \( u_0 \) by (4.9) and (4.1) below.

If \( kR_0 \geq C_{\text{wave}} \), then \( u_0 \) and \( u_0^* \) exist and are unique, and there exist \( C_2, C_3 > 0 \) (depending only on \( A, \hat{u}, \) and \( D_{\text{in}} \)) such that

\[
k\|u_\varepsilon - u_0 - \varepsilon u_0^*\|_{H^1_0(D_{\text{in}})} + k\|u_\varepsilon - u_0\|_{H^1_0(D_{\text{out}})}
\]

\[
\leq C_2 C_{\text{layer}}(kR, kR_0, \varepsilon) \left( (k\varepsilon)^{1/2} + k \right) \left( \|u_0\|_{H^2(B_R)} + k\|u_0\|_{H^1_0(B_R)} \right)
\]

\[
\leq C_3 C_{\text{layer}}(kR, kR_0, \varepsilon) \left( (k\varepsilon)^{1/2} + k \right) C_{\text{sol}}(A^H, n^H, k, R, R_0) \|f\|_{L^2(B_R)}.
\]

Since

\[
\|u_\varepsilon\|_{H^1_0(B_R)} \leq \|u_\varepsilon - u_0\|_{H^1_0(B_R)} + \|u_0\|_{H^1_0(B_R)},
\]
the bound on $u_\varepsilon - u_0$ from Theorem 1.12 and the definition of $C_{\text{sol},H}$ then imply the following bound on $C_{\text{sol}}(A_\varepsilon, n_\varepsilon, k, R, R_0)$.

**Corollary 1.13** (Improved bound on $C_{\text{sol},\varepsilon}$ for $k\varepsilon$ sufficiently small (depending on $k$)). Let $C_{\text{wave}}$ and $C_{\text{layer}}$ be as in Theorem 1.14. Let $\tilde{n}$ and $\hat{A}$ satisfy Condition 1.8 and assume that $\Gamma$ is $C^{1,1}$. Then there exists $C_5$ (depending only on $\hat{A}, \tilde{n}$, and $D_{in}$) such that if $k R_0 \geq C_{\text{wave}}$ then

$$C_{\text{sol}}(A_\varepsilon, n_\varepsilon, k, R, R_0) \leq \frac{C_5}{\tilde{n}_{\text{min}}} \left( 1 + \left( (k\varepsilon)^{1/2} + k\varepsilon \right) C_{\text{layer}}(kR, kR_0, \tilde{n}_{\text{min}}) \right) C_{\text{sol}}(A^H, n^H, k, R, R_0).$$

Corollary 1.13 shows that if $\varepsilon$ is sufficiently small (depending on $k$), then the problem with coefficients $A_\varepsilon$ and $n_\varepsilon$ inherits the behaviour of the solution operator for the homogenized problem.

### 1.3.2. Discussion of the novelty and context of Theorem 1.12.

The first thing to highlight about Theorem 1.12 is that it is a $k$-explicit analogue of the $H^1$ error bound in [11, Theorem 2]. More precisely, [11, Theorem 2] proves the bound

$$\|u_\varepsilon - u_0 - \varepsilon w^1_{\varepsilon}\|_{H^1(D_{in})} + \|u_\varepsilon - u_0\|_{H^1_0(D_{out})} \leq C(k) \varepsilon^{1/2} \|u_0\|_{H^2(B_R)},$$

for some unspecified $C(k)$, with this bound valid for sufficiently small $kR$ and then arbitrarily small $\varepsilon/R$. In contrast, in Theorem 1.12, $kR$ can be arbitrarily large, and $\varepsilon/R$ can be tied to $kR$. We recall that (i) a main novelty of [11, Theorem 2] is that it uses boundary correctors for homogenization of a transmission problem (as opposed to using boundary correctors for problems on bounded domains with Dirichlet or Neumann boundary conditions; see, e.g., [6, 58, 59, 32, 87, 33, 34, 39, 42, 82, 43, 77]), and (ii) [11, Theorem 2] also proves the $L^2$ error estimate $\|u_\varepsilon - u_0\|_{L^2(B_R)} \leq C(k) \varepsilon \|u_0\|_{H^2(B_R)}$, but for brevity we have not pursued here obtaining a $k$-explicit analogue of this result.

The main obstacle for obtaining homogenization results about the Helmholtz equation for large $kR$ is that the first step of the homogenization procedure relies on a uniform-in-$\varepsilon$ bound on the $H^1$ norm of $u_\varepsilon$, which allows one to extract a weakly-converging subsequence. Such estimate is immediate for the coercive PDE $-\nabla \cdot (A_\varepsilon \nabla u) = f$, since the coercivity constant only depends on $A_{\text{min}}$, which is independent of $\varepsilon$. In Appendix C, we recall how the $b(\cdot, \cdot)$ defined by (1.6) is coercive if $kR$ is sufficiently small, with both the coercivity constant (and hence $C_{\text{sol}}$) and the constant for “sufficiently small” independent of $\varepsilon$ and depending on $A_{\text{min}}$ and $n_{\text{max}}$; see Lemma C.1 below. Therefore, homogenization results for the Helmholtz equation can be obtained for $kR$ sufficiently small, and this is implicitly what [11] do. \(^3\) In contrast, if $kR$ is sufficiently large, then $b(\cdot, \cdot)$ is not coercive (see, e.g., [78, §6.1.6]); furthermore, at least when $A_\varepsilon$ and $n_\varepsilon$ are smooth, [26] shows that $C_{\text{sol}}$ depends on global properties of $A_\varepsilon$ and $n_\varepsilon$ (more precisely, $C_{\text{sol}}$ is proportional to the length of the longest ray in $B_R$). Therefore, obtaining a uniform-in-$\varepsilon$ bound on $C_{\text{sol}}$ for arbitrary $A_\varepsilon$ and $n_\varepsilon$ and arbitrary $kR$ is very challenging. The present paper bypasses this fundamental problem by considering the restricted class of $A_\varepsilon$ and $n_\varepsilon$ of Condition 1.8, for which Theorem 1.4 gives the required bound that is uniform in $\varepsilon$ and valid for large $kR$. Another place where this problem is bypassed is [9]: this paper considers homogenization of particular 2-d Helmholtz transmission problem (where the contrast in the coefficients depends on $\varepsilon$). The result of [9] is that, via a contradiction argument, the sequence $u_\varepsilon$ is bounded in $L^2$ and two-scale converges to the homogenized solution (albeit without an error estimate); this result is valid for fixed $k$, excluding a countable set, but crucially not assumed to be small.

Finally, we note that another difference between the analysis in the present paper and that of [11] is that, for simplicity, [11] assume that $\hat{A}$, $\hat{n}$, and $D_{in}$ are $C^\infty$, but the present paper makes much weaker regularity assumptions on $\hat{A}$, $\hat{n}$, and $D_{in}$. In particular, we allow for piecewise smooth $\hat{A}$ and $\hat{n}$; recall from Remark 1.9 that these are particularly important in applications.

---

\(^3\)The paper [11] cites [10, Theorem 5.26] as a reference for $C_{\text{sol}}$ being independent of $\varepsilon$ and depending on $A_\varepsilon$ and $n_\varepsilon$ only through $A_{\text{max}}, A_{\text{min}}, n_{\text{max}},$ and $n_{\text{min}}$ (see [11, Bottom of Page 2539 and top of Page 2540]). Actually, [10, Theorem 5.26] records how Fredholm theory proves an a priori bound on the solution of the transmission problem; however this theory (relying on abstract functional analysis arguments) is unable to give the constant in this bound. The arguments in [11] hold, however, with the results of Appendix C replacing reference to [10, Theorem 5.26], and under the explicit assumption that $kR$ is sufficiently small.
1.3.3. Discussion of the $k$- and $\varepsilon$-dependence of the bounds in Theorem 1.12 and Corollary 1.13. The bound (1.19) shows that the “relative error”

$$
\frac{k\|u_\varepsilon - u_0 - \varepsilon u_0\|_{H^1(D)} + k\|u_\varepsilon - u_0\|_{H^1(R_0)}}{\|u_0\|_{H^2(B_1)} + k\|u_0\|_{H^1(R_0)}}
$$

is controllably small if $C_{layer}(kR, kR_0, n_{min}(k\varepsilon))^{1/2}$ is small, independently of $k$ and $\varepsilon$, i.e., if $k\varepsilon \leq c(kR)^{-6}$ (with $c$ independent of $k$ and $\varepsilon$) by the definition of $C_{layer}(kR, kR_0, n_{min})$ (1.12). While this is certainly pessimistic, to our knowledge it is the first homogenization result for the Helmholtz equation that is explicit in both $\varepsilon$ and $k$. Note that $C_{layer}(kR, kR_0, n_{min}) \geq kR$ (see the discussion after (1.11)), and therefore even if we obtained a sharper upper bound on $C_{layer}(kR, kR_0, n_{min})$, the bound (1.19) would still only show that (1.22) is small when $k\varepsilon \leq c(kR)^{-2}$. (Note that the factor of $C_{layer}(kR, kR_0, n_{min})$ in the bound on (1.22) from (1.19) arises from the standard treatment of $u_\varepsilon - u_0$ minus the correctors as a solution of the PDE – in our case the Helmholtz equation; see (4.26) and (4.27) below.)

The bound (1.21) shows that if $C_{layer}(kR, kR_0, n_{min}(k\varepsilon))^{1/2}$ is bounded independently of $k$ and $\varepsilon$, then

$$
C_{sol}(A_\varepsilon, n_\varepsilon, k, R, R_0) \lesssim C_{sol}(A^H, n^H, k, R, R_0).
$$

From (1.16) and (1.17), both $C_{sol}(A_\varepsilon, n_\varepsilon, k, R, R_0)$ and $C_{sol}(A^H, n^H, k, R, R_0)$ are $\lesssim C_{layer}(kR, kR_0, n_{min})$. Therefore, the bound (1.23) is only interesting when $C_{sol}(A^H, n^H, k, R, R_0) \ll C_{layer}(kR, kR_0, n_{min})$. A concrete case when this is true is when $D_{in}$ is star-shaped with respect to a point, since then $C_{sol}(A^H, n^H, k, R, R_0) \lesssim kR$ by (1.18) (which is the smallest possible growth of $C_{sol}$ with $kR$), whereas $C_{layer}(kR, kR_0, n_{min}) \lesssim (kR)^3$ by its definition (1.12).

2. Preliminary results.

2.1. Morawetz-type identities and associated results. When writing these identities, it is convenient to use the notation that $(a, b) := \sum_{j=1}^d a_j b_j$ for $a, b \in \mathbb{C}^d$. Here and in the rest of the paper, we use the convention that all indices are lowered, and repeated indices $i, j$, and $\ell$, are summed over, but not repeated indices $d$.

**Lemma 2.1** (Morawetz-type identity). Let $D \subset \mathbb{R}^d$. Let $v \in C^2(D)$, $A \in C^4(D, \text{Sym})$, $n \in C^1(D, \mathbb{R})$, $Z \in C^1(D, \mathbb{R}^d)$, $\alpha \in C^2(D, \mathbb{R})$, and $\beta \in C^1(D, \mathbb{R})$. Let

$$
\mathcal{L}_{A,n,v} := \nabla \cdot (A \nabla v) + k^2 n \cdot v \quad \text{and} \quad \mathcal{Z}v := Z \cdot \nabla v - ik\beta v + \alpha v.
$$

Then, in $D$, and where $\partial Z$ is the derivative matrix of $Z$, i.e. $(\partial Z)_{ij} = \partial_i Z_j$,

$$
2\Re\{\overline{Z} v \mathcal{L}_{A,n,v}\} = \nabla \cdot \left[2\Re\{\overline{Z} A \nabla v\} + Z \left(2k^2 n |v|^2 - (A \nabla v, \nabla v)\right) - \nabla \alpha |v|^2\right] - (2\alpha - \nabla \cdot Z)(A \nabla v, \nabla v)
$$

$$
+ \left(\langle(Z \cdot \nabla)A\rangle \nabla v, \nabla v\right) - \left((\nabla \cdot Z - 2\alpha)n + Z \cdot \nabla n\right)k^2 |v|^2 - 2\Re\{A \nabla v, \partial Z \nabla v\}
$$

$$
- 2\Re\{ik\beta(\overline{A \nabla v})\nabla \beta\} + 2\Re\{\overline{\alpha(\partial - 1) \nabla v} \nabla \alpha\}\} + \Delta |v|^2.
$$

**Proof.** Splitting $\mathcal{Z}v$ up into its component parts, we see that the identity (2.2) is the sum of the following four identities:

$$
2\Re\{Z \cdot \nabla v \mathcal{L}_{A,n,v}\} = \nabla \cdot \left[2\Re\{Z \cdot \nabla v A \nabla v\} + Z \left(2k^2 n |v|^2 - (A \nabla v, \nabla v)\right)\right] + \nabla \cdot Z(A \nabla v, \nabla v)
$$

$$
- 2\Re\{A \nabla v, \partial Z \nabla v\} + \langle(Z \cdot \nabla)A\rangle \nabla v, \nabla v\rangle - (\nabla \cdot Z n + Z \cdot \nabla n)k^2 |v|^2,
$$

$$
2\Re\{ik\beta\mathcal{L}_{A,n,v}\} = \nabla \cdot \left[2\Re\{ik\beta \overline{A \nabla v}\} - 2\Re\{ik\beta(\overline{A \nabla v})\nabla \beta\}\right],
$$

$$
2\Re\{\alpha \mathcal{L}_{A,n,v}\} = \nabla \cdot \left[2\Re\{\alpha \overline{A \nabla v}\} + 2\alpha k^2 n |v|^2 - 2\alpha (A \nabla v, \nabla v) - 2\Re\{\overline{\alpha(\partial - 1) \nabla v} \nabla \alpha\}\right], \quad \text{and}
$$
(2.6) \[ 0 = -\nabla \cdot [\nabla |v|^2] + 2\Re \{ \pi \nabla \alpha \cdot \nabla v \} + \Delta |v|^2. \]

To prove (2.4), (2.5), and (2.6), expand the divergences on the right-hand sides (remembering that \( \alpha \) and \( \beta \) are real and that \( A \) is symmetric, so \( \langle A\xi, \xi \rangle \) is real for any \( \xi \in \mathbb{C}^d \)).

The basic ingredient of (2.3) is the identity

(2.7) \[ (\nabla v) \cdot (A \nabla v) = \nabla \cdot ((\nabla v)A \nabla v) - \langle A \nabla v, \nabla v \rangle - \langle (\nabla v)A \nabla v, \nabla v \rangle. \]

To prove this, expand the divergence on the right-hand side and use the fact that the second derivatives of \( v \) commute. We would like each term on the right-hand side of (2.7) to either be single-signed or be the divergence of something. To deal with the final term we use the identity

(2.8) \[ 2\Re \{ (\nabla v)A \nabla v \} = \nabla \cdot [2\Re \{ (\nabla v)A \nabla v \} - Z(A \nabla v, \nabla v) - \langle (\nabla v)A \nabla v, \nabla v \rangle, \]

which can be proved by expanding the divergence on the right-hand side and using the fact that \( A \) is symmetric. Therefore, taking twice the real part of (2.7) and using (2.8) yields

\[
2\Re \{ (\nabla v)A \nabla v \} = \nabla \cdot \left[ 2\Re \{ (\nabla v)A \nabla v \} - Z(A \nabla v, \nabla v) \right] + \langle (\nabla v)A \nabla v, \nabla v \rangle - 2\Re \{ A \nabla v, \partial Z \nabla v \}.
\]

(2.9)\]

Now add \( k^2 \) times

\[
2\Re \{ (\nabla v)_n v \} = \nabla \cdot [Z |v|^2] - \langle \nabla \cdot Z \rangle n |v|^2 - Z \cdot \nabla n |v|^2
\]

(which is the analogue of (2.8) with the vector \( \nabla v \) replaced by the scalar \( v \) and the matrix \( A \) replaced by the scalar \( n \)) to (2.9) to obtain (2.3).

**Remark 2.2** (Bibliographic remarks on Morawetz-type identities for \( L_{A,n} \)). Multiplying \( \Delta v \) by a derivative of \( v \) goes back to Rellich [72, 73], and multiplying \( \nabla \cdot (A \nabla v) \) by a derivative of \( v \) goes back to Hörmander [36] and Payne and Weinberger [65] (e.g., the identity (2.2) with \( Z = x \) and \( n, \alpha, \) and \( \beta \) all equal zero appears as [65, Equation 2.4]).

In the context of the Helmholtz equation, the identity (2.2) with \( A = 1, n = 1, x \) replaced by a general vector field, and \( \alpha \) and \( \beta \) replaced by general scalar fields was the heart of Morawetz’s paper [55] (following the earlier work [54, 56]); hence why we call (2.2) a “Morawetz-type” identity. The identity (2.2) with \( Z = x, A \) variable, and \( n = 1 \) was used by Bloom in [7], and the identity (2.2) with \( Z = x, A = 1, \) and variable \( n \) was used in Bloom and Kazarinoff in [8].

**Remark 2.3** (The origin of the condition \( (A)_{d\ell} = 0 \) for \( \ell = 1, \ldots, d - 1 \) in Condition 1.2). Our argument below requires that the term \( 2\Re \{ A \nabla v, \partial Z \nabla v \} \) be bounded below by a multiple of \( |\partial_v^2| \) when \( Z = e_{d\ell} \). Under this choice of \( Z \),

(2.10) \[ 2\Re \{ A \nabla v, \partial Z \nabla v \} = 2\Re \left\{ \partial_v^2 \left( \sum_{\ell=1}^{d} (A)_{d\ell} \partial_v \right) \right\}, \]

hence we impose that \( (A)_{d\ell} = 0 \) for \( \ell = 1, \ldots, d - 1 \).

For notational convenience, given \( A, n, Z, \beta, \) and \( \alpha \), we let

\[ Q(v) := 2\Re \{ \nabla v A \nabla v \} + Z(k^2 n |v|^2 - \langle A \nabla v, \nabla v \rangle) - \nabla |v|^2, \]

and

\[
P(v) := 2\Re \{ \nabla L_{A,n} v \} + (2\alpha - \nabla \cdot Z)(A \nabla v, \nabla v) - \langle (\nabla v)A \nabla v, \nabla v \rangle + \left( (\nabla \cdot Z - 2\alpha) n + Z \cdot \nabla n \right) k^2 |v|^2 + 2\Re \{ A \nabla v, \partial Z \nabla v \}
\]

(2.11) \[ + 2\Re \{ ik \pi (A \nabla v, \nabla \beta) \} + 2\Re \{ (A - I) \nabla v, \nabla \alpha \} - \Delta |v|^2, \]

so that the identity (2.2) becomes \( \nabla \cdot Q(v) = P(v) \).
Lemma 2.4 (The Morawetz-type identity (2.2) integrated over a ball). Recall the notation that $B_R := \{ x : |x| < R \}$ and $\Gamma_R := \partial B_R$. On $\Gamma_R$, let $\partial_r$ denote the normal derivative and let $\nabla_S$ denote the surface gradient. Let $v \in H^2(B_R)$, $A \in C^1(\overline{B_R}, \text{SPD})$, $n \in C^1(\overline{B_R}, \mathbb{R})$, $Z \in C^1(\overline{B_R}, \mathbb{R}^d)$, $\beta \in C^1(\overline{B_R}, \mathbb{R})$, and $\alpha \in C^2(\overline{B_R}, \mathbb{R})$. Suppose further that, in a neighbourhood of $\Gamma_R$, $A = 1$, $n = 1$, $Z = x$, and $\alpha$ is constant. Then

\begin{equation}
(2.12) \quad \int_{B_R} P(v) = \int_{\Gamma_R} R\left( (\partial_r v)^2 - |\nabla_S u|^2 + k^2 |u|^2 \right) - 2k \Im \int_{\Gamma_R} \beta \Im \partial_r v + 2\alpha \Re \int_{\Gamma_R} \Im \partial_r v
\end{equation}

where $P(v)$ is defined by (2.11).

Proof. Under the assumption that $v \in C^\infty(\overline{B_R})$, (2.12) follows from integrating the identity (2.2) over $B_R$ and using the divergence theorem; the result then follows from the density of $C^\infty(\overline{B_R})$ in $H^2(B_R)$ and the fact that (2.12) is continuous in $v$ with respect to the topology of $H^2(B_R)$. The integrated versions of similar Morawetz-type identities can be found in, e.g., [63, Lemma 1] and [30, Lemma 4.2].

The following lemma deals with the contribution from $\Gamma_R$ in (2.12) when $v$ equals a solution of the Helmholtz equation satisfying the Sommerfeld radiation condition.

Lemma 2.5 (Inequality on $\Gamma_R$ for outgoing Helmholtz solutions). Let $u$ be a solution of the homogeneous Helmholtz equation in $\mathbb{R}^d \setminus \overline{B_R}$, for some $R > 0$, satisfying the Sommerfeld radiation condition (1.1). Let $\alpha \in \mathbb{R}$ with $2\alpha \geq d - 1$. Then, for $R > R_0$,

\begin{equation}
\int_{\Gamma_R} R\left( |\partial_r u|^2 - |\nabla_S u|^2 + k^2 |u|^2 \right) - 2k \Im \int_{\Gamma_R} \bar{u} \partial_r u + 2\alpha \Re \int_{\Gamma_R} \Im \partial_r u \leq 0,
\end{equation}

where $\nabla_S$ is the surface gradient on $r = R$.

References for proof of Lemma 2.5. See [19, Lemma 2.1] or [79, Lemma 2.4] for the proof when $d = 2,3$; the proof for general $d \geq 2$ is very similar. This result is also essentially contained in [63, proof of Proposition 1].

2.2. Background results for the Helmholtz transmission problem. Since $\text{DtN}_k : H^{1/2}(\Gamma_R) \rightarrow H^{-1/2}(\Gamma_R)$ is continuous, the sesquilinear form $b(\cdot, \cdot)$ of the transmission problem defined by (1.6) is continuous on $H^1(B_R)$.

Lemma 2.6 (Well-posedness from an a priori bound). Suppose that, under the assumption of existence, the solution of the transmission problem (1.5) with $F(v) = \int_{B_R} f \overline{v}$ and $f \in L^2(B_R)$ satisfies

\begin{equation}
(2.13) \quad \|u\|_{H^1_k(B_R)} \leq C(A,n,k,R) \|f\|_{L^2(B_R)} \quad \text{for all } k \geq k_0,
\end{equation}

for some $C(A,n,k,R) > 0$ and $k_0 > 0$. Then the Helmholtz transmission problem of Definition 1.1 is well-posed: i.e., given $F \in (H^1(B_R))'$, let $\bar{u}$ satisfy the variational problem (1.5); then, if $k \geq k_0$, $\bar{u}$ exists, is unique, and the map $F \mapsto \bar{u}$ is continuous (i.e., $C_{\text{sol}} < \infty$).

Proof. The inequalities

\begin{equation}
(2.14) \quad \Re \left\{ - \langle \text{DtN}_k \phi, \phi \rangle_{\Gamma_R} \right\} \geq 0 \quad \text{for all } \phi \in H^{1/2}(\Gamma_R)
\end{equation}

(see, e.g., [46, Lemma 3.3]), (1.3), and (1.4) imply that, for any $v \in H^1(B_R)$,

\begin{equation}
(2.15) \quad \Re b(v,v) \geq A_{\text{min}} \|\nabla v\|^2_{L^2(B_R)} - k^2 n_{\text{max}} \|v\|^2_{L^2(B_R)} \geq A_{\text{min}} \|v\|^2_{H^1_k(B_R)} - k^2 (n_{\text{max}} + A_{\text{min}}) \|v\|^2_{L^2(B_R)}
\end{equation}

i.e. $b(\cdot, \cdot)$ satisfies a Gårding inequality. A bound on the solution in terms of the data such as (2.13), under the assumption of existence, shows that the solution of the boundary value problem (if it exists) is unique. Since $b(\cdot, \cdot)$ is continuous and satisfies a Gårding inequality, the result then follows from Fredholm theory; see, e.g., [45, Theorems 2.27 and 2.34], [24, §6.2.3].

Lemma 2.7 (Well-posedness and bound for $f \in L^2$ implies well-posedness and bound for $F \in (H^1)'$). Assume that $A$ and $n$ are such that, given $f \in L^2(B_R)$, the solution of the transmission
problem of Definition 1.1 with \( F(v) = \int_{B_R} f \varphi \) exists, is unique, and satisfies the bound (2.13) for some \( C(A, n, k, R) > 0 \) and \( k_0 > 0 \). Given \( F \in (H^1(B_R))' \), let \( \tilde{u} \) satisfy the variational problem (1.5). Then \( \tilde{u} \) exists, is unique, and satisfies the bound

\[
\| \tilde{u} \|_{H^1_k(B_R)} \leq \frac{1}{\min(A_{\min}, n_{\min})} \left( 1 + 2n_{\max}kC(A, n, k, R) \right) \| F \|_{(H^1_k(B_R))'} \quad \text{for all } k \geq k_0.
\]

References for the proof. This well-known result is proved in, e.g., [30, Proof of Lemma 5.1] using the fact that \( b(\cdot, \cdot) \) satisfies the Gårding inequality (2.15).

In the rest of the paper, \( | \cdot |_2 \) denotes both the Euclidean vector norm on \( \mathbb{C}^d \) and the induced matrix norm on \( \mathbb{C}^{d \times d} \), and \( \| A \|_{L^2(B_R, \mathbb{C}^{d \times d})} := \| A(\cdot) \|_{L^2(B_R)} \) for \( A \in \mathbb{C}^{d \times d} \).

**Lemma 2.8** (Solution of variational problems by approximation). Given coefficients \( A \) and \( n \) satisfying the conditions in Definition 1.1, assume that there exist sequences of coefficients \( (A^\ell)_{\ell=0}^{\infty} \) and \( (n^\ell)_{\ell=0}^{\infty} \) satisfying, for every \( \ell \), the conditions in Definition 1.1 (possibly with different limits \( n_{\min}, n_{\max}, A_{\min} \), and \( A_{\max} \) in the inequalities (1.3) and (1.4)), and such that (i)

\[
\| A - A^\ell \|_{L^2(B_R, \mathbb{C}^{d \times d})} \leq \frac{1}{\ell} \quad \text{and} \quad \| n - n^\ell \|_{L^2(B_R)} \leq \frac{1}{\ell} \quad \text{for all } \ell,
\]

and (ii) there exists an \( \ell_0 > 0 \) and \( C(k, R) > 0 \) such that, for every \( \ell \geq \ell_0 \), the solution of the variational problem (1.5) with \( F(v) = \int_{B_R} f \varphi \) and coefficients \( A^\ell \) and \( n^\ell \) exists, is unique, and satisfies the bound

\[
\| u \|_{H^1_k(B_R)} \leq C(k, R) \| f \|_{L^2(B_R)}.
\]

Then the solution of the variational problem (1.5) with \( F(v) = \int_{B_R} f \varphi \) and with coefficients \( A \) and \( n \) exists, is unique, and satisfies the bound (2.16).

References for the proof. See, e.g., [30, Pages 2901 and 2902]; indeed, the proof goes through ad verbatim from the second paragraph of [Lemma 5.2] and thus, \( \| \cdot \|_{L^2(B_R)} \) replaces \( \| \cdot \|_{L^2(B_R)} \).

Lemma 2.8 holds with the \( \| f \|_{L^2(B_R)} \) in the bound (2.16) replaced by \( \| F \|_{(H^1_k(B_R))'} \) (with a different \( C(k, R) \)), thereby covering more general variational problems. In the rest of the paper, however, we only use Lemma 2.8 as stated, i.e. applied to variational problems with right-hand sides of the form \( \int_{B_R} f \varphi \).

**2.3. Traces and weighted Sobolev spaces.** We repeatedly use the following standard trace result (see, e.g., [45, Theorem 3.37]).

**Lemma 2.9.** If \( D \) is a bounded \( C^{\ell-1,1} \) domain and \( 1/2 < s \leq \ell \), then the trace operator is bounded \( H^s(D) \to H^{s-1/2}(\partial D) \).

We use also the multiplicative trace inequality for Lipschitz \( D \), i.e. that there exists \( C_{tr} > 0 \) such that

\[
\| v \|^2_{L^2(\partial D)} \leq C_{tr} \left( \frac{1}{\ell_D} \| v \|^2_{L^2(D)} + \| v \|^2_{L^2(D)} | v |_{H^1(D)} \right) \quad \text{for all } v \in H^1(D),
\]

where \( \ell_D \) is the diameter of \( D \) (see, e.g., [34, Theorem 1.5.1.10, last formula on Page 41] or [35, Lemma 5.2]) and thus, with \( \| \cdot \|_{H^s_k(D)} \) defined by (1.11),

\[
k^{1/2} \| v \|_{L^2(\partial D)} \leq \| v \|_{H^s_k(D)} \quad \text{for all } v \in H^1(D).
\]

We define \( \| \cdot \|_{H^s_k(\partial D)} \) for \( s = 1 \) by

\[
\| \phi \|^2_{H^1_k(\partial D)} := \| \nabla_D \phi \|^2_{L^2(\partial D)} + k^2 \| \phi \|^2_{L^2(\partial D)},
\]

and for \( 0 < s < 1 \) by interpolation, choosing the specific norm given by the complex interpolation method (equivalently, by real methods of interpolation appropriately defined and normalised; see,
e.g., [18, Remark 3.6]). We then define the norms on \( H^s(\partial D) \) and \( H^s_k(\partial D) \) for \(-1 \leq s < 0\) by duality,
\[
\| \phi \|_{H^s(\partial D)} := \sup_{0 \neq \psi \in H^{-s}(\partial D)} \frac{|\langle \phi, \psi \rangle_{\partial D}|}{\| \psi \|_{H^{-s}(\partial D)}} \quad \text{and} \quad \| \phi \|_{H^s_k(\partial D)} := \sup_{0 \neq \psi \in H^{-s}(\partial D)} \frac{|\langle \phi, \psi \rangle_{\partial D}|}{\| \psi \|_{H^{-s}_{k^*}(\partial D)}},
\]
for \( \phi \in H^s(\partial D) \), where \( \langle \phi, \psi \rangle_{\partial D} \) denotes the standard duality pairing that reduces to \( (\phi, \psi)_{\partial D} \), the inner product on \( L^2(\partial D) \), when \( \psi \in L^2(\partial D) \). In the terminology of [18, Remark 3.8], with the norms we have selected, \( \{ H^s_k(\partial D) : -1 \leq s \leq 1 \} \) are exact interpolation scales.

Finally, we need the weighted analogue of Lemma 2.9 with \( s = 1 \); see, e.g., [60, Theorem 5.6.4].

**Lemma 2.10 (Trace and extension in \( k \)-weighted spaces).** If \( D \) is Lipschitz, then given \( k_0 > 0 \) there exists \( C \), depending on \( k_0 \) but independent of \( k \), such that
\[
\| v \|_{H^{1/2}_k(\partial D)} \leq C \| v \|_{H^1_1(D)} \quad \text{for all} \quad v \in H^1(D) \quad \text{and} \quad k \geq k_0.
\]
Furthermore, there exists an extension operator \( E : H^{1/2}(\partial D) \rightarrow H^1(D) \) such that, given \( k_0 > 0 \) there exists \( C' \), depending on \( k_0 \) but independent of \( k \), such that
\[
\| E(\phi) \|_{H^1(D)} \leq C' \| \phi \|_{H^{1/2}_k(\partial D)} \quad \text{for all} \quad \phi \in H^{1/2}(\Gamma).
\]

### 3. Proof of Theorem 1.4 (the well-posedness result). We follow the steps outlined in §1.2.5. In §3.1 we prove the analogue of Theorem 1.5 for smooth coefficients satisfying Condition 3.1. In §3.2 we show how coefficients satisfying Condition 1.2 can be approximated by coefficients satisfying Condition 3.1. Theorem 1.5 then follows from using Lemma 2.8. Having proved Theorem 1.5, Theorem 1.4 then follows from Lemma 2.7.

#### 3.1. The analogue of Theorem 1.5 for a class of smooth coefficients.

**3.1.1. Statement of the result.**

**Condition 3.1 (A particular class of smooth coefficients).**
- \( A \in C^\infty(\mathbb{R}^d, \text{SPD}) \), \( n \in C^\infty(\mathbb{R}^d, \text{SPD}) \),
- there exist \( A_{\min}, A_{\max}, n_{\min}, \) and \( n_{\max} \) such that \( A \) and \( n \) satisfy (1.4) and (1.3), respectively,
- there exist \( 0 < R_0 < R \) such that \( \text{supp}(1-A) \subset B_{R_0} \) and \( \text{supp}(1-n) \subset B_{R_0} \),
- \( (A_d)(x) = 0 \) for \( \ell = 1, \ldots, d-1 \) and for all \( x \in \mathbb{R}^d \).

Observe that the monotonicity conditions in (3.1) are the continuous versions of (1.7) and (1.8) from Condition 1.2. In addition, the conditions (3.1) along with the assumptions \( \text{supp}(1-A) \subset B_{R_0} \) and \( \text{supp}(1-n) \subset B_{R_0} \) imply that \( A_{\min} \geq 1 \) and \( n_{\max} \leq 1 \).

**Lemma 3.2 (Bound for coefficients satisfying Condition 3.1).** There exist \( C_{\text{wave}}, C_1 > 0 \) such that the following holds. Given \( R > R_0 > 0 \), \( A \) and \( n \) satisfying Condition 3.1, and \( f \in L^2(B_R) \), if \( kR_0 \geq C_{\text{wave}} \), then the variational problem (1.5) with \( F(v) = \int_{B_R} f \nabla v \) and coefficients \( A \) and \( n \) has a unique solution that satisfies the bound (1.13).

#### 3.1.2. Overview of the ideas behind the proof of Lemma 3.2. The basic idea is to use the integrated Morawetz identity (2.12) in \( B_R \) with \( v = u \).

- \( Z \) given by the vector field in Definition 3.3 below; the key point is that \( Z \) transitions from being equal to \( x_d e_d \) in \( B_{R_0} \) (and hence in a neighbourhood of \( \text{supp}(1-A) \) and \( \text{supp}(1-n) \) to being equal to \( x \) in \( \mathbb{R}^d \setminus B_{R_1} \) for some \( 0 < R_0 < R_1 < R \), with this transition controlled by a radial function \( \chi \) transitioning from 0 (in \( B_{R_0} \)) to 1 (in \( \mathbb{R}^d \setminus B_{R_1} \));
- \( \beta = R \); and
- \( 2\alpha = \nabla \cdot Z - q \chi \) for some \( q \in [0,1] \) (to be fixed later in the proof).
These choices allow us to use the inequality of Lemma 2.5 in (2.12) and obtain that $\int_{B_R} P(u) \leq 0$. The expression for $P(u)$ (2.11) can then be simplified, and bounded below using the monotonicity assumptions (3.1) on $A$ and $n$, with the result that

$$\int_{B_R} \left(2|\partial \partial u|^2 (1 - \chi) + |\nabla u|^2 (2 - q) \chi + q k^2 |u|^2 \chi + 2 r |\partial u|^2 \chi'\right) dx - 2 R \int_{B_R} x_d \partial \partial u \partial u uy'$$

(3.2)

$$\leq - 2 k R^3 \int_{B_R} f u + R \int_{B_R} f \left(2 x_d \partial \partial u (1 - \chi) + 2 r \partial \partial u \chi + 2 a \alpha \right) + \int_{B_R} \Delta \alpha |u|^2.$$ 

Observe that when $\chi = 0$ (i.e. in $B_{R_0}$) we only have control of $|\partial u|^2$ in the first integral on the left-hand side, but in $supp(\chi)$ we have control of $|\nabla u|^2 + k^2 |u|^2$.

The rest of the argument consists of

1. getting rid of the sign-indeterminate “cross” term in the second integral on the left-hand side of (3.2);
2. using the following Poincaré-Friedrichs-type inequality (see, e.g., [20, Lemma 2.7]) to put $|u|^2$ back in $B_{R_0}$ (i.e. where $\chi = 0$),

$$\int_{B_{2R}} |u|^2 \leq 8 \int_{B_{\sqrt{3R}}} |u|^2 + 4 R^2 \int_{B_{\sqrt{3R}}} |\partial u|^2$$

for all $R > 0$ and $u \in H^1(\mathbb{R}^d)$;
3. using the following consequence of Green’s identity and the inequality (2.14) to put $|\nabla u|^2$ back in $B_{R_0}$,

$$\min \left\{ A_{\min}, 1 \right\} \int_{B_R} |\nabla u|^2 \leq \max \left\{ n_{\max}, 1 \right\} \int_{B_R} |u|^2 + R \int_{B_R} f |\nabla u|$$

(3.3)

4. bounding the term on the right-hand side of (3.2) involving the Laplacian of $\alpha$;
5. using the inequality $2ab \leq \delta b^2 + \delta^{-1} b^2$ (for $a, b, \delta > 0$) on the other terms on the right-hand side of (3.2).

Regarding 1: this involves imposing a constraint on the growth of $\chi$ (see Point (ii) in Definition 3.3 and the discussion below this definition). Regarding 2: here is the place where we lose powers of $k$ compared to the nontrapping estimate, since, in the Poincaré-Friedrichs-type inequality, $|\partial u|^2$ is bounded below by $|u|^2$ without a corresponding factor of $k^2$.

The paper [20] considers the constant-coefficient Helmholtz equation posed outside a class of obstacles, the prototypical example of which is two aligned cubes (so that there exist weakly-trapped rays between the two components of the obstacle). The arguments in [20] use the same vector field $Z$ we use here, and, in fact, [20] obtains exactly the inequality (3.2) in the course of its arguments.

The details of the Steps 1-5 above are therefore exactly as in [20], and so we do not repeat the details below, instead making precise reference to the relevant results in [20].

3.1.3. The proof of Lemma 3.2.

**Definition 3.3 (The vector field $Z$).** Given $0 < R_0 < R_1 < \infty$ such that $\text{supp}(1 - A) \subset B_{R_0}$ and $\text{supp}(1 - n) \subset B_{R_0}$ and $\chi \in C^3(0, \infty)$ with

(i) $\chi(r) = 0$ for $0 \leq r \leq R_0$, $\chi(r) = 1$, for $r \geq R_1$, $0 < \chi(r) < 1$, for $R_0 < r < R_1$; and
(ii) $0 \leq \partial \chi(r) < 4$, for $r > 0$;

let

$$Z(x) := e_d x_d \left(1 - \chi(r)\right) + x \, \chi(r), \quad x \in \mathbb{R}^d.$$ 

(3.4)

The requirement (ii) on $\chi$ is needed to control the term $2 R \int_{B_R} x_d \partial \partial u \partial u uy'(r) dx$ on the left-hand side of (3.2), ensuring that this left-hand side is bounded below by a multiple of $\int_{B_R} (|\partial u|^2 + \chi |\nabla u|^2) dx$. This requirement imposes a constraint on $R_1 / R_0$; indeed, [20, Remark 1.5] shows that if $\chi$ satisfies Points (i) and (ii) in Definition 3.3, then $R_1 / R_0 > e^{1/4} \approx 1.284$, and, conversely, if $R_1 / R_0 > e^{1/4}$, then there exists a $\chi \in C^3(0, \infty)$ satisfying Points (i) and (ii) in Definition 3.3.

**Lemma 3.4.** Let $u$ be the solution of the transmission problem of Definition 1.1, with $F(v) = \int_{B_R} f = 0$ and coefficients $A$ and $n$ satisfying Condition 3.1. Let $\alpha$ be defined by

$$2 \alpha := \nabla \cdot Z - q \, \chi(r),$$

(3.5)

for some $q \in [0, 1]$, with $\chi$ as in Definition 3.3. Then $u$ exists and the inequality (3.2) holds.
Proof of Lemma 3.4. Since $A$ and $n$ satisfying Condition 3.1 are $C^\infty$, the existence of $u$ follows from the unique continuation principle (see the references in §1.2.2) and Fredholm theory (see the proof of Lemma 2.6). Since $A \in C^\infty$, $u \in H^2(B_R)$ for any $R > 0$ by $H^2$ regularity for the operator $\nabla \cdot (A \nabla)$; see, e.g., [45, Theorem 4.16]. By Lemmas 2.4 and 2.5,

\begin{equation}
(3.6) \quad \int_{B_R} P(u) \leq 0,
\end{equation}

where $P(u)$ is defined by (2.11). We first claim that, in $B_R$,

\begin{equation}
(3.7) \quad P(u) \geq -2R(\overline{u}fu) - q\chi |\nabla u|^2 + q\chi^2 u^2 + 2R(\langle A \nabla u, \partial Z \nabla u \rangle - \Delta \alpha |u|^2).
\end{equation}

Indeed, this follows from using (i) the conditions on $\partial A/\partial x_d$ and $\partial n/\partial x_d$ (3.1), noting that when $A \neq 1$ and $n \neq 1$, $Z = x_d e_d$, (ii) the definitions of $\alpha$ (3.5) and $\beta = R$, (iii) the fact that when $\chi \neq 0$, $A = 1$ and $n = 1$, (iv) the fact that $\alpha$ is constant when $A \neq 1$.

To deal with the term $\Re(A \nabla u, \partial Z \nabla u)$, we first observe that (with the summation convention for the indices $i$ and $j$ but not $d$)

\begin{equation}
(3.8) \quad \langle \nabla v, \partial Z \nabla v \rangle = \partial_i Z_j \partial_j v \partial_i v = |\partial_d v|^2 (1 - \chi(r)) + |\nabla v|^2 \chi(r) + (r|\partial_r v|^2 - x_d \overline{\partial_d v} \partial_r v) \chi'(r).
\end{equation}

Next, when $A \neq 1$, $\chi = 0$ so $Z = x_d e_d$; therefore $\langle \partial(Z \nabla v)_i \rangle = \delta_{id} \partial_d u$, so that (2.10) above holds. The assumption that $(A_{dd}) = 0$ for $\ell = 1, \ldots, d - 1$ implies that, when $A \neq 1$, $\langle A \nabla u, \partial Z \nabla u \rangle = (A)_{dd} |\partial_d u|^2$. The fact that $A_{\min} \geq 1$ (noted after Condition 3.1) implies that $(A)_{dd} \geq 1$, and so

\begin{equation}
(3.9) \quad \text{when } A \neq 1, \quad \langle A \nabla u, \partial Z \nabla u \rangle \geq |\partial_d u|^2.
\end{equation}

Since $\chi = 0$ when $A \neq 1$, we can combine (3.8) and (3.9) to obtain that

\begin{equation}
(3.10) \quad \langle \nabla v, \partial Z \nabla v \rangle \geq |\partial_d v|^2 (1 - \chi(r)) + |\nabla v|^2 \chi(r) + (r|\partial_r v|^2 - x_d \overline{\partial_d v} \partial_r v) \chi'(r).
\end{equation}

Combining (3.7) and (3.10) we have

\begin{align*}
P(u) &\geq -2R(\overline{u}fu) + 2|\partial_d u|^2 (1 - \chi(r)) + |\nabla v|^2 (2 - q) \chi(r) + q\chi^2 u^2 \chi(r) \\
&\quad + 2r|\partial_r v|^2 \chi'(r) - 2R(x_d \overline{\partial_d v} \partial_r u \chi'(r)) - \Delta \alpha |u|^2.
\end{align*}

and (3.2) then follows from (3.6) by expanding the $\overline{u} f$ term using that

$$Z \cdot \nabla u = x_d \partial_d u (1 - \chi(r)) + r \partial_r u \chi(r).$$

Proof of Lemma 3.2. The inequality (3.2) in Lemma 3.4 is identical to the inequality that is the result of [20, Lemma 3.1]. The results [20, Lemmas 3.2, 3.3, 3.4, 3.5] (discussed in §3.1.2) then go through ad verbatim (with the value of $q$ fixed in [20, Lemma 3.5]); in seeing this, observe that, since $A_{\min} \geq 1$ and $n_{\max} \leq 1$, the factors in front of the integrals of $|\nabla u|^2$ and $|u|^2$ in (3.3) are both one, as they are in the analogous inequality [20, Equation 2.11]. Lemma 3.2 is then a consequence of [20, Lemma 3.5] (see [20, Proof of Theorem 1.10 from Lemma 3.5]).

Remark 3.5 (Explicit expressions for $C_{\text{wave}}$, and $k_0$). $C_1$ is given in terms of $\chi$ in [20, Equation 3.22] (see the discussion in [20, Proof of Theorem 1.10 from Lemma 3.5]).

$C_{\text{wave}}$ is given in terms of the function $\chi$ in Definition 3.3 in [20, Equation 3.20]. Indeed, to see that [20, Equation 3.20] is a condition of the form $kr_0 \geq C_{\text{wave}}$ with $C_{\text{wave}}$ dependent only on $\chi$, we need to show that $(R_0)^2 n_{\alpha}(R)$ is a dimensionless quantity depending only on $\chi$, where $n_\alpha(R) := \sup_{x \in B_R} \Delta \alpha(x) + 2 \alpha = \nabla \cdot Z - q \chi$ (as in §3.1.2), with $Z$ defined by (3.4). By definition, $\alpha$ is constant for $R \geq R_1$ (see [20, Equation 3.15]), and thus $n_{\alpha}(R) = n_\alpha(R_1)$. The only constraint on $R_1$ is that $R_1/R_0$ is sufficiently large (see the discussion below Definition 3.3); therefore, we can choose $R_1$ to be proportional to $R_0$, and thus $(R_0)^2 n_{\alpha}(R)$ is a dimensionless quantity depending only on $\chi$ as claimed.
3.2. Approximation of $A$ and $n$ satisfying Condition 1.2 by $A_\delta$ and $n_\delta$ satisfying Condition 3.1.

Lemma 3.6 (Approximation of $A$ and $n$ satisfying Condition 1.2). Given $A$ and $n$ satisfying Condition 1.2, there exist $(A^\ell)_{\ell=0}^\infty$, $(n^\ell)_{\ell=0}^\infty$ such that, for $\ell$ sufficiently large, (i) $A^\ell$ and $n^\ell$ satisfy Condition 3.1, and (ii) $\|A^\ell - A\|_{L^2(B_R;\mathbb{C}^{d\times d})} \leq \frac{1}{\ell}$ and $\|n^\ell - n\|_{L^2(B_R)} \leq \frac{1}{\ell}$.

Proof. The idea of the proof is to mollify $A$ and $n$ to approximate them by families of $C^0$ functions $A_\delta$ and $n_\delta$ that satisfy Condition 3.1. However, before mollification, we first must approximate $A$ and $n$ by functions that are constant in the $x_d$ direction in a neighbourhood of $x_d = 0$.

To see why this is necessary, suppose that, in some compact set, $n$ is only a function of $x_d$, and equals $C$ for $0 \leq x_d < c$ and $C - x_d$ for $-c < x_d < 0$ (observe that this function satisfies the monotonicity assumption (1.8) in $-c < x_d < c$). Then, with $n_\delta$ the standard mollification of $n$, given $\delta > 0$, there exists an $x_d^* > 0$ such that $(\partial n_\delta / \partial x_d) |_{x_d=x_d^*} \leq 0$, violating the requirement on $n_\delta$ in (3.1).

Let $0 < R_0 < R$ be such that $\text{supp}(1 - A)$ and $\text{supp}(1 - n)$ are both $\subset B_{R_0}$. Given $\delta_1 > 0$, let

$$
\tilde{A}_\delta(x) := \begin{cases} A_{\max}, & \text{for } x \in \{(x', x_d) : |x'| \leq R_0, |x_d| \leq \delta_1\}, \\ A(x), & \text{otherwise}, \end{cases}
$$

and let

$$
\tilde{n}_\delta(x) := \begin{cases} n_{\min}, & \text{for } x \in \{(x', x_d) : |x'| \leq R_0, |x_d| \leq \delta_1\}, \\ n(x), & \text{otherwise}, \end{cases}
$$

Observe that (i), $\tilde{A}_\delta$ and $\tilde{n}_\delta$ satisfy Condition 1.2, (ii) $\text{supp}(1 - \tilde{A}_\delta)$ and $\text{supp}(1 - \tilde{n}_\delta)$ are both $\subset B_{R_1(\delta_1)}$, where $R_1(\delta_1) := \sqrt{R_0^2 + \delta_1^2}$, and (iii) there exists $C_d > 0$ (depending only on the dimension $d$) such that

$$
\|A - \tilde{A}_\delta\|_{L^2(B_{R_1(\delta_1)};\mathbb{C}^{d\times d})} \leq C_d(R_0)^{d-1}\delta_1 A_{\max} \quad \text{and} \quad \|n - \tilde{n}_\delta\|_{L^2(B_R)} \leq C_d(R_0)^{d-1}\delta_1 n_{\max}.
$$

Let $\psi \in C_0^\infty(\mathbb{R}^d)$ be defined by

$$
\psi(x) := \begin{cases} C \exp\left((|x|^2 - 1)^{-1}\right) & \text{if } |x| < 1, \\ 0 & \text{if } |x| \geq 1, \end{cases}
$$

where $C$ is chosen so that $\int_{\mathbb{R}^d} \psi(x)dx = 1$. Define $\psi_\delta(x) := \delta^{-d} \psi(x/\delta)$, so that $\psi_\delta(x) = 0$ if $|x| > \delta$ and $\int_{\mathbb{R}^d} \psi_\delta(x)dx = 1$. Let

$$
(\tilde{A}_{\delta_1})_\delta(x) := (\tilde{A}_{\delta_1} * \psi_\delta)(x) = \int_{|y| < \delta} \tilde{A}_{\delta_1}(x - y) \psi_\delta(y) dy,
$$

where the convolution is understood element-wise, and similarly

$$
(\tilde{n}_{\delta_1})_\delta(x) := (\tilde{n}_{\delta_1} * \psi_\delta)(x) = \int_{|y| < \delta} \tilde{n}_{\delta_1}(x - y) \psi_\delta(y) dy.
$$

Standard properties of mollifiers (see, e.g., [24, §C.4 Theorem 6]) imply that

- $(\tilde{A}_{\delta_1})_\delta$, $(\tilde{n}_{\delta_1})_\delta \in C^\infty(\mathbb{R}^d)$,
- given $R > 0$, both $\|\tilde{A}_{\delta_1} - (\tilde{A}_{\delta_1})_\delta\|_{L^2(B_R;\mathbb{C}^{d\times d})}$ and $\|(\tilde{n}_{\delta_1}) - (\tilde{n}_{\delta_1})_\delta\|_{L^2(B_R)} \to 0$ as $\delta \to 0$, and
- $n_{\min} \leq (\tilde{n}_{\delta_1})_\delta \leq n_{\max}$ and $A_{\min} \leq (\tilde{A}_{\delta_1})_\delta \leq A_{\max}$ for all $x \in \mathbb{R}^d$.

Since $(\tilde{A}_{\delta_1})_\delta$ is formed from $\tilde{A}_{\delta_1}$ by elementwise convolution, the condition $(\tilde{A}_{\delta_1})_\delta^{(\ell)}(x) = 0$ for $\ell = 1, \ldots, d-1$ and for all $x \in \mathbb{R}^d$ in Condition 3.1 follows from the corresponding condition on $\tilde{A}_{\delta_1}$, which follows from the corresponding condition on $A$ in Condition 1.2. Furthermore, since
supp(1 − A_\̃_δ), and supp(1 − n_\̃_δ) \subset B_{R_1(δ_1)} \subset B_{R_1(\delta_1)+\delta} which is \subset B_R for \delta < R - R_1(δ_1) = R - \sqrt{R_0^2 + δ_1^2}.

We now show that, when δ is sufficiently small, (A_\̃_δ), and (n_\̃_δ) satisfy the monotonicity conditions (3.1) (with A replaced by (A_\̃_δ), and n replaced by (n_\̃_δ)). Observe that

\[ (3.13) \quad (\tilde{A}_\delta)(x + he_d) - (\tilde{A}_\delta)(x) = \int_{|y|<\delta} |\tilde{A}_\delta(x + he_d - y) - \tilde{A}_\delta(x - y)| \psi(y)dy. \]

We claim that, when \delta \leq \delta_1, (i) when \delta > 0, the integrand on the right-hand side of (3.13) is \leq 0 for all \delta \geq 0, and (ii) when \delta < 0, the integrand on the right-hand side of (3.13) is \geq 0 for all \delta \geq 0. To see (i), first recall that, from its definition (3.11), \tilde{A}_\delta(z) is constant in the z_d direction when |z| \leq \delta_1. If \delta \geq \delta_1 then \delta > \delta_1 > 0, and the integrand on the right-hand side of (3.13) is \leq 0 by (1.7). If \delta < \delta_1, \delta > \delta_1 > 0 no longer \leq \delta, but \delta - \delta_1 > -\delta_1, and the fact that \tilde{A}_\delta(z) is constant in the z_d direction when |z| \leq \delta_1 implies that the integrand on the right-hand side of (3.13) is either \leq 0 (when \delta - \delta_1 = \delta_1) or \geq 0 by (1.7) (when \delta - \delta_1 > \delta_1). The proof of (ii) is similar. We have therefore shown that, for \delta sufficiently small,

\[ x_d \left[ (\tilde{A}_\delta)(x + he_d) - (\tilde{A}_\delta)(x) \right] \leq 0 \quad \text{for all } \delta \geq 0; \]

since (A_\̃_δ) \in C^\infty(\mathbb{R}^d) this implies that x_d(\partial(\tilde{A}_\delta)/\partial x_d)(x) \leq 0. In an essentially-identical way (with inequality in the sense of quadratic forms replaced by standard inequality), we find that

\[ x_d(\partial(\tilde{n}_\delta)/\partial x_d)(x) \geq 0. \]

We have therefore shown that (A_\̃_δ) and (n_\̃_δ) satisfy Condition 3.1 for \delta \leq \min\{δ_1, R - \sqrt{R_0^2 + δ_1^2}\}, the first term in the minimum ensures that (A_\̃_δ) and (n_\̃_δ) satisfy the monotonicity condition (3.1), and the second term in the minimum ensures that supp(1 - (A_\̃_δ)) and supp(1 - (n_\̃_δ)) are both \subset B_R.

We now define A_\ell to be (A_\̃_δ) for specific δ_1 and δ, and similarly for n_\ell. Indeed, from the properties of mollifiers above we have that, given δ_1 > 0, ε > 0, there exists δ^* = δ^* (A, d, δ_1, ε) > 0 such that

\[ \| (A_\delta - A_{\̃_δ}) \| L^2(\mathbb{R}^d; C^{d\times d}) \leq \frac{\varepsilon}{2} \quad \text{for all } \delta \leq \delta^* (A, d, δ_1, ε). \]

Set δ_1 := (2C_d (R_0)^d - 1 A_{max} \ell)^{1}; then, if \delta \leq \delta^* (A, d, δ_1, \ell^{-1}), the inequalities (3.12) and (3.14) imply that

\[ \| A - (A_\̃_δ) \| L^2(\mathbb{R}^d; C^{d\times d}) \leq \| A - A_{\̃_δ} \| L^2(\mathbb{R}^d; C^{d\times d}) + \| A_{\̃_δ} - (A_\̃_δ) \| L^2(\mathbb{R}^d; C^{d\times d}); \]

\[ \leq C_d (R_0)^d - 1 A_{max} + \frac{1}{2 \ell} \leq \frac{1}{2 \ell} + \frac{1}{2 \ell} = \frac{1}{\ell}. \]

Recall from above that (A_\̃_δ) and (n_\̃_δ) satisfy Condition 3.1 when \delta \leq \min\{δ_1, R - \sqrt{R_0^2 + δ_1^2}\}. We therefore set

\[ \delta := \min \left\{ δ_1, R - \sqrt{R_0^2 + δ_1^2}, \delta^* (A, d, δ_1, \ell^{-1}) \right\} \quad \text{and} \quad A^\ell := (A_\̃_δ); \]

then \| A - A^\ell \| L^2(\mathbb{R}^d; C^{d\times d}) \leq \ell^{-1} and A^\ell satisfies Condition 3.1. The definition of A^\ell follows in an essentially-identical way.

4. Proofs of Lemma 1.11, Theorem 1.12, and Corollary 1.13. If v : D_{in} \times Y \to \mathbb{C}, let v^\varepsilon : D_{in} \to \mathbb{C} denote the function

\[ v^\varepsilon(x) := v \left( \frac{x}{\varepsilon} \right), \]

where \{y\} = y \mod 1. (As a special case of this, if v : Y \to \mathbb{C}, then v^\varepsilon(x) := v(\{x/\varepsilon\}).) Given such a v,

\[ \frac{\partial v^\varepsilon}{\partial x_j} = \left( \frac{\partial v}{\partial x_j} + \frac{1}{\varepsilon} \frac{\partial v}{\partial y_j} \right)^\varepsilon. \]

(4.1)
4.1. The homogenized problem.

4.1.1. The homogenized coefficients. The homogenized coefficient \( n^H \) is the mean value of \( \hat{n} \) over the periodic cell \( Y \), i.e., (recalling that \( |Y| = 1 \))

\[
(4.2) \quad n^H := \int_Y \hat{n}.
\]

The definition of \( A^H \) requires the auxiliary functions \( \hat{\chi}_j \), \( j = 1, 2, 3 \), and matrices \( \hat{C} \) and \( \hat{B} \).

Let \( H^1_\text{per}(Y) \) be the subspace of \( H^1_\text{per}(Y) \) consisting of functions with zero mean. The function \( \hat{\chi}_j \in H^1_\text{per}(Y) \) is defined as the solution of

\[
-\nabla_Y \cdot (A^H \nabla_Y \hat{\chi}_j) = -\frac{\partial (\hat{A})_{j\ell}}{\partial y_\ell}
\]

where the index \( \ell \) on the right-hand side is summed over, and the derivative on the right-hand side is understood in a distributional sense. Lemma A.2 shows that \( \hat{\chi}_j \), \( j = 1, 2, 3 \), exists, is unique, and is in \( H^{1+s}(Y) \cap C^1(\mathcal{P}) \) (i.e., \( C^1 \) on each element of the partition \( \mathcal{P} \)) for some \( s > 0 \), with

\[
\|\hat{\chi}_j\|_{H^{1+s}(Y)} \lesssim 1 \quad \text{and} \quad \|\hat{\chi}_j\|_{W^{1,\infty}(\mathcal{P})} \lesssim 1,
\]

where both the omitted constant and \( s \) depend only on \( \hat{A} \). The matrix \( \hat{C} \) is defined by

\[
(\hat{C})_{j\ell} := \frac{\partial \hat{\chi}_j}{\partial y_\ell}, \quad 1 \leq j, \ell \leq d.
\]

Because of (4.4), \( (\hat{C})_{j\ell} \in H^s(Y) \cap C^0(\mathcal{P}) \) for some \( s > 0 \) with

\[
\|\hat{C}\|_{H^s(Y)} \lesssim 1 \quad \text{and} \quad \|\hat{C}\|_{L^\infty(Y)} \lesssim 1.
\]

With

\[
\hat{B} := \hat{A}(1 - \hat{C}),
\]

the homogenized matrix coefficient \( A^H \) is the mean value of \( \hat{B} \) over the periodic cell \( Y \), i.e.,

\[
(A^H)_{j\ell} = \int_Y (\hat{B})_{j\ell}, \quad 1 \leq j, \ell \leq d;
\]

note that \( A^H \in \text{SPD} \) by, e.g., [6, Remarks 2.6 and 2.7], [22, §6.3]. We now claim that \( \hat{B} \in H^s(Y) \cap C^0(\mathcal{P}) \cap L^\infty(Y) \) for some \( 0 < s < 1/2 \); indeed, this follows from the facts that \( \hat{C} \in H^s(Y) \), \( \hat{A} \) is (at least) piecewise \( C^{0,1} \) (by Condition 1.8), and a piecewise \( H^s \) function for \( s < 1/2 \) is in \( H^s(Y) \) (by the definition of the Sobolev seminorm).

4.1.2. Basic properties of the homogenized problem. We now prove Lemma 1.11, i.e., well-posedness of the homogenized problem.

Proof of Lemma 1.11. We first show that if \( \hat{n} \) and \( \hat{A} \) are admissible periodic patterns (in the sense of Definition 1.8), then \( n^H \) and \( A^H \) satisfy Condition 1.2; once this is established, the bound (1.17) follows from Theorem 1.4.

Since both \( n^H \) and \( A^H \) are constant in \( D_{in} \), they are clearly independent of \( x_d \); the monotonicity conditions (1.7) and (1.8) therefore hold if \( n^H \leq 1 \) and \( A^H \geq 1 \). Recall from the discussion below Condition 1.2 that \( n_{\text{max}} \leq 1 \) and \( A_{\text{min}} \geq 1 \). Since \( n^H \) is obtained from \( \hat{n} \) through simple averaging (4.2), \( n^H \leq 1 \). While the averaging process is more complicated for \( A^H \), [22, Theorem 13.7] implies that \( A^H \geq 1 \).

Therefore, to show that \( n^H \) and \( A^H \) satisfy Condition 1.2, it only remains to show that \( A_{d,\ell}^H = 0 \) for \( \ell = 1, \ldots, d-1 \). By (4.7),

\[
A^H = \int_Y \hat{B} = \int_Y \hat{A} - \int_Y \hat{A}\hat{C},
\]
it is sufficient to show that \((\bar{C})_{\ell d} = 0\) for \(\ell = 1, \ldots, d-1\). By the definition of \(\bar{C}\) (4.5),
\[
(\bar{C})_{d\ell} := \frac{\partial \hat{\chi}}{\partial y_d} = 0
\]
since \(\hat{\chi}\) is independent of \(y_d\), and
\[
(\bar{C})_{d d} := \frac{\partial \hat{\chi}_d}{\partial y_d}
\]
however, \(\hat{\chi}_d = 0\) since the right-hand side of (4.4) is
\[
- \sum_{\ell=1}^{d} \frac{\partial (\hat{A})_{\ell d}}{\partial y_{\ell}} = - \frac{\partial (\hat{A})_{d d}}{\partial y_d} = 0,
\]
because \(\hat{A}\) is independent of \(y_d\).

If \(D_{in}\) is star-shaped, since \(A^H \geq 1\) and \(n^H \leq 1\), \(A^H\) and \(n^H\) satisfy [30, Condition 2.6] with \(\mu_1 = A_{min} = 1\) and \(\mu_2 = n_{min}\) (see the example in [30, Condition 2.10]) and so, by [30, Theorem 2.7], if \(F(v) = \int_{B_R} f \nabla v\), then
\[
\|u_0\|_{H^2(B_R)} \leq \frac{2}{\sqrt{R_{min}}} \sqrt{R^2 + \frac{1}{n_{min}} \left( R + \frac{d-1}{2k} \right)^2 \|f\|_{L^2(B_R)}} \quad \text{for all } k > 0;
\]
the bound (1.18) follows from combining this with Lemma 2.7.

**Lemma 4.1 (Shift property for the homogenized problem).** If \(\Gamma\) is \(C^{1,1}\), then for all \(g \in L^2(B_R)\), if \(v \in H^1(B_R)\) satisfies \(-\nabla \cdot (A^H \nabla v) = g\) in \(B_R\) then \(v \in H^2(D_{in})\) with \(|v|_{H^2(D_{in})} \lesssim \|g\|_{L^2(B_R)}\).

*Proof.* Since \(A^H\) is constant in both \(D_{in}\) and \(D_{out}\), Lemma 4.1 holds if \(\Gamma\) is \(C^{1,1}\) by, e.g., [45, Theorem 4.18]. (If \(\Gamma\) has edges or corners, similar shift properties hold but with the angles of edges/corners constrained by the values of \(A^H\), see, e.g., [23].)

We abbreviate \(C_{sol}(A^H, n^H, k, R, R_0)\) by \(C_{sol,H}\) in the rest of the paper.

**Lemma 4.2 (Bounds on \(u_0\)).** Assume that \(\tilde{A}\) and \(\hat{A}\) satisfy Condition 1.8, and \(\Gamma\) is \(C^{1,1}\). Then, for all \(f \in L^2(B_R)\), the solution \(u_0\) of (1.5) with coefficients \(n^H\) and \(A^H\) and \(F(v) = \int_{B_R} f \nabla v\) satisfies
\[
\|u_0\|_{H^2(B_R)} \leq \frac{2}{\sqrt{R_{min}}} \sqrt{R^2 + \frac{1}{n_{min}} \left( R + \frac{d-1}{2k} \right)^2 \|f\|_{L^2(B_R)}} \quad \text{for all } k > 0; \tag{4.8}
\]
the bound (1.18) follows from combining this with Lemma 2.7.

**Proof.** The bound on \(\|u\|_{H^2(B_R)}\) in (4.8) follows from the definition of \(C_{sol,H}\). The bound on \(\|u\|_{H^2(B_R)}\) in (4.8) follows from Lemma 4.1 with \(v = u\), \(g = n^H k^2 u + f\), and \(\alpha = 0\), and the fact that \(C_{sol,H} \geq 1\) (as noted below (1.11)).

**4.2. The first-order, second-order, and boundary correctors.** Periodic homogenization relies on the formal asymptotic expansion
\[
u_0^j(x) = u_0(x) + \varepsilon u_1^j(x) + \varepsilon^2 u_2^j(x) + \ldots,
\]
where \(u_0\) is the homogenized solution and \(u_1, u_2\) are “two scale” functions usually called “correctors”. Since, in our case, the homogenization process only takes place in \(D_{in}\), we need an additional corrector, called the “boundary corrector”, to deal with the interface \(\Gamma\).

**4.2.1. The first-order corrector.** The first-order corrector \(u_1 : D_{in} \times Y \to \mathbb{C}\) is defined by
\[
(4.9) \quad u_1(x, y) := -\hat{\chi}_j(y) \frac{\partial u_0}{\partial x_j}(x).
\]

**Lemma 4.3 (Key properties of the first-order corrector).**
\[
|\nabla_y u_1| = |\hat{C} \nabla u_0| \quad \text{for a.e. } y \in Y, \tag{4.10}
\]
and
\begin{equation}
4.11 \quad k\|u_1^e\|_{L^2(D_m)} + \|(\nabla x u_1)^e\|_{L^2(D_m)} \lesssim k \|u_0\|_{H^1_k(B_R)} + |u_0|_{H^2(D_m)}.
\end{equation}
Furthermore,
\begin{equation}
4.12 \quad \|u_1^e\|_{H^1_k(B_R)} \lesssim (1 + (k\varepsilon)^{-1}) \left(|u_0|_{H^2(D_m)} + k \|u_0\|_{H^1_k(B_R)}\right),
\end{equation}
and, if \(k R_0 \gtrsim 1\),
\begin{equation}
4.13 \quad \|u_1^e\|_{H^{1/2}_k(\Gamma)} \lesssim (1 + (k\varepsilon)^{-1/2}) \left(k \|u_0\|_{H^2(D_m)} + \|u_0\|_{H^2(D_m)}\right).
\end{equation}

**Proof.** By the definitions of \(\hat{C} (4.5)\) and of \(u_1 (4.9)\),
\[
\frac{\partial u_1}{\partial y} = -\frac{\partial \hat{x}_j}{\partial y} \frac{\partial u_0}{\partial x_j} = \left(-\hat{C}\nabla u_0\right)_e,
\]
which is (4.10). By the definition of \(u_1 (4.9)\) and the bound on \(\hat{x}_j (4.4)\),
\[
\|u_1^e\|_{L^2(D_m)} \leq \|\hat{x}_j\|_{L^\infty(\sigma)} \left\|\frac{\partial u_0}{\partial x_j}\right\|_{L^2(D_m)} \lesssim |u_0|_{H^1(D_m)}
\]
and
\[
\|(\nabla x u_1)^e\|_{L^2(D_m)} \leq \|\hat{x}_j\|_{L^\infty(\sigma)} \left\|\frac{\partial u_0}{\partial x_j}\right\|_{L^2(D_m)} \lesssim |u_0|_{H^2(D_m)},
\]
and then the bound (4.11) follows. By (4.1) and (4.10),
\[
\nabla (u_1^e) = (\nabla x u_1)^e + \frac{1}{\varepsilon} (\nabla y u_1)^e = (\nabla x u_1)^e - \frac{1}{\varepsilon} \hat{C}^e \nabla u_0.
\]
Therefore
\[
\|\nabla (u_1^e)\|_{L^2(D_m)} \lesssim |u_0|_{H^2(D_m)} + \varepsilon^{-1} |u_0|_{H^1(D_m)} \lesssim (k\varepsilon)^{-1} \left(|u_0|_{H^2(D_m)} + k \|u_0\|_{H^1_k(B_R)}\right).
\]
Then, the bound (4.12) follows from combining this with the bound on \(\|u_1^e\|_{L^2(D_m)}\) in (4.11).

Let the operator \(T : L^2(\Gamma) \rightarrow L^2(\Gamma)\) be defined by \(Tv := -\hat{x}_j^e v_j\) for all \(v \in L^2(\Gamma)\); then
\[
\|Tv\|_{L^2(\Gamma)} \lesssim \|v\|_{L^2(\Gamma)} \quad \text{for all } v \in L^2(\Gamma).
\]
In addition, \(T : H^1(\Gamma) \rightarrow H^1(\Gamma)\) with
\[
\|Tv\|_{H^1(\Gamma)} \lesssim \varepsilon^{-1} \|v\|_{L^2(\Gamma)} + \|v\|_{H^1(\Gamma)} \quad \text{for all } v \in H^1(\Gamma).
\]
By interpolation (see, e.g., [45, Appendix B]), \(T\) then maps \(H^{1/2}(\Gamma) \rightarrow H^{1/2}(\Gamma)\) with
\[
\|Tv\|_{H^{1/2}(\Gamma)} \lesssim \varepsilon^{-1/2} \|v\|_{L^2(\Gamma)} + \|v\|_{H^{1/2}(\Gamma)}.
\]
We now observe that \(u_1^e|_\Gamma = T((\nabla u_0)|_\Gamma)\), so that
\begin{equation}
4.14 \quad \|u_1^e\|_{H^{1/2}(\Gamma)} \lesssim \varepsilon^{-1/2} \|\nabla u_0\|_{L^2(\Gamma)} + |\nabla u_0|_{H^{1/2}(\Gamma)}.
\end{equation}
By Lemma 2.9,
\begin{equation}
4.15 \quad \|\nabla u_0\|_{H^{1/2}(\Gamma)} \lesssim \|u_0\|_{H^2(D_m)},
\end{equation}
and, by (2.17),
\[
\|\nabla u_0\|_{L^2(\Gamma)} \lesssim \frac{1}{R_0} \|u_0\|_{H^1(D_m)} + \|u_0\|_{H^1(D_m)} \|u_0\|_{H^2(D_m)}
\]
\begin{equation}
4.16 \quad \lesssim \frac{1}{k} \left(1 + \frac{1}{k R_0}\right) \left(k^2 \|u_0\|_{H^1(D_m)}^2 + \|u_0\|_{H^2(D_m)}^2\right).
\end{equation}
Using (4.15) and (4.16) in (4.14), and recalling the assumption that \(k R_0 \gtrsim 1\), the result (4.13) follows. \(\square\)
\subsection{Second-order Corrector}

The second-order corrector arises since \( \tilde{n}^\varepsilon \) varies (in addition to \( \tilde{A}^\varepsilon \) varying); that corrector is formally defined by

\[ u_2(x, y) := k^2 \tilde{\mu}(y) u_0(x), \]

where \( \tilde{\mu} \) is the unique element of \( H^1_\Gamma(Y) \) such that

\begin{equation}
- \nabla_y \cdot (\tilde{A} \nabla_y \tilde{\mu}) = \tilde{n} - n^H.
\end{equation}

By Lemma A.2, \( \tilde{\mu} \in C^1(\mathcal{P}) \) with \( ||\tilde{\mu}||_{W^{1,\infty}(\mathcal{P})} \lesssim 1 \).

We can actually bypass explicitly to this second-order corrector in the rest of proof of Theorem 1.12, and directly establish the following result (where, both here and in the rest of the paper, \( \langle \cdot, \cdot \rangle_{D_m} \) denotes the \( L^2(D_m) \) inner product, and similarly for inner products over other domains).

\textbf{Lemma 4.4 (Bound on the contribution from the second-order corrector).}

\begin{equation}
k^2 \|(\tilde{n}^\varepsilon - n^H)u_0, v\|_{D_m} \lesssim \varepsilon \left( k \|u_0\|_{H^1(D_m)} \right) \|v\|_{H^1(D_m)} \quad \text{for all } v \in H^1(D_m).
\end{equation}

\textbf{Proof.} Since both \( \tilde{A} \) and \( \tilde{\mu} \) are independent of \( x \), by (4.17),

\[ -\nabla \cdot \left[ (\tilde{A} \nabla_y \tilde{\mu})^\varepsilon \right] = -\frac{1}{\varepsilon} \left[ \nabla_y \cdot (\tilde{A} \nabla_y \tilde{\mu}) \right]^\varepsilon = \frac{1}{\varepsilon} (\tilde{n}^\varepsilon - n^H) \in L^\infty(D_m).
\]

Therefore,

\[ -\nabla \cdot (u_0(\tilde{A} \nabla_y \tilde{\mu})^\varepsilon) = -u_0 \nabla \cdot (\tilde{A} \nabla_y \tilde{\mu})^\varepsilon - \nabla u_0 \cdot (\tilde{A} \nabla_y \tilde{\mu})^\varepsilon = \frac{1}{\varepsilon} (\tilde{n}^\varepsilon - n^H) u_0 - \nabla u_0 \cdot (\tilde{A} \nabla_y \tilde{\mu})^\varepsilon.
\]

By Condition 1.8 and Lemma A.2, \( \tilde{A} \in C^0(\mathcal{P}) \) and \( \tilde{\mu} \in C^1(\mathcal{P}) \). Therefore, the function \( (\tilde{A} \nabla_y \tilde{\mu})^\varepsilon \) is piecewise continuous on a partition of \( D_m \) consisting of a finite number of open sets, so that its trace on \( \partial D_m \) is well-defined. In addition,

\[ \|(\tilde{A} \nabla_y \tilde{\mu})^\varepsilon\|_{L^\infty(D_m)} \leq \|\tilde{A}\|_{L^\infty(Y)} \|\nabla_y \tilde{\mu}\|_{L^\infty(Y)} \lesssim 1 \]

and similarly

\[ \|(\tilde{A} \nabla_y \tilde{\mu})^\varepsilon\|_{L^\infty(\partial D_m)} \lesssim 1. \]

By Green's first identity in \( D_m \),

\[ \int_{D_m} u_0(\tilde{A} \nabla_y \tilde{\mu})^\varepsilon \cdot \nabla v = \int_{\Gamma} u_0(\tilde{A} \nabla_y \tilde{\mu})^\varepsilon \cdot \nu v - \int_{D_m} \nabla \cdot (u_0(\tilde{A} \nabla_y \tilde{\mu})^\varepsilon) v - \int_{D_m} \nabla u_0 \cdot (\tilde{A} \nabla_y \tilde{\mu})^\varepsilon v,
\]

and thus

\[ \frac{1}{\varepsilon} \int_{D_m} (\tilde{n}^\varepsilon - n^H) u_0 v = \int_{\Gamma} u_0(\tilde{A} \nabla_y \tilde{\mu})^\varepsilon \cdot \nu v - \int_{D_m} \nabla u_0 \cdot (\tilde{A} \nabla_y \tilde{\mu})^\varepsilon v - \int_{D_m} u_0(\tilde{A} \nabla_y \tilde{\mu})^\varepsilon \cdot \nabla v.
\]

To estimate each term in the right-hand side, we use the Cauchy-Schwarz inequality on each \( L^2 \) inner-product, so that

\[ \|(\tilde{n}^\varepsilon - n^H)u_0, v\|_{D_m} \leq \varepsilon \left( \|\tilde{A} \nabla_y \tilde{\mu}\|_{L^\infty(D_m)} \|u_0\|_{L^2(D_m)} \|v\|_{H^1(D_m)} \right)
+ \varepsilon \left( \|\tilde{A} \nabla_y \tilde{\mu}\|_{L^\infty(D_m)} \|u_0\|_{H^1(D_m)} \|v\|_{L^2(D_m)} + \varepsilon \left( \|\tilde{A} \nabla_y \tilde{\mu}\|_{L^\infty(\Gamma)} \|u_0\|_{L^2(\Gamma)} \|v\|_{L^2(\Gamma)} \right)
\lesssim \varepsilon \left( \|u_0\|_{L^2(D_m)} \|v\|_{H^1(D_m)} + |u_0|_{H^1(D_m)} \|v\|_{L^2(D_m)} + \|u_0\|_{L^2(\Gamma)} \|v\|_{L^2(\Gamma)} \right).
\]
Multiplying by $k^2$ and then using (2.18), we have
\[
k^2|((\vec{n}^e - n^H)u_0, v)_{D_{in}}| \lesssim k\varepsilon \left( k\|u_0\|_{L^2(D_{in})}\|v\|_{H^1(D_{in})} + k\|u_0\|_{H^1(D_{in})}\|v\|_{L^2(D_{in})} + k\|u_0\|_{L^2(\Gamma)}\|v\|_{L^2(\Gamma)} \right),
\]
which is the result (4.18).

4.2.3. Boundary corrector. The following lemma is proved using Theorem B.6 from Appendix B. A similar result (without the explicit $k$-dependence) appears in [64, Lemma 2.2] and [11, Page 2536].

**Lemma 4.5 (Existence of vector potential).** There exists a vector potential $q : D_{in} \times Y \to \mathbb{C}^d$ such that
\[
\nabla_y \times q = (\vec{B} - A^H)\nabla u_0,
\]
and, if $kr_0 \gtrsim 1$,
\[
\|\nabla_x \times q\|_{L^2(D_{in})} \lesssim |u_0|_{H^2(D_{in})}
\]
and
\[
\|\nabla \times q^e \cdot \nu\|_{H^{-1/2}(\Gamma)} \lesssim (1 + (k\varepsilon)^{-1/2}) \left( k\|u_0\|_{H^1(D_{in})} + \|u_0\|_{H^2(D_{in})} \right).
\]

**Proof of Lemma 4.5 using Theorem B.6.** To apply Theorem B.6, we need to show that (i) $(\vec{B} - A^H) \in H^s(Y) \cap L^\infty(Y)$ for some $s > 0$, (ii) $(\vec{B} - A^H)$ does not depend on $y_d$, and (iii) $\nabla_y \cdot (\vec{B} - A^H)w = 0$ for all $w \in \mathbb{C}^d$ independent of $y$.

Regarding (i): this is shown under (4.7). Regarding (ii): $A^H$ is constant, and therefore independent of $y_d$. $\vec{A}$ is independent of $y_d$ by Condition 1.8, therefore so are the $\vec{x}_j$ by Lemma A.2, therefore so is $\hat{C}$ by (4.5), and therefore so is $\vec{B}$ by (4.6). Regarding (iii): by the definition of $\vec{B}$ (4.6), for $w \in \mathbb{C}^d$ independent of $y$,
\[
\nabla_y \cdot ((\vec{B} - A^H)w) = \nabla_y \cdot (\hat{B}w) = \nabla_y \cdot (\hat{A}w) - \nabla_y \cdot (\hat{A}\hat{C}w),
\]
which equals zero by (4.3) and the definition of $\hat{C}$ (4.5).

Let $b^e(\cdot, \cdot)$ denote the sesquilinear form $b(\cdot, \cdot)$ (1.6) with coefficients $A_e$ and $n_e$. Let $b_{out}(\cdot, \cdot)$ denote the sesquilinear form $b(\cdot, \cdot)$ with integration over $B_R$ replaced by integration over $D_{out}$ (and recall that, in $D_{out}$, $A_e = I$ and $n_e = 1$ by (1.15)).

We now define the boundary corrector $\theta_e$ as the unique element of $H^1(B_R)$ such that
\[
(b^e(\theta_e, v) = b_{out}(E(u_0^e), v) + \langle \nabla \times q^e \cdot \nu, v \rangle_1 \quad \text{for all } v \in H^1(B_R),
\]
where $E$ is the extension operator in Lemma 2.9. Since the right-hand side of (4.22) is an element of $(H^1(B_R))^\top$, the problem (4.22) is indeed well-posed; the rationale for choosing this particular right-hand side becomes clear in the proof of Lemma 4.7 below.

**Lemma 4.6 (Bound on the norm of the boundary corrector).** If $\theta_e \in H^1(B_R)$ is the boundary corrector defined by (4.22) and $kR_0 \gtrsim 1$, then
\[
\|\theta_e\|_{H^1(B_R)} \lesssim C_{layer}(kR, kR_0, \tilde{n}_{min})(\|u_0^e\|_{H^{1/2}(\Gamma)} + \|\nabla \times q^e \cdot \nu\|_{H^{-1/2}(\Gamma)}) \lesssim C_{layer}(kR, kR_0, \tilde{n}_{min})(1 + (k\varepsilon)^{-1/2}) (k\|u_0\|_{H^1(D_{in})} + \|u_0\|_{H^2(D_{in})}).
\]

**Proof.** Let $\psi \in (H^1(B_R))^\top$ be defined such that
\[
\langle \psi, v \rangle = b^e(\theta_e, v) \quad \text{for all } v \in H^1(B_R).
\]
By (1.16),
\[ \|\theta_\varepsilon\|_{H^1_k(B_R)} \leq C_{\text{layer}}(kR, kR_0, \hat{n}_{\text{min}}) \|\psi\|_{(H^2_k(B_R))^*}, \]
so that it remains to estimate the dual norm of \(\psi\). By the definition of \(\theta_\varepsilon\) (4.22), continuity of \(h_{\text{out}}\), and Lemma 2.9, for all \(v \in H^1(B_R)\),
\[ |\langle \psi, v \rangle| \leq |h_{\text{out}}(E(u_1^\varepsilon), v)| + |(\nabla \times \mathbf{q}^\varepsilon) \cdot \mathbf{v}_\Gamma|, \]
\[ \lesssim \|E(u_1^\varepsilon)\|_{H^1_k(D_{\text{out}})} \|v\|_{H^1_k(B_R)} + \|\nabla \times \mathbf{q}^\varepsilon\|_{H^{1/2}(\Gamma)} \|v\|_{H^{1/2}(\Gamma)}, \]
and the inequality (4.23) follows. The second inequality then follows from using the bounds (4.13) and (4.21).

4.3. Proof of Theorem 1.12. The proof relies on the following error estimate involving the boundary corrector \(\theta_\varepsilon\), whose proof is postponed until Section 4.4.

**Lemma 4.7** (Error estimate with a boundary corrector). Let \(u_{1,\varepsilon} \in H^1(B_R)\) be defined by
\[ u_{1,\varepsilon} := \begin{cases} u_1^\varepsilon & \text{in } D_{\text{in}}, \\ E(u_1^\varepsilon) & \text{in } D_{\text{out}}, \end{cases} \]
where the extension operator \(E\) is as in Lemma 2.10. Then,
\[ \|u_\varepsilon - (u_0 + \varepsilon(u_{1,\varepsilon} - \theta_\varepsilon))\|_{H^1_k(B_R)} \lesssim C_{\text{layer}}(kR, kR_0, \hat{n}_{\text{min}}) \varepsilon \left( \|u_0\|_{H^2(B_R)} + k \|u_0\|_{H^1_k(B_R)} \right). \]

Remark 4.8 (Difference between our first-order and boundary correctors and those in [11]). In [11], the first-order corrector is defined by \(u_1^\varepsilon\) in \(D_{\text{in}}\) and zero in \(D_{\text{out}}\), and is therefore not in \(H^1(B_R)\) because of the jump on \(\Gamma\). Analogously, the boundary corrector \(\theta_\varepsilon\) defined by [11, Equation 18] has a jump on \(\Gamma\) and is not in \(H^1(B_R)\). In contrast, both our first-order corrector \(u_{1,\varepsilon}\) (4.24) and our boundary corrector \(\theta_\varepsilon\) (4.22) are defined so that they are in \(H^1(B_R)\).

Proof of Theorem 1.12 using Lemma 4.7. By (in this order) the triangle inequality, the definition of \(u_{1,\varepsilon}\) (4.24), the triangle inequality again and the bound (2.19), the bounds (4.25) and (4.23), and the fact that \(C_{\text{layer}}(kR, kR_0, \hat{n}_{\text{min}}) \gtrsim 1\),
\[ k\|u_\varepsilon - (u_0 + \varepsilon(u_{1,\varepsilon} - \theta_\varepsilon))\|_{H^1_k(D_{\text{in}})} + k\|u_\varepsilon - u_0\|_{H^1_k(D_{\text{out}})} \]
\[ \leq k\|u_\varepsilon - (u_0 + \varepsilon(u_{1,\varepsilon} - \theta_\varepsilon))\|_{H^1_k(D_{\text{in}})} + k\|E(u_1^\varepsilon)\|_{H^1_k(B_R)} \]
\[ \lesssim k\|u_\varepsilon - (u_0 + \varepsilon(u_{1,\varepsilon} - \theta_\varepsilon))\|_{H^1_k(B_R)} + k\|\theta_\varepsilon\|_{H^1_k(B_R)} + k\|u_1^\varepsilon\|_{H^{1/2}(\Gamma)}, \]
\[ \lesssim C_{\text{layer}}(kR, kR_0, \hat{n}_{\text{min}}) \varepsilon \left( \|u_0\|_{H^2(B_R)} + k \|u_0\|_{H^1_k(B_R)} \right) \]
\[ + C_{\text{layer}}(kR, kR_0, \hat{n}_{\text{min}}) \varepsilon \left( \|u_1^\varepsilon\|_{H^{1/2}(\Gamma)} + \|\nabla \times \mathbf{q}^\varepsilon\|_{H^{-1/2}(\Gamma)} \right). \]
The bound (1.19) then follows from the bounds (4.21) and (4.13); the bound (1.20) then follows from the bound (4.8).

4.4. Proof of Lemma 4.7. Since
\[ \|\phi\|_{H^1_k(B_R)} = \sup_{\substack{\psi \in (H^1_k(B_R))' \\psi \neq 0}} \frac{|\langle \phi, \psi \rangle|}{\|\psi\|_{(H^1_k(B_R))}'} \]
(see, e.g., [45, Page 76 and Theorem 3.30]), if we can show that
\[ \|u_\varepsilon - (u_0 + \varepsilon(u_{1,\varepsilon} - \theta_\varepsilon), \psi)_{B_R} \| \lesssim \mathcal{M} \|\psi\|_{(H^1_k(B_R))}', \]
for all \(\psi \in L^2(B_R)\), with
\[ \mathcal{M} := C_{\text{layer}}(kR, kR_0, \hat{n}_{\text{min}}) \varepsilon \left( \|u_0\|_{H^2(B_R)} + k \|u_0\|_{H^1_k(B_R)} \right), \]
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then the bound (4.25) follows since \( L^2(B_R) \) is dense in \((H^1(B_R))'\). With \( \psi \) an arbitrary element of \( L^2(B_R) \), let \( W_\varepsilon \in H^1(B_R) \) be the solution of the adjoint problem

\[
(4.27) \quad b^\varepsilon(v, W_\varepsilon) = (v, \psi)_{B_R} \quad \text{for all } v \in H^1(B_R).
\]

We now claim that

\[
b^\varepsilon(W_\varepsilon, v) = (\overline{W_\varepsilon} , v)_{B_R} \quad \text{for all } v \in H^1(B_R);
\]

indeed, this follows from the fact that \( b^\varepsilon(\cdot , \cdot) \) is the sesquilinear form \( b(\cdot , \cdot) \) (1.6) with coefficients \( A_\varepsilon \) and \( n_\varepsilon \), and the fact that \( \langle \text{DtN}_k \phi, \psi \rangle_\Gamma = \langle \text{DtN}_k \psi, \phi \rangle_\Gamma \) (from Green’s second identity and the Sommerfeld radiation condition (1.1); see, e.g., [78, Lemma 6.13]). Then, by (1.16),

\[
(4.28) \quad \|W_\varepsilon\|_{H^1_0(B_R)} \leq C_{\text{layer}}(kR, kR_0, \bar{n}_{\min}) \|\psi\|_{(H^1_0(B_R))'}.
\]

The following lemmas involve different components of the inner product on the left-hand side of (4.26); we highlight that the first lemma is the point where the existence of the vector-potential (4.19) is used.

**Lemma 4.9** (The terms in the inner product (4.26) involving \( u_\varepsilon - u_0 \)).

\[
(4.29) \quad (u_\varepsilon - u_0, \psi)_{B_R} = -k^2 \left( (n^H - \hat{n}^\varepsilon)u_0, W_\varepsilon \right)_{D_m} - \left( (\hat{A}^C)^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m} + \varepsilon \left( (\nabla \times q)^\varepsilon, \nabla W_\varepsilon \right)_{D_m} + \varepsilon \left( (\nabla \times q^\varepsilon) \cdot \nu, W_\varepsilon \right)_{\Gamma}.
\]

**Proof.** By the definition of \( W_\varepsilon \) (4.27),

\[
(u_\varepsilon - u_0, \psi)_{B_R} = b^\varepsilon(u_\varepsilon, W_\varepsilon) - b^\varepsilon(u_0, W_\varepsilon).
\]

Since \( u_\varepsilon \) and \( u_0 \) are the solutions to the oscillatory and homogenized problems, respectively,

\[
b^\varepsilon(u_\varepsilon, v) = (f, v)_{B_R} = b^H(u_0, v) \quad \text{for all } v \in H^1(B_R),
\]

where \( b^H(\cdot , \cdot) \) denotes the sesquilinear form \( b(\cdot , \cdot) \) (1.6) with coefficients \( A^H \) and \( n^H \) in \( D_m \) and \( \hat{A} = 1 \) and \( n = 1 \) in \( D_0 \). Therefore, since \( b^H \) and \( b^\varepsilon \) are identical on \( D_0 \),

\[
(4.30) \quad (u_\varepsilon - u_0, \psi) = b^H(u_0, W_\varepsilon) - b^\varepsilon(u_0, W_\varepsilon) = \left( (\hat{A}^C)^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m} - k^2 \left( (n^H - \hat{n}^\varepsilon)u_0, W_\varepsilon \right)_{D_m}.
\]

Lemma 4.4 bounds the second term on the right-hand side; we therefore focus on the first term. Since \( \hat{B} := \hat{A}(I - \hat{C}), (\hat{A}^H - \hat{A}^\varepsilon) + (\hat{A}^C)^\varepsilon = A^H - \hat{B}^\varepsilon \), and thus

\[
\left( (\hat{A}^H - \hat{A}^\varepsilon)^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m} + \left( (\hat{A}^C)^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m} = \left( (\hat{A}^H - \hat{B}^\varepsilon)^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m} = \left( (\hat{A}^H - \hat{B})^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m}.
\]

By the definition of \( q \) (4.19), \( (\hat{A}^H - \hat{B})^\varepsilon \nabla u_0, \nabla W_\varepsilon \) \( = -\langle \nabla \times q \rangle \), and thus

\[
\left( (\hat{A}^H - \hat{A}^\varepsilon)^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m} = -\left( (\hat{A}^C)^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m} - \left( (\nabla \times q)^\varepsilon, \nabla W_\varepsilon \right)_{D_m};
\]

combining this with (4.30) yields

\[
(4.31) \quad (u_\varepsilon - u_0, \psi)_{B_R} = -k^2 \left( (n^H - \hat{n}^\varepsilon)u_0, W_\varepsilon \right)_{D_m} - \left( (\hat{A}^C)^\varepsilon \nabla u_0, \nabla W_\varepsilon \right)_{D_m} - \left( (\nabla \times q)^\varepsilon, \nabla W_\varepsilon \right)_{D_m}.
\]

We now focus on the term involving \( (\nabla \times q)^\varepsilon \). By (4.1),

\[
\langle \nabla \times q \rangle = \varepsilon \left( \nabla \times q^\varepsilon, \nabla \times q^\varepsilon \right)
\]

and thus, by the divergence theorem,

\[
\left( (\nabla \times q)^\varepsilon, \nabla W_\varepsilon \right)_{D_m} = \varepsilon \left( \nabla \times q^\varepsilon, \nabla W_\varepsilon \right)_{D_m} - \varepsilon \left( (\nabla \times q)^\varepsilon, \nabla W_\varepsilon \right)_{D_m} = \varepsilon \left( (\nabla \times q^\varepsilon) \cdot \nu, W_\varepsilon \right)_{\Gamma} - \varepsilon \left( (\nabla \times q)^\varepsilon, \nabla W_\varepsilon \right)_{D_m},
\]

where we have crucially used that \( \nabla \cdot \nabla \times q^\varepsilon = 0 \); the result (4.29) then follows by combining this last equality with (4.31). \( \blacksquare \)
Lemma 4.10 (The term in the inner product (4.26) involving $\varepsilon_1, \varepsilon$).

\[-(\varepsilon_1, \varepsilon)_{\mathbf{B}_R} = -\frac{\varepsilon}{\mathbf{b}_{\text{out}}(E(u_1^\varepsilon), W_\varepsilon) + (\hat{A}\hat{C})^\varepsilon\nabla u_0, \nabla W_\varepsilon}_{D_m}
\]

\[+ k^2\varepsilon(\hat{n}_\varepsilon u_1^\varepsilon, W_\varepsilon D_m) - \varepsilon((\hat{A}\nabla_x u_1^\varepsilon)^\varepsilon, \nabla W_\varepsilon)_{D_m}.\]

(4.32)

**Proof.** By the definitions of $W_\varepsilon$ (4.27) and $u_{1, \varepsilon}$ (4.24),

\[-(\varepsilon_1, \varepsilon)_{\mathbf{B}_R} = -\frac{\varepsilon}{\mathbf{b}_{\text{out}}(E(u_1^\varepsilon), W_\varepsilon) - \varepsilon b_{\text{in}}(u_1^\varepsilon, W_\varepsilon),}
\]

where $b_{\text{in}}(\cdot, \cdot) := b^\varepsilon(\cdot, \cdot) - b_{\text{out}}(\cdot, \cdot)$. By this definition,

\[-\varepsilon b_{\text{in}}(u_1^\varepsilon, W_\varepsilon) = -\varepsilon (\hat{A}\nabla u_1^\varepsilon, \nabla W_\varepsilon)_{D_m} + \varepsilon k^2(\hat{n}_\varepsilon u_1^\varepsilon, W_\varepsilon)_{D_m},
\]

and so to prove the result (4.32), we only need to prove that

\[-\varepsilon (\hat{A}\nabla u_1^\varepsilon, \nabla W_\varepsilon)_{D_m} = ((\hat{A}\hat{C})^\varepsilon\nabla u_0, \nabla W_\varepsilon)_{D_m} - \varepsilon((\hat{A}\nabla_x u_1^\varepsilon)^\varepsilon, \nabla W_\varepsilon)_{D_m}.
\]

(4.33)

By (4.1) and (4.10),

\[\nabla(u_1^\varepsilon) = (\nabla_x u_1^\varepsilon) + \frac{1}{\varepsilon}(\nabla_y u_1^\varepsilon) = (\nabla_x u_1^\varepsilon) - \frac{1}{\varepsilon}\hat{C}\nabla u_0;
\]

therefore,

\[\frac{\hat{A}}{\varepsilon}\nabla(u_1^\varepsilon) = (\hat{A}\nabla_x u_1^\varepsilon) - \frac{1}{\varepsilon}(\hat{A}\hat{C})^\varepsilon\nabla u_0,
\]

and (4.33) (and hence (4.32)) follows.

**Proof of Lemma 4.7.** By the discussion at the start of the subsection, it is sufficient to prove (4.26). By the definitions of $W_\varepsilon$ (4.27) and $\theta_\varepsilon$ (4.22)

\[\varepsilon(\theta_\varepsilon, \psi) = \varepsilon b^\varepsilon(\theta_\varepsilon, W_\varepsilon) = \varepsilon b_{\text{out}}(E(u_1^\varepsilon), W_\varepsilon) + \varepsilon(\nabla \times q^\varepsilon) \cdot \nu, W_\varepsilon)_{\Gamma}.
\]

(4.34)

We now rewrite $(u_\varepsilon - (u_0 + \varepsilon(u_{1, \varepsilon} - \theta_\varepsilon)), \psi)_{\mathbf{B}_R}$ using (4.29), (4.32), and (4.34), to obtain that

$(u_\varepsilon - (u_0 + \varepsilon(u_{1, \varepsilon} - \theta_\varepsilon)), \psi)_{\mathbf{B}_R}$

\[= -k^2((h^\varepsilon - \hat{n}_\varepsilon)u_0 + \nabla W_\varepsilon)_{D_m} - ((\hat{A}\hat{C})^\varepsilon\nabla u_0, \nabla W_\varepsilon)_{D_m} + \varepsilon((\nabla_x \times q^\varepsilon) \cdot \nu, W_\varepsilon)_{\Gamma}
\]

\[-\varepsilon((\nabla \times q^\varepsilon) \cdot \nu, W_\varepsilon)_{\Gamma} - \varepsilon b_{\text{out}}(E(u_1^\varepsilon), W_\varepsilon) + (\hat{A}\hat{C})^\varepsilon\nabla u_0, \nabla W_\varepsilon)_{D_m} + k^2(\hat{n}_\varepsilon u_1^\varepsilon, W_\varepsilon)_{D_m}
\]

\[-\varepsilon((\hat{A}\nabla_x u_1^\varepsilon)^\varepsilon, \nabla W_\varepsilon)_{D_m} + \varepsilon b_{\text{out}}(E(u_1^\varepsilon), W_\varepsilon) + \varepsilon((\nabla \times q^\varepsilon) \cdot \nu, W_\varepsilon)_{\Gamma}
\]

\[= k^2((h^\varepsilon - \hat{n}_\varepsilon)u_0, W_\varepsilon)_{D_m} + \varepsilon((\nabla \times q^\varepsilon) \cdot \nu, W_\varepsilon)_{D_m} - k^2(\hat{n}_\varepsilon u_1^\varepsilon, W_\varepsilon)_{D_m} + \varepsilon((\hat{A}\nabla_x u_1^\varepsilon)^\varepsilon, \nabla W_\varepsilon)_{D_m}.
\]

In particular, we see that the terms $\varepsilon((\nabla \times q^\varepsilon) \cdot \nu, W_\varepsilon)_{\Gamma}$ and $\varepsilon b_{\text{out}}(E(u_1^\varepsilon), W_\varepsilon)$, present in the right-hand sides of (4.29) and (4.32), respectively, have been removed thanks to the definition of the boundary corrector $\theta_\varepsilon$ (4.22) and its consequence (4.34).

We now bound each of the four terms on the right-hand side. By (4.18),

\[k^2|((h^\varepsilon - \hat{n}_\varepsilon)u_0, W_\varepsilon)_{D_m}| \lesssim k\varepsilon \|u_0\|_{\mathbf{H}_2^2(B_\varepsilon)} \|W_\varepsilon\|_{\mathbf{H}_2^2(D_m)}.
\]

and by (4.20),

\[\varepsilon|((\nabla \times q^\varepsilon) \cdot \nu, W_\varepsilon)_{D_m}| \lesssim \varepsilon \|u_0\|_{\mathbf{H}_2^2(B_\varepsilon)} \|W_\varepsilon\|_{\mathbf{H}_2^2(D_m)}.
\]

Using the fact that $\|\hat{n}_\varepsilon\|_{L^{\infty}(\Gamma)} \lesssim 1$ (by Definition 1.7), the Cauchy–Schwarz inequality, and the bound (4.11), we have

\[k^2\varepsilon|\hat{n}_\varepsilon u_1^\varepsilon, W_\varepsilon)_{D_m}| \lesssim \varepsilon(k\|u_1^\varepsilon\|_{L^2(D_m)})(k\|W_\varepsilon\|_{L^2(D_m)}) \lesssim \varepsilon(\|u_0\|_{\mathbf{H}_2^2(B_\varepsilon)} + k\|u_0\|_{\mathbf{H}_2^2(B_\varepsilon)}) \|W_\varepsilon\|_{\mathbf{H}_2^2(D_m)}.
\]
Similarly, using that \( \|\hat{A}\|_{L^\infty(Y)} \lesssim 1 \) (again by Definition 1.7), and the bound (4.11), we have
\[
\varepsilon \| (\hat{A} \nabla u_1)^\varepsilon , \nabla W_e \|_{D_m} \lesssim \varepsilon \| \hat{A} \|_{L^\infty(D_m)} \| (\nabla u_1)^\varepsilon \|_{L^2(D_m)} \| W_e \|_{H^1(D_m)}.
\]
Combining these bounds, we have
\[
\|(u_\varepsilon - (u_0 + \varepsilon (u_{1,\varepsilon} - \theta_\varepsilon)), \psi)\|_{B_R} \lesssim \varepsilon \| u_0 \|_{H^2(B_R)} + k \| u_0 \|_{H^1(B_R)} \| W_e \|_{1,k,D_m},
\]
and then using (4.28) we obtain (4.26).

4.5. Proof of Corollary 1.13. By Lemma 2.7, it is sufficient to prove that, if \( F(v) = \int_{B_R} f \, \pi, \) then
\[
\| u_\varepsilon \|_{H^1(B_R)} \lesssim \frac{C_{\text{sol},H}}{k} \left[ 1 + C_{\text{layer}}(kR, kR_0, n_{\text{min}}) \left( (k\varepsilon)^{1/2} + k\varepsilon \right) \right] \| f \|_{L^2(B_R)}.
\]
By the triangle inequality, Theorem 1.12, and the definition of \( C_{\text{sol},H} \) (1.10),
\[
\| u_\varepsilon \|_{H^1(B_R)} \leq \| u_\varepsilon - u_0 \|_{H^1(B_R)} + \| u_0 \|_{H^1(B_R)},
\]
(4.36)
\[
\leq \frac{C_{\text{sol},H}}{k} C_4 C_{\text{layer}}(kR, kR_0, n_{\text{min}}) \left( (k\varepsilon)^{1/2} + k\varepsilon \right) \| f \|_{L^2(B_R)} + \varepsilon \| u_\varepsilon \|_{H^1(D_m)} + \frac{C_{\text{sol},H}}{k} \| f \|_{L^2(B_R)},
\]
The bound on \( u_\varepsilon \) (4.12) and the bound (4.8) imply that
\[
\varepsilon \| u_\varepsilon \|_{H^1(D_m)} \lesssim \varepsilon (1 + (k\varepsilon)^{-1}) \left( \| u_0 \|_{H^2(D_m)} + k \| u_0 \|_{H^1(D_m)} \right) \lesssim \frac{C_{\text{sol},H}}{k} (1 + k\varepsilon) \| f \|_{L^2(B_R)};
\]
the bound (4.35) then follows by combining (4.36) and (4.37).

Appendix A. Regularity of periodic cell problems.

The goal of this section is to show that the functions \( \tilde{x}_j \) and \( \tilde{\mu} \) appearing in the homogenization section have the required regularity, namely that \( \tilde{x}_j \in H^{1+s}(Y) \cap C^1(\mathcal{D}) \), for some \( s > 0 \), and that \( \tilde{\mu} \in C^1(\mathcal{D}) \). Recall that \( H^1_1(Y) \) is the subspace of \( H^1_\text{per}(Y) \) consisting of functions with zero mean.

Lemma A.1. Given \( f \in (H^1(Y))' \) with \( \langle f, 1 \rangle = 0 \), there exists a unique element \( u \in H^1_2(Y) \) such that, in a distributional sense,
\[
\nabla \cdot (\hat{A} \nabla u) = f \text{ in } Y.
\]
Furthermore, if \( \hat{A}(y) \) does not depend on \( y_\ell \) for some \( \ell \in \{1, \ldots, d\} \) and
\[
\langle f, v \rangle = \int_Y f_0 v + \sum_{j=1}^d \int_Y f_j \frac{\partial v}{\partial y_j} \text{ for all } v \in H^1(Y)
\]
where \( f_0, f_j \in L^2(Y) \) are functions that are independent of \( y_\ell \), then \( u \) does not depend on \( y_\ell \).

Proof. Given \( f \in (H^1(Y))' \), by the Poincaré-Wirtinger inequality and the Lax-Milgram lemma applied in the space \( H^1_2(Y) \), there exists a unique \( u \in H^1_2(Y) \) such that
\[
\langle \hat{A} \nabla u, \nabla v \rangle_Y = \langle f, v \rangle \text{ for all } v \in H^1_2(Y).
\]
Now let \( \phi \in C^\infty_0(Y) \), with \( \phi_0 \in C \) the mean value of \( \phi \). Then \( \tilde{\phi} = \phi - \phi_0 \in H^1_2(Y) \), so that, by (A.3) and the fact that \( \langle f, \phi_0 \rangle = 0 \),
\[
\langle \hat{A} \nabla u, \nabla \phi \rangle_Y = \langle \hat{A} \nabla u, \nabla \tilde{\phi} \rangle_Y = \langle f, \tilde{\phi} \rangle = \langle f, \phi \rangle;
\]
the result (A.1) follows. Since functions in $H^1_\nu(Y)$ can be periodically extended, the translation operation $\tau_{h,\ell}: v(y) \to v(y + h\ell)$ is well-defined. Then, with the summation convention,

$$(\tilde{A}\nabla (\tau_{h,\ell} u), \nabla v)_Y = (\tilde{A}\nabla u, \nabla (\tau_{-h,\ell} v))_Y = (f_0, \tau_{-h,\ell} v)_Y + (f_j, \partial_j (\tau_{-h,\ell} v))_Y = (\tau_{h,\ell} f_0, v)_Y + (\tau_{h,\ell} f_j, \partial_j v)_Y = (f_0, v)_Y + (f_j, \partial_j v)_Y,$$

so that $u = \tau_{h,\ell} u$ for all $h \in \mathbb{R}$; therefore $u$ does not depend on $y_\ell$.

**Lemma A.2.** If Condition 1.8 holds, then $\tilde{\chi}_j$, $j = 1, 2, 3$, defined by (4.3) exists, is unique, and satisfies $\tilde{\chi}_j \in H^{1+s}(Y) \cap C^4(\mathcal{P})$, for some $s > 0$, and $\tilde{\mu}$ defined by (4.17) exists, is unique, and satisfies $\tilde{\mu} \in C^1(\mathcal{P})$. Furthermore, if $\tilde{A}$ and $\tilde{n}$ do not depend on $y_\ell$, then neither do $\tilde{\chi}_j$ and $\tilde{\mu}$.

**Proof.** We first claim that both $\tilde{\chi}_j$ and $\mu$ satisfy equations of the form (A.1), (A.2) with $\langle f, 1 \rangle = 0$. For $\mu$ this is immediate from (4.17) and the fact that, by the definition of $\eta^H$ (4.2), $(\eta^H - \tilde{n}, 1)_Y = 0$. For $\tilde{\chi}_j$, observe that, by its definition (4.3), for all $v \in H^1(Y)$,

$$-\left\langle \frac{\partial (\tilde{A})_{jt}}{\partial y_\ell}, v \right\rangle = \left( (\tilde{A})_{jt}, \frac{\partial v}{\partial y_\ell} \right)_Y, \quad \text{so that} \quad -\left\langle \frac{\partial (\tilde{A})_{jt}}{\partial y_\ell}, 1 \right\rangle = 0.$$

Therefore, by Lemma A.1, both $\tilde{\chi}_j$ defined by (4.3) and $\mu$ defined by (4.17) exist and are unique.

The lemma also implies that if $\tilde{A}$ and $\tilde{n}$ do not depend on $y_\ell$, then neither do $\tilde{\chi}_j$ and $\tilde{\mu}$.

We now give the details of the proof of the regularity for $\tilde{\chi}_j$; the proof of the regularity of $\tilde{\mu}$ is very similar. Our goal is to use

1. that, for functions depending on $r$ variables, then, if $t > 0$, there exists $C > 0$ such that

$$(A.4) \quad \|v\|_{C^{0,t}(Y)} \lesssim \|v\|_{H^{r/2+s}(Y)}$$

i.e., Sobolev embedding (see, e.g., [45, Theorem 3.26]), and

2. an elliptic regularity shift.

Regarding 2.: such a shift is well-known, at least in the non-periodic case. To go from the periodic case to the non-periodic case, we extend the functions $u, f_0$ and $f_j$ in (A.1) and (A.2) by periodicity and multiply by a cutoff function, and obtain a problem posed in a bounded domain in $\Omega \subset \mathbb{R}^d$ with $Y \subset \subset \Omega$. We can then just use the standard interior regularity shift result; see, e.g., [45, Theorem 4.20].

We need to check that both the coefficient $\tilde{A}$ of the PDE (4.3) and the right-hand side $-\partial (\tilde{A})_{jt}/\partial y_\ell$ have sufficient regularity under either (a) or (b) in Condition 1.8.

If (a) holds, then both $\tilde{A}$ and $\tilde{\chi}_j$ only depend on $y_1$, so that (4.3) becomes

$$-\frac{d}{d y_1} \left( (\tilde{A})_{11} \frac{d \tilde{\chi}}{d y_1} \right) = -\frac{d (\tilde{A})_{11}}{d y_1}.$$

Therefore, if $\tilde{A}$ is piecewise $C^{0,1}$, then $d(\tilde{A})_{11}/dy_1$ is piecewise $L^2$, and $\tilde{\chi}_j$ is piecewise $H^2$ by elliptic regularity (see, e.g., [45, Theorem 4.20]). By (A.4), $\tilde{\chi}_j$ is $C^0$ and piecewise $C^1$. By the definition of the Slobodeckii seminorm, if $0 \leq s < 1/2$, then a function that is locally $H^s$ is in $H^s(Y)$.

Finally, for (b), by integrating by parts piecewise the right-hand side of the variational problem defining $\tilde{\chi}_j$, we find that, for all $v \in H^1_\nu(Y)$,

$$(\tilde{A}\nabla \tilde{\chi}_j, \nabla v)_Y = \sum_{\omega \in \mathcal{P}} \left( (\tilde{A})_{jt}, \frac{\partial v}{\partial y_\ell} \right)_{\omega} = \sum_{\omega \in \mathcal{P}} \left\{ \left( (\tilde{A})_{jt} \nu_{\omega,\ell}, v \right)_{\omega} - \left( \partial (\tilde{A})_{jt} / \partial y_\ell, v \right)_{\omega} \right\}$$

$$= \sum_{\Gamma \in \partial \mathcal{P}} \left[ (\tilde{A})_{jt} \nu_{\Gamma,\ell}, v \right]_{\Gamma} - \sum_{\omega \in \mathcal{P}} \left( \partial (\tilde{A})_{jt} / \partial y_\ell, v \right)_{\omega}$$

where $\partial \mathcal{P}$ denotes the set of interfaces of the partition, and $[\cdot]$ denotes the jump of a function across an interface $\Gamma$. By elliptic regularity (see, e.g., [45, Theorem 4.20]), since each $\Gamma$ is $C^{2,1}$, the
periodic extension of $\hat{A}$ is piecewise \( C^{1,1} \) and hence piecewise \( H^{2} \), we have
\[
\|\hat{\chi}_{j}\|_{H^{2}(\mathcal{P})} \lesssim \left\| \frac{\partial(\hat{A})_{j}}{\partial y} \right\|_{H^{1}(\mathcal{P})} + \sum_{\gamma \in \partial \mathcal{P}} \|[(\hat{A})_{\gamma}]_{\nu} \cdot \nu_{\gamma} \|_{H^{3/2}(Y)} \lesssim \|\hat{A}\|_{H^{2}(\mathcal{P})},
\]
by continuity of the trace map \( H^{2}(D) \rightarrow H^{3/2}(D) \) for a \( C^{1,1} \) domain \( D \) (see, e.g., [45, Theorem 3.37]). By (A.4) with \( r = 2 \), \( \nabla \hat{\chi}_{j} \in C^{0,1}(\mathcal{P}) \) for all \( 0 < t < 1 \), and thus for all \( 0 < t < 1 \), and thus for all \( 0 < t < 1/2 \), Finally, exactly as in (a), since \( \nabla \hat{\chi}_{j} \) is locally \( H^{s} \) for \( s \leq 2 \), it is in \( H^{s}(Y) \) for \( s < 1/2 \); thus \( \chi_{j} \in H^{1+\gamma}(Y) \) for \( s < 1/2 \).}

**Appendix B. Periodic vector potentials.**

The goal of this appendix is to prove Theorem B.6 below, from which Lemma 4.5 follows.

**B.1. Periodic Sobolev spaces.** In this section \( C^{\infty}(\mathbb{R}^{d}) \) is the space of smooth complex vector-valued functions; i.e., \( C^{\infty}(\mathbb{R}^{d}) := C^{\infty}(\mathbb{R}^{d}; \mathbb{C}^{d}) \), \( Y = (0, 1)^{d} \) is the \( d \)-dimensional unit cube. The space \( C^{\infty}_{\text{per}}(Y) \) consists of those functions in \( C^{\infty}(\mathbb{R}^{d}) \) that are \( Y \)-periodic, i.e. \( \phi \in C^{\infty}(\mathbb{R}^{d}) \) and \( \phi(y + e_{j}) = \phi(y) \) for all \( y \in \mathbb{R}^{d} \), where, for \( 1 \leq j \leq d \), \( e_{j} \) denotes the \( j \)-th vector in the canonical basis of \( \mathbb{R}^{d} \). For \( \phi \in C^{\infty}_{\text{per}}(Y) \),
\[
\|\phi\|_{H_{\text{per}}(div, Y)} := \|\phi\|_{L^{2}(Y)} + \|\nabla \phi\|_{L^{2}(Y)},
\]
and \( H_{\text{per}}(div, Y) \) is the closure of \( C^{\infty}_{\text{per}}(Y) \) in \( L^{2}(Y) \) with respect to the \( \| \cdot \|_{H^{1}(Y)} \) norms, respectively.

The spaces \( C^{\infty}_{\text{per}}(Y) \), \( H_{\text{per}}(div, Y) \), \( H_{\text{per}}(curl, Y) \) and \( H_{\text{per}}^{1}(Y) \) are the subspaces of \( C^{\infty}_{\text{per}}(Y) \), \( H_{\text{per}}(div, Y) \), \( H_{\text{per}}(curl, Y) \) and \( H_{\text{per}}^{1}(Y) \), respectively, consisting of functions with zero mean. Since the map \( L^{2}(Y) \rightarrow C^{\infty}_{\text{per}}(Y) \), is bounded, \( C^{\infty}_{\text{per}}(Y) \) is dense in \( H_{\text{per}}(div, Y) \), \( H_{\text{per}}(curl, Y) \), and \( H_{\text{per}}^{1}(Y) \).

**B.2. Fourier series.** For \( \alpha \in \mathbb{Z}^{d} \), let
\[
|\alpha|^{2} := \sum_{j=1}^{d} \alpha_{j}^{2} \quad \text{and} \quad e^{\alpha}(y) := e^{2\pi i \alpha \cdot y} \quad \text{for all } y \in \mathbb{R}^{d}.
\]
For \( \phi \in L^{2}_{\text{per}}(Y) \), we define \( \phi^{\alpha} \in \mathbb{Z}^{d} \) by
\[
(\phi^{\alpha})_{j} := (\phi_{j}, e^{\alpha})_{L^{2}(Y)} \quad \text{for all } \alpha \in \mathbb{Z}^{d}.
\]
Then, by the \( L^{2} \) theory of Fourier series (see, e.g., [74, §4.26, Page 91] for the results in one dimension, and, e.g., [29, Prop. 3.1.15 and 3.1.16, Page 170] for the results in arbitrary dimensions) \( \sum_{\alpha \in \mathbb{Z}^{d}} |\phi^{\alpha}|^{2} < \infty \) and
\[
\phi = \sum_{\alpha \in \mathbb{Z}^{d}} \phi^{\alpha} e^{\alpha},
\]
where the sum converges in \( L^{2}(Y) \). Conversely, if \( \{\psi^{\alpha}\}_{\alpha \in \mathbb{Z}^{d}} \) is a set of coefficients satisfying \( \sum_{\alpha} |\psi^{\alpha}|^{2} < \infty \) then there exists a unique \( \psi \in L^{2}(Y) \) such that \( \psi^{\alpha} = \psi^{\alpha} \) and
\[
\psi := \sum_{\alpha \in \mathbb{Z}^{d}} \psi^{\alpha} e^{\alpha},
\]
where the sum converges in \( L^{2}(Y) \). If \( \phi \in H_{\text{per}}(div, Y) \) then, by the divergence theorem (see, e.g., [53, Part 2 of Theorem 3.24])
\[
(B.1) \quad (\nabla_{Y} \cdot \phi)^{\alpha} = 2\pi i \alpha \cdot \phi^{\alpha} \quad \text{so that} \quad \nabla_{Y} \cdot \phi = 2\pi i \sum_{\alpha \in \mathbb{Z}^{d}} (\alpha \cdot \phi^{\alpha}) e^{\alpha}.
\]
Similarly if \( \phi \in H_{\text{per}}(\text{curl}, Y) \) then integration by parts (see, e.g., [53, Theorem 3.29]) gives
\[
(B.2) \quad (\nabla_Y \times \phi)^\alpha = 2\pi i \alpha \times \phi^\alpha \quad \text{so that} \quad \nabla_Y \times \phi = 2\pi i \sum_{\alpha \in \mathbb{Z}^d} (\alpha \times \phi^\alpha)e^\alpha.
\]

**B.3. Sobolev norms defined by Fourier coefficients.** For \( s \in \mathbb{R}_+ \), we define the Sobolev semi-norms on vector- and scalar-valued functions by
\[
(B.3) \quad |\phi|_{H^s(Y)}^2 := (2\pi)^s \sum_{\alpha \in \mathbb{Z}^d} |\alpha|^{2s} |\phi^\alpha|^2 \quad \text{and} \quad |\phi|_{H^s(Y)}^2 := (2\pi)^s \sum_{\alpha \in \mathbb{Z}^d} |\alpha|^{2s} |\phi^\alpha|^2;
\]
where \( | \cdot |_2 \) denotes the Euclidean norm on \( \mathbb{C}^d \) (and the modulus on \( \mathbb{C} \)); observe that then
\[
(B.4) \quad |\phi|_{H^s(Y)}^2 = \sum_{j=1}^d |\phi_j|_{H^s(Y)}^2
\]
Let
\[
(B.5) \quad \|\phi\|_{H^{m,s}(Y)}^2 := \sum_{s=0}^m |\phi|_{H^{s,Y}}^2, \quad \text{and} \quad \|\phi\|_{H^{1,s}(Y)}^2 := \sum_{s=0}^{|t|} |\phi|_{H^{s,Y}}^2 + |\phi|_{H^t(Y)}^2,
\]
for \( m \in \mathbb{Z}_+ \) and \( t \in \mathbb{R}_+ \mathbb{Z}_+ \), and similarly for scalar-valued functions. We use below the particula r consequence of (B.4) and (B.5) that
\[
(B.6) \quad \|\phi\|_{H^{1+s,Y}}^2 = \sum_{j=1}^d \|\phi_j\|_{H^{1,s,Y}}^2.
\]

**Lemma B.1.** Let \( 0 \leq s \leq 1 \). If \( \phi \in H_{\text{per}}(\text{div}, Y) \) with \( \nabla_Y \cdot \phi = 0 \) and \( \nabla_Y \times \phi \in H^s(Y) \), then \( \phi \in H^{1+s}(Y) \) with
\[
(B.7) \quad |\phi|_{H^{1+s,Y}} \leq \|\nabla_Y \times \phi\|_{H^s(Y)}.
\]
An immediate consequence of Lemma B.1 is that
\[
(B.8) \quad \text{if } \phi \in H_{\text{per}}(\text{div}, Y) \cap H_{\text{per}}(\text{curl}, Y) \text{ then } \phi \in H_{\text{per}}^1(Y).
\]

**Proof of Lemma B.1.** The identity
\[
|\alpha|^2 v = (\alpha \cdot v)\alpha + (\alpha \times v) \times \alpha,
\]
holds for all \( \alpha \in \mathbb{Z}^d \) and \( v \in \mathbb{C}^d \). Using this with \( v = \phi^\alpha \), along with (B.1) and (B.2), we have
\[
2\pi |\alpha|^2 \phi^\alpha = 2\pi i (\alpha \cdot \phi^\alpha)\alpha + 2\pi i (\alpha \times \phi^\alpha) \times \alpha = (\nabla_Y \cdot \phi)^\alpha \alpha + (\nabla_Y \times \phi)^\alpha \times \alpha = (\nabla_Y \times \phi)^\alpha \times \alpha,
\]
since \( \nabla_Y \cdot \phi = 0 \) by assumption. Therefore
\[
2\pi |\alpha||\phi^\alpha| = \frac{|(\nabla_Y \times \phi)^\alpha \times \alpha|}{|\alpha|} \leq |(\nabla_Y \times \phi)^\alpha|.
\]
Recalling the definition (B.3), we have
\[
|\phi|_{H^{1+s,Y}}^2 = (2\pi)^{2(1+s)} \sum_{\alpha \in \mathbb{Z}^d} |\alpha|^{2(1+s)} |\phi^\alpha|^2 = (2\pi)^{2s} \sum_{\alpha \in \mathbb{Z}^d} |\alpha|^{2s} (2\pi |\alpha||\phi^\alpha|)^2 \leq (2\pi)^{2s} \sum_{\alpha \in \mathbb{Z}^d} |\alpha|^{2s} |(\nabla_Y \times \phi)^\alpha|^2 = |(\nabla_Y \times \phi)|_{H^s(Y)}^2. \]
B.4. Univariate vector potentials.

**Lemma B.2.** For all $\phi \in H_1^*(\text{div}, Y)$ with $\nabla_y \cdot \phi = 0$, there exists a unique $q \in H_1^1(Y)$ such that

\[(B.9) \quad \nabla_y \times q = \phi \quad \text{and} \quad \nabla_y \cdot q = 0.\]

In addition,

\[(B.10) \quad \|q\|_{H^1(Y)} \leq (1 + \pi^{-1}) \|\phi\|_{L^2(Y)}.\]

The analogue of Lemma B.2 in bounded domains appears in, e.g., [28, Theorem 3.4].

**Proof of Lemma B.2.** Under the assumption that the solution $q \in H_1^1(Y)$ exists and is unique, the inequality (B.7) with $s = 0$ shows that

\[|q|_{H^1(Y)} \leq \|\nabla_y \times q\|_{L^2(Y)} = \|\phi\|_{L^2(Y)}.\]

Since the mean value of $q$ vanishes and $Y$ is convex, the Poincaré inequality

\[\|q\|_{L^2(Y)} \leq \pi^{-1}|q|_{H^1(Y)},\]

holds, and (B.10) immediately follows. We now show that if the solution to (B.10) exists, it is necessarily unique. It is sufficient to prove that if $\phi = 0$, then $q = 0$. If $\phi = 0$ then $\nabla_y \times q = 0$, and $|q|_{H^1(Y)} = 0$ by (B.7); therefore $q$ is constant. But since $q \in H_1^1(Y)$, its mean value vanishes, showing that $q = 0$. It remains to prove existence; given $\phi \in H_1^*(\text{div}, Y)$, define the vector $q^\alpha$ by

\[(B.11) \quad q^0 := 0, \quad q^\alpha := -\frac{1}{2\pi i} \frac{\alpha \times \phi^\alpha}{|\alpha|^2}, \quad \alpha \in \mathbb{Z}^d \setminus \{0\}.\]

Since $\sum_{\alpha \in \mathbb{Z}^d} |q^\alpha|^2 \leq (2\pi)^{-1} \sum_{\alpha} |\phi^\alpha|^2 < \infty$, the results recapped in §B.2 imply that

\[q := \sum_{\alpha \in \mathbb{Z}^d} q^\alpha e^{\alpha} \in L^2(Y).\]

Since $(q, 1)_Y = q^0 = 0$, $q \in L_2^1(Y)$. It remains to show that $q$ satisfies (B.9), since then the fact that $q \in H_1^1(Y)$ will then follow from $\phi \in L^2(Y)$ and the relation (B.8).

First, since $\alpha \cdot (\alpha \times v) = 0$ for all $v \in \mathbb{C}^d$, $\alpha \cdot q^\alpha = 0$ for all $\alpha \in \mathbb{Z}^d$; therefore (B.1) implies that $\nabla_y \cdot q = 0$. Next, the fact that $\nabla_y \cdot \phi = 0$ implies by (B.1) that $\alpha \cdot \phi^\alpha = 0$ for all $\alpha \in \mathbb{Z}^d \setminus \{0\}$. Therefore,

\[|\alpha|^2 \phi^\alpha = (\alpha \cdot \phi^\alpha) \alpha + (\alpha \times \phi^\alpha) \times \alpha = (\alpha \times \phi^\alpha) \times \alpha = 2\pi i|\alpha|^2(\alpha \times q^\alpha),\]

and therefore

\[(B.12) \quad 2\pi i(\alpha \times q^\alpha) = \phi^\alpha\]

for all $\alpha \in \mathbb{Z}^d \setminus \{0\}$. For $\alpha = 0$,

\[(B.13) \quad 2\pi i(\alpha \times q^\alpha) = 0 = \phi^\alpha,\]

since $\phi \in H_1^*(\text{div}, Y)$. Combining (B.12), (B.13), and (B.2), we find that $\nabla_y \times q = \phi$, which concludes the proof.

The next lemma involves the $L_\infty^\prime(Y)$ and $L^\infty(Y)$ norms defined by

\[(B.14) \quad \|q\|_{L_\infty^\prime(Y)} := \text{ess sup}_{y \in Y} |q(y)|_2 \quad \text{and} \quad \|q\|_{L^\infty(Y)} := \text{ess sup}_{y \in Y} |q(y)|.\]

**Theorem B.3.** Let $\phi \in H_1^*(\text{div}, Y)$ with $\nabla_y \cdot \phi = 0$, and assume that $\phi$ does not depend on the $y_d$ variable.

(i) If $q \in H_1^1(Y)$ is the unique solution to (B.9), then $q$ does not depend on the $y_d$ variable.

(ii) If, in addition, $\phi \in H^s(Y)$ for some $s > 0$, then $q \in L_\infty^\prime(Y)$ and there exists $C_{\text{emb}, s} > 0$ such that

\[(B.15) \quad \|q\|_{L_\infty^\prime(Y)} \leq C_{\text{emb}, s} \left(1 + \pi^{-1}\right) \|\phi\|_{H^s(Y)}.\]
Proof. (i) We consider the case $d = 3$; the case $d = 2$ is very similar (and easier). For $y \in \mathbb{R}^3$, we write $y = (y', y_3)$ for $y' \in Y' = (0, 1)^2$. Similarly, for $\psi \in \mathbb{R}^3$ we write $\psi = (\psi', \psi_3)$. We introduce the notation that, for $\psi'(y')$ a two-dimensional vector independent of $y_3$, $\text{div}_{y'} \psi' := \partial_{y_1} \psi'_1 + \partial_{y_2} \psi'_2$ and $\text{curl}_{y'} \psi' := \partial_{y_1} \psi'_2 - \partial_{y_2} \psi'_1$. Furthermore, if $\psi_3(y')$ is a scalar field that does not depend on $y_3$, then $\text{curl}_{y'} \psi_3 := (\partial_{y_2} \psi_3, -\partial_{y_1} \psi_3)$ (i.e. $\text{curl}_{y'}$ is the rotation of the gradient of $\psi$). These definitions imply that, if $\psi = (\psi', \psi_3)$ is a vector field that does not depend on $y_3$, then

(B.16) \[
\text{curl}_{y'} \psi = (\text{curl}_{y'} \psi_3, \text{curl}_{y'} \psi').
\]

Now, since $\phi$ is independent of $y_3$ and $\nabla_y \cdot \phi = 0$, $\text{div}_{y'} \phi' = 0$. Observe that, with the notation $\phi = (\phi', \phi_3)$, both $\phi'$ and $\phi_3$ have mean value zero. Using the lower-dimensional analogues of the Fourier-series argument used to prove Lemma B.2, one can show that there exists a unique $p_d \in H^2(\text{curl}, Y')$ and a unique $p' \in H^2(\text{curl}, Y')$ such that

\[
\text{curl}_{y'} p_3 = \phi', \quad \begin{cases} \text{curl}_{y'} p' = \phi_3, \\ \text{div}_{y'} p' = 0. \end{cases}
\]

Indeed, the Fourier coefficients of $p_3$ and $p'$ are given by

\[
(p_3)\alpha = \begin{cases} |\alpha|^{-2}(\alpha_2, -\alpha_1) \cdot (\phi')^\alpha, & \alpha \neq 0, \\ 0, & \alpha = 0, \end{cases} \quad \text{and} \quad (p')\alpha = \begin{cases} |\alpha|^{-2}(\alpha_2, -\alpha_1)(\phi_d)^\alpha, & \alpha \neq 0, \\ 0, & \alpha = 0. \end{cases}
\]

(compare to (B.11)). We then set $p := (p', p_3)$. Since $p'$ and $p_3$ both have mean value zero, so does $p$. Since $p$ is independent of $y_3$, (B.16) implies that

\[
\nabla_y \cdot p = (\text{curl}_{y'} p_3, \text{curl}_{y'} p'),
\]

which equals $\phi$ by (B.17); therefore $p \in H^2(\text{curl}, Y')$. Since $\nabla_y \cdot p = \text{div}_{y'} p' + \partial p_3 / \partial y_3 = 0$, $p \in H^2(\text{div}, Y')$ and then the relation (B.8) implies that $p \in H^2(Y')$. Since the solution to (B.9) is unique by Lemma B.2, $q = p$, so that $q$ does not depend on $y_3$.

(ii) Since $\nabla \times q = \phi \in H^s(Y')$, $q \in H^{1+s}(Y')$ by Lemma B.1, with $|q|_{H^{1+s}(Y')} \leq |\phi|_{H^s(Y')}$. Using this with (B.10), we find that

(B.18) \[
|q|_{H^{1+s}(Y')}^2 = |q|_{H^s(Y')}^2 + |q|_{H^s(Y')}^2 \leq (1 + \pi^{-1})^2 |\phi|_{L^2(Y')}^2 + |\phi|_{H^s(Y')}^2 \leq (1 + \pi^{-1})^2 |\phi|_{H^s(Y')}^2.
\]

Our goal is now to use Sobolev embedding to bound $|q|_{L^\infty(Y')}$ by $|q|_{H^{1+s}(Y')}$.

Recall that $\|v\|_{L^\infty} \lesssim \|v\|_{H^{2/g+2s}}$ for $0 < s < 1$ (see, e.g., [45, Theorem 3.26]), indicating that for $d = 3$ we require the $H^{1+s}$ norm of $q$. However, since $q$ and its components are only functions of $y' \in Y' \subset \mathbb{R}^{d-1}$, and $d - 1 \leq 2$, we only require the $H^{1+s}$ norm of $q$. Given $0 < s < 1$, there exists a constant $C_{\text{emb}, s}$ such that

(B.19) \[
\|\psi\|_{L^\infty(Y')} \leq C_{\text{emb}, s}\|\psi\|_{H^{1+s}(Y')} \quad \text{for all} \quad \psi \in H^{1+s}(Y').
\]

Using (in this order) the definition of the $L^\infty(Y')$ norm (B.14), the bound (B.19), the fact that (by Part (i)) $q \in H^{1+s}(Y')$ and does not depend on the $y_d$ variable, and the property (B.6), we have

(B.20) \[
|q|_{L^\infty(Y')}^2 \leq \sum_{j=1}^d |q_j|_{L^\infty(Y')}^2 \leq C_{\text{emb}, s}^2 \sum_{j=1}^d |q_j|_{H^{1+s}(Y')}^2 = C_{\text{emb}, s}^2 |q|_{H^{1+s}(Y')}^2.
\]

The result (B.15) then follows from combining (B.20) and (B.18).

**B.5. Bivariate vector potentials.** We now consider functions $\phi : D_{in} \times Y \to \mathbb{C}$ such that

(B.21a) \[
\phi(x, y) = \tilde{M}(y)v(x),
\]

where $\tilde{M}$ is a $Y$-periodic matrix-valued function with zero mean value that does not depend on $y_d$ and is such that

(B.21b) \[
\tilde{M}_{fd} \in H^s(Y) \cap L^\infty(Y)
\]

for some fixed $s > 0$, and $v \in H^2(D_{in})$. We further assume that $\nabla_y \cdot \phi(x, \cdot) = 0$ in the sense of distribution for a.e. $x \in D_{in}$.
Lemma B.4. Assume that $\phi$ satisfies (B.21) and additionally that $v \in C^\infty(D_m)$. Then, for all $x \in \overline{D_m}$, there exists a unique $q(x, \cdot) \in H^1_2(Y)$ such that

\[ \nabla_y \times q(x, \cdot) = \phi(x, \cdot) \quad \text{and} \quad \nabla_y \cdot q(x, \cdot) = 0 \]

for all $y \in Y$. Furthermore, $q \in C^\infty(D_m, H^1_2(Y))$ with

\[ \| (\partial^2_q q)(x, \cdot) \|_{H^1(Y)} \leq (1 + \pi^{-1}) \| \hat{M} \|_{H^1(Y)} \| \partial^2 q(x, \cdot) \|_{L^2(Y)} \]

and $q(x, \cdot) \in C^\infty(D_m, L^\infty(Y))$ with

\[ \| (\partial^2_q q)(x, \cdot) \|_{L^\infty(Y)} \leq C_{\text{emb},s} (1 + \pi^{-1}) \| \hat{M} \|_{H^r(Y)} \| (\partial^3_q v)(x) \|_{L^2(D_m)} \]

for all $\beta \in \mathbb{Z}^d_+$ and $x \in D_m$. In particular, for all $\beta \in \mathbb{Z}^d_+$,

\[ \| (\partial^2_q q)(x, \cdot) \|_{L^2(\Gamma)} \leq C_{\text{emb},s} (1 + \pi^{-1}) \| \hat{M} \|_{H^r(Y)} \| \partial^3 q \|_{L^2(\Gamma)} \]

Proof. The existence and uniqueness of the solution $q(x, \cdot) \in H^1_2(Y)$ for all $x \in \overline{D_m}$ is a direct consequence of Theorem B.3. Now, set $\delta > 0$ and define $D^\delta_m \subset D_m$ as the subset of $D_m$ of distance $\geq \delta$ from $\Gamma$. With $x \in D^\delta_m$ and $x' \in D^\delta_m$,

\[ \nabla_y \times (q(x, \cdot) - q(x', \cdot)) = \phi(x, \cdot) - \phi(x', \cdot) \quad \text{and} \quad \nabla_y \cdot (q(x, \cdot) - q(x', \cdot)) = 0, \]

so that, by (B.10),

\[ \| q(x, \cdot) - q(x', \cdot) \|_{H^1(Y)} \leq (1 + \pi^{-1}) \| \phi(x, \cdot) - \phi(x', \cdot) \|_{L^2(Y)} \]

\[ \leq (1 + \pi^{-1}) \| x - x' \| \sup_{\mathbf{q} \in D_m} \| \hat{M} \|_{H^r(Y)} \| \nabla x \mathbf{v}(x, \cdot) \|_{L^2(Y)}, \]

and, by (B.15),

\[ \| q(x, \cdot) - q(x', \cdot) \|_{L^\infty(Y)} \leq C_{\text{emb},s} (1 + \pi^{-1}) \| \phi(x, \cdot) - \phi(x', \cdot) \|_{H^r(Y)}, \]

\[ \leq C_{\text{emb},s} (1 + \pi^{-1}) \| x - x' \| \sup_{\mathbf{x} \in D_m} \| \hat{M} \|_{H^r(Y)} \| \nabla \mathbf{v}(x, \cdot) \|_{H^r(Y)}. \]

Since the above inequalities hold for any $x' \in D_m$, we deduce that

\[ \sup_{\mathbf{x} \in D^\delta_m} \| \nabla \mathbf{q}(x, \cdot) \|_{H^1(Y)} \leq (1 + \pi^{-1}) \sup_{\mathbf{x} \in D_m} \| \hat{M} \| \| \nabla \mathbf{v}(x, \cdot) \|_{L^2(Y)}, \]

and

\[ \sup_{\mathbf{x} \in D^\delta_m} \| \nabla \mathbf{q}(x, \cdot) \|_{L^\infty(Y)} \leq C_{\text{emb},s} (1 + \pi^{-1}) \sup_{\mathbf{x} \in D_m} \| \hat{M} \| \| \nabla \mathbf{v}(x, \cdot) \|_{H^r(Y)}. \]

But now, since the upper bounds are independent of $\delta$, we obtain (B.23) and (B.24) for $|\beta| = 1$ by letting $\delta \to 0$. We have there proved that $q \in C^1(D_m, H^1_2(Y)) \cap C^0(D_m, L^\infty(Y))$; we can therefore differentiate (B.22) with respect to $x_j$, to obtain that $\partial_{x_j} q \in C^0(D_m, H^1_2(Y)) \cap C^0(D_m, L^\infty(Y))$. By linearity, we can then repeating the above argument with $\hat{q} := \partial_{x_j} q$ and $\hat{\phi} = \partial_{x_j} \phi$. We then obtain (B.23) and (B.24) by induction on $|\beta|$.

By integrating over $D_m$ and using (B.24), we have

\[ \| (\partial^2_q q)^2 \|_{L^2(D_m)} = \int_{D_m} \| (\partial^2_q q)(x, \cdot) \|_{L^2(Y)}^2 \, dx \leq \int_{D_m} \| (\partial^2_q q)(x, \cdot) \|_{L^\infty(Y)}^2 \, dx, \]

\[ \leq C_{\text{emb},s}^2 (1 + \pi^{-1})^2 \| \hat{M} \|^2_{H^r(Y)} \int_{D_m} \| (\partial^3 q)(x, \cdot) \|_{L^2(Y)}^2 \, dx, \]

and (B.25) follows. The bound (B.26) follows similarly, but integrating over $\Gamma$. \( \square \)
Theorem B.5. Assume that \( \phi : D_{in} \times Y \to \mathbb{C} \) satisfies the three conditions in (B.21) with \( \nu \in H^2(D_{in}) \). Then there exists a unique vector potential \( q \in H^2(D_{in}, H^1(Y)) \) such that
\[
\nabla_y x^q(x, \cdot) = \phi(x, \cdot) \quad \text{and} \quad \nabla_y \cdot q(x, \cdot) = 0
\]
for a.e. \( x \in D_{in} \). Furthermore,

(B.28) \[
\| (\nabla x \times q^\varepsilon) \|_{L^2(D_{in})} \leq C_{emb, s} \left( 1 + \nu^{-1} \right) \| \tilde{M} \|_{H^1(Y)} \| \nu \|_{H^1(D_{in})},
\]

(B.29) \[
\| \nabla \times q^\varepsilon \cdot \nu \|_{H^{-1}(\Gamma)} \leq \| q^\varepsilon \times \nu \|_{L^2(\Gamma)} \leq C_{emb, s} \left( 1 + \nu^{-1} \right) \| \tilde{M} \|_{H^1(Y)} \| \nu \|_{L^2(\Gamma)},
\]
and

(B.30) \[
\| \nabla \times q^\varepsilon \cdot \nu \|_{L^2(\Gamma)} \leq \frac{1}{\varepsilon} \| \tilde{M} \|_{L^\infty(Y)} \| \nu \|_{L^2(\Gamma)} + C_{emb, s} \left( 1 + \nu^{-1} \right) \| \tilde{M} \|_{H^1(Y)} \| \nu \|_{H^1(\Gamma)}.
\]

In addition, if \( kR_0 \geq 1 \),

(B.31) \[
\| \nabla \times q^\varepsilon \cdot \nu \|_{H^{-1}(\Gamma)} \lesssim (1 + (k\varepsilon)^{-1/2}) \left( k \| \nu \|_{L^2(D_{in})} + \| \nu \|_{H^1(D_{in})} \right)
\]
(where the omitted constants depend on \( \| \tilde{M} \|_{H^1(Y)} \) and \( \| \tilde{M} \|_{L^\infty(Y)} \)).

Proof. Once we have shown that \( q \) exists, is unique, and satisfies the bounds (B.25) and (B.26) for \( |\beta| \leq 1 \) the bound (B.28) is a direct consequence of (B.25), and the bound on \( \| q^\varepsilon \times \nu \|_{L^2(\Gamma)} \) in (B.29) is a direct consequence of (B.26). We now prove the bound

(B.32) \[
\| \nabla \times q^\varepsilon \cdot \nu \|_{H^{-1}(\Gamma)} \leq \| q^\varepsilon \times \nu \|_{L^2(\Gamma)}
\]
to complete the proof of (B.29). Consider a test function \( \phi \in C^\infty(\overline{D_{in}}) \). Observe that
\[
(\nabla \times q^\varepsilon \cdot \nu, \phi)_\Gamma = (\nabla \times q^\varepsilon, \nabla \phi)_{D_{in}} = -(q^\varepsilon \times \nu, \nabla \phi)_\Gamma,
\]
with the first equality holding by the divergence theorem and the fact that \( \nabla \cdot (\nabla \times q^\varepsilon) = 0 \), and the second equality holding by the Green-type identity in, e.g., [53, Theorem 3.29] and the fact that \( \nabla \times (\nabla \phi) = 0 \). The bound (B.32) then follows since \( \gamma(C^\infty(\overline{D_{in}})) \) is dense in \( H^1(\Gamma) \) (see, e.g., [17, Page 276]). To prove (B.30), we observe that, by (4.1),
\[
\nabla \times q^\varepsilon = (\nabla x \times q^\varepsilon) + \frac{1}{\varepsilon} (\nabla_y \times q^\varepsilon) = (\nabla x \times q^\varepsilon) + \frac{1}{\varepsilon} \tilde{M} \varepsilon \nu.
\]
Since \( (\tilde{M})_{j\ell} \in L^\infty(Y) \) for \( 1 \leq j, \ell \leq d \), (B.30) follows from this last equality by taking norms and using (B.26). To prove (B.31), we let \( T : L^2(\Gamma) \to H^{-1}(\Gamma) \) be the operator \( T : \nu \to \nabla \times q^\varepsilon \cdot \nu \). By interpolation (see, e.g., [45, Appendix B]) using the bounds (B.29) and (B.30) (similar to in the proof of Lemma 4.3), we have
\[
\| \nabla \times q^\varepsilon \cdot \nu \|_{H^{-1}(\Gamma)} \lesssim \varepsilon^{-1/2} \| \nu \|_{L^2(\Gamma)} + \| \nu \|_{H^1(\Gamma)} \quad \text{for all } \nu \in H^1(D_{in}).
\]
By the multiplicative trace inequality (2.17),
\[
\varepsilon^{-1} \| \nu \|_{L^2(\Gamma)} \lesssim \frac{1}{R^2} \| \nu \|_{L^2(D_{in})} + \varepsilon^{-1} \| \nu \|_{L^2(D_{in})} \| \nu \|_{H^1(D_{in})}
\]
\[
\lesssim \frac{1}{R^2} \| \nu \|_{L^2(D_{in})} + \frac{k}{\varepsilon} \| \nu \|_{L^2(D_{in})} \| \nu \|_{H^1(D_{in})} \lesssim \frac{1}{k \varepsilon} \left( 1 + \frac{k}{R} \right) k^2 \| \nu \|_{L^2(D_{in})} + \frac{1}{k \varepsilon} \| \nu \|_{H^1(D_{in})},
\]
and then (B.31) follows from the assumption that \( kR_0 \geq 1 \).

It therefore remains to show that \( q \) exists, is unique, and satisfies the bounds (B.25) and (B.26) for \( |\beta| \leq 1 \). Given \( \nu \in H^2(D_{in}) \) there exist \( \nu_n \in C^\infty(\overline{D_{in}}) \) such that \( \nu_n \to \nu \) in \( H^2(D_{in}) \) as \( n \to \infty \). Let \( q_n \in C^\infty(\overline{D_{in}}, H^1(Y)) \) be the solution of
\[
\nabla_y \times q_n(x,y) = \tilde{M}(y)\nu_n(x), \quad \nabla_y \cdot q_n(x,y) = 0.
\]
which exists by Lemma B.4. By linearity,

\[ \nabla_y \times (q_n - q_m)(x, y) = \hat{M}(y)(v_n - v_m)(x), \quad \nabla_y \cdot (q_n - q_m)(x, y) = 0. \]

The definition of the Bochner norm

\[ \|q\|^2_{H^2(D_{in}, H^1_\mathcal{I}(\Gamma))} := \sum_{|\beta| \leq 2} \|\partial^\beta q\|^2_{L^2(D_{in}, H^1_\mathcal{I}(\Gamma))} \]

and the bound (B.23) imply that

\[ \|q_n - q_m\|_{H^2(D_{in}, H^1_\mathcal{I}(\Gamma))} \leq (1 + \pi^{-1}) \|\hat{M}\|_{L^\infty(\Omega)} \|v_n - v_m\|_{H^2(D_{in})} \]

for all \(n, m\). Therefore \(q_n\) is a Cauchy sequence in \(H^2(D_{in}, H^1_\mathcal{I}(\Gamma))\) and converges to some \(q \in H^2(D_{in}, H^1_\mathcal{I}(\Gamma))\). By continuity of weak derivative operators, \(\nabla_y \times q = \phi\) and \(\nabla_y \cdot q = 0\) for a.e. \(x \in D_{in}\). Furthermore, by (B.24),

\[ \int_{D_{in}} \|\partial^\beta (q_n - q_m)(x, \cdot)\|^2_{L^\infty(\Omega)} \, dx \leq (C_{emb, s})^2 (1 + \pi^{-1})^2 \|\hat{M}\|^2_{H^2(\Omega)} \int_{D_{in}} |\partial^\beta v_n(x)|^2 \, dx \]

and

\[ \int_{D_{in}} \|\partial^\beta (q_n - q_m)(x, \cdot)\|^2_{L^\infty(Y)} \, dx \leq (C_{emb, s})^2 (1 + \pi^{-1})^2 \|\hat{M}\|^2_{H^2(\Omega)} \int_{D_{in}} |\partial^\beta (v_n - v_m)(x)|^2 \, dx \]

for \(|\beta| \leq 2\) and \(n, m \in \mathbb{N}\). Therefore \(q_n\) is a Cauchy sequence in \(H^2(D_{in}, L^\infty(\Omega))\) and

\[ (B.33) \int_{D_{in}} \|\partial^\beta q(x, \cdot)\|^2_{L^\infty(\Omega)} \, dx \leq (C_{emb, s})^2 (1 + \pi^{-1})^2 \|\hat{M}\|^2_{H^2(\Omega)} \int_{D_{in}} |\partial^\beta v(x)|^2 \, dx \]

for \(|\beta| \leq 2\). The bounds (B.25) and (B.26) for \(|\beta| \leq 2\) therefore follow from (B.33) using similar reasoning to in (B.27).

**Theorem B.6.** Let \(\Gamma\) be \(C^{1,1}\). Assume that \(u_0 \in H^2(D_{in})\), \(\hat{M} \in H^2(\Omega) \cap L^\infty(\Omega)\), for some \(s > 0\), and that \(\hat{M}\) does not depend on \(y_d\). Assume further that \(\nabla_y \times (\hat{M} w) = 0\) for all \(w \in \mathbb{C}^d\) independent of \(y\). Then there exists a unique vector potential \(q \in H^3(D_{in}, H^1_\mathcal{I}(\Gamma))\) such that

\[ \nabla_y \times q(x, \cdot) = \hat{M}(y)\nabla u_0(x) \quad \text{and} \quad \nabla_y \cdot q(x, \cdot) = 0 \]

for a.e. \(x \in D_{in}\). Furthermore,

\[ (B.34) \|\nabla \times q\|_{L^2(D_{in})} \lesssim |u|_{H^2(D_{in})}, \quad \|q^* \times \nu\|_{L^2(\Gamma)} \lesssim |u_0|_{H^2(\Gamma)}, \]

and, if \(kR_0 \gtrsim 1\),

\[ (B.35) \|\nabla \times q^* \times \nu\|_{H^{-1/2}(\Gamma)} \lesssim (1 + k\bar{\varepsilon})^{-1/2} \left( k|u_0|_{H^2(D_{in})} + |u_0|_{H^2(D_{in})} \right) \]

(where the omitted constants depend on \(\|\hat{M}\|_{H^2(\Omega)}\) and \(\|\hat{M}\|_{L^\infty(\Omega)}\)).

**Proof.** By applying Theorem B.5 with \(v = \nabla u_0\), we see that \(q\) exists and the bounds in (B.34), (B.35) hold when \(u_0 \in H^3(D_{in})\). By the density of \(H^3(D_{in})\) in \(H^2(D_{in})\), and the fact that right-hand sides of the bounds (B.34) are controlled by \(|u_0|_{H^2(D_{in})}\), \(q\) exists and the bounds in (B.34), (B.35) hold for \(u_0 \in H^2(D_{in})\).

**Appendix C. Bounding \(C_{sol}(A_\varepsilon, n_\varepsilon, k, R, R_0)\) for \(kR\) sufficiently small.**

As discussed in §1.3.2, in [11, Bottom of Page 2539 and top of Page 2540] \(C_{sol}(A_\varepsilon, n_\varepsilon, k, R, R_0)\) is assumed to be independent of \(\varepsilon\) and to only depend on \(n_{min}, n_{max}, A_{min}, \text{and } A_{max}\). We now show that this is true if \(kR\) is sufficiently small.

By [46, Lemma 3.3], given \(k_0, R_0 > 0\), there exist \(\tilde{C}_{\text{DIN}} = \tilde{C}_{\text{DIN}}(k_0R_0)\) such that

\[ (C.1) \quad - \Re \langle \nabla \times \phi, \phi \rangle_{\Gamma R} \geq \tilde{C}_{\text{DIN}} R^{-1} \|\phi\|^2_{L^2(\Gamma_R)} \quad \text{for all } \phi \in H^{1/2}(\Gamma_R), \quad k \geq k_0, \quad \text{and } R \geq R_0. \]
By, e.g., [84, Corollary A.15], there exists $C_{PF} = C_{PF}(\Omega_-)$ (‘PF’ standing for ‘Poincaré–Friedrichs’) such that
\[
R^{-2} \|v\|_{L^2(B_R)}^2 \leq C_{PF} \left( R^{-1} \|v\|_{L^2(\Gamma_R)}^2 + \|\nabla v\|_{L^2(B_R)}^2 \right) \quad \text{for all } v \in H^1(B_R).
\]

**Lemma C.1** (Coercivity of $b(\cdot, \cdot)$ for $kR$ sufficiently small). If
\[
kR \leq 3n_{\max}C_{PF} \left( \min\{A_{\min}, \tilde{C}_{\text{DTN}}\} \right)^{-1},
\]
then
\[
\Re b(v, v) \geq \frac{\min\{A_{\min}, \tilde{C}_{\text{DTN}}\}}{2} \|\nabla v\|_{L^2(B_R)}^2 + \frac{n_{\max}}{2} k^2 \|v\|_{L^2(B_R)}^2 \quad \text{for all } v \in H^1(B_R).
\]

The bound $C_{\text{sol}}(A_\epsilon, n_\epsilon, k, R, R_0) \leq \left( \min\{\min\{A_{\min}, \tilde{C}_{\text{DTN}}\}, n_{\max}\} \right)^{-1}$ under the assumption (C.3) then immediately follows from the Lax–Milgram lemma and the definition of $C_{\text{sol}}$ (1.10).

**Proof of Lemma C.1.** Using the definition of $b(\cdot, \cdot)$ (1.6) and the inequalities (C.1) and (C.2), we have
\[
\Re b(v, v) \geq A_{\min} \|\nabla v\|_{L^2(B_R)}^2 - k^2 n_{\max} \|v\|_{L^2(B_R)}^2 + R^{-1} \tilde{C}_{\text{DTN}} \|v\|_{L^2(\Gamma_R)}^2,
\]
\[
\geq \min\{A_{\min}, \tilde{C}_{\text{DTN}}\} \left( \|\nabla v\|_{L^2(B_R)}^2 + \frac{1}{R} \|v\|_{L^2(\Gamma_R)}^2 \right) - k^2 n_{\max} \|v\|_{L^2(B_R)}^2,
\]
\[
\geq \frac{\min\{A_{\min}, \tilde{C}_{\text{DTN}}\}}{2} \left( \|\nabla v\|_{L^2(B_R)}^2 + \frac{1}{R} \|v\|_{L^2(\Gamma_R)}^2 \right) + n_{\max} \left( -1 + \frac{\min\{A_{\min}, \tilde{C}_{\text{DTN}}\}}{2n_{\max}(kR)^2C_{PF}} \right) k^2 \|v\|_{L^2(B_R)}^2,
\]
and the result (C.4) follows.
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