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Abstract

We consider an input-to-response (ItR) system characterized by (1) parameterized input with a known probability distribution and (2) stochastic ItR function with heteroscedastic randomness. Our purpose is to efficiently quantify the extreme response probability when the ItR function is expensive to evaluate. The problem setup arises often in physics and engineering problems, with randomness in ItR coming from either intrinsic uncertainties (say, as a solution to a stochastic equation) or additional (critical) uncertainties that are not incorporated in a low-dimensional input parameter space (as a result of dimension reduction applied to the original high-dimensional input space). To reduce the required sampling numbers, we develop a sequential Bayesian experimental design method leveraging the variational heteroscedastic Gaussian process regression (VHGPR) to account for the stochastic ItR, along with a new criterion to select the next-best samples sequentially. The validity of our new method is first tested in two synthetic problems with the stochastic ItR functions defined artificially. Finally, we demonstrate the application of our method to an engineering problem of estimating the extreme ship motion probability in irregular waves, where the uncertainty in ItR naturally originates from standard wave group parameterization, which reduces the original high-dimensional wave field into
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a two-dimensional parameter space.
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1. Introduction

Extreme events, considered as abnormally large observables, can happen in many natural and engineering systems \([1, 2, 3]\). Examples of such events include tsunami, extreme precipitation and extreme structural vibrations, which often cause catastrophic consequences to the society, industry and environment. The quantification of the probability of extreme events is of vital importance for the design of the engineering systems to alleviate their devastating impact.

Many systems of interest are characterized by an input-to-response (ItR) function which can only be queried by expensive experiments or simulations. For example, the ship motion response induced by an input wave group is obtained from expensive models of computational fluid dynamics (CFD). If the ItR function is deterministic, the probability distribution of the response is then induced only by the (assumed) known probability distribution of the input. The quantification of extreme-event probability for such systems has been studied extensively in the context of Monte-Carlo simulations. Due to the expensive evaluations of ItR and rareness of the extreme events, many studies aim for reducing the number of required samples in the computation. While techniques such as importance sampling and control variate \([4]\) provide certain levels of acceleration, a more successful category of methods make use of the sequential Bayesian experimental design (BED) \([5]\) (or active learning \([6]\)), where the next-best samples are selected based on the existing information. Two key components of the sequential BED are a surrogate model (usually a Gaussian progress regression \([7]\)) to approximate the ItR, and an optimization problem maximizing a predefined acquisition function to select the next-best samples. Many sequential BED methods have been developed for the purpose of estimating extreme-event probability, with varying acquisition functions, e.g., AK-MCS \([8]\), EGRA \([9]\), GSAS \([10]\),
information-theoretic design [11], and output-weighted sequential sampling [12][13].

However, in many cases, the ItR has to be considered as a stochastic function, instead of a deterministic one. These situations may originate from (a) an intrinsically stochastic dynamical system, e.g. stochastic differential equations modeling a physical diffusion process or stock prices [14]; the stochastic model of climate variability including the non-average ‘weather’ component as random forcing terms [15], and (b) some uncertain variables that are not easily incorporated in a low-dimensional input parameter space, in particular when dimension reduction technique is applied to a high-dimensional input space resulting in uncertainties in the reduced dimensions [16]. Under such situations, the probability distribution of the response is critically influenced by the randomness in the ItR (in addition to the probability distribution of input parameters). If the randomness of the ItR is uniform for all input parameters, previous techniques [5][9][10][11][12][13] for deterministic ItR can be extended to handle the situation (by incorporating the uniform randomness in the Gaussian process regression). However, more often, the uncertainty of the ItR is inhomogeneous for different input parameters, e.g., the uncertainty of power production of wind turbine is different among various wind speed inputs [17]. This results in a heteroscedastic ItR with the variance of response not representable as a constant. To our knowledge, currently there is no sequential BED method designed to consider heteroscedastic uncertainty in ItR, and its effect on extreme-event probability.

In this work, we propose a new method to quantify the probability of extreme events (defined as an observable above a given threshold) considering the ItR with heteroscedastic uncertainty. The core of our algorithm is a variational heteroscedastic Gaussian process regression (VHGPR) which approximates the ItR with sufficiently low computational cost and high accuracy. This brings major improvement upon all previous BED methods employing the standard Gaussian process regression (SGPR) which are unable to resolve the heteroscedasticity in the ItR. Accordingly, we formulate a new acquisition function for selecting the next-best sample considering
both the probability distribution of inputs and uncertainty in ItR. We first demonstrate the effectiveness of our method in two synthetic problems to estimate the extreme-event probability. We show that drastically improved performance is achieved compared to existing approaches based on SGPR. Finally, we demonstrate the superiority of our method (to existing methods) in solving an engineering problem of estimating the extreme ship motion probability in irregular waves. The difficulty in this problems lies in the heteroscedastic uncertainty of the ItR resulted from the wave group parameterization which reduces the original high-dimensional wave field to a two-dimensional parameter space. We show that the effect of this type of uncertainty to the exceeding probability can be successfully considered in our approach.

The python code package for implementation of our method and example cases in this paper, named HGPextreme, is available on Github.

2. Computational framework

2.1. Problem setup

We start from an ItR system with input $x \in \mathbb{R}^d$ of known distribution $X \sim p_X(x)$ and response $y \in \mathbb{R}$. An ItR function $S$ directly relates $x$ to $y$ with its randomness represented by $\omega$:

$$y(\omega) = S(x, \omega), \; \omega \in \Omega.$$  

To be more specific, $\omega$ is a random seed lying in the sample space $\Omega$. For given $x$, $y(\omega)$ represents a random variable, i.e., a function from sample space to real number $\Omega \to \mathbb{R}$.

Our interest is the exceeding probability of $y(\omega)$ above a threshold $\delta$:

$$P_e \equiv \mathbb{P}(S(X, \omega) > \delta) = \int \mathbb{P}(S(X, \omega) > \delta | X = x)p_X(x)dx$$

$$= \int \mathbb{P}(S(x, \omega) > \delta)p_X(x)dx. \quad (2)$$

\[1\]https://github.com/umbrellagong/HGPextreme
It is clear that both distribution $p_X$ and uncertainty $\omega$ contribute to the exceeding probability in (2). Moreover, the variance of the response $S$ (introduced by $\omega$) is generally different for different input $x$, resulting in a heteroscedastic uncertainty of the IrR. We remark that this problem setup including (1) and (2) are motivated in the discussion in Sec. 1, and resolving this heteroscedasticity in the IrR is critical for the success of our new method (or improvement of our method compared to all previous approaches) as will be discussed in Sec. 3.

A brute-force computation of (2) calls for extensive Monte-Carlo samples in the probability space associated with both $X$ and $\omega$, e.g. [18], which is prohibitive under expensive queries of $S(x, \omega)$. Therefore, we seek to develop a sampling algorithm following the sequential BED framework, where each sample is selected making use of the existing information of previous samples. Our new sampling algorithm also has to be developed in conjunction with the heteroscedastic uncertain IrR that has not been considered before. In summary, two key components in our new approach are (i) an inexpensive surrogate model based on the variational heteroscedastic Gaussian process regression (VHGPR) to approximate the heteroscedastic IrR; and (ii) an optimization based on an acquisition function to provide the next-best samples with fast convergence in computing (2). We next describe the two components in detail in Sec. 2.2 and Sec. 2.3, followed by the overall algorithm [1].

2.2. VHGPR as a surrogate model

To introduce the surrogate model for the IrR, we first rewrite (1) as

$$ S(x, \omega) = f(x) + R(x, \omega), \quad (3) $$

where $f(x) \equiv \mathbb{E}[S(x, \omega)]$ is the mean of $S(x, \omega)$ with respect to $\omega$, and $R(x, \omega)$ is the uncertain component with zero mean. Given a dataset (from previous samples) $D = \{x^i, y^i\}_{i=1}^n$, our purpose is to approximate (3) using Gaussian process regression as involved in many sequential BED problems.

In standard Gaussian process regression (SGPR), as implemented in most previous applications for extreme-event probability, one can approxi-
mate (3) as:

\[ f(x)|\mathcal{D} \sim \mathcal{GP}(\mu_f(x), \text{cov}_f(x, x')), \]
\[ R(x, \omega)|\mathcal{D} \sim \mathcal{N}(0, \gamma^2_0), \]

where \( \mathcal{GP}(\cdot, \cdot) \) represents a Gaussian process with the first argument as the mean and the second argument as the covariance function. The uncertain component \( R(x, \omega) \) is approximated by an independent normal function at all \( x \) with constant variance \( \gamma^2_0 \). Clearly, the heteroscedasticity in ItR (i.e., the dependence of \( R \) on \( x \)) cannot be captured by the SGPR.

To incorporate the heteroscedasticity, we need to rely on the heteroscedastic Gaussian process regression (implemented as VHGPR following \[19\] in this work). In VHGPR, we are able to approximate (3) as

\[ f(x)|\mathcal{D} \sim \mathcal{GP}(\mu_f(x), \text{cov}_f(x, x')), \]
\[ R(x, \omega)|\mathcal{D} \sim \mathcal{N}(0, e^{g(x)}), \]
\[ g(x)|\mathcal{D} \sim \mathcal{GP}(\mu_g(x), \text{cov}_g(x, x')), \]

where the heteroscedastic (log) variance of the uncertain term \( R(x, \omega) \) is represented by another \( \mathcal{GP} \) with mean \( \mu_g(x) \) and covariance function \( \text{cov}_g(x, x') \).

We remark that (7) implies that the distribution associated with \( \omega \) in (1) can be approximated by a Gaussian. Although the Gaussian assumption is a standard practice in many literature \[20, 21, 22, 23\], we will perform a validity check of this assumption in the specific problem solved in Sec. 3.3.

Both approximations in SGPR (in terms of (4)) and VHGPR ((6) and (8)) are computed as posterior predictive distributions under a Bayesian framework, with hyperparameters (say \( \theta \)) determined from maximizing the likelihood function \( p(\mathcal{D}|\theta) \). For SGPR, both the likelihood function and posterior (4) can be derived analytically, allowing a straightforward and inexpensive numerical implementation. In contrast, for heteroscedastic GPR, the introduction of the Gaussian process on \( g(x) \) prohibits analytical results on the likelihood function and posterior, posing great challenges in the numerical computation (which involves high-dimensional integration).

In order to reduce the computational cost, variational inference is applied in VHGPR, which uses parameterized Gaussian distributions to approxi-
mate some critical distributions involved in the posterior and likelihood function. These Gaussian distributions can be determined efficiently through some optimization problems to minimize their differences from the critical distributions. As a result of this approximation, the high-dimensional integration can be reduced to analytical formulations which leads to inexpensive computations (approximations) of the posterior and the likelihood function. In particular, the computational cost of VHGPR is only twice of SGPR, alleviating the resource requirement for the computation. More details on the algorithms of the VHGPR, along with SGPR, are summarized in Appendix A for completeness. The interested readers can also refer to [7, 19] for details.

In summary, the VHGPR provides us with an estimation of the ItR, $S(x, \omega|f(x), g(x))$, where $f(x) \mid D$ and $g(x) \mid D$ follow distributions in (6) and (8) (Hereafter we will delete the condition on $D$ for conciseness). Given realizations of $f(x)$ and $g(x)$, the intrinsic randomness in ItR is expected to be captured by $\omega$, i.e., the heteroscedastic distribution in (7).

### 2.3. Acquisition function

Given the VHGPR of the ItR, the exceeding probability can be expressed as

$$
P(S(X, \omega|f(x), g(x)) > \delta) = \int P(S(x, \omega|f(x), g(x)) > \delta)p_X(x)dx,
$$

which depends on the realizations of $f(x)$ and $g(x)$. The purpose here is to construct an acquisition function, based on which the next sample can be selected to minimize the variance of the estimation $\operatorname{var}_{f,g}[P(S(X,\omega|f(x),g(x)) > \delta)]$. For this purpose, The next-best sample is selected at the value of $x$ which is associated with maximum uncertainty in the integrand of (9) (so that the sample is expected to reduce the uncertainty of (9) significantly):

$$
x^* = \operatorname{argmax}_x \operatorname{std}_{f,g}[P(S(x,\omega|f(x),g(x)) > \delta)]p_X(x).
$$

We note that (10) is closely related to the so-called U criterion [8] widely used in computing the exceeding probability associated with a deterministic ItR. In general, the U criterion seeks the most ‘dangerous’ point (i.e.,
point with maximum local variance), which in our problem corresponds to
\(x^* = \arg\max_x \text{std}_{f,g}[\mathbb{P}(S(x, \omega | f(x), g(x)) > \delta)]\). Therefore, our acquisition
function in (10) can be considered as a weighted U criterion which incorpo-
rates the influence of the input distribution \(p_X(x)\) in computing the variance
of (9). Furthermore, the criterion in (10) corresponds to the upper bound
of \(\text{var}_{f,g}[\mathbb{P}(S(X, \omega | f(x), g(x)) > \delta)]\), as we can show

\[
\text{var}_{f,g}[\mathbb{P}(S(X, \omega | f(x), g(x)) > \delta)] \\
\leq \frac{1}{2} \int \text{std}_{f,g}[\mathbb{P}(S(x, \omega | f(x), g(x)) > \delta)] p_X(x)dx. \tag{11}
\]

The derivation for this upper bound is shown in Appendix B.

In practice, we approximate the operator \(\text{std}_{f,g} \equiv \sqrt{\text{var}_{f,g}}\) in (10) by
the two-dimensional spherical cubature integration [24] with 4 quadrature
points (although extension to more quadrature points is straightforward):

\[
\mathbb{E}_{f,g}[\mathbb{P}(S(x, \omega | f(x), g(x)) > \delta)] \\
= \int \mathbb{P}(S(x, \omega | f(x), g(x)) > \delta) p_{f,g}(f(x), g(x)) df(x)dg(x)
\approx \frac{1}{4} \sum_{i=1}^{4} \mathbb{P}(S(x, \omega | u^{(i)}(x)) > \delta) = m, \tag{12}
\]

\[
\text{var}_{f,g}[\mathbb{P}(S(x, \omega | f(x), g(x)) > \delta)] \\
= \int (\mathbb{P}(S(x, \omega | f(x), g(x)) > \delta) - m)^2 p_{f,g}(f(x), g(x)) df(x)dg(x)
\approx \frac{1}{4} \sum_{i=1}^{4} (\mathbb{P}(S(x, \omega | u^{(i)}(x)) > \delta) - m)^2, \tag{13}
\]

\[
u^{(1)} = \{ f(x) = \mu_f(x) + \sqrt{2 \text{cov}_f(x)}, \quad g(x) = \mu_g(x) \} \\
\]

\[
u^{(2)} = \{ f(x) = \mu_f(x) - \sqrt{2 \text{cov}_f(x)}, \quad g(x) = \mu_g(x) \} \\
\]

\[
u^{(3)} = \{ f(x) = \mu_f(x), \quad g(x) = \mu_g(x) + \sqrt{2 \text{cov}_g(x)} \} \\
\]

\[
u^{(4)} = \{ f(x) = \mu_f(x), \quad g(x) = \mu_g(x) - \sqrt{2 \text{cov}_g(x)} \}, \tag{14}
\]

where the quadrature points \([14]\) and the corresponding weights 1/4 in
(12) and (13) are selected for third-order accuracy of the scheme (see Ap-
pendix C). With (12)-(14) to compute the operator $\text{std}_{f,g}$, (10) can be directly solved using standard optimization methods, say a multiple-starting L-BFGS-B quasi-Newton method [25].

We remark that the construction of acquisition function has been studied extensively in the case of deterministic ItR [8, 10, 26, 11, 9], and that there may still be room for improvement relative to (10) in the case of stochastic ItR. These potential improvements of acquisition function may generally take consideration of correlation between different $x$ in addition to the standard deviation in (10). For example, techniques developed for deterministic ItR, such as using a hypothetical point [1, 27] and global sensitivity analysis [10], may be transferred here. However, they may lead to significantly increased computational cost when combining with VHGPR (e.g., the retraining of the variational parameters when hypothetical points are used). These potential developments will be left to our future work.

Combining the VHGPR surrogate model (Eq. (6), (7), and (8)) and the optimization of acquisition function (10), we are able to sequentially select the next-best samples starting from an initial dataset. The final estimation of exceeding probability $P_e$ is computed by VHGPR with $\mu_f$ and $\mu_g$ to represent functions $f$ and $g$:

$$P_e = P \{ S(X, \omega| f(x) = \mu_f(x), g(x) = \mu_g(x)) > \delta \}.$$  \hspace{1cm} (15)

We summarize the algorithm of this sequential sampling process in Algorithm 1.

3. Results

In this section, we validate our approach using two synthetic problems and a realistic engineering application to quantify the extreme ship motion probability in irregular waves. The heteroscedastic randomness in the ItR are assigned artificially in the former cases, while resulted naturally from dimension reduction of the input parameter space in the latter case. For all cases, we present the results from our current method of sequential sampling (or sequential BED) with VHGPR as a surrogate model (Seq-VHGPR), as
**Algorithm 1** Sequential sampling for systems with stochastic ItR

**Require:** Number of initial points \( n_{init} \), number of iterations \( n_{iter} \)

**Input:** Initial dataset \( D = \{x^i, y^i\}_{i=1}^{n_{init}} \)

**Initialization** \( j = 0 \)

while \( j < n_{iter} \) do

- Train the surrogate model (Eq. (6), (7), and (8)) with \( D \)
- Maximize the acquisition function (10) to find the next best sample \( x^{j+1} \)
- Implement numerical simulation to get \( y^{j+1} = S(x^{j+1}, \omega) \)
- Update the dataset \( D = D \cup \{x^{j+1}, y^{j+1}\} \)
- \( j = j + 1 \)

end while

**Output:** Compute the exceeding probability (15) based on the surrogate model

well as other methods for validation and comparison. These other methods include Monte Carlo sampling using one million samples for accurate estimation of the mean and variance of ItR (Exact-MC, which serves as the exact result to validate Seq-VHGPR); space-filling Latin hypercube (LH) sampling [28] with VHGPR as a surrogate (LH-VHGPR, which serves as a reference to demonstrate the efficiency of sequential sampling); LH sampling with SGPR as a surrogate (LH-SGPR, to demonstrate the necessity of using VHGPR). We also include the asymptotic value obtained from the LH-SGPR method, i.e., the convergent result with sufficiently large number of samples. This represents the best solution that can be achieved by previous vast methods based on SGPR with constant uncertainties [10, 8, 9, 29].

3.1. One-dimensional (1D) synthetic problem

We start from a 1D synthetic problem, where the true ItR \( S(x, \omega) \) is constructed with (see figure 1 for an illustration)

\[
f(x) = (x - 5)^2,
\]

(16)
and \( R(x, \omega) \sim \mathcal{N}(0, \gamma^2(x)) \) with

\[
\gamma(x) = 0.1 + 0.1x^2. \tag{17}
\]

The input \( X \) is assumed to follow a Gaussian distribution with \( p_X(x) = \mathcal{N}(5, 1) \). Our objective is to estimate an exceeding probability \( P_e = \mathbb{P}(S(X, \omega) > 9) \). For Seq-VHGPR, we use 40 LH samples as the initial data set, and show the results after 40 initial samples along with other methods.

Figure 2 plots the results \( P_e \) computed by Exact-MC, Seq-VHGPR, LH-VHGPR and LH-SGPR (where in Seq-VHGPR and LH-VHGPR, \( P_e \) is estimated by (13); in LH-SGPR, \( P_e \) is estimated by (15) with constant variance \( g(x) = \log(\gamma_0^2) \)). Also included in figure 2 are the standard deviations in Seq-VHGPR, LH-VHGPR and LH-SGPR obtained from 100 applications of the methods. (These uncertainties come from the initial sampling positions and the randomness \( \omega \) of ItR in computing \( S(x, \omega) \) for each query.) We see that the result from Seq-VHGPR converges rapidly to that from Exact-MC (shown in terms of the 5%-error region) in the first 20 sequential samples, with an accurate estimation of the exceeding probability. In contrast, the LH-VHGPR result converges much slower, with a non-negligible difference from the Exact-MC result at the end of 100 samples in figure 2.
Figure 2: $P_e$ in the 1D synthetic problem, computed by Seq-VHGPR(—), LH-VHGPR(—), LH-SGPR(—) with its asymptotic value (---), Exact-MC(--·) (in terms of the upper and lower 5% error bounds). The shaded region represents one standard deviation above the mean estimated from 100 applications of the each method.

Figure 3: (a) Typical positions of initial 40 samples (●) and 60 sequential samples (●) in Seq-VHGPR, as well as the learned function $f(x)$ (—) and $f(x) \pm 2\gamma(x)$ (- - -) compared to the corresponding exact functions (—, - - -); (b) the function $P(S(x,\omega) > \delta)p_X(x)$. 
in spite of a favorable trend). Furthermore, the LH-SGPR result converges to an asymptotic value which is 3 times of the Exact-MC result, showing the incapability of this class of methods (i.e., most previous methods using SGPR) in estimating the exceeding probability induced by a heteroscedastic ItR. We remark that the failure of the SGPR-based methods lie in the loss of heteroscedasticity information in ItR, irrespective of the sampling approach or acquisitions used. Finally, as shown by the shaded area in figure 2, Seq-VHGPR leads to significantly reduced standard deviation compared to other approaches.

We further examine the reason for the fast convergence achieved by Seq-VHGPR (relative to LH-VHGPR). Figure 3(a) plots the positions of 100 samples (i.e., 40 initial and 60 sequential samples) in Seq-VHGPR, as well as the learned functions $f(x)$ and $\gamma(x)$. While the initial 40 samples are randomly chosen (providing the overall trend of $f(x)$ and $\gamma(x)$), the 60 sequential samples are concentrated near $x = 6.5$, providing more accurate estimation of $f(x)$ and $\gamma(x)$ in the nearby region. This point corresponds to the maximum in $\mathbb{P}(S(x, \omega) > \delta)p_X(x)$ (the integrand in (2)) as shown in figure 3(b), leading to the largest contribution in computing the exceeding probability (2).

3.2. Two-dimensional (2D) synthetic problem

We construct a 2D synthetic problem by setting $f(x)$ to be a four-branch function (that has been widely-used in estimating extreme-event probability with a deterministic ItR) [8, 10, 29, 11]:

$$f(x_1, x_2) = \min \begin{cases} 
8 + 0.1(x_1 - x_2)^2 + \frac{(x_1 + x_2)}{\sqrt{2}} \\
8 + 0.1(x_1 - x_2)^2 - \frac{(x_1 + x_2)}{\sqrt{2}} \\
(x_1 - x_2) + \frac{6}{\sqrt{2}} + 5 \\
(x_2 - x_1) + \frac{6}{\sqrt{2}} + 5
\end{cases}.$$

To generate an uncertain ItR, we add a Gaussian randomness $R(x_1, x_2, \omega) \sim \mathcal{N}(0, \gamma^2(x_1, x_2))$ to $f(x_1, x_2)$ with standard deviation
\(\gamma(x_1, x_2) = f(x_1, x_2)/6\) (see figure 4 for \(f(x_1, x_2)\) and \(\gamma(x_1, x_2)\)). We assume the input \(X\) to follow a Gaussian distribution \(p_{X_1, X_2}(x_1, x_2) = \mathcal{N}(0, I)\), with \(I\) being a 2x2 identity matrix, and our purpose is to estimate an exceeding probability \(P_e = \Pr(S(X_1, X_2, \omega) > 5)\). For Seq-VHGPR, 60 LH samples are used as the initial data set.

The results of the 2D problem, as shown in figure 5, further demonstrates the effectiveness of Seq-VHGPR, which approaches the Exact-MC solution with 5% error within the first 20 sequential samples and leads to the smallest uncertainty among all methods. The convergence rate of Seq-VHGPR is much faster than that of LH-VHGPR, where the latter fails to converge at the end of 120 samples. Compared with 1D results, the superiority of Seq-VHGPR over LH-VHGPR is more evident due to the increased sparsity of samples in the 2D case. The LH-SGPR result, on the other hand, converges to an asymptotic value which is 2.5 times of the Exact-MC result, a significant error due to the neglect of heteroscedastic randomness in ItR.

The typical positions of (60 initial and 60 sequential) samples in Seq-VHGPR are shown in figure 6(a)(b), as well as the learned functions \(f(x_1, x_2)\) and \(\gamma(x_1, x_2)\). Similar to the 1D case, the sequential samples are expected to concentrate in regions where \(\Pr(S(x_1, x_2, \omega) > \delta)p_{X_1, X_2}(x_1, x_2)\) is maximized, i.e., the four regions enclosed by -4 contour lines in figure 6.
Figure 5: $P_e$ in the 2D synthetic problem, computed by Seq-VHGPR(--), LH-VHGPR(—), LH-SGPR(——) with its asymptotic value (-----), Exact-MC(-- --) (in terms of the upper and lower 5% error bounds). The shaded region represents one standard deviation above the mean estimated from 100 applications of the each method.

Figure 6: Typical positions of initial 60 samples (●) and 60 sequential samples (○) in Seq-VHGPR, as well as the learned $f(x_1, x_2)$ (---) compared to the exact function (----) in (a); and the learned $\gamma(x_1, x_2)$ (---) compared to the exact function (----) in (b); (c) the (log) function $P(S(x_1, x_2, \omega) > \delta)p_{X_1, X_2}(x_1, x_2)$. 
Figure 7: (a) surface elevation $\eta(t)$ (---) and the corresponding envelope process $\rho(t)$ (-----) in a narrow-band wave field. (b) $\rho(t)$ (---) fitted by an ensemble of Gaussian wave groups $\rho_c(t)$ (-----) with parameters $L$ and $A$. (c) $p_L,A(L, A)$ obtained from wave fields.

As shown in figure 7(a)(b), most sequential samples lie in three out of the four regions (although the situation depends on the initial samples and for some cases all four regions can be filled). The difficulty of the sequential samples transiting to all four regions within 60 samples can be anticipated, which is consistent with the observation in the case of deterministic ItR if the U criterion is used as the acquisition function [8]. While the design of better acquisition function is possible referring to the counterpart in the deterministic case [10], the current results already show the adequacy of Seq-VHGPR in estimating the exceeding probability (even if not all four regions are filled and the estimation of $\gamma(x_1, x_2)$ is relatively less accurate than that of $f(x_1, x_2)$).

3.3. Probability of extreme ship motion in irregular waves

We further consider an engineering application of our method to estimate the probability of extreme ship roll motions in uni-directional irregular waves. In marine engineering, the ship motion problem can often be treated as a dynamical system where the input is a time series of wave (or surface) elevation $\eta(t)$, and the output is, say, the ship roll motion $\xi(t)$. 
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The ItR connecting $\eta(t)$ and $\xi(t)$ can be computed by Computational Fluid Dynamics (CFD) simulations. However, the resolution of exact exceeding probability requires running expensive CFD simulations with a very long-time input $\eta(t)$ (due to the rareness of the extreme roll motion), leading to prohibitively high computational cost. Therefore, for the purpose of validating our approach, we use an inexpensive phenomenological nonlinear roll equation [30] to construct the ItR (with the uncertainty associated with $\omega$ introduced later)

$$\ddot{\xi} + \alpha_1 \dot{\xi} + \alpha_2 \dot{\xi}^3 + (\beta_1 + \epsilon_1 \cos(\phi)\eta(t))\xi + \beta_2 \xi^3 = \epsilon_2 \sin(\phi)\eta(t), \quad (18)$$

with empirical coefficients [31] $\alpha_1 = 0.19$, $\alpha_2 = 0.06$, $\beta_1 = 0.04$, $\beta_2 = -0.1$, $\epsilon_1 = 0.020$, $\epsilon_2 = 0.004$, and $\phi = \pi/6$.

The wave elevation $\eta(t)$ is usually specified from a wave spectral process, which resides in a high-dimensional input space. A typical procedure to reduce the dimension is to describe $\eta(t)$ by an ensemble of wave groups embedded in its envelope process [32, 1] (see figure 7(a) for an illustration). Specifically, we compute the envelope process $\rho(t)$ from $\eta(t)$ through the Hilbert transform [33], and then construct two-parameter Gaussian-like wave groups $\rho_c(x)$ which best fits $\rho(t)$:

$$\rho_c(t) \sim A \exp \left( \frac{-(t - t_c)^2}{2L^2} \right), \quad (19)$$

where $t_c$ is the temporal location of the group, and the two parameters $A$ (group amplitude) and $L$ (group length) describe the geometry of the group (figure 7(b)). This dimension-reduction procedure allows $\eta(t)$ to be described by an ensemble of ($L, A$) wave groups, i.e., a two-dimensional input parameter space (see figure 7(c)). We can then construct an ItR with the input as ($L, A$) to (18) and the output as the maximum roll through this wave group, and consider the group-based probability.

However, the dimension reduction results in the loss of information relative to the original field $\eta(t)$, i.e., it introduces uncertainties in the ItR, including the uncertain initial conditions of $(\xi(0), \dot{\xi}(0))$ and detailed phase and frequency conditions in the wave group. As shown in [34, 35], (18) (and
the ship roll in general) may be sensitive to the lost information such as initial conditions, and the resulted uncertainty is non-uniform for different $A$ and $L$. (see figure 8 as an example that the uncertainty is larger for the first wave group but smaller for the second one). This creates heteroscedastic uncertainty in the ItR (associated with $\omega$) that needs to be dealt with by our current approach Seq-VHGPR.

In the following, we show the results with input $\eta(t)$ extracted from a narrow-band Gaussian wave spectrum:

$$F(k) = \frac{H_s^2}{16} \frac{1}{\sqrt{2\pi}K} \exp\left(-\frac{(k - k_0)^2}{2K^2}\right), \quad (20)$$

with significant wave height $H_s = 12m$, peak (carrier) wavenumber $k_0 = 0.018m^{-1}$ (corresponding to peak period $T_p = 15s$), and $K = 0.05k_0$. The
exact exceeding probability is computed by simulating 1500 hours (360000 $T_p$) of ship responses. To compute the ItR incorporating the heteroscedastic randomness in $\omega$, after a sample ($L, A$) is chosen, we randomly select a wave group of this ($L, A$) in $\rho(x)$, and simulate starting from (on average) 3 groups ahead of the ($L, A$) group with a $(0, 0)$ initial condition. Since the impact of initial conditions typically decay in $O(1)$ wave group, we are able to naturally capture the true initial condition as the ship encounters the ($L, A$) group, as well as the phase and frequency condition in the particular group.

Figure 9 plots $P_e = P(\max(\xi_{L,A}(t)) > 0.3)$ (the probability that maximum roll in a group exceeds 17 degrees) obtained from Seq-VHGPR, LH-VHGPR, LH-SGPR and the exact solution. We see that the Seq-VHGPR result converges to the exact solution within the first 30 sequential samples, much faster than the convergence of the LH-VHGPR result. The LH-SGPR result converges to an asymptotic value which is appreciably larger than the exact solution. We remark that this value represents the best result that can be achieved by all previous methods on this problem [12, 36] based on SGPR. These results, again, demonstrate the effectiveness of Seq-VHGPR in computing the exceeding probability relative to all other approaches.

Finally, the application of VHGPR in our problem assumes that the distribution of $S(x, \omega)$ is approximately Gaussian (associated with $\omega$ for each $x \equiv (A, L)$). While this cannot be checked in the Seq-VHGPR sampling, we provide a posterior calculation to show that this is indeed true. Figure 10 plots the distribution of $S(x, \omega)$ for two selected values of $(A = H_s, L = 1.5T_p)$ and $(A = 0.8H_s, L = 1.5T_p)$, generated from all such groups in the time series of five million $T_p$. It is evident that the distributions are approximated by Gaussian distributions.

4. Conclusions

In this paper, we present a new method (Seq-VHGPR) to efficiently estimate the extreme-event probability (in terms of the exceeding probability) induced by an ItR with heteroscedastic uncertainty. The method is established in the framework of sequential BED, and leverages the VHGPR as a
Figure 9: $P_e$ in the ship roll problem, computed by Seq-VHGPR(--), LH-VHGPR(----), LH-SGPR(-----) with its asymptotic value (····), exact solution(-----) (in terms of the upper and lower 5% error bounds). The shaded region represents one standard deviation above the mean estimated from 50 applications of each method.

Figure 10: The density histograms of $S(A,L,\omega)$ for (a) $A = H_s, L = 1.5T_p$ and (b) $A = 0.8H_s, L = 1.5T_p$, generated from all such groups in the time series of five million $T_p$. The Gaussian fits for the histograms are shown (---).
surrogate model to estimate the uncertain ItR. A new acquisition function corresponding to the VHGPR estimation is developed to select the next-best sequential sample which leads to fast convergence of the exceeding probability. We validate our new method in two synthetic problems and one engineering application to estimate the extreme ship motion probability in irregular waves. In all cases, we find fast convergence of Seq-VHGPR to the exact solution, demonstrating its superiority to all existing methods if an ItR with heteroscedastic uncertainty is associated with the problem. This is indeed due to the effectiveness of VHGPR in estimating the ItR, although there is still room for improvement of the acquisition function to accelerate the convergence as done in the case of deterministic ItR [10]. Finally, we remark that the present method also provides an effective way for high-dimensional BED, where the most influential dimensions can be selected as (low-dimensional) input $X$, with other secondary ones packaged into $\Omega$ in the ItR (as in the ship motion problem).
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Appendix A. Algorithms for Gaussian Process Regression

We consider the task of inferring the input to response (ItR) function from a dataset $D = \{(x^i, y^i)\}_{i=1}^n$ consisting of $n$ inputs $X = \{x^i \in \mathbb{R}^d\}_{i=1}^n$ and the corresponding outputs $y = \{y^i \in \mathbb{R}\}_{i=1}^n$.

Appendix A.1. Standard Gaussian Process Regression (SGPR)

SGPR assumes the function to be a sum of a mean $f(x)$ and a Gaussian randomness with constant variance $\gamma_0^2$ (at all $x$):

$$ y = f(x) + R \sim \mathcal{N}(0, \gamma_0^2), \quad (A.1) $$

A prior, representing our beliefs over all possible functions we expect to observe, is placed on $f$ as a Gaussian process $f(x) \sim \mathcal{GP}(0, k_f(x, x'))$ with
zero mean and covariance function \( k_f \) (usually defined by a radial-basis-function kernel):

\[
k_f(x, x') = \tau^2 \exp\left(-\frac{1}{2} \sum_{j=1}^{d} \frac{(x_j - x'_j)^2}{l_j^2}\right),
\]
(A.2)

where the amplitude \( \tau^2 \) and length scales \( l_j \), together with \( \gamma_0 \), are hyperparameters \( \theta = \{\tau, l_j, \gamma_0\} \) in SGPR.

Following the Bayesian formula, the posterior prediction for \( f \) given the dataset \( D \) can be derived to be another Gaussian:

\[
p(f(x)|D) = \frac{p(f(x), y)}{p(y)} = \mathcal{N}(\mu_f(x), \text{cov}_f(x)),
\]
(A.3)

with analytically tractable mean \( \mu_f(x) \) and covariance \( \text{cov}_f(x, x') \):

\[
\mu_f(x) = k_f(x, X)^T (K_f(X, X) + \gamma_0^2 I)^{-1} y,
\]
(A.4)

\[
\text{cov}_f(x, x') = k_f(x, x') - k_f(x, X)^T (K_f(X, X) + \gamma_0^2 I)^{-1} k_f(x', X),
\]
(A.5)

where matrix element \( K_f(X, X)_{ij} = k_f(x^i, x^j) \). The hyperparameters \( \theta \) are determined which maximizes the likelihood function \( p(D|\theta) \equiv p(y|\theta) = \mathcal{N}(0, K_f(X, X) + \gamma_0^2 I) \).

Appendix A.2. Variational Heteroscedastic Gaussian Process Regression (VHGPR)

In this section, we briefly outline the algorithm of VHGPR. The purpose is to provide the reader enough information to understand the logic behind VHGPR. For the conciseness of the presentation, some details in the algorithm have to be omitted. We recommend the interested readers to read [19] and Sec. 10 in [37] for details.

In VHGPR, the function of ItR is considered as the sum of a mean and a Gaussian term (independent at all \( x \)) with heteroscedastic uncertainty:

\[
y = f(x) + R \quad R \sim \mathcal{N}(0, e^g(x)).
\]
(A.6)

Two Gaussian priors are placed on the mean and the (log) variance function:

\[
f(x) \sim \mathcal{GP}(0, k_f(x, x')),
\]
(A.7)

\[
g(x) \sim \mathcal{GP}(\mu_0, k_g(x, x')),
\]
(A.8)
where $k_f$ and $k_g$ are respectively the radial-basis-function kernels for $f$ and $g$, defined similarly as (A.2). $\mu_0$ is the prior mean for $g$. The hyperparameters in VHGPR can then be defined as $\theta = (\mu_0, \theta_f, \theta_g)$ where $\theta_{f,g}$ includes the amplitudes and length scales involved in $k_f$ or $k_g$. Moreover, we assume $f$ is independent with $g$.

The increased expressive power with the heteroscedastic variance is at the cost of analytically intractable likelihood (for determination of hyperparameters) and posterior (prediction). Let $f = f(\mathbf{X})$ and $g = g(\mathbf{X})$ denote the realizations of mean and variance at training inputs $\mathbf{X}$ following the distributions in (A.7) and (A.8). The likelihood and prediction are formulated as:

$$p(D|\theta) \equiv p(y|\theta) = \int \int p(y|f, g)p(g|\theta)p(f|\theta)dgdf,$$

(A.9)

$$p(f(x), g(x)|D) = \int \int p(f(x), g(x)|f, g)p(f, g|y)dfdg.$$ (A.10)

Since analytical integration cannot be achieved for (A.9) and (A.10), numerical evaluations of the integrals are needed for their computations. However, the dimension of integration (w.r.t $f$ and $g$) is the same as number of data points $n$, which can be prohibitively high for a direct integration, say, using quadrature methods. While the Monte-Carlo method (e.g., MCMC) offers some advantages in computational cost, its application is still too expensive for most practical problems. For these problems, the VHGPR leveraging variational inference is the only method which provides practical solutions with low computational cost and sufficient accuracy.

The key distribution in computing (A.10) and (A.9) is $p(f, g|y)$ (directly involved in (A.10) and related to (A.9) due to (A.11) that will be discussed), which is however expensive to compute directly. The key idea in VHGPR is to approximate $p(f, g|y)$ by $q(f, g)$, where the latter is assumed to have a Gaussian distribution with parameters (multi-dimensional means and covariance) denoted here by $\theta_q$. Through minimizing the KL divergence between $p(f, g|y)$ and $q(f, g)$, the parameters $\theta_q$ can be determined and both the posterior and likelihood can be evaluated accordingly as discussed below.
For the posterior, (A.10) becomes a linear Gaussian model (an integration of the exponential of quadratic function of \( f \) and \( g \) with Gaussian weights) which has an analytical formulation. For the likelihood, we avoid directly using (A.9) but decompose \( \log p(y|\theta) \) as a summation of the evidence lower bound (ELBO) \( \mathcal{L}(q(f, g)) \) and the K-L divergence between \( q(f, g) \) and \( p(f, g|y) \) \(^2\):

\[
\log p(y|\theta) = \mathcal{L}(q(f, g)) + \text{KL}(q(f, g)\|p(f, g|y)), \tag{A.11}
\]

where

\[
\mathcal{L}(q(f, g)) = \int \int q(f, g) \log \frac{p(y, f, g)}{q(f, g)} df dg, \tag{A.12}
\]

\[
\text{KL}(q(f, g)\|p(f, g|y)) = \int \int q(f, g) \log \frac{q(f, g)}{p(f, g|y)} df dg. \tag{A.13}
\]

We then formulate an optimization problem of \( \mathcal{L} \) (where \( \mathcal{L} \), as a weighted integration of the exponential function of \( f \) and \( g \), has an analytical expression for Gaussian weights \( q(f, g) \)) \(^\text{37}\) to determine both the parameters in \( q(f, g) \) (\( \theta_q \)) and the hyperparameters (\( \theta \)):

\[
\theta_q^*, \theta^* = \arg\max_{\theta_q, \theta} \mathcal{L}(\theta_q, \theta, y). \tag{A.14}
\]

We remark that (A.14) can be conceived as two sequential optimization problems with respect to \( \theta_q \) and \( \theta \). For the former, maximizing \( \mathcal{L} \) is equivalent to minimizing the KL divergence (as an aforementioned goal) since \( \log p(y|\theta) \) in (A.11) is not a function of \( \theta_q \). For the latter, since the KL divergence has been minimized, the ELBO gives a good approximation of likelihood \( \log p(y|\theta) \). Therefore, the solution of (A.14) simultaneously provides the optimal \( \theta_q \) leading to a good approximation of \( p(f, g|y) \) by \( q(f, g) \), as well as the optimal \( \theta \) leading to a maximized likelihood.

\(^2\)This decomposition can be derived from manipulation of (A.13) to be

\[
\text{KL}(q(f, g)\|p(f, g|y)) = -\int \int q(f, g) \log \frac{p(y, f, g)}{q(f, g)} df dg + \log p(y).
\]
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However, (A.14) with respect to $\theta_q$ is still a prohibitively expensive optimization with dimensions $2n + 2n(2n + 1)/2$ (i.e., number of unique elements in the mean and co-variance matrix of $q(f, g)$). To reduce the number of dimensions, a key procedure employed in VHGPR is to assume that the function $q(f, g)$ is separable in $f$ and $g$, i.e., $q(f, g) = q_f(f)q_g(g)$. This brings two benefits: First, one can show that the maximized solution of $L$ involves a relation between $q_f(f)$ and $q_g(g)$, i.e., $q_f(f)$ can be represented as a function of $q_g(g)$ so that the parameters in $\theta_q$ is reduced to the mean $\mu$ and covariance $\Sigma$ of $q_g(g)$ with dimension $n + n(n + 1)/2$ (see (10.6) in [37] for proof). Second, the stationary point of $L$ with respect to $\mu$ and $\Sigma$ (by making $\partial L/\partial \mu = 0$ and $\partial L/\partial \Sigma = 0$) leads to an analytical form

$$\begin{align*}
\mu &= K_g(X, X)(\Lambda - \frac{1}{2}I)1 + \mu_01, \\
\Sigma &= (K_g(X, X)^{-1} + \Lambda)^{-1},
\end{align*}$$

with $K_g(X, X)_{ij} = k_g(x_i, x_j)$, $\Lambda$ being a diagonal matrix involving $n$ unknown parameters and $1$ being a vector with all elements 1. Therefore the optimization (A.14) is finally reduced to

$$\Lambda^*, \theta^* = \text{arg}\text{max}_{\Lambda, \theta} L(\mu(\Lambda), \Sigma(\Lambda), \theta, y),$$

with only $n$ parameters in $\theta_q$ (or $\Lambda$). This can be solved by gradient-based method, with the major computational cost in computing $n \times n$ matrix inversions in $L$. The computational cost of each iteration in (A.17) is only approximately twice as that in SGPR.

With $q_f(f)$, $q_g(g)$ (computed from $\Lambda^*$), and $\theta$ available, the posterior predictions for $f$ and $g$ in (A.10) are:

$$p(f(x), g(x)|D) = \int \int p(f(x), g(x)|f, g)q_f(f)q_g(g)dfdg = \int \int p(f(x)|f)p(g(x)|g)q_f(f)q_g(g)dfdg$$

(independence of $f(x)$ and $g(x)$)

$$= \int p(f(x)|f)q_f(f)df \int p(g(x)|g)q_g(g)dg = p(f(x)|D)p(g(x)|D), \hspace{1cm} (A.18)$$
where:

\[ p(f(x)|D) = \mathcal{N}(\mu_f(x), \text{cov}_f(x, x')), \quad (A.19) \]

\[ p(g(x)|D) = \mathcal{N}(\mu_g(x), \text{cov}_g(x, x')), \quad (A.20) \]

\[ \mu_f(x) = k_f(x, X)^T(K_f(X, X) + Z)^{-1}y, \quad (A.21) \]

\[ \text{cov}_f(x, x') = k_f(x, x') - k_f(x, X)^T(K_f(X, X) + Z)^{-1}k_f(x', X), \quad (A.22) \]

\[ \mu_g(x) = k_g(x, X)^T(\Lambda - \frac{1}{2}11^T1 + \mu_0, \quad (A.23) \]

\[ \text{cov}_g(x, x') = k_g(x, x') - k_g(x, X)^T(K_g(X, X) + \Lambda^{-1})^{-1}k_g(x', X), \quad (A.24) \]

with \( Z_{ii} = e^{\mu_i - \Sigma_{ii}/2} \) being a diagonal matrix and \( K_f(X, X)_{ij} = k_f(x^i, x^j) \).

**Appendix B. The upper bound of the estimation variance**

Here we show the construction of an upper bound of the estimation variance (For convenience we use \( \hat{p}(x) \) to represent \( \mathbb{P}(S(x, \omega | f(x), g(x)) > \delta) \)):

\[
\text{var}_{f,g}[\mathbb{P}(S(X, \omega | f(x), g(x)) > \delta)] \\
= \text{var}_{f,g}[\int \hat{p}(x) p_X(x) dx] \\
= \mathbb{E}_{f,g}\left[\left(\int \hat{p}(x) p_X(x) dx\right)^2\right] - \left(\mathbb{E}_{f,g}\left[\int \hat{p}(x) p_X(x) dx\right]\right)^2 \\
= \mathbb{E}_{f,g}\left[\int \hat{p}(x) p_X(x) dx \int \hat{p}(x') p_X(x') dx'\right] \\
- \left(\mathbb{E}_{f,g}\left[\int \hat{p}(x) p_X(x) dx\right]\right)\left(\mathbb{E}_{f,g}\left[\int \hat{p}(x') p_X(x') dx'\right]\right) \\
= \int \mathbb{E}_{f,g}\left[\hat{p}(x) \hat{p}(x')\right] p_X(x) p_X(x') dx dx' \\
- \int \mathbb{E}_{f,g}\left[\hat{p}(x)\right] \mathbb{E}_{f,g}\left[\hat{p}(x')\right] p_X(x) p_X(x') dx dx' \\
= \int \text{cov}_{f,g}[\hat{p}(x), \hat{p}(x')] p_X(x) p_X(x') dx dx' \\
= \int \text{std}_{f,g}[\hat{p}(x)] \left(\int \text{std}_{f,g}[\hat{p}(x')] p[\hat{p}(x), \hat{p}(x')] p_X(x') dx'\right) p_X(x) dx \\
\leq 0.5 \int \text{std}_{f,g}[\hat{p}(x)] p_X(x) dx \quad (B.1)
\]
where $\rho[\cdot, \cdot]$ denotes the correlation coefficient. The last inequality comes from $\text{std}[\hat{p}_\omega(\mathbf{x}')] \leq 0.5$ and $\rho[\hat{p}_\omega(\mathbf{x}), \hat{p}_\omega(\mathbf{x}')] \leq 1$. The equality in (B.1) holds when $\hat{p}_\omega$ degenerates to a Bernoulli random variable with equal probability 0.5 at both $\hat{p}_\omega = 0$ and $\hat{p}_\omega = 1$ and $\rho[\hat{p}_\omega(\mathbf{x}), \hat{p}_\omega(\mathbf{x}')] = 1$.

Appendix C. Spherical cubature integration in equation (12)-(14)

For given $\mathbf{x}$, both equations (12) and (13) can be considered as two-dimensional ($d = 2$) Gaussian weighted integrals. Let $u$ denote $\{f(\mathbf{x}), g(\mathbf{x})\}$ and $h(u)$ denote $\mathbb{P}(S(\mathbf{x}, \omega|u) > \delta)$ or $(\mathbb{P}(S(\mathbf{x}, \omega|u) > \delta) - m)^2$. Both (12) and (13) can be rewritten in the following form:

$$
\int h(u)N(u; \mu, \Sigma)du, \quad (C.1)
$$

where

$$
\mu = [\mu_f(\mathbf{x}) \quad \mu_g(\mathbf{x})]^T, \quad (C.2)
$$

$$
\Sigma = \begin{bmatrix}
\text{cov}_f(\mathbf{x}) & 0 \\
0 & \text{cov}_g(\mathbf{x})
\end{bmatrix}, \quad (C.3)
$$

We further define a standard Gaussian random vector $\tilde{\mathbf{u}} = \sqrt{\Sigma}^{-1}(\mathbf{u} - \mu)$, where

$$
\sqrt{\Sigma} = \begin{bmatrix}
\sqrt{\text{cov}_f(\mathbf{x})} & 0 \\
0 & \sqrt{\text{cov}_g(\mathbf{x})}
\end{bmatrix}, \quad (C.4)
$$

or more general, the Cholesky decomposition of $\Sigma$. Then (C.1) can be transformed to

$$
\int h(\mu + \sqrt{\Sigma}\tilde{\mathbf{u}})N(\tilde{\mathbf{u}}; 0, I)d\tilde{\mathbf{u}} = \int \hat{h}(\tilde{\mathbf{u}})N(\tilde{\mathbf{u}}; 0, I)d\tilde{\mathbf{u}}, \quad (C.5)
$$

where we have defined $h(\mu + \sqrt{\Sigma}\tilde{\mathbf{u}}) = \hat{h}(\tilde{\mathbf{u}})$ for simplicity.

The spherical cubature integration aims to approximate (C.5) with $2d$ points [39]:

$$
\int \hat{h}(\tilde{\mathbf{u}})N(\tilde{\mathbf{u}}; 0, I)d\tilde{\mathbf{u}} \approx w \sum_{i=1}^{2d=4} \hat{h}(c\tilde{\mathbf{u}}^{(i)}), \quad (C.6)
$$
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where \( \tilde{u}^{(i)} \in \{\{1, 0\}, \{0, 1\}, \{-1, 0\}, \{0, -1\}\} \), and \( w \) and \( c \) are coefficients determined by satisfying the following conditions for third order accuracy:

\[
\int \mathcal{N}(\tilde{u}; 0, 1) d\tilde{u} = w \sum_{i=1}^{4} 1, \tag{C.7}
\]

\[
\int \tilde{u}_j \mathcal{N}(\tilde{u}; 0, 1) d\tilde{u} = w \sum_{i=1}^{4} (c\tilde{u}_j^{(i)}), \tag{C.8}
\]

\[
\int \tilde{u}_j^2 \mathcal{N}(\tilde{u}; 0, 1) d\tilde{u} = w \sum_{i=1}^{4} (c\tilde{u}_j^{(i)})^2, \quad j = 1, 2. \tag{C.9}
\]

According to [39], this yields \( w = 1/4 \) and \( c = \sqrt{2} \).

Finally, the values of \( \tilde{u}^{(i)} \) can be transformed back to \( u^{(i)} = \mu + \sqrt{\Sigma} \tilde{u}^{(i)} \), corresponding to (14) in Sec. 2.3.