Advances in Optical and Microwave Nonreciprocity
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Abstract

Modern photonic and quantum technologies demand reciprocity breaking, e.g., isolators, full-duplex systems, noise isolation in quantum computers, motivating searching for practical approaches beyond magnet-based devices. This work overviews the up-and-coming advances in optical nonreciprocity, including new materials (Weyl semimetals, topological insulators, metasurfaces), active structures, time-modulation, PT-symmetry breaking, nonlinearity, quantum nonlinearity, unidirectional gain and loss, chiral quantum states, and valley polarization.

Introduction

Modern classical and quantum technology rely on our ability to control electromagnetic waves' propagation and their classical and quantum interaction with matter. Over the last few decades of this journey, researchers have achieved genuinely staggering success. Examples include the invention of photonic crystals enabling tailoring light band-gap structure at our will[1,2], plasmonics with unprecedented capabilities for light localization in nano dimensions[3], all-dielectric nanophotonics[4,5], metasurfaces for low-loss and highly efficient lensing and sensing[6–8], and topologically nontrivial phases of light-matter interaction for robust photonic devices and scattering-less unidirectional wave propagation[9]. Underpinning these devices lies the idea of a "metamaterial" that is, in its broadest sense, sculpturing a material with certain properties on demand from "meta-atoms" and their special arrangement in a similar fashion as Nature creates an ordinary material but rather in a blind way.

Realizing that we are no longer limited to a somewhat narrow set of natural materials, but can design them at our will, made us rethink many fundamental concepts and even question facts that seemed impossible. Quantum computing is another example of how new ideas and concepts revolutionize the way we approach scientific problems[10]. To illustrate the difference between
classical and quantum approaches, we can say that it is like solving a question of whether a complex maze has a way out. The classical approach relies on a blind search among all possible paths, which can take an excruciatingly long time. Instead, one can launch, say, an acoustic wave into the maze and, utilizing interference (analog of quantum coherence), test all possible paths at once. Nowadays, we have achieved stunning results, but in the future, such quantum computers will allow us to tailor materials at will using the concept of metamaterials instantly, avoiding blind searches.

Effective nonreciprocal materials are another product of the metamaterials concept. The general observation can express reciprocity in electromagnetics: "If I can see you, you can see me." This phenomenon gets its origin from the fact that physical laws governing electromagnetic fields, light in this example, and their interaction with the matter on a microscopic level do not prefer any particular direction of time in the absence of a magnetic field. In other words, if we were to reverse the direction of time hypothetically, the predictions of the physics laws would remain unchanged. Of course, this is not the case at a macroscopic scale because the arrow of time has a fixed direction, as we know from our daily experience. In practice, this means that the transmission coefficient between any two points in the system will be the same regardless of transmission direction.

In many practical applications, it is required that the waves, propagating through a media or a device, can exhibit different responses when source and observation points are interchanged. The examples include isolators preventing wave scattering back to lasers and generators. Another example is full-duplex systems for multiplexing transmission and receiving in the same channel without mutual interference. Preventing superconductor quantum computers working at very low temperatures from thermal noise that otherwise comes to the system from our equipment staying at the room temperature also relies on the nonreciprocal response [11].

However, today's nonreciprocal components are almost exclusively realized through the magneto-optic Faraday effect. This effect requires ferrite materials [ferrites, such as Yttrium Iron Garnet (YIG) and materials composed of iron oxides and other elements (Al, Co, Mn, Ni)] with static magnetic field bias. These devices are expensive, hard to tune, bulky and incompatible with planar technologies like silicon-based integrated circuits [12] and transmission-line quantum circuits [13,14] that power the wireless and computing revolutions. Also, ferrite materials suffer from strong dissipative losses interfering with their use, especially in optics. We would also add that the magnetic field breaks RF superconductivity, especially when we talk about single-photon levels. In fact, the fields <1 nT are required for superconducting qubits and SQUIDs, so the presence of a ferrite circulator implies the requirement of an additional magnetic shielding [15].

Recently novel avenues to achieve nonreciprocity of electromagnetic fields without magnets but using new scattering effects and a new class of materials and metamaterials have been implemented [16–21]. The examples include dynamic spatiotemporal modulation of parameters [22–25], synthetic magnetic field [25–27], angular momentum biasing in photonic or acoustic systems [21,28,29], nonlinearity [30–33], interband photonic transitions [34,35], optomechanics [36–40], optoacoustics [41,42], PT-symmetry breaking [43–45], unidirectional gain and loss [46–53], moving/rotating cavities [54–56] and
emitters,\textsuperscript{57} Doppler-shift,\textsuperscript{58} chiral light-matter coupling and valley polarization,\textsuperscript{59–63} and quantum nonlinearity.\textsuperscript{64–67} Furthermore, quantum systems based on superconducting Josephson junctions attract much attention as they hold a great promise for quantum computing\textsuperscript{13,65,68–71}. Nevertheless, magnetic nonreciprocal systems continue to develop in relation to new materials (Weyl semimetals, topological insulators, metasurfaces) and effects.\textsuperscript{72} Nonreciprocity of waves of other Nature is also of enormous interest today.\textsuperscript{73–75}

This work is dedicated to a review of the state-of-the-art advances in nonreciprocity. First, we briefly discuss the physical picture that lies behind nonreciprocal materials and systems. We provide the major characteristics that describe nonreciprocal systems. We briefly discuss the magnet-based nonreciprocal systems (NSs) and their disadvantages. Next, we focus on new materials for nonreciprocity, including Weyl semimetals, topological insulators, and metasurfaces. Then we survey NSs based on active structures, PT-symmetry breaking, time-modulation, nonlinearity, and quantum effects. Throughout the work, we discuss the pros and cons of the mentioned approaches to nonreciprocity.

1. Reciprocal and nonreciprocal systems

The reciprocity principle is one of the most fundamental concepts in Nature and stems from the fundamental time-reversal symmetry of physical laws. As we know, all microscopic physical laws obey time-reversal symmetry if all odd quantities, for instance, currents and magnetic field in the Maxwell equations, reverse their sign. The important case of dissipative macroscopic systems is discussed below.

Reciprocity implies that the wave transmission between any two points in an arbitrary system is the same for opposite propagation direction as far as the time-reversal symmetry preserved.\textsuperscript{19,21,76–82} For example, let us consider an arbitrary complex time-reversal symmetric system and two arbitrary areas A and B. If there is a current \( J_A \) (\( J_B \)) in area A (B), then this current creates some field in area B (A), Figure 1(a). The reciprocity dictates that the mutually induced powers of these two currents are equal:

\[
\int \limits_V J_A E_B dV = \int \limits_V J_B E_A dV ,
\]

where integration runs over the area of non-zero current. In the case of point-like areas, this formula simplifies to \( J_A E_B = J_B E_A \). In the case of linear RLC circuits, this condition can also be written as \( I_2 V_1 = I_1 V_2 \), where a voltage \( V_1 \) (\( V_2 \)) being applied to the first branch of a circuit creates a current \( I_2 \) (\( I_1 \)) in the second branch.

The reciprocity principle allows making predictions regarding any arbitrary complex systems' response and operation, simplifying the analysis. However, there are several practical situations in which it is advantageous to break reciprocity. Examples of such situations include (i) preventing back-scattering of signals back to sources (lasers, generators), (ii) full-duplex systems, (iii) nonreciprocal cavity (resonator, qubit) excitations and readout, (iv) breaking the time-reversed
symmetry in emission and absorption (Kirchhoff’s law of thermal radiation)\textsuperscript{[78,83]}, etc. For example, full-duplex systems are very beneficial for communications because they allow simultaneous transmission and reception of signals at the same frequency through the same antenna\textsuperscript{[84]}. The nonreciprocal resonator excitation is promising for optical memory elements and energy harvesting. Nonreciprocal qubit readout would allow for noiseless control of a qubit state.

**Figure 1. Reciprocal and nonreciprocal systems.** (a) Arbitrary structure and two current sources A and B. The reciprocity principle dictates that the transmission $A \rightarrow B$ and $B \rightarrow A$ are equal. An alternative formulation is that the induced powers are equal, Eq.(1). (b) Equivalent n-port representation for the illustration of the S-matrix framework. The blue sphere denotes a general structure (cavity, circulator, etc.).

The time-reversal operation, $\hat{T}$, changes the arrow of time and hence reverses all processes that happen in a system. If a (scalar or vector) function $\Psi(r,t)$ describes the electromagnetic field in a system, then the essence of the operator $\hat{T}$ is:

$$\hat{T} \cdot \Psi(r,t) = \Psi(r,-t) .$$

If $\Psi(r,-t) = \Psi(r,t)$, then, the system is time-reversal symmetric; otherwise, it is asymmetric. Since the direct and reverse parts of any process (wave propagation) describe the system’s response for opposite transmission directions, time-reversal symmetry/asymmetry is inherently related to reciprocity/nonreciprocity\textsuperscript{[76,82]}. All quantities we consider in electrodynamics are either symmetric (even), $\Psi'(r,-t) = +\Psi(r,t)$, or antisymmetric (odd), $\Psi'(r,-t) = -\Psi(r,t)$. The examples of even quantities are charge, E-field, polarization. The odd quantities are H-field, velocity and current, wavevector, and Pointing vector. Note that in the reciprocal frequency space, the time-reversal operation consists in taking complex conjugation and changing the sign of the odd quantities, for example, $E_\omega(r) \rightarrow \hat{\imath} E^*_\omega(r)$, $H_\omega(r) \rightarrow -\hat{\imath} H^*_\omega(r)$.

Eq. (1) gives us a clue that one should measure transmission coefficients to find out whether a system is reciprocal or not. The scattering matrix (S-matrix) concept provides a compelling approach to this end\textsuperscript{[85]}. Let us consider a general system depicted in Figure 1(b) and define the condition under which the system is reciprocal. For this, we first chose a basis of certain incoming
and outgoing waves, or *channels* with corresponding amplitudes \( a = \{ a_1, a_2, \ldots, a_n \} \) and \( b = \{ b_1, b_2, \ldots, b_n \} \), respectively. Channels exist outside the system and represent freely propagating solutions of the wave equation in the absence of the scattering object\(^{[85]}\). Hence, the formal solution of the wave equation in the basis of chosen channels can be presented in the form

\[
b = \hat{S}a,
\]

where \( \hat{S} \) is the scattering matrix of the system on the chosen basis. Eq.(3) simply expresses that in a linear system, amplitudes of the outgoing waves \( b \) are linear combinations of the incoming wave amplitudes \( a \) and connected by the \( \hat{S} \) matrix of the system. For example, in a single port system, the \( \hat{S} \) matrix coincides with the reflection coefficient \( (r) \). In a two-port system, the \( S \)-matrix is

\[
\hat{S} = \begin{pmatrix} r_{11} & t_{12} \\ t_{21} & r_{22} \end{pmatrix},
\]

where \( r_{ij} \) and \( t_{ij} \) stand for corresponding reflection and transmission coefficients. This approach can be generalized to the multi-mode ports\(^{[82]}\).

In a reciprocal system, according to Eq.(1), \( t_{ij} = t_{ji} \), and hence the scattering matrix is symmetric,

\[
\hat{S} = \hat{S}^T,
\]

Therefore, in order to test a system, whether it is reciprocal or not, one should measure or calculate the mutual transmission between each pair of channels. Breaking of time-reversal symmetry makes the \( S \)-matrix asymmetric, \( \hat{S} \neq \hat{S}^T \).

Note that in bulky media, the nonreciprocity requires the electric permittivity \( (\hat{\varepsilon}) \) or magnetic permeability \( (\hat{\mu}) \) to be asymmetric, that is \( \hat{\varepsilon} \neq \hat{\varepsilon}^T \) or \( \hat{\mu} \neq \hat{\mu}^T \) \(^{[82,86]}\):

\[
\hat{\varepsilon} = \begin{bmatrix} \varepsilon_{xx} & i\alpha & 0 \\ -i\alpha & \varepsilon_{yy} & 0 \\ 0 & 0 & \varepsilon_{zz} \end{bmatrix}, \quad \hat{\mu} = \begin{bmatrix} \mu_{xx} & i\delta & 0 \\ -i\delta & \mu_{yy} & 0 \\ 0 & 0 & \mu_{zz} \end{bmatrix}
\]

The quantities \( \alpha \) and \( \delta \) are gyrotropic parameters. In magnetic materials, they are responsible for the Faraday rotation\(^{[87]}\). In the low-frequency range (radio frequencies (RF), microwaves), there are materials with \( \alpha \neq 0 \) and \( \delta \neq 0 \). In the high-frequency range (THz, optics) usually \( \hat{\mu} = 1 \) and \( \delta = 0 \). Note that systems with symmetric tensors \( \hat{\varepsilon} = \hat{\varepsilon}^T \) or \( \hat{\mu} = \hat{\mu}^T \) with nonzero off-diagonal elements can rotate the polarization plane (optical activity) as in the Faraday effect but in a reciprocal way.

For illustration, the \( S \)-matrix of ideal nonreciprocal elements, a *gyrator* (nonreciprocal phase accumulation), an *isolator* (unidirectional propagation), and a *three-port circulator* (many-port isolator) are
It worth also mentioning so-called quasi-circulators with an S-matrix

$$\hat{S}_{\text{quasi-\text{circulator}}} = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}. \quad (6)$$

Quasi-circulators are bidirectional for one pair of ports [ports 1 and 3], unlike symmetric circulators, where isolation is always unidirectional.

Note that ideal nonreciprocal elements are forbidden in Nature because otherwise, they would violate thermodynamics’ second law. Indeed, such nonreciprocal systems would allow heat transfer from a colder object to a hotter one and hence allow the reduction of entropy without thermodynamic work. This situation, called the “thermodynamic paradox,” has been resolved by Ishimaru (1962) and Barzilai and Gerosa (1965)\cite{688}.

Thus, ideal nonreciprocal elements are forbidden, and real nonreciprocal systems are always imperfect. The degree of imperfection is determined by (for any pair of channels i and j) the return loss\cite{891}

$$RL = -20 \log_{10}(|S_{ii}|), \quad (7)$$

insertion loss

$$IL = -20 \log_{10}(|S_{ii}|), \quad (8)$$

and isolation

$$IX = -20 \log_{10}(|S_{ji}|), \quad (9)$$

where port n does not belong to the pair i-j.

So, nonreciprocal systems are always dissipative. But does the dissipation itself break the time-reversal symmetry? Indeed, if we consider an electromagnetic field propagation through a macroscopic system (a piece of a lossy dielectric), the wave will get dissipated from the initial energy $I_0$ up to, say, $I_0/2$. However, if we reverse “the electromagnetic part of this picture” in time and launch the wave back, it will dissipate further up to $I_0/4$. Hence, the round trip propagation will not return the system to its initial state ($I_0$) but end it up in another state ($I_0/4$). So, the problem seems to be time-reversal asymmetric and nonreciprocal. However, we know that the transmission coefficients for the left-to-right and right-to-left propagation are identical, and the system is reciprocal. The answer to this paradox is that this is only an apparent asymmetry caused by the fact that we did not reverse the “dissipation process” in time. In reality, at the microscale,
the dissipation is caused by transforming one sort of particles into another, and if we time-reverse all these transformations involved in the process, the time reverse symmetry will be restored. This exemplifies the point that to reverse a system in time, it is not sufficient to launch a wave back. One also needs to reverse in time all involved processes. This is in strong contrast to the case of magnetic bias, where the time reversing of all interactions is not sufficient to reverse the system in time; one also needs to change the sign of the magnetic field (to alter the system). Similar arguments can be found in Ref. [90].

The time-reversal symmetry is preserved at the quantum single-particle level driven by the Schrödinger equation but has the statistical meaning. Indeed, the change of the time arrow (along with flipping the direction of the magnetic field, if any) allows observing the reverse evolution of the system's wave function. However, wave function allows prediction of statistical evaluation of a system (evaluation of an ensemble) but not a single particle. It is easy to come up with a single-particle system that does not obey reciprocity. For example, a photon that hits a dielectric medium from a vacuum (or an electron that hits a space with a certain potential) with dielectric permittivity, say 16 (c-Si in optics), has the probability of passing into the dielectric of 64% and the probability 36% of getting reflected. It is a truly quantum phenomenon as it holds even for absolutely identical photons. Thus, a photon that passed through such a dielectric may scatter out from it in the time-reversed scenario making this picture time-reversal asymmetric. The time-reversal symmetry restores only after many experiments.

Thus, reciprocity can be broken in a system with a lack of time-reversal symmetry. The most widespread approach to reciprocity breaking is the biasing of the magnetic field[86] discussed in the next section.

2. Nonreciprocity based on magnetic field bias

To begin with, let us consider the nonreciprocity based on magnetic field bias. Magnetic-induced nonreciprocity roots in the Faraday rotation effect[86]. The Faraday effect is the rotation of the plane of linear polarization of light propagating in a medium along a magnetic field. In other words, it is an optical activity induced by a magnetic field. It was discovered by Michael Faraday in 1845. Due to the presence of a magnetic field, the dielectric permittivity depends on the wave polarization, clockwise (σ⁺) or counter-clockwise (σ⁻), and hence the partial waves will propagate with different wavevectors,

\[ k_\pm = \frac{\omega}{c} \sqrt{\varepsilon_\pm}, \]

where \( \omega = 2\pi f \), \( f \) is the frequency, \( c \) is the speed of light, and \( \varepsilon_\pm \) is the dielectric permittivity of \( \sigma^+ (\varepsilon_+) \) and \( \sigma^- (\varepsilon_-) \) polarized light.

If \( \text{Re}(k_+) \neq \text{Re}(k_-) \) this is the actual Faraday effect. The wave that undergoing left-to-right propagation acquires the polarization rotation angle \( \beta \), Figure 2(a). In the backward propagation (right-to-left), the polarization plane rotates in the same direction giving the total polarization
rotation of $2\beta$, Figure 2(a). This is strikingly different from the optical activity effect (chirality) when the round-trip propagation gives the total polarization rotation of $0^\circ$. Consider a linearly polarized wave that enters a magnetized medium. Such a wave can be represented as a sum of two circularly polarized waves. As a result, the rotation angle equals $\beta(l) = \frac{k_+ - k_-}{2}l$, where $l$ is the propagation distance. Experimentally, a more convenient way to define $\beta(l)$ consists in the introduction of the Verdet constant ($V$) that describes the strength of the Faraday effect for a particular material,

$$\beta(l) = VBl,$$  \hspace{1cm} (11)

where $B$ is the strength of the magnetic field. For the round-trip propagation, the wave acquires the rotation angle of $\beta(2l) = 2\beta(l)$.

However, if $\text{Im}(k_+) \neq \text{Im}(k_-)$, then the waves of different polarization will get different dissipation rate (circular dichroism) and hence the left-to-right and right-to-left waves will differ in amplitude, rather than in phase as in the Faraday effect.

**Figure 2. Nonreciprocity based on magnetic field bias.** (a) Faraday rotation effect. The effect consists in the rotation of a polarization plane caused by the magneto-optical effect, which is the dependence of the wave velocity on the polarization (circular clockwise- and counterclockwise). The wave that undergoing left-to-right propagation acquires the polarization rotation angle $\beta$. In the backward propagation (right-to-left), the polarization plane rotates in the same direction giving the total polarization rotation of $2\beta$. (b) One of the first Faraday rotation circulators based on a gyrator and tee junctions$^{[91]}$. (c), (d) Ferrite Y-junction circulators: (c) Waveguide implementation$^{[89]}$, (d) Microstrip implementation$^{[92]}$. 
Note that this magnetic-biasing approach works in both the low-frequency: RF and microwaves, and high-frequency: THz\cite{93-95} and optics\cite{96,97}. Employing plasmonic resonance in optics allows boosting the magneto-optical effects\cite{98-100}.

In most materials, a high Verdet constant is measured near the frequencies of optical transitions in atoms where strong absorption occurs. The typical values of the Verdet constant [rad/(T×m)] are: $V = 60–475$ for Tb$_3$Ga$_5$O$_{12}$ (TGG) at 333–750 THz\cite{101,102}, $V = 384–5760$ for Bi-doped YIG at 385–553 THz\cite{103}, $V = 60–475$ for Rb vapor at 385 THz\cite{104}, and at the order of few thousands in YbBi:YIG at 170–300 THz\cite{105}. For Verdet constants of other magneto-active materials, we refer to Ref.\cite{106}.

An optical isolator can be realized when a Faraday medium is positioned between two polarizers set at $\pi/4$, with an induced rotation of $\pi/4$. This arrangement provides high transmission in one direction and isolation in the other\cite{96,104}.

Figure 2(b) demonstrates one of the first Faraday rotation circulators proposed by Fox et al. in 1955 \cite{91}. The operation principle is based on combining a gyrator with power dividers or couplers. For example, if the wave enters port#1, it does not couple to the port#3 as they are orthogonal; then, the gyrator rotates polarization so that the wave can now effectively couple to port#4, leaving port#2 uncoupled as well. However, because of the Faraday rotation effect, the wave that enters port#4 does not go to the port#1, but effectively couples to the port#3. One can continue this consideration to check that this system is fully nonreciprocal.

Figures 2(c) and (d) demonstrate the configurations of ferrite Y-junction circulators that are popular today. These devices contain the ferrite magnetic disk and differ only in the way of realization: (a) waveguide\cite{89} and (b) microstrip\cite{92} geometry. In these devices, without external magnetic bias, the electrons’ magnetic dipoles inside the ferrite disk are randomly oriented, and hence the counterrotating modes are degenerate. In this unbiased regime, the junction operates as a regular divider. When the external magnetic bias is applied, the spinning electrons’ dipole moments align in the same direction. Because of Eq.(10), the mode propagating in the direction of the magnetic precession will exhibit a different propagation velocity than the one propagating in the opposite direction\cite{107}.

3. Advanced nonreciprocal materials: Weyl Semimetals, Metamaterials, magnetic 2D materials, topological insulators
Figure 3. Novel nonreciprocal materials. (a,b) Weyl semimetals. (a) Weyl nodes in Weyl semimetals. (b) Dispersion of the dielectric functions of an isotropic Weyl semimetal. ENZ stands for the epsilon-near-zero regime. The red area corresponds to the metallic phase, blue – dielectric. (c) Schematic illustration of the magnetophotonic metasurface composed of Si nanodisks supporting magnetic Mie-type resonances. Disks are covered by a 5-nm-thick Ni film[108]. (d) Magnetic 2D materials. Magnetic proximity coupling between monolayer WSe$_2$ and 2D CrI$_3$ induces valley splitting in the WSe$_2$ layer[109]. (e) The gapped Dirac-like dispersion of the surface state in a magnetic topological insulator[110]. (f) Photograph of quantum Hall circulator device showing the three coplanar transmission lines connected to copper wire wound inductors for impedance matching. Inset: Photo of the circulator showing a 330-μm diameter 2DEG disc with a 20-μm gap to the metal defining the three signal ports[111].

In order to enhance the intrinsic magneto-optical effects of natural materials, it has been suggested to utilize the ability of resonant plasmonic and dielectric nanostructures to localize light and enhance light-matter interaction[112–114]. This is the essence of so-called Nanoscale magnetophotonics[114]. For example, a combination of noble and magnetic materials in nanoparticles[115], embedding gold nanoparticles in magnetic dielectric[116,117], and ferromagnetic nanodisks[118,119] have been demonstrated. The enhancement of magneto-optical effects can be reached via the excitation of surface plasmon-polaritons[120,121] and Mie resonances[122,123]. Tailoring electromagnetic systems with unusual scattering effects like bound states in the continuum (BICs) with unboundedly large Q-factor[124–127] is another route to efficient nonreciprocal structures and devices[128,129].

Further investigation in the area of nonreciprocal devices based on magnetic field bias is mainly focused on new materials such as Weyl Semimetals[130–133] (Figure 3(a,b)), metamaterials and metasurfaces[108,134] (Figure 3(c)), magnetic 2D materials and heterostructures[135] (Figure
In this section, we briefly overview these important research areas with a focus on their nonreciprocal response.

A recent revolution in material science and condensed matter physics has started with discovering natural topological insulators with the nontrivial topology of their electronic band structure\textsuperscript{[138–142]}. A unique ingredient for turning such materials into topological insulators is the presence of the spin-orbit coupling. When significant spin-orbit interaction is present, a bandgap opens at the bands' overlap region, and the materials turn into topological insulators. As a result, topological insulators possess a bandgap in the band structure like an ordinary insulator and gapless surface states sustained by an odd number of 2D Dirac fermions with helical spin texture protected by the topology\textsuperscript{[138]}. These topologically protected surface states exhibit the remarkable property of spin-locked propagation of currents with forbidden back-scatterings, which is of great interest for electronics, optoelectronics, spintronics, and quantum computation. Analogous concepts have been recently realized in photonics, giving rise to topological photonic insulators\textsuperscript{[9,143]}.

Further works have demonstrated that the edge-bulk correspondence can also be implemented when the bulk is gapless in so-called bulk Dirac Semimetals (DSs). DSs have been predicted and demonstrated as “3D graphene” states of matter. Although 3D Dirac states in DSs are not topologically protected as 2D Dirac states on topological insulators' surface, they have crystalline symmetry protection against gap formation similar to ordinary graphene\textsuperscript{[144]}. Topologically nontrivial and robust band massless 3D Dirac states require time-reversal or inversion symmetry breaking (or both) to lift the degeneracy of 3D Dirac band-touching points. These states have been recently discovered in topological Weyl semimetals (WS) – a new topologically nontrivial phase of matter – where the lack of symmetry mentioned above leads to massless bulk fermions and topologically protected Fermi arc surface states\textsuperscript{[132]}. The Weyl semimetals’ (like WTe\textsubscript{2}, TaIrTe\textsubscript{4}, NbP, Co\textsubscript{2}-based Heusler compounds) band structure embraces an even number of nondegenerate band-touching points arising at the Fermi level (Weyl nodes) and split in the momentum space [Figure 3(a)], which gives rise to their topological stability. The Weyl points appear in pairs, exhibit a linear dispersion around them, and can have positive or negative helicity charges. The existence of such defined helicity charge unites the Weyl points with helicity-degenerate valleys in 2D Transition Metal Dichalcogenides (TMDC), which recently emerged as a versatile platform for valleytronics\textsuperscript{[145]}. The superior properties of Weyl semimetals in microwave and THz frequency ranges, including relatively low loss caused by a large momentum scattering time \(\sim 1\) ps at room temperature\textsuperscript{[146]}, epsilon-near-zero and hyperbolic regime, make them very promising for electronic and optoelectronic applications.

Weyl semimetals’ optical properties have been studied theoretically in a number of papers, e.g., Refs.\textsuperscript{[133,147]}. In these works, it has been demonstrated that to account for WS topological properties in the optical response, one may use the standard form of Maxwell equations \(\mathbf{D} = \varepsilon_{\text{ws}} \mathbf{E}\) taking the WS (relative) permittivity tensor (and unity magnetic permeability) in the form\textsuperscript{[133,147]}.

3(d)) and topological insulators\textsuperscript{[136,137]} (Figure 3(e,f)).
\[
\hat{\varepsilon}_{\text{WS}} = \begin{pmatrix}
\varepsilon_\perp & i\varepsilon_{2b} & 0 \\
-i\varepsilon_{2b} & \varepsilon_\perp & 0 \\
0 & 0 & \varepsilon_\parallel
\end{pmatrix}, \quad \varepsilon_{2b} = \frac{e^2}{\pi\hbar\omega}2|\mathbf{b}|
\]

where \(\varepsilon_\perp, \varepsilon_\parallel\) are diagonal elements, and \(\varepsilon_{2b}\) is the nondiagonal component responsible for the strength of the medium’s magneto-optical activity, here \(e\) is the charge of electrons, \(\omega\) is the angular frequency. This component is caused by the Weyl nodes splitting in the momentum space by the vector \(2\mathbf{b}\). The longitudinal dielectric tensor component has the Drude form

\[
\varepsilon_\parallel = \varepsilon_\mu - \alpha_\mu^2\frac{1}{(\omega^2 - q_t^2v_F^2)}\text{,}
\]

where \(\varepsilon_\mu\) is the background dielectric constant, \(\omega_p\) is the plasma frequency, \(v_F\) is the Fermi velocity, and \(q_t\) is the longitudinal component of the wavevector. For the frequencies far away from the plasma resonance (\(\omega \gg \omega_p\)), the typical dispersion of the isotropic WSs permittivity (assuming \(\varepsilon_\perp = \varepsilon_\parallel\)) is presented in Figure 3(b). The permittivity has a negative real part at low frequencies \(\hbar\omega < E_F\), an epsilon-near-zero (ENZ) region \((\hbar\omega \approx E_F)\), and a high-index dielectric regime \((\hbar\omega > E_F)\). Here, \(E_F\) stands for the Fermi energy. Hence, WSs provide a versatile platform for realizing a plethora of promising optical effects, with the unique advantage of strong interactions with its electronic properties and an ultrathin, planarized platform.

In the isotropic case \((\varepsilon_\perp = \varepsilon_\parallel)\), Weyl semimetals support traditional surface plasmon polariton (SPP) waves at \(\hbar\omega < E_F\) on the interface with a dielectric, i.e., when the diagonal permittivity is negative. These waves have been lately discussed theoretically, and their ability to carry energy in one single direction (nonreciprocity) has been predicted. A similar approach has recently been suggested for topologically protected one-way waveguiding in the 3D scenario in microwave and THz frequency ranges. In general, the Weyl semimetal-based structures' topological robustness enables reflectionless routing of electric currents and electromagnetic waves along arbitrary pathways, making them promising for a novel generation of integrated optoelectronic and photonic devices which also can be made robust against disorder.

In Ref. the Faraday isolator based on the Weyl semimetal slab has been suggested. In the mid-IR frequency range \((\lambda = 3.5 \mu m)\), the isolation of 41.3 dB supported by a shallow insertion loss of 0.33 dB has been reported. Notably, such great isolation property occurs for the Weyl slab of the exceptionally small thickness of \(\lambda/4\). It is shown that the isolation characteristics can be further improved in the geometry of a photonic crystal.

In the realm of light absorption and (thermal) emission, the reciprocity principle is expressed by Kirchhoff’s law of thermal radiation that dictates that for reciprocal systems, the emissivity and absorptivity are restricted to be equal. In recent work, however, it has been reported that nonreciprocal thermal emitters can be realized using topological magnetic Weyl semimetals that don’t require strong magnetic fields (~0.3 - 3T) as in other existing approaches.
based on conventional magneto-optical effects\textsuperscript{[151,152]}. The authors predict Kirchhoff's law's violation in a broad angular and frequency range and its high temperature-sensitivity.

Optically dense, intelligently designed structures composed of electromagnetically small nanoelements periodically or quasi-periodically arranged on a metal or dielectric substrate with subwavelength relative distances have been conventionally called metasurfaces\textsuperscript{[8,153–159]}. Investigation of these flat materials takes its origin in the area of metamaterials, which is a more general concept of artificial bulk media, allowing tailoring optical, acoustical, or mechanical properties on demand\textsuperscript{[160]}. Metamaterials' appearance has also allowed revisiting the fundamental concepts of wave physics, which resulted in an appearance of astounding novel effects, for example, negative refraction, backward waves, surpassing the diffraction limit for subwavelength imaging\textsuperscript{[161–163]}. Recently, it has been understood that many functionalities offered by metamaterials can be realized with thin layers of bulk metamaterials or even with their 2D layouts – metasurfaces. The ultimate 2D case caused a particular interest due to the fabrication simplicity and optical fineness, which relaxes many undesirable limitations such as bulk absorption and phase-matching in nonlinear photonics. Although such flat electromagnetic structures with subwavelength granularity were known in micro- and radio-waves since the 1950\textsuperscript{th} as transmission array antennas (e.g.\textsuperscript{[164]}) and frequency-selective surfaces\textsuperscript{[154,155]}, they experienced an explosive rebirth owing to developments in nanofabrication techniques that have allowed the creation of such structures in the optical range.

Initially, in the microwave and optical frequency ranges, metamaterials and metasurfaces have been designed using subwavelength metallic elements\textsuperscript{[153,165–167]}. The recent interest is concerned with the design of dielectric metamaterials and metasurfaces and the investigation of their properties in the optical frequency range\textsuperscript{[168–172]}. Using dielectric materials such as silicon reduces ohmic losses compared to classical plasmonic structures as well as tailoring both the electrical and magnetic components of light, thereby increasing the overall efficiency in subwavelength structures. For example, current trends favor dielectric metalenses instead of initially proposed metals in photonics\textsuperscript{[173,174]}. The locally engineered properties of optical surface conductivity allow us to realize conventional and exotic functionality, including anomalous reflection and refraction, polarization conversion, enhanced light emission, sensing, imaging, and communications, with optically thin surfaces, making metasurfaces a new paradigm in optics. Their subsequent integration with light-emitting and harvesting materials and coming up with novel functionalities like topology, PT-symmetry, embedded eigenstates, etc. paved the way for the metasurfaces application well beyond wave- and classical optics. It has been recently demonstrated that their compact dimensions along with the unique ability to tailoring near-field distribution and local density of states, the concept of geometric phase\textsuperscript{[175–177]}, enhanced nonlinearity\textsuperscript{[178]} and light-matter interactions, unusual scattering effects\textsuperscript{[179]}, make metasurfaces an emerging platform for quantum optics applications.

Metasurfaces offer promising opportunities for magneto-optical and nonreciprocal effects. For example, in Ref.\textsuperscript{[108]} it has been shown that the multifold enhancement of the magneto-optical response both in Faraday and Voigt configurations in the spectral vicinity of the magnetic dipole
Mie resonances of Si nanoparticles covered with a thin magnetic film (Ni) can be achieved, Figure 3(c). The Faraday configuration consists of a transparent slab magnetized along the wave propagation encompassed by two linear polarizers twisted at 45°. In the Voigt configuration, the external magnetic field or magnetic polarisation is applied along the slab perpendicular to the light wave vector. The proposed Si metasurface can be placed atop of a magnetically-biased material like in Ref.\textsuperscript{[180]}. In another work\textsuperscript{[181]}, the ability of gold (Au) metasurface introduced into a thin magnetic garnet film to the accurate tuning of the transverse magneto-optical Kerr effect was experimentally demonstrated. Another perspective approach is to utilize bimetallic metaatoms\textsuperscript{[182]}. The other types of nonreciprocal but nongyrotropic non-magnetic metasurfaces are discussed in what follows\textsuperscript{[32,80,183–187]}.

Provoked by the recent discovery of magnetic 2D materials, the discussed magneto-optical effects, the nonreciprocal response, and the devices exploiting them go to nanoscale and even to the atomic scale\textsuperscript{[109,135,188]}. The examples of magnetic materials that do exist in the 2D phase and attract a lot of interest are CrI\textsubscript{3}\textsuperscript{[189]}, Fe\textsubscript{3}GeTe\textsubscript{2}\textsuperscript{[190]}, CrGeTe\textsubscript{3}, Cr\textsubscript{2}Ge\textsubscript{2}Te\textsubscript{6}\textsuperscript{[191]}, and FePS\textsubscript{3}\textsuperscript{[135]}. An extensive review of magneto-optic effects in 2D materials and related applications can be found in Ref.\textsuperscript{[192]}. Note that magnetic 2D materials are used either by themselves for a magneto-optical response or in pair with other 2D or quasi 2D materials. For example, Figure 3(d) demonstrates a heterostructure formed by an ultrathin ferromagnetic semiconductor CrI\textsubscript{3} and a monolayer of WSe\textsubscript{2}. Unprecedented control of the spin and valley pseudospin in WSe\textsubscript{2} in this work has been observed. The authors have demonstrated a magnetic exchange field of nearly 13T and rapid switching of the WSe\textsubscript{2} valley splitting and polarization via flipping of the CrI\textsubscript{3} magnetization\textsuperscript{[109]}. Since valley polarization in transition metal dichalcogenides attracts more and more attention for nonreciprocity \textsuperscript{[193]}, their combination with magnetic 2D materials will be very beneficial for nonreciprocal devices. It worth noting that the Faraday effect in graphene has also been intensively investigated\textsuperscript{[194,195]}. It has been demonstrated that under a 7T magnetic field, single-layer graphene can induce a large Faraday rotation with a rotated angle of 0.1 rad. The Faraday effect in magnetic 2D materials can be further enhanced by assembling heterostructures\textsuperscript{[196]}, periodicity\textsuperscript{[197]}, and introducing plasmon coupling\textsuperscript{[98,198]}.

Finally, as stressed above, topological insulators are of great interest and importance for nonreciprocity and time-reversal symmetry breaking\textsuperscript{[110]}. Usually, topological insulators have Dirac-like dispersion caused by the honey-comb arrangement of atoms. If the material itself is 2D, as in graphene, then the quantum Hall effect can arise\textsuperscript{[199]} when a magnetic field is applied orthogonally to the surface of graphene. This is accompanied by a splitting of the Dirac cone with the formation of the gap and surface states that connect the valence and conductive bands of graphene. Now the current is enforced to propagate only along the edges. Remarkably, these edge states are unidirectional, scatter-less and robust to the presence of defects on edge. This effect is called the quantum Hall effect. It was the first topological effect to be discovered in the 1980s. Another topological phase of matter, the quantum spin Hall effect, does not require magnetic field bias, was theoretically predicted in 2006 and experimentally observed in 2007 in HgTe quantum wells. This effect relies on the strong spin-orbit coupling that leads to spin-momentum locking\textsuperscript{[200]}. 


Much more recently, the 3D topological phases have also been observed, for example, in Bi$_{1-x}$Sb$_x$, Bi$_2$Se$_3$, Bi$_2$Te$_3$, and Sb$_2$Te$_3$, and now are of enormous interest for electronics and spintronics$^{[138]}$. Similar to 2D systems, 2D topological insulators are insulators in their volume but can conduct scatter-less and disorder-tolerant currents on their surface. They also do not require the presence of the magnetic field because the gapped Dirac-like dispersion of the surface state in a magnetic topological insulator comes from the strong spin-orbit coupling$^{[110]}$, Figure 3(e).

Figure 3(f) demonstrates the realized on-chip microwave circulator based on the nonreciprocal response caused by the quantum Hall effect. The inset shows the photo of the circulator with a 330-μm diameter disc of two-dimensional electron gas (interface of the semiconductors GaAs and AlGaAs) with a 20-μm gap to the metal defining the three signal ports$^{[111]}$. The work reports a *dynamically tuned nonreciprocity* of 25 dB over a 50-MHz bandwidth. The theoretical analysis of this system can be found in Ref.$^{[201]}$. Note that such a device can also be realized without magnetic field bias using topological insulator devices that exhibit the quantum anomalous Hall effect$^{[110]}$.

4. Active nonreciprocity

While non-Hermitian gainy systems by themselves cannot break reciprocity, they can support a *unidirectional* operation regime giving rise to the active nonreciprocity mechanisms. This type of reciprocity braking relies on the fact that DC biased transistors and transistor amplifiers exhibit unidirectional gain and, as such, are two-port nonreciprocal devices$^{[202]}$. The first of such devices were proposed in the early 1960s and were gyrators based on *negative-impedance converters* (NICs)$^{[203]}$ or *operational amplifiers*$^{[204,205]}$, and have been actively using in the full-duplex systems for the simultaneous transmission and reception of signals by the same antenna at the same frequency.

The first active circulator was proposed by Tanaka et al.$^{[206]}$ in 1965. The device consisted of three transistors, sequentially connected in a loop, as shown in Figure 4(a). Tanaka's circulator does not involve reactive components (active components used for matching), and as such, it is *very wideband*$^{[206]}$. Of course, in practice, the bandwidth is limited by the parasitic capacitances of the transistors.
**Figure 4. Active nonreciprocity in RF and microwaves.** Active nonreciprocity in radiofrequency and microwaves. (a) Tanaka's architecture\[^{206}\]. (b) Ayasli's architecture\[^{207}\]. (c,d) Active nonreciprocal metamaterials: (c) metasurface based on an array of transistor-loaded microstrip ring resonators proposed by Kodera et al.\[^{208}\]. (d) Left: The architecture proposed by Wang et al.\[^{209}\] using two antenna arrays with orthogonal polarizations and unidirectional coupling through amplifiers. Right: nonreciprocal rotation of the polarization state for front-to-back and back-to-front propagation.

Ayasli implemented nonreciprocal phase shifters as a parallel combination of transmission lines and transistors, Figure 4(b), but a lumped element implementation is also possible\[^{210}\]. The transmission lines are designed to exhibit a bidirectional phase delay of 60°, while transistors transmit signals unidirectionally with a phase delay of 180°. As in magnetic circulators, isolation is achieved through destructive interference of signals reaching a certain port from opposite directions. Due to the phase shifters' dispersion, this condition is perfectly satisfied only at a single frequency, making this circulator relatively narrowband.

Among these realizations, Tanaka's approach provides the best performance in terms of power handling and noise. However, as Carchon and Nanwelaers\[^{211}\] have shown, this approach still lags far behind ferrite and parametric circulators.

Beyond circulators, transistors' unidirectional properties have been explored in the design of nonreciprocal metamaterials and metasurfaces. Kodera et al. proposed one such metamaterial\[^{212}\] based on an array of transistor-loaded split-ring resonators, as shown in Figure 4(c). A split-ring resonator supports two counterpropagating modes with the same resonance frequency, which are degenerated due to the reciprocity. The addition of the transistor breaks one of these modes and makes the ring resonant for only one polarization, similar to magnetic-biased ferrites\[^{202}\]. In subsequent articles, Kodera et al. have also demonstrated that this metamaterial-
based approach can be used for integrated nonreciprocal devices, such as circulators, isolators, and nonreciprocal antennas\textsuperscript{[208,213]}. In Ref. \textsuperscript{[209]}, Wang et al. have suggested a similar concept using two antenna arrays with orthogonal polarizations and unidirectional coupling through amplifiers, as shown in Figure 4(d). A similar structure was proposed by Popa and Cummer\textsuperscript{[214]} based on two arrays of electric and magnetic dipoles connected through an array of unidirectional amplifiers. As a result, this metamaterial provides nonreciprocal rotation of the polarization state for front-to-back and back-to-front propagation, Figure 4(d, left).

Another interesting regime attracting attention for nonreciprocal optical systems enabled in non-Hermitian systems with gain is the so-called parity-time-symmetry (PT-symmetry) phase\textsuperscript{[43,216,217]}. This regime can be illustrated in a system of two coupled resonators with resonant frequencies $\omega_1$ and $\omega_2$, and decay rates $+\gamma_1$ (loss) and $-\gamma_2 = g$ (gain). The modes are coupled with the coupling strength $\kappa$. The analysis of this system shows that, if the coupling is weaker than a certain critical value ($\kappa < \kappa_{\text{PT}}$), the system possesses two modes, one lossy and one amplifying. When excited, the lossy mode decays exponentially in time, whereas the other exhibits exponential growth. However, if the coupling strength is large enough ($\kappa > \kappa_{\text{PT}}$), the system resides in the strong coupling regime whereby coherent energy exchange between resonators compensates for the loss decay, stabilizing the system in the PT-symmetric phase. The critical point $\kappa = \kappa_{\text{PT}}$ is called an exceptional point (EP) because it corresponds to the coalescence of two poles at the real frequency axis\textsuperscript{[85,218–223]}. In the PT-symmetry broken phase, the system can exhibit unidirectional gain amplifying waves that enter the system from a certain port and attenuate the waves in other ports.

The idea of using systems with PT-symmetry for breaking reciprocity has been suggested in Refs. \textsuperscript{[43,216]}. In these works, the PT-symmetrical phase for optical isolation has been experimentally realized on a chip at the wavelength of $\sim$1,550 nm using two directly coupled high-Q silica microdisk resonators. Good isolating properties have been measured in both systems, stemming from the strong asymmetry along with highly localized fields and hence strong nonlinearity in the PT-symmetry broken phase. As a result, the wave that comes from one port gets dissipated, but the one that comes from the opposite port gets amplified and nonreciprocally transmitted out. These ideas have recently been further developed in Refs.\textsuperscript{[224–228]}.

In conclusion, it worth noting that this approach is not free of drawbacks. Although active nonreciprocal components are attractive for their compatibility with on-chip implementation and relatively broad bandwidth, they suffer from a low power handling and high noise. The realized circulators based on active elements do not outperform the magnetic-based nonreciprocal
circulators. The recent manifestation of the so-called virtual gain effect\textsuperscript{[229,230]} holds a promise of passive nonlinear nonreciprocal systems free of the mentioned drawbacks.

5. Nonreciprocity based on time-modulation

In 2013 D. Sounas et al. have proposed a new approach to achieve magnetic-free nonreciprocity via angular momentum biasing of resonant rings with specifically tailored spatiotemporal azimuthal modulation\textsuperscript{[80]}, Figure 5(a). It has been demonstrated that the proposed form of modulation removes the degeneracy between opposite resonant states of a resonator that can then be used as a meta-atom in metamaterials and metasurfaces. In combination with a suitably induced high-Q response, the approach provides a giant nonreciprocity on a subwavelength footprint. A few applications based on this approach have been subsequently proposed, including an ultrathin RF isolator, Faraday rotation, and an optical isolator, all realized without requiring bulky magnetic biasing elements\textsuperscript{[19]}. This approach is currently known as spatiotemporal modulation biasing.

Figure 5. Nonreciprocity based on time-modulation. Magnetic-free nonreciprocity with synthetic angular-momentum biasing. (a) Transmission across the metasurface with the time-modulated (via an array of varactor diodes) unit cell\textsuperscript{[80]}. (b) Left: An azimuthally symmetric ring with spatiotemporal permittivity modulation. The modulation imparts an effective electronic spin to the ring, with a certain angular velocity, which lifts the degeneracy of counterpropagating resonant states and induces nonreciprocity. Its practical realization typically involves discretizing into N different regions. Right: The topology of a loop consisting of three strongly coupled identical resonators, modulated with a 120° phase-difference. (c) Fabricated prototype. The maximum dimension of the structure is 2 cm, corresponding to an electrical size of $\lambda/75$ at 200
MHz\textsuperscript{[21]}. (d - g) Single-ended STM-AM circulator topologies: (d) Bandpass/wye \textsuperscript{[213]}, (e) Bandstop/delta \textsuperscript{[231]}, (f) Bandstop/wye \textsuperscript{[231]}, (g) Bandpass/delta \textsuperscript{[84,231]}. 

Inspired by this approach of explicit time modulation, Estep et al.\textsuperscript{[21]} realized a magnetless circulator based on three coupled resonators with a variable resonant frequency. Figure 5(b) illustrates the conceptual diagram of how the concept works. Here three resonators are mutually coupled to form a resonant loop. The natural oscillation frequencies ($\omega_n$) of the resonators are modulated with signals having 0°, 120°, and 240° phases

$$\omega_n = \omega_0 + \Delta \omega \cos \left[ \omega_m t + (n-1) \frac{2\pi}{3} \right], \quad (13)$$

where $n = 1, 2, 3$ is the resonators' number, $\omega$ and $\omega_m$ are the modulation depth and rate, respectively. As a result, the clockwise and counterclockwise modes acquire different phases, which can then be used for isolation and circulation. Figure 5(c) demonstrates the fabricated prototype. The maximum dimension of the structure was 2 cm, corresponding to an electrical size of $\lambda/75$ at 200 MHz. Figure 5(d - g) illustrates the single-ended STM-AM circulator topologies: (d) Bandpass/wye \textsuperscript{[213]}, (e) Bandstop/delta \textsuperscript{[231]}, (f) Bandstop/wye \textsuperscript{[231]}, (g) Bandpass/delta \textsuperscript{[84,231]}. 

It has been demonstrated that the single spatiotemporal modulation circulator outperforms the previous works in terms of power handling and noise figure by several orders of magnitude. However, this kind of circulator generally suffers from high intermodulation products (IMPs) resulting from mixing between the input and modulation signals. The intermodulation is caused either by the time-varying nature of the circuits or the inevitable nonlinearity. These IMPs convert power from the fundamental harmonic to other frequencies, limiting the lowest possible IL to $\sim3$ dB.

In order to get around this drawback, a more effective solution based on combining two single-ended circuits in a differential voltage- or current-mode architecture and maintaining a constant 180° phase difference between their modulation signals has been developed\textsuperscript{[232]}. Also, N-way spatiotemporal modulation circulators have been suggested in Refs.\textsuperscript{[231,233]}. This is done by dividing the input power into equal portions, each transmitted through a single circulator, and then summing up them again at the output port\textsuperscript{[81]}. With the growth of N, the N-way spatiotemporal modulation circulators become more immune to any practical nonidealities. However, this comes with the price of complexity and power consumption.

Another advantage of this spatiotemporal modulation approach is its relatively wide bandwidth. For example, a broadband spatiotemporal modulation circulator based on a current-mode bandpass/wye junction and the second-order matching networks was experimentally validated in \textsuperscript{[234]}. Such a circuit's bandwidth was reported to be 14% (140 MHz), which is more than sufficient for all potential applications.

We note that for the sake of compactness, in RF and microwaves, it is more convenient to use switched capacitors rather than varactors to achieve the modulation in any of the previous spatiotemporal modulation circuits. This is mainly because varactors typically require complex
networks with multiple large inductors to inject the modulation signals into the junction and prohibit their leakage to the circulator’s RF ports. The first integrated-circuit implementation of spatiotemporal modulation circulators, based on a modified version of the current-mode bandpass/wye architecture, was presented in Ref.\cite{235} at 910 MHz using a 180-nm CMOS process. Another example based on the single-ended bandstop/delta topology was also presented at $\sim$1 GHz in\cite{236}.

The main drawback of the time-modulation approach illustrated in Figure 5 is its bad scalability to high frequencies. Recently, however, several systems based on the time modulation of conductivity of graphene have been proposed at THz and even IR thersome ranges\cite{237,238}. Although this approach is not realized yet, time modulation of graphene appears as a compelling platform for nonreciprocal devices on a chip due to its remarkable optoelectronic properties and surface plasmon modes.

Other promising platforms for nonreciprocal devices that can overcome those based on gyrotropic materials at terahertz, IR, and telecom wavelengths are $p$-$i$-$n$ junctions\cite{22} and narrow-band optomechanical effects\cite{26,39,40,239–241}.

6. Nonreciprocity based on nonlinearity

\begin{figure}[h]
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\caption{Nonreciprocity based on nonlinearity. Two kinds of nonlinearity-asymmetry-based structures: (a) a nonlinear resonator (cavity) with an asymmetric coupling to the channels and (b) essentially asymmetric nonlinear structure of two or more resonators. (c) Example illustrating the approach (a). Two dielectrics of different dielectric permittivity provide an asymmetry in the electric field distribution under left- and rightward excitation. The inset shows the varactor-loaded thin resonator (two concentric rings) placed at some distance from one of the slab ends. The}
\end{figure}
The bilayered slab and the ring resonator are placed within a rectangular waveguide\cite{186}. (d) Work that illustrates the approach (b). The system consists of two coupled resonant coils; one of those is nonlinear due to a varactor\cite{242}.

The next approach to nonreciprocal behavior we discuss is based on nonlinearity in spatially asymmetric structures. Figures 6(a) and (b) illustrate two possible scenarios. The first one [Figure 6(a)] relies on a nonlinear (that is, the resonant frequency, \(\omega_0\), depends on the energy in the cavity) cavity asymmetrically coupled to the excitation channels (\(\kappa_1 \neq \kappa_2\)). In symmetric coupling \(\kappa_1 = \kappa_2\), the system is obviously reciprocal, no matter how strong the nonlinearity is. The second scenario [Figure 6(b)] is formed by at least two coupled cavities, where at least one is nonlinear.

The work \cite{186} illustrates the approach of Figure 6(a). Here, two dielectrics of different dielectric permittivity provide an asymmetry in the electric field distribution under left- and rightward excitation, Figure 6(c). The inset in Figure 6(c) shows the varactor-loaded thin resonator (two concentric rings) placed at some distance from one of the slab ends. The bilayered slab and the ring resonator can be placed within a rectangular waveguide giving rise to a nonreciprocal 1D system. This structure can also be used as a unit cell for a nonreciprocal metasurface or metamaterial\cite{186}.

This approach can be realized in the optical realm utilizing different kinds of nonlinearity, including Kerr-nonlinearity, liquid crystals, phase-change materials, electron-hole plasma generation, etc. Among these, the one based on phase-change materials attracts increasing interest today due to strong nonlinear response and relatively fast response\cite{243,244}. In Ref.\cite{245}, an optical diode based on asymmetric optical absorption in a vanadium dioxide (VO\(_2\)) film embedded in a simple thin-film assembly has been reported. The large change in complex refractive index across the insulator-to-metal transition in VO\(_2\) makes it possible to design ultrathin limiting optical diodes. The reported device features a nonreciprocal high-power-state transmission of \(\sim 0.22\) for the forward incidence and \(\sim 0.04\) for backward incidence. This simple device is broadband, ten times thinner than the operating wavelength, and can be useful for the protection of laser sources from parasitic back-scattering.

This nonlinearity can be realized in the microwave range with a varactor diode coupled to a resonator, for example, a split-ring resonator. The varactor diode is a nonlinear element actively used in photonics and metamaterials\cite{246,247}. For example, in Ref.\cite{246} dielectric discs supporting Mie resonances coupled to varactor diodes have been investigated in order to achieve topologically protected edge states at frequencies around 1.5 GHz.

In the quantum regime on a few-photon level, the geometry illustrated in Figure 6(a) with the coupling rates' asymmetry has been suggested and realized in Ref.\cite{64}. In this work, a cavity is filled with two-level atoms supporting quantum nonlinearity (population saturation of the excited state). The atoms have provided the nonlinearity, whereas the difference in the cavity’s walls' transmission coefficients yielded the required asymmetry.

The recent work \cite{242} illustrates the second approach [see Figure 6(b)] in the microwave frequency range. The system is based on two coupled linear-nonlinear resonators, Figure 5(d). The
theoretical analysis of this general coupled system gives isolation \[ \left( 20 \log \left( \left| \frac{t_{11}}{t_{12}} \right| \right) \right) \] of \( \sim 10 \) dB. The experimentally realized system consists of two coupled resonant coils supporting magnetic resonance. One of the resonant coils is nonlinear due to the varactor diode. The experimental realization demonstrates that the nonreciprocity depends on the input power and that the maximum forward-backward isolation contrast yields \( \sim 20 \) dB for the input power of \( 10 \) dBm.

It worth noting that the structure of asymmetric nonlinear coupled resonators [Figure 6(b)] is more beneficial in terms of design and non-reciprocal performance because it allows tailoring the structural "asymmetry" by the mutual coupling \( \kappa_{12} \) between the cavities.

Importantly, it can be rigorously shown that there is a fundamental trade-off between the maximum forward transmission \( T_{fw} \) of maximal transmission and the range of powers over which nonreciprocal transmission can occur\[248\text{--}250\]. Mathematically it can be expressed in the following way

\[
T_{fw} \leq \frac{4 \cdot \eta}{(\eta + 1)^2}.
\] (14)

where \( \eta \) is the asymmetry factor defined as \( \eta = \left| \frac{E_2}{E_1} \right|^2 \geq 1 \), and \( E_2 (E_1) \) is the field exiting the structure from the first (second) direction. In symmetric structures, \( \eta = 1 \). The only way to increase transmission consists in the reduction of \( \eta \), but it comes with the price of reduction of the nonreciprocity effect\[248\]. This trade-off works for a very general category of nonlinear isolators. Namely, any structure consisting of one nonlinear and N-1 linear resonators obey this trade-off regardless of the type of the resonance (e.g., Lorentzian or Fano).

However, it was demonstrated that this trade-off could be overcome by utilizing more nonlinear resonators. For instance, in Ref.\[250\] it was shown that a combination of one Fano and one Lorentzian nonlinear resonator, and a suitable delay line between them, can provide unitary transmission \( (T_{fw} = 1) \) with large isolation (experimentally demonstrated 30 dB) in a broad intensity range, thus overcoming the trade-off mentioned above. This idea has been recently exploited for nonreciprocal double metasurfaces comprising one Lorentz and one Fano nonlinear dielectric metasurfaces\[251\].

An interesting realization of this nonlinear and asymmetric nonreciprocal Lorentz-Fano concept has been recently proposed for chip-based LiDAR technology\[252\]. Remarkably, the system architecture has been optimized by so-called inverse design, as currently used for designing complex electrodynamic systems\[253\]. It has been demonstrated that \( \chi^{(3)} \) nonlinear resonators can be used to achieve fully passive, bias-free nonreciprocal pulse routing in standard silicon photonic platforms. To overcome the constraints of Eq.(14), this system consists of cascaded nonlinear Fano and Lorentzian resonators. As a result, the quasi-unitary forward transmission, along with a broad operating power range, has been reported, making this design very interesting for various applications, including LiDAR systems.

Thus, the nonlinear nonreciprocal structures are exciting and promising for practical applications in nonreciprocal devices over the entire spectrum. However, it worth noting that since
this approach relies on the asymmetry of the field distribution over the structure, the simultaneous excitation from both ports will generally lead to a reduction of the effect. This fact suggests that nonlinear isolators are unsuited for protecting continuous-wave sources from reflections. Nonetheless, they can still be used to protect pulsed sources provided that the reflected pulse reaches the isolator during the off period of the source. For use in the continuous wave excitation scenario, one has to take care of the absence of the back-reflected waves, for example, using terminators or perfect absorbers.

We conclude this section with a feasible design of a nonlinear nonreciprocal dielectric structure. In 2011 Krasnok et al. proposed a new type of optical antenna based on dielectric particles with high dielectric constant and low losses\cite{254,255}. It was shown that a single dielectric particle made of a high-index material can have the properties of a Huygens element\cite{254}. In addition to electrical resonances, dielectric particles have strong magnetic Mie resonances that can be used to create Yagi-Uda nanoantennas for the optical wavelength range\cite{254–258}. Later on, the concept of superdirective antennas was proposed based on the excitation of higher-order magnetic multipole moments in subwavelength dielectric particles, and the prototype was experimentally implemented\cite{259}. In addition to the high directivity, these antennas demonstrate the ability to control radiation at the subwavelength scale, which occurs due to the subwavelength radiation beam’s sensitivity to changes in the position of the source\cite{259–261}. Also, discrete microwave waveguides with excellent waveguiding properties\cite{262} and oligomer structures with the Fano-resonance\cite{263} have been realized based on such high-index dielectric resonators. Such all-dielectric systems become a powerful platform for all-optical light modulation and reconfiguration in the optical range\cite{264–266}, holding a great promise for all-optical nonreciprocal devices.

**Figure 7.** Nonreciprocal system based on dielectric resonators with magnetic resonance. (a) Antenna is composed of high-index dielectric subwavelength resonators (dielectric disks)\cite{65}. (b) The proof-of-concept experiment at microwaves (~8.5 GHz) demonstrates 65-fold enhancement
of the Purcell factor in a chain of 10 dielectric particles. (c) Profile of electric and magnetic field at the magnetic dipole resonance. (d) Illustration of the feasible nonreciprocal structure that is under realization at Radiabeam facility. (e,f) Typical results for (e) a Gaussian incoming pulse and (f) monochromatic wave.

Figure 7(a) exemplifies one of the microwave designs of an antenna composed of high-index dielectric subwavelength resonators (dielectric disks)[65]. In this work, Krasnok et al. have reported extraordinary enhancement of the Purcell effect governed by the so-called Van Hove singularity, Figure 7(b). Namely, the proof-of-concept experiment at ~8.5 GHz demonstrates a 65-fold enhancement of the Purcell factor in a chain of 10 dielectric particles.

The electric and magnetic field profile at the magnetic dipole resonance of a high-index disk dielectric resonator is shown in Figure 7(c). One can see that the electric field profile at this resonance is similar to metallic coils. Namely, it consists of two degenerate modes (clock- and counter-clockwise polarized circular field distribution). Breaking the modes’ degeneracy would lead to the nonreciprocity effect, similar to devices based on split-ring resonators (see above).

In order to break the degeneracy, we suggest using a varactor diode connected to a splitting resonator (SSR). The SSR is coupled with one of the dielectric discs. The resonance of the SSR is set to the magnetic resonance of the disk. The resulting system consists of a linear resonator#1 and nonlinear resonator#2, Figure 7(d). The coupling of resonator#2 to the nonlinear SSR provides the asymmetry required for the nonlinearity-based nonreciprocity. We have analyzed this system using the temporal coupled-mode theory (CMT) [see, for example, in Ref.[267]]. Following the CMT approach, we assume the system is excited by the left (right) channel with amplitudes of incoming and outgoing waves of \(a_1\) and \(b_1\) \((a_2\) and \(b_2\), respectively. The coupling rates of both channels to the structure are assumed to be the same, \(\kappa = 5/f\), where \(f\) is the excitation frequency, equal to 1 GHz in our model. The eigenfrequencies of both resonators are also equal to 1 GHz. The intrinsic decay rates of the resonators are \(f/40\), giving the Q-factors of 125, which is typical for lossless high-index microwave ceramics. The results for a Gaussian incoming pulse and monochromatic wave are presented in Figure 7(e,f). The wave transmission through the structure from left to right (L2R) is much larger than the opposite propagation (R2L), manifesting the nonreciprocal operation regime. Note that this single nonlinear resonator system suffers from the nonreciprocity-transmission tradeoff discussed above, Eq. (14). As was demonstrated in Ref.[250], this system can be significantly improved using a nonlinear Fano resonator coupled to a nonlinear Lorenzian resonator.

7. Nonreciprocity in quantum systems
Figure 8. Nonreciprocal quantum systems. (a),(b) Nonreciprocity realized with quantum nonlinearity in superconductive Josephson junctions\textsuperscript{[65]}. (a) (left) Schematic of the quantum diode: two qubits embedded in a 1D waveguide, tuned to the optimal conditions for nonreciprocal behavior. An incoming field from the forward direction ($\alpha$ drive) at frequency $\omega_d$ is partially transmitted through the system, whereas a field incoming from the reverse direction ($\beta$ drive) is fully reflected. (right) Energy level diagram of the system. (bottom) Open 1D waveguide with embedded 3D transmons (dashed mint green boxes). Inset: Optical micrograph of one of the two identical 3D transmons. (b) Nonreciprocity dependence on power for two detunings. Points are experimental data; solid lines are theoretical fits. (c) – (e) Thermal-motion-induced nonreciprocal quantum optical system\textsuperscript{[52]}. (c),(d) In the presence of thermal motion, for the atom with a velocity component $v$ along the laser beam: the atoms ‘see’ the same ‘microscopic’ Doppler shifts in the co-propagation case (left; high absorption) or the atoms ‘see’ opposite ‘microscopic’ Doppler shifts in the counter-propagation case (right; low absorption). (e) Normalized on-resonance transmission versus the control field power. The black (grey) dots are for the co-propagation (counter-propagation) case. (f),(g) Nanophotonic optical isolator controlled by the internal state of cold atoms\textsuperscript{[62]}. (f) Optical nanofiber with trapped atoms either in the vicinity of the nanofiber or coupled to a whispering-gallery-mode (WGM). (g) Nonreciprocal transmission of chiral photons that interact with an ensemble of spin-polarized atoms. Inset: Cross section of the optical nanofiber (gray disk) including the trapped atoms (blue sphere) and the main polarization axis of the guided field (green double arrow).

Nonreciprocal systems in the quantum realm are of paramount interest in quantum computing and quantum networks\textsuperscript{[268]}. The existing approaches to quantum nonreciprocity are presented in Figure 8. These are approaches based on quantum nonlinearity (saturation of two-level system), unidirectional loss or gain, and chiral coupling of light and matter.

Schemes for building nonreciprocal devices based on quantum nonlinearity have been proposed in Refs.\textsuperscript{[67,269,270]} and attracted significant attention since then \textsuperscript{[66,271–273]}. The quantum
theory of such quantum nonreciprocal systems, also known as quantum diodes, has been presented in Refs.\textsuperscript{271,272}. Subsequent works have unfolded the mechanism of this nonreciprocity, determined the analytical bounds for its efficiency, and revealed that entanglement between the atoms or qubits and the electromagnetic field is crucial for the nonreciprocal behavior\textsuperscript{273}. This type of quantum nonreciprocity has been realized with two superconducting Josephson junctions in the microwave spectral range\textsuperscript{65}, Figure 8(a),(b). When the thermal noise can be neglected at cryogenic temperatures, energy states of a conventional LC contour get quantized, that is, gets the spectrum of a harmonic oscillator. The introduction of a lossless superconducting Josephson junction, operating as a nonlinear inductance, into such an LC contour makes the system effectively two-level as the other states are detuned from the main excitation\textsuperscript{13,14}. A parallel connection of two Josephson junctions makes the resulting system tunable via external magnetic field bias, giving rise to the SQUID architecture.

In the work Ref.\textsuperscript{65}, Figure 8(a),(b), two such tunable SQUID qubits have been placed in a microwave waveguide that provided the desired phase retardation between the qubits. For a certain phase difference, the resulting system is described by two dressed states, a bright state and a purely dark state. The biasing of one qubit [first one in Figure 8(a)] provides the asymmetry desired for this sort of nonreciprocity. The quasi-dark state $|+\rangle$ can be populated by the driving field either directly from the ground state $|gg\rangle$ (purple path) or indirectly through the bright state $|\rightarrow\rangle$ (pink path). These two channels interfere either constructively or destructively, depending on the driving direction. If interfering constructively, part of the population gets trapped in the quasi-dark state $|+\rangle$, which in turn gives rise to the nonreciprocal behavior of the system. The system is predominantly trapped in the quasi-dark state $|+\rangle$ and is therefore partially transparent to the incident signal due to the extremely low saturability of $|+\rangle$. Figure 8(b) demonstrates the analytical and experimental results for the leftward transmission, rightward transmission, and the isolation factor ($\varepsilon$) for two values of the detuning ($\delta$). For a review of microwave circulators at the quantum limit based on Josephson junctions, we refer the reader to Ref.\textsuperscript{111}.

Another type of quantum nonreciprocity is the one based on unidirectional gain or loss. For example, in Ref.\textsuperscript{52} an interesting approach based on absorption asymmetry and electromagnetically induced transparency (EIT) in a gas of freely moving atoms has been proposed, Figure 8(c),(d). In the field of a control laser, the 3-level Lambda atoms are getting excited to the upper state reducing the absorption of the probe laser field (EIT effect). In the case of moving atoms, the control and probe field frequency get changed by the Doppler shift. The sight of this shift for each atom depends on whether the laser beams are co- or counter-propagating. As a result, the system operates in the EIT regime with high transmission for the co-propagating beams, whereas the counter-propagating results in strong absorption. The stronger intensity of the control beam, the larger population of the upper state and hence the weaker (stronger) absorption (transmission), Figure 8(e). Remarkably, this nonreciprocity effect gets increased with temperature growth and vanishes at low temperatures. A related approach, but utilizing the drift current biasing of graphene, has been theoretically proposed in Ref.\textsuperscript{58}. 
Chiral coupling between waveguide modes and quantum emitters provides another perspective approach to quantum nonreciprocity\cite{61,62,274–276}. Provoked by recent remarkable experimental achievements in the area of waveguide-atom (QDs) coupling\cite{277–279}, this approach is of great interest today. The essence of this approach is as follows. Evanescent fields of various waveguides can have a chiral property with circular polarization defined by the propagation direction. If a chiral atom (molecule, QD, qubit) with different oscillator strength of transitions to the states with m=-1, m=+1 is coupled to such a chiral evanescent field, it experiences different scattering efficiency depending on the mode propagation direction. As discussed in Refs.\cite{276,280–282}, this chiral interaction between the waveguiding mode and chiral atoms results in nonreciprocal transmission.

Figure 8(f) exemplifies this approach\cite{62}. In this work, the chiral coupling of transverse spin in the evanescent field of guiding light with spin-polarized quantum emitters has been utilized for the magnet-less quantum nonreciprocal system. The larger the chirality, the stronger the isolation factor, which is shown to reach the value of 10 dB along with a quite high forward transmission of ~0.8, Figure 8(g). The coupling strength of the mode and atom is controlled by the polarization angle (\(\phi\)). Remarkably, it has been shown that the spin of emitters can control the direction of the optical diode.

An approach that exploits both unidirectional gain effect and chiral light-matter coupling has been proposed in Ref.\cite{53}. This work takes advantage of enhanced stimulated Raman scattering of crystalline Si\cite{283,284} for Raman amplification of circularly polarized light. The Raman amplification is spin-locked by choice of the spin of the pumping field. As a result, if the spin of the signal beam coincides with the pump, the signal beam gets amplified. Otherwise, it gets absorbed, giving rise to the time-symmetry breaking and nonreciprocal effect.

Finally, in Ref.\cite{193} a similar approach based on the valley polarization has been proposed. Today, valleytronics attracts a great deal of interest due to the discovery of atomically thin transition metal dichalcogenides (TMDCs)\cite{285}, whose broken inversion symmetry, in combination with the time-reversal symmetry, leads to opposite spins at the +K and -K valleys, effectively locking the spin and valley degrees of freedom\cite{145,286–289}. As a result, if a TMDC is excited by, let us say, clockwise polarization, the excited excitons get this polarization and keep it for a while. This valley polarization acts as an effective magnetic field breaking the time-reversal symmetry\cite{193}. This approach is relative to the one based on chiral coupling but does not require the chirality of field or any waveguide modes. Also, TMDC materials are more feasible for experimental work than atoms that typically require laser cooling.

**Conclusions**

In this work, we have reviewed the up-and-coming advances in nonreciprocity. We have briefly discussed the physical picture that lies behind nonreciprocal materials and systems, providing the major characteristics that describe nonreciprocal systems. We have briefly discussed the magnet-based nonreciprocal systems, their disadvantages, and the current trends in this area, mainly associated with exploring and using novel materials, topological insulators, Weyl semimetals,
metasurfaces, magneto-optical materials boosted plasmonic resonances, and 2D gyrotropic materials. Next, we have surveyed nonreciprocal systems based on active structures, PT-symmetry breaking, time-modulation, and nonlinearity. We have finalized our review by discussing various approaches in quantum systems, including quantum nonlinearity, unidirectional gain/loss, and chiral light-matter coupling. Throughout the work, we have discussed the pros and cons of the mentioned approaches to nonreciprocity. This analysis has allowed us to suggest a design of a feasible nonreciprocal structure that is currently under investigation at RadiaBeam. The design consists of two microwave resonators made of high-index microwave ceramics. The system is assumed to be asymmetric, and at least one of the resonators should be nonlinear. These two assumptions allow the resulting structure to be nonreciprocal. The proposed nonlinear and nonreciprocal structure’s behavior has been analyzed in the temporal coupled-mode theory framework.
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