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Abstract. This paper presents a quadratic-penalty type method for solving linearly-constrained composite nonconvex-concave min-max problems. The method consists of solving a sequence of penalty subproblems which, due to the min-max structure of the problem, are potentially nonsmooth but can be approximated by smooth composite nonconvex minimization problems. Each of these penalty subproblems is then solved by applying an accelerated inexact proximal point method to its corresponding smooth composite nonconvex approximation. Iteration complexity bounds for obtaining approximate stationary points of the linearly-constrained composite nonconvex-concave min-max problem are also established. Finally, numerical results are given to demonstrate the efficiency of the proposed method.
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1. Introduction. The first goal of this paper is to present and study the complexity of accelerated inexact proximal point smoothing (AIPP-S) methods for approximately solving the (potentially nonsmooth) min-max composite nonconvex optimization (CNO) problem

\[ \min_x \{ \hat{p}(x) := h(x) + \max_y \Phi(x, y) \} \]

where \( h \) is a “simple” proper lower-semicontinuous convex function and \( \Phi \) is a function that satisfies the following assumptions: (i) for every \( x \in \text{dom} \ h \), the function \( -\Phi(x, \cdot) \) is proper lower-semicontinuous convex and \( \text{dom}[-\Phi(x, \cdot)] = Y \) for some compact set \( Y \); and (ii) for every \( y \in Y \), the function \( \Phi(\cdot, y) \) is nonconvex differentiable on \( \text{dom} \ h \), its gradient is uniformly (with respect to \( y \)) Lipschitz continuous on \( \text{dom} \ h \), and \( \Phi(\cdot, y) \) has a uniform (with respect to \( y \)) lower curvature on \( \text{dom} \ h \) (see (3.4)). The function \( \hat{p} \) is then the sum of a simple (potentially nonsmooth) convex function \( h \) and the pointwise supremum of differentiable nonconvex functions which is generally a (complicated) nonsmooth nonconvex function.

When \( Y \) is a singleton, the max term in (1.1) becomes smooth and (1.1) reduces to a smooth CNO problem for which many algorithms have been developed in the literature. In particular, accelerated inexact proximal points (AIPP) methods, i.e. methods which use an accelerated composite gradient variant to approximately solve the generated sequence of prox subproblems, have been developed for it (see, for example, [2,6]). When \( Y \) is not a singleton, (1.1) can no longer be directly solved by an AIPP method due to the nonsmoothness of the max term. The AIPP-S methods developed in this paper are based instead on a perturbed version of (1.1) in which the max term in (1.1) is replaced by a smooth approximation and the resulting smooth CNO problem is solved by an AIPP method.

We first develop an AIPP-S variant that computes an approximate solution involving the directional derivative of \( \hat{p} \). More specifically, given a tolerance \( \delta > 0 \), it
is shown that this variant computes a point \( x \in \text{dom} \, h \) such that there exists another point \( \hat{x} \in \text{dom} \, h \) satisfying
\[
\inf_{\|d\| \leq 1} \hat{p}'(\hat{x}; d) \geq -\delta, \quad \|\hat{x} - x\| \leq \delta
\]
in at most \( O(\delta^{-3}) \) gradient and proximal subproblem evaluations. Next, we develop an AIPP-S variant that computes an approximate solution involving a saddle-point formulation of (1.1). More specifically, given a tolerance pair \((\rho_x, \rho_y) \in \mathbb{R}^2_+\), it is shown that this variant computes a quadruple \((\hat{u}, \hat{v}, \hat{x}, \hat{y})\) satisfying
\[
\begin{pmatrix}
\hat{u} \\
\hat{v}
\end{pmatrix} \in \begin{pmatrix}
\nabla_x \Phi(\hat{x}, \hat{y}) \\
0
\end{pmatrix} + \begin{pmatrix}
\partial h(\hat{x}) \\
\partial [-\Phi(\hat{x}, \cdot)](\hat{y})
\end{pmatrix}, \quad \|\hat{u}\| \leq \rho_x, \quad \|\hat{v}\| \leq \rho_y
\]
in at most \( O(\rho_x^{-2} \rho_y^{-1/2}) \) gradient and proximal subproblem evaluations.

The second goal of this paper is to develop a quadratic-penalty AIPP-S (QP-AIPP-S) method to approximately solve a linearly constrained version of (1.1), namely
\[
\min_x \{ \hat{p}(x) : Ax = b \}
\]
where \( p \) is as in (1.1), \( A \) is a linear operator, and \( b \) is in the range of \( A \). The method is a penalty-type method which approximately solves a sequence of penalty subproblems of the form
\[
\min_x \left\{ \hat{p}(x) + \frac{c}{2} \|Ax - b\|^2 \right\}
\]
for an increasing sequence of positive penalty parameters \( c \). Similar to the approach used for the first goal of this paper, the method considers a perturbed variant of (1.5) in which the objective function is replaced by a smooth approximation and the resulting problem is solved by the quadratic-penalty AIPP (QP-AIPP) method proposed in [6]. For a given tolerance triple \((\rho_x, \rho_y, \eta) \in \mathbb{R}^3_+\), it is shown that the method computes a quintuple \((\bar{u}, \bar{v}, \bar{x}, \bar{y}, \hat{r})\) satisfying
\[
\begin{pmatrix}
\bar{u} \\
\bar{v}
\end{pmatrix} \in \begin{pmatrix}
\nabla_x \Phi(\bar{x}, \bar{y}) + A^* \hat{r} \\
0
\end{pmatrix} + \begin{pmatrix}
\partial h(\bar{x}) \\
\partial [-\Phi(\bar{x}, \cdot)](\bar{y})
\end{pmatrix}, \quad \|\bar{u}\| \leq \rho_x, \quad \|\bar{v}\| \leq \rho_y, \quad \|A\bar{x} - b\| \leq \eta.
\]
in at most \( O(\rho_x^{-2} \rho_y^{-1/2} + \rho_x^{-2} \eta^{-1}) \) gradient and proximal subproblem evaluations.

It is worth mentioning that all of the above complexities are obtained under the mild assumption that the optimal value in each of the respective optimization problems, namely (1.1) and (1.4), be bounded below. Moreover, it is neither assumed that \( \text{dom} \, h \) be bounded nor that (1.1) or (1.4) has an optimal solution.

**Related Works.** Since the case when \( \Phi(\cdot, \cdot) \) in (1.1) is convex-concave has been well-studied in the literature (see, for example, [1, 4, 5, 9, 10, 11, 14]), we will make no more mention of it here. Instead, we will focus on papers that consider (1.1) where \( \Phi(\cdot, y) \) is differentiable nonconvex for every \( y \in Y \) and there are mild conditions on \( \Phi(x, \cdot) \) for every \( x \in \text{dom} \, h \). The method in [13] considers (1.1) under the assumption that \( \Phi \) be differentiable everywhere and the gradients \( \nabla_x \Phi(\cdot, y) \) and \( \nabla_y \Phi(\cdot, \cdot) \) be Lipschitz everywhere for every \((x, y)\). The method in [12] considers a perturbed variant
of (1.1) and a smoothing method similar to our proposed AIPP-S methods. However, their method does not solve the perturbed problem using an accelerated method unlike the approach taken in this paper and requires dom \( h \) be bounded. Each of the methods in [12, 13] consider notions of approximate solutions that are different from (1.2) and (1.3), making a comparison between these methods and the one presented in this paper not straightforward. We instead defer this discussion to Section 6 where it is shown that the AIPP-S method is more efficient when a common termination criterion is used.

Organization of the paper. Subsection 1.1 presents notation and some basic definitions that are used in this paper. Section 2 is divided into two subsections. The first one reviews an AIPP method studied in [6], its key iteration complexities, for solving a class of smooth CNO problems. The second one presents a QP-AIPP method, and its iteration complexity, for solving a class of linear-constrained smooth CNO problems. Section 3 is also divided into two subsections. The first one precisely states the problem of interest, its assumptions, and the various definitions of approximate solutions to this problem. The second one presents the AIPP-S method for solving the problem of interest and the complexity analysis for two instances of this method. Section 4 presents a method for solving a linearly-constrained variant of the problem of interest. Section 5 presents computational results. Section 6 presents concluding remarks. Finally, several appendices at the end of this paper contain proofs of technical results needed in our presentation.

1.1. Notation and basic definitions. This subsection provides some basic notation and definitions.

The set of real numbers is denoted by \( \mathbb{R} \). The set of non-negative real numbers and the set of positive real numbers is denoted by \( \mathbb{R}_0^+ \) and \( \mathbb{R}_+^+ \) respectively. The set of natural numbers is denoted by \( \mathbb{N} \). For \( t > 0 \), define \( \log^+(t) := \max\{1, \log(t)\} \).

Let \( \mathbb{R}^n \) denote a real–valued \( n \)-dimensional Euclidean space with standard norm \( \| \cdot \| \). Given a linear operator \( A : \mathbb{R}^n \to \mathbb{R}^p \), the operator norm of \( A \) is denoted by \( \| A \| := \sup\{\|Az\|/\|z\| : z \in \mathbb{R}^n, z \neq 0\} \).

The following notation and definitions are for a general complete inner product space \( \mathcal{Z} \), whose inner product and its associated induced norm are denoted by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) respectively. Let \( \psi : \mathcal{Z} \to (\mathbb{R}, \infty] \) be given. The effective domain of \( \psi \) is denoted as \( \text{dom} \psi := \{ z \in \mathcal{Z} : \psi(z) < \infty \} \) and \( \psi \) is said to be proper if \( \text{dom} \psi \neq \emptyset \).

For \( \varepsilon \geq 0 \), the \( \varepsilon \)-subdifferential of \( \psi \) at \( z \in \text{dom} \psi \) is denoted by

\[
\partial \varepsilon \psi(z) := \{ w \in \mathbb{R}^n : \psi(z') \geq \psi(z) + \langle w, z' - z \rangle - \varepsilon, \forall z' \in \mathcal{Z} \},
\]

and we denote \( \partial \psi \equiv \partial_0 \psi \). The set of proper, lower semi-continuous, convex functions \( \psi : \mathcal{Z} \to (\mathbb{-\infty, \infty}] \) is denoted as \( \overline{\text{Conv}}(\mathcal{Z}) \). The directional derivative of \( \psi \) at \( z \in \mathcal{Z} \) in the direction \( d \in \mathcal{Z} \) is denoted by

\[
\psi'(z; d) := \lim_{t \to 0} \frac{\psi(z + td) - \psi(z)}{t}.
\]

It is well-known that if \( \psi \) is differentiable at \( z \in \text{dom} \psi \) then for a given direction \( d \in \mathcal{Z} \) we have \( \psi'(z; d) = \langle \nabla \psi(z), d \rangle \).

For a given \( Z \subseteq \mathcal{Z} \), the indicator function of \( Z \), denoted by \( \delta_Z \), is defined as

\[
\delta_Z(z) = 0 \text{ if } z \in Z \text{ and } \delta_Z(z) = \infty \text{ if } z \notin Z.
\]

2. AIPP methods for nonconvex optimization. As mentioned in the introduction, our interest in this paper is in the development of a smoothing method for
solving (1.1) (resp. (1.4)) that applies the AIPP (resp. QP-AIPP) method of [6] to solve a perturbed version of it. Hence, this section, which contains two subsections, begins by reviewing the AIPP method in its first subsection and then the QP-AIPP method in its second one.

2.1. AIPP method. This subsection describes the AIPP method studied in [6], and its corresponding iteration complexity result, for solving a class of smooth CNO problems.

We first describe the problem that the AIPP method is intended to solve. Let \( \mathcal{X} \) be a finite-dimensional inner product and consider the smooth CNO problem

\[
\phi_* := \inf_{x \in \mathcal{X}} [\phi(x) := f(x) + h(x)]
\]

where \( h : \mathcal{X} \mapsto (-\infty, \infty] \) and real-valued function \( f \) satisfy the following assumptions:

(P1) \( h \in \text{Conv} (Z) \) and \( f \) is differentiable on \( \text{dom} h \);

(P2) for some \( M \geq m > 0 \) the function \( f \) satisfies

\[
-\frac{m}{2} \|x' - x\|^2 \leq f(x') - [f(x) + \langle \nabla f(x), x' - x \rangle],
\]

\[
\|\nabla f(x') - \nabla f(x)\| \leq M \|x' - x\|
\]

for any \( x, x' \in \text{dom} h \);

(P3) \( \phi_* \) defined in (2.1) is finite.

It is well-known that a necessary condition for \( x^* \in \text{dom} h \) to be a local minimum of (2.1) is that \( x^* \) is a stationary point of \( \phi \), i.e. \( 0 \in \nabla f(x^*) + \partial h(x^*) \).

For the purpose of discussing the complexity results of this subsection, we consider the following notion of approximate solution of (2.1): given a tolerance \( \bar{\rho} > 0 \), a pair \( (\bar{x}, \bar{u}) \in \text{dom} h \times \mathcal{X} \) is said to be a \( \bar{\rho} \)-approximate solution of (2.1) if

\[
\bar{u} \in \nabla f(\bar{x}) + \partial h(\bar{x}), \quad \|\bar{u}\| \leq \bar{\rho}.
\]

We now describe a method, namely the AIPP method of [6], that is able to generate an approximate solution as in (2.4).

**AIPP method**

**Input:** a scalar pair \((m, M) \in \mathbb{R}^2_{++}\) satisfying (2.2), a function pair \((f, h)\), scalars \( \lambda \in (0, 1/(2m)] \) and \( \sigma \in (0, 1) \), an initial point \( x_0 \in \text{dom} h \), and a tolerance \( \bar{\rho} > 0 \);

**Output:** a pair \((\bar{x}, \bar{u}) \in \text{dom} h \times \mathcal{X}\) satisfying (2.4);

(0) set \( k = 1 \) and define

\[
\hat{\rho} = \frac{\bar{\rho}}{4}, \quad \hat{\varepsilon} = \frac{\hat{\rho}^2}{32(M + \lambda^{-1})}, \quad M_\lambda := M + \lambda^{-1};
\]

(1) perform at least \( \left\lceil 6\sqrt{2\lambda M + 1} \right\rceil \) iterations of the ACG method in Appendix A starting from \( x_{k-1} \), and with inputs

\[
(\mu, L) = (-\lambda m + 1/2, \lambda M + 1/2),
\]

\[
(\psi_s, \psi_n) = \left( \lambda f + \frac{1}{4} \| -x_{k-1} \|^2, \lambda h + \frac{1}{4} \| -x_{k-1} \|^2 \right)
\]
and \( x_0 \) in order to obtain a triple \((x, u, \varepsilon) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}_+ \) satisfying

\[
(2.5) \quad u \in \partial \varepsilon \left( \lambda \phi + \frac{1}{2} \| -x_{k-1} \| ^2 \right) (x), \quad \| u \|^2 + 2 \varepsilon \leq \sigma \| x_{k-1} - x + u \|^2; 
\]

(2) if the residual

\[
(2.6) \quad \| x_{k-1} - x + u \| \leq \frac{\lambda \hat{\rho}}{5},
\]

then go to (3); otherwise set \((x_k, \bar{u}_k, \bar{\varepsilon}_k) = (x, u, \varepsilon)\), increment \( k = k + 1 \) and go to (1);

(3) restart the previous call to the ACG method in step 1 to find a triple \((\bar{x}, \bar{u}, \bar{\varepsilon})\) such that \( \bar{\varepsilon} \leq \hat{\varepsilon}_\lambda \) and \((x, u, \varepsilon) = (\bar{x}, \bar{u}, \bar{\varepsilon})\) satisfies (2.5);

(4) compute

\[
(2.7) \quad \bar{x} := \arg\min_{x' \in \mathcal{X}} \left\{ \langle \nabla f(x), x' - x \rangle + h(x') + \frac{M_\lambda}{2} \| x' - \bar{x} \|^2 \right\},
\]

\[
(2.8) \quad \bar{u} := M_\lambda (x - \bar{x}) + \nabla f(\bar{x}) - \nabla f(x),
\]

and output the pair \((\bar{x}, \bar{u})\).

We now make three remarks about the above AIPP method. First, at the \( k \)-th iteration of the method, its step 1 invokes an accelerated composite gradient (ACG) method, whose description is given in Appendix A, for (approximately) solve the strongly convex proximal subproblem

\[
(2.9) \quad \min_x \left\{ \lambda \phi(x) + \frac{1}{2} \| x - x_{k-1} \| ^2 \right\}
\]

according to (2.5). Second, only the inequality in (2.5) needs to be verified as every ACG iterate \((x, u, \varepsilon)\) satisfies the inclusion in (2.5). Third, note that (2.3) implies that the gradient of the function \( \psi_s \) defined in step 1 of the AIPP method is \( (\lambda M + 1/2) \)-Lipschitz continuous. As a consequence, Lemma 8 with \( L = \lambda M + 1/2 \) implies that the triple \((x, u, \varepsilon)\) in step 1 of any iteration of the AIPP method can be obtained in \( O(\sqrt{\lambda M + 1}) \) ACG iterations.

It is worth mentioning that the above method differs slightly from the one presented in [6] in that it adds step 4 in order to directly output a \( \bar{\rho} \)-approximate solution as in (2.4). The justification for the latter claim follows from [6, Corollary 14], which also implies the following complexity result.

**Proposition 1.** The AIPP method terminates with a \( \bar{\rho} \)-approximate solution of (2.1) in at most

\[
(2.10) \quad O \left( \frac{R(\phi; \lambda)}{\lambda^2 \bar{\rho}^2} + \log_1^+ (\lambda M) \right) \]

ACG iterations where

\[
(2.11) \quad R(\phi; \lambda) = \inf_x \left\{ \frac{1}{2} \| x_0 - x' \| ^2 + \lambda [\phi(x') - \phi_\lambda] \right\}.
\]

It is easy to see that the quantity \( R(\phi; \lambda) \) in (2.10) admits the upper bound

\[
(2.12) \quad R(\phi; \lambda) \leq \min \left\{ \frac{1}{2} \delta_0^2, \lambda [\phi(x_0) - \phi_\lambda] \right\}.
\]
where
\[ d_0 := \inf \{ \|x_0 - x_*\| : x_* \text{ is an optimal solution of (2.1)} \}. \]

It is also worth mentioning that a more practical variant of the above AIPP method, called the relaxed AIPP (R-AIPP) method, is presented in [7]. Like the AIPP method, the R-AIPP similarly: (i) invokes at each of its (outer) iteration an ACG method to (approximately) solve the proximal subproblem (2.9); and (ii) outputs a \( \bar{\rho} \)-approximate solution of (2.1). However, the R-AIPP method is more computationally efficient due to three key practical improvements over the AIPP method, namely: (i) it allows the stepsize \( \lambda \) to be significantly larger than the \( 1/(2m) \) upper bound in the AIPP method; (ii) it uses a weaker ACG termination criterion compared to the one in (2.5); and (iii) it does not prespecify the number of ACG iterations as the AIPP method does in its step 1. Even though the proposed smoothing method of this paper invokes the AIPP method for solving a perturbed version of (1.1), the computational results use the more computationally efficient R-AIPP method (in place of the AIPP method) in a modified smoothing method called the R-AIPP smoothing (R-AIPP-S) method.

### 2.2. Quadratic penalty AIPP method.

This subsection describes the QP-AIPP method studied in [6], and its corresponding iteration complexity, for solving linearly-constrained smooth CNO problems.

We begin by describing the problem that the QP-AIPP method intends to solve. Let \( \mathcal{X} \) and \( \mathcal{U} \) be finite-dimensional inner product spaces and consider the linearly-constrained smooth CNO problem

\[ \hat{\phi}_* := \inf_x \{ \phi(x) := f(x) + h(x) : Ax = b \} \]

where \( h : \mathcal{X} \mapsto (-\infty, \infty] \) and a real-valued function \( f \) satisfy assumptions (P1)-(P3), the operator \( A : \mathcal{X} \mapsto \mathcal{U} \) is linear, \( b \in \mathcal{U} \), and the following additional assumptions hold:

- (Q1) \( A \neq 0 \) and \( \mathcal{F} := \{ x \in \text{dom } h : Ax = b \} \neq \emptyset \);
- (Q2) there exists \( \hat{c} \geq 0 \) such that \( \hat{\phi}_c > -\infty \) where

\[ \hat{\phi}_c := \inf_x \{ \phi_c(x) := \phi(x) + \frac{c}{2} \|Ax - b\|^2 \}, \quad \forall c \geq 0. \]

Similar to problem (2.1), it is well-known that a necessary condition for \( x^* \in \text{dom } h \) to be a local minimum of (2.13) is that \( x^* \) satisfies \( 0 \in \nabla f(x^*) + \partial h(x^*) + A^*r^* \) for some \( r^* \in \mathcal{U} \).

Our interest in this subsection is in finding an approximate solution of (2.13) in the following sense: given a tolerance pair \( (\bar{\rho}, \bar{\eta}) \in \mathbb{R}^2_+ \), a triple \( (\bar{x}, \bar{u}, \bar{r}) \in \mathcal{X} \times \mathcal{X} \times \mathcal{U} \) is said to be a \( (\bar{\rho}, \bar{\eta}) \)-approximate solution of (2.13) if

\[ \bar{u} \in \nabla f(\bar{x}) + \partial h(\bar{x}) + A^*\bar{r}, \quad \|\bar{u}\| \leq \bar{\rho}, \quad \|A\bar{x} - b\| \leq \bar{\eta}. \]

The QP-AIPP method below provides one way of obtaining an approximate solution of (2.13) as in (2.15) using similar arguments as in Subsection 2.1. Its main idea is to invoke the AIPP method to solve subproblems of the form

\[ \min_x \left\{ f(x) + h(x) + \frac{c}{2} \|Ax - b\|^2 \right\}, \]

for increasing values of \( c \).
Quadratic penalty AIPP (QP-AIPP) method

**Input:** a scalar pair \((m, M) \in \mathbb{R}^2_+\) satisfying (2.2), a function pair \((f, h)\), a scalar \(\sigma \in (0, 1)\), a scalar \(\hat{c}\) satisfying assumption \((Q2)\), an initial point \(x_0 \in \text{dom}\, h\), and a tolerance pair \((\bar{\rho}, \bar{\eta}) \in \mathbb{R}^2_+\);

**Output:** a triple \((\bar{x}, \bar{u}, \bar{r}) \in \text{dom}\, h \times \mathcal{X} \times \mathcal{U}\) satisfying (2.15);

1. set \(\lambda = 1/(2m)\) and \(c = \hat{c} + M/\|A\|^2\);
2. define the quantities
   
   \[
   M_c := M + c\|A\|^2, \quad f_c := f + \frac{c}{2}\|A(\cdot) - b\|^2, \quad \phi_c = f_c + h,
   \]
   and apply the AIPP method with inputs \((m, M_c), (f_c, h), \lambda, \sigma, x_0, \) and \(\bar{\rho}\) to obtain a \(\bar{\rho}\)-approximate solution \((\bar{x}, \bar{u})\) of (2.16);
3. if \(\|A\bar{x} - b\|_U > \bar{\eta}\) then set \(c = 2c\) and go to (1); otherwise, set \(\bar{r} = c(\bar{A}\bar{x} - b)\) and output the triple \((\bar{x}, \bar{u}, \bar{r})\).

We now give two remarks about the above method. First, it straightforward to see that QP-AIPP method terminates due to the results in [6, Section 4]. Second, in view of the second remark following Proposition 1 with \((\phi, M) = (\phi_c, M_c)\), it is easy to see that the number of ACG iterations executed in step 1 at any iteration of the method is

\[
O \left( \sqrt{\lambda M_c + 1} \left[ \frac{R(\phi_c; \lambda)}{\lambda^2 \bar{\rho}^2} + \log_1^+(\lambda M_c) \right] \right)
\]

and that the pair \((\bar{x}, \bar{u})\) computed in step 2 satisfies the inclusion and the first inequality in (2.15).

We now focus on the iteration complexity of the QP-AIPP method. Before proceeding, we first define the useful quantity

\[
R_c(\phi; \lambda) := \inf_{x'} \left\{ \frac{1}{2}\|x_0 - x'\|^2 + \lambda \left[ \phi(x') - \hat{\phi}_x \right] : x' \in \mathcal{F} \right\},
\]

for every \(c \geq \hat{c}\), where \(\phi_c\) is as defined in (2.14). The quantity in (2.19) plays an analogous role as (2.11) in (2.10) and, due to [6, Lemma 16], it also admits the upper bound

\[
R_c(\phi; \lambda) \leq R_{\hat{c}}(\phi; \lambda) \leq \min \left\{ \frac{1}{2} d_0^2, \lambda \left[ \hat{\phi}_x - \hat{\phi}_\hat{c} \right] \right\}
\]

where \(\hat{\phi}_x\) is as defined in (2.13) and

\[
d_0 := \inf \{ \|x_0 - x_*\| : x_* \text{ is an optimal solution of (2.13)} \}.
\]

We now state the iteration complexity of the QP-AIPP method, whose proof can be found in [6, Theorem 18].

**Proposition 2.** Let a constant \(\hat{c}\) as in assumption \((Q2)\), scalar \(\sigma \in (0, 1)\), curvature pair \((m, M) \in \mathbb{R}^2_+\), and a tolerance pair \((\bar{\rho}, \bar{\eta}) \in \mathbb{R}^2_+\) be given. Moreover, define \(\lambda := 1/(2m)\) and

\[
T_\bar{\eta} := \frac{2R_c(\phi; \lambda)}{\bar{\eta}^2(1 - \sigma)\lambda} + \hat{c}, \quad \Xi := M + T_\bar{\eta}\|A\|^2.
\]
Then, the QP-AIPP method outputs a triple \((\bar{u}, \bar{x}, \bar{r})\) satisfying (2.15) in at most

\[
O \left( \sqrt{\lambda \Xi} + 1 \left[ \frac{R_c(\phi; \lambda)}{\lambda^2 \rho^2} + \log_2^+ (\lambda \Xi) \right] \right)
\]

ACG iterations.

Similar to the remark at the end of Subsection 2.1, it is worth mentioning that a more practical variant of the above QP-AIPP method, called the relaxed QP-AIPP (R-QP-AIPP) method, is presented in [7]. This variant is more computationally efficient compared to the QP-AIPP method due to two key practical improvements, namely: (i) it replaces the AIPP method in step 1 of QP-AIPP method with the more practical R-AIPP method of [7] (see the last paragraph of Subsection 2.1); and (ii) it applies a warm–start strategy which chooses the input \(x_0\) to the AIPP call for solving the next quadratic penalty subproblem as the output \(\bar{x}\) from the AIPP call for solving the current one.

On the other hand, it is worth noting that there are key theoretical differences between the QP-AIPP and R-QP-AIPP methods. More specifically: (i) the iteration complexity of the latter method is established under the assumption that \(\text{dom} h\) be bounded, while no such assumption is needed for the iteration complexity of the former method; and (ii) the latter method replaces assumption (Q2) with the assumption that \(\inf_x \phi(x)\) be finite. Hence, due to the limitations of the latter method, we decided to present the smoothing method of Section 4 for solving (1.4) in terms of the QP-AIPP method.

3. AIPP smoothing method. The main goal of this section is to precisely describe the problem of interest in this paper and to describe ways of finding approximate solutions of this problem. It contains two subsections. The first subsection describes the problem of interest as well as several notions of approximate solutions for it. The second subsection details two ways of finding these approximate solutions.

3.1. The problem of interest. Let \(\mathcal{X}\) and \(\mathcal{Y}\) be finite dimensional inner product spaces and let \(X \subseteq \mathcal{X}\) and \(Y \subseteq \mathcal{Y}\) be nonempty convex sets. Moreover, define

\[
Z := \mathcal{X} \times \mathcal{Y}.
\]

Given a real-valued function \(\hat{\Phi} : Z \mapsto \mathbb{R}\), our problem of interest in this section is the min-max problem

\[
\hat{p}_* := \min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} \hat{\Phi}(x, y).
\]

It is assumed that \(\hat{\Phi}\) is endowed with a nonconvex composite structure on the space \(\mathcal{X}\) which consists of the existence of a real valued function \(\Phi\) whose domain contains \(Z\) and a function \(h \in \text{Conv}(\mathcal{X})\) satisfying

\[
\text{dom} h = X,
\]

\[
\hat{\Phi}(x, y) = \Phi(x, y) + h(x) \quad \forall (x, y) \in Z,
\]

and the following three additional conditions:

(A1) \(\Phi(x, \cdot) \in \text{Conv}(\mathcal{Y})\) and \(\text{dom}[\Phi(x, \cdot)] = Y\) for every \(x \in X\);

(A2) \(\Phi(\cdot, y)\) is continuously differentiable on \(X\) for every \(y \in Y\).
(A3) there exist scalars \((L_x, L_y) \in \mathbb{R}^2_{++}\), and \(m \in (0, L_x]\) such that

\[
(3.4) \quad \Phi(x, y) - [\Phi(x', y) + \langle \nabla_x \Phi(x', y), x - x' \rangle] \geq -\frac{m}{2} \|x - x'\|^2,
\]

\[
(3.5) \quad \|\nabla_x \Phi(x, y) - \nabla_x \Phi(x', y')\| \leq L_x \|x - x'\| + L_y \|y - y'\|,
\]

for every \(x, x' \in X\) and \(y, y' \in Y\).

It is also assumed that (3.2) satisfies:

(A4) \(Y\) is a closed set whose diameter \(D_y := \sup \{\|y - y'\| : y, y' \in Y\}\) is finite;

(A5) \(\hat{p}\), defined in (3.3) is finite.

We now make three remarks about the above assumptions. First, the composite structure (3.3) implies that (3.2) is equivalent to the (possibly nonsmooth) CNO problem

\[
(3.6) \quad \min_x \{\hat{p}(x) := p(x) + h(x)\}
\]

where \(p\) is given by

\[
(3.7) \quad p(x) := \max_{y \in Y} \Phi(x, y) \quad \forall x \in X
\]

and hence \(\hat{p} = \max_{y \in Y} \hat{\Phi}(x, y)\). Second, it is well-known that (3.5) implies that

\[
(3.8) \quad \Phi(x', y) - [\Phi(x, y) + \langle \nabla_x \Phi(x, y), x' - x \rangle] \leq \frac{L_x}{2} \|x' - x\|^2, \quad \forall (x', x, y) \in X \times X \times Y
\]

Third, equation (3.4) implies that, for any \(y \in Y\), the function \(\Phi(\cdot, y) + m\|\cdot\|^2/2\) is convex, and hence \(p + m\|\cdot\|^2/2\) is as well. Note that while \(\hat{p}\) is generally nonconvex and nonsmooth, it also has the nice property that \(\hat{p} + m\|\cdot\|^2/2\) is convex.

Even though we are only interested in the case where \(m > 0\), it is worth discussing the case in which \(m = 0\), and hence \(\hat{p}\) is convex. First, finding an optimal solution of (3.2) is equivalent to finding a point \(x^* \in X\) such that

\[
(3.9) \quad \inf_{||d|| \leq 1} \hat{p}'(x^*; d) \geq 0.
\]

Second, it is well-known that (3.2) is related to the saddle-point problem which consists of finding a pair \((x^*, y^*) \in Z\) such that

\[
(3.10) \quad \hat{\Phi}(x, y) \leq \hat{\Phi}(x^*, y^*) \leq \hat{\Phi}(x, y^*) \quad \forall (x, y) \in Z.
\]

More specifically, \((x^*, y^*)\) satisfies (3.10) if and only if \(x^*\) is an optimal solution of (3.2), \(y^*\) is an optimal solution of the dual of (3.2), and there is no duality gap between the two problems. Using the composite structure described above for \(\hat{\Phi}\), it follows that \((x^*, y^*)\) satisfies (3.10) if and only if

\[
(3.11) \quad \left(\begin{array}{c} 0 \\ 0 \end{array}\right) \in \left(\begin{array}{c} \nabla_x \hat{\Phi}(x^*, y^*) \\ 0 \end{array}\right) + \left(\begin{array}{c} \partial h(x^*) \\ \partial [-\hat{\Phi}(x^*; \cdot)](y^*) \end{array}\right).
\]

We will now discuss the case in which \(m > 0\) in light of the remarks made in the previous paragraph. First, (3.9) is only a necessary condition for \(x^* \in X\) to be an optimal solution of (3.2). Second, (3.11) is also only a necessary condition for (3.10) to hold. Finally, the problem of solving either a relaxed version of (3.10) or the problem of finding a near optimal solution of (3.2) is difficult in general. Hence, in this
paper we will only examine the problems of computing approximate solutions to (3.9) and (3.11). More specifically, we consider the following two notions of approximate stationary points. First, given a tolerance $\delta > 0$, a point $\hat{x} \in \mathcal{X}$ is said to be a $\delta$-directional-stationary point of (3.2) if $\hat{x}$ satisfies the first inequality in (1.2), which corresponds to an approximate solution of (3.9). Second, for a given tolerance pair $(\rho_x, \rho_y) \in \mathbb{R}_+^2$, a quadruple $(\bar{u}, \bar{v}, \bar{x}, \bar{y}) \in \mathcal{X} \times Y \times \mathcal{X} \times Y$ is said to be a $(\rho_x, \rho_y)$-saddle-stationary point of (3.2) if it satisfies (1.3), which corresponds to an approximate solution of (3.11).

Observe that (1.2) is generally hard to verify for a given point $\bar{x} \in \mathcal{X}$. This is primarily because the definition requires us to check an infinite number of directional derivatives for a (potentially) nonsmooth function at points $\hat{x}$ near $\bar{x}$. In contrast, the definition of an approximate saddle-stationary point is generally easier to verify because the quantities $\|\bar{u}\|$ and $\|\bar{v}\|$ can be measured directly and the inclusions in (1.3) are easy to verify when $h$ and $\Phi(x, \cdot)$, for every $x \in \mathcal{X}$, are simple enough.

We are now ready to briefly discuss some approaches for finding approximate stationary points of (3.6). One approach is to apply a proximal descent type method directly to problem (3.6), but this would lead to subproblems with nonsmooth convex composite functions. A second approach is based on first applying a smoothing method to (3.6) and then using a prox-convexifying descent method such as the one in [6] to solve the perturbed smooth problem. An advantage of the second approach, which is the one pursued in this paper, is that it generates subproblems with smooth convex composite objective functions. The details of the latter approach are described in the next subsection.

3.2. AIPP smoothing approach. This subsection describes two ways of finding approximate stationary points of (3.6). More specifically, the first one described in Proposition 5 considers approximate solutions as in (1.2) and the second one described in Proposition 6 considers approximate solutions as in (1.3). Both ways consider a smooth approximation of (3.6) obtained by using a smoothing method similar to that used in [11], and then invoke the AIPP method described in Section 2.1 to solve the perturbed smooth problem.

We start this subsection by describing the aforementioned smoothing method. The main idea is to apply the AIPP method described in Section 2 to the minimization problem

$$
\min_x \{ \hat{p}_\xi(x) := p_\xi(x) + h(x) \}
$$

where $\xi > 0$ and $p_\xi$ is defined as

$$
p_\xi(x) := \max_{y \in Y} \left\{ \Phi_\xi(x, y) := \Phi(x, y) - \frac{1}{2\xi} \| y - y_0 \|^2 \right\} \quad \forall x \in \mathcal{X},
$$

for some $y_0 \in Y$. The difference between (3.12) and (3.6) is that the function $p$ in (3.7) is replaced by the function $p_\xi : \mathcal{X} \mapsto \mathbb{R}$ which approximates $p$.

In order for this approach to be valid, we need to establish that (3.12) is a problem that can be solved by the AIPP method. As $h \in \text{Conv}(\mathcal{X})$, it is sufficient to show that $p_\xi$ satisfies assumption (P2) in Subsection 2.1. This is done in the following results which also give additional properties about the functions $p_\xi$ and $\hat{p}_\xi$ as in (3.13) and (3.12), respectively, and the optimal solution of (3.13) as a function of $x$. 
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Proposition 3. Let $\xi > 0$ be given and assume that $\Phi$ is a real-valued function satisfying conditions (A1)–(A3) and whose domain contains $Z$. Let $p_\xi$ and $\Phi_\xi$ be as defined in (3.13) and define

$$y_\xi(x) := \arg\max_{y' \in Y} \Phi_\xi(x, y') \quad \forall x \in X.$$  

Then, the following properties hold:

(a) $y_\xi$ is $Q_\xi$-Lipschitz on $X$ where

$$Q_\xi := \xi L_y + \sqrt{\xi(L_x + m)};$$  

(b) $p_\xi$ is continuously differentiable on $X$ and $\nabla p_\xi(x) = \nabla_x \Phi(x, y_\xi(x))$ for every $x \in X$;

(c) $\nabla p_\xi$ is $L_\xi$-Lipschitz on $X$ where

$$L_\xi := L_y Q_\xi + L_x \leq \left( L_y \sqrt{\xi} + \sqrt{L_x} \right)^2;$$  

(d) for every $x, x' \in X$, we have

$$p_\xi(x) - [p_\xi(x') + \langle \nabla p_\xi(x'), x - x' \rangle] \geq -\frac{m}{2} \|x - x'\|^2;$$

Proof. The inequality in (3.16) follows from (a), the fact that $m \leq L_x$, and the bound

$$L_\xi = L_y \left[ \xi L_y + \sqrt{\xi(L_x + m)} \right] + L_x \leq \xi L_y^2 + 2\xi L_x^2 + 2\sqrt{\xi} L_x \leq \left( L_y \sqrt{\xi} + \sqrt{L_x} \right)^2.$$  

The other conclusions of (a)–(c) follow from Proposition 9 and Proposition 10 in Appendix B with $(\Psi, \psi) = (\Phi_\xi, p_\xi)$. We now show that the conclusion of (d) is true. Indeed, if we consider (3.4) at $(y, x') = (y_\xi(x'), x')$, the definition of $\Phi_\xi$, and use the definition of $\nabla p_\xi$ in (b), then

$$\leq -\frac{m}{2} \|x - x'\|^2 \leq \Phi(x', y_\xi(x)) - [\Phi(x, y_\xi(x)) + \langle \nabla_x \Phi(x, y_\xi(x)), x' - x \rangle]$$

$$= \Phi_\xi(x', y_\xi(x)) - [p_\xi(x) + \langle \nabla p_\xi(x), x' - x \rangle] \leq p_\xi(x') - [p_\xi(x) + \langle \nabla p_\xi(x), x' - x \rangle],$$

where the last inequality follows from the optimality of $y$.

Lemma 4. For every $\xi > 0$ and $\lambda \geq 0$ we have

$$-\infty \leq \hat{\rho}(x) - \frac{D^2_y}{2\xi} \leq \hat{\rho}_\xi(x) \leq \hat{\rho}(x)$$

as well as

$$R(\hat{\rho}_\xi; \lambda) \leq R(\hat{\rho}; \lambda) + \frac{\lambda D^2_y}{2\xi}.$$  

Proof. (a) We first observe that for every $y_0 \in Y$ we have

$$\Phi(x, y) + h(x) \geq \Phi(x, y) - \frac{1}{2\xi} \|y - y_0\|^2 + h(x) \geq \Phi(x, y) + h(x) - \frac{D^2_y}{2\xi} \quad \forall (x, y) \in Z.$$
Hence, taking the supremum of the above quantities over \( y \in Y \), using the definitions of \( \tilde{p}, \tilde{p}_\xi, \Phi_\xi, p_\xi \), and assumption \( (A5) \) gives
\[
-\infty < \tilde{p}(x) - \frac{D_y^2}{2\xi} \leq \tilde{p}_\xi(x) \leq \tilde{p}(x) \quad \forall x \in X
\]
which is the first set of inequalities. It now follows that
\[
\hat{p}_\xi(x) - \inf_{x'} \tilde{p}_\xi(x') \leq \tilde{p}(x) - \inf_{x'} \tilde{p}(x') + \frac{D_y^2}{2\xi} \quad \forall x \in X.
\]
Multiplying the above expression by \((1-\sigma)\lambda\) and adding the quantity \( \|x_0 - x\|^2/2 \) yields the inequality
\[
\frac{1}{2}\|x_0 - x\|^2 + (1-\sigma)\lambda \left[ \hat{p}_\xi(x) - \inf_{x'} \tilde{p}_\xi(x') \right]
\leq \frac{1}{2}\|x_0 - x\|^2 + (1-\sigma)\lambda \left[ \tilde{p}(x) - \inf_{x'} \tilde{p}(x') \right] + (1-\sigma)\frac{\lambda D_y^2}{2\xi} \quad \forall x \in X,
\]
Taking the infimum of the above expression, and using the definition of \( R(\cdot, \cdot) \) in \( (2.11) \) yields the conclusion of the lemma.

We now make two remarks about Proposition 3. First, the Lipschitz constants of \( p_\xi \) and \( \nabla p_\xi \) depend on the value of \( \xi \) while the lower curvature constant \( m \) in \( (3.17) \) does not. Second, in view of the fact that the AIPP method is applied to the smoothed problem \( (3.12) \) and the complexity bound \( (2.10) \) with \( \varphi = \tilde{p}_\xi \), the quantity \( R(\tilde{p}_\xi; \lambda) \) naturally appears in the complexity bound for the method. The bound \( (3.19) \) can then be used to express the final bound in terms of \( R(\tilde{p}; \lambda) \), and hence in terms of the data of our problem of interest in this subsection (see the proofs of Proposition 5 and 6).

For the remainder of this section, we assume that subproblems of the form in \( (3.13) \) and \( (A.1) \) with \( \psi_n = h \) are easily solvable for any \((x_0, y_0) \in \mathcal{X} \times \mathcal{Y} \) and \((\lambda, \xi) \in \mathbb{R}^2_+ \). Note that \( (A.1) \) is needed as an oracle in the AIPP method while \( (3.13) \) is needed to compute \( p_\xi \) at various points in \( X \).

We are now ready to state a smoothing approximation method for finding approximate stationary points of \( (3.2) \). It is stated in an incomplete manner in the sense that it does not specify how the approximation parameter \( \xi \) and the tolerance \( \rho \) used in its step 2 are chosen. Two specific instances of this method with different choices of \( \xi \) and \( \rho \) will be considered afterwards in Propositions 5 and 6 which describe the iteration-complexities for finding approximate solutions of \( (3.6) \) in the sense of \( (1.2) \) and \( (1.3) \), respectively.

**AIPP smoothing (AIPP-S) method**

**Input**: a triple \((m, L_x, L_y) \in \mathbb{R}^3_+ \) satisfying assumption \( (A3) \), scalars \( \lambda \in (0, 1/(2m)] \) and \( \sigma \in (0, 1) \), a smoothing constant \( \xi > 0 \), an initial point \((x_0, y_0) \in \mathcal{Z} \), and a tolerance \( \rho > 0 \);

**Output**: a pair \((x, u) \in X \times \mathcal{X} \);

(0) set \( L_\xi \) as in \( (3.16) \) and define \( p_\xi \) as in \( (3.13) \);
(1) apply the AIPP method with inputs \((m, L_\xi), (p_\xi, h), \lambda, \sigma, x_0, \rho) \) to obtain a pair \((x, u) \) satisfying
\[
(3.22) \quad u \in \nabla p_\xi(x) + \partial h(x), \quad \|u\| \leq \rho;
\]
Some remarks about the above method are in order. First, the AIPP method invoked in step 2 terminates due to [6, Theorem 13]. Second, since the AIPP-S method is a one-pass method (as opposed to an iterative method), the complexity of the AIPP-S method is essentially that of the AIPP method. Third, similar to the smoothing method of [11] which assumes \( m = 0 \), the AIPP-S method is also a smoothing method for the case in which \( m > 0 \). On the other hand, in contrast to the algorithm of [11] which uses an ACG variant, AIPP-S invokes the AIPP method to solve (3.12) due to its nonconvexity.

It is not clear how the pair output by the AIPP-S method is related to the definitions of approximate stationary points described in either (1.2) or (1.3). For the remainder of this subsection, our goal will be to show that a careful selection of the parameter \( \xi \) and the tolerance \( \rho \) will allow the AIPP-S method to generate approximate stationary points in the sense of (1.2) and (1.3).

**PROPOSITION 5.** Let a tolerance \( \delta > 0 \) be given and consider the AIPP-S method with input parameter \( \xi \) and tolerance \( \rho \) satisfying

\[
\xi \geq \frac{D_y^2}{\delta^2} \max \left\{ \frac{32m}{m}, \frac{8}{m} \right\}, \quad \rho = \frac{\delta}{2}.
\]

Then, the following statements hold:

(a) the AIPP-S method performs

\[
O \left( \Omega_\xi \left[ \frac{R(\tilde{p}; \lambda)}{\lambda^2 \delta^2} + \frac{D_y^2}{\lambda^2 \delta^2} + \log_4 (\Omega_\xi) \right] \right)
\]

gradient and subproblem evaluations where \( R(\cdot; \cdot) \) is as defined in (2.11), and

\[
(3.25) \quad \Omega_\xi := 1 + \sqrt{\lambda} \left( \sqrt{\xi L_y} + \sqrt{L_x} \right);
\]

(b) there exists a \( \delta \)-directional-stationary point \( \hat{x} \) (see the first inequality in (1.2)) satisfying \( ||\hat{x} - x|| \leq \delta \) where \( x \) is the first argument in the pair output by the AIPP-S method.

**Proof.** (a) Let us first observe from (3.16) that

\[
(3.26) \quad \sqrt{\lambda L_y} + 1 \leq 1 + \sqrt{\lambda L_x} \leq 1 + \sqrt{\lambda \left( \frac{\xi}{2} L_y^2 + L_x^2 / 2 \right)} \leq 1 + \sqrt{\lambda \xi L_y^2 / 2 \delta^2 + \sqrt{\lambda L_x}} = \Omega_\xi.
\]

The complexity in (3.24) now follows from using (2.10) with \( M = L_\xi \), Lemma 4 (in particular (3.19)), and the inequality in (3.26).

(b) Let \((x, u)\) be the \( \rho \)-prox-approximate solution of (3.12) generated by the AIPP-S method (see step 2) with \( \xi \) and \( \tilde{p} \) satisfying (3.23). Define the quantities

\[
(3.27) \quad \hat{\xi} := \tilde{p} + \frac{1}{2\lambda} \cdot ||\cdot||^2, \quad \hat{\rho} := \tilde{p} + \frac{1}{2\lambda} \cdot ||\cdot||^2, \quad \omega := \frac{D_y^2}{\xi}.
\]
and observe that Lemma 4 (in particular (3.18)), implies that

(3.28) \[ \hat{q} - \omega = \hat{q} - \frac{D_u^2}{2\xi} \leq \hat{q}_\xi \leq \hat{q} \]

Also, (3.22) together with the fact that \( p_\xi + \| \cdot - x \|^2/(2\lambda) \) is convex and differentiable implies that

(3.29) \[ u \in \nabla p_\xi(x) + \partial h(x) = \partial \left( p_\xi + \frac{1}{2\lambda} \| \cdot - x \|^2 \right)(x) + \partial \hat{q}_\xi(x) \]

Combining (3.28) with (3.29), we conclude that, for every \( x' \in X \), we have

\[ \hat{q}(x') \geq \hat{q}_\xi(x') \geq \hat{q}_\xi(x) + \langle u, x' - x \rangle \geq \hat{q}(x) + \langle u, x' - x \rangle - \omega, \]

which implies that \( u = \partial_\omega \hat{g}(x) \). Hence, the triple \((x, u, \omega)\) satisfies the inclusion in (C.1) with \((\phi, \varepsilon, x^-) = (\hat{p}, \omega, x)\). Since \( \hat{q} \) is \( m \)-strongly convex from assumption (A3), we invoke Lemma 11 with \((\phi, \varepsilon, x^-) = (\hat{p}, \omega, x, m)\) to obtain the existence of a point \( \hat{x} \in X \) satisfying

(3.30) \[ \inf_{\|d\| \leq 1} \hat{p}'(\hat{x}; d) \geq -\rho - 2\sqrt{2m\omega}, \quad \| \hat{x} - x \| \leq \sqrt{\frac{2\omega}{m}}. \]

The conclusion follows by observing the value of \( \omega \) in (3.27) with the choice of \( \xi \) in (3.23), the fact that \( \| u \| \leq \delta/2 \) from (3.23), and applying these observations to (3.30).

We now give four remarks about the above result. First, recall that \( R(\hat{p}; \lambda) \) in the complexity (3.24) can be majorized by the rightmost quantity in (2.12). Second, Proposition 5(b) states that, while \( x \) not a stationary point itself, it is near a \( \delta \)-directional-stationary point \( \hat{x} \). Third, under the assumption that \( \lambda = 1/(2m) \) and (3.23) is satisfied as equality, the complexity of the AIPP-S method reduces to

(3.31) \[ \mathcal{O} \left( m^{3/2} \cdot R(\hat{p}; \lambda) \cdot \left[ \frac{L_x^{1/2}}{\delta^2} + \frac{L_y D_y}{\delta^3} \right] \right) \]

under the reasonable assumption that the \( \mathcal{O}(\delta^{-2} + \delta^{-3}) \) term in (3.24) dominates the other \( \mathcal{O}(\delta^{-1}) \) terms. Fourth, when \( Y \) is a singleton, it is easy to see that (3.6) becomes a special instance of (2.1), the AIPP-S method becomes equivalent to the AIPP method of Subsection 2.1, and the complexity in (3.31) reduces to

(3.32) \[ \mathcal{O} \left( \frac{m^{3/2} L_x^{1/2} R(\hat{p}; \lambda)}{\delta^2} \right). \]

In view of the last remark, the \( \mathcal{O}(\delta^{-3}) \) term in (3.31) is attributed to the (possible) nonsmoothness in (3.6).

Next, we present a result showing that the AIPP-S method is able to generate a \((\rho_x, \rho_y)\)-saddle-stationary point, i.e. one satisfying (1.3).

**Proposition 6.** For a given tolerance pair \((\rho_x, \rho_y) \in \mathbb{R}_+^2 \), let \((x, u)\) be the pair output by the AIPP-S method with input parameter \( \xi \) and tolerance \( \rho \) satisfying

(3.33) \[ \xi \geq \frac{D_u}{\rho_y}, \quad \rho = \rho_x. \]
Moreover, define
\begin{equation}
(\bar{u}, \bar{v}) := \left( u, \frac{y_0 - y_\xi(x)}{\xi} \right), \quad (\bar{x}, \bar{y}) := (x, y_\xi(x)),
\end{equation}
where \(y_\xi\) is as in (3.14). Then, the following statements hold:

(a) the AIPP-S method performs
\begin{equation}
\mathcal{O} \left( \Omega_\xi \left[ \frac{R(\hat{\rho}; \lambda)}{\lambda^2 \rho_z^2} + \frac{D_y^2}{\lambda \rho_x^2} + \log^+ (\Omega_\xi) \right] \right)
\end{equation}
gradient and subproblem evaluations where \(R(\cdot; \cdot)\) and \(\Omega_\xi\) are as in (2.11) and (3.25), respectively;

(b) the quadruple \((\bar{u}, \bar{v}, \bar{x}, \bar{y})\) is a \((\rho_x, \rho_y)\)-saddle-approximate stationary point of
\begin{equation}
\text{(3.2)}.
\end{equation}

Proof. (a) The complexity in (3.35) follows from the discussion after Proposition 1 with variables \((\phi, M) = (\hat{p}_\xi, L_\xi)\), the inequality (3.26), and Lemma 4 (in particular (3.19)).

(b) It follows from the definitions of \(p_\xi\), tolerance \(\rho\), and \((\bar{y}, \bar{u})\) in (3.13), (3.33), and (3.34), respectively, Proposition 3(b), and the inclusion in (3.22) that \(\|\bar{u}\| \leq \rho_x\) and
\begin{equation}
\bar{u} \in \nabla p_\xi(\bar{x}) + \partial h(\bar{x}) = \nabla_x \Phi(\bar{x}, y_\xi(\bar{x}))) + \partial h(\bar{x}) = \nabla_x \Phi(\bar{x}, \bar{y}) + \partial h(\bar{x}).
\end{equation}
Hence, we conclude that the top block and the upper bound on \(\|\bar{u}\|\) in (1.3) hold.

Next, the optimality condition of \(\bar{y} = y_\xi(\bar{x})\) as a solution to (3.13) and the definition of \(\bar{v}\) in (3.13) give
\begin{equation}
0 \in \partial [-\Phi(\bar{x}, \cdot)] (\bar{y}) + \bar{y} - y_0 = \partial [-\Phi(\bar{x}, \cdot)] (\bar{y}) - \bar{v}
\end{equation}
Moreover, the definition of \(\xi\) implies
\begin{equation}
\|\bar{v}\| = \frac{\|\bar{y} - y_0\|}{\xi} \leq \frac{D_y}{D_y/\rho_y} = \rho_y.
\end{equation}
Hence, combining (3.36) and (3.37), we conclude that the bottom block and the upper bound on \(\|\bar{v}\|\) in (1.3) hold.

We now make three remarks about Proposition 6. First, recall that \(R(\hat{\rho}; \lambda)\) in the complexity (3.35) can be majorized by the rightmost quantity in (2.12). Second, under the assumption that \(\lambda = 1/(2m)\) and (3.33) is satisfied as equality, the complexity of AIPP-S method reduces to
\begin{equation}
\mathcal{O} \left( m^{3/2} \cdot R(\hat{\rho}; \lambda) \cdot \left[ \frac{L_x^{1/2}}{\rho_z^2} + \frac{L_y D_y^{1/2}}{\rho_x^2 \rho_y^{1/2}} \right] \right)
\end{equation}
der under the reasonable assumption that the \(\mathcal{O}(\rho_x^{-2} + \rho_x^{-2} \rho_y^{-1/2})\) term in (3.35) dominates the other terms. Third, recall from the last remark following the previous proposition that when \(Y\) is a singleton, (3.6) becomes a special instance of (2.1) and the AIPP-S method becomes equivalent to the AIPP method of Subsection 2.1. It similarly follows that the complexity in (3.38) reduces to
\begin{equation}
\mathcal{O} \left( \frac{m^{3/2} L_x^{1/2} R(\hat{\rho}; \lambda)}{\rho_z^2} \right)
\end{equation}
and, in view of this remark, the \( O(\rho_x^{-2}\rho_y^{-1/2}) \) term in (3.38) is attributed to the (possible) nonsmoothness in (3.6).

4. Quadratic penalty AIPP-S method. This section studies a linearly constrained variant of problem 3.6, namely problem (1.4). More specifically, it discusses a notion of an approximate solution of (1.4) as well as an algorithm, named the QP-AIPP-S method, that can obtain such a solution.

Let \( \mathcal{U} \) be a finite inner product space and let \( \mathcal{X}, \mathcal{Y} \) and \( X, Y, Z \) be as defined in Subsection 3.1. Our problem of interest in this section is problem (1.4) where it is assumed \( \hat{\Phi} \) has the nonconvex composite structure given in (3.3) and problem (1.4) satisfies assumptions (A1)–(A5) of Subsection 3.2. Moreover, it is assumed that conditions (Q1)–(Q2) of Subsection 2.2 hold with \( \phi = p + h \) where \( p \) is given in (3.7).

We start by noting that (1.4) is the primal problem for the saddle function \( \Psi : \mathcal{X} \times Y \times \mathcal{U} \rightarrow \mathbb{R} \) defined as

\[
\Psi(x, y, r) := \Phi(x, y) + h(x) + \langle r, Ax - b \rangle \quad \forall (x, y, r) \in \mathcal{X} \times Y \times \mathcal{U}.
\]

It is easy to see that a necessary condition for a triple \((\bar{x}, \bar{y}, \bar{r}) \in \mathcal{X} \times Y \times \mathcal{U}\) to be a saddle point of (4.1) is that (1.6) holds with \( \rho_x = \rho_y = \eta = 0 \). Clearly (1.6) is a relaxation of the latter necessary condition and a quintuple \((\bar{u}, \bar{v}, \bar{x}, \bar{y}, \bar{r}) \in \mathcal{X} \times \mathcal{Y} \times X \times Y \times \mathcal{U}\) satisfying it is referred to as a \((\rho_x, \rho_y, \eta)\)-saddle-stationary point of (1.4). In this section, we will describe and study the complexity of an algorithm that obtains a saddle-stationary point of (1.4), which is based on the QP-AIPP method of Subsection 2.2.

We will now briefly outline aforementioned algorithm. First, we consider the smooth approximation of (1.4) which arises by replacing its objective function by \( \hat{\Phi} \) defined in (3.12), namely

\[
\min_{x} \{ \hat{\Phi}(x) : Ax = b \}.
\]

We now observe that the definition of \( \hat{\Phi} \) implies that (4.2) is of the form given in (2.13) where \( f = \hat{\Phi} \). Since Proposition 3 implies that assumptions (P1)–(P3) of Subsection 2.1 and assumptions (Q1)–(Q2) of Subsection 2.2 are satisfied with \( (f, h, M) = (\hat{\Phi}, h, \hat{L}) \), the QP-AIPP method of Subsection 2.2 is used to solve (4.2).

In view of its description in Subsection 2.2, the QP-AIPP applied to (4.2) consists of solving penalty subproblems of the form

\[
\min_{x} \left\{ \hat{\Phi}(x) + \frac{c}{2} \|Ax - b\|^2 \right\}
\]

for increasing values of \( c \) using the AIPP method of Subsection 2.1. Note that in order to solve the above subproblems, the AIPP method requires that subproblems of the form (3.13) and (A.1) are easily solvable.

We are now ready to state the QP-AIPP smoothing method for finding an approximate saddle-stationary point of (1.4).

Quadratic penalty AIPP smoothing (QP-AIPP-S) method

**Input:** a triple \((m, L_x, L_y) \in \mathbb{R}^{2+}_+\) satisfying assumption (A4), a scalar \( \sigma \in (0, 1) \), a scalar \( \hat{c} \) satisfying assumption (Q2), a smoothing constant \( \xi \geq D_y/\rho_y \), an initial point \((x_0, y_0) \in Z\), and a tolerance triple \((\rho_x, \rho_y, \eta) \in \mathbb{R}^{3+}_+\);

**Output:** a triple \((\bar{u}, \bar{v}, \bar{x}, \bar{y}, \bar{r}) \) satisfying (1.6);
(0) set $L_\xi$ as in (3.16) and define $p_\xi$ as in (3.13);

(1) apply the QP-AIPP method of Subsection 2.2 with inputs $(m, L_\xi), (p_\xi, h), \sigma, \hat{c}, x_0$, and $(\rho_x, \eta)$ to obtain a triple $(\bar{u}, \bar{x}, \bar{r})$ satisfying

$$
\bar{u} \in \nabla p_\xi(\bar{x}) + \partial h(\bar{x}) + A^* \bar{r}, \quad \|\bar{u}\| \leq \rho_x, \quad \|A \bar{x} - b\|_U \leq \eta.
$$

(2) define $(\bar{v}, \bar{y})$ as in (3.34) and output the quintuple $(\bar{u}, \bar{v}, \bar{x}, \bar{y}, \bar{r})$.

We now make two brief remarks about the above algorithm. First, the QP-AIPP method invoked in step 1 terminates due to the results in Subsection 2.2. Second, the QP-AIPP-S method is a one-pass algorithm (as opposed to an iterative method invoked in step 1). Hence, the complexity of the QP-AIPP-S method is essentially that of the QP-AIPP method.

The next result states two key facts about the QP-AIPP-S method.

**Proposition 7.** Let a tolerance triple $(\rho_x, \rho_y, \eta) \in \mathbb{R}^3_+$ be given and let the triple $(\hat{u}, \hat{v}, x, \hat{y}, \hat{r})$ be the output obtained by the QP-AIPP-S method. Then the following properties hold:

(a) the QP-AIPP-S method terminates in

$$
(4.5) \quad \mathcal{O} \left( \Omega_{\xi, \eta} \left[ \frac{R_{\xi} (\hat{p}; \lambda)}{\lambda^2 \rho_x^2} + \frac{D_y^2}{\lambda \xi \rho_x^2} \right] + \log_1 (\Omega_{\xi, \eta}) \right)
$$

gradient evaluations and subproblem evaluations where

$$
(4.6) \quad \Omega_{\xi, \eta} := 1 + \frac{\|A\| D_y}{\eta \sqrt{\xi}} + \sqrt{\lambda \xi L_y^2} + \sqrt{\lambda L_x} + \sqrt{\|A\|^2 R_{\xi} (\hat{p}; \lambda)} + \frac{2}{\eta}
$$

and $R_{\xi} (\cdot, \cdot)$ is as defined in (2.19);

(b) the quintuple $(\hat{u}, \hat{v}, x, \hat{y}, \hat{r})$ is a $(\rho_x, \rho_y, \eta)$-saddle-stationary point.

**Proof.** (a) Using the same arguments as in Lemma 4, it is easy to see that

$$
(4.7) \quad R_{\xi} (\hat{p}; \lambda) \leq R_{\xi} (\hat{p}; \lambda) + \frac{\lambda D_y^2}{2 \xi},
$$

where $R_{\xi} (\cdot, \cdot)$ is as defined in (2.19). The complexity given in (4.5) now follows from applying Proposition 2 with $(\hat{p}, \hat{M}) = (p, p_\xi, L_\xi)$, using the bound in (3.26), and (4.7).

(b) It follows from Proposition 3(b), the definition of $\bar{y}$ in step 2 of the algorithm, and the inclusion in (4.4) that the quintuple $(\hat{u}, \hat{v}, x, \hat{y}, \hat{r})$ satisfies the inclusions in (1.6), using similar arguments as in Proposition 6(b). Moreover, the inequalities in (1.6) follow from the inequalities in (4.4) and similar arguments as in Proposition 6(b).

We now make three remarks about the above complexity bound. First, recall that $R_{\xi} (p; \lambda)$ in the complexity (7) can be majorized by the rightmost quantity in (2.20).

Second, under the assumption that $\xi = D_y / \rho_y$ and $\lambda = 1/(2m)$, the complexity of the QP-AIPP-S method reduces to

$$
(4.8) \quad \mathcal{O} \left( m^{3/2} \cdot R_{\xi} (\hat{p}; \lambda) \left[ \frac{L_y^{1/2}}{\rho_x^2} + \frac{L_y^{1/2} D_y^{1/2}}{\rho_y^2 \rho_x^2} + \frac{m^{1/2} \|A\| \cdot R_{\xi}^{1/2} (p; \lambda)}{\eta \rho_x^2} \right] \right),
$$
under the reasonable assumption that the $O(\rho_x^{-2} + \eta^{-1}\rho_x^{-2} + \rho_y^{-1/2}\rho_x^{-2})$ term in (4.5) dominates the other terms. Third, when $Y$ is a singleton, it is easy to see that (1.4) becomes a special instance of the smooth, linearly-constrained composite problem (2.13), the QP-AIPP-S of this subsection becomes equivalent to the QP-AIPP method of Subsection 2.2, and the complexity in (4.8) reduces to

$$O \left( \frac{m^{3/2}}{\rho_x} \cdot R_c(\bar{p}; \lambda) \cdot \left[ \frac{L_x^{1/2}}{\rho_x^2} + \frac{m^{1/2}\|A\| \cdot R_c^{1/2}(p; \lambda)}{\eta \rho_y^2} \right] \right).$$

In view of the last remark, the $O(\rho_x^{-2}\rho_y^{-1/2})$ term in (4.8) is attributed to the (possible) nonsmoothness in (1.4).

Let us now conclude this section with a remark about the formulation in (4.3). It is easy to see that problem (4.3) can be equivalently reformulated as

$$\min_x \left\{ \hat{p}_{c,\xi}(x) := p_{c,\xi}(x) + h(x) \right\},$$

where $p_{c,\xi} : X \mapsto \mathbb{R}$ is defined as

$$p_{c,\xi}(x) := \max_{y \in Y, r \in U} \left\{ \Psi(x, y, r) - \frac{1}{2c} \|r\|^2 - \frac{1}{2\xi} \|y - y_0\|^2 \right\} \forall x \in X.$$

Moreover, problem (4.10) is similar to (3.12) in the sense that a smoothing procedure is applied to the underlying saddle function. On the other hand, observe that we cannot directly apply the smoothing method developed in Subsection 3.2 to (4.10) as the set $U$ is generally unbounded. One approach that avoids this problem is to invoke the AIPP method of Subsection 2.1 to solve a sequence subproblems of the form (4.10) for increasing values of $c$. However, in view of the equivalence of (4.3) and (4.10), this is exactly the approach taken by the QP-AIPP-S of this section.

5. Numerical experiments. This section presents numerical results that illustrate the computational efficiency of the R-AIPP-S method mentioned in the last paragraph of Subsection 2.1. It contains three subsections. Each subsection presents computational results for a specific unconstrained nonconvex min-max optimization problem class.

Each unconstrained problem considered in this section is of the form in (3.2) and is such that the computation of the function $y_\xi$ in (3.14) is easy. Moreover, for a given initial point $x_0 \in \text{dom} \, h$, three algorithms are run for each problem instance until a quadruple $(\bar{u}, \bar{v}, \bar{x}, \bar{y})$ satisfying

$$\left( \bar{u} \quad \bar{v} \right) \in \left( \nabla_x \Phi(\bar{x}, \bar{y}) \quad 0 \right) + \left( \partial h(\bar{x}) \quad \partial [-\Phi(\bar{x}, \cdot)](\bar{y}) \right),$$

$$\|\bar{u}\| + 1 \leq \rho_x, \quad \|\bar{v}\| \leq \rho_y,$$

is obtained, where $\xi = D_y/\rho_y$.

We first describe the three nonconvex-concave min-max methods that are being compared in this section, namely: (i) the R-AIPP-S method; (ii) the accelerated gradient smoothing (AG-S) method; and (iii) the projected gradient step framework (PGSF). Both the AG-S and R-AIPP-S methods are modifications of the AIPP-S method which, instead of using the AIPP method in its step 1, use the AG and R-AIPP methods, respectively. The PGSF is a simplified variant of Algorithm 2 of [12,
Subsection 4.1] which explicitly evaluates the argmax function \( \alpha^* (\cdot) \) in [12, Section 4] instead of applying an accelerated gradient to estimate its evaluation.

The AG method is implemented as described in Algorithm 2 of [3]. We now describe the details of our implementation of the R-AIPP method. We assume that the reader is familiar with an iteration of the R-AIPP method of [7] and its various parameters, e.g. \( \lambda, \lambda_k, \theta, \tau, \) etc. A single iteration of our R-AIPP implementation is the same as an iteration of the R-AIPP method of [7] with \( \theta = 4 \), except that \( \lambda_k \) and \( \tau \) are updated differently at the end of the iteration. In order to describe the update rule for \( \lambda_k \), we first define an iteration \( k \geq 1 \) to be “good” if the intermediate parameter \( \lambda \) has not been halved in step 1 or 2 of the R-AIPP method for any iteration \( j \leq k \).

The update rule for \( \lambda_k \) at the end of the \( k^{th} \) iteration is then

\[
\lambda_k = \begin{cases} \min \{ 2\lambda, 100/m \}, & \text{if iteration } k \text{ is "good"} \\ \lambda, & \text{otherwise}, \end{cases}
\]

with \( \lambda_0 \) set to be \( 1/m \). The update rule for \( \tau \) at the end of the \( k^{th} \) iteration is

\[
(5.2) \quad \tau = \begin{cases} \frac{1.5\tau_{prev}}{\pi_k}, & \text{if } \pi_k > 1.5, \\ \frac{1.2\tau_{prev}}{\pi_k}, & \text{if } \pi_k < 1.2, \\ \tau_{prev}, & \text{otherwise}, \end{cases}
\]

where \( \tau_{prev} \) denotes the value of \( \tau \) at the end of the \((k - 1)^{th}\) iteration, \( \pi_k := \langle \lambda_k \hat{\psi}_k \rangle / \| v_k + z_{k-1} - z_k \| \), and \( \tau_{prev} \) is set to be \( 10(M_0 + 1) \) at the first iteration. Also, like the other implementations of the R-AIPP method in [7], the R-AIPP implementation in this section adaptively estimates the constant \( \bar{M} \) used in every iteration of the R-ACG subroutine that is called in its step 1.

It worth noting the update rules for \( \lambda_k \) and \( \tau \) in the previous paragraph are different from the implementations of the R-AIPP method in [7]. More specifically, in [7] the iterates \( \lambda_k \) are simply set to be \( \lambda \) and \( \tau \) is set to be \( \tau_{prev} \) at every iteration \( k \geq 1 \). Moreover, the parameter \( \tau \) in the experiments of [7] was chosen according to the problem class being examined and, hence, the update of \( \tau \) in (5.2) has the advantage that it dynamically adjusts to the geometry of a problem instance.

We also state some additional details about the numerical experiments. First, each algorithm is run with a time limit of 4000 seconds. If an algorithm does not terminate with a solution for a particular problem instance, we do not report any details about its iteration count or function value at the point of termination and the runtime for that instance is marked with a [\( \star \)] symbol. Second, the iterations listed in the tables of this section include even those that are extraneously performed due to an improper choice of an input parameter, e.g., \( \lambda_0 \) and \( \bar{M} \). Third, the bold numbers in each of the computational tables in this section highlight the algorithm that performed the most efficiently in terms of iteration count or total runtime. Moreover, each of the tables contain a column labeled \( \bar{\mu}_k (\bar{x}) \) that contains the smallest obtained value of the smoothed function in (3.12), across all of the tested algorithms. Fourth, the description of \( y_0 \) and justification of the constants \( m, L_x, \) and \( L_y \) for each of the considered optimization problems are given in Appendix E. Fifth, \( y_0 \) is chosen to be 0 for all of the experiments. Finally, all algorithms described at the beginning of this section are implemented in MATLAB 2019a and are run on Linux 64-bit machines each containing Xeon E5520 processors and at least 8 GB of memory.

5.1. Maximum of a finite number of nonconvex functions. This subsection presents computational results for a minmax quadratic vector problem, which is
based on a similar problem in [7].

We first describe the problem. Given a dimension triple \((n, l, k) \in \mathbb{N}^3\), a set of parameters \(\{(\alpha_i, \beta_i)\}_{i=1}^k \subseteq \mathbb{R}_{++}^2\), a set of vectors \(\{d_i\}_{i=1}^k \subseteq \mathbb{R}^l\), a set of diagonal matrices \(\{D_i\}_{i=1}^k \subseteq \mathbb{R}^{n \times n}\), and matrices \(\{C_i\}_{i=1}^k \subseteq \mathbb{R}^{l \times n}\) and \(\{B_i\}_{i=1}^k \subseteq \mathbb{R}^{n \times n}\), the problem of interest is the quadratic vector minmax (QVM) problem

\[
\min_{x \in \mathbb{R}^n} \max_{y \in \mathbb{R}^k} \left\{ \delta_{\Delta^n}(x) + \sum_{i=1}^k g_i(x) : y \in \Delta^k \right\},
\]

where, for every index \(1 \leq i \leq k\), integer \(p \in \mathbb{N}\), and \(x \in \mathbb{R}^n\),

\[
(5.3) \quad g_i(x) := \frac{\alpha_i}{2} \|C_i x - d_i\|^2 - \frac{\beta_i}{2} \|D_i B_i x\|^2, \quad \Delta^p := \left\{ z \in \mathbb{R}^p_+ : \sum_{i=1}^p z_i = 1, z \geq 0 \right\}.
\]

We now describe the experiment parameters for the instances considered. First, the dimensions are set to be \((n, l, k) = (200, 10, 5)\) and only 5.0% of the entries of the submatrices \(B_i\) and \(C_i\) are nonzero. Second, the entries of \(B_i, C_i\), and \(d_i\) (resp., \(D_i\)) are generated by sampling from the uniform distribution \(\mathcal{U}[0, 1]\) (resp., \(\mathcal{U}[1, 1000]\)). Third, the initial starting point is \(z_0 = I_n/n\), where \(I_n\) is the \(n\)-dimensional identity matrix. Fourth, with respect to the termination criterion (5.1), the inputs, for every \((x, y) \in \mathbb{R}^n \times \mathbb{R}^k\), are

\[
(5.4) \quad \Phi(x, y) = \sum_{i=1}^k y_i g_i(x), \quad h(x) = \delta_{\Delta^n}(x), \quad \rho_x = 10^{-2}, \quad \rho_y = 10^{-1}, \quad Y = \Delta^k.
\]

Fifth, each problem instance considered is based on a specific curvature pair \((m, M) \in \mathbb{R}_{++}^2\) satisfying \(m \leq M\), for which each scalar pair \((\alpha_i, \beta_i) \in \mathbb{R}_{++}^2\) is selected so that

\[
M = \lambda_{\max}(\nabla^2 g_i), \quad -m = \lambda_{\min}(\nabla^2 g_i).
\]

Finally, the Lipschitz and curvature constants selected are

\[
(5.5) \quad m = m, \quad L_x = M, \quad L_y = M \sqrt{k + \|P\|},
\]

where \(P\) is an \(n\)–by–\(k\) matrix whose \(i^{th}\) column is equal to \(\alpha_i C_i^T d_i\).

We now present the results.

| \(M\) | \(m\) | \(p_t(\ddot{f})\) | Iteration Count | Runtime |
|---|---|---|---|---|
| \(10^0\) | \(10^6\) | 2.85E-01 | 23 | 
| \(10^1\) | \(10^6\) | 2.88E+00 | 86 | 0.66 | 5.72 | 22.60 |
| \(10^2\) | \(10^6\) | 2.85E+01 | 217 | 3.35 | 118.32 | 2122.93 |
| \(10^3\) | \(10^6\) | 2.85E+02 | 1417 | 21.58 | 546.25 | 4000.00* |

\[\text{Table 5.1: Iteration counts and runtimes for QVM problems.}\]

### 5.2. Truncated robust regression

This subsection presents computational results for the robust regression problem in [13].

It is worth mentioning that [13] also presents a min-max algorithm for obtaining a stationary point as in (5.1). However, its iteration complexity, which is \(O(p^{-6})\),
when \( \rho = \rho_x = \rho_y \), is significantly worse than the other algorithms considered in this section and, hence, we choose not to include this algorithm in our benchmarks.

We now describe the problem. Given a dimension pair \((n, k) \in \mathbb{N}^2\), a set of \(n\) data points \(\{(a_j, b_j)\}_{j=1}^n \subseteq \mathbb{R}^k \times \{1, -1\}\) and a parameter \(\alpha > 0\), the problem of interest is the truncated robust regression (TRR) problem

\[
\min_{x \in \mathbb{R}^k} \max_{y \in \mathbb{R}^n} \left\{ \sum_{j=1}^n y_j (\phi_\alpha \circ \ell_j)(x) : y \in \Delta^n \right\}
\]

where \(\Delta^n\) is as in (5.3) with \(p = n\) and, for every \((\alpha, t, x) \in \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^k\),

\[
\phi_\alpha(t) := \alpha \log \left( 1 + \frac{t}{\alpha} \right), \quad \ell_j(x) := \log \left( 1 + e^{-b_j \langle a_j, x \rangle} \right).
\]

We now describe the experiment parameters for the instances considered. First, \(\alpha\) is set to 10 and the data points \(\{(a_i, b_i)\}\) are taken from different datasets in the LIBSVM library\(^1\) for which each problem instance is based off of (see the “data name” column in the table below, which corresponds to a particular LIBSVM dataset).

Second, the initial starting point is \(z_0 = 0\). Third, with respect to the termination criterion (5.1), the inputs, for every \((x, y) \in \mathbb{R}^k \times \mathbb{R}^n\), are

\[
\Phi(x, y) = \sum_{j=1}^n y_j (\phi_\alpha \circ \ell_j)(x), \quad h(x) = 0, \quad \rho_x = 10^{-5}, \quad \rho_y = 10^{-3}, \quad Y = \Delta^n.
\]

Finally, the Lipschitz and curvature constants selected are

\[
(5.7) \quad m = L_x = \frac{1}{\alpha} \max_{1 \leq j \leq n} \|a_j\|^2, \quad L_y = \sqrt{\sum_{j=1}^n \|a_j\|^2}.
\]

We now present the results.

| data name   | \(\hat{p}(\bar{x})\) | Iteration Count | Runtime    |
|-------------|-----------------------|-----------------|------------|
|             |                       | R-AIPP-S | AG-S | PGSF | R-AIPP-S | AG | PGSF     |
| heart       | 6.70E-01              | 425      | 1747 | 6409 | 6.37      | 15.54 | 32.76     |
| diabetes    | 6.70E-01              | 852      | 1642 | 3718 | 8.61      | 24.12 | 52.77     |
| ionosphere  | 6.70E-01              | 1197     | 8328 | 54481 | 8.26      | 63.82 | 320.72    |
| sonar       | 6.70E-01              | 45350    | 96209 | - | 461.52    | 580.37 | 4000.00*   |
| breast-cancer | 1.11E-03            | 46097    | - | - | 476.59    | 4000.00* | 4000.00*   |

**Table 5.2:** Iteration counts and runtimes for TRR problems

5.3. **Power control in the presence of a jammer.** This subsection presents computational results for the power control problem in [8].

It is worth mentioning that [8] also presents a min-max algorithm for obtaining stationary points for the aforementioned problem. However, its termination criterion and notion of stationarity are significantly different than what is being considered in this paper and, hence, we choose not to include the algorithm of [8] in our benchmarks.

---

\(^1\)See https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html.
We now describe the problem. Given a dimension pair \((N, K) \in \mathbb{N}^2\), a pair of parameters \((\sigma, R) \in \mathbb{R}_{++}^2\), a 3D tensor \(A \in \mathbb{R}_{+}^{K \times K \times N}\), and a matrix \(B \in \mathbb{R}_{+}^{K \times N}\), the problem of interest is the power control (PC) problem

\[
\min_{X \in \mathbb{R}^{K \times N}} \max_{y \in \mathbb{R}^N} \left\{ \sum_{k=1}^K \sum_{n=1}^N f_{k,n}(X, y) : 0 \leq X \leq R, 0 \leq y \leq \frac{N}{2} \right\},
\]

where, for every \((X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N\),

\[
f_{k,n}(X, y) := -\log \left( 1 + \frac{A_{k,k,n}X_{k,n}}{\sigma^2 + B_{k,n}y_n + \sum_{j=1,j\neq k}^K A_{j,k,n}X_{j,n}} \right).
\]

We now describe the experiment parameters for the instances considered. First, the scalar parameters are set to be \((\sigma, R) = (1/\sqrt{2}, K^{1/K})\) and the quantities \(A\) and \(B\) are set to be the squared moduli of the entries of two Gaussian sampled complex-valued matrices \(H \in \mathbb{C}^{K \times K \times N}\) and \(P \in \mathbb{C}^{K \times N}\). More precisely, the entries of \(H\) and \(P\) are sampled from the standard complex Gaussian distribution \(\mathcal{CN}(0, 1)\) and

\[
A_{j,k,n} = |H_{j,k,n}|^2, \quad B_{k,n} = |P_{k,n}|^2 \quad \forall (j, k, n).
\]

Second, the initial starting point is \(z_0 = 0\). Third, with respect to the termination criterion \((5.1)\), the inputs, for every \((X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N\), are

\[
\Phi(X, y) = \sum_{k=1}^K \sum_{n=1}^N f_{k,n}(X, y), \quad h(X) = \delta_{Q^K \times N}(X),
\]

\[
\rho_x = 10^{-1}, \quad \rho_y = 10^{-1}, \quad Y = Q_{N/2}^{N \times 1}.
\]

where \(Q_T^{U \times V} := \{z \in \mathbb{R}^{P \times q} : 0 \leq z \leq T\}\) for every \(T > 0\) and \((U, V) \in \mathbb{N}^2\). Fourth, each problem instance considered is based on a specific dimension pair \((N, K)\). Finally, the Lipschitz and curvature constants selected are \((5.8)\)

\[
m = L_x = \frac{2}{\min\{\sigma^4, \sigma^6\}} \max_{1 \leq k \leq K} \sum_{1 \leq n \leq N} A_{k,j,n}^2, \quad L_y = \frac{2}{\min\{\sigma^4, \sigma^6\}} \max_{1 \leq n \leq N} \sum_{j=1}^K B_{j,n}A_{k,j,n}.
\]

We now present the results.

| \(N\) | \(K\) | \(\hat{\rho}(\bar{x})\) | Iteration Count | Runtime |
|---|---|---|---|---|
| 5  | 5  | -3.64E+00 | 37 | 2371.27 | 4000.00* |
| 10 | 10 | -2.82E+00 | 54 | 293.60 | 4000.00* |
| 25 | 25 | -4.52E+00 | 183 | 4000.00* | 4000.00* |
| 50 | 50 | -4.58E+00 | 566 | 4000.00* | 4000.00* |

Table 5.3: Iteration counts and runtimes for PC problems.

6. Concluding Remarks. This section makes some concluding remarks about the results obtained in Section 3. Section 3 contains two variants of the AIPP-S method and analyzed their complexities with respect to two termination criteria, namely (1.2) and (1.3). We now
briefly deal with another termination criterion considered in [12], namely: finding a point \( x \in X \) satisfying, for some \( \delta > 0 \),

\[
\inf_{\|d\| \leq 1} \langle \hat{p}_\xi \rangle' (x; d) \geq -\delta, \quad \xi = \Theta (\delta^{-1}),
\]

Assuming that (A1)–(A5) of Section 3 hold, the function \( h \) in (1.1) is identically 0, and \( \Phi(x', \cdot) \) is differentiable and its gradient is uniformly (with respect to \( x' \)) Lipschitz continuous for every \( x' \in X \), the algorithm in [12] finds a point \( x \in X \) satisfying (6.1) in \( \mathcal{O}(\delta^{-3}) \) gradient and proximal subproblem evaluations. We now show that a specific instance of the AIPP-S method generates a point \( \hat{x} \) satisfying (6.1) in \( \mathcal{O}(\delta^{-2.5}) \) gradient and proximal subproblem evaluations. Indeed, consider the instance of the AIPP-S method with inputs \( \lambda, \xi, \) and \( \rho \) given by

\[
\lambda = \frac{1}{2m}, \quad \xi = \Theta (\delta^{-1}), \quad \rho = \delta,
\]

and observe that a similar argument as in Proposition 5(a) shows that it performs \( \mathcal{O}(\delta^{-2.5}) \) gradient and proximal subproblem evaluations. Moreover, Lemma 12 with \( \phi = \hat{p}_\xi \) describes how the output of this instance yields a computable point \( x \in X \) satisfying (6.1). It is worth emphasizing that, in contrast to [12], the AIPP-S method requires neither that \( h \) be identically 0 nor that \( \Phi(x', \cdot) \) be differentiable and its gradient be uniformly (with respect to \( x' \)) Lipschitz continuous.

**Appendix A.** This appendix contains a description and a result about an ACG variant used in the analysis of [6].

Part of the input of the ACG variant, which is described below, consists of a pair of functions \((\psi_s, \psi_n)\) satisfying:

- \( \psi_n \in \text{Conv}(Z) \) is \( \mu \)-strongly convex for some \( \mu \geq 0 \);
- \( \psi_s \) is a convex differentiable function on \( \text{dom} \psi_n \) whose gradient is \( L \)-Lipschitz continuous for some \( L > 0 \).

**ACG method**

**Input:** a scalar pair \((\mu, L) \in \mathbb{R}_+^2\), a function pair \((\psi_n, \psi_s)\), and an initial point \( x_0 \in \text{dom} h \);

1. (0) set \( y_0 = x_0 \), \( A_0 = 0 \), \( \Gamma_0 \equiv 0 \) and \( j = 0 \);
2. (1) compute

\[
A_{j+1} = A_j + \frac{\mu A_j + 1 + \sqrt{(\mu A_j + 1)^2 + 4L(\mu A_j + 1)A_j}}{2L},
\]

\[
\tilde{x}_j = A_{j+1} x_j + \frac{A_{j+1} - A_j}{A_{j+1}} y_j,
\]

\[
\Gamma_{j+1} = A_{j+1} \Gamma_j + \frac{A_{j+1} - A_j}{A_{j+1}} [\psi_s(\tilde{x}_j) + \langle \nabla \psi_s(\tilde{x}_j), \cdot - \tilde{x}_j \rangle],
\]

\[
y_{j+1} = \arg \min_y \left\{ \Gamma_{j+1}(y) + \psi_n(y) + \frac{1}{2A_{j+1}} \|y - y_0\|^2 \right\},
\]

\[
x_{j+1} = A_{j+1} x_j + \frac{A_{j+1} - A_j}{A_{j+1}} y_{j+1};
\]

3. (2) compute

\[
u_{j+1} = \frac{y_0 - y_{j+1}}{A_{j+1}},
\]
\[ \eta_{j+1} = \psi(x_{j+1}) - \Gamma_{j+1}(y_{j+1}) - \psi_n(y_{j+1}) - \langle u_{j+1}, x_{j+1} - y_{j+1} \rangle; \]

(3) increment \( j = j + 1 \) and go to (1).

We observe that a single iteration of the ACG method requires the evaluation of two distinct oracles, namely: (i) the evaluation of the functions \( \psi_n, \psi_s, \nabla \psi_s \) at any point in \( \text{dom} \psi_n \); and (ii) the computation of the exact solution of subproblems of the form

\begin{equation}
\min_{x'} \left\{ \psi_n(x) + \frac{1}{2\lambda} \|x - a\|^2 \right\}
\end{equation}

for any \( a \in X \).

The following result, whose proof is given in [6, Lemma 9], is used to establish the iteration complexity of obtaining the triple \( (x,u,\varepsilon) \) in step 1 of the AIPP method of Subsection 2.1.

**Lemma 8.** Let \( \{(A_j, x_j, u_j, \eta_j)\} \) be the sequence generated by the ACG method. Then, for any \( \sigma > 0 \), the ACG method obtains a triple \( (x,u,\eta) \) satisfying

\begin{equation}
\left\{ \begin{array}{l}
\eta \in \partial \eta_n + \psi_n(x) \|u\|^2 + 2\eta \leq \sigma \|x_0 - x + u\|^2 \\
\end{array} \right.
\end{equation}

in at most \( \left\lceil 2\sqrt{2L(1 + \sqrt{\sigma})}/\sqrt{\sigma} \right\rceil \) iterations.

**Appendix B.** This appendix contains results about functions that can be described as the maximum of a family of differentiable functions.

**Proposition 9.** Suppose \( \Psi \) is a real-valued function that satisfies assumptions (A1)–(A2) with \( \Phi = \Psi \) and that \( Y \subseteq Y \) is bounded. Moreover, suppose \( \nabla_x \Psi(\cdot, \cdot) \) is continuous on \( Z \) and, for every \( x \in X \), the function \( \Psi(x, \cdot) \) is \( \mu \)-strongly concave on \( Y \) for some \( \mu > 0 \). Defining the functions

\begin{align}
\psi(x) &:= \max_{y' \in Y} \{\Psi(x, y') : y' \in Y\} \quad \forall x \in X, \\
y(x) &:= \arg\max_{y' \in Y} \{\Psi(x, y') : y' \in Y\} \quad \forall x \in X,
\end{align}

we have that the following properties hold:

(a) \( y \) is continuous on \( X \);

(b) \( \psi \) is continuously differentiable on \( X \) and \( \nabla \psi(x) = \nabla_x \Psi(x,y(x)) \) for every \( x \in X \).

**Proof.** (a) Let \( x, \bar{x} \in X \) be given and denote \( (y, \bar{y}) = (y(x), y(\bar{x})) \). Using the compactness of \( Y \) and the assumption that \( \nabla_x \Psi(\cdot, \cdot) \) is continuous, it is easy to see that

\begin{equation}
\limsup_{\bar{x} \to x} \|\nabla_x \Psi(\bar{x}, y) - \nabla_x \Psi(\bar{x}, \bar{y})\| \leq K
\end{equation}

where

\begin{equation}
K = K(x) := \max_{y,y' \in Y} \|\nabla_x \Psi(x, y) - \nabla_x \Psi(x, y')\| < \infty.
\end{equation}

Next, define the function \( \alpha : X \to \mathbb{R} \) by

\begin{equation}
\alpha(u) := \Psi(u, y) - \Psi(u, \bar{y}) \quad \forall u \in X.
\end{equation}
Remark that the optimality conditions of \( y \) and \( \tilde{y} \) imply that

\[
(B.6) \quad \alpha(x) \geq \frac{\mu}{2} \| y - \tilde{y} \|^2, \quad -\alpha(\tilde{x}) \geq \frac{\mu}{2} \| y - \tilde{y} \|^2.
\]

Adding the two above inequalities and using the Mean Value Theorem on the functions

\( \Psi(\cdot, y) \) and \( \Psi(\cdot, \tilde{y}) \), along with the Cauchy-Schwarz inequality, we conclude that there exists \( \hat{x} \in [x, \tilde{x}] \) such that

\[
B.7 \quad \mu \| y - \tilde{y} \|^2 \leq \alpha(x) - \alpha(\hat{x}) = \langle \nabla_x \Psi(\hat{x}, y) - \nabla_x \Psi(\tilde{x}, \tilde{y}), x - \hat{x} \rangle
\]

The conclusion of (a) now follows from combining the above with (B.3) and (B.4).

(b) Let \( x, \tilde{x} \in X \) be given and denote \( (y, \tilde{y}) = (y(x), y(\tilde{x})) \). Observe that the optimality of \( \tilde{y} \) and the Mean Value Theorem on the function \( \Psi(\cdot, y) \) yield, for some \( \hat{x} \in [x, \tilde{x}] \), the lower bound

\[
\psi(\hat{x}) - \psi(x) - \langle \nabla_x \Psi(x, y), \hat{x} - x \rangle \geq \Psi(\hat{x}, y) - \Psi(x, y) - \langle \nabla_x \Psi(x, y), \hat{x} - x \rangle
\]

Conversely, observe that the optimality of \( y \) and the Mean Value Theorem on the function \( \Psi(\cdot, \tilde{y}) \) yield, for some \( \hat{x} \in [x, \tilde{x}] \), the upper bound

\[
\psi(\hat{x}) - \psi(x) - \langle \nabla_x \Psi(x, y), \tilde{x} - x \rangle \leq \Psi(\tilde{x}, \tilde{y}) - \Psi(x, y) - \langle \nabla_x \Psi(x, y), \tilde{x} - x \rangle
\]

Combining (B.8) and (B.9) now gives the conclusion of (b). \( \square \)

**Proposition 10.** Suppose \( \Psi \) is a real-valued function that satisfies the assumptions of Proposition 9 and let \( \psi \) and \( y \) be as defined in (B.1) and (B.2), respectively. If \( \Psi \) also satisfies assumption (A3) with \( \Phi = \Psi \) then the following additional properties hold:

(a) \( y \) is \( Q_\mu \)-Lipschitz on \( X \) where

\[
(B.10) \quad Q_\mu := \frac{L_y}{\mu} + \sqrt{\frac{L_x + m}{\mu}};
\]

(b) \( \nabla \psi \) is \( L_\mu \)-Lipschitz on \( X \) where

\[
(B.11) \quad L_\mu := L_y Q_\mu + L_x.
\]
Proof. (a) Let \( x, \tilde{x} \in X \) be given and denote \((y, \tilde{y}) = (y(x), y(\tilde{x}))\). Let \( \alpha \) be as defined in \((B.5)\) and observe that \((B.6)\) still holds. Using \((B.6), (3.4), (3.5), (3.8)\), and the Cauchy-Schwarz inequality, we conclude that

\[
\mu \|y - \tilde{y}\|^2 \leq \alpha(x) - \alpha(\tilde{x}) \leq \langle \nabla_x \Phi(x, y) - \nabla_x \Phi(x, \tilde{y}), x - \tilde{x} \rangle + \frac{L_x + m}{2} \|x - \tilde{x}\|^2
\]

\[
\leq \|\nabla_x \Phi(x, y) - \nabla_x \Phi(x, \tilde{y})\| \|x - \tilde{x}\| + \frac{L_x + m}{2} \|x - \tilde{x}\|^2
\]

\[
\leq L_y \|y - \tilde{y}\| \|x - \tilde{x}\| + \frac{L_x + m}{2} \|x - \tilde{x}\|^2.
\]

Considering the above as a quadratic inequality in \(\|y - \tilde{y}\|\) yields the bound

\[
\|y - \tilde{y}\| \leq \frac{1}{2\mu} \left[ L_y \|x - \tilde{x}\| + \sqrt{L_y^2 \|x - \tilde{x}\|^2 + 4\mu(L_x + m)\|x - \tilde{x}\|^2} \right]
\]

\[
\leq \frac{L_y}{\mu} + \sqrt{\frac{L_x + m}{\mu}} \|x - \tilde{x}\| = Q_\mu \|x - \tilde{x}\|
\]

which is the conclusion of (a).

(b) Let \( x, \tilde{x} \in X \) be given and denote \((y, \tilde{y}) = (y(x), y(\tilde{x}))\). Using part (a) and \((3.5)\) we have that

\[
\|\nabla \psi(x) - \nabla \psi(\tilde{x})\| = \|\nabla_x \Phi(x, y) - \nabla_x \Phi(x, \tilde{y})\|
\]

\[
\leq \|\nabla_x \Phi(x, y) - \nabla_x \Phi(x, \tilde{y})\| + \|\nabla_x \Phi(x, \tilde{y}) - \nabla_x \Phi(\tilde{x}, \tilde{y})\|
\]

\[
\leq L_y \|y - \tilde{y}\| + L_x \|x - \tilde{x}\| \leq (L_y Q_\mu + L_x) \|x - \tilde{x}\| = L_\mu \|x - \tilde{x}\|,
\]

which is the conclusion of (b).

\section*{Appendix C}

This appendix contains a result that relates approximate solutions of a function \(\phi\) with lower curvature and the directional derivatives of \(\phi\). It is worth mentioning that this result does not require the differentiability of \(\phi\).

\textbf{Lemma 11.} Let a proper closed function \(\phi : \mathcal{X} \mapsto (-\infty, \infty]\) and assume that \(\phi +\|\cdot\|^2/2\lambda\) is \(\mu\)-strongly convex for some scalars \(\mu, \lambda > 0\). If a quadruple \((x^-, x, u, \varepsilon) \in \mathcal{X} \times \partial \phi \times \mathcal{X} \times \mathbb{R}_+\) together with \(\lambda\) satisfy

\[
(u \in \partial_{\varepsilon} \left( \frac{\phi + \frac{1}{2\lambda} \|\cdot\|^2}{\phi(\phi)} \right)(x),
\]

then the point \(\hat{x} \in \text{dom } \phi\) given by

\[
\hat{x} := \arg\min_{x'} \left\{ \phi_\lambda(x') := \phi(x') + \frac{1}{2\lambda} \|x' - x^-\|^2 - \langle u, x' \rangle \right\}
\]

satisfies

\[
\inf_{\|d\| \leq \varepsilon} \phi'(\hat{x}; d) \geq -\frac{\|x^- - x + \lambda u\|}{\lambda} - \frac{\varepsilon^2}{\mu \lambda^2}, \quad \|\hat{x} - x\| \leq \frac{\sqrt{2\varepsilon}}{\mu}.
\]

\textbf{Proof.} We first observe that \((C.1)\) implies that

\[
\phi_\lambda(x') \geq \phi_\lambda(x) - \varepsilon \quad \forall x' \in \mathcal{X}.
\]
Remark that (C.4) at $x' = \hat{x}$, the optimality of $\hat{x}$, and the $\mu$-strong convexity of $\phi_\lambda$ imply that
\[
\frac{\mu}{2} \|\hat{x} - x\|^2 \leq \phi_\lambda(x) - \phi_\lambda(\hat{x}) \leq \tilde{\epsilon}
\]
from which we conclude that $\|\hat{x} - x\| \leq \sqrt{2\tilde{\epsilon}/\mu}$. On the other hand, using the definition of $\phi_\lambda$, we obtain
\[
0 \leq \inf_{\|d\| \leq 1} \phi'(\hat{x}; d) = \inf_{\|d\| \leq 1} \phi'(\hat{x}; d) - \frac{1}{\lambda} \langle d, \lambda u + x^- - \hat{x} \rangle 
\leq \inf_{\|d\| \leq 1} \phi'(\hat{x}; d) + \frac{\|x^- - \hat{x} + \lambda u\|}{\lambda} 
\leq \inf_{\|d\| \leq 1} \phi'(\hat{x}; d) + \frac{\|x^- - \hat{x} + \lambda u\|}{\lambda} + \frac{1}{\lambda} \|x - \hat{x}\|.
\]
(C.5) Combining (C.5) with the bound on $\|\hat{x} - x\|$ now yields the result. \qed

**Appendix D.** This appendix contains a result that relates approximate solutions of a smooth composite function $\phi$ with lower curvature and the directional derivatives of $\phi$.

**Lemma 12.** Let $\phi$ be a function with the composite structure given in (2.1) and such that the function pair $(f, h)$ in (2.1) also satisfies assumptions (P1)–(P2) of Subsection 2.1. Moreover, given a tolerance $\rho > 0$, let $(x, u)$ be a $\rho$–approximate solution of (2.1). We then have that
\[
\inf_{\|d\| \leq 1} \phi'(x; d) \geq -\rho.
\]

**Proof.** Let $(x, u)$ be a $\rho$–approximate solution of (2.1), or equivalently,
\[
u \in \nabla f(x) + \partial h(x), \quad \|u\| \leq \rho.
\]
Using the definition of $\phi'(\cdot, \cdot)$ together with the above, we directly conclude that
\[
\inf_{\|d\| \leq 1} \phi'(x; d) = \inf_{\|d\| \leq 1} \left[ \langle \nabla f(x), d \rangle + \sup_{\tilde{s} \in \partial h(x)} \langle s, d \rangle \right] = \inf_{\|d\| \leq 1} \sup_{\tilde{s} \in \nabla f(x) + \partial h(x)} \langle \tilde{s}, \tilde{d} \rangle 
\leq \sup_{\tilde{u} \in \nabla f(x) + \partial h(x)} \inf_{\|d\| \leq 1} \langle \tilde{u}, d \rangle = \sup_{\tilde{u} \in \nabla f(x) + \partial h(x)} \|\tilde{u}\| \geq -\|u\| \geq -\rho.
\]
Observe that the conclusions of Lemmas 11 and 12 are similar in that the quantities being bounded are the same. However, they differ in that the former does not assume that $\phi$ has a smooth composite structure while the latter does and, as a consequence, shows that $\hat{x}$ can be obtained by a single evaluation of the resolvent of $h$.

**Appendix E.** This appendix presents the description of $y_\xi$ and justification for the constants $m$, $L_x$, and $L_y$ for each of the optimization problems in Section 5.

**Maximum of a finite number of nonconvex functions.** Since $Y = \Delta^k$, it is easy to verify that
\[
y_\xi(x) = \arg \max \{ \|y' - \xi g_i(x)\| : y' \in \Delta^k \} \quad \forall x \in \mathbb{R}^n.
\]

For the validity of the constants $m, L_x$, and $L_y$, we first define, for every $1 \leq i \leq k$, the quantities
\[ P_i = \alpha_i C_i^T d_i, \quad Q_i^x := \alpha_i C_i^T C_i x - \beta_i B_i^T D_i^T B_i x \quad \forall x \in \mathbb{R}^n, \]
and observe that $\nabla_x \Phi(x, y) = \sum_{i=1}^k (Q_i^x + P_i) y_i$. Now, using the fact that $y \in \Delta^k$, (5.5), and defining $N_i := \alpha_i C_i^T C_i - \beta_i B_i^T D_i^T D_i B_i$, we then have that
\begin{align*}
\lambda_{\max}(\nabla_{xx}^2 \Phi) & \leq \sum_{i=1}^k y_i \lambda_{\max}(N_i) = \sum_{i=1}^k y_i \lambda_{\max}(\nabla^2 y_i) \leq M = L_x, \\
\lambda_{\min}(\nabla_{xx}^2 \Phi) & \geq \sum_{i=1}^k y_i \lambda_{\min}(N_i) = \sum_{i=1}^k y_i \lambda_{\min}(\nabla^2 y_i) \geq -m \geq -L_x,
\end{align*}
and hence we conclude that the choice of $m$ and $L_x$ in (5.6) is valid. On the other hand, using the fact that $\|x\| \leq 1$ for every $x \in \Delta^n$ and (5.5), we then have that for every $y, y' \in Y$,
\begin{align*}
\|\nabla_x \Phi(x, y) - \nabla_x \Phi(x, y')\| &= \left\| \sum_{i=1}^k (Q_i^x + P_i) (y_i - y'_i) \right\| \\
& \leq \left( \sqrt{\sum_{i=1}^k M^2 \|x\|^2 + \|P\|} \right) \|y - y'\| \leq L_y \|y - y'\|,
\end{align*}
where $P$ is a an $n$–by–$k$ matrix whose $i^{th}$ column is $\alpha_i C_i^T d_i$, and hence we conclude that the choice of $L_y$ in (5.6) is valid.

**Truncated robust regression.** Since $Y = \Delta^n$, it is easy to verify that
\[ y(x) = \arg \max_{y'} \{ ||y' - \xi g_i(x)|| : y' \in \Delta^n \} \quad \forall x \in \mathbb{R}^k. \]
For the validity of the constants $m, L_x$, and $L_y$, we first define for every $1 \leq i \leq k$ the function
\[ \tau_j(x) := \left[ e^{-b_j (a_j, x)} \right] \left[ 1 + e^{-b_j (a_j, x)} \right]^{-1} \left[ \alpha + \ell_j(x) \right]^{-1} \quad \forall x \in \mathbb{R}^k, \]
and observe that $\nabla_x \Phi(x, y) = -\alpha \sum_{j=1}^n [y_j b_j \tau_j(x)] a_j$ and also that
\[ \sup_{x \in \mathbb{R}^k} |\tau_j(x)| \leq \alpha^{-1}, \]
for every $1 \leq j \leq n$. Now, using the fact that $y \in \Delta^n$, the bound (E.1), and the Mean Value Theorem applied to $\tau_j$, we have that for every $x, x' \in \mathbb{R}^k$,
\begin{align*}
\|\nabla_x \Phi(x, y) - \nabla_x \Phi(x', y)\| & \leq \alpha \sum_{j=1}^n y_j \| a_j [\tau_j(x) - \tau_j(x')] \| \\
& \leq \alpha \max_j \{ ||a_j [\tau_j(x) - \tau_j(x')]|| \} = \alpha \max_{1 \leq j \leq n} \{ [\|a_j\| |\tau_j(x) - \tau_j(x')|] \} \\
& \leq \alpha \max_{1 \leq j \leq n} \left[ \|a_j\| \sup_{x \in \mathbb{R}^k} \|\nabla \tau_j(x)|| \|x - x'|\| \right] = \alpha \max_{1 \leq j \leq n} \left[ \|a_j\|^2 \sup_{x \in \mathbb{R}^k} \left[ \frac{\tau_j(z)}{\alpha + \ell_j(z)} \right] \right] \|x - x'|\|
\end{align*}
and hence we conclude that the choice of \(m = L_x\) in (5.7) is valid. On the other hand, using the bound (E.1), we have that for every \(y, y' \in \mathbb{R}^n\),

\[
\|\nabla_x \Phi(x, y) - \nabla_x \Phi(x, y')\| = \alpha \left\| \sum_{j=1}^{n} b_j \tau_j(x) a_j [y_j - y'_j] \right\| \leq L_y \|y - y'\|,
\]

and hence we conclude that the choice of \(L_y\) in (5.7) is valid.

**Power control in the presence of a jammer.** For every \(1 \leq k \leq K\) and \(1 \leq n \leq N\), we first define the quantities

\[
S_{k,n}^{-}(X, y) := \sigma^2 + B_{k,n} y_n + \sum_{j=1 \atop j \neq k}^{K} A_{j,k,n} X_{j,n}, \quad S_{k,n}(X, y) := A_{k,k,n} X_{k,n} + S_{k,n}^{-},
\]
as well as

\[
T_{j,n}(X, y) := \left[ S_{j,n}^{-}(X, y) + S_{j,n}(X, y) \right] / \left[ S_{j,n}^{-}(X, y) S_{j,n}^-(X, y) \right]^2,
\]

for every \((X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N\). Observe now that

\[
\left(\text{E.2}\right) \quad \frac{\partial \Phi}{\partial y_n}(X, y) = \frac{B_{k,n}}{S_{k,n}(X, y)} \forall n \in \{1, ..., N\}.
\]

The form in (E.2) implies that \(\nabla_y \Phi(X, y)\) is a separable function in \(y\) where each component is a monotonically decreasing function in its argument. Hence, since \(Y = Q_{N/2}^N\), the computation of \(y_\xi\) reduces to an \(N\)-dimensional bisection search on the

functions

\[
F_n(y; \xi) = \left[ \sum_{k=1}^{K} \frac{B_{k,n}}{S_{k,n}(X, y)} S_{k,n}^-(X, y) \right] - \frac{y_n \xi}{\xi} \quad \forall n \in \{1, ..., N\}.
\]

For the validity of the constants \(m, L_x,\) and \(L_y\), we first observe that, for every \(1 \leq k \leq K\) and \(1 \leq n \leq N\) and also \((X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N\), we have

\[
\frac{\partial \Phi}{\partial X_{k,n}}(X, y) = -\frac{A_{k,k,n}}{S_{k,n}(X, y)} + \sum_{j=1 \atop j \neq k}^{K} \frac{A_{j,k,n}}{S_{j,n}(X, y) S_{j,n}^-(X, y)} \quad \forall (X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N.
\]

Using the Mean Value Theorem with respect to \(X_{k,n}\) on \(\partial \Phi / \partial X_{k,n}\), we have that for every \(X, X' \in \mathbb{R}^{K \times N}\),

\[
\left| \frac{\partial}{\partial X_{k,n}} f(X, y) - \frac{\partial}{\partial X_{k,n}} f(X', y) \right| \leq \sup_{(X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N} \left| \frac{\partial^2}{\partial X_{k,n}^2} f(X, y) \right| \left| X_{k,n} - X'_{k,n} \right|
\]

\[
= \sup_{(X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N} \left| \frac{A_{k,k,n}^2}{S_{k,n}(X, y)} - \sum_{j=1 \atop j \neq k}^{K} A_{j,k,n}^2 T_{j,n}(X, y) \right| \left| X_{k,n} - X'_{k,n} \right|
\]

\[
\leq \frac{2 \sum_{j=1}^{K} A_{j,k,n}^2}{\min\{\sigma^4, \sigma^6\}} \left| X_{k,n} - X'_{k,n} \right| \leq L_x \left| X_{k,n} - X'_{k,n} \right|,
\]

This manuscript is for review purposes only.
and hence we conclude that the choice of $L_x$ in (5.8) is valid. On the other hand, using the Mean Value Theorem with respect to $y_n$ on $\partial \Phi/\partial X_{k,n}$, we have that for every $y, y' \in \mathbb{R}^{K \times N}$,

$$\left| \frac{\partial}{\partial X_{k,n}} f(X, y) - \frac{\partial}{\partial X_{k,n}} f(X', y) \right| \leq \sup_{(X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N} \left| \frac{\partial^2}{\partial y_n X_{k,n}} f(X, y) \right| |y_n - y'_n|$$

$$= \sup_{(X, y) \in \mathbb{R}^{K \times N} \times \mathbb{R}^N} \left| \frac{B_{k,n} A_{k,k,n}}{S_{k,n}(X, y)} - \sum_{j=1}^{K} B_{k,n} A_{k,j,n} T_{j,n}(X, y) \right| |y_n - y'_n|$$

$$\leq \frac{2 \sum_{j=1}^{K} B_{j,n} A_{j,k,n}}{\min\{\sigma^4, \sigma^6\}} |y_n - y'_n| \leq L_y |y_n - y'_n|,$$

and hence we conclude that the choice of $L_y$ in (5.8) is valid.
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