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Abstract

This paper proposes an Agile Aggregating Multi-Level feature framework (Agile Amulet) for salient object detection. The Agile Amulet builds on previous works to predict saliency maps using multi-level convolutional features. Compared to previous works, Agile Amulet employs some key innovations to improve training and testing speed while also increase prediction accuracy. More specifically, we first introduce a contextual attention module that can rapidly highlight most salient objects or regions with contextual pyramids. Thus, it effectively guides the low-layer convolutional feature learning and tells the backbone network where to look. The contextual attention module is a fully convolutional mechanism that simultaneously learns complementary features and predicts saliency scores at each pixel. In addition, we propose a novel method to aggregate multi-level deep convolutional features. As a result, we are able to use the integrated side-output features of pre-trained convolutional networks alone, which significantly reduces the model parameters leading to a model size of 67 MB, about half of Amulet. Compared to other deep learning based saliency methods, Agile Amulet is of much lighter-weight, runs faster (30 fps in real-time) and achieves higher performance on seven public benchmarks in terms of both quantitative and qualitative evaluation.

1. Introduction

Salient object detection, which aims to identify the most conspicuous objects or regions in an image, is one of the fundamental problems in computer vision community. It can serve as the first step of many object-related applications such as pattern classification [45, 59], instance retrieval [52, 18, 16, 10], semantic segmentation [1, 13], image thumbnailing [40], visual tracking [39, 20, 7] and person re-identification [65, 64]. In general, salient object detection methods should be fast, accurate, and able to recognize and localize a wide variety of objects. Since the introduction of deep convolutional neural networks (CNNs), salient object detection frameworks have become more and more accurate [63, 48, 28, 27, 35, 29, 21]. However, most of saliency methods are still constrained to low speed and high complexity, which drags them on wide-ranging applications.

In this paper, we simplify the over-designed frameworks and the overload training progress of state-of-the-art deep CNN-based salient object detectors [35, 21, 60]. To this end, we introduce a contextual attention module that can rapidly highlight salient objects or regions with stacked contextual pyramids. Thus it is able to guide low-layer convolutional feature learning and tell the backbone network where to look closely, as shown in Fig. 1. We also propose a new aggregating multi-level feature method that significantly reduces model parameters and complexity. The resulting approach, named Agile Amulet, can train a very deep detection network (e.g., VGG-16 [46]) five times faster than Amulet [60], run twice faster (30 fps) in real-time) at test-time, and achieve a higher state-of-the-art performance on seven public saliency detection benchmarks.

Figure 1. Contextual attention module. It can be inserted between any CNN layers. An attention pyramid with varied contexts is generated based on multi-level feature maps and previous predictions, which highlights most salient objects or regions of the input image. During the training procedure, the contextual attention also guides the low-layer feature learning and forces the backbone network to focus on the informative object regions.
1.1. Drawbacks of DHS, DSS and Amulet

The deeply supervised learning-based saliency methods, e.g., DHS [35], DSS [21] and Amulet [60], have achieved excellent salient object detection accuracy by using a pre-trained deep CNN and multiple supervised losses. However, these methods still have several notable drawbacks:

- CNN architectures are over-designed. More specifically, DHS utilizes several recurrent convolutional layer (RCL) [33] to capture image local context information, however, each RCL inherently incorporates multiple recurrent connections into each convolutional layer. In DSS method, a series of short connections are densely introduced for combining features in deeper and shallower layers. Intuitively, Amulet integrates multi-level convolutional features using resolution-based feature combination structures, which need all convolutional features as inputs. While effective, the above designs are very redundancy and computationally inefficient.

- Network training is expensive in space and time. For deep feature extraction, all aforementioned methods use the pre-trained VGG-16 network [46]. This process takes about 0.05 GPU-seconds and 5 gigabytes of storage for each image with 256×256 resolution. Because more computationally inefficient convolutional layers are introduced into their frameworks, training requires larger storage space and more running time.

- Saliency prediction is slower than real-time (25 fps). At test-time, with a high-end GTX Titan X GPU and 256×256 resolution images, DHS runs at about 22.5 fps. Amulet runs 16.2 fps. DSS runs 2.5 fps. When only using CPUs, these methods performs very slowly (about 10 s/image). Unsurprisingly, this speed limitation hampers them on real-world applications, especially on the embedded devices.

1.2. Main Contributions

In this work, we propose a novel salient object detection algorithm that overcomes the disadvantages of existing methods, e.g., DHS [35], DSS [21] and Amulet [60], while improves performance in both speed and accuracy.

We term this method Agile Amulet because it is similar with Amulet [60] but comparatively lighter-weight, more flexible and faster to train and test. The key difference is that we introduce a contextual attention module into the feature learning stage. It is able to highlight salient objects or regions, thus guide the backbone network to focus on the object-related features. Besides, we propose a novel aggregating feature method that is quite different from the one used in Amulet [60]. Our method uses an iterative process to aggregate the multi-level features, which significantly reduces the parameters and computations. To overcome the prediction inconsistency of the deeply supervised learning, we propose a recursive prediction method, that can progressively improve results upon previous predictions. Compared to other deep learning based methods, our method has several advantages as follows:

1. Higher saliency detection performance is achieved on seven large-scale salient object detection datasets.
2. Contextual attention is used for fast salient region extraction and effective low-layer feature learning guidance.
3. Model size and complexity are significantly reduced, using our new aggregating multi-level feature method.
4. Testing can be real-time and use multi-context predictions without result fusing.

2. Related Work

2.1. Salient Object Detection

In recent years, deep learning based methods, especially CNNs, have delivered remarkable performance in salient object detection. For example, Wang et al. [48] use two deep neural networks to integrate local pixel estimation and global proposal search for salient object detection. Li et al. [28] predict the saliency degree of each superpixel by using multi-scale features in multiple generic CNNs. Zhao et al. [63] take global and local context into account, and predict saliency in a multi-context deep CNN framework. Lee et al. [27] propose to encode low-level distance map and high-level semantic features of deep CNNs for salient object detection. Liu et al. [35] propose a deep hierarchical saliency network to progressively refine saliency maps. In addition, using multiple deep CNNs, Li et al. [29] design a pixel-level stream and a segment-level stream to produce more accurate saliency predictions. Wang et al. [50] propose deep recurrent fully convolutional networks (FCNs) to incorporate saliency priors and stage-wisely refine the prediction. Hou et al. [21] propose a new saliency method by introducing short connections to the HED architecture [53]. Zhang et al. [61] employ a convolutional encoder-decoder network with R-dropout modules to acquire accurate saliency maps. Zhang et al. [60] propose a bidirectional learning method to adaptively aggregate multi-level convolutional features for salient object detection. In addition, Wang et al. [51] develop a multi-stage refinement mechanism and augment plain deep neural networks with a global context module for saliency detection.

2.2. Spatial Context and Visual Attention

Spatial context is known to be very useful for improving performance on detection and segmentation tasks [42]. As for dense labeling tasks, it is often ambiguous in the presence of only local information. However, these tasks become much simpler if contextual information, from large receptive fields, is available. For instance, Liu et al. [36]...
add global context to plain FCNs [37] for semantic segmentation, using global average pooling. The approach is simple, but significantly increases the performance of baseline networks. Yu et al. [58] use dilated convolutions to aggregate multi-scale contextual information. They show that the presented context module increases the accuracy of semantic segmentation systems. To get richer context information, Zhao et al. [62] propose a pyramid pooling module (PPM), which exploit the capability of different-region context information. The context representation is effective to produce high quality results on the scene parsing task. Chen et al. [9] also design context-based spatial pyramid pooling modules which employ dilated convolution to capture multi-scale context by adopting multiple dilated rates. These works illustrate that reasonable context information can help dense labeling tasks, e.g., salient object detection.

Another useful method is visual attention mechanism. Visual attention models have been successfully adopted in many computer vision tasks, including object recognition [41, 3], fine-grained image classification [34, 34], image caption [25, 2] and visual question answering (VQA) [8, 54, 38, 57, 2]. In most of works, visual attention is modeled as a region sequence in an image. In general, an recurrent neural network (RNN) model is utilized to predict the next attention region based on the location and visual features of current attention regions. In contrary to them, we build visual attention on the backbone network’s outputs with variable context and low-level complementary features, which are potential saliency cues and helpful for salient object detection. Our proposed method can guide low-layer convolutional feature learning and tell the backbone network where to look, i.e., focuses on the most salient objects. With our new aggregating feature method, the contextual attention can significantly reduce model parameters and improve training and testing speed.

3. Agile Amulet Approach

The overall framework of Agile Amulet is illustrated in Fig. 2. Our Agile Amulet consists of four components: (1) the multi-level feature extraction part (red box), (2) the side-output feature aggregation part (green box), (3) the spatially contextual attention part (blue box) and (4) the recursive saliency prediction part (yellow box). The rest of this section will describe each component of our Agile Amulet framework in detail.

3.1. Multi-level Feature Extraction

For multi-level feature extraction, we uniformly resize a raw image $I$ into $256 \times 256 \times 3$ pixels, then we utilize a deep CNN pre-trained on the 1000-class ImageNet classification challenge dataset [12], i.e., VGG-16 [46] or ResNet-50 [19] to extract the multi-level feature maps $f_I$:

$$f_I = (f^1_1(I), ..., f^i(I), ..., f^L(I)) = CNN(I),$$

where $l \in [1, L]$ is the level of deep features. $f^i(I)$ is represented as a $N^l \times N^l \times D^l$ feature tensor. For notional simplicity, we subsequently drop the dependence $I$ and only consider the feature representations. The CNN is the VGG-16 or ResNet-50 model. For the VGG-16 model, we fol-
low Amulet [60] and take the features \( f_l \) from the front-end convolutional layers (i.e., conv1-2, conv2-2, conv3-3, conv4-3 and conv5-3), which retain spatial information of input images. For the ResNet-50 model, we choose the features \( f_l \) from the conv1, res2c, res3d, res4d and res5c layers. It is worthy to note that: (1) The side-output features \( \{f^1, f^2, \ldots, f^L\} \) essentially are different visual descriptions of input images, which may have different resolutions \( N_l^l \) and channels \( D^l \). (2) Each pixel in the feature tensor \( f^l \) corresponds to a large region (receptive field) of the input images. With the enlarged receptive fields of deep convolutional layers, contextual information is implicitly exploited as regional features. (3) Similar to Amulet, it is also possible to use other layers or deep CNNs as backbone networks, e.g., VGG-19 [46], ResNet-101/152 [19] or DenseNet [22] for the multi-level feature extraction.

### 3.2. Side-output Feature Aggregation

Leveraging the hierarchy features of a deep CNN can boost the detection performance. However, as mentioned in Subsection 1.1, most of existing works introduce complex convolutional modules to combine features in deep layers and shallow layers. Those modules inevitably need more computation and run-time. In contrast to them, here we only use the side-output features of backbone networks and integrate them in a more efficient way. To this end, we propose a simple yet extremely efficient aggregating method to transform each level features \( f^l \) to a dimension-reduced tensor that has the same spatial resolution as the input images. In particular, we use an iterative process to aggregate the side-output features for a more compact representation. Formally, the resulting output \( g^l \) at level \( l \) becomes

\[
\phi((w^l_{\text{u}} \ast s, w^l_{\text{r}} \ast f^l, g^{l+1}, a^{l+1})),
\]  

where \([\ldots] \) represents the concatenation operation. \( \phi \) is defined as the batch-normalization (BN) [4], followed by the ReLU activation. \( \ast \) and \( \ast s \) are the regular convolution operator and de-convolution operator with a stride \( s \), respectively. With parameters \( w^l_{\text{u}} \) and \( w^l_{\text{r}} \), the side-output feature \( f^l \) can first be reduced to a low-dimension tensor, then up-sampled to the spatial size of the input image. \( a^{l+1} \) is the contextual attention map at level \( l + 1 \). We will elaborate it in the following subsection. The proposed iterative aggregation pattern in Equ. 2 strongly encourages the reuse of high-level aggregated features and incorporates new complementary low-layer features in the architecture. Compared to existing aggregation methods [35, 21, 60], our method has less parameters and the output dimension of each layer can be significantly reduced. In addition, with the guidance of our contextual attention, the aggregation can focus on the features of salient objects or regions instead of the overall feature maps. Thus, the complexity and size of our model is rather small while more superior performance is achieved.

### 3.3. Spatially Contextual Attention

In general salient objects do not appear in isolation. They are always surrounded by a related background (e.g., sky and playground) and likely to coexist with other objects. These contexts provide valuable information to discriminate them from the background. In addition, salient objects usually occupy a large part of the image and draw human attention. In light of these facts, we incorporate contextual attention into our feature aggregation and network learning to force the backbone network focus on most salient objects or regions and reduce the negative influence of background.

Considering the higher layer captures more larger context regions and encodes more specific object information, we generate the attention mask from high-level features to low-level features. As shown in Fig. 2 (B), we add a prediction-aware convolutional layer after the low-layer aggregated features. These additional layers use aggregated features with varied context to generate an attention map,

\[
a^l = \begin{cases} 
\sigma(w^l_{a} \ast [g^l \ast a^{l+1}] + b^l_{a}), & l < L \\
\sigma(w^l_{a} \ast g^l + b^l_{a}), & l = L 
\end{cases}
\]  

where \( \sigma(x) = \frac{1}{1 + e^{-x}} \) is the sigmoid function. \( w^l_{a} \) and \( b^l_{a} \) are the learnable attention weight and bias, respectively. Unlike existing methods [41, 44, 34, 57, 2], our proposed contextual attention maps are derived from coarse saliency predictions, i.e., \( a^l \) approaches to the ground truth of the input image. When making a new prediction, it is easy to interpret and provide insights into where the network should look at closely. The attention is supervised by both bottom-up and top-down cues. The values of the contextual attention map \( a^l \) are between 0 and 1, representing the importance of the corresponding regions in the original image and feature maps. In addition, as shown in Fig. 2 (B) and Equ. 3, the contextual attention map is concatenated with the aggregated low-level feature maps instead of multiplying the input image or low-level features for the following reasons:

1) Multiplying the attention maps with the input image causes fake edges, which may lead to wrong saliency predictions. Instead, we find that concatenating with the aggregated low-level feature maps can avoid this problem in both training and testing phase.

2) Multiplying the attention maps with low-level features weakens or discards most of useful features, leading to the over-fitting problem on small datasets. With concatenation, the features are still kept and can be recaptured for the detailed and robust prediction.

**From single mask to attention pyramids.** The above method is effective, however, the specific-level attention mask only relies on fixed context information, which limits its ability of detecting multiple objects with varied scales. To remedy this problem, we leverage the pyramidal shape
of ConvNets’ context and build a contextual attention pyramid that has rich context at all scales. Formally, we stack the generated contextual attention maps from the top level to the current level by

$$a' = \begin{cases} \sigma(w^l_{a} \ast [g^l, a^{l+1}, ..., a^{L}]) + b^l_{a}, l < L \\ \sigma(w^L_{a} \ast g^l + b^l_{a}), l = L \end{cases}$$

The resulting attention maps are based on specific-level convolutional features and all available context that has rich semantic information and attains robustness for complex scenes. We will demonstrate the effectiveness of this new attention pyramid in the experimental section.

### 3.4. Recursive Saliency Prediction

As reflected in [35, 21, 60], it appears inconsistency if we use multiple predictions, where certain predictions on their own can sometimes provide superior results than the final fused output. Instead, we propose a more straightforward recursive prediction method. As illustrated in Fig. 2 (C), we combine predictions from the current and higher levels using simple addition prior and attention masks. Formally, our model predicts the saliency map by

$$s' = \begin{cases} w^l_{s} \ast (a^l + a^{l+1} + s^{l+1}) + b^l_{s}, l < L \\ w^l_{s} \ast a^l + b^l_{s}, l = L \end{cases}$$

As initial predictions can be negative or positive values, the Eq. 5 actually force the saliency classifier weights $w_s^l$ to improve results upon previous predictions, by recursively adding to or subtracting appropriate information from the corresponding predictions. This recursive prediction allows our model to avoid the inconsistent outputs.

### 4. Training and Testing

Though described separately in Section 3, our whole framework is trained with image pairs in an end-to-end way. During the testing, given an image, our method can directly produce its final prediction using the aggregated feature maps and the contextual attention.

**Network Training.** Suppose there are $N$ training samples $S = \{(X_n, Y_n)\}_{n=1}^N$, and $X_n = \{x^{n}_{j}, j = 1, ..., T\}$ and $Y_n = \{y^{n}_{j}, j = 1, ..., T\}$ are the input image and the binary ground-truth with $T$ pixels, respectively. $y^{n}_{j} = 1$ denotes the foreground pixel and $y^{n}_{j} = 0$ denotes the background pixel. For notional simplicity, we subsequently drop the subscript $n$ and consider each image independently. In addition, we denote $W$ as the parameters of the backbone network. $\theta^l = (w^l_{fa}, w^l_{ca}, w^l_{rp})$ is the parameter of the feature aggregation part, the contextual attention part, and the recursive prediction part at level $l$, respectively. Following [21, 60], we employ the cross-entropy loss as the objective function, however, we do not have the fused term because our network design progressively improve upon the previous predictions. Our objective function is expressed as

$$\mathcal{L}(W, \theta) = \sum_{l=1}^{L} \alpha_l \mathcal{L}_l(W, \theta^l),$$

$$\mathcal{L}_l(W, \theta^l) = -\beta \sum_{j \in Y_+} \log Pr(y_j = 1 | X; W, \theta^l) - (1 - \beta) \sum_{j \in Y_-} \log Pr(y_j = 0 | X; W, \theta^l),$$

where $\alpha_l$ is the loss weight to balance each loss term. For simplicity and fair comparison, we set $\alpha_l = 1$ as in [53, 21, 60]. The class-balancing weight $\beta = |Y_-| / |Y|$, $1 - \beta = |Y_+| / |Y|$, and $|Y_+|$ and $|Y_-|$ denote the foreground and background pixel number, respectively. Following [60], we use the softmax classifier to evaluate the prediction scores:

$$Pr(y_j = 1 | X; W, \theta^l) = \frac{e^{s^l_j}}{e^{s^l_j} + e^{s^l_{\bar{j}}}},$$

$$Pr(y_j = 0 | X; W, \theta^l) = \frac{e^{s^l_{\bar{j}}}}{e^{s^l_j} + e^{s^l_{\bar{j}}}},$$

where $s^l_j$ and $s^l_{\bar{j}}$ are the predicted values of each pixel of the input image. The above loss function (Eqn. 6) is continuously differentiable, so the standard stochastic gradient descent (SGD) method [26] can be used to obtain the optimal parameters. See Section 5.1 for detailed hyper-parameters and experimental settings.

**Forward Testing.** As described in Subsection 3.4, our network progressively improves the saliency prediction upon previous high-level ones. Therefore, we can simply use the lowest level prediction as our final saliency map. Specifically, given an image, we only need to compute the foreground confidence at $l = 1$, i.e., $S = \sigma(s^1)$. This simple saliency inference is realized with minimal complexity, requiring fewer computations than other methods.

### 5. Experiments

In this section, we extensively evaluate our proposed method on seven public datasets and report the runtime. The experimental results demonstrate that our method is very superior on saliency detection in both accuracy and speed.

#### 5.1. Experimental Setup

**Datasets.** To train our network, we adopt the MSRA10K dataset [11], which contains 10,000 images with pixel-wise saliency annotations. Most of the images in this dataset have one salient object, the diversity of images is limited. Thus, we augment this dataset by random cropping, mirror reflection and rotation techniques ($0^\circ, 90^\circ, 180^\circ, 270^\circ$), producing 120,000 training images totally.

For the performance evaluation, we adopt seven public saliency detection datasets as follows:
**DUT-OMRON** [56]. This dataset has 5,168 high quality images. Each image in this dataset has one or more salient objects with relatively complex background.

**DUTS-TE** [49]. This dataset is the test set of currently largest saliency detection benchmark (DUTS) [49]. It contains 5,019 images with high quality pixel-wise annotations.

**ECSSD** [55]. This dataset contains 1,000 natural images, in which many semantically meaningful and complex structures are included.

**HKU-IS** [28]. This dataset has 4,447 images with high quality pixel-wise annotations. Images of this dataset are well chosen to include multiple disconnected salient objects or objects touching the image boundary.

**PASCAL-S** [32]. This dataset is generated from the classical PASCAL VOC dataset [14] and contains 850 natural images with segmentation-based masks.

**SED** [5]. This dataset has two independent subsets, *i.e.*, SED1 and SED2. SED1 has 100 images each containing only one salient object, while SED2 has 100 images each containing two salient objects.

**SOD** [24]. This dataset has 300 images, in which many images contain multiple objects either with low contrast or touching the image boundary.

**Implementation Details.** We implement our approach based on the Caffe toolbox [23]. We train and test our approach in a quad-core PC machine with an i5-6600 CPU and an NVIDIA Titan 1080 GPU (with 8G memory). We train models using augmented images from the MSRA10K dataset. We do not use validation set and train the model until its training loss converges. The input image is resized such that it has 256 × 256 × 3 pixels. The parameters of multi-level feature extraction layers are initialized from the VGG-16 model [46] or ResNet-50 [19]. For other layers, we initialize the weights by the “Xavier” method [17]. During the training, we use standard SGD method [26] with batch size 8, momentum 0.9 and weight decay 0.0005. We set the base learning rate to 1e-8 and decrease the learning rate by 10% when training loss reaches a flat. The training process converges after 200k iterations.

**Evaluation Metrics.** We use four metrics to evaluate the performance of different saliency detection algorithms, including the widely used precision-recall (PR) curves, F-measure, mean absolute error (MAE) [6] and recently proposed S-measure [15]. The PR curve of a dataset demonstrates the mean precision and recall of saliency maps at different thresholds. The F-measure is a weighted mean of average precision and average recall, calculated by

\[
F_\eta = \frac{(1 + \eta^2) \times Precision \times Recall}{\eta^2 \times Precision \times Recall}.
\]  

We set $\eta^2$ to be 0.3 to weigh precision more than recall as suggested in [55] [48] [6] [56].

The above overlapping-based evaluations usually give higher score to methods which assign high saliency score to salient pixel correctly. For fair comparisons, we also calculate the mean absolute error (MAE) by

\[
MAE = \frac{1}{W \times H} \sum_{x=1}^{W} \sum_{y=1}^{H} |S(x, y) - G(x, y)|,
\]

where $W$ and $H$ are the width and height of the input image. $S(x, y)$ and $G(x, y)$ are the pixel values of the saliency map and the binary ground truth at $(x, y)$, respectively.

To evaluate the spatial structure similarities of saliency maps, we also calculate the S-measure (More details appear in [15].), defined as

\[
S_\lambda = \lambda * S_o + (1 - \lambda) * S_r,
\]

where $\lambda \in [0, 1]$ is the balance parameter. $S_o$ and $S_r$ are the object-aware and region-aware structural similarity, respectively. We set $\lambda = 0.5$ as suggested by the authors.

**5.2. Experimental Results**

**5.2.1 Saliency Detection Results**

We compare our proposed algorithm with other 14 state-of-the-art ones, including 10 deep learning based algorithms (Amulet [60], DCL [29], DHS [35], DS [31], DSS [21], ELD [27], LEGS [48], MDF [28], RFCN [50], UCF [61]) and 4 conventional algorithms (BL [47], BSCA [43], DRFI [24], DSR [30]). For fair comparison, we use either the implementations with recommended parameter settings or the saliency maps provided by the authors.

**Quantitative Evaluation.** As illustrated in Fig. 3 and Tab. 1, our algorithm with the VGG-16 model already outperforms other competing algorithms across all the datasets in terms of near all evaluation metrics. Due to the limitation of space, we present the quantitative results on the DUTS-TE, SED and SOD datasets in the supplemental material. From the results, we have several notable observations: (1) deep learning based methods consistently outperform traditional methods with a large margin, which further proves the superiority of deep features for saliency detection. (2) DSS [21], DCL [29] and RFCN [50] are all built on pre-trained segmentation models, *i.e.*, enhanced DeepLab [9] and FCNs [37], while our method fine-tuning from image classification models achieves the best results (also better than Amulet [60]), especially on the ECSSD and HKU-IS datasets, where our method achieves about 3% performance leap of F-measure and around 6% improvement of S-measure, as well as around 3% decrease in MAE compared with existing best methods. (3) Compared to the DHS [35], DSS [21] and Amulet [60] methods, our method is inferior on several datasets. However, these methods need larger storage space and more computational time.

**Qualitative Evaluation.** Fig. 4 provides several visual comparisons, where our method outperforms the compared
methods in various challenging cases. For example, the images in the first two rows are very low contrast, where most of the compared methods fail to capture the salient objects, while our method successfully highlights them with sharper edge preserved. Salient objects in the 2-4 rows are near the image boundary, and most of the compared methods cannot predict the whole objects, while our method captures the whole salient regions with high precision. Images in the 5-6 rows have multiple disconnected salient objects, which lead to false detection especially for ELD [27], MDF [28] and RFCN [50], and our method achieves consistently better results in this challenging case.

Ablation Studies. To analyze the role of different components in our model, we perform the following ablation studies on the ECSSD, HKU-IS and PASCAL-S datasets. 1) To validate the effectiveness of our aggregation method, we run two baselines with the VGG-16 model. For the first one (Tab. 2 model (a)), we directly use the side-out features and add the binary classifiers to the model, similar to the HED [53]. We train this model to analyze whether the aggregated features (Tab. 2 model (b)) can lead to better performance. 2) We also use the bottom-up attention (from low-layer to high-layer) to train our framework (Tab. 2 model (c)). This model is used to verify whether our model trained with attention in the opposite direction can help to predict good results. 3) To verify the effects of contextual pyramids, we additionally train a model with single attention (Tab. 2 model (d)). The resulting model (Tab. 2 model (e)) is used for our results in Tab. 1. 4) In addition, we build our framework with the ResNet-50 model (Tab. 2 model (f)). This model is used to prove that our method can consistently boost the saliency accuracy with more powerful features. Results are also shown in Tab. 2. Comparing the results of the model (a) and model (b), we find that the aggregated features greatly improve the performance, which convincingly demonstrates the effectiveness of the proposed method. The model (c) shows no advantage over model (b), indicating that bottom-up attention is not effective in our framework because deep CNNs already have intrinsic properties of the bottom-up feature extraction. However, using top-down attention with the aggregated features (model (d)) improves the performance with a large margin (4% increase over the baseline (model (a)). In addition, the performance is further boosted by using contextual attention pyramids.
Table 2. Experimental results using different model settings, evaluated on the ECSSD, HKU-IS and PASCAL-S datasets. All models are trained on the augmented MSRA10K dataset and share the same hyper-parameters described in subsection 5.1.

| Models                        | ECSSD [55] | HKU-IS [28] | PASCAL-S [32] |
|-------------------------------|------------|-------------|---------------|
| (a): side-out features (VGG-16) | 0.805      | 0.131       | 0.813         |
| (b): aggregated features (VGG-16) | 0.824      | 0.120       | 0.821         |
| (c): (b)+ bottom-up single attention (VGG-16) | 0.837      | 0.112       | 0.817         |
| (d): (b)+ top-down single attention (VGG-16) | 0.845      | 0.093       | 0.876         |
| (e): (b)+ top-down attention pyramid (VGG-16) | 0.887      | 0.049       | 0.902         |
| (f): (b)+ top-down attention pyramid (ResNet-50) | 0.912      | 0.042       | 0.923         |

Table 3. Comparison of the runtime and model size.

| Settings                  | DHS  | DSS  | Amulet | Ours |
|---------------------------|------|------|--------|------|
| Train time (h)            | –    | –    | 107    | 22   |
| Test rate (fps) GPU       | 21.4 | 2.1  | 15.4   | 30.2 |
| Test rate (fps) CPU       | 0.095| 0.054| 0.082  | 3.51 |
| Model size (MB)           | 358  | 237  | 126    | 67   |

5.2.2 Runtime Testing and Analysis

Another advantage of our method is the fast training and real-time testing. Tab. 3 shows a comparison of training time (hours), testing rate (frames per second), and binarized model size (MB) between DHS, DSS, Amulet and our method. All models were tested with 256 × 256 × 3 images. Times were measured in a quad-core PC machine with an i5-6600 CPU and an NVIDIA Titan 1080 GPU (with 8G memory). For the same VGG16-model, our method processes images twice faster than Amulet. Training time is reduced by 5, from 107 hours to 22. The main reason is the introduction of the contextual attention module, which rapidly highlight the salient objects or regions on the convolutional feature maps during the network training. In other words, the proposed contextual attention expedites object-related feature learning. In addition, our aggregating feature method significantly reduces the model size. The small model size (67MB) also makes our model faster in the testing. Our method run 30 fps and is faster than other methods. The real-time speed will foster more applications.

6. Conclusion

In this paper, we propose an agile aggregating multi-level feature framework for salient object detection. We introduce a contextual attention module between convolutional layers. It is effective for localizing the salient objects and guiding low-layer feature learning. We also propose a new aggregating feature method only using the side-outputs of pre-trained backbone networks. The new method is realized with minimal complexity, requiring fewer parameters than the previous one in Amulet. Extensive experiments demonstrate that our method performs favorably against state-of-the-art saliency approaches in both accuracy and speed.
References

[1] R. Achanta, F. Estrada, P. Wils, and S. Süssstrunk. Salient region detection and segmentation. *Computer Vision Systems*, pages 66–75, 2008.

[2] P. Anderson, X. He, C. Buehler, D. Teney, M. Johnson, S. Gould, and L. Zhang. Bottom-up and top-down attention for image captioning and vqa. *arXiv preprint arXiv:1707.07998*, 2017.

[3] J. Ba, V. Mnih, and K. Kavukcuoglu. Multiple object recognition with visual attention. In *ICLR*, 2014.

[4] V. Badrinarayanan, A. Handa, and R. Cipolla. Segnet: A deep convolutional encoder-decoder architecture for robust semantic pixel-wise labelling. *arXiv preprint arXiv:1505.07192*, 2015.

[5] A. Borji. What is a salient object? a dataset and a baseline model for salient object detection. *IEEE TIP*, 24(2):742–756, 2015.

[6] A. Borji, M.-M. Cheng, H. Jiang, and J. Li. Salient object detection: A benchmark. *IEEE TIP*, 24(12):5706–5722, 2015.

[7] T. Cane and J. Ferryman. Saliency-based detection for maritime object recognition. In *CVPR Workshops*, pages 18–25, 2016.

[8] K. Chen, J. Wang, L.-C. Chen, H. Gao, W. Xu, and R. Nevatia. Abe-cnn: An attention based convolutional neural network for visual question answering. *arXiv preprint arXiv:1511.05960*, 2015.

[9] L. C. Chen, G. Papandreou, F. Schroff, and H. Adam. Rethinking atrous convolution for semantic image segmentation. In *CVPR*, 2017.

[10] M. M. Cheng, N. J. Mitra, X. Huang, and S. M. Hu. Salientshapes: Group saliency in image collections. *The Visual Computer*, 30(4):443–453, 2014.

[11] M.-M. Cheng, N. J. Mitra, X. Huang, P. H. S. Torr, and S.-M. Hu. Global contrast based salient region detection. *IEEE TPAMI*, 37(3):569–582, 2015.

[12] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei. Imagenet: A large-scale hierarchical image database. In *CVPR*, 2009.

[13] M. Donoser, M. Uirschler, M. Hirzer, and H. Bischof. Saliency driven total variation segmentation. In *ICCV*, pages 817–824, 2009.

[14] M. Everingham, L. V. Gool, C. K. I. Williams, J. M. Winn, and A. Zisserman. The pascal visual object classes (voc) challenge. *IEEE ICCV*, 88:303–338, 2010.

[15] D.-P. Fan, M.-M. Cheng, Y. Liu, T. Li, and A. Borji. Structure-measure: A new way to evaluate foreground maps. In *CVPR*, 2017.

[16] Y. Gao, M. Wang, D. Tao, R. Ji, and Q. Dai. 3-d object retrieval and recognition with hypergraph analysis. *IEEE TIP*, 21(9):4290–4303, 2012.

[17] X. Glorot and Y. Bengio. Understanding the difficulty of training deep feedforward neural networks. In *AISTATS*, pages 249–256, 2010.

[18] J. He, J. Feng, X. Liu, T. Cheng, T.-H. Lin, H. Chung, and S.-F. Chang. Mobile product search with bag of hash bits and boundary reranking. In *CVPR*, pages 3005–3012, 2012.

[19] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In *CVPR*, pages 770–778, 2016.

[20] S. Hong, T. You, S. Kwak, and B. Han. Online tracking by learning discriminative saliency map with convolutional neural network. In *ICML*, pages 597–606, 2015.

[21] Q. Hou, M.-M. Cheng, X. Hu, Z. Tu, and A. Borji. Deeply supervised salient object detection with short connections. In *CVPR*, 2017.

[22] G. Huang, Z. Liu, L. van der Maaten, and K. Q. Weinberger. Densely connected convolutional networks. In *CVPR*, 2017.

[23] Y. Jia, E. Shelhamer, J. Donahue, S. Karayev, J. Long, R. Girshick, S. Guadarrama, and T. Darrell. Caffe: Convolutional architecture for fast feature embedding. In *ACMMM*, pages 675–678, 2014.

[24] H. Jiang, J. Wang, Z. Yuan, Y. Wu, N. Zheng, and S. Li. Salient object detection: A discriminative regional feature integration approach. In *CVPR*, pages 2083–2090, 2013.

[25] J. Jin, K. Fu, R. Cui, F. Sha, and C. Zhang. Aligning where to see and what to tell: image caption with region-based attention and scene factorization. *arXiv preprint arXiv:1506.06272*, 2015.

[26] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep convolutional neural networks. In *NIPS*, pages 1097–1105, 2012.

[27] G. Lee, Y.-W. Tai, and J. Kim. Deep saliency with encoded low distance map and high level features. In *CVPR*, pages 660–668, 2016.

[28] G. Li and Y. Yu. Visual saliency based on multiscale deep features. In *CVPR*, pages 5455–5463, 2015.

[29] G. Li and Y. Yu. Deep contrast learning for salient object detection. In *CVPR*, 2016.

[30] X. Li, H. Lu, L. Zhang, X. Ruan, and M.-H. Yang. Saliency detection via dense and sparse reconstruction. In *ICCV*, pages 2976–2983, 2013.

[31] X. Li, L. Zhao, L. Wei, M.-H. Yang, F. Wu, Y. Zhuang, H. Ling, and J. Wang. Deep saliency: Multi-task deep neural network model for salient object detection. *IEEE TIP*, 25(8):3919–3930, 2016.

[32] Y. Li, X. Hou, C. Koch, J. Rehg, and A. Yuille. The secrets of salient object segmentation. In *CVPR*, pages 280–287, 2014.

[33] M. Liang and X. Hu. Recurrent convolutional neural network for object recognition. In *CVPR*, pages 3367–3375, 2015.

[34] T.-Y. Lin, A. RoyChowdhury, and S. Maji. Bilinear cnn models for fine-grained visual recognition. In *ICCV*, pages 1449–1457, 2015.

[35] N. Liu and J. Han. Dhsnet: Deep hierarchical saliency network for salient object detection. In *CVPR*, pages 678–686, 2016.

[36] W. Liu, A. Rabinovich, and A. C. Berg. Parsenet: Looking wider to see better. In *ICLR*, 2016.

[37] J. Long, E. Shelhamer, and T. Darrell. Fully convolutional networks for semantic segmentation. In *CVPR*, pages 3431–3440, 2015.

[38] J. Lu, J. Yang, D. Batra, and D. Parikh. Hierarchical question-image co-attention for visual question answering. In *NIPS*, pages 289–297, 2016.

[39] V. Mahadevan and N. Vasconcelos. Saliency-based discriminant tracking. In *CVPR*, pages 1007–1013, 2009.

[40] L. Marchesotti, C. Cifarelli, and G. Csurka. A framework for visual saliency detection with applications to image thumbnailing. In *ICCV*, pages 2232–2239, 2009.

[41] V. Mnih, N. Heess, A. Graves, et al. Recurrent models of visual attention. In *NIPS*, pages 2204–2212, 2014.

[42] R. Mottaghi, X. Chen, X. Liu, N.-G. Cho, S.-W. Lee, S. Fidler, R. Urtasun, and A. Yuille. The role of context for object detection and semantic segmentation in the wild. In *CVPR*, pages 891–898, 2014.

[43] Y. Qin, H. Lu, Y. Xu, and H. Wang. Saliency detection via cellular automata. In *CVPR*, pages 110–119, 2015.

[44] P. Sermanet, A. Frome, and E. Real. Attention for fine-grained categorization. *arXiv preprint arXiv:1412.7054*, 2014.

[45] G. Sharma, F. Jurie, and C. Schmid. Discriminative spatial saliency for image classification. In *CVPR*, pages 3506–3513, 2012.

[46] K. Simonyan and A. Zisserman. Very deep convolutional networks for large-scale image recognition. *arXiv preprint arXiv:1409.1556*, 2014.

[47] N. Tong, H. Lu, X. Ruan, and M.-H. Yang. Salient object detection via bootstrap learning. In *CVPR*, pages 1884–1892, 2015.

[48] L. Wang, H. Lu, X. Ruan, and M.-H. Yang. Deep networks for saliency detection via local estimation and global search. In *CVPR*, pages 3183–3192, 2015.
[49] L. Wang, H. Lu, Y. Wang, M. Feng, D. Wang, B. Yin, and X. Ruan. Learning to detect salient objects with image-level supervision. In CVPR, pages 136–145, 2017. 6

[50] L. Wang, L. Wang, H. Lu, P. Zhang, and X. Ruan. Saliency detection with recurrent fully convolutional networks. In ECCV, pages 825–841, 2016. 2, 6, 7, 8

[51] T. Wang, A. Borji, L. Zhang, P. Zhang, and H. Lu. A stagewise refinement model for detecting salient objects in images. In ICCV, pages 4019–4028, 2017. 2

[52] W. Wang, Y. Song, and A. Zhang. Semantics-based image retrieval by region saliency. Image and Video Retrieval, pages 245–267, 2002. 1

[53] S. Xie and Z. Tu. Holistically-nested edge detection. In ICCV, pages 1395–1403, 2015. 2, 5, 7

[54] H. Xu and K. Saenko. Ask, attend and answer: Exploring question-guided spatial attention for visual question answering. In ECCV, pages 451–466, 2016. 3

[55] Q. Yan, L. Xu, J. Shi, and J. Jia. Hierarchical saliency detection. In CVPR, pages 1155–1162, 2013. 6, 7, 8

[56] C. Yang, L. Zhang, H. Lu, X. Ruan, and M.-H. Yang. Saliency detection via graph-based manifold ranking. In CVPR, pages 3166–3173, 2013. 6, 7

[57] Z. Yang, X. He, J. Gao, L. Deng, and A. Smola. Stacked attention networks for image question answering. In CVPR, pages 21–29, 2016. 3, 4

[58] F. Yu and V. Koltun. Multi-scale context aggregation by dilated convolutions. In ICLR, 2016. 3

[59] F. Zhang, B. Du, and L. Zhang. Saliency-guided unsupervised feature learning for scene classification. IEEE TGRS, 53(4):2175–2184, 2015. 1

[60] P. Zhang, D. Wang, H. Lu, H. Wang, and X. Ruan. Amulet: Aggregating multi-level convolutional features for salient object detection. In ICCV, pages 202–211, 2017. 1, 2, 4, 5, 6, 7, 8

[61] P. Zhang, D. Wang, H. Lu, H. Wang, and B. Yin. Learning uncertain convolutional features for accurate saliency detection. In ICCV, pages 212–221, 2017. 2, 6, 7, 8

[62] H. Zhao, J. Shi, X. Qi, X. Wang, and J. Jia. Pyramid scene parsing network. In CVPR, 2017. 3

[63] R. Zhao, W. Ouyang, H. Li, and X. Wang. Saliency detection by multi-context deep learning. In CVPR, pages 1265–1274, 2015. 1, 2

[64] R. Zhao, W. Ouyang, and X. Wang. Person re-identification by salience matching. In ICCV, pages 2528–2535, 2013. 1

[65] R. Zhao, W. Ouyang, and X. Wang. Unsupervised salience learning for person re-identification. In CVPR, pages 3586–3593, 2013. 1