Simulation of wind gust structure in the atmospheric boundary layer with Lattice Boltzmann Method

CHENG XueLing, HU Fei* & ZENG QingCun

State Key Laboratory of Atmospheric Boundary Layer Physics and Atmospheric Chemistry, Institute of Atmospheric Physics, Chinese Academy of Sciences, Beijing 100029, China

Received September 28, 2011; accepted December 6, 2011; published online January 31, 2012

Cold fronts occur in northern East Asia during winter and spring. After cold frontal passage, airflow is downward and accompanying strong winds fluctuate significantly; this is termed wind gusts. Analysis of observation data shows that wind gust structure has coherent characteristics. This is important for entrainment of spring dust storms into the upper boundary layer, where they are transported great distances. The Lattice Boltzmann Method (LBM) is a computational fluid technique based on the Boltzmann transport equation. The LBM has been used to study complex motion such as turbulence, because it describes motion at the micro level. In this paper, Large eddy simulation is introduced in the LBM, enabling simulation of turbulent flow in the atmospheric boundary layer. The formation and development of wind gusts are simulated, and a coherent structure with a combination of wave and vortex is obtained. This explains the mechanism of soil erosion and sand entrainment by the coherent structure of wind gusts.
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Air motion in the atmospheric boundary layer is very complicated because of effects such as earth rotation, temperature stratification, water-gas transport and complex underlying surfaces [1]. Stull classified flow into three categories—average wind speeds, turbulence and waves. The wave fluctuations can be formed by shear flow or average flow over obstacles, and they can be transported very far from thunderstorms and other weather systems [2]. Atmospheric fluctuations sometimes strengthen local wind shear, forming turbulence. World Meteorological Organization (WMO) [3] defines fluctuations larger than turbulence but less than average wind speeds as wind gusts. Weather patterns that produce wind gusts include strong convection, fronts, radiation inversion type low-level jets, strong low-level wind shear generated by geography, and others. Instantaneous speeds of gusts can reach 9 on the Beaufort scale, or about 80 km per hour, which can be highly destructive. For example, large equipment in a port must withstand unexpected strong gusts, and an aircraft in flight will suffer additional load generated by gusts.

In addition to this destructive power, gusts are accompanied by severe weather. The outbreak of dust storms is closely related to development of a dry squall line (a violent gust) ahead of a strong cold front [1]. This is a serious phenomenon that is common in spring in Northeast Asia. Even more common is strong wind after cold frontal passage, which occurs very suddenly with gustiness [2–8]. The coherent structure of wind gusts is important in the mechanism of sand-dust erosion and entrainment [9–11]. However, there has been little detailed study of wind gust structure, especially of the coherent characteristics of horizontal and vertical velocities.

Wind gusts are usually forecast by weather forecast models [12–14], time series analysis [15,16] and other methods. In engineering, the destructive effects of gusts are studied through the gust spectrum [17], gust parameterization [18–21], wind tunnel simulation and other methods [22,23]. In these methods, wind gust fluctuation is assumed to obey
a Gaussian distribution. However, recent studies show that this assumption is not suitable for wind gusts after cold frontal passage [24–28]. During this period of strong winds, there are often regular wind gust wave packets, with periods equal to about 3–6 min. These wave packets are superimposed on the non-stationary strong basic airflow, although the unsteady basic flow also has some gustiness (very low frequency disturbances). A wind gust possesses a clearly coherent structure, i.e. vertical velocity is downward when horizontal velocity is at its peak, but is upward when horizontal velocity is at a minimum. The downward horizontal momentum is very conducive to soil erosion and sand/dust emissions. However, the strong basic flow with descending motion suppresses entrainment of dust particles, by keeping them at low levels of the atmospheric boundary layer (about 200 m height). Owing to the coherent structure of wind gusts, dust particles can effectively overcome the systematic descending air motion and penetrate mid and upper levels of the boundary layer. These particles can then propagate further and diffuse into the troposphere, where ascending air motion prevails. The coherent structure of wind gusts is an effective mechanism of soil erosion and dust entrainment. However, the related theory is obtained from analysis of observation data at single stations. It needs verification by further experimental and numerical simulation.

In the 1980s, studies were done of vertical profiles of post-cold frontal gust structure, using data from a Beijing 325 m meteorological tower [29–31]. In recent years, some have used advanced numerical methods, such as large eddy simulation (LES) modeling, to simulate microbursts, hurricanes, and other phenomena [32,33]. The Lattice Boltzmann Method (LBM) describes motion at the micro level, and can directly simulate complex motion such as turbulence [34–40]. However, for the atmospheric boundary layer, the grids cannot be fine enough, and the LBM cannot numerically simulate airflow directly. Therefore, we introduce a LES model to simulate the fine structure of wind gusts.

1 Numerical method
1.1 Lattice Boltzmann equation

The Boltzmann transport equation can be discretized with a lattice gas method, attaining the lattice Boltzmann equation,

\[ f_i(x+e_i,t+1) - f_i(x,t) = \Omega, \]  

where subscript \( i \) denotes the direction of particle motion.

Because of enormous computation of the collision term \( \Omega \), Bhatnager et al. [41] proposed in 1954 that detailed description of the interaction between vortices and the true, unknown collision effect is unimportant. They gave a simplified collision mode, so that the Boltzmann equation was simplified to

\[ \frac{\partial f}{\partial t} + v \cdot \frac{\partial f}{\partial x} = -\frac{1}{\tau} (f - f^{eq}). \]  

In this form of the equation, the collision term, called the relaxation term, includes a characteristic time scale \( \tau \) and local equilibrium distribution \( f^{eq} \) in time. This is called the BGK model. It describes the physical nature of molecular interaction. \( \tau \) is molecular collision time, which is also called relaxation time. The BGK model seems only suitable for the local equilibrium state; however, it was realized that the approximation can expand the limit of the theory as far as the duration of the relaxation time covering related physical characteristics. In the turbulent BGK model, \( \tau \) is substituted for by a typical turbulent relaxation time \( \tau_{rel} \). Higuera et al. [42,43] revised the lattice Boltzmann equation according to the BGK model as LBGK:

\[ f_i(x+e_i,t+1) - f_i(x,t) = \frac{1}{\tau_{rel}} \left[ f_{eq}^{eq} - f_i(x,t) \right]. \]  

The macro-density of the fluid \( \rho(x,t) \) and macro-velocity \( u(x,t) \) can be obtained from the particle distribution function \( f_i(x,t) \),

\[ \rho(x,t) = \sum_i f_i(x,t) = \sum_i f^{eq}(x,t), \]  
\[ u(x,t) = \sum_i e_i f_i(x,t) = \sum_i e_i f^{eq}(x,t). \]

The pressure can be obtained by \( p = \rho c_s^2 \); \( c_s \) is velocity of sound. From a formal viewpoint, the evolution of the LBGK model is a relaxation process. Through the relaxation acceleration of the micro-particle density distribution function \( f_i \) to its equilibrium state \( f_i^{eq} \), the system quickly reaches the objective state.

1.2 DdQq model

In the LBGK model, the DdQq series of Qian et al. [44] are most widely used, wherein \( d \) denotes the space dimension and \( q \) the numbers of discrete velocities. The local equilibrium distribution function of such a model can be written as

\[ f_i^{eq} = \omega_i \rho \left[ 1 + \frac{u \cdot e_i}{c_s^2} + \frac{(c_s - u)^2}{2c_s^4} - \frac{u^2}{2c_s^2} \right], \]  

where \( \rho \) is fluid density, \( u \) is fluid velocity, \( c_s \) is the velocity of sound, \( c_{ei} = e_i \) is discrete velocity, and \( \omega_i \) are weights in different discrete velocity directions. The viscosity coefficient of the DdQq model is

\[ \nu = c_s^2 \left( \tau - \frac{1}{2} \right) \Delta t, \]  

where \( \nu \) is the viscosity coefficient. In two-dimensional space, the DdQq model includes D2Q7 and D2Q9. In three-dimensional space, it includes D3Q15, D3Q19 and D3Q27. As mentioned in the introduction, analysis of observation data shows that coherence of the gust in the vertical direc-
tion (viz. the coherent structure between horizontal and vertical velocity) is primary, and the wind gust is the propagation process of two-dimensional wave and vortex. Therefore, we simulate here the two-dimensional boundary layer wind field, using the D2Q9 model. This model has a two-dimensional, square grid structure, as shown in Figure 1. Its particle velocity has nine directions, given by the following equation:

$$c_i = ce_i$$

$$= \begin{cases} (0,0), & i = 0; \\ \cos \left(\frac{i-1}{2} \pi \right) \sin \left(\frac{i-1}{2} \pi \right), & i = 1,2,3,4; \\ \sqrt{2} \cos \left(\frac{i-5}{2} \pi + \frac{\pi}{4} \right) \sin \left(\frac{i-5}{2} + \frac{\pi}{4} \right), & i = 5,6,7,8. \end{cases}$$ (8)

The equilibrium distribution function of the model is

$$f_i^{eq} = \rho \omega_i \left[ 1 + \frac{3(e_i \cdot u)^2}{c^2} + \frac{9(e_i \cdot u)^2}{2c^4} - \frac{3u^2}{2c^2} \right],$$ (9)

wherein $\omega_i = 4/9$ when $i=0$, $\omega_i = 1/9$ when $i=1,2,3,4$, and $\omega_i = 1/36$ when $i=5,6,7,8$.

Macro-density $\rho$ and macro-velocity $u$ can be obtained:

$$\rho = \sum_{i=0}^{8} f_i, \quad pu = \sum_{i=0}^{8} c_i f_i.$$ (10)

In this model, the velocity of sound is $c^2_s = c^2/3$, pressure is $p = \rho c^2/3$, and viscosity is $\nu = (\tau - 0.5)c^2\Delta t/3$.

### 1.3 Large eddy model

For high Re number turbulent flow, the LBM is less stable. An effective solution is to combine it with a turbulent flow model. Here, the large-eddy model is introduced into the lattice Boltzmann equation, and the equation is filtered to retain large-scale calculation; small-scale effects are calculated by the eddy viscosity, which is determined by a sub-grid scale (SGS) model.

In the LES model, a variable is decomposed into large-scale and small-scale variables, such as $\phi = \overline{\phi} + \phi'$. wherein the large-scale variable $\overline{\phi}$ is obtained by $\phi$ filtered by $\overline{\phi}(x,t) = \int \phi(x',t)G(x,x')dx'$ ($G$ is a filter function). The small-scale variable is $\phi' = \phi - \overline{\phi}$. To filter the LBM discrete equation, it is supposed that $f_i^{eq}(\rho,u) = f_i^{eq}(\overline{\rho},\overline{u})$, and the effective relaxation time $\tau_{turb}$ is obtained from $\nu = \nu_c + \nu_i = c_i^2(\tau_{turb} - 0.5)$. Now, $\omega_i = 1/\sqrt{3}$ is the velocity of sound in the model and $v_i$ is eddy viscosity determined by the specific SGS model, such as the Smagorinsky model [45–48], $v_i = (CA)^2|\overline{S}|$. In this expression, $C$ is the model coefficient, $\Delta$ is the width of the filter, $\overline{S}$ is the strain rate tensor, $\overline{S} = \sum_{a,b} S_{ab} S_{ab}^{1/2}$, $S_{ab} = (\partial_x U_a + \partial_y U_b)$, $|\overline{S}| = \sqrt{v_0^2 + 18\nu C^2 Q^{-1/2} - v_0^2}$, and $Q = \overline{\Pi}_{i,j} \overline{\Pi}_{i,j}$, wherein $\overline{\Pi}_{i,j}$ is the local non-equilibrium strain tensor, $\overline{\Pi}_{i,j} = \sum_a e_{ai} e_{aj}(\overline{f}_i - f_i^{eq})$.

### 2 Flow field simulation

#### 2.1 Test example

To test the accuracy of the calculation, we first simulate Poiseuille flow, with constant pressure gradient-driven, two-dimensional cavity flow. Then we compare the simulation results with analytical solutions or data from the literature.

(i) Poiseuille flow. Between two parallel plates, there is flow with viscosity $\nu$, and a given constant pressure gradient between inlet and outlet. The analytical solution of flow velocity is

$$u(y) = \frac{G L^2 y}{\nu 2 \left( \frac{y}{L} - \frac{y^2}{L^2} \right)},$$

where $L$ is the distance between plates, and $G = -\partial p/\partial x$ is the pressure gradient. The region of simulation is $0 < x < 2$, $0 < y < 1$. The grids are $128 \times 64$. The initial velocity is zero. The initial density is 1.0. $Re = L U_{max}/\nu = 1500$, and $U_{max} = L^2 G/8\nu$ is the flow velocity at the center of the plates. The pressure gradient is $\Delta p = 0.1$. After several steps, the flow field becomes stable (Figure 2).

Because of the limit of Poiseuille flow, the Reynolds number is small. Although the simulation result with the D2Q9 model is good, the advantage of LES is not demonstrated.
(ii) Two-dimensional cavity flow. Next, we simulated two-dimensional cavity flow with a larger Reynolds number. The flow field is a two-dimensional square cavity. The upper boundary of the cavity moves at a constant horizontal velocity, while the other three boundaries remain stationary. The cavity is characterized by the appearance of a first-class large vortex in the central cavity, and of two secondary vortices at the two bottom angles. The value of the stream function and the central positions of these vortices are functions of Reynolds number \( Re = \frac{LU}{\nu} \), where \( L \) is the cavity height, \( U \) is the drag speed, and \( \nu \) is the viscosity coefficient. In 1982, Ghia et al. [51] discussed in detail two-dimensional cavity flow. We simulated cavity flow for \( Re = 5000 \), and compared the result with that of Ghia et al.

For smaller Reynolds number, only three vortices appear, the primary vortex in the cavity center and a pair of secondary vortices in the lower left and lower right corners. As the Reynolds number increases, a third secondary vortex appears at the upper-left corner, and the center of the primary vortex moves to the cavity center. This is consistent with previous studies (Figure 3). Comparing the horizontal velocity on the centerline, the calculation agrees with the result with that of Ghia et al., as shown in Figure 4. The accuracy is satisfactory.

2.2 Simulation of wind gusts in atmospheric boundary layer

(i) Boundary condition. The wind profile in the boundary layer after cold frontal passage is obtained by analyzing data from the Beijing 325 m meteorological tower. The data includes fifteen levels of low-frequency wind speed (0.05 Hz), and three levels of high-frequency, ultrasonic anemometer wind speed (10 Hz) [52]. Figure 5(a) and (b) shows vertical profiles of horizontal wind speed (\( u' \)) and vertical velocity (\( w' \)). They were obtained from an average of 133 hours of wind data, which were in dust storms, from 2000 to 2004. A windy period is defined such that the hourly average wind speed \( \geq 8 \text{ m s}^{-1} \) at 120 m height. The set of points in the figure represents the 133 hours of data, the middle curve is their ensemble average, and dashed lines are vertical profiles that lie one standard deviation (plus or minus) from the ensemble mean.

There is sinking air after cold frontal passage, as shown by the figures. We used the ensemble profiles as boundary conditions. The computational domain is the boundary layer with horizontal distance \( x = 2 \text{ km} \), and vertical height \( z \) is \( 1 \text{ km} \).

Appropriate boundary conditions are necessary when solving the flow problem. Usually these boundary conditions are macro-physical quantities. However, in LBM, the evolution is the distribution function. One must determine the distribution function on the boundaries according to macro boundary conditions.
Figure 5 Profile of horizontal and vertical velocity during sand storms. Diamonds are 133 hour-average wind speeds (very dense, almost in a line); the circle is ensemble average of 133 hours of data; dashed lines are plus or minus one standard deviation from the ensemble mean. Solid circles are wind speeds over the same period, but obtained from wind cup at 15 levels.

According to the macro profile, the inlet distribution function is $f_i = f_i^{en}$ [53], the outlet is determined by the finite-difference velocity gradient method [54], $f_i = f_i^{en} + f_i^{so} = f_i^{en} + \frac{2\Delta y}{c_s^2} Q : S$. Here, $Q_i = c_s c_i - c_s^2 I$ is the tensor, $I$ is the unit tensor, $S = \nabla u$ is the strain tensor, and the symbol : denotes contraction between two tensors.

The lower boundary is the wall and the upper boundary is the slip condition.

(ii) Scale transformation. As with other CFD methods, there are similarities between the simulation model and actual flow field during LBM simulation of practical problems. The initial and boundary conditions of the actual flow field are transformed into model initial and boundary conditions, model calculations are done, finally reverting to the actual flow, based on the similarity relationship. Since this calculation is for the turbulent boundary layer, the Reynolds number should be kept constant during the conversion process.

Assuming the actual flow field parameters are characteristic length $L$, characteristic velocity $U$, time step $\Delta T$, and kinematic viscosity $\nu$, during the simulation, we take the characteristic length $N$ (if $N$ grids, each of length $l=1$), characteristic velocity $\lambda$, and

$$\lambda = \frac{L}{N}, \quad \lambda_u = \frac{U}{u}$$

(11)

Other parameters can be similarly determined, attaining

$$\Delta t = \frac{l}{u} \lambda N, \quad U = \lambda \Delta T = \frac{\lambda_s}{\lambda_i}, \quad \nu = \frac{Nu}{Re} = \frac{\nu_p}{\lambda_i \lambda_s}$$

(12)

Through $\nu$, the relaxation time can be obtained as

$$\tau = \frac{\nu}{c_s^2} + 0.5$$

For the LBM, the computation is stable only when $u \leq c_s$; then $\frac{\Delta t}{\nu} \leq c_s$, viz. $\lambda \leq c_s \Delta T$ should be assured (http://www.lbmethod.org/_media/howtos:lbunits.pdf).

2.3 Calculation result

Based on the above calculations, we obtain the formation of wind gusts. In windy conditions after cold frontal passage, sinking air produces a strong shear. This makes the vortex oscillate up and down, causing gusty wind fluctuations. The calculations with and without the LES model were compared. We found more small-scale eddies were generated in the LES mode, and the results were closer to the actual flow field. Figure 6 is the vorticity field at the 60-min point. The upper figure was produced with the LES model, and the lower figure without it. It is seen that there are vortices at 300 m height and these oscillate up and down, because the sinking air is about 300 m thick. Since the maximum observation height is 280 m, the observed downdraft thickness may be slightly less than actual. We determined the thickness of the simulated sinking air at 300 m through radar observations. In the figure, $x$ is horizontal distance, $z$ is height, with units in m. The legend shows vorticity values by a gray scale; light colors show a counterclockwise vortex, dark a clockwise vortex. Figure 7 shows wind speed vectors from actual observation (10 Hz), and rising and sinking airflow.

We also calculated the vertical profile of wind speed at horizontal distances ($x$) of 100, 500 and 1000 m. Since 100 m is too close to the entrance, the flow does not fully develop and is influenced by inlet conditions, so the result there is not given. Figure 8 shows the vertical profile of wind speed at 500 and 1000 m. The figure shows that horizontal wind speed decreases at the air separation height ($z = 280$ m), which is consistent with the observed results. In Figure 5(a), the horizontal wind speed measured by wind...
As mentioned in the introduction, we found from the data that there were gusts of main period 3–6 min in post-frontal windy conditions, and that the flow could be decomposed into basic flow, wind gust and turbulence [52]. Using this method, we decomposed the wind speed time series at \( x = 1000 \, \text{m}, \, z = 280 \, \text{m} \), as shown in Figure 9. This is similar to Figure 3 of [52]. We use the extracted time series of gusts and turbulence to calculate the gust friction velocity \( u_\text{g}^* \) and turbulence friction velocity \( u_\text{t}^* \) at various heights [52]. Results are shown in Figure 10. Both are the same order of magnitude, indicating that the energy contained in wind gusts is comparable to that in turbulence. In windy conditions, therefore, wind gusts should not be ignored. Gust friction velocity is large at the height of air separation. Turbulence friction velocity is large close to the wall and decreases with height; it increases again at the height of air separation. This is consistent with observations [52]. In addition, as the horizontal distance increases, the gust friction velocity gradually increases, while the turbulent friction velocity wanes.

### 3 Conclusion

We use the LBM with the large eddy model to simulate the generation and development of wind gusts. The simulation results show that in the windy conditions after cold frontal
passage, there is airflow separation upward and downward. This creates strong shear, forms upward and downward moving wavy vortices, and causes gusty wind fluctuations. The large-eddy simulation model produces results closer to experimental observations.

Further analysis shows that at the level of air separation, wind speed decreases, the speed of sinking maximizes slightly below that level, and decreases with distance from that level. By extracting the gust structure, we see that the magnitude of gust friction velocity is comparable to turbulence friction velocity. Turbulence friction velocity is large near the ground, resulting in sand erosion. As height increases, the gust friction velocity gradually increases and equals turbulence friction velocity, so that both contribute to dust entrainment. Also with increasing height, gust friction velocity becomes larger than turbulent friction velocity, and thereby becomes the major factor in dust entrainment. This is more obvious in the downstream direction.

This work was supported by the National Natural Science Foundation of China (40875008) and the National Basic Research Program of China (2010CB951804).

1. Hu Y Q, Mitsuta Y. Development of the strong dust storm and dry squall line—A mechanism analysis on generating black storm (in Chinese). Plateau Meteorol, 1996, 15: 178–185
2. Chen H W, Wang X, Ma Y. Effects of strong winds on sandstorms in Xinjiang (in Chinese). Acta Sci Nat Univ Pekinensis, 2003, 39: 187–193
3. Hu Z Y, Huang R H, Wei G A, et al. Variations of surface atmospheric variables and energy budget during a sandstorm passing Dunhuang on June 6 of 2000 (in Chinese). Chin J Atmos Sci, 2002, 26: 1–8
4. Ren Z H, Gao Q X, Su F Q, et al. The regional characteristics of the atmospheric environment and the impact of dust-storm in Beijing (in Chinese). Eng Sci, 2003, 5: 49–56
5. Zhou X J, Xu X D, Yan P, et al. The dynamic character of spring sandstorm in 2000 (in Chinese). Sci China Ser D-Earth Sci, 2002, 32: 327–334
6. Wang S F. Analysis of wind field at the bottom boundary layer during a wind gust front process (in Chinese). J Acad Meteorol Sci, 1989, 4: 96
7. Cheng X L, Quan L H, Hu F, et al. The fractal and chaotic characteristic of gustwind (in Chinese). Clim Environ Res, 2007, 12: 256–266
8. Zheng X J, Zhang J H. Characteristics of near-surface turbulence during a dust storm passing Minqin on March 19, 2010. Chin Sci Bull, 2010, 55: 3107–3112
9. Zhao L N, Sun J H, Zhao S X. Numerical simulation of dust emission in North China (in Chinese). Clim Environ Res, 2002, 7: 279–294
10. Sun J H, Zhao L N, Zhao S X. All integrated numerical modeling
system of dust storm suitable to North China and its applications (in Chinese). Clim Environ Res, 2003, 8: 125–142
11 Fang Z Y, Zhu F K, Jiang J X, et al. Study of China Sand Storm. Beijing: China Meteorological Press, 1997
12 Li G C, Guo W H, Wang L R, et al. Application of gust front to damage wind forecasting (in Chinese). Meteorol Monthly, 2006, 32: 244–250
13 Brasseur O. Development and application of a physical approach to estimating wind gusts. Monthly Weather Rev, 2001, 129: 5–25
14 Agustsson H, Olafsson H. Forecasting wind gusts in Iceland. Geophys Res Abst, 2006, 8: A08959
15 Barth S, Bottcher F, Peinke J. Wind gusts and small-scale intermittency in atmospheric flows. Proc Appl Math Mech, 2005, 5: S51–S56
16 Wang L, Karrern A. Description and simulation of gust front wind field. J Wind Eng, 2006, 108: 477–480
17 Zhang Y C, Yao M W, Wang M S, et al. Gust simulation (in Chinese). The Ocean Eng, 1996, 14: 20–27
18 Proppe C, Wetzel C. Overtwirl probability of railway vehicles under wind gust loads. Iutam Symposium on Dynamics and Control of Nonlinear Systems with Uncertainty, Nanjing, China, 2006
19 Choi E C C. Numerical modeling of gust effect on wind-driven rain. J Wind Eng Ind Aerodyn, 1997, 72: 107–116
20 Li X D, Lin D K. Numerical simulation of gust—Cascade interaction noise (in Chinese). J Aerospace Power, 2006, 21: 94–99
21 Zhan H, Qian W A. Numerical simulation of gust response for thin airfoil (in Chinese). Acta Aeronaut Astronaut Sin, 2007, 28: 528–530
22 Jin Q P. Gust simulating technique in environmental wind tunnel (in Chinese). Res Environ Sci, 1995, 8: 43–47
23 Zhang H Y, Li F W, Wang Y. Active control of dynamic wind speed in environmental wind tunnel (in Chinese). Environ Eng, 2005, 23: 86–87
24 Zeng Q C, Dong C H, Peng G B, et al. Gigantic Yellow Cloud—The Dust Storm in Eastern Asia. Beijing: Science Press, 2006
25 Zeng Q C, Cheng X L, Hu F. The mechanism of soil erosion and dust emission under the action of nonsteady strong wind with descending motion and gust wind (in Chinese). Clim Environ Res, 2007, 12: 244–250
26 Zeng Q C, Hu F, Cheng X L. The mechanism of gust entrainment by gust wind (in Chinese). Clim Environ Res, 2007, 12: 251–255
27 Cheng X L, Zeng Q C, Hu F, et al. Gustness and coherent structure of strong wind in the atmospheric boundary layer (in Chinese). Clim Environ Res, 2007, 12: 227–243
28 Zeng Q C, Cheng X L, Hu F, et al. Gustiness and coherent structure of strong wind and their role in the dust emission and entrainment. Adv Atmos Sci, 2010, 27: 1–13
29 Zhao D S, Wang L Z, Hong Z X. Analysis on the structure of gust in boundary layer when a cold front passing (in Chinese). Chin J Atmos Sci, 1982, 6: 324–332
30 Liu X H, Hong Z X. A study of the structure of a strong wind event in the atmospheric boundary layer in Belting area (in Chinese). Chin J Atmos Sci, 1996, 20: 223–228
31 Li Q, Liu H Z, Hu F, et al. Characteristic of the urban boundary layer under strong wind condition in Beijing city (in Chinese). J Grad Univ Chin Acad Sci, 2004, 20: 40–44
32 Nicholls M, Pielke R, Meroney R. Large eddy simulation of microburst winds flowing around a building. J Wind Eng Ind Aerodyn, 1993, 46–47: 229–237
33 Zhu P. High resolution WRF simulation of landfall hurricane boundary layer winds and turbulent structures. The 8'th WRF Users' Workshop, Colorado, USA, 2007
34 Cheng X L, Hu F, Zhao S N, et al. The application of lattice Boltzmann Method in the atmospheric turbulence study (in Chinese). Adv Earth Sci, 2007, 22: 249–260
35 Benzi R, Succi S. Two-dimensional turbulence with the lattice Boltzmann equation. J Phys A, 1990, 23: L1–L5
36 Succi S, Benzi R, Higuera F. The lattice Boltzmann equation: A new tool for computational fluid-dynamics. Physica D, 1991, 47: 219–230
37 Benzi R, Succi S, Vergassola M. The lattice Boltzmann equation: Theory and applications. Phys Rep, 1992, 222: 145–197
38 Martinez D, Matthaeus W, Chen S. Comparison of spectral method and lattice Boltzmann simulations of two-dimensional hydrodynamics. Phys Fluids, 1994, 6: 1285–1298
39 Chen S Y, Doolen G D. Lattice Boltzmann Method for fluid flows. Ann Rev Fluid Mech, 1998, 30: 329–364
40 Yu H, Girimaji S, Luo L. Lattice Boltzmann simulations of decaying homogeneous isotropic turbulence. Phys Rev E, 2005, 71: 016708
41 Bhattaprag E, Gross E F, Krook M K. A model for collision process in gases. Phys Rev, 1954, 94: 511
42 Higuera F, Jimenez J, Succi S. Lattice gas dynamics with enhanced collision. Europhys Lett, 1989, 9: 345
43 Higuera F, Jimenez J, Succi S. Boltzmann approach to lattice gas simulations. Europhys Lett, 1989, 9: 663
44 Qian Y H, Humieres D, Lallemand P. Lattice BGK models for Navier-Stokes equation. Europhys Lett, 1992, 17: 470–484
45 Hou S, Sterling J, Chen S, et al. A lattice Boltzmann sub-grid model for high Reynolds number flows. Fields Inst Commun, 1996, 6: 151
46 Treeck C, Krafczyk M, Kühner S, et al. Direct building energy simulation based on large eddy techniques and Lattice Boltzmann Methods. In: Proc VII Int IBPSA Conf, Rio de Janeiro, Brazil, 2001, 13–15
47 Egelands J. Direct and large-eddy simulation of turbulent fluid flow using the Lattice-Boltzmann Scheme. Int J Heat Fluid Flow, 1996, 17: 307–323
48 Yu H D, Girimaji S. Near-field turbulent simulations of rectangular jets using Lattice Boltzmann Method. Phys Fluid, 2005, 17: 125106
49 He X Y, Luo L S. Lattice Boltzmann Model for the incompressible Navier-Stokes equation. J Stat Phys, 1997, 88: 927–944
50 Hou S, Zou Q, Chen S, et al. Simulation of cavity flow by the lattice Boltzmann method. J Comput Phys, 1995, 118: 329–347
51 Ghia U, Ghia K N, Shin C T. High-Re solutions for incompressible flow using the Navier-Stokes equations and a multigrid method. J Comput Phys, 1982, 48: 387
52 Cheng X L, Zeng Q C, Hu F. Characteristics of gusty wind disturbances and turbulent fluctuations in windy atmospheric boundary layer behind cold fronts. J Geophys Res, 2011, 116: D06101
53 Succi S. The Lattice Boltzmann Equation for Fluid Dynamics and Beyond. Oxford: Clarendon Press, 2001. 287
54 Jonas L, Chopard B. Straight velocity boundaries in the lattice Boltzmann method. Phys Rev E, 2008, 77: 056703

Open Access This article is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution, and reproduction in any medium, provided the original author(s) and source are credited.