Comprehensive Evaluation of AC/DC Hybrid Microgrid Planning Based on Analytic Hierarchy Process and Entropy Weight Method

Guopeng Zhao * and Dong Wang

School of electrical and electronic engineering, North China Electric Power University, Beijing 102206, China; wd33666@163.com
* Correspondence: zhaoguopeng@ncepu.edu.cn; Tel.: +86-010-61771713

Received: 31 July 2019; Accepted: 10 September 2019; Published: 12 September 2019

Abstract: The comprehensive evaluation of AC/DC hybrid microgrid planning can provide reference for the planning of AC/DC hybrid microgrids. This is conducive to the realization of reasonable and effective microgrid planning. Aiming at comprehensive evaluation of AC/DC hybrid microgrids, this paper establishes an evaluation index system for planning of AC/DC hybrid microgrids. This paper combines the subjective evaluation method with the objective evaluation method, and proposes a comprehensive evaluation method of AC/DC hybrid microgrid planning based on analytic hierarchy process and the entropy weight method. Finally, the validity and rationality of the evaluation method are verified by an example.

Keywords: analytic hierarchy process; entropy weight method; grey relevance degree; comprehensive evaluation; microgrid

1. Introduction

At present, in order to solve the problem of environmental protection and energy exhaustion, renewable clean energy has a high proportion of access. This also brings many new challenges, such as the low energy density of new energy, the need for suitable sites for high-power power generation, power instability, and so on. The microgrid technology provides an important technical direction for the efficient use of these new energy sources [1–4]. However, in the evaluation of microgrid planning, besides satisfying certain reliability of power supply, it also requires comprehensive consideration of investment costs, power quality, and environmental protection and other factors. Therefore, for such a planning problem with a large number of uncertainties, it is necessary to establish a comprehensive technical and economic evaluation system.

In the aspect of comprehensive evaluation methods, traditional comprehensive evaluation methods mostly use subjective expert evaluation decision-making methods based on analytic hierarchy process (AHP) and fuzzy comprehensive evaluation method. In [5] the authors present a risk-based vulnerability assessment method for microgrids. It uses AHP and the fuzzy comprehensive evaluation method to calculate the comprehensive vulnerability of microgrids. This method relies too much on the subjective judgment of experts to determine the evaluation weight and lacks sufficient objectivity. In [6] the authors use a multi-operator model to construct a hierarchical fuzzy evaluation model. Using the idea of analytic hierarchy process and fuzzy evaluation, the weight of the index system is analyzed, and the calculation method of the index is obtained. This method still has the problem of...
overweight subjectivity. The multi-operator model cannot fundamentally solve the shortcoming of the lack of objectivity of the fuzzy evaluation method. In [7] the authors propose a comprehensive evaluation index system of an AC and DC microgrid based on the Improved Analytic Hierarchy process. However, the improved analytic hierarchy process (AHP) only improves the method of judgment matrix generation. In essence, it still adopts the subjective method of AHP, which has the disadvantage of strong subjectivity of evaluation index weight. In [8] the authors use the analytic hierarchy process and fuzzy comprehensive evaluation method to determine the weight of the evaluation index. In [9] the authors construct the fuzzy evaluation vector of power grid risk by the method of fuzzy comprehensive evaluation. Then, the grid risk level is output according to the principle of maximum membership degree. In [10] the authors establish a fuzzy comprehensive evaluation model for the upgrade demand of smart grid functional form. Then, it uses the fuzzy comprehensive evaluation method to determine the index weight. In [11] the authors establish the evaluation model of power grid equipment utilization rate by using an analytic hierarchy process. In [12] the authors establish a comprehensive evaluation index system for power grid science and technology projects by using the principle of analytic hierarchy process. All the methods used in the above literature are subjective evaluation methods. Although there are some improvements in the process of implementation, it is still unable to overcome the problem of insufficient objectivity of subjective methods in determining the weight of indicators.

In order to solve the problem of insufficient objectivity of traditional methods, objective empowerment methods have been introduced into the comprehensive evaluation of planning schemes in recent years. In [13] the authors combine information entropy theory with principal component analysis theory and apply this method to comprehensive evaluation of thermal power units. It establishes a comprehensive evaluation model of unit state based on information entropy and principal component analysis. However, the principal component analysis method has difficulty solving the problem of high-order correlation between indicators when extracting principal components, which will lead to errors. In [14] the authors use the method of entropy weight to analyze and evaluate the operation state characteristics of power grid. In [15] the authors use the method of entropy weight to determine the weight of distribution project evaluation. In [16] the authors introduce the method of entropy weight to determine the weight coefficient of gas index in oil. The above literature uses objective methods such as entropy weight method as the evaluation model. The advantage of the objective evaluation method is that it can make full use of the original data in the evaluation process. However, its disadvantage is that there will be some errors when the original data is inadequate or inaccurate. In [17] the authors present a method for evaluating the main grid structure based on the improved approximation ideal method and grey relational projection method. It combines subjective and objective evaluation methods to determine weight. However, the subjective evaluation method G1 used in [17] will reduce the differences between indicators when determining the weight of indicators [18]. The result is inaccurate because of errors in determining weights.

A comprehensive evaluation method of AC/DC hybrid microgrid planning based on the analytic hierarchy process and entropy weight method is proposed in this paper. Firstly, this paper establishes a scientific and comprehensive evaluation index system for AC/DC hybrid microgrid planning. Then, the subjective and objective weights are determined based on the AHP and the entropy weight method. According to the principle of minimum information discrimination, the combined weights of subjective and objective weights are obtained. In this paper, a comprehensive evaluation model of AC/DC hybrid microgrid planning is established based on combination weight and grey correlation analysis. Finally, four kinds of microgrid schemes are analyzed by using the comprehensive evaluation method in this paper. Through the method described in this paper, the ranking and optimal scheme of each scheme are obtained. The result is in accordance with the reality. The comprehensive evaluation method described in this paper combines the advantages of the subjective evaluation method and objective evaluation method. It can obtain a more accurate index weight value. This method can not only enhance the objectivity of index weight, but also reduce the errors caused by insufficient or missing
data, making the evaluation results more scientific and in line with the actual situation. Therefore, the comprehensive method described in this paper has a certain practical value in engineering.

2. Comprehensive Evaluation Method for AC/DC Hybrid Power Network Planning

2.1. Evaluation Index System for AC/DC Hybrid Microgrid Planning

Constructing an index system is an important task of comprehensive evaluation. Whether the index system is perfect or not directly reflects the quality of comprehensive evaluation. At this stage, there are two mature principles to describe. First, the index system should be comprehensive and not overlapping, and the index can be easily obtained. Secondly, the index system should be able to objectively, scientifically, and reasonably reflect the problems to be studied.

Based on the principles of comprehensive, objective, and typical evaluation index construction, this paper divides the evaluation index system of AC/DC hybrid microgrid planning into four parts: economy, power quality, reliability, and environmental protection. The comprehensive evaluation index system of AC/DC hybrid microgrid is shown in Figure 1.

**Figure 1.** Comprehensive evaluation index system for AC/DC hybrid microgrid planning.

2.1.1. The Reliability Indicators

The reliability indicators are mainly divided into two parts, the average service availability index and system average interruption duration index.

Average service availability index (ASAI) \[19\].

\[
ASAI = 1 - \frac{\sum U_i N_i}{8760 \sum N_i}.
\] (1)
System average interruption duration index (SAIDI)

\[
SAIDI = \frac{\sum U_i N_i}{\sum N_i}.
\]  

(2)

In Equations (1) and (2), \( U_i \) represents the annual average interruption duration at the load point. \( N_i \) represents the number of users at the load point.

2.1.2. The Economic Indicators

The economic indicators include three parts: initial investment cost, operation and maintenance cost, and network loss cost [20].

\[
f_{DG1} = T \sum_{t=1}^{T} \frac{1}{(1+r)^t} \sum_{i=1}^{N} \omega_{DG} f_{dg1} \eta_{DG} S_{DG} + \sum_{i=1}^{N} f_{Li} \cdot L_i + \sum_{i=1}^{N} f_{Ti},
\]  

(3)

\[
f_{DG2} = t_{DGmax} \sum_{t=1}^{T} \frac{1}{(1+r)^t+0.5} \sum_{i=1}^{N} \omega_{DG} f_{dg2} P_{DG}.
\]  

(4)

In Equations (3) and (4), \( DG \) represents Distributed Generation. \( f_{DG1} \) is the initial investment cost. \( f_{DG2} \) is the operation and maintenance cost. \( T \) is the planning life. \( r \) is the discount rate. \( N \) is the total number of load nodes. \( \omega_{DG} \) indicates whether distributed power is installed at node \( i \). 0 is not installed and 1 is installed. \( f_{dg1} \) is the initial investment cost per unit capacity of distributed generation. \( \eta_{DG} \) is the power factor. \( S_{DG} \) is the installed capacity of distributed power supply. \( t_{DGmax} \) is the maximum annual working time of distributed power supply. \( f_{Li} \) is the unit length cost of transmission line \( i \). \( L_i \) is the length of line \( i \). \( f_{Ti} \) is the cost of transformer or converter \( i \). \( f_{dg2} \) is the maintenance cost of unit capacity of distributed power supply. \( P_{DG} \) is the unit output of distributed power supply at node \( i \).

\[
f_{LOSS} = T \sum_{t=1}^{T} C \left(1 + \frac{1.5}{(1+r)^t}\right) \sum_{i=1}^{N} \omega_{DG} f_{Lk} V_k^2 \left(P_{Lk}^2 + Q_{Lk}^2\right) t_{maxk}.
\]  

(5)

In Equation (5), \( f_{LOSS} \) is the network loss cost. \( C \) is the electricity price. \( l \) is the total number of branches. \( R_k \) is the branch resistance. \( P_{Lk} \) and \( Q_{Lk} \) are the active and reactive power transmitted by branch \( k \). \( V_k \) is the branch \( k \) terminal voltage. \( t_{maxk} \) is the maximum annual load loss hours of branch \( k \).

2.1.3. The Power Quality Indicators

The power quality indicators [21,22] have mainly three aspects: voltage offset, frequency deviation, and harmonic distortion rate.

Voltage offset is the difference between the actual voltage and the rated voltage of the network. Voltage offset is often expressed as a percentage. Voltage loss caused by reactive power load and line loss is the main cause of voltage offset. The calculation of voltage offset at each node of power supply system is shown in Equation (6).

\[
\Delta U = \frac{U_e - U_N}{U_N} \times 100\%.
\]  

(6)

In Equation (6), \( \Delta U \) is the voltage offset. \( U_e \) is the actual voltage. \( U_N \) is the rated voltage of the system.

Frequency deviation is the difference between the actual value and the nominal value of the system frequency under the normal operation conditions of the power system. According to the regulation, the allowable value of normal frequency deviation of power system is ±0.2 Hz. When the system capacity is small, the deviation can be relaxed to ±0.5 Hz.

\[
\Delta f = f_1 - 50.
\]  

(7)
In Equation (7), $f_1$ is the current frequency of the system and $\Delta f$ is the frequency offset of the system. Ideally, the voltage waveform should be a periodic standard sine wave. However, there is much power supply equipment with non-linear impedance characteristics in power systems. These devices inject harmonic current into the public power grid or generate harmonic voltage in the public power grid, which is called harmonic source. Harmonic source makes the actual voltage waveform deviate from sinusoidal waveform, which is called voltage sinusoidal waveform distortion. Usually it is represented by harmonics. The degree of voltage waveform distortion is measured by voltage sinusoidal distortion rate, which is also called voltage harmonic distortion rate. $THDU$ is commonly used to express the voltage harmonic distortion rate. The total distortion rate of voltage harmonics is calculated as shown in the equation.

$$THDU = \sqrt{\sum_{h=2}^{\infty} (U_h)^2 / U_1} \times 100\%. \quad (8)$$

In Equation (8), $U_h$ is the $h$-th harmonic voltage and $U_1$ is the fundamental voltage.

2.1.4. The Environmental Protection Indicators

Compared with traditional thermal power generation, DG emits a small amount of polluted gas. It is environmentally friendly. $E$ is defined as the amount of polluted gases emitted by the system [23,24].

$$e_k = \sum_{g=1}^{T_U} P_{TRg} e_{TRgk} + \sum_{i=1}^{M} \delta_{ai} p_{fa} S_{DGa} e_{DGak}, \quad (9)$$

$$E = 8760 \sum_{i=1}^{B} \sum_{k=1}^{A} \omega_k e_k. \quad (10)$$

In Equations (9) and (10), $E_k$ is the $k$ pollutant discharge. $T_U$ is the number of traditional generators in the system. $M$ is the total number of load nodes. $T$ is the planned life year. $i$ is the current year. $B$ is the total number of polluted gases, $P_{TRg}$ is the active output of the $g$-th traditional generator, $e_{TRgk}$ is the amount of the $k$ polluted gases released by the $g$-th traditional generator when it emits unit active power. $\delta_{ai} = 1$ represents installing DG of type $a$ at the $i$-th load node. While $\delta_{ai} = 0$ indicates not to install. $p_{fa}$ is the power factor of $a$-type DG. $S_{DGa}$ is the output of $a$-type DG. $e_{DGak}$ represents the amount of $k$ polluted gas released by $a$-type DG when it emits unit active power. $A$ is the total number of DG types. $\omega_k$ is the weighting factor of the $k$-th pollution gas. $\omega_k$ should satisfy Equation (11).

$$\left\{ \begin{array}{l} \sum_{k=1}^{B} \omega_k = 1 \\ 0 \leq \omega_k \leq 1 \end{array} \right. \quad (11)$$

Table 1 shows the comparison of pollutant emission data between conventional power generation and part of DG [24]. As can be seen from the table, the emissions of pollutants from photovoltaic power generation and wind power generation are zero. Compared with the traditional generation mode, the emission of pollutant gas from distributed generation is lower.
Table 1. Pollutant emission data of various power generation technologies.

| Power Generation Mode | Pollutant Emissions/(g/kWh) | SO$_2$ | NO$_X$ | CO$_2$ |
|-----------------------|-----------------------------|--------|--------|--------|
| Thermal power         |                             | 6.48   | 2.88   | 623    |
| Micro gas turbine     |                             | 0.000928 | 0.6188 | 184.0829 |
| Fuel cell             |                             | 0      | <0.023 | 635.04 |
| Photovoltaic power    |                             | 0      | 0      | 0      |
| Wind power            |                             | 0      | 0      | 0      |

2.2. Weight Calculation

At present, there are two main methods to determine the weight: subjective method and objective method. The former mainly includes the analytic hierarchy process, fuzzy evaluation method, expert method, and so on. The latter includes entropy weight method, principal component analysis method, coefficient of variation method, and so on. Among them, the analytic hierarchy process (AHP) is a scientific decision-making method which combines qualitative analysis with quantitative analysis. It has a wide range of applications. However, its shortcoming is that the evaluation process has a part of subjectivity, which reduces the credibility of the evaluation results. Entropy weight method determines the objective weight according to the magnitude of index variability. This method can make better use of the information provided by the original data to explain the results. It has good objectivity. It has been widely used in engineering technology, social economy, and other fields. The disadvantage is that the weight accuracy obtained by the entropy weight method is closely related to the original data, which requires a large amount of data and requires a high accuracy of the data. This paper combines the method of subjective and objective analysis with the method of entropy weight. It can not only make the weight of the evaluation model objective, but also avoid the difficulty of using the objective method to determine the weight in the absence of data.

2.2.1. Analytic Hierarchy Process

The Analytic Hierarchy Process (AHP) decomposes a complex decision-making problem into multiple objectives or criteria. Then the hierarchical single ranking and total ranking are calculated by using the qualitative index fuzzy quantization method. It can be used as a systematic method for multi-scheme optimization decision-making [6,8,12]. The steps of the analytic hierarchy process are as follows.

1. Establishing hierarchical structure model.
2. Construct judgement matrices at all levels.

\[
C = \begin{bmatrix}
C_{11} & C_{12} & \cdots & C_{1n} \\
C_{21} & C_{22} & \cdots & C_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{n1} & C_{n2} & \cdots & C_{nn}
\end{bmatrix}
\]  \hspace{1cm} (12)

In Equation (12), $C_{ij} = 1/C_{ji}$. The assignment of $C_{ij}$ is shown in Table 2.
Table 2. C_{ij} value table.

| Value | Meaning                                      |
|-------|----------------------------------------------|
| 1     | The two factors are equally important.       |
| 3     | The former is slightly more important than the latter. |
| 5     | The former is more important than the latter. |
| 7     | The former is strongly more important than the latter. |
| 9     | The former is extremely more important than the latter. |
| 2, 4, 6, 8 | The intermediate value of the two neighboring judgements |

3 Calculating subjective weights. After the judgment matrix $C$ is established, the maximum eigenvalue $\lambda_{max}$ of the judgment matrix $C$ is obtained. Then the eigenvector of $\lambda_{max}$ is obtained. After normalization, the subjective weight $W = (w_1, \ldots, w_n)^T$ is obtained.

4 Consistency test. The consistency index $CR$ of judgment matrix can be expressed as the following equation.

$$CR = \frac{CI}{RI}, \quad (13)$$

$$CI = \frac{\lambda_{max} - n}{n - 1}. \quad (14)$$

In Equations (13) and (14), $CI$ is the consistency indicator. $n$ is the order of the judgment matrix. $RI$ is the random consistency ratio of the judgment matrix. Its assignment is shown in Table 3. When $CR < 0.1$, the judgment matrix has satisfactory consistency. Otherwise, the judgment matrix should be readjusted until it has satisfactory consistency.

Table 3. RI value table.

| $N$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
|-----|---|---|---|---|---|---|---|---|---|----|-----|
| RI  | 0 | 0 | 0.58 | 0.90 | 1.12 | 1.24 | 1.32 | 1.41 | 1.45 | 1.49 | 1.51 |

Let $CI(j)$ be the consistency index of the judgment matrix of the factors related to the upper level in layer B. The corresponding average random consistency index is $RI(j)$. Then the random consistency ratio of the B-level total ranking is shown in the following Equation (15).

$$CR = \frac{\sum_{j=1}^{m} CI(j)a_j}{\sum_{j=1}^{m} RI(j)a_j} \quad (15)$$

When $CR < 0.1$, it is considered that the results are in good agreement and the analysis results are acceptable.

2.2.2. Entropy Weight Method

The basic idea of the entropy weight method is to determine the objective weight according to the variability of the index. Generally speaking, the smaller the information entropy of an index, the greater the variation degree of the index. The more information it provides, the greater the role it can play in the comprehensive evaluation, and the greater its weight. On the contrary, the greater the information entropy of an index, the smaller the variation degree of the index value. The less information it provides, the smaller the role it plays in the comprehensive evaluation, and the smaller its weight. The entropy weight method makes effective use of index data, excluding the influence of subjective factors [13,16]. The steps of the entropy weight method are as follows.

1. Data standardization.
Suppose there are \( n \) evaluation objects, \( m \) indicators \( \{ X_1, X_2, ..., X_m \} \), where \( X_i = \{ x_1, x_2, ..., x_n \} \). Assume that the normalized values for each data are \( \{ Y_1, Y_2, ..., Y_m \} \). Indicators are divided into positive indicators and negative indicators. The positive index refers to the index that the larger the value, the better the result. Negative indicators refer to indicators that the smaller the value, the better the result. In order to keep the consistency of each index in information entropy, data processing should be separated.

For positive indicators:

\[
Y_{ij} = \frac{x_{ij} - \min(X_i)}{\max(X_i) - \min(X_i)}, \tag{16}
\]

For negative indicators:

\[
Y_{ij} = \frac{\max(X_i) - x_{ij}}{\max(X_i) - \min(X_i)}. \tag{17}
\]

2 Calculate the information entropy of each index. According to the definition of information entropy in information theory, the information entropy \( e_j \) of a group of data is shown in the following equation.

\[
e_j = -\sum_{i=1}^{n} p_{ij} \ln p_{ij} / \ln n, \tag{18}
\]

\[
p_{ij} = Y_{ij} / \sum_{i=1}^{n} Y_{ij}. \tag{19}
\]

If \( p_{ij} = 0 \), then the definition \( \lim_{p_{ij} \to 0} p_{ij} \ln p_{ij} = 0 \).

3 Calculate the coefficient of difference of \( j \) index.

\[
g_j = 1 - e_j. \tag{20}
\]

The greater the difference coefficient \( g_j \) is, the greater the effect of this index is.

4 Calculate objective weight \( v_j \) of index \( j \).

\[
v_j = g_j / \sum_{i=1}^{m} g_i. \tag{21}
\]

2.2.3. Comprehensive Weight

Generally, the results obtained by subjective and objective methods are different. In order to make the results more accurate, many studies use the method of comprehensive weights to synthesize weights. Most studies on the assignment of comprehensive weights are the sum of the two [25–27] or the direct multiplication of the two [28,29]. In this paper, the principle of minimum information discrimination is used to optimize the proportion of subjective and objective weights so as to make the evaluation results more accurate. Let the subjective weight vector \( \alpha \) and the objective weight vector \( \beta \) be obtained by the above analytic hierarchy process and the entropy weight method respectively. In order to make the comprehensive weights as close as possible to \( \alpha \) and \( \beta \), the comprehensive weights \( \omega_i \) are calculated according to the principle of minimum discriminant information. The objective function is shown in the following Equation (22).

\[
\begin{cases}
\min J(\omega) = \sum_{i=1}^{m} (\omega_i \ln \frac{\omega_i}{\alpha_i} + \omega_i \ln \frac{\omega_i}{\beta_i}) \\
\text{s.t. } \sum_{i=1}^{m} \omega_i = 1, \omega_i \geq 0 \quad i = 1, 2, \cdots, m
\end{cases} \tag{22}
\]
Using the Lagrange multiplier method to solve the optimization model [30], the comprehensive weight is obtained as shown in the following Equation (23).

\[
\omega_i = \frac{\sqrt{\alpha_i \beta_i}}{\sqrt{\sum_{j=1}^{m} \alpha_j \beta_j}}. 
\]

(23)

2.3. Evaluation Method Combining Comprehensive Weight and Grey Relational Degree Analysis

Grey relational degree analysis shows that the closer the geometric shapes of the curves formed by several statistical series are, that is, the more parallel the curves are, the closer their changing trend is, and the greater their relational degree is. Therefore, it is possible to compare and rank the evaluation objects by using the correlation degree between the schemes and the optimal schemes. The method first obtains the correlation coefficient matrix between each scheme and the ideal scheme, and then obtains the correlation degree from the correlation coefficient matrix. Finally, rank and analyze according to the size of correlation degree, and draw a conclusion [31]. The steps of grey correlation analysis are as follows.

1. According to the analysis purpose, the analysis index system is determined, and the analysis data are collected. Let the data sequence form the following matrix:

\[
(X'_1, X'_2, \cdots X'_m) = \begin{pmatrix}
X'_1(1) & X'_2(1) & \cdots & X'_m(1) \\
X'_1(2) & X'_2(2) & \cdots & X'_m(2) \\
\vdots & \vdots & \ddots & \vdots \\
X'_1(n) & X'_2(n) & \cdots & X'_m(n)
\end{pmatrix}.
\]

(24)

Among them, \(m\) is the number of indicators and \(n\) is the number of samples. \(X'_i(1) = (x'_i(1), x'_i(2), \ldots, x'_i(n))^T, i = 1, 2, \ldots, n.\)

2 Data standardization

For positive indicators, the process is the same as Equation (16). For negative indicators, the process is the same as Equation (17).

3 Computation of correlation coefficient

The correlation coefficients of the elements corresponding to each comparison sequence and the reference sequence are calculated respectively.

\[
\zeta_i(k) = \frac{\Delta_{\min} + \rho \cdot \Delta_{\max}}{|x_0(k) - x_i(k)| + \rho \cdot \Delta_{\max}}, k = 1, \cdots, m,
\]

(25)

\[
\Delta_{\min} = \min_{i=1}^{n} \min_{k=1}^{m}|x_0(k) - x_i(k)|, \quad \Delta_{\max} = \max_{i=1}^{n} \max_{k=1}^{m}|x_0(k) - x_i(k)|.
\]

Among them, \(\zeta_i(k)\) is the correlation coefficient of \(k\) indicator between ideal scheme \(x_0\) and scheme \(x_i\). \(\rho\) is the resolution coefficient, \(0 < \rho < 1\). The smaller the \(\rho\), the greater the difference between correlation coefficients and the stronger the discrimination ability. Usually we take \(\rho = 0.5\). \(x_0\) is the ideal solution.

4 Computation of correlation degree

The correlation degree between \(i\) scheme and ideal scheme is as follows.

\[
\gamma_i = \frac{1}{m} \sum_{k=1}^{m} a_k \cdot \zeta_i(k) (k = 1, \cdots, m).
\]

(26)
In Equation (26), $\omega_k$ is the comprehensive weight of each index.

Finally, the optimal scheme is selected according to the value of correlation degree $\gamma_i$.

2.4. Summary

The flow chart of the comprehensive evaluation model of AC/DC hybrid microgrid planning based on AHP and entropy weight method is shown in Figure 2.

![Flow Chart](image_url)

**Figure 2.** Comprehensive evaluation flow of AC/DC hybrid microgrid planning based on analytic hierarchy process and entropy weight method.

The scientific and reasonable evaluation index decides whether the evaluation is reasonable or not. Before comprehensive evaluation, this paper had a comprehensive and in-depth understanding of the planning of an AC/DC hybrid microgrid. An objective, reasonable, and scientific evaluation index system for AC/DC hybrid microgrid planning is established on the basis of searching a large number of documents and materials.

After determining the index system, the corresponding weight of each index should be determined. In this paper, a combination of subjective and objective methods is used. On the basis of determining the weights of AHP and entropy weight, the weights are combined by the principle of minimum information discrimination. This not only reduces the subjective uncertainty and cognitive ambiguity of the analytic hierarchy process, but also reduces the one-sidedness caused by relying solely on sample data and the contingency caused by incomplete sample data. It not only effectively absorbs the results of qualitative analysis, but also gives full play to the advantages of quantitative analysis.

Finally, the comprehensive evaluation of indicators is carried out by combining the grey relational degree analysis method. Equation (26) gives the comprehensive evaluation results combined with comprehensive weight and grey relational degree analysis method. After the value of $\gamma_i$ is obtained, the optimal scheme is determined by ranking the correlation degree between each scheme and the ideal scheme. Through the above process, this paper establishes a comprehensive evaluation model of AC/DC hybrid microgrid planning based on analytic hierarchy process and entropy weight method.
3. Example Analysis

Taking the following four AC/DC hybrid microgrid schemes as examples, the comprehensive evaluation method of planning for AC/DC hybrid microgrid proposed in this paper is analyzed and calculated. The schematic structure of each scheme is shown in Figure 3. The parameters of each scheme are shown in Table 4.

(a) Scheme 1 Structural Diagram.

(b) Scheme 2 Structural Diagram

(c) Scheme 3 Structural Diagram

Figure 3. Cont.
Figure 3. Power grid structure diagram.

Table 4. Scheme parameters.

| First-Level Indicators | Secondary Indicators | Scheme 1 | Scheme 2 | Scheme 3 | Scheme 4 |
|------------------------|-----------------------|----------|----------|----------|----------|
| The reliability indicators (A1) | Average service availability index (B1)/% | 99.9784 | 99.9630 | 99.9911 | 99.9863 |
| | System average interruption duration index (B2)/(h/year) | 1.892 | 3.241 | 0.780 | 1.200 |
| The economic indicators (A2) | Initial investment cost (B3)/(RMB 10,000) | 6270 | 5982 | 7990 | 7476 |
| | Operation and maintenance cost (B4)/(RMB 10,000) | 31.35 | 29.91 | 39.95 | 37.38 |
| | Network loss cost (B5)/(RMB 10,000) | 15.768 | 11.038 | 15.768 | 12.614 |
| The power quality indicators (A3) | Voltage offset (B6)/% | 0.42 | 0.51 | 0.42 | 0.33 |
| | Frequency deviation (B7) | Excellent | Good | Excellent | Excellent |
| | Harmonic distortion rate (B8) | Good | Fair | Good | Excellent |
| The environmental Protection Indicators(A4) | Emissions of polluted gases (B9) | Excellent | Good | Excellent | Excellent |
| | Land occupation area (B10)/m² | 2420.5 | 2401.42 | 2487.1 | 2442.2 |

3.1. Using Analytic Hierarchy Process (AHP) to Calculate Subjective Weight

The first-level indicator judgment matrix is as follows:

\[ C_1 = \begin{pmatrix} 1 & 1 & 1 & 2 \\ 1 & 1 & 1 & 2 \\ 1 & 1 & 1 & 3 \\ 1/2 & 1/2 & 1/3 & 1 \end{pmatrix} \]

The calculation results show that \( \lambda_{1_{\text{max}}} = 4.0206 \). The corresponding weight vector is \([0.2804, 0.2804, 0.3120, 0.1272]^T \). \( CR_1 = 0.0076 < 0.1 \). It passes consistency verification.

The judgment matrix of the secondary indicator corresponding to reliability is as follows:

\[ C_2 = \begin{pmatrix} 1 & 2 \\ 1/2 & 1 \\ 1 \end{pmatrix} \]

The calculation results show that \( \lambda_{2_{\text{max}}} = 2.0000 \). The corresponding weight vector is \([0.6667, 0.3333]^T \). \( CR_2 = 0 < 0.1 \). It passes consistency verification.
The judgment matrix of the secondary indicator corresponding to economy is as follows:

\[
C_3 = \begin{bmatrix}
1 & 2 & 3 \\
1/2 & 1 & 2 \\
1/3 & 1/2 & 1
\end{bmatrix}
\]

The calculation results show that \( \lambda_{3\text{max}} = 3.0092 \). The corresponding weight vector is \([0.5396, 0.2970, 0.1634]^T\). \( CR_3 = 0.0046 < 0.1 \). It passes consistency verification.

The judgment matrix of the secondary indicator corresponding to power quality is as follows:

\[
C_4 = \begin{bmatrix}
1 & 1 & 3 \\
1 & 1 & 3 \\
1/3 & 1/3 & 1
\end{bmatrix}
\]

The calculation results show that \( \lambda_{4\text{max}} = 3.0000 \). The corresponding weight vector is \([0.4286, 0.4286, 0.1429]^T\). \( CR_4 = 0 < 0.1 \). It passes consistency verification.

The judgment matrix of the secondary indicator corresponding to environmental protection is as follows:

\[
C_5 = \begin{bmatrix}
1 & 2 \\
1/2 & 1
\end{bmatrix}
\]

The calculation results show that \( \lambda_{5\text{max}} = 2.0000 \). The corresponding weight vector is \([0.6667, 0.3333]^T\). \( CR_5 = 0 < 0.1 \). It passes consistency verification.

Using the Equation (15), we can check the consistency of hierarchical total ranking. \( CR = 0.0046 < 0.1 \). It passes consistency verification. Therefore, the subjective weight of each evaluation indicator is shown in Table 5 and Figure 4.

| First-Level Indicators | Weight | Secondary Indicators | The Weights of Layer A | Subjective Weight |
|------------------------|--------|----------------------|------------------------|------------------|
| The reliability indicators (A1) | 0.2804 | Average service availability index (B1) | 0.6667 | 0.1869 |
|                         |        | System average interruption duration index (B2) | 0.3333 | 0.0935 |
| The economic indicators (A2) | 0.2804 | Initial investment cost (B3) | 0.5396 | 0.1513 |
|                         |        | Operation and maintenance cost (B4) | 0.2970 | 0.0833 |
|                         |        | Network loss cost (B5) | 0.1634 | 0.0458 |
| The power quality indicators (A3) | 0.3120 | Voltage offset (B6) | 0.4286 | 0.1337 |
|                         |        | Frequency deviation (B7) | 0.4286 | 0.1337 |
|                         |        | Harmonic distortion rate (B8) | 0.1429 | 0.0446 |
| The environmental protection indicators (A4) | 0.1272 | Emissions of polluted gases (B9) | 0.6667 | 0.0848 |
|                         |        | Land occupation area (B10) | 0.3333 | 0.0424 |
3.2. Using Entropy Weight Method to Calculate Objective Weight

Firstly, data are standardized by Equations (16) and (17). Individual indicators in the table lack sufficient data. Quantitative evaluation criteria were designed in a five-point scale rating scale, that is excellent, good, fair, qualified and unqualified. In this paper, \{5, 4, 3, 2, 1\} is used to denote \{excellent, good, fair, qualified, unqualified\} respectively. The standardized data and weights of each evaluation index are shown in Table 6.

### Table 6. Standardized data and objective weights.

| Secondary Indicators                        | Scheme 1  | Scheme 2  | Scheme 3  | Scheme 4  | Objective Weight |
|---------------------------------------------|-----------|-----------|-----------|-----------|------------------|
| Average service availability index (B1)     | 0.5480    | 0         | 1         | 0.8292    | 0.0842           |
| System average interruption duration index (B2) | 0.5480    | 0         | 1         | 0.8292    | 0.0842           |
| Initial investment cost (B3)                | 0.8566    | 1         | 0         | 0.2560    | 0.1093           |
| Operation and maintenance cost (B4)         | 0.8566    | 1         | 0         | 0.2560    | 0.1093           |
| Network loss cost (B5)                      | 0         | 1         | 0         | 0.6667    | 0.1899           |
| Voltage offset (B6)                         | 0.5       | 0         | 0.5       | 1         | 0.0923           |
| Frequency deviation (B7)                    | 1         | 0         | 0         | 0         | 0.0766           |
| Harmonic distortion rate (B8)               | 0.5       | 0         | 0.5       | 1         | 0.0923           |
| Emissions of polluted gases (B9)            | 1         | 0         | 1         | 1         | 0.0766           |
| Land occupation area (B10)                  | 0.7773    | 1         | 0         | 0.5243    | 0.0853           |

The objective weights calculated by the entropy method are shown in the Figure 5.

### Figure 5. The objective weights of each evaluation indicator.

3.3. Determining the Comprehensive Weight

Equation (23) is used to obtain the comprehensive weights of each evaluation index as shown in Table 7 and Figure 6. Figure 7 is a weight map of each evaluation index.
Table 7. Comprehensive weight.

| Secondary Indicators                          | Subjective Weight | Objective Weight | Comprehensive Weight |
|-----------------------------------------------|-------------------|------------------|----------------------|
| Average service availability index (B1)        | 0.1869            | 0.0842           | 0.1323               |
| System average interruption duration index (B2)| 0.0935            | 0.0842           | 0.0935               |
| Initial investment cost (B3)                   | 0.1513            | 0.1093           | 0.1356               |
| Operation and maintenance cost (B4)            | 0.0833            | 0.1093           | 0.1006               |
| Network loss cost (B5)                         | 0.0458            | 0.1899           | 0.0983               |
| Voltage offset (B6)                            | 0.1337            | 0.0923           | 0.1171               |
| Frequency deviation (B7)                       | 0.1337            | 0.0766           | 0.1067               |
| Harmonic distortion rate (B8)                  | 0.0446            | 0.0923           | 0.0676               |
| Emissions of polluted gases (B9)               | 0.0848            | 0.0766           | 0.0850               |
| Land occupation area (B10)                     | 0.0424            | 0.0853           | 0.0634               |

3.4. Applying Grey Relational Degree Analysis Method to Evaluate and Find the Optimum Scheme

Based on the data in Table 6, we define the best scenario as \( x_0 = [1,1,1,1,1,1,1,1,1,1]^T \). The correlation coefficients of four schemes under each index are obtained by Equation (25) as shown in Figure 8. Then the comprehensive weight and correlation coefficient calculated above are substituted into Equation (26) to calculate the correlation degree of the four schemes as shown in Table 8.
3.4. Applying Grey Relational Degree Analysis Method to Evaluate and Find the Optimum Scheme

Based on the data in Table 6, we define the best scenario as $x_0 = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1]^T$. The correlation coefficients of four schemes under each index are obtained by Equation (25) as shown in Figure 8. Then the comprehensive weight and correlation coefficient calculated above are substituted into Equation (26) to calculate the correlation degree of the four schemes as shown in Table 8.

| Schemes | Scheme 1 | Scheme 2 | Scheme 3 | Scheme 4 |
|---------|----------|----------|----------|----------|
| Correlation degree $\gamma$ | 0.6627 | 0.5986 | 0.6424 | 0.7310 |
| Ranking | 4        | 2        | 3        | 1        |

From Table 8, we can see that scheme 4 is the best scheme and scheme 2 is the worst scheme.

4. Discussion

In Figure 4 and Table 5, we obtained the subjective weights of each index calculated by analytic hierarchy process. Among them, the subjective weights of B1, B3, B6, and B7 are larger, while the subjective weights of B5, B8, and B10 are smaller. In Figure 5 and Table 6, we obtained the objective weights of each index calculated by the method of entropy weight. Among them, the objective weights of B3, B4, and B5 are larger, while the objective weights of B1, B2, B7, and B9 are smaller. There are some differences between subjective weight and objective weight, which is caused by their different characteristics. Subjective methods are more inclined to people’s experience, while objective methods depend entirely on numerical values, so the results of the two methods will be different or even conflict.

In Figure 7 and Table 7, we obtained the comparison of subjective weight, objective weight, and comprehensive weight. Among them, the comprehensive weights of B1, B3, and B6 are larger, while the comprehensive weights of B8 and B10 are smaller. We can see that the weight of the B7 index is larger when the subjective evaluation method determines the weight, while the weight of the B7 index is not so obvious in the comprehensive weight. The reason is that the B7 index is given a greater weight in the calculation of AHP because of the human experience deviation. This paper corrects the human experience error by combining objective methods. The weight of the B5 index is very large when the objective evaluation method determines the weight, but the weight of the B5 index is not so obvious in the comprehensive weight. The reason is that the B5 index has a large error when it is calculated by using the method of entropy weight because of the insufficient amount of data. This paper combines the subjective method to correct the data error. From the Figure 7, it can be seen that the comprehensive weight of each index is between that determined by the subjective method and objective method. The comprehensive weights obtained by the minimum information discriminant principle can overcome the shortcomings of the analytic hierarchy process (AHP) and the entropy weight method. The comprehensive weight has the advantages of both subjective weight and objective weight. It can make full use of the existing data and reduce the large errors caused by inadequate or inaccurate raw data by combining subjective experience.

In Figure 8, we obtained the correlation degree between the four schemes and the ideal scheme under each index calculated by grey correlation analysis method. The correlation degree of each
index of scheme 4 is higher. The correlation degree of some indicators in scheme 1 and scheme 3 is higher, and that of individual indicators is lower. The correlation degree of most of the indicators in scheme 2 is lower. In Table 8, we can see the correlation degree and ranking of four schemes with the ideal scheme. Scheme 4 is the best scheme, and scheme 2 is the worst one. In practice, scheme 4 has high reliability, high power quality, and good environmental protection. Scheme 2 has the lowest reliability and poor power quality although it has low cost. Scheme 1 is moderate in all aspects and has no obvious advantages and disadvantages. Scheme 3 has high reliability, but its cost is very high. The final evaluation results are consistent with the actual situation. This result reflects the correctness and rationality of the comprehensive evaluation method in this paper. Generally speaking, the evaluation method used in this paper conforms to the actual engineering effect and has certain social application value.

5. Conclusions

Aiming at comprehensive evaluation of AC/DC hybrid microgrid planning, a new evaluation index system of AC/DC hybrid microgrid is constructed in the paper. The new evaluation index system of AC/DC hybrid microgrid planning is comprehensive, scientific, and accurate, which provides a new way to study the evaluation index of AC/DC hybrid microgrid planning.

Aiming at the limitations of traditional evaluation methods, a comprehensive evaluation method of AC/DC hybrid microgrid planning based on analytic hierarchy process (AHP) and entropy weight method is proposed. The method is divided into three parts: the establishment of the evaluation index system, the determination of comprehensive weight, and the comprehensive evaluation of the scheme. The comprehensive evaluation method presented in this paper provides a new idea for the comprehensive evaluation of AC/DC hybrid microgrid planning in the future.

From summarizing the theoretical analysis, the model establishment, and the verification of simulation examples in this paper, the following conclusions can be drawn:

1. In the example of this paper, scheme 4 is the optimal scheme, which can provide a research idea for the future planning of AC/DC hybrid microgrids.
2. Compared with traditional methods, the comprehensive evaluation method proposed in this paper has the advantages of objective evaluation and subjective evaluation, which can reduce the errors caused by the subjective evaluation method being more subjective and the objective method being too dependent on data. The evaluation method in this paper has certain practical application value.
3. The results of examples in this paper show that the average service availability index, initial investment cost, and voltage offset are the three most important indicators in the comprehensive evaluation index system. The reason is that their comprehensive weight is relatively large. Therefore, people should pay more attention to these three indicators in the design of AC/DC hybrid microgrids.
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