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Abstract—Matrix completion refers to completing a low-rank matrix from a few observed elements of its entries and has been known as one of the significant and widely-used problems in recent years. The required number of observations for exact completion is directly proportional to rank and the coherency parameter of the matrix. In many applications, there might exist additional information about the low-rank matrix of interest. For example, in collaborative filtering, Netflix and dynamic channel estimation in communications, extra subspace information is available. More precisely in these applications, there are prior subspaces forming multiple angles with the ground-truth subspaces. In this paper, we propose a novel strategy to incorporate this information into the completion task. To this end, we designed a multi-weight nuclear norm minimization where the weights are such chosen to penalize each angle within the matrix subspace independently. We propose a new scheme for optimally choosing the weights. Specifically, we first calculate an upper-bound expression describing the coherency of the interested expression. Then, we obtain the optimal weights by minimizing this expression. Simulation results certify the advantages of allowing multiple weights in the completion procedure. Explicitly, they indicate that our proposed multi-weight problem needs fewer observations compared to state-of-the-art methods.

Index Terms—Nuclear norm minimization, Matrix completion, Subspace prior information, Non-uniform weights

I. INTRODUCTION

Noisy Matrix completion refers to the task of recovering a low-rank matrix $X \in \mathbb{R}^{n \times n}$ with rank $r < n$ from few noisy observations $Y = \mathcal{R}_\Omega(X + E) \in \mathbb{R}^{n \times n}$. Here, $E$ is the noise matrix and the observation operator $\mathcal{R}_\Omega(Z)$ for a matrix $Z$ is defined as

$$\mathcal{R}_\Omega(Z) := \sum_{i,j=1}^n \frac{e_{ij}}{p_{ij}} \langle Z, e_i e_j \rangle e_i e_j^T$$  \hspace{1cm} (1)

where $p_{ij}$ is the probability of observing $(i,j)$-th element of the matrix, and $e_{ij}$ is a Bernoulli random variable taking values 1 and zero with probabilities $p_{ij}$ and $1 - p_{ij}$, respectively. While there are many matrix solutions satisfying the observation model, it has been proved that the matrix with lowest rank is unique [3]. Hence, to promote the low-rank feature, the following rank minimization is employed:

$$\min_{Z \in \mathbb{R}^{n \times n}} \text{rank}(Z), \hspace{0.5cm} \text{s.t.} \| Y - \mathcal{R}_\Omega(Z) \|_F \leq \varepsilon$$ \hspace{1cm} (2)

where $\varepsilon$ is an upper-bound for $\| \mathcal{R}_\Omega(E) \|_F$. Since (2) is generally NP-hard and intractable, it is common to replace it with the following surrogate optimization:

$$\min_{Z \in \mathbb{R}^{n \times n}} \| Z \|_*, \hspace{0.5cm} \text{s.t.} \| Y - \mathcal{R}_\Omega(Z) \|_F \leq \varepsilon$$ \hspace{1cm} (3)

where $\| \cdot \|_*$ is called the nuclear norm which computes the sum of singular values of a matrix and is considered as a relaxed version of rank function [4].

In many applications such as quantum state tomography [5], MRI [6, 7], collaborative filtering [8], exploration seismology [9] and Netflix problem [10], there is some accessible prior knowledge about the ground-truth subspaces (i.e. the row and column subspaces of the ground-truth matrix $X$). For instance, in Netflix problem, prior evaluations of the movies by the referees can provide prior information about the ground-truth subspaces of Netflix matrix. Further, in sensor network localization [11], some information about the position of sensors can be exploited as available prior knowledge (c.f. [12, Section I] and [13, Section I.A] for more applications).

The aforementioned prior subspace information often appears in the form of column and row $r'$-dimensional subspaces (denoted by $\mathcal{U}_{r'}$ and $\mathcal{V}_{r'}$) forming angles with column and row spaces of the ground-truth matrix $X$, respectively. To incorporate the prior information into the recovery procedure, the following tractable problem for low-rank matrix completion is proposed:

$$\min_{Z \in \mathbb{R}^{n \times n}} \| Q_{\mathcal{U}_{r'}} Z Q_{\mathcal{V}_{r'}} \|_*$$ \hspace{1cm} (4)

where

$$Q_{\mathcal{U}_{r'}} := \tilde{U}_{r'} \Lambda \tilde{U}_{r'}^H + P_{\mathcal{U}_{r'}}^\perp$$ \hspace{1cm} (5)

and $\Lambda$, $\Gamma$ are diagonal matrices whose elements are within the interval $[0,1]$. $\tilde{U}_{r'}, \tilde{V}_{r'} \in \mathbb{R}^{n \times r'}$ indicate some bases for the subspaces $\mathcal{U}_{r'}$ and $\mathcal{V}_{r'}$, respectively. Also, the orthogonal projection matrix is defined by $P_{\mathcal{U}_{r'}}^\perp := I_n - \tilde{U}_{r'} \tilde{U}_{r'}^H$ where $I_n$ is the identity matrix of size $n$. So according to the definitions, if $\Lambda = \Gamma = I_r$, the problem (4) reduces to the standard nuclear norm minimization [3]. The values of matrices $\Lambda$ and $\Gamma$ depend on the precision of our available prior knowledge for each direction (i.e. each column of $\tilde{U}_{r'}$) in the form of principal angles. As an example, when the principal angle between the estimated and true basis vectors (or directions) increases, the accuracy of that direction estimate is reduced, and so the assigned weight to that direction estimate should intuitively be large and near 1.

A. Contributions

In this paper, we propose a general scheme for low-rank matrix completion with prior subspace information. Since we
penalize the inaccuracy of each basis (direction) in the prior subspace in our proposed method, more degrees of freedom are provided in compared to the previous related works and this leads to fewer required observations for matrix completion. Moreover, we design an optimal strategy to promote the prior formation so as to reduce the required number of samples for completion up to the greatest possible extent. This is accomplished by assigning dedicated weights to penalize the bases of the prior subspaces in an optimal manner. Our theoretical and numerical results also certify that our devised method needs fewer samples for matrix completion compared to the existing similar methods in [13] and [14].

B. Prior Arts and Key Differences

In this section, we summarize some of the related existing approaches for completing low-rank matrix. The authors in [15] propose a weighted form of trace-norm regularization that outperforms the unweighted version:

$$\|X\|_{tr} := \|\text{diag}(\sqrt{p})X\|_* $$

in which $p(i)$ and $q(j)$ indicate the probabilities of the $i$-th row and the $j$-th column of the matrix under observation, respectively.

In [16], [17] and [18], the authors in row and column subspaces of $X$ are penalized based on prior information. In [19], the authors discuss the problem of minimizing re-weighted trace norm as an iterative heuristic and analyze its convergence. In [15] and [8], the authors considered a generalized nuclear norm to incorporate structural prior information into matrix completion and proposed a scalable algorithm based on the approach of [20].

Aravkin et al. in [9] for the first time incorporated prior subspace information into low-rank matrix completion by an iterative algorithm in order to solve:

$$\min_{Z \in \mathbb{R}^{m \times n}} \|Q_{\mathcal{U}}ZQ_{\mathcal{V}}\|_*, \quad \text{s.t.} \quad Y = A(Z)$$

where

$$Q_{\mathcal{U}} := \lambda P_{\mathcal{U}^\perp} + P_{\mathcal{U}^\perp}, \quad Q_{\mathcal{V}} := \gamma P_{\mathcal{V}^\perp} + P_{\mathcal{V}^\perp}$$

and $\lambda, \gamma$ depend on the maximum principal angle.

Eftekhar et al. in [13] proves that the number of required observations can be reduced compared to the standard nuclear norm minimization in the presence of prior information. Their approach assigns the whole prior subspaces with a single weight that is chosen by maximizing the coherence of the interested matrix. Penalizing the whole subspaces with a single weight seems to be not reasonable since the directions within subspaces have different angles with those of the ground-truth matrix. Thus, it would be better to penalize the far directions more while encouraging the close ones via assigning multiple weights. Further, their approach only works when the prior subspaces are sufficiently close to the ground-truth ones. In [14], the authors propose a similar weighting strategy as in [13] for low-rank matrix recovery problem. Their approach for choosing the weights is to weaken the restricted isometry property (RIP) condition of the measurement operator and is completely different from what the current work will offer.

Unfortunately, many measurement operators (including matrix completion framework) fail to satisfy RIP and thus this approach can not be applied to matrix completion problem. Further, unlike [13], the considered prior subspaces in [14] can be either far or close to the ground-truth subspaces. In other words, [14] has shown that far prior subspaces can be beneficial in improving the performance of low-rank matrix recovery. There are also some works of different flavor in matrix completion such as [21], [22] which amounts to designing algorithms for recovering coherent low-rank matrices. Despite these efforts, it is still vague to what extent does prior knowledge help (or hurt) matrix completion.

Another related work with the same model as [12] is [12] where optimal weights are designed based on statistical dimension theory in full contrast to other works that deal with the RIP bound. However, statistical dimension theory is not applicable to many measurement models such as matrix completion framework. It is worth mentioning that our interest in weighted matrix completion is inspired by a closely related field known as compressed sensing [23], [24], which Needell et al. in [25] present recovery conditions for weighted $\ell_1$-minimization when there are several available prior information about the support of a sparse signal. This prior information is organized into several sets where each contributes to the support with a certain degree of precision and these sets are assigned non-uniform weights. It is equally important to note the term “non-uniform weights” points out to multiple different weights which are employed interchangeably in this paper. This work can actually be regarded as an extension of [25] to the matrix completion case. In order to penalize different directions of the ground-truth matrix, we use non-uniform weights. Despite the general idea, our used tools and analysis in the current work substantially differs from those in [25] and involves highly challenging and non-trivial mathematical steps.

C. Outline and Notations

The paper is organized as follows: In Section II we review the uniform (single) weighted strategy introduced in [13] with more details. In Section III we present our main results which amounts to proposing a non-uniform weighted nuclear norm minimization. In Sections IV some numerical results are provided which verify the superior performance of our method. Finally, in Section V the paper is concluded.

Throughout the paper, scalars are indicated by lowercase letters, vectors by lowercase boldface letters, and matrices by uppercase letters. The trace and hermitian of a matrix are shown as $\text{Tr}(\cdot)$ and $(\cdot)^H$, respectively. The Frobenius inner product is defined as $\langle A, B \rangle_F = \text{Tr}(A^HB^H)$. $\| \cdot \|$ denote the spectral norm and $X \succeq 0$ means that $X$ is a semidefinite matrix. We describe the linear operator $A : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^p$ as $AX = [\langle X, A_1 \rangle_F, \cdots, \langle X, A_p \rangle_F]^T$ where $A_i \in \mathbb{R}^{m \times n}$. The adjoint operator of $A$ is defined as $A^*y = \sum_{i=1}^p y_i A_i$ and $I$ is the identity linear operator i.e. $IX = X$.

II. SINGLE WEIGHT NUCLEAR NORM MINIMIZATION

In this section, we explain the strategy of single weight penalization employed in [13].
Definition 1 (12). Assume $\mathcal{U} \in \mathbb{R}^n$ is an $r$-dimensional subspace and $P_{\mathcal{U}}$ indicates orthogonal projection onto that subspace, then the coherency of $\mathcal{U}$ is defined as:

$$\mu(\mathcal{U}) := \frac{n}{r} \max_{i \leq j \leq n} \|P_{\mathcal{U}}e_i\|^2,$$

where $e_i \in \mathbb{R}^n$ is the canonical vector having 1 in the $i$-th location and zero elsewhere. In order to define principal angles between subspaces $\mathcal{U}$ and $\mathcal{V}$, let $r$ and $r'$ represent dimensions of $\mathcal{U}$ and $\mathcal{V}$, respectively. For each pair of subspaces, consider the non-matrix $2$-dimensional subspaces $\mathcal{U}$ and $\mathcal{V}$ as prior subspace information forming angles with $\mathcal{U}_r$ and $\mathcal{V}_r$, respectively. We optimize the weights according to values of the principal angles. Theorem 1 below provides performance guarantees for both noiseless and noisy matrix completion and uniform weighting strategy is a special case of it.

Theorem 1 (4). Assume $X_r = U_r\Sigma_rV_r^H \in \mathbb{R}^{n \times n}$ be a truncated SVD from matrix $X \in \mathbb{R}^{n \times n}$, for an integer $r \leq n$ and let $X_{r+} = X - X_r$ indicates the residual. Consider $\mathcal{U}$ and $\mathcal{V}$, as prior subspace information of $\mathcal{U}_r = \text{span}(U_r)$ and $\mathcal{V}_r = \text{span}(V_r)$, respectively. Assume $\eta(X_r) = \max \mu_r(\mathcal{U}_r) \max \nu_r(\mathcal{V}_r)$ indicates the coherence of $X_r$. Additionally, let $\tilde{\mathcal{U}}$ and $\tilde{\mathcal{V}}$ represent orthonormal bases for $\text{span}(U_r, U_r)$ and $\text{span}(V_r, V_r)$, respectively. For $\lambda, \gamma \in (0, 1]$, if $\tilde{X}$ is a solution to (4), then

$$\|	ilde{X} - X\|_F \lesssim \frac{\|X_{r+}\|_2}{\sqrt{p}} + e\sqrt{\frac{p}{n}}$$

provided that

$$1 \geq p \geq \max \left\{ \log(\alpha_4n), 1 \right\} \left\{ \frac{\eta(X_r)\log n}{\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)} \right\}\right.$$  

$$\max \left[ 1 + \frac{\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)}{\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)} \right], 1 \right\}$$

$$\alpha_3 \leq \frac{1}{8}$$

(11)

where $\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)$ represents the coherency of $\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H$ and

$$\alpha_1 := \frac{\lambda_1^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}{\lambda_1^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)} \frac{\lambda_2^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}{\lambda_2^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}$$

$$\alpha_2 := \frac{\lambda_1^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}{\lambda_1^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)} \frac{\lambda_2^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}{\lambda_2^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}$$

$$\alpha_3 := \frac{\lambda_1^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}{\lambda_1^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)} \frac{\lambda_2^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}{\lambda_2^2 \cos^2 \theta_u(1) + \sin^2 \theta_u(1)}$$

Remark 1. By taking $\lambda = \gamma = 1$, the problem reduces to the standard unweighted non uniform minimization problem (5), i.e. it leads to $\alpha_1 = 1$, $\alpha_2 = 4$ and $\alpha_3 = 0$. Thus, (11) will change to

$$1 \geq p \geq \frac{\eta(X_r)r\log^2 n}{n} \left( 1 + \frac{\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)}{\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)} \right)$$

Further, due to the term $\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)$, the probability of an element being observed is worse than $\eta(X_r)\log n$.

III. NON-UNIFORM WEIGHTING

In this section, we generalize the single (or uniform) weighted matrix completion with nuclear norm minimization approach (13), to the non-uniform weights. Consider $\mathcal{U}_r$ and $\mathcal{V}_r$ as prior subspace information forming angles with $\mathcal{U}_r$ and $\mathcal{V}_r$, respectively. For each pair of subspaces, consider the non-increasing principal angle vectors defined below to indicate the accuracy of prior information:

$$\theta(u) = \angle[\mathcal{U}, \tilde{\mathcal{U}}], \theta(v) = \angle[\mathcal{V}, \tilde{\mathcal{V}}]$$

Assume $\eta(X_r) = \max \mu_r(\mathcal{U}_r) \max \nu_r(\mathcal{V}_r)$ indicate the coherence of $X_r$. Additionally, let $\tilde{\mathcal{U}}$ and $\tilde{\mathcal{V}}$ represent orthonormal bases for $\text{span}(U_r, U_r)$ and $\text{span}(V_r, V_r)$, respectively. For $\Lambda_i, \Gamma_i, \in (0, 1]$, let $\tilde{X}$ be a solution to (4). Then,

$$\|	ilde{X} - X\|_F \lesssim \frac{\|X_{r+}\|_2}{\sqrt{p}} + e\sqrt{\frac{p}{n}}$$

provided that

$$1 \geq p \geq \max \left\{ \log(\alpha_4n), 1 \right\} \left\{ \frac{\mu(X_r)\log n}{\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)} \right\}\right.$$  

$$\max \left[ 1 + \frac{\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)}{\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)} \right], 1 \right\}$$

$$\alpha_6 \leq \frac{1}{4}$$

(15)

where $\eta(\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H)$ is the coherence of $\tilde{\mathcal{U}}\tilde{\mathcal{V}}^H$ and

$$\alpha_4 := \frac{\alpha_4(u_i, v_i, \lambda(i), \gamma_1(i))}{\max \left( \lambda_1(i)^2 \cos^2 \theta_u(i) + \sin^2 \theta_u(i), \lambda_1(i)^2 \cos^2 \theta_v(i) + \sin^2 \theta_v(i) \right)} \frac{\lambda_1(i)^2 \cos^2 \theta_u(i) + \sin^2 \theta_u(i)}{\lambda_1(i)^2 \cos^2 \theta_v(i) + \sin^2 \theta_v(i)}$$

$$\alpha_5 := \frac{\alpha_5(u_i, \lambda(i), \gamma_1(i))}{\max \left( \lambda_1(i)^2 \cos^2 \theta_u(i) + \sin^2 \theta_u(i), \lambda_1(i)^2 \cos^2 \theta_v(i) + \sin^2 \theta_v(i) \right)} \frac{\lambda_1(i)^2 \cos^2 \theta_u(i) + \sin^2 \theta_u(i)}{\lambda_1(i)^2 \cos^2 \theta_v(i) + \sin^2 \theta_v(i)}$$


of generality can be defined in such a way that the known principal angles between subspaces $X$ and $V$ are obtained by numerical optimization. We use a perturbation matrix $L$ with $\alpha \in [0, 0.90]$ and $\theta \in [0, 0.90]$ as the solution of the problem, the normalized recovery error (NRE) is defined as: $\text{NRE} := \frac{\|X - \hat{X}\|_F}{\|X\|_F}$. NRE less than $10^{-4}$ shows a successful experiment.

Success rate and NRE (in the noiseless case) are shown in Fig. 1. In this experiment, prior information is assumed to have good accuracy, and the principal angles between subspaces are considered as $\theta_u = [1.32, 1.72, 2.11, 3.07]$ and $\theta_v = [1.08, 1.70, 2.37, 2.73]$ degrees. As it can be observed, matrix completion with non-uniform weights outperforms the standard problems and unweighted algorithm.

In Fig. 2, we investigate a case with similar parameters assuming $\theta_u = [2.01, 8.28, 15.55, 20.26]$ and $\theta_v = [2.09, 10.5, 19.45, 22.00]$ with the difference that some directions are accurate and some are not. As expected, we see that matrix completion with non-uniform weights performs better than other methods.

In Fig. 3, we consider prior information with weak accuracy, i.e. $\theta_u = [40.87, 49.63, 50.55, 69.39]$ and $\theta_v = [28.76, 37.83, 40.52, 63.65]$. In this experiment, similar to previous ones, it can be again observed that non-uniformly weighted matrix completion has superior performance compared to the other methods.

V. CONCLUSION

In this work, we designed a novel framework in order to exploit prior subspace information in matrix competition problem. We first developed a weighted optimization problem to promote both prior knowledge and low-rank feature. Then, we proposed a novel theoretical way to obtain the optimal weights by minimizing the required observations. Numerical results were also provided which demonstrate the superior accuracy of our proposed approach compared to the state-of-the-art methods.

IV. SIMULATION RESULTS

In this section, we provide simulation experiments to represent that non-uniform weighting strategy performs better than uniform weighting approach in matrix completion problem. The simulation results are generated using CVX package and optimal weights are obtained by numerical optimization. Consider a square matrix $X \in \mathbb{R}^{n \times n}$ with $n = 20$ and rank $r = 4$. We use a perturbation matrix $N \in \mathbb{R}^{n \times n}$, with independent Gaussian random elements of mean zero and variance $10^{-4}$ to have $X' = X + N$. Then, we construct the prior subspaces $U_{r', r+4}$ and $V_{r', r+4}$ as spans of $X'$ and $X'^H$, respectively. Also, $\theta_u \in [0, 0.90]^r$ and $\theta_v \in [0, 0.90]^r$ are the known principal angles between subspaces $[U_r, U_{r'}]$ and $[V_r, V_{r'}]$, respectively. The bases $U_r$ and $U_{r'}$ without loss of generality can be defined in such a way that

\[
U_rH \tilde{U}_{r'} = [\cos \theta_u, 0_{r \times r' - r}], \quad V_rH \tilde{V}_{r'} = [\cos \theta_v, 0_{r \times r' - r}]
\]  

i.e. $U_j$ and $\tilde{U}_{r'}$ can be considered as left and right singular matrices of $U_{r}H \tilde{U}_{r'}$. Similar definitions are also done for $V_r$ and $\tilde{V}_{r'}$.
information. There exists orthogonal matrices $U_r, V_r \in \mathbb{R}^{n \times r}$ and $\tilde{U}_{r'}, \tilde{V}_{r'} \in \mathbb{R}^{n \times r'}$ and $B_L, B_R \in \mathbb{R}^{n \times n}$ such that:

$$U_r = \text{span}(U_r), \quad V_r = \text{span}(V_r)$$
$$\tilde{U}_{r'} = \text{span}(\tilde{U}_{r'}), \quad \tilde{V}_{r'} = \text{span}(\tilde{V}_{r'})$$
$$B_L := [U_r \quad U^1_{1,r} \quad U^2_{r'-r} \quad U^3_{n-r-r'}] \in \mathbb{R}^{n \times n}$$
$$B_R := [V_r \quad V^1_{1,r} \quad V^2_{r'-r} \quad V^3_{n-r-r'}] \in \mathbb{R}^{n \times n}$$

(18)

For definitions of the submatrices, see [12, Section VI.A].

The following relation can be concluded from lemma [4]

$$\tilde{U}_{r'} = B_L \begin{bmatrix} \cos \theta_u & -
\sin \theta_u & -I_{r'-r} \end{bmatrix}$$

(19)

Therefore orthogonal projections onto the subspaces $\tilde{U}_{r'}$ and $\tilde{U}_{r'}^\perp$ are:

$$P_{\tilde{U}_{r'}} = \tilde{U}_{r'} \tilde{U}_{r'}^H$$

We also have:

$$Q_{\tilde{U}_{r'}} := \tilde{U}_{r'} \Lambda \tilde{U}_{r'}^H + P_{\tilde{U}_{r'}}^\perp$$
$$= B_L \begin{bmatrix} \Lambda_1 \cos^2 \theta_u + \sin^2 \theta_u 
(I - \Lambda_1) \sin \theta_u \cos \theta_u \end{bmatrix}$$
in which $\Lambda := \left[ \begin{array}{cc} \Lambda_1 & \Lambda_2 \\ \Lambda_2^T & I_{n-r' \times r} \end{array} \right]$.

Now in order to rewrite $Q_{U', V'}$ to contain an upper-triangular matrix, we first define the orthonormal bases:

$$O_L := \left[ \begin{array}{c} \Lambda_1 \cos^2 \theta_u + \sin^2 \theta_u, \Delta_L^{-1} \\ -(I - \Lambda_1) \sin \theta_u \cos \theta_u, \Delta_L^{-1} \\ \Lambda_1 \cos^2 \theta_u + \sin^2 \theta_u, \Delta_L^{-1} \end{array} \right]$$

Now (21) can be rewritten as:

$$Q_{U', V'} = B_L(O_L O_L^H) \left[ \begin{array}{cc} \Lambda_1 \cos^2 \theta_u + \sin^2 \theta_u \\ -(I - \Lambda_1) \sin \theta_u \cos \theta_u \\ \Lambda_1 \cos^2 \theta_u + \sin^2 \theta_u \end{array} \right] B_L^H$$

in which since $\Lambda_1 \geq 0$, $\Delta_L := \sqrt{\Lambda_1^2 \cos^2 \theta_u + \sin^2 \theta_u} \in \mathbb{R}^{n \times n}$ is an invertible matrix. Now (24) can be rewritten as:

$$Q_{U', V'} = B_L O_L L \left[ \begin{array}{cc} \Delta_L \\ -(I - \Lambda_1) \sin \theta_u \cos \theta_u \\ \Lambda_1 \cos^2 \theta_u + \sin^2 \theta_u \end{array} \right] B_L^H$$

$$= B_L O_L L \left[ \begin{array}{cc} \Delta_L \\ L_{11} \quad L_{12} \\ L_{22} \quad \Lambda_2 \end{array} \right] B_L^H$$

$$= B_L O_L L B_L^H.$$
where \( d_i \) is defined as:

\[
d_i(\theta, a, b) := \max_i \left( \frac{a(i)}{\sqrt{\tan^2(i) \cos^2(i) + \sin^2(i)}} - 1 \right)^2 \\
+ \frac{(1 - a(i))^2 \cos^2(i) \sin^2(i)}{a(i)^2 \cos^2(i) \sin^2(i)}
\]

\[
d_2(\theta, a, b) := \max_i (b(i) - 1)^2
\]

The same equalities hold for sub-blocks of \( \textbf{R} \).

Proof. See Appendix D

B. Support Definitions

Let \( X_r \in \mathbb{R}^{n \times n} \) be a rank-\( r \) matrix which is obtained via the truncated SVD of \( X \):

\[
X = X_r + X_r^\perp = U_r X_{r,11} V_r^H + X_r^\perp,
\]

where \( U_r \) and \( V_r \) are some orthogonal bases of column and row spaces of \( X_r \), and thus \( X_{r,11} \) is not necessarily diagonal. Also consider that \( \mathcal{U}_r = \text{span}(U_r) = \text{span}(X_r) \) and \( \mathcal{V}_r = \text{span}(V_r) = \text{span}(X_r^H) \) are column and row subspaces of \( X_r \), respectively. Then the support of \( X_r \) can be defined as:

\[
T := \{ Z \in \mathbb{R}^{n \times n} : Z = P_{U_r} ZP_{\mathcal{V}_r} + P_{U_r} ZP_{\mathcal{V}_r}^T + P_{U_r^T} ZP_{\mathcal{V}_r^T} \} = \text{supp}(X_r),
\]

and the orthogonal projection onto \( T \) and \( T^\perp \) can be defined as

\[
P_T(Z) = P_{U_r} Z + ZP_{\mathcal{V}_r} - P_{U_r} ZP_{\mathcal{V}_r}, P_{T^\perp}(Z) = P_{U_r^T} ZP_{\mathcal{V}_r^T}.
\]

We can rewrite \( T \) using Lemma 1 as

\[
T = \{ Z \in \mathbb{R}^{n \times n} : Z = B_{L} ZB_{R}^H, Z := \begin{bmatrix} \tilde{Z}_{11} & \tilde{Z}_{12} \\ \tilde{Z}_{21} & 0_{n \times r} \end{bmatrix} \} = B_{L} TB_{R}^H,
\]

where \( T \subset \mathbb{R}^{n \times n} \) is the support of \( X_r = B_{L} X_r B_{R}^H \):

\[
T = \{ Z \in \mathbb{R}^{m \times n} : Z := \begin{bmatrix} \tilde{Z}_{11} & \tilde{Z}_{12} \\ \tilde{Z}_{21} & 0_{m \times r} \end{bmatrix} \}.
\]

For arbitrary \( Z := \begin{bmatrix} \tilde{Z}_{11} & \tilde{Z}_{12} \\ \tilde{Z}_{21} & \tilde{Z}_{22} \end{bmatrix} \in \mathbb{R}^{n \times n} \),

the orthogonal projection onto \( T \) and its complement \( T^\perp \) are

\[
P_T(Z) = \begin{bmatrix} \tilde{Z}_{11} & \tilde{Z}_{12} \\ \tilde{Z}_{21} & 0_{n \times r} \end{bmatrix}, \quad P_{T^\perp}(Z) = \begin{bmatrix} 0_r & \tilde{Z}_{22} \\ \tilde{Z}_{21} & \tilde{Z}_{22} \end{bmatrix},
\]

respectively. Since \( Z = B_{L} \tilde{Z} B_{R}^H \), one can say:

\[
P_T(Z) = B_{L} P_T(Z) B_{R}^H, \quad P_{T^\perp}(Z) = B_{L} P_{T^\perp}(Z) B_{R}^H.
\]

APPENDIX B

PROOF OF THEOREM

Proof. For matrix \( X_r \) with rank \( r \), if \( U_r \) and \( V_r \) indicate the orthogonal bases, then column and row subspaces are:

\[
U_r = \text{span}(X_r) = \text{span}(U_r), V_r = \text{span}(X_r^H) = \text{span}(V_r)
\]

and for coherency of the \( i \)th row and \( j \)th column of \( X_r \) we have

\[
\mu_i = \mu_i(U_r) := \frac{1}{r} \| U_{r}[i, .] \|_2^2 \quad i \in [1 : n] \\
\nu_j = \nu_j(V_r) := \frac{1}{r} \| V_{r}[j, .] \|_2^2 \quad j \in [1 : n]
\]

As we can see in these definitions, coherency of subspaces are independent from selection of orthogonal bases. According to Definition \( \text{Definition 8} \) and \( \text{Definition 10} \), the coherency of a matrix is equal to the maximum coherency of subspaces.

\[
\eta(X_r) = \max_i \mu_i(U_r) \vee \max_j \nu_j(V_r)
\]

similarly, for subspaces \( \tilde{U}_r = \text{span}([U, \tilde{U}_r]) \) and \( \tilde{V}_r = \text{span}([V, \tilde{V}_r]) \) we have:

\[
\bar{\mu}_i = \bar{\mu}_i(\tilde{U}_r) \quad i \in [1 : n] \quad \bar{\nu}_j = \nu_j(\tilde{V}_r) \quad j \in [1 : n]
\]

For simplicity and in order to use coherency between subspaces, we define a diagonal matrix as:

\[
\mu = \begin{bmatrix} \mu_1 & & \\
& \ddots & \\
& & \mu_n \end{bmatrix}
\]

although only \( \mu_i \) is considered in this definition, but it can be expanded for other coherencies.

let \( \| A \|_{2 \rightarrow \infty} \) be the maximum \( \ell_2 \)-norm of rows in \( A \), then

\[
\| \frac{\mu r}{n} \|^{\frac{1}{r}} U_r \|_{2 \rightarrow \infty} = 1, \| \frac{\mu r}{n} \|^{\frac{1}{r}} V_r \|_{2 \rightarrow \infty} = 1
\]

\[
\| \frac{\mu r}{n} \|^{\frac{1}{r}} U'_r \|_{2 \rightarrow \infty} \leq \sqrt{r' + r \max \frac{\bar{\mu}_i}{\mu_i}}
\]

\[
\| \frac{\mu r}{n} \|^{\frac{1}{r}} V'_r \|_{2 \rightarrow \infty} \leq \sqrt{r' + r \max \frac{\bar{\nu}_j}{\nu_j}}
\]

considering \( U \) as the orthogonal bases of \( U \), correctness of above equations can be provided by:

\[
\| \frac{\mu r}{n} \|^{\frac{1}{r}} U_r \|_{2 \rightarrow \infty} = \max_i \| U_i'[i, .] \|_2 \\
\leq \max_i \| \tilde{U}_r[i, .] \|_2 \leq \sqrt{\max_i \frac{\bar{\mu}_i}{\mu_i} \dim(\tilde{U}_r)} \\
\leq \sqrt{r' + r \max \frac{\bar{\mu}_i}{\mu_i} (\dim(\tilde{U}_r) \leq r' + r)}
\]

where the third inequality of \( \text{44} \) is followed by \( U_r' \subset \tilde{U} \). According to the definition of sampling operator in \( \text{11} \), we can say:

\[
\| R_{\Lambda}(X) \|_F = \sum_{i,j=1}^n \eps_{ij} X[i, j] C_{i,j}
\]
Now, we provide some properties of sampling operator, which is imperative for developing our main theory. In order to list these properties, at first we define following norms. Assume \( \mu(x) \) and \( \mu(x, 2) \) measure the weighted \( \ell_{\infty} \)-norm and the maximum weighted \( \ell_2 \)-norm of rows of a matrix, respectively. For a square matrix \( Z \in \mathbb{R}^{n \times n} \) we set:

\[
\|Z\|_{\mu(x)} = \left(\sum_{i,j} \frac{\mu_i}{n} Z[i,j]^2\right)^{1/2} = \max_{i,j} \sqrt{\frac{n}{\mu_i}} |Z[i,j]| \quad \text{and} \quad \|Z\|_{\mu(x, 2)} = \left(\sum_{i,j} \frac{\mu_i + \nu_j}{n} |Z[i,j]|^2\right)^{1/2}
\]

Lemma 3. Considering the sampling operator defined in (1), also assuming \( T \) as support of \( X_r \) and \( P_T \) as the orthogonal projection onto the support, then

\[
\| (P_T - P_T \circ \Omega) (Z) \|_{F \rightarrow F} \leq \frac{1}{2}
\]

on condition that

\[
\frac{(\mu_i + \nu_j) r \log n}{n} \leq p_{ij} \leq 1 \quad \forall i, j \in [1 : n].
\]

Lemma 4. Considering the assumptions in Lemma 3 for every fixed matrix \( Z \), we expect

\[
\| (I - \Omega)(Z) \| \leq \|Z\|_{\mu(x)} \quad \text{under the same condition of Lemma 3.}
\]

Lemma 5. Considering the assumptions in Lemma 3 for every fixed matrix \( Z \) that \( P(Z) = Z \), we expect

\[
\| (P_T - P_T \circ \Omega \circ P_T)(Z) \|_{\mu(x, 2)} \leq \frac{1}{2} \|Z\|_{\mu(x, 2)} + \frac{1}{2} \|Z\|_{\mu(x)}
\]

under the same condition of Lemma 3.

Lemma 6. Considering the assumptions in Lemma 3 for a fixed matrix \( Z \in T \),

\[
\| (P_T - P_T \circ \Omega \circ P_T)(Z) \|_{\mu(x)} \leq \frac{1}{2} \|Z\|_{\mu(x)}
\]

In some cases, we will use \( \Omega_{\Omega} \) instead of \( \Omega \), which is defined as:

\[
\Omega_{\Omega}(Z) = B^H_B \Omega(Z) B^H_B B_R \quad \text{(48)}
\]

In accordance with the sampling operator \( \Omega \), we define the orthogonal projection \( P_p(Z) \) in order to project the input to the support of \( \Omega \):

\[
P_p(Z) = \sum_{i,j=1}^n \epsilon_{ij} Z[i,j] C_{ij} \quad \text{(49)}
\]

so similar to \( \Omega_{\Omega} \) and \( P_p \), we have:

\[
\Omega_p(Z) = B^H_B P_p(B_L Z B^H_B) B_R \quad \text{(50)}
\]

In the following we provide some principal features about the recent defined variables.

Lemma 7. For an arbitrary matrix \( Z \) and \( \Omega(Z) = Z B^H_R Z B_R \) and for operators \( P_p, P_T, \Omega, \) and \( \Omega \), we have:

\[
\langle Z, \Omega(Z) \rangle = \langle Z, \Omega(Z) \rangle \quad \text{(51)}
\]

\[
\| \Omega(Z) \|_F = \| \Omega(Z) \|_F \quad \text{(52)}
\]

Also if \( 0 \leq l \leq h , \leq 1 \) and \( p_{ij} \in [l, h] \), then

\[
\| \Omega \circ \Omega \| \leq \Omega(l) \quad \text{(53)}
\]

in the last two equations and for operators \( A(\cdot) \) and \( B(\cdot) \), \( A(\cdot) \geq B(\cdot) \) means that for every matrix \( Z \), \( \langle Z, A(Z) \rangle \geq \langle Z, B(Z) \rangle \), so finally

\[
\| P_p(Z) \|_F \leq h \| \Omega(Z) \|_F \quad \text{(54)}
\]

Now considering these lemmas, let’s complete the proof of Theorem [14].

Consider \( X = X_r \) be a rank \( r \) matrix and our observation is measured in a noisy environment. Let \( X \) and \( H := X - X \) be the solution and the estimation error of [4]. Then one can say:

\[
\| Q_{\hat{U}_r} X H Q_{\hat{V}_r} \| \leq \| Q_{\hat{U}_r} X Q_{\hat{V}_r} \| \quad \text{(55)}
\]

for the right side of (56) we have:

\[
\| Q_{\hat{U}_r} X Q_{\hat{V}_r} \| \leq \| Q_{\hat{U}_r} X Q_{\hat{V}_r} \| \quad \text{(56)}
\]

which is held since \( B_R, O_R, B_L \) and \( O_L \) are orthogonal. For the left side of (56) we have:

\[
\| Q_{\hat{U}_r} X + H Q_{\hat{V}_r} \| \leq \| Q_{\hat{U}_r} X + H Q_{\hat{V}_r} \| \quad \text{(57)}
\]

replacing these two upper and lower bounds in (56) and considering convexity of nuclear norm we have:

\[
\langle L H R_h^H, G \rangle \quad \text{(58)}
\]

In (59), \( A \| \text{indicates the sub-differential of nuclear norm at point } A \). In order to fully describe sub-differential, let \( \text{ran}(X) = \text{ran}(X) = r \) and for non-zero
weights \( \text{rank}(L_1 x_{11} R_{11}) = r \). Consider svd for matrix \( L_1 x_{r,11} R_{11} = U_r \Sigma_r \nu_r^{H} \).

Also let \( S \) be the sign matrix defined as:

\[
S := \begin{bmatrix} S_{11} & 0_{n-r} \end{bmatrix} := \begin{bmatrix} U_r \nu_r^{H} & 0_{n-r} \end{bmatrix}
\]  

(60)

Finally the sub-differential is defined as:

\[
\partial \left\{ \begin{bmatrix} L_1 x_{r,11} R_{11} & 0_{n-r} \end{bmatrix} \right\}_p
= \left\{ G \in \mathbb{R}^{n \times n} : \begin{bmatrix} S_{11} & G_{22} \end{bmatrix} \in \mathbb{R}^{(n-r) \times (n-r)} \right\}
\]

and \( \| G_{22} \| \leq 1 \}

\[
\{ G \in \mathbb{R}^{n \times n} : \mathcal{P}_{T}(G) = S = \begin{bmatrix} S_{11} & 0_{n-r} \end{bmatrix} \}
\]

and \( \mathcal{P}_{T}(G) \leq 1 \}

(61)

Considering (60) we have:

\[
\text{rank}(S) = \text{rank}(S_{11}) = r, \| S \| = \| S_{11} \| = 1
\]

\[
\| S \|_F = \| S_{11} \|_F = \sqrt{r}
\]

Then according to all above equations and for \( \| G_{22} \| \leq 1 \), (59) will be changed to:

\[
\langle LHR^{H}, S \rangle + \begin{bmatrix} 0_r & S_{22} \end{bmatrix} \leq 0
\]

(63)

where (63) is held due to the fact that spectral norm is the dual of nuclear norm. Also the matrices \( S' \) and \( L' \) are defined as below:

\[
S' := \begin{bmatrix} L_1 S_1 S_{11} R_{11} & L_1 S_1 S_{11} R_{12} \\ L_1 H S_1 S_{11} R_{11} & L_1 H S_1 S_{11} R_{12} \end{bmatrix}
\]

\[
L' := \begin{bmatrix} 0_r & L_{22} \\ \Lambda_2 & I_{n-r' - 2r} \end{bmatrix}
\]

It is worth mentioning that \( S \in T \). Here are some properties of matrix \( S' \):

\[
\| S' \|_F = \left\| \begin{bmatrix} L_1 S_1 S_{11} R_{11} & L_1 S_1 S_{11} R_{12} \\ L_1 H S_1 S_{11} R_{11} & L_1 H S_1 S_{11} R_{12} \end{bmatrix} \right\|_F
\]

\[
\leq \left\| \begin{bmatrix} L_1 S_1 S_{11} R_{11} & L_1 S_1 S_{11} R_{12} \\ L_1 H S_1 S_{11} R_{11} & L_1 H S_1 S_{11} R_{12} \end{bmatrix} \right\|_F
\]

\[
= \sqrt{\max \left( \begin{array}{c} \lambda_1 (i)^{2} \cos^{2} \theta_u (i) + \sin^2 \theta_u (i) \\ \lambda_1 (i)^{2} \cos^{2} \theta_v (i) + \sin^2 \theta_v (i) \end{array} \right)}
\]

(65)

The second and the last inequality of (65) are held due to \( \| AB \|_F \leq \| A \| \| B \|_F \). Considering (63), (64) will be written as:

\[
0 \geq \langle H, S' \rangle + \langle H_{22}, L_1 H S_{11} R_{12} \rangle + \| L' \| \mathcal{P}_{T}^{-1} (H^{T}) \|_F
\]

\[
\geq \langle H, S' \rangle - \| \mathcal{P}_{T}^{-1} (H) \|_F \| L_{22} S_{11} R_{12} \| + \mathcal{P}_{T}^{-1} (H) \|_F
\]

\[
= \| \mathcal{P}_{T}^{-1} (H) - L' \mathcal{P}_{T}^{-1} (H) \|_F
\]

\[
= \| \mathcal{P}_{T}^{-1} (H) \|_F + (1 - \| L_{22} S_{11} R_{12} \|) \| \mathcal{P}_{T}^{-1} (H) \|_F
\]

\[
= \| \mathcal{P}_{T}^{-1} (H) \|_F + (1 - \| L_{22} S_{11} R_{12} \|) \| \mathcal{P}_{T}^{-1} (H) \|_F
\]

\[
\geq \| \mathcal{P}_{T}^{-1} (H) \|_F + (1 - \| L_{22} S_{11} R_{12} \|) \| \mathcal{P}_{T}^{-1} (H) \|_F
\]

\[
= \langle H, S' \rangle + (1 - \| L_{22} S_{11} R_{12} \|) \| \mathcal{P}_{T}^{-1} (H) \|_F
\]

\[
= \langle H, S' \rangle + (1 - \| L_{22} S_{11} R_{12} \|) \| \mathcal{P}_{T}^{-1} (H) \|_F
\]

\[
= \langle H, S' \rangle + (1 - \| L_{22} S_{11} R_{12} \|) \| \mathcal{P}_{T}^{-1} (H) \|_F
\]

(64)
Let \( \alpha \) and there exists a matrix \( \Pi \) in which the first inequality holds due to (64), the second one holds:

\[
\langle H, S' \rangle + (1 - \alpha_6) \cdot \| P_{T^\perp} (H) \|_F
\]

in which (64) and (66) are as defined in (33) and (64), respectively. As long as for \( i, j \in [1 : n] \):

\[
\max[\log(\omega_n), 1, \frac{(\rho_i + \rho_j)^r \log n}{n}] \cdot \max[\alpha_5 \cdot \frac{1}{\rho_i} + \frac{1}{\rho_j}, 1] \leq \rho_{ij} \leq 1
\]

then (68) holds:

\[
\| (P_T - P_T^\perp \circ \hat{P}_p \circ P_T)(\cdot) \|_{F \rightarrow F} \leq \frac{1}{2}
\]

and there exists a matrix \( \Pi \in \mathbb{R}^{n \times n} \) that ensures (69) to (71):

\[
\| S - P_T(\Pi) \|_F \leq \frac{1}{\sqrt{4V}}
\]

\[
P_{T^\perp}(\Pi) \leq \frac{1}{2}
\]

\[
\hat{P}_p = \Pi
\]

where \( \alpha_4 \) and \( \alpha_5 \) can be defined as:

\[
\alpha_4 = \sum_{i} (u_i, v_i, \lambda_1(i), \gamma_1(i)) := \\
\sqrt{\max_i \left( \frac{\lambda_1(i)^4 \cos^2 \theta_u(i) + \sin^2 \theta_u(i)}{\lambda_1(i)^2 \cos^2 \theta_u(i) + \sin^2 \theta_u(i)} \right)} \\
\sqrt{\max_i \left( \frac{\gamma_1(i)^4 \cos^2 \theta_v(i) + \sin^2 \theta_v(i)}{\gamma_1(i)^2 \cos^2 \theta_v(i) + \sin^2 \theta_v(i)} \right)} \\
\alpha_5 = \sum_{i} (\rho_i, \theta_u(i), \theta_v(i), \lambda_1(i), \gamma_1(i)) := \\
\sqrt{\max_i \left( \frac{\lambda_1(i)^2 \cos^2 \theta_u(i) + \sin^2 \theta_u(i)}{} \right)} \\
\sqrt{\max_i \left( \frac{\gamma_1(i)^2 \cos^2 \theta_v(i) + \sin^2 \theta_v(i)}{} \right)}
\]

So now, according to Lemma [8] there exists a \( \Pi \) ensures (69) to (71). Thus, (64) can be re-written as:

\[
(\frac{1}{2} - \alpha_6) \cdot \| P_{T^\perp} (H) \|_F \leq \| P_{T^\perp} (H) \|_F
\]

for \( \alpha_6 \leq 1 \), (73) is equivalent to:

\[
(\frac{1}{2} - \alpha_6) \cdot \| P_{T^\perp} (H) \|_F \leq \frac{1}{\sqrt{4V}} \cdot \| P_{T^\perp} (H) \|_F
\]

In order to calculate upper bound of (74) first consider:

\[
\| (P_{T^\perp} \circ \hat{P}_p \circ P_{T^\perp})(\cdot) \|_{F \rightarrow F} \leq \frac{1}{2}
\]

Thus, combining and combining (77) and (78) leads to:

\[
\| P_{T^\perp} (H) \|_F \leq \frac{\sqrt{2}}{\lambda} \| P_{T^\perp} (H) \|_F
\]

Finally considering (79), (74) leads to:

\[
(\frac{1}{2} - \alpha_6) \cdot \| P_{T^\perp} (H) \|_F \leq \frac{1}{\sqrt{4V}} \cdot \| P_{T^\perp} (H) \|_F
\]
Although we explained results and proof for column space but loss of generality suppose that

\[ \|\hat{X} - X\|_F \leq \frac{\sqrt{n}}{l} \|Q_{\mathcal{U}_r} X + \varepsilon\| + \frac{e^{\sqrt{n}h^2}}{l} \]

\[ \frac{\sqrt{n}}{l} \|Q_{\mathcal{U}_r} X\| + \frac{e^{\sqrt{n}h^2}}{l} \]

(82)

\[ \|\hat{X} - X\|_F \leq \frac{\sqrt{n}}{l} \|X_r\| + \frac{e^{\sqrt{n}h^2}}{l} \]

(83)

\[ L_{11} = \|\Delta_L\| = \sqrt{\max_i \left( \lambda_i^2 \cos^2 \theta_u(i) + \sin^2 \theta_u(i) \right)} \]

\[ L_{12} = \sqrt{\max_i \left( (1 - \lambda_i^2) \cos^2 \theta_u(i) + \sin^2 \theta_u(i) \right)} \]

\[ I_r - \Lambda L_1 \]

\[ I_r - L_22 \]

APPENDIX C

PROOF OF LEMMA [8]

As mentioned in the Lemma 3, \( U_r \) and \( \hat{U}_r \) are orthogonal bases of subspaces \( \mathcal{U}_r \) and \( \hat{U}_r \), respectively. Now without loss of generality suppose that

\[ U_r^H \hat{U}_r = [\cos \theta_u \ 0_{r \times r' - r}] = U_r^H \hat{U}_r \in \mathbb{R}^{n \times r'} \]

where \( \hat{U}_1.r \in \mathbb{R}^{n \times r} \) and \( \hat{U}_2.r \in \mathbb{R}^{n \times r'} \) are orthogonal bases for subspaces \( \hat{U}_1.r \subset \hat{U}_r \) and \( \hat{U}_2.r \subset \hat{U}_r \).

For construct orthonormal bases \( B_r \) in (82) we set

\[ U_1' := -(I - U_r U_r^H) \hat{U}_1.r \sin^{-1}(\theta_u) = -P_{\mathcal{U}_r} \hat{U}_1.r \sin^{-1}(\theta_u) \in \mathbb{R}^{n \times r} \]

\[ U_2' := -(I - U_r U_r^H) \hat{U}_2.r \sin^{-1}(\theta_u) = -P_{\mathcal{U}_r} \hat{U}_2.r \in \mathbb{R}^{n \times r'} \]

(85)

and consider

\[ \text{span}(U_{n-r' - r}) = \text{span}(U_r U_{r'})^\perp. \]

Although we explained results and proof for column space but all results exist and honest for row spaces.

APPENDIX D

PROOF OF LEMMA [2]

We use from tow important following point for proof of equalities in Lemma [2]

1) The operator norm of the diagonal matrix is the max element of the matrix.

2) For \( X \in \mathbb{R}^{n \times n} \)

\[ \|X\| = \sqrt{\lambda_{\max}(X^H X)} = \sigma_{\max}(X), \]

where \( \lambda_{\max}(X^H X) \) is largest eigenvalue of \( X^H X \) and \( \sigma_{\max}(X) \) the largest singular value of \( X \) [27, Lemma A.5.]
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