OPTIMIZED VENTCEL-SCHWARZ WAVEFORM RELAXATION AND MIXED HYBRID FINITE ELEMENT METHOD FOR TRANSPORT PROBLEMS
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Abstract. This paper is concerned with the optimized Schwarz waveform relaxation method and Ventcel transmission conditions for the linear advection-diffusion equation. A mixed formulation is considered in which the flux variable represents both diffusive and advective flux, and Lagrange multipliers are introduced on the interfaces between nonoverlapping subdomains to handle tangential derivatives in the Ventcel conditions. A space-time interface problem is formulated and is solved iteratively. Each iteration involves the solution of time-dependent problems with Ventcel boundary conditions in the subdomains. The subdomain problems are discretized in space by a mixed hybrid finite element method based on the lowest-order Raviart-Thomas space and in time by the backward Euler method. The proposed algorithm is fully implicit and enables different time steps in the subdomains. Numerical results with discontinuous coefficients and various Peclét numbers validate the accuracy of the method with nonconforming time grids and confirm the improved convergence properties of Ventcel conditions over Robin conditions.

1. Introduction. Optimized Schwarz waveform relaxation (OSWR) methods are a class of global-in-time domain decomposition methods for parallel solutions of evolution problems. They are iterative algorithms that solve time-dependent problems in the subdomains over the whole time interval and exchange data on the space-time interfaces through transmission operators of Robin or Ventcel [33] types. Ventcel transmission conditions are second-order differential conditions which involve time and tangential derivatives; these conditions were first introduced for steady convection-diffusion problems in [30, 28]. Differently from the classical Schwarz waveform relaxation method which exchanges only Dirichlet data on the interfaces and requires the subdomains to overlap, OSWR methods converge with or without overlap. The Robin or Ventcel transmission conditions include some coefficients that are determined by optimization of the convergence factor, thus the convergence of OSWR is significantly more improved than the classical approach. OSWR methods were first introduced for the advection-reaction-diffusion and wave equations in one
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dimension in [16, 17], then extended to two dimensional convection-diffusion problems in [29]. Analysis of the optimization problems was carried out in [14] and [5] for the Robin and Ventcel transmission conditions applied to the one dimensional advection-diffusion equations; the two-dimensional case was studied in [4]. In addition to enhanced convergence properties, OSWR allows different discretizations in both space and time in the subdomains, which makes the methods well-suited for heterogeneous and coupled problems. In [15, 7, 21, 22, 6, 19], discontinuous coefficients and nonmatching time discretizations were considered where a suitable time projection was employed to exchange information between the subdomains on the space-time interfaces. The method was also applied to the viscous primitive equations of the ocean in [3]. Reviews of OSWR methods can be found in [20, 13].

For flow and transport problems in porous media, it is important to use conservative cell-centered techniques such as mixed methods [9, 32] to obtain accurate approximations of the solutions. The OSWR methods have been extensively studied mostly for the primal formulation with either Lagrange finite element or finite volume discretizations. In the context of mixed formulations, OSWR methods with Robin transmission conditions and nonconforming time grids were studied for pure diffusion problems in [24] and for the advection-diffusion problems in [27, 23]. Operator splitting was used in [27] so that the advection is treated explicitly and the diffusion implicitly, while the method in [23] is fully implicit in time and the problem is discretized in space by mixed hybrid finite elements [31, 10]. In [26], OSWR methods were applied to a reduced fracture model of the flow of a compressible fluid in a porous medium in which the fracture is treated as an interface between two subdomains and the so-called Ventcel-to-Robin transmission conditions were derived for such a model. In [25], optimized Schwarz methods with Ventcel conditions in mixed form were considered for the steady diffusion problems. It should be noted that the convergence of the OSWR method with Ventcel transmission conditions is improved over that with Robin conditions as shown in [5, 4] (where the problem is written in primal form).

The objective of this work is to develop a global-in-time optimized Ventcel-Schwarz method for mixed formulations of the advection-diffusion problem. The method is based on OSWR with Ventcel conditions, though it is not obtained in such a straightforward manner as in the case of primal formulations. In particular, Lagrange multipliers have to be introduced on the interfaces to handle tangential derivatives involved in the Ventcel conditions. We consider nonoverlapping subdomains and formulate the the initial-boundary value problem on the whole domain as a space–time interface problem, through the use of trace operators. Such an interface problem is solved iteratively in which each iteration involves solution of time-dependent subdomain problems with Ventcel boundary conditions. For the spatial discretization, we consider the mixed hybrid finite element method as proposed in [31, 10], in which the flux variable approximates the total flux (i.e. both diffusive and advective flux) and the Lagrange multiplier arising in the hybridization is used to discretize the advective term. Such a mixed hybrid method is fully mass conservative, as accurate as the standard mixed method [11] while it is more efficient in terms of computational cost and robust (with the use of an upwind operator) for problems with high Peclét numbers. The semi-discrete interface problem with mixed hybrid finite elements is derived, and the fully discrete problem is obtained using backward Euler time-stepping. The proposed method is fully implicit and global in time, thus different time steps can be used in the subdomains; data
We rewrite (presented in the following can be generalized to other types of boundary conditions. For a.e. \( t \in (0, T) \), find \( (c(t), \varphi(t)) \in L^2(\Omega) \times H(\text{div}, \Omega) \) such that
\[
(\omega \partial_t c + \nabla \cdot (uc - D\nabla c), \mu) + (c, \mu) = (f, \mu), \quad \forall \mu \in L^2(\Omega),
\]
and
\[
(D^{-1} \varphi, v) - (D^{-1} uc, v) - (c, \nabla \cdot v) = 0, \quad \forall v \in H(\text{div}, \Omega).
\]
For given \( u \in (W^{1,\infty}(\Omega))^2 \), \( f \in C(0, T; L^2(\Omega)) \) and \( c \in H^1_0(\Omega) \), there exists a unique solution to problem (3) as shown in [10, Theorem 3.2].

2. Domain decomposition with Ventcel transmission conditions in mixed form. We consider a decomposition of \( \Omega \) into two nonoverlapping subdomains \( \Omega_1 \) and \( \Omega_2 \) separated by an interface \( \Gamma \) (see Figure 1):
\[
\Omega_1 \cap \Omega_2 = \emptyset; \quad \Gamma = \partial \Omega_1 \cap \partial \Omega_2, \quad \Omega = \Omega_1 \cup \Omega_2 \cup \Gamma.
\]
The formulations given below can be generalized to the case of many subdomains in bands.

For \( i = 1, 2 \), let \( \mathbf{n}_i \) denote the unit outward pointing normal vector field on \( \partial \Omega_i \), and for any scalar, vector or tensor valued function \( v \) defined on \( \Omega \), let \( v_i \) be the restriction of \( v \) to \( \Omega_i \). In order to write the Ventcel transmission conditions, we use the notation \( \nabla_\tau \) and \( \nabla_\tau \cdot \) for the tangential gradient and divergence operators on \( \Gamma \) respectively. For \( i = 1, 2 \), we denote by \( \mathbf{u}_i, \mathbf{D}_i \) (and \( \mathbf{D}_i, \tau \)) the tangential component of the trace of \( \mathbf{u}_i \) (respectively, \( \mathbf{D}_i \)) on \( \Gamma \). Problem (2) can be reformulated as an equivalent multidomain problem consisting of the following space-time subdomain problems:

\[
\omega_i \partial_t c_i + \nabla \cdot \varphi_i = f \quad \text{in } \Omega_i \times (0, T),
\]
\[
\varphi_i = -\mathbf{D}_i \nabla c_i + \mathbf{u}_i c_i \quad \text{in } \Omega_i \times (0, T),
\]
\[
c_i(0) = c_0 \quad \text{on } (\partial \Omega_i \cap \partial \Omega) \times (0, T),
\]
\[
c_i(0) = 0 \quad \text{in } \Omega_i,
\]

for \( i = 1, 2 \), \( \omega_i \) being a positive constant. Ventcel transmission conditions on the space-time interface:

\[
\varphi_1 \cdot \mathbf{n}_1 + \varphi_2 \cdot \mathbf{n}_2 = 0 \quad \text{on } \Gamma \times (0, T). \tag{5}
\]

Under sufficient regularity, one may replace (5) by the following Ventcel transmission conditions on \( \Gamma \times (0, T) \):

\[
-\varphi_i \cdot \mathbf{n}_i + \alpha_{i,j} c_i + \beta_{i,j} (\omega_j \partial_\tau c_i + \nabla_\tau \cdot (\mathbf{u}_j, \tau c_i - \mathbf{D}_j, \tau \nabla_\tau c_i))
\]
\[
= -\varphi_j \cdot \mathbf{n}_j + \alpha_{j,i} c_j + \beta_{j,i} (\omega_i \partial_\tau c_j + \nabla_\tau \cdot (\mathbf{u}_i, \tau c_j - \mathbf{D}_i, \tau \nabla_\tau c_j)), \tag{6}
\]

for \( i = 1, 2 \) and \( j = (3 - i) \), where \( \alpha_{i,j} \) and \( \beta_{i,j} \) are positive constants. Ventcel or second-order transmission conditions in primal formulations were introduced for stationary problems in [30, 28] and then extended to time-dependent problems in [5, 21, 22]. The parameters \( \alpha_{i,j} \) and \( \beta_{i,j} \) are chosen to optimize the convergence factor as studied in [5, 21]. Note that the transmission conditions (6) reduce to Robin transmission conditions [23] when \( \beta_{i,j} = 0 \).

To write the Ventcel conditions (6) fully in mixed form, we introduce the following Lagrange multipliers on the interfaces \( \Gamma \): \( c_{i,\Gamma} \) representing the concentration trace \( c_i \) on \( \Gamma \), and a vector field \( \varphi_{\Gamma,i} := \mathbf{u}_i, \tau c_{i,\Gamma} - \mathbf{D}_i, \tau \nabla_\tau c_{i,\Gamma} \), for \( i = 1, 2 \) and \( j = 3 - i \). As the coefficients may be discontinuous across the interface, \( \varphi_{\Gamma,i} \) generally is not the tangential component of the trace of \( \varphi_i \) on the interface and it is used as an artificial tool for convergence purposes (it does not have a particular physical meaning). Finally, we denote by

\[
\phi_{i,\Gamma} := (\mathbf{u}_i, \tau - \mathbf{D}_i, \tau \mathbf{D}_j, \tau^{-1} \mathbf{u}_j, \tau)c_{i,\Gamma} + \mathbf{D}_i, \tau \mathbf{D}_j, \tau^{-1} \varphi_{\Gamma,i}, \quad i = 1, 2; \quad j = (3 - i). \tag{7}
\]
the vector field representing the tangential component of the trace of $\varphi_i$ on the interface. We remark that $\varphi_{i,\Gamma}$ is determined from $c_i,\Gamma$ and $\varphi_{i,\Gamma}$, and it is used to exchange Ventcel data with the neighboring subdomain.

The transmission conditions (6) on the space-time interface $\Gamma \times (0, T)$ can be rewritten as

$$-\varphi_i \cdot \mathbf{n}_i + \alpha_{i,j} c_i,\Gamma + \beta_{i,j} (\omega_j \partial_t c_j,\Gamma + \nabla_t \cdot \varphi_{j,\Gamma}) = -\varphi_j \cdot \mathbf{n}_i + \alpha_{i,j} c_j,\Gamma + \beta_{i,j} (\omega_j \partial_t c_j,\Gamma + \nabla_t \cdot \phi_{j,\Gamma}),$$

for $i = 1, 2, j = (3-i)$. Next, we derive the formulation of the global-in-time optimized Ventcel-Schwarz method based on these transmission conditions. We use the so-called Ventcel-to-Ventcel interface operators to rewrite the problems posed in the subdomains as a problem on the space-time interface.

3. Global-in-time optimized Ventcel-Schwarz method. We introduce the interface unknowns

$$\zeta_i := -\varphi_i \cdot \mathbf{n}_i + \alpha_{i,j} c_i + \beta_{i,j} (\omega_j \partial_t c_j + \nabla_t \cdot \varphi_{i,\Gamma}), \quad \Gamma \times (0, T), \text{ for } i = 1, 2. \quad (9)$$

The transmission conditions (8) become

$$\zeta_i - [-\varphi_j \cdot \mathbf{n}_i + \alpha_{i,j} c_j + \beta_{i,j} (\omega_j \partial_t c_j + \nabla_t \cdot \phi_{j,\Gamma})] = 0, \quad \text{on } \Gamma \times (0, T), \quad (10)$$

for $i = 1, 2, j = (3-i)$. Equations (9) are used as Ventcel boundary conditions for the subdomain problems as presented in Subsection 3.1. Then by enforcing the transmission conditions (10), we obtain the space-time interface problem with the two unknowns $\zeta_1$ and $\zeta_2$ as discussed in Subsection 3.2.

3.1. Local problem with Ventcel boundary conditions. For a given function $\zeta \in L^2(0, T; \Theta_R)$ with $\Theta_R := L^2(\Gamma)$, consider the following advection-diffusion problem in subdomain $\Omega_i$ with Ventcel condition on the interface $\Gamma$:

$$\omega_i \partial_t c_i + \nabla \cdot \varphi_i = f \quad \text{in } \Omega_i \times (0, T),$$

$$\varphi_i = -D \nabla c_i + \mathbf{u}_i c_i \quad \text{in } \Omega_i \times (0, T),$$

$$c_i = 0 \quad \text{on } (\partial \Omega_i \cap \partial \Omega) \times (0, T),$$

$$\begin{align*}
-\varphi_i \cdot \mathbf{n}_i + \alpha_{i,j} c_i,\Gamma + \beta_{i,j} (\omega_j \partial_t c_j,\Gamma + \nabla_t \cdot \varphi_{i,\Gamma}) &= \zeta_i \quad \text{on } \Gamma \times (0, T), \\
\varphi_{i,\Gamma} &= \mathbf{u}_i,\Gamma c_i,\Gamma - D_{i,\Gamma} \nabla_t c_i,\Gamma \quad \text{on } \Gamma \times (0, T), \\
c_i(\Gamma) &= c_0 \quad \text{in } \Omega_i, \\
c_i(\Gamma)(0) &= c_0(\Gamma) \quad \text{on } \Gamma,
\end{align*}$$

for $i = 1, 2$ and $j = (3-i)$. Problem (11) can be seen as a coupling of a $d$-dimensional PDE in the subdomain $\Omega_i$ and a $(d-1)$-dimensional PDE on the interface $\Gamma$; both PDEs are written in mixed form. To write the weak formulation for the local problem (11), we introduce the following spaces:

$$M_i = \left\{ \mathbf{p}_i = (\mu_i, \nu_i, \Gamma) \in L^2(\Omega_i) \times L^2(\Gamma) \right\},$$

$$\Sigma_i = \left\{ \mathbf{v}_i = (\mathbf{v}, \mathbf{v}_{G,i}) \in L^2(\Omega_i) \times L^2(\Gamma) : \text{div } \mathbf{v}_i \in L^2(\Omega_i) \text{ and } \beta_{i,j} \text{div } \mathbf{v}_{G,i} - \mathbf{v}_i \cdot \mathbf{n}_i |\Gamma \in L^2(\Gamma) \right\}.$$

For a measurable subset $W$ of $\Omega$, we write $(\cdot, \cdot)_W$ to indicate the inner product on $W$. We define the following bilinear forms on $\Sigma_i \times \Sigma_i, \Sigma_i \times M_i$ and $M_i \times M_i$ respectively:
where

\[ a_i(\varphi_i, \psi_i) = (D_i^{-1}\varphi_i, \psi_i)_{\Omega_i} - (D_i^{-1}\psi_i, \varphi_i)_{\Omega_i} + \left(\beta_{i,j}D_i^{-1}\varphi_{i,j}, \psi_{i,j}\right)_{\Gamma} - \left(\beta_{i,j}D_i^{-1}\psi_{i,j}, \varphi_{i,j}\right)_{\Gamma}, \]

\[ b_i(\varphi_i, \psi_i) = (\nabla \cdot \varphi_i, \mu_i)_{\Omega_i} + (\beta_{i,j} \nabla \cdot \varphi_{i,j} - \varphi_i \cdot \mu_{i,j})_{\Gamma}, \]

\[ \kappa_i(\varphi_i, \psi_i) = (\omega_i c_i, \mu_i)_{\Omega_i} + (\beta_{i,j} \omega_{i,j} c_{i,j}, \mu_{i,j})_{\Gamma}, \quad \kappa_{i,\alpha}(\varphi_i, \psi_i) = (\alpha_{i,j} c_{i,j}, \mu_{i,j})_{\Gamma}, \]

and the linear form on \( M_i \):

\[ L(\psi_i) = (f, \mu_i)_{\Omega_i} + (\zeta, \mu_{i,j})_{\Gamma}. \]

With the defined spaces and forms, the weak form of (11) can be written as follows:

Find \((\varphi_i, \psi_i) \in M_i \times \Sigma_i\) such that

\[
\begin{align*}
    a_i(\varphi_i, \psi_i) - b_i(\varphi_i, \psi_i) & = 0 \quad \forall \psi_i \in \Sigma_i, \\
    \kappa_i(\varphi_i, \psi_i) + \kappa_{i,\alpha}(\varphi_i, \psi_i) & = L(\psi_i) \quad \forall \psi_i \in \Omega_i.
\end{align*}
\]

(12)

An existence and uniqueness result for evolution problems posed in mixed form as (12) is analyzed in [26]. In this paper, we focus on finding the approximate solution using the mixed hybrid finite element method proposed in [31, 10] (see Section 4).

3.2. Space-time interface problem. We aim to derive an interface problem associated with the subdomain problems (4) with Ventcel transmission conditions (10). Toward that end, we introduce the space

\[ H^{1,1}_i(\Omega_i) := \{ \mu \in H^1(\Omega_i) : \mu|_{\partial \Omega \cap \partial \Omega_i} = 0 \text{ and } \mu|_{\Gamma} \in H^1(\Gamma) \}, \]

and define the Ventcel-to-Ventcel operators \( S^{VVI}_i \) as follows:

\[ S^{VVI}_i : L^2(0, T; \Theta_\Gamma) \times L^2(0, T; L^2(\Omega_i)) \times H^{1,1}_i(\Omega_i) \rightarrow L^2(0, T; \Theta_\Gamma) \]

\[ (\zeta, f, c_0) \mapsto S^{VVI}_i(\zeta, f, c_0) = -\varphi_i \cdot \nu_{i,j}\Gamma + \alpha_{i,j} c_{i,j} + \beta_{i,j} (\theta_{i,j} c_{i,j} + \nabla \cdot \varphi_{i,j}) \]

(13)

where \((c_{i,j}, \varphi_{i,j}, c_{i,j}, \varphi_{i,j})\) is the solution of the local Ventcel problem (11), and \(\varphi_{i,j}\) is computed from \(c_{i,j}\) as defined in (7). The interface problem, corresponding to the Ventcel transmission conditions (10), is given by

\[
\begin{align*}
    \zeta_1 & = S^{VVI}_2(\zeta_2, f, c_0), & \text{on } \Gamma \times (0, T), \\
    \zeta_2 & = S^{VVI}_1(\zeta_1, f, c_0),
\end{align*}
\]

(14)

As the problems are linear, we can rewrite (14) equivalently as

\[
\mathcal{S}_V \begin{pmatrix} \zeta_1 \\ \zeta_2 \end{pmatrix} = \mathcal{G}_V (f, c_0), \quad \text{on } \Gamma \times (0, T).
\]

(15)

where

\[
\mathcal{S}_V : (L^2(0, T; \Theta_\Gamma))^2 \rightarrow (L^2(0, T; \Theta_\Gamma))^2, \quad \begin{pmatrix} \zeta_1 \\ \zeta_2 \end{pmatrix} \mapsto \begin{pmatrix} \zeta_1 - S^{VVI}_2(\zeta_2, 0, 0) \\ \zeta_2 - S^{VVI}_1(\zeta_1, 0, 0) \end{pmatrix},
\]

and

\[
\mathcal{G}_V : L^2(0, T; L^2(\Omega)) \times H^{1,1}_i(\Omega) \rightarrow (L^2(0, T; \Theta_\Gamma))^2, \quad (f, c_0) \mapsto \begin{pmatrix} S^{VVI}_2(0, f, c_0) \\ S^{VVI}_1(0, f, c_0) \end{pmatrix}. \]
with $H^1_\omega(\Omega) \coloneqq \{ \mu \in H^1(\Omega) : \mu|_{\partial \Omega} = 0$ and $\mu|_{\Gamma} \in H^1(\Gamma) \}. The weak form of the space-time interface problem (15) is defined as

$$\int_0^T \int_{\Gamma} \mathcal{S}_\Gamma \left( \zeta_1, \theta_1 \right) \cdot \left( \theta_2 \right) = \int_0^T \int_{\Gamma} \mathcal{G}_\Gamma \left( f, \theta_1 \right) \cdot \left( \theta_2 \right), \quad \forall \left( \theta_1, \theta_2 \right) \in \left( L^2(0,T; \Theta_T) \right)^2.$$  

(16)

The interface problem (16) is solved iteratively by either Jacobi algorithm or a Krylov subspace iterative method (e.g., GMRES). The former is equivalent to the OSWR algorithm with Ventcel conditions in mixed form, which reads as follows: starting with given initial guesses $g_{i,j} \in L^2(0,T; \Theta_T)$ for the first iteration:

$$g_{i,j} = -\varphi_j^0 \cdot t_i + \alpha_{i,j} c_{j,1}^0 + \beta_{i,j} \left( \omega_j \partial_t c_{j,1}^0 + \nabla \cdot \phi_j^0 \right),$$

then at each iteration $k = 1, 2, \ldots$, solve the subdomain problems for $i = 1, 2,$ and $j = 3 - i$:

$$\omega_i \partial_t c^k_i + \nabla \cdot \varphi^k_i = f \quad \text{in } \Omega_i \times (0,T),$$

$$\varphi^k_i = -D_i \nabla c^k_i + u_i c^k_i \quad \text{in } \Omega_i \times (0,T),$$

$$-\varphi_j^k \cdot t_i + \alpha_{i,j} c^k_{j,1} + \beta_{i,j} \left( \omega_j \partial_t c^k_{j,1} + \nabla \cdot \phi^k_{j,1} \right)$$

$$= -\varphi_{j-1}^k \cdot t_i + \alpha_{i,j} c_{j,1}^{k-1} + \beta_{i,j} \left( \omega_j \partial_t c_{j,1}^{k-1} + \nabla \cdot \phi_{j,1}^{k-1} \right) \quad \text{on } \Gamma \times (0,T),$$

$$\phi^k_{j,1} = u_{j,1} c^k_{j,1} - D_{j,1} \nabla c^k_{j,1} \quad \text{on } \Gamma \times (0,T),$$

$$c^k_{j,1} \left( 0 \right) = c_0 \quad \text{on } \Omega_i,$n

$$c^k_{j,1} \left( 0 \right) = c_0 \quad \text{on } \Gamma.$$  

(17)

where $\phi_{j,1}^{k-1} = \left( u_{j,1} - D_{j,1} D_{j,1}^{-1} u_{j,1} \right) c^{k-1}_{j,1} + D_{j,1} D_{j,1}^{-1} \phi^k_{j,1,1}$. The convergence of the Ventcel-OSWR algorithm as well as optimization of Ventcel parameters was studied in [5, 22, 4] with primal formulations. We shall verify numerically the convergence of the iterates (17) (after spatial and temporal discretizations) in Section 6.

4. Space-discrete problems with mixed hybrid finite element discretization. We consider the mixed hybrid finite element (MHFE) method proposed and analyzed in [31, 10] for the spatial discretization of the local Ventcel problems (12). The MHFE scheme is based on mixed finite elements together with the hybridization technique, in which the continuity constraint of the normal components of the fluxes over inter-element edges is relaxed via the use of Lagrange multipliers. The Lagrange multipliers are also used to discretize the advection term, which is shown to be efficient for advection-dominant problems [31, 10]. Moreover, the MHFE formulation is very well-suited for using domain decomposition with Ventcel conditions since one has available both the normal trace of the flux and the trace of the concentration (i.e. the Lagrange multiplier) on the interface.

In the following, we consider the two-dimensional problem and assume $\Omega = \left( x_a, x_b \right) \times \left( y_a, y_b \right)$ is a rectangular domain which is decomposed into two subrectangles $\Omega_1$ and $\Omega_2$ by a vertical interface $\Gamma = \{ (x, y) \in \Omega : x = x_\Gamma \}$ for some $x_\Gamma \in \left( x_a, x_b \right)$. Note that the subdomain problems (12) with Ventcel conditions require MHFE discretization in both one and two dimensions. Let $K_{h,i}$, $i = 1, 2,$ be a finite element partition of each $\Omega_i$ into rectangles such that their union $K_h = \cup_{i=1}^2 K_{h,i}$ forms a finite element partition of $\Omega$. We assume the spatial discretization is conforming and denote by $E_h$ the set of edges of elements of $K_{h,1}$ or $K_{h,2}$ that lie
on $\Gamma$. Let $E_{h,i}$ be the set of all edges of elements of $K_{h,i}$:

$$E_{h,i} = E_{h,i}^I \cup E_{h,i}^D \cup E_{h,i}^\partial,$$

where $E_{h,i}^I$ the set of all interior edges and $E_{h,i}^D$ the set of edges on the external boundary $\partial \Omega_i \cap \partial \Omega$, for $i = 1, 2$. Denote by $P_{h,i}^\Gamma$ the set of endpoints $P$ of interface edges $E \in E_{h,i}^\partial$. For $K \in K_h$, let $\mathbf{n}_K$ be the unit, normal, outward-pointing vector field on the boundary $\partial K$; for each edge $E \subset \partial K$, we denote by $\mathbf{n}_E$ the unit normal vector of $E$, outward to $K$. Let $h_K = \text{diam}(K)$ and $h = \max_{K \in \mathcal{K}_h} h_K$. The discrete spaces for the two-dimensional scalar and vector variables are defined based on the lowest-order Raviart-Thomas mixed finite elements:

$$M_{h,i} := \{ \mu \in L^2(\Omega_i) : \mu|_K = \text{constant}, \forall K \in K_{h,i} \},$$

$$\Sigma_{h,i} := \{ \mathbf{v} \in (L^2(\Omega_i))^2 : \mathbf{v}|_K \in \Sigma_K, \forall K \in K_{h,i} \},$$

where $\Sigma_K := \{ \mathbf{v} : K \to \mathbb{R}^2, \mathbf{v} = (a_K + b_Kx, a'_K + b'_Ky), (a_K, b_K, a'_K, b'_K) \in \mathbb{R}^4 \}$, for $K \in K_{h,i}$, is the local Raviart-Thomas space. Note that for the sake of presentation simplicity, we have omitted the use of the subscript $h$ for functions of the finite dimensional spaces. The discrete space for the Lagrange multiplier representing the trace of the concentration on the edges is given by

$$\Lambda_{h,i} := \{ \eta \in L^2(E_{h,i}) : \eta|_E \text{ constant on } E, \forall E \in E_{h,i} \text{ and } \eta|_{\partial E} = 0, \forall E \in E_{h,i}^D \}.$$

In addition, to take into account the interface as part of the subdomain boundary we define the space

$$\Lambda_{h,i}^\Gamma := \{ \eta \in \Lambda_{h,i} : \eta|_{E} = 0, \forall E \in E_{h,i}^\Gamma \}.$$

For the interface, the one-dimensional Raviart-Thomas spaces are given by

$$\Theta_{h,\Gamma} = \{ \theta \in L^2(\Gamma) : \theta|_E = \text{constant on } E, \forall E \in E_{h,i}^\Gamma \},$$

$$\Sigma_{h,\Gamma} := \{ \mathbf{v}_E \in L^2(\Gamma) : \mathbf{v}_E|_E \in \Sigma_{E,\Gamma}, \forall E \in E_{h,i}^\Gamma \},$$

where $\Sigma_{\Gamma,\Gamma} := \{ \mathbf{v}_E : E \to \mathbb{R}, \mathbf{v}_E = a_E + b_Ey, (a_E, b_E) \in \mathbb{R}^2 \}$, for $E \in E_{h,i}^\Gamma$, is the local one-dimensional Raviart-Thomas space. Note that we still use bold fonts for the one-dimensional flux variable and test functions to be consistent with the formulations given in the previous section. The space of the Lagrange multiplier for the one dimensional equation is defined as:

$$\Xi_{h,\Gamma} := \{ \varsigma : P_{h,\Gamma} \to \mathbb{R}, \varsigma(P) = 0 \text{ if } P \in \partial \Gamma \}.$$

For $c_i(t) \in M_{h,i}$ and $\lambda_i(t) \in \Lambda_{h,i}$, we have the representation

$$c_i(t, x, y) = \sum_{K \in K_{h,i}} c_i(K) \chi_K(x, y), \quad \lambda_i(t, y) = \sum_{E \in E_{h,i}} \lambda_i(t) \chi_E(y),$$

where $\chi_K$ and $\chi_E$ are the characteristic functions of element $K \in K_{h,i}$ and edge $E \in E_{h,i}$, respectively. The values $c_i(K)$ and $\lambda_i(E)$ represent the average of the concentration on $K$ and on $E$, respectively.

For $\varphi_i(t) \in \Sigma_{h,i}$, the function is defined locally as

$$\varphi_i(t, x, y)|_K = \sum_{E \subset \partial K} \varphi_i(K, E)(t) w_{KE}(x, y),$$

where $\varphi_i(K, E)$ is the normal flux leaving $K$ through the edge $E$ and the basis functions of the local Raviart-Thomas space $\Sigma_K$ satisfying

$$\int_{E'} w_{KE} \cdot \mathbf{n}_K = \delta_{E, E'}, \forall E' \subset \partial K.$$
Similarly, for \( \varphi_{\Gamma,i}(t) \in \Sigma_{h,\Gamma} \), we have the expression

\[
\varphi_{\Gamma,i}(t, y) = \sum_{\nu \in \partial E} \varphi_{\Gamma,i,\nu}(t) w_{\Gamma,\nu}(y),
\]

where \( \{w_{\Gamma,\nu}\}_{\nu \in \partial E} \) are the basis functions of \( \Sigma_{\Gamma,E} \). We still denote by \( u_i \) the projection of the Darcy velocity on \( \Sigma_{h,i} \) and by \( u_{i,\Gamma} \) the projection of its tangential component on \( \Sigma_{h,\Gamma} \):

\[
u_i := \sum_{K \in T_{h,i}} \sum_{E \subset \partial K} u_{i,K,E} w_{K,E}(x), \quad u_{i,\Gamma} := \sum_{E \in \mathcal{E}_{h}^\Gamma} \sum_{\nu \in \partial E} u_{i,\nu}(w_{\Gamma,\nu}(y)).
\]

### 4.1. Semi-discrete local Ventcel problems.

The mixed hybrid formulation for the local Ventcel problem (12) is given by:

Find \((c_i(t), \varphi_i(t), \lambda_i(t), \varphi_{\Gamma,i}(t), \xi_{\Gamma,i}(t)) \in M_{h,i} \times \Sigma_{h,i} \times \Lambda_{h,i} \times \Sigma_{h,\Gamma} \times \Xi_{h,\Gamma}\) for a.e. \( t \in \mathbb{R}, \) such that

\[
\begin{align*}
&\left(\omega_i \partial_t c_i, \mu\right)_{\Omega_i} + \left(\nabla \cdot \varphi_i, \mu\right)_{\Omega_i} = \left(f, \mu\right)_{\Omega_i}, \quad \forall \mu \in M_{h,i}, \\
&(D_i^{-1} \varphi_i, v)_{\Omega_i} - \sum_{K \in T_{h,i}} \sum_{E \subset \partial K} u_{i,K,E} \lambda_{i,E} (D_i^{-1} w_{K,E}, v)_K - (c_i, \nabla \cdot v)_{\Omega_i} \\
&\quad + \sum_{K \in \mathcal{K}_h} \left(\lambda_{i,E} (v \cdot n_K)\right)_{\partial K} = 0, \quad \forall v \in \Sigma_{h,i}, \\
&\sum_{K \in \mathcal{K}_h} \left(\eta, \varphi_i \cdot n_K\right)_{\partial K} = 0, \quad \forall \eta \in \Lambda_{h,i}^{1,0}, \\
&\left(-\varphi_i \cdot n_i, \theta\right)_{\Gamma} + (\alpha_{ij}, \lambda_i, \theta)_\Gamma + (\beta_{ij} \omega_j \partial_i \lambda_i, \theta)_\Gamma + (\beta_{ij} \nabla \cdot \varphi_{\Gamma,i}, \theta)_\Gamma \\
&\quad = (\zeta, \theta), \quad \forall \theta \in \Theta_{h,\Gamma}, \\
&D_i^{-1} \varphi_{\Gamma,i} (v_\Gamma)_\Gamma - \sum_{E \in \mathcal{E}_{h}^\Gamma} \sum_{\nu \in \partial E} u_{i,\nu,\nu} \xi_{\nu,E} \left(D_i^{-1} w_{\Gamma,\nu,\nu}, v_\Gamma\right)_E \\
&\quad - (\lambda_{i,\Gamma}, \nabla \cdot v_\Gamma)_\Gamma + \sum_{E \in \mathcal{E}_{h}^\Gamma} \left(\xi_{\nu,E} v_\Gamma\right)_{\partial E} = 0, \quad \forall v_\Gamma \in \Sigma_{h,\Gamma}, \\
&\sum_{E \in \mathcal{E}_{h}^\Gamma} \left(\zeta, \varphi_{\Gamma,i}\right)_{\partial E} = 0, \quad \forall \zeta \in \Xi_{h}^\Gamma.
\end{align*}
\]

Note that for the space-discrete advection term in (19), we have used the Lagrange multiplier instead of using the piecewise constant concentration. Such a scheme is shown to give good numerical performance for the case where advection is moderately dominant [31, 23]. For strongly advection-dominated problems, using upwind values are recommended; interested readers are referred to [31, 10] for further details. In addition, equation (20) enforces the continuity of the normal components of the fluxes over inter-element edges so that the vector variable \( \varphi_i \in \Sigma_{h,i} \) belongs to \( H(\text{div}, \Omega_i) \). Similar treatment is done for the one-dimensional equations on the interface (cf. (21)-(23)). By taking the test functions to be basis functions in (18)-(23), we obtain a system of linear equations as shown in Appendix A. Next we formulate the semi-discrete interface problem with MHFE discretization.

### 4.2. Semi-discrete continuous-in-time interface problem.

The semi-discrete Ventcel-to-Ventcel operators \( S_{\nu,i}^V \) are given by

\[
S_{\nu,i}^V (\zeta, f, c_0) = -\varphi_i \cdot n_j + \alpha_{j,i} \lambda_i + \beta_{j,i} (\omega_i \partial_i \lambda_i + \nabla \cdot \phi_{i,\Gamma}) \in L^2(0, \Omega; \Theta_{h,\Gamma}),
\]
where \((c_i(t), \phi_i(t), \lambda_i(t), \varphi_T, \xi_i(t)) \in M_{h,i} \times \Sigma_{h,i} \times \Lambda_{h,i} \times \Sigma_{h,T} \times \Xi_{h,T}\) is the solution to (18)-(23), for \(i = 1, 2\), and \(\phi_{i,T} \in \Sigma_{h,T}\) is determined from \(\lambda_i, \varphi_T, \xi_i\) and \(\xi_{i,T}\), by

\[
\begin{align*}
(\phi_{i,T}, \psi_T)_{\Omega_i} &= \sum_{E \in \mathcal{E}_h^i} \sum_{P \in \partial E} u_{i,T,EP} \xi_{i,P} (w_{T,EP}, \psi_T)_E \\
&- \sum_{E \in \mathcal{E}_h^i} \sum_{P \in \partial E} u_{j,T,EP} \xi_{i,P} \left( \frac{1}{D_{i,T}} D^{-1}_{j,T} w_{T,EP}, \psi_T \right)_E
+ \left( D_{i,T} \frac{1}{D_{j,T}} \varphi_{T,i}, \psi_T \right)_{\Omega_i},
\end{align*}
\]

for all \(\psi_T \in \Sigma_{h,T}\). It should be noted that \(\phi_{i,T}\) is not computed explicitly, i.e. we do not solve (25); instead we will use (25) to calculate the Ventcel data (24) as detailed in the Appendix B.

The space-discrete counterpart of the interface problem (16) is as follows: for a.e. \(t \in (0, T)\),

\[
\begin{align*}
&(\zeta_1, \theta_1)_{\Gamma} - (S_{h,2}^{VV}(\zeta_2, 0, 0, \theta_1))_{\Gamma} = (S_{h,2}^{VV}(0, f, c_0, \theta_1))_{\Gamma}, \\
&(\zeta_2, \theta_2)_{\Gamma} - (S_{h,1}^{VV}(\zeta_1, 0, 0, \theta_2))_{\Gamma} = (S_{h,1}^{VV}(0, f, c_0, \theta_2))_{\Gamma}, \quad \forall (\theta_1, \theta_2) \in (\Theta_{h,T})^2.
\end{align*}
\]

Again, we solve this interface problem iteratively by Jacobi or GMRES; at each iteration, the semi-discrete local Ventcel problem (18)-(23) is solved over the whole time interval in each subdomain. In the next section, we consider the fully discrete interface problem with nonconforming time grids.

5. Nonconforming time discretizations. As the interface problem (26) is global in time, independent time discretizations can be used in the subdomains. Let \(\mathcal{T}_1\) and \(\mathcal{T}_2\) be two different partitions of the time interval \((0, T)\) into sub-intervals (see Figure 2). We denote by \(J_{i,m}\) the time interval \((t_{i,m}, t_{i,m-1}]\) and by \(\Delta t_{i,m} := (t_{i,m} - t_{i,m-1})\) for \(m = 1, \ldots, M_i\) and \(i = 1, 2\). We use the backward Euler method to advance in time implicitly; the same idea can be generalized to higher order methods. We denote by \(P_0(\mathcal{T}_i, \Theta_{h,T})\) the space of piecewise constant functions in time on grid \(\mathcal{T}_i\) with values in \(\Theta_{h,T}\). To exchange data on the space-time interface between different time grids, we use an average-valued projection \(\Pi_{ji}\) from \(P_0(\mathcal{T}_i, \Theta_{h,T})\) onto \(P_0(\mathcal{T}_j, \Theta_{h,T})\) (see [17, 22]):

\[
\Pi_{ji}(\psi)|_{J_{i,m}} = \frac{1}{\Delta t_{j,m}} \sum_{l=1}^{M_j} \int_{J_{j,m} \cap J_{i,l}} \psi, \quad \forall \psi \in P_0(\mathcal{T}_i, \Theta_{h,T}).
\]

This projection is implemented numerically using the algorithm given in [18].
Let \( \zeta_i = (\zeta_i^m)_{m=1}^{M_i} \in P_0(\mathcal{T}_i, \Theta_{h_i}) \), for \( i = 1, 2 \). The fully discrete counterpart of the interface problem (26) is obtained by weakly enforcing the transmission conditions over the time intervals:

\[
\int_{J_{i,m}} \left[ (\zeta_i, \theta_i)_{\Gamma} - \left( \Pi_{ij} \left( S_{h_j}^{V \pi V}(\zeta_j, 0, 0), \theta_j \right) \right)_{\Gamma} \right] \, dt \\
= \int_{J_{i,m}} \left( \Pi_{ij} \left( S_{h_j}^{V \pi V}(0, f, c_0), \theta_j \right) \right)_{\Gamma} \, dt, \quad \forall \theta_i \in \Theta_{h_i}, \forall m = 1, \ldots, M_i,
\]

(28)

where \( S_{h_i}^{V \pi V}(\zeta_i, f, c_0) \in P_0(\mathcal{T}_i, \Theta_{h_i}) \) is computed from the solution to the fully discrete subdomain problem obtained by applying the backward Euler method to (21)-(23) on time grid \( \mathcal{T}_i \):

\[
S_{h_i}^{V \pi V}(\zeta_i, f, c_0) = \left( -\nabla^m \cdot n_j + \alpha_{i,j} \lambda_i^m + \beta_{i,j} \left( \omega_i \left( \frac{\lambda_i^m - \lambda_j^{m-1}}{\Delta t_i^m} \right) + \nabla \cdot \phi_{i,T}^{m} \right) \right)_{m=1}^{M_i},
\]

for \( i = 1, 2 \) and \( j = (3 - i) \).

6. **Numerical experiments.** We study the numerical performance of the global-in-time optimized Ventcel-Schwarz method presented in previous sections. In our numerical experiments, we consider the diffusion tensor \( \mathbf{D}_i = d_i \mathbf{I} \) isotropic and constant on each subdomain, where \( \mathbf{I} \) is the 2D identity matrix. The domain of calculation \( \Omega \) is the unit square which is decomposed into two equal subdomains \( \Omega_1 = (0, 0.5) \times (0, 1) \) and \( \Omega_2 = (0.5, 1) \times (0, 1) \). For the spatial discretization, we consider a conforming rectangular mesh with size \( h_1 = h_2 = h \). For the time discretization, we use different time steps \( \Delta t_1 \neq \Delta t_2 \). Two test cases are presented: Test case 1 with the same constant coefficients in the subdomains to verify the accuracy of the method, and Test case 2 with various discontinuous coefficients corresponding to different Peclét numbers to check the robustness of the method when advection is dominant.

For Ventcel parameters, we consider two choices: the optimized one-sided Ventcel parameters, i.e. \( \alpha_{i,j} = p^* \) and \( \beta_{i,j} = q^* \), and the optimized weighted Ventcel parameters given by:

\[
\alpha_{i,j} = p^* - \frac{u_i \cdot n_j}{2}, \quad \beta_{i,j} = d_j q^*, \quad \text{for} \quad i = 1, 2, \quad j = (3 - i),
\]

(29)

where \( p^* \) and \( q^* \) are positive numbers and are obtained by numerical optimization of the theoretical convergence factor [15, 21]. We also include the results by the optimized two-sided Robin transmission conditions in [23], i.e. with \( \alpha_{i,j} \neq \alpha_{j,i} \) and \( \beta_{i,j} = 0 \), for comparison purposes.

6.1. **Test case 1: with a known analytical solution.** We first verify the accuracy in space and in time of the proposed algorithm by considering a test case with the exact solution is given by

\[
u (x, y, t) = e^{-4t} \sin(\pi x) \sin(\pi y).
\]

Constant parameters are imposed on the whole domain: \( \omega_i = 1, \ u_i = (1, 1)^T \), and \( d_i = 1, \) for \( i = 1, 2 \). The interface problem (28) is solved iteratively by either Jacobi iteration or GMRES with a zero initial guess on the interface; the iteration stops when the relative residual is smaller than \( 10^{-6} \). In Table 1, we show the relative \( L^2(\Omega) \)-norm errors of \( c \) and \( \varphi \) at \( T = 0.1 \) with fixed time step sizes \( \Delta t_1 = T/80 \) and \( \Delta t_2 = T/60 \) and a decreasing mesh size \( h \). These errors are obtained using the optimized Ventcel transmission conditions. We observe that the order of accuracy in
space is preserved with nonconforming time grids. The numbers of Jacobi and GM-
RES iterations are also reported in Table 1 with different choices of the optimized
parameters. The convergence of OSWR methods with optimized Ventcel parameters
is almost independent of the mesh size. This is consistent with the theoretical
result in [5], where it is shown that the convergence factor of the Ventcel-OSWR
method behaves like $1 - O(h^{1/4})$. Moreover, the Ventcel-OSWR method converges
much faster, by nearly a factor of 2, than the Robin-OSWR method. As the coeffi-
cients are continuous, there is not much difference in terms of convergence speed
between the optimized one-sided and weighted Ventcel parameters. GMRES im-
proves slightly the convergence compared to Jacobi iteration.

| $h$ | 1/20 | 1/40 | 1/80 | 1/160 |
|-----|------|------|------|-------|
| $L^2$ errors |     |      |      |       |
| $c$ | 0.0641 | 0.0321 | 0.0160 | 0.0080 |
| $\varphi$ | 0.0453 | 0.0227 | 0.0114 | 0.0057 |
| Jacobi |     |      |      |       |
| 2-sided Robin | 21 | 21 | 23 | 25 |
| 1-sided Ventcel | 11 | 11 | 12 | 13 |
| weighted Ventcel | 11 | 11 | 12 | 13 |
| GMRES |     |      |      |       |
| 2-sided Robin | 16 | 16 | 20 | 22 |
| 1-sided Ventcel | 10 | 11 | 11 | 12 |
| weighted Ventcel | 8 | 10 | 10 | 11 |

Table 1. [Test case 1] Accuracy in space (the convergence rates are shown in square brackets) and numbers of Jacobi and GMRES iterations for different optimized parameters.

Next we fix $h = 1/200$ and decrease the time step sizes with $\Delta t_1 = \frac{3}{4} \Delta t_2$ to verify the order of accuracy in time. In Table 2, we show the relative $L^2(\Omega)$—norm errors of $c$ and $\varphi$ at $T = 1$ by the Ventcel-OSWR method, and numbers of iterations for different algorithms. The results show that the accuracy in time is preserved with nonconforming time grids. The convergence with Jacobi iteration is independent of the time step size while GMRES, though converges faster, slightly depends on $\Delta t$. Again, using optimized Ventcel parameters reduces the number of iterations by nearly half (compared to using optimized Robin parameters).

| $\Delta t_2$ | $T/6$ | $T/12$ | $T/24$ | $T/48$ |
|--------------|-------|-------|-------|-------|
| $L^2$ errors |       |       |       |       |
| $c$ | 0.1859 | 0.0708 | 0.0301 | 0.0145 |
| $\varphi$ | 0.2008 | 0.0768 | 0.0325 | 0.0150 |
| Jacobi |       |       |       |       |
| 2-sided Robin | 33 | 33 | 33 | 35 |
| 1-sided Ventcel | 17 | 17 | 17 | 17 |
| weighted Ventcel | 17 | 17 | 17 | 17 |
| GMRES |       |       |       |       |
| 2-sided Robin | 18 | 18 | 20 | 24 |
| 1-sided Ventcel | 11 | 12 | 13 | 14 |
| weighted Ventcel | 10 | 11 | 12 | 13 |

Table 2. [Test case 1] Accuracy in time (the convergence rates are shown in square brackets) and numbers of Jacobi and GMRES iterations for different optimized parameters.
6.2. **Test case 2: with piecewise discontinuous coefficients.** We now analyze the convergence of the iterative algorithms when the physical coefficients are discontinuous across the interface. Towards that end, we consider the error equation with the same two nonoverlapping subdomains as in Test case 1. The porosity is $\omega_1 = \omega_2 = \omega = 1$. The diffusion and advection coefficients, $d_i$ and $u_i$, for $i = 1, 2$, are given in Table 3 for the diffusion-dominant, mixed regime and advection-dominant problems, respectively. Note that the global Péclet number in each subdomain is computed by

$$\text{Pe}_{G,i} := \frac{H | u_i |}{d_i}, \quad i = 1, 2,$$

where $H$ is the size of the domain (in this case, $H = 1$).

| Problems                | $d_1$  | $u_1$  | $\text{Pe}_{G,1}$ | $d_2$  | $u_2$  | $\text{Pe}_{G,2}$ |
|-------------------------|--------|--------|-------------------|--------|--------|-------------------|
| (a) Diffusion dominance | 1      | $(-0.02, -0.5)^T$ | $\approx 0.5$    | 0.1    | $(-0.02, -0.05)^T$ | $\approx 0.5$    |
| (b) Mixed regime        | 0.01   | $(-0.02, -0.5)^T$ | $\approx 50$    | 0.1    | $(-0.02, -0.05)^T$ | $\approx 0.5$    |
| (c) Advection dominance | 0.02   | $(0.5, 1)^T$     | $\approx 56$    | 0.002  | $(0.5, 0.1)^T$    | $\approx 255$    |

Table 3. [Test case 2] Discontinuous diffusion and advection coefficients.

We consider $h = 1/100$, $\Delta t_1 = 1/100$ and $\Delta t_2 = 1/75$, and use a random initial guess on the space-time interface to start the iteration. Figure 3 show the errors (in logarithmic scale) in $L^2(\Omega)$—norm of the concentration versus the number of Jacobi or GMRES iterations (similar convergence curves are obtained for the vector variable and are omitted). Three choices of optimized parameters are considered: optimized two-sided Robin (blue curves), optimized one-sided Ventcel (magenta curves), and optimized weighted Ventcel (red curves). We observe that for coefficients with jumps, optimized weighted Ventcel parameters are robust with respect to different Péclet numbers and give faster convergence than optimized one-sided Ventcel parameters. The one-sided parameters have similar performance as the two-sided Robin parameters when advection is not so strong. We see that GMRES slightly improves the convergence when compared to Jacobi; however, there is not much difference between GMRES and Jacobi when optimized weighted Ventcel parameters.

In the following, we shall use only optimized weighted Ventcel parameters since they give fastest convergence. To verify the performance of the optimized parameters, we consider the advection-dominant problem (i.e. Problem (c)) and show in Figure 4 the errors in concentration (in logarithmic scale) for various values of the parameters $p$ and $q$ after 12 Jacobi and GMRES iterations. We see that for both Jacobi and GMRES, the pair of optimized parameters ($q^*, p^*$) (red star) is located close to those giving the smallest error after the same number of iterations.

Finally, we investigate whether the nonconforming time grids preserve the accuracy in time. We again consider the advection-dominant problem with homogeneous Dirichlet conditions on the boundary. The source term is $f(x, y, t) = \text{exp}(-100((x - 0.2)^2 + (y - 0.2)^2))$, and the initial condition $p_0(x, y) = xy(1 - x)(1 - y) \text{exp}(-100((x - 0.2)^2 + (y - 0.2)^2))$. We use four initial time grids with $\Delta t_e = T/12$ and $\Delta t_f = T/16$ where $T = 0.5$:

- **Time grid 1 (coarse-coarse):** conforming with $\Delta t_1 = \Delta t_2 = \Delta t_e$.
- **Time grid 2 (coarse-fine):** nonconforming with $\Delta t_1 = \Delta t_e$ and $\Delta t_2 = \Delta t_f$.  


Figure 3. [Test case 2] Convergence curves by Jacobi (left) and GMRES (right) for different Péclet numbers: $L^2$-norm errors in the concentration at $T = 1$ with optimized two-sided Robin (blue curves), optimized one-sided Ventcel (magenta curves), and optimized weighted Ventcel (red curves) parameters.
Figure 4. [Test case 2: Advection dominance] Level curves for the error in concentration (in logarithmic scales) after 12 iterations of Jacobi (left) and GMRES (right) for various values of \( p \) and \( q \). The red star shows the optimized values computed by numerically minimizing the continuous convergence factor of the OSWR algorithm.

- Time grid 3 (fine-coarse): nonconforming with \( \Delta t_1 = \Delta t_f \) and \( \Delta t_2 = \Delta t_c \).
- Time grid 4 (fine-fine): conforming with \( \Delta t_1 = \Delta t_2 = \Delta t_f \).

The time steps are then refined several times by a factor of 2. In space, we fix a conforming rectangular mesh with \( h = 1/200 \), and we compute a reference solution by solving the monodomain problem (3) directly on a very fine time grid, with \( \Delta t = \Delta t_f / 2^7 \). The converged DD solution is such that the relative residual is smaller than \( 10^{-8} \). We show in Figure 5 the relative errors at \( T = 0.5 \) versus the time step \( \Delta t = \max(\Delta t_c, \Delta t_f) \) obtained by using the optimized two-sided Ventcel conditions. We observe that first order convergence is preserved in the nonconforming case.

Figure 5. [Test case 2] Errors in the concentration \( c \) (left) and the vector field \( \varphi \) (right) between the reference and multidomain solutions.

The errors obtained in the nonconforming case with a fine time step in \( \Omega_1 \) where the parameters are large (Time grid 3 with blue triangle markers) are nearly the
same as in the finer conforming case (Time grid 4, in red with circle markers). On the other hand, the errors obtained in the nonconforming case with a fine time step in $\Omega$ where the parameters are small (Time grid 2 with green x-markers) are close to those by the coarse conforming case (Time grid 1, in magenta with diamond markers). Thus using nonconforming grids can adapt the time steps in the subdomains depending on the physical parameters and limit the computational cost locally, while preserving almost the same accuracy as in the finer conforming case.

**Conclusion.** We have developed mixed formulations of a global-in-time domain decomposition method based on OSWR and Ventcel transmission conditions to solve heterogeneous, linear advection-diffusion problems. A flux variable representing the total advective and diffusive flux is introduced, and Lagrange multipliers are considered on the interfaces of the nonoverlapping subdomains to handle tangential derivatives involved in Ventcel conditions. A space-time interface problem is derived based on trace operators of Ventcel-to-Ventcel type which involve solving time-dependent problems with Ventcel boundary conditions in the subdomains. The local Ventcel problem is written in mixed form and can be seen as a coupling of a $d$-dimensional PDE in the subdomain and a $(d-1)$-dimensional PDE on the interface. Mixed hybrid finite elements are used to discretize the equations in space, where the Lagrange multiplier arising in the hybridization is used to discretize the advective term. The fully discrete problems are obtained by the backward Euler method. The proposed global-in-time optimized Ventcel-Schwarz method is fully implicit and allows different time steps in the subdomains. Numerical results show that the method preserves the accuracy in time with nonconforming time grids; its convergence with optimized Ventcel transmission conditions is almost independent of the mesh size and time step size, and is robust for problems with high Peclét numbers. Moreover, using optimized weighted Ventcel parameters for problems with discontinuous coefficients is most effective, with a reduction of the number of iterations by nearly half compared to using optimized Robin parameters. Future work includes the analysis of the discrete local Ventcel problems and convergence of the iterative algorithm, as well as the handling of Ventcel transmission conditions at cross points.

**Appendix A. Algebraic system for the local Ventcel problem.** We derive the linear system for the mixed Ventcel subdomain problem presented in Subsection 4.1; such a system is local to each subdomain and is solved independently at each Jacobi or GMRES iteration of the interface problem. In the following, the subscript $i$ refers to the $i$th subdomain. We assume the porosity is piecewise constant and denote by $\omega_{i,K}$ the value of $\omega$ on element $K \in \mathcal{K}_{h,i}$. Taking $\mu = \chi_K (K \in \mathcal{K}_{h,i})$ in (18), $v = w_{KE} (K \in \mathcal{K}_{h,i}, E \subset \partial K)$ in (19) and $\eta = \chi_E (E \in \mathcal{E}_{h,i}^I)$ in (20) we have:

$$|K|\omega_{i,K}\partial_t c_{i,K} + \sum_{E \subset \partial K} \varphi_{i,K}E = \int_K f \, dx, \quad \forall K \in \mathcal{K}_{h,i},$$

$$\sum_{E' \subset \partial K} A_{KEE'}\varphi_{i,K}E' - \sum_{E' \subset \partial K} A_{KEE'}u_{i,K}E' - c_{i,K} + \theta_{i,E} = 0,$$  \hspace{1cm} \forall K \in \mathcal{K}_{h,i}, \forall E \subset \partial K,  \hspace{1cm} (31)

$$\varphi_{i,K_1}E + \varphi_{i,K_2}E = 0, \quad \forall E = (\partial K_1 \cap \partial K_2) \in \mathcal{E}_{h,i}^I, \ K_1,K_2 \in \mathcal{K}_{h,i},$$  \hspace{1cm} (32)
where $A_{K,E'} = \int_K (D^{-1} \boldsymbol{w}_{K,E'}) \cdot \boldsymbol{w}_{K,E'} \, dx$, for $E, E' \subset \partial K$, $K \in \mathcal{K}_{h,i}$.

For each interface edge $E \in \mathcal{E}_h^I$, we write $E = [P_1, P_2]$ where $P_1, P_2 \in \mathcal{P}_h^I$ are the two endpoints of $E$. For the equations on the interface, we proceed in a similar manner, i.e. choosing the test functions in (21), (22) and (23) to be the basis functions of the associated spaces, and obtain the following equations after some simple calculations:

\[-\varphi_{i,E} + \alpha_{i,j} \lambda_{i,E} + \beta_{i,j} \omega_{i,K} \partial_t \lambda_{i,E} + \beta_{i,j} (\varphi_{\Gamma,i,E} + \varphi_{\Gamma,i,E}^p) = \int_E \zeta \, dy, \quad (33)\]

\[\frac{1}{6} D_{j,\Gamma}^{-1} \int_E \begin{bmatrix} 2 & -1 \\ -1 & 2 \end{bmatrix} \begin{bmatrix} \varphi_{\Gamma,i,E} \\ \varphi_{\Gamma,i,E}^p \end{bmatrix} \begin{bmatrix} \varphi_{\Gamma,i,E} \\ \varphi_{\Gamma,i,E}^p \end{bmatrix} = \int_E \begin{bmatrix} u_{i,\Gamma,E} \\ u_{i,\Gamma,E}^p \end{bmatrix} \begin{bmatrix} \xi_{i,\Gamma,E} \\ \xi_{i,\Gamma,E}^p \end{bmatrix}, \quad \forall E = [P_1, P_2] \in \mathcal{E}_h^I, \quad (34)\]

\[\varphi_{\Gamma,i,E} + \varphi_{\Gamma,i,E}^p = 0, \quad \forall P = \partial E_1 \cap \partial E_2 \in \mathcal{P}_h^I, E_1, E_2 \in \mathcal{E}_h^I. \quad (35)\]

Note that $D_{j,\Gamma}$ is a scalar for $\Gamma \subset \mathbb{R}^2$. With backward Euler time stepping (cf. Section (5)), we obtain, at each time step $t_{i,m}$, for $m = 1, \ldots, M_i$, a symmetric system of the following form:

\[
\begin{bmatrix}
A & B^T & E^T & E_{\Gamma}^T \\
B & C & 0 & 0 & 0 & 0 \\
E & 0 & 0 & 0 & 0 & 0 \\
E_{\Gamma} & 0 & 0 & C_{\alpha,\beta} & B_{\Gamma} & 0 \\
0 & 0 & 0 & B_{\Gamma}^T & A_{\Gamma} & E_{\Gamma}^T \\
0 & 0 & 0 & 0 & E_{\Gamma} & 0 \\
\end{bmatrix}
\begin{bmatrix}
\tilde{\varphi}^m_i \\
\tilde{c}^m_i \\
\lambda^{m}_{\Gamma,i} \\
\lambda^{m}_{\Gamma,\Gamma} \\
\tilde{\varphi}^m_{\Gamma,i} \\
\tilde{c}^m_{\Gamma,i} \\
\end{bmatrix}
= \begin{bmatrix} 0 \\
* \\
0 \\
* \\
0 \\
0 \\
\end{bmatrix}, \quad (36)\]

where $\tilde{\varphi}^m_i$ and $\tilde{c}^m_i$ represent the flux and concentration unknowns in subdomain $\Omega_i$ at time $t_{i,m}$ (i.e. $(\varphi_{i,K,E}(t^m))_{K \in \mathcal{K}_{h,i}, E \subset \partial K}$ and $(c_{i,K}(t^m))_{K \in \mathcal{K}_{h,i}}$), $\lambda^{m}_{\Gamma,i}$ and $\lambda^{m}_{\Gamma,\Gamma}$ are the Lagrange multipliers living on internal edges and on interface edges, respectively. $\tilde{\varphi}_{\Gamma,i}$ represents the one-dimensional flux unknowns on interface and $\tilde{c}_{\Gamma,i}$ is the Lagrange multipliers associated with the interface nodes. The first two equations of (36) correspond to the flux equation (31) and the mass conservation equation (30) while the third equation represents (32) to enforce the continuity of the flux over internal edges. The last three equations of (36) correspond to (33), (34) and (35) to enforce the Ventcel condition on the interface. The right-hand side of (36) whose explicit form is omitted can be deduced from (30) and (33).

**Appendix B. Computing the discrete Ventcel-to-Ventcel operators.** The interface problem (26) involves the calculation of the Ventcel-to-Ventcel operators $S_{h,i}^{\text{VI}}(\zeta, f, c_0)$ after solving the time-dependent subdomain problem (30)-(35) over the whole time interval $(0, T)$. The interface space $\Theta_{h,\Gamma}$ consists of piecewise constant functions on the interface edges $E \in \mathcal{E}_h^I$, thus we choose $\Theta_i = \chi_{E}$ and rewrite (26) as

\[
\int_E \zeta_i \, dy - \int_E S_{h,i}^{\text{VI}}(\zeta_j, 0, 0) \, dy = \int_E S_{h,i}^{\text{VI}}(0, f, c_0) \, dy, \quad \forall E \in \mathcal{E}_h^I, \quad (37)\]
for a.e. $t \in (0, T)$ and for $i = 1, 2, j = (3 - i)$. Using (24), we deduce that:
\[
\int_{E} S_{h,i}^{TV}(\zeta, f, c_0) dy = \varphi_{i,K} + \alpha_{j,i} \lambda_{i,E} + \beta_{j,i} \omega_{j} \partial_{t} \lambda_{i,E} + \beta_{j,i} (\phi_{i,\Gamma,EP_1} + \phi_{i,\Gamma,EP_2}),
\]
for $E = [P_1, P_2] \in \mathcal{E}_h^\Gamma$, where we have used the fact that $\phi_{i,\Gamma}(t) \in \Sigma_{h,\Gamma}$ with $\phi_{i,\Gamma}(t, y) = \sum_{P \Subset \partial E} \phi_{i,\Gamma,EP}(t) \mathbf{w}_{\Gamma,EP}(y)$.

We will compute the terms involving $(\phi_{i,\Gamma,EP})_{E \in \mathcal{E}_h^\Gamma, P \Subset \partial E}$ in (38) by using the relation (25) between $\phi_{i,\Gamma}$ and the solution of the subdomain problem (30)-(35). Taking $\mathbf{v}_{\Gamma}$ to be the basis functions of $\Sigma_{h,\Gamma}$ in (25) and after some simple calculations, we obtain
\[
\begin{bmatrix}
\phi_{i,\Gamma,EP_1} \\
\phi_{i,\Gamma,EP_2}
\end{bmatrix}
= \begin{bmatrix}
2 & -1 \\
-1 & 2
\end{bmatrix}
\begin{bmatrix}
\varphi_{i,\Gamma,EP_1} \\
\varphi_{i,\Gamma,EP_2}
\end{bmatrix},
\]
\[
-D_{j,i}^{1/2} \mathbf{D}_{j,i}^{1/2} \begin{bmatrix}
2 & -1 \\
-1 & 2
\end{bmatrix}
\begin{bmatrix}
\varphi_{i,\Gamma,EP_1} \\
\varphi_{i,\Gamma,EP_2}
\end{bmatrix} = \begin{bmatrix}
\varphi_{i,\Gamma,EP_1} \\
\varphi_{i,\Gamma,EP_2}
\end{bmatrix}, \quad \forall E = [P_1, P_2] \in \mathcal{E}_h^\Gamma,
\]
Adding the two equations of (39) yields the sum of $\phi_{i,\Gamma,EP_1}$ and $\phi_{i,\Gamma,EP_2}$ for each $E = [P_1, P_2] \in \mathcal{E}_h^\Gamma$. Then we plug it into (38) to compute the Ventcel data for the interface problem. Similar calculation can be done for the fully discrete case, in particular we have:
\[
\int_{E} S_{h,i}^{TV}(\zeta, f, c_0) dy = \varphi_{i,K}^m + \alpha_{j,i} \lambda_{i,E}^m + \beta_{j,i} \omega_{j} \partial_{t} \lambda_{i,E}^m + \beta_{j,i} (\phi_{i,\Gamma,EP_1}^m + \phi_{i,\Gamma,EP_2}^m),
\]
for $E = [P_1, P_2] \in \mathcal{E}_h^\Gamma$ and $m = 1, \ldots, M_i$.
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