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Abstract

Given a monoidal ∞-category € equipped with a monoidal recollement, we give a simple criterion for an object in € to be dualizable in terms of the dualizability of each of its factors and a projection formula relating them. Predicated on this, we then characterize dualizability in any monoidally stratified ∞-category in terms of stratumwise dualizability and a projection formula for the links.

Using our criterion, we prove a 1-dimensional bordism hypothesis for symmetric monoidal recollements. Namely, we provide an algebraic enhancement of the 1-dimensional framed bordism ∞-category that corepresents dualizable objects in symmetric monoidal recollements.

We also give a number of examples and applications of our criterion drawn from algebra and homotopy theory, including equivariant and cyclotomic spectra and a multiplicative form of the Thom isomorphism.
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## 0 | Introduction

### 0.1 | Overview

Broadly speaking, a *stratification* of a geometric object is a decomposition into smaller pieces, called the *strata* of the stratification; the set of strata form a poset $P$ according to closure relations. In favorable situations, one can reconstruct the original object from the strata along with appropriate gluing data: its *links*, indexed by morphisms $p_0 < p_1$ in $P$, and more generally its *higher links*, indexed by strings of morphisms $p_0 < \cdots < p_n$ in $P$. This pattern persists upon passing to categories of sheaves, and leads to the general notion of a *stratified category* along with its corresponding notions of strata, links, and higher links [AMGR20]; the notion of a *recollement* is recovered in the case of the poset $P = [1] := \{0 < 1\}$ [BBD83].

Here are two simple examples (see Example 0.1 for more).

- A stratification of the scheme $\text{Spec}(\mathbb{Z})$ leads to the *arithmetic fracture square*, a pullback square

$$
\begin{align*}
\begin{array}{ccc}
M & \to & \mathbb{Q} \otimes_{\mathbb{Z}} M \\
\downarrow & & \downarrow \\
\prod_{p \text{ prime}} M_p^\wedge & \to & \mathbb{Q} \otimes_{\mathbb{Z}} \left( \prod_{p \text{ prime}} M_p^\wedge \right)
\end{array}
\end{align*}
$$

expressing any quasicoherent sheaf $M \in \text{QC}(\text{Spec}(\mathbb{Z})) \simeq \text{Mod}_{\mathbb{Z}}$ in terms of its rationalization, $p$-completions, and gluing data thereamong.

---

1Throughout this paper, we take the “implicit ∞” convention: “category” means “∞-category”, and all notions (e.g., co/limits) are implicitly ∞-categorical. In particular, our results apply equally well to ordinary categories.
• A stratification of a topological space $X$ over $[1]$ is simply a closed-open decomposition. This determines a recollement of its category $\text{Shv}(X)$ of sheaves (as we recall in §0.2.1), which affords an analogous pullback square expressing any sheaf $\mathcal{F} \in \text{Shv}(X)$ in terms of its restrictions and gluing data.

Of course, for stratifications over larger posets, the corresponding reconstruction formulas for objects are more elaborate.

The notion of a stratified category can be upgraded to account for symmetric monoidal structures, and in fact stratifications of geometric objects determine symmetric monoidal stratifications of their categories of sheaves. However, the notion of a symmetric monoidal stratification is somewhat subtle, because in general the gluing functors between strata are only laxly symmetric monoidal. As a result, it is generally nontrivial to study questions of a global nature in a symmetric monoidally stratified category that relate to its symmetric monoidal structure.

Our first main result answers a very basic such global question: namely, we give a characterization of the dualizable objects in a symmetric monoidally stratified category. This is nontrivial even for symmetric monoidal recollements (i.e., stratified over the poset $[1]$), where it reduces to stratumwise dualizability and a projection formula for the link. Perhaps surprisingly, it turns out that dualizability over an arbitrary poset is likewise detected merely by stratumwise dualizability and a projection formula for the links: one need not check conditions for higher links. We state these results in §0.2, after reviewing the relevant definitions.

Using this, we prove our second main result: a $[1]$-stratified generalization of the 1-dimensional bordism hypothesis. Namely, we construct a $[1]$-stratified 1-dimensional bordism category and prove that it corepresents dualizable objects among symmetric monoidal recollements. We state this result in §0.3.

We describe a number of examples and applications of our results in §4, related to: modules over complete local rings; genuine $G$-spectra; cyclotomic spectra; derived Mackey functors; Picard groups; and Thom spectra and orientations.

0.2 Dualizable objects in stratified categories

Here we explain our characterization of the dualizable objects in a symmetric monoidally stratified category. For expository purposes, we begin with the special case of a symmetric monoidal recollement.\footnote{Our conventions (e.g., regarding the term \textquoteleft laxly symmetric monoidal\textquoteright) are laid out in §0.5.}

\footnote{In fact, in the main body of the paper we establish a slightly more general result, namely a characterization of the dualizable objects in a (not necessarily symmetric) monoidal recollement. We omit this generalization here; the only difference is that one must keep track of the handedness of duals.}
0.2.1  Dualizable objects in recollements

We define a \([1]\)-\textit{stratified symmetric monoidal category} to be a laxly symmetric monoidal functor
\[
U \xrightarrow{\varphi} Z,
\]
and we define its \textit{underlying symmetric monoidal category} to be the pullback
\[
\begin{aligned}
\mathcal{X} := \lim_{\text{lax}} \varphi & \colon \mathcal{X} \longrightarrow \text{Ar}(Z) \\
\downarrow & \\
U \xrightarrow{\varphi} Z
\end{aligned}
\]

We depict a typical object of \(\mathcal{X}\) by \([u \mapsto \varphi(u) \leftarrow z]\), where \(u \in U\) and \(z \in Z\); in these terms, its symmetric monoidal structure is given by the formula
\[
[u \mapsto \varphi(u) \leftarrow z] \otimes [u' \mapsto \varphi(u') \leftarrow z'] := [u \otimes u' \mapsto \varphi(u \otimes u') \leftarrow \varphi(u) \otimes \varphi(u')] \leftarrow z \otimes z'
\]
(using the laxness of \(\varphi\)). In this situation, we always have a solid diagram
\[
\begin{array}{ccc}
U & \xrightarrow{\varphi} & Z \\
\downarrow_{j^*} & \\
\mathcal{X} & \xrightarrow{i^*} & Z
\end{array}
\]

in which \(j^*\) and \(i^*\) are symmetric monoidal, \(j_*\) is laxly symmetric monoidal, and \(\varphi \simeq i^*j_*\); the dashed adjoints exist under mild hypotheses,\(^4\) making diagram (1) into a \textit{symmetric monoidal recollement.}\(^5\) Our notation is motivated by the following fundamental example: a closed-open decomposition
\[
U \xrightarrow{j} \mathcal{X} \xleftarrow{i} Z
\]
among topological spaces determines a symmetric monoidal recollement (1) in which \(U = \text{Shv}(U)\), \(\mathcal{X} = \text{Shv}(X)\), and \(Z = \text{Shv}(Z)\). Similarly, a closed-open decomposition of a scheme determines a recollement of its category of quasicoherent sheaves.\(^6\)

Let us fix a \([1]\)-stratified symmetric monoidal category \(\mathcal{X} := \lim_{\text{lax}}(U \xrightarrow{\varphi} Z)\) and an object

\(^4\)Specifically: \(j_*\) exists when \(Z\) has an initial object; \(i_*\) exists when \(U\) and \(Z\) have terminal objects and \(\varphi(\text{pt}_U) \simeq \text{pt}_Z\) (or more generally if \(U\) has a terminal object and the functor \(Z \xrightarrow{\varphi(\text{pt}_U) \times (-)} Z\) exists); and \(i^!\) exists when \((i_*\) exists and moreover) \(U\) is pointed and \(Z\) admits fibers.

\(^5\)Recollements were originally introduced by Beilinson–Bernstein–Deligne [BBD83, §1.4.3]. In [Lur17, §A.8.1], Lurie gives the following more general definition of a recollement: \(U, Z, X\) all admit finite limits and are related by the pair of adjunctions \(j^* \dashv j_*\) and \(i^* \dashv i_*\), subject to the conditions that \(j^*\), \(i^*\) are left-exact, \(j_*\), \(i_*\) are fully faithful, \(j^*i_* \simeq \text{const}_{\text{pt}_U}\), and \(j^*, i^*\) are jointly conservative. This is convenient, as such recollements are equivalent to left-exact functors \(U \xrightarrow{\varphi} Z\) between categories with finite limits.

\(^6\)Note that this has the opposite handedness of the situation with topological spaces.
\[ x := [u \mapsto \varphi(u) \xleftarrow{\alpha} z] \in X. \] Observe that for any object \( w \in U \), we have a canonical morphism

\[ z \otimes \varphi(w) \xrightarrow{\alpha} \varphi(u) \otimes \varphi(w) \xrightarrow{\text{can}} \varphi(u \otimes w) \]

(where the map \text{can} comes from laxness of \( \varphi \)). We say that \( x \) satisfies the projection formula at \( w \) if this morphism is an equivalence.

**Theorem A** (Theorem 1.5). The following are equivalent.

1. The object \( x \in X \) is dualizable.
2. The objects \( u \in U \) and \( z \in Z \) are dualizable, and \( x \) satisfies the projection formula at every object \( w \in U \).
3. The objects \( u \in U \) and \( z \in Z \) are dualizable, and \( x \) satisfies the projection formula at the objects \( 1_U \in U \) and \( u^\vee \in U \).

Moreover, if these conditions hold, then we have \( x^\vee \simeq [u^\vee \mapsto \varphi(u^\vee) \xleftarrow{\beta} z^\vee] \) where \( \beta \) is adjunct to the composite

\[ 1_Z \xrightarrow{\text{can}} \varphi(1_U) \xrightarrow{\varphi(\eta)} \varphi(u \otimes u^\vee) \xleftarrow{\sim} z \otimes \varphi(u^\vee) \]

(using the laxness of \( \varphi \), the duality data for \( u \) and \( u^\vee \), and the projection formula for \( x \) at \( u^\vee \)).

We give a somewhat more conceptual (but slightly weaker) reformulation of Theorem A as Remark 1.8.

**0.2.2 Dualizable objects in stratified categories**

As our notation suggests, given a \([1]-\text{stratified symmetric monoidal category} \) \( U \xrightarrow{\varphi} Z \), its underlying symmetric monoidal category \( X \) is its lax limit: the terminal lax cone

\[ \begin{array}{ccc} \mathcal{X} & \xleftarrow{\varphi} & \mathcal{Z} \\ \mathcal{U} & \xrightarrow{\varphi} & \mathcal{Z} \end{array} \]

in the 2-category \( \text{SMC}^{\text{lax}} \) of symmetric monoidal categories and laxly symmetric monoidal functors (a full sub-2-category of the 2-category of operads). We generalize this as follows: for any category \( \mathcal{B} \), we define a \( \mathcal{B}-\text{stratified symmetric monoidal category} \) to be a (unital) oplax functor

\[ \mathcal{B} \xrightarrow{\mathcal{X}^\bullet} \text{SMC}^{\text{lax}}, \]

\footnote{Note that an oplax functor out of \([1] \) is automatically strict, because \([1] \) has no nontrivial composites.}
and we define its \textit{underlying symmetric monoidal category} to be its lax limit

\[ X := \lim^{\text{lax}} \left( \mathcal{B} \xrightarrow{\mathcal{X}} \text{SMC}^{\text{lax}} \right), \] \(8, 9\)

We illustrate these notions shortly. However, we first note the clash in handedness: we are taking the \textit{lax} limit of an \textit{oplax} functor. This leads to substantial complexity, especially when accounting for symmetric monoidal structures. Nevertheless, it turns out that these notions are important ones: natural examples of stratified symmetric monoidal categories abound.

\textbf{Example 0.1.}

(1) The category of \(P\)-constructible sheaves on a \(P\)-stratified topological space (or more generally a \(P\)-stratified topos, e.g., the étale topos of a \(P\)-stratified scheme \([BGH20]\)) is symmetric monoidally \(P\)-stratified \([AMGR20, \S 1.8]\).

(2) The category of quasicoherent sheaves on a \(P\)-stratified scheme is symmetric monoidally \(P\)-stratified \([AMGR20, \text{Examples 1.3.6 and 1.5.1}]\). (In the case that \(P = [1]\), the above two examples specialize to the fact that a closed-open decomposition determines a symmetric monoidal recollement.)

(3) For any compact Lie group \(G\), the category \(\text{Sp}^G\) of genuine \(G\)-spectra is symmetric monoidally stratified over the poset \(P_G\) of closed subgroups of \(G\) and subconjugacies \([AMGR20, \S 1.7]\).

(4) Any rigidly compactly generated presentably symmetric monoidal stable category (e.g., the category of spectra or genuine \(G\)-spectra) is symmetric monoidally stratified over its Balmer spectrum \([AMGR20, \S 1.6]\).

(a) In the case of quasicoherent sheaves over a scheme, we obtain an \textit{adelic stratification} over its Zariski poset – a special case of (2).

(b) In the case of \(\text{Sp}\), we obtain a stratification organizing the fundamental objects of chromatic homotopy theory \([AMGR20, \text{Example 4.6.14}]\).

(5) For any category \(\mathcal{J}\) admitting finite colimits and a terminal object and any presentable stable category \(\mathcal{Y}\), the category \(\text{Fun}(\mathcal{J}, \mathcal{Y})\) is \((\mathbb{N}^\leq)^{\text{op}}\)-stratified via Goodwillie–Taylor approximations, and this is a symmetric monoidal stratification if \(\mathcal{Y}\) is presentably symmetric monoidal \([AMGR20, \text{Example 1.3.11}]\).

---

\(8\)The standard terms “lax” and “oplax” that we use here are systematically replaced by the terms “right-lax” and “left-lax” in \([AMGR20]\) (which follows the conventions of \([GR17]\)). Since issues of handedness do not play a major role for us here, we employ the shorter terms.

\(9\)This definition strictly generalizes that introduced in \([AMGR20, \S 1.3]\) in multiple ways: we do not require \(\mathcal{B}\) to be a poset, we do not require presentability or stability, and we require the existence of fewer adjoints. (However, we are implicitly enforcing convergence.)
(6) Given any morphism $\mathcal{A} \to \mathcal{B}$ of presentably symmetric monoidal stable categories, a $P$-stratification of $\mathcal{A}$ determines a $P$-stratification of $\mathcal{B}$ [AMGR20, Remark 1.5.6].

We now illustrate the above notions in the case that $\mathcal{B} = [2]$. First of all, a $[2]$-stratified symmetric monoidal category consists of a diagram

\[
\begin{array}{ccc}
\mathcal{X}_1 & \xleftarrow{\xi} & \mathcal{X}_0 \\
\downarrow{\theta} & & \downarrow{H} \\
\mathcal{X}_0 & \xrightarrow{\mathcal{C}} & \mathcal{X}_2
\end{array}
\]

in $\text{SMC}^{\text{lax}}$. Its underlying symmetric monoidal category $\mathcal{X}$ has objects given by tuples

\[
\begin{bmatrix}
x_1, \gamma_1 \\
F(x_0) \\
0 \xrightarrow{G(x_1)} \mathcal{X}_1
\end{bmatrix}
\]

\[
\begin{bmatrix}
x_2, \gamma_2 \\
H(x_0) \\
\mathcal{X}_0 \xrightarrow{\mathcal{C}} \mathcal{X}_2
\end{bmatrix}
\]

where $x_i \in \mathcal{X}_i$ and the square commutes.\(^{11}\) The symmetric monoidal structure of $\mathcal{X}$ can be described informally as follows: the tensor product $(2) \otimes (2)'$ is the object

\[
\begin{bmatrix}
x_1 \otimes x'_1 \\
F(x_0) \otimes F(x'_0) \\
\mathcal{X}_0 \otimes \mathcal{X}_0 \xrightarrow{\text{can}_F} \mathcal{X}_0 \otimes \mathcal{X}_0
\end{bmatrix}
\]

\[
\begin{bmatrix}
x_2 \otimes x'_2 \\
H(x_0) \otimes H(x'_0) \\
\mathcal{X}_0 \otimes \mathcal{X}_0 \xrightarrow{\theta_{x_0 \otimes x'_0}} \mathcal{X}_0 \otimes \mathcal{X}_0
\end{bmatrix}
\]

\[
\begin{bmatrix}
x_1 \otimes x'_1 \xrightarrow{\gamma_{12} \otimes \gamma'_{12}} G(x_1) \otimes G(x'_1) \\
\mathcal{X}_0 \otimes \mathcal{X}_0 \xrightarrow{\gamma_{01} \otimes \gamma'_{01}} \mathcal{X}_0 \otimes \mathcal{X}_0
\end{bmatrix}
\]

(\text{using the laxness of all four of the data } F, G, H, \text{ and } \theta).

We have the following characterization of dualizable objects in a $\mathcal{B}$-stratified symmetric monoidal category

\[
\mathcal{X} \simeq \text{lim}^{\text{lax}} \left( \mathcal{B} \xrightarrow{\mathcal{X}} \text{SMC}^{\text{lax}} \right),
\]

which we find strikingly simple in comparison with the above complexity.

**Theorem B** (Theorem 2.28). An object $x \in \mathcal{X}$ is dualizable if and only if for every morphism

---

\(^{10}\)More generally, for any $\mathbb{E}_n$-algebra $A$ in $\text{Pr}^\text{rf}_G$ for $1 \leq n \leq \infty$, an $\mathbb{E}_n$-monoidal stratification of $\mathcal{A}$ determines a stratification of any $\mathcal{A}$-module in $\text{Pr}^\text{rf}_G$.

\(^{11}\)The commutative square in $\mathcal{X}_2$ may be thought of as ‘higher gluing data’, and may be denoted by $\gamma_{012}$. In general, an object of $\text{lim}^{\text{w}(n)}\mathcal{X}_1 \xrightarrow{\gamma_{012}} \mathcal{X}_2$ consists of a compatible family of functors $\text{sd}(\mathcal{B})_{i = a:b} \to \mathcal{X}_{i}$, where $\text{sd}(\mathcal{B})$ denotes the subdivision of $\mathcal{B}$ (whose objects are conservative functors $[n] \to \mathcal{B}$ and whose morphisms are (necessarily injective) factorizations).
the restriction
\[ f^*(x) \in \lim^{\text{lax}} \left( \mathcal{X}_{f(0)} \rightarrow \mathcal{X}_{f(1)} \right) \]
is dualizable.

Of course, the power of Theorem B lies in its combination with Theorem A. Namely, we find that
\( x \in \mathcal{X} \) is dualizable if and only if the following two conditions are satisfied.

1. For every object \( b \in \mathcal{B} \), the restriction \( b^*(x) \in \mathcal{X}_b \) is dualizable.
2. For every nondegenerate morphism \( [1] \xrightarrow{f} \mathcal{B} \), the object
\[ f^*(x) \in \lim^{\text{lax}} \left( \mathcal{X}_{f(0)} \rightarrow \mathcal{X}_{f(1)} \right) \]
satisfies the projection formula at the objects \( 1_{\mathcal{X}_{f(0)}} \in \mathcal{X}_{f(0)} \) and \( (f(0))^!(x))^\vee \in \mathcal{X}_{f(0)} \).

0.3 | The \([1]\)-stratified 1-dimensional bordism hypothesis

Let us recall the ordinary 1-dimensional bordism hypothesis (following [BD95, Lur10]). Consider the (1-dimensional framed) bordism category \( \text{Bord} \). Its objects are compact signed 0-manifolds, its morphisms are compact framed (equivalently, oriented) 1-dimensional bordisms, and its symmetric monoidal structure is given by disjoint union. The positively-signed point \( + \in \text{Bord} \) is a dualizable object. The bordism hypothesis asserts that \( + \) is the free symmetric monoidal category containing a dualizable object. That is, for any symmetric monoidal category \( \mathcal{C} \in \text{SMC} \), evaluation determines an equivalence
\[ \text{hom}_{\text{SMC}}(\text{Bord}, \mathcal{C}) \xrightarrow{\text{ev}} \mathcal{C}^{\text{dual}} \]
from the space of symmetric monoidal functors \( \text{Bord} \rightarrow \mathcal{C} \) to the space of dualizable objects in \( \mathcal{C} \).

Note that this necessarily refers to strictly symmetric monoidal functors, as (op)laxly symmetric monoidal functors will not generally preserve dualizable objects.

Our goal is as follows: given a \([1]\)-stratified symmetric monoidal category \( \mathcal{X} \simeq \lim^{\text{lax}}(U \xrightarrow{\phi} Z) \) (e.g., a symmetric monoidal recollement), we would like to corepresent the data of a dualizable object in \( \mathcal{X} \) within the context of \([1]\)-stratified symmetric monoidal categories. More precisely, let \( \text{Strat} := \text{Strat}[1] \) be the category whose objects are \([1]\)-stratified symmetric monoidal categories and in which a morphism \( \varphi \rightarrow \varphi' \) is a commutative square
\[
\begin{array}{ccc}
U & \xrightarrow{\varphi} & Z \\
\downarrow f & & \downarrow g \\
U' & \xrightarrow{\varphi'} & Z'
\end{array}
\]
in $\text{SMC}^{\text{lax}}$ in which both $f$ and $g$ lie in $\text{SMC}$ (i.e., they are strictly symmetric monoidal).\footnote{The optimality of this definition for our purposes is explained in Remark 3.3. (In light of the fact that (op)lax symmetric monoidal functors do not generally preserve dualizable objects, an obvious first desideratum is that the formation of lax limits defines a functor $\text{Strat} \rightarrow \text{SMC}$.)} Then, we seek an object $\mathcal{B}ord := \mathcal{B}ord[1] \in \text{Strat}$ – a $[1]$-\textit{stratified bordism category} – along with a natural equivalence

$$\text{hom}_{\text{Strat}}(\mathcal{B}ord, \varphi) \sim \mathcal{X}^{\text{dizbl}}.$$  

Said differently, $\mathcal{B}ord$ should be the free $[1]$-stratified symmetric monoidal category containing a dualizable object.

We define

$$\mathcal{B}ord := \left( \text{Bord} \xrightarrow{(\text{id}_{\text{Bord}}, \text{const}_{\text{pt}})} \text{Bord} \times \text{Fin} \right) \in \text{Strat}.$$  

It is not hard to check that its underlying symmetric monoidal category is

$$\lim^{\text{lax}}(\mathcal{B}ord) \simeq \text{Ar}(\text{Bord}) \times \text{Fin},$$  

so an object is a pair of a bordism and a finite set. Thereafter, it is not hard to check that the object $\tau := (\text{id}_{\ast}, \emptyset) \in \lim^{\text{lax}}(\mathcal{B}ord)$ is dualizable, and hence is classified by a morphism $\text{Bord} \rightarrow \lim^{\text{lax}}(\mathcal{B}ord)$ in $\text{SMC}$.\footnote{In fact, it is not hard to check that $\tau$ factors as an equivalence $\text{Bord} \sim \lim^{\text{lax}}(\mathcal{B}ord)^{\text{dizbl}}$ (as should be expected in light of Theorem C).} Using Theorem A, we prove the following result.

**Theorem C** (Theorem 3.11). The stratified bordism category $\mathcal{B}ord \in \text{Strat}$ is the free $[1]$-stratified symmetric monoidal category containing a dualizable object. That is, for any $[1]$-stratified symmetric monoidal category $\mathcal{X} \simeq \lim^{\text{lax}}(\bigcup \varphi \rightarrow \mathcal{Z})$, the composite

$$\text{Hom}_{\text{Strat}}(\mathcal{B}ord, \varphi) \lim^{\text{lax}} \rightarrow \text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\mathcal{B}ord), \mathcal{X}) \xrightarrow{\tau^*} \text{Hom}_{\text{SMC}}(\text{Bord}, \mathcal{X}) \simeq \mathcal{X}^{\text{dizbl}}$$  

is an equivalence.

**Remark 0.2.** Note that $\mathcal{B}ord \in \text{Strat}$ itself does not underlie a symmetric monoidal recollement, as $\text{Bord}$ does not admit finite limits. This is one of the reasons why we work in the more general context of $\text{Strat}$.

**Remark 0.3.** We would be interested to see a generalization of Theorem C to larger posets, as well as ($\mathcal{O}$-)monoidal and higher-categorical versions.

**Remark 0.4.** It is not hard to verify that $\text{Strat}$ is presentable, and thereafter to formally deduce the existence of a left adjoint

$$\text{SMC} \xleftarrow{\text{L}} \xrightarrow{\lim^{\text{lax}}} \text{Strat}.$$  

One can then interpret Theorem C as a concrete description of the object $L(\text{Bord}) \in \text{Strat}$. 

---

\footnotetext[12]{The optimality of this definition for our purposes is explained in Remark 3.3. (In light of the fact that (op)lax symmetric monoidal functors do not generally preserve dualizable objects, an obvious first desideratum is that the formation of lax limits defines a functor $\text{Strat} \rightarrow \text{SMC}$.)}

\footnotetext[13]{In fact, it is not hard to check that $\tau$ factors as an equivalence $\text{Bord} \rightarrow \lim^{\text{lax}}(\mathcal{B}ord)^{\text{dizbl}}$ (as should be expected in light of Theorem C).}
In fact, the left adjoint $L$ admits an explicit formula: it carries a symmetric monoidal category $\mathcal{C} \in \text{SMC}$ to the $[1]$-stratified symmetric monoidal category given by the composite

\[
\mathcal{C} \xrightarrow{\eta} \text{Env}(\mathcal{C}) \xrightarrow{\{1\}} \text{colim}^{\text{SMC}} \left( \begin{array}{c}
\text{Env}(\mathcal{C}) \\
\{0\}
\end{array} \xrightarrow{\varepsilon} \mathcal{C} \right),
\]

where $\text{SMC}^{\text{lax Env}} \xrightarrow{\text{Env}} \text{SMC}$ denotes the symmetric monoidal envelope functor (the left adjoint to the forgetful functor [Lur17, §2.2.4]) and $\text{Cat} \times \text{SMC} \xrightarrow{\otimes} \text{SMC}$ denotes the tensoring. The fact that our description of $L(\text{Bord})$ in Theorem C is substantially simpler than this general formula is due to our usage of Theorem A.

0.4 | Outline

The main body of this paper is organized as follows.

§1: We prove Theorem A after some brief recollections on recollements and dualizability. We also discuss a number of closely related ideas (e.g., the Beauville–Laszlo theorem).

§2: We prove Theorem B in §2.4, after some preliminary work. Namely, in §2.1 we discuss the notion of a $\mathfrak{G}$-monoidal stratified category, and in §§2.2-2.3 we study some aspects of the theory of lax right Kan extensions.

§3: We prove Theorem C using Theorem A. We note here that §3 can be read independently of §2 (which is somewhat technical).

§4: We give some examples and applications of Theorems A and B.

0.5 | Notation and conventions

We generally use the notation and terminology introduced by Lurie in his books [Lur17, Lur09a], with which we assume a passing familiarity.

In general, we use the standard 2-categorical terms ‘lax’ and ‘oplax’: for instance, locally cocartesian (resp. cartesian) fibrations over a base category $\mathcal{B}$ encode oplax (resp. lax) functors from $\mathcal{B}$ to $\text{Cat}$. These are respectively also called ‘right-lax’ and ‘left-lax’ (e.g., in [AMGR20]), and we sometimes use this disambiguating terminology as well (e.g., in §2.1 when discussing right-lax morphisms among left-lax diagrams). In fact, we adopt a fibrational perspective and define left-lax functors from $\mathcal{B}$ to $\text{SMC}^{\text{lax}}$ to be commutative monoids in $\text{locCocart}^{\text{lax}}_{\mathcal{B}}$ (although we show that the two possible definitions are equivalent when $\mathcal{B} = [1]$ in Proposition 2.6). Also, we use the term ‘laxly (symmetric) monoidal’ instead of ‘lax (symmetric) monoidal’ to avoid
conflation with other notions of laxness. We refer the reader to [AMGR20, Appendix A] for a more thorough discussion of these notions.

We use the word ‘strict’ in place of the word ‘strong’ (e.g., we may say that a functor is ‘strictly monoidal’). Of course, this always refers to the homotopy-coherent notion.

We write \((-)^\dagger\) to denote the passage from a morphism to its adjunct (i.e., the corresponding morphism via an (implicit) adjunction).
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1 | Dualizable objects in recollements

In this section we prove Theorem A, which provides an algebraic description of dualizable objects in a symmetric monoidal recollement. In fact, we prove a more general result characterizing left and right-dualizable objects in the lax limit of a laxly monoidal functor (Theorem 1.5). This is accomplished in §1.1. Thereafter, we provide an extended discussion of it and related ideas in §1.2.

1.1 | Dualizable objects in recollements

We begin by laying out our conventions for duality data.

Definition 1.1. Let \(\mathcal{C}\) be a monoidal category, with unit object \(1 := 1_\mathcal{C}\). An object \(x \in \mathcal{C}\) is right-dualizable if there exist a right dual object \(x^\vee \in \mathcal{C}\) along with structure morphisms

\[
x^\vee \otimes x \xrightarrow{\epsilon} 1 \quad \text{and} \quad 1 \xrightarrow{\eta} x \otimes x^\vee
\]

satisfying the triangle identities. We refer to \(x\) as the left dual of \(x^\vee\).

14 Beware that a laxly symmetric monoidal functor \(\mathcal{C}^\otimes \to \mathcal{D}^\otimes\) is a morphism between cocartesian fibrations over \(\text{Fin}_*\), and is therefore an instance of an oplax morphism.

15 The duality data furnish natural equivalences

\[
\text{Hom}_\mathcal{C}(a, b \otimes x^\vee) \simeq \text{Hom}_\mathcal{C}(a \otimes x, b) \quad \text{and} \quad \text{Hom}_\mathcal{C}(a, x \otimes b) \simeq \text{Hom}_\mathcal{C}(x^\vee \otimes a, b)
\]
Warning 1.2. Given an endomorphism in a 2-category, a right dual is a left adjoint. This unfortunate state of affairs is ultimately a consequence of the historical mistake of composing functions (and thereafter, functors) from right to left.

We now recall how the notion of a monoidal recollement is subsumed by that of a laxly monoidal functor.

Definition 1.3. Let $\mathcal{O}^\otimes$ be a reduced operad (i.e., an operad with contractible underlying category), and let $\mathcal{X}$ be an $\mathcal{O}$-monoidal category that admits finite limits. Let $\mathcal{U}, \mathcal{Z} \subseteq \mathcal{X}$ be two full subcategories that together constitute a recollement of $\mathcal{X}$ (in the sense of [Lur17, §A.8.1]): in other words, their inclusions $j_*$ and $i_*$ admit left adjoints

$$
\begin{array}{ccc}
\mathcal{U} & \xrightarrow{j^*} & \mathcal{X} \\
\xleftarrow{j_*} & \downarrow & \xleftarrow{i_*} \\
& \mathcal{Z} & \\
\end{array}
$$

that are left exact and jointly conservative, and moreover the composite $j^*i_*$ is constant at the terminal object of $\mathcal{U}$. Then, we say the recollement is an $\mathcal{O}$-monoidal recollement if the localization functors $j_*j^*$ and $i_*i^*$ are compatible with the $\mathcal{O}$-monoidal structure in the sense of [Lur17, Definition 2.2.1.6]. In this case, $\mathcal{U}$ and $\mathcal{Z}$ canonically inherit $\mathcal{O}$-monoidal structures, in such a way that $j^*$ and $i^*$ are strictly $\mathcal{O}$-monoidal while $j_*$ and $i_*$ are laxly $\mathcal{O}$-monoidal [Lur17, Proposition 2.2.1.9].

In this paper, we will only be concerned with the case where $\mathcal{O}$ is either the commutative or the associative operad.

Observation 1.4. Given a recollement as in Definition 1.3, we can reconstruct $\mathcal{X}$ from the datum of the composite functor $\varphi := i^*j_*$: namely, we have a canonical pullback square

$$
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{i^*j_*} & \text{Ar}(\mathcal{Z}) \\
\downarrow{j^*} & & \downarrow{\text{ev}_1} \\
\mathcal{U} & \xrightarrow{\varphi} & \mathcal{Z}
\end{array}
$$

[QS19, Corollary 1.10]. Moreover, if the recollement is $\mathcal{O}$-monoidal so that $\varphi$ is a laxly $\mathcal{O}$-monoidal functor, then by the same reasoning as in [QS19, Proposition 1.26] (which dealt with the case for any $a, b \in \mathcal{C}$.)
where $O$ is the commutative operad), this canonically upgrades to a pullback square of operads

$$
\begin{array}{ccc}
\mathcal{X}^\otimes & \longrightarrow & Ar(\mathcal{Z})^\otimes \\
\downarrow & & \downarrow (ev_1)^\otimes \\
\mathcal{U}^\otimes & \varphi^\otimes \longrightarrow & \mathcal{Z}^\otimes
\end{array}
$$

(where $Ar(\mathcal{Z})$ is endowed with the pointwise $O$-monoidal structure). The datum of an $O$-monoidal recollement is thus equivalent to that of a left-exact laxly $O$-monoidal functor between $O$-monoidal categories that admit finite limits.

More generally, if $\mathcal{U} \xrightarrow{\varphi} \mathcal{Z}$ is any laxly $O$-monoidal functor between $O$-monoidal categories, then $Ar(\mathcal{Z}) \times_\mathcal{Z} \mathcal{U}$ comes endowed with its canonical $O$-monoidal structure via the above pullback [QS19, Definition 1.21].

By Observation 1.4, in order to understand left- or right-dualizable objects in a monoidal recollement, it suffices to understand those in the lax limit of a lax monoidal functor. We now state the main theorem of this section, which specializes to Theorem A.

**Theorem 1.5.** Let $\mathcal{U} \xrightarrow{\varphi} \mathcal{Z}$ be a laxly monoidal functor of monoidal categories and let

$$\mathcal{X} := \lim^{lax}(\mathcal{U} \xrightarrow{\varphi} \mathcal{Z}) := \mathcal{U} \times_\mathcal{Z} Ar(\mathcal{Z})$$

be its lax limit. For any object $x = [u \mapsto \varphi(u) \xleftarrow{\alpha} z]$ of $\mathcal{X}$, the following conditions are equivalent.

1. The object $x \in \mathcal{X}$ is right-dualizable.
2. The objects $u \in \mathcal{U}$ and $z \in \mathcal{Z}$ are right-dualizable, and for any $w \in \mathcal{U}$ the composite morphism
   $$z \otimes \varphi(w) \xrightarrow{\alpha} \varphi(u) \otimes \varphi(w) \xrightarrow{\text{can}} \varphi(u \otimes w)$$
   in $\mathcal{Z}$ is an equivalence.
3. The objects $u \in \mathcal{U}$ and $z \in \mathcal{Z}$ are right-dualizable, and the composite morphisms
   $$\gamma : z \otimes \varphi(1_{\mathcal{U}}) \xrightarrow{\alpha} \varphi(u) \otimes \varphi(1_{\mathcal{U}}) \xrightarrow{\text{can}} \varphi(u)$$
   $$g : z \otimes \varphi(u^\vee) \xrightarrow{\alpha} \varphi(u) \otimes \varphi(u^\vee) \xrightarrow{\text{can}} \varphi(u \otimes u^\vee)$$
   in $\mathcal{Z}$ are equivalences.

Moreover, if $x$ is right-dualizable, then its right dual $x^\vee$ is given by $[u^\vee \mapsto \varphi(u^\vee) \xleftarrow{\beta} z^\vee]$, where $\beta$ is adjunct to the composite

$$\mathbb{1}_z \xrightarrow{\text{can}} \varphi(1_{\mathcal{U}}) \xrightarrow{\varphi(\eta)} \varphi(u \otimes u^\vee) \xleftarrow{g^\sim} z \otimes \varphi(u^\vee)$$.
Proof. First, suppose that $x$ is right-dualizable. Since the functors $\mathcal{X} \xrightarrow{j^*} \mathcal{U}$ and $\mathcal{X} \xrightarrow{i^*} \mathcal{Z}$ are strictly monoidal, the objects $u = j^*(x)$ and $z = i^*(x)$ are right-dualizable. Now, for any $w \in \mathcal{U}$, the composite map

$$x \otimes j_*(w) \longrightarrow j_*j^*(x) \otimes j_*(w) \xrightarrow{\text{can}} j_*(j^*(x) \otimes w)$$

is an equivalence, because for any $t \in \mathcal{X}$ we have the sequence of equivalences

$$\text{Hom}_{\mathcal{X}}(t, x \otimes j_*(w)) \simeq \text{Hom}_{\mathcal{X}}(x \otimes j_*(w), j^*(t)) \simeq \text{Hom}_{\mathcal{U}}((j^*(x) \otimes j^*(w), w) \simeq \text{Hom}_{\mathcal{U}}((j^*(x) \otimes j^*(w), w) \simeq \text{Hom}_{\mathcal{X}}(t, j_*(j^*(x) \otimes w)).$$

Applying $i^*$ to the map (3) yields the composite morphism of (2), which is therefore an equivalence. This proves the implication $(1) \Rightarrow (2)$.

The implication $(2) \Rightarrow (3)$ is trivial.

We prove the implication $(3) \Rightarrow (1)$ by explicitly constructing duality data $x$. Let

$$\left(u^\vee, u^\vee \otimes u \xrightarrow{\epsilon_u} 1_{\mathcal{U}}, 1_{\mathcal{U}} \xrightarrow{\eta_u} u \otimes u^\vee\right) \quad \text{and} \quad \left(z^\vee, z^\vee \otimes z \xrightarrow{\epsilon_z} 1_{\mathcal{Z}}, 1_{\mathcal{Z}} \xrightarrow{\eta_z} z \otimes z^\vee\right)$$

be duality data for $u$ and $z$. Let $\varphi(u \otimes u^\vee) \xrightarrow{f} z \otimes \varphi(u^\vee)$ denote the inverse of the equivalence $g$, and let us define the morphism $z^\vee \xrightarrow{\beta} \varphi(u^\vee)$ to be the adjunct of the composite

$$\beta^!: 1_{\mathcal{Z}} \xrightarrow{\text{can}} \varphi(1_{\mathcal{U}}) \xrightarrow{\varphi(\eta_u)} \varphi(u \otimes u^\vee) \xrightarrow{f} z \otimes \varphi(u^\vee).$$

Let $x^\vee = [u^\vee \mapsto \varphi(u^\vee) \xleftarrow{\beta} z^\vee]$. We wish to construct an evaluation map $x^\vee \otimes x \xrightarrow{\epsilon_x} 1_{\mathcal{X}}$ that restricts to $\epsilon_u$ and $\epsilon_z$ on each component. To do this, we must exhibit a homotopy that makes the diagram

$$z^\vee \otimes z \xrightarrow{\beta \otimes \alpha} \varphi(u^\vee) \otimes \varphi(u) \xrightarrow{\text{can}} \varphi(u^\vee \otimes u)$$

commute. Equivalently, we must exhibit a homotopy between the two adjunct maps $z \rightarrow z \otimes \varphi(1_{\mathcal{U}})$. Invoking assumption (3), we may compare the two maps after postcomposition by the equivalence $z \otimes \varphi(1_{\mathcal{U}}) \xrightarrow{\sim} \varphi(u)$. The map $\text{can} \circ \epsilon_z$ is then adjunct to the map $\alpha : z \rightarrow z \otimes \varphi(1_{\mathcal{U}}) \xrightarrow{\sim} \varphi(u)$. On the other hand, the map $\varphi(\epsilon_u) \circ \text{can} \circ (\beta \otimes \alpha)$ is adjunct to the upper horizontal composite in the
commutative diagram

\[ \begin{array}{ccc}
1 \otimes z & \xrightarrow{\beta \otimes \alpha} & z \otimes \varphi(u^\vee) \otimes \varphi(u) \\
\downarrow {\text{can}} \otimes \alpha & & \downarrow {\text{id}} \otimes {\text{can}} \\
\varphi(1) \otimes \varphi(u) & \xrightarrow{\varphi(\eta_u \otimes \text{id})} & \varphi(u \otimes u^\vee) \\
\downarrow {\text{can}} & & \downarrow {\text{can}} \\
\varphi(u) & \xrightarrow{\varphi(\eta_u)} & \varphi(u \otimes u^\vee) \\
\end{array} \]

in \( Z \), which then yields the desired homotopy and thus \( \epsilon_x \).

Next, using the commutative diagram

\[ \begin{array}{ccc}
1 & \xrightarrow{\text{can}} & \varphi(1) \\
\downarrow {\text{can}} \otimes \alpha & & \downarrow \varphi(\eta_u) \\
z \otimes z^\vee & \xrightarrow{\text{id} \otimes \beta} & z \otimes \varphi(u^\vee) \\
\downarrow {\text{can}} \otimes \beta & & \downarrow {\text{can}} \otimes \alpha \\
\varphi(u) \otimes \varphi(u^\vee) & \xrightarrow{g} & \varphi(u \otimes u^\vee) \\
\end{array} \]

in \( Z \) we define a coevaluation map \( 1 \xrightarrow{\eta} x \otimes x^\vee \) that restricts to \( \eta_u \) and \( \eta_z \) on each component.

We now verify the triangle identity \( \text{id}_x \simeq (\text{id} \otimes \epsilon_x) \circ (\eta_x \otimes \text{id}) \). Since \( (\text{id} \otimes \epsilon_x) \circ (\eta_x \otimes \text{id}) \) is homotopic to the identity on the components \( u \) and \( z \) by construction, it only remains to show that that pasting the two homotopies given above yields an outer square in the commutative diagram

\[ \begin{array}{ccc}
1 \otimes z & \xrightarrow{\text{can} \otimes \alpha} & \varphi(1) \otimes \varphi(u) \\
\downarrow {\text{can \otimes id}} & & \downarrow {\text{can \otimes \alpha}} \\
z \otimes z^\vee \otimes z & \xrightarrow{(\text{can} \otimes \alpha \otimes \beta) \otimes \alpha} & \varphi(u \otimes u^\vee) \otimes \varphi(u) \\
\downarrow {\text{id} \otimes \epsilon} & & \downarrow {\text{id} \otimes \varphi(\epsilon)} \\
z \otimes 1 & \xrightarrow{\alpha \otimes \text{can}} & \varphi(u) \otimes \varphi(1) \\
\end{array} \]

in \( Z \) that is homotopic to the identity on \( \alpha \). A chase of the definitions shows that the homotopy
witnessing the commutativity of the upper rectangle is itself homotopic to
\[
\begin{array}{ccc}
z & \xrightarrow{\alpha} & \varphi(u) \\
\eta \otimes \text{id} & & \\
\downarrow & & \\
z \otimes z^\vee \otimes z & \xrightarrow{\beta \otimes \text{id}} & z \otimes \varphi(u^\vee) \otimes \varphi(\varphi(u)) \xrightarrow{\text{id} \otimes \varepsilon \otimes \text{id}} & \varphi(u \otimes u^\vee \otimes u)
\end{array}
\]

In particular, the factorization through \(\text{id} \otimes \beta \otimes \alpha\) permits us to reduce the assertion to checking that in the commutative diagram

\[
\begin{array}{ccc}
z & \xrightarrow{\text{id} \otimes \text{can}} & z \otimes \varphi(\mathbb{1}) \\
\eta \otimes \text{id} & & \\
\downarrow & & \\
z \otimes z^\vee \otimes z & \xrightarrow{\eta \otimes \beta \otimes \gamma} & z \otimes \varphi(u^\vee) \otimes \varphi(\varphi(u)) \xrightarrow{\text{id} \otimes \varepsilon \otimes \text{id}} & \varphi(\alpha \otimes \varphi(\varphi(u))) \xrightarrow{\text{id} \otimes \text{can}} & \varphi(\alpha \otimes \varphi(\varphi(u)))
\end{array}
\]

the homotopy witnessing the commutativity of the outer square is homotopic to the identity on \(\alpha\) (note the commutativity of the inner triangle derives from the diagram that defines \(\varepsilon_x\)). But since \(\gamma\) is an equivalence, this holds in view of the homotopy between the left inner diagram and the identity on \(\text{id} \otimes \text{can}\) furnished by the triangle identity \(\text{id}_z \simeq (\text{id} \otimes \varepsilon_z) \circ (\eta_z \otimes \text{id})\).

Finally, the other triangle identity \(\text{id}_{x^\vee} \simeq (\varepsilon_x \otimes \text{id}) \circ (\text{id} \otimes \eta_x)\) may be established by similar reasoning, the details of which we leave to the reader.

\[\square\]

## 1.2 Complements to Theorem 1.5

In this subsection, we collect a few remarks that serve to illustrate Theorem 1.5 and connect it with other parts of the literature.

**Remark 1.6.** Suppose that \(U \overset{\varphi}{\rightarrow} \mathcal{Z}\) is a laxly symmetric monoidal functor with lax limit \(X := \text{lim}^{\text{lax}} (U \overset{\varphi}{\rightarrow} \mathcal{Z})\), and suppose that \(A = [B \mapsto \varphi(B) \overset{\alpha}{\leftarrow} C] \in \text{CAlg}(X)\) is a commutative algebra object. Then, we have an identification

\[
\text{Mod}_A(X) \simeq \text{lim}^{\text{lax}} \left( \text{Mod}_B(U) \overset{\varphi}{\rightarrow} \text{Mod}_C(\mathcal{Z}) \right),
\]

(4)
where $\tilde{\phi}$ denotes the composite

$$\text{Mod}_B(U) \xrightarrow{\tilde{\phi}} \text{Mod}_{\phi(B)}(Z) \xrightarrow{\alpha^*} \text{Mod}_C(Z)$$

(using the fact that $\phi$ is laxly symmetric monoidal).\(^{16}\) Let us suppose that the relative tensor products exist making $\text{Mod}_B(U)$ and $\text{Mod}_C(Z)$ (and hence also $\text{Mod}_A(X)$) into symmetric monoidal categories. Then, $\tilde{\phi}$ is also laxly symmetric monoidal and the equivalence (4) is symmetric monoidal. Applying Theorem 1.5, the projection formula takes the following form: for a dualizable object $M = [N \mapsto \varphi(N) \xleftarrow{\beta} P] \in \text{Mod}_A(X)$ and any $W \in \text{Mod}_B(U)$, the canonical composite morphism

$$P \otimes_C \varphi(W) \xrightarrow{\beta} \varphi(N) \otimes_C \varphi(W) \xrightarrow{\text{can}} \varphi(N \otimes_B W)$$

is an equivalence.

**Remark 1.7.** If the functor $U \xrightarrow{\tilde{\phi}} Z$ is strictly monoidal, then Theorem 1.5 shows that an object $[u \mapsto \varphi(u) \xleftarrow{\alpha} z] \in X$ is right-dualizable if and only if $u$ is right-dualizable and $\alpha$ is an equivalence (which implies that $z$ is right-dualizable). Said differently, in this case the functor

$$U^{dbl} \xleftarrow{\tilde{\phi}^*} X^{dbl} \quad (5)$$

is an equivalence, which generalizes the easy observation that $\text{Ar}(Z)^{dbl} \xrightarrow{\text{ev}_1} Z^{dbl}$ is an equivalence.\(^{17}\)

On the other hand, in general the fully faithful inclusion

$$\lim_{\text{lax}}(U^{dbl} \xleftarrow{\tilde{\phi}} \text{Mod}_B(U) \xrightarrow{\phi} Z) \xleftarrow{} \lim_{\text{lax}}(U \xrightarrow{\tilde{\phi}} Z)$$

clearly restricts to an equivalence on dualizable objects. So in fact, the functor (5) is an equiv-

\(^{16}\)To see this, observe that the pullback square

$$
\begin{array}{ccc}
(\mathcal{X}^\otimes, A) & \longrightarrow & (\text{Ar}(Z)^\otimes, \alpha) \\
\downarrow & & \downarrow^{(\text{ev}_1)^\otimes} \\
(\mathcal{U}^\otimes, B) & \xrightarrow{\phi^\otimes} & (Z^\otimes, \varphi(B))
\end{array}
$$

of operads equipped with a distinguished commutative algebra object is sent to a pullback square of operads under the functor $(\mathcal{O}^\otimes, R) \mapsto \text{Mod}_B(\mathcal{O}^\otimes)$, and combine this with the pullback square

$$
\begin{array}{ccc}
\text{Mod}_B(\text{Ar}(Z)) & \longrightarrow & \text{Ar}(\text{Mod}_C(Z))^{\otimes} \\
(\text{ev}_1)^{\otimes} & \downarrow & (\text{ev}_1)^{\otimes} \\
\text{Mod}_B(\text{Ar}(Z))^{\otimes} & \xrightarrow{(\alpha^*)^{\otimes}} & \text{Mod}_C(Z)^{\otimes}
\end{array}
$$

of operads.

\(^{17}\)Indeed, a more direct way to see this is to use monoidal equivalences $\mathcal{X} \simeq U \times_Z \text{Ar}(Z)$ and $Z^{dbl} \simeq \text{Ar}(Z)^{dbl}$.
herence as soon as the composite $U^\text{dzbl} \hookrightarrow U \xrightarrow{\varphi} Z$ is strictly monoidal. See Example 4.4 for an instance of this.

**Remark 1.8.** Here is a more conceptual (but slightly weaker) reformulation of Theorem 1.5 in the symmetric monoidal case.

First of all, note that the laxly symmetric monoidal functor $U \xrightarrow{\varphi} Z$ admits a canonical factorization

$$
\begin{array}{c}
\text{Mod}_{\varphi(1_U)}(Z) \\
\downarrow \varphi \\
\downarrow \text{fgt} \\
\U \\
\downarrow \varphi \\
Z
\end{array}
$$

through a strictly unital lax symmetric monoidal functor.\(^{18}\)

We claim that an object $[u \mapsto \varphi(u) \xrightarrow{\alpha} z] \in X$ is dualizable if and only if both $u \in U$ and $z \in Z$ are dualizable and moreover the following conditions hold.

(a) The composite functor

$$
\text{Bord} \xrightarrow{\nu} U \xrightarrow{\varphi} \text{Mod}_{\varphi(1_U)}(Z)
$$

is strictly symmetric monoidal.\(^{19}\)

(b) The adjunct $z \otimes \varphi(1_U) \xrightarrow{\alpha^\dagger} \varphi(u)$ in $\text{Mod}_{\varphi(1_U)}(Z)$ of the map $z \xrightarrow{\alpha} \varphi(u)$ in $Z$ is an equivalence.

On the one hand, these conditions imply condition (3) of Theorem 1.5: the morphism $\alpha^\dagger$ in condition (b) is precisely the morphism $\gamma$, and thereafter condition (a) implies that the morphism $g$ is an equivalence. On the other hand, condition (2) of Theorem 1.5 evidently implies condition (a).

Informally, this may be summarized as saying that dualizable objects of $X$ are all given by the following procedure: choose a dualizable object $u \in U$ such that the composite (6) is strictly symmetric monoidal, and then choose a dualizable object $z \in Z$ and a $\varphi(1_U)$-linear equivalence $z \otimes \varphi(1_U) \xrightarrow{\sim} \varphi(u)$.

We can articulate this alternatively as follows. Let us write

$$
\begin{array}{c}
X^{\text{dzbl}} \\
\downarrow j^* \\
U^{\text{dzbl}} \\
\downarrow \text{id}
\end{array}
\xrightarrow{U_0^{\text{dzbl}}}
$$

for the image, and let us write $U_1^{\text{dzbl}} \subseteq U^{\text{dzbl}}$ for the full subcategory on those dualizable objects $u \in U$ such that the resulting composite morphism (6) is strictly symmetric monoidal. Then, we

\(^{18}\)If $Z$ does not admit all geometric realizations then $\text{Mod}_{\varphi(1_U)}(Z)$ may not be a symmetric monoidal category, but we may still consider it as an operad.

\(^{19}\)Writing $(u, u') \subseteq U$ for the full symmetric monoidal subcategory containing $u$ and $u'$, this is equivalent to the condition that the composite $(u, u') \hookrightarrow U \xrightarrow{\varphi} \text{Mod}_{\varphi(1_U)}(Z)$ is strictly symmetric monoidal.
have a commutative diagram

\[
\begin{array}{ccc}
\mathcal{X}^\text{dzbl} & \xrightarrow{j^*} & \mathcal{U}_0^\text{dzbl} \\
\downarrow i^* & & \downarrow \varphi \\
\mathcal{Z}^\text{dzbl} & \xrightarrow{(-) \otimes \varphi(1_u)} & \text{Mod}_{\varphi(1_u)}(\mathcal{Z})^\text{dzbl} \\
\downarrow \varphi & & \downarrow \text{id} \\
\text{Mod}_{\varphi(1_u)}(\mathcal{Z})^\text{dzbl} & \xrightarrow{i^*} & \text{Mod}_{\varphi(\mathcal{I}_U)}(\mathcal{Z})^\text{dzbl}
\end{array}
\]

in which both the left square and the composite rectangle are pullbacks, and moreover the left square consists entirely of strictly symmetric monoidal functors.\(^{20}\)

**Remark 1.9.** Remark 1.8 has the following curious consequence. Let us take \( \mathcal{U} = \text{Bord} \) and \( u := + \in \text{Bord} \) to be the universal dualizable object. Then, a laxly symmetric monoidal functor \( \text{Bord} \xrightarrow{\varphi} \mathcal{Z} \) is strict if and only if the following conditions hold.

(i) The object \( z := \varphi(+) \in \mathcal{Z} \) is dualizable.

(ii) The laxly symmetric monoidal functor \( \varphi \) is unital, i.e., the canonical morphism \( \mathbb{1}_\mathcal{Z} \to \varphi(\varnothing) \) is an equivalence.

(iii) The laxly symmetric monoidal functor \( \varphi \) is strict on the pair \((+, -) \in \text{Bord}^{\times 2}\), i.e., the canonical morphism \( \varphi(+) \otimes \varphi(-) \to \varphi(+-) \) is an equivalence.

Indeed, these are equivalent to condition (3) of Theorem 1.5, and our conclusion is condition (a) of Remark 1.8.

**Remark 1.10** (Beauville–Laszlo). Suppose for simplicity that \( \varphi \) is a laxly symmetric monoidal functor, so that \( j_*(\mathbb{1}_U) \) and \( \varphi(\mathbb{1}_U) \) are commutative algebras, and suppose moreover that the relative tensor products exist to make \( \text{Mod}_{j_*(\mathbb{1}_U)}(\mathcal{X}) \) and \( \text{Mod}_{\varphi(\mathbb{1}_U)}(\mathcal{Z}) \) symmetric monoidal categories. We then have a pullback square

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{i^*} & \mathcal{Z} \\
\downarrow & & \downarrow \\
\text{Mod}_{j_*(\mathbb{1}_U)}(\mathcal{X}) & \xrightarrow{i^*} & \text{Mod}_{\varphi(\mathbb{1}_U)}(\mathcal{Z})
\end{array}
\]

\(^{20}\)One can see that the middle vertical functor is strictly symmetric monoidal as follows. Given a pair of objects \( u, v \in \mathcal{U}_0^\text{dzbl} \), let \( x = [u \mapsto \varphi(u) \xleftarrow{\varnothing} z] \in \mathcal{X}^\text{dzbl} \) be a lift of \( u \). Then, the projection formula for \( x \) at \( v \) guarantees that the composite

\[
z \otimes \varphi(v) \xrightarrow{\text{can}} \varphi(u) \otimes \varphi(v) \xrightarrow{\varnothing} \varphi(u \otimes v)
\]

is an equivalence. On the other hand, applying condition (b) we can rewrite the source as

\[
z \otimes \varphi(v) \simeq (z \otimes \varphi(\mathbb{1}_U)) \otimes_{\varphi(\mathbb{1}_U)} \varphi(v) \simeq \varphi(u) \otimes_{\varphi(\mathbb{1}_U)} \varphi(v).
\]
in SMC. Indeed, it is not hard to check that we have an equivalence
\[
\text{Mod}_{j_*(1_U)}(X) \simeq \lim \text{lax} (U \xrightarrow{\varphi} \text{Mod}_{\varphi(1_U)}(Z))
\] (8)
in SMC, and thereafter we may define an inverse functor
\[
\text{Mod}_{j_*(1_U)}(X) \times \text{Mod}_{\varphi(1_U)}(Z) \rightarrow X
\]
by the formula
\[
([u \mapsto \varphi(u) \xleftarrow{\alpha'} z'], z', z' \xleftarrow{\varphi(1_U)} z) \mapsto [u \mapsto \varphi(u) \xleftarrow{\alpha'} z' \xleftarrow{\varphi(1_U)} z].
\]

This result and variants thereof are sometimes known as the Beauville–Laszlo theorem (after [BL95]; e.g., see [Lur18, Proposition 7.4.1.1]).

Let us pass to dualizable objects in the pullback square (7), to obtain a pullback square
\[
\begin{array}{ccc}
\chi_{\text{dzbl}} & \xrightarrow{i^*} & Z_{\text{dzbl}} \\
\downarrow{-\otimes j_*(1_U)} & & \downarrow{-\otimes \varphi(1_U)} \\
\text{Mod}_{j_*(1_U)}(\chi)_{\text{dzbl}} & \xrightarrow{i^*} & \text{Mod}_{\varphi(1_U)}(Z)_{\text{dzbl}}
\end{array}
\] (9)

Note that this description of the dualizable objects in $X$ is a priori very different from that conferred by Theorem 1.5: here the connection with dualizable objects in $U$ is not apparent, and indeed this pullback square yields no information if $\varphi(1_U) \simeq 1_Z$ (which implies that $j_*(1_U) \simeq 1_X$). Nonetheless, we may relate it to the pullback squares of Remark 1.8 in the following manner. We always have a factorization of the adjunction $j^* \dashv j_*$ as
\[
\begin{array}{ccc}
\chi & \xrightarrow{-\otimes j_*(1_U)} & \text{Mod}_{j_*(1_U)}(\chi) \\
\downarrow{j^*} & & \downarrow{j} \\
\text{Mod}_{\varphi(1_U)}(Z) & \xrightarrow{j_*} & \text{Mod}_{\varphi(1_U)}(Z)
\end{array}
\]

with both left adjoints strictly symmetric monoidal. Furthermore, note that if $x \in \chi_{\text{dzbl}}$, then the natural map $x \otimes j_*(1_U) \to j_* j^* (x)$ is an equivalence (as may be checked on representable functors), and similarly if $x \in \text{Mod}_{j_*(1_U)}(\chi)_{\text{dzbl}}$, then $x \to j^* j_* (x)$ is an equivalence (since now $j_* (1_U) \in \text{Mod}_{j_*(1_U)}(\chi)$ is the unit object). Therefore, upon passage to dualizable objects, the functor $j^*$ is fully faithful. Thereafter, due to the commutative triangle
\[
\begin{array}{ccc}
\text{Mod}_{j_*(1_U)}(\chi)_{\text{dzbl}} & \xrightarrow{\overline{j}^*} & U_{\text{dzbl}} \\
\downarrow{j_*} & & \downarrow{\varphi} \\
\text{Mod}_{\varphi(1_U)}(Z)
\end{array}
\]
we see that objects of $\text{Mod}_{j_*(\mathbb{1}_U)}(X)^{\text{dbl}}$ satisfy condition (a) in Remark 1.8, so we obtain an inclusion $\text{Mod}_{j_*(\mathbb{1}_U)}(X)^{\text{dbl}} \subseteq U_1^{\text{dbl}}$ (using the notation of Remark 1.8). On the other hand, the factorization shows that $U_0^{\text{dbl}} \subseteq \text{Mod}_{j_*(\mathbb{1}_U)}(X)^{\text{dbl}}$. We have thus shown that the Beauville–Laszlo pullback square (9) fits in between the two pullback squares of Remark 1.8:

![Diagram]

Suppose we additionally assume that $U \xrightarrow{\varphi} Z$ is an exact accessible functor of stable presentable categories (ensuring that $X$ is stable and presentably symmetric monoidal) and that $X$ is rigidly compactly generated (i.e., $X^\omega = X^{\text{dbl}}$ and $X \simeq \text{Ind}(X^\omega)$). Then, $\text{Mod}_{j_*(\mathbb{1}_U)}(X)^{\text{dbl}}$ is the thick subcategory generated by the essential image of $(- \otimes j_*(\mathbb{1}_U))|_{X^{\text{dbl}}}$. Consequently, in this case if we want a pullback square of symmetric monoidal idempotent complete stable categories, the Beauville–Laszlo square is the ‘minimal’ such option.

**Remark 1.11.** We digress to explain the relationship between the Beauville–Laszlo pullback square and similar results of Achim Krause in [Kra20]. Let us suppose that the hypotheses in the last paragraph of Remark 1.10 are in effect. First note that if $u \in U$ is compact, then $u$ is dualizable: indeed, since $j_! : U \to X$ preserves compact objects and $X^\omega = X^{\text{dbl}}$, we get that $j_!(u)$ is dualizable and hence $j^*j_!(u) \simeq u$ is dualizable. Note as well that since $j_!(u) = [u \mapsto \varphi(u) \leftarrow 0]$, it follows from the projection formula of Theorem 1.5 that if $u$ is compact, then $\varphi(u) = 0$ and hence the natural map $j_!(u) \to j_*(u)$ is an equivalence. We deduce that for all $x \in X$ and $u \in U^\omega$, both $j^* : \text{Hom}(j_!u, x) \to \text{Hom}(u, j^*x)$ and $j^* : \text{Hom}(x, j_!u) \to \text{Hom}(j^*x, u)$ are equivalences. The hypotheses of [Kra20, Lemma 3.9] are thus satisfied, so that we get a pullback square of stable categories

$$
\begin{array}{ccc}
X^\omega & \longrightarrow & X^\omega / U^\omega \\
\downarrow & & \downarrow \\
U^{\text{dbl}} & \longrightarrow & U^{\text{dbl}} / U^\omega
\end{array}
$$

where we form Verdier quotients in the righthand column. Moreover, it is easily checked that $U^\omega \subseteq X^{\text{dbl}}$ and $U^\omega \subseteq U^{\text{dbl}}$ are thick tensor ideals, so this is in fact a pullback square of stable symmetric monoidal categories.

We next bring the bottom row of the Beauville–Laszlo pullback square (9) into the picture. By the same reasoning now applied to the recollement $(U, \text{Mod}_{\varphi}(\mathbb{1}_U))$ on $\text{Mod}_{j_*(\mathbb{1}_U)}(X)$ (recall
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the equivalence (8), we obtain the pullback square of stable symmetric monoidal categories

\[
\begin{array}{ccc}
\text{Mod}_{j_*(\mathbb{1}_U)}(X)^\omega & \longrightarrow & \text{Mod}_{j_*(\mathbb{1}_U)}(X)^\omega/U^\omega \\
\downarrow & & \downarrow \\
U^{dzbl} & \longrightarrow & U^{dzbl}/U^\omega
\end{array}
\]

where the left vertical functor is fully faithful by Remark 1.10 and the right vertical functor is then fully faithful using the formula for mapping spaces in a Verdier quotient [Kra20, Lemma 3.3]. One can sometimes show that the right vertical functor is an equivalence, at least upon idempotent completion; for example, the description of the $\mathbb{Z}$-linear stable module category as modules over the Tate construction falls into this paradigm [Kra20, Proposition 5.7].

Now suppose also that $U$ is compactly generated. Then the idempotent completions of $X^\omega/U^\omega$ and $\text{Mod}_{j_*(\mathbb{1}_U)}(X)^\omega/U^\omega$ are $\mathbb{Z}^\omega$ and $\text{Mod}_{\varphi(\mathbb{1}_U)}(\mathbb{Z})^\omega$, respectively. Since the idempotent completion functor (as an endofunctor of the category of small stable categories) preserves all limits [CDH+20, Proposition A.3.3], we obtain the diagram

\[
\begin{array}{ccc}
X^\omega & \longrightarrow & \text{Mod}_{j_*(\mathbb{1}_U)}(X)^\omega \\
\downarrow & & \downarrow \\
Z^\omega & \longrightarrow & \text{Mod}_{\varphi(\mathbb{1}_U)}(Z)^\omega
\end{array}
\]

\[
\begin{array}{ccc}
U^{dzbl} & \longrightarrow & (U^{dzbl}/U^\omega)^{ic} \\
\downarrow & & \\
U^{dzbl}/U^\omega & \longrightarrow & (U^{dzbl}/U^\omega)^{ic}
\end{array}
\]

in which both squares are pullbacks (where $(-)^{ic}$ denotes idempotent completion).

To conclude this subsection, we record the following consequence of Theorem 1.5 in the setting of stable categories for later use.

**Corollary 1.12.** Let $U$ and $Z$ be stably monoidal categories and let $U \xrightarrow{\varphi} Z$ be an exact laxly monoidal functor. Let $u \in U$ be an object that is contained in the thick subcategory of $U$ generated by $\mathbb{1}_U$ (i.e., $u$ is perfect). Then an object $[u \mapsto \varphi(u) \xleftarrow{\alpha} z] \in X$ is dualizable if and only if $z \in Z$ is dualizable and moreover the composite morphism

\[
\gamma : z \otimes \varphi(\mathbb{1}_U) \xrightarrow{\alpha} \varphi(u) \otimes \varphi(\mathbb{1}_U) \xrightarrow{\text{can}} \varphi(u)
\]

is an equivalence.

**Proof.** Note that $u$ being perfect implies that it is dualizable. So by condition (3) of Theorem 1.5, it remains to show that under the stated hypotheses the morphism

\[
g : z \otimes \varphi(u^\vee) \xrightarrow{\alpha} \varphi(u) \otimes \varphi(u^\vee) \xrightarrow{\text{can}} \varphi(u \otimes u^\vee)
\]

is an equivalence. Let $U' \subseteq U$ be the subcategory consisting of those $w \in U$ such that the
morphism
\[ g_w : z \otimes \varphi(w) \xrightarrow{\Delta} \varphi(u) \otimes \varphi(w) \xrightarrow{\text{can}} \varphi(u \otimes w) \]
is an equivalence. Note that \( \mathcal{U}' \) is thick and contains \( 1_{\mathcal{U}} \) by assumption, so it contains \( u \). Hence it also contains \( u^\vee \), i.e., the morphism \( g \coloneqq g_u^{\vee} \) is an equivalence.

2 | Stratified categories and their dualizable objects

In this section, we introduce the concept of an \( \mathcal{O} \)-monoidal category stratified over a base category \( \mathcal{B} \), which specializes to a laxly \( \mathcal{O} \)-monoidal functor of \( \mathcal{O} \)-monoidal categories when \( \mathcal{B} = [1] \). We then prove that dualizable objects in the lax limit of a symmetric monoidal \( \mathcal{B} \)-stratified category are detected by restriction to the set of individual strata and links.

2.1 | Monoidal structures on stratified categories and their lax limits

Given a category \( \mathcal{B} \), we write \( \text{locCocart}_{\mathcal{B}} \) for the 2-category whose objects are locally cocartesian fibrations \( \mathcal{C} \to \mathcal{B} \), whose morphisms are those functors over \( \mathcal{B} \) that preserve locally cocartesian morphisms, and whose 2-morphisms are arbitrary natural transformations. We write \( \text{Fun}^{\text{cocart}}_{/\mathcal{B}}(\mathcal{C}, \mathcal{D}) \) for its functor categories.

**Definition 2.1.** [AMGR20, §A.5] We write
\[ \text{locCocart}_{\mathcal{B}} \xrightarrow{\text{Yo}^{\text{lax}}} \text{Fun}(\Delta^{op}_{/\mathcal{B}}, \text{Cat}) \]
for the (restricted) **lax Yoneda embedding**, given by the assignment
\[ (\mathcal{C} \to \mathcal{B}) \longmapsto \left( \left( [n] \xrightarrow{\varphi} \mathcal{B} \right) \mapsto \text{Fun}^{\text{cocart}}_{/[n]}(\text{sd}[n], \varphi^* \mathcal{C}) \right) . \]

By [AMGR20, Observation A.7.4], \( \text{Yo}^{\text{lax}} \) is faithful. We write \( \text{locCocart}_{\mathcal{B}}^{\text{lax}} \) for its essential image.

**Notation 2.2.** Given an operad \( \mathcal{O}^{\otimes} \) and a category \( \mathcal{C} \) with finite products, we let \( \text{Mon}_{\mathcal{O}}(\mathcal{C}) \) denote the category of **\( \mathcal{O} \)-monoids in** \( \mathcal{C} \), namely the full subcategory of \( \text{Fun}(\mathcal{O}^{\otimes}, \mathcal{C}) \) spanned by those functors \( M \) which satisfy the Segal condition: for every object \( x \in \mathcal{O}^{\otimes}_{(n)} \) and every collection of inert morphisms \( \{ x \xrightarrow{\rho^i} x_i : 1 \leq i \leq n \} \), the induced morphism \( M(x) \to \prod_{1 \leq i \leq n} M(x_i) \) is an equivalence.

By [Lur17, Proposition 2.1.2.12], under unstraightening \( \text{Mon}_{\mathcal{O}}(\text{Cat}) \) is equivalent to the category of \( \mathcal{O} \)-monoidal categories and \( \mathcal{O} \)-monoidal functors thereof. We then let \( \text{Mon}_{\mathcal{O}}^{\text{lax}}(\text{Cat}) \) denote the larger category with the same objects but whose morphisms only required to preserve inert morphisms.

**Definition 2.3.** An **\( \mathcal{O} \)-monoidally \( \mathcal{B} \)-stratified category** is an \( \mathcal{O} \)-monoid in \( \text{locCocart}_{\mathcal{B}}^{\text{lax}} \).
Observe that the lax limit functor admits a factorization
\[
\lim^{\text{lax}}_B := \text{Fun}^{\text{cocart}}_{/B} (\text{sd}(B), -) : \text{locCocart}_B \xrightarrow{\text{Yo}^{\text{lax}}} \text{Fun}(\Delta^{\text{op}}_B, \text{Cat}) \xrightarrow{\lim} \text{Cat}
\]
through the lax Yoneda embedding, yielding an evident extension to a functor \( \text{locCocart}_B \xrightarrow{\lim^{\text{lax}}_B} \text{Cat} \). By [AMGR20, Observation A.5.8], this extension participates in an adjunction
\[
\begin{array}{c}
\text{Cat} \\ \xrightarrow{\text{const}} \\
\downarrow^{\lim^{\text{lax}}_B} \\
\text{locCocart}_B
\end{array}
\]
It follows that \( \lim^{\text{lax}}_B \) sends \( \mathcal{O} \)-monoids in \( \text{locCocart}^{\text{lax}}_B \) to \( \mathcal{O} \)-monoids in \( \text{Cat} \). In fact, since \( \text{const} \) also preserves products, we obtain an adjunction
\[
\begin{array}{c}
\text{Mon}_\mathcal{O}(\text{Cat}) \\ \xleftarrow{\text{const}} \\
\downarrow^{\lim^{\text{lax}}_B} \\
\text{Mon}_\mathcal{O}(\text{locCocart}^{\text{lax}}_B)
\end{array}
\] (10)
This generalizes the canonical \( \mathcal{O} \)-monoidal structure on the lax limit of a laxly \( \mathcal{O} \)-monoidal functor, as we now explain.

First, we show how Definition 2.3 specializes to a laxly \( \mathcal{O} \)-monoidal functor of \( \mathcal{O} \)-monoidal categories when \( B = [1] \). For this, we will exploit the observation that \( \text{Cocart}^{\text{lax}}_{[1]} \) may be alternatively described as the full subcategory of \( \text{Cat}_{/[1]}^{\text{op}} \) on the cartesian fibrations over \( [1]^{\text{op}} \). For greater clarity, we now temporarily reintroduce the distinction between right-lax and left-lax morphisms, so that \( \text{locCocart}^{\text{rlax}}_B := \text{locCocart}^{\text{lax}}_B \).

**Notation 2.4.** For a category \( \mathcal{C} \), we respectively let \( \text{Cart}^{\text{rlax}}_{\mathcal{C}}, \text{Cocart}^{\text{llax}}_{\mathcal{C}} \subseteq \text{Cat}_{/\mathcal{C}} \) be the full subcategories on the cartesian and cocartesian fibrations over \( \mathcal{C} \).

Then by [AMGR20, Observation A.5.7], we have that \( \text{Cocart}^{\text{rlax}}_{[1]} \simeq \text{Cart}^{\text{llax}}_{[1]} \) (with the equivalence implemented by sending a cocartesian fibration to its dual cartesian fibration), so we are entitled to make the following definition.

**Definition 2.5.** Let \( \text{Strat}^{\text{lax}}_\mathcal{O} := \text{Mon}_\mathcal{O}(\text{Cart}^{\text{rlax}}_{[1]}_{/\mathcal{O}}) \) be the category of \( \mathcal{O} \)-monoidal \([1]\)-stratified categories and \( \mathcal{O} \)-monoidal right-lax morphisms thereof. Let \( \text{Strat}_\mathcal{O} \subseteq \text{Strat}^{\text{lax}}_\mathcal{O} \) be the wide subcategory on those \( \mathcal{O} \)-monoidal right-lax morphisms that strictly commute (i.e., preserve cartesian morphisms when viewed as morphisms of the underlying objects).

In the case that \( \mathcal{O} = \text{Comm} \) is the commutative operad (i.e., \( \text{Comm}^\otimes = \text{Fin}_\ast \)), we simply write \( \text{Strat}^{\text{lax}} := \text{Strat}^{\text{lax}}_{\text{Comm}} \) and \( \text{Strat} := \text{Strat}_{\text{Comm}} \).

**Proposition 2.6.** The category \( \text{Strat}_\mathcal{O} \) is equivalent to the wide subcategory of \( \text{Ar}(\text{Mon}^{\text{lax}}_{\mathcal{O}}(\text{Cat})) \) spanned by those morphisms whose restrictions to \( \{0\} \) and \( \{1\} \) are strictly \( \mathcal{O} \)-monoidal.
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Remark 2.7. We may summarize Proposition 2.6 informally as follows: $\text{Strat}_\mathcal{O}$ is the category whose objects are laxly $\mathcal{O}$-monoidal functors $\mathcal{U} \xrightarrow{\varphi} \mathcal{Z}$ and whose morphisms are commutative squares
\[
\begin{array}{ccc}
\mathcal{U} & \xrightarrow{\varphi} & \mathcal{Z} \\
\downarrow{f} & & \downarrow{g} \\
\mathcal{U}' & \xrightarrow{\varphi'} & \mathcal{Z}'
\end{array}
\]
in $\text{Mon}_\mathcal{O}^{\text{lax}}(\text{Cat})$ such that the morphisms $f$ and $g$ lie in the subcategory $\text{Mon}_\mathcal{O}(\text{Cat}) \subseteq \text{Mon}_\mathcal{O}^{\text{lax}}(\text{Cat})$.

Remark 2.8. The proof of Proposition 2.6 will additionally show that morphisms in the larger category $\text{Strat}_\mathcal{O}^{\text{lax}}$ are given by lax commutative squares
\[
\begin{array}{ccc}
\mathcal{U} & \xrightarrow{\varphi} & \mathcal{Z} \\
\downarrow{f} & \searrow{\eta \varphi} & \downarrow{g} \\
\mathcal{U}' & \xrightarrow{\varphi'} & \mathcal{Z}'
\end{array}
\]
in which $f$ and $g$ are strictly $\mathcal{O}$-monoidal, $\varphi$ and $\varphi'$ are laxly $\mathcal{O}$-monoidal, and $g \varphi' \xRightarrow{\eta} \varphi' f$ is a laxly $\mathcal{O}$-monoidal natural transformation.

Moreover, laxly $\mathcal{O}$-monoidal right-lax morphisms of $\mathcal{O}$-monoids are given by such lax commutative squares, but where we only require that the vertical morphisms $f$ and $g$ be laxly $\mathcal{O}$-monoidal. As we will not need this assertion, we leave the details of its proof to the reader.

To prove Proposition 2.6, we will employ the formalism of bifibrations fibered in categories.\textsuperscript{21}

Definition 2.9. Let $\mathcal{A}$ and $\mathcal{B}$ be two categories. We say that an isofibration $\mathcal{X} \xrightarrow{\pi} \mathcal{A} \times \mathcal{B}$ is a bifibration if the following two conditions hold.

\begin{enumerate}
\item The composite $\pi_\mathcal{A} := \text{pr}_\mathcal{A} \circ \pi$ is a cartesian fibration and $\pi$ is a morphism of cartesian fibrations over $\mathcal{A}$, so that all $\pi_\mathcal{A}$-cartesian morphisms project to equivalences in $\mathcal{B}$.
\item The composite $\pi_\mathcal{B} := \text{pr}_\mathcal{B} \circ \pi$ is a cocartesian fibration and $\pi$ is a morphism of cocartesian fibrations over $\mathcal{B}$, so that all $\pi_\mathcal{B}$-cocartesian morphisms project to equivalences in $\mathcal{A}$.
\end{enumerate}

A (bilax) morphism of bifibrations is simply a morphism in $\text{Cat}/_{\mathcal{A} \times \mathcal{B}}$. We say that a morphism
\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{F} & \mathcal{Y} \\
\downarrow{\pi} & & \downarrow{\varphi} \\
\mathcal{A} \times \mathcal{B}
\end{array}
\]

\textsuperscript{21}This differs from the notion studied in \cite[Lur09a, §2.4.7]{Lur09a}, which discusses bifibrations fibered in groupoids.

25
is right-strict (resp. left-strict) if it carries $\pi_A$-cartesian morphisms to $\rho_A$-cartesian morphisms (resp. $\pi_B$-cocartesian morphisms to $\rho_B$-cocartesian morphisms),\textsuperscript{22} and strict if it is both left and right strict.

We write $\text{Bifib}_{A \times B} \subseteq \text{Cat}_{A \times B}$ for the full subcategory spanned by the bifibrations, and we write $\text{Bifib}^{\text{left-strict}}_{A \times B}$ and $\text{Bifib}^{\text{right-strict}}_{A \times B}$ for the wide subcategories of $\text{Bifib}_{A \times B}$ on left-strict and right-strict morphisms.

**Proposition 2.10.** We have equivalences of categories

$$\text{Bifib}^{\text{left-strict}}_{A \times B} \simeq \text{Fun}(\mathcal{B}, \text{Cart}^{\text{left-lax}}_A) \quad \text{and} \quad \text{Bifib}^{\text{right-strict}}_{A \times B} \simeq \text{Fun}(\mathcal{A}^{\text{op}}, \text{Cocart}^{\text{llax}}_B).$$

**Proof.** We will prove the second equivalence and then deduce the first by taking opposites. First note that by passage to overcategories, the usual straightening equivalence $\text{Cart}_A \simeq \text{Fun}(\mathcal{A}^{\text{op}}, \text{Cat})$ becomes

$$\Theta : (\text{Cart}_A)_{/(A \times B)} \simeq \text{Fun}(\mathcal{A}^{\text{op}}, \text{Cat})_{/\text{const}_B} \simeq \text{Fun}(\mathcal{A}^{\text{op}}, \text{Cat}_B).$$

Given a functor $\mathcal{A}^{\text{op}} \xrightarrow{F} \text{Cat}_B$, let $X \xrightarrow{\pi} A \times B$ be the corresponding object under the equivalence $\Theta$. We then see that $F$ is valued in cocartesian fibrations over $B$ if and only if the pullback $X_a \xrightarrow{\pi_a} \{a\} \times B$ is a cocartesian fibration for all $a \in A$. We claim that this latter condition holds if and only if $\pi$ is a bifibration. For the ‘if’ direction, supposing that $X \xrightarrow{\pi_B} B$ is a cocartesian fibration whose cocartesian morphisms project to equivalences in $A$ ensures that the restriction $X_a \subseteq X \to B$ is a cocartesian fibration for all $a \in A$. For the ‘only if’ direction, given a morphism $b \to b'$ in $B$ and an object $x \in X$ over $b$, we need to produce a $\pi_B$-cocartesian lift of $e$, i.e., we need to extend $x$ to a $\pi_B$-colimit covering $e$. Let $a = \pi_A(x)$ and consider the commutative diagram

$$
\begin{array}{ccc}
\{0\} & \xrightarrow{x} & X_a \\
\downarrow & & \downarrow \pi_a \\
[1] & \xrightarrow{e} & \{a\} \times B \to A \times B
\end{array}
$$

Since $\pi|_a$ is a cocartesian fibration by assumption, there exists a map $f$ which is a $\pi|_a$-colimit of $x$. By [Lur09a, Corollary 4.3.1.15], $f$ viewed as a map into $X$ is then a $\pi$-colimit. By [Lur09a, Proposition 4.3.1.5(2)], since $\pi \circ f$ is a $\text{pr}_B$-cocartesian morphism (as a degenerate morphism in the $A$-factor), it follows that $f$ is a $\pi_B$-colimit. We conclude that $\pi_B$ is a cocartesian fibration. In fact, since we exhibited cocartesian lifts in $X$ which all project to degeneracies in $A$, by the stability of cocartesian morphisms under equivalence it follows that all $\pi_B$-cocartesian morphisms in $X$ project to equivalences in $A$. This shows that $\pi$ is a bifibration. The category $\text{Bifib}^{\text{right-strict}}_{A \times B}$ viewed as the full subcategory of $(\text{Cart}_A)_{/(A \times B)}$ on the bifibrations is thus seen to be equivalent under $\Theta$ to $\text{Fun}(\mathcal{A}^{\text{op}}, \text{Cocart}^{\text{llax}}_B)$. $\square$

\textsuperscript{22}In other words, right-strict morphisms of bifibrations are left-lax, and vice-versa.
**Proof of Proposition 2.6.** Using the equivalences of Proposition 2.10 we get equivalences of groupoids

$$\text{Fun}(\mathcal{B}, \text{Cart}^{\text{lax}}_A) \simeq (\text{Bifib}^{\text{strict}}_{A \times \mathcal{B}}) \simeq (\text{Bifib}^{\text{strict}}_{A \times \mathcal{B}}) \simeq \text{Fun}(A^{\text{op}}, \text{Cocart}^{\text{lax}}_B) .$$

Then if we let $\mathcal{B} = \mathcal{O}^{\otimes}$ and $A = [1]^{\text{op}}$, under this equivalence we see that $\mathcal{O}$-monoids in $\text{Cart}^{\text{lax}}_{[1]^{\text{op}}}$ correspond to functors $[1] \to \text{Mon}^{\text{lax}}(\mathcal{C})$.

We then note that under the first equivalence of Proposition 2.10, $\text{Strat}_\mathcal{O}$ identifies as the wide subcategory of $\text{Strat}^{\text{lax}}_{[1]^{\text{op}}}$ on the strict morphisms of bifibrations over $[1]^{\text{op}} \times \mathcal{O}^{\otimes}$. Thus, using the second equivalence of Proposition 2.10, we see that $\text{Strat}$ is equivalent to the wide subcategory of $\text{Ar}(\text{Mon}^{\text{lax}}_{\mathcal{O}}(\mathcal{C}))$ spanned by those morphisms whose restrictions to $\{0\}$ and $\{1\}$ are strictly $\mathcal{O}$-monoidal, as claimed.

Under the equivalence $\text{Cocart}^{\text{lax}}_{[1]} \simeq \text{Cart}^{\text{lax}}_{[1]}$, the functor $\text{lim}^{\text{lax}}_{[1]}$ identifies with $\text{Sect}(-) := \text{Fun}_{/[1]^{\text{op}}}(\{1\}^{\text{op}}, -)$. We next identify the induced functor on $\mathcal{O}$-monoids

$$\text{Strat}^{\text{lax}}_\mathcal{O} = \text{Mon}_\mathcal{O}(\text{Cart}^{\text{lax}}_{[1]^{\text{op}}}) \xrightarrow{\text{Sect}} \text{Mon}_\mathcal{O}(\mathcal{C})$$

in more familiar terms. For convenience, we will suppose the operad $\mathcal{O}^{\otimes}$ is reduced.

We also begin to use quasicategories per se. Namely, in the proof of the next proposition, we use Lurie’s pairing construction [Lur09a, Corollary 3.2.2.13]: given $K, L \in \mathbf{sSet}/S$, we write $\widetilde{\text{Fun}}_S(K, L) \in \mathbf{sSet}/S$ for the simplicial set over $S$ defined by the formula

$$\text{Hom}_{/S}(A, \widetilde{\text{Fun}}_S(K, L)) \cong \text{Hom}_{/S}(A \times S K, L) .$$

If $K \to S$ is a cartesian fibration and $L \to S$ is a cocartesian fibration, then $\widetilde{\text{Fun}}_S(K, L) \to S$ is a cocartesian fibration with fibers $\text{Fun}(K_s, L_s)$, such that for a morphism $s \xrightarrow{f} t$ in $S$, the pushforward functoriality $f_!$ is such that the diagram

$$\begin{array}{ccc}
K_s & \xrightarrow{F} & L_s \\
\downarrow f & & \downarrow f_! \\
K_t & \xrightarrow{f_! F} & L_t
\end{array}$$

commutes.

**Proposition 2.11.** Suppose $\mathcal{O}^{\otimes}$ is a reduced operad, let $\mathcal{U} \xrightarrow{\varphi} \mathcal{Z}$ be a laxly $\mathcal{O}$-monoidal functor, and let $\mathcal{M} \to [1]^{\text{op}}$ be its unstraightening to a cartesian fibration. Endow $\mathcal{M}$ with the structure of an $\mathcal{O}$-monoid in $\text{Cart}^{\text{lax}}_{[1]^{\text{op}}}$ under the equivalence of Proposition 2.6, and let $\text{Sect}(\mathcal{M})^{\otimes} \to \mathcal{O}^{\otimes}$ be the resulting $\mathcal{O}$-monoidal structure on its category of sections. Then we have a pullback square of
operads fibered over $O^\otimes$

\[
\begin{array}{ccc}
\text{Sect}(M)^\otimes & \longrightarrow & (Z^\otimes)^{\Delta^1} \\
\downarrow & & \downarrow_{\ev_1} \\
U^\otimes & \varphi \longrightarrow & Z^\otimes
\end{array}
\]

identifying $\text{Sect}(M)^\otimes$ with the canonical $O$-monoidal structure of Observation 1.4.

**Proof.** In the statement, $(Z^\otimes)^{\Delta^1}$ denotes the cotensor in operads over $O^\otimes$, which defines the pointwise $O$-monoidal structure on $\text{Ar}(Z)$. First, let $M^\otimes \to [1]^{\text{op}} \times O^\otimes$ be the bifibration corresponding to $\varphi$ under the second equivalence of Proposition 2.10 with $A = [1]^{\text{op}}$ and $B = O^\otimes$. Let $[1]^{\text{op}} \times O^\otimes \to O^\otimes$ be the projection. We observe that the formation of relative sections

\[
p_*M^\otimes := \text{Fun}_{O^\otimes}([1]^{\text{op}} \times O^\otimes, M^\otimes)
\]

computes the induced $O$-monoidal structure on $\text{Sect}(M)$.$^{23}$

We then have a right-strict morphism $M^\otimes \to [1]^{\text{op}} \times Z^\otimes$ of bifibrations over $[1]^{\text{op}} \times O^\otimes$ determined under the second equivalence of Proposition 2.10 by the commutative square of operads

\[
\begin{array}{ccc}
U^\otimes & \varphi \longrightarrow & Z^\otimes \\
\downarrow & \text{id} & \downarrow \text{id} \\
Z^\otimes & \longrightarrow & Z^\otimes
\end{array}
\]

This specifies a functor $M^\otimes \to Z^\otimes$ over $O^\otimes$ and hence a functor $p_*M^\otimes \overset{F}{\longrightarrow} (Z^\otimes)^{\Delta^1}$ over $O^\otimes$ by postcomposition, using the identification $\Delta^1 \simeq [1]^{\text{op}}$. Over $O \simeq \ast$, this restricts to the functor $\text{Sect}(M) \to \text{Ar}(Z)$ that sends a section $[z \to u]$ to $[z \to \varphi(u)]$. It’s also straightforward to check that $F$ is a morphism of operads and $p_*M^\otimes \overset{i^* = \ev_0 \circ F}{\longrightarrow} Z^\otimes$ is $O$-monoidal (though $F$ isn’t $O$-monoidal unless $\varphi$ is).

On the other hand, the inclusion $\{1\} \times O^\otimes \subseteq [1]^{\text{op}} \times O^\otimes$ defines an $O$-monoidal functor $p_*M^\otimes \overset{j^*}{\longrightarrow} U^\otimes$ that restricts over $O$ to the functor $\text{Sect}(M) \to U$ given by evaluation at 1. We now have our desired commutative square of operads, which is also a pullback square of underlying categories. Furthermore, both $\text{Sect}(M)^\otimes$ and $(Z^\otimes)^{\Delta^1 \times_{Z^\otimes} U^\otimes}$ are $O$-monoidal categories (in fact, the projections to $U^\otimes$ are cocartesian fibrations in both cases), and using joint conservativity of the two $O$-monoidal functors $i^*$, $j^*$ to $U^\otimes$ and $Z^\otimes$, we see that the comparison map $\text{Sect}(M)^\otimes \to (Z^\otimes)^{\Delta^1 \times_{Z^\otimes} U^\otimes}$ is $O$-monoidal and hence an equivalence as such. 

**Remark 2.12.** Proposition 2.11 shows that the lax limit of a laxly $O$-monoidal functor satisfies a universal property with respect to laxly $O$-monoidal functors, which is stronger than that encoded by the adjunction (10). This universal property corresponds to that of the lax limit when taken

---

$^{23}$A routine application of [Lur17, Theorem B.4.2] shows that $p_*M^\otimes$ is indeed an operad over $O^\otimes$. 
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in the 2-category $\text{Mon}^{\text{lax}}_{\mathcal{O}}(\text{Cat})$, and in fact one always has an adjunction

$$
\text{Mon}^{\text{lax}}_{\mathcal{O}}(\text{Cat}) \xrightarrow{\text{const}} \text{Mon}^{\text{lax}}_{\mathcal{O}}(\text{locCocart}^{\text{lax}}_{B}) \xleftarrow{\lim^{\text{lax}}_{B}}.
$$

In conjunction with the second half of Remark 2.8, we then see that a lax commutative square of laxly $\mathcal{O}$-monoidal functors of $\mathcal{O}$-monoidal categories

$$
\begin{array}{ccc}
U & \xrightarrow{\varphi} & Z \\
\downarrow \eta \varphi & & \downarrow g \\
U' & \xleftarrow{\varphi'} & Z'
\end{array}
$$

furnishes a laxly $\mathcal{O}$-monoidal functor $\mathcal{X} \to \mathcal{X}'$ between lax limits. With a bit more work, one may understand this functoriality in terms of the explicit formulas of [ES21, §2.4] in the case $\mathcal{O} = \text{Comm}$ (cf. the discussion prior to [ES21, Theorem 2.64]).

### 2.2 Understanding monoidal structures on lax limits in general

To understand $\mathcal{O}$-monoidal structures on lax limits over $\mathcal{B}$, we would like to reduce to considering lax limits over $[1]$ and full subcategories $\mathcal{B}_0, \mathcal{B}_1 \subseteq \mathcal{B}$ forming a sieve-cosieve decomposition of $\mathcal{B}$ by means of the following strategy. Namely, suppose we have a functor $\mathcal{B} \xrightarrow{\pi} [1]$ (which is equivalent data to such a decomposition of $\mathcal{B}$). Then we have a factorization

$$
\text{const} : \text{Cat} \xrightarrow{\text{const}} \text{Cocart}^{\text{lax}}_{[1]} \xrightarrow{\pi^{\ast}} \text{locCocart}^{\text{lax}}_{B}
$$

(cf. Observation 2.13 below), and we would like to factor $\lim^{\text{lax}}_{B}$ as a composition of corresponding right adjoints

$$
\text{locCocart}^{\text{lax}}_{B} \xrightarrow{\pi^{\text{lax}}_{\ast}} \text{Cocart}^{\text{lax}}_{[1]} \xrightarrow{\lim^{\text{lax}}_{[1]}} \text{Cat}
$$

where we first take “(pointwise) lax right Kan extension along $\pi$” and then the lax limit over $[1]$. Furthermore, $\pi^{\text{lax}}_{\ast}$ should have the base-change property

$$
\begin{array}{ccc}
\text{locCocart}^{\text{lax}}_{\mathcal{B}_0} & \xrightarrow{\iota^0_\ast} & \text{locCocart}^{\text{lax}}_{\mathcal{B}_1} \\
\downarrow \lim^{\text{lax}}_{\mathcal{B}_0} & & \downarrow \lim^{\text{lax}}_{\mathcal{B}_1} \\
\text{Cat} & \xleftarrow{\iota^0_\ast} & \text{Cocart}^{\text{lax}}_{[1]} \xrightarrow{\iota^1_\ast} \text{Cat}
\end{array}
$$

However, in this generality one only expects $\pi^{\text{lax}}_{\ast}$ to be partially defined, since one needs conditions on $\mathcal{C} \to \mathcal{B}$ for the monodromy functor $\lim^{\text{lax}}_{\mathcal{B}_0}(\mathcal{C}|_{\mathcal{B}_0}) \xrightarrow{\varphi} \lim^{\text{lax}}_{\mathcal{B}_1}(\mathcal{C}|_{\mathcal{B}_1})$ to exist.24

24 Even if we attempted to invoke the adjoint functor theorem to construct $\pi^{\text{lax}}_{\ast}$, we would then need to impose additional conditions so as to validate the base-change property. This is analogous to the situation for ordinary
In [QS19, §2.2], the third author determined the relevant conditions for existence and gave a direct construction of \( \pi_*^{\text{ lax}} \) at the level of objects in terms of its monodromy functor [QS19, Proposition 2.27]. For example (cf. [QS19, Remark 2.28]), if \( B = P \) is a poset, then for every \( x \in P_1 \), if we let \( J_x \) be the poset whose objects are strings \([a_0 < \ldots < a_n < x], n \geq 0 \) with \( a_i \in P_0 \) and whose morphisms are string inclusions, then the value of \( \varphi(\text{sd}(P_0) \xrightarrow{\sigma} \mathcal{C}|_{P_0}) \) on \( x \in \text{sd}(P_1) \) is computed as the limit of the functor

\[
J_x \xrightarrow{f_x} \mathcal{C}_x,
\]

provided these limits exist and are preserved by pushforward along all monodromy functors \( \mathcal{C}_x \xrightarrow{\beta} \mathcal{C}_y \) over morphisms \( x \xrightarrow{\beta} y \) in \( P_1 \). For example, if we suppose that \( P \) is finite, all fibers of \( \mathcal{C} \to P \) admit finite limits, and all pushforward functors are left-exact, then the lax right Kan extension \( \pi_*^{\text{ lax}}(\mathcal{C}) \) exists for any functor \( P \xrightarrow{\pi} [1] \). However, [QS19, §2.2] did not establish the functoriality of \( \pi_*^{\text{ lax}} \) in lax morphisms over \( B \), which is essential for the passage to \( \mathcal{O} \)-monoids.

The situation for us becomes more favorable when \( B_0 = \text{pt} \) (so that \( B \simeq \mathcal{B}_1^\otimes \) and \( \pi \) is the structure map of the join), since then the relevant indexing categories are all contractible and thus \( \pi_*^{\text{ lax}}(\mathcal{C}) \) exists unconditionally. For our application to the proof of Theorem 2.28, this case suffices; in fact, we will only need to construct \( \pi_*^{\text{ lax}} \) when \( B = [n] \) and \( B_0 = \{0\} \). We now outline our strategy for doing this as follows.

**Observation 2.13.** Let \( B \xrightarrow{\pi} B' \) be a functor of categories. This determines an adjunction

\[
\begin{array}{ccc}
\text{Cat}_{/B} & \xleftarrow{\pi_0} & \text{Cat}_{/B'} \\
\downarrow{\pi^0 := B \times_{B'} (-)} & & \\
\end{array}
\]

which is opposite to an adjunction

\[
\begin{array}{ccc}
\text{Cat}_{/B'}^{\text{op}} & \xleftarrow{(\pi^0)^{\text{op}}} & \text{Cat}_{/B}^{\text{op}} \\
\downarrow{\pi_* := (-) \circ (\pi^0)^{\text{op}}} & & \\
\end{array}
\]

Applying \( \text{Fun}(-, \text{Cat}) \), we obtain an adjunction

\[
\begin{array}{ccc}
\text{Fun}(\text{Cat}_{/B'}^{\text{op}}, \text{Cat}) & \xleftarrow{(-) \circ (\pi_0)^{\text{op}} := \pi^*} & \text{Fun}(\text{Cat}_{/B}^{\text{op}}, \text{Cat}) \\
\downarrow{\pi_* := (-) \circ (\pi^0)^{\text{op}}} & & \\
\end{array}
\]

So explicitly, given a presheaf \( \text{Cat}_{/B}^{\text{op}} \xrightarrow{\mathcal{F}} \text{Cat} \), the presheaf \( \text{Cat}_{/B'}^{\text{op}} \xrightarrow{\pi_* \mathcal{F}} \text{Cat} \) is given by the formula

\[
(\pi_* \mathcal{F})(K) := \mathcal{F}(B \times_{B'}^\pi K).
\]

We would like to restrict to the full subcategories \( \Delta_{/B} \xhookrightarrow{i_B} \text{Cat}_{/B} \) and \( \Delta_{/B'} \xhookrightarrow{i_{B'}} \text{Cat}_{/B'} \). Note pointwise Kan extensions.
the factorization
\[
\begin{array}{c}
\text{Cat}_/\mathcal{B} \\
\downarrow \pi_0 \\
\Delta_/\mathcal{B} \\
\downarrow \pi_0 \\
\text{Cat}_/\mathcal{B}'
\end{array}
\]

Then, we obtain an adjunction
\[
\text{Fun}(\Delta^{op}_{/\mathcal{B}'}, \text{Cat}) \xrightarrow{(\pi_0)_* \circ \pi_* = \pi_*} \text{Fun}(\Delta^{op}_{/\mathcal{B}}, \text{Cat}) \xleftarrow{(-) \circ (\pi_0)^{op} \circ (i_{\mathcal{B}})_* \circ (\pi_0)^*} \text{Fun}(\Delta^{op}_{/\mathcal{B}'}, \text{Cat})
\]

In particular, we have that
\[
\pi_* \text{Yo}_{\text{lax}}(\mathcal{C} \to \mathcal{B})([m] \xrightarrow{\varphi} \mathcal{B}') = \text{Fun}^{\text{cocart}}_{/\mathcal{B}' \times \mathcal{B}}(\text{sd}(\mathcal{K}), \mathcal{C}')
\]

where \(\varphi\) denotes the pullback of \(\varphi\) by \(\pi\).\(^{25}\)

Next, we note that by definition we have a commutative square
\[
\begin{array}{cc}
\text{locCocart}_{\mathcal{B}'} & \xrightarrow{\text{Yo}_{\text{lax}}} & \text{Fun}(\Delta^{op}_{/\mathcal{B}'}, \text{Cat}) \\
\downarrow \pi^* & & \downarrow \pi^* \\
\text{locCocart}_{\mathcal{B}} & \xrightarrow{\text{Yo}_{\text{lax}}} & \text{Fun}(\Delta^{op}_{/\mathcal{B}}, \text{Cat})
\end{array}
\]

and hence \(\pi^*\) extends to a functor \(\text{locCocart}^{\text{lax}}_{\mathcal{B}'} \xrightarrow{\pi_*} \text{locCocart}^{\text{lax}}_{\mathcal{B}}\). Let \((\text{locCocart}^{\text{lax}}_{\mathcal{B}})' \subseteq \text{locCocart}^{\text{lax}}_{\mathcal{B}}\) be the full subcategory on those locally cocartesian fibrations \(\mathcal{C} \to \mathcal{B}\) for which \(\pi_* \text{Yo}_{\text{lax}}(\mathcal{C} \to \mathcal{B})\) is equivalent to \(\text{Yo}_{\text{lax}}(\mathcal{C}' \to \mathcal{B}')\) for some locally cocartesian fibration \(\mathcal{C}' \to \mathcal{B}'\). Then \(\pi^*\) admits a partially defined right adjoint
\[
(\text{locCocart}^{\text{lax}}_{\mathcal{B}})' \xrightarrow{\pi_*^{\text{lax}}} \text{locCocart}^{\text{lax}}_{\mathcal{B}'}
\]
computed by \(\pi_*\) under the image of \(\text{Yo}_{\text{lax}}\).

We also record an adjointability property of the functors in Observation 2.13.

---

\(^{25}\)Here we use that \(\text{Yo}_{\text{lax}}(\mathcal{C} \to \mathcal{B})\) extends over \(\text{Cat}^{op}_{/\mathcal{B}}\) by the same formula
\[
(\mathcal{C} \to \mathcal{B}) \mapsto \left( (K \to \mathcal{B}) \mapsto \text{Fun}^{\text{cocart}}_{/K}(\text{sd}(K), \mathcal{C}) \right)
\]
(see [AMGR20, Observation A.5.5]). Note that in this generality, we use [AMGR20, Observation A.3.9] to see that \(\text{sd}([n])^{\text{max}} \to [n]\) extends to a locally cocartesian fibration for all categories, but we will only be concerned with the case where \(\pi\) is a functor of posets, in which case the usual definition of the subdivision poset is consistent with the abstract definition via left Kan extension by [AMGR20, Lemma A.3.7].
Lemma 2.14. Suppose we have a pullback square of categories

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\pi' & & \pi \\
\downarrow & & \downarrow \\
A' & \xrightarrow{f} & B'.
\end{array}
\]

Then the exchange transformation \( f^*\pi_* \rightarrow \pi_*f^* \) is a natural equivalence.

Proof. In the statement, we may regard these as functors

\[
\text{Fun}((\text{Cat}^\op_{/B}, \text{Cat}) \longrightarrow \text{Fun}((\text{Cat}^\op_{/A'}, \text{Cat}),
\text{Fun}(\Delta^\op_{/B}, \text{Cat}) \longrightarrow \text{Fun}(\Delta^\op_{/A'}, \text{Cat}),
\]

and it suffices to check in the former case. For this, given a presheaf \( \text{Cat}^\op_{/B} \xrightarrow{F} \text{Cat} \) we observe

\[
(f^*\pi_* F)(K \rightarrow A') = F(K \times_{B'} B) \longrightarrow F(K \times_{A'} A) = (\pi_*f^*F)(K \rightarrow A')
\]

is an equivalence since \( K \times_{B'} B \simeq K \times_{A'} A \).

2.3 An unconditional lax right Kan extension

We now let \( B = [n] \) and consider a map of posets for which \( \pi_*^{\text{lax}} \) will exist unconditionally.

Notation 2.15. For \( n \geq 1 \), let \( [n] \xrightarrow{\zeta} [1] \) denote the map of totally ordered sets given by \( \zeta(0) = 0 \) and \( \zeta(i) = 1 \) for \( i \geq 1 \).

Our goal is to show that \( \zeta_*^{\text{lax}} \) is defined on all of \( \text{locCocart}_{[n]}^{\text{lax}} \). First, we give an alternative construction of what will be the dual cartesian fibration of \( \zeta_*^{\text{lax}}(\mathcal{C}) \).

Observation 2.16. The composite functor \( \text{sd}[n]_{\text{min}} \rightarrow [n]^{\text{op}} \xrightarrow{\zeta_{\text{op}}} [1]^{\text{op}} \) is a cocartesian fibration, such that a morphism given by a proper string inclusion \( \sigma \subset \sigma' \) is \( \zeta_{\text{op}}\text{min}-\text{cocartesian} \) if and only if \( \sigma' = \sigma \cup \{0\} \). This follows by noting that for any map of posets \( P \xrightarrow{f} [1]^{\text{op}} \), a morphism \( x < y \) over \((1^0 \rightarrow 0^0) \) is \( f\text{-cocartesian} \) if and only if for all \( z \in P_0 \), if \( x < z \) then \( y \leq z \).

Note then that with respect to the identification of the fibers as \( \text{sd}[n]_0 \cong \text{sd}[n-1] \) (via \( \{1, \ldots, n\} \cong [n-1] \)) and \( \text{sd}[n]_1 = \text{sd}[n]_{\text{min}=0} \), this cocartesian fibration is classified by the map of posets \( \text{sd}[n-1] \rightarrow \text{sd}[n]_{\text{min}=0} \) given by prepending 0. (So, this functor witnesses \( \text{sd}[n]_{\text{min}=0} \) as the left cone on \( \text{sd}[n-1] \).)

Construction 2.17. Let \( \text{sd}[n] \) denote \( \text{sd}[n] \) as a marked simplicial set with the max-locally cocartesian morphisms marked. Consider the span of marked simplicial sets

\[
([1]^{\text{op}}) \xleftarrow{\text{co} \text{min}} \text{sd}[n] \xrightarrow{\text{max}} [n]^\sharp,
\]

32
where we note that min of every max-locally cocartesian morphism is an equality. This induces an adjunction

$$\sSet^+_{/(\ast^{op})} \rightleftarrows \sSet^+_{/[n]}$$

$\sSet^+_{/(\ast^{op})}$ with the locally cocartesian model structure and $\sSet^+_{/[n]}$ with the model structure of $[Lur17]$, Appendix B] given by the trivial categorical pattern, so that the fibrant objects are inner fibrations with the equivalences marked; these respectively model $\text{locCocart}_{/[n]}$ and $\text{Cat}_{/[1]^{op}}$ (as inner fibrations over a poset are automatically categorical fibrations). Then since $\zeta^{op}\text{min}$ is a flat inner fibration by $[Lur17$, Example B.3.11], it follows from $[Lur17$, Theorem B.4.2] that this adjunction is a Quillen adjunction.

Thus for a locally cocartesian fibration $C \overset{p}{\rightarrow} [n]$, we may define

$$\left(\zeta^\text{lax}_* C\right)^\vee := (\zeta^{op}\text{min})_*\max^* (\zeta^{op}_* C \rightarrow [n])$$

as an inner fibration over $[1]^{op}$.

**Proposition 2.18.** Let $C \overset{p}{\rightarrow} [n]$ be a locally cocartesian fibration. Then $(\zeta^\text{lax}_* C)^\vee \overset{q}{\rightarrow} [1]^{op}$ is a cartesian fibration, and a morphism $f$ of $(\zeta^\text{lax}_* C)^\vee$ over $1^0 \rightarrow 0^0$ is $q$-cartesian if and only if the corresponding functor

$$\zeta^{sd}[n] \overset{F}{\rightarrow} \zeta C$$

sends $\zeta^{op}\text{min}$-cocartesian morphisms to equivalences.

**Proof.** Since $q$ was already shown to be an inner fibration in the course of its construction, it suffices to exhibit a sufficient supply of $q$-cartesian morphisms to prove that $q$ is cartesian. Recall from $[Lur09a$, Example 4.3.1.4] that $f$ is $q$-cartesian if and only if $f$ is a $q$-limit diagram. Note then that $f$ is a $q$-limit diagram if in the corresponding square

$$\begin{array}{ccc}
\sd [n]_{\min=0} & \overset{F_0}{\rightarrow} & C \\
\downarrow i & \leftarrow & \downarrow p \\
\sd [n] & \overset{\max^*}{\rightarrow} & [n],
\end{array}$$

$F$ is a $p$-right Kan extension ([Lur09a, Definition 4.3.2.2]) of its restriction $F_0$. We now apply [QS19, Proposition 2.27] with $\pi = \zeta$ (noting that $\sd([n])_0$ there is our $\sd([n])_{\min=0}$). In the notation there, we have that for all $0 < i \leq n$, $J_i = \{0 < i\}$ (cf. [QS19, Remark 2.28]), so conditions (1) and (2) there are necessarily satisfied and hence the $p$-right Kan extension exists as a functor

$$\Fun_{/[n]}(\zeta^{sd}[n]_{\min=0}, \zeta C) \overset{\max^*}{\rightarrow} \Fun_{/[n]}(\zeta^{sd}[n], \zeta C)$$

$^{26}$Beware that $\sd_{/n} \overset{\min}{\rightarrow} [n]^{op}$ is not a flat fibration for $n > 1$: this construction is highly specific to the choice of $\zeta$.  
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right adjoint to restriction along \( \iota \). Moreover, by the explicit formula of [QS19, Proposition 2.27], \( \iota_\ast F_0 \) inverts all \( \zeta^{\text{op}} \text{min}-\text{cocartesian} \) morphisms, using their identification as those morphisms given by prepending 0 (Observation 2.16). Conversely, if \( F \) inverts all \( \zeta^{\text{op}} \text{min}-\text{cocartesian} \) morphisms, then it follows that the counit map \( F \to \iota_\ast F_0 \) is an equivalence by the two-out-of-three property of equivalences. We conclude both the description of the \( q \)-cartesian morphisms and that \( q \) is a cartesian fibration.

**Example 2.19.** Suppose \( n = 1 \). Then Construction 2.17 applied to a cocartesian fibration \( \mathcal{C} \to [1] \) yields the dual cartesian fibration \( \mathcal{C}^\vee \to [1]^{\text{op}} \) studied in [BGN18].

**Remark 2.20.** Let \( \mathcal{C} \overset{p}{\to} [n] \) be a locally cocartesian fibration. Then

\[
(\zeta^\text{lax}_\ast \mathcal{C})^\vee_0 = \text{Fun}_{/[n]}(\mathcal{s}\mathcal{d}[n-1], \underline{z}\mathcal{C})
\]

is by definition the right-lax limit of \( \mathcal{C}_{|[n-1]} \), and the morphism

\[
(\zeta^\text{lax}_\ast \mathcal{C})^\vee = \text{Fun}_{/[n]}(\mathcal{s}\mathcal{d}[n]_{\text{min}=0}, \underline{z}\mathcal{C}) \overset{\text{ev}_0}{\longrightarrow} \mathcal{C}_0
\]

is an equivalence (in fact a trivial fibration) by [QS19, Proposition 2.21(2)].

The cartesian monodromy of \( (\zeta^\text{lax}_\ast \mathcal{C})^\vee \to [1]^{\text{op}} \) is then given by the functor

\[
\mathcal{C}_0 \longrightarrow \text{Fun}_{/[n]}(\mathcal{s}\mathcal{d}[n-1], \underline{z}\mathcal{C})
\]

that sends an object \( x \) to the collection \( \{\phi_{0j}(x) : 0 < j \leq n\} \) together with the structure of the various canonical maps, homotopies, etc. implicitly encoded by the condition that \( p \) is a locally cocartesian fibration (where \( \mathcal{C}_i \overset{\phi_{ij}}{\longrightarrow} \mathcal{C}_j \) denotes the locally cocartesian monodromy functor of \( \mathcal{C} \) for \( 0 \leq i < j \leq n \)).

By Proposition 2.18, we get a functor

\[
\text{locCocart}_{[n]} \overset{\zeta^{\text{lax}}(-)^\vee}{\longrightarrow} \text{Cart}_{[1]^{\text{op}}}
\]

Writing \( \text{Cart}_{[1]^{\text{op}}} \overset{(-)^\vee}{\longrightarrow} \text{Cocart}_{[1]} \) for the dual cocartesian fibration functor, we define

\[
\text{locCocart}_{[n]} \overset{\zeta^{\text{lax}}(-):=(\zeta^\text{lax}_\ast (-))^\vee}{\longrightarrow} \text{Cocart}_{[1]}
\]

The following result demonstrates the consistency of this definition of \( \zeta^\text{lax}_\ast (-) \) with that of Observation 2.13.

**Theorem 2.21.** Let \( \mathcal{C} \to [n] \) be a locally cocartesian fibration. Then there is a canonical equivalence

\[
\zeta_\ast \text{Yo}^{\text{lax}}(\mathcal{C} \to [n]) \simeq \text{Yo}^{\text{lax}}(\zeta^\text{lax}_\ast(\mathcal{C}) \to [1]).
\]
Consequently, $\zeta^\text{lax}$ as defined with domain $\text{locCocart}_{[n]}^{\text{lax}}$ extends to a right adjoint

$$\text{locCocart}_{[n]}^{\text{lax}} \xrightarrow{\zeta^\text{lax}} \text{Cocart}^{\text{lax}}_{[1]}$$

given as the restriction of the right adjoint $\text{Fun}(\Delta^\text{op}_{/[n]}, \text{Cat}) \xrightarrow{\zeta^\text{lax}} \text{Fun}(\Delta^\text{op}_{/[1]}, \text{Cat})$.

**Remark 2.22.** Let $\mathcal{B}$ be a category and let $\mathcal{B} \xrightarrow{\pi} *$ be the unique functor. We already have that the composition

$$\text{Fun}(\Delta^\text{op}_{/[\mathcal{B}]}, \text{Cat}) \xrightarrow{\pi^*} \text{Fun}(\Delta^\text{op}, \text{Cat}) \xrightarrow{\text{ev}_{[\mathcal{B}]}} \text{Cat}$$

restricts on the full subcategory $\text{locCocart}_{[\mathcal{B}]}^{\text{lax}}$ as $\text{lim}^\text{lax}_{[\mathcal{B}]}$. By an argument that is similar to (but easier than) the proof of Theorem 2.21, one may also see that $\text{lim}^\text{lax}_{[\mathcal{B}]}$ is the restriction of $\pi_*$ under $Y_0^{\text{lax}}$.

We will give the proof of Theorem 2.21 after first proving two combinatorial lemmas.

**Lemma 2.23.** Let $[m] \xrightarrow{\rho} [p]$ and $[n] \xrightarrow{\pi} [p]$ be maps of totally ordered sets, form the fiber product $\text{Tw}[m] \times_{\text{Tw}[p]} \text{sd}[n]$ with respect to the obvious induced map $\text{Tw}[m] \to \text{Tw}[p]$ and the ‘minmax’ map $\text{sd}[n] \to \text{Tw}[p]$ given by $\sigma \mapsto (\pi \text{min} \sigma \leq \pi \text{max} \sigma)$, and let

$$\text{sd}([m] \times_{[p]} [n]) \xrightarrow{F} \text{Tw}[m] \times_{\text{Tw}[p]} \text{sd}[n]$$

be given by $((a_1, x_1), \ldots, (a_k, x_k)) \mapsto ((a_1 \leq a_k), (x_1, \ldots, x_k))$, where $(x_1, \ldots, x_k)$ denotes the image as a string in $[n]$ so that we implicitly remove duplicated entries. Let $W \subseteq \text{sd}([m] \times_{[p]} [n])_1$ be the subset of morphisms sent to identities under $F$. Then the map of marked simplicial sets

$$(\text{sd}([m] \times_{[p]} [n]), W) \xrightarrow{F} (\text{Tw}[m] \times_{\text{Tw}[p]} \text{sd}[n])^b$$

is a weak equivalence in the marked model structure on $\text{sSet}^+$.

**Proof.** By [MG19, Theorem 3.8], it suffices to show that for every $r \geq 0$, the induced map

$$\text{Fun}([r], \text{sd}([m] \times_{[p]} [n]))^W \xrightarrow{F_r} \text{Hom}([r], \text{Tw}[m] \times_{\text{Tw}[p]} \text{sd}[n])$$

is a weak homotopy equivalence, where we restrict on the lefthand side to natural transformations lying in $W$ and on the righthand side to natural isomorphisms (so that we obtain the discrete set on the objects of $\text{Fun}([r], \text{Tw}[m] \times_{\text{Tw}[p]} \text{sd}[n])$). We first consider the case $r = 0$. Given an object

$$(a \leq b, \sigma := (x_1, \ldots, x_k)) \in (\text{Tw}[m] \times_{\text{Tw}[p]} \text{sd}[n])$$

let $P_{ab,\sigma} = F^{-1}(a \leq b, \sigma) \subseteq \text{sd}([m] \times_{[p]} [n])$ be the fiber, which we must show is weakly contractible.

We proceed by induction on the length $k$. For the base case $k = 1$, we have that $P_{ab,\sigma}$ has an initial object $((a, x_1), (b, x_1))$, hence it is weakly contractible. Now suppose that we have shown
we have an equivalence of posets which send \( \rho \) with constraints \( \lambda \) as a nested sequence of strings if \( \lambda \) and \( \sigma \). Next let \( a' \in [m] \) be the smallest number such that \( a \leq a' \) and \( \rho(a') = \pi(x_2) \), and let \( P'' \subseteq P' \) be the subposet on strings \( ((a, x_1), (a', x_2), ..., (b, x_k)) \). Define a map of posets \( P' \rightarrow P'' \) by sending a string

\[
\lambda = ((a, x_1), (d, x_2), ..., (b, x_k)) \in P'
\]
to the image of \( ((a, x_1), (a', x_2), (d, x_2), ..., (b, x_k)) \) as a string in \([m] \times [p] [n] \). Then \( \lambda \leq r'(\lambda) \) and \( r'|_{P''} = \text{id} \), so \( r' \) is left adjoint to the inclusion \( P'' \subseteq P' \) and hence induces a weak homotopy equivalence \( |P'| \xrightarrow{\sim} |P''| \). Now note that we have an isomorphism \( P'' \cong P_{a', b, \sigma'} \) for \( \sigma' = (x_2, ..., x_k) \), given by \( \lambda \mapsto \lambda - \{(a, x_1)\} \). By the inductive hypothesis, we deduce that \( |P''| \cong \ast \), which concludes the proof if \( r = 0 \).

Now suppose \( r > 0 \) and let

\[
\theta = [(a_0 \leq b_0, \sigma_0) \rightarrow ... \rightarrow (a_r \leq b_r, \sigma_r)] \in \text{ob} \left( \text{Fun}([r], \text{Tw}[m] \times \text{Tw}[p] \text{sd}[n]) \right),
\]
so that \( \theta \) is the data of \([a_r \leq ... \leq a_0 \leq b_0 \leq ... \leq b_r]\) in \([m] \) and \( \sigma_0 \subseteq ... \subseteq \sigma_r \) in \( \text{sd}[n] \), with constraints \( \rho(a_i) = \pi(\text{min}\sigma_i) \) and \( \rho(b_i) = \pi(\text{max}\sigma_i) \) for all \( 0 \leq i \leq r \). For \( 0 \leq j \leq r \), let \( S_j \subseteq P_{a_j, b_j, \sigma_j} \) be the subposet on those strings \( \lambda \) such that for all \( 0 \leq i \leq j \), the pairs \( (a_i, \text{min}\sigma_i) \) and \( (b_i, \text{max}\sigma_i) \) are in \( \lambda \). We then have ‘restriction’ functors

\[
S_r \xrightarrow{\text{res}} S_{r-1} \xrightarrow{\text{res}} \cdots \xrightarrow{\text{res}} S_0
\]

which send \( \lambda \in S_{j+1} \) to the largest substring \( ((a_j, \text{min}\sigma_j), ..., (b_j, \text{max}\sigma_j)) \) of \( \lambda \) in \( S_j \), such that if \( \lambda' \subseteq \lambda \) is any substring with \( \lambda' \in S_j \), then \( \lambda' \subseteq \text{res}(\lambda) \). Then let \( M \rightarrow [r] \) be the cartesian fibration classified by this sequence of functors, which we may suppose is a poset, and note that we have an equivalence of posets

\[
\text{Fun}/[r]([r], M) \cong F_{r}^{-1}(\theta)
\]
as a nested sequence of strings \( \lambda_0 \subseteq ... \subseteq \lambda_r \) in \( F_{r}^{-1}(\theta) \) is the same data as a section of \( M \). For
any cartesian fibration $\mathcal{C} \to [r]$ classified by $\mathcal{C}_r \xrightarrow{f_r} \cdots \xrightarrow{f_1} \mathcal{C}_0$, we have an adjunction

$$\text{Fun}_{/[r]}([r], \mathcal{C}) \xleftarrow{j_*} \mathcal{C}_r \xrightarrow{j^*} \mathcal{C}$$

where $j^*$ is evaluation at $r$ and $j_*(c) = [f_1 \circ \cdots \circ f_r(c) \to \cdots \to f_r(c) \to c]$. Therefore, to show that $F^{-1}(\theta)$ is weakly contractible, it suffices to show that $S_r$ is weakly contractible. Now for $0 < i \leq r$ define convex substrings $\sigma^{-i} = (\min \sigma_i, \ldots, \min \sigma_{i-1})$ and $\sigma^i = (\max \sigma_{i-1}, \ldots, \max \sigma_i)$ of $\sigma_r$, and also let $\sigma^0 = (\min \sigma_0, \ldots, \max \sigma_0)$ be a convex substring, so that $\sigma_r = \bigcup_{i=0}^r \sigma^i$. Observe that we have a product decomposition

$$S_r \cong \left( \prod_{i=1}^r P_{a_0 a_{i-1}, \sigma^{-i}} \right) \times P_{a_0 b_0, \sigma^0} \times \left( \prod_{i=1}^r P_{b_{i-1} b_i, \sigma^i} \right)$$

which, given $\lambda \in S_r$, sends it on the factor $P_{a_0 b_0, \sigma^0}$ to the convex substring bounded by $(a_0, \min \sigma_0)$ and $(b_0, \max \sigma_0)$, and similarly for the other factors. Since we showed that each factor on the righthand side is weakly contractible, so is their product, and this concludes the proof.

**Lemma 2.24.** Let $[m] \xrightarrow{\varphi} [1]$ be a functor such that $\varphi^{-1}(1) \neq \emptyset$, and let $W \subseteq \text{Tw}[m]_1$ denote the set of morphisms $[i \leq j] \to [i \leq j']$ such that $\varphi(j) = \varphi(j')$. Form the fiber product $\text{Tw}[m] \times_{\text{Tw}[1]} \text{sd}[n]$ as in Lemma 2.23 and the fiber product $[m]^{\text{op}} \times [1]^{\text{op}} \text{sd}[n]$ with respect to $\varphi^{\text{op}}$ and $\zeta_{\text{min}}$. Then the map of marked simplicial sets

$$(\text{Tw}[m], W) \times_{\text{Tw}[1]} \text{sd}[n] \xrightarrow{G=(\text{min, id})} ([m]^{\text{op}} \times [1]^{\text{op}} \text{sd}[n])^b$$

is a weak equivalence in the marked model structure on $\text{sSet}^+$.

**Proof.** We adopt the same strategy as in the proof of Lemma 2.23. By [MG19, Theorem 3.8], it suffices to show that for every $k \geq 0$, the induced map

$$\text{Fun}([k], \text{Tw}[m] \times_{\text{Tw}[1]} \text{sd}[n])^W \xrightarrow{G_k} \text{Hom}([k], [m]^{\text{op}} \times [1]^{\text{op}} \text{sd}[n])$$

is a weak homotopy equivalence, where the lefthand side indicates the full subcategory on natural transformations through marked morphisms in $(\text{Tw}[m], W) \times_{\text{Tw}[1]} \text{sd}[n]^b$. Since the righthand side is discrete, it suffices to show that the fibers of $G_k$ are weakly contractible. Given a functor $[k] \xrightarrow{h=(f,g)} [m]^{\text{op}} \times [1]^{\text{op}} \text{sd}[n]$, we define a lift

$$[k] \xrightarrow{h=(f,g)} \text{Tw}[m] \times_{\text{Tw}[1]} \text{sd}[n]$$

as follows.

(a) If $\zeta_{\text{max}}(k) = 0$ or $\varphi(f)(0) = 1$, let $\tilde{f} = ([f(0) = f(0)] \to [f(1) \leq f(0)] \to \cdots \to [f(k) \leq f(0)])$. 37
(b) Otherwise, if $\varphi f(0) = 0$ (so that $\zeta_{\min g}(0) = 0$) and $0 < i \leq k$ is minimal such that $\zeta_{\max g}(i) = 1$, let

$$\tilde{f} = ([f(0) = f(0)] \to ... \to [f(i - 1) \leq f(0)] \to [f(i) \leq m_0] \to ... \to [f(k) \leq m_0])$$

where $m_0$ is minimal such that $\varphi(m_0) = 1$.

We claim that $\bar{h}$ is an initial object in $G_{k}^{-1}(h)$, which will complete the proof. Suppose that $h = (f(0) \leq j_0, g(0)) \to ... \to (f(k) \leq j_k, g(k))$ is another element in the fiber. Then if the projection to Tw[1] yields the sequence $00 \to ... \to 00$ or $11 \to ... \to 11$, so that we are in the situation of (a), we have for each index $0 \leq l \leq k$ that $[f(l) \leq f(0)] \leq [f(l) \leq j_l]$ in $(\text{Tw}[m], W) \times_{\text{Tw}[1]} \text{sd}[n]^b$, hence $\bar{h} \leq \bar{h}$. Otherwise, if the projection to Tw[1] has $01$ appearing with first instance in the $i$th position so that we are in the situation of (b), then since $\varphi$ is a cocartesian fibration with all morphisms $x \to m_0 \in [m] \varphi$-cocartesian, we likewise have that $\bar{h} \leq \bar{h}$. \hfill\Box

**Proof of Theorem 2.21.** We already explained the consequence in Observation 2.13. To the task at hand, we first observe that the composite

$$\text{Yo}^{\text{lax}}(-)^{\vee} : \text{Cart}_{[1]^{\text{op}}} \longrightarrow \text{Cocart}_{[1]} \longrightarrow \text{Fun}(\Delta_{/[1]}^{\text{op}}, \text{Cat})$$

is canonically equivalent to the functor given by the assignment

$$(\mathcal{D} \to [1]^{\text{op}}) \longmapsto \left(\left(\varphi : [m] \to [1]\right) \mapsto \text{Fun}_{/[1]^{\text{op}}}([m]^{\text{op}}, \mathcal{D})\right).$$

Indeed, since the “minmax” functor $\text{sd}[m] \to \text{Tw}[m]$ given by $\sigma \mapsto (\min \sigma \leq \max \sigma)$ is the unit map of a pointwise left adjoint to the fully faithful inclusion $\text{locCocart}_{[m]} \hookrightarrow \text{Cocart}_{[m]}$ [AMGR20, Lemma 2.6.3], we have a natural equivalence

$$\text{Fun}^{\text{cot}}_{/[m]}(\text{sd}[m], \varphi^*(\mathcal{D}^{\vee})) \simeq \text{Fun}^{\text{cot}}_{/[m]}(\text{Tw}[m], \varphi^*(\mathcal{D}^{\vee})).$$

Then by definition of the dual cartesian fibration and its commutativity with base-change, we have a natural equivalence

$$\text{Fun}^{\text{cot}}_{/[m]}(\text{Tw}[m], \varphi^*(\mathcal{D}^{\vee})) \simeq \text{Fun}^{\text{cot}}_{/[m]^{\text{op}}}(\text{Tw}[m], (\varphi^{\text{op}})^*(\mathcal{D}^{\vee})).$$

Finally, we have a natural equivalence $(\mathcal{D}^{\vee})^{\vee} \simeq \mathcal{D}$ from the double dual to the identity as in [BGN18, Proposition 4.1].

Using Observation 2.13 to identify $\zeta_{*} \text{Yo}^{\text{lax}}$, we thereby reduce to producing a natural equiva-
\[
\Fun_{/[m] \times [1][n]}^{\text{cocart}}(\sd([m] \times [1][n]), \varphi^* \cC) \simeq \Fun_{/[1][n]}([m]^{\text{op}}, (\zeta^\text{lax}_\ast \cC)^\vee).
\]

Note that the righthand side is by definition \(\Fun_{/[n]}(([m]^{\text{op}})^{\circ} \times ([1][n])^{\circ}, \mathcal{sd}[n], \mathcal{C})\). In fact, we further have that \([m]^{\text{op}} \times [1][n] \rightarrow [n]\) is a locally cocartesian fibration with the locally cocartesian morphisms marked as indicated, so we may write this as \(\Fun_{/[n]}([m]^{\text{op}} \times [1][n], \mathcal{C})\).

We claim that precomposition by the composite functor
\[
\sd([m] \times [1][n]) \xrightarrow{F} \Tw [m] \times_{\Tw[1]} \sd[n] \xrightarrow{G} [m]^{\text{op}} \times [1][n] \sd[n]
\]
will implement the desired natural equivalence, where \(F\) and \(G\) are respectively as defined as in Lemmas 2.23 and 2.24. We first note that given a commutative square
\[
\begin{array}{ccc}
\sd([m] \times [1][n]) & \xrightarrow{\alpha} & \cC \\
\downarrow & & \downarrow \\
[m] \times [1][n] & \xrightarrow{\varphi} & [n]
\end{array}
\]
such that \(\alpha\) is a morphism of locally cocartesian fibrations, \(\alpha\) necessarily sends the class of morphisms \(W\) in the statement of Lemma 2.23 to equivalences in \(\cC\) (because the canonical natural transformations of locally cocartesian monodromy functors encoded by morphisms in \(W\) sent into \(\cC\) are necessarily identities). Therefore, we have the inclusion
\[
\Fun_{/[m] \times [1][n]}^{\text{cocart}}(\sd([m] \times [1][n]), \varphi^* \cC) \subseteq \Fun_{/[n]}((\sd([m] \times [1][n]), W), \cC^\sim).
\]

By Lemma 2.23, we have an equivalence
\[
\Fun_{/[n]}(\Tw[m] \times_{\Tw[1]} \sd[n], \cC) \xrightarrow{F^*} \Fun_{/[n]}((\sd([m] \times [1][n]), W), \cC^\sim),
\]

which then restricts to an equivalence
\[
\Fun_{/[m] \times [1][n]}^{\text{cocart}}(\Tw[m] \times_{\Tw[1]} \sd[n], \varphi^* \cC) \xrightarrow{F^*} \Fun_{/[m] \times [1][n]}^{\text{cocart}}(\sd([m] \times [1][n]), \varphi^* \cC).
\]

Next, we treat two cases for \(\varphi\) separately.

(1) Suppose the image of \(\varphi\) is \(\{0\} \subset [1]\). Then \([m] \times_{[1]} [n] = [m] \times \{0\}\) and may write \(G\) as
\[
\min \times \iota : \Tw[m] \times \{0\} \rightarrow [m]^{\text{op}} \times \sd[n]_{\min=0}.
\]

By [QS19, Proposition 2.21(2)], \(\{0\} \rightarrow \mathcal{sd}[n]_{\min=0}\) is an equivalence in the locally cocartesian model structure for \(\mathbf{sSet}_{/[n]}^+\). It is also clear that \(\Tw[m] \rightarrow_{\min} [m]^{\text{op}}\) exhibits \([m]^{\text{op}}\) as the localization of \(\Tw[m]\) at those morphisms sent to identities under \(\min\), i.e., the
max-cocartesian morphisms, so \( \sharp \text{Tw}[m] \to ([m]^{\text{op}})^\flat \) is an equivalence in the marked model structure on \( \mathsf{sSet}^+ \). By \cite[Remark B.2.5]{Lur17}, we get that
\[
\sharp \text{Tw}[m] \times \{0\} \to ([m]^{\text{op}})^\flat \times_{\text{sd}[n]_{\min=0}} \text{Tw}[m] \to ([m]^{\text{op}})^\flat \times \text{sd}[n]_{\min=0}
\]
is an equivalence in the locally cocartesian model structure on \( \mathsf{sSet}_/[n] \). We conclude that
\[
\text{Fun}^{\text{cocart}}_{/[n]}([m]^{\text{op}} \times \text{sd}[n]_{\min=0}, \mathcal{C}) \xrightarrow{\sim} \text{Fun}^{\text{cocart}}_{/[n]}(\text{Tw}[m], \mathcal{C})
\]
is an equivalence (and both sides are equivalent to \( \text{Fun}([m]^{\text{op}}, \mathcal{C}_0) \)).

(2) Suppose that \( 1 \in [1] \) is in the image of \( \varphi \). Then in the notation of Lemma 2.24, we have an equivalence
\[
\text{Fun}^{\text{cocart}}_{/[n]}([m]^{\text{op}} \times [1]^{\text{op}} \text{sd}[n], \mathcal{C}) \xrightarrow{\sim} \text{Fun}^{\text{cocart}}_{/[n]}((\text{Tw}[m], W) \times_{\text{Tw}[1]} \text{sd}[n], \mathcal{C})
\]
Noting that \( W \) is contained in the max-locally cocartesian morphisms, we see that this equivalence restricts to an equivalence
\[
\text{Fun}^{\text{cocart}}_{/[n]}([m]^{\text{op}} \times [1]^{\text{op}} \text{sd}[n], \mathcal{C}) \xrightarrow{\sim} \text{Fun}^{\text{cocart}}_{/[n]}(\text{Tw}[m] \times_{\text{Tw}[1]} \text{sd}[n], \mathcal{C})
\]
This completes the proof that \( \zeta_* \text{Yo}^{\text{lax}}(\mathcal{C} \to [n]) \simeq \text{Yo}^{\text{lax}}(\zeta^{\text{lax} \ast}(\mathcal{C}) \to [1]) \).

**Lemma 2.25.** The functor \( \text{locCocart}^{\text{lax}}_{[n]} \xrightarrow{\zeta^{\text{lax} \ast}} \text{Cocart}^{\text{lax}}_{[1]} \) of Theorem 2.21 satisfies the base-change commutativities
\[
\text{Cat} \xleftarrow{\iota_0^{\text{u}}} \text{locCocart}^{\text{lax}}_{[n]} \xrightarrow{\iota_1^{\text{u}}} \text{locCocart}^{\text{lax}}_{[n-1]}
\]
\[
\text{Cat} \xleftarrow{\iota_0^{\text{i}}} \text{Cocart}^{\text{lax}}_{[1]} \xrightarrow{\iota_1^{\text{i}}} \text{Cat}
\]
where \( \iota_0 \) denotes both inclusions \( \{0\} \subset [n] \) and \( \{0\} \subset [1] \) and \( \iota_1 \) denotes both inclusions \( \{1, \ldots, n\} \subset [n] \) and \( \{1\} \subset [1] \).

**Proof.** This follows from Lemma 2.14 after evaluation at \([0]\) in \( \text{Fun}(\Delta^{\text{op}}, \text{Cat}) \).

Combining Theorem 2.21 and Lemma 2.25, we arrive at the following result.

**Corollary 2.26.** Let \( \mathcal{O}^{\otimes} \) be an operad and let \( \mathcal{C} \to [n] \) be an \( \mathcal{O} \)-monoid in \( \text{locCocart}^{\text{lax}}_{[n]} \). Let \( \mathcal{C}_0 \xrightarrow{\zeta^{\text{lax} \ast}} \lim^{\text{lax}}_{[n-1]} \mathcal{C}_{[n-1]} \) be the functor classifying the cartesian fibration \( (\zeta^{\text{lax} \ast}(\mathcal{C}) \to [1]) \) of Construction 2.17. Then \( \varphi \) comes canonically endowed with a laxly \( \mathcal{O} \)-monoidal structure such that we have an equivalence
\[
\lim^{\text{lax}}_{[1]} \varphi \simeq \lim^{\text{lax}}_{[n]} \mathcal{C}
\]
2.4 Detecting dualizability on strata and links

We now apply Corollary 2.26 to understand dualizable objects in the lax limit of a locally cocartesian fibration \( C \to B \).

**Observation 2.27.** Let \( A \to \mathcal{B} \) be a functor, and let \( \pi_A \) and \( \pi_B \) denote the projections to a point. Then \( \pi_A^* \simeq f^* \pi_B^* \) is adjoint to a natural transformation \( \lim_{\text{lax}} B \to \lim_{\text{lax}} A \) of product-preserving functors from \( \text{locCocart}_{\text{lax}} B \) to \( \text{Cat} \). For any \( \Theta \)-monoid \( C \to B \) in \( \text{locCocart}_{\text{lax}} B \), we thus get an \( \Theta \)-monoidal functor \( \lim_{\text{lax}} B C \to \lim_{\text{lax}} A f^* C \).

**Theorem 2.28.** Let \( B \) be a category and let \( C \to B \) be a commutative monoid in \( \text{locCocart}_{\text{lax}} B \). Then an object \( x \in \lim_{\text{lax}} B C \) is dualizable if and only if for every morphism \( \{1\} \to \mathcal{B} \) the restriction \( f^* x \in \lim_{\text{lax}} B C \) is dualizable.

**Proof.** Using that \( \text{sd}(B) \simeq \text{colim}_{[n]} \text{sd}[n] \) together with Observation 2.27, we have an equivalence

\[
\lim_{\text{lax}} B C = \text{Fun}^{\text{cocart}}_{\mathcal{B}}(\text{sd}(B), \mathcal{C}) \cong \lim_{\Delta_{/\mathcal{B}}} \left( \lim_{\text{lax}} [n-1] C \right) \]

of symmetric monoidal categories. Thus, \( x \) is dualizable if and only if \( \gamma^* x \) is dualizable for all \( \gamma : [n] \to \mathcal{B} \), which in particular proves the ‘only if’ direction. Furthermore, it follows that for the ‘if’ direction it suffices to consider the case where \( \mathcal{B} = [n] \).

We proceed by induction on \( n \geq 0 \). The cases \( n = 0 \) and \( n = 1 \) are evident. So, let us suppose that \( n \geq 2 \). Suppose we have shown the claim for all \( \mathcal{B} = [m] \) with \( m < n \), and assume that for all \( \{1\} \to [n] \) we have that \( f^* x \in \lim_{\text{lax}} [1] (f^* C) \) is dualizable. In the setup of Corollary 2.26, we need to check that \( x \in \lim_{\text{lax}} [1] \varphi \) is dualizable. Let us write \( \mathcal{X} = \lim_{[n]} \mathcal{C}, \mathcal{U} = \mathcal{C}_0, \) and \( \mathcal{Z} = \lim_{[n-1]} \mathcal{C}_{[n-1]} \), and let us write \( \chi \to \mathcal{U} \) and \( \chi \to \mathcal{Z} \) for the restrictions. Let \( u = j^* x \) and \( z = i^* x \). By the inductive hypothesis, we have that \( u \) and \( z \) are dualizable. Using Theorem 1.5, it suffices to show that for any \( w \in \mathcal{U} \) the canonical map

\[
z \otimes \varphi(w) \to \varphi(u \otimes w)
\]

in \( \mathcal{Z} \) is an equivalence. Now note from Remark 2.20 and Observation 2.27 again that for every \( 1 \leq k \leq n \), the restriction of \( \chi \) over the object \( k \in [n] \) is given by \( z_k \otimes \varphi_{0k}(x) \to \varphi_{0k}(u \otimes w) \) (where \( \mathcal{C}_0 \to \mathcal{C}_k \) denotes the monodromy functor). By our assumption applied to each morphism \( \{0 < k \} \to [n] \), we see that \( \chi_k \) is an equivalence. Hence, by the joint conservativity of restriction to fibers, we deduce that \( \chi \) is an equivalence and thus that \( x \) is dualizable. \( \square \)
Remark 2.29. The proof of Theorem 2.28 works equally well to characterize left- and right-dualizable objects in the lax limit of a monoid in $\text{locCocart}^{\text{lax}}_{B}$.

Remark 2.30. In the setup of Theorem 2.28, if $A \in X := \lim_{\text{lax}} \mathcal{C}$ is a commutative algebra, then we get a symmetric monoidal stratification of $\text{Mod}_A(X)$ whose stratum over $b \in B$ is given by $\text{Mod}_{A_b}(\mathcal{C}_b)$, thereby exhibiting $\text{Mod}_A(X)$ as a lax limit and furnishing a characterization of its dualizable objects via Theorem 2.28 again. To show this, we’ll assume known that commutative monoids in $\text{locCocart}^{\text{lax}}_{B}$ straighten to oplax functors $B \to \text{SMC}^{\text{lax}}$, which follows from 2-categorical straightening [Lur09b, §3] by an argument similar to the proof of Proposition 2.6. First note that the 2-functor $\text{SMC}^{\text{lax}} \xrightarrow{\text{CAlg}} \text{Cat}$ is corepresentable, hence $A$ defines a lax cone over the oplax functor $B \xrightarrow{\text{Com}^{\text{op}}} \text{SMC}^{\text{lax}}$. Thus, if we let $(\text{SMC}^{\text{lax}})_{s//}$ be the lax slice under $\text{Com}^{\text{op}}$, then $A$ defines an oplax functor $B \xrightarrow{\overline{A}} (\text{SMC}^{\text{lax}})_{s//}$. Then since the 2-functor $(\text{SMC}^{\text{lax}})_{s//} \xrightarrow{\text{Mod}} \text{SMC}^{\text{lax}}$ is also corepresentable (as a 2-functor into $\text{Cat}$) and thus preserves lax limits, we obtain the desired symmetric monoidal stratification as $\text{Mod} \circ \overline{A}$. This generalizes Remark 1.6.

### 3 The $[1]$-stratified bordism hypothesis

In this section, we use Theorem A to prove Theorem C. We give the statement (and an outline of the proof) in §3.1. The main work of the proof consists of three parts, which are accomplished in §§3.2, 3.3, and 3.4.

Notation 3.1. Throughout this section, we fix an object

$$\varphi := (\mathcal{U} \xrightarrow{\varphi} \mathcal{Z}) \in \text{Strat},$$

i.e., a laxly symmetric monoidal functor between symmetric monoidal categories.\(^{27}\) Additionally, we write

$$X := \lim^{\text{lax}}(\varphi) \simeq \lim \left( \begin{array}{c} \text{Ar}(\mathcal{Z}) \\ \downarrow \text{ev}_1 \\ \mathcal{U} \xrightarrow{\varphi} \mathcal{Z} \end{array} \right)$$

for the lax limit of $\varphi$.

For the reader’s convenience, we restate the universal property and functoriality of the lax limit as established in §2.1 (cf. the adjunction (10) as well as Proposition 2.11).

Observation 3.2. For any symmetric monoidal category $\mathcal{A}$, a morphism $\mathcal{A} \to \lim^{\text{lax}}(\varphi)$ in $\text{SMC}^{\text{lax}}_{\mathcal{A}}$...\(^{27}\)We recall that the morphisms in $\text{Strat}$ are described in §0.3; in terms of Definition 2.5 (which also introduces $\text{Strat}^{\text{op}}$), this description is justified by Proposition 2.6.
is equivalent data to a lax commutative diagram

\[
\begin{array}{c}
\mathcal{A} \\
\downarrow \phi \\
\mathcal{U} \xrightarrow{\phi} \mathcal{Z}
\end{array}
\]

in $\text{SMC}^{\text{lax}}$ such that the vertical functors are strictly symmetric monoidal. Moreover, a lax commutative square

\[
\begin{array}{c}
\mathcal{U} \xrightarrow{\phi} \mathcal{Z} \\
F_0 \downarrow \phi \downarrow F_1 \\
\mathcal{U}' \xrightarrow{\phi'} \mathcal{Z}'
\end{array}
\]

in $\text{SMC}^{\text{lax}}$ with vertical functors strictly symmetric monoidal extends to a lax commutative diagram

\[
\begin{array}{c}
\lim^{\text{lax}}(\phi) \\
\mathcal{U} \xrightarrow{\phi} \mathcal{Z} \\
F_0 \downarrow \phi \downarrow F_1 \\
\mathcal{U}' \xrightarrow{\phi'} \mathcal{Z}'
\end{array}
\]

and so induces a morphism

\[
\lim^{\text{lax}}(\phi) \longrightarrow \lim^{\text{lax}}(\phi')
\]

in $\text{SMC}$ by the universal property of the target. In other words, passage to lax limits defines the second functor in the composite

\[
\text{Strat} \longrightarrow \text{Strat}^{\text{lax}} \xrightarrow{\lim^{\text{lax}}} \text{SMC}
\]

**Remark 3.3.** If we work in $\text{Strat}^{\text{lax}}$ as opposed to $\text{Strat}$ (see Definition 2.5 and Remark 2.7), then the adjunction (10) shows that the object $(\text{Bord} \xrightarrow{\text{id}_{\text{Bord}}} \text{Bord}) \in \text{Strat}^{\text{lax}}$ corepresents dualizable objects in the lax limit. However, we find this to be an unsatisfactory version of a stratified bordism hypothesis: we want morphisms out of our corepresenting object to be as simple to describe as possible. In particular, in $\text{Strat}^{\text{lax}}$ we would then end up asking about laxly symmetric monoidal natural transformations between laxly symmetric monoidal functors out of $\text{Bord}$, and we know of no simple universal characterization of these.

**3.1 The statement of the [1]-stratified bordism hypothesis**

**Definition 3.4.** The (1-dimensional framed) **bordism category**, denoted by $\text{Bord}$, is the free symmetric monoidal category on a dualizable object.
By the 1-dimensional bordism hypothesis \([BD95, Lur10]\) (see also \([Har12]\)), the objects of \(\text{Bord}\) are compact signed 0-manifolds,\(^{28}\) the morphisms are compact framed 1-dimensional bordisms, and the symmetric monoidal structure is given by disjoint union. We respectively write

\[+ \in \text{Bord} \quad \text{and} \quad - \in \text{Bord}\]

for the positively and negatively signed points; these objects are dual to one another, and we consider \(+ \in \text{Bord}\) as the free dualizable object.\(^{29}\) We write

\[\emptyset \in \text{Bord}\]

for the empty 0-manifold (the symmetric monoidal unit), and we use the notation

\[M, N, \ldots \in \text{Bord}\]

to denote generic objects.

We now define a stratified version of \(\text{Bord}\):

**Definition 3.5.** We define the **stratified bordism category** to be the object

\[\mathcal{B} \text{ord} := \text{Bord}_1 := \left( \text{Bord} \xrightarrow{\text{id}_{\text{Bord}}, \text{const}_{\text{pt}}} \text{Bord} \times \text{Fin} \right) \in \text{Strat} .\]

**Remark 3.6.** Observe that the functor \(\text{Bord} \xrightarrow{\text{id}_{\text{Bord}}} \text{Bord}\) is symmetric monoidal while the functor \(\text{Bord} \xrightarrow{\text{const}_{\text{pt}}} \text{Fin}\) is only laxly symmetric monoidal. Hence, the functor \(\mathcal{B} \text{ord}\) is only laxly symmetric monoidal.

**Observation 3.7.** The lax limit of \(\mathcal{B} \text{ord}\) can be identified as

\[\lim^{\text{lax}}(\mathcal{B} \text{ord}) \simeq \text{Ar}(\text{Bord}) \times \text{Fin} \in \text{SMC}\]

where the product is of symmetric monoidal categories and \(\text{Ar}(\text{Bord})\) is equipped with its pointwise symmetric monoidal structure. Explicitly, this equivalence is given by the formulas

\[\lim^{\text{lax}}(\mathcal{B} \text{ord}) \xleftarrow{\sim} \text{Ar}(\text{Bord}) \times \text{Fin} \]

\[\begin{array}{ccc}
M & \xrightarrow{\psi} & (M, \text{pt}) \\
\downarrow & & \downarrow \\
[N \rightarrow M, S] & \xleftarrow{\sim} & (N \rightarrow M, S)
\end{array}\]

**Notation 3.8.** For simplicity, we typically refer to objects of \(\lim^{\text{lax}}(\mathcal{B} \text{ord})\) in terms of their corresponding objects in \(\text{Ar}(\text{Bord}) \times \text{Fin}\), using the equivalence of Observation 3.7.

\(^{28}\)More precisely, a signed 0-manifold is a 1-framed 0-manifold.

\(^{29}\)These two objects are interchanged by the canonical \(O(1)\)-action on \(\text{Bord}\).
We denote by

\[
\begin{array}{cccc}
\text{Bord} & \xrightarrow{\text{ev}_0} & \text{lim}^{\text{lax}}(\text{Bord}) & \xrightarrow{\text{ev}_1} & \text{Bord} \times \text{Fin} \\
\downarrow \text{top} & & \downarrow & & \downarrow \text{ev} \\
\text{Ar(Bord)} \times \text{Fin} & & & & \text{Fin}
\end{array}
\]

the evaluation functors \(\text{lim}^{\text{lax}}(\text{Bord}) \rightarrow \text{Bord}_i\). In particular, there exists a fully faithful right adjoint \(\text{ev}_0 \dashv \text{ev}_0^R\) which is moreover laxly symmetric monoidal (as \(\text{ev}_0\) is symmetric monoidal).

We also denote by

\[
\begin{array}{cccc}
\text{Ar(Bord)} & \xrightarrow{(\text{id}_{\text{Ar(Bord)}}, \text{const}_\varnothing)} & \text{Ar(Bord)} \times \text{Fin} & \xleftarrow{(\text{const}_{\text{id}_\varnothing}, \text{id}_\text{Fin})} & \text{Fin} \\
\downarrow & & \downarrow & & \downarrow \\
\text{lim}^{\text{lax}}(\text{Bord}) & & & & \text{lim}^{\text{lax}}(\text{Bord})
\end{array}
\]

the indicated morphisms from summands in \(\text{SMC}\).

Similar to the symmetric monoidal category \(\text{Bord}\), the \([1]\)-stratified symmetric monoidal category \(\text{Bord}\) admits a universal dualizable object.

**Definition 3.9.** We define the *tautological object* of \(\text{lim}^{\text{lax}}(\text{Bord}) \in \text{SMC}\) to be

\[
\tau := (\text{id}_+, \varnothing) \in \text{lim}^{\text{lax}}(\text{Bord}).
\]

**Observation 3.10.** The object \(\tau \in \text{lim}^{\text{lax}}(\text{Bord})\) is dualizable (as it is dualizable factorwise in \(\text{Ar(Bord)} \times \text{Fin}\)), and so it corresponds to a symmetric monoidal functor

\[
\text{Bord} \xrightarrow{\tau} \text{lim}^{\text{lax}}(\text{Bord}).
\]

We are now ready to formulate Theorem C.

**Theorem 3.11.** The composite morphism of spaces

\[
\begin{align*}
\text{Hom}_{\text{Strat}}(\text{Bord}, \varphi) \xrightarrow{\text{lim}^{\text{lax}}} \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X}) & \xrightarrow{\tau^*} \text{Hom}_{\text{SMC}}(\text{Bord}, \mathcal{X}) \simeq \mathcal{X}^{\text{dzbl}}
\end{align*}
\]

is an equivalence.
Proof of Theorem 3.11. We have a commutative diagram

\[
\begin{array}{cccc}
\text{Hom}_{\text{Strat}}(\text{Bord}, \varphi) & \xrightarrow{\text{lim}^{\text{lax}}} & \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X}) & \xrightarrow{i^*} & \text{Hom}_{\text{SMC}}(\text{Bord}, \mathcal{X}) \\
\text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X}) & \xleftarrow{\text{Lemma 3.15}} & \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X})^\sim & \xleftarrow{\text{Lemma 3.19}} & \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X})^\sim \\
\end{array}
\]

in which

- the two indicated subspaces of \( \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X}) \) are respectively defined in Notations 3.12 and 3.18,
- the equivalence between them is established as Lemma 3.19,
- the factorization on the left (exists by Observation 3.14 and) is an equivalence by Lemma 3.15, and
- the composite on the right is an equivalence by Lemma 3.23.

\[\square\]

3.2 The subspace \( \text{Hom}^\sim \) and its equivalence with morphisms in Strat

In this subsection we define the subspace \( \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X})^\sim \subseteq \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X}) \) and prove that it is equivalent to \( \text{Hom}_{\text{Strat}}(\text{Bord}, \varphi) \) (see Lemma 3.15).

Notation 3.12. We define

\[
\text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X})^\sim \subseteq \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X})
\]

to be the subspace of those symmetric monoidal functors

\[
\text{lim}^{\text{lax}}(\text{Bord}) \xrightarrow{F} \mathcal{X}
\]
satisfying the following conditions.

(a) There exist factorizations

\[
\begin{array}{cccc}
\text{Bord} & \xleftarrow{\text{ev}_0} & \text{lim}^{\text{lax}}(\text{Bord}) & \xrightarrow{\text{ev}_1} & \text{Bord} \times \text{Fin} \\
F_0 & \downarrow & F & \downarrow & F_1 \\
\mathcal{U} & \xleftarrow{j^*} & \mathcal{X} & \xrightarrow{i^*} & \mathcal{Z}
\end{array}
\]

in \( \text{Cat} \) (see Notation 3.8).
(b) The resulting lax commutative square

\[
\begin{array}{c}
\text{Bord} \\
\downarrow F_0 \\
\U \xrightarrow{j^*} \mathcal{X} \xrightarrow{i^*} \mathcal{Z}
\end{array}
\]

in \text{Cat} obtained by passing to horizontal right adjoints in the left commutative square of diagram (11) commutes.

Remark 3.13. Using the joint conservativity of the functors \( \U \xleftarrow{j^*} \mathcal{X} \xrightarrow{i^*} \mathcal{Z} \), it is not hard to see that condition (b) of Notation 3.12 is equivalent to the following apparently stronger condition.

(b') The resulting lax commutative square

\[
\begin{array}{c}
\text{Bord} \\
\downarrow F_0 \\
\U \xrightarrow{j^*} \mathcal{X}
\end{array}
\]

in \text{Cat} obtained by passing to horizontal right adjoints in the left commutative square of diagram (11) commutes.

Observation 3.14. By construction, the functor \( \text{Hom}_{\text{Strat}}(\text{Bord}, \varphi) \xrightarrow{\lim_{\text{lax}}} \text{Hom}_{\text{SMC}}(\lim_{\text{lax}}(\text{Bord}), \mathcal{X}) \)

admits a factorization

\[
\begin{array}{c}
\text{Hom}_{\text{Strat}}(\text{Bord}, \varphi) \\
\downarrow \text{lim}_{\text{lax}} \xrightarrow{\text{Hom}_{\text{SMC}}(\lim_{\text{lax}}(\text{Bord}), \mathcal{X})}
\end{array}
\]

Lemma 3.15. The morphism

\[
\begin{array}{c}
\text{Hom}_{\text{Strat}}(\text{Bord}, \varphi) \\
\downarrow \text{lim}_{\text{lax}} \xrightarrow{\text{Hom}_{\text{SMC}}(\lim_{\text{lax}}(\text{Bord}), \mathcal{X})}
\end{array}
\]

of spaces from Observation 3.14 is an equivalence.

To prove Lemma 3.15 we will use the following general result.
Lemma 3.16. Let

$$
\begin{array}{ccc}
\mathcal{B} & \xymatrix{
\ar[r]^-L & \\
\ar[l]_-j & \mathcal{A}
}
\end{array}
$$

be a symmetric monoidal localization of categories (that is, the functor $j$ is fully faithful, $L$ is left adjoint to $j$, $\mathcal{A}, \mathcal{B}$ are symmetric monoidal and the functor $L$ is symmetric monoidal). Then for any morphism $\mathcal{A} \xymatrix{F \ar[r] & \mathcal{E}}$ in $\text{SMC}$, any factorization

$$
\begin{array}{ccc}
\mathcal{A} & \xymatrix{
\ar[r]^-L & \\
\ar[l]_-F & \mathcal{B}
}
\end{array}
$$

in $\text{Cat}$ uniquely lifts to a factorization in $\text{SMC}$.

Proof. Since $L$ is a localization and the functor $j$ is automatically laxly symmetric monoidal (as the right right to symmetric monoidal functor $F$), the dotted functor as above exists if and only if the laxly symmetric monoidal natural transformation $F \to FjL$ of laxly symmetric monoidal functors is an equivalence, in which case it is given by $Fj$. In particular, we see that the above factorization in $\text{Cat}$ can be uniquely lifted to factorization in $\text{SMC}^{\text{lax}}$. To see that the functor $Fj$ is actually strictly symmetric monoidal, note that for any $b_1, b_2 \in \mathcal{B}$ we have

$$
Fj(b_1 \otimes b_2) \simeq Fj(L_j(b_1) \otimes L_j(b_2)) \simeq FjL(j(b_1) \otimes j(b_2)) \xymatrix{\sim & F(j(b_1) \otimes j(b_2)) \sim Fj(b_1) \otimes Fj(b_2)}
$$

where the arrow is the equivalence $F \sim FjL$.

Observation 3.17. Since both $\text{Bord}$ and $\text{Bord} \times \text{Fin}$ are symmetric monoidal localizations of $\text{lim}^{\text{lax}}(\text{Bord}) \simeq \text{Ar}(\text{Bord}) \times \text{Fin}$, we see that in condition (a) of Notation 3.12, if the factorizations in the diagram (11) exist then they are unique, and, moreover, they admit unique lifts to $\text{SMC}$ such that the entire commutative diagram (11) lifts to $\text{SMC}$.

Proof of Lemma 3.15. Fix a point

$$
F \in \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X})^{\times} \subseteq \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X}).
$$

By Observation 3.17, we obtain a lift of the lax commutative square (12) (which commutes by condition (b)) from $\text{Cat}$ to $\text{SMC}^{\text{lax}}$ and hence a morphism $\text{Bord} \to \varphi$ in $\text{Strat}$. Altogether, this construction assembles into a morphism backwards

$$
\text{Hom}_{\text{Strat}}(\text{Bord}, \varphi) \xymatrix{\text{lim}^{\text{lax}} & \text{Hom}_{\text{SMC}}(\text{lim}^{\text{lax}}(\text{Bord}), \mathcal{X})^{\times}}
$$
of spaces. On the one hand, the dotted arrow is a section by Observation 3.17. On the other hand, it is a retraction by Observation 3.2.

3.3 The subspace $\text{Hom}^\triangledown$ and its equivalence with the subspace $\text{Hom}^\triangledown$

In this subsection we define the subspace $\text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X})^\triangledown \subseteq \text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X})$ and prove that it is equivalent to $\text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X})^\triangledown$ (see Lemma 3.19).

Notation 3.18. We define

$$\text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X})^\triangledown \subseteq \text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X})$$

to be the subspace of those symmetric monoidal functors

$$\lim^{\text{lax}}(\text{Bord}) \xrightarrow{F} \mathcal{X}$$

satisfying the following conditions.

(a) There exist factorizations

$$\begin{array}{ccc}
\text{Bord} & \xleftarrow{t} & \text{Ar(\text{Bord})} & \xrightarrow{s} & \text{Bord} \\
\downarrow^{G_0} & & \downarrow^{\text{Ar(\text{Bord})}} & & \downarrow^{G_1} \\
\lim^{\text{lax}}(\text{Bord}) & \xrightarrow{F} & \mathcal{X} & \xrightarrow{i^*} & \mathcal{Z}
\end{array}$$

in $\text{Cat}$.

(b) The composite

$$\text{Fin} \xrightarrow{j^*} \lim^{\text{lax}}(\text{Bord}) \xrightarrow{F} \mathcal{X}$$

in $\text{SMC}$ selects the object $j^*(1_{\mathcal{U}}) \in \text{CAlg}(\mathcal{X}) \simeq \text{Hom}_{\text{SMC}}(\text{Fin}, \mathcal{X})$.\(^{30}\)

Lemma 3.19. The subspaces

$$\text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X})^\triangledown \subseteq \text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X}) \supseteq \text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X})^\triangledown$$

are equal.

\(^{30}\)This is indeed merely a condition, because the functor $\mathcal{U} \xrightarrow{j^*} \mathcal{X}$ is fully faithful and laxly symmetric monoidal, so it induces a fully faithful functor $\text{CAlg}(\mathcal{U}) \xrightarrow{j^*} \text{CAlg}(\mathcal{X})$, and the object $1_{\mathcal{U}} \in \text{CAlg}(\mathcal{U})$ is initial.
**Notation 3.20.** Given a symmetric monoidal category $\mathcal{A}$ and a dualizable object $a \in \mathcal{A}^{dbl}$, we simply write

$$\text{Bord} \xrightarrow{a} \mathcal{A}$$

for the corresponding symmetric monoidal functor. We also use the notation

$$M \mapsto a^\otimes M$$

to indicate its values. So for instance, we have canonical identifications

$$a^\otimes + \simeq a, \quad a^\otimes \emptyset \simeq 1_{\mathcal{A}}, \quad \text{and} \quad a^\otimes - \simeq a^\vee.$$ 

**Proof of Lemma 3.19.** Choose a morphism

$$\lim^{lax}(\text{Bord}) \xrightarrow{F} \mathcal{X}$$

in SMC. We must show that it satisfies conditions (a) and (b) of Notation 3.12 if and only if it satisfies conditions (α) and (β) of Notation 3.18. 

Suppose first that the morphism $F$ satisfies conditions (a) and (b).

- Using the commutative diagram

$$\begin{array}{ccc}
\text{Bord} & \xrightarrow{t} & \text{Ar(Bord)} & \xrightarrow{s} & \text{Bord} \\
\downarrow{id_{\text{Bord}}} & & \downarrow{t_{\text{Ar(Bord)}}} & & \downarrow{(id_{\text{Bord}}, \text{const}_\emptyset)} \\
\text{Bord} & \xleftarrow{ev_0} & \lim^{lax}(\text{Bord}) & \xrightarrow{ev_1} & \text{Bord} \times \text{Fin}
\end{array}$$

(14)

in Cat, we immediately see that condition (α) must hold (in fact, it is implied by condition (a) alone).

- Observe that the commutative square (12) of condition (b) gives an equivalence

$$F_1(\emptyset, \text{pt}) \simeq \varphi(1_{\mathcal{U}})$$

in $\mathcal{Z}$. Combining this with the formula

$$\begin{array}{ccc}
\text{Fin} & \xrightarrow{t_{\text{Fin}}} & \lim^{lax}(\text{Bord}) \\
\uparrow{\psi} & & \uparrow{\psi} \\
S & \xrightarrow{S} & (\emptyset \longmapsto (\emptyset, \text{pt}) \longleftarrow (\emptyset, S))
\end{array}$$

we obtain the equivalences

$$F(t_{\text{Fin}}(\text{pt})) \simeq F(\emptyset \longmapsto (\emptyset, \text{pt}) \longleftarrow (\emptyset, \text{pt}))$$
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\[ \simeq (F_0(\emptyset) \mapsto \varphi(F_0(\emptyset))) \simeq F_1(\emptyset, \text{pt}) \leftarrow F_1(\emptyset, \text{pt}) \]
\[ \simeq (1_U \mapsto \varphi(1_U) \leftarrow \varphi(1_U)) \]
\[ \simeq j_*(1_U) \]

in \( X \). To upgrade this to an equivalence in \( \text{CAlg}(X) \), it suffices to observe the pullback square

\[
\begin{array}{ccc}
\text{CAlg}(U) & \xrightarrow{j_*} & \text{CAlg}(X) \\
\downarrow \text{fgt} & & \downarrow \text{fgt} \\
U & \xrightarrow{j_*} & X
\end{array}
\]

in \( \text{Cat} \), the initiality of the object \( 1_U \in \text{CAlg}(U) \), and the fact that the functor

\[ \text{CAlg}(U) \xrightarrow{\text{fgt}} U \]

is conservative. So indeed, condition (\( \beta \)) holds.

So indeed, conditions (a) and (b) together imply conditions (\( \alpha \)) and (\( \beta \)).

Now suppose that the morphism \( F \) satisfies conditions (\( \alpha \)) and (\( \beta \)).

- Note that the equivalence

\[ \lim^\text{lax}(\text{Bord}) \simeq \text{Ar}(\text{Bord}) \times \text{Fin} \]

in \( \text{SMC} \) of Observation 3.7 is a coproduct decomposition in \( \text{SMC} \). Moreover, the factorizations \( G_0 \) and \( G_1 \) of condition (\( \alpha \)) automatically lie in \( \text{SMC} \), because in diagram (13) the composites \( j^* \circ F \circ i_{\text{Ar}(\text{Bord})} \) and \( i^* \circ F \circ i_{\text{Ar}(\text{Bord})} \) lie in \( \text{SMC} \) and the functors \( \text{Bord} \xleftarrow{t} \text{Ar}(\text{Bord}) \xrightarrow{s} \text{Bord} \) are symmetric monoidal localizations. Hence, to verify condition (\( a \)) it suffices to obtain factorizations

\[
\begin{array}{ccc}
\text{pt} & \xleftarrow{\text{const}_{\text{pt}}} & \text{Fin} & \xrightarrow{\text{id}_{\text{Fin}}} & \text{Fin} \\
\downarrow \text{fin} & & \downarrow \text{fin} & & \downarrow \text{fin} \\
& & \text{Ar}(\text{Bord}) \times \text{Fin} & & \\
\downarrow F & & \downarrow F & & \downarrow F \\
U & \xleftarrow{j_*} & X & \xrightarrow{i_*} & Z
\end{array}
\]

in \( \text{SMC} \), of which the one on the right is tautological and the one on the left follows from condition (\( \beta \)).

- Consider the morphism

\[ F_1 \circ (\text{id}_{\text{Bord}}, \text{const}_{\text{pt}}) \rightarrow \varphi \circ F_0 \quad \text{(15)} \]

of diagram (12). Since \( \text{Bord} \times \text{Fin} \) is the coproduct of \( \text{Bord} \) and \( \text{Fin} \) in \( \text{SMC} \), using condition
(β) and the commutative diagram (14) we have an identification

\[ F_1 \circ (\text{id}_{\mathit{Bord}}, \text{const}_{pt}) \simeq \varphi(\mathbb{1}_U) \otimes G_1. \]

Furthermore, using the commutative diagram

\[
\begin{array}{c}
\text{Bord} \\ \downarrow G_0 \\
\text{Ar}(\text{Bord}) \\ \downarrow F_{\text{col} Ar(\text{Bord})} \\
\text{Bord} \\
\end{array}
\]

we obtain the identifications

\[ \varphi(\mathbb{1}_U) \otimes G_1 \simeq \varphi(\mathbb{1}_U) \otimes (i^* \circ F \circ t_{\text{Ar}(\text{Bord})} \circ \text{id}_{(-)}). \]

and

\[ \varphi \circ F_0 = \varphi \circ G_0 \simeq \varphi \circ j^* \circ F \circ t_{\text{Ar}(\text{Bord})} \circ \text{id}_{(-)}. \]

Unwinding the definitions, we see that under these identifications the morphism (15) is identified with the composite morphism

\[ \varphi(\mathbb{1}_U) \otimes G_1 \longrightarrow \varphi(\mathbb{1}_U) \otimes \varphi G_0 \xrightarrow{\text{can}} \varphi(\mathbb{1}_U \otimes G_0) \simeq \varphi G_0, \]

in which the first morphism arises by passing to horizontal right adjoints in the left square of diagram (16). Now, consider the vertical composite in diagram (16), a symmetric monoidal functor \( \text{Bord} \rightarrow X \). Let us denote by \([u \mapsto \varphi(u) \triangleleft z] \in X\) the dualizable object that it selects. Then, evaluating the composite natural transformation (17) at an object \( M \in \text{Bord} \), we obtain the composite morphism

\[ \varphi(\mathbb{1}_U) \otimes z \otimes M \longrightarrow \varphi(\mathbb{1}_U) \otimes \varphi(u^{\otimes M}) \longrightarrow \varphi(\mathbb{1}_U \otimes u^{\otimes M}) \simeq \varphi(u^{\otimes M}) \]

in \( Z \), which is an equivalence by Lemma 3.21 (applied to the case that \( w = \mathbb{1}_U \)).

So indeed, conditions (α) and (β) together imply conditions (a) and (b).

Lemma 3.21. Suppose that the object \([u \mapsto \varphi(u) \triangleleft z] \in X\) is dualizable. Choose any sequence \( \varepsilon_1, \ldots, \varepsilon_k \in \{+, -\} \), and write \( M := \coprod_{i=1}^k \varepsilon_i \in \text{Bord} \). Then for any \( w \in U \), the composite morphism

\[ z^{\otimes M} \otimes \varphi(w) := z^{\otimes \varepsilon_1} \otimes \cdots \otimes z^{\otimes \varepsilon_k} \otimes \varphi(w) \longrightarrow \varphi(u^{\otimes \varepsilon_1}) \otimes \cdots \otimes \varphi(u^{\otimes \varepsilon_k}) \otimes \varphi(w) \]
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\[
\text{can} \varphi(u^{\otimes \varepsilon_1} \otimes \cdots \otimes u^{\otimes \varepsilon_k} \otimes w) =: \varphi(u^{\otimes M} \otimes w) \quad (18)
\]

is an equivalence.

Proof. The claim holds trivially when \( k = 0 \), and when \( k = 1 \) it holds by Theorem 1.5 (applied to \( x \) if \( \varepsilon_1 = +1 \) and to \( x^\vee \) if \( \varepsilon_1 = -1 \)). If \( k \geq 2 \), then writing \( N = (\varepsilon_2, \ldots, \varepsilon_k) \), we may factor the morphism \((18)\) as the composite

\[
z^{\otimes M} \otimes \varphi(w) \simeq z^{\otimes \varepsilon_1} \otimes z^{\otimes N} \otimes \varphi(w) \xrightarrow{\sim} z^{\otimes \varepsilon_1} \otimes \varphi(u^{\otimes N} \otimes w) \xrightarrow{\sim} \varphi(u^{\otimes \varepsilon_1} \otimes u^{\otimes N} \otimes w) \simeq \varphi(u^{\otimes M} \otimes w),
\]

in which the first morphism is an equivalence by the case where \( k = 1 \) and the second morphism is an equivalence by induction.\(^{31}\)

**Remark 3.22.** Lemma 3.21 applies equally well (with the same proof) in the monoidal case under the assumption that the chosen object is right-dualizable.

### 3.4 The equivalence between the subspace \( \text{Hom}^\sim \) and morphisms in SMC

The following result will conclude the proof of Theorem 3.11.

**Lemma 3.23.** The composite

\[
\text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X}) \xrightarrow{\tau^*} \text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), \mathcal{X}) \xrightarrow{\tau^*} \text{Hom}_{\text{SMC}}(\text{Bord}, \mathcal{X}) \quad (19)
\]

is an equivalence.

**Notation 3.24.** We write

\[
\text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), \mathcal{X})^\sim \subseteq \text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), \mathcal{X})
\]

for the subspace consisting of those morphisms such that there exist factorizations

\[
\begin{array}{ccc}
\text{Bord} & \xleftarrow{t} & \text{Ar}(\text{Bord}) & \xrightarrow{s} & \text{Bord} \\
\downarrow & & \downarrow & & \downarrow \\
\mathcal{U} & \xleftarrow{j^*} & \mathcal{X} & \xrightarrow{i^*} & \mathcal{Z}
\end{array}
\]

in \( \text{Cat} \).

**Proof of Lemma 3.23.** The product decomposition

\[
\text{Hom}_{\text{SMC}}(\lim^{\text{lax}}(\text{Bord}), \mathcal{X}) \simeq \text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), \mathcal{X}) \times \text{Hom}_{\text{SMC}}(\text{Fin}, \mathcal{X})
\]

\(^{31}\)The fact that this is indeed a factorization of the morphism \((18)\) follows from the compatibility of the various canonical morphisms associated to the laxly symmetric monoidality of \( \mathcal{U} \xrightarrow{\varphi} \mathcal{Z} \).
resulting from Observation 3.7 restricts to a product decomposition

\[ \text{Hom}_{\text{SMC}}(\lim^{lax}(\text{Bord}), X)^\sim \simeq \text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), X)^\sim \times \{j_+(\mathbb{I}_\mathbb{U})\} \simeq \text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), X)^\sim , \]

under which the composite (19) is identified with the composite

\[ c : \text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), X)^\sim \longleftarrow \text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), X) \xrightarrow{(\text{id}_-)^\ast} \text{Hom}_{\text{SMC}}(\text{Bord}, X) \]

where the latter morphism is precomposition by the morphism \( \text{Bord} \xrightarrow{\text{id}_-} \text{Ar}(\text{Bord}) \) in SMC. We claim that the morphism \( c \) has an inverse, given by the evident factorization in the diagram (see Observation 3.2)

\[ \begin{array}{ccc}
\text{Hom}_{\text{SMC}}(\text{Bord}, X) & \xrightarrow{\sim} & \text{Hom}_{\text{Strat}}^{lax}(\text{id}_{\text{Bord}}, \varphi) \\
\xrightarrow{\text{lim}^{lax}} & & \xrightarrow{\text{lim}^{lax}} \\
& & \text{Hom}_{\text{SMC}}(\text{Ar}(\text{Bord}), X) \\
\end{array} \]

Indeed, it follows from Observation 3.2 that the composite \( c \circ f \) is equivalent to the identity. Conversely, by Lemma 3.16, if the factorizations in diagram (20) exist then they are unique, and moreover they admit unique lifts to SMC such that the entire commutative diagram (20) lifts to SMC, and so it follows from Observation 3.2 that the composite \( f \circ c \) is equivalent to the identity.

\[ \square \]

## 4 Applications and examples

In this section we use Theorem 1.5 to describe dualizable objects in various categories of interests.

**Example 4.1** (overcategories of \( E_n \)-algebras). For an \( E_n \)-monoidal category \( \mathcal{V} \), an \( E_n \)-algebra \( A \) is equivalently a laxly \( E_n \)-monoidal functor \( \ast \xrightarrow{A} \mathcal{V} \), and so the overcategory \( \mathcal{V}/A \simeq \lim^{lax}(\ast \xrightarrow{A} \mathcal{V}) \) obtains an \( E_n \)-monoidal structure. By Theorem 1.5 we thus see that an object \( X \in \mathcal{V}/A \) is right-dualizable if and only if \( X \in \mathcal{V} \) is right-dualizable and the composite morphism

\[ X \otimes A \xrightarrow{\alpha \otimes \text{id}_A} A \otimes A \xrightarrow{\text{mult}_A} A \]

in \( \mathcal{V} \) is an equivalence.

**Example 4.2** (Thom spectra and orientations). We discuss a relatively simple application of Theorem 1.5, and explain how it relates to a multiplicative form of the Thom isomorphism theorem (following [ACB18]). Let \( \mathcal{V} \) be a presentably \( E_{n+1} \)-monoidal category, and let \( A \) be an \( E_{n+1} \)-algebra in \( \mathcal{V} \) for some \( n \geq 1 \).
(1) For an $\mathbb{E}_n$-monoidal functor $\mathcal{C} \xrightarrow{E} \mathcal{V}$, note that the colimit $\text{colim}(E) \in \mathcal{V}$ is canonically an $\mathbb{E}_n$-algebra. By the universal property of $\mathcal{V}/A \simeq \text{lim}^{\text{lax}}(\ast \xrightarrow{A} \mathcal{V})$, we see that $\text{Hom}_{\text{Alg}_{\mathbb{E}_n}(\mathcal{V})}(\text{colim}(E), A)$ is equivalent to the space of $\mathbb{E}_n$-monoidal lifts

$$\begin{array}{ccc}
\mathcal{V}/A & \xrightarrow{A} & \mathcal{V} \\
\downarrow & & \downarrow \\
\mathcal{C} & \xrightarrow{E} & \mathcal{V}.
\end{array} \tag{21}
$$

Meanwhile, by an $\mathbb{E}_n$-analogue of Remark 1.8 we have a pullback diagram

$$\begin{array}{ccc}
(\mathcal{V}/A)^{\text{rdzbl}} & \xrightarrow{E} & \ast \\
\downarrow & & \downarrow \\
\mathcal{V}^{\text{rdzbl}} & \xrightarrow{(-) \otimes A} & \text{RMod}_A(\mathcal{V})^{\text{rdzbl}}
\end{array} \tag{22}
$$

of $\mathbb{E}_n$-monoidal categories. Now, let us assume that all objects of $\mathcal{C}$ are right-dualizable, so that we obtain a factorization$^{32}$

$$\begin{array}{ccc}
\mathcal{C} & \xrightarrow{E} & \mathcal{V} \\
\downarrow & & \downarrow \\
\mathcal{C}^{\text{rdzbl}} & \xrightarrow{E^{\otimes A}} & \text{RMod}_A(\mathcal{V}),
\end{array}
$$

and similarly for $\mathcal{V}/A$. Then, using the pullback diagram (22), we find that the space of $\mathbb{E}_n$-monoidal lifts (21) is equivalent to the space of $\mathbb{E}_n$-monoidal lifts

$$\begin{array}{ccc}
\mathcal{C} & \xrightarrow{E} & \mathcal{V} \\
\downarrow & & \downarrow \\
\mathcal{C} & \xrightarrow{E^{\otimes A}} & \text{RMod}_A(\mathcal{V}),
\end{array}$$

i.e., the space $\text{Orient}_A(E)$ of $A$-orientations of $E$. Summarizing, we obtain an equivalence

$$\text{Hom}_{\text{Alg}_{\mathbb{E}_n}(\mathcal{V})}(\text{colim}(E), A) \simeq \text{Equiv}_{\text{Fun}_{\text{Alg}_{\mathbb{E}_n}(\mathcal{C})}(\mathcal{C}, \text{RMod}_A(\mathcal{V}))}(\text{const}_A, E \otimes A) =: \text{Orient}_A(E)$$

of spaces.

(2) We apply (1) in the case $\mathcal{V} = \text{Sp}$ is the presentably symmetric monoidal category of spectra and $\mathcal{C} = K \in \text{Alg}_{\mathbb{E}_n}(\text{Sp})$ is a grouplike $\mathbb{E}_n$-algebra in spaces.$^{33}$ Then, the equivalence above

---

$^{32}$Note that we require $E$ to be strictly $\mathbb{E}_n$-monoidal for this.

$^{33}$Since $K$ is a grouplike $\mathbb{E}_n$-groupoid, the condition of right-dualizability in $K$ is automatic.
yields an equivalence
\[ \text{Hom}_{\text{Alg}_{E_n}(\mathcal{S}p)}(\text{colim}(E), A) \simeq \text{Orient}_A(E) \]
of spaces. In particular, each morphism
\[ \text{colim}(E) \longrightarrow A \]
in \( \text{Alg}_{E_n}(\mathcal{S}p) \) determines an equivalence
\[ \text{colim}(E) \otimes A \simeq \text{colim}(E \otimes A) \longrightarrow \text{colim} \left( K \xrightarrow{\text{const}_A} \text{RMod}_A(\mathcal{S}p) \right) \simeq \Sigma^\infty_+ K \otimes A \]
in \( \text{Alg}_{E_n}(\text{RMod}_A(\mathcal{S}p)) \), which implies that the \( A \)-homology of \( \text{colim}(E) \) is naturally isomorphic to the \( A \)-homology of \( K \).

(3) We illustrate (2) in the specific example that \( K = BO \) and \( E \) is given by the \( J \)-homomorphism
\[ J : BO \longrightarrow \text{BAut}_{\mathcal{S}p}(\mathcal{S}) \hookrightarrow \mathcal{S} \, . \]
In particular, for a space \( K' \in \mathcal{S} \) and a stable vector bundle \( K' \xrightarrow{V} BO \) on \( K' \), the composite \( K' \xrightarrow{V} BO \xrightarrow{J} \mathcal{S} \) classifies bundle of spectra obtained by 1-point compactifying and then applying \( \Sigma^\infty \) to the fibers of \( V \). Then, we obtain a universal property for \( \text{MO} = \text{colim}(J) \) as an \( E_n \)-algebra (for any \( n \geq 1 \)): morphisms
\[ \text{MO} \simeq \text{colim}(J) \longrightarrow A \]
in \( \text{Alg}_{E_n}(\mathcal{S}p) \) are equivalent to the space of \( A \)-orientations \( \text{Orient}_A(J) \) of the \( J \)-homomorphism. In particular, a morphism \( \text{MO} \rightarrow A \) of \( E_n \)-algebras induces a splitting \( \text{MO} \otimes A \simeq \Sigma^\infty_+ BO \otimes A \) and implies that the \( A \)-homology of \( \text{MO} \) is naturally isomorphic to the \( A \)-homology of \( BO \).

**Example 4.3** (Picard groups). Recall that the Picard spectrum functor \( \text{SMC} \xrightarrow{\text{Pic}} \mathcal{S}p_{\geq 0} \) preserves limits [MS16, Proposition 2.2.3]. Applying this to the pullback square of Remark 1.8 and writing \( \text{Pic} := \pi_0 \text{Pic} \) for the Picard group, we get a long exact sequence on homotopy groups
\[ \ldots \rightarrow \pi_1(\text{Pic}(U)) \times \pi_1(\text{Pic}(\mathbb{Z})) \rightarrow \pi_1(\text{Pic}(\text{Mod}_{\varphi(1_U)}(\mathbb{Z}))) \xrightarrow{\partial} \text{Pic}(X) \rightarrow \text{Pic}(U) \times \text{Pic}(\mathbb{Z}) \, . \]
Under the isomorphism
\[ \pi_1(\text{Pic}(\text{Mod}_{\varphi(1_U)}(\mathbb{Z}))) \cong \text{End}_{\text{Mod}_{\varphi(1_U)}(\mathbb{Z})}(\varphi(1_U))^\times \, , \]
\[ ^34 \text{Here, we are free to replace } U_0 \text{ (as defined in Remark 1.8) with } U \text{ since } \text{Pic}(U_0) \subseteq \text{Pic}(U) \text{ and } \pi_i \text{Pic for } i > 0 \text{ is unchanged.} \]
one may identify the boundary map $\partial$ as sending an automorphism $\varphi(1_U) \xrightarrow{\gamma} \varphi(1_\mathbb{Z})$ to the invertible object $[1_U \mapsto \varphi(1_U) \xleftarrow{\gamma_{\text{can}}} 1_\mathbb{Z}]$. The map $\partial$ then implements an isomorphism of abelian groups

$$\partial : \text{End}(1_U)^\times \setminus \text{End}(\varphi(1_U))^\times / \text{End}(1_\mathbb{Z})^\times \xrightarrow{\cong} \ker (\text{Pic}(X) \to \text{Pic}(U) \times \text{Pic}(\mathbb{Z})) .$$

This isomorphism is originally due to Tom Bachmann in a slightly different form [Bac16, Corollary 3.6].

**Example 4.4 (modules).** Let $R$ be a (discrete) complete local commutative ring and let us write $m$ for its maximal ideal and $K$ for its fraction field. We then have an equivalence

$$\text{Mod}_R \xrightarrow{\sim} \lim \text{lax } \left( \text{Mod}^{m\text{-cplt}}_R (-) \otimes_K \to \text{Mod}_K \right)$$

of categories. Note that an $R$-module is dualizable if and only if it is perfect, and all perfect $R$-modules are $m$-complete. In particular, at least when $R$ is regular, these are all of the dualizable objects in $\text{Mod}^{m\text{-cplt}}_R$, i.e., completion determines an equivalence

$$\text{Mod}^{\text{dbl}}_R \xrightarrow{\sim} (\text{Mod}^{m\text{-cplt}}_R)^{\text{dbl}} .$$

It follows that the composite

$$(\text{Mod}^{m\text{-cplt}}_R)^{\text{dbl}} \hookrightarrow \text{Mod}^{m\text{-cplt}}_R (-) \otimes_K \to \text{Mod}_K$$

is strictly symmetric monoidal. This is consistent with Theorem 1.5, in view of Remark 1.7.

The following example was suggested by Tomer Schlank.

**Example 4.5 ($E(1)$-local spectra).** To see the necessity of the second condition in (3), Theorem 1.5, consider the equivalence (in fact, a recollement)

$$L_{E(1)}\text{Sp} \xrightarrow{\sim} \lim \text{lax } \left( L_{K(1)}\text{Sp} (-) \otimes_{\mathbb{S}} \text{Mod}_Q \right) .$$

By [HS99, 15.1] we know that there exist invertible $K(1)$-local spectra with torsion homotopy groups (in particular, their rationalization is zero). Consider such a Picard element $U \in \text{Pic}(L_{K(1)}\text{Sp})$ and the corresponding object $[U \mapsto 0 \xleftarrow{\sim} 0]$ in $L_{K(1)}\text{Sp}$. Since $U$ is dualizable and the natural morphism $0 \to 0 \otimes_{\mathbb{S}} (L_{K(1)}\text{Sp} \otimes_{\mathbb{S}} \mathbb{Q}) \to U \otimes \mathbb{Q}$ is tautologically an equivalence, we see that $[U \mapsto 0 \xleftarrow{\sim} 0]$ satisfies the first condition in (3) of Theorem 1.5. On the other hand, it doesn't satisfy the second condition since $L_{K(1)}\text{Sp} \otimes_{\mathbb{S}} \mathbb{Q}$ is nonzero. By Corollary 1.12 it then follows that such invertible objects of $L_{K(1)}\text{Sp}$ cannot lie in the thick subcategory generated by the unit (compare [AMN18, Example 2.8]).
In the next few examples, we consider the category $\mathcal{S}p^G$ of (genuine) $G$-spectra when $G$ is a finite group. Recall from [AMGR20, Theorems A and E] that $\mathcal{S}p^G$ is symmetric monoidally equivalent to the lax limit of its ‘canonical fracture’, which is a locally cocartesian fibration over the subconjugacy poset $P$ of $G$ with stratum over $H \in P$ given by $\mathcal{S}p^hW_GH = \text{Fun}(BW_GH, \mathcal{S}p)$ for $W_GH$ the Weyl group and monodromy given by the proper Tate construction $(-)^\tau(-)$ with residual action, at least when $G$ is abelian (for a general formula, see [AMGR21, Theorem A]). This generalizes the symmetric monoidal equivalence

$$\mathcal{S}p^C^p \simeq \lim^{\text{lax}} \left( \mathcal{S}p^{hC^p} \xrightarrow{(-)^{tC^p}} \mathcal{S}p \right).$$

In view of equivariant Atiyah duality, we already know that the dualizable and compact objects of $\mathcal{S}p^G$ coincide (and are generated by the orbits $\Sigma^\infty_+(G/H)$ as a thick subcategory). In the following examples, we use Theorems 1.5 and 2.28 to describe some novel features of these dualizable objects.

**Example 4.6 ($C_p$-spectra).** Suppose that $G = C_p$. The Segal conjecture implies that $S^{tC^p} \simeq S^\wedge_p$. Theorem 1.5 then shows that a $C_p$-spectrum $X = [X^\Phi e \to X^{tC^p} \wedge X^\Phi C^p]$, dualizable if and only if $X, X^\Phi C^p$ are finite as spectra and the canonical maps $(X^\Phi C^p)^\wedge \to X^{tC^p}, X^\Phi C^p \otimes (X^\wedge)^{tC^p} \to (X \otimes X^\wedge)^{tC^p}$ are equivalences. Conceptually, we thus think of $X^\Phi C^p$ as providing a ‘decompletion’ of $X^{tC^p}$.

Note in addition that by a thick subcategory argument as in Corollary 1.12 and using that the $C_p$-Tate construction vanishes on $C_p$-induced objects, verifying the projection formula at $X^\wedge$ may be traded for checking that $X$ is in the thick subcategory of $\mathcal{S}p^{hC^p}$ generated by the objects $\Sigma^\infty_+(C_p/e)$ and $\Sigma^\infty_+(C_p/C_p)$ (note that this coincides with the thick essential image of $j^* : (\mathcal{S}p^{C^p})^{dbl} \to (\mathcal{S}p^{hC^p})^{dbl}$ and thus leads to a necessary condition; compare Remark 1.10).

**Example 4.7 ($C_p^n$-spectra).** Suppose $G = C_p^n$. Then the Tate orbit lemma [NS18, Lemma I.2.1] implies that the full subcategory $\mathcal{S}p_{+}^{C_p^n}$ on bounded-below objects (i.e., whose geometric fixed points are all bounded-below; cf. [QS19, Lemma 7.8]) decomposes as an iterated pullback via geometric fixed points (cf. [QS19, Proposition 7.38 and 2.52] and also [NS18, Remark II.4.8])

$$\mathcal{S}p_{+}^{C_p^n} \simeq \mathcal{S}p_{+}^{hC_p^n} \times \left((-)^{tC_p, sp} \wedge p_{+}^{hC_p^n - 1, sp} \triangleright \cdots \triangleright \mathcal{S}p_{+}^{hC_p^n - 1, sp} \wedge p_{+}^{hC_p^n - 2, ev_1} \triangleright \cdots \triangleright \mathcal{S}p_{+}^{hC_p^n} \right),$$

where $\mathcal{A}r'$ denotes the full subcategory on arrows whose source is bounded-below. In fact, if we let

$$\chi^k := \lim^{\text{lax}} \left( \mathcal{S}p_{+}^{hC_p^k} \xrightarrow{(-)^{tC^p}} \mathcal{S}p^{hC_p^{k-1}} \right)$$

and $\chi^k := \mathcal{S}p_{+}^{hC_p^{k-1}} \times \mathcal{S}p_{+}^{hC_p^{k-1}, i^*} \chi^k$, then we have a symmetric monoidal equivalence

$$\mathcal{S}p_{+}^{C_p^n} \simeq \chi^n_{+} \times \cdots \times \chi^1_{+} = \mathcal{S}p_{+}^{hC_p^n - 1} \chi^{n-1}_{+} \times \cdots \times \chi^1_{+}.$$
It follows that the dualizability of a $C_{p^n}$-spectrum $X$ may be checked in terms of dualizability of its geometric fixed points $\{X^{\Phi p^k}\}$ and the projection formulas

$$(X^{\Phi p^k})_p \sim (X^{\Phi p^k})^{tC_p}$$

and

$$(X^{\Phi p^k})^{tC_p} \sim (X^{\Phi p^k})^{tC_p} \otimes (X^{\Phi p^k})^{tC_p}.$$

**Example 4.8 (G-spectra).** If $G$ is a finite $p$-group, then the Segal conjecture for $G$ and its subgroups together with an isotropy separation argument imply that $S^\tau G \simeq S^\tau p$. In lieu of the simplification afforded by the Tate orbit lemma for the $C_{p^n}$ case, we may instead use Theorem 2.28 along with [AMGR21, Theorem A] to describe the dualizable objects in $Sp^G$. In fact, the $p$-group case is really the interesting one to consider since if two distinct primes divide the order of $G$, then $(-)^\tau G$ vanishes [QS19, Lemma 3.50].

In any case, as in Example 4.6 we may replace the projection formula condition at duals with the condition that $X^{\Phi H} \in Sp^{hWGH}$ is in the thick subcategory generated by the $WGH$-orbits, using that the proper Tate construction annihilates all non-trivial orbits.

**Example 4.9 (Tate diagonals).** Consider the Hill-Hopkins-Ravenel norm functor $Sp \xrightarrow{N_{C_p}} Sp_{C_p}$ given by $N_{C_p}(X) = [X^{op} \mapsto (X^{op})^{tC_p} \xrightarrow{\Delta} X]$, where $C_p$ acts on $X^{op}$ by permutation and $\Delta$ is the Tate diagonal. If $X$ is finite, then by Example 4.6 $\Delta$ exhibits $(X^{op})^{tC_p}$ as the $p$-completion of $X$, since $N_{C_p}$ is symmetric monoidal. In fact, this holds more generally when $X$ is bounded-below [NS18, Theorem III.1.7]. On the other hand, suppose instead that $G$ is any finite $p$-group. Then for any finite spectrum $X$, by Example 4.8 we again have that $X \xrightarrow{\Delta} (X^{op}[G])^{\tau G}$ is a $p$-completion map. However, in this case we are not aware of a generalization to the case of $X$ bounded-below.

**Example 4.10 (derived Mackey functors).** Let $G$ be any finite group and $HZ_{triv} \in CAlg(Sp^G)$ be the image of $HZ$ under the unique symmetric monoidal colimit-preserving functor $Sp \xrightarrow{triv} Sp^G$. Then $\text{Mod}_{HZ_{triv}}(Sp^G)$ is equivalent to the category of derived Mackey functors $Fun^G(\text{Span}(\text{Fin}_G), D(Z))$ [PSW20]. More relevantly for us, $\text{Mod}_{HZ_{triv}}(Sp^G)$ admits a description as a lax limit like with $Sp^G$; one may either use Remark 2.30 or appeal to [AMGR21, Theorem A]. However, in this algebraic setting, one now has that the orbits generate $(D(Z)^{hG})^{d zb}$ as a thick subcategory; this follows immediately from the same assertion for the stable module category $(D(Z)^{hG})^{d zb}/(D(Z)^{hG})^\omega$ established by [Kra20, Lemma 5.6] and the fact that $(D(Z)^{hG})^\omega$ is generated by $Z[G]$. Consequently, when applying Theorem 2.28, the projection formula of Theorem 1.5 now only needs to be checked at the unit for all the monodromy functors.

**Example 4.11 (cycloptonic spectra).** Let $\mathcal{C}$ be a symmetric monoidal category and $\mathcal{C} \xrightarrow{F} \mathcal{C}$ a laxly symmetric monoidal endofunctor. The *lax equalizer* $\text{LEq}(id, F)$ of $id$ and $F$ is defined to be the pullback $\mathcal{C} \times_{(id, F), (e \times e, (ev_0, ev_1))} \text{Ar}(\mathcal{C})$ [NS18, Definition II.1.4]. If we let $\mathcal{X}$ denote the lax limit of $F$, then we may rewrite this as

$$\text{LEq}(id, F) \simeq \mathcal{C} \times_{(id, id), (e \times e, (i^*, j^*))} \mathcal{X}.
\] (23)
Moreover, \( \text{LEq}(\text{id}, F) \) admits a symmetric monoidal structure \([\text{NS18}, \text{Construction IV.2.1}]\) such that (23) is an equivalence of symmetric monoidal categories. Consequently, we may apply Theorem 1.5 to see that an object \( [x \xrightarrow{\varphi} F(x)] \) is dualizable in \( \text{LEq}(\text{id}, F) \) if and only if \( x \) is dualizable in \( \mathcal{C} \) and the canonical maps \( x \otimes F(1) \to F(x) \) and \( x \otimes F(x') \to F(x \otimes x') \) are equivalences.

Now suppose \( \mathcal{C} = \text{Fun}(BS^1, \mathcal{S}p) \) and \( F = (-)^{tC_p} \), so that \( \text{LEq}(\text{id}, F) \) is the category of \( p \)-cyclotomic spectra \( \text{CycSp}_p \).\(^{35}\) Then by the Segal conjecture, \( F(\mathcal{S}) \simeq \mathcal{S}_p^\wedge \), with trivial residual action since the action is through ring maps. We deduce that the cyclotomic Frobenius of a dualizable \( p \)-cyclotomic spectrum identifies with the \( p \)-completion map, and likewise for cyclotomic spectra, for which dualizability may be treated at each prime independently. Recalling that \( \text{THH} \) defines a symmetric monoidal functor \( \text{Cat}_k^{\text{perf}} \to \text{CycSp} \), we see that this strongly constrains \( \text{THH} \) of dualizable (i.e., smooth and proper) stable idempotent complete categories.

Furthermore, using Remark 1.6 and the lift of \( \text{THH} \) to a symmetric monoidal functor \( \text{Cat}_k^{\text{perf}} \to \text{Mod}_\text{THH}(k)(\text{CycSp}) \), we obtain a similar constraint on \( \text{THH} \) of smooth and proper \( k \)-linear stable idempotent complete categories. For instance, suppose \( k \) is a perfect field of characteristic \( p \). Then by Remark 1.6, Corollary 1.12, and the fact that every dualizable object in \( \text{Mod}_\text{THH}(k)(\mathcal{S}p^{hS^1}) \) is perfect \([\text{AMN18}, \text{Theorem 3.2}]\), a \( \text{THH}(k) \)-module \( [X \xrightarrow{\alpha} X^{tC_p}] \) in \( \text{CycSp}_p \) is dualizable if and only if \( X \) is dualizable in \( \text{Mod}_\text{THH}(k)(\mathcal{S}p^{hS^1}) \) and \( \alpha \) factors as base-change along \( \text{THH}(k) \xrightarrow{\varphi} \text{THH}(k)^{tC_p} \) followed by an equivalence

\[
X \otimes_{\text{THH}(k)} \text{THH}(k)^{tC_p} \xrightarrow{\sim} X^{tC_p}.
\]

Moreover, we then have for any \( Y \in \text{Mod}_\text{THH}(k)(\mathcal{S}p^{hS^1}) \), an equivalence

\[
X^{tC_p} \otimes_{\text{THH}(k)^{tC_p}} Y^{tC_p} \simeq (X \otimes_{\text{THH}(k)} Y)^{tC_p},
\]

which recovers the \( H = C_p \) case of \([\text{AMN18}, \text{Theorem 3.3}]\) and also shows that it is not logically dependent on \([\text{AMN18}, \text{Theorem 3.2}]\) (which was only used here to simplify the criterion of Theorem 1.5).
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