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Abstract—Cloud applications use more than just server resources, they also require networking resources. We propose a new technique to model network bandwidth demand of networked cloud applications. Our technique, Gridiron, augments VM workload traces from Azure cloud with network bandwidth requirements. The key to the Gridiron technique is to derive inter-VM network bandwidth requirements using Amdahl’s second law. As a case study, we use Gridiron to generate realistic traces with network bandwidth demands for a distributed machine learning training application. Workloads generated with Gridiron allow datacenter operators to estimate the network bandwidth demands of cloud applications and enable more realistic cloud resource scheduler evaluation.

I. INTRODUCTION

Datacenter resource allocation for networked cloud applications, an area known as Virtual Datacenter (VDC) scheduling, has been extensively studied over the past decade, e.g., [1]–[3]. A VDC includes a collection of VMs and the resource requirements of each VM (e.g., CPU and RAM) as well as inter-VM network bandwidth requirements [1]. However, existing works use synthetic workloads to evaluate VDC schedulers’ performance, because there is no publicly released production workload with inter-VM bandwidth requirements. We address this problem by proposing a new technique for generating realistic VDC workloads. We call this the Gridiron technique. In the Gridiron technique, we use production traces from the Azure cloud as the VM workload [4] and augment its VMs with network bandwidth requirements to generate a realistic VDC workload.

In generating a realistic VDC workload, we face the following question: How much inter-VM network bandwidth should the VDC workload demand? To answer this question, we take inspiration from cloud computing history. In the early days of cloud computing, cloud providers faced the same question, but for the compute service. For example, in 2006, public cloud pioneer Amazon had to decide how much compute capacity to offer in a VM flavor in the EC2 product. EC2 beta started with only one VM flavor that included 1 virtual CPU, which offered an equivalent of Intel Xeon 1.7 GHz processor [5]. They also released several customer use-cases that might benefit from this VM flavor, such as a web-based back-office inventory application, and three-tier web application (presentation tier, application tier, data tier), which were popular applications at that time [5]. These use-cases are evidence that the decision for a VM’s compute capacity was driven by what EC2 cloud operators expected tenants to run and pay for in the cloud.

We expect that VDC network bandwidth guarantees will evolve in the same way: driven by what networked applications providers expect tenants to run and pay for in the cloud. Note that this is different from today’s networked cloud applications for which free, best-effort networking suffices. The networked cloud applications we believe ought to be run in VDCs are the ones that will see significant performance benefit, such as job completion time reduced by half, from the bandwidth guarantee that the VDC abstraction offers.

An emerging cloud workload that was demonstrated to significantly benefit from network bandwidth guarantees is distributed Machine Learning (ML) training [6]–[8]. ML training is typically deployed across multiple communicating VMs, or as a VDC, where each VM trains an ML model on a subset of the data. Existing literature show that these distributed ML training jobs complete 2–3× faster with consistent inter-VM network bandwidth guarantees, e.g., P3 [6], TicTac [7], and ByteScheduler [8].

We will use distributed ML training as the sample VDC application because it is emerging as one of the dominant cloud workloads [9]. Distributed training is an instance of parallel computing with both sequential and parallel phases [10]. The sequential phase, which is called parameter aggregation, is run by the parameter server, while the parallel phase, model training, is split and run across multiple worker VMs. The worker VMs synchronize their local state over the network. Thus, we can apply Amdahl’s second law [11] to estimate the network bandwidth requirements of this application.

Amdahl’s second law, which is also called Amdahl’s I/O law, estimates the required network bandwidth to have a balanced system. A system is called balanced when it can perform a compute task without memory or I/O bottlenecks [11], [12]. The law states that for every one instruction per second of processing speed (Hz), a balanced computing system needs to provide one bit per second of I/O rate (bps) and one byte of main memory capacity [12]. For example, the initial VM flavor offered by EC2 beta with a 1.7 GHz processor was a balanced system in terms of memory (1.75 GB of RAM), but not in terms of I/O (250 Mbps) [5]:

\[
Amdahl \text{ memory number } = \frac{\text{ memory size (GB)}}{\text{memory bandwidth (Gbps)}} = \frac{1.75}{1.75/1.7} \approx 1
\]

\[
Amdahl \text{ I/O number } = \frac{\text{ CPU speed (GHz)}}{\text{CPU speed (GHz)}} = 0.25/1.7 \approx 0.15
\]

Note that we use the network bandwidth, not the disk bandwidth, to derive the Amdahl I/O number because our distributed ML training application communicates parameter updates (from the worker VMs) to the parameter server VM over the network.

We can use Amdahl’s second law to answer our question: ‘VMs’ network bandwidth should be proportional to their compute capacity: 1 bit per second for every one CPU instruction in a truly parallel VDC application.’ We call this the compute-proportional-bandwidth approach for VDC workload generation. This approach is similar to how the Google Compute Engine (GCE) scales its VM’s egress network bandwidth as a function of vCPUs in the VM [13]. Note that unlike VDCs in our model, GCE’s egress bandwidth is best-effort and is not between a pair of VMs. Even though egress bandwidth is from an individual VM perspective, the GCE example demonstrates the practicality of a compute-proportional-bandwidth approach in a cloud environment. Thus, we can generate a VDC workload from a VM workload by using Amdahl’s second law as our guiding principle.

An optimal Amdahl I/O number is deployment dependent, i.e.,
it depends on the characteristics of the cloud application and the datacenter the application is running on. For parallel applications, Amdahl’s second law recommends a value of 1, which is one datapoint in a spectrum. Not all applications need a balanced system. For example, Liang et al. demonstrate that an optimal Amdahl I/O number for MPI-like (Message Passing Interface) applications ranges between 0.02–0.21, while it ranges between 0.02–0.85 for Hadoop-like applications [12]. Therefore, our generated VDC workload should be adaptable, i.e., we should be able to adjust the network bandwidth demand of the workload for the datacenter under test. In section III-C, we describe a parameterized VDC workload generation methodology that allows adapting the VDC workload to the datacenter under test.

II. THE BASE WORKLOAD

We generate a VDC workload by augmenting the Azure cloud’s production trace with network bandwidth requirements. The Azure trace [14] is released with the Resource Central paper [4]. It includes only VM CPU and RAM requirements. We first we describe the characteristics of the Azure trace, such as the number of VMs in the workload, and their CPU and RAM footprints. Next, we describe how we use the deployment IDs, which are included in the Azure trace, to group VMs into VDCs.

The Azure trace contains a list of 2,013,767 unique VMs in 35,941 unique deployments over 30 days. A deployment is defined as “a set of VMs that the customer groups and manages together” [4]. For each VM, the dataset includes a VM creation and deletion time, the deployment which it belongs to, the number of vCPUs and amount of RAM in the VM, and the vCPU utilizations in 5 minute intervals. Here, all times are reported with 5 min granularity: we call each such five minute interval a tick. The trace contains 8,640 ticks.

We preprocess the Azure trace to correct the VM timestamps. First, we adjust VM create and delete timestamps to conform with 5-minute capturing interval. There are 27 VMs with invalid create and delete timestamps. We round invalid timestamps to the closest valid timestamp as suggested by the Azure trace authors [15]. Second, we eliminate VMs that have identical creation and deletion tick, which we call instant-VMs. There are 53,467 instant-VMs (less than 2% of total), which leaves 1,960,300 VMs in the preprocessed workload. The Resource Central paper refers to these VMs as “control plane latency test VMs” [4]; these test VMs are used to continuously evaluate VM creation latency.

In summary, there are 2,013,767 VMs in 35,941 deployments before we preprocess the Azure trace and 1,960,300 VMs in 35,870 deployments afterwards. We call the Azure trace after preprocessing the baseline workload. The baseline workload’s compute and memory footprint varies around 10% across all ticks: it ranges between 321,043 and 346,755 cores, and between 730,314 GB and 781,767 GB.

III. FROM VMs TO VDCs: THE GRIDIRON TECHNIQUE

The first step towards generating a VDC workload is to decide how VMs are grouped in the VDCs. Fortunately, the baseline workload already groups VMs by “deployment”. When each deployment in the baseline workload is treated as the VDC, there are 35,870 VDCs in the baseline workload. The baseline workload dictates which VDC the VM belongs to and the tick a VM joins the VDC (creation tick) and the tick a VM leaves the VDC (deletion tick).

There are four additional steps in the Gridiron technique. First, VDCs have inter-VM communication topologies, which the base workload lacks. In section III-A, we describe various topologies VDCs can have and explain our rational for adopting an all-to-all topology. Second, VDC sizes should be appropriate for the application(s) that these VDCs encapsulate. In section III-B, we explain the significance of the peak VDC sizes, and show peak sizes in the base workload. Third, virtual links (vlinks) in a VDC should have a bandwidth value. In section III-C, we use the compute-proportional-bandwidth approach for assigning vlink bandwidths and constructing a parameterized VDC workload. The parameterization allows us to tailor the network bandwidth demand of the VDC workload. Fourth, the VDC workload should not be problematic by construction, e.g., an empty datacenter should be able to accommodate the most network bandwidth demanding VDC. Section III-D explains several kinds of problems to be aware of when generating the VDC workload, and section III-E describes a model to avoid these problems.

A. VDC Topologies

The design space for VDC topologies ranges from sparse connectivity, which generates low bandwidth demand, to dense connectivity, which generates high bandwidth demand. Fig. 1 shows three different VDC topologies. First, sparse connectivity is captured by a parameterized gridiron technique. Second, VDC sizes should be appropriate for the application(s) that these VDCs encapsulate. In section III-B, we explain the significance of the peak VDC sizes, and show peak sizes in the base workload. Third, virtual links (vlinks) in a VDC should have a bandwidth value. In section III-C, we use the compute-proportional-bandwidth approach for assigning vlink bandwidths and constructing a parameterized VDC workload. The parameterization allows us to tailor the network bandwidth demand of the VDC workload. Fourth, the VDC workload should not be problematic by construction, e.g., an empty datacenter should be able to accommodate the most network bandwidth demanding VDC. Section III-D explains several kinds of problems to be aware of when generating the VDC workload, and section III-E describes a model to avoid these problems.

Fig. 1. VDC topologies with varying connectivity: (a) star topology with sparse connectivity, (b) pipeline topology with sparse connectivity, and (c) all-to-all topology with dense connectivity.
of network bandwidth\(^2\). We use the term unit of network bandwidth throughout our examples for generality. We convert it to a specific unit, such as 6Mbps, when we tailor the VDC workload to a specific datacenter (section III-E). The VDC expands to include VM v2 in tick 20, as shown in Fig. 2(b). This requires allocating v0-v1 and v1-v2 vlinks. A VDC can also shrink with VM deallocation(s), as shown in tick 42 (Fig. 2(c)). In tick 42, VM v0 is deallocated and VM v3 is allocated. The VM v0 deallocation requires deallocating the v0-v1 and v0-v2 vlinks. In the Gridiron technique, VM deletions always precede VM allocations within a tick so that datacenter resources are first released before being consumed. The VM v3 connects to all other alive VDC VMs, v1 and v2, that requires allocating v1-v3 and v2-v3 vlinks. Note that VM deletions in a VDC do not have to adhere to FIFO (first in first out), LIFO (last in first out), or any other order. The ordering is inherited from the base workload.

### B. Peak VDC Sizes

A VDC reaches its peak size when it has the maximum number of VMs alive in the same tick. For example, the VDC in Fig. 2 reaches peak size \( p = 3 \) in tick 20 and maintains that size beyond tick 42. Fig. 3 shows the distribution of peak VDC sizes in the base workload. It shows that the 90th percentile (p90) of the VDCs has 32 VMs and VDC sizes can reach as many as 1,814 VMs.

However, VDC sizes should be representative of the cloud applications they encapsulate. For example, the VDC workload will not be realistic if peak VDC sizes in it are in order of hundreds while there is no such VDC application that runs at that scale. The distributed ML training application that we are using as a motivating example, which significantly benefits from VDC network bandwidth guarantees [6]–[8] and is emerging as one of the dominant cloud workloads [9], is challenging to run at scale [20]. In particular, with 1,814 VMs. Therefore, we should be able to cap the peak VDC size when generating a VDC workload to model a particular cloud application. In the Gridiron technique, we cap the peak VDC sizes by splitting VDCs.

We split a too-large VDC into multiple VDCs via a rolling-overflow mechanism. VDCs are processed one-by-one, keeping track of the peak VDC size so far. If that size exceeds the cap, then subsequent VM allocations to the same VDC are rolled to a new VDC. In other words, a VDC will have no more VM create events after it reaches the cap size. At the same time, if the base workload VDC has a peak size below the cap, no capping is applied, and it will be added to the VDC workload as-is, as a single VDC. Given that the rolling-overflow mechanism splits a single VDC into multiple VDCs, the number of VDCs in the capped workload will potentially exceed the number of VDCs in the base workload.

### C. Parameterizing VDC Workload’s Network Load

We assign a bandwidth value to each vlink using a compute-proportional-bandwidth approach. However, a vlink connects two VMs: Which VM’s compute capacity should be used as the reference point? In the Gridiron technique, we choose the VM with the smaller capacity, because doing otherwise introduces a flooding effect in practice. Flooding happens when a VM with more compute capacity sends a higher volume of network traffic to the VM with less compute capacity, or the weaker VM, to the point where the weaker VM is no longer able to process the traffic. The weaker VM drops the subset of packets it cannot process. Thus, the vlink bandwidth is more realistic if the excess packets were not sent to begin with. For example, in Fig. 2, the v0-v1 vlink has two units of network bandwidth as the VM with the weaker processing capacity has two vCPU cores (VM v0). Similarly, the v1-v2 vlink has four units of network bandwidth because both VMs that it connects have four vCPU cores.

We generate VDC workloads with varying network demand by parameterizing each vlink’s bandwidth. The key insight in parameterization is that we can use different “units” to represent the unit of bandwidth. For example, in Fig. 2, the v0-v1 vlink gets assigned 2Mbps bandwidth when we use 1Mbps as the unit, and 10Mbps bandwidth when we use 5Mbps as the unit. Given that the unit of bandwidth of the vink is determined by the compute capacity of the weaker VM (that it connects), we can directly make the unit as the function of the vCPU cores in the weaker VM. We call this unit bandwidth per core (bpc). In our example, the v0-v1 vlink gets assigned 2Mbps bandwidth when \( \text{bpc}=1\text{Mbps} \), and 10Mbps bandwidth when \( \text{bpc}=5\text{Mbps} \) (because the weaker VM has 2 vCPUs). Thus, we can generate VDC workloads with varying network demand by assigning different values to the bpc parameter. For example, the workload with \( \text{bpc}=2\text{Mbps} \) has twice higher network demand than the workload with \( \text{bpc}=1\text{Mbps} \).

One can use the bpc parameter to avoid the over-provisioned network pitfall that SecondNet’s VDC workload suffered from. The VDC workload used in the SecondNet [1] consumed \( 1/50 \)th of the bandwidth than that the datacenter provided [3]. In other words, the datacenter’s network capacity was \( 50 \times \) over-provisioned. Thus, VDCs’ network bandwidth requirements were mostly irrelevant during resource scheduling despite networking being the central focus of the paper. Although this might be acceptable when a cloud provider is willing to leave a significant portion of their network bandwidth underutilized, it seems an unlikely scenario in practice, because cloud providers report the network to be a computation bottleneck with ToR (top-of-rack) switch uplinks frequently operating above 80% utilization [21].

### D. Network-bound VM Allocation Failures

Cloud services depend on datacenter capabilities. For example, cloud providers will not offer a VM flavor with 70 vCPUs if their datacenter does not have a server with that many cores. We call this phenomenon datacenter-level constraints on cloud services. We take datacenter-level constraints into account when generating a VDC workload, because doing otherwise risks generating VDC workloads that are problematic by construction. In this subsection, we discuss
VM allocation failures that surface if datacenter-level-constraints are not taken into account. A VM allocation failure happens when a tenant VM allocation request is rejected because of insufficient residual capacity in the datacenter.

We call a VM allocation failure a network-bound VM allocation failure, or network-bound failure for short, when the VM allocation request is rejected because of insufficient network bandwidth in the datacenter. Avoiding network-bound failures is more complex than avoiding compute-bound failures because, unlike vCPUs, inter-VM network bandwidth is not a server-local resource: it is a cross-device resource. We identified three specific scenarios that can produce network-bound failures by construction. We now elaborate on each scenario and in section III-E, we present three constraints to enforce during VDC workload generation to avoid these scenarios.

The first scenario is allowing excessive bandwidth in a vlink (vlink-caused). Vlink-caused failures happen when a vlink’s bandwidth exceeds the aggregate uplink capacity at the most network-bandwidth-intensive server, which we call “fattest server-uplink”. If servers have two or more uplinks (multi-homed), the fattest server-uplink’s capacity will be equal to a server’s aggregate uplink bandwidth. Vlink-caused failure is analogous to the number of vCPUs exceeding the number of CPUs at the most compute-intensive server. For example, for the datacenter shown in Fig. 4, a vlink with over 40 Gbps is guaranteed to cause a network-bound failure. (The only exception is if both ends of the vlink are colocated on the same server.)

We define the “fattest link” in terms of “server uplink” because of the network multi-path feature, which is commonly used in modern datacenters [21]. For example, when two VDC VMs are placed across different racks, such as on server0 and on server144 in Fig. 4, a vlink between these VMs can span across multiple paths, such as ToR0-AggSw0-ToR3 and ToR0-AggSw1-ToR3, to pool the bandwidth amount required for this vlink. In general, the vlink bandwidth should not exceed the bandwidth across any cut in the network between the servers that host two ends of the vlink. However, this is non-trivial to compute and depends on the placement of the VMs, but the fattest server-uplink is always a cut, and therefore an upper bound on the vlink bandwidth.

The second scenario is allowing excessive VM overpeering (overpeering-caused). Overpeering-caused failures happen when a VDC’s already allocated VM(s) get too many peering requests such that the server hosting an already-allocated VM becomes network bandwidth bottlenecked. Fig. 5 shows an overpeering-caused failure. In tick N, a tenant requests a VDC with four VMs (v1, v2, v3, v4). These four VMs get placed on three servers (S1, S2, S3) as shown with the dashed lines in the left figure. We show VM-to-server assignment with grayed boxes placed on the servers in tick (N+1). The tenant requests to expand the original VDC with VM v5 in tick (N+1). The v5 needs to connect to v1 with 1 unit of network bandwidth. However, as we can see in the right figure, the only two servers with sufficient cores and memory to accommodate v5 (S2, S3) do not have sufficient network bandwidth to connect to S1, which hosts the already allocated peer VM (v1). Thus, the VDC scheduler has no choice but to fail to allocate v5 due to insufficient network bandwidth.

The overpeering-caused failures happen for the same reason as the vlink-caused failures: insufficient network bandwidth at the server uplink level (server-to-ToR switch links). Similarly to the vlink-caused failures, we do not include failures that happen due to network bandwidth scarcity in other datacenter network levels, such as the spine links (because of multi-pathing). For example, in Fig. 5, VM v5 fails because of the S1-ToR1 server uplink. Otherwise, S2(or S3)-ToR2-AggSw2-AggSw1-ToR1 path does have a 1 unit of network bandwidth available to accommodate the v1-v5 vlink.

The third scenario is allowing excessive VM colocolation, which concentrates aggregate vlink bandwidth on a single server (colocation-caused). We say that two VDC VMs are colocated when they are placed on the same server. Colocation-caused failures happen when the aggregate network bandwidth to colocated VDC VMs exceeds the bandwidth offered by the host server. An example is shown in Fig. 6 where a VDC with four VMs needs to be placed on a datacenter with four servers. VDC VMs arrive and are placed one-by-one. Fig. 6(a) shows successful VDC allocation when no VMs are colocated. Fig. 6(b) shows VM v4 allocation failure because of colocation. This VDC consumes the maximal bandwidth on a single physical link when VDC VMs are equally split across two servers, e.g., v1 and v2 VMs are placed on server S1, and two other VMs are placed on server S4. Colocated VMs do not consume any datacenter network bandwidth to communicate with each other since they communicate locally (through the hypervisor), but they do consume datacenter network bandwidth to communicate with every VM placed on the other server. Thus, there are 2 × 2 = 4 vlinks, quadratic in the number of VMs placed on each server, traversing the path between server S1 and server S4. However, the S1-ToR1 link can accommodate only 3 vlinks. Hence, v2-v4 vlink allocation fails, causing VM v4 allocation failure. Notice that VM v4 in Fig. 6(b) fails allocation even though colocation reduces the overall demand on datacenter network bandwidth (4 units) compared to overall band-
width without colocation (6 units in Fig. 6(a)). This demonstrates that the colocation-caused failures happen due to demand concentration, not necessarily demand increase.

In summary, we described three scenarios that can cause network-bound failures due to datacenter-level constraints. These scenarios should be taken into account when generating any VDC workload. Otherwise, the VDC workload can be problematic by construction, because it may produce vlink-caused, overpeering-caused, and colocation-caused failures. Moreover, these scenarios are not exhaustive. There could be other scenarios that cause network-bound failures. However, we believe that these three scenarios are the most relevant ones to take into account during VDC workload generation.

E. Avoiding Network-bound VM Allocation Failures

VDC workloads should not be problematic by construction. We call such workloads datacenter-aware. We present a series of three constraints for generating datacenter-aware VDC workloads, which avoid vlink-, overpeering-, and colocation-caused failures.

There are three knobs to control: (1) maximum bandwidth per vlink, (2) VDC topology, and (3) peak VDC size. The first knob is similar to the number of vCPUs in a VM flavor. We can cap vlink capacities to ensure that the highest bandwidth a vlink offers does not exceed the capacity of the fattest server-uplink. For example, for the datacenter shown in Fig. 4, no vlink should offer more than 40 Gbps. Two other knobs, VDC topology and peak VDC size, are related to each other and can be constrained to avoid overpeering-caused and colocation-caused failures.

Fig. 5 shows that in constructing a VDC workload, we need to budget not only for a VM’s current network bandwidth requirements but also for its growth potential. A VM’s growth potential is the difference between the network bandwidth it consumes at its allocation and how much more bandwidth it can consume in the future. For example, if a VM is created with only one vlink that has 100Mbps bandwidth but it can create 10 more such vlinks during its lifetime, this VM’s growth potential is 1000Mbps (11×100-100). A VM’s growth potential is a function of two things: the topology of its VDC, which determines the number of vlinks the VM can have, and the peak VDC size, which defines the maximum number of VMs allowed in a VDC at the same time. Among VDC topologies with sparse and dense peering in Fig. 1, the dense VDC topology have the highest growth potential (Fig. 1(c)). This potential can induce overpeering-caused and colocation-caused failures, because VMs have the highest aggregate bandwidth when they peer with every other VM in the VDC, i.e., in an all-to-all topology.

We can impose restrictions on the VDC topology to avoid VDCs with dense connectivity. For example, we could allow only two vlinks per VM to ensure that all VDCs have a sparse topology, e.g., a chain-like topology. However, this would be too restrictive. As an example, the generated VDC workload could not contain distributed-ML-training-like applications that have all-to-all connectivity. Instead, we can just cap the peak VDC size while granting tenants complete freedom in choosing the VDC topology. Put differently, we can guard against the overpeering-caused and colocation-caused failures by controlling only the peak VDC size knob, and leave the topology knob free by assuming (the worst case) all-to-all VDC topology.

For example, consider the 4-rack datacenter topology in Fig. 4 (we generalize this example later):

1) We can avoid vlink-caused failures by capping vlink capacities to $C = 40$ Gbps, i.e., the fattest server-uplink capacity.
2) Avoiding overpeering-caused failures is about capping VDC size such that the aggregate bandwidth of the VM vlinks does not exceed $C$. For the sample datacenter in Fig. 4, we need to limit the per-VM aggregate bandwidth to 40 Gbps. Assume that the peak VDC size $P = 10$. A VDC VM can therefore have up to $P - 1 = 9$ vlinks. There, we need to ensure that the aggregate bandwidth of 9 vlinks does not exceed 40 Gbps. Thus, we cap each vlink to have at most $B = 40/9 ≈ 4.4$ Gbps bandwidth to avoid overpeering-caused VM allocation failures.
3) We can prevent colocation-caused failures by avoiding VM colocation or by capping the VDC VM colocation degree. A VDC has colocation degree of $D$ when the largest number of VMs of the VDC colocated on a server is $D$.

For example, imagine the VDC with 10 VMs shown in Fig. 7(a). The VDC has all-to-all topology where each vlink has 4.4 Gbps bandwidth ($B = 4.4$ Gbps). VMs arrive and are placed one-by-one. The first five VMs (v0, v1, v2, v3, v4) are colocated on server0, after which server0 becomes compute bound. Although server1 has sufficient compute capacity to accommodate the remaining five VMs (v5, v6, v7, v8, v9), only VM v5 gets successfully allocated, because server0’s uplink is exhausted after 9 vlinks (five vlinks to connect v5 to the first five VMs in server0, and four vlinks to connect v6 to the first four VMs; $4.4 × 9 ≈ 40$) and has no bandwidth left for v4-v6 vlink. Thus, the last four VMs (v6, v7, v8, v9) fail allocation (when $D = 5$).

Imagine placing this VDC on a five-server datacenter, shown in Fig. 7(b). Here also, VDC VMs are placed one-by-one and each vlink has 4.4 Gbps bandwidth. Assume that servers’ compute capacity suffices to accommodate only two VMs. The first six VMs get successfully allocated, after which server0’s uplink is exhausted with 9 vlinks ($4.4 × 9 ≈ 40$) and has no bandwidth left for v1-v6 vlink. Thus, the last four VMs fail allocation even when $D = 2$. Therefore, for the datacenter shown in Fig. 4, where $C = 40$ Gbps, $P = 10$, and $B = 4.4$ Gbps, disabling colocation altogether ($D = 1$), is the only way to avoid colocation-caused failures.

At the same time, Fig. 7(c) shows that it is possible to leave the colocation degree unconstrained when $P = 6$ (while $C = 40$ Gbps and $B = 4.4$ Gbps) because 40 Gbps server-to-ToR links can accommodate the maximal aggregate bandwidth of the smaller, 6-VM VDC ($D = 3$). These examples in Fig. 7 demonstrate that we can avoid colocation-caused failures by controlling peak VDC size ($P$) as well as maximal colocation.
A common way to scale distributed ML training is by parallelism. For example, Goyal et al. scale DNN training by increasing the number of workers. However, higher batch sizes hurt the learning rate, impedes linear scalability beyond a certain batch size [6], [20], [30]. An optimal batch size differs by DNN. Table I lists eight common DNN applications identified by Sapi et al. [31]. These applications cover five tasks, out of six total, that were selected as the representative applications by the MLPerf training benchmarking organization [32], which has the broadest recognition across academia and industry [33].

We surveyed the recent literature to study the batch sizes and mini-batch sizes used to train these DNNs, which we then used to derive the VDC size range [20], [22], [25]–[29], [31], [34], [35].

We chose ResNet-50 training as the most common workload. ResNet-50 is the state-of-the-art model in image classification, and is the most widely studied model in the literature [32]. ResNet-50 achieves linear scalability for batch sizes up to 1024 [6], [20]. Given that the most commonly used mini-batch size in the literature is 32, a VDC to train ResNet-50 can have up to 32 VMs (32x32=1024), which we round to 30. We believe that a VDC size of 30 is realistic for modern cloud environments, and this size also generalizes to models other than ResNet-50 because the workload analysis study by Jeon et al. shows that distributed DNN training in clusters with up to 16 VMs were already common in 2017 [36], and the cluster size has been increasing due to increased DNN model size [31].

Fig. 8 shows the peak VDC size distribution after we cap the peak VDC size at 30. The VDC workload we construct has $\approx 2 \times$ more VDCs (73,872) than the base workload (35,870).

Next, to make the generated workload datacenter-aware, we need to target a specific datacenter. We demonstrate the vlink bandwidth assignment on the sample 4-rack datacenter in Fig. 4. Given the peak VDC size $P=30$ and the fattest server-uplink capacity in the sample placement is shown as VMs placed on the servers: (a) and (b) show four colocation-caused VM failures (v6, v7, v8, v9), and (c) shows failure-free VDC placement. VDCs in all figures have all-to-all connectivity. Figure (b) shows connectivity for only VM v0 and VM v1 for brevity.

The method’s purpose is not to prevent all possible network-bound failures, but to bound vlink bandwidths such that the generated VDC workload is datacenter-aware. The method is useful in generating VDC workloads that are sufficiently network intensive to evaluate the VDC schedulers, but are not problematic by construction.

**IV. CASE STUDY: APPLYING THE GRIDIRON TECHNIQUE TO ML TRAINING APPLICATION**

The peak VDC size in the base workload (1,814 VMs) is too large for ML training applications. Thus, we cap the peak VDC sizes to a realistic size. We need to take scalability properties of the ML training applications into account to derive a meaningful VDC size.

A common way to scale distributed ML training is by parallelism. For example, Goyal et al. scale DNN training by increasing the training batch size and executing data-parallel training across multiple machines/devices [20]. In a VDC, multiple VMs would execute the data-parallel training: the training data is split across VDC VMs, and each VM runs computation on a slice of the local data (mini-batch). The result of the computation on a mini-batch (gradient) is broadcast to all other VDC VMs. A VM applies gradients from all VDC VMs to its local model, which is called training the model in batches. For example, in a VDC with four VMs using batch size 64, each VM will have mini-batch size 16. More generally, we use the following formula to derive the number of VMs in a VDC:

$$\text{Number of VMs} = \frac{\text{Batch Size}}{\text{Mini Batch Size}}$$

However, higher batch sizes hurt the learning rate, impedes linear scalability beyond a certain batch size [6], [20], [30]. An optimal batch size differs by DNN. Table I lists eight common DNN applications identified by Sapi et al. [31]. These applications cover five tasks, out of six total, that were selected as the representative applications by the MLPerf training benchmarking organization [32], which has the broadest recognition across academia and industry [33].

We surveyed the recent literature to study the batch sizes and mini-batch sizes used to train these DNNs, which we then used to derive the VDC size range [20], [22], [25]–[29], [31], [34], [35].

We chose ResNet-50 training as the most common workload. ResNet-50 is the state-of-the-art model in image classification, and is the most widely studied model in the literature [32]. ResNet-50 achieves linear scalability for batch sizes up to 1024 [6], [20]. Given that the most commonly used mini-batch size in the literature is 32, a VDC to train ResNet-50 can have up to 32 VMs (32x32=1024), which we round to 30. We believe that a VDC size of 30 is realistic for modern cloud environments, and this size also generalizes to models other than ResNet-50 because the workload analysis study by Jeon et al. shows that distributed DNN training in clusters with up to 16 VMs were already common in 2017 [36], and the cluster size has been increasing due to increased DNN model size [31].

Fig. 8 shows the peak VDC size distribution after we cap the peak VDC size at 30. The VDC workload we construct has $\approx 2 \times$ more VDCs (73,872) than the base workload (35,870).

Next, to make the generated workload datacenter-aware, we need to target a specific datacenter. We demonstrate the vlink bandwidth assignment on the sample 4-rack datacenter in Fig. 4. Given the peak VDC size $P=30$ and the fattest server-uplink capacity in the sample placement is shown as VMs placed on the servers: (a) and (b) show four colocation-caused VM failures (v6, v7, v8, v9), and (c) shows failure-free VDC placement. VDCs in all figures have all-to-all connectivity. Figure (b) shows connectivity for only VM v0 and VM v1 for brevity.

### Table I

| DNN Application | Batch Size 32 | Batch Size 64 | Batch Size 128 | Batch Size 256 |
|-----------------|---------------|---------------|---------------|---------------|
| Sapi et al.     | 1024          | 512           | 256           | 128           |
| MLPerf          | 1024          | 512           | 256           | 128           |

Fig. 7. Effect of Colocation on Datacenter Network Bandwidth. We show how colocation can create bottleneck(s) in datacenter network. VM-to-server placement is shown as VMs placed on the servers: (a) and (b) show four colocation-caused VM failures (v6, v7, v8, v9), and (c) shows failure-free VDC placement. VDCs in all figures have all-to-all connectivity. Figure (b) shows connectivity for only VM v0 and VM v1 for brevity.
datacenter $C=40,000$ Mbps, from Fig. 3:

$$B \leq C/(P/2)^2 = 40,000/(30/2)^2 \approx 177.78 \text{ Mbps}$$

which means that the VDC workloads will be free from problematic-by-construction network-bound failures as long as vlinks’ bandwidth do not exceed 177 Mbps.

From the cap on vlink, we can derive a value for bandwidth-per-core (bpc) parameter. In the base workload, the largest VM has 16 cores. Therefore, we limit $bpc \leq 11$ Mbps (177 Mbps / 16 cores) to ensure that vlinks never exceed 177 Mbps. We can use different bpc values to generate VDC workloads with different network demand. For example, with $bpc=1$ Mbps, the VDC workload consumes between 5,828 Gbps and 6,581 Gbps. This variance (<10%) is similar to the variance in the base workload’s CPU footprint. The similarity is just a multiplier on the workload’s CPU footprint.

V. RELATED WORK

We divide the related work into two areas. The first area covers existing techniques for VDC workload generation. We explain how the Gridiron technique differs from the existing techniques. The second area covers publicly available traces from production clouds. We explain our rationale for choosing the Resource Central dataset [14] for VDC workload generation.

A. Existing Techniques for Generating VDC Workloads

To the best of our knowledge, no existing work uses production cloud workload traces to construct a VDC workload. Instead, all existing work use a randomization-based approach for generating VDCs and their lifetimes [1], [2], [17], [37]–[39]. For example, Amokrane et al. [39] generate VDCs with 5–200 VMs, where a pair of VMs connect with a probability 0.5 with a bandwidth demand uniformly distributed between 10 and 50 Mbps. The VDC allocation requests arrive according to a Poisson process, and VDC lifetimes follow an exponential distribution. We are the first to generate a VDC workload from production cloud traces where VDC sizes and VDC allocation requests are directly derived from the production traces.

B. Rational for Choosing the Resource Central Dataset

Table II compares Resource Central dataset [14] with other datasets released by public cloud providers. The Resource Central dataset is well-suited for VDC workload generation because, a VDC is a collection of VMs, and the Resource Central dataset contains VMs. Moreover, the dataset describes VMs with their absolute number of CPU cores, which is essential for the compute-proportional-bandwidth generation approach. Lastly, VMs are grouped into “deployments” that we can use as a proxy for establishing VDC VM membership (section II).

Bergsma et al. propose an approach based on Recurrent Neural Networks (RNN) to generate realistic cloud (VM) workloads [40]. They also use the Resource Central dataset [14] to validate properties of their generated workloads. It is possible to use the RNN-based workload as the base VM workload and apply the Gridiron technique to generate realistic VDC workloads. We leave this to future work.

The same Azure team released version 2 (V2) of the Resource Central dataset in 2019 [41]. Although this V2 dataset has $\approx 33\%$ more VMs and is more recent, it is ill-suited as the VDC workload source because it does not describe VMs’ CPU cores in absolute terms. In the V2 dataset, the authors anonymized the number of VM CPU cores by grouping the number of cores into six buckets. Although it is possible to generate VDCs’ inter-VM network bandwidth requirements in the same granularity as bucket compute capacities, we believe that using the more precise CPU core numbers, as in the Resource Central 2017 dataset [14], allows us to construct a more realistic VDC workload.

The Azure cloud team also released a larger dataset, containing 5.5 million VM allocations and deallocations, collected over a period of 14 days. This dataset is described in and released with the Protean paper [42]. There are two disadvantages to using this dataset as the base VM workload. First, VM CPU cores are not given in absolute numbers. They are normalized to the server that the VM is placed on. For example, if the VM requested 4 cores and the server it is placed on has 40 cores, the VM will be recorded as having 0.1 cores. Reverse engineering this dataset to extract absolute cores cannot be precise because the dataset includes multiple servers configurations and these configurations are not released. Moreover, VMs in the Protean dataset do not have grouping, i.e., all VMs are solo-VMs. We cannot construct a VDC from solo-VMs, as discussed in section II. Therefore, the Protean dataset is also ill-suited for using as the base VM workload.

The bottom five datasets in Table II do not use VMs as the virtualization unit. They use functions, e.g., Azure Functions [48], or containers, e.g., the Azure Container Service [49]. Unfortunately, VM lifetimes are radically different from containers and function lifetimes: VM lifetimes are on the order of hours, container lifetimes are on the order of minutes, and function lifetimes are on the order of seconds. Thus, a container trace or function trace is not an ideal starting point for a VM-based VDC workload.

VI. CONCLUSIONS

We described the Gridiron technique to construct a realistic VDC workload. We used a VM trace from the Azure production cloud as the base workload and augmented its VMs with network bandwidth

| Task          | Model Name | Model Size (MB) | Batch Size | Mini-Batch Size | Number of VMs |
|---------------|------------|-----------------|------------|-----------------|---------------|
| Recommendation| DeepLight  | 2319            | 21–22      | 2048            | 1–4           |
| Translation   | LSTM       | 1627            | 8–64       | 8–32            | 1–8           |
| Translation   | BERT       | 1274            | 4–256      | 4–32            | 8–64          |
| Image classif. | VGG19      | 548             | 64–256     | 32–256          | 1–8           |
| Translation   | UGATTIT     | 511             | 1–2        | 1               | 1–2           |
| Recommendation| NCF        | 121             | 128–2      | 128–2          | 1–8           |
| Object detection | SSD     | 98              | 1–8        | 1–8            | 1–8           |
| Image classif. | ResNet-50  | 87              | 64–221     | 32–8192        | 8–256         |

The first bucket contains all VMs with < 2 cores, or bucket1 < 2 cores for short, 2 cores ≤ bucket2 < 4 cores, 4 cores ≤ bucket3 < 8 cores, 8 cores ≤ bucket4 < 12 cores, 12 cores ≤ bucket5 < 24 cores, bucket6 ≥ 24 cores.

More precisely, 50% of functions run for less than 3 seconds, or p50=3 seconds for short, and p90=60 seconds [43]. Lifetimes for containers are: p50=50 seconds and p90=1000 seconds [47]. VMs lifetimes are the longest: p80=900 seconds (15 mins) and p90=86,400 seconds (24 hours) [4].
requirements. We used the notion of “deployment” that is present in the Azure trace to derive a VM’s VDC membership. We considered various VDC topologies and selected all-to-all connectivity.

We proposed the compute-proportional-bandwidth approach to develop a parameterized VDC workload generation mechanism. This mechanism allows us to adapt VDC workloads to different datacenters. For example, we can use this mechanism to scale up a workload’s bandwidth requirements to make sure that the datacenter network is not over-provisioned to the point that hinders evaluation of VDC scheduling algorithms’ efficacy.

We studied the datacenter-level constraints for VDC workloads. We described problematic-by-construction network-bound VM allocation failures and proposed a model to avoid them. Finally, we applied the Gridiron technique to generate a VDC workload that captures the characteristics of distributed ML training applications. We capped the peak VDC size at 30 VMs to capture the scalability limitations of the distributed ML training application. The capping allows us to generate more realistic VDC workloads.
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