Calculating Luminosity Distance versus Redshift in FLRW Cosmology via Homotopy Perturbation Method
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Abstract — We propose an efficient analytical method for estimating the luminosity distance in a homogenous Friedmann-Lemaître-Robertson-Walker (FLRW) model of the Universe. This method is based on the homotopy perturbation method (HPM), which has high accuracy in many nonlinear problems, and can be easily implemented. For analytical calculation of the luminosity distance, we offer to proceed not from the computation of the integral, which determines it, but from the solution of a certain differential equation with corresponding initial conditions. Solving this equation by means of HPM, we obtain the approximate analytical expressions for the luminosity distance as a function of redshift for two different types of homotopy. Possible extension of this method to other cosmological models is also discussed.
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I. INTRODUCTION

Recent cosmological observations [1]-[3] clearly indicate that the present universe is a spatially flat and expands with acceleration. The SNIa Union2 database gives us the reliable observational resources for testing various cosmological models since the Supernovae of type Ia are one of the best cosmological distance indicators. For this reason, the analytical calculation of the luminosity distance $d_L$ as function of redshift $z$ becomes a very important issue in theoretical cosmology.

As it is mentioned in [4], in order to undertake the comparison of any cosmological models with the type Ia Supernovae data, an analytical approximation of the luminosity distance as a function of the redshift $z$ is required. The reason is that the corresponding formula for the luminosity distance is usually expressed via an integral over the redshift, and the integration cannot be prepared explicitly.

In cosmology, it is quite common to encounter physical quantities expanded as a Taylor series in the redshift (see, e.g. [5]). The most well-known example of this phenomenon is the Hubble relation between luminosity distance and redshift. However, we now have supernova data at least back to redshift $z \approx 2.3$ data available. This opens up the theoretical question as to whether or not such a series expansion actually converges for large redshift. Therefore, there is a need to find other algorithms for computing the luminosity distance as a function of redshift.

A simple algebraic approximation to the luminosity distance $d_L$ and the proper angular diameter distance in a flat universe with pressureless matter and a cosmological constant is presented in [6].

In [7], it was shown that the integral on the right hand side of general formula for the luminosity distance can be partly calculated analytically using the elliptic integral of the first kind even in the case, when all the three omega factors are non-zeros. This calculation can be useful for the certain restriction on the model parameter.

The so-called Padé approximant was used in order to obtain the analytical approximation of the luminosity distance for the flat XCDM model in [8]. In order to simplify the repeated computation of difficult transcendental functions or numerical integrals, there were presented a fitting formula with some restricted properties.

At the same time, Dr. Ji-Huan He [9] proposed an analytical method for solving differential and integral equations. HPM, which is a combination of standard homotopy and the perturbation. The HPM has a significant advantage in that it provides an analytical approximate solution to a wide range of nonlinear problems in applied sciences. The application of the HPM [10] - [14] includes the nonlinear differential equations, nonlinear integral equations, fractional differential equations, and many others. It has been shown that generally one or two iterations in this method can lead to highly accurate solutions. The HPM yields a very rapid convergence of the solution series in most cases considered so far in literature. Recently there have been studies in which this method is used for analytical calculations in the field of cosmology and astrophysics (see, e.g. [15]-[17]).

For analytical calculation of the luminosity distance, we offer to proceed from the solution of differential equation with certain initial conditions. Solving this equation in a spatially flat FLRW universe by means of HPM, we are able to obtain the approximate analytical expressions for the luminosity distance in terms of redshift for different types of homotopy. We show that by using the homotopy perturbation method, the explicit dependency $d_L(z)$ in arbitrary accuracy can be easily obtained by implementing a simple procedure for the governing equation. Finally, we discuss some possible extensions of HPM to other cosmological models.
II. LUMINOSITY DISTANCE EQUATION

We consider the FLRW metric \[18\],

\[ds^2 = -dt^2 + a^2(t) \left[ \frac{dr^2}{1 - kr^2} + r^2(d\theta^2 + \sin \theta d\phi^2) \right],\]

where \(a(t)\) is a scale factor, and \(k = 1, 0, -1\) for a closed, spatially-flat, open universe respectively. Then, from the Einstein equations, one can obtain the Friedmann equation in the following form

\[H^2 = H_0^2 \left\{ \Omega_r a^{-4} + \Omega_m a^{-3} + \Omega_k a^{-2} + \Omega_\Lambda \right\}, \tag{1}\]

where \(H = \dot{a}/a\) is the Hubble parameter, \(H_0\) denotes its present value, and we use dimensionless densities \(\Omega_M = (8\pi G/3H^2)\rho_M\), \(\Omega_k = -k/H_0^2 a_0^2\) and \(\Omega_\Lambda = \Lambda/3H_0^2\). Here, \(\Omega_\Lambda\) is the contribution from the vacuum; \(\Omega_k\) is the contribution associated with curvature, and \(\Omega_M\) is the contribution from all other kinds of matter and fields.

As well known, the most fundamental distance scale in the universe is the luminosity distance, defined by\[P_{\text{distribution}}\] from all other kinds of matter and fields.

In order to simplify the numerical calculations, a simple algebraic approximation to the luminosity distance has been developed to calculate the distances in a vacuum-dominated flat universe \([6], [19]\). In some cases, the general formula for the luminosity distance can be partly calculated analytically using the elliptic integral of the first kind. Nevertheless, the problem of analytical calculating the luminosity distance remains interesting because of great amount of different models in which the Hubble parameter takes more complicated dependence on \(z\) than in equation (1). We propose a novel approach to this problem based on the homotopy perturbation method. For this purpose, we will first have to obtain the differential equation which the luminosity distance should satisfy to, and define the appropriate initial conditions for this equation.

To verify any cosmological model by the observational data, one should follow the maximum-likelihood approach under which one minimizes \(\chi^2\) and hence measures the deviations of the theoretical predictions from the observations. Since SN Ia behave as excellent standard candles, they can be used to directly measure the expansion rate of the Universe up to high redshift, comparing with the present rate. The SN Ia data gives us the distance modulus \(\mu\) to each supernova.

In a flat universe, the theoretical distance modulus is given by

\[\mu(z) = 5 \log_{10}(d_L/Mpc) + 25,\]

where \(d_L\) is the luminosity distance, and \(p_s\) denotes model parameters. For theoretical calculations, the luminosity distance \(d_L\) of SNe Ia is defined as follows

\[d_L = c(1 + z) \int_0^z \frac{dz'}{H_0 E(z')}, \tag{2}\]

where \(E(z) = H(z)/H_0\), and \(H(z)\) is the Hubble parameter \([11]\), that is represented as a function of redshift.

For example, the luminosity distance \(d_L\) in a spatially flat \(\Lambda\)CDM universe is given by

\[d_L(z) = \frac{c(1 + z)}{H_0} \int_0^z \frac{dz'}{\sqrt{W(z')}}. \tag{3}\]

Expressing from the last equation \(H_0 d_L/c(1 + z)\) as the integral in r.h.s., and differentiating result, we have

\[\frac{d}{dz} \left[ \frac{H_0 d_L}{c(1 + z)} \right] = \frac{1}{\sqrt{W(z)}}. \tag{7}\]

Then, the second derivative is equal to

\[\frac{d^2}{dz^2} \left[ \frac{H_0 d_L}{c(1 + z)} \right] = -\frac{1}{2} W^{-3/2}(z) \frac{dW(z)}{dz}. \tag{8}\]

Substituting \(1/\sqrt{W(z)}\) from (7) into the last equation, we obtain

\[\frac{d^2}{dz^2} \left[ \frac{H_0 d_L}{c(1 + z)} \right] = -\frac{1}{2} \frac{dW(z)}{dz} \left( \frac{d}{dz} \left[ \frac{H_0 d_L}{c(1 + z)} \right] \right)^3. \tag{8}\]

From equations (6) and (7), it is obvious that

\[\left[ \frac{H_0 d_L}{c(1 + z)} \right]_{z=0} = 0, \quad \frac{d}{dz} \left[ \frac{H_0 d_L}{c(1 + z)} \right]_{z=0} = 1. \tag{9}\]

For the sake of simplicity, let us introduce

\[x = 1 + z, \quad u(x) = \frac{H_0 d_L}{cx}. \tag{10}\]
With this and equations (8), (9), we get the following Cauchy problem

\[ u'' + \frac{1}{2} W'(x-1)u'^{3} = 0; \quad u_{|x=1} = 0, \quad u'_{|x=1} = 1, \quad (11) \]

where the prime stands for the derivative with respect to \( x \), and \( W(x-1)_{|x=1} = 1 \).

III. CALCULATING LUMINOSITY DISTANCE VIA HPM

The main equation (11) is a nonlinear differential equation of the second order. It can be solved exactly in quadratures, but the result again leads to the formula (9). Therefore, we will solve this equation analytically, but with a certain approximation. Among all kinds of approximate methods we now use the HPM. In this method, it is not required to introduce a small parameter, because it is naturally contained in the method itself.

Since the HPM has now become standard and for brevity, the reader is referred to [9]-[13] for the basic ideas of HPM. In this section, we shall apply the HPM to solve equation (11). Let us assume that the solution of (11) is of the form

\[ u(x) = \lim_{p \to 1} u = u_{0} + u_{1} + u_{2} + u_{3} + \ldots. \quad (12) \]

where \( p \in [0,1] \) is an imbedding parameter. When we put \( p \to 1 \), then equation (12) corresponds to (2), and (14) becomes the approximate solution of (11), that is

\[ u(x) = \lim_{p \to 1} u = u_{0} + u_{1} + u_{2} + u_{3} + \ldots. \quad (13) \]

It is useful to note that the result of solving a nonlinear equation by this method and the convergence rate greatly depend on the choice of the homotopy. Therefore, we consider two cases in what follows. In one case, we construct the homotopy from the idea of simplicity. In the next case, we just follow the procedure of the general approach proposed in [9].

A. Naive homotopy

Applying this method to equation (11) in this case, we build the following simplest homotopy:

\[ u'' + \frac{1}{2} W'(x-1)u'^{3} = 0, \quad p \in [0,1], \quad (14) \]

and assume that this equation can be solved by means of the series in \( p \) as (12).

Substituting (12) into equation (14), and equating coefficients of like powers of \( p \), one obtains the following equations:

\[ \begin{align*}
    p^{0} : & \quad u_{0}^{(0)} = 0, \\
    p^{1} : & \quad u_{1}^{(0)} + \frac{1}{2} W'(x-1)u_{0}^{(0)} = 0, \\
    p^{2} : & \quad u_{2}^{(0)} + \frac{3}{2} W'(x-1)u_{0}^{(0)}u_{1}^{(0)} = 0, \\
    p^{3} : & \quad u_{3}^{(0)} + \frac{3}{2} W'(x-1)(u_{0}^{(0)}u_{1}^{(0)} + u_{0}^{(0)}u_{2}^{(0)}) = 0, \\
    \ldots \ldots \ldots & \quad (15) \end{align*} \]

According to (11), the initial conditions for \( u_{j}(x) \) can be chosen as follows

\[ \begin{align*}
    u_{0}^{(0)}|_{x=1} = 0, & \quad u_{1}^{(0)}|_{x=1} = 1; \\
    u_{2}^{(0)}|_{x=1} = 0, & \quad u_{j}^{(0)}|_{x=1} = 0; \quad (16) \end{align*} \]

where \( j \geq 1 \).

It is noteworthy that we obtain the set of linear equations (15). Their solutions with the initial conditions (16) can be readily found as

\[ \begin{align*}
    u_{0}(x) & = x - 1, \\
    u_{1}(x) & = \frac{1}{2} \int_{1}^{x} [W(x' - 1) - 1] dx', \\
    u_{2}(x) & = \frac{3}{8} \int_{1}^{x} [W(x' - 1) - 1]^2 dx', \\
    u_{3}(x) & = -\frac{5}{16} \int_{1}^{x} [W(x' - 1) - 1]^3 dx'. \quad (17) \end{align*} \]

Substituting all solutions (17) into equation (13), we obtain

\[ u(x) = \int_{1}^{x} \left\{ 1 - \frac{1}{2}[W(x' - 1) - 1] + \frac{3}{8}[W(x' - 1) - 1]^2 \\
- \frac{5}{16}[W(x' - 1) - 1]^3 + \ldots \right\} dx'. \quad (18) \]

Then taking into account (4) and (10), we can express the luminosity distance in the following form

\[ d_{L}(z) = \frac{c(1 + z)}{H_{0}} \int_{0}^{z} \left\{ 1 - \frac{1}{2}[W(z') - 1] \\
+ \frac{3}{8}[W(z') - 1]^2 - \frac{5}{16}[W(z') - 1]^3 + \ldots \right\} dz', \quad (19) \]

The convergence of this solution is rather obvious, because formula (15) could be obtained merely from the decomposition

\[ \frac{1}{\sqrt{W(z')}} = \frac{1}{\sqrt{1 + (W(z') - 1)}}. \]
= 1 - \frac{1}{2} [W(z') - 1] + \frac{3}{8} [W(z') - 1]^2 - \frac{5}{16} [W(z') - 1]^3 + ... 

in equation (3).

Let us consider an example. Substituting \( E^2(z) \) for the spatially flat \( \Lambda \)CDM model from (5) into (19), we obtain

\[
dl = \frac{cz}{H_0} \left\{ 1 + \frac{1}{2} z \left[ 2 - 2 \Omega_r - \frac{3}{2} \Omega_m \right] z^3 - \frac{1}{6} \left[ 12 \Omega_r + \frac{15}{2} \Omega_m - \frac{3(3 \Omega_m + 4 \Omega_r)}{4} \right] z^2 + ... \right\}, \tag{20}\]

where we have used \( \Omega_r + \Omega_m + \Omega_\Lambda = 1 \). At the same time, the well known expansion of the luminosity distance \( d_L \) in a Taylor series in redshift \( z \) yields (see, e.g. [20]-[22]):

\[
dl(z) = \frac{cz}{H_0} \left\{ 1 + \frac{1}{2} (1 - q_0) z - \frac{1}{6} (1 - q_0 - 3 q_0^2 + j_0) z^2 + O(z^3) \right\}, \tag{21}\]

where the present magnitudes of the deceleration parameter \( q = -\dot{a}/a^2 \) and the jerk parameter \( j = a^2 \ddot{a}/a^3 \) are denoted as \( q_0 \) and \( j_0 \), respectively. Comparing equations (20) and (21), one can get both \( q_0 \) and \( j_0 \). For example,

\[
q_0 = -1 + 2 \Omega_r + \frac{3}{2} \Omega_m = 1 - 2 \Omega_\Lambda - \frac{1}{2} \Omega_m. \tag{22}\]

Not pretending here on the observational constraints of this model but only with the illustrative purpose, let us put \( \Omega_\Lambda = 0.72 \) and \( \Omega_m \approx 0.28 \) into (22). Then we have \( q_0 \approx -0.58 \), which indicates the accelerated expansion. It is quite clear that, owing to its simplicity, formula (19) may be useful in testing a variety of cosmological models via the observational data.

B. Enhanced homotopy

In this case, we build the homotopy according to the general procedure of the method, namely

\[
u'' + \frac{W'(0)}{2} + p \left[ \frac{1}{2} W''(x-1) u^3 - \frac{W'(0)}{2} \right] = 0, \tag{23}\]

where \( p \in [0,1] \), and

\[
W'(0) = \left. \frac{dW(x-1)}{dx} \right|_{x=1} = \left. \frac{dW(z)}{dz} \right|_{z=0} \tag{24}\]

is a constant followed from equation (3). The term \( W'(0) \) is introduced into equation (23) due to equation (11) taken at \( x = 1 \).

In the case of homotopy (23), substituting (12) into equation (23) and equating coefficients of like powers of \( p \), we obtain the following set of equations:

\[
p^0 : \ u_0'' + \frac{W'(0)}{2} = 0, \tag{25}\]

\[
p^1 : \ u_1'' + \frac{1}{2} \left[ W'(x-1) u_0^3 - W'(0) \right] = 0, \tag{26}\]

where we have stopped at the first iteration for the sake of simplicity. All subsequent approximations can also be obtained easily.

Solving equation (26) with the initial conditions (10), one can get

\[
u_0 = (x - 1) - \frac{W'(0)}{4} (x - 1)^2. \tag{27}\]

Substituting this function into equation (26), and taking into account (11), we obtain

\[
u_1 = \frac{1}{2} (x - 1) + \frac{W'(0)}{4} (x - 1)^2 - \frac{1}{2} \int_1^x W(x'-1) \left[ 1 - \frac{W'(0)}{2} (x'-1) \right]^2 \times \left\{ 1 - \frac{W'(0)}{2} [4(x'-1) - 3(x-1)] \right\} dx', \tag{28}\]

where we have used the Cauchy formula for the m-fold integral.

With the accuracy accepted in this case, we obtain the approximate solution as

\[
dl = \frac{c(1 + z)}{H_0} \left\{ \frac{3}{2} z - \frac{1}{2} \times \int_0^z W(z') \left( 1 - \frac{W'(0)}{2} z' \right)^2 \left[ 1 - \frac{W'(0)}{2} (4z' - 3z) \right] dz' \right\}, \tag{29}\]

by adding (27) and (28), and taking into account definitions (10).

Substituting again the expression for \( W(z) \) from equation (5) into the formula (29), one can verify that, within
the same accuracy, equation (29) yields the same result as (20). However, it is noteworthy that here this result has been obtained just by the single iteration. Furthermore, accounting of the expansion in of higher order in equations (19) and (29) shows even more fundamental difference between them.

Using the Maple package, we get the graphs of $d_L(z)$ (in units of $c/H_0$) for the numerical solution to the integral in the r.h.s. of equation (19), and the approximate solutions obtained by the naive homotopy, Eq. (19), and by the enhanced homotopy, Eq. (29), shown in Figure 1. In all these cases, we have used $\Omega_m = 0.28, \Omega_\Lambda = 0.72, \Omega_r = 0$, as an illustrative example. Table 1 shows the percentage of relative errors of the approximate solutions compared to the numerical one for the same example.

Table 1: Percentage of relative errors of the approximate solutions to $d_L$ in cases of Eqs. (19) and (29).

| $z$ | Errors % by Eq.(19) | Errors % by Eq.(29) |
|-----|---------------------|---------------------|
| 0.1 | 0.00362             | 0.00164             |
| 0.3 | 0.04995             | 0.04243             |
| 0.5 | 0.62629             | 0.17769             |
| 0.7 | 3.74942             | 0.44171             |
| 1.0 | 28.45987            | 0.86172             |
| 1.2 | 1.08054             | -                   |
| 2.0 | -                   | 0.66687             |

IV. DISCUSSION

The results of the preceding section clearly demonstrate the advantage of the formula (29) in comparison with approximation (19). Obviously, a better approximation to the exact magnitude of the luminosity distance could be reached by the second iteration in the case of enhanced homotopy. For this end, as one can see from the equation (23), we have to solve the following equation

$$u'' + \frac{3}{2}W'(x-1)u'' u'_1 = 0,$$

given that $u_2(1) = u'_2(1) = 0$, and

$$u'_0 = 1 - \frac{W'(0)}{2}(x - 1),$$

$$u'_1 = \frac{1}{2}\left(1 + W'(0)(x - 1) - W(x - 1)\left[1 - \frac{W'(0)}{2}(x - 1)\right]^3\right).$$

It is not a difficult problem to solve this linear equation in quadratures, if required for the greater accuracy. Nevertheless, from Table 1 it can be concluded that the relative error of the simple approximation by the formula (29) is mostly less than 1% for the redshift within the interval from 0 to 2, or even greater.

It would be noted that our method can be extended to cover the non-flat ΛCDM models with a curvature term $\Omega_k$ in (1), because in that case the equivalent of equation (30) assumes the form

$$d_L = \frac{c(1 + z)}{H_0\sqrt{\Omega_k}} \sin_k \left[\sqrt{\Omega_k} \int_0^z \frac{dz'}{E(z'; \Omega_k)}\right],$$

where $E^2(z; \Omega_k) = \Omega_r(1 + z)^4 + \Omega_m(1 + z)^3 + \Omega_k(1 + z)^2 + \Omega_\Lambda$,

with $\Omega_r + \Omega_m + \Omega_k + \Omega_\Lambda = 1$. The $\sin_k(x)$ function is defined by

$$\sin_k(x) = \begin{cases} \sin(x), & \Omega_k < 0, \\ \sinh(x), & \Omega_k > 0. \end{cases}$$

Let us denote the inverse function to $\sin_k(x)$ as arcsin$_k(x)$. Assuming the following notation

$$u(x) = \frac{1}{\sqrt{\Omega_k}} \arcsin_k \left(\frac{\sqrt{\Omega_k} H_0 d_L}{cx}\right)$$

instead of (10), one can obtain the main equation for the luminosity distance, coinciding with equation (11). After that, a little change, for example, of formula (29) for $d_L$ becomes obvious: The multiplier $\frac{c(1 + z)}{H_0} \{\cdots\}$ should be replaced by $\frac{c(1 + z)}{H_0\sqrt{\Omega_k}} \sin_k \{\sqrt{\Omega_k}|\cdots|\}.$

However, the most important conclusion that follows from an analysis of the approach developed in this work is as follows. The approach and, for example, formula (29) can be applied not only to the ΛCDM models, but also to any other FLRW model. This approximation is especially useful in those cases where the Hubble parameter squared is not a polynomial in $(1 + z)$, and the computation of the integral in (2) becomes problematic at all. The proposed approach allows to get an analytic expression for the function $d_L(z)$ with a high accuracy without any problem in most cases, at least by using the Maple package for calculation of the integral in (29).

V. CONCLUSIONS

Thus, in this paper, we have considered a simple analytical computation of the luminosity distance in General Relativity by means of the Homotopy Perturbation Method. For this purpose, we first have transformed the problem of calculating the integral in the expression for the luminosity distance (2) to the problem of solving the Cauchy problem for the corresponding nonlinear differential equation (11). Thereafter, the resulting equation
has been solved with the help of the approximate analytic method, namely HPM. Two different choices of homotopy, Eqs. (14) and (23), were considered, and all solutions were obtained in quadratures. Thus, in this paper, we have obtained the new analytical approximations for the luminosity distance.

The comparison of our solutions with the corresponding numerical solution for a flat ΛCDM model (see Fig. 1) clearly showed a high accuracy of the HPM approximation, at least for the redshift less than 2. The obvious advantage of the formula obtained is the fact that it does not initially involves a Taylor series expansion over the redshift, that is over the integer powers of redshift.

Unfortunately, this method is sensitive to the choice of homotopy. The method does not give us strong recommendation how to make the best choice among the unbounded number of different possibilities. In the first case, we have intentionally used the simplest homotopy in order to just show the main steps in obtaining an approximate solution by this method. At the same time, we have got almost obvious result that allows us to demonstrate the convergence of the method.

There exist alternative approaches to the construction of homotopy. The second example of homotopy shows that even a few number of iteration steps leads to a high accuracy. So, it can be concluded that the HPM is a powerful and efficient technique to solve the problem of the luminosity distance computation in theoretical cosmology.
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