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Abstract
Metaphor comprehension and understanding is a complex cognitive task that requires interpreting metaphors by grasping the interaction between the meaning of their target and source concepts. This is very challenging for humans, let alone computers. Thus, automatic metaphor interpretation is understudied in part due to the lack of publicly available datasets. The creation and manual annotation of such datasets is a demanding task which requires huge cognitive effort and time. Moreover, there will always be a question of accuracy and consistency of the annotated data due to the subjective nature of the problem. This work addresses these issues by presenting an annotation scheme to interpret verb-noun metaphor expressions in text. The proposed approach is designed with the goal of reducing the workload on annotators and maintain consistency. We validate our proposed approach by annotating around 1,500 metaphors in tweets which were annotated by six native English speakers. As a result of this work, we publish as linked data the first gold standard dataset for metaphor interpretation which will facilitate research in this area.

Keywords: metaphor, interpretation, dataset, annotation, tweets, lexical resources.

1. Introduction

Metaphor is a crucial aspect of human cognition and communication. The computational processing of metaphors has gained wide attention lately by focusing on two tasks, namely, metaphor identification and metaphor interpretation. Metaphor identification is concerned with recognizing the metaphoric word or expression in a given sentence while metaphor interpretation focuses on “translating” the metaphor to its literal meaning. The interpretation task is very important to fully understand the intended meaning of the metaphor, however it is much less explored compared to the identification task. One reason is that it is very exhausting for humans to comprehend the interaction between the target and the source components of the metaphoric expression. Although native speakers unconsciously grasp such interaction, asking a human annotator to translate such a cognitive process and interpret a metaphoric expression is a very demanding task. This is the reason behind the lack of publicly available datasets for metaphor interpretation, which in turn hinders the development of this topic.

There are several approaches to address metaphor interpretation among which:

1. Lexical Substitution (lexical paraphrasing) where the metaphoric word/phrase is replaced with its literal counterpart to clarify its semantic meaning. This task is viewed as single-word (lexical) substitution (Shutova, 2010) [Shutova et al., 2012; Bollegala and Shutova, 2013];

2. Paraphrase Generation (inference of meaning) where the full sentence including the metaphoric expression is transformed using more literal words (Bizzoni and Lappin, 2018);

3. Definition Generation (interpretation or definition assignment) where a full interpretation (explanation) of the metaphoric expression is provided (Martin, 1990) in a way similar to dictionaries or lexicons.

Table 1 gives examples of the three aforementioned approaches of metaphor interpretation. The choice of the approach depends on the application. In this work, we view metaphor interpretation as a definition generation (explanation) task focusing on finding out the meaning of a given metaphoric expression and explain it in literal words. There are a variety of applications that can benefit from interpreting metaphors, including language learning and text simplification (Barbu et al., 2013) [Wolska and Clausen, 2017; Bingel et al., 2018] as well as lexical resources creation and development (Krek et al., 2018).

| Approach | Metaphor | Interpretation |
|----------|----------|----------------|
| lexical substitution (Shutova et al., 2010) | brush aside accusation | reject |
| paraphrase generation (Bizzoni and Lappin, 2018) | The crowd was a river in the street. | The crowd was large and impetuous in the street. |
| definition generation (Martin, 1990) | How do I kill the process? | to terminate computer process. |

Table 1: Metaphor interpretation approaches with examples from previous studies.

Manually annotating a dataset for metaphor interpretation (either to provide a definition/explanation or to paraphrase the expression) is a very demanding task which requires effort and time from a human annotator to figure out the meaning of a given metaphor and provide a literal explana-
tion (if possible) for it. Moreover, it is a highly subjective task; the meaning of an expression can vary from one annotator to the other depending on the context and the cultural background of the annotator. This will introduce a question of accuracy and consistency of the created dataset and the submitted annotations. The available datasets have important limitations in terms of size, representativeness and quality as will be discussed in Section 2. This work attempts to address these issues by introducing an annotation scheme that employs lexical resources to assist in the creation of the interpretations. We design this scheme with the goal of reducing the cognitive load for annotators while maintaining accuracy and consistency based on our previous experience and conversations with expert annotators. Our approach employs dictionaries to automatically compile a list of possible definitions for a given metaphoric expression. These possible candidates of interpretations are generated by employing semantic similarity based on word embeddings. As a result, we produce the first gold standard dataset of metaphor interpretations. This annotation task closely resembles word sense disambiguation (WSD) in that given a metaphorical verb the goal (of the human annotator) is to identify its closest (literal) meaning among the automatically generated list of candidates. External knowledge resources including machine readable dictionaries and lexicons have been widely used in WSD (Ide and Véronis, 1993; Agirre and Stevenson, 2007; Navigli, 2009). We will discuss the criteria of choosing the resources utilised in this work in Section 3. Linguistic metaphors can be expressed in various syntactic structures. The majority of previous work focused on modelling verbal and adjectival metaphoric expression (Shutova, 2015). Corpus studies showed that verbs are the most frequent metaphorical expressions (Cameron, 2003; Shutova and Teufel, 2010) which encouraged the majority of systems pertained to metaphor processing to focus on the metaphorical usage of verbs. Thus, in this work, we focus on verb-direct object metaphorical expressions. We create our dataset of metaphor definitions by interpreting around 1,500 metaphorical expression identified in an existing tweets dataset (Zayed et al., 2019) and providing their literal meaning. To the best of our knowledge, there is no publicly available annotated dataset of this kind and we believe that this resource will be invaluable for the development and evaluation of computational models for metaphor interpretation.

2. Related Work

There exist only two datasets for metaphor interpretation, one prepared for lexical substitution and the other for paraphrase generation. Shutova (2010) introduced a corpus-based approach that addressed metaphor interpretation as a lexical paraphrasing task focusing on subject-verb and verb-object metaphorical expressions. In this work, each metaphoric verb is substituted by its literal counterpart (literal paraphrase/synonym). A dataset of 46 sentences covering 61 metaphoric verbs from a subset of the British National Corpus (BNC) (Burnard, 2009) is created to evaluate the approach. In order to annotate this dataset, five native speakers were asked to write down all suitable literal paraphrases for the highlighted metaphorical verbs. For example, the possible paraphrases given by the annotators for “leak report” are “reveal, disseminate, publish, divulge, let out, disclose”. There is no information available regarding the inter-annotator agreement as the final dataset is compiled by incorporating all of the annotations. This dataset is the only dataset available for single-word metaphor paraphrasing (lexical substitution) focusing on metaphoric verbs. Despite its limited size, it was used to evaluate other metaphor paraphrasing systems (Shutova et al., 2012; Bollegala and Shutova, 2013). The dataset is not directly available online but can be obtained upon request from the authors.

More recently, Bizzoni and Lappin (2018) created a dataset to judge paraphrases of metaphoric sentences. Their dataset consists of 200 metaphorical sentences, each sentence has four ranked candidate paraphrases. The candidate paraphrases were labelled on a 1–4 scale based on the degree to which they paraphrase the metaphoric sentence. The dataset covers metaphors with various syntactic structures including: noun phrases, verbs, adjectives and multi-word metaphors. The metaphoric sentences were either selected from published sources or devised manually by the authors. Also, the provided candidate paraphrases were created manually by the authors themselves. Finally, all the sentences were revised by a native speaker. The dataset is publicly available online.

The discussed datasets have important limitations in terms of size, representativeness and quality. Both datasets are relatively small which limits their usage for machine learning applications. Also, they are restricted to a small subset of metaphors which limits their metaphorical coverage and representativeness. Moreover, their annotation technique influences their quality as both datasets are not verified in terms of inter-annotator agreement. In this work, we avoid these limitations while creating our dataset. We considered several aspects to ensure the dataset quality including:

- data selection to ensure metaphoric coverage and representativeness.
- data compilation to ensure annotations consistency and quality
- native human annotators’ training and expertise
- clear annotation scheme and guidelines

3. Data Preparation

In this section, we discuss the preparation steps behind our dataset. We first describe the criteria that we followed to select a dataset of already identified metaphors. Our main concern while choosing a dataset of metaphors is to ensure wide coverage and representativeness. We then demonstrate how we compiled the data by employing existing lex-
ical resources with the goal to reduce the cognitive load on the annotators while maintaining accuracy and consistency.

3.1. Data Source
The first step towards creating our dataset is to have a manually annotated dataset where the metaphors are identified. Since we are interested in verb-noun metaphoric expressions, our initial consideration was to explore existing annotated datasets designed to identify verb-noun grammatical relations for metaphoricity. There exist two datasets of this kind; the first one is introduced by Shutova et al. (2016), which is an adaptation of the dataset introduced by Mohammad et al. (2016), referred to as the MOH dataset. The original MOH dataset was created by annotating different senses of verbs in the example sentences in WordNet (Fellbaum, 1998) for metaphoricity. Shutova et al. (2016) extracted the subject-verb and verb-direct object grammar relations from the MOH dataset and created a subset of 647 instances out of which 316 instances are metaphorical and 331 instances are literal. The second dataset to consider is introduced by Zayed et al. (2019) who created a dataset of around 2,500 tweets annotated to support the identification of verb-direct object expressions in which around 55% of the instances are metaphor expressions. The dataset comprises emotional tweets of general topics as well as political tweets related to Brexit covering a wide range of verbs including light and aspectual verbs along with various associated abstract and concrete concepts (nouns). Five native annotators performed the annotation of this dataset and the inter-annotator agreement was carried out to assess the quality of the annotations by means of Fleiss’ kappa (Fleiss, 1971) which averaged 0.75. The MOH dataset has ~300 metaphorical instances while Zayed’s dataset has ~1,500. Since we are looking for wider coverage of verb-noun metaphorical expressions, we chose Zayed’s dataset as our dataset of identified metaphors to be interpreted. Table 2 shows examples of instances appearing in Zayed’s tweets dataset. It will be interesting to analyse the effect of the noisy user-generated text of the tweets on interpreting metaphors.

| Tweet | Metaphoric Expression |
|-------|------------------------|
| its great to be happy, but its even better to bring happiness to others. | bring happiness |
| make memories you will look back and smile at. | make memories |
| make or break moment today! together we are stronger! vote remain #strongerin #euref | break moment |
| ...cameron can not win this #euref without your support, how many will lend their support to... | lend their support |

Table 2: Examples of instances appearing in Zayed’s tweets dataset showing verb-direct object metaphoric expressions that can be used as targets for interpretation.

3.2. Data Compilation
Now that we have a set of sentences (tweets) with identified metaphors (verb-noun pairs) that needs to be interpreted, the direct approach would be to ask human annotators to write down a definition of each metaphoric expression. As discussed earlier, this task will be very demanding and highly subjective. It will require a lot of time and cognitive effort from the annotators to interpret the metaphor after understanding the interaction between its components (the tenor or the noun and the vehicle or the verb). With the aim to reduce this cognitive load and maintain consistency, we bootstrap an initial list of possible interpretations for the highlighted metaphor (target verb-noun pair) from lexical resources and provide it to the annotators.

The idea comes from the question: what would a language learner (a non-native speaker) do when encountering a new metaphoric expression in a given text? One way could be to look it up in a dictionary. Since there is no specific dictionary for metaphors, sometimes the full expression could be found in a dictionary where very conventionalised metaphors are labelled as idioms. For the majority of cases, where there is no direct match of the whole metaphorical expression (verb-direct object pair) in a dictionary, the user could start looking for the verb in the dictionary. Then, try to find the nearest definition that can match the metaphorical sense of the verb and at the same time represent its interaction with the accompanying noun.

To automate this idea, we have two approaches to pursue; first, to check out metaphors that are labelled as idioms in lexical resources and extract their definitions. Second, to check out the nearest definition of the verb in a dictionary that could be applied to the noun to convey a metaphoric sense. Both methods should be validated by human annotators.

3.2.1. Metaphors in Wiktionary Idioms
An idiom is a phrase or an expression consisting of a group of words that conveys a figurative meaning different from their literal one. This meaning cannot be guessed from the meanings of the individual words, thus an idiom is considered an inseparable lexical unit. On the other hand, a metaphor is an analogy where a concept (represented by a word sense) is borrowed to represent another concept by exploiting common properties between both concepts (Lakoff and Johnson, 1980). Unlike idioms, the meaning of a metaphor can be determined by understanding its individual lexical units even if the listener did not encounter it before (Crystal, 2008).

Commonly used metaphors which became conventionalised in the language found their way into lexical resources (dictionaries) under the idioms category. Although we argue against this generalisation from a linguistic point of view, it is understandable to assign conventionalised metaphors (fixed expression) to an already existing label rather than creating a new one. Wiktionary, which is a multilingual online lexicon (dictionary) edited and maintained by volunteers in a collaborative way, has a large set...
of idioms under the *English Idioms Category*. Wiktionary is the largest available collaboratively constructed lexicon and is an important resource for natural language processing research (Meyer and Quevych, 2012). In this work, we used Wiktionary’s API to query the idioms category in order to automatically get the definition of metaphoric expressions in our dataset. Table 3 shows examples of the metaphors labelled as idioms and their retrieved definition.

| Metaphor               | Definition                                                                 |
|------------------------|-----------------------------------------------------------------------------|
| blow someone’s mind    | to astonish someone, to flabbergast someone.                               |
| break a law            | to violate a law.                                                           |
| build bridges          | to establish links or friendly relations.                                   |
| cast one’s vote        | to vote for something.                                                      |
| take a chance          | to risk doing something; to try something risky.                            |

Table 3: Examples of the metaphoric expressions from the tweets dataset found under Wiktionary’s English Idioms Category.

Although this category contains around 8,000 idioms, only around 10% of the identified metaphors in the tweets dataset were found under this category. It means that our dataset contains only ~140 conventionalised metaphors which are considered fixed expressions and labelled as idioms in Wiktionary. This motivated us to proceed with our second idea of finding the nearest definition of the metaphoric expression in a dictionary as will be discussed in the next section.

### 3.2.2. Nearest Definitions in a Dictionary

Consider the highlighted metaphoric expression in the following tweet:

*I want him to participate in Presidential Elections so we can defeat him and break his ego*[…]

In this example, the concrete (physical) concept of a brittle object represented by the verb “break” is borrowed to express an abstract (emotional) concept represented by the noun “ego”. Although the metaphoric expression “break ego” is not directly found in a dictionary, there will be a sense for the verb “break”, in almost any dictionary, that is related to destroying emotions or a person’s spirit, will or determination which is, in a sense, related to the concept of the noun “ego”. Table 4 shows the definition of the verb “break” related to emotional concepts in several dictionaries.

Our hypothesis is that measuring the semantic similarity of the noun of the metaphoric expression against each sense of the verb retrieved from a dictionary can reflect the intrinsic meaning of the metaphor and, in turn, reveal the nearest definition of the metaphoric expression. To examine this hypothesis, we modelled this idea by employing a dictionary API, pre-trained word embeddings and cosine similarity.

In this work, we represent a sense of a verb by its definition in a dictionary along with the accompanied contextual examples (example sentences). We used the Oxford Learner’s Dictionary to retrieve the definitions of a given verb and the example sentences. The reason behind choosing Oxford Learner’s Dictionary is that it offers many contextual examples for each word compared to other dictionaries that we examined including Wiktionary and WordNet. More contextual examples will help us to better model the sense of the verb. We also considered other factors while choosing the dictionary including the number and granularity of senses that a word has.

The first step, in our approach, is to retrieve the definitions and the sentence examples of each verb in our dataset of metaphors in order to represent the different senses of the verb. Given a metaphoric expression, we then use GloVe (Pennington et al., 2014) pre-trained word embeddings to calculate the cosine similarity between the sense of the verb (represented by the definition and the contextual examples) and the noun of this given metaphoric expression. Our approach can be formulated as follows:

- **Given** a set of metaphoric expressions of verb-noun pairs \( M = \{ (V, N) \} \), suppose that each verb in \( M \) has a set of senses \( S_v \) in the dictionary represented by its definition and the sentences examples.

- **Each sense** is represented by a sequence of words \( w_{v,i,1}, w_{v,i,2}, \ldots, w_{v,i,l} \) where \( l \) is the number of words in the \( i^{th} \) sense of the verb \( v \) in the dictionary for each \( i \in S_v \).

- The cosine similarity between the embeddings of the noun \( n \) in the metaphoric expression represented as \( x_n \) and the embeddings of the words of the verb sense combined into a single vector by mean pooling as \( x'_{v,i} \) can be calculate as follows:

\[
\text{Similarity} = \cos(x_n, x'_{v,i}); \forall i \in S_v
\]
This gives a list of senses (definition and example sentences) ranked according to the similarity score.

- The top three definitions are then obtained as possible candidates to interpret the given metaphor \((v, n)\) according to the highest similarity score. Initial evaluations demonstrated that selecting the top three definitions was a sufficient trade-off between reducing cognitive load and maintaining accuracy.

We used the Gensim Python library \cite{rehurek_lrec_2010} and the 300-dimensional GloVe embeddings pre-trained on the Common Crawl dataset. Table \ref{tab:definitions} lists the nearest three definitions from Oxford Learner’s Dictionary, ranked by the cosine similarity score, which could interpret the given metaphoric expressions based on the similarity between the noun of the metaphoric expression and the sense of its verb.

Our dataset now comprises around 1,500 tweets with highlighted metaphoric expressions and a list of possible interpretations for each highlighted expression. The annotators will be asked to select one interpretation from the list or provide their own interpretation in case no applicable definition can be found.

4. Annotation Process

We set up our annotation task on Amazon Mechanical Turk (MTurk). Six native English speakers were hired to annotate the dataset whose field of study is English. It is worth mentioning that all annotators have the same nationality to rule out cultural background bias. This section describes how we set up the task on MTurk.

**Task Design.** Given a tweet with a highlighted metaphoric expression, the main goal of the task is to select the most probable definition/interpretation (if exists) of the highlighted expression among the given definitions (similar to manual sense disambiguation but for the metaphoric expression). If the given list does not contain a definition that correctly interprets the metaphor, the annotator is asked to provide a simple definition that explains both the verb and the noun of the metaphor. The annotators are encouraged to consider explaining the meaning of the metaphoric expression to a child, a language learner or a person with a learning difficulty.

**Guidelines.** Each tweet has a highlighted metaphoric expression of a verb-direct object syntactic structure. The annotators were instructed to follow the following set of guidelines:

1. Read the whole tweet to establish a general understanding of the meaning.
2. Focusing on the highlighted expression, read the given definitions and determine which one is the most probable (nearest) definition of the highlighted metaphor. In case no applicable choice is found, select “not applicable”.

\[ \kappa = \frac{P - P_e}{1 - P_e} \]  

where \( P \) is the mean proportion of agreement between \( k \) annotators and \( P_e \) is the mean proportion of agreement by chance.

Among the six annotators, the IAA averaged 0.272 for four categories on 1,301 annotated instances. Based on Landis and Koch (1977) scale, a fair agreement was achieved despite the subjectivity of the task.

We were interested to analyse the best obtained IAA by varying the number of annotators depending on the majority of the annotated (non-skipped) instances. We calculated the IAA between the best (top) five, four and three annotators, respectively, who tend to agree the most as shown in Table \ref{tab:iaa}. From this analysis we observed that: 1) in case of the five annotators who agreed the most, the discarded annotator was the one who tend to chose the customised definition more often; 2) while in the case of the three annotators who agreed the most, the discarded two annotators were the ones who tend to choose the dictionary definition more often (as will be discussed in detail in subsection \ref{subsection:dictionary}). Having such versions of the dataset will allow the users to choose the subset that better suits their application. A higher quality dataset can be obtained from the

3. In case of choosing “not applicable”, provide a definition to interpret and explain the metaphor in few words.

These steps were represented in the task as three questions appearing to the annotators on MTurk as shown in Figure \ref{fig:annotation_instructions}. A free text area was provided under each tweet to allow the annotator to write their comments, insights or any confusing issues about the tweet content. The annotators went through a training phase by taking a demo task to familiarise them with the platform and to clarify the annotation process.

5. Dataset Evaluation and Analysis

In this section, we provide a description of our assessment of the annotation results. We also discuss our observations and analysis of the dataset. Moreover, we will discuss the points of agreement and disagreement between the annotators along with statistical analysis of the dataset.

5.1. Evaluation

In order to evaluate the reliability of the annotation scheme, the inter-annotator agreement (IAA) was measured in terms of Fleiss’ kappa \cite{fleiss_reliability_1971} among the six annotators. We consider each definition in the list as a category and the annotator’s definition as a category, so in total we have four categories. Fleiss’ kappa is then calculated as:

\[ \kappa = \frac{P - P_e}{1 - P_e} \]
## Metaphoric Expression

| Metaphoric Expression | Definition                                                                 | Cosine Similarity |
|-----------------------|-----------------------------------------------------------------------------|-------------------|
| bind country          | to unite people, organizations, etc. so that they live or work together more happily or effectively to force somebody to do something by making them promise to do it or by making it their duty to do it to tie somebody/something with rope, string, etc. so that they/it cannot move or are held together firmly | 0.620             |
| hit economy           | to have a bad effect on somebody/something to reach a particular level to experience something difficult or unpleasant | 0.524             |
| lend support          | to give or provide help, support, etc. to give money to somebody on condition that they pay it back over a period of time and pay interest on it to give a particular quality to a person or a situation | 0.743             |
| meet fear             | to experience something, often something unpleasant to be in the same place as somebody by chance and talk to them to touch something; to join | 0.669             |
| promote intolerance   | to help something to happen or develop to move somebody to a higher rank or more senior job to move a sports team from playing with one group of teams to playing in a better group | 0.385             |

Table 5: Examples of the nearest definitions from Oxford Learner’s Dictionary that could interpret the given metaphoric expressions based on the cosine similarity between the noun of the metaphoric expression and the verb sense.

```
that’s why when i wake up later in the morning, i will #voteforum & #beprop. trusting pm & chancellor with remain is to bury Britain forever
```

1. Do you understand the tweet?
   - Yes
   - No

2. Focusing on the highlighted metaphoric expression, Choose the most probable definition from the list (if any)
   - Def.1.: to hide something in the ground
   - Def.2.: to place a dead body in a grave
   - Def.3.: to cover somebody/something with soil, rocks, leaves, etc.
   - not applicable

3. Provide a definition, since you cannot find a match in the given list

Please write a simple and concise definition.

Notes:

Please include here any notes or comments you would like us to know about this instance.

Figure 1: An example from the annotation task given to the annotators on MTurk.

5.2. Analysis

**Definition Choice:** In 70.82% of the cases, the annotators preferred to choose a definition from the suggested ones. On the other hand, they opt to provide their own definition of the metaphoric expression either in the cases of encountering uncommon usage of the verb in a metaphoric way such as "wash off all your sadness", "open your heart" and "bring cheers" or if the suggested definitions from the dictionary do not accurately reflect the metaphoricity of the expression such as "take a stand", "make a conscious effort" and "reduce anxiety". Figure 2 illustrates the percentage of choosing to provide an interpretation for each annotator. One of the annotators always preferred to write his own interpretations (definitions) of the metaphoric expressions; he provided an interpretation for 88.16% of the instances. We plan, as a future work, to validate the annotators’ provided definitions by either 1) looking into ranking measures such as the “mean average precision” or “mean reciprocal rank” or 2) performing a review by an expert na-
Table 6: Dataset analysis based on the agreement strength per number of annotators.

| Annotated Instances | Fleiss’ Kappa | Agreement Strength |
|----------------------|--------------|--------------------|
| Top three annotators | 1,353        | 0.436              | Moderate           |
| Top four annotators  | 1,352        | 0.425              | Moderate           |
| Top five annotators  | 1,304        | 0.386              | Fair               |
| All six annotators   | 1,282        | 0.27               | Fair               |
| high quality subset with majority vote ∼60 (six annotators) | 676 | 0.48 | Moderate |

Figure 2: Percentage of providing a customised interpretation (definition) per annotator.

Points of (Dis-)agreements: We analysed the points of (dis-)agreements between the annotators. Almost half of the provided annotations have a majority vote greater than 60% which yields a moderate IAA of 0.48 in terms of Fleiss kappa. The majority of disagreements centred around whether the suggested definition in the dictionary is enough to represent the metaphoric sense of the expression or not. Tables 7 and 8 show examples of the agreements and disagreements between the six annotators. For example, the six annotators agreed that the suitable definition for the metaphoric expression “release pain” is the one from the Oxford Learner’s Dictionary as shown in Table 7 whereas they opt for providing their own definition for the metaphoric expression “brushing up my german”. Table 9 gives more information about the statistics of the annotated dataset.

The effect of tweets: Although the context where the metaphoric expression appears is important to understand the expression, the noisy ungrammatical text of the tweets affected the annotation process. We observed that two annotators find it difficult to understand around 50 tweets, therefore, they skipped them which affected the overall agreement. The rest of the annotators did not skip them but they provided some notes about them. According to the annotators the reasons behind skipping these tweets were: 1) they do not understand the topic of the tweet at all (sarcasm, science fiction or games); 2) there is not enough information about the noun to give a definition; 3) the tweet is not grammatically correct to convey a meaning.

Annotators’ Experience: Some of the annotators raised the issue of using metaphors while defining a metaphor. The annotators had to make sure not to use metaphors when writing their own definitions, which they found difficult. For instance, one annotator encountered the metaphoric expression “stand a chance” and she wanted to write “to take/have an opportunity” which is another metaphor; therefore she had to think of another definition using literal words. The majority of annotators agreed that sometimes using a metaphor is the easiest way to express what the author wants to say and here lies the difficulty of the metaphor interpretation task itself. It is worth mentioning also that the genre of the tweets affected the annotators’ experience. Some annotators found many of the metaphoric expressions in the political tweets very straightforward and obvious, but when it came to emotional or motivational metaphors they found them slightly harder to define in simple terms.

6. Dataset Publication as Linked Data

We believe that this resource can be used to enrich Wiktionary (or any lexical resource) by including a metaphor category similar to the idioms one. Therefore, in order to provide access to the data and promote reusability, we will provide the dataset as a linked open dataset. As the original annotators chose the definitions from the provided suggestions obtained from the Oxford Learner’s Dictionary, which is not possible to republish due to copy-rights, we instead provide the links by reference to the website. In particular, we refer to the sense IDs as links and publish the annotations in the Resource Description Framework (RDF) as linked data as shown in Figure 3.

In this case, we provide a direct link to the definition and a hash of the definition, which can be used to verify the definition has not changed. A script is provided with the download that fetches the definitions, verifies that they match the required hash and produces the results as comma-separated values. The customised definitions by the annotators will be provided as well.

7. Conclusions

In this paper, we presented our work on creating the first gold standard dataset for metaphor interpretation along the more complex “definition generation” approach which provides full explanation of a given metaphoric expression. We demonstrated our methodology on preparing the dataset which combines an automatic retrieval approach with manual annotation to ensure wide coverage, accuracy and consistency. We were able to employ lexical resources, word embeddings and semantic similarity to assist in the annotation process with the aim to reduce the cognitive load on the annotators and to address the subjectivity of interpreting metaphoric expressions. As a result, we annotated around 1,500 metaphoric verb-direct object expressions in tweets. Our methodology and annotation scheme can be generalised to annotate metaphors of any syntactic structure in any text genre/type. We believe that this dataset will be invaluable for the development and evaluation of approaches for metaphor interpretation. We will release the full set of ∼1,500 annotated instances, including the annotators customised definitions as linked
Table 7: Examples of agreements among all annotators (100% majority vote).

| Metaphoric Expression | Definition                                                                 | Source |
|-----------------------|----------------------------------------------------------------------------|--------|
| repay the tremendous support | to give something to somebody or do something for them in return for something that they have done for you | Oxford |
| release old emotional pain | to express feelings such as anger or worry in order to get rid of them |         |
| ruin all the fun | to damage something so badly that it loses all its value, pleasure, etc.; to spoil something |         |
| brushing up my german | to improve on something that one used to excel at | annotator provided |
| defeating brexit | to defeat the opposing group, argument, party etc. |         |
| ramp up production | to increase the rate of production of somethings |         |

Table 8: Examples of disagreements among all annotators (less than 60% majority vote).

| Metaphoric Expression | Definition                                                                 |
|-----------------------|-----------------------------------------------------------------------------|
| take control | to capture a place or person; to get control of something | Oxford |
| take a minute | to need or require a particular amount of time |         |
| finds fear | to have a particular feeling or opinion about something |         |
| checked out this new friend | to look at information showing or pictures of a new supporter |         |
| wash off all your sadness | to stop feeling a particular emotion | annotator provided |
| brings cheers | to make someone/group of people to feel a certain emotion |         |
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