Asteroseismology with the \textsc{wire} satellite
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ABSTRACT

\textbf{Aims.} We have analysed ground-based multi-colour Strömgren photometry and single-filter photometry from the star tracker on the \textsc{wire} satellite of the $\delta$ Scuti star $\epsilon$ Cephei.

\textbf{Methods.} The ground-based data set consists of 16 nights of data collected over 164 days, while the satellite data are nearly continuous coverage of the star during 14 days. The spectral window and noise level of the satellite data are superior to the ground-based data and this data set is used to locate the frequencies. However, we can use the ground-based data to improve the accuracy of the frequencies due to the much longer time baseline.

\textbf{Results.} We detect 26 oscillation frequencies in the \textsc{wire} data set, but only some of these can be seen clearly in the ground-based data. We have used the multi-colour ground-based photometry to determine amplitude and phase differences in the Strömgren $b - y$ colour and the $y$ filter in an attempt to identify the radial degree of the oscillation frequencies. We conclude that the accuracies of the amplitudes and phases are not sufficient to constrain theoretical models of $\epsilon$ Cep. We find no evidence for rotational splitting or the large separation among the frequencies detected in the \textsc{wire} data set.

\textbf{Conclusions.} To be able to identify oscillation frequencies in $\delta$ Scuti stars with the method we have applied, it is crucial to obtain more complete coverage from multi-site campaigns with a long time baseline and in multiple filters. This is important when planning photometric and spectroscopic ground-based support for future satellite missions like \textsc{corot} and \textsc{kepler}.
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1. Introduction

$\delta$ Scuti stars are main sequence population I A- and F-type stars. They are found in the classical Cepheid instability strip on the main sequence, have masses around twice solar, and temperatures around 7 500 K. They have only very shallow outer convection zones but their cores are fully convective. Most stars found in the instability strip are variable and most are multi-periodic, with periods around 1–2 hours and amplitudes typically at the mmag level, although some have amplitudes above 0.1 mag (Rodríguez et al., 2000).

To get a better understanding of $\delta$ Scuti stars, several multi-site ground-based campaigns have carried out extensive monitoring of selected targets. For example, the Delta Scuti Network (Zima, 1997; Zima et al., 2003) has monitored FG Virginis during several seasons and 79 frequencies have been detected (Breger et al., 2005). In that case, data from several ground-based observatories collected over 13 years were combined, which allowed the detection of frequencies down to amplitudes of just 0.2 mmag in Strömgren y. It is important to note that about 50 of the reported frequencies have amplitudes below 0.5 mmag. Breger et al. (2005) stated that typical multi-site campaigns with a duration of 200 to 300 hours only detect 5–10 frequencies. Since so few frequencies are detected, while theory predicts a much higher number of excited modes, Breger et al. (2005) concluded that either longer ground-based photometric campaigns or high-precision space-based campaigns are necessary.
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Buzasi et al. (2005) recently found Altair to be a low-amplitude δ Scuti star based on high-precision photometry from the star tracker on the Wide-field InfraRed Explorer (WIRE) satellite. They found only seven frequencies but three of these had amplitudes around 0.1 mmag. The reason why so few frequencies were detected in Altair compared to FG Vir may be the much higher rotation rate of Altair, which has $v\sin i = 210 \pm 20$ km s$^{-1}$, while FG Vir has $v\sin i$ around 21 km s$^{-1}$ (Mantegazza & Poretti 2002, Mittermayer & Weiss 2003, Suarez et al. 2005). Suarez et al. (2005) found that high rotational velocity makes the interpretation of the frequencies difficult, due to the limits of the applied second order perturbation theory and effects of near degeneracy. The δ Scuti star treated in this paper has $v\sin i \approx 90$ km s$^{-1}$ and may present a simpler case. The studies of Breger et al. (2005) and Buzasi et al. (2005) both agree that high photometric precision and long temporal coverage is needed to fully explore the oscillation spectra of δ Scuti stars.

In the present study we have combined two quite different photometric data sets for the multi-mode δ Scuti star ε Cephei (HD 211336). One data set is from the WIRE satellite covering 14 days with very high signal-to-noise (S/N). The other data set is single-site ground-based Strömgren uvby photometry from 16 nights collected during 164 days, thus having gaps from a single day to several weeks. We find that by combining the very different properties of the data sets in terms of S/N and spectral window, we can measure the frequencies very accurately. We assess the uncertainties on the measured frequencies from extensive simulations to see if mode identification is possible using amplitude ratios and phase differences in the modes measured with the Strömgren filters.

1.1. Previous studies of ε Cep

ε Cep was first identified as a δ Scuti star by Bresel (1966) who found a single frequency at $f = 23.8 \pm 1.7$ c/day based on only two nights of data. One night of y band photometry by Fesen (1973) showed an apparent change in amplitude, but today we know that this is likely due to beating of frequencies. Spectroscopy was first carried out during three nights by Gray (1971), who confirmed the period known from photometry. The mean radial velocity amplitude measured on the three nights was $15 \pm 3$ km s$^{-1}$, but this disagrees with upper limits of $\sim 1$ km s$^{-1}$ found by Kennelly et al. (1999) and Baade et al. (1993).

Line profile variations (LPVs) were detected by Baade et al. (1993). Based on only nine spectra they suggested that the observed LPV could be explained by a $p$ mode with high azimuthal order $m \sim 6 - 8$. More extensive monitoring with high-resolution spectroscopy was done by...
Kennelly et al. (1999). They monitored $\epsilon$ Cep in a multi-site campaign during eight nights. They detected a rich set of frequencies in the range 17–40 c/day with radial degrees $l = 5 – 15$ using two-dimensional Fourier analysis, but their results were preliminary.

Costa et al. (2003) monitored $\epsilon$ Cep with Strömgren filters but they concluded that the rich amplitude spectrum could not be adequately resolved based on their single-site data set. We will use this data set in the present study.

2. Observations

2.1. Observations from the ground

$\epsilon$ Cephei (HD 211336) was monitored with simultaneous $uvby$ measurements from Observatorio de Sierra Nevada (oss) in 2001–2 on 16 nights during a period of 164 days (Costa et al., 2003). Eight nights of data were collected from 2001 August 9–25. There is data from October 8 and two nights on 2001 November 13 and 17. Four nights were obtained from 2001 December 3 to 9. Finally, data from a single night was obtained on 2002 January 20.

In total $\epsilon$ Cep was observed for 16 nights from oss with typically 6–8 hours of observations each night. A total of 2250 data points were collected. After removal of the oscillations the $rms$ noise is 3.3 mmag in $u$ and 1.8 mmag in $v$, $b$, and $y$. The complete light curve is shown in the top panel in Fig. 1 while details of the oscillations are seen in the bottom panel. The zero point in time is $t_0 = 2.452130$.

2.2. Observations from space

The Wide-field InfraRed Explorer (wire) satellite mission was designed to study star-burst galaxies in the infrared (Hacking et al., 1999). Unfortunately, the hydrogen which was to be used for cooling the main camera was lost soon after launch. Since 1999 the 52 mm star tracker on wire has been used to monitor bright stars continuously for one to six weeks (see Bruntt & Buzasi, 2004).

$\epsilon$ Cep was observed with wire from 2004 June 20 to July 4. The raw data set consists of around 600 000 8x8 pixel CCD windows centered on the star with a time-sampling of 0.5 s. The data were reduced as described by Bruntt et al. (2005) and points taken within 15 s were binned. The resulting light curve has 25 293 data points collected during 13.6 days with three short gaps with durations of 0.2, 0.2, and 0.5 days. The complete light curve is shown in Fig. 1 where the zero point in time is $t_0 = 2.453175.5$. Note that the wire observations started about 2.9 years after the oss run.

The $rms$ noise level in the wire data set after removal of the oscillations is 1.7 mmag. To estimate the white noise component we calculated the noise in the amplitude spectrum at high frequencies (10 ± 0.5 mHz; the Nyquist frequency is 33.3 mHz). From this we found the noise level to be 12.3 ppm or 1.2 mmag per 15 s bin. Each wire observation collects about $n_{\text{pix}} = 10^5$ electrons, and after binning every 30 data points (15 s sampling), the theoretical Poissonian noise is 0.6 mmag or more than a factor two lower than the actual observed noise level. The higher noise level is due to the relatively high sky level during the $\epsilon$ Cep run. We estimate the noise contribution from the background to be $\sigma_{\text{AP}}^2 = n_{\text{pix}} \times (\epsilon_{\text{sky}} + \sigma_{\text{sky}}^2)/\epsilon_{\text{star}}^2$ following eq. 31 in Kjeldsen & Frandsen (1992); here $n_{\text{pix}}$ is the number of pixels in the aperture, $\sigma_{\text{ro}}$ is the readout noise, while $\epsilon_{\text{star}}$ and $\epsilon_{\text{sky}}$ are the number of electrons from the star and sky background, respectively. We use $n_{\text{pix}} = 12$, a gain of 15 $e^{-1}/$ADU, $\epsilon_{\text{sky}} = 420 \pm 220$ ADU, and a $\sigma_{\text{ro}} = 10$ $e^{-1}$ to obtain $\sigma_{\text{AP}} = 2.7 \pm 0.7$ mmag which is comparable to the Poissonian noise $\sigma_{\text{count}} = 1/\sqrt{\epsilon_{\text{star}}} = 3.2$ mmag. This explains the relatively high noise level.

3. Fundamental parameters of $\epsilon$ Cep

The basic photometric indices for $\epsilon$ Cep are summarized in Table 1. The $V$ magnitude and $B – V$ colour are based on 12 measurements and are taken from Mermilliod’s compilation of Eggen’s $UBV$ data (available through small). The Strömgren indices are from Hauck & Mermilliod (1993) and are based on a combination of 60 measurements, while $H_B$ is based on 47 measurements. The projected rotational velocity ($\nu$ sin $i$) of $\epsilon$ Cep is 105 km s$^{-1}$ according to 10 measurements from Bernacca & Perinotto (1970), while (Rover et al., 2002) found 91 km s$^{-1}$. The typical uncertainty on $\nu$ sin $i$ is 5% (Rover et al., 2002), i.e. $\sigma(\nu$ sin $i$) = 5 km s$^{-1}$.

We used TEMPO (Rogers, 1995) to determine the fundamental atmospheric parameters of $\epsilon$ Cep and the results are $T_{\text{eff}} = 7340 \pm 50$, $\log g = 3.9 \pm 0.1$, [Fe/H] = 0.12 ± 0.04. This is consistent with the spectral type F0IV. We stress that the quoted uncertainties are based solely on the uncertainty on the photometric indices. Realistic uncertainties on $T_{\text{eff}}$, $\log g$, and [Fe/H] are 150 K, 0.2 dex, and 0.2 dex (Rogers, 1998; Kupka & Bruntt, 2001). Based on the Strömgren $b – y$ and $H_B$ indices there is no significant interstellar reddening.

Erspamer & North (2002, 2003) used an automated procedure to determine individual abundances of 140 A– and F– type stars and $\epsilon$ Cep was included in their data set. They used Geneva photometry to fix $T_{\text{eff}} = 7244 \pm 150$ K and the HIPPARCOS parallax and evolution models to find $\log g = 4.02 \pm 0.02$, which both agree with our Strömgren photometry when using TEMPO. The abundance analysis of $\epsilon$ Cep yielded [Fe/H] = +0.08 ± 0.10, which is also in good agreement with TEMPO. The error estimate on [Fe/H] given here is based on the various contributions to the error budget, as discussed in detail by Erspamer & North (2002).

The location of $\epsilon$ Cep in the Hertzsprung-Russell (HR) diagram is shown in Fig. 2. We show evolutionary tracks from Lejeune & Schaerer (2001) for solar metallicity ($Z = 0.02$). The dashed track is for a metallicity of twice the solar value for a mass $M/M_\odot = 2.0$. To estimate the luminosity, we used the visual magnitude $V = 4.19 \pm 0.03$ and the HIPPARCOS parallax of 38.9 ± 0.5 mas (ESA, 1997). We found the bolometric correction.

Table 1. Basic photometric indices for $\epsilon$ Cephei.

| $V$ | $B - V$ | $b - y$ | $m_1$ | $c_1$ | $H_B$ |
|-----|---------|---------|-------|-------|-------|
| 4.19 | 0.28 | 0.17(2) | 0.192(4) | 0.784(4) | 2.761 |
Fig. 2. HR diagram with evolution tracks from Lejeune & Schaerer (2001) for $Z = 0.02$ (solar) and $Z = 0.04$. The 1σ error box for ε Cep is indicated and is consistent with a slightly evolved star with mass $M/M_\odot = 1.75 \pm 0.20$ for a metallicity of [Fe/H] = 0.1.

4. Time Series Analysis

4.1. Spectral windows

To illustrate the difference between the wire and oss data sets in the frequency domain we have calculated the spectral windows. To do this we used the same observation times as in the real data sets and inserted an artificial sinusoidal signal at $f = 20$ c/day. The resulting spectral windows for the wire and oss data sets are shown in Fig. 3 in the top and bottom panels, respectively.

The complexity of the oss spectral window is apparent, with several alias peaks at 1.0, 0.5, and 0.01 c/d. The latter is seen in the inset in Fig. 3 and arises from the large gaps in the oss time series, i.e. $f \approx 1/T_{\text{obs}} \approx 0.01$ c/day, since the total observing time is $T_{\text{obs}} = 122$ days. Note that we decided not to use the last night from oss in the analysis since it degrades the spectral window. The reason is the long gap of 42 nights from night 15 to night 16.

Fig. 3. Spectral windows for the wire (top panel) and oss data sets (bottom panel) computed for a single frequency at $f = 20$ c/day. The insets show the details of the main peak.

As a result of the long gaps in the oss time series, the peaks in the amplitude spectrum at $f \pm n \times 1/T_{\text{obs}}$ — where $n$ is an integer — are almost equally good solutions. However, if one can be sure about selecting the “right peak,” the accuracy of the frequency is significantly better than in the wire data set. This may prove difficult since in the real data set the spectrum is affected by closely spaced frequencies and noise sources such as photon shot noise and non-white instrumental drift noise.

The wire spectral window has a much more well-defined peak. During each wire orbit the satellite switches between two targets in order to minimize the effect of scattered light from the illuminated face of the Earth. Thus, ε Cep was observed with a duty cycle of $\approx 40\%$ (cf. bottom panel in Fig. 1). As a consequence, significant alias peaks are seen at frequencies that are combinations of the frequency of the oscillation signal and the orbital frequency of wire, $f_n = |f \pm n f_w|$, where $f$ is the genuine frequency, $n$ is an integer, and $f_w$ is the orbital frequency: $f_w = 15.348 \pm 0.001$ c/day. The first set of side lobes have amplitudes relative to the main peak of 76%.

4.2. Observed amplitude spectra

The observed amplitude spectra are shown in Fig. 2. In the two top panels we have used the wire data set: the first panel is an overview and the second panel shows the details of the region 12–28 c/day where the oscillations intrinsic to the star are found. In the two bottom panels we used 15 nights from oss in the y filter and $b - y$ colour, respectively. The different properties of the time series are reflected in the amplitude spectra.

There are many frequencies present in ε Cep and their location can be identified in the wire spectrum. The periods range from 0.7–1.9 hours and the amplitudes of highest peaks are in the range 1–3 ppt, which is typical for low amplitude δ Scuti stars. The oss amplitude spectra are more complicated to interpret, with two main regions of excess power around 12–17 and 24–28 c/day. This makes the extraction of closely spaced
frequencies difficult and is a well-known problem for single-site observations of δ Scuti stars (Costa et al. 2003). For example, as a result of the combination of the frequencies \( f_2 \) to \( f_4 \), the highest peak in the osn amplitude spectra is found at \( \approx 14 \) c/day. Also, above 20 c/day the highest peak in the osn y amplitude spectrum is found around 25.2 c/day due to the combinations of \( f_1 \) and the close pair of frequencies \( f_3 \) and \( f_4 \).

In the following Section we describe how we have extracted the individual frequencies from the light curves.

5. Analysis of the ε Cep light curves

5.1. Using the superior wire spectral window

Since the spectral window of the wire data set is less complicated than for the osn data, we used the wire data to detect the significant frequencies. Also, the S/N level is much higher in the wire data: in the cleaned amplitude spectrum the noise level is about 85 and 460 ppm in the range 10–30 c/day for the wire and y osn data, respectively. In the osn \( v \) filter the noise level is 645 ppm but the amplitudes are about 50% higher than in \( y \). The wire data set is useful for avoiding the 1 c/day aliasing problem that hamper our single-site ground-based data set and we can also detect additional frequencies with low amplitude.

We used the software package period04 by Lenz & Breger (2005) for the extraction of the frequencies. After the extraction of the first frequency, the detection of additional frequencies is based on prewhitening or “cleaning” of the already detected frequencies. However, the solution is improved by a least-squares fit to the observations by a function of the form \( \sum_{i=1}^N A_i \sin(2\pi[f_i t + \phi_i]) \), thus each of the \( N \) terms is determined by frequency \( (f_i) \), phase \( (\phi_i) \) and amplitude \( (A_i) \). We note that the wire data set is very homogeneous and we therefore did not apply point weights.

The wire satellite observed ε Cep during 40% of its orbit, but the last part of each orbit is affected by scattered light which systematically offsets the measured flux. To minimize the effect of this we only used the part of the light curve which was unaffected by scattered light, i.e. this data set had a 30% duty cycle. From this data set we extracted 25 frequencies with S/N above 4. After subtracting these terms from the light curve we performed a decorrelation of the light curve with the background level and orbital phase. This allowed us to use the complete data set and increase the duty cycle from 30% to 40%. This greatly improves the spectral window and the first set of side lobes decrease from 88% to 76% while the second set of side lobes decrease from 58% to 25% (cf. top panel in Fig. 3).

Using the wire data set with 40% duty cycle we extracted 26 frequencies. The frequencies are marked in Fig. 4 and in Table 2 we list the frequency, amplitude, and phase of each frequency. Phases in Table 2 are given relative to the zero point in time, \( t_0 = 2453175.5 \). In the last column we give the S/N which is the ratio of the amplitude and the noise level estimated in the cleaned amplitude spectrum. We will estimate the uncertainties on the frequency, phase, and amplitude based on simulations in Sect. 6.3. The first 24 frequencies in Table 2 have S/N above 6, and are numbered according to their S/N. The remaining two frequencies are less certain are labeled \( a \) and \( b \).

### Table 2. Frequencies, amplitudes, phases, and S/N for 26 individual frequencies extracted from the wire data set.

| ID | \( f_i \) [c/day] | \( a_i \) [ppt] | \( \phi_i \) | S/N |
|----|----------------|----------------|----------|-----|
| \( f_1 \) | 27.053 | 3.12 | 0.994 | 41.2 |
| \( f_2 \) | 12.734 | 2.13 | 0.329 | 27.6 |
| \( f_3 \) | 14.976 | 1.80 | 0.524 | 23.4 |
| \( f_4 \) | 13.588 | 1.36 | 0.617 | 17.7 |
| \( f_5 \) | 25.262 | 1.25 | 0.096 | 16.1 |
| \( f_6 \) | 17.674 | 1.18 | 0.238 | 15.4 |
| \( f_7 \) | 19.689 | 1.13 | 0.858 | 14.6 |
| \( f_8 \) | 21.041 | 1.03 | 0.068 | 13.3 |
| \( f_9 \) | 25.409 | 0.99 | 0.541 | 12.8 |
| \( f_{10} \) | 19.842 | 0.95 | 0.756 | 12.0 |
| \( f_{11} \) | 15.157 | 0.90 | 0.939 | 11.8 |
| \( f_{12} \) | 27.298 | 0.86 | 0.618 | 11.3 |
| \( f_{13} \) | 14.050 | 0.86 | 0.573 | 11.2 |
| \( f_{14} \) | 20.980 | 0.84 | 0.771 | 10.9 |
| \( f_{15} \) | 20.255 | 0.70 | 0.781 | 9.1 |
| \( f_{16} \) | 22.415 | 0.64 | 0.711 | 8.1 |
| \( f_{17} \) | 15.392 | 0.55 | 0.489 | 7.2 |
| \( f_{18} \) | 27.416 | 0.52 | 0.872 | 6.9 |
| \( f_{19} \) | 25.663 | 0.53 | 0.013 | 6.8 |

\( f_{20} + f_3 = f_{30} \)
\( f_{10} + f_{13} = f_{22} \)
\( f_{22} = f_2 + f_3 \)
\( f_{20} = f_{20} - f_{11} = f_{22} - f_{15} \)

1 Note that \( f_a = f_{12} - f_4 = f_{20} - f_{13} = f_{22} - f_{15} \)

We have searched for frequencies that are given as linear combinations of other terms within the frequency resolution, and for the wire data set this is \( \delta f = 3/27 \) obs = 0.11 c/day (Loutos & Deeming, 1978). The three frequencies \( f_{20}, f_{22}, \) and \( f_0 \) are found to have low amplitude and found near these linear combinations: \( f_{20} = f_2 + f_3, f_{22} = f_{10} + f_{13}, \) and \( f_a = f_{12} - f_4 = f_{20} - f_{13} = f_{22} - f_{15} \). The many combinations for \( f_a \) indicate that it is probably not intrinsic to the star. In addition, we find \( f_9 = 2 \cdot f_2 \) and \( f_{18} = 2 \cdot f_a \), which may be chance alignments.

5.2. Analysis of the osn light curves

The osn data set was collected 2.9 years prior to the wire data set. While some δ Scuti stars are known to have variable amplitudes we expect that the frequencies remain constant over such a short time scale. However, Breger & Pamyatnykh (2006) found that the amplitude variation seen in FG Vir during several observing seasons can be explained by closely spaced frequencies. With this in mind we searched for frequencies using period04 while using the frequencies extracted from wire as a guide. We recovered the frequencies \( f_1 \) to \( f_6 \), but in some cases we had to apply an offset of the apparently highest peak by exactly \( \pm 1 \) c/day. We found evidence for \( f_{11}, f_{12}, \) and \( f_{10} \) but these frequencies have low amplitude and the systematic offsets due to close neighbours and their aliases become significant.
Fig. 4. The two top panels are the amplitude spectra of \( \varepsilon \) Cep based on the wire data set. The frequencies extracted from wire and the orbital frequency at \( f_W = 15.348 \text{ c/day} \) (dashed line) have been marked. The peaks below 12 c/day and above 28 c/day are alias peaks due to the orbit of the wire satellite. The two bottom panels are the amplitude spectra of the osn y and \( b-y \) data sets.

[astro-ph: quality of figure reduced.]

Due to the long gaps in the osn data sets there are aliases in the spectral window separated by \( f_{obs} \approx 1/T_{obs} = 0.009 \text{ c/day} \). These aliases have almost equal amplitude but we can pick the right peak in the amplitude spectrum using the approximate frequency from the wire data set as we will demonstrate in Sec. 6.4. From the simulations in Sec. 6.3 we find the uncertainty on the wire frequencies to be \( 0.001-0.003 \text{ c/day} \) for the frequencies \( f_1 \) to \( f_5 \) and up to \( 0.004 \text{ c/day} \) for the frequencies \( f_7 \) to \( f_9 \). This means that the shift from one alias to the next in the osn amplitude spectrum is at least at the 3-sigma level for \( f_1 \) to \( f_5 \) and about 2-sigma for \( f_7 \) to \( f_9 \).

Another method of cleaning the osn data set is to assume that all frequencies with S/N above 6 found in wire can be fitted to the osn data set. In Fig. 5 we compare the frequencies and amplitudes found in the wire and osn y data sets. The top panel in Fig. 5 shows the ratio of amplitudes \( a_{\text{wire}}/a_y \). The bottom panel shows the difference between the frequencies vs. the wire amplitude. The individual error bars are found from simulations. We find that the uncertainties are very large for the frequencies with low amplitude, but all frequencies agree within the uncertainties. That fact that several frequencies are found to have amplitudes that are different by more than 50%
Fig. 5. We fitted all 26 frequencies found from the wire data set to the osn data set. The panels show the ratio of the input and output amplitudes (top) and the difference between input and output frequencies (marked by horizontal dashed lines in the top panel in Fig. 5) indicates that it is not sensible to fit all these frequencies to the osn data, although they are present in the wire data set. The fact that we cannot extract all the frequencies found in the wire data set will systematically affect the parameters of the frequencies we extract from the osn data sets. We have assessed this by doing simulations (see Sect. 6.3).

In Table 3 we summarize the frequency, amplitude, and phase of $f_1$ to $f_8$, which are clearly identified in the osn data set. The frequencies are the weighted mean values of the individual fits to $uvby$. The quoted error is the weighted mean error and is based on simulations done in Sect. 6.3. We give amplitudes in each of the four Strömgren filters and the colour light curve $b - y$. The phases of $y$ and $b - y$ are given relative to the zero point in time, $t_0 = 2452130.0$. Three of the frequencies, $f_5$, $f_7$, and $f_8$ have some closely spaced frequencies seen in the wire data set, namely $f_9$, $f_{10}$, and $f_{14}$. It is very likely that the parameters listed for these frequencies in Table 3 are systematically affected by this. We also note that $f_5 \approx f_6 + 2.0 \text{ c/day}$ and this will also affect the amplitude and phase.

6. Accuracy of the extracted frequencies

6.1. Theoretical estimates

The formal uncertainty on the frequency determined from a light curve is determined by the duration of the observing run, the number of data points, and S/N ratio, i.e. the ratio of the amplitude to the noise in the light curve. The standard estimate of the uncertainty of the frequency is based on the least-squares covariance matrix or the Rayleigh resolution criterion. However, Schwarzenberg-Czerny (1991) demonstrated that both estimates are statistically incorrect. On one hand the least-squares covariance matrix does not account for correlation of residuals in the fit. Neglecting this may cause a large under-estimation of the uncertainty. On the other hand the Rayleigh resolution criterion is insensitive to the S/N and therefore does not reflect the quality of the observations. For an ideal light curve with only white noise Montgomery & O'Donoghue (1999) derived the uncertainty on the frequency, amplitude and phase (in radians) as

$$\sigma(f_i) = \frac{\sqrt{6}}{\pi} \cdot \frac{1}{N^{1/2}} \cdot \frac{1}{T_{\text{obs}}} \cdot \frac{\sigma}{a_i},$$

$$\sigma(a_i) = \frac{\sqrt{2}}{N} \cdot \sigma$$

and

$$\sigma(\phi_i) = \frac{\sqrt{2}}{N} \cdot \frac{\sigma}{a_i},$$

where $\sigma$ is the rms uncertainty per data point, $a_i$ is the amplitude, $N$ is the number of data points, and $T_{\text{obs}}$ is the observational time baseline. These uncertainties are strictly lower limits in the case of uncorrelated white noise. Using simple assumptions for correlated noise Montgomery & O'Donoghue (1999) found that the error estimates using the above equations are too optimistic by up to a factor of five. Following the suggestion by Montgomery & O'Donoghue (1999) we calculated the correlation length $D$ from the autocorrelation of the cleaned amplitude spectra (after subtracting the mean) and located the intersection with zero. From the wire and osn data sets we find...
For the simulations done in Sect. 6.3 we have found that it is important that the noise sources in the simulations mimic the observed data as closely as possible and we will investigate them in detail here.

In Fig. 6 we show part of the light curve of $\epsilon$ Cep from osn $y$ and wire. The grey curves show the fit to each of the complete light curves. The residuals are also shown, offset by $-0.02$ mag. It is seen that there are significant systematic trends in the residuals which may be due to a combination of unresolved frequencies and instrumental drift.

The significance of this is seen more clearly in the frequency domain, and in Fig. 7 we show a smoothed version of the power density (PD) spectra of the osn $y$ data set before and after cleaning. The region of the oscillations is marked by the hatched region.

$$D_{\text{WIRE}} \approx 10.5, \quad D_{\text{OSN,$y$}} = 9.0, \quad \text{and} \quad D_{\text{OSN,$b$–$y$}} = 10.5,$$

respectively, and we multiplied the error estimates from Eq. 1–3 by the square root of the corresponding correlation length, $D$.

### 6.2. Power density spectra

For the simulations done in Sect. 6.3, we have found that it is important that the noise sources in the simulations mimic the observed data as closely as possible and we will investigate them in detail here.

In Fig. 7, we show part of the light curve of $\epsilon$ Cep from osn $y$ and wire. The grey curves show the fit to each of the complete light curves. The residuals are also shown, offset by $-0.02$ mag. It is seen that there are significant systematic trends in the residuals which may be due to a combination of unresolved frequencies and instrumental drift.

The significance of this is seen more clearly in the frequency domain, and in Fig. 7 we show a smoothed version of the power density (PD) spectra of the osn $y$ data set before and after cleaning. The region of the oscillations is marked by the hatched region.

$$D_{\text{WIRE}} \approx 10.5, \quad D_{\text{OSN,$y$}} = 9.0, \quad \text{and} \quad D_{\text{OSN,$b$–$y$}} = 10.5,$$

respectively, and we multiplied the error estimates from Eq. 1–3 by the square root of the corresponding correlation length, $D$.

### 6.3. Simulations of the wire and osn time series

To confirm the theoretical error estimates in Sect. 6.1 and to better understand the different properties of the osn and wire data sets we computed a large set of simulations. The osn data set has long gaps of up to a month and thus the frequency analysis is hampered by a complicated spectral window. The interaction between frequencies can only be estimated by doing a large number of realistic simulations.

To mimic the large increase towards low frequencies discussed in Sect. 6.2, we added a number of frequencies with low amplitude in a wide frequency range. The simulations of the osn $y$ filter and $b$ – $y$ data set were done by including the 26 frequencies detected in wire but using the frequencies, amplitudes, and phases fitted to the observed data. We then added 110 frequencies with random (low) amplitudes from 0.0 to 0.4 ppt and frequencies in the range 1–35 c/day for the $y$ filter. For the $b$ – $y$ light curve we added 350 frequencies with amplitudes 0.0–0.1 ppt in the same frequency range. Finally, we added a white noise component with $rms$ of 1.85 and 1.60 mmag for $y$ and $b$ – $y$, respectively. In the simulations of the wire data set we added 75 frequencies with random frequencies in the range 10–35 c/day, random amplitudes in the range 0.0–0.3 ppt, random phases, and a white noise component with
Table 3. Frequencies and amplitudes in the Strömgren filters for frequencies extracted from the osn data set. The frequencies are the weighted mean of the fit to each of the uvby light curves. Amplitudes are given for each filter in parts per thousand (ppt). Phases fitted to y and b − y are also given and indicated in units of the period. The three frequencies labeled cl have a close neighbouring frequency with similar amplitude and the parameters are likely to be affected by this.

| ID | $f_{\text{comb}}$ [c/d] | $a_w$ | $d_a$ | $d_o$ | $d_y$ | $a_{b-y}$ | $\phi_y$ | $\phi_{b-y}$ |
|----|----------------|------|-------|-------|-------|-----------|---------|-----------|
| $f_1$ | 27.0522 ± 0.0003 | 3.12 | 2.76 | 3.12 | 2.61 | 2.13 | 0.496 | 0.570 | 0.584 |
| $f_2$ | 12.7387 ± 0.0002 | 2.13 | 4.15 | 5.15 | 3.78 | 2.13 | 0.713 | 0.046 | 0.130 |
| $f_3$ | 14.9766 ± 0.0002 | 1.80 | 3.78 | 4.61 | 3.79 | 2.82 | 1.085 | 0.447 | 0.470 |
| $f_4$ | 13.5688 ± 0.0009 | 1.36 | 1.80 | 2.12 | 1.64 | 1.17 | 0.459 | 0.373 | 0.462 |
| $f_{cl}$ | 25.2635 ± 0.0004 | 1.25 | 2.88 | 3.33 | 2.72 | 2.13 | 0.654 | 0.139 | 0.159 |
| $f_5$ | 17.6745 ± 0.0004 | 1.18 | 1.46 | 2.19 | 2.11 | 1.81 | 0.514 | 0.955 | 0.705 |
| $f_{cl}$ | 19.6904 ± 0.0004 | 1.13 | 1.27 | 2.00 | 1.89 | 1.34 | 0.639 | 0.315 | 0.106 |
| $f_6$ | 21.0380 ± 0.0004 | 1.03 | 1.99 | 1.92 | 1.43 | 1.04 | 0.387 | 0.028 | 0.889 |

Fig. 9. Uncertainties on frequency, amplitude, and phase as found from simulations of wire (black) and osn (grey) data sets. The wire results are shown in both panels and the osn results for y and b − y are shown in the left and right panels, respectively. When fixing the frequencies in the osn data set the uncertainties on the amplitudes and phases decrease as indicated by arrows. The solid lines are the theoretical predictions for the uncertainty from Eqs. 1–3.

rms 1.7 mmag. An example of the cleaned PD spectrum of a simulation of an osn y time series is shown with a dashed line in the left panel in Fig. 4.

These ad hoc simulations roughly reproduce the increase in noise towards low frequencies while still no significant frequencies are present above the noise. We made 800 simulations of the osn y, b − y, and wire light curves. We extracted frequencies from all simulations using an automated cleaning program using the procedure described in Sect. 5.1. For the osn data set we also fitted the light curves when assuming the known frequencies and only fitting amplitudes and phases. We found the uncertainty by calculating the rms scatter in frequency, amplitude, and phase extracted from the 800 simulations.

In Fig. 9 we compare the uncertainties on frequency, amplitude, and phases as found from Eq. 1–3 (solid lines) and the simulations (points). The left panel shows the uncertainties on the frequency, amplitude, and phase for osn y and the right panel is for osn b − y, while the results for wire are shown with black points in both panels. The uncertainties of the simulations of the osn data sets are shown when both frequency, amplitude, and phase are fitted (grey × symbols) and the systematically lower uncertainties when only amplitude and phase are...
fitted (grey circle symbols). The improvement is indicated by a vertical arrow for each frequency. It can be seen that the frequencies are more accurately determined when using the OSN data set. This is in agreement with Eq. 1 where the time base-line enters linearly while the number of data points enters as the square root; for the two data sets we approximately have the ratios $N_{\text{wire}}/N_{\text{OSN}} \approx T_{\text{OSN}}/T_{\text{wire}} \approx 10$, while the point-to-point noise, $\sigma$, is very similar. For the frequencies $f_1$ to $f_6$ the errors on frequency are about $0.001 - 0.003$ c/day in wire and $0.0005 - 0.0010$ c/day in OSN. We should note that the OSN results rely on the important fact that we can select the right alias peak in the OSN data by using the approximate frequency found with wire; this is discussed in detail in Sect. 6.4. The uncertainties on amplitude and phase are independent of the time base-line and therefore they are more accurately determined from the wire data set since $N_{\text{wire}}/N_{\text{OSN}} \approx 10$.

6.4. Resolving the ambiguity of OSN alias peaks

Due to long gaps in the OSN data set the spectral window has aliases of similar amplitude separated by $\Delta f \approx 0.009$ c/day. If we only had the OSN data set, each frequency found in the observed data set can be offset by $n \times 0.009$ c/day for any $n = \pm 1, \pm 2$. However, using the frequencies found from wire we may choose the right alias sub-peak in the OSN amplitude spectrum.

The results from our simulations in Fig. 11 illustrate that this is indeed possible. Each panel shows two histograms of the difference between the input frequency and the extracted frequency for $f_1$ to $f_{12}$: the grey histogram is for the simulations of the wire data and black is used for OSN. Several “groups” of frequencies separated by $0.009$ c/day are seen for the OSN simulations while a single but broader peak is seen for the distribution of extracted wire frequencies.

It can be seen that the uncertainty in the wire data set is sufficiently small that we can select the right peak in the OSN data set, at least for the dominant frequencies. We note that the uncertainties in the OSN simulations shown in Fig. 9 are based on the internal rms scatter within one “group” of extracted frequencies.

7. Comparison of observations and models

7.1. Amplitude ratios and phase differences

By measuring the parameters of frequencies in different filters we can infer the spherical degree, $l$, of the associated spherical harmonic. Each frequency can in principle be identified by measuring the phase difference and amplitude ratio in two filters as shown by Garrido et al. (1990) and Moya et al. (2004). In Fig. 11 we show the the amplitude ratio vs. the phase differences in the y filter and $b-y$ colour for the three frequencies $f_1$ to $f_3$. The uncertainties are based on the simulations described in Sect. 6.3. The solid and dashed lines are results for a model with mass $M/M_\odot = 1.65$ and $T_{\text{eff}} = 7720$ K. We used an overshooting parameter of $d_{\text{ov}} = 0.2$ but did not include the effects of rotation. We note that in Sec. 3 we inferred a slightly cooler temperature, i.e. $T_{\text{eff}} = 7340 \pm 150$ and an evolutionary mass of $M/M_\odot = 1.75 \pm 0.20$. In the model shown in Fig. 11 the solid line is for $Q = 0.033$ (fundamental radial mode, $n = 1$) and the dashed line for $Q = 0.017$ (third overtone, $n = 4$) for a mixing
length parameter $\alpha = 0.5$. Amplitude ratios and phase differences were calculated for $l = 0, 1, 2$: the highest amplitude ratio is for $l = 2$ at $a_{b-y}/a_y > 0.4$ and becomes progressively lower for decreasing $l$. The frequencies $f_1$ and $f_2$ are compatible with $l = 1$ or 2.

In general, the amplitude ratio and phase diagrams depend on the assumed mixing length parameter (Moya et al. 2004; Daszyńska-Daszkiewicz, Dziembowski, & Pamyatnykh 2003). Although the model used here does not describe $\epsilon$ Cep in detail, we can see that the observational uncertainties on the amplitude ratios and phases are too large to distinguish between the radial degree and overtone.

### 7.2. Search for a pattern in the amplitude spectrum

Regular frequency spacings similar to the large separation seen in solar-like stars have also been reported for some $\delta$ Scuti stars (Handler et al. 2000). Such a measurement would enable us to compare with theoretical predictions. We used the 24 most significant frequencies seen in $\epsilon$ Cep, namely those with $S/N$ above 6 to look for significant spacings using autocorrelation and histograms of frequency differences for different bin sizes.

In Fig. 12 we plot the power vs. the spacing frequency. We find a peak at $\Delta \nu = 2.41 \pm 0.02$ c/day. We did a series of simulations to see if the $\Delta \nu$ spacing is indeed significant. Each simulation consist of 24 frequencies randomly distributed in the range 12–28 c/day. In many cases we found peaks in the amplitude spectrum with the same approximate location and amplitude as $\Delta \nu$. Therefore we are extremely cautious about associating this with e.g. half of the large separation. The low number of observed frequencies as well as the narrow frequency range that is covered, are insufficient to consider $\Delta \nu$ as being statistically significant.

We also used another technique to look for repetitive spacings among the frequencies by calculating frequency splitting histograms. Several frequency binning widths were used in order to search for recurring peaks. The only peak prevailing for all binning values is around 1.3 c/day which roughly corresponds to the peak at 1.2 c/day seen in Fig. 12. This spacing can be interpreted as the rotational splitting or perhaps the small separation. In the region of large differences, when varying the binning, two peaks are observed in the range of 4.8–5.0 and 5.7–5.9 c/day. We are cautious about these large “candidate” splitting values, since we only observe frequencies in a narrow frequency range. The frequencies cover 12.7–34.0 c/day, so any spacing above half this range should cannot be considered: $\Delta f_{\text{bin}} = 10.7$ c/day. Even at 5 c/day we would only be able to detect an even spacing of four consecutive frequencies.

We computed a number of pulsation models within the photometric error box for $\epsilon$ Cep (cf. Fig. 2). We selected those models consistent with $\Delta \nu$ being half the value of the mean large separation, i.e. $\Delta \nu \approx 4.8$ c/day. The parameters of these models are given in Table 4. For each model we give the mass, radius, and luminosity in solar units, the effective temperature, the fractional hydrogen content in the central region, the large spacing of the frequencies, and the mean stellar density in solar units. We find that the observed peak in the histogram at $\approx 1.3$ c/day is unlikely to be due to rotational splitting, since this peak is only seen in histograms of theoretical models for $m = 0$ modes. Thus, if the reality of this spacing can be established from a more ambitious campaign, this splitting can only correspond to the small separation.

### 8. Discussion and outlook

We have analysed observations of the $\delta$ Scuti star $\epsilon$ Cep from the wire satellite and ground-based multi-colour $uvby$ photometry from osn. In some respects the wire data set is superior to osn because the $S/N$ is a factor 5 higher and the spectral window is much more simple. Thus, we used the wire data set...
Table 4. Parameters of selected theoretical models for $\epsilon$ Cep. The mass, radius, and luminosity are given in solar units, $T_{\text{eff}}$ is the surface temperature, $X_c$ is the central hydrogen fraction, $\Delta \nu$ is the large separation, and $\rho$ is the stellar mean density in solar units.

| $M/M_\odot$ | $R/R_\odot$ | $L/L_\odot$ | $T_{\text{eff}}$ [K] | $X_c$ | $\Delta \nu_{\text{C}}$ [c d$^{-1}$] | $\rho/\rho_\odot$ |
|------------|-------------|-------------|----------------------|------|-------------------------------|------------------|
| 1.55       | 1.76        | 6.70        | 7000                 | 0.48 | 4.99                          | 0.283            |
| 1.60       | 1.77        | 7.50        | 7190                 | 0.50 | 4.94                          | 0.287            |
| 1.65       | 1.79        | 8.46        | 7370                 | 0.51 | 4.95                          | 0.288            |
| 1.70       | 1.82        | 9.57        | 7530                 | 0.51 | 4.89                          | 0.281            |
| 1.75       | 1.83        | 10.70       | 7720                 | 0.52 | 4.90                          | 0.284            |
| 1.80       | 1.84        | 11.89       | 7910                 | 0.53 | 4.92                          | 0.288            |

...why only some of the frequencies predicted from models of $\delta$ Scuti stars were in fact detected. Breger et al. (2003) discuss their results for FG Vir and point out that the “missing modes” are indeed there but that the detection level in previous studies was too poor. About two thirds of the frequencies detected in FG Vir have amplitudes in $y$ below 0.5 ppt. From the $\epsilon$ Cep data we also find that several frequencies have amplitudes below 0.5 ppt ($\approx y$ filter). The reason why we do not find even more frequencies with low amplitude is most likely that the frequency resolution in the data is too low. Even so, our results give support to the suggestion by Breger et al. (2005) that the modes predicted by models of $\delta$ Scuti stars are indeed present in the stars but one must have long temporal coverage with high photometric precision to be able to detect them.

The Canadian most satellite [Walker et al. 2003] can monitor stars for up to 60 days with a duty cycle close to 100% with high photometric precision. Preliminary results for a $\delta$ Scuti star observed as a secondary target by COROT show about 80 frequencies to be present with amplitudes as low as 0.1 mmag (J. M. Matthews, private communication). In the coming years two more dedicated photometry missions will be launched: COROT and KEPLER. The COROT mission (Baelin et al. 2001) will monitor several relatively bright stars for up to 150 days to obtain photometry with very high precision and with a duty cycle close to 100%. However, observations are done in one filter only for all the missions mentioned here: WIRE, MOST, COROT, and KEPLER. Hence, ground-based support observations with multiple filters and/or spectroscopic measurements are needed in order to be able to identify the modes.

The present analysis of $\epsilon$ Cep has shown that much more complete and carefully planned ground-based observations are needed to avoid problems resulting from a complex spectral window. Also, it is necessary to collect enough multi-colour photometry to be able to measure phases and amplitudes with the required accuracy to be able to identify the modes. Multi-site campaigns that overlap in time with the space-based observations should be arranged for the future missions. For example, most primary COROT targets are quite bright ($V \approx 6$) and so long-term (i.e. months) monitoring with small 20–80 cm class telescopes with Strömgren filters and a stable photometer will be adequate to collect the necessary data. The missions have several secondary targets which are monitored at the same time as the primary target. Thus it will be a difficult but potentially valuable task to coordinate and collect all the necessary data.
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