Dense-dilute factorization for a class of stochastic processes and for high energy QCD
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Stochastic processes described by evolution equations in the universality class of the FKPP equation may be approximately factorized into a linear stochastic part and a nonlinear deterministic part. We prove this factorization on a model with no spatial dimensions and we illustrate it numerically on a one-dimensional toy model that possesses some of the main features of high energy QCD evolution. We explain how this procedure may be applied to QCD amplitudes, by combining Salam’s Monte-Carlo implementation of the dipole model and a numerical solution of the Balitsky-Kovchegov equation.

I. INTRODUCTION

High energy scattering in QCD was recently shown to be essentially similar to a reaction-diffusion process [1, 2]. To understand this correspondence, one needs to introduce an (unphysical) forward elastic scattering amplitude \( T(Y, r) \), that encodes the interaction probability for given parton or field configurations of the incoming hadrons, at rapidity \( Y \), and for a characteristic transverse distance scale \( r \). The physical scattering amplitude \( A(Y, r) \) is the average of \( T(Y, r) \) over all possible realizations of the fields or partons. Although \( T \) is not measurable experimentally, it is a quantity that has also to be introduced when one wants to write a Monte-Carlo event generator.

The equation that governs the rapidity evolution of \( T \) at fixed impact-parameter belongs to the universality class of the stochastic Fisher-Kolmogorov-Petrovsky-Piscounov (FKPP) equation [3], or equivalently, of the Reggeon field theory equation. It can be seen as a stochastic extension of the well-known Balitsky-Kovchegov (BK) equation [4, 5], that describes a peculiar limit of high energy QCD. It is convenient to go to momentum space using the transformation [5]

\[
\tilde{T}(Y, k) = \int \frac{d^2 r}{2\pi r^2} e^{i k r} T(Y, r). \tag{1}
\]

The evolution of \( \tilde{T} \) can be written, for example, in the form

\[
\partial_{\tilde{Y}} \tilde{T} = \chi(-\tilde{\alpha} k^2) \tilde{T} - \tilde{T}^2 + \alpha_s \sqrt{2\tilde{T} \nu}, \tag{2}
\]

where \( \tilde{\alpha} = \alpha_s N_c / \pi \), \( \chi \) is a representation of the BFKL kernel [6] in momentum space and \( \nu \) is a noise of zero mean that varies randomly by typically one unit when \( \tilde{\alpha} Y \) or \( \ln k^2 \) are changed by one unit. \( \tilde{T} \) is the average of \( T \) with respect to the noise \( \nu \).

This new approach to high energy scattering in QCD, that makes use of ideas and tools of statistical physics, has already inspired a number of theoretical works. Eq. (2) itself was also subsequently discussed in Ref. [7] and studied numerically (with a Gaussian noise \( \nu \)) in Ref. [8]. Many developments from different perspectives have followed: In particular, the connection to Reggeon field theory was investigated [9], a QCD derivation of Eq. (2) was searched for [10], and different formalisms to describe the same physics were proposed [11].

Eq. (2) may be interpreted in the following way: It describes the evolution in time \( t = \tilde{\alpha} Y \) of a fraction \( \tilde{T} \) of \( N = 1/\alpha_s^2 \) particles (gluons) per unit of \( x = \ln k^2 \) that multiply and diffuse in \( x \) through the branching diffusion kernel \( \chi \), and that recombine through the nonlinear term. Eq. (2) is however not an exact equation of QCD, and should by no way be interpreted as such. It is rather a synthetic form of writing two exactly known limits: the large parton density limit, in which the evolution of \( \tilde{T} \) is given by the Balitsky-Kovchegov equation

\[
\partial_{\tilde{Y}} \tilde{T} = \chi(-\tilde{\alpha} k^2) \tilde{T} - \tilde{T}^2, \tag{3}
\]

and the low density limit, represented by the linear stochastic equation

\[
\partial_{\tilde{Y}} \tilde{T} = \chi(-\tilde{\alpha} k^2) \tilde{T} + \alpha_s \sqrt{2\tilde{T} \nu}. \tag{4}
\]

Let us briefly recall a bit more precisely the QCD content of Eq. (2) (We refer the reader to the original papers [1, 2] for details). In the low density region of phase space (equivalently, in the region in which the amplitude is small, \( T, \tilde{T} \ll 1 \), it is useful to view rapidity evolution in the framework of the color dipole model [12]. One goes to the reference frame of one of the interacting hadrons, that we assume to be a quark-antiquark dipole for simplicity and that we will call the probe. The second hadron carries all the rapidity and QCD evolution and will be referred to as the target. In the large-\( N_c \) limit, the Fock state of the target may be represented by a set of color dipoles. Each of these dipoles, characterized by a two-dimensional position vector \( x_0 = x_0 - x_1 \) in transverse coordinate space, is spanned by two gluons respectively sitting at positions \( x_0 \) and \( x_1 \). The model is defined by the stochastic branching of the dipoles that occurs as the target is boosted to larger rapidities: In a step \( dY \) of rapidity, each dipole present at rapidity \( Y \)

\footnote{The reason for introducing this transformation is that the nonlinearity present in the Balitsky-Kovchegov equation simplifies greatly in momentum space.}
the probability
\[ \tilde{\alpha} dY \frac{d^2x_1 d^2x_2}{2\pi} \frac{x_{01}^2}{x_{02}^2 x_{12}^4} \] (5)
to be replaced by two new dipoles of respective sizes \( x_{02} \) and \( x_{12} \).

When nonlinear effects can be neglected, the relationship between the number of dipoles and size \( r \) appropriate normalizations (see e.g. [13]), from Eq. (2) by averaging it over the noise 

\[ T(Y, r_01) = \frac{\pi^2 \alpha^2}{2} \times \int \frac{d^2x_0 d^2x_1}{2\pi} \ln^2 \frac{|r_0 - x_1|^2 |r_1 - x_0|^2}{|r_0 - x_0|^2 |r_1 - x_1|^2} n(Y, x_01). \] (6)

This relationship turns out to be approximately local in dipole sizes and impact parameter: \( T(Y, r_01) \) is of order \( \alpha^2 \) times the number of dipoles in the considered configuration of the target whose sizes are in a bin of width 1 (on a logarithmic scale) centered on \( |r_01| \), and which sit within a distance \( |r_01| \) of the probe in impact parameter.

By converting the splitting process (5) into an evolution equation for \( T \) with the help of Eq. (4), by transforming to momentum space using Eq. (1), and by averaging over the angle in the transverse plane, one would get the linear terms in Eq. (2) together with an appropriate noise \( \nu \) that would encode the fluctuations in the dipole number induced by the stochastic branching process (5): this is precisely Eq. (4).

Dipole branching leads to an exponential increase of their number with rapidity, and consequently, to an unlimited rise of \( T \) if formula (6) is applied: This would be inconsistent with unitarity, which requires the bound \( T \leq 1 \). It is believed that this rise is tame by nonlinear effects [14] that limit the number of dipoles in the target. Unfortunately, the latter effects have not yet been formulated in the framework of the dipole model. It is not even clear that dipoles should still be the relevant degrees of freedom in that regime.

On the other hand, one knows the equation that gives the average scattering amplitude at rapidity \( Y + dY \) given the amplitude at rapidity \( Y \), with the exact nonlinearity that preserves the unitarity of \( T \). It reads:

\[ \langle T(Y + dY, r_01) | T(Y, r_01) \rangle = T(Y, r_01) + \tilde{\alpha} dY \int \frac{d^2r_2}{2\pi} \frac{r_{01}^2}{r_{02}^2 r_{12}^4} (T(Y, r_{02}) + T(Y, r_{12}) - T(Y, r_01) - T(Y, r_{02}) T(Y, r_{12})). \] (7)

This equation is equivalent to the first equation in the celebrated Balitsky hierarchy [4]. Eq. (7) may be obtained from Eq. (2) by averaging it over the noise \( \nu \) between rapidities \( Y \) and \( Y + dY \). A Fourier transformation to position space completes the identification. In practice, Eq. (7) is useful in a regime in which \( T \) may be approximated by its average, i.e. when \( \langle T(Y + dY, r_01) | T(Y, r_01) \rangle \) may be replaced by \( T(Y + dY, r_01) \), turning (7) into a closed equation for \( T = \langle T \rangle \). This is realized when the underlying effective number of dipoles is large, i.e. in the region of high density. The corresponding equation is the BK equation [4, 5] and is in the universality class of the (deterministic) FKPP equation [15]. The evolution of higher order correlators of \( T \)’s that would be needed to be able to evolve \( T \) also outside the dense region has still not been derived in a systematic way for the generic case of dipole-dipole scattering.

Although the correct formalism to describe the evolution of \( T \) accurately in all regimes is still not available, exact asymptotic results [16] universal enough to also apply to QCD amplitudes have been found from the approximate formulation [17]. Unfortunately, their validity is quite restricted since the limit \( \ln(1/\alpha^2) \gg 1 \) had to be assumed, which is of course out of experimental reach. Hence it would be useful to understand what can be expected quantitatively from what is known up to now, beyond the far asymptotics.

The goal of this paper is to show that quite accurate results for the evolution of the QCD scattering amplitudes may be extracted from a numerical study that appropriately matches a Monte-Carlo simulation of the color dipole model, valid in the dilute regime, to the evolution of the amplitude given in Eq. (7), useful in the dense regime. We shall propose a factorization procedure of \( T \), on an event-by-event basis, that we justify by a calculation in the framework of a zero-dimensional model and motivate and test on a one-dimensional toy model. We then explain how this factorization could be applied to QCD.

II. FACTORIZATION IN A ZERO-DIMENSIONAL MODEL

In a first stage, we study a zero-dimensional model (transverse variables are not considered) in order to introduce the factorization rigorously. Zero-dimensional models were investigated for possible applications to QCD some time ago [17, 18]. Solutions for models of that kind have recently been discussed in Refs. [19, 20], from different perspectives. The solutions which have been obtained will help us to assess the validity of the factorization that we shall propose here.

A. Definition of the model

We investigate the time evolution of a specific Markovian process in the universality class of the zero-dimensional stochastic FKPP equation. We consider a system of \( n(t) \) particles. Between times \( t \) and \( t + dt \), each particle has a probability \( p_+ = dt \) to split in two particles. For each pair of particles, there is a probabil-
probability distribution of \( z \) that one of them is lost, and thus each given particle has probability \( p_\nu = (n_t - 1)/N \) to disappear. These rules completely define the process.

There are several ways to represent this evolution. We may write the distribution of the number \( n_{t+dt} \) of particles at time \( t + dt \) given the number of particles \( n_t \) at time \( t \):

\[
P(n_{t+dt}|n_t) = \delta_{n_{t+dt}, n_t} \left( 1 - n_t dt - \frac{n_t(n_t - 1)}{N} dt \right) + \delta_{n_{t+dt}, n_t+1} dt + \delta_{n_{t+dt}, n_t-1} \frac{n_t(n_t - 1)}{N} dt.
\]

This equation may be cast in the form of a stochastic equation for \( n_t \) by first computing the mean and variance of \( n_{t+dt} \) given \( n_t \), with the help of Eq. (8). This enables one to write the time evolution of \( n_t \) in terms of a drift and of a noise of zero-mean and normalized variance, namely:

\[
\frac{dn_t}{dt} = n_t - \frac{n_t(n_t - 1)}{N} + \sqrt{n_t + \frac{n_t(n_t - 1)}{N}} \nu_t + dt,
\]

where \( \nu_t \) is such that \( \langle \nu_t \rangle = 0 \) and \( \langle \nu_t \nu_t' \rangle = \delta(t - t') \). Note that the distribution of \( \nu_t \) depends on \( n_t \) and is not a Gaussian. This last point is easy to understand: The evolution of \( \nu_t \) is intrinsically discontinuous, since it stems from a rescaling of \( n_t \), which is an integer at all times. A Brownian evolution (i.e., with a Gaussian noise) would necessarily be continuous. For completeness, we write the statistics of \( \nu_{t+dt} \), which is easy to derive from the evolution of \( n_t \):

\[
\nu_{t+dt} = \begin{cases} 
\frac{1}{\sigma dt} - \frac{\Delta}{\sigma} & \text{proba } n_t dt \\
\frac{1}{\sigma dt} - \frac{\Delta}{\sigma} & \text{proba } 1 - n_t dt - \frac{n_t(n_t - 1)}{N} dt \\
- \frac{1}{\sigma dt} + \frac{\Delta}{\sigma} & \text{proba } n_t(n_t - 1)/N dt,
\end{cases}
\]

where \( \Delta = n_t - n_t(n_t - 1)/N \) and \( \sigma = \sqrt{n_t + n_t(n_t - 1)/N} \). We see well the jumps induced by the index proportional to \( 1/dt \).

Formulating the process with the help of a stochastic equation such as (9) has no real advantage at this point. Here, we just aimed at showing explicitly the connection with stochastic partial differential equations.

### B. Poissonian states and “Pomerons”

Instead of looking at a state of definite occupancy, one could also consider the evolution of a Poissonian state whose occupation numbers are distributed as

\[
P_z(n_t) = \frac{z_n}{n_t!} e^{-z_t}
\]

and follow the evolution of \( z_t \), that is to say, compute the probability distribution of \( z_{t+dt} \) given \( z_t \), \( P(z_{t+dt}|z_t) \). As can be easily checked, the moments of \( z_{t+dt} \) are the factorial moments of \( n_{t+dt} \). This statement may be written as

\[
\sum_{n_{t+dt}} \frac{n_{t+dt}!}{(n_{t+dt} - k)!} P(n_{t+dt}|n_t) P_z(n_t) = \int dz_{t+dt} z_{t+dt}^k P(z_{t+dt}|z_t).
\]

Replacing Eqs. (8) and (11) in Eq. (12), one finds

\[
\int dz_{t+dt} z_{t+dt}^k P(z_{t+dt}|z_t) = z_t^k + dt \left[ z_t - \frac{z_t^2}{N} \right] k z_t^{k-1}
\]

from which it is obvious that \( P(z_{t+dt}|z_t) \) is a Gaussian of mean \( z_t + dt(z_t - \frac{z_t^2}{N}) \) and variance \( 2dt(z_t - \frac{z_t^2}{N}) \). In the same way as one translates Eq. (8) into Eq. (9), this may be expressed in the form of a stochastic evolution equation for \( z_t \):

\[
\frac{dz_t}{dt} = z_t - \frac{z_t^2}{N} + \sqrt{2 \left( z_t - \frac{z_t^2}{N} \right)} \eta_{t+dt}.
\]

This is an Ito equation: \( \eta_t \) is a Gaussian white noise satisfying \( \langle \eta_t \rangle = 0 \) and \( \langle \eta_t \eta_t' \rangle = \delta(t - t') \). \( z_t \) is now evolving continuously, unlike \( n_t \). Eq. (13) is the zero-dimensional version of the stochastic FKPP equation. It is of course consistent with Eq. (9), since the moments of \( z_t \) are the factorial moments of \( n_t \). Starting from Eq. (14) and transforming it into a hierarchy for the factorial moments of \( n_t \), one can compute the first few orders of \( \langle n_t \rangle \) in a \( 1/N \) expansion resummed for large \( t \). The result turns out to be an asymptotic Borel-summable series. It reads

\[
\langle n_t \rangle = N \sum_{k=1}^{\infty} (-1)^{k+1} N^{-k} k! e^{kt}.
\]

Each term may be interpreted as the result of the evaluation of a diagram with a number \( k \) of “Pomerons” being exchanged in the \( t \)-channel. We refer the reader to [19] for a detailed calculation in such a framework.

The series (15) can be rewritten in the form of a Borel integral,

\[
\langle n_t \rangle = N \left( 1 - Ne^{-t} \int_0^\infty \frac{db}{1+b} e^{-Ne^{-tb}} \right),
\]

which eventually may be expressed in terms of special functions.

Eqs. (15) and (16) are a priori valid for \( e^t/N \ll 1 \). Actually, it was found in Ref. [19] from the exact evaluation of subleading orders, that its effective range of validity is much broader, \( t/N \ll 1 \).

The classical limit is also easily identified from Eq. (14). Indeed, a classical state has a definite value
It is useful to visualize a few such realizations: This is shown in Fig. 1 for $N = 5000$, together with the solution to the mean field equation (17). One sees that the curves that represent $n_t$ look like the solution to the mean-field equation (17), but with the origin of times translated by some random $t_0$. (The curves look also slightly noisy around the average trend, but the noise would be still much weaker for larger values of $N$). This suggests that once there are “enough” particles in the system, say $\bar{n} \gg 1$, the evolution becomes essentially deterministic. Hence stochasticity only manifests itself in the initial stages of the evolution until $n_t = \bar{n}$, but in a crucial way: Indeed, as seen in Fig. 1 after averaging, $\langle n_t \rangle$ is significantly different from $n_t^{MF}$, and this difference stems from rare realizations in which the particle number stays low for a long time. Therefore, in individual realizations, stochasticity should be taken into account exactly as long as $n_t < \bar{n}$. Fortunately, when the number of particles in the system is small compared to the maximum number of particles $N$, the stochastic evolution is essentially governed by a linear equation which is not difficult to handle analytically.

This heuristic discussion suggests that we may factorize the evolution in a linear stochastic evolution up to the time at which the number $n$ of particles in the system reaches $\bar{n}$, and continue through a nonlinear but deterministic equation, which is obtained from a mean field approximation to the evolution equation. As we will see, this simple observation leads to an elegant computation of $\langle n_t \rangle$ that consistently agrees with the lowest order (see Eq. (19)) derived in Ref. 17. 18.

Let us denote by $p_\bar{n}(\bar{t})$ the distribution of the times at which the number of particles in the system reaches $\bar{n}$ and $\langle n_t | n_\bar{t} \rangle$ the conditional average number of particles at time $t$ given that there are $n_\bar{t}$ particles in the system at time $\bar{t}$. One may write

$$\langle n_t \rangle = \int_0^\infty d\bar{t} p_\bar{n}(\bar{t}) \langle n_t | n_\bar{t} \rangle. \quad (18)$$

So far, this expression is exact.

We now assume that the evolution is linear when $n_t < \bar{n}$ and deterministic for $n_t > \bar{n}$. Thus, in the previous equation, we replace $p_\bar{n}(\bar{t})$ by the solution $p_{\bar{n}}^{N_{\bar{t}}}(\bar{t})$ of the linear problem obtained by setting $p_+ = dt$ and $p_- = 0$. Furthermore, we approximate $\langle n_t | n_\bar{t} \rangle$ by the solution to the nonlinear evolution in the mean field approximation (17) over a time interval $t - \bar{t}$ starting with $\bar{n}$ particles at time $\bar{t}$, that we denote by $n_t^{MF}_{t - \bar{t}|\bar{n}}$. In these notations, we find the factorization

$$\langle n_t \rangle = \int_0^\infty d\bar{t} p_\bar{n}^{lin}(\bar{t}) n_t^{MF}_{t - \bar{t}|\bar{n}}. \quad (19)$$

Note that for $\bar{t} > t$ (i.e. when there are less than $\bar{n}$ particles in the system at the considered time $t$), $n_t^{MF}_{t - \bar{t}|\bar{n}}$ is like a backward evolution towards lower number of particles. This is not a problem since we then go back to the dilute regime, and the solution for $\langle n \rangle$ in that regime

C. Solving the stochastic evolution for $n$: dense-dilute factorization

For the difficulties mentioned above with the Poissonian state approach, we wish to take a different point of view on the evolution of the stochastic model. Instead of performing a large-$N$ perturbative calculation directly of $\langle n_t \rangle$ using field-theoretical methods, we try to characterize the shape of each realization of an evolution that starts with $n_0 = 1$ particles. What we mean by “realization” is a given path for $n$ generated by the stochastic evolution (9).
is just obtained by taking the dilute limit of \( n^{\text{MF}} \), given by the solution of the equation obtained from Eq. (17) by dropping the nonlinear term.

We claim that this factorization is valid whenever \( \bar{n} \) is large enough compared to 1 to justify the mean field approximation for the subsequent evolution, but, at the same time, \( \bar{n} \) is small compared to \( N \) in such a way that the evolution up to \( \bar{n} \) be linear.

Let us express give explicit expressions for the different quantities that appear in Eq. (19). The solution to Eq. (17) reads

\[
n_{t}^{\text{MF}} = \frac{N}{1 + \frac{2}{\bar{n}} e^{-(t-t)}}
\]

for \( \bar{n} \ll N \). It is also not difficult to show that \( p_{n}^{\text{lin}} \) solves the equation

\[
p_{n}^{\text{lin}}(\bar{t}) = (\bar{n} - 1) \int_{0}^{\bar{t}} d\bar{t}' p_{n-1}^{\text{lin}}(\bar{t}') e^{-(\bar{n}-1)(\bar{t}-\bar{t}')}.
\]

Its solution may be found by standard generating function methods and takes the simple form

\[
p_{n}^{\text{lin}}(\bar{t}) = (\bar{n} - 1) e^{-\bar{t}} (1 - e^{-\bar{t}})^{\bar{n} - 2}.
\]

In the limit of interest, that is for large \( \bar{n} \) and \( \bar{t} \), it boils down to a Gumbel distribution

\[
p_{\bar{n}}^{\text{lin}}(\bar{t}) = \bar{n} e^{-\bar{t}} - \bar{n} e^{-\bar{t}}.
\]

Replacing Eqs. (20) and (22) in Eq. (19), we find

\[
\langle n_{t} \rangle = N \int_{0}^{\infty} d\bar{t} \frac{\bar{n} e^{-\bar{t}} - \bar{n} e^{-\bar{t}}}{1 + \frac{2}{\bar{n}} e^{-(t-t)}}.
\]

Since the Gumbel distribution is strongly damped for \( \bar{t} < 0 \) (by a factor \( e^{-\bar{n}} \)), we may safely replace the lower limit of the integral by \( -\infty \). Finally, the change of variable \( b = \frac{N}{\bar{n}} e^{\bar{t} - t} \) brings the integral in the form (19). The result is independent of \( \bar{n} \), as it should be, but in numerical applications, one should keep in mind that the limits \( 1 \ll \bar{n} \ll N \) have been assumed, and thus finite \( \bar{n} \) corrections must be expected.

In this picture, the Borel integral (19) has a transparent interpretation: the parameter \( b \) is related to the factorization time \( \bar{t} \), the exponential is the distribution of \( \bar{t} \) and the denominator corresponds to the mean-field part. Our method allowed to directly arrive at the leading order result found in Refs. [17, 18], without having to resum an asymptotic (divergent) series.

### III. A ONE-DIMENSIONAL TOY MODEL

We shall now formulate and test this dense-dilute factorization on a one-dimensional toy model. Again, we consider a system made of typically \( N \) particles in its steady state.

With one space dimension labeled by the real variable \( x \), for large enough times, the particles form a front that travels towards say larger values of \( x \) when time flows \( t \rightarrow t + \Delta t \). Its position \( X_{n} \) may be taken as the position of the \((N/2)\)-th rightmost particle. This front connects a dilute region, to the right, to a denser region to the left. There is a point in the front around which the typical number of objects is \( \bar{n} \). In the spirit of the previous section, we will treat the evolution to the right of this point as stochastic and solve a mean field equation to the left. We will explain the factorization and illustrate it numerically on a specific particle model that was introduced in Ref. [23].

When one takes a new step in time \( t \rightarrow t + \Delta t \), the particle at position \( x_{i}(t) \) is replaced, with probability \( \Delta t \), by two particles at positions, where \( \delta_{1} \) and \( \delta_{2} \) are distributed according to \( \psi(\delta_{1})d\delta_{1} \) (resp. \( \psi(\delta_{2})d\delta_{2} \)). This rule defines the evolution of the number of particles in a way analogous to the dipole splitting rule in QCD. To implement a simple form of saturation of the number of particles, only the \( N \) particles which have largest positions are kept for subsequent evolution.

We define \( T(t, x) \) as the fraction of these \( N \) particles that have positions larger than \( x \) at time \( t \), that is

\[
T(t, x) = \frac{1}{N} \sum_{i=1}^{N} \Theta(x_{i}(t) - x).
\]

Obviously, \( T(t, -\infty) = 1 \) and \( T(t, +\infty) = 0 \) for \( t \) large enough for the total number of particles in the system to have reached \( N \).

Considering for a while the \( N = \infty \) limit, the mean evolution of \( T \) in one elementary step in time reads

\[
\langle T(t + \Delta t, x)|T(t, x)\rangle = \min \left( 1, (1 - \Delta t)T(t, x) + 2\Delta t \int d\delta \psi(\delta)T(t, x - \delta) \right).
\]

This equation is the analogous of the first equation in the Balitsky hierarchy in the QCD case, see Eq. (7). In the infinite \( N \) limit, it is known that the large time solutions are traveling waves whose average velocity is determined by the linearized part of Eq. (20). If one defines

\[
v(\gamma) = \frac{1}{\Delta t} \ln \left( 1 - \Delta t + 2\Delta t \int d\delta e^{\gamma \delta} \psi(\delta) \right),
\]

then \( v(\gamma) \) admits a minimum at \( \gamma = \gamma_{0} \) and the large-time front velocity is \( v(\gamma_{0}) \). At finite \( N \), the position of the front becomes stochastic, with nontrivial (non-Gaussian) statistics. The moments of the position of the front are known for large \( N \) [16]. The first two of them read

\[
V \times t \equiv \langle X_{t} \rangle = v(\gamma_{0})t - \frac{\pi^{2} \gamma_{0}^{2} \psi''(\gamma_{0})}{2 \ln^{2} N} t,
\]

\[
D \times t \equiv \langle X_{t}^{2} \rangle - \langle X_{t} \rangle^{2} = \frac{\pi^{4} \gamma_{0}^{4} \psi''''(\gamma_{0})}{3 \ln^{3} N} t.
\]
The average position of the front was first obtained by considering a deterministic evolution equation with a cut-off that simulates the discreteness of the particles in the system. In our case, one would write

\[ T_{\text{cutoff}}(t + \Delta t, x) = \min \left( 1, \left( 1 - \Delta t \right) T_{\text{cutoff}}(t, x) + 2\Delta t \int d\delta \psi(\delta) T_{\text{cutoff}}(t, x - \delta) \times \Theta[T_{\text{cutoff}}(t + \Delta t, x) - 1/N] \right). \]  

(29)

The first correction to this approximation (not shown in Eq. (28)) is also known as. It is due to particles that are randomly sent ahead of the deterministic part of the front (to the left of the cutoff), at some distance to the right of the tip of the front. Their multiplication through time evolution pulls the front forward, and generates a positive correction to the velocity and the dispersion in the front position \( D \) given in Eq. (28). One also knows that the system is completely renewed every \( t \sim 1/D \) units of time. This remark will help the analysis of the numerical data.

In our numerical implementation, we choose \( \psi \) to be the uniform distribution in the interval \([0, 1]\), i.e.

\[ \psi(\delta) = \Theta(\delta)\Theta(1 - \delta), \]  

(30)

and \( \Delta t = 0.1 \). Solving \( \nu'(\gamma_0) = 0 \) where \( \nu(\gamma) \) is given by Eq. (27) with these settings, we get

\[ \gamma_0 = 1.46256 \cdots, \]  

\[ \nu(\gamma_0) = 2.07006 \cdots, \]  

(31)

\( \gamma_0 \) is the logarithmic slope of the falloff of the front. \( \nu(\gamma) \) is the velocity in the \( N = \infty \) limit. \( \nu''(\gamma_0) \) is a parameter that appears when one considers finite-\( N \) corrections.

We first solve the complete stochastic model. We take an initial condition of the form \( x_1 = \cdots = x_N = 0 \) (that is \( T(t = 0, x) = \Theta(-x) \)) and evolve it in time using the exact evolution rules. We evolve the system over \( p \times 500 \) units in \( t \) (\( p \) is 500 in our simulation), recording the position of the front \( X_{t_i} \) at every \( \delta t = t_i - t_{i-1} = 500 \) units of time. We compute \( V = \langle \delta_t X_i \rangle / \delta t \), where \( \delta_t X_i = X_{t_i} - X_{t_{i-1}} \), and \( D = \langle (\delta_t X_i^2) - (\delta_t X_i)^2 \rangle / \delta t \). The average is over the \( p \) periods of \( \delta t \) units of time in one single realization, but for an ergodic system, averaging over the time evolution of one realization is like averaging over many independent realizations of the evolution.

Since the system renews itself every \( 1/D \) units of time, and since \( 1/D \) is at most of order 100, the differences of successive positions \( \delta_t X_i \) are essentially independent random variables. Hence we can estimate the statistical uncertainties by splitting our set of positions \( \delta_t X_i \) in say 10 subsets, and by evaluating the dispersion of \( V \) and \( D \) between these different subsets. This helps us to provide error bars. The results are shown in Tab. 1 and in Figs. 2 and 3 for \( N = 10^2, 10^3, 10^4, 10^5 \).

We also solve the deterministic evolution with a cutoff, defined in Eq. (29). To this aim, we need to take a discretization in the \( x \) variable: We define a lattice with 1000 points per unit of \( x \). The integration over \( \delta \) in Eq. (29) is performed using the rectangle method. Although this method converges very slowly (one expects a systematic error of the order of 0.1% in our settings), it is quite well suited here because as we impose a cutoff at each step of the evolution, \( T_{\text{cutoff}} \) has sharp discontinuities. The result is shown in Fig. 2 together with the theoretical formula (28), with which there is a very good agreement except for the lowest values of \( N \). But that is expected since Eq. (28) was obtained in a large-\( N \) limit of the deterministic evolution with a cutoff. The slight discrepancy (of order 0.1%) visible at large \( N \) is consistently explained by the fact that our discretization and our integration method amount to solving a model on a lattice rather than the original model in the continuum, for which one can compute the asymptotic front velocity \( v(\gamma_0) \), which is indeed slightly lower.

Next, we perform a mixed evolution, applying our dense-dilute factorization procedure. This goes as follows. At all times, the forward part of the front where \( T(t, x) \leq \bar{n}/N \) is represented by the positions of the \( \bar{n} \) foremost particles, and the latter are evolved using the exact rule (we must drop the nonlinearity, but for this model it only amounts to selecting the \( N \) most forward particles: If \( \bar{n} \) is small enough, the forward particles alone cannot have more than \( N \) offsprings in one iteration). This is illustrated in Fig. 4 for a particular realization and for a particular choice of the parameters \( N \) and \( \bar{n} \). For \( T(t, x) > \bar{n}/N \), we directly evolve \( T \) using Eq. (26) with the approximation \( (T(t + \Delta t, x)|T(t, x)) = T(t + \Delta t, x) \).
forgetting about the exact position of each individual particle. More technically, an evolution over the time interval $\Delta t$ goes as follows. We first generate particle positions from $T$ in the region of $x$ between $x_n - 1$ and $x_n$. Indeed, in our model, it is precisely the particles present in that interval that may split into the forward region where we decided to keep the full stochasticity. This is related to our particular choice of $\psi$, see Eq. (30), but in practice, it is enough that the splittings be local enough in $x$. This is indeed the case for the fixed impact parameter BFKL evolution in QCD (see Eq. (2) with $x = \ln k^2$).

To get back the particle positions from the profile of $T$ is extremely straightforward in this particular model: the position $x_i$ of particle number $i$ is the rightmost point for which $T(t, x_i) = i/N$ holds (In more subtle models such as QCD, one would have to invert a relation like Eq. (31)). The positions of the obtained particles are shown with crosses in Fig. 4. We then evolve these additional particles together with the $\bar{n}$ forward particles using the full stochastic rule. Simultaneously, we evolve $T$ deterministically for all $x$, but we cut the result at $x_m$ defined as the position in the front for which $T(t + \Delta t, x_m) = \bar{n}/N$. Indeed, only for $T > \bar{n}/N$ do we trust the mean-field approximation $(T(t + \Delta t, x)|T(t, x)) = T(t + \Delta t, x)$. In turn, we only keep the forward particles that have positions larger than $x_m$. Finally, the matching of the forward and backward parts of the front is done by requiring that $T$ be a decreasing function of $x$. In the case in which there is a number of particles larger than $\bar{n}$ produced ahead of $x_m$, then $T$ computed from the forward particles is larger than $\bar{n}/N$ at $x_m$: We choose to continue $T(t + \Delta t, x_m)$ for $x < x_m$ until the point at which $T(t + \Delta t, x) = T(t + \Delta t, x_m)$. Note that with this prescription for the matching, the particle distribution in the forward part of the front is exact at all times, but the number of particles in the backward part is slightly overestimated on the average. Other prescriptions may have been chosen: They would lead to similar quantitative results. One particular realization of the resulting front is shown in Fig. 5.

We turn to the discussion of the numerical results for the mixed method. Recall that the factorization scale $\bar{n}$ has to be at the same time larger than 1 in such a way that mean field evolution starting from $\bar{n}$ can be justified, and much smaller than $N$ so that nonlinear effects may be neglected. We choose $\bar{n} = 10$ and $\bar{n} = 100$. This means that the minimum value of $N$ for which we may solve the model using our method is of the order of 100 for $\bar{n} = 10$ and 1000 for $\bar{n} = 100$. We follow exactly the same procedure as in the fully stochastic case: We evolve

---

FIG. 3: Diffusion coefficient of the front $D$ versus $N$. Same legend as in Fig. 2.

FIG. 4: One realization of the front for $N = 100$ evolved using the mixed method with a factorization scale $\bar{n} = 10$. Below $x_m$, the front is represented by $T$ evolved deterministically. For $x > x_m$, the position of each particle is recorded and evolved using the exact stochastic rules.

FIG. 5: One realization of the evolution of the front of Fig. 4 (reproduced here in dashes) over the time interval $\Delta t$. The backward part is evolved through Eq. (26) (full line). The crosses mark the positions of the particles that are used as an input for the stochastic evolution of the forward tail (they include the particles represented in Fig. 2 whose positions are tracked exactly, and additional particles generated from $T$). The circles denote the particles that are kept at time $t + \Delta t$: most of them were already present at $t$, and two of them have been produced stochastically. The forward part of $T$ at time $t + \Delta t$ is represented in short dashes.

\[ D = \frac{\langle (\Delta x)^2 \rangle}{\langle x \rangle^2} \]

\[ n/N \]
mixed models with factorization scales \( \bar{n} \) are computed in the full stochastic model and in the two parts of the dense region, which has indeed the effect of increasing the front velocity. It may well be that for different models which do not have the requirement that \( T \) be a decreasing function of \( x \), like QCD, the agreement would even be better.

The diffusion coefficient \( D \) of the front is given in Table I and displayed in Fig. 3. We also plot the theoretical formula (28), to guide the eye. The numerical data seem to agree well with the asymptotic theoretical estimate (28), but this must be accidental since for the considered values of \( N \), corrections are expected to be huge. The diffusion coefficient is a quantity that is much more difficult to measure numerically than the velocity, since it requires more statistics. Our error bars are still of the order of 5 to 10%. We see however that the full stochastic model is very well reproduced, within errors, by the mixed model with \( \bar{n} = 100 \). For \( \bar{n} = 10 \) instead, we notice that the fluctuations seem to be globally underestimated by up to 30% (see Tab. I). But this should be expected since our method consists in replacing part of the stochastic evolution by a mean field approximation.

| \( N \) stochastic | \( \bar{n} = 10 \) | \( \bar{n} = 100 \) |
|---------------------|----------------|----------------|
| \( V \) \( 10^2 \) | 1.8937(3) | 1.9173(5) |
| \( 10^3 \) | 1.9824(2) | 1.9910(2) | 1.9838(4) |
| \( 10^4 \) | 2.0176(2) | 2.0202(3) | 2.0173(3) |
| \( 10^5 \) | 2.0348(2) | 2.0345(2) | 2.0331(2) |

TABLE I: Numerical results for the one-dimensional toy model. The velocity \( V \) and the diffusion coefficient \( D \) of the front are computed in the full stochastic model and in the two mixed models with factorization scales \( \bar{n} = 10 \) and \( \bar{n} = 100 \) respectively, for four different values of \( N \).

IV. OUTLOOK FOR QCD

We have worked on specific toy models of noisy evolution of the FKPP type. We have proposed that, on an event-by-event basis, their evolution may be factorized into a linear stochastic part and a nonlinear deterministic part. We have shown on a zero-dimensional model that writing down this factorization leads to a straightforward computation of the average number of particles at leading order in \( t/N \), without having to go through the resummation of a divergent series like in more standard approaches [17, 18, 19].

We have conjectured that such a factorization is also valid for one-dimensional models. In fact, this factorization had already been implicitly assumed in previous works in statistical physics, essentially for the purpose of performing numerical calculations for very large values of \( N \) [2, 24, 26]. In Ref. 16, it was even used to obtain analytical results for the front position, but only exponentially large values of \( N \) were attainable. We have shown here that this factorization may be extended (in practice numerically) to lower values of \( N \), of the order of 100 or 1000. The only condition is the existence of a mesoscopic scale of particle numbers \( \bar{n} \) such that \( 1 \ll \bar{n} \ll N \). We have tested the factorization in a model that we could also solve numerically, and have shown that it reproduces quite well the exact solution even for values of \( N \) as low as 100.

Of course, the dense-dilute factorization would be of no interest for numerical calculations at low values of \( N \) in cases in which the complete underlying stochastic model were known – systems with 100 or 1000 particles may often be simulated quite easily. However, as we have recalled in the introduction, the exact formulation of high energy QCD as a stochastic process (if it exists) has not been found yet. Instead, we have a probabilistic rule for the evolution of the dipole number \( n \) valid in the dilute regime of small amplitudes (see Eq. (5)), which has already been implemented numerically by Salam [18] (see also [27]), and a mean-field equation for evolving the amplitude \( T \) in the dense regime (the Balitsky-Kovchegov equation [4, 5], see Eq. (7)). In our toy model, the latter is equivalent to Eq. (20) and the former is like the evolution rule for our system of particles. In addition, the relationship between \( n \) and \( T \) in the dilute regime is needed: it is provided by Eq. (9) in QCD, and has its equivalent (Eq. (25)) in the toy model of the previous section. Consequently, the factorization proposed here should be very well suited for numerical computations of QCD scattering amplitudes at high energy: One should combine Salam’s dipole Monte-Carlo and a solution of the Balitsky-Kovchegov equation, in a way similar to what we have done here for the one-dimensional toy model. The details will be worked out in another publication [28].

Extrapolating the results of our toy model study, we can expect to get reliable results for models in which the typical allowed number of particles \( N \) is larger than
100. This corresponds to $\alpha_s < 0.1$ in QCD, which is not far from the experimentally accessible window. Hence the factorization procedure outlined here may be a good starting point for a realistic numerical investigation of QCD amplitudes near the unitarity limit. Anyway, it is probably the best one could achieve without finding a realization of nonlinear saturation effects in the dipole model. Needless to say, the toy model that we have studied here was tuned to make our factorization procedure as easy as possible to handle numerically. The many complications of QCD will make the implementation of this factorization a challenging issue.

At a more theoretical level, what our study suggests is that universal features show up already for quite low values of $N$. This leaves us with the hope that the asymptotic analytical calculations of Ref. [16] could be extended to a wider range in $N$.

Finally, we wish to comment on a recent proposal on how to address numerically the problem of QCD evolution at very high energies beyond the mean-field BK limit. In Ref. [29], the idea that fluctuations could be obtained by solving a classical equation and then averaging over an ensemble of initial conditions was suggested, and was implemented numerically subsequently in Ref. [30]. We note that the philosophy of this proposal is orthogonal to the one developed here: In our view, fluctuations in the saturation scale are due to intrinsic noise related to the discreteness of the number of partons, as is natural in reaction-diffusion processes. We do not think that the approach of Refs. [29, 30] would work for reaction-diffusion at very large times (i.e. asymptotic energies): For example, a universal distinctive feature of such processes is that the dispersion of the front positions (i.e. saturation scales) between different realizations (i.e. events) scales like $\sqrt{N}$, which cannot be reproduced in the approach of Refs. [29, 30]. Since our numerical method relies on the conjecture that QCD evolution is in the same universality class as reaction-diffusion processes, the two approaches would not lead to the same results for QCD observables (see Ref. [30]). However, since the statement that there is a correspondence between QCD and reaction-diffusion is still a conjecture, one has to keep open to other possibilities.
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