We associate a diagrammatic monoidal category $\text{Heis}_k(A; z, t)$, which we call the quantum Frobenius Heisenberg category, to a symmetric Frobenius superalgebra $A$, a central charge $k \in \mathbb{Z}$, and invertible parameters $z, t$ in some ground ring $k$. When $A$ is trivial, i.e. it equals the ground ring, these categories recover the quantum Heisenberg categories introduced in our previous work, and when the central charge $k$ is zero they yield generalizations of the affine HOMFLY-PT skein category. By exploiting some natural categorical actions of $\text{Heis}_k(A; z, t)$ on generalized cyclotomic quotients, we prove a basis theorem for morphism spaces.

1. Introduction

Fix a commutative ground ring $k$ and parameters $z, t \in k^\times$. In this paper, to any central charge $k \in \mathbb{Z}$ and symmetric Frobenius superalgebra $A$, we associate a monoidal supercategory $\text{Heis}_k(A; z, t)$, which we call the quantum Frobenius Heisenberg category. The case $A = k$ recovers the quantum Heisenberg categories $\text{Heis}_k(z, t)$ of [BSW20b], which extend the $q$-deformed Heisenberg category introduced in [LS13]. In all other cases, the categories are new. In this way, the current paper can be viewed as a generalization of all of these earlier treatments of quantum Heisenberg categories. Indeed, in [BSW20b] the proofs of many diagrammatic lemmas were omitted, deferring them to the current paper, which gives these proofs in the more general setting. Quantum Frobenius Heisenberg categories can also be viewed as quantum analogues of the Frobenius Heisenberg categories introduced in [RS17, Sav19] and further developed in [BSW20a]. In turn, these were generalizations of the Heisenberg categories of [MS18, Bru18], which were based on the original construction of [Kho14].

Following the approach of [BSW20b], we give three equivalent definitions of $\text{Heis}_k(A; z, t)$. All three take as their starting point the quantum affine wreath product category $\mathcal{AW}(A; z)$, whose morphism spaces are the quantum affine wreath product algebras introduced in [RS20b]; see Section 2. The next step is to adjoin a right dual $\downarrow$ to the generating object $\uparrow$ of $\mathcal{AW}(A; z)$. This involves adding right cups and caps satisfying zigzag relations. In the first two approaches, described in Sections 3 and 4, the final step is to require that a certain morphism in the additive envelope is invertible, and then impose one more relation on certain bubbles. The only difference between these two definitions is that the morphism to be inverted involves different crossings (positive or negative). The third definition of $\text{Heis}_k(A; z, t)$, given in Section 5, is the most explicit. Here we adjoin additional generating morphisms, the left cups and caps, subject to further relations which are often useful in practice. The proof that all three approaches yield isomorphic categories involves a systematic “unpacking” of the inversion relations.

The categories $\text{Heis}_k(A; z, t)$ have many desirable properties, analogous to those of the other Heisenberg categories mentioned above. For example, they are strictly pivotal, and we have curl relations, bubble slide
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relations, and infinite Grassmannian relations. When \( k \neq 0 \), they act naturally on categories of modules for quantum cyclotomic wreath product algebras, a fact which is easiest to see in the inversion relation approach of the first two definitions of \( \mathcal{H}_{\text{Heis}}(A; z, t) \); see Section 6. We also prove a basis theorem (Theorem 9.2) for the morphisms spaces in \( \mathcal{H}_{\text{Heis}}(A; z, t) \). Following the methods of \([\text{BSW}18, \text{BSW}20b, \text{BSW}20a]\), our proof of this basis theorem uses a categorical comultiplication (see Section 7) to construct a sufficiently large module category starting from the actions on modules over the cyclotomic wreath product algebras for generic parameters. We also introduce certain generalized cyclotomic quotients; see Section 8.

The central charge zero quantum Heisenberg category \( \mathcal{H}_{\text{Heis}}(z, t) \) from \([\text{BSW}20b]\) is the affine HOMFLY-PT skein category from \([\text{Bru}17, \S 4]\). Omitting the dot generator, we obtain the HOMFLY-PT skein category, which is the ribbon category underpinning the definition of the HOMFLY-PT invariant of an oriented link. The central charge zero quantum Frobenius Heisenberg category \( \mathcal{H}_{\text{Heis}}(A; z, t) \) yields a Frobenius algebra analog of the affine HOMFLY-PT skein category. By analogy with the \( A = \mathbb{k} \) case, we expect that \( \mathcal{H}_{\text{Heis}}(A; z, t) \) should act on categories of modules for some natural Frobenius algebra analogue of the quantized enveloping algebra \( U_q(g) \). On omitting the dot generator from \( \mathcal{H}_{\text{Heis}}(A; z, t) \), we obtain the Frobenius HOMFLY-PT skein category, from which one can define a Frobenius algebra analogue of the HOMFLY-PT link invariant.

The name Heisenberg category comes from Khovanov’s original conjecture that his Heisenberg category categorifies a central reduction of the infinite rank Heisenberg algebra. This conjecture was proved in \([\text{BSW}18, \text{Th. 1.1}]\) and then extended in \([\text{BSW}20a, \text{Th. 10.5}]\) to show that the Grothendieck ring of the Frobenius Heisenberg category is isomorphic to a lattice Heisenberg algebra associated to the Frobenius algebra \( A \). We expect that the Grothendieck ring of the quantum Frobenius Heisenberg category is also isomorphic to this lattice Heisenberg algebra. The obstruction to proving this conjecture, present even in the \( A = \mathbb{k} \) case, is that we do not know how to compute the split Grothendieck group of the quantum affine wreath product algebra.

There is an alternative framework for decategorification using trace (or zeroth Hochschild homology) in place of the Grothendieck ring. In \([\text{CLLS}^*18]\), the trace of the \( q \)-deformed Heisenberg category of \([\text{LS}13]\) was related to the elliptic Hall algebra. It is thus natural to expect that the trace of \( \mathcal{H}_{\text{Heis}}(A; z, t) \) should be related to a Frobenius algebra generalization of the elliptic Hall algebra. This would be the quantum analogue of the situation for Frobenius Heisenberg categories, where a computation of the trace in \([\text{RS}20a]\) suggested a Frobenius algebra generalization of the \( \mathbb{W} \)-algebra \( \mathbb{W}_{1+\infty} \), extending results from \([\text{CLLS}18]\).

2. The quantum affine wreath product category

A fundamental ingredient in the definition of the quantum Frobenius Heisenberg category is the quantum affine wreath product algebra introduced in \([\text{RS}20b]\). In this section we recall the definition of this algebra, together with a few key results needed in the current paper. We then switch our point of view to monoidal categories, introducing categories whose endomorphism spaces are quantum affine wreath product algebras.

Monoidal supercategories. We fix a commutative ground ring \( \mathbb{k} \). All vector spaces, algebras, categories, and functors will be assumed to be linear over \( \mathbb{k} \) unless otherwise specified. Unadorned tensor products denote tensor products over \( \mathbb{k} \). Almost everything in the paper will be enriched over the category \( \text{SVec} \) of vector superspaces with parity-preserving morphisms. We write \( \bar{v} \) for the parity of a homogeneous vector \( v \) in a vector superspace. When we write formulæ involving parities, we assume the elements in question are homogeneous; we then extend by linearity.

For superalgebras \( A = A_0 \oplus A_1 \) and \( B = B_0 \oplus B_1 \), multiplication in the superalgebra \( A \otimes B \) is defined by

\[
(a' \otimes b)(a \otimes b') = (-1)^{ab} a' a \otimes b b' \tag{2.1}
\]
for homogeneous $a, a' \in A, b, b' \in B$. The opposite superalgebra $A^{\text{op}}$ is a copy $\{a^{\text{op}} : a \in A\}$ of the vector superspace $A$ with multiplication defined from

\begin{equation}
(2.2) \quad a^{\text{op}} b^{\text{op}} := (-1)^{\bar{\delta}(ab)} (ba)^{\text{op}}.
\end{equation}

The center of $A$ is the subalgebra

\begin{equation}
(2.3) \quad Z(A) := \text{Span}_\mathbb{k}\{a \in A \text{ homogeneous} : ab = (-1)^{\bar{\delta}b} ba \text{ for all } b \in A\}
\end{equation}

The cocenter $C(A)$, which, in general, is merely a vector superspace not an superalgebra, is

\begin{equation}
(2.4) \quad C(A) := A/\text{Span}_\mathbb{k}\{ab - (-1)^{\bar{\delta}b} ba : a, b \in A \text{ homogeneous}\}
\end{equation}

Throughout this paper we will work with strict monoidal supercategories, in the sense of [BE17]. We refer the reader to [BSW20a, §2] for a summary of this topic well adapted to the current work, or to [BE17] for a thorough treatment. We summarize here a few crucial properties that play an important role in the present paper.

A supercategory means a category enriched in $SVec$. Thus, its morphism spaces are vector superspaces and composition is parity-preserving. A superfunctor between supercategories induces a parity-preserving linear map between morphism superspaces. For superfunctors $F, G : \mathcal{A} \to \mathcal{B}$, a supernatural transformation $\alpha : F \Rightarrow G$ of parity $r \in \mathbb{Z}/2$ is the data of morphisms $\alpha_X : \text{Hom}_\mathbb{k}(FX, GX)_r$ for each $X \in \mathcal{A}$ such that $Gf \circ \alpha_X = (-1)^{rf} \alpha_Y \circ Ff$ for each homogeneous $f \in \text{Hom}_\mathbb{k}(X, Y)$. Note when $r$ is odd that $\alpha$ is not a natural transformation in the usual sense due to the sign. A supernatural transformation $\alpha : F \Rightarrow G$ is of the form $\alpha = \alpha_0 + \alpha_1$, with each $\alpha_r$ being a supernatural transformation of parity $r$.

In a strict monoidal supercategory, morphisms satisfy the super interchange law:

\begin{equation}
(2.5) \quad (f' \otimes g) \circ (f \otimes g') = (-1)^{\bar{\delta}g}(f' \circ f) \otimes (g \circ g').
\end{equation}

We denote the unit object by $1$ and the identity morphism of an object $X$ by $1_X$. We will use the usual calculus of string diagrams, representing the horizontal composition $f \otimes g$ (resp. vertical composition $f \circ g$) of morphisms $f$ and $g$ diagrammatically by drawing $f$ to the left of $g$ (resp. drawing $f$ above $g$). Care is needed with horizontal levels in such diagrams due to the signs arising from the super interchange law:

\begin{equation}
(2.6) \quad \begin{array}{c}
\begin{array}{c}
\otimes \end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\otimes \end{array}
\end{array} = (-1)^{\bar{\delta}g} \begin{array}{c}
\begin{array}{c}
\otimes \end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
\otimes \end{array}
\end{array}.
\end{array}
\end{equation}

If $\mathcal{A}$ is a supercategory, the category $S\text{End}_{\mathbb{k}}(\mathcal{A})$ of superfunctors $\mathcal{A} \to \mathcal{A}$ and supernatural transformations is a strict monoidal supercategory. A module supercategory over a strict monoidal supercategory $\mathcal{C}$ is a supercategory $\mathcal{A}$ together with a monoidal superfunctor $C : \mathcal{C} \to S\text{End}_{\mathbb{k}}(\mathcal{A})$.

If $R$ is a superalgebra, we let smod-$R$ denote the supercategory of right $R$-supermodules and let psmod-$R$ denote the supercategory of finitely-generated projective right $R$-supermodules.

**Quantum affine wreath product algebras.** Fix $z \in \mathbb{k}^\times$. (In fact, we do not need the assumption that $z$ is invertible until we introduce quantum Frobenius Heisenberg categories in Section 3, but we make this assumption from the beginning to be uniform.) Let $A$ be a symmetric Frobenius superalgebra with even trace map $\text{tr} : A \to \mathbb{k}$. Thus

\begin{equation}
\text{tr}(ab) = (-1)^{\bar{\delta}b} \text{tr}(ba), \quad a, b \in A.
\end{equation}

The definition of Frobenius superalgebra gives that $A$ possesses a homogeneous basis $B_A$ and a left dual basis $\{b^\vee : b \in B_A\}$ such that

\begin{equation}
(2.7) \quad \text{tr}(b^\vee c) = \delta_{b,c}, \quad b, c \in B_A.
\end{equation}

It follows that, for all $a \in A$, we have

\begin{equation}
(2.8) \quad a = \sum_{b \in B_A} \text{tr}(b^\vee a)b = \sum_{b \in B_A} \text{tr}(ab)b^\vee,
\end{equation}

\begin{equation}
(2.9) \quad \text{tr}(ab) = \sum_{b \in B_A} \text{tr}(b^\vee a)b = \sum_{b \in B_A} \text{tr}(ab)b^\vee.
\end{equation}
which is well-defined independent of the choice of the basis $\sigma$.

**Definition 2.1** ([RS20b, Def. 2.1]). For any homogeneous $a \in A$, we define

$$a^i := (-1)^{\delta_i} z b a^\vee = \sum_{b \in B_A} (-1)^{\delta_i} b a b^\vee,$$

which is well-defined independent of the choice of the basis $B_A$.

**Definition 2.2** ([RS20b, Def. 2.5]). For $n \in \mathbb{N}$, $n \geq 2$, the quantum wreath product algebra (or Frobenius Hecke algebra) $W_n(A; z)$ is the free product $A^\otimes n \ast \langle \sigma_i : 1 \leq i \leq n - 1 \rangle$ of the superalgebra $A^\otimes n$ and the free associative superalgebra with even generators $\sigma_1, \ldots, \sigma_{n-1}$, modulo the relations

$$\sigma_i \sigma_j = \sigma_j \sigma_i, \quad 1 \leq i, j \leq n - 1, |i - j| > 1,$$

$$\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}, \quad 1 \leq i \leq n - 2,$$

$$\sigma_i^2 = z \tau_i \sigma_i + 1, \quad 1 \leq i \leq n - 1,$$

$$\sigma_i a = s_i(a) \sigma_i, \quad a \in A^\otimes n, 1 \leq i \leq n - 1,$$

where

$$\tau_i := 1^\otimes(n-i-1) b \otimes b^\vee \otimes 1^\otimes(i-1), \quad 1 \leq i, j \leq n - 1,$$

and $s_i(a)$ denotes the action of the simple transposition $s_i$ on $a$ by superpermutation of the factors:

$$s_i(a_n \otimes \cdots \otimes a_1) = (-1)^{\delta_i} a_n \otimes \cdots \otimes a_{i+2} \otimes a_i \otimes a_{i+1} \otimes a_{i-1} \otimes \cdots \otimes a_1.$$

We define

$$a^{(i)} := 1^\otimes(n-i) \otimes a \otimes 1^\otimes(i-1), \quad a \in A, \ 1 \leq i \leq n.$$

Note that here, and throughout the paper, we number factors in the tensor product from right to left. It is straightforward to verify that $\tau_i$ does not depend on the choice of basis $B_A$. We adopt the conventions that $W_1(A; z) := A$ and $W_0(A; z) := \mathbb{k}$.

**Definition 2.2** ([RS20b, Def. 2.5]). For $n \in \mathbb{N}$, $n \geq 1$, we define the quantum affine wreath product algebra (or affine Frobenius Hecke algebra) $AW_n(A; z)$ to be the free product $\mathbb{k}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \ast W_n(A; z)$ of the Laurent polynomial algebra viewed as a superalgebra with all $x_i$ being even and the superalgebra $W_n(a; z)$ from Definition 2.1, modulo the relations

$$\sigma_i x_j = x_j \sigma_i, \quad 1 \leq i \leq n - 1, 1 \leq j \leq n, \ j \neq i, i + 1,$$

$$\sigma_i x_i \sigma_i = x_{i+1}, \quad 1 \leq i \leq n - 1,$$

$$x_i a = a x_i, \quad 1 \leq i \leq n, a \in A^\otimes n.$$

We adopt the convention that $\text{AW}_0(A; z) := \mathbb{k}$. 
Remark 2.3. When $A = k = \mathbb{C}(q)$ and $z = q - q^{-1}$, then $W_n(A; z)$ (resp. $AW_n(A; z)$) is the Iwahori–Hecke algebra (resp. affine Hecke algebra) of type $A_{n-1}$. More generally, let $C_d$ be a cyclic group of order $d$. If $k = \mathbb{C}(q)$, $z = (q - q^{-1})/d$, and $A = kC_d$, with trace map given by projection onto the identity element of the group, then $W_n(kC_d; z)$ (resp. $AW_n(kC_d; z)$) is the Yokonuma–Hecke algebra (resp. affine Yokonuma–Hecke algebra) from [CPd14].

Remark 2.4. The opposite superalgebra $A^\text{op}$ is again a symmetric Frobenius superalgebra, with the trace map being the same underlying linear map as for $A$. It follows that the elements $\tau_i$ in $W_n(A^\text{op})$ or $AW_n(A^\text{op})$ are given by the exactly the same formula (2.16) as for $W_n(A)$ or $AW_n(A)$.

The quantum wreath product category. Define the quantum wreath product category $\mathcal{W}(A; z)$ to be the strict $k$-linear monoidal supercategory generated by one object $\uparrow$ and morphisms

\begin{equation}
\begin{aligned}
\begin{tikzpicture}
\end{tikzpicture}, \begin{tikzpicture}
\end{tikzpicture} : \uparrow \otimes \uparrow \rightarrow \uparrow \otimes \uparrow, \quad \uparrow a : \uparrow \rightarrow \uparrow, \quad a \in A,
\end{aligned}
\end{equation}

where the crossings are even and the parity of the morphism $\uparrow a$ is the same as the parity of $a$. We refer to the generators above as a positive crossing, a negative crossing, and a token, respectively. The relations are as follows:

\begin{equation}
\begin{aligned}
\begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \lambda a + \mu b = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad a, b \in A, \quad \lambda, \mu \in k,
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
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\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture},
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}.
\end{aligned}
\end{equation}

Of course (2.24) should be interpreted using the usual summation convention; we call it the Frobenius skein relation. The relations (2.22) imply that the map $A \rightarrow \text{End}_{\mathcal{W}(A; z)}(\uparrow)$, $a \mapsto \uparrow a$, is a superalgebra homomorphism. Using (2.6) and (2.23), it also follows that

\begin{equation}
\begin{aligned}
\begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = (-1)^{\bar{a}\bar{b}} \begin{tikzpicture}
\end{tikzpicture}.
\end{aligned}
\end{equation}

We introduce the teleporters

\begin{equation}
\begin{aligned}
\begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}.
\end{aligned}
\end{equation}

We do not insist that the tokens in a teleporter are drawn at the same horizontal level, the convention when this is not the case being that $b\uparrow$ is on the higher of the tokens and $b\downarrow$ is on the lower one. We will also draw teleporters in larger diagrams. When doing so, we add a sign of $(-1)^y$ in front of the $b\downarrow$ summand in (2.26), where $y$ is the sum of the parities of all morphisms in the diagram vertically between the tokens labeled $b\uparrow$ and $b\downarrow$. For example,

\begin{equation}
\begin{aligned}
\begin{tikzpicture}
\end{tikzpicture} = (-1)^{\bar{a}\bar{c}\bar{b}} z \begin{tikzpicture}
\end{tikzpicture}.
\end{aligned}
\end{equation}

This convention ensures that one can slide the endpoints of teleporters along strands:

\begin{equation}
\begin{aligned}
\begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}, \quad \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}.
\end{aligned}
\end{equation}

Using teleporters, the Frobenius skein relation (2.24) can be written as

\begin{equation}
\begin{aligned}
\begin{tikzpicture}
\end{tikzpicture} - \begin{tikzpicture}
\end{tikzpicture} = \begin{tikzpicture}
\end{tikzpicture}.
\end{aligned}
\end{equation}
It follows from (2.9) that tokens can “teleport” across teleporters (justifying the terminology) in the sense that, for \( a \in A \), we have
\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture},
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture},
\end{align*}
\] where the strings can occur anywhere in a diagram (i.e. they do not need to be adjacent). The endpoints of teleporters slide through crossings and they can teleport too. For example we have
\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture},
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture}.
\end{align*}
\] For more discussion of teleporters, see [BSW20a, §4], which already adopted all of these conventions.

The objects of \( \mathcal{W}(A; z) \) are \( \{\uparrow^m: n \in \mathbb{N}\} \). There are no nonzero morphisms \( \uparrow^m \rightarrow \uparrow^n \) for \( m \neq n \). Furthermore, we have an isomorphism of superalgebras
\[
\mathcal{W}_n(A; z) \cong \operatorname{End}_{\mathcal{W}(A; z)}(\uparrow^n),
\] sending \( a^{(i)}, a \in A \), to a token labelled \( a \) on the \( i \)-th strand and \( \sigma_i \) to a positive crossing of the \( i \)-th and \( (i + 1) \)-st strands. Here and throughout the paper, we number strings from right to left.

**The quantum affine wreath product category.** We define the *quantum affine wreath product category* \( \mathcal{AW}(A; z) \) to be the strict \( k \)-linear monoidal supercategory obtained by adjoining to \( \mathcal{W}(A; z) \) an additional invertible even morphism
\[
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( \uparrow \)};
\end{tikzpicture} \rightarrow \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( \uparrow \)};
\end{tikzpicture}
\] and imposing the additional relations
\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture},
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture},
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( a \)};
\end{tikzpicture}, \quad a \in A.
\end{align*}
\] Note that, in fact, one only needs to impose one of the first two relations in (2.30); the other then follows by composing on the top and bottom by the appropriate crossings. It also follows that endpoints of teleporters pass through dots:
\[
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( \uparrow \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( \uparrow \)};
\end{tikzpicture}.
\] The objects of \( \mathcal{AW}(A; z) \) are \( \{\uparrow^m: n \in \mathbb{N}\} \). There are no nonzero morphisms \( \uparrow^m \rightarrow \uparrow^n \) for \( m \neq n \). Furthermore, we have an isomorphism of superalgebras
\[
\mathcal{AW}_n(A; z) \cong \operatorname{End}_{\mathcal{AW}(A; z)}(\uparrow^n),
\] sending \( a^{(i)}, a \in A \), to a token labeled \( a \) on the \( i \)-th strand, \( x_i \) to a dot on the \( i \)-th strand, and \( \sigma_i \) to a positive crossing of the \( i \)-th and \( (i + 1) \)-st strands.

**Remark 2.5.** Throughout this paper, we assume that the Frobenius superalgebra \( A \) is symmetric for simplicity of exposition. We expect that all the results can be extended to the case where \( A \) is a general Frobenius superalgebra. In this setup, the Nakayama automorphism \( \psi \) will appear in some of the relations. For example, the last relation in (2.30) becomes
\[
\begin{align*}
\begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( \uparrow \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( \uparrow \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( \uparrow \)};
\end{tikzpicture} = \begin{tikzpicture}[baseline={([yshift=-.5ex]current bounding box.center)},scale=0.6]
\draw[stealth-] (0,0) -- (1,1) node[above] {\( \uparrow \)};
\end{tikzpicture}, \quad a \in A.
\end{align*}
\] and one must also apply a power of \( \psi \) to tokens as they travel over the left caps and cups to be introduced below. We refer the reader to [Sav19] for a treatment of Frobenius Heisenberg categories in this level of generality. The main case of interest that our assumption on \( A \) excludes is the Clifford superalgebra, where the
quantum affine wreath product algebra would correspond to the affine Hecke–Clifford superalgebra. However, this case is more naturally treated by considering an odd affinization of the quantum wreath product algebra and the resulting Heisenberg category. We hope to explore this in future work.

3. First approach

In this section we give our first definition of the quantum Frobenius Heisenberg category \( \textbf{Heis}_k(A; z, t) \). We will give two more, equivalent definitions in Sections 4 and 5.

We begin by adjoining a right dual \( \downarrow \) to the object \( \uparrow \). Thus we have additional generating morphisms
\[
\uparrow: \mathbb{1} \to \downarrow \otimes \uparrow \quad \text{and} \quad \cap: \uparrow \otimes \downarrow \to \mathbb{1}
\]
subject to the right adjunction relations
\[
(3.1) \quad \cap \uparrow = \uparrow, \quad \cap \downarrow = \downarrow.
\]

We define the downward dots and tokens
\[
(3.2) \quad \downarrow := \int \downarrow, \quad \vec{a} := \vec{a} \downarrow, \quad a \in A.
\]

Using (3.1), we immediately have that
\[
(3.3) \quad A^{\text{op}} \to \text{End}(\downarrow), \quad a^{\text{op}} \mapsto \vec{a},
\]
is a homomorphism of superalgebras, i.e.
\[
(3.4) \quad a^{\text{op}} b = (-1)^{\bar{a} \bar{b}} b a^{\text{op}}, \quad a, b \in A,
\]

We introduce teleporters on downward strings as in (2.26) (with the orientation of strings reversed); see Remark 2.4. Tokens teleport across these new downward teleporters in just the same way as in (2.28). We may also draw teleporters with endpoints on oppositely oriented strings, interpreting them as usual by putting the label \( b \) on the higher of the tokens and \( b^\vee \) on the lower one, summing over all \( b \in B_A \). The way that dots teleport across these is slightly different; for example, we have that
\[
\begin{align*}
\vec{a} & = \vec{a}, \\
\vec{a} & = \vec{a}.
\end{align*}
\]

We define the positive and negative right crossings by
\[
(3.5) \quad \times_a := \int \times_a, \quad \times_a := \int \times_a.
\]

We then define positive and negative downwards crossings by
\[
(3.6) \quad \times_a := \int \times_a, \quad \times_a := \int \times_a.
\]

It follows that the rightwards and downwards Frobenius skein relations hold:
\[
(3.7) \quad \times_a - \times_a = \int, \quad (3.8) \quad \times_a - \times_a = \mathbb{1}.
\]

In addition, for all \( a \in A \), we have
\[
(3.9) \quad \downarrow \uparrow = \mathbb{1}, \quad \downarrow \downarrow = \mathbb{1}, \quad \vec{a} \uparrow = \vec{a}, \quad a \downarrow = \downarrow a.
\]
(3.10) \quad \uparrow = \mathbb{1}, \quad \uparrow = \mathbb{1}, \quad \uparrow = \mathbb{1}, \quad \uparrow = \mathbb{1},
\]
\[
(3.11) \quad \times_a = \times_a, \quad \times_a = \times_a, \quad \times_a = \times_a, \quad \times_a = \times_a.
\]
Furthermore, attaching right caps to the top and right cups to the bottom of the relations \((2.23)\), \((2.25)\), and \((2.30)\) gives the following relations for all \(a \in A\):

\[
(3.12) \quad \begin{align*}
\begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4} \\
\text{Diagram 5}
\end{array}
= \begin{array}{c}
\text{Diagram 6} \\
\text{Diagram 7} \\
\text{Diagram 8} \\
\text{Diagram 9} \\
\text{Diagram 10}
\end{array},
\end{align*}
\]

\[
(3.13) \quad \begin{align*}
\begin{array}{c}
\text{Diagram 11} \\
\text{Diagram 12} \\
\text{Diagram 13} \\
\text{Diagram 14} \\
\text{Diagram 15}
\end{array}
= \begin{array}{c}
\text{Diagram 16} \\
\text{Diagram 17} \\
\text{Diagram 18} \\
\text{Diagram 19} \\
\text{Diagram 20}
\end{array},
\end{align*}
\]

\[
(3.14) \quad \begin{align*}
\begin{array}{c}
\text{Diagram 21} \\
\text{Diagram 22} \\
\text{Diagram 23} \\
\text{Diagram 24} \\
\text{Diagram 25}
\end{array}
= \begin{array}{c}
\text{Diagram 26} \\
\text{Diagram 27} \\
\text{Diagram 28} \\
\text{Diagram 29} \\
\text{Diagram 30}
\end{array},
\end{align*}
\]

\[
(3.15) \quad \begin{align*}
\begin{array}{c}
\text{Diagram 31} \\
\text{Diagram 32} \\
\text{Diagram 33} \\
\text{Diagram 34} \\
\text{Diagram 35}
\end{array}
= \begin{array}{c}
\text{Diagram 36} \\
\text{Diagram 37} \\
\text{Diagram 38} \\
\text{Diagram 39} \\
\text{Diagram 40}
\end{array},
\end{align*}
\]

\[
(3.16) \quad \begin{align*}
\begin{array}{c}
\text{Diagram 41} \\
\text{Diagram 42} \\
\text{Diagram 43} \\
\text{Diagram 44} \\
\text{Diagram 45}
\end{array}
= \begin{array}{c}
\text{Diagram 46} \\
\text{Diagram 47} \\
\text{Diagram 48} \\
\text{Diagram 49} \\
\text{Diagram 50}
\end{array}.
\end{align*}
\]

For \(n \in \mathbb{Z}\), we let \(\uparrow^n\) denote the composition of \(n\) dots if \(n \geq 0\) and the composition of \(|n|\) inverse dots if \(n < 0\).

**Lemma 3.1.** The following relations hold for \(n \in \mathbb{Z}\):

\[
(3.17) \quad \begin{align*}
\begin{array}{c}
\text{Diagram 51} \\
\text{Diagram 52} \\
\text{Diagram 53} \\
\text{Diagram 54} \\
\text{Diagram 55}
\end{array}
= \begin{array}{c}
\text{Diagram 56} \\
\text{Diagram 57} \\
\text{Diagram 58} \\
\text{Diagram 59} \\
\text{Diagram 60}
\end{array},
\end{align*}
\]

\[
(3.18) \quad \begin{align*}
\begin{array}{c}
\text{Diagram 61} \\
\text{Diagram 62} \\
\text{Diagram 63} \\
\text{Diagram 64} \\
\text{Diagram 65}
\end{array}
= \begin{array}{c}
\text{Diagram 66} \\
\text{Diagram 67} \\
\text{Diagram 68} \\
\text{Diagram 69} \\
\text{Diagram 70}
\end{array}.
\end{align*}
\]

**Proof.** For \(n \geq 0\), this follows from repeated application of \((2.27)\) and \((2.30)\). The cases for \(n < 0\) then follow from the \(n > 0\) cases by composing on the top and bottom with an appropriate number of negative dots. \(\Box\)

Using \((3.15)\), we have rightwards and downwards analogues of Lemma 3.1. Similarly, after proving the leftwards dot slide relation \((4.5)\) below, we also have a leftwards analogue. In what follows, we will simply refer to these rotated relations using the equation numbers of Lemma 3.1.

Now we fix the index set

\[
J := \{\star\} \cup \{(r, b) : 0 \leq r \leq | - k | - 1, \ b \in B_A\}
\]

and we fix a total order on this set such that \(\star < (r, b)\) for all \(r, b\). We can then naturally speak of \(1 \times J, J \times 1,\) and \(J \times J\) matrices.

**Definition 3.2.** The *quantum Frobenius Heisenberg category* \(\mathcal{Heis}_k(A; z, t)\) is the strict \(k\)-linear monoidal supercategory obtained from \(\mathcal{AW}(A; z, t)\) by adjoining a right dual \(\downarrow\) to \(\uparrow\), together with the relation that the
following matrix of morphisms is invertible in the additive envelope of $\mathcal{Heis}_k(A; z, t)$:

\[
\left[ \prod_{(r,b)} t_{b^r}^r \right]_{0 \leq r \leq k - 1, \ b \in B_A} T : \uparrow \downarrow \rightarrow \downarrow \uparrow \oplus \mathbb{1}^\otimes k \dim A \quad \text{if } k \geq 0,
\]

\[
\left[ \prod_{(r,b)} t_{b^r}^r \right]_{0 \leq r \leq -k - 1, \ b \in B_A} T : \uparrow \downarrow \rightarrow \downarrow \uparrow \oplus \mathbb{1}^\otimes (-k \dim A) \rightarrow \downarrow \uparrow \quad \text{if } k < 0.
\]

(The above matrices are of size $J \times 1$ and $1 \times J$ in the cases $k \geq 0$ and $k < 0$, respectively.) We denote the matrix entries of the two-sided inverse of (3.19) as follows:

\[
\left[ \prod_{(r,b)} t_{b^r}^r \right]_{0 \leq r \leq k - 1, \ b \in B_A} T = \left( \prod_{(r,b)} t_{b^r}^r \right)_{0 \leq r \leq k - 1, \ b \in B_A} T^{-1}
\]

if $k \geq 0$,  

\[
\left[ \prod_{(r,b)} t_{b^r}^r \right]_{0 \leq r \leq -k - 1, \ b \in B_A} T = \left( \prod_{(r,b)} t_{b^r}^r \right)_{0 \leq r \leq -k - 1, \ b \in B_A} T^{-1}
\]

if $k < 0$.

We extend the definition of the decorated left cups and caps by linearity in the second argument of the label. In other words, for $a \in A$, we define

\[
\begin{align*}
\uparrow_{(r,a)} &= \text{tr}(b^r a) \uparrow_{(r,b)}, \quad \text{if } k > 0, \\
\otimes_{(r,a)} &= \text{tr}(b^r a) \otimes_{(r,b)}, \quad \text{if } k < 0.
\end{align*}
\]

We define the left cup and cap by

\[
\begin{aligned}
\uparrow := \begin{cases} 
\frac{t^{-1}}{z} & \text{if } k > 0, \\
\frac{t}{z} & \text{if } k = 0, \\
\frac{t^{-1}}{z} \otimes_{-k} & \text{if } k < 0,
\end{cases} \\
\otimes := \begin{cases} 
\frac{t^{-1} t^{-1}}{k(k-1)} & \text{if } k > 0, \\
\frac{t}{z} & \text{if } k = 0, \\
\frac{t^{-1}}{z} & \text{if } k < 0.
\end{cases}
\end{aligned}
\]

We then impose one additional relation:

\[
\bigcirc a = \frac{t}{z} \text{tr}(a) 1_1 \quad \text{if } k > 0, \\
\bigcirc a = \frac{t^{-1}}{z} \text{tr}(a) 1_1 \quad \text{if } k = 0, \\
\bigcirc_{-k} = \frac{t}{z} \text{tr}(a) 1_1 \quad \text{if } k < 0.
\]

This concludes the definition of $\mathcal{Heis}_k(A; z, t)$.

One left crossing has been defined as the first entry in the matrix appearing in (3.20). We define the other left crossing so that the Frobenius skein relation holds:

\[
\begin{aligned}
\bigcirc &- \bigcirc = \bigcirc
\end{aligned}
\]

For $a \in A$, we also set

\[
\begin{align*}
\uparrow_{(n,a)} := \uparrow_{(0,a)} + z \otimes_a & \quad \text{if } k > 0, \\
\otimes_{(n,a)} := \otimes_{(0,a)} & \quad \text{if } 0 < n < k,
\end{align*}
\]

\[
\begin{align*}
\otimes_{(n,a)} := \otimes_{(0,a)} + (-1)^\bar{a} z \bigcirc a & \quad \text{if } k < 0, \\
\otimes_{(n,a)} := \otimes_{(0,a)} & \quad \text{if } 0 < n < -k.
\end{align*}
\]

For $n \leq 0$ and $a \in A$, we define the $(+)$-bubbles:

\[
\begin{aligned}
a \bigcirc n &:= \begin{cases} 
\frac{t}{z} k \otimes_{(-n,a)} & \text{if } n > -k, \\
\frac{t}{z} \text{tr}(a) 1_1 & \text{if } n = -k, \\
0 & \text{if } n < -k,
\end{cases} \\
0 \bigcirc a &:= \begin{cases} 
\frac{t^{-1}}{z} \otimes_{(-n,a)} & \text{if } n > k, \\
\frac{t}{z} \text{tr}(a) 1_1 & \text{if } n = k, \\
0 & \text{if } n < k.
\end{cases}
\end{aligned}
\]
For $a \in A$, we define
\begin{equation}
\begin{aligned}
\alpha \cdot a &:= \alpha \cdot a \quad \text{if } n > 0, \\
\tilde{a} \cdot n &:= \tilde{a} \cdot n \quad \text{if } n > 0.
\end{aligned}
\end{equation}

Then we define the $(-)$-bubbles so that, for all $a \in A$, $n \in \mathbb{Z}$,
\begin{equation}
\begin{aligned}
\alpha \cdot a &:= \alpha \cdot a + \beta \cdot a, \\
\tilde{a} \cdot n &= \tilde{a} \cdot n + \tilde{a} \cdot n \quad \text{for all } n \in \mathbb{Z}.
\end{aligned}
\end{equation}

It follows from the definitions that the $(\pm)$-bubbles are linear in the label $a \in A$. Note that although our notation for the $(\pm)$-bubbles involves tokens and dots, these bubbles are not built from cups, caps, tokens, and dots in general. Furthermore, we allow ourselves the freedom to draw the tokens and dots on $(\pm)$-bubbles in any position, and we use the relations (2.22), (3.4), and (3.9) to interpret $(\pm)$-bubbles with multiple tokens. For example,
\begin{equation}
\begin{aligned}
\alpha \cdot a &= \alpha \cdot a + \tilde{a} \cdot n, \\
\tilde{a} \cdot n &= \tilde{a} \cdot n + \tilde{a} \cdot n.
\end{aligned}
\end{equation}

When $k = 0$, the assertion that (3.19) and (3.20) are two-sided inverses means that
\begin{equation}
\begin{aligned}
\bigcirc &:= \bigcirc \quad \text{if } k = 0, \\
\bigcirc &:= \bigcirc \quad \text{if } k = 0.
\end{aligned}
\end{equation}

When $k > 0$, the inversion relation implies that, for all $a \in A$,
\begin{equation}
\begin{aligned}
\bigcirc &:= \bigcirc \quad \text{if } k > 0, \\
\bigcirc &:= \bigcirc \quad \text{if } k > 0,
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\bigcirc &:= \bigcirc \quad \text{if } k > 0, \\
\bigcirc &:= \bigcirc \quad \text{if } k > 0,
\end{aligned}
\end{equation}

Recall, in (3.31) and in analogous expressions below, our convention that there is an implicit sum over $b \in B_A$.

Using (2.8), (3.7), (3.17), (3.22), and (3.32) we also have
\begin{equation}
\begin{aligned}
\alpha \cdot a &= \delta_{n,0} \cdot a \quad \text{and } \quad \alpha \cdot a = \delta_{n,k} \cdot a \quad \text{for } 0 \leq n \leq k.
\end{aligned}
\end{equation}

When $k < 0$, we have
\begin{equation}
\begin{aligned}
\bigcirc &:= \bigcirc \quad \text{if } k < 0, \\
\bigcirc &:= \bigcirc \quad \text{if } k < 0,
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\bigcirc &:= \bigcirc \quad \text{if } k < 0, \\
\bigcirc &:= \bigcirc \quad \text{if } k < 0,
\end{aligned}
\end{equation}

for all $a \in A$.

**Lemma 3.3.** The following relations hold for all $a \in A$:
\begin{equation}
\begin{aligned}
\bigcirc &:= \bigcirc , \\
\bigcirc &:= \bigcirc , \\
\bigcirc &:= \bigcirc , \\
\bigcirc &:= \bigcirc , \\
\bigcirc &:= \bigcirc , \\
\bigcirc &:= \bigcirc .
\end{aligned}
\end{equation}

**Proof.** First suppose $k \geq 0$. The first relation in (3.36) follows from composing the second relation in (3.13) on the top and bottom with the negative leftwards crossing, then using (3.30) to (3.32). The fourth relation in (3.36) follows similarly from composing the third relation in (3.13) on the top and bottom with the negative leftwards crossing, then using (3.30) to (3.32). Then the second and third relations in (3.36) follow from the first and second using (2.28) and (2.23). The case $k < 0$ is similar. □
Now consider the analogue of the morphism (3.19) defined using the negative instead of the positive rightward crossing:

\[
(3.37) \quad \left[ \bigotimes_{b^y \cdot b} \mathbf{F} \right]^{T_{\mathbf{A}}} : \uparrow \downarrow \rightarrow \oplus \mathbb{I}_{\dim} \quad \text{if } k \geq 0,
\]

\[
(3.38) \quad \left[ \bigotimes_{(r,b)} \right]^{T_{\mathbf{A}}} : \downarrow \rightarrow \oplus \mathbb{I}_{\dim} \quad \text{if } k < 0.
\]

**Lemma 3.4.** The morphism (3.37) is invertible with two-sided inverse

\[
(3.39) \quad k \leftrightarrow a = -\frac{1}{z} \text{tr}(a)_{11} \quad \text{if } k > 0,
\]

\[
(3.40) \quad \bigotimes = \begin{cases} \kappa \quad \text{if } k > 0, \\ \kappa^{-1} \quad \text{if } k = 0, \\ \kappa^{-1} \quad \text{if } k < 0. 
\end{cases}
\]

**Proof.** First consider the case \( k = 0 \). Note that

\[
(3.21) \quad \bigotimes a \quad (3.36) \quad t \bigotimes a \quad (3.22) \quad t - \frac{1}{z} \text{tr}(a)_{11},
\]

proving (3.39). Also,

\[
(2.8) \quad \bigotimes (0,1) \quad (3.21) \quad t \bigotimes a \quad (3.21) \quad t - \frac{1}{z} \text{tr}(f)_{11},
\]

from which the left-hand relation in (3.40) follows. The proof of the right-hand relation in (3.40) is analogous.

Now suppose \( k > 0 \). By (3.7), we have

\[
\left[ \bigotimes_{b^y \cdot b} \right]^{T_{\mathbf{A}}} = M \left[ \bigotimes_{b^y \cdot b} \right]^{T_{\mathbf{A}}},
\]

where \( M \) is the \( J \times J \) matrix whose \((\ast, \ast)\) and \((\ast, (0,b))\) entries are

\[
\downarrow \uparrow \quad \text{and} \quad -z \cup b,
\]

whose \((r,s)\) entry is \( \delta_{r,s} \delta_{a,b} \) for all \( 0 \leq r, s \leq k - 1, a, b \in \mathbf{B}_A \), and whose other entries are zero. The matrix \( M \) is upper unitriangular, and hence invertible. Its inverse is the matrix whose \((\ast, \ast)\) and \((\ast, (0,b))\) entries are

\[
\downarrow \uparrow \quad \text{and} \quad z \cup b,
\]

whose \((r,s)\) entry is \( \delta_{r,s} \delta_{a,b} \) for all \( 0 \leq r, s \leq k - 1, a, b \in \mathbf{B}_A \), and whose other entries are zero. Thus,

\[
\left( \left[ \bigotimes_{b^y \cdot b} \right]^{T_{\mathbf{A}}} \right)^{-1} = \left[ \bigotimes_{(r,b)} \right]^{T_{\mathbf{A}}} \left( M \right)^{-1}.
\]
The relation (3.39) follows from (3.32), and the right-hand relation in (3.40) is the right-hand relation in (3.21). To prove the left-hand relation in (3.40), we compose both sides on the top with the isomorphism (3.37), to see that it suffices to show that

$$
\bigcirc = 0, \quad n \bigcirc b = \delta_{n,0} \frac{t}{z} \text{tr}(b^\vee)1, \quad 0 \leq n < k, \ b \in B_A.
$$

These relations follow immediately from (3.22) and (3.32).

The case $k < 0$ is similar to the case $k > 0$ and is left to the reader. \hfill \Box

4. SECOND APPROACH

We now give a second definition of $\mathcal{H}\text{eis}_k(A; z, t)$. Intuitively, this differs from Definition 3.2 by replacing the positive crossing in the inversion relation by the negative crossing.

**Definition 4.1.** The quantum Frobenius Heisenberg category $\mathcal{H}\text{eis}_k(A; z, t)$ is the strict $k$-linear monoidal supercategory obtained from $\mathcal{A}W(A; z, t)$ by adjoining a right dual $\downarrow$ to $\uparrow$, together with matrix entries of (3.38), which we declare to be a two-sided inverse to (3.37). In addition, we impose the relation (3.39) for the leftwards cups and caps, which are defined in this approach by (3.40).

Introduce the other leftward crossing not appearing in (3.38) so that (3.23) holds, and set

$$
\bigcirc_{(0,a)} := \bigcirc_{(0,a)} - z ^{a} \bigcirc_{(0,a)} \quad \text{if } k > 0, \quad \bigcirc_{(n,a)} := \bigcirc_{(n,a)} \quad \text{if } 0 < n < k,
$$

$$
\bigcirc_{(0,a)} := \bigcirc_{(0,a)} - (-1)^a z ^{a} \bigcirc_{(n,a)} \quad \text{if } k < 0, \quad \bigcirc_{(n,a)} := \bigcirc_{(n,a)} \quad \text{if } 0 < n < -k.
$$

Finally, we define the fake bubbles from (3.26) to (3.28) as before.

**Theorem 4.2.** Definitions 3.2 and 4.1 give two different presentations for the same monoidal supercategory, and all of the named morphisms introduced in the two definitions are the same. Moreover, there is a unique isomorphism of $\mathcal{A}$-linear monoidal supercategories

$$
\Omega_k : \mathcal{H}\text{eis}_k(A; z, t) \to \mathcal{H}\text{eis}_{-k}(A; z, t^{-1})^{\text{op}},
$$

determined by

$$
a \uparrow \mapsto \downarrow^a, \quad a \in A, \quad \downarrow \mapsto \uparrow, \quad \bigcirc \mapsto - \bigcirc, \quad \bigcirc \mapsto \bigcirc, \quad \bigcirc \mapsto \bigcirc, \quad \bigcirc \mapsto \bigcirc.
$$

The isomorphism $\Omega_k$ acts on the other morphisms as follows:

$$
a \downarrow \mapsto \uparrow^a, \quad a \in A, \quad \downarrow \mapsto \downarrow, \quad \bigcirc \mapsto - \bigcirc, \quad \bigcirc \mapsto - \bigcirc, \quad \bigcirc \mapsto - \bigcirc, \quad \bigcirc \mapsto - \bigcirc,
$$

$$
\bigcirc \mapsto (-1)^a \bigcirc, \quad \bigcirc \mapsto (-1)^a \bigcirc, \quad \bigcirc \mapsto (-1)^a \bigcirc, \quad \bigcirc \mapsto (-1)^a \bigcirc,
$$

$$
\bigcirc \mapsto - \bigcirc, \quad \bigcirc \mapsto - \bigcirc, \quad a \bigcirc \mapsto - n \bigcirc a.
$$

In particular, $\Omega_k^2$ is the identity.

Note that the isomorphism $\Omega_k$ is given by reflecting diagrams in a horizontal plane and multiplying by $(-1)^{c+d+1}$, where $c$ is the number of crossings, $d$ is the number of left cups and caps (including left cups and caps in fake bubbles, but not ones labelled by $\diamond$ or $\circ$), and $y$ is the number of odd tokens.
Proof. To avoid confusion, we denote the category $\text{Heis}_k^\text{old}(A; z, t)$ from Definition 3.2 by $\text{Heis}_k^\text{old}(A; z, t)$ and the one from Definition 4.1 by $\text{Heis}_k^\text{new}(A; z, t)$. The relations and other definitions for the category $\text{Heis}_k^\text{new}(A; z, t)$ in Definition 4.1 and the ones for $\text{Heis}_k^\text{old}(A; z, t^{-1})$ from Definition 3.2 are related by reflecting all diagrams in a horizontal plane and multiplying by $(-1)^{c+d+y}$, where $c$ is the number of crossings and $d$ is the number of left cups and caps (including left cups and caps in fake bubbles, but not ones labelled by ♦ or ♥), and $y$ is the number of odd tokens. It follows that there are mutually inverse isomorphisms

$$\text{Heis}_k^\text{old}(A; z, t^{-1}) \overset{\Omega^-}{\leftrightarrow} \text{Heis}_k^\text{new}(A; z, t)^\text{op}$$

both defined in the same way as the functor $\Omega_k$ in the statement of the theorem. Now, by Lemma 3.4 and Definition 4.1, there exists a strict $k$-linear monoidal functor

$$\Theta_k : \text{Heis}_k^\text{new}(A; z, t) \rightarrow \text{Heis}_k^\text{old}(A; z, t)$$

that is the identity on diagrams. This functor is an isomorphism because it has a two-sided inverse, namely $\Omega_+ \circ \Theta_k \circ \Omega_-$. Thus, using $\Theta_k$, we may identify $\text{Heis}_k^\text{new}(A; z, t)$ and $\text{Heis}_k^\text{old}(A; z, t)$. Finally, $\Omega_k := \Omega_+$ gives the required symmetry. □

We now prove some important relations. In particular, we will show how we can remove the decorated left cups and caps from our string diagrams. Then we prove the important infinite Grassmannian relations.

Lemma 4.3. For all $a \in A$, we have

$$(4.4)\quad a = -zt \quad \text{if } k > 0, \quad a = \left(-1\right)^\bar{a}zt \quad \text{if } k < 0.$$

Proof. To prove the first relation in (4.4), compose the second relation in (3.31) on the bottom with $a$ and use (3.15) and (3.32). The second relation in (4.4) then follows by applying $\Omega_k$. □

Lemma 4.4. The following relations hold for all $f \in F$:

$$(4.5)\quad a \quad \text{if } k > 0, \quad a = \left(-1\right)^f zt a \quad \text{if } k < 0.$$

Proof. Using $\Omega_k$, it suffices to consider the case $k \geq 0$. First suppose $k = 0$. Composing the first relation in (3.15) on the top with the leftward negative crossing and on the bottom with the leftward positive crossing, we have

$$a = \left(3.30\right) = \left(3.7\right) = a \quad \text{if } k = 0.$$

The proof of the second relation in (4.5) is obtained similarly from composing the second relation in (3.15) on the top with the leftward negative crossing and on the bottom with the leftward positive crossing. The relations in (4.6) then follow from the definition (3.21), together with (3.9), (3.36), and (4.5).

Now suppose $k > 0$. Composing the first relation in (3.15) on the top and bottom with the leftward negative crossing, we have

$$0 = \left(3.7\right) - \left(3.31\right) = \sum_{r=0}^{k-1} z^r \quad \text{if } k > 0,$$

and use (3.15) and (3.32). The second relation in (4.4) then follows by applying $\Omega_k$. □
\[ (3.32) \quad r_v - \frac{e^{(k-1)b}}{b} \overset{(3.23)}{=} \frac{e^{(k-1)b}}{b} - \frac{e^{(k-1)b}}{b} - \frac{e^{(3.36)}}{b} = (3.21) \quad r_v - \frac{e^{(4.4)}}{b}. \]

The proof of the second relation in (4.5) is similar, starting with the second relation in (3.15).

The first relation in (4.6) follows immediately from the definition (3.21), together with (2.30) and (3.36). To prove the second relation in (4.6), compose the second relation in (3.31) on the bottom with \( a \) and use (3.15) and (3.32) to obtain

\[ \uparrow \sum a = -z^{-1} t^{-1} \uparrow - (k-1,a) = \sum a \uparrow \]
Thus we have

\[ 0 = -\frac{t-1}{z} n \otimes b + \frac{t}{z} n \otimes b + \sum_{r+s=n \atop r,s>0} c \otimes r + \sum_{r+s=n \atop r,s\leq 0} c \otimes b. \]

(3.26)

(3.27)

If \( n \geq 0 \), then the \((-\)-bubble sum in (4.7) is equal to \(-\delta_{n,0} z^{-2} \text{tr}(ab)\) by (4.9). Now suppose \( n < 0 \). Then, as above, we have

\[ t^{-1} n \otimes b \equiv (3.21) \equiv n \otimes b - z \sum_{r+s=n \atop r,s>0} c \otimes r = t n \otimes b - z \sum_{r+s=n \atop r,s\leq 0} c \otimes b. \]

(3.28)

(3.29)

Thus, by (3.22), (3.28), (3.39), (4.8), and (4.9), we have

\[ \sum_{r+s=n \atop r,s>0} c \otimes r \otimes s \otimes b = 0. \]

Now suppose \( k > 0 \). Note that

\[ \sum_{r+s=k \atop r,s<0} c \otimes r \otimes s \otimes b = 0 \quad \text{when} \quad s < k \quad \text{and} \quad ac \otimes r = 0 \quad \text{when} \quad r < -k, \]

and so the sum on the left-hand side of (4.7) zero. Similarly, if \( n = 0 \), then only the \( s = k, r = -k \) terms survives, and so the sum is equal to

\[ \frac{1}{z} \text{tr}(ac) \text{tr}(c') b 1 \equiv (2.8) \equiv -\frac{1}{z} \text{tr}(ab) 1. \]

Now assume \( n > 0 \). Using (3.17), the left-hand side of (4.10) becomes

\[ z^{-1} n \otimes b - \sum_{r+s=n \atop r,s>0} c \otimes r \otimes s \otimes b = \sum_{r+s=n \atop r,s\leq 0} c \otimes b. \]

Then it follows from (3.27) and (4.8) that

\[ \sum_{r+s=n \atop r,s>0} c \otimes r \otimes s \otimes b = 0, \]

as desired.

Next we prove that the \((-\)-bubble sum in (4.7) is equal to the right-hand side. By (3.27) and (3.28), we have

\[ r \otimes a = 0 \quad \text{and} \quad a \otimes r = 0 \quad \text{when} \quad r > 0. \]

Thus the identity holds when \( n > 0 \). Now suppose \( n \leq 0 \). Then, using (3.17) on the left-hand side, the relation (4.10) becomes

\[ \sum_{r+s=n \atop r\leq 0} c \otimes r \otimes s \otimes b = z^{-1} n \otimes b + \sum_{r+s=n \atop r,s\leq 0} c \otimes b \equiv (3.22) \equiv \sum_{r+s=n \atop r,s\leq 0} c \otimes b. \]
Using (3.28), we then have
\[ \sum_{r+s=0, r \leq 0} \sum_{s \leq 0} c^r \otimes s \otimes c^s b = \sum_{r+s=0} \left( c^r \otimes s \otimes c^s b + c^r \otimes s \otimes c^s b + c^r \otimes s \otimes c^s b \right). \]

Thus, by (4.8), we have
\[ \sum_{r+s=0} c^r \otimes s \otimes c^s b = \sum_{r+s=0} c^r \otimes s \otimes c^s b = -\delta_{n,0} \frac{1}{z^2} \text{tr}(c) \text{tr}(c^y b) 1, \]
\[ \text{with } (4.28). \]

It remains to prove (4.9). When \( n > 0 \), these relations follow immediately from (3.27) and (3.28). Now, we have
\[ \sum_{r+s=0} (3.32) \]
\[ \text{with } (4.7). \]

Then, by (4.7) with \( n = 0 \), we have
\[ \sum_{r+s=0} -\delta_{n,0} \frac{1}{z^2} \text{tr}(c) \text{tr}(c^y b) 1 = z^{-1} \text{tr}(a) 1 \]
\[ \text{with } (3.22). \]

It will be useful to express some of our relations in terms of generating functions. For \( a \in A \) and an indeterminate \( w \), let
\[ \hat{a} := \frac{1}{z} \text{tr}(a) 1 \]
\[ \text{(4.11)} \]
(4.12) \[ \hat{a} := \frac{1}{z} \text{tr}(a) 1 + w^{k-1} \text{tr}(a) 1 \]
(4.13) \[ \hat{a} := -\frac{1}{z} \text{tr}(a) 1 \]
(4.14) \[ \hat{a} := -\frac{1}{z} \text{tr}(a) 1 \]
(4.15) \[ \hat{a} := -\frac{1}{z} \text{tr}(a) 1 \]
\[ \text{Corollary 4.6. We have} \]
\[ \text{(4.16)} \]
\[ \text{We adopt the convention that determinants of matrices whose entries lie in a superalgebra are to be computed using the usual Laplace expansions, keeping the non-commuting variables in each monomial ordered in the same way as the columns from which they are taken (see [Sav19, (17)]).} \]

Lemma 4.7. For all \( a \in A \), we have
\[ a := \frac{1}{z} \text{tr}(a) 1 \]
\[ \text{(4.17)} \]
\[ a := \frac{1}{z} \text{tr}(a) 1 \]
\[ \text{(4.18)} \]
adopting the convention that \( b^r_0 := a \) and \( b_r := 1 \). We interpret these determinants as \( \text{tr}(a) 1 \) or as \( 0 \) if \( r < 0 \).

Proof. It suffices to prove (4.17), since (4.18) then follows by applying \( \Omega_k \). If \( k < 0 \), then the right-hand side in (4.17) is zero by our convention, and so the result follows by (4.8). Now suppose \( k \geq 0 \). The cases
where $A_{m,1}$ is the $(r-1) \times (r-1)$ matrix obtained from $A$ by removing the $m$-th row and first column. If we consider $A_{m,1}$ as a block matrix with upper-left block of size $(m-1) \times (m-1)$ and lower-right block of size $(r-m) \times (r-m)$, we see that it is block lower triangular. By (3.32), the upper-left block is lower triangular with diagonal entries

$$-r^{-1}z^{-1}\text{tr}(b'_1b_2), -r^{-1}z^{-1}\text{tr}(b'_2b_3), \ldots, -r^{-1}z^{-1}\text{tr}(b'_{m-1}b_m).$$

On the other hand, the lower-right block is the matrix

$$
\left( i-j+k+1 \bigcirc \bigcirc b_{j-1, j} \right)_{i,j=1}^{r-m}.
$$

Thus, using the induction hypothesis and (2.7), we have

$$z^{-r+1} t^{-1} \sum_{b_1, \ldots, b_{r-1} \in B_A} \det A = z \sum_{m=1}^r \left( -1 \right)^{m+k+1} m+k \bigcirc \bigcirc a b_1 \det A_{m,1}. \tag{3.27}$$


\begin{lemma}
For all $r \in \mathbb{Z}$ and $a, b \in A$, we have

\begin{align*}
&ab \bigcirc \bigcirc r = (-1)^{\bar{a} \bar{b}} ba \bigcirc \bigcirc r, \quad r \bigcirc \bigcirc ab = (-1)^{\bar{a} \bar{b}} r \bigcirc \bigcirc ba, \quad \tag{4.19} \\
&ab \bigcirc \bigcirc r = (-1)^{\bar{a} \bar{b}} ba \bigcirc \bigcirc r, \quad 
&r \bigcirc \bigcirc ab = (-1)^{\bar{a} \bar{b}} r \bigcirc \bigcirc ba. \quad \tag{4.20}
\end{align*}

\end{lemma}

\begin{proof}
Writing out the columns of the matrix in (4.17), we have

$$z^{-r+1} t^{-r-1} \sum_{b_1, \ldots, b_{r-1} \in B_A} \det \left( i+k \bigcirc \bigcirc ab_1 \quad i-1+k \bigcirc \bigcirc b'_2 b_2 \quad \ldots \quad i-r+k+1 \bigcirc \bigcirc b'_{r-1} \right)_{i=1}^r $$

\begin{align*}
= & \sum_{b_1, \ldots, b_{r-1} \in B_A} \det \left( i+k \bigcirc \bigcirc ab_1 \quad i-1+k \bigcirc \bigcirc b'_2 b_2 \quad \ldots \quad i-r+k+1 \bigcirc \bigcirc b'_{r-1} \right)_{i=1}^r \\
= & \sum_{b_1, \ldots, b_{r-1} \in B_A} (-1)^{\bar{b}_1} \det \left( i+k \bigcirc \bigcirc ab_1 \quad i-1+k \bigcirc \bigcirc b'_2 b_2 \quad \ldots \quad i-r+k+1 \bigcirc \bigcirc b'_{r-1} \right)_{i=1}^r \\
= & \sum_{b_1, \ldots, b_{r-1} \in B_A} (-1)^{\bar{a}} \det \left( i+k \bigcirc \bigcirc bab_1 \quad i-1+k \bigcirc \bigcirc b'_2 b_2 \quad \ldots \quad i-r+k+1 \bigcirc \bigcirc b'_{r-1} \right)_{i=1}^r \\
= & (-1)^{\bar{a} \bar{b} \bar{c}} z^{-r+1} t^{-r-1} \sum_{b_1, \ldots, b_{r-1} \in B_A} \det \left( i+k \bigcirc \bigcirc ab_1 \quad i-1+k \bigcirc \bigcirc b'_2 b_2 \quad \ldots \quad i-r+k+1 \bigcirc \bigcirc b'_{r-1} \right)_{i=1}^r. \tag{4.17}
\end{align*}

This completes the proof of the first relation in (4.19). The second follows by applying $\Omega_k$. Finally, (4.20) follows from (3.28) and (4.19).

It follows from Lemma 4.8 that we can label the tokens in $(\pm)$-bubbles by elements of the cocenter $C(A)$ of $A$. The following lemma, together with (3.24) and (4.2), allows us to eliminate the leftwards caps decorated by $\triangleleft$ and $\triangledown$ from any diagram.
Lemma 4.9. The following relations hold:

\[ (n, a) = -z^2 \sum_{r \geq 1} b^r \otimes_{-r-n} a \]  

if \( 0 \leq n < k \),

\[ (n, a) = -(1)^n z^2 \sum_{r \geq 1} b^r \otimes_{-r-n} a \]  

if \( 0 \leq n < k \).

Proof. We first prove (4.21), and so we assume \( 0 \leq n < k \). Composing the second relation in (3.31) with the right side of (4.21) gives

\[ -z^2 \sum_{r \geq 1} b^r \otimes_{-r-n} a = -z^2 \sum_{r \geq 1} b^r \otimes_{-r-n} a + \sum_{s=0}^{k-1} z^2 \sum_{r \geq 1} b^r \otimes_{-r-n} c^s b \]  

By (4.8), the (+)-bubble in the first sum on the right side above is zero unless \( r \leq k \). But for these values of \( r \) this term is zero by (3.33). Thus the first sum on the right side above vanishes. Now, in the second (double) sum, (3.27) allows us to replace the clockwise bubble by \( b^r \otimes_{-r-n} a \). We can also replace the sum over \( r \geq 1 \) with a sum over \( r \in \mathbb{Z} \), since the additional terms are zero by (4.8). Then (4.21) follows by (2.8) and (4.7).

Proof. The relations involving the \( \otimes \)-decorated left cup and cap follow immediately from (2.9), (4.21), and (4.22). Then the relations involving the \( \otimes \)-decorated left cup and cap follow from (3.24) and (3.25).

The final goal of this section is to endow \( \text{Heis}_k(A; z, t) \) with the structure of a strict pivotal category.

Lemma 4.11. We have

\[ (n, a) = -(1)^n z^2 \sum_{r \geq 1} b^r \otimes_{-r-n} a \]  

if \( k \geq 0 \).

Proof. Suppose \( k \geq 0 \). We first claim that

\[ (n, a) = -(1)^n z^2 \sum_{r \geq 1} b^r \otimes_{-r-n} a \]  

To prove (4.26), we note that, composing on the top of the two leftmost strands with the invertible map (3.19), it suffices to prove that

\[ (n, a) = -(1)^n z^2 \sum_{r \geq 1} b^r \otimes_{-r-n} a \]  

if \( 0 \leq n < k \), \( a \in A \).
Now consider (4.29). If \( n = 0 \), we have
\[
\begin{align*}
(3.11) & \quad a_n^\dagger n (2.27) = a_n (3.33) = 0 \\
(3.11) & \quad a_n^\dagger n + a_n (2.27) = a_n (3.33) = 0
\end{align*}
\]
(We note that the above step is the reason we need to impose the relation (3.22).) On the other hand, if \( 0 < n < k \), we have (recall the notation \( a_n^\dagger \) from (2.11))
\[
\begin{align*}
(3.11) & \quad a_n^\dagger n (2.27) + a_n (3.33) = a_n (3.12) = 0 \\
(3.11) & \quad a_n^\dagger n + a_n (2.27) = a_n (3.33) = 0
\end{align*}
\]
where, in the third and fourth equalities, we used that (4.30)
\[
\begin{align*}
(3.11) & \quad a_n^\dagger n = a_n (3.33) = 0 \quad \text{for } 0 \leq s < k.
\end{align*}
\]
To prove (4.27), we note that, composing on the top of the two rightmost strands with the invertible map (3.19), it suffices to prove that
\[
(4.31) \quad \bigcup n (3.21) = \bigcup n (3.12) \quad \text{for } 0 \leq n < k, a \in A.
\]
The proofs of (4.31) and (4.32) are similar to those of (4.28) and (4.29) and are left to the reader.
Now, to prove the left-hand relation in (4.25), we compose (4.26) on the top with \( \bigcup n \) to get
\[
\bigcup n = \bigcup n
\]
Applying (3.30) and (3.31) gives
\[
\bigcup n - \sum_{n=0}^{k-1} \bigcup n = \bigcup n \quad \text{for } 0 \leq n < k, a \in A.
\]
Then the left relation in (4.25) follows from (4.30). The right relation in (4.25) follows similarly from composing (4.27) on the top with \( \bigcup n \). \( \square \)

**Lemma 4.12.** The following relations hold:
\[
(4.33) \quad a_n = a_n (3.21) = a_n (3.12) = a_n (3.33)
\]

**Proof.** It suffices to consider the case \( k \geq 0 \), since the case \( k < 0 \) then follows after applying \( \Omega_k \). For the first relation, we have
\[
\bigcup n = \bigcup n = \bigcup n (3.21) = \bigcup n (3.12) = \bigcup n (3.33) = \bigcup n (3.12) = \bigcup n (3.12) = \bigcup n (3.12)
\]
For the second relation, we have
\[ \left( \begin{array}{c} 3.21 \\ \end{array} \right) + \left( \begin{array}{c} 4.25 \\ \end{array} \right) = \left( \begin{array}{c} 3.11 \\ \end{array} \right), \]
\[ \left( \begin{array}{c} 3.23 \\ \end{array} \right) + \left( \begin{array}{c} 4.25 \\ \end{array} \right) = \left( \begin{array}{c} 3.33 \\ \end{array} \right), \]
\[ \left( \begin{array}{c} 3.1 \end{array} \right) = \left( \begin{array}{c} 3.1 \end{array} \right). \]

Lemma 4.13. The following relations hold:
\[ \left( \begin{array}{c} 4.34 \\ \end{array} \right), \]
\[ \left( \begin{array}{c} 4.35 \\ \end{array} \right). \]

Proof. It suffices to consider the case \( k \geq 0 \), since the case \( k < 0 \) then follows by applying \( \Omega_{k} \). The second
and third relations in (4.34) are (4.25). To see the first relation in (4.34), we compute
\[ \left( \begin{array}{c} 2.27 \\ \end{array} \right) + \left( \begin{array}{c} 4.25 \\ \end{array} \right) = \left( \begin{array}{c} 3.23 \\ \end{array} \right). \]

The proof of the fourth relation in (4.34) is analogous.

The relations (4.35) now follow by attaching left caps to the relations in (4.34) and using (4.33). For
example, attaching left caps to the top left and top right strands of the first relation in (4.34) gives
\[ \left( \begin{array}{c} \text{relation} \\ \end{array} \right) = \left( \begin{array}{c} \text{relation} \\ \end{array} \right). \]

Then the first relation in (4.35) follows from (4.33).

It follows from (4.6), (4.34), and (4.35) that the category \( \text{Heis}_{k}(A; z, t) \) is strictly pivotal, with duality
function
\[ \left( \begin{array}{c} 4.36 \\ \end{array} \right), \]
defined by rotating diagrams through 180° and multiplying by \((-1)^{y}\), where \( y \) is the number of odd tokens in the diagram. Intuitively, this means that morphisms are invariant under isotopy fixing the endpoints (multiplying by the appropriate sign when odd elements change height). For this reason, we will allow ourselves to draw tokens and dots at the critical points of cups and caps, and this does not give rise to any ambiguity.

5. Third approach

In this section we give our third definition of \( \text{Heis}_{k}(A; z, t) \). In this approach, the inversion relation is
replaced by explicit relations amongst generators. To do this, we must add a left cup and cap as generating morphisms.

Definition 5.1. The quantum Frobenius Heisenberg category \( \text{Heis}_{k}(A; z, t) \) is the strict \( \mathbb{k} \)-linear monoidal supercategory obtained from \( \text{AW}(A; z, t) \) by adjoining a right dual \( \downarrow \) to \( \uparrow \), plus two more generating morphisms \( \tau \) and \( \tau' \), subject to the following additional relations:
\[ \left( \begin{array}{c} 5.1 \end{array} \right), \]
\[ \left( \begin{array}{c} 5.2 \end{array} \right), \]
\[ \left( \begin{array}{c} 5.3 \end{array} \right). \]

\[ \left( \begin{array}{c} 5.1 \end{array} \right), \]
\[ \left( \begin{array}{c} 5.2 \end{array} \right), \]
\[ \left( \begin{array}{c} 5.3 \end{array} \right). \]
Here we have used the leftward crossings, which are defined in this approach by

$$(5.5)$$

\[ \begin{array}{ccc}
\begin{array}{c}
\includegraphics[width=1cm]{crossing_left}
\end{array} & \begin{array}{c}
\includegraphics[width=1cm]{bubble_left}
\end{array}
\end{array} \]

and the (+)-bubbles, which are defined in this approach by (4.17) and (4.18) when they carry a token labelled $a \in A$ and a dot labeled $n \leq 0$. Finally, we define the (+)-bubbles with $n > 0$ dots to be the usual bubbles with $n$ dots as in (3.27), and then define the (−)-bubbles, with an arbitrary number of dots, so that (3.28) holds.

We will prove that Definition 5.1 is equivalent to Definitions 3.2 and 4.1. But before doing so, we make some remarks about the relations (4.17), (4.18), and (5.1) to (5.5). If $k \leq 1$, it follows immediately from (4.17) that relation (5.1) is equivalent to

$$(5.6)$$

\[ \begin{array}{ccc}
\begin{array}{c}
\includegraphics[width=1cm]{crossing_left}
\end{array} & \begin{array}{c}
\includegraphics[width=1cm]{bubble_left}
\end{array}
\end{array} \]

if $k \leq 1$.

Similarly, when $k \geq -1$, relation (5.2) is equivalent to

$$(5.7)$$

\[ \begin{array}{ccc}
\begin{array}{c}
\includegraphics[width=1cm]{crossing_left}
\end{array} & \begin{array}{c}
\includegraphics[width=1cm]{bubble_left}
\end{array}
\end{array} \]

if $k \geq -1$.

In addition, using (3.5) and (3.7), we obtain the following relations from (5.3) and (5.4):

$$(5.8)$$

\[ \begin{array}{ccc}
\begin{array}{c}
\includegraphics[width=1cm]{crossing_left}
\end{array} & \begin{array}{c}
\includegraphics[width=1cm]{bubble_left}
\end{array}
\end{array} \]

if $k \geq 0$,

$$(5.9)$$

\[ \begin{array}{ccc}
\begin{array}{c}
\includegraphics[width=1cm]{crossing_left}
\end{array} & \begin{array}{c}
\includegraphics[width=1cm]{bubble_left}
\end{array}
\end{array} \]

if $k \leq 0$.

Then, using (5.9) and (3.23) to convert the negative crossings in (5.6) to positive ones, we see that, when $k < 0$, (5.6) is equivalent to

$$(5.10)$$

\[ \begin{array}{ccc}
\begin{array}{c}
\includegraphics[width=1cm]{crossing_left}
\end{array} & \begin{array}{c}
\includegraphics[width=1cm]{bubble_left}
\end{array}
\end{array} \]

if $k < 0$.

Similarly, when $k > 0$, (5.7) is equivalent to

$$(5.11)$$

\[ \begin{array}{ccc}
\begin{array}{c}
\includegraphics[width=1cm]{crossing_left}
\end{array} & \begin{array}{c}
\includegraphics[width=1cm]{bubble_left}
\end{array}
\end{array} \]

if $k > 0$.

Finally, when $k = 0$, (5.6) and (5.7) together are equivalent to the single assertion

$$(5.12)$$

\[ \begin{array}{ccc}
\begin{array}{c}
\includegraphics[width=1cm]{crossing_left}
\end{array} & \begin{array}{c}
\includegraphics[width=1cm]{bubble_left}
\end{array}
\end{array} = (\times)^{-1}, \]

i.e. both of the relations (3.30).

**Theorem 5.2.** The category $\mathcal{Heis}_k(A, z, t)$ of Definition 5.1 is the same as the one of Definitions 3.2 and 4.1, with all morphisms introduced in Definition 5.1 being the same as the ones of Definitions 3.2 and 4.1.

**Proof.** To avoid confusion in the proof, we denote the category from the equivalent Definitions 3.2 and 4.1 by $\mathcal{Heis}_{k}^{\text{old}}(A, z, t)$, and the one from Definition 5.1 by $\mathcal{Heis}_{k}^{\text{new}}(A, z, t)$. It is clear from the symmetry in the relations (4.17), (4.18), and (5.1) to (5.5) that there is an isomorphism

$$\mathcal{Heis}_{k}^{\text{new}}(A, z, t) \rightarrow \mathcal{Heis}_{-k}^{\text{new}}(A, z, t^{-1})^{\text{op}}$$
that reflects diagrams in a horizontal plane and multiplies by \((-1)^{c+(l+c)}\), where \(c\) is the number of crossings, \(d\) is the number of left cups and caps, and \(y\) is the number of odd tokens. Thus, by (4.3), it suffices to prove the theorem in the case \(k \leq 0\).

We first check that the relations (5.1) to (5.5) are satisfied in \(\text{Heis}^\text{old}_k(A;z,t)\), so that we have a natural strict \(\otimes\)-linear monoidal functor

\[
\Theta: \text{Heis}^\text{new}_k(A;z,t) \to \text{Heis}^\text{old}_k(A;z,t),
\]

which is the identity on diagrams.

- (5.1) and (5.2): When \(k = 0\), (5.1) and (5.2) are equivalent to (5.12), which holds by (3.30). Now suppose \(k < 0\). Then (5.1) is equivalent to (5.10), which holds by the second relation in (3.34). To check (5.2), we start with the first relation in (3.34) and expand the \(\cup\)-decorated left caps using (3.21) and (4.24) when \(r = 0\), or (3.25) and (4.22) when \(r > 0\).

- (5.3) and (5.4): These relations follow easily from (3.21), (3.22), (3.35), (3.39), and (3.40).

- (5.5): This holds in \(\text{Heis}^\text{old}_k(A;z,t)\) since we have shown this category is strictly pivotal.

Now we want to show that \(\Theta\) is an isomorphism. We do this by using the presentation from Definition 3.2 to construct a two-sided inverse

\[
\Phi: \text{Heis}^\text{old}_k(A;z,t) \to \text{Heis}^\text{new}_k(A;z,t),
\]

still assuming \(k \leq 0\). We define \(\Phi\) on morphisms be declaring that it takes the rightwards cap, the rightwards cap, and all the tokens, dots, and crossings (with any orientation) to the corresponding morphisms in \(\text{Heis}^\text{new}_k(A;z,t)\), and also (see (3.21), (4.2), (4.22), and (4.24))

\[
\begin{align*}
\Phi \left( \begin{array}{c}
(0,a) \\
\end{array} \right) &= \frac{(-1)^2 z}{t} a \\
\Phi \left( \begin{array}{c}
(n,a) \\
\end{array} \right) &= \frac{(-1)^2 z^2}{t} \sum_{r \geq 1} a^{\bar{r}} b^r (a^{\bar{r}})_{11} \quad \text{if } 0 < n < -k.
\end{align*}
\]

To see that \(\Phi\) is well defined, we must verify the relations from Definition 3.2. For (3.22), this amounts to checking that, in \(\text{Heis}^\text{new}_k(A;z,t)\), we have

\[
ta = \frac{t - t^{-1}}{z} \text{tr}(a)1_1 \quad \text{if } k = 0,
\]

\[
a^{\bar{-k}} = \frac{t}{z} \text{tr}(a)1_1 \quad \text{if } k < 0.
\]

The first relation follows from (5.3) and (5.9), while the second follows from (5.4). Thus, it remains to show that the images under \(\Phi\) of the morphisms (3.19) and (3.20) are two-sided inverses in \(\text{Heis}^\text{new}_k(A;z,t)\). When \(k = 0\), this is immediate from (5.12), so suppose \(k < 0\). The images under \(\Phi\) of the two equations in (3.34) are precisely (5.2) and (5.10). We are left with checking that the images under \(\Phi\) of the relations

\[
(5.13) \quad a^{\bar{-m}} b = 0,
\]

\[
(5.14) \quad \sum_{r \geq 1} a^{\bar{r}} b^r c^\delta_{m,n} tr(ab) = 0.
\]

When \(n = 0\), the second and third relations in (5.13) follow from (5.4) and (5.9). To prove them when \(0 < n < -k\), we must show that

\[
(5.14) \quad \sum_{r \geq 1} a^{\bar{r}} b^r c^\delta_{m,n} tr(ab) = 0.
\]
in \( H_{\text{Heis}} \) for the first identity, note that the terms with \( r \geq -k \) vanish since the \((+)-bubble\) is zero by (4.17). The terms with \( 0 < r < -k \) also vanish, as can be seen by using the skein relation to flip the crossing, sliding the dots past the crossing, and then using (5.4) and (5.9). To prove the second identity in (5.13), we first note that, by (2.9), it suffices to consider the case where \( b = 1 \). When \( m \leq n \), the identity follows from (4.18) and (5.4). When \( m > n \), we compute:

\[
m_{n-m+k} \overset{(4.18)}{=} (-m-\frac{1}{2})^{m-n-1} \sum_{b_1, \ldots, b_{m-n-1} \in B_A} \det \left( -b_{j'}_{i} b_{j} \right)_{i, j = 1}^{m-n} \theta_{m-n}^{a_{i-1}^{1} \rightarrow b_{i}^{j}} = -\sum_{s=0}^{m-n-k} a_{k}^{s} \prod_{j' = 1}^{s-k} b_{j}^{j}.
\]

where, in the final equality, we expanded the determinant along the first column as in proof of Lemma 4.7. By (4.18), it follows that

\[
0 = \sum_{s=0}^{m-n} a_{m-n-k}^{s} = \sum_{s=0}^{m-n} (-1)^{s} b_{s}^{s-k} a_{m-n-k}^{b_{s}^{s}} = \sum_{s=0}^{m-n-k} a_{k}^{s} \prod_{j' = 1}^{s-k} b_{j}^{j}.
\]

Then the second identity in (5.14) follows by letting \( r = s - m - k \).

To complete the proof, we must show that \( \Theta \circ \Phi = \text{id} \), the only nontrivial thing to check is that

\[
\Theta \left( \Phi \left( \left( \begin{array}{c}
\tau_{a} \\
\eta_{a}
\end{array} \right) \right) \right) = \left( \begin{array}{c}
\tau_{a} \\
\eta_{a}
\end{array} \right) 
\quad\text{for } a \in A, \ 0 \leq n < -k.
\]

When \( n = 0 \), this follows immediately from (3.21) and (4.24). On the other hand, if \( 0 < n < -k \), it follows from (3.25) and (4.22). To verify that \( \Phi \circ \Theta = \text{id} \), the only nontrivial thing to check is that

\[
\Phi \left( \left( \begin{array}{c}
\tau_{a} \\
\eta_{a}
\end{array} \right) \right) = \left( \begin{array}{c}
\tau_{a} \\
\eta_{a}
\end{array} \right) \quad\text{and} \quad \Phi \left( \left( \begin{array}{c}
\uparrow \\
\downarrow
\end{array} \right) \right) = \left( \begin{array}{c}
\uparrow \\
\downarrow
\end{array} \right).
\]

The first equality follows from (3.21) and (5.8). The second follows from (3.21) when \( k = 0 \). When \( k < 0 \), we have

\[
\Phi \left( \left( \begin{array}{c}
\uparrow \\
\downarrow
\end{array} \right) \right) = \left( \begin{array}{c}
\uparrow \\
\downarrow
\end{array} \right) = \left( \begin{array}{c}
\uparrow \\
\downarrow
\end{array} \right) + \left( \begin{array}{c}
\uparrow \\
\downarrow
\end{array} \right) + \left( \begin{array}{c}
\uparrow \\
\downarrow
\end{array} \right).
\]

\[\square\]

**Remark 5.3.** The Frobenius Heisenberg categories studied in [Sav19, BSW20a] depend only, up to isomorphism, on the underlying algebra \( A \), and not on the trace map; see [BSW20a, Lem. 5.3]. However, in the quantum setting of the current paper, there do not seem to be obvious isomorphisms between quantum Frobenius Heisenberg categories corresponding to the same algebra but with different trace maps. This is true even for the quantum affine wreath product algebras; see [RS20b, Rem. 2.2].

**Lemma 5.4.** Suppose that \( C \) is a strict \( \mathbb{C} \)-linear monoidal category containing objects \( \uparrow \) and \( \downarrow \) and morphisms \( \overset{\alpha}{\uparrow}, \overset{\beta}{\downarrow}, \overset{\gamma}{\times}, \overset{\delta}{\circ}, \overset{\epsilon}{\uparrow}, \overset{\zeta}{\downarrow} \) satisfying (2.22), (2.23), (2.27), and (2.30). Then \( C \) contains at most one pair of morphisms \( \overset{\alpha}{\uparrow} \) and \( \overset{\beta}{\downarrow} \) satisfying (5.1) to (5.4) (for sideways crossings and the \((+)-bubbles\) defined via (3.5), (4.17), (4.18), and (5.5)).

**Proof:** The proof is analogous to that of [BSW20b, Lem. 4.3]. \[\square\]

We now prove some further useful relations that hold in \( H_{\text{Heis}}(A; z, t) \). We will state some of these relations with and without the language of generating functions. To state the relations in terms of generating functions, we need to unify our notation for dots and tokens, adopting the notation

\[
ax^n \overset{\uparrow}{\downarrow} := \overset{a}{\frac{n}{\uparrow}} \quad \text{and} \quad ax^n \overset{\downarrow}{\uparrow} := \overset{a}{\frac{n}{\downarrow}}
\]

for \( a \in A, n \in \mathbb{Z} \). Then we can also label tokens by polynomials \( a_n x^n + \cdots + a_1 x + a_0 \in A[x] \), meaning the sum of morphisms defined by the tokens labelled \( a_n x^n, a_1 x, \ldots, a_0 \), or even by Laurent series in \( A[x]((w^{-1})) \).
or \(A[x](w)\). For example, expanding in \(A[x](w^{-1})\), we have
\[
wx_n(w_{n-x})^{-2} = w^{-1} + 2w^{-2} + 3w^{-3} + 4w^{-4} + \cdots .
\]

The caveat here is that, whereas tokens labelled by elements of \(A(w^{-1})\) slide through crossings and can be teleported, the more general tokens labelled by elements of \(A[x](w^{-1})\) no longer have these properties in general. For a Laurent series \(p(w)\), we let \([p(w)]_{w^r}\) denote its \(w^r\)-coefficient, and we write \([p(w)]_{w<0}\) for \(\sum_{r<0}[p(w)]_{w^r}w^r\). We adopt the convention that, in any equation involving the generating functions (4.14) and (4.15), we expand all rational functions as Laurent series in \(A[x](w)\). In all other equations, we expand rational functions as Laurent series in \(A[x](w^{-1})\).

**Lemma 5.5** (Curl relations). The following relations hold for all \(n \in \mathbb{Z}\):

\[
\begin{align*}
(5.15) \quad & n \bigcirc \bigcirc = \sum_{r \geq 0} n \bigcirc \bigcirc^{r} - \sum_{r \geq 0} n \bigcirc \bigcirc^{-r}, \quad (w-x)^{-1} \bigcirc \bigcirc = f \left[ (w-x)^{-1} \bigcirc \bigcirc \right]_{w<0}, \\
(5.16) \quad & n \bigcirc \bigcirc = \sum_{r \geq 0} n \bigcirc \bigcirc^{r} - \sum_{r \geq 0} n \bigcirc \bigcirc^{-r}, \\
(5.17) \quad & n = \sum_{r \geq 0} n \bigcirc \bigcirc^{r} - \sum_{r \geq 0} n \bigcirc \bigcirc^{-r}, \\
(5.18) \quad & n = \sum_{r \geq 0} n \bigcirc \bigcirc^{r} - \sum_{r \geq 0} n \bigcirc \bigcirc^{-r}.
\end{align*}
\]

**Proof:** The right-hand relations in (5.15) and (5.18) are simply reformulations of the \(n \geq 0\) cases of the left-hand relations in terms of generating functions. Next note that (5.17) follows easily from (2.27), (3.28), and (5.18). Similarly, (5.16) follows from (2.27), (3.28), and (5.15). Thus, it suffices to prove (5.15) and (5.18). Now, given one of (5.15) or (5.18) for \(k \geq 0\), we can rotate through \(180^\circ\) (using the strictly pivotal structure), and then apply \(\Omega_k\) to obtain the other relation for \(k \leq 0\). Thus, we are reduced to proving (5.18) when \(k \geq 0\) and (5.15) when \(k > 0\).

Suppose \(k \geq 0\). When \(n \geq 0\), we have
\[
\begin{align*}
(5.18) \quad & n \bigcirc \bigcirc = n \bigcirc \bigcirc - \sum_{r+s \geq 0, r,s \geq 0} r \bigcirc \bigcirc_{r,s} s \bigcirc \bigcirc_{r,s} - n \bigcirc \bigcirc_{n} = \sum_{r+s \geq 0, r,s \geq 0} r \bigcirc \bigcirc_{r,s} s \bigcirc \bigcirc_{r,s} - \sum_{r \geq 0} r \bigcirc \bigcirc_{n-r}.
\end{align*}
\]

This gives (5.18), since the \((-)\)-bubbles there are zero when \(n \geq 0\), by (3.27) and (3.28). When \(n < 0\), we have
\[
\begin{align*}
(5.18) \quad & n \bigcirc \bigcirc = n \bigcirc \bigcirc + \sum_{r+s \geq 0, r,s \geq 0} r \bigcirc \bigcirc_{r,s} s \bigcirc \bigcirc_{r,s} - \sum_{r \geq 0} r \bigcirc \bigcirc_{n+r}.
\end{align*}
\]

This gives (5.18), since the \((+)\)-bubbles there are zero when \(n < 0\), by (3.28) and (4.8).

Now suppose \(k > 0\). When \(n = 0\), we have
\[
\begin{align*}
(5.21) \quad & k \bigcirc \bigcirc = k \bigcirc \bigcirc + \sum_{r=0}^{k-1} k \bigcirc \bigcirc_{(r,b)} r \bigcirc \bigcirc_{b} - k \bigcirc \bigcirc_{k}.
\end{align*}
\]
Using the strictly pivotal structure, this gives (5.15) since the (−)-bubbles appearing there are zero by (3.27) and (3.28).

When \( n > 0 \), we have

\[
\begin{align*}
\sum_{r,s=0}^{n} s \land \land r + n \land \land r & \overset{(2.27)}{=} \sum_{r,s=0}^{n} s \land \land r + n \land \land r \\
& \overset{(3.18)}{=} \sum_{r,s=0}^{n} s \land \land r + n \land \land r \\
& \overset{(3.27)}{=} \sum_{r=0}^{n} -r \land \land r + \sum_{r=0}^{n-1} n-r \land \land r = \sum_{r=0}^{n} n-r \land \land r ,
\end{align*}
\]

where, in the second-to-last equality we used the \( n = 0 \) case of (5.15). Thus we have proved (5.15) when \( n > 0 \) since the (−)-bubbles appearing there are zero by (3.27) and (3.28).

Finally, suppose \( n < 0 \). Then

\[
\begin{align*}
\sum_{r,s=0}^{n} s \land \land r - n \land \land r & \overset{(3.17)}{=} \sum_{r,s=0}^{n} s \land \land r - n \land \land r \\
& \overset{(3.28)}{=} \sum_{r=0}^{n} -r \land \land r - \sum_{r=0}^{n-1} n-r \land \land r - \sum_{r=0}^{n} n-r \land \land r ,
\end{align*}
\]

where, in the second equality, we used the \( n = 0 \) case of (5.16).

Recall the definition (2.11) of the notation \( a^\dagger \).

**Lemma 5.6 (Bubble slides).** The following relations hold for all \( n \in \mathbb{Z} \) and \( a \in A \):

\[
\begin{align}
(5.19) \quad n \land a &= \sum_{r=0}^{n} r \land a , & n \land a &= \sum_{r=0}^{n} r \land a - a^\dagger ^\dagger w(w-x)^{-1} , \\
(5.20) \quad a \land n &= \sum_{r=0}^{n} r \land n - r \land a , & a \land a &= a \land a - a^\dagger ^\dagger w(w-x)^{-1} , \\
(5.21) \quad n \land a &= \sum_{r=0}^{n} r \land n - r \land a , & w \land w &= w \land w - a^\dagger ^\dagger w(w-x)^{-1} , \\
(5.22) \quad a \land n &= \sum_{r=0}^{n} r \land n - r \land a , & a \land w &= a \land w - a^\dagger ^\dagger w(w-x)^{-1} .
\end{align}
\]

**Proof.** Note that, in each of (5.19) to (5.22), the right-hand relation is simply a restatement of the left-hand relation in terms of generating functions. It suffices to prove (5.19) to (5.22) for \( k \geq 0 \), since the identities for \( k < 0 \) then follow by rotating the pictures 180° and applying \( \Omega_k \). So we assume \( k \geq 0 \).

The identity (5.19) is trivial when \( n \leq k \), by (4.8). Thus, we suppose \( n > k \). Then we have

\[
\begin{align*}
\sum_{r,s=0}^{n} s \land \land r + n \land \land r & \overset{(2.27)}{=} \sum_{r=0}^{n} -r \land \land r + \sum_{r=0}^{n} n-r \land \land r \\
& \overset{(5.18)}{=} \sum_{r=0}^{n} -r \land \land r + \sum_{r=0}^{n} n-r \land \land r \\
& \overset{(3.11)}{=} \sum_{r=0}^{n} -r \land \land r + \sum_{r=0}^{n} n-r \land \land r ,
\end{align*}
\]

where, in the final equality, we have used the fact that the (+)-bubble there is zero when \( t > n \) by (4.8), together with our assumptions that \( k \geq 0 \).
Next we prove (5.20). Take the second relation in (5.19) with $a$ replaced by $b^\vee c$, tensor on the left with $\rho \otimes \overline{\rho}$ and on the right with $c' \otimes \overline{c'}$, multiply by $z^2$, and then sum over $b, c \in B_A$ to give

$$\sum_{a} = (-1)^{\overline{a}d} \sum_{a} x_{w(w-x)}^{-2} a .$$

Then the second relation in (5.20) follows after applying (4.16).

The identity (5.21) is trivial when $n \geq 0$ by (4.9). When $n < 0$, the proof is almost identical to the proof of (5.19) given above. We then obtain the second relation in (5.22) from the second relation in (5.21) just as we did for the (\(+\))-bubbles.

**Lemma 5.7** (Alternating braid relation). The following relation holds:

$$\sum_{a} = \sum_{r,s \geq 0} -r-s-t \sum_{n=0}^{k-1} b_n (n,b) (n,b) \quad \text{if } k \geq 0,$$

$$\sum_{a} = \sum_{r,s \geq 0} r-s-t \sum_{n=0}^{k-1} b_n (n,b) (n,b) \quad \text{if } k \leq 0.$$

**Proof.** We prove (5.23), since (5.24) then follows by rotating through $180^\circ$ and applying $\Omega_k$. So we suppose $k \geq 0$. Consider the relation

$$\sum_{a} = \sum_{a},$$

from (3.12) and compose on the top and bottom with $\sum_{a}$ and $\sum_{a}$ respectively. Then we have

$$\sum_{a} = \sum_{a} + \sum_{a} - \sum_{n=0}^{k-1} b_n (n,b) (n,b)$$

and

$$\sum_{a} = \sum_{a} + \sum_{n=0}^{k-1} b_n (n,b) (n,b) .$$

Since

$$\sum_{a} = \sum_{a} = \sum_{a} ,$$
we have

\[
\begin{pmatrix}
\begin{array}{c}
\sum_{n=0}^{k-1} \sum_{s \geq 0, r \geq 0} (n,h) \sum_{s, s' \geq 0, r \geq 0} -r
\end{array}
\end{pmatrix}
\]

and (5.23) follows. \qed

6. Action on modules over quantum cyclotomic wreath product algebras

In this section we describe a natural categorical action of \(\text{Heis}_k(A; z, t)\) on categories of modules over cyclotomic quotients of quantum affine wreath product algebras.

Recall from (2.3) the center \(Z(A)\) of \(A\), with even part \(Z(A)_0\). We fix a polynomial

\[
f(w) = f_0 w^l + f_1 w^{l-1} + \cdots + f_t \in Z(A)_0[w],
\]

of degree \(l \geq 0\) such that \(f_0 = 1\) and \(f_t = t^2\). When \(l \geq 1\), the quantum cyclotomic wreath product algebra

\[
W_n^f = W_n^f(A; z)
\]

of level \(l\) associated to the polynomial \(f(w)\) is the quotient of \(\text{AW}_n(A; z)\) by the two-sided ideal generated by \(f(x_1)\). We also allow \(n = 0\), with the convention that \(W_0 = \mathbb{R}\). When \(f(w) = 1\), we have that \(W_0 = \mathbb{R}\) and \(W_n^f = 0\) for \(n > 0\).

The basis theorem [RS20b, Th. 4.10] states that

\[
\\{ x_1^r \cdots x_n^r a \sigma_g : 0 \leq r_1, \ldots, r_n < l, a \in B_A^{\otimes n}, g \in \mathcal{G}_n \}
\]

is a basis of \(W_n^f\), where \(\sigma_g = \sigma_{i_1} \cdots \sigma_{i_n}\) for some reduced expression \(g = s_{i_1} \cdots s_{i_n}\) for \(g\) in the symmetric group \(\mathcal{G}_n\). (The element \(\sigma_g\) is independent of the choice of reduced expression.) It follows that we have an injective homomorphism \(W_n^f \rightarrow W_{n+1}^f\), sending the generators \(x_i, \sigma_j\) to the elements of \(W_{n+1}^f\) with the same names and sending \(a \in A^{\otimes n}\) to \(1 \otimes a \in A^{\otimes (n+1)}\). In this way, we identify \(W_n^f\) with a subalgebra of \(W_{n+1}^f\). We then have induction and restriction superfunctors

\[
\begin{align*}
\text{ind}_{n+1}^n &:= - \otimes_{W_n^f} W_{n+1}^f : \text{smod-}W_n^f \rightarrow \text{smod-}W_{n+1}^f, \\
\text{res}_{n+1}^n &:= \text{smod-}W_{n+1}^f \rightarrow \text{smod-}W_n^f.
\end{align*}
\]

Our goal is to endow the abelian category \(\bigoplus_{n \geq 0} \text{smod-}W_n^f\) with the structure of a left \(\text{Heis}_l(A; z, t)\)-module category, with \(\uparrow\) and \(\downarrow\) acting as induction and restriction, respectively. The key algebraic result that allows us to do this is the cyclotomic Mackey theorem [RS20b, Prop. 4.13], which states that we have an isomorphism of \((W_n^f, W_n^f)\)-bimodules

\[
W_n^f \otimes W_{n+1}^f \cong \bigoplus_{0 \leq r < l} \bigoplus_{b \in B_A} W_{n+1}^f \rightarrow W_n^f, \quad (u \otimes v, (w_{r,b})) \mapsto u \sigma_{r} v + \sum_{0 \leq r < l} b^{(n+1)} w_{r},
\]

where we recall that \(b^{(n+1)} = b \otimes 1^{\otimes n}\). As explained in [RS20b, §4.5], there is a unique homomorphism of \((W_n^f, W_n^f)\)-bimodules

\[
\text{tr}_{n+1}^n : W_{n+1}^f \rightarrow W_n^f
\]

such that \(\text{tr}_{n+1}^n(\sigma_n) = 0\), \(\text{tr}_{n+1}^n(a^{(n+1)} x_{n+1}^r) = \delta_{r0} \text{tr}(a)\) for \(a \in A\), \(0 \leq r < l\). (Recall that tr is the trace map of the Frobenius algebra \(A\).)

**Lemma 6.1.** For any \(n \geq 1\), we have \(\text{tr}_{n}^n(f(x_n)) = 0\).

**Proof.** The proof is almost identical to that of [BSW20b, Lem. 6.1]. \qed
Theorem 6.2. There is a unique strict \( \mathbb{K} \)-linear monoidal superfunctor
\[
\Psi_f : \mathcal{H} \mathcal{e} \mathcal{i} \mathcal{s}_J(A; z, t) \to S \mathcal{E} \mathcal{n} \mathcal{d}_\mathbb{K} \left( \bigoplus_{n \geq 0} \text{smod-} W_n^f \right)
\]
sending the generating object \( \Uparrow \) (resp. \( \Downarrow \)) to the additive endosuperfunctor that takes a \( W_n^f \)-module \( M \) to \( \text{ind}_{n+1}^n M \) (resp. \( \text{res}_{n+1}^n M \)), and the generating morphisms to the supernatural transformations defined on the \( W_n^f \)-module \( M \) as follows:

- \( \Psi_f(\Uparrow): M \otimes W_{n+1}^f \to M \otimes W_n^f, u \otimes v \mapsto (-1)^{\bar{u} \cdot \bar{v}} a(n+1) v \);
- \( \Psi_f(\Downarrow): M \otimes W_{n+1}^f \to M \otimes W_n^f, u \otimes v \mapsto u \otimes x_{n+1} v \);
- \( \Psi_f(\bigwedge): M \otimes W_{n+2}^f \to M \otimes W_n^f, u \otimes v \mapsto u \otimes x_{n+1} v \) (where we have identified \( \text{ind}_{n+1}^n \circ \text{ind}_n^{n+1} \) with \( \text{ind}_{n+2}^n \) in the obvious way);
- \( \Psi_f(\bigvee): M \to \text{res}_{n+1}^n (M \otimes W_n^f), v \mapsto v \otimes 1, \text{ i.e. it is the unit of the canonical adjunction making } (\text{ind}_{n+1}^n, \text{res}_{n+1}^n) \text{ into an adjoint pair of superfunctors}; \)
- \( \Psi_f(\bigvee): (\text{res}_{n-1}^n M) \otimes W_n^f \to M, u \otimes v \mapsto uv, \text{ i.e. it is the counit of the canonical adjunction making } (\text{ind}_{n-1}^n, \text{res}_{n-1}^n) \text{ into an adjoint pair of superfunctors.} \)

Proof. The proof is similar to the proof of [BSW20b, Th. 6.2], using the presentation of \( \mathcal{H} \mathcal{e} \mathcal{i} \mathcal{s}_J(A; z, t) \) from Definition 3.2. The inversion relation follows from (6.5), while the relation (3.22) follows from Lemma 6.1.

We can reformulate Theorem 6.2 in terms of Heisenberg categories of positive central charge by switching the roles of induction and restriction. In fact, it is somewhat more natural to replace the induction superfunctor \( \text{ind}_{n+1}^n \), which is the canonical left adjoint to restriction, with the coinduction superfunctor
\[
\text{coind}_{n+1}^n := \text{Hom}_{W_n^f}(W_n^f, \cdot), \text{smod-} W_n^f \to \text{smod-} W_{n+1}^f,
\]
which is its canonical right adjoint.

Theorem 6.3. There is a unique strict \( \mathbb{K} \)-linear monoidal superfunctor
\[
\Psi_f' : \mathcal{H} \mathcal{e} \mathcal{i} \mathcal{s}_J(A^{op}; z, t^{-1}) \to S \mathcal{E} \mathcal{n} \mathcal{d}_\mathbb{K} \left( \bigoplus_{n \geq 0} \text{smod-} W_n^f \right)
\]
sending the generating object \( \Uparrow \) (resp. \( \Downarrow \)) to the additive endosuperfunctor that takes a \( W_n^f \)-module \( M \) to \( \text{res}_{n+1}^n M \) (resp. \( \text{coind}_{n+1}^n M \)), and the generating morphisms to the natural transformations defined on the \( W_n^f \)-module \( M \) as follows:

- \( \Psi_f'(\Uparrow): \text{res}_{n+1}^n M \to \text{res}_{n-1}^n M, v \mapsto (-1)^{\bar{v} \cdot \bar{a}(n)} \)
- \( \Psi_f'(\Downarrow): \text{res}_{n+1}^n M \to \text{res}_{n-1}^n M, v \mapsto v x_{n+1} \)
- \( \Psi_f'(\bigwedge): \text{res}_{n+2}^n M \to \text{res}_{n-1}^n M, v \mapsto -v \sigma_{n-1}^{-1} \)
- \( \Psi_f'(\bigvee): M \to \text{Hom}_{W_n^f}(W_n^f, \text{res}_{n-1}^n M), v \mapsto (u \mapsto vu), \text{ i.e. it is the unit of the canonical adjunction making } (\text{res}_{n+1}^n, \text{coind}_{n+1}^n) \text{ into an adjoint pair of superfunctors}; \)
- \( \Psi_f'(\bigvee): \text{res}_{n+1}^n (\text{Hom}_{W_n^f}(W_n^f, M)) \to M, \theta \mapsto \theta(1), \text{ i.e. it is the counit of the canonical adjunction making } (\text{res}_{n+1}^n, \text{coind}_{n+1}^n) \text{ into an adjoint pair of superfunctors.} \)

Proof. The proof is similar to the proof of Theorem 6.2, using instead the presentation for \( \mathcal{H} \mathcal{e} \mathcal{i} \mathcal{s}_J(A^{op}; z, t^{-1}) \) from Definition 4.1; see also [BSW20b, Th. 6.3].
In fact, we have that \( \text{ind}^{n+1}_n \equiv \text{coind}^{n+1}_n \). This follows from the fact that \( W_{n+1}^f \) is a Frobenius extension of \( W_n^f \); see [RS20b, Prop. 4.18]. It also follows from the results of the current paper and the uniqueness of adjoints, since (4.33) and Theorem 6.2 (resp. Theorem 6.3) imply that \( \text{ind}^{n+1}_n \) is right adjoint to restriction as well as being left adjoint (resp. \( \text{coind}^{n+1}_n \) is left adjoint to restriction as well as being right adjoint). As a consequence, all three functors (induction, coinduction, and restriction) send finitely-generated projective modules to finitely-generated projective modules. This gives the following result.

**Lemma 6.4.** The restrictions of the functors \( \Psi_f \) and \( \Psi_f^\vee \) from Theorems 6.2 and 6.3 give strict \( k \)-linear monoidal superfunctors

\[
\Psi_f : \text{Heis}_k(A; z, t) \to S\text{End}_k \left( \bigoplus_{n \geq 0} \text{psmod-}W_n^f \right), \quad \Psi_f^\vee : \text{Heis}_k(A^{op}; z, t^{-1}) \to S\text{End}_k \left( \bigoplus_{n \geq 0} \text{psmod-}W_n^f \right),
\]

recalling that \( \text{psmod-W}_n^f \) denotes the category of finite-generated projective right \( W_n^f \)-supermodules.

## 7. Categorical comultiplication

In this section, we construct a quantum analog of the categorical comultiplication of [BSW20a, Th. 5.12]; see also [BSW20b, Th. 8.9] and [BSW18, Th. 5.4].

Given a diagram \( D \) representing a morphism in \( \text{Heis}_k(A; z, t) \) and two generic points \( P \) and \( Q \) on this diagram, we will denote the morphism represented by \( D \) with a negative dot at \( P \) and a positive dot at \( Q \) by labelling the points with dots joined by a dotted line oriented from \( P \) to \( Q \). We call this oriented dotted line a spear. For example,

\[
\begin{align*}
\begin{tikzpicture}
\draw[thick,dotted] (0,0) -- (0,1);
\end{tikzpicture}
\end{align*}
\]

It follows that dots and tokens pass through the endpoints of spears. For example,

\[
\begin{align*}
\begin{tikzpicture}
\clip (-2,-2) rectangle (2,2);
\node at (0,0) {a};
\node at (-2,0) {a};
\node at (2,0) {a};
\node at (0,-2) {a};
\draw[thick] (-2,0) -- (0,0);
\draw[thick] (0,0) -- (2,0);
\draw[thick,dotted] (-2,0) -- (0,0);
\draw[thick,dotted] (0,0) -- (2,0);
\end{tikzpicture}
\end{align*}
\]

We also have

\[
\begin{align*}
\begin{tikzpicture}
\clip (-2,-2) rectangle (2,2);
\node at (0,0) {a};
\node at (-1,0) {a};
\node at (1,0) {a};
\draw[thick] (-1,0) -- (0,0);
\draw[thick,dotted] (-1,0) -- (0,0);
\end{tikzpicture}
\end{align*}
\]

Now define the neutral crossing

\[
\begin{align*}
\begin{tikzpicture}
\clip (-2,-2) rectangle (2,2);
\node at (0,0) {a};
\node at (-1,0) {a};
\node at (1,0) {a};
\draw[thick] (-1,0) -- (0,0);
\draw[thick,dotted] (-1,0) -- (0,0);
\end{tikzpicture}
\end{align*}
\]

Direct computation shows that

\[
\begin{align*}
\begin{tikzpicture}
\clip (-2,-2) rectangle (2,2);
\node at (0,0) {a};
\node at (-1,0) {a};
\node at (1,0) {a};
\draw[thick] (-1,0) -- (0,0);
\draw[thick,dotted] (-1,0) -- (0,0);
\end{tikzpicture}
\end{align*}
\]

(The proof of the fifth relation is lengthy but straightforward.) The relations (7.5) show that the neutral crossing is an analogue of the intertwining operators that play an important role in the study of (degenerate) affine Hecke algebras. In addition, the neutral crossing is a quantum analogue of the intertwining operators for affine wreath product algebras introduced in [Sav20, §4.7].

We would like use the neutral crossing as a generator instead of the positive and negative crossings. However, in order to write the positive and negative crossings in terms of the neutral crossings, we need to invert the spear. Let \( \overline{AW}(A; z) \) denote the linear monoidal supercategory obtained from \( AW(A; z) \) by adjoining a two-sided inverse to the spear:

\[
\begin{align*}
\begin{tikzpicture}
\clip (-2,-2) rectangle (2,2);
\node at (0,0) {a};
\node at (-1,0) {a};
\node at (1,0) {a};
\draw[thick] (-1,0) -- (0,0);
\draw[thick,dotted] (-1,0) -- (0,0);
\end{tikzpicture}
\end{align*}
\]


We call this inverse a \textit{dart}. Using (7.3), we then automatically have the other dart $\leftrightarrow := (\uparrow \leftrightarrow \downarrow)^{-1}$. It also follows from (7.3) that

$$n \leftrightarrow = \sum_{r+s=n \atop r,s \geq 0} r \leftrightarrow s - \sum_{r+s=n \atop r,s < 0} r \leftrightarrow s$$

for all $n \in \mathbb{Z}$.

\textbf{Theorem 7.1.} The strict $\mathbb{k}$-linear monoidal supercategory $\mathcal{AW}(A; z)$ is generated by one object $\uparrow$ and morphisms

$$
\begin{align*}
\end{align*}
$$

where the crossings are even and the parity of the morphism $\uparrow \leftrightarrow$ is the same as the parity of $A$. A complete set of relations is given by (2.22), (7.5), and (7.6) (where in (7.6) we use the definition (7.1) of the spear).

\textbf{Proof.} Let $C$ be the category whose presentation is given in the statement of the theorem. As noted above, we have a strict monoidal superfunctor $C \to \mathcal{AW}(A; z)$ sending each generating morphism to the morphism of $\mathcal{AW}(A; z)$ represented by the same string diagram. Its inverse is given by mapping tokens and dots to the same tokens and dots, and

$$
\begin{align*}
\uparrow \leftrightarrow & \mapsto \uparrow \leftrightarrow \downarrow, \\
\uparrow \leftrightarrow & \mapsto \uparrow \leftrightarrow \downarrow,
\end{align*}
$$

where the left-pointing spear is defined using the first relation in (7.7). Direct computation shows that this respects the relations (2.23) and (2.27), hence is well defined. \hfill \Box

Define the box dumbbell

$$\begin{align*}
\begin{scope}
\path (-1,0) node (a) {$\circ$} (a) ++(1.7,0) node (b) {$\circ$} (a) ++(-1.7,0) node (c) {$\circ$} (a) ++(0,.7) node (d) {$\circ$};
\path (b) ++(-1.7,0) node (e) {$\circ$} (b) ++(1.7,0) node (f) {$\circ$} (b) ++(0,.7) node (g) {$\circ$};
\end{scope}
\end{align*}
$$

so that

$$\begin{align*}
\begin{scope}
\path (-1,0) node (a) {$\circ$} (a) ++(1.7,0) node (b) {$\circ$} (a) ++(-1.7,0) node (c) {$\circ$} (a) ++(0,.7) node (d) {$\circ$};
\path (b) ++(-1.7,0) node (e) {$\circ$} (b) ++(1.7,0) node (f) {$\circ$} (b) ++(0,.7) node (g) {$\circ$};
\end{scope}
\end{align*}
$$

Straightforward computation shows that the box dumbbell is central in $\text{End}_{\mathcal{AW}(A; z)}(\uparrow \otimes \downarrow)$:

$$
\begin{align*}
\begin{scope}
\path (-1,0) node (a) {$\circ$} (a) ++(1.7,0) node (b) {$\circ$} (a) ++(-1.7,0) node (c) {$\circ$} (a) ++(0,.7) node (d) {$\circ$};
\path (b) ++(-1.7,0) node (e) {$\circ$} (b) ++(1.7,0) node (f) {$\circ$} (b) ++(0,.7) node (g) {$\circ$};
\end{scope}
\end{align*}
$$

and similarly for the other orientation of the box darts or, more generally, a box dart joining any two generic points in a string diagram.

The categorical comultiplication to be defined shortly will go from $\mathcal{Heis}_k(A; z, l)$ to a certain monoidal supercategory built from $\mathcal{Heis}_l(A; z, u)$ and $\mathcal{Heis}_m(A; z, v)$ for $l, m \in \mathbb{Z}$ and $u, v \in \mathbb{k}^n$ chosen so that

$$k = l + m, \quad t = uv.
$$

To avoid confusion between these different categories, the reader will want to view the subsequent material in this section in color.

Let $\mathcal{Heis}(A; z, u) \otimes \mathcal{Heis}(A; z, v)$ be the symmetric product of $\mathcal{Heis}(A; z, u)$ and $\mathcal{Heis}(A; z, v)$ as defined in [BSW18, §3]. This is the strict $\mathbb{k}$-linear monoidal category defined by first taking the free product of $\mathcal{Heis}(A; z, u)$ and $\mathcal{Heis}(A; z, v)$, i.e. the strict $\mathbb{k}$-linear monoidal category defined by the disjoint union of
the given generators and relations of $\text{Heis}(A; z, u)$ and of $\text{Heis}_m(A; z, v)$, then adjoining even isomorphisms
\[ \sigma_{XY} : X \otimes Y \xrightarrow{\text{ad}} Y \otimes X \]
for each pair of objects $X \in \text{Heis}(A; z, u)$ and $Y \in \text{Heis}_m(A; z, v)$ subject to the relations
\[
\begin{align*}
\sigma_{X_1 \otimes X_2, Y} &= (\sigma_{X_1, Y} \otimes 1_{X_2}) \circ (1_{X_1} \otimes \sigma_{X_2, Y}), \\
\sigma_{X, Y_1 \otimes Y_2} &= (1_X \otimes \sigma_{X, Y_1}) \circ (\sigma_{X, Y_2} \otimes 1_Y),
\end{align*}
\]
for all $X, X_1, X_2 \in \text{Heis}(A; z, u)$, $Y, Y_1, Y_2 \in \text{Heis}_m(A; z, v)$ and $f : X_1 \to X_2$, $g : Y_1 \to Y_2$. Morphisms in $\text{Heis}(A; z, u) \circ \text{Heis}_m(A; z, v)$ are linear combinations of diagrams colored both blue and red. In these diagrams, as well as the generating morphisms of $\text{Heis}(A; z, u)$ and $\text{Heis}_m(A; z, v)$, we have the additional two-color crossings
\[
\begin{array}{c}
\uparrow \uparrow, \quad \swarrow \searrow, \quad \nearrow \nwarrow,
\end{array}
\]
which represent the isomorphisms $\sigma_{XY}$ for $X \in \{↑, ↓\}$ and $Y \in \{↑, ↓\}$, and their inverses
\[
\begin{array}{c}
\downarrow \downarrow, \quad \downarrow \uparrow, \quad \downarrow \nearrow.
\end{array}
\]
We also have the symmetric product $\text{AW}(A; z) \circ \text{AW}(A; z)$, defined in an analogous manner, where we now only have the upward two-colored crossings.

Let $\text{Heis}(A; z, u) \circ \text{Heis}_m(A; z, v)$ be the strict $k$-linear monoidal category obtained from $\text{Heis}(A; z, u) \circ \text{Heis}_m(A; z, v)$ by localizing at the spear $\uparrow\downarrow\uparrow\downarrow$. This means that we adjoin a two-sided inverse to this morphism, which we denote again by a dart:
\[
\begin{array}{c}
\uparrow\downarrow\uparrow\downarrow := (\uparrow\downarrow\uparrow\downarrow)^{-1}.
\end{array}
\]
As with the dumbbell defined in [BSW18, §4,§5], all morphisms whose string diagram is that of an identity morphism with a spear joining two points of different colors are also automatically invertible in the localized category. We also denote the inverses of such morphisms by using a dart in place of the spear. For instance:
\[
\begin{array}{c}
\uparrow\downarrow\uparrow\downarrow = \downarrow\uparrow\downarrow\uparrow = \left(\begin{array}{c}
\uparrow\downarrow\uparrow\downarrow
\end{array}\right)^{-1} = \left(\begin{array}{c}
\downarrow\uparrow\downarrow\uparrow
\end{array}\right)^{-1}.
\end{array}
\]
We will use two-colored box dumbbells and box darts, defined in the obvious way.

We have the following relations to move darts past one-color crossings:
\[
\begin{align*}
\text{(7.16)} & \quad \begin{array}{c}
\uparrow\downarrow\uparrow\downarrow = \uparrow\downarrow\uparrow\downarrow - \downarrow\uparrow\downarrow\uparrow, \quad \uparrow\downarrow\uparrow\downarrow = \uparrow\downarrow\uparrow\downarrow + \downarrow\uparrow\downarrow\uparrow, \quad \downarrow\uparrow\downarrow\uparrow = \downarrow\uparrow\downarrow\uparrow - \uparrow\downarrow\uparrow\downarrow, \quad \downarrow\uparrow\downarrow\uparrow = \downarrow\uparrow\downarrow\uparrow + \uparrow\downarrow\uparrow\downarrow, \quad \uparrow\downarrow\uparrow\downarrow = \uparrow\downarrow\uparrow\downarrow + \downarrow\uparrow\downarrow\uparrow,
\end{array} \\
\text{(7.17)} & \quad \begin{array}{c}
\downarrow\uparrow\downarrow\uparrow = \downarrow\uparrow\downarrow\uparrow - \uparrow\downarrow\uparrow\downarrow, \quad \downarrow\uparrow\downarrow\uparrow = \downarrow\uparrow\downarrow\uparrow + \uparrow\downarrow\uparrow\downarrow, \quad \uparrow\downarrow\uparrow\downarrow = \uparrow\downarrow\uparrow\downarrow - \downarrow\uparrow\downarrow\uparrow, \quad \uparrow\downarrow\uparrow\downarrow = \uparrow\downarrow\uparrow\downarrow + \downarrow\uparrow\downarrow\uparrow, \quad \downarrow\uparrow\downarrow\uparrow = \downarrow\uparrow\downarrow\uparrow + \uparrow\downarrow\uparrow\downarrow, \quad \downarrow\uparrow\downarrow\uparrow = \downarrow\uparrow\downarrow\uparrow - \uparrow\downarrow\uparrow\downarrow.
\end{array}
\end{align*}
\]
The same relations hold if we interchange the colors of the strands.

**Theorem 7.2.** There is a strict $k$-linear monoidal superfunctor
\[
\Delta : \text{AW}(A; z) \to \text{Add}(\text{AW}(A; z) \circ \text{AW}(A; z))
\]
such that $\uparrow\downarrow \mapsto \uparrow\uparrow \downarrow \oplus \downarrow\uparrow \downarrow$, and on morphisms
\[
\begin{align*}
\text{(7.20)} & \quad \begin{array}{c}
\uparrow\downarrow \mapsto \uparrow\uparrow + \downarrow, \quad a \uparrow\downarrow \mapsto a \uparrow + a \downarrow, \quad \uparrow\downarrow \mapsto \uparrow\uparrow + \downarrow, \quad \downarrow\uparrow \uparrow \downarrow \mapsto \uparrow\downarrow + \uparrow\uparrow + \downarrow, \quad \downarrow\uparrow \downarrow\uparrow \uparrow \mapsto \downarrow\uparrow\uparrow\downarrow + \uparrow\downarrow\uparrow\downarrow + \downarrow\uparrow\downarrow\uparrow.
\end{array}
\end{align*}
\]
Proof. It is straightforward to verify that the defining relations from Theorem 7.1 are preserved. For example

$$\Delta(\bigotimes) \circ \Delta(\bigotimes) = \bigotimes + \bigotimes + \bigotimes + \bigotimes = \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes = \Delta \left( \bigotimes \right).$$

\[ \square \]

**Corollary 7.3.** There is a strict $\mathbb{k}$-linear monoidal superfunctor

$$\Delta : \mathcal{AW}(A; z) \to \text{Add} \left( \mathcal{AW}(A; z) \bigotimes \mathcal{AW}(A; z) \right)$$

such that $\uparrow \mapsto \uparrow \oplus \uparrow$, $\downarrow \mapsto \downarrow \oplus \downarrow$, and on morphisms

$$\bigotimes \mapsto \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes.$$ 

**Proof.** We compose the canonical superfunctor $\mathcal{AW}(A; z) \to \overline{\mathcal{AW}}(A; z)$ with the superfunctor of Theorem 7.2 and compute

$$\Delta \left( \bigotimes \right) = \Delta \left( \bigotimes + \bigotimes \right) = \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotimes + \bigotiles {\text{The computation of the image of the negative crossing is similar.}} \quad \square

**Remark 7.4.** The categorical comultiplications of Theorem 7.2 and Corollary 7.3 are not unique. For example, we could place the box dumbbell on the other two-colored crossing in (7.20). In addition, when $A = \mathbb{k}$ and $z = q - q^{-1}$ for some $q \in \mathbb{k}^\times$, we can factor the box dumbbell as

$$\bigotimes = \left( q \uparrow \uparrow - q^{-1} \downarrow \downarrow \right) \left( q \uparrow \downarrow - q^{-1} \downarrow \uparrow \right).$$

Placing the first factor at the bottom of the first two-colored crossing in (7.20) and the second factor at the top of the second two-colored crossing in (7.20) (and removing the box dumbbell) yields the categorical comultiplication of [BSW20b, Th. 8.9].

Our goal is to extend the categorical comultiplication of Corollary 7.3 to Frobenius Heisenberg categories. We will need the following morphisms, which we refer to as internal bubbles:

$$\uparrow := \sum_{r \geq 0} - r \uparrow \uparrow + r \uparrow \downarrow - \bigotimes, \quad \uparrow := \sum_{r \geq 0} r \uparrow \uparrow + r \uparrow \downarrow - \bigotimes.$$ 

The category $\mathcal{Heis}(A; z, u) \bigotimes \mathcal{Heis}(A; z, v)$ has several useful symmetries. Coming from (4.3), we have the strict $\mathbb{k}$-linear monoidal isomorphism

$$\Omega_{\text{lin}} : \mathcal{Heis}(A; z, u) \bigotimes \mathcal{Heis}(A; z, v) \cong \left( \mathcal{Heis}_{-}(A; z, u^{-1}) \bigotimes \mathcal{Heis}_{-}(A; z, v^{-1}) \right)^{\text{op}},$$

which reflects a diagram in a horizontal plane and multiplies by $(-1)^{c+d(y)}$, where $c$ is the number of one-colored crossings, $d$ is the number of left cups and caps (including ones in (+), (-), and internal bubbles), and $y$ is the number of odd tokens. We also have

$$\text{flip} : \mathcal{Heis}(A; z, u) \bigotimes \mathcal{Heis}(A; z, v) \cong \mathcal{Heis}(A; z, u) \bigotimes \mathcal{Heis}(A; z, v).$$
defined on diagrams by switching the colors blue and red. Finally, the category \( \text{Heis}_f(A; z, u) \otimes \text{Heis}_m(A; z, v) \) is strictly pivotal, with duality superfunctor
\[
*: \text{Heis}_f(A; z, u) \otimes \text{Heis}_m(A; z, v) \cong \left( \left( \text{Heis}_f(A; z, u) \otimes \text{Heis}_m(A; z, v) \right)^\text{op} \right)^\text{rev}
\]
defined, as in (4.36), by rotating diagrams through 180° and multiplying by \((-1)^{y}\), where \(y\) is the number of odd tokens in the diagram.

We denote the duals of the internal bubbles (7.23) and (7.24) by

\[
\begin{array}{c}
\text{\textbullet} \quad \downarrow \quad \text{\textbullet} \\
\text{\textbullet} \quad \downarrow \quad \text{\textbullet}
\end{array}
\]

It follows that internal bubbles slide past all cups and caps.

We now state the main result of the section, which is an extension of the categorical comultiplication of Corollary 7.3 to the quantum Frobenius Heisenberg category. The proof of Theorem 7.5 will be based on a series of lemmas.

**Theorem 7.5.** For \( k = l + m \) and \( t = uv \), there is a unique strict \( \mathbb{k} \)-linear monoidal superfunctor
\[
\Delta_{\eta m} : \text{Heis}_k(A; z, t) \to \text{Add} \left( \text{Heis}_f(A; z, u) \otimes \text{Heis}_m(A; z, v) \right)
\]
such that \( \uparrow \mapsto \uparrow \otimes \uparrow \), \( \downarrow \mapsto \downarrow \oplus \downarrow \), and on morphisms by (7.21), (7.22) and (7.27)
\[
\begin{align*}
\Delta_{\eta m} (\ ) &= \begin{array}{c}
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow 
\end{array} + \begin{array}{c}
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow 
\end{array}, & \Delta_{\eta m} (\ ) &= -\begin{array}{c}
\uparrow \quad \uparrow \\
\uparrow \quad \uparrow 
\end{array} - \begin{array}{c}
\uparrow \quad \uparrow \\
\uparrow \quad \uparrow 
\end{array}.
\end{align*}
\]
Moreover, we have that
\[
\Delta_{\eta m} (\ ) = \begin{array}{c}
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow 
\end{array} + \begin{array}{c}
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow 
\end{array}, \quad \Delta_{\eta m} (\ ) = -\begin{array}{c}
\uparrow \quad \uparrow \\
\uparrow \quad \uparrow 
\end{array} - \begin{array}{c}
\uparrow \quad \uparrow \\
\uparrow \quad \uparrow 
\end{array}.
\]

Also, the following hold for all \( n \in \mathbb{Z} \) and \( a \in A \):
\[
\begin{align*}
\Delta_{\eta m} (a \otimes n) &= \sum_{r \in \mathbb{Z}} a \otimes n - r, & \Delta_{\eta m} (n \otimes a) &= -\sum_{r \in \mathbb{Z}} a \otimes n - r, \\
\Delta_{\eta m} (a \otimes n) &= -\sum_{r \in \mathbb{Z}} a \otimes n - r, & \Delta_{\eta m} (n \otimes a) &= \sum_{r \in \mathbb{Z}} a \otimes n - r.
\end{align*}
\]
Equivalently, in terms of the generating functions (4.12) to (4.15) and their analogues in \( \text{Heis}_f(A; z, u) \) and \( \text{Heis}_m(A; z, v) \):
\[
\begin{align*}
\Delta_{\eta m} (a \bullet w) &= z^{-1} a \bullet w, & \Delta_{\eta m} (a \bullet w) &= z^{-1} a \bullet w, \\
\Delta_{\eta m} (a \bullet w) &= z^{-1} a \bullet w, & \Delta_{\eta m} (a \bullet w) &= z^{-1} a \bullet w.
\end{align*}
\]

**Lemma 7.6.** We have \( \Delta_{\eta m} (\ ) = -\left( \begin{array}{c}
\uparrow \quad \uparrow \\
\uparrow \quad \uparrow 
\end{array} \right)^{-1} \).

**Proof.** We first compute
\[
\begin{align*}
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array} = (7.7) - (7.16) = -1 - (7.30) + (7.23) - (7.17) \sum_{r \geq 0} \begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array} - \sum_{r \geq 0} \begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array}.
\end{align*}
\]
Thus
\[
\begin{align*}
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array} = (7.24) + \sum_{r,s \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} + \sum_{r \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} - \sum_{r \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} + \sum_{r \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} - \sum_{r \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array}.
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{\textbullet} \\
\text{\textbullet}
\end{array} = \sum_{r,s \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} - \sum_{s \geq 0} \sum_{r \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} + \sum_{r \geq 0} \sum_{s \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} - \sum_{r \geq 0} \sum_{s \geq 0} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} = \sum_{r,s \in \mathbb{Z}} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} + \sum_{r,s \in \mathbb{Z}} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} + \sum_{r,s \in \mathbb{Z}} \begin{array}{c}
\text{\textbullet} \quad \text{\textbullet} \\
\text{\textbullet} \quad \text{\textbullet}
\end{array} = -1.
\end{align*}
\]
Lemma 7.7. For any $n \in \mathbb{Z}$ and $a \in A$, we have\footnote{There is an error in [BSW20b, Lem. 8.3]. Both sums there should be over all $b \in \mathbb{Z}$, so that the statement matches the $A = \mathfrak{k}$ case of the current lemma.}
\[
\begin{array}{c}
\sum_{r \in \mathbb{Z}} a_{n-r}^r = \sum_{r \in \mathbb{Z}} a_{n-r}^r - \sum_{r \in \mathbb{Z}} a_{n-r}^r.
\end{array}
\]

Proof. We have
\[
\begin{array}{c}
\sum_{r \in \mathbb{Z}} a_{n-r}^r = \sum_{r \geq 0} a_{n-r}^r + \sum_{r \geq 0} a_{n-r}^r - \sum_{r \geq 0} a_{n-r}^r.
\end{array}
\]

Lemma 7.8. The following relations hold:

Proof. We have
\[
\begin{array}{c}
\sum_{r \geq 0} a_{n-r}^r + \sum_{r \geq 0} a_{n-r}^r - \sum_{r \geq 0} a_{n-r}^r = \sum_{r \geq 0} a_{n-r}^r + \sum_{r \geq 0} a_{n-r}^r - \sum_{r \geq 0} a_{n-r}^r.
\end{array}
\]

Lemma 7.9. We have

Proof. Using Lemma 7.8, we have
\[
\begin{array}{c}
\sum_{r \geq 0} a_{n-r}^r + \sum_{r \geq 0} a_{n-r}^r - \sum_{r \geq 0} a_{n-r}^r = \sum_{r \geq 0} a_{n-r}^r + \sum_{r \geq 0} a_{n-r}^r - \sum_{r \geq 0} a_{n-r}^r.
\end{array}
\]
Lemma 7.10. We have

\[ \begin{align*}
\text{Diagram A} &= \text{Diagram B} - t - \text{Diagram C} + \sum_{r, s > 0, p \in \mathbb{Z}} \text{Diagram D}. 
\end{align*} \]

Proof. Using Lemma 7.8, we have

\[ \begin{align*}
\text{Diagram A} &= \text{Diagram B} - \sum_{r > 0, s \geq 0} \text{Diagram C} + (7.16) - \text{Diagram D} - \sum_{r > 0, s \geq 0} \text{Diagram E} \\
&= \text{Diagram F} - \sum_{r, p > 0} \text{Diagram G} - u - \sum_{r > 0, p < 0} \text{Diagram H} - \sum_{r, s > 0, p \leq 0} \text{Diagram I} - \sum_{r, s > 0, p \leq 0} \text{Diagram J} \\
&= \text{Diagram K} - \sum_{r, p > 0} \text{Diagram L} - \sum_{r, s > 0, p \leq s} \text{Diagram M} + \sum_{r, s > 0, p \leq s} \text{Diagram N}. 
\end{align*} \]

Lemma 7.11. We have

\[ \begin{align*}
\text{Diagram A} + \text{Diagram B} &= \sum_{r, s > 0, p \in \mathbb{Z}} \text{Diagram C} - t. 
\end{align*} \]

Proof. First note that, using Lemma 7.9, we have

\[ \begin{align*}
\text{Diagram A} + \text{Diagram B} &= \text{Diagram C} + \sum_{r > 0, s \geq 0} \text{Diagram D} + \sum_{r \geq 0, s \in \mathbb{Z}} \text{Diagram E} - \sum_{r \geq 0, s \in \mathbb{Z}} \text{Diagram F}. 
\end{align*} \]

Thus
\[ \sum_{r \geq 0} s \in \mathbb{Z}^+ + r s - r - s + \sum_{r \geq 0} s \in \mathbb{Z}^+ + r s - r - s \]

where, in the last equality, we used Lemma 7.7, (4.9), and the fact that \( t = uv \). \( \square \)

**Lemma 7.12.** We have

\[ \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} = - \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array} - \begin{array}{c}
\begin{array}{c}
\text{Diagram 3}
\end{array}
\end{array} \]

**Proof.** First, a lengthy but straightforward computation using (5.1), (5.2), (7.7), (7.16), and (7.17) shows that

\[ (7.33) \]

Then,

\[ \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array} + \sum_{r, s > 0} r s - r - s + \sum_{r > 0} s > 0 r s - r - s + \sum_{r > 0} s > 0 r s - r - s \]

Then, adding a counter-clockwise interior bubble to bottom of the blue strand completes the proof of the lemma. \( \square \)

**Proof of Theorem 7.5.** In light of the uniqueness from Lemma 5.4, we can take (7.21), (7.22), (7.27), and (7.28) as the definition of \( \Delta_{lm} \) on generating morphisms, and must check that the images of the relations (2.22), (2.23), (2.27), (2.30), (3.1), and (5.1) to (5.4) are all satisfied in \( \text{Add} \left( \text{Heis}_l(A; z, u) \right) \otimes \text{Heis}_m(A; z, v) \).

We must also check (7.29) and (7.30). Relations (2.22), (2.23), (2.27), and (2.30) follow from Corollary 7.3 and (3.1) is straightforward; so it remains to check the others.
We first check (7.29) and (7.30). First assume $k \geq 0$. Consider the bubble $n \otimes a$. When $n < 0$, both sides of the second relation in (7.29) are zero by (4.8) and our assumption that $k \geq 0$. When $n = 0$, we have

$$
\Delta_{\eta_m} \left( n \otimes a \right) \overset{(4.8)}{=} -\delta_{0,k} \frac{f^{-1}}{z} \text{tr}(a)1_l = -\delta_{0,k} \frac{u^{-1}v^{-1}}{z} \text{tr}(a)1_l \overset{(4.8)}{=} (2.8) - a \otimes n \otimes a 
$$

Now assume $n > 0$, so that $n \otimes a = n \otimes a$. Then, using Lemma 7.7, we have

$$
\Delta_{\eta_m} \left( n \otimes a \right) = \Delta_{\eta_m} \left( n \otimes a \right) = -n \otimes a - n \otimes a = -\sum_{r \in \mathbb{Z}} a \otimes a 
$$

This establishes the right-hand identity in (7.29), hence the right-hand identity in (7.31). Next we compute

$$
\Delta_{\eta_m} \left( ab \otimes w \right) = \Delta_{\eta_m} \left( ab \otimes w \right) = z\Delta_{\eta_m} \left( ab \otimes w \right) = \Delta_{\eta_m} \left( ab \otimes w \right) \overset{(4.16)}{=} z\text{tr}(a)1_l,
$$

Now observe that there is a unique morphism in $f(a; w) \in \text{End}_{A^+/(A; w)} \otimes_{A^+/(A; w)} (1) \otimes_{A^+/(A; w)} (w^{-1})$ such that $f(ab; w) = z\text{tr}(a)1_l$; see the proof of [BSW20a, Lem. 7.1] for a similar situation. It follows that

$$
\Delta_{\eta_m} \left( n \otimes a \right) = \Delta_{\eta_m} \left( n \otimes a \right) = z^{-1} a \otimes w \otimes w 
$$

This establishes the left-hand identity in (7.31), hence the left-identity in (7.29). Next consider the bubble $a \otimes n$. When $n > 0$, both sides of the second relation in (7.30) are zero by (4.9), and this relation is straightforward to verify when $n = 0$, again using (4.9). Now assume $n < 0$, so that $n \otimes a = n \otimes a$. Then, using Lemma 7.7, we have

$$
\Delta_{\eta_m} \left( n \otimes a \right) = \Delta_{\eta_m} \left( n \otimes a \right) = -n \otimes a - n \otimes a = \sum_{r \in \mathbb{Z}} a \otimes a 
$$

Then we complete the proof of (7.30) as above, using (4.16) and (7.32). It remains to treat the case $k < 0$. This follows by similar arguments; one starts by considering the counterclockwise (+)- and (−)-bubbles using the identities obtained by applying $\Omega_{\eta_m}$ to Lemma 7.7, then gets the clockwise ones using (4.16).

Now consider (5.3) and (5.4). The relations involving bubbles follow easily from (7.29) and (7.30). Next consider the right curl relation in (5.3), so $k \geq 0$. Considering the image of this relation under $\Delta_{\eta_m}$, we must show that

$$
\Delta_{\eta_m} \left( n \otimes a \right) = \Delta_{\eta_m} \left( n \otimes a \right) = -n \otimes a - n \otimes a = \sum_{r \in \mathbb{Z}} a \otimes a 
$$

This follows from Lemma 7.9, together with its image under flip, noting that the only nonzero term in the summation on the right-hand side of that identity is the one with $r = s = 0$, due to (4.8) and the assumption that $k \geq 0$. For the left curl relation in (5.4), we see, after applying $\Delta_{\eta_m}$, that we must show, for $k \leq 0$, that

$$
\Delta_{\eta_m} \left( n \otimes a \right) = \Delta_{\eta_m} \left( n \otimes a \right) = -n \otimes a - n \otimes a = \sum_{r \in \mathbb{Z}} a \otimes a 
$$

This follows from (7.34) for $\text{Heis}.r(A; z, u^{-1}) \otimes_{\text{Heis}.r(A; z, v^{-1})} \text{Heis}.r(A; z, v^{-1})$ after applying $\circ \Omega_{(-l)(-m)}$.

Now consider (5.2). By definitions (3.5) and (5.5), we see that

$$
\Delta_{\eta_m} \left( n \otimes a \right) = \sum a \otimes a + a \otimes a + a \otimes a + a \otimes a + a \otimes a
$$
\[ \Delta_{\mathfrak{m}} \left( \begin{array}{c} \mathcal{M} \\
\end{array} \right) = - \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array}. \]

We can then compute the image under \( \Delta_{\mathfrak{m}} \) of both sides of (5.2). Comparing the matrix entries of the resulting morphisms, we are reduced to verifying the identities

\[ \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} = \begin{array}{c} \vdots \\
\end{array} + t - \sum_{r,s > 0, p \in \mathbb{Z}}^{r}^{s} p, \]

\[ \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} = t - \sum_{r,s > 0, p \in \mathbb{Z}}^{r}^{s} p, \]

\[ \begin{array}{c} \vdots \\
\end{array} = \begin{array}{c} \vdots \\
\end{array}, \quad \begin{array}{c} \vdots \\
\end{array} = \begin{array}{c} \vdots \\
\end{array}. \]

plus the images of the first two under the symmetry flip. To prove the first two identities, simplify them by multiplying on the bottom of the left string by a clockwise internal bubble and using Lemma 7.6. The resulting identities then follow from Lemmas 7.10 and 7.11. For the third identity, composing on the top of both sides of the identity by \( \otimes \), then multiplying on the top of the blue strands by a counter-clockwise internal bubble, on the bottom of the blue strands by a clockwise internal bubble, and finally using Lemma 7.6 and (7.13), we see that we must show that

\[ \begin{array}{c} \vdots \\
\end{array} - \begin{array}{c} \vdots \\
\end{array} = \begin{array}{c} \vdots \\
\end{array}. \]

This follows from Lemma 7.12. The proof of the fourth identity is similar. \( \square \)

8. Generalized cyclotomic quotients

We now construct some important strict module supercategories over \( \mathcal{H} \mathcal{E} \mathcal{i} \mathcal{s}_k(A; z, t) \) known as generalized cyclotomic quotients.

We fix a supercommutative superalgebra \( R \) over our usual ground ring \( \mathbb{k} \). Defining the \( R \)-superalgebra \( A_R := R \otimes_k A \), we can extend the trace map of \( A \) to an \( R \)-linear map \( \text{tr}_R = \text{id} \otimes \text{tr} : A_R \rightarrow R \). We can then also base change to obtain \( \mathcal{H} \mathcal{E} \mathcal{i} \mathcal{s}_k(A_R; z, t) = R \otimes_k \mathcal{H} \mathcal{E} \mathcal{i} \mathcal{s}_k(A; z, t) \), which is a strict \( R \)-linear monoidal supercategory.

Since scalars in \( R \) are not necessarily even, we must take extra care with the potential additional signs. In diagrams for morphisms in \( \mathcal{H} \mathcal{E} \mathcal{i} \mathcal{s}_k(A_R; z, t) \), we can label tokens by elements of \( A_R \). Recall also the generating function formalism introduced in Section 5.

Lemma 8.1. For a polynomial \( p(w) \in A_R[w] \), we have

\[ \begin{align*}
(8.1) \quad & \downarrow p(x) \downarrow \left[ (w-x)^{-1} \right]_{w^{-1}} \\
(8.2) \quad & \downarrow p(x) \downarrow tz^{-1} \text{tr}(p(0)) \left[ (w)^{-1} \right]_{w^0} \\
(8.3) \quad & \downarrow p(x) \downarrow t \left[ (w-x)^{-1} \right]_{w^{-1}} \left[ p(w) \right]_{w^0}.
\end{align*} \]
Proof. By linearity, it suffices to consider the case \( p(x) = ax^n, a \in A_R, n \geq 0 \). In that case, (8.1) and (8.2) follow immediately from computing the \( w^{-1} \) coefficient on the right-hand side. For (8.2), we use that

\[
\begin{align*}
\hat{a} \circlearrowleft = \ell z^{-1} \text{tr}(a) l_1 + 0 \circlearrowleft a, \\
\circlearrowleft a = a \circlearrowleft 0 - \ell^{-1} z^{-1} \text{tr}(a) l_1,
\end{align*}
\]

by (3.28) and (4.9). Finally, (8.3) follows from (5.15), (5.18), and (8.1).

The even part \( Z(A_R)_0 \) of the center \( Z(A_R) = R \otimes_k Z(A) \) of \( A_R \) is a commutative algebra. Fix a pair of monic polynomials

\[
\begin{align*}
f(w) &= f_0 w^l + f_1 w^{l-1} + \cdots + f_l \in Z(A_R)_0[w], \\
g(w) &= g_0 w^m + g_1 w^{m-1} + \cdots + g_m \in Z(A_R)_0[w]
\end{align*}
\]

such that \( k = m - l, f_i, g_i \in \mathbb{k}^\times \), and \( r^2 = f_i / g_m \). Define

\[
\begin{align*}
\mathcal{O}^+(w) &= \ell^{-1} z \sum_{n \in \mathbb{Z}} \mathcal{O}^+_n w^{-n} := g(w) / f(w) = w^k + w^{k-1} Z(A_R)_0 \llbracket w^{-1} \rrbracket, \\
\mathcal{O}^-(w) &= -\ell z \sum_{n \in \mathbb{Z}} \mathcal{O}^-_n w^{-n} := f(w) / g(w) = w^{-k} + w^{-k-1} Z(A_R)_0 \llbracket w^{-1} \rrbracket, \\
\mathcal{O}^0(w) &= \ell^{-1} z \sum_{n \in \mathbb{Z}} \mathcal{O}^0_n w^{-n} := r^2 g(w) / f(w) = 1 + w Z(A_R)_0 \llbracket w \rrbracket.
\end{align*}
\]

cf. (4.12) to (4.15).

Lemma 8.2. The \( R \)-linear left tensor ideal \( I_R(f|g) \) of \( \text{Heis}_k(A_R; z, t) \) generated by

\[
\begin{align*}
\mathcal{P}(f(x)) &\quad \text{and} \quad a \circlearrowleft n - \text{tr}(\mathcal{O}^+_n a) l_1, \quad -k < n < l, \ a \in A_R, \\
\mathcal{P}(g(x)) &\quad \text{and} \quad n \circlearrowleft a - \text{tr}(\mathcal{O}^-_n a) l_1, \quad k < n < m, \ a \in A_R.
\end{align*}
\]

is equal to the \( R \)-linear left tensor ideal \( I_R(f|g) \) of \( \text{Heis}_k(A_R; z, t) \) generated by

\[
\begin{align*}
\mathcal{P}(f(x)) &\quad \text{and} \quad a \circlearrowleft n - \text{tr}(\mathcal{O}^+_n a) l_1, \\
\mathcal{P}(g(x)) &\quad \text{and} \quad n \circlearrowleft a - \text{tr}(\mathcal{O}^-_n a) l_1, \quad k < n < m, \ a \in A_R.
\end{align*}
\]

Moreover, this ideal contains

\[
\begin{align*}
\mathcal{P}(f(x)) &\quad \text{and} \quad a \circlearrowleft n - \text{tr}(\mathcal{O}^+_n a) l_1, \\
\mathcal{P}(g(x)) &\quad \text{and} \quad n \circlearrowleft a - \text{tr}(\mathcal{O}^-_n a) l_1, \quad k < n < m, \ a \in A_R.
\end{align*}
\]

for all \( a \in A, n \in \mathbb{Z} \).

Proof. The proof is similar to those of [BSW20b, Lem. 9.2] and [BSW20a, Lem. 6.2].

The generalized cyclotomic quotient of \( \text{Heis}_k(A_R; z, t) \) corresponding to \( f, g \) is the \( R \)-linear category

\[
\mathcal{H}_R(f|g) \colonequals \text{Heis}_k(A_R; z, t) / I_R(f|g).
\]

Assume that we are given a factorization \( t = uv^{-1} \) for \( u, v \in \mathbb{k}^\times \) such that \( u^2 = \text{tr}(f_i) \) and \( v^2 = \text{tr}(g_m) \), which implies that \( v^2 = \text{tr}(g_m) \). Let

\[
\mathcal{V}(f) := \bigoplus_{n \geq 0} \text{psmod-} W_n^f (A_R; z) \quad \text{and} \quad \mathcal{V}(g) := \bigoplus_{n \geq 0} \text{psmod-} W_n^g (A_R^{op}; z),
\]

viewed as supermodule categories over \( \text{Heis}_l(A_R; z, u) \) and \( \text{Heis}_m(A_R; z, v^{-1}) \) via the monoidal superfunctors \( \Psi_f \) and \( \Psi_g \) from Lemma 6.4. Let

\[
\mathcal{V}(f|g) := \mathcal{V}(f) \boxtimes_R \mathcal{V}(g)^\vee
\]

be their linearized Cartesian product, i.e. the \( R \)-linear supercategory with objects that are pairs \( (X, Y) \) for \( X \in \mathcal{V}(f), Y \in \mathcal{V}(g)^\vee \), and morphisms

\[
\text{Hom}_{\mathcal{V}(f|g)}((X, Y), (U, V)) \colonequals \text{Hom}_{\mathcal{V}(f)}(X, Y) \otimes_R \text{Hom}_{\mathcal{V}(g)^\vee}(Y, V),
\]
with the obvious composition law. There is an equivalence of categories
\[ \mathcal{V}(f|g) \to \bigoplus_{n,m \geq 0} \text{psmod-} \left( W^f_n(A_R; z) \otimes_R W^g_m(A_R^{op}; z) \right), \]

hence \( \mathcal{V}(f|g) \) is additive and idempotent complete. Furthermore, \( \mathcal{V}(f|g) \) is a module category over the symmetric product \( \text{Heis}_-(A_R; z, u) \otimes \text{Heis}_m(A_R; z, v^{-1}) \).

We assume for the remainder of this section that the base ring \( R \) is a finite-dimensional supercommutative superalgebra over an algebraically closed field \( \mathbb{K} \supseteq \mathbb{k} \); by “eigenvalue” we mean eigenvalue in this field \( \mathbb{K} \).

Recall the definition of \( \tau_l \) from (2.16). The element \( \tau_l \) induces a \( \mathbb{K} \)-linear endomorphism of \( A_R \otimes_R A_R \) by left multiplication. Since \( A_R \otimes_R A_R \) is finite dimensional over \( \mathbb{K} \), this endomorphism has a minimal polynomial \( m(w) \in \mathbb{K}[w] \).

Let \( \Gamma_R \) be the multiplicative subgroup of \( \mathbb{K} \) generated by the finite set
\[ \{ \frac{\mu}{\mu - \eta} : \mu, \eta \in \mathbb{K}, \ m(\eta) = 0, \ \mu^2 - \mu \eta - 1 = 0 \}. \]

For example, if \( A = \mathbb{k} \) and \( z = q - q^{-1} \) for some \( q \in \mathbb{K}^\times \) then \( \tau_l = 1 \otimes 1 \), hence \( m(w) = w - z \), and it follows that \( \Gamma_R = \{ q^{2n} : n \in \mathbb{Z} \} \). Schur’s lemma implies that \( Z(A_R)_0 \) acts on any irreducible \( A_R \)-supermodule \( L \) via a central character \( \chi_L : Z(A_R)_0 \to \mathbb{K} \). For \( p(w) \in Z(A_R)_0[w] \), we have \( \chi_L(p(w)) \in \mathbb{K}[w] \).

Let \( \Xi_p \) be the set of all roots of the polynomials \( \chi_L(p(w)) \) for all irreducible \( A_R \)-supermodules \( L \).

**Lemma 8.3.** Let \( V \) be a finite-dimensional AW\(_2\)(\( A_R; z \))-module. All eigenvalues of \( x_2 \) on \( V \) are of the form \( \lambda \) or \( \gamma \lambda \) for \( \gamma \in \Gamma_R \) and an eigenvalue \( \lambda \) of \( x_1 \) on \( V \).

**Proof.** Let \( \lambda_2 \) be an eigenvalue of \( x_2 \). Since \( x_1 \), \( x_2 \), and \( \tau_l \) all commute, we can choose a vector \( y \in V \) in the \( \lambda_2 \)-eigenspace of \( x_2 \) that is also an eigenvector of \( x_1 \) with some eigenvalue \( \lambda_1 \) and an eigenvector of \( \tau_l \) with some eigenvalue \( \eta \). First suppose that \( y \) is an eigenvector for \( \sigma_1 \) with eigenvalue \( \mu \). It follows from (2.27) that the element \( \sigma_1 \in AW_n(A_R; z) \) satisfies the equation \( \sigma_1^2 - \tau_l \sigma_1 - 1 = 0 \). Thus we have \( 0 = (\sigma_1^2 - \tau_l \sigma_1 - 1)\gamma = (\mu^2 - \mu \eta - 1)\gamma \). So, \( \mu, \eta \) satisfy the conditions in the definition of the set (8.16).

Furthermore, it follows from (2.27) and (2.30) that \( \sigma_1 x_1 = x_2 \sigma_1 - z x_2 \tau_l \). Thus \( \mu \lambda_1 = \mu \lambda_2 - \eta \lambda_2 = 0 \), which implies that \( \lambda_2 = \frac{\mu}{\mu - \eta} \lambda_1 \).

On the other hand, if \( y \) is not an eigenvalue for \( \sigma_1 \), then \( y \) and \( \sigma_1 y \) are linearly independent. Then the matrix describing the action of \( x_1 \) on the subspace with basis \( \{ y, \sigma_1 y \} \) is \( \begin{pmatrix} \lambda_1 & -\eta \lambda_2 \\ 0 & \lambda_2 \end{pmatrix} \). Hence \( \lambda_2 \) is an eigenvalue for the action of \( x_1 \) on \( V \).

**Corollary 8.4.** The eigenvalues of \( x_1, \ldots, x_n \) on any \( W^f_n(A_R; z) \)-module lie in \( \Gamma_R \Xi_f \).

**Lemma 8.5.** Suppose that \( f(w), g(w) \in Z(A_R)_0[w] \) are generic in the sense that the sets \( \Gamma_R \Xi_f \) and \( \Gamma_R \Xi_g \) are disjoint. Then the categorical action of the symmetric product \( \text{Heis}_-(A_R; z, u) \otimes \text{Heis}_m(A_R; z, v^{-1}) \) on \( \mathcal{V}(f|g) \) defined above extends to an action of the localization \( \text{Heis}_-(A_R; z, u) \otimes \text{Heis}_m(A_R; z, v^{-1}) \) from Section 7.

**Proof.** The proof is analogous to that of [BSW20b, Lem. 9.4], using Corollary 8.4.

When the genericity assumption of Lemma 8.5 is satisfied, the lemma implies that there is a strict \( \mathbb{k} \)-linear monoidal superfunctor \( \Psi_f \otimes \Psi_g : \text{Heis}_-(A_R; z, u) \otimes \text{Heis}_m(A_R; z, v^{-1}) \to S^\text{End}_R(\mathcal{V}(f|g)) \). Composing this superfunctor with the superfunctor \( \Delta_{\eta,m} \) from Theorem 7.5 yields a strict \( R \)-linear monoidal endofunctor
\[ \Psi_{f|g} := (\Psi_f \otimes \Psi_g) \circ \Delta_{\eta,m} : \text{Heis}_c(A_R; z, t) \to S^\text{End}_R(\mathcal{V}(f|g)). \]

In this way, we make \( \mathcal{V}(f|g) \) into a module supercategory over \( \text{Heis}_k(A_R; z, t) \).

**Lemma 8.6.** Recalling the (+)-bubble generating functions from (4.12) and (4.13), we have
\[ \Psi_{f|g} \left( a \otimes \right)|_{W^f_0(A_R; z), W^g_0(A_R^{op}; z)} = \text{tr}_R \left( g(w) f(w)^{-1} a \right) \in w^{m - |R||w| - 1}. \]
\[ \Psi_{f|R} \left( \left( \begin{array}{c} w \\ a \end{array} \right) \right) \big|_{W^f_0(A_R; z), W^e_0(A_R^\text{op}; z)} = \text{tr}_R \left( f(w)g(w)^{-1}a \right) \in w^{-m}R[w^{-1}]. \]

**Proof.** The proof is almost identical to that of [BSW20a, Lem. 6.8], using Lemma 8.2 and (7.31). □

**Theorem 8.7.** Suppose \( f(w), g(w) \) are generic as in Lemma 8.5. Let \( \text{Ev}: \mathcal{S}End_R(\mathcal{V}(f|g)) \rightarrow \mathcal{V}(f|g) \) be the \( R \)-linear superfunctor defined by evaluation on \((W^f_0(A_R; z), W^e_0(A_R^\text{op}; z)) \in \mathcal{V}(f|g)\). Then \( \text{Ev} \circ \Psi_{f|R} \) factors through the generalized cyclotomic quotient \( \mathcal{H}_f(\mathcal{V}|g) \) to induce an equivalence of \( \mathcal{H}_R(\mathcal{V}|g) \) to \( \mathcal{V}(f|g) \).

**Proof.** It is clear that \( \Psi_{f|x} \) acts as zero on \((W^f_0(A_R; z), W^e_0(A_R^\text{op}; z)) \). Together with Lemma 8.6, this implies that \( \text{Ev} \circ \Psi_{f|R} \) factors through the quotient \( \mathcal{H}_f(\mathcal{V}|g) \). Since \( \mathcal{V}(f|g) \) is an idempotent complete \( \Pi \)-supercategory (in the sense of [BE17, Def. 3.1]) we obtain the induced \( R \)-linear superfunctor \( \Psi_{f|R} \) from the statement of the theorem. To show that \( \Psi_{f|R} \) is an equivalence, it remains to prove that it is full, faithful and dense. This argument is almost identical to the one in the proof of [BSW20b, Th. 9.5]. □

**Remark 8.8.** When \( g(w) = 1 \), the genericity assumption is vacuous. Hence Theorem 8.7 yields an equivalence of categories \( \Psi_{f|1}: \text{Kar}(\mathcal{H}_R(\mathcal{V}|1)) \rightarrow \mathcal{V}(f) \). So the generalized cyclotomic quotient \( \mathcal{H}_R(\mathcal{V}|f) \) is Morita equivalent to the usual cyclotomic quotient, that is, the locally unital superalgebra \( \bigoplus_{n \geq 0} W^f_n(A_R; z) \).

9. **Basis theorem**

In this final section we prove a basis theorem for the morphism spaces in \( \mathcal{H}(A; z, t) \). Unsurprisingly, our method of proof is a hybrid of the proofs for the quantum Heisenberg category [BSW20b, Th. 10.1] and the Frobenius Heisenberg category [BSW20a, Th. 7.2]; see also [BSW18, Th. 6.4].

Recall from (2.4) the definition of the cocenter \( C(A) \) of \( A \). For \( a \in A \), we let \( \dot{a} \) denote its image in \( C(A) \). For a general superalgebra \( A \), the cocenter \( C(A) \) is merely a vector superspace. However, under our assumption that \( A \) is a Frobenius superalgebra, the cocenter can be endowed with the structure of an associative commutative, but not necessarily unital, superalgebra with product \( \circ \); see [RS20a, Prop. 2.1].

We will not use this product explicitly in this paper; however we note that \( a^T = za \circ 1 \) (see (2.11)). There is a well-defined nondegenerate pairing

\[ Z(A) \times C(A) \rightarrow \mathbb{k}, \quad (a, b) \mapsto \text{tr}(ab), \quad a, b \in A. \]

(For a proof, see [BSW20a, Lem. 4.1].)

Let \( \text{Sym}(A) \) denote the symmetric superalgebra generated by the vector superspace \( C(A)[x] \), where \( x \) here is an even indeterminate. For \( n \in \mathbb{Z} \) and \( a \in A \), let \( e_n(a) \in \text{Sym}(A) \) denote

\[ e_n(a) := \begin{cases} 0 & \text{if } n < 0, \\ \text{tr}(a) & \text{if } n = 0, \\ \dot{a}x^{n-1} & \text{if } n > 0. \end{cases} \]

This defines a parity-preserving linear map \( e_n: A \rightarrow \text{Sym}(A) \).

**Lemma 9.1** ([BSW20a, Lem. 7.1]). For each \( n \in \mathbb{Z} \), there is a unique parity-preserving linear map \( h_n: A \rightarrow \text{Sym}(A) \) such that

\[ e(ac; -u)h(c^\gamma b; u) = \text{tr}(ab), \quad \text{for all } a, b \in A, \]

where we are using the generating functions

\[ e(a; u) := \sum_{n \geq 0} e_n(a)u^{-n}, \quad h(a; u) := \sum_{n \geq 0} h_n(a)u^{-n} \in \text{Sym}(A)[[u^{-1}]]. \]
By Lemma 9.1 and (4.16), we have a well-defined homomorphism of superalgebras
\begin{equation}
\beta : \text{Sym}(A) \otimes \text{Sym}(A) \rightarrow \text{End}_{\mathcal{Heis}_k(A;z,t)}(1),
\end{equation}
\begin{equation}
e_n(a) \otimes 1 \mapsto (-1)^{n-1} t z a \begin{array}{c}\circ \end{array} n - k, \quad 1 \otimes e_n(a) \mapsto (-1)^{n-1} t z a \begin{array}{c}\circ \end{array} - n,
\end{equation}
\begin{equation}
h_n(a) \otimes 1 \mapsto t z^{n+k} a, \quad 1 \otimes h_n(a) \mapsto t^{-1} z^{n-k} a.
\end{equation}

We will show in Corollary 9.3 that $\beta$ is an isomorphism. We have that, for $X, Y \in \mathcal{Heis}_k(A; z, t)$, the super-space $\text{Hom}_{\mathcal{Heis}_k(A; z, t)}(X, Y)$ is a right $\text{Sym}(A) \otimes \text{Sym}(A)$-module under the action
\[ \phi \theta := \phi \otimes \beta(\theta), \quad \phi \in \text{Hom}_{\mathcal{Heis}_k(A; z, t)}, \theta \in \text{Sym}(A) \otimes \text{Sym}(A). \]

Let $X = X_n \otimes \cdots \otimes X_1$ and $Y = Y_m \otimes \cdots \otimes Y_1$ be objects of $\mathcal{Heis}_k(A; z, t)$ for $X_i, Y_j \in \{\uparrow, \downarrow\}$. An $(X, Y)$-matching is a bijection between the sets
\[ \{i : X_i = \uparrow\} \sqcup \{j : Y_j = \downarrow\} \quad \text{and} \quad \{i : X_i = \downarrow\} \sqcup \{j : Y_j = \uparrow\}. \]

A reduced lift of an $(X, Y)$-matching is a string diagram representing a morphism $X \rightarrow Y$ such that
- the endpoints of each string are points which correspond under the given matching;
- there are no floating bubbles and no dots or tokens on any string;
- there are no self-intersections of strings and no two strings cross each other more than once.

For each $(X, Y)$, fix a set $B(X, Y)$ consisting of a choice of reduced lift for each $(X, Y)$-matching. Then let $B_s(X, Y)$ denote the set of all morphisms that can be obtained from the elements of $B(X, Y)$ by adding an integer number of dots near the terminus of each string and one element of $B_A$ to each string.

**Theorem 9.2.** Assume that the ground ring $k$ is an integral domain and that $z, t \in k^\times$ are arbitrary. For objects $X, Y \in \mathcal{Heis}_k(A; z, t)$, the morphism space $\text{Hom}_{\mathcal{Heis}_k(A; z, t)}(X, Y)$ is a free right $\text{Sym}(A) \otimes \text{Sym}(A)$-module with basis $B_s(X, Y)$.

**Proof.** It suffices to consider the case $k \leq 0$, since the result for $k \geq 0$ then follows by applying $\Omega_k$ from (4.3). Let $X = X_r \otimes \cdots \otimes X_1$ and $Y = Y_r \otimes \cdots \otimes Y_1$ be two objects, with $X_i, Y_r \in \{\uparrow, \downarrow\}$.

The defining relations and the additional relations proved in Sections 3 to 5 give Reidemeister-type relations modulo terms with fewer crossing, plus a skein relation and bubble, dot, and token sliding relations. These relations allow diagrams for morphisms in $\mathcal{Heis}_k(A; z, t)$ to be manipulated in a similar way to the way oriented tangles are simplified in skein categories, modulo diagrams with fewer crossings. Thus, we have a straightening algorithm to rewrite any diagram representing a morphism $X \rightarrow Y$ as a linear combination of the ones in $B_s(X, Y)$. Hence $B_s(X, Y)$ spans $\text{Hom}_{\mathcal{Heis}_k(A; z, t)}$ as a right $\text{Sym}(A) \otimes \text{Sym}(A)$-module.

It remains to prove linear independence of $B_s(X, Y)$. For this, recalling that $k$ is an integral domain by assumption, we can replace $k$ by the algebraic closure of its field of fractions to assume without loss of generality that $k$ is actually an algebraically closed field. We say $\phi \in B_s(X, Y)$ is positive if it only involves nonnegative powers of dots. It suffices to show that the positive morphisms in $B_s(X, Y)$ are linearly independent. Indeed, given any linear relation $\sum_{i=1}^N \phi_i \otimes \beta(\theta_i) = 0$ for morphisms $\phi_i \in B_s(X, Y)$ and coefficients $\theta_i \in \text{Sym}(A) \otimes \text{Sym}(A)$, we can multiply the term of the strings by sufficiently large positive powers of dots to reduce to the positive case.

We begin with the case $X = Y = \uparrow^m \downarrow^l$. Consider a linear relation $\sum_{i=1}^N \phi_i \beta(\theta_i)$ for some positive $\phi_i \in B_s(X, Y)$ and $\theta_i \in \text{Sym}(A) \otimes \text{Sym}(A)$. Fix a homogeneous basis $a_1, \ldots, a_r$ of $C(A)$ with $a_1, \ldots, a_r$ even and $a_{r+1}, \ldots, a_r$ odd. Choose $m_1, m_2 \geq 1$ so that all elements $\theta_i \in \text{Sym}(A)$ are polynomials in $e_1(a_j) \otimes 1, \ldots, e_{m_1}(a_j) \otimes 1$ and $1 \otimes e_1(a_j), \ldots, 1 \otimes e_{m_2}(a_j)$, $1 \leq j \leq r$. Then choose $l, m \geq 0$ such that
- $k = m - l$;
- the multiplicities of dots in all $\phi_i$ arising in the linear relation are $< l$;
- $m_1 + m_2 < m$. 
Let \( u_{i,j}, 1 \leq i \leq m_1, 1 \leq j \leq r \), and \( v_{i,j}, 1 \leq i \leq m_2, 1 \leq j \leq r \), be indeterminates, with \( u_{i,j} \) and \( v_{i,j} \) even for \( 1 \leq i \leq r' \) and odd for \( r' < j \leq r \). Let \( \mathbb{k} \) be the algebraic closure of \( k(u_{i,j}, v_{p,j} : 1 \leq i \leq m_1, 1 \leq p \leq m_2, 1 \leq j \leq r') \), and define \( R \) to be the free supercommutative \( \mathbb{k} \)-superalgebra generated by \( u_{i,j}, 1 \leq i \leq m_1, r' < j \leq r \), and \( v_{i,j}, 1 \leq i \leq m_2, r' < j \leq r \). Since the \( u_{i,j} \) and \( v_{i,j} \) are odd for \( r' < j \leq r \), \( R \) is finite dimensional over \( \mathbb{k} \). We will now work with algebras/categories that are linear over \( R \), as in Section 8. Let \( a_1^{\beta}, \ldots, a_r^{\beta} \) be a basis of \( Z(A) \) dual to the basis \( a_1, \ldots, a_r \) of \( C(A) \) under the pairing of (9.1). Consider the cyclotomic wreath product algebras \( W^f_i(\mathbb{A}_R; z) \) and \( W^g_i(\mathbb{A}_R^{\text{qp}}; z) \) associated to the polynomials

\[
          f(w) := w^j + \ell^2, \quad g(w) := w^m + (u_{1,1}a_1^{\beta} + \cdots + u_{1,r}a_r^{\beta})w^{m-1} + \cdots + (u_{m_1,1}a_1^{\beta} + \cdots + w_{m_1,r}a_r^{\beta})w^{m-m_1} + (v_{m_2,1}a_1^{\beta} + \cdots + v_{m_2,r}a_r^{\beta})w^{m_2} + \cdots + (v_{1,1}a_1^{\beta} + \cdots + v_{1,r}a_r^{\beta})w + 1 \quad \in \mathbb{Z}(A_R)_0[w].
\]

The roots of \( f(w) \) are contained in \( \mathbb{k} \). Also, since \( A \) is defined over the algebraically closed field \( \mathbb{K} \), the set \( \Gamma_R \) from (8.16) is actually contained in \( \mathbb{k}^\times \). For any irreducible \( A_R \)-module \( L \), the evaluation of \( \chi_L(g(w)) \) at any element of \( \Gamma_R \) involves at least one of the even \( u_{i,j} \) or \( v_{i,j} \) with a nonzero coefficient, hence is not contained in \( \mathbb{k} \). This shows that \( f(w), g(w) \) is generic in the sense of Lemma 8.5. Hence we can use the superfunctor \( \Psi_{fg} \) of (8.17) to make \( \mathcal{V}(fg) \) into a \( \mathcal{H} \text{eis}_k(\mathbb{A}_R; z,t) \)-module supercategory. Using the canonical \( \mathbb{k} \)-linear monoidal superfunctor \( \mathcal{H} \text{eis}_k(\mathbb{A}_R; z,t) \rightarrow \mathcal{H} \text{eis}_k(\mathbb{A}_R; z_t) \), we can view \( \mathcal{V}(fg) \) as a module supercategory over \( \mathcal{H} \text{eis}_k(\mathbb{A}_R; z_t) \). We now evaluate the relation \( \sum_{s=1}^N \phi_s \otimes \beta(s) = 0 \) on \( (W^f_i(\mathbb{A}_R; z), W^g_i(\mathbb{A}_R^{\text{qp}}; z)) \) in \( \mathcal{V}(fg) \) to obtain a relation in \( W^i_n(\mathbb{A}_R; z) \). It follows from (6.2) and the choice of \( t \) that the images of \( \phi_1, \ldots, \phi_N \) in \( W^i_n(\mathbb{A}_R; z) \) are linearly independent over \( R \). Thus the image of \( \beta(t) \in R \) is zero for each \( s \). We wish to deduce that each \( \theta_s \) is 0. By our choice of \( m \), each \( \theta_s \) is a supercommutative polynomial in \( e_1(a_1) \otimes 1, \ldots, e_{m_1}(a_1) \otimes 1 \) and \( 1 \otimes e_1(a_j), \ldots, 1 \otimes e_{m_2}(a_j) \) for \( 1 \leq j \leq r \). So it suffices to show that the images of these elements under \( \beta \) generate a free supercommutative superalgebra. In fact, we claim that these images are the elements \( u_{i,j} \) and \( v_{i,j} \), respectively, up to a sign. To see this, note that the low degree terms of the series \( \mathcal{O}^{\pm}(w) \) from (8.6) and (8.8) are

\[
          \mathcal{O}^{+}(w) = w^k + (u_{1,1}a_1^{\beta} + \cdots + u_{1,r}a_r^{\beta})w^{k-1} + \cdots + (u_{m_1,1}a_1^{\beta} + \cdots + w_{m_1,r}a_r^{\beta})w^{k-m_1} + \cdots \in w^k \mathbb{k}[w^{-1}],
\]

\[
          \mathcal{O}^{-}(w) = 1 + (v_{1,1}a_1^{\beta} + \cdots + v_{1,r}a_r^{\beta})w + \cdots + (v_{m_2,1}a_1^{\beta} + \cdots + v_{m_2,r}a_r^{\beta})w^{m_2} + \cdots \in \mathbb{k}[w].
\]

Thus, the claim follows from (8.6), (8.8), and (9.6) and Lemma 8.2.

We have now proved the linear independence when \( X = Y = \mathcal{T}^{\text{fg}} \). The linear independence for more general \( X \) and \( Y \) follows from this as in the proof of [BSW20b, Th. 10.1].

\[ \blacksquare \]

**Corollary 9.3.** The map \( \beta : \text{End}_{\mathcal{H} \text{eis}_k(A; z,t)}(1) \cong \text{Sym}(A) \otimes \text{Sym}(A) \) is an isomorphism of superalgebras.
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