Weak lensing “post-Born” effects are equivalent to pure lens-lens couplings
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We show that the so-called “post-Born” effects of weak lensing at 4th order are equivalent to lens-lens couplings in the Born Approximation. We demonstrate this by explicitly showing the equivalence of the canonical weak lensing approach at 4th order using the anisotropy remapping method, to that of the 4th order calculation of the lens-lens coupling effects using the Boltzmann equation approach that was first developed in [1]. Furthermore, we argue that to incorporate true “post-Born” effects, i.e. taking into account non-straight photon paths, require the addition of a photon deflection term which has not been taken into account in the canonical formalism nor the Boltzmann method.
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I. INTRODUCTION

Weak lensing of the cosmic microwave background (CMB) is now well established as an important probe of cosmological parameters \[2,12\]. By using the observations of the temperature \( \Theta \) and the \( E \) and \( B \) polarisation anisotropies spectra of the CMB, we can reconstruct the underlying lensing potential \[13,20\] \( \phi(\hat{n}) = -2 \int_0^\infty dr_1 W(r_1, r_2) \Psi_W \) where \( W(r_1, r_2) \equiv 1/r_1 - 1/r_2 \) is the lensing efficiency kernel \[13,21\]. \( \Psi_W \) is the Weyl potential and \( r_s \) is the conformal distance to the last scattering surface (LSS). The lensing potential contains the projected information of the foreground distribution of matter, and hence the lensing potential allows us to probe its correlations \[6,22\] – \[36\].

To do so, a formalism to map the CMB anisotropies to \( \phi(\hat{n}) \) and implicitly \( \Psi_W(\hat{r}) \) must be constructed. The standard canonical method focuses on the computation of the deflection angle \( \alpha^a(\hat{n}) = \partial^a \phi(\hat{n}) \) which can then be directly mapped order by order onto the observed \( \Theta \) spectra \[37\] using the following ansatz, i.e.

\[
\Theta(\hat{n} + \hat{a}) = \Theta(\hat{n}) + \alpha^a \nabla_a \Theta(\hat{n}) + \frac{1}{2} \alpha^a \alpha^b \nabla_a \nabla_b \Theta(\hat{n}) + \ldots \\
\equiv \Theta^{(I)}(\hat{n}) + \Theta^{(II)}(\hat{n}) + \Theta^{(III)}(\hat{n}) + \ldots 
\]

This remapping can be carried out to increasingly higher orders in \( \Theta \) \[21,38\] – \[41\]. While these effects are expected to be small, they may play a role in the estimates of systematics of higher order correlations \[42\] thus an accurate accounting of them is required.

In such calculations, the Born Approximation is applied – the line integral from the observer to the CMB source is assumed to be through the background unperturbed photon path \[43\]. In the calculation of the 4th order lensing anisotropy, it is often suggested that the approximation no longer holds, and hence the physical effects are attributed to “post-Born” physics \[39,41,44\] such as ray-deflection and time delay. In this paper, we argue that in such calculations, the Born Approximation still holds – in other words the line integrals are still taken along the background unperturbed photon path. Furthermore, we will show that these effects commonly attributed as “post-Born” are generated by higher order lens-lens couplings instead.

To show this, we will use an alternative method for calculating the effect of weak lensing on the CMB temperature anisotropies first introduced in \[1\] which is to directly solve the Boltzmann equation for the lensed anisotropies order by order. This is in contrast to solving the geodesic equation to obtain the deflection angle as an intermediary step, as in the case of the canonical method, and then mapping those onto the anisotropies via Eqn. \[1\]. In \[1\], the lensing anisotropies at 4th order due to pure lens-lens couplings were calculated, and in this paper, we will show that the results obtained in that paper is completely equivalent to that of the canonical method, and hence proving our assertion. Furthermore, we will identify the point of departure where true post-Born effects such as ray deflection should be introduced.

The paper is organized as follows. In Section II we will describe the Boltzmann formalism as introduced in \[1\], and identify the point where true post-Born effects could be introduced. In Section III we will clarify the relationship between the the Boltzmann approach and the canonical approach, and explicitly prove the equivalence at 4th order, i.e. the results obtained in \[39,41\] are completely equivalent to that first obtained in \[1\]. Finally in Section IV we conclude.

II. THE BOLTZMANN EQUATION APPROACH

We now forego any ansatz and obtain all the higher order \( \Theta \) terms without any reference to the deflection angles by explicitly solving its Boltzmann evolution equation \[46\]. This approach was introduced in \[1\] and used to calculate effects of lens-lens couplings on weak lensing 4th order, and which this section closely follows.

The Boltzmann equation describes the evolution of a distribution of photons, i.e. the intensity \( I \), as a function of spacetime position \( x^\mu \), frequency \( p^0 \) and spatial direction \( \hat{n} \)

\[
\mathcal{L}[I(x^\mu, p^0, \hat{n})] = 2\mathcal{C}(x^\mu, p^0, \hat{n}) , \tag{2}
\]

where \( \mathcal{L} \) is the Liouville operator which defines its free evolution \( \mathcal{L} = d/d\eta \), with \( \eta \) being the conformal time. It is a first order total derivative, encapsulating much of the physics of the evolution despite its notational simplicity. Meanwhile, \( \mathcal{C} = -1/2\tau^{\prime} I + \mathcal{D} \) is the collision term where \( \tau^{\prime} = \partial_\eta \tau \) is the time derivative of the optical depth and \( \mathcal{D} \) is the Compton scattering term.

\[1\] A numerical approach is undertaken by \[45\] which does take into account the ray deflection effects.
The temperature anisotropy $\Theta$ is directly related to the energy averaged intensity $\hat{I}$ and hence $I$ by the following relation

$$\Theta = \frac{1}{4} \hat{I} , \quad \hat{I}(x^a, \hat{n}) = \frac{\int [I(x^\mu, p^0, \hat{n})(p^0)^3 dp^0]}{\int [I(p^0)(p^0)^3 dp^0]} , \quad (3)$$

where $I$ is the isotropic background blackbody spectrum. The Boltzmann equation serves as the evolution equation for $\Theta$, thus we can expand $\hat{I}$ as usual $\hat{I} = \sum_N \hat{I}^{[N]} / N!$ which is related order by order to the expansion $\Theta = \sum_N \Theta^{[N]}$ by $\Theta^{[N]} = \hat{I}^{[N]} / 4N!$.

Expanding the Liouville term $\mathcal{L}$,

$$\mathcal{L} = \left( \frac{\partial}{\partial \eta} + \frac{dx^a}{d\eta} D_a + \frac{dp^0}{d\eta} \frac{\partial}{\partial p^0} + \frac{dn^a}{d\eta} \nabla_a \right) , \quad (4)$$

where $D_a$ is the spatial covariant derivative along the photon trajectory $x^a$ and $p^a \equiv dx^a / d\eta$ is its first derivative. The first term is the overall time evolution of the intensity $\partial_\eta I$ and the third term denotes the redshifting of the photon energy – for now we will only keep this term at 1st order in perturbation (as shown in [1], higher order terms are subdominant).

The fourth term encodes the weak lensing effect – at first order, it is given by the familiar spatial geodesic equation $(dp^a / d\eta)^{[1]} = -2S^{ab} \partial_b \Psi_W$. However, since the intensity is a function of $p^a$, we do not need to directly integrate this equation – the physics of geodesic deviation is automatically folded into the formalism. Indeed since we assume that there is no backreaction of the perturbed photon intensity to the metric, the fourth term of Eqn. 4 to all orders is

$$\frac{dn^a}{d\eta} = -2S^{ab} \partial_b \Psi_W , \quad (5)$$

where $S_{\mu\nu} = g_{\mu\nu} - n_\mu n_\nu$ projects onto the hypersurfaces labeled by the cosmic time $\eta$ such that the co-moving observer measures the photons at energy $p^0$. We will assume that the spatial components $S^{ab} \rightarrow \delta^{ab}$ to match to the fact that in the remapping ansatz, $\hat{n} + \hat{a}$ is assumed to be a unit vector (even though in principle it is not).

Finally, the second term $dx^a / d\eta$ captures deviation of the photon trajectory from the unperturbed background path $x$. A hint can be gleaned by considering the first order term of its coefficient

$$\left( \frac{dx^a}{d\eta} \right)^{[1]} = 2n^a \Psi_W , \quad (6)$$

i.e. it depends on $\Psi_W$ and not its spatial derivative, unlike the lensing term. This fact is true to all orders in perturbation theory. If we ignore all the other interactions of the Liouville operator and focus on this term and the evolution term, at first order it is

$$\frac{\partial}{\partial \eta} I = \frac{dx^a}{d\eta} D_a I , \quad (7)$$

which can be written as

$$\left( \frac{\partial}{\partial \eta} - 2\Psi_W n^a D_a \right) I = 0 , \quad (8)$$

describing an integral along the deflected photon path. Simply put, Eqn. 6 is an equation of motion for $x$ as a function of $\Psi_W$ thus a full accounting of it will encode the effects of deviating from the background path $\bar{x}$. An equivalent interpretation of Eqn. 6 is that since the RHS depends purely on $\Psi_W$ and not its spatial derivative, it captures the time delay of the photon path due to the presence of perturbations [47].

In principle, this term should be considered – it represents “post-Born” effects in the strictest sense as including this term would mean that $\Psi_W$ is now a function of $x$ (and not just $\bar{x}$), capturing deviations from the unperturbed path. This term is not captured by the canonical formalism since all quantities in this formalism is evaluated at the background path $\bar{x}$ – note that the photon path perturbation $\delta x$ itself is derived by solving the geodesic equation

\[2\] To incorporate this effect, we would need to solve the perturbed Einstein equation to obtain the 2nd order metric perturbations. This effect is also ignored in the standard canonical formalism.
order by order using the Weyl potential evaluated at $\bar{x}$. As we will see below, by dropping this term, we will recover an equivalent relationship between the Boltzmann approach and the remapping ansatz.

Given these approximations, and integrating over the energy Eqn. 9 the Boltzmann equation for $\Theta$ to $N$-th order $i^3$

$$[\partial_\eta + n^a \partial_a + \tau] \Theta^{[N]} = \hat{D}^{[N]} - 2\nabla_a^2 \Psi_W \nabla_a^{[N]} \Theta^{[N-1]}.$$  

(9)

where $\nabla_a^2 \equiv \delta^{ab} \nabla_b^2$. Focusing on lensing, we will ignore Compton scattering terms beyond first order, i.e. $\hat{D}^{[N]} = 0$ for $N > 1$. This hierarchy of equations can be solved iteratively using standard perturbation theory as follows.

Transiting to Fourier space, the first order solution is obtained from the familiar line-of-sight integral $i^8$

$$\Theta^{[1]}(\eta, k, \hat{n}) = e^{i(\eta)} \int_0^\eta d\tilde{\eta} S_T e^{ik \cdot \hat{n}(\tilde{\eta} - \eta)},$$  

(10)

where the source function $S_T(\tilde{\eta}, \Psi_W, k \cdot \hat{n}/k)$ describes the usual 1st order collision term physics $i^9$, and $\eta = 0$ is the time of mode reentry.

At $N > 1$ order, the Boltzmann equation Eqn. 9 can be directly integrated in Fourier space using the standard line-of-sight integral to obtain the rather intimidating recursive equation

$$e^{-ik_{N+1} \cdot \hat{n} r_{N+1} - \tau(\eta_{N+1})} \Theta^{[N+1]}(\eta_{N+1}, k_{N+1}, \hat{n}) = \int_0^{\eta_{N+1}} d\eta_N \int \frac{dk'_N dk_N}{(2\pi)^{3/2}} \delta(k_{N+1} - k_N - k'_N)$$

$$\times \nabla_a^{k'_N} \left( e^{-ik'_{N} \cdot \hat{n} r_{N}} \Psi_W(k'_N) \right) \left[ -\frac{2}{r_{N}} (\nabla_a^{k_N} + ik_{N,a}r_N) \right] \left( e^{-ik_{N} \cdot \hat{n} r_{N} - \tau(\eta_{N})} \Theta^{[N]}(k_N, \eta_N, \hat{n}) \right),$$  

(11)

(12)

where $\tau(\eta_N) \equiv \int_{\eta_N}^{\eta_0} \tau' d\tilde{\eta}$ and $r_N \equiv \eta_0 - \eta_N$, with $\eta_0$ being the conformal time today, and $\bar{x} = \hat{n} r$. To make contact with the notation in the remapping approach, we define $r_s = \eta_0 - \eta_{LSS}$, where $\eta_{LSS}$ is the time of recombination.

The key operator in the above equation is the underbraced lensing operator $i^{10}$ $$(\nabla_{a,r})_a,$$ which generates a lensing kernel $W(r, \hat{r})$ when acting on a source or lensing potential,

$$\int \frac{d^3k}{(2\pi)^{3/2}} (\nabla_{a,r})_a e^{-ik \cdot \hat{n} r} \Psi_W(k) = -2W(r, \hat{r}) r \partial_a \Psi_W(\bar{x}).$$  

(13)

Eqn. 13 is simply the integrand of the $1$st order deflection angle when solving the geodesic equation (see Eqn. 17 in the next section), justifying its moniker. In other words, $(\nabla_{a,r})_a \chi(r\hat{n})$ describes the lensing action of a lens at $\hat{r}$ on an object $\chi$, which can be a lens $\partial^a \Psi_W$ or the source itself $\Theta^{[1]}$.

Crucially, the $N$-th order lensing operator acts linearly on $\Theta^{[N]}$, which is a nested integral of $\Theta^{[N-1]}$, $\Theta^{[N-2]}$ etc, until it terminates at $\Theta^{[1]}$ which itself is an integral over the source $S_T$ (e.g. Eqn. 10). At each order, Eqn. 12 tells us that each nested integral includes a Weyl term $\nabla_a^{k_N} \Psi_W(x)$ – this is simply a lens at location $x$. Thus the $N$-th order lensing operator acts on all lenses associated with terms of order $N - 1$ and below, until it terminates with a lensing of the source itself. The linearity of the operator allows us to use the product rule to generate all possible lensing terms, with the proper time ordering automatically enforced by the nested integral structure – a near lens will lens all far lenses and the source, but not vice versa. At $N$-th order, $\Theta^{[N]}$ will have $(N - 1)!$ distinct terms.

Schematically,

$$\Theta^{[N+1]}(\hat{n}) = \int_{\eta_s}^{\eta_0} d\eta_N \nabla_a^{[N]} \Psi_W(r_N) \{ (\nabla_{a,r})_a \} \cdots$$

$$\int_{\eta_s}^{\eta_2} d\eta_2 \nabla_a^{[2]} \Psi_W(r_2) \{ (\nabla_{a,r})_a \} \cdots$$

$$\int_{\eta_s}^{\eta_1} d\eta_1 \nabla_a^{[1]} \Psi_W(r_1) \{ (\nabla_{a,r})_a, \Theta(\hat{n}) \} \cdots.$$  

(14)

As shown in $i^{11}$, ignoring the action of the lensing operator $(\nabla_{a,r})_a$ on all $\Psi_W$ terms except the innermost term in the nested integral is equivalent to ignoring all lens-lens couplings. Restoring lens-lens couplings, we will now show that all the terms of the remapping ansatz are generated.

$^3$ For a detailed derivation, see $i^{12}$.
III. EQUIVALENCE OF THE REMAPPING AND BOLTZMANN METHODS

The remapping approach \[43\] begins with the following ansatz, where the lensed temperature anisotropy \( \hat{\Theta}(\hat{n}) \equiv \Theta(\hat{n} + \hat{\alpha}) \) is expressed as a Taylor expansion of its unlensed counterpart \( \Theta(\hat{n}) \), in terms of the total deflection angle \( \alpha^a = \alpha^a[1] + \alpha^a[II] + \ldots \), with the observer plane at \( r = 0 \),

\[
\Theta(\hat{n} + \hat{\alpha}) \equiv \Theta(\hat{n}) + \alpha^a \nabla_a \Theta(\hat{n}) + \frac{1}{2!} \alpha^a \alpha^b \nabla_a \nabla_b \Theta(\hat{n}) + \ldots \\
\equiv \Theta[1](\hat{n}) + \Theta[II](\hat{n}) + \Theta[III](\hat{n}) + \ldots \\
\tag{15}
\]

where \( \nabla_a \equiv \partial/\partial n^a \) and the index \( a = 1, 2, 3 \) runs over the spatial components of the coordinate basis. These terms are identified, order by order, to the corresponding higher order temperature anisotropies \( \Theta^{(N)}(\hat{n}) \).

The intervening metric perturbations—namely the Weyl potential \( \Psi_w \)—between the source plane at \( r_s \) and the observer plane at \( r = 0 \) are encoded in the deflection \( \delta x \) around the unlensed path \( \bar{x} \), which is obtained by solving the geodesic equation

\[
\frac{\partial^2 \delta x^a}{\partial r^2} = -2 \theta^a \Psi_w(\bar{x} + \delta x),
\]

where \( \theta^a \equiv \delta^{ab} \partial/\partial x^b \). To find the deflection at each order, we solve Eqn. 16 order by order by expanding \( \delta x = \delta x[1] + \delta x[II] + \ldots \), and the Weyl potential \( \Psi_w(\bar{x} + \delta x) = \Psi_w(\bar{x}) + \partial_a \Psi_w(\bar{x}) \delta x^a + (1/2) \partial_a \partial_b \Psi_w(\bar{x}) \delta x^a \delta x^b + \ldots \). At first order, using the standard Green’s function technique, the solution is

\[
\delta x[1](r \hat{n}) = -2r \int_0^r dr_1 W(r_1, r) \partial^a \Psi_w(r_1 \hat{n}),
\]

recalling that \( r \hat{n} = \bar{x} \). Henceforth, we drop \( \hat{n} \) from the argument for simplicity—it is implicitly assumed that all integrands are evaluated at the background path \( \bar{x} \). The deflection angle is given by the small angle formula

\[
\alpha^a[N](r) = \frac{\delta x^a[N](r)}{r}.
\]

Using the remapping series expansion \[15\], the first order temperature anisotropies, \( \Theta[II] \), are unlensed. Lensing appears at second order in the expansion

\[
\Theta[II](\hat{n}) = \alpha^a[II] \nabla_a \Theta(\hat{n}) = -2 \int_0^{r_s} dr_1 W(r_1, r_s) \nabla_a \Psi_w(r_1) \nabla_a \Theta(\hat{n}),
\]

where we have defined the position of the source to be \( r_s \), the conformal distance from the observer to last scattering surface of the CMB. It can be seen from the form of the integral, which is first order in \( \Psi_w \), that this represents the anisotropies being lensed a single time between the source and the observer. This methodology is standard \[43\], and terms up to \( \Theta[III] \) and \( \Theta[IV] \) have been calculated in the literature \[38, 39, 41, 43, 50\]. In this work, we introduce a diagrammatic approach (detailed in Appendix A) in order to make the time ordering structure of the solutions manifest\[4\]. Using Eqn. 17 we define

\[
\delta x[II](r) \equiv \begin{array}{c}
\vdots \\
\end{array} \begin{array}{c}
\bullet \\
\end{array}
\]

where we diagrammatically illustrate that the source at \( r \) is being lensed by a lens at \( r_1 \)—setting \( r \) equal to \( r_s \) recovers the first order deflection. Operationally, one can read the dashed line as an integral over the kernel

\[
-2 \int_0^r dr_1 W(r, r_1) \partial^a \chi(r_1) acting on \chi(r_1) which is one of the terms of the Taylor expansion of \Psi_w(\bar{x}^a + \delta x^a) i.e. \Psi_w(r), \partial_a \Psi_w \delta x^b and (1/2) \partial_a \partial_b \Psi_w \delta x^b \delta x^c + \ldots etc. Crucially, the arguments of the kernel \Psi_w(r, r_1) must be the upper limit of the integral \( r \) and the position \( r_1 \) of \chi(r_1) which is integrated over. This is a direct consequence of solving the geodesic equation using the Green’s function. Since the geodesic equation is a 2nd order linear evolution equation, standard perturbation theory tells us that the order \( N \)-th term is a nested time integral over all the possible

\[Note that this diagrammatic formalism is not equivalent to the diagrammatic method introduced for the Boltzmann method in \[3\].]
permutations of lower order terms which summed to $N - 1$. This nested time integrals encodes a strict time ordering as follows. At second order (see e.g. [41])

$$\delta x^{a[II]}(r) = -2 \int_0^r dr_1 W(r_1, r) \partial^n \partial_b \Psi W(r_1) \frac{\delta x^{b[I]}(r_1)}{r_1}$$

$$= \left( \begin{array}{c} r_1 \\ r_2 \end{array} \right) \left( \begin{array}{c} r_3 \\ r_1 \end{array} \right) \left( \begin{array}{c} r_2 \\ r_1 \end{array} \right)$$

(21)

which intuitively shows that the lens at $r_2$ lenses a lens at $r_1$ which itself lenses the source (or possibly another lens) at $r$. We can use these archetypes to construct higher order terms iteratively, for example at third order

$$\delta x^{a[III]}(r) = -2r \int_0^r dr_1 W(r_1, r) \partial^n \partial_b \Psi W(r_1) \frac{\delta x^{b[I]}(r_1)}{r_1} + \frac{1}{2} \partial \partial_b \Psi W(r_1) \delta x^{b[I]}(r_1) \delta x^{c[I]}(r_1)$$

$$= \left( \begin{array}{c} r_1 \\ r_2 \end{array} \right) \left( \begin{array}{c} r_3 \\ r_2 \end{array} \right) \left( \begin{array}{c} r_3 \\ r_1 \end{array} \right) + \left( \begin{array}{c} r_2 \\ r_3 \end{array} \right) \left( \begin{array}{c} r_3 \\ r_2 \end{array} \right) \left( \begin{array}{c} r_1 \\ r_2 \end{array} \right)$$

(22)

where in the last line we have combined the diagrams to make the integral structure manifest – lenses at $r_2$ and $r_3$ lense the lens at $r_1$, which itself lenses the source at $r$. Note that the term is symmetric under $r_2 \leftrightarrow r_3$.

We can use these archetypes to calculate individual contributions to $\Theta^I(\hat{n})$. The third order anisotropies are given by

$$\Theta^{[III]}(\hat{n}) = a^{a[I]} \nabla_a \Theta(\hat{n}) + \frac{1}{2} a^{a[I]} a^{b[I]} \nabla_a \nabla_b \Theta(\hat{n})$$

(23)

The first term is given by Eqn. [21] whilst the second is the product of a pair of $\delta x^{a[I]}$ terms, so that we have the following pair of diagrams

$$r_s a^{b[I]} = \left( \begin{array}{c} r_s \\ r_1 \\ r_2 \end{array} \right)$$

(24)

$$r_s^2 a^{a[I]} a^{b[I]} = \left( \begin{array}{c} r_s \times r_s \\ r_1 \\ r_2 \end{array} \right)$$

(25)

The third order anisotropies are then

$$\Theta^{[III]}(\hat{n}) = 4 \int_0^{r_s} dr_1 W(r_1, r_s) \int_0^{r_s} dr_2 W(r_2, r_1) \left[ \nabla_a \nabla_b \Psi W(r_1) \nabla_a \nabla_b \Psi W(r_2) \right] \nabla_a \Theta(\hat{n})$$

$$+ 2 \int_0^{r_s} dr_1 W(r_1, r_s) \nabla_a \Psi W(r_1) \int_0^{r_s} dr_2 W(r_2, r_s) \nabla_a \nabla_b \Psi W(r_2) \nabla_a \nabla_b \Theta(\hat{n}).$$

(26)

The second order $\mathcal{O}(\Psi_W)^2$ terms evidence the fact that this represents two lensing events between the source and the observer. The second term simply represents the anisotropies being lensed a pair of times, whereas the first term is due to our earlier perturbative expansions of the Weyl potential and transverse deflection. It represents lens-lens coupling, i.e. the distortion of the first lens by the second.

At 4th order, $\Theta^I(\hat{n})^{[IV]}$ must contain various permutations of $a^{a[I]}$, $a^{a[II]}$, and $a^{a[III]}$ terms [39, 41]

$$\Theta^{[IV]}(\hat{n}) = a^{a[II]} \nabla_a \Theta(\hat{n}) + \frac{1}{2} \left( a^{a[I]} a^{b[I]} + a^{a[II]} a^{b[II]} \right) \nabla_a \nabla_b \Theta(\hat{n}) + \frac{1}{3!} a^{a[I]} a^{b[I]} a^{c[I]} \nabla_a \nabla_b \nabla_c \Theta(\hat{n}).$$

(27)
These terms are well known in the literature (e.g. [38, 39, 41]) – in terms of our diagrammatic formalism they are as follows.

The first term of Eqn. 27 is directly obtained from Eqn. 22 and Eqn. 18 with \( r = r_s \) and noting that the \( \partial_a \Theta(\hat{n}) \) term can be brought into the integral since it is not a function of time. This gives us two total terms which are

\[
\Theta^{IV} \supset \frac{\delta x^a[I]}{r} \nabla_a \Theta = \begin{array}{c}
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes
\end{array}
\]

(28)

The second term is the product of \( \delta x^a[I] \) and \( \delta x^a[I] \), which can be constructed as

\[
r_s^2 \alpha^a[I] \alpha^b[II] = \begin{array}{c}
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes
\end{array}
\]

(29)

Physically this captures the lensing of the source by a lens at \( r_1 \), while the lenses at \( r_3 \) lenses another lens at \( r_2 \) which then lenses the source. Its symmetric counterpart \( \alpha^a[I] \alpha^b[I] \) is obtained under the permutation \( r_1 \rightarrow r_3, r_2 \rightarrow r_1 \) and \( r_3 \rightarrow r_2 \). The third term in our diagrammatic method is

\[
r_s^3 \alpha^a[I] \alpha^b[I] \alpha^c[I] = \begin{array}{c}
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes \\
\overset{\bullet}{\otimes} \otimes \otimes \otimes \otimes \otimes \otimes
\end{array}
\]

(30)

with the physical interpretation that the source at \( r_s \) is lensed separately by lenses at \( r_1, r_2 \) and \( r_3 \) – i.e. this is the sole term if we ignore all lens-lens couplings. As we have mentioned in section II while these terms are often called “post-Born” in the literature (e.g. [51, 52]), the Weyl potentials \( \Psi_W \) in the integrands are evaluated along the unperturbed path \( \bar{x} \), and hence morally speaking we are still applying the Born Approximation.

Summing these terms together, at fourth order the anisotropies are

\[
\Theta^{[IV]}_{\text{remapping}}(\hat{n}) = A' + B' + C' + D' + F',
\]

(31)
where

\[ A' = -\left\{ 8 \int_0^{r_s} dr_1 W(r_1, r_s) \int_0^{r_s} dr_2 W(r_2, r_1) \right. \]
\[ + \int_0^{r_2} dr_3 W(r_3, r_2) \left[ (\nabla_n \nabla_b^n \Psi_W(r_1) \nabla_n \nabla_b \Psi_W(r_2)) \nabla_n \Theta(\hat{n}) \right] \right\}, \tag{32} \]

\[ B' = -\left\{ 4 \int_0^{r_s} dr_1 W(r_1, r_s) \int_0^{r_s} dr_2 W(r_2, r_1) \left[ (\nabla_n \nabla_b^n \Psi_W(r_1) \nabla_n \nabla_b \Psi_W(r_2)) \nabla_n \Theta(\hat{n}) \right] \right\}, \tag{33} \]

\[ C' = -\left\{ 4 \left[ \int_0^{r_s} dr_1 W(r_1, r_s) \nabla_n \Psi_W(r_1) \right] \left[ \int_0^{r_s} dr_2 W(r_2, r_s) \right] \right. \]
\[ + \int_0^{r_2} dr_3 W(r_3, r_2) \left[ (\nabla_n \nabla_b^n \Psi_W(r_2)) \nabla_n \Theta(\hat{n}) \right] \right\}, \tag{34} \]

\[ D' = -\left\{ 4 \left[ \int_0^{r_s} dr_1 W(r_1, r_s) \int_0^{r_1} dr_2 W(r_2, r_1) \nabla_n \nabla_b^n \Psi_W(r_1) \nabla_n \Psi_W(r_2) \right] \right. \]
\[ + \left[ \int_0^{r_2} dr_3 W(r_3, r_2) \nabla_b^n \Psi_W(r_3) \right] \nabla_n \Theta(\hat{n}) \right\}, \tag{35} \]

\[ F' = -\left\{ 4 \left[ \int_0^{r_s} dr_1 W(r_1, r_s) \nabla_n \Psi_W(r_1) \right] \left[ \int_0^{r_s} dr_2 W(r_2, r_s) \nabla_n \Psi_W(r_2) \right] \right. \]
\[ + \left[ \int_0^{r_2} dr_3 W(r_3, r_2) \nabla_n \Psi_W(r_3) \right] \nabla_n \Theta(\hat{n}) \right\}. \tag{36} \]

Note that there is no term \( E' \) as an additional term \( E \) initially appears to be unique to the Boltzmann equation solution as we will see later; the terms are ordered by the number of couplings to the source. At \( \Theta^{[IV]}(\hat{n}) \) order, there are a total of 5 terms, although the symmetric Eqn. \( 24 \) terms are counted twice \( 38 \). The number of terms, including symmetric ones, in such an expansion is given by the Catalan number \( C_{N-1} \) with \( C_N = \frac{1}{N+1} \binom{2N}{N} \). So at \( \Theta^{|V|} \) order, there are 14 terms etc. We prove this in Appendix A.

### A. Equivalence at Third Order

As a warm up to the fourth order problem, we will now prove the equivalence of the Boltzmann method with the canonical remapping method at third order. Using the Boltzmann formalism, we find at this order

\[ \Theta^{[III]}(\hat{n}) = 4 \int_0^{r_s} dr_2 \nabla_n \Psi_W(r_2) \left\{ \right. \]
\[ \int_0^{r_2} dr_1 W(r_1, r_2) W(r_s, r_1) \nabla_n \nabla_b^n \Psi_W(r_1) \nabla_b \Theta(\hat{n}) \]
\[ + \int_0^{r_2} dr_1 W(r_1, r_2) W(r_s, r_1) \nabla_b^n \Psi_W(r_1) \nabla_n \nabla_b \Theta(\hat{n}) \right\}. \tag{37} \]

As we will prove below, this equation Eqn. \( 37 \) is completely equivalent to Eqn. \( 26 \) derived using the canonical method; it represents two lensing events between the source and the observer. The second term represents the anisotropies being lensed a pair of times, the first represents lens-lens coupling. In comparison with the geodesic equation method, we did not have to relax the Born approximation to include “ray-deflection” terms to produce this result. The above formula is due to gravitational lensing only, with no redshift, time-delay or ray-deflection. That we have been able to derive Eqn. \( 26 \) implies that the ray-deflection terms included in previous work \( 53 \) are in fact also due
to lens-lens coupling. In contrast with the previous method, solving for each order in a consistent way, rather than dealing with multiple Taylor expansions, has resulted in a single integration path for both terms.

We will now show that Eqn. 37 is equivalent to Eqn. 26 by first rearranging the order of the integration limits using the formula

$$\int_0^{r_{M+1}} dr_M \int_0^{r_M} dr = \int_0^{r_{M+1}} \frac{dr}{r} \int_0^{r_{M+1}} dr_M$$

(38)

to reverse the integration path of Eqn. 37 and obtain

$$\Theta^{[III]}(\hat{n}) = 4 \int_0^{r_s} dr_1 W(r_s, r_1) \left\{ \int_0^{r_1} dr_2 W(r_1, r_2) \nabla^n \Psi W(r_2) \nabla^a \Theta(\hat{n}) \right\}$$

$$+ 4 \int_0^{r_s} dr_1 W(r_s, r_1) \left\{ \int_0^{r_1} dr_2 W(r_1, r_2) \nabla^n \Psi W(r_2) \right\},$$

(39)

The second term has a symmetry that allows the integrals to be decoupled using the relation

$$\int_0^{r_s} dr_1 f(r_1) \int_0^{r_1} dr_2 f(r_2) \cdots \int_0^{r_{N-1}} dr_N f(r_N) = \frac{1}{N!} \int_0^{r_s} \int_0^{r_1} \cdots \int_0^{r_s} dr_1 f(r_1) \int_0^{r_1} \cdots \int_0^{r_s} dr_N f(r_N)$$

(40)

with the result being

$$\Theta^{[III]}(\hat{n}) = 4 \int_0^{r_s} dr_1 W(r_s, r_1) \left\{ \int_0^{r_1} dr_2 W(r_1, r_2) \nabla^n \Psi W(r_2) \nabla^a \Theta(\hat{n}) \right\}$$

$$+ 2 \int_0^{r_s} dr_1 W(r_s, r_1) \nabla^n \Psi W(r_1) \right\},$$

(41)

which matches the remapping method result, Eqn. 26. The reason for the differing integration paths in results derived using the remapping method is now clear: it is because the nested integrals had already been decoupled. This is due to the multiplication of $\alpha^a$ terms in Eqn. 15. The coupling between the integrals represented by each $\alpha^a$ is already broken in the remapping series.

**B. Equivalence at Fourth Order**

The solution from the Boltzmann equation for the fourth order anisotropies is given by the sum of the six terms, which was first derived in [1],

$$\Theta^{[IV]}_{\text{Boltzmann}}(\hat{n}) = A + B + C + D + E + F,$$

(42)
which have the form

\[
A = 8 \int_0^{r_s} dr_3 \nabla_{n}^{c} \Psi_W(r_3) \left\{ \int_{r_3}^{r_s} dr_2 W(r_2, r_3) \nabla_{n}^{b} \nabla_{n}^{n} \Psi_W(r_2) \right\} \\
\int_{r_2}^{r_s} dr_1 W(r_1, r_2) W(r_s, r_1) \nabla_{n}^{a} \nabla_{n}^{b} \nabla_{n}^{c} \Psi_W(r_1) \nabla_{n}^{n} \Theta(n) \right\} ,
\]

(43)

\[
B = 8 \int_0^{r_s} dr_3 \nabla_{n}^{c} \Psi_W(r_3) \left\{ \int_{r_3}^{r_s} dr_2 \nabla_{n}^{b} \Psi_W(r_2) \right\} \\
\int_{r_2}^{r_s} dr_1 W(r_1, r_3) W(r_s, r_1) \nabla_{n}^{a} \nabla_{n}^{b} \nabla_{n}^{c} \Psi_W(r_1) \nabla_{n}^{n} \Theta(n) \right\} ,
\]

(44)

\[
C = 8 \int_0^{r_s} dr_3 \nabla_{n}^{c} \Psi_W(r_3) \left\{ \int_{r_3}^{r_s} dr_2 W(r_2, r_3) \nabla_{n}^{b} \nabla_{n}^{n} \Psi_W(r_2) \right\} \\
\int_{r_2}^{r_s} dr_1 W(r_s, r_2) W(r_s, r_1) \nabla_{n}^{a} \Psi_W(r_1) \nabla_{n}^{n} \Theta(n) \right\} ,
\]

(45)

\[
D = 8 \int_0^{r_s} dr_3 \nabla_{n}^{b} \Psi_W(r_3) \left\{ \int_{r_3}^{r_s} dr_2 \nabla_{n}^{c} \Psi_W(r_2) \right\} \\
\int_{r_2}^{r_s} dr_1 W(r_s, r_3) W(r_1, r_2) W(r_s, r_1) \nabla_{n}^{a} \nabla_{n}^{b} \nabla_{n}^{c} \Psi_W(r_1) \nabla_{n}^{n} \Theta(n) \right\} ,
\]

(46)

\[
E = 8 \int_0^{r_s} dr_3 \nabla_{n}^{c} \Psi_W(r_3) \left\{ \int_{r_3}^{r_s} dr_2 \nabla_{n}^{b} \Psi_W(r_2) \right\} \\
\int_{r_2}^{r_s} dr_1 W(r_1, r_3) W(r_s, r_2) W(r_s, r_1) \nabla_{n}^{a} \nabla_{n}^{b} \nabla_{n}^{c} \Psi_W(r_1) \nabla_{n}^{n} \Theta(n) \right\} ,
\]

(47)

\[
F = 8 \int_0^{r_s} dr_3 \nabla_{n}^{c} \Psi_W(r_3) \left\{ \int_{r_3}^{r_s} dr_2 \nabla_{n}^{b} \Psi_W(r_2) \right\} \\
\int_{r_2}^{r_s} dr_1 W(r_s, r_3) W(r_s, r_2) W(r_s, r_1) \nabla_{n}^{a} \Psi_W(r_1) \nabla_{n}^{b} \nabla_{n}^{c} \nabla_{n}^{n} \Theta(n) \right\} ,
\]

(48)

As with Eqn. 31 this represents three lensing events between the source and the observer. The final term represents the anisotropies being lensed a trio of times, the other terms represent various combinations of lens-lens coupling. Due to the systematic nature of this derivation we once again have a single integration path for all six terms. Unlike Eqn. 31 we now have six terms, whereas the geodesic equation method yielded only five. However, as we will show below, similar to the 3rd order case, the complicated integral structure of the two sets of terms hide their equivalence despite the differing number of terms. In other words, in comparison to the 5 terms of the canonical remapping method Eqn. 31 the above terms are completely equivalent: \( A = A' , \ B = B' , \ F = F' \) and \( C' + D' = C + D + E \).

Working through Eqn. 42 term by term, we begin with the first term, term \( A \):

\[
A = 8 \int_0^{r_s} dr_3 \nabla_{n}^{c} \Psi_W(r_3) \left\{ \int_{r_3}^{r_s} dr_2 W(r_2, r_3) \nabla_{n}^{b} \nabla_{n}^{n} \Psi_W(r_2) \right\} \\
\int_{r_2}^{r_s} dr_1 W(r_1, r_2) W(r_s, r_1) \nabla_{n}^{a} \nabla_{n}^{b} \nabla_{n}^{c} \Psi_W(r_1) \nabla_{n}^{n} \Theta(n) \right\} ,
\]

(49)
and as with the third order result we use Eqn. 58 to rearrange the order of integration to obtain

\[
A = 8 \int_{r_0}^{r_s} dr_1 W(r_s, r_1) \int_{r_1}^{r_2} dr_2 W(r_1, r_2) \int_{r_2}^{r_3} dr_3 W(r_2, r_3) \left\{ \nabla^a_n \Psi_W(r_3) \nabla^b_n \nabla^c_n \Psi_W(r_2) \nabla^d_n \nabla^e_n \Psi_W(r_1) \nabla^f_n \Theta(\hat{n}) \right\},
\]

(50)

matching the equivalent term Eqn. 52 which was one of the two terms derived from the term \(\alpha^{a[1][1][1]} \nabla^a_n \Theta(\hat{n})\) in the series expansion Eqn. 27. This had the diagrammatic form: \(\bullet \quad r_1 \quad r_2 \quad r_3 \). We next move on to term B which also has only a single coupling to the source

\[
B = 8 \int_{r_0}^{r_s} dr_3 \nabla^a_n \Psi_W(r_3) \int_{r_3}^{r_s} dr_2 \nabla^b_n \Psi_W(r_2) \left\{ \int_{r_2}^{r_1} dr_1 W(r_1, r_3) W(r_1, r_2) W(r_s, r_1) \nabla^a_n \nabla^b_n \nabla^c_n \Psi_W(r_1) \nabla^d_n \Theta(\hat{n}) \right\},
\]

(51)

rearranging the order of integration to obtain

\[
B = 8 \int_{0}^{r_s} dr_1 W(r_s, r_1) \nabla^a_n \nabla^b_n \nabla^c_n \Psi_W(r_1) \left\{ \int_{0}^{r_1} dr_2 W(r_1, r_2) \nabla^b_n \Psi_W(r_2) \right\} \left\{ \int_{0}^{r_2} dr_3 W(r_1, r_3) \nabla^c_n \Psi_W(r_3) \nabla^d_n \Theta(\hat{n}) \right\},
\]

(52)

The inner pair of integrals again have a symmetry that allows us to use Eqn. 40 to decouple them, giving

\[
B = 4 \int_{0}^{r_s} dr_1 W(r_s, r_1) \nabla^a_n \nabla^b_n \nabla^c_n \nabla^d_n \Psi_W(r_1) \left\{ \int_{0}^{r_1} dr_2 W(r_1, r_2) \nabla^b_n \Psi_W(r_2) \right\} \left\{ \int_{0}^{r_1} dr_3 W(r_1, r_3) \nabla^c_n \Psi_W(r_3) \nabla^d_n \Theta(\hat{n}) \right\},
\]

(53)

so that this term also now matches the equivalent term Eqn. 53 the second of the two terms derived from the term \(\alpha^{a[1][1][1]} \nabla^a_n \Theta(\hat{n})\) in the series expansion Eqn. 27 and has the diagrammatic form: \(\bullet \quad r_1 \quad r_2 \quad r_3 \). Moving on to term C:

\[
C = 8 \int_{0}^{r_s} dr_3 \nabla^a_n \Psi_W(r_3) \left\{ \int_{r_3}^{r_s} dr_2 W(r_2, r_3) \nabla^b_n \nabla^c_n \Psi_W(r_2) \right\} \left\{ \int_{r_2}^{r_1} dr_1 W(r_s, r_2) W(r_s, r_1) \nabla^a_n \Psi_W(r_1) \nabla^b_n \nabla^d_n \Theta(\hat{n}) \right\},
\]

(54)

we once more rearrange the order of integration to obtain

\[
C = 8 \int_{0}^{r_s} dr_1 W(r_s, r_1) \nabla^a_n \Psi_W(r_1) \left\{ \int_{0}^{r_1} dr_2 W(r_s, r_2) \nabla^b_n \nabla^c_n \Psi_W(r_2) \right\} \left\{ \int_{0}^{r_2} dr_3 W(r_2, r_3) \nabla^c_n \Psi_W(r_3) \nabla^d_n \nabla^e_n \Theta(\hat{n}) \right\},
\]

(55)
We repeat this process with the fourth term, $D$:

\[
D = 8 \int_{r_0}^{r_{s}} dr_1 W(r_s, r_1) \left\{ \int_{r_3}^{r_s} dr_2 \nabla_n^b \Psi_W(r_2) \right\} \\
- \int_{r_2}^{r_s} dr_1 W(r_s, r_3) \nabla_n^b \nabla_c^a \Psi_W(r_3) \nabla_n^b \nabla_a \Theta(\mathbf{n}) \right\},
\]  

(56)

rearranging the order of integration

\[
D = 8 \int_{r_0}^{r_{s}} dr_1 W(r_s, r_1) \left\{ \int_{r_3}^{r_s} dr_2 \nabla_n^b \Psi_W(r_2) \right\} \\
- \int_{r_2}^{r_s} dr_1 W(r_s, r_3) \nabla_n^b \nabla_c^a \Psi_W(r_3) \nabla_n^b \nabla_a \Theta(\mathbf{n}) \right\}
\]  

(57)

to obtain the final Boltzmann equation method result for this term. We now focus on the fifth term, which we label term $E$:

\[
E = 8 \int_{r_0}^{r_{s}} dr_3 \nabla_n^c \Psi_W(r_3) \left. \int_{r_3}^{r_s} dr_2 \nabla_n^b \Psi_W(r_2) \right\} \\
- \int_{r_2}^{r_s} dr_1 W(r_s, r_3) W(r_s, r_2) W(r_s, r_1) \nabla_n^c \nabla_n^b \Psi_W(r_1) \nabla_n^b \nabla_a \Theta(\mathbf{n}) \right\},
\]  

(58)

where we have rearranged the order of the integration as usual in the 2nd line. The sixth term, which we shall label term $F$, is

\[
F = 8 \int_{r_0}^{r_{s}} dr_3 \nabla_n^c \Psi_W(r_3) \left. \int_{r_3}^{r_s} dr_2 \nabla_n^b \Psi_W(r_2) \right\} \\
- \int_{r_2}^{r_s} dr_1 W(r_s, r_3) W(r_s, r_2) W(r_s, r_1) \nabla_n^c \nabla_n^b \nabla_n^a \Theta(\mathbf{n}) \right\},
\]  

(59)

which again we rearranged the order of the integration in the 2nd line. This has a symmetry that allows it to be decoupled using Eqn. [40] after which it takes the form

\[
F = \frac{4}{3} \int_{r_0}^{r_{s}} dr_1 W(r_s, r_1) \nabla_n^b \Psi_W(r_1) \left. \int_{r_0}^{r_s} dr_2 W(r_s, r_2) \nabla_n^b \Psi_W(r_2) \right\} \\
- \int_{r_2}^{r_s} dr_1 W(r_s, r_3) \nabla_n^b \nabla_c^a \nabla_n^b \nabla_a \Theta(\mathbf{n}) \right\},
\]  

(60)
which matches the result for the term Eqn. 50 produced by the product of three deflection angles: \( \frac{1}{4} \alpha^i \alpha^j \alpha^k \nabla_a^i \nabla_b^j \nabla_c^k \Theta(\hat{n}) \) and has the diagrammatic form

\[
\begin{array}{c}
\circ \quad \circ \quad \circ \quad \circ \\
\end{array}
\]

After these rearrangements the solution from the Boltzmann equation for the \( \Theta^{(IV)} \) is now given by the sum of the six terms:

\[
\Theta^{(IV)}_{Boltzmann}(\hat{n}) = A + B + C + D + E + F,
\]

where

\[
\begin{align*}
A &= -\left\{ 8 \int_0^r dr_1 W(r_1, r_s) \int_0^{r_1} dr_2 W(r_2, r_1) \\
& \quad \int_0^{r_2} dr_3 W(r_3, r_2) \left[ \nabla_a^i \nabla_b^j \Psi_W(r_1) \nabla_a^i \nabla_b^j \Psi_W(r_2) \nabla_a^i \Psi_W(r_3) \right] \nabla_a^i \Theta(\hat{n}) \right\}, \\
B &= -\left\{ 4 \int_0^r dr_1 W(r_1, r_s) \int_0^{r_1} dr_2 W(r_2, r_1) \left[ \nabla_a^i \nabla_b^j \nabla_c^k \Psi_W(r_1) \nabla_a^i \Psi_W(r_2) \right] \\
& \quad \int_0^{r_1} dr_3 W(r_3, r_1) \nabla_c^k \Psi_W(r_3) \nabla_a^i \Theta(\hat{n}) \right\}, \\
C &= -\left\{ 8 \int_0^r dr_1 W(r_1, r_s) \nabla_a^i \Psi_W(r_1) \int_0^{r_1} dr_2 W(r_2, r_s) \\
& \quad \int_0^{r_2} dr_3 W(r_3, r_2) \nabla_b^j \nabla_c^k \Psi_W(r_2) \nabla_a^i \Psi_W(r_3) \nabla_a^i \Theta(\hat{n}) \right\}, \\
D &= -\left\{ 8 \int_0^r dr_1 W(r_1, r_s) \int_0^{r_1} dr_2 W(r_2, r_1) \nabla_a^i \nabla_c^k \Psi_W(r_1) \nabla_a^i \Psi_W(r_2) \\
& \quad \int_0^{r_2} dr_3 W(r_3, r_2) \nabla_b^j \nabla_a^i \Theta(\hat{n}) \right\}, \\
E &= -\left\{ 8 \int_0^r dr_1 W(r_1, r_s) \int_0^{r_1} dr_2 W(r_2, r_s) \\
& \quad \int_0^{r_2} dr_3 W(r_3, r_1) \nabla_a^i \nabla_c^k \Psi_W(r_1) \nabla_b^j \Psi_W(r_2) \nabla_a^i \Psi_W(r_3) \nabla_a^i \Theta(\hat{n}) \right\}, \\
F &= -\left\{ \frac{4}{3} \left[ \int_0^r dr_1 W(r_1, r_s) \nabla_a^i \Psi_W(r_1) \right] \left[ \int_0^{r_1} dr_2 W(r_2, r_s) \nabla_b^j \Psi_W(r_2) \right] \\
& \quad \int_0^{r_2} dr_3 W(r_3, r_s) \nabla_c^k \Psi_W(r_3) \nabla_a^i \Theta(\hat{n}) \right\}.
\end{align*}
\]

By comparing these solutions term by term to the remapping solution, Eqn. 51 one can see that three of the terms coincide; \( A = A' \), \( B = B' \) and \( F = F' \). However, as previously noted, terms \( C' \) and \( D' \) are symmetric in the remapping solution, and are represented by the diagram \( \circ \quad \circ \quad \circ \quad \circ \) and its symmetric counterpart, whereas in the Boltzmann solution terms \( C \) and \( D \) differ due to the time ordering information encoded in the nested integrals. As \( C' \) and \( D' \) are symmetric they can be added together to form a single term:

\[
C' + D' \equiv G = -\left\{ 8 \int_0^r dr_1 W(r_1, r_s) \nabla_a^i \nabla_c^k \Psi_W(r_1) \int_0^{r_1} dr_2 W(r_2, r_1) \nabla_a^i \Psi_W(r_2) \\
& \quad \int_0^{r_2} dr_3 W(r_3, r_s) \nabla_b^j \Psi_W(r_3) \right\}.
\]
where we have simplified the expression by dropping the derivatives of the first order anisotropies (we are working with the expression for the deflection angle product: $\alpha^{a[1]}\alpha^{b[1]}$).

To prove the equivalence of the Boltzmann equation and remapping methods we must show that this term $G$ is equivalent to the sum of the terms $C$, $D$ and $E$, which written in this simplified form are

$$C = -\left\{8 \int_0^{r_2} dr_1 W(r_1, r_s) \nabla_n^a \Psi_W(r_1) \int_0^{r_1} dr_2 W(r_2, r_s) \nabla_n^b \nabla_c \Psi_W(r_2) \right\},$$

$$D = -\left\{8 \int_0^{r_2} dr_1 W(r_1, r_s) \nabla_n^a \nabla_c \Psi_W(r_1) \int_0^{r_1} dr_2 W(r_2, r_1) \nabla_n^b \Psi_W(r_2) \right\},$$

$$E = -\left\{8 \int_0^{r_2} dr_1 W(r_1, r_s) \nabla_n^a \nabla_c \Psi_W(r_1) \int_0^{r_1} dr_2 W(r_2, r_s) \nabla_n^b \Psi_W(r_2) \right\}. $$

(69)

(70)

(71)

By examination we can see that term $D$ is most similar in form to $G$ and we can in fact immediately recover it by splitting the third integral in $G$:

$$G = -\left\{8 \int_0^{r_2} dr_1 W(r_1, r_s) \nabla_n^a \nabla_c \Psi_W(r_1) \int_0^{r_1} dr_2 W(r_2, r_1) \nabla_n^b \Psi_W(r_2) \right\}$$

\[
\left[ \int_0^{r_2} dr_3 W(r_3, r_s) \nabla_n^b \Psi_W(r_3) \right] + \int_0^{r_2} dr_3 W(r_3, r_s) \nabla_n^b \Psi_W(r_3) \right\].

(72)

where we have split $G$ into two terms, $G1$ and $G2$:

$$G1 = -\left\{8 \int_0^{r_2} dr_1 W(r_1, r_s) \nabla_n^a \nabla_c \Psi_W(r_1) \int_0^{r_1} dr_2 W(r_2, r_1) \nabla_n^b \Psi_W(r_2) \right\}, \text{ and}$$

$$G2 = -\left\{8 \int_0^{r_2} dr_1 W(r_1, r_s) \nabla_n^a \nabla_c \Psi_W(r_1) \int_0^{r_1} dr_2 W(r_2, r_s) \nabla_n^b \Psi_W(r_2) \right\}. $$

(73)

(74)

We see that $G1 = D$. Focusing on $G2$, we can move closer to term $E$ by first exchanging the labels of $r_2$ and $r_3$ to obtain the same form of the lensing efficiency functions, $W(r_1, r_2)$

$$G2 = -\left\{8 \int_0^{r_2} dr_1 W(r_1, r_s) \nabla_n^a \nabla_c \Psi_W(r_1) \int_0^{r_1} dr_3 W(r_3, r_1) \nabla_n^b \Psi_W(r_3) \right\}$$

$$\int_0^{r_3} dr_2 W(r_2, r_s) \nabla_n^b \Psi_W(r_2) \right\}. $$

(75)
If we then split the middle integral

\[ G_2 = - \left\{ 8 \int_0^{r_s} dr_1 \, W(r_1, r_s) \nabla_n^2 \nabla_c^2 \Psi_{W}(r_1) \left[ \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \right] \right\} 
- \left\{ \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \right\} \int_0^{r_s} dr_2 \, W(r_2, r_s) \nabla_n^2 \Psi_{W}(r_2) \bigg\}, \quad (76) \]

we obtain two terms, \( G_{2a} \) and \( G_{2b} \):

\[ G_{2a} = - \left\{ 8 \int_0^{r_s} dr_1 \, W(r_1, r_s) \nabla_n^2 \nabla_c^2 \Psi_{W}(r_1) \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \right\} \int_0^{r_s} dr_2 \, W(r_2, r_s) \nabla_n^2 \Psi_{W}(r_2) \bigg\}, \quad (77) \]

\[ G_{2b} = \left\{ 8 \int_0^{r_s} dr_1 \, W(r_1, r_s) \nabla_n^2 \nabla_c^2 \Psi_{W}(r_1) \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \right\} \int_0^{r_s} dr_2 \, W(r_2, r_s) \nabla_n^2 \Psi_{W}(r_2) \bigg\}. \quad (78) \]

We can then rearrange the order of integration of \( G_{2a} \) by using Eqn. 58

\[ \int_0^{r_{M+1}} dr_M \int_0^{r_M} d\bar{r} = \int_0^{r_{M+1}} d\bar{r} \int_0^{r_{M+1}} dr_M \quad (79) \]

to obtain

\[ G_{2a} = - \left\{ 8 \int_0^{r_s} dr_1 \, W(r_1, r_s) \nabla_n^2 \nabla_c^2 \Psi_{W}(r_1) \left[ \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \right] \right\} \int_0^{r_s} dr_2 \, W(r_2, r_s) \nabla_n^2 \Psi_{W}(r_2) \bigg\}. \quad (80) \]

The middle integral can then be split once more to recover term \( E \):

\[ G_{2a} = - \left\{ 8 \int_0^{r_s} dr_1 \, W(r_1, r_s) \nabla_n^2 \nabla_c^2 \Psi_{W}(r_1) \left[ \int_0^{r_s} dr_2 \, W(r_2, r_s) \nabla_n^2 \Psi_{W}(r_2) \right] \right\} \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \bigg\} + \left\{ \int_0^{r_s} dr_2 \, W(r_2, r_s) \nabla_n^2 \Psi_{W}(r_2) \right\} \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \bigg\}, \quad (81) \]

giving us a pair of terms

\[ G_{2a1} = - \left\{ 8 \int_0^{r_s} dr_1 \, W(r_1, r_s) \nabla_n^2 \nabla_c^2 \Psi_{W}(r_1) \left[ \int_0^{r_s} dr_2 \, W(r_2, r_s) \nabla_n^2 \Psi_{W}(r_2) \right] \right\} \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \bigg\}, \quad (82) \]

\[ G_{2a2} = - \left\{ 8 \int_0^{r_s} dr_1 \, W(r_1, r_s) \nabla_n^2 \nabla_c^2 \Psi_{W}(r_1) \left[ \int_0^{r_s} dr_2 \, W(r_2, r_s) \nabla_n^2 \Psi_{W}(r_2) \right] \right\} \int_0^{r_s} dr_3 \, W(r_3, r_1) \nabla_n^2 \Psi_{W}(r_3) \bigg\}, \quad (83) \]
where it can be seen that \( G2a1 = E \). We now have one term left from the Boltzmann equation solution to recover, term \( C \), and two terms from the remapping method from which to do so, \( G2b \) and \( G2a2 \). \( G2a2 \) can be brought closer to the form of \( E \) by rearranging the order of integration using Eqn. \( 38 \) so that

\[
G2a2 = - \left\{ 8 \int_0^{r_s} dr_2 W(r_2, r_s) \nabla^b_n \Psi_W(r_2) \right\} \int_0^{r_1} dr_1 W(r_1, r_s) \nabla^c_n \nabla^c_n \Psi_W(r_1) \\
\int_0^{r_2} dr_3 W(r_3, r_1) \nabla^c_n \Psi_W(r_3) \right\}.
\] (84)

Exchanging the labels of \( r_1 \) and \( r_2 \) then gives the correct form of the lensing efficiency function

\[
G2a2 = - \left\{ 8 \int_0^{r_s} dr_1 W(r_1, r_s) \nabla^b_n \Psi_W(r_1) \right\} \int_0^{r_1} dr_2 W(r_2, r_s) \nabla^c_n \nabla^c_n \Psi_W(r_2) \\
\int_0^{r_2} dr_3 W(r_3, r_2) \nabla^c_n \Psi_W(r_3) \right\}.
\] (85)

Finally, we split the third integral

\[
G2a2 = - \left\{ 8 \int_0^{r_s} dr_1 W(r_1, r_s) \nabla^b_n \Psi_W(r_1) \right\} \int_0^{r_1} dr_2 W(r_2, r_s) \nabla^c_n \nabla^c_n \Psi_W(r_2) \\
\left[ \int_0^{r_2} dr_3 W(r_3, r_2) \nabla^c_n \Psi_W(r_3) \right] - \int_0^{r_2} dr_3 W(r_3, r_2) \nabla^c_n \Psi_W(r_3) \right\}.
\] (86)

to obtain two terms

\[
G2a2a = - \left\{ 8 \int_0^{r_s} dr_1 W(r_1, r_s) \nabla^b_n \Psi_W(r_1) \right\} \int_0^{r_1} dr_2 W(r_2, r_s) \nabla^c_n \nabla^c_n \Psi_W(r_2) \\
\int_0^{r_2} dr_3 W(r_3, r_2) \nabla^c_n \Psi_W(r_3) \right\}, \quad \text{and} \quad (87)
\]

\[
G2a2b = \left\{ 8 \int_0^{r_s} dr_1 W(r_1, r_s) \nabla^b_n \Psi_W(r_1) \right\} \int_0^{r_1} dr_2 W(r_2, r_s) \nabla^c_n \nabla^c_n \Psi_W(r_2) \\
\int_0^{r_2} dr_3 W(r_3, r_2) \nabla^c_n \Psi_W(r_3) \right\}. \quad (88)
\]

The first term is in fact the final recovered term, \( G2a2a = C \). We have recovered all of the necessary terms, but are left with two residual terms, \( G2b \) and \( G2a2b \) which must cancel to prove equivalence between our two results:

\[
G2b = \left\{ 8 \int_0^{r_s} dr_1 W(r_1, r_s) \nabla^b_n \nabla^c_n \Psi_W(r_1) \right\} \int_0^{r_1} dr_2 W(r_2, r_s) \nabla^c_n \Psi_W(r_3) \\
\int_0^{r_2} dr_3 W(r_3, r_2) \nabla^c_n \Psi_W(r_2) \right\}, \quad \text{and} \quad (89)
\]

\[
G2a2b = \left\{ -8 \int_0^{r_s} dr_1 W(r_1, r_s) \nabla^b_n \Psi_W(r_1) \right\} \int_0^{r_1} dr_2 W(r_2, r_s) \nabla^c_n \nabla^c_n \Psi_W(r_2) \\
\int_0^{r_2} dr_3 W(r_3, r_2) \nabla^c_n \Psi_W(r_3) \right\}. \quad (90)
\]

We begin bringing them to the same form by rearranging the order of integration of \( G2b \) using Eqn. \( 38 \)

\[
G2b = \left\{ 8 \int_0^{r_s} dr_3 W(r_3, r_1) \nabla^c_n \Psi_W(r_3) \right\} \int_0^{r_s} dr_2 W(r_2, r_s) \nabla^b_n \nabla^c_n \Psi_W(r_1) \\
\int_0^{r_2} dr_3 W(r_3, r_2) \nabla^c_n \Psi_W(r_2) \right\}, \quad (91)
\]
then repeating this operation to bring the third integral out to the front:

\[
G_{2b} = \left\{ 8 \int_0^{r_2} dr_2 \ W(r_2, r_s) \nabla_n^b \Psi W(r_2) \int_0^{r_2} dr_3 \ W(r_3, r_1) \nabla_n^c \Psi W(r_3) \right. \\
\left. \int_0^{r_3} dr_1 \ W(r_1, r_s) \nabla_n^c \nabla_c^b \Psi W(r_1) \right\}. 
\] (92)

Turning to term \( G_{2a2b} \), we exchange the labels \( r_1, r_2 \):

\[
G_{2a2b} = \left\{ -8 \int_0^{r_1} dr_2 \ W(r_2, r_s) \nabla_n^b \Psi W(r_2) \int_0^{r_2} dr_1 \ W(r_1, r_s) \nabla_n^a \nabla_c^b \Psi W(r_1) \right. \\
\left. \int_0^{r_2} dr_3 \ W(r_3, r_1) \nabla_n^c \Psi W(r_3) \right\}, 
\] (93)

then rearrange the order of integration to obtain

\[
G_{2a2b} = \left\{ -8 \int_0^{r_1} dr_2 \ W(r_2, r_s) \nabla_n^b \Psi W(r_2) \int_0^{r_2} dr_1 \ W(r_1, r_s) \nabla_n^a \Psi W(r_1) \right. \\
\left. \int_0^{r_2} dr_3 \ W(r_3, r_1) \nabla_n^c \Psi W(r_3) \right\}. 
\] (94)

It can then be seen that \( G_{2b} + G_{2a2b} = 0 \), proving that the Boltzmann equation and the remapping method are equivalent to fourth order.

IV. DISCUSSION AND CONCLUSION

In this paper, we prove the equivalence of the canonical weak lensing remapping ansatz and the Boltzmann approach, up to 4th order. We believe that this equivalence is general to all orders, although a general proof eludes us at this moment. The use of the Boltzmann approach allows us to shed insight into the so-called “post-Born” effects of weak lensing, allowing us to demonstrate that the such effects are simply lens-lens coupling, and the Born Approximation is still valid – all the line integrals are performed along the unperturbed photon path \( \bar{x} \). The Boltzmann approach also identifies the exact point where true post-Born effects could be incorporated – this lies in the 2nd term of the Liouville expansion Eqn. 4 which is presently neglected. As argued in [1] we expect this term to be non-dominant.

Ultimately, whether or not to call higher order weak lensing effects “post-Born” is a question of nomenclature. As discussed in the literature [39, 41, 42, 44, 45, 54, 55], 4th order lensing effects on the CMB is very small. A full treatment \( a la \) Boltzmann has shown that this effect is \( \sim 0.01\% \) of the CMB at the most [1], thus is negligible except perhaps as a systematic. On the other hand, studies of weak lensing of the galaxy power at higher orders follow very similar “remapping” approaches [38] – instead of the unlensed CMB as the source, we replace the \( \Theta^{(l)} \) power spectrum with the equivalent unlensed galaxy power spectrum. Up to 4th order, the effects are estimated at \( 1 - 5\sigma \) level [38, 51] and hence a full accounting of all the lensing terms is potentially important in future studies [56].
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Appendix A: Diagrammatic Representation for Remapping Ansatz

In this appendix, we describe the diagrammatic rules for the construction of deflection integrals to all orders following the remapping ansatz, and use this formalism to prove that the number of diagrams at \( N \)-th order is given by the Catalan number. We will drop \( \hat{M} \) from the following for notational simplicity. In this section, “order \( N \)” refers to the order of the deflection \( \delta x^a[N] \). We emphasise that this representation is different to the diagrammatic representation for the Boltzmann formalism we introduced in [1].

The basic archetype is the dashed line connecting a left node associated with position \( r \) to a right node with position \( r_1 \) which corresponds to an \( \int dr_1 \) integral over the kernel \( W(r,r_1) \)

\[
\rho \, M^{a_1 a_2 \ldots a_i}(r_1) \equiv -2r \int_0^r dr_1 W(r_1, r) r_1 \partial^a \chi(r_1) , \tag{A1}
\]

where \( M^{a_1 a_2 \ldots a_i} \) is an object with \( i \) indices constructed out of products of \( \delta x^a \). \( \chi(r_1) \) is an unindexed object which is a full contraction of \( M^{a_1 a_2 \ldots a_i} \) with the \( i \)-th order term of the Taylor expansion of \( \Psi_W(\bar{x} + \delta \bar{x}) \) which are products of partial derivatives on \( \Psi_W \), e.g.

\[
\chi \in \frac{1}{i!} \partial_{a_1} \partial_{a_2} \ldots \partial_{a_i} \Psi_W \delta x^{a_1} \delta x^{a_2} \ldots \delta x^{a_i} , \forall i \geq 0 .
\]

At \( i = 0 \), \( \chi = \Psi_W \). \( \delta x^a \) itself can be further expanded as \( \delta x^a = \delta x^{a[1]} + \delta x^{a[2]} + \ldots \), though the structure remains the same. In words, we say that “the dashed line is acting on object \( M^{a_1 a_2 \ldots a_i} \)”.

Thus the dashed line represents the Green’s function solution of a source \( \rho \). Using this archetype, and starting from the lowest order term, we introduce two further rules that allow for the consistent construction of all higher order terms. The lowest order term is the first order deflection when the dashed line acts on the Weyl potential \( \chi = \Psi_W \),

\[
\delta x^{a[1]} = \rho \, \, \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} = -2r \int_0^r dr_1 W(r_1, r) r_1 \partial^a \Psi_W(r_1) , \tag{A2}
\]

thus \( i = 0 \) since \( \Psi_W \) has no index.

**Rule 1: Linking rule.** The action of a dashed line on \( M \) with \( i > 0 \) is to link the diagram of \( M \) at the node associated with its \( r \) argument (the left-most node). Consider the action on a single indexed object \( i = 1 \). At lowest order, this is \( \delta x^{b[1]} \), then \( \chi = \partial_b \Psi_W \delta x^{b[1]} \), and thus diagrammatically

\[
\rho \, \, \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} = -2r \int_0^r dr_1 W(r_1, r) r_1 \partial_b \Psi_W(r_1) \partial^a \Psi_W(r_1) \delta x^{b[1]}(r_1) \rho \, \, \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} , \tag{A3}
\]

where in the 2nd line, our formalism has allow us to replace \( \delta x^{b[1]}(r_1) \) with its diagrammatic representation \( \rho \, \, \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \) where we have chosen \( r_2 \) to be its integration variable.\(^5\)

For an object with more than one linked node, the linking rule will link to the node associated with its \( r \) argument, for example,

\[
\rho \, \, \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} = \rho \, \, \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} \underset{r_1}{\ldots} \underset{r_2}{\ldots} \underset{r_3}{\ldots} , \tag{A4}
\]

and so on (although note that Eqn. [A3] is only one of the two terms of \( \delta x^{a[111]} \) — see Eqn. [22]).

**Rule 2: Product rule.** Objects with index \( i > 1 \) are products of \( \delta x^{a_1[N_1]} \), \( \delta x^{a_2[N_2]} \), \ldots, etc. The order of this object is then the sum \( N = \sum_i N_i \). Since they all have the same argument, we link to all of them. Diagrammatically, we represent them with a product symbol \( \times \widetilde{\times} \)

\[
M^{a_1 a_2 \ldots a_i}(r) = \delta x^{a_1[N_1]}(r_1) \times \delta x^{a_2[N_2]}(r_1) \times \ldots \tag{A5}
\]

\(^5\) It is convenient to choose integration variables such that the time ordering \( r_i > r_{i+1} \) is obeyed.
Since $M$, and hence all the $\delta x^a$’s are evaluated at the same point $r$, the action of the dashed line on $M$ must integrate over all of them. Thus we represent it as multiple dashed lines terminating at the same node associated with $r$, \[ r \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} M^{a_1 a_2 \ldots} (r_1) = r \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} \delta x^{a_1[N_1]}(r_1) \times \delta x^{a_2[N_2]}(r_1) \times \cdots \] (A6)

We can then reconstruct the full diagram by replacing the $\delta x^{a[N]}$ nodes with their corresponding diagrams, using the linking rule, for example for $M^{ab} = \delta x^{a[I]} \delta x^{a[H]}$, we get \[ r \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} \delta x^{a[I]} \delta x^{a[H]} = r \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} \delta x^{a[I]}(r_1) \times \delta x^{a[H]}(r_1) \] (A7)

where we have used the archetypes Eqn. (A2) and Eqn. (A3) in the 2nd line. Finally, without any ambiguity, we can combine the $r_1$ nodes into a single node as follows \[ r \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} \delta x^{a[I]} \delta x^{a[H]} = r \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} \delta x^{a[I]}(r_1) \times \delta x^{a[H]}(r_1) \times r_1 \quad r_2 \quad r_3 \quad r_4 \] (A8)

and thus Eqn. (A7) becomes \[ r \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} \delta x^{a[I]} \delta x^{a[H]} = r \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} \delta x^{a[I]} + r_1 \quad r_2 \quad r_3 \quad r_4 \] (A9)

Since each dashed line carry along a single Weyl potential $\Psi_W$, the number of dashed lines of a diagram is equal to the perturbative order of the corresponding term, e.g. Eqn. (A2) is 1st order, Eqn. (A3) would be 2nd order and Eqn. (A4) would be 4th order etc.

Using these rules, one can systematically construct the deflection to any order in perturbation theory. For the $\delta x^{a[N]}(r)$ term, draw a set of $N + 1$ nodes labeled linearly $r, r_1, r_2, \ldots, r_N$. Then the total number of diagrams would be all possible diagrams with $N$ dashed lines linking any two nodes such that all the nodes are linked with the following conditions: (a) there can only be a single line leaving a node to the left, (b) there is at least one line leaving a node to the right and (c) there are no line crossings. Once all the diagrams are drawn, we then use the rules described above to write down the corresponding intergrals.

Note that the no-line-crossing condition (c) above is a consequence of the fact that all the integrals are generated by either linked terms or product terms – which itself is a direct consequence of the fact that integrals are products of deflections which themselves are Green’s function solutions of the geodesic equation. If we allow for crossing terms, by either linked terms or product terms – which itself is a direct consequence of the fact that integrals are products of

We will now provide a convenient generating formula for iteratively constructing all the diagrams to all orders in $N$, starting from the two lowest order terms, Eqn. (A11) and Eqn. (A2) Let $[N]$ be the set of the diagrams at $N$-th order, such that $[0] = \{ \bullet \}$, $[1] = \{ \bullet \ldots \bullet \}$, $[2] = \{ \ldots \bullet \ldots \ldots \bullet \ldots \}$ etc.

Given the collection of known diagrams up to $[N]$, the diagrams of the next order $[N + 1]$ are generated by the formula \[ [N + 1] = \bigcup_{i=0}^{i=N} \delta x^{a[I]} \delta x^{a[H]} ] \delta x^{a[H]} \delta x^{a[H]} \times r_1 \quad r_2 \quad r_3 \quad r_4 \] (A10)

where $\bigcup$ denotes “union of” and the product operator $\#$ is defined such that $[i] \# [j]$ denotes linking the left-most node of all the diagrams of $[i]$ with the left-most node of all the diagrams of $[j]$ with a dashed line. Note that $\#$ does not commute, i.e. $[i] \# [j] \neq [j] \# [i]$ for $i \neq j$. Since there are no repetitions in the generating formula Eqn. (A10) if $C_N$ is the number of diagrams in $[N]$, then the total number of diagrams at $N + 1$ order is given by the recursion formula \[ C_{N+1} = \sum_{i=0}^{i=N} C_i C_{N-i} \] (A11)
Here, \( C_0 = C_1 = 1 \) as \([0]\) and \([1]\) have a single diagram each by construction. Finally, as the recursion formula Eqn. \[A11\] is satisfied by the definition of the *Catalan number*

\[
C_N = \frac{1}{N+1} \binom{2N}{N},
\]

(A12)

this proves our assertion in the main text.