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Abstract

3D object detection has become an emerging task in autonomous driving scenarios. Previous works process 3D point clouds using either projection-based or voxel-based models. However, both approaches contain some drawbacks. The voxel-based methods lack semantic information, while the projection-based methods suffer from numerous spatial information loss when projected to different views. In this paper, we propose the Stereo RGB and Deeper LIDAR (SRDL) framework which can utilize semantic and spatial information simultaneously such that the performance of network for 3D object detection can be improved naturally. Specifically, the network generates candidate boxes from stereo pairs and combines different region-wise features using a deep fusion scheme. The stereo strategy offers more information for prediction compared with prior works. Then, several local and global feature extractors are stacked in the segmentation module to capture richer deep semantic geometric features from point clouds. After aligning the interior points with fused features, the proposed network refines the prediction in a more accurate manner and encodes the whole box in a novel compact method. The decent experimental results on the challenging KITTI detection benchmark demonstrate the effectiveness of utilizing both stereo images and point clouds for 3D object detection.

1 Introduction

Accurate and robust 3D object detection is crucial and indispensable for many real-world applications, such as autonomous driving [8] and augmented reality (AR) [24]. State-of-the-art methods can achieve a high average precision (AP) of 2D object detection [29, 28] and have achieved honorable results in the testing of public datasets such as KITTI [8] and COCO [2]. However, directly extends 2D detection methods to 3D is nontrivial due to the sparseness and irregularity of the point clouds. How to process the point clouds data with the semantic information from the RGB data remains a hot and challenging problem.

Currently, researchers have explored several methods to tackle these problems, which aim to obtain geometric information such as target position, size and posture in 3D space. Some works [3, 23, 38, 4, 16] make full use of the characteristics of RGB images to propose some networks. However, the key problem of the image-based methods is that the depth information cannot be directly obtained, which results in a large positioning error of the object in 3D space. Even stereo vision [15] is very sensitive to factors such as illumination variations and occlusions, which lead to deviations in depth calculations.
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Compared with image data, LIDAR point clouds data have accurate depth information and spatial features. At present, most of the state-of-the-art 3D object detection algorithms have focused on processing LIDAR point clouds through projection [34, 5, 12, 18, 40, 41] or voxelization [14, 7, 43]. However, these works either suffer from the information loss during projection and quantization [20] or heavily depend on the performance of 2D object detectors [25]. Recently, some works [31, 42, 33] propose to only operate on the point clouds to fulfill 3D object detection. But they achieve an inferior performance especially on cyclist and pedestrian due to the information loss from the image plane.

Different from aforementioned methods, we observed that stereo camera can provide large-scale perception from two views and LIDAR sensors can capture accurate 3D structures, while the combination of them could take advantage of their respective advantages while making up for their shortcomings. In other words, the left and right images can provide a more accurate receptive field while achieving comparable depth and position accuracy. Furthermore, we find that the most commonly used PointNet [26, 27] fails to capture local features information at variable scales and leads to the loss of local features because it only processes 3D points independently to maintain permutation invariance. In this way, it ignores the distance metric between the points. Although the latter SAWNet [11] integrates the global features using shared Multi-Layer Perceptron (MLP) with the dynamic locality information from Dynamic Graph CNNs (DGCNNs) [36], it is unable to focus on important features and suppress unnecessary ones in its residual connections [9].

Motivated by these observations, we present the Stereo RGB and Deeper LIDAR (SRDL) network for 3D object detection, which takes stereo RGB images and LIDAR point clouds as input and utilizes attention mechanism to achieve robust and accurate 3D detection. Specifically, the left and right views can generate proposals that do not completely overlap from different angles. They can mutually correct each other, and a more precise region can be generated during the fusion phase. Considering that the fused proposals may overlap noisy points and excess space for the objects, a feature-oriented segmentation network in 3D point clouds is designed to strip out the object point clouds from the background. Given the segmented object points and cropped proposals, we propose to encode the bounding boxes by adding more constraints in a novel compact manner. This design benefits for removing more redundancy and locating the size of the objects more accurately while reducing the feature dimensions.

The main contributions of our work can be summarized as follows:

- To the best of our knowledge, we are the first to propose a novel framework that combines semantic information from stereo images and spatial information from raw point clouds for 3D object detection.
- We propose residual attention learning mechanism to optimize the segmentation network, which can extract deeper geometric features of different levels from the original irregular 3D point clouds.
- We propose a novel 3D bounding box encoding scheme that regresses the oriented 3D boxes in a more compact manner, ensuring higher 3D localization accuracy.
- Our proposed SRDL network achieves comparable results with the state-of-the-art image-based and LIDAR-based methods on the challenging KITTI 3D detection dataset.

## 2 Related work

### Image-based 3D object detection.

For processing the RGB images, there are two mainstreams, monocular-based and stereo-based methods. In terms of monocular-based methods, many researches [22, 3, 23, 1] have contributed to share similar framework with 2D detection. Surprisingly, there are only a few works utilizing stereo vision for 3D object detection [4, 16]. Typically, Li et al [15] propose the Stereo RCNN to detect and associate object in stereo images by both semantic properties and dense constraints of objects, extending Faster RCNN [29] for stereo inputs. However, none of the above approaches combines stereo images with point clouds properly to exploit both advantages and they fail to achieve superior performance because of the lack of accurate depth information.

### LIDAR-based object detection.

Generally, there are two major ways to process the point clouds from 3D LIDAR sensors, voxelization and raw point clouds. The voxelization based methods [21, 43, 39, 30] usually take the voxel as input and apply either 2D convolution or 3D convolution to make prediction. VoxelNet [43] is one of the first methods to apply a PointNet-like network to learn
low-level geometric feature with several stacked VFE layers in 3D voxelization space. However, the network structure is computationally inefficient as the shallow 3D CNN layers are not enough to extract deeper 3D features. Even though SECOND applies sparse convolution to accelerate VoxelNet, it is still unable to overcome the 3D convolution bottleneck.

Besides, PointNet and PointNet++ are the two pioneers to directly operate on raw points to extract features without converting them to other formats. Based on PointNet as backbone network, some researchers have approached to infer 3D objects from point clouds. Very recently, Point-GNN even propose graph neural network to detect objects from point clouds.

**LIDAR and RGB image fusion based object detection.** The majority of the state-of-the-art 3D object detection methods adopt a LIDAR and mono-image fusion scheme to provide accurate 3D information, where they process raw LIDAR input in different representations. Many methods project point clouds to bird’s view or front view and utilize 2D CNN to obtain more dense information for 3D box generation. However, these methods still have the limitation when detecting small objects such as pedestrians and cyclists and they do not deal with cases with multiple objects in depth direction. F-PointNet is the first method of utilizing mature 2D detectors and raw point cloud to predict 3D objects. And PointNet then is employed to process point cloud within every cropped image region to detect 3D objects. However, the mono-image can’t extract more comprehensive features better than binocular and PointNet lacks the ability to capture local feature information in the metric space.

### 3 Proposed method

![Figure 1: Architecture of the proposed SRDL network which contains three modules: (a) Stereo proposal fusion, which takes stereo RGB images as input and utilizes CNN to generate 2D proposals following RoIPooling in the two views respectively. (b) The 3D point clouds segmentation stacks several attention-based layers to separate the points of objects from backgrounds according to the projected proposals after the fusion operation. (c) After refining the boxes, the 3D bounding box regression module proposes to encode the bounding box in a more accurate scheme to get the final detection results.](image)

In this paper, we propose the Stereo RGB and Deeper LIDAR (SRDL) network for 3D object detection, including three modules: stereo proposal fusion, 3D point clouds segmentation and 3D bounding box regression, as shown in Figure 1. In the following subsections, we will introduce these modules in detail.

#### 3.1 Stereo proposal fusion

In our framework, we take the stereo images as input and leverage mature 2D object detector to generate 2D object proposals for the left and right image respectively. At the same time, we apply convolution-deconvolution in each view to acquire features in a higher resolution. Combining the 2D proposals, RoIPooling is employed for each view.

![Figure 2: Proposals from left and right views. The proposals from the left and right views are not completely overlapped and the final fused proposal is more accurate than either of them.](image)
to obtain features at the same size. Finally, we fuse the two cropped features of the output in the RoIpooling via element-wise mean operation.

As Figure 2 shows, the two outputs of the left and right branches are not completely overlapped. Instead, each of them generates different proposals from different views. With a known camera projection matrix to offer accurate depth information, each bounding box can be projected into 3D space to form a cross object area. Through the final element-wise fusion, the final proposal contains less space and point clouds which is more accurate than either of the initial ones by mutual supervision and correction.

3.2 3D point cloud segmentation

As illustrated in Figure 1, the fused proposal is fed into the second module with the depth range to outline an appropriate location in 3D space. Given the 2D image region and its corresponding 3D locations, we design a 3D segmentation network to operate 3D point clouds from background for further 3D coordinate regression.

3.2.1 Architecture overview

The input of the segmentation network architecture is fed into a transformer net that uses attention-based layers to regress a $4 \times 4$ transformation matrix, the elements of which are the learnt affine transformation values for point clouds alignment. The aligned points are then fed into several stacked attention-based layers to generate a permutation invariant embedding of the points. Among them, the residual attention module serves as a linking bridge between two adjacent layers to transfer information. After that, the outputs of all the previous 1024-D attention-based layers are concatenated together and the max pooling is used to get the final global information aggregation for the point clouds. The information is then fed into a MLP layer to predict a $N \times p$ score matrix and make a point-wise prediction. More details of the specific architecture are described in the supplementary.

3.2.2 Attention-based layer

The architecture of the attention-based layers is shown in Figure 3, in which the current layer is considered as an intermediate layer and the features are not only transmitted by the mainstream information flow but the residual attention linking from previous layer. The point embedding from the current is input into two parallel layers, local EdgeConv layer and global MLP layer respectively. The local EdgeConv layer constructs a dynamic graph and incorporates $k$ nearest local neighborhood information. The global MLP layer operates on each point independently and subsequently applies a symmetric function to accumulate features. The outputs of these two layers are connected to the outputs of the same branch of the previous layer in an element-wise manner before concatenating together. The two layers also individually transfer information to the next embedding layer using residual attention connections.

Specifically, consider $n$ points in a $D$ dimensional embedding point clouds set $P = \{p_1, p_2, ..., p_n\}$, where $D$ can be set to 3 simply, which means each point $x_n$ contains three coordinates $(x_i, y_i, z_i)$. These points are processed in parallel by the local EdgeConv layer and global MLP layer in each attention-based layer. In the branch of the local EdgeConv layer, let $h(k)$ denote the input in terms of the $k$ nearest neighbours in the dynamic graph and $e_i(i = 1, 2)$ denote the edgeconv operation to evaluate a point’s dependency on its $k$ nearest neighbours. The extracted edge features are fed into...
the batch normalization and ReLU computation. The output can be represented as:

$$E_1 = MLP(h(k)) = MLP(e_1(h(k))) = \sigma(W_1(h(k))).$$

(1)

After applying another edgeconv-BN layer, the output can be represented as:

$$E_2 = MLP(E_1) = MLP(e_2(E_1)) = W_2(E_1).$$

(2)

Where $\sigma$ denotes the ReLU function and $W_1, W_2$ are the weights of the two MLPs. After the maxpooling over the output, the attention map from the residual module is added to the output $E_2$ in a point-wise manner which can be written as:

$$L = (1 + R_1) \otimes E_2.$$

(3)

Similarly, in the global MLP layer, $f(t)$ denotes the transformation on the input points by the shared weighted MLP denoted as $s$. The output of the first shared MLP layer is:

$$M_1 = MLP(f(t)) = \sigma(W_1(s(k))).$$

(4)

Applying another MLP-BN layer, the output is:

$$M_2 = MLP(M_1) = W_2(s(M_1)).$$

(5)

This output is connected to attention-aware feature in the residual attention module in the same way:

$$G = (1 + R_2) \otimes M_2.$$ 

(6)

Where $\otimes$ denotes element-wise multiplication and $R_i (i \in \{1, 2\})$ change between 0 and 1 as the reaction to different features. Different from the original ResNet, the output of our residual attention module $R_i (i \in \{1, 2\})$ works as the feature filter to weaken the noisy features and amplify the good features. Note that the outputs $L, G$ from the two branches have the same dimension and are transferred to the next layer as well. Finally, they are concatenated together and the embedding points are fed into the next layer as the input.

### 3.2.3 Attention module

Attention module not only attempts to emphasize meaningful features but also enhances different representations of objects at certain locations. We design our attention module as a bottom-up and a top-down structure, as shown in Figure 4. The bottom-up operation aims to collect global information and the top-down operation combines the global information with the original feature maps. We use the residual unit in [10] as our basic unit in attention module. The attention module contains three blocks. In block1, the max pooling and a residual unit are performed to enlarge the receptive field. After getting the lowest resolution, a symmetrical top-down architecture is designed to infer each pixel to get dense features in block2. Besides, we append skip connections between bottom-up and top-down feature maps to capture features at different scales. In block3, a bilinear interpolation is inserted after a residual unit to up-sample the output. Finally, we use the sigmoid function to normalize the output after two consecutive $1 \times 1$ convolution layers to balance the dimensions.

### 3.3 3D bounding box regression

Given the segmented object points, this part regresses the final 3D bounding box by a more accurate bounding box encoding scheme after the proposal refining.
3.3.1 3D proposal refining

After segmentation operation on the point cloud, we can separate the object points from the background and acquire the points inside the bounding box in the certain location of the first module. However, the combination of the predefined proposals from the first module and the segmentation network for the points only gets a relatively rough box. Therefore, we propose to pool 3D points and their corresponding features to rescale the proposal. For each 3D box proposal, \( b_i \) = \( \{x_i, y_i, z_i, w_i, h_i, l_i, \theta_i\} \), we define a new 3D box by adding a constant \( \xi \) to \( w_i, h_i, l_i \) respectively to resize the box. For each point, a validation test is performed to decide whether it is inside the resized box or not. If it is true, the point and its features will be kept for refining the box proposal. Further ablation study will illustrate the effectiveness of this operation in improving performance.

3.3.2 3D bounding box encoding

To determine the orientation of a 3D bounding box, we keep consistent with the AVOD which computes \( (\cos \theta, \sin \theta) \) to solve the problem of angles wrapping. As for the box encoding, there are several different methods to encode the bounding box as shown in Figure 5. The axis aligned is first proposed in [35] which encodes the box with centers and sizes. While in MV3D [5], Chen et al. claim that 8 corners box encoding works better than axis aligned. And in AVOD [12], Jason Ku et al. attempt to replace 8 corners with 4 corners and 2 heights to encode box efficiently. However, 8 corners need a 24-D vector to normalize the diagonal length of the proposal box and neglect the physical constraints. The 4 corners + heights encoding method does not take the physical connections between the 4 corners within a plane into account. To reduce more redundancy and keep physical connections, we propose to encode the bounding box with three points (two corners + one center) and two heights representing the offsets from the proposal box to the ground plane. The three points are on the diagonal of the cube, where \( c_2 \) is the center point of the cube. Therefore, the regression targets is \( \{\Delta x_1, \Delta y_1, \Delta z_1, \Delta h_1; i = 1, 2, 3; j = 1, 2\} \). Despite that our 11-D representation vector is slightly larger than the 10 dimensional one, we not only use fewer points but encode the bounding box compactly in the flowing constraints between these parameters. When regressing \( w, l \), we should consider:

1. \( (\Delta x_c1, \Delta x_c3) \rightarrow w, (|\Delta x_2 - \Delta x_{c1}|, |\Delta x_3 - \Delta x_{c2}|) \rightarrow w \).
2. \( (\Delta y_c1, \Delta y_c3) \rightarrow l, (|\Delta y_2 - \Delta y_{c1}|, |\Delta y_3 - \Delta y_{c2}|) \rightarrow l \).

When regressing \( h \), we should ensure that the following equations hold true:

1. \( |\Delta z_{c3} - \Delta z_{c1}| = |\Delta h_2 - \Delta h_1| \rightarrow h \).
2. \( |\Delta z_{c2} - \Delta z_{c1}| = |\Delta z_{c3} - \Delta z_{c2}| = \frac{1}{2}|\Delta h_2 - \Delta h_1| \rightarrow h \).

where \( \rightarrow \) denotes that there exists constrains in the regression process.

3.4 Loss function

We use a multi-task loss to train our network. Our total loss is composed of three main components from the three modules, the fused loss \( L_{fuse} \), the segmentation loss \( L_{seg} \) and the bounding box regression loss \( L_{box} \) as:

\[
L_{total} = \alpha L_{fuse} + \beta L_{seg} + \chi L_{box} = \alpha (L_{cls_1} + L_{reg_1}) + \beta L_{seg} + \chi (L_{cls_2} + L_{reg_2}).
\]  

(7)

where weighting parameters \( \alpha, \beta \) and \( \chi \) are used to balance the relative importance of different parts, and their values are set to 1, 4 and 2 respectively. \( L_{cls_1} \) and \( L_{cls_2} \) are the object classification loss. \( L_{reg_1} \) and \( L_{reg_2} \) are box regression loss. In our practice, we apply binary cross entropy for all
classification loss. As for regression, we employ Smooth L1 loss for all bounding box and orientation vector regression. For segmentation, we use the focal loss [19] to handle the imbalance problem. More details of the specific losses are described in the supplementary.

4 Experiments

We evaluate our method on the 3D detection benchmark and the bird’s eye view detection benchmark of the KITTI test server [8]. For evaluation, we use average precision (AP) metric to compare with different methods and use the official 3D IoU evaluation metrics of 0.7, 0.5, and 0.5 respectively for the categories of car, cyclist, and pedestrian. In this section, we will introduce the experimental results. More description about datasets, implementation and training details are specified in the supplementary.

4.1 Comparing with state-of-the-art methods

For the 3D object detection and the bird’s view detection test benchmark as shown in Table 1 and Table 2, our proposed method achieves decent results compared with other state-of-the-art methods for all categories on three difficulty levels. For car, our method achieves better or comparable results than most of the methods. For the pedestrian and cyclist, SRDL gets large increases than the mono+Lidar methods due to combining stereo images, especially on the moderate and hard set. For the most important car category, we also report the performance of our method on KITTI val split and the results are shown in the supplementary.

4.2 Qualitative results

We present some qualitative results of our proposed SRDL network on the test split on KITTI dataset in Figure 4. From the figures we could see that our proposed network could estimate accurate 3D bounding boxes in different scenes. Surprisingly, we observe that our method can still achieve satisfactory detection results even with very sparse point clouds and severe occlusion.

4.3 Ablation studies

In this section, we change components and variants of our proposed SRDL by conducting extensive ablation studies on the validation split of KITTI. We follow the convention and use the car class which contains the largest amount of training examples. The evaluation metric is the average precision (AP %) on the val set.

Effect of Different Design Choice in the Whole Network. We illustrate the importance of different components of our network by removing one part and keeping all the others unchanged, as shown
Figure 6: Qualitative 3D detection results of SRDL on the KITTI test set. The detected objects are shown with green 3D bounding boxes and the relative labels. The upper row in each image is the 3D object detection result projected onto the RGB image and the bottom is the result in the corresponding point clouds.

| Stereo | Local | Global | Encoding | Easy  | Moderate | Hard |
|--------|-------|--------|----------|-------|----------|------|
| ✓ ✓ ✓  | ✓ ✓ ✓ | ✓ ✓ ✓  | 83.85    | 71.08  | 65.75    |
| ✓ ✓ ✓  | ✓ ✓ ✓ | ✓ ✓ ✓  | 86.77    | 72.32  | 71.65    |
| ✓ ✓ ✓  | ✓ ✓ ✓ | ✓ ✓ ✓  | 88.46    | 76.71  | 75.69    |
| ✓ ✓ ✓  | ✓ ✓ ✓ | ✓ ✓ ✓  | 90.28    | 79.82  | 78.65    |

Table 3: Performance of removing different part of our network. ✓ denotes removing and ✓ denotes retaining.

| Fusion Method | Easy  | Moderate | Hard   |
|---------------|-------|----------|--------|
| Global        | 83.85 | 71.08    | 65.75  |
| Local         | 83.89 | 71.27    | 66.54  |
| Global+Local  | 84.51 | 71.33    | 68.79  |
| Global+Attention | 86.77 | 72.32    | 71.65  |
| Local+Attention | 88.46 | 76.71    | 75.69  |
| Global+Local+Attention | 90.28 | 79.82    | 78.65  |

Table 4: Performance comparison of different fusion method with attention mechanism.

| Encoding Method | Easy  | Moderate | Hard   |
|-----------------|-------|----------|--------|
| 8 Corners       | 85.09 | 74.51    | 70.82  |
| 4 Corners+2 Heights | 89.61 | 78.37    | 77.64  |
| 3 Points+2 Heights | 90.28 | 79.82    | 78.65  |

Table 5: Performance comparison on different bounding box encoding methods.

Effect of Attention Module. In order to show the importance of the attention module in Section 3.2.2, we add attention module to the three different designs. As shown in Table 4 with attention module to transfer features between connected layers, the fused models override the original ones by 1.24%, 5.44%, 8.49% respectively in the moderate difficulty. And our final fusion method with attention mechanism outperforms the alternative by 5.77%, 8.49%, 9.86% for the three difficulties.

Effect of Different Refining Size $\xi$. In Section 3.3.1 we propose to refine the proposals by adding a constant $\xi$ to the size of the box. Table 6 shows the results with different size. $\xi=-0.5m$ proves to perform best in our network which denotes that we should shrink the original box by 0.5m. Note that when we enlarge the size of the box, especially over 1m, the value of AP drops sharply. This indicates that the original box already contains redundant space, and continuing to enlarge the box will only include more unrelated areas. At the same time, too large $\xi$ to shrink the box also lead to bad performance since small region may also exclude relative areas.

Effect of Bounding Box Encoding Method. As stated in Section 3.3.2 there are different bounding box encoding methods including the one we proposed. We use the four different methods to encode boxes in our proposed network. From Table 5 we note that although the 4 corners+2 heights method consumes a few dimensions but its performance is worse than our method. For one thing, the 4 corners+2 heights method does not take into account the coordinate relationship between the four corners so the number of points is redundant. For another thing, the constraint relationship between

Table 6: Performance of adopting different size of $\xi$ for 3D box refining. The “-” half denotes shrinking and the other half denotes enlarging. 0m is the original size.
the coordinates of the corners and the heights cannot be established. Our method can establish four sets of constraint relationships to constrain the length, width, and height respectively.

5 Conclusions

In this paper, we have proposed a novel stereo RGB and deeper LIDAR (SRDL) network for 3D object detection in autonomous driving scenarios. Our method takes full advantage of the merits of stereo RGB images and point clouds to form an end-to-end framework. The combination of semantic information from stereo images and spatial information from point clouds contribute together to improve the performance. Extensive experiments on the challenging KITTI 3D detection benchmark demonstrate the efficiency of our method decently. In future research, we will optimize the inference speed, investigate more focus on integrating RGB and point-wise features, and different operations on the point clouds will be added to further improve our detection framework.

Broader Impact

This article belongs to the application of a subtask under the study of autonomous driving. The accurate detection of vehicles and people on the road can greatly promote the development of autonomous driving. We know that our goal is to accurately detect 3D objects on the road to avoid various accidents. In this paper, stereo RGB images and point cloud data are used for joint detection. The dual data from the optical camera and radar camera jointly ensure this detection result, which is helpful for the further implementation of this application. For autonomous driving companies, they can find inspiration for further improving the safety of autonomous driving from the methods in this article, and this article also provides researchers with a new way to make full use of road environmental data. However, we have to admit that the method proposed in this article uses a variety of data, so the hardware requirements in the implementation are relatively high, which will bring some costs. In addition, once the data from a certain camera is missing as input, the algorithm in this paper will immediately fail.
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