Enhancement of Motor Imagery Brain Computer Interface Performance Using Channel Reduction Method based on Statistical Parameters
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Abstract. In this paper, a novel method to reduce the number of EEG channels for a Motor Imagery-based Brain Computer Interfaced (BCI) system without compromising its performance is proposed. By reducing the number of EEG channels, the number of features can be reduced and this has to be achieved without sacrificing the classification accuracy and computational time of the BCI. EEG signals were recorded from 10 subjects using a 19-channel EEG amplifier. Higuchi Fractal features were extracted from the recorded signals and modelled using Neural Networks (NN). A simple statistical analysis based on standard deviation was then used for the channel reduction process. The classification accuracy of the NN model formulated with the 19 channels features were compared to that of the model with features selected using statistical method. From the results it was observed that using this approach, the number of EEG channels can be reduced up to 30% without sacrificing its classification performance.

1. Introduction

A BCI is a system that acts as link for the brain signal to communicate with computer system without going through a usual route of peripheral nerves and muscles [1]. Research about BCI have been explored for over two decades, and is considered as a new research area. The interest in BCI has been increasing rapidly and this is evidence in the number of publications on the subject matter. The group of researcher who had done a research about BCI also increase year to year [2].

However, there are still great opportunities in this research area. Many improvements in many aspects of BCI performance can be done for example by removing features that may act as noise to the system through channel selection process. New channel selection algorithm based on high order statistical parameters using motor imagery data is presented in this paper. The proposed channel selection algorithm was used to reduce the feature dimension in order to enhance the classification performance of the recorded motor imagery data features.

The motor imagery data are based on a novel asynchronous data collection protocol. Motor imagery can be defined as the process to carry out pretended movement of arm or other parts of human body. The concept of pretended movement of arm can be defined such as preparation for movement, passive observations of action, and mental operations of sensorimotor representations [3]. The selection of channel is used to reduce the size of data dimension and has been widely used to increase the performance of BCI systems. This refers to the process of choosing a subset of variables from the
original dataset such that the optimal features are retained. Some researchers claim that the selection of variables will improve classification accuracy or decreasing the size of features without significantly decreasing the accuracy of the classifiers [4].

In order to find suitable channel, S. M. Park et al. [5] study four channel selection methods namely binary particle swarm optimization (BPSO), BPSO with a channel impact factor, a genetic algorithm (GA), and a harmony search (HS) using a support vector machine (SVM). The performance for each method are compared in term of the classification accuracy and the number of selected electrodes. The results showed that BPSO with a channel impact factor selected least number of electrodes and improved accuracy by 20.4%.

Hossain et al. [6] proposed channel selection approach using wavelet-based Maximum Entropy on the Mean (wMEM). They used the concept of sparsity assumption. The channels located around the areas with high MI-related amplitude is selected. It is observed that the number of channel and the computation time can be reduced without reducing the classification accuracy of the system.

Qiu et al. [7] proposed a channel selection method by improving the Sequential floating forward selection (SFFS) method. The result indicates that the improved SFFS yielded better performance than using all channels and support vector machine recursive feature elimination method with an average improvement of 3.8%. The number of channel is reduced with the use of only 30.8 out of 118 channels.

Shan et al. [8] proposed channel selection based on Relief algorithm. Support vector machine was used as the classifier. Three different datasets were used to validate the method. The results indicate that the proposed method yielded average classification accuracies of 85.2%, 94.1%, and 83.2 %, respectively for Dataset 1, Dataset 2, and Dataset 3. The average accuracies were improved by 31.7%, 8.0% and 19.7 % for Dataset 1, Dataset 2 and Dataset 3 respectively.

Yang et al. [9] proposed channel selection method based on Fisher’s discriminant analysis for evaluating the discriminative power features for each channel. The result indicates that the method can reduce the number of channels (from 118 channels to 9 in average) without a decrease in mean classification accuracy.

The channel selection plays a major role in reducing the setup time, to minimize the time for placing the cap on the scalp and to avoid the increase in computation time due to the presence of number of channels. In spite of numerous approaches published in the literature, data dimensional reduction through variable selection is still an on-going research and there is opportunity to improve it. It is impossible to say which technique amongst all the reported is the best for channel selection. It is highly subjective in nature and very application specific. Researchers are still looking for new techniques which are relatively simple and robust learning model to improve multiclass motor imagery classification accuracy and learning time.

In this paper a channel selection methods known as Channel Selection based on Standard Deviation of raw energy signal (CSSD) is proposed to enhance the classification performance by selecting significant channel and discard a channel that may give irrelevant information. The Higuchi fractal feature from four different bands namely alpha 2 (11-12 Hz), beta 1 (13-15 Hz) and beta 2 (16-18 Hz) and beta 3 (19-25 Hz) were extracted from all the 19 channels of the EEG raw data. The extracted features were then classified into four different types of hand rotational movements using a feed-forward neural network model. The extracted features were then minimized using CSSD and a network model was subsequently developed using the minimized features. The performances of the two network model were then compared.

2. Methodology

2.1. Data Acquisition

The EEG raw signal was recorded from ten healthy subjects. All the subjects were from University Malaysia Perlis. The experimental work was conducted in air-conditioned laboratory with normal level of noise. This condition makes it more natural since BCI systems would usually be implemented in situations with many distractions. The age range of the participated subjects was between 22 to 34 years. All the chosen subjects must fulfil the criteria such that they must be medication
free, free from illness, enough slept at least six hours in the night the day before the experiment was conducted and have no neurological or psychiatric disorders. All the ten subjects who have participated in the data recording process are right handed and not familiar with the EEG recording equipment.

A non-cue-based protocol using motor imagery as a predefined task is proposed in this experimental work. All the ten subjects performed four different imaginary tasks. They were asked to go through four different imagery task sessions. Each session represents a specific hand movement task. The four different imaginary tasks employed in the experimental procedure were relax, right arm movement, left arm movement and both arm movement. The subjects were given a video demonstration showing a person moving his right forearm up and down for 10 seconds. After the video presentation, the subjects were given a relaxation period of 20 seconds. Then the subjects were requested to imagine moving that they were making up and down right forearm movements. The subjects were asked to repeat the same imagination process for 10 times; simultaneously, the EEG signals corresponding to the 10 trials were recorded. Between the trails, the subjects were given a resting period of 15 seconds. For ‘relax’ task, the subjects will be in a state of rest and do not perform any task. Subjects were requested as much as possible not to think of anything.

The EEG raw signals were acquired using Mindset-24 Topographic Neuro Mapping Instrument of Nolan Computer System LLC. This EEG instrument is a portable acquisition system which consists of 19 EEG bipolar channels. All the 19 electrodes were positioned as per the international 10-20 method of electrode placement.

![Figure 1. “10–20” system of electrode placement. F = frontal, T = temporal, C = central, O = occipital, P = parietal. Odd numbers = left hemisphere, even numbers = right hemisphere. [10]](image)

2.2. Pre-processing and Feature Extraction

The signals were recorded for 10 seconds. The EEG signals were sampled at the rate of 256 samples per seconds. The signals were then segmented in such a way that all the segmented frames have equal number of samples. Each frame has 128 sample data points (corresponding to 0.5 s) with 50% overlapping between two consecutive signal frames. A notch filter is used to remove the 50 Hz power line frequency noise from the raw EEG signal. This 50Hz power line frequency noise is due to electrical interference from the EEG recording equipment. Every signal frame is band pass filtered using a second order Chebyshev bandpass filter into four different sub-band frequencies namely alpha 2 (11-13 Hz), beta 1 (13-15 Hz), beta 2 (16-18 Hz) and beta 3 (19-30 Hz). Due to extracted frequency band lies between 8 – 30 Hz, so there’s no additional step to remove ocular artefact and muscle artefact energy. It is because most of the ocular artefacts generally appear under 4 Hz frequency band and most of the muscle artefact energy is not contained in 8-30 Hz frequency band [11].

In this paper, Higuchi fractal dimension features were extracted from the recorded EEG. Fractal Dimension (FD) is a measurement process to quantify the signal self-similar characteristic based
on the illustrative presentation of the signal. A single non integer value (fractional) is obtained through the process. The fractal feature values corresponding to the EEG signals lies between 1 and 2. Higuchi proposed a new mathematical process to calculate the time series average. The proposed mathematical process differentiated between Higuchi method and Burlaga and Klein method. The proposed mathematical process is suitable for short time series signals in order to obtain a solid fractal dimension value. By using Higuchi’s method, a solid fractal dimension features are brought out from the Motor Imagery EEG signals. The fractal dimension value $d_F$ can be computed by using following Equation (1):

$$d_F = \frac{\log(L_k)}{\log(k)}$$

where $L_k$ is the mean length value for all the curve length of the subset time series[12].

2.3. Channel Selection

In this paper, a channel selection based on statistical parameters using standard deviation of raw energy signals are proposed. The algorithm is discussed using following step:

Step 1: Segmentation of the recorded EEG signals into number of frame is lead oft in the process of reducing the channel. After the segmentation process, total of 39 frames per channel are gained. Each frame comprises of 128 number of sample with an overlapping of 50% between the successive frames. Thus for 10 trials we have $F(390)$ frames.

Step 2: Compute and formulate raw energy signals matrix $R^k$. $R^k$ represents raw energy signals obtained from all the $F$ frames and $C$ channels for the $k^{th}$ task. It can be formulate as follow:

$$R^k = \begin{bmatrix}
    x_{1,1}^k & x_{1,2}^k & x_{1,3}^k & \ldots & x_{1,j}^k & \ldots & x_{1,C}^k \\
    x_{2,1}^k & x_{2,2}^k & x_{2,3}^k & \ldots & x_{2,j}^k & \ldots & x_{2,C}^k \\
    x_{3,1}^k & x_{3,2}^k & x_{3,3}^k & \ldots & x_{3,j}^k & \ldots & x_{3,C}^k \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    x_{i,1}^k & x_{i,2}^k & x_{i,3}^k & \ldots & x_{i,j}^k & \ldots & x_{i,C}^k \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    x_{F,1}^k & x_{F,2}^k & x_{F,3}^k & \ldots & x_{F,j}^k & \ldots & x_{F,C}^k 
\end{bmatrix}$$

where $x_{i,j}^k = \sum_{q=1}^{N} [x_{i,j}^k(q)]^2$ is the raw energy value of the signals in the $i^{th}$ frame, $j^{th}$ channel and for the $k^{th}$ task. $x_{i,j}^k(q)$ is the $q^{th}$ data sample of the $i^{th}$ frame, $j^{th}$ channel and $k^{th}$ task.

Step 3: Compute standard deviation for column of matrix $R^k$ for $k^{th}$ task. Matrix $D$ is then formulated and written as:
where \( sd_j^k \) is standard deviation of the \( j^{th} \) channel and corresponding to the \( k^{th} \) task.

Step 4: Using the standard deviation matrix \( D \), sum all standard deviation values for each column. These values are then arranged in the descending order.

\[
KC = \begin{bmatrix}
k_{c_1}, k_{c_2}, k_{c_3}, \ldots, k_{c_j}, \ldots, k_{c_C}
\end{bmatrix}
\]  

(4)

where \( k_{c_i} < k_{c_{i+1}}, i = 1, 2, \ldots, C - 1 \) and the associated channels are represented as \( K_S \):

\[
K_S = \{k_{s_1}, k_{s_2}, k_{s_3}, \ldots, k_{s_j}, \ldots, k_{s_C}\}
\]  

(5)

Step 5: Build up the neural network model by utilizing the feature set extracted from all the \( C \) channels. The recorded EEG signal from ‘B’ selected frequency band which is derived from band frequency were considered in this process. Classification accuracy gain by developed neural network model is marked as a main classification performance (MCP).

Step 6: Set channel index value, set of channel \( S \) and channel performance tolerance (CPT) as follows: index=2

\[
S = \{k_{s_1}, k_{s_2}\}
\]

channel performance tolerance (CPT) = 2%.

Step 7: Develop neural network model using the feature set extracted from channel sets. Obtain its classification accuracy and mark it as CP.

Step 8: If \( (MCP-CP > 2\%) \)

Set index= index+1;

Reformulate the channel set as \( S = S \cup k_{s_{index}} \)

Go to step 7.

Else

Terminate the process.

2.4. Classification

In this paper standard feed-forward neural network with one hidden layer was developed and implemented to classify the four imagery tasks for each subject. Feed-forward neural network was used because of its simplicity and generalization capabilities. One of the advantages of using artificial neural networks as a classification method is because of their robustness to choices of parameter values and their similarity to other nonlinear regression method.

Higuchi fractal features of four different bands from the selected channel were extracted. A neural network model is developed using the extracted features. The trained neural network model was tested and the classification performance with computation time was obtained and tabulated. The hidden
neurons and network learning rate for the network were chosen as 6 and 0.5 respectively. Through simulation, the number of hidden neurons and the network learning rate was chosen in such a way to give the highest classification accuracy. Both hidden and output neurons were activated using log sigmoid activation function. Training tolerance and testing tolerance were set to 0.01 and 0.1 respectively. The network iteration process was performed until the Mean Square Error (MSE) value reached below 0.0001 or a maximum epoch values of 500 has been reached. The network was trained using Levenberg-Marquardt (LM) algorithm. Binary normalization algorithm was used to normalize the training and the testing samples.

The performances of the channel selection algorithm are evaluated and its performance in each subject is observed. Set of feature from four different bands is obtained from each selected channel. This set of feature is used as an input feature and a neural network model is developed using the input feature. The trained neural network model is tested and the classification performance with its computation time is obtained and tabulated.

In the analysis, the classification performance of selected channel subset is evaluated by 10-fold cross validation. All datasets are split into ten subsets of approximately equal size. Randomly, one dataset is used for testing and the remainders are training. The same procedure is repeated ten times and the observation of performance for each network model is made. The performance is observed base on the average, maximum, minimum classification rate and their average computation time. The proposed algorithms are implemented in MATLAB 2015 on Intel(R) Core(TM) i5-2450 CPU @ 1.8 GHz; RAM: 4 GB.

3. Results and Discussions

The channel selection method based on the standard deviation of raw energy signal was applied to the Higuchi fractal features. The list of the best channels after the channel reduction process is obtained for each subject. Table 1 depicts the result obtained by each subject after reducing the channel.

| Subject | All channel | CSSD |
|---------|-------------|------|
|         | Mean Accuracy (%) | Mean Computation time (sec) | Number selected channels | Mean Accuracy (%) | Mean Computation time (sec) |
| Subject 1 | 95.0 | 4.1 | 15 | 94.5 | 3.1 |
| Subject 2 | 96.9 | 2.8 | 13 | 97.1 | 2.0 |
| Subject 3 | 95.5 | 2.8 | 16 | 94.5 | 2.0 |
| Subject 4 | 99.2 | 2.5 | 13 | 98.4 | 2.2 |
| Subject 5 | 95.4 | 3.7 | 17 | 95.1 | 3.3 |
| Subject 6 | 97.5 | 2.9 | 16 | 97.7 | 2.1 |
| Subject 7 | 98.2 | 2.6 | 14 | 98.3 | 2.1 |
| Subject 8 | 93.8 | 2.4 | 16 | 93.7 | 2.3 |
| Subject 9 | 96.9 | 3.7 | 18 | 96.8 | 2.8 |
| Subject 10 | 97.2 | 2.9 | 14 | 97.3 | 1.8 |
| Mean | 96.5 | 3.0 | 15.2 | 96.3 | 2.3 |
| SD | 1.6 | 0.5 | 1.6 | 1.7 | 0.5 |

A channel selection method based on CSSD algorithm can reduced the number of channel between 1 to 6 channels. The number of reduce channel also depend on the subject. From Table 1, it is
observed that subject #4 has the highest mean classification accuracy of 98.4% and the subject #8 has the lowest mean classification accuracy of 93.7%.

It is clear from the Table 1 that a reduction in the number of channels not only maintains the same classification accuracy but also increases the classification accuracy for some subject. The classification performances of each the subjects were being remain in the range of -1% to +0.5% when compared to the network model classification rates of the same subject obtained using 19 channels. It is observed that classification accuracy for subject #2, #6, #7 and #10 is increase in the range of 0.1% to 0.2%.

The comparison of computation time is shown in Figure 2. The computation time of the CSSD was significantly decrease in the range of 4% to 37% for each subject. On average, CSSD method reduced the computation time by 22%.

The percentage of channel selected by the CSSD are shown in Figure 3. Channel FP1, FP2, F7, F3, Fz, F4 and P3 were selected by all the subjects. It is observed that channel F8, Cz and P4 were selected by more than 90% of subjects. All those channels are distributed in frontal lobe and parietal lobe of the cerebral cortex. The less significant channel are located in occipital lobe and temporal lobe of the cerebral cortex. It can be seen in Figure 3 where channel in this area were selected by less than 80% of the subjects.

Figure 2. Computation time comparison between All Channels and CSSD

Figure 3. Percentage of channel selected using CSSD
Overall the number of channels is reduced in the range of 5% to 20%. The distributions of channels selected by the CSSD are shown in Figure 3. The distributed channels shows are referred to the number of times for each channels was selected by every subjects. Overall, it is observed that most channels that covers the frontal lobe are selected by 100% of subjects. The motor areas of cerebral cortex are covered in frontal lobe. Channels that related to motor imagery also located in this area. Due to this, most selected channels are cover in this area. Primary somatosensory cortex is part of the parietal lobe. The information related to the perception from external stimuli are processed in this area.

The proposed protocol involved the perception from external stimuli in order to induce the motor imagery signal. Due to this, most channel that distributed in parietal lobe of the cerebral cortex is selected by more than 90% of the subjects. Most channels that are located in the occipital and temporal lobes of the cerebral cortex were selected by less than 70% of the subjects. This is because the channels covered in this area are not related with the motor imagery and coordination movement.

The combination of selected data set channels in different area of the brain that related motor movement will give the best performance and accuracy to discriminate four different motor imagery task. The improved performances and the correct of selection channels in motor cortex area proof that the proposed channel selection method can determine the significant channel that relate to the motor imagery task.

4. Conclusions

The paper shows that the reduction in channels using the proposed algorithm do not result in significant loss in performance compared to that using the whole 19 channels. It also has the benefit of reduced training and testing time. It was also observed that the number of selected channel depends on the individual subjects. This may be due to the concentration levels of individuals vary.

From the above, it can be concluded that the proposed channel reduction method helps to find the reduced number of channels and indirectly can reduce the number of input features and computation time. In the future work, the research work can be extended with the fusion of different channel selection techniques to improve the performance of the classification accuracy.
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