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ABSTRACT This paper presents a robust model order reduction technique with guaranteed stability, minimum phase, and matched steady-state response for linear time-invariant single-input-single-output systems. The proposed approach is generalized, allowing the designer to select any desired order of the reduced-order model (ROM). In contrast to the published literature, which primarily uses the time-domain behavior, the proposed technique utilizes the frequency-domain information of the full-order system. The suggested strategy allows the determination of the optimal ROM in a single step, simpler than the various recently reported mixed methods. The robustness is demonstrated using convergence studies and statistical measures about the final solution quality and model coefficients. The superiority over the recent literature is illustrated through four numerical examples using various time-domain and frequency response performance metrics.

INDEX TERMS Frequency response, linear time-invariant system, model order reduction, reduced-order modelling, single-input-single-output system.

I. INTRODUCTION

Model order reduction (MOR) deals with the approximation of complex, high-order models with the low-order ones [1]. A reduced-order model (ROM) requires fewer variables and parameters for representation either in transfer function or state-space form while preserving the essential characteristics of the original system.

The transfer function of a generalized full-order (original) linear time-invariant (LTI) single-input-single-output (SISO) system is given by (1):

\[ G_O(s) = \frac{a_0 s^m + a_{m-1} s^{m-1} + \cdots + a_1 s + a_0}{s^n + b_{n-1} s^{n-1} + \cdots + b_1 s + b_0}, \]

where \( a_k (k = 0, 1, \ldots, m) \) and \( b_k (k = 0, 1, \ldots, n - 1) \) are the coefficients of the numerator and denominator, respectively, of \( G_O(s) \); \( m \) and \( n \) are integers; and \( m \leq n \).

The transfer function of a ROM can be defined by (2):

\[ G_R(s) = \frac{N_R(s)}{D_R(s)} = \frac{A_M s^M + A_{M-1} s^{M-1} + \cdots + A_0}{s^N + B_{N-1} s^{N-1} + \cdots + B_0}, \]

where \( A_k (k = 0, 1, \ldots, M) \) and \( B_k (k = 0, 1, \ldots, N - 1) \) are the coefficients of the numerator and denominator polynomials, respectively, of \( G_R(s) \); \( M \) and \( N \) are integers; \( M < m \), and \( N < n \).

ROM helps alleviate the computational burden during process control simulation studies, reduces simulation time during numerical analysis of dynamical systems, and reduces hardware overhead for practical implementation. Research in the field of MOR has remained vigorously active in the past decade with applications reported in various fields of science and engineering, such as semiconductor components packaging [2], electromagnetism [3], etc.

MOR strategies for LTI SISO systems, such as the step and impulse inputs based response matching [4], mixed positive-bounded balanced truncation [5], and the balanced realization technique (BRT) [6], have been reported in the
literature. Preservation of ROM passivity was guaranteed using the truncated BRT algorithms [7]. The pole clustering technique was employed in [8], while clustering along with the retention of dominant poles was reported in [9]. Geometric programming [10], the least-squares method [11], and moment matching techniques [12], [13] have been explored to solve MOR problems. Hankel matrices were used for the reduction of large-scale models in the time domain [14]. The improved Padé approximation technique was combined with the modified pole clustering method in [15]. Various mixed-method approaches were reported by employing the factor division technique along with the stability equation (SE) [16], modified pole clustering [17], eigen spectrum [18], and Routh approximation [19]. Finite-time reduction of linear systems using pseudo-random binary sequence was proposed in [20].

Optimal reduction of LTI SISO systems using the Luus-Jakola algorithm was reported in [21]. Metaheuristics such as the Cuckoo Search Algorithm (CSA) [22], modified CSA [23], Ant Lion Optimization (ALO) [24], and accelerated Opposition-based ALO (OB-ac-ALO) [24] algorithms were used to optimally determine the coefficients of the ROM by minimizing the integral square error (ISE) between the original system and the ROM, when subjected to a unit step input.

In [25]–[27], Big Bang Big Crunch (BBBC) optimization algorithm was used to determine the numerator polynomial of the ROM. On the other hand, the denominator polynomial was obtained using the SE [25], Routh approximation [26], and time moment matching method [27]. The denominator polynomial of the ROM was obtained by the SE technique, whereas Particle Swarm Optimization (PSO) and CSA were used to determine the optimal numerator coefficients in [28] and [29], respectively. In [30], the numerator and denominator polynomials of the ROM were obtained by using CSA and modified clustering technique, respectively. In [31], a generalized pole-clustering method determined the denominator coefficients of the ROM, whereas the numerator polynomial was determined using the mathematical approach presented in [8]. The numerator and denominator polynomials of the ROM were determined using the Jaya optimization algorithm and the eigen permutation method, respectively, in [32].

In [33], several nature-inspired computation techniques such as Firefly Algorithm (FA), GA, PSO, Differential Evolution (DE), Artificial Bee Colony, Harmony Search Algorithm (HSA), Invasive Weed Optimization, Grey Wolf Optimization, and Hybrid Grey Wolf Optimization (HGW) algorithms were employed to determine the ROM based on pseudo-random binary sequence response matching (PRBSRM). In [34], a multi-objective optimization framework based on the Routh-Pade approximation and HSA was reported for MOR design. Applications of the GA to solve MOR problems for single and multivariable systems were demonstrated in [35] and [36], respectively. ROM based on minimization of the ISE using ALO algorithm was also reported in [37].

The two main limitations of the existing research are outlined below:

(i) The techniques reported in [22]–[24], and [37] determine the optimal coefficients of the ROM directly by minimizing the ISE based on the unit step response, which is a time-domain performance metric. Since steady-state matching condition is not incorporated, these methods may exhibit finite steady-state error (for e.g., [24], [37]). Furthermore, as reported in [33], the fast transient characteristics of the original system may not be clearly identified by employing the step input for MOR problems.

(ii) The approaches reported in [25]–[32] fall under the category of ‘mixed methods’ which comprises two steps. In these techniques, the numerator and the denominator terms of the ROM are separately determined using two distinct methods. The numerator polynomial may be optimally approximated using the metaheuristics, whereas a non-optimal numerical technique is employed to determine the denominator coefficients. The time-domain characteristics of the original system are also considered here for the determination of the ROM.

Certain control system design tasks, such as loop shaping control [38], [39] may require an improved model reduction performance according to frequency-domain characteristics. Since the emphasis of the literature has primarily been on approximating the time-domain behavior of the full-order system, this paper presents an alternative approach to solve MOR problems. The contributions of this paper are the following:

(i) A single-step, generalized, optimal, and frequency-domain-based MOR technique, which preserves the stability, minimum phase, and steady-state response, is presented.

(ii) The suggested method is easily scalable, which can allow the designer to choose any desired order for the numerator and denominator polynomials of the ROM.

(iii) The stability and minimum phase characteristics can be attained by setting a positive lower bound value for the design variables. This is simpler than [34], where inequality constraints based on Routh’s criteria have to be satisfied to yield a stable model.

(iv) The proposed approach can optimally obtain both the numerator and denominator coefficients of the ROM, which is in contrast to the reported mixed methods [25]–[32], where the optimizer determines the numerator dynamics only. Thus, the proposed technique is more straightforward and a real-parameter, single-objective, unconstrained optimization algorithm can implement the design procedure.

(v) Four well-known design examples from the recently published literature are considered to exemplify the effectiveness of the proposed approach. Various performance measures pertaining to both the time domain, such as the Integral Absolute Error (IAE), ISE, Integral
TABLE 1. Transfer function of the proposed ROM for various combinations of $M$ and $N$.

| $M$ | $N$ | $G_R(s)$ | Steady-state matching condition | Vector of decision variables, $X$
|-----|-----|---------|-------------------------------|--------------------------|
| Even | Even | $\frac{k}{N/2} \prod_{i=1}^{M/2} \left( s^2 + z_i s + \bar{z}_i \right)$ | $\frac{\bar{F}_N/2}{k} \prod_{i=1}^{M/2} \bar{z}_i$ | $[k \ z_1 \ldots z_{M/2} \bar{z}_{M/2} \ p_1 \ldots \ p_{N/2}]$
| Odd | Even | $\frac{k}{N/3} \prod_{i=1}^{(M-1)/2} \left( s^2 + z_i s + \bar{z}_i \right)$ | $\frac{\bar{F}_N/2}{k} \prod_{i=1}^{(M-1)/2} \bar{z}_i$ | $[k \ 0 \ z_1 \ldots z_{(M-1)/2} \bar{z}_{(M-1)/2} \ p_1 \ldots \ p_{N/2}]$
| Even | Odd | $\frac{k}{(N-1)/2} \prod_{i=1}^{M/2} \left( s^2 + p_i s + \bar{p}_i \right)$ | $\bar{F}_{(N-1)/2} = \frac{k}{(N-1)/2} \prod_{i=1}^{M/2} \bar{z}_i$ | $[k \ z_1 \ldots z_{M/2} \bar{z}_{M/2} \ p_0 \ p_1 \ldots \ p_{(N-1)/2}]$
| Odd | Odd | $\frac{k}{(N-1)/2} \prod_{i=1}^{M/2} \left( s^2 + p_i s + \bar{p}_i \right)$ | $\bar{F}_{(N-1)/2} = \frac{k}{(N-1)/2} \prod_{i=1}^{M/2} \bar{z}_i$ | $[k \ 0 \ z_1 \ldots z_{(M-1)/2} \bar{z}_{(M-1)/2} \ p_0 \ p_1 \ldots \ p_{(N-1)/2}]$

Time Absolute Error (ITAE), and Integral Time Square Error (ITSE), and the frequency domain, such as the maximum (max) and mean values about the Absolute Magnitude Error (AME) and Absolute Phase Error (APE) are considered.

(vi) The robustness of the proposed technique is demonstrated for all the examples through the convergence behavior of the algorithm and statistical analysis with respect to the quality of the solution and the ROM coefficients.

The rest of the paper is organized as follows. In Section II, the proposed method is presented. Results of the MATLAB-based experiments are discussed in Section III. The main conclusions of this work are outlined in Section IV.

II. PROPOSED TECHNIQUE

Without loss of generality, the transfer function of the ROM, as given by (2), can be redefined and classified into four categories based on the designers’ requirements regarding the choice of $M$ and $N$. Table 1 presents the proposed transfer function representation of $G_R(s)$ as a product of first-order and second-order functions depending on whether $M$ and $N$ take even or odd values. It may be noted that $k$, $z_i$, $\bar{z}_i$, $p_i$, and $\bar{p}_i$ ($i = 0, 1, \ldots$) are the scalar parameters of the ROM. For the special case when $M = 0$, $G_R(s) = k/D_R(s)$, where, $k = 0$, $\Omega$.

Let the frequency response of the original (full-order) system and the proposed ROM be denoted by $G_O(j\Omega)$ and $G_R(j\Omega)$, respectively, where, $\Omega$ is the angular frequency expressed in radians/second (rad/s). The MOR design problem can be formulated in the optimal sense by minimizing the error in the frequency response between the full-order system and the ROM so that $G_R(j\Omega) \approx G_O(j\Omega)$.

Two essential requirements of a ROM for control system applications, such as design stability and minimum phase response, can be achieved by restricting the poles and zeros, respectively, of the model to lie on the left-half of the s-plane. While design stability guarantees the physical realization, the minimum phase behavior assures that the system exhibits the smallest group delay. For the ROMs proposed in Table 1, the stability and minimum phase characteristics can be achieved by restricting the design parameters ($k$, $z_i$, $\bar{z}_i$, $p_i$, $\bar{p}_i$) to positive values only.

Remark: To guarantee the stability of the ROM, the condition as defined by (3) needs to be satisfied:

$$p_i = (P_i + \bar{P}_i), \quad \bar{p}_i > 0,$$

where

$$\begin{align*}
   i &= 1, 2, \ldots, N/2 \quad (N : \text{even}), \\
   i &= 0, 1, \ldots, (N - 1)/2 \quad (N : \text{odd}).
\end{align*}$$

Proof: To attain a stable model in the s-domain, all the poles of the transfer function must lie in the left-half of the s-plane. For $N$: even, the denominator polynomial can be written as:

$$D_R(s) = \prod_{i=1}^{N/2} (s^2 + p_i s + \bar{p}_i) = \prod_{i=1}^{N/2} (s + P_i)(s + \bar{P}_i),$$

where $p_i = (P_i + \bar{P}_i)$ and $\bar{p}_i = P_i$.

$\therefore$ For stability, $P_i > 0$ and $\bar{P}_i > 0$. Hence, the necessary and sufficient conditions to obtain a stable ROM are $p_i = (P_i + \bar{P}_i)$ and $\bar{p}_i > 0$. For $N$: odd, the additional factor $(s + p_0)$ will always result in a left-hand side pole lying on the real-axis in the s-plane if $p_0 > 0$.

A similar proof for the minimum phase response condition can be constructed utilizing the numerator polynomial of the proposed ROM transfer function. In an optimization procedure, the stability and minimum phase requirements can
be met by setting the lower bounds of \((k, \ z_i, \ p_i, \ \tilde{p}_i)\) to be strictly greater than zero.

Remark: For steady-state response matching, the condition as defined by \((5)\) needs to be satisfied:

\[
D_R(s)|_{s=0} = \frac{N_R(s)|_{s=0}}{G_O(s)|_{s=0}}.
\]

Proof: The steady-state response of the ROM approximates to steady-state of the original system when the following condition is satisfied.

\[
\lim_{t \to \infty} g_R(t) = \lim_{t \to \infty} g_0(t).
\]

By using the final value theorem, which suggests \(\lim_{s \to 0} sG_R(s) = \lim_{s \to 0} sG_0(s)\), one can write the following:

\[
\lim_{s \to 0} sG_R(s) = \lim_{s \to 0} sG_0(s).
\]

This equation can be reorganized as \(\lim_{s \to 0} G_R(s) = G_0(s)\) and written as:

\[
\lim_{s \to 0} (G_R(s) = G_0(s)) \text{ and } G_R(s)|_{s=0} = G_0(s)|_{s=0}.
\]

Then, substituting \(G_R(s) = \frac{N_R(s)}{D_R(s)}\), the steady-state approximation condition as defined by \((5)\) can be obtained.

Thus, the steady-state response of the original system for the four design cases can be achieved by the proposed ROM as per the conditions presented in Table 1. This condition is based on defining \(\tilde{p}_{N/2}\) (for \(N\) even) and \(\tilde{p}_{(N-1)/2}\) (for \(N\) odd) in terms of \(d_0, b_0, \tilde{p}_i, \) and \(\tilde{z}_i\). Such a condition can also be satisfied by the optimizer without employing any equality constraints. The proposed steady-state response matching condition results in the total number of design variables being one less than the total number of coefficients of the ROM.

The objective function for the proposed unconstrained optimization problem is defined by \((9)\):

\[
f = \min \left\{ \sum_{i=1}^{P} |G_O(j\Omega_i)| - |G_R(j\Omega_i)|, X \right\}.
\]

where \(P\) is the total number of sampled frequency points that are logarithmically spaced in the interval \(\Omega \in [\Omega_{\min}, \Omega_{\max}]\ \text{rad/s}, \) and \(X\) denotes the vector of decision variables that needs to be determined by the optimizer. The vector \(X\) is defined in Table 1 for the four cases.

Since the utility of a ROM fundamentally lies in modeling the characteristics of the full-order system by employing small values of \(M\) and \(N\), the reported works have primarily considered \(N = 2\). Consequently, two design cases for the proposed model arise, such as \(\{M = 0, N = 2\}\) and \(\{M = 1, N = 2\}\). The condition for steady-state response matching, the transfer function of the ROM, and the corresponding vector of decision variables (\(X\)) based on the presented approach for \(N = 2\) are shown in Table 2.

It can be observed from Table 2 that both cases result in the same steady-state response matching criteria. Since this condition can be directly substituted in \(G_R(s)\), consequently (i) the need to satisfy the equality condition using a constrained optimization technique is avoided, and (ii) the total number of decision variables is one less than the total number of coefficients of \(G_R(s)\).

Based on the proofs presented above, the proposed optimization problem can be solved with guaranteed stability, minimum phase response, and steady-state response matching using a single-objective, real-parameter, unconstrained optimization algorithm by setting a positive value for the lower bound of \(X\). In contrast to the mixed methods, the proposed technique optimally and simultaneously determines both the numerator and the denominator coefficients of the ROM transfer function.

### III. SIMULATION EXPERIMENTS AND DISCUSSIONS

To quantify the accuracy of the models, various frequency and time response performance metrics as defined by \((10)\)–\((19)\) are employed. The smaller the value of the error terms as given by \((10)\)–\((18)\), the more accurate is the modeling accuracy. For exact matching of the steady-state response, the expression as defined by \((19)\) should be equal to \((a_0/b_0)\) for the ROM.

\[
\text{Mean AME} = 20\log_{10} \left\{ \frac{1}{L} \sum_{i=1}^{L} \left| | G_O(j\Omega_i)| - |G_R(j\Omega_i)| \right| \right\}, \quad \text{[decibel (dB)]}
\]

\[
\text{Max AME} = 20\log_{10} \left\{ \max \left| | G_O(j\Omega)| - |G_R(j\Omega)| \right| \right\}, \quad \text{[dB]}
\]

\[
\text{Mean APE} = \frac{1}{L} \sum_{i=1}^{L} \left| \angle G_O(j\Omega_i) - \angle G_R(j\Omega_i) \right|, \quad \text{[degrees (deg)]}
\]

\[
\text{Max APE} = \max \left| \angle G_O(j\Omega) - \angle G_R(j\Omega) \right|, \quad \text{[deg]}
\]

\[
\text{Total Error (TE)} = \sum_{i=1}^{L} \left| G_O(j\Omega_i) - G_R(j\Omega_i) \right|, \quad \text{[dB]}
\]

\[
\text{IAE} = \int_{0}^{\infty} |y_O(t) - y_R(t)| \ dt, \quad \text{[dB]}
\]
Consider a sixth-order system as defined by (20), where the zeros and poles are located at \([-0.2632, -0.3530, -0.7415, -0.0711 \pm 2.6929i\] and \([-0.1, -0.2, -0.5, -1, -5, -10]\), respectively.

The transfer function and pole-zero locations of the proposed and the reported ones [9], [32], [34] are presented in Table 3. The zero \((-5.0682)\) and poles \((-0.0952, -50.1083)\) of the proposed model lie on the real-axis in the left-half of the \(s\)-plane, thus, exhibiting a stable and minimum phase behavior. In contrast, it may be noted that [9] yields a zero at 1.3301, which implies a non-minimum phase response, although the full-order system is of minimum phase type.

Detailed comparisons about the modeling accuracy of the proposed technique with the published literature are shown in Table 4. The results highlight that the proposed ROM outperforms [9], [32], [34] with respect to all error metrics. The ROMs reported in [9], [34] exhibit a finite steady-state error, while the proposed method alleviates this issue. Comparisons of magnitude and phase responses for the proposed model with the most competitive design reported in the literature (i.e., [32]) are illustrated in Figure 1(a). The reported model suffers a large deviation from the original systems’ response regarding the magnitude and phase beyond approximately 1 rad/s. In contrast, the proposed model achieves significantly better response in the low as well as the high frequency range, as justified by the lower mean and max \(AME\) and \(APE\) metrics. This may be attributed to the placement of the zero \((-5.0682)\) and one of the poles \((-50.1083)\) of the proposed model being significantly different from that of the cited literature. Figure 1(b) shows the time-domain responses of the proposed ROM as compared to [32]. The impulse response of the designed ROM is closer to that of the original systems’ especially in the interval \([0, 0.1]\) s. While the step responses for the proposed and the reported models are in agreement with the theoretical characteristics, the proposed ROM achieves superior accuracy as justified by \(ITAE, ISE, \) and \(ITSE\) of \([0.03824, 5.03 \times 10^{-4}, 0.1214, 9.94 \times 10^{-4}\) as compared to \([0.06056, 6.73 \times 10^{-4}, 0.3045, 2.53 \times 10^{-3}\]

### TABLE 3. Transfer function and pole-zero locations of the proposed and reported ROM for Example 1.

| Model (Year) | Technique | \(G_R(s)\) | Location(s) of Zero | Poles |
|--------------|-----------|-------------|---------------------|-------|
| [9] (2020)   | Pole clustering with dominant pole retention | \(-0.40088 \pm 0.6396\) | 1.3301 | -0.1065, -6.0005 |
| [32] (2019)  | Eigen permutation and Jaya algorithm | \(-1.4106 \pm 0.1862\) | -1.9400 | -1.0000, -6.1800 |
| [34] (2013)  | Multi-objective optimization with Harmony Search algorithm | \(-7.8001 \pm 0.8149\) | -0.1049 | -0.0710 \pm 0.0655i |
| Present Work | Frequency-domain based optimization | \(-7.5871 \pm 0.8131\) | -5.0682 | -0.0952, -50.1083 |

\[
ISE = \int_0^\infty [y(t) - y_R(t)]^2 dt, \\
ITAE = \int_0^\infty t |y(t) - y_R(t)| dt, \\
ITSE = \int_0^\infty t |y(t) - y_R(t)|^2 dt, \\
\text{Steady State Value (SSV)} = \frac{A_0}{B_0},
\]

where \(y(t)\) and \(y_R(t)\) represent the step responses of the full-order system and the ROM, respectively, and \(L\) denotes the total number of logarithmic spaced sample points. An additional metric, namely the squared \(H_2\)-norm \(\|H_2\|^2\) of the difference between the transfer functions of the original and reduced systems, is also employed. It may be recalled that \(\|H_2\|^2\) represents the \(ISE\) corresponding to an impulse input [40].

A state-of-the-art DE algorithm, namely the Enhanced Fitness-Adaptive Differential Evolution (EFADE) [41], is employed here as an optimization tool. EFADE employs a triangular mutation strategy to enhance the diversification and intensification characteristics as well as improve the convergence rate. The mutation operator consists of the convex combination vector of triplets based on three randomly chosen vectors and the difference vectors between the best, better, and worst among the selected vectors. In addition, the DE/rand/1/bin strategy is also utilized in EFADE. The adaptations of the scaling factor \(F\) and the crossover rate are carried out without introducing any new control parameters. In this work, the value of \(F\) is set to 0.7, which is in accordance with the specification reported in [41].

The minimization of the single-objective function defined by (9) using EFADE is carried out using a population size of 100, while the termination condition of the algorithm is set as 10000 numbers of function evaluations (NFEs). The lower and upper bounds for all decision variables are set as \(10^{-6}\) and 200, respectively, \(P = 100\), and \(L = 1000\) (logarithm spacing) for all design examples. For \(n - m = 1\), the values of \(M\) and \(N\) are set to 1 and 2, respectively. On the other hand, for \(n - m > 1\), the values of \(M\) and \(N\) are chosen as 0 and 2, respectively. Thirty independent trial runs of the proposed optimization routine are carried out for each of the considered examples. All the simulations are conducted in the following environment – CPU: Intel i3 @ 1.70 GHZ, RAM: 2 GB, Operating System: Windows 7 (64 bit), and Software: MATLAB 2014a.

### A. PERFORMANCE ANALYSIS

1) EXAMPLE 1

\[
G_O(s) = \frac{2s^5 + 3s^4 + 16s^3 + 20s^2 + 8s + 1}{2s^6 + 33.6s^5 + 155.94s^4 + 209.46s^3 + 102.42s^2 + 18.3s + 1}. \\
\]

The transfer function and pole-zero locations of the proposed ROM and the reported ones [9], [32], [34] are presented in Table 3. The zero \((-5.0682)\) and poles \((-0.0952, -50.1083)\) of the proposed model lie on the real-axis in the left-half of the \(s\)-plane, thus, exhibiting a stable and minimum phase behavior. In contrast, it may be noted that [9] yields a zero at 1.3301, which implies a non-minimum phase response, although the full-order system is of minimum phase type.

Detailed comparisons about the modeling accuracy of the proposed technique with the published literature are shown in Table 4. The results highlight that the proposed ROM outperforms [9], [32], [34] with respect to all error metrics. The ROMs reported in [9], [34] exhibit a finite steady-state error, while the proposed method alleviates this issue. Comparisons of magnitude and phase responses for the proposed model with the most competitive design reported in the literature (i.e., [32]) are illustrated in Figure 1(a). The reported model suffers a large deviation from the original systems’ response regarding the magnitude and phase beyond approximately 1 rad/s. In contrast, the proposed model achieves significantly better response in the low as well as the high frequency range, as justified by the lower mean and max \(AME\) and \(APE\) metrics. This may be attributed to the placement of the zero \((-5.0682)\) and one of the poles \((-50.1083)\) of the proposed model being significantly different from that of the cited literature. Figure 1(b) shows the time-domain responses of the proposed ROM as compared to [32]. The impulse response of the designed ROM is closer to that of the original systems’ especially in the interval \([0, 0.1]\) s. While the step responses for the proposed and the reported models are in agreement with the theoretical characteristics, the proposed ROM achieves superior accuracy as justified by \(IAE, ISE, \) \(ITAE, \) and \(ITSE\) of \([0.03824, 5.03 \times 10^{-4}, 0.1214, 9.94 \times 10^{-4}\) as compared to \([0.06056, 6.73 \times 10^{-4}, 0.3045, 2.53 \times 10^{-3}\].
TABLE 4. Comparison with the literature for Example 1.

| Model (Year) | AME (dB) | APE (deg) | IAE | ISE | ITAE | ITSE | $\|H_2\|^2$ | SSV |
|--------------|----------|-----------|-----|-----|------|------|-------------|-----|
| Original     | –35.270  | –22.024   | 91.023 | 225.74 | 0.38180 | 2.27 $\times$ 10$^{-2}$ | 1.4860 | 7.21 $\times$ 10$^{-2}$ | 0.0809 | 1.0005 |
| [32] (2019)  | –38.629  | –26.054   | 17.279 | 130.24 | 0.06056 | 6.73 $\times$ 10$^{-4}$ | 0.3045 | 2.53 $\times$ 10$^{-3}$ | 0.0265 | 1 |
| [34] (2013)  | –28.876  | –12.617   | 19.058 | 127.85 | 0.18530 | 6.64 $\times$ 10$^{-5}$ | 1.3400 | 5.48 $\times$ 10$^{-2}$ | 0.0286 | 1.0024 |
| Present Work | –42.683  | –28.389   | 12.338 | 98.67 | 0.03824 | 5.03 $\times$ 10$^{-4}$ | 0.1214 | 9.94 $\times$ 10$^{-4}$ | 0.0111 | 1 |

FIGURE 1. (a) Frequency and (b) time responses comparison plots with the reported literature [32] for Example 1.

yielded for [32]. Therefore, the proposed method outperforms the recent literature on both the time- and frequency-domain performance indices.

2) EXAMPLE 2
Consider the eighth-order system as given by (21), as shown at the bottom of this page.

The zeros and poles of the full-order system are located at \{-0.3195, –5.8917, –7.4292, –2.4498 $\pm$ 0.5278i, –5.0078 $\pm$ 0.6543i\} and \{-1, –2, –3, –4, –5, –6, –7, –8\}, respectively. Table 5 shows the ROMs (proposed and reported) along with their corresponding pole-zero values. It may be noted that the ROM reported in [27] will yield a finite steady-state error since $A_0/B_0 = 1.0005$ whereas the proposed and the original systems’ SSV ($= 1$) are the same.

Comparisons with the literature about the performance indices are presented in Table 6. The proposed ROM achieves the least values for all the frequency-domain error metrics. In particular, a significant improvement is attained regarding the mean AME for the proposed model (–26.67 dB), compared to the best-performing reported model [27] (–17.14 dB). It may be observed from Figure 2(a) that the proposed ROM attains better proximity to the original systems’ frequency characteristics as compared to the cited literature, particularly in the interval from (10.14, 1000) rad/s and (4.24, 150) rad/s for magnitude and phase, respectively. Figure 2(b) presents the comparison of the time-domain responses with [27], which reveals that: (i) the impulse response of the proposed ROM achieves better agreement with that of the full-order systems’ behavior. This superiority may also be confirmed from the comparison of $\|H_2\|^2$ metric between the proposed (0.0109) and the reported ROM [27] (0.3193), and (ii) the step response of the EFAD-based ROM and [27] is similar to the large-scale model. Quantitatively, the proposed ROM attains an improved performance over [27] about the ISE (0.001158 vs. 0.003916) and ITSE (0.004172 vs. 0.005397). Although [33] attains better $\|H_2\|^2$ (0.0356) as compared to [27] (0.3193), however, the step response performance measures of [33] are significantly inferior to [27] (see Table 6). Hence, the time responses comparison with [27] has been only considered in Figure 2(b). Overall, the proposed MOR technique achieves

\[ G_0(s) = \frac{18s^7 + 514s^6 + 5982s^5 + 36380s^4 + 122664s^3 + 222088s^2 + 185760s + 40320}{s^8 + 36s^7 + 546s^6 + 4536s^5 + 22449s^4 + 67284s^3 + 118124s^2 + 109584s + 40320}. \]

(21)
TABLE 5. Transfer function and pole-zero locations of the proposed and reported ROM for Example 2.

| Model (Year) | Technique | $G_R(s)$ | Location(s) of Poles |
|--------------|-----------|----------|----------------------|
| [15] (2016)  | Improved pole clustering and improved Padé approximation | $15.9081s^2 + 5.2220$ | $-0.3270, -0.309, -0.5655$ |
| [17] (2017)  | Modified pole clustering and factor division | $18.5010s^2 + 4.4620$ | $-0.3309, -0.10641, -0.1329$ |
| [27] (2016)  | Time moment matching and BBBC algorithm | $2.1084s^2 + 1.0095$ | $-0.3219, -0.9571, -0.0351$ |
| [32] (2019)  | Eigen permutation and Jaya algorithm | $3.8486s^2 + 4.5000$ | $-0.3249, -1.0000, -4.5000$ |
| [33] (2019)  | PRBSRM using HGWO algorithm | $17.9221s^2 + 3.7921$ | $-0.2116, -0.5399, -7.0242$ |
| Present Work | Frequency-domain-based optimization | $17.5866s^2 + 5.3706$ | $-0.3057, -0.8434, -6.3680$ |

TABLE 6. Comparison with the literature for Example 2.

| Model (Year) | AME (dB) | APE (deg) | IAE | ISE | ITAE | ITSE | $\|H_2\|^2$ | SSV |
|--------------|----------|-----------|-----|-----|------|------|--------------|-----|
|              | Mean     | Mean      | Mean | Max |      |      |              |     |
| Original     | $-30.48$ | $-14.52$  | 1.205 | 5.985 | 0.15480 | 0.008968 | 0.41310 | 0.016970 | 0.2040 | 1     |
| [15] (2016)  | $-29.59$ | $-12.46$  | 1.208 | 5.476 | 0.19700 | 0.013900 | 0.54470 | 0.027000 | 0.1809 | 1     |
| [27] (2016)  | $-31.84$ | $-17.14$  | 1.194 | 6.588 | 0.07729 | 0.003916 | 0.16990 | 0.005397 | 0.3193 | 1.0005 |
| [32] (2019)  | $-28.41$ | $-13.57$  | 1.697 | 9.154 | 0.12270 | 0.009601 | 0.26590 | 0.013370 | 0.6470 | 1     |
| [33] (2019)  | $-28.91$ | $-12.25$  | 1.255 | 6.493 | 0.82070 | 0.115400 | 3.71900 | 0.462400 | 0.0356 | 1     |
| Present Work | $-41.36$ | $-26.67$  | 0.359 | 1.369 | 0.08207 | 0.001158 | 0.34160 | 0.004172 | 0.0109 | 1     |

FIGURE 2. (a) Frequency and (b) time responses comparison plots with the reported literature [27] for Example 2.

an improved modeling performance relative to the full-order system compared to the recently published literature.

3) EXAMPLE 3

In this example, the transfer function of the original system as given by (22) has poles and zeros located at $\{-1.1967 \pm 0.6934i, -7.8033 \pm 1.3576i\}$ and $\{-2.1612 \pm 1.3152i, -13.3919\}$, respectively.

$$G_O(s) = \frac{28s^4 + 496s^2 + 1800s + 2400}{2s^4 + 36s^2 + 204s^2 + 360s + 240}.$$  (22)

Table 7 presents the proposed and reported ROMs along with their pole-zero locations. It can be seen that: (i) the proposed model has real poles $\{-1.2121, -8.1797\}$, whereas all the reported ones provide complex-conjugate poles; and (ii) the zero for the proposed ROM is located at $s = -6.5830$, which implies that the poles and zeros are interlaced on the negative real-axis in the $s$-plane. The significant distinction in the pole-zero locations of the proposed model with those of [15], [30], [32] can be attributed to the fact that the cited literature aims to approximate the time-domain characteristics of the original system.

Table 8 shows the comparison with the reported designs regarding the performance metrics. It is revealed that: (i) the proposed model outperforms all the reported ROMs...
TABLE 7. Transfer function and pole-zero locations of the proposed and reported ROM for Example 3.

| Model (Year) | Technique | \( G_H(s) \) | Location(s) of Zero | Location(s) of Poles |
|--------------|-----------|---------------|---------------------|---------------------|
| [15] (2016)  | Improved pole clustering and improved Pade approximation | \( 3.2160 \pm 23.3660 \) | \(-2.5299\) | \(-1.3385 \pm 0.7383\) |
| [30] (2017)  | Modified clustering using Cuckoo Search algorithm | \( s^2 + 3.3444 + 3.8355 \) | \(-2.9943\) | \(-1.5572 \pm 0.6859\) |
| [32] (2019)  | Eigen permutation and Jaya algorithm | \( 8.3120 + 19.097 \) | \(-2.1569\) | \(-1.1533 \pm 0.7554\) |
| Present Work | Frequency-domain-based optimization | \( s^4 + 3.3918 + 3.3146 \) | \(-6.5830\) | \(-1.2121, -8.1797\) |

TABLE 8. Comparison with the literature for Example 3.

| Model (Year) | ME (dB) | PEE (deg) | IADE | ISE | ITAE | ITSE | \( \|H_2\|^2 \) | SSV |
|--------------|---------|-----------|------|-----|------|------|----------------|-----|
| Original     | Mean    | Mean      | Mean | Max | Mean | Mean | Mean          | 10  |
| [15] (2016)  | -17.70  | -3.83     | 2.70 | 21.07 | 0.7454 | 0.2498 | 1.702          | 0.4358 | 3.217 | 10  |
| [30] (2017)  | -18.15  | -3.47     | 2.49 | 20.34 | 0.7179 | 0.2046 | 1.758          | 0.3865 | 2.769 | 9.99 |
| [32] (2019)  | -16.79  | -2.85     | 3.01 | 21.85 | 0.9742 | 0.3700 | 2.427          | 0.6774 | 3.819 | 10  |
| Present Work | -24.55  | -7.85     | 1.18 | 5.04  | 0.6907 | 0.1110 | 2.598          | 0.3988 | 0.261 | 10  |

FIGURE 3. (a) Frequency and (b) time responses comparison plots with the reported literature [30] for Example 3.

about the various frequency-domain error indices. In particular, a significant improvement is achieved in [mean AME, max APE] for the proposed \((-24.55\, \text{dB}, 5.04^\circ\) as compared to the most competitive reported model [30] \((-18.15\, \text{dB}, 20.34^\circ\); (ii) the IADE and ISE indices achieved by the proposed ROM are 0.6907 and 0.1110, respectively, which is superior to the best performances reported in the literature \((\text{IAE} = 0.7179\) [30] and \(\text{ISE} = 1.702\) [15]); (iii) although the proposed approximant yields an inferior ITAE and ITSE, however, the \(\|H_2\|^2\) achieved by the proposed 0.261 is significantly better than [15] 3.217, [30] 2.769, and [32] 3.819; and (iv) a finite steady-state error is exhibited by [30] since \(\text{SSV} = 9.999\), while the proposed ROM attains the same \(\text{SSV}(=10)\) as that of the original system.

As illustrated in Figure 3(a) (top), the magnitude plot of the proposed ROM is in good agreement with the original systems’ response throughout the design bandwidth. In contrast, the magnitude response of [30] is unable to approximate the ideal response beyond 4 rad/s accurately. As shown in Figure 3(a) (bottom), the phase plot of [30] also exhibits poor accuracy in the frequency interval of (1.4, 33.7) rad/s. In contrast, the phase response of the proposed ROM achieves better proximity to the full-order systems’ behavior for the entire design range, as justified by a smaller max. APE \((5.04^\circ)\). The improved magnitude and phase responses of the proposed design may be possible due to the optimal interlacing of poles and zeros. From Figure 3(b), it can be observed that the impulse response of the proposed is distinctly superior.
TABLE 9. Transfer function and pole-zero locations of the proposed and reported ROM for Example 4.

| Model (Year) | Technique | $G_R(s)$ | Location(s) of |
|--------------|-----------|----------|---------------|
| (24) (2019)  | ISE minimization using OB-ac-ALO algorithm | \(0.00905+0.0050\) | \(-1.0000\), \(-0.5300\), \(-1.8917\) |
| Present Work | Frequency-domain-based optimization | \(0.1661+0.4153+0.1271\) | \(-1.0000\), \(-2.2979\) |

**FIGURE 4.** (a) Frequency and (b) time responses comparison plots with the reported literature [24] for Example 4.

| Frequency (rad/s) | Original | [24] | Proposed |
|-------------------|----------|------|----------|
| 0                 | 0.0102   | 0.0103 | 0.0101   |
| 1                 | 0.0043   | 0.0043 | 0.0043   |
| 2                 | 0.0006   | 0.0006 | 0.0006   |
| 3                 | 0.0001   | 0.0001 | 0.0001   |

**FIGURE 4.** (a) Frequency and (b) time responses comparison plots with the reported literature [24] for Example 4.

when compared against [30], whereas the step response also attains a marginally better agreement with the original systems’ behavior.

4) EXAMPLE 4

The transfer function of the higher-order system given by (23) has a single zero at \(s = -4\) and real, non-repeated poles located at \(s = \{-1, -3, -5, -10\}\).

\[ G_O(s) = \frac{s + 4}{s^4 + 19s^3 + 113s^2 + 245s + 150}. \]  

(23)

The transfer functions of the proposed ROM and the OB-ac-ALO algorithm-based model [24] are presented in Table 9. It may be emphasized that: (i) the proposed technique requires only two decision variables as compared to five needed by [24] to yield the ROM, and (ii) the steady-state response matching constraint is not incorporated in [24], which implies that the reported model may not exactly meet the SSV of the full-order system.

Table 10 presents the comparisons with the cited literature for the various error metrics. Results reveal a marked improvement in both the time- and frequency-domain modeling characteristics of the proposed approximant. The improved accuracy of the EFADE-based model, when compared against [24], is also justified by the magnitude and phase-frequency responses, as shown in Figure 4(a). The magnitude and phase responses for [24] deviate from the original response beyond 1.933 rad/s and 0.292 rad/s, while the same for the proposed one are 13.78 rad/s and 2.719 rad/s.

The superior time-domain responses of the proposed ROM can also be confirmed from Figure 4(b).

**B. ROBUSTNESS ANALYSIS**

The robustness of the ROMs designed using the proposed strategy for all the design examples is investigated in this section. Table 11 shows the minimum (min), max, mean, and standard deviation (SD) indices for the TE metric of the ROMs achieved using 30 independent trial runs of the proposed algorithm. The results highlight the extremely small (practically 0) value of SD about the TE, which implies that the same solution quality can be guaranteed regardless of the number of runs.

Table 12 shows the statistical indices for the values of the ROM coefficients achieved using the proposed approach based on the same 30 runs of the algorithm. The design robustness is confirmed once again from the very small SD values attained for each of the model coefficients. Consequently, a single trial run of the algorithm is sufficient to generate the ROM using the proposed method.

Further confirmation about the modeling robustness is demonstrated in Figure 5 by considering the convergence behavior of EFADE. It can be observed that the fitness convergence for a particular example for all the trial runs of the algorithm is the same. The \{min, max, mean, SD\} values of computational time \(t_C\) (expressed in seconds) for examples 1, 2, 3, and 4 with 10000 NFEs are \{2.165, 2.627, 2.207, 0.0832\}, \{2.837, 3.266, 2.920, 0.0916\}, \{2.298, 2.399, 2.348, 0.0197\}, and \{1.522, 1.734, 1.549, 0.0349\}.
respectively. The termination condition of 10000 NFEs may also be reduced to lower values for Examples 1, 2, 3, and 4, where the worst-case NFE performance is 6100, 4500, 2900, and 8800, respectively. Hence, further reduction in $t_C$, particularly for examples 1–3, is also possible to improve the design time.

### C. GENERALITY OF THE PROPOSED APPROACH

In order to demonstrate the generic nature and scalability of the suggested strategy, the order diminution for the original system as defined by (21), i.e., Example 2, is considered here for approximation with third-order transfer function ($N = 3$). This particular example has been chosen since a comparison with the published literature can be carried out. The EFADE-based proposed ROM is given by (24):

$$G_R(s) = \frac{17.9673s^2 + 59.0950s + 16.9972}{s^3 + 10.6700s^2 + 26.9479s + 16.9972}, \quad (24)$$

where the zeros and poles are located at $\{-0.3185, -2.9706\}$ and $\{-0.9683, -2.4061, -7.2956\}$, respectively. Thus, the proposed third-order ROM is also stable, exhibits minimum-phase, and yields zero steady-state error. The $\{\text{min, max, mean, SD}\}$ values about the $TE$ based on 30 independent trial runs are $\{0.892032979580, 0.892032979891, 0.892032979785, 6.658 \times 10^{-11}\}$, which confirms the solution quality robustness.

### FIGURE 5. Convergence profiles of EFADE for all 30 independent trial runs.
TABLE 13. Comparison with the literature for Example 2 regarding the third-order ROM.

| Model (Year) | AME (dB) | APE (deg) | IAE | ISE | ITAE | ITSE | $||H_2||^2$ | SSV |
|--------------|----------|-----------|-----|-----|------|------|------------|-----|
|              | Mean     | Mean      | Mean | Max |       |       |            |     |
| Original     | –        | –         | –    | –   | –    | –    | –          | 1   |
| [15] (2016)  | –32.95   | –18.56    | 0.9504 | 5.0526 | 0.0692 | 3.32 × 10^{-5} | 0.1329 | 4.73 × 10^{-5} | 0.2152 | 1 |
| Present Work | –64.92   | –48.32    | 0.0266 | 0.1040 | 5.01 × 10^{-3} | 3.29 × 10^{-6} | 0.0028 | 1.58 × 10^{-5} | 6.13 × 10^{-5} | 1 |

FIGURE 6. (a) Frequency and (b) time responses comparison plots with the reported literature [15] for Example 2 based on third-order ROMs.

The transfer function of the third-order ROM reported in [15] is given by (25).

$$G_R(s) = \frac{15.5626s^2 + 62.6487s + 18.43066}{s^3 + 10.1632s^2 + 27.8074s + 18.43066}. \quad (25)$$

The error indices compared in Table 13 highlight the significant improvement of the proposed ROM in achieving superior frequency and time response characteristics as compared to [15]. Figures 6(a) and (b) show the frequency and time-domain response plots to confirm the improved modeling performance of the proposed technique graphically.

IV. CONCLUSION

An optimal, robust, and generalized framework for the order diminution of LTI SISO continuous-time systems is presented in this paper. The technique utilizes the frequency-domain information, unlike the published literature where the time-domain characteristic (e.g., ISE) of the full-order system is generally considered. The simplicity of the strategy as compared to the mixed methods is highlighted. The proposed model preserved the stability, minimum phase characteristic, and steady-state response of the original system. The improved accuracy over the recently published literature is extensively demonstrated using different performance indices. The excellent robustness and flexibility of the proposed scheme are also justified. Future work will extend the suggested scheme for reduction of fractional-order models [42] where the stability constraints may be implemented using the principal characteristic equations [43].

REFERENCES

[1] P. Benner, M. Ohlberger, A. Cohen, and K. Willcox, Model Reduction and Approximation: Theory and Algorithms. Philadelphia, PA, USA: Society for Industrial and Applied Mathematics, 2017.
[2] L. Feng, J. G. Korvink, and P. Benner, “A fully adaptive scheme for model order reduction based on moment matching,” IEEE Trans. Compon., Packag., Manuf. Technol., vol. 5, no. 12, pp. 1872–1884, Dec. 2015, doi: 10.1109/TCPMT.2015.2491341.
[3] T. Nguyen, T. L. Duc, T. Tran, J. Guichon, O. Chadebec, and G. Meunier, “Adaptive multipoint model order reduction scheme for large-scale inductive PEEC circuits,” IEEE Trans. Electromagn. Computat., vol. 59, no. 4, pp. 1143–1151, Aug. 2017, doi: 10.1109/TEMC.2016.2641451.
[4] S. Mukherjee and R. C. Mittal, “Model order reduction using response-matching technique,” J. Franklin Inst., vol. 342, pp. 503–519, Aug. 2005, doi: 10.1016/j.jfranklin.2005.01.008.
[5] Z. Salehi, P. Karimaghaee, and M.-H. Khooban, “Mixed positive-bounded balanced truncation,” IEEE Trans. Circuits Syst. II, Exp. Briefs, vol. 68, no. 7, pp. 2488–2492, Jul. 2021, doi: 10.1109/TCSII.2021.3053160.
[6] A. K. Prajapati and R. Prasad, “Order reduction in linear dynamical systems by using improved balanced realization technique,” Circuits, Syst., Signal Process., vol. 38, no. 11, pp. 5289–5303, Nov. 2019, doi: 10.1007/s00034-019-01109-x.
[7] J. R. Phillips, L. Daniel, and L. M. Silveira, “Guaranteed passive balancing transformations for model order reduction,” IEEE Trans. Comput.-Aided Design Integr., vol. 22, no. 8, pp. 1027–1041, Jul. 2003, doi: 10.1109/TCSII.2002.1012593.
[8] R. Komarasamy, N. Alblhonog, and G. Gurusamy, “Order reduction of linear systems with an improved pole clustering,” J. Vibrat. Control, vol. 18, no. 12, pp. 1876–1885, Oct. 2012, doi: 10.1177/1077546311426592.
[9] S. K. Tiwari and G. Kaur, “Improved reduced-order modeling using clustering method with dominant pole retention,” IETE J. Res., vol. 66, no. 1, pp. 42–52, Jan. 2020, doi: 10.1080/03772063.2018.1465365.
NORBERT HERENCAR (Senior Member, IEEE) received the Ph.D. degree from the Brno University of Technology (BUT), Czech Republic, in 2010. Since 2006, he has been collaborating on numerous research projects supported by the Czech Science Foundation. From 2013 to 2014, he was a Visiting Researcher with Bosphorus University, Turkey, and Doğuş University, Turkey, for five months. Since 2015, he has been an Associate Professor with the Department of Telecommunications, BUT. From 2016 to 2021, he was the Science Communications Manager and an MC Member of the COST Action CA15225 “Fractional-Order Systems—Analysis, Synthesis and Their Importance for Future Design.” In 2019, he was a Visiting Professor with the University of Calgary, Canada, for six months. He has authored 105 articles published in SCI-E peer-reviewed journals and 122 papers in conference proceedings. His research interests include analog electronics, bioimpedance modeling, energy storage elements, fractional-order circuits and systems, impedance spectroscopy, instrumentation and measurement, sensory processing circuits and systems, and VLSI analog integrated circuits. Since 2013, he has been an Organizing or a TPC Member of the AFRICON, ELECO, I2MTC, ICUMT, IWSSIP, SET-CAS, MWSCAS, and ICECS conferences. He is a Senior Member of IACSIT and IRED, and a member of IAENG, ACEEE, and RS. From 2008 to 2016 and from 2017 to 2020, he was an Organizing Committee Member and the General Co-Chair of the International Conference on Telecommunications and Signal Processing (TSP). Since 2021, he has been the General Chair of TSP. Since 2015, he has been serving for the IEEE Czechoslovakia Section Executive Committee as the SP/CAS/COM Joint Chapter Chair. Since 2011, he has been contributing as a Guest Co-Editor to several special journal issues in AEÜ—International Journal of Electronics and Communications, Applied Sciences, Radioengineering, Telecommunication Systems, and Sensors. Since 2014, he has been serving as an Associate Editor for IEEE ACCESS, IEICE Electronics Express (ELEX), and Journal of Circuits, Systems and Computers; an Editorial Board Member for the Elektronika ir Elektrotechnika and Radioengineering; and a Topics Board Member for the Nanomaterials. In July 2021, he was appointed as the Editor-in-Chief of Fractal and Fractional for Engineering Section. He is ranked among World’s Top 2% Scientists reported by the Stanford University.

BARIS BAYKANT ALAGOZ received the B.Sc. degree in electronics and communication engineering from Istanbul Technical University, in 1998, and the Ph.D. degree from the Department of Electrical-Electronics Engineering, Inonu University, in 2015. Since 2016, he has been working with the Computer Engineering Department, Inonu University. His research interests include intelligent systems, control, simulation, and modeling.

CELALEDDIN YEROGLU received the B.Sc. degree in electronics engineering from Hacettepe University, in 1991, and the master’s and Ph.D. degrees from the Department of Computer Engineering, Trakya University, in 1996 and 2000, respectively, and the Ph.D. degree from the Department of Electrical and Electronics Engineering, Inonu University, in 2011. Since 2009, he has been working with the Computer Engineering Department, Inonu University. His research interests include intelligent systems, control theory and applications, simulation, and modeling of networks.

---

S. Mahata et al.: Robust Frequency-Domain-Based Order Reduction Scheme for Linear Time-Invariant Systems