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Abstract—Episode discovery from an event is a popular framework for data mining tasks and has many real-world applications. An episode is a partially ordered set of objects (e.g., item, node), and each object is associated with an event type. This episode can also be considered as a complex event sub-sequence. High-utility episode mining is an interesting utility-driven mining task in the real world. Traditional episode mining algorithms, by setting a threshold, usually return a huge episode that is neither intuitive nor saves time. In general, finding a suitable threshold in a pattern-mining algorithm is a trivial and time-consuming task. In this paper, we propose a novel algorithm, called Top-\(K\) High Utility Episode (THUE) mining within the complex event sequence, which redefines the previous mining task by obtaining the \(k\) highest episodes. We introduce several threshold-raising strategies and optimize the episode-weighted utilization upper bounds to speed up the mining process and effectively reduce the memory cost. Finally, the experimental results on both real-life and synthetic datasets reveal that the THUE algorithm can offer six to eight orders of magnitude running time performance improvement over the state-of-the-art algorithm and has low memory consumption.
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I. INTRODUCTION

In the past decades, a multitude of investigators have hastened to improve frequent pattern mining (FPM) in the data mining field [1]–[4]. As a significant part of the domain of FPM, frequent episode mining (FEM) has been studied [1], [2], [5], [6]. An episode is a set of partially ordered events that are described by their types, and each event is always associated with an occurrence time point [2], [7]. In essence, an episode is a sequence of symbols, and we also assume that they are a fundamental type of data. It aims to determine the relationships between some events, which can be divided into three categories: 1) serial episodes, denoted as a sequence of event types; 2) parallel episodes, denoted as a set of event types; and 3) complex episodes, denoted as a mixture of serial and parallel episodes. Applications of FEM include stock trend prediction [8], [9], customer behavior analysis [2], and prediction of user behavior in web click streams [10].

Although FEM has been successfully applied in many applications, it has an inevitable shortcoming. The frequency of a pattern cannot completely reveal the interest of a pattern; it only considers the occurrence and absence of events, but ignores the information of different types of events [11]. Furthermore, most studies on FEM can only solve simple event sequences, and few consider complex event sequences where different types of events occur simultaneously at the same timestamp. Thus, researchers have focused on discovering useful knowledge with utility pattern mining (UPM) [4], [12]–[14]. In UPM, utility is a new measurement, replacing the frequency metric. It consists of external utility (e.g., unit profit) and internal utility (e.g., purchase quantity). If the utility of a pattern in a dataset is no less than the user-specified minimum utility (\textit{minUtil}) threshold, then we suppose that it is a high-utility pattern. In practice, there are many applications in UPM with episodes, such as website click stream analysis [15], stock investment [16], cross-marketing in retail stores [17], [18], and cloud workload prediction [19]. Taking stock investment as a sample, consider the following financial report [8]: “Telecommunications stocks pushed the Hang Seng Index 2% higher following the Star TV–HK Telecom and Orange–Mannesmann deals.” “Star TV–HK Telecom + Orange–Mannesmann ⇒ telecommunications stocks pushed + Hang Seng Index 2% higher” can be viewed as a complex episode. In the FEM field, it only counts the occurrence times of this episode and then predicts the stock’s trend. However, UPM algorithms regard these events (“telecommunication stocks rise,” “Hang Seng Index surges,” “Star TV–HK Telecom,” and “Orange–Mannesmann”) with distinct weights/utilities. The “Star TV–HK Telecom” event may play a more important role than “Orange–Mannesmann” in the episode, and may be the key reason that “telecommunication stocks rise” occurred. However, the frequency metric cannot achieve this goal.

FEM generally employs the monotone/anti-monotone property (\textit{downward closure property}) to effectively prune a large search space. However, the \textit{downward closure property} does not hold in UPM directly, which indicates that the previous optimization methods in FEM become invalid. Fortunately, transaction weighted utilization (TWU) [12] has been previously proposed to successfully tackle this problem. With the TWU model, if the TWU of a pattern is no less than the user-defined \textit{minUtil} threshold, then we suppose that it is a potential high-utility pattern, and check its real utility to determine whether it is still greater than the \textit{minUtil} threshold in the next step. The problem of finding interesting episodes according to their utility is formulated as high-utility episode
mining (HUEM) [20]. The next challenge is to incorporate HUEM with the TWU model. Since the episode database can be considered as a single and very long event sequence, it is completely different from the transaction database and sequence database. Wu et al. [21] proposed a novel concept called \textit{episode weighted utilization (EWU)}, which is similar to TWU and plays the same role as complex event sequences. They discovered high-utility episodes (HUEs) that meet the maximum time duration (MTD) constraint, while their utility values are greater than the minUtil threshold. Subsequently, Guo et al. [17] proposed the TSpan algorithm, which utilizes a lexicographic sequence tree to find HUEs efficiently. However, both works require a large amount of memory and runtime consumption while mining. Fortunately, Gan et al. [22] not only obtained accurate interesting episodes, but also achieved a desirable operational efficiency. Nevertheless, all the aforementioned algorithms meet the same limitation that the TWU model faced. In the HUEM domain, the quantity of HUEs finally outputs, which is deeply influenced by the value of the minUtil threshold and the characteristics of the database. Setting an appropriate minUtil threshold is a key task. It is quite possible that we obtain few episodes if it is set high, whereas if the threshold is too low, many uninteresting episodes result in redundant information. To set a suitable threshold, users must perform a detailed analysis of the items, utility values, and characteristics of the databases. Obviously, this is a disturbing task. Furthermore, this phenomenon can be described as a question: How many HUEs do we really need? In general, managers are more likely to learn about the top-k profitable goods instead of hundreds of thousands of results in retail stores [23]. Fortunately, Rathore et al. [18] completed this hard work in recent years. The parameter \( k \) is the number of HUEs that users need. The minUtil threshold usually starts at 1 and increases automatically during the discovery of HUEs.

In this paper, we propose a new efficient algorithm, named THUE, for mining top-k HUEs from a complex event sequence. It is updated using the UMEpi algorithm [22]. The experimental results show that THUE not only obtains the top-k correct HUEs, but also does not miss any HUEs. Our main contributions can be summarized as follows.

- We utilize a new definition of EWU, which can be more accurate than the existing top-k HUEM method to prune the search space.
- There is no need to consider different applicable situations separately. The proposed algorithm has good flexibility to process different types of event sequences, such as simultaneous, serial, or complex events.
- We develop several effective strategies to raise the minUtil threshold as soon as possible during the mining process.
- We test real and synthetic databases and compare the performance with the state-of-the-art TUP [18] algorithm. The proposed algorithm generates fewer candidates and is at least three times faster than TUP.

The remainder of this paper is organized as follows. Related works are briefly reviewed in Section II, and Section III introduces the key preliminaries and main problem statements of HUEM. Section IV describes the proposed THUE algorithm in detail. The evaluation of the effectiveness and efficiency of THUE is reported in Section V. Finally, the conclusions and future work are presented in Section VI.

II. RELATED WORK

In this section, we briefly review prior works about FEM, HUEM, and THUE mining, respectively.

A. Frequent episode mining

Research on FEM was first introduced by Mannila et al. [1], who adopted Apriori-based discovery methods and defined many basic concepts of FEM. They found interesting frequent sub-sequences from alarm sequences in telecommunication networks by performing breadth-first searching (BFS). Note that FEM is different from the concept of sequential pattern mining (SPM) [24]. Mannila et al. [1] proposed a sliding-window technique that mines parallel and serial episodes, where parallel means that a set of events occurs simultaneously, and a serial episode refers to events with alphabetical order. However, the support of occurrence may count more than once via a sliding window [25]. Another proposed core concept to circumvent this problem is minimal occurrences. Although [1] is a highlight achievement in the FEM domain, the problem of counting the occurrence of episodes repeatedly, and the shortcomings of the Apriori algorithm [18], [21] should be addressed. To solve these issues, EMMA [6] utilizes depth-first search (DFS) and memory anchor techniques to mine frequent episodes.

DFS category algorithms find interesting patterns without generating candidates, but by expending prefix episodes in the sequence. Moreover, most of the aforementioned algorithms can only deal with simple event sequences, and few consider complex event sequences. However, complex event sequences are more realistic (e.g., customer transactions [26], [27], stock data [16], cloud data [19], etc.). In recent years, Ao et al. [28] focused on FEM research and proposed a scalable distributed framework for complex event sequences with event hierarchies. Owing to traditional episode rule mining algorithms that lack fine-grained response time, [26] proposed a solution to provide an ordered set of events, where the elapsed time between any two consecutive events is a constant. Other interesting results can be found in [29], [30]. DEER [27] mines episode rules with a distant consequent (called \textit{distant episode rules}) and an antecedent as small as possible. It adopts support and temporal confidence metrics to filter out rules with a consequent that is close to the antecedent. Although many studies [1], [6], [21], [29]–[32] have been proposed for FEM, as discussed in the Introduction section, FEM algorithms may discover numerous patterns with low profit, and miss the highly profitable character of low-frequency patterns. In the next subsection, we introduce HUEM.

B. High-utility episode mining

In general, HUEM [17], [20]–[22], [33]–[35] is significantly different than FEM and high-utility sequential pattern mining
FEM algorithms always assume that all events are equally important, and this characteristic leads to the discovery of many episodes with low revenue but further reduces the low-frequency patterns having high revenue. In HUEM, the quantity of occurrence (i.e., internal utility) and the utility value of events (i.e., external utility) are taken into account. Guo et al. [20] first completed a study on HUEM. Nevertheless, they found HUEs from simple event sequences. Later, UP-Span [21] utilized two strategies, called Discarding Global unpromising Events (DGE) and Discarding Local unpromising Events (DLE), to prune low-utility events and reduce the searching cost in complex event sequences; in addition, as we described in introduction section, EWU in HUEM is equivalent to TWU in UPM. In practice, EWU is not a special tight upper bound for episodes, as TWU is. Generating candidates in complex event sequences is intricate, which causes UP-Span to suffer from a high running time and memory. Fortunately, TSpan [17] enhanced UP-Span by adding a new prefix-tree structure and using two much tighter upper bounds (IEIC and IESC) to mine HUEs more efficiently. However, both UP-Span and TSpan have the same drawback, caused by using a loose upper bound (EWU) to prune the search space. Their output results may be incomplete and may even contain some low-utility episodes because of the episode-weighted downward closure property. UBER-Mine [33] showed that [21] and [17] without an appropriate anti-monotone property may produce rules with low utility. Lin et al. [33] firstly developed a straightforward method for developing HUE-based rules in the mining process from a complex event sequence. It is an updated version of the UP-Growth algorithm [37]. First, UBER-Mine scans the complex event sequence and then records all 1-episode. Next, it finds simultaneous and serial events that are based on 1-episode. Finally, it uses all the episodes as input of UP-Growth and generate rules. Lin et al. [33] pointed out two highlights. First, a transactional database can also be seen as a complex event sequence, where each transaction ID is the same as an occurrence timestamp. Second, itemset pattern mining algorithms are potential solutions for episode mining tasks. The latest studies we found are UMEpi [22], [34] and HUE-Span [35]. The UMEpi algorithm is the first to discover complete HUEs without any loss or error. It redefines the computation method to filter unpromising episodes. HUE-Span utilizes a matrix structure to achieve simultaneous and serial concatenation operations. Its main contribution is integrating the concept of the remaining utility [38] into episode mining.

C. Top-k high-utility episode mining

Similar to most UPM algorithms, the biggest challenge of HUEM is how to set an optimal threshold. The higher the minimum threshold (e.g., minUtil, minSup) we set, the less interesting patterns we obtain, and even some key information will be lost [39]. On the contrary, if we set too low, the running time and memory consumption will be unacceptable because of the large number of candidates. It is a wholly troublesome task, which becomes a bottleneck for HUEM in large databases. The advantage of top-k HUEM is that users no longer have to repeatedly test many thresholds. They simply set the number of HUEs they want, and the threshold is automatically raised. This is simple and convenient. Until now, few preliminary studies have been conducted to capture top-k HUEs, and existing strategies require improvement in terms of runtime cost, memory consumption, unpromising candidate filtering, and scalability. The TUP algorithm [18] was the first to address this issue. It was concluded that the previous top-k high-utility itemset mining algorithms cannot be applied in the top-k HUEM directly in a huge complex event sequence. It uses two strategies, namely, the EWU strategy and the pre-insertion strategy, to discover k HUEs. The algorithm utilizes a DFS method to calculate new episodes and makes the current episode a prefix while exploring HUEs. Meanwhile, it uses a priority queue to maintain information about the current minUtil threshold.

Based on the aforementioned preliminaries, we can draw the conclusion that there is little information available in the literature about finding HUEs, especially top-k mining. Although the TUP algorithm is a breakthrough contribution, we can perform better than the TUP algorithm. Therefore, we develop a faster and more precise algorithm based on UMEpi [22], [34] for mining the top-k HUEM.

III. PRELIMINARIES AND PROBLEM FORMULATION

Based on previous studies, we primarily use notation and definitions given by [22], [34] in this section. This paper focuses on the problem of discovering top-k HUEs from complex event sequences. Additional details about HUEM can be found in [18], [21].

A. Preliminaries of HUEM

Each distinct event in a sequence is associated with an event type and occurrence time. An event is defined as a pair \( (e_j, T_i) \) that \( e_j \) belongs to a finite alphabet \( S = \{e_1, e_2, \ldots, e_{n-1}, e_n\} \) owns the symbolic event types, which can be defined in terms of weight, profit, risk or any other metric, depend on the user. We call \( T_i \in N^+ \) the occurrence time point when \( e_j \) occurs. We assume that each event \( e_j \) is associated with a positive number \( p(e_j) \), namely, the external utility (e.g., profit and risk). Each event \( e_j \) at the \( T_i \) timestamp is associated with a positive number \( q(e_j, T_i) \), called the internal utility (e.g., quantity). Through \( p(e_j) \times q(e_j, T_i) \), we can obtain the utility \( u(e_j, T_i) \) of each event.

![Fig. 1. A simple complex event sequence.](image-url)
TABLE I

| Event | A | B | C | D |
|-------|---|---|---|---|
| External Utility | $3$ | $1$ | $3$ | $2$ |

**Definition 3.1 (Simultaneous event set):** A simultaneous event ($S\subseteq SE_i \subseteq S$) set is composed of a finite set of events (can be different types), where each event occurrence has the same timestamp $T_i \in N^+$. We can see that $\langle (BD) \rangle$, $T_2$ in Fig. 1 is a simultaneous event set that occurs at $T_2$. In particular, the event types in $SE_i$ also obey alphabetic order; for example, $\langle (BD) \rangle$, $T_2$ is not equivalent to $\langle (DB) \rangle$, $T_2$.

**Definition 3.2 (Complex event sequence):** A complex event sequence $CES = \langle SE_1, T_1 \rangle, \langle SE_2, T_2 \rangle, \ldots, \langle SE_n, T_n \rangle$ consists of many simultaneous event sets in chronological order. In addition, each $SE_i$ is associated with unique time point $T_i (i \in N^+)$ and $T_i < T_j$ when $1 \leq i < j \leq n$.

**Definition 3.3 (Episode):** An episode is a nonempty complex event sub-sequence that belongs to $S$. An $\ell$-episode means that the number of events is $\ell$, and the size of an episode is defined as the number of simultaneous event sets it contains. We call an episode that contains a simultaneous event set a complex episode, which does not include a simple episode.

The length and size of episode $\langle (A) \rightarrow (BD) \rangle$ are $3$ and $2$, respectively. Then, the simultaneous event set $(BD)$ has a partial order (alphabetic or user-defined) $B \succ D$. Obviously, the size of all 1-episodes is also 1, such as $\langle (A) \rangle, \langle (B) \rangle, \langle (C) \rangle$.

**Definition 3.4 (Episode with simultaneous and serial concatenations):** Let $\alpha = \langle (E_1), (E_2), \ldots, (E_k) \rangle$ and $\beta = \langle (E'_1), (E'_2), \ldots, (E'_k) \rangle$ be two distinct episodes. The simultaneous concatenation of $\alpha$ and $\beta$ is defined as $Simul-Concatenate(\alpha, \beta) = \langle (E_1), (E_2), \ldots, (E_k), (E'_1), (E'_2), \ldots, (E'_k) \rangle$. The serial concatenation of $\alpha$ and $\beta$ is defined as $Serial-Concatenate(\alpha, \beta) = \langle (E_1), (E_2), \ldots, (E_k), (E'_1), (E'_2), \ldots, (E'_k) \rangle$. Hence, simultaneous episodes are made by simultaneous concatenation, and serial concatenation constructs serial episodes.

Fig. 1 shows a complex event sequence $CES = \langle (A), T_1 \rangle, \langle (BD), T_2 \rangle, \langle (BC), T_3 \rangle, \langle (AC), T_4 \rangle, \langle (D), T_5 \rangle$. Among this sequence, $\langle A \rangle$ and $\langle C \rangle$ compose the simultaneous event in $T_1$, while $\langle (A) \rightarrow (B) \rangle$ is a serial episode. In particular, $\langle (A) \rightarrow (B) \rangle$ and $\langle (B) \rightarrow (A) \rangle$ are two distinct serial episodes since their sequence-orders are not the same.

**Definition 3.5 (Occurrence):** Set an episode $\alpha = \langle (SE_1), (SE_2), \ldots, (SE_k) \rangle$. The time interval $[T_1, T_k]$ is called an occurrence of $\alpha$ iff: 1) $\alpha$ occurs in $[T_1, T_k]$; and 2) the first simultaneous event set $SE_1$ occurs at $T_1$ and the last simultaneous event set $SE_k$ occurs at $T_k$. The total occurrences of $SE_1 \leq k \leq k$ of $\alpha$ in $CES$ is denoted by $occSet(\alpha)$.

**Definition 3.6 (Minimal occurrence):** Given two time intervals $[T_1, T_k]$ and $[T'_1, T'_k]$ are occurrences of an episode $\alpha$ separately, $[T'_1, T'_k]$ is called sub-time interval of $[T_1, T_k]$ if $T'_1 < T'_k < T_k$. $[T_1, T_k]$ is called a minimal occurrence of episode $\alpha$ iff: 1) $[T_1, T_k]$ is an occurrence of $\alpha$; and 2) there is no occurrence $[T'_1, T'_k]$ of $\alpha$ such that $[T'_1, T'_k]$ is a sub-time interval of $[T_1, T_k]$. We let $mo(\alpha)$ denote the minimal occurrences of $\alpha$ with respect to $[T_1, T_k]$. The complete set of minimal occurrences of $\alpha$ in $CES$ is defined as $moSet(\alpha) = \{mo_1(\alpha), mo_2(\alpha), \ldots, mo_k(\alpha)\}$.

In Fig. 1 the time interval $[T_1, T_5]$ is called a minimal occurrence of the episode $\langle (BD) \rangle$, and $moSet(\langle (BD) \rangle) = \{[T_1, T_5], [T_3, T_5] \}$. Therefore, we can easily know that the minimal occurrence is the shortest time interval that contains a particular episode.

**Definition 3.7 (Maximum time duration):** Maximum time duration (MTD) is a user-specified time interval. An episode $\alpha$ satisfies the maximum time duration constraint iff $[T_1, T_k] = MTD$. Note that this inequality is different from UP-Span or TSpan, and we use this constraint to be easy to understand and more precise [22], [31]. For convenience, we assume that $mo(\alpha)$ always satisfies the maximum time duration constraint in this study.

**Definition 3.8 (Sub-episode and super-episode):** Set two episodes $\beta = \langle (SE_1), (SE_2), \ldots, (SE_m) \rangle$, $\gamma = \langle (SE_1), (SE_2), \ldots, (SE_k) \rangle$, where $m \leq n$, the episode $\beta$ is called a sub-episode of $\alpha$ iff there exist $m$ integers $1 \leq i_1 < i_2 < \ldots < i_m \leq n$ such that $SE_{i_j} \in CES$ for $1 \leq k \leq m \leq n$. In contrast, episode $\alpha$ is called the super-episode of $\beta$.

For instance, the episode $\langle (BD) \rangle$ is the sub-episode of $\langle (BC), (AC), (BD), (D) \rangle$, whereas it is a super-episode of $\langle (A) \rightarrow (D) \rangle$.

**Definition 3.9 (Utility of a simultaneous event set w.r.t. a time point):** The utility of a simultaneous event set $SE_k \subseteq CES$ at timestamp $T_i$ is formulated as $u(SE_k, T_i) = \sum_{e_j \in SE_k} u(e_j, T_i)$. Hence, $u(SE_k, T_i)$ represents the total utilities generated by all events $e_j \in SE_k$ at the time point $T_i$.

In Fig. 1 set $SE_1 = (BD)$, and $u(\langle (BD) \rangle, T_2) = u(B, T_2) + u(D, T_2) = 2 \times $ $1 + 1 \times $ $2 = $ $4$.

**Definition 3.10 (Total utility of a complex event sequence):** Given a complex event sequence $CES$, the total utility of all events in a timestamp $T_i$ is defined as $tu(T_i) = \sum_{e_j \in T_i} u(e_j, T_i)$, where $e_j$ is the $j$-th event in $T_i$. Then, the total utility of $CES$, denoted as $TU$, is defined as $TU = \sum_{T_i \in CES} tu(T_i)$.

Consider the third time point in Fig. 1 $tu(T_3) = u(B, T_3) + u(C, T_3) = $ $3 + $ $3 = $ $6$. Then, the utilities of $T_1$ to $T_6$ can be calculated as $tu(T_1) = $ $2$, $tu(T_2) = $ $4$, $tu(T_3) = $ $6$, $tu(T_4) = $ $7$, and $tu(T_5) = $ $2$. Therefore, the total utility in $CES$ is $TU = $ $2 + $ $4 + $ $6 + $ $7 + $ $2 = $ $21$. To determine the utility of an episode, we first need to define how to count its occurrences. In the field of HUEM, we use the minimal occurrence to calculate the utility, which is described below.

**Definition 3.11 (Utility of an episode w.r.t. a minimal occurrence):** Let $mo(\alpha) = \{T_1, T_k\}$ be the minimal occurrence of the episode $\alpha = \langle (SE_1), (SE_2), \ldots, (SE_k) \rangle$, where each simultaneous event set $SE_j \subseteq \alpha$ is associated with a distinct timestamp, $T_i$. Under the previous definition of minimal occurrence, the utility of episode $\alpha$ w.r.t. $mo(\alpha)$ can be defined as $u(\alpha, mo(\alpha)) = \sum_{j=1}^{k} u(SE_j, T_i)$. $SE_j \subseteq \alpha$ and $T_s \leq T_i \leq T_e$. 

$^{2}$Generally, FEM often ignores complex episodes; for convenience, we use “episode” instead of “complex episode” and “sample episode” in the remainder of the paper.
Referring to the above example, assume $\alpha$ is $\langle B \rightarrow (C) \rangle$. Because $moset(\alpha) = \{ T_2, T_3 \}$, we have $u(\alpha, mo_1(\alpha)) = u(\alpha), T_2$ + $u(\alpha), T_3) = 2 + 3 = 5$, and $u(\alpha, mo_2(\alpha)) = u(\alpha), T_3) + u(\alpha), T_4) = 3 + 3 = 6$.

Definition 3.12 (Utility of an episode w.r.t. an event sequence): Consider the entire event sequence CES. Let $u(\alpha)$ denote the total utility of an event $\alpha$ in CES and $moset(\alpha) = \{ mo_1(\alpha), mo_2(\alpha), \ldots, mo_n(\alpha) \}$ denote the complete set of minimal occurrences of $\alpha$ in CES. Then $u(\alpha) = \sum_{i=1}^{n} u(\alpha, mo_i(\alpha))$.

Definition 3.13 (High-utility episode): Given a complex event sequence CES, the maximum time duration $MTD$, and a user-specific minimum utility (minUtility) threshold, an episode is supposed as a high-utility episode (HUE) iff its utility in CES is no less than $\text{minUtil} \times TU$. Otherwise, we call it a low-utility episode (LUE).

In Fig. 1 the utility of episode $\alpha = \langle (B) \rightarrow (AC) \rangle$ is $u(\alpha) = \$4 + \$6 = \$10$. If we assume $MTD = 2$ and $\text{minUtil} = 45\%$, $\alpha$ is an HUE, but episode $\langle (BD) \rightarrow (B) \rangle$ is less than 45% $\times \$21 (\approx \$9.45); thus, it is an LUE. Assuming $MTD = 2$ and $\text{minUtil} = 45\%$, the complete set of HUEs in Fig. 1 is shown in Table II.

Comparing the second and third columns in Table II there are distinct differences between FEM and HUEM. In view of the frequency dimension, all the patterns have the same support. If we suppose that the minimal support is 2, then all episodes (except the second row) in the table should be deleted. Then, all 1-episodes are frequent patterns absolutely. However, their real utilities are less than the threshold ($\approx \$9.45). Obviously, the discovered frequent patterns may bring low utility (e.g., profit) because the support measure cannot correctly reflect the potential value of goods. Obviously, the results represent the limitation of the frequency metric. In particular, the utility and frequency of the third row are not $\$19 and 2, respectively, because of the minimal occurrence concept. $\{ T_3, T_4 \}$ is a sub-time interval of $\{ T_2, T_4 \}$. Thus, we obtain $\$10 (utility) and 1 (frequency) in $\{ T_3, T_4 \}$.

### Table II

| Episode | Utility | Frequency |
|---------|---------|-----------|
| $\langle (BC) \rightarrow (AC) \rangle$ | $\$13$ | 1 |
| $\langle (B) \rightarrow (C) \rangle$ | $\$11$ | 2 |
| $\langle (B) \rightarrow (AC) \rangle$ | $\$10$ | 1 |
| $\langle (BC) \rightarrow (A) \rangle$ | $\$10$ | 1 |
| $\langle (BD) \rightarrow (BC) \rangle$ | $\$10$ | 1 |
| $\langle (C) \rightarrow (AC) \rangle$ | $\$10$ | 1 |
| $\langle (A) \rightarrow (C) \rangle$ | $\$10$ | 1 |

Definition 3.14 (Top-k high-utility episode): Sort all HUEs with decremented order of utility value, and get the top-k HUEs as output. The parameter $k$ represents the number of HUEs users want, and users no longer need to test the algorithm again and again to find a suitable threshold. If we set $k = 2$, $MTD = 2$, we finally obtain two HUEs from Table II: $\langle (BC) \rightarrow (AC) \rangle$, $\langle (B) \rightarrow (C) \rangle$.

Assume that we set the initial $k = 4$, $MTD = 3$, and $\text{minUtil} = 0$. After calculation, we can obtain the top-4 highest utility episodes: $\langle (BD) \rightarrow (BC) \rightarrow (AC) \rangle (\approx \$17), \langle (D) \rightarrow (BC) \rangle (\approx \$15), \langle (B) \rightarrow (BC) \rightarrow (AC) \rangle (\approx \$15), and \langle (BC) \rightarrow (AC) \rightarrow (D) \rangle (\$15). Thus, the current $\text{minUtil}$ is $\$15$.

### B. Problem Statement

In summary, the HUEM algorithm works on a long event sequence with timestamp characteristics. HUEM is different from FEM and high-utility sequential pattern mining (HUSPM) because both the problem formulation and mining mechanism are not the same. Based on the previous definitions, we can obtain the problem formulation of the top-k-based HUEM as follows:

**Problem statement:** Given a complex event sequence with simultaneous or serial events that have external and internal utility, take the $MTD$ as the constraint, and a user-specified $\text{minUtil}$. The main task is to solve the problem of top-k HUE mining. In other words, it aims to mine the highest $k$ episodes whose utilities are no less than $\text{minUtil} \times TU$ as the required constraint.

Traditional FEM algorithms do not consider the internal utility (e.g., purchase quantities) and external utility (e.g., unit profit) information of items. Therefore, FEM algorithms find frequent episodes and discard vital information. As a result, many uninteresting frequent patterns with low external utility may be discovered, and some episodes generating high profits may be missed. However, HUEM algorithms consider the case where episodes have a weight/utility (i.e., importance, interest, or risk) and can occur more than once in a timestamp; for example, a rare jewel brings high profit but low sales volume; a pencil is the exact opposite case. To date, HUEM algorithms have gained immense importance owing to their multiple applications (e.g., different web pages).

### IV. PROPOSED THUE ALGORITHM

In this section, we propose an efficient algorithm, THUE, to discover top-k high-utility episodes that satisfy the constraints of $MTD$ and $\text{minUtil}$. THUE discovers HUEs by spanning the search space with respect to a conceptual lexicographic sequence tree (LS-tree). Moreover, the remaining utility of episodes and a tight upper bound are developed and utilized in some pruning strategies. Details of the downward closure property of EWU, the pruning strategies with optimized EWU, and the main procedures of THUE are described below.

### A. Downward Closure Property Pruning Strategy

**Definition 4.1 (I-Concatenation and S-Concatenation):** Given an $l$-episode $\alpha$, when an event is appended to the end of $\alpha$, it will get a new episode. This process is called concatenation. More specifically, if the duration time of the new extended episode is the same as the original episode, we call this operation I-concatenation. On the contrary, if the time duration is increased, we call this operation S-concatenation.

Consider a 1-episode $\alpha = \langle (B) \rangle$ at the time point $T_2$, the concatenation set $\langle (BD) \rangle$ is its I-Concatenation, while $\langle (B) \rightarrow (D) \rangle$ is the result of S-Concatenation process.

**Definition 4.2 (Lexicographic sequence tree):** In the lexicographic sequence tree $[41]$, a) the root node of the prefix-based tree is empty; b) for a parent node (also called a prefix
node, represents an episode), all the child nodes are generated according to I-Concatenation and S-Concatenation operations; and c) all the child nodes of a prefix node are listed in a specific order (e.g., incremental order, arbitrary order, or lexicographic order).

Given a long complex event sequence, the LS-tree is a structure that contains all the candidate episode information. In particular, the number of all possible episodes in the search space is extremely large \([22, 43]\). Obviously, performing an exhaustive search (e.g., enumerate and then determine all possible episodes) is not an acceptable solution. Because many datasets always contain huge piles of low-utility patterns, filtering all high-utility patterns is not an easy task. Most existing studies have demonstrated that the utility metric is neither monotonic nor anti-monotonic \([12]\). Based on the previous introduction of HUEs, we know that they do not hold the anti-monotonicity property. In other words, an episode may have a lower, equal, or higher utility than any of its sub-episodes. Without anti-monotonicity as the pruning constraint, it is difficult to efficiently reduce the search space in HUEM.

In the HUEM field, the concept of episode-weighted utilization (EWU) \([17]\) was proposed as a utility upper bound of an episode in CES. Although this work achieves a speed-up of several orders of magnitude over an exhaustive search, EWU is still a loose upper bound \([22, 35]\). Thus, the EWU value in existing algorithms is not complete, and previous studies on HUEM cannot extract all the HUEs. Next, we recommend a tighter upper bound that is slightly different from the original EWU.

**Definition 4.3 (Episode-Weighted Utilization \([17]\))**: Set \(mo(\alpha) = \{T_s, T_e\}\) a minimal occurrence of the episode \(\alpha = \langle(E_1), (E_2), \ldots, (E_k)\rangle\), where each simultaneous event set \(SE_i \in \alpha\) is associated with the time point \(T_i (1 \leq i \leq k)\), and \(mo(\alpha)\) satisfies MTD. The episode-weighted utilization of \(\alpha\) w.r.t. \(mo(\alpha)\) consists of two parts: 1) the utility of \(\alpha\) and 2) the utility of extended candidate event sets. Its formula is 

\[
EWU(\alpha, mo(\alpha)) = \sum_{i=1}^{k} u(SE_i, T_i) + \sum_{i=T_e}^{T_e+MTD} u(SE_i, T_i),
\]

where \(SE_i\) is a simultaneous event set that occurs at \(T_i\) in CES. Apparently, EWU w.r.t. \(moSet(\alpha) = \{mo_1(\alpha), mo_2(\alpha), \ldots, mo_n(\alpha)\}\), such that \(EWU(\alpha) = \sum_{i=1}^n EWU(\alpha, mo_i(\alpha))\). More details can be found in \([22]\).

Given an MTD = 2, the EWU of \(\alpha = \langle(BD) \rightarrow (C)\rangle\) w.r.t. its \(mo(\alpha) = \{T_2, T_3\}\) is calculated as 

\[
EWU(\alpha, mo(\alpha)) = u(BD, T_2) + u(C, T_3) + u(BC, T_3) + u(D, T_4) = (4 + 3) + 6 + 7 + 2 = 22.
\]

**Definition 4.4 (High Weighted Utilization Episode \([17]\))**: Given a complex event sequence CES, an episode is called a high weighted utilization episode (HWUE) in CES if its EWU is no less than \(minUtil \times TU\). HWUE is also called a promising episode. This indicates that it may be a potential HUE. Otherwise, it is an unpromising episode, and we can ignore it and its super-episodes directly. The theorem and details of the proof can be found in \([22]\).

**Strategy 1 (Episode-Weighted Downward Closure Pruning Strategy)**: Let \(\alpha\) and \(\beta\) be two different episodes, and \(\gamma\) is a super-episode of \(\alpha\) and \(\beta\), either generated by Simult-\(\cap\)Concatenate(\(\alpha, \beta\)) or Serial-\(\cap\)Concatenate(\(\alpha, \beta\)). The episode-weighted downward closure (EWDC) property means that if 

\[
EWU(\alpha) < minUtil \times TU \text{ or } EWU(\beta) < minUtil \times TU,
\]

\(\gamma\) must be a low utility episode. It is important to note that EWU is the upper bound of the episode as a prefix when performing prefix spanning. In other words, the non-HWUE may still be the sub-episode of the final HUEs (as the suffix in HUEs). Thus, we cannot remove those episodes that are not HWUEs when prefix-spanning is used to discover HUEs. Readers can refer to \([17, 22, 53]\) for the proof.

Based on the above definitions, we obtain two vital observations. Here, we only list the conclusions; the details can be found in \([22]\). First, EWU can utilize the downward closure property as a loose upper bound of HUEM, but it is distinct from TWU or SWU. EWU just works in the subtree of an LS-tree instead a global tree. Second, according to EWU as a single upper bound, we may discover an incomplete set of HUEs.

**B. Remaining Utility Pruning Strategy**

As previously mentioned, an episode mining algorithm that only utilizes the EWDC property to reduce the search space is not a good method. Because the previous works compute \(EWU(\alpha)\) with respect to \(mo(\alpha)\), it is divided into two parts: the utility value of episode \(\alpha\) in the \(mo(\alpha)\) time point, and the remaining episodes of \(\alpha\) starting from time point \(T_e\) to \(T_e + MTD\). Furthermore, if we anamorphize the derivation process of this formula, we can find that the episode utility of \(\alpha\) in the \(T_e\) occurrence time point has a computed overlap. This explains why the original EWU is a loose upper bound. To improve the mining performance, Gan et al. \([22]\) proposed two optimized strategies to decrease the upper bound of EWU. In the next section, we discuss how to optimize EWU and describe the corresponding pruning strategies.

**Definition 4.5 (Remaining Utility of an Episode \([22]\))**: Given a time point \(T_i\), the remaining utility of an episode \(\alpha\) in \(T_i\) is the accumulative utilities of the remaining events after this episode in \(T_i\): 

\[
ru(\alpha, T_i) = \sum_{e \notin \alpha \cup \alpha' \cup \alpha''} u(e', T_i).
\]

Let \(\alpha = \{A\}\) be in \(T_i\); the remaining utility of \(\alpha\) is 

\[
ru(\alpha, T_i) = u(C), T_3) = 3.\]

Obviously, the remaining utility is 0 when the remaining event set of \(\alpha\) is empty, such as 

\[
ru(\{A\}, T_1) = 0.
\]

**TABLE III**

| I-Episode | EWU | EWU\(_{opt}\) |
|-----------|-----|---------------|
| A         | $27 | $21           |
| B         | $37 | $32           |
| C         | $30 | $24           |
| D         | $23 | $19           |

**Definition 4.6 (Optimized Episode-Weighted Utilization \([22]\))**: The optimized episode-weighted utilization (EWU\(_{opt}\)) of \(\alpha = \langle(SE_1), (SE_2), \ldots, (SE_{k-1}), (SE_k)\rangle\) w.r.t. \(mo(\alpha)\) consists of three parts: 1) the utility of \(\alpha\), 2) the remaining utility of \(\alpha\) in \(T_e\), and 3) the utility of all episodes in \([T_e+1, T_e+MTD]\). Then, the optimized episode-weighted utilization of \(\alpha\) is defined as 

\[
EWU_{opt}(\alpha, mo(\alpha)) = u(\alpha, mo(\alpha)) + ru(SE_k, T_e) + \sum_{i=T_e+1}^{T_e+MTD} tu(T_i) = \sum_{i=1}^k u(SE_i, T_i) + 
\]
\[ ru(SE_k, T_c) + \sum_{i=1}^{T_c+MTD} tu(T_i) \]

where the timestamp \( T_i \) is within the satisfied MTD interval \([T_c, T_c+MTD]\). Thus, for \( \alpha \) in CES, we easily obtain the accumulative \( EWU \) w.r.t. \( moSet(\alpha) = [mo_1, mo_2, \ldots, mo_n] \), such that \( EWU(\alpha) = \sum_{i=1}^{n} EWU(\alpha, mo_i) \).

Set \( MTD = 2 \); Table III shows the difference between \( EWU \) and \( EWU_{opt} \) for 1-episodes. Clearly, the original \( EWU \) is greater than \( EWU_{opt} \). It can be seen that \( \alpha = \{A\} \); it occurs at timestamp \([T_1, T_2]\) and \([T_4, T_5]\), while computing the original \( EWU \), so that the utility value of event \( \{A\} \) is double-counted. We can obtain the derivation process \( EWU(\alpha) - EWU_{opt}(\alpha) = 27 - 21 = 6 = 2 + 4 = u(\alpha, T_1) + u(\alpha, T_2) \).

### Table IV

| 1-Episode | \( moSet \) | \( EWU \) | Utility |
|-----------|-------------|-----------|---------|
| A         | \{\( T_1, T_2 \), \{T_4, T_5\}\} | \$21\$ | \$6 \$ |
| B         | \{\( T_2, T_3 \), \{T_4, T_5\}\} | \$22\$ | \$8 \$ |
| C         | \{\( T_4, T_5 \), \{T_1, T_2\}\} | \$25\$ | \$6 \$ |
| D         | \{\( T_2, T_4 \), \{T_1, T_3\}\} | \$19\$ | \$4 \$ |

Specifically, the \( EWU(\alpha) \) value of \( \alpha \) in CES is always greater than or equal to the total utility of \( \alpha \), as well as the total utility of its super-episodes in the search space. The results of each 1-episode and its \( moSet \), \( EWU \), and real utility values are listed in Table IV. With the conceptual LS-tree, the upper bound \( EWU \) has the local downward closure property. Based on previous observations, we can use the following filtering strategies. First, strategy 1 provides a way to track patterns that may be HUEs in the subtree. This guarantees the return of exact HUEs. Therefore, it is a vital property that our novel algorithm utilizes the tighter upper bound \( EWU \), as we describe below.

**Strategy 2 (Optimized EWU pruning strategy)**: When scanning the LS-tree rooted at an episode \( \alpha \) as the prefix, the proposed algorithm spans/explores the search space in a depth-first search way. If the \( EWU \) of any node/episode \( \alpha \) is less than \( minUtil \times TU \), then any of its child nodes would not be a final HUE; they can be regarded as low-utility episodes and cut directly.

The conceptual LS-tree is a prefix-shared tree, and the algorithm extends the lower-level nodes/episodes to the higher-level ones in the depth-first search method. Strategy 1 first establishes a theoretical basis for generating high-utility episodes (\( l \geq 2 \)) from the 1-HWUEs. The basic idea of THUE is to find all 1-HWUEs by calculating the \( EWU \) values of all 1-episodes, and then directly extending \( l \)-episodes (\( l \geq 2 \)). Therefore, THUE discovers the \( l \)-HWUEs and \( l \)-HUEs by extending each 1-HWUE as a prefix. For any \( k \)-episode node (\( k \geq 2 \)) in the LS-tree, we can easily obtain its \( l \)-extensions using \( l \)-concatenation and \( S \)-concatenation.

Specifically, Strategy 1 provides the necessary conditions for computing all prefix-based HWUEs and HUEs. \( EWU \) is the upper bound on utility for any extension of a node/episode in a subtree, and when any node/episode has a lower upper bound, such as \( EWU(\alpha) \) \( \leq minUtil \times TU \), we assume that they are not HWUEs and cannot be \( \alpha \)-prefixed episodes. Thus, we avoid searching for unpromising nodes and further save runtime.

**C. Raising Threshold Strategies**

To the best of our knowledge, we find that only two algorithms, TKE \([32]\) and TUP \([18]\), are related to the field of top-\( k \) episode mining. They discovered frequent episodes and HUEs, respectively. Their designed raising threshold strategies are both effective, but not very efficient. It should be noted that we can review some increasing \( minUtil \) techniques used in top-\( k \) high-utility itemset mining from \([44]\). In the following section, we introduce the threshold strategies adopted in our novel algorithm.

### Table V

| Event | A | B | C | D |
|-------|---|---|---|---|
| Real Utility | \$6 \$ | \$5 \$ | \$6 \$ | \$4 \$ |

Strategy 3 (RIU: Raising threshold based on the real event utilities \([45]\)): After dataset scanning, RIU is applied to raise the threshold. This strategy increases the current \( minUtil \) using real event utilities. While scanning the dataset, RIU uses a hash map or array to compute each event utility for each simultaneous event set. Therefore, we can obtain the real utility of each event. Table V is a real-event utility table for events shown in Fig. 1.

Obviously, sometimes only adopting real event utilities is insufficient. From Table V we can see that if we set \( k = 4 \), the raising threshold is just \$4 \$. In the previous discussion, the final \( minUtil \) is \$15 \$ when \( k = 4 \), \( MTD = 3 \) from Fig. 1. The current \( minUtil \) is much lower than that of the final \( minUtil \). Therefore, we utilize another raising strategy (called RTU) after the RIU method.

### Table VI

| Timestamp | \( T_1 \) | \( T_2 \) | \( T_3 \) | \( T_4 \) | \( T_5 \) |
|-----------|--------|--------|--------|--------|--------|
| TU        | \$2 \$ | \$4 \$ | \$6 \$ | \$7 \$ | \$2 \$ |

Strategy 4 (RTU: Raising threshold based on transaction utilities \([39]\)): After dataset scanning, RTU also uses a hash map or array to compute each simultaneous event set (transaction). Then, the \( k \)-th highest \( TU \) value is the latest \( minUtil \) (if the current threshold is lower) until other strategies increase the threshold. Table VI is a real-event utility table for events from Fig. 1.

For example, after combining the contents of Tables V and VI, we obtain a utility list that is sorted from largest to smallest (\([\{S7, S6, S6, S5, S4, S4, S2\}\]) because \( k = 4 \). We set the initial \( minUtil \) as \$6 \$, which is larger than \$4 \$. If the range of utility values of events in long complex event sequences is large, the advantage of threshold-raising strategies will be more obvious.

**Strategy 5 (RUC: Raising threshold by utility of candidates \([46]\)):** This strategy can be incorporated with any utility pattern mining algorithm. When dealing with HUEM, RUC utilizes a priority queue structure \( topKBuffer \) to maintain
the top-k HUEs, where episodes are sorted in descending order of utility. Initially, topKBuffer is an empty priority queue. Then, during the I-concatenation and S-concatenation search procedure, if the utility of an episode $\alpha$ is no less than $\text{minUtil}_{\text{current}}$, $\alpha$ is added to topKBuffer. Therefore, the threshold can be safely raised to the $k$-th highest utility in topKBuffer. Subsequently, the episodes in which utilities are less than $\text{minUtil}_{\text{current}}$ should be removed from topKBuffer. Finally, we obtain the $k$ highest HUE list without any loss.

To give a simple example, we set $k = 2$, and the current topKBuffer list and $\text{minUtil}$ are $\{B(\$5), D(\$4)\}$, and $\$4$, respectively. Then, the process calculates a new episode $\{A(\$6)\}$, whose utility is higher than the current threshold. Therefore, the update topKBuffer list is $\{A(\$6), B(\$5)\}$, and $\text{minUtil}_{\text{current}}$ is also $\$5$. Naturally, $\{D(\$4)\}$ becomes a low-utility episode, and we delete it from the list.

D. Mining Procedure

After illustrating the lexicographic sequence tree, the optimized $\text{EWU}_{\text{opt}}$ pruning strategy and other basic concepts of high utility episode mining were addressed. We now discuss the proposed algorithm in this subsection. To summarize, the main procedure of the THUE algorithm is described in Algorithm 1. It takes a complex sequence $CES$, $MTD$ and the number of users need $k$ as input parameters. We divide the proposed algorithm into two parts. 1) In Phase I, THUE mainly prepares for Phase II, initialized $\text{minUtil}$ as 0 (Line 1). Next, it scans $CES$ to construct the transformed event sequence $S'$ in memory, and all the necessary mining information needed afterward has been stored. At the same time, we input the utility of each transaction and item as utility list parameters, and then call Algorithm 2 to raise $\text{minUtil}$ (Lines 2–4). After obtaining all 1-episode candidates, Phase I has been completed (Lines 5–6). 2) In Phase II, THUE uses the depth-first search method and recursively calls the Span-SimultHUE (Algorithm 4) and Span-SerialHUE (Algorithm 5) procedures to discover the set of l-HWUEs and l-HUEs with $\alpha$ as a prefix (Lines 7–11). Finally, the $k$ highest utility episodes are output.

The THUE algorithm adopts Strategies 3 and 4 called Raising U utility Strategy method (Algorithm 2) to automatically increase the $\text{minUtil}$. It requires a list $uList$ storing candidate values to update $\text{minUtil}$ and parameter $k$, which is the desired number of episodes. Each element in $uList$ must be sorted because it always takes the $k$-th highest utility as the latest $\text{minUtil}$ (Line 1). Lines 2–6 aim to solve two different cases. 1) There are already some elements in list, and the quantity is no less than $k$. Then, the utility of the $k$-th value is chosen as the current $\text{minUtil}$ (Line 3). 2) In the second case, the list is empty at the beginning or the number of elements is less than $k$. Set the utility of the last element in $uList$ as the initialized $\text{minUtil}$ (Line 5). Finally, the procedure outputs the current minimal utility value to help prune the latter searching space process. Further, Algorithm 3 utilizes Strategy 5 to raise the threshold when mining lepisodes. It always keeps a priority queue top-k HUEs dynamically. When a new HUE is discovered, it can be saved into the set of top-k HUEs immediately (Line 1). If the size of the top-k HUEs is no less than $k$, then we sort the queue in decreasing order. Because it may occur that $k$-1 utilities are greater than the $k$-th, after inputting a new utility element, we should change the $\text{minUtil}_{\text{current}}$ (Line 4). Finally, Line 5 removes low-utility episodes in top-k HUEs.

Algorithm 1: The THUE algorithm

Input: $CES$: a complex event sequence; $MTD$: user-specified maximum time duration; $k$: desired number of episodes.

Output: top-k HUEs: a total top-k high utility episodes.

1: $\text{minUtil} \leftarrow 0;$
2: scan $CES$ to get the transformed event sequence $S'$ firstly, collect utility of each transaction and each 1-episode, store in list $rtu$ and $riu$ respectively;
3: call $\text{RUS}(rtu, k);$  
4: call $\text{RUS}(riu, k);$  
5: calculate the original $\text{EWU}$;
6: sort all 1-episodes with the total order $\succ$;
7: for each 1-episode $e \in S'$ under $\succ$ order do
8: \hspace{1em} if $\text{EWU}(e) \geq \text{minUtil}$ then
9: \hspace{2em} call Span-SimultHUE($e, S'$, $MTD$, $k$);
10: \hspace{2em} call Span-SerialHUE($e$, $S'$, $MTD$, $k$);
11: \hspace{1em} end if
12: end for
13: return top-k HUEs

Algorithm 2: The RUS procedure

Input: $uList$: a utility value list; $k$: desired number of episodes.

Output: $\text{minUtil}$: the current minimal utility.

1: sort $uList$ list in numerical order;
2: if the size of $uList \geq k$ then
3: \hspace{1em} $\text{minUtil} \leftarrow$ the utility of $k$-th highest episode;
4: else
5: \hspace{1em} $\text{minUtil} \leftarrow$ the utility of last one in $uList$;
6: end if
7: return a novel $\text{minUtil}$

Algorithm 3: The RUC procedure

Input: $\beta$: a HUE; $k$: desired number of episodes.

1: top-k HUEs $\leftarrow \beta$;
2: if $|\text{top-k HUEs}| \geq k$ then
3: \hspace{1em} sort appended top-k HUEs list;
4: \hspace{1em} $\text{minUtil} \leftarrow$ utility of the $k$-th highest episode in top-k HUEs;
5: \hspace{1em} remove the low-utility episodes in top-k HUEs;
6: end if

Algorithm 4 and Algorithm 5 show the Span-SimultHUE and Span-SerialHUE procedures, respectively. Both require the following parameters: 1) a prefix episode $\alpha$; 2) the transformed event sequence $S'$; 3) $MTD$; and 4) $k$. However, these two algorithms differ slightly. I-Concatenation is the key idea of the Span-SimultHUE procedure, and this operation does not change the original episode $\alpha$ length. It only considers those events that occur in the same timestamp of $\alpha$, and the
work steps are as follows. It first initializes the \textit{simultEpiSet} list as an empty set (Line 1), then obtains all simultaneous events of \( \alpha \) based on \( S' \) and stores it in the \textit{simultEpiSet} list. Note that these appended simultaneous events follow the \( \succ \) order (Lines 2–4). Subsequently, we iterate the elements in the \textit{simultEpiSet} list, call the function \textit{Simult-Concatenate}(\( \alpha \), \( e \)) to construct a new simultaneous episode \( \beta \), and compute its \textit{EWU} value based on \( S' \) (Lines 5–7). Later, it is the same as Algorithm [I] if the utility of the simultaneous episode \( \beta \) is no less than the current \textit{minUtil}, it takes a new episode \( \beta \) into the top-\( k \) HUES list and updates the current \textit{minUtil} if necessary (Lines 9–14).

Algorithm 4 The Span-SimultHUE procedure

\textbf{Input:} \( \alpha \): the current episode; \( S' \): the transformed event sequence; \( \textit{MTD} \): user-specified maximum time duration; \( k \): desired number of episodes.

\textbf{Output:} top-\( k \) HUES: a set of top-\( k \) high-utility episodes taking \( \alpha \) as prefix.

1: initialize \textit{simultEpiSet} = \( \phi \);
for each \( m_\alpha = [T_\alpha, T_\epsilon] \in \text{moSet}(\alpha) \) do
2: \textit{simultEpiSet} \( \leftarrow \text{simultEpiSet} \cup \{e \mid \text{simultaneous event } e \text{ occurs at } T_\epsilon \text{ and } e \text{ is after the last event in } e \}; \)
end for
5: for each 1-event/episode \( e \in \textit{simultEpiSet} \) do
6: simultaneous episode \( \beta \leftarrow \text{Simult-Concatenate}(\alpha, e) \), and get its \textit{moSet}(\( \beta \));
7: calculate the overall utility and \textit{EWU} of \( \beta \) based on \( S' \) and \textit{moSet}(\( \beta \));
8: if \textit{EWU}(\( \beta \)) \( \geq \text{the minUtil}_{\text{current}} \) then
9: call \textit{RUC}(\( \beta \), \( k \));
10: call \textit{Span-SimultHUE}(\( \beta \), \( S' \), \( \textit{MTD} \), \( k \));
11: call \textit{Span-SerialHUE}(\( \beta \), \( S' \), \( \textit{MTD} \), \( k \));
end if
13: end for
14: return top-\( k \) HUES

In Line 8, we utilize the \textit{EWU}_{opt} pruning strategy to determine whether episode \( \beta \) should be retained. If the overall utility of \( \beta \) is greater than or equal to the current minimal utility value, this episode will be seen as a new prefix and explored for the next extension (Lines 16–17). All of the above steps aim to filter unpromising episodes and reduce the cost of memory and running time because of the huge candidate searching space. Finally, it returns the set of top-\( k \) HUES that have the common prefix \( \alpha \) (Line 20). However, the \textit{Span-SerialHUE} procedure has different operations. The \( S \)-Concatenate selection of extension events to construct super-episodes is not the same as in I-Concatenate. Due to the intrinsic sequence order and complexity, the number of combinations of episodes is quite large in \( S \)-Concatenate. In Algorithm [5] Lines 2–6 show that from the \( T_\epsilon +1 \) timestamp of \( \alpha \) to \( T_\epsilon + \textit{MTD} \) time point, all of these events/episodes are candidates for extending the current episode \( \alpha \). After expanding an event, the length of \( \alpha \) is increased by 1. Further, by recursively using the depth-first search mechanism, candidates will become large. This is a difficult task, but our \textit{EWU}_{opt} can resolve this problem, and this is the reason that we have introduced it in the previous content. After the extension work, Lines 7–21 are the same as those in the \textit{Span-SimultHUE} procedure. Finally, both I-Concatenate and \( S \)-Concatenate share the prefix \( \alpha \), and they are only allowed to differ in their last event or element. We also find an interesting phenomenon: if we process \( S \)-Concatenate first, then process I-concatenation, the memory cost is significantly decreased. Obviously, the quantity of candidate generation is significantly increased in corresponding, but the same duration of running time is spent. This is discussed in the next section. In fact, both I-Concatenate and \( S \)-Concatenate share the prefix \( \alpha \), and they are only allowed to differ in their last event or element.

Algorithm 5 The Span-SerialHUE procedure

\textbf{Input:} \( \alpha \): the current episode; \( S' \): the transformed event sequence; \( \textit{MTD} \): user-specified maximum time duration; \( k \): desired number of episodes.

\textbf{Output:} top-\( k \) HUES: a set of top-\( k \) high-utility episodes having \( \alpha \) as prefix.

1: initialize \textit{serialEpiSet} = \( \phi \);
2: for each \( m_\alpha = [T_\alpha, T_\epsilon] \in \text{moSet}(\alpha) \) do
3: \textit{serialEpiSet} \( \leftarrow \text{serialEpiSet} \cup \{e \mid \text{event } e \text{ occurs at } T_\epsilon \}; \)
end for
5: for each 1-event/episode \( e \in \textit{serialEpiSet} \) do
6: get serial episode \( \beta \leftarrow \text{Serial-Concatenate}(\alpha, e) \), and compute its \textit{moSet}(\( \beta \));
7: calculate the total utility and \textit{EWU} of \( \beta \) based on \( S' \) and \textit{moSet}(\( \beta \));
8: if \textit{EWU}(\( \beta \)) \( \geq \text{the minUtil}_{\text{current}} \) then
9: call \textit{RUC}(\( \beta \), \( k \));
10: call \textit{Span-SimultHUE}(\( \beta \), \( S' \), \( \textit{MTD} \), \( k \));
11: call \textit{Span-SerialHUE}(\( \beta \), \( S' \), \( \textit{MTD} \), \( k \));
end if
13: end for
14: return top-\( k \) HUES

V. EXPERIMENTAL STUDY

We conducted experiments on several real-world and synthetic datasets to evaluate the performance of our proposed THUE algorithm. All experiments were performed on a workstation with a 3.0-GHz Intel Core processor and 16 GB of memory, running on Windows 10 Home Edition (64-bit operating system). For the effectiveness evaluation, we compared THUE with the state-of-the-art algorithm TUP [18]. We implemented the algorithms in Java using JDK 14; and Rathore et al. [18] have provided the source code of TUP. The details of the extensive experiments are given in the following sections.

For a more comprehensive analysis of THUE performance, we designed three versions of the designed THUE algorithm in our experiments: 1) THUE_{ewu} denotes the proposed algorithm without the RIU raising threshold strategy (see Strategy 3 in Section 4.3); 2) THUE_{rus} denotes adopting the RUS strategy,
but does not utilize the optimized EWU pruning strategy; and 3) THUE is the complete algorithm that utilizes all strategies.

A. Datasets and Data Preprocessing

First, we verified THUE on four datasets, including one synthetic dataset T10I4D100K and three real-world datasets (Retail, Foodmart, and Chainstore). These datasets represent the main categories of data with varied features in real-world scenarios. It should be noted that all these datasets were transactional databases. However, they can also be regarded as a long complex event sequence by considering each item as an event, and each transaction is a simultaneous event set at any timestamp. It should be noted that the larger dataset will require more time. What’s worse, our equipment has small memory, so the result value will be huge. For all datasets except Foodmart, we took the first 10,000 transactions as experimental testing. If not explicitly specified, we always fix the maximum time duration (MTD) parameter to 2 for our experiments. The characteristics of the datasets above are described in Table VII.

| Dataset     | #Trans | Avg.length | #Items | Type     |
|-------------|--------|------------|--------|----------|
| Retail      | 10,000 | 5.2        | 16,470 | Sparse   |
| Foodmart    | 4,141  | 4.4        | 1,559  | Sparse   |
| T10I4D100K  | 10,000 | 10         | 870    | Sparse   |
| Chainstore  | 10,000 | 7          | 46,085 | Sparse   |

More details of these datasets can be found in the SPMF open-source library. All the datasets have been published and are available to researchers. Similar to previous studies [18], [22], we use a simulation method to randomly generate the internal and external utilities in datasets, except Foodmart and T10I4D100K, as follows: 1) generate the internal utility (in the range of 1 to 5) for each item in every transaction; 2) set the external utility for each item (in the range of 1 to 5) for each item in every transaction; and T10I4D100K dataset contained negative items. Therefore, we only take absolute values as a new dataset and do not change its structure. We test each method and show the final results (i.e., runtime and memory consumption). When the runtime exceeds 10,000 s or out of memory, we suppose that there is no result of the experimental algorithm. Thus, the results of related patterns are marked as “.” in tables and “0” in figures. In particular, it should be noted that TUP cannot obtain results within 10,000 s in most datasets because of the huge episodes generated and its inefficiency. Thus, most of its test results are marked as “-” and we mainly analyze the performance of the other three algorithms.

B. Effectiveness Evaluation

As shown in Fig. 2, the tendency of the candidate generation is very clear. We use the running example as a case study to evaluate the generation candidates during the mining process discovered by the state-of-the-art TUP [18], THUEewu, THUERUS, and THUE algorithms. The mining results from the event sequence in four (Retail, T10I4D100K, Chainstore, and Foodmart) datasets are plotted in Table VIII. It is first observed that as $k$ increases, the number of candidates generated also increases. This is reasonable because as more episodes are found, more episodes are considered as potential HUEs before minUtil updates. The number of candidates generated represents the efficiency of the algorithm. According to obverse candidate information, we can initially deduce which one requires less runtime and memory consumption than the other comparison algorithms. Furthermore, the worst algorithm can also be easily identified. For instance, in Table VIII it is easy to observe that TUP produces 490,214 candidates, while the others produce 7,947, 240,288, and 7,887, respectively. It always runs overtime or is out of memory in the other experiments. Thus, we suppose that TUP is the worst algorithm, and our proposed novel algorithm works better than TUP.

Second, both TUP and THUEewu fail to quickly extract the complete true high-utility episodes from the event sequence. For example, the average quantity of candidate TUP products is more than 30 times that of THUE in Foodmart. This is because TUP computes the original EWU upper bound and does not consider removing the overlapping utilities at T. In contrast, the pruning strategy 1 based on the optimized EWU that THUE adopts cuts many low-utility episodes to avoid extending those nodes. At the same time, THUEewu produces almost the same number as TUP in the other datasets. For instance, in the Retail and Chainstore datasets, both run overtime, even when $k$ is the smallest. The reason for this is that the user-specified variable $k$ is too small, and the magnitude of the $k$ values does not change much after the mining process. Furthermore, THUE and THUEewu both adopt Strategies 3 and 4, the threshold is raised significantly before searching the LS-tree, and the difference between the number of candidates generated is not very large (less than 1,000). Although THUEewu also utilizes efficient raising strategies, it still runs overtime in T10I4D100K ($k = 25, 30$) and Chainstore ($k = 9, 11$). An explanation for this is provided in the next subsection.

C. Runtime Analysis

A runtime analysis is introduced in this subsection. “Runtime” indicates the tested running time of each variant of the THUE algorithm, by varying $k$. Note that the scale of runtime is in seconds. In Fig. 3 it can be observed that the performance of TUP is the worst among all the algorithms. This always runs overtime in our experiments. This is because TUP does not utilize efficient increasing threshold strategies before constructing $l$-episodes ($l \geq 2$); it also spends too much time searching HUEs. In addition, the complexity of concatenation operations in sequence data-mining algorithms has become more difficult.

We can also learn from each sub-figure that the total execution time of each compared algorithm is highly related to the values of $k$. Although we set $k$ to be very small (e.g., 1, 3,
In the case of T10I4D100K, as shown in Fig. 3(d), we can observe the difference of the execution time between THUE and THUE_{rus} and its trend. When \( k \) is set to 20 on the T10I4D100K dataset, THUE_{rus} requires approximately twice as much time as THUE.

Fig. 3(a) shows that as the \( k \) values become larger, the advantage of the optimized EWU pruning strategy is gradually revealed. THUE_{rus}, which does not adopt the optimized EWU technique, requires three times the cost of THUE and THUE_{ewu}. As shown in Fig. 2(a), THUE_{rus} often generates over one million candidates, while THUE produces 10,000.

We should point out that especially for the dataset where the average transaction length is large, a high \( k \) can dramatically increase the running time. In addition, small changes around the \( MTD \) may have a noticeable effect on the runtime, as shown in Fig. 6.

### D. Memory Cost Analysis

In this series of experiments, we evaluate the memory consumption performance of our proposed algorithms with different \( k \) values for mining HUEs. Fig. 4 shows the memory consumption under varying the \( k \) with the fixed size of the target datasets. We then analyze the memory cost performance of our proposed algorithms. It should be pointed out that the missing values represent runtime exceeding 10,000 s and learning the corresponding records, as shown in Fig. 3.

In the Chainstore dataset, TUP, THUE_{ewu}, and THUE_{rus} always run overtime because we can see that the memory consumption of THUE increases rapidly after \( k = 7 \). The reason for this is a feature of the dataset. In the Foodmart

| Dataset      | Algorithm | \# Candidates when varying \( k \) with MTD = 2 |
|--------------|-----------|--------------------------------------------|
| Retail       | TUP       | -                                          |
|              | THUE_{ewu} | -                                          |
|              | THUE_{rus} | -                                          |
|              | THUE      | 3,910 3,942 3,925 4,190 4,585 5,203        |
| T10I4D100K   | TUP       | -                                          |
|              | THUE_{ewu} | -                                          |
|              | THUE_{rus} | -                                          |
|              | THUE      | 1,878 1,994 1,431 2,705                      |
| Chainstore   | TUP       | -                                          |
|              | THUE_{ewu} | -                                          |
|              | THUE_{rus} | -                                          |
|              | THUE      | 1,169 1,799 2,366 2,970 3,585 4,221        |
| Foodmart     | TUP       | 400,214 760,297 963,478 1,175,065 1,284,491 1,390,113 |
|              | THUE_{ewu} | 7,047 20,253 31,569 42,007 51,806 61,212 |
|              | THUE_{rus} | 240,268 644,969 834,477 1,067,027 1,225,352 1,318,996 |
|              | THUE      | 7,887 20,241 31,569 42,007 51,806 61,212 |

5, etc.), THUE still requires thousands of seconds of runtime, except for the results shown in Fig. 3(a). In addition, the differences in the runtime of the three comparison algorithms were mainly related to the amount of generated promising episodes. For example, in Fig. 3(c), the runtime increases from approximately 2,000 s to 10,000 s, while \( k \) grows from 5 to 25. When \( k = 25 \), THUE requires nearly 10,000 s; then, we suppose that THUE must be overtime when \( k = 30 \). Therefore, it is easy to understand why THUE_{rus} can only obtain a few results at the same time.
dataset, it seems that TUP consumes much less memory than the other algorithms under varying k. However, in Fig. 3(a), we can observe that TUP has the highest runtime. Table IX shows that the final thresholds are always less than those of the other algorithms. Except for the Foodmart dataset, the results of the memory consumption of the algorithms are directly related to the number of candidates they generate. Table IX provides the details.

Note that, except for Chainstore, the memory consumption of THUE does not seem to be very good. For example, THUE always requires more memory than THUEewu under varying k in retail. Furthermore, THUE is the only one that can obtain all results with different k parameters in all datasets. The others often run overtime with no output. As shown in Fig. 2 and Fig. 3, THUE can speed up processing when spanning the LS-tree and reduce intermediate candidate patterns significantly. In our candidate experiments, the THUE algorithm performed best in all datasets.

### E. Threshold Comparison

Fig. 3 shows the initial minUtil comparison between TUP and THUE. And Table IX lists the detail changes of minUtil after the Foodmart and T10I4D100K datasets experiment. “Initial” represents minUtil, where the algorithms first use the increasing threshold strategy after scanning the dataset. “End” means the last minUtil value when experiment is terminated. We discover that more HUEs, initial and final minUtil, are continuously decreasing because the value of k increases. Compared with the initial and final minUtil, THUE increases up to one order of magnitude. We find that the final minUtil of TUP is slightly less than that of the other algorithms in the first row (Foodmart dataset). The reason may be a bug in the TUP or other uncontrollable factors, and this scenario does not affect our analysis of the results. THUEewu utilizes the same raising threshold methods of TUP, and thus the initial minUtil values are always equal.

In the second row of Table IX (T10I4D100K dataset), when k is set to 5, the gap between the initial minUtil of TUP and THUE is so large that TUP runs overtime, and later we do not need to continue to test TUP. There is another interesting scene where THUEewu has the same final minUtil when k is 5 and 10, respectively. We believe that THUEewu only adopts the RTU and RUC strategies, which cannot increase the threshold rapidly, and this will make some final minUtil values inaccurate. Because the value of k is small, we can also observe that minUtil of THUE does not change significantly. In fact, most HUEs are 1-episode because of the large initial minUtil.

### TABLE IX

| Dataset        | Algorithm  | k | Initial | 500  | 1000  | 1500  | 2000  | 2500  | 3000  |
|----------------|------------|---|---------|------|-------|-------|-------|-------|-------|
|                | TUP        |   |         |      |       |       |       |       |       |
|                | Initial    |   | 4,843   | 4,114| 3,453 | 2,854 | 2,494 | 2,114 | 1,755 |
|                | End        |   | 12,284  | 12,023| 11,860| 11,741| 11,647| 11,573| 11,530|
|                | THUEewu    |   | 4,887   | 4,114| 3,493 | 2,834 | 2,404 | 2,114 | 1,715 |
|                | Initial    |   | 12,516  | 12,165| 11,937| 11,802| 11,698| 11,614| 11,561|
|                | TUP        |   | 9,272   | 5,544| 3,455 | 2,856 | 2,357 | 2,037 | 1,792 |
|                | Initial    |   | 12,516  | 12,165| 11,937| 11,802| 11,698| 11,614| 11,561|
|                | THUE       |   | 9,272   | 5,544| 3,455 | 2,856 | 2,357 | 2,037 | 1,792 |
|                | Initial    |   | 12,516  | 12,165| 11,937| 11,802| 11,698| 11,614| 11,561|
|                | TUP        |   |         |      |       |       |       |       |       |
|                | Initial    |   | 9,272   | 5,544| 3,455 | 2,856 | 2,357 | 2,037 | 1,792 |
|                | End        |   | 17,410  | 12,600| 11,418| 10,030| 9,660 | 8,808 | 6,972 |
|                | THUEewu    |   | 9,272   | 5,544| 3,455 | 2,856 | 2,357 | 2,037 | 1,792 |
|                | Initial    |   | 17,410  | 12,600| 11,418| 10,030| 9,660 | 8,808 | 6,972 |
|                | End        |   | 17,410  | 12,600| 11,418| 10,030| 9,660 | 8,808 | 6,972 |

Fig. 5. Initial minUtil for various values of k.
F. Scalability Test

The most significant problem of HUEM is that it is more computationally efficient because of the long event sequence. Fig. 6 shows the results regarding the scalability of comparison between TUP and THUE with different MTDs (from 2 to 6) in a complex event sequence. We selected Foodmart as the test dataset, and parameter $k$ was set to 1,000. It is shown that the execution time changes slightly with respect to varying MTDs. As the memory cost increases, the number of intermediate candidates increases very slowly. Compared to the performance of TUP, the memory consumption is less than THUE, whereas the quantity of intermediate candidates and runtime cost has a huge gap in THUE. Also note that the execution time of TUP decreases gradually. With a fixed $k$ and dataset, we refer to the larger MTD value and the smaller episodes minUtil. We can clearly see that the final minUtil gradually increases, and thus may prune more low-utility episodes more easily.

![Fig. 6. Scalability test with different MTD.](image)

VI. CONCLUSION

In this study, we incorporated the concept of top-$k$ high-utility episode mining. Because of the complexity of episode concatenation, candidate generation is a challenge that cannot be ignored. The novel algorithm THUE was updated using the UMEpi algorithm. We utilized some automatic minimal utility raising strategies (RUS and RUC), and combined them with the powerful pruning strategy, which is based on optimized episode-weighted utilization (EWU). Extensive experiments on some synthetic and real-world datasets demonstrated that THUE improves episode mining efficiently and cuts many unnecessary operations. According to the top $k$ idea, users can avoid wasting a lot of time to find a proper minimum utility threshold.

In future work, we would like to discover other types of episodes, such as parallel and closed episodes. Furthermore, we plan to design several more useful minUtil strategies to obtain better performance. Finally, the design of a distributed model of THUE is also interesting and challenging.
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