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Abstract
We introduce Lagrangian mean curvature flow with boundary in Calabi–Yau manifolds by defining a natural mixed Dirichlet-Neumann boundary condition, and prove that under this flow, the Lagrangian condition is preserved. We also study in detail the flow of equivariant Lagrangian discs with boundary on the Lawlor neck and the self-shrinking Clifford torus, and demonstrate long-time existence and convergence of the flow in the first instance and of the rescaled flow in the second.

Mathematics Subject Classification 53C44 · 53D12 · 35K20

1 Introduction
The foundational result of Lagrangian mean curvature flow is that in Calabi–Yau manifolds, mean curvature flow preserves closed Lagrangian submanifolds (see the work of Smoczyk [28]). It is natural then to ask whether this can be generalised to submanifolds with boundary. Equivalently, what is a well-defined boundary condition for Lagrangian mean curvature flow? In this paper we answer this question, and show that the resulting flow exhibits good behaviour in some model situations.

The Thomas–Yau conjecture [33] proposes that any graded Lagrangian $L^n$ in a Calabi–Yau manifold $\mathcal{Y}^{2n}$ satisfying a stability condition flows to the unique special Lagrangian in its Hamiltonian isotopy class. The counter-example of Neves [22] makes it clear that singularities can occur in general, however these constructions are not almost-calibrated (and therefore not stable). Updated versions of the conjecture were presented by Joyce in [14]. Joyce suggests working in an isomorphism class of a conjectural enlarged version of...
the derived Fukaya category $D^b \mathcal{F}(M)$ rather than the Hamiltonian isotopy class of $L$. In particular, the standard derived Fukaya category (as developed by Fukaya–Oh–Ohta–Ono [10] and Seidel [27]) should be expanded to include immersed and singular Lagrangians.

In order to work within this category, it is necessary to work with a larger class of Lagrangian mean curvature flows than have been previously considered. A full generalisation would include flows of Lagrangian networks (see [20] for the equiangular 1-dimensional version of this phenomenon). In this paper, we focus on one initial direction for this generalisation, namely by specifying a boundary condition for a Lagrangian mean curvature flow on another Lagrangian mean curvature flow $L_t$ on another Lagrangian mean curvature flow $\Sigma_t$; this corresponds to the network case where one of the angles is $\pi$.

Boundary conditions which preserve the Lagrangian condition are exceptional; standard Dirichlet and Neumann conditions do not have this property. We provide the first example of such a boundary condition. One might be tempted to consider instead boundary conditions on a potential function, but these are not natural on a geometric level. For a Lagrangian such a boundary condition. One might be tempted to consider instead boundary conditions Dirichlet and Neumann conditions do not have this property. We provide the first example of one of the angles is $\pi$.

In order for the Lagrangian condition to be preserved, it is in fact necessary for the boundary Lagrangian submanifold to be moving by mean curvature flow. Only in this case are we able to show that enough of the symmetry of the second fundamental form of the boundary is inherited by the flow, which is required for the flow to remain Lagrangian. The fact that this works is quite remarkable!

Although no work has been done on Lagrangian mean curvature flow with boundary conditions (other than curve-shortening flow), an alternative boundary condition has been studied by Butscher [3,4] for the related elliptic case of special Lagrangians with boundary on a codimension 2 symplectic submanifold. Boundary conditions for codimension 1 mean curvature flow have been considered in a variety of contexts, for example by Ecker [5], Priwitzer [24] and Thorpe [34] in the Dirichlet case, by Buckland [2], Edelen [7,8], Huisken [13], Lambert [16,17], Lira–Wanderley [19], Stahl [31,32] and Wheeler [37,38] in the Neumann case, and by Wheeler–Wheeler [36] in a mixed Dirichlet Neumann case.

Consider a family of immersed compact-with-boundary Lagrangian submanifolds $F_t : L^n \to \mathcal{Y}$, and an immersed Lagrangian mean curvature flow $\Sigma_t$ in $\mathcal{Y}$ for $t \in [0, T_\Sigma)$. Denote $L_t := F_t(L^n)$, and suppose that $\partial L_t \subset \Sigma_t$; this may be thought of as $(n − 1)$-Dirichlet boundary conditions for the mean curvature flow problem on $L_t$. For the final boundary condition, we fix the difference between the Lagrangian angles of $\Sigma_t$ and $L_t$ on $\partial L_t$. We now have a well-posed boundary value problem:

\[
\begin{align*}
\left( \frac{d}{dt} F(x, t) \right)^{NL} &= H(x, t) & \text{for all } (x, t) \in L^n \times [0, T) \\
F(x, 0) &= F_0(x) & \text{for all } x \in L^n \\
\partial L_t &\subset \Sigma_t & \text{for all } t \in [0, T) \\
e^{i(\tilde{\theta} - \theta)}(x, t) &= ie^{i\alpha} & \text{for all } (x, t) \in \partial L^n \times [0, T),
\end{align*}
\]

(1)

where $NL$ is the normal bundle of $L$, $\theta$ and $\tilde{\theta}$ are the Lagrangian angles of $L$ and $\Sigma$ respectively, and $\alpha \in (-\pi/2, \pi/2)$ is a constant angle. In the case where $\Sigma_2$ and $L_t$ are zero-Maslov, the final condition may be written as $\tilde{\theta} - \theta = \alpha + \frac{\pi}{2}$. Our main theorem concerns existence and uniqueness of solutions to (1), as well as preservation of the Lagrangian condition.
Theorem 1 Let $\Sigma$ be a smooth oriented Lagrangian mean curvature flow and suppose that $L_0$ is an oriented smooth compact Lagrangian with boundary which satisfies the boundary conditions in (1). Then there exists a $T \in (0, T_\Sigma]$ such that a unique solution of (1) exists for $t \in [0, T)$ which is smooth for $t > 0$. Furthermore, if $T < \infty$, at time $T$ at least one of the following hold:

(a) Boundary flow curvature singularity: $\sup_{\Sigma_t} |H|^2 \to \infty$ as $t \to T$.
(b) Flowing curvature singularity: $\sup_{L_t} |H|^2 \to \infty$ as $t \to T$.
(c) Boundary injectivity singularity: The boundary injectivity radius of $\partial L_t$ in $L_t$ converges to zero as $t \to T$.

Furthermore $F_t(L)$ is Lagrangian for all $t \in (0, T)$.

Remark 1 Whilst a) and b) in Theorem 1 are standard singularities, the boundary injectivity singularity is new and a result of the flowing boundary condition.

A priori, the Lagrangian angle is not well-defined for $L_t$ for $t > 0$ since the mean curvature flow does not necessarily preserve the Lagrangian condition. We therefore generalise the Neumann boundary condition in Eq. (1) to a statement that holds for any totally real $n$-dimensional manifold $M$ intersecting along an $(n - 1)$-dimensional manifold, see Eq. (7) in Sect. 3. In the case $M_t = L_t$ is Lagrangian, (7) and (1) are equivalent.

Theorem 1 is proven in two parts. Firstly, in Sect. 4, we show that a solution to (7) with Lagrangian initial condition remains Lagrangian. If we denote by $\omega := \omega|_{L}$ the restriction of the ambient Kähler form to $M_t$, then by a careful analysis of the boundary condition we are able to apply a maximum principle to estimate the rate of increase of $|\omega|^2$ in terms of its initial value. Since the initial condition is Lagrangian, this implies that $|\omega|^2$ is identically zero. For the case of a Lagrangian $L$ without boundary, this was shown by Smoczyk in [28].

We postpone the proof of short-time existence and uniqueness for (7) to Sect. 6, see Theorem 8. The mixed Dirichlet–Neumann boundary conditions are not well covered in the literature and so we provide a full exposition.

To illustrate the behaviour of the flow, in Sect. 5 we examine the particular case of $S^1$-equivariant Lagrangian submanifolds of $\mathbb{C}^2$. The symmetry assumption reduces the PDE problem (1) (describing the codimension 2 flow of a Lagrangian $L \subset \mathbb{C}^2$) to a codimension 1 flow of a ‘profile curve’ $\gamma \subset \mathbb{C}$, allowing for easier analysis. Such flows have been studied for ordinary LMCF - see for example [9,12,26,39].

One natural choice of boundary manifold in this setting is the Lawlor neck $\Sigma_{Law}$ (see Example 1 and Fig. 1). It is the only non-flat equivariant special (minimal) Lagrangian in $\mathbb{C}^2$, and is therefore static under the mean curvature flow; this makes it a good choice of boundary manifold for our flow. We prove that any solution to (1) satisfying the almost-calibrated
Fig. 2  a The profile curve of a rescaled LMCF with boundary on the Clifford torus, $\alpha = 0$.  b The profile curve of a rescaled LMCF with boundary on the Clifford torus, $\alpha = -\frac{2\pi}{5}$.

condition (defined in Sect. 2) with boundary on the static Lawlor neck exists for all time and converges smoothly to a special Lagrangian. A similar result for the boundaryless case was proven in [39], in which it was shown that equivariant Lagrangian planes flowing by mean curvature satisfying the almost-calibrated condition do not form finite-time singularities.

**Theorem 2** Let $F_0$ be an almost-calibrated $S^1$-equivariant Lagrangian embedding of the disc $D^2$ into $\mathbb{C}^2$ with boundary on the static Lawlor neck, $\Sigma_{\text{Law}}$, such that the Lagrangian angle of $L_0$, $\theta_0$, satisfies $\theta_0|_{\partial L_0} = -\alpha$. Then there exists a unique, immortal solution to the LMCF problem 1, and it converges smoothly in infinite time to a special Lagrangian disc.

Another natural choice of boundary manifold is the Clifford torus (see Example 2 and Fig. 2). The symmetry of the Clifford torus is preserved under mean curvature flow, so it is a self-shrinking solution, and is static under the rescaled flow (defined in Sect. 5.3). Here, the condition $\theta - 2 \text{ arg}(\gamma) \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon)$ is a natural preserved condition to consider in place of the almost-calibrated condition, as $\theta - 2 \text{ arg}(\gamma)$ always vanishes on the boundary. Given this condition, we show a long-time existence and convergence result for the rescaled flow in the $\alpha = 0$ case, as depicted in Fig. 2a.

**Theorem 3** Let $\tilde{F}_0 : D \to \mathbb{C}$ be an $S^1$-equivariant Lagrangian embedding of a disc $D$, with boundary on the Clifford torus, $\Sigma_{\text{Cliff}}$. Assume that its Lagrangian angle $\tilde{\theta}_0$ satisfies

$$\tilde{\theta}_0(s) - 2 \text{ arg}(\tilde{\gamma}_0(s)) \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon)$$

for some $\varepsilon > 0$, and that $\tilde{\theta}_0 - 2 \text{ arg}(\tilde{\gamma}_0) = 0$ on $\partial L_0$. Then there exists a unique, eternal solution to the rescaled LMCF problem 7 (corresponding to (1) with $\alpha = 0$), which converges smoothly in infinite time to a special Lagrangian disc.

In the case of the Clifford torus, numerical evidence suggests that a rescaled solution of (1) with $\alpha \neq 0$ exists for all time and converges to a unique rotating soliton—see Fig. 2b.
2 Preliminaries

A Kähler manifold \((\mathcal{Y}^{2n}, \bar{g}, \bar{\omega}, J)\) is said to be a \textit{Calabi–Yau} manifold if it is Ricci-flat. On such a manifold, there exists an everywhere non-zero holomorphic \(n\)-form \(\Upsilon\) on \(\mathcal{Y}\) such that \(\text{Re}(\Upsilon)\) is a calibration.

An \(n\)-dimensional submanifold \(F : L^n \rightarrow \mathcal{Y}\) is then called \textit{Lagrangian} if \(\omega := F^*\bar{\omega} = 0\). It is well-known that

\[ \Upsilon|_L = e^{i\theta} \text{vol}_L, \]

for some multi-valued function \(\theta : L \rightarrow \mathbb{R}/2\pi\mathbb{Z}\) called the Lagrangian angle. Lagrangian submanifolds have the additional property that the almost-complex structure \(J\) is an isometry between the tangent and normal bundles of \(L\), and this isomorphism leads to the remarkable fact that the mean curvature \(H\) of \(L\) is described by the Lagrangian angle:

\[ H = J\nabla \theta. \]

(2)

If \(\theta\) is constant, then \(L\) is minimal since it is calibrated by \(\text{Re}(e^{i\theta}\Upsilon)\). Such minimal Lagrangians are known as \textit{special Lagrangians}. Furthermore, (2) implies that deforming a Lagrangian in the direction of its mean curvature is a Hamiltonian deformation, and raises the possibility that mean curvature flow preserves the Lagrangian condition. In [28], Smoczyk applied the parabolic maximum principle to \(|\omega|^2\), concluding that if \(L_t\) is a mean curvature flow with \(L_0\) a closed Lagrangian submanifold, then \(L_t\) is Lagrangian for all time.

If \(\theta\) is a single-valued function on \(L\) then \(L\) is called \textit{zero-Maslov}, and if furthermore the condition

\[ \cos(\theta) > \varepsilon > 0 \]

holds, it is called \textit{almost-calibrated}. Since under the mean curvature flow, \(\theta\) satisfies the heat equation

\[ \frac{d}{dt}\theta = \Delta \theta, \]

locally, this implies that both almost-calibrated and zero-Maslov are preserved classes under mean curvature flow (without boundary).

A particular class of Lagrangian submanifolds which we shall investigate further in Sect. 5 is that of \textit{equivariant} Lagrangians in \(\mathbb{C}^2\). If we consider \(\mathcal{Y} = \mathbb{C}^2\) with the standard Kähler structure, then \(\mathcal{Y}\) is Calabi–Yau with \(\Upsilon = dz_1 \wedge \cdots \wedge dz_n\). A Lagrangian \(L \subset \mathbb{C}^2\) is said to be \textit{equivariant} if there exists a profile curve on a one-dimensional manifold \(U\),

\[ \gamma(s) := (x(s), y(s)) \in \mathbb{C}, \]

such that the Lagrangian can be parametrised as

\[ L : U \times S^1 \rightarrow \mathbb{C}^2 \]

\[ L(s, \psi) = (x(s) + iy(s)) (\cos(\psi), \sin(\psi)) \in \mathbb{C}^2. \]

In fact, if the submanifold can be parametrised in this way, then it must be a Lagrangian submanifold. Mean curvature flow of equivariant submanifolds is particularly nice as it can be reduced to the study of the equivariant flow of the profile curve \(\gamma\), given by

\[ \frac{\partial \gamma}{\partial t} = k - \frac{\gamma}{|\gamma|^2}. \]

(3)
where \( k \) is the curvature vector of the profile curve. Note that the profile curve is symmetric across the origin by the equivariance. Two important examples of equivariant Lagrangians are the following:

**Example 1** The Lawlor neck, \( \Sigma_{\text{Law}} \subset \mathbb{C}^2 \), is an equivariant special Lagrangian, whose profile curve is a hyperbola, 
\[
\sigma_{\text{Law}} : \mathbb{R} \to \mathbb{C}, \quad \sigma_{\text{Law}}(s) := (\cosh(s), \sinh(s)).
\]
We note that in our definition, the Lawlor neck has constant Lagrangian angle equal to \( \frac{\pi}{2} \).

**Example 2** The Clifford torus, \( \Sigma_{\text{Cliff}} \subset \mathbb{C}^2 \), is an equivariant surface whose profile curve is a circle or radius 2,
\[
\sigma_{\text{Cliff}} : S^1 \to \mathbb{C}, \quad \sigma_{\text{Cliff}}(s) := (2 \cos(s), 2 \sin(s)).
\]
A short calculation indicates that the Clifford torus satisfies the mean curvature flow self shrinker equation.

The Lagrangian angle is particularly simple for equivariant Lagrangians \( L \) away from the origin:
\[
\theta = (n - 1) \arg \gamma + \arg \gamma', \quad (4)
\]
note it does not depend on the spherical parameter \( \psi \) but only the parameter along the profile curve.

### 2.1 Notation and standard facts

We employ the following notational conventions throughout this paper. \( M_t \) will always be a mean curvature flow with boundary on a Lagrangian mean curvature flow \( \Sigma_t \), all in a Calabi–Yau manifold \( \mathcal{Y} \). We shall write \( L_t = M_t \) only when we have proven the Lagrangian condition is preserved. We shall frequently suppress the subscript \( t \) when the meaning is clear.

We distinguish between quantities on each by diacritical marks: for instance, the ambient connection on \( \mathcal{Y} \) is \( \nabla \), the induced connection on \( M \) or \( L \) is \( \tilde{\nabla} \), and the induced connection on \( \Sigma \) is \( \tilde{\nabla} \). We extend this convention in the natural way to other quantities such as the second fundamental form and the mean curvature. For any submanifold \( Z \in \mathcal{Y}, p \in Z \) and a general vector \( V \in T_p \mathcal{Y} \) we will denote orthogonal projection of \( V \) onto the tangent space and normal space of \( Z \) by \( V|_Z \) and \( V|_N \) respectively. Finally, throughout we will use the Einstein summation convention, where we assume that lower case Roman letters sum \( 1 \leq i, k, \ldots \leq n \) and upper case Roman letters sum \( 1 \leq I, K, \ldots \leq n - 1 \).

We also include here for convenience a few basic definitions from differential geometry. Given tangent vector fields \( X \) and \( Y \) on \( M \) we define the second fundamental form of \( M \) by
\[
\tilde{II}(X, Y) = \left( \tilde{\nabla}_X Y \right)^{NM}.
\]
We note that since \( \Sigma_t \) is Lagrangian as above we have that
\[
\langle \tilde{II}(X, Y), JZ \rangle = \langle \tilde{II}(X, Z), JY \rangle,
\]
where \( X, Y, Z \in T \Sigma_t \).

Let \( \mu \) be the outward pointing unit vector to \( \partial M \). For \( p \in \partial M \) let \( \gamma_p(s) \) be the unit speed geodesic starting at \( p \in \partial M \) with tangent vector \( -\mu(p) \). We define the boundary injectivity radius to be
\[
inj_{\partial M} = \sup \{ \lambda > 0 \mid (p, s) \mapsto \gamma_p(s) \text{ is injective on } \partial M \times [0, \lambda] \}.
\]
Note that if $M$ is compact, then $\text{inj}_{\delta M} > 0$.

### 3 The boundary condition

Let $\Sigma^r, t \in [0, T)$ be a Lagrangian mean curvature flow in $\mathcal{Y}^{2n}$. In this section, we generalise (1) to a boundary problem that holds for any $M^r$, not necessarily Lagrangian, with $\partial M_t \subset \Sigma_t$.

Suppose that $M$ satisfies the Dirichlet boundary condition above. This implies that at any point $p \in \partial M$, there exists tangent vectors $e_1, \ldots, e_{n-1}$ of $T_p \partial M$, $\mu \in T_p M$ and $\nu \in T_p \Sigma$ so that $\{e_1, \ldots, e_{n-1}, \mu\}$ is an orthonormal basis of $T_p M$ and $\{e_1, \ldots, e_{n-1}, \nu\}$ is an orthonormal basis of $T_p \Sigma$. By the Lagrangian condition, $\{e_1, \ldots, e_{n-1}, \nu, Je_1, \ldots, Je_{n-1}, J\nu\}$ is an orthonormal basis for $T_p \mathcal{Y}$, and therefore $\mu$ is of the form

$$\mu = \tau + \langle v, \mu \rangle v + \langle Jv, \mu \rangle Jv,$$

where $\tau = \tau^I J e_I \in \text{span}\{Je_1, \ldots, Je_{n-1}\}$. This yields that the Calabi–Yau form $\Upsilon$ relative to $T_p \Sigma$ restricted to $T_p M$ is

$$\Upsilon|_{T_p M} = \Upsilon(e_1, \ldots, e_{n-1}, \mu) = \det \left( I \quad i \tau^I \right) \quad \text{so that} \quad \langle v, \mu \rangle = \tan \alpha \langle Jv, \mu \rangle.$$

If both $\Sigma_t$ and $M_t$ are Lagrangian manifolds this corresponds to a phase difference of $ie^{i\alpha}$ or $ie^{i\alpha} = e^{i(\beta - \theta)}$.

**Remark 2** Although it is beyond the scope of this paper, we believe that an analogous boundary condition could be defined in the non-Ricci-flat setting since we have only used the existence of a relative Calabi–Yau form. Hence the results of this paper should be applicable with some modification to Lagrangian mean curvature flows in general Kähler–Einstein manifolds.

Let $F : M^n \times [0, T) \to \mathcal{Y}$ be a one parameter family of immersions, and write $M_t = F(M, t)$. We define a reparametrised mean curvature flow as follows:

\[
\begin{align*}
\left( \frac{d}{dt} F(x, t) \right)^{N|M} &= H(x, t) & & \text{for all } (x, t) \in M \times [0, T) \\
F(x, 0) &= F_0(x) & & \text{for all } x \in M \\
\partial M_t \subset \Sigma_t & & \text{for all } t \in [0, T) \\
\cos \alpha \langle v, \mu \rangle - \sin \alpha \langle Jv, \mu \rangle &= 0 & & \text{for all } (x, t) \in \partial M \times [0, T)
\end{align*}
\]

Note that (7) is exactly (1) when $F_t(M)$ is Lagrangian.

### 3.1 Linear algebra

For the rest of Sect. 3, we assume that $M$ satisfies the boundary conditions in (7), and that $M$ is totally real, i.e. $T_p M \cap J(T_p M) = \emptyset$. At a boundary point, we have

$$T_p \Sigma = \text{span}\{e_1, \ldots, e_{n-1}, \nu\}, \quad T_p M = \text{span}\{e_1, \ldots, e_{n-1}, \mu\},$$
and as \( \Sigma \) is a Lagrangian submanifold,
\[
N_p \Sigma = \text{span}\{J e_1, \ldots, J e_{n-1}, J \nu\}.
\]
However, since \( M \) is not Lagrangian, it is not the case that \( \{J e_1, \ldots, J e_{n-1}, J \mu\} \) is an orthonormal basis of \( N_p M \). Instead, since \( M \) is totally real, the projection of this set to the normal space \( N_p M \) is a basis. Explicitly, \( N_p M = \text{span}\{f_1, \ldots, f_n\} \), where for \( 1 \leq I \leq n-1 \),
\[
f_I = J e_I - (\langle J e_I, \mu \rangle) \mu,
\]
\[
f_n = - (\langle J \nu, \mu \rangle) \nu + (\langle J \nu, \mu \rangle) J \nu.
\]
Note that this is no longer an orthonormal basis. This yields an inner product matrix
\[
G_{ik} = \langle f_i, f_k \rangle = \left( \begin{array}{cc} \delta_{IK} - \tau^I \tau^K & 0 \\ 0 & 1 - |\tau|^2 \end{array} \right)
\]
where we write \( \tau^I = \langle \tau, J e_I \rangle = \langle \mu, J e_I \rangle \). This has inverse
\[
G^{ik} = \left( \begin{array}{cc} \delta_{IK} + \frac{\tau^I \tau^K}{1 - |\tau|^2} & 0 \\ 0 & \frac{1}{1 - |\tau|^2} \end{array} \right)
\]
We may write
\[
\mu = \mu^{N \Sigma} + \langle \nu, \mu \rangle \nu, \quad \nu = \nu^{N M} + \langle \nu, \mu \rangle \mu.
\]
Substituting back into the last terms and rearranging yields
\[
\mu = \frac{1}{1 - \langle \nu, \mu \rangle^2} \left[ \mu^{N \Sigma} + \langle \nu, \mu \rangle \nu^{N M} \right]
\]
\[
\nu = \frac{1}{1 - \langle \nu, \mu \rangle^2} \left[ \nu^{N M} + \langle \nu, \mu \rangle \mu^{N \Sigma} \right].
\]
We have that \( \tau = \tau^I J e_I \in N_p \Sigma \), and therefore
\[
\tau^{N M} = \langle \tau, f_i \rangle G^{ik} f_k = \langle \tau, f_I \rangle G^{IK} f_K = (1 - |\tau|^2) \tau^I G^{IK} f_K = \tau^I f_I = \tau - |\tau|^2 \mu
\]
\[
\nu^{N M} = \langle \nu, f_i \rangle G^{ik} f_k = - (\langle \nu, \mu \rangle \tau^I G^{IK} f_K - \frac{\langle J \nu, \mu \rangle}{1 - |\tau|^2} f_n = - \frac{\langle \nu, \mu \rangle}{1 - |\tau|^2} \tau^{N M} - \frac{\langle J \nu, \mu \rangle}{1 - |\tau|^2} \nu^{N M}.\]
In the following we will assume that the vectors \( e_1, \ldots, e_{n-1}, \mu \) and \( \nu \) are extended locally to a neighbourhood in \( U \subset \partial M_t \) of \( p \) so that at every \( q \in U \), \( \{e_1, \ldots, e_{n-1}, \mu\} \) is an orthonormal basis of \( T_q M \) and \( \{e_1, \ldots, e_{n-1}, \nu\} \) is an orthonormal basis of \( T_q \Sigma \).

### 3.2 Derivatives of the boundary conditions

In this section, we provide identities that arise by differentiating the boundary conditions.

#### 3.2.1 Dirichlet boundary condition space derivatives

We now use the Dirichlet condition to compare first order boundary derivatives.
Lemma 1  Suppose that $\Sigma$ is Lagrangian, and $M$ is a $n$-dimensional submanifold with boundary $\partial M \subset \Sigma$. At a point $p \in \partial M$, we have that for any $X, Y \in T_p\partial M$,

$$
\frac{(J v, \mu)^2}{1 - (v, \mu)^2} \langle \tilde{H}_{XY}, \tau \rangle = \langle H_{XY}, \tau \rangle + \frac{|\tau|^2}{1 - (v, \mu)^2} \left[ \langle J v, \mu \rangle \langle \tilde{H}_{XY}, J v \rangle + \langle v, \mu \rangle \langle H_{XY}, v \rangle \right].
$$

**Proof** We may write $\nabla_X Y$ in two ways, namely

$$
\nabla_X Y = \left( \tilde{H}_{XY}, J e^I \right) J e_I + \left( \tilde{H}_{XY}, J v \right) J v + \left( \nabla_X Y, e^I \right) e_I + \left( \nabla_X Y, \mu \right) \mu
$$

where the $f_i$ are the basis of $N_p M$ as above. Taking an inner product with $J e_I$, this equality yields

$$
\langle \tilde{H}_{XY}, J e_I \rangle = \langle H_{XY}, f_I \rangle + \langle \nabla_X Y, \mu \rangle \tau^I. \quad (12)
$$

Due to Eq. (8),

$$
\langle \nabla_X Y, \mu \rangle = \frac{1}{1 - (v, \mu)^2} \left[ \langle \nabla_X Y, \mu^{NS} + \langle v, \mu \rangle \nu^{NM} \rangle \right]
$$

$$
= \frac{1}{1 - (v, \mu)^2} \left[ \langle \tilde{H}_{XY}, \mu \rangle + \langle v, \mu \rangle \langle H_{XY}, v \rangle \right]. \quad (13)
$$

Equation (12) now yields

$$
\langle \tilde{H}_{XY}, \tau \rangle - \frac{|\tau|^2}{1 - (v, \mu)^2} \langle \tilde{H}_{XY}, \mu \rangle = \langle H_{XY}, \tau \rangle + \frac{|\tau|^2}{1 - (v, \mu)^2} \langle H_{XY}, v \rangle.
$$

Multiplying by $\tau^I$ and summing, we have that (using (10))

$$
\langle \tilde{H}_{XY}, \tau \rangle - \frac{|\tau|^2}{1 - (v, \mu)^2} \langle \tilde{H}_{XY}, \mu^{NS} \rangle = \langle H_{XY}, \tau \rangle + \frac{|\tau|^2}{1 - (v, \mu)^2} \langle H_{XY}, v \rangle.
$$

By (6), we have that

$$
1 - \langle v, \mu \rangle^2 - |\tau|^2 - (J v, \mu)^2 = 0, \quad (14)
$$

and hence

$$
\tau - \frac{|\tau|^2}{1 - (v, \mu)^2} (\mu - \langle v, \mu \rangle \nu) = \frac{(J v, \mu)^2}{1 - (v, \mu)^2} \tau - \frac{(J v, \mu) |\tau|^2}{1 - (v, \mu)^2} J v.
$$

Thus we conclude

$$
\frac{(J v, \mu)^2}{1 - (v, \mu)^2} \langle \tilde{H}_{XY}, \tau \rangle = \langle H_{XY}, \tau \rangle + \frac{|\tau|^2}{1 - (v, \mu)^2} \left[ \langle J v, \mu \rangle \langle \tilde{H}_{XY}, J v \rangle + \langle v, \mu \rangle \langle H_{XY}, v \rangle \right].
$$

\[ 
\Box \]

3.2.2 Dirichlet boundary condition time derivatives

We now consider time derivatives:

**Lemma 2** Let $\Sigma_t$ be a smooth solution of LMCF and $M_t$ satisfies (7). Suppose that $\partial M_t \subset \Sigma_t$ for all $t \geq 0$, then for all $t > 0$,

$$
\langle H - \tilde{H}, \tau \rangle (J v, \mu) = \langle H - \tilde{H}, J v \rangle |\tau|^2.
$$
Proof We consider a point \( p(t) = F(p^1(t), \ldots, p^n(t), t) \) such that \( p \) stays in \( \Sigma_t \) (such a point exists by assumption). Then we must have that
\[
\widetilde{H} = \left( \frac{dp}{dt} \right)^{N} = (P + H)^{N}p^{N}
\]
where \( P = \frac{\partial p^i}{\partial t} X_i \) is a tangent vector to \( M \). Fixing \( t \) and writing \( P = P^I e_I + P^\mu \mu \) we see that
\[
\langle \widetilde{H}, J e_I \rangle = \tau^I P^\mu + \langle J e_I, H \rangle,
\]
This is equivalent to the statement that
\[
H^{N} - \widetilde{H} = -P^\mu [\tau + \langle J v, \mu \rangle J v].
\]
We also see that
\[
\langle H - \widetilde{H}, \tau \rangle = -P^\mu |\tau|^2,
\]
which yields the claim.

3.2.3 Neumann boundary condition space derivatives

We will see that at a point \( p \in \partial M \) such that the Neumann boundary condition holds and \( \frac{1}{2} > |\omega|^2(p) = \max_{q \in \partial M} |\omega|^2(q) \) we have that
\[
\nabla_I \langle v, \mu \rangle = 0 = \nabla_I \langle J v, \mu \rangle.
\]
We will now investigate the implications of these equalities.

Lemma 3 Suppose that at some \( p \in \partial M \)
\[
\nabla_I \langle v, \mu \rangle = 0.
\]
Then
\[
\langle v, H_{I} \mu \rangle + \langle \mu, \tilde{H}_{I} v \rangle = 0.
\]
Proof Using \( \nabla_I \langle v, \mu \rangle = 0 \), we have
\[
0 = \langle \nabla_I v, \mu \rangle + \langle \nabla_I \mu, v \rangle
\]
and so using Eqs. (8) and (9)
\[
0 = \langle \nabla_I v^NM, \mu \rangle + \langle v, \mu \rangle \nabla_I \mu^{NS}, \mu \rangle + \langle \nabla_I \mu^{NS}, \mu \rangle + \langle v, \mu \rangle \nabla_I v^{NM}, v \rangle
\]
\[
= -\langle v, H_{I} \mu \rangle - \langle \mu, \tilde{H}_{I} v \rangle + \langle v, \mu \rangle \left[ \langle \nabla_I \mu^{NS}, \mu \rangle + \langle \nabla_I v^{NM}, v \rangle \right]
\]
\[
= -\langle v, H_{I} \mu \rangle - \langle \mu, \tilde{H}_{I} v \rangle
\]
\[
+ \frac{\langle v, \mu \rangle}{1 - \langle v, \mu \rangle^2} \left[ \langle \nabla_I \mu^{NS}, \mu \rangle + \langle v, \mu \rangle v^{NM} \right] + \langle v, \mu \rangle \left( \nabla_I \mu^{NS}, \mu \right) \mu^{NS} \rangle \]
\[
= -\langle v, H_{I} \mu \rangle - \langle \mu, \tilde{H}_{I} v \rangle
\]
\[
+ \frac{\langle v, \mu \rangle}{1 - \langle v, \mu \rangle^2} \left[ \frac{1}{2} (\nabla_I \mu^{NS} + \mu^{NS} + \langle v, \mu \rangle v^{NM} + \langle \nabla_I v^{NM}, v^{NM} + \langle v, \mu \rangle \mu^{NS} \rangle \right]
\]
\[
\]
However, we see that
\[ \left| \mu^N \right|^2 = 1 - \langle v, \mu \rangle^2 = \left| v^N \right|^2 \]
and
\[ \left( \mu^N, v^{NM} \right) = \langle \mu - \langle v, \mu \rangle v, v - \langle v, \mu \rangle \mu \rangle = (v, \mu)^2 - \langle v, \mu \rangle \]
and so the square bracket vanishes.

\[ \square \]

**Lemma 4** Suppose that at \( p \in \partial M \) we have that
\[ 0 = \nabla_I \langle v, \mu \rangle = \nabla_I (Jv, \mu) . \]

Then
\[ 0 = \langle II_{\mu}, Jv \rangle - \langle \tilde{I}I_{vv}, J\mu \rangle + \frac{1}{1 - \langle v, \mu \rangle^2} \left[ \langle II_{\sigma}, v \rangle + \langle v, \mu \rangle \langle \tilde{I}I_{\sigma}, \mu \rangle \right] , \]
where we define \( \sigma := J\tau \) to simplify notation.

**Proof** We expand the statement \( \nabla_I (Jv, \mu) = 0 \). We first note that
\[ \langle \nabla_I \mu, Jv \rangle = \left( \nabla_I \mu, (Jv)^{NM} + (Jv)^{TM} \right) = \langle II_{\mu}, Jv \rangle + \langle Jv, \mu \rangle \langle \nabla_I \mu, \mu \rangle = \langle II_{\mu}, Jv \rangle \]
as \( |\mu|^2 = 1 \). We also calculate that
\[ \langle \nabla_I v, J\mu \rangle = \left( \nabla_I v, (J\mu)^{NS} + (J\mu)^{TSS} \right) = \langle \tilde{I}I_{vv}, J\mu \rangle + \langle \nabla_I v, \sigma - \langle Jv, \mu \rangle v \rangle = \langle \tilde{I}I_{vv}, J\mu \rangle + \langle \nabla_I v, \sigma \rangle = \langle \tilde{I}I_{vv}, J\mu \rangle + \frac{1}{1 - \langle v, \mu \rangle^2} \left( \nabla_I \left( v^{NM} + \langle v, \mu \rangle \mu^{NS} \right), \sigma \right) = \langle \tilde{I}I_{vv}, J\mu \rangle - \frac{1}{1 - \langle v, \mu \rangle^2} \left[ \langle II_{\sigma}, v \rangle + \langle v, \mu \rangle \langle \tilde{I}I_{\sigma}, \mu \rangle \right] . \]

Putting these together we have that
\[ \nabla_I \langle Jv, \mu \rangle = \langle Jv, \nabla_I \mu \rangle - \langle \nabla_I v, J\mu \rangle = \langle II_{\mu}, Jv \rangle - \langle \tilde{I}I_{vv}, J\mu \rangle + \frac{1}{1 - \langle v, \mu \rangle^2} \left[ \langle II_{\sigma}, v \rangle + \langle v, \mu \rangle \langle \tilde{I}I_{\sigma}, \mu \rangle \right] . \]

\[ \square \]

### 4. Preservation of the Lagrangian condition

In this section, we prove the Lagrangian condition is preserved assuming existence of the flow (see Sect. 6).
Theorem 4  Let $\Sigma_t$ be a smooth Lagrangian mean curvature flow. Suppose $M_t$ is a solution of (7) with $M_0$ Lagrangian and $\text{inj}(\partial M_t) > \delta > 0$, for $t \in [0, T)$. Then $M_t$ is Lagrangian for all $t \in [0, T)$.

In preparation for this proof, we calculate some important quantities using the coordinate system introduced in Sect. 3. Using the Neumann boundary condition of (7),

$$
\cos \alpha \langle v, \mu \rangle - \sin \alpha \langle Jv, \mu \rangle = 0,
$$

it follows from (6) that we may write $\mu$ as

$$
\mu = \frac{\langle Jv, \mu \rangle}{\cos \alpha} (\sin \alpha v + \cos \alpha Jv) + \tau,
$$

and from (14) that we may write $|\tau|^2$ as

$$
|\tau|^2 = 1 - \frac{(\langle Jv, \mu \rangle)^2}{\cos^2 \alpha} = 1 - \frac{v^2}{\sin^2 \alpha}.
$$

Let $\omega$ be the restriction of $\bar{\omega}$ to $M$. We wish to consider $|\omega|^2 = \omega_{ik} \omega^{jk}$ where $\omega_{ik} = \langle X_i, JX_k \rangle$. Calculating on the boundary in the basis $\{e_1, \ldots, e_{n-1}, \mu\}$ of Section 3.1 we have that

$$
\omega = \begin{pmatrix}
0 & -\tau^1 \\
\vdots & \\
-\tau^{n-1} & 0
\end{pmatrix}
$$

and so at the boundary

$$
|\omega|^2 = 2|\tau|^2 = 2 - \frac{2 (\langle Jv, \mu \rangle)^2}{\cos^2 \alpha}.
$$

As a result if $|\omega|^2 < \frac{1}{2}$ at a boundary point then

$$
\frac{(\langle Jv, \mu \rangle)^2}{\cos^2 \alpha} > \frac{3}{4},
$$

and so at such a point, since $v^NM = v - \langle v, \mu \rangle \mu$

$$
\left| v^NM \right|^2 = |\mu^N\Sigma|^2 = 1 - \langle v, \mu \rangle^2 = |\tau|^2 + \langle Jv, \mu \rangle^2 > \frac{3}{4} \cos^2 \alpha > 0.
$$

Finally,

$$
\nabla_k \omega_{ij} = \langle II_{ik}, JX_j \rangle - \langle II_{jk}, JX_i \rangle,
$$

and so, remembering $\sigma = J\tau$

$$
\nabla_\mu |\omega|^2 = 2 \left[ \langle II_{ik}, JX_j \rangle - \langle II_{jk}, JX_i \rangle \right] \omega^{ij} \\
= -4 \langle II_{ik}, J\mu \rangle \tau^i + 4 \langle II_{ik}, J\mu \rangle \tau^i \\
= 4 \langle II_{ik}, J\mu \rangle + 4 \langle II_{ik}, \tau \rangle.
$$

We now prove the key estimate to prove Theorem 4.
Lemma 5 Suppose that $\Sigma_t$ satisfies LMCF and $M_t$ is a totally real solution of (7). Let $p$ be a boundary maximum of $|\omega|^2$ where $|\omega| < \frac{1}{2}$. Then we have that

$$
\nabla_\mu |\omega|^2 = 4|\omega|^2 \left[ -\tan^2 \alpha \langle II_{\mu\mu}, \tau \rangle + \frac{1 - \langle v, \mu \rangle^2}{\cos^2 \alpha} \langle H - \tilde{H}, Jv \rangle + \frac{1}{\cos^2 \alpha} \langle \tilde{H}, \tau \rangle 
+ \frac{1}{\cos^2 \alpha} \left[ \langle Jv, \mu \rangle \left( \tilde{H}^I, Jv \right) + \langle v, \mu \rangle \left( II^I, v \right) \right] 
- \tan \alpha \langle Jv, \mu \rangle \frac{1}{|\sigma|^2 (1 - \langle v, \mu \rangle^2)} \left[ \langle II_{\sigma\sigma}, \nu \rangle + \langle v, \mu \rangle \left( \tilde{H}_{\sigma\sigma}, \mu \right) \right] 
- \frac{\langle Jv, \mu \rangle}{|\sigma|^2} \left( \tilde{II}_{\sigma\sigma}, Jv \right) \right] .
$$

and in particular, if $|II| < C_M$, $|\tilde{H}| < C_\Sigma$ then there exists a constant $C = C(n, \alpha)$ so that

$$
\nabla_\mu |\omega|^2 \leq C(C_M + C_\Sigma)|\omega|^2.
$$

Proof We first prove that

$$
0 = \nabla I \langle v, \mu \rangle = \nabla I \langle Jv, \mu \rangle ; \quad (19)
$$

this will allow us to apply Lemmas 3 and 4. By (17), $p$ is a boundary maximum of $|\tau|^2$, and so by (15),

$$
0 = \frac{1}{2} \nabla_I |\tau|^2 = - \langle v, \mu \rangle \nabla_I \langle v, \mu \rangle - \langle Jv, \mu \rangle \nabla_I \langle Jv, \mu \rangle 
- \frac{\langle Jv, \mu \rangle}{\cos \alpha} \left[ \sin \alpha \nabla_I \langle v, \mu \rangle + \cos \alpha \nabla_I \langle Jv, \mu \rangle \right].
$$

By (18) we have

$$
\sin \alpha \nabla_I \langle v, \mu \rangle + \cos \alpha \nabla_I \langle Jv, \mu \rangle = 0,
$$

and differentiating (15) yields

$$
\cos \alpha \nabla_I \langle v, \mu \rangle - \sin \alpha \nabla_I \langle Jv, \mu \rangle = 0.
$$

These together imply Eq. (19).

We now wish to estimate $\frac{1}{4} \nabla_\mu |\omega|^2 = \langle II_{\sigma\mu}, J\mu \rangle + \langle II_{\mu\mu}, \tau \rangle$ at the boundary in terms of $|\omega|^2$ or equivalently $|\tau|^2 = |\sigma|^2$.

Using (15) and Lemmas 3 and 4:

$$
\langle II_{\sigma\mu}, J\mu \rangle = \langle II_{\sigma\mu}, - \langle Jv, \mu \rangle v + \langle v, \mu \rangle Jv \rangle 
= \frac{\langle Jv, \mu \rangle}{\cos \alpha} \langle II_{\sigma\mu}, - \cos \alpha v + \sin \alpha Jv \rangle 
= \frac{\langle Jv, \mu \rangle}{\cos \alpha} \langle \tilde{H}_{\sigma\nu}, \cos \alpha \mu + \sin \alpha J\mu \rangle 
- \tan \alpha \langle Jv, \mu \rangle \frac{1}{1 - \langle v, \mu \rangle^2} \left[ \langle II_{\sigma\sigma}, v \rangle + \langle v, \mu \rangle \langle \tilde{H}_{\sigma\sigma}, \mu \rangle \right].
$$
We may extract a $|\tau|^2$ from the second of these terms, so working with the first term:

$$\frac{\langle J_{\nu,\mu} \rangle}{\cos \alpha} \langle \tilde{H}_{\sigma\nu}, \cos \alpha \mu + \sin \alpha J_{\mu} \rangle$$

$$= \frac{\langle J_{\nu,\mu} \rangle}{\cos \alpha} \langle \tilde{H}_{\sigma\nu}, \cos \alpha \langle J_{\nu,\mu} \rangle J_{\nu} + \cos \alpha \langle v, \mu \rangle v \rangle - \sin \alpha \langle J_{\nu,\mu} \rangle v + \sin \alpha \langle v, \mu \rangle J_{\nu} + \cos \alpha \tau$$

$$= \frac{\langle J_{\nu,\mu} \rangle^2}{\cos^2 \alpha} \langle \tilde{H}_{\sigma\nu}, \cos^2 \alpha J_{\nu} + \sin^2 \alpha J_{\nu} + \cos^2 \alpha \tau \rangle$$

$$= \frac{\langle J_{\nu,\mu} \rangle^2}{\cos^2 \alpha} \langle \tilde{H}_{\sigma\nu}, J_{\nu} + \cos^2 \alpha \tau \rangle.$$  

Then, using (5), and Lemma 1 for the third line:

$$\frac{\langle J_{\nu,\mu} \rangle^2}{\cos^2 \alpha} \langle \tilde{H}_{\sigma\nu}, J_{\nu} + \cos^2 \alpha \tau \rangle$$

$$= -\frac{\langle J_{\nu,\mu} \rangle^2}{\cos^2 \alpha} \langle \tilde{H}_{\sigma\nu}, \tau \rangle - \langle J_{\nu,\mu} \rangle^2 \langle \tilde{H}_{\sigma\nu}, J_{\nu} \rangle$$

$$= \frac{\langle J_{\nu,\mu} \rangle^2}{\cos^2 \alpha} \langle \tilde{H}_{\sigma\nu}, \tau \rangle - \frac{\langle J_{\nu,\mu} \rangle^2}{\cos^2 \alpha} \langle \tilde{H}, \tau \rangle - \langle J_{\nu,\mu} \rangle^2 \langle \tilde{H}_{\sigma\nu}, J_{\nu} \rangle$$

$$= 1 - \frac{\langle v, \mu \rangle^2}{\cos^2 \alpha} \left( \langle H_{\nu}, \tau \rangle - \langle J_{\nu,\mu} \rangle^2 \langle \tilde{H}_{\sigma\nu}, J_{\nu} \rangle \right)$$

$$+ \frac{|\tau|^2}{\cos^2 \alpha} \left[ \langle J_{\nu,\mu} \rangle \langle \tilde{H}_{\sigma\nu}, J_{\nu} \rangle + \langle v, \mu \rangle \langle H_{\nu}, \tau \rangle \right].$$

The final two terms contain a $|\tau|^2$, so we work with only the first two terms. Using Lemma 2:

$$\frac{1 - \langle v, \mu \rangle^2}{\cos^2 \alpha} \left( \langle H_{\nu}, \tau \rangle - \langle J_{\nu,\mu} \rangle^2 \langle \tilde{H}, \tau \rangle \right)$$

$$= \frac{1 - \langle v, \mu \rangle^2}{\cos^2 \alpha} \left[ \langle H_{\nu}, \tau \rangle - \langle J_{\nu,\mu} \rangle^2 \langle \tilde{H}, \tau \rangle \right] - \frac{\langle J_{\nu,\mu} \rangle^2}{\cos^2 \alpha} \langle \tilde{H}, \tau \rangle$$

$$= \frac{1 - \langle v, \mu \rangle^2}{\cos^2 \alpha} |\tau|^2 - 1 - \frac{\langle v, \mu \rangle^2}{\cos^2 \alpha} \left| \langle H_{\nu}, \tau \rangle - \langle J_{\nu,\mu} \rangle^2 \langle \tilde{H}, \tau \rangle \right| + \frac{|\tau|^2}{\cos^2 \alpha} \langle \tilde{H}, \tau \rangle$$

Finally we note after rewriting $\langle II_{\sigma\mu}, J_{\mu} \rangle$ following all the steps as above, the coefficient of $\langle II_{\sigma\mu}, \tau \rangle$ in the overall equation for $\frac{1}{4} \nabla_{\mu} |\omega|^2$ is now

$$1 - \left( 1 - \frac{\langle v, \mu \rangle^2}{\cos^2 \alpha} \right) = -\frac{\sin^2 \alpha + \langle v, \mu \rangle^2}{\cos^2 \alpha} = -\tan^2 \alpha \left( 1 - \frac{\langle v, \mu \rangle^2}{\sin^2 \alpha} \right) = -\tan^2 \alpha |\tau|^2$$

if $\alpha \neq 0$, and vanishes in the case that $\alpha = 0$. In either case, we obtain the result.  

We now need a function $\rho$ with a bounded evolution such that $\nabla_{\mu} \rho = -1$ for all boundary points. A natural choice would be the ambient distance to $\Sigma$, but unfortunately this is not smooth at $\Sigma$ and we cannot in general avoid intersections of the interior of $M$ with $\Sigma$ due to the lack of comparison principles in higher codimension. We instead consider a function based on the intrinsic distance to $\Sigma$. 

 Springer
Lemma 6 Suppose $\Sigma_t$ satisfies LMCF and $M_t$ is a totally real solution to (7) such that there exist constants $C_{\Sigma}$ and $C_M$ so that
\[
\sup_{M \times [0,T)} |II| < C_M, \quad \sup_{\Sigma \times [0,T)} |\tilde{I}| < C_{\Sigma}.
\]
Let $\text{inj}(\partial M_t) > \delta > 0$ on $[0, T)$. Then there exists a function $\rho : M_t \rightarrow \mathbb{R}$ which is smooth and has the properties that
\[
\begin{align*}
\left(\frac{d}{dt} - \Delta\right) \rho &\leq C_\rho \text{ on } M_t, \\
\nabla_\mu \rho &= -1 \text{ on } \partial M_t,
\end{align*}
\]
where $C_\rho$ depends only on $\tilde{I}, II$, and $\delta$.

Proof Let $r(p, t) = \text{dist}^M(p, \partial M_t), r : M \times [0, T) \rightarrow \mathbb{R}$ be the intrinsic distance to the boundary. Note that $r$ satisfies $\nabla_\mu r = -1$ at the boundary. Define the collar region $U_R \subset M$ by
\[
U_R = \{ p \in M : r(p, t) \leq R, \forall t \in [0, T) \},
\]
and denote by $g_t$ the pullback metric on $U_R$ at time $t$. Since $II$ and $\tilde{II}$ are uniformly bounded, we can guarantee that $r$ is smooth on $U_R$ by choosing $R < \delta$ sufficiently small (dependent on $\tilde{II}, II$) so that $F_t(U_R)$ contains no focal or conjugate points for all times $t \in [0, T)$. We write the metric on $U_R$ as a product metric $g_t = dr^2 + g_r$, and note that since $r$ is a non-singular distance function, we have the fundamental equation
\[
\partial_r g_r = 2 \text{Hess}(r),
\]
(see for instance [23, section 3.2.4]). Since (20) is linear, the Hessian cannot blow-up on $U_R$ unless the metric degenerates. However, since $U_R$ contains no focal points, $g_r$ cannot degenerate and hence
\[
|\text{Hess}(r)| \leq C(\tilde{II}, II).
\]

We now consider the time derivative of $r$ for $r < \frac{1}{2} R$. For any $p, t$ we have that there exists a unique geodesic $\gamma_{(p,t)} : [0, 1] \rightarrow M$ such that $\ell(\gamma_{(p,t)}) = r, \gamma_{(p,t)}(0) = p$ and $\gamma_{(p,t)}(1) \in \partial M$. $\gamma_{(p,t)}$ must vary smoothly with time as otherwise it would contain conjugate points which are disallowed by the restriction of $r$. Since $\gamma_{(p,t)}(s)$ is a minimiser for the metric $g_t$ we have
\[
0 = \frac{1}{\ell(\gamma)} \int_0^1 \left\langle \frac{d\gamma'}{dt}, \gamma' \right\rangle_{g_t} ds,
\]
where for convenience we write $\gamma_{(p,t)} = \gamma$. We therefore calculate (using [30, Lemma 4]) that
\[
\left. \frac{dr}{dt} \right|_{(p,t)} = \frac{1}{\ell(\gamma)} \int_0^1 \left( \left\langle \frac{d\gamma'}{dt}, \gamma' \right\rangle_{g_t} + \frac{1}{2} \langle \gamma', \gamma' \rangle_{g_t} \frac{dg_{ik}}{dt} \right) ds \\
= -\frac{1}{\ell(\gamma)} \int_0^1 \left\langle H(\gamma), II(\gamma', \gamma') \right\rangle ds.
\]

We therefore have that for $r < \frac{1}{2} R$,
\[
\left(\frac{d}{dt} - \Delta\right) r \leq C(\tilde{II}, II)
\]
and at the boundary
\[ \nabla \mu r = -1. \]
The lemma is achieved by setting \( \rho = \eta(r) \) where \( \eta \) is a smooth cutoff function so that
\[
\begin{align*}
\eta(x) &= x \quad \text{for } x \in [0, \frac{R}{8}], \\
\eta(x) &= \frac{R}{8} \quad \text{for } x \in \left[\frac{R}{2}, \infty\right), \\
\eta'(x) &< 8 \quad \text{for } x \in \mathbb{R}, \\
\eta''(x) &\leq 0 \quad \text{for } x \in \mathbb{R}.
\end{align*}
\]
\[ \blacksquare \]

**Lemma 7** Suppose that \( \Sigma_t \) satisfies LMCF and \( M_t \) is a totally real solution of (7) on the time interval \( [0, T) \). Suppose that there exist constants \( C_M, C_\Sigma \) and \( \delta \) as in Lemma 6. Suppose that \( \sup_{M_0} |\omega|^2 < \frac{1}{2} \) and \( \bar{T} \) is chosen so that for all \( t \in [0, \bar{T}) \), \( \sup_{M_t} |\omega|^2 < \frac{1}{2} \). Then, there exists constants \( C_1 = C_1(C_M, C_\Sigma, n), C_2 = C_2(C_M, C_\Sigma, n) \) such that for all \( t \in [0, \bar{T}) \),
\[ |\omega|^2 \leq C_1 e^{C_2 t} \sup_{M_0} |\omega|^2. \]

**Proof** For \( \rho \) as in Lemma 6, we now consider
\[ f = |\omega|^2 e^{A\rho - Bt} \]
where \( 0 < A, B \in \mathbb{R} \). At the boundary we note that using Lemmas 5 and 6
\[ \nabla \mu f \leq |\omega|^2 e^{A\rho - Bt} (C(C_\Sigma + C_M) - A) \]
which is negative if we set \( A = C(C_\Sigma + C_M) + 1 \). Therefore \( f \) has no boundary maxima.

Using the estimates of Smoczyk [29, Lemma 3.2.8] we have that there exists a \( C_2 = C_2(C_M) \) so that
\[ \left( \frac{d}{dt} - \Delta \right) |\omega|^2 \leq C_2 |\omega|^2. \]
As a result, at an increasing maximum of \( f \) we may estimate
\[
0 \leq \left( \frac{d}{dt} - \Delta \right) f
= |\omega|^2 e^{A\rho - Bt} \left[ \frac{1}{|\omega|^2} \left( \frac{d}{dt} - \Delta \right) |\omega|^2 + A \left( \frac{d}{dt} - \Delta \right) \rho \right.
- A^2 |\nabla \rho|^2 - 2 \left[ \frac{\nabla |\omega|^2}{|\omega|^2}, A \nabla \rho \right] B
\]
\[
= |\omega|^2 e^{A\rho - Bt} \left[ \frac{1}{|\omega|^2} \left( \frac{d}{dt} - \Delta \right) |\omega|^2 + A \left( \frac{d}{dt} - \Delta \right) \rho + A^2 |\nabla \rho|^2 - B \right]
\leq |\omega|^2 e^{A\rho - Bt} \left[ C_2 + A \rho + A^2 - B \right]
\]
where we used that as at a maximum \( \nabla f = 0 \), we have that \( \frac{\nabla |\omega|^2}{|\omega|^2} = -A \nabla \rho \). Clearly, making \( B \) sufficiently large now yields a contradiction, implying that
\[ f \leq \sup_{M_0} f, \]
completing the proof. \[ \blacksquare \]
Proof of Theorem 4 Suppose $M_t$ is a solution of (7) with $M_0$ Lagrangian and $\text{inj}(\partial M_t) > \delta > 0$, for $t \in [0, T)$. Then for any $\tilde{T} \in (0, T)$, there exists a constant $C_M$ so that

$$\sup_{L^n \times [0, \tilde{T})} |II| < C_M, \quad \sup_{L^n \times [0, \tilde{T})} |\tilde{II}| < C_{\Sigma}.$$ 

There also exists a maximal time $\tilde{T} \leq \hat{T}$ such that for all $t \in [0, \tilde{T})$, $\sup_{M_t} |\omega|^2 < \frac{1}{2}$ (and hence $M_t$ is totally real for these values). We may therefore apply Lemma 7 to see that for all $t \in [0, T)$, $|\omega|^2 \equiv 0$.

5 Equivariant examples

In this section, we examine the behaviour of LMCF with boundary in the equivariant case, with two very natural choices of boundary manifold - the Lawlor neck and the Clifford torus. In both cases, we prove a long-time existence and smooth convergence result - of the original flow in the case of the Lawlor neck, and of a rescaled flow in the case of the Clifford torus.

5.1 Long-time convergence to a special lagrangian

Before we specialise to our two specific boundary manifolds, we will first prove the following more general proposition about long time convergence of LMCF with boundary to a special Lagrangian. We remark that this holds not just in the equivariant case, but for any uniformly smooth almost-calibrated flow that exists for all time.

Proposition 1 Suppose that:

- $\Sigma_t = \Sigma$ is a special Lagrangian with Lagrangian angle $\frac{\pi}{2}$,
- $L_0$ is almost-calibrated, that is $\theta_0 \in (-\frac{\pi}{2} + \epsilon, \frac{\pi}{2} - \epsilon)$,
- and the solution to (1), $L_t$, exists for $t \in [0, \infty)$ with uniform estimates $|\nabla^k II|^2 < C_k$.

Then $L_t$ converges smoothly to a special Lagrangian with Lagrangian angle $\alpha$.

To begin, we calculate the following evolution equation:

Lemma 8 Suppose $L_0$ is zero-Maslov and $L_t$ is a solution to (1). Then for any be a smooth function $f$ on $L_t$,

$$\frac{d}{dt} \int_{L_t} f d\mathcal{H}^n = \int_{L_t} \frac{df}{dt} d\mathcal{H}^n - |H|^2 f d\mathcal{H}^n + \int_{\partial L_t} f \left[ [\tilde{H}, J\nu] (J\nu, \mu)^{-1} - \tan \alpha \nabla_\mu \theta \right] d\mathcal{H}^{n-1}.$$

Proof Here we have to distinguish between the standard mean curvature flow $F$

$$\frac{dF}{dt} = H$$

which may “flow through the boundary” and a reparametrised mean curvature flow $X : L^n \rightarrow \mathcal{Y}$ such that $X(\partial L, t) \subset \Sigma_t$ and $(\frac{dX}{dt})^\perp = H$, say

$$\frac{dX}{dt} = H + V,$$
where \( V \) is a time dependent tangential vector field on \( L_t \). In particular with respect to \( X \), we have

\[
\frac{d}{dt} \langle X_i, X_j \rangle = -2H^a H_{aij} + \langle \nabla X_j V, X_i \rangle + \langle \nabla X_i V, X_j \rangle.
\]

We therefore see that for a general smooth function \( f \),

\[
\frac{d}{dt} \int_{L_t} f dH^n = \int_{L_t} \frac{\partial f}{\partial t} + f \text{div}(V) - |H|^2 f dH^n + \int_{\partial L_t} f \langle V, \mu \rangle dH^{n-1},
\]

where we write \( \frac{\partial f}{\partial t} \) for time differentiation with respect to \( X \) (as opposed to \( F \), for which we write \( \frac{df}{dt} \)) and we note that \( \frac{df}{dt} = \frac{\partial f}{\partial t} - \langle \nabla f, V \rangle \).

At the boundary \( H - \tilde{H} + V \in T \Sigma \) and so, as in the proof of Lemma 2, \( H^{N \Sigma} - \tilde{H} = CJ \).

Writing \( V \) in the basis from Sect. 3,

\[
\langle V, \mu \rangle \langle J \nu \rangle = \langle \tilde{H} - H, J \nu \rangle.
\]

We observe that due to our boundary condition,

\[
\langle H, J \nu \rangle = \langle H, J \mu \rangle \langle \mu, \nu \rangle = \langle \mu, \nu \rangle \nabla \mu \theta,
\]

and recall that \( \frac{\nu, \mu}{(J \nu, \mu)} = \tan \alpha \), completing the Lemma. \( \Box \)

**Corollary 1** If \( \Sigma \) is special Lagrangian with Lagrangian angle \( \frac{\pi}{2} \), then

\[
\frac{d}{dt} \int_{L_t} f dH^n = \int_{L_t} \left( \frac{d}{dt} - \Delta \right) f - |H|^2 f dH^n + \int_{\partial L_t} \nabla \mu f - f \tan \alpha \nabla \mu \theta dH^{n-1},
\]

and if \( f = f(\theta) \) then

\[
\frac{d}{dt} \int_{L_t} f dH^n = \int_{L_t} -|H|^2 (f'' + f) dH^n + \int_{\partial L_t} (f' - f \tan \alpha) \nabla \mu \theta dH^{n-1}.
\]

We now make the following observation

**Lemma 9** If \( \Sigma \) is special Lagrangian with Lagrangian angle \( \frac{\pi}{2} \), and \( \theta_0 \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon) \) then while the flow exists

\[
\frac{d}{dt} \int_{L_t} \cos(\theta) dH^n = 0.
\]

In particular, \( |L_t| \) is bounded from above and below.

**Proof** Due to the boundary condition on \( \partial L, \theta = -\alpha \), and so the maximum principle implies that the bounds on \( \theta \) are preserved. Set \( f(x) = \cos(x) \), then \( f'' = -f \) and \( f'(-\alpha) - \tan(\alpha) f(-\alpha) = 0 \). \( |L_t| \) is bounded as \( \cos(\theta) \) is bounded from above and below away from 0 (depending on \( \varepsilon \)). \( \Box \)

**Lemma 10** If \( \Sigma \) is special Lagrangian with Lagrangian angle \( \frac{\pi}{2} \), \( L_0 \) is zero Maslov and there exists a constant \( V \) such that \( |L_t| < V \). Then there exists a constant \( c = c(n, V) \) such that

\[
\int_{L_t} (\theta + \alpha)^2 dH^n \leq C e^{-ct}, \quad \int_0^\infty \int_{L_t} |H|^2 e^{\frac{\gamma}{2} t} dH^n dt \leq C
\]

\( \Box \) Springer
Proof We apply Corollary 1 with \( f(\theta) = (\theta + \alpha)^{2p} \) for some \( p \geq 1 \). In particular, at the boundary \( f = f' = 0 \) and so

\[
\frac{d}{dt} \int_{L_t} (\theta + \alpha)^{2p} d\mathcal{H}^n = -\int_{L_t} |H|^2 (\theta + \alpha)^{2p} + \frac{2p(2p-1)}{p^2} |\nabla (\theta + \alpha)^p|^2 d\mathcal{H}^n.
\]

Using a boundary version of the Michael–Simon Sobolev inequality (see also e.g. Brendle [1, Theorem 1]) we may deduce that for any nonnegative function \( \phi \) with \( \phi = 0 \) on \( \partial M \) then

\[
\left( \int_{L_t} \phi^{\frac{2n}{n-2}} \right)^{\frac{n-2}{2n}} \leq C(n, |L_t|) \sqrt{\int_{L_t} |\nabla \phi|^2 + |H|^2 |\phi|^2 d\mathcal{H}^n}.
\]

As \( \theta + \alpha \) is zero on \( \partial L_t \) this theorem applies to \( \phi = (\theta + \alpha)^p \) for all \( p \geq 1 \).

We see that by choosing \( \phi = (\theta + \alpha)^p \) then

\[
\frac{d}{dt} \int_{L_t} (\theta + \alpha)^{2p} d\mathcal{H}^n \leq -\tilde{c}(n, |L_t|) \left( \int_{L_t} (\theta + \alpha)^{2p} d\mathcal{H}^n \right)^{\frac{n-1}{n}} \leq -c(n, |L_t|) \int_{L_t} (\theta + \alpha)^{2p} d\mathcal{H}^n,
\]

and so

\[
\frac{d}{dt} \int_{L_t} (\theta + \alpha)^{2p} e^{-ct} d\mathcal{H}^n \leq 0.
\]

Repeating the above for \( p = 1 \), but only using half the possible exponent in \( t \) we have

\[
\frac{d}{dt} \int_{L_t} (\theta + \alpha)^{2} e^{\frac{2}{e}t} d\mathcal{H}^n \leq -\frac{1}{2} e^{\frac{2}{e}t} \int_{L_t} |H|^2 (\theta + \alpha)^2 + 2|\nabla \theta|^2 d\mathcal{H}^n
\]

\[
\leq -\frac{1}{2} e^{\frac{2}{e}t} \int_{L_t} 2|H|^2 d\mathcal{H}^n.
\]

Integrating implies the final claim. \( \square \)

Proof of Proposition 1. Due to Lemma 10 and the above regularity assumptions, there exists a \( T > 0 \) such that for all \( t > T \), \( |H| < e^{-\frac{2}{e}t} \). This bounds the normal velocity of the parametrisation \( F \), and as a result we see that for \( s, t > T \), \( \text{dist}(L_s, L_t) < \frac{4}{\epsilon} e^{-\frac{2}{e} \min\{s, t\}} \). Clearly, as \( t \to \infty \), \( H \to 0 \), and so we see that \( L_t \) converges to a special Lagrangian, first subsequentially by Arzela–Ascoli, then uniformly by the above, then smoothly by interpolation.

5.2 The Lawlor neck

Our first example is an LMCF with boundary on the Lawlor neck, which has constant Lagrangian angle \( \bar{\theta} = \frac{\pi}{2} \). It follows that the boundary condition of (1) is equivalent to

\[
\theta|_{\partial L} = -\alpha.
\]

We prove the following long-time existence result.

Theorem 5 Let \( L_0 \) be an \( S^1 \)-equivariant Lagrangian embedding of the disc \( D^2 \) into \( \mathbb{C}^2 \) with Lagrangian angle \( \theta_0 \) satisfying

\[
\theta_0(s) \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon)
\]
for some $\varepsilon > 0$, with boundary on the Lawlor neck with profile curve $\sigma_\text{Law} = \{(\pm \cosh(\phi), \sinh(\phi)) : \phi \in \mathbb{R}\}$, and with $\theta_0|_{\partial L_0} = -\alpha$ (as in Fig. 1a, b). Then there exists a unique, immortal solution to the LMCF problem:

$$\begin{cases}
\left( \frac{d}{dt} F(x, t) \right)^{NM} = H(x, t) \quad &\text{for all } (x, t) \in D \times [t_0, \infty) \\
F(x, t_0) = L_0(x) \quad &\text{for all } x \in D \\
\partial L_t \subset \Sigma_\text{Law} \quad &\text{for all } t \in [t_0, \infty) \\
\theta_t|_{\partial L_t} = -\alpha \quad &\text{for all } (x, t) \in \partial D \times [t_0, \infty),
\end{cases}$$

(21)

and it converges smoothly in infinite time to the disc with profile curve $\gamma^\infty(s) = (s, s \tan(-\frac{\alpha}{2}))$.

**Remark 3** The ‘almost-calibrated’ condition $\theta_0 \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon)$ is necessary, as there exist Lagrangian discs which are not almost-calibrated but which form a finite-time singularity under the flow—see [22] for an example.

If the profile curve $\gamma_t$ does not pass through the origin, i.e. if the topology of the flow is not a disc, then a finite-time singularity will form. For example one can prove using barriers that any curve that does not initially pass through the origin must approach the origin as $t \to \infty$, and therefore by the equivariance the curvature $|A|^2$ must blow up.

### 5.2.1 Parametrisation

For simplicity, we work throughout with the profile curves of our flow and the boundary manifold, and we will work with the following parametrisation for the profile curve. Consider the foliation

$$Y(s, \phi) := (s \cosh(\phi), s \sinh(\phi))$$

and graphs of the form

$$\gamma_t(s) = Y(s, v_t(s)) = (s \cosh(v_t(s)), s \sinh(v_t(s)))$$

$$\gamma'_t(s) = (\cosh(v_t(s)) + sv'_t(s) \sinh(v_t(s)), \sinh(v_t(s)) + sv'_t(s) \cosh(v_t(s))).$$

(22)

In this parametrisation, the problem (21) is reduced to the following boundary value problem:

$$\begin{cases}
\frac{\partial v}{\partial t} = \frac{v'' + 2s^{-1}v' - s(v')^3}{|\gamma'|^2} + \frac{v'}{s \cosh(2v)} \quad &\text{for } s \in [-1, 1], \ t \geq t_0, \\
v(s, t_0) = v_0 \quad &\text{for } s \in [-1, 1], \\
sv'(s, t) = \frac{\tan(-\frac{\alpha}{2})}{\cosh(2v(s, t))} - \tanh(2v(s, t)) \quad &\text{for } s \in [-1, 1], \ t \geq t_0.
\end{cases}$$

(23)

Note that this PDE problem is uniformly parabolic away from the origin, if we can bound $|\gamma'|$ and $|\gamma| = s \cosh(2v)$. We must also show that this parametrisation is valid for our problem.

### 5.2.2 The Lagrangian angle and $C^1$ bounds

The Lagrangian angle for an equivariant LMCF is given by

$$\theta(s) = \arg(\gamma) + \arg(\gamma').$$
It is an important quantity, because on the interior of the abstract manifold it has very simple evolution equations:
\[
\frac{\partial \theta}{\partial t} = \Delta \theta, \quad \frac{\partial (\theta)^2}{\partial t} = -2|H|^2 + \Delta (\theta)^2. \tag{24}
\]

**Lemma 11** A solution of (21) on \([t_0, T)\) which satisfies \(\theta \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon)\) at the initial time, satisfies this condition for all \(t \in [t_0, T)\).

**Proof** The boundary conditions on our flow are \(\theta \big|_{\partial L} = -\alpha\). Therefore by (24), \(\theta\) solves the Dirichlet problem for the heat equation on the abstract manifold, and by the parabolic maximum principle must be bounded by its initial values. \(\square\)

We will now show that our flow may be parametrised using the parametrisation (22) for as long as the flow exists, and derive \(C^1\) bounds on the graph function \(v\) away from the origin.

Certainly it may be parametrised in this way on a small ball \(B\) around the origin, since at the origin we have the identity

\[
\theta = 2 \arg (\gamma'),
\]

and so it follows from the almost-calibrated condition for \(\theta\) that, on \(B\), the curve intersects the Lawlor neck foliation \(Y(s, \phi)\) transversely. On this ball \(B\),

\[
\theta(s) = \arg(\gamma) + \arg(\gamma') = \arg(\gamma' \gamma') \\
= \arg\left(s + i (s \sinh(2v) + s^2 v' \cosh(2v))\right) \\
\Rightarrow \tan(\theta) = \sinh(2v) + s v' \cosh(2v) \\
\Rightarrow s v' = \frac{\tan(\theta)}{\cosh(2v)} - \tanh(2v) \\
\Rightarrow |\gamma'(s)| \leq \left(1 + s|v'| \right) (\cosh(v) + |\sinh(v)|) \\
\leq \left(1 + |\tan(\theta)| \cosh(2v) + |\tanh(2v)| \right) (\cosh(v) + |\sinh(v)|). \tag{25}
\]

This will give us a uniform \(C^1\) bound for \(v\) on any annulus centred at the origin, if we can parametrise globally in this way, and bound the function \(v\).

**Lemma 12** Let \(\gamma\) be the profile curve of an equivariant Lagrangian submanifold \(L \subset \mathbb{C}^2\) with boundary on the Lawlor neck, satisfying \(\theta \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon)\). Then one connected component of the curve \(\gamma \setminus \{O\}\) is parametrisable using the parametrisation (22), and satisfies

\[
\arg(\gamma) \in (-\frac{\pi}{4} + \frac{\varepsilon}{2}, \frac{\pi}{4} - \frac{\varepsilon}{2}), \\
v \in (-V, V),
\]

for \(V = \tanh^{-1}(\tan(\frac{\pi}{4} - \frac{\varepsilon}{2})) < \infty\). The other connected component satisfies analogous bounds.

**Proof** At the origin, we must have \(\arg(\gamma'(0)) \in (-\frac{\pi}{4} + \frac{\varepsilon}{2}, \frac{\pi}{4} - \frac{\varepsilon}{2})\) (for one choice of orientation) by the bound on \(\theta\), therefore for small \(s\) the curve is parametrisable by (22), and the first bound holds. If there was some smallest \(s_0\) such that

\[
\arg(\gamma(s_0)) = \frac{\pi}{4} - \frac{\varepsilon}{2},
\]
that at this point,
\[
\arg(\gamma'(s_0)) \geq \frac{\pi}{4} - \frac{\epsilon}{2} \implies \theta(s_0) \geq \frac{\pi}{2} - \epsilon
\]
which is a contradiction. An identical argument works for the lower bound, and so the first statement is proven.

For the second, note that in the foliation \( Y(s, \phi) = (s \cosh(\phi), s \sinh(\phi)) \), the line of constant argument \( \alpha \) satisfies
\[
\tan(\alpha) = \frac{\sinh(\phi)}{\cosh(\phi)} = \tanh(\phi) \implies \phi = \tanh^{-1}(\tan(\alpha)),
\]
therefore lines of constant angle are equivalent to lines of constant \( \phi \), with the above correspondence. The first bound then implies the second, for as long as the parametrisation is valid. Finally, this bound on \( v \), along with (25), proves that \( v' \) is bounded on any annulus - therefore the parametrisation is valid for all \( s > 0 \). The other half of the curve \( \gamma \) is a reflection of the first in the origin, by the equivariance, and so analogous results hold.

Using this lemma, (26) implies that \( |\gamma'(s)| < C_1 \), for some uniform constant \( C_1 \). We can use this to derive the following density bound on small balls, which will be useful later:
\[
\int_{B_\delta \cap \gamma_t} d\mathcal{H}^1 \leq \int_{-\delta}^\delta |\gamma'(s)| ds \leq 2\delta C_1.
\]

5.2.3 Long-time existence

Using the mean curvature flow equation (23), and the \( C^1 \) bounds we just derived, we can now prove long-time existence.

Lemma 13  A finite-time singularity for a solution of (21) cannot occur.

Proof  By (26), the mean curvature flow Eq. (23) is uniformly parabolic on any annulus centred at the origin. Therefore, Schauder estimates give a bound on all curvatures for as long as the flow exists, and so a singularity cannot occur away from the origin.

Unfortunately, the Eq. (23) degenerates at the origin, so this case must be dealt with separately. Assume that a singularity occurs at the origin at time 0, and let \( L^i_t, \gamma^i_t \) be the type I rescalings of the rotated flow and their profile curves around this singularity with factor \( \lambda^i_t \), defined by
\[
L^i_t := \lambda^i_t L_{(\chi^i)_t} - 2_t.
\]

We will show that the density of \( \gamma^i_t \) converges to 1, and then White’s local regularity theorem will imply that the curvatures are bounded, contradicting the assumption of a singularity at \((O, 0)\).

Lemma 14  Let \( L^i_t \) be a sequence of rescalings of an equivariant LMCF \( L_t \subset \mathbb{C}^2 \) around the spacetime point \((O, 0)\). Assume that \( \partial L^i_t \to \infty \) as \( i \to \infty \), uniformly on the time interval \([t_0, 0)\), and assume also that the flow is uniformly bounded in \( C^3 \) on \( \partial L_t \).

Then for any \( a < b < 0 \) and \( R > 0 \),
\[
\lim_{i \to \infty} \int_a^b \int_{L^i_t \cap B_R} \left(|H|^2 + |\lambda^i|^2\right) d\mathcal{H}^2 = 0.
\]
\textbf{Proof} For a spacetime point 
\( X := (x_0, t_0) \) we denote by \( \Phi_X \) the backwards heat kernel
\[
\Phi_X(x, t) := (4\pi(t_0 - t))^{-\frac{n}{2}} e^{-\frac{|x-x_0|^2}{4(t_0-t)}}.
\]

Then, for a mean curvature flow with boundary \( M^n_t \), the following version of Huisken’s monotonicity formula holds:
\[
\frac{\partial}{\partial t} \int_{M_t} f \Phi_X d\mathcal{H}^n = \int_{M_t} \Phi_X \left( \frac{\partial f}{\partial t} - \Delta f - \frac{(x-x_0)^i}{2(t_0 - t)} \right)^2 \, d\mathcal{H}^n
+ \int_{\partial M_t} \Phi_X \left( f \frac{x-x_0}{2(t_0 - t)} + \nabla f \right) \, d\mathcal{H}^{n-1}.
\tag{27}
\]

This formula is derived the same way as the standard formula, but there are extra boundary terms from use of the divergence theorem. Using (24),(27) and denoting by \( \Phi \) the monotonicity kernel centred at \((O, 0)\),
\[
\frac{\partial}{\partial t} \int_{L^i} \Phi \, d\mathcal{H}^2 = -\int_{L^i} \Phi \left( H - \frac{x^i}{2t} \right)^2 \, d\mathcal{H}^2
+ \int_{\partial L^i} \Phi \left( -\frac{x^i}{2t}, \nu \right) \, d\mathcal{H}^1,
\]
\[
\frac{\partial}{\partial t} \int_{L^i} (\theta^i)^2 \Phi \, d\mathcal{H}^2 = \int_{L^i} \Phi \left( -2|H|^2 - (\theta^i)^2 \right) \left( H - \frac{x^i}{2t} \right)^2 \, d\mathcal{H}^2
+ \int_{\partial L^i} \Phi \left( -(\theta^i)^2 \frac{x^i}{2t} + \nabla (\theta^i)^2, \nu \right) \, d\mathcal{H}^1.
\tag{28}
\]

Therefore,
\[
\lim_{i \to \infty} 2 \int_a^b \int_{L^i} |H|^2 \Phi \, d\mathcal{H}^2 \, dt \leq \lim_{i \to \infty} \left( \int_{L^i_a} (\theta^i)^2 \Phi \, d\mathcal{H}^2 - \int_{L^i_b} (\theta^i)^2 \Phi \, d\mathcal{H}^2 \right)
+ \int_a^b \int_{\partial L^i} \Phi \left( -(\theta^i)^2 \frac{x^i}{2t} + \nabla (\theta^i)^2, \nu \right) \, d\mathcal{H}^1 \, dt.
\]

The boundary \( \partial L^i \) is a circle, radius \( d^i(t) \mu^i \) for \( \mu^i \to \infty \) independent of \( t \), and circumference \( 2\pi d^i(t) \). Additionally, the Lagrangian angle and its derivative are bounded on \( \partial L^i \) by the assumed \( C^3 \) bound, so we can estimate the last integral using a constant \( C \) depending only on this bound. Using this, relating the first two integrals to the original flow by scaling invariance of the heat kernel, and remembering that \( a < t < b < 0 \),
\[
\lim_{i \to \infty} 2 \int_a^b \int_{L^i} |H|^2 \Phi \, d\mathcal{H}^2 \, dt \leq \lim_{i \to \infty} \left( \int_{L^{(i)} a} (\theta^i)^2 \Phi \, d\mathcal{H}^2
- \int_{L^{(i)} b} (\theta^i)^2 \Phi \, d\mathcal{H}^2 + C \int_a^b 2\pi d^i(t) e^{-\frac{d^i(t)^2}{2t}} (d^i(t) + 1) \, dt \right).
\]

This limit is equal to 0, since by Huisken monotonicity with boundary (27) the first two terms cancel in the limit and by assumption \( d^i(t) \to \infty \). It can similarly be shown using (28) that
\[
\lim_{i \to \infty} \int_a^b \int_{L^i} |H - \frac{x^i}{2t}|^2 \Phi \, d\mathcal{H}^2 \, dt = 0,
\]
and since \( B_R \times [a, b] \) we can estimate \( \Phi \) from below, these together imply the result. \( \Box \)
We now continue with the proof. Note that Schauder estimates applied to the graph Eq. (23) imply that our flow has uniformly bounded curvatures at the boundary, and since the Lawlor neck is static, it diverges to infinity under any sequence of rescalings - therefore Lemma 14 may be applied. Consider the set

\[ K := \{ (s \cosh(v), s \sinh(v)) | s \in [-R, R], v \in [-V, V] \}; \]

\( K \) must contain \( \gamma_t \cap (B_R \setminus B_\delta) \) for any \( t \). The set \( K \) is itself contained in a larger ball, \( B_{\tilde{R}} \), and on this ball we can apply Lemma 14 to show that, for almost all \( t \),

\[ \int_{\gamma_t \cap B_{\tilde{R}}} |\gamma_{t}^{-1}|^2 d\mathcal{H}^1 \to 0 \]

as \( i \to \infty \) (where we suppress the superscript \( i \) for readability). Therefore,

\[ \int_{\gamma_t \cap B_{\tilde{R}}} |\gamma_{t}^{-1}|^2 d\mathcal{H}^1 \geq 2 \int_{\delta}^R \frac{s^4(v')^2}{|\gamma_t|^2} ds \geq \frac{2\delta^4}{C_1} \int_{\delta}^R (v')^2 ds \to 0. \]

It follows by Hölder’s inequality that \( v \to \bar{v} \in \mathbb{R} \) uniformly as \( i \to \infty \), and that \( v^{-1}(\gamma_t \cap B_{\tilde{R}}) \to \left[-\frac{R}{\sqrt{\cosh(2\bar{v})}}, \frac{R}{\sqrt{\cosh(2\bar{v})}}\right] \). Now fixing \( r > 0 \) and using a localised heat kernel \( \Phi^\rho \) supported in \( B_R \), we use this \( L^2 \) estimate and the co-area formula to calculate the localised Gaussian density:

\[
\lim_{i \to \infty} \Theta^\rho (L^i, 0, r) = \lim_{i \to \infty} \int_{L^i_{L^i_{L^i}}} \Phi^\rho d\mathcal{H}^2
\]

\[ = \lim_{i \to \infty} \int_{\delta}^R \frac{\Phi^\rho (\gamma_t, -r^2) 2\pi |\gamma_{t}||\gamma'| ds}{\cosh(2\bar{v})} + \lim_{i \to \infty} \int_{\delta}^R \Phi^\rho (\gamma_t(s), -r^2) 2\pi |\gamma_{t}||\gamma'| ds
\]

\[ \leq \int_{\delta}^R \frac{\Phi^\rho (\gamma_t, -r^2) 2\pi s \sqrt{\cosh(2\bar{v})}}{\cosh(2\bar{v})} \times \sqrt{(1 + s^2(v')^2) \cosh(2\bar{v}) + s(v') \sinh(2\bar{v})} ds + C\delta
\]

\[ \leq \int_{0}^R 2\pi s \cosh(2\bar{v}) \Phi^\rho (s \cosh(\bar{v}) + is \sinh(\bar{v}), -r^2) ds + C\delta
\]

\[ = \int_{0}^{\sigma} 2\pi \sigma \Phi^\rho (\sigma, -r^2) d\sigma + C\delta
\]

\[ = \int_{D_R} \Phi^\rho (\cdot, -r^2) d\mathcal{H}^2 + C\delta = 1 + C\delta,
\]

for \( D_R := \{ (s \cos(\psi), s \sin(\psi)) \in \mathbb{C}^2 | s < R, \ \psi \in [0, 2\pi]\} \), where the last line follows from the fact that \( \Phi^\rho \) is normalised to integrate to 1 over a plane. \( \Theta^\rho (L^i, 0, r) \) can therefore be made as close to 1 as desired, by choosing \( \delta \) sufficiently small and \( i \) sufficiently large.
More generally, we are able to bound the density $\Theta^\rho \left( L^i, X, \frac{1}{\sqrt{2}} r \right)$ for all $(x_0, r_0) \in P \left( O, \frac{1}{\sqrt{2}} r \right) = B_r(O) \times (-\frac{1}{2} r^2, 0]$. Using the monotonicity formula (27),

$$
\Theta^\rho \left( L^i, (x_0, r_0), \frac{1}{\sqrt{2}} r \right) = \int_{L^i_0 - \frac{1}{2} r^2} \Phi^\rho (\cdot, r_0 - \frac{1}{2} r^2) d\mathcal{H}^2
$$

$$
\leq \int_{L^i_0 - r^2} \Phi^\rho (\cdot, -r^2) d\mathcal{H}^2,
$$

and by a very similar calculation to the above we can choose $i$ large so that this is less than $1 + \varepsilon$. It follows by White’s local regularity theorem that $|A|$ and its derivatives are bounded uniformly in the parabolic ball $P(O, \frac{r}{2})$. This is a contradiction, and so no singularity can occur.

### 5.2.4 Smooth convergence to the disc

We now prove that the profile curve $\gamma$ converges smoothly in infinite time to the real axis.

**Theorem 6** Any solution to (21) is immortal, and converges smoothly in infinite time to the real axis.

**Proof** The $C^1$ bound (26) implies that our graphical mean curvature flow Eq. (23) is uniformly parabolic, and so Schauder estimates give bounds on all curvatures outside a ball $B_\varepsilon$. By the bound on $|H|$, it follows from Lemma 10 that there exist $c, T$ such that for $t > T, |H| < e^{-\frac{1}{2} t}$. As in the proof of Proposition 1, it now follows that $L_t \cap B_\varepsilon$ converges smoothly to a special Lagrangian. This special Lagrangian cannot be a Lawlor neck, as we may take $B_\varepsilon$ smaller than the waist of a candidate Lawlor neck, and the flow would not reach $B_\varepsilon$ in the limit. It follows that $L_t \cap B_\varepsilon$ converges to a plane as $t \to \infty$.

In order to apply Proposition 1 to our entire flow, it is left to show that we have uniform curvature bounds near the origin - for this we use White regularity. Fix $r > 0$, then for all $\delta$,

$$
\int_{L_t - r^2} \Phi^\rho (x, t) d\mathcal{H}^2 = \int_{L_t - r^2 \cap B_\delta} \Phi^\rho (x, t) d\mathcal{H}^2 + \int_{L_t - r^2 \cap B_\delta^c} \Phi^\rho (x, t) d\mathcal{H}^2 \leq \delta^2 C
$$

$$
+ \int_{L_t - r^2 \cap B_\delta^c} \Phi^\rho (x, t) d\mathcal{H}^2.
$$

Therefore for any $\varepsilon$, we may take $\delta$ sufficiently small such that

$$
\int_{L_t - r^2} \Phi^\rho (x, t) d\mathcal{H}^2 \leq \int_{L_t - r^2 \cap B_\delta} \Phi^\rho (x, t) d\mathcal{H}^2 + \varepsilon.
$$

By smooth convergence to the disc outside $B_\varepsilon$, we may take $t$ sufficiently large such that the integral in the last line is less than 1 (the localised kernel $\Phi^\rho$ has the property that it integrates to 1 on a hyperplane). In general then, for any $\varepsilon$ we may take $t$ sufficiently large such that

$$
\int_{L_t - r^2} \Phi^\rho (x, t) d\mathcal{H}^2 \leq 1 + \varepsilon,
$$

locally uniformly in $x$ and $t$. But now White’s regularity theorem gives us a uniform bound on $|A|^2$ and its higher derivatives. This implies that our flow converges smoothly to a special Lagrangian by Proposition 1, that must be equivariant and must pass through the origin.
There is only one submanifold with these properties that also intersects the Lawlor neck - an equivariant disc - and so we are done. □

5.3 The Clifford torus

Our second example concerns equivariant discs \( L \) (profile curve \( \gamma \)) with boundary on the Clifford torus. The Lagrangian angle of the Clifford torus \( \Sigma \) with profile curve \( \sigma \) is given by

\[
\tilde{\theta} = \frac{\pi}{2} + 2 \arg(\sigma),
\]

and therefore the boundary condition of (1) becomes

\[
\theta|_{\partial L} - 2 \arg(\gamma) = -\alpha.
\]

As before, we restrict to the \( \alpha = 0 \) case, which corresponds to the profile curves meeting orthogonally at the boundary.

The Clifford torus is slightly more complicated to work with than the Lawlor neck, as it is not a static solution to MCF. However it is a self-similarly shrinking solution, with profile curve

\[
\sigma_t = \left( \sqrt{-4t} \cos(s), \sqrt{-4t} \sin(s) \right),
\]

on the time interval \([t_0, 0)\). It is then natural to perform the rescaling

\[
\Sigma_\tau := \frac{1}{\sqrt{-t}} \Sigma|_{t=-e^{-\tau}}
\]

\[
\Rightarrow \sigma_\tau = (2 \cos(s), 2 \sin(s))
\]

which is a static solution to the rescaled MCF equation

\[
\left( \frac{\partial F}{\partial \tau} \right) = H + \frac{\nu}{2},
\]

on the time interval \([\tau_0, \infty) = [-\log(-t_0), \infty)\). Applying this rescaling also to our LMCF with boundary means we are working with a static boundary manifold, albeit with a different PDE problem.

In this section, we will prove that the rescaled flow is immortal and converges in infinite time to a flat equivariant disc. In terms of the original flow, this means that no singularity occurs before the final time 0, and any sequence of parabolic rescalings centred at the singular spacetime point \((0, 0)\) converges to a flat equivariant disc. This is a self-similarly shrinking solution to LMCF with boundary, so this result is analogous to the general result of ordinary MCF that Type I blowups are self-similarly shrinking solutions.

Throughout this section we will work with both the rescaled flow, denoted \( \Sigma_\tau \) with profile curve \( \gamma_\tau \), and the original flow, denoted \( L_t \) with profile curve \( \gamma_t \). For reference, the rescaled flow for the profile curve is given by

\[
\left( \frac{\partial \gamma}{\partial \tau} \right) = k - \frac{\gamma}{|\gamma|^2} + \frac{\gamma}{2}.
\]
and let $\gamma_0 : [-2, 2] \to \mathbb{C}$ be its profile curve in $\mathbb{C}$. Assume that its Lagrangian angle $\theta_0$ satisfies
\[ \theta_0(s) - 2 \arg(\gamma_0(s)) \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon) \]
for some $\varepsilon > 0$. Then there exists a unique, eternal solution to the rescaled LMCF problem:
\[
\begin{aligned}
\left( \frac{\partial}{\partial \tau} \vec{F}(x, \tau) \right)_{NM} &= H(x, \tau) + \frac{\vec{F}(x, \tau)^\perp}{2} \\
\vec{F}(x, \tau_0) &= \vec{L}_0(x) \\
\partial \vec{L}_\tau &\subset \Sigma_{\text{Cliff}} \\
\theta_{\tau}|_{\partial \vec{L}_\tau} - 2 \arg(\gamma_\tau) &= 0
\end{aligned}
\]
for all $(x, \tau) \in D \times [\tau_0, \infty)$ for all $x \in D$ for all $\tau \in [\tau_0, \infty)$
\[ (30) \]
which converges in smoothly in infinite time to a flat disc.

**Remark 4** Note that here, we demand the condition $\theta_0(s) - 2 \arg(\gamma_0(s)) \in (-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon)$ in place of the almost-calibrated condition of the Lawlor neck case. This is more natural, as not only is this always satisfied at the boundary, but it is also equivalent to graphicality in a radial parametrisation, as will be shown in the next section.

If we work with a different boundary condition, $\alpha \neq 0$ (corresponding to a different fixed angle between the profile curves), numerical evidence suggests that we still have long-time existence, and the flow converges to a rotating soliton of the rescaled LMCF with boundary problem; see Fig. 2a, b.

### 5.3.1 Radial parametrisation

We will work throughout with the radial parametrisation of the rescaled profile curve:
\[ \vec{\gamma} : [-2, 2] \to \mathbb{C}, \quad \vec{\gamma}(r) := r e^{i \phi(r)} \]
\[ \Rightarrow \quad \vec{\gamma}'(r) = (1 + i r \phi') e^{i \phi} \]
\[ \Rightarrow \quad \vec{\gamma}''(r) = (-r (\phi')^2 + i (2 \phi' + r \phi'')) e^{i \phi}. \]
\[ (31) \]
Writing $\nu := \frac{\vec{\gamma}'}{|\vec{\gamma}|}$, the mean curvature is given by:
\[ H = k - \frac{\vec{\gamma}^\perp}{|\vec{\gamma}|^2} = \frac{(\vec{\gamma}'')^\perp}{|\vec{\gamma}'|^2} - \frac{\vec{\gamma}^\perp}{|\vec{\gamma}|^2} = \left( \frac{r \phi'' + r^2 (\phi')^3 + 2 \phi'}{|\vec{\gamma}'|^3} \right) + \frac{\phi'}{|\vec{\gamma}|} \nu, \]
and therefore in this parametrisation, the problem (30) becomes
\[
\begin{aligned}
r \frac{\partial \phi}{\partial r} &= \frac{r \phi'' + r^2 (\phi')^3 + 2 \phi'}{1 + r^2 (\phi')^2} + \phi' - \frac{r^2 \phi'}{2} & \text{for } r \in [-2, 2], \tau \geq \tau_0, \\
\phi(r, \tau) &= \phi_0 & \text{for } r \in [-2, 2], \\
\phi'(r, \tau) &= 0 & \text{for } r \in [-2, 2], \tau \geq \tau_0.
\end{aligned}
\]
\[ (32) \]

**Lemma 15** In the above parametrisation, the only static solutions to the rescaled LMCF with boundary (30) are straight lines through the origin, with $\phi = \phi_0$.

**Proof** Using (32),
\[ H + \frac{\vec{F}^\perp}{2} = 0 \iff r \phi'' + 3 \phi' + 2 r^2 (\phi')^3 - \frac{r^2 \phi'}{2} - \frac{r^4 (\phi')^3}{2} = 0 \]
\[ \iff \frac{d \lambda}{dr} + (\lambda + \lambda^3) \left( \frac{2}{r} - \frac{r}{2} \right) = 0 \]
away from $r = 0$, for $\lambda = r\phi'$. This ODE, along with the boundary condition $\lambda = 0$, has the unique solution $\lambda = 0$, which implies that our static solution is a straight line. \qed

### 5.3.2 $C^1$-bounds on the graph function

The important thing about this parametrisation is that our assumed condition on the Lagrangian angle corresponds to graphicality and gradient bounds for $\phi$.

**Lemma 16** Assume that $\overline{F}_\tau$ is a solution to (30) on $[\tau_0, T)$, such that at time $\tau_0$,

$$
\theta_t - 2 \arg(\overline{\gamma}_t) \in \left(-\frac{\pi}{2} + \varepsilon, \frac{\pi}{2} - \varepsilon\right).
$$

Then for all $\tau \in [\tau_0, T)$:

- The condition (33) holds,
- The flow can be radially parametrised as $\overline{\gamma}_\tau(r) = re^{i\phi_\tau(r)}$,
- In this parametrisation, there exists a constant $C_2$ such that $|r\phi'_\tau| \leq C_2$. Therefore $|\overline{\gamma}'|$ is uniformly bounded, and $\phi'_\tau$ is uniformly bounded on any annulus centred at the origin.

**Proof** If we parametrise the initial profile curve $\overline{\gamma}_0$ by arclength, then it may be written in polar coordinates as

$$
\overline{\gamma}_0(s) = r(s)e^{i\phi(s)}, \quad \overline{\gamma}'_0(s) = (r' + ir\phi')e^{i\phi}.
$$

Therefore the Lagrangian angle of $\gamma_0$ may be expressed as

$$
\theta(s) = 2\phi + \tan^{-1}\left(\frac{r\phi'}{r'}\right).
$$

Note that at the origin, we must have $r' > 0$. Using $|\overline{\gamma}'| = \sqrt{(r')^2 + (r\phi')^2} = 1$ and (33), there exists $N$ such that if $r' < 1$:

$$
\left|\frac{r\phi'}{r'}\right| \leq N \implies 1 - (r')^2 \leq N^2(r')^2 \implies r' \geq \frac{1}{\sqrt{N^2 + 1}}.
$$

This lower bound allows us to reparametrise as $\overline{\gamma}(r) = re^{i\phi}$, and in this parametrisation,

$$
\theta(r) = 2\phi + \tan^{-1}(r\phi'),
$$

therefore the condition (33) corresponds to a uniform upper bound on $|r\phi'|$.

It is left to prove that (33) is preserved; we start by calculating the evolution equation of $\theta - 2\phi$. Working with the arclength parametrisation of the original unrescaled flow, $\gamma(s) = r(s)e^{i\phi(s)}$, the metric and Laplacian on the manifold are given by

$$
g = ds \otimes ds + r^2 d\beta \otimes d\beta, \quad \Delta f = \frac{1}{|g|} \partial_i \left(|g|g^{ij} \partial_j f\right) = \frac{\partial^2 f}{\partial s^2} + \frac{1}{r^2} \frac{\partial^2 f}{\partial \beta^2} + \frac{\langle \gamma', \gamma \rangle}{r^2} \frac{\partial f}{\partial s},
$$

where $\beta$ is the coordinate of the $S^1$-equivariance. If $f$ is an equivariant function, as $\theta$ and $\phi$ both are, then the middle term vanishes. Now, writing $v := i\gamma'$, it follows from (34) that

$$
\frac{\partial \phi}{\partial s} = -\frac{\langle \gamma, v \rangle}{r^2}, \quad \frac{\partial^2 \phi}{\partial s^2} = -\frac{\langle \gamma, iv' \rangle}{r^2} + 2\frac{\langle \gamma', \gamma \rangle}{r^4} + \frac{\langle iv', k \rangle}{r^2} + 2\frac{\langle \gamma', \gamma \rangle}{r^2} \frac{\langle \gamma, v \rangle}{r^2},
$$

\(\square\) Springer
and using the standard equivariant MCF equation,

\[ \frac{\partial \gamma}{\partial t} = k - \frac{\gamma^\perp}{r^2}, \quad \Longrightarrow \quad \frac{\partial \phi}{\partial t} = \left( i \frac{\gamma}{r^2} \cdot \frac{\partial \gamma}{\partial t} \right) = \frac{\langle i \gamma, k \rangle}{r^2} - \frac{\langle \gamma', \gamma \rangle}{r^2} \frac{\langle \gamma, v \rangle}{r^2}. \]

Additionally, under this flow the Lagrangian angle satisfies the heat equation

\[ \left( \frac{\partial}{\partial t} - \Delta \right) \theta = 0. \]

Putting this all together, we arrive at the evolution equation:

\[ \left( \frac{\partial}{\partial t} - \Delta \right) (\theta - 2\phi) = 2 \left( -\frac{\partial}{\partial t} + \frac{\partial^2}{\partial s^2} + \frac{\langle \gamma', \gamma \rangle}{r^2} \frac{\partial}{\partial s} \right) \phi = 4 \frac{\langle \gamma', \gamma \rangle}{r^2} \frac{\langle \gamma, v \rangle}{r^2}. \]

Now, remembering that \( \theta - 2\phi = \text{arg}(\gamma') - \text{arg}(\gamma) \), it follows that

\[ \cos(\theta - 2\phi) = \frac{\langle \gamma', \gamma \rangle}{r}, \]

\[ \sin(\theta - 2\phi) = \cos \left( \text{arg}(\gamma') - \text{arg}(\gamma) - \frac{\pi}{2} \right) = -\frac{\langle \gamma, v \rangle}{r}, \]

\[ \Longrightarrow \left( \frac{\partial}{\partial t} - \Delta \right) (\theta - 2\phi) = -2 \frac{\sin(2(\theta - 2\phi))}{r^2}. \quad (35) \]

Therefore,

\[ \left( \frac{\partial}{\partial t} - \Delta \right) \sin(\theta - 2\phi) \]

\[ = \cos(\theta - 2\phi) \left( \frac{\partial}{\partial t} - \Delta \right) (\theta - 2\phi) + \sin(\theta - 2\phi) \left( \frac{\partial(\theta - 2\phi)}{\partial s}, \frac{\partial(\theta - 2\phi)}{\partial s} \right) \]

\[ = -4 \frac{\sin(\theta - 2\phi) \cos^2(\theta - 2\phi)}{r^2} + \frac{\sin(\theta - 2\phi)}{\cos^2(\theta - 2\phi)} |\nabla \sin(\theta - 2\phi)|^2. \]

Now for a contradiction, assume that at some point \( p \in \gamma_t \), we have an increasing maximum of \( \theta - 2\phi \) (and of \( \sin(\theta - 2\phi) \)) that is larger than \( \frac{\pi}{2} - \varepsilon \). Since this function is zero on the boundary and at the origin, it must occur at some interior point away from the origin. Then at this point, it is valid to parametrise by arclength and use standard (normal) mean curvature flow, so that the above calculation is valid. The weak maximum principle, applied in the cases of a positive maximum or negative minimum, then provides a contradiction.

Finally, using simple barriers we also obtain uniform \( C^0 \) estimates on the function \( \phi \).

**Lemma 17** Let \( \gamma \) be a radially parametrised solution to (30) on the time interval \([t_0, T)\), which satisfies \( \phi_t \in [\phi_-, \phi_+] \), \( \theta_t \in [\theta_-, \theta_+] \) for some \( t_1 \in [t_0, T) \). Define

\[ A_- := \min \left\{ \frac{\theta_0}{2}, \phi_- \right\}, \quad A_+ := \max \left\{ \frac{\theta_0}{2}, \phi_+ \right\}. \]

Then for all \( t \in [t_1, T) \), \( \phi_t \in [A_-, A_+] \).

**Proof** We only prove that \( \phi_t \leq A_+ \), since the \( A_- \) case is identical. For a contradiction, assume that there exist \( \delta \) and a first time \( t_0 \in (t_1, T) \) such that

\[ \max_{L_{t_0}} = A_0 := A_+ + \delta. \]
Then using the radial parametrisation, if this maximum is achieved on \([-2, 2] \setminus \{0\}\), we may use the strong parabolic maximum principle applied to the boundary value problem (32), comparing with the static solution \(\tilde{\phi} \equiv A_\delta\). This implies that locally in space and time \(\phi \equiv A_\delta\), which is a contradiction.

On the other hand, if this maximum is achieved at the origin \(r = 0\), then since \(\theta - 2\phi = 0\) at this point, \(\theta_{t_\delta}(0) = 2\phi_{t_\delta}(0) = 2A_\delta\), which is larger than the maximum of \(\theta_{t_\delta}\). Since \(\theta\) satisfies a heat equation on the abstract disc, it follows by the parabolic maximum principle and the fact that \(\theta - 2\phi = 0\) on the boundary that we must have

\[
\theta_{t_\delta}(-2) = \theta_{t_\delta}(2) = 2A_\delta \implies \phi_{t_\delta}(-2) = \phi_{t_\delta}(2) = A_\delta.
\]

But now as before we may apply the maximum principle at the boundary to \(\phi\) to derive a contradiction. \(\square\)

### 5.3.3 Long-time existence

We now prove long-time existence for our rescaled flow, in a very similar way to the Lawlor neck case.

**Lemma 18** A finite time singularity for a solution of (30) cannot occur.

**Proof** Note that a finite-time singularity of (30) corresponds to a singularity of the unrescaled flow before time 0.

Working with the rescaled flow, we have shown that it is graphical and that the graph function \(\phi\) satisfies the equation (32), which is uniformly parabolic away from the origin by the \(C^1\) bounds of the last section. Therefore we have uniform bounds on all derivatives by parabolic Schauder estimates, and no singularity can occur away from the origin.

Just as before, we must deal with the origin separately. Assuming that a singularity of the original flow \(L_t\) occurs before the final time 0, the image of \(\partial L_t\) under any sequence of rescalings around this singularity will diverge to infinity, just as with the Lawlor neck (since at the time of the singularity, the Clifford torus is outside a neighbourhood of the origin). Therefore Lemma 14 applies, and it follows that

\[
\int_{\gamma_t^* \cap (B\delta \setminus B_\delta)} |\gamma'|^2 dH^1 = 2 \int_0^R \frac{r^4 (\phi')^2}{|\gamma'|} dr \geq \frac{2\delta^4}{C_2} \int_0^R (\phi')^2 dr \to 0.
\]

In exactly the same way as in the proof of Lemma 13, this estimate gives us bounds on the densities, and White regularity implies smooth convergence of the rescalings. This is a contradiction to the assumption of singularity formation at \((O, 0)\). \(\square\)

### 5.3.4 Subsequential convergence to the disc

We now prove subsequential convergence to the disc, working with the original flow throughout. Take a sequence of rescalings \(L_{\lambda_j}^t\) around the spacetime point \((O, 0)\) with factors \(\lambda_j \to \infty\). We may use the graphicality and smooth estimates from Schauder theory away from the origin to conclude that, subsequentially, the profile curves \(\gamma_t^*\) converge to a limiting smooth graph on \(A \times [a, b]\), where \(A\) is any annulus centred at the origin. A diagonal argument gives a subsequence converging locally smoothly away from the origin to a limiting flow \(\gamma_t^\infty\), with limiting angle function \(\phi_t^\infty\) well defined everywhere but the origin.

\(\square\) Springer
Using the boundary version of Huisken’s monotonicity formula \((27)\) with \(f = (\theta - 2\phi)^2\), using the evolution Eq. \((35)\) and noting that \(f = 0\) and \(\nabla f = 0\) on the boundary gives the monotonicity formula:

\[
\frac{\partial}{\partial t} \int_{L^i_t \setminus \gamma^i_t} f \, d\mathcal{H}^2 = 
\int_{L^i_t \setminus \gamma^i_t} \Phi \left( \left( \frac{\partial}{\partial t} - \Delta \right) f - f \left| H - \frac{\chi_{2t}}{2t} \right|^2 \right) d\mathcal{H}^2 
+ \int_{\partial L^i_t \setminus \gamma^i_t} \Phi \left( f \frac{x}{2t} + \nabla f, v \right) d\mathcal{H}^1 
\]

\[
= \int_{L^i_t \setminus \gamma^i_t} \Phi \left( 2(\theta - 2\phi) \left( \frac{\partial}{\partial t} - \Delta \right) (\theta - 2\phi) 
- 2 \left( \frac{\partial}{\partial s} (\theta - 2\phi) \right)^2 - (\theta - 2\phi)^2 \left| H - \frac{\chi_{2t}}{2t} \right|^2 \right) d\mathcal{H}^2 
\]

\[
= \int_{L^i_t \setminus \gamma^i_t} \Phi \left( \frac{-4}{r^2}(\theta - 2\phi) \sin(2(\theta - 2\phi)) 
- 2 \left( \frac{\partial}{\partial s} (\theta - 2\phi) \right)^2 - (\theta - 2\phi)^2 \left| H - \frac{\chi_{2t}}{2t} \right|^2 \right) d\mathcal{H}^2. \tag{36}
\]

Therefore, choosing \(0 < a < b\),

\[
\lim_{i \to \infty} \int_a^b \int_{L^i_t \setminus \gamma^i_t} \Phi (\theta - 2\phi)^2 \left| H - \frac{\chi_{2t}}{2t} \right|^2 d\mathcal{H}^2 \, dt 
\leq \lim_{i \to \infty} \left( \int_{L^i_a \setminus \gamma^i_a} f \, d\mathcal{H}^n 
- \int_{L^i_b \setminus \gamma^i_b} f \, d\mathcal{H}^n \right) 
\]

\[
= \lim_{i \to \infty} \left( \int_{L^i_{(\lambda_i)^{-2}a} \setminus \gamma^i_{(\lambda_i)^{-2}a}} f \, d\mathcal{H}^n 
- \int_{L^i_{(\lambda_i)^{-2}b} \setminus \gamma^i_{(\lambda_i)^{-2}b}} f \, d\mathcal{H}^n \right) 
\]

\[
= 0.
\]

This implies (by the locally smooth convergence) that \((\theta - 2\phi)^2 \left| H - \frac{\chi_{2t}}{2t} \right|^2 \equiv 0\) for the limiting manifold \(L^\infty_t\), for any \(t \in \mathbb{R}\). But if on an open subset we have \(\theta - 2\phi \equiv 0\), then the subset must be a part of a straight line through the origin. Therefore on this subset we also have \(\left| H - \frac{\chi_{2t}}{2t} \right| \equiv 0\), and so \(\phi^\infty\) is a self-shrinker. By Lemma 15 the only option is a straight line through the origin; therefore \(\phi^\infty = A\) for some constant \(A \in \mathbb{R}\). Additionally, since we have smooth convergence on any annulus, we have the integral estimate

\[
\int_{L^i_t \setminus \gamma^i_t} \Phi (\theta - 2\phi)^2 d\mathcal{H}^2 \to 0. \text{ as } i \to \infty. \tag{37}
\]

This convergence of the rescalings corresponds to subsequential convergence in the rescaled flow. Taking any sequence \(\tau_i\), and choosing \(\lambda_i := e^{\frac{\tau_i}{2}}\):

\[
\overline{T}_{\tau_i} = e^{\frac{\tau_i}{2}} L_{-e^{-\tau_i}} = \lambda_i L_{-\lambda_i^{-2}} = L_{-1}.
\]

By the work above we know that, up to a subsequence, this converges smoothly away from the origin to a disc.
5.3.5 Smooth convergence to the disc

We have proven subsequential convergence to the disc, but we could still have different subsequences converging to different discs, and we also haven’t shown that the curvature remains bounded at the origin. To solve these problems, we will demonstrate uniform curvature estimates via a Type II blowup argument.

Assume that the curvature of the rescaled flow $|A|$ diverges to infinity as $\tau \to \infty$. Then we may find a sequence $\tau_i$ such that $\max_{\mathcal{L}_{\tau_i}} |\widetilde{A}_{\tau_i}| \to \infty$ as $i \to \infty$. In the unrescaled flow, this sequence corresponds to a sequence of times $t_i = -e^{-\tau_i}$, such that

$$\sqrt{-2t_i} \max_{\mathcal{L}_{t_i}} |A_{t_i}| \to \infty;$$

i.e. the singularity is a Type II singularity.

Passing to a subsequence we may ensure that the manifolds $\mathcal{L}_{\tau_i}$ converge smoothly to a disc on an annulus by the work of the previous section - therefore the curvature blowup must be uniformly away from the boundary. By standard theory of Type II blowups, we also know that we may choose a sequence of points $x_i$ such that the sequence $\hat{L}_{t_i}^{(x_i,t_i)} := A_i \left(L_{t_i} + A_i^{-2} t_i - x_i\right)$ converges locally smoothly to a limiting flow $\hat{L}_{t_i}^\infty$, where $A_i := \max_{\mathcal{L}_{t_i}} |A_{t_i}|$. We may pick these points in $\mathbb{C} \times \{0\}$, and define the rescaled profile curve $\hat{\gamma}_i$ in the same way as above by considering $x_i$ to be an element of $\mathbb{C}$.

We now prove locally uniform convergence of $\theta - 2\phi$ to 0 for the Type II rescalings $\hat{L}_{t_i}^{(x_i,t_i)}$. The argument is identical to that given in [39], in which more details are given.

**Lemma 19** For any bounded parabolic region $\Omega \times I \subset \mathbb{C}^2 \times \mathbb{R}$,

$$|\theta^i - 2\phi^i| \to 0 \text{ as } i \to \infty, \text{ uniformly in } \Omega \times I.$$

(38)

Explicitly, for any $\varepsilon > 0$, there exists $N \in \mathbb{N}$ such that for any $t \in I$ and $i > N$,

$$|\theta^i_t - 2\phi^i_t| \leq \varepsilon;$$

where $\phi^i_t(p)$ is the angle of the point $\hat{\gamma}^i_t(p)$ in the rescaled profile curve, relative to the image of the origin under the rescaling, $-A_i x_i$.

**Proof** Choosing

$$\lambda_i := \frac{1}{2} \min \left\{ \frac{1}{\sqrt{-t_i}}, \frac{1}{\sqrt{x_i}}, \sqrt{A_i} \right\},$$

it is then possible to pick an $N$ such that for any $i > N$ and $\tau \in I$,

$$(-t_i A_i^2)(1 + t_i^{-1} \lambda_i^{-2}) \geq \tau.$$
Since \((\theta - 2\phi)^2\) is a subsolution to the heat equation, it follows that, for \(\chi \in \Omega \cap \hat{L}^{(x_i, t_i)}\),

\[
|\theta_i^t(\chi) - 2\phi_i^t|^2 = \lim_{\sigma \to \tau^+} \int_{\hat{L}^{(x_i, t_i)}(\theta_\sigma, \sigma)} (\theta - 2\phi)^2 \Phi(\chi, \sigma) dH^2 \\
\leq \int_{\hat{L}^{(x_i, t_i)}} (\theta - 2\phi)^2 \Phi(\chi, \tau) dH^2 \\
= \int_{L^{(x_i, t_i)}} (\theta - 2\phi)^2 \Phi (\lambda_i^{-1} (A_i^{-1} x_i + x_i), \lambda_i^{-1} \tau + t_i)^dH^2,
\]

where for the first inequality we use Huisken monotonicity (36), and in the second we use invariance of the kernel \(\Phi\) to equate the integral over the Type II rescaling with an integral over the type I rescaling \(L_{i-1}\), centred at \((0, 0)\) and with rescaling factor \(\lambda_i\). Then, since \((\lambda_i (A_i^{-1} x_i + x_i), \lambda_i^{-1} (A_i^{-2} \tau + t_i)) \to (0, 0)\) uniformly in \(\Omega \times I\), and by the \(L^2\) convergence (37), we may find \(\tilde{N} \geq N\) such that for \(i \geq \tilde{N}\), \(\chi \in \Omega \cap \hat{L}^{(x_i, t_i)}\),

\[
|\theta_i^t(\chi) - 2\phi_i^t|^2 \leq \int_{L_{i-1}} (\theta - 2\phi)^2 \Phi(0, 0) dH^2 + \frac{\varepsilon}{2} \leq \varepsilon.
\]

\(\square\)

This lemma implies that the limiting profile curve \(\hat{\gamma}_\infty\) is a straight line. However, this is a contradiction, as the Type II blowup satisfies max \(|\hat{A}| = 1\) by construction.

Therefore, the rescaled flow \(\hat{L}_\tau\) satisfies uniform curvature bounds, and so the subsequential convergence of \(\hat{L}_{\tau_i}\) to a disc is in fact everywhere smooth. In particular, on passing to a subsequence their Lagrangian angles converge smoothly to a constant, as do their angle functions \(\phi\). We may now apply Lemma 17 to conclude that the flow converges smoothly in \(\tau\) to a Lagrangian disc, which proves Theorem 7.

6 Short-time existence

6.1 Statement

In this section we prove the following theorem:

**Theorem 8** Let \(\Sigma_t\) be a smooth oriented Lagrangian mean curvature flow, and let \(M_0\) be an oriented smooth compact Lagrangian with boundary satisfying the boundary conditions in (7). Then there exists a \(T \in (0, \infty)\) such that a unique solution of (7) exists for \(t \in [0, T)\), and this solution is smooth for \(t > 0\). Furthermore, if we assume this \(T\) is maximal, then at \(T\) at least one of the following hold:

(a) Boundary flow curvature singularity: \(\sup_{\Sigma_t} |\hat{H}|^2 \to \infty\) as \(t \to T\).

(b) Flowing curvature singularity: \(\sup_{M_t} |H|^2 \to \infty\) as \(t \to T\).

(c) Boundary injectivity singularity: The boundary injectivity radius of \(\partial M_t\) in \(M_t\) converges to zero as \(t \to T\).

6.2 Diffeomorphism onto \(NM_0\)

We require a diffeomorphism to pull back the mean curvature flow equations to a quasilinear parabolic equation on a time dependent section of the normal bundle of \(M_0\).
Proposition 2 Suppose that $\Sigma_t$ is a smooth flow of Lagrangian n-manifolds in $\mathcal{Y}$ and $M_0$ is a smooth n-manifold with boundary $\partial M_0 \subset \Sigma$ satisfying the boundary conditions (7). Then there exist constants $0 < C^0_Y, T_Y$ and a mapping $Y : N M_0 \times [0, T_Y) \to \mathcal{Y}$ such that

a) If $u_0$ denotes the zero section of $N M_0$, then $Y(u_0, 0) = M_0$.

b) Let $K = \{ u \in N M_0 : |u| < C^0_Y \}$. Then $Y(\cdot, t)$ restricted to $K$ is a local diffeomorphism onto its image, for all $t \in [0, T_Y)$.

c) $Y$ is smooth on $K \times [0, T_Y)$.

d) Near any $p \in \partial M_0$, locally there exists a time independent vector field $\nu_0 \in N \partial M_0 \cap N M_0$ such that $Y(\nu_0, t) \in \Sigma_t$ for all $\lambda \in (C^0_Y, C^0_Y)$, $t \in [0, T_Y)$. We may assume that $|DY(\nu_0, 0)| = 1$ everywhere.

Proof The boundary conditions immediately ensure that such a map exists for time $t = 0$, that is to say there exists $Y_0 : N M_0 \to \mathcal{Y}$ with the given properties. Since $\Sigma_t$ is Lagrangian, we can find Weinstein neighbourhoods of $\Sigma_t$, i.e. a smoothly varying one-parameter family of symplectomorphisms $\beta_t : V_t \to W_t$, where $V_t$ is a tubular neighbourhood of $\Sigma_t$ in $\mathcal{Y}$ and $W_t$ is a tubular neighbourhood of the zero section of $T^* \Sigma$ with the standard symplectic structure. Since $\Sigma_t$ has bounded geometry for sufficiently small $t$, the size of these neighbourhoods does not degenerate, and we can restrict each $\beta_t$ to some uniform neighbourhood $V \subset \cap_0 V_t$. For a sufficiently small collar region $C \subset N M_0$ of the boundary $N \partial M_0 \cap N M_0$, $Y_0(C) \subset V$. Define $Y(v, t) = \beta^{-1}_{t0}(\beta_0(Y_0(v)))$, for $v \in C$. Note that since $Y_0(\nu_0) \in \Sigma_0$ by assumption and $\beta^{-1}_{t0} \circ \beta_0$ maps $\Sigma_0$ to $\Sigma_t$, $Y(\nu_0, t) \in \Sigma_t$. Extend $Y$ to a map from $N M_0$ by interpolating with the standard geodesic embedding of the normal bundle away from the boundary by some suitable cut-off function. \hfill \square

6.3 Mean curvature flow as a flow of sections

We now write mean curvature flow in terms of a time dependent section of the normal bundle $u \in \Gamma(N M_0)$. Specifically, we use the parametrisation $X(x, t) := Y(u(x, t))$ and consider the PDE given by

$$\left( \frac{dX}{dt} \right)^{N M} = H .$$

In what follows, we denote by $\nabla$ the induced normal connection on $N M_0$, and write $\mu_0$ for the outward pointing unit vector tangent to $M_0$ and normal to $\partial M_0$.

Proposition 3 Suppose that we have time dependent diffeomorphisms $Y : N M_0 \times [0, T) \to \mathcal{Y}$ as in Proposition 2. Then there exist constants $c_D, c_T > 0$ such that our boundary value problem (7) starting from $M_0$ for $t \in [0, c_T)$ is equivalent to finding a time dependent section of $u \in \Gamma(N M_0 \times [0, c_T))$ satisfying

$$\begin{aligned}
\frac{\partial u}{\partial t} &= G^{ij}(x, t, u, \nabla u)\nabla^2_{ij} u + B(x, t, u, \nabla u) & \text{on } M_0 \times [0, c_T) \\
u - \langle u, \nu_0 \rangle_{0} \nu_0 &= 0 & \text{on } \partial M_0 \times [0, c_T) \\
\langle \nabla_{-\nu_0} u, W(x, t, u, \nabla u) \rangle_{Y} &= R(x, t, u, \nabla u) & \text{on } \partial M_0 \times [0, c_T) \\
u(\cdot, 0) &= 0
\end{aligned}$$

(39)

where $W$ and $R$ depend on $\alpha, x, t, u$ and $\nabla_0 u$ (where $\nabla_0 u$ represents dependence on any derivative in directions tangential to $\partial M_0$, but not on $\nabla_\mu u$), $\langle \cdot, \cdot \rangle_{Y}$ is an inner product depending on $x$ and $t$ and $\langle \cdot, \cdot \rangle_{0} = \langle \cdot, \cdot \rangle_{Y} |_{t=0}$.
Furthermore, if
\[ |u| < c_D \quad \text{and} \quad |\tilde{\nabla} u| < c_D, \]
then all coefficients depend smoothly on their entries, \( G^{ij} \) is uniformly positive definite and we have the uniform obliqueness condition
\[ \langle v_0, W \rangle_Y \geq \frac{1}{2} \cos \alpha. \]

**Proof** We consider (7) for \( t < T_Y \), where \( T_Y \) is as defined in Proposition 2. For this proof, we write \( \nabla, g \) and \( \langle \cdot, \cdot \rangle \) for the induced connection, metric and inner product on \( NM_0 \), and write \( \tilde{\nabla} \) for the induced normal connection. We define the time dependent metric \( g^Y = Y^* \tilde{g} \) on \( NM_0 \) to be the pullback of the metric on \( \mathcal{Y} \) at the mapping \( Y \) at time \( t \). We also denote the associated inner products \( \langle \cdot, \cdot \rangle_Y \), and \( \langle \cdot, \cdot \rangle_{Y}^{(0)} := \langle \cdot, \cdot \rangle \big|_{r=0} \) (which we note is not the same as \( \langle \cdot, \cdot \rangle \)). We will work entirely in \( NM_0 \) with the pulled back metric \( g^Y \) and the content of this proof is the calculation of the equation for \( u \) induced by the reparametrised mean curvature flow equations. We write \( \hat{X} : M_0 \times [0, \delta) \to NM_0 \) given by \( \hat{X}(p, t) = (p, u(p, t)) \). We have
\[
\frac{\partial \hat{X}}{\partial x^i} = \frac{\partial}{\partial x^i} - \left( u, 0 \right) \frac{\partial}{\partial x^k} + \tilde{\nabla}_i u,
\]
(\text{where} \( 0 \) \text{II} is the second fundamental form of \( M_0 \) \text{and so the induced metric on} \( M_0 \) \text{is})
\[
G^{ij} = \left( \delta_i^k - \left( u, 0 \right) \right) g^Y_{x^k x^l} \left( \delta_j^l - \left( u, 0 \right) \right) + \left( \delta_i^l - \left( u, 0 \right) \right) g^Y_{x^l y^j} \tilde{\nabla}_j u^l
+ \tilde{\nabla}_i u^k g^Y_{y^k x^l} \left( \delta_j^l - \left( u, 0 \right) \right) + \tilde{\nabla}_i u^k \tilde{\nabla}_j u^l g^Y_{y^k y^l},
\]
where we are taking standard coordinates on \( NM_0 \) so that the \( \frac{\partial}{\partial x^i} \) are tangent vectors and \( \frac{\partial}{\partial y^i} \) are normal vectors. At \( t = 0, u \equiv 0 \) and so at this time \( G^{ij} = g^{MN}_0 \). Therefore, by continuity there exist \( 0 < c_D, 0 < c_T \) such that if
\[ |u| < c_D, \quad |\tilde{\nabla} u| < c_D, \quad 0 \leq t < c_T, \]
then \( G^{ij} > \frac{1}{2} g^{MN}_0 \), i.e. \( G^{ij} \) is uniformly positive definite. Similarly, for sufficiently small \( c_D, c_T \) we may assume that
\[
\sigma_{ij} := \left( \left( \frac{\partial}{\partial y^i} \right)^{NM_i}, \left( \frac{\partial}{\partial y^j} \right)^{NM_j} \right) \bigg|_Y > \frac{1}{2} g^{NM}_{y^i y^j}, \tag{40}
\]
where \( v^{NM} \) indicates the normal part of the vector \( v \) \textit{with respect to} \( g^Y \) on \( NM_0 \). Calculating with respect to \( \nabla \), and denoting the Christoffel symbols of this connection by \( \Gamma \), we have that
\[
\nabla_{a^j} \frac{\partial \hat{X}}{\partial x^j} - \Gamma_{ij}^{k} \frac{\partial \hat{X}}{\partial x^k} = \tilde{\nabla}^2_{ij} u - \left( \tilde{\nabla}_j u, 0 \right) \frac{\partial}{\partial x^k} - \left( \tilde{\nabla}_i u, 0 \right) \frac{\partial}{\partial x^k}
- \left( u, \tilde{\nabla}_j 0 II^{k} \right) \frac{\partial}{\partial x^k} - \left( u, 0 II^{k} \right) 0 II_{jk} + 0 II_{ij}.
\]
The difference between two connections is tensorial, and so we have that there exists a smooth time dependent tensor \( T \) such that
\[
\left( \nabla_{a^j} \frac{\partial \hat{X}}{\partial x^j} - \Gamma_{ij}^{k} \frac{\partial \hat{X}}{\partial x^k} \right) - \left( Y \nabla_{a^j} \frac{\partial \hat{X}}{\partial x^j} - Y \Gamma_{ij}^{k} \frac{\partial \hat{X}}{\partial x^k} \right) = T \left( \frac{\partial \hat{X}}{\partial x^i}, \frac{\partial \hat{X}}{\partial x^j} \right).
\]

\( \bigcirc \) Springer
We immediately see that

$$M_{ij} = \left( \nabla_{ij}^2 u \right)^{NM} + \tilde{B}_{ij}$$

(41)

where $\tilde{B}_{ij}$ is a tensor depending on $x, t, u, \nabla u$.

Finally we have that reparametrised mean curvature flow is given by

$$\frac{\partial u}{\partial t}^{NM} = G^{ij} \left( \nabla_{ij}^2 u \right)^{NM} + G^{ij} \tilde{B}_{ij}$$

and so, using (40), we have the claimed result:

$$\frac{\partial u}{\partial t} = G^{ij} \tilde{\nabla}_{ij}^2 u + B(x, t, u, \nabla u).$$

We now do the same for the boundary conditions. We recall that we have the normal vector field $v_0 \in N \partial M_0$, and write $\mu_0$ for the outward pointing unit vector tangent to $M_0$ and normal to $\partial M_0$. By the construction of $Y, \partial M_1 \subset \Sigma$ is equivalent to $u(p, t) = \lambda(p, t)v_0$ for all $(p, t) \in \partial M_0 \times [0, \delta_T)$. With respect to the metric $g_0 := g^Y|_{u=0}$ (and using property d in Proposition 2) we have

$$0 = u - \langle v_0, u \rangle_0 v_0.$$

We define $\tilde{\mu} = \mu_0 \frac{\partial \hat{X}}{\partial x^i}$, which in standard boundary coordinates gives $\tilde{\mu} = \frac{\partial \hat{X}}{\partial x^i}$. We then define vectors $\nu$ and $\mu$ in the following way:

$$\tilde{\nu} = v_0 - \langle v_0, \hat{X} \rangle_Y g_{ij} \hat{X}_I, \quad \tilde{\mu} = \tilde{\mu} - \langle \tilde{\mu}, \hat{X} \rangle_Y g_{ij} \hat{X}_I, \quad \nu = |\nabla Y|^{-1} \tilde{\nu}, \quad \mu = |\tilde{\mu}|^{-1} \tilde{\mu}.$$

Here, as usual, $1 \leq I \leq n - 1$ are assumed to be local coordinates of the boundary of $\partial M_0$ and $g_{ij}^\partial$ is the induced metric on $\partial M_1$ in these coordinates. Note that $\mu$ and $\nu$ correspond to the notation of Sect. 3. We now note that $g_{ij}^\partial = \langle X_I, X_J \rangle = \langle \hat{X}_I, \hat{X}_J \rangle_Y$, which may be written explicitly (as with $G$ above) as a function of $x, t, u$ and $\tilde{\nabla}_I u$ but not $\tilde{\nabla}_{\mu_0} u$. We now rewrite the Neumann boundary condition

$$\cos \alpha \langle v, \mu \rangle - \sin \alpha \langle J v, \mu \rangle = 0$$

in terms of $\hat{X}$. Denoting by $J$ the pulled back complex structure from $\mathcal{Y}$, and remembering that $\Sigma$ is Lagrangian, we calculate:

$$\langle v, \mu \rangle_Y \tilde{\nu} |Y| \tilde{\mu} |Y| = \langle \tilde{\mu}, v_0 \rangle_Y - \langle v_0, \hat{X}_I \rangle_Y g_{ij}^{IJ} \langle \hat{X}_J, \tilde{\mu} \rangle_Y$$

$$\langle J v, \mu \rangle_Y \tilde{\nu} |Y| \tilde{\mu} |Y| = \langle \tilde{\mu}, J v_0 \rangle_Y - \langle v_0, \hat{X}_I \rangle_Y g_{ij}^{IJ} \langle J \hat{X}_J, \tilde{\mu} \rangle_Y,$$

$$\Rightarrow 0 = \langle \tilde{\mu} \cos \alpha v_0 - \sin \alpha J v_0 - \cos \alpha \langle v_0, \hat{X}_I \rangle_Y g_{ij}^{IJ} \hat{X}_J$$

$$+ \sin \alpha \langle v_0, \hat{X}_I \rangle_Y g_{ij}^{IJ} J \hat{X}_J \rangle_Y.$$

If we then define $\mu_0 = \mu_0(x, u), W = W(x, t, u, \tilde{\nabla}_u u)$ by

$$\mu_0 := \tilde{\mu} - \tilde{\nabla}_{\mu_0} u = \mu_0 - \left( \langle u, 0 \rangle I_0 \left( \mu_0, \frac{\partial}{\partial x^i} \right) \right)_{ij} g_{ij}^{\partial} \frac{\partial}{\partial x^i},$$

$$W := \cos \alpha v_0 - \sin \alpha J v_0 - \cos \alpha \langle v_0, \hat{X}_I \rangle_Y g_{ij}^{IJ} \hat{X}_J + \sin \alpha \langle v_0, \hat{X}_I \rangle_Y g_{ij}^{IJ} J \hat{X}_J.$$

Springer
The above boundary condition may now be written
\[ \langle \nabla_{-\mu_0} u, W \rangle_Y = \langle \mu, W \rangle_Y =: R(x, t, u, \nabla_\theta u) \]

Finally, since \( \Sigma \) is Lagrangian,
\[ \langle v_0, W \rangle_Y = \left\langle v_0, \cos \alpha v_0 - \left( v_0, \cos \alpha \hat{X}_I \right)_Y g^{IJ} \hat{X}_J \right\rangle_Y = \cos \alpha \left| v_0^{T \Sigma \cap N \partial M_0} \right|^2_Y , \]
where \( v_0^{T \Sigma \cap N \partial M_0} \) is the \( g_Y \)-orthogonal projection of \( v_0 \) into \( T \Sigma \cap N \partial M_0 \). Using the same arguments used to show that \( \sigma \) was positive if \( c_D, c_T \) were small enough then we see that that \( \left| v_0^{T \Sigma \cap N \partial M_0} \right|^2 \) is a function of \( x, t, u, \nabla_\theta u \) which may be assumed to be strictly positive for sufficiently small \( c_D \) and \( c_T \), and so the obliqueness condition is satisfied. \( \square \)

A necessary issue to ensure sufficient regularity at time \( t = 0 \) is that compatibility conditions are satisfied. The 0th compatibility condition is that the initial data satisfies the boundary conditions and are necessary to avoid “jumping” at \( t = 0 \). In the case of (39), if we wish to have a solution which is twice differentiable in space and once differentiable in time (in fact in \( T^{2+\alpha;2+\alpha} \), see Appendix A for a definition) then we require the first Dirichlet compatibility condition, namely that at \( t = 0 \)
\[ 0 = \frac{d}{dt} (u - \langle u, v_0 \rangle v_0) \] (42)
where \( \frac{du}{dt} \) is determined by the first line of (39). This becomes an algebraic condition on the parabolic system and the initial data. For a full definition of compatibility conditions, see [15, pages 319–320].

Fortunately, the fact that \( M_0 \) is Lagrangian and satisfies the Neumann and Dirichlet boundary conditions gives us the first Dirichlet compatibility condition for free:

**Lemma 20**  (Dirichlet compatibility conditions) If \( M_0 \) and \( \Sigma_0 \) are Lagrangian and satisfy the boundary conditions of (39), then the first Dirichlet compatibility condition (42) is always satisfied.

**Proof** For an arbitrary \( p \in \partial M_0 \), we need to demonstrate that
\[ W(p) = \left[ \frac{du}{dt} \bigg|_{t=0} - \left( \frac{du}{dt} \bigg|_{t=0}, v_0 \right) \right] (p) \]
is zero. Since \( v|_{t=0} = DY|_{t=0}(v_0) \) (by property d in Proposition 2) we have that
\[ DY|_{t=0}(W) = DY|_{t=0} \left( \frac{du}{dt} \bigg|_{t=0} \right) - \left( DY|_{t=0} \left( \frac{du}{dt} \bigg|_{t=0} \right), v_0 \right) \]
By construction of (39) we have that
\[ H|_{t=0} = \left( \frac{\partial Y}{\partial t} \bigg|_{t=0} + DY|_{t=0} \left( \frac{\partial u}{\partial t} \bigg|_{t=0} \right) \right)^{NM_0} = \left( \tilde{H}|_{t=0} + W + DY|_{t=0} \left( \frac{\partial u}{\partial t} \bigg|_{t=0} \right) \right)^{NM_0} \]
for some \( W \in T_p \Sigma \). For \( e_1, \ldots, e_n-1 \) an orthonormal basis of \( T_p \partial M_0 \) we therefore have that
\[ \left( DY|_{t=0} \left( \frac{\partial u}{\partial t} \bigg|_{t=0} \right), J e_1 \right) = \left( H|_{t=0} - \tilde{H}|_{t=0}, J e_1 \right) = \left( \nabla (\theta - \overline{\theta}), e_1 \right) = 0 \]
due to the Neumann boundary condition. If $P$ is orthogonal projection on to span$\{J\epsilon_1, \ldots, J\epsilon_{n-1}, v\}$ then

\[
P(DY|_{t=0}(W)) = 0.
\]

$P$ restricted to $DY(N_pM_0)$ is a linear isomorphism – otherwise $Y$ cannot be a diffeomorphism as $DY|_{t=0}$ restricted to $T_pM_0$ is the identity. Therefore, $W = 0$. \hfill \Box

In what follows we will require a local version of (39). Note that in suitable coordinates, the boundary condition splits into $n - 1$ Dirichlet conditions and one Neumann condition.

**Lemma 21** (Local coordinates) If $u$ is a solution of (39) which is in $\Gamma^{2+\alpha, \frac{2+\alpha}{2}}_{\partial T}$ (see Appendix A for a definition) then at any boundary point $p \in \partial M_0$, there exist local coordinates of $M_0$ on $U \subset \{x \in \mathbb{R}^n | x^n \geq 0\}$ and a local trivialisation of $NM_0$ such that on $S := U \cap \{x \in \mathbb{R}^n | x^n = 0\}$, $v_0 = \frac{\partial}{\partial y^n}$ and the above system (39) may be written as

\[
\begin{align*}
  u^k - g^{ij}(x, t, u, \tilde{\nabla}u)\tilde{\nabla}_{ij}u^k - b(x, t, u, \tilde{\nabla}u) &= 0 \quad \text{on } U \times [0, c_T) \forall k, \\
  u^l &= 0, \quad \text{for } 1 \leq l \leq n - 1 \quad \text{on } S \times [0, c_T), \\
  \tilde{\nabla}_n u^n s(x, t, u, \tilde{\nabla}_0 u^n) \cos \alpha - r(x, t, u, \tilde{\nabla}_n u^l, \tilde{\nabla}_0 u^n) &= 0 \quad \text{on } S \times [0, c_T), \\
  u^k(-, 0) &= 0, \quad \text{for } 1 \leq k \leq n
\end{align*}
\]

where all coefficients are smooth, $g^{ij}$ is positive definite and $s(x, t, u, \tilde{\nabla}_0 u^n) > \frac{1}{2}$ as long as $|u|_{1; c_T} < c_D$ and $\tilde{\nabla}_n u^l$ indicates dependence on $\tilde{\nabla}_n u^l$ for all $1 \leq l \leq n - 1$.

**Proof** For $q \in \partial M_0$ in a neighbourhood of $p$ take vectors $\tilde{e}_I$ on $\partial M_0$ so that $\tilde{e}_1, \ldots, \tilde{e}_{n-1}$, $v_0$ is a $g_0$ orthonormal basis of $N_qM_0$. Clearly we may take local coordinates and a local trivialisation so that on $S$, $\mu_0 = -\frac{\partial}{\partial x^n}, \frac{\partial}{\partial y^n} = \tilde{e}_I$ and $v_0 = \frac{\partial}{\partial y^n}$. The first second and last lines above follow immediately.

For the Neumann boundary condition we may write $\tilde{\nabla}_{-\mu_0} u = \tilde{\nabla}_n u^n v_0 + \tilde{\nabla}_n u^l \tilde{e}_I$, and so we see that $s = \langle v_0, W \rangle_Y$ and $r = -\tilde{\nabla}_n u^l \langle \tilde{e}_I, W \rangle_Y + R$. Finally since $u^k$ is differentiable at the boundary, we have that $\tilde{\nabla}_f u^l = 0$, and so $s$ and $r$ have the dependences as claimed. \hfill \Box

### 6.4 Linearisation

In codimension one, or if equation (43) held on the entirety of $M_0$ (which is equivalent to the normal bundle being trivial) then we would simply be able to apply standard PDE methods, similar to those in [18, Section 8.3] to obtain short time existence. However, as we are working with an arbitrary normal bundle and with non-standard boundary conditions, to the best of the authors’ knowledge our case is not covered by the literature and so a little more work is required.

We may write

\[
\mathcal{P} : \Gamma^{2+\alpha, \frac{2+\alpha}{2}}_{\Gamma_T} \to \Gamma^{\alpha, \frac{\alpha}{2} + \frac{\alpha}{2}}_{\partial \Gamma_T} \times \Gamma^{2+\alpha, \frac{2+\alpha}{2}}_{\partial \Gamma_T} \times C^{2+\alpha, \frac{2+\alpha}{2}}_{\partial \Gamma_T},
\]

given by

\[
\mathcal{P}u = (P_1 v, P_2 v, P_3 v)
\]

\[
= \left( u_t - G^{ij}(x, t, u, \tilde{\nabla}u)\tilde{\nabla}_{ij}u - B(x, t, u, \tilde{\nabla}u), u - (v_0, u)_{Y} v_0, (\tilde{\nabla}_{-\mu_0} u, W(x, t, u, \tilde{\nabla}u)) - R(x, t, u, \tilde{\nabla}u) \right).
\]
so that a solution of (39) is given by

\[
\begin{align*}
  \mathcal{P}u &= 0, \\
  u(\cdot, 0) &= 0.
\end{align*}
\]  

We write the Fréchet derivative of \( \mathcal{P} \) at a general \( u \in \Gamma_T^{2+\alpha; \frac{2+\alpha}{2}} \) by

\[
\mathcal{L}_u : \Gamma_T^{2+\alpha; \frac{2+\alpha}{2}} \to \Gamma_T^{\alpha; \frac{\alpha}{2}} \times \Gamma_T^{\alpha; \frac{\alpha}{2}} \times C^{2+\alpha; \frac{2+\alpha}{2}} \times \mathbb{C},
\]

\[
\mathcal{L}_u v = (L_u^0 v, D_u v, N_u v)
\]

\[
= \left( \nabla \gamma_{ij} v - u b(\nabla v) - u c(v), \quad v - \langle v_0, v \rangle_0 v_0, \quad u b(\nabla v) + u e(v) \right),
\]

where, as usual \( L_u v = \frac{d}{dt} \Big|_{t=0} \mathcal{P}(u + tv) \) (so in particular, \( D_u = \mathcal{P}_2 \)). Explicitly, writing \( G = G(x, t, \nu^l, p_k^i) \) and so on as usual (where \( p_k^i \) corresponds to \( \nabla_i u^k \)), then in coordinates as in (43) we have locally

\[
\mathcal{P}u = \nabla u^n s(x, t, u, \nabla u^n) \cos \alpha - r(x, t, u, \nabla u^l, \nabla \alpha u^n),
\]

and so

\[
\begin{align*}
  u a_{ij} &= G^{ij}, \\
  u b_{ik} &= \partial_G^{ab} \nabla_{ab} u^k + \partial_B^{\beta k}, \\
  u c_k &= \partial_G^{ab} \nabla_{ab} u^k + \partial_B^{\beta k}, \\
  u p_n &= \nabla^n u^n - \partial_{p_l}^\alpha \cos \alpha - \partial_{p_l}^\alpha, \\
  u p_j &= -\partial_{p_l}^\alpha, \\
  u e_l &= \nabla^n u^n - \partial_{p_l}^\alpha \cos \alpha - \partial_{p_l}^\alpha,
\end{align*}
\]

where all coefficients of \( \mathcal{P} \) are evaluated at \( (x, t, u, \nabla u) \) and we may write \( u b(\nabla v) = u b_p n \nabla u^n + u b_n \nabla_i u^n + u b_j \nabla_i u^j \) and so on. In particular, we note that if \( |u|, |\nabla u| < c_D \) and \( t < c_T \), the linearisation is uniformly parabolic and oblique.

We define \( |\mathcal{P}|_{C^{k, \alpha}} \) to be the \( C^{k, \alpha} \)-norm on \( \mathcal{P} \) where \( \mathcal{P} \) is considered as a map acting on \( (x, t, u, \nabla u, \nabla^2 u) \).

### 6.5 Newton iteration and compatibility conditions

As in [11, 35], we prove short time existence for (44) by application of the contraction mapping theorem to a mapping determined by the Newton method on Banach spaces. Specifically, we will consider a mapping \( S \) which takes suitable functions \( u \) to the solution \( v \) of

\[
\mathcal{L}_u(v) = \mathcal{L}_u(u) - \mathcal{P}(u),
\]

where \( \mathcal{L}_u \) is the Fréchet derivative of \( \mathcal{P} \), as above. Clearly, at a fixed point of \( S \) then \( Su = v = u \) and we have a solution of \( \mathcal{P}u = 0 \).

We now define the domain of \( S \). For \( \tau < C_T \), let \( \tilde{v} \) be a solution of the equation

\[
\begin{align*}
  \mathcal{L}_u^1 \tilde{v} &= B(x, t, 0, 0) \quad \text{on } M_0 \times [0, \tau) \\
  D_0 \tilde{v} &= 0 \quad \text{on } \partial M_0 \times [0, \tau) \\
  N_0 \tilde{v} &= R(x, t, 0, 0) \quad \text{on } \partial M_0 \times [0, \tau) \\
  \tilde{v}(\cdot, 0) &= 0;
\end{align*}
\]

\( \text{(46)} \)

note this is the linearisation of (39) at \( u \equiv 0 \). By Proposition 7 in Appendix B, a solution \( \tilde{v} \in \Gamma_T^{2+\alpha; \frac{2+\alpha}{2}} \) of (46) always exists (if the 0th and up to the 1st compatibility conditions are
satisfied for $\mathcal{N}$ and $\mathcal{D}$ respectively). We fix $\alpha \in (0, 1)$ and for any $\delta < \frac{1}{2}c_D$ and $\tau < c_T$ we define

$$A^{\delta, \tau, \Theta} = \left\{ v \in \Gamma^{2+\alpha; \frac{2+\alpha}{2}}_\tau : |v|_{1; \tau} \leq \delta, |v - \tilde{v}|_{2+\alpha; \tau} \leq \Theta, v(\cdot, 0) = 0 \right\},$$

which is complete as a subset of $\Gamma^{2+\alpha; \frac{2+\alpha}{2}}_\tau$. We will show that that, given $\delta$ and $\Theta$, there exists a $\tau$ such that $\mathcal{S}$ maps $S : A^{\delta, \tau, \Theta} \to A^{\delta, \tau, \Theta}$, and furthermore $\mathcal{S}$ is a contraction mapping.

We rewrite the linear parabolic system given by (45) as

$$\begin{align*}
\mathcal{L}_u^1 v &= \mathcal{L}_u^1 u - \mathcal{P}^1 u =: \psi_u & \text{on } M_0 \times [0, \tau) \\
0 &= \mathcal{D}_u v(\cdot, 0) & \text{on } \partial M_0 \times [0, \tau) \\
\mathcal{N}_u v &= \mathcal{N}_u u - \mathcal{P}^2(u) =: \mathcal{Y}_u & \text{on } \partial M_0 \times [0, \tau) \\
\mathcal{L}_u v(\cdot, 0) &= 0 & \text{for any } \alpha \in C^{1, \alpha}.
\end{align*}$$

Clearly (47) satisfies compatibility conditions on Dirichlet condition (the second line above) if $\mathcal{P}$ does for $\mathcal{P}_2$.

### 6.6 Proof of contraction

The purpose of this section is to prove the following Proposition.

**Proposition 4** Suppose that (44) satisfies compatibility conditions up to the first order on $\mathcal{P}_2$ and to the $0^{\text{th}}$ order on $\mathcal{P}^3$. Then there exists a $\tau = \tau(\delta, \Theta) \in (0, \Theta)$ such that the mapping $\mathcal{S}$ defined above maps $S : A^{\delta, \tau, \Theta} \to A^{\delta, \tau, \Theta}$ is a contraction mapping.

**Proof** We need to show that firstly that $S$ maps into $A^{\delta, \tau, \Theta}$ and secondly that $S$ is a contraction. Let $v$ be a solution of (47), and observe that $v - \tilde{v}$ satisfies

$$\begin{align*}
\mathcal{L}_u (v - \tilde{v}) &= \mathcal{L}_u^1 (v - \tilde{v}) + \mathcal{D}_u (v - \tilde{v}) + b(x, t, 0, 0) \\
\mathcal{N}_u (v - \tilde{v}) &= \mathcal{N}_u^1 (v - \tilde{v}) + \mathcal{N}_u^0 (v - \tilde{v}) - \mathcal{R}(x, t, 0, 0)
\end{align*}$$

where all coefficients of $\mathcal{L}_u$ are in $C^{1, \frac{\alpha}{2}}$, the coefficients of $\mathcal{N}_u$ are in $C^{1, \alpha}$ and $\mathcal{D}_u$ is smooth. By applying Schauder estimates (Proposition 6 in Appendix B) we see that

$$|v - \tilde{v}|_{2+\alpha; \tau} \leq C \left( |\mathcal{Y}_u + \mathcal{N}_u^0 \tilde{v} - \mathcal{N}_u \tilde{v} - r(x, t, 0, 0)|_{1+\alpha; \partial; \tau} + |\psi_u + \mathcal{L}_u^1 \tilde{v} - \mathcal{L}_u \tilde{v} - b(x, t, 0, 0)|_{1+\alpha; \tau} \right)$$

where $C = C(\mathcal{P}|_{C^{2, \alpha}}, \Theta)$ is uniformly bounded. In Lemma 22 below we see that the bracket on the right hand side may be made arbitrarily small by restricting to a sufficiently small time interval, and so by making $\tau$ sufficiently small we may ensure that $|v - \tilde{v}|_{2+\alpha; \tau} < \Theta$.

Crude estimates imply that

$$|v - \tilde{v}|_{0; \tau} \leq \Theta \tau ,$$

and so by interpolation we have that

$$|v - \tilde{v}|_{1; \tau} \leq C(\alpha) |v - \tilde{v}|_{0; \tau}^{\frac{1+\alpha}{2+\alpha}} |v - \tilde{v}|_{2+\alpha; \tau}^{\frac{1}{2+\alpha}} \leq C(\alpha, \Theta) \tau^{\frac{1+\alpha}{2+\alpha}} .$$
A similar interpolation implies we may restrict \( \tau \) so that \( |\tilde{v}|_{1;\tau} < \frac{\delta}{2} \), and so by making \( \tau \) sufficiently small,
\[
|v|_{1;\tau} \leq |v - \tilde{v}|_{1;\tau} + |\tilde{v}|_{1;\tau} < \delta
\]
and so \( v \in A^{\delta, \tau, \Theta} \).

Proving that \( S \) is a contraction follows an identical argument. If \( Su_1 = v_1 \) and \( Su_2 = v_2 \), then \( v_1 - v_2 = Su_1 - Su_2 \) satisfies a linear parabolic equation
\[
\begin{cases}
L_{u_1}^1(v_1 - v_2) = \psi_{u_1} - \psi_{u_2} + (L_{u_2}^1 - L_{u_1}^1)v_2 \\
D_{u_1}(v_1 - v_2) = 0 \\
N_{u_1}(v_1 - v_2) = \beta_{u_1} - \beta_{u_2} + (N_{u_2} - N_{u_1})v_2 \\
(v_1 - v_2)(\tau, 0) = 0.
\end{cases}
\]
Again, the coefficients of this equation are suitably regular and so applying Proposition 6 we see that
\[
|Su_1 - Su_2|_{2+\alpha;\tau} = |v_1 - v_2|_{2+\alpha;\tau} 
\leq C \left( |\beta_{u_1} - \beta_{u_2} + (N_{u_2} - N_{u_1})v_2|_{1+\alpha;\bar{\tau}} + |\psi_{u_1} - \psi_{u_2} + (L_{u_2}^1 - L_{u_1}^1)v_2|_{\alpha;\bar{\tau}} \right),
\]
for some \( C = C(|\mathcal{P}|_{C^{2,\alpha}}, \Theta) \). In Lemma 23 we see that by making \( \tau \) sufficiently small the bracket may be estimated by an arbitrarily small multiple of \( |u_1 - u_2|_{2+\alpha;\tau} \), and so the contraction property is proven.

**Lemma 22** (Mapping Lemma) For \( u \in A^{\delta, \tau, \Theta} \), there exists constants \( C = C(\alpha, |\tilde{v}|_{2+\alpha}, \Theta, |\mathcal{P}|_{C^{2,\alpha}}) \) and \( 0 < p = p(\alpha) \) such that
\[
|\psi_{u} + L_{0}^{1}\tilde{v} - L_{u}^{1}\tilde{v} + B(x, t, 0, 0)|_{\alpha;\tau} + |\mathcal{Y}_{u} + N_{0}^{2}\tilde{v} - N_{u}^{2}\tilde{v} + r(x, t, 0, 0)|_{1+\alpha;\tau} \leq C \tau^{p}. \]

**Proof** We calculate that
\[
\psi_{u}^{k} + (L_{0}^{1}\tilde{v})^{k} - (L_{u}^{1}\tilde{v})^{k} - B^{k}(x, t, 0, 0)
= \left[ B^{k}(x, t, u, \nabla u) - B^{k}(x, t, 0, 0) \right] - u_{b_{ij}^{k}}\nabla_{i}u^{l} - u_{c_{j}^{k}}u^{l}
+ \left[ u^{d_{ij}^{k}} - 0_{d_{ij}^{k}} \right] \nabla_{i}^{2}\tilde{v}^{l} + \left[ u_{b_{ij}^{k}}^{l} - 0_{b_{ij}^{k}}^{l} \right] \nabla_{i}^{2}\tilde{v}^{l} + \left[ u_{c_{j}^{k}}^{l} - 0_{c_{j}^{k}}^{l} \right] \tilde{v}^{l} \tag{48}
\]

We prove the claim by showing each of the square brackets may be made sufficiently small and making liberal use of the estimate
\[
|fg|_{\alpha;\tau} \leq C(\alpha)(|f|_{0;\tau} |g|_{\alpha;\tau} + |g|_{0;\tau} |f|_{\alpha;\tau}). \tag{49}
\]
For example, we calculate that
\[
\frac{\partial b_{ij}^{k}}{\partial \tau} - \frac{\partial b_{ij}^{k}}{\partial \tau} = \int_{0}^{1} \frac{d}{d\tau} b_{ij}^{k}(x, t, \tau u, \tau \nabla u, \tau \nabla^{2} u) d\tau
= (b_{1})^{k}_{u}u^{k} + (b_{2})^{kim}_{u} \nabla_{m}u^{r} + (b_{3})^{kim}_{u} \nabla_{m}^{2} u^{r}
\]
where \( b_{1}, b_{2}, b_{3} \) are smooth functions. This yields
\[
|\frac{\partial b_{ij}^{k}}{\partial \tau} - \frac{\partial b_{ij}^{k}}{\partial \tau}|_{\alpha;\tau} \leq C|u|_{2+\alpha;\tau} < C(\Theta, |\tilde{v}|_{2+\alpha}).
\]
In fact each of the above terms is a multiple of two terms that are bounded in $\Gamma^{\alpha;\frac{q}{2}}_T$ and are zero at $t = 0$. This imples, for example, that $|\partial_t^k \tilde{u} - \partial_t^k u|_{0;\tau} < C \tau^\alpha$, and so (49) implies the required bounds.

We also have that

$$\begin{align*}
\mathcal{V}_u - r(x, t, 0, 0) + N_0 \tilde{v} - N_u \tilde{v} &= \beta_n^0 \nabla_n u^l + \beta_j^1 \nabla_j u^l + \epsilon_i^l u^l + [r(x, t, u, \tilde{v} u) - r(x, t, 0, 0)] \\
&\quad + [0 \beta_n^0 - \beta_n^0] \tilde{v}_n^0 + [0 \beta_j^1 - \beta_j^1] \tilde{v}_j^0 + [0 \beta_j^1 - \beta_j^1] \tilde{v}_j^0 + [0 \epsilon_i^l - \epsilon_i^l] \tilde{v}_i^0 \nabla_i^0 \tilde{v}_i^0
\end{align*}$$

which, using methods as above is clearly bounded in $\Gamma^{\alpha;\frac{q}{2}}_T$. When taking a derivative, some cancellation occurs (due to the form of the linearisation), and we have that

$$\nabla_k (\mathcal{V}_u - r(x, t, 0, 0)) = \tilde{v}_n^0 u^n \cos(\alpha) \left( \frac{d s}{d p_i^0} \tilde{v}_k^2 K \nabla u^n + \frac{d s}{d z^k} \nabla_K u^k \right)$$

$$\begin{align*}
&\quad + \left[ \frac{\partial r}{\partial x^K} (x, t, u, \tilde{v} u) - \frac{\partial r}{\partial x^K} (x, t, 0, 0) \right] + \frac{d \beta_n^0}{d x^K} \nabla_i^0 \nabla_i^0 u^n + \frac{d \beta_j^1}{d x^K} \nabla_j^0 \nabla_j^0 u^n + \frac{d \epsilon_i^l}{d x^K} \nabla_i^0 u^n.
\end{align*}$$

The first term is as above, while the remaining four each contain a factor which (by interpolation) is small in $\Gamma^{\alpha;\frac{q}{2}}_T$, for example

$$|\nabla u|_{\alpha;\tau} \leq |u|_{0;\tau}^\frac{1}{1+\alpha} |u|_{2+\alpha;\tau}^\frac{1}{2+\alpha} \leq C \tau^\frac{1}{1+\alpha}.$$

Finally, we see that

$$\begin{align*}
\tilde{v}_k (N_0 \tilde{v} - N_u \tilde{v}) &= [0 \beta_n^0 - \beta_n^0] \tilde{v}_n^0 + \left[ \frac{d \beta_n^0}{d x^K} - \frac{d \beta_n^0}{d x^K} \right] \nabla_k u^n
\end{align*}$$

$$\begin{align*}
&\quad + \left[ \frac{d \beta_i^1}{d x^K} - \frac{d \beta_i^1}{d x^K} \right] \nabla_k u^n + \left[ \frac{d \beta_i^1}{d p_i^0} - \frac{d \beta_i^1}{d p_i^0} \right] \tilde{v}_n^0 u^n
\end{align*}$$

and again each of these terms may be dealt with similarly to earlier cases.  

**Lemma 23 (Contraction Lemma)** For $u, v, v_2 \in A^{\delta,\tau, \Theta}$, there exists constants $p = p(\alpha) > 0$ and $C = C(\alpha, |\tilde{v}|_{2+\alpha}, \Theta, |P|_{C^2,\alpha})$ such that

$$|\mathcal{Y}_u - \mathcal{Y}_w|_{1+\alpha;\tau} + |(N_u - N_w) v_2|_{1+\alpha;\tau}$$

$$+ |\psi - \psi_w|_{\alpha;\tau} + |(L_u^1 - L_w^1) v_2|_{\alpha;\tau} < C \tau^p |u - w|_{2+\alpha;\tau}$$

**Proof** This is almost exactly as in the previous proof. We have that

$$\psi_u^k = B^k (x, t, u, \nabla u) - \beta_j^1 \tilde{v}_j^l u^l - c_l^k u^l$$

so

$$\psi_u^k - \psi_w^k = \left[ B^k (x, t, u, \nabla u) - B^k (x, t, w, \nabla w) \right]$$

$$\begin{align*}
&\quad + \omega_{b_l^k} \left[ \tilde{v}_j^l w^l - \tilde{v}_j^l u^l \right] + \omega_{b_l^k} \left[ \tilde{v}_j^l - \tilde{v}_j^l \right] \tilde{v}_j^l u^l \\
&\quad + \omega_{c_l^k} \left[ w^l - u^l \right] + \omega_{c_l^k} \left[ w^l - u^l \right] u^l
\end{align*}$$
All terms may be estimated using similar interpolation methods to in the previous lemma. For example
\[
\left| \left[ \partial_t^j u^{\alpha} - u^{j+1} \right] \right|_{i; \tau} \leq C |w - u|_{2; \tau} |u|_{1+\alpha; \tau} + C |w - u|_{2+\alpha; \tau} |u|_{1; \tau}
\]
\[
\leq C \tau \frac{1}{2} |w - u|_{2+\alpha; \tau}.
\]
We clearly have that
\[
|\psi_u - \psi_w|_{\alpha; \tau} < C |w - u|_{1+\alpha; \tau} < C \tau \frac{1}{2} |w - u|_{2+\alpha; \tau}
\]
where we used that \(|u(x, t) - w(x, t)| < 2t|\). Identical methods may be applied to \(|(L_u^1 - L_u^2)v_2|_{\alpha; \tau}\). Also,
\[
\mathcal{Y}_u = \frac{u^\alpha}{\beta} \nabla_n u^j + \frac{u^{\beta}}{\beta} \nabla_j u^i + u \tau + r(x, t, u, \nabla u).
\]
Here we note that, as by assumption the initial data satisfies the Neumann boundary conditions
\[
0 = \mathcal{Y}_3 |_{t=0} = r(x, 0, 0, 0),
\]
by looking at the equations for \(\beta_i^j\) it follows that \(0\beta_i^j = 0\) unless \(i = j = n\). As a result, for such \(i, j\) we have that \(|u_i^\beta| \leq |u|_1 \leq \Theta \tau\) and in particular, as \(\beta_i^j|_{1+\alpha} < C, |\beta|_1 \leq C \tau \frac{1}{2}\). As a result of this observation we may obtain the relevant bound for
\[
\nabla_i \frac{1}{\beta} \nabla_1 |\alpha; \tau| \text{ bound for}
\]
\[
\mathcal{Y}_u - \mathcal{Y}_w = \frac{u^\alpha}{\beta} \nabla_n u^j + \frac{u^{\beta}}{\beta} \nabla_j u^i + \left[ \frac{u^\alpha}{\beta} \frac{u^{\beta}}{\beta} \right] \nabla_j w^i
\]
\[
\quad + \left[ \frac{u^\alpha}{\beta} \frac{u^{\beta}}{\beta} \nabla_n w^i + \frac{u^\beta}{\beta} \nabla_i \left[ u^j - \nabla_j \left[ u^j \right] w^j \right]
\]
\[
\quad + r(x, t, u, \nabla u) = r(x, t, w, \nabla w),
\]
where the final term follows from writing
\[
\frac{\partial}{\partial \beta} \frac{\partial}{\partial \tau} r(x, \beta, \tau u + (1-\tau)w, \tau \nabla u + (1-\tau) \nabla w) d\tau d\beta
\]
\[
= t \left[ \left( r_1 \right)^j \nabla_i (w - u)^j + \left( r_2 \right)^j (w - u)^j \right].
\]

The term
\[
(N_u - N_w) v_2
\]
may be estimated similarly, but this is easier due to estimates that we already have on \(v_2\), and so this is left as an exercise to the reader. \(\square\)

6.7 Proof of Theorem 8

Before proving Theorem 8 we collect the conclusions of the previous sections:

Proposition 5 Suppose that (44) satisfies up to 1st order compatibility conditions on \(\mathcal{P}_2\) and 0th order compatibility conditions on \(\mathcal{P}_3\). Then there exists a maximal time \(0 < T = T(|\mathcal{P}_2|, c_D, c_T) \leq c_T\) such that there exists a unique solution \(u \in \Gamma_{T}^{2+\alpha; \frac{2\alpha}{T}}\) of (44). This solution is smooth for \(t > 0\) and if \(T < c_T\) then either \(|u|_{1; T} = c_D\) or \(|u|_{1+\alpha; \tau} \to \infty\) as \(\tau \to T\) for all \(\alpha \in (0, 1)\).
Proof Short time existence follows from Proposition 4, and uniqueness also follows from application of the contraction mapping theorem. Standard Schauder estimates now imply that the solution is smooth for \( t > 0 \). Suppose a solution \( u \) exists until time \( \tau < c_T \) and there exists an \( \alpha \in (0, 1) \), \( C < \infty \) so that \( |u|_{1+\alpha;\tau} < C \) and \( |u|_{1;\tau} < c_D \). Schauder estimates imply that the solution is smooth up to time \( \tau \), and writing \( \psi(\cdot) = u(\cdot, \tau) \), we see that \( \tilde{u}(x, t) = u(x, t - \tau) - \varphi(x) \) satisfies an equation of the same form as (44) with compatibility conditions to all orders. Therefore Proposition 4 implies that the solution may be extended (smoothly) to a later time, implying \( \tau \) was not maximal.

Proof of Theorem 8 Propositions 3, Lemma 20 and Proposition 5 imply that a solution exists for some positive maximal time \( T > 0 \).

Suppose that for all the time \( t < T < \infty \) that the solution exists there are positive constants \( C_H, C_H^\Sigma \) and \( c_{inj} \) such that

\begin{align*}
(a) \quad & |\Pi(x, t)| < C_H, \\
(b) \quad & |\Pi^\Sigma(x, t)| < C_H^\Sigma, \\
(c) \quad & inj_{\partial M} > c_{inj}
\end{align*}

We see that due to the above assumptions there exists a bounded, compact set \( M_T \) such that \( M_t \) converges to \( M_T \) uniformly as \( t \to T \). Since we have uniform curvature bounds and uniformly bounded injectivity radius, on the interior of \( M_t \) we have standard local curvature estimates in cylinders via standard methods such as the proof of [6, Theorem 3.4], and so we can guarantee that away from \( \partial M_T := \lim_{t \to T} \partial M_t \), \( M_T \) is smooth. Similarly we have that for all \( 0 < \frac{T}{2} < t < T \), \( \Sigma_t \) is uniformly smooth.

We must demonstrate the same at the boundary where no suitable local estimates are currently known to the authors. Our concern is that a region of the boundary somehow conspires to have exploding derivatives of curvature as \( t \to T \), which in turn implies that (39) has arbitrarily large coefficients in \( C^{2-\alpha} \) and/or arbitrarily small \( c_T, c_D \). To get around this problem, we locally rewrite (39) over a “neutral” manifold so that the corresponding system has uniformly bounded coefficients and we may apply local Schauder estimates up to the boundary.

For some \( \epsilon \) to be determined (but depending only on \( C_H, C_H^\Sigma \) and \( c_{inj} \)), we pick a point \( p \in \partial M_{T-\epsilon} \). We now define a small portion of a submanifold \( Q \), which is constructed by first choosing \( \partial Q \subseteq \Sigma_{T-\epsilon} \) to be the image of the exponential map of \( \Sigma_{T-\epsilon} \) at \( p \) applied to \( T_p \partial M_{T-\epsilon} \). For every \( q \in \partial Q \), we pick a vector field \( \mu_Q(q) \) so that \( \text{span}\{T_q \partial Q, \mu_Q(q)\} \) is Lagrangian and with Lagrangian angle determined by the boundary condition, and \( \mu(p) \) points into \( M_{T-\epsilon} \). Finally we define \( Q \) by extending \( \mu_Q(q) \) by geodesics. The construction of \( Q \) depends only on \( \Sigma \) and the tangent properties of \( M_{T-\epsilon} \) at \( p \). In particular, there exists a \( \delta = \delta(C_H^\Sigma) > 0 \) such that \( Q \cap B_\delta(p) \) is uniformly \( C^k \) depending only on our uniform bounds on \( \Sigma \).

As in Proposition 2 we may construct time dependent local diffeomorphisms \( Y \) from \( NQ \times [0, T_Y] \) to \( \mathcal{V} \) so that, by again reducing \( \delta < c(C_H, C_H^\Sigma, c_{inj}) \), the image of the diffeomorphism at each time \( t \) contains only a single connected open subset of \( \Sigma_t \), and all geometric quantities are bounded by \( C_H, C_H^\Sigma \) and \( c_{inj} \). We may locally write (7) as in Proposition 3, except that now \( u \) is a time-dependent section of \( N(Q \cap B_\delta(p)) \) for \( t \in [T - \epsilon, T - \epsilon + c_T] \) and in place of the final line of (39) we need to specify initial data \( u(\cdot, T - \epsilon) = \varphi(\cdot) \). We note that, due to our construction \( c_T, c_D \) and the coefficients of the system depend only on the bounded quantities \( C_H, C_H^\Sigma \) and \( c_{inj} \). We of course choose initial data \( \varphi \) to parametrise \( M_{T-\epsilon} \), where we note that \( \varphi(p) = 0 \) and \( \nabla \varphi(p) = 0 \) and so by choosing \( \delta \) sufficiently small (depending on \( C_H \)) we may assume \( |\varphi|_1 < \frac{1}{2} c_D \). Furthermore
using a and (41), we have that there exists a constant $C$ depending only on $C_{II}$, $C_{III}$ and $c_{\text{inj}}$ such that while $|u|_{\overline{\Omega} \cap B_\delta (p)}^{1, 1 \over 2} < C_D$, 

$$\nabla^2 u \leq C.$$ 

Using (39) we therefore see that while $|u|_{\overline{\Omega} \cap B_\delta (p)}^{1, 1 \over 2} < C_D$ there exists $C_1 = C_1 (C)$ such that for $t > T - \epsilon$, 

$$|u(\cdot, t) - \varphi (\cdot)| < C_1 (t - (T - \epsilon)),$$

and so 

$$|u - \varphi|_{\overline{\Omega} \cap B_\delta (p)}^{1, 1 \over 2} < C_2 \sqrt{\tau}.$$ 

where $C_2 = C_2 (C, \varphi)$. We therefore see that there exists a uniform time $\tau = \tau (C_{II}, C_{III}, c_{\text{inj}})$ such that the localised version of (39) on $\Omega$ is parabolic. Due to our construction, boundary Schauder estimates may be applied, and so we have uniform estimates on $\Omega \cap B_{\delta \over 2} (q)$ to all orders on the solution $u$. As $q$ was arbitrary, we may take $\epsilon = \frac{\tau}{2}$ to obtain smooth estimates on a neighbourhood of $\partial M_T$.

As a result, $M_T$ is a smooth manifold and Proposition 5 may now be applied to see that $T$ was not the final time. \hfill $\Box$
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### A Hölder spaces

Before dealing with the above PDE, we define the function spaces in which we will work. Let $\Omega \subset \mathbb{R}^n$ be a domain, and define the parabolic domain $\Omega_T = \Omega \times [0, T)$ for some $T > 0$. For a chosen $\rho_0 > 0$, we define Hölder norm for functions on $\Omega$ to be 

$$|u|_{C^{k, \alpha} (\Omega)} = \sum_{|\beta| \leq k} |D^\beta u|_0 + \sum_{|\beta| = k} [D^\beta u]_{C^{0, \alpha} (\Omega)},$$ 

where the sum is over all multi-indices $\beta$, $| - |_0$ is the standard $C^0$ norm, and $[-]_{C^{0, \alpha}}$ is the Hölder seminorm defined by 

$$[u]_{C^{0, \alpha} (\Omega)} := \sup_{x, y \in \Omega \atop |x - y| < \rho_0} \frac{|u(x) - u(y)|}{|x - y|^{\alpha}}.$$ 

Similarly we define parabolic Hölder norm by 

$$|u|_{C^{k, \alpha; \frac{1 + \alpha}{2}} (\Omega_T)} = \sum_{2\tau + |\beta| \leq k} |D^\tau D^\beta u|_0 + [u]_{C^{k, \alpha; \frac{1 + \alpha}{2}} (\Omega_T)}.$$
where

\[ [u]_{C^{k+\alpha},\frac{k+\alpha}{2}((\overline{\Omega}_T))} = \sum_{2r+|\beta|=k} \sup_{t \in [0, T]} [D_t^r D_\beta u(\cdot, t)]_{C^{0,\alpha}(\Omega)} + \sum_{0 < k+\alpha - r - |\beta| < 2} \sup_x [D_t^r D_\beta u(x, \cdot)]_{C^{0,\alpha}(\Omega)} \]

We write \( C^{k+\alpha, \frac{k+\alpha}{2}}(\overline{\Omega}_T) \) for the space of all functions on \( \overline{\Omega}_T \) such that \( D_t^r D_\beta u \) is continuously defined on \( \overline{\Omega}_T \) for all \( 2r + |\beta| \leq k \) and \( [u]_{C^{k+\alpha, \frac{k+\alpha}{2}}(\overline{\Omega}_T)} \) is bounded.

For compact \( M_0 \) with boundary \( \partial M_0 \), we define \( M_{0,T} = M_0 \times [0, T) \). Considering a finite cover of coordinate patches \( U_i \) with cutoff functions \( \chi^i \) on \( M_0 \), we define the Hölder norm of a function \( f \) as the maximum of the Hölder norms of \( f \chi^i \) on the coordinate patches. In this way we may define Hölder spaces \( C^{k,\alpha}(M_0) \) on \( M_0 \) and \( C^{k+\alpha, \frac{k+\alpha}{2}}(M_0,T) \).

Let \( \Gamma \) be the space of continuous sections of the normal bundle, and define \( \Gamma_T \) to be time dependent continuous sections for \( t \in [0, T) \). Identically to above, using a covering of \( M_0 \) by a finite number of simply connected coordinate patches and trivialisations of the normal bundle of \( N M_0 \) we may define Hölder norms on sections of the normal bundle to be the sum over the norms over the trivialisations (see for \( [25, \text{Section 2.2}] \) for similar constructions).

In this way we define the (elliptic) Hölder space of \( k + \alpha \) differentiable sections of the normal bundle of \( M_0 \), denoted \( C^{k,\alpha}(N\overline{M}_0) \) with Hölder norm \( | \cdot |_{k,\alpha} \). Similarly we define the parabolic Hölder space of time dependent sections which are \( k + \alpha \) times differentiable in space and \( \frac{k+\alpha}{2} \) times differentiable in time, which we denote \( \Gamma^{k+\alpha, \frac{k+\alpha}{2}}_T \) with norms \( | \cdot |_{k+\alpha;T} \). We will denote by \( N\partial M_0 \) the pullback bundle of \( N M_0 \) to \( \partial M_0 \) by the inclusion mapping. Using the same idea, we denote time dependent sections of \( N\partial M_0 \) which are \( k + \alpha \) times differentiable in space and \( \frac{k+\alpha}{2} \) times differentiable in time by \( \Gamma^{k+\alpha, \frac{k+\alpha}{2}}_{\partial, T} \) with norm \( | \cdot |_{k+\alpha, \frac{k+\alpha}{2}} \).

### B Estimates for linear parabolic systems with a mixed boundary condition

For \( u \in \Gamma^{2+\alpha, \frac{2+\alpha}{2}}_T \), we now study the linear parabolic system which we write in coordinates as

\[(\mathcal{L}u)^k = u_t^k - a^{ij}_t(x, t)\nabla_i u^k - b_i^k(x, t)\nabla_i u^l - c_i^k(x, t)u^l\]

or as linear mappings as

\[\mathcal{L}u = u_t - a^{ij}(x, t)\nabla_i u - b_i(\nabla u) - c(u)\]

with boundary operators

\[D u = u - (v_0(x, t), u)_0 v_0(x, t)\]

and

\[N u = \beta(\nabla u) + e(u)\]

where \( \beta \) and \( e \) are linear mappings, so in coordinates \( \beta(\nabla u) = \beta_i^k(x, t)\nabla_i u^k \) and \( e(u) = e_i(x, t)u^i \). On the above we will assume that \( |v_0|_0 = 1, \partial M_0 \) and \( v_0 \) are smooth and \( a, b, c, \beta, e \in C^{\alpha, \frac{\alpha}{2}}(\overline{M}_T) \) in the sense that in the system of localisations as determined.
in Appendix A, they are bounded in $C^{\alpha: \frac{1}{2}}$. We also require that this system is uniformly parabolic, that is, for all $\xi \in T_p M_0$,
\[ \lambda |\xi|^2 \leq a^{ij}(\xi)\xi_i \xi_j \leq \Lambda |\xi|^2 \]  
(50)
and that $\mathcal{N}$ satisfies a uniform obliqueness condition in direction $v_0$, that is, there exists a uniform constant $\chi > 0$ such that, if $\mu_0$ is the outward unit vector to $M_0$ then
\[ \beta(\mu_0 \otimes v_0) = \beta^k_0 \mu_0 v_{0k} \geq \chi > 0. \]  
(51)

Specifically we will consider the system
\[
\begin{cases}
Lu = f & \text{on } M_0 \times [0, T) \\
Du = 0 & \text{on } \partial M_0 \times [0, T) \\
Nu = \Phi & \text{on } \partial M_0 \times [0, T) \quad \text{(52)}
\end{cases}
\]
We will also assume that the data for (52) satisfies compatibility conditions to various orders, which are determined iteratively, as on [15, pages 319–320].

We note that we may choose a finite number of local trivialisations covering $M_0$ such that the base of each trivialisation is an open simply connected coordinate patch $U$ with $\bar{U} \cap \partial M_0 = S$ such that either $S = \emptyset$ or $S$ is a simply connected portion of $\partial M_0$. Furthermore we may choose coordinates on these patches so that $S$ is given by $x^n = 0$ and $\mu_0 = -\frac{\partial}{\partial x^n}$ and so that over $S$, $v_0 = \frac{\partial}{\partial x^n}$ near the boundary. In these coordinates (52) may be written
\[
\begin{cases}
\left. \begin{array}{c}
u_i^k = a^{ij}(x, t)D^2_{ij}u^k + b^{kj}(x, t)D_ju^l + c^k_l(x, t)u^l + f^k \\
u^l = 0 \\
D_n u^n \beta^n_i(x, t) + \beta^n_i(x, t)D_iu^l + \beta^n_j(x, t)D_ju^l + e_k(x, t)u^k = \Phi \\
u^k(\cdot, 0) = \varphi(\cdot)
\end{array} \right\} & \text{on } U_T \\
\left. \begin{array}{c}
u_i^k = a^{ij}(x, t)D^2_{ij}u^k + b^{kj}(x, t)D_ju^l + c^k_l(x, t)u^l + f^k \\
u^l = 0 \\
D_n u^n \beta^n_i(x, t) + \beta^n_i(x, t)D_iu^l + \beta^n_j(x, t)D_ju^l + e_k(x, t)u^k = \Phi \\
u^k(\cdot, 0) = \varphi(\cdot)
\end{array} \right\} & \text{on } NS_T \\
\left. \begin{array}{c}
u_i^k = a^{ij}(x, t)D^2_{ij}u^k + b^{kj}(x, t)D_ju^l + c^k_l(x, t)u^l + f^k \\
u^l = 0 \\
D_n u^n \beta^n_i(x, t) + \beta^n_i(x, t)D_iu^l + \beta^n_j(x, t)D_ju^l + e_k(x, t)u^k = \Phi \\
u^k(\cdot, 0) = \varphi(\cdot)
\end{array} \right\} & \text{on } N T \quad \text{(53)}
\]
where now $\beta^n_i > \chi$.

Proposition 6 Suppose that the coefficients of $L$ are in $\Gamma^{\alpha: \frac{1}{2}}_{\partial, T}$, the coefficients of $N$ in $\Gamma^{1+\alpha: \frac{1}{2}}_{\partial, T}$ and the coefficients of $D$ are in $\Gamma^{\alpha: \frac{1}{2}}_{\partial, T}$. Suppose $\mathcal{L}$ satisfies (50) and $N$ satisfies (51) and up to the 1st and the 0th compatibility conditions are satisfied on $D$ and $N$ respectively. Suppose that $f \in \Gamma^{\alpha: \frac{1}{2}}_{\partial, T}$, $\Phi \in \Gamma^{1+\alpha: \frac{1}{2}}_{\partial, T}$, $\varphi \in \Gamma^{2+\alpha: \frac{3}{2}}_{\partial, T}$. Then, any solution $u \in \Gamma^{2+\alpha: \frac{3}{2}}_{\partial, T}$ to (52) satisfies
\[
|u|_{2+\alpha; T} \leq C \left( |u|_{0; T} + |f|_{0; T} + |\varphi|_{2, \alpha} + |\Phi|_{1+\alpha; \partial; T} \right).
\]

Proof We work in the coordinates of (53). We take open simply connected $U'' \subset U' \subset U \subset M_0$ such that $\partial U \setminus \partial M_0$, $\partial U' \setminus \partial M_0$, $\partial U'' \setminus \partial M_0$ are a positive distance apart. We define $U_T = U \times [0, T)$, $U'_T = U' \times [0, T)$, $U''_T = U'' \times [0, T)$. We will denote $(2 + \alpha)$-Hölder norms restricted to these parabolic domains by $\| \cdot \|_{2+\alpha; U'; T}$, $\| \cdot \|_{2+\alpha; U''; T}$, $\| \cdot \|_{2+\alpha; U''; T}$ respectively (and similar for other norms). Applying local Schauder estimates ([15, Theorem IV.10.1, page 351-352]) for the Dirichlet problem yields
\[
|u^l|_{2+\alpha; U''; T} \leq C \left( |u|_{1+\alpha; U; T} + |f|_{\alpha; U; T} + |\varphi|_{2+\alpha; U} \right).
\]
Applying Schauder estimates to the Neumann problem given by $u^n$ we have
\[
|u^n|_{2+\alpha; U^n; T} \leq C (|u^1|_{2+\alpha; U^n; T} + |u|_{1+\alpha; U^n; T} + |f|_{1+\alpha; U^n; T} + |\Phi|_{1+\alpha; \partial U \cap \partial M; T})
\]
\[
\leq C (|u|_{1+\alpha; U; T} + |f|_{1+\alpha; U; T} + |\varphi|_{2+\alpha; U; T} + |\Phi|_{1+\alpha; \partial M \cap \partial U; T})
\]
We may get similar estimates on the interior, and patching them together gives
\[
|u|_{2+\alpha; T} \leq C (|u|_{1+\alpha; T} + |f|_{1+\alpha; T} + |\varphi|_{2,\alpha} + |\Phi|_{1+\alpha; \partial T})
\]
Ehrling's Lemma now yields the claimed estimate. □

The following is now a simple application of standard PDE theory.

**Proposition 7** Suppose that (52) is as in Proposition 6. Then there exists a solution $u \in \Gamma^{2+\alpha; \frac{2+\alpha}{2}}_T$ to (52).

**Proof (Proof Sketch)** This follows exactly as in [25, Lemma 2.6] and [15, Section IV.7].

We start by assuming that $b = 0$, $c = 0$, $e = 0$, and $\beta(a \otimes b) = \langle \mu_0, a \rangle \langle v_0, b \rangle \tilde{\beta}(x)$. This implies that in the coordinates as in (53) the system is totally decoupled (and $\beta^n_\alpha$ is the only nonzero component of $\beta$). On any simply connected open local patch $U$ as above, we may therefore locally solve (by imposing extra Dirichlet boundary conditions on $\partial U_T \setminus S_T$ for $1 \leq I \leq n - 1$ and Neumann boundary conditions of $u^n$). We may then use cutoff functions to get an approximate solution to (52) by patching together local solutions using cutoff functions, as in [25, Lemma 2.6] and [15, Section IV.7]. Then, by restricting the time interval to $T < \epsilon$ (where $\epsilon$ depends only on the coefficients of (52) the error between our approximate solution becomes small, and (again, as in [25, Lemma 2.6] and [15, Section IV.7]) this may be used to produce left and right inverses to the linear system, and so demonstrate the existence of a solution of (52) for $t < \epsilon$.

The Hölder estimates of Proposition 6 and Lemma 24 below imply that we may now apply the method of continuity to ensure the existence of a solution in the case we do not make the above assumptions on the coefficients of $\mathcal{L}$, $\mathcal{D}$, $\mathcal{N}$.

As uniform Hölder estimates hold, repeatedly applying the above short time existence, we may extend this solution to all of the time interval $[0, T)$.

**Lemma 24** Suppose that $\mathcal{L}$, $\mathcal{D}$, $\mathcal{N}$, $\varphi$, $\Phi$, $f$, are as in Proposition 6 and suppose that $u \in \Gamma^{2+\alpha; \frac{2+\alpha}{2}}_T$ is a solution of (52). Then there exists a constant $C$ depending only on $M_0$, $T$ and the coefficients of the equations such that
\[
|u(x, \cdot) - \varphi(\cdot)| < C (|f|_{0; T} + |\Phi|_{1; \partial; T}) \sqrt{T}
\]

**Proof** Due to the assumptions on differentiability, we may (wlog) assume that $\varphi = 0$ and look for a suitable bound on $u$. The main technicality here is reducing estimates on $|u|$ to a standard PDE problem.

At the boundary we define the normal vector field $\tilde{\beta} := \beta(\mu_0)$. Suppose that $\beta$ is in $\Gamma^{2+\alpha, \frac{2+\alpha}{2}}_{\partial, T}$. We extend $\tilde{\beta}$ at time $t = 0$ so that it satisfies compatibility conditions at $t = 0$ and then solve the Dirichlet problem
\[
\begin{align*}
\left\{ \begin{array}{ll}
\frac{d}{dt} + a^{ij} \tilde{\nabla}^2_{ij} \tilde{\beta} = 0 & \text{on } M_0 \times [0, T) \\
\tilde{\beta}(x, t) = \beta(x, 0) & \text{on } \partial M_0 \times [0, T)
\end{array} \right.
\end{align*}
\]
with this initial data. This gives a solution $\tilde{\beta} \in \Gamma_T^{2+\alpha; \frac{2+\alpha}{2}}$. A priori, $\beta$ is only in $\Gamma_T^{1+\alpha; \frac{1+\alpha}{2}}$, but importantly in our estimates we will only use that $\tilde{\beta} \in \Gamma_T^{1+\frac{1}{2}}$, and so by approximation the
full lemma will be achieved. We may extend \( v_0 \) to be a smooth normal vector field in a collar region of \( \partial M_0 \). Due to the \( \Gamma^1_{1;T} \) bound we know that by restricting the collar region further, \( \left( \tilde{\beta}, v_0 \right) > \frac{1}{2} \chi \). Therefore, by choosing a suitable cutoff function \( \gamma \), there exists a \( \Lambda = \Lambda (\chi) \) such that the scalar product \( p \) on \( NM_0 \) defined by

\[
p(X, Y) = \Lambda \left( (X, Y) - \gamma (X, v_0) (Y, v_0) \right) + \gamma \left( \tilde{\beta}, X \right) \left( \tilde{\beta}, Y \right)
\]

is positive definite.

Working in coordinates and writing \( \langle u, v \rangle_p = u^i p_{ij} v^j \) we have that

\[
\left( \frac{d}{dt} - a^{ij} D_{ij} \right) u |u|^2_p = -2 D_t u^k a^{ij} D_j u^l p_{kl} + 2 \langle b(Du) + c(u) + f, u \rangle_p \n\]

\[
- 2 D_t (p_{kl}) a^{ij} D_j u^k u^l + u^k u^l \left( \frac{d}{dt} - a^{ij} D_{ij} \right) p_{kl}
\]

\[
\leq C_L (|u|^2_p + |f|^2_{0;T})
\]

where we used the uniform parabolicity of (52), the fact that \( p \) is positive definite and Young’s inequality on the last line so that \( C_L \) depends on the coefficients of \( \mathcal{L} \), \( p \) and its derivatives. Note however that \( C_L \) does not depend on more than the first space derivatives of \( \tilde{\beta} \).

At the boundary, as \( u^n \) is the only nonzero component of \( u \) we have that

\[
|u|^2_p = (\beta^n_u)^2 (u^n)^2
\]

and

\[
- \mu_0 (|u|^2_p) + u^k u^l \mu_0 (p_{kl}) = D_n |u|^2_p - u^k u^l D_n (p_{kl}) = 2 D_n u^l p_{ij} u^i
\]

\[
= 2 u^n D_n u^l p_{in} = 2 \beta^n_i u^n D_n u^l \beta^n_l
\]

\[
= 2 \beta^n_i u^n (- D_j u^n \beta^n_j - e_n u^n + \Phi).
\]

Assuming that we are at a nonzero boundary maximum of \( |u|_p \), we have that \( D_t u^n = 0 \) and so at such a point,

\[
\mu_0 (|u|^2_p) < C_{\beta} (|u|^2_p + t |\Phi|^2_{1;\alpha;T}),
\]

where \( C_{\beta} \) depends on \( e, \Phi, \chi \) and the first derivative of \( p_{ij} \) (here we have used that \( |\Phi (x, t) - \Phi (x, 0)| = |\Phi (x, t)| < |\Phi|_{1;\alpha;T} \sqrt{t} \).

Let \( \rho \) be a smoothing of the distance to the boundary function (as in Lemma 6) so that \( \nabla \rho = - \mu_0 \) at the boundary. We estimate

\[
\left( \frac{d}{dt} - a^{ij} D^2_{ij} \right) \rho = - a^{ij} D^2_{ij} \rho < C_p, \quad |\nabla \rho| < C_p, \quad |\rho| < C_p.
\]

We set \( v = (|u|^2_p + t |\Phi|^2_{1;\alpha;T}) e^{C_{\beta} \rho} \) and note that at a boundary maximum of \( v \), we are also at a maximum over \( \partial M_0 \) of \( |u|_p \) and so we have that \( \mu_0 (v) < 0 \). Therefore, \( v \) does not attain it’s maximum at the boundary.

At a positive maximum of \( v \)

\[
\left( \frac{d}{dt} - a^{ij} D^2_{ij} \right) v \leq e^{C_{\beta} \rho} \left[ C_L (|u|^2_p + |f|^2_{0;T}) + |\Phi|^2_{1;\alpha;T} + (|u|^2_p + t |\Phi|^2_{1;\alpha;T}) \n\]

\[
\times (C_{\beta} C_p - C_{\beta}^2 \nabla_i \rho a^{ij} \nabla_j \rho - 2 C_{\beta} a^{ij} D_l |u|^2_p D_j \rho)
\]

\[
\leq C(C_L, C_{\beta}) (|v| + |f|^2_{0;T} + |\Phi|^2_{1;\alpha;T}),
\]
where we estimate the last term using the fact that at a maximum \(D_i |u|^2_p = -C_\delta (|u|^2_p + t|\Phi|^2_{1;\beta;T}) D_i \rho\). As \(M_0\) is compact and \(\rho < R\), standard maximum principle methods now imply
\[
v \leq C(|f|^2_{0;T} + |\Phi|^2_{1;\beta;T})te^{Ct}.
\]
\[\square\]
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