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Abstract: Cataract is a dense cloudy area that forms in a lens of the eye because of which many people are going blind. More than 50% of people in old age suffer due to cataract and will not have a clear vision. In the convolutional neural network, there are many trained models which help in the classification of the object. We use transfer learning technology to train the model for the data set we have. The image feature extraction model with the inception V3 architecture trained on image net. Cataract and normal image dataset are collected. A cataract is further divided into a mature and immature cataract. The result shows whether the image is either a normal eye or cataract eye with the model accuracy being 87.5%. If in the presence of cataract, the model will identify the stage of cataract.
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I. INTRODUCTION

A cataract is a dense and cloudy region that is formed in the lens which lies behind iris and the pupil of the eye. A cataract starts when proteins present in eye form a clump which does not allow the retina to receive a clear image from the lens. Retina then converts this light to signals which come from the lens. These signals will be sent to the brain through the optic nerve. Over 20 million people are blind, 63% of people are blind because of cataract. Every year 20 lakhs of new cataract cases are added.

The symptoms of cataract may be caused by radiations like ultraviolet from the sun and other sources, diabetes, over smoking, due to hypertension, over drinking, excess fat, genes, any history of eye surgery, due to eye damage and over usage of corticosteroid medications.

The symptoms of a cataract are no clear vision during the night, frequent change in glasses, colors look faded in the view, blurry vision, a person can get two reflections for one image and increased sensitivity to glare.

Once the cataract is detected operation can be done to get rid of a cataract where the affected lens will be replaced with the good lens. The operation can be done in two ways, one way of operation is manually done where the doctor will cut the affected lens by hand and will replace it with good lens, another way of operation is done by laser machine where the laser machine will cut the affected lens and doctor will replace it with good lens.

Deep learning is a branch of machine learning which is inspired by how the brain works. Deep learning methods such as deep neural network and convolutional neural network are used in fields like speech recognition, Gmail, in search, computer vision, natural language processing, machine translation, medical image analysis and many more. Deep learning methods have created a good result which is better than human experts result. Most of the deep learning models depend on convolutional neural network.

Tensorflow is a library created by Google for creating deep learning models, we use tensorflow to build our model. Tensorflow uses dataflow graphs to build the model. We are allowed to create many layers in a neural network. Keras is a library which we use to build our tensorflow model. Keras is simple and it also consist interface optimized for most of the common use cases. Performance is an important part to be considered in machine learning, tensorflow is good in performance as it uses high level APIs and also debugging is done fast. Keras is the high level API used in building the model. Tensorflow can be used for understanding, classification, prediction, creation and discovery. Tensorflow is flexible and portable.

The rest of the section is divided as follows: in the second section, we present the related work. In the third section, the data collection process is depicted. In section four the implementation methodology is discussed in detail. Results are described in section five and finally, we conclude our paper.
II. RELATED WORK

SqueezeNet model is used to classify and detect cataract. The dataset collected is preprocessed to remove the noise in the images. Hough Circle algorithm is used to detect the circle part in the image. Training model - The model is build using a convolutional neural network. Transfer Learning in Machine Learning method where a model developed for a task is reused as the starting point for a model. SqueezeNet model is used in order to classify and detect cataract [1].

The five convolution layer based on deep learning is used in all the fundus images to separate the characteristics. Pre-processing of images is done by using the maximum entropy method. Next, the fractures are extracted automatically by using caffe. The Features extracted must be identified and compared, softmax and support vector machine are used for cataract classification. Four different classifications are done for the dataset collected. The softmax classified and extracted features are having better accuracy [2].

A Cataract is classified using a neural network which is based on the clearness of degree of the image. This model performs pre-processing, feature extraction and classification of a dataset. The quality of the image is improved by the trilateral filter and top-bottom hat transformation. Texture and luminance are used to extract the features. The model is based on back propagation neural network in which two layers are present. RGB color images are used in the dataset. The main aim of this model is to reduce the economic burden for patients [3].

A Cataract must be detected as soon as possible so it will be easy to prevent it by getting more and turn the person to blind. The aim of this paper is to efficiently use a deep convolutional neural network to detect and classify cataract. Pool 5 layer feature mapping is used to classify and extracted features. This feature extraction is cross checked by using another method. We have two conclusions, in first one G-filter method is used to overcome the reflection and interference of uneven illumination, in the second one is used to increase the number of images available so that the accuracy will be good [4].

A Convolutional neural network is performing well nowadays for object recognition. The trained models are available which can give the class object which takes an image as the input. This system retrained the already available model with the image set for diabetic retinopathy. Diabetic retinopathy is classified into a different scale which is 0 to 5. The dataset collected is divided into 5 different classes based on the level of diabetic retinopathy. Once the database is collected and classified then the images are preprocessing where the data is done and image borders are cropped. The transfer learning model is build using inception V3. The model is retrained using the dataset collated on the classification based. The inception V3 architecture is used where it is based on the architecture of GoogleLeNet. Then the result is checked for a different type of dataset collected and the accuracy is observed and the analysis is made in which type of dataset the accuracy is more. From the dataset, collected not all the images are used in training some images are kept aside to later check if the system is working fine [6].

III. DATA COLLECTION

We had been to Bangalore Medical College located in Bengaluru, Karnataka, India, popularly called as BMC to collect the images of the eye from the patients who visit the hospital. We got a few images from the ophthalmologist in the hospital attached to BMC. Minto eye hospital is a government running specialty hospital in Bangalore treating for diseases of the eye. BMC is one among the top ten hospitals in Karnataka. Since it is a government hospital and facilities are more, there are number of patients coming from different places to get treatment.

There are mainly 2 divisions we did in cataract
1 – Immature cataract
2 – Mature cataract

Cataract can be classified into four different grades where the first two grades come under immature cataract and other two grades come under mature cataract [7].

An immature cataract is when the cloudy area is not all averring the lens. There is some remaining clear area in the lens. The Grade I type consists of soft white or greenish yellow and Grade II type consists of soft-medium yellowish color.

A mature cataract is when the cloudy area is all over the lens. Grade III - Medium-hard Amber and Grade IV - Hard Brownish.
IV. IMPLEMENTATION METHODOLOGY

Our method consists of 2 main steps namely Image Preprocessing and Retraining the Inception V3.

Inception V3 Architecture is the 3rd version of Deep Learning convolutional architecture. Inception V3 has trained for ImageNet.

The objective of the inception model is to act as a multi-level feature extractor by computing 1x1, 3x3 and 5x5 convolutions inside the same module of the system. The output of these layers is stacked along the channel dimension before being given into the next layer in the system. The first incarnation of this architecture was called GoogleNet but has simply been called Inception V3. We are utilizing various kinds of convolution on the same input because it is not always possible to obtain enough useful features to perform an accurate classification with a single convolution. With some input, it works better with convolutions small kernels, while others get better results with other types of kernels. GoogLeNet utilizes three kinds of the convolutional layer at a similar system level for this reason. The result of this 3-layer parallel local architecture is the combination of all their output values, chained into a single vector output that will be the input of the next layer.

The flow of this project is given in figure 4, first we need to collect the data then preprocessing of the dataset must be done, next is to create model using inception V3 and then the data must be classified into normal eye dataset, immature cataract dataset and mature cataract dataset. The model must be trained using this dataset and we need to evaluate whether the model is properly trained or not by giving a random image and check if the image is properly identified or not.

A. Image Preprocessing

It can be divided into 2 subtasks-
1) Resizing the images to a specific size
2) Cropping the image borders

Because of the very high fluctuation in the size of images, all images were downsized to a common size of width 500 pixels and height 500 pixels. Images with the same size were used to retrain the Inception V3 model. Since there were unwanted borders and disturbance were removed so that better accuracy can be achieved.

B. Data classification

It is a very important step and it should be done with a lot of care. The main subclasses must be wisely chosen so that the system will work well for all the images. All the images which we have collected in the data collection step must be classified accordingly. Mainly we can classify the images into 3 divisions
1) Normal eye
2) Immature cataract
3) Mature cataract

All the images we have will belong to one of the division. The image is categorized to the division which we feel is correct and is cross-checked with the experts where the images are identified correctly or not.

All the division must have an almost equal
number of images so that there will be no imbalance is the categories while the images are used for training the model.

The data we have collected must be easily dividable into different categories so that the system can find the difference in the images of different categories. If the images are not properly differentiable the accuracy will come down.

C. Retraining the Inception V3

Transfer learning is a deep learning method which utilizes a pre-trained neural network. Transfer learning uses a model which is pre-trained on the different dataset and now we have a different dataset which we want our model to do predictions. We utilize previously registered weights and biases only the last layer of the architecture is retrained. In a neural network, neurons are organized in layers. Different layers may perform different kinds of transformations on their inputs. Signals travel from the first layer to the last one, possibly after traversing the layers multiple times. In-between the first and last layer there are many hidden layers called bottleneck are created for the dataset which we want to train the model. Once all bottlenecks are created the model is retrained according to our needs. The pre-trained model is loaded and the old final layer is replaced with the new trained layer on the eye dataset [6].

D. Bottleneck Values

The creation of bottleneck is to for the input values for the layer just before the output layer where the classification is done. Creation of bottleneck can take around 30 minutes are more according to the speed of the system. This is almost the main stage where all the images in the dataset given for training of the model are processed and stores the bottleneck values for all images. The last layer is prepared to identify using all these bottleneck values created.

We can create as many bottleneck values we want. In this model, we have created around four thousand bottleneck values. Since all the images are reused many times while training and calculating each bottleneck takes a lot of time. These calculated values are stored so that we need not calculate all the values again and again. These values in a file can be changed when we rerun the model with new images added to old once, if the images are same the values will not change and old values will be used so that time will not be wasted by calculating it again. When an input image is given the values for that image is calculated and that value is analyzed with the bottleneck values already calculated and the result is given.

E. Testing

The data set for testing is not the same images used for training because the model may memorize the unimportant features of the training images. This issue is known as overfitting, and to avoid it we keep a portion of our dataset out of the training procedure, with the goal that the model can't remember them. We at that point utilize those images to check and ensure that overfitting isn't happening. If we get good accuracy on the images which is not used while training then overfitting is not happening.

In testing, we give a random image as the input and the system will analyze the image features and displays the output to the user. Images from all the different divisions are given for input to check if the model is trained properly for all the categories.

V. RESULT

The dataset we have collected is divided into a training dataset and testing dataset. Further, the training dataset is tested to check how the model is being trained.

In this system we have a user interface in which the image is will be displayed along with the category of eye and accuracy percentage. The image is the user input while the categories of eye and accuracy percentage are the output of the model. The categories can be a normal eye, immature cataract, and mature cataract. The percentage will vary based on the input image. The figure below shows an example of how exactly the output is being displayed for the users. The overall accuracy of the model is 87.5%.

Fig. 5.Output Screen for Normal Eye

The figure 5 shows the output of the given input images where the system analyzes the input image as a normal eye and the system is 99 % confident that the image is normal eye. This, in turn, means that the feature of the input image matches the features of the normal eye image. The input image is displayed along with the accuracy value as shown in figure 5.

Fig. 6.Output Screen for Immature Cataract
The figure 6 shows the output of the given input images where the system analyzes the input image as a cataract eye and the stage is immature cataract and the system is 89% confident that the image is an immature cataract. This, in turn, means that the feature of the input image matches the features of the immature cataract image. The input image is displayed along with the accuracy value as shown above.

The graph is displayed using tensorboard which is open source software to use the display graph with more advanced features. Tensorboard provides us a web application which helps us to understand the Tensorflow runs and graphs.

The above figure 8 shows the scalar graph for the accuracy for both train and validation. The blue line represents the validation and the red line represents train. The max value of accuracy is 1 and it is plotted against 4000 bottleneck values we have created earlier. Accuracy increases to 0.9 which is very good and tells that the model is properly built and trained. There is a little popup window which gives the name, smoothed, value, step, time and relative time. Where name is either train or validation smoothed value is given, the step gives the count at which we place our course, time tells at what time the values were generated and relative time tells how much time the system took to complete to that step. One plus point is as we move the cursor to any point in the graph the values in this popup will change according to that step.

VI. CONCLUSION

We have used convolutional neural network based transfer learning for the detection and identification of cataract. We have collected and classified images as a normal eye, immature cataract and mature cataract. The image preprocessing is done by removing unwanted borders in the image. We also use images of the same size to increase the performance of the model. Some images are kept for training and some images are kept for testing. The model is trained with the training dataset and tested with the testing dataset to identify and classify the cataract in the given input image.
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