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Abstract: Imaging radar is widely applied in both military and civil fields, including remote sensing. In recent years, polarization information has attracted more and more attention in the imaging radar. The orthogonality between different channels is always the core problem for the full-polarization imaging radar. To solve this problem, an image reconstruction method using orthogonal coding apertures technique is proposed for full-polarization imaging radar in this paper. Firstly, the signal model of the orthogonal coding apertures is proposed. This model realizes the ideal time-domain orthogonality between switching two channels by the apertures with two trains of orthogonal codes. Then, a multichannel joint reconstruction method based on compressed sensing is proposed for the imaging processing, which is named the coded aperture simultaneous orthogonal matching pursuit (CAS-OMP) algorithm. The proposed algorithm combines the information of all polarization channels so as to ensure the consistency of the scattering point position obtained by each polarization channel and also improves the reconstruction accuracy. Finally, the simulation experiments using both the simple scaled model of the satellite and measured data of an unmanned aerial vehicle (UAV) are conducted, and the effectiveness of the proposed method is verified.
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1. Introduction

Imaging radar plays a significant role in both military and civil fields, including remote sensing, due to its all-day and all-weather detection abilities. The emergence of radar imaging technology has been of great importance in the development of radar systems [1]. Synthetic aperture radar (SAR) and inverse synthetic aperture radar (ISAR) are two important branches of imaging radar [2–7]. They both obtain a high resolution in azimuth with synthetic aperture and obtain a high resolution in range direction with wideband radar signals. The future development of radar imaging technology includes multi-polarization, multi-band fusion, multi-station imaging, and three-dimensional imaging [8]. Consequently, much more target information can be obtained, and it will be beneficial for the analysis of structural characteristics.

The imaging radar with polarization measurement capability can describe the polarization scattering mechanism of the target completely. It has been increasingly used in the fields of earth observation, disaster assessment, ocean remote sensing, reconnaissance and monitoring [9–14]. Time-sharing full-polarization and simultaneous full-polarization are the two main measurement methods for full-polarization radar. The time-sharing full-polarization system has the advantages of a simple structure and low hardware cost. It also realizes the ideal isolation of different polarization channels through the time-domain diversity between pulses. However, when measuring a fast-moving target, the de-correlation effect of the echo and the phase difference caused by the Doppler effect will affect measurement accuracy [15,16]. The simultaneous full-polarization measurement system was...
proposed in the 1990s [17]. Under this measurement system, the influence of Doppler frequency variation on phase measurement accuracy was eliminated, which improves the ability of radar in target detection and anti-jamming. Nevertheless, the whole transmitting system is complex, and the waveforms of transmitted signals with good orthogonal properties urgently need to be studied. Considering the complexity and reliability of the system, the time-sharing full-polarization measurement system is most widely used. Hence, the research of this paper is aimed at this kind of radar measurement system.

For SAR and ISAR, one of the main approaches to achieve time-sharing full-polarization imaging is to switch between two polarization channels by alternating the azimuth aperture. However, the aperture number of each polarization state is only half of the full aperture number, which means the pulse repetition frequency (PRF) of the slow-time dimension is reduced. This may lead to azimuth ambiguity, and the radar could fail to meet the imaging requirements of the large size targets of the space station [18]. In this paper, the orthogonal coding aperture is used instead of the uniform alternate aperture to obtain the same unambiguous imaging range in azimuth as the full aperture. The received echo signal can be nonuniform when radar is used in the complex electromagnetic environment, thus the coding aperture signal model is helpful for practical use. Besides, the complexity of the radar radiation signal is not conducive to the interception of the jamming system. This means the nonuniformity of transmitting polarization has the potential ability of anti-jamming. However, the coding aperture has a nonuniform aperture sparsity compared to the full aperture. This results in extremely high sidelobes using the conventional FFT-based method in azimuth imaging. The compressed sensing (CS) theory shows that the original signal can be accurately reconstructed if the original signal is sparse over a certain domain. In this way, the signal is sampled at a much lower rate than that required by the Nyquist sampling theorem [19–22]. Therefore, the CS method is used for the reconstruction of images in this paper. Conventional full-polarization radar imaging is processed independently for each polarization channel. This is a simple and fast-processing method, but the correlation between the data of each polarization channel is ignored. As a result, this method cannot guarantee the accuracy of the extracted polarization scattering matrix. Hence, a joint reconstruction algorithm is proposed in this paper. The proposed algorithm is based on the consistency of the scattering point positions in different polarization channels, improves the reconstruction accuracy and ensures the consistency of the polarized image within each polarization channel.

This paper is organized as follows. Section 2 presents the signal model of the orthogonal coding aperture. In Section 3 the multichannel joint reconstruction method is elaborated. Then in Section 4, both numerical and measured data simulations are conducted to demonstrate the validity of the proposed method. In the end, conclusions and some future research directions are given in Section 5.

2. Signal Model
2.1. Radar Imaging Model

The radar imaging model adopts the classic turntable model, and the scene is shown in Figure 1. The rectangular coordinate system $x$-$O$-$y$ was established with the target centroid $O$ as the origin. The distance between the radar and the target centroid is $R_0$. The motion of the target is transformed into a rotation around the centroid of the target with an angular velocity $\omega$. Assume that the translational motion of the target has been accurately compensated, while ignoring the range cell migration (RCM) caused by the target rotation across the azimuth aperture. The classic ‘stop-and-go’ model was adopted for the equivalent rotation of the target, in which the target is considered to rotate uniformly between two pulses and remain stationary within one pulse.
Assume the transmitted signal is a linear frequency modulation (LFM) signal, and it is expressed as follows:

\[ s(\hat{t}, t_m) = \text{rect}\left(\frac{\hat{t}}{T}\right) \exp\left(j2\pi f_0 t + j\pi k\hat{t}^2\right) \]  

(1)

where \( f_0 \) is signal carrier frequency, \( k \) is the frequency modulation slope, \( T \) is the pulse width, and the signal bandwidth is \( B = kT \). Besides, \( \hat{t} \) is the fast time variable, and \( t_m \) is the slow-time variable. \( t_m = mT_d \), where \( T_d \) is the pulse repetition interval (PRI) and \( m \) is the number of the pulses with \( 0 \leq m < M \). \( M \) represents the total number of imaging observation pulses. \( t = t_m + \hat{t} \) is the full-time variable, satisfying \( 0 \leq t \leq T_A \), where \( T_A \) is the total observation time of imaging with \( T_A = MT_d \).

It is assumed that the target is composed of \( N \) scattering points. For the \( i \)-th scattering point \( P(x_i, y_i) \), assume its equivalent rotational momentum in one pulse repetition interval can be ignored. The distance between the target and the radar at time \( t_m \) is given by

\[ R_i(t_m) = R_0 + y_i\cos(\omega t_m) + x_i\sin(\omega t_m) \]  

(2)

Since the rotation angle of the target is relatively small during the imaging observation period, (2) can be written as

\[ R_i(t_m) = R_0 + y_i + x_i\omega t_m \]  

(3)

The target echo can be represented as

\[ s_r(\hat{t}, t_m) = \sum_{i=1}^{N} A_i \cdot \text{rect}\left(\frac{\hat{t} - \tau}{T}\right) \exp\left(j2\pi f_0 (\hat{t} - \tau) + j\pi k(\hat{t} - \tau)^2\right) \]  

(4)

where \( \tau = 2R_i(t_m)/c \), \( A_i \) represents echo amplitude and \( c \) represents the velocity of the electromagnetic wave.

Assuming the radar sampling rate is \( f_s \), then the number of sampling points in one single pulse is \( N = f_sT \). After receiving the target signal echo at time \( t_m \), the high-resolution range profile (HRRP) of the target can be obtained by performing the dechirp process and inverse Fourier transform in range dimension. After obtaining the slow-time range profile sequence of the target, envelope alignment and phase correction are carried out. The processed range profile sequence is recorded as a \( M \times N \) matrix \( S \), which is represented as

\[ S = [s_0, s_1, \cdots, s_{M-1}]^T \]  

(5)
where \( s_M \) represents \( 1 \times N \) HRRP of the target.

According to the ISAR imaging principle [23], the two-dimensional ISAR image can be obtained by taking the fast Fourier transform (FFT) of the slow-time dimension sequence, which is

\[
S = \psi S_{2D}
\]

(6)

where \( S_{2D} \) represents a \( M \times N \) ISAR image matrix and \( \psi \) represents a \( M \times M \) IFFT dictionary matrix, which is given by

\[
\psi = \begin{bmatrix}
1 & 1 & \cdots & 1 & 1 \\
1 & W_M^{-1} & \cdots & W_M^{-(M-1)} & 1 \\
\vdots & \cdots & \cdots & \cdots & \vdots \\
1 & W_M^{-(M-1)} & \cdots & W_M^{-(M-1)} & 1 \\
\end{bmatrix}
\]

(7)

where \( W_M = \exp(j2\pi/M) \).

2.2. Orthogonal Coding Apertures for Polarization Radar Imaging

First of all, the definition of the emitted signal under these two models of uniform alternating aperture and orthogonal coding aperture are given here separately. The transmitted signal of a fully polarized radar can be expressed as

\[
e_t(t_m) = [e_{th}(t_m) \ e_{tv}(t_m)]
\]

(8)

where \( e_{th} \) is an \( M \)-dimensional column vector, and it represents the H-polarized emission signal. \( e_{tv} \) is also an \( M \)-dimensional column vector, which represents the V-polarized emission signal. \( t_m \) is the slow-time variable.

Equation (1) has given the form of the emitted LFM signal in full time, but (8) focuses on the form of the signal in the slow-time dimension. Equation (8) highlights the polarization state of the pulse.

Then, the uniform alternating aperture signal is given by

\[
s_{uni} = \left[ \begin{array}{c}
a_n \\ \overline{a_n}
\end{array} \right] \cdot e_t
\]

(9)

where \( a_n \) is an \( M \)-dimensional row vector. It is a uniformly distributed 0–1 sequence, \( a_n = [1 \ 0 \ \cdots \ 1 \ 0]_{1 \times M} \). \( \overline{a_n} \) denotes the complementary sequence of \( a_n \), \( \overline{a_n} = 1_{1 \times M} - a_n \).

Similarly, the orthogonal coding aperture signal is given by

\[
s_{cod} = \left[ \begin{array}{c}
b_n \\ \overline{b_n}
\end{array} \right] \cdot e_t
\]

(10)

where \( b_n \) is an \( M \)-dimensional row vector. It is a pseudo-random 0-1 coding sequence. \( \overline{b_n} \) denotes the complementary sequence of \( b_n \), \( \overline{b_n} = 1_{1 \times M} - b_n \).

Equations (9) and (10) represent the emission signals under the two models of uniform alternating aperture and orthogonal coding aperture, respectively. The comparison reveals that the difference between them exists whether the coding sequence is uniformly distributed or not. The difference between the two apertures is further explained below with the help of the schematic diagram.

When it comes to polarization radar imaging, it is a common practice to switch the aperture between the orthogonal channels to obtain the full-polarization images, as shown in Figure 2a. This is a conventional model with a uniform alternating aperture. It uses time-domain diversity to ensure orthogonality between the adjacent pulses of two polarization states. It is clear that if the pulses of two polarization states are transmitted evenly and alternately in the slow-time dimension, there exists only one single PRF in each polarization channel. Therefore, the PRF reduces to a half compared to the full aperture. This leads to
azimuth ambiguity, which makes the image generated by the radar unsatisfactory for some of the large-size targets.

The orthogonal coding apertures proposed in this paper refer to the H-polarization channel and V-polarization channel that form a cross-interval distribution on the azimuthal aperture. The schematic diagram of orthogonal coding apertures is shown in Figure 2b. Unlike conventional uniform alternating apertures, orthogonal coding apertures transmit H polarization or V polarization pulses ununiformly using the preset coding sequence. Both H polarization and V polarization are received at the same time.

The polarization state of each pulse is known when the orthogonal coding aperture is used for full-polarization imaging. Therefore, the co-polarization signal and cross-polarization signal can be separated by indexing the aperture serial number, then signals in four polarization channels can be obtained. With an orthogonal coding aperture, the minimum time interval between two pulses within each polarization channel is the same as the full aperture. The PRFs in a single polarization channel are more than one. In other words, the irregular repetition frequency solves the problem of azimuth ambiguity caused by sparse aperture. This proves the superiority of the orthogonal coding aperture compared to the conventional model.

2.3. The Shortcoming of FFT-Based Imaging Method

When the azimuth has full apertures, the FFT-based method can be used for imaging. However, the coding aperture has a nonuniform aperture sparsity compared to the full apertures, resulting in extremely high sidelobes when using traditional FFT-based method in azimuth imaging. In order to explain this phenomenon more intuitively, we conducted a simulation experiment, as shown in Figure 3. The azimuth aperture is randomly selected according to a certain proportion, and the retained aperture continues to be imaged by the FFT-based method. The result shows that when the aperture extraction proportion decreased to 50%, the reconstructed image had serious defocus, which is hard to recognize. Therefore, to image a model with an orthogonal coding aperture, a new method needs to be applied.
Figure 3. Imaging results of Yake-42 simulation model under different aperture extraction ratio: (a) Yake-42 simulation model; (b) Aperture extraction ratio 100%; (c) Aperture extraction ratio 75%; (d) Aperture extraction ratio 50%.

3. Reconstruction Algorithm Based on CS Theory

According to the CS theory, a signal can be precisely reconstructed via limited observations when the sparsity is satisfied [19–22]. As is known, the radar images can be seen as combinations of some limited strong scatterers in a high-frequency domain, which is sparse compared with the whole imaging area [24–26]. Hence, the CS-based reconstruction algorithm is proposed for the orthogonal coding aperture imaging in this section.

3.1. Sparse Representation of Orthogonal Coding Aperture

According to the encoding sequence, the corresponding rows of the identity matrix are extracted to form a new matrix. Then the sensing matrices of H-polarization channel and V-polarization channel are obtained, as shown in Figure 4.
Supposing that $Q$ apertures are extracted from $M$ apertures as H polarization channels ($Q < M$), the sensing matrix $P_H$ of H polarization channel is given by:

$$P_H = \begin{bmatrix}
10000000 \cdots 0 \\
01000000 \cdots 0 \\
00100000 \cdots 0 \\
00010000 \cdots 0 \\
00001000 \cdots 0 \\
00000100 \cdots 0 \\
00000010 \cdots 0 \\
00000001 \cdots 1
\end{bmatrix}_{Q \times M} \tag{11}
$$

After the four polarization channels are separated, the images of each orthogonal aperture channel can be expressed as

$$S_{f,k} = \Phi_i S_{2D,k} \tag{12}$$

where $k = 1, 2, 3$ and 4 represent the HH, HV, VH and VV polarization channels, respectively. $S_{f,k}$ is the sparse measured value of the HRRP sequence under the corresponding $k$-polarization channel. $S_{2D,k}$ is the 2D-ISAR image to be reconstructed in the $k$-polarization channel and $\Phi_i$ is the corresponding sparse measurement matrix. The measurement matrix satisfies $\Phi_1 = \Phi_2 = P_H \Psi, \Phi_3 = \Phi_4 = P_V \Psi$.

The estimation of the ISAR image $S_{2D}$ is obtained by solving the optimization problem from sparse sampling. The traditional processing method reconstructs each polarization channel separately. That is, obtain $S_{2D,k}$ with the minimum $m_1$ norm satisfying in each polarization channel.

$$\min \|S_{2D,k}\|_{1} \text{s.t.} \|S_{f,k} - \Phi_i S_{2D,k}\|_F \leq \varepsilon_k \tag{13}$$

where $k = 1, 2, 3, 4, \| \cdot \|_1$ represent the $m_1$ norm of the matrix, $\| \cdot \|_F$ represent the Frobenius norm of the matrix, and $\varepsilon$ is the threshold related to the noise level. Usually, the finer reconstructed image can be obtained with a lower threshold, but it also requires more computation. The reconstructed images in the four polarization channels are obtained by calculating $S_{2D,k}$ that meets the constraints respectively.

To solve the sparse optimization problem, many classic CS algorithms can be applied. For example, the orthogonal matching pursuit algorithm (OMP) can be chosen to solve this problem due to its high reconstruction accuracy and low computation cost. Particularly when it comes to full-polarization image reconstruction given in (13), applying the OMP algorithm to different polarization channels separately is the simplest method. Then the full-polarization images can be obtained.
3.2. Multichannel Joint Reconstruction Algorithm Based on CS Theory

Unfortunately, the separate reconstruction of different polarization channels does not guarantee the consistency of the reconstructed scattering point positions in each polarization channel. According to the basic theory of the polarization scattering properties [27], the position parameters of the same scattering center under different polarization modes are consistent. The theoretical distribution of scattered points in different channels can be seen in Figure 5.
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**Figure 5.** Distribution of scattered points in each channel.

The four pictures represent the images in the four polarization channels, respectively. The pattern in the shape of letter ‘H’ is composed of 18 scattering points. Different colors of scattering points represent different amplitude values. Three arrows connect four scattering points, which correspond to the same position in the image. The schematic diagram shows that the theoretical distribution of scattering points in four polarization channels is exactly the same. The only difference lies in the amplitude of each scattering point. When calculating the minimum $m_1$ norm of $S_{2D,k}$, it should be additive between the polarization channels. Transform (13) into:

$$
\min \left\| S_{2D,1} \right\|_1 + \left\| S_{2D,2} \right\|_1 + \left\| S_{2D,3} \right\|_1 + \left\| S_{2D,4} \right\|_1,
\begin{aligned}
|S_{f,1} - \Phi k S_{2D,1}|_F &\leq \varepsilon_1 \\
|S_{f,2} - \Phi k S_{2D,2}|_F &\leq \varepsilon_2 \\
|S_{f,3} - \Phi k S_{2D,3}|_F &\leq \varepsilon_3 \\
|S_{f,4} - \Phi k S_{2D,4}|_F &\leq \varepsilon_4
\end{aligned}
$$

Equation (14) shows that all the polarization channels are taken into account when finding the optimal coefficient solution.

3.3. Procedure of the Proposed Reconstruction Algorithm

Similar to (5), each row of the sparse measured matrix $S_{f,k}$ is one measurement of the target; thus it is a multiple measurement vector (MMV) recovery problem [28,29]. In Section 3.1, we have already achieved an orthogonal coding aperture model. It is obvious that $S_{2D,k}$ satisfies row sparsity, which means its column vectors have non-zero elements at the same locations [30]. Taking advantage of the row sparsity property, many scholars have improved upon the OMP algorithm. The row-sparse mode is the simplest setting in MMVs. It can be solved by various approaches, such as simultaneous orthogonal matching pursuit (S-OMP) [30], an empirical Bayesian strategy [31] and simultaneous sparse Bayesian learning (SBL) [32], etc.

The S-OMP algorithm has the advantage of being computationally efficient, which facilitates the implementation of real-time image reconstruction. In contrast to the classical OMP algorithm, the S-OMP algorithm computes the sum of all basis vectors when finding the maximum relevant element. The intuition behind maximizing the sum of absolute correlations is to find an atom that can contribute a lot of energy to every column of the signal matrix. Inspired by the S-OMP algorithm, we propose a coded aperture simultaneous OMP
The scattering coefficient determined by index set, and the scattering coefficient ordinal satisfies Figure 6.

method: $\hat{S}_{\text{OMP}}$ algorithm to solve the problem of orthogonal coded aperture reconstruction described above.

The algorithm flow chart is shown in Figure 6, and the specific algorithm steps are as follows.

**Input:** Slow-time range profile matrix $S_{f,k}$, sparse measurement matrix $\Phi_k$ and ISAR image sparsity $L$;

**Output:** ISAR images $S_{2D,k}$ to be reconstructed;

**Step1:** Initialize residual matrix $R_{0,k} = S_{f,k}$, index set $\Lambda_0 = \emptyset$, and set cycle index $l = 0$.

**Step2:** Calculate $\sum_{k=1}^{4} \text{abs}(\Phi_k^H R_{l,k})$. Find the coordinates $(p,q)$ of the largest element in $\sum_{k=1}^{4} \text{abs}(\Phi_k^H R_{l,k})$. Then update the index set $\Lambda_l = \Lambda_{l-1} \cup \{(p,q)\}$.

**Step3:** Update the ISAR image $\hat{S}_{2D,k}$, where the position of non-zero elements is determined by index set, and the scattering coefficient $\Gamma_{k,l}$ is calculated by the following method:

Let $\Lambda_{l|m}$ be the sequential subset of all the elements of index set $\Lambda_l$, whose column ordinal satisfies $q = q_m$. Where $q_m$ represents all the distinct column elements in $\Lambda_l$. The scattering coefficient $\Gamma_{k,l|m}$ was calculated by the least square method as follows:

$$\Gamma_{k,l|m} = \left( \Phi_{k,\Lambda_{l|m}} \right)^H \Phi_{k,\Lambda_{l|m}}^{-1} \Phi_{k,\Lambda_{l|m}}^H S_{f,k|m}$$  \hspace{1cm} (15)

where $\Phi_{k,\Lambda_{l|m}}$ is the column matrix in $\Lambda_{l|m}$ obtained by indexing the row elements of $\Phi_k$, and $S_{f,k|m}$ is the column vector indexed by $q_m$ in $S_{f,k}$.

**Step4:** Update residual matrix $R_{l,k} = S_{f,k} - \Phi_k \hat{S}_{2D,k}$. If $l \leq L$, then back to Step2; Otherwise, stop the iteration, and output the ISAR image $S_{2D,k}$.

Where $(\cdot)^H$ represents the transpose conjugate of the matrix.
The core of the CAS-OMP algorithm proposed is to calculate the sum of the absolute values of $\Phi_{H}^{H}R_{l,k}$ in the four channels in step 2. Since the scattering points of the reconstructed images in different polarization channels are consistent, we considered summing up the relevant results of the measurement matrix and residual matrix in the four polarization channels to obtain their common maximum element and obtain their index coordinates. Distinguishing from the S-OMP algorithm in which all sparse measurement matrices are kept consistent, the measurement matrices in this algorithm are two by two identical. That is, $\Phi_1 = \Phi_2$ and $\Phi_3 = \Phi_4$, as mentioned above. The proposed method can ensure the consistency of the scattering points in all polarization channels. It is beneficial to the subsequent polarization feature extraction and target recognition. In addition, for the weak scattering points in cross-polarized channel, the joint processing can make full use of the scattering information in the co-polarized channel. This ensures the successful reconstruction of the scattering points in the cross-polarized channel.

4. Simulation and Analysis

4.1. Numerical Simulation

In this section, an experiment based on simulation data is conducted to verify the effectiveness of the proposed method. The experiments were carried out in MATLAB R2020b on a computer equipped with an AMD Ryzen 7 5800H CPU and 12 GB of RAM. The echo data was generated by MATLAB, using the 80-point ideal scattering model of a satellite, with a wingspan of 20 m and a height of 15 m. The scattering point model is shown in Figure 7.

![Satellite scattering point simulation model.](image)

**Figure 7.** Satellite scattering point simulation model.

4.1.1. Parameter Setting and Reconstruction Images

The X-band full-polarization imaging radar with a carrier frequency of 10 GHz was set in the simulation, and the specific signal parameter setting is shown in Table 1.

| Parameter Setting                   | Value       |
|------------------------------------|-------------|
| carrier frequency $f_0$            | 10 GHz      |
| pulse width $T_p$                  | 100 $\mu$s  |
| bandwidth $B$                      | 500 MHz     |
| azimuth pulse number               | 256         |
| distance sampling number           | 1024        |
| pulse repetition interval          | 1 ms        |
| polarization mode                  | HH\HV\VH\VV |

Table 1. Radar parameter setting.
The signal-to-noise ratio (SNR) is set to $-10$ dB and the sparsity $L = 200$. The ISAR images obtained according to the traditional range-Doppler algorithm (RD algorithm) are shown in Figure 8a–d. In addition, the ISAR images obtained by the multichannel joint reconstruction method are shown in Figure 8e–h. The different colors of scattering points in Figure 8 represent the difference in amplitude between them. Yellow represents a large amplitude, while blue represents a small amplitude. The scattering intensity of each scattering point set in this simulation can be seen intuitively in Figure 8a–d. It can be seen that the reconstructions of all channels are successful, although the intensity of scattering points in the cross-polarized channel is significantly weaker than that in the co-polarized channel. The relative intensity of scattered points after sparse reconstruction by the proposed method is consistent with the original simulation setting.

![Figure 8](image_url)

**Figure 8.** Comparison of reconstructed image between RD algorithm and CS algorithm: (a–d) represent the images obtained by RD algorithm in HH, HV, VH and VV polarization channels, respectively; (e–h) represent the images obtained by CS algorithm in HH, HV, VH and VV polarization channels, respectively.

### 4.1.2. Consistency of Reconstruction Images

Multichannel joint reconstruction can make use of the correlation information of different polarization channels to ensure the consistency of the reconstructed scattering points of each polarization channel. Figure 9 compares the reconstruction results of four polarization channels in two different ways. All the parameters are set in the same way. Figure 9a–d show the images reconstructed independently by each polarization channel, while Figure 9e–h show the joint reconstruction images of four polarization channels. In order to enhance the display visibility, the reconstructed image matrices were mapped to 0-1 matrices. The elements of the matrix corresponding to the scattering points was set as
1, and the others were set as 0. The reconstruction results are displayed in grayscale. As shown in Figure 9, the positions of the scattering points in four polarization channels are different when each polarization channel is reconstructed separately. In comparison, the positions of the scattering points in the four channels remain the same when multichannel joint reconstruction is conducted. It can be seen clearly from Figure 9a–d that there exist some scattering points that have not been reconstructed in the image of each polarization channel, while some nonexistent scattering points have been incorrectly reconstructed. It has been proven that the proposed algorithm is effective in guaranteeing the consistency of scattering points in different polarization channels. Furthermore, it also improves the quality of reconstructed images.

Figure 9. Mapping images of single-channel reconstruction and multichannel joint reconstruction: (a–d) represent the single-channel reconstruction images in HH, HV, VH and VV polarization channels, respectively; (e–h) represent the multichannel joint reconstruction images in HH, HV, VH and VV polarization channels, respectively. Notice that the blue boxes mark the scattering points at the same location in the different images. It is clear that the positions of the scattering points differ from each other when each polarization channel is reconstructed separately. In contrast, the positions of the scattering points from the joint reconstruction results remain consistent within each channel.

4.1.3. Reconstructed Image Quality

In order to evaluate the quality of image reconstruction, image entropy and image contrast are used for quantitative evaluation [33].
Image Entropy

Image entropy is defined as follows:

\[ S = \sum_{n=1}^{N} \sum_{m=1}^{M} D(n,m) \ln D(n,m) \]  

(16)

where \( D(n,m) \) represents the normalized image, which is given by:

\[ D(n,m) = \frac{I(n,m)^2}{\sum_{n=1}^{N} \sum_{m=1}^{M} I(n,m)^2} \]  

(17)

where \( I(n,m) \) represent the intensity of pixels in an image.

The H-polarization and V-polarization channel sequences of orthogonal coding aperture were generated according to the modulation parameters randomly. When calculating the ISAR image entropy, five experiments with different pseudo-random coding sequences were conducted. The ISAR image entropy obtained is shown in Table 2. SNR is set to \(-10\) dB, and sparsity \( L = 200 \).

Table 2. ISAR reconstructed image entropy.

| Reconstruction Algorithm                  | Polarization Channel | Experiment Serial Number | Average Image Entropy |
|-------------------------------------------|----------------------|--------------------------|-----------------------|
| RD algorithm                              | HH channel           | 1 | 5.955 | 5.785 | 5.710 | 5.809 | 5.803 | 5.813 |
|                                           | HV channel           | 2 | 4.498 | 4.782 | 4.565 | 4.471 | 3.982 | 4.460 |
|                                           | VH channel           | 3 | 4.518 | 4.739 | 4.636 | 4.476 | 4.024 | 4.479 |
|                                           | VV channel           | 4 | 5.850 | 5.983 | 5.876 | 5.866 | 5.758 | 5.867 |
| Full-polarization joint reconstruction algorithm | HH channel           | 5 | 0.706 | 0.696 | 0.697 | 0.700 | 0.701 | 0.702 |
|                                           | HV channel           | 1 | 0.663 | 0.683 | 0.670 | 0.660 | 0.644 | 0.664 |
|                                           | VH channel           | 2 | 0.674 | 0.673 | 0.674 | 0.657 | 0.639 | 0.663 |
|                                           | VV channel           | 3 | 0.696 | 0.697 | 0.704 | 0.704 | 0.705 | 0.701 |

It is known that an image with better focusing performance corresponds to a lower image entropy [34]. As shown in Table 2, the radar images reconstructed jointly have smaller image entropy compared to the image obtained using the traditional RD algorithm. Combining with Figure 8, it is obvious that the reconstruction results using the RD algorithm contain a lot of noise under the condition of \(-10\) dB SNR. In comparison, the images obtained using the multichannel joint reconstruction method only have strong scattered points. By comparing the average image entropy of the images obtained by these two algorithms, the difference between the co-polarization channel and the cross-polarization channel is smaller when applying the joint reconstruction method. This proves that the correlation information between multiple channels is used in the reconstruction, resulting in better image quality in the cross-polarization channel.

Image Contrast

The gray gradient level of an image can be quantitatively characterized by calculating the image contrast. The definition of contrast is as follows:

\[ C = \sum_{\delta} \delta(i,j)^2 P_{\delta}(i,j) \]  

(18)

where \( \delta(i,j) = |i - j| \) represents the gray difference between adjacent pixels, and \( P_{\delta}(i,j) \) represents the probability of pixel distribution. In this paper, the adjacent pixels were taken eight adjacent pixels around the current pixel. The SNR is set to \(-10\) dB, and the sparsity \( L = 200 \).
The greater the image contrast, the better observability can be obtained. As shown in Table 3, the image contrast obtained by the multichannel joint reconstruction algorithm is improved compared with the traditional method, especially in the co-polarization channel. This indicates that the proposed algorithm can obtain better radar image than the RD imaging algorithm.

### Table 3. ISAR-reconstructed image contrast.

| Reconstruction Algorithm          | Polarization Channel | Experiment Serial Number | Average Image Contrast |
|----------------------------------|----------------------|--------------------------|------------------------|
|                                  | HH channel           | 1           | 347.839               | 307.060 | 273.733 | 295.230 | 303.917 | 305.556 |
|                                  | HV channel           | 2           | 153.530               | 168.654 | 164.888 | 151.233 | 136.719 | 155.005 |
|                                  | VH channel           | 3           | 156.150               | 166.363 | 163.592 | 149.898 | 136.994 | 154.600 |
|                                  | VV channel           | 4           | 301.904               | 335.617 | 304.306 | 312.230 | 287.988 | 308.409 |
| Full-polarization joint reconstr   | HH channel           | 5           | 499.981               | 435.572 | 411.414 | 444.382 | 423.317 | 442.933 |
| algorithm                        | HV channel           | 6           | 188.784               | 201.384 | 180.080 | 162.159 | 148.806 | 176.242 |
|                                  | VH channel           | 7           | 190.817               | 196.223 | 181.416 | 166.137 | 146.995 | 176.317 |
|                                  | VV channel           | 8           | 452.815               | 510.040 | 510.289 | 467.005 | 493.793 | 486.788 |

4.2. Measured Data Simulation

On the basis of numerical simulation, the effectiveness of the proposed CAS-OMP algorithm is further verified by the measured unmanned aerial vehicle (UAV) data in a microwave anechoic chamber.

The ‘pioneer’ UAV model used here is shown in Figure 10a, and the measured scene setting of UAV in microwave anechoic chamber is shown in Figure 10b. The UAV has a length of 2.3 m, a wingspan of 2.9 m and a height of 0.66 m. The nose direction is placed along the X-axis, defined as 0° in the azimuth direction.

![Figure 10. (a) ‘Pioneer’ UAV model; (b) Measurement scene in the microwave anechoic chamber.](image)

The full-polarization data of the UAV was obtained by static measurement of complete sweep signal. The parameters of sweep signal are shown in the table below. As shown in Table 4, the complete sweep signal consists of 200 sub pulses with a frequency range from 8 GHz to 12 GHz and bandwidth of 4 GHz.
Table 4. Parameters of sweep signal.

| Parameter       | Setting     | Value  |
|-----------------|-------------|--------|
| initial frequency | 8 GHz       |        |
| terminal frequency | 12 GHz     |        |
| bandwidth $B$   | 4 GHz       |        |
| frequency interval | 20 MHz     |        |
| number of sub pulses | 200          |        |
| pitch angle     | 0°          |        |
| azimuth angle   | $-180°$~$180°$ |        |
| azimuth interval | 0.2°        |        |

The UAV imaging results in all polarization channels using the RD algorithm are shown in Figure 11. The nose, wings and landing gear of the UAV can be distinguished from Figure 11. All the measured data of the UAV are taken as a complete data set. On this basis, we extract the coded aperture of the UAV echo data in azimuth upward with 50% sparsity, so as to simulate the echo received by alternately transmitting H and V polarization signals according to the coding sequence.

![Figure 11](image1.png)

Figure 11. UAV imaging results using RD algorithm: (a) HH polarization channel; (b) HV polarization channel; (c) VH polarization channel; (d) VV polarization channel.

After extracting the coded aperture from the complete echo data, we obtained the sparse aperture echo data of UAV in four polarization channels. Then we used the RD algorithm and CAS-OMP algorithm proposed in this paper for imaging, and the sparsity $L$ was set to 750. The imaging results are shown in Figure 12.

![Figure 12](image2.png)

Figure 12. Imaging results of UAV with sparse aperture extraction: (a–d) represent the imaging results using RD algorithm in HH, HV, VH and VV polarization channels, respectively; (e–h) represent the imaging results using CAS-OMP algorithm in HH, HV, VH and VV polarization channels, respectively.

As shown in Figure 12a–d, when the conventional RD algorithm is applied, the images have a serious defocus, especially the part of the wing with a long extension in the azimuth, which affects the measurement accuracy of the imaging results. However, it can be seen from Figure 12e–h that the UAV image was reconstructed successfully using CAS-OMP algorithm, and it is obviously better than that using the RD algorithm. The imaging results using CAS-OMP algorithm are basically similar to imaging results using RD algorithm with a complete data set. Hence, this proves the effectiveness of proposed reconstruction algorithm.
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As shown in Figure 12a–d, when the conventional RD algorithm is applied, the images have a serious defocus, especially the part of the wing with a long extension in the azimuth, which affects the measurement accuracy of the imaging results. However, it can be seen from Figure12e–h that the UAV image was reconstructed successfully using CAS-OMP algorithm, and it is obviously better than that using the RD algorithm. The imaging results using CAS-OMP algorithm are basically similar to imaging results using RD algorithm with a complete data set. Hence, this proves the effectiveness of proposed reconstruction algorithm.

5. Conclusions

In this paper, an orthogonal coding aperture model is proposed for full-polarization radar imaging. Accordingly, a joint image reconstruction algorithm called the CAS-OMP algorithm is proposed. The numerical simulations and the imaging results of measured UAV data show that the correlation information between different polarization channels is utilized by the proposed method. The image in the cross-polarized channel can be obtained with better reconstruction quality, which proves the effectiveness of the proposed method.

Future work will focus on the following three aspects. Firstly, studies on the code sequence design and optimization will be conducted to obtain better reconstruction performance. Then the theoretical performance and applicable conditions of the proposed CAS-OMP algorithm will be further analyzed. Furthermore, experiments based on radar systems will be carried out to further verify the effectiveness of this algorithm in real scenarios.
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