Numerical Analysis of Reaction Degradation for Three-dimensional Coke Pore Structure
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In order to investigate coke degradation behavior due to CO2 gasification reaction in the blast furnace, mass transfer analyses with the reaction and stress analyses for coke considering its structure after the reaction were performed. Using the finite element method, CO2 gas diffusion in a coke lump and consumption of coke matrices owing to the gasification reaction were considered for the coke model in which the actual coke structure was reproduced. The rate-controlling step was also evaluated calculating the Thiele modulus and the effectiveness factor of catalyst obtained from CO2 concentration distribution in a coke lump. Further, stress analyses assuming a uniaxial tensile test were carried out for the coke model after CO2 gasification reaction, and the effect of the gasification reaction on a stress state in a coke lump was investigated. As a result, the reaction progressed mainly in the vicinity of the external surface with reaction temperature of 1 673 K while it did uniformly in the whole coke lump with 1 273 and 1 473 K. Thus, the rate-controlling step shifted from the reaction-controlling step to the diffusion-controlling step with an increase in a reaction temperature, and the Thiele modulus and the effectiveness factor of catalyst also showed the same trend. From the stress analysis, coke strength decreased uniformly in the whole coke lump in case of the reaction-controlling step whereas it did mainly in the vicinity of the external surface in case of diffusion-controlling step.
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1. Introduction

Coke plays an important role in a reducing agent as well as a spacer to keep permeability in the blast furnace. The role as a spacer is especially important for its efficient operation, and coke strength is desired to be high. Coke strength is known to correlate with coke pore structure,1,2) and it decreases with an increase in coke porosity.3) Also, it decreases with progress in reaction because coke matrices are consumed, and the effect of the solution loss reaction is significant.4) A decrease in coke strength in the dropping zone and in the raceway on the bottom of the blast furnace causes coke fracture and pulverization. Since the pulverized coke moves and accumulates in the center of the blast furnace and prevents stable operation, coke strength after reaction is also important. Therefore, the effect of coke reactivity and temperature history on coke strength has been investigated. Nishi et al.5) performed experiments of CO2 gasification reaction under elevated temperature conditions and evaluated coke strength after reaction using an I-type drum tester. As a result, they indicated that the amount of the consumed coke affected a decrease in coke strength because the reaction progressed in the whole coke lump when reaction temperature was below 1 300°C. In contrast, they suggested that the amount had little influence on coke strength because reaction progressed on the surface of coke when reaction temperature was 1 300–1 500°C. Further, Kawakami et al.6) carried out experiments of CO2 gasification reaction for spherical coke samples with reaction temperatures of 1 273 and 1 573 K and reported that the porous reaction layer was formed near the surface of the sample. Kamijo et al.7) showed that a decrease in diameter was smaller for the coke with high reactivity than for that with low reactivity because the region where coke strength decreased was limited in the vicinity of the surface. The above experiments indicated that the rate-controlling step was different according to reaction temperature and the porous distribution in coke was also different. Moreover, although the coke pore structure and the stress distribution in a coke lump loaded would change with progress in the reaction, it is difficult to precisely understand stress state in a coke lump in experiments. Hayashizaki et al.8) observed the polished surface of coke, developed the two-dimensional coke model considering the internal structure in coke on the basis of the image-based modeling from the observation, and performed the stress analysis using the finite element method. They reported that stress on coke inside increased due to a decrease in wall thickness of micrometer-sized pores and in linking of matrices. Hiraki et al.9) visualized
the internal structure of coke using the X-ray CT (computed tomography), constructed the coke model with consideration of the pore structure in the three-dimensional coke, and numerically analyzed the stress distribution in it using the finite element method. They argued the difference in the stress distributions in the two- and three-dimensional models and the importance of the three-dimensional analysis. Tsafnat et al.\textsuperscript{10} imaged the coke samples before and after a compression test using the X-ray CT, generated the finite element mesh of the images, and conducted numerical simulation for the three-dimensional coke model assuming the compression test. They successfully demonstrated the region where von Mises stress was concentrated in a coke lump corresponds to the one where the crack generated in the experiment. Lomas et al.\textsuperscript{11} also imaged coke with the high-resolution X-ray CT and performed stress analysis for the three-dimensional finite element mesh developed. Numerical solution successfully predicted the concentrated stress at the position where crack formed in the experiment. As is mentioned above, coke has been imaged using the X-ray CT, and stress analysis has been performed for the finite element mesh in which the three-dimensional coke structure was directly reproduced. In the blast furnace, since coke matrices degrade due to reactant gas diffusion and reaction with it, they should be taken into account. Coke produced in the coke oven was investigated, but coke degradation behavior due to reaction has not been investigated except Hayashizaki et al. In addition, although Hayashizaki et al. performed the two-dimensional stress analysis for coke after the reaction, they did not analyze changes in stress state in the three-dimensional coke lump.

In this study, we developed the three-dimensional finite element mesh of the actual coke and analyzed diffusion phenomenon of reactant gas, coke reaction behavior, and stress state in a coke lump. Specifically, coke was imaged by the X-ray CT, and the finite element mesh in which complex coke structure was directly reproduced was generated on the basis of the image-based modeling with the CT images obtained. Using the mesh, diffusion of reactant gas and reaction of coke matrices were numerically analyzed based on the finite element method, and the effect of coke pore structure and reaction temperature on reaction behavior of coke was investigated. In addition, to evaluate the relationship between conversion distribution in a coke lump and coke strength, stress analyses assuming a uniaxial tensile test were also performed for the coke model with the conversion distribution at each reaction temperature obtained in the reaction analysis, and the parts where stress concentrated in a coke lump after the reaction were discussed.

2. Materials and Methods

2.1. Analytical Object

Caking coal listed in Tables 1 and 2 was packed in the experimental coke oven of an electric heating system with a width of 420 mm, a height of 400 mm, and a length of 600 mm and carbonized for 18.5 h with the same condition in an actual coke oven with flue gas of 1250°C to prepare coke samples. Then, cylinder samples of 19 mm in diameter and 30 mm in height were obtained by boring the center part of a coke lump. The above sample was imaged using micro X-ray scanner (TOSCANER-32250 μhd, Toshiba IT Control Systems Corporation, Japan). In the imaging, the tube voltage and current of X-ray were 180 kV and 50 μA, respectively, which was the same condition in Hiraki et al.\textsuperscript{12} In addition, the screen resolution was 20.6 μm/pixel, and the slice width was 32 μm. The X-ray CT images were binarized using the discriminant analysis method,\textsuperscript{12} and the binarized images composed of pores and matrices were obtained. After the voxel image was constructed stacking each sectional image, the analytical object shown in Fig. 1 was generated using the image-based modeling. The analytical object has 89,856 hexahedrons with 8 nodes, and its size is 0.5 mm in width, 0.5 mm in height, and 5.0 mm in depth. The size of the analytical object was determined in terms of numerical accuracy and computational load.

2.2. Numerical Method

The present study performed mass transfer analyses of gas diffusion with CO\textsubscript{2} gasification reaction in a coke lump as well as stress analyses of coke in consideration of its structure before and after reaction based on the finite element method. In particular, the porosity of matrix was given to represent gas diffusion phenomenon in fine pores smaller than the resolution of the X-ray CT. It was assumed that pores in a matrix element did not exist before the reaction, but micro-pores were to be generated in the element by the reaction. In practice, the density of a matrix element was reduced with a decrease in the amount of carbon consumed by the reaction, and the porosity of the matrix element was

\begin{table}[h]
\centering
\caption{Coking condition.}
\begin{tabular}{lll}
\hline
Size [mm] & Moisture [%] & Charging density [kg/m\textsuperscript{3}] \\
\hline
< 3 (85%) & 6–7 & 750 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Property of the samples.}
\begin{tabular}{lll}
\hline
DI\textsuperscript{20} & Porosity [%] & MF [ddpm] \\
\hline
82.8 & 46.0 & 1 920 \\
\hline
\end{tabular}
\end{table}

where DI presents drum index, and MF presents maximum fluidity.
calculated by Eq. (1).

\[ \varepsilon_{\text{elem}} = 1 - \frac{\rho_{\text{elem}}}{\rho_{\text{true}}} \]  

Here, \( \rho_{\text{elem}} \) is the density of a matrix element, \( \rho_{\text{true}} \) is the true density of a matrix element, and \( \varepsilon_{\text{elem}} \) is porosity of a matrix element, respectively.

2.2.1. Mass Transfer Analysis with CO\(_2\) Gasification Reaction

Mass transfer of CO and CO\(_2\) was considered assuming that CO, CO\(_2\), and inert gas, N\(_2\), existed in a coke lump and CO\(_2\) gas reacted with coke matrices. The constant reaction temperature of 1 273.15, 1 473.15, or 1 673.15 K was given in the whole computational domain. As is shown in Fig. 2(a), the mole fraction of N\(_2\):CO:CO\(_2\) was prescribed at the open boundary, and zero-gradient for mole fractions was applied at the other boundaries. The unsteady-state diffusion equations (Eq. (2)) were solved as governing equations to analyze mass transfer of CO and CO\(_2\).

\[ \frac{\partial}{\partial t}(\rho Y_m) = \frac{\partial}{\partial x_j} \left( D_{m,\text{mix}} \frac{\partial Y_m}{\partial x_j} \right) + \dot{S}_m \text{ in } \Omega \]  

where \( D_{m,\text{mix}} \), \( S_m \), and \( Y_m \) represent diffusion coefficient in the multi-component system, source term, and mole fraction for chemical species \( m \), respectively, and \( \rho \) is gas density and \( \Omega \) represents computational domain. Diffusion coefficient \( D_{m,\text{mix}} \) in the gas phase for each chemical species \( m \) was estimated by Eq. (3) using binary diffusion coefficients:

\[ D_{m,\text{mix}} = \frac{1 - f_m}{\sum_{j=1, i \neq j}^n \frac{f_i}{D_{ij}}} \]  

where \( f_m \) is volume fraction for chemical species \( m \), and binary diffusion coefficient was evaluated on the basis of the Chapman-Enskog theory as the following equation:

\[ D_{ij} = 1.858 \times 10^{-7} \sqrt{\frac{P}{101.325}} \frac{T}{M_i M_j} \frac{1}{\sigma_{\text{ave}}^2 \Omega_{\text{D-ave}}} \]  

where \( M \) is molecular weight of gas, \( T \) is gas temperature, \( P \) is total pressure, \( \sigma_{\text{ave}} \) is collision integral in the Lennard-Jones potential.

Further, the single pore diffusion model was employed for diffusion coefficient of each chemical species with fine pores in a coke matrix, which could take into account both molecular diffusion and the Knudsen diffusion.

\[ D_n = \frac{\varepsilon}{\tau} \left( \frac{1}{D_{\text{mix}}} + \frac{1}{D_{Kn}} \right) \]  

Here, \( \varepsilon \) is porosity, \( \tau \) is tortuosity, and \( D_{Kn} \) is the Knudsen diffusion coefficient. Tortuosity is known to depend on porosity and was calculated by Eq. (6) proposed by Ronsner and Tandon.\(^{13}\)

\[ \tau = e^{-0.416} \]  

The Knudsen diffusion coefficient depends on temperature and pore diameter and is expressed by Eq. (7):

\[ D_{Kn} = \frac{2}{3} \left( \frac{8RT}{\pi M_i} \right)^{1/2} r_e \]  

where \( r_e \) is a pore diameter, \( M \) is molecular weight of diffusant gas, \( R \) is gas constant. In the source term in Eq. (2), generation of CO and consumption of CO\(_2\) were considered due to CO\(_2\) gasification reaction denoted by (R1).

\[ \text{C} + \text{CO}_2(g) \rightarrow 2\text{CO}(g) \]  

The reaction rate of CO\(_2\) gasification was estimated by reaction rate equation (Eq. (8)) of Kashiwaya and Ishii,\(^{14}\) in which reaction rate constants were assumed to differ in crystalline and non-crystalline carbon.

\[ k_c = \frac{k_{c,P\text{CO}_2}}{1 + k_{c,P\text{CO}_2} + k_{c,P\text{CO}_2}} \]  

\[ k_a = \frac{k_{a,P\text{CO}_2}}{1 + k_{a,P\text{CO}_2} + k_{a,P\text{CO}_2}} \]  

where \( k_c \) and \( k_a \) are reaction rate constants of crystalline and non-crystalline carbon, respectively, and \( k_{c,P\text{CO}_2} \), \( k_{c,P\text{CO}_2} \), \( k_{c,P\text{CO}_2} \), and \( k_{a,P\text{CO}_2} \) are reaction rate constants. As is the same with Kashiwaya and Ishii,\(^{14}\) it was assumed that crystallite formation occurred (i.e., \( V_c \) increases) at reaction temperature of above 1 273 K, and non-crystalline carbon in matrix elements changed into crystalline carbon at reaction temperature of 1 673 K. The weight ratio of crystalline carbon, \( N_c \) was calculated by Eq. (9).

\[ N_c = \frac{W_{c,0}}{W_c} = \frac{V_c}{V_{c,1673 K}} \]  

Here, \( V_c \) is volume of crystallite at a temperature.\(^{14}\) Fully-implicit method was applied for time integral, and AGMG (AGgregation-based algebraic MultiGrid)\(^{15–18}\) was used for
solution in system of equations.

2.2.2. Evaluation of Rate-controlling Step Using Thiele Modulus

To quantitatively investigate the rate-controlling step of CO₂ gasification reaction in a coke lump, it was evaluated using the Thiele modulus, φ and the effectiveness factor of catalyst, η. Assuming the analytical object is a part of a spherical particle, the Thiele modulus is expressed in Eq. (10):

$$\phi = \frac{R}{3} \sqrt{\frac{k}{D}} \quad \text{(10)}$$

where $D$ is diffusion coefficient, $k$ is reaction rate constant, $R$ is a particle radius. Gas concentration distribution in the radial direction of a cylinder sample is described by Eq. (11) using the Thiele modulus:

$$\frac{C}{C_0} = \frac{\sinh \left( 3\phi \left( \frac{r}{R} \right) \right)}{\sinh(3\phi)} \quad \text{(11)}$$

where $C$ is the concentration of CO₂ gas at the position of $r$ from the external surface of the sample and $C_0$ is the one at external surface, $r$ is a distance from the external surface, and $R$ is a particle radius. The effectiveness factor of catalyst, η was calculated by Eq. (12) from the Thiele modulus. The effectiveness factor of the catalyst is the ratio of the apparent reaction rate for the ideal one without the effect of intra-particle diffusion, and the rate-controlling step for the radial direction was evaluated by the effectiveness factor of catalyst.

$$\eta = \frac{1}{\phi} \left[ \frac{1}{\tanh(3\phi)} - \frac{1}{3\phi} \right] \quad \text{(12)}$$

2.2.3. Stress Analysis

Stress analyses were performed for coke before and after CO₂ gasification reaction assuming a uniaxial tensile test for the $y$-direction. Boundary conditions are described in Fig. 2(b), in which the bottom side of the computational domain was bounded and the forced displacement of 1.0 μm for the $y$-direction was given at the top side. Since coke is a brittle material and its deformation to fracture is slight, the elastic behavior of coke based on Eq. (13) was analyzed as a small displacement elastic problem:

$$\frac{\partial \sigma_{ij}}{\partial x_j} = 0 \quad \text{(13)}$$

where $\sigma$ represents stress. Poisson’s ratios of both pore and matrix were given 0.3. The coke model was assumed to be a linear elastic body, and the constitutive law of the material is as follows:

$$\sigma_{ij} = E_{ij} \varepsilon_{ij} \quad \text{(14)}$$

where $E$ is the elastic modulus of an element. After gasification reaction, the elastic modulus of matrix was assumed to depend on porosity and calculated by Eq. (15) which Gibson and Ashby proposed.

$$E = E_{\text{true}} \times (1 - \varepsilon)^2 \quad \text{(15)}$$

Here, $E_{\text{true}}$ is true elastic modulus. Matrix was assumed to be composed of an active component, and true elastic modulus of the matrix was to be 24 GPa on the basis of the measurement of elastic modulus for coke matrix with the Nano-indentation method. Meanwhile, the elastic modulus of pore was to be $10^{-4}$ times smaller than that of matrix. $\varepsilon$ is strain and described by Eq. (16):

$$\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \quad \text{(16)}$$

Here, $u$ is displacement. The algebraic multi-grid solvers, AMGS were used for solution of system of equations.

3. Results and Discussion

3.1. Effect of Reaction Temperature on Conversion Distribution in the Coke Lump

Figure 3 shows conversion distributions in the coke lump with whole (average) conversion of 0.1, 0.2, and 0.3 at reaction temperature of 1 273, 1 473, and 1 673 K. At reaction temperature of 1 273 or 1 473 K, the conversion of coke matrices gradually decreased from the Dirichlet boundary of mass fraction ($z = 5$ mm) to the inside one ($z = 0$ mm) with an increase in whole conversion, suggesting that CO₂ gasification reaction relatively progressed uniformly in the coke lump at lower reaction temperature. In contrast, at reaction temperature of 1 673 K, the conversion is higher near the Dirichlet boundary than inside, and the coke matrices in which reaction progress little are found to exist. To quantitatively evaluate reaction degree of coke matrices, changes in reaction rate averaged over the cross-sectional area for progress in reaction in the $z$-direction of the coke lump indicated in Fig. 4 are discussed. At reaction temperature of 1 273 K, the reaction rate showed almost the same value in the whole coke lump regardless of degree in the progress of the reaction, suggesting that reaction uniformly progressed. At reaction temperature of 1 473 K, although reaction rate is almost the same in a coke lump as is the same in 1 273 K, the reaction rate is larger at 1 473 K than at 1 273 K. This would be because reaction progresses more with an increase in reaction temperature. On the other hand, at reaction temperature of 1 673 K, the reaction rate is almost zero in the deepest inside while it is high at the Dirichlet boundary ($z = 5$ mm) with the entire conversion of 0.1, indicating that the reaction progressed mainly in the vicinity of the Dirichlet boundary. Further, the distribution of reaction rate did not change much in the deepest inside even with the entire conversion of 0.2 and 0.3. These trends are consistent with the results obtained by the conversion distributions. These facts show that the rate-controlling step changed according to reaction temperature because the coke lump reacted uniformly at reaction temperature of 1 273 or 1 473 K and did mainly near the Dirichlet boundary at 1 673 K. Kawakami et al. performed the experiment of CO₂ gasification reaction for a spherical coke sample with diameter of about 20 mm and reported that the reaction progressed...
in the whole of the sample at reaction temperature of below 1 273 K, at reaction temperature of above 1 373 K the reaction layer formed only in the vicinity of the sample surface, and the unreacted core remained in the sample center. These results indicate the rate-controlling step shifts from volumetric to external surface reaction with an increase in reaction temperature. Therefore, our results also reproduce their experimental results in which the rate-controlling step changes would be reasonable. Although the rate-controlling step changed at reaction temperature of 1 473–1 673 K, it did at 1 373 K in the experiment of Kawakami et al. However, it would be difficult to compare them exactly because there are discrepancies in coal type and sample diameter in the experiment of Kawakami et al. and our study.

3.2. Effect of Reaction Temperature on CO₂ Gas Concentration in the Coke Lump

As is shown in the distribution of CO₂ gas concentration in Fig. 5, a longer time is required for CO₂ gas to diffuse inside coke for higher reaction temperature conditions. This is because reaction rate of coke matrices are large and CO₂ is consumed before it diffuses inside coke in case of higher temperatures. Also, the volume fraction of CO₂ gas increased along with progress in the reaction of all the reaction temperatures. Thus, CO₂ is found to diffuse inside the coke lump along with progress in reaction. This is because the porosity near the Dirichlet boundary of concentration became higher and the diffusive velocity of CO₂ gas in coke matrix and pores increased.

3.3. Evaluation of Rate-controlling Steps Using the Thiele Modulus

Figure 6 indicates the distributions of CO₂ concentration at 1 273, 1 473, and 1 673 K for the radial direction obtained by our numerical analysis and their fitting-curves using the Thiele modulus. Tables 3 and 4 summarize the Thiele modulus and the effectiveness factors of catalyst obtained by curve-fitting, respectively. The Thiele modulus increased and the effectiveness factor of catalyst decreased with elevated temperature, suggesting that gas diffusion was rate-controlling step for higher reaction temperature. Furthermore, the Thiele modulus decreased and the effectiveness factor of catalyst increased along with progress in reaction regardless of reaction temperature, suggesting that rate-controlling step shits from gas diffusion to chemical reaction along with progress in reaction. These trends correspond to conversion distributions in the coke lump discussed above, and the Thiele modulus can evaluate rate-controlling
Moreover, focusing on curve-fitting accuracy, the accuracy is lower with reaction temperature of 1,473 or 1,673 K than with that of 1,273 K. This is because CO$_2$ concentration drastically changed in case of high reaction temperature, and the pore structure in the coke lump would affect curve-fitting accuracy. This trend is more remarkable with higher reaction temperature conditions.

### 3.4. Effect of Reaction on Stress State Inside a Coke Lump

Stress analysis was performed for coke structure with the entire conversion of 0.1, 0.2 or 0.3 with reaction temperature of 1,273, 1,473, and 1,673 K and the obtained stress distributions are shown in Fig. 7. Regardless of reaction temperature, stress showed on matrices decreased with an increase in the entire conversion. This is caused by an increase in porosity of matrix element and a decrease in elastic modulus along with progress in reaction. Therefore, a decrease in stress on matrices corresponds to a decrease in coke strength. Further, since the reaction progressed in the whole of the sample at reaction temperature of 1,273 or 1,473 K, stress decreased uniformly in the coke lump. In contrast,
since the reaction progressed selectively near the Dirichlet boundary of concentration at 1 673 K, stress decreased only in the vicinity of the boundary. Consequently, coke strength decreases near the external surface when the reaction temperature is high, whereas it does uniformly in the whole of a coke lump when the reaction temperature is low.

4. Conclusions

In this study, we developed the coke model considering coke pore structure and investigated its degradation behavior with progress in CO₂ gasification reaction according to the reaction condition in the blast furnace using the finite element method. Specifically, the actual coke was imaged using the X-ray CT (computed tomography), and the coke model was developed on the basis of the image-based modeling with the CT images. Then, gas diffusion in a coke lump and reaction of coke matrix were numerically analyzed using the finite element method. As a result, the reaction progressed in the vicinity of the external surface of the coke lump at reaction temperature of 1 673 K, whereas the reaction progressed uniformly inside the coke lump at below 1 473 K, indicating a change in the rate-controlling step according to reaction temperature successfully. Further, the Thiele modulus increased and the effectiveness factor of catalyst decreased with an increase in reaction temperature. Since this trend is consistent with conversion distribution in the coke lump, the Thiele modulus would have the capability to evaluate the rate-controlling step of the reaction in a coke lump. In addition, the stress analysis for the coke model after reaction predicted a decrease in coke strength near the external surface of the coke lump because the reaction progressed near the surface in case of diffusion-controlling step while it described a decrease in coke strength in the whole coke lump in case of the reaction-controlling step.
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