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Abstract

d’Alembert’s paradox is the contradictory observation that for incompressible and inviscid (potential) fluid flow, there is no drag force experienced by a body moving with constant velocity relative to the fluid. This paradox can be straightforwardly resolved by considering Navier’s slip boundary condition. Potential flow around a cylinder then solves the Navier–Stokes equations using friction parameter $\beta = -2\nu$. This negative friction parameter can be interpreted physically as the fluid being accelerated by the cylinder wall. This explains the lack of drag.

In this paper, we introduce the Navier slip boundary condition and show that choosing the friction parameter positive resolves d’Alembert’s paradox. We then further examine the effect of the friction parameter $\beta$ on the drag coefficient. In particular, we show that for large $\beta$ the drag coefficient corresponds well with experimental values. Moreover, we provide numerical evidence that the Newton continuation method (moving from small to large Reynold’s numbers) requires fewer iterations to succeed. Thus the slip boundary condition is advantageous also from a computational perspective.

d’Alembert is famous for his observation that potential flow has zero drag. In a SIAM Review paper in 1981 [29], matched asymptotic expansions (including the Triple Deck) were used to analyze this paradox. We return here to this subject from a different point of view, one that would have been difficult in 1981. We consider the paradox by approximating solutions of the Navier-Stokes equations with a slip boundary condition, using recently developed numerical techniques [10], and of course current computer platforms. In [29], an attempt was made to understand the paradox by seeking a limiting solution for large Reynolds numbers. Similarly, in [14], an explanation of the paradox was attempted using the Euler equations as a base. Here we show, by numerical computation, that the paradox is easily resolved at modest Reynolds numbers, provided suitable boundary conditions are applied.

In a recent paper [9] it was observed that potential flow around a bluff body is an exact solution of the Navier-Stokes equations when a relation holds between the kinematic viscosity $\nu$ and the Navier friction coefficient $\beta$. For a cylinder, the relationship is that $\beta = -2\nu$. 
This explains one defect of potential flow, namely that it corresponds to a slip condition with negative friction, which would require an active wall. We show that d’Alembert’s paradox is resolved by restricting this friction parameter to be positive (or zero). The drag force on the cylinder is then non-zero, and increases together with the friction parameter and viscosity.

Further, we examine in more detail the effect the friction parameter has on the drag coefficient. Notably, we find that using the slip boundary condition leads to fewer iterations required for a Newton continuation method moving from small to large Reynold’s numbers. Thus, the slip boundary condition allows us to reliably compute drag coefficients for large Reynold’s numbers. For large enough friction parameters \( \beta \), we get solutions that approximately satisfy a no-slip boundary condition on the cylinder. The drag coefficients computed for these flows agree closely with experimental values. Finally, we find that the drag coefficient is not sensitive to changes in \( \beta \) (for \( \beta \) large enough). Thus, there is no need to identify the ”correct” friction parameter for flows that should approximately satisfy a no-slip boundary condition.

The drag coefficient functional can be split into two parts, the pressure drag and the viscous drag. The latter involves the strain related to the flow field, multiplied by the viscosity (proportional to one over the Reynolds number). We observe that the strain goes to infinity like the square root of the Reynolds number. Fortunately, the viscous drag coefficient involves the stress (viscosity times strain), and this actually goes to zero as the Reynolds number increases. Thus, while drag is easily computable, other functionals may not behave reliably as the Reynolds number is increased.

We are concerned with base flows that are steady. For unsteady flows, see [17]. The steady flow we exhibit at Reynolds number 1000 is well beyond the point where unsteady flows (Karman vortex streets) [26, Figure 14.16] can be observed. Thus our computation of steady flows at that Reynolds number is of independent interest.

The article will proceed as follows. To begin, we introduce in Section 1 the model equations we consider, including the Navier slip boundary condition. Next, we give in Section 1.1 the potential flow solution, and show that it is an exact solution of the Navier–Stokes equations with slip boundary conditions if \( \beta = -2\nu \). In Section 1.2, we give the variational formulation of the model equations and show how to discretize them using \( P^2 \)–\( P^1 \) (Taylor–Hood) elements. In Section 2, we investigate the drag coefficient using slip boundary conditions. In Section 2.1, we give the definition of the viscous and pressure drag coefficients and study their dependence on \( \beta \). In Section 2.2, we discuss how these agree with experimental values. In Section 3, we describe the effect of \( \beta \) on computational efficiency, and show the slip boundary condition leads to fewer iterations needed for a Newton continuation method. Finally, we comment in Section 4 on how our computations raise some questions regarding the validity of using the viscosity as a small parameter for asymptotic expansions.
Figure 1: Solution of the Navier-Stokes equations (1,2,3) for \( \nu = 1 \) with (a) \( \beta = -2 \) and (b) \( \beta = 2 \). The computation was done in a box of dimensions \( 8 \times 8 \), and the cylinder of radius 1 is centered in the box. Dirichlet conditions on the boundary of the box were given as \( \mathbf{u} = (1,0) \).

### 1 Model equations

Suppose that \( (\mathbf{u},p) \) is a solution of the steady Navier-Stokes equations in a domain \( \Omega \) containing an obstacle with boundary \( \Gamma \subset \partial \Omega \):

\[
\begin{align*}
-\nu \Delta \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p &= \mathbf{0} \text{ in } \Omega, \\
\nabla \cdot \mathbf{u} &= 0 \text{ in } \Omega,
\end{align*}
\]

where \( \nu \) is a nondimensional parameter related to the kinematic viscosity, together with boundary conditions

\[
\mathbf{u} = \mathbf{g} \text{ on } \partial \Omega \setminus \Gamma, \quad \mathbf{u} \cdot \mathbf{n} = 0 \text{ on } \Gamma, \tag{2}
\]

with \( \mathbf{n} \) being the outward pointing unit normal of \( \Omega \), and Navier’s slip condition \([24, 10]\) linking tangential velocity and the shear stress on \( \Gamma \):

\[
\beta \mathbf{u} \cdot \mathbf{\tau}_k = -\nu \mathbf{n}^t (\nabla \mathbf{u} + \nabla \mathbf{u}^t) \mathbf{\tau}_k, \quad k = 1, 2, \tag{3}
\]

where \( \mathbf{\tau}_k \) are orthogonal tangent vectors and \( \beta \) a friction coefficient. We assume that \( \mathbf{g} = \mathbf{0} \) on \( \Gamma \) for simplicity.

The sign in (3) requires some explanation. First of all, note that the sign of the tangent vectors does not matter, as they appear on both sides of the equation. However, the direction of the normal matters. In one direction, the quantity on the right-hand side of (3) gives the shear force on the fluid caused by the cylinder, whereas the opposite direction gives the (equal and opposite) shear force on the cylinder caused by the fluid. We will see that it makes mathematical sense to have \( \beta \) of either sign, but typically \( \beta \geq 0 \) unless the cylinder has an active wall.
1.1 Potential flow as a solution of the Navier–Stokes equations with slip

In Figures 1a and 1b we show two solutions of (1)-(3) for $\beta = -2$ and $\beta = 2$, respectively. For $\beta = -2$, the solution is approximately equal to potential flow, with the flow being accelerated around the cylinder. This retains fore-aft symmetry of the pressure. Consequently, the drag is negligible; using (18) the drag coefficient is calculated to $C_D = -0.08 \approx 0$. For $\beta = 2$, the flow is significantly de-accelerated around the cylinder. This gives rise to a fore-aft asymmetry for the pressure and a consequent drag-coefficient of $C_D = 9.4$.

In the next sections we will investigate further how the drag coefficient changes with $\beta$. From this point, we keep $\beta \geq 0$ as this makes sense physically. For the sake of comparison, we will also consider the Navier-Stokes equations (1)-(2) with a no-slip boundary condition on $\Gamma$:

$$u = 0 \text{ on } \Gamma.$$ (4)

1.1 Potential flow as a solution of the Navier–Stokes equations with slip

Potential flow around a cylinder of radius 1 and aligned with the $z$-axis is given [9] by $u = \nabla \phi$ where

$$\phi(x, y, z) = \phi(r, \theta, z) = \left(r + \frac{1}{r}\right) \cos \theta = x + \frac{x}{x^2 + y^2},$$ (5)

The solution satisfies $u \cdot n = 0$ on $\Gamma$, and the velocity components are then given by

$$u_x(x, y, z) = 1 - \frac{x^2 - y^2}{(x^2 + y^2)^2}, \quad u_y(x, y, z) = \frac{-2xy}{(x^2 + y^2)^2}.$$ (6)

It can be verified [9] that potential flow is a solution of Navier-Stokes (1) for any $\nu$ with

$$p = -\frac{1}{2} |u|^2 = -\frac{1}{2} |\nabla \phi|^2.$$ (7)

Similarly, it can be verified [9] that (3) is satisfied for $\beta = -2\nu$.

Thus potential flow for the cylinder provides an exact solution of Navier-Stokes for any Reynolds number, and without any boundary layer, for $\beta = -2\nu$. This may be viewed as nonphysical, as it represents an active boundary condition: the tangential stress increases the tangential velocity. For $\beta = -2\nu$, the force from this active boundary condition perfectly balances the drag force, and the cylinder experiences no drag.

1.2 Variational formulation and discretization

Define the space $V$ by

$$V = \{ v \in H^1(\Omega)^d : \nabla \cdot v = 0 \text{ in } \Omega, \quad v = 0 \text{ on } \partial \Omega \setminus \Gamma, \quad v \cdot n = 0 \text{ on } \Gamma \}. $$ (8)

We also define the shear stress

$$\mathcal{D}(v) = \nabla v + \nabla v^t$$
and the following inner products
\[(u, v) = \int_{\Omega} u \cdot v \, dx, \quad (D(u), D(v)) = \int_{\Omega} D(u) : D(v) \, dx.\]

where \(u, v\) are vectors.

Consider the tangent space \(T\) to \(\Gamma\) and the projection \(P_T\) onto the tangent space. In [10], we show that the variational formulation of (1)–(3) is:

Find \(u \in V\) such that:
\[
\frac{\nu}{2} (D(u), D(v)) + (u \cdot \nabla u, v) + \oint_{\Gamma} \beta (P_T v) \cdot (P_T u) \, ds = 0 \tag{9}
\]
for all \(v \in V\), since \((p, \nabla \cdot v) = 0\) for \(v \in V\).

In order to discretize (1)-(3), we consider a Nitsche method for imposing the Navier slip condition (3). Any solution \(u \in V\) also solves the following variational formulation (for any constants \(h, \gamma \in \mathbb{R}\)) [10, Lemma 2.1]:

Find \(u \in H^1(\Omega), p \in L^2(\Omega)\) and \(\lambda \in \mathbb{R}\) such that
\[
A((u, p, \lambda), (v, q, \sigma)) + (u \cdot \nabla u, v) = 0 \tag{10}
\]
for all \((v, q, \sigma) \in H^1(\Omega), q \in L^2(\Omega)\) and \(\sigma \in \mathbb{R}\), where
\[
A((u, p, \lambda), (v, q, \sigma)) = a(u, v) + b(u, q) + b(v, p) + \int_{\Omega} \rho q + \sigma p \, dx. \tag{11}
\]

Here, the forms \(a\) and \(b\) are given as
\[
a(u, v) = \frac{\nu}{2} (D(u), D(v)) + \oint_{\Gamma} \beta (u \cdot \tau) (v \cdot \tau) \, ds
- \oint_{\Gamma} \nu n^t D(u) n (n \cdot v) \, ds
- \oint_{\Gamma} \nu n^t D(v) n (n \cdot u) \, ds
+ \gamma \oint_{\Gamma} h^{-1} (u \cdot n) (v \cdot n) \, ds, \tag{12}
\]
and
\[
b(v, q) = -(q, \nabla \cdot v) + \oint_{\Gamma} q (n \cdot v) \, ds \tag{13}
\]

The variational formulation [10] can then be discretized directly using Taylor-Hood \(P^2-P^1\) elements for the flux and pressure, respectively. Taking \(h\) as the mesh size, this formulation is stable given that the Nitsche parameter \(\gamma > 0\) is large enough. This method is validated in [10], using, e. g., potential flow as an analytic solution and computing the corresponding error rates.
2 d’Alembert and drag

d’Alembert is famous [19] for noticing that the drag on a cylinder (or other body) is zero for inviscid potential flow.

Before we define the drag coefficient, let us recall how (1) is derived. First, let us recall the dimensional, time-dependent Navier–Stokes equations. We write \( \hat{x} = Lx \), \( \hat{\mathbf{u}}(\hat{x},t) = U\mathbf{u}(L^{-1}\hat{x},t) \), and \( \hat{p}(\hat{x},t) = \rho U^2 p(L^{-1}\hat{x},t) \), where \( L \) is the radius of the cylinder (taken to be 1 here).

The dimensional Navier–Stokes equations read [19]

\[
\hat{\mathbf{u}}_t - \frac{\mu}{\rho} \Delta \hat{\mathbf{u}} + \hat{\mathbf{u}} \cdot \nabla \hat{\mathbf{u}} + \frac{1}{\rho} \nabla \hat{p} = 0,
\]

where \( \mu \) is the dynamic viscosity and \( \rho \) is the density. The dimensions of each term in this equation are force divided by mass, which are the units of acceleration, length divided by time squared. Computing derivatives of the relationships between the functions and their hatted versions, we get (with \( \hat{\nu} = \frac{\mu}{\rho} \))

\[
U \mathbf{u}_t - \frac{\hat{\nu} U}{L^2} \Delta \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + \frac{U^2}{L} \nabla p = 0.
\]

Multiplying this by \( L/U^2 \), we get

\[
\frac{L}{U} \mathbf{u}_t - \frac{\hat{\nu}}{L} \Delta \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p = 0.
\]

The quantity \( \tau = L/U \) is a time unit. The quantity \( R = U L/\hat{\nu} \) is dimensionless and is called the Reynolds number. Thus we get

\[
\tau \mathbf{u}_t - \frac{1}{R} \Delta \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p = 0.
\]

In our computations, we have taken \( L = 2 \) (cylinder radius 1), so \( \nu = 2/R \) \( (R = 2/\nu) \) in (1) and subsequent relations.

The force \( \mathbf{f}_\chi \) on a body with surface \( \hat{\Gamma} \) in a direction \( \hat{\chi} \) is given by

\[
\mathbf{f}_\chi = \oint_{\hat{\Gamma}} \mu (\mathcal{D}(\hat{\mathbf{u}}) \hat{\chi}) \cdot \hat{n} - \hat{\rho} \hat{n} \cdot \hat{\chi} \, d\hat{s} = \oint_{\Gamma} \frac{\rho \hat{\nu} U}{L} (\mathcal{D}(\mathbf{u}) \chi) \cdot \mathbf{n} - \rho U^2 \rho \mathbf{n} \cdot \chi \, ds
\]

\[
= \rho U^2 \oint_{\Gamma} \frac{\hat{\nu}}{LU} (\mathcal{D}(\mathbf{u}) \chi) \cdot \mathbf{n} - \rho \mathbf{n} \cdot \chi \, ds
\]

\[
= \rho U^2 \oint_{\Gamma} \nu (\mathcal{D}(\mathbf{u}) \chi) \cdot \mathbf{n} - \rho \mathbf{n} \cdot \chi \, ds,
\]

since \( \hat{n} = L^{-1} \mathbf{n} \), \( \hat{\chi} = L^{-1} \chi \), and \( d\hat{s} = L^2 ds \). For a cylinder, this is zero by symmetry for potential flow if \( \chi = (1,0) \) is the flow direction. Thus, for potential flow, the cylinder will not experience lift nor drag.
2.1 Drag coefficient for different friction parameters

In this section, we study the dependence of the drag and lift coefficients on the friction parameter \( \beta \). The drag and lift coefficients are often defined via

\[
C_\chi = \frac{2}{A} \frac{f_\chi}{\rho U^2} = \frac{2}{A} \int_\Gamma \nu (D(u)\chi) \cdot n - pn \cdot \chi \, dx, \tag{15}
\]

where \( A \) is the cross-sectional area of the obstacle represented by \( \Gamma \). These coefficients depend on \( \nu \), \( \beta \), and \( \Gamma \). For a cylinder of radius 1, \( A = 2 \). The drag coefficient \( C_D \) for a cylinder corresponds to \( \chi = (1, 0)^t \) on \( \Gamma \), and the lift coefficient \( C_L \) for a cylinder corresponds to \( \chi = (0, 1)^t \) on \( \Gamma \).

The two parts of the drag in (14) have different names. The form drag (a.k.a. pressure drag) coefficient \( C_P \) for a cylinder is

\[
C_P = -\int_\Gamma p n \cdot \chi \, ds. \tag{16}
\]

The skin friction drag (a.k.a. viscous drag) coefficient \( C_V \) for a cylinder is

\[
C_V = \int_\Gamma \nu (D(u)\chi) \cdot n \, ds. \tag{17}
\]

Thus the full drag coefficient for the cylinder is given by

\[
C_D = C_P + C_V. \tag{18}
\]

In Figures 2, 3, and 4 we show the solutions of Navier-Stokes equations with slip boundary conditions past a cylinder of radius 1 enclosed in a rectangular domain

\[
\Omega = \{(x, y) : -12.8 < x < 128, -5 < y < 5\} \setminus \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1^2\}. \tag{19}
\]

We compute the solution for different friction parameters and Reynold’s numbers; Figure 2 shows the solution for \( \beta = 0 \); Figure 3 shows the solution for \( \beta = 1 \); and Figure 4 shows the solution for \( \beta = 100 \). For each of these, we compute the solution for Reynold’s number \( R = 1, 10, 100 \) and 1000. For all simulations, we employ a Dirichlet boundary condition on the sides of the box, setting \( u = (1, 0) \) on \( \partial \Omega \setminus \Gamma \). To solve the Navier–Stokes equations with slip boundary conditions in \( \Omega \), we use the Nitsche method \([10]\) with Taylor–Hood elements \([28]\), that is, continuous piecewise quadratic \( P^2 \)-elements for the velocity and continuous piecewise linear \( P^1 \)-elements for the pressure. The Nitsche parameter is set to \( \gamma = 25 \).

In Tables 1 and 2 we give the full and viscous drag, respectively, on the cylinder \( \Gamma \). We see from Table 1 that for \( \beta \geq 1 \) the drag coefficients are close to the expected experimental results in the range of \( R \) values considered \([11, 12]\). We also see that there is little variation in drag coefficient for \( \beta \geq 1 \). Thus a small bit of friction resolves d’Alembert’s Paradox.

Note that for Reynold’s number \( R = 1 \), we needed to choose a wider domain in order to get the values indicated. In the narrower domain \([19]\), we got the drag values 11.346, 12.232, 15.303 and 17.396 for \( \beta = 0, 1, 10 \) and 100, respectively. For the no-slip boundary condition,
2.1 Drag coefficient for different friction parameters

Figure 2: Velocity streamlines and pressure for the solution of the Navier–Stokes equations with slip boundary conditions and friction parameter $\beta = 0$ and different Reynolds numbers $R$. (Top) Results for $R = 1$; significant fore-aft asymmetry in the pressure leads to a large pressure drag. This pressure difference decreases as the Reynolds number increases. (Bottom) Results for $R = 1000$; the pressure solution is approximately symmetric and we expect a small pressure drag. Computations were done on the domain $\Omega$ defined in (19).
2.1 Drag coefficient for different friction parameters

|       | 1     | 10    | 100   | 1000  |
|-------|-------|-------|-------|-------|
| 0     | 7.575 | 1.626 | 0.293 | 0.032 |
| 1     | 8.012 | 2.379 | 1.227 | 1.090 |
| 10    | 9.412 | 2.717 | 1.256 | 1.093 |
| 100   | 10.259| 2.763 | 1.258 | 1.093 |
| no-slip | 10.401| 2.784 | 1.257 | 1.052 |

Table 1: Drag coefficients $C_D$ defined in (18) for the cylinder for different friction coefficients $\beta$ and Reynolds numbers $R$. Experimental results taken from [26, Figure 14.15, page 351]. Computations were done on the domain $\Omega$ defined in (19), except in the case $R = 1$ where the domain from the cylinder axis to the end is 64 and the width is 20.

|       | 1     | 10    | 100   | 1000  |
|-------|-------|-------|-------|-------|
| 0     | -5.2e-03 | -3.7e-04 | -5.0e-05 | 4.6e-07 |
| 1     | -4.2e-03 | -7.0e-05 | 2.3e-05  | -1.1e-05 |
| 10    | -7.9e-04 | 9.9e-05  | 2.9e-05  | -1.3e-05 |
| 100   | 1.5e-03  | 1.3e-04  | 3.0e-05  | -1.4e-05 |
| no-slip | 4.3e-04  | 5.6e-05  | 1.2e-05  | -4.9e-06 |

Table 2: Viscous drag coefficients $C_V$ defined in (17) for the cylinder for different friction coefficients $\beta$ and Reynolds numbers $R$. Computations were done on the domain $\Omega$ defined in (19).

we got the drag value 17.864 on the narrower domain. Thus, the domain geometry does affect the drag coefficients.

Comparing Figure 2 with the relevant drag coefficients in Tables 1 and 2 (i.e., the values given in the first row), we see that the total drag corresponds well with the degree of fore-aft asymmetry of the pressure. For $R = 1$, there is asymmetry in the pressure and this gives rise to substantial drag coefficient as is seen in the first row in Table 1. For $R = 10$ this asymmetry gets smaller and for $R \geq 100$, the pressure is roughly the same before and after the cylinder, causing the pressure drag coefficient to be small.

In Figure 3 we see the pressure and velocities for $\beta = 1$ and $R \in \{1, 10, 100, 1000\}$. The asymmetry of the pressure field before and after the cylinder is evident. However, the pressure difference fore and aft of the cylinder gets smaller as the Reynolds number increases. From $R = 100$ to $R = 1000$, there is only a small change in the pressure drop fore and aft of the cylinder. This is consistent with the drag coefficients reported in Table 1 which get (i) smaller as $R$ gets larger and (ii) seemingly stabilize to $C_D \approx 1$ as the Reynolds number gets large. The wake behind the cylinder grows with the Reynolds number. This impacts the viscous drag, as we can see in the second row in Table 2. The viscous drag is, however, negligible compared to the full drag. Thus, we see no clear dependence of the full drag on the wake behind the cylinder.
2.1 Drag coefficient for different friction parameters

Figure 3: Velocity streamlines and pressure for the solution of the Navier–Stokes equations with slip boundary conditions and friction parameter $\beta = 1$ and different Reynolds numbers $R$. (Top) Results for $R = 1$; significant fore-aft asymmetry in the pressure around $\Gamma$ leads to a large pressure drag. As the Reynolds number increases, the pressure drop from fore to aft gets smaller and the wake behind the cylinder increases. (Bottom) Results for $R = 1000$; there is a large wake behind the cylinder. Comparing the results with $R = 100$, we see that the pressure drop from fore to aft has stabilized; consequently, we expect the pressure drag coefficient to stabilize as well. Computations were done on the domain $\Omega$ defined in [19].
2.1 Drag coefficient for different friction parameters

Figure 4: Velocity streamlines and pressure for the solution of the Navier–Stokes equations with slip boundary conditions and friction parameter $\beta = 100$ and different Reynolds numbers $R$. As the Reynolds number increases, we see that the difference from the solution with $\beta = 1$ becomes negligible. Computations were done on the domain $\Omega$ defined in (19).

In Figure 4 we see the pressure and velocities for $\beta = 100$ and $R \in \{1, 10, 100, 1000\}$. Visually, there is only a small change from $\beta = 1$ for the larger Reynolds numbers. The difference is larger for $R = 1$. For comparison, Figure 5 gives a closeup view for $\nu = 1$ and $\beta = 1$ (top) and $\beta = 100$ (bottom). We see that the tangential flow along $\Gamma$ is substantially larger using the smaller friction parameter $\beta = 1$. This leads to a smaller pressure drop for $\beta = 1$ compared to for $\beta = 100$; consequently, the drag coefficient is also smaller.

The tangential velocity is further examined in Table 3. There, we give the $L^2$-norm of $u$ on $\Gamma$. We see that the magnitude of the tangential velocity significantly depends on $\beta$. Thus, we do expect significant dependence of the viscous drag on $\beta$.

Finally, let us comment further on the values for the viscous drag versus pressure drag. We see from Table 2 that the viscous drag coefficients are quite small, and decreasing as the viscosity decreases. But the viscous drag coefficient is not simply proportional to $\nu$. The shear strain is increasing like the square root of the Reynolds number. Thus other functionals may not behave well as the Reynolds number increases. Note that the wake length is also growing as the Reynolds number increases, so it is unclear that a limiting solution exists in a simple sense.

The viscous/skin-friction drag is multiplied by the parameter $\nu$, so as $\nu \to 0$, this term may become quite small. For small $\nu$, there is a balance in the equation (1) between $u \cdot \nabla u$ and $\nabla p$, so the form/pressure drag is closely related to the nonlinear term in (1).
2.1 Drag coefficient for different friction parameters

Figure 5: Closeup views of the pressure and velocity for $R = 1$ and different values of $\beta$. For this small Reynolds number there is an evident difference in the tangential flow velocity along $\Gamma$. This further affects the pressure drop from fore to aft of the cylinder, and explains why these flows have different pressure drag coefficients.

| $\beta$ | $R$ | 1   | 10  | 100 | 1000 |
|--------|-----|-----|-----|-----|------|
| 0      | 1.388 | 1.729 | 2.648 | 3.315 |
| 1      | 1.198 | 0.727 | 0.292 | 0.099 |
| 10     | 0.538 | 0.118 | 0.033 | 0.010 |
| 100    | 0.083 | 0.013 | 0.003 | 0.001 |

Table 3: $L^2$-norms for $\mathbf{u}$ restricted to the cylinder boundary; i.e. $\|\mathbf{u}\|_{L^2(\Gamma)}$. 
2.2 Comparison with experimental measurements

The drag coefficient has been measured experimentally \cite{11, 4, 12} for various geometries $\Gamma$. A combination of experimental and computational data for a cylinder is reported in \cite{11, Figure 154} for $R \geq 10$, up to just less than $10^6$. In \cite{11, Figure 149}, theoretical predictions for smaller values of $R$ are given. Experimental values for the pressure drag in the range $10 \leq R \leq 10^5$ are given in \cite{25, Figure 2b}, and \cite{25, Conclusions} they state that in this range “the mean pressure drag coefficient was confined within the interval $1.05 \pm 0.2$.”

Figure 6 reproduces \cite{26, Figure 14.15} which summarizes the results of several papers measuring the drag coefficient for flow past a cylinder. The drag coefficient was extracted using WebPlotDigitizer \cite{27} for $\nu = 1, 10, 100$ and 1000. The results are given in the bottom row of Table 1. The drag coefficient computed from our numerical simulations were seen to match closely those measured experimentally.

Additional experimental data for a cylinder \cite{12, Figure 1} confirms that $C_D$ is essentially a constant, close to 1, for $R$ greater than $10^4$ and less than $3 \times 10^5$ or so. This behaviour is also seen in Table 1 for the drag coefficient computed from simulations. For $3 \times 10^5 \leq R \leq 5 \times 10^5$, $C_D$ drops by nearly a factor of 5 \cite{12, Figure 1}, as is also indicated in \cite{11, Figure 154} by a dashed line. The same is seen in Figure 6. This phenomenon is known as the drag crisis.

The drag crisis \cite{13, 23} occurs at about $R = 5 \times 10^5$, or for a cylinder of diameter 20 centimeters, at about 90 kilometers per hour in air. Experiments with Reynolds numbers in this range could be done on the top of a car on a freeway without breaking the speed limit. The drag crisis is not fully explained, but it has the character of a phase transition. It may
be related to a transition to a Beltrami flow \[6\]. Thus it is reasonable to think of flow for
Reynolds numbers much larger than this as having a different character. For our numerical
simulations, we have managed to compute stable solutions of the Navier–Stokes equations for
\[ R \sim 10^3 \]. It is known that there exists steady-state solutions to the Navier–Stokes equations
(at least with Dirichlet boundary conditions) for all Reynold’s numbers \[20\] \[15\] (see also \[8\]
Lemma 9.2). However, we see that as the Newton continuation method moves to higher
Reynold’s numbers (i) the computational complexity increases as the mesh size is reduced by
the adaptive solver to account for the cylinder wake and (ii) the Newton continuation requires
smaller and smaller steps. Thus, the solution gets prohibitively expensive to compute.

2.3 Friction scaling

The friction coefficient scaling can also be determined. In dimensional coordinates, (3) becomes
\[ \hat{\beta} \hat{u} \cdot \hat{\tau}_k = -\hat{\nu} \hat{n}^t(\nabla \hat{u} + \nabla \hat{u}^t)\hat{\tau}_k, \quad k = 1, 2. \] 
(20)
Using the same change of variables as before, we get
\[ \hat{\beta}U u \cdot \tau_k = -\nu L^{-2} n^t(\nabla u + \nabla u^t)\tau_k, \quad k = 1, 2. \]
Multiplying by \(L\) and dividing by \(U\), we get
\[ \hat{\beta}L u \cdot \tau_k = -\nu n^t(\nabla u + \nabla u^t)\tau_k, \quad k = 1, 2. \] 
(21)
Thus \(\beta = \hat{\beta}L\). This indicates that \(\hat{\beta}\) has dimensions inverse length. The quantity \(1/\hat{\beta}\) is
known as the slip length \[16\].

Less is known about the friction coefficient \(\hat{\beta}\) for physical materials (say air and alu-
mum) than is known about viscosity (see Table 4). But some computational experiments
have addressed the estimation of the slip length \[30\] \[21\] \[22\]. Slip lengths are estimated to
be on the order of hundreds of nanometers. For an airplane in flight, with wing thickness \(L\)
of 1 meter, this means that \(\beta \approx 10^7\).

At 225 miles per hour (\(\approx 100\) meters per second), at minus forty degrees (C or F), the
Reynolds number would be about \(10^7\), with appropriate corrections for altitude. But our
data in Table 1 indicates that drag does not change much as \(\beta\) is increased.

| fluid | \(\hat{\nu}\) | temperature |
|-------|--------------|-------------|
| air   | 0.170 cm²/sec | 40 C = 104 F |
| air   | 0.147 cm²/sec | 15 C = 59 F   |
| air   | 0.100 cm²/sec | -40 C = -40 F |
| water | 0.013 cm²/sec | 10 C = 50 F   |
| water | 0.010 cm²/sec | 20 C = 68 F   |
| water | 0.006 cm²/sec | 45 C = 113 F   |

Table 4: Kinematic viscosity coefficients \(\hat{\nu}\) for air and water \[18\] in units of cm²/second.
3 Impact of slip on Newton continuation method

In the previous section, we showed that for $\beta$ large enough the drag coefficients we compute are approximately the same as computed using a no-slip condition as reference. This raises the question of why it is preferable to work with the Navier-slip condition using large $\beta$ rather than imposing no-slip directly.

It is known that the slip condition eliminates boundary layers [3, 5, 31, 32]. It also has significant computational advantages. The Navier slip boundary condition can be thought of in optimization parlance as a relaxation of the hard constraint of a Dirichlet boundary condition. This relaxation appears to have little impact on the drag coefficient but is more efficient computationally.

The Newton solver we use to solve the non-linear system [10] requires a good initial guess in order to converge, especially for high Reynolds numbers. This is handled by the Newton continuation method [28, section 9.4]. The Newton continuation was implemented using the following methodology: First, the Navier–Stokes equations are solved using an adaptive linear variational solver for an initial $\nu_{\text{start}}$. For this first step, the Newton solver is given $u = (0, 0, 0)$ and $p = 0$ for the initial guess. The Newton solver is given a maximum amount of iterations it is allowed to perform in order to get the error less than some given tolerance. In order for the Newton iterations to converge, the initial viscosity $\nu_{\text{start}}$ should be chosen high enough that the Reynold’s number is still small. Upon successfully solving the Navier–Stokes equations for $\nu_{\text{start}}$, the algorithm proceeds to solve for $\nu = 0.5\nu_{\text{start}}$ using the previously computed solution as the initial guess for the Newton solver. If this fails, the algorithm tries to solve for $\nu = 0.8\nu_{\text{start}}$. Should this fail, the algorithm tries to solve for $\nu = 0.9\nu_{\text{start}}$, and so on. Thus the distance between the initial guess and the solution is decreased every time the solver fails. The precise implementation of this method is indicated in Listing 1. The implementation of the adaptive linear variational solver is indicated in Listing 2.
In Figure 7, we show the iterations made by a Newton continuation method iterating from low to large Reynolds numbers. The continuation method was started with $\nu_{\text{start}} = 1$ and the target value was set to $\nu = 1 \times 10^{-3}$. We see that the continuation method is more efficient for the Navier slip boundary condition than for the (Dirichlet-type) no-slip boundary condition. The continuation method using the no-slip boundary condition appears to encounter a bifurcation at $\nu \sim 1.8 \times 10^{-3}$, where the Newton iteration fails to converge even as the continuation method is making very small steps towards the higher Reynolds number. Using the Navier slip boundary condition we see that the Newton continuation was able to reach the target value of $\nu = 1 \times 10^{-3}$ in less than 20 iterations.

4 Comparison with asymptotic expansions

Asymptotic expansions [26, Chapter 15] write solutions in a series involving a small parameter to different powers for the separate terms. For example, the hydrogen molecule H$_2$ is studied in [2] where the small parameter is one over the separation distance between the two hydrogens. The key is that the equations for the individual terms in the expansion are simpler, but they typically depend on lower-order terms in the expansion. In the case of H$_2$, the wave function for infinitely separated atoms is known analytically. This allows computation of the next term in the expansion, which provides an accurate prediction of the separation energy for large separation distances.

Matched asymptotic expansions involve two such expansions, one that might be valid in one part of the domain and the other in another part of the domain. The equations for each term may involve lower-order terms in both expansions, and free parameters are often determined by matching across the interface of the two domains. The Triple Deck involves as well an intermediate domain [29]. We refer to [29] and Wikipedia for more information regarding this approach.

We have indicated that the viscosity may not be appropriate as a small parameter. Indeed, we see that the drag on a cylinder is not really constant, nor does it seem to converge to an obvious limit as the Reynolds number increases. Moreover, the values of interest occur at finite ranges of viscosity values (Reynolds numbers) where the behavior can be complex, especially the drag crisis. However, we have demonstrated that the drag coefficients can be computed for steady flows at least for moderately large Reynolds numbers, and the results are in good agreement with experiment.

5 Conclusions

We show that using a sufficiently positive friction coefficient in Navier’s slip boundary condition gives a drag coefficient that is in agreement with experimental values, resolving d’Alembert’s Paradox. Moreover, once the friction coefficient is sufficiently positive, the drag is largely independent of the coefficient. And these values agree with what is obtained with the Dirichlet (Stokes no-slip) condition, the formal limit of the friction boundary condition for large coefficients. Prandtl [1] proposed resolving d’Alembert’s paradox using the Stokes
no-slip boundary condition together with a boundary layer theory that he developed. It is
known that the slip condition eliminates boundary layers [3, 5, 31, 32], which is consistent
with the numerical simulations presented here.

We showed that the flow strain appears to go to infinity like the square root of the
Reynolds number and that the wake (recirculation) region behind the cylinder also grows
substantially in length as the Reynolds number is increased. These two observations suggest
cautions regarding theoretical studies predicated on a limit as the viscosity goes to zero.
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A Implementation

The Navier–Stokes equation with slip boundary condition (1)-(3) were solved using the Nitsche method (10) to weakly impose boundary conditions. The system was discretized using continuous piecewise quadratic $P^2$ functions for the velocity and continuous piecewise linear $P^1$ functions for the pressure. The initial mesh was generated using GMSH [7], with refined mesh cells around $\Gamma$. The resulting system was solved in FEniCS [21] using a adaptive linear variational solver, with the goal functional

$$M = \int_{\Omega} |\nabla u|^2 \, dx$$

and tolerance 0.25. The adaptive solver was used to account for the fact that the wake behind the cylinder grows as the Reynold’s number increases. I.e., the wake gets sharper as the Reynold’s number increases, leading to larger values for $\nabla u$ at the boundary of the wake. Thus the mesh needs to be refined in this area in order to accurately capture the wake.

```python
def newton_continuation_method(nu_start, nu_target, mesh, beta, gamma):
    nu_prev = nu_start

    # At each iteration of the continuation method we attempt to solve the Navier–Stokes equations with a smaller value for nu, giving our previous solution as the initial guess to the Newton solver
    # For the first iteration we set the initial guess to zero
    up_prev = Constant((0.0, 0.0, 0.0, 0.0))

    # nu is reduced according to the rule nu = cont_factor*nu_prev
    # where cont_factor comes from a list of factors we try
    continuation_factors = [0.5, 0.8, 0.9, 0.95, 0.999, 0.9999]

    # We keep track of how many times the continuation method fails
    failure_tracker = 0
    cont_factor = continuation_factors[failure_tracker]

    # If the Newton solver does not converge, we increment the failure tracker and update cont_factor, thus trying with a value for nu closer to the one we previously computed
    while nu_prev > target_nu:
        try:
            nu = nu_prev*continuation_factors[failure_tracker]

            # Attempt to solve the Navier Stokes equations for this value of nu
            up_sol = solver(mesh, beta, gamma, nu, up_prev)

            # Save solutions and proceed to next continuation iteration
            save_solution(up_sol, beta, nu)

            up_prev = up_sol
            nu_prev = nu

            failure_tracker += 1
        except:
            # If the Newton solver does not converge in a certain amount of steps, the solver throws an exception
            failure_tracker += 1
```

Listing 1: Implementation of Newton continuation method.
from fenics import *

def solve(mesh, beta, gamma, nu, u_prev, p_prev):
    # Make FE space with Taylor–Hood elements with given degree
    P2 = VectorElement("Lagrange", mesh.ufl_cell(), degree=2)
    P1 = FiniteElement("Lagrange", mesh.ufl_cell(), degree=1)
    LM = FiniteElement('R', mesh.ufl_cell(), 0)
    TH = MixedElement([P2, P1, LM])
    W = FunctionSpace(mesh, TH)

    # We use the "projected normal" (by taking the normal vector from the continuous flow domain)
    n = Expression(("-x[0]", "-x[1]"), degree=2)
    tau = as_vector([n[1], -n[0]])

    # Define variational problem
    (u, p, rho) = split(up)
    (v, q, lamda) = TestFunctions(W)
    h = mesh.hmin()

    ds = Measure("ds", domain=mesh, subdomain_data=boundary_markers, subdomain_id=1)
    dx = Measure("dx", domain=mesh)

    a = Constant(0.5*nu)*inner(D(u), D(v))*dx
    a += Constant(beta)*dot(u, tau)*dot(v, tau)*ds
    a += -Constant(nu)*dot(D(u)*dot(v,n)*n, n)*ds
    a += -Constant(nu)*dot(D(v)*dot(u,n)*n, n)*ds
    a += Constant(gamma)*Constant(1.0 / h)*dot(u, n)*dot(v, n)*ds
    a += inner(grad(u)*u, v)*dx - div(v)*p*dx - q*div(u)*dx
    a += rho*q*dx + lamda*p*dx
    a += p*dot(v,n)*ds + q*dot(u,n)*ds
    L = dot(Constant((0.0, 0.0)), v)*dx

    # On the sides of the box, we use an essential boundary condition for velocity
    bc = DirichletBC(W.sub(0), Constant((1.0, 0.0)), boundary_markers, marker_value)

    M = inner(grad(u), grad(u))*dx
    F = a - L
    JF = derivative(F, up, TrialFunction(W))
    problem = NonlinearVariationalProblem(F, up, bc, JF)
    parameters["refinement_algorithm"] = "plaza_with_parent_facets"

    solver = AdaptiveNonlinearVariationalSolver(problem, M)
    prm = solver.parameters["nonlinear_variational_solver"]
    prm['newton_solver']['absolute_tolerance'] = 5E-8
    prm['newton_solver']['maximum_iterations'] = 5

    # Compute solutions to within given tolerance
    tol = 0.25
    solver.solve(tol)
    return up

Listing 2: Implementation of adaptative solver for Navier–Stokes equations with slip boundary conditions.