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We discuss the available data for the differential and the total cross section for the photodisintegration of $^3$He and $^3$H and the corresponding inverse reactions below $E_x = 100$ MeV by comparing with our calculations using realistic NN interactions. The theoretical results agree within the errorbars with the data for the total cross sections. Excellent agreement is achieved for the angular distribution in case of $^3$He, whereas for $^3$H a discrepancy between theory and experiment is found.
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I. INTRODUCTION

Over the last decades the photodisintegration of $^3$He and $^3$H and the corresponding inverse reactions have been investigated experimentally and theoretically with considerable interest. There have been a lot of experiments using different techniques for the photodisintegration of $^3$He \cite{1,2} and $^3$H \cite{22,28} or the inverse reaction, respectively. Despite the many investigations, there are inconsistencies between the data up to 30\% in the magnitudes of the cross sections.

Early theoretical calculations were restricted to phenomenological interactions and various approximations in the bound state wave function and the scattering states (for a list of References see \cite{29}). The first consistent calculation for both the initial and the final state was done by Gibson and Lehman \cite{30}. They solved Faddeev-type Alt-Grassberger-Sandhas (AGS) equations \cite{30} using Yamaguchi interactions and taking into account only the $E1$ contributions of the electromagnetic interaction.

Attempts to use realistic interactions are the ones by Aufleger and Drechsel \cite{32} and by Craver et al. \cite{33}. In both calculations higher multipoles were considered, but the three-body scattering state was not treated exactly. The unusual energy dependence of the cross section postulated by Craver et al. has never been confirmed by any other calculation. Klepacki et al. \cite{36} also used a realistic interaction, however, in plane wave impulse approximation. King et al. \cite{37} performed an effective two-body direct capture calculation with the initial state being treated as a plane wave, or as a scattering state generated from an optical potential.

The very-low-energy $n$-$d$ radiative capture process is dominated by the magnetic dipole (M1) transition, and has been studied by several authors \cite{45,46} in configuration-space with inclusion of three-body forces, final state interaction (FSI), and explicit meson exchange currents (MEC). The inclusive reaction (two- and three-fragment) has been studied recently by Efros et al. \cite{38} with realistic two-body interactions and three-body forces as input in the energy range up to 100 MeV by employing the Lorentz integral transformation method. Other recent theoretical work was devoted to polarization observables for $p$-$d$ capture \cite{39,40} using realistic interactions. A discussion of polarization observables will be published in a subsequent paper.

In Refs. \cite{32,33}, we have treated the $^3$He and $^3$H photodisintegration and the inverse processes, i.e., the radiative capture of protons or neutrons by deuterons, within the integral equation approach discussed below. These calculations were based on the Bonn $A$, Bonn $B$ and Paris potentials in Ernst-Shakin-Thaler (EST) expansion: Bonn $A$ (EST), Bonn $B$ (EST), and Paris (EST) \cite{41,42}. We have demonstrated, in particular, the role of $E2$ contributions, meson exchange currents, and higher partial waves. A noticeable potential dependence was found in the peak region, i.e., for $E_x \leq 20$ MeV. But it was also shown that the different peak heights are strongly correlated with the different three-nucleon binding energies obtained for the potentials employed. The possibility of using the magnitudes of the cross sections as an independent test of the quality of the potentials, thus, appears rather restricted.

The aim of the present paper is to extend the investigations of Refs. \cite{32,33} to photon energies from 20 MeV to 100 MeV. Aside from certain energy points there are up to now no other theoretical calculations for the differential and the total cross section available in this energy range using the the full final-state amplitudes, realistic interactions and taking into account $E1$ and $E2$ contributions of the electromagnetic interaction.

This paper is organized as follows: In section II we present the theoretical framework of our calculations. The results are discussed in section III. Our conclusions are summarized in section IV.

II. THEORY

The amplitude for the two-fragment photodisintegration of $^3$H or $^3$He into a deuteron $\psi_d$ and a neutron or proton of relative momentum $\mathbf{q}$ is given by
\[ M(q) = \langle -\rangle_S(q; \psi_d | H_{\text{em}} | \Psi_{BS}) S \]
\[ = \langle -\rangle_S(\Psi | H_{\text{em}} | \Psi_{BS}) S. \]  
(1)

Here \(|\Psi_{BS}\rangle_S\) represents the incoming three-nucleon bound state while \(\langle -\rangle_S(q; \psi_d | \psi)\) denotes the final continuum (scattering) state with outgoing boundary condition. \(H_{\text{em}}\) is the electromagnetic operator. The initial and final states are assumed to be properly antisymmetrized. The antisymmetrized final state can be represented as a sum over the three possible two-fragment partitions \(\beta\)

\[ \langle -\rangle_S(q; \psi_d) = \langle -\rangle_S(\Psi) = \frac{1}{\sqrt{3}} \sum_\beta \langle -\rangle_S(\Psi_\beta). \]  
(2)

The scattering state \(\langle -\rangle_S(\Psi_\beta)\) can be obtained from the free channel state \(\langle \Phi_\beta | \) via the Møller operators \(\Omega_\beta^{(-)}\), i.e., \(\langle -\rangle_S(\Psi_\beta) = \langle \Phi_\beta | \Omega_\beta^{(-)} \). The channel state

\[ \langle \Phi_\beta \rangle = \langle (\beta) q S M_S; \tau M_\tau | (\beta) \Psi_\eta m_j; m_t \rangle \]  
(3)

is a tensor product of the deuteron wave function and a plane wave state of the outgoing third particle. Moreover, it is an eigenstate of the channel Hamiltonian \(H_\beta = H_0 + V_\beta\). Here we have used the complementary notation \(V_\beta = V_{\alpha \beta}\) for the two-body potentials, i.e., \(V_{\alpha \beta}\) denotes the interaction between the particle \(\gamma\) and \(\alpha\), while \(H_0\) denotes the free three-body Hamiltonian. The states in Eq. (3) are labeled by the corresponding quantum numbers. The collective index \(\eta = (s j; t)\) stands for the spin \(s\), the total angular momentum \(j\), and the isospin \(t\) of the two-body subsystem. The indices \(S\) and \(\tau\) denote the spin and isospin of the third particle, respectively.

It can be shown \cite{47} that the adjoint Møller operators satisfy the relation

\[ \Omega_\beta^{(-)*} = \delta_{\beta\alpha} + U_{\beta\alpha}(E_\beta + i0) G_{\alpha}(E_\beta + i0), \]  
(4)

where \(U_{\beta\alpha}\) are the usual AGS \cite{41} operators, and \(G_{\alpha}\) is the resolvent of the channel Hamiltonian \(H_\alpha = H_0 + V_\alpha\).

Multiplying the AGS equations

\[ U_{\beta\alpha} = (1 - \delta_{\beta\alpha}) G_{\alpha}^{-1} + \sum_\gamma (1 - \delta_{\beta\gamma}) T_{\gamma} G_{\alpha} U_{\gamma\alpha} \]  
(5)

from the right with \(G_{\alpha}\) and adding \(\delta_{\beta\alpha}\) on both sides, we see that the left-hand side is already the expression \(\Omega_{\beta\gamma}^{-1}\), and inserting this relation on the right-hand side of \(\Omega_{\beta\gamma}^{-1}\) we end up, after some trivial manipulations, with the set of integral equations

\[ \Omega_{\beta\gamma}^{(-)\dagger} = 1 + \sum_\gamma (1 - \delta_{\beta\gamma}) T_{\gamma} G_0 \Omega_{\gamma\gamma}^{(-)\dagger} \]  
(6)

for the adjoint Møller operators. Applying the Møller operator \(\Omega_{\beta\gamma}^{-1}\) onto the state \(H_{\text{em}} | \Psi_{BS}\rangle\), they go over into a set of effective two-body equations when representing the input two-body \(T\) operator in separable form. In order to accomplish this, we use the separable expansion method proposed by Ernst, Shakin, and Thaler \cite{48} for representing a given \(NN\) interaction. In this scheme the original potential is expressed as sum over separable terms

\[ V_{l_l^l}(E + i0) = \sum_{\mu, \nu = 1}^N |g_{l_l^l}^\mu \rangle A_{\mu\nu} \langle g_{l_l^l}^\nu|, \]  
(7)

where \(N\) is the rank of the separable representation, \(A_{\mu\nu}\) are the coupling strengths, and \(|g_{l_l^l}^\mu \rangle\) are the form factors. Here \(l\) and \(l'\) are the orbital angular momenta. The total angular momentum \(j\) is obtained from the coupling sequence \((ls)j\). Using this representation for the potential, the two-body \(T\) operator reads

\[ T_{l_l^l}(E + i0) = \sum_{\mu, \nu} |g_{l_l^l}^\mu \rangle \Delta_{\mu\nu}(E + i0) \langle g_{l_l^l}^\nu|, \]  
(8)

with

\[ \Delta_{\mu}(E + i0) = (A_{\eta}^{-1} - G_0(E + i0))^{-1} \]  
(9)

and

\[ (G_0(E + i0))_{\mu\nu} = \sum_l |g_{l_l^l}^\mu \rangle G_0(E + i0) \langle g_{l_l^l}^\nu|. \]  
(10)

For more details of this construction we refer to Refs. \cite{45, 46}. The ranks for each partial wave used in this paper for the bound-state and the scattering calculations are contained in Tab. \(\beta\). The separable representation reproduces the correct negative–energy bound–state pole of the two–body \(T\) matrix (for the deuteron quantum numbers \(n_d\)), if the form factor satisfies the homogeneous equation

\[ \sum_{l'} V_{l_l^l}^{l_l^l} G_0(E_d) |g_{l_l^l}^{l_l^l} \rangle |g_{l_l^l}^{l_l^l} \rangle = |g_{l_l^l}^{l_l^l} \rangle. \]  
(11)

Then the deuteron wave function is given by

\[ |\psi_d\rangle = \sum_l G_0(E_d) |g_{l_l^l}^{l_l^l} \rangle. \]  
(12)
It should be pointed out, that we have renormalized the form factors and coupling strengths in the $^3S_1 - ^3D_1$ channel from the original representation in Eq. (6) in order to give the correct normalized deuteron wave function according to Eq. (12). This procedure does not change the potential or the $T$ matrix, since we shift only a normalization constant from the form factors into the coupling strengths.

Equation (1) will be treated numerically in momentum space, employing a complete set of partial wave states $|pq l b \Gamma M_f; IM_f \rangle$. The label $b$ denotes the set $(\eta SKL)$ of quantum numbers, where $K$ and $L$ are the channel spin of the three nucleons [with the coupling sequence $(j S)K$] and the relative angular momentum between the two-body subsystem and the third particle, respectively. $\Gamma$ is the total angular momentum following from the coupling sequence $(KL)\Gamma$, the total isospin $I$ follows from the coupling $(\tau I)I$. These states satisfy the completeness relation

$$1 = \sum_{\Gamma M_f} \sum_{\ell} \sum_{I M_f} \int_0^\infty dp \, p^2 \, dq \, q^2 \int_0^\infty \langle pq l b \Gamma M_f; IM_f \rangle \langle pq l b \Gamma M_f; IM_f \rangle.$$  

The required antisymmetry under permutation of two particles in the subsystem can be achieved by choosing only those states which satisfy the condition $(-)^{\ell + \ell' + t} = -1$.

Using the above defined states, the partial-wave decomposition of the channel state defined in Eq. (3) reads

$$\langle \Phi_\beta | = \sum_{\Gamma M_f} \sum_{\ell} \sum_{I M_f} Y_{LM_f} (q) \langle j m_j S M_S | KM_K \rangle \times \langle KM_K LM_f | \Gamma M_f \rangle \times \langle \beta | g_l q b \Gamma M_f; IM_f | G_0 (E_d + \frac{3}{4} q^2 + i0) \rangle,$$  

with

$$\langle \beta | g_l q b \Gamma M_f; IM_f |$$

$$= \sum_{\ell} \int_0^\infty dp \, p^2 \langle \beta | pq l b \Gamma M_f; IM_f | g_{\mu q}^\mu (p) \rangle,$$  

where we have used Eq. (12) for the representation of the deuteron wave function. As the quantization axis we have chosen the direction of the incoming photon. The generalization of Eq. (13) for arbitrary rank index $\mu$ and arbitrary channel quantum numbers is given by

$$\langle \beta | g_\mu q b \Gamma M_f; IM_f |$$

$$= \sum_{\ell} \int_0^\infty dp \, p^2 \langle \beta | pq l b \Gamma M_f; IM_f | g_{\mu q}^\mu (p) \rangle.$$  

These states are needed to derive and solve an integral equation for the final-state amplitudes. From the solution of this equation only those channels with a deuteron as subsystem, i.e., the channels from Eq. (13), are needed for the calculation of observables for the two-body breakup or the capture process.

Equipped with the above equations we can now derive an integral equation for the scattering amplitudes. Multiplying Eq. (6) from the left with $G_0$ and the states of Eq. (14), and from the right with $H_{em} |\Psi_{BS} \rangle$ we obtain

$$\Gamma^f A_{\mu \nu}^k (q, E_d + \frac{3}{4} q^2) = \Gamma^f A_{\mu \nu}^k (q, E_d + \frac{3}{4} q^2)$$  

$$+ \sum_{\nu} \sum_{\nu'} \int_0^\infty dq' q'^2 \Gamma^f A_{\mu \nu}^{bb'} (q', E_d + \frac{3}{4} q'^2) \times \Delta^0 \left( E_d + \frac{3}{4} q'^2 - \frac{3}{4} q^2 \right) \Gamma^f A_{\nu q}^b (q', E_d + \frac{3}{4} q'^2),$$  

with

$$\Gamma^f A_{\mu \nu}^b (q, E) = \frac{1}{\sqrt{3}} \sum_{\beta} \langle \beta | g_\mu q b \Gamma ; I | G_0 (E + i0) \Omega_{\beta} (-)^\gamma H_{em} |\Psi_{BS} \rangle,$$  

and

$$\Gamma^f A_{\nu b}^b (q, E) = \frac{1}{\sqrt{3}} \sum_{\beta} \langle \beta | g_\mu q b \Gamma ; I | G_0 (E + i0) H_{em} |\Psi_{BS} \rangle.$$  

Noting that the two non-zero contributions to the sum are identical, we can write the effective potential $\Gamma^f A_{\mu \nu}^{\text{eff}}$ entering Eq. (17) is given by

$$\Gamma^f A_{\mu \nu}^{\text{eff}} (q, E) = \sum_{\beta} (1 - \delta_{\beta \gamma}) \times \langle \beta | g_\mu q b \Gamma ; I | G_0 (E + i0) | g_\nu q' b' \Gamma '; I' (\gamma') \rangle.$$  

The recoupling coefficients entering this equation can be found in Ref. [24] (or in a more compact form in [28] for another coupling sequence which can easily be changed to the present one). In Eqs. (17)-(21) we have used the fact that the Born term, the effective potential, and therefore the full amplitude are diagonal in the quantum numbers $\Gamma, M_f, I, \text{and} M_f$.

In order to be able to solve Eq. (17) numerically an off-shell extension is required. This can easily be achieved by replacing $E_d + \frac{3}{4} q^2$ with the energy parameter $E$. The solution of Eq. (17) is obtained on the real axis by expanding the solution in cubic $B$ splines [71] and solving
a system of linear equations for the unknown coefficients. The logarithmic singularities in the kernel of the integral equation have been treated by a standard subtraction technique. For more details on the numerical solution of an integral equation of similar type we refer to [49] and references therein.

In the Born amplitude one finds that the terms in the summation are independent from the partition, i.e., the summation over the different clusters can be replaced by a factor of 3. Using the states of Eq. (3) we obtain

\[ \Gamma_I A_{\nu}^{\alpha}(q, E) = \sqrt{3} \sum_{\gamma} \int dp \frac{\epsilon_{\nu}^{\alpha}(p)}{E - p^2 - \frac{q^2}{4} + i0} \times \langle p q l b \Gamma; I | H_{em} | \Psi_{BS} \rangle_S. \]  

(22)

For energies \( E \) above the deuteron breakup we have to take care of the pole in the propagator, which is done by using a standard subtraction technique.

The three-nucleon bound state \( |\Psi_{BS}\rangle \) with binding energy \( E_{BS} \) which is contained in the expression for the Born amplitude is determined by the Schrödinger equation

\[ (E_{BS} - H) |\Psi_{BS}\rangle = 0, \]  

(23)

where the total Hamiltonian \( H \) is given by \( H = H_0 + V = H_0 + \sum_{\gamma} V_\gamma \). When introducing the channel resolvents \( G_\gamma(z) = (z - H_0 - V_\gamma)^{-1} \), Eq. (23) can be written in form of a homogeneous integral equation,

\[ |\Psi_{BS}\rangle = G_\gamma(E_{BS}) \nabla_\gamma |\Psi_{BS}\rangle = G_\gamma(E_{BS}) \sum_{\beta} (1 - \delta_{\beta \gamma}) V_\beta |\Psi_{BS}\rangle, \]  

(24)

with \( \nabla_\gamma = V - V_\gamma \) being the channel interaction between particle \( \gamma \) and the \( (\alpha \beta) \) subsystem. If we now introduce the position \( |F_\beta\rangle = (V - V_\beta) |\Psi_{BS}\rangle \), and use the relation \( V_\gamma G_\gamma = T_\gamma G_0 \), we obtain the equation

\[ |F_\beta\rangle = \sum_\gamma (1 - \delta_{\beta \gamma}) T_\gamma(E_{BS}) G_0(E_{BS}) |F_\gamma\rangle, \]  

(25)

where \( G_0 \) again is the resolvent of the free Hamiltonian. In Eq. (25) the summation runs over all two-fragment partitions \( \gamma \). The “form-factors” \( |F_\beta\rangle \) are related to \( |\Psi_{BS}\rangle \) by

\[ |\Psi_{BS}\rangle = \sum_\gamma G_0(E_{BS}) T_\gamma(E_{BS}) G_0(E_{BS}) |F_\gamma\rangle = \sum_\gamma |\psi_\gamma\rangle, \]  

(26)

where the \( |\psi_\gamma\rangle \) are the standard Faddeev components.

For a numerical treatment of Eq. (26) we multiply this equation with \( G_0 \) and the partial-wave states \( |pq lb \Gamma; I\rangle \). After inserting the separable \( T \) matrix from Eq. (8) and defining

\[ F^{\mu b}(q) = \sum_l \int_0^\infty dp \frac{g_{\mu}^{\prime}(p)}{E - p^2 - \frac{q^2}{4} + i0} \times \langle p q l b \Gamma; I | H_{em} | \Psi_{BS} \rangle_S, \]  

(27)

Eq. (26) goes over into

\[ F^{\mu b}(q) = \sum_{\nu \rho} \int_0^\infty dq' q'^2 A_{\nu \rho}^{\mu b}(q, q', E_{BS}) \times \Delta_{\nu \rho}^b(E_{BS} - \frac{q'^2}{2}) F^{\mu b}(q'). \]  

(28)

After discretization Eq. (28) can be treated as a linear eigenvalue problem, where the energy is considered as a parameter which is varied until the corresponding eigenvalue equals unity. The eigenvalues can be found by using standard numerical algorithms. The obtained binding energies for the three potentials used in this paper can be found in Tab. II. As shown in [52] these values are practically the same as those for the original potentials.

The whole wave function can now be calculated by either using Eq. (26), or by applying the permutation operator \( P \) on one Faddeev component [50]

\[ |\Psi_{BS}\rangle = (1 + P) |\psi_1\rangle, \]  

(29)

where \( P \) represents the sum of all cyclical and anticyclical permutations of the nucleons. The required antisymmetry of the wave function is achieved by projecting only on those channels with \( (-)^{j_1 + j_2 + j_3} = -1 \).

In our calculation of the Faddeev components the total angular momentum \( j \) of the two-body potential was restricted to \( j \leq 2 \) (18 channels), while in the full state all partial waves with \( j \leq 4 \) (34 channels) have been taken into account. With this number of channels converged calculations of the observables for the photoprocesses in this paper were achieved, incorporating 99.8% of the wave functions [26, 34]. For more details concerning the properties of the wave functions and their high quality we refer to [22].

The relevant electromagnetic operator in the total cross section at low energies is a dipole operator. In the differential cross section and at higher energies also the quadrupole operator is relevant. In order to take into account meson exchange currents we use Siegert’s theorem [22], then these operators are given by [24]

\[ H_{em}^{(1)} = -N \sqrt{\frac{4\pi}{3}} i E \sum_{i=1}^3 c_i r_i Y_{1\lambda}(\vartheta_i, \varphi_i), \]  

(30)
In the summation of course only those channels contribute that have a deuteron as their subsystem. The total angular momentum of the bound-state wave functions is $\Gamma = \frac{3}{2}$. This means when taking into account $E2$ contributions, the maximum total angular momentum of the outgoing state can be $\Gamma = \frac{5}{2}$. With these amplitudes the unpolarized differential cross section for the photodisintegration process is given by

$$
\frac{d\sigma}{d\Omega}(q,\theta) = m_N \hbar \frac{q E_\gamma}{3 \pi c} \left(\frac{2}{3}\right)^{1/2} \sum_{M_S M_f} \sum_{\lambda M_L} \left| \langle q S M_S; \psi_{djm_j} | H_{em} | \Psi_{BS} \Gamma' M_{\Gamma'} \rangle \right|^2.
$$

The differential cross section is usually expanded in terms of Legendre polynomials

$$
\sigma(q,\theta) = \frac{d\sigma}{d\Omega}(q,\theta) = A_0 \left(1 + \sum_{k=1}^{4} a_k P_k(\cos \theta)\right).
$$

The coefficients $A_0$ and $a_k$ can be calculated analytically from Eqs. (32) and (33). The total cross section is obtained by integrating Eq. (34) over the angle $\theta$ between...
the incoming photon and the outgoing proton or neutron

$$\sigma = 4\pi A_0.$$  

(35)

The cross section for the $p$-$d$ or $n$-$d$ capture process is obtained from the corresponding photodisintegration expression by using the principle of detailed balance [33]

$$\frac{d\sigma^{\text{dis}}}{d\Omega} = \frac{3}{2} \frac{k^2}{Q^2} \frac{d\sigma^{\text{cap}}}{d\Omega}. \quad (36)$$

Here, $k$ and $Q$ are the momenta of the proton and the photon, respectively. In the present treatment no Coulomb forces have been taken into account, in other words the matrix elements of Eq. (1) for $p$-$d$ capture differ from the corresponding $n$-$d$ expression only in their isospin content.

### III. RESULTS

It should be pointed out that we have shifted all theoretical cross sections to the experimental threshold for a meaningful comparison. All calculations are done with the theoretical binding energies.

In Fig. 5 we show our theoretical results for the total cross section of $^3\text{He}$ photodisintegration compared to most of the available experimental data [16-18] up to $E_\gamma = 40$ MeV. Not shown are the data by van der Woude et al. [19] and Chang et al. [18], who found evidence for an excited state in their measurements. This resonance behavior has never been confirmed by any other group. It can be seen from Fig. 5 that there are large discrepancies between the different data sets around $E_\gamma = 11$ MeV. The theoretical curves lie in between the data sets. It should be emphasized that for the calculated curves there is a correlation between the three-body binding energy and the peak height of the cross section for the photodisintegration [14-15], i.e., the higher the binding energy the lower the cross section at the peak. Above 12 MeV the mentioned discrepancy of the experimental data declines. Due to the large error bars it is not possible to draw further conclusions.

In Fig. 2 we present total cross section calculations of photodisintegration of $^3\text{He}$ between $E_\gamma = 40$ MeV and $E_\gamma = 100$ MeV compared to the measurements of Fetisov et al. [1], Kundu et al. [2], Ticcioni et al. [3], and O’Fallon et al. [4]. For energies above $E_\gamma = 60$ MeV the measured points lie slightly above our curves, computed by employing Bonn $A$, Bonn $B$, and Paris potentials. However, our curves agree with the tendency of the data.

We would like to point out that especially in this energy range a high rank representation of the $NN$ poten-

| $E_\gamma$ [MeV] | $A_0$ [$\mu$b] | $a_1$ | $a_2$ | $a_3$ | $a_4$ |
|----------------|---------------|------|------|------|------|
| 21.47          | 0.579         | -0.071 | -0.88 | 0.069 | -0.0021 |
| 24.14          | 0.517         | -0.065 | -0.84 | 0.064 | -0.0023 |
| 26.81          | 0.464         | -0.057 | -0.81 | 0.056 | -0.0026 |
| 29.47          | 0.421         | -0.047 | -0.78 | 0.047 | -0.0028 |
| 32.14          | 0.383         | -0.035 | -0.75 | 0.037 | -0.0030 |

TABLE IV. Coefficients for the expansion of the differential cross section for $n$-$d$ capture for the Paris (EST) potential.
tials is required in order to get converged results. Below $E_\gamma = 40$ MeV the improvements with respect to a low rank calculation are of the order of 1-5%. In view of the experimental errorbars this change is of course not relevant. Above $E_\gamma = 40$ MeV the low rank calculations yield a cross section which is 5-15% lower than the high rank calculations presented in this paper.

The differential cross section calculations at $90^\circ$ for the photodisintegration of $^3$He up to an energy of $E_\gamma = 40$ MeV are illustrated in Fig. 3 in comparison to the corresponding experimental data [2,5,8–13]. The EST representations of the potentials Bonn A, Bonn B, and Paris are employed. As in the previous figures, we can not observe any significant difference for energies above $E_\gamma = 20$ MeV, whereas the peak region shows a considerable potential dependence, as discussed for Fig. 1. The data by Berman et al. [5] are below the calculated curves, however, they do agree with the tendency in the peak region. There is a remarkable discrepancy between these data sets and the data points measured by Kundu et al. [9], but they coincide with the theoretical curves for energies above 25 MeV. We find again that the theoretical results lie in between the data, though there are discrepancies between the data sets and, moreover, the errorbars are
quite large.

The two-body photodisintegration of $^3$H has been measured by Bösch et al. [22], Kosiek et al. [23, 24], Faul et al. [25] and Skopik et al. [26]. In Fig. 4 we display these data compared to our theoretical calculations. Also shown in this figure are the transformed results by Mitev et al. [27] and Mösner et al. [28]. We notice that the most recent measurement by Mösner et al. is in excellent agreement with the theory. We notice that for low energies, e.g., up to $E_\gamma = 15$ MeV, the calculated curves for the different potentials show a different behavior, whereas for higher energies all three calculations do not yield any significant difference. In the peak region, the curves for the Bonn $A$ and the Bonn $B$ potentials cover the experimental data in between the error bars better. For energies above 20 MeV there is a large discrepancy between the data sets by Kosiek et al. and Skopik et al., although the tendency of the data is similar. This indicates a normalization problem.

In Ref. [4] we discussed the available data for $p$-$d$ capture below $E_x = 20$ MeV. It was shown, that only the coefficient $A_0$ of the expansion in Eq. (34) has some potential dependence, whereas the coefficients $a_k$ are almost independent from the interaction. Also in this case there is a correlation between the peak height and the binding energy, i.e., the lower the binding energy the lower the peak height. It should be pointed out, that this is the inverse of the relation found in case of the photodisintegration. We also have demonstrated that there seems to be a normalization problem in the experimental data. It can be seen in Fig. 5 that the data by Wölfli et al. [32] and Anghinolfi et al. [13] are too low compared to those by King et al. [18] and Belt et al. [8] which agree with our theoretical curves. This indicates a calibration problem of the measurements. It was also shown in [4] that after renormalization the data sets by Matthews et al. are in agreement with those by King et al. and the theoretical curves. At energies above $E_\gamma = 20$ MeV we encounter a similar problem and compare in Fig. 6 the differential cross section divided by $A_0$. It can be seen that the agreement between theory and the experimental data by Anghinolfi et al. is very good. A comparison of the expansion coefficients obtained by Anghinolfi et al. and our theoretical values for the Paris (EST) potential is given in Tab. IV. There are discrepancies for $A_0$ which are connected to the normalization problem mentioned earlier. Despite the relatively big experimental error bars for the expansion coefficients $a_k$ there are considerable good agreements.

Also shown in Fig. 7 are the data by Pitts et al. [21].

FIG. 7. Angular distribution and differential cross section for the photodisintegration $^3$He. The data are from [16].
FIG. 8. Differential cross section for the capture of protons by deuterons at $E_{\text{lab}}^{p} = 10.93$ MeV for the Bonn $B$ potential. The data are from [13].

In this case there is also excellent agreement for the absolute cross section, particularly by employing the Bonn $A$ potential. There are two additional data sets by van der Woude et al. [17] at $E_{\gamma} = 19.2$ MeV and $E_{\gamma} = 20.6$ MeV which are not shown here because of the measured resonance behavior, as mentioned above.

Besides total cross section data, O’Fallon et al. [14] have also measured data sets of the differential cross section for photodisintegration of $^3$He up to an energy of $E_{\gamma} = 140$ MeV. As can be seen in Fig. 3 their total cross sections are slightly higher than the theoretical predictions. For a meaningful comparison with our calculations we illustrate in Fig. 3 four of their data sets for the differential cross section normalized with $\sigma_0$. Within their error bars they agree quite well with the theoretical calculations.

The different contributions for the $E1$ and $E2$ transitions in case of $p$-$d$ capture at $E_{\text{lab}}^{p} = 10.93$ MeV are shown in Fig. 6. The pure $E2$ contributions are very small and enter the differential cross section essentially through the $E1$-$E2$ interference term, which leads to the asymmetry, i.e., the curve is shifted to smaller angles.

FIG. 9. Differential cross section for the capture of neutrons by deuterons at $E_{\text{lab}}^{n} = 10.8$ MeV for the Bonn $B$ potential. The data are from [27].

With the inclusion of $E2$ transitions there is an excellent agreement with the data by King et al. [15]. The only measurement of the angular distribution of the differential cross section for $n$-$d$ capture has been done by Mitev et al. [27]. The different contributions for the $E1$ and $E2$ terms is shown in Fig. 7 for $E_{\text{lab}}^{n} = 10.8$ MeV. Due to isospin selection rules the $E2$ contribution, and hence the interference between the $E1$ and the $E2$ term, is much smaller compared to $^3$He. It should be noted that in this case the maximum of the differential cross section is shifted to larger angles. This observation was also made in Ref. [29] for the Born approximation. A comparison to the theoretical calculations at $E_{\text{lab}}^{n} = 9$ MeV and $E_{\text{lab}}^{n} = 14$ MeV is shown in Fig. 8. It can be seen that the peaks of the experimental data tend to have a bigger asymmetry than the theoretical curves. It is remarkable that this circumstance is independent of the potential choice. This indicates either a stronger contribution of a higher multipole, not present in our theoretical calculations, or an error in the data. To the best of our knowledge there are no other differential cross section data for $^3$H photodisintegration or the inverse reaction available. There are also no experimental data available for the Legendre coefficients $a_k$. Nevertheless, we show for comparison in Tab. 5 corresponding calculated values for $n$-$d$ capture at the same energies as the available data for $p$-$d$ capture from Tab. 4. It can be seen that for $n$-$d$ capture the angular distribution is dominated by
This quantity is defined by angular distributions is the so-called fore-aft asymmetry. In terms of Legendre polynomial expansion coefficients of Eq. (34), this can be written as

\[ a_s = \frac{\sigma(54.7^\circ) - \sigma(125.3^\circ)}{\sigma(54.7^\circ) + \sigma(125.3^\circ)}. \]  

(37)

In terms of Legendre polynomial expansion coefficients of Eq. (34), this can be written as

\[ a_s = \frac{a_1 - \frac{3}{16} a_3}{\sqrt{3}(1 - \frac{1}{18} a_4)}. \]

(38)

In Figs. 11 and 12 we compare our results with the available data sets. The theoretical curves for $^3$He agree quite well with the data \cite{22,26,27}, whereas the calculated asymmetry for $^3$H is smaller by a factor 5 than the experimental data \cite{22,26,27}. A similar observation was made by Skopik et al. \cite{20} using their effective capture calculations, where no FSI effects were taken into account. Since all experimental data show a consistently higher fore-aft asymmetry, there seems to be something missing in the theoretical description of this reaction. One possible explanation for the discrepancy between theory and experiment was that the FSI has not been taken into account properly in previous calculations. In the present calculations we have shown that this discrepancy still remains when taking FSI effects into account. Therefore, it is still unclear where the differences stem from. The M1 term is not likely to solve the problem, since it is only expected to have an effect at extreme angles or at very low energies. Also three-nucleon forces are not expected to solve the problem since the angular distribution shows no potential dependence. A possible solution could be the inclusion of explicit meson exchange currents which allow a stronger coupling of higher multipoles to $^3$H.

**IV. CONCLUSIONS**

In this paper we have analyzed all available experimental data for the photodisintegration of $^3$He and $^3$H and the corresponding inverse reactions below $E_\gamma = 100$ MeV by comparing with our calculations using realistic $NN$ interactions. We have shown that the theoretical curves agree with the experimental data for the total cross section within the error bars. Moreover, in many cases the measured differential cross sections for $p$-$d$ capture (aside from a normalization factor) can be explained theoretically over a large energy range. In \cite{14} it was already shown that a similar normalization problem exists for the data below $E_x = 20$ MeV. There, it was also shown that the angular distribution is insensitive to the underlying two-body interaction, whereas there is a strong correlation between the three-body binding energy and the normalization constant $A_0$ \cite{12,13}. Since the angular distribution is insensitive to the employed interaction, we do not expect large effects of three-nucleon forces. On the other hand taking account of them will change the three-body binding energy and hence the normalization constant $A_0$.

For $n$-$d$ capture the description of the angular distribution is less good. For energies above 10 MeV the theoretical results give a much smaller asymmetry than the experimental data. Hence, the theoretical fore-aft asymmetry shows a large discrepancy from the experimental data, whereas for $p$-$d$ we achieve a very good agreement.
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