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Abstract—Heterogeneous multi-robot sensing systems are able to characterize physical processes more comprehensively than homogeneous systems. Access to multiple modalities of sensory data allow such systems to fuse information between complementary sources and learn richer representations of a phenomenon of interest. Often, these data are correlated but vary in fidelity, i.e., accuracy (bias) and precision (noise). Low-fidelity data may be more plentiful, while high-fidelity data may be more trustworthy. In this paper, we address the problem of multi-robot online estimation and coverage control by combining low- and high-fidelity data to learn and cover a sensory function of interest. We propose two algorithms for this task of heterogeneous learning and coverage—namely Stochastic Sequencing of Multi-fidelity Learning and Coverage (SMLC) and Deterministic Sequencing of Multi-fidelity Learning and Coverage (DMLC)—and prove that they converge asymptotically. In addition, we demonstrate the empirical efficacy of SMLC and DMLC through numerical simulations.

I. INTRODUCTION

Heterogeneous multi-robot sensing systems—in which agents measure a phenomenon of interest through multiple sensory modalities—often outperform homogeneous systems in which agents are limited to a single sensory modality. By fusing information across modalities, such systems are able to learn a more accurate representation of the phenomenon of interest. For example, a network of drones and unmanned aquatic vehicles monitoring the waters of a lake or ocean may together be able to detect harmful algal blooms (HABs) [1] more accurately than a homogeneous system consisting exclusively of one or the other. Computational analysis of drone imagery combined with in-situ measurements of chemical concentrations by unmanned aquatic vehicles offer a more comprehensive view than that from a single data source: the geographic extent of a HAB may be easier to detect from the characteristic large green patches visible in drone imagery, while the precise levels of cyanotoxins may be more accurately measured through direct analysis of water samples. In spite of this promise, heterogeneous multi-robot sensing systems bring novel challenges which do not emerge in homogeneous systems. The goal of this paper is to address such challenges associated with the tasks of inference and coverage in heterogeneous multi-robot sensing systems.

Agents performing coverage [2] aim to distribute themselves over a region according to nonuniform demands for service, placing more agents in areas of high demand and fewer agents in areas of low demand. Such demands may be characterized by a sensory function \( \phi \) quantifying the importance of a given point, such that \( \phi(x) > \phi(x') \) encodes the fact that there is a greater demand for sensing at \( x \) than \( x' \). Originally, the coverage problem was studied under the assumption that agents are homogeneous and have perfect knowledge of the sensory function \( \phi \). More recently, coverage has been studied in heterogeneous sensing systems [3]–[9]. The class of heterogeneity considered in these works include differences in sensing, communication and actuation footprints [3]–[7], along with heterogeneity in the types of sensory functions to be covered [8], [9]. These works maintain the assumption that \( \phi \) is known a priori. However, in practice, \( \phi \) is often unknown a priori.

A number of works [10]–[17] forego the assumption that \( \phi \) is known, requiring \( \phi \) to be learned from data in the setting of online estimation and coverage. These works assume agents are homogeneous, equipped with the same sensory, communication and computation capabilities, collecting data of homogeneous modality and quality. Heterogeneity in sensory capabilities among agents is considered in [18], but the problem of online estimation and coverage given data at heterogeneous fidelities, i.e., data of varying accuracy (bias) and precision (noise), remains an open area of research.

We consider online estimation and coverage under the assumption that agents collect data pertaining to the same physical process described by the sensory function \( \phi \) at multiple fidelity levels. High-fidelity data provides an accurate representation of the process, while low-fidelity data provides a noisy, biased representation of the process. This scenario often arises in settings where rough estimates are available from satellite imagery [19], result from sensor scheduling constraints [20], or emerge due to energy constraints [21]. To effectively leverage the multiple fidelity levels at which agents may observe \( \phi \), we propose two online multi-fidelity estimation and coverage algorithms—namely Stochastic Sequencing of Multi-fidelity Learning and Coverage (SMLC) and Deterministic Sequencing of Multi-fidelity Learning and Coverage (DMLC)—along with an asymptotic analysis of their convergence and numerical illustrations of their efficacy.

The remainder of the paper is organized as follows. Section [III] formulates the online estimation and coverage problem and describes the approach used to model heterogeneous sensing information. Section [III] then presents SMLC and DMLC, and proves their asymptotic convergence.
Section IV compares the performance of SMLC and DMLC with single-fidelity approaches, presenting numerical results which illustrate the empirical success of the multi-fidelity approach. Section V summarizes the key contributions of our work and provides concluding remarks.

II. PRELIMINARIES & PROBLEM FORMULATION

A. Coverage Problem and Lloyd’s Algorithm

Consider the operation of $N$ mobile sensing agents indexed by $i \in \{1, \ldots, N\}$ in a convex, compact 2D environment $D \subset \mathbb{R}^2$, and assume agents may travel to any point in $D$. Suppose there exists a sensory function $\phi : D \rightarrow \mathbb{R}_{\geq 0}$ that measures some quantity of interest $\phi(x)$ at each point $x \in D$. Intuitively, $\phi$ can be interpreted as the importance of each $x \in D$, such that $\phi(x) > \phi(x')$ encodes the fact that there is greater demand for sensing at $x$ than $x'$. The $N$ agents are distributed across $D \subset \mathbb{R}^2$ such that $\phi(x) > \phi(x')$. The coverage loss $L_{\phi}(\eta, P)$ corresponding to configuration $\eta$, partition $P$ and sensory function $\phi$ is defined by

$$L_{\phi}(\eta, P) = \sum_{i=1}^{N} \int_{p_i} \|q - \eta_i\|^2 \phi(q) dq,$$  

where $\|\cdot\|$ denotes the standard Euclidean norm in $\mathbb{R}^2$. The objective is to reach a configuration-partition pair $(\eta, P)$ that minimizes $L_{\phi}(\eta, P)$, as this will maximize sensory coverage under the assumption that sensor performance degrades with squared distance [2].

For a fixed configuration $\eta$, the loss function (1) is minimized by the so called Voronoi partition $\mathcal{V}_D(\eta) = \{v_1, \ldots, v_N\}$ with each partition $v_i$ defined by the set of all points closest to agent $i$:

$$v_i = \{q \in D \mid \|q - \eta_i\| < \|q - \eta_j\| \quad \forall j \neq i\}.$$  

Likewise, for a fixed partition $P$, the loss function (1) is minimized by configuration $c(P) = \{c_1(p_1), \ldots, c_N(p_N)\}$, where each $c_i(p_i)$ is the centroid of $p_i \in P$ defined by

$$c_i(p_i) = \frac{1}{m_i(p_i)} \int_{p_i} q \phi(q) dq, \quad m_i(p_i) = \int_{p_i} \phi(q) dq.$$  

A Voronoi partition $\mathcal{V}_D(\eta^*)$ is called a centroidal Voronoi partition [22] if $\eta^* = c(\mathcal{V}_D(\eta^*))$. In general, it is hard to find the global minimum of (1) due to the nonconvexity of $L_{\phi}(\eta, P)$. However, a configuration corresponding to a centroidal Voronoi partition is considered to be an efficient solution to the coverage problem [2]. To achieve such a partition, one may iteratively apply Lloyd updates [23] initialized from an arbitrary starting configuration $\eta(0)$ using

$$\eta(t+1) = \left\{c_1(\mathcal{V}_D(\eta(t))^1), \ldots, c_N(\mathcal{V}_D(\eta(t))^N)\right\}.$$  

It is known that $\mathcal{V}_D(\eta(t))$ converges to a centroidal Voronoi partition as $t \rightarrow \infty$.

B. Modeling Heterogeneous Sensing Data as MFGP

Suppose there are a total of $s$ types of sensory modalities, each of which is indexed by fidelity level $f \in \{1, \ldots, s\}$. The sensory function at each fidelity level $f < s$ denoted by $\phi_f : D \rightarrow \mathbb{R}_{\geq 0}$ can be viewed as an approximation of $\phi$, and we assume $\phi_s = \phi$ is the ground truth. We model $\phi_1, \ldots, \phi_s$ as a Multi-Fidelity Gaussian Process (MFGP) [24] in which

$$\phi_f = \rho_{f-1}\phi_{f-1} + \delta_f, \quad f \in \{2, \ldots, s\},$$  

where $\rho_{f-1} > 0$ is a scaling factor and $\delta_f \sim GP(\mu_f(x), k_f(x, x'))$, $f \in \{1, \ldots, s\}$ are mutually independent GPs. With this structure, $\delta_f$ refines the information from lower fidelity levels to compose higher fidelities.

At each fidelity $f$, $\phi_f$ can be accessed by taking a sample at $x \in D$ to obtain a measurement of form $y_f = \phi_f(x) + \epsilon_f$, where $\epsilon_f \sim N(0, \sigma_f^2)$ is an additive noise. Let the number of measurements at fidelity $f$ be $n_f$ and $\mathcal{X}_f = \mathbb{R}^{s \times n_f}$ be the matrix of sampling locations. Let these $n_f$ measurements be collected in vector $y_f \in \mathbb{R}^{s \times n_f}$. We now recall the posterior distribution of $\phi$ from [20].

Let $K(X_f, X'_f) \in \mathbb{R}^{s \times s \times n_f \times n_f'}$ be a matrix with entries $k^s(x, x')$, $x, x' \in \text{col}(X_f)$, $x' \in \text{col}(X'_f)$ be a vector with entries $k^s(x', x) \in \mathbb{R}^{s \times n_f}$. Let $K$ be an $s \times s$ block matrix with $(f, f')$ submatrix being the covariance matrix of $y_f$ and $y_{f'}$ expressed as $K_{f, f'} = \sum_{i=1}^{s}(\phi_{f_i}^\top \phi_{f_i'}) R_{f_i, f_i'}$. Further, let $k(x)$ be a vector constructed by concatenating $s$ sub-vectors $k(x) = (k^1(x), \ldots, k^s(x))$, where $k^s(x) = \sum_{i=1}^{s} \rho_i \phi_{f_i} K^s(x, x)$, for $f \in \{1, \ldots, s\}$. We denote the diagonal matrix of sampling noise by $\Theta = \text{diag}(\sigma^2_1 I_{n_1}, \ldots, \sigma^2_s I_{n_s})$. Let $\mu_f(X_f) \in \mathbb{R}^{s \times n_f}$ be a vector with entries $\mu^s(x)$, $x \in \text{col}(X_f)$. Let the mean of $y_f$ be $m_f = \sum_{i=1}^{s} \rho_{f_i} \mu_{f_i}(X_f)$. Construct $\nu$ by concatenating $s$ sub-vectors, $\nu = (y_f - m_1, \ldots, y_s - m_s)$. Then, the posterior mean and covariance functions of $\phi$ are

$$\mu(x) = \mu(x) + k^\top(x)(K + \Theta)^{-1} \nu,$$

$$k(x, x') = k(x, x') - k^\top(x)(K + \Theta)^{-1} k(x'),$$

where $\mu(x)$ and $k(x, x')$ are the prior mean function and covariance function of $\phi$ with expression

$$\mu(x) = \sum_{i=1}^{s} \rho_{f_i} \mu^s(x), \quad k(x, x') = \sum_{i=1}^{s} \rho_{f_i}^2 k^s(x, x').$$

C. Online Coverage with Heterogeneous Sensing Data

In the online coverage problem, $\phi$ is unknown a priori and must be learned from heterogeneous sensing data. The proposed framework handles two types of heterogeneity:

(i) Heterogeneity introduced at the start of execution via information from other modalities (e.g., satellite imagery, drone observations, or human input), and

(ii) Heterogeneity introduced over the course of execution due to heterogeneity among agent capabilities and/or sampling strategies.
For simplicity of exposition, we focus on the first class of heterogeneity and restrict our presentation to two fidelity levels, low (ℓ) and high (h). We assume low-fidelity sensing data is obtained prior to deployment through modalities described in (i), and high-fidelity sensing data consists of the real-time measurements obtained by robots. The ideas presented extend to the second class of heterogeneity and more than two levels of fidelities.

We assume the data from all sensing sources are gathered at an information center (e.g., a cloud server) and can be transferred to any functional agent instantaneously, meaning each agent is able to compute the same posterior distribution of φ. Over the course of execution, agents must balance learning with coverage, collecting observations to refine their estimate of φ while staying near the centroid c_i of their Voronoi cell v_i.

III. ALGORITHM DESIGN AND ANALYSIS

We propose and analyze two algorithms for online estimation and coverage in settings with heterogeneous sensing information. Each algorithm gradually shifts emphasis from learning to coverage as the estimate converges to the true sensory function φ. The algorithms are novel in two ways:

(i) Both leverage observations collected before execution to construct a prior, then refine this estimate, and
(ii) Both utilize the MFGP [24] formulation to efficiently fuse data from multiple fidelities.

We refer to the posterior mean and variance of φ at iteration t and x ∈ D by φ(t)(x) and varφ(t)(x), respectively. Centroids computed using the mean φ(t)(x) are denoted ˆc_i(t).

A. Stochastic Sequencing of Multi-fidelity Learning and Coverage (SMLC)

Inspired by the server-based algorithm in [12], the SMLC algorithm is characterized by a stochastic decision process governing whether agent i is tasked with learning or coverage at iteration t. A global multi-fidelity GP estimate of φ is maintained by collecting low-fidelity observations (X_ℓ, y_ℓ) and high-fidelity observations (X_h, y_h) on a central server.

We define V_D(t) = {v_1(t), ..., v_n(t)} to be the Voronoi partition associated with estimated centroids ˆc_i(t−1) from the previous iteration, where c_0(t) = η(0). Each iteration t begins with an update to the partition V_D(t) using 2. Thereafter, each agent stochastically chooses to execute a learning step or a coverage step. The probability p_i(t) of agent i executing a learning step on iteration t is proportional to the maximum posterior variance M_v_i(t) = max_x ∈ v_i varφ(x) within the Voronoi cell v_i(t), and the probability that the agent executes a coverage step is 1 − p_i(t).

On a learning step, agent i collects a noisy high-fidelity sample y_h = φ_h(x_i) + ε_h with ε_h ∼ N(0, σ_h^2) at the point x_M_v_i = arg max_x ∈ v_i varφ(x) of maximum posterior variance within v_i(t). On a coverage step, agent i proceeds to the estimated centroid ˆc_i(t) of its Voronoi cell. Before continuing onto the next iteration, the posterior mean and variance are recomputed by incorporating the samples collected by agents which executed a learning step on this iteration using equations 6 and 7. As more samples are collected, the maximum posterior variance M_v_i(t) within each cell decreases, driving a gradual shift from learning to coverage as φ(t) → φ. SMLC is summarized in Algorithm 1.

Algorithm 1: SMLC

1. Initialize φ(0) with (X_ℓ, y_ℓ) and V_D(0) with η(0). Compute M(0).
2. for iteration t = 1, 2, ..., do
3. Agents update φ(t) and varφ(t) with (X_h, y_h) from t − 1.
4. Construct V_D(t) from ˆc_i(t−1) and φ(t). Estimate ˆc_i(t).
5. for agent i = 1, 2, ..., N do
6. Compute M_v_i(t). Set p_i(t) = F(M_v_i(t)/M(0)).
   if b_i(t) ~ Bernoulli(p_i(t))) = 1 then
   Agent i samples y_h at x_M_v_i.
   else
   Agent i drives to estimated centroid ˆc_i(t) of v_i(t).

B. Deterministic Sequencing of Multi-fidelity Learning and Coverage (DMLC)

Inspired by the DSIC algorithm in [17], the DMLC algorithm proposed here is characterized by a deterministic sequencing of epochs, where each epoch consists of a learning phase and a coverage phase. Each epoch e lasts for n_e iterations, and successive epochs increase in length such that uncertainty at the end of these epochs reduces exponentially. As before, we assume agents maintain a global GP estimate of φ, have access to low-fidelity data before execution, and collect high-fidelity data over the course of execution.

Two hyperparameters govern the progression of DMLC, namely α and β. The hyperparameter α ∈ (0, 1) represents the factor by which maximum posterior variance M_v_i(t) = max_x ∈ D varφ(x) is reduced in epoch e, while the hyperparameter β > 1 represents the factor by which epoch length increases. DMLC begins epoch e with a learning phase in which high-fidelity observations are collected to reduce M_v_i(t) by a factor of α, then proceeds to execute a coverage phase in which agents are driven by Lloyd iteration 4.

Because the posterior variance varφ(x) at each point depends only on the number and location of samples under a GP model [25], the entire set of acquisition points X_a(e) which must be sampled to reduce M_v_i(t) by a factor of α in epoch e may be computed before any observations are actually collected. DMLC takes advantage of this fact, and determines X_a(e) at the start of epoch e by virtually sampling points of maximum posterior variance x_M_v_i(e) = arg max_x ∈ v_i varφ(x) and recomputing the posterior variance with such points taken into account, fully determining X_a(e) before any motion occurs. Thereafter, the learning phase assigns the acquisition points x ∈ X_a(e) ∩ v_i to be sampled by agent i, computes near-optimal Traveling Salesperson Problem (TSP) tours through these points, and dispatches agents on each tour. As opposed to naïve greedy sampling...
algorithms which drive to points \( x_{\text{opt}}^{(t)} \) as data is collected, this TSP-inspired approach is more efficient in terms of travel time and energy expenditure. At the end of each learning phase, high-fidelity samples collected in \( X^{(e)} \) are used to recompute the posterior mean and variance \( \phi^{(t)}, \text{var}^{(t)} \).

Next, DMLC enters a coverage phase by executing Lloyd’s algorithm, sending all agents to the estimated centroid \( \hat{c}_i \) of their respective Voronoi cell. Epoch length \( n_e \) is updated with \( n_{e+1} = \beta n_e \), and the algorithm repeats. This exponential growth in epoch length leads agents to gradually shift their emphasis from learning to coverage in a manner similar to that of SMLC. DMLC is summarized in Algorithm 2:

\[\text{Algorithm 2: DMLC}\]

1. Initialize \( \hat{\phi}^{(t)} \) with \( (X_\ell, y_\ell) \) and \( \gamma^{(t)}_D \) with \( \eta^{(0)} \). Compute \( M^{(0)} \).
2. for epoch \( e = 1, 2, \ldots \) do
   - Virtually sample \( x^{(t)}_M \) to determine \( X^{(e)} \), the set of points which must be sampled to reduce \( M^{(t)} < \alpha M^{(0)} \).
   - Compute TSP tours through each subset \( X^{(t)} \cap \gamma^{(t)}_i \).
   - Agents sample \( y_i \) on tours then update \( \hat{\phi}^{(t)} \) and \( \text{var}^{(t)} \).
   - for \( t_e = 1, 2, \ldots, [\beta n_e] \) do
     - Construct \( \gamma^{(t)}_D \) from \( \hat{c}_i^{(e-1)} \) and \( \hat{\phi}^{(t)} \).
     - Estimate \( c_i^{(t)} \).
   - Each agent \( i \) drives to estimated centroid \( \hat{c}_i^{(t)} \) of \( v_i^{(t)} \).

Note that SMLC and DMLC offer distinct strengths and weaknesses. SMLC allows agents to respond at an iteration’s notice, but lacks strong guarantees in uncertainty reduction and is inefficient in planning travel. DMLC occasionally renders agents unresponsive during learning phases, but provides reliable uncertainty reduction and more efficient travel planning. Neither algorithm is superior: the choice between SMLC and DMLC depends on the problem setting.

Both algorithms may be implemented in a distributed manner by leveraging gossip-based strategies [26], as proposed in the original works [12] and [17]. In addition, both algorithms can be adapted to use a single-fidelity GP by combining samples \( (X_\ell, y_\ell) \) and \( (X_\ell, y_\ell) \) into a single dataset \( (X, y) \). These single-fidelity implementations are useful for comparison purposes and serve as a baseline in the simulations presented in Section IV.

### C. Analysis of SMLC and DMLC

A key strength of the original algorithms proposed in [12] and [17] are the convergence guarantees they offer. We adapt Proposition 2 of [12] to show that the estimate \( \hat{\phi}^{(t)} \) will indeed converge in probability to \( \phi \) under the SMLC and DMLC algorithms, thereby implying that Proposition 1 in [12] also holds for SMLC and DMLC. These results are formally presented in the following propositions.

Let \( c_i^{(t)} \) and \( c_i^{(t)} \) denote the centroid of the Voronoi cell assigned to agent \( i \) at iteration \( t \), computed using Lloyd’s algorithm with the estimated function \( \hat{\phi}^{(t)} \) and true function \( \phi \), respectively. We recall the following result from [12].

**Proposition 1 (Lloyd Equivalence, Proposition 1, [12]):** Assume \( \hat{\phi}^{(t)} \) converges in probability to \( \phi \). Choose any \( \delta \in (0, 1), \epsilon > 0 \), and integer \( T \). Suppose the centroids \( \hat{c}_i^{(t)} \) and \( c_i^{(t)} \) are updated according to the standard Lloyd algorithm [4]. Then there exists an iteration \( t_0 \) such that

\[
P \left( \left\| \hat{c}_i^{(t_0+t)} - c_i^{(t_0+t)} \right\| \leq \epsilon \right) \geq 1 - \delta \tag{9}
\]

holds for any \( t \in \{0, \ldots, T\} \) and \( i \in \{0, \ldots, N\} \) if \( \hat{c}_i^{(t_0)} = c_i^{(t_0)} \). Intuitively, this means the evolution of \( \hat{c}_i^{(t)} \) and \( c_i^{(t)} \) will remain close with high probability for an arbitrary number of iterations.

Now, we show both SMLC and DMLC guarantee that \( \hat{\phi}^{(t)} \) converges in probability to \( \phi \), so that Proposition 1 holds. Let \( M^{(t)} = \max_{x \in D} \text{var}^{(t)}(x) \) denote the maximum posterior variance \( \text{var}^{(t)} \) at iteration \( t \). Let \( x^{(t)} = \arg \max_{x \in D} \text{var}^{(t)}(x) \) be the point where \( M^{(t)} \) is achieved.

**Proposition 2 (Convergence of SMLC Estimate):** Consider the SMLC algorithm presented in Algorithm 1 with the multi-fidelity GP model (5). Let \( F : [0, 1] \rightarrow [0, 1] \) be a continuous and strictly increasing function of \( M^{(t)} \). Then \( \hat{\phi}^{(t)} \) converges in probability to the true function \( \phi \).

**Proof:** The structure of the SMLC algorithm is identical to that of the server-based (SB) algorithm proposed in [12], differing only in its use of an MFGP. Yet, \( \hat{\phi}^{(t)} \) is itself a GP with composite covariance function \( k(x, x \prime) \) as shown in (8). Observations from lower fidelity levels makes \( \hat{\phi}^{(t)} \) converge faster to \( \phi \). The result follows by Proposition 2 in [12].

**Proposition 3 (Convergence of DMLC Estimate):** Consider the DMLC algorithm presented in Algorithm 2 with the multi-fidelity GP model (5). Let \( \alpha \in (0, 1) \) denote the factor by which maximum posterior variance \( M^{(t)} \) is reduced in each epoch. Then \( \hat{\phi}^{(t)} \) converges in probability to the true function \( \phi \).

**Proof:** Let \( \hat{\phi}(x) \sim GP(\mu(x), k(x, x \prime)) \) be a GP defined on \( D \subseteq \mathbb{R}^2 \), where covariance function \( k(x, x \prime) \) is continuous and \( k(x, x) \leq \lambda, \forall x \in D \). Let \( \sigma^2 \) be the variance of additive Gaussian sampling noise. Now, we show the greedy sampling strategy reduces the maximum variance below threshold \( \epsilon \) in finite iterations for any fixed \( \epsilon \). Note that for every \( \epsilon > 0 \), there exist \( \gamma, \nu \) and \( n \) that satisfy \( \lambda - (\lambda - \gamma)^2 / (\lambda + \nu n^{1/2}) \leq \epsilon \). Since \( k(x, x \prime) \) is continuous, there exists a finite partition \( P = \{p_1, \ldots, p_m\} \) of \( D \), with \( m \) large enough, such that for any \( p_i \in P \) and for any pair of points \( x, x \prime \in p_i \), both \( |k(x, x) - k(x, x \prime)| \leq \gamma \) and \( |k(x, x) - k(x, x \prime)| \leq \nu \). After \( nnm + 1 \) sampling rounds, there exists at least one cell \( p_i \in P \) that is selected \( n_i \geq (n + 1) \) times. Let \( X \in \mathbb{R}^{2 \times n} \) be the matrix of first \( n \) sampling locations within \( p_i \) and \( \gamma \in \mathbb{R}^n \) be the corresponding sampling results. Then, for any \( x \in p_i \), \( \max_{x \in p_i} \hat{k}(x, x \prime) \leq k(x, x) + \nu \). Let \( \hat{K}(X, X) \in \mathbb{R}^{n \times n} \) be the covariance matrix with entries \( \{\hat{k}(x, x \prime)\}_{x, x \prime \in X} \) and \( \hat{K}(X, x) = K^T(x, X) \in \mathbb{R}^{1 \times n} \) be the vector with entries \( \{\hat{k}(x, x \prime)\}_{x \prime \in X} \). Using the Gershgorin circle theorem [27], the spectral radius of symmetric matrix \( \hat{K}(X, X) + \sigma^2 I \) is...
We defined the difference between learning and coverage—agents must accurately estimate the variance at every point $x$ in $\mathcal{D}$ to achieve the greedy policy, i.e., after $nm + 1$ overall samples have been collected.

This shows each learning step in DMLC can be greedy in finite iterations. Thus, for any $\epsilon$ and $\delta$, there is a finite $t'$ for which $M(t') \leq \delta^2$ for all $t > t'$. Now, by the Chebyshev inequality, we have $P(|\hat{\phi}(x) - \phi(x)| \geq \epsilon) \leq \frac{\text{var}(\hat{\phi}(x))/\epsilon^2}{\delta}$ at any point $x \in \mathcal{D}$ for all $t > t'$, which concludes the proof.

IV. Simulations

Numerical simulations showed that multi-fidelity implementations of SMLC and DMLC outperformed their single-fidelity counterparts. In particular, multi-fidelity implementations of SMLC and DMLC incurred lower cumulative coverage regret $R_\phi$, defined as the sum:

$$R_\phi = \sum_t r_\phi^{(t)}, \quad \text{where} \quad r_\phi^{(t)} = \mathcal{L}_\phi (\eta^{(t)}, \mathcal{V}_D(\eta^{(t)})) - \mathcal{L}_\phi (c(\mathcal{V}_D(\eta^{(t)})), \mathcal{V}_D(\eta^{(t)})),$$

such that $r_\phi^{(t)}$ measures the instantaneous deviation of $\eta^{(t)}$ from the set of centroidal Voronoi partitions generated by $\eta^{(t)}$. This metric is nonnegative and achieves 0 at a centroidal Voronoi partition. Unlike the loss $\mathcal{L}_\phi$ defined in (11), it does not depend on the initial configuration $\eta^{(0)}$, allowing a fair comparison between runs. In addition, it rewards a balance between learning and coverage—agents must accurately estimate $\phi$ in order to accurately estimate $c^{(t)}$.

We simulated each algorithm over a $21 \times 21$ point discretization of the unit square $\mathcal{D} = [0, 1]^2$ with four agents. We defined $\phi_h$ and $\phi_\ell$ as the Gaussian functions

$$\phi_f = v_\ell^2 \exp \left(-\frac{||x - c_\ell||^2}{2l_\ell^2}\right), \quad f \in \{h, \ell\}, \quad (11)$$

with $v_\ell = \sqrt{5}$, $l_\ell = \sqrt{0.2}$, $c_\ell = (0.5, 0.5)$ and $v_h = \sqrt{10}$, $l_h = 0.05$, $c_h = (0.75, 0.75)$ as shown in Fig. 1. Importantly, $\phi_f$ and $\phi_\ell$ are correlated such that access to low-fidelity samples provide insight into the behavior of $\phi_f$, despite the fact that $\phi_\ell$ is biased from the ground truth $\phi_h$.

Twenty-five low-fidelity samples at the points $X_f = \{(0.25, 0.25)\} \in \mathcal{D}$ were drawn from $\phi_\ell$ with Gaussian noise $\sigma^2 = 1$ were provided to initialize the learning model of each algorithm. Thereafter, all samples $(X_h, y_h)$ collected by agents were drawn from $\phi_h$ with Gaussian noise $\sigma^2 = 1$. Because the single-fidelity implementations of SMLC and DMLC cannot distinguish fidelity levels, they combine all observations $(X_f, y_f)$ and $(X_h, y_h)$ into a single dataset $(X, y)$ throughout the learning process. In contrast, the multi-fidelity implementations of SMLC and DMLC maintain separate datasets.

We simulated the classic coverage control algorithm presented in [2] (which assumes perfect knowledge of $\phi_h$) as a baseline to compare against. Single and multi-fidelity GP models were implemented in Python by adapting existing open-source code [28], and GP hyperparameters were fit to maximum likelihood estimates given 100 training samples from (11) using standard optimization techniques. Each algorithm was simulated with 4 agents for 60 iterations, corresponding to epoch lengths of 4, 8, 16 and 32 in DMLC chosen by setting uncertainty reduction parameter $\alpha = 1/\sqrt{2}$ and epoch length multiplier $\beta = 2$. Simulations of each algorithm were repeated 50 times with randomly generated initial configurations $\eta^{(0)}$, and results were averaged. Code and videos are available via GitHub [29].

Key results of our simulations are shown in Fig. 1. Panel (a) compares the cumulative coverage regret (10) incurred by SMLC and DMLC using single- and multi-fidelity learning models, and shows that the multi-fidelity implementation of both algorithms outperforms the single-fidelity implementation when provided low-fidelity data $(X_f, y_f)$ prior to execution. This is due to the fact the multi-fidelity model is able to structurally distinguish between low-fidelity and high-fidelity data, and estimation of model hyperparameters ensures that (in)consistency between these data are appropriately captured and incorporated. The single-fidelity model does not provide this flexibility. Panel (b) compares the mean squared error $||\hat{\phi}(X^*) - \phi(X^*)||^2 / |X^*|$ of the estimate $\hat{\phi}^{(t)}$, affirming that multi-fidelity methods learn a more accurate representation of $\phi$ when provided low-fidelity data. Panel (c) compares the evolution of maximum posterior variance $M(t') = \max_{x \in \mathcal{D}} \text{var}^{(t)}(x)$, and highlights another key advantage offered by the multi-fidelity approach: more nuanced quantification of uncertainty. Because the single-fidelity implementations cannot distinguish between observations $(X_f, y_f)$ and $(X_h, y_h)$, the mean estimate $\hat{\phi}^{(t)}$ becomes overconfident and does not account for potential bias introduced by low-fidelity observations. Finally, panel (d) compares the mean distance travelled by each agent over the course of execution. Evidently, single-fidelity implementations involve more travel as a result of overconfidence in the mean estimate $\hat{\phi}^{(t)}$: more samples are required to reduce variance by a further multiplicative factor. Panel (d) also
confirms that agents executing DMLC travel less distance on average than agents executing SMLC, as discussed in Section III.

V. CONCLUSION

Heterogeneous multi-robot sensing systems improve upon homogeneous systems by fusing information across sensory modalities and learning more accurate representations of physical processes. However, the method used to combine heterogeneous data plays a crucial role in system performance and merits principled consideration. In this work, we used multi-fidelity Gaussian Processes (GPs) to combine sensory data of different fidelities collected by a heterogeneous multi-robot sensing system. We applied this approach to the task of online estimation and coverage in which an unknown sensory function $\phi$ must be learned and covered by agents, and illustrated scenarios in which single-fidelity approaches fail short. We proposed SMLC and DMLC, two novel adaptive coverage algorithms which leverage the multi-fidelity GP framework, and proved the asymptotic convergence of each. Finally, we demonstrated the empirical efficacy of SMLC and DMLC through numerical simulations.
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