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Abstract

The RFQ design tool DEMIRCI aims to provide fast and accurate simulation of a light ion accelerating cavity and of the ion beam in it. It is a modern tool with a graphical user interface leading to a “point and click” method to help the designer. This article summarises the recent software developments such as the addition of RFQ acceptance match, beam dynamics and 8-term potential coefficient calculations. Its results are compared to other similar software, to discuss the attained compatibility level.

1. Introduction

The acceleration of ion beams has become more efficient with the utilisation of the radio frequency quadrupole (RFQ) cavities since 1970s. The theoretical work on the RFQ cavity which bunches, focuses and accelerates was first performed by Kapchinsky and Tepilyakov \cite{1}. The solutions of the Poisson equation defining electric potential inside the cavity is still commonly referred to as the K-T potential to honor them. The K-T potential being an infinite series, its first two terms are generally used in initial simpler designs in two dimensions; 6 more terms are added for taking into account the geometrical effects in three dimensions and finally more terms could be added to take into account the production and assembly deficiencies which would break the four fold axial symmetry of the cavity. Therefore, the successful
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operation of an RFQ relies on the correct determination of the K-T potential terms.

With the ever increasing requirements from the community, the need for software tools that would yield an easy and accurate RFQ design in a rapid and user friendly manner is ever-growing. Currently, there are a limited number of such software tools, some written almost 30 years ago, with PARMTEQM suite and LIDOS being the leading examples [2, 3]. Moreover, each such tool is specialising on a particular aspect of the design process, e.g. TOUTATIS on the beam dynamics and error studies. Using different simulations at each design stage and manually keeping track of these software tools is error prone and time consuming. DEMIRCI RFQ designer software was born out of such a need for a simple-to-use tool with multiple capabilities [4]. In its first version, running on Unix-like systems, it was possible, even for the most inexperienced user, to prepare a simple design based on the two term potential using the graphical means provided by the ROOT libraries from CERN [5]. The next version contained enhancements like the enlargement of the variable set that can be plotted, the multi-lingual graphical user interface and instruction manuals and the availability in Linux and Windows operating systems [6]. In this manuscript, the recently developed DEMIRICI PRO’s beam dynamics module is presented. It contains additions such as eight term potential multipole coefficients calculation, beam dynamics simulations with eight or two terms and RFQ acceptance calculations.

2. PRO version of Demirci

Recently DEMIRCI has been updated with the calculation of the eight term (8T) K-T potential multipole coefficients, beam dynamics calculations, ion beam visualisations using the 8T potential and RFQ acceptance and mismatch factor calculations. The validity of these calculations was tested by comparing its results to other similar software. The speed and accuracy of the calculation technique is also investigated as an optimization process. The remainder of this section discusses these additions.

2.1. Eight Term Potential

To realistically design an RFQ which typically consists of about hundred cells, one needs to correctly and rapidly determine the time independent part of the electrical K-T potential for each cell:
\[ U(r, \theta, z) = \frac{V}{2} \sum_{m=1}^{\infty} A_{0m} \left( \frac{r}{r_0} \right)^{2m} \cos(2m\theta) \]

\[ + \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} A_{nm} I_{2m}(nk) \cos(2m\theta) \cos(nkz) \]

where \( r \) and \( \theta \) are cylindrical coordinates for which \( z \) represents the beam direction, \( V \) is the inter-vane voltage, \( k \) is the wave parameter given by \( k \equiv 2\pi/\lambda\beta \), with \( \lambda \) being the RF wavelength and \( \beta \) being the speed of the ion relative to the speed of light. Also, \( r_0 \) is the mean aperture of the vanes, \( I_{2m} \) is the modified Bessel function of order \( 2m \) and the \( A_{nm} \) are the multipole coefficients whose values, depending on the vane geometry, should be obtained. Only terms that are reflecting the cell geometry symmetry are considered for modelling the cells. Moreover, although the summation has infinite number of terms, only first 8 coefficients are used to model electric potential inside the cell. Those coefficients are ; \( A_{01}, A_{10}, A_{10}, A_{11}, A_{12}, A_{21}, A_{23}, A_{30} \) and \( A_{32} \).\[7\] Legacy software like PARMTEQM \[2\] relies on data from pre-computed tables containing image charge calculations using the integral method to determine the multipole coefficients. Another method is to use a 3 dimensional differential finite element method (FEM) \[8\] to obtain the potential distribution across the RFQ length and then to find the multipole coefficients via a least squares fit to FEM nodes \[9\]. Since this method is reported (in \[9\]) to be as accurate as the image charge method and to be much faster from a computational point of view, an independent implementation of this approach is performed in DEMIRCI libraries.

The FEM technique requires a 3-dimensional meshing of the volume at which the Poisson equation is to be solved. However, the work starts with dividing the two dimensional the cross section (quarter view due to symmetry) of the vane tips into equal length segments as seen in Figure1 left side. As seen, the Cartesian coordinates are effectively transformed into curved coordinates \( u, v \) which follow pole tip surface and its normal. Here, all the segments including the intra-pole ones, are constructed by interpolation from the pole contours.

A similar division is also made along the RFQ axis, yielding 20 node isoparametric bricks as the mesh units as shown in the same figure, right side. The nodes are defined as the line end and middle points. The number
of meshing units define both the accuracy of the calculations and the calculation speed. Although the details will be presented in the next section, a good compromise value has been determined and set in the code as the default number of 3-D mesh units: $10 \times 10 \times 10$ in $x$, $y$ and $z$ coordinates. Once the meshing is complete, the general stiffness matrix is prepared from individual isoparametric bricks. For each mesh unit, one starts by defining an associated Cartesian cube in natural coordinates which can be transformed into an isoparametric brick via an interpolation function. The local stiffness matrix is defined via the integration of these interpolation functions in natural coordinates. Once the local matrices are defined, they are stitched together into a general stiffness matrix so that nodes with multiple cell memberships are expressed only once. The indexing for all nodes follows a specific algorithm. It starts with the first node located at $(0,0,0)$ where these three digits represent the curvilinear coordinates $u$, $v$ and $z$. Other nodes are added by first looping over $u$, then $v$ and finally $z$. Since node indexing follows this predefined algorithm, the index of any node can be easily calculated for a given geometrical position. By virtue of this property, nodes that lie on the boundary surface (namely the vane tips) can be determined easily and their values can be set using the boundary conditions on the pole tips.
Table 1: Definitions of the RFQ cells used for comparison. Minimum bore radius and cell length are in cm.

| cell# | \(a\)  | \(m\)  | \(\ell_{cell}\) |
|-------|--------|--------|-----------------|
| 20    | 0.409  | 1.020  | 0.58            |
| 60    | 0.399  | 1.072  | 0.60            |
| 100   | 0.392  | 1.111  | 0.68            |
| 140   | 0.381  | 1.171  | 0.92            |
| 180   | 0.309  | 1.631  | 1.94            |

After these steps, a general stiffness matrix \(A\) is obtained. It relates node values to the solution vector \((x)\) and to electric charge inside the volume \((b)\): \(Ax = b\). Since initially there are no particles inside the RFQ volume, one needs to work with the Poisson equation, therefore all elements of the vector \(b\) are equal to zero. Since the solution vector contains both unknown and known values (due to boundary conditions), we would like to reduce the previous equation to \(A'x' = b'\) form, where known elements of \(x\) (and their counterparts in \(A\)) are removed and the new indexing is mapped to old indexing as a separate dictionary for further use. The new vector \(b'\) is calculated by using the multiplication of known \(x\) values with their associated elements of the general stiffness matrix \(A\). The resulting Poisson equation is solved numerically for each node to find the electrostatic potential in each cell, using the conjugate gradient technique. Conjugate gradient method is widely used to solve this type of problems since it does not need any matrix inversion, a technique that changes the matrix sparseness by creating new nonzero elements. Depending on the matrix size, the inversion can be problematic as storing intermediate values quickly becomes impractical even on the disk, let alone in memory. On the other hand, the conjugate gradient method is an iterative approach. It starts by guessing an initial solution \((x'_g)\) and calculates its associated solution vector \((b'_g)\) to compare it to the known solution vector \((b')\). The algorithm terminates when the current guessed solution \((b_g)\) is close enough to original solution vector \((b')\). The solutions for the nodes within the minimum bore radius are then fitted to the 8T potential function with the least squares method to find the first 8 K-T potential multipole coefficients.

To test the validity of the procedure and the correctness of the implementation, the multipole coefficients calculated by DEMIRCI are compared to the ones calculated by other groups as found in the literature [9].
reference cells for which the coefficients are calculated range from low \( m \) to high \( m \), i.e. from the entrance of the RFQ to its exit. The properties of these reference cells are given in Table [1].

The multipole coefficient calculation results for the five reference cells are shown in Table 2. Each block of four rows contains the calculation results of the multipole coefficients of the reference cell indicated by the first column. The publication in [9] compares the coefficients obtained using RFQCoef program which in turn uses a 3D FEM technique, to those calculated by the CHRG3D (from LANL) program which uses the image charge method. The present note adds two more coefficient calculations to that set. The first set comes from PARMTEQM, a modernized version of the CHRG3D and the calculations using DEMIRCI. In order to decide on the quality of calculations, some comparison criterion has to be defined. We defined a total relative error as 

\[
\epsilon_{\text{tot}} = \sqrt{\sum_i \left( \frac{C_i - C^R_i}{C^R_i} \right)^2}
\]

where the summation runs over the first 8 coefficients and \( C^R \) represent the reference values. In the case where the reference value is zero, the division becomes undefined. Although there are multiple propositions to handle this scenario, in this note the simplest alternative namely the test value \( (C_i) \) is used in denominator. By simply comparing the total error in the last column one is able to judge on the quality of the 8T potential calculations. To that end, results from all programs are compared to CHRG3D results, additionally DEMIRCI results are also compared to PARMTEQM for which the total relative error is given in parentheses. One can immediately notice that the newer version of LANL tool, PARMTEQM, is always more compatible with the CHRG3D as compared to RFQCoef except the last cell which will be discussed later. This is expected since both CHRG3D and PARMTEQM originate from the same scientific collaboration. RFQCoef results are in good agreement with CHRG3D in all 5 test cells. Except for the last cell (180), DEMIRCI results are compatible with both older and newer versions of the LANL software, the agreement being better with PARMTEQM. Moreover, except the last cell it always reports an error equal to or smaller then the RFQCoef results. The last cell seems to be peculiar in the sense that both PARMTEQM and DEMIRCI report unprecedentedly large total errors while these two being in agreement with each other. As mentioned before, for this cell, CHRG3D and RFQCoef are also in agreement with each other. Since we do not have the exact calculations of the publication [9], we can only speculate about this strange behaviour. The most reasonable explanation is that the older
Table 2: Comparison of the multipole coefficients calculated by available software. The errors are always calculated relative to CHRG3D except for DEMIRCI which also reports relative to PARMTEQM in parentheses.

|      | \(C_{10}^{}\) | \(C_{00}/a^2\) | \(C_{11}^{}\) | \(C_{01}/a^2\) | \(C_{30}^{}\) | \(C_{20}^{}\) | \(C_{31}^{}\) | \(C_{21}^{}\) | \(\epsilon_{\text{tot}}\) |
|------|-------------|----------------|-------------|----------------|-------------|-------------|-------------|-------------|--------------|
| 20   | 0.806802   | 6.596673       | 0.05801     | 1.948522       | 0.0         | 0.0         | 0.0         | 0.00001     | 1.36         |
|      | CHRG3D     | -              |             |                | -            | -            | -            |             |              |
|      | RFQCoef    | 0.00011      | 5.74846     | 0.05031        | 4.11814      | 0.0         | 0.0         | 0.00001     | 0.00000      | 2.32         |
|      | PARMTEQM   | 0.005389     | 6.72975     | 0.06228        | 4.9641       | 0.0         | 0.0         | 0.00001     | 0.00000      | 1.36         |
|      | DEMIRCI    | 0.00549      | 5.73015     | 0.06511        | 4.94852      | 0.0         | 0.0         | 0.00001     | 0.00000      | 1.36         |
| 60   | CHRG3D     | 0.02073      | 6.73981     | 0.06874        | 4.89934      | 0.0         | 0.0         | 0.00001     | 0.00000      | 1.36         |
|      | RFQCoef    | 0.020280     | 5.75573     | 0.21751        | 4.51230      | 0.0         | 0.0         | 0.00001     | 0.00000      | 1.36         |
|      | PARMTEQM   | 0.02091      | 5.7362      | 0.21199        | 4.98548      | 0.0         | 0.0         | 0.00001     | 0.00000      | 1.36         |
|      | DEMIRCI    | 0.020945     | 5.7413      | 0.26226        | 4.99269      | 0.0         | 0.0         | 0.00001     | 0.00000      | 1.36         |
| 100  | CHRG3D     | 0.03866      | 6.74426     | 0.63887        | 4.95520      | 0.0         | 0.0         | 0.00028     | 0.00000      | 4.15         |
|      | RFQCoef    | 0.03866      | 5.74496     | 0.63800        | 4.95470      | 0.0         | 0.0         | 0.00027     | 0.00000      | 4.15         |
|      | PARMTEQM   | 0.03896      | 5.74496     | 0.63800        | 4.95470      | 0.0         | 0.0         | 0.00027     | 0.00000      | 4.15         |
| 140  | CHRG3D     | 0.09684      | 6.7416      | 1.49962        | 4.74544      | 0.0         | 0.0         | 0.00076     | 0.00000      | -0.0481      |
|      | RFQCoef    | 0.09662      | 5.74831     | 1.39976        | 3.84250      | 0.0         | 0.0         | 0.00066     | 0.00016      | -0.09994     |
|      | PARMTEQM   | 0.09634      | 5.74531     | 1.34614        | 4.93281      | 0.0         | 0.0         | 0.00061     | 0.00004      | 0.01875      |
|      | DEMIRCI    | 0.09686      | 5.7416      | 1.34614        | 4.93281      | 0.0         | 0.0         | 0.00061     | 0.00004      | 0.01875      |
| 180  | CHRG3D     | 0.39947      | 5.80745     | 81.02744       | 3.70216      | 0.0         | 0.0         | 0.05586     | -0.03312     | -49.50706    |
|      | RFQCoef    | 0.39947      | 5.80745     | 81.02744       | 3.70216      | 0.0         | 0.0         | 0.05586     | -0.03312     | -49.50706    |
|      | PARMTEQM   | 0.40167      | 5.79689     | 75.01900       | 3.74275      | 0.0         | 0.0         | 0.05586     | -0.03312     | -49.50706    |
|      | DEMIRCI    | 0.40167      | 5.79689     | 75.01900       | 3.74275      | 0.0         | 0.0         | 0.05586     | -0.03312     | -49.50706    |

Software (CHRG3D and RFQCoef) shared a common calculation error which was subsequently corrected. Another, less likely, possibility is a typo in [9] in the definition of cell 180. Independent of this situation, the analysis shows that DEMIRCI is able to calculate the 8 term coefficients in good accuracy with respect to the industry standard software from LANL.

As an additional check, the electric potentials obtained from the FEM solutions using CST Studio Suite® [10] on all nodes are compared to fit results for a random cell. The histogram of the difference between the two are shown in Figure 2 together with a Gaussian function fit. The distribution shows that the error originating from the fitting procedure is about 1/1000. Even if in some long cells, the 8T potential is not adequate for defining the equipotential surface, the error is smoothed out by the fitting procedure and its order of magnitude is expected to remain at this level.

2.1.1. Calculation performance

The calculation performance is estimated by varying the mesh size for the test cell (number 100) from \(3 \times 3 \times 4\) up to \(16 \times 16 \times 24\) where the numbers are for the number of divisions in \(x, y\) and \(z\) directions respectively. The calculation time is defined as the time reported by the operating system.
Figure 2: The cell number finite element method minus reported 8T potential for cell 20 from Table 1 on an Intel i7 3 GHz laptop computer, as the sum of the time spent in the user and kernel spaces. The results are shown in Figure 3. The horizontal axis is the direct multiplication of the scanned division values in each coordinate, therefore represents the number of 20-node isometric bricks \((N)\) used to compute the electric potential in cell 100. One easy observation is the linear increase in the computation time as shown by the green triangles. Therefore it is important to get the best accuracy with the smallest number of bricks. For an accuracy estimation, in each case, an associated error is also calculated with respect to CHRG3D results as \(\epsilon = 0.1 \times \epsilon_{tot}\). The coefficient 0.1 is employed only to scale the error values, shown by blue circles, such that these can be plotted into the same \(y\) axis range. Since the problem has \(x-\ y\) symmetry, these two axes were always split to the same number of divisions, however the number of \(z\) axis divisions was scanned independently. The smallest error, as obtained with a very large number of \((O(6000))\) bricks, is also attained with just below 100 bricks which can be defined as the optimum operating point. The worsening of the accuracy for
the region $N \sim 100$ is related to the ratio $N_z/N_x$.

2.2. Beam Dynamics

One of the DEMIRCI’s features is the possibility to insert a number of macro particles generated randomly according to the beam phase space definitions just at the entrance of the RFQ. The number of the particles, their phase space properties (beam emittance and Twiss parameters) and the beam shape (Gauss, flat, water-bag) are all user selectable variables. The purpose of these beam dynamics simulations is to make the overall RFQ design process more interactive by monitoring the ion beam behaviour in phase and normal spaces along the RFQ. After the initialisation step, DEMIRCI employs a time based approach, in contrast to the position based one in PARMTEQM, to track the individual macro particles. Each such particle’s position, velocity and energy is calculated at each time ($t$) to find the equivalent quantities after a small enough time interval ($\delta t$). DEMIRCI has been written to allow the user for selecting the electric field ($\vec{E}$) values obtained from two term or eight term potentials. Therefore the relevant equations for position, velocity and kinetic energy at the next time interval ($t + \delta t$) are:

![Figure 3: The computing time in ms and the associated error in 8T potential multipole calculation for cell 100 as a function of the FEM meshing granularity.](image.png)
\[ \vec{x}^{t+\delta t} = \vec{x}^t + \vec{\beta}^t c \delta t + \frac{1}{2} \frac{Q}{\gamma^t M} \vec{E}^t \delta t^2, \]  \hspace{1cm} (2) \\
\[ \gamma^{t+\delta t} \vec{\beta}^{t+\delta t} = \gamma^t \vec{\beta}^t + \frac{1}{2} \frac{Q}{c M} \delta t (\vec{E}^t + \vec{E}^{t+\delta t}), \]  \hspace{1cm} (3) \\
\[ E_{k}^{t+\delta t} = (\gamma^{t+\delta t} - 1) M c^2, \]  \hspace{1cm} (4)

where quantities with superscript \( t \) represent their values at time \( t \), whereas \( Q \) and \( M \) are the charge and mass of the macro-particle and \( c \) is the speed of light. The DEMIRCI library has been enlarged with functions that calculate and plot the particle trajectories according to the above equations. Although this functionality has been previously reported\(^6\), it is revisited in this note, since the user can now select between the 2T potential and 8T potential.

Figure 4: Average kinetic energy (in blue) of the macro particles obtained from dynamic equations in blue compared to estimations (in red) from averaged design equations. Top plot is with 2T potential whereas the bottom one is with 8T one.
Three beam dynamics panels, selectable from the main DEMIRCI window, allow monitoring the macro-particle behaviour along the RFQ using the equation set given above.

2.2.1. Comparisons with similar software

These panels become usable only after an RFQ description is loaded and its overall behaviour is calculated, including the multipole coefficients of the 8T potential. Each beam dynamics panel contains four sections showing any of the predefined distributions selectable by the designer. The currently available distributions are: spatial and angular distributions in both vertical and horizontal planes, beam profiles and emittances in all 3 directions, and the average kinetic energy. Figure 4 contains two such plots for an example design at 352.2 MHz: the test particles’ average kinetic energy from the static equations in red can be compared to the value, in blue, obtained from dynamic calculations on the top plot using 2T potential and on the bottom using the 8T potential. The bunching of the particles as they move along the RFQ can also be observed. Figure 5 shows the behaviour of the macro-particles in the $x - z$ plane, using electric fields from the 8T potential.
calculations. These simulations can be started, stopped and reinitialised by the user at any time. The default time step for calculations and visualisation is 0.1 ns. However, displaying the individual behaviour of a large number of particles could be more than the average CPU or graphics processor can handle. To overcome this problem, the plot refresh rate is made user selectable using a scroll bar on screen such that adjusting it would allow the user to play the simulation rapidly (up to 10 times) and to slow it down when needed.

As a further test of the multipole coefficient calculation technique’s implementation, the same RFQ design has been studied both with DEMIRCI and TOUTATIS [11]. Figure 6 shows the $x'x$ phase space at around $z=2300$ mm as obtained from both software. For further reference, $x'$ is defined as [12]:

$$x' = (x_f - x_i)/(z_f - z_i)$$ (5)

where the subscript $f$ ($i$) stands for the next (current) position of a particle.

A similar plot set, shown in Figure 7 is also made for the $z'z$ phase space where $z'$ is defined using the velocity of the synchronous particle ($Vz_{sync}$) along the z direction:

$$z' = (Vz_i - Vz_{sync})/Vz_{sync}$$ (6)

One can thus see the relation between the z position of the particles and their velocities showing the details of the bunching process. Both plots have TOUTATIS results at the top and DEMIRCI results at the bottom. Although it is hard to read the values from the TOUTATIS plots, the order of magnitude of the phase spaces coincide and both programs show similar bunching structures.

2.3. Acceptance calculation and plots

The acceptance of the RFQ under design, is estimated using a very simple method: a large number of particles are created at the entrance of the RFQ with a uniform distribution in a large portion of the phase space. The particles are then moved through the RFQ using the beam dynamics under the 8T potential as discussed previously. The initial phase space positions of the particles that survive the trip and exit the RFQ, constitute the RFQ acceptance as shown in Fig 8. Based on this information the phase space
Figure 6: $x - x'$ phase space comparison between DEMIRCI and TOUTATIS

parameters of the RFQ “matched” acceptance ellipse can be found: $\alpha_m$, $\beta_m$ and $\gamma_m$. Then the mismatch ($M$) with any incoming beam with known (measured) parameters can be found as [12]:

$$M = \sqrt{1 + \Delta + \sqrt{(\Delta + 4)\Delta}} - 1$$

(7)

where $\Delta = \Delta_\alpha^2 - \Delta_\beta \Delta_\gamma$, and a delta with subscript represents the difference between the beam’s Twiss parameters and the “matched” RFQ values, e.g. $\Delta_\alpha = \alpha - \alpha_m$. 
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3. Conclusions and outlook

The GUI based RFQ design software DEMIRCI is being used and continuously developed due to needs arising from constant utilisation. It now has the capability to compute the eight term potential using a 3 dimensional finite element method. The computed eight term potential can be used in beam dynamics simulations along with the simplistic two term potential. It can also guide the user for acceptance matching. The current version is considered to be mature enough for being used by non-developers as a beta test. Calculation of the space charge effects and the study of the construction
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and assembly errors are next to be implemented. The design process will also be enriched and automatised with an extended tool set.
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