Stretching and Kibble scaling regimes for Hubble-damped defect networks
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The cosmological evolution of topological defect networks can broadly be divided into two stages. At early times they are friction-dominated due to particle scattering and therefore non-relativistic, and may either be conformally stretched or evolve in the Kibble regime. At late times they are relativistic and evolve in the well known linear scaling regime. In this work we show that a sufficiently large Hubble damping (that is a sufficiently fast expansion rate) leads to a linear scaling regime where the network is non-relativistic. This is therefore another realization of a Kibble scaling regime, and also has a conformal stretching regime counterpart which we characterize for the first time. We describe these regimes using analytic arguments in the context of the velocity-dependent one-scale model, and we confirm them using high-resolution 4096^3 field theory simulations of domain wall networks. We also use these simulations to improve the calibration of this analytic model for the case of domain walls.

I. INTRODUCTION

A wide range of physical phenomena relies on the concept of symmetry breaking. Condensed matter and particle physics are good examples of contexts where this mechanism has been fruitfully applied. Cosmology, having deep connections with high energy phenomena in particle physics, shares this tendency. In the cosmological context, the full implications of symmetry breakings were first realized by Kibble [1]. In particular, the result of a parity (or generically any discrete) symmetry breaking in a cosmological framework is the formation of domain wall structures, whose presence is tightly constrained by observational reasons: the current two-sigma upper bound on their symmetry breaking scale, coming from cosmic microwave background observations [2], implies a flipping censorship scale below but close to unity (specifically, a power-law dependence of the scale factor \( a \sim t^\lambda \) with \( \lambda \) below but close to unity) leads to a linear scaling regime where the network is non-relativistic. This is therefore another realization of a Kibble scaling regime, allowing us to interpret the linear scaling solution as the Kibble regime for Hubble-damped networks. Moreover, there is also a stretching regime counterpart for Hubble-damped networks, whose behavior we first de-
rive analytically in a VOS model context and then confirm numerically.

The numerical part of the present work can be considered as an extension of previous results \cite{19, 21}. We carry out high-resolution 4096^3 field theory simulations of domain wall networks in Friedmann-Lemaître-Robertson-Walker (FLRW) backgrounds for very large expansion rates, between $\lambda = 0.97$ and $\lambda = 0.999999$. This allows us to numerically confirm the presence of the aforementioned stretching and Kibble (non-relativistic linear) scaling regimes for these networks.

The extended range of the expansion rates simulated yields an additional benefit. The low velocities and high densities of these fast expansion networks imply that the averages of sets of simulations with the same expansion rate but different initial conditions will have smaller statistical uncertainties than those for slower expanding boxes of the same size. Additionally, we have carried out numerical tests allowing us to estimate the systematic uncertainties in the measurements of the numerical quantities relevant for the calibration of the model. Both of these allow us to further improve the calibration of the VOS model for domain walls that was presented in \cite{21}. Last but not least, we also carry out a consistency test of the model by comparing the model parameters relevant for the stretching regime with those obtained in the linear scaling one.

II. SCALING REGIMES

The velocity-dependent one-scale (VOS) model provides a quantitative thermodynamic description of the evolution of a network of topological defects, based on a lengths scale $L$ (to be thought of as the typical separation, correlation length or curvature radius of the defects) and a root-mean squared velocity $v$. The evolution equations for both quantities are \cite{16}

\begin{equation}
(4 - n) \frac{dL}{dt} = (4 - n)HL + v^2 \frac{L}{\ell_d} + cv,
\end{equation}

\begin{equation}
\frac{dv}{dt} = (1 - v^2) \left( \frac{k}{L} - \frac{v}{\ell_d} \right).
\end{equation}

Here $n$ is the dimension of the defect worldsheet ($n = 1, 2, 3$ for monopoles, cosmic strings and domain walls respectively), $H$ is the Hubble parameter, $\ell_d$ is a damping length including the effects of expansion and friction due to particle scattering

\begin{equation}
\frac{1}{\ell_d} = nH + \frac{1}{\ell_f},
\end{equation}

with the friction length given by

\begin{equation}
\ell_f \propto a^{1+n},
\end{equation}

and finally $c$ and $k$ are phenomenological parameters to be calibrated against numerical simulations. Note that as a first approximation these parameters may be taken as constants, but this assumption needs to be relaxed if one is interested in more accurate modeling \cite{21}.

Now, following Kibble \cite{17, 18} we note that in damped regimes the velocity is expected to change slowly. Then from the velocity equation it follows that

\begin{equation}
v \sim k \frac{\ell_d}{L},
\end{equation}

and substituting this in the evolution equation for the correlation length we find

\begin{equation}
(4 - n) \frac{dL}{dt} = (4 - n)HL + k(c + k) \frac{\ell_d}{L},
\end{equation}

We now have four possible scenarios, depending on whether the damping is provided by friction or by the expansion of the universe, and on whether or not the velocities are negligible.

Starting with the case where the damping length is due to friction, $\ell_d = \ell_f$, as discussed in \cite{14, 22} there is a transient scaling solution

\begin{equation}
L \propto a, \quad v \propto \frac{\ell_f}{a} \propto a^n
\end{equation}

this is known as the stretching regime, and corresponds to the case where the network’s average velocity and density are sufficiently small to make the probability of self-intersections negligible. In this case the network is conformally stretched by the expansion. However, velocities are increasing so this regime must be a transient, at least in an expanding universe. If friction domination persists, eventually these assumptions will no longer hold, and the network will switch to the canonical Kibble regime \cite{17, 18}

\begin{equation}
L \propto (\ell_f t)^{1/2}, \quad v \propto \left( \frac{\ell_f}{L} \right)^{1/2};
\end{equation}

here the energy losses are significant, and therefore the correlation length grows faster than in the stretching regime while the velocity grows more slowly.

Now let us repeat this analysis if the damping is simply provided by the expansion of the universe; as we will confirm numerically in what follows, a sufficiently fast expansion rate is enough to make the defects move with non-relativistic speeds. In this case the damping length is $\ell_d^{-1} = nH$ and we will consider generic expansion rates $a \propto t^\lambda \propto \tau^{\lambda/(1-\lambda)}$, where $t$ and $\tau$ are, respectively, physical and conformal time. In this case the correlation length equation becomes

\begin{equation}
(4 - n) \frac{dL}{dt} = (4 - n)HL + \ell_f \frac{c + k}{nHL},
\end{equation}

and just like in the previous case we find two scaling regimes. The transient scaling regime also corresponds to conformal stretching

\begin{equation}
L \propto a, \quad v \propto \frac{1}{n\lambda} \frac{t}{a} \propto \frac{1 - \lambda}{n\lambda} \tau.
\end{equation}
The evolution of the dimensionless density ($\rho_{\tau}$, top panel) and the rms speed ($\gamma v^2$) (where $\gamma$ is the Lorentz factor, bottom panel) in 4096$^3$ domain wall simulations with different expansion rates, from $(1 - \lambda) = 0.03$ to $(1 - \lambda) = 10^{-7}$ (from black-red to blue-purple). Each line is the average of the 10 simulations, with random initial conditions.

On the other hand, the analogue of the Kibble regime is precisely the standard linear scaling regime,

$$L = \sqrt{\frac{k(c + k)}{(4 - n)n\lambda(1 - \lambda)^t}}, \quad v = \sqrt{\frac{4 - n}{n}} \frac{1 - \lambda}{\lambda} \frac{k}{k + c}.$$  \hspace{1cm} (11)

The two friction-dominated regimes and the linear scaling regime are all well known, but in what follows we will use high-resolution field-theory simulations to study the Hubble-damped stretching regime, as well as to confirm that it is a transient which eventually switches to the linear regime.

III. FIELD THEORY SIMULATIONS

Our numerical simulations follow in the footsteps of those reported in previous works [19–21]. We assume a domain wall producing field theory model with a single scalar field $\phi$, in Friedmann-Lemaître-Robertson-Walker universes with power law expansion rates, $a \propto t^\lambda$. After using the Press, Ryden and Spergel procedure [23] the equation of motion in conformal time $\tau$ has the form

$$\frac{\partial^2 \phi}{\partial \tau^2} + \frac{\delta}{\delta \ln \tau} \frac{\partial \phi}{\partial \tau} - \frac{\partial^2 \phi}{\partial x^i \partial x_i} = - \frac{\partial V}{\partial \phi},$$  \hspace{1cm} (12)

where the potential has the form $V = V_0 \left( \frac{\phi^2}{\phi_0^2} - 1 \right)^2$.

Directly measured parameters from the simulations are a dimensionless density $\rho_{\tau}$ and a kinetic energy ($\gamma v^2$), where $\xi_c$ is the conformal correlation length (the numerical factor of $\sqrt{2}\pi/5 \approx 0.889$ stems from our choices of parameters for the potential and the thickness of the domain walls), $v$ is root mean square velocity of the network and $\gamma$ is Lorentz factor.

Figure 1 depicts these diagnostics for all the expansion rates we have simulated. The different scaling regimes at early and late times are clearly visible, as is the fact that the transition between the early (transient) and the late (attractor) one occurs later for faster expansion rates.

- We use the WALLS code [19, 20], optimized for the Intel Xeon Phi architecture and run on the COSMOS supercomputer.

- We explored a range of fast expansion rates, with $(1 - \lambda)$ spanning the range $[0.03 - 10^{-7}]$. These complement the simulations reported in [21], where we reported on simulations of slower expansion rates $0.1 \leq \lambda \leq 0.95$. For each choice of expansion rate we have carried out 10 different simulations with random initial conditions, and the results we present correspond to the average of each set of 10 runs.

Figure 1 shows the evolution of the dimensionless density ($\rho_{\tau}$, top panel) and the rms speed ($\gamma v^2$) (where $\gamma$ is the Lorentz factor, bottom panel) in 4096$^3$ domain wall simulations with different expansion rates, from $(1 - \lambda) = 0.03$ to $(1 - \lambda) = 10^{-7}$ (from black-red to blue-purple). Each line is the average of the 10 simulations, with random initial conditions.
The oscillations in the convergence to the attractor solution, which were already noticed and discussed in \[13,21\], are mainly due to our (numerical) choice of initial conditions.

In this section we are mainly interested in the linear scaling regime of the network. Visual inspection of Fig. 4 suggests that the networks reach this in the final part of the simulation, and that the faster the expansion rate the longer it takes for this regime to be reached. To accurately characterize this regime, for the purposes of further calibrating the VOS model, we need to find the interval for each \( \lambda \) where the network has already reached linear scaling behavior and still possesses enough walls to enable good statistics. The last factor is a concern only for comparatively slow expansion rates. When \( \lambda \) is close to unity, and the rms velocity \( \nu \) of walls is small, the network does not lose much energy. Hence, even at the very end of simulations there are enough walls for reliable statistics. As in our previous work \[21\] let us introduce the scaling diagnostic parameters \( \mu \) and \( \nu \), defined as

\[
\frac{1}{\xi_c} \propto \tau^\mu \tag{13}
\]

\[
\gamma \nu \propto \tau^\nu , \tag{14}
\]

where for the scaling network \( \mu = -1 \) and \( \nu = 0 \). Table I shows the results of this analysis, confirming that the linear scaling regime is clearly reached for the (comparatively) slower of our expansion rates. Note that in all these cases the network is scaling with a non-relativistic speed. One can therefore think of this as a Kibble regime, in the same physical sense originally described in \[17,18\].

On the other hand, simulations for faster expansion rates did not have enough time to fully reach the linear scaling regime—we will consider them later in this work.

From table I it is also noteworthy that the statistical error bars, which come from averages of ten simulations with different (random) initial conditions, decrease significantly as the expansion rate increases. Therefore, we can anticipate that systematic errors intrinsic to the simulations (having to do with the discretization, the PRS algorithm, the identification of the domain walls in the box and the estimation of their velocities) will eventually dominate the error budget for sufficiently large expansion rates. It is therefore important to obtain estimates of these systematic uncertainties.

In order to do this, we performed additional sets of simulations for different choices of threshold for velocity measurements. In the previously described simulations, the velocity is estimated as an average over all points in the box in which the field obeys \(|\phi| < 0.5\). In this has been previously shown to be an optimal choice. As a test, we have carried out further simulations for expansion rates \( \lambda = 0.4 \) and \( \lambda = 0.999 \) with exactly the same initial conditions (in other words, a fixed seed) but with thresholds for the velocity calculation spanning the range from 0.25 to 0.75; this is illustrated in the top panel of Fig. 2 and the results of these simulations are shown in its middle and bottom panels.

Making the plausible assumption that the effect of the choice of thresholds on the velocity measurements is a reliable proxy for the systematic numerical uncertainties, this test confirms our intuition that as the expansion rate is increased the statistical uncertainties decrease much faster than the systematic ones, and therefore the latter will dominate for sufficiently large expansion rates \( \lambda \).

Specifically, we find that the systematic error for \( \lambda = 0.4 \) is

\[
\delta U_{\text{syst}, \lambda = 0.4} = \pm 12.3 \times 10^{-4} , \tag{15}
\]

while for \( \lambda = 0.999 \) it is

\[
\delta U_{\text{syst}, \lambda = 0.999} = \pm 4.7 \times 10^{-4} . \tag{16}
\]

Since the difference between systematic errors for different \( \lambda \) is comparatively small, in what follows we will make a linear interpolation in order to estimate the systematic uncertainty for other expansion rates.

Table I: Scaling properties of numerical simulations for domain wall networks with different expansion rates \( \lambda \) in the linear scaling regime. In addition to the slope parameters \( \mu \) and \( \nu \) we also list the asymptotic values of the dimensionless density and the wall energy, as well as the range of conformal times used in each set of simulations. One-sigma statistical uncertainties are quoted throughout.

| \( \lambda \) | \( \mu \) | \( \nu \) | \( \xi_c/\tau \) | \( \gamma \nu \) | Fit range (\( \tau \)) |
|---|---|---|---|---|---|
| 0.97 | -0.993 ± 0.001 | 0.006 ± 0.001 | 0.177 ± 0.001 | 0.102 ± 0.001 | 500 – 1500 |
| 0.98 | -0.992 ± 0.001 | 0.005 ± 0.001 | 0.145 ± 0.001 | 0.083 ± 0.001 | 500 – 1500 |
| 0.99 | -0.990 ± 0.0003 | 0.004 ± 0.0001 | 0.103 ± 0.0004 | 0.059 ± 0.0002 | 500 – 1500 |
| 0.995 | -0.992 ± 0.0003 | 0.001 ± 0.0001 | 0.073 ± 0.0002 | 0.041 ± 0.0002 | 500 – 1500 |
| 0.997 | -0.991 ± 0.0002 | 0.006 ± 0.0004 | 0.057 ± 0.0001 | 0.032 ± 0.0001 | 1050 – 2046 |
| 0.998 | -0.989 ± 0.0002 | 0.013 ± 0.0002 | 0.046 ± 0.0001 | 0.026 ± 0.0001 | 1200 – 2046 |
| 0.999 | -0.982 ± 0.0001 | 0.018 ± 0.0002 | 0.033 ± 0.0001 | 0.018 ± 0.0001 | 1350 – 2046 |
| 0.9995 | -0.971 ± 0.0001 | 0.031 ± 0.0001 | 0.023 ± 0.0001 | 0.013 ± 4 \times 10^{-5} | 1500 – 2046 |
| 0.9997 | -0.960 ± 0.0001 | 0.044 ± 0.0001 | 0.018 ± 0.0001 | 0.010 ± 3 \times 10^{-5} | 1650 – 2046 |
| 0.9998 | -0.949 ± 0.00003 | 0.055 ± 0.0001 | 0.015 ± 3 \times 10^{-5} | 0.008 ± 2 \times 10^{-5} | 1800 – 2046 |
Figure 2. Results from velocity measurements for different choices of thresholds, illustrated in the top panel. The middle panel presents the result for expansion rate $\lambda = 0.4$ and the bottom one for $\lambda = 0.999$. Black lines represent the velocities in the ten individual simulations with different initial conditions, measured with a canonical 50% threshold, and provide the statistical errors. Colored lines represent the velocity in one of the ten simulations, measured using different thresholds (specifically the solid red one is for the 25% threshold and the solid green one is for 75% threshold), providing an estimate of systematic uncertainties.

IV. CALIBRATION FOR LINEAR SCALING REGIME

We can now improve upon the calibration of the VOS model discussed in [21]. We will make use of the additional data discussed above, from the simulations that reach the linear scaling regime, and combine with the data from our previous paper. We also take into account our estimate of the systematic uncertainties. Firstly, let us recall that the physical correlation length in the VOS model and the comoving one measured in our domain wall simulations are related by $L = a \xi_c$. And if $a \propto t^\lambda$ we have

$$\frac{\xi_c}{\tau} = (1 - \lambda) \frac{L}{t} = (1 - \lambda)\epsilon.$$  \hspace{0.5cm} (17)

The evolution equations for the standard VOS model correspond to the particular $n = 3$ case of the generic model discussed in Sect. II. However, as shown in our previous work, assuming that the energy loss term $c$ and the momentum parameter $k$ (the influence of local curvature on the network dynamics) are constants is not sufficient for accurate modeling. A combination of analytic and numerical arguments in [21] thus led to an extended VOS model, whose evolution equations are

$$\frac{dL}{dt} = (1 + 3\upsilon^2)HL + c_wv + d[k_0 - k(v)], \hspace{0.5cm} (18a)$$

$$\frac{dv}{dt} = (1 - \upsilon^2) \left( k(v) \frac{L}{v} - 3Hv \right), \hspace{0.5cm} (18b)$$

where

$$k(v) = \frac{k_0 1 - (qv^2)^\beta}{1 + (qv^2)^\beta} \hspace{0.5cm} (19)$$

and $c_w$, $d$, $q$, $k_0$, $\beta$ and $r$ are the free parameters to be numerically calibrated.

Combining the new data in Table I with that in our previous work, and adding the statistical and (estimated) systematic uncertainties in quadrature for each expansion rate, we obtain the best-fit values for each of these model parameters indicated in Table II. For comparison, this table also contains the values obtained in our previous work, as well as for the case where only the fast expansion rates are used (with the caveat that this will be the case where the results of our fit will be most vulnerable to our estimates of the systematic uncertainties). A comparison between the model (with the best-fit values of each parameter) and the simulations is also shown in Fig. 3.

It is worthy of note that the loop chopping efficiency is still statistically consistent with zero, with the exception of the case where only expansion rates $\lambda \geq 0.97$ are used in the fit in which case a non-zero value is preferred at one sigma. This is in agreement with our expectations, already discussed in [21], and confirms the expectation that the production of "wall blobs" is a subdominant energy loss mechanism, unlike the analogous production of
Table II. The best-fit values for the free parameters of the extended VOS model in our present analysis; for comparison, we also show the values obtained in our previous work [21]. One-sigma statistical uncertainties are quoted throughout.

| $\lambda$      | Systematics Reference | $c_w$          | $d$          | $r$          | $k_0$          | $q$          | $\beta$          |
|----------------|-----------------------|----------------|--------------|--------------|----------------|--------------|------------------|
| $0.5 \leq \lambda \leq 0.9$ | No [21]              | $0.00 \pm 0.03$ | $0.29 \pm 0.01$ | $1.30 \pm 0.06$ | $1.72 \pm 0.03$ | $4.10 \pm 0.17$ | $1.65 \pm 0.12$ |
| $0.2 \leq \lambda \leq 0.95$ | No [21]              | $0.00 \pm 0.01$ | $0.28 \pm 0.01$ | $1.30 \pm 0.02$ | $1.73 \pm 0.01$ | $4.27 \pm 0.10$ | $1.69 \pm 0.08$ |
| $0.97 \leq \lambda \leq 0.9998$ | Yes This work       | $0.01 \pm 0.01$ | $0.10 \pm 0.09$ | $1.34 \pm 0.25$ | $1.82 \pm 0.02$ | $1.20 \pm 0.72$ | $0.94 \pm 0.38$ |
| $0.2 \leq \lambda \leq 0.9998$ | Yes This work       | $0.00 \pm 0.08$ | $0.26 \pm 0.02$ | $1.42 \pm 0.04$ | $1.77 \pm 0.03$ | $3.35 \pm 0.32$ | $1.08 \pm 0.07$ |

loops in cosmic string networks. As for the other fitted parameters, we find general agreement with our previous analysis: the only parameter that is significantly changed is $\beta$, which leads to a corresponding shift (and an increased error bar) for $q$, with which it is clearly correlated. Shifts in the remaining parameters are within about one standard deviation.

It is particularly suggestive that a value of $\beta = 1$ provides a good fit to the simulations. In this case the momentum parameter has the simpler form

$$k(v) = k_0 \frac{1 - qv^2}{1 + qv^2},$$

(20)

to be contrasted with the analogous parameter for cosmic strings

$$k_s(v) \propto k_{0,s} \frac{1 - 8q_v^6}{1 + 8q_v^6}.$$  

(21)

It is tempting to speculate that the velocity dependence in the former would be associated with energy losses due to scalar radiation [24], which are indeed dominant in our simulations from which this calibration has emerged. Similarly, the velocity dependence in the latter could be associated with quadrupole radiation—which is implicitly assumed as an energy loss mechanism in the phenomenological modeling which, together with a comparison with Goto-Nambu string simulations, led to the analogous expression for strings [15]. Exploring this hypothesis is beyond the scope of the present paper, but it is certainly worthy of future study.

V. THE CONFORMAL STRETCHING REGIME

We now turn our attention to the early part of our field theory simulations. The analysis of Sect. II leads us to expect a conformal stretching regime which translated into the numerically measured quantities should correspond to

$$\rho_w \propto \text{const.}, \quad v \propto \frac{1 - \lambda}{\lambda} \tau;$$

(22)

naturally the Lorentz factor is irrelevant for non-relativistic speeds. The proportionality factor can be more quantitatively calculated from the VOS model equations themselves, cf. Eqs. (18), and we find

$$v = \frac{15}{2\pi} \frac{1 - \lambda}{1 + 2\lambda} \frac{k_0}{\rho_w} \tau,$$

(23)

where we have used our definition of $k(v)$ in Eq. (19)—which in the non-relativistic limit is simply $k_0$—and again the numerical factor stems from our choices of parameters for the potential and the thickness of the domain walls.

A simple visual inspection of Fig. 1 already indicates that such a transient regime indeed occurs at early times...
of our simulations, and as expected it lasts longer for faster expansion rates. In order to further quantify this behavior we will again use the scaling diagnostic parameters $\mu$ and $\nu$ defined in Eqs. (13) and (14). For the conformal stretching regime we expect $\mu = 0$ and $\nu = 1$. Table III shows the results of this analysis and fully confirms the presence of this regime, for the faster expansion rates for which it persists longer. Moreover, Eq. (23) also allows us to carry out a further test of the VOS model calibration, since we can use it to numerically measure the value of the parameter $k_0$. This is a useful consistency test, since in the analysis in the previous section $k_0$ as well as the other model parameters were determined using data from the linear scaling regime, and the same is true of our earlier work [21] (although in this previous work we have also shown that the calibrated model accurately described the transition from a radiation to a matter dominated universe, in which case the network is not scaling). Here we find that

$$k_0 = 1.76 \pm 0.11 ,$$

which is fully consistent with the results of Table I. Figure 3 shows the conformal stretching part of the evolution of our simulations, plotted together with the predictions of the VOS model with its best-fit parameters.

### VI. CONCLUSIONS

In this work we revisited the role of damping mechanisms in the cosmological evolution of topological defect networks, comparing and contrasting friction due to particle scattering and the expansion of the universe as damping mechanisms capable of making the evolution of the networks be non-relativistic. In both cases the network can either be conformally stretched or evolve in a Kibble scaling regime [17][18]. In particular we have explicitly demonstrated that a sufficiently large Hubble damping (that is a sufficiently fast expansion rate) eventually leads to a linear scaling regime where the network is non-relativistic, but this is typically preceded by a stretching regime counterpart which we characterize for the first time.

![Figure 4. Comparing the analytic solution of the VOS model, with the free parameters fixed at their best-fit values, for domain walls in the stretching regime (red dashed lines) with the result of our field theory numerical simulations for high values of $\lambda$ (blue solid lines).](image)

Our analytic study was done in the context of the canonical VOS model [16], but also confirmed with state-of-the-art 4096\(^3\) field theory simulations of domain wall networks, the analysis of which is a continuation of our previous work [21]. Specifically we have for the first time simulated domain wall networks in universes with very fast expansion rates (from $1 - \lambda = 0.03$ to $1 - \lambda = 10^{-7}$, for $a \propto t^\lambda$). In addition to confirming to high accuracy the two scaling regimes, we have also used these simulations to improve the calibration of the VOS model for the case of domain walls. This improvement stems both from the wider range of expansion rates now available and from the inclusion of an estimated systematic uncertainty in our error budget.

In the future it will be interesting to exploit recent progress in computing power and code optimization and use these high-resolution simulations to gain a better understanding of the energy loss mechanisms of these net-
works. While for the case of domain walls our work establishes the dominance of scalar radiation, the analogous question remains unanswered for cosmic strings. In the latter case the contribution of the loop chopping term is known to be more important, but significant differences remain between the results of field theory and Goto-Nambu simulations. Although they may partially be explained by the different spatial resolution and dynamical range of both types of simulations, it is not clear that numerical differences provide a satisfactory explanation. A fully calibrated VOS model will allow a direct comparison between both types of simulations, enabling a test of their consistency. We hope to address this issue in future publications.
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