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Abstract

A matroid is a notion of independence in combinatorial optimization that characterizes problems that can be solved efficiently. In particular, it is well known that the maximum of a constrained modular function can be found greedily if and only if the constraints define a matroid. In this work, we bring together the concepts of matroids and bandits, and propose the first learning algorithm for maximizing a stochastic modular function on a matroid. The function is initially unknown and we learn it by interacting repeatedly with the environment. Our solution has two important properties. First, it is computationally efficient. In particular, its per-step time complexity is $O(L \log L)$, where $L$ is the number of items in the ground set of a matroid. Second, it is provably sample efficient. Specifically, we show that the regret of the algorithm is at most linear in all constants of interest and sublinear in time. We also prove a lower bound and argue that our gap-dependent upper bound is tight. Our method is evaluated on three real-world problems and we demonstrate that it is practical.

1 Introduction

Combinatorial optimization has many applications, ranging from resource allocation [14] to routing on graphs [18]. The scale of modern problems prevents brute-force solutions, and even low-order polynomial algorithms are often impractical. Fortunately, many combinatorial optimization problems, such as finding a minimum spanning tree, can be solved greedily. These problems can be often viewed as a matroid [23], a generalized notion of linear independence that allows computationally efficient solutions. In particular, it is known that the maximum of a constrained modular function can be found greedily if and only if the constraints define a matroid [8]. Many mathematical objects are matroids, such as sets of linearly independent vectors and transversals of a graph.

In this paper, we propose an algorithm for learning how to maximize a stochastic modular function on a matroid. We view this problem as finding a maximum-weight basis of a matroid in expectation, where each item $e$ in the ground set $E$ of the matroid is associated with a stochastic weight $w(e)$. The weights of all items are represented as a vector $w$, which is drawn i.i.d. from some probability distribution $P$. The distribution $P$ is initially unknown and we learn it by interacting repeatedly with the environment.

Many real-world optimization problems can be cast in our setting, such as building a spanning tree for network routing [18]. If the distribution of link delays is known, then this problem is equivalent to finding a minimum spanning tree. If the distribution is unknown, then it must be learned, perhaps while solving the problem. We examine this problem further in our experiments.

We make three contributions. First, we bring together the concepts of a matroid [23] and stochastic bandits [15, 3], and propose a learning problem of matroid bandits. On one hand, matroid bandits are a novel learning framework for matroids, a broad and important class of combinatorial optimization problems. On the other hand, matroid bandits are a class of $K$-step bandit problems that can be solved almost as efficiently as the multi-armed bandit problem, only with $K$ times larger regret.

Second, we propose a simple greedy algorithm for solving our problem, which explores based on the optimism in the face of uncertainty. We refer to it as Optimistic Matroid Maximization (OMM). The algorithm has two key properties. First, it is guaranteed to be computationally efficient, because its per-step time complexity is $O(L \log L)$, where $L$ is the number of items. Second, it is guaranteed to be sample efficient. More specifically, we show that the regret of the algorithm is at most linear in all constants of interest and sublinear in time. To the best of our knowledge, this is the first algorithm for a broad class of combinatorial bandits that comes with such guarantees.
Finally, we evaluate our method on three real-world matroid problems. In the first problem, we learn a minimum spanning tree from Internet delay measurements. In the second problem, we learn a maximum-weight matching on a graph for microfinance funding. In the third problem, we learn a maximum-weight linearly independent set for preference elicitation. All of these problems can be solved efficiently in our framework. Therefore, we clearly demonstrate that matroid bandits are feasible in practice.

2 Matroids

A matroid is a pair $M = (E, \mathcal{I})$, where $E = \{1, \ldots, L\}$ is a set of $L$ items, called the ground set, and $\mathcal{I}$ is a family of subsets of $E$, called the independent sets. The family $\mathcal{I}$ has three properties. First, $\emptyset$ is an independent set. Second, all subsets of an independent set are independent. Finally, for all $X \in \mathcal{I}$ and $Y \in \mathcal{I}$ such that $|X| = |Y| + 1$ there exists an item $e \in X \setminus Y$ such that $Y \cup \{e\} \in \mathcal{I}$. This is known as the augmentation property. In this paper, we denote by:

$$E(X) = \{ e : e \not\in X, X \cup \{e\} \in \mathcal{I} \}$$ (1)

a set of items $e \in E$ that can augment $X$ such that the set remains independent.

A set $X \in \mathcal{I}$ is a basis of a matroid if the set is a maximal independent set, $X \cup \{e\} \not\in \mathcal{I}$ for all $e \in E \setminus X$. All bases of a matroid are of the same size, $K = \text{rank}(M)$, the rank of the matroid $[23]$.

A weighted matroid is a matroid $M$ together with a weight function $w : E \rightarrow \mathbb{R}^+$, a function that assigns each item $e$ in the ground set $E$ a non-negative real number. The total weight of all items in a set $A \subseteq E$ is defined as:

$$f(A, w) = \sum_{e \in A} w(e),$$ (2)

a modular function in $A$. A classical problem in combinatorial optimization is to find a maximum-weight basis of a matroid:

$$A^* = \arg \max_{A \in \mathcal{I}} f(A, w) = \arg \max_{A \in \mathcal{I}} \sum_{e \in A} w(e).$$ (3)

It is well-known that the optimal solution $A^*$ can be found greedily (Algorithm 1). The greedy method is also known to be optimal for all possible weight vectors $w$ if and only if $M = (E, \mathcal{I})$ is a matroid $[19]$. In other words, matroids define combinatorial optimization problems that can be solved very efficiently.

3 Matroid Bandits

A minimum spanning tree is a maximum-weight basis of a matroid. The ground set $E$ of this matroid are the edges of a graph. A set of edges is considered independent if it does not contain a cycle. Each item in the matroid is associated with a weight $w(e) = u_{\text{max}} - u_e$, where $u_e$ is the weight of edge $e$ in the graph and $u_{\text{max}} = \max_e u_e$.

If the weights $w(e)$ are known, a minimum spanning tree can be computed greedily by Algorithm 1. In practice, this is not always the case. For instance, consider the problem of building a spanning tree for network routing where the delays along the links are initially unknown. In this paper, we study a variant of finding a maximum-weight basis of a matroid that can solve such problems.

3.1 Model

We formalize our learning problem as a matroid bandit. A matroid bandit is a pair $(M, P)$, where $M$ is a matroid and $P$ is a probability distribution over the weights $w \in \mathbb{R}^E$ of the items in the ground set $E$ of $M$. The $e$-th entry of $w$, $w(e)$, is the weight of item $e$. We assume that the weights $w$ are drawn i.i.d. from $P$. The mean weight is denoted by $\bar{w} = \mathbb{E}[w]$ and we assume that $\bar{w} \geq 0$ for all $e \in E$.

Each item $e$ is associated with an arm and we assume that multiple arms can be pulled. A subset of arms $A \subseteq E$ can be pulled if and only if $A$ is an independent set. The return for pulling arms $A$ is $f(A, w)$ (Equation 2), the sum of the weights of all items in $A$. After the arms $A$ are pulled, we observe the individual return of each arm, $\{w(e) : e \in A\}$. This feedback model is known as semi-bandit $[2]$.

We assume that the matroid $M$ is known and the distribution $P$ is unknown. Without loss of generality, we assume that the support of $P$ is bounded and is a subset of $[0, 1]^E$. We would like to stress that we do not make any structural assumptions on $P$.

The optimal solution to our problem is a maximum-weight basis $A^*$ in expectation:

$$A^* = \arg \max_{A \in \mathcal{I}} \mathbb{E}_w[f(A, w)] = \arg \max_{A \in \mathcal{I}} \sum_{e \in A} \bar{w}(e).$$ (4)

This objective is equivalent to the one in Equation 3. As a result, the optimal basis $A^*$ in expectation can be found by a greedy algorithm (Algorithm 1).
Our learning problem is episodic. In episode $t$, we choose a basis $A^t$, according to some possibly episode-dependent policy, and gain $f(A^t, w_t)$, where $w_t$ is the realization of the stochastic weight in episode $t$. Our goal is to design a policy that maximizes the expected cumulative return in $n$ episodes $\mathbb{E}_{w_1, \ldots, w_n}[\sum_{t=1}^{n} f(A^t, w_t)]$, which is equivalent to minimizing the expected cumulative regret in $n$ episodes:

$$R(n) = \mathbb{E}_{w_1, \ldots, w_n}\left[\sum_{t=1}^{n} R_t(w_t)\right].$$ (5)

where $R_t(w_t) = f(A^t, w_t) - f(A^t, w_t)$.

Note that the choice of $A^t$ impacts both the return and observations in episode $t$. So we need to trade off exploration and exploitation, similarly to other bandit problems.

### 3.2 Algorithm

Our solution is designed based on the optimism in the face of uncertainty, a principle that is employed by many bandit algorithms [4, 13, 17]. More specifically, it is a greedy method for finding a maximum-weight basis of a matroid where the expected weight $\hat{w}(e)$ of each item $e$ is substituted for its optimistic estimate $U_t(e)$. Because of this, we refer to our algorithm as Optimistic Matroid Maximization (OMM).

The pseudocode of our method is given in Algorithm 2. In each episode $t$, Algorithm 2 consists of three steps. First, we compute an upper confidence bound (UCB) on the expected weight of each item $e$:

$$U_t(e) = \hat{w}_{e, T_e(t-1)} + c_{t-1, T_e(t-1)},$$ (6)

where $\hat{w}_{e, T_e(t-1)}$ is the maximum-likelihood estimate of the weight $w(e)$ from the first $t-1$ episodes and initialization, $c_{t-1, T_e(t-1)}$ is the radius of the confidence interval around this estimate, and $T_e(t-1)$ is the number of times that item $e$ is chosen prior to episode $t$.

Second, we iterate over all items $e$, from the highest UCB to the lowest, and greedily add them to the independent set $A^t$. The item $e_i$ is added to $A^t$ if it does not make the set dependent. Since our problem is a matroid, we know that the resulting set $A^t$ is of cardinality $K = \text{rank}(M)$, and is a basis of the matroid $M$. Finally, we update the statistics $T_e(t)$ and $\hat{w}_{e, T_e(t)}$.

The radius:

$$c_{t,s} = \sqrt{\frac{2 \log(t)}{s}}$$ (7)

is defined such that each UCB is with high probability an upper bound on the corresponding weight. The UCBs enforce exploration of items that have not been chosen very often. As the number of past episodes $t$ increases, all confidence intervals shrink and we start exploiting most profitable items. The $\log(t)$ term guarantees that each item is explored infinitely often as $t \to \infty$, to avoid linear regret.

Algorithm OMM is greedy and therefore is very fast. More specifically, suppose that the time complexity of checking for $e^*_i \in E(A^t)$ is $O(g(|A^t|))$. Then the per-episode time complexity of our algorithm is $O(L \log(L) + g(K))$. In addition, we guarantee that the method behaves optimally as our estimates of $\hat{w}(e)$ become more accurate. We prove this claim in Section 4.

### 4 Analysis

Our analysis proceeds in five steps. First, we introduce our notation and basic concepts. Second, we show how to decompose the expected regret of OMM in episode $t$ by leveraging the structure of a matroid. This is a key contribution of this paper. Third, we prove gap-dependent and gap-free upper bounds on the regret of OMM. We also derive a lower bound and argue that our gap-dependent bound is tight. Finally, we summarize the results of our analysis.

#### 4.1 Notation

Before we present our results, we introduce notation used in our analysis. The optimal basis is $A^* = \{a_1^*, \ldots, a_K^*\}$. We assume that the items in $A^*$ are ordered such that $a_k^*$ is the $k$-th item chosen by Algorithm 1. The basis chosen by
Algorithm OMM in episode $t$ is $A^t = \{a^t_1, \ldots, a^t_K\}$, where $a^t_k$ denotes the $k$-th greedily chosen item. The hardness of discriminating item $a^*_{\pi(k)}$ from item $e$ is measured by the gap between the expected weights of the items:

$$\Delta_{e,k} = \bar{w}(a^*_k) - \bar{w}(e)$$

(8)

For a given $k$, we denote by:

$$\mathcal{L}_k = \{e : \Delta_{e,k} > 0, e \not\in A^*\}$$

(9)

the set of items that have a lower expected weight than $a^*_k$ and do not belong to $A^*$. Finally, we denote by $\mathbb{I}_{e,k}(t)$ the event that item $e$ is chosen instead of item $a^*_k$ in episode $t$. The expected number of times that this event happens in $n$ episodes is:

$$Z_{e,k}(n) = \mathbb{E}_{\text{w}_1,...,\text{w}_n} \left[ \sum_{t=1}^{n} \mathbb{I}_{e,k}(t) \right].$$

(10)

### 4.2 Regret Decomposition

A key contribution of our work is the regret decomposition of OMM that leverages the structure of a matroid.

**Theorem 1.** The regret of OMM in episode $t$ is bounded as:

$$\mathbb{E}_{\text{w}_1,...,\text{w}_n}[R_t(\text{w}_t)] \leq \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} \Delta_{e,k} \mathbb{I}_{e,k}(t).$$

(11)

**Proof.** Let $A^t$ be the basis chosen in episode $t$. Since $A^t$ is a basis, $|A^*| = |A^t| = K$, and we can rewrite the expected regret in episode $t$ as:

$$\mathbb{E}_{\text{w}_1,...,\text{w}_n}[R_t(\text{w}_t)] = \mathbb{E}_{\text{w}_1,...,\text{w}_n} \left[ f(A^*, \text{w}_t) - f(A^t, \text{w}_t) \right]$$

$$= \sum_{k=1}^{K} \Delta_{e,k} \mathbb{I}_{e,k}(t),$$

(12)

where $\pi : \{1, \ldots, K\} \rightarrow \{1, \ldots, K\}$ is an arbitrary bijection from the indices in $A^t$ to the indices in $A^*$.

Second, we bound the regret in episode $t$ by leveraging the structure of a matroid. We rely on the following lemma.

**Lemma 1.** For any two matroid bases $A^*$ and $A^t$, there exists a bijection $\pi : \{1, \ldots, K\} \rightarrow \{1, \ldots, K\}$ such that:

$$\{a^*_1, \ldots, a^*_k, a^*_\pi(k)\} \in \mathcal{I} \quad \forall k = 1, \ldots, K;$$

(13)

and $\pi(k) = i$ when $a^*_k = a^*_i$ for some $i$.

**Proof.** The proof of this claim is in Appendix A.

Because it was not, item $a^*_k$ is chosen instead of $a^*_\pi(k)$, and the event $U_t(a^*_k) > U_t(a^*_\pi(k))$ happens. Furthermore, we know that $U_t(a^*_k) \geq U_t(a^*_\pi(k))$. We leverage this fact in the proof of Lemma 1.

Finally, we are ready to decompose the expected regret:

$$\mathbb{E}_{\text{w}_1,...,\text{w}_n}[R_t(\text{w}_t)] = \sum_{k=1}^{K} \Delta_{e,k} \mathbb{I}_{e,k}(t).$$

By defining, Algorithm OMM selects item $a^*_k$ at step $k$. So the UCB of this item $U_t(a^*_k)$ is the highest out of all items that can be chosen at step $k$. Based on Lemma 1, we know that $\{a^*_1, \ldots, a^*_k, a^*_\pi(k)\} \in \mathcal{I}$, item $a^*_\pi(k)$ can be chosen.

### 4.3 Upper Bounds

Our first result is a gap-dependent bound.

**Theorem 2** (gap-dependent bound). The expected cumulative regret of OMM is bounded as:

$$R(n) \leq \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} \frac{8}{\Delta_{e,k}} \log n + \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} \Delta_{e,k} \left( \frac{4}{3} \pi^2 + 1 \right).$$

**Proof.** First, we bound the expected regret in episode $t$ using Theorem 1:

$$R(n) = \sum_{t=1}^{n} \mathbb{E}_{\text{w}_1,...,\text{w}_{t-1}}[R_t(\text{w}_t)]$$

$$\leq \sum_{t=1}^{n} \mathbb{E}_{\text{w}_1,...,\text{w}_{t-1}} \left[ \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} \Delta_{e,k} \mathbb{I}_{e,k}(t) \right]$$

$$= \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} \Delta_{e,k} \mathbb{E}_{\text{w}_1,...,\text{w}_n} \left[ \sum_{t=1}^{n} \mathbb{I}_{e,k}(t) \right].$$

(15)

Second, we prove an upper bound on the expected number of times when item $e$ is chosen instead of item $a^*_k$.

**Lemma 2.** For all items $e \in \mathcal{L}_k$ and $k \leq K$:

$$Z_{e,k}(n) \leq \frac{8}{\Delta_{e,k}} \log n + \frac{4}{3} \pi^2 + 1.$$  

(16)
Proof. The proof of the lemma is in Appendix A. ■

Based on this result:

\[ R(n) \leq \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} \Delta_{e,k} \left[ \frac{8}{\Delta_{e,k}} \log n + \frac{4}{3} \pi^2 + 1 \right]. \]  

(17)

Our regret bound is obtained by reordering the terms in the above inequality. ■

We also prove a gap-free bound.

**Theorem 3** (gap-free bound). The expected cumulative regret of OMM is bounded as:

\[ R(n) \leq KL \sqrt{8 \log n + \frac{4}{3} \pi^2 + 1}. \]

Proof. Based on Lemma 2, the expected cumulative regret of choosing item \( e \) instead of item \( a_k^* \) is bounded as:

\[ \Delta_{e,k}Z_{e,k}(n) \leq \frac{8}{\Delta_{e,k}} \log n + \Delta_{e,k} \left( \frac{4}{3} \pi^2 + 1 \right). \]  

(18)

We multiply the inequality by \( \Delta_{e,k}Z_{e,k}(n) \) and bound the gap \( \Delta_{e,k} \) on the right-hand side by one:

\[ [\Delta_{e,k}Z_{e,k}(n)]^2 \leq Z_{e,k}(n) \left[ 8 \log n + \frac{4}{3} \pi^2 + 1 \right]. \]  

(19)

Finally, we note that \( ||x||_1 \leq \sqrt{n} ||x||_2 \) for any vector \( x \) of length \( m \). Therefore:

\[
R(n) = \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} \Delta_{e,k}Z_{e,k}(n) \\
\leq \sqrt{\sum_{k=1}^{K} |\mathcal{L}_k| \left[ \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} [\Delta_{e,k}Z_{e,k}(n)]^2 \right]} \\
\leq \sqrt{KL \left[ 8 \log n + \frac{4}{3} \pi^2 + 1 \right]} \\
\leq K \sqrt{8 \log n + \frac{4}{3} \pi^2 + 1}. 
\]

(20)

The last step is due to the fact that the expected number of incorrectly chosen items in \( n \) episodes is at most \( Kn \). As a result, \( \sum_{k=1}^{K} \sum_{e \in \mathcal{L}_k} Z_{e,k}(n) \leq Kn \). ■

### 4.4 Lower Bounds

We now motivate and derive an asymptotic gap-dependent lower bound on \( R(n) \) that has similar dependence on \( n \) and gap as our gap-dependent upper bound derived in Theorem 3. Generally speaking, this lower bound is achieved by considering a class of matroid bandits that are equivalent to \( K \) classical Bernoulli bandits, where \( K \) is the rank of the matroid. A lower bound for this class of matroid bandits can be derived based on existing lower bounds on classical bandits [15, 4].

Specifically, this lower bound is achieved with a *partition matroid*, which is defined as follows. Let \( B_1, B_2, \ldots, B_K \) be a partition of \( E = \{1, \ldots, L\} \). Then the family of independent sets \( \mathcal{I} \) is defined as:

\[ \mathcal{I} = \{ I \subseteq E : |I \cap B_k| \leq 1, \forall k = 1, \ldots, K \}. \]  

(21)

Obviously, the rank of this partition matroid is \( K \). We further choose the distribution \( P \) as follows: \( P \) is independent across items and \( P_e \), the \( e \)-th marginal distribution of \( P \), is a Bernoulli distribution with mean \( \bar{w}(e) \). Specifically, we set:

\[ \bar{w}(e) = \begin{cases} 0.5 & \text{if } e \text{ is the first item in } B_k, \\ 0.5 - e & \text{otherwise} \end{cases} \]  

(22)

where “the first item” is the item with the smallest index, and \( e \in (0, 0.5) \) is the gap in expected rewards. We refer to this matroid bandit as \( \mathbb{MB}^* \). The key observation is that \( \mathbb{MB}^* \) is equivalent to \( K \) independent Bernoulli bandits. Thus, an asymptotic lower bound for it can be derived based on existing results for classical bandits [15, 4].

To formalize the results, we need the notion of consistent algorithms. Specifically, a matroid bandit algorithm \( \mu \) is consistent if for any matroid bandit \( \mathbb{MB} = (\mathcal{M}, P) \), any suboptimal basis \( A \) of \( \mathbb{MB} \), and any \( \alpha > 0 \), \( \mathbb{E}[T_A(n)] = o(n^\alpha) \), where \( T_A(n) \) is the number of times basis \( A \) is chosen by episode \( n \). Notice that restricting attention to consistent algorithms does not incur loss of generality. This is because that if an algorithm \( \mu \) is inconsistent, then there exists a matroid bandit \( \mathbb{MB} \) such that applying \( \mu \) to \( \mathbb{MB} \) will incur \( \Omega(n^\alpha) \) regret for some \( \alpha > 0 \). An asymptotic lower bound for the class of consistent algorithms is presented below.

**Theorem 4.** For \( K \), \( K \geq 1 \) s.t. \( L \geq K \), there exists a matroid bandit \( \mathbb{MB}^\dagger \) with \( L \) items and rank \( K \) s.t. for any consistent algorithm \( \mu \), if \( \mu \) is applied to \( \mathbb{MB}^\dagger \), the following asymptotic lower bound holds:

\[ \liminf_{n \to \infty} \frac{R(n)}{\log(n)} \geq \frac{L - K}{\log(L - K)}, \]  

(23)

where \( \Delta = \min_k \min_{e \in \mathcal{L}_k} \Delta_{e,k} \).

Please refer to Appendix A for the proof of Theorem 4. However, it is worth pointing out that one choice of \( \mathbb{MB}^\dagger \) is \( \mathbb{MB}^* \) constructed above. Obviously, \( \Delta = e \) in \( \mathbb{MB}^* \).

### 4.5 Tightness of Upper Bounds

First, we argue that the regret bound in Theorem 3 is tight. More specifically, we show that it reduces to a well-known upper bound, which has a matching lower bound, for non-trivial \( L > 1 \) and \( K > 1 \).
In this problem, the upper bound in Theorem 2 depends on \( \epsilon \) return for pulling arm but the same as \( j \). Consider a uniform matroid on \( L \) items, where the weights \( \{ 1, 2, 3 \} \) are generated as follows. First, an item \( e \) is chosen uniformly at random from \( \{ 1, \ldots, m \} \). Second, for each item \( e \), we sample \( u \sim [0, 1] \) and then set its weight as:

\[
\bar{w}(e) = \mathbb{1}\{ \text{mod}(e - 1, m) + 1 = j \} \mathbb{1}\{ u > \epsilon e \}.
\]

It is easy to see that \( \bar{w}(e) = (1 - \epsilon e)/m \). The key aspect of our design is that \( \bar{w}(i) \) and \( \bar{w}(j) \) are highly positively correlated when \( \text{mod}(i, m) = \text{mod}(j, m) \), and highly negatively correlated otherwise. The first \( K \) items are a maximum weight basis of a uniform matroid of rank \( K \). When \( K \leq m \), the weights of these items are negatively correlated. In addition, when \( m \leq \sqrt{L} \) and \( \epsilon \to 0 \), the weight of each item in the maximum-weight basis is highly correlated with the weights of at least \( K \) items that are not in the basis. In this case, it is challenging to learn the maximum-weight basis of rank \( K \).

We choose \( L = 100 \), \( m = 10 \), and \( \alpha = 0.001 \); and report the regret of OMM in Table 1 in \( 10^4 \) episodes on 10 uniform matroids up to rank 10. Our results confirm the hypothesis that the regret of OMM scales linearly with \( K \). For instance, for \( K = 10 \), the regret is 9 times larger than for \( K = 1 \).

### 4.6 Summary of Theoretical Results

We proved two upper bounds on the expected cumulative regret of OMM. These bounds can be summarized as:

\[
\text{Theorem 2} \quad O(KL(1/\Delta) \log n)
\]

\[
\text{Theorem 3} \quad O(K\sqrt{Ln \log n})
\]

where \( \Delta = \min_{k} \min_{e \in \mathcal{L}_k} \Delta_{e,k} \). Both bounds are linear in \( K \), at most linear in \( L \), and sublinear in \( n \). The gap-dependent bound grows much slower in \( n \) but can be loose when \( \Delta \) is small.

In Section 4.4, we prove that the regret in matroid bandits is \( \Omega(L(1/\Delta) \log n) \). Therefore, in general, it is impossible to eliminate \( L \) in the gap-dependent bound. In Section 4.5, we identify a non-trivial variant of our problem where our upper bound matches the result of Auer et al. [3], which is known to be tight. As a result, our gap-dependent bound is also tight. Finally, in Section 4.5, we construct an example where the regret of OMM grows linearly with \( K \), for specific \( L \) and \( 1/\Delta \). This empirical result provides evidence that the factor of \( K \) in our upper bounds may be intrinsic. Based on this result, we strongly believe that there exists a \( \Omega(KL(1/\Delta) \log n) \) lower bound for certain classes of matroid bandits. We leave this for future work.

### 5 Experiments

Our method is evaluated on three learning problems: learning of a minimum spanning tree (Section 5.1), learning of a maximum-weight transversal in a graph (Section 5.2), and learning of a maximum-weight linearly independent set (Section 5.3).

Each experiment consists of a series of episodes. In each episode, Algorithm OMM chooses a basis, then observes the weights of individual items in the basis, and finally updates its estimate of the world. The performance of the algorithm is measured by its expected per-step return in \( n \) episodes, the expected cumulative return in \( n \) episodes (Section 5.1) divided by \( n \). This return is compared to two baselines. The first baseline is the optimal greedy solution \( A^\ast \) (Section 2), where all the weights are known a priori. The second baseline is an \( \epsilon \)-greedy policy with \( \epsilon = 0.1 \). This setting corresponds to 10% exploration and 90% exploitation, which is a standard baseline for bandit policy evaluation.

#### 5.1 Minimum Spanning Tree

In the first experiment, we learn a routing network for an Internet service provider (ISP) that has the lowest total latency in expectation. We formalize this problem as learning of a minimum spanning tree. We experiment with six
ISP networks from the RocketFuel dataset [21]. These networks have up to 300 nodes and 1k edges. The latency $w(e)$ of edge $e$ is modeled as a random variable with mean $\bar{w}(e)$ and additive exponential noise $\text{Exp}(0.5)$. The mean latency $\bar{w}(e)$ of each edge $e$ is recorded in our dataset, and ranges from one to 64 milliseconds (Table 2). The reason for choosing our noise model is that most of the latency in ISP networks can be explained by geographical distances [7], the mean latency $\bar{w}(e)$. The noise is usually small, on the order of several hundred microseconds, and high latency due to noise is unlikely.

Our problem can be formulated as a matroid bandit. The ground set $E$ are the edges of the network. A set of edges is independent if the edges do not form a cycle. The weight $w(e)$ is the latency of edge $e$.

Our results on three ISP networks are reported in Figure 1. We observe two trends. First, the expected cost of OMM approaches that of the optimal solution $A^*$ as the number of episodes increases. Second, OMM outperforms the $\varepsilon$-greedy policy in just a few episodes. We report the expected costs on all networks after $10^3$ episodes in Table 2. In all experiments, we outperform the $\varepsilon$-greedy policy, typically by a large margin.

OMM learns relatively fast because all of our networks are sparse. In particular, the number of edges in each network is smaller than four times the number of edges in its spanning tree. So roughly speaking, each edge can be observed once in four episodes, and we can quickly learn the mean latency of each edge.

### 5.2 Maximum Weight Matching

In the second experiment, we study the assignment of lending institutions (known as partners) to lenders in a microfinance setting, such as Kiva [1]. Each partner is associated with a success rate which represents the probability that a loan handled by this partner is going to be paid back. The objective of the assignment is to maximize the overall success rate of the selected partners. This problem can be cast as learning a maximum weight matching in a bipartite graph, and it can be formulated under a family of matroids, called transversal matroids [9]. The ground set $E$ of a transversal matroid is the set of left vertices of the corresponding bipartite graph, and the independence set $I$ are all possible matchings in the graph such that no two edges in the matching share an endpoint. In the weighted instance of the transversal matroid, $w(e)$ is the weight associated with the left vertices of the bipartite graph. The goal is to find a matching that maximizes the overall weight of selected vertices.

We used a sample of 194,876 loans from the Kiva microfinance dataset [1], and created a bipartite graph. Every loan is handled by a partner (Figure 2a). There are a total of 232 partners in the dataset that represent the left vertices of the bipartite graph. The weight $w(e)$ is the mean success rate of a partner. We estimate it from the dataset as $\bar{w}(e) = \frac{1}{n_l} \sum_{i=1}^{n_l} w_i(e)$, where $n_l$ is the number of loans...
The optimal solution \( A^* \) finds a matching in the graph that maximizes the overall success rate of the selected partners. Top twelve partners selected based on their mean success rate in the optimal solution are shown in Figure 2c. For each partner, the id of the lender to which this partner was assigned along with the number of eligible partners of the lender and their average success rate are listed in the Table. The objective of OMM and \( \epsilon \)-greedy policies is similar to the optimal policy with the difference that success rates (i.e. \( w(e) \)) are not known beforehand, and they must be learned by interacting repeatedly with the environment. Comparison results of the three policies are reported in Figure 2b. Similar to the previous experiment, we observe the following trends. First, the expected return of OMM approaches that of the optimal solution \( A^* \) as the number of episodes increases. Second, OMM outperforms the \( \epsilon \)-greedy policy.

5.3 Maximum-Weight Linearly Independent Set

In the third experiment, we study a preference elicitation problem in a movie recommendation domain. We cast the problem as learning a set of movies, which are rated by people to express their preferences. We want these movies to be popular, so the people know them and can rate them. We also want the movies to be diverse, so we learn about the different aspects of people’s preferences.

Our problem can be formulated as a matroid bandit. The ground set \( E \) is a set of movies. We experiment with 100 most rated movies in the MovieLens dataset [16], a dataset of 6k people who rated one million movies. A set of movies is independent if none of the movies in the set can be written as a linear combination of the genres of the other movies. This is our notion of diversity. The weight \( w(e) \) is the probability that movie \( e \) is known. We estimate it as \( w(e) = \frac{1}{n_p} \sum_{i=1}^{n_p} w_i(e) \), where \( n_p \) is the number of people in our dataset and \( w_i(e) \) is an indicator of person \( i \) rating movie \( e \). In each episode, we choose the person \( w_i \) randomly. Our goal is to maximize the expected number of movies that are independent and known by the person.

Twelve most popular movies from the optimal solution \( A^* \) are shown in Figure 3. These movies range from Comedy to War and Sci-fi, and are quite diverse. This validates our assumption that linear independence can be used to represent diversity. Our learning results are reported in the same figure. We observe two trends. First, the expected return of OMM approaches that of the optimal solution \( A^* \) as the number of episodes increases. Second, we outperform the \( \epsilon \)-greedy policy after 12k episodes.

6 Related Work

The problem of combinatorial bandits has been studied extensively in recent years [11][6][5][2]. The existing work on this topic can be divided into two categories, the stochastic and adversarial setting.

Stochastic combinatorial bandits were pioneered by Gai et al. [11]. They proposed a UCB-style algorithm and proved
that its regret is \(O(K^3 L (1/\Delta^2) \log n)\). Chen et al. \[6\] improved the analysis of Gai et al. \[11\] and showed that the regret is \(O(K^2 L (1/\Delta) \log n)\). Our work can be viewed as a special class of a stochastic combinatorial bandit, where the feasible set are the independent sets of a matroid. Our gap-dependent regret bound is \(O(K L (1/\Delta) \log n)\), which is a factor of \(K\) tighter than the best of the aforementioned results.

COMBAND \[5\] and OSDM \[2\] are two popular classes of methods for adversarial combinatorial bandits. The regret of OSDM in the semi-bandit setting is \(O(\sqrt{KLn})\) and it is known to match the mini-max lower bound \[2\]. The main limitation of both methods is that they are not guaranteed to be computationally efficient. In particular, COMBAND may need to sample from a distribution over exponentially many solutions and OSDM needs to project to the convex hull of these solutions. In comparison, our method is computationally efficient. More specifically, the time complexity of OMM in episode \(t\) is \(O(L \log L)\). Our gap-free regret bound is \(O(K\sqrt{Ln} \log n)\), looser by a factor of \(\sqrt{K \log n}\) when compared to the regret bound of OSDM. The factor \(\sqrt{\log n}\) can be eliminated by more careful analysis.

Matroids are a broad and important class of combinatorial optimization problems \[19\], and they have been an active area of research for the past 80 years. This is the first paper that formulates a well-known matroid problem, finding a maximum-weight basis of a matroid, as a bandit problem and proposes an efficient algorithm for solving it.

Matroids are a form of submodularity \[19\]. Submodularity is a popular topic in machine learning and several algorithms for learning how to maximize submodular functions have been proposed \[12, 24, 10, 22\]. All of these methods take advantage of the fact that being greedy is near optimal and mimic the greedy policy for solving the corresponding problem. In this aspect, our method is similar. However, none of these approaches can solve our problem out-of-the-box and particularly not with guarantees that come with our analysis. Our analysis takes advantage of the properties of a matroid, and is very novel in this aspect.

### 7 Conclusions

This is the first work that studies the problem of learning a maximum-weight basis of a matroid, where the weights of the items are initially unknown, and have to be learned by interacting repeatedly with the environment. We propose a practical algorithm for solving the problem and analyze its expected cumulative regret. We show that the regret grows sublinearly with time and is at most linear in all quantities of interest. Finally, we evaluate our proposed algorithm on three real-world problems and show that it is practical.

Our regret bounds scale linearly with the number of items \(L\) and the time complexity of OMM is \(\Omega(L)\). Therefore, our approach in not practical when \(L\) is large. We believe that such problems can be solved efficiently by introducing additional structure. For instance, suppose that the expected weight of items is a function of features that are associated with each item. Then our problem reduces to learning one regressor, as opposing to \(L\) separate weights. We leave this for future work.

Many combinatorial optimization problems can be viewed as optimization on matroids \[20\]. In a sense, these are the hardest combinatorial problems that can be solved in polynomial time. In this work, we showed that one of these problems, maximization of a modular function on a matroid, is efficiently learnable in the bandit setting. The key idea in our analysis, regret decomposition based on the structure of a matroid, is very general, and we believe that it can be applied broadly in the design and analysis of efficient learning algorithms for other combinatorial optimization problems. One such problem is maximum-weight matching on a bipartite graph, which is an instance of maximizing a modular function on the intersection of two matroids. Another problem is finding a minimum-cost max-flow, which is an instance of maximizing a modular function on a polymatroid, a generalization of a matroid.
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A Technical Lemmas

A.1 Proof for Lemma\(^1\)

For convenience, we restate the lemma below.

**Lemma 3.** For any two matroid bases \(A^*\) and \(A\), there exists a bijection \(\pi : \{1, \ldots, K\} \to \{1, \ldots, K\}\) such that:

\[
\{a_1^*, \ldots, a_{k-1}^*, a_{\pi(k)}^*\} \in \mathcal{I} \quad \forall k = 1, \ldots, K;
\]

and \(\pi(k) = i\) when \(a_k^* = a_i^*\) for some \(i\).

**Proof.** Our proof is constructive. The central idea is to exchange items in \(A\) for items in \(A^*\) in backward order, from \(a_K^*\) to \(a_1^*\).

We start with item \(a_K^*\). From the augmentation property, there exists \(a_K^* \in A^* - (A - a_K^*)\) such that \(A - a_K^* + a_K^* \in \mathcal{I}\). Let one of \(a_i^*\) be such that \(a_i^* = a_K^*\). Then we set \(\pi(K) = i\). Otherwise, we select any \(a_i^*\) and set \(\pi(K) = i\). The result of this step is an independent set \(B_{K-1} = \{a_1^*, \ldots, a_{K-1}^*, a_{\pi(K)}^*\} \in \mathcal{I}\).

We continue with item \(a_{K-1}^*\). From the augmentation property, there exists item \(a_{K-1}^* \in A^* - (B_{K-1} - a_{K-1}^*)\) such that \(B_{K-1} - a_{K-1}^* + a_{K-1}^* \in \mathcal{I}\). Let one of \(a_i^*\) be such that \(a_i^* = a_{K-1}^*\). Then we set \(\pi(K - 1) = i\). Otherwise, we choose any \(a_i^*\) and set \(\pi(K - 1) = i\). The result of this step is an independent set \(B_{K-2} = \{a_1^*, \ldots, a_{K-2}^*, a_{\pi(K-1)}^*, a_{\pi(K)}^*\} \in \mathcal{I}\).

The same construction applies to item \(a_{K-2}^*\), all the way down to item \(a_1^*\). The result is a sequence of independent sets:

\[
B_{k-1} = \{a_1^*, \ldots, a_{k-1}^*, a_{\pi(k)}^*\} \in \mathcal{I} \quad \forall k = 1, \ldots, K
\]

such that \(\pi(k) = i\) when \(a_k^* = a_i^*\) for some \(i\). The claim of the lemma follows directly from the hereditary property. \(\blacksquare\)

A.2 Proof for Lemma\(^2\)

Lemma\(^2\) is restated below.

**Lemma 4.** For all items \(e \in \mathcal{L}_k\) and \(k \leq K\):

\[
\mathbb{E}_{w_1, \ldots, w_n} \left[ \sum_{t=1}^{n} \mathbb{1}_{e,k}(t) \right] \leq \frac{8}{\Delta_{e,k}} \log n + \frac{4}{3} \pi^2 + 1.
\]

**Proof.** Our proof has the same structure as the proof of Theorem 1 by Auer et al.\(^3\). Let \(\ell_{e,k}\) be a positive integer. Then for all items \(e \in \mathcal{L}_k\) and \(k\):

\[
\sum_{t=1}^{n} \mathbb{1}_{e,k}(t) \leq \ell_{e,k} + \sum_{t=\ell_{e,k}+1}^{n} \mathbb{1}_{e,k}(t) \mathbb{1}\{T_{e}(t-1) > \ell_{e,k}\}
\]

\[
\leq \ell_{e,k} + \sum_{t=\ell_{e,k}+1}^{n} \mathbb{1}\{\hat{w}_{e,T_{e}(t-1)} + c_{t-1,T_{e}(t-1)} \geq \hat{w}_{a_{e,k}^*, T_{a_{e,k}^*}(t-1)} + c_{t-1,T_{a_{e,k}^*}(t-1)}, T_{e}(t-1) > \ell_{e,k}\}
\]

\[
\leq \ell_{e,k} + \sum_{t=\ell_{e,k}+1}^{n} \sum_{s=1}^{t} \sum_{t_{e,k}+1}^{t} \mathbb{1}\{\hat{w}_{e,s_{e}} + c_{t-1,s_{e}} \geq \hat{w}_{a_{e,k}^*, s_{e}} + c_{t-1,s_{e}}\}
\]

\[
= \ell_{e,k} + \sum_{t=\ell_{e,k}+1}^{n} \sum_{s=1}^{t} \sum_{t_{e,k}+1}^{t} \mathbb{1}\{\hat{w}_{e,s_{e}} + c_{t,s_{e}} \geq \hat{w}_{a_{e,k}^*, s_{e}} + c_{t,s_{e}}\}
\]

\[
\leq \ell_{e,k} + \sum_{s=1}^{\infty} \sum_{t_{e,k}+1}^{t} \mathbb{1}\{\hat{w}_{e,s_{e}} + c_{t,s_{e}} \geq \hat{w}_{a_{e,k}^*, s_{e}} + c_{t,s_{e}}\}.
\]
When \( \hat{w}_{e,s_e} + c_t,s_e \geq \hat{w}_{a_k^*,s} + c_t,s_e \), at least one of the following events must happen:

\[
\begin{align*}
\hat{w}_{a_k^*,s} &\leq w(a_k^*) - c_t,s_e \tag{32} \\
\hat{w}_{e,s_e} &\geq w(e) + c_t,s_e \tag{33} \\
\hat{w}(a_k^*) &< w(e) + 2c_t,s_e. \tag{34}
\end{align*}
\]

We bound the probability of the first two events (Equations\(32\) and \(33\)) using Hoeffding’s inequality:

\[
\begin{align*}
P(\hat{w}_{a_k^*,s} \leq w(a_k^*) - c_t,s_e) &\leq \exp[-4 \log t] = t^{-4} \tag{35} \\
P(\hat{w}_{e,s_e} \geq w(e) + c_t,s_e) &\leq \exp[-4 \log t] = t^{-4}. \tag{36}
\end{align*}
\]

When \( \ell_{e,k} = \left[ \frac{8}{\Delta_{e,k}^2} \log n \right] \), the third event (Equation\(34\)) cannot happen. More specifically, for all \( s_e \geq \frac{8}{\Delta_{e,k}^2} \log n \):

\[
\hat{w}(a_k^*) - w(e) - 2c_t,s_e = \Delta_{e,k} - 2\sqrt{\frac{2 \log t}{s_e}} \geq 0. \tag{37}
\]

Therefore, we may conclude that:

\[
\begin{align*}
\mathbb{E}_{w_1,...,w_n} \left[ \sum_{t=1}^{n} I_{e,k}(t) \right] &\leq \ell_{e,k} + \sum_{t=1}^{\infty} \sum_{s=1}^{t+1} \sum_{s_e=t,s} \left[ P(\hat{w}_{a_k^*,s} \leq w(a_k^*) - c_t,s_e) + P(\hat{w}_{e,s_e} \geq w(e) + c_t,s_e) \right] \\
&\leq \ell_{e,k} + \sum_{t=1}^{\infty} 2(t+1)^2 t^{-4} \\
&\leq \ell_{e,k} + \sum_{t=1}^{\infty} 8t^{-2} \\
&= \ell_{e,k} + \frac{4}{3} \pi^2. \tag{38}
\end{align*}
\]

\[\blacksquare\]

### A.3 Proof for Theorem 4

The proof for Theorem 4 is presented below.

**Proof.** For any \( l, k \geq 1 \) s.t. \( L \geq K \), we construct a partition matroid \( M^* \) as follows. Let \( B_1, B_2, \ldots, B_K \) be an arbitrary but fixed partition of \( E = \{1, 2, \ldots, L\} \), then \( I \), the family of independent sets, is defined as

\[
I = \{ I \subseteq E : |I \cap B_k| \leq 1, \forall k = 1, \ldots, K \},
\]

and we choose \( M^* = (E, I) \). We also define \( \mathcal{P} \), a class of probability distributions over \( \{0, 1\}^L \), as

\[
\mathcal{P} = \{ P : P \text{ is a distribution over } \{0, 1\}^L \text{ and independent across items} \}.
\]

Notice that \( \forall P \in \mathcal{P} \), the marginal distribution \( P_e \)'s are independent Bernoulli distributions. We define a class of Bernoulli partition matroid bandits as \( \mathcal{M} = \{ (M^*, P) : P \in \mathcal{P} \} \).

For any consistent algorithm \( \mu \), and any matroid bandit \( \mathcal{M} \in \mathcal{M} \), if \( \mu \) is applied to \( \mathcal{M} \), then by definition, for any sub-optimal basis \( A \) of \( \mathcal{M} \) and any \( \alpha > 0 \), we have \( \mathbb{E}[T_A(n)] = o(n^\alpha) \). This further implies that for any \( e \in E \) that does not belong to any optimal basis, we must have \( \mathbb{E}[T_e(n)] = o(n^\alpha) \). To see it, notice that \( T_e(n) = \sum_{A : e \in A} T_A(n) \), thus \( \forall \alpha > 0 \), we have

\[
\lim_{n \to \infty} \frac{\mathbb{E}[T_e(n)]}{n^\alpha} = \sum_{A : e \in A} \lim_{n \to \infty} \frac{\mathbb{E}[T_A(n)]}{n^\alpha} = 0,
\]

where the second equality follows from the facts that \( A \) is sub-optimal \( \forall A \ni e \) and algorithm \( \mu \) is consistent.

By definition of \( \mathcal{M} \), any \( \mathcal{M} \in \mathcal{M} \) is equivalent to \( K \) Bernoulli bandits with \( |B_1|, |B_2|, \ldots, |B_K| \) arms. On the other hand, any \( K \) Bernoulli bandits with \( |B_1|, |B_2|, \ldots, |B_K| \) arms can be represented by a matroid bandit \( \mathcal{M} \in \mathcal{M} \). Hence the above
result implies that for any consistent algorithm $\mu$, any $K$ Bernoulli bandits with $|B_1|, |B_2|, \ldots, |B_K|$ arms, and any set of Bernoulli reward distributions, we have $\mathbb{E}[T_e(n)] = o(n^\alpha)$ for any sub-optimal arm $e$ and any $\alpha > 0$. From Theorem 2.2 of [4], if we apply a consistent algorithm $\mu$ to $MB^*$ defined in Section 4.4, then we have

$$\liminf_{n \to \infty} \frac{R(n)}{\log(n)} \geq \sum_{k=1}^{K} \sum_{e \in B_k : \bar{w}(e) < 0.5} \frac{\epsilon}{\text{kl}(0.5 - \epsilon, 0.5)} \quad (a)$$

$$= \sum_{k=1}^{K} \frac{(|B_k| - 1) \epsilon}{\text{kl}(0.5 - \epsilon, 0.5)} = \frac{(L - K) \epsilon}{\text{kl}(0.5 - \epsilon, 0.5)} \quad (b)$$

$$\geq \frac{(L - K)}{4\epsilon} \quad (c) \quad (L - K) \geq \frac{4\epsilon}{\Delta}, \quad (39)$$

where $\text{kl}(0.5 - \epsilon, 0.5)$ is the Kullback-Leibler divergence between Bernoulli parameters $0.5 - \epsilon$ and $0.5$. Specifically, inequality (a) follows from Theorem 2.2 of [4], inequality (b) follows from the inequality $\text{kl}(p, q) \leq \frac{(p-q)^2}{q(1-q)}$ for any $p, q \in (0, 1)$, and equality (c) follows from the fact that $\Delta = \epsilon$ in $MB^*$. $\blacksquare$

---

2 Assume $e \in B_k$, then arm $e$ is sub-optimal if and only if $\bar{w}(e) < \max_{e' \in B_k} \bar{w}(e')$. 