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Abstract—Remote state estimation where sensors send their measurements of distributed dynamic plants to a remote estimator over shared wireless resources is essential for mission-critical applications of Industry 4.0. Existing algorithms on dynamic radio resource allocation for remote estimation systems assumed oversimplified wireless communications models and can only work for small-scale settings. In this work, we consider remote estimation systems with practical wireless models over the orthogonal multiple-access and non-orthogonal multiple-access schemes. We derive necessary and sufficient conditions under which remote estimation systems can be stabilized. The conditions are described in terms of the transmission power budget, channel statistics, and plants’ parameters. For each multiple-access scheme, we formulate a novel dynamic resource allocation problem as a decision-making problem for achieving the minimum overall long-term average estimation mean-square error. Both the estimation quality and the channel quality states are taken into account for decision making. We systematically investigated the problems under different multiple-access schemes with large discrete, hybrid discrete-and-continuous, and continuous action spaces, respectively. We propose novel action-space compression methods and develop advanced deep reinforcement learning algorithms to solve the problems. Numerical results show that our algorithms solve the resource allocation problems effectively and provide much better scalability than the literature.
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I. INTRODUCTION

Wireless networked control systems (WNCSs), consisting of spatially distributed plants, sensors, machines, actuators and controllers, play an essential role in the era of Industry 4.0 [2]. In particular, remote state estimators for monitoring dynamic plant status in a real-time manner are critical in WNCSs to enable high-quality closed-loop control. In Industry 4.0, massive wireless sensors are deployed for remote state estimation of spatially distributed plants. This raises fundamental questions:

1) What are the primary conditions on wireless radio resources to enable stable remote estimation of all plants?

2) How to manage the limited wireless radio resources for remote state estimation of many distributed plants to achieve the optimal estimation performance under different multiple-access schemes?

Existing works on wireless resource allocation mainly focused on data-oriented communications, and the design targets are transmission throughput, latency, and reliability [3]. Different from data-oriented communications, the resource allocation design in a remote estimation system should be task-oriented as the ultimate goal is for minimizing the long-term average remote estimation mean-square error (MSE) of the dynamic plant states [3]. To deal with the resource allocation problems in remote estimation systems, advanced data-driven machine learning approaches, such as supervised learning and reinforcement learning, have been adopted [4]. Furthermore, it is essential for a remote estimator to determine the conditions on the key parameters of wireless resources, including the transmit power budget and the channel statistics, under which the estimation process can be stabilized, i.e., the expected estimation error does not increase unboundedly as time passes by [5] and [6]. Unstable estimation will lead to unstable control, introducing catastrophic impact in real-world systems. Related works on remote estimation systems, stability conditions, and dynamic radio resource management are summarized below.

A. Related Work

Many existing works on remote state estimation worked on the optimal estimation algorithm design [7] and transmission control for single-plant systems [8], [9], [10]. In particular, Wu et al. [8] considered a transmit power control problem for minimizing the instantaneous estimation MSE. The problem was solved via convex optimization. Huang et al. [9] worked on a retransmission control problem of a remote estimator with hybrid automatic repeat request protocols. In order to optimize the long-term average estimation of MSE, the problem is generally formulated into a sequential decision-making problem associated with a Markov decision process (MDP). Wu et al. [10] further investigated a dynamic transmission scheduling problem under the constraints of communication cost. The problem was formulated as an MDP and solved by a classical reinforcement learning approach, i.e., Q-learning.

1536-1276 © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.
algorithm. In addition to single-plant systems, wireless remote estimation for multi-plant systems has attracted a lot of attention from the control system society during the past decade, mostly focusing on transmission scheduling over limited wireless channels. These works can be categorized into orthogonal and non-orthogonal multiple-access (OMA and NOMA) schemes.

1) OMA-Based Multi-Sensor-Multi-Channel Remote Estimation: Each frequency channel (i.e., a subcarrier) can only be assigned to a single sensor to avoid inter-user interference completely. Wu et al. [11] investigated the sensor scheduling problem, which was formulated as a multi-dimensional state and action space MDP problem to be solved by a value-iteration algorithm. However, only problems with small-scale setups, e.g., a two-sensor-one-channel system, can be solved effectively by the classical model-based algorithm. Leong et al. [12], Demirel et al. [13], and Yang et al. [14] adopted deep Q-network (DQN), a data-driven deep reinforcement learning (DRL) algorithm, to solve similar scheduling problems in a relatively larger scale. More recently, Huang et al. [15] developed an action-space reducing method of a multi-sensor-multi-actuator scheduling problem for enhancing training efficiency.

2) NOMA-Based Multi-System Remote Estimation: Multiple sensors can transmit packets at the same channel simultaneously, and a receiver detects each of the sensor packets by processing the received superimposed signals [16]. Successive Interference Cancellation (SIC) is a commonly adopted scheme for decoding multiple packets arrived simultaneously. Pezzutto et al. worked on a channel assignment problem [17] and a power allocation problem [18] for a multi-sensor-single-channel remote estimation system with NOMA schemes. Classical dynamic programming algorithms were discussed to solve the long-term average MSE minimization problem. The follow-up work [19] adopted approximate dynamic programming for reducing the computation complexity. Li et al. [20] formulated the multi-sensor transmission power control problem into an MDP and a Markov game, and developed Q-learning-based solutions.

3) Stability Conditions: The necessary and sufficient stability condition for a single-sensor-single-channel remote estimator over a static channel (i.e., fixed packet error rate) was established in terms of the packet error rate and the plant parameters [21]. Sufficient stability conditions of multi-sensor-multi-channel remote estimators over static and binary-state Markov channels were established in [11] and [12], respectively. More recently, we derived the necessary and sufficient stability condition of a single system over Markov fading channels [5]. Our follow-up work developed the stability condition for multi-sensor remote estimators assuming that the channel conditions are identical for different sensors [22].

4) DRL-Based Dynamic Radio Resource Management: Significant efforts have been devoted to developing DRL algorithms to deal with dynamic radio resource management. For example, Huang et al. [23] developed proximal policy optimization (PPO) based power allocation scheme for a satellite communication system. Hu et al. [24] developed the DQN-based algorithm for dynamic channel allocation. Their follow-up work in [25] proposed a novel multi-action selection method based on a single DQN agent to reduce the action exploration space. However, these methods can only work for small-scale systems. To deal with the curse of dimensionality in large action spaces, some recent works have proposed advanced algorithms based on the multi-agent DRL, which is a decentralized approach [26], [27], [28]. However, according to the results in [28], decentralized approaches provide worse performance than centralized ones. Further more, distributed remote estimation systems commonly adopt centralized policies for resource allocation. How to effectively solve DRL-based resource allocation problems of large-scale systems in a centralized manner is largely unknown.

B. Limitations and Challenges

The main limitations of existing works on resource allocation in remote estimation systems are summarized below.

1) Small-Scale Systems Only: The existing algorithms for computing the optimal dynamic radio resource allocation policy only work for small-scale settings [11], [12], [13], [14], [15], [17], [18], [19], [20], among which [12] considered the largest system with six sensors sharing three channels. This is because even a small system can create large state and action spaces due to the curse of dimensionality, requiring huge computation and storage resources to find an optimal policy. In particular, the NOMA-based remote estimation works only considered a narrow-band setup, i.e., only one frequency channel is available for multi-sensor transmissions. Finding the optimal dynamic resource allocation policy of a many-sensor-many-channel remote estimation system is challenging.

2) Power Allocation Only or Channel Assignment Only Policy: Most existing radio resource allocations problems either considered transmit power allocation [18], [20], [23] or channel assignment [11], [12], [13], [14], [15], [17], [19], [24]. However, for NOMA-based systems, it is ideal to jointly optimize both channel assignment and power control policies. The joint design problems can have large and hybrid action spaces, i.e., discrete channel assignment and continuous power allocation, introducing higher computation complexity in finding the optimal policies.

3) Resource Allocation Without Utilizing Channel State Information: Existing algorithms have used instantaneous estimation quality indicators rather than channel state information (CSI) for generating resource allocation action in each time step [17], [18], [19]. Considering fading channel states in practice, it is necessary to utilize CSI for resource allocation. However, using both estimation quality indicators and CSI for decision making induces a larger state space and thus higher complexity in the resource allocation policy optimization.

4) Oversimplified Channel and Inaccurate Packet Dropout Models: For ease of tractability, most existing works on remote estimation considered static channels [14] or simplified binary-state (i.e., on-off) Markov channels [12], and assumed channel conditions of different sensors are identical [12], [14], [22]. In addition, the packet error rates (i.e., reliability) were calculated assuming either a coding-free scheme or an infinite blocklength coding scheme, and were approximated using
symbol error rate [20] or Shannon capacity based formulas [17], [19], respectively. However, the sensor measurements are usually coded as short packages in industrial applications. The resource allocation algorithms obtained based on the oversimplified channel and inaccurate packet dropout models can be far from optimal in real-world systems.

C. Contributions

We systematically investigate the radio resource allocation problems of multi-sensor-multi-channel remote estimation systems over OMA and NOMA schemes. The novel contributions are summarized as below. The comparison of key features between this work and the related works in remote state estimation is summarized in Table I.

1) New Models of Remote State Estimation With OMA and NOMA: We introduce practical short-packet transmissions and multi-state Markov fading channels in remote estimation systems for the first time. In addition to conventional OMA and multi-sensor-single-channel NOMA (where each sensor can use at most one channel), referred to as Scenarios 1 and 2, we propose a novel multi-sensor-multi-channel NOMA scheme, referred to as Scenario 3, with multi-round interference rejection combining (IRC) and SIC at the remote estimator to decode multiple sensor packets. The resource allocations in Scenarios 1 and 3 require channel assignment only and power allocation only, introducing discrete and continuous actions, respectively. Scenario 2 needs hybrid discrete and continuous actions. We comprehensively investigate the above scenarios including the decoding and resource allocation algorithm complexities.

2) The Necessary and Sufficiency Conditions to Stabilize the Remote Estimation Systems: We develop a necessary and sufficient stability condition of the multi-sensor-multi-channel remote estimation system. Once the sufficient condition is satisfied, there exists a resource allocation policy that can stabilize the remote estimator in any of Scenarios 1-3. If the necessary condition does not hold, there is no resource allocation policy that can stabilize the remote estimator regardless of multiple-access schemes. We note that the stability conditions of remote estimators under the assumption of nonidentical sensors’ channel states have not been discussed in the literature.

3) Novel Problem Formulation With Both Estimation and Channel Quality States: We formulate resource allocation problems in Scenarios 1-3 over fading channels as Markov decision process (MDP) problems, which take into account both estimation quality states and channel quality states for decision making. To the best of our knowledge, such a problem has not been investigated in the literature. The problems with large state and action spaces can not be solved by existing model-based algorithms, especially when the system scale is large.

4) Advanced DRL Algorithms for Resource Allocation With Large State and Action Spaces: We develop advanced data-driven DRL algorithms that generate low-dimensional continuous virtual actions. We then propose novel action mapping schemes to map virtual actions into real actions for resource allocation in Scenarios 1-3 for effectively solving the radio resource allocation problems. Extensive simulation results illustrate that the proposed DRL algorithm can effectively solve the dynamic resource allocation problems with a much larger scale than the literature, and provides significant performance gain compared with some benchmark policies, especially in large systems. Furthermore, the optimized resource allocation policy with the proposed NOMA scheme can provide a significant performance gain compared to the conventional schemes.

Outline: The system model of the proposed remote estimation system in Scenarios 1-3 is described in Section II. The radio resource allocation problem formulation and the stability analysis are presented in Section III. The advanced DRL algorithms for solving the formulated problems are proposed in Section IV. The numerical results are demonstrated and discussed in Section V, followed by a conclusion in Section VI.

Notations: Matrices and vectors are denoted by capital and lowercase upright bold letters, e.g., $A$ and $a$, respectively. $E[\cdot]$ is the expectation operator. $|A|_{i,j}$ denotes the element at $i$-th row and $j$-th column of a matrix $A$. $\rho(A)$ is the spectral radius of a matrix $A$, i.e., the largest absolute value of its eigenvalues. $(\cdot)^T$ is the vector or matrix transpose operator. $(\cdot)^H$ is the vector or matrix conjugate transpose operator. $(\cdot)^{-1}$ is the matrix inverse operator. $\text{Tr}(\cdot)$ is the matrix trace operator. $\mathbb{R}$ and $\mathbb{N}$ denote the sets of real numbers and positive integers, respectively. $\odot$ is the element-wise product operator.

II. SYSTEM MODEL OF REMOTE STATE ESTIMATION

We consider a remote estimation system with $N$ dynamic plants, each monitored by a sensor, and a remote estimator, as shown in Fig. 1. The $N$ sensors transmit the measurement data to the remote estimator over $M$ frequency channels (i.e., subcarriers), where $M < N$. All sensors and the remote estimator are equipped with a single antenna. The index set of the sensors is denoted as $\mathcal{N} \triangleq \{1, 2, \cdots, N\}$. The remote estimator operates a dynamic radio resource allocation policy for sensor transmit power control and channel allocation.

A. Local State Estimation

Plant $n$ is modeled as the discrete-time linear time-invariant (LTI) system as [9]

$$
\begin{align*}
x_n(t+1) &= A_n x_n(t) + w_n(t) \\
y_n(t) &= C_n x_n(t) + v_n(t)
\end{align*}
$$

where $x_n(t) \in \mathbb{R}^{l_n}$ is the plant state vector; $A_n \in \mathbb{R}^{l_n \times l_n}$ is the state transition matrix; $y_n(t) \in \mathbb{R}^{r_n}$ is the sensor...
measurement vector; \( C_n \in \mathbb{R}^{r_n \times l_n} \) is the measurement matrix; \( w_n(t) \in \mathbb{R}^{l_n} \) and \( v_n(t) \in \mathbb{R}^{l_n} \) are the plant disturbance and sensing measurement noise vectors, respectively. These noise vectors are independent and identically distributed (i.i.d.) zero-mean Gaussian processes with covariance matrices \( W_n \) and \( V_n \), respectively.

Due to the measurement distortion and noise in (1), each sensor runs a local estimator to pre-estimate the plant state \( x_n(t) \) based on the raw measurement \( y_n(t) \) before sending it to the remote estimator. We note that the KF is the optimal estimator of LTI systems in terms of the average estimation MSE [12]. The KF at sensor \( n \) is given as [9]

\[
\begin{align}
    x_n^s(t+1) &= A_n x_n^s(t) - 1 \\
    P_n^s(t+1) &= A_n P_n^s(t) A_n^T + W_n \\
    K_n(t) &= P_n^s(t+1) C_n^T (C_n P_n^s(t+1) C_n^T + V_n)^{-1} \\
    x_n(t) &= x_n^s(t+1) + K_n(t) (y_n(t) - C_n x_n^s(t+1)) \\
    P_n(t) &= (I_n - K_n(t) C_n) P_n^s(t+1)
\end{align}
\]

where \( I_n \) is the \( l_n \times l_n \) identity matrix; \( x_n^s(t+1) \) is the prior state estimate; \( x_n^s(t) \) is the posterior state estimate of \( x_n(t) \) at time \( t \), i.e., the pre-filtered measurement of \( y_n(t) \); \( K_n(t) \) is the Kalman gain. The matrices \( P_n^s(t+1) \) and \( P_n(t) \) represent the prior and posterior error covariance at the sensor at time \( t \), respectively. (2a) and (2b) present the prediction steps while (2c), (2d), and (2e) correspond to the updating steps. The estimation error covariance \( P_n^s(t) \) is defined as

\[
P_n^s(t) \triangleq \mathbb{E} \left[ (x_n^s(t) - x_n(t))(x_n^s(t) - x_n(t))^T \right].
\]

Since our work focuses on the remote state estimation, we assume that each local estimator is stable and operates in a steady state, i.e., the estimation error covariance of the local KF is a constant \( \mathbf{P}_n^s(\tau) = \mathbf{P}_n, \forall \tau \in \mathbb{N}, n \in \mathcal{N} \) [5], [12], [22].

\section{Wireless Channel Model}

In real-world communication systems, communication channels are commonly time-correlated and are quantized to finite discrete states. Thus, we consider finite-state time-homogeneous Markov block-fading channels [30]. The remote estimator has the knowledge of channel state information achieved by standard channel estimation and feedback techniques.

Let \( g_n(t) \triangleq (g_{n,1}(t), \ldots, g_{n,M}(t))^T \) represent the channel power gain between sensor \( n \) and the remote estimator over \( M \) channels. Thus, the overall channel state information is \( \mathbf{G}(t) \triangleq [g_1(t), g_2(t), \ldots, g_N(t)] \). Each channel power gain has \( H \) states, i.e., \( g_{n,m}(t) \in \mathcal{G} \triangleq \{h_1, h_2, \ldots, h_H\} \). The channel state vector \( g_n(t) \) is \( \mathcal{G}^M \triangleq \{g_1, g_2, \ldots, g_{NM}\} \) is modeled as a multi-state Markov chain. Since the sensors are dislocated and have different radio propagation environments, we assume that the Markov channel states of different sensors are independent. Let \( \mathbf{M}_n \in \mathbb{R}^{H \times H} \) denote the channel state transition matrix of sensor \( n \)

\[
[M_n]_{i,j} \triangleq p_{i,j}^h = \Pr [g_{n}(t+1) = g_j | g_n(t) = g_i].
\]

We note that the channel state transition matrices of the \( N \) sensors are unknown to the remote estimator. This is because the estimation of a multi-dimensional Markov chain model is computationally intensive [31].

We adopt the short-packet communications for real-time remote estimation [32]. In short-packet communications, the decoding failure probability of a packet depends on the packet length, the data bits, and the signal-to-noise ratio (SNR). Thus, the decoding failure probability of sensor \( n \)’s packet can be approximated as [6]

\[
\varepsilon(\gamma_n) \approx Q\left( \frac{C(\gamma_n) - b}{\sqrt{2} l}\right),
\]

where \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} dt \) is the Gaussian Q-function; \( l \) is the sensor packet length in symbols; \( b \) is the number of data bits; \( \gamma_n \) is the SNR of sensor \( n \); \( C(\gamma_n) = \log_2(1 + \gamma_n) \) is the Shannon capacity; \( V(\gamma_n) = (1 - (1 + \gamma_n)^{-2}) \log_2 e^2 \) is the channel dispersion.

\section{Multiple-Access Schemes}

We consider three multiple-access schemes as illustrated in Fig. 2.

1) Scenario 1 (OMA). Single-Sensor Single-Channel Association: In the OMA scheme, each sensor takes at most one channel for transmission, and each channel is allocated to a single sensor. We denote the scheduling action of sensor \( n \) at the \( M \) channels as a binary vector \( d_n(t) \).
\[ (d_{n,1}(t), \ldots, d_{n,M}(t))^T \in \{0,1\}^M, \text{ where } d_{n,m}(t) = 1 \text{ denotes that channel } m \text{ is allocated to sensor } n \text{ with the constraint that} \]
\[
\sum_{m=1}^{M} d_{n,m}(t) \leq 1, \sum_{n=1}^{N} d_{n,m}(t) = 1. \tag{6}
\]

Thus, the overall scheduling action of all sensors is \( D(t) \triangleq \{d_1(t), d_2(t), \ldots, d_N(t)\} \). Each scheduled sensor uses full power for transmission.

Given the transmission power budget \( P_{\text{max}} \) and the receiving noise power \( \sigma^2 \), the receiving SNR of sensor \( n \)'s signal is
\[
\gamma_n(t) = P_{\text{tx}}(t) \frac{(d_n(t))^T g_n(t)}{\sigma^2}. \tag{7}
\]

Taking (7) into (5), the decoding failure probability of sensor \( n \)'s packet can be expressed as \( \varepsilon_n(t) \triangleq \varepsilon(\gamma_n(t)) \).

2) Scenario 2 (NOMA). Multi-Sensor Single-Channel Association: In this NOMA scheme, each sensor takes at most one frequency channel for transmission while each channel can be allocated to multiple sensors at the same time. In the scheme, at each time slot, the remote estimator needs to determine both the sensor to channel assignment and the sensor transmission power to manage the interference at the same channel.

Let \( d_n(t) \triangleq (d_{n,1}(t), d_{n,2}(t), \ldots, d_{n,M}(t))^T \in \{0,1\}^M \) denote the binary channel selection action of sensor \( n \) with the constraint
\[
\sum_{m=1}^{M} d_{n,m}(t) \leq 1. \tag{8}
\]

The channel allocation constraint (8) in Scenario 2 is less restrictive than (6) in Scenario 1. Let \( P = [0, P_{\text{max}}] \) and \( p^{tx}(t) \triangleq (P_{n,1}^{tx}(t), P_{n,2}^{tx}(t), \ldots, P_{n,M}^{tx}(t))^T \in \mathbb{R}^M \) denote the transmit power of \( N \) sensors at time \( t \). Then, the received signal power of sensor \( n \) is
\[
P_{n,\text{rx}}^{\text{tx}}(t) = (d_n(t))^T g_n(t) P_{n,\text{tx}}^{\text{rx}}(t). \]

To decode the sensor packets at the same channel, the remote estimator performs SIC with the decreasing order of the received signal power of the [33], [34], and [35], i.e., the strongest/weakest sensor signal is decoded first/last. The first sensor packet is decoded by treating all other sensor signals as interference. Once it is decoded successfully, the sensor signal can be reconstructed perfectly and thus removed from the received signal. Then, the second sensor packet will be decoded without the interference of the first one. The decoder stops once a decoding failure occurs or the last sensor packet has been successfully decoded.

Assuming that \( P_{1,\text{tx}}^{\text{tx}}(t) \geq P_{2,\text{tx}}^{\text{tx}}(t) \geq \ldots \geq P_{N,\text{tx}}^{\text{tx}}(t) \), the signal-to-interference-plus-noise ratio (SINR) for decoding sensor \( n \)'s packet is
\[
\gamma_n(t) = \frac{P_{n,\text{tx}}^{\text{tx}}(t)}{\sum_{i=n+1}^{N} (d_i(t))^T d_i(t) P_{i,\text{tx}}^{\text{tx}}(t) + \sigma^2},
\]
where \( \sigma^2 \) is average power of independent additive white Gaussian noise at the remote estimator. Thus, the decoding failure probability of sensor \( n \)'s packet is
\[
\varepsilon_n(t) = \varepsilon(\gamma_n(t)) = \begin{cases} \varepsilon(\gamma_n(t)) \in (0,1), & n = 1, \\ U_{n,1} + \sum_{k=n+1}^{n} \left(U_{n,k} \prod_{i=1}^{k-1} (1-U_{k,i}) \right), & n > 1. \end{cases}
\]
where \( U_{n,n} = \varepsilon(\gamma_n(t)) \) and \( U_{n,i} = (d_i(t))^T d_i(t) \varepsilon_i(t), \forall i \leq n \).

3) Scenario 3 (NOMA). Multi-Sensor Multi-Channel Association: In this NOMA scheme, each sensor can broadcast its signal to multiple channels, and each channel can carry multiple sensors’ signals at the same time. Thus, Scenario 3 relaxes the constraints of channel assignment, the remote estimator solely needs to determine the transmission power of each sensor at different channels. Let \( p^{tx}(t) \triangleq (P_{n,1}^{tx}(t), P_{n,2}^{tx}(t), \ldots, P_{n,M}^{tx}(t))^T \in \mathbb{R}^M \) denote sensor \( n \)'s transmit power at the \( M \) channels with the sum power constraint \( \sum_{m=1}^{M} P_{n,m,\text{tx}}^{\text{tx}}(t) \leq P_{\text{max}} \). If \( P_{n,\text{tx}}^{\text{tx}}(0) = 0, \) sensor \( n \) is not scheduled for transmission at \( t \).

In contrast to Scenario 2, the remote estimator needs to jointly detect multiple sensor packets based on the received signals at the \( M \) channels in Scenario 3. We define the \( \ell \)th transmitted signal (symbol) of sensor \( n \)'s packet in time slot \( t \) as \( u_{n,\ell}^{\text{tx}}(t) \in \mathbb{C} \), where the symbol index \( \ell \) is dropped for ease of notation in what follows. With a slight abuse of notation, let \( g_n(t) \) denote the channel coefficient vector of sensor \( n \) in Scenario 3. The received signal of sensor \( n \) is \( \sqrt{P_{n,\text{tx}}^{\text{tx}}(t)} g_n(t) u_{n,\ell}^{\text{tx}}(t) + \sigma^2 \). The received signal at the \( M \) channels is the combination of transmitted signals from all sensors via all channels, and can be written as
\[
u^{\text{rx}}(t) = \sum_{n=1}^{N} \left( \sqrt{P_{n,\text{tx}}^{\text{tx}}(t)} g_n(t) \right) u_{n,\ell}^{\text{tx}}(t) + z, \tag{9}
\]
where \( z \) is the receiver noise vector with \( \mathbb{E}[z z^H] = \sigma^2 I_M \). \( I_M \) denotes a \( M \times M \) identity matrix. \( \odot \) is the
element-wise product operator. For detecting sensor \(n\)'s signal, (9) is rewritten as

\[
u^{\text{sx}}(t) = \left(\sqrt{p_i^{\text{sx}}(t)} \circ g_n(t)\right) u_n^{\text{sx}}(t) + q_n(t),
\]
where \(q_n(t) = \sum_{i=1, i \neq n}^{N} \left(\sqrt{p_i^{\text{sx}}(t)} \circ g_i(t)\right) u_i^{\text{sx}}(t) + z\) can be treated as the colored interference to \(u_n^{\text{sx}}(t)\) since the interference at different channels are correlated. The covariance matrix of \(q_n\) is

\[
R_n(t) \triangleq E \left[q_n(t) (q_n(t))^H\right] = Z + \sum_{i=1, i \neq n}^{N} \left(\sqrt{p_i^{\text{sx}}(t)} \circ g_i(t)\right) \left(\sqrt{p_i^{\text{sx}}(t)} \circ g_n(t)\right)^H.
\]

We adopt the optimal linear combining scheme, i.e., interference rejection combining (IRC), to calculated the minimum SINR for each sensor signal [36]. The IRC combiner is

\[
c_n(t)^T \triangleq \left(\sqrt{p_n^{\text{sx}}(t)} \circ g_n(t)\right)^H (R_n(t))^{-1} \in \mathbb{R}^M.
\]

Therefore, the combined signal for detecting \(u_n^{\text{sx}}(t)\) is \(c_n(t)^T u^{\text{sx}}(t)\), and the SINR is

\[
\gamma_n(t) = \left(\sqrt{p_n^{\text{sx}}(t)} \circ g_n(t)\right)^H (R_n(t))^{-1} \left(\sqrt{p_n^{\text{sx}}(t)} \circ g_n(t)\right).
\]

The remote estimator decodes the sensor packet with the largest SINR and subtracts the successfully detected signal from \(u^{\text{sx}}(t)\).

Different from Scenario 2, the SINR order of the received signals can change after the SIC. Thus, we propose a multi-round IRC-SIC scheme: in each round, the remote estimator calculates the SINR of the remaining sensor signals based on IRC and performs SIC of the signal with the highest SINR. The decoder terminates once a decoding failure occurs or all sensor packets are successfully decoded. Assuming that sensor \(n\)'s packet is supposed to be decoded in the \(\hat{n}\)-th round and the remaining sensor signal index set is \(\mathcal{I}_n(t)\), the SINR for detection is

\[
\tilde{\gamma}_n(t) = \left(\sqrt{p_n^{\text{sx}}(t)} \circ g_n(t)\right)^H \left(R_n(t)\right)^{-1} \left(\sqrt{p_n^{\text{sx}}(t)} \circ g_n(t)\right),
\]
where

\[
\check{R}_n(t) = Z + \sum_{i \in \mathcal{I}_n(t)} \left(\sqrt{p_i^{\text{sx}}(t)} \circ g_i(t)\right) \left(\sqrt{p_i^{\text{sx}}(t)} \circ g_n(t)\right)^H.
\]

Thus, the decoding failure probability of sensor \(n\) is

\[
e_n(t) = \varepsilon (\tilde{\gamma}_1(t)) + (1 - \varepsilon (\tilde{\gamma}_1(t))) \varepsilon (\tilde{\gamma}_2(t)) + \cdots + \prod_{i=1}^{\hat{n}-1} (1 - \varepsilon (\tilde{\gamma}_i(t))) \varepsilon (\tilde{\gamma}_{\hat{n}}(t)).
\]

a) Decoding complexity: In Scenario 1, the remote estimator only needs to decode a single packet from each channel; Scenario 2 needs to perform SIC for multiple rounds at each channel, leading to an increased decoding complexity; Scenario 3 requires IRC for each undecoded sensor signal at each SIC round and is of higher complexity than Scenario 2. Thus, the decoding complexity increases from Scenario 1 to 3.

D. Remote State Estimation

Due to transmission scheduling and packet detection errors, sensor \(n\)'s packet may not be received by the remote estimator at each time slot. Let \(\zeta_n(t) = 1\) denote the successful sensor \(n\)'s transmission at \(t\). To provide real-time state estimation of all plants, the remote estimator employs a minimum mean-square error (MMSE) state estimation for each plant [5], [12], [22]

\[
\hat{x}_n(t) = \begin{cases} x_n^*(t), & \text{if } \zeta_n(t) = 1 \\ A_n \hat{x}_n(t-1), & \text{otherwise} \end{cases}
\]
Thus, the remote estimation error covariance is

\[
P_n(t) \triangleq E \left[(\hat{x}_n(t) - x_n(t))(\hat{x}_n(t) - x_n(t))^T\right] = \begin{cases} \hat{P}_n, & \text{if } \zeta_n(t) = 1 \\ A_n P_n(t-1) A_n^T + W_n, & \text{otherwise} \end{cases}
\]
where (12) is obtained by taking (10) and (3) into (11). Recall that \(\hat{P}_n\) is the local estimation error covariance.

Now we define \(\tau_n(t)\) as the age of information (AoI) of sensor \(n\) at time slot \(t\), representing the time interval since the last successful transmission of sensor \(n\) to the remote estimator. Therefore, the AoI state of sensor \(n\) has the updating rule below

\[
\tau_n(t) = \begin{cases} 1, & \text{if } \zeta_n(t-1) = 1 \\ \tau_n(t-1) + 1, & \text{otherwise} \end{cases}
\]
A larger AoI indicates that the remote estimation is less accurate. Jointly using (12) and (13), the remote estimation error covariance can be concisely rewritten as a function of AoI as

\[
P_n(t) = f_n^{\tau_n(t)}(\hat{P}_n),
\]
where \(f_n^1(X) = A_n X A_n^T + W_n\) and \(f_n^{\tau_n(t)}(X) = f_n^{1}(f_n^{\tau_n(t)-1}(X))\).

To quantify the remote estimation quality of sensor \(n\) at time \(t\), we define the estimation cost function, i.e., the sum estimation MSE of the plant vector state, as

\[
J_n(t) = E \left[(\hat{x}_n(t) - x_n(t))^T (\hat{x}_n(t) - x_n(t))\right] = \text{Tr} (P_n(t)) = \text{Tr} \left(f_n^{\tau_n(t)}(\hat{P}_n)\right).
\]
Thus, the AoI state and the local estimation error covariance jointly determine the remote estimation quality. A smaller \(J_n(t)\) indicates that the remote state estimation is more accurate.

Note that if \(\rho(A_n) \geq 1\), the remote estimation cost grows up unbounded with the continuously increasing AoI [5]. We focus on the stochastic stability of the remote estimator, i.e., average mean-square stability.

Definition 1 (Mean-Square Stability [5]): The remote estimation system is average mean-square stable, if the long-term average estimation cost function is bounded, i.e.,

\[
\lim_{T \to \infty} E \left[\frac{1}{T} \sum_{t=0}^{T-1} \sum_{n=1}^{N} J_n(t)\right] < \infty.
\]
III. PROBLEM FORMULATION

For each of the three OMA and NOMA scenarios, we aim to design a deterministic and stationary resource allocation policy denoted as $\pi(\cdot) \in \Pi$ that generates channel allocation and power control actions at each time slot, for achieving the optimal discounted long-term average estimation MSE [12], i.e.,

$$J^* = \min_{\pi(\cdot) \in \Pi} \lim_{T \to \infty} \mathbb{E} \left[ \sum_{t=0}^{T-1} \sum_{n=1}^{N} \beta^t J_n(t) \right],$$

where $\beta \in (0, 1)$ is the discount factor.

This is a sequential decision-making problem and is commonly formulated into an MDP. In the sequel, we will present the MDP formulation for each scenario and discuss the stability condition under which the MDPs has a solution. Advanced DRL algorithms will be proposed in Section IV for solving the MDP problems.

A. MDP Formulation

In general, the MDP takes the observable states $s(t)$ of the remote estimation system, including both the channel state and the estimation quality state (i.e., the AoI state) and generates the resource allocation action $a(t)$ at each time by following a policy. The policy is a mapping between the state and the action as $a(t) = \pi(s(t))$, where $\pi(\cdot) \in \Pi$. The Markovian property holds clearly due to the Markov channel modeling and the AoI state updating rule.

1) States: The wireless channel state will determine the channel quality and affect the AoI updating, and the AoI state is related to the estimation quality. Thus, the channel state and the AoI state are included in the MDP state space. Given the AoI state $\tau(t) = (\tau_1(t), \tau_2(t), \ldots, \tau_N(t)) \in \mathbb{N}^N$, and the channel state matrix $G(t)$ is in $\mathcal{G}^{M \times N}$, the state of the MDP is defined as $s(t) = (G(t), \tau(t)) \in \mathcal{G}^{M \times N} \times \mathbb{N}^N$.

2) Actions: In Scenario 1, the channel allocation action is $a(t) \triangleq D(t) \in \{0, 1\}^{N \times M}$, under constraint (6). The action will allocate $M$ frequency channels to $N$ sensors. The discrete action space is defined by the number of all possible allocations, which is denoted as $A^{(1)} = \frac{N^M}{(N-M)!}$. In Scenario 2, both the channel allocation $D(t)$ under constraint (8) and the power control $p_{\text{rx}}(t) \in \mathbb{P}^N$ are required. Thus, the hybrid action is $a(t) \triangleq \{D(t), p_{\text{rx}}(t)\}$. In this scenario, each frequency channel can be shared by multiple sensors, and each sensor selects only one frequency channel to transmit the packet. In other words, each sensor has $M + 1$ possible channel selections, where 1 indicates that no channel is selected. The discrete actions space is denoted as $A^{(2)} = \frac{(M+1)^N}{N!}$. The hybrid action space is denoted as $A^{(2)} \times \mathbb{P}^N$. In Scenario 3, only power allocation is needed. Every sensor can access more than one channel to transmit the packets and each channel can be shared by multiple sensors. Thus, the action is $a(t) \triangleq \mathbb{P}^{\text{rx}}$ belong to the continuous action space $\mathbb{P}^{M \times N}$ with the sum power constraint $\sum_{m=1}^{M} P_{\text{rx},n,m}(t) \leq P_{\text{max}}$.

3) Transitions: The transition probability of MDP consists of two components, including the channel state transition of all channels and the AoI state transition of all sensors. Since these two components are independent, the state-transition probability from $s(t)$ to $s(t+1)$ under a particular action $a(t)$ is

$$\Pr[s(t+1)|s(t), a(t)] = \Pr[G(t+1)|G(t)] \Pr[\tau(t+1)|\tau(t), a(t)],$$

where $\Pr[G(t+1)|G(t)]$ is the transition probability of the channel state and can be directly obtained from the channel transmission matrices $M_n$ in (4) and $\Pr[\tau(t+1)|\tau(t), a(t)]$ is related to the AoI state transition probability. From the AoI state updating rule (13), it directly follows that

$$\Pr[\tau(t+1)|\tau(t), G(t), a(t)] = \prod_{n \in K(t)} \Pr[\tau_n(t+1)|\tau_n(t), G(t), a(t)],$$

where

$$\Pr[\tau_n(t+1)|\tau_n(t), G(t), a(t), n \in K(t)] = \begin{cases} \hat{\epsilon}_n(t), & \text{if } \tau_n(t+1) = \tau_n(t) + 1 \\ 1 - \hat{\epsilon}_n(t), & \text{otherwise.} \end{cases}$$

4) Rewards: We define the reward as the negative cost function as $r(t) = -J(t) = -\sum_{n=1}^{N} J_n(t)$. Thus, the MDP solution aims to find a policy for maximizing the discounted long-term average reward $\lim_{T \to \infty} \mathbb{E} \left[ \sum_{t=0}^{T-1} \beta^t r(t) \right]$.

We note that the policy $\pi(\cdot)$ is implemented at the remote estimator. Also, the state is fully observable by the remote estimator. In particular, it can detect whether the received packets are successfully decoded or not by the cyclic redundancy check and use the AoI updating rule (13) to infer the current AoI state. The channel state can be obtained based on classical channel estimation methods. Furthermore, by assuming that the constant plant system matrices $\{A_n\}$ are known by the remote estimator, it can calculate the instantaneous reward based on (14) and (15). In this regard, the reward is updated at the remote estimator, and the communication overhead for obtaining the rewards is negligible.

B. Stability Conditions

Before solving the MDP problems, it is critical to elucidate conditions that the remote estimation system needs to satisfy, which ensures that there exists at least one stationary and deterministic scheduling policy that can stabilize the remote estimation of all plants. We derive the necessary and sufficient stability conditions as below.

**Proposition 1:** (a) Sufficient stability condition. For any of the three multiple-access schemes in Section II-C, there always exists a stationary and deterministic resource allocation policy to stabilize the $N$-sensor-$M$-channel remote estimation system in sense of Definition 1, if the following holds:

$$\max_{n \in N} \rho_n^2 < \max_{n \in N} \rho_n < 1,$$

where $\rho_n \triangleq \rho(A_n)$ is the spectral radius of $A_n$, and $\lambda_n \triangleq \rho(\Psi M_n)$, $\Psi \triangleq \text{diag}\{\psi_1, \psi_2, \ldots, \psi_M\}$ is a diagonal matrix.
with $\psi_i \triangleq \varepsilon \left( \max \{ \tilde{g}_{i,1}, \ldots, \tilde{g}_{i,M} \} \frac{P_{\text{max}}}{\sigma^2} \right)$. Recall that $\tilde{g}_{i,M}$ denotes the $i$th channel state in the channel state space $\mathcal{G}_M$ defined in Section II-B, and $\varepsilon(\cdot)$ is the packet decoding failure probability function.

(b) Necessary stability condition. For any of the three multiple-access schemes, there is no stationary and deterministic scheduling policy that can stabilize the remote estimation system, if the following does not hold:

$$\max_{n \in \mathcal{N}} \psi_n^2 \lambda_n < 1, \quad (17)$$

Proof: See Appendix.

Remark 1: The stability conditions depend on the plant system parameters $\{A_n\}$, the transmission power budget $P_{\text{max}}$, the channel power gain states $\{\tilde{g}_1, \ldots, \tilde{g}_M\}$, and the Markov channel transition rules $\{M_n\}$. These conditions show that if the plant systems are of high dynamics (i.e., with large $\rho(A_n)$), and the transmission power budget is small, the remote estimation system is difficult to be stabilized.

C. The Challenges for Solving the MDPs

1) Unknown Channel Parameters and Large State Space:

If the channel parameters, i.e., the state transition matrices $\{M_n\}$, are available, the state transition probabilities of the formulated MDP problem are also known. Conventional model-based MDP algorithms, including value and policy iteration algorithms, can solve this type of problem with small state and action spaces. For example, a two-sensor-one-channel scheduling problem was solved by the classical value iteration algorithm in [11]. However, in the absence of state transition probabilities, the model-based algorithms cannot work, and thus data-driven reinforcement learning approaches are preferable.

A conventional data-driven reinforcement learning algorithm, such as Q-learning, requires the construction of a Q-value table, occupying a storage space proportional to the state space. In our formulated problem, the size of state space of the formulated MDP problem is $\mathcal{H}^{MN} \times \mathcal{N}^N$. It grows exponentially with the increased numbers of sensor and channel, leading to a huge storage space of the Q-value table. To solve the curse of dimensionality introduced by a large state space, more advanced DRL algorithms (e.g., DQN) adopt deep neural networks (DNNs) for value function approximations to replace Q-value tables.

2) Large and Hybrid Action Space:

The formulated MDPs in Scenarios 1-3 have large action spaces, even with relatively small numbers of sensors and channels. For example, when $N = 10$, $M = 5$, the first two scenarios have $\frac{N!}{(N-M)!} = 30240$ and $(M+1)^N = 60466176$ discrete actions for channel assignment, respectively. For the continuous power allocation action spaces in Scenarios 2 and 3, a commonly adopted method is action discretization [37]. For example, when $N = 10$, $M = 5$ and the quantization level is 2, the action space in Scenario 2 has $2^N = 1024$ discrete actions for power allocation and total $1024 \times 60466176 \approx 62 \times 10^9$ discrete actions for both channel assignment and power allocation. The action space in Scenario 3 has $\left( \frac{M^1}{(M-1)!} + \frac{M^1}{(M-2)!} \right) \approx 14 \times 10^{13}$ discrete actions for power allocation.

However, DQN, the most adopted DRL algorithm for discrete action spaces, cannot handle such large action spaces. It is well-known that DQN has been successfully applied in playing various Atari games which have small action spaces (between 4 and 18) [38]. Large action space makes the DQN difficult to train and entails large DNNs, requiring large storage space and high computation complexity. Solving MDPs with large action spaces are challenging. Researchers use ad hoc approaches to tackle specific problems, and there are no general solutions.

To address the curse of dimensionality confronted with discrete action DRL, continuous action DRL algorithms are adopted in the literature by mapping discrete actions into continuous ones. Note that such an approach can only solve DRL problems that the discrete actions have the nature of “continuity”, such as the discrete power levels and bandwidths. For example, the discrete action with power level 1 is close to level 2 but is far from level 3. However, in our problem, the discrete actions are the sensor to channel associations, which has no physical meaning of “continuity”. For example, it does not make much sense to say that the action of allocating sensor 1 to channel 1 is close to allocating sensor 2 to channel 1 but is far from allocating sensor 3 to channel 1. This motivates us to develop new algorithms to handle the large discrete action spaces in Scenarios 1 and 2.

3) Training Difficulties:

In our MDP problems, the channel states are of high dynamics and the AoI state is also a stochastic function of the channel states and the action. In addition, the absolute value of reward grows exponentially in terms of the AoI state, which means a DRL agent needs to deal with a fairly large range of rewards, inducing a highly fluctuated training process that is difficult to converge. This feature is different from many existing works applying DRL in wireless communications problems [39], [40], [41], where the reward/cost functions commonly grow up in linear or log scale with the number of states. Therefore, the highly stochastic states and the large reward range are making a DRL agent difficult to converge to an optimal policy.

In the next section, we will develop advanced DRL algorithms with continuous action space and propose novel continuous to discrete action mapping schemes for effectively solving the radio resource allocation MDPs in Scenarios 1-3.

IV. DEEP REINFORCEMENT LEARNING ALGORITHM

There are many model-free DRL frameworks developed in the past decade [42], [43], [44], [45], [46]. The key features of each framework include whether it is value optimization or policy optimization-based; whether it generates a deterministic or stochastic policy; and whether it adopts an on-policy or off-policy learning method. It is critical to match the right DRL framework to the key features of our MDPs. Then, the selected DRL framework can serve as the foundation for effective problem solving, though none of the existing frameworks can solve our problems directly. In the following, we will present a high-level overview of existing DRL frameworks and justify how we choose the right one for our problems.
A. Overview of DRL Algorithms

1) Value-Based Vs. Policy-Based DRL: A value-based DRL algorithm, such as Q-Learning (and its variations) and deep SARSA, can only handle tasks with discrete and small action spaces. Such a framework has a critic NN, approximating the expected long-term future reward given different actions, to evaluate the actions at an input state. The DRL agent applies an \( \epsilon \)-greedy policy for action selection at each step based on the critic NN outputs. The critic NN is trained for minimizing the approximation errors. After well-training, one can obtain the optimal policy by greedy action searching based on the critic NN. Therefore, value-based DRL obtains the optimal policy indirectly.

Policy-based DRL is a more effective learning approach, which can optimize policy directly. A policy-based DRL algorithm, such as deep deterministic policy gradient (DDPG), twin-delayed DDPG (TD3), soft actor-critic (SAC), trust region policy optimization (TRPO), and proximal policy optimization (PPO), commonly adopt a dual-NN architecture with actor and critic NNs. In particular, an actor NN is introduced for policy approximation and generating action. The actor NN and the critic NN are optimized simultaneously: the actor NN improves its policy by a policy gradient algorithm for achieving the maximum expected long-term future reward approximated by the critic NN; and the critic NN improves its approximation with the same method as in the value-based DRL algorithms.

Furthermore, the actor NN outputs multi-dimensional continuous action directly and can deal with MDPs of continuous action spaces. We will develop new methods for low-dimensional actor NN output design and new schemes for action mapping from continuous actor output to discrete, hybrid discrete and continuous, and continuous radio resource allocation actions in Scenarios 1-3. These will enable policy-based DRL to solve the MDPs with large action space effectively.

2) Stochastic Vs. Deterministic Policy in DRL: Policy-based DRL algorithms such as DDPG and TD3 learn deterministic policies, while SAC, TRPO, and PPO learn stochastic policies. As mentioned in Section III-A, a deterministic policy maps from state to action deterministically as \( a = \pi(s) \). A stochastic policy \( \pi(a|s) \) is a multi-dimensional probability density function (PDF) determined by the input state [42]. The DRL agent samples an action at each time based on the PDF. The PDF is usually assumed to be multi-variant Gaussian and parameterized by the actor NN as \( \pi(a|s; \theta) \), where \( \theta \) denotes the NN parameters. The actor NN outputs the mean and the standard deviation as \( \mu(s; \theta) \) and \( \sigma(s; \theta) \), respectively.

Existing research shows that stochastic policy based DRL algorithms provide higher speed for training convergence and better training stability than deterministic ones when the training environment is of high dynamics [43]. This is because the former leads to smoother function approximations, which are easier to train [44]. Thus, it is preferable to consider stochastic policy based DRL for our MDP problems with highly stochastic states. For online deployment, one can directly apply a maximum likelihood scheme for converting the stochastic policy to a deterministic one.

3) On-Policy Vs. Off-Policy in DRL: Policy-based DRL algorithms with stochastic policy can be further categorized into on-policy and off-policy learning methods [45]. SAC adopts an off-policy learning method, while TRPO and PPO are on-policy ones [46]. An off-policy algorithm learns the optimal policy (approximated by a target NN) that is different from the behavior policy (approximated by a behavior NN) for generating new experiences during training. The past experiences can be stored in a replay buffer to be reused in updating the target network. In contrast, an on-policy learning algorithm updates the policy that is used to generate experiences during training. The generated experiences by the previous policy are discarded after updating.

The off-policy approach has a higher sampling efficiency but can reuse the past experiences. However, the old experience can be non-beneficial or even harmful to train the target network, especially in highly stochastic training environments, as the old behavior policy can be entirely different from the optimal policy. Compared with off-policy methods, on-policy ones are more stable in stochastic environments due to the guaranteed monotonic performance improvement based on their policy updating mechanism [47]. For the existing on-policy DRL algorithms, PPO shows a more simplified computation architecture than TRPO, which is a state-of-the-art on-policy method [48].

Based on the analysis above, we will adopt PPO, a policy-based DRL method that learns a stochastic policy via on-policy learning, for solving the MDPs. In the following, we will present the general framework of PPO first. Then, we will develop new methods for low-dimensional actor NN output design and new schemes for action mapping in Scenarios 1-3. These will enable policy-based DRL to solve the MDPs with large action space effectively.

B. PPO-Based DRL Algorithm for Radio Resource Allocation

As shown in Fig. 3, the PPO agent has a pair of actor and critic neural networks (NNs), where the NN parameters, including weights and biases, are denoted by \( \theta \) and \( \varphi \), respectively. Each of the NNs has an input layer, multiple hidden layers, an output layer, and adopts a fully connected and feedforward structure. The input layers of the actor and critic NNs receive the MDP state \( s(t) \). All hidden layers adopt the activation function of rectified linear unit (ReLU) for nonlinear function approximation.

We design the actor NN for generating a multi-dimensional continuous virtual action \( \tilde{a}(t) \) with stochastic policy \( \pi(\tilde{a}(t)|s(t); \theta) \), which is a probability density function of \( \tilde{a}(t) \) given the current state \( s(t) \). The virtual action is then mapped to the real action \( a(t) \) for radio resource allocation as discussed in Section IV-C to obtain the next state \( s(t+1) \) and reward \( r(t+1) \). The actor output layer generates mean \( \mu(s(t); \theta) \) and standard deviation \( \sigma(s(t); \theta) \) of \( \tilde{a}(t) \). We adopt tanh and softplus as the activation functions for the mean and the standard deviation outputs, respectively. The former is to bound the mean within \([-1, 1]\), while the latter is to guarantee a positive standard deviation. The critic NN estimates the state-value function \( V(s(t); \varphi) \) given the actor's
where $\alpha$ is a hyper-parameter named as the smoothing factor.

2) Policy update. The PPO agent creates a mini-batch of length $E$ through interacting with the environment [see Algorithm 1 line 4]. By leveraging the generated experience, the advantage function $A(t)$ and the reward-to-go function $R(t)$ for each $t = 0, \ldots, T - 1$ can be calculated as

$$A(t) = \sum_{k=t}^{T-1} (\beta \alpha)^{k-t} (r(k) + \beta V(s(k+1); \varphi) - V(s(k); \varphi)),$$

$$R(t) = r(t) + \beta V(s(t+1); \varphi),$$

(18)

(19)

where $\alpha$ is a hyper-parameter named as the smoothing factor.

The training of the PPO agent alternates between experience generation and policy update. In the following, we only present the key steps and the high-level concepts of PPO. The detailed explanation can be found in [48]. The training process is presented in Algorithm 1.

1) Experience generation. By using current policy $\pi(\cdot; \theta_{old})$, the PPO agent samples data $(s(t), \tilde{a}(t), r(t))$ with length of $T$ through interacting with the environment [see Algorithm 1 line 4]. By leveraging the generated experience, the advantage function $A(t)$ and the reward-to-go function $R(t)$ for each $t = 0, \ldots, T - 1$ can be calculated as

2) Policy update. The PPO agent creates a mini-batch data set by randomly sampling $B$ data from the generated $T$-length experience earlier, i.e., $\{(s(t_i), \tilde{a}(t_i), A(t_i), R(t_i))\}$ where $t_i \in \{t_1, \ldots, t_B\} \subset \{0, \ldots, T - 1\}$. The loss function for updating the critic NN is defined as

$$L_C(\varphi) = \frac{1}{B} \sum_{i=1}^{B} (R(t_i) - V(s(t_i); \varphi))^2.$$

(20)

This is regarded as the temporal difference error, specifying difference of the state-value estimations based on time steps $t_i$ and $t_i + 1$. The loss function for updating the actor NN has been elaborately designed for achieving high training stability and is much more complex:

$$L_A(\theta) = \frac{1}{B} \sum_{i=1}^{B} \left\{ \min\{p(s(t_i); \theta), 1+\omega\} \cdot \right\}

\cdot \left\{ c(s(t_i); \theta) A(t_i), c(s(t_i); \theta) A(t_i) \right\}

+ \delta h_{\theta,act}(\tilde{a}(t_i)),$$

(21)

where $c(s(t_i); \theta) = \max\{\min\{p(s(t_i); \theta), 1+\omega\}, 1-\omega\}$ is a clip function with a hyper-parameter $\omega$ to set a variation constraint of the policy update, and $p(s(t_i); \theta) = \pi(\tilde{a}(t_i)|s(t_i); \theta_{old})$ is a density ratio. $h_{\theta,act}(\tilde{a}(t_i))$ is the entropy loss function of $\tilde{a}(t_i)$. Since $\tilde{a}(t_i)$ follows a Gaussian distribution, its entropy loss can be directly obtained based on its standard deviation $\sigma(s(t_i); \theta_{old})$. $\delta$ denotes the entropy loss weight factor to determine the strength of the exploration. Then, the critic NN and the actor NN parameters $\varphi$ and $\theta$ can be updated by optimizing the loss functions $L_C(\varphi)$ and $L_A(\theta)$, respectively, using the widely adopted Adam optimizer. After training, the

Algorithm 1: Training Algorithm of the DRL-Based Radio Resource Allocation for Remote State Estimation

Input: Episode number $E$, maximum steps per episode $T$, number of epochs for NN updating $K$, discount factor $\gamma$, smoothing factor $\alpha$, generalized advantage estimator, mini-batch size $B$, clip factor $\omega$, entropy loss weight factor $\delta$, size of the actor output layer $C$.

Output: Well-trained actor network $\pi(\cdot; \cdot)$.

1: Initialize actor network $\pi(\cdot; \cdot)$ and critic network $V(\cdot; \cdot)$ with random parameter $\theta$ and $\varphi$, respectively; Initialize the AoI of all sensors to zeros; Randomly initialize the channel states of all sensors.

2: for episode =1,…,E do

3: for $t=0,…,T$ do

4: Generate experiences $(s(t), \tilde{a}(t), r(t))$ by following the current policy $\pi(\cdot; \cdot)$.

5: end for

6: for $t=0,…,T$ do

7: Compute the advantage function $A(t)$ in (18) and the reward-to-go function $R(t)$ in (19).

8: end for

9: for epoch =1,…,K do

10: Sample a random mini-batch data set of size $B$ from the experiences.

11: Update the critic parameters $\varphi$ by minimizing the loss function $L_C(\varphi)$ in (20).

12: Update the actor parameters $\theta$ by minimizing the actor loss function $L_A(\theta)$ in (21).

13: end for

14: end for

Fig. 3. An illustration of the PPO’s DNN structure with actor and critic NNs, and an action mapping scheme.
virtual action \( \hat{a}(t) \) can be generated deterministically based on the maximum likelihood method for online deployment, i.e., \( \hat{a}(t) = \mu(s(t); \theta) \).

C. Actor NN Output Design and Action Mapping Schemes

We will present the schemes for low dimensional actor NN output design and continuous virtual action to continuous, hybrid, and discrete real action in the sequel in Scenarios 1-3. The schemes are illustrated in Fig. 4.

1) Scenario 3: The power allocation MDP has continuous actions. We design the virtual action of each sensor with \( M + 1 \) dimensions as \( [\hat{a}_n, 1, \ldots, \hat{a}_{n,M+1}] \), where \( \hat{a}_{n,m} \in \mathbb{R} \). The virtual action \( \hat{a}_{n,M+1} \) indicates sensor \( n \)'s total power ratio to be allocated in \( M \) channels and \( \hat{a}_{n,m} \) represents the allocation ratio at channel \( m \). Specifically, the total transmit power is obtained as

\[
P_{n}^{tx} = \frac{\text{clamp}_{1}[\hat{a}_{n,M+1}] + 1}{2} P_{\text{max}},
\]

where the operator \( \text{clamp}_{1}[\cdot] \) is for truncating a variable to values between \(-1\) and \(1\). Since each virtual action is sampled from a Gaussian distribution determined by the actor NN’s outputs, the virtual action may go beyond the bound \([-1, 1]\).

In order to meet the sum power constraint for Scenario 3, the virtual action is designed to be within the bound. Thus, we use the clamp operator before the action mapping. Then, based on the normalization, sensor \( n \)'s transmit power at channel \( m \) is

\[
P_{n,m}^{tx} = \frac{(\text{clamp}_{1}[\hat{a}_{n,m}] + 1)/2}{\sum_{m=1}^{M} ((\text{clamp}_{1}[\hat{a}_{n,m}] + 1)/2)} P_{n}^{tx}.
\]

In this way, the sum power of each sensor in its allocated channels is equal to \( P_{n}^{tx} \). It is easy to see that the virtual action has \( N(M + 1) \) actions in total, and thus the actor NN has \( 2N(M + 1) \) outputs, i.e., a linear function of either \( N \) or \( M \).

2) Scenario 2: Considering the hybrid action feature of Scenario 2, it is natural to design the continuous virtual action for sensor \( n \) into two parts for channel selection and power allocation. However, how to design a continuous virtual action and map it to a discrete channel selection action for effective DRL is highly non-trivial. A naive action mapping method can introduce a scaler continuous virtual action for each sensor and discrete it linearly into \( M + 1 \) levels for channel selection. Level 0 means no channel selection and Level \( m \) denotes the selection of channel \( m \). At the first glance, the method compresses the size-\( M \) discrete action space by a one-dimensional continuous one, which is space reducing. However, the method implicitly converts the original non-Euclidean action space into a Euclidean one. This potentially requires the actor NN to approximate a highly discontinuous multi-level-multi-stage piecewise function, i.e., a slight change of state can make a significant change in the actor NN output [44]. This makes the PPO policy difficult to converge to an optimal one.

To solve the issue of discontinuous function approximation, we propose to convert the decimal channel selection action (i.e., from 0 to \( M \)) of each sensor to a binary sequence of length \( \log_2(M + 1) \). Thus, we design the virtual action for each sensor with \( \log_2(M + 1) \) outputs and the positive and negative entries are mapped to ‘1’ and ‘0’, respectively, for real action mapping. Now, there are \( N \log_2(M + 1) \) actions in total for channel selection of all sensors, satisfying (8). Each of these virtual action entries only handles the selection of two discrete actions. Changing of a single virtual action entry from negative to positive represents the reduced and the increased likelihood of one action and the other, respectively. Thus, the actor NN is continuous in each output dimension and is easy to train. The original size-\( (M + 1)^N \) discrete action space is compressed by the \( N \log_2(M + 1) \)-dimension continuous one, which scales linearly and logarithmically in \( N \) and \( M \), respectively.

Same as Scenario 3, one-dimensional virtual action output \( \hat{a}_n \in \mathbb{R} \) is added for each sensor’s transmit power control. The mapping between the virtual to real power control action is \( P_{n}^{tx} = P_{\text{max}}(\text{clamp}_{1}[\hat{a}_n] + 1)/2 \). Thus, the actor NN has \( N \log_2(M + 1) + N \) outputs in total.

3) Scenario 1: Compared to Scenario 2, Scenario 1 has a stricter constraint on the channel selection actions, i.e., different sensors cannot choose the same channel. Thus, the virtual action design method for Scenario 2, which assigns virtual action outputs for different sensors separately, cannot be applied to Scenario 1, which requires joint representation of all sensor actions.

We design the continuous virtual action with \( N \) dimensions, where the entries are associated with sensor \( 1 \) to \( N \), respectively. For the virtual action to real action mapping, we sort the virtual actions in descending order. The sensors associated with the largest \( M \) virtual action entries are assigned to channels 1 to \( M \), sequentially. The constraint (6) is incorporated by this sorting mechanism. We compress the original size-\( N!/(N - M)! \) discrete action space with the \( N \)-dimension continuous one. The actor NN has \( 2N \) outputs.

V. NUMERICAL EXPERIMENTS

A. Experiment Setups

Our numerical experiments are implemented using MATLAB 2021b based on the computing platform with two Intel Xeon Gold 6256 CPUs @ 3.60 GHz and a 192 GB RAM. GPU is not required. Each of the actor and critic NNs of the PPO-based DRL agent has three hidden layers with sizes of \([70K], [50K], [30K]\), respectively, where \( K = \sqrt{N/M \log_2(M + 1)} \). The state input of each NN has \( N(M + 1) \) dimensions, which is the same as the MDP. The output size of the critic NN is 1, while that of the actor NN is discussed in Section IV-C. The dynamic system matrices \( A_n \) are randomly generated by leveraging the method presented in [12], where the spectral radius is drawn uniformly from the range of \((1, 1.3)\). The channel transition matrices are generated randomly. Only the system matrices and the channel transition matrices that satisfy the sufficient stability condition established in Section III-B are adopted in the experiment. The details of the remote estimation system parameters and the DRL parameters are summarized in Table II. Since the channel dynamics are unknown to the remote estimator, the DRL agent is trained online. We adopt the DQN algorithm as the benchmark policy of Scenario 1 with the OMA scheme. As shown
in [12], the DQN-based algorithm performs better than the heuristic algorithms (e.g., the greedy and the round-robin policies). Thus, we only need to compare our algorithm with the DQN-based one. For Scenario 2, we use the naive action mapping scheme-based PPO (discussed in Section IV-C) as the benchmark. The DRL-based resource allocation algorithm in Scenario 3 is then compared with Scenarios 1 and 2.

B. Performance Evaluation of the DRL Algorithms

In Table IV, we compare the remote estimation performance, i.e., the average sum MSE of all plants, among the proposed DRL-based algorithms in Scenarios 1-3 and the benchmark policies with various system scales and sensor-to-channel ratios (SCRs). The remote estimation system with a smaller average estimation MSE has a better performance. Average estimation MSEs in Table IV are calculated by 10000-step simulations.

We see that the DQN algorithm only works for the 6-sensor-3-channel setting, while all the proposed DRL algorithms can scale up to 50 sensors and 25 channels. In Scenario 2 (i.e., the conventional NOMA scheme), we see that the proposed action mapping scheme-based algorithm can provide a 25% average improvement in performance compared to the benchmark.

TABLE IV

| System scale (N, M, SCR) | Scenario 1 | Scenario 2 | Scenario 3 |
|--------------------------|------------|------------|------------|
| (6, 3, 2)                | 0.8665     | 0.8893     | 0.8155     |
| (10, 5, 2)               | 0.8660     | 0.8977     | 0.8685     |
| (20, 10, 2)              | 0.9635     | 1.0232     | 1.1354     |
| (30, 15, 2)              | 1.0771     | 1.2392     | 1.7283     |
| (40, 20, 2)              | 1.2935     | 1.4748     | 1.7087     |
| (50, 25, 2)              | 1.6462     | 1.8959     | 2.0258     |
| (10, 4, 2.5)             | 0.8521     | 0.9293     | 0.9190     |
| (20, 8, 2.5)             | 1.0042     | 1.0821     | 1.0263     |
| (30, 12, 2.5)            | 1.1423     | 1.2412     | 1.3685     |
| (40, 16, 2.5)            | 1.3768     | 1.4548     | 1.7103     |
| (50, 20, 2.5)            | 1.5631     | 1.8333     | 2.0271     |
| (15, 5, 3)               | 0.9099     | 0.9721     | 0.8769     |
| (24, 8, 3)               | 1.0567     | 1.0564     | 0.9209     |
| (33, 11, 3)              | 1.2135     | 1.3257     | 1.3358     |
| (42, 14, 3)              | 1.4302     | 1.5020     | 1.4890     |
| (51, 17, 3)              | 1.5484     | 1.9323     | 2.1405     |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
TABLE V
PERFORMANCE COMPARISON WITH ESTIMATION SYSTEMS UNDER DIFFERENT STABILITY CONDITIONS

| Scenario | Case One | Case Two | Case Three |
|----------|----------|----------|------------|
| 1        | 111.4095 | 13.8420  | 1.6236$x10^7$ 53.1403     | 2.3274$x10^7$ 4.1962$x10^7$ |
| 2        | 235.7441 | 13.6150  | 5.0172$x10^8$ 112.4516     | 1.0569$x10^8$ 2.0920$x10^8$ |
| 3        | 45.3619  | 7.6714   | 1.1319$x10^9$ 61.2801     | 2.0325$x10^9$ 2.9704$x10^9$ |
| 4        | 17.2857  | 6.2243   | 3.6311$x10^9$ 157.1765     | 3.5529$x10^9$ 3.9539$x10^9$ |
| 5        | 157.5458 | 13.6375  | 8.5185$x10^9$ 166.0117     | 2.9339$x10^9$ 3.9301$x10^9$ |

It can be observed that the optimized resource allocation policy with the proposed NOMA scheme (Scenario 3) outperforms the conventional NOMA scheme, which performs better than the OMA scheme (Scenario 1) in general. The performance gains of the proposed NOMA scheme over the conventional NOMA increase significantly with the increased system scale. In particular, the proposed NOMA scheme can reduce the average estimation error by 50% in some large settings, e.g., $N = 51$ and $M = 17$. In Fig. 5(a), we plot the training curves of the proposed DRL algorithms in Scenarios 1-3 with $N = 51$ and $M = 17$. It is interesting to see that Scenario 3 not only provides the best training performance but also requires the shortest time for convergence among Scenarios 1-3. This indicates that the proposed NOMA scheme is preferable to the conventional OMA and NOMA schemes, especially in large-scale remote estimation systems.

C. Computation Complexity for Online Deployment

For online deployment, only the well-trained actor NNs are adopted for resource allocation. In Table IV, we compare the average computation time of the NNs obtained by the proposed DRL-based algorithms in each resource allocation cycle. We see that the computation time grows up with the increasing system scale in each scenario. In particular, it can be observed that the actor NNs in Scenario 3 and 1 have the highest and the lowest computation complexity, respectively. Together with Table IV, it is interesting to see that the proposed NOMA-based implementation can provide a 50% performance improvement while consuming only 10% more computation resources than the conventional NOMA-based implementation in large remote estimation systems (e.g., $N = 51$ and $M = 17$).

D. Verification of the Stability Conditions

To verify the correctness of the derived sufficient stability condition (16) and the necessary stability condition (17), we have simulated the average estimation MSE of three-sensor-two-channel systems under Scenarios 1 and 3. System matrices of the three plants are randomly generalized with a spectral radius of around 0.5. The channel state transition matrix for each test (five tests in total) is also randomly generalized. By taking the spectral radius and the channel state transition matrix into (16) and (17), the generated systems are categorized into three cases: 1) Case One – the sufficient condition is met; 2) Case Two – only the necessary condition is met; 3) Case Three – neither the sufficient nor the necessary condition is met. The results are summarized in Table V. For case one (i.e., stable system), the average estimation MSE is small in both Scenarios 1 and 3, which shows that the system is stable. For case three (i.e., unstable system), the simulated average MSEs of the two scenarios are very large, implying instability. For case two (i.e., undetermined system), the system is stable in some of the testing environments of Scenarios 1 and 3. Those results help to verify the correctness of stability conditions.

VI. CONCLUSION

We have proposed practical remote estimation systems over the conventional OMA and NOMA schemes and the proposed
NOMA scheme. We have derived the stability conditions of the systems and developed advanced DRL algorithms for resource allocation with large state and action spaces. Our experiments have shown that the proposed algorithms can effectively solve the resource allocation problems. Furthermore, the optimized resource allocation policy with the proposed NOMA scheme has significantly improved estimation performance compared to the conventional OMA and NOMA scenarios. For future work, we will investigate distributed DRL algorithms for resource allocation of large-scale systems and compare them with the present centralized allocation schemes.

APPENDIX: PROOF OF PROPOSITION 1

We present a brief proof building on our previous works [5], [22] due to the space limitation.

(a) To prove the sufficiency, we construct a scheduling policy with the OMA scheme and then derive the sufficient condition under which the remote estimator is stabilized by the policy. We note that since the NOMA schemes performs better performance than OMA, there exists channel allocation and power allocation policies to stabilize the remote estimator with NOMA if the system can be stabilized with OMA.

For tractability, we construct a persistent scheduling policy, which persistently schedules sensor 1’s transmission until it is successful and then schedules sensor 2 and so on. We adopt the estimation cycle-based analytical approach we developed earlier [22], where the infinite time horizon is divided by the sensors’ successful transmission events as remote estimation cycles. Then, the average estimation MSE in the infinite time horizon can be converted as the average sum MSE per cycle. By following the similar analytical steps, we first derive an upper bound of the average sum MSE per cycle, and then we can show that the average sum MSE per cycle is bounded once (16) holds.

(b) To prove the necessity, we have to construct a virtual resource allocation policy, which always performs better than any real policy at any multiple-access scheme. If we can find the necessary condition making the remote estimator stable under the virtual policy, the condition is still necessary for any real policy that stabilizes the system.

For tractability, it is convenient to consider a virtual system, where only one of the sensors needs to be scheduled for transmission and all other sensors always have perfect transmissions without using any of the channels (i.e., with zero communication overhead). Thus, the selected sensor is scheduled for transmission at each time and uses the best channel with the highest channel power gain. In this case, since only one of the N sensors has packet detection failures, the remote estimation of all other plants are stabilized. Then, the necessary stability condition of the single-plant remote estimation system can be obtained based on our previous work [5]. Therefore, it is easy to derive the overall necessary stability condition (17) considering the selection of the N different sensors.

REFERENCES

[1] G. Pang, W. Liu, Y. Li, and B. Vucetic, “Deep reinforcement learning for radio resource allocation in NOMA-based remote state estimation,” in Proc. IEEE Globecom, May 2022, pp. 1–6.

[2] P. Park, S. Coleri Ergen, C. Fischione, C. Lu, and K. H. Johansson, “Wireless network design for control systems: A survey,” IEEE Commun. Surveys Tuts., vol. 20, no. 2, pp. 978–1013, 2nd Quart., 2018.

[3] E. Uysal et al., “Semantic communications in networked systems: A data significance perspective,” 2021, arXiv:2103.05391.

[4] A. Zappone, M. Di Renzo, and M. Debbah, “Wireless networks design in the era of deep learning: Model-based, AI-based, or both?” IEEE Trans. Commun., vol. 67, no. 10, pp. 7351–7376, Oct. 2019.

[5] W. Liu, D. E. Quevedo, Y. Li, K. H. Johansson, and B. Vucetic, “Remote state estimation with smart sensors over Markov fading channels,” IEEE Trans. Auton. Control, vol. 67, no. 6, pp. 2743–2757, Jun. 2022.

[6] W. Liu, G. Nair, Y. Li, D. Nescic, B. Vucetic, and H. V. Poor, “On the latency, rate, and reliability tradeoff in wireless networked control systems for IoT,” IEEE Internet Things J., vol. 8, no. 2, pp. 723–733, Jan. 2021.

[7] L. Schenato, “Optimal estimation in networked control systems subject to random delay and packet drop,” IEEE Trans. Autom. Control, vol. 53, no. 5, pp. 1311–1317, Jun. 2008.

[8] J. Yu, Y. Li, D. E. Quevedo, and L. Shi, “Improved results on transmission power control for remote state estimation,” Syst. Control Lett., vol. 107, pp. 44–48, Sep. 2017.

[9] K. Huang, W. Liu, M. Shirvanimoghaddam, Y. Li, and B. Vucetic, “Real-time remote estimation with hybrid ARQ in wireless networked control,” IEEE Trans. Wireless Commun., vol. 19, no. 5, pp. 3490–3504, May 2020.

[10] S. Wu, X. Ren, Q.-S. Jia, K. H. Johansson, and L. Shi, “Learning optimal scheduling policy for remote state estimation under uncertain channel condition,” IEEE Trans. Control Netw. Syst., vol. 7, no. 2, pp. 579–591, Jun. 2020.

[11] S. Wu, X. Ren, S. Dey, and L. Shi, “Optimal scheduling of multiple sensors over shared channels with packet transmission constraint,” Automatica, vol. 96, pp. 22–31, Oct. 2018.

[12] A. S. Leong, A. Ramaswamy, D. E. Quevedo, H. Karl, and L. Shi, “Deep reinforcement learning for wireless sensor scheduling in cyber-physical systems,” Automatica, vol. 113, Mar. 2020, Art. no. 108759.

[13] B. Demirel, A. Ramaswamy, D. E. Quevedo, and H. Karl, “DeepCAS: A deep reinforcement learning algorithm for control-aware scheduling,” IEEE Control Syst. Lett., vol. 2, no. 4, pp. 737–742, Oct. 2018.

[14] L. Yang, H. Rao, M. Lin, Y. Xu, and P. Shi, “Optimal sensor scheduling for remote state estimation with limited bandwidth: A deep reinforcement learning approach,” Inf. Sci., vol. 588, pp. 279–292, Apr. 2022.

[15] W. Liu, K. Huang, D. E. Quevedo, B. Vucetic, and Y. Li, “Deep reinforcement learning for wireless scheduling in distributed networked control,” 2021, arXiv:2109.12562.

[16] Y. Saito, Y. Kishiyama, A. Benjebbour, T. Nakamura, A. Li, and K. Higuchi, “Non-orthogonal multiple access (NOMA) for cellular future radio access,” in Proc. IEEE 77th Veh. Technol. Conf. (VTC Spring), Jun. 2013, pp. 1–5.

[17] M. Pezzutto, L. Schenato, and S. Dey, “Transmission scheduling for remote estimation with multi-packet reception under multi-sensor interference,” IFAC-PapersOnLine, vol. 53, no. 2, pp. 2628–2633, 2020.

[18] M. Pezzutto, L. Schenato, and S. Dey, “Transmission power allocation for remote estimation with multi-packet reception capabilities,” Automatica, vol. 140, Jun. 2022, Art. no. 110257.

[19] A. Forootani, R. Iervolino, M. Tipaldi, and S. Dey, “Transmission scheduling for multi-process multi-sensor remote estimation via approximate dynamic programming,” Automatica, vol. 136, Feb. 2022, Art. no. 110061.

[20] Y. Li, A. S. Mehr, and T. Chen, “Multi-sensor transmission power control for remote estimation through a SINR-based communication channel,” Automatica, vol. 101, pp. 78–86, Mar. 2019.

[21] L. Schenato, B. Sinopoli, M. Franceschetti, K. Poolla, and S. S. Sastry, “Foundations of control and estimation over lossy networks,” Proc. IEEE, vol. 95, no. 1, pp. 163–187, Jan. 2007.

[22] W. Liu, D. E. Quevedo, K. H. Johansson, B. Vucetic, and Y. Li, “Remote state estimation of multiple systems over multiple Markov fading channels,” Aug. 2022, arXiv:2204.01911.

[23] J. Huang, Y. Yang, L. Yin, D. He, and Q. Yan, “Deep reinforcement learning-based power allocation for rate-splitting multiple access in 6G LEO satellite communication system,” IEEE Wireless Commun. Lett., vol. 11, no. 10, pp. 2185–2189, Oct. 2022, doi: 10.1109/LWC.2022.3196408.

[24] X. Hu, S. Liu, R. Chen, W. Wang, and C. Wang, “A deep reinforcement learning-based framework for dynamic resource allocation in multibeam satellite systems,” IEEE Commun. Lett., vol. 22, no. 8, pp. 1612–1615, Aug. 2018.
F. Mao, Z. Li, and L. Li, “Dynamic beam hopping method based on multi-objective deep reinforcement learning for next generation satellite broadband systems,” *IEEE Trans. Broadcast.*, vol. 66, no. 3, pp. 630–646, Sep. 2020.

X. Liao et al., “Distributed intelligence: A verification for multi-agent DRL-based multibeam satellite resource allocation,” *IEEE Commun. Lett.*, vol. 24, no. 12, pp. 2785–2789, Dec. 2020.

X. Hu et al., “Multi-agent deep reinforcement learning-based flexible satellite payload for mobile terminals,” *IEEE Trans. Veh. Technol.*, vol. 69, no. 9, pp. 9849–9865, Sep. 2020.

Z. Lin, Z. Ni, L. Kuang, C. Jiang, and Z. Huang, “Dynamic beam pattern and bandwidth allocation based on multi-agent deep reinforcement learning for beam hopping satellite systems,” *IEEE Trans. Veh. Technol.*, vol. 71, no. 4, pp. 3917–3930, Apr. 2022.

J. Wei and D. Ye, “On two sensors scheduling for remote state estimation with a shared memory channel in a cyber-physical system environment,” *IEEE Trans. Cybern.*, early access, Sep. 29, 2021, doi: 10.1109/Tcyb.2021.3112677.

P. Sadeghi, R. Kennedy, P. Rapajic, and R. Shams, “Finite-state Markov models for isolated traffic signal control,” *Mag. Electron. Commun. Counc. China*, vol. 71, no. 4, pp. 3917–3930, Apr. 2022.

Y. Cao, L. Zhang, and Y.-C. Liang, “Deep reinforcement learning for NOMA in the uplink: Delay analysis with imperfect CSI and finite-length coding,” *IEEE Trans. Wireless Commun.*, vol. 19, no. 6, pp. 3879–3893, Jun. 2020.

M. Vaezi, R. Schober, Z. Ding, and H. V. Poor, “Non-orthogonal multiple access: Common myths and critical questions,” *IEEE Commun. Mag.*, vol. 56, no. 5, pp. 174–180, Oct. 2018.

A. N. Barreto and R. D. Vieira, “A critical analysis of receiver diversity with multiple antennas with spatially coloured noise,” in *Proc. IEEE 9th Workshop Signal Process. Syst. Adv. Mobile Commun.*, Jul. 2008, pp. 471–475.

Y. Cao, L. Zhang, and Y.-C. Liang, “Deep reinforcement learning for channel and power allocation in UAV-enabled IoT systems,” in *Proc. IEEE Global Commun. Conf. (GLOBECOM)*, Dec. 2019, pp. 1–6.

V. Mith et al., “Playing Atari with deep reinforcement learning,” 2013, arXiv:1312.5602.

S. Wang, S. Bi, and Y.-J.-A. Zhang, “Deep reinforcement learning with communication transformer for adaptive live streaming in wireless edge networks,” *IEEE J. Sel. Areas Commun.*, vol. 40, no. 1, pp. 308–322, Jan. 2022.

C.-H. Liu, Z. Chen, J. Tang, J. Xu, and C. Piao, “Energy-efficient UAV control for effective and fair communication coverage: A deep reinforcement learning approach,” *IEEE J. Sel. Areas Commun.*, vol. 36, no. 9, pp. 2059–2070, Sep. 2018.

D. Chen, Q. Qi, Z. Zhuang, J. Wang, J. Liao, and Z. Han, “Mean field deep reinforcement learning for fair and efficient UAV control,” *IEEE Internet Things J.*, vol. 8, no. 2, pp. 813–828, Jan. 2021.

M. Sewak, Deep Reinforcement Learning—Frontiers of Artificial Intelligence, 1st ed. Singapore: Springer, 2019, ch. 10, pp. 129–130.

Y. Xiao, J. Liu, J. Wu, and N. Ansari, “Leveraging deep reinforcement learning for traffic engineering: A survey,” *IEEE Commun. Surveys Tuts.*, vol. 23, no. 4, pp. 2064–2097, 4th Quart., 2021.

M. Morales, Grokking Deep Reinforcement Learning, 1st ed. Shelter Island, NY, USA: Manning Publications, 2020, ch. 11, pp. 342–343.

F. Mao, Z. Li, and L. Li, “A comparison of deep reinforcement learning models for isolated traffic signal control,” *IEEE Intell. Transp. Syst. Mag.*, early access, Feb. 14, 2022, doi: 10.1109/MITS.2022.3144797.

T. N. Larsen, H. Œ. Teigen, T. Laache, D. Varagnolo, and A. Rasheed, “Comparing deep reinforcement learning algorithms’ ability to safely navigate challenging waters,” *Frontiers Robot AI*, vol. 8, Sep. 2021, Art. no. 738113.

T. Yang, L. Zhao, W. Li, and A. Y. Zomaya, “Reinforcement learning in sustainable energy and electric systems: A survey,” *Annu. Rev. Control*, vol. 49, pp. 145–163, Jan. 2020.

J. Schulman, F. Wolski, P. Dhariwal, A. Radford, and O. Klimov, “Proximal policy optimization algorithms,” Aug. 2017, arXiv:1707.06347.