Geometric properties of solutions to the total variation denoising problem
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\textbf{Abstract}

This article studies the denoising performance of total variation (TV) image regularization. More precisely, we study geometrical properties of the solution to the so-called Rudin-Osher-Fatemi total variation denoising method. The first contribution of this paper is a precise mathematical definition of the ‘extended support’ (associated to the noise-free image) of TV denoising. It is intuitively the region which is unstable and will suffer from the staircasing effect. We highlight in several practical cases, such as the indicator of convex sets, that this region can be determined explicitly. Our second and main contribution is a proof that the TV denoising method indeed restores an image which is exactly constant outside a small tube surrounding the extended support. The radius of this tube shrinks toward zero as the noise level vanishes, and we are able to determine, in some cases, an upper bound on the convergence rate. For indicators of so-called ‘calibrable’ sets (such as disks or properly eroded squares), this extended support matches the edges, so that discontinuities produced by TV denoising cluster tightly around the edges. In contrast, for indicators of more general shapes or for complicated images, this extended support can be larger. Beside these main results, our paper also proves several intermediate results about fine properties of TV regularization, in particular for indicators of calibrable and convex sets, which are of independent interest.
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1. Introduction

The total variation (TV) denoising method was introduced by Rudin, Osher and Fatemi in [78]. It is one of the first proposed nonlinear image restoration methods, and has had an enormous impact on shaping modern imaging sciences. Despite being quite old, this method is still routinely used today, and its popularity probably stems from both its simplicity and its ability to restore ‘cartoon-looking’ images. While far from being the state of the art for denoising in terms of performance (see section 1.2 for some more recent works), it is still featured as a benchmark in most papers being published on image restoration.

1.1. Total variation denoising

The total variation a function \( u \in L^2(\mathbb{R}^2) \) is defined as

\[
J(u) \overset{\text{def.}}{=} \int_{\mathbb{R}^2} |Du| \overset{\text{def.}}{=} \sup \left\{ \int_{\mathbb{R}^2} u \text{div} z; \ z \in C_c^1(\mathbb{R}^2, \mathbb{R}^2), \ \|z\|_{\infty} \leq 1 \right\}.
\]

(1)

Given some noisy input function \( f \), following [78], we are interested in the total variation denoising problem

\[
\min_{u \in L^2(\mathbb{R}^2)} \lambda J(u) + \frac{1}{2} \|u - f\|_{L^2}^2. \quad (P_N(f))
\]

Here, \( \lambda > 0 \) is the regularization parameter, and it should adapted by the user to the noise level.

The goal of this paper is to study the ability to restore the geometrical structures (in particular the edges) of some (typically unknown) noise-free function \( f \) by solving \( P_N(f + w) \), i.e. by applying TV regularization to the input noisy image \( f + w \). Here \( w \) accounts for some additive noise in the image formation process, and is assumed to have a finite \( L^2 \) norm \( \|w\|_{L^2} \).

Let us first emphasize that our analysis focusses on regimes where the noise and the regularization parameter are small. It is not very difficult to see that, as \( \lambda \to 0^+ \) and \( \|w\|_{L^2} \to 0^+ \), the solution \( u_{\lambda,N} \) to \( P_N(f + w) \) converges towards \( f \) in the \( L^2 \) topology. Our goal is to describe this convergence more precisely: is it possible to say that the level lines of \( u_{\lambda,w} \) converge to those of \( f \)? In what sense? Moreover, does the support of \( Du_{\lambda,w} \) converge towards the support of \( Df \)? These questions are all the more important as it is widely acknowledged in image analysis theory that the shape information of an image is contained in the level sets of an image [80, 85], determined in particular by their boundary.

1.2. Previous works

Image restoration. The TV denoising method, often referred to as the Rudin-Osher-Fatemi (ROF) model, was introduced in [78]. Its basic properties (including the existence and uniqueness of the solution) are derived in [37]. We refer to [38] for an introduction to this model and an overview of its numerous applications in image processing. A thorough study of its properties can be found in [3, 4]. It is important to realize that TV is no longer the state of the art in imaging sciences, and we refer to recent works such as [2, 24, 42, 75] that obtain superior denoising performance on natural images by exploiting more complex and involved regularizers and statistical models.

Beyond denoising, TV methods have been used successfully to solve a wide range of ill-posed inverse problems, see for instance [1, 39, 40, 68]. Following the work of Meyer [70], TV regularization in conjunction to a norm dual of TV (favoring oscillations) is used to separate texture from structure, see for instance [16]. In a finite dimensional setting (using a
discretization of the gradient operator), TV methods have been used to solve compressed sensing, where the linear operator is randomized [71, 74] to obtain accurate reconstructions when the number of random samples is nearly proportional to the number of the discretized edges.

**Jump sets stability.** The use of non-smooth (possibly non-convex) regularizations to restore edges and promote sharp features has been advocated by Mila Nikolova. She provided in a series of papers a detailed analysis of a general class of regularization schemes which admit piecewise smooth solutions, see for instance [72]. In the case of the TV regularization, this analysis can be refined. Explicit solutions are known, mostly in 1D and for radial 2D functions (see for instance [81]), as well as for indicators of convex sets in the plane [5, 8]. They suggest that TV methods indeed do maintain sharp features. A landmark result is presented in [29] which shows that total variation regularization does not introduce new jumps, i.e. the ‘jump set’ of the solution of $(P_\lambda(f))$ is included in the one of the input $f$. A review of this result and extensions can be found in [83].

These results are, however, of little interest when $f$ is replaced by a noisy function $f + w$ (which is the setting of practical use of the method), since the noise $w$, which is only assumed to be in $L^2$, might introduce jumps everywhere. It is actually the presence of this noise which is responsible for the ‘staircasing’ effect, which creates spurious edges in flat area. Properties of this staircasing are studied in 1D [76] and in higher dimension in [59]. It is the purpose of the present paper to fill this theoretical gap by analyzing the impact of the noise on the jump set of the solution to $P_\lambda(f + w)$, when both $\|w\|_{L^2}$ and $\lambda$ are not too large.

**Calibrable and Cheeger sets.** Of particular importance for the analysis of TV methods are indicator functions of sets, and their behavior under the regularization. Indicator functions which are invariant (up to a rescaling) under TV denoising define so-called ‘calibrable’ sets. These sets play the role of ‘stable’ sets and one expects the corresponding edges to be well restored by TV denoising, a statement which is made precise in the present paper. We refer to section 3.4 for a detailed description of these sets and their basic properties. An important result is the full characterization of convex calibrable sets in [7]. We remark also that the indicators of calibrable sets are in fact eigenvectors of the curvature operator [18]. This operator informally reads $\text{div} \left( \frac{Du}{|Du|} \right)$, and is also known as the 1-Laplacian, see [62]. These eigenvectors can be used for image processing purposes, as advocated in [20]. The study of fine geometrical properties of TV minimizers is thus deeply linked with geometric measure theory and in particular sets of finite perimeters [12, 67]. In particular, the construction of calibrable sets is related to minimal surface problems [51] and capillarity problems [65]. Calibrable sets are also related to Cheeger sets, which are subsets of a given set minimizing the ratio of perimeter over area. These Cheeger sets are useful in the construction of solutions to the TV denoising problem. Cheeger sets associated to a given convex sets are unique [6, 30, 60], and can be approximated using either $p$-Laplacian [61] or strictly convex penalizations [27] to recover an unique maximal set, which can in turn be computed numerically [28].

**TV flow.** While our paper studies variational problems, a closely related denoising method is obtained by solving the PDE obtained as a gradient flow of $J$, see [19] for a formal definition. In this setting, the evolution time $t$ plays the role of $\lambda$. This TV flow can be shown in 1D, for characteristic of convex sets and for radial functions to be equivalent to the TV regularization $(P_\lambda(f))$, see [22, 23, 59, 76]. All the results available for the variational formulation $(P_\lambda(f))$ have equivalent formulations in the PDE setting, such as explicit solutions for the indicators of convex sets [8] and the evolution of the jump-set [31]. Some of these results have been extended to more general PDE’s, see [13].
1D setting and statistical estimation. 1D TV denoising, sometimes referred to as the ‘taut string method’ [69], is a method of choice to perform statistical analysis of time series and in particular to detect jumps and transitions. In 1D, TV flow and TV regularization are known to be equivalent [22, 76]. In the special 1D case, it is possible to compute exactly the solution on a grid of \( P \) points in \( O(P^2) \) operations using a dynamic programming method [41, 45, 55, 57]. Similarly to wavelet thresholding estimators, 1D TV denoising is known to achieve asymptotic optimal estimation results [69]. This optimality is however measured in term of \( L^2 \) error, which does not provide geometric information about the location of jumps. A more precise analysis of the distribution of the jumps is provided in [44]. This analysis is however probabilistic and does not extend to higher dimensions, whereas we targets a deterministic geometric analysis in 2D (although some of our results cover the general \( N \)-dimensional case).

Inverse problem and source condition. The systematic study of noise stability of regularization schemes for general regularizing functionals \( J \) relies on the so-called source-condition [79], which reads in the simple denoising setting that \( \partial J(f) \) should be non-empty (see section 3.3 for a primer on the total variation sub-differential \( \partial J \)). For non-smooth regularizations over Banach spaces, this study started with the seminal paper of Burger and Osher [26] who show that this source condition implies stability of the solution according to the Bregman divergence associated to \( J \). This Bregman measure of stability is however quite weak, and in particular it does not lead to a precise geometric characterization of the restored jump set. Our analysis can be seen as a generalization and refinement of this approach, as highlighted in section 2. Note that under a non-degeneracy condition, namely that 0 is in the relative interior of \( \partial J(f) \), it is possible to state much stronger results, as detailed in the book [79] for \( \ell^1 \)-based methods. These results however do not cover the TV regularization and can only be applied to discretized versions of TV regularization problems, see [82].

Numerical algorithms. While this is not the topic of this article, let us note that the discretization (often using finite differences) and the numerical resolution of \( (P_\lambda(f)) \) is notoriously difficult, in large part because of the non-smoothness of the TV functional \( J \). Early algorithms rely on various smooth approximations of \( J \) [37, 84]. The dual projected gradient method proposed by [34] started a wave of activity on the use of first order proximal splitting schemes to solve \( (P_\lambda(f)) \) with a provably convergent scheme, see for instance [17] for accelerated first order schemes. Another option is to solve exactly the denoising problem using graph-cuts methods [58], see also [35, 43, 64] and the references therein. These algorithms work however only for the anisotropic total variation, and thus do not cover our \( J \) functional, which is the isotropic total variation. Let us also recall that TV methods, and their discretizations, are intimately linked with iterative nonlinear filterings, and in particular local median filters, see [25].

2. A brief overview of our results

A common approach to studying the stability properties of a variational problems is by analysis of the source condition. To explain our approach, we first recall a result of Burger and Osher [26] which provides a link between the source condition and the stability of regularized solutions: given \( f \in L^2(\mathbb{R}^2) \) with finite total variation, suppose that the source condition holds, i.e. there exists some \( v \in \partial J(f) \) such that \( v = -\text{div} \ z \) for some \( z \in L^{\infty}(\mathbb{R}^2, \mathbb{R}^2) \) with \( \|z\|_{L^{\infty}} \leq 1 \). Note that elements in \( \partial J(f) \) are often referred to as dual certificates. Let \( T \subset \mathbb{R}^2 \) and \( \delta \in (0, 1) \) be such that \( |z(x)| < 1 - \delta \) for a.e. \( x \not\in T \). Then, \( u_{\lambda,w} \), the solution to \( P_\lambda(f + w) \) satisfies
While this result informs us that the variation of $u_{\lambda,w}$ is concentrated in the region $T$, it does not provide any information on the regions where $Du_{\lambda,w}$ is identically zero and no information is given about how the support of $Du_{\lambda,w}$ differs from the support of $Df$.

Instead of studying any $v \in \partial J(f)$, in this paper, we shall study the minimal norm certificate

$$v_{0,0} \overset{\text{def.}}{=} \text{argmin} \{ \|v\|_{L^2}; \ v \in \partial J(f) \}. \quad (2)$$

The minimal norm certificate was first proposed in [46] for studying the support of solutions to the sparse spikes deconvolution problem using total variation of measures regularization, but in this particular framework of denoising, it is also known as the minimal section of $\partial J(f)$ [79]. Although dual certificates have been widely used to derive stability properties of solutions to the sparse spikes deconvolution problem in terms of the $L^2$ norm, see for instance [56], the novelty of the minimal norm certificate (which is itself a dual certificate) is that it additionally addresses support stability questions such as the number and the location of the recovered diracs.

In this paper, we follow the same philosophy: similarly to the problem of sparse spikes deconvolution, we show that the minimal norm certificate naturally gives rise to the definition of an instability region which we refer to as the extended support. This region, in turn, governs the support of the regularized solution in the low noise regime. Unlike previous works, our analysis is carried out for this very specific dual certificate and in doing so, we are able to characterize the support stability of the total variation denoising problem.

We now present a sketch of why the minimal norm certificate (2) governs the support of the regularized solutions in the low noise regime:

### 2.1. The significance of the minimal norm certificate for support stability

The minimal norm certificate arises naturally as the strong $L^2$ limit of $v_{\lambda,w}$, the solutions to the dual problems associated with $(P_\lambda(f+w))$ as $\lambda$ and $\|w\|_{L^2}/\lambda$ converges to 0. The significance of this is that if $u_{\lambda,w}$ and $v_{\lambda,w}$ are respectively the primal and the dual solutions associated with $(P_\lambda(f+w))$, then $v_{\lambda,w} \in \partial J(u_{\lambda,w})$ and a consequence of this is that

$$\text{Supp} \ (Du_{\lambda,w}) = \bigcup \{ \partial^s F; \ |F| < \infty, \ P(F) = \pm \int v_{\lambda,w} \}. \quad (3)$$

where $\partial^s F$ denotes the reduced boundary of the set $F$. Thus, one observes that $v_{\lambda,w}$ is intimately linked to the level sets of $u_{\lambda,w}$ and intuitively, one can infer information on the level sets of $u_{\lambda,w}$ since $v_{0,0}$ is the strong $L^2$ limit of $v_{\lambda,w}$. In particular, in light of (3), one would expect $\text{Supp} \ (Du_{\lambda,w})$ to be concentrated around the extended support of $f$, which can be written as

$$\text{Ext}(Df) = \bigcup \{ \partial^s E; \ |E| < +\infty \text{ and } \pm \int_E v_{0,0} = P(E) \}. \quad (4)$$

The dual problems associated to $(P_\lambda(f+w))$ and their limit is discussed in section 4, while the relationship between the subdifferential and the level sets of a function is recalled in section 3.5 and in particular, proposition 4. The notion of the extended support is described in section 6. Examples of the minimal norm certificate and the expected support can also be found, respectively, in sections 4.4 and 6.2.
2.2. Properties of the level sets

To formalize the link between \( v_{0,0} \) and the level sets of \( u_{\lambda,w} \), we derive some properties on the level sets of \( u_{\lambda,w} \) in section 5. In particular, we show that for all \( \lambda \) and \( \|w\|_{L^2} \) sufficiently small,

(i) there exists uniform upper (see lemma 2) and lower bounds (see lemma 3) on the perimeters and measures of the level sets of \( u_{\lambda,w} \),

(ii) there exists some ball which contains all level sets of \( u_{\lambda,w} \) (see lemma 4),

(iii) there is a uniform weak regularity on the boundaries of the level sets of \( u_{\lambda,w} \) (see proposition 7), so that despite the inevitable lack of strong regularity results (as explained in section 3.6), this uniform weak regularity essentially prevents the boundaries from exhibiting singularity properties such as cusps.

Using the properties described above, we show in section 7 that one can exploit compactness properties of the level sets of \( u_{\lambda,w} \) to prove our main result, theorem 1, which shows that \( \text{Supp}(Du_{\lambda,w}) \) is contained inside a small neighbourhood around \( \text{Ext}(Df) \). In particular, given sequences \( w_n \in L^2(\mathbb{R}^2) \) and \( \lambda_n \in \mathbb{R}_+ \) such that \( \|w_n\|_{L^2}/\lambda_n \to 0 \) as \( n \to +\infty \), the conclusion of our main result is that

\[
\text{Supp}(Df) \subseteq \liminf_{n \to +\infty} \text{Supp}(Du_{\lambda_n,w_n}) \subseteq \limsup_{n \to +\infty} \text{Supp}(Du_{\lambda_n,w_n}) \subseteq \text{Ext}(Df),
\]

where the limits are in the sense of Painlevé-Kuratowski set convergence, which we recall in section 3.1.

2.3. Further extensions

Stability estimates in the absence of the source condition. Section 8 presents stability analysis for cases where the source condition is not satisfied, i.e. \( \partial J(f) = \emptyset \). One important class of functions which this covers are the indicator functions on convex sets with nonsmooth boundary, such as the square. To our knowledge, there were no previous studies on stability analysis in the absence of the source condition and hence, no stability guarantees for even the simple case of denoising the indicator function of a square. Although in this case, the minimal norm certificate is not defined, we show in theorem 2 that the techniques developed in the analysis of the minimal norm certificate can be adapted to such special cases to derive stability estimates for general convex sets.

Convergence rates. We stress that via the approach of [26], characterization of the regions where the variation of \( u_{\lambda,w} \) is small is possible only when the source condition holds and there is precise knowledge of the extremal points and decay of some vector field \( z \in L^2(\mathbb{R}^2, \mathbb{R}^d) \) for which \( v = -\text{div} z \in \partial J(f) \). In general, this vector field is not unique and such precise characterization is a difficult problem. In contrast, via our approach, explicit knowledge of the vector field associated with the minimal norm certificate is not essential, and in fact, the definition of the extended support is dependent only \( v_0 \) and not on the vector fields \( z \) for which \( v_0 = -\text{div} z \).

Nonetheless, we show in section 9 that in the special cases where the vector field associated with \( v_0 \) is known, our main result in theorem 1 can be further refined. More specifically, we provide in theorem 3 an explicit upper bound on the rate of shrinkage of the tube around the extended support with respect to the decay of the noise level. For the indicator function on a calibrable set \( C \) with \( \mathcal{H}^d \) boundary, we describe an explicit construction of the vector field \( z_0 \) associated with the minimal norm certificate with \( |z_0| < 1 \) on all compact subsets of \( \mathbb{R}^d \setminus \partial C \). Therefore, our main result can be seen as a refinement of the work of [26] and can be applied in much greater generality. Some numerical examples are
presented in section 10 for the illustration of our theoretical results with respect to the underlying vector field.

3. Preliminaries

The main contributions of our paper are presented in sections 4 to 9 with some numerical illustrations in section 10; the purpose of this section is to recall some essential results which are applied throughout this paper.

3.1. Set convergence

We shall use the notion of Painlevé-Kuratowski set convergence (see [77] for more detail). Given a sequence of sets \( \{S_n\}_{n \in \mathbb{N}} \), with \( S_n \subseteq \mathbb{R}^2 \), let us define the outer (resp. inner) limit of \( \{S_n\}_{n \in \mathbb{N}} \) as

\[
\limsup_{n \to +\infty} S_n \overset{\text{def.}}{=} \{ x \in \mathbb{R}^2 ; \liminf_{n \to +\infty} \text{dist}(x, S_n) = 0 \},
\]

(4)

(resp.) \[
\liminf_{n \to +\infty} S_n \overset{\text{def.}}{=} \{ x \in \mathbb{R}^2 ; \limsup_{n \to +\infty} \text{dist}(x, S_n) = 0 \}.
\]

(5)

It is clear that \( \liminf_{n \to +\infty} S_n \subseteq \limsup_{n \to +\infty} S_n \). Moreover, those two sets are closed. We say that \( S_n \) converges towards \( S \subseteq \mathbb{R}^2 \), i.e. \( \lim_{n \to +\infty} S_n = S \), if

\[
\liminf_{n \to +\infty} S_n = S = \limsup_{n \to +\infty} S_n.
\]

(6)

If the sequence \( S_n \) is bounded (there exists \( R > 0 \) such that \( S_n \subseteq B(0, R) \) for all \( n \) large enough), then the Painlevé-Kuratowski convergence is equivalent to the so-called Hausdorff convergence, that is,

\[
\lim_{n \to +\infty} \sup_{x \in S \cup S_n} |\text{dist}(x, S_n) - \text{dist}(x, S)| = 0.
\]

(7)

3.2. Functions with bounded variation and sets with finite perimeter

We briefly recall some properties of functions of bounded variations and sets of finite perimeter. We refer the reader to [11, 67] for a comprehensive treatment of the subject.

Total variation, perimeter. Given \( u \in L^1_{\text{loc}}(\mathbb{R}^2) \), its total variation is equal to

\[
\int_{\mathbb{R}^2} |Du| \overset{\text{def.}}{=} \sup \left\{ \int_{\mathbb{R}^2} u \text{ div } z ; z \in C^1_c(\mathbb{R}^2, \mathbb{R}^2), \|z\|_{\infty} \leq 1 \right\}.
\]

If \( J(u) < +\infty \), we say that \( u \) has bounded variation. The mapping \( u \mapsto J(u) \) is lower semi-continuous with respect to the \( L^1_{\text{loc}}(\mathbb{R}^2) \) topology (hence for the \( L^2 \) topology).

If \( E \subseteq \mathbb{R}^2 \) is a measurable set, we denote by \( |E| \) its two-dimensional Lebesgue measure. The set \( E \) is said to be of finite perimeter if \( J(1_E) < +\infty \), where \( 1_E \) is the indicator function of \( E \). Its perimeter is defined as \( P(E) = \int_{\partial^* E} |Du| \). For a Borel set \( S \subseteq \mathbb{R}^2 \), \( \mathcal{H}^1 \) denotes the one-dimensional Hausdorff measure restricted to \( S \), namely \( \mathcal{H}^1 \cap S(A) = \mathcal{H}^1(A \cap S) \).
The reduced boundary of \( E \) is defined as
\[
\partial^* E \overset{\text{def.}}{=} \left\{ x \in \text{Supp} \{ D1_E \}; \quad \nu_E(x) \overset{\text{def.}}{=} \lim_{r \to 0} -\frac{D1_E(B(x, r))}{|D1_E(B(x, r))|} \right\} \quad \text{exists and } |\nu_E(x)| = 1
\]

The vector \( \nu_E(x) \) is the measure theoretic outer unit normal to \( E \). When the context is clear, we shall write \( \nu \) instead of \( \nu_E \). Moreover, \( D1_E = -\nu_E \mathcal{H}^1 \partial^* E \), and \( |D1_E(A)| = \mathcal{H}^1(\partial^* E \cap A) \) for all open set \( A \subseteq \mathbb{R}^2 \).

In the following, we use the construction in [51, Prop. 3.1] so as to always consider a Lebesgue representative of \( E \) such that for all \( x \) in the topological boundary \( \partial E \),
\[
0 < |E \cap B(x, r)| < |B(x, r)|.
\]
Then, with this representative,
\[
\text{Supp} \{ D1_E \} = \partial^* E = \partial E.
\]

The area and the perimeter are related by the so-called isoperimetric inequality: for any Lebesgue measurable set \( E \subseteq \mathbb{R}^2 \),
\[
c_2 \min\{|E|, |\mathbb{R}^N \setminus E| \} \leq (P(E))^2,
\]
where \( c_2 = 4\pi \) is the isoperimetric constant.

**Level sets and the coarea formula.** The coarea formula relates the total variation of a function \( f \in L^1_{\text{loc}}(\mathbb{R}^2) \) and the perimeter of its level sets. Define the level sets of \( f \) as
\[
F(t) \overset{\text{def.}}{=} \{ x \in \mathbb{R}^2; f(x) \geq t \} \text{ for } t \geq 0,
\]
\[
G(t) \overset{\text{def.}}{=} \{ x \in \mathbb{R}^2; f(x) \leq t \} \text{ for } t < 0.
\]
It is clear that \( |F(t)| < +\infty \) except possibly for \( t = 0 \). Moreover, the family is monotone on \([0, +\infty)\) and \((-\infty, 0)\) with
\[
F(t) = \bigcap_{0 < t' < t} F(t') \text{ for } t > 0, \quad F(t) = \bigcap_{0 > t' > t} F(t') \text{ for } t < 0.
\]

We handle 0 as a special case with \( F(0) = \mathbb{R}^2 \setminus \bigcup_{t < 0} F(t) \). Now, given an open set \( U \subseteq \mathbb{R}^2 \), the coarea formula states that if \( J(f) < +\infty \) then
\[
\int_U |Df| = \int_{-\infty}^{+\infty} P(F(t); U) \, dt,
\]
where \( P(F(t); U) \overset{\text{def.}}{=} |D1_E|(U) \).

### 3.3. Subdifferential of \( J \)

In the following, unless otherwise stated, we use the \( L^2(\mathbb{R}^2) \) topology. The functional \( J : L^2(\mathbb{R}^2) \to \mathbb{R} \cup \{+\infty\} \) is convex, proper lower semi-continuous. It is in fact the support function of the closed convex set
\[
\{ \text{div } z; \quad z \in X_2(\mathbb{R}^2), \|z\|_{\infty} \leq 1 \} \subseteq L^2(\mathbb{R}^2),
\]
where we defined
\[
X_2(\mathbb{R}^N) \overset{\text{def.}}{=} \{ z \in L^\infty(\mathbb{R}^2, \mathbb{R}^2); \text{div } z \in L^2(\mathbb{R}^2) \}.
\]
As a result, it is possible to prove that
\[
\partial J(0) = \{ \text{div } z; \quad z \in X_2(\mathbb{R}^2), \|z\|_{\infty} \leq 1 \}.
\]
Provided that $J(u) < +\infty$, $Du$ is a Radon measure, i.e it is possible to evaluate $(z, Du)$ for all vector field $z \in C^0_c(\mathbb{R}^2; \mathbb{R}^2)$. Following the construction by Anzellotti [14], it is possible to define $(z, Du)$ for less smooth $z$, namely $z \in X_\sigma(\mathbb{R}^N)$ provided that $u \in L^2(\mathbb{R}^2)$ and $J(u) < +\infty$. Given $\varphi \in \mathcal{E}_0^1(\mathbb{R}^2)$, define

$$\langle (z, Du), \varphi \rangle = -\int_{\mathbb{R}^2} u(x) \varphi(x) \text{div } z(x) \, dx - \int_{\mathbb{R}^2} u(x) z(x) \cdot \nabla \varphi(x) \, dx.$$  

Then $(z, Du)$ is a Radon measure which is absolutely continuous with respect to $|Du|$, with

$$|\langle (z, Du), \varphi \rangle| \leq ||\varphi||_{\infty} ||z||_{L^\infty(U)} \int_U |Du|,$$

for all $\varphi \in \mathcal{E}_0^1(\mathbb{R}^2)$ and $U \subset \mathbb{R}^2$ open such that $\text{Supp } (\varphi) \subset U$. Moreover, the following integration by parts holds:

$$\int_{\mathbb{R}^2} u \text{div } z = -\int_{\mathbb{R}^2} (z, Du).$$

If $\theta(z, Du)$ denotes the Radon–Nikodym derivative of $(z, Du)$ with respect to $|Du|$, we may also write $\int_{\mathbb{R}^2} (z, Du) = \int_{\mathbb{R}^2} \theta(z, Du) \, d|Du|$.  

**Remark 1.** If $u$ is smooth, then $(z, Du)$ can be interpreted as a (defined almost everywhere) pointwise inner product:

$$\int_B (z, Du) = \int_B z(x) \cdot \nabla u(x) \, dx \quad \text{for any Borel set } B \subseteq \mathbb{R}^2.$$  

If $u$ is the characteristic function of set with finite perimeter $E \subset \mathbb{R}^2$, then

$$\int_E \text{div } z(x) \, dx = \int_E (z, -D1_E).$$

The question whether it is possible to give a pointwise meaning to $(z, -D1_E)$ is investigated in [21, 36]. In [21], under some regularity assumption on $z$ (which holds if $\text{div } z \in \partial J(1_E)$), it is interpreted as $(z, -D1_E) = Tz \cdot \nu_E \partial^* E$, where $Tz$ is the full trace of $z$ defined on $\mathcal{H}^1$-a.e. on $\partial^* E$ [21]. In [36], it is shown that (in dimension $N = 2$ or 3), if $\text{div } z \in \partial J(1_E) \cap L^N(\mathbb{R}^N)$, then every point of the reduced boundary $\partial^* E$ is a Lebesgue point of $z$, with thus $z = \nu_E \partial^* E$-a.e. on $\partial^* E$.

In the general case, recalling that $|1_E| = \mathcal{H}^1 \setminus \partial^* E$, we shall write

$$\int_E \text{div } z(x) \, dx = \int_{\partial^* E} \theta(z, -D1_E) \, d\mathcal{H}^1,$$

keeping in mind that in regular cases this amounts to $\int_{\partial^* E} z \cdot \nu_E \, d\mathcal{H}^1$.

**Remark 2.** That enables us to interpret the optimality $\int_{\mathbb{R}^2} uv = J(u)$ as an ‘optimality $|Du|$-almost everywhere’:

$$\int_{\mathbb{R}^2} u \text{div } z = \int_{\mathbb{R}^2} |Du| \leftrightarrow -\int_{\mathbb{R}^2} (z, Du) = \int_{\mathbb{R}^2} |Du|$$

$$\leftrightarrow 0 = \int_{\mathbb{R}^2} (1 + \theta(z, Du)) \, d|Du|,$$

where $\theta(z, Du)$ is the Radon–Nikodym derivative of $(z, Du)$ with respect to $|Du|$. Since $|\theta(z, Du)| \leq 1$, this implies that in fact the equality $(z, Du) = -|Du|$ holds $|Du|$-a.e.
Informally, recalling that \( \|z\|_{\infty} \leq 1 \), this means that
\[
z = -\frac{Du}{|Du|}, \quad |Du| - \text{almost everywhere.}
\]

In other words, \( z \) must be orthogonal to the level lines, and its saturation points contain the support of \( Du \) (see also [21, 36] for more rigorous statements).

**Examples.** Let us examine two examples which can be found in [70].

**Characteristic function of a disc:** Given \( R > 0 \), consider the vector field
\[
z(x) = \begin{cases} \frac{x}{R} & \text{if } |x| \leq R, \\ \frac{|x|}{\sqrt{x^2+y^2}} & \text{otherwise.} \end{cases} \tag{13}
\]

One may check that \( z \in L^{\infty}(\mathbb{R}^2, \mathbb{R}^2) \), \( \text{div } z = \frac{2}{R} \mathbb{1}_{B(0,R)} \in L^{\infty}(\mathbb{R}^2, \mathbb{R}^2) \), \( |z|_{\infty} \leq 1 \), and \( z \cdot \nu = 1 \) on \( \{x \in \mathbb{R}^2; |x| = R\} \). Hence \( z \in \partial J(u) \) for \( u = \mathbb{1}_{B(0,R)} \).

**Characteristic function of a square:** Let \( \mathbb{1}_{[0,1]^2} \) be the characteristic function of the unit square. It turns out that \( \partial J(u) = \emptyset \). The argument provided in [70] is the following.

Assume that there exists \( v \in \partial J(u) \) and let \( z \in L^{\infty}(\mathbb{R}^2, \mathbb{R}^2) \) be the corresponding vector field. We denote by \( T \) the triangle \( \{x \in \mathbb{R}^2; 0 \leq x_1 \leq 1, 0 \leq x_2 \leq 1, x_1 + x_2 \leq \varepsilon\} \) and by \( \nu \) its outer unit normal (defined \( \mathcal{H}^1 \)-a.e.). By the Gauss–Green theorem:
\[
\int_{T} \text{div } z = \int_{\partial T} \nu(\zeta, -Du_T) d\mathcal{H}^1.
\]

Since \( v = \text{div } z \in L^2(\mathbb{R}^2) \), the left term is upper-bounded by \( \sqrt{\int_{T} (\text{div } z)^2} \sqrt{|T|} = o(\varepsilon) \) whereas the right term is lower-bounded by \( (2 - \sqrt{2})\varepsilon \). This is a contradiction. Hence \( \partial J(u) = \emptyset \).

### 3.4. Calibrable sets in \( \mathbb{R}^2 \)

A remarkable family of elements of \( \partial J(0) \) is the family of characteristic functions of sets \( F \) such that \( \lambda_F \mathbb{1}_F \in \partial J(1_F) \) for some \( \lambda_F \in \mathbb{R} \). This family of functions, known as the calibrable sets, will serve as a prime example in the illustration of our theoretical results. In this section, we recall some key results about these functions.

**3.4.1. Sets that evolve at constant speed.** The work [19] presented a study on the total variation flow \( u_t = -\partial J(u) \), namely:
\[
\frac{\partial u}{\partial t} = \text{div} \left( \frac{Du}{|Du|} \right), \tag{14}
\]
in \( [0, \infty) \times \mathbb{R}^2 \) subject to initial data \( u(\cdot, 0) = u_0 \in L^1(\mathbb{R}^2) \). They prove existence and uniqueness of a ‘strong solution’ (see [19]) for all initial data \( u_0 \in L^1(\mathbb{R}^2) \), and existence and uniqueness of an ‘entropy solution’ for \( u_0 \in L^1_{\text{loc}}(\mathbb{R}^N) \). In the second part of the paper, they characterize the bounded sets of finite perimeter \( \Omega \) such that \( u = \mathbb{1}_\Omega \) satisfies
\[
-\text{div} \left( \frac{Du}{|Du|} \right) = \lambda_\Omega u, \quad \text{where} \quad \lambda_\Omega \overset{\text{def.}}{=} \frac{P(\Omega)}{|\Omega|}, \tag{15}
\]
Such sets are exactly the sets which evolve with constant boundary, i.e. such that $u(x, t) = \lambda(t)1_{\Omega}(x)$, with $\lambda \geq 0$, and they are called calibrable. They are characterized by the fact that $\lambda \Omega \in \partial J(1_{\Omega})$:

**Definition 1 (Calibrable sets).** A set of finite perimeter $\Omega \subseteq \mathbb{R}^2$ is said to be calibrable if, writing $v = 1_{\Omega}$, there exists a vector field $z \in L^\infty(\mathbb{R}^2, \mathbb{R}^2)$ such that $\|z\|_\infty \leq 1$ and

$$
\int_{\mathbb{R}^2} (z, Dv) = \int_{\mathbb{R}^2} |Dv|,
$$

$$
- \text{div } z = \lambda_1 v.
$$

In that case, we say that $z$ is a calibration for $\Omega$.

**Remark 3.** If $\lambda_1 \Omega \in \partial J(1_{\Omega})$ for some $\lambda \in \mathbb{R}$, then necessarily $\lambda = \lambda_1$.

### 3.4.2. Characterization in $\mathbb{R}^2$.

The following results characterize convex calibrable sets.

**Proposition 1 ([19]).** Let $C \subset \mathbb{R}^2$ be a bounded set of finite perimeter, and assume that $C$ is connected. $C$ is calibrable if and only if the following three conditions hold:

(i) $C$ is convex;

(ii) $\partial C$ is of class $C^{1,1}$;

(iii) the following inequality holds:

$$
\operatorname{ess sup}_{p \in \partial C} \kappa_{\partial C}(p) \leq \frac{P(C)}{|C|}.
$$

**Proposition 2 ([19]).** Let $\Omega \subset \mathbb{R}^2$ be a bounded set of finite perimeter which is calibrable. Then,

(i) the following relation holds:

$$
\frac{P(\Omega)}{|\Omega|} \leq \frac{P(D)}{|D \cap \Omega|}, \quad \forall D \subseteq \mathbb{R}^2, D \text{ of finite perimeter};
$$

(ii) each connected component of $\Omega$ is convex.

### 3.5. From the subdifferential to the level sets

Let $f \in L^2(\mathbb{R}^2)$, $J(f) < +\infty$, and $v \in \partial J(f)$. By definition of the subdifferential,

$$
\forall g \in L^2(\mathbb{R}^2), \quad \int_{\mathbb{R}^2} |Dg| - \int_{\mathbb{R}^2} vg = \int_{\mathbb{R}^2} |Df| - \int_{\mathbb{R}^2} vf.
$$

In fact, using the coarea formula, one may reformulate that optimality property (see proposition 3 below) as an optimality property of the level sets. The following result is very similar to [63, corollary 2.4] but it requires a bit more care in our framework since the domain is $\mathbb{R}^2$ and $v \in L^2(\mathbb{R}^2)$. The level sets of $f$ (resp. $g$), are denoted by $\{F(t)\}_{t \in \mathbb{R}}$ (resp. $\{G(t)\}_{t \in \mathbb{R}}$).
Proposition 3. Let \( f \in L^2(\mathbb{R}^2) \), \( J(f) < +\infty \), and \( v \in L^2(\mathbb{R}^2) \). The following conditions are equivalent.

(i) \( v \in \partial J(f) \).

(ii) \( v \in \partial J(0) \) and the level sets of \( f \) satisfy

\[
\forall t > 0, \quad P(F^{(t)}) = \int_{F^{(t)}} v, \quad \forall t < 0, \quad P(F^{(t)}) = -\int_{F^{(t)}} v.
\]

(iii) The level sets of \( f \) satisfy

\[
\forall t > 0, \quad \forall G \subset \mathbb{R}^2, |G| < +\infty, \quad P(G) - \int_G v \geq P(F^{(t)}) - \int_{F^{(t)}} v,
\]

\[
\forall t < 0, \quad \forall G \subset \mathbb{R}^2, |G| < +\infty, \quad P(G) + \int_G v \geq P(F^{(t)}) + \int_{F^{(t)}} v.
\]

Proof. (iii) \(\Rightarrow\) (i) It suffices to use the coarea formula \( \int |Dg| = \int_{-\infty}^{+\infty} P(G^{(t)}) \, dt \) and Fubini’s theorem in

\[
\int_{\mathbb{R}^2} g^v = \int_{\mathbb{R}^2} \left( \int_0^{+\infty} 1_{F^{(x)} \cap t\geq v(x)} \, dt - \int_{-\infty}^0 1_{F^{(x)} \cap t\leq v(x)} \, dt \right) \, dx,
\]

and similarly for the level sets of \( f \).

(i) \(\Rightarrow\) (ii) Using (11), we see that \( v \in \partial J(0) \) and \( \int_{\mathbb{R}^2} f v = J(f) \). From \( v \in \partial J(0) \), and choosing \( \pm 1_F \) (for any \( F \subset \mathbb{R}^2 \) with \( |F| < +\infty \)) in the subdifferential inequality, we infer that \( P(F) \pm \int_{\mathbb{R}^2} 1_F v \geq 0 \). Now, \( \int_{\mathbb{R}^2} f v = J(f) \) rewrites

\[
0 = \int_0^{+\infty} \left( P(F^{(t)}) - \int_{F^{(t)}} v \right) \, dt + \int_{-\infty}^0 \left( P(F^{(t)}) + \int_{F^{(t)}} v \right) \, dt.
\]

Since the integrands are nonnegative, we obtain that for a.e. \( t \in \mathbb{R} \), \( P(F^{(t)}) = \text{sign}(t) \int_{F^{(t)}} v \).

In fact, the equality holds for all \( t \neq 0 \). Indeed, for \( t > 0 \), we may find a sequence \( t_n \downarrow t \) as \( n \to +\infty \) such that \( P(F^{(t_n)}) = \int_{F^{(t_n)}} v \). Since \( |F^{(t)}| < +\infty \) and by monotonicity, \( 1_{F^{(t)}} \) converges in \( L^2(\mathbb{R}^2) \) towards \( 1_{F^{(t)}} \) and we have

\[
P(F^{(t)}) = P\left( \bigcap_{n \in \mathbb{N}} F^{(t_n)} \right) \leq \liminf_{n \to +\infty} P(F^{(t_n)}) = \liminf_{n \to +\infty} \int_{F^{(t_n)}} v = \int_{F^{(t)}} v.
\]

The converse inequality holds from the fact that \( v \in \partial J(0) \) so that \( \int_{F^{(t)}} v \leq P(F^{(t)}) \). In a similar way, we may prove that for all \( t < 0 \), \( P(F^{(t)}) = \int_{F^{(t)}} v \).

(ii) \(\Rightarrow\) (iii) From \( v \in \partial J(0) \), we infer that \( P(G) \pm \int_G v \geq 0 \) for any \( G \subset \mathbb{R}^2 \) with \( |G| < +\infty \). Since \( P(F^{(t)}) = \text{sign}(t) \int_{F^{(t)}} v = 0 \), we obtain the claimed result.

As a consequence of proposition 3, if we are given \( v \in \partial J(f) \) rather than \( f \), we may control the localization of the support of \( Df \) simply by studying the solutions of (18). The following proposition formalizes this idea.

Proposition 4. Let \( f \in L^2(\mathbb{R}^2) \) with \( J(f) < +\infty \), \( v \in \partial J(f) \) and let \( \text{Supp}(Df) \) denote the support of the Radon measure \( Df \). Then
Proof. Let \( x \in \mathbb{R}^2 \setminus \text{Supp}(Df) \). There exists \( r > 0 \) such that \(|Df|(B(x, r)) = 0\), hence \( f \) is constant in \( B(x, r) \), identically equal to some \( C \in \mathbb{R} \). Depending the value of \( t \in \mathbb{R} \), we see that either \( B(x, r) \subseteq F(t) \) or \( B(x, r) \cap F(t) = \emptyset \). In any case, \( \partial^s F(t) \subseteq \mathbb{R}^2 \setminus B(x, r) \). As a result \( x \in \mathbb{R}^2 \setminus \bigcup \{ \partial^s F(t); \ t \in \mathbb{R} \} \), which proves that \( \bigcup \{ \partial^s F(t); \ t \in \mathbb{R} \} \subseteq \text{Supp}(Df) \).

For the converse inclusion, let \( x \in \text{Supp}(Df) \), so that for all \( r > 0 \),

\[
|Df|(B(x, r)) > 0.
\]

We apply the coarea formula

\[
|Df|(B(x, r)) = \int_{-\infty}^{\infty} P(F(t), B(x, r)) \mathrm{d}t,
\]

to see that \( \mathcal{H}^d(\partial^s F(t) \cap B(x, r)) > 0 \) for some \( t \in \mathbb{R} \), hence

\[
B(x, r) \cap \bigcup \{ \partial^s F(t); \ t \in \mathbb{R} \} = \emptyset.
\]

Since this is true for all \( r > 0 \), we see that \( x \in \bigcup \{ \partial^s F(t); \ t \in \mathbb{R} \} \).

Now, we prove the last inclusion in (23). First, we observe that

\[
\bigcup \{ \partial^s F(t); \ t \in \mathbb{R} \} = \bigcup \{ \partial^s F(t); \ t \neq 0 \} \cup \partial^s F(0).
\]

By proposition 3, we know that for every \( t \neq 0 \), \( F(t) \) satisfies \(|F(t)| < +\infty \) and \( \pm \int_{F(t)} v = P(F(t)) \). Hence

\[
\bigcup \{ \partial^s F(t); \ t \neq 0 \} \subseteq \bigcup \left\{ \partial^s F; \ |F| < +\infty \quad \text{and} \quad P(F) = \pm \int_{F} v \right\},
\]

and it is sufficient to prove that

\[
\partial^s F(0) \subseteq \bigcup \{ \partial^s F(t); \ t \neq 0 \}.
\]

Let \( x \in \partial^s F(0) = \partial^s (\mathbb{R}^N \setminus \bigcup_{k \in \mathbb{N}^*} F(1/k)) = \partial^s (\bigcup_{k \in \mathbb{N}^*} F(1/k)). \) Then for all \( r > 0 \),

\[
|B(x, r) \cap \bigcup_{k \in \mathbb{N}^*} F(1/k)| > 0 \quad \text{and} \quad |B(x, r) \setminus \bigcup_{k \in \mathbb{N}^*} F(1/k)| > 0.
\]

In particular, there exists \( k_0 \) such that \(|B(x, r) \cap F(1/k_0)| > 0\), and moreover \(|B(x, r) \setminus \bigcup_{k \in \mathbb{N}^*} F(1/k)| > 0\). Hence \( 1_{F(1/k_0)} \) is not constant in \( B(x, r) \), so that \( \partial^s F(1/k_0) \cap B(x, r) = \emptyset \). As a result, \( B(x, r) \cap \bigcup \{ \partial^s F(t); \ t \neq 0 \} \neq \emptyset \) for all \( r > 0 \), which proves that \( x \in \bigcup \{ \partial^s F(t); \ t \neq 0 \} \). \( \square \)

3.6. The prescribed mean curvature problem

As a consequence of propositions 3 and 4, we are led to study the solutions of the prescribed curvature problem
\[ \min_{X \subset \mathbb{R}^N} P(X) + \int_X H, \tag{24} \]

for \( H = \pm v \), where \( v \in \partial J(f) \) is fixed. Following \cite{17}, if \( E \subset \mathbb{R}^2 \) is a solution to (24), we say that \( v \) is a variational mean curvature\(^7\) for \( E \).

In the case where \( H \in L^p(\mathbb{R}^N) \) for some \( p \in (N, +\infty) \) and \( E \subset \mathbb{R}^N \) be a nonempty solution of (24), it can be shown \cite{10} that \( \Sigma = \partial E \setminus \partial^s E \) is a closed set of Hausdorff dimension at most \( N - 8 \), and \( \partial^s E \) is a \( \mathcal{H}^{1,\alpha} \) hypersurface for all \( \alpha < (p - N)/2p \). Furthermore, when \( H \) is continuous on an open set \( \mathcal{A} \) and \( N = 2, -1/\left(\frac{1}{N} - 1\right) \) can be shown \cite{10, theorem 1.1.3} to be the mean curvature in the classical sense. However, the integrability of \( H \) is crucial of such regularity results. It is easy to show that the level sets of the solution of (\( \mathcal{P}_l(f) \)) have \( p \)-integrable curvature whenever \( f \in L^p(\mathbb{R}^N) \) (which yields the same integrability for \( u \)), and even continuous curvature if \( f \) is continuous \cite{33}. However in general in this paper, we are interested in a limit case \( p \to N \) where there exist counterexamples \cite{47, 54} for which the Hausdorff dimension of \( \partial E \setminus \partial^s E \) is more than \( N - 8 \).

Nonetheless, when \( p = N \), we may rely on a weak regularity theorem \cite{54, theorem 3.6} (see also \cite{33}) which ensures that for all \( x \in \partial E \),

\[ 1 > D_E(x) \overset{\text{def.}}{=} \lim_{r \to 0^+} \frac{|E \cap B(x, r)|}{|B(x, r)|} > 0. \tag{25} \]

Additionally, in the case of \( N < 8 \), we have that \( D_E(x) = 1/2 \). In particular, the topological boundary \( \partial E \) is equal to the essential boundary \( \partial^M E \),

\[ \partial E = \partial^M E \overset{\text{def.}}{=} \{ x \in \mathbb{R}^2; \overline{D}(x) > 0 \text{ and } D_E(x) > 0 \}, \]

where \( \overline{D}(x) = \limsup_{r \to 0^+} \frac{|E \cap B(x, r)|}{|B(x, r)|} \) and \( D_E(x) = \liminf_{r \to 0^+} \frac{|E \cap B(x, r)|}{|B(x, r)|} \).

Furthermore, it was shown in \cite{73} that if \( H \in L^N(\mathbb{R}^N) \), then \( \partial^s E \) is a \( C^{0,\alpha} \) hypersurface up to some possible singularities. Thus, in the case where \( p = N \), the boundary \( \partial E \) does not contain wild singular points such as cusps or points of zero density. In section 5.2, we apply (25) to show that this weak regularity holds uniformly for the boundaries of the level sets of solutions to (\( \mathcal{P}_l(f + \omega) \)) in some low noise regime.

### 3.7. Decomposition of boundaries into Jordan curves

We shall occasionally rely on the results on the decomposition of sets with finite perimeter provided in \cite{12}.

Let \( E \) be a set of finite perimeter. By \cite{12, corollary 1}, \( E \) can be decomposed into an at most countable union of its \( M \)-connected components

\[ E = \bigcup_{i \in \mathbb{N}} E_i \quad \text{where} \quad P(E) = \sum_{i \in \mathbb{N}} P(E_i), \quad |E_i| > 0, \]

and each \( M \)-connected component can be decomposed as

\[ E_i = \text{int}(\gamma^+_i) \setminus \bigcup_{j \in L_i} \text{int}(\gamma^-_j) \quad \text{and} \quad \partial^M E_i = \gamma^+_i \setminus \bigcup_{j \in L_i} \gamma^-_j \quad (\text{mod } \mathcal{H}^1), \]

\(^7\) The careful reader will note that we make a slight abuse in the terminology since in \cite{17, 54} the function \( H \) is assumed to be integrable, and the condition \( |F| < +\infty \) is not imposed. We make this slight abuse since the local properties of the sets studied in \cite{17, 54} also hold for the solutions of (24).
where each $\gamma_i^\pm$ is a rectifiable Jordan curve, $L_i \overset{\text{def.}}{=} \{ j \in \mathbb{N}; \text{ int } (\gamma_j^-) \subseteq \text{ int } (\gamma_j^+) \}$. Here $\text{ int } (\gamma_j)$ denotes the interior of a Jordan curve (but when the context is clear, we shall also use int to denote the topological interior).

Moreover,

$$P(E) = \sum_i \mathcal{H}^1(\gamma_i^+) + \sum_j \mathcal{H}^1(\gamma_j^-) \quad \text{and} \quad P(\text{ int } \gamma_i^+) = \mathcal{H}^1(\gamma_i^+) \text{ for all } i.$$ 

**Remark 4.** Let $E \subset \mathbb{R}^2$ with $|E| < +\infty$ such that $P(E) = \int_E v$, where $v \in \partial J(0)$. Let us decompose $E$ into its $M$-connected components, $E = \bigcup_{i \in I} E_i$, where we can assume that $I$ is either $\mathbb{N}$ or of the form $\{0, 1, \ldots, n\}$. We observe that $\{E_i\}_{i \in I \geq 1}$ yields the decomposition of $E \setminus E_0$ into its $M$-connected components. Hence,

$$0 = P(E) - \int_E v = P(E_0) - \int_{E_0} v + P(\bigcup_{i \in I \geq 1} E_i) - \int_{\bigcup_{i \in I \geq 1} E_i} v.$$

Since $P(E_0) - \int_{E_0} v \geq 0$ and $P(\bigcup_{i \in I \geq 1} E_i) - \int_{\bigcup_{i \in I \geq 1} E_i} v \geq 0$, we deduce that these inequalities are in fact equalities. By induction, we deduce that for all $i \in I$,

$$P(E_i) - \int_{E_i} v = 0.$$

Now decomposing, $\partial^M E_i$ into rectifiable Jordan curves, this equivalent to

$$0 = \left( P(\text{ int } \gamma_i^+) - \int_{\text{ int } \gamma_i^-} v \right) + \sum_{j \in J_i} \left( P(\text{ int } \gamma_j^-) - \int_{\text{ int } \gamma_j^+} v \right).$$

Since each Jordan curve $\gamma$ satisfies $P(\text{ int } \gamma) - \int_{\gamma} v \geq 0$, we see that for all $i$ and $j$ in the decomposition,

$$P(\text{ int } \gamma_i^+) = \int_{\gamma_i^+} v \quad \text{and} \quad P(\text{ int } \gamma_j^-) = -\int_{\gamma_j^-} v.$$

Similarly, we may prove that if $P(E) = -\int_E v$,

$$P(E_i) = -\int_{E_i} v,$$

$$P(\text{ int } \gamma_i^+) = -\int_{\gamma_i^+} v \quad \text{and} \quad P(\text{ int } \gamma_j^-) = \int_{\gamma_j^-} v.$$

### 4. Duality for the study of the low noise regime

#### 4.1. Dual problems and ‘dual certificates’

We are interested in solving:

$$\min_{u \in L^2(\mathbb{R}_+)} \frac{1}{2\lambda} \|f - u\|^2_{L^2}, \quad (P_{\lambda}(f))$$

where $J(u) = \int_{\mathbb{R}_+} |Du| \in \mathbb{R}_+ \cup \{+\infty\}$. 
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Using the framework and notations of [48], we set \( V = L^2(\mathbb{R}^2), \Lambda = I_d, Y = L^2(\mathbb{R}^2), F = J, G = \frac{1}{2\kappa} \| f \|_2^2 \) and we compute the Fenchel–Rockafellar dual problem as

\[
\sup_{v \in \partial \Omega(0)} \langle f, v \rangle - \frac{1}{2\lambda} \| v \|_L^2, \quad (D'_\lambda(f))
\]

or equivalently

\[
\inf_{v \in \partial \Omega(0)} \left\| \frac{f}{\lambda} - v \right\|_L^2. \quad (D_\lambda(f))
\]

It is easy to check that problem \((P_\lambda(f))\) is stable in the sense of [48]. In particular, there exists a solution to \((D'_\lambda(f))\) and strong duality holds between \((P_\lambda(f))\) and \((D'_\lambda(f))\), namely \(\inf(P_\lambda(f)) = \sup(D'_\lambda(f))\). In fact, since \((D_\lambda(f))\) is a projection problem onto a nonempty closed convex set, it always has a unique solution.

Observe that formally, the limit of \((P_\lambda(f))\) as \( \lambda \to 0^+ \) is the trivial problem

\[
\min_{u \in L^2(\mathbb{R}^2)} J(u) \text{ s.t. } u = f, \quad (P_0(f))
\]
having \( u = f \) as solution. The dual associated with this ‘exact reconstruction problem’ is

\[
\sup_{v \in \partial \Omega(0)} \langle f, v \rangle, \quad (D_0(f))
\]
having \( \partial J(f) \) as solutions. Here again, strong duality holds, since it is possible to prove that \((D_0(f))\) is stable. However, a solution to \((D_0(f))\) does not always exist since it may be that \( \partial J(f) = \emptyset \).

The main point in studying the dual problems is that their solutions \( v_\lambda \) are related to the primal solutions \( u_\lambda \) by the extremality relations

\[
v_\lambda \in \partial J(u_\lambda) \quad \text{and} \quad v_\lambda = \frac{1}{\lambda}(f - u_\lambda),
\]

which enables to study the support of \( Du_0 \) (see section 3). For the noiseless problem, the extremality relation is \( v \in \partial J(f) \), for every \( v \) solution to \((D_0(f))\). The term ‘certificate’ stems from the fact that if \( u \in L^2(\mathbb{R}^2) \) and \( v \in L^2(\mathbb{R}^2) \) satisfy the extremality relations, then \( u \) is a solution of the primal problem and \( v \) is a solution of the dual problem.

4.2. Low noise regimes and the minimal norm certificate

We shall often consider noisy observations \( f + w \), where \( w \in L^2(\mathbb{R}^2) \), and from now on, we denote by \( u_{0,w} \) (resp. \( v_{0,w} \)) the unique solution to \( P_\lambda(f + w) \) (resp. \( D_\lambda(f + w) \)).

Given \( \lambda_0 > 0, \alpha_0 > 0, \) we consider the low noise regime

\[
D_{\lambda_0, \alpha_0} \overset{\text{def.}}{=} \{ (\lambda, w) \in \mathbb{R}_+ \times L^2(\mathbb{R}^2); \ 0 \leq \lambda \leq \lambda_0 \text{ and } \| w \|_L^2 \leq \alpha_0 \lambda \}. \quad (26)
\]

The dual solution \( v_{\lambda_0, w} \) being the projection of \((f + w)/\lambda\) onto a convex set, the non-expansiveness of the projection yields

\[
\forall (\lambda, w) \in \mathbb{R}^*_+ \times L^2(\mathbb{R}^2), \quad \| v_{\lambda_0, w} - v_{\lambda_0} \|_L^2 \leq \frac{\| w \|_L^2}{\lambda} \leq \alpha_0.
\]

As a result, the properties of \( v_{\lambda_0} \) are governed by those of \( v_{\lambda_0} \), and it turns out that the properties of \( v_{\lambda_0} \) are governed, in the low noise regime, by those of a specific solution to \( D_0(f) \), as the next result hints. The proof is identical to the one in [46].

**Proposition 5.** Let \( f \in L^2(\mathbb{R}^2) \), \( J(f) < +\infty \), and assume that \( \partial J(f) \neq \emptyset \). Let \( v_{0,0} \in L^2(\mathbb{R}^2) \) be the solution to \((D_0(f))\) with minimal \( L^2 \) norm. Then

---
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We call \( v_{0,0} \) the minimal norm certificate for \( f \). It is also known as the \textit{minimal section} in maximal monotone operator theory. The goal of the present paper is to show that \( v_{0,0} \) governs the support of the solutions in the low noise regime. In particular, \( v_{0,0} \) determines whether the support of \( D\mu_0 \) is close to the support of \( Df \) in that regime.

In the next paragraphs, we illustrate the minimal norm certificate in simple cases.

4.3. The minimal norm certificate for calibrable sets

**Proposition 6** (Minimal norm certificates for calibrable sets). Let \( \mathcal{C} \subseteq \mathbb{R}^2 \) be a bounded calibrable set and \( f = 1_C \). Then the minimal norm certificate is \( v_{0,0} = h_C 1_C \), where \( h_C = \frac{P(C)}{\mathcal{H}^2(C)} \).

We provide two different proofs of the above result, each highlighting different aspects of the minimal norm certificate.

**Proof (\( v_{0,0} \) as a limit).** From \([19]\), we know that for a calibrable set \( \mathcal{C} \subseteq \mathbb{R}^2 \), the solution to \((\mathcal{P}_\lambda(f))\) with \( f = 1_C \) is given by \( u_{\lambda,0} = (1 - \lambda h_C) 1_C \). From the optimality conditions,

\[
\frac{1}{\lambda} (f - u_{\lambda,0}),
\]

we obtain that \( v_{\lambda,0} = h_C 1_C \) provided \( 0 < \lambda \leq \frac{1}{h_C} \). Taking the limit as \( \lambda \to 0^+ \), we obtain \( v_{0,0} = h_C 1_C \). \( \blacksquare \)

**Another proof (\( v_{0,0} \) as a minimal norm element).** Observe that for all \( f \in L^2(\mathbb{R}^2) \) with \( J(f) < +\infty \), and \( v \in L^2(\mathbb{R}^2) \), \( v \) is a solution to \((\mathcal{D}_0(f))\) if and only if \( v \in \partial J(f) \). For \( \mathcal{C} \subseteq \mathbb{R}^2 \) bounded calibrable, we obtain that \( h_C 1_C \) is a solution to \((\mathcal{D}_0(f))\). It remains to prove that it is the one with minimal norm.

Let \( v \in L^2(\mathbb{R}^2) \) be any solution to \((\mathcal{D}_0(f))\). By the Cauchy–Schwarz inequality

\[
\text{sup} \mathcal{D}_0(1_C) = \langle v, 1_C \rangle \leq \|v\|_{L^2} \|1_C\|_{L^2} = \sqrt{\mathcal{H}^2(C)} \|v\|_{L^2}.
\]

However, \( \|h_C 1_C\|_{L^2} = \frac{P(C)}{\sqrt{\mathcal{H}^2(C)}} = \sup \mathcal{D}_0(1_C) \), so that \( h_C 1_C \) has minimal norm. \( \blacksquare \)

4.4. The minimal norm certificate for smooth convex sets

Let \( \mathcal{C} \) be a nonempty open bounded convex subset of \( \mathbb{R}^2 \). Given \( \rho > 0 \) we denote by \( \mathcal{C}_\rho \) the opening of \( \mathcal{C} \) by open balls with radius \( \rho \), namely \( \mathcal{C}_\rho = \bigcup_{B(y, \rho) \subseteq \mathcal{C}} B(y, \rho) \). For \( f = 1_C \), it is proved in \([7, 8, 38]\) that the solution \( u_{\lambda,0} \) to \((\mathcal{P}_\lambda(f))\) is

\[
u_{\lambda,0} = (1 + \lambda h_C)^+ 1_C,
\]

where, by letting \( R \) be such that \( C_R \) is the maximal calibrable set in \( C \), the function \( v_C : \mathbb{R}^2 \to \mathbb{R} \) is defined by
\( v_C(x) \) def. \( \begin{cases} 1/R & x \in C_R \\ 1/r & x \in \partial C_r, \ r \in [0, \ R) \\ 0 & \text{otherwise} \end{cases} \) \hspace{1cm} (27)

Since \( v_{\lambda,0} = \lambda^{-1}(f-\mu_{\lambda,0}) \), it follows that

\( v_{\lambda,0}(x) = \begin{cases} v_C(x) & x \in C_\lambda \\ 1/\lambda & x \in C \setminus C_\lambda \\ 0 & \text{otherwise} \end{cases} \hspace{1cm} (28) \)

Now we assume that \( C \subset \mathbb{R}^2 \) has \( \mathcal{G}^{1,1} \) boundary, and we let \( \rho_0 > 0 \) such that

\( \kappa_{\partial C}(x) \leq \frac{1}{\rho_0} \) for \( \mathcal{H}^1 \)-a.e. \( x \in \partial C \),

where \( \kappa_{\partial C} \) is the curvature of \( \partial C \) (defined \( \mathcal{H}^1 \)-almost everywhere on \( \partial C \)). We shall need the following lemma.

**Lemma 1** ([19]). \( C \subset \mathbb{R}^2 \) be a bounded open convex set. The following conditions are equivalent:

- there exists \( \rho > 0 \) such that \( C = C_\rho \);
- \( \partial C \) is of class \( \mathcal{G}^{1,1} \) and \( \text{ess sup}_{p \in \partial C} \kappa_{\partial C}(p) \leq \frac{1}{\rho} \).

Since for \( 0 < r \leq \rho_0 \), \( C_{\rho_0} \subseteq C_r \subseteq C \), we see that \( C_r = C \) for \( 0 < r \leq \rho_0 \).

As a result, \( \lambda \mapsto v_{\lambda,0} \) is constant on \( (0, \rho_0] \), and the minimal norm certificate is thus

\( v_{0,0} = v_C \).

(29)

It turns out that \( v_{0,0} \) is precisely the subgradient constructed by Alter et al [1] for the evolution of convex sets by the total variation flow. It is instructive to look at the associated vector field \( z_0 \) such that \( \text{div} \ z_0 = v_{0,0} \).

For every \( x \in \text{int}(C) \setminus \overline{C_R} \), there exists a unique \( r(x) \) such that \( x \in \partial C_{r(x)} \), and \( x \) belongs to an arc of circle of radius \( r(x) \). Defining \( \nu(x) \) as the outer unit normal to this set, define

\( z_0(x) \) def. \( \begin{cases} \nu(x) & x \in \text{int}(C) \setminus \overline{C_R} \\ z_{C_R}(x) & x \in C_R \\ \xi(x) & x \in \mathbb{R}^2 \setminus C \end{cases} \)

where \( \xi \) is a calibration of \( \mathbb{R}^2 \setminus C \) (see section 9.4). As for \( z_{C_R} \), since \( C_R \) is calibrable (\( C_R \) is then the Cheeger set of \( C \)) there exists a vector field \( z_{C_R} \) such that \( |z_{C_R}| \leq 1 \), \( \theta(z_{C_R} - D1_{C_R}) = 1 \), and \( \text{div} \ z_{C_R} = h_{C_R} 1_{C_R} \) with \( h_{C_R} = P(C_R)/|C_R| \). It is proved in [8] that \( \text{div} \ z_0 = v_C \) (in the sense of distributions).

It is notable that the construction is quite similar to the one proposed by Barrozzini et al in [17] and studied in [54]. In particular, the \( L^2 \)-minimality (or even \( L^p \) minimality) of the above constructions is already noted in [54].

5. Properties of the level sets in the low noise regime

In this section, we rely on the properties of the minimal norm certificate \( v_{0,0} \) to study the solutions of (23) for \( v = v_{\lambda,0} \) in a low noise regime. More precisely we study the elements of
for \((\lambda, w) \in D_{\lambda_0,\alpha_0}\) with \(\lambda_0 > 0, \alpha_0 > 0\) small enough. In the following, we denote by \(E\) or \(E_{\lambda,w}\) any nonempty element of \(\mathcal{F}_{\lambda,w}\). Let us emphasize that we allow the case \((\lambda, w) = (0, 0)\), in which case \(v_{\lambda,w}\) in (30) is the minimal norm certificate \(v_{0,0}\). Typically, from section 3, one may think of \(E_{\lambda,w}\) as a level set of \(w_{\lambda,w}\) (or \(f\), for \((\lambda, w) = (0, 0)\)), but additional sets may solve (30).

5.1. Upper and lower bounds

In the following lemmas, we prove that there exist uniform upper and lower bounds on the perimeters and the measures of all sets in \(\mathcal{F}_{\lambda,w}\) with \((\lambda, w) \in D_{1,\sqrt{\pi}/4}\).

**Lemma 2.** Let \(\alpha_0 \leq \frac{\sqrt{\pi}}{4}\), where \(c_2 = 4\pi\) is the isoperimetric constant. Then,

\[
\sup \{ P(E); \ E \in \mathcal{F}_{\lambda,w}, \ \text{and} \ (\lambda, w) \in D_{1,\alpha_0} \} < +\infty, 
\]

\[
\sup \{|E|; \ E \in \mathcal{F}_{\lambda,w}, \ \text{and} \ (\lambda, w) \in D_{1,\alpha_0} \} < +\infty.
\]

**Proof.** First, we prove (31). Since \(\lim_{\lambda \to 0} v_{\lambda,0} = v_{0,0}\) in \(L^2(\mathbb{R}^2)\), the mapping \(\lambda \mapsto v_{\lambda,0}\) is continuous on the compact set \([0, 1]\), hence bounded. Moreover, the family \(\{v_{\lambda,0}\}_{0 \leq \lambda \leq 1}\) is \(L^2\)-equiintegrable so that given any \(\varepsilon > 0\), there exists \(R > 0\) such that \(\int_{\mathbb{R}^2 \setminus B(0,R)} v_{\lambda,0}^2 \leq \varepsilon^2\) for all \(\lambda \in [0, 1]\). Let us also assume that \(\alpha_0 \leq \varepsilon\) (so that \(\|v_{\lambda,w} - v_{\lambda,0}\|_2^2 \leq \frac{\|w\|_2^2}{\lambda} \leq \varepsilon\)).

To simplify the notation, we denote by \(E\) (rather than \(E_{\lambda,w}\)) any nonempty set such that \(P(E) = \pm \int_E v_{\lambda,w}\).

Now, the triangle and the Cauchy–Schwarz inequalities yield

\[
P(E) \leq \left| \int_E (v_{\lambda,w} - v_{\lambda,0}) \right| + \int_E v_{\lambda,0} \leq \varepsilon \sqrt{|E|} + \int_{E \cap B(0,R)} v_{\lambda,0} + \int_{E \setminus B(0,R)} v_{\lambda,0} \leq \varepsilon \sqrt{|E|} + \sqrt{|B(0,R)|} \|v_{\lambda,0}\|_2^2 + \sqrt{|E \setminus B(0,R)|} \int_{\mathbb{R}^2 \setminus B(0,R)} v_{\lambda,w}^2 \leq (\varepsilon + \sup_{\lambda \in [0,1]} \|v_{\lambda,0}\|_2^2) \sqrt{|B(0,R)|} + 2\varepsilon \sqrt{|E \setminus B(0,R)|}.
\]

Recalling that \(P(E \setminus B(0,R)) \leq P(E) + P(B(0,R))\), and using the isoperimetric inequality, we obtain

\[
\sqrt{|E \setminus B(0,R)|} \leq \frac{1}{\sqrt{c_2}} (P(E) + P(B(0,R))),
\]

where is \(c_2\) the isoperimetric constant. We choose \(\varepsilon = \frac{\sqrt{\pi}}{4}\) and we define

\[
C = \left( \varepsilon + \sup_{\lambda \in [0,1]} \|v_{\lambda,0}\|_2^2 \right) \sqrt{|B(0,R)|} \] so as to get

\[
P(E) \leq \frac{1}{2} (P(E) + P(B(0,R))) \leq C.
\]

We obtain that \(P(E)\) is uniformly bounded in \(E \in \mathcal{F}_{\lambda,w}, (\lambda, w) \in D_{1,\alpha_0}\).
As for (32), the isoperimetric inequality yields
\[ |E| \leq \frac{1}{c_2} (P(E))^2. \]

Hence, \( |E| \) is uniformly bounded in \( E \in \mathcal{F}_{\lambda,w}, (\lambda, w) \in D_{1,0_0} \).

Conversely, the perimeters and areas of the solutions are also lower bounded, as the next result shows.

**Lemma 3.** Let \( \alpha_0 \leq \frac{\sqrt{32}}{4} = \sqrt{\pi}/2 \). Then,
\[ \inf \{ P(E); E \in \mathcal{F}_{\lambda,w}, E \neq \emptyset \text{ and } (\lambda, w) \in D_{1,0_0} \} > 0, \tag{33} \]
\[ \inf \{ |E|; E \in \mathcal{F}_{\lambda,w}, E \neq \emptyset \text{ and } (\lambda, w) \in D_{1,0_0} \} > 0. \tag{34} \]
Moreover, there exists a number \( N_0 \in \mathbb{N} \) such that the number of \( M \)-connected components \( E \) and the number of Jordan curves in the essential boundary \( \partial^E \) is uniformly bounded by \( N_0 \) for all \( E \in \mathcal{F}_{\lambda,w}, (\lambda, w) \in D_{1,0_0} \).

**Proof.** By the \( L^2 \)-equiintegrability of the family \( \{v_{\lambda,0}\}_{0 \leq \lambda \leq 1} \), for all \( \varepsilon > 0 \), there exists \( \delta \) such that for all \( E \subset \mathbb{R}^2 \), with \( |E| \leq \delta \),
\[ \int_E v_{\lambda,0}^2 \leq \varepsilon^2. \]

We choose \( \varepsilon = \frac{\sqrt{32}}{4}, 0 < \alpha_0 \leq \varepsilon \), and we consider by contradiction a set \( E \in \mathcal{F}_{\lambda,w} \) such that \( 0 < |E| \leq \delta \). Then,
\[ P(E) \leq \int_E (v_{\lambda,w} - v_{\lambda,0}) + \left| \int_E v_{\lambda,0} \right| \]
\[ \leq \| v_{\lambda,w} - v_{\lambda,0} \|_{L^2(E)} + \sqrt{\int_E v_{\lambda,0}^2} \sqrt{|E|} \]
\[ \leq 2\varepsilon \sqrt{|E|} \leq \frac{1}{2} P(E), \]
by the isoperimetric inequality. Dividing by \( P(E) > 0 \) yields a contradiction, hence \( |E| > \delta \) for all \( E \neq \emptyset \), that is (34). We deduce the uniform lower bound on the perimeter (33) by the isoperimetric inequality.

Now, let us decompose the essential boundary of \( E \in \mathcal{F}_{\lambda,w} \) into at most countably many non trivial Jordan curves \( \{\gamma_i^+, \gamma_i^-; i \in I, j \in J, I \subseteq \mathbb{N}, J \subseteq \mathbb{N}\} \). By remark 4, we know that for each \( \sigma \in \{-1, 1\} \) and \( j \in \mathbb{N}, \int_{\text{int } \gamma_j^\sigma} v_{\lambda,w} = \mathcal{H}^d(\gamma_j^\sigma) \), that is (int \( \gamma_j^\sigma \) ) \( \in \mathcal{F}_{\lambda,w} \). As a result \( \mathcal{H}^d(\gamma_j^\sigma) \geq \mu \), where \( \mu \) is the infimum defined in (33) (in \( I, J \), we only consider the non-trivial Jordan curves). Expressing the perimeter of \( E \) in terms of these Jordan curves, we get
\[ C \geq P(E_{\lambda,w}) = \sum_{i \in I} \mathcal{H}^d(\gamma_i^+) + \sum_{j \in J} \mathcal{H}^d(\gamma_j^-) \geq \mu (\text{Card } I + \text{Card } J), \]
where \( C \) is the supremum in (31). Hence the number of Jordan curves is at most \( C/\mu \), and the same holds for the number of \( M \)-connected components.
Additionally, the next result shows that the level sets are uniformly contained in some large ball.

**Lemma 4.** Let \( \alpha_0 \leq \frac{\sqrt{2}}{4} = \sqrt{\alpha} \). Then, there exists \( R > 0 \) such that

\[
\forall (\lambda, w) \in D_{1, \alpha_0}, \forall E \in \mathcal{F}_{\lambda, w}, \quad E \subset B(0, R).
\]

**Proof.** We begin with the same equiintegrability argument as in lemma 2, choosing again \( \varepsilon = \frac{\sqrt{2}}{4} \). Now, let \( E \in \mathcal{F}_{\lambda, w} \). By the results of section 3.7, we may further decompose, up to an \( \mathcal{H}^1 \)-negligible set, its essential boundary \( \partial^M E \) into an at most countable union of Jordan curves \( \gamma \) which satisfy

\[
\pm \int_{\text{int } \gamma} v_{\lambda, w} = P(\text{int } \gamma) = \mathcal{H}^1(\gamma).
\]

Assume by contradiction that \( \gamma \) is such that \( (\text{int } \gamma) \cap B(0, R) = \emptyset \). Then by the isoperimetric inequality,

\[
P(\text{int } \gamma) \leq \sqrt{\int_{R^2 \setminus B(0, R)} v_{\lambda, w}^2 \sqrt{\text{int } \gamma}} \leq \frac{2\varepsilon}{\sqrt{\alpha}} P(\text{int } \gamma).
\]

Dividing by \( P(\text{int } \gamma) \) yields a contradiction for \( \varepsilon = \frac{\sqrt{2}}{4} \) if \( \gamma \) is not trivial. Hence \( (\text{int } \gamma) \cap B(0, R) = \emptyset \). But the uniform bound (31) also holds for \( \gamma \), hence there is some \( C > 0 \) (independent from \( (\lambda, w) \in D_{1, \alpha_0} \)) such that \( \mathcal{H}^1(\gamma) \leq C \). As a result, \( \text{diam}(\text{int } \gamma) \leq C \) so that \( (\text{int } \gamma) \subset B(0, R + C) \), and since this holds for any \( \gamma \) which is involved in the decomposition of \( \partial^M E \), it also holds for all \( E \in \mathcal{F}_{\lambda, w} \), uniformly in \( (\lambda, w) \in D_{1, \alpha_0} \). \( \square \)

**Remark 5.** Let us divide \( \mathcal{F}_{\lambda, w} \) into two classes corresponding respectively to the condition \( \int_E v_{\lambda, w} = P(E) \) and \( -\int_E v_{\lambda, w} = P(E) \) (the empty set being the only element which belongs to both). A consequence of (32) is that each class is stable by a countable union or intersection. Indeed, if \( E \) and \( F \) are two elements of \( \mathcal{F}_{\lambda, w} \) such that \( \int_E v_{\lambda, w} = P(E) \) (and similarly for \( F \)), the submodularity of the perimeter yields

\[
P(E \cap F) + P(E \cup F) \leq P(E) + P(F)
\]

\[
= \int_E v_{\lambda, w} + \int_F v_{\lambda, w} = \int_{E \cap F} v_{\lambda, w} + \int_{E \cup F} v_{\lambda, w}.
\]

Using the subdifferential inequality (on \( v_{\lambda, w} \in \partial J(0) \)) we obtain that \( P(E \cap F) = \int_{E \cap F} v_{\lambda, w} \) and \( P(E \cup F) = \int_{E \cup F} v_{\lambda, w} \). Iterating, we get for finite union or intersection

\[
P(\bigcup_{k=1}^{n} E_k) = \int_{\bigcup_{k=1}^{n} E_k} v_{\lambda, w} \quad \text{and} \quad P(\bigcap_{k=1}^{n} E_k) = \int_{\bigcap_{k=1}^{n} E_k} v_{\lambda, w}.
\]

The lower semi-continuity of the perimeter together with \( |E| < +\infty \) yields

\[
P\left( \bigcap_{k=1}^{\infty} E_k \right) \leq \liminf_{n \to +\infty} P\left( \bigcap_{k=1}^{n} E_k \right) = \lim_{n \to +\infty} \int_{\bigcap_{k=1}^{n} E_k} v_{\lambda, w} = \int_{\bigcap_{k=1}^{\infty} E_k} v_{\lambda, w},
\]

and the converse inequality holds by the subdifferential inequality. As for the union, we know from (32) that \( \bigcup_{k=1}^{\infty} E_k = \sup_{n \in \mathbb{N}} \bigcup_{k=1}^{n} E_k < +\infty \), hence
\[ P \left( \bigcup_{k=1}^{\infty} E_k \right) \leq \liminf_{n \to +\infty} P \left( \bigcup_{k=1}^{n} E_k \right) = \lim_{n \to +\infty} \int_{\bigcup_{k=1}^{n} E_k} \nu_{\lambda,w} = \int_{\bigcup_{k=1}^{\infty} E_k} \nu_{\lambda,w}, \]

and the opposite inequality also holds, for the same reason as above.

5.2. Weak regularity

In this section, we show that (25) holds uniformly on the boundaries of the sets in \( \mathcal{F}_{\lambda,w} \) with \( (\lambda, w) \in D_{1,j}^{C,j}. \) The proof of proposition 7 is in fact almost identical to the proof of [53, Lem. 1.2], however, it is included for the sake of completeness, and so as to emphasize the uniformity of this estimate with respect to \( (\lambda, w) \).

**Proposition 7.** There exists \( \rho > 0 \) such that for all \( \lambda \in (0, \rho] \) and \( E_{\lambda,w} \in \mathcal{F}_{\lambda,w} \) with \( \lambda \in \mathbb{D}_{1,j}^{C,j}, c_1, 4 \),

\[ \forall x \in \partial E_{\lambda,w}, \quad \frac{|B(x, r) \cap E_{\lambda,w}|}{|B(x, r)|} \geq \frac{1}{16} \quad \text{and} \quad \frac{|B(x, r) \setminus E_{\lambda,w}|}{|B(x, r)|} \geq \frac{1}{16}. \quad (35) \]

**Proof.** We give the proof for \( P(E_{\lambda,w}) = \int_{E_{\lambda,w}} v_{\lambda,w} \), the other case being similar. Since \( \{v_{\lambda,0.1} \in [0,1]\} \) is equiintegrable, there exists \( \rho > 0 \) such that for all subsets \( E \subset \mathbb{R}^2 \) with \( |E| \leq \pi \rho^2 \),

\[ \left( \int_E |v_{\lambda,0}|^2 \right)^{1/2} \leq \frac{\sqrt{c_2}}{4}. \quad (36) \]

First observe that by optimality of \( E_{\lambda,w} \),

\[ P(E_{\lambda,w}) - \int_{E_{\lambda,w}} v_{\lambda,w} \leq P(E_{\lambda,w} \setminus B(x, r)) - \int_{E_{\lambda,w} \setminus B(x,r)} v_{\lambda,w}. \quad (37) \]

For \( \rho > 0 \) and \( \mathcal{H}^1(\partial B(x, r) \cap \partial E_{\lambda,w}) = 0 \), \( (37) \) yields

\[ \mathcal{H}^1(\partial B(x, r) \cap B(x, r)) - \int_{E_{\lambda,w} \cap B(x, r)} v_{\lambda,w} \leq \mathcal{H}^1(\partial B(x, r) \cap E_{\lambda,w}). \]

By adding \( \mathcal{H}^1(\partial B(x, r) \cap E_{\lambda,w}) \) to both sides, it follows that

\[ P(E_{\lambda,w} \cap B(x, r)) - \int_{E_{\lambda,w} \cap B(x, r)} v_{\lambda,w} \leq 2\mathcal{H}^1(\partial B(x, r) \cap E_{\lambda,w}). \]

By the Cauchy–Schwarz inequality, \( (36) \) and since \( \|v_{\lambda,w} - v_{\lambda,0}\|_2^2 \leq \frac{\sqrt{c_2}}{4} \)

\[ P(E_{\lambda,w} \cap B(x, r)) - \frac{\sqrt{c_2}}{2} |E_{\lambda,w} \cap B(x, r)|^{1/2} \leq 2\mathcal{H}^1(\partial B(x, r) \cap E_{\lambda,w}). \]

The isoperimetric inequality then implies that

\[ \frac{\sqrt{c_2}}{2} |E_{\lambda,w} \cap B(x, r)|^{1/2} \leq 4\mathcal{H}^1(\partial B(x, r) \cap E_{\lambda,w}). \]

Let \( g(r) = |E_{\lambda,w} \cap B(x, r)|. \) Then \( g(r) > 0 \) since \( x \in \partial E_{\lambda,w} \), and for a.e. \( r, \)

\[ g'(r) = \frac{d}{dr} \sqrt{g(r)}. \]

\[ \frac{d}{dr} \sqrt{g(r)} \leq 8 \sqrt{c_2} \frac{d}{dr} \sqrt{g(r)}. \]
By integrating on both sides,
\[ r\sqrt{c_2} \leq 8\sqrt{g(r)}. \]
and the first inequality in (35) follows by recalling that \( c_2 = 4\pi \). The proof of 
\(|B(x, r)\setminus E_{x,w}| \geq |B(x, r)|/16\) is similar: instead of comparing \( E_{x,w} \) with \( E_{x,w} \setminus B(x, r) \) in (37), simply compare \( E_{x,w} \) with \( E_{x,w} \cup B(x, r) \) and proceed as before. \( \square \)

6. The extended support
Let \( f \in L^2(\mathbb{R}^2) \), with \( J(f) < +\infty \), such that \( \partial J(f) = \emptyset \), or equivalently that \( (D_0(f)) \) has a solution (source condition). Let \( v_{0,0} \) be the corresponding minimal norm certificate and let us define the extended support as
\[ \text{Ext}(Df) \overset{\text{def}}{=} \bigcup \{ \text{Supp} Dg; \ v_{0,0} \in \partial J(g) \}. \]
As we shall see in section 7, the extended support governs the location of \( \text{Supp}(D\alpha_{x,w}) \) for \( (\lambda, w) \) in some low noise regime.

6.1. Properties of the extended support
A first remark in view of proposition 4 is that we may rewrite the extended support as
\[ \text{Ext}(Df) = \bigcup \left\{ \partial^* E; \ |E| < +\infty \text{ and } \pm \int_E v_{0,0} = P(E) \right\}. \tag{38} \]
The inclusion of \( \text{Ext}(Df) \) in the right hand-side of the above equation is clear by proposition 4. The converse inclusion is obtained by considering, for any \( E \) in the right hand-side, the function \( g = 1_E \), so as to have \( g \in L^2 \) and \( v_{0,0} \in \partial J(g) \) (since \( \partial^* E = \text{Supp} (Dg) \)).

From the above equalities, we see that all the properties of section 5 (lower and upper boundedness of the perimeter, uniform boundedness...) hold for the elements of the right hand-side whose union determines the extended support.

The rest of the section is devoted to examples of extended supports, in the case of indicator function of convex calibrable sets or more general convex sets.

6.2. Convex calibrable sets
Let \( C \subset \mathbb{R}^2 \) be a bounded convex calibrable set. We wish to describe the extended support of \( f = 1_C \). This may be done by looking at a vector field \( z \) with divergence \( v_{0,0} \) (see section 9.2), which is more informative, or by the following approach.

By proposition 6, we know that the minimal norm certificate associated to \( f = 1_C \) is \( v_{0,0} = h_C 1_C \), where \( h_C = \frac{P(C)}{|C|} \). By (38), we are thus led to solve
\[ \inf_{E \subset \mathbb{R}^2; \ |E| < +\infty} P(E) - h_C \ |E \cap C|, \tag{39} \]
and
\[ \inf_{E \subset \mathbb{R}^2; \ |E| < +\infty} P(E) + h_C \ |E \cap C|. \tag{40} \]
Problem (40) is trivial and its only solution is \( \emptyset \), so that we only focus on (39). By proposition 2, we see that \( E = C \) is a minimizer. Moreover, since \( C \) is convex, for all \( E \) with finite perimeter \( P(C \setminus E) \leq P(E) \) with strict inequality whenever \( |E \setminus C| > 0 \). As a result, any other solution must satisfy \( E \subseteq C \). But with this condition, either \( E = \emptyset \) or \( E \) is a
solution to the Cheeger problem

\[ \min_{E \subseteq C} \frac{P(E)}{|E|}. \]

The uniqueness of the solution to the Cheeger problem inside any convex set is proved in [6, 52], and we already know that \( C \) is optimal. As a result, either \( E = \emptyset \) or \( E = C \), and eventually

\[ \text{Ext}(Df) = \partial C. \]

6.3. Smooth convex sets

Let \( C \subset \mathbb{R}^2 \) be a bounded open convex set with \( C^{1,1} \) boundary. We describe the extended support of \( f = 1_C \) by considering the minimal norm certificate \( v_{0,0} \) defined in (27). We need to study the solutions of

\[ \inf_{E \subseteq \mathbb{R}^2, |E| < +\infty} P(E) - \int_E v_{0,0}, \tag{41} \]

and

\[ \inf_{E \subseteq \mathbb{R}^2, |E| < +\infty} P(E) + \int_E v_{0,0}. \tag{42} \]

Since \( v_{0,0} \geq 0 \), we see that the only solution to (42) is \( \emptyset \). As for (41), the same convexity argument as above shows that any solution must be included in \( C \).

Now let \( r \in [\rho_0, R] \), where \( 1/\rho_0 \geq \text{sup}_{x \in \partial C}(x) \) and \( C_r \) be the opening of \( C \) with radius \( r \) as defined in section 4.4. Denoting by \( \nu_C \) the outer unit normal to \( \partial C \), we have

\[ P(C_r) = \int_{\partial C_r} z_0 \cdot \nu_C \, d\mathcal{H}^d = \int_C \text{div} z_0 = \int_C v_{0,0}, \]

hence \( C_r \) is a solution to (41) and \( \text{Ext}(Df) \supseteq \bigcup [\partial C_r; \rho_0 \leq r \leq R] \).

Let us prove that there is no solution \( E \) such that the reduced boundary \( \partial^* E \) intersects \( C_R \). By remark 5, the solutions to (41) are stable by intersection. If a solution \( E \) is such that \( E \cap C_R \neq \emptyset \), then

\[ P(E \cap C_R) = \int_{E \cap C_R} v_{0,0} = h_{C_R} |E \cap C_R| \] where \( h_{C_R} = \frac{P(C_R)}{|C_R|} \), and \( E \cap C_R \) is a solution to the Cheeger problem

\[ \min_{F \subseteq C_R} \frac{P(F)}{|F|}. \]

By uniqueness of the Cheeger set of \( C_R \), we obtain that \( E \cap C_R = C_R \). Eventually, we have proved

\[ \text{Ext}(Df) = \bigcup [\partial C_r; \rho_0 \leq r \leq R]. \tag{43} \]

7. Support stability outside the extended support

In this section, we prove the main result of this paper, theorem 1, which shows that, under the source condition \( \partial J(f) = \emptyset \), as \( \lambda \rightarrow 0^+ \) and \( \|w\|_L^2/\lambda \) is small enough, almost all topological boundaries of the level sets of the solutions to \( (P, f + w) \) converge towards the topological boundaries of the corresponding level sets of \( f \) in the sense of Hausdorff convergence. If, moreover, \( \|w\|_L^2/\lambda \rightarrow 0 \), the support of \( D\theta_{w, \nu} \) is contained in arbitrarily small tubular neighborhoods of the extended support \( \text{Ext}(Df) \). In section 9, we show that the width of this
tube can be further characterized through the knowledge of a vector field $z_0$ associated with $v_{0,0}$. An interesting consequence of our main result is that the minimal norm certificate $v_{0,0}$ is constant on each connected component of the extended support (see corollary 1).

Throughout this section, we denote by $v_{\lambda,w}$ the solution of $(D_\lambda(f + w))$ and let $E_{\lambda,w}$ be any set of finite perimeter such that $\int_{E_{\lambda,w}} v_{\lambda,w} = P(E_{\lambda,w})$. We also denote by $w_{\lambda,w}$ the solution of $P_\lambda(f + w)$. Finally, let the level sets of $f$ be denoted by $F_t$ (refer to (9) for the definition of level sets).

We begin by recalling an elementary result, which holds under very weak assumptions.

**Proposition 8.** Let $f \in L^2(\mathbb{R}^2)$ such that $J(f) < +\infty$. Let $\{w_n\}_{n \in \mathbb{N}}$, $\{\lambda_n\}_{n \in \mathbb{N}}$ be sequences such that $w_n \in L^2(\mathbb{R}^2)$, $\|w_n\|_{L^2} \to 0$, and $\lambda_n \to 0^+$. Then $\lim_{n \to +\infty} \|u_{\lambda_n,w_n} - f\|_{L^2} = 0$ and $\text{Supp (Du}_{\lambda_n,w_n}) \subseteq \lim \inf_{n \to +\infty} \text{Supp (Du}_{\lambda_n,w_n)}$.

**Proof.** For the sake of simplicity, we shall denote $u_{\lambda_n,w_n}$ by $u_n$. From the optimality of $u_n$, we see that $\|f - u_n\|_{L^2} \to 0$ as $n \to +\infty$. Together with the fact that $J(u_n) \leq J(f) < +\infty$, that implies that $Du_n$ converges towards $Df$ in the weak-* topology of Radon measures. If $\text{Supp (Du)} = \emptyset$, there is nothing to prove. Otherwise, let $x \in \text{Supp (Du)}$. By weak-* convergence, for all $r > 0$,

$$0 < [Df(B(x, r))] \leq \lim \inf_{n \to +\infty} |Du_n|(B(x, r)).$$

Hence, $\limsup_{n \to +\infty} \text{dist}(x, \text{Supp (Du)})) \leq r$, and since this is true for all $r > 0$, we obtain $x \in \lim \inf_{n \to +\infty} \text{Supp (Du)}$. This yields $\text{Supp (Du)} \subseteq \lim \inf_{n \to +\infty} \text{Supp (Du)}$. $\square$

With the additional assumption that $\partial J(f) \neq \emptyset$, it is possible to describe the behavior of the level lines more precisely. In the following, we denote by $U_n(t)$ the $t$-level set of $u_{\lambda_n,w_n}$.

**Theorem 1.** Let $f \in L^2(\mathbb{R}^2)$ such that $J(f) < +\infty$ and $\partial J(f) \neq \emptyset$. Let $\{w_n\}_{n \in \mathbb{N}}$, $\{\lambda_n\}_{n \in \mathbb{N}}$ be sequences such that $w_n \in L^2(\mathbb{R}^2)$, $\lambda_n \to 0^+$, and $\|w_n\|_{L^2}/\lambda_n \leq \sqrt{2}/4$. Then, up to a subsequence, for a.e. $t \in \mathbb{R}$,

$$\lim_{n \to +\infty} |U_n(t) \Delta F(t)| = 0, \quad \text{and} \quad \lim_{n \to +\infty} \partial U_n(t) = \partial F(t),$$

where the last limit holds in the sense of Hausdorff convergence.

If additionally, $\|w_n\|_{L^2}/\lambda_n \to 0$ as $n \to +\infty$, the full sequence satisfies

$$\limsup_{n \to +\infty} \text{Supp (Du}_{\lambda_n,w_n}) \subseteq \text{Ext}(Df).$$

**Remark 6.** It is possible to reformulate (45) in the following way. By lemma 4, there exists $R > 0$ such that for all $n$, $\text{Supp (Du}_{\lambda_n,w_n}) \subseteq B(0, R)$ and $\text{Ext}(Df) \subseteq B(0, R)$ so that by [77, 78],
We denote by \( l \) the level sets \( \{ x \in \mathbb{R}^2; \ \text{dist}(x, \text{Ext}(Df)) \leq r \} \). The second equation of (44) has a similar reformulation.

**Remark 7.** Note that while [46] considered low noise regimes in which \( \lambda_n \to 0^+ \) and \( \|w_n\|_{L^2} \lambda_n \leq C \) for some well chosen constant \( C \) (for the problem of sparse spikes deconvolution), to obtain the strongest result for the problem of TV denoising, we require that \( \|w_n\|_{L^2} / \lambda_n \to 0 \) as \( n \to +\infty \).

**Proof.** By lemma 4, there exists some radius \( R > 0 \) such that for any \( t \geq 0 \), any \( n \in \mathbb{N} \), the level set \( U_n^{(0)} \) of \( u_n \) is included in \( B(0, R) \) (since \( \lambda_n, \ w_n \in D_{1/\sqrt{\pi}R} \)). The same also holds for the level sets \( F^{(0)} \) of \( f \). As a result, \( \text{Supp} (u_n) \cup \text{Supp} (f) \subseteq B(0, R) \) and the \( L^2 \) convergence of \( u_n \) towards \( f \) also implies its \( L^1 \) convergence. But by Fubini’s theorem,

\[
0 = \lim_{n \to +\infty} \int_{\mathbb{R}^2} |u_n - f| = \lim_{n \to +\infty} \int_{\mathbb{R}} |U_n^{(0)} \Delta F^{(0)}| \, dx,
\]

so that, up to the extraction of a subsequence \((u_n')_{n' \in \mathbb{N}}\), for a.e. \( t \in \mathbb{R} \), \( \lim_{n \to +\infty} |U_n^{(0)} \Delta F^{(0)}| = 0 \).

Now let us fix such \( t \in \mathbb{R} \), and such a subsequence \((u_n')_{n' \in \mathbb{N}}\). By \( L^1 \) convergence of \( \text{I}_{n^{(0)}} \) towards \( \text{I}_{F^{(0)}} \), and the fact that \( |\text{D} \text{I}_{n^{(0)}}|((\mathbb{R}^2) \implies P(U_n^{(0)}) \) is uniformly bounded (by lemma (2)), the gradient \( \text{D} \text{I}_{n^{(0)}} \) converges towards \( \text{D} \text{I}_{F^{(0)}} \) in the weak-* topology. Repeating the same argument as in proposition 8 above, we obtain that

\[
\partial F^{(0)} = \text{Supp} (\text{D} \text{I}_{F^{(0)}}) \subseteq \liminf_{n' \to +\infty} \text{Supp} (\text{D} \text{I}_{n^{(0)}}) = \liminf_{n' \to +\infty} \partial U_n^{(0)}.
\]

Let us prove that \( \limsup_{n' \to +\infty} \partial U_n^{(0)} \subseteq \partial F^{(0)} \). If \( \partial U_n^{(0)} = \emptyset \) for all \( n' \) large enough, then \( \limsup_{n' \to +\infty} \partial U_n^{(0)} = \emptyset \) and there is nothing to prove. Otherwise, let \( (x_{n'})_{n' \in \mathbb{N}} \) such that \( x_{n'} \in \partial U_n^{(0)} \) and (up to the additional extraction of a subsequence—that we do not relabel) \( \lim_{n' \to +\infty} x_{n'} = x \in \mathbb{R}^2 \). By proposition 7, for all \( r \leq r_0 \),

\[
|B(x_{n'}, r) \cap U_n^{(0)}| \geq \frac{1}{16} |B(x_{n'}, r)|, \quad \text{and} \quad |B(x_{n'}, r) \setminus U_n^{(0)}| \geq \frac{1}{16} |B(x_{n'}, r)|.
\]

By the dominated convergence theorem, we obtain for \( n \to +\infty \),

\[
|B(x, r) \cap F^{(0)}| \geq \frac{1}{16} |B(x, r)|, \quad \text{and} \quad |B(x, r) \setminus F^{(0)}| \geq \frac{1}{16} |B(x, r)|.
\]

Since this holds for all \( r \in (0, r_0) \), we see that \( x \in \partial F^{(0)} \), hence \( \limsup_{n' \to +\infty} \partial U_n^{(0)} \subseteq \partial F^{(0)} \).

To prove \( \limsup_{n' \to +\infty} \text{Supp} (\text{D} \text{u}_n) \subseteq \text{Ext}(\text{Df}) \), we consider the full sequence again and we now assume that \( \|w_n\|_{L^2} / \lambda_n \to 0 \) as \( n \to +\infty \). We denote by \( v_n \) the dual certificate \( v_{\lambda_n, W_n} \).

If \( \text{Supp} (\text{D} \text{u}_n) = \emptyset \) for all \( n' \) large enough, there is nothing to prove. Otherwise, let \( (x_{n'})_{n' \in \mathbb{N}} \) such that \( x_{n'} \in \text{Supp} (\text{D} \text{u}_n) \) and (up to the extraction of a subsequence) \( \lim_{n' \to +\infty} x_{n'} = x \) for
some \( x \in \mathbb{R}^2 \). By proposition 4, it is not restrictive to assume that \( x_n \in \partial E_n \) for some \( E_n \in \mathcal{F}_{\lambda, w} \) (otherwise we may replace \( x_n \) with \( y_n \in \partial E_n \) such that \( |x_n - y_n| \leq 1/n \).

By lemma 2 and 4, the family \( \{E_n\}_{n \in \mathbb{N}} \) is relatively compact in the \( L^1 \) topology (see [67, theorem 12.26]), that is, there exists \( E \subseteq \mathbb{R}^2 \) with finite measure such that, up to the extraction of a subsequence, \( \lim_{n \to +\infty} |E \cap E_n| = 0 \) (we do not relabel the subsequence). Moreover, up to the additional extraction of a subsequence, we may assume that either for all \( n \), \( \int_{E_n} v_n = P(E_n) \), or for all \( n \), \( \int_{E_n} v_n = -P(E_n) \). We deal with the first case, the other being similar.

Passing to the limit in the optimality equation for \( E_n \), we get

\[
P(E) \leq \liminf_{n \to +\infty} P(E_n) = \lim_{n \to +\infty} \int_{E_n} v_n = \int_{E} v_{0, 0},
\]

by the lower semi-continuity of the perimeter, and since \( 1_{E_n} \) (resp. \( v_{\lambda, w} \)) converges strongly in \( L^2(\mathbb{R}^2) \) towards \( 1_E \) (resp. \( v_{0, 0} \)). Since \( v_{0, 0} \in \partial J(f) \subseteq \partial J(0) \), the converse inequality also holds, so that \( P(E) = \int_{E} v_{0, 0} \), and \( E \in \mathcal{F}_{0, 0} \). By definition of the extended support, this means that \( \partial^* E \subseteq \text{Ext}(Df) \), hence \( \partial E \subseteq \text{Ext}(Df) \).

Similarly as above, we conclude that \( x \in \partial E \) in the following way. By proposition 7, for all \( r \leq r_0 \),

\[
|B(x_n, r) \cap E_n| \geq \frac{1}{16} |B(x_n, r)|, \quad \text{and} \quad |B(x_n, r) \setminus E_n| \geq \frac{1}{16} |B(x_n, r)|.
\]

By the dominated convergence theorem, we obtain for \( n \to +\infty \),

\[
|B(x, r) \cap E| \geq \frac{1}{16} |B(x, r)|, \quad \text{and} \quad |B(x, r) \setminus E| \geq \frac{1}{16} |B(x, r)|.
\]

Since this holds for all \( r \in (0, r_0] \), we see that \( x \in \partial E \subseteq \text{Ext}(Df) \). Hence \( \limsup_{n \to +\infty} \text{Supp} (Du_n) \subseteq \text{Ext}(Df) \). \( \square \)

**Remark 8** (On dimensions \( N \geq 3 \)). The are two key elements to the proof of theorem 1:

(i) **Compactness.** Lemma 2 and 4 give the fact that there exists \( R, L > 0 \) such that \( P(E_n) < L \) and the fact that there exists \( R \) such that \( E_n \subset B(0, R) \). This allows the required compactness result to be applied.

(ii) **Weak regularity.** Proposition 7 which ensures that the boundaries of all level sets are uniformly weakly regular.

The difficulty with extending theorem 1 to higher dimensions is that the second property of weak regularity is no longer true: in dimension \( N \), for weak regularity, we would require that

\[
\lim_{\lambda, \varphi \to 0} \|v_{\lambda, w} - v_{0, 0}\|_{L^\infty} = 0.
\]

However, the natural topology for \( \{v_{\lambda, w}\}_{\lambda, w} \) is \( L^2(\mathbb{R}^N) \) and when \( N \geq 3 \), there is no guarantee that the boundaries of the level sets of \( \partial v_{\lambda, w} \) do not have arbitrarily many singular points such as cusps, and it may be the case that there are level sets of \( \partial v_{\lambda, w} \) arbitrarily far out with arbitrarily small measure and perimeter.

When \( N \geq 3 \), it is still true that there exists \( L \) such that \( P(E) \leq L \) for all \( E \in \mathcal{F}_{\lambda, w} \) with \( (\lambda, w) \in D_{1, \sqrt{\pi} A} \) and it is possible to adapt the argument in the proof of theorem 1 to conclude that for each \( r > 0 \),
\[
\lim_{(\lambda,\alpha) \to (0,0)} \sup \{ \mathcal{H}^d(\partial^* E \setminus T_\rho); \ E \in \mathcal{F}_{\lambda,w}, (\lambda, \alpha) \in D_{\alpha_0,\lambda_0} \} = 0.
\]

However, we have no guarantee that there exists \(\lambda_0, \alpha_0 > 0\) such that \(\mathcal{H}^{d-1}(\partial^* E \setminus T_\rho) = 0\) for all \(E \in \mathcal{F}_{\lambda,w}\) with \((\lambda, w) \in D_{\alpha_0,\lambda_0}\).

As consequence of the support stability theorem, we obtain the following result on the minimal norm certificate.

**Corollary 1.** Let \(\Omega\) be any connected component of \(\mathbb{R}^2 \setminus \text{Ext}(f)\). Then \(v_{0,0}\) is constant on \(\Omega\).

**Proof.** For \(\delta > 0\), let \(\Omega_\delta = \{ x \in \Omega : \text{dist}(\partial \Omega, x) > \delta \}\). From theorem 1, we know that for all \(\delta\), there exists \(\lambda_0 > 0\) such that for all \(\lambda \in D_{\alpha_0,\lambda_0}\), \(u_{\lambda,0}\) is constant on \(\Omega_\delta\). Since \(v_{\lambda,0} = (f - u_{\lambda,0})/\lambda\), it follows that \(v_{\lambda,0}\) is also constant on \(\Omega_\delta\). So, since \(v_{0,0}\) is the \(L^2\) limit of \(v_{\lambda,0}\), \(v_{0,0}\) must be constant on \(\Omega_\delta\) for all \(\delta > 0\). Therefore, \(v_{0,0}\) is constant on \(\Omega\).

8. Support stability for nonsmooth convex sets

The theory developed in sections 5–7 relies on the existence of a subgradient of the total variation for \(f\) in the \(L^2\) topology (source condition). As natural as it may seem, this hypothesis does not always hold even for simple functions (like the indicator function of a square). In some cases, however, there is a natural limit for the dual certificates \(v_{\lambda,0}\) when considering another topology.

This section studies the case of a union \(\Omega\) of disjoint convex subsets of \(\mathbb{R}^2\) which are sufficiently far apart. If their boundary is not smooth enough, the source condition is not satisfied. Still, we shall prove that one can guarantee support stability for the solutions of \((\mathcal{P}_\lambda(f + w))\). A notable example is the unit square where \(\Omega = [0, 1]^2\).

As usual, throughout this section, we let \(u_{\Omega,w}\) be the solution of \((\mathcal{P}_\lambda(f + w))\) and \(v_{\lambda,w}\) be the solution of \((\mathcal{D}_\lambda(f + w))\). We also recall the notation from section 4 where given any bounded open convex set \(C\), \(C_\rho\) is the opening of \(C\) by open balls of radius \(\rho\) and there exists a unique function \(r(x)\) such that \(x \in \partial C_{r(x)}\) and \(x\) belongs to an arc of a circle of radius \(r(x)\).

8.1. Dual certificates for unions of convex sets

Let \(C\) be a bounded open convex subset of \(\mathbb{R}^2\). The dual certificate \(v_{\lambda,0}\) associated with \(f = 1_C\) is given in (28).

Now, more generally, if \(f = 1_{\Omega}\), where \(\Omega = \bigcup_{j=1}^M C^{(j)}\) and \(\{C^{(j)}\}_{j=1}^M\) are bounded open convex sets such that given any \(0 \leq k \leq M\) and any permutation \((i_1, \ldots, i_M)\) of \(\{1, \ldots, M\}\),

\[
E_{i_1, \ldots, i_k} \in \arg\min \left\{ P(E); \ P(E) < \infty, \ \bigcup_{j=1}^k C^{(i_j)} \subset E \subset \mathbb{R}^2 \setminus \bigcup_{j=k+1}^M C^{(i_j)} \right\}
\]

implies that \(P(E_{i_1, \ldots, i_k}) > \sum_{j=1}^k P(C^{(i_j)})\), then, as proved in [7], the solution \(u_{\lambda,0}\) to \((\mathcal{P}_\lambda(f))\) is

\[
u_{\lambda,0} = \sum_{j=1}^M (1 + \lambda v_{C^{(j)}}) v_{1_{C^{(j)}}}.
\]
and consequently,

$$v_{\lambda,0}(x) = \begin{cases} v_{C^{(j)}}(x) & x \in C^{(j)}, \ j = 1, \ldots, M, \\ 1/\lambda & x \in C^{(j)} \setminus C^{(j)}, \ j = 1, \ldots, M, \\ 0 & \text{otherwise}. \end{cases}$$

While $\lim_{\lambda \to 0} \|v_{\lambda,0}\|_2^2 = +\infty$, we observe that the function 

$$v_{0,0} \overset{\text{def.}}{=} \sum_{j=1}^{M} v_{C^{(j)}} \in L^1(\mathbb{R}^2).$$

Indeed, for each $j$, by the monotone convergence theorem

$$\|v_{C^{(j)}}\|_2 = \int_{\mathbb{R}^2} v_{C^{(j)}} = \lim_{n \to +\infty} \int_{\mathbb{R}^2} v_{C^{(j)}} 1_{C^{(j)}} = \lim_{n \to +\infty} P(C^{(j)}_{1/n}) = P(C^{(j)}) < +\infty,$$

where $C^{(j)}_{1/n}$ denotes the opening of $C^{(j)}$ with radius $1/n$. Moreover, since $v_{\lambda,0} \supseteq v_{\mu,0}$ for $\mu \geq \lambda$ and since for a.e. $x \in \mathbb{R}^2$,

$$\lim_{\lambda \to 0} v_{\lambda,0}(x) = v_{0,0}(x),$$

it follows by the monotone convergence theorem that

$$\|v_{\lambda,0} - v_{0,0}\|_2 \to 0, \quad \lambda \to 0.$$

As before, we may define the extended support of $f$ via $v_{0,0}$ as

$$\text{Ext}(Df) \overset{\text{def.}}{=} \left\{ \partial^*E; \pm \int_{E} v_{0,0} = P(E), \ |E| < \infty \right\}$$

$$= \Omega \setminus \left( \bigcup_{j=1}^{M} \text{int}(C^{(j)}_{\mathcal{K}_j}) \right).$$

(48)

where $C^{(j)}_{\mathcal{K}_j}$ is the maximal calibrable set inside $C^{(j)}$ for each $j = 1, \ldots, M$. We remark that $v_{\lambda,0} = v_{0,0}$ on $\mathbb{R}^2 \setminus \text{Ext}(Df)$.
Remark 9. Figure 1 shows examples of the extended support for two indicator functions. In the limit case where equality may hold in \( P(E_{\lambda}, \ldots, \lambda) \geq \sum_{i=1}^{n} \lambda_{i} P(C^{(i)}) \), the extended support of \( I_{0} \) may be larger than \( \partial \Omega \). The case \( \Omega = B(x_{1}, R) \cup B(x_{2}, R) \) and \( |x_{1} - x_{2}| = \pi R \), is shown in figure 2. In this case, if \( E \) is the convex hull of \( \Omega \), then \( P(E) = P(\Omega) \). In the absence of noise, the support of any TV regularized solution is simply \( \partial \Omega \), however, the extended support is strictly larger than \( \partial \Omega \). This is essentially reflected in the fact that the presence of any noise which shifts the two balls towards each other will necessarily result in additional level lines. We refer to [5, 32] for a detailed study of this example.

8.2. Support stability

In this section, we prove that the support of \( u_{\lambda}, w \) is stable around the extended support (48), i.e. its support is contained inside some neighborhood of \( \text{Ext}(Df) \), whenever \( \lambda \) and \( \|w\|_{L^{2}}/\lambda \) are sufficiently small. We begin by proving some properties of the level sets.

Proposition 9. The following statements are true.

(i) There exists \( \alpha_{0}, \lambda_{0}, L > 0 \) such that \( P(E) \leq L \) for all \( E \in \mathcal{F}_{\lambda, w} \) and \( (\lambda, w) \in D_{1, \sqrt{2}/4} \).

(ii) There exists \( R > 0 \) such that \( E_{\lambda, w} \subset B(0, R) \) for all \( E_{\lambda, w} \in \mathcal{F}_{\lambda, w} \) with \( (\lambda, w) \in D_{1, \sqrt{2}/4} \).

Proof. To prove (i), recall from the discussion in section 8.1 that \( \|v_{\lambda, 0}\|_{L^{2}} \leq \|v_{0, 0}\|_{L^{2}} \). So, for all \( E \in \mathcal{F}_{\lambda, w} \) with \( (\lambda, w) \in D_{1, \sqrt{2}/4} \),

\[
P(E) = \pm \int_{E} v_{\lambda, w} \leq \frac{\|w\|_{L^{2}} |E|^{1/2}}{\lambda} + \|v_{\lambda, 0}\|_{L^{1}} \leq \frac{P(E)}{4} + \|v_{0, 0}\|_{L^{1}}.
\]

The proof of (ii) is very similar to the proof of lemma 4. We first show that there exists \( R > 0 \) such that \( E_{\lambda, w} \cap B(0, R) = \emptyset \) for all \( E_{\lambda, w} \in \mathcal{F}_{\lambda, w} \) with \( (\lambda, w) \in D_{1, \sqrt{2}/4} \). Let \( R \) be such that \( B(0, R) \supset \Omega \). For a contradiction, suppose that \( \emptyset \neq E_{\lambda, w} \subset B(0, R)^{c} \). Then, since \( v_{\lambda, 0} = 0 \) on \( \Omega^{c} \), we have that

\[
P(E_{\lambda, w}) = \int_{E_{\lambda, w}} (v_{\lambda, w} - v_{\lambda, 0}) \leq \frac{\|w\|_{L^{2}} |E_{\lambda, w}|^{1/2}}{\lambda} < \frac{P(E_{\lambda, w})}{4},
\]

which is impossible if \( P(E_{\lambda, w}) > 0 \). So, \( E_{\lambda, w} \cap B(0, R) = \emptyset \) if \( E_{\lambda, w} = \emptyset \). Finally, since by (i), there exists \( L > 0 \) such that \( P(E_{\lambda, w}) \leq L \) for all \( (\lambda, w) \in D_{1, \sqrt{2}/4} \), it follows that \( E_{\lambda, w} \subset B(0, R + L) \).

When the source condition is not satisfied, proposition 7 cannot be applied directly to the level sets of \( u_{\lambda, w} \). However, even if the source condition does not hold, there may still be a subset of \( V \) of \( \mathbb{R}^{2} \) for which

\[
\lim_{\lambda \to 0} \|v_{\lambda, 0} - v_{0, 0}\|_{L^{2}(V)} = 0.
\]

In this case, one can argue along the lines of proposition 7 to deduce that there is still weak regularity on a subset of \( \partial \Omega \). Note that for characteristic functions on unions of convex sets as described in section 8.1, we can let \( V = \mathbb{R}^{2} \setminus \text{Ext}(Df) \) since \( v_{\lambda, 0} = v_{0, 0} \) on \( \mathbb{R}^{2} \setminus \text{Ext}(Df) \). The precise regularity statement is given in the following proposition.
Proposition 10. Let $V \subset \mathbb{R}^2$ be an open set. Suppose that
\[
\lim_{\lambda \to 0} \|v_{\lambda,0} - v_{0,0}\|_{L^2(V)} = 0.
\]
Then, there exists $r_0 > 0$ such that for all $r \in [0, r_0]$ and $\lambda_n, w \in \mathcal{F}_{\lambda, w}$ with $(\lambda, w) \in D_1, \mathbb{R}^2_+.$ if $x \in \partial E_{\lambda, w}$ is such that $B(x, r_0) \subseteq V$, then
\[
|B(x, r) \cap E_{\lambda, w}| \geq \frac{1}{16} |B(x, r)| \quad \text{and} \quad |B(x, r) \setminus E_{\lambda, w}| \geq \frac{1}{16} |B(x, r)|.
\]

Theorem 2. Let $\Omega$ be a union of convex sets which satisfies the assumptions of section 8.1. Let $\{w_n\}_{n \in \mathbb{N}}$, $\{\lambda_n\}_{n \in \mathbb{N}}$ be sequences such that $w_n \in L^2(\mathbb{R}^2)$, $\lambda_n \to 0^+$, and $\|w_n\|_{L^2}/\lambda_n \leq \sqrt{\epsilon_2}/4$. Then, up to a subsequence, for a.e. $t \in \mathbb{R}$,
\[
\lim_{n \to +\infty} |U_n^{(t)} \Delta F^{(t)}| = 0, \quad \text{and} \quad \lim_{n \to +\infty} \partial U_n^{(t)} = \partial F^{(t)}, \quad \text{if} \quad 0 < t \leq 1,
\]
\[
\limsup_{n \to +\infty} \partial U_n^{(t)} \subseteq \partial \Omega \quad \text{otherwise},
\]
where the last limits holds in the sense of Hausdorff convergence.
If additionally, $\|w_n\|_{L^2}/\lambda_n \to 0$ as $n \to +\infty$, the full sequence satisfies
\[
\text{Supp}(DF) \subseteq \liminf_{n \to +\infty} \text{Supp}(Du_{\lambda_n, w_n}) \subseteq \limsup_{n \to +\infty} \text{Supp}(Du_{\lambda_n, w_n}) \subseteq \text{Ext}(DF).
\]

Proof. By proposition 9 (ii), the level sets $U_n^{(t)}$ are included in some ball $B(0, R)$. So, by the same argument as in theorem 1, $\partial F^{(t)} \subseteq \liminf_{n' \to +\infty} \partial U_n^{(t)}$ and (49) holds.

Now, we prove $\limsup_{n' \to +\infty} \partial U_n^{(t)} \subseteq \partial \Omega$. Let $(x_n')_{n' \in \mathbb{N}}$ be a sequence in $\mathbb{R}^2$ such that (up to an additional extraction) $x_n' \to x \in \mathbb{R}^2$, and we assume by contradiction that $x \not\in \partial \Omega$. We let
\[
V = \{y \in \mathbb{R}^2; \text{ dist}(y, \partial \Omega) > r_1\},
\]
where $r_1 > 0$ is such that $r_1 < \text{dist}(x, \partial \Omega)$. We observe that $V$ is open, $x \in V$ and $\lim_{n' \to +\infty} \|w_{n'} - v_{0,0}\|_{L^2(V)} = 0$.

Applying proposition 10, we obtain for $n'$ large enough and $r > 0$ small enough,
\[
|B(x_{n'}, r) \cap U_{n'}^{(t)}| \geq \frac{1}{16} |B(x_{n'}, r)| \quad \text{and} \quad |B(x_{n'}, r) \setminus U_{n'}^{(t)}| \geq \frac{1}{16} |B(x_{n'}, r)|,
\]
and we conclude, passing to the limit as in the proof of theorem 1 that $x \in \partial F^{(t)} \subseteq \partial \Omega$, which contradicts the hypothesis. Hence $x \in \partial \Omega$, and $\limsup_{n' \to +\infty} \partial U_n^{(t)} \subseteq \partial \Omega$.

Equation (50) follows since $\partial F^{(t)} = \partial \Omega$ for $0 < t \leq 1$.

It remains to prove $\limsup_{n \to +\infty} \text{Supp}(Du_{\lambda_n, w_n}) \subseteq \text{Ext}(DF)$. The proof is quite similar to the proof presented for theorem 1 and we merely sketch it for brevity. We let $x_n \to x \in \mathbb{R}^2$, where $x_n \in \partial E_n$ for some $E_n \in \mathcal{F}_{\lambda_n, w_n}$ and we assume by contradiction that $x \not\in \text{Ext}(DF)$.

Arguing as above, and using the compactness property provided by proposition 9, we see that $x \in \partial E$ where $E$ is the limit of $E_n$ (up to an extraction, for the $L^1$ topology).
To conclude, we need to prove that $E \in \mathcal{F}_{0,0}$, as in (46). The $L^2$ convergence of $v_{\lambda,w}$ towards $v_{0,0}$ was applied to prove equation (46), but in fact, $L^1$ convergence $v_{\lambda,0}$ is sufficient: Note that by (i) of proposition 9 and the isoperimetric inequality, there exists $C$ such that $|E_n| \leq C^2$ for all $n$. Then by letting $E_n \Delta E = (E_n \setminus E) \cup (E \setminus E_n)$,

\[
\left| \int_{E_n} v_{\lambda,w} - \int_E v_{0,0} \right| \leq \left| \int_{E_n} v_{\lambda,w} - \int_{E_n} v_{0,0} \right| + \left| \int_{E_n} v_{0,0} - \int_E v_{0,0} \right| \\
\leq \|v_{\lambda,0} - v_{0,0}\|_L^1 + \frac{C \|w_n\|_L^2}{\lambda_n} + \int_{E_n \Delta E} v_{0,0} \to 0,
\]

by the $L^1$ convergence of $(\lambda,0)$ and the absolute continuity of the Lebesgue integral. As a result, $E \in \mathcal{F}_{0,0}$, hence $x \in \partial E \subseteq \text{Ext}(Df)$, and $\limsup_{n \to +\infty} \text{Supp}(Du_{\lambda_n,w_n}) \subseteq \text{Ext}(Df)$. \(\square\)

9. Support stability and calibrations

Theorem 1 shows that as a result of the strong $L^2$ convergence of $v_{\lambda,w}$ to $v_{0,0}$, one is guaranteed support stability outside a small neighbourhood of the extended support. This section upper bounds the rate of convergence in the outer limit inclusion of (45). In particular, we make explicit the relationship between the width of this neighbourhood, the decay of $\|v_{\lambda,w} - v_{0,0}\|_L^2$ and the nondegeneracy of $z_0$, the vector field for which $v_{0,0} = -\text{div} \, z_0$.

9.1. Support stability

In this section, we define

\[ T_r \overset{\text{def.}}{=} \{ x \in \mathbb{R}^2; \ \text{dist}(x, \text{Ext}(Df)) \leq r \}, \]

and we make an additional assumption about the decay of $z_0$ away from the extended support:

\[ \delta_r \overset{\text{def.}}{=} 1 - \underset{x \in T_r}{\text{ess sup}} |z_0(x)| > 0. \] (52)

We also let $C$ be such that

\[ |E| \leq C^2, \quad \forall \ E \in \mathcal{F}_{\lambda,w}, \quad (\lambda, w) \in \mathcal{D}_{1,\sqrt{\gamma}/\mu}. \]

Recall that the existence of $C$ is guaranteed by lemma 2. Examples of vector fields whose decay is known outside the extended support are described in section 9.2.

**Proposition 11.** Given any $E \in \mathcal{F}_{\lambda,w}$ with $(\lambda, w) \in \mathcal{D}_{1,\sqrt{\gamma}/\mu}$,

\[ \delta_r \mathcal{H}^1(\partial^p E \setminus T_r) \leq \int_E (v_{\lambda,w} - v_{0,0}) \leq C \|v_{\lambda,w} - v_{0,0}\|_L^2. \]

**Proof.** Comparing the energy of $E$ with that of the empty set we get,

\[ P(E) \leq \int_E v_{\lambda,w} = \int_E (v_{\lambda,w} - v_{0,0}) + \int_E v_{0,0} \leq \|v_{\lambda,w} - v_{0,0}\|_L^2 |E| + \int_{\partial^p E} z_0 \cdot \nu. \]
Recall from lemma 2 that there exists $C > 0$ such that $|E| \leq C^2$. So,
\[
P(E) = \int_{\partial^* E \cap T_r} z_0 \cdot \nu - \int_{\partial^* E \setminus T_r} z_0 \cdot \nu \leq C \| v_{\lambda, w} - v_{0,0} \|_{L^2}.
\]
Since $(\text{ess sup}_{\mathbb{R}^2 \setminus T_r} |z_0|) \leq 1 - \delta_r$, and more generally $\| z_0 \|_{L^\infty} \leq 1$, \[
P(E) = \int_{\partial^* E \cap T_r} z_0 \cdot \nu - \int_{\partial^* E \setminus T_r} z_0 \cdot \nu \geq \mathcal{H}^1(\partial^* E \setminus T_r) + \mathcal{H}^1(\partial^* E \cap T_r)
\]
\[
- (1 - \delta_r) \mathcal{H}^1(\partial^* E \setminus T_r) - \mathcal{H}^1(\partial^* E \cap T_r)
\]
\[
\geq \delta_r (\mathcal{H}^1(\partial^* E \setminus T_r)),
\]
hence the claimed result. \qed

**Proposition 12.** Let $\lambda > 0$ and $w \in L^2(\mathbb{R}^2)$ be such that $\| v_{\lambda, w} - v_{0,0} \|_{L^2} < \delta_{r/2} \sqrt{c_2}$. Then, $E \in \mathcal{F}_{\lambda, w}$ and $P(E) > 0$ implies that
\[
\mathcal{H}^1(\partial^* E \cap T_{r/2}) > 0.
\]

**Proof.** Assume by contradiction that $P(E) > 0$ and $\mathcal{H}^1(\partial^* E \cap T_{r/2}) = 0$ so that $\partial^* E \subset T_{r/2}$ up to an $\mathcal{H}^1$-negligible set. Then,
\[
P(E) = \int_E \|v_{\lambda, w} - v_{0,0}\|_{L^2}^2 + \int_E v_{0,0}
\]
\[
\leq \frac{P(E) \| v_{\lambda, w} - v_{0,0} \|_{L^2}^2}{\sqrt{c_2}} + (1 - \delta_{r/2}) P(E),
\]
where we have applied the isoperimetric inequality and the fact that $v_{0,0} = \text{div} z_0$ with $|z_0| \leq (1 - \delta_{r/2})$ on $T_{r/2}$. Since $P(E) > 0$, this implies that
\[
\delta_{r/2} \sqrt{c_2} \leq \| v_{\lambda, w} - v_{0,0} \|_{L^2}.
\]
This contradicts the assumption of this proposition. \qed

**Theorem 3.** Let $r > 0$. If $(\lambda, w) \in D_{r, \delta_{\mathcal{H}} \rho_{\mathcal{H}}}$ are such that
\[
\| v_{\lambda, w} - v_{0,0} \|_{L^2} \leq \delta_{r/2} \min \left\{ \frac{r}{2C}, \sqrt{c_2} \right\},
\]
then for all level sets $E$ of $u_{\lambda, w}$, $\partial E \subseteq T_r$.

**Proof.** It is sufficient to show that $\mathcal{H}^1(\partial^* E \setminus T_r) = 0$ for all $E \in \mathcal{F}_{\lambda, w}$ with $\lambda > 0$ and $w \in L^2(\mathbb{R}^2)$ satisfying (53). For, if we have $\mathcal{H}^1(\partial^* E \setminus T_r) = 0$, this means that $I_E$ is constant on every connected component of the open set $\mathbb{R}^2 \setminus T_r$, hence the topological boundary satisfies $\partial E \subseteq T_r$. Furthermore, by section 3.7, we may assume that up to an $\mathcal{H}^1$-negligible set, $\partial^* E$ is equivalent to a Jordan curve $\gamma$.

First observe that by proposition 12, $\mathcal{H}^1(\partial^* E \cap T_{r/2}) > 0$. Now, for a contradiction, suppose that $\mathcal{H}^1(\partial^* E \setminus T_r) > 0$. Then since this implies that $\mathcal{H}^1(\gamma \cap T_{r/2}) > 0$, $\mathcal{H}^1(\gamma \setminus T_r) > 0$ and $\gamma$ is a continuous curve, it follows that
\[
\mathcal{H}^1(\gamma \setminus T_{r/2}) = \mathcal{H}^1(\partial^* E \setminus T_{r/2}) > r/2.
\]
However, this is a contradiction proposition 11 implies that
\[
\lim_{(\lambda_0, \alpha) \to (0,0)} \sup \{ \mathcal{H}^d(\partial^* E \setminus T_r); \ E \in \mathcal{F}_{\lambda, w}, \ (\lambda, \alpha) \in D_{\alpha, \lambda_0} \} = 0.
\]
Indeed, by our choice of \((\lambda, w)\) in (53), if \(\mathcal{H}^d(\partial^* E \setminus T_r) > 0\), then the combination of propositions 11 and 12 yields
\[
\frac{\rho_{\delta/2}}{2} < \mathcal{H}^d(\partial^* E \setminus T_{r/2}) \leq C \| v_{\lambda, w} - v_{0,0} \|_{L^2} \leq \frac{\rho_{\delta/2}}{2}.
\]

\[\Box\]

**Example.** In the case where \(f = \mathds{1}_{B(0,R)}\), by the construction of \(z_0\) from (13), \(\delta_r \leq r/R\).

Furthermore, since \(v_{\lambda, w} = \frac{2}{R} f\), for each \(E \in \mathcal{F}_{\lambda, w}\),
\[
2\sqrt{\pi} |E|^{1/2} \leq P(E) \leq \int_E v_{\lambda, w} \leq 2\pi R + \| w \|_{L^1} |E|^{1/2},
\]
and \(|E|^{1/2} \leq 2\pi R/(2\sqrt{\pi} - \| w \|_{L^2})\) provided that \(2\sqrt{\pi} > \| w \|_{L^1}\). So, theorem 3 implies that for all \(\lambda > 0\), and \(w \in L^2(\mathbb{R}^2)\) such that
\[
\| w \|_{L^2} \leq \min \left\{ 2\sqrt{\pi} - \pi, \frac{\lambda^2}{8R^2} \right\},
\]
any level set \(E\) of \(u_{\lambda, w}\) satisfies \(\partial^* E \subset T_r\) up to an \(\mathcal{H}^1\)-negligible set.

### 9.2. Non-degeneracy of calibrable sets

The aim of this section is to show that if \(C \subset \mathbb{R}^2\) is a convex calibrable set, the minimal norm certificate \(v_{0,0} = h C\) (where \(h C = \frac{P(C)}{1 C}\)) can be written as \(v_{0,0} = \text{div} \ z_0\) where \(z_0 \in X_2(\mathbb{R}^2)\), \((z, D1_C) = -|D1_C|\) and for every compact set \(K \subset \mathbb{R}^2 \setminus \partial C\),
\[
\text{ess sup}_K |z_0| < 1,
\]
with an estimation on that inequality. We do not aim at full generality, and we assume that \(\partial C\) is of class \(C^2\) for the sake of simplicity. Reducing the hypotheses is the subject of future work.

The proof relies on the notion of inner and outer calibrations described in [19], which amounts to constructing vector fields ‘inside’ and ‘outside’ the studied set, and then ‘glue’ the two constructions.

**Definition 2.** Let \(C \subset \mathbb{R}^2\) be a set of finite perimeter. We say that \(C\) is—calibrable if there exists a vector field \(z_\infty : \mathbb{R}^2 \to \mathbb{R}^2\) such that

1. \(z_\infty \in L^2_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2)\) and \(\text{div} \ z_\infty \in L^2_{\text{loc}}(\mathbb{R}^2)\);
2. \(|z_\infty| \leq 1\) almost everywhere in \(C\);
3. \(\text{div} \ z_\infty\) is constant on \(C\);
4. \(\theta(z_\infty, -D1_C)(x) = -1\) for \(\mathcal{H}^1\)-almost every \(x \in \partial^* C\).

Similarly \(C\) is +calibrable if (1), (2), (3) hold and \(\theta(z_\infty, -D1_C)(x) = +1\) in (4).

The following lemma tells that one may ‘glue’ calibrations:

**Lemma 5 ([19]),** Let \(C\) be a bounded set of finite perimeter. Then \(\nu = 1_C\) is calibrable if and only if \(C\) is—calibrable with \(-\text{div} \ \xi_\infty = h C\) in \(C\), and \(\mathbb{R}^2 \setminus C\) is +calibrable with \(\text{div} \ z_\infty^+ = 0\).
9.3. Inner calibrations

Let \( C \subset \mathbb{R}^2 \) be a bounded open convex set of class \( C^2 \), and \( h_C \) defined by \( \frac{P(C)}{|C|} \). Following [9] in order to build the calibration, we consider the following auxiliary problem:

\[
\text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) = h_C,
\]

and we define

\[
z \overset{\text{def.}}{=} \begin{cases} 
\frac{\nabla u}{|\nabla u|} & \text{on } C \\
\nu_C & \text{on } \partial C.
\end{cases}
\]

Giusti proved the following result in [52] (see also [9, proposition 6.2])

**Theorem 4** ([52]). There exists a solution \( u \in C^2(C) \) to (54) if and only if

\[
\forall B \subset C, \ B \neq \emptyset, \ h_C < \frac{P(B)}{|B|}.
\]

Furthermore, the solution \( u \) is unique up to an additive constant, bounded from below in \( C \), and its graph is vertical at the boundary of \( C \), in the sense that

\[
\frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \to \nu_C \text{ uniformly on } \partial C.
\]

The consequence is that \( z \) defined in (55) is an \( \mathcal{C}^1 \) vector field in \( C \), (in fact analytic, see [9]), continuous in \( \mathcal{C} \).

In fact, Giusti also proved that the condition (56) is equivalent to (16), namely the calibrability of \( C \) (this result was extended to \( \mathbb{R}^N \) in [6]). As a result, for a calibrable set \( C \), one may choose the calibration given by the vectorfield \( z \) such that

\[
\forall x \in C, \ z(x) = \frac{\nabla u(x)}{\sqrt{1 + |\nabla u(x)|^2}}
\]

and \( z \in \mathcal{C} \) is a vectorfield such that \( \|z\|_{\infty} \leq 1 \), \( \text{div} \ z = h_C \) and \( \theta(z, D1_C) = -1 \). A first step in proving that \( |z| < 1 \) inside \( C \) is the following theorem by Giusti.

**Theorem 5** ([52]). For every compact set \( K \subset \text{int } C \), there exists \( Q > 0 \) such that for any solution of (54) in \( \text{int } C \),
This implies that \( \sup_{k} \frac{|\nabla u|}{\sqrt{1 + |\nabla u|^2}} < 1 \). In the next proposition, we study further its decay inside \( C \), which yields a non-degenerate inner calibration for \( C \).

**Proposition 13.** Let \( C \subset \mathbb{R}^2 \) be a bounded strictly convex calibrable set such that \( \partial C \) is of class \( \mathcal{C}^2 \) and \( h_C > \sup_{\partial C} |\kappa_{\partial C}| \). Assume moreover that the solution to (54) is continuous up to the boundary, i.e. \( u \in \mathcal{C}^{2}(C) \). Then, there exists \( \alpha > 0 \), there exists a vector field \( z \in \mathcal{C}^{2}(\overline{\Omega}) \cap \mathcal{C}^{2}(\Omega) \) such that \( \text{div } z = h_C \cdot z \cdot \nu = 1 \) on \( \partial C \), and

\[
\forall x \in C, \quad |z(x)| \leq \frac{\alpha}{\sqrt{d(x)^2 + \alpha^2}},
\]

where \( d(x) \) def. \( \text{dist}(x, \partial C) \).

**Proof.** By theorem 4, there exists a \( \mathcal{C}^{2} \) solution \( u \) to (54) which is vertical at the boundary, and the inequality \( h_C > \text{ess sup}_{\partial C} |\kappa_{\partial C}| \) implies that \( u \) is bounded (see [52, theorem 3.1]). We define \( z(x) \) def. \( \frac{\nabla u(x)}{|\nabla u(x)|} \) for all \( x \in C \).

Let us prove that \( |\nabla u(x)| > 0 \) for a.e. \( x \in C \). First, we assume that \( C \) is strictly convex. Since \( u \in \mathcal{C}^{2}(\Omega) \cap \mathcal{C}^{2}(\overline{\Omega}) \), by [66], theorem 2.2 \( u \) is a convex function. As a result, \( \{x \in C; \nabla u(x) = 0\} = \text{argmin}_{C} u \), and it is thus a closed convex set. Assume by contradiction that the dimension of \( \text{argmin}_{C} u \) is 2, i.e. \( \text{argmin}_{C} u \) contains an open ball \( B(x_0, r) \subset \text{int } (C) \) for some \( x_0 \in \text{int } (C) \), \( r > 0 \). Let \( T \) denote the operator \( T : u \mapsto \frac{\nabla u}{|\nabla u|} \), and let \( w \) be the constant function \( x \mapsto \text{min } C u \). We have \( u \leq w \) in \( \partial B(x_0, r) \) (in fact equality holds), and \( 0 = \text{div } Tw = \nabla u = h_C \) in \( B(x_0, r) \). By theorem 5, Problem (54) is locally uniformly elliptic, and the comparison principle [50, theorem 10.1] yields that \( u < w \) in \( B(x_0, r) \), which is a contradiction. As a result, the dimension of \( \text{argmin}_{C} u \) is strictly less than 2 and \( \text{argmin}_{C} u \) is Lebesgue-negligible.

Now, for a.e. \( x \in \text{int } (C) \), we may define \( y \) def. \( x + d(x) \frac{\nabla u(x)}{|\nabla u(x)|} \), and we observe that \( y \in C \). By convexity of \( u \), \( u(y) - u(x) \geq \nabla u(x) \cdot (y - x) = d(x)|\nabla u(x)| \). As a result, \( |\nabla u(x)| \leq \frac{2}{d(x)^2 + \alpha^2} \), and

\[
|Tu(x)| \leq \frac{2 \|u\|_{\infty}}{\sqrt{d(x)^2 + 4 \|u\|_{\infty}^2}}.
\]

The claimed result holds by a density argument.

### 9.4. Outer calibrations

It is proved in [19, theorem 5] (see also [7, theorem 13] in dimension \( N \)) that sets which satisfy a geometric condition (namely convex sets that are far enough from one another) have a complement which is \( \alpha \)-calibrable. That condition holds for \( \mathcal{C}^{1,1} \) convex sets.

However, it is not clear from the proof that the corresponding vector field has norm \( < 1 \) in compact sets of \( \mathbb{R}^2 \setminus C \). We provide below an explicit construction when the set has \( \mathcal{C}^{2} \) boundary. Admittedly the hypothesis is quite restrictive but we think that this construction gives some insight on the geometric properties involved.
Proposition 14. Let $C \subset \mathbb{R}^2$ be a nonempty bounded open convex subset with $\partial C$ boundary. There exists a vector field $z \in L^\infty \cap \mathcal{C}(\mathbb{R}^2 \setminus C)$ such that $z = \nu$ on $\partial C$, div $z = 0$ in the sense of distributions and $|z| < 1$ on every compact subset of $\mathbb{R}^2 \setminus C$.

The decay of $z$ is discussed in remark 10 below.

Proof. We choose an arclength parametrization of $\partial C$, $s \mapsto y(s)$ defined on $S \equiv \mathbb{R}/(P(C)\mathbb{Z})$, and we consider a basis $(\tau(s), \nu(s))$ such that $\tau(s) = y'(s)$. We assume that $\nu(s)$ is the outer unit normal to $C$.

The mapping $\varphi : (s, d) \mapsto y(s) + dv(s)$ is a $\mathcal{C}^1$-diffeomorphism from $S \times \mathbb{R}_+^2$ onto $\mathbb{R}^2 \setminus C$, with

$$\frac{\partial \varphi}{\partial s}(s, d) = \tau(s) + dk(s)\tau(s), \quad \text{and} \quad \frac{\partial \varphi}{\partial d}(s, d) = \nu(s),$$

where $k(s) \geq 0$ is the curvature of $\partial C$ at $y(s)$.

In order to define a vector field $z : \mathbb{R}^2 \setminus C \to \mathbb{R}^2$ such that div $z = 0$, it is sufficient to define a vector field $z : S \times \mathbb{R}_+^2 \to \mathbb{R}^2$ such that $z(s) = z(\varphi^{-1}(s))$ and

$$\operatorname{Tr}(DzDz^{-1}) = 0.$$

In other words, we shall build a vector field $z$ such that

$$\frac{1}{1 + \kappa(s)d} \partial_s z_1(s, d) + \frac{\kappa(s)}{1 + \kappa(s)d} z_2(s, d) + \partial_d z_2(s, d) = 0. \quad (57)$$

Here, for the sake of brevity, we have denoted by $\partial_s$ (resp. $\partial_d$) the derivatives with respect to $s$ (resp. $d$), and by $(z_1, z_2)$ the coordinates of $z$ in the basis $(\tau(s), \nu(s))$.

Given $\alpha > 0$ (to be fixed later), and the function $\eta : t \mapsto \min(t, 2 - t)$, we define

$$z_1(s, d) = -\alpha \left( \int_0^s (\kappa(s') - \frac{2\pi}{P(C)}) ds' \right) \eta(d), \quad (58)$$

$$z_2(s, d) = \frac{1}{1 + \kappa(s)d} \left( 1 + \alpha \left( \int_0^d \eta \left( \kappa(s) - \frac{2\pi}{P(C)} \right) \right) \right), \quad (59)$$

Observe that $\lim_{t \to 1^{-}} z(s, d) = \nu(s_0)$, and that $z$ is continuous in $\mathbb{R}^2 \setminus C$ since $\int_0^{P(C)} \kappa(s) ds' = 2\pi$. Moreover, it is not difficult to check that $z$ satisfies $(57)$ as well. As a result, div $z = 0$ pointwise in $\mathbb{R}^2 \setminus C$, and since $z$ is continuous we see by approximation that it also holds in the sense of distributions.

It remains to prove that $|z|^2 < 1 < 0$.

$$z_1^2 + z_2^2 = 1 + \alpha^2 \left( \int_0^s (\kappa - \frac{2\pi}{P(C)}) \right)^2 \eta^2$$

$$+ \frac{1}{(1 + \kappa d)^2} \left[ 1 + \alpha \left( \int_0^d \eta \left( \kappa - \frac{2\pi}{P(C)} \right) \right)^2 \right] - 1 - (\kappa d)^2 - 2\kappa d].$$

There is a constant $M > 0$ which only depends on $\sup_{s \in \partial C} \kappa$ and $P(C)$ such that

$$\left( \int_0^s (\kappa - \frac{2\pi}{P(C)}) \right)^2 \leq M$$

and $\left( \kappa - \frac{2\pi}{P(C)} \right)^2 \leq M$. 
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The term inside brackets is equal to
\[
\alpha^2\left(\int_0^d \eta \right)^2 \left(\kappa - \frac{2\pi}{P(C)} \right)^2 + 2\alpha\left(\int_0^d \eta \right)\left(\kappa - \frac{2\pi}{P(C)} \right) - (\kappa d)^2 - 2\kappa d
\]
\[
\leq \alpha^2 M\left(\int_0^d \eta \right)^2 + 2\kappa\left(\int_0^d \eta \right) - d - 4\pi\alpha M\frac{\eta}{P(C)} \int_0^d \eta - (\kappa d)^2
\]
\[
\leq 4\kappa\left(\int_0^d \eta \right) - d + \alpha^2 M\left(\frac{4\pi\alpha M}{P(C)} \int_0^d \eta - (\kappa d)^2\right),
\]
since \(\int_0^d \eta \leq 1\). Hence, for \(d \leq 1\), we obtain that for \(\alpha\) small enough (depending on \(M\) and \(P(C)\)), that term is less than or equal to
\[
-\kappa d - \frac{2\pi\alpha d^2}{P(C) 2} - (\kappa d)^2 \leq 0,
\]
which yields (writing \(K \equiv \sup_{\partial C}\kappa\))
\[
z_1^2 + z_2^2 - 1 \leq \alpha^2 Md^2 + \frac{1}{1 + K}\left(-\kappa d - \frac{2\pi\alpha d^2}{P(C) 2} - (\kappa d)^2\right)
\]
\[
\leq - \frac{1}{1 + K}\left(\kappa d + \frac{\pi\alpha d^2}{P(C) 2} + (\kappa d)^2\right) < 0,
\]
for \(\alpha > 0\) small enough (depending on \(M, K\) and \(P(C)\)).

As for \(d > 1\), we may assume that \(\alpha\) is small enough so that \(\alpha\int_0^\infty \eta \leq 1/2 \leq d/2\).

Moreover, \(\int_0^d \eta \geq \int_0^1 \eta = 1/2\), so that the term inside brackets is less than or equal to
\[-\kappa d - \frac{\pi\alpha}{P(C)} - (\kappa d)^2.
\]
So,
\[
z_1^2 + z_2^2 - 1 \leq \alpha^2 M - \frac{1}{1 + \kappa d}\left(\kappa d + \frac{\pi\alpha}{P(C)} + (\kappa d)^2\right)
\]
\[
\leq \alpha^2 M - \frac{1}{1 + \kappa d}\left(\kappa d + \frac{\pi\alpha}{P(C)}\right).
\]

For \(a \equiv \frac{\pi\alpha}{P(C)} < 1\), the mapping \(x \mapsto \frac{x + a}{x^2 + 1}\) is (strictly) decreasing on \([0, +\infty)\), hence upper bounded by \(-a\), and we obtain that \(z_1^2 + z_2^2 - 1 \leq \alpha^2 M - \frac{\pi\alpha}{P(C)} < 0\) for \(\alpha\) small enough.

**Remark 10.** A more straightforward construction would have been to construct \(\varepsilon\) parallel to the normals to \(C\), or equivalently set \(a = 0\) in (58) and (59). However, such a vector field would not decay in front of flat areas, where \(\kappa(s) = 0\), and we would have \(|\varepsilon(s, d)| = 1\) for all \(d > 0\). The above construction 'twists' the field lines so as to obtain some decay of the norm.

Still, the resulting upper bound (60) for small \(d\) depends on the local curvature of \(\partial C\). If \(\kappa(s) > 0\), then, as \(d \to 0^+\),
\[
|z(s, d)|^2 \leq 1 - \frac{\kappa(s)}{1 + K} d + o(d).
\]
On the other hand, if $\kappa(s) = 0$, then

$$|z(s, d)|^2 \leq 1 - \frac{\pi \alpha}{(1 + K)P(C)} d^2.$$  

10. Numerical illustrations

In order to illustrate our theoretical findings, we have performed numerical computations on a discretized version of the denoising problem $(P_{\lambda}(f))$. Let us stress that this section does not provide any theoretical guarantees concerning the geometrical faithfulness of these approximations, and a careful study of the impact of discretization is an interesting avenue for future works. The code to reproduce these results can be found online8.

10.1. Problem discretization

The problem is discretized on an uniform grid ($(i/n, j/n))_{i,j=0}^{n-1}$ of $n^2$ points in $[0, 1]^2$. For simplicity, we use periodic boundary conditions. The input image $f$ is represented on this grid as $(f_{i,j})_{i,j=1}^{n}$ and is normalized so that $f_{i,j} \in [0, 1]$. The recovered image $(u_{i,j})_{i,j}$ is defined on the same grid. Denoting $y \overset{\text{def.}}{=} f + w$, the problem $P_{\lambda}(y)$ is then approximated as

$$\min_{u \in \mathbb{R}^2} \sum_{i,j=1}^{n} |u_{i,j} - y_{i,j}|^2 + \lambda \sum_{i,j} \|\nabla_v u\|$$

where $\|\cdot\|$ is the Euclidean norm in $\mathbb{R}^4$. Here, $\nabla_v u \in \mathbb{R}^4$ is a 4-fold discretization of the gradient operator, defined as

$$\nabla_v u = n(u_{i+1,j} - u_{i,j}, u_{i,j+1} - u_{i,j}, u_{i+1,j+1} - u_{i,j+1}, u_{i,j+1} - u_{i,j}) \in \mathbb{R}^4$$

so that the discrete gradient operator is $\nabla : u \in \mathbb{R}^2 \mapsto \nabla u \in \mathbb{R}^2 \times 4$. We also define the discrete divergence as

$$\text{div} \overset{\text{def.}}{=} -\nabla^T : \mathbb{R}^{2 \times 4} \rightarrow \mathbb{R}^2.$$  

Note that this differs from the more usual forward finite-difference approximation (used for instance in [34]), and we found numerically that this improves the isotropy (rotation invariance) of the scheme.

10.2. Discrete dual problem and iterative algorithm

We solve the finite dimensional convex optimization problem $(P_{\lambda}^0(y))$ using the dual projected gradient descent of [34]. It minimizes a discrete counterpart of $(D_{\lambda}(f))$, which reads

$$\min_{z \in \mathbb{R}^2 \times 4} \left\{ \frac{y}{\lambda} + \text{div}(z); \ z \in C_\infty \right\},$$

where $C_\infty \overset{\text{def.}}{=} \{ z \in \mathbb{R}^2 \times 4; \ \forall (i, j), \ |z_{ij}| \leq 1 \}$. The solutions $z_\lambda$ of $(D_{\lambda}^0(y))$ are in general non-unique because the problem is not strictly convex, but the primal-dual relationship allow one to recovers the unique solution $w_0$ of the primal problem $(P_{\lambda}^0(y))$ as

\[ 8 \text{ https://github.com/gpeyre/2016-IP-tv-denoising/} \]
Starting by some initial $z_0$, the projected gradient descent reads

$$u_0 \overset{\text{def.}}{=} \text{div}(z_0) + \frac{y}{\lambda}.$$  

Figure 3. Display of the discretized solution $u_0$ of the discretized problem $(P_\ell^2(y))$ for several value of $\lambda$. The blue curves on top $u_0$ indicate the level sets of $u_0$ (computed using bilinear interpolation on the grid). The blue curves on top of $\|z_0\|$ indicate the obtained approximation of the boundary of the extended support $\text{Ext}(Df)$.

where the step size $\tau$ should satisfy $\tau < 2/\|\nabla\|^2$ where $\|\nabla\|^2 \leq 16n^2$ is the operator norm of the gradient. The orthogonal projection on $C_\infty$ is computed as
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The $z^{(l)}$ converge toward a solution $z_\lambda$ of $(D^2(y))$, while the primal iterates

$$u^{(l)} \overset{\text{def.}}{=} \text{div}(z^{(l)}) + \frac{y}{\lambda}$$

collapse toward the unique solution $u_\lambda$ of $(P^2(y))$ with a speed $||u_\lambda - u^{(l)}|| = O(1/l)$ as shown in [49].

10.3. Denoising results

Figure 3 displays the solution $u_\lambda$ of $(P^2(y))$ for a set of increasing values of $\lambda$. We use here $n = 512$, and the noise $w$ is a realization of a white noise where each pixel is Gaussian distributed with a variance $\sigma^2$ for $\sigma = 0.2$. As predicted by theorem 1, this shows how the level sets of the solution progressively clusters around the extended support $\text{Ext}(Df)$ as $\lambda$ increases. In order to get some insight about the geometry of this extended support, we display the saturation points of $||z_0|| = (||z_{0,ij}||)_{ij}$. Note that since $z_0$ is non-unique and we used the one output by the discrete minimization scheme, we do not claim any theoretical guarantee about this procedure. In practice, we observed that starting the algorithm with $z^{(0)} = 0$ leads to meaningful results about this extended support, as shown on figure 3.

11. Conclusion

In this paper, we have characterized the regions in which the solutions to the two-dimensional TV denoising problem are geometrically stable under $L^2$ additive noise. In particular, via the minimal norm certificate, we introduced the notion of an extended support and although the support of TV regularized solutions are in general not stable, we have proved that the support instabilities are confined to a neighbourhood of the extended support. We have also provided explicit examples of the extended support in the case of indicators of convex sets. Within the low noise regime, for the indicator set of a calibrable set $C$, the support of the solutions was shown to cluster around $\partial C$. While for indicator functions of general convex sets (including convex sets for which the source condition is not satisfied), the support of the solutions was shown to cluster around the domain $C \setminus \text{int}(C_{R^*})$, where $C_{R^*}$ is the maximal calibrable set inside $C$.
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