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ABSTRACT

Smart gadgets from tiny oximeter to wrist watches collect data from human body to analyse and predict future occurrences. The most wanted model for this high active environment is the prediction model. Many algorithms have been developed by various researchers and today tools are available in software like MATLAB, Phyton and Tenser flow. In this paper SVM a supervised model is implemented to predict heart attack. The 13 features are considered which include personal details like chest pain type, blood pressure, collestial level and heart rate. The implemented model is tested on UCI health care heart disease data set. The efficacy of the model proposed is justified using performance and confusion matrix. The accuracy obtained is 83%.
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1. INTRODUCTION

Health care data collected from various electronic devices of a patient reside in a format specified in electronic health record (EHR). The data available today are abundant which could be temporal, specific, contextual and voluminous. Analysing these data for identification, recognition and predictions are the areas of research interest using AI and ML technology. Considering the supervised model to learn the occurrences and allow the model to predict the occurrences from the new data collected in EHR is most wanted model in health care. Support Vector Machine (SVM) is a supervised model which is basically implemented as classifier which classifies the sample on a hyper plane using quadratic kernel. A two-class classifier can also be built to train and predict occurrences to classify the samples as normal and abnormal. The data set consists of 76 attributes in the subset of Cleveland database where 13 attributes are considered for analysis. As most of the healthcare data is not clean, a pre-processing model is included to remove unwanted data and missing sections are filled up by averaging the particular attribute values. A detailed implementation has been covered in section IV.

The proposed paper is segregated as follows: A comprehensive review of the literature on SVM and the various methods used to predict heart attacks are provided in section II. SectionIII on the data set considered to test the efficacy of the proposed model, section IV describes the implementation and results achieved, conclusions are discussed in section V.

2. LITERATURE SURVEY

Health care data analytics poses challenges to research committee as it is voluminous and scantly in nature. Today many predictive models are implemented in smart devices like smart watch by apple/android/fit bit and many more. The challenges which is still live-in research committee is accuracy. The survey conducted here focuses on understanding SVM model and also various predictive models implemented to achieve high accuracy and low computational complexity.

Three supervised model along with SVM Classifier is implemented by Padmavathi Janardhanan et al.[1]. The prediction model's performance in predicting diseases is measured and evaluated using various medical datasets. The datasets were binary in nature, with a varying number of attributes in each. Heart datasets, cancer datasets, and diabetes datasets are considered for the research work. The SVM classifier is found to produce a higher percentage of accuracy. Aditianilghive and Dr. Patil [2] proposed employing SVM and NB classification algorithms to identify diseases and theorems in brief text. Experimental data reveal that SVM outperforms naive bayes in classification. Accuracy, Precision, Recall, and F-measure are the four criteria used to evaluate these algorithms. To forecast heart disorders, Dr. S. Anitha and Dr. N. Sridevi [3] suggested supervised machine learning techniques such as SVM, KNN, and Naive Bayes. The R programming language is used to implement the machine learning algorithms. The algorithms' accuracy is used to assess their performance. KNN, Naive Bayes, and SVM are three supervised machine learning algorithms that are compared in terms of accuracy. The testing results show that the SVM algorithm correctly predicts heart illness 86.6 percent of the time.

Perumal, P.T. and Priyanka [4] proposes that the technology be used to increase the accuracy of test results by using its wings. Age, blood pressure, artery thickness, and other factors are considered in the SVM and Principal Component Analysis(PCA), which are used to estimate a person's risk of heart attack. The best algorithm, according to experimental data, is the SVM algorithm with PCA component, which has a maximum accuracy value of 87 percent. This study presents a comprehensive overview of machine learning strategies for identifying heart disease that improve accuracy. Research paper by E. Laxmi Lydia et al. [5] proposes methods for categorising diseases based on disease factors and using several developed intense classification methods such as SVM, Decision Tree, Logistic Regression, K-nearest neighbour, and Naive Bayes. The suggested classification algorithms use disease datasets to measure diseases and provide reliable predictions. The experimental studies were performed on three disease datasets: namely thyroid, diabetes, and cancer.

The proposed approach by Madhura Patil et al. [6] uses the SVM algorithm to detect cardiac disease. By taking into account dangerous factors connected with heart disease, the approach aids in the prediction of heart disease. The system uses a SVM algorithm on the patient's historical data and gives features such as age, sex, smoking, obesity, alcohol intake, bad cholesterol, blood pressure, and heart rate to make a more accurate prediction of coronary heart disease.A. Jamuna et al.
[7] uses a dataset to discuss various machine learning techniques for predicting diabetes disease. Machine learning algorithms such as Decision Tree, SVM, Naive Bayes, K-mean clustering, and Logical Regression algorithms are used to detect diabetes at an early stage in their experiments. Experiments are conducted using the PIDD from the UCI machine learning repository. In comparison to other algorithms, SVM outperforms with a high accuracy of 82 percent. R.R. Ade et al. [8] provides a classifier strategy for heart disease identification and demonstrate how SVM and Naive Bayes can be employed for classification. When an unknown sample is given as an input, this algorithm classifies the data into several categories and also forecasts the risk of heart disease.

Purusothaman G. et al. [9], helps in discovering the optimum model for subsequent work by providing a quick and easy knowledge of several prediction models in data mining. This is a unique approach since different strategies are enumerated and expressed in a bar chart to comprehend the level of accuracy of each. These methods were chosen for their efficacy in the literature.

The suggested effort by Ahmed Ismail et al. [10], intends to construct a real-time prediction system for health issues based on cloud-based big medical data processing. The goal of this study is to see how well machine learning algorithms work with EHR. In compared to previous research, the proposed system of prediction could provide great accuracy, with a predictability of 90.6 for heart disease. The methodology used in this study is parameterization for parameters on SVM in order to increase the likelihood of prediction utilising the most effective features.

Amit KisanPagare and Vijay Kumar Verma [11], compare several data mining classification strategies such as Neural Network, DT, Bayesian Classification, Back Propagation, SVM, K-nearest neighbor, and Genetic Algorithms (GA).

Himanshu Sharma and M A Rizvi [12], present a wealth of material on cutting-edge machine learning and deep learning methodologies. It also illustrates the potential of machine learning algorithms in the treatment of cardiac disease in the future. This research also examines the use of deep learning in the realm of heart disease prediction. According to Mythili T et al. [13], in order to propose an accurate model of predicting heart disease, this study presents a rule-based model that compares the accuracies of applying rules to individual SVM, decision tree, and logistic regression findings on the CHD Database. SVM had the greatest accuracy of 90.5 percent, followed by neural networks at 88.9%, Bayesian at 82.2 percent, decision tree at 77.9%, and logistic regression at 73.9 percent, based on 102 data sets.

M. Marimuthu et al. [14], discuss existing data mining and machine learning algorithms for predicting cardiac illness, including Artificial Neural Networks (ANN), Decision Trees, Fuzzy Logic, K nearest neighbour, Naive Bayes, and SVM. Vinothini et al. [15] recommended that decision trees be integrated using the k-means algorithm. They also used learning techniques such as SVM and Logistics regression. The outcomes of SVM and Logistics regression for heart disease prediction were evaluated.

V.V. Ramalingam et al. [16], evaluate and analyse the performance of numerous models such as Artificial Neural Networks (ANN), Decision Trees, Fuzzy Logic, K nearest neighbour, Naive Bayes, and SVM based on such methods and methodologies. Researchers favour models based on supervised learning techniques including SVM, KNN, Naive Bayes, DT, Random Forest (RF), and ensemble models.

Nahla Farid et al. [17], proposes the usage of SVM classifiers with kernel functions for identification of normal and autoaggressive actions from EMG data.

From survey it is evident that the models considered are SVM [1,2,6,9,12], naive base [2,3,4,7,13], decision tree [13,14,16] and the accuracy of the model depends on the data set considered to evaluate the proposed model. The need of the hour is to check the accuracy of the proposed model on real-time data generated from smart devices. This builds a collaborated model which amalgamates IOT, data storage and client/edge/server computing. Motivated on this backdrop SVM model is implemented as an hybrid of classification and prediction as a supervised model. Model is tested on UCI data set.

3. DATASET COLLECTION

UCI health care dataset consists 76 attributes, but most of the researchers use 13 of them. Till data Machine Learning researchers use only cleveland data base. Sample UCI data set is shown in figure 1.

![Figure 1: Sample UCI data set](image)

**Attribute Information:**

- Age which is of integer.
- Sex which is of Male/Female.
- Four different types of chest pain
- Blood pressure of type resting
- Serum cholesterol in mg/dl
- FBS> 120 mg/dl
- Values of resting electrocardiographic results
- Heart beat which is of maximum
- Exercise induced angina
- Oldpeak is equal to ST depression induced by exercise relative to rest
- The slope of the peak exercise ST segment
- Major vessels colored by flouroscopy
  - thal: Three = normal; Six = fixed defect; Seven= reversible defect.

4. METHODOLOGY

In this research work, SVM binary classification model is implemented using python. The optimal hyper plane is set through quadratic kernel function and set using the width of the margin using maximization. The unique global minimum value is identified. Its primary goal is to identify the optimal hyper plane for separating data into its two classes. Multiple binary
SVMs were recently combined to accomplish multiclass classification. Figure 2 depicts the SVM [17] architecture.

Let \( l \) be the number of training examples \( \{ x_i, y_i \}, i = 1,..., l \), with each instance containing an input \( x_i \) and a class label \( y_i \in \{-1, 1\} \). Each hyper plane has a weight vector \( (w) \) and a bias \( (b) \) that may be described using the equation below.

\[
w \cdot x + b = 0 \quad \quad \quad (1)
\]

Given the hyper plane, the following function can be used to classify training and testing data:

\[
d(x) = \sin(w \cdot x + b) \quad \quad \quad (2)
\]

The previous function can be stated as follows when working with kernel functions.

\[
d(x) = \sin \sum_{i=1}^{N} a_i y_i K(x_i, x) + b \quad \quad \quad (3)
\]

Here number of samples used for training is represented as \( N \), \( x_i \) is the training samples input and \( y_i \) is the label for matching class, bias is represented by \( b \), and the kernel function \( K(x_i, x) \) that translates into an enlarged feature space from input vectors.

From the below two constraints given in (4) and (5), the \( a_i \) coefficients are obtained:

\[
0 \leq a_i, i=1,\ldots, N \quad \quad \quad (4)
\]

\[
\sum_{i=1}^{N} a_i y_i = 0 \quad \quad \quad (5)
\]

The SVM algorithm is the most used kernel learning algorithm. Using well-established notions from optimization theory, it delivers relatively robust pattern recognition performance.

**Quadratic Kernel Function**

The Rational Quadratic kernel requires less computing needs than the Gaussian kernel and can be used as a fallback if the Gaussian becomes too expensive.

\[
K(x_a, x_b) = 1 - ||x_a, x_b||^2/(||x_a, x_b||^2+c)
\]

On several groups of actions, SVMIs used along with various kernel functions. The accuracy of each group was determined using polynomial, quadratic, and radial basis functions. On each group, the classification accuracy of kernel function is compared.

The proposed model consists of data pre-processing, attribute selection, visualizing the correlation among columns present in the data set, classification of normal and abnormal data sample is done by implementing SVM with classification using quadratic kernel function.

**Data Pre-processing**

Data pre-processing is to overcome redundant and missing data as the data is value attributed with 13 features, redundancy is identified by clustering the samples using frequency histogram and missing data is regenerated based on the average of the attribute values of the corresponding samples with in cluster. The proposed model is hybridized with concept combination of clustering and classification. The pre-processed phase generates voluminous data in clean and suitable for analysis and feature selection through visualization and correlation.

The feature selection is based on the variance and co-variance of all the attributes which features the range of occurrences and supports the consideration of features. The selected features are considered to train and test the SVM implemented. The input variable matching is computed and also feature selection process is evaluated. The prediction model is built to predict the occurrences of the abnormalities based on the disturbances observed from normal attribute values.

**Visualizing the correlation among columns present in the dataset**

Visualizing the count of each target classes in order to check whether the dataset is imbalanced or not. Figure 3 depicts correlation comparisons.

**Input variable matching**

The number of input attributes included in every ML model has a big impact on how well it works. To ensure superior execution, selecting the relevant qualities rather than selecting multiples is critical.

**Prediction**

At the end, the classification function has achieved and analyzed. The function value calculated as the percentage of correctly predicted output divided by the total integer of samples.

\[
\text{Performance} = \frac{\text{True predicted outcomes}}{\text{Total number of samples}} \times 100
\]
Confusion Matrix

Figure 4: Confusion Matrix

- Here, Type-1 Error is 8.20% which is also known as False Positive.
- Type-2 Error is 4.92% which is also known as False Negative.
- While other % value in the confusion matrix represents that they are correctly predicted in their specific categories.

Figure 5: Accuracy output

User can enter the values of different attributes on the basis of which risk factor will be determined utilizing machine learning algorithms.

5. CONCLUSION

Heart care requires technology innovation to hinder human as a resource in hospitals/clinicals. This requirement has triggered many technology researchers to implement intelligent models to identify/classify/predict occurrences on health care data. In this paper quadratic kernel function has been implemented in SVM to generate a hyper plane for a two class classifier. Expected accuracy has not been met. There is still scope for improving the proposed model. SVM – machine learning algorithm has low computational complexity makes it more suitable compared to other techniques.
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