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ABSTRACT
Angular anisotropy techniques for cosmic diffuse radiation maps are powerful probes, even for quite small data sets. A popular observable is the angular power spectrum; we present a detailed study applicable to any unbinned source skymap \( S(n) \) from which \( N \) random, independent events are observed. Its exact variance, which is due to the finite statistics, depends only on \( S(n) \) and \( N \); we also derive an unbiased estimator of the variance from the data. First-order effects agree with previous analytic estimates. Importantly, heretofore unidentified higher-order effects are found to contribute to the variance and may cause the uncertainty to be significantly larger than previous analytic estimates—potentially orders of magnitude larger. Neglect of these higher-order terms, when significant, may result in a spurious detection of the power spectrum. On the other hand, this would indicate the presence of higher-order spatial correlations, such as a large bispectrum, providing new clues about the sources. Numerical simulations are shown to support these conclusions. Applying the formalism to an ensemble of Gaussian-distributed skymaps, the noise-dominated part of the power spectrum uncertainty is significantly increased at high multipoles by the new, higher-order effects. This work is important for harmonic analyses of the distributions of diffuse high-energy \( \gamma \)-rays, neutrinos, and charged cosmic rays, as well as for populations of sparse point sources such as active galactic nuclei.
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1 INTRODUCTION
An important experiment in astronomy is measuring the angular distribution of points on the sky from the arrival directions of incident radiation. When distance information for sources is unavailable (or too unreliable), then techniques for quantifying their two-dimensional angular distribution become essential. These methods are important for analyzing distributions of point sources, as well as incident radiation from diffuse sources (or those that appear to be, due to insufficient angular resolution).

The information contained in angular distributions depends on the application. Temperature anisotropies of the cosmic microwave background (CMB) contains information about primordial fluctuations at the epoch of last-scattering, as well as the distribution of matter and ionized gas at subsequent epochs that affected the propagation of the microwaves (e.g., WMAP Collaboration 2013, Planck Collaboration 2014). The distribution of galaxies (e.g., Hayes, Brunner & Ross 2012, Ho et al. 2012) or quasars (Leistedt et al. 2013, Ho et al. 2013) probes the large scale structure of matter. High-energy messengers, the focus of this article, have special challenges: charged cosmic rays are deflected, \( \gamma \)-rays can be attenuated, and neutrinos are detected only in small numbers. Directional detection of these messengers allows inferences about their sources and propagation effects.

One important measure of the angular distribution is its power spectrum \( C_\ell \), the mean-square-amplitudes of fluctuations with wavelength \( \pi/\ell \) radians, specified with a basis of spherical harmonics \( Y_{m}^{\ell} \). These are particularly convenient observables because they characterize the angular scales of anisotropy and they are statistically orthogonal, \( \langle C_\ell C_{\ell'} \rangle - \langle C_\ell \rangle \langle C_{\ell'} \rangle \propto \delta_{\ell \ell'} \), for full-sky Gaussian-distributed skymaps. Since the \( C_\ell \) are 2-point functions, they represent the lowest order deviations from isotropy. Such harmonic analyses are also applied to the clustering of three-dimensional cosmological data in thin spherical shells to simplify redshift distortion effects (e.g., Fisher, Schar, & Lahav 1994, Percival et al. 2004).

One intent for analyses of galaxy surveys is to determine the statistical properties of the large scale structure in terms of their typical spatial correlations. These correlations contain information about the physics of the early
Rather than measure the statistical properties of the spatial distribution, the intent of this paper is to focus on the particular spatial distribution of observations at our particular position in the Universe we live in. We treat the power spectrum as an observable property of the source skymap itself, instead of a measurement of its statistical properties. One reason to do this is because it provides potentially important information: as the number of detected events increases, the power spectrum of high-energy gamma-rays and neutrinos will converge precisely to the flux power spectrum of their sources. In general, harmonic decompositions are a convenient way to express information about the spatial structure of astrophysical observations.

A crucial step in extracting the information contained in these measurements is assessing their uncertainty. In general, the statistical variance must be determined from the data itself.

In some cases, one can determine the variance directly from the mean or from other measurements, due to theoretical considerations. One important example is the variance of the primordial CMB temperature power spectrum, which is strongly constrained to be Gaussian-distributed, is measured with incredibly large photon counts, and where the goal is to constrain cosmological parameters. In this case, the limiting statistical uncertainty of the power spectrum is the cosmic variance over the ensemble of Universes with the same cosmology and different initial conditions. Proportional to $C_\ell^2$, this uncertainty is estimated with the theoretical power spectrum that best fits the data. If we didn’t have a cosmological theory of the CMB (but still knew it to be Gaussian-distributed), then the cosmic variance would need to be approximated from an estimate of $C_\ell^2$ using the data alone. When determining the statistical uncertainty from the data in this way, one must ensure there is enough data to guarantee that the power spectrum’s error estimate is sufficiently precise.

If one wants to know the CMB power spectrum in our specific sky, perhaps to compare with the power spectrum of another related distribution such as known X-ray galaxies, its statistical uncertainty is smaller than the cosmic variance, and the limiting uncertainty is instrument noise.

Error analyses that require spatial modelling of the data (such as assuming Gaussianity, for example) may not be applicable or be easy to properly apply to data that is not well understood. There are many examples of this. The sources of ultra-high energy cosmic rays are unknown and their propagation has uncertainties that make modeling the expected signal difficult. As such, quantifying the statistical significance of observed features, such as hotspots (Telescope Array Collaboration 2014), or dipole phase transitions (e.g., Giacani 2013, Ivanov et al. 2014), require a spatial model-independent approach (such as in Linsley 1973). Likewise for anisotropy features in high-energy astrophysical ensembles of observed charged cosmic rays (e.g., Westerhoff 2013, Santander 2013, Desiati 2014, Dambrauz 2014), neutrinos (IceCube Collaboration 2013, 2014a,b), and diffuse $\gamma$-rays (Fermi-LAT Collaboration 2012). Spatial-model independent approaches are also useful for verifying the applicability of more efficient model-dependent techniques, and providing a fall-back standard to apply in regimes where those models prove inadequate. A current example of such a modeling challenge is non-Gaussianities in the galaxy distribution induced at small distance scales (including the baryon acoustic oscillation scale) by non-linear gravitational collapse (e.g., SDSS Collaboration 2006, Harnois-Déraps & Pen 2013).

Thus, there is a need for statistical uncertainty estimates of the power spectrum using data alone, independent of information about the radiation’s source. In particular, there has been less development of power spectrum measurements for experiments with a relatively small number of counts. Such experiments do not require data compression techniques to be applied—the low counts of high energy data may allow exact methods to be computationally tractable, without the need to bin the data into sky-pixels. For these experiments, new techniques are now needed, including methods to determine the variance of observables such as the power spectrum.

A first precise formulation of this kind is presented in this paper for the angular power spectrum of finite counts. The statistical framework is minimal and widely applicable, containing only two postulates:

(i) stationarity—the data consists of point events on a sphere sourced from a stationary skymap distribution $S(n)$, and

(ii) independence—each observed event is statistically independent of the other events (Poisson process), with its spatial probability density function proportional to $S$.

The stationarity postulate is only broken when the data contains significant contributions from transients on time scales of the order of the experiment lifetime. The independence postulate is broken for any beams that exhibit quantum boson bunching (such as for the CMB) or fermion antibunching (as expected in the cosmic neutrino background), known as the HBT effect (Hanbury Brown & Twiss 1957, Zmuidzinas 2003, Jeltes et al. 2007). Such effects are left for future studies.

With this framework, we show how to estimate the power spectrum without bias for any finite set of data with at least two events, and show how its variance depends on the source distribution. In particular, we find new contributions to the statistical variance of the power spectrum, due to the source distribution’s power spectrum, bispectrum, and trispectrum. We provide new unbiased estimates of the variance derived from the data, applicable for any distribution of sources. This work is immediately important for the high-energy $\gamma$-ray anisotropy analyses carried out with Fermi-LAT data (Fermi-LAT Collaboration 2012).

It is worth pointing out that the presented estimators in this work are unbiased with respect to a fixed number of observed events, instead of a fixed exposure. Indeed, it is unclear how to determine an unbiased estimator of power spectrum from fixed exposure as long as there is a finite probability of receiving less than two events, in which case the estimate of the power spectrum is undefined.
For simplicity of presentation in this first paper, the analysis is presented for uniform-exposure full-sky observations.

The rest of this paper is organized as follows. In Sec. 2, we briefly discuss some of the current methods of power spectrum estimation, review previous analytic uncertainty estimates of the power spectrum and preview the new results of this paper for comparison. Sec. 3 contains the detailed derivation of the new results. Arguments are given for the specific case of a γ-ray analysis. In Sec. 4 we present a detailed discussion of the results, and verify the new effects in some initial numerical simulations. A discussion for the applicability of the results to other experiments appears in Sec. 5. We conclude in Sec. 6.

The error analysis of $C_\ell$ is most easily expressed in terms of rotation-invariant spherical tensors of higher order than the angular power spectrum. A study of these new higher order spectra is provided in App. A. Despite many searches, we are unaware of any previous description of these tensors. The maximum likelihood analysis of the angular power spectrum of a Gaussian distribution on a sphere is reviewed in App. B and the derivation of central moments of Gaussian fields is reviewed in App. C.

Some notations consistently appear in this paper. An unbiased estimator $\hat{X}$, dependent on random data, of some physical quantity $X$ is denoted with a ‘˜’. Measurements of spherical-mean-normalized angular distributions are indicated throughout with a ‘‘’.

2 ANGULAR POWER SPECTRA: FROM HIGH TO LOW STATISTICS, FROM SKY ENSEMBLES TO A SINGLE SKY

This section will briefly discuss the existing methods for power spectrum estimation, and preview the main results of this paper for comparison. The derivation of these results and detailed comparison with the existing methods are then carried out in the next section.

We will see that the current methods are suitable when data sets are very large, such as for galaxy surveys, where the goal is to ascertain the statistical correlations of the spatial distribution of the observations. Galaxy surveys are often analyzed to measure the parameters of a pre-stated cosmological model. As such, the power spectrum measurements in this context are estimators for the cosmic mean angular spectrum over an ensemble of skies that are realizations of the same distribution (i.e., produced by the fiducial cosmology). Because, of course, the experiments are limited to sample only the single sky they have access to, the analysis can never reach a statistical precision better than the cosmic variance of the measurement over the theoretical ensemble of possible skies. This cosmic variance represents a fundamental statistical limit to the precision that cosmological parameters can be determined for a given cosmological model.

In contrast, detection of high-energy cosmic radiation (such as γ-rays) have motivations of determining the sources of the radiation and learning about the high-energy processes that govern the Universe. Until a model of sources is established, experiments benefit by first focusing on measurements of the radiation distribution for our specific sky. In this context, the precision of these measurements is not bounded by cosmic variance; in fact, the distribution of a static sky can, in principle, be measured to any statistical precision, bounded only by the sky transience and irreducible experimental systematics. Matching the angular distribution of diffuse γ-rays to the distribution of potential sources is an important technique for resolving the γ-ray sky.

The additional precision achieved by measuring the power spectrum of the actual sky (rather than a cosmic mean power spectrum) is useful for searches of energy modulation features in the power spectrum from dark matter annihilation (Siegal-Gaskins & Pavlidou 2009). Not only is the power spectrum of dark matter annihilation predicted to be significantly different from other γ-ray sources (Ando & Komatsu 2006; Ando et al. 2007), but it is sensitive to the abundance and profile of dark matter subhalos (Campbell & Beacom 2013; Calore et al. 2014), as well as the velocity-dependence of extragalactic annihilations (Campbell, Dutta, & Komatsu 2011; Campbell & Dutta 2011).

Now that the Fermi-LAT has determined a diffuse component to the cosmic γ-rays and measured a positive power spectrum, this information is already being used to constrain models of the sources (e.g., Fermi-LAT Collaboration 2012; Cuoco, Komatsu, & Siegal-Gaskins 2012; Harding & Abazajian 2012; Gómez-Vargas et al. 2012; Ando & Komatsu 2014; Broderick et al. 2013a; Calore, Di Mauro, & Donato 2014; Di Mauro et al. 2014). For example, blazars that are relatively sparse in the sky would generate a large intensity anisotropy if they were too bright, thus limiting their possible contribution to the net diffuse background (Harding & Abazajian 2012).

This pioneering work by the Fermi-LAT collaboration had the foresight to estimate the uncertainty of the power spectrum using methods similar to the cosmological experiments—these correctly estimated the primary sources of uncertainty. The strategy applied by the Fermi-LAT working group was to analyze the earliest data set with the assumption that it is Gaussian-distributed, and to test these assumptions with subsequent data (Komatsu, private communication).

However, we will see that neglected higher order terms due to finite count effects and non-Gaussianities can produce non-negligible contributions to the variance of the power spectrum, and can be determined reliably from the data, allowing the assumption of Gaussianity to be tested immediately. Neglecting the higher order terms can cause the power spectrum variance to be biased, though whether the bias is positive or negative depends on the properties of the sky map.

It was pointed out in Broderick et al. (2013a) that the power spectrum in the highest energy bin 10.4 GeV < $E$ < 50.0 GeV was measured to be inconsistently small because subsequent resolved point sources that were not masked in the original analysis appear to produce a larger intensity power spectrum than the original measurement (an estimated 3σ discrepancy). This could indicate that
the uncertainty in that energy bin was underestimated. Significant non-Gaussianities in the distribution of that energy bin would resolve this apparent discrepancy.

We now review the error analysis that is appropriate for the cosmological experiments measuring the statistics of large scale structure and formed the basis for the Fermi-LAT analysis. We then compare this technique to the new exact methods derived in this paper for measuring the power spectrum of our particular sky, which we will preview in this section without derivation. The results reveal the conditions under which the original analysis applies. A full derivation is presented in Sec. 3, and the results reveal the conditions under which the original analysis applies. A full derivation is presented in Sec. 3, and the results reveal the conditions under which the original analysis applies. A full derivation is presented in Sec. 3.

Perhaps the most famous angular power spectrum is the pseudo-spectrum in the CMB literature (Hivon et al. 2002). We refer to this prescription as the pseudo-spectrum in the CMB literature (Hivon et al. 2002)

\[ C_\ell = \frac{1}{2\ell + 1} \sum_{m=-\ell}^{\ell} |c_{\ell m}|^2 = \mathcal{N}_\ell + \hat{C}_\ell. \]

The pseudo-spectrum estimator is biased by photon shot noise, sky pixelation noise, and instrument noise with spectrum \( \mathcal{N}_\ell \), which is modeled and subtracted to determine the unbiased estimator \( \hat{C}_\ell \) of the CMB power spectrum. For example, the instrument noise experienced by the High Frequency Instrument on the Planck Satellite is due to its bolometers’ detector noise (designed to be smaller than the photon noise produced from the cosmic background), thermal emission from the cooled telescope, and also from the cryogenic filter stages in the telescope (Holmes et al. 2008; Planck Collaboration 2014).

While early CMB experiments made use of the pseudo-spectrum estimator, realistic implementations of the pseudo-spectrum analysis must also consider effects due to sky pixelation, masking, non-uniform exposure, and instrument resolution (Hivon et al. 2002). Computational limitations require the sky to be pixelized as an effective way to reduce the large volume of data without loss of information (Tegmark, Taylor, & Heavens 1995). Modern analyses tend to also use more general quadratic maximum likelihood estimator methods on large data sets, which can be made more computationally feasible (Tegmark 1997) and more precise for certain applications (Molnari et al. 2014). Hybrid methods also exist (Estathion 2004; HAWC Collaboration 2014). Maximum likelihood estimators generally assume the data are spatially Gaussian-distributed in order to write down a likelihood function.

It may be possible to generalize maximum-likelihood methods for non-Gaussian skymaps. In principle, it is possible to derive the probability density function (PDF) of any estimator of \( C_\ell \) for any set of random event data of size \( N \) from either a fixed skymap \( S(n) \) or statistical ensemble of skymaps. This PDF can then be used to determine the likelihood function for the actual value for \( C_\ell \), given a particular set of data, from which the maximum likelihood estimator and minimum variance estimate can be made. The dependence on \( S(n) \), though, requires careful theoretical modeling of the skymap. When a reliable model of the skymap is unavailable, methods that do not use prior information about the spatial distribution of the skymap may be more desirable. Such a method is what is presented in this paper.

When the power spectrum of fluctuations is produced by a Gaussian random process, it will differ between different realizations of the random process. When \( C_\ell \), derived with Eqn. (2), is interpreted as an estimator of the cosmic mean power spectrum over all possible realizations of the Gaussian process, then the variance of \( C_\ell \) from realization to realization, i.e., the cosmic variance, is given by (see App. 13)

\[ \mathcal{V}[C_\ell] = \frac{2}{2\ell + 1} C_\ell^2, \]

explained in App. 13 to be minimal for the estimator in Eqn. (2). Likewise, the variance of noise contributing to multipole \( \ell \) is

\[ \mathcal{V}[^{\ell}N] = \frac{2}{2\ell + 1} ^{\ell}N^2. \]

It was demonstrated in Knox (1999) that if Gaussian fluctuations are pixelized, the determination of \( C_\ell \) contains a pixel noise due to fluctuation correlations within a single pixel, and then the estimator \( \hat{C}_\ell \) is \( \chi^2_{\ell+1} \) distributed with cosmic variance

\[ \mathcal{V}[^{\ell}C] = \frac{2}{2\ell + 1} (^{\ell}N + C_\ell)^2. \]

That is, it is a fundamental property of the statistical distribution of \( C_\ell \) that the standard deviations of \( C_\ell \) and \( ^{\ell}N \) are added to each other, not the variances (see also App. 13 for justification). This simple prescription, properly applied, was shown to give a precise characterization of the variance of Boomerang CMB data (Hivon et al. 2002). We refer to this prescription as cosmic variance with noise.

The WMAP measurement of the CMB temperature power spectrum was presented with this uncertainty separated into two contributions (WMAP Collaboration 2013). The measured values of \( C_\ell \) had an uncertainty due to those terms containing the noise,

\[ \mathcal{V}[C_\ell] = \frac{2}{2\ell + 1} (^{\ell}N + 2(C_{1h})_{\ell}), \]

with appropriate adjustments for binning in multipole and partial sky coverage, and where \((C_{1h})_{\ell}\) is the best-fit theoretical power spectrum from a ΛCDM cosmology. For reasons that will become apparent, we refer to this variance as \( C_\ell\)-only. It represents the statistical uncertainty of the measurement, accounting for differences of the measurement from the actual power spectrum of the sky due to randomness in the data. The remaining contribution is simply the cosmic variance. It gives the magnitude that the power spectrum of our sky’s realization.
of the CMB fluctuations can randomly differ from the theoretical cosmic mean power spectrum. It is shown as an uncertainty band on (Cℓ)ℓ, representing its status as a theoretical uncertainty.

The success of this analytic variance to capture so well the simulated variances of CMB experiments motivated the use of Eqn. (3) in the error estimate for an early measurement of the angular power spectrum of the diffuse gamma-ray background by the Fermi-LAT collaboration [Fermi-LAT Collaboration 2013]. In this application, the noise N corresponds to multiple-independent photon shot noise, which is the variance of the power spectrum for a Poisson point process where events are equally likely from each position in the sky. This approach was suitable for early γ-ray data sets for which the uncertainty is dominated by the shot noise. Since the shot noise term is well understood and was estimated to dominate the error bar, inaccuracies in the signal contribution to the variance were not a source of concern. Since the diffuse background appears isotropic on large angular scales, it was presumed to be dominantly from extragalactic sources. Thus, cosmic variance was included in the error estimate to aid the constraint of theoretical models of extragalactic sources on linear distance scales; however, its contribution to the error bars was negligible in that analysis.

The main goal of this paper is to carry out a detailed analytic study of the statistical uncertainty of measurements of angular power spectra derived from a finite number of independent random events, where the probability of each individual event observation is weighted according to the source’s intrinsic skymap. We focus on the case where the observed events are high-energy γ-rays, with probability weighted by the apparent flux skymap of sources with intensity power spectrum Ct. Application to other experiments is discussed in Sec. 5. We also focus in this paper on the measurement on our particular sky realization’s power spectrum, for which there is no cosmic variance. In Sec. 4.2, we will show how to apply our results to the case of measuring the cosmic mean power spectrum of a Gaussian distribution, for which cosmic variance is an important effect.

The photon shot noise has magnitude (see Sec. 4.1)

\[ N = \frac{4\pi N}{\varepsilon^2} \] (7)
after N γ-rays are observed over the full sky with uniform exposure ε. Then Eqn. (2) predicts that the unbiased estimator Ĉt,N of the power spectrum of the signal source is related to the power spectrum Ct,N of the N observed events by

\[ Ĉt,N = \frac{4\pi N}{\varepsilon^2} + Ĉt,N. \] (8)

In contrast, our analysis finds that Eqn. (2) is modified at low counts to

\[ Ĉt,N = \frac{4\pi N}{\varepsilon^2} + \left(1 - \frac{1}{N}\right) Ĉt,N \] (9)

and we find that Ĉt,N can be determined directly as a sum of Legendre polynomials of the ‘distances’ between events

\[ Ĉt,N = \frac{4\pi N^2}{\varepsilon^2} \left[ \frac{1}{N(N-1)} \sum_{i=1}^{N} \sum_{j=1}^{N} P_1(n_i, n_j) - \delta_{i0} \right]. \] (10)

As usual, the inner product n_i · n_j is defined as the cosine of the angular distance between the positions. While this modification does not affect previous estimates of the power spectrum when N ≫ 1, the corrections to the measurement’s variance are potentially more important.

The variance estimate that provided the starting point for Fermi-LAT’s error analysis is the cosmic variance with shot noise variance from Eqn. (4).

\[ \text{var}[Ĉt,N]_{\text{CV}} = \frac{2}{2\ell + 1} \left( \frac{4\pi N}{\varepsilon^2} + Ct^2 \right), \] (11)
in terms of the true power spectrum Ct. The strategy to estimate this variance is to substitute Ĉt either with the measured spectrum Ĉt,N, or with a modeled spectrum that best fits the data. Since, as we just explained, the measurement of our particular sky does not contain cosmic variance, we remove the cosmic variance for our analysis, as in Eqn. (5). Thus, the analytic estimate leaves us with the Ĉt-only variance

\[ \text{var}[Ĉt,N] = \frac{2}{2\ell + 1} \left( \frac{4\pi N}{\varepsilon^2} + 2Ĉt,N \right). \] (12)

Our analysis finds that the exact variance of Ĉt,N is

\[ \text{var}[Ĉt,N] = \frac{1}{1 - \frac{1}{N}} \left[ \frac{2}{2\ell + 1} \left( \frac{4\pi N}{\varepsilon^2} \right)^2 \right] + \frac{4}{2\ell + 1} \frac{4\pi(N - 2)}{\varepsilon^2} Ĉt + \frac{32\pi^2}{\varepsilon^2} C^{(2)}_t \]

\[ + \left(1 - \frac{4}{N}\right)16\pi Ĉ^{(3)}_t - \frac{4N - 6}{N^2} C^{(2)}_t, \] (13)

where C^{(2)}_t is a new 2-point spectrum that can be written as a linear combination of components of Ĉt, and C^{(3)}_t is a new 3-point spectrum that is a linear combination of components of the angular bispectrum (see App. A for definitions and details).

The first two terms of Eqn. (13) are slight corrections of Eqn. (12). The remaining three terms of Eqn. (13) are new corrections to the statistical variance of the power spectrum. C^{(2)}_t provides a correction to the shot noise term of the spectrum (at N−2), and contributes a dependence on the power spectrum’s neighboring ℓ components. C^{(3)}_t enters at the same order as the signal term (asymptotically N−1), accounting for effects from the signal’s bispectrum. The C^{(2)}_t term provides trispectrum effects that appear to reduce both the shot and signal terms of the variance. This reduction of the power spectrum variance by the presence of a significant trispectrum is not clearly understood.

The effects of the new terms in the variance are shown in Fig. 1 in terms of the fluctuation power spectrum Ĉt ≡ (ε/N)^2 Ĉt for varying magnitudes of Ĉ^{(2)}_t ≡ (ε/N)^2 C^{(2)}_t and Ĉ^{(3)}_t ≡ (ε/N)^3 C^{(3)}_t. For comparison, the cosmic variance with noise is also shown. A complete discussion of these effects is in Sec. 4.4.
The simplicity of Eqns. (10) and (14) suggest that it is practical for sufficiently small counts to consider the events point-by-point as opposed to binned in pixels. This would have the additional benefit of not having to account for artificial pixel effects in the results.

The complete derivation of all these results is carried out in the following section.
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3.1 Shot Noise and Point Spread: Angular Power Spectrum of Events from an Isotropic Sky

The analysis is begun by considering the case of an isotropic skymap, such that \( \hat{S}(n) = 1 \). This is both instructive as a review of results for a Poisson point process, and useful by providing some necessary intermediate formulae involving the effect of an instrument’s PSF.

Define the point spread function as \( F(n, \psi) \) as the probability density function (PDF) of observing (or reconstructing) an event at \( \mathbf{n} \) given that it was sourced from position \( \mathbf{n}_i \). In general, this function can depend on other parameters that categorize the events and can affect the angular precision of observation. As a PDF, \( F \) is normalized over all possible reconstruction positions such that

\[
\int \frac{\text{d} \mathbf{n}}{4\pi} F(\mathbf{n}, \psi) = 1.
\]

(27)

Let \( \psi = \cos^{-1}(\mathbf{n}_i \cdot \mathbf{n}) \) be the angle of misreconstruction. If the PSF angular dependence is isotropic (depending on \( \psi \) alone), then it is a symmetric PSF with \( F(\mathbf{n}, \mathbf{n}_i) = F(\mathbf{n}_i, \mathbf{n}) \), and it follows that \( F \) is also normalized to 1 over the skymap positions \( \mathbf{n}_i \). However, this need not be the case in general.

For good angular resolution, the PSF is sometimes

\[
C_{\ell,N} = \frac{1}{2\ell + 1} \sum_{m=-\ell}^{\ell} |\bar{c}_{\ell m}|^2.
\]

(23)
well-described in the flat-sky limit as a Gaussian beam, often expressed as
\[
F_{\text{flat}}(\psi) = \frac{1}{2\pi\sigma_{\psi}^2} \exp \left[ -\frac{\psi^2}{2\sigma_{\psi}^2} \right],
\]
(28)
with width \(\sigma_{\psi}\) expressed in radians. One finds that the fraction \(f(\psi)\) of events observed within angles \(\psi < \sigma_{\psi}\) is \(f(\psi) = 1 - e^{-\psi^2/2}\). The fraction of events within \(\psi < \sigma_{\psi}\) is \(f(1) \approx 0.393\), and the 68% containment angle (i.e., the angular radius that contains 68% of events from a point source) is \(\psi_{68} \approx 1.51\sigma_{\psi}\). One simple extension of this to the sphere is the Fisher distribution (Fisher 1953)
\[
F_{\text{FS}}(\theta, \phi) = \sigma_{\theta, \phi}^{-2} \cosh(\sigma_{\theta, \phi}^{-2}) \exp \left[ -\frac{(\theta - \theta_0)^2}{2\sigma_{\theta}^2} - \frac{(\phi - \phi_0)^2}{2\sigma_{\phi}^2} \right].
\]
(29)

Armed with our two postulates of stationarity of \(S\) and independence of the \(N\) events, the determination of statistical moments of the power spectrum is divided into two parts. The first calculation is to determine, for fixed source positions \(n_1, n_2, \ldots\), the moment averaged over the PSF, which will be denoted with an overbar
\[
\bar{X}(n_1, \ldots, n_N) \equiv \int \left[ \prod_i \frac{dn_i}{4\pi} F(n_i, n_i) \right] X(n_1, \ldots, n_N).
\]
(30)
With that result, the second step is to take an ensemble average of the \(N\) observed event positions over the sphere, giving the full moment of the measurement denoted with angle brackets,
\[
\langle X \rangle \equiv \int \left[ \prod_i \frac{dn_i}{4\pi} S(n_i) \right] \bar{X}(n_1, \ldots, n_N),
\]
(31)
written for an isotropic source as
\[
\langle X \rangle_0 \equiv \int \left[ \prod_i \frac{dn_i}{4\pi} \right] \bar{X}(n_1, \ldots, n_N).
\]
(32)
This last step in Eqn. (31) is where the independence postulate of the received events is applied.

Consider the spherical transform \(\tilde{c}_{\ell m}(n_1, \ldots, n_N)\) of the observed events, which is an interesting property of the distribution in its own right, and consider the mean of its measurement. Let \(n_i\) be the actual skymap position of the observed/reconstructed event position \(n_i\). Averaging over all PSF of each event gives
\[
\langle \tilde{c}_{\ell m}(n_1, \ldots, n_N) \rangle = \int \left[ \prod_i \frac{dn_i}{4\pi} F(n_i, n_i) \right] \tilde{c}_{\ell m}(n_1, \ldots, n_N).
\]
(33)
where the spherical transform of the PSF is defined as
\[
F_{\ell m}(n_i) \equiv \int dn Y_{\ell m}(n) F(n_i, n_i) - 1.
\]
(34)
Averaging over all source positions for an isotropic skymap, a symmetric PSF produces the usual result
\[
\langle \tilde{c}_{\ell m} \rangle_0 = \int \left[ \prod_i \frac{dn_i}{4\pi} \right] \tilde{c}_{\ell m}(n_1, \ldots, n_N) = 0.
\]
(35)
This tells us the mean of the spherical transform measurement of isotropy is 0, but does not tell us the level of statistical fluctuation we expect. To determine this variance, calculate
\[
\tilde{\bar{c}}_{\ell m}(n_1, \ldots, n_N) = \frac{4\pi}{N} \left[ 1 - \frac{1}{N} \sum_i F_{\ell m}(n_i) \right].
\]
(36)
This result produces a rank 2 spherical transform (see Appendix A),
\[
F_{\ell m}(n_i) = \int \frac{d\psi}{2\pi} Y_{\ell m}(n_i)^2 F(n_i, n_i) - 1,
\]
(37)
from the 1-event contributions, the terms where the contribution from each factor of \(\tilde{c}_{\ell m}\) is from the same event. The other ‘2-event’ terms generate a product of rank 1 transforms. This leads for isotropic sky and symmetric PSF to a mean square of
\[
\langle \tilde{\bar{c}}_{\ell m}^2 \rangle_0 = \frac{4\pi}{N} \left[ 1 - \delta_{\ell,0} \delta_{m,0} \right],
\]
(38)
in which case is the expected variance \(\bar{\nu}^2\) of \(\tilde{c}_{\ell m}\). Thus, a lack of signal produces spherical transforms of the data that randomly distribute about zero with a variance of \(4\pi/N\) for \(\ell > 0\).

Carrying out this calculation with the power spectrum of the data produces a PSF average
\[
\bar{C}_{\ell m}(n_1, \ldots, n_N) = \frac{1}{2\ell + 1} \sum_i \tilde{c}_{\ell m}(n_i),
\]
(39)
in terms of the power spectrum of the PSF
\[
\bar{\nu}_\ell(n_{i1}, n_{i2}) = \frac{1}{2\ell + 1} \sum_m F_{\ell m}(n_{i1}) F_{\ell m}^*(n_{i2})
\]
(40)
\[
= 4\pi \int \frac{dn_{i1} dn_{i2}}{4\pi} \left[ F(n_{i1}, n_{i1}) - 1 \right] P_l(n_{i1} - n_{i2}) \left[ F(n_{i2}, n_{i2}) - 1 \right]
\]

If the PSF is symmetric, then it depends only on \(\mu \equiv n_{i1} - n_{i2}\), and it has a corresponding instrumental window function
\[
W_\ell \equiv \int_{-1}^{1} \frac{d\mu}{2} P_l(\mu) P(\mu).
\]
(41)
For the Fisher distribution in Eqn. (29),
\[
(W_F)_{\ell} = \sqrt{\frac{\pi}{2}} \frac{1}{\sigma_{\psi}^2} \text{csch}(\sigma_{\psi}^2) I_{\ell+\frac{1}{2}}(\sigma_{\psi}^2),
\]
(42)
where \(I_n(x)\) is the \(n^{th}\) modified Bessel function of the first kind. When \(\sigma_{\psi} \ll 1\), this is indistinguishable from
\[
(W_{\nu} \bar{c}) = e^{-(\ell+1)(\sigma_{\psi}^2)/2},
\]
(43)
which at large \(\ell\) is the Fourier transform of Eqn. (29).
With the window function, the power spectrum of a symmetric PSF is
\[
\bar{\nu}_\ell(n_{i1}, n_{i2}) = 4\pi W_\ell^2 [P_l(n_{i1} \cdot n_{i2}) - \delta_{\ell,0}].
\]
(44)
The spherical average of Eqn. (39) is
\[
\langle C_{\ell,N} \rangle_0^2 = \frac{4\pi}{N} (1 - \delta_{\ell,0}).
\]
(45)
This is the usual shot noise, or Poisson noise, of angular power spectra. This average is biased from the actual value of 0 for the isotropic skymap. As is well known and will be verified in the next subsection, this shot noise also provides a statistical bias to the estimation of the power spectrum of an anisotropic skymap.

The power spectrum squared of the \(N\) events contains a quadruple sum over the \(N\) positions
\[
\tilde{C}_{\ell,N}^2 = \frac{(4\pi)^2}{N^4} \sum_{i=1}^{N} \sum_{i} \sum_{i} \sum_{i} P_i(n_{i_1} \cdot n_{i_2}) P_i(n_{i_3} \cdot n_{i_4})
\]
\[= (4\pi)^2 \delta_{\ell,0}, \]  
(46)
which is convenient to separate into a 1-event term, 2-event term, and so on. The PSF mean of the 1-event term, i.e., the sum of those terms where all 4 events are the same, is
\[
\tilde{C}_{\ell,N}^2 \Big|_1 = \frac{(4\pi)^2}{N^3}. \]  
(47)
The 2-event terms are categorized by
\[
\tilde{C}_{\ell,N}^2 \Big|_2 = \frac{(4\pi)^2}{N^4} \sum_{i_1 \neq i_2} \int \frac{dn_{i_1}}{4\pi} \int \frac{dn_{i_2}}{4\pi} F(n_{i_1}, n_{i_2})
\]
\[F(n_{i_1}, n_{i_2}) \left[ 4P_i(n_{i_1} \cdot n_{i_2}) + 2P_i^2(n_{i_1} \cdot n_{i_2}) + 1 \right]. \]  
(48)
The result in the square brackets shows how the 7 ways to pair 4 position are partitioned. The 4 ways to split the events so three are the same (different from the fourth) give the first term in the square brackets. The second term, with \(P_i^2\), is generated frompairings that split the azimuthal indices, i.e., with \(i_1 = i_2\) and \(i_2 = i_3\) or \(i_1 = i_4\) and \(i_2 = i_3\). The last term is from the pairing that respects the azimuthal indices, with \(i_1 = i_2\) and \(i_3 = i_4\). The Legendre polynomial term generates a power spectrum of the PSF, and the square polynomial term produces a composite power spectrum of \(F\) (see Appendix A).

\[
W_{\ell}^{(2)}(n_{i_1}, n_{i_2}) = \int \frac{dn_{i_1}}{4\pi} \int \frac{dn_{i_2}}{4\pi} F(n_{i_1}, n_{i_1}) P_i^2(n_{i_1} \cdot n_{i_2}) - \frac{1}{2\ell + 1}. \]  
(49)
The 2-event term is thus
\[
\tilde{C}_{\ell,N}^2 \Big|_2 = \frac{(4\pi)^2}{N^4} \left\{ \sum_{i_1 \neq i_2} \left[ 4 \left( \frac{W_{\ell}(n_{i_1}, n_{i_2})}{4\pi} + \delta_{\ell,0} \right) \right] + 2 \left( \frac{W_{\ell}^{(2)}(n_{i_1}, n_{i_2})}{4\pi} + \frac{1}{2\ell + 1} \right) \right\} + N(N-1)
\]
\[= \frac{(4\pi)^2}{N^4} \left[ N(N-1) \left( 1 + \frac{2}{2\ell + 1} + 4\delta_{\ell,0} \right) \right] \]  
(50)
for the 3-event terms, there are 6 ways to choose 2 of the 4 positions to be the same event
\[
\tilde{C}_{\ell,N}^2 \Big|_3 = \frac{(4\pi)^2}{N^4} \sum_{i_1 \neq i_2 \neq i_3} \sum_{i_1 \neq i_2 \neq i_3} \int \frac{dn_{i_1}}{4\pi} \frac{dn_{i_2}}{4\pi} \frac{dn_{i_3}}{4\pi}
\]
\[F(n_{i_1}, n_{i_1}) F(n_{i_2}, n_{i_2}) F(n_{i_3}, n_{i_3}) \left[ 2P_i(n_{i_1} \cdot n_{i_2}) + 4P_i(n_{i_1} \cdot n_{i_3}) P_i(n_{i_2} \cdot n_{i_3}) \right]. \]  
(51)
The first term in the square brackets comes from the 2 ways to pair events with the same azimuthal index, \(i_1 = i_2\) or \(i_3 = i_4\). The other pairings generate an open bispectrum of the PSF (see Eqn. (A35)).

\[
W_{\ell}^{(3)}(n_{i_1}, n_{i_2}, n_{i_3}) = 4\pi \int \frac{dn_{i_1}}{4\pi} \frac{dn_{i_2}}{4\pi} \frac{dn_{i_3}}{4\pi}
\]
\[F(n_{i_1}, n_{i_1}) P_i(n_{i_1} \cdot n_{i_2}) F(n_{i_2}, n_{i_2}) P_i(n_{i_3} \cdot n_{i_2}) P_i(n_{i_2} \cdot n_{i_3})
\]
\[- \frac{W_{\ell}(n_{i_1}, n_{i_2})}{2\ell + 1} - 4\pi \delta_{\ell,0}. \]  
(52)
Then we find that the expression
\[
\tilde{C}_{\ell,N}^2 \Big|_3 = \frac{(4\pi)^2}{N^4} \left\{ (2N - 2) \sum_{i_1 \neq i_2} \sum_{i_1 \neq i_3} \left[ \frac{W_{\ell}(n_{i_1}, n_{i_2})}{4\pi} + \delta_{\ell,0} \right]
\right.
\]
\[+ 4 \sum_{i_1 \neq i_2 \neq i_3} \sum_{i_1 \neq i_2 \neq i_3} \left[ \frac{W_{\ell}^{(3)}(n_{i_1}, n_{i_2}, n_{i_3})}{4\pi} \left( \frac{1}{4\pi} \right) + \delta_{\ell,0} \right] \}
\[= \frac{(4\pi)^2}{N^4} \left( 6N(N-1)(N-2) \delta_{\ell,0} \right) \]  
(53)
\[+ 2(N-2) \left( 1 + \frac{2}{2\ell + 1} \right) \sum_{i_1 \neq i_1 \neq i_2} \sum_{i_1 \neq i_1 \neq i_3} \frac{W_{\ell}(n_{i_1}, n_{i_3})}{4\pi}
\]
\[+ 4 \sum_{i_1 \neq i_2 \neq i_3} \sum_{i_1 \neq i_2 \neq i_3} \left[ \frac{W_{\ell}^{(3)}(n_{i_1}, n_{i_2}, n_{i_3})}{4\pi} \right] \]
constitutes all of the 3-event contributions. Finally, the 4-event terms are simply
\[
\tilde{C}_{\ell,N}^2 \Big|_4 = \frac{(4\pi)^2}{N^4} \sum_{i_1 \neq i_2 \neq i_3} \sum_{i_1 \neq i_2 \neq i_3} \left[ \frac{W_{\ell}(n_{i_1}, n_{i_2})}{4\pi} + \delta_{\ell,0} \right]
\]
\[+ \sum_{i_1 \neq i_2 \neq i_1} \sum_{i_3 \neq i_4} \sum_{i_1 \neq i_2 \neq i_3} \frac{W_{\ell}(n_{i_1}, n_{i_3})}{4\pi}
\]
\[+ \sum_{i_1 \neq i_2 \neq i_3} \sum_{i_1 \neq i_2 \neq i_3} \sum_{i_1 \neq i_2 \neq i_3} \frac{W_{\ell}(n_{i_1}, n_{i_3})}{4\pi}. \]  
(54)

The combination of the terms has cancellations, leav-
ing us with the major result

\[ C_{\ell,N} = \left( \frac{4\pi}{N} \right)^2 \left[ N^2 \left[ 1 + \left( 1 - \frac{1}{N} \right) \frac{2}{2\ell + 1} \right] (1 - \delta_{\ell,0}) \right. \]

\[ + \left. \sum_{i_1, i_2 \neq i_3} \left[ 2N \left[ 1 + \left( 1 - \frac{2}{N} \right) \frac{2}{2\ell + 1} \right] \mathcal{W}(\mathbf{n}_{i_1}, \mathbf{n}_{i_2}) \right] \frac{1}{4\pi} \right. \]

\[ + \left. 2\mathcal{W}(2)(\mathbf{n}_{i_1}, \mathbf{n}_{i_2}) + \sum_{i_3 \neq \{i_1, i_2\}} \left( \mathcal{W}(3)(\mathbf{n}_{i_1}, \mathbf{n}_{i_2}, \mathbf{n}_{i_3}) \right) \right] \frac{1}{4\pi} \right. \]

\[ + \left. \sum_{i_4 \neq \{i_1, i_2, i_3\}} \mathcal{W}(4)(\mathbf{n}_{i_1}, \mathbf{n}_{i_2}, \mathbf{n}_{i_3}) \mathcal{W}(4)(\mathbf{n}_{i_4}, \mathbf{n}_{i_1}, \mathbf{n}_{i_2}, \mathbf{n}_{i_3}) \right] \frac{1}{4\pi} \right) \right), \]  

(55)

from which all other conclusions are easily derived. For instance, we have for an isotropic background that the measurement of shot noise with a symmetric PSF has second moment

\[ \langle \tilde{C}_{\ell,N}^2 \rangle_0 = \left( \frac{4\pi}{N} \right)^2 \left[ 1 + \left( 1 - \frac{1}{N} \right) \frac{2}{2\ell + 1} \right] (1 - \delta_{\ell,0}), \]  

(56)

and the variance of shot noise is

\[ \text{Var}[\tilde{C}_{\ell,N}]_0 = \left( \frac{4\pi}{N} \right)^2 \left[ 1 + \left( 1 - \frac{1}{N} \right) \frac{2}{2\ell + 1} \right] (1 - \delta_{\ell,0}). \]  

(57)

It is worth noting that Eqsns. (55), (58), (59), and (60) for the moments of an isotropic sky (shot noise) are the results one gets without a PSF, with \( F(\mathbf{n}_s, \mathbf{n}) = 1 \). This demonstrates that a symmetric PSF does not affect the statistical properties of measurements of the spherical transform or power spectrum of an isotropic skymap.

### 3.2 An Unbiased Estimator of the Source Angular Power Spectrum

Now consider an intrinsic skymap that is anisotropic with normalized distribution \( \tilde{S}(\mathbf{n}) \). The spectra moments must now be calculated as in Eqn. (31) instead of Eqn. (29).

When taking the position ensemble mean of a transform or spectrum of the PSF, each skymap-weighted integration that acts on the PSF has the effect of convolving the skymap over the PSF

\[ \tilde{S}_F(\mathbf{n}) = \int \frac{d\mathbf{n}_s}{4\pi} \tilde{S}(\mathbf{n}_s) F(\mathbf{n}_s, \mathbf{n}). \]  

(58)

This PSF-convolved skymap contains the information that the instrument is capable of probing. Information that is lost in the convolution is inaccessible because of the finite angular resolution of the instrument. Therefore, the power spectrum that is being probed by cosmic events is not the power spectrum of the complete skymap, but the power spectrum of the convolved skymap.

Using Eqn. (14), the power spectrum \( \hat{C}_F \) of the skymap convolved by a symmetric PSF is related to \( \hat{C}_t \) by

\[ \hat{C}_F = W_F^2 \hat{C}_t. \]  

(59)

We will not de-convolve the skymap by dividing out the window function, but will express results more simply in terms of the directly-observed PSF-convolved skymap.

For the rest of this article, it will be implicitly understood that the spherical transforms \( \tilde{c}_m \) and angular spectra \( \hat{C}_t^{(k)} \) of the skymap are of the PSF-convolved skymap

\[ \tilde{S}_F(\mathbf{n}). \]  

These results also explain how to determine the effects of an arbitrary, asymmetric PSF when measuring an isotropic sky.

The ensemble averages of angular spectra of the PSF are then just the angular spectra of the PSF-convolved skymap,

\[ \langle \tilde{F}_t(m) \rangle = \delta_{m,1}, \]  

\[ \langle \tilde{F}_t(m) \rangle = \langle \delta_{m,0} \rangle. \]

\[ \langle F_t(n_1, n_2) \rangle = \hat{C}_t \] when \( n_1 \neq n_2 \),

and so on.

Then it follows from Eqns. (63) and (64) that the mean and variance of the spherical transform of \( N \) events are

\[ \langle \tilde{c}_{m,N} \rangle = \langle \delta_{m,0} \rangle. \]  

(60)

\[ \text{Var}[\tilde{c}_{m,N}] = \frac{4\pi}{N} (1 + \langle \delta_{m,0} \rangle - \langle \delta_{m,0} \rangle^2). \]  

(61)

Thus, \( \tilde{c}_{m,N} \) is an unbiased estimator of the spherical transform of the source skymap, convolved with the PSF. The variance of this measurement is due to the finite statistics of the sampling of the skymap, and decreases indefinitely as the observed number of events increases. Note that this variance does not account for cosmic variance of the sources, but is due to sampling of a fixed sky. The mean spherical transform after marginalizing over cosmic variance is zero for Gaussian-distributed sources.

The event-ensemble average of the power spectrum of \( N \) events follows from Eqn. (60)

\[ \langle \tilde{C}_{t,N} \rangle = \frac{4\pi}{N} (1 - \delta_{m,0}) (1 - \delta_{m,0}) \]  

(62)

This result verifies previous estimates, as in Eqn. (24), that the shot noise of Eqn. (1) biases the power spectrum of the \( N \) events as an estimator of the power spectrum of \( \tilde{S}_F(\mathbf{n}) \). Additionally, this calculation reveals that for low counts, there is a normalizing coefficient in front of the signal.

An unbiased estimator, \( \hat{C}_{t,N} \), for \( \hat{C}_t \) from \( N \) events is therefore found by subtracting the shot noise and re-normalizing \( \hat{C}_{t,N} \)

\[ \hat{C}_{t,N} \equiv \frac{1}{1 - \delta_{m,0}} \left[ \hat{C}_{t,N} - \frac{4\pi}{N} (1 - \delta_{m,0}), \right. \]  

(63)

so that \( \langle \hat{C}_{t,N} \rangle = \hat{C}_t \). Applying Eqn. (29), we find this estimator is simply

\[ \hat{C}_{t,N} = 4\pi (\hat{C}_{t,N} - \delta_{m,0}). \]  

(64)

where we introduce the irreducible angular power spectrum estimator

\[ \Delta_{t,N}(\mathbf{n}_1, \ldots, \mathbf{n}_N) = \frac{1}{N(N - 1)} \sum_{i \neq j} P_t(n_i \cdot n_j), \]  

(65)

an unbiased estimator for the dimensionless, irreducible power spectrum

\[ \Delta_t \equiv \frac{\hat{C}_t}{4\pi} + \delta_{m,0} \]  

(66)

Eqn. (63) expresses the correct frequentist estimate for the angular power spectrum from \( N \) events.
3.3 The Statistical Variance of the Angular Power Estimator

The variance of $\hat{C}_{\ell,N}$ is determined from the mean of the square. First, from Eqn. (63),

$$
\langle \hat{C}^2_{\ell,N} \rangle = \frac{4\pi}{N} \left( 1 - \frac{1}{N} \right) \left( \frac{N}{N-1} + \frac{2}{2\ell+1} + 2\hat{C}^{(2)}_{\ell} \right) + 2 \left( N + (N-2) \frac{2}{2\ell+1} \right) \hat{C}_{\ell} + 4(N-2) \frac{C^{(3)}_{\ell}}{4\pi} + (N-2)(N-3) \left( \frac{\hat{C}^{(3)}_{\ell}}{4\pi} \right)^2 \left( 1 - \delta_{\ell,0} \right),
$$

(67)

then noting from Eqn. (63) that

$$
\text{var}[\hat{C}_{\ell,N}] = \frac{1}{(1 - \frac{1}{N}^2)} \text{var}[\hat{C}_{\ell,N}] = \frac{\langle \hat{C}^2_{\ell,N} \rangle - \langle \hat{C}_{\ell,N} \rangle^2}{(1 - \frac{1}{N}^2)^2},
$$

(68)

and applying Eqn. (62) in the form

$$
\langle \hat{C}^2_{\ell,N} \rangle = \frac{4\pi}{N} \left( 1 - \frac{1}{N} \right) (1 - \delta_{\ell,0}) \left[ \frac{N}{N-1} + 2N \hat{C}_{\ell} + N(N-1) \left( \frac{\hat{C}^{(3)}_{\ell}}{4\pi} \right)^2 \right],
$$

(69)

we have the variance of the unbiased estimator of $\hat{C}_{\ell}$ from $N$ random events to be

$$
\text{var}[\hat{C}_{\ell,N}] = \frac{1}{N(N-1)} \left\{ \frac{2}{2\ell+1} (1 - \delta_{\ell,0}) + 2\hat{C}^2_{\ell} \right\} \left( \frac{4\pi}{N} \right)^2 + 4(N-2) \left[ \frac{1}{2\ell+1} \frac{\hat{C}_{\ell}}{4\pi} + \frac{C^{(3)}_{\ell}}{4\pi} - (4N-6) \left( \frac{\hat{C}^{(3)}_{\ell}}{4\pi} \right)^2 \right].
$$

(70)

Converting the fluctuation spectra to intensity spectra recovers Eqn. (13), where it is assumed that any uncertainty in the exposure $\varepsilon$ can be neglected. It’s useful to consider the last term as from two separate contributions

$$
\text{var}[\hat{C}_{\ell,N}] = \frac{(4\pi)^2}{N(N-1)} \left\{ \frac{2}{2\ell+1} (1 - \delta_{\ell,0}) + 2\hat{C}^2_{\ell} \right\} + 4(N-2) \left[ \frac{1}{2\ell+1} \frac{\hat{C}_{\ell}}{4\pi} + \frac{C^{(3)}_{\ell}}{4\pi} - (4N-6) \left( \frac{\hat{C}^{(3)}_{\ell}}{4\pi} \right)^2 \right].
$$

(71)

The first collection of terms, which we will refer to as the shot term, contains the shot noise contribution and is modified by 2-point and 4-point corrections. The shot term of the variance evolves as $N^{-2}$ and is important during the early stages of the experiment. The second set of terms, collectively referred here as the signal term of the variance, evolves as $N^{-1}$ and has 3-point and 4-point corrections. It is intriguing that the 4-point influence is to always decrease the signal variance. Since the central angular power spectrum and open angular bispectrum may be negative, it seems plausible at present that the signal term could be negative. However, the positivity of the variance as $N \rightarrow \infty$ must prevent this, suggesting the existence of non-trivial bounds for the spherical tensors. A detailed discussion of the new higher-order effects due to $C^{(2)}_{\ell}$, $C^{(3)}_{\ell}$, and $C^{(4)}_{\ell}$ is carried out in Sec. 4.1.

3.4 Unbiased Estimators for the Statistical Variance

Due to the fact that the experiment has no knowledge of the intrinsic sky map, the rotation-invariant angular spectra are unknown and the variance of the power spectrum needs to be estimated from the data. Just as we determined an unbiased estimator of the power spectrum from the observed event positions in Eqn. (63), unbiased estimators of the higher order spectra can also be determined, and these estimators will allow us to estimate the statistical uncertainty of the measurement of $\hat{C}_{\ell}$.

The central rank-2 spherical transform of $N$ point events

$$
\hat{C}^{m_1 m_2}_{\ell,N}(n_1, \ldots, n_N) = \frac{4\pi}{N} \sum_{i=1}^{N} Y^{m_1}_{\ell}(n_i) Y^{m_2}_{\ell}(n_i) - \delta_{m_1 m_2}
$$

(72)

produces a composite angular power spectrum

$$
\hat{C}^{(2)}_{\ell,N}(n_1, \ldots, n_N) = \frac{1}{(2\ell+1)^2} \sum_{m_1=-\ell}^{\ell} \sum_{m_2=-\ell}^{\ell} \delta_{m_1 m_2} \tilde{C}^{(m_1 m_2)}_{\ell} + 4\pi \hat{C}^{(3)}_{\ell} + 2 \left( \frac{2}{2\ell+1} \right) \hat{C}^{(3)}_{\ell} + 4(N-2) \left( \frac{2}{2\ell+1} \right) \left( \frac{2}{4\pi} \right)^2 + 4(N-2) \left( \frac{2}{4\pi} \right)^2
$$

and the source ensemble average is found to be

$$
\langle \hat{C}^{(2)}_{\ell,N} \rangle = \left( 1 - \frac{1}{N} \right) \hat{C}^{(2)}_{\ell} + \frac{1}{N} \left( 1 - \frac{1}{2\ell+1} \right).
$$

(73)

Thus, an unbiased estimator for the composite power spectrum of the projected sky map is

$$
\hat{C}^{(2)}_{\ell,N} = \frac{1}{1 - \frac{1}{N}} \left[ \hat{C}^{(2)}_{\ell,N} - \frac{1}{N} \left( 1 - \frac{1}{2\ell+1} \right) \right]
$$

(76)

$$
= \hat{C}^{(2)}_{\ell,N} - \frac{1}{2\ell+1},
$$

(77)

where the irreducible composite power spectrum is defined as

$$
\Delta^{(2)}_{\ell,N}(n_1, \ldots, n_N) = \frac{1}{N(N-1)} \sum_{i_1 \neq i_2} \sum_{j_1 \neq j_2} \hat{C}^{(2)}_{\ell} (n_{i_1} \cdot n_{i_2}).
$$

(78)
Similarly, the open bispectrum of $N$ events is
\[ \hat{C}_{r,N}^{(3)} = 4\pi \left( \frac{1}{N^2} \sum_{i_1,i_2,i_3} P_r(n_{i_1} \cdot n_{i_2}) P_r(n_{i_3} \cdot n_{i_2}) \right. \]
\[ \left. - \frac{1}{2\ell + 1} \frac{1}{N} \sum_{i_1,i_2} P_r(n_{i_1} \cdot n_{i_2}) \right) \]
\[ = 4\pi \left( \frac{1}{N} \left( \frac{1}{N} - \frac{1}{2\ell + 1} \right) + \frac{1}{N^2} \sum_{i_1,i_2,i_3} \left( 2 - \frac{N}{2\ell + 1} \right) P_r(n_{i_1} \cdot n_{i_2}) + P_r(n_{i_1} \cdot n_{i_2}) \right. \]
\[ \left. + \sum_{i_3 \notin \{i_1,i_2\}} P_r(n_{i_1} \cdot n_{i_3}) P_r(n_{i_3} \cdot n_{i_2}) \right) \right], \tag{79} \]
with PSF-mean
\[ \tilde{C}_{r,N}^{(3)}(n_{i_1},\ldots,n_{i_N}) = 4\pi \left( \frac{1}{N} \left( \frac{1}{N} - \frac{1}{2\ell + 1} \right) \right. \]
\[ \left. + \frac{1}{N^2} \sum_{i_1,i_2 \neq i_3} \left( 2 - \frac{N}{2\ell + 1} \right) \left( \frac{\gamma_{r}(n_{i_1},n_{i_2})}{4\pi} + \delta_{i,0} \right) \right. \]
\[ \left. + \left( \frac{\gamma_{r}^{(2)}(n_{i_1},n_{i_2})}{4\pi} \right) \right. \]
\[ \left. + \frac{1}{2\ell + 1} \left( \frac{\gamma_{r}^{(3)}(n_{i_1},n_{i_2},n_{i_3})}{4\pi} \right) \right) \right), \tag{80} \]
and source ensemble average
\[ \langle \tilde{C}_{r,N}^{(3)} \rangle = 4\pi \left\{ \left( \frac{1}{N} - \frac{1}{2\ell + 1} \right) \left[ \frac{1}{N^2} + \frac{2}{N} \left( \frac{1}{N} - \frac{1}{2\ell + 1} \right) \right] \tilde{C}_{r} \right. \]
\[ \left. + \left( \frac{1}{N} - \frac{1}{N^2} \right) \left( \frac{\gamma_{r}^{(2)}}{4\pi} + \frac{\gamma_{r}^{(3)}}{4\pi} \right) \right. \right\}. \tag{81} \]
Replacing the 2-point spectra with their unbiased estimators, we find an unbiased estimator for the open bispectrum to be
\[ \hat{C}_{r,N}^{(3)} = \tilde{C}_{r,N}^{(3)} \equiv \left( \frac{4\pi}{N} \right)^2 \left[ \frac{C_{r,N}^{(3)}}{4\pi} \right] \]
\[ - \frac{2}{N} \left( \frac{1}{N} - \frac{1}{2\ell + 1} \right) \left( \frac{C_{r,N}^{(3)}}{4\pi} \right) \right) \right), \tag{82} \]
in terms of the irreducible spectrum in Eqn. (83) and
\[ \Delta_{r,N}^{(3)}(n_{i_1},\ldots,n_{i_N}) \equiv \frac{1}{N(N-1)(N-2)} \sum_{i_1,i_2,i_3} P_r(n_{i_1} \cdot n_{i_2}) P_r(n_{i_3} \cdot n_{i_2}). \tag{84} \]
Finally, from Eqn. (82), the unbiased estimator for the 4-point spectrum is
\[ \hat{C}_{r,N}^{(4)} = \tilde{C}_{r,N}^{(4)} \equiv \left( \frac{4\pi}{N} \right)^2 \left[ \frac{C_{r,N}^{(4)}}{4\pi} \right] \]
\[ - \frac{2}{N} \left( \frac{1}{N} - \frac{1}{2\ell + 1} \right) \left( \frac{C_{r,N}^{(3)}}{4\pi} \right) \right) \right), \tag{85} \]
\[ = (4\pi)^2 \left( \Delta_{r,N}^{(4)} - \delta_{i,0} \right), \tag{86} \]
where
\[ \Delta_{r,N}^{(4)}(n_{i_1},\ldots,n_{i_N}) = \frac{1}{N(N-1)(N-2)(N-3)} \sum_{i_1,i_2,i_3,i_4} P_r(n_{i_1} \cdot n_{i_2}) P_r(n_{i_3} \cdot n_{i_4}). \tag{87} \]
With these new estimators, we find that the simplest expression for the unbiased estimator of the power spectrum’s variance is in terms of the irreducible spectra
\[ \hat{\sigma}^2 [\tilde{C}_{r,N}] = \frac{(4\pi)^2}{N(N-1)} \left[ 2 \left( \hat{\Delta}_{r,N}^{(2)} - \hat{\Delta}_{r,N}^{(4)} \right) \right. \]
\[ \left. + 4(N-2) \left( \hat{\Delta}_{r,N}^{(3)} - \hat{\Delta}_{r,N}^{(4)} \right) \right]. \tag{88} \]
At low $N$, the shot term determines the variance, determined from the irreducible composite power spectrum with correction from the disjoint trispectrum. At high $N$, the signal term dominates, which is generated by the irreducible open bispectrum, and negative trispectrum correction. Positivity of the variance at small $N$ requires $\Delta_{r,N}^{(2)} > \Delta_{r,N}^{(4)}$, and at large $N$ demands $\Delta_{r,N}^{(3)} > \Delta_{r,N}^{(4)}$.

Simulations presented in Sec. 4.2 demonstrate that at low values of $N$, it is possible for the $N$ data points to produce negative estimates of the variance. In fact, this estimator doesn’t produce a useful error estimate until enough data is received that the width of the distribution of $\hat{\sigma}^2 [\tilde{C}_{r,N}]$ is smaller than an order of magnitude. Determining an estimate for the minimum number of counts required for a robust error estimate of the power spectrum is an important subject for future work.

Decomposing the squared irreducible power spectrum into 2, 3, and 4-event terms
\[ \hat{\Delta}_{r,N}^{2} = \frac{1}{N(N-1)} \left[ 2 \Delta_{r,N}^{(2)} + 4(N-2) \Delta_{r,N}^{(3)} \right. \]
\[ \left. + (N-2)(N-3) \Delta_{r,N}^{(4)} \right], \tag{89} \]
reveals the variance estimator to simply be
\[ \hat{\sigma}^2 [\tilde{C}_{r,N}] = (4\pi)^2 \left( \hat{\Delta}_{r,N}^{2} - \Delta_{r,N}^{(4)} \right) = \hat{\Delta}_{r,N}^{2} - \hat{C}_{r,N}^{(4)}. \tag{90} \]
This is the simplest form for the estimator of the power spectrum variance from data. One important consequence is that the condition for $\hat{C}_{r,N}$ to be non-zero to high confidence (i.e., for it’s uncertainty to be much smaller than its measured magnitude) is for $\hat{C}_{r,N}^{(4)}$ to be positive and a significant fraction of the magnitude of $\hat{C}_{r,N}^{(2)}$. 
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3.5 The Statistical Variance for a Gaussian-Distributed Skymap

In this subsection, we show how one can return to an ensemble of skymaps by applying the new formalism to the example of a Gaussian skymap.

The results derived in this section so far are quite general, applicable to any spatial distribution of source for the observed events $n$. Additional sensitivity should be achievable with an accurate model of the sources.

If a statistical model of the distribution of a hypothetical source is to be tested, it is important to do so in a statistical framework that limits the ensemble of realizations to those consistent with the proposed model. Once a model is established in terms of some parameters to be determined from the measurement, then a maximum likelihood analysis may be applied and a minimum variance achieved for the class of distributions considered.

Alternatively, in the case where the statistical model can be expressed in terms of correlation functions of the skymap, then ensemble averages of $\hat{C}_g$, $\mathcal{C}^2_g$, $\mathcal{C}_g$, and $\mathcal{C}_g^2$ can be determined and used to calculate the variance of the mean power spectrum, averaged over the ensemble defined by the statistical model.

To demonstrate this point, the variance of a Gaussian-distributed source is determined. Assume that the normalized skymap $\hat{S}(n)$ is Gaussian-distributed (statistically stationary and isotropic) with fixed covariance specified as the Legendre polynomial transform of the mean power spectrum $\langle \hat{C}_g \rangle_g$, as in Appendix B where the average $\langle X \rangle_g$ denotes the ensemble average over all skymap realizations of the Gaussian distribution $\mathcal{G}$. Recall that $\hat{S}$ was normalized by the spherical average of measurements, and as such $\langle \hat{S}(n) \rangle_g$ is not necessarily 1. However, the results expressed here make the further assumption that any deviation of $\langle \hat{S}(n) \rangle_g$ from 1 is negligible for our purposes.

Since the effects of the PSF are more complicated in this section than a simple convolution, this subsection will indicate explicitly those quantities for which the PSF affect is applied with a subscript ‘$F$’, as in Eqn. [15].

Initially, the PSF is neglected.

The assumption of Gaussianity allows all central moments of $\hat{S}$ to be expressed in terms of the covariance $C(n,n')$ (or equivalently $\langle \hat{C}_g \rangle_g$) only, as explained in Appendix B. In this case, the cosmic mean of the $\hat{C}_g$-variance in Eqn. [70] can be expressed solely in terms of $\langle \hat{C}_g \rangle_g$. That is, it provides a Gaussian variance estimate that depends only on the estimate of $\hat{C}_g$.

The expression for $\langle \mathcal{C}^2_g \rangle_g$ follows from Eqn. [A28], and a vanishing central 3-moment implies that $\mathcal{C}_g^3 = 0$.

For the mean quadratic term of the variance, apply Eqn. [72] to the ensemble average of Eqn. [A28] squared,

$$
\langle \mathcal{C}^2_g \rangle_g = (4\pi)^2 \int \frac{dn_1}{4\pi} \frac{dn_2}{4\pi} \frac{dn_3}{4\pi} \frac{dn_4}{4\pi} P(r_1 \cdot n_2) P(r_3 \cdot n_4) \left[ C(n_1 \cdot n_2) C(n_1 \cdot n_4) + C(n_1 \cdot n_3) C(n_2 \cdot n_4) + C(n_1 \cdot n_4) C(n_2 \cdot n_3) \right].
$$

Then substitute Eqn. [B32] for the covariance and apply Legendre polynomial contractions Eqn. [A30] to find

$$
\langle \mathcal{C}^2_g \rangle_g = 1 + 2 \int \frac{dn_1}{4\pi} \frac{dn_2}{4\pi} \frac{dn_3}{4\pi} \frac{dn_4}{4\pi} \left[ C(n_1 \cdot n_2) C(n_1 \cdot n_4) + C(n_1 \cdot n_3) C(n_2 \cdot n_4) + C(n_1 \cdot n_4) C(n_2 \cdot n_3) \right] = 1 + \frac{2}{2\pi} \langle \mathcal{C}^2_g \rangle_g,
$$

providing yet another derivation of the Gaussian cosmic variance of $\hat{C}_g$, Eqns. [3] and [B13]; doing so, we demonstrated how to determine any higher moments of $\hat{C}_g$.

Thus, for a theoretically Gaussian-distributed skymap, the cosmic mean variance of the power spectrum estimator is

$$
\langle \hat{\mathcal{U}} \rangle_g = \frac{(4\pi)^2}{N(N-1)} \left[ \frac{2(1 - \delta_{\ell,0})}{2\ell + 1} + \frac{4(N - 2)}{2\ell + 1} \right] \langle \mathcal{C}^2_g \rangle_g.
$$

This equation represents an update on the standard Eqn. [5], which corresponds to the first group of terms. Since these terms are suppressed at high $\ell$ by a factor of...
The variance of the estimator of the power spectrum Eqn. (71) is Gaussian cosmic variance with noise. The statistical variance estimates of the power spectrum.

As discussed in Sec. 2, previous analytic estimates of the variance of the angular power spectrum of our particular sky map that occurs with the addition of more detected events. Further comparison to Eqn. 3 is carried out in Sec. 4.1.

The effect of the PSF in this context will now be considered. With our model for \( \langle \hat{C}_l \rangle \) and our knowledge of the PSF \( F(n, n) \), the cosmic mean power spectrum of skies that have been convolved by \( F \) can be expressed as

\[
\langle \hat{C}_l \rangle \equiv \sum_{n} W_{Gel} \langle \hat{C}_n \rangle + R_v,
\]

with

\[
W_{Gel} \equiv \int \frac{dn_1}{4\pi} \frac{dn_2}{4\pi} 2(2\ell+1)P \left( n_1 \cdot n_2 \right) \frac{W(n_1, n_2)}{4\pi},
\]

and

\[
R_v \equiv \int \frac{dn_1}{4\pi} \frac{dn_2}{4\pi} W(n_1, n_2),
\]

where \( W \) is defined in Eqn. 10. Note that \( R_v \) vanishes in the usual scenario where \( F \) is symmetric. Let us assume this standard scenario. Then, using Eqn. 10,

\[
W_{Gel} = W_n^2 (\delta_{n1} - \delta_{n0} \delta_{l1}),
\]

and we recover the usual result that

\[
\langle \hat{C}_l \rangle \equiv W_n^2 \langle \hat{C}_l \rangle
\]

for symmetric PSFs.

As before, the mean composite spectrum \( \langle \hat{C}_l(2) \rangle \) is the same linear combination of mean power spectra. Also, as long as \( F \) is symmetric, the convolution of \( F \) over a Gaussian sky still has no bispectrum. The mean disjoint trispectrum can be expressed with symmetric PSFs as in Eqn. 10. We then find that Eqn. 10 does indeed still hold for the PSF-convolved sky, for a symmetric PSF.

\section{Analytical and Numerical Comparisons of Methods}

Now that we have succeeded in determining an analytic treatment of the variance of the angular power spectrum of events on a sphere, it is helpful to compare to the results with the previous analytical estimates and identify the new effects. We then present some simple simulations that verify these effects and demonstrate the effectiveness of the variance estimates of the power spectrum.

\subsection{Discussion of the New Contributions to the Power Spectrum Variance}

As discussed in Sec. 2, previous analytic estimates of the variance of the angular power spectrum were based on Gaussian cosmic variance with noise. The statistical variance of the estimator of the power spectrum Eqn. (71) is a generalization of the \( C_l \)-only variance of Eqn. 12, or

\[
\nuar \langle \hat{C}_l \rangle \approx \frac{2}{2\ell + 1} \frac{4\pi}{N} \left( \frac{4\ell}{N} (1 - \delta_{l0}) + 2 \hat{C}_l \right). \quad (C_l \text{-only})
\]

It is convenient to re-express this as

\[
\nuar \langle \hat{C}_l \rangle \approx \frac{4\pi}{N} \left( \frac{2(1 - \delta_{l0})}{2\ell + 1} + \frac{4N \hat{C}_l}{2\ell + 1} \right). \quad (103)
\]

for direct comparison with Eqn. (71). We see that Eqn. (102) is indeed valid under certain conditions. When \( N \gg 1 \), the first term reproduces the first-order shot effect, and the second term corresponds to the first-order estimate of the signal term of the variance. However, newly identified second order effects may provide important corrections. The multipole-dependent factor of the shot term is corrected by \( C_l^{(3)}/4\pi^2 \), the difference of the composite power spectrum with the disjoint trispectrum. Similarly, the signal term’s multipole dependence is corrected by \( C_l^{(3)}/(4\pi) - C_l^{(3)}/(4\pi)^2 \), the difference of the open bispectrum with the disjoint trispectrum.

Examples of statistical uncertainties of \( \hat{C}_{500, N} \) when \( \hat{C}_{500, N} = 10^{-5} \) sr are shown by the red curves in Fig. 11. In all cases, the uncertainty separates into two regimes. At small \( N \), the shot term is dominant and the uncertainty decreases as \( N^{-1/2} \). At large \( N \), the statistical uncertainty is now dominated by the signal term and continues to shrink, albeit at the reduced rate of \( N^{-1/2} \).

\begin{enumerate}
\item \( N \gg 1 \). When \( N \) is \( O(1) \), the variance has a small-counts correction, but this is usually not that significant.
\item Second-order shot term effects are negligible when the error is not signal-dominated,

\[
\left| \frac{\hat{C}_l^{(2)}}{4\pi} \right| \ll \frac{1}{2\ell + 1} \quad \text{if } N \gg 2\pi/\hat{C}_l.
\]

\item Second-order signal term effects are negligible when the error is shot-dominated,

\[
\left| \frac{\hat{C}_l^{(3)}}{4\pi} - \left( \frac{\hat{C}_l}{4\pi} \right)^2 \right| \ll \frac{1}{2N(2\ell + 1)} \quad \text{if } N \ll 2\pi/\hat{C}_l.
\]

\item Second-order signal term effects are negligible when the error is not shot-dominated,

\[
\left| \frac{\hat{C}_l^{(3)}}{4\pi} - \left( \frac{\hat{C}_l}{4\pi} \right)^2 \right| \ll \frac{1}{2\ell + 1} \quad \text{if } N \gg 2\pi/\hat{C}_l.
\]

\item Second-order shot term effects are negligible when the error is signal-dominated,

\[
\left| \frac{\hat{C}_l^{(2)}}{4\pi} - \left( \frac{\hat{C}_l}{4\pi} \right)^2 \right| \ll \frac{2N}{2\ell + 1} \quad \text{if } N \gg 2\pi/\hat{C}_l.
\]
\end{enumerate}

The range of counts for which the variance remains \( C_l \)-only depends on the multipole being analyzed, and in principle it is possible for some or all multipoles’ power spectrum to never have \( C_l \)-only variances.

The approximate number \( N_c \) of events received when
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the $C_\ell$-only variance transitions from shot-dominated to signal-dominated is

$$N_* = \frac{4\pi}{C_\ell}$$

(108)

at which time the magnitude of the variance is

$$\text{Var}[\hat{C}_\ell, N_*] = \frac{4}{2\ell + 1} C_\ell^2.$$  (109)

Thus, for large multipoles, the magnitude of the statistical error bar is already much less than the magnitude of the power spectrum at the time the uncertainty becomes signal-dominated. The power spectrum is therefore resolved while its error is still shot-dominated.

These results can be modified by the presence of significant higher-order spectra $C_\ell^{(2)}$ and $C_\ell^{(3)}$ in the skymap. These effects make the uncertainty larger—potentially much larger; the only exception being when $C_\ell^{(3)} < 0$ and $N > N_*$, where the uncertainty becomes smaller than $C_\ell$-only, but by this time, the power spectrum is usually already detected to high significance.

A significant composite power spectrum $C_\ell^{(2)}$ can occur at multipole $\ell$ if power spectrum amplitudes $C_\ell$ at neighboring multipoles $\ell'$ are much larger than $C_\ell$, and are also significant compared to $1/(2\ell + 1)$. The composite power spectrum increases the magnitude of the shot term, and the variance is no longer $C_\ell$-only. It will become $C_\ell$-only at large $N$ if the open bispectrum is negligible. A significant $C_\ell^{(2)}$ increases the number of events needed to resolve $C_\ell$, and also increases the number of events where the transition to signal dominance occurs.

In the case that there are significant three-point correlations, the open bispectrum $C_\ell^{(3)}$ can be significant. A non-negligible $C_\ell^{(3)}$ causes the signal transition of the uncertainty to occur at lower $N$ for positive open bispectra, and at higher $N$ for negative open bispectra. If this happens, the spectrum is not $C_\ell$-only at large $N$ when the variance is signal-dominated.

In all cases except for negative open bispectrum, the second-order effects cause the variance to be larger than the $C_\ell$-only variance. However, for negative open bispectrum, the signal-dominated variance will be smaller than the $C_\ell$-only variance; that is, the presence of a negative open bispectrum decreases the statistical variation of measurement of the sky’s power spectrum, allowing it to be determined more precisely than for a sky without an open bispectrum, or with positive open bispectrum. This will have little effect on the number of events required to initially resolve the power spectrum.

If the open bispectrum is significant and positive, it causes an early transition to a signal-term-dominated error bar, which shrinks as $N^{-1/2}$ instead of $N^{-1}$. If $C_\ell^{(3)}$ is so large that this transition occurs before the power spectrum is resolved, the time required to resolve the spectrum is significantly increased. Thus, the presence of angular bispectrum complicates the measurement of the angular power spectrum. If, in this case, the bispectrum effect were neglected, a spurious detection of the power spectrum could be made.

Now we will discuss the measurement of the cosmic mean power spectrum for the case of a Gaussian angular distribution. This measurement requires the cosmic

variance of the observed sky-realization to be taken into account. The new results of Sec. 3.5 should be compared with the Gaussian cosmic variance with noise estimate Eqn. (11). For a more direct comparison, it is convenient to re-express Eqn. (11) as

$$\left[\gamma_\ell \text{Var}[\hat{C}_\ell, N]\right] = \frac{4\pi}{N} \left[\frac{2(1 - \delta_{\ell,0})}{2\ell + 1} + \frac{4N}{C_\ell} + \frac{2N^2}{2\ell + 1} \frac{C_\ell^2}{4\pi}\right].$$  (110)

The updated variance in Eqn. (110) contains both low-count corrections and new terms. The new terms are not diminished by $(2\ell + 1)^{-1}$ like the previously known terms are. Thus, the new effects become more important at large $\ell$. Fig. 2 shows examples of the total variance of the estimator for the cosmic mean power spectrum for a Gaussian-distributed signal and scale-invariant Sachs-Wolfe spectrum (see Eqn. 4.9).

$$\langle \hat{C}_\ell \rangle \propto \frac{4\pi}{\ell(\ell + 1)}.$$  (111)

For each example shown, we fixed $\langle \hat{C}_\ell \rangle = 10^{-2}$ sr. For such a large amplitude, the new effects are seen to increase the finite-count variance significantly at high multipoles, until the cosmic variance dominates the statistical uncertainty. For $\ell \gtrsim 100$ in these examples, there is additional shot error induced by $\langle \hat{C}_\ell^{(2)} \rangle$ until the cosmic variance dominates, which happens when

$$N \gtrsim \frac{4\pi}{\langle \hat{C}_\ell \rangle} \sqrt{2(2\ell + 1)\langle \hat{C}_\ell^{(2)} \rangle}.$$  (112)

4.2 Comparison with Simulations

We now compare the discussed formalisms with the results of Monte-Carlo simulations. These results address the single-sky measurement of power spectrum. The purpose is to simulate skymaps that demonstrate the new effects in this paper, not to simulate physical sources. We will describe two skymaps chosen for our comparison, discuss the simulations and implementation of the power spectra evaluations, and present the results.

For simple first tests, we simulate skymaps that contain anisotropy of only one multipole $\ell_0$. The strategy is to simulate observations of events from two different skymaps with the same power spectrum, but with different open bispectra, and determine if the variance of the power spectrum estimate is affected.

We consider single-multipole, real-valued, normalized skymaps with multipole $\ell_0$ of the form

$$\tilde{S}(n; \ell_0; \eta_0, \eta_1, \ldots, \eta_{\ell_0}) = 1 + \eta_0 Y_{\ell_0}^0(n) + \sum_{m=1}^{\ell_0} \eta_m \left[ Y_{\ell_0}^m(n) + (-1)^m Y_{\ell_0}^{-m}(n) \right],$$  (113)

where the real constants $\eta_0, \ldots, \eta_{\ell_0}$ are constrained only by the requirement that $\tilde{S}(n) > 0$ at all positions $n$. Note that the imaginary parts of the spherical harmonics can also be added here with imaginary coefficients.
with normalization assumptions about the signal’s spatial distribution. For demonstration purposes, each example here models effects with not too large of a parameter landscape. This is opposed to Fig. 1 which shows the uncertainty of the power spectrum estimate of one particular skymap without prior assumptions about the signal’s spatial distribution. For demonstration purposes, each example here models effects with not too large of a parameter landscape. The black dotted lines show the cosmic variance (CV) with noise using Eqn. (11), while the red solid lines show the full statistical error using Eqn. (96).

For odd multipoles, only the azimuthally symmetric mode \( \eta_0 \) contributes to the open bispectrum. Our numerical experiments chose \( \ell_0 = 12 \) in order to have enough symmetries and degrees of freedom to produce interesting effects with not too large of a parameter landscape.

In order to resolve the bispectrum effect, we want a significant magnitude of \((2\ell + 1)C^{(3)}_{\ell}/\tilde{C}_{\ell}\). One function that achieves a ratio of \(-0.19\) is, using Eqn. (113).

\[
\tilde{S}_{\text{NB}}(n) \equiv \tilde{S}(n; 12; 0, 0, 0.3, 0, -0.4, 0, -0.4, 0, -0.3, 0, 0.3, 0, -0.3).
\]

It has a power spectrum of \( \tilde{C}_{\ell} = 0.0544 \delta_{\ell,12} \) sr, and open bispectrum \( \tilde{C}^{(3)}_{\ell} = -0.00043 \delta_{\ell,12} \) sr. This distribution’s bispectrum constitutes an expected 17% decrease in the signal term of the power spectrum’s variance.

The distribution without bispectrum that was simulated for comparison was the one where \( \eta_0 \) is the only non-zero component,

\[
\tilde{S}_{\text{NB}}(n) \equiv 1 + \frac{\sqrt{17}}{5} |Y_{12}^6(n) + Y_{12}^{-6}(n)|.
\]

A density map of these two distributions, viewed with the same projection, is given in Fig. 3.

For each skymap, points on the sphere were randomly generated (Knuth 1997) with probability density function given by the skymap. For each trial, 1000 points were generated, and 1000 trials were performed for each skymap. For each trial, the irreducible power spectrum, composite spectrum, and open bispectrum were evaluated event-by-event for the first 1000 events, and only the power spectrum for the remaining 9000 events. The
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mined as irreducible power spectrum in Eqn. (65) was then deter-
mined as (Bogaert, Michiels, & Fostier 2012; Harrison 2009). The
accurate to very high multipoles was implemented
nomials with double precision operations that is also
spectra iteratively as each event is added. A very ef-
fic for the two skymaps.
the same set of random number generator seeds were used
for the two skymaps.
It is efficient to calculate the irreducible power
spectra iteratively as each event is added. A very ef-
fic algorithm for the evaluation of Legendre polyno-
mials with double precision operations that is also
accurate to very high multipoles was implemented
Bogaert, Michiels, & Fostier 2012; Harrison 2009). The
irreducible power spectrum in Eqn. (65) was then deter-
mined as
\[ \hat{\Delta}_{\ell,N} = \frac{N}{N^2} \hat{\Delta}_{\ell,N-1} + \frac{2}{N(N-1)} \sum_{i=1}^{N-1} P_i(n_i \cdot n_N), \]  
(119)

and similarly for the irreducible composite power spec-
trum \( \hat{\Delta}^{(2)}_{\ell,N} \) in Eqn. (75), using \( P^2 \) instead of \( P \). The
irreducible open bispectrum in Eqn. (53) can be deter-
mined event-by-event with
\[
\hat{\Delta}^{(3)}_{\ell,N} = \frac{N}{N^3} \hat{\Delta}^{(3)}_{\ell,N-1} + \frac{2}{N(N-1)(N-2)} \sum_{i=1}^{N-1} \left[ \sum_{j=1}^{i-1} \left( P_i(n_i \cdot n_N) + P_i(n_i \cdot n_j) \right) P_j(n_j \cdot n_N) \right. \\
+ \left. \sum_{j=i+1}^{N-1} P_i(n_i \cdot n_j) P_j(n_j \cdot n_N) \right]. 
\]
(120)

Thus, the addition of the \( N \)'th event involves \( N-1 \)
evaluations of the Legendre polynomial to determine the
new power spectrum. Saving these evaluations in a look-
up table, determination of the new composite spectrum
and open bispectrum require \( O(N) \) and \( O(N^2) \) table
look-ups, respectively. The irreducible disjoint trispec-
trum \( \hat{\Delta}^{(4)}_{\ell,N} \) in Eqn. (87) can be determined from the other
spectra using the spectrum identity in Eqn. (89).

These evaluations for \( \ell = 12 \) took approximately
three days to complete on a dual-core desktop computer
for all trials of both skymaps.

We begin analyzing the results by comparing the dis-
bution of power spectrum estimates at fixed \( N \) for each
sky. Fig. 4 shows the distributions for the first few events.
Interestingly, the estimator at 2 events shows a strong bi-
modal distribution, but this quickly collapses to a more
typical bell curve by \( N = 4 \). Initially, the distributions
are very wide compared to the expectation value, and
the distributions from the two skymaps cannot be distin-
guished at this number of trials.

It is demonstrated in Fig. 5 that, as \( N \) increases,
the probability distribution of the power spectrum nar-
wors, converging to the actual power spectrum. Compar-
ing the \( \hat{C}_{\ell,N} \) distributions of the two skymaps, the dis-
tribution from \( \hat{S}_B \) is narrower at higher \( N \). The unbiased
estimator of the variance \( \hat{\text{Var}}[\hat{C}^{tr}] \) of the power spectra
\( \hat{C}^{tr}_N, \hat{C}^{tr}_2, \ldots, \hat{C}^{tr}_{N_t} \) observed after \( N_t \) trials is the usual result
\[
\hat{\text{Var}}[\hat{C}^{tr}] = \frac{1}{N_t - 1} \sum_{p=1}^{N_t} \left( \hat{C}^{tr}_{p} - \hat{\bar{C}}^{tr} \right)^2, 
\]
(121)

where the estimated power spectrum from trials is
\[
\hat{\bar{C}}^{tr} = \frac{1}{N_t} \sum_{p=1}^{N_t} \hat{C}^{tr}_{p}. 
\]
(122)

To determine whether a measured difference in the dis-
bution width from the two skymaps is significant, we
estimate the variance of our variance estimator to see how
precisely \( \hat{\text{Var}}[\hat{C}^{tr}] \) was resolved at the present number of

\( \hat{S}_B \) has no open bispectrum, while \( \hat{S}_B \) has a relatively strong and negative open bispectrum.

Figure 3. Two distributions on the sphere with only \( \ell = 12 \) harmonic modes. These distributions have equivalent power spectra.
Figure 4. Distribution of the angular power spectrum estimator Eqn. (64) of the first $N$ events received. At just a few events, the distributions are wide, and there is no significant difference between the two different skymaps.

Figure 5. Distribution of the angular power spectrum estimator Eqn. (64) after observation of 100, 1000, and 10 000 events. Note the changing scale of the axis. As $N$ increases, the distributions become narrower, centered on the correct power spectrum of $\hat{C}_{12} = 0.0544$ sr. The standard deviations $\hat{\sigma}$ of these distributions are specified in the subcaptions, estimated with Eqns. (121)–(124). The skymap $\hat{S}_B$ with the negative open bispectrum is consistently producing a slightly narrower distribution, though the difference is not statistically significant for each case individually. However, the standard deviations consistently agree with the expected values $\sigma = (\hat{\sigma}^2(\hat{C}_{12,N}))^{1/2}$ from Eqn. (74) to a better precision than their uncertainties indicate.

trials. It is a straightforward exercise to show that

$$
\hat{\sigma} \left( \hat{\sigma} \begin{bmatrix} \hat{\sigma} \\ \hat{\sigma} \end{bmatrix} \right) = \frac{1}{(N_{tr} - 2)(N_{tr} - 3)} \left( \sum_{p=1}^{N_{tr}} (C_{p}^{tr} - \hat{C}_{p}^{tr}) \right)^4 - \left( \frac{N_{tr} - \frac{3}{N_{tr}}}{N_{tr}} \right) \left( \hat{\sigma} \left( \hat{\sigma} \begin{bmatrix} \hat{\sigma} \\ \hat{\sigma} \end{bmatrix} \right) \right)^2. \tag{123}
$$

Then the standard deviation and its uncertainty are estimated as

$$
\hat{\sigma}_{C_{tr}} = \left( \hat{\sigma} \left( \hat{\sigma} \begin{bmatrix} \hat{\sigma} \\ \hat{\sigma} \end{bmatrix} \right) \right)^{1/2} \pm \left( \hat{\sigma} \left( \hat{\sigma} \begin{bmatrix} \hat{\sigma} \\ \hat{\sigma} \end{bmatrix} \right) \right)^{1/4}. \tag{124}
$$

These estimates are presented in Fig. 5 for the distributions shown there. The standard deviation from the skymap $\hat{S}_{NB}$ is denoted $\hat{\sigma}_{NB}$, and $\hat{\sigma}_B$ is the standard deviation of the estimates from $\hat{S}_B$. The measured standard deviations are in excellent agreement with the expected values determined with Eqn. (23). Additionally, for $N = 10000$, $\hat{\sigma}_B$ is at $1\sigma$ tension with $\hat{\sigma}_{NB}$, and $\sigma_{NB}$ is at $1\sigma$ tension with $\hat{\sigma}_B$.

Having determined estimators for all the spectra up to $N = 10000$, we can test the effectiveness of the full variance estimator Eqn. (55) by considering its statistical distribution, compared to the $C_{tr}$-only estimator from substituting $\hat{C}_{tr,N}$ for $\hat{C}_{tr}$ in Eqn. (102). The uncertainty of the power spectrum is to be given by the square root of the variance. Though the variance estimator is unbiased, at low event counts the distribution of the estimator is so wide as to allow negative estimates of the variance. For visualization purposes, we will plot the root of negative variances as negative (rather than imaginary) uncertainties. The results for the full estimator are shown in the
Figure 6. Uncertainty estimates of the power spectrum for the $\tilde{S}_{NB}$ skymap. Thick curve: distribution of the angular power spectrum’s full uncertainty estimator $s \sqrt{\text{Var}(\hat{C}_{12,N})}$ with $s$ the sign of the variance estimate. Thick vertical line: expected full uncertainty determined from the known skymap. Thin curve: distribution of the $C_\ell$-only uncertainty estimator. Thin vertical line: actual value of the $C_\ell$-only uncertainty. Light rectangle: measured uncertainty from the simulated trials.

Figure 7. Same as Fig. 6 for the $\tilde{S}_B$ skymap. At $N = 1000$, the $C_\ell$-only variance is no longer consistent with the measured standard deviation of the distribution, making the secondary bispectrum and trispectrum effects statistically interesting.

thick curves of Figs. 6 and 7. Shown in the thin curves are the $C_\ell$-only estimator. The actual values of these uncertainties in terms of the known sky distributions are shown by vertical lines. The shaded region is the $1\sigma$ measurement of the uncertainty $\sigma_{C_{\ell}}$ from the variation in the measured power spectra of the simulated trials.

The $N = 10$ plots reveal how unreliable the variance estimators are at low event counts. A significant fraction of trials produce negative variances, but the $C_\ell$-only variance is more reliable and more accurate, even though it is biased. At $N = 100$, negative variances are very rare, and the width of the error’s distribution is within an order of magnitude, making it suitable for use in error estimation. Both variance estimators are consistent with the simulation. At $N = 1000$, the width of the error estimators is around 10%. For the $\tilde{S}_{NB}$ skymap, both estimators agree with the simulation. Since there is no bispectrum, only the small trispectrum effect causes the small separation of the full error from the $C_\ell$-only error. In the $\tilde{S}_B$ skymap, the significant negative bispectrum causes the full error estimate to be reduced even further from the $C_\ell$-only estimate. The simulation exhibits a similar downward shift in its standard deviation $\sigma_{C_{\ell}}$, such that the $C_\ell$-only estimate is at $1\sigma$ tension with the simulation. This supports the validity of the work in this paper.

These experiments suggest that the unbiased variance estimator may only be reliable at estimating the actual variance when a power spectrum signal has been resolved. It is recommended that early analyses use the shot noise variance Eqn. (57) until $\hat{C}_\ell = 0$ is no longer consistent with that uncertainty estimate. At this point, the $C_\ell$-only uncertainty estimate will probably make the uncertainty large enough so that zero power is consistent. Once signal is again appearing, then at this stage the full unbiased uncertainty estimator should be reliable and most desirable.

Additional simulations will have the ability to produce more significant evidence supporting the new theoretical results, and determine more precise protocols for their safe usage.
5 DISCUSSION: IMPLICATIONS FOR EXPERIMENTS

We now discuss implications of the new results on experiments.

In order to understand the effect that these results will have on the Fermi-LAT $\gamma$-ray power spectrum measurement, one needs to determine estimates of the composite power spectrum $\hat{C}_{\ell,N}(2)$ and open bispectrum $\hat{C}_{\ell,N}(3)$ of the events in each energy bin. If these are negligible, then the results are well described with a $C_{\ell}$-only variance if making a skymap measurement, or with the cosmic variance with noise estimate if carrying out a cosmic mean analysis for sources on linear cosmological distance scales (that are Gaussian-distributed). Given their observed small variation in $\hat{C}_{\ell,N}(2) \sim 10^{-5}$ sr, then one would expect $\hat{C}_{\ell,N}(2)$ to be of a similar magnitude, and therefore negligible compared to $(2\ell + 1)^{-1}$ of the shot noise term.

The Fermi-LAT’s measurement of $\hat{C}_{\ell,N}$ in the highest energy bin from 10.4 GeV to 50.0 GeV was shown to have been a bit underestimated when compared to the power spectrum of point sources subsequently detected after the anisotropy analysis was completed [Broderick et al. 2013]. It is intriguing this tension could be explained if that energy bin had a significant, positive open bispectrum. However, before estimates of the higher-order uncertainty contributions can be made using the formulas derived in this paper, they must be modified to additionally take into account the masking of parts of the sky and the non-uniform exposure map.

If a significant open bispectrum is detected in the diffuse $\gamma$-ray background, there will be an unfortunate decrease in significance of the measured power spectrum, but this would be in exchange for the exciting detection of higher-order angular correlations that would be very constraining for source population models. Such an observation would indicate significant departure from the galaxy distribution on the scales of structure which is Gaussian-distributed, suggesting a source of gamma-rays from a more local distribution. However, if it is found that $C_{\ell}$ has been correctly measured, this immediately puts new bounds on the magnitude of the open bispectrum $\hat{C}_{\ell,N}(3)$.

Extragalactic sources correlated with large scale structure on linear cosmological distance scales would be expected to be Gaussian-distributed to within Poisson noise if sparse (such as active galactic nuclei), or Gaussian cosmic variance if dense (for instance, star-forming galaxies). The presence of a large bispectrum would be an indication of a population of sources that is either extragalactic at sub-Mpc scales (from galaxies in the local Universe), or Galactic. Example Galactic sources may be a population of unresolved pulsars [Calore, Di Mauro, & Donato 2014], or annihilation in dark matter subhalos [Campbell & Beacom 2013].

A way to probe the presence of an angular bispectrum affecting the power spectrum measurement is to analyze the time-sequence $\hat{C}_{\ell,N}$ as a function of $N$. This value of the estimated power spectrum wanders randomly around the actual skymap’s power spectrum, with an amplitude that is indicative of the magnitude of the statistical uncertainty. With the collection of additional data, this amplitude diminishes in magnitude roughly as $N^{-1/2}$ and the estimator converges to the skymap’s power spectrum. However, an early transition to a signal-dominated error that shrinks as $N^{-3/2}$ before the power spectrum has been resolved, would be evidence for the presence of a significant open bispectrum. The robustness of detecting the bispectrum using a single time-sequence of data can be tested with simulations in future work.

Now consider other experiments interested in measuring angular power spectra. For the angular distribution probes of cosmology, such as galaxy surveys, the amount of data is usually so high that the statistical uncertainty is dominated by cosmic variance and the new findings in this paper have no new effect. However, if galaxy distances can be made precise enough to allow accurate separation into such thin redshift slices that the number of galaxies per redshift slice is $\lesssim 10^3$, then cosmic variance of each redshift slice may no longer be the dominant statistical uncertainty and the new methods in this paper would be of use.

When counting objects such as galaxies, or blazars, etc., the role of the point spread function in Sec. 5 is replaced by a selection function that specifies the completeness of observations. The ‘skymap’ refers in this case to the complete map of the objects of interest.

For high-energy radiation events, the skymap is the complete apparent flux map of all radiation sources convolved by propagation effects. The propagation effects are most severe for charged cosmic rays which are deflected and hard-scattered within the medium. Since $\gamma$-rays and neutrinos interact less, the measurement of their high-energy angular power spectrum in different energy bins has the potential to identify the sources. One can use this information to separate distinct components of radiation from different sources [Henslev, Siegel-Gaskins, & Pavlidou 2013]. Even hard spectral features too faint to be seen in the flux spectrum could still be observed in anisotropies [Zhang & Beacom 2004; Campbell & Beacom 2013]. If the $\gamma$-rays or neutrinos have a particular angular power spectrum that matches the distribution of a potential source, this would be strong evidence for the origin of the high-energy radiation, motivating a cross-correlation analysis to be carried out between the radiation and that particular point source catalog (e.g., Xia et al. 2011; Ando, Benoît-Lévy, & Komatsu 2014).

A natural application of these methods is to IceCube neutrino data. The astrophysical component in the energy range 30 TeV–2 PeV has a flux that produces roughly 10 events per year. If the source is stationary with a large fluctuation power spectrum $\sim 10^{-7}$ sr and small or negative open bispectrum, then the power spectrum could be begin to be resolved within 10 years of data. Another interesting analysis is determination of the power spectrum of the lower energy neutrinos from IceCube; the presence of an anisotropic astrophysical component can be searched for among the highly numerous and isotropic atmospheric neutrinos.

Significant power spectra in the arrival direction of charged cosmic rays would indicate angular clustering that potentially contains informa-
tion about the distribution of nearby sources and the structure of fields and material in the rays’ path to us (Sutherland, Boughn, & Beatty 2012; Keivani, Farrar, & Sutherland 2013). A new way to test for the presence of a significant dipole distribution is to determine if the $\ell = 1$ component of the power spectrum is significant. If this amplitude is significant, the phase of the dipole can be ascertained from the values of the three $\ell = 1$ spherical harmonic transforms.

6 CONCLUSIONS

To summarize, we have carried out an error analysis of the angular power spectrum of a finite set of points on a sphere. The statistical framework is modeled with only two postulates: a stationary ‘skymap’ distribution of sources $S(n)$ and the assumption of independence of the detected events. For this analysis, the observation of the points is made with uniform efficiency and exposure over the entire sphere.

We have presented an estimator of the skymap’s power spectrum in Eqn. (10) or Eqn. (71) that is unbiased with respect to a fixed number of observed events $N$, and we determined the variance of the measured power spectrum as a function only of $N$ and $S(n)$ in Eqn. (10) or Eqn. (71). The power spectrum estimator is consistent with usual pseudo-spectrum techniques, and its statistical variance is found to agree at leading order with previous analytic estimates.

New, previously unquantified effects of the power spectrum variance have been discovered that are generated by three effects: the power spectrum at neighboring multipoles (the composite power spectrum $C_{\ell}^{(2)}$), the bispectrum of the skymap (in a form called the open bispectrum $C_{\ell}^{(3)}$), and the skymap’s trispectrum (given by the disjoint trispectrum $C_{\ell}^{(4)}$). A study of these new higher-order spectra is presented in Appendix A. They are the only possible ‘two-correlator’ spectra, and are also the only spherical tensors that can be derived from rank 2 spherical transforms of the skymap.

These new higher order effects will be negligible under certain conditions that have been precisely identified. In this work, the power spectrum variance is called $C_{\ell}$-only at those values of $N$ where these new higher-order effects are negligible, corresponding to error estimates used in previous works. The new terms, with the open bispectrum in particular, have the potential to add orders of magnitude to the variance. Thus, the neglect of these new terms may result in spurious detections of the power spectrum. A negative open bispectrum causes the signal term of the variance to be smaller than $C_{\ell}$-only.

The behavior of the power spectrum variance is classified by two regimes in $N$: in the small-$N$ regime, the variance is dominated by a shot term that goes as $N^{-2}$ (for $N \gg 1$); when $N$ is large, a signal term dominates and the variance goes as $N^{-1}$. The composite power spectrum minus disjoint trispectrum is a new contribution to the shot term, added to the shot noise variance. The signal term, which in previous work was the variance due to the power spectrum itself, is found to have additional terms from the open bispectrum minus disjoint trispectrum.

An unbiased estimator of the power spectrum’s variance is identified in Eqn. (55) or Eqn. (64), calculated from the data. Remarkably, this estimate is made without any prior assumptions about properties of the skymap spatial distribution. Efficient, highly parallelizable codes have been shown to be very efficient at calculating this variance from position data. This makes these exact methods viable for use (at least for the full sky, uniform exposure limit) to quite large counts, relaxing the necessity of binning the data into pixels on the sphere, which either introduces the need to correct for ‘pixel’ features in the power spectrum, or uses a large number of tiny pixels that requires more computation to determine the spectrum than the exact method.

These estimators are very important, providing a means for experiments to test for the presence of higher-order contributions to the power spectrum uncertainty. The presence of a large open bispectrum in the diffuse $\gamma$-ray background measured by Fermi-LAT would decrease the significance of the measured power spectrum, but would provide exciting new information about the distribution of the source populations. On the other hand, verification of the existing power spectrum measurements would provide stringent bounds on the magnitude of non-Gaussianities in the distribution. Those $\gamma$-ray distributions consistent with being Gaussian to within cosmic variance are consistent with being produced by extragalactic sources over linear cosmological distances. The presence of non-Gaussianities would suggest the presence of a population of more local sources, either near-extragalactic, or Galactic sources.

We showed how these results can be applied to a statistical model of the spatial distribution of the skymap by considering an example analysis of a Gaussian-distributed skymap. In this context, the prediction of the power spectrum is subject to cosmic variance from statistical variations between different skymap realizations of the Gaussian process. The open bispectrum vanishes for Gaussian distributions. Otherwise, the previous analytic estimates for the uncertainty of the power spectrum in these measurements was reproduced to first order, with additional higher order contributions from the composite power spectrum and disjoint trispectrum as expressed in Eqn. (55). These new contributions become important at large $\ell$ since these new terms are not suppressed by $(2\ell + 1)^{-1}$, as is the case for the standard terms. The usual uncertainty is restored when enough data is collected for the statistical uncertainty to be dominated by the cosmic variance. Thus, power spectrum measurements of large data sets that are cosmic variance limited remain unaffected by the new findings.

The effect of the instrument point spread function (PSF) on the power spectrum measurement is found to simply be that the measured spectra are of the skymap convolved with the PSF. However, further effects may be induced by asymmetric PSFs on the inference of the cosmic mean power spectrum of a modeled ensemble of Universes.

Simulations were carried out of two skymaps of equivalent power spectrum, but one without open bis-
spectrum and the other with significant open bispectrum. The standard deviation of power spectrum estimates using the simulated data were shown to prefer the variance results of this paper with the bispectrum effect over the C\textsubscript{r}-only variance.

The new formalism in this paper is important for smaller datasets, such as for events of incident high-energy radiation, where the power spectrum provides information about the distribution of sources and propagation effects. After around 10\textsuperscript{6} detected events, it is likely more efficient to use pixeled-sky estimates for which the uncertainty results presented here can be adapted.
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APPENDIX A: ROTATIONALLY INVARIANT SPHERICAL TENSORS

This appendix introduces the notations and formal mathematical structures that appear in the results of this paper. For further background on spherical tensors, their mathematical structures that appear in the results of this paper, spherical tensors are those generated by the central spherical harmonic transform of \( \tilde{S}(\mathbf{n}) \) defined on the unit sphere. This is described below. Thus, these tensors inherit their coordinate transformation properties and symmetries from the spherical harmonics \( Y_{\ell m}(\mathbf{n}) \).

Common conventions for the spherical harmonics are taken. They are normalized according to the orthonormality relation

\[
\int d\mathbf{n} |Y_{\ell_1 m_1}(\mathbf{n})|^* Y_{\ell_2 m_2}(\mathbf{n}) = \delta_{\ell_1 \ell_2} \delta_{m_1 m_2},
\]

where * denotes complex conjugation, and \( \delta_{x,y} \) is the Kronecker delta. It is important in this application to note that with this standard normalization, the spherical harmonics have physical units of inverse angle, which is equivalent to inverse length on the sphere.

The index \( \ell \) is often called the multipole. It specifies the angular diameter \( \psi \sim \pi/\ell \) of positive or negative regions of the spherical harmonics. Since the sphere is topologically compact, continuity of the spherical harmonics requires the spectrum of multipoles be discrete, and they are defined to take values \( \ell = 0, 1, 2 \ldots \).

The index \( m \) is sometimes called the azimuthal index. An azimuthal index of a spherical tensor must always be associated with one multipole index. However, note that a multipole index can generally have any number of azimuthal indices associated with it. For a given value of its associated multipole \( \ell \), the azimuthal index spans the integer values \(-\ell \leq m \leq \ell\), delineating the \( 2\ell + 1 \) orthogonal harmonic modes with angular scale \( \pi/\ell \).

To generate spherical tensors that are invariant under rotations, it is convenient to introduce tensors with covariant azimuthal indices \( S_m \) and contravariant azimuthal indices \( S^m \), related by

\[
S_m \equiv \sum_{m'=-\ell}^{\ell} g_{m,m'} S^{m'} = (-1)^m S^{-m},
\]

where the \( \ell \)-dimensional spherical metric tensor has components

\[
g_{m,m'} \equiv (-1)^m \delta_{m,-m'}, \quad |m| \leq \ell.
\]

The rank of a spherical tensor is the number of multipole indices it contains, and the number of azimuthal indices for each multipole index. The full rank can be specified by a list of azimuthal ranks. For example, a rank \((2,1,0)\) spherical tensor \( S_{1,1,1,1,2,2,2,2,2,2} \) has 3 multipole indices of rank 2, 1, and 0, respectively. The rotation-invariant spherical tensors have only rank 0 multipole indices.

New spherical tensors can also be constructed by contracting a covariant and contravariant azimuthal index with the same multipole. For example, a rank 0 tensor \( T_m \) can be constructed from a rank 2 spherical tensor \( S_{1,1,1,1,2,2,2,2,2,2}^m \) by contraction of the azimuthal indices,

\[
T_m = \frac{1}{2\ell + 1} \sum_{m'=-\ell}^{\ell} S_{1,1,1,1,2,2,2,2,2,2}^m.
\]

Spherical Transforms: Let \( S(\mathbf{n}) \) be a non-negative, real-valued, integrable function on the sphere. Then we may normalize \( S \) without loss of generality such that

\[
\int \frac{d\mathbf{n}}{4\pi} S(\mathbf{n}) = 1,
\]

where

\[
\tilde{S}(\mathbf{n}) \equiv \int \frac{d\mathbf{n}}{4\pi} S(\mathbf{n}') S(\mathbf{n})^\dagger.
\]

Spherical tensors of any combination of non-zero rank multipoles can be generated from \( \tilde{S}(\mathbf{n}) - 1 \) by spherical harmonic transforms, with the \( Y_{\ell m} \) generating contravariant indices, and the complex conjugates \((-1)^m Y_{\ell m}^* = (Y_{\ell m})^\dagger \) generating covariant indices.

The central spherical harmonic transform of \( \tilde{S}(\mathbf{n}) \) is a rank 1 spherical tensor.

\[
\tilde{S}_{1,1,1,1,2,2,2,2,2,2} = \int \frac{d\mathbf{n}}{4\pi} Y_{1,1,1,1,2,2,2,2,2,2}(\mathbf{n}) \left[ \tilde{S}(\mathbf{n}) - 1 \right]
\]

\[
\tilde{S}_{1,1,1,1,2,2,2,2,2,2}^m = \int \frac{d\mathbf{n}}{4\pi} Y_{1,1,1,1,2,2,2,2,2,2}^m(\mathbf{n}) \left[ \tilde{S}(\mathbf{n}) - 1 \right]
\]

These tensors have units of angle. Since \( \int \frac{d\mathbf{n}}{4\pi} Y_{\ell m}(\mathbf{n}) = \delta_{\ell,0} \sqrt{4\pi} \), then taking the central transform only adjusts the \( \ell = 0 \) component as
\[ \tilde{S}_{\ell m} = \int d\mathbf{n} \, Y_{\ell m}(\mathbf{n}) \tilde{S}(\mathbf{n}) - \delta_{\ell,0} \sqrt{4\pi}. \]  
(A9)

Similarly, there are four different rank 2 spherical transforms of \( S \), which in this case are unitless.

\[ \tilde{S}_{\ell m_{1} m_{2}} = \int d\mathbf{n} \, Y_{\ell m_{1}}(\mathbf{n}) Y_{\ell m_{2}}(\mathbf{n}) \left[ \tilde{S}(\mathbf{n}) - 1 \right] \]  
(A10)

\[ \tilde{S}_{\ell m_{1} m_{2}} = \int d\mathbf{n} \, Y_{\ell m_{1}}(\mathbf{n}) Y_{\ell m_{2}}(\mathbf{n}) [\tilde{S}(\mathbf{n}) - 1] \]  
(A11)

\[ \tilde{S}_{\ell m_{1} m_{2}} = \int d\mathbf{n} \, Y_{\ell m_{1}}(\mathbf{n}) Y_{\ell m_{2}}(\mathbf{n}) [\tilde{S}(\mathbf{n}) - 1] \]  
(A12)

\[ \tilde{S}_{\ell m_{1} m_{2}} = \int d\mathbf{n} \, Y_{\ell m_{1}}(\mathbf{n}) Y_{\ell m_{2}}(\mathbf{n}) [\tilde{S}(\mathbf{n}) - 1] \]  
(A13)

Taking the central moment adjusted all of the multipoles on the diagonal of the azimuth indices,

\[ \tilde{S}_{\ell m_{1} m_{2}} = \int d\mathbf{n} \, Y_{\ell m_{1}}(\mathbf{n}) Y_{\ell m_{2}}(\mathbf{n}) \tilde{S}(\mathbf{n}) - \delta_{m_{1} m_{2}}. \]  
(A14)

It is worth noting that the rank 2 transforms can be expressed as sums of the rank 1 transforms by applying the result for a product of spherical harmonics,

\[ Y_{\ell m_{1}}(\mathbf{n}) Y_{\ell m_{2}}(\mathbf{n}) = \sum_{\ell=|\ell_{1}-\ell_{2}|}^{\ell_{1}+\ell_{2}} Y_{\ell m_{1}}(\mathbf{n}) \]  
(A15)

\[ \sqrt{(2\ell_{1}+1)(2\ell_{2}+1)(2\ell+1)} \left( \frac{\ell_{1} \, \ell_{2} \, \ell}{0 \, 0 \, 0} \right) \left( \frac{\ell_{1} \, \ell_{2} \, \ell}{m_{1} \, m_{2} \, m_{3}} \right) \tilde{S}_{\ell m_{1} m_{2}}. \]  
(A16)

This is likely a general method to generate a rank 2 contravariant spherical tensor from any rank 1 covariant tensor.

From the spherical transforms, we can generate the low-order rotationally invariant spherical tensors associated with \( \tilde{S}(\mathbf{n}) \). Note that the contraction of the rank 2 transform is trivial with

\[ \frac{1}{2\ell+1} \sum_{m} \tilde{S}_{\ell m m} = 0. \]  
(A17)

Angular Power Spectrum: In the special case where \( \tilde{S}(\mathbf{n}) \) is normalized as in Eqn. (A3), its angular power spectrum is sometimes called the fluctuation or dimensionless angular power spectrum, and its symbols are marked with a \( \tilde{\cdot} \) to differentiate from other normalizations.

The lowest order rank 0 spherical tensor is the angular power spectrum, generated by contracting two rank 1 transforms with equivalent multipoles

\[ \tilde{C}_{\ell} = \frac{1}{2\ell+1} \sum_{m} \tilde{S}_{\ell m} \tilde{S}_{\ell m} = \frac{1}{2\ell+1} \sum_{m} |\tilde{S}_{\ell m}|^{2}. \]  
(A18)

This has units of solid angle. Consequently, \( \tilde{C}_{\ell} \) will always be normalized by a factor of \( 4\pi \) in expressions, which can be traced to the choice of normalization condition for the spherical harmonic functions. It is instructive to substitute Eqn. (A3) and apply the spherical addition theorem

\[ \frac{1}{2\ell+1} \sum_{m} Y_{\ell m}(\mathbf{n}) Y_{\ell m}(\mathbf{n}) = \frac{1}{4\pi} P_{\ell}(\mathbf{n}_{1} \cdot \mathbf{n}_{2}), \]  
(A19)

in terms of Legendre polynomials \( P_{\ell}(x) \), to find

\[ C_{\ell} = 4\pi \int \frac{d\mathbf{n}_{1} \, d\mathbf{n}_{2}}{4\pi} [\tilde{S}(\mathbf{n}_{1}) - 1] P_{\ell}(\mathbf{n}_{1} \cdot \mathbf{n}_{2}) [\tilde{S}(\mathbf{n}_{2}) - 1] \]  
(A20)

\[ = 4\pi \int \frac{d\mathbf{n}_{1} \, d\mathbf{n}_{2}}{4\pi} \tilde{S}(\mathbf{n}_{1}) P_{\ell}(\mathbf{n}_{1} \cdot \mathbf{n}_{2}) \tilde{S}(\mathbf{n}_{2}) - \delta_{\ell,0}. \]  
(A21)

In this form, we can make the field-theoretic interpretation of the power spectrum as two field configurations \( \tilde{S}(\mathbf{n}) - 1 \) and \( \tilde{S}(\mathbf{n}) - 1 \) connected by a propagator, or in this application called a correlator, \( P_{\ell}(\mathbf{n}_{1} \cdot \mathbf{n}_{2}) \). Taking the central transforms only shifts the monopole to \( \tilde{C}_{0} = 0 \).

One interesting consequence of Eqn. (A20) is found using the fact that

\[ \sum_{\ell}(2\ell+1) P_{\ell}(\mathbf{n} \cdot \mathbf{n}) = 4\pi \sum_{\ell} Y_{\ell m}(\mathbf{n}) Y_{\ell m}(\mathbf{n}) \]  
(A22)

on the sphere to find

\[ \sum_{\ell=0}^{\infty} (2\ell+1) \tilde{C}_{\ell} = \int d\mathbf{n} [\tilde{S}(\mathbf{n}) - 1]^{2}. \]  
(A23)

The left-hand sum is finite if and only if \( \tilde{C}_{\ell} \) asymptotically vanishes faster than \( \ell^{-2} \). This must be the case if \( \tilde{S}(\mathbf{n}) - 1 \) is square-integrable on the sphere. However, for a truly discrete source with \( \tilde{S}(\mathbf{n}) \) a sum of \( \delta \)-functions, then \( \tilde{S}(\mathbf{n}) - 1 \) is not square-integrable and the \( \ell \)-sum must diverge.

Rank 0 tensors that are higher order than \( \tilde{C}_{\ell} \) contribute to the statistical variance of \( \tilde{C}_{\ell} \) estimates made from a finite random sampling of \( \tilde{S}(\mathbf{n}) \). We will see that these second order tensors are all possible ways to connect two field configurations with two correlators, as shown in Fig. A1. They also represent all possible ways to form rank 0 tensors from two contractions of rank 1 and rank 2 spherical harmonic transforms.

Composite Angular Power Spectrum: There are multiple ways to contract two rank 2 spherical transforms, all giving the same result, denoted here as

\[ \tilde{C}_{\ell}^{(2)} = \frac{1}{(2\ell+1)^{2}} \sum_{m_{1}, m_{2}} \tilde{S}_{\ell m_{1} m_{2}} \tilde{S}_{\ell m_{1} m_{2}} \]  
(A24)

\[ = \frac{1}{(2\ell+1)^{2}} \sum_{m_{1}, m_{2}} \tilde{S}_{\ell m_{1} m_{2}} \tilde{S}_{\ell m_{1} m_{2}} \]  
(A24)
This tensor is unitless. Applying the harmonic addition theorem gives
\[
\bar{C}_ℓ^{(2)} = \int \frac{dn_1}{4π} \frac{dn_2}{4π} [\tilde{S}(n_1) - 1] P_ℓ^2(n_1 \cdot n_2) [\tilde{S}(n_2) - 1]
\]
\[
= \int \frac{dn_1}{4π} \frac{dn_2}{4π} \tilde{S}(n_1) P_ℓ^2(n_1 \cdot n_2) \tilde{S}(n_2) - \frac{1}{2ℓ + 1}.
\] (A25)
This shows that the composite spectrum can be interpreted as two field configurations connected by two correlators, the latter accounting for its moniker of being composite. The second line shows that taking the central transform removes a term of \((2ℓ + 1)^{-1}\) from each component. This term, in fact, what is responsible for the shot noise contribution to the variance of angular power spectrum measurements. Writing central transforms removes this from the composite power spectrum, so that the shot noise appears explicitly as its own term of the variance.

Using Eqn. (A16) and the orthogonality of the Wigner 3-j symbols,
\[
\sum_{m_1=-ℓ}^{ℓ} \sum_{m_2=-ℓ}^{ℓ} \left( \frac{ℓ}{m_1} \frac{ℓ}{m_2} \frac{ℓ'}{m_1'} \right) \left( \frac{ℓ}{m_2} \frac{ℓ}{m_2} \frac{ℓ'}{m_2'} \right) = \frac{1}{2ℓ + 1} \delta_{ℓ'ℓ} \delta_{m_1m_2'}
\] (A27)
we find
\[
\bar{C}_ℓ^{(2)} = \sum_{ℓ'=0}^{2ℓ} \frac{2ℓ' + 1}{4π} \left( \begin{array}{ccc} ℓ & ℓ & ℓ' \\ 0 & 0 & 0 \end{array} \right)^2 \bar{C}_{ℓ'ℓ}.
\] (A28)
that the composite angular power spectrum is a weighted sum of neighboring angular power spectrum components.

For example, a white noise power spectrum that is \(δ_ℓ\) has composite power spectrum
\[
\bar{C}_ℓ^{(2)} = \frac{2ℓ}{2ℓ + 1 + 4ℓ} \bar{C}_ℓ (\text{white noise})
\] (A29)
A Sachs-Wolfe spectrum from a scale-invariant (Harrison-Zel’dovich) primordial 3-D power spectrum, with \(\bar{C}_ℓ \propto |ℓ(ℓ + 1)|^{-1}\) (see, e.g., Durrer (2008)), has
\[
\bar{C}_ℓ^{(2)} = \frac{2(ℓ + 1)}{2ℓ + 1 + 4ℓ} \kappa_ℓ \frac{C_ℓ}{4π} \bar{C}_ℓ (\text{scale-invariant Sachs-Wolfe})
\] (A30)
where
\[
\kappa_ℓ ≡ \sum_{ℓ'=0}^{ℓ} \frac{1}{(2ℓ' + 1)(2ℓ' + 1) + 1}
\] (A31)
which is written conveniently in terms of the harmonic numbers \(H_n = \sum_{k=1}^{n} k^{-1}\) as
\[
\kappa_ℓ = H_{2ℓ} - H_ℓ - ℓ \frac{1}{2ℓ + 1}.
\] (A32)

Open Angular Bispectrum: Another tensor that is rotation-invariant is found by contracting two rank 1 transforms with one rank 2 transform,
\[
\bar{C}_ℓ^{(3)} = \frac{1}{(2ℓ + 1)^2} \sum_{m_1, m_2} \bar{S}_ℓ^{m_1} \bar{S}_ℓ^{m_2} \bar{S}_{ℓm_1m_2},
\] (A33)
producing another tensor with units of solid angle. The addition theorem reveals
\[
\bar{C}_ℓ^{(3)} = 4π \int \frac{dn_1}{4π} \frac{dn_2}{4π} \frac{dn_3}{4π} [\tilde{S}(n_1) - 1] P_ℓ(n_1 \cdot n_2) [\tilde{S}(n_2) - 1] P_ℓ(n_2 \cdot n_3) [\tilde{S}(n_3) - 1]
\]
\[
= 4π \left[ \int \frac{dn_1}{4π} \frac{dn_2}{4π} \frac{dn_3}{4π} \tilde{S}(n_1) P_ℓ(n_1 \cdot n_2) \tilde{S}(n_2) P_ℓ(n_2 \cdot n_3) \tilde{S}(n_3) - δ_{ℓ,0} \right] - \frac{C_ℓ}{2ℓ + 1}.
\] (A34)
where, importantly, the last term containing the angular power spectrum is generated from the term containing the contraction of two connected correlators
\[
\int \frac{dn_3}{4π} P_ℓ(n_1 \cdot n_3) P_ℓ(n_2 \cdot n_3) = \frac{δ_{ℓ,0}}{2ℓ + 1} P_ℓ(n_1 \cdot n_2).
\] (A35)

Since \(\bar{C}_ℓ^{(3)}\) is an irreducible correlation of three sources, it must therefore be related to the angular bispectrum, which is often defined from three rank 1 transforms as
\[
\bar{B}_ℓ_1 ℓ_2 ℓ_3 = \sum_{m_1, m_2, m_3} \left( ℓ_1 m_1 ℓ_2 m_2 ℓ_3 m_3 \right) \tilde{S}_ℓ_{m_1} \tilde{S}_ℓ_{m_2} \tilde{S}_ℓ_{m_3}.
\] (A36)
The angular bispectrum is a rank \((0,0,0)\) spherical tensor. One condition for non-zero components is that the three multipoles must be able to form a closed triangle with sides having lengths equal to the values of the multipoles.

Applying Eqn. (A16) to Eqn. (A35) shows that indeed
\[
\bar{C}_ℓ^{(3)} = \frac{1}{2ℓ + 1} \sum_{ℓ' = 0}^{2ℓ} \sqrt{\frac{2ℓ' + 1}{4π}} \left( ℓ ℓ ℓ' \begin{array}{ccc} 0 & 0 & 0 \end{array} \right) \bar{B}_ℓ_{ℓℓ'}. \] (A37)
We can see that \(\bar{C}_ℓ^{(3)}\) is a weighted sum of the isosceles configurations of the angular bispectrum with \(ℓ\) being the length of the equal sides. It coherently compares all allowed open angles of two edges of length \(ℓ\), and so it is called the open angular bispectrum. It may alternatively be calculated from three rank 1 transforms via
\[
\bar{C}_ℓ^{(3)} = \frac{1}{(2ℓ + 1)^2} \sum_{ℓ'} \sum_{m_1, m_2} \sum_{m_1', m_2'} \tilde{S}_{ℓm_1m_2} \tilde{S}_{ℓm_2m_1'} \bar{S}_{ℓ' m_1 m_2}
\]
\[
\int dn Y_ℓ^* m_1(n) Y_ℓ' m_2(n) Y_ℓ'' m_2'(n).
\] (A39)
Disjoint Angular Trispectrum: The final rank 0 tensor at this order is found by contracting four rank 1 transforms,
\[
\bar{C}_ℓ^{(4)} = (\bar{C}_ℓ)^2.
\] (A40)
It connects four field configurations, two joined with one correlator and another two joined with a second correlator. Since this is a disjoint diagram and is a four-point function, it is called the disjoint angular trispectrum. It has units of solid angle squared. Note that this function has connected terms corresponding to the parts of the integrand where any of the four positions coincide.
APPENDIX B: MAXIMUM LIKELIHOOD ANALYSIS OF A GAUSSIAN DISTRIBUTION ON A SPHERE

This appendix reviews the derivation of the minimum variance estimator of the angular power spectrum of an angular-Gaussian distribution $G$ that is statistically stationary and isotropic (Hinshaw et al. 2007). Let $S(n_i)$ be such an observable distributed in this way.

In this discussion, it is convenient to partition the sky into pixels of uniform solid angle $\Omega_{\text{pix}}$ positioned at $n_i$ for $i = 1, 2, \ldots, N_{\text{pix}}$, where $N_{\text{pix}}$ is the number of pixels. Then

$$S(n_i) = \int \frac{d^3n_i}{\Omega_{\text{pix}}} S(n_i),$$

(1)

is the value of $S$ in pixel $i$ covering the solid angle $\Omega_i$. The distribution $G[S_i, C_{ij}]$ is uniquely specified by the values $S_i \equiv \langle S(n_i) \rangle_G$, the ensemble average of $S(n_i)$ at each pixel, and the covariance matrix

$$C_{ij} = \langle (S(n_i) - \bar{S}_i)(S(n_j) - \bar{S}_j) \rangle_G = \sum_{\ell, m} \sum_{\ell', m'} \langle S_{\ell m} S_{\ell' m'} \rangle_G Y_{\ell m}(n_i) Y_{\ell' m'}(n_j).$$

(2)

Statistical isotropy is defined to mean that the covariance depends only on the angle between the positions, so that

$$\langle S_{\ell m} S_{\ell' m'} \rangle_G = \int \frac{d^3n_i}{4\pi} \frac{d^3n_j}{4\pi} P_{\ell}(n_i \cdot n_j) C(n_i \cdot n_j).$$

(3)

This is rotation-invariant only if it transforms coordinates as a scalar in multipole indices, requiring the covariance to be such that

$$\langle S_{\ell m} S_{\ell' m'} \rangle_G = \delta_{\ell \ell'} \delta_{m m'} \frac{1}{2\ell + 1} \sum_{m_1 = -\ell}^{\ell} \langle S_{\ell m_1} S_{\ell m_1} \rangle_G$$

(4)

where the last step made use of the addition theorem in Eqn. (A10). Thus, the spherical harmonic transforms are statistically orthogonal, with each mode contributing equally to the mean angular power spectrum for distribution $G$,

$$\langle S_{\ell m} S_{\ell' m'} \rangle_G = \langle C_{\ell} \rangle_G \delta_{\ell \ell'} \delta_{m m'}.$$  

(5)

These expressions reveal that under the specified conditions, the covariance is simply the Legendre polynomial transform of the mean angular power spectrum,

$$C(n_i \cdot n_j) = \sum_\ell (2\ell + 1) P_{\ell}(n_i \cdot n_j) \frac{\langle C_{\ell} \rangle_G}{4\pi}.$$

(6)

Different realizations of a fixed distribution $G$ on the sphere do not in general have the same angular power spectrum. The variance of $C_{\ell}$ for different realizations is referred in cosmological contexts to cosmic variance. Though a complete understanding of the distribution $G$ predicts a well-defined mean spectrum $\langle C_{\ell} \rangle_G$, it cannot predict $C_{\ell}$ for a single realization. Cosmological experiments can only sample from one realization of $G$ (we have access to only one Universe), and are therefore limited by cosmic variance in their ability to make inferences on $G$. Determining the magnitude of cosmic variance for a given distribution is clearly of great importance for scrutinizing physical interpretations of $C_{\ell}$. This theoretical uncertainty, however, does not place a limit on the precision to which our sky can be sampled and measured, although there generally exist other systematics that do place limitations.

Using Eqs. (A22) and (A20), the inverse covariance is seen to be

$$\bar{C}^{-1}(n_i \cdot n_j) = \sum_\ell (2\ell + 1) P_{\ell}(n_i \cdot n_j) \frac{4\pi}{\langle C_{\ell} \rangle_G^2}.$$

(7)

Then the Gaussian probability distribution function of $S(n_i)$ is

$$P(S(n_i) | S, \langle C_{\ell} \rangle_G) = \left| \frac{\langle C \rangle_{N_{\text{pix}}}^{-1/2}}{\langle C_{\ell} \rangle_G} \right| \exp \left\{ -\frac{1}{2} \sum_{i,j} [S(n_i) - \bar{S}_i] \bar{C}^{-1}(n_i \cdot n_j) [S(n_j) - \bar{S}_j] \right\},$$

(8)

where $\langle C \rangle$ is the determinant of the covariance matrix.

Now that we understand how the PDF depends on $C_{\ell}$, the likelihood analysis of $C_{\ell}$ begins by writing down the log-likelihood function

$$\mathcal{L} \left( \langle C_{\ell} \rangle_G \right) = -2 \ln P(S(n_i) | \langle C_{\ell} \rangle_G)$$

(9)

$$= \sum_{i,j} [S(n_i) - \bar{S}_i] \bar{C}^{-1}(n_i \cdot n_j) [S(n_j) - \bar{S}_j] + \ln |\langle C \rangle| + \cdots$$

(10)

up to terms that do not depend on $C_{\ell}$.

The maximum likelihood estimator (MLE) for $C_{\ell}$ is the value of $\langle C_{\ell} \rangle_G$ that maximizes $\mathcal{L}$,

$$\bar{C}^\text{MLE}_{\ell} = \frac{1}{2\ell + 1} \sum_m S_{\ell m} S_{\ell m}.$$  

(11)

The variance of the MLE is determined from the convexity of the likelihood function at its maximum

$$\bar{\sigma}_{\ell}^2 \bar{C}^\text{MLE}_{\ell} = \left( \frac{1}{2\ell + 1} \sum_\ell S_{\ell m} S_{\ell m} \right) \left[ \frac{1}{2\ell + 1} \sum_m S_{\ell m} S_{\ell m} \right]^{-1/2} \left[ \frac{1}{2\ell + 1} \sum_m S_{\ell m} S_{\ell m} \right]^{-1} \frac{d^2\mathcal{L}}{d(\langle C_{\ell} \rangle_G)^2}$$

(12)

This quantifies the cosmic variance of the power spectrum for realizations of a Gaussian distribution.

It turns out that this estimator has optimal variance since the Fisher matrix (giving the optimum inverse covariance of the power spectrum; see, e.g., Vallisneri)
from which it is straightforward to determine that
\[
\langle T_1 T_2 \cdots T_n \rangle_G = \begin{cases} 
C_i^+ \cdots C_{i-n+1} \cdots + \text{perms}, & n \text{ even}, \\
0, & n \text{ odd},
\end{cases}
\] (C6)

where all unique permutations of products of covariances contribute. In particular, \( \langle T_1 T_2 T_3 \rangle_G = 0 \) and
\[
\langle T_1 T_2 T_3 T_4 \rangle_G = C_{12} C_{34} + C_{13} C_{24} + C_{14} C_{23}.
\] (C7)

APPENDIX C: GAUSSIAN CENTRAL MOMENTS

For convenient reference, here is reviewed the determination of Gaussian central moments. Let \( \mathcal{G} \) be a Gaussian distribution of some observables \( S_i \) with known means \( \langle S_i \rangle_G \) and covariance \( C_{i1} = \langle S_i S_1 \rangle_G - \langle S_i \rangle_G \langle S_1 \rangle_G \). Let \( T_i \equiv S_i - \langle S_i \rangle \) so that \( C_{i1} = \langle T_i \rangle_G \). Thus, the covariance is the central 2-moment of \( S \).

Calculation of the central \( n \)-moment is done conveniently with generating function techniques (see, for example, [Ramond (2001)]). Recognize that the central \( n \)-moment
\[
\langle T_1 T_2 \cdots T_n \rangle_G = A \int \prod_k dT_k \ T_1 T_2 \cdots T_n 
\exp \left[ -\frac{1}{2} \sum_{i,j} T_i C_{ij}^{-1} T_j \right]
\] (C1)
is equivalent to
\[
\langle T_1 T_2 \cdots T_n \rangle_G = \lim_{\epsilon \to 0} \frac{1}{\partial Z_1 \cdots \partial Z_n} A \int \prod_k dT_k 
\exp \left[ -\frac{1}{2} \sum_{i,j} T_i C_{ij}^{-1} T_j + \sum_i T_i Z_i \right]
\] (C2)
\[
= \lim_{\epsilon \to 0} \frac{1}{\partial Z_1 \cdots \partial Z_n} \exp \left[ \frac{1}{2} \sum_{i,j} Z_i C_{ij} Z_j \right]
\int \prod_k dT_k A \exp \left[ -\frac{1}{2} \sum_{i,j} T_i C_{ij}^{-1} T_j \right],
\] (C3)
for arbitrary ‘generators’ \( Z_i \) which are all taken to 0 at the end. In the last equality, the substitution
\[
T_i = T_i - \sum_j C_{ij} Z_j
\] (C4)
was made. Since the integrand is just the PDF, the integral is 1 and the central moments are generated as
\[
\langle T_1 T_2 \cdots T_n \rangle_G = \lim_{\epsilon \to 0} \frac{1}{\partial Z_1 \cdots \partial Z_n} \exp \left[ \frac{1}{2} \sum_{i,j} Z_i C_{ij} Z_j \right],
\] (C5)