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Abstract

In this paper, we introduce a class of spacetimes \((M, g)\) which satisfy the vacuum Einstein equations and dynamically approach a Schwarzschild solution of mass \(M\), a class we shall call ultimately Schwarzschildean spacetimes. The approach is captured in terms of boundedness and decay assumptions on appropriate spacetime-norms of the Ricci-coefficients and spacetime curvature. Given such assumptions at the level of \(k\) derivatives of the Ricci-coefficients (and hence \(k - 1\) derivatives of curvature), we prove boundedness and decay estimates for \(k\) derivatives of curvature. The proof employs the framework of vectorfield multipliers and commutators for the Bel-Robinson tensor, pioneered by Christodoulou-Klainerman in the context of the stability of the Minkowski space. We provide multiplier analogues capturing the essential decay mechanisms (which have been identified previously for the scalar wave equation on black hole backgrounds) for the Bianchi equations. In particular, a formulation of the redshift-effect near the horizon is obtained. Moreover, we identify a certain hierarchy in the Bianchi equations, which leads to the control of strongly \(r\)-weighted spacetime curvature-norms near infinity. This allows to avoid the use the classical conformal Morawetz multiplier \(K\), thereby generalizing recent work of Dafermos and Rodnianski in the context of the wave equation. Finally, the proof requires a detailed understanding of the structure of the error-terms in the interior. This is particularly intricate in view of both the phenomenon of trapped orbits and the fact that, unlike in the stability of Minkowski space, not all curvature components decay to zero.
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A Useful formulae

1 Introduction

A major open problem in general relativity is to establish the non-linear stability of the Kerr family of solutions. Considerable mathematical progress towards this goal has been achieved in recent years, mainly by studying the linear wave equation,

$$\Box_g \psi = 0 ,$$

on fixed Schwarzschild [1, 2, 3] or Kerr-black hole backgrounds [4, 5, 6].

In particular, a precise and robust understanding of the role of the horizon for the decay mechanism of linear waves is now available within the framework of vectorfield multipliers and commutators, which is the common ground on which almost all of the currently available results stand. In the same context, there is also a good understanding of the obstruction to decay associated with the phenomenon of trapped orbits and the associated loss of derivatives in the estimates, at least for Schwarzschild- and Kerr black holes. We refer the reader
to [7] for a detailed discussion of these characteristic properties of black hole backgrounds.

While the study of (1) provides important insights regarding the role of the geometry for the decay problem, its connection with the black hole stability problem is a-priori rather remote: (1) is certainly not the linearization of the Einstein equations with respect to a fixed black hole background \( g \), but merely a “poor man’s” linearization, which forgets entirely about the tensorial character of the original equations.

Encouraged by the rapid progress regarding (1), we initiate in this paper a new approach to address the linear stability problem for black holes. This novel point of view will turn out to be much more intimately connected to the non-linear stability problem, as it is based entirely on a study of the Einstein and the Bianchi equations governing the metric evolution.

The setting we suggest is the following. Consider a non-stationary black hole spacetime \((\mathcal{M}, g)\), which satisfies the vacuum Einstein equations

\[
R_{\mu\nu}(g) = 0, \tag{2}
\]

and in addition settles down to a stationary solution for late times. In the familiar geometrical framework, the latter assumption of approach will manifest itself in appropriate decay assumptions on deformation tensors and Ricci rotation coefficients, once an appropriate coordinate system in which decay is measured, has been fixed.

Clearly, in view of (2) being satisfied, the Weyl-curvature tensor \( W \) of such a spacetime is equal to the Riemann-tensor and obeys the Bianchi equations

\[
D^\alpha W_{\alpha\beta\gamma\delta}(g) = 0. \tag{3}
\]

Exploiting the rich structure of (3) one can then try to prove estimates for the curvature tensor from appropriate assumptions on the rates of approach for the metric.

Now by the very definition of curvature, decay assumptions on the future asymptotic behavior of the metric and its derivatives will imply certain decay of the curvature tensor.\(^1\) Hence in order for the estimates arising from (3) to be useful, one should be able to establish more decay on the curvature than what immediately follows from the assumptions on the metric coefficients and deformation tensors. More precisely, in order to be valuable in a potential non-linear application, the decay proven for \( W \) should be sufficiently strong to stand a chance to eventually improve, via the null-structure equations, the assumptions initially made on the spacetime metric. This type of argument forms an integral part in the context of the bootstrap setting in which non-linear stability results are typically proven.

In the present paper, we address the simplest example, for which the ideas outlined above can be successfully carried out: A spacetime approaching a Schwarzschild solution for late times. While this example is non-generic in some sense, a large class of such spacetimes is expected to exist. Moreover, as we will see, the problem introduced here already exhibits many of the difficulties that the analogous problem for an ultimately Kerr spacetime would do.

\(^1\)When we talk about decay of the curvature tensor here and in the future, we always understand this as decay to the curvature tensor of the spacetime we are approaching.
Roughly speaking, the statement we are going to prove in this context is the following. For sufficiently large \( k \), boundedness of the \( L^2 \)-energy and the \( L^2 \)-spacetime-norm of \( k \)-derivatives of the Ricci rotation coefficients (and appropriate decay for lower order norms) implies boundedness and a degenerate version of integrated decay of the \( L^2 \)-norm of \( k \)-derivatives of the curvature tensor. While in this paper we do not concern ourselves with the problem of improving the bounds on the Ricci coefficients from the curvature bounds established (such estimates should follow closely the ones in [8]), we will in addition prove decay estimates for lower order curvature norms in terms of norms on the Ricci-coefficients. These estimates will reveal consistency of the approach in the sense that one does not have to assume stronger decay-rates on the Ricci-coefficients than the ones one expects to eventually derive from the curvature bounds obtained via multiplier estimates from the Bianchi equations.\(^2\)

Before we turn to a more precise statement of the theorem and the main difficulties associated with its proof, let us briefly outline the basic technique of obtaining estimates for \( W \) from (3).

There exist natural energy currents for (3) or, more generally, (3) with an inhomogeneity \( J_{\beta \gamma \delta} \) on the right hand side. These currents arise from the so-called Bel-Robinson tensor

\[
Q_{\alpha \beta \gamma \delta} = W_{\alpha \rho \gamma \sigma} W_{\beta \delta}^\rho \sigma + *W_{\alpha \rho \gamma \sigma} *W_{\beta \delta}^\rho \sigma .
\]

The tensor \( Q \) is symmetric and traceless and satisfies the divergence identity

\[
D^\alpha (Q_{\alpha \beta \gamma \delta} \chi^\beta \gamma Z^\delta) = K_{1}^{XYZ} [W] + K_{2}^{XYZ} [W] ,
\]

for any spacetime vectorfields \( \chi, \gamma, Z \). The term \( K_{2}^{XYZ} [W] \) vanishes in the case of the homogeneous Bianchi equations.

Moreover, \( Q (\chi, \gamma, Z, n) \geq 0 \) holds for any future directed causal vectorfields \( \chi, \gamma, Z, n \). If they are timelike, then \( Q (\chi, \gamma, Z, n) \) in fact controls the sum of squares of all components of \( W \). Note also that both the right hand side and the left hand side of (5) depend only on \( W \) and not derivatives thereof.

The basic strategy to derive estimates for (3) involves choosing appropriate vectorfields and integrating (5) over certain spacetime regions. For instance, if the vectorfields \( \chi, \gamma, Z \) are Killing and \( J = 0 \) (the homogeneous Bianchi equations), the right hand side of (5) vanishes, and we in fact obtain a conservation law relating currents on future spacelike slices to those in the past.

For our spacetime however, there are no exact Killing vectorfields but only what we are going to call “ultimately Killing fields”. These are vectorfields,

\(^2\)As discussed below, the boundedness result for \( k \) derivatives of curvature would be much easier to prove if one were to assume strong decay in \( t \) for \( k \) derivatives of the Ricci-coefficients, say \( t^{-\frac{1}{2}+\epsilon} \)-decay of the \( L^2 \)-norm. However, this would be inconsistent in the above sense: Because of the trapping, multiplier estimates from the Bianchi equations can only produce \( t^{-\frac{1}{2}} \)-decay for \( k-1 \) derivatives of curvature, which fails to match the decay-rate assumed on \( k \)-derivatives of the Ricci-coefficients. Cf. the discussion in section 1.1.3.
whose deformation tensor does not vanish but decays to zero in time. The non-zero deformation tensor requires a careful analysis of the non-vanishing spacetime terms on the right-hand side of (5).

We also note, schematically at least, the formula for commuting the Bianchi equations with vectorfields:

\[ D^\alpha \left( \mathcal{L}_X W \right)_{\alpha\beta\gamma\delta} = (^{(X)\pi}_\pi) \cdot DW + D^{(X)\pi} \cdot W \]  

(6)

Here \( \mathcal{L}_X \) is a modified Lie-derivative which gives \( \mathcal{L}_X W \) the algebraic properties of a Weyl-tensor (cf. section 3.2). Clearly, deriving energies for \( \mathcal{L}_X W \) will necessitate an analysis of the non-vanishing term \( K_{2XYYZ} [W] \).

We are now in a position to explain at a heuristic level, some of the difficulties and challenges one encounters, when one applies the vectorfield techniques outlined in the previous paragraph to the problem we wish to study:

1. Not all components of \( W \) decay for the spacetime under consideration (otherwise we would approach the Minkowski space). This causes difficulties both at the level of energies associated to (3) (as they do not decay), and at the level of the error-terms arising from commuting (3) with the approximate symmetries of the spacetime. As is already apparent from formula (6), in sharp contrast to the stability of Minkowski space, not all error-terms will exhibit a quadratic structure in which both components decay.

2. What is the analogue of the redshift effect [1] for (3)?

3. How is the obstruction for decay associated with trapped orbits captured for (3)?

4. How does one obtain decay (in the interior, at null infinity, ...) for \( W \)?

5. What are the appropriate (minimal?) assumptions on the Ricci rotation coefficients?

As perhaps anticipated by the reader, the issues listed above are coupled to one another.

1.1 Summary of the argument

We proceed with a summary of the estimates carried out in the paper explaining how the above issues are addressed. In view of the frequently extensive and tedious formulae, we will regularly refer to the bulk of the paper. We hope that by this means, the introduction can also serve as a guide to the paper.

1.1.1 Ultimately Schwarzschildian spacetimes

Fix a regular coordinate system \((t^*, r, \theta, \phi)\) on the black hole exterior of a Schwarzschild metric \(g_M\) with mass \(M\). Consider perturbations of \(g_M\), such that the resulting metric \(g\) on the black hole exterior is what we call ultimately
Schwarzschildian to order \(k+1\) (cf. Definition 2.1). At the core of this definition are assumptions at the level of \(k\) derivatives of the Ricci-coefficients (i.e. \(k+1\)-derivatives of the metric): In particular, both an energy on spacelike slices with null-ears (\(\tilde{\Sigma}_\tau\), cf. the figure in section 2.2) and a spacetime energy for the region enclosed by two such slices are defined for the Ricci-rotation coefficients \(\mathcal{R}\). These energies measure the approach of the \(\mathcal{R}\) to their Schwarzschild values in the coordinate system \((t^*, r, \theta, \phi)\). Roughly speaking, we assume boundedness of both of these energies for \(k\) derivatives, \(t^{-1}\) decay for \(k-1\) derivatives, \(t^{-2}\) for \(k-2\) derivatives and \(t^{-\frac{5}{2}}\) for \(k-3\) or less derivatives (cf. (42) and (44)). The reason for this hierarchy is related to what we expect to be able to show for the energies involving curvature and will become more clear later.

In addition, we assume the existence of a vectorfield \(T\), satisfying \(g(T, T) = 0\) on the horizon and approaching the timelike (null on the horizon) Killing field of Schwarzschild in the sense that the deformation tensor associated with \(T\) decays. We will refer to the vectorfield \(T\) as being an ultimately Killing field. See Definition 2.3.

1.1.2 Null-decomposition of the curvature tensor

We will also pick a null-frame \(e_1, e_2, e_3, e_4\) for \(g(e_3, e_4) = -2\)), which is assumed to be appropriately close to a previously fixed Schwarzschild frame. We null decompose the curvature tensor with respect to that frame. In the standard notation of the subject, we obtain the components \(\alpha, \beta, \rho, \sigma, \beta, \alpha\) (cf. section 3.3). The equations (3) can then be written as equations for the null-components along null-directions (cf. (85)-(94)). We note that in Schwarzschild all these components except \(\rho = -\frac{2M}{r^3}\) are zero.

1.1.3 The \(T\)-energy

The first estimate that one may wish to obtain from (3) is, of course, the analogue of the energy estimate associated with the ultimately Killing field \(T\). As \(\rho\) itself does not decay, and also in view of the fact that higher derivative estimates need to be derived, we are going to commute the equation sufficiently many times with the vectorfield \(T\). However, as is apparent from formula (6), irrespective of how many commutations are performed, there will always be a highest order error-term of the form \(\rho \cdot \tilde{\mathbb{L}}^{k-1}_T D\pi\), which unlike most other terms, does not decay quadratically.\(^4\) As a consequence, in the energy estimate arising from (5) we will have to control an error-term of the form

\[
\int_{\text{spacetime}} \rho \cdot \left(\tilde{\mathbb{L}}^{k-1}_T D\pi\right) \cdot \tilde{\mathbb{L}}^k T W.
\]

In view of the trapping, we will not be able to control the spacetime-integral of the highest order derivative term globally, which means that we will have to put it “\(L^2\) in space”. It follows that to establish boundedness of the error-term at the highest level of derivatives (and hence boundedness of the \(k^{th}\) order Weyl energy), we would need very strong decay (at least \(\frac{1}{t}\)) of the \(L^2\)-energy of \(k\) derivatives of the deformation tensor. However, such a decay has only a chance of being obtained from the curvature components via elliptic estimates,\(^4\)There are also lower order terms which do not decay quadratically, in view of the fact that some derivatives of \(\rho\) do not decay. We will focus on the highest order term here.
if we can show the same decay for $k-1$-derivatives of curvature. Unfortunately, with current vectorfield techniques, we can only expect to prove $t$-decay for the $L^2$-energy of $k-1$ derivatives of curvature.

The resolution of this difficulty relies strongly on the coupled character of the problem, i.e. the fact that the background is not fixed but related to the curvature components via the null-structure equations (cf. section 3.9). Working out the precise contractions of curvature components and components of the deformation tensor in (7) and inserting the structure equations relating $D\pi$ to the curvature components, one realizes that all terms in (7) have a special structure. To give an example,

$$
\int_{\text{st}} \rho \left( \left( \tilde{\mathcal{L}}_{T}^{k-1} [\mathcal{D}_{T} f + \alpha + \text{l.o.t.}] \right) \tilde{\mathcal{L}}_{T}^{k} \alpha + \left( \tilde{\mathcal{L}}_{T}^{k-1} [\text{div} f + \beta + \text{l.o.t.}] \right) \tilde{\mathcal{L}}_{T}^{k} \beta \right)
$$

is such a term, where $f$ is an expression involving the Ricci rotation coefficients. Remarkably, the derivatives of the deformation tensor have brought in precisely the right curvature components from the structure equations, so as to allow an integration by parts in $T$. This lets the $T$-derivative fall on $\rho$ and makes this term a cubic error-term with all components decaying. The derivative term (which has $\mathcal{D}_{T} f$ and $\text{div} f$ respectively) can be integrated by parts as well. Clearly, if the derivative falls on $\rho$, we obtain a lower order term. If it falls on the highest order derivative term, however, we can use the Bianchi equation

$$
\alpha_3 = -2\mathcal{P}^* T \beta + \text{l.o.t.}
$$

and obtain also a lower order term.\(^5\) At the end of the day, we can show that the worst possible error-terms are effectively of the form

$$
\int_{\text{spacetime}} \rho \cdot \left( \tilde{\mathcal{L}}_{T}^{k-2} D\pi \right) \cdot \tilde{\mathcal{L}}_{T}^{k} W
$$

The gain of a derivative compared to (7) is essential to close the estimates. The analysis of this structure is the topic of section 7.

1.1.4 The redshift

As familiar from the wave equation, the vectorfield $T$ does not provide control over all curvature components near the horizon, even if the metric is exactly Schwarzschild (in our case, $T$ may not even be causal everywhere!). For the wave equation it is well-known how to stabilize the $T$ estimate using a redshift vectorfield \([1]\). In complete analogy to this case, we construct a timelike vectorfield $N$ (agreeing with $T$ far away from the horizon), which generates boundary-terms controlling all components globally, and a spacetime term $K_{NNN}^N [W]$ which has a good sign (and controls all curvature components) near the horizon. The error-terms introduced can be dealt with, once an integrated decay estimate in the interior (away from the horizon) is available. Cf. Proposition 6.4.

Since until now we have only commuted with $T$, this technique will merely allow us to obtain non-degenerate control over arbitrary $T$-derivatives of the curvature components. This is sufficient away from the horizon in view of the

\(^5\)Note that commutation of derivatives with $\tilde{\mathcal{L}}_{T}$-derivatives only introduces lower order terms and additional decay.
elliptic estimates (section 9) available. Close to the horizon we invoke a commutator version of the redshift estimate (developed in the context of the wave equation in [4]), for which one commutes with the redshift vectorfield to obtain estimates for the transversal derivatives on the horizon. For the Bianchi equations, there are two (equivalent) possibilities to adapt this estimate: Either at the level of the tensorial Bianchi equations for the Weyl-tensor commuted with $N$, or at the level of the null-Bianchi equations. In this paper, we follow the second approach, as it has the advantage that, at the lowest level, we can work with the renormalized null-Bianchi equations for $\rho$ and $\sigma$. Cf. section 8.

1.1.5 Decay at infinity

Very recently, Dafermos and Rodnianski introduced a novel approach to the decay of the wave equation $\Box \psi = 0$ on black hole spacetimes [10]. Using a new multiplier, they were able to generate a certain hierarchy of estimates for $r$-weighted energies near infinity provided an integrated decay estimate in the interior is available. A version of the pigeonhole principle finally allowed them to exploit that hierarchy to translate boundedness of $r$-weighted energies into interior decay in $t$ of the natural $L^2$-energy.

This new method of obtaining decay at infinity and exporting it to the interior has an advantage over the traditional method of using the conformal Morawetz multiplier $K = (t^2 + r^2) \partial_t + 4t \partial_r$ (which is conformally Killing in Minkowski space). Namely, as the latter carries $t$-weights, the error-terms it generates in the interior are typically difficult to control. The multiplier of the new method, on the other hand, carries only $r$-weights and is only applied in a region close to null-infinity. This emphasizes the power of using multipliers locally, as one root of the difficulties with the $K$-vectorfield is precisely that it has to be applied globally.

It turns out that the approach of [10] has a very natural generalization to the Bianchi equations. The basic idea is easy to understand and can be explained at a heuristic level. Suppose we use a Minkowskian coordinate system $(u, v, \omega)$ near infinity, i.e. such that in particular $\partial_u r \approx -\partial_v r \approx -\frac{1}{2}$ there. In fact, for the purpose of the following heuristic, the reader can in fact consider the Bianchi equations on exact Minkowski space. In this region, the Bianchi equations for the components $\alpha$ and $\beta$ take the form (cf. section 3.3)

$$2\partial_u \alpha - \frac{1}{r} \alpha = -2\mathcal{D}^*_2 \beta + \text{l.o.t.}, \quad 2\partial_v \beta + \frac{4}{r} \beta = d\bar{\psi} \alpha + \text{l.o.t.} \quad (11)$$

Multiplying the first by $r^p \alpha$ and using that $\mathcal{D}^*_2$ is the adjoint of $d\bar{\psi}$ on the 2-spheres, we obtain

$$\partial_u (r^p \|\alpha\|^2) + 2\partial_v (r^p \|\beta\|^2) + \|\alpha\|^2 r^{p-1} (-p \cdot \partial_u r - 1) + \|\beta\|^2 r^{p-1} (8 - 2p \partial_v r) = \text{error} + \text{tot. div on } S^2_{t, r}. \quad (12)$$

Upon integration in a characteristic region (the shaded region in the figure provided one also commuted with $T$ first to eliminate the non-decaying $\rho$ component,
the first two terms in (12) will generate positive future boundary terms. The remaining (spacetime) terms on the left hand side will both be positive as long as $2 < p < 8$. In other words, provided we can control the error-term arising on the timelike boundary of the region (which can be done, provided an integrated decay estimate is available in the interior) and the error-terms on the right hand side (which are absent if the background was exactly Minkowskian and which cause a considerable amount of work in our case), we obtain an estimate for strongly $r$-weighted boundary and spacetime terms for the components $\alpha$ and $\beta$. Considering the next pair of Bianchi equations, we will obtain a similar estimate for the pair $(\beta, \rho)$ with the condition $4 < p < 6$. In this fashion we can estimate all curvature components with appropriate $r$-weights. From the weighted spacetime-terms we can generate decay in $t$ in the interior using the pigeonhole principle as in [10]. Exploiting the hierarchy in the equation one easily obtains the well-known pointwise decay rates for the null-components in Minkowski space [11], for instance.

As mentioned above, a significant amount of work goes into estimating the error-terms on the right hand side. They impose additional non-linear constraints on the admissible $r^p$-weights. In spirit, these estimates are of course similar to the ones in [8], since only the asymptotic region and weights in $r$ are concerned. We emphasize two important differences, however: On the one hand, we are not trying to minimize the number of derivatives. The cubic error-terms are always estimated by putting one term in $L^\infty$ and the others in $L^2$ (unlike $L^4$ estimates in [8]). Secondly, by using the null-structure equations directly on the error-terms, we exploit an additional cancellation of the terms which have the worst decay in $r$. This structure goes beyond the null form of the error-terms and simplifies considerably some of the estimates. The analysis at infinity is the content of section 10.

1.1.6 Integrated decay

We have seen that both the redshift and the new method of capturing the decay at infinity require an integrated decay estimate in the interior to control their error-terms. How does one obtain such an estimate?

From the experience with the wave equation, one may try to use a vectorfield of the form $X = f(r) \partial_r$ in the identity (5). Carrying out the computation one observes that one cannot obtain a globally (positive, say) spacetime term, which controls all curvature components but that instead the quantities $\rho$ and $\sigma$ will always enter with the opposite sign. More precisely, the main (assuming the

\[ \Sigma_2 \]

\[ \Sigma_1 \]

\[ r = R \]

\[ \int \]

\[ dudv \sin \theta d\theta d\phi \]
metric is exactly Schwarzschild) spacetime term reads

\[
K_1^{XTT} = \frac{(1 - \mu)^2}{4} f_r \left[ \frac{1}{2} (1 - \mu)^2 |\alpha|^2 + \frac{1}{2} \frac{|\alpha|^2}{(1 - \mu)^2} - \frac{1 - \mu}{2} (\rho^2 + \sigma^2) \right] + f \left( \frac{1}{r - 3} \right) \left[ (1 - \mu)^2 |\beta|^2 + |\beta|^2 + 2 (1 - \mu) (\rho^2 + \sigma^2) \right].
\] (13)

We immediately recognize the familiar trapping factor of \((r - 3M)\) in the second line. Choosing \(f\) as a bounded function which changes sign at \(r = 3M\) we can control all components but \(\rho\) and \(\sigma\) in a region of bounded \(r\) around the degenerating set \(r = 3M\). The boundary-terms are in turn controlled by the \(T\)-energy. We remark that all these arguments need to be stabilized near the horizon by the redshift vectorfield (cf. section 11).

The above observation regarding the role of \(\rho\) and \(\sigma\) requires us to obtain an integrated decay estimate for \(\rho\) and \(\sigma\) via different means. The important insight here, which goes back to Price (see [12] and [13]), is that the components \(\rho\) and \(\sigma\) satisfy a wave equation (the so-called Regge-Wheeler equation), which in the case of exact Schwarzschild would be homogeneous and in our case involves inhomogeneous error-terms on the right hand side. Those terms exhibit a quadratic structure of (derivatives of) “Ricci coefficients · curvature components”.

The natural energies for these wave equations do not involve \(\rho\) and \(\sigma\) itself but rather the rescaled quantities \(r^3 \rho\), \(r^3 \sigma\). On the one hand, this is good news because the quantity \(r^3 \rho \cdot r^3\) approaches the mass (a constant) for late times and hence we can expect decay for the \(L^2\)-energy of its derivatives. On the other hand, this complicates the estimates for the error-terms appearing on the right hand side of the equation, as they now get multiplied with the weight of the rescaling factor, \(r^3\). In other words, one cannot prove an integrated decay estimate in the interior without understanding the \(r\)-weighted energies for (all) the curvature components!

Here it turns out that the we can borrow an \(\epsilon\) of the strongly \(r\)-weighted spacetime integrals that we have available at infinity. Coupling the estimate at infinity with the anticipated integrated decay decay estimate in the interior will allow us to absorb the \(\epsilon\)-contribution and close the estimate.

Besides controlling the inhomogeneity, an additional problem in the derivation of energy estimates for the renormalized \(\rho\) and \(\sigma\) components arises from the Regge-Wheeler operator itself. As is well-known for the Regge-Wheeler equation on a fixed Schwarzschild background, an everywhere positive spacetime integral can only be derived if the angular momentum mode of the field satisfies \(l \geq 2\). For us, however, the situation is more favorable because we are assuming that the metric approaches Schwarzschild and that we are estimating the curvature components of that particular spacetime. More precisely, the ultimately Schwarzschildian property implies that the zeroth order terms in the anticipated integrated decay estimate are a-priori bounded, while the

\[^{8}\text{Note that near infinity and near the horizon we obtain control over all curvature components with the given choice of } f, \text{since the terms in the second line eventually dominate the ones in the first.}\]

\[^{9}\text{We remark that the } r\text{-weight which is being introduced in this way corresponds precisely to the maximal } r\text{-weight that the quantity } \rho \text{ gets associated via the } r\text{-weighted multiplier described in section 1.1.5.}\]
derivative terms can easily be made non-negative with the help of an appropriate multiplier. In this way the integrated decay assumed in the ultimately Schwarzschildean assumption eliminates the \( l = 0 \) and \( l = 1 \) modes (see section 12).

With these difficulties resolved one finally obtains an integrated decay estimate for the renormalized \( \rho \) and \( \sigma \) components, which is coupled to the integrated decay estimate for the entire curvature tensor and then, finally, to the \( r \)-weighted estimates at infinity.

Having understood the basic mechanisms, we recommend the reader at this point to turn to section 5 immediately for a precise statement of the theorems. A brief glance at section 4 to familiarize with the energies which are being used may be helpful.

1.2 Some remarks on the Kerr case

It is natural to enquire which aspects of the mechanisms described stand a chance to (in principle) carry over to the case of a spacetime approaching a Kerr solution of, say, small angular momentum. In this case both the curvature components \( \rho \) and \( \sigma \) will be non-zero, at least if a null-frame based on the principal null-directions of Kerr is being used (otherwise, other null-components will be non-zero, too). We do not expect any further difficulty entering from the non-decaying \( \sigma \)-component. The analysis of the intricate error-terms proportional to \( \rho \) in the commuted Bianchi equation carried out in section 7 will extend to the dual \( \sigma \)-component. The fact that \( T \) is no-longer (not even asymptotically) timelike near the horizon, on the other hand, can – at least for the case of small angular momentum – be dealt with the redshift, cf. [4]. This leaves the trapping as the main difficulty. In view of the trapping for Kerr itself being well-understood, a generalized approach of Dafermos and Rodnianski [7] or Andersson-Blue [6] (using commutation with the second order Carter-operator, i.e. an ultimately Killing tensor in our language) is highly promising to yield similar results to the ones in the paper. We postpone the analysis of this case to a future paper.

2 Ultimately Schwarzschildean spacetimes

2.1 The Schwarzschild geometry

In the perhaps most familiar \((t, r, \theta, \phi)\) coordinates, the Schwarzschild metric is given by

\[
g = - \left(1 - \frac{2M}{r}\right) dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2 + r^2 \left(d\theta^2 + \sin^2 \theta d\phi^2\right), \tag{14}
\]

which defines a smooth metric on the manifold \( \mathcal{M}_f = (-\infty, \infty) \times (2M, \infty) \times S^2 \). Using the transformations \( u = t - r^* \), \( v = t + r^* \), where \( r^* = r - 2M \log (r - 2M) - M + \log 3M \) is the tortoise coordinate, we may express the metric on \( \mathcal{M}_e \) in double null-coordinates \((u, v, \theta, \phi) \in (-\infty, \infty) \times (-\infty, \infty) \times S^2\) as

\[
g = - (1 - \mu) du dv + r^2 \left(d\theta^2 + \sin^2 \theta d\phi^2\right), \tag{15}
\]
where we set \( \mu = \frac{2M}{r} \). It is well known that the singularity at \( r = 2M \) in (14) is a coordinate singularity and that the metric can be extended through \( r = 2M \) to a larger manifold. Indeed, let \( \chi (r) \) be an interpolating function which is equal to 1 for \( r \leq 6M \) and equal to 0 for \( r \geq 7M \). Setting

\[
t^* = t + f (r) \quad \text{with} \quad f' (r) = \chi (r) \frac{2M}{r - 2M},
\]

we obtain

\[
g = -k_- (dt^*)^2 + \frac{4M}{r} \chi dt^* dr + \left[ \chi^2 k_+ + \frac{1}{k_-} \left( 1 - \chi^2 \right) \right] dr^2 + r^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right),
\]

where we have introduced the shorthand notation \( k_{\pm} = 1 \pm \mu \). Clearly, in the coordinates \( (t^*, r, \theta, \phi) \), \( g \) can be defined on the larger manifold \( M_{II} = (-\infty, \infty) \times (0, \infty) \times S^2 \). We easily see that \( r = 2M \) is a regular null-hypersurface, which we denote \( \mathcal{H}^+ \) and call the future event horizon.

Let us fix on \( M_{II} = (-\infty, \infty) \times (0, \infty) \times S^2 \) a slice of constant \( t^* = \tau_0 \geq 1 \) (note that this crosses \( \mathcal{H}^+ \)) and define the submanifold

\[
\mathcal{R} = [\tau_0, \infty) \times [2M, \infty) \times S^2.
\]

For convenience, let us also define

\[
k_\pm^X = 1 \pm \frac{2M}{r} \chi, \quad k_\chi = g_{rr} = \left[ \chi^2 k_+ + \frac{1}{k_-} \left( 1 - \chi^2 \right) \right] = \frac{k_\pm^X k_\chi}{k_-}.
\]

Note that \( k_\chi \) is bounded above and below by positive constants depending on \( M \) only.

Next we define various frames on \( M_{II} \). The vectors

\[
\hat{e}_{1,2} = \text{frame on } S^2_{r^*, r},
\]

\[
R = \frac{1}{\sqrt{k_\chi}} \partial_r \quad \text{and} \quad n = \sqrt{k_\chi} \partial_{t^*} - \frac{2M \chi}{r \sqrt{k_\chi}} \partial_r
\]

satisfy

\[
g (R, R) = -g (n, n) = +1 \quad \text{as well as} \quad g (R, n) = g (T, e_A) = g (R, e_A) = 0,
\]

and hence constitute an orthonormal frame. In addition, we may choose a null frame, i.e. vectors \( e_1, e_2, e_3, e_4 \) such that

\[
g (e_3, e_4) = -2 \quad \text{and} \quad g (e_3, e_3) = g (e_4, e_4) = g (e_3, e_A) = g (e_4, e_A) = 0,
\]

as well as

\[
g (e_A, e_B) = \delta_{AB},
\]

for \( A, B = 1, 2 \). Such a frame may be defined via \( \hat{e}_1, \hat{e}_2, \hat{e}_3, \hat{e}_4 \),

\[
\hat{e}_3 = \frac{1}{\sqrt{k_\chi}} (n - R) = \partial_{t^*} - \frac{1 + \frac{2M}{r} \chi}{k_\chi} \partial_r,
\]

\[
\hat{e}_4 = \frac{\sqrt{k_\chi}}{1} (n + R) = k_\chi \partial_{t^*} + \left( 1 - \frac{2M}{r} \chi \right) \partial_r.
\]
For Schwarzschild, the Ricci coefficients with respect to the null-frame \((\hat{e}_1, \hat{e}_2, \hat{e}_3, \hat{e}_4)\) are – using the conventions of \([8]\) summarized in appendix A:

\[
H_{AB} = -\frac{1}{r} \left( \frac{1 + 2M}{k_x} \right) \delta_{AB} = -\frac{1}{r} \left( \frac{1 - 2M}{1 - \frac{2M}{r} \chi} \right) \delta_{AB}, \tag{23}
\]

\[
H_{AB} = \left( 1 - \frac{2M}{r} \chi \right) \frac{1}{r} \delta_{AB}, \tag{24}
\]

\[
\Omega = +\frac{M}{r^2} \cdot \frac{(1 - \chi) + \chi' \sqrt{k_-}}{(1 - \frac{2M}{r} \chi)^2}, \quad \Omega = -\frac{M}{r^2} (\chi - r') \tag{25}
\]

\[
Y_A = Z_A = V_A = 0. \tag{26}
\]

Finally, we collect some useful formulae for further reference: The timelike Killing field expressed in the chosen null-frame reads

\[
2T = 2\partial_{t^*} = \left( 1 - \frac{2M}{r} \chi \right) \hat{e}_3 + \frac{1}{k_x} \left( 1 + \frac{2M}{r} \chi \right) \hat{e}_4. \tag{27}
\]

The normal of constant \(t^*\) slices \(\Sigma_{t^*}\) is computed to be

\[
n = \sqrt{k_x} \partial_{t^*} - \frac{2M}{r \sqrt{k_x}} \partial_{r} = \frac{1}{2} \sqrt{k_x} \hat{e}_3 + \frac{1}{2} \frac{1}{\sqrt{k_x}} \hat{e}_4 \tag{28}
\]

and hence the components

\[
n_{t^*} = \sqrt{k_x}, \quad n^r = -\frac{2M}{r \sqrt{k_x}}, \quad n_t = -\frac{1}{\sqrt{k_x}}, \quad n_r = 0. \tag{29}
\]

### 2.2 The class of ultimately Schwarzschildian spacetimes

Fix a Schwarzschild spacetime of mass \(M\), \((\mathcal{R}, g^M)\), equipped with the regular coordinate atlas \((t^*, r, \theta, \phi)\) as defined in section 2.1. The Penrose diagram of \((\mathcal{R}, g^M)\) is depicted below, where we use the standard notation \(\mathcal{I}^+\) to denote future null-infinity.

---

Let us write \(\Sigma_{t^*}\) for slices of constant \(t^*\). Slices with “null-ears” are denoted \(\tilde{\Sigma}_{t^*}\): More precisely, if \(S^2_{t^*, R}\) denotes the sphere of intersection of \(\Sigma_{t^*}\) and a fixed \(^{10}r = R\) hypersurface, we define

\[
N_{out} (S^2_{t^*, r}) := \text{future outgoing part of the lightcone emanating from } S^2_{t^*, r}
\]

\(^{10}\) The exact \(R\) will be fixed later in the paper, with \(\frac{1}{r}\) figuring as a potential source of smallness in the argument.
The spacetime slab enclosed by $\Sigma_{\tau_1}, \Sigma_{\tau_2}$ and the horizon is denoted by $\mathcal{M}(\tau_1, \tau_2)$, while the spacetime slab enclosed by $\tilde{\Sigma}_{\tau_1}, \tilde{\Sigma}_{\tau_2}$ and the horizon is denoted $\tilde{\mathcal{M}}(\tau_1, \tau_2)$. We also define the asymptotic region $D(\tau_1, \tau_2) = \mathcal{M}(\tau_1, \tau_2) \cap \{ r \geq R \}$. Close to the horizon we also fix a hypersurface $r = r_Y$, whose precise location will be given in Lemma 6.3.

We will now fix the differentiable structure of $\mathcal{R}$ and consider small perturbations of the metric on the black hole exterior to the future of $\Sigma_0$. As the differentiable structure is fixed, $S^2_{t^*, r}, \Sigma_{\tau}, \tilde{\Sigma}_{\tau}, \mathcal{M}(\tau_1, \tau_2), \tilde{\mathcal{M}}(\tau_1, \tau_2), \text{etc.}$ will remain well-defined with respect to the perturbed metric, and we will hence use the same notation for them, as long as no confusion arises. We denote the covariant derivative of the perturbed metric $g$ by $D$.

**Definition 2.1.** Fix the manifold $\mathcal{R}$ and its differentiable structure. A metric $g$ on $\mathcal{R}$ is called ultimately Schwarzschildian (of mass $M$) to order $k + 1$ ($k \geq 2$) if it has the following properties:

1. The boundary $\mathcal{H}^+$ is null with respect to $g$.

2. The metric $g$ is $C^{k-1}$-close to the Schwarzschild metric in that

\[
|g_{ij} - (g^M)_{ij}| + |g^{ij} - (g^M)^{ij}| \leq \frac{\epsilon}{r^2} \tag{31}
\]

\[
|\partial_m g_{ij} - \partial_m (g^M)_{ij}| + |\partial_m g^{ij} - \partial_m (g^M)^{ij}| \leq \frac{\epsilon}{r^2} \tag{32}
\]

holds for $n = 1, \ldots, k - 1$ and $m \in \{ t^*, r, \theta, \phi \}$.

3. There exists an admissible null-frame $e_1, \ldots, e_4$ for $g$, i.e. a frame satisfying

(a) closeness to the Schwarzschild frame\(^\text{11}\) $\hat{e}_i$:

\[
|g(e_3, \hat{e}_4) + 2| + |g(e_4, \hat{e}_3) + 2| + |g(e_A, \hat{e}_B) - \delta_{AB}| < \epsilon \tag{33}
\]

while all other combinations are $\epsilon$-small in the above sense.

(b) The outgoing null-hypersurfaces generated by $e_4$ foliate $\mathcal{R}$. More precisely, there is an optical function $u$ whose level surfaces are the outgoing null-hypersurfaces generated by $e_4$. This optical function is normalized such that $u = \infty$ is associated with the horizon $\mathcal{H}^+$. Moreover, the $e_1, e_2$ are tangent to the spheres $S^2_{t^*, u}$ arising from the intersection of the timelike $t^* = \text{const}$ slices and the outgoing null-hypersurfaces $u = \text{const}$.

(c) The gauge condition $2Y = g(D_A e_A, e_4) = 0$

(d) the Ricci coefficients are ultimately Schwarzschildian to order $k$ [see Definition 2.2] in this frame

\(^{11}\)In view of the fixed differentiable structure, the $\hat{e}_i$ (defined in terms of coordinate vector-fields in (21)) remain well-defined with respect to $g$. 

\[\tilde{\Sigma}_{t^*} := \left( \Sigma_{t^*} \cup \{ r \leq R \} \right) \cap N_{\text{out}} \left( S^2_{t^*, R} \right). \tag{30}\]
4. There exist functions $p : \mathcal{R} \to \mathbb{R}$ and $q : \mathcal{R} \to \mathbb{R}$ such that $p$ vanishes on the horizon and that the associated vectorfield $2T = pe_3 + qe_4$ is ultimately Killing to order $k + 1$ [see Definition 2.3]. Moreover, the deformation tensor satisfies $\text{tr}(T) \pi = 0$ and

$$
\begin{align*}
|T(p)| + |e_A(p)| + |T(q)| + |e_A(q)| + |\mathcal{D}_3 [p - k^-_x]| \\
+ |\mathcal{D}_4 [p - k^-_x]| + |\mathcal{D}_3 \left[ q - \frac{k^+_x}{k^-_x} \right]| + |\mathcal{D}_4 \left[ q - \frac{k^+_x}{k^-_x} \right]| < \epsilon (t^*)^{-\frac{3}{2}}
\end{align*}
$$

(34)

holds in the interior region $r < t^*$. 

Remarks.

- Our assumptions are certainly not minimal and leave room for improvement. In particular, the decay properties on the deformation tensor in assumption (4) may be derivable from (3d).
- The assumption that the frame satisfies $Y = 0$ (which corresponds to a partial choice of gauge) will be of importance in the analysis at infinity, cf. [8]. It can easily be achieved by Fermi-propagating $e_1, e_2$ in the $e_4$ direction.
- The assumption that $T$ can be chosen to be null on the horizon (i.e. the condition $p|_{\mathcal{H}^+} = 0$) is not essential for the results of the paper. However, it allows an elegant proof of uniform boundedness of the highest order curvature norm. We will show later how this assumption can be removed in the context of integrated decay estimates.
- The assumption that $\text{tr}(T) \pi = 0$ is a technical assumption which allows one to reduce the number of error-terms in the proof at some point. The additional errors could be controlled without further difficulty but would make the paper longer (cf. section 12.5, Remark 12.19, where this is discussed).

We will write $\mathbb{P} = \mathbb{P}(t^*, u)$ for the projection from the tangent space of $(\mathcal{R}, g)$ to the tangent space of $S^2_{t^*, u}$. If $D$ denotes the covariant derivative on $(\mathcal{R}, g)$, then we denote by $\mathcal{D}_3, \mathcal{D}_4$ the projections to $S^2_{t^*, u}$ of $D_3$ and $D_4$. The covariant derivative intrinsic to $S^2_{t^*, u}$ will be abbreviated $\nabla$. We will write $\mathcal{D}$ shorthand for any derivative $D \in \{\mathcal{D}_3, \mathcal{D}_4, \nabla\}$.

2.2.1 The Ricci coefficients

We denote the Ricci coefficients in an admissible null-frame collectively by $\mathcal{R}$. While $\mathcal{R}$ contains all components, we generally distinguish

$$
\mathcal{R}^{\text{main}} = \{\tilde{H}, Y, Z, Z, V, \Omega, \Omega, \text{tr} H, \text{tr} H\}
$$

(35)

and $\tilde{H}$, which has to be treated separately, as it contains information from the radiation field in its $\frac{1}{r}$-term. Also, $\mathcal{R}_{S^2}^{(\text{main})}$ denotes the corresponding Schwarzschild values.\[12\] Defining the norm of the null-decomposed Ricci coefficients in

\[12\] That is the values of the components of the Ricci coefficients of $(\mathcal{R}, g^M)$ evaluated with respect to the frame $\tilde{e}_i$. 
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the obvious way, i.e.

$$\|T_{AB}\| = \sum_{A,B=0,1} |T(e_A, e_B)| \quad \text{and} \quad \|U_A\| = \sum_{A=0,1} |U(e_A)|,$$  \hspace{1cm} (36)

we can state

**Definition 2.2.** The Ricci coefficients of $g$ are ultimately Schwarzschildan to order $k$ with respect to the null-frame $(e_1, e_2, e_3, e_4)$ if the following estimates hold:

- **globally on the black hole exterior**

\[
\left| trH - \frac{2}{r} \left( 1 - \frac{2M}{r} \right) \right| + \left| tr\tilde{H} + \frac{2}{r} \left( 1 - \frac{2M}{r} \right) \right| \leq \frac{\epsilon}{r^2} \tag{37}
\]

\[
\| \tilde{H}_{AB} \| \leq \frac{\epsilon}{r^2} \quad \text{and} \quad \| \tilde{H}_{AB} \| \leq \frac{\epsilon}{r \max(1, \tau^* - r)} \tag{38}
\]

\[
|\Omega - \Omega_{SS}| + |\Omega - \Omega_{SS}| \leq \frac{\epsilon}{r^2} \tag{39}
\]

\[
\|\Sigma_4\| + \|\Sigma_3\| + \|\Sigma_2\| \leq \frac{\epsilon}{r^2} \tag{40}
\]

- **in the interior region, $r \leq \tau^*$, the pointwise estimate**

\[
\| \mathcal{R} - \mathcal{R}_{SS} \| \leq \epsilon (\tau^*)^{-\frac{7}{2}} \tag{41}
\]

i.e. (37)-(40) hold in $r \leq \tau^*$ with all right hand sides replaced by $\epsilon (\tau^*)^{-\frac{7}{2}}$.

- **The estimate**

\[
\mathbb{D}^n [\mathcal{R}] (\tau) := \mathbb{D}^n [\mathcal{R}] (\tau, \infty) < \frac{\epsilon}{\tau^{l(n)}} \tag{42}
\]

holds for $n = 1, ..., k$ and

\[
l(n) = \begin{cases} 
0 & \text{if } n = k \\
1 & \text{if } n = k - 1 \\
2 & \text{if } n = k - 2 \\
\frac{5}{2} & \text{if } n < k - 2,
\end{cases} \tag{43}
\]

where

\[
\mathbb{D}^n [\mathcal{R}] (\tau_1, \tau_2) = \sup_{\tau \in (\tau_1, \tau_2)} E^* [\mathcal{R}] \left( \tilde{\Sigma}_n \right) + E^* [\mathcal{R}] (\mathcal{H}(\tau_1, \tau_2)) + \mathbb{T}^n [\mathcal{R}] (\tilde{\mathcal{M}(\tau_1, \tau_2)}) \tag{44}
\]

with the weighted energies for the Ricci rotation coefficients ($\delta = \frac{1}{100}$)

\[
\mathbb{T}^n [\mathcal{R}] (\tilde{\mathcal{M}(\tau_1, \tau_2)}) = \sum_{j=0}^{n} \sum_{k_1 + \ldots + k_3 = 1} \int_{\tilde{\mathcal{M}(\tau_1, \tau_2)}} dt^* dr d\omega r^{2-\delta} \frac{2k_2 + 2k_3}{r} \left( \sum_{j=0}^{l(n)} r^{\min(2k_1 - j + 1, 0)} r^{j - l(n)} \right) \left[ \left\| D^{k_1}_3 \tilde{D}^{k_2}_4 \tilde{D}^{k_3}_5 (\mathcal{R}^{\text{main}} - \mathcal{R}_{SS}^{\text{main}}) \right\|^2 + \frac{1}{r} \left\| D^{k_1}_3 \tilde{D}^{k_2}_4 \tilde{D}^{k_3}_5 \tilde{H} \right\|^2 \right] \tag{45}
\]
and
\[ \mathcal{E}^n [R] (\tilde{\Sigma}_\tau) = \sum_{i=0}^{n} \int_{\tilde{\Sigma}_\tau \cap \{ r \leq R \}} \| D^i (R - R_{SS}) \|^2 + \sum_{i=0}^{n} \sum_{k_1+k_2+k_3=i} \int_{N_{out}(S^2_{r,R})} dv d\omega r^{3-\delta_i 2k_2+2k_3} \| D_3^{k_1} D_4^{k_2} \nabla^{k_3} (R_{main} - R_{SS}) \|^2 \] (46)

as well as
\[ \mathcal{E}^n [R] (\mathcal{H} (\tau_1, \tau_2)) = \sum_{i=0}^{n} \int_{\mathcal{H}(\tau_1, \tau_2)} \| D^i (R - R_{SS}) \|^2. \] (47)

- In addition, for the boundary term of the highest derivative
\[ \sup_{\tau \in (\tau_1, \tau_2)} \mathcal{E}^n [R] (\tilde{\Sigma}_\tau) + \mathcal{E}^n [R] (\mathcal{H} (\tau_1, \tau_2)) < \epsilon \cdot (\tau_1)^{-\frac{5}{2}} \] (48)

and in the asymptotic region
\[ \mathcal{T}^n [R] (D (\tau_1, \tau_2)) < \epsilon \cdot (\tau_1)^{-\frac{5}{2}}. \] (49)

Remarks:
- Clearly, taking a 4- or an angular derivative improves the \( r \)-weight in the \( L^2 \)-energy by a power of 2: this is the factor \( r^{2k_2+2k_3} \).
- By convention, the \( j \) in \( \sum_{j=0}^{l(\alpha)} \) runs 0, 1, 2, \( \frac{5}{2} \). This sum incorporates that in general, one loses an \( r \)-weight for every power in \( \tau \) gained. However, if a three-derivative is applied (\( k_1 > 0 \)), decay in \( \tau \) is gained allowing one to extract decay in \( \tau \) without losing powers of \( r \). This is the reason for the factor \( \min (2k_1 - j + 1, 0) \). The component \( H \) is special as it decays less in \( r \) near infinity (cf. (38)).
- The additional assumptions (48) and (49) are “justified” by the fact that we are going to show \( t^{-1} \) decay for the boundary terms and the degenerate spacetime energy norm squared of curvature at this level of derivatives, which “improves” this assumption. We remark that assumption (49) is technical and can be eliminated with some further work. It simplifies the error-estimates near infinity.
- the precise reason for the various weights will become much more clear in conjunction with the curvature-energies and our method to prove decay for the latter. Note however at this point that the assumptions on \( k \) derivatives of the Ricci-coefficients immediately imply estimates on \( k - 1 \) derivatives of curvature, which are easily inferred from the null-structure equations of section (3.9).

\[ ^{13} \text{We write } r^2 dv d\omega \text{ for the induced (with respect to } e_4 \text{) volume form on } N_{out}(S^2_{r,R}). \]
Before we proceed, we introduce two more energies which will be useful. First an energy on the untilded slices
\[ E^n [R] (\Sigma_r) = \sum_{i=0}^{n} \int_{\Sigma_r} \| D^i (R - R_{SS}) \|^2 \] (50)
and second, a \( \lambda \)-weighted energy on the Ricci-coefficients:
\[ D^n \lambda [R] (\tau_1, \tau_2) = \sup_{\tau} E^n [R] (\tilde{\Sigma}_{\tau}, H) + B_\lambda \cdot D^{n-1} [R] (\tau_1, \tau_2) \]
\[ + \lambda \cdot T^n [R] (\mathcal{M} (\tau_1, \tau_2)) + T^n [R] (D (\tau_1, \tau_2)) \] (51)
and \( D^n [R] (\tau) := D^n [R] (\tau, \infty) \). Note that this energy only requires a \( \lambda \)-small contribution of non-degenerate integrated decay for \( n \) derivatives of the Ricci coefficients near the photon sphere, since the last term regards only the asymptotic region. In particular, we see that if \( (\mathcal{M}, g) \) is ultimately Schwarzschildian to order \( k+1 \), then \( D^k \lambda [R] (\tau) \) is \( \epsilon \)-\( \lambda \)-small for sufficiently large \( \tau \). This definition is again tailored to what we are going to show for the curvature, cf. the remarks at the end of section 5.

2.2.2 The timelike ultimately Killing field

We recall the definition of the deformation tensor of a vectorfield \( X \). It is the covariant two-tensor
\[ (X)_{\pi} (Y, Z) = \frac{1}{2} (g (Z, DXY) + g (Y, DZX)) \] (52)
whose norm is computed in the orthonormal frame:
\[ \| \pi \| := \sum_{i,j=1,..,4} | \pi (e_i, e_j) | . \] (53)

We also introduce the null-decomposition of its traceless part
\[ (X)_{iAB} = (X)_{\pi_{AB}} , \quad (X)_{j} = (X)_{\pi_{34}} , \]
\[ (X)_{m_A} = (X)_{\pi_{4A}} , \quad (X)_{m_A} = (X)_{\pi_{3B}} , \]
\[ (X)_{n} = (X)_{\pi_{44}} , \quad (X)_{n} = (X)_{\pi_{33}} . \] (54)

\textbf{Definition 2.3.} The vectorfield \( T \) is called \textbf{ultimately Killing to order} \( k+1 \) if its deformation tensor satisfies

- on the entire black hole exterior the pointwise estimate
  \[ \| (T)_{\pi} \text{ except } (T)_{iAB} \| \leq \frac{\epsilon}{t^2} \text{ as well as } \| (T)_{iAB} \| \leq \frac{\epsilon}{t^* \cdot \max (1, t^* - r)} \] (55)

- in the interior region, \( r \leq t^* \), the pointwise estimate
  \[ \| (T)_{\pi} \| \leq \epsilon (t^*)^{-\frac{5}{4}} \] (55)
• For any \( \tau_0 \leq \tau_1 < \tau_2 \)

\[
\sum_{k_1+k_2+k_3=i} \int_{\mathcal{M}(\tau_1, \tau_2)} dt^* d\omega \rho^{2-\delta} \left( \sum_{j=0}^{l(n)-min(2k_1-j+1, l(n)-l(n))} \right) \rho^{2k_2+2k_3} \left( \| D_3^{k_1} \mathcal{P}_4^{k_2} \mathcal{P}_{k_3} (T) (j, m, n, n) \| + \frac{1}{r} \| D_3^{k_1} \mathcal{P}_4^{k_2} \mathcal{P}_{k_3} (T) \| \right) < \epsilon \]

where \( i = 1, \ldots, k \) and \( l(n) \) as in (43).

3 The Bianchi equations and the Bel-Robinson identity

In this section we collect the main energy identities and commutation formulae that we are going to need in the paper. We use the conventions of [8] and refer the reader to this reference for detailed derivations.

3.1 The energy identity

As we are going to work with higher order energies arising from commuting the Bianchi equation with various vectorfields, it is convenient to study directly the more general inhomogeneous Bianchi equations

\[
D^\alpha W_{\alpha\beta\gamma\delta} = J_{\beta\gamma\delta},
\]

for any tensor \( W \) which has the algebraic properties of a Weyl-tensor. Defining the left and right duals

\[
\mathcal{W}_{\alpha\beta\gamma\delta} = \frac{1}{2} \varepsilon_{\alpha\beta\mu\nu} W^{\mu\nu}_{\gamma\delta} \quad \text{and} \quad \mathcal{W}^*_{\alpha\beta\gamma\delta} = \frac{1}{2} W_{\alpha\beta\mu\nu} \varepsilon_{\mu\nu\gamma\delta}
\]

\[
J^*_{\beta\gamma\delta} = \frac{1}{2} J_{\beta\mu\nu} \varepsilon^{\mu\nu}_{\gamma\delta}
\]

with \( \varepsilon_{\alpha\beta\gamma\delta} \) denoting the volume form of \( g \), we can also write (56) as

\[
D^* \mathcal{W}_{\alpha\beta\gamma\delta} = J^*_{\beta\gamma\delta}.
\]

We define the symmetric, traceless Bel-Robinson tensor

\[
Q \mathcal{W}_{\alpha\beta\gamma\delta} = W_{\alpha\rho\gamma\sigma} W_{\beta\rho\delta}^\sigma + \mathcal{W}_{\alpha\rho\gamma\sigma} \mathcal{W}^*_{\beta\rho\delta}.
\]

It satisfies the identity (5), from which we derive

\[
\int_{\Sigma_{\tau_2}} Q \mathcal{W} (\mathcal{X}, \mathcal{Y}, \mathcal{Z}, n) d\mu + \int_{\mathcal{H}(\tau_1, \tau_2)} Q \mathcal{W} (\mathcal{X}, \mathcal{Y}, \mathcal{Z}, n) d\mu + \int_{\mathcal{M}(\tau_1, \tau_2)} (K_{1}^{XYZ} \mathcal{W} + K_{2}^{XYZ} \mathcal{W}) d\mu = \int_{\Sigma_{\tau_1}} Q \mathcal{W} (\mathcal{X}, \mathcal{Y}, \mathcal{Z}, n) d\mu,
\]

for vectorfields \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \), where

\[
K_{1}^{XYZ} \mathcal{W} = Q^{\alpha\beta\gamma\delta} \left( (X) \pi_{\alpha\beta} \mathcal{Y}_{\gamma} \mathcal{Z}_{\delta} + (Y) \pi_{\alpha\beta} \mathcal{Z}_{\gamma} \mathcal{X}_{\delta} + (Z) \pi_{\alpha\beta} \mathcal{X}_{\gamma} \mathcal{Y}_{\delta} \right)
\]
\[ K_2^{YZ} [W] = \langle \text{div} Q \rangle_{\gamma \delta} X^\gamma Y^\delta \] 

where
\[ (\text{div} Q)_{\gamma \delta} = W_\beta^{\mu \nu} J_{\mu \gamma \nu} + W_\gamma^{\mu \nu} J_{\mu \beta \nu} + W_\delta^{\mu \nu} J_{\mu \gamma \nu} + W_\gamma^{\mu \nu} J_{\mu \beta \nu} . \]

An analogous identity holds for the tilded slices \( \tilde{\Sigma} \) and \( \tilde{M} \). In that case, there is an additional boundary term at null-infinity.

Regarding the boundary term, we note [8] that \( Q \) is non-negative for any set of causal vectorfields \( X, Y, Z, n \). It will sometimes be convenient to evaluate this boundary-term for the Schwarzschild normal \( n = e_3 \), which is \( C^1 \)-close to \( n \) by the ultimately Schwarzschild assumption and use the estimate
\[ \| Q \| (X, Y, Z, n) \leq \epsilon R Q \| N, N, N, N \| , \]

where \( N \) is a timelike vectorfield with \( b \leq g (N, N) \leq B \) for constants \( b, B \) depending on \( M \) only.

For future applications, we finally collect the null-components of the deformation tensor of a vectorfield of the form
\[ X = B e_3 + D e_4 \quad \text{with } B \text{ and } D \text{ } C^1 \text{-bounded functions}. \]

They read (writing the short-hand \( \pi \) for \( (X) \pi \))
\[ \pi^{34} = \frac{1}{4} \left[ -e_3 (B) - e_4 (D) + 2B \Omega + 2D \Omega \right] , \]
\[ \pi^{33} = \frac{1}{4} \left[ -2e_4 (B) - 4B \Omega \right] , \quad \pi^{44} = \frac{1}{4} \left[ -2e_3 (D) - 4D \Omega \right] , \]
\[ \pi^{AB} = B H^{AB} + D H^{AB} , \]
\[ \pi^{4A} = -\frac{1}{2} \left[ -e_A (D) + B Z^A + D V^A \right] , \]
\[ \pi^{3A} = -\frac{1}{2} \left[ -e_A (B) - B V^A + B Z^A + D Y^A \right] . \]

3.2 The (tensorial) Bianchi equations under commutation

We now state the commutation formulae that arise from commuting the Bianchi equations with vectorfields. For this we need the notion of a modified Lie-derivative (cf. [8]), which ensures that \( \tilde{L} X W_{\alpha \beta \gamma \delta} \) is again a Weyl field.

**Definition 3.1.** The modified Lie derivative of a Weyl-tensor \( W \) is defined as
\[ \tilde{L} X W := L_X W - \frac{1}{2} (X) [W] + \frac{3}{8} \mu (X) \pi W \]
with
\[ (X) [W]_{\alpha \beta \gamma \delta} = \pi^\mu \alpha W_{\mu \beta \gamma \delta} + \pi^\mu \beta W_{\mu \alpha \gamma \delta} + \pi^\mu \gamma W_{\mu \alpha \beta \delta} + \pi^\mu \delta W_{\alpha \beta \gamma \mu} . \]
Proposition 3.2. Let
\[ D^\alpha W_{\alpha \beta \gamma \delta} = j_{\beta \gamma \delta} \] (73)
and \( X \) an arbitrary vectorfield. Then
\[
D^\alpha \left( \hat{\mathcal{L}}_X W_{\alpha \beta \gamma \delta} \right) = \hat{\mathcal{L}}_X j_{\beta \gamma \delta} + \frac{1}{2} D^\alpha \hat{\pi}_\mu W_{\mu \beta \gamma \delta} + \frac{1}{2} D^\alpha \hat{\pi}_\alpha \lambda W_{\beta \gamma \delta}^\lambda \\
+ \frac{1}{2} \left( D_{\beta} \hat{\pi}_{\alpha \lambda} - D_{\lambda} \hat{\pi}_{\alpha \beta} \right) W_{\alpha \gamma \delta}^\lambda \\
+ \frac{1}{2} \left( D_{\lambda} \hat{\pi}_{\alpha \lambda} - D_{\alpha} \hat{\pi}_{\lambda \beta} \right) W_{\alpha \beta \gamma}^\lambda = \hat{\mathcal{L}}_X j_{\beta \gamma \delta} + J_{\beta \gamma \delta} (X, W). \] (74)

Here the last equality is to be understood as a definition of \( J_{\beta \gamma \delta} (X, W) \).

Proof. This is Proposition 7.1.2 of [8]. \( \square \)

Corollary 3.3.

\[
D^\alpha \left( \hat{\mathcal{L}}_T \hat{\mathcal{L}}_T W \right)_{\alpha \beta \gamma \delta} = \hat{\mathcal{L}}_T J_{\beta \gamma \delta} (T, W) + \sum_{k=0}^{n-1} \hat{\mathcal{L}}_T^k J_{\beta \gamma \delta} \left( T, \hat{\mathcal{L}}_T^{n-1-k} \hat{\mathcal{L}}_T W \right). \] (75)

3.3 Bianchi equations for the null-curvature components

For \( W \) a Weyl tensor we define its null-components
\[
\alpha_{\mu \nu} = \mathbb{P}_{\mu \nu} W_{\rho \gamma \sigma \delta} (e_3)^\gamma (e_3)^\delta, \] (76)
\[
\alpha_{\mu \nu} = \Pi_{\mu \nu} W_{\rho \gamma \sigma \delta} (e_4)^\gamma (e_4)^\delta, \] (77)
\[
\beta_{\mu} = \frac{1}{2} \mathbb{P}_{\mu} W_{\rho \gamma \sigma \delta} (e_3)^\rho (e_3)^\gamma (e_4)^\delta, \] (78)
\[
\beta_{\mu} = \frac{1}{2} \Pi_{\mu} W_{\rho \gamma \sigma \delta} (e_3)^\rho (e_3)^\gamma (e_4)^\delta, \] (79)
\[
\rho = \frac{1}{4} W_{\rho \gamma \delta} (e_3)^\rho (e_4)^\sigma (e_3)^\gamma (e_4)^\delta, \] (80)
\[
\sigma = \frac{1}{4} \epsilon^{\rho \gamma \delta} W_{\rho \gamma \sigma \delta} (e_3)^\rho (e_4)^\sigma (e_4)^\delta, \] (81)

with \( \mathbb{P}_{\mu} \) the projection onto the 2-spheres \( S^2_{T,u} \). A computation reveals

Lemma 3.4. For Schwarzschild and its null-frame \( \hat{e}_0, \hat{e}_1, \hat{e}_2, \hat{e}_3 \) all curvature components are zero except
\[
\rho = -\frac{2M}{r^3} =: \bar{\rho}. \] (82)

We will consider certain derivatives of these null-components in the null directions. The following definitions are useful for a (differentiated) null-component \( u \) of signature \( s \) and rank \( k \) (cf. [8]):
\[
u_3 = D_3 u + \frac{3 - s (u) + k (u)}{2} tr Hu, \] (83)
\[
u_4 = D_4 u + \frac{3 + s (u) + k (u)}{2} tr Hu. \]
Here, the signature is defined recursively as follows. For a $p$-tupel $(p \geq 0)$ $n_p$ of 3's and 4's (in any order)

\[ s(\alpha_{n_p}) = 2 + \text{(number of 4's - number of 3's in } n_p), \]
\[ s(\beta_{n_p}) = 1 + \text{(number of 4's - number of 3's in } n_p), \]
\[ s(\rho_{n_p}, \sigma_{n_p}) = 0 + \text{(number of 4's - number of 3's in } n_p), \]
\[ s(\beta_{n_p}) = -1 + \text{(number of 4's - number of 3's in } n_p), \]
\[ s(\alpha_{n_p}) = -2 + \text{(number of 4's - number of 3's in } n_p). \]

The rank $k$ is simply the length of the tuple, e.g. $k(\alpha_{n_p}) = p$. Note that $s(\alpha_{4n_p}) = s(\alpha_{n_p}) + 1$ and $s(\alpha_{3n_p}) = s(\alpha_{n_p}) - 1$. We also define the shorthand notation

\[ \vartheta^\pm(u_{n_p}) = \frac{3 \pm s(u_{n_p}) + p}{2}. \] (84)

Following [8], we use the following notation for operators on the spheres $S^2_{r\cdot u}$:

- $\mathcal{D}_1$ takes any $S^2$-tangent 1-form $\xi$ into the pair of functions $(d\nu_\xi, cu_\xi)$.
- $\mathcal{D}_1^*$, the $L^2$-adjoint of $\mathcal{D}_1$, takes any pair of scalars $\rho, \sigma$ into the $S^2$-tangent 1-form $-\nabla A\rho + \epsilon_{AB} \nabla B \sigma$.
- $\mathcal{D}_2$ takes any 2-covariant symmetric traceless tensor $\xi$ into the $S^2$-tangent 1-form $d\nu_\xi$.
- $\mathcal{D}_2^*$, the $L^2$ adjoint of $\mathcal{D}_2$ takes any $S^2$-tangent 1-form $\xi$ into the 2-form $-\frac{1}{2} \left( \nabla_B \xi_A + \nabla_A \xi_B - (d\nu_\xi) g_{AB} \right)$.

Finally, we decompose the Bianchi equations as equations for the null-curvature components (see Proposition 7.1 for the definition of $\Theta(J)$, $\Theta(J)$):

\[ \alpha_3 = \mathcal{D}_3 \alpha + \frac{1}{2} tr \mathbf{H} \alpha = -2 \mathcal{D}_2^* \beta + E_3(\alpha) \] (85)
\[ E_3(\alpha) = 4 \Omega \alpha - 3 \left( \hat{H} \rho + \hat{H} \sigma \right) + (V + 4Z) \hat{\otimes} \beta - 2 \Theta(J) \]
\[ \beta_4 = \mathcal{D}_4 \beta + 2 tr \mathbf{H} \beta = d\nu_\alpha + E_4(\beta) \] (86)
\[ E_4(\beta) = -2 \Omega \beta + (2V + Z) \cdot \alpha + 3\hat{Y} \rho + 3(\hat{Y} \sigma) - J_{4A4} \]
\[ \alpha_4 = \mathcal{D}_4 \alpha + \frac{1}{2} tr \mathbf{H} \alpha = +2 \mathcal{D}_3^* \beta + E_4(\alpha) \] (87)
\[ E_4(\alpha) = 4 \Omega \alpha - 3 \hat{H} \rho - 3 \left( -\hat{H} \sigma \right) + (V - 4Z) \hat{\otimes} \beta - 2 \Theta(J) \]
\[ \beta_3 = \mathcal{D}_3 \beta + 2 tr \mathbf{H} \beta = -d\nu_\alpha + E_3(\beta) \] (88)
\[ E_3(\beta) = -2 \Omega \beta + (2V - Z) \cdot \alpha - 3\hat{Y} \rho + 3(\hat{Y} \sigma) + J_{3A3} \]
Note that at the lowest order we are going to renormalize $\tilde{\rho}$.

\begin{align}
\beta_3 &= \mathcal{D}_3 \beta + trH \beta = +\mathcal{D}_1^r (-\rho, \sigma) + E_3 (\beta) \\
E_3 (\beta) &= 2\Omega \beta + 2\tilde{H} \cdot \beta + \tilde{Y} \cdot \alpha + 3Z \rho + 3 (\ast Z \sigma) + J_{3A4} \\
\tilde{\beta}_4 &= \mathcal{D}_4 \tilde{\beta} + trH \tilde{\beta} = +\mathcal{D}_1^r (\rho, \sigma) + E_4 (\tilde{\beta}) \\
E_4 (\tilde{\beta}) &= +2\Omega \tilde{\beta} + 2\tilde{H} \cdot \tilde{\beta} - \tilde{Y} \cdot \tilde{\alpha} - 3 (Z \rho - \ast Z \sigma) - J_{4A3} \\
\rho_4 &= \mathcal{D}_4 \rho + \frac{3}{2} trH \rho = d\nu \beta + E_4 (\rho) \\
E_4 (\rho) &= -\frac{1}{2} \tilde{H} \cdot \alpha + \tilde{V} \cdot \tilde{\beta} + 2 (\tilde{Z} \cdot \tilde{\beta} - \tilde{Y} \cdot \tilde{\beta}) - \frac{1}{2} J_{434} \\
\sigma_4 &= \mathcal{D}_4 \sigma + \frac{3}{2} trH \sigma = -curl \beta + E_4 (\sigma) \\
E_4 (\sigma) &= +\frac{1}{2} \tilde{H} \cdot \ast \alpha - \tilde{V} \cdot \ast \beta - 2 (\tilde{Z} \cdot \ast \beta - \tilde{Y} \cdot \ast \beta) - \frac{1}{2} J_{434} \\
\rho_3 &= \mathcal{D}_3 \rho + \frac{3}{2} trH \rho = -d\nu \beta + E_3 (\rho) \\
E_3 (\rho) &= -\frac{1}{2} \tilde{H} \cdot \alpha + \tilde{V} \cdot \tilde{\beta} + 2 (\tilde{Z} \cdot \tilde{\beta} - \tilde{Y} \cdot \tilde{\beta}) + \frac{1}{2} J_{334} \\
\sigma_3 &= \mathcal{D}_3 \sigma + \frac{3}{2} trH \sigma = -curl \beta + E_3 (\sigma) \\
E_3 (\sigma) &= -\frac{1}{2} \tilde{H} \cdot \ast \alpha + \tilde{V} \cdot \ast \beta + 2 (\tilde{Z} \cdot \ast \beta + \tilde{Y} \cdot \ast \beta) + \frac{1}{2} J_{334}
\end{align}

Note that at the lowest order we are going to renormalize $\tilde{\rho} = \frac{r^3}{2} \rho + 2M$ and $\tilde{\sigma} = \frac{r^3}{2} \sigma$ or alternatively $\tilde{\rho} = \frac{\rho}{r}$, for which we expect decay. Hence we also collect the equations

\begin{align}
\hat{\rho}_3 &= \left[ \rho + \frac{2M}{r^3} \right]_3 = - d\nu \beta + E_3 (\rho) - \frac{6M}{r^3} \left( \frac{\mathcal{D}_3 r}{r} + \frac{1}{2} trH \right) = - d\nu \beta + \tilde{E}_3 (\rho) \\
\hat{\rho}_4 &= \left[ \rho + \frac{2M}{r^3} \right]_4 = d\nu \beta + E_4 (\rho) - \frac{6M}{r^3} \left( \frac{\mathcal{D}_4 r}{r} + \frac{1}{2} trH \right) = d\nu \beta + \tilde{E}_4 (\rho).
\end{align}

### 3.4 Commuting the null-Bianchi equations

Besides the important commutation formula of section 3.2 we are also going to commute the Bianchi equations for the null-curvature components directly.

From the first order Bianchi equations of the previous section we derive the higher order Bianchi equations inductively using the following Lemma, which we quote from [8] (Lemma 7.3.3).

**Lemma 3.5.** Let $U_{A_1...A_k}$ be an $S^2$-tangent $k$-covariant tensor on $(\mathcal{R}, g)$. Then

\begin{align}
\mathcal{D}_A \nabla_B U_{A_1...A_k} - \nabla_B \mathcal{D}_A U_{A_1...A_k} + H_{BC} \nabla_C U_{A_1...A_k} = F_{4BA_1...A_k},
\end{align}
where

\[
F_{3A_1...A_k} = \gamma_B \partial_3 U_{A_1...A_k} + (Z_B - V_B) \partial_3 U_{A_1...A_k} + \sum_{i=1}^{k} (H_{A_iB} Y_C - H_{BC} Z_{A_i} - \epsilon_{A_iC} \beta (R_B) ) U_{A_1...A_{i-1}C A_{i+1}A_k},
\]

\[
F_{4A_1...A_k} = \gamma_B \partial_3 U_{A_1...A_k} + (Z_B + V_B) \partial_4 U_{A_1...A_k} + \sum_{i=1}^{k} (H_{A_iB} Y_C - H_{BC} Z_{A_i} + \epsilon_{A_iC} \beta (R_B) ) U_{A_1...A_{i-1}C A_{i+1}A_k},
\]

\[
F_{3A_1...A_k} = -2 \Omega \partial_3 U_{A_1...A_k} + 2 \Omega \partial_4 U_{A_1...A_k} + (Z_B - Z_B) \nabla_B U_{A_1...A_k} + 2 \sum_{i=1}^{k} \left( Y_A Y_C - Y_C Y_A + Z_{A_i} Z_C - Z_A Z_C + \epsilon_{A_iC} \sigma (R) \right) U_{A_1...A_{i-1}CA_{i+1}A_k}.
\]

**Remark 3.6.** There is a typo in [8] regarding the sign of the first term of the expression for \( F_{3A_1...A_k} \).

We recall the definition (83) and declare that for \( \Omega \), a basis of angular momentum vectorfields in Schwarzschild, the signature of \( \mathcal{L}^m_{\Omega, u_{np}} \) is defined to be identical to the signature of \( u_{np} \).

**Proposition 3.7.** Let \( n_l \) be an \( l \)-tuple of 3’s and 4’s, \( l \geq 0 \). The Bianchi equations imply the following equations for higher derivatives: For \( \alpha \)

\[
\alpha_{3n_l} = -2 \partial_3^* \beta_{n_l} + E_3^{n_l} (\alpha)
\]

with the error defined recursively as

\[
E_3^{n_p} (\alpha) = \partial_3 E_3^{n_p} (\alpha) + \vartheta^- (\alpha_{3n_p}) \text{tr} H E_3^{n_p} (\alpha)
\]

\[
- \vartheta^- (\beta_{n_l}) (\nabla \text{tr} H) \otimes \beta_{n_p} - \hat{H} d\nu \beta_{n_p} + \nu \text{curl} \beta_{n_p} + 2 \hat{H} \nu \text{curl} \beta_{n_p} + 2 \hat{H} (\alpha_{3n_p})
\]

\[
E_3^{n_l} (\alpha) = \partial_4 E_3^{n_p} (\alpha) + \vartheta^+ (\alpha_{3n_p}) \text{tr} H E_3^{n_p} (\alpha)
\]

\[
- \vartheta^+ (\beta_{n_p}) (\nabla \text{tr} H) \otimes \beta_{n_p} - \hat{H} d\nu \beta_{n_p} + \nu \text{curl} \beta_{n_p} + 2 \hat{H} \nu \text{curl} \beta_{n_p} + 2 \hat{H} (\alpha_{3n_p})
\]

and also

\[
\mathcal{L}_{\Omega, \alpha_{3n_l}} = -2 \partial_3^* \left( \mathcal{L}_{\Omega, \beta_{n_l}} \right) + E_3^{n_l} \Omega_l (\alpha)
\]

\[
E_3^{n_l} \Omega_l (\alpha) = \mathcal{L}_{\Omega} \left( E_3^{n_l} \Omega_l^{n-1} (\alpha) \right) + 2 \left[ \mathcal{D}_2, \mathcal{L}_{\Omega} \right] \Omega_l^{n-1} \beta_{n_l}
\]

For \( \beta \)

\[
\beta_{3n_l} = \nabla \rho_{n_l} + \nu \text{curl} \sigma_{n_l} + E_3^{n_l} (\beta)
\]

\[
\beta_{4n_l} = \nu \text{curl} \alpha_{n_l} + E_4^{n_l} (\beta)
\]
\[ E_{3}^{np3}(\beta) = \mathcal{D}_{3}E_{3}^{np}(\beta) + \partial^{-}(\beta_{3np}) \text{tr} \hat{H}E_{3}^{np}(\beta) + F_{3}(\rho_{np}) + \ast F_{3}(\sigma_{np}) \]
\[ - \partial^{-}(\beta_{np}) \rho_{np} \nabla \text{tr} \hat{H} - \partial^{-}(\beta_{np}) \sigma_{np} \ast \nabla \text{tr} \hat{H} - \hat{H} \cdot \nabla \rho_{np} - \ast \hat{H} \cdot \nabla \sigma_{np} \]

\[ E_{3}^{np4}(\beta) = \mathcal{D}_{3}E_{3}^{np}(\beta) + \partial^{+}(\beta_{3np}) \text{tr} \hat{H}E_{3}^{np}(\beta) + F_{4}(\rho_{np}) + \ast F_{4}(\sigma_{np}) \]
\[ - \partial^{+}(\beta_{np}) \rho_{np} \nabla \text{tr} \hat{H} - \partial^{+}(\beta_{np}) \sigma_{np} \ast \nabla \text{tr} \hat{H} - \hat{H} \cdot \nabla \rho_{np} - \ast \hat{H} \cdot \nabla \sigma_{np} \]

\[ E_{4}^{np3}(\beta) = \mathcal{D}_{4}E_{4}^{np}(\beta) + \partial^{-}(\beta_{4np}) \text{tr} \hat{H}E_{4}^{np}(\beta) \]
\[ - \partial^{-}(\alpha_{np}) \nabla \text{tr} \hat{H} \cdot \alpha_{np} - \hat{H} \cdot \nabla \alpha_{np} + \text{tr} F_{3}(\alpha_{np}) \]

\[ E_{4}^{np4}(\beta) = \mathcal{D}_{4}E_{4}^{np}(\beta) + \partial^{+}(\beta_{4np}) \text{tr} \hat{H}E_{4}^{np}(\beta) \]
\[ - \partial^{+}(\alpha_{np}) \nabla \text{tr} \hat{H} \cdot \alpha_{np} - \hat{H} \cdot \nabla \alpha_{np} + \text{tr} F_{4}(\alpha_{np}) \]

\[ \text{(103)} \]

and in addition

\[ \mathcal{L}_{\Omega_{1}}^{m}(\beta_{3n_{1}}) = \nabla \mathcal{L}_{\Omega_{1}n_{1}}^{m} + \nabla \mathcal{L}_{\Omega_{1}n_{1}}^{m} + E_{3}^{n_{1}m_{1}}(\beta_{3n_{1}}) \]
\[ \mathcal{L}_{\Omega_{2}}^{m}(\beta_{4n_{1}}) = df \mathcal{L}_{\Omega_{1}n_{1}}^{m} + E_{4}^{n_{1}m_{1}}(\beta_{4n_{1}}) \]

\[ \text{(104)} \]

For \[ \rho \]

\[ \rho_{3n_{1}} = -df \mathcal{L}_{\Omega_{1}n_{1}}^{m} + E_{3}^{n_{1}m_{1}}(\beta) \]
\[ \rho_{4n_{1}} = df \mathcal{L}_{\Omega_{1}n_{1}}^{m} + E_{4}^{n_{1}m_{1}}(\beta) \]

\[ \text{(106), (107)} \]

\[ E_{3}^{np3}(\rho) = \mathcal{D}_{3}E_{3}^{np}(\rho) + \partial^{-}(\rho_{3np}) \text{tr} \hat{H}E_{3}^{np}(\rho) - \text{tr} F_{3}(\beta_{np}) \]
\[ + \partial^{-}(\beta_{np}) \beta_{np} \cdot \nabla \text{tr} \hat{H} + \hat{H} \cdot \nabla \beta_{np} \]

\[ E_{3}^{np4}(\rho) = \mathcal{D}_{4}E_{3}^{np}(\rho) + \partial^{+}(\rho_{3np}) \text{tr} \hat{H}E_{3}^{np}(\rho) - \text{tr} F_{3}(\beta_{np}) \]
\[ + \partial^{+}(\beta_{np}) \beta_{np} \cdot \nabla \text{tr} \hat{H} + \hat{H} \cdot \nabla \beta_{np} \]

\[ E_{4}^{np3}(\rho) = \mathcal{D}_{3}E_{4}^{np}(\rho) + \partial^{-}(\rho_{4np}) \text{tr} \hat{H}E_{4}^{np}(\rho) + \text{tr} F_{3}(\beta_{np}) \]
\[ - \partial^{-}(\beta_{np}) \beta_{np} \cdot \nabla \text{tr} \hat{H} - \hat{H} \cdot \nabla \beta_{np} \]

\[ E_{4}^{np4}(\rho) = \mathcal{D}_{4}E_{4}^{np}(\rho) + \partial^{+}(\rho_{4np}) \text{tr} \hat{H}E_{4}^{np}(\rho) - \text{tr} F_{4}(\beta_{np}) \]
\[ + \partial^{+}(\beta_{np}) \beta_{np} \cdot \nabla \text{tr} \hat{H} - \hat{H} \cdot \nabla \beta_{np} \]

\[ \text{(108)} \]

and in addition

\[ \mathcal{L}_{\Omega_{1}}^{m}(\beta_{3n_{l}}) = -df \mathcal{L}_{\Omega_{1}n_{l}}^{m} + E_{3}^{n_{1}m_{1}}(\rho) \]
\[ \mathcal{L}_{\Omega_{2}}^{m}(\beta_{4n_{l}}) = df \mathcal{L}_{\Omega_{1}n_{l}}^{m} + E_{4}^{n_{1}m_{1}}(\rho) \]

\[ \text{(109)} \]

\[ E_{3}^{n_{1}m_{1}}(\rho) = \mathcal{L}_{\Omega_{1}}^{m}(E_{3}^{n_{1}m_{1}}(\rho)) - [-df \mathcal{L}_{\Omega_{1}}^{m}] \mathcal{L}_{\Omega_{1}n_{l}}^{m}(\beta_{n_{l}}) \]
\[ E_{4}^{n_{1}m_{1}}(\rho) = \mathcal{L}_{\Omega_{1}}^{m}(E_{4}^{n_{1}m_{1}}(\rho)) - [-df \mathcal{L}_{\Omega_{1}}^{m}] \mathcal{L}_{\Omega_{1}n_{l}}^{m}(\beta_{n_{l}}) \]

\[ \text{(110)} \]
For \( \sigma \)

\[
\begin{align*}
\sigma_{3ni} &= -\text{cylr} \beta_{3ni} + E_{3i}^{n} (\sigma) \\
\sigma_{4ni} &= -\text{cylr} \beta_{4ni} + E_{4i}^{n} (\sigma)
\end{align*}
\]  
(111)
(112)

\[
\begin{align*}
E_{3i}^{n} (\sigma) &= \mathcal{D}_{3i} E_{3i}^{n} (\sigma) + \vartheta^{-} (\sigma_{3ni}) \text{tr} \mathbb{H} E_{3i}^{n} (\sigma) - \text{tr} F_{3} \left( \beta_{3np} \right) \\
&\quad - \vartheta^{-} \left( \beta_{3np} \right) \cdot \nabla \text{tr} \mathbb{H} - \tilde{\mathbb{H}} \cdot \nabla \star \beta_{3np} \\
E_{3i}^{p} (\sigma) &= \mathcal{D}_{4i} E_{3i}^{p} (\sigma) + \vartheta^{+} (\sigma_{3ni}) \text{tr} \mathbb{H} E_{3i}^{p} (\sigma) - \text{tr} F_{4} \left( \beta_{3np} \right) \\
&\quad - \vartheta^{+} \left( \beta_{3np} \right) \cdot \nabla \text{tr} \mathbb{H} - \tilde{\mathbb{H}} \cdot \nabla \star \beta_{3np} \\
E_{4i}^{m} (\sigma) &= \mathcal{D}_{3i} E_{4i}^{m} (\sigma) + \vartheta^{-} (\sigma_{4ni}) \text{tr} \mathbb{H} E_{4i}^{m} (\sigma) - \text{tr} F_{3} \left( \beta_{4np} \right) \\
&\quad + \vartheta^{+} (\beta_{4np}) \cdot \nabla \text{tr} \mathbb{H} + \tilde{\mathbb{H}} \cdot \nabla \star \beta_{4np} \\
E_{4i}^{p} (\sigma) &= \mathcal{D}_{4i} E_{4i}^{p} (\sigma) + \vartheta^{+} (\sigma_{4ni}) \text{tr} \mathbb{H} E_{4i}^{p} (\sigma) - \text{tr} F_{4} \left( \beta_{4np} \right) \\
&\quad + \vartheta^{+} (\beta_{4np}) \cdot \nabla \text{tr} \mathbb{H} + \tilde{\mathbb{H}} \cdot \nabla \star \beta_{4np}
\end{align*}
\]
(113)

\[
\begin{align*}
\mathcal{L}_{i}^{m} \sigma_{3ni} &= -\text{cylr} \mathcal{L}_{i}^{m} \beta_{3ni} + E_{3i}^{m} (\sigma) \\
\mathcal{L}_{i}^{m} \sigma_{4ni} &= -\text{cylr} \mathcal{L}_{i}^{m} \beta_{4ni} + E_{4i}^{m} (\sigma)
\end{align*}
\]  
(114)

\[
\begin{align*}
E_{3i}^{m} (\sigma) &= \mathcal{L}_{i} \left( E_{3i}^{m} (\sigma) \right) - \text{cylr} \mathcal{L}_{i} \left( \mathcal{L}_{i}^{m} \beta_{ni} \right) \\
E_{4i}^{m} (\sigma) &= \mathcal{L}_{i} \left( E_{4i}^{m} (\sigma) \right) - \text{cylr} \mathcal{L}_{i} \left( \mathcal{L}_{i}^{m} \beta_{ni} \right)
\end{align*}
\]
(115)

For \( \beta \)

\[
\begin{align*}
\beta_{3ni} &= -\text{d} \mathfrak{v}_{\mathfrak{u}m} + E_{3i}^{n} (\beta) \\
\beta_{4ni} &= -\nabla \rho_{ni} - \star \nabla \sigma_{ni} + E_{4i}^{n} (\beta)
\end{align*}
\]  
(116)
(117)

\[
\begin{align*}
E_{3i}^{n} (\beta) &= \mathcal{D}_{3i} E_{3i}^{n} (\beta) + \vartheta^{-} \left( \beta_{3np} \right) \text{tr} \mathbb{H} E_{3i}^{n} (\beta) - \text{tr} F_{3} \left( \omega_{np} \right) \\
&\quad + \vartheta^{-} \left( \omega_{np} \right) \nabla \text{tr} \mathbb{H} \cdot \omega_{np} + \tilde{\mathbb{H}} \cdot \nabla \omega_{np} \\
E_{3i}^{p} (\beta) &= \mathcal{D}_{4i} E_{3i}^{p} (\beta) + \vartheta^{+} \left( \beta_{3np} \right) \text{tr} \mathbb{H} E_{3i}^{p} (\beta) - \text{tr} F_{4} \left( \omega_{np} \right) \\
&\quad + \vartheta^{+} \left( \omega_{np} \right) \nabla \text{tr} \mathbb{H} \cdot \omega_{np} + \tilde{\mathbb{H}} \cdot \nabla \omega_{np} \\
E_{4i}^{n} (\beta) &= \mathcal{D}_{3i} E_{4i}^{n} (\beta) + \vartheta^{+} \left( \beta_{4np} \right) \text{tr} \mathbb{H} E_{4i}^{n} (\beta) - F_{3} (\rho_{np}) - \star F_{3} \left( \sigma_{np} \right) \\
&\quad + \vartheta^{-} \left( \rho_{np} \right) \rho_{np} \nabla \text{tr} \mathbb{H} - \vartheta^{-} \left( \sigma_{np} \right) \sigma_{np} * \nabla \text{tr} \mathbb{H} - \tilde{\mathbb{H}} \cdot \nabla \rho_{np} - \star \tilde{\mathbb{H}} \cdot \nabla \sigma_{np} \\
E_{4i}^{p} (\beta) &= \mathcal{D}_{4i} E_{4i}^{p} (\beta) + \vartheta^{+} \left( \beta_{4np} \right) \text{tr} \mathbb{H} E_{4i}^{p} (\beta) + \vartheta^{+} \left( \rho_{np} \right) \rho_{np} \nabla \text{tr} \mathbb{H} \\
&\quad - \vartheta^{+} \left( \sigma_{np} \right) \sigma_{np} * \nabla \text{tr} \mathbb{H} - \tilde{\mathbb{H}} \cdot \nabla \rho_{np} - \star \tilde{\mathbb{H}} \cdot \nabla \sigma_{np}
\end{align*}
\]
\[ \mathcal{L}_{\alpha}^{\beta} = -d\nu \mathcal{L}_{\alpha}^{\beta} + E_{4}^{m} (\alpha) \]  

(118)

\[ \mathcal{L}_{\alpha}^{\beta} = -\nabla\mathcal{L}_{\alpha}^{\beta} + *\nabla \mathcal{L}_{\alpha}^{\beta} + E_{4}^{m} (\alpha) \]  

(119)

\[ E_{3}^{m} (\beta) = \mathcal{L}_{\alpha}^{\beta} \left( E_{3}^{m} (\beta) \right) + \left[ d\nu, \mathcal{L}_{\alpha}^{\beta} \right] - \mathcal{L}_{\alpha}^{\beta} \]  

(120)

\[ E_{4}^{m} (\beta) = \mathcal{L}_{\alpha}^{\beta} \left( E_{4}^{m} (\beta) \right) + \left[ \mathcal{P}, \mathcal{L}_{\alpha}^{\beta} \right] - \mathcal{L}_{\alpha}^{\beta} (\rho, \sigma) \]  

(121)

For \( \alpha \)

\[ \alpha_{4ni} = 2\mathcal{P}_{2}^{*} \mathcal{B}_{n} + E_{4}^{ni} (\alpha) \]  

(122)

\[ E_{4}^{ni} (\alpha) = \mathcal{P}_{4} E_{4}^{ni} (\alpha) + \mathcal{P}^{-} (\alpha_{4ni}) \text{tr} \mathcal{H} E_{4}^{ni} (\alpha) \]  

\[ + \mathcal{P}^{-} \left( \mathcal{B}_{n} \right) \mathcal{H} (\mathcal{H} \mathcal{B}_{n} + \mathcal{H} d\nu \mathcal{B}_{n} - 2s \left( F_{4} \mathcal{B}_{n} \right) ) \]  

(123)

\[ E_{4}^{ni} (\alpha) = \mathcal{P}_{4} E_{4}^{ni} (\alpha) + \mathcal{P}^{+} (\alpha_{4ni}) \text{tr} \mathcal{H} E_{4}^{ni} (\alpha) \]  

\[ + \mathcal{P}^{+} (\mathcal{B}_{n}) \mathcal{H} (\mathcal{H} \mathcal{B}_{n} + \mathcal{H} d\nu \mathcal{B}_{n} - 2s \left( F_{4} \mathcal{B}_{n} \right) ) \]  

(123)

For \( \alpha \)

\[ \mathcal{L}_{\alpha}^{\beta} = \mathcal{L}_{\alpha}^{\beta} \left( E_{4}^{m} (\beta) \right) + \left[ \mathcal{P}, \mathcal{L}_{\alpha}^{\beta} \right] - \mathcal{L}_{\alpha}^{\beta} \]  

(124)

3.5 More commutation formulae

The commuted Bianchi equations in the last section are not yet of the form most useful for the multiplier estimates. The point is that we would like to write the left hand side of (99) as \( (\alpha_{ni})^{3} \), so that the equation becomes an honest inhomogeneous Bianchi equation for the components \( \alpha_{ni} \) and \( \beta_{ni} \). Of course, this simply means to pushing the 3 trough the \( n_{i} \).

Let \( u \) be any curvature component, \( n_{i} \) a tuple of 3's and 4's and \( a, b \in \{3, 4\} \).

We define the commutator

\[ C_{ab} [u_{ni}] = u_{abn} - u_{anb} \]  

(124)

Note that we can write both

\[ u_{3n4} = u_{34n} - C_{34} [u_{ni}] \]  

and \[ u_{3n4} = u_{43n} - C_{34} [u_{ni}] + [u_{34} - u_{43}]_{n} \] .

Let us agree on the following convention: If the Bianchi equation for \( u_{3n4} \) is derived using \( u_{43n} \), of the previous section, the resulting error-term will be denoted with a tilde. On the other hand, if the equation for \( u_{3n4} \) is derived using the Bianchi equation for \( u_{43n} \), the error-term will acquire a hat. For the Bianchi equations for \( u_{3n4} \) and \( u_{4n1} \) there is no ambiguity, as they are derived using \( u_{3n4} \) and \( u_{4n1} \) respectively. In this case, the error-term is also denoted with a tilde. For instance, for \( \beta \):

\[ \beta_{n13} = -d\nu \mathcal{B}_{3n} + \tilde{E}_{3}^{n1} (\beta) \]  

(125)
\( \beta_{3n4} = -d\nu_{\alpha3ni} + \hat{E}^{4ni}_3(\beta), \quad \hat{E}^{4ni}_3(\beta) = E^{4ni}_3(\beta) - C_{34} \left[ \hat{\beta}_{ni} \right] \) \quad (126)

\( \beta_{4n3} = -\hat{\Phi}_1^i(\rho, \sigma)_{3ni} + \hat{E}^{3ni}_4(\beta), \quad \hat{E}^{3ni}_4(\beta) = E^{3ni}_4(\beta) - C_{43} \left[ \hat{\beta}_{ni} \right] \) \quad (127)

\( \beta_{4n4} = \Phi_i(\rho, \sigma)_{4ni} + \hat{E}^{4ni}_4(\beta), \quad \hat{E}^{4ni}_4(\beta) = E^{4ni}_4(\beta) - C_{44} \left[ \hat{\beta}_{ni} \right] \) \quad (128)

On the other hand, we could write

\[
\beta_{3n4} = \Phi_i(\rho, \sigma)_{3ni} + \hat{E}^{3ni}_4(\beta), \quad \hat{E}^{3ni}_4(\beta) = E^{3ni}_4(\beta) + \left[ \beta_{34} - \beta_{43} \right]_{ni} - C_{34} \left[ \hat{\beta}_{ni} \right]
\]

\[
\beta_{4n3} = -d\nu_{\alpha3ni} + \hat{E}^{4ni}_3(\beta), \quad \hat{E}^{4ni}_3(\beta) = E^{4ni}_3(\beta) + \left[ \beta_{34} - \beta_{43} \right]_{ni} - C_{43} \left[ \hat{\beta}_{ni} \right]
\]

The formulae for the other components are easily derived. We also collect the following formulae

\[
\alpha_{43ni} = \alpha_{34ni} + \left[ \alpha \left[ \vartheta^+ (\alpha) \Phi_4 \text{tr} H - \vartheta^- (\alpha) \Phi_3 \text{tr} H \right] + F_{34} (\alpha) \right]_{ni}
\]

\[
\beta_{43ni} = \beta_{34ni} + \left[ \beta \left[ \vartheta^+ (\beta) \Phi_3 \text{tr} H - \vartheta^- (\beta) \Phi_4 \text{tr} H \right] + F_{43} (\beta) \right]_{ni}
\]

\[
\rho_{43ni} = \rho_{34ni} + \left[ \rho \left[ \vartheta^+ (\rho) \Phi_4 \text{tr} H - \vartheta^- (\rho) \Phi_4 \text{tr} H \right] + F_{43} (\rho) \right]_{ni}
\]

\[
\sigma_{43ni} = \sigma_{34ni} + \left[ \sigma \left[ \vartheta^+ (\sigma) \Phi_3 \text{tr} H - \vartheta^- (\sigma) \Phi_4 \text{tr} H \right] + F_{43} (\sigma) \right]_{ni}
\]

\[
\beta_{34ni} = \beta_{34ni} + \left[ \beta \left[ -\vartheta^+ (\beta) \Phi_3 \text{tr} H + \vartheta^- (\beta) \Phi_4 \text{tr} H \right] + F_{43} (\beta) \right]_{ni}
\]

### 3.6 Commutation with angular momentum

We can commute the Bianchi equations for the quantities \( u_{3n4} \) etc. derived in the previous section with the \( \Omega_i \). In this way we obtain, for \( m \geq 0 \) (using the convention that \( \hat{E}^{ni\Omega^m_\alpha}_i (u) = \hat{E}^{ni}_i (u) \) and \( \hat{E}^{ni\Omega^m_\alpha}_i (u) = \hat{E}^{ni}_i (u) \)) the formulae

\[
\left( \mathcal{L}_{\Omega_i} \alpha_{4ni} \right)_3 = -2 \hat{\Phi}_2^* \left( \mathcal{L}^{m\alpha_{4ni}}_{\Omega_i} \hat{\Phi}_3^* \right) + \hat{E}^{4ni\Omega^m_\alpha}_3 (\alpha)
\]

\[
\hat{E}^{4ni\Omega^m_\alpha}_3 (\alpha) = \mathcal{L}_{\Omega_i} \left( \hat{E}^{4ni\Omega^{m-1}}_{\Omega_i} (\alpha) \right) + 2 \left[ \mathcal{L}^{m-1}_{\Omega_i} \alpha_{4ni} \right] \left( \mathcal{L}^{m-1}_{\Omega_i} \alpha_{4ni} \right)
\]

\[
- \left[ \mathcal{L}_{\Omega_i} \right] \left( \mathcal{L}^{m-1}_{\Omega_i} \alpha_{4ni} \right) - \vartheta^+ (\alpha_{4ni}) (\Omega_i \text{tr} H) \mathcal{L}^{m-1}_{\Omega_i} \alpha_{4ni}
\]

(137)
For $\beta$:

\[
\begin{align*}
(\mathcal{L}^m_{\Omega, \beta_{4ni}})_4 &= dfv (\mathcal{L}^m_{\Omega, \alpha_{4ni}}) + \tilde{E}^{4n_i}_{\Omega m} (\beta) \\
\tilde{E}^{4n_i}_{\Omega m} (\beta) &= \mathcal{L}_{\Omega, i} (\tilde{E}^{4n_i}_{\Omega m} (\beta)) + [dfv, \mathcal{L}_{\Omega, i}] (\mathcal{L}^{m-1}_{\Omega, \beta_{4ni}}) \\
- [\mathcal{V}_4, \mathcal{L}_{\Omega, i}] (\mathcal{L}^{m-1}_{\Omega, \beta_{4ni}}) - \partial^+ (\beta_{4ni}) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \beta_{4ni}} \\
&= (\mathcal{L}^m_{\Omega, \beta_{4ni}})_3 = \mathcal{V}_4^* (-\mathcal{L}^m_{\Omega, \rho_{4ni}}, \mathcal{L}^m_{\Omega, \sigma_{4ni}}) + \tilde{E}^{4n_i}_{\Omega m} (\beta)
\end{align*}
\]

(138)

For $\rho$ and $\sigma$

\[
\begin{align*}
(\mathcal{L}^m_{\Omega, \rho_{4ni}})_4 &= dfv (\mathcal{L}^m_{\Omega, \beta_{4ni}}) + \tilde{E}^{4n_i}_{\Omega m} (\rho) \\
\tilde{E}^{4n_i}_{\Omega m} (\rho) &= \mathcal{L}_{\Omega, i} (\tilde{E}^{4n_i}_{\Omega m} (\rho)) + [dfv, \mathcal{L}_{\Omega, i}] (\mathcal{L}^{m-1}_{\Omega, \beta_{4ni}}) \\
- [\mathcal{V}_4, \mathcal{L}_{\Omega, i}] (\mathcal{L}^{m-1}_{\Omega, \rho_{4ni}}) - \partial^+ (\rho_{4ni}) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \rho_{4ni}} \\
&= (\mathcal{L}^m_{\Omega, \rho_{4ni}})_3 = -c\text{curl} (\mathcal{L}^m_{\Omega, \beta_{4ni}}) + \tilde{E}^{4n_i}_{\Omega m} (\rho)
\end{align*}
\]

(140)

For $\sigma$

\[
\begin{align*}
(\mathcal{L}^m_{\Omega, \sigma_{4ni}})_4 &= -c\text{curl} (\mathcal{L}^m_{\Omega, \beta_{4ni}}) + \tilde{E}^{4n_i}_{\Omega m} (\sigma) \\
\tilde{E}^{4n_i}_{\Omega m} (\sigma) &= \mathcal{L}_{\Omega, i} (\tilde{E}^{4n_i}_{\Omega m} (\sigma)) + [-c\text{curl}, \mathcal{L}_{\Omega, i}] (\mathcal{L}^{m-1}_{\Omega, \beta_{4ni}}) \\
- [\mathcal{V}_4, \mathcal{L}_{\Omega, i}] (\mathcal{L}^{m-1}_{\Omega, \sigma_{4ni}}) - \partial^+ (\sigma_{4ni}) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \sigma_{4ni}} \\
&= (\mathcal{L}^m_{\Omega, \sigma_{4ni}})_3 = -c\text{curl} (\mathcal{L}^m_{\Omega, \beta_{4ni}}) + \tilde{E}^{4n_i}_{\Omega m} (\sigma)
\end{align*}
\]

(141)

For $\bar{\beta}$

\[
\begin{align*}
(\mathcal{L}^m_{\Omega, \bar{\beta}_{4ni}})_4 &= \mathcal{V}_4^* (\mathcal{L}^m_{\Omega, \rho_{4ni}}, \mathcal{L}^m_{\Omega, \sigma_{4ni}}) + \tilde{E}^{4n_i}_{\Omega m} (\bar{\beta}) \\
\tilde{E}^{4n_i}_{\Omega m} (\bar{\beta}) &= \mathcal{L}_{\Omega, i} (\tilde{E}^{4n_i}_{\Omega m} (\bar{\beta})) + [dfv, \mathcal{L}_{\Omega, i}] (\mathcal{L}^{m-1}_{\Omega, \rho_{4ni}}, \mathcal{L}^{m-1}_{\sigma_{4ni}}) \\
- [\mathcal{V}_4, \mathcal{L}_{\Omega, i}] (\mathcal{L}^{m-1}_{\Omega, \bar{\beta}_{4ni}}) - \partial^+ (\bar{\beta}_{4ni}) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \bar{\beta}_{4ni}} \\
&= (\mathcal{L}^m_{\Omega, \bar{\beta}_{4ni}})_3 = \mathcal{V}_4^* (\mathcal{L}^m_{\Omega, \rho_{4ni}}, \mathcal{L}^m_{\Omega, \sigma_{4ni}}) + \tilde{E}^{4n_i}_{\Omega m} (\bar{\beta})
\end{align*}
\]

(146)
\[
\begin{align*}
\mathcal{L}^m_{\Omega, \beta_{n_{m}}} &= -d\nu \left( \mathcal{L}^m_{\Omega, \alpha_{n_{m}}} \right) + \tilde{\mathcal{E}}^{3n_{m}}(\beta) \\
\tilde{\mathcal{E}}^{3n_{m}}(\beta) &= \mathcal{L}_{\Omega_i} \left( \tilde{\mathcal{E}}^{3n_{m}}(\beta) \right) + \left[ -d\nu, \mathcal{L}_{\Omega_i} \right] \left( \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \right) \\
&\quad - [\mathcal{D}_{\beta_3}, \mathcal{L}_{\Omega_i}] \left( \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \right) - \vartheta^{-} \left( \beta_{n_{m}} \right) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \\
\left( \mathcal{L}^m_{\Omega, \beta_{n_{m}}} \right)_4 &= -d\nu \left( \mathcal{L}^m_{\Omega, \alpha_{n_{m}}} \right) + \tilde{\mathcal{E}}^{3n_{m}}(\beta) \\
\tilde{\mathcal{E}}^{3n_{m}}(\beta) &= \mathcal{L}_{\Omega_i} \left( \tilde{\mathcal{E}}^{3n_{m}}(\beta) \right) + \left[ -d\nu, \mathcal{L}_{\Omega_i} \right] \left( \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \right) \\
&\quad - [\mathcal{D}_{\beta_4}, \mathcal{L}_{\Omega_i}] \left( \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \right) - \vartheta^{+} \left( \beta_{n_{m}} \right) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \\
\left( \mathcal{L}^m_{\Omega, \beta_{n_{m}}} \right)_3 &= -d\nu \left( \mathcal{L}^m_{\Omega, \alpha_{n_{m}}} \right) + \tilde{\mathcal{E}}^{3n_{m}}(\beta) \\
\tilde{\mathcal{E}}^{3n_{m}}(\beta) &= \mathcal{L}_{\Omega_i} \left( \tilde{\mathcal{E}}^{3n_{m}}(\beta) \right) + \left[ -d\nu, \mathcal{L}_{\Omega_i} \right] \left( \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \right) \\
&\quad - [\mathcal{D}_{\beta_3}, \mathcal{L}_{\Omega_i}] \left( \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \right) - \vartheta^{-} \left( \beta_{n_{m}} \right) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \\
\left( \mathcal{L}^m_{\Omega, \alpha_{n_{m}}} \right)_4 &= 2\varphi_{\beta} \left( \mathcal{L}^m_{\Omega, \beta_{n_{m}}} \right) + \tilde{\mathcal{E}}^{3n_{m}}(\alpha) \\
\tilde{\mathcal{E}}^{3n_{m}}(\alpha) &= \mathcal{L}_{\Omega_i} \left( \tilde{\mathcal{E}}^{3n_{m}}(\alpha) \right) + 2 \left[ \mathcal{D}_{\varphi_{\beta}}, \mathcal{L}_{\Omega_i} \right] \left( \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \right) \\
&\quad - [\mathcal{D}_{\beta_3}, \mathcal{L}_{\Omega_i}] \left( \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \right) - \vartheta^{+} \left( \alpha_{n_{m}} \right) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \\
\left( \mathcal{L}^m_{\Omega, \alpha_{n_{m}}} \right)_3 &= 2\varphi_{\beta} \left( \mathcal{L}^m_{\Omega, \beta_{n_{m}}} \right) + \tilde{\mathcal{E}}^{3n_{m}}(\alpha) \\
\tilde{\mathcal{E}}^{3n_{m}}(\alpha) &= \mathcal{L}_{\Omega_i} \left( \tilde{\mathcal{E}}^{3n_{m}}(\alpha) \right) + 2 \left[ \mathcal{D}_{\varphi_{\beta}}, \mathcal{L}_{\Omega_i} \right] \left( \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \right) \\
&\quad - [\mathcal{D}_{\beta_3}, \mathcal{L}_{\Omega_i}] \left( \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \right) - \vartheta^{-} \left( \alpha_{n_{m}} \right) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \\
\left( \mathcal{L}^m_{\Omega, \alpha_{n_{m}}} \right)_4 &= 2\varphi_{\beta} \left( \mathcal{L}^m_{\Omega, \beta_{n_{m}}} \right) + \tilde{\mathcal{E}}^{3n_{m}}(\alpha) \\
\tilde{\mathcal{E}}^{3n_{m}}(\alpha) &= \mathcal{L}_{\Omega_i} \left( \tilde{\mathcal{E}}^{3n_{m}}(\alpha) \right) + 2 \left[ \mathcal{D}_{\varphi_{\beta}}, \mathcal{L}_{\Omega_i} \right] \left( \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \right) \\
&\quad - [\mathcal{D}_{\beta_3}, \mathcal{L}_{\Omega_i}] \left( \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \right) - \vartheta^{+} \left( \alpha_{n_{m}} \right) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \\
\tilde{\mathcal{E}}^{3n_{m}}(\alpha) &= \mathcal{L}_{\Omega_i} \left( \tilde{\mathcal{E}}^{3n_{m}}(\alpha) \right) + 2 \left[ \mathcal{D}_{\varphi_{\beta}}, \mathcal{L}_{\Omega_i} \right] \left( \mathcal{L}^{m-1}_{\Omega_i, \beta_{n_{m}}} \right) \\
&\quad - [\mathcal{D}_{\beta_3}, \mathcal{L}_{\Omega_i}] \left( \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \right) - \vartheta^{-} \left( \alpha_{n_{m}} \right) (\Omega_i tr H) \mathcal{L}^{m-1}_{\Omega_i, \alpha_{n_{m}}} \\
\end{align*}
\]
3.7 Commutation properties for null decomposition and Lie-derivatives

We also need to relate estimates for the null components of the Weyl-field $\hat{\mathcal{L}}_TW$ to “slashed” derivatives of the null-curvature components. This relation is easily inferred from Proposition 7.3.1 of [8]:

Lemma 3.8. Let $u$ be any null-component of a Weyl-tensor $W$. Then

$$u \left( \hat{\mathcal{L}}_T W \right) \equiv \hat{\mathcal{L}}_Tu$$

where $\equiv$ denotes equality up to lower order terms of the form

$$\left( \alpha, \alpha, \beta, \beta, \rho, \sigma \right) \cdot \left( \text{decaying RRC, } (T)\pi \right).$$

Moreover, if $\text{tr}(T)\pi = 0$ (as is assumed in the context of the ultimately Schwarz-schildean assumption), the $\rho$-term is absent and the lower order terms are quadratically decaying.

3.8 Null components of the Bel-Robinson tensor

We collect the components of the Bel-Robinson tensor in the null-frame:

$$Q_{3333} = 2|\alpha|^2,$$

$$Q_{3334} = 4|\beta|^2,$$

$$Q_{3444} = 4|\beta|^2,$$

$$Q_{3344} = 4 \left( \rho^2 + \sigma^2 \right),$$

$$Q_{4444} = 4 \alpha_{AB} \beta_B,$$

$$Q_{3334} = 4 \rho \beta_A - 4 \sigma^* \beta_A,$$

$$Q_{4444} = 4 \rho \beta_A - 4 \sigma^* \beta_A,$$

$$Q_{AB44} = 2 \delta_{AB} |\beta|^2 + 2 \rho \alpha_{AB} - 2 \sigma^* \alpha_{AB},$$

$$Q_{AB33} = 2 \delta_{AB} |\beta|^2 + 2 \rho \alpha_{AB} + 2 \sigma^* \alpha_{AB},$$

$$Q_{AB34} = 2 \left( \delta_{AB} \beta \cdot \beta - \beta_A \beta_B - \beta_B \beta_A \right) + 2 \delta_{AB} \left( \rho^2 + \sigma^2 \right).$$

3.9 The null-structure equations

We collect the null structure equations (Proposition 7.4.1 of [8]).

$$\psi_3 \hat{H} = + \text{tr} \hat{H} \hat{H} = -2 \mathcal{D}_2 Y - 2 \Omega \hat{H} + \left( (Z + Z - 2V) \hat{\otimes} \hat{Y} \right) - \alpha$$ (158)

$$\psi_3 \left( \text{tr} \hat{H} \right) + \frac{1}{2} \left( \text{tr} \hat{H} \right)^2 = 2 d Y \cdot \text{tr} \hat{H} + 2 Y \cdot \left( Z + Z - 2V \right) - \hat{H} \cdot \hat{H}$$ (159)

$$c^i r l Y = Y \wedge (Z + Z - 2V)$$ (160)

$$\mathcal{D}_4 \hat{H} + \text{tr} \hat{H} \hat{H} = -2 \mathcal{D}_3 Z + 2 \Omega \hat{H} - \frac{1}{2} \text{tr} \hat{H} \hat{H} + \left( Y \hat{\otimes} Y \right) + \left( Z \hat{\otimes} Z \right)$$ (161)
\[
\begin{align*}
\mathcal{D}_4 (tr H) + \frac{1}{2} tr H (tr H) \\
= 2 d v Z + 2 \Omega tr H - \hat{H} \cdot \hat{H} + 2 (Y \cdot \underline{Y} + Z \cdot \underline{Z}) + 2 \rho 
\end{align*}
\] (162)

\[
\text{curl} Z = \frac{1}{2} \hat{H} \wedge \hat{H} - Y \wedge Y - \sigma 
\] (163)

\[
(d d v H)_A - V_B H_{AB} = \nabla_A tr H - V_A tr H + \beta_A 
\] (164)

\[
(d d v H)_A + V_B H_{AB} = \nabla_A tr H + V_A tr H + \beta_A 
\] (165)

\[
K = -\frac{1}{4} tr H tr H + \frac{1}{2} \hat{H} \cdot \hat{H} - \rho 
\] (166)

\[
\begin{align*}
\mathcal{D}_3 V_A &= -2 \nabla_A \Omega - H_{AB} (V_B + Z_B) + 2 \Omega (V_A - Z_A) + H_{AB} Y_B + 2 \Omega Y_A - \beta_A \\
\mathcal{D}_4 V_A &= 2 \nabla_A \Omega - H_{AB} (-V_B + Z_B) + 2 \Omega (V_A + Z_A) - H_{AB} Y_B - 2 \Omega Y_A - \beta_A 
\end{align*}
\] (167)

\[
\begin{align*}
\mathcal{D}_3 \hat{H} + \frac{1}{2} tr H \hat{H} &= -2 \mathcal{D}_2^* Z + 2 \Omega \hat{H} - \frac{1}{2} tr H \hat{H} + (Y \otimes Y) + (Z \otimes Z) \\
\mathcal{D}_4 (tr H) + \frac{1}{2} (tr H) tr H &= \\
2 d v Z + 2 \Omega (tr H) - \hat{H} \cdot \hat{H} + 2 (Y \cdot \underline{Y} + Z \cdot \underline{Z}) + 2 \rho \\
\mathcal{D}_4 \hat{H} + tr H \hat{H} &= -2 \mathcal{D}_2^* Y - 2 \Omega \hat{H} + ((Z + Z + 2V) \otimes Y) - \alpha \\
\mathcal{D}_4 (tr H) + \frac{1}{2} (tr H)^2 &= 2 d v Y - 2 \Omega tr H + 2 Y \cdot (Z + \underline{Z} + 2V) - \hat{H} \cdot \hat{H} 
\end{align*}
\] (170)

\[
\begin{align*}
\mathcal{D}_3 Y_A - \mathcal{D}_3 Z_A &= 4 \Omega Y_A + H_{AB} (Z_B - Z_B) - \beta_A \\
\mathcal{D}_3 Y_A - \mathcal{D}_4 Z_A &= 4 \Omega Y_A + H_{AB} (Z_B - Z_B) + \beta_A \\
\mathcal{D}_3 \Omega + \mathcal{D}_3 \Omega &= Y \cdot \underline{Y} + V \cdot (Z - \underline{Z}) - Z \cdot \underline{Z} + 4 \Omega + \rho 
\end{align*}
\] (173-175)
4 The energies

We define the following energies for $W$:

\[
\|W\|^2 := \|\alpha\|^2 + \|\beta\|^2 + |\rho|^2 + |\sigma|^2 .
\]  
(176)

\[
\|\tilde{W}\|^2 := \|\alpha\|^2 + |\rho - \bar{\rho}|^2 + |\sigma|^2 .
\]  
(177)

Recall $\mathcal{D} = \{ \mathcal{D}_3, \mathcal{D}_4, \mathcal{D}_5 \}$. We define the higher order norms

\[
\|D^k \tilde{W}\|^2 := \|D^k \alpha\|^2 + \|D^k \beta\|^2 + \|\hat{\rho}, \sigma\|^2 + \|D^k (\rho - \bar{\rho})\|^2 + |D^k \sigma|^2,
\]  
(178)

where $D^k$ denotes any $k$-tupel of operators from $\mathcal{D}$. We avoid ambiguities regarding the ordering of derivatives by understanding the definition as including all permutations of the $k$ derivatives applied.

4.1 The master energies

We define the zeroth order energies

\[
E^0_{(0,p_2,p_3,p_4,p_5,0)} [W] (\tilde{\Sigma}_r) = \int_{\tilde{\Sigma}_r \cap \{ r \leq R \}} \|\tilde{W}\|^2 + \int_{N_{out}(S^2_{r,R})} d\nu d\omega \left[ r^{p_2} \|\alpha\|^2 + r^{p_3} \|\beta\|^2 + r^{p_4} \|\hat{\rho}\|^2 + r^{p_5} \|\sigma\|^2 \right],
\]  
(179)

\[
E^0_{(0,0,p_3,p_4,p_5,p_6)} [W] (T^2_{\tau_1}) = \int_{\tau_r^{\tau_1}} d\nu d\omega \left[ r^{p_3} \|\beta\|^2 + r^{p_4} \|\hat{\rho}\|^2 + r^{p_5} \|\sigma\|^2 + r^{p_6} \|\alpha\|^2 \right]
\]  
(180)

and weighted spacetime energy

\[
\tilde{E}^0_{(0,p_2,p_3,p_4,p_5,p_6,0)} [W] (\tilde{\mathcal{M}} (\tau_1, \tau_2)) = \int_{\tilde{\mathcal{M}}(\tau_1, \tau_2)} dt^* d\nu d\omega \left[ r^{p_2} \|\alpha\|^2 + r^{p_3} \|\beta\|^2 + r^{p_4} \|\hat{\rho}\|^2 + r^{p_5} \|\sigma\|^2 + r^{p_6} \|\alpha\|^2 \right].
\]  
(181)

These energies should be understood as capturing the characteristic decay in $r$ of the curvature components familiar from the stability of Minkowski space. Which tuples of $p$ are admissible will be discussed in section 4.2.

Recalling the notation (83) we define the following $n^{th}$-order weighted ener-
gies on the slices $\Sigma_r \ (n \geq 1)$:

$$
\mathbb{E}_n^{p_1,\ldots,p_5} [W] \left( \tilde{\Sigma}_r \right) = \int_{\Sigma_r \cap \{ r \leq R \}} \| D^n \tilde{W} \|^2 + \sum_{k_1+k_2+k_3=n-1} \int_{N_{\epsilon,r}(\tilde{S}_r^2)} d\nu \cdot r^{2k_2+2k_3} \left[ r^{p_3} \| D_3^{k_1} D_4^{k_2} \nabla^{k_3} \alpha_4 \|^2 + r^{p_2} \| D_3^{k_1} D_4^{k_2} \nabla^{k_3} (\nabla \beta, \nabla \sigma) \|^2 + r^{p_1} \| D_3^{k_1} D_4^{k_2} \nabla^{k_3} (\beta_3, \nabla \rho, \nabla \sigma) \|^2 + r^{p_0} \| D_3^{k_1} D_4^{k_2} \nabla^{k_3} (\beta, \nabla \alpha) \|^2 \right] \quad (182)
$$

and the $n^{th}$ order weighted spacetime energies

$$
\mathbb{E}_n^{p_1,\ldots,p_5} [W] \left( \tilde{\mathcal{M}} \left( \tau_1, \tau_2 \right) \right) = \sum_{k_1+k_2+k_3=n-1} \int_{\mathcal{M} \left( \tau_1, \tau_2 \right)} dt \cdot r^{2k_2+2k_3} \left[ r^{p_3} \| D_3^{k_1} D_4^{k_2} \nabla^{k_3} (\nabla \beta, \nabla \sigma) \|^2 + r^{p_2} \| D_3^{k_1} D_4^{k_2} \nabla^{k_3} (\beta_3, \nabla \rho, \nabla \sigma) \|^2 + r^{p_1} \| D_3^{k_1} D_4^{k_2} \nabla^{k_3} (\beta, \nabla \alpha) \|^2 \right] \quad (183)
$$

with the weight $w_{\text{non-deg}} (r) = 1$ in the non-degenerate case and $w_{\text{deg}} = \frac{(r-3M)^2}{r^2}$ in the degenerate case.

**Remark 4.1.** It is apparent from these energies that in the asymptotic region differentiating by $D_4$ or $\nabla$ gains two powers of $r$. To avoid ambiguities in the ordering of the derivatives, the definition is understood as including all possible permutations of the derivatives applied. Such permutations only differ by lower order terms, as we shall see in detail later.
Remark 4.2. Note that because we are dealing with the characteristic energies, \( \alpha_4 \) is missing on \( \mathcal{I} \), while \( \alpha_5 \) is missing on \( N_{out} (S^2_{\tau, R}) \).

In addition, we define the summed energies

\[
\mathbb{E}_P^n [W] \left( \hat{\Sigma}_\tau \right) = \sum_{i=0}^{n} \mathbb{E}_P^i [W] \left( \hat{\Sigma}_\tau \right) \]

(185)

\[
\mathbb{T}_P^{(\text{non})deg} [W] \left( \hat{\mathcal{M}} (\tau_1, \tau_2) \right) = \sum_{i=0}^{n} \mathbb{T}_P^{(i)(\text{non})deg} [W] \left( \hat{\mathcal{M}} (\tau_1, \tau_2) \right)
\]

(186)

where \( P = (p^1_1, p^1_2, p^1_3, p^1_4, p^1_5, p^1_6, p^1_7) \) denotes an \((n+1) \times 7\) matrix encoding the decay at each order. These matrices are defined in the following section. For convenience, we also define the unweighted energies

\[
\mathbb{E}_P^n [W] \left( \hat{\Sigma}_\tau \right) = \sum_{i=0}^{n} \int_{\hat{\Sigma}_\tau} \|D^i \hat{W} \|^2 \quad \text{EXCEPT} \quad \| \hat{B}^n_3 \|_2 \quad \text{on} \quad N_{out}
\]

(187)

\[
\mathbb{T}_P^{(\text{non})deg} [W] \left( \hat{\mathcal{M}} (\tau_1, \tau_2) \right) = \sum_{i=0}^{n} \int_{\hat{\mathcal{M}}(\tau_1, \tau_2)} \frac{1}{p^{1+\delta}} w_i (\text{non})deg \|D^i \hat{W} \|^2
\]

(188)

Finally, for the horizon we define

\[
\mathbb{E}_P^n [W] \left( \mathcal{H} (\tau_1, \tau_2) \right) = \int_{\mathcal{H}(\tau_1, \tau_2)} dt^* d\omega \|D^i \hat{W} \|^2 \quad \text{EXCEPT} \quad \| \hat{B}^n_3 \|_2
\]

(189)

4.2 The decay matrices

We need some definitions:

Definition 4.3. We call a tuple \((0, p_2, p_3, p_4, p_5, 0, 0)\) boundary 0-admissible if all \( p_i \geq 2 \) and in addition

\[
2 < p_2 < 7 - \delta \quad , \quad p_3 \leq \min (6, p_2) \quad , \quad p_4 \leq \min (4, p_3) \quad , \quad p_5 \leq 2 .
\]

To a boundary 0-admissible tuple \( p \) we associate the bulk 0-admissible tuple

\[
\tilde{p} = (0, p_2 - 1, p_2 - 1, p_3 - 1, p_4 - 1, p_5 - 1, 0)
\]

(190)

in case that \( p_3 < 6 \), \( p_4 < 4 \) and \( p_2 < 2 \). In case that \( p_3 = 6 \) we replace \( p_3 - 1 = 5 \) by \( 5 - \delta \). In case that \( p_4 = 4 \) we replace \( p_4 - 1 = 3 \) by \( 3 - \delta \) and in case \( p_5 = 2 \) we replace \( p_5 - 1 = 1 \) by \( 1 - \delta \).

Definition 4.4. We call a tuple \((p_1, p_2, p_3, p_4, p_5, p_6, 0)\) boundary admissible if

\[
2 < p_1 \leq 10 - \delta \quad , \quad p_2 \leq \min (9 - \delta, p_1) \quad , \quad p_3 \leq \min (8 - \delta, p_2) \quad , \quad p_4 \leq \min (6, p_3) \quad , \quad p_5 \leq \min (4, p_4) \quad , \quad p_6 \leq 2 .
\]
or if it is equal to the tuple \((10-\delta, 9-\delta, 8, 6, 4, 2, 0)\). To a boundary admissible tuple we associate the bulk-admissible tuple
\[
\tilde{p} = (p_1 - 1, p_1 - 1, p_2 - 1, p_3 - 1, p_4 - 1, p_5 - 1, p_6 - 1)
\]
in case that \(p_3 < 8\), \(p_4 < 6\), \(p_5 < 4\) and \(p_6 < 2\) hold. In case that \(p_3 = 8\) we replace \(p_3 - 1 = 7\) by \(7 - \delta\). In case that \(p_4 = 6\) we replace \(p_4 - 1 = 5\) by \(5 - \delta\). In case that \(p_5 = 4\) we replace \(p_5 - 1 = 3\) by \(3 - \delta\) and in case \(p_6 = 2\) we replace \(p_6 - 1 = 1\) by \(1 - \delta\).

Finally, an \((n+1) \times 7\) matrix \(P\) is called boundary admissible, if its first line is a boundary 0-admissible tuple, and the remaining \(n\) lines consist of identical boundary admissible tuples. A boundary admissible matrix \(P\) has an associated bulk-admissible matrix \(\tilde{P}\): The \(n^\text{th}\) line of \(\tilde{P}\) is defined to be the bulk admissible tuple associated with the \(n^\text{th}\) line of \(P\).

We define the following \((n+1) \times 7\) boundary admissible decay-matrices:

\[
P_0 = \begin{pmatrix}
0 & 7-\delta & 6 & 4 & 2 & 0 & 0 \\
10-\delta & 9-\delta & 8 & 6 & 4 & 2 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix} \quad (191)
\]

\[
P_1 = \begin{pmatrix}
0 & 6-\delta & 6-\delta & 4 & 2 & 0 & 0 \\
9-\delta & 9-\delta & 8-\delta & 6 & 4 & 2 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix} \quad (192)
\]

\[
P_2 = \begin{pmatrix}
0 & 5-\delta & 5-\delta & 4 & 2 & 0 & 0 \\
8-\delta & 8-\delta & 8-\delta & 6 & 4 & 2 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix} \quad (193)
\]

\[
P_3 = \begin{pmatrix}
0 & 4-\delta & 4-\delta & 4-\delta & 2 & 0 & 0 \\
7-\delta & 7-\delta & 7-\delta & 6 & 4 & 2 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix} \quad (194)
\]

We will also need the auxiliary decay matrix
\[
P_p = \begin{pmatrix}
0 & 4 & 4 & 4 & 2 & 0 & 0 \\
6 & 6 & 6 & 6 & 4 & 2 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix} \quad (195)
\]

Note that the natural \(L^2\)-based energy for the curvature components would correspond to a matrix \(P\) in (185) with all non-zero entries equal to 2 and for which the weight \(r^{2k_2+2k_3}\) is dropped in (182).

We also define an ordering relation on these matrices. We will say \(P \leq Q\) if all entries of \(P\) are smaller or equal than that of \(Q\).

**Remark 4.5.** Note that the energy induced by a boundary admissible decay matrix with second line \((p_1, \ldots, p_6, 0)\) controls in particular the lowest order energy induced by a boundary 0-admissible tuple with first line \((0, p_2 - 2, \ldots, p_6 - 2, 0)\) in view of the Poincare inequality \(\int_{S^2} (f - \bar{f})^2 r^2 dA_{S^2} \leq cr^2 \int_{S^2} |\nabla f|^2 r^2 dA_{S^2}\). Cf. Lemma 10.5.

**Remark 4.6.** Applying Sobolev inequalities one can obtain the familiar characteristic pointwise decay in \(r\) of the curvature components from the boundedness of the \(\Xi_{P_0}^I[W]\) and \(\Xi_{P_0}^I[W]\) energies.
4.3 Auxiliary norms

Recall that we fixed $\delta = \frac{1}{100}$. For $\mathcal{W}$ a Weyl tensor and $\mathcal{U}$ a spacetime region

$$I^{(\text{non})deq}[\mathcal{W}] (\mathcal{U}) = \int_{\mathcal{U}} dt^* dr^2 d\omega w_{(\text{non})deq} (r) \left( \frac{1}{r^{1+\delta}} |\alpha|^2 + \frac{1}{r^{1+\delta}} |\beta|^2 + \frac{r^2}{r^{1+\delta}} |\gamma|^2 + \frac{r^2}{r^{1+\delta}} (|\rho|^2 + |\sigma|^2) \right) \quad (196)$$

$$E[\mathcal{W}] (\Sigma_{\tau}) = \int_{N_{\text{out}}(\tau, R)} r^2 dv d\omega \left( \|\alpha\|^2 + \|\beta\|^2 + \|\gamma\|^2 + |\rho|^2 + |\sigma|^2 \right)$$

$$\int_{\Sigma_{\tau} \cap \{ r \leq R \} } r^2 dv d\omega \left( \|\alpha\|^2 + \|\beta\|^2 + \|\gamma\|^2 + |\rho|^2 + |\sigma|^2 \right) \quad (197)$$

$$E[\mathcal{W}] (\mathcal{H}(\tau_1, \tau_2)) = \int_{\mathcal{H}(\tau_1, \tau_2)} dt^* r^2 d\omega \left( \|\alpha\|^2 + \|\beta\|^2 + \|\gamma\|^2 + |\rho|^2 + |\sigma|^2 \right)$$

Note that these energies are only expected to decay if $\mathcal{W}$ arose from commutation with an approximate Killing field.

In the context of the spin-reduction, it is convenient to introduce also certain weighted energies:

$$E_{\text{spin1}}[\mathcal{W}] (\Sigma_{\tau}) = \int_{N_{\text{out}}(\tau, R)} r^2 dv d\omega \left( \|\alpha\|^2 + \|\beta\|^2 + \|\gamma\|^2 + |\rho|^2 + |\sigma|^2 \right)$$

$$\int_{\Sigma_{\tau} \cap \{ r \leq R \} } r^2 dv d\omega \left( \|\alpha\|^2 + \|\beta\|^2 + \|\gamma\|^2 + |\rho|^2 + |\sigma|^2 \right)$$

which gives the components $\beta$, $\rho$, $\sigma$ an additional weight.\footnote{The reason that $\beta$ does not also have it is that $\beta$ will not appear weighted on the characteristic hypersurface $\mathcal{N}_{\text{out}}$. Cf. the spin reduction performed in section 11.1.} This additional weight has already been incorporated into the spacetime energy (196). For the spin 0-curvature components $\rho$ and $\sigma$, more precisely the renormalized quantities $\phi_n = \tilde{\rho} (L^n_\tau W) = r^3 \rho (L^n_\tau W) - 2M \delta_0^n$, $\psi_n = \tilde{\sigma} (L^n_\tau W) = r^3 \sigma (L^n_\tau W) + 2M \delta_0^n$ we define the energy

$$E[\mathcal{D}\phi_n] (\Sigma_{\tau}) = \int_{\Sigma_{\tau} \cap \{ r \leq R \} } dv d\omega \|\mathcal{D}\phi_n\|^2 + \int_{N_{\text{out}}(\Sigma_{\tau} \cap \{ r \leq R \} ) } dv d\omega \left[ |\mathcal{D}\phi_n|^2 + |\nabla \phi_n|^2 \right] \quad (198)$$

and

$$I_{\text{deg}}[\mathcal{D}\phi_n] (\mathcal{U}) = \int_{\mathcal{U}} dt^* dr d\omega \left[ \frac{(r - 3M)}{r^{1+\delta}} (T_\phi n)^2 + (\nabla \phi_n)^2 \right]$$

$$\chi_{(r \leq r_0)} \left[ \frac{1}{r^{1+\delta}} (\partial_r \phi_n)^2 + \frac{1}{r^{1+\delta}} (T_\phi n)^2 + \frac{\phi_n^2}{r^{3+\delta}} \right] \quad (199)$$

where $T_\phi = -pe_3 + qe_4$ is perpendicular to $T = pe_3 + qe_4$. Note that there is globally non-degenerate control of the $T_\phi$-derivative only. The analogous definitions are made for $\psi_n$ (replace $\phi_n$ by $\psi_n$ everywhere in the above).
4.4 Constants and Conventions

Recall that $\delta = \frac{1}{100}$ has already been fixed. Unless noted otherwise, $B$ ($b$) will denote a large (small) constant depending only on the mass $M$. If the constant depends on other values, it will typically be indexed by them, e.g. $B_h$ denotes a constant which also depends on $h$. The quantity $\epsilon$ is the ultimate source of smallness and arises from the closeness assumptions in the definition of ultimately Schwarzschildean. We use the usual algebra of constants $B \epsilon = \epsilon$, $B \cdot B = B$ etc.

5 The main theorems

Recall that the definition of an ultimately Schwarzschildean spacetime (Definition 2.1) depends on the choice of an $\epsilon > 0$. Recall also the energies of the Ricci-coefficients defined in section 2.2.1. We have the following statement of uniform boundedness:

**Theorem 5.1.** [Boundedness] There is an $\epsilon > 0$ such that the following statement is true: If $(\mathcal{R}, g)$ is a spacetime which is ultimately Schwarzschildean to order $k+1$ (for some $k > 7$) in the sense of Definition 2.1, then the estimate

$$\sup_{\tau > \tau_0} E^k[W](\Sigma_\tau) \leq B \left( C^k[\mathcal{R}](\tau_0) + E^k[W](\Sigma_0) \right)$$

(200)

holds, where

$$C^k[\mathcal{R}](\tau_1, \tau_2) = \sup_{\tau \in (\tau_1, \tau_2)} E^k[\mathcal{R}](\Sigma_\tau) + E^k[\mathcal{R}](\mathcal{H}(\tau_1, \tau_2)) + \mathcal{I}_k^\mathcal{R}(\mathcal{M}(\tau_1, \tau_2))$$

and $C^k[\mathcal{R}](\tau_0) = C^k[\mathcal{R}](\tau_0, \infty)$, which is bounded by the ultimately Schwarzschildean property.

We have formulated the statement in terms of the untilded $\mathcal{M}, \Sigma$ as it is easier to prove in this form. Of course, the estimate (200) then also holds for the tilded slices $\bar{\Sigma}$ and the $\mathcal{D}^n[\mathcal{R}]$-energy.

In other words, the energy involving $k$-derivatives of curvature is uniformly bounded. Note that the assumptions regard only $k+1$ derivatives of the metric, while the assertion provides bounds for $k$ derivatives of curvature, i.e. $k+2$ derivatives of the metric. To prove Theorem 5.1 it will be sufficient to exploit multiplier estimates based on the ultimately Killing vectorfield $T$ and a version of the redshift vectorfield.

To formulate any type of decay statement one has to be aware of two important issues, which can be heuristically understood as follows.

1. As discussed in the introduction, the components $\rho$ and $\sigma$ (and Lie-T-derivatives thereof) have to be renormalized and treated separately, if one wants to prove integrated decay estimates. These renormalized components, $\phi$, $\psi$, may be thought of as satisfying an inhomogeneous Regge-Wheeler equation on a Schwarzschild background of the type

$$\mathcal{P}_{\text{Regge-Wheeler}}(\phi) = r^3 D(W \cdot \mathcal{R})$$

(201)
the $r^3$-weight arising from the renormalization. Clearly, to prove energy
estimates for $\phi$ one has to understand $r$-weighted curvature energies to es-
timate the inhomogeneity. This means that one cannot understand local
integrated decay without at the same time understanding the character-
istic decay in $r$ of the null-curvature components!

2. It is well known that for the homogeneous Regge-Wheeler equation on
Schwarzschild only the angular modes $l \geq 2$ of $\phi$ decay, while the $l = 0$
and $l = 1$ modes describe perturbations to nearby Kerr solutions. Conse-
quently, any decay statement will need to eliminate these modes.

The first problem will be resolved by coupling the local integrated decay esti-
mate – which will require an $\epsilon$ of an $r$-weighted spacetime integral of curvature
at infinity by the above heuristics – with the $r$-weighted multiplier estimates
near infinity, as described in the introduction.

The second problem will be resolved by the ultimately Schwarzschildean
assumption, which will allow us to a-priori estimate the troublesome lowest
order terms in an integrated decay estimate (these lowest order terms are the
manifestation of the $l = 0$ and $l = 1$ modes). We emphasize that in the case of
the Regge-Wheeler equation on a fixed Schwarzschild background, these terms
can only be controlled from the angular term by applying a Poincaré in-
equality which excludes the $l = 0$ and $l = 1$ modes. Here the situation is more favorable
as we are assuming approach to Schwarzschild at a certain order, which takes
care of the zeroth order terms.

**Theorem 5.2.** [Integrated weighted energy decay] With the assumptions of The-
orem 5.1 we have for any boundary-admissible decay matrix with $P > P_0$ and
for any $n = 0, \ldots, k-1$ the estimate

$$E_n^{P} \quad [W] \left( \tilde{\Sigma}_{\tau_1} \right) \quad [W] \left( \tilde{M} (\tau_1, \tau_2) \right) \leq B \cdot E_{n+1}^{P} \quad [W] \left( \tilde{\Sigma}_{\tau_1} \right) + B \cdot \mathbb{D}_{n+1}^{\rho} \quad [R] \left( \tau_1, \tau_2 \right) \quad (202)$$

and, for any $\lambda > 0$,

$$E_n^{P} \quad [W] \left( \tilde{\Sigma}_{\tau_2} \right) + \mathbb{P}_{P}^{n, nondeg} \quad [W] \left( \tilde{M} (\tau_1, \tau_2) \right) \leq B \lambda \cdot E_{n+1}^{P} \quad [W] \left( \tilde{\Sigma}_{\tau_1} \right) + B \cdot \mathbb{D}_{n+1}^{\rho} \quad [R] \left( \tau_1, \tau_2 \right), \quad (203)$$

where $\mathbb{D}_{\rho}^{\lambda} (\tau_1, \tau_2)$ was defined in (51). Here the constants $B$ also depend on
lower order energies of curvature and Ricci-coefficients, which are bounded by
the ultimately Schwarzschildean assumption.

**Remark 5.3.** Applying the estimate (202) for $n = k - 1$ from the data up to
any slice in the future with decay matrix $P_0$ provides a stronger (than Theorem
5.1) statement of boundedness, which moreover, as we will see, does not hinge
on $T$ being null on the horizon. It also yields boundedness of a degenerate (at
the photon sphere) $r$-weighted spacetime integral (integrated decay).

**Remark 5.4.** In fact, one can write $B \lambda \cdot E_n^{P} \quad [W] \left( \tilde{\Sigma}_{\tau_1} \right) + B \cdot E_{n+1}^{P} \quad [W] \left( \tilde{\Sigma}_{\tau_1} \right)$
for the first term on the right hand side of (203).
Note that the non-degenerate estimate (203) needs only the $\mathbb{D}_{\lambda}^{n+1} [\mathcal{R}]$-energy on the right hand side, thus requiring only a small amount of the non-degenerate integrated decay estimate for $n$-derivatives of the Ricci-coefficients, cf. (51).

Iterating Theorem 5.2 one can obtain

**Theorem 5.5.** [Decay] With the assumptions as in Theorem 5.2, we also have, for $n = 1, \ldots, k - 1$ and any $\lambda > 0$ the estimates ($\tau \geq \tau_0$)

$$
\mathbb{E}^{n}_{P_1} [W] \left( \tilde{\Sigma}_1 \right) + \mathbb{E}^n [W] (\mathcal{H} (\tau, \infty)) \leq \frac{B_{\lambda}}{\tau^l} \mathbb{E}^{k}_{P_0} [W] \left( \tilde{\Sigma}_0 \right) + B \sum_{i=1}^{l} \frac{1}{\tau^i} \mathbb{D}_{\lambda}^{n+i} [\mathcal{R}] (\tau)
$$

(204)

$$
\mathbb{E}^{n, \text{deg}}_{P_1} [W] \left( \tilde{\mathcal{M}} (\tau, \infty) \right) \leq \frac{B_{\lambda}}{\tau^l} \mathbb{E}^{k}_{P_0} [W] \left( \tilde{\Sigma}_0 \right) + B \sum_{i=1}^{l} \frac{1}{\tau^i} \mathbb{D}_{\lambda}^{n+i} [\mathcal{R}] (\tau) + B \cdot \mathbb{D}^n [\mathcal{R}] (\tau)
$$

(205)

$$
\mathbb{E}^{n-1, \text{nondeg}}_{P_1} [W] \left( \tilde{\mathcal{M}} (\tau, \infty) \right) \leq \frac{B_{\lambda}}{\tau^l} \mathbb{E}^{k}_{P_0} [W] \left( \tilde{\Sigma}_0 \right) + B \sum_{i=0}^{l} \frac{1}{\tau^i} \mathbb{D}_{\lambda}^{n+i} [\mathcal{R}] (\tau)
$$

(206)

with

$$
l = l (n) = \begin{cases} 1 & \text{if } n = k - 1 \\ 2 & \text{if } n = k - 2 \\ 3 & \text{if } n < k - 2 \end{cases}
$$

(207)

The constants $B$, $B_{\lambda}$ depend only on the mass $M$ and lower order energies of the Ricci coefficients (i.e. $\mathbb{D}^k [\mathcal{R}] (\tau_0)$) and curvature which are $\epsilon$-small by the ultimately Schwarzschildean assumption.

In view of the powerful techniques of [8], where estimates for the deformation tensor and the Ricci-coefficients are obtained from appropriate estimates on the Weyl tensor, it is reasonable to state

**Conjecture 5.6.** The spacetime of Theorem 5.5 is weakly ultimately Schwarzschildean to order $k + 2$.

Here by weakly ultimately Schwarzschildean we understand that the spacetime is ultimately Schwarzschildean in the sense of Definition 2.1, except that the highest integrated decay bound on the Ricci components in (42) degenerates at the photon sphere. This is of course a consequence of the fact that we can only prove a degenerate spacetime estimate for $k$ derivatives of curvature.

We close the section with a brief discussion of the relevance of these results to the fully non-linear problem, i.e. the problem of improving the assumptions made on the Ricci coefficients. For this it is essential to prove in addition that the spacetime under consideration is ultimately Schwarzschildean to order $k - 1$ with
all constants and decay rates improved. As remarked after the definition (51), choosing \( \tau = \tau_f \) sufficiently large, the energy \( \mathcal{D}^k [\mathcal{R}] (\tau_f) \) is \( \epsilon \cdot \lambda \)-small. Hence the estimate (203) implies that \( \mathcal{P}^{-1,\text{nondeg}}_0 \left[ W \right] \left( \hat{\mathcal{M}} (\tau_f, \infty) \right) \leq \epsilon \cdot \lambda \), as the first term on the right hand side of (203) is arbitrarily small up to time \( \tau_f \) by Cauchy stability. Moreover, the estimate (206) tells us that \( \mathcal{P}^{-1,\text{deg}}_1 \left[ W \right] \left( \hat{\mathcal{M}} (\tau, \infty) \right) \leq \epsilon \cdot \tau^{-1} \). At least in principle – i.e. modulo the estimates for the Ricci-coefficients from curvature – this is sufficient to improve the assumptions at that order, in particular assumption (49) and the assumption \( \mathcal{P}^k [\mathcal{R}] \left( \hat{\mathcal{M}} (\tau, \infty) \right) \leq \epsilon \) on the Ricci-coefficients.

There is one problem, however: We will not be able to improve the decay rate for the lowest order energy. In fact, due to the presence of the \( \mathcal{D}^k [\mathcal{R}] \) term in (205), the decay rate of the curvature can never be better than what we are assuming on the the lowest order energy of the Ricci-coefficients. The existence of this term originates from an error-term in the energy estimates, which is not cubic. As discussed in the introduction, we will show that this term is lower order in differentiability (allowing one to prove the Theorems above) but we will not be able to eliminate its non-cubic nature entirely.

As a consequence, the results of the paper do not quite allow one to move immediately to the fully non-linear problem: There is still a missing ingredient regarding the nature of this error-term. This problem can in fact be studied in the context of a linearization of the equations. This is work in progress by the author and collaborators [14].

6 The T-energy

In this section, we derive the energy of the \( n \)-commuted Weyl field \( \hat{\mathcal{L}}^i_T W \) as arising from the ultimately Killing field \( T \). In Schwarzschild, this energy involves all components of curvature with good signs but with a degeneration of some components at the horizon. To stabilize the estimate under perturbations, we will have to invoke the redshift. Those estimates are carried out in section 6.3. In the following section, we simply allow for an \( \epsilon \)-small negative contribution near the horizon in our estimates (cf. Lemma 6.1).

The uncommuted Weyl field (\( n = 0 \) in the expression above) requires special attention. This is because the natural Bel-Robinson energy for \( W \) will involve the term \( \int |\rho|^2 \), which does not decay. To remedy this we derive a renormalized energy directly from the (renormalized) Bianchi equations in section 6.4.

6.1 The boundary term

Let \( W \) denote any Weyl-field\(^{15} \) with null-components \( \alpha, \beta, \rho, \sigma, e_\alpha, e_\beta \).

We choose \( X = Y = Z = T \) in (5). A computation using the "Schwarzschildian" normal \( \hat{n} = \frac{1}{2} \sqrt{k} e_3 + \frac{1}{2} \sqrt{k} e_4 \) (which is \( C^1 \) close to \( n_\Sigma \) by the

\(^{15}\)For prospective applications, the reader can think of \( W = \hat{\mathcal{L}}^i_T W \) for \( i \geq 1 \).
ultimately Schwarzschildian property) shows

\[ J_\mu^{TTT} |W| \hat{n}_\Sigma^\mu := Q(T, T, T, \hat{n}_\Sigma) = \frac{1}{16} \left\{ 2|\alpha|^2 \left[ p^3 \sqrt{k_+} \right] + 2|\alpha|^2 q^3 \frac{1}{\sqrt{k_+}} \right. \]

\[ + 4|\beta|^2 \left( p^2 \sqrt{k_+} + p^3 \frac{1}{\sqrt{k_+}} \right) + 4|\beta|^2 \left( pq^2 \frac{1}{\sqrt{k_+}} + q^2 \sqrt{k_+} \right) \]

\[ + 4 \left( \rho^2 + \sigma^2 \right) \left( p^2 q \frac{1}{\sqrt{k_+}} + pq^2 \sqrt{k_+} \right). \]

Note that in the Schwarzschild case \( p \) vanishes on the horizon while \( q = 1 \), leading to a degeneration of all components except \( \alpha \) and \( \beta \). Since \( |p - k_-| \leq \epsilon \) and \( |q - k_+^2| \leq \epsilon \) by the ultimately Schwarzschildian assumption we conclude:

**Lemma 6.1.**

\[ \int_{\Sigma_r} Q(T, T, T, n_\Sigma) \, d\mu_{\Sigma_r} \geq b \int_{\Sigma_r \cap \{ r \geq r_Y - \frac{3}{4}(r_Y - 2M) \}} |W|^2 r^2 \, dr \, d\omega \]

\[ - \epsilon \int_{\Sigma_r \cap \{ r \leq r_Y \}} |W|^2 r^2 \, dr \, d\omega \]

(208)

and the analogous identity for the slices \( \tilde{\Sigma}_\tau \).

The spacetime term \( K_1^{TTT} |W| \) is discussed in section 6.2, while we postpone the analysis of the much more intricate error term \( K_2^{TTT} |W| \) to section 7.

### 6.2 The error \( K_1^{TTT} |W| \)

We have to understand

\[ K_1^{TTT} |W| = 3Q^{\alpha \beta \gamma \delta} |W| \left( (T) \pi_{\alpha \beta} \right) T_\gamma T_\delta \]

(209)

for a Weyl-tensor \( W \) (cf. footnote 15).

**Proposition 6.2.** The error term \( K_1^{TTT} |W| \) satisfies

\[ \int_{\hat{\mathcal{M}}(\tau_1, \tau_2)} K_1^{TTT} |W| \leq \epsilon (\tau_1)^{-\frac{3}{4}} \sup_{\tau \in (\tau_1, \tau_2)} E[|W|] \left( \tilde{\Sigma}_\tau \right) \]

\[ + \frac{\epsilon}{\sqrt{\tau_1}} \int_{\hat{\mathcal{M}}(\tau_1, \tau_2) \cap \{ r \geq R \}} r^{1-\delta} \| \alpha \|^2 dt^* \, dr \, d\omega. \]

(210)

Moreover, if \( \hat{\mathcal{M}}(\tau_1, \tau_2) \) is replaced by \( \mathcal{M}(\tau_1, \tau_2) \) (and \( \tilde{\Sigma}_\tau \) by \( \Sigma_\tau \)), the last term can be dropped.

**Proof.** In the region \( \hat{\mathcal{M}}(\tau_1, \tau_2) \cap \{ r \leq R \} \) and for \( \mathcal{M}(\tau_1, \tau_2) \) the estimate is easily obtained without the last term in view of the uniform \( (t^*)^{-\frac{3}{4}} \)-decay of all components of the deformation tensor, cf. (55). In the region \( r \geq R \) we have have to take into account that \( \alpha \) does not appear on the characteristic slices,

\[ ^{16}\text{Note that the } \alpha \text{ component will not appear on } N_{out} \left( S_{t \leftarrow R}^2 \right). \]
which gives rise to the last term. In particular, using the formulae of section (3.8) and the null-components of the deformation tensor we can estimate the most difficult terms which arise from the contraction (209).

\[ \int \rho (W) a (W) \cdot (T) \sqrt{\gamma} d^4 \tau \leq \epsilon \cdot \int \frac{du}{u^2} \int d\nu \sqrt{\gamma} \rho (W)^2 + \epsilon \int \| a (W) \|^2 (t^*)^{-\frac{3}{2}} \frac{\sqrt{\gamma}}{r^2} d^4 \tau \]

\[ \leq \frac{\epsilon}{\sqrt{\gamma}} \sup_{\tau \in (\tau_1, \tau_2)} E (W, \Sigma_\tau) + \frac{\epsilon}{\sqrt{\gamma}} \int_{\mathcal{M}(\tau_1, \tau_2) \cap \{ r \geq R \}} r^{1-\delta} \| a \|^2 d^4 \tau \]  

(211)

and using that the component \( n \) of the deformation tensor decays like \( \frac{1}{u^2 r^3} \).

\[ \int \| a (W) \|^2 (T) n \sqrt{\gamma} d^4 \tau \leq \frac{\epsilon}{\sqrt{\gamma}} \int_{\mathcal{M}(\tau_1, \tau_2) \cap \{ r \geq R \}} r^{1-\delta} \| a \|^2 d^4 \tau . \]

6.3 A non-degenerate energy

Note that in Schwarzschild the Ricci coefficients take the following values close to the horizon:

\[ \frac{1}{4} trH \approx \Omega \approx - \frac{M}{r^2} \approx - \frac{1}{4M} \quad \text{and} \quad trH \approx \Omega \approx 0 \]

(212)

Define

\[ \gamma (r) = \xi(r) \left( 1 + \frac{1}{c_{red}} k_- \right) \quad \text{and} \quad \eta(r) = \xi(r) \frac{1}{c_{red}} k_- , \]

(213)

where \( \xi \) an interpolating function equal to 1 in \( r \leq r_Y \) and equal to zero for \( r \geq r_Y + \frac{2M}{r^2} \) and \( c_{red} = \frac{1}{20k} \) a small redshift constant (\( k \) being the number of derivatives in the ultimately Schwarzschildian assumption). We will see the reason for that later.) For \( r \leq r_Y \) sufficiently close to the horizon we have in Schwarzschild

\[ -\hat{D}_3 \gamma = -[\partial_t - \partial_r] \gamma = \frac{1}{c_{red}} \frac{2M}{r^2} \frac{1}{4M c_{red}} , \]

\[ |\hat{D}_4 \gamma| = |[k_+ \partial_t + k_- \partial_r] \gamma| < \frac{1}{10M} . \]

These inequalities are stable under perturbation as we are working in a regular coordinate system. We summarize this as

Lemma 6.3. Choose \( c_{red} = \frac{1}{20k} \). We can find \( r_Y > 2M \) such that in the region \( r \leq r_Y \) the following inequalities hold

\[ |\hat{D}_4 \gamma| + |\gamma \Omega| + |trH| \leq \frac{1}{20M} , \quad \frac{1}{2} < -M trH < 2 , \]

\[ -\hat{D}_3 \gamma \geq \frac{1}{4M c_{red}} , \quad \frac{1}{2} < -4M \Omega < 2 , \quad 0 \leq \frac{1}{c_{red}} \mu \leq \frac{1}{10} . \]
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Defining now the vectorfield
\[ Y = \gamma e_3 + \eta e_4, \]  
we observe using the formulae (66)-(70) in conjunction with the bounds of Lemma 6.3 that in \( r \leq r_Y \) the bounds
\[ (Y)^{33} \geq \frac{1}{8M}, \quad (Y)^{34} \geq \frac{1}{18M_{\text{red}}}, \quad (Y)^{44} \geq \frac{1}{18M_{\text{red}}}, \]
\[ |(Y)^{AB}\delta_{AB}| \leq \frac{2}{M}, \quad \| (Y)^{33} \| + \| (Y)^{44} \| \leq \epsilon \]  
hold. Finally, we set
\[ N = T + Y, \]  
which is future directed timelike everywhere, and state

**Proposition 6.4.** The N-boundary-term satisfies
\[ Q\left[ W \right](N, N, N, n^\mu_N) \geq b \left( \| \alpha \|^2 + \| \beta \|^2 + \| \beta_1 \|^2 + \left( \rho^2 + \sigma^2 \right) \right) \]  
everywhere on the black hole exterior. The quantity
\[ K_1^{NNN} [W] = 3Q[W] \left( (T+Y)_\pi, T + Y, Y + Y \right) \]  
satisfies
\[ K_1^{NNN} [W] \geq b \cdot Q[W](N, N, N, n^\mu_N) \quad \text{for} \ r \leq r_Y \]
\[ |K_1^{NNN} [W]| \leq B \cdot Q[W](T, T, T, n_\Sigma) \quad \text{for} \ r_Y \leq r \leq r_Y + \frac{r_Y - 2M}{2} \]
\[ K_1^{NNN} [W] = K_1^{TTT} [W] \quad \text{for} \ r \geq r_Y + \frac{r_Y - 2M}{2} \]

**Proof.** Since \( N = \left( \frac{\gamma}{2} + \gamma \right) e_3 + \left( \frac{\eta}{2} + \eta \right) e_4 = xe_3 + ye_4 \) is timelike, the bound (217) is immediate. For the bulk term, only the statement in \( r \leq r_Y \) is not obvious. For this we need to explicitly compute the contraction \( Q_{abcd}[W](Y)^{ab}N^cN^d \).

\[ Q_{abcd}[W](Y)^{ab}N^cN^d = Q_{3333}(Y)^{33}x^2 + Q_{3334}(Y)^{34}x^2 + 2xy(Y)^{33} \]
\[ + Q_{3433}(Y)^{33}y^2 + 4(Y)^{34}xy + (Y)^{44}x^2 \]
\[ + Q_{4433}(Y)^{33}y^2 + 4(Y)^{34}xy + 2(Y)^{44}y^2 \]
\[ + Q_{4444}(Y)^{44}y^2 + (Y)^{AB}(Q_{AB33}x^2 + 2Q_{AB34}xy + Q_{AB44}y^2) \]
\[ Q_{3Acd}[W](Y)^{a}N^cN^c + Q_{4Acd}[W](Y)^{a}N^cN^c. \]

Note that the terms in the last line are \( e \)-small in view of (215). As \( x \) and \( y \) are uniformly bounded above and below and in view of the properties of \((Y)^{ab}\) summarized in (215), we find (using the formulae for the components of the Bel-Robinson tensor collected in section 3.8) that the wrong-signed underlined term can be absorbed by the other, positive, terms. This yields the desired bound in \( r \leq r_Y \).

We remark that the above proposition should be thought of as the analogue of the redshift for the wave equation, cf. [1, 7].
6.4 A (decaying) $T$-energy at the lowest order

As mentioned at the beginning of this section, the $T$-energy at the lowest order involves the $L^2$ energy of $\rho$ itself, which does not decay. We will now derive a renormalized $T$-energy at the lowest order, using the renormalized null Bianchi equations directly:

**Proposition 6.5.** At the lowest order, we have the estimate

$$\int_{\Sigma_{\tau_2} \cap \{ r \geq r_Y - \frac{3}{4} (r_Y - 2M) \} } \| \tilde{W} \|^2 r^2 dr d\omega \leq \int_{\Sigma_{\tau_1} \cap \{ r \geq r_Y \} } \| \tilde{W} \|^2 r^2 dr d\omega$$

$$+ \epsilon \sup_{\tau_1, \tau_2} \int_{\Sigma_{\tau} \cap \{ r \geq r_Y \} } | \tilde{W} |^2 r^2 dr d\omega + B \| r^{1+\delta} (\mathcal{R} - \mathcal{R}_{SS}) \|^2_{L^\infty}$$

$$\leq \int_{\mathcal{M}(\tau_1, \tau_2) \cap \{ r \geq r_Y \} } | \tilde{W} |^2 r^2 dr d\omega$$

$$+ B \| r^2 \|^2_{L^\infty} \int_{\mathcal{M}(\tau_1, \tau_2) \cap \{ r \geq r_Y \} } \| \mathcal{R} - \mathcal{R}_{SS} \|^2,$$

where we recall that $\tilde{W}$ contains the renormalized component $\hat{\rho} = \rho + \frac{2M}{r}$. The same identity holds for the slices $\tilde{\Sigma}_{\tau}$ and regions $\tilde{\mathcal{M}}(\tau_1, \tau_2)$.

**Proof.** As in the previous section we will use the vectorfield $\tilde{T}$ for computations and then argue by stability of the estimate in view of the $C^1$ closeness of $\tilde{T}$ to $T$. Write the Bianchi equations as

$$\tilde{T} (\| \beta \|^2) + \left[ k^\chi tr \mathcal{H} + 2 \frac{k^\chi}{k^\chi} tr \mathcal{H} \right] \| \beta \|^2 = k^{-\chi} \left( \mathcal{P}^*_{\beta} (-\hat{\rho}, \sigma) + E_3 (\beta) \right) \beta$$

$$+ \frac{k^\chi}{k^\chi} \left[ div \alpha + E_4 (\beta) \right] \beta \tag{219}$$

$$\tilde{T} (\hat{\rho}^2) + \frac{3}{2} \hat{\rho}^2 \left[ k^\chi tr \mathcal{H} + \frac{k^\chi}{k^\chi} tr \mathcal{H} \right] = -k^{-\chi} \left[ div \beta + \hat{E}_3 (\rho) \right] \hat{\rho}$$

$$+ \frac{k^\chi}{k^\chi} \left[ div \beta + \hat{E}_4 (\rho) \right] \hat{\rho} \tag{220}$$

$$\tilde{T} (\sigma^2) + \frac{3}{2} \sigma^2 \left[ k^\chi tr \mathcal{H} + \frac{k^\chi}{k^\chi} tr \mathcal{H} \right] = -k^{-\chi} \left[ curl \beta + \hat{E}_3 (\sigma) \right] \sigma$$

$$+ \frac{k^\chi}{k^\chi} \left[ curl \beta + \hat{E}_4 (\sigma) \right] \sigma \tag{221}$$

$$\tilde{T} (\| \beta \|^2) + \left[ 2 k^\chi tr \mathcal{H} + \frac{k^\chi}{k^\chi} tr \mathcal{H} \right] \| \beta \|^2 = \pm k^\chi \left[ -div \alpha + E_3 (\beta) \right] \beta$$

$$+ \frac{k^\chi}{k^\chi} \left( \mathcal{P}^*_{\beta} (\hat{\rho}, \sigma) + E_4 (\beta) \right) \beta \tag{222}$$

Note that the terms proportional to $\hat{\rho}^2$ and $\sigma^2$ already decay in view of the assumptions on the Ricci coefficients.

We now multiply the four equations by appropriate weights (depending only on $r$), add them up and integrate over the spacetime region $\mathcal{M}(\tau_1, \tau_2)$. The
weights can be read off from expression (208) and ensure that after integration by parts all spacetime terms which appear decay: Multiplying (219) by \( w_1 = r^2 \left( \frac{k_X}{k} \right)^2 \), (220) and (221) by \( w_2 = r^2 \left( \frac{k_X}{k} \right) k_X \) and finally (222) by \( w_3 = r^2 \left( \frac{k_X}{k} \right)^2 \) and integrating with respect to \( dt^* dr d\omega \) yields the Proposition.

As an example we look at the \( \alpha \) spacetime term arising from equation (219) after integration by parts:

\[
\int dt^* dr d\omega \left( \frac{1}{2} \partial_t \left( r^2 \left( \frac{k_X}{k} \right)^2 \|\alpha\|^2 \right) - \frac{1}{2} \partial_r \left( r^2 \left( \frac{k_X}{k} \right)^3 \|\alpha\|^2 \right) + \left[ \frac{1}{2} \partial_r \left( \left( \frac{k_X}{k} \right)^3 \right) + \left( \frac{1}{2} r H - 4\Omega \right) \right] \left( \frac{k_X}{k} \right)^3 \|\alpha\|^2 - [E_3 (\alpha) - 4\Omega \alpha] \left( \frac{k_X}{k} \right)^3 \alpha \right)
\]

The first term in the second line is zero in Schwarzschild and decays in the perturbed case, in view of the assumptions on the Ricci-coefficients. The second term is easily estimated by the terms appearing on the right hand side of the Proposition.

7 The error \( K_2^{XYZ} \left[ \widehat{\mathcal{L}}_T^n W \right] \)

In order for the identity (60) to be useful for us, we need to understand the terms \( K_1^{XYZ} \left[ W \right] \) and \( K_2^{XYZ} \left[ \mathcal{L}_T \right] \) on the right hand side. The two terms are of a different nature. If we commute with the ultimately Killing field \( T \), \( K_2^{XYZ} \left[ \widehat{\mathcal{L}}_T^n W \right] \) is the error arising from the commutation and hence expected to be small for any \( X, Y, Z \) with bounded coefficients. The term \( K_1^{XYZ} \left[ \widehat{\mathcal{L}}_T^n W \right] \), on the other hand, is only expected to be small if \( X, Y, Z \) are ultimately Killing, cf. Proposition 6.2. This entire section is devoted to controlling the error \( K_2^{XYZ} \left[ \widehat{\mathcal{L}}_T^n W \right] \) as arising from commutation with \( T \). Remark: As this part of the argument does not depend on the assumption that \( tr^T \pi = 0 \) (nor the gauge \( Y = 0 \)), we will derive all the formulae including this term.

7.1 General null decomposition of \( J (T, W) \)

Let \( W \) be any Weyl field which itself satisfies the inhomogeneous Bianchi equation \( D^\alpha (W)_{\alpha\beta\gamma\delta} = \tilde{J}_{\beta\gamma\delta} \). We consider the commuted Bianchi equation (cf. (74))

\[
D^\alpha \left( \widehat{\mathcal{L}}_T W \right)_{\alpha\beta\gamma\delta} = J_{\beta\gamma\delta} (T, W) + \widehat{\mathcal{L}}_T \tilde{J}_{\beta\gamma\delta}.
\]  

(223)

Assuming that \( \tilde{J} \) also arose from commutation with such a vectorfield, it becomes clear that we have to understand the structure of the term \( J (T, W) \) and Lie-derivatives thereof. We define, following [8],

\[
(\cdot)^p = D^\alpha (\cdot)_{\alpha\alpha\cdot},
\]

\[
(\cdot)_{\alpha\beta\gamma} = D_{\alpha} (\cdot)_{\beta\gamma} - D_{\alpha} (\cdot)_{\gamma\beta} - \frac{1}{3} \left( (\cdot)_{\beta\gamma} g_{\alpha\cdot} - (\cdot)_{\beta\gamma} g_{\alpha\cdot} \right),
\]

(224)  

(225)
and decompose $J(T,W)$ as

$$ J(T,W) = \frac{1}{2} \left( J^1(T,W) + J^2(T,W) \right), $$

where

$$ J^1(T,W)_{\beta\gamma\delta} = (T)^{\mu\nu} D_\sigma W_{\mu\beta\gamma\delta}, $$

$$ J^2(T,W)_{\beta\gamma\delta} = (T)^{\alpha\lambda} W^{\beta\gamma\delta} + (T)^{\alpha\lambda} W^{\alpha\gamma\delta} + (T)^{\alpha\lambda} W^{\beta\lambda\delta}. $$

Note that $q_{\beta\gamma\delta}$ is a Weyl current, i.e. it satisfies

$$ q_{\beta\gamma\delta} = -q_{\beta\delta\gamma} \quad \text{and} \quad 0 = g^{\beta\gamma} q_{\beta\gamma\delta} = -\frac{1}{2} q_{345} - \frac{1}{2} q_{435} + \delta^{AB} q_{AB\delta}. $$

We recall that the error-term $K_2^{YZU} [W]$ in the energy identity for the Bel-Robinson tensor arises from $J^1(T,W) + J^2(T,W)$ via formula (63). Hence we have to estimate the integral of

$$ D(T,W)(\mathcal{Y},Z,U) = K_2^{YZU} \left[ \mathcal{L}_T W \right] $$

for appropriate vectorfields $\mathcal{Y},Z,U$. We proceed with a null decomposition of this term:

**Proposition 7.1.** We have

$$ D(T,W)_{333} = 4\alpha \left( \mathcal{L}_T W \right) \cdot \Theta(T,W) + 8\beta \left( \mathcal{L}_T W \right) \cdot \Xi(T,W) $$

$$ D(T,W)_{334} = 8\rho \left( \mathcal{L}_T W \right) \cdot \Lambda(T,W) - 8\sigma \left( \mathcal{L}_T W \right) \cdot K(T,W) $$

$$ -8\beta \left( \mathcal{L}_T W \right) \cdot L(T,W) $$

$$ D(T,W)_{443} = 8\rho \left( \mathcal{L}_T W \right) \cdot \Lambda(T,W) + 8\sigma \left( \mathcal{L}_T W \right) \cdot K(T,W) $$

$$ +8\beta \left( \mathcal{L}_T W \right) \cdot I(T,W) $$

$$ D(T,W)_{444} = 4\alpha \left( \mathcal{L}_T W \right) \cdot \Theta(T,W) - 8\beta \left( \mathcal{L}_T W \right) \cdot \Xi(T,W) $$

where we have used the null decomposition of $J(T,W)$:

$$ \Lambda(J) = \frac{1}{4} J_{434} $$

$$ \Delta(J) = \frac{1}{4} J_{343} $$

$$ K(J) = \frac{1}{4} \epsilon^{AB} J_{4AB} $$

$$ K(J) = \frac{1}{4} \epsilon^{AB} J_{3AB} $$

$$ \Xi(J)_A = \frac{1}{2} J_{44A} $$

$$ \Xi(J)_A = \frac{1}{2} J_{33A} $$

$$ I(J)_A = \frac{1}{2} J_{34A} $$

$$ L(J) = \frac{1}{2} J_{43A} $$

$$ \Theta_{AB} = \frac{1}{2} \left( J_{A4B} + J_{B4A} - (\delta^{CD} J_{C4D}) \delta_{AB} \right) $$

$$ \Theta_{AB} = \frac{1}{2} \left( J_{A3B} + J_{B3A} - (\delta^{CD} J_{C3D}) \delta_{AB} \right) $$

(235)
Proof. See 8.1.7c in [8]. □

Clearly, from the point of view of decay in the interior, the worst terms of \( J(T, W) \) are the terms in \( J^2(T, W) \) which are proportional to the non-decaying component \( \rho \).\(^\text{17}\) We collect the null decomposition of both terms in the following Lemma.

**Lemma 7.2.** We have the following formulae for the null-decomposition of \( J^1(T, W) \)

\[
\Lambda (J^1) \equiv \rho \left[ -\frac{3}{2} trH \, \pi^{34} - \frac{3}{2} trH \, \pi^{33} - \frac{3}{8} trH \left( \delta^{AB} \pi_{AB} \right) \right] \tag{236}
\]

\[
\Xi (J^1) \equiv \rho \left[ \frac{3}{4} trH \, \pi^{3A} \right] \tag{237}
\]

\[
I (J^1) \equiv \rho \left[ -\frac{3}{4} trH \, \pi^{3A} - \frac{3}{2} trH \, \pi^{4A} \right] \tag{238}
\]

\[
K (J^1) \equiv 0 \equiv \Theta (J^1) \tag{239}
\]

where \( \equiv \) denotes equality up to terms of the form \( \pi \cdot \hat{D} \) (but not \( \rho \)), i.e. decaying quadratically as \( T \) is ultimately Killing.

Proof. Direct computation. For instance, for the component \( \Lambda \) we find

\[
4\Lambda = \pi^{34} D_4 W_{3434} + \pi^{33} D_4 W_{3434} + \pi^{44} D_4 W_{4434} + \pi^{3A} D_A W_{3434} + \pi^{3A} D_A W_{4434} + \pi^{AB} D_A W_{4344} \\
\equiv \pi^{4A} \bar{\nabla}_{A3444} + 4\pi^{44} D_4 \rho + 4\pi^{44} D_3 \rho - 6\pi A \pi^{3A} \rho - 6\pi A \pi^{3A} \rho \\
+ 4\pi^{3A} \bar{\nabla}_{A3} + \pi^{AB} \left[ \bar{\nabla}_{A} \beta_{B} + \bar{\nabla}_{B} \beta_{A} - 3H_{AB} \rho - 3\hat{H}_{AB} \sigma \right] \tag{240}
\]

The other components are computed similarly, using the formulae in the appendix. □

**Lemma 7.3.** We have the following formulae for the null-decomposition of \( J^2(T, W) \)

\[
\Lambda (J^2) \equiv \frac{3}{4} \rho \left[ -\frac{1}{2} D_4 (tr\pi) + D^A \psi_{4A} + 2\rho \right] \tag{241}
\]

\[
I (J^2) \equiv \frac{3}{4} \rho \left[ 2q \beta_{A} + D_3 \psi_{4A} + \frac{1}{2} D_A tr\pi \right] \tag{242}
\]

\[
\Xi (J^2) \equiv -\frac{3}{4} \rho \left[ 2p \beta_{A} + D_4 \psi_{4A} \right] \tag{243}
\]

\[
\Theta_{AB} (J^2) \equiv \frac{3}{4} \rho \left[ D_A \psi_{4B} + D_B \psi_{4A} - \delta_{AB} (D^A \psi_{4A}) - 2q \alpha_{AB} \right] \tag{244}
\]

\[
K (J^2) \equiv -\frac{3}{4} \rho \cdot \epsilon_{AB} \left[ D_A \psi_{4B} - p \epsilon_{AB} \right] \tag{245}
\]

\(^{\text{17}}\)Note that \( J^1(T, W) \) only has derivatives of \( \rho \) and is hence “a derivative better” than the terms we mentioned.
and

\[ \Delta (J^2) = \frac{3}{4} \rho \left[ -\frac{1}{2} D_3 (tr \pi) + D^A \psi_{3A} + 2q \rho \right] \]  
\[ \mathcal{L} (J^2)_A = \frac{3}{4} \rho \left[ -2p \beta_A + D_4 \psi_{3A} + \frac{1}{2} D_A tr \pi \right] \]

\[ \Xi (J^2)_A = -\frac{3}{4} \rho \left[ -2q \beta_A + D_4 \psi_{3A} \right] \]

\[ \mathcal{Q}_{AB} (J^2) = \frac{3}{4} \rho \left[ D_A \psi_{3B} + D_B \psi_{3A} - \delta_{AB} (D^A \psi_{3A}) - 2p \mathcal{Q}_{AB} \right] \]

\[ K (J^2) = -\frac{3}{4} \rho \cdot \epsilon_{AB} [D_A \psi_{3B} + q \sigma_{AB}] \]

where \( \equiv \) denotes equality up to terms which do not involve the curvature component \( \rho \) and are hence of the form \( \"(W \text{ but not } \rho \cdot D(T) \pi)\", \text{i.e. decaying quadratically.} \)

**Proof.** Collecting the terms proportional to \( \rho \) for \( J^2 (T, W) \), we find\(^{18}\)

\[ \Lambda (J) = \frac{1}{4} J_{434} \equiv \rho \left( -\frac{1}{2} p_4 + \frac{3}{4} \delta_{BA} q_{44B} \right) \]

\[ K (J) = \frac{1}{4} \epsilon^{AB} J_{4AB} \equiv -\frac{3}{4} \rho q_{44B} \epsilon_{AB} \]

\[ \Xi (J)_A = \frac{1}{2} J_{4A} \equiv -\frac{3}{4} \rho q_{44A} \]

\[ I (J)_A = \frac{1}{2} J_{434} \equiv \frac{1}{2} \left( \rho p_A - \frac{3}{2} q_{43A} \rho \right) \]

\[ \Theta (J)_{AB} = \frac{1}{2} \left( J_{AAB} + J_{BAA} - (\delta^{CD} J_{CD}) \delta_{AB} \right) \]

\[ \equiv \frac{3}{4} \rho \left( q_{AAB} + q_{BAA} - (q_{44D} \delta^{CD}) \delta_{AB} \right) . \]

with the analogous formulæ for the bared quantities obtained form interchanging 3’s and 4’s in these formulæ. We define the antisymmetric tensor

\[ \psi_{ab} = \frac{1}{2} (D_a T_b - D_b T_a) \]

and compute, using the definition of the deformation tensor and commuting covariant derivatives

\[ q_{AAB} = D_4 \tilde{\pi}_{BA} - D_B \tilde{\pi}_{4A} + \frac{1}{3} p_4 \delta_{AB} \]

\[ = \frac{1}{2} (D_4 D_B T_A + D_4 D_A T_B - D_B D_4 T_A - D_B D_A T_4) - \frac{1}{4} D_4 tr \pi \delta_{AB} + \frac{1}{3} p_4 \delta_{AB} \]

\[ = \frac{1}{2} \left( R_{4BA} T^3 + R_{4BA} T^4 + R_{4AB} T^{(a)} + D_A D_4 T_B - R_{BA43} T^3 - D_A D_B T_4 \right) \]

\[ - \frac{1}{4} D_4 tr \pi \delta_{AB} + \frac{1}{3} p_4 \delta_{AB} \]

\[ = -\frac{1}{4} \delta_{AB} D_4 (tr \pi) + D_A \psi_{3B} + \frac{1}{2} \left( -2q \sigma_{AB} + 2p \rho \delta_{AB} - 2p \sigma_{AB} \right) + \frac{1}{3} p_4 \delta_{AB} \]

\(^{18}\)Note the typo regarding the \( \Theta \)-equation in \([8]\), where the factor of \( \frac{1}{2} \) is missing.
\[ q_{4A4} = D_A \tilde{\pi}_{44} - D_4 \tilde{\pi}_{A4} \]
\[ = \frac{1}{2} [2D_A D_4 T_4 - D_4 D_A T_4 - D_4 D_4 T_A] \]
\[ = \frac{1}{2} [D_A D_4 T_4 - D_4 D_A T_4 + 2R_{A443} T^3] = 2p\beta_A + D_4 \psi_{A4} \]

\[ q_{3A4} = D_A \tilde{\pi}_{A3} - D_4 \tilde{\pi}_{43} - \frac{1}{3} p A q_{34} = -2q\beta_A - D_3 \psi_{A4} - \frac{1}{2} D_A tr\pi + \frac{2}{3} p_A . \]

as well as

\[ q_{A3B} = -\frac{1}{4} \delta_{AB} D_3 (tr\pi) + D_3 \psi_{3B} + \frac{1}{2} (-2p \dot{\psi}_{A4B} + 2q\rho \delta_{AB} + 2q\sigma \epsilon_{AB}) + \frac{1}{3} p_3 \delta_{AB} \]

\[ q_{3A3} = -2q\beta_A + D_3 \psi_{A3} \]

\[ q_{43A} = 2p\beta_A - D_4 \psi_{A3} - \frac{1}{2} D_A tr\pi + \frac{2}{3} p_A . \]

from which the formulae of the lemma are easily derived. \[ \square \]

### 7.2 The structure of \( J(T,W) \)

We combine Lemmas 7.2 and 7.3 expressing the derivatives in terms of the slashed derivatives and the null component \( P_A := \psi_{A4} \) and \( Q_A := \psi_{A3} \).

**Lemma 7.4.** Let \( \{\pi, \text{dec. RRC}\} \) denote any term which is of the form “constant times a component of the deformation tensor” or “constant times a decaying Ricci rotation coefficient”. We have the following formulae for the null-decomposition of \( J^2(T,W) \)

\[ \Lambda(J) \equiv \frac{3}{4} \rho \left[ -\frac{1}{2} \dot{\varphi}_4 (tr\pi) - \nabla^A P_A + 2p \left( \rho + \frac{2M}{r^3} \right) + \{\pi, \text{dec. RRC}\} \right] \]  
\[ (254) \]

\[ I(J)_A \equiv \frac{3}{4} \rho \left[ \frac{1}{2} \nabla_A tr\pi + \dot{\varphi}_3 P_A + 2q\beta_A + \{\pi, \text{dec. RRC}\} \right] \]  
\[ (255) \]

\[ \Xi(J)_A \equiv -\frac{3}{4} \rho \left[ \dot{\varphi}_4 P_A + 2p\beta_A + \{\pi, \text{dec. RRC}\} \right] \]  
\[ (256) \]

\[ \Theta_{AB}(J) \equiv \frac{3}{4} \rho \left[ 2\dot{\varphi}_2^2 P_A - 2q\alpha_{AB} + \{\pi, \text{dec. RRC}\} \right] \]  
\[ (257) \]

\[ K(J) \equiv -\frac{3}{4} \rho \cdot \epsilon_{AB} \left[ -\nabla_A P_B - p\sigma \epsilon_{AB} + \{\pi, \text{dec. RRC}\} \right] \]  
\[ (258) \]

and

\[ \Delta(J) \equiv \frac{3}{4} \rho \left[ -\frac{1}{2} \dot{\varphi}_3 (tr\pi) - \nabla^A Q_A + 2q \left( \rho + \frac{2M}{r^3} \right) + \{\pi, \text{dec. RRC}\} \right] \]  
\[ (259) \]

\[ L(J)_A \equiv \frac{3}{4} \rho \left[ \frac{1}{2} \nabla_A tr\pi + \dot{\varphi}_4 Q_A - 2p\beta_A + \{\pi, \text{dec. RRC}\} \right] \]  
\[ (260) \]
\[ \Xi (J)_A = -\frac{3}{4} \rho \left[ \mathcal{D}_3 Q_A - 2q \beta_A + \{ \pi, \text{dec. RRC} \} \right] \] (261)

\[ \Theta_{AB} (J) = \frac{3}{4} \rho \left[ 2 \mathcal{D}_2^* Q_A - 2p \mathcal{R}_{AB} + \{ \pi, \text{dec. RRC} \} \right] \] (262)

\[ K (J) = -\frac{3}{4} \rho \cdot \epsilon_{AB} \left[ -\nabla_A Q_B + q \sigma_{AB} + \{ \pi, \text{dec. RRC} \} \right] \] (263)

**Proof.** Note that

\[ D^A \psi_{A4} = \nabla^A \psi_{A4} - \frac{1}{2} trH \psi_{34} + V_A \psi_{A4} \]

\[ = \nabla^A \psi_{A4} + \frac{1}{2} trH (\mathcal{D}_3 p - \mathcal{D}_4 q - 2\mathcal{R}_p + 2\mathcal{R}_q) \]

\[ = \nabla^A \psi_{A4} + \frac{1}{2} trH (2\mathcal{D}_3 p - 4\mathcal{R}_p + \pi_{34}) \] (264)

and

\[ D_3 \psi_{A4} = \mathcal{D}_3 \psi_{A4} - Z_\rho \psi_{34} - 2Z_B \psi_{AB} - 2\mathcal{R}_A \psi_{A4} \]

\[ D_4 \psi_{A4} = \mathcal{D}_4 \psi_{A4} - Y_\rho \psi_{34} - 2Y_B \psi_{AB} + 2\mathcal{R}_A \psi_{A4} \] (265)

\[ D_A \psi_{4B} + D_B \psi_{4A} - \delta_{AB} (D^A \psi_{4A}) \equiv -2\mathcal{D}_2^* \psi_{4A} - \mathcal{H}_{AB} \psi_{34} - 2\mathcal{H}_{CB} \psi_{AC} \equiv 2\mathcal{D}_2^* \psi_{4A} - \mathcal{H}_{AB} \psi_{34} \] (267)

and similarly for exchanging 3 and 4 indices. Hence for \( \Lambda \) we find

\[ \Lambda (J^1) = \frac{3}{4} \rho \left[ -\frac{1}{2} trH \pi_{34} - \frac{1}{4} trH tr \pi - \frac{1}{2} trH \pi_{44} - \frac{1}{2} trH \delta_{AB} \pi_{4B} + \frac{1}{4} trH tr \pi \right] \]

\[ \Lambda (J^2) = \frac{3}{4} \rho \left[ -\frac{1}{2} \mathcal{D}_4 (tr \pi) - \nabla^A \pi_A + 2p \rho - \frac{1}{2} trH (2\nabla_3 p - 4\mathcal{R}_p + \pi_{34}) \right] \]

which upon adding produces

\[ \Lambda (J) = \frac{3}{4} \rho \left[ -\frac{1}{2} \mathcal{D}_4 (tr \pi) - \nabla^A \pi_A + 2p \rho - \frac{1}{2} trH (2\nabla_3 p - 4\mathcal{R}_p) \right. \]

\[ \left. -tr \chi \pi_{34} - \frac{1}{2} trH \pi_{44} - \frac{1}{2} trH \delta_{AB} \pi_{4B} \right] \]

Since up to decaying Ricci coefficients \( 2p \rho - \frac{1}{2} trH (2\nabla_3 p - 4\mathcal{R}_p) = 2p (\rho + \frac{2M}{r^3}) \) the result follows. For later purposes we also collect the explicit form of \( I \). It is

\[ I (J)_A = \frac{3}{4} \rho \left[ \frac{1}{2} \nabla_A tr \pi + \mathcal{D}_3 \pi_A + 2q \beta_A - Z_\rho \psi_{34} - 2\mathcal{R}_A \psi_{A4} - trH \pi_{3A} - trH \pi_{4A} \right] . \]
7.3 $K_{2}^{XYZ}[\hat{\mathcal{L}_{T}}^{W}]$

Using the previous Lemma we can now look at the spacetime integrands $D(T,W)$.

**Proposition 7.5.** The terms $D(T,W)$ arising from $J^{1}(T,W) + J^{2}(T,W)$ satisfy

$$D(T,W)_{444} \equiv 6 \mathcal{D}_{4} \left( \rho_{0} \beta \left( \hat{\mathcal{L}}_{T}^{W} \right) \cdot \mathcal{P} \right) + 6 d\mathcal{v} \left( \rho_{0} \alpha \left( \hat{\mathcal{L}}_{T}^{W} \right) \cdot \mathcal{P} \right) - 3 \mathcal{L}_{T} \left[ q \rho \left( W \right) \right]^{2} - 2 p \rho \left( W \right) \left[ \beta \left( W \right) \right]^{2}$$

(268)

$$D(T,W)_{443} \equiv 6 \mathcal{D}_{3} \left( \rho_{0} \mathcal{P} \cdot \beta \left( \hat{\mathcal{L}}_{T}^{W} \right) \right) - 3 \mathcal{D}_{4} \left( \rho_{0} \cdot tr^{(T)} \pi \rho \left( \hat{\mathcal{L}}_{T}^{W} \right) \right) - 6 \mathcal{D}_{1} \left( - \mathcal{P}_{A} \rho_{0} \rho \left( \hat{\mathcal{L}}_{T}^{W} \right) - \mathcal{P}_{A} \rho_{0} \sigma \left( \hat{\mathcal{L}}_{T}^{W} \right) \right) + 6 \mathcal{L}_{T} \left( p \rho \rho^{(2 M \rho)} + p \rho \sigma^{2} + q \rho_{0} \left[ \beta \right]^{2} \right)$$

(269)

$$D(T,W)_{333} \equiv - 6 \mathcal{D}_{3} \left( \rho_{0} \beta \left( \hat{\mathcal{L}}_{T}^{W} \right) \cdot \mathcal{Q} \right) + 6 d\mathcal{v} \left( \rho_{0} \alpha \left( \hat{\mathcal{L}}_{T}^{W} \right) \cdot \mathcal{P} \right) - 3 \mathcal{L}_{T} \left[ p \rho \left( W \right) \right]^{2} - 2 q \rho \left( W \right) \left[ \beta \left( W \right) \right]^{2}$$

(270)

$$D(T,W)_{334} \equiv - 6 \mathcal{D}_{4} \left( \rho_{0} \mathcal{Q} \cdot \beta \left( \hat{\mathcal{L}}_{T}^{W} \right) \right) - 3 \mathcal{D}_{3} \left( \rho_{0} \cdot tr^{(T)} \pi \rho \left( \hat{\mathcal{L}}_{T}^{W} \right) \right) + 6 \mathcal{D}_{1} \left( - \mathcal{Q}_{A} \rho_{0} \rho \left( \hat{\mathcal{L}}_{T}^{W} \right) - \mathcal{Q}_{A} \rho_{0} \sigma \left( \hat{\mathcal{L}}_{T}^{W} \right) \right) + 6 \mathcal{L}_{T} \left( q \rho \left( p + \frac{2 M \rho}{\rho^{3}} \right)^{2} + q \rho_{0} \sigma^{2} + p \rho_{0} \left[ \beta \right]^{2} \right)$$

(271)

where $\equiv$ denotes equality up to terms of the following form

$$\left( \hat{\mathcal{L}}_{T}^{W} \right) \cdot \left\{ \rho_{0} \pi , \rho_{0} \text{dec. RRC} \right\}$$

(272)

and lower order terms of the form

$$\left( W \cdot \hat{W} \right) \cdot \left\{ \pi , \text{dec. RRC} \right\}$$

(273)

**Proof.** First note that all terms arising from $J^{1}(T,W)$ are of the form (272), (273) or even lower order. Denote by $\rho_{0} = \rho \left( W \right)$ the non-decaying $\rho$ component of the uncommuted Weyl tensor we compute, modulo cubic terms in which all three components decay and terms of the form $\left( \hat{\mathcal{L}}_{T}^{W} \right) \cdot \left\{ \pi , \text{dec. RRC} \right\} \cdot \rho_{0}$:

$$D(T,W)_{444} \equiv 4 \alpha \left( \hat{\mathcal{L}}_{T}^{W} \right) \cdot \frac{3}{2} \rho_{0} \left( \mathcal{D}_{2}^{*} \mathcal{P}_{A} - q_{\alpha A B} \right) - 8 \beta \left( \hat{\mathcal{L}}_{T}^{W} \right) \cdot \left( - \frac{3}{4} \rho_{0} \left( 2 p \beta_{A} + \mathcal{D}_{4} \mathcal{P}_{A} \right) \right)$$

(271)
Using Lemma 3.8 we can write

\[ D(T,W)_{444} \equiv 6q\rho_0 \left[ -\frac{1}{2} \hat{L}_T (|\alpha|^2) \right] + 12p\rho_0 \left[ \frac{1}{2} \hat{L}_T (|\beta|^2) \right] + 6\rho_0 \left[ d\nu \alpha (\hat{L}_T W) - \varphi_4 \beta (\hat{L}_T W) \right] P_A - \frac{6}{\rho_0} (\varphi_4 \rho_0) \beta (\hat{L}_T W) \cdot P_A + 6\varphi_4 (\rho_0 \beta (\hat{L}_T W) \cdot P_A) + 6d\nu (\rho_0 \alpha (\hat{L}_T W) \cdot P) - 6\alpha (\hat{L}_T W) \nabla \rho_0 \mathcal{P} \]

and hence

\[ D(T,W)_{444} \equiv 6\rho_0 \left[ \left( 2trH + 2\Omega + \frac{3}{2} trH \right) \beta (\hat{L}_T W) - \alpha (\hat{L}_T W) \nabla \rho_0 - J_{4A4} \right] P_A + 6\varphi_4 (\rho_0 \beta (\hat{L}_T W) \cdot P) + 6d\nu (\rho_0 \alpha (\hat{L}_T W) \cdot P) - 3\hat{L}_T [q_0 \alpha^2 - 2p\rho_0^2] \]

Note that the terms in the last line are pure derivatives. Here we have used in particular the Bianchi equation (86) and the fact that the adjoint of \( \varphi_4^* \) is \( d\nu \).

Similarly, again modulo cubic terms in which all three components decay and terms of the form \( (\hat{L}_T W) \cdot \{\pi, \text{dec. RRC}\} \cdot \rho_0 \):

\[ D(T,W)_{444} \equiv 8\rho \left( \hat{L}_T W \cdot \frac{3}{4} \rho_0 \left[ 2p \left( \rho + \frac{2M}{r^3} \right) - d\nu P_A - \frac{1}{2} \varphi_4 (tr\pi) \right] + 8\sigma (\hat{L}_T W) \left( -\frac{3}{4} \rho_0 (\alpha - crl P_A) \right) + 8\beta (\hat{L}_T W) \cdot \left( \frac{3}{4} \rho_0 (2q_3 A + \varphi_3 P_A + \frac{1}{2} \nabla_A tr\pi) \right) \]

\[ \equiv 12p\rho_0 \left[ \frac{1}{2} \hat{L}_T \left( \rho + \frac{2M}{r^3} \right) \right] ^2 + \left( \rho + \frac{2M}{r^3} \right) \left( \hat{L}_T \left( \frac{2M}{r^3} \right) - \frac{1}{8} tr(T)r\pi \rho \right) + 12p\rho_0 \left[ \frac{1}{2} \hat{L}_T (\sigma^2) - \frac{1}{8} tr(T)r\pi \sigma^2 \right] + 12q_0 \left[ \frac{1}{2} \hat{L}_T (\beta^2) \right] + 6\rho_0 P_A \left[ \varphi_4^* (\rho - (\hat{L}_T W), \sigma (L_T W)) - \varphi_4 \beta (\hat{L}_T W) \right] + 3\rho_0 tr(T) \hat{L}_T \left[ \varphi_4 \rho (\hat{L}_T W) - d\nu (\hat{L}_T W) \right] + 6\varphi_4 (\rho_0 \beta (\hat{L}_T W) - 3\varphi_4 (\rho_0 \cdot tr(T)r\pi \hat{L}_T W)) - 6\varphi_4 (\hat{P}_A \rho_0 \rho \left( \hat{L}_T W \right), \hat{P}_A \rho_0 \rho \left( \hat{L}_T W \right) \cdot \pi \right). \] (274)

Using the Bianchi equations (88) and (91) yields the statement in the lemma.

The computation for \( D(T,W)_{333} \) and \( D(T,W)_{334} \) proceeds analogously. \( \Box \)

Note that since these terms are going to be integrated, we have essentially gained a derivative: The worst error-terms involving \( \rho_0 \) are not of the form \( \rho_0 \cdot u (\hat{L}_T W) \cdot D\pi \) but only \( \rho_0 \cdot u (\hat{L}_T W) \cdot \pi \). It is not hard to see that the structure we revealed at the first commutation with \( T \), survives to higher orders.
7.4 \( K_2^{XYZ} \left[ \hat{L}_T^{n+1}W \right] \)

Consider the \( n + 1 \) times \( T \)-commutated Bianchi equation:

\[
D^\alpha \left( \hat{L}_T^{n+1}W \right)_{\alpha\beta\delta} = \hat{L}_T^\alpha J_{\beta\gamma\delta} (T, W) + \sum_{i=0}^{n-1} \hat{L}_T^\alpha J_{\beta\gamma\delta} \left( T, \hat{L}_T^{n-i}W \right) = J_{\text{hard}} + J_{\text{easy}}.
\]

We use the index “easy” for the second (summed) term, in view of the fact that a \( T \)-derivative has already fallen on \( W \) in this expression. Hence this term already decays quadratically. On the other hand, the most difficult term in \( J_{\text{hard}} \) is the one where all derivatives fall on the deformation tensor, in view of the non-decaying component \( \rho \) of \( W \). We set

\[
K_2^{XYZ} \left[ \hat{L}_T^{n+1}W \right] = \text{easy} K_2^{XYZ} \left[ \hat{L}_T^{n+1}W \right] + \text{hard} K_2^{XYZ} \left[ \hat{L}_T^{n+1}W \right], \tag{275}
\]

with the terms arising from the different terms on the right hand side, \( J_{\text{easy}} \) and \( J_{\text{hard}} \) via formula (63). In view of the quadratically decaying structure of \( J_{\text{easy}} \) we easily see

**Proposition 7.6.** Let \((\mathcal{R}, g)\) be ultimately Schwarzschildian to order \( k + 1 \) \((k > 7)\). For \( 1 \leq n \leq k - 1 \) and any \( \lambda > 0 \),

\[
\left| \int_{\mathcal{M}(\tau_1, \tau_2)} \sum_{a,b,c \in \{3,4\}} \text{easy} K_2^{a\alpha_b\alpha_c} \left[ \hat{L}_T^{n+1}W \right] \right| \\
\leq \left( \lambda + \frac{B_\lambda \epsilon}{\sqrt{\tau_1}} \right) \cdot \sup_{\tau} E^{n+1} \left[ W \right] \left( \bar{\Sigma}_\tau \right) + B_\lambda \epsilon (\tau_1)^{-\frac{3}{2}} \cdot \sup_{\tau} E^n \left[ g \right] \left( \bar{\Sigma}_\tau \right) \\
+ \frac{\epsilon}{\sqrt{\tau_1}} \int_{\mathcal{M} \cap \{ \tau \geq R \}} dt^* dr d\omega r^\frac{1}{2} (\| D^{n+1} g \|^2_2). \tag{276}
\]

Moreover, as in Proposition 6.2, if \( \mathcal{M}(\tau_1, \tau_2) \) is replaced by \( \mathcal{M}(\tau_1, \tau_2) \) (and \( \bar{\Sigma}_\tau \) by \( \Sigma_\tau \)), the last term can be dropped. For \( n = 0, \text{easy} K_2^{a\alpha_b\alpha_c} \left[ \hat{L}_T W \right] = 0 \).

**Proof.** Observe that schematically

\[
J_{\text{easy}} \equiv \sum_{s=0}^{n-1} \left[ (D_\hat{L}_T^s \bar{\pi}) \left( \hat{L}_T^{n-s}W \right) + \left( \hat{L}_T^{s+1} \bar{\pi} \right) (D_\hat{L}_T^{n-s}W) \right], \tag{277}
\]

where the \( \equiv \) ignores all lower order terms which arise from the commutation of \( D \) with the Lie derivative\(^{19}\) and all combinatorial (integer) factors for these terms. We then estimate, first in \( r \leq R \):

\[
\left| \int_{\mathcal{M}(\tau_1, \tau_2) \cap \{ r \leq R \}} \sum_{a,b,c \in \{3,4\}} \text{easy} K_2^{a\alpha_b\alpha_c} \left[ \hat{L}_T^{n+1}W \right] \right| \leq \int dt^* \| \hat{L}_T^{n+1}W \|_{L^2} \left[ \\
\sum_{s=0}^{n-1} \left( \| D_\hat{L}_T^s \bar{\pi} \|_{L^\infty} \| \hat{L}_T^{n-s}W \|_{L^2} + \| \hat{L}_T^{s+1} \bar{\pi} \|_{L^\infty} \| D_\hat{L}_T^{n-s}W \|_{L^2} \right) \\
+ \sum_{s=0}^{n-1} \| D_\hat{L}_T^s \bar{\pi} \|_{L^2} \cdot \| \hat{L}_T^{n-s}W \|_{L^\infty} + \| \hat{L}_T^{s+1} \bar{\pi} \|_{L^2} \cdot \| D_\hat{L}_T^{n-s}W \|_{L^\infty} \right],
\]

\(^{19}\)these terms will not only be of lower order but also introduce additional decay
Proof. The penultimate term can be dropped.

One easily checks that for \( n = k - 1 = 7 \) (the worst case) the ultimately Schwarzshildean assumption ensures that one can absorb the \( (\tau_2 - \tau_1)^2 \) term using the decay of one of the sup-terms.

We can do the same estimate in \( r \geq R \), the only thing we have to be careful about is that not all null-components appear on characteristic slices. This is easily accounted for by adding the spacetime term appearing on the right hand side of (276). Note in this context that potentially divergent terms like

\[
\int dt^* drd\omega r^2 \omega \left( \mathcal{L}_T^{n+1} W \right) \cdot \left( \varphi_3 \mathcal{L}_T^{n-1} (T^i) \right) \cdot \mathcal{L}_T \Omega
\]

(i.e. where all terms of the cubic expression only decay like \( \frac{1}{\sqrt{r}} \)) cannot appear in \( K_2 |W| \) because of the null-structure of the error-terms (cf. the signature considerations in [8]). At least one component in the cubic error-term has improved decay in \( r \).

For \( \text{hard} K_2^{XYZ} \) we have

**Proposition 7.7.** Let \((\mathcal{R}, g)\) be ultimately Schwarzshildean to order \( k + 1 \) \((k > 7)\) and \( X = p_Y e_3 + q_X e_4, Y = p_Y e_3 + q_Y e_4, Z = p_Z e_3 + q_Z e_4 \) be vectorfields for bounded spacetime functions \( p_i \) and \( q_i \) satisfying \( |T(p_i)| + |T(q_i)| \leq \epsilon \cdot r^{-\frac{1}{4}} \) in the interior \( r < r^* \). For \( 0 \leq n \leq k - 1 \) and any positive \( \lambda_2 \) we have

\[
\left| \int_{\mathcal{M}} \text{hard} K_2^{XYZ} \left[ \mathcal{L}_T^{n+1} W \right] \right| \leq \left( \lambda_2 + \epsilon (\tau_1)^{-\frac{1}{4}} \right) \sup_{\tau \in (\tau_1, \tau_2)} \mathbb{E}^{n+1} [W] \left( \Sigma_\tau \right) 
+ B \omega \left( \mathcal{M} (\tau_1, \tau_2) \right) + B \lambda_2 \cdot \mathbb{E}^{n+1} \left( \mathcal{M} (\tau_1, \tau_2) \right) 
+ B \int_{\mathcal{M} (\tau_1, \tau_2)} \frac{1}{r^2} \left( \sum_{i=1}^{n} \| \mathcal{L}_T^i W \|^2 + \| \hat{W} \|^2 \right) 
+ \frac{\epsilon}{\sqrt{r_1}} \int_{\mathcal{M} \setminus \{ r \geq R \} \mathcal{H} \setminus \{ r \geq R \} \mathcal{H}} dt^* drd\omega r^2 \left[ \| D^{n+1} \Omega \|^2 \right] + \lambda_2 \sup_{\mathcal{H}} |p| \int_{\mathcal{H}} \| \mathcal{L}_T^{n+1} W \|^2.
\]

As in Proposition 7.6, if \( \mathcal{M} (\tau_1, \tau_2) \) is replaced by \( \mathcal{M} (\tau_1, \tau_2) \) \( (\text{and} \hat{\Sigma}_\tau \text{ by} \Sigma_\tau) \), the penultimate term can be dropped.

**Proof.** Observe that the null-decomposition of \( J = J(T, W) \) almost commutes with \( \mathcal{L}_T \):

\[
\Lambda \left( \mathcal{L}_T J \right) = \mathcal{L}_T \left( \Lambda (J) \right) + (\text{decaying RRC}) \cdot (\Lambda (J) , ..., \varphi (J)),
\]

(280)
where the error is of lower order and introduces additional decay. Similarly for the other null-components. Now the $\hat{\mathcal{L}}_T^n$-derivative of each null-component of $J$ is of one of the following forms

1. $\hat{\mathcal{L}}_T^n [\pi D\left(W \text{ but not } \rho\right) + D\pi \cdot (W \text{ but not } \rho)]$ or $\hat{\mathcal{L}}_T^{n-1} \left[ \pi \hat{\mathcal{L}}_T D\rho + D\pi \cdot \hat{\mathcal{L}}_T \rho \right]$, i.e. a product of two (or more, arising from commutation) decaying components

2. $\hat{\mathcal{L}}_T^n D\rho$

3. $\hat{\mathcal{L}}_T^n D\pi \rho$ (these terms were essentially computed in Lemma 7.4)

In the expression for $K_2$ arising from these terms, terms of type (1) can be estimated as in easy $K_2$. We only mention the term involving the highest derivative of the weakly decaying component $\hat{\mathcal{T}}$. In view of signature considerations this term is of the form

$$\int_{r \geq R} dt^* dr d\omega r^2 \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \left( \partial_3 \hat{\mathcal{L}}_T^n \left( \hat{\mathcal{T}} \right) \right) \cdot (W \text{ but not } \alpha, \rho)$$

For the terms of type (2), we first note that using the Bianchi equations for $\rho$, they can be transformed into terms of type (1) and terms of the form $\hat{\mathcal{L}}_T^n \pi (trH, trH) \rho$. Realizing that the decay in $r$ at infinity is not an issue for the latter term in view of $\rho$ decaying like $1/r$, we integrate it by parts in $T$ to obtain, modulo lower order boundary terms which are already present on the right hand side of (279):

$$\int_{\mathcal{M}(\tau_1, \tau_2)} \left( \hat{\mathcal{L}}_T^n \pi \rho_0 \right) \left( \hat{\mathcal{L}}_T^{n+1} W \right) \sim \int_{\mathcal{M}(\tau_1, \tau_2)} \left( \hat{\mathcal{L}}_T^{n+1} \pi \rho_0 \right) \left( \hat{\mathcal{L}}_T^n W \right)$$

for $n \geq 1$, while the right hand side equal to $\int_{\mathcal{M}(\tau_1, \tau_2)} \left( \hat{\mathcal{L}}_T \pi \rho_0 \right) \hat{W}$, in case that $n = 0$. An application of Cauchy’s inequality yields the terms found on the right hand side of Proposition 7.7.

Finally, for the terms of type (3), we can redo the computation of Proposition 7.5 and transform this term into terms of type (1) and (2):

**Lemma 7.8.** We have the following generalization of Proposition 7.5

$$D \left( T, \hat{\mathcal{L}}_T^n W \right)_{444} \equiv 6 \partial_4 \left( \rho_0 \beta \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \hat{\mathcal{L}}_T^n \mathcal{P} \right) + 6 d\rho \left( \rho_0 \alpha \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \hat{\mathcal{L}}_T^n \mathcal{P} \right) - 3 \mathcal{L}_T \left[ \rho_0 |\alpha \left( \hat{\mathcal{L}}_T^n W \right)^2 \right]^2 - 2 \rho \beta \left( \hat{\mathcal{L}}_T^n W \right)^2$$

Note again that, in view of signature considerations, terms involving twice the curvature component $\alpha$ in conjunction with the (weakly $r$-decaying) null-component $(\mathcal{X})$ cannot appear.

Note that this term is easily estimated if $\mathcal{M}$ is replaced by $\mathcal{N}$, in view of the uniform decay of the deformation tensor (55). The problem here is that $\alpha$ does not appear on the characteristic hypersurfaces $N_{out} \left( S_{\kappa, R}^2 \right)$. 57
\[ D(T, W)_{443} \equiv 6 \mathcal{D}_3 \left( \rho_0 \hat{\mathcal{L}}_T^{\rho} \mathcal{P} \cdot \beta \left( \hat{\mathcal{L}}_T^{n+1} W \right) \right) - 3 \mathcal{D}_4 \left( \rho_0 \cdot \hat{\mathcal{L}}_T^{\rho} tr(T) \pi \rho \left( \hat{\mathcal{L}}_T W \right) \right) - 6 \mathcal{D}_4 \left( - \hat{\mathcal{L}}_T^{\rho} \mathcal{P}_A \rho_0 \rho \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \hat{\mathcal{L}}_T^{\rho} \mathcal{P}_A \rho_0 \sigma \left( \hat{\mathcal{L}}_T^{n+1} W \right) \right) + 6 \mathcal{L}_T \left( \rho_0 \left[ \hat{\mathcal{L}}_T^n \left( \rho + \frac{2M \rho}{r^2} \right) \right]^2 + \rho_0 \sigma \left( \hat{\mathcal{L}}_T W \right)^2 + q \rho_0 \| \hat{\mathcal{L}}_T^\rho \beta \|^2 \right) \]

and similarly for the other two components. Here \( \equiv \) denotes equality up to lower order terms which are of the form arising from (1) or (2).

**Proof.** We show the statement only for the first component, as the others are treated completely analogously.

\[
D \left( T, \hat{\mathcal{L}}_T^n W \right)_{444} \equiv 4 \alpha \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \Theta (T, \hat{\mathcal{L}}_T^n W) - 8 \beta \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \Xi (T, \hat{\mathcal{L}}_T^n W) \\
\equiv 4 \alpha \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \hat{\mathcal{L}}_T^n \Theta (T, W) - 8 \beta \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \hat{\mathcal{L}}_T^n \Xi (T, W)
\]

Now we can use Lemma 7.4, where we computed the part of the null-components \( \Theta \) and \( \Xi \), which is proportional to \( \rho \). Since commuting with the Lie-T-derivative only introduces lower order terms we obtain

\[
D \left( T, \hat{\mathcal{L}}_T^n W \right)_{444} \equiv 4 \alpha \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \frac{3}{2} \rho_0 \left( \hat{\mathcal{D}}_2 \hat{\mathcal{L}}_T^n \mathcal{P}_A - q \alpha \left( \hat{\mathcal{L}}_T^n W \right) \right) - 8 \beta \left( \hat{\mathcal{L}}_T^{n+1} W \right) \cdot \left( -\frac{3}{4} \rho_0 \left( 2q \beta \left( \hat{\mathcal{L}}_T^n W \right) + \mathcal{D}_4 \hat{\mathcal{L}}_T^n \mathcal{P}_A \right) \right), \tag{282}
\]

from which point on we can follow the computations of Proposition 7.5 to produce the result. \( \square \)

We now integrate the main terms collected in the previous Lemma. Since they arise from

\[
D \left( T, \hat{\mathcal{L}}_T^n W \right) \left( p_X e_3 + q_X e_4, p_Y e_3 + q_Y e_4, p_Z e_3 + q_Z e_4 \right), \tag{283}
\]

we observe that for vectorfields satisfying \( p_i = 0 \) \( (i = X, Y, Z) \) on the horizon, the boundary term on the horizon will vanish. In general, the strength of the horizon term will be of the size of the \( p_i \)'s on the horizon. Hence, for the terms appearing in the Lemma

\[
\int_{\mathcal{M}((\tau_2, \tau_2)} D \left( T, \hat{\mathcal{L}}_T^n W \right) \left( p_1 e_3 + q_1 e_4, p_2 e_3 + q_2 e_4, p_3 e_3 + q_3 e_4 \right) \\
\le B \cdot \sup \left( \mathcal{H}, t \right) \left| p_i \right| \int_{\mathcal{H}} \left( \lambda_2 \| \hat{\mathcal{L}}_T^{n+1} W \|^2 + \frac{1}{\lambda_2} \| D^n \pi \|^2 \right) + \lambda_2 \sup_{\tau \in (\tau_1, \tau_2)} [\mathcal{W}] (\Sigma_\tau) + B_\lambda_2 \sup_{\tau \in (\tau_1, \tau_2)} [\mathcal{W}] (\Sigma_\tau) + \text{spacetime terms of the form (281)} \tag{284}
\]

\( \square \)
7.5 Summary of the error estimates

Combining Propositions 7.6 and 7.7 we can summarize our estimate of the error term $K_2$. We note in passing that the curvature terms in Proposition 7.7 can be controlled by the energies of the Ricci-coefficients one order higher, simply by the definition of curvature in terms of derivatives of the Ricci-coefficients (cf. the null structure equations in section 3.9). Hence:

**Proposition 7.9.** Let $(\mathcal{R}, g)$ be ultimately Schwarzschildian to order $k + 1$ ($k > 7$) and $X = p_X e_3 + q_X e_4$, $Y = p_Y e_3 + q_Y e_4$, $Z = p_Z e_3 + q_Z e_4$ be vectorfields for bounded spacetime functions $p_i$ and $q_i$ satisfying $|T(p_i)| + |T(q_i)| \leq \epsilon \cdot \tau^{-\frac{1}{4}}$.

For any positive $\lambda$ and $0 \leq n \leq k - 1$ we have

\[
\left| \int_{\mathcal{M}(\tau_1, \tau_2)} K_2^{XYZ} \left[ \tilde{L}_T^{n+1} W \right] \right| \leq \left( \lambda + B \lambda \epsilon (\tau_1) \right) \sup_{\tau \in (\tau_1, \tau_2)} \left[ W \left( \tilde{\Sigma}_r \right) \right] + B \cdot D^{n+1} [\mathcal{R}] (\tau_1, \tau_2) + B \lambda \cdot D^{n} [\mathcal{R}] (\tau_1, \tau_2) + \epsilon (\tau_1) \cdot \Pi^{n+1, r \geq R} [W] \left( \tilde{\mathcal{M}} (\tau_1, \tau_2) \right) + \lambda \sup_{\mathcal{R}, \tau} |p_i| \int_{\mathcal{H}} \left| \tilde{\mathcal{L}}^{n+1} \right|^2
\]

(285)

For $X = Y = Z = T$ the last term vanishes and no highest order curvature-term appears on the horizon.

Finally, if $\mathcal{M} (\tau_1, \tau_2)$ is replaced by $\mathcal{M} (\tau_1, \tau_2)$, $\tilde{\Sigma}_r$ by $\Sigma_r$ and the $D$-energies by the $C$-energies, the estimate holds without the penultimate term on the right hand side.

8 The redshift (from the null-Bianchi equations)

8.1 The main result

The main result of this section is

**Proposition 8.1** (Estimates close to the horizon). *We have for $0 \leq n \leq k - 1$:

\[
\Pi^{n+1, r \leq \gamma} [W] (\Sigma_{\tau_r}) + \Pi^{n+1, r \leq \gamma} [W] (\mathcal{H} (\tau_1, \tau_2)) + \Pi^{n+1, deg} [W] (\mathcal{M} (\tau_1, \tau_2)) \leq 2 \cdot \Pi^{n+1, r \leq \gamma} [W] (\Sigma_{\tau_r}) + B \cdot D^{n+1, deg} [\mathcal{R}] (\tau_1, \tau_2) + E_{\text{hoz}}^{n+1} [\mathcal{R}] (\tau_1, \tau_2)
\]

(286)

with the error

\[
E_{\text{hoz}}^{n+1} [\mathcal{R}] (\tau_1, \tau_2) = \epsilon \cdot \Pi^{n+1, \text{deg}} [\mathcal{R}] (\mathcal{M} (\tau_1, \tau_2)) + B \cdot D^{n, \text{deg}} [\mathcal{R}] (\tau_1, \tau_2) + B \cdot D^{n+1, \text{deg}} [\mathcal{R}] (\Sigma_{\tau_r}, \Sigma_{\tau_r}, \mathcal{H})
\]

(287)

where $\epsilon$ arises from a pointwise estimate for $\tilde{W}$ and the constants $B$ depend only on $M$ and, in (286), the $\Pi^{n+1, \text{deg}} [\mathcal{R}] (\mathcal{M} (\tau_1, \tau_2))$-energy.

**Proof.** This will follow from the sequence of estimates proven in the remainder of this section. \(\square\)

Note that we are estimating $n + 1$ derivatives of curvature, requiring only an $\epsilon$ of $n + 1$-derivatives of the Ricci rotation coefficients.
8.2 Estimates for the uncommuted equations

Recall that we defined

$$\gamma = \xi(r) \left(1 + \frac{1}{c_{red}} (1 - \mu)\right)$$ (288)

in (213). Multiply (87) by $\gamma \alpha$ and integrate the resulting equation over the spacetime region $\mathcal{Y} = M(\tau_1, \tau_2) \cap \{r \leq r_Y\}$. Integrate the angular $\beta$ term by parts (producing $\text{div}_{\omega}$) yields upon inserting (88) the identity

$$\int_{\mathcal{Y}} \sqrt{g} dt^* d\omega \left(\frac{1}{2} \partial_4 (\gamma \|\alpha\|^2) + \left[-\frac{1}{2} \partial_4 \gamma - \gamma \left(4\Omega - \frac{1}{2} \text{tr} H\right)\right] \|\alpha\|^2 + \partial_3 (\gamma \|\beta\|^2) + [- \partial_3 \gamma + \gamma (4\Omega + 4\text{tr} H)] \|\beta\|^2\right) = \int_{\mathcal{Y}} \sqrt{g} dt^* d\omega e_\gamma \left[\alpha, \beta\right]$$

with the error

$$e_\gamma \left[\alpha, \beta\right] = \gamma [E_4 (\alpha) - 4\Omega \alpha] \alpha + 2\gamma [E_3 (\beta) + 2\Omega \beta] \beta,$$

for which we ignore the entirely harmless cubic term $2\alpha \beta \nabla (\gamma \sqrt{g})$ arising from the integration by parts (this term can always be estimated as $\epsilon (\|\alpha\|^2 + \|\beta\|^2)$ using the ultimately Schurzschildean assumption). Inserting the relations

$$\partial_3 (\gamma \|\beta\|^2) = D_3 (\gamma \|\beta\|^2) = D_a ((e_3)^a \gamma \|\beta\|^2) - \gamma \beta^2 [-2\Omega + \text{tr} H]$$

$$\partial_4 (\gamma \|\alpha\|^2) = D_4 (\gamma \|\alpha\|^2) = D_a ((e_4)^a \gamma \|\alpha\|^2) - \gamma \alpha^2 [-2\Omega + \text{tr} H]$$ (289)

back into the above identity we can write

$$\int_{\mathcal{Y}} \sqrt{g} dt^* d\omega \left(\frac{1}{2} D_a ((e_4)^a \gamma \|\alpha\|^2) + \left[-\frac{1}{2} \partial_4 \gamma - \gamma (3\Omega)\right] \|\alpha\|^2 + D_a ((e_3)^a \gamma \|\beta\|^2) + [- \partial_3 \gamma + \gamma (6\Omega + 2\text{tr} H)] \|\beta\|^2\right) = \int_{\mathcal{Y}} \sqrt{g} dt^* d\omega e_\gamma \left[\alpha, \beta\right].$$

By Lemma 6.3, in the region under consideration both

$$-\frac{1}{2} \partial_4 \gamma - 3\Omega \geq b \quad \text{and} \quad - \partial_3 \gamma + \gamma (6\Omega + 2\text{tr} H) \geq b$$ (290)

hold and we obtain the estimate\textsuperscript{22}

$$\int_{\mathcal{Y}} \int_{\mathcal{H} \cap \{\tau \leq r_Y\}} \left(\|\alpha\|^2 + \|\beta\|^2\right) + \int_{\mathcal{Y}} \left(\|\alpha\|^2 + \|\beta\|^2\right) + \int_{\mathcal{H} \cap \{\tau \leq r_Y\}} \|\beta\|^2 \leq B \int_{\mathcal{Y}} \int_{\mathcal{H} \cap \{\tau \leq r_Y\}} \left(\|\alpha\|^2 + \|\beta\|^2\right) + B \int_{\mathcal{Y}} \int_{\mathcal{H} \cap \{\tau \leq r_Y\}} \|\beta\|^2 \leq B \int_{\mathcal{Y}} \int_{\mathcal{H} \cap \{\tau \leq r_Y\}} \|\beta\|^2 \leq B \int e_\gamma \left[\alpha, \beta\right]$$ (291)

\textsuperscript{22}We have not written the measure explicitly here as no confusion can arise from weights in $r$ in this region.
The same procedure applied to the Bianchi equations (90), (93) and (94) produces the identity

\[
\int_Y \sqrt{g} dt^* dr d\omega \left( \frac{1}{2} \beta_4 (\gamma \beta^2) + \left[ \frac{1}{2} \beta_4 \gamma + \gamma (2trH - 2\Omega) \right] \beta^2 \right. \\
\left. + \frac{1}{2} \beta_3 (\gamma \beta^2 + \gamma \sigma^2) + \left[ -\frac{1}{2} \beta_3 \gamma + \frac{3}{2} \gamma trH \beta \right] (\beta^2 + \sigma^2) \right) = \\
\int_Y \sqrt{g} dt^* dr d\omega e_{\gamma} [\beta, (\hat{\rho}, \hat{\sigma})] \tag{292}
\]

with the error

\[
e_{\gamma} [\beta, (\hat{\rho}, \hat{\sigma})] = \gamma \hat{E}_3 (\rho) \hat{\rho} + \gamma \hat{E}_3 (\sigma) \hat{\sigma} + \gamma \left[ E_4 (\beta) - 2\Omega \beta \right] \tag{293}
\]

(again we ignore a harmless cubic error-term of the form \( \beta (\hat{\rho}, \hat{\sigma}) \nabla (\gamma \sqrt{g}) \), which is readily estimated). Upon integration over \( Y \) this leads to the estimate

\[
\int_{\Sigma_{r_2}} (||\beta||^2 + ||\hat{\rho}, \hat{\sigma}||^2) + \int_Y (||\beta||^2 + ||\hat{\rho}, \hat{\sigma}||^2) + \int_{\mathcal{H}(\tau_1, \tau_2)} ||\hat{\rho}, \hat{\sigma}||^2 \\
\leq B \int_{\Sigma_{r_2}} (||\beta||^2 + ||\hat{\rho}, \hat{\sigma}||^2) \\
+ B \int_{\mathcal{A}(r - r_1, r - r_2)} (||\beta||^2 + ||\hat{\rho}, \hat{\sigma}||^2) + B \int_Y e_{\gamma} [\beta, (\hat{\rho}, \hat{\sigma})] \tag{294}
\]

where we have taken into account that both inequalities

\[
\frac{1}{2} \beta_4 \gamma + \gamma \left( -\Omega + \frac{3}{2} trH \right) \geq b \quad \text{and} \quad -\beta_3 \gamma + \gamma \left( +\Omega + \frac{3}{2} trH \right) \geq b
\]

hold in \( r \leq r_Y \).

The other two sets of Bianchi equations are a little more subtle. We can not achieve a good sign for both of the spacetime terms at the same time. For instance, using the renormalized Bianchi equation (95) and (92) we derive

\[
\int_Y \sqrt{g} dt^* dr d\omega \left( \frac{1}{2} \beta_4 (\gamma \beta^2 + \gamma \sigma^2) + \left[ -\frac{1}{2} \beta_4 \gamma + \frac{1}{2} \gamma trH \beta \right] (\beta^2 + \sigma^2) \right. \\
\left. + \frac{1}{2} \beta_3 (\gamma \beta^2) + \left[ -\frac{1}{2} \beta_3 \gamma + \frac{3}{2} \gamma trH \beta \right] \beta^2 \right) = \\
\int_Y \sqrt{g} dt^* dr d\omega e_{\gamma} [(\hat{\rho}, \hat{\sigma}), \beta] 
\]

with the error

\[
e_{\gamma} [(\hat{\rho}, \hat{\sigma}), \beta] = \gamma \hat{E}_4 (\rho) \hat{\rho} + \gamma \hat{E}_4 (\sigma) \hat{\sigma} + \gamma \left[ E_3 (\beta) - 2\Omega \beta \right] \beta \tag{295}
\]

After integration, the \( \beta \) spacetime term will admit a good sign, while the \( (\hat{\rho}, \hat{\sigma}) \)-term will have the wrong sign as

\[
-\frac{1}{2} \beta_4 \gamma + \gamma (trH + \Omega) \tag{296}
\]
is negative close to the horizon. However, since \((\hat{\rho}, \hat{\sigma})\) is already controlled by the previous estimate, we can add a multiple of the estimate (294) to also control the spacetime term of \(\beta\). Similarly, for the final set of equations:

\[
\int_Y \sqrt{g} dt^* d\omega \left( \frac{1}{4} D_{\beta} (\gamma \alpha^2) + \left[ -\frac{1}{4} D_{\beta} \gamma + \gamma \left( \frac{1}{4} tr H \alpha - 2\Omega \alpha \right) \right] \right) \alpha^2
\]

\[
\frac{1}{2} D_{\beta} (\gamma \beta^2) + \left[ -\frac{1}{2} D_{\beta} \gamma + \gamma (2 tr H + 2\Omega) \right] \beta^2 = \int_Y \sqrt{g} dt^* d\omega e_\gamma [\beta, \alpha] \quad (297)
\]

with error

\[
e_\gamma [\beta, \alpha] = \frac{1}{2} \gamma [E_4 (\alpha) - 4\Omega \alpha] + \gamma [E_4 (\beta) + 2\Omega \beta] \beta \quad (298)
\]

Hence while the \(\alpha\)-spacetime term is positive, the \(\beta\)-spacetime term has the wrong sign (which will only get strengthened after the contribution from the integration by parts). However, the \(\beta\)-term has been controlled by the previous step and we can add a multiple of the latter to control this term. Adding the estimates up we can summarize our findings in the following

**Proposition 8.2.** We have the estimate

\[
\int_{\Sigma_{r_2} \cap \{r \leq r_Y \}} \|\tilde{W}\|^2 + \int_Y \|\tilde{W}\|^2 \leq B \int_{\Sigma_{r_1} \cap \{r \leq r_Y \}} \|\tilde{W}\|^2 + B \int_M \frac{\|\tilde{W}\|^2}{\frac{\gamma^2 - 2\Omega}{\gamma}} + B \left| \int e_\gamma [\alpha, \beta] \right| + B \left| \int e_\gamma [\beta, (\hat{\rho}, \hat{\sigma})] \right| + B \left| \int e_\gamma [(\hat{\rho}, \hat{\sigma}), \beta] \right| + B \left| \int e_\gamma [\beta, \alpha] \right|. \quad (299)
\]

For the error-terms we have

**Lemma 8.3.**

\[
\left| \int e_\gamma [\alpha, \beta] \right| + \left| \int e_\gamma [\beta, (\hat{\rho}, \hat{\sigma})] \right| + \left| \int e_\gamma [(\hat{\rho}, \hat{\sigma}), \beta] \right| + \left| \int e_\gamma [\beta, \alpha] \right| \leq \| (\mathcal{R} - \mathcal{R}_{SS})^2 \|_{L^\infty} \cdot \int_Y \|\tilde{W}\|^2 + B \|\rho\|^2 \|_{L^\infty} \int_Y \|\mathcal{R} - \mathcal{R}_{SS}\|^2. \quad (300)
\]

**Proof.** This follows from inspecting the error-terms individually. Most terms are of the form “decaying Ricci rotation coefficient” \cdot “decaying curvature component” and are estimated by the first term on the right hand side of the lemma. The only other term arises when the curvature component is \(\rho\). This is accounted for by the last term. \(\square\)

**8.3 The higher derivative redshift estimate**

The estimate of Proposition 8.2 can be derived for all higher derivatives as well, this being essentially the statement of Proposition 8.1. We will now prove the latter.
Estimating $\alpha_{3n_1}$ and $\beta_{3n_1}$

From the equations for $\beta_{3\alpha_{3n_1}}$ and $\alpha_{4\beta 3n_1}$, derived from (116) and (122) we obtain, modulo terms which will vanish after integration and a cubic term involving the angular derivative of the measure

$$\frac{1}{2} D_4^2 ||\alpha_{3n_1}||^2 + D_3^2 ||\beta_{3n_1}||^2 + 2 ||\beta_{3n_1}||^2 \left[ - \frac{D_3}{2} \gamma + \vartheta \left( \beta_{3n_1} \right) tr (H) \right] + ||\alpha_{3n_1}||^2 \left[ - \frac{1}{2} D_4^2 \gamma + \vartheta^+ \left( \alpha_{3n_1} \right) ^H \right] = e_\gamma \left[ \alpha_{3n_1}, \beta_{3n_1} \right]$$

(301)

where

$$e_\gamma \left[ \alpha_{3n_1}, \beta_{3n_1} \right] = \gamma \hat{F}_{3n_1} (\alpha) \alpha_{3n_1} + 2 \gamma E_3^{3n_1} (\beta) \beta_{3n_1} - 2 \gamma C_{33} \left[ \alpha_{3n_1}, \beta_{3n_1} \right]$$

For the latter expression we prove

Lemma 8.4. For any $\lambda > 0$,

$$\int \gamma \left[ e_\gamma \left[ \alpha_{3n_1}, \beta_{3n_1} \right] \right] \leq \int \gamma \left[ \left( \text{number of 3's in } n_1 \right) \right] \gamma \Omega ||\alpha_{3n_1}||^2$$

$$+ \int \gamma \left[ -2 \left( \text{number of 4's in } n_1 \right) \right] \gamma \Omega ||\beta_{3n_1}||^2 + \lambda \int Y \left[ \left( ||\alpha_{3n_1}||^2 + ||\beta_{3n_1}||^2 \right) \right]$$

$$+ \lambda \int H, \Sigma + \Sigma_r \left[ ||\beta_{3n_1}||^2 + B \left( R - R_{3S} \right) \right] ||L_{\infty} \cdot T_{r \leq r_y}^{1, deg} [W] \left( M (\tau_1, \tau_2) \right)$$

$$+ B \left[ \gamma \left( \text{number of 3's in } n_1 \right) \right] \left( \text{number of 4's in } n_1 \right) \left( \text{number of 3's in } n_1 \right) \left( \text{number of 4's in } n_1 \right)$$

$$+ B \left[ \gamma \left( \text{number of 3's in } n_1 \right) \right] \left( \text{number of 4's in } n_1 \right) \left( \text{number of 3's in } n_1 \right) \left( \text{number of 4's in } n_1 \right)$$

$$+ B \left[ \gamma \left( \text{number of 3's in } n_1 \right) \right] \left( \text{number of 4's in } n_1 \right) \left( \text{number of 3's in } n_1 \right) \left( \text{number of 4's in } n_1 \right)$$

Remark 8.5. The first term on the right hand side is the redshift term, which has a good sign when brought to the left hand side. The contribution for $\beta_{3n_1}$ has the wrong sign. However, since we have the large term $-D_3^2 \gamma$ already available on the left hand side of (301), we will absorb the negative contribution. The terms in lines two and three will eventually be absorbed by the left hand side (once we added the estimates for all the components). The remaining terms involving Ricci-coefficients are contained in the expression for (287). The remaining lower order curvature terms will eventually be controlled by reiterating the redshift estimate, while the term in the fourth line is present in (286).

Proof. Recall that $\hat{F}_{3n_1} (\alpha) = E_3^{3n_1} (\alpha) - C_{34} \left[ \alpha_{n_1} \right] - \left[ \alpha_{43} - \alpha_{34} \right]_{n_1}$. Starting with the commutation term

$$-C_{34} \left[ \alpha_{n_1} \right] \alpha_{3n_1}$$

we see that we need to push through the 4-derivative. Every time it hits a 3, Lemma 3.5 applies and introduces a lower order term. Since terms which contain $l$ derivatives are lower order (and accounted for by the term in the

---

23 As is familiar from the wave equation, its strength improves, the more 3-derivatives are taken.
penultimate line of Lemma 8.4), we only have to focus on the highest order term. Furthermore, as both $\Omega$ and $Z, Z$ decay, we only need to follow the term which is proportional to $\Omega$ in the expression $F_{34A_1,...A_k}$ of Lemma 3.5. It is easy to see that this term will be

$$-C_{34} \left[ a_{n_1} \right] a_{3n_1} = - (\alpha_{34n_1} - \alpha_{3n_14}) a_{3n_1} \sim \text{(number of 3’s in } n_1) 2\Omega a_{3n_1} a_{3n_1}$$

The $C_{33} [\beta]$-term is dealt with analogously and gives a negative contribution.

Inspecting the term $E_{3n_1} (\beta)$ and how it arises inductively from derivatives of $E_3 (\beta)$ we observe that it consists of the following type of terms (note that $\Omega$ decays)

- products of curvature components with Ricci coefficients with both components decaying
- derivatives falling on the expression $-3Y \rho$ in $E_3 (\beta)$, which are problematic in view of the fact that $\rho$ does not decay.

The terms of the first type are unproblematic if sufficiently many derivatives are taken and are easily seen to be estimated by the terms of the right hand side in the lemma. For the terms of the second type we make the following observation: The worst term is clearly the one where all derivatives fall on $Y$. This is because if a derivative falls on $\rho$ it can be replaced by $\rho$ and terms which decay using the Bianchi equation, hence gaining one derivative. It follows that except for the term where all derivatives fall on $Y$, we can estimate $\rho$ pointwise and $k$-derivatives of $Y$ using the spacetime energy for the Ricci coefficients appearing on the right hand side of the lemma. We still need to estimate the term

$$\int \gamma \rho \left[ \square^{n_1} \mathcal{D}_3 \mathcal{Y} \right] \beta_{3n_1}$$

(302)

For this we will be able to exploit a cancellation with the other $\alpha$-terms. We first note from equation (131) and Lemma 3.5 that

$$- [a_{33} - a_{34}]_{n_1} = +2\Omega a_{3n_1} - 2\Omega a_{4n_1} + \text{terms prop. to } a_{n_1}$$

(303)

Furthermore, inspecting how $E_{3n_1} (\alpha)$ arises inductively from derivatives of $E_4 (\alpha)$, we observe that it consists of terms of the following type

1. products of curvature components with Ricci coefficients with both components decaying
2. derivatives falling on the expression $4\Omega \alpha$ in $E_4 (\alpha)$, which in view of the fact that $\Omega$ itself does not decay are problematic.
3. derivatives falling on the expression $-3\mathcal{H} \rho$ in $E_4 (\alpha)$, which in view of the fact that $\rho$ does not decay are problematic.

Again, the terms of the first type are easily estimated. For the terms of the second type we observe

Derivatives all falling on the same factor. If all derivatives fall on $\alpha$ we find a contribution of $4\Omega a_{3n_1}$, which adds to the $2\Omega a_{3n_1}$ in (303) to produce the factor
of 6 in the Lemma. If all \( l + 1 \) derivatives fall on \( \Omega \) we can (since the \( l + 1 \)-derivatives have at least one 3 derivative in it) repeatedly use the commutation formula

\[
D_3 D_4 \Omega = D_4 D_3 \Omega - 2 \Omega D_3 \Omega + 2 \partial \Omega D_4 \Omega + (Z_B - Z_B) \nabla_B \Omega
\]

and the structure equation (175) to create terms of the first type and a term where \( l \) derivatives fall on \( \rho \) (recall that \( \Omega \) decays). For the latter we can again use the Bianchi equation for \( \rho_3 \) or \( \rho_4 \) to gain a derivative or transform it into a cubic term.

**Derivatives splitting up.** If the derivatives split, we can estimate one of the terms pointwise and the other in \( L^2 \). Writing \( \Omega = \Omega + M r^2 - M r^2 \) one sees that

\[
\int_Y \gamma \rho \alpha \nabla_\alpha \underline{\alpha}_{n \ell} \leq \lambda \int_Y \left[ \alpha \nabla_\alpha \underline{\alpha}_{n \ell} \right] + B \left[ W \right] (Y) + \sup_{\tau} \left[ W \right] (\Sigma_r) ,
\]

where \( B \) also depends on the \( D^l [\mathcal{R}] \)-energy which is bounded by the ultimately Schwarzschildian assumption.

For the **terms of the third type** we argue similarly as for the \( \beta \)-term, which leaves us to control the term where all derivatives fall on \( \hat{H} \). Combining it with the \( \beta \) term we need to estimate

\[
I = \int_Y \gamma \rho \left( [2 \partial_3 \partial_4 \alpha] \beta_{n \ell} + [\partial_3 \partial_4 \alpha] \hat{H} \right) \underline{\alpha}_{n \ell}.
\]

Note that we can choose the ordering of derivatives as commuting only introduces lower order terms which have already been estimated. The idea is to integrate the first term by parts moving a three derivative on \( \beta_{n \ell} \). Modulo a lower order term we will obtain \( \beta_{3n13} \) for which the Bianchi equation yields \(-d f \partial_3 \alpha_{3n1} \). Integrating again by parts to move the angular derivative back to the \( Y \) term and commuting it through, we obtain cancellation of the highest order terms after plugging in the structure equation (158). This leaves, ignoring the boundary terms for the moment the highest order term

\[
\int_Y \gamma \rho \alpha \nabla_\alpha \underline{\alpha}_{n \ell}.
\]

which after another integration by parts is seen to be of lower order. It is easy to check that in this process only boundary and lower order terms appear, which are collected on the right hand side of the Lemma.

With the lemma at hand we can integrate the identity (301) in \( Y \) and obtain favorable spacetime- and boundary terms if the first term on the right hand side of the Lemma 8.4 is taken into account.

---

\( ^{24} \)In rewriting these terms like this one picks up lower order terms, which involve \( \Omega \) multiplying \( l \)-derivatives of \( \alpha \). These are accounted for in the lower order energies on the right hand side of the Lemma.
Estimating $\beta_{3n_l}$ and $(\rho, \sigma)_{3n_l}$

Using the equations for $\rho_{3n_l}$ and $\sigma_{3n_l}$ (derived from (106) and (111)) and for $\beta_{3n_l}$ (derived from (116)) yields, modulo a total divergence on $S^2_{t,r}$

$$\frac{1}{2} \bar{\partial}_3 \left[ \gamma \left( \rho_{3n_l}^2 + \sigma_{3n_l}^2 \right) \right] + \frac{1}{2} \bar{\partial}_4 \left[ \gamma \||\beta_{3n_l}|^2 \right]$$

$$+ \left( \rho_{3n_l}^2 + \sigma_{3n_l}^2 \right) \left[ -\frac{1}{2} \bar{\partial}_3 \gamma + \bar{\partial}_4 \left( \rho_{3n_l} \gamma tr H \right) \right]$$

$$+ \left[ -\frac{1}{2} \bar{\partial}_4 \gamma + 2 \bar{\partial}_4^+ \left( \beta_{3n_l} \right) tr H \right] \||\beta_{3n_l}|^2 = e_{\gamma} \left[ (\rho, \sigma)_{3n_l}, \beta_{3n_l} \right]$$

(307)

$$e_{\gamma} \left[ (\rho, \sigma)_{3n_l}, \beta_{3n_l} \right] = E^{3n_l}_3 \left( \rho \cdot \rho_{3n_l} + E^{3n_l}_3 (\sigma) \cdot \sigma_{3n_l} \right)$$

$$\beta_{3n_l} \left( E^{3n_l}_4 \left( \beta \right) + \left[ \beta \left[ 2 \bar{\partial}_4 tr H - \bar{\partial}_4 tr H \right] + F_{3} \left( \beta \right) \right]_{n_l} \right)$$

$$-\gamma c_{34} \left[ \beta_{3n_l} \right] - \gamma c_{33} \left[ (\rho, \sigma)_{n_l} \right] \left( \rho, \sigma \right)_{3n_l}$$

(308)

We have the analogue of Lemma 8.4:

**Lemma 8.6.**

$$\int_Y e_{\gamma} \left[ (\rho, \sigma)_{3n_l}, \beta_{3n_l} \right] \leq \int_Y \gamma \Omega \left[ 4 + 2 \left( \text{number of } 3 \text{'s in } n_l \right) \right] \||\beta_{3n_l}|^2$$

$$- 2 \int_Y \gamma \Omega \left( \text{number of } 4 \text{'s in } n_l \right) \||\rho_{3n_l}|^2 + \lambda \int_Y \left( \||\beta_{3n_l}|^2 + \|| (\rho, \sigma)_{3n_l} |^2 \right)$$

$$+ \lambda \int_Y \left( \||\beta_{3n_l} |^2 + \|| (\rho, \sigma)_{3n_l} |^2 \right)$$

$$+ \text{error-terms as in Lemma 8.4}$$

**Proof.** The proof is completely analogous to the previous one. Hence we will only reveal the structure regarding the term which is proportional to $\rho$. The most difficult term is

$$I = \int_Y \rho \gamma \left[ -3 \bar{\partial}^{n_l} \bar{\partial}_4 Z + \frac{3}{2} \nabla \bar{\partial}^{n_l} \bar{\partial}_4 tr H \right] \beta_{3n_l}$$

(309)

First use the structure equation (173), which modulo terms of lower order produces a familiar $\beta_{3n_l} \beta_{3n_l}$-term which can be integrated by parts as in the previous lemma and a term which is like $- \bar{\partial}^{n_l} \bar{\partial}_4 Y \beta_{3n_l}$. Moving the 4-derivative onto the $\beta_{3n_l}$-term, inserting the Bianchi equations $\beta_{34n_l} = -\nabla \rho_{3n_l} - \nabla \sigma_{3n_l} + \text{l.o.t.}$ and moving the angular derive back onto the Y-term yields a term $+ 3 \bar{\partial}^{n_l} d tr Y \cdot \rho_{3n_l}$ (note that the $\sigma_{3n_l}$-term is of lower order in view of the structure equation for $\nabla \bar{\partial}_4 Y$). For the $\nabla \bar{\partial}^{n_l} tr H \beta_{3n_l}$-term we similarly move the angular derivative onto $\beta_{3n_l}$, insert the Bianchi equation $\rho_{3n_l} = -d tr H \beta_{3n_l} + \text{l.o.t.}$ and move one derivative from $\rho_{3n_l}$ back to the $tr H$-term. This leaves the highest order term $- \frac{1}{2} \bar{\partial}^{n_l} \bar{\partial}_4 tr H \rho_{3n_l}$. The sum of the two highest order terms is however of lower order by virtue of the structure equation (159). Again due to the good main-term in the first line of Lemma 8.6 we obtain non-negative boundary and spacetime terms upon integration of (307) in $Y$. 

□
Estimating $\beta_{3n_i}$

Using (101) in conjunction with (107) and (112) we obtain

$$
\frac{1}{2} \mathcal{D}_4 \left[ \gamma \| \beta_{3n_i} \|^2 \right] + \frac{1}{2} \mathcal{D}_4 \left[ \gamma (\rho_{3n_i}^2 + \sigma_{3n_i}^2) \right]
$$

$$
+ \left[ -\frac{1}{2} \mathcal{D}_3 \gamma + \nabla \cdot (\beta_{3n_i}) \gamma \text{tr} \mathbf{H} \right] \| \beta_{3n_i} \|^2
$$

$$
+ \left[ -\frac{1}{2} \mathcal{D}_4 \gamma + 2\omega^+ (\rho_{3n_i}) \gamma \text{tr} \mathbf{H} \right] (\rho_{3n_i}^2 + \sigma_{3n_i}^2) = e_{\gamma} [\beta_{3n_i}, (\rho, \sigma)_{3n_i}] , \quad (310)
$$

$$
e_{\gamma} [\beta_{3n_i}, (\rho, \sigma)_{3n_i}] = -\gamma C_{31} [(\rho, \sigma)_{n_i}] (\rho, \sigma)_{3n_i} - \gamma C_{33} [\beta_{n_i}] \beta_{3n_i}
$$

$$+ E_{3}^{n_i} (\beta) \cdot \beta_{n_i} + \mathcal{L}_{3}^{n_i} \left( E_{4}^{n_i} (\rho) + \left[ \rho \left[ \frac{3}{2} \mathcal{D}_4 \text{tr} \mathbf{H} - \frac{3}{2} \mathcal{D}_3 \text{tr} \mathbf{H} \right] + F_{43} (\rho) \right]_{n_i} \right)
$$

$$+ \mathcal{L}_{3}^{n_i} \left( E_{4}^{n_i} (\sigma) + \left[ \sigma \left[ \frac{3}{2} \mathcal{D}_4 \text{tr} \mathbf{H} - \frac{3}{2} \mathcal{D}_3 \text{tr} \mathbf{H} \right] + F_{43} (\sigma) \right]_{n_i} \right).
$$

As before we have

**Lemma 8.7.**

$$
e_{\gamma} [\beta_{3n_i}, (\rho, \sigma)_{3n_i}] \leq \int_\gamma \Omega \left[ 2 + 2 (\text{number of } 3\text{'s in } n_i) \right] \| (\rho, \sigma)_{3n_i} \|^2
$$

$$-2 \int_\gamma \Omega (\text{number of } 4\text{'s in } n_i) \| \beta_{3n_i} \|^2 + \lambda \int_\gamma (\| \beta_{3n_i} \|^2 + \| (\rho, \sigma)_{3n_i} \|^2)
$$

$$+ \lambda \int_{\mathcal{H}, \Sigma_{1}, \Sigma_{2}} (\| \beta_{3n_i} \|^2 + \| (\rho, \sigma)_{3n_i} \|^2)
$$

+ error-terms as in Lemma 8.4.

**Proof.** We only present the control of the $\rho$-integral. The crucial term is, after using the structure equations to establish that

$$
\rho \left[ \frac{3}{2} \mathcal{D}_4 \text{tr} \mathbf{H} - \frac{3}{2} \mathcal{D}_3 \text{tr} \mathbf{H} \right] + F_{43} (\rho) =
$$

$$\rho \left[ 3d\mathbf{v} (Z - Z) + 2\Omega \rho_{3} - 2\Omega \rho_{4} \right] + \text{quad. dec. terms}, \quad (311)
$$

$$I = \int_\gamma \rho \left[ 3 \mathcal{D}^n \mathbf{v} (Z - Z) \rho_{3n} \right] + \left( -\frac{3}{2} \mathcal{D}^n \mathbf{v} \text{tr} \mathbf{H} + 3 \mathcal{D}^n \mathbf{H} \mathbf{H} \right) \beta_{3n_i} \right]. \quad (312)
$$

Starting with the last term we move the 3-derivative onto $\beta_{3n_i}$ to obtain $\nabla \rho_{3n_i} + \ast \sigma_{3n_i} + \text{l.o.t}$ using Bianchi. Moving the $\nabla$ derivative back to the left, the $\sigma$-term is seen to be of lower order in view of the structure equation for $\nabla \text{curl} \mathbf{Z}$. The $\rho_{3n_i}$ term which arises cancels to highest order with the $Z$-part of the first term. Hence we need to establish a cancellation between the $Z$-part of the first term and the third term. This is achieved by moving the $\nabla$ derivative onto $\beta_{3n_i}$, using the Bianchi equation $\rho_{43n} = d\mathbf{v} \beta_{3n_i} + \text{l.o.t}$, and moving back the 4-derivative onto $\text{tr} \mathbf{H}$. The structure equation (162) finally establishes cancellation to the highest order.

\[\square\]
Estimating $\alpha_{3n_l}$

Using (99) and (102)

$$
\frac{1}{2} D_4 \left[ \gamma \| \alpha_{3n_l} \|^2 \right] + D_4 \left[ \gamma \| \beta_{3n_l} \|^2 \right] \\
+ \left[ -\frac{1}{2} D_3 \frac{\partial^-}{D_3} (\alpha_{3n_l}) \gamma trH \right] \| \alpha_{3n_l} \|^2 \\
+ 2 \left[ -\frac{1}{2} D_4 \gamma + 2 \partial^+ (\beta_{3n_l}) \gamma trH \right] \| \beta_{3n_l} \|^2 = e_\gamma [\alpha_{3n_l}, \beta_{3n_l}] (313)
$$

As before we have

**Lemma 8.8.**

$$
e_\gamma [\alpha_{3n_l}, \beta_{3n_l}] \leq \int_Y 2 \gamma \Omega \left[ -2 + 2 \left( \text{number of 3's in } n_l \right) \right] \| \beta_{3n_l} \|^2 \\
-2 \int_Y \gamma \Omega \left( \text{number of 4's in } n_l \right) \| \alpha_{3n_l} \|^2 + \lambda \int_Y \left( \| \alpha_{3n_l} \|^2 + \| \beta_{3n_l} \|^2 \right) \\
+ \lambda \int_H \Sigma_{1,2} \left( \| \alpha_{3n_l} \|^2 + \| \beta_{3n_l} \|^2 \right) \\
+ \text{error-terms as in Lemma 8.4}
$$

Note that the term $2 \gamma \beta_{3n_l} (E_{4n_l} (\beta))$ now makes a negative contribution because of the minus sign in $E_4 (\beta) = -2 \Omega \beta + \ldots$, while both $2 \gamma \beta_{3n_l} D_4 F_{43} (\beta)$ and $-2 \gamma C_{43} [\beta_{3n_l}] \beta_{3n_l}$ still contribute a positive $\Omega$-term. The critical $\rho$-term

$$
\int_Y \rho \gamma \left[ 2 \cdot 3 \bar{D}_3 Y \cdot \beta_{3n_l} - 3 \bar{D}_3 \bar{H} \alpha_{3n_l} \right] (314)
$$

is seen to be of lower order by integrating by first using the structure equation

$$
D_4 Y - D_4 Z = \beta + \text{l.o.t.},
$$

and then integrating by parts twice (moving $D_4$ onto $\beta_{3n_l}$ and returning the angular derivative arising from the Bianchi equations back to $Z$) and finally using the structure equation

$$
D_3 \bar{H} = -2 \bar{D}_2 Z + \text{l.o.t.} (316)
$$

The previous for redshift estimates will allow us to control all $3n_l$-derivatives. However, to control all derivatives via the Bianchi equation we need control over at least two $4n_l$-derivatives as well:
Estimating $\beta_{4n_1}$

\[
\begin{align*}
\frac{1}{2} \hat{D}_3 [\gamma \| \beta_{4n_1} \|^2] + \frac{1}{4} \hat{D}_4 [\gamma \| \alpha_{3n_1} \|^2] + \left[ - \frac{1}{2} \hat{D}_3 \gamma + \vartheta^- (\beta_{4n_1}) \gamma tr H \right] \| \beta_{4n_1} \|^2 \\
+ \frac{1}{2} \left[ - \frac{1}{2} \hat{D}_4 \gamma + 2 \vartheta^+ (\alpha_{3n_1}) \gamma tr H \right] \| \alpha_{3n_1} \|^2 = e_\gamma [\beta_{4n_1}, \alpha_{3n_1}]
\end{align*}
\]

(317)

\[e_\gamma [\beta_{4n_1}, \alpha_{3n_1}] = -\gamma C_{43} [\beta_{n_1}] \beta_{4n_1} - \frac{1}{2} \gamma C_{34} [\alpha_{n_1}] \alpha_{3n_1} + \frac{1}{2} \gamma E_3^{4n_1} (\alpha) \cdot \alpha_{3n_1} + \gamma \beta_{4n_1} \cdot E_4^{3n_1} (\beta)\]

For the obligatory Lemma regarding the error-term we can be more naive, since we already have a large (proportional to $\frac{1}{\varepsilon_{red}}$) spacetime term containing all three-derivatives available:

**Lemma 8.9.**

\[e_\gamma [\beta_{4n_1}, \alpha_{3n_1}] \leq (2 + 2l) \| 2\gamma \Omega \|_{L^\infty} \int_S (\| \beta_{3n_1} \|^2 + \| \beta_{4n_1} \|^2 + \| \alpha_{3n_1} \|^2) + \lambda \int_{\mathcal{H}, \Sigma_1, \Sigma_2} (\| \alpha_{3n_1} \|^2 + \| \beta_{4n_1} \|^2) + \text{error-terms as in Lemma 8.4} \]

(318)

**Proof.** Everything goes through as previously, except that the terms

\[-\gamma C_{43} [\beta_{n_1}] \beta_{4n_1} + \gamma \beta_{4n_1} \cdot E_4^{3n_1} (\beta)\]

(319)

will introduce a highest order mixed term of the form

\[\gamma \left[ -2 - 2 \cdot (\text{number of 4's in } n_1) \right] \Omega \beta_{n_3} \beta_{n_4}\]

(320)

For this term we use Cauchy’s inequality. We leave the considerations for the term proportional to $\rho$ to the reader. \(\square\)

**Remark 8.10.** The highest order terms on the right hand side of (318) will be absorbed by terms on the left once we add the estimates for all the quantities, since we control these derivatives already with a largeness factor of $\frac{1}{\varepsilon_{red}}$ from the previous steps.

Estimating $\alpha_{4n_1}$

\[
\begin{align*}
\frac{1}{2} \hat{D}_3 [\gamma \| \alpha_{4n_1} \|^2] + \hat{D}_4 [\gamma \| \beta_{4n_1} \|^2] + \left[ - \frac{1}{2} \hat{D}_3 \gamma + \vartheta^- (\alpha_{4n_1}) \gamma tr H \right] \| \beta_{4n_1} \|^2 \\
+ 2 \left[ - \frac{1}{2} \hat{D}_4 \gamma + 2 \vartheta^+ (\beta_{4n_1}) \gamma tr H \right] \| \beta_{4n_1} \|^2 = e_\gamma [\alpha_{4n_1}, \beta_{4n_1}]
\end{align*}
\]

(321)

\[e_\gamma [\alpha_{4n_1}, \beta_{4n_1}] = -2\gamma C_{43} [\alpha_{n_1}] \alpha_{4n_1} - \gamma C_{34} [\beta_{n_1}] \beta_{4n_1} + \gamma E_3^{4n_1} (\alpha) \cdot \alpha_{4n_1} + 2\gamma \beta_{4n_1} \cdot E_4^{3n_1} (\beta) - \gamma \alpha_{4n_1} \left[ \frac{1}{2} \hat{D}_4 tr H - \frac{5}{2} \hat{D}_4 tr H \right] + F_{43} (\alpha) \]

which goes with
Lemma 8.11.

$$e_\gamma [\beta_{4n_l}, \alpha_{3n_l}] \leq (2 + 2l)\|2\gamma\Omega\|_{L^\infty} \int_Y (\|\beta_{4n_l}\|^2 + \|\beta_{4n_l}\|^2 + \|\alpha_{4n_l}\|^2)$$

$$+ \lambda \int_{\mathcal{H}, \Sigma_{t_1}, \Sigma_{t_2}} (\|\alpha_{4n_l}\|^2 + \|\beta_{4n_l}\|^2) + \text{error-terms as in Lemma 8.4}$$

Once more, we remark that the main terms will be absorbed by the left hand side, once the derivatives for all quantities are added. Using the Bianchi equations we now prove that the control we have considered is sufficient to control all derivatives:

**Lemma 8.12.** We have the following estimates on the spheres $S^2_{t,u}$ in the region $r < 5M$:

$$\sum_{l=0}^{K+1} \sum_{n_l} \int_{S^2} \|D^{n_l} \tilde{W}\|^2 \leq B \sum_{l=0}^{K} \sum_{n_l} \int_{S^2} \left[\|\Omega_{3n_l}\|^2 + \|\beta_{3n_l}\|^2 + \|\alpha_{3n_l}\|^2 + \|\beta_{4n_l}\|^2 + \|\alpha_{4n_l}\|^2\right]$$

$$+ B \left(\|\alpha\|^2 + \|\beta\|^2 + \|\rho, \sigma\|^2 + \|\beta\|^2 + \|\alpha\|^2\right)$$

$$+ B \sum_{l=0}^{K} \sum_{n_l} \int_{S^2} \|D^{n_l} (R - \mathcal{R}_{SS})\|^2$$

(D22)

**Proof.** Use the commuted Bianchi equations to estimate $\|\nabla^l \alpha_{n_l}\|^2$ from $\|\beta_{4n_l}\|^2$, $\|\nabla^l \beta_{3n_l}\|^2$ and $\|\alpha_{4n_l}\|^2$ from $\|\rho, \sigma\|^2$, etc. cf. Lemma 10.6. Finally, use the fact that $u_{34} = \nabla^2 u + \text{l.o.t.}$ holds for the curvature components to estimate the remaining angular derivatives from the 34-derivatives. Note that $r$-weights are irrelevant in this region. \(\square\)

We can now complete the Proof of Proposition 8.1. For fixed $l$ add up and integrate the equations (301), (307), (310), (313), (317), (321) using the Lemmata for the error-terms. Do this for all $l$ and sum over all permutations $n_l$ to establish Proposition 8.1, except for additional lower order terms ($l$-derivatives of curvature) appearing on the right hand side (cf. the last two lines of Lemma 8.4). Iterate the estimate for these terms, until one finally needs an estimate for zero derivatives, at which point we insert the estimate of Proposition 8.2.

### 9 Elliptic Estimates in the interior region

In the interior region, we can estimate all derivatives provided we control $T$-derivatives:

**Proposition 9.1.** Let $(\mathcal{R}, g)$ be ultimately Schwarzschildian to order $k+1$ with $k > 7$. For $n \geq 1$ we have

$$\int_{\Sigma \cap \{r \geq r_Y\}} |D^n \tilde{W}|^2 r^2 drd\omega \leq B \sum_{i=1}^{n} \int_{\Sigma} |\tilde{\mathcal{L}}_i \tilde{W}|^2 r^2 drd\omega + B \int_{\Sigma} |\tilde{W}|^2 r^2 drd\omega$$

$$+ B \cdot \mathbf{E}^{n-1} \|\mathcal{R}\| (\Sigma_r).$$
Moreover,
\[
\begin{align*}
\tilde{\Pi}^{\text{deg}}_{rY - \frac{r Y - 2M}{2} \leq r \leq R + M} [W] \left( M(\tau_1, \tau_2) \right) & \leq B : \mathbb{D}^{n-1} |R| (\tau_1, \tau_2) + \\
B \int_{M(\tau_1, \tau_2)} \frac{1}{r^2} \left\{ \sum_{i=1}^{n} \left( 1 - \frac{3M}{r} \delta_{i}^{\nu} \right)^2 |\hat{\mathcal{L}}_{i}^{\nu} W|^2 + |\hat{W}|^2 \right\} r^2 dt^* dr d\omega
\end{align*}
\]
and
\[
\begin{align*}
\tilde{\Pi}^{\text{nondeg}}_{rY - \frac{r Y - 2M}{2} \leq r \leq R + M} [W] \left( \hat{M}(\tau_1, \tau_2) \right) & \leq B \int_{\hat{M}(\tau_1, \tau_2)} \frac{1}{r^2} \left\{ \sum_{i=1}^{n} |\hat{\mathcal{L}}_{i}^{\nu} W|^2 + |\hat{W}|^2 \right\} r^2 dt^* dr d\omega + B : \mathbb{D}^{n-1} |R| (\tau_1, \tau_2)
\end{align*}
\]
Here the constants \( B \) depend on the mass \( M \) and lower order energies of the Ricci-coefficients and Weyl-curvature, which are bounded (or decaying) by the ultimately Schwarzschildian assumption.

**Proof.** (Sketch.) Write the Bianchi equation as a div-curl-system for the electric and magnetic part of the Weyl-tensor, the latter defined with respect to the timelike normal to \( \Sigma, n_\Sigma \). Apply standard estimates from [8]. The (quadratic) inhomogeneity is easily estimated by lower order energies of the Ricci-coefficients and Weyl-curvature (using Sobolev embedding).

\[ \square \]

## 10 The region near infinity

In section 8 we revealed a remarkable hierarchy in the Bianchi equations, which allowed us to obtain estimates for all derivatives of curvature. This hierarchy is also present near infinity and somewhat even more remarkable. This is because close to the horizon all curvature components decay at the same rate in \( \tau \) (there is merely a difference in the strength of the redshift factor), while at infinity the curvature components and their derivatives each have a characteristic decay in \( r \), which the estimates need to reveal. It turns out that using appropriate \( r^p \)-weighted multipliers (for some positive \( p \)) at the level of the null-Bianchi equations is sufficient to establish the correct asymptotics. In principle, just as near the horizon, it suffices to commute the Bianchi equations with 3- and 4-derivatives (and obtain angular derivatives from the wave equations satisfied by the components). However, for the optimal \( r \)-weights (as exhibited in the energies of section 4), this commutation seems unavoidable. Since every set of Bianchi equations will admit a different \( r \)-weighted estimates, depending on how many derivatives have been taken, we have introduced the concept of boundary admissible tuples and matrices in section 4.2, which should be understood as encoding the \( r^p \) weighted decay for the individual components at each order.
10.1 The main result

Theorem 10.1. For any boundary admissible matrix $P$ we have for $0 \leq n \leq k$

$$
\begin{aligned}
\mathbb{E}_P \left[ W \left( N_{\text{out}} (\tau_2, R) \right) \right] + \mathbb{P}_P \left[ W \left( \mathcal{D} (\tau_1, \tau_2) \right) \right] & \leq \mathbb{E}_P \left[ W \left( N_{\text{out}} (\tau_1, R) \right) \right] \\
& \qquad + B \cdot \mathbb{P}_{R-M < r < R+M} \left[ W \left( \mathcal{M} (\tau_1, \tau_2) \right) \right] \\
& \qquad + B \left[ \sup_{\tau \in (\tau_1, \tau_2)} \mathbb{E}_\tau \left[ |R| \right] (N_{\text{out}} (\tau, R)) + \mathbb{T}_\tau \left[ |R| \left( \mathcal{D} (\tau_1, \tau_2) \right) \right] \right].
\end{aligned}
$$

(323)

The constant $B$ in the second line depends on $M$ and on lower order curvature energies which are bounded by the ultimately Schwarzschildian assumption.

10.2 Estimates for the uncommuted equations

Multiplying (85) by $r^{p_2-2} (1 - \mu)^q \alpha$ for positive integers $p_2, q$ produces

$$
\begin{aligned}
\frac{1}{2} \mathcal{D}_3 \left[ r^{p_2-2} (1 - \mu)^q \alpha \right] + \| \alpha \|^2 \left[ -\frac{p_2 - 2}{2} \mathcal{D}_3 r - 4\Omega r + \frac{1}{2} tr (H) r - \frac{1}{2} qr \mathcal{D}_3 (1 - \mu) \right] (1 - \mu)^q r^{p_2-3} \\
= -2r^{p_2-2} (1 - \mu)^q \mathcal{D}_2 \beta \cdot \alpha + r^{p_2-2} (1 - \mu)^q (E_3 (\alpha) - 4\Omega \alpha)
\end{aligned}
$$

Using that $\text{div}$ is the adjoint of $\mathcal{D}_2$ and inserting the Bianchi equation (86), we can write this as

$$
\begin{aligned}
\frac{1}{2} \mathcal{D}_a \left[ (e_3)^a r^{p_2-2} (1 - \mu)^q \alpha \right] + \| \alpha \|^2 r^{p_2-3} (1 - \mu)^q \left[ \frac{p_2 - 2}{2} \mathcal{D}_3 r - 3\Omega r - \frac{1}{2} qr \mathcal{D}_3 (1 - \mu) \right] = \\
\frac{1}{2} \mathcal{D}_a \left[ (e_4)^a r^{p_2-2} (1 - \mu)^q \beta \right] \left[ 3tr H + 6\Omega r - (p_2 - 2) \mathcal{D}_3 r - qr \mathcal{D}_4 (1 - \mu) \right] + \\
r^{p_2-2} (1 - \mu)^q \left[ (E_3 (\alpha) - 4\Omega \alpha) \cdot \alpha + 2 (E_4 (\beta) + 2\Omega \beta) \cdot \beta + 2 [\text{div} (\alpha) \beta] \right]
\end{aligned}
$$

We integrate over the region $\mathcal{D}_{\tau_1}^+$ taking into account the following observations:

- The terms in the last line are error-terms. For the last term we integrate the angular derivative by parts to produce a cubic error-term in view of the fact that both $r$ and the measure approach something spherically symmetric.

- The first square bracket is equal to $\left[ (p_2 - 2) + \mathcal{O} \left( \frac{1}{r} \right) \right]$

- The second square bracket is equal to $\left[ (8 - p_2) + \mathcal{O} \left( \frac{1}{r} \right) \right]$. However, choosing $q$ to be a sufficiently large negative number ($q = -4$ is good enough), we can ensure that the $\mathcal{O} \left( \frac{1}{r} \right)$-term has a positive sign.
Using that \( 1 - \mu \approx 1 \) in this region and that the measure brings in another power of 2 in \( r \), it follows that for sufficiently large \( R \) we have the estimate

\[
\begin{align*}
\int_{N_{out}(S^2_{r_2,R})} dv \, d\omega_2 \, r^{p_2} \| \alpha \|^2 + \int_{I_{r_1-R}^{R_2}} du \, d\omega_2 \, r^{p_2} \| \beta \|^2 & \\
+ \int_{D_{r_1}^{R_2}} \| \alpha \|^2 \, r^{p_2-1} \left[ (p_2 - 2) + O \left( \frac{1}{r} \right) \right] dt^* \, dr \, d\omega & \\
+ \int_{D_{r_1}^{R_2}} \| \beta \|^2 \, r^{p_2-1} \left[ (8 - p_2) + \mu \right] dt^* \, dr \, d\omega & \leq B \int_{D_{r_1}^{R_2}} e_{p_2} [\alpha, \beta] \\
+ B \cdot \mathbb{I}_{R-M < r < R+M} [W] (M (\tau_1, \tau_2)) & + 2 \int_{N_{out}(S^2_{r_1,R})} dv \, d\omega_2 \, r^{p_2} \| \alpha \|^2,
\end{align*}
\]

with the error

\[
e_{p_2} [\alpha, \beta] = r^{p_2-2} (1 - \mu)^9 \left( (E_3 (\alpha) - 4\Omega_\alpha) \cdot \alpha + 2 (E_4 (\beta) + 2\Omega_\beta) \cdot \beta + 2 \left[ dv (\alpha \beta) \right] \right).
\]

It follows that for \( 2 < p_2 \leq 8 \) we obtain good terms on the left hand side, provided \( R \) is chosen sufficiently large. However, there is a non-linear restriction from the error-terms in the penultimate line as we will see in the next section.

Let us define the renormalized quantity \( \hat{\rho} = \rho + \frac{4\Omega_\beta}{\rho} \). Multiplying (89) by \( r^{p_3} (1 - \mu)^9 \beta \) and integrating by parts as before to insert (91) and (92), yields for sufficiently large \( R \) the estimate

\[
\begin{align*}
\int_{N_{out}(S^2_{r_2,R})} dv \, d\omega_2 \, r^{p_3} |\beta|^2 + \int_{I_{r_1-R}^{R_2}} du \, d\omega_2 \, r^{p_3} (\hat{\rho}^2 + \sigma^2) & \\
+ \int_{D_{r_1}^{R_2}} dt^* \, dr \, d\omega \, |\beta|^2 \, r^{p_3-1} \left[ (p_3 - 4) + O \left( \frac{1}{r} \right) \right] & \\
+ \int_{D_{r_1}^{R_2}} dt^* \, dr \, d\omega \, (\hat{\rho}^2 + \sigma^2) \, r^{p_3-1} \left[ (6 - p_3) + \mu \right] & \leq B \int_{D_{r_1}^{R_2}} e_{p_3} [\beta, (\rho, \sigma)] \\
+ B \cdot \mathbb{I}_{R-M < r < R+M} [W] (M (\tau_1, \tau_2)) & + 4 \int_{N_{out}(S^2_{r_1,R})} dv \, d\omega_2 \, r^{p_3} |\beta|^2
\end{align*}
\]

with the error

\[
e_{p_3} [\beta, (\rho, \sigma)] = r^{p_3-2} (1 - \mu)^9 \left( (E_3 (\beta) - 2\Omega_\beta) \cdot \beta + \hat{E}_4 (\rho) \cdot \beta + E_4 (\sigma) \cdot \sigma + dv \left[ (-\hat{\rho}, \sigma) \beta \right] \right)
\]

hence (325) produces a good estimate for \( 4 < p_3 \leq 6 \). However, note that \( p_3 \leq 4 \) is also admissible as long as \( p_3 < p_2 \), as we can estimate the wrong signed \( \beta \)-term by adding a multiple of the previous estimate (324).
We now consider the underlined quantities. We start with equations (93), (94) and (90), from which we derive
\[
\int_{N_{\text{out}}} (S^2_{\tau, R}) \, dv \, \omega_2 \, r^{p_4} (\tilde{\rho}^2 + \sigma^2) + \int_{\mathcal{I}^{\tau_2 - R}_{\tau_1 - R}} \, du \, \omega_2 \, r^{p_4} \, |\tilde{\beta}|^2 + \\
\int_{\mathcal{D}^{\tau_2}_{\tau_1}} dt^* \, dr \, dw \, (\tilde{\rho}^2 + \sigma^2) \, r^{p_4 - 1} \left[ (p_4 - 6) + \mathcal{O} \left( \frac{1}{r} \right) \right] + \\
+ \int_{\mathcal{D}^{\tau_2}_{\tau_1}} dt^* \, dr \, dw \, |\tilde{\beta}|^2 \, r^{p_4 - 1} \left[ (4 - p_4) + \mu \right] \leq \left| \int_{\mathcal{D}^{\tau_2}_{\tau_1}} e_{p_4} \left[ (\rho, \sigma), \beta \right] \right| + \\
B \cdot \mathcal{I}^{0, \text{deg}}_{R - M < r < R + M} [W] (\mathcal{M} (\tau_1, \tau_2)) + 4 \int_{N_{\text{out}}} (S^2_{\tau, R}) \, dv \, \omega_2 \, r^{p_4} (\tilde{\rho}^2 + \sigma^2) \quad (326)
\]
with the error
\[
e_{p_4} \left[ (\rho, \sigma), \beta \right] = r^{p_4 - 2} (1 - \mu)^q \left[ (E_4 (\beta) - 2 \Omega \beta) \cdot \beta + \tilde{E}_3 (\rho) \tilde{\rho} + E_4 (\sigma) \sigma - dv [\beta \cdot (\tilde{\rho}, \sigma)] \right]
\]
Obviously, the first spacetime term demands $p_4 > 6$ while the $\beta$-term requires $p_4 \leq 4$ in order to be positive. However, since we already control the spacetime integral of $(\tilde{\rho}^2 + \sigma^2)$ from the previous estimate, the restriction is $p_4 \leq \min (p_3, 4)$ only.

Finally, we multiply (88) by $r^{p_5} \beta (1 - \mu)^q$ and integrate in the region $\mathcal{D}^{\tau_2}_{\tau_1}$ to arrive at the estimate
\[
\int_{N_{\text{out}}} (S^2_{\tau, R}) \, dv \, \omega_2 \, r^{p_5} \, |\tilde{\beta}|^2 + \int_{\mathcal{I}^{\tau_2 - R}_{\tau_1 - R}} \, du \, \omega_2 \, r^{p_5} \, |\Omega|^2 + \\
\int_{\mathcal{D}^{\tau_2}_{\tau_1}} dt^* \, dr \, dw \, |\tilde{\beta}|^2 \, r^{p_5 - 1} \left[ (p_5 - 8) + \mathcal{O} \left( \frac{1}{r} \right) \right] + \\
+ \int_{\mathcal{D}^{\tau_2}_{\tau_1}} dt^* \, dr \, dw \, |\tilde{\beta}|^2 \, r^{p_5 - 1} \left[ (2 - p_5) + \mu \right] \leq \left| \int_{\mathcal{D}^{\tau_2}_{\tau_1}} e_{p_5} \left[ \beta, \Omega \right] \right| + \\
+ B \cdot \mathcal{I}^{0, \text{deg}}_{R - M < r < R + M} [W] (\mathcal{M} (\tau_1, \tau_2)) + 4 \int_{N_{\text{out}}} (S^2_{\tau, R}) \, dv \, \omega_2 \, r^{p_5} \, |\tilde{\beta}|^2 \quad (327)
\]
with the error
\[
e_{p_5} \left[ \beta, \Omega \right] = \frac{1}{2} r^{p_5 - 2} (1 - \mu)^q \left[ (E_3 (\beta) + 2 \Omega \beta) \cdot \beta + \frac{1}{4} (E_4 (\alpha) - 4 \Omega \alpha) \cdot \alpha - 2 dv (\alpha \cdot \beta) \right]
\]
We conclude that this estimate requires $p \leq 2$ and $p > 8$ to make both volume terms positive. However, by the usual argument of adding multiples of the previous estimates, only $p \leq \min (2, p_3)$ is relevant. We summarize this as

**Proposition 10.2.** For a boundary 0-admissible tuple $(0, p_2, p_3, p_4, p_5, 0, 0)$ we have, for sufficiently large $R$,
\[
\mathcal{I}^0_{(0, p_2, p_3, p_4, p_5, 0, 0)} [W] (N_{\text{out}} (\tau_2, R)) + \mathcal{I}^0_{(0, p_2 - 1, p_3 - 1, p_4 - 1, p_5 - 1, 0)} [W] (\mathcal{D} (\tau_1, \tau_2)) \\
\leq \mathcal{I}^0_{(0, p_2, p_3, p_4, p_5, 0, 0)} [W] (N_{\text{out}} (\tau_1, R)) + B \cdot \mathcal{I}^{0, \text{deg}}_{R - M < r < R + M} [W] (\mathcal{M} (\tau_1, \tau_2)) + B \cdot \text{Err}_{(0, p_2, p_3, p_4, p_5, 0, 0)} \quad (328)
\]
where

\[
E_{\text{rr}}(0, p_2, p_3, p_4, p_5, 0, 0) = \left| \int_{D_{\tau_1}^{\rho}} dt^* \rho, \sigma \right| + \left| \int_{D_{\tau_1}^{\rho}} dt^* \rho, \sigma \right| + \left| \int_{D_{\tau_1}^{\rho}} dt^* \rho, \sigma \right| + \left| \int_{D_{\tau_1}^{\rho}} dt^* \rho, \sigma \right|
\]

**Proof.** Add up the estimates (324), (327), (325) and (326).

For this proposition to be useful, we need to estimate the error-term in terms of the bulk-term on the left hand side. Clearly, this may impose further constraints on the admissible \( p \)'s. We now show it doesn't:

**Proposition 10.3.** For a boundary 0-admissible tuple \((0, p_2, p_3, p_4, p_5, 0, 0)\) we have

\[
E_{\text{rr}}(0, p_2, p_3, p_4, p_5, 0, 0) \leq \sqrt{\| \rho^2 \r^6 \|_{L^\infty} \cdot \int_{D_{\tau_1}^{\rho}} \left[ \left( \int_{0, p_2-1, p_3-1, p_4-1, p_5-1, 0} \right) \| W \| (D (\tau_1, \tau_2)) + \int_{0, p_2-1, p_3-1, p_4-1, p_5-1, 0} \| W \| (D (\tau_1, \tau_2)) \right].
\]

Note that in view of the smallness assumptions on the Ricci rotation coefficients given in Definition 2.2, the estimate of Proposition 10.2 closes.

**Proof.** For the \( \alpha \)-part of the error of estimate (324) we have

\[
\int r^{p_2} (E_3 (\alpha) - 4 \Omega) \alpha \leq \sqrt{\int r^{p_2-1} |\alpha|^2 dt^* \rho, \sigma \sqrt{\int r^{p_2+1} (E_3 (\alpha) - 4 \Omega) |\alpha|^2 dt^* \rho, \sigma}}. \tag{329}
\]

We note that

\[
\int r^{p_2+1} (E_3 (\alpha) - 4 \Omega) |\alpha|^2 dt^* \rho, \sigma \leq C \int \left[ \| \hat{H} \|^2 \left( \rho^2 + \sigma^2 \right) + \left( \| V \|^2 + \| Z \|^2 \right) |\beta|^2 \right] r^{p_2+1} dt^* \rho, \sigma \leq C \| \rho^2 \r^6 \|_{L^\infty} \int \| \hat{H} \|^2 r^{p_2-5} dt^* \rho, \sigma + C \| r^4 \left( \| V \|^2 + \| Z \|^2 \right) \|_{L^\infty} \int r^{p_2-3} |\beta|^2 dt^* \rho, \sigma
\]

from which we obtain the constraint \( p_2 < 7 - \delta \) (otherwise the spacetime-term involving \( \hat{H}^2 \) is not small).

For the \( \beta \)-part, recalling that in our frame \( Y = 0 \),

\[
\int r^{p_2+1} (E_4 (\beta) + 2 \Omega \beta) |\beta|^2 dt^* \rho, \sigma \leq C \int \left( \| V \|^2 + \| Z \|^2 \right) |\alpha|^2 r^{p_2+1} dt^* \rho, \sigma \leq C \| r^4 \left( V^2 + \| Z \|^2 \right) \|_{L^\infty} \int r^{p_2-3} |\alpha|^2 dt^* \rho, \sigma
\]

which does not impose further constraints on \( p_2 \).

75
Turning to \( e_{p_3} [\beta, (\rho, \sigma)] \) we have
\[
\int r^{p_3} \tilde{H} \cdot \beta \ dt^* d\omega d\theta \leq \sqrt{\int r^{p_2-1} \|\beta\|^2 dt^* d\omega d\theta} \sqrt{\|\tilde{H}^2 r^4\|_{L^\infty}} \int r^{2p_3-p_2-3} \|\beta\|^2 dt^* d\omega d\theta
\]
from which we read off the constraint \( 2p_3 - p_2 - 3 \leq p_4 - 1 \),
\[
\int r^{p_3} \rho Z \cdot \beta \ dt^* d\omega \leq \sqrt{\int r^{p_2-1} \|\beta\|^2 dt^* d\omega d\theta} \sqrt{\|\rho Z^2 r^4\|_{L^\infty}} \int r^{2p_3-p_2-3} \|\rho\|^2 dt^* d\omega d\theta
\]
from which we read off the constraint \( p_3 \leq p_2 + 2 \),
\[
\int r^{p_3} \rho Z \cdot \beta \ dt^* d\omega \leq \sqrt{\int r^{p_2-1} \|\beta\|^2 dt^* d\omega d\theta} \sqrt{\|\rho^2 r^6\|_{L^\infty}} \int r^{p_3-p_2-5} \|Z\|^2 dt^* d\omega d\theta
\]
from which we read off the constraint \( 2p_3 \leq p_2 + 7 - \delta \) in order for the \( \|Z\|^2 \) spacetime integral to produce a smallness factor. A similar estimate is obtained for the term \( \ast Z\). Turning to \( \tilde{E}_4 (\rho) \) we estimate
\[
\int r^{p_3} \tilde{H} \cdot \tilde{\rho} \ dt^* d\omega d\theta \leq \sqrt{\int r^{p_3-1} \|\tilde{\rho}\|^2 dt^* d\omega d\theta} \sqrt{\|\tilde{H}^2 r^2\|_{L^\infty}} \int r^{3p_3-1} \|\beta\|^2 dt^* d\omega d\theta
\]
which imposes \( p_3 < p_2 \). The remaining terms do not create new constraints and we can turn to \( e_{p_4} [(\rho, \sigma), \beta] \), for which the most difficult terms are
\[
\int r^{p_4} \tilde{H} \cdot \tilde{\rho} \ dt^* d\omega d\theta \leq \sqrt{\int r^{p_3-1} \|\tilde{\rho}\|^2 dt^* d\omega d\theta} \sqrt{\|\tilde{H}^2 r^4\|_{L^\infty}} \int r^{2p_4-p_3-3} \|\tilde{\rho}\|^2 dt^* d\omega d\theta
\]
imposing \( 2p_4 - p_3 < p_5 + 2 \) and
\[
\int r^{p_4} \rho Z \cdot \beta \ dt^* d\omega \leq \sqrt{\int r^{p_4-1} \|\tilde{\rho}\|^2 dt^* d\omega d\theta} \sqrt{\|\rho^2 r^6\|_{L^\infty}} \int r^{p_4-5} \|Z\|^2 dt^* d\omega d\theta
\]
is fine since \( p_4 < 4 \) anyway. Finally, for \( e_{p_5} [\beta, \alpha] \) we note
\[
\int r^{p_5} (V, Z) \cdot \alpha \beta \ dt^* d\omega d\theta \leq \sqrt{\int r^{p_4-1} \|\tilde{\rho}\|^2 dt^* d\omega d\theta} \sqrt{\| (V, Z)^2 r^4\|_{L^\infty}} \int r^{2p_5-p_4-3} \|\alpha\|^2 dt^* d\omega d\theta
\]
revealing \( p_5 < 2 + p_4 \), which is already satisfied as \( p_5 < 2 \). Inspecting all the constraints on the \( p \)'s obtained, we observe that they are all implied by the assumption that the \( p \)-tuple is boundary admissible.

This establishes Theorem 10.1 for \( n = 0 \).

10.3 Estimates for the commuted equations

To prove Theorem 10.1 we will first prove the higher derivative version of Proposition 10.2. The focus here is on the main-terms and their \( r \)-weights, while all errors are simply collected on the right hand side. The latter will be estimated separately in Proposition 10.9 in the next section. Combining the two Proposition will imply Theorem 10.1.
Proposition 10.4. For $P$ a boundary admissible matrix with second row being the tuple $p = (p_1, p_2, ..., p_6, 0)$ we have the estimate

$$
E^{m+1}_P \left[ W \right] (N_{out} (\tau_2, R)) + E^{m+1}_P \left[ W \right] (D (\tau_1, \tau_2)) \leq E^{m+1}_P \left[ W \right] (N_{out} (\tau_1, R)) + B \cdot E^{m+1}_{RR_P} + B \cdot Low^{m+1}_P.
$$

Here the error is given by (all integrals are taken over $D_{\tau_1}^2$)

$$
E^{m+1}_{RR_P} = \sum_{j=0}^{m} E^{j+1}_{RR_P} = \sum_{j=0}^{m} \sum_{l=0}^{k} \sum_{n_1} \left( \int e_{p_1+2l_2} \left[ \Omega_i^{j-f} \alpha_{4n_1}, \Omega_i^{j-f} \beta_{4n_1} \right] + \int e_{p_2+2l_2} \left[ \Omega_i^{j-f} \beta_{4n_1}, \Omega_i^{j-f} (\rho_{4n_1}, \sigma_{4n_1}) \right] + \int e_{p_3+2l_2} \left[ \Omega_i^{j-f} (\rho_{4n_1}, \sigma_{4n_1}), \Omega_i^{j-f} \beta_{3n_1} \right] + \int e_{p_4+2l_2} \left[ \Omega_i^{j-f} \beta_{3n_1}, \Omega_i^{j-f} \alpha_{3n_1} \right] + \int e_{p_5+2l_2} \left[ \Omega_i^{j-f} \alpha_{4n_1}, \Omega_i^{j-f} \beta_{3n_1} \right] + \int e_{p_6+2l_2} \left[ \Omega_i^{j-f} \beta_{3n_1}, \Omega_i^{j-f} \alpha_{4n_1} \right] \right)
$$

$$
Low^{m+1}_P = \sum_{j=0}^{m} Low^{j+1}_P = \sum_{j=0}^{m} \sum_{l=0}^{k} \sum_{n_1} \int_{N_{out}} dt \cdot \omega \cdot r^{2l_2} Low^{m-1}_n (p_2, p_3, p_4, p_5, p_6) + \sum_{j=0}^{m} \sum_{l=0}^{k} \sum_{n_1} \int_{D_{\tau_1}^2} dt^* \cdot \omega \cdot r^{2l_2} Low^{m-1}_n (\tilde{p}_1, \tilde{p}_2, \tilde{p}_3, \tilde{p}_4, \tilde{p}_5)
$$

where $n_1$ denotes a $l_1$-tuple of 3's and 4's with $l_1$ being the number of 3's and $l_2$ being the number of 4's. The integral is short hand for $\int = \int \sqrt{g} dt^* \cdot \omega \cdot r^{2l_2}$ and the integration region is always $D_{\tau_1}^2$. The precise definitions of the $e_p$'s and $Low^{m-1}_n (\cdot)$ are given in the following section, while $Low^{m-1}_n (\cdot)$ is defined in Lemma 10.6.

### 10.3.1 Derivatives in the 4-direction

We start with the Bianchi equations for $\alpha_{4n_1}$ (derived from (99)) and $\beta_{4n_1}$ (derived from (102)). First we relate $\alpha_{4n_1}$ to $\alpha_{4n_3}$ using the commutation formulae. Since the resulting equation is of the same form as the original Bianchi equation, we proceed as for the non-commuted equations, i.e., we multiply the equation for $\alpha_{4n_3}$ by $r^{n-2} (1-\mu)^2 \alpha_{4n_1}$ and integrate by parts. This yields the
estimate
\[
\int_{N_{\text{out}}} \left( S_{2, n}^2 \right) dv \, d\omega_2 \, r^p \| \alpha_{4n} \|^2 + \int_{D_{\tau_1}^2} \left( S_{2, R}^2 \right) du \, d\omega_2 \, r^p \| \beta_{4n} \|^2
\]
\[+ \int_{D_{\tau_1}^2} dt^* \, dr \, d\omega \| \alpha_{4n} \|^2 (r) + \int_{D_{\tau_1}^2} dt^* \, dr \| \beta_{4n} \|^2 (r) \]
\[+ \int_{D_{\tau_1}^2} dt^* \, dr \, d\omega \| \beta_{4n} \|^2 (r) + O \left( \frac{1}{r} \right) \]
\[\leq B \left| \int_{D_{\tau_1}^2} e_p [\alpha_{4n}, \beta_{4n}] \right| + B \cdot B^{l+1, deg}_{R-M < r < R+M} \left[ W \right] (M (\tau_1, \tau_2))
\[+ 2 \int_{N_{\text{out}}} \left( S_{2, n}^2 \right) dv \, d\omega_2 \, r^p \| \alpha_{4n} \|^2 \] (331)
with the error-term
\[
e_p [\alpha_{4n}, \beta_{4n}] = r^{p-2} (1 - \mu)^q \left( \tilde{E}_3^{4n} (\alpha) \alpha_{4n} + 2 \tilde{E}_4^{4n} (\beta) \cdot \beta_{4n} + 2 d\nu [\alpha_{4n}, \beta_{4n}] \right)
\]
One reads off that the left hand side is positive for \( r > R \) sufficiently large if
\[
2 (4 + l - s (\alpha_{4n})) < p < 2 (4 + l + s (\beta_{4n})) \] (332)
holds, which is equivalent to
\[
2 + 4 \text{ (number of 3's in } n_i) < p \leq 12 + 4 \text{ (number of 4's in } n_i) \ . \] (333)
From the Bianchi equations for \( \beta_{4n} \) (derived from (101)) and \( (\rho, \sigma)_{4n} \) (derived from (107), (112)) we obtain, after relating \( \beta_{3n_i} \) to \( \beta_{4n_i, 3} \):
\[
\frac{1}{2} \int_{N_{\text{out}}} \left( S_{2, R}^2 \right) dv \, d\omega_2 \, r^p \| \beta_{4n} \|^2 + \frac{1}{2} \int_{D_{\tau_1}^2} \left( S_{2, R}^2 \right) du \, d\omega_2 \, r^p \frac{\rho_{4n_i}^2 + \sigma_{4n_i}^2}{2}
\]
\[+ \int_{D_{\tau_1}^2} \left( S_{2, R}^2 \right) du \, d\omega \| \beta_{4n} \|^2 \left[ - \frac{p}{2} \mathcal{D}_3^2 + \frac{\mathcal{D}_4}{r} \mathcal{H} + O \left( \frac{1}{r} \right) \right]
\]
\[+ \int_{D_{\tau_1}^2} \left( S_{2, R}^2 \right) du \, d\omega \left( \beta_{4n} + \sigma_{4n} \right) \left[ - \frac{p}{2} \mathcal{D}_3^2 + \frac{\mathcal{D}_4}{r} \mathcal{H} + \mu \right]
\]
\[\leq \left| \int_{D_{\tau_1}^2} e_p [\beta_{4n}, (\rho_{4n}, \sigma_{4n})] \right| + B \cdot B^{l+1, deg}_{R-M < r < R+M} \left[ W \right] (M (\tau_1, \tau_2))
\[+ 2 \int_{N_{\text{out}}} \left( S_{2, n}^2 \right) dv \, d\omega_2 \, r^p \| \beta_{4n} \|^2 \] (334)
with the error-term
\[
e_p [\beta_{4n}, (\rho_{4n}, \sigma_{4n})] = r^{p-2} (1 - \mu)^q \left( \tilde{E}_3^{4n} (\beta) \cdot \beta_{4n} + \tilde{E}_4^{4n} (\rho) \cdot \rho_{4n}
\[+ \tilde{E}_4^{4n} (\sigma) \cdot \sigma_{4n} + d\nu [(-\rho_{4n}, \sigma_{4n}) \cdot \beta_{4n}] \right).
\]
The left hand side of (334) is positive for \( r > R \) sufficiently large if
\[
4 + 4 \text{ (number of 3's in } n_i) < p \leq 10 + 4 \text{ (number of 4's in } n_i) \ . \] (335)
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Note that only the upper bound is relevant, as we already control the $\alpha_{4n_l}$ spacetime term from the previous step.

Thirdly, combining the Bianchi equations for $(\rho, \sigma)_{34n_l}$ and $\beta_{44n_l}$

\[
\frac{1}{2} \int_{N_{out}(S^2_{\tau_1, R})} dv \, d\omega_2 r^p (\rho_{4n_l}^2 + \sigma_{4n_l}^2) + \frac{1}{2} \int_{T^{2n_l-1}_\tau - R} du \, d\omega_2 r^p \|\beta_{4n_l}\|^2
\]

\[
+ \int_{D^{2n_l}_\tau} dt^* dr d\omega r^{p-1} (\rho_{4n_l}^2 + \sigma_{4n_l}^2) \left[ -\frac{p}{2} \mathcal{D}_3 r + \vartheta^- (\beta_{4n_l}) r \tau r H + O \left( \frac{1}{r} \right) \right]
\]

\[
+ \frac{1}{2} \int_{D^{2n_l}_\tau} dt^* dr d\omega r^{p-1} \|\beta_{4n_l}\|^2 \left[ p\mathcal{D}_4 r + 2\vartheta^+ (\beta_{4n_l}) r \tau r H + \mu \right] \leq
\]

\[
\left| \int_{D^{2n_l}_\tau} e_p \left[ (\rho_{4n_l}, \sigma_{4n_l}, \beta_{4n_l}) \right] + B \cdot \| \frac{1}{R-M < r < R+M} [W] (\mathcal{M} (\tau_1, \tau_2)) \right|
\]

\[
+ \frac{1}{2} \int_{N_{out}(S^2_{\tau_1, R})} dv \, d\omega_2 (\rho_{4n_l}^2 + \sigma_{4n_l}^2),
\]

(336)

with error

\[
e_p \left[ (\rho_{4n_l}, \sigma_{4n_l}, \beta_{4n_l}) \right] = r^{p-2} (1 - \mu)^q \left( \tilde{E}_{4n_l}^3 (\rho) \cdot \rho_{4n_l} + \tilde{E}_{4n_l}^3 (\alpha) \cdot \sigma_{4n_l} + \tilde{E}_{4n_l}^4 (\beta) \cdot \beta_{4n_l} + dfv \left[ (\rho_{4n_l}, \sigma_{4n_l}, \beta_{4n_l}) \right] \right)
\]

and a good left hand side for

\[
6 + 4 \text{(number of 3's in } n_l) < p \leq 8 + 4 \text{(number of 4's in } n_l). \quad (337)
\]

Finally, using $\beta_{44n_l}$ and $\alpha_{44n_l}$

\[
\frac{1}{2} \int_{N_{out}(S^2_{\tau_1, R})} dv \, d\omega_2 r^p \|\beta_{44n_l}\|^2 + \frac{1}{2} \int_{T^{2n_l-1}_\tau - R} du \, d\omega_2 r^p \|\alpha_{44n_l}\|^2
\]

\[
+ \int_{D^{2n_l}_\tau} dt^* dr d\omega |\beta_{4n_l}|^2 r^{p-1} \left[ -\frac{p}{2} \mathcal{D}_3 r + \vartheta^- (\beta_{4n_l}) r \tau r H + O \left( \frac{1}{r} \right) \right]
\]

\[
+ \frac{1}{2} \int_{D^{2n_l}_\tau} dt^* dr d\omega r^{p-1} \|\alpha_{4n_l}\|^2 \left[ -p\mathcal{D}_4 r + 2\vartheta^+ (\alpha_{4n_l}) r \tau r H + \mu \right] \leq
\]

\[
\left| \int_{D^{2n_l}_\tau} e_p \left[ \beta_{4n_l}, \alpha_{4n_l} \right] + B \cdot \| \frac{1}{R-M < r < R+M} [W] (\mathcal{M} (\tau_1, \tau_2)) \right|
\]

\[
+ 2 \int_{N_{out}(S^2_{\tau_1, R})} dv \, d\omega_2 r^p \|\beta_{4n_l}\|^2 \quad (338)
\]

with error

\[
e_p \left[ \beta_{4n_l}, \alpha_{4n_l} \right] = r^{p-2} (1 - \mu)^q \left( \tilde{E}_{4n_l}^3 (\beta) \cdot \beta_{4n_l} + \frac{1}{2} \tilde{E}_{4n_l}^4 (\alpha) \cdot \alpha_{4n_l} - 2dfv \left[ \alpha_{4n_l}, \beta_{4n_l} \right] \right)
\]

and a good left hand side for

\[
8 + 4 \text{(number of 3's in } n_l) < p \leq 8 + 4 \text{(number of 4's in } n_l). \quad (339)
\]
10.3.2 The missing derivatives in the 3-direction

Controlling all 4-derivatives is not quite sufficient to control all derivatives from the Bianchi equations: We will also need $\beta_{3n_1}$ and $\alpha_{3n_1}$. The first can be obtained by starting from the Bianchi equation for $\alpha_{3n_1}$ and then using $\beta_{4n_1}$, which yields

$$
\frac{1}{2} \int_{N_{\text{out}}} (s^2_{2, \tau R}) dv dw_2 r^p \| \alpha_{3n_1} \|^2 + \int_{r^2_{\tau R}} du dw_2 r^p \| \beta_{3n_1} \|^2
$$

$$
+ \int_{D^2_{\tau_1}} dt^* dr dw_r r^{p-1} \| \alpha_{3n_1} \|^2 \left[ - \frac{p}{2} \tilde{\partial} \tilde{\partial}_r + \tilde{\partial} \left( \frac{\alpha_{3n_1}}{r} \right) \right] + \int_{D^2_{\tau_1}} dt^* dr dw_r r^{p-1} \| \beta_{3n_1} \|^2 \left[ 2 \tilde{\partial} + \left( \frac{\beta_{3n_1}}{r} \right) \right] \leq
$$

$$
\left| \int_{D^2_{\tau_1}} e_p \left[ \alpha_{3n_1}, \beta_{3n_1} \right] \right| + B \cdot \eta^{r+1, \text{deg}}_{R-M<r<R+M} [W] (M (\tau_1, \tau_2))
$$

with error

$$
e_p \left[ \alpha_{3n_1}, \beta_{3n_1} \right] = r^p (1 - \mu)^g \left( \tilde{E}_{4n_1} (\alpha) \cdot \alpha_{3n_1} + 2 \tilde{E}_{4n_1} \cdot \beta_{3n_1} - 2 dv \left[ \alpha_{3n_1} \cdot \beta_{3n_1} \right] \right)
$$

and positive left hand side for

$$
10 + 4 \text{ (number of 3's in } n_1) < p \leq 4 + 4 \text{ (number of 4's in } n_1) . \tag{341}
$$

Note however that only the upper bound is going to be relevant in view of the previous estimate (338) for the spacetime term of $\| \alpha_{4n_1} \|^2$. Finally, from the Bianchi equations for $\beta_{33n_1}$ and $\alpha_{43n_1}$

$$
\frac{1}{2} \int_{N_{\text{out}}} (s^2_{2, \tau R}) r^p \| \beta_{33n_1} \|^2 dv dw_2 + \int_{r^2_{\tau R}} du dw_2 r^p \| \alpha_{3n_1} \|^2
$$

$$
+ \int_{D^2_{\tau_1}} dt^* dr dw_r r^{p-1} \left[ - \frac{p}{2} \tilde{\partial} \tilde{\partial}_r + \tilde{\partial} \left( \frac{\beta_{33n_1}}{r} \right) \right] + \int_{D^2_{\tau_1}} dt^* dr dw_r r^{p-1} \left[ 2 \tilde{\partial} + \left( \frac{\alpha_{3n_1}}{r} \right) \right] \leq
$$

$$
\left| \int_{D^2_{\tau_1}} e_p \left[ \beta_{33n_1}, \alpha_{3n_1} \right] \right| + B \cdot \eta^{r+1, \text{deg}}_{R-M<r<R+M} [W] (M (\tau_1, \tau_2))
$$

with the left hand side being positive for $r > R$ sufficiently large if

$$
12 + 4 \text{ (number of 3's in } n_1) < p \leq 2 + 4 \text{ (number of 4's in } n_1) . \tag{343}
$$

As usual, in view of (340) only the upper bound is going to be relevant.
10.3.3 Angular momentum operators

The derivatives obtained so far are in principle sufficient to control all derivatives using the Bianchi equations only, just as we saw in section 8. However, for the optimal r-weights, we need to commute with angular momentum operators as well.

We first note that we can derive the identical 4+2 estimates of sections 10.3.1 and 10.3.2 for the Ω_i-commuted quantities. We will see the same constraints on the admissible p’s (as commutation with the Ω_i doesn’t change the signature of the curvature components, cf. section 3.3), while the error terms are replaced by

\[
e_p \left[ \Omega_i^j \alpha_{4n_i}, \Omega_i^j \beta_{4n_i} \right] = r^p \left( \tilde{E}^{4n_i} \Omega_i^j (\alpha) \cdot \Omega_i^{4n_i} + 2 \tilde{E}^{4n_i} \Omega_i^j (\beta) \cdot \Omega_i^{4n_i} \right)
+ 2 d\mu \left[ \Omega_i^j \alpha_{4n_i} \cdot \Omega_i^j \beta_{4n_i} \right]
\]

and analogously for the other components. We also note

**Lemma 10.5.** Given a covariant tensor \( f \) tangent to the two-spheres \( S^2 \) on \( R \) there exists a constant \( c_0 \) close to 1 such that

\[
\frac{1}{c_0} \int_{S^2} r^2 |\nabla f|^2 d\mu_\gamma \leq \int_{S^2} |\mathcal{L}_\Omega f|^2 d\mu_\gamma \leq c_0 \int_{S^2}(|f|^2 + r^2 |\nabla f|^2) d\mu_\gamma \quad (344)
\]

where we denote \( |\mathcal{L}_\Omega f|^2 = \sum_i |\mathcal{L}_{\Omega_i} f|^2 \). Moreover, for \( f \) a scalar we have

\[
\frac{1}{c_0} \int_{S^2} r^2 |\nabla f|^2 d\mu_\gamma \leq \int_{S^2} |\mathcal{L}_\Omega f|^2 d\mu_\gamma \leq c_0 \int_{S^2} (r^2 |\nabla f|^2) d\mu_\gamma \quad (345)
\]

while for \( f \) a one-form or a symmetric two-covariant traceless tensor tangent to the surfaces \( S^2 \)

\[
\frac{1}{c_0} \int_{S^2} |f|^2 d\mu_\gamma \leq \int_{S^2} |\mathcal{L}_\Omega f|^2 d\mu_\gamma \quad (346)
\]

This lemma allows us to gain improved decay in \( r \) for the \( \nabla \)-derivatives as exhibited by the \( E[|W|]-\)energies (cf. (182)).

10.3.4 Retrieving the remaining derivatives

Controlling the derivatives appearing in the estimates of sections 10.3.1 and 10.3.2 suffices to control all remaining derivatives from the Bianchi equation (Cf. Lemma 8.12):

**Lemma 10.6.** For \( j \geq 0 \)

\[
\int_{S^2} \left( r^{q_j} |\nabla \mathcal{L} \Omega_i^j \alpha_{4n_i}|^2 + r^{q_j} |\nabla \mathcal{L} \Omega_i^j \beta_{4n_i}|^2 + r^{q_j} |\nabla \mathcal{L} \Omega_i^j (\rho, \sigma)_{4n_i}|^2 + r^{q_j} |\nabla \mathcal{L} \Omega_i^j \alpha_{3n_i}|^2 + r^{q_j} |\nabla \mathcal{L} \Omega_i^j \beta_{3n_i}|^2 + r^{q_j} |\nabla \mathcal{L} \Omega_i^j (\rho, \sigma)_{3n_i}|^2 \right) \leq B \int_{S^2} \left( r^{q_1} |\mathcal{L} \Omega_i^j \alpha_{4n_i}|^2 + r^{q_2} |\mathcal{L} \Omega_i^j \beta_{4n_i}|^2 + r^{q_3} |\mathcal{L} \Omega_i^j (\rho, \sigma)_{4n_i}|^2 + r^{q_4} |\mathcal{L} \Omega_i^j \alpha_{3n_i}|^2 + r^{q_5} |\mathcal{L} \Omega_i^j \beta_{3n_i}|^2 + r^{q_6} |\mathcal{L} \Omega_i^j (\rho, \sigma)_{3n_i}|^2 \right) + B \int_{S^2} \left. 3 \omega_{4n_i}^j (q_2, ..., q_6) \right)
\]
In other words, we estimate the pair 

$$\nu_{n_1}^j (q_2, \ldots, q_6) = \left[ r^{q_2} \| E_4^{n_1 \Omega_1^j} (\beta) \|^2 + r^{q_3} \left( \| E_3^{n_1 \Omega_1^j} (\alpha) \|^2 + \| E_4^{n_1 \Omega_1^j} (\rho) \|^2 \right) \right. $$

$$+ r^{q_4} \left( \| E_3^{n_1 \Omega_1^j} (\beta) \|^2 + \| E_4^{n_1 \Omega_1^j} (\beta) \|^2 \right) $$

$$+ r^{q_5} \left( \| E_3^{n_1 \Omega_1^j} (\rho, \sigma) \|^2 + \| E_4^{n_1 \Omega_1^j} (\rho) \|^2 \right) + r^{q_6} \| E_3^{n_1 \Omega_1^j} (\beta) \|^2 \]

Proof. This follows by integrating the commuted Bianchi equations over $S^2$ and integrating by parts. For instance, in the case $j = 0$, from the bound on $\rho_{n_1}$:

$$\int_{S^2} \| \nabla \beta_{n_1} \|^2 = - \int_{S^2} \beta_{n_1} \nabla^2 \beta_{n_1} = \int_{S^2} \beta_{n_1} D_1^* D_1 \beta_{n_1} - K \| \beta_{n_1} \|^2 $$

$$\leq \int_{S^2} \| D_1 \beta_{n_1} \|^2 \leq \int_{S^2} \| (\rho, \sigma) \|^2 + \int_{S^2} \| E_4^{n_1} (\rho) \|^2 + \| E_4^{n_1} (\sigma) \|^2 \quad (347) $$

where $K$ is the Gauss curvature of the $S^2$. This in turn controls

$$\int_{S^2} \| \alpha_{3n_1} \|^2 \leq 8 \int_{S^2} \| D_2^* \beta_{n_1} \|^2 + 2 \int_{S^2} \| E_3^{n_1} (\alpha) \|^2 $$

$$\leq 8 \int_{S^2} \beta_{n_1} D_2 D_2^* \beta_{n_1} + 2 \int_{S^2} \| E_3^{n_1} (\alpha) \|^2 + 2 \int_{S^2} \| E_3^{n_1} (\alpha) \|^2 $$

$$\leq -4 \int_{S^2} \beta_{n_1} \Delta \beta_{n_1} - 4K \| \beta_{n_1} \|^2 + 2 \int_{S^2} \| E_3^{n_1} (\alpha) \|^2 $$

$$\leq 4 \int_{S^2} \| \nabla \beta_{n_1} \|^2 + 2 \int_{S^2} \| E_3^{n_1} (\alpha) \|^2 \quad (348) $$

In other words,

$$\int_{S^2} \| \alpha_{3n_1} \|^2 + \| \nabla \beta_{n_1} \|^2 \leq 8 \left( \int_{S^2} \| (\rho, \sigma) \|^2 + \| E_4^{n_1} (\rho) \|^2 + \| E_4^{n_1} (\sigma) \|^2 + \| E_3^{n_1} (\alpha) \|^2 \right) \quad (349) $$

Similarly, we estimate the pair $\nabla (\rho_{n_1}, \sigma_{n_1})$ and $\beta_{3n_1}$ from $\beta_{4n_1}$, the pair $\nabla \beta$ and $(\rho_{n_1}, \sigma_{n_1})$ from $\Omega_{4n_1}$, and finally

$$\int_{S^2} \| \nabla \alpha_{n_1} \|^2 = - \int_{S^2} \frac{\alpha_{n_1}}{2} \nabla^2 \alpha_{n_1} = \int_{S^2} \frac{\alpha_{n_1}}{2} D_2^* D_2 \alpha_{n_1} - 2K \| \alpha_{n_1} \|^2 $$

$$\leq \int_{S^2} \| D_2 \alpha_{n_1} \|^2 \leq \int_{S^2} \| \beta_{3n_1} \|^2 + \int_{S^2} \| E_3^{n_1} (\beta) \|^2 \quad (350) $$

10.3.5 The summed asymptotic estimate

The claim is that we can add up the asymptotic estimates to estimate all derivatives at order $k + 1$ with the weights appearing in the $E$-energy. Before we do that let us note the following lemma, which establishes that permutations of the $n_i$ are lower order.
Lemma 10.7. Let \( u \in \{ \alpha, \beta, \hat{\rho}, \sigma, \hat{\beta}, \hat{\omega} \} \) be a curvature component and \( n_p \) a \( p \)-tuple of 3’s and 4’s. We have

\[
\|u_{n_p}\|^2 \leq \|u_{\text{perm}(n_p)}\|^2 + \frac{B}{r^4} \sum_{n_{p-2}} \left[ \|D_3 u_{n_{p-2}}\|^2 + \|D_4 u_{n_{p-2}}\|^2 + \|\nabla u_{n_{p-2}}\|^2 + \|u_{n_{p-2}}\|^2 \right]
\]

where the sum is over all \( p - 2 \) tuples containing one less 3 and one less 4 then the original \( n_p \). In addition

\[
\|u_{n_p}\|^2 \leq \|D_4 u_{n_p}\|^2 + \frac{B}{r^2} \|u_{n_p}\|^2 \quad \text{and} \quad \|u_{n_p}\|^2 \leq \|D_3 u_{n_p}\|^2 + \frac{B}{r^2} \|u_{n_p}\|^2
\]

Proof. The second statement is immediate from the definition. The first statement follows by induction using Lemma 3.5 and the pointwise decay of the Ricci-coefficients.

Proposition 10.4 now follows easily from the next Proposition, which reduces the problem at order \( l + 1 \) to the problem at order \( l \).

Proposition 10.8. Let \( p = (p_1, \ldots, p_6, 0) \) be a boundary admissible tuple with associated bulk admissible tuple \( \tilde{p} = (\tilde{p}_1, \ldots, \tilde{p}_r) \). For \( l \geq 0 \) we have

\[
E^{l+1}_p [W] \left( N_{\text{out}} \left( S_{\tau_2, R}^2 \right) \right) + t^{l+1, \deg}_{\tilde{p}} [W] \left( D_{\tau_1}^p \right) \leq B \cdot E^{l+1}_p [W] \left( N_{\text{out}} \left( S_{\tau_2, R}^2 \right) \right) + B \cdot \sum_{i=1}^k \left( E^{i}_p [W] \left( N_{\text{out}} \left( S_{\tau_2, R}^2 \right) \right) + t^{i, \deg}_{\tilde{p}} [W] \left( D_{\tau_1}^p \right) \right).
\]

We remark that the last line estimates lower order terms arising from commutation of the ordering of derivatives. It is absent for \( l = 0 \).

Proof. We start with the tuple of length \( l \) (denoted \( n_l \), with \( n_1 \) being the number of 3’s, \( n_2 \) the number of 4’s) consisting of all 4’s (i.e. \( n_1 = 0 \) and \( n_2 = l \)) and apply the estimates as follows:

- (331) with \( p = p_1 + 2l_2 \)
- (334) with \( p = p_2 + 2l_2 \)
- (336) with \( p = p_3 + 2l_2 \) and – in case that \( p_3 = 8 \) and \( l_2 = 0 \) – in addition with \( p = 8 - \delta \)
- (338) with \( p = p_4 + 2l_2 \) and – in case that \( p_4 = 6 \) and \( l_2 = 0 \) – in addition with \( p = 6 - \delta \)
- (340) with \( p = p_5 + 2l_2 \) and – in case that \( p_5 = 4 \) and \( l_2 = 0 \) – in addition with \( p = 4 - \delta \)
- (342) applied with \( p = p_6 + 2l_2 \) and – in case that \( p_6 = 2 \) and \( l_2 = 0 \) – in addition with \( p = 2 - \delta \)
Remark: The reason for the additional application with a $\delta$-loss in the last four estimates is caused by the fact that, as we saw, in this “extreme” case, the spacetime term loses an additional power compared to the boundary term, i.e. instead of the usual weight $p_4 - 1$ for the spacetime term, it will only admit $p_4 - 2$. Applying the estimate also with a delta loss ensures that we get the spacetime term with an improved weight of $p_4 - 1 - \delta$. (We also obtain weaker $r^{4-\delta}$-weighted positive boundary terms in this process, which we simply discard.)

We next add the estimates above, so that all spacetime and all boundary terms on the left hand side are positive: This is already automatic for the first three estimates in view of the constraints (333), (335), (337) being satisfied. For estimate (338) we observe that the possibly negative (if $n_l$ is the zero tuple) signed spacetime term containing $\|\beta_l\|_n^2$ can be absorbed by adding enough of the previous estimate (336) which controls this term. This uses that the tuple is admissible: The spacetime term of the second quantity of the $i^{th}$ estimate has weight $r^{p_4 + 2l_2 - 1}$ ($r^{p_4 - 1 - \delta}$ in the extreme case) while the spacetime-term of the first quantity in the $(i + 1)^{th}$ estimate has weight $r^{p_{1+1} + 2l_2 - 1}$. Since $p_i \geq p_{i+1}$ holds for an admissible tuple ($p_i \geq p_{i+1} + 2$ in the extremal case), one can always control the first spacetime term of the $(i + 1)^{th}$ estimate from the second of the $i^{th}$.

Next, an application of Lemma 10.6 allows us to control $\|Du_{n_l}\|^2$ where $u$ is any curvature component, $D$ is either a 3-, 4- or an angular derivative and $n_l$ is the tuple consisting of only 4-derivatives. In particular, the spacetime term of $\|\alpha_{34..4}\|^2$ is controlled with the same weight as $\|\rho_{44..4}\|^2$, namely $r^{p_4 + 2l_2 - 1}$. Modulo lower order terms, which are covered by Lemma 10.7, this is equivalent to controlling $\|\alpha_{4n_l}\|^2$ for tuples $n_l$ which have $l_2 = l - 1$ and $l_1 = 1$. Hence we can iterate the procedure and start with the estimate (331) again. Now only the upper bound in (333) is relevant, as we already control the spacetime-term of $\|\alpha_{4n_l}\|^2$ from the previous step. Since for an admissible tuple $p_4 + 2l_2 - 1 \leq p_4 + 2(l_2 + 1) - 1$, we can apply (331) with $p = p_4 + 2l_2$ and then step down: (334) is applied with $p = p_4 + 2l_2$, (336) applied with $p = p_4 + 2l_2$, (338) applied with $p = p_4 + 2l_2$, (340) applied with $p = p_4 + 2l_2$ and (342) applied with $p = p_4 + 2l_2$. Moreover, we can add these estimates so that all spacetime and boundary terms are positive. Using once again Lemma 10.6, we now control all derivatives of the form $Du_{n_l}$, where now $n_l$ is a tuple consisting of either all 4’s, or all but one entries being 4’s. In particular, we control the spacetime term of $\|\alpha_{34..4}\|^2$, which is, modulo lower order terms, equivalent to controlling $\|\alpha_{4n_l}\|^2$ for tuples $n_l$ satisfying $l_2 = l - 2$, $l_1 = 2$. We hence reiterate our estimates....

Using this stepping down procedure we will eventually control all derivatives of the form $Du_{n_l}$ where $n_l$ is any tuple of 3’s and 4’s. At this step one can bring in the wave character of the Bianchi equations ($\Omega - \nabla^2 u = l.o.t.$ holds for any curvature component $u$) to estimate all derivatives. However, there is a drawback: This procedure will only improve the $r$-weight in the energy by a power of one per angular derivative, since a 34 derivative pair gains only $r^{p_4 + 2}$ in terms of weights. To prove the full decay, one has to bring in angular momentum operators: We apply the estimates of section 10.3.1 and 10.3.2 to the $\Omega_i$ commuted equations (for which they are valid by the remarks of section 10.3.3). More precisely, to any arbitrary fixed tuple of length $j$ we apply $l - j \Omega_l$-derivatives and redo the algorithm we outlined above. This produces precisely
the error-terms collected in $Err^{n+1}_P$.

10.4 Controlling the error-terms

We now prove the analogue of the error-estimate of Proposition 10.3:

**Proposition 10.9.** For a boundary-admissible matrix $P$ with second line being the tuple $p = (p_1, p_2, ..., p_6, 0)$ we have, for any $\lambda > 0$ and $m \geq 0$

$$Err^{n+1}_P \leq \lambda \cdot I^{n+1}_P [W] (D (\tau_1, \tau_2)) + B \cdot I^{n, deg}_{R-M < r < R+M} [W] (\tilde{M} (\tau_1, \tau_2))$$

$$+ B_\Lambda \left[ \sup_{r \in (\tau_1, \tau_2)} E^{n+1} \left[ R \right] \left( N_{out} (\tau, R) \right) + I^{n+1}_{R} [R] (D (\tau_1, \tau_2)) \right]$$

and

$$Low^{n+1}_P \leq B_k \sum_{i=1}^{\max(1, m)} \left( E^{n} [W] \left( N_{out} (S_{\tau_2, R}) \right) + I^{n, deg}_{\hat{s}} [W] \left( D_{\tau_1} \right) \right)$$

$$+ B \cdot \left( E^{n} \left[ R \right] \left( N_{out} (S_{\tau_2, R}) \right) + I^{n, deg}_{R} [R] (D \tau_1) \right),$$

where in case that $m = 0$, $B_0 = \epsilon_R$ is a small constant (which gets smaller as $R$ is chosen larger). Generally, the constants $B$ depend on the mass and lower order energies of the Weyl-curvature, which are bounded by the ultimately Schwarzschildian property.

Before we turn to the proof let us outline the main idea. Inspecting the structure of $Err^{n+1}_P$ we see that the error-terms consist of derivatives of the inhomogeneities $E_{3,4} (\alpha, ..., \alpha)$ in the Bianchi equations. As is manifest in our energies used, taking a 4-derivative or an angular derivative improves the (pointwise) decay in $r$ by one, while a 3-derivative does not change the $r$-weight. Hence the higher derivative estimates for the error would be a completely straightforward generalization of Proposition 10.3, if it was not for the fact that we are actually claiming stronger decay in $r$ for some higher derivatives than the naive improvement above provides. For instance, we applied the estimate (324) with $p_2 = 7 - \delta$, while we applied (331) with $p = 10 - \delta$ instead of the naive $9 - \delta$ which would follow from the above reasoning. In order for this to work, there has to be a cancellation of the slowest decaying terms, which we are going to unravel in the proof. Note that this special improvement only occurs from the 0th to the 1st order, as for the second order, we claim no additional improvement. This is immediate from the structure of the decay matrices: All tuples following the second line are all identical to the second.

The cancellations are apparent by doing the following computation:

**Lemma 10.10.** In the standard null-frame for which $Y = 0$, we have the following expression for the error-terms

$$E^4_3 (\alpha) = 4 \Omega_\alpha_4 + 4 (\tilde{\partial}_4 \Omega) \alpha - 4 \tilde{H} \rho_4 - 4^{*} \tilde{H} \sigma_4 + \tilde{H} E_4 (\rho) + ^{*} \tilde{H} E_4 (\sigma)$$

$$+ 2 \tilde{H} (F_4 (\beta)) - 3 \rho \left( -2 \Omega \tilde{H} - \alpha \right) + (V + 4Z) \tilde{\otimes} \beta_4$$

$$\left( -2 \tilde{V} tr H + \frac{1}{2} tr H (V + 4Z) + \tilde{\partial}_4 (V + 4Z) \right) \tilde{\otimes} \beta$$

(353)
\[ E_3^3 (\alpha) = E_3^3 (\alpha) + F_3 (\alpha) + \alpha \left[ \text{tr} H \text{tr} \hat{H} + \text{tr} H + 5 \text{tr} H - 4 \rho \right. \]
\[ + 2 \hat{H} \cdot \hat{H} + d \hat{v} \hat{Z} - 5 d \hat{v} \hat{Z} + \hat{Z} \cdot \hat{Z} - 5 \hat{Z} \cdot \hat{Z} \right] \] (354)

\[ E_3^3 (\beta) = 2 \hat{H} \cdot \beta_1 + 2 \Omega \beta_4 + \gamma \alpha_4 + 3 \beta_3 \rho_4 + 3 \beta_3 \sigma_4 + \left[ \partial_4 \gamma - \frac{1}{2} \text{tr} H \right] \gamma \alpha \]
\[ + \frac{1}{2} \left[ -4 \Omega \hat{H} - 2 \alpha \right] + 2 \partial_4 \Omega \beta + 3 \left[ \partial_4 \gamma Z - \frac{1}{2} \text{tr} \hat{H} \gamma Z \right] \sigma + * F_3 (\sigma) \]
\[ + 3 \left( \partial_4 Z - \frac{1}{2} \text{tr} H Z \right) \rho + F_3 (\rho) - \frac{3}{2} \hat{v} \theta \text{tr} H \rho - \hat{H} \hat{v} \rho - \frac{3}{2} \hat{v} \theta \text{tr} H \sigma - * \hat{H} \hat{v} \sigma \]
\[ E_3^3 (\beta) = -2 \gamma \beta_4 - (2 \partial_4 \Omega + 2 \text{tr} H) \beta + \alpha \partial_4 (2V + \hat{Z}) + (2V + \hat{Z}) \alpha_4 \]
\[ + \frac{1}{2} \text{tr} H (2V + \hat{Z}) \alpha - \frac{5}{2} \hat{v} \text{tr} H \cdot \alpha - \hat{H} \cdot \hat{v} \alpha + tr F_4 (\alpha) \] (355)

\[ E_3^3 (\rho) = - \frac{1}{2} \hat{H} \alpha_4 - \frac{1}{2} \left( -2 \Omega \hat{H} - \alpha \right) \alpha + \beta_4 \partial_4 (V - 2Z) + 2 \beta_4 \partial_4 \gamma \]
\[ + (V - 2Z) \beta_4 + 2 \gamma \beta_4 + \frac{1}{2} \text{tr} H \text{tr} (V - 2Z) \beta - \text{tr} \hat{H} \gamma \beta \]
\[ + tr H \beta_4 \hat{v} \text{tr} H + \hat{H} \hat{v} \beta - tr F_4 (\beta) \] (356)

\[ E_3^3 (\beta) = 2 \hat{H} \beta_4 + 2 \hat{H} \beta_4 + \beta_4 \hat{H} \beta_4 + 2 \beta_4 \partial_4 \hat{H} + 2 \beta_4 \partial_4 \hat{H} \Omega \]
\[ - 3 \beta_3 \rho_4 - 3 \hat{H} \beta_4 - 3 \rho \partial_4 \hat{H} - 3 \gamma \partial_4 \hat{H} + \frac{1}{2} \text{tr} H \left( -3 \beta_3 \rho - 3 \gamma \hat{Z} \sigma \right) \]
\[ + \frac{3}{2} \rho \hat{v} \left( \text{tr} H \right) - \frac{3}{2} \sigma \hat{v} \left( \text{tr} H \right) + \hat{H} \hat{v} \sigma + \hat{H} \cdot \hat{v} \sigma - F_4 (\rho) - F_4 (\sigma) \] (358)

\[ E_3^4 (\alpha) = 4 \Omega \alpha_4 - 3 \hat{H} \rho_4 - 3 \hat{H} \sigma_4 + (V - 4Z) \hat{\beta} \gamma \beta_4 - 3 \rho \partial_4 \hat{H} - 3 \gamma \partial_4 \hat{H} \]
\[ + \alpha \left[ (4 \partial_4 \Omega + 4 \text{tr} H \Omega) + \left[ \partial_4 (V - 4Z) \right] \gamma \beta_4 - \frac{1}{2} \text{tr} H \left( V - 4Z \right) \gamma \beta_4 \right. \]
\[ \hat{H} \hat{v} \beta - \hat{H} \hat{v} \beta - * \hat{H} \hat{v} \beta + (\nabla \text{tr} H) \hat{\beta} - 2 \hat{\beta} (F_4 (\beta)) \] (359)

\[ E_3^3 (\alpha) = 4 \Omega \alpha_4 - 3 \hat{H} \rho_3 - 3 \hat{H} \sigma_3 + (V - 4Z) \hat{\beta} \gamma \beta_3 + 4 \gamma \partial_3 \hat{H} - 2 \hat{\beta} (F_3 (\beta)) \]
\[ - 3 \left[ \partial_3 \hat{H} + \text{tr} \hat{H} \hat{H} \right] \gamma \beta_3 + \left[ \partial_3 (V - 4Z) + \frac{1}{2} \text{tr} H \left( V - 4Z \right) \hat{\beta} \gamma \beta \right. \]
\[ - 3 \left[ \partial_3 \hat{H} + \text{tr} H \hat{H} \hat{H} \right] \beta_3 + \hat{H} \hat{v} \beta - * \hat{H} \hat{v} \beta + 2 (\nabla \text{tr} H) \hat{\beta} \] (360)
Proof. A lengthy but straightforward computation. \hfill \Box

Remark 10.11. The remarkable thing is that inserting the structure equation for $\bar{H}$, (171), which in our gauge $(Y = 0)$ reads
\begin{equation}
\mathcal{D}_4 \bar{H}_{AB} + tr H \bar{H}_{AB} = -2\Omega \bar{H}_{AB} - \alpha_{AB},
\end{equation}
always cancels the terms with the worst decay. For instance, $E_3 (\rho)$ only decays like $r^{-3}$ pointwise, while $E_4^r (\rho)$ decays like $r^{-5}$, while the naive improvement would only suggest $r^{-4}$. Similarly, while $E_3 (\alpha)$ decays only like $r^{-5}$ (the $\rho \bar{H}$-term), $E_4^r (\alpha)$ decays like $r^{-3x}$.

Proof of Proposition 10.9. We turn to Proposition 10.4 to estimate the expression for $Err_{\tilde{\rho}}^{m+1}$. For $j < m$ and some $0 \leq l \leq j$, the first term we have to estimate is (recall that $l_2$ denotes the number of 4’s in a tuple of length $l$)
\begin{equation}
E_{p_1+2l_2} \left[ \Omega_i^{j-l} \omega_{A_{1n_1}, \alpha_4 n_1, \alpha_4 n_1} \right] = r^{p_1+2l_2} \left[ E_{4n_1, \omega_{A_{1n_1}, \alpha_4 n_1, \alpha_4 n_1}} \right] \cdot \left[ L_{j-l} \alpha_4 n_1 + 2E_{4n_1, \omega_{A_{1n_1}, \alpha_4 n_1, \alpha_4 n_1}} \right].
\end{equation}

We conclude that it suffices to understand the case $j = 0, l = 0$. This is a consequence of the structure of the error terms $E, \bar{E}, \bar{E}$ and the fact that we only have to worry about the number of derivatives involved and about the amount of decay in $r$. Since the $E$ are quadratic in Ricci-coefficients and curvature, the number of derivatives is not a problem. Moreover, since taking a 4-derivative improves the $r$-decay of both Ricci coefficients and curvature components by a power of 2 in the energy (i.e. wherever the derivative falls on), while taking a three or an $\Omega$-derivative does not change the decay, the additional weight factor of $r^{l_2}$ in (362) for each additional 4-derivative is naturally incorporated.

We hence turn to the case $j = 0, l = 0$, starting with the first of 7 terms, $E_{p_1, \left[ \alpha_4 n_1, \beta_4 n_1 \right]}$, which is in turn is written out explicitly below (331). For a boundary admissible matrix $P$ with second row $p = (p_1, p_2, ..., p_6, 0)$ and associated bulk admissible matrix $\tilde{P}$ with second row $\tilde{p} = (p_1 - 1, p_1 - 1, p_2 - 1, ..., p_5 - 1, p_6 - 1)$:
\begin{align}
\int_D \left( \left( E_4^3 (\alpha) \right) ||^2 + \left( F_{34} (\alpha) \right) ||^2 \right) r^{p_1} & \leq \left| r^4 \bar{\Omega} \right| \int_D dt^* dr d\omega ||A_4||^2 r^{p_1-3} \\
& + \left| r^4 \left( \bar{H}, V, ... \right) \right| ||L^\infty \int_D dt^* dr d\omega \left( \left| \beta_4 \right|^2 + \left| (\rho, \sigma) \right| \right) r^{p_1-3} \\
& + \left( E_4 (\rho)^2 + E_4 (\sigma)^2 \right) r^{p_1-3} + ||\rho^2 \Omega^2 r^{10}|| ||L^\infty \int_D dt^* dr d\omega ||\bar{H}||^2 r^{p_1-9} \\
& + ||\rho^2 \| \| ||L^\infty \int_D dt^* dr d\omega ||A||^2 r^{p_1-7} \\
& + ||\| r^7 ||^2 ||L^\infty \int_D dt^* dr d\omega r^{p_1-6} (||\nabla tr H||^2 + ||\bar{D}_4 (V + 4Z)||^2) \\
& \leq \epsilon R \cdot \tilde{T}^{p_1+1} \left| W \right| (D) + \epsilon \cdot \tilde{T} \left| \mathcal{R} \right| (D) + B \cdot \tilde{T} \left| \mathcal{R} \right| (D)
\end{align}
the last step following as long as $p_1 \leq 10 - \delta$. Remarkably, the last term in the expression
\begin{equation}
\int_D \tilde{E}_4^3 (\alpha) \cdot \alpha_4 r^{p_1} = \int_D \left( E_4^4 (\alpha) + F_{34} (\alpha) + \alpha [...] \right) \cdot \alpha_4 r^{p_1},
\end{equation}

where [...] denotes the square bracket in expression (354), actually generates a good lower order term. The point is that the leading order term in [...] is $-\frac{1}{r^2}$ at infinity (arising from the $trHtrH$-term), while all the others decay like $\frac{1}{r^2}$ and are easily estimated as before. We write

$$
\alpha [...] \cdot \alpha_4 r^{p_1} = \frac{1}{2} \mathcal{D}_4 \left( r^{p_1} \| \alpha \|^2 [...] \right) + \| \alpha \|^2 \left( -\frac{1}{2} \mathcal{D}_4 ( [... ] r^{p_1} ) + \frac{5}{2} trH \left[ [...] r^{p_1} \right] \right)
$$

and find, using the structure equations and the pointwise estimates for the Ricci-coefficients that a negative boundary and spacetime-term is generated, as long as $p_1 < 12$ (which consequently have a good sign when brought to the left hand side). Besides an improved weight for $\alpha$ on $\mathcal{I}$, we gain a spacetime term $\int dt^* drd \omega r^{p_1-3} \| \alpha \|^2$, which in view of $p_1 < 10 - \delta$ considerably improves the estimate from the uncommuted equations (where we obtained only control over $\int dt^* drd \omega r^{6-\delta} \| \alpha \|^2$). We summarize

$$
\int_D \hat{E}_3^4 (\alpha) \cdot \alpha_4 r^{p_1} \leq -b \int_D \alpha_4 r^{p_1} \| \alpha \|^2 + B \cdot \mathcal{T}_{R-M<r<R+M} \left[ W(M \tau_1, \tau_2) \right] 
$$

Similarly (note $\hat{E}_4^4 (\beta) = E_4^4 (\beta)$, in view of $C_{44} [\beta] = 0$),

$$
\int_D \hat{E}_4^4 (\beta) \cdot \beta_4 r^{p_1} \leq \epsilon_R \cdot \mathcal{T}_1 \left[ W(\mathcal{D}) + \epsilon \cdot \mathcal{T}_1 \left[ \mathcal{R}(\mathcal{D}) + B \cdot \mathcal{T}_0 \left[ \mathcal{R}(\mathcal{D}) \right. \right. \right. \right. 
$$

We remark that it is crucial here that $Y = 0$ and hence $F_4$ does not introduce 3-derivatives (cf. Lemma 3.5). The other error-terms are dealt with analogously with no further difficulties involved. To give one more (interesting) example, we consider the worst part of the error-term

$$
\int dt^* drd \omega \ r^{p_3} \hat{E}_3^4 (\rho) \cdot \rho_4 + r^{p_3} \hat{E}_3^4 (\sigma) \cdot \sigma_4 + r^{p_3} \hat{E}_4^4 (\beta) \cdot \beta_4 , \quad (364)
$$

which arises from the $\left( (\rho, \sigma) \cdot \beta \right)$-pair of estimates (cf. (336)). The leading order contribution from the first term is estimated (provided $p_4$ is not equal to 6)

$$
\int dt^* drd \omega \ r^{p_3} \hat{H}_{\rho_4} \rho_4 \leq B_\lambda \int dt^* drd \omega \| \hat{H} \|^2 r^{4} \| \rho_4 \|^2 r^{p_4-3} + \lambda \int dt^* drd \omega \rho_4^2 r^{2p_3-3} \leq (B_\lambda \epsilon + \lambda) \cdot \mathcal{T}_1 \left[ W(\mathcal{D}) \right],
$$

with the last step following provided $2p_3 - p_4 - 3 \leq p_2 - 1$, which holds for a boundary admissible tuple. If $p_4 = 6$, a similar computation leads to the condition $(p_3 - p_2) + p_3 \leq 8 - \delta$, which is also valid. For the $\beta$-term in (364), a typical term is estimated (say $p_3 \neq 8$)

$$
\int dt^* drd \omega \ r^{p_3} \hat{H}_{\beta_4} \beta_4 \leq B_\lambda \int dt^* drd \omega \| \hat{H} \|^2 r^{2} \| \beta_4 \|^2 r^{p_3-3} + \lambda \int dt^* drd \omega \beta_4^2 r^{2p_3-3} \leq (B_\lambda \epsilon + \lambda) \cdot \mathcal{T}_1 \left[ W(\mathcal{D}) \right]
$$

\footnote{An even stronger improvement follows by a different argument. Namely, since we control the component $|\beta_4|^2$ in the main term of this estimate (331), we also control $|\nabla \alpha|^2$ with the same $r$-weight from the Bianchi equation (cf. Lemma 10.6). The Poincare inequality $\int_{S^2} \| \alpha \|^2 \leq \int_{S^2} r^{-2} \| \nabla \alpha \|^2$ then generates the improved decay of $\alpha$.}
requiring \( p_3 \leq p_1 \), which is true for a boundary admissible tuple. For \( p_3 = 8 \) we obtain \( 8 + \delta \leq p_1 \).

The estimate for (352) is straightforward. Again one can convince oneself that it suffices to understand \( j = 0 \) and \( l = 0 \). In this case, for the first term (cf. Lemma 10.6)

\[
\int_{N_{\text{out}}(S_{2, R}^2)} (E_4(\beta^2))^p r^2 dv d\omega \leq |4\Omega^2 r^4| \int_{N_{\text{out}}(S_{2, R}^2)} |\beta|^2 r^{p_2 - 4} dv d\omega
\]

\[+ |(V, Z)|^2 r^4 \int_{N_{\text{out}}(S_{2, R}^2)} |\alpha|^2 r^{p_2 - 4} dv d\omega \leq \epsilon R \cdot E_1^p [W] (N_{\text{out}}(S_{2, R}^2)), \tag{365}
\]

and similarly for the spacetime term. The other 7 terms are dealt with similarly.

\[\square\]

11 A spacetime estimate for the Weyl-tensor

Recall the energy (196). It turns out that we have control of this spacetime energy in the interior, provided we can control the \( \rho \) and the \( \sigma \) component of the Weyl-tensor under consideration. To establish this result (Proposition 11.2) it is convenient to introduce the concept of spin-reduction.

11.1 Spin reduction

Consider the Maxwell pseudo-tensor

\[ F_{\alpha \beta} = r \cdot W_{\alpha \beta 34}. \tag{366} \]

It is clearly antisymmetric. Its null components are

\[ F_{A 3} = 2 r \beta_{A}, \quad F_{A 4} = 2 r \beta_{A}, \tag{367} \]

\[ F_{3 4} = 4 r \rho, \quad F_{A B} = 2 r \sigma_{A B}. \tag{368} \]

Note that in the Schwarzschild case, \( F \) corresponds to the electromagnetic field created by a point charge of strength proportional to \( M \).

As is readily computed using the formulae in the appendix, if \( \nabla^a W_{abcd} = \mathcal{J}_{abcd} \), then \( F \) satisfies the inhomogeneous Maxwell's equations

\[ \nabla^a F_{\alpha \beta} = \mathcal{J}_{\alpha \beta}^{spin 1} := r \mathcal{J}_{34} + r j_{\beta} \tag{369} \]

with \( \mathcal{J}_{34} \) a null-component of the right hand side of the Bianchi equation and

\[ j_3 = \rho (tr \nabla H - 2 \partial \beta r) + \alpha \cdot H - 2 \nabla \beta + 2 \nabla Z, \]

\[ j_4 = \rho (tr H - 2 \partial \beta r) + \alpha \cdot H + 2 \nabla \beta - 2 \nabla Z, \]

\[ j_B = \frac{1}{2} \beta (tr H - 2 \partial \beta r) + \frac{1}{2} \beta (tr H - 2 \partial H r) - \epsilon_{A B} \beta^* \beta^p H_{A F}, \]

\[ -\epsilon_{A B} \beta^p H_{A F} - Y \alpha + Y \alpha - \rho (Z - Z) + \sigma (Z + Z). \tag{370} \]

If the background in exactly Schwarzschild, the right hand side of (369) vanishes, which is the origin of the name “spin reduction”. Note the “linear” (non-quadratically decaying) error-terms that arise in \( j_3 \) and \( j_4 \) that occur at the
lowest order (when \( \rho = \rho (W) \)) but that all terms are decaying quadratically in case that \( W = \mathcal{L}_T W, \ i \geq 1 \).

The associated pseudo energy momentum tensor

\[
\tilde{Q}_{\alpha \beta} = F_{\alpha \gamma} F_{\beta} \gamma + (\ast F)_{\alpha \gamma} (\ast F)_{\beta} \gamma = 2 F_{\alpha \gamma} F_{\beta} \gamma - \frac{1}{2} g_{\alpha \beta} F^2 \tag{371}
\]

has null components

\[
\tilde{Q}_{33} = 8 r^2 |\beta|^2 , \quad \tilde{Q}_{44} = 8 r^2 |\beta|^2 , \quad \tilde{Q}_{34} = 8 r^2 (\rho^2 + \sigma^2) \tag{372}
\]

\[
\mathcal{Q}_{AB} = 4 r^2 (\delta_{AB} \beta \cdot \beta - \beta_A \beta_B - \beta_B \beta_A) + 4 \delta_{AB} r^2 (\rho^2 + \sigma^2) , \\
\mathcal{Q}_{3A} = -8 r^2 (\rho^2 + \sigma^2) , \quad \mathcal{Q}_{4A} = 8 r^2 (\rho \beta - \sigma^* \beta) . \tag{373}
\]

Note that \( \tilde{Q} \) is traceless, \( \gamma A B \tilde{Q}_{AB} = \tilde{Q}_{34} \). Finally, we have the spin1-energy identity arising from a vectorfield \( X \),

\[
\nabla^\alpha (J^X_\alpha [F]) = \nabla^\alpha (\tilde{Q}_{\alpha \beta} X^\beta) = K^X_1 [F] + K^X_2 [\dot{F}] , \tag{374}
\]

\[
K^X_1 [F] = \tilde{Q}_{\alpha \beta} (X) \pi^\alpha \beta \quad \text{and} \quad K^X_2 [\dot{F}] = (J^{\text{spin}1} \gamma \delta + (J^{\text{spin}1} \gamma \delta) (\ast F)_{\gamma}^\delta) X^\gamma .
\]

These formulae should be compared with the spin2-identity (60). For the error one observes that

\[
K^{33}_{2e} [F] \bigg|_{\text{old}} = (J_{33} F^\gamma_{\gamma} + (J^*)_{33} (\ast F)_{\gamma}^\delta) (e_3)^\gamma = r^2 K^{33}_{2e} [W] \tag{375}
\]

\[
K^{44}_{2e} [F] \bigg|_{\text{old}} = (J_{34} F^\gamma_{\gamma} + (J^*)_{34} (\ast F)_{\gamma}^\delta) (e_4)^\gamma = r^2 K^{44}_{2e} [W] \tag{376}
\]

\[
K^{33}_{2e} [F] \bigg|_{\text{new}} = (r j_3 F^\gamma_{\gamma} + r (j^*)_{\gamma}^\delta (\ast F)_{\gamma}^\delta) (e_3)^\gamma \tag{377}
\]

\[
K^{44}_{2e} [F] \bigg|_{\text{new}} = (r j_4 F^\gamma_{\gamma} + r (j^*)_{\gamma}^\delta (\ast F)_{\gamma}^\delta) (e_4)^\gamma \tag{378}
\]

and recalls that the first two terms have been estimated before (however, without the additional \( r^2 \) weight) in section 7. The additional \( r^2 \)-weight does not alter the treatment of the intricate “linear” error-terms, in view of the strong decay in \( r \) of the component \( \rho \sim \frac{1}{r} \). However, the additional weight at infinity requires that an \( \epsilon \) of an \( r \)-weighted spacetime term needs to be added to Proposition 7.9. For this we recall (195) and state

**Proposition 11.1.** The estimate of Proposition 7.9 holds for the expression

\[
\int_{\mathcal{M}} K^X_2 [F = (\mathcal{L}^{n+1}_T W)_{\alpha \beta \gamma}] \tag{379}
\]

(with \( \mathcal{X} = pXe_3 + qXe_4 \) as in Proposition 7.9) as well, provided the spacetime-term \( \epsilon \cdot T^{n+1}_F \widetilde{W} (\mathcal{M}) \) is added to the right hand side.
Proof. As mentioned, this is clear for the terms proportional to the non-decaying component $\rho$. It remains to look at the behavior at infinity. For the terms in $J_d^{\text{spin}}$ arising from the original $J_d$, one performs a null-decomposition as in [8] and inspects each term individually. For instance,

$$
\int_{r \geq R} dt^*drd\omega \, r^4tr\chi^{(T)}1 \cdot \alpha \cdot \rho (L_TW)
$$

$$
\leq \epsilon \int_{r \geq R} dt^*drd\omega r^4|\alpha|^2 + \epsilon \int_{r \geq R} dt^*drd\omega |\rho| (L_TW)|^2 \leq \epsilon \cdot T^{r+1} \left[ \tilde{W} \right].
$$

For the terms arising from $j$ we have to look at the formulae (370). The estimates for these terms are straightforward and analogous to the above with one important exception: It is crucial that in our gauge $Y = 0$, as otherwise the term $r^4Y \cdot \alpha$ could give rise to an $r^{-\delta}$ divergence. \qed

11.2 The main result

Proposition 11.2. Let $\mathcal{W}$ be a Weyl-field satisfying the inhomogeneous Bianchi equations, $F$ the associated pseudo Maxwell-tensor and recall (62). We have the integrated decay estimates

$$
sup_{(\tau_1, \tau_2)} E_{\text{spin1}}[\mathcal{W}] \left( \tilde{\Sigma}_{\tau} + E[\mathcal{W}] (\mathcal{H}(\tau_1, \tau_2)) + I^{\text{deg}} [\mathcal{W}] \left( \tilde{\mathcal{M}}(\tau_1, \tau_2) \right) \right) \leq B \cdot E_{\text{spin1}}[\mathcal{W}] \left( \tilde{\Sigma}_{\tau} \right) + B \int_{\tau_1}^{\tau_2} \int_{r_0}^{R} dt^*dr \, r^2 d\omega \left( \frac{\rho - 3M}{r^3} \right) \left( |\sigma|^2 + |\rho|^2 \right) + B \cdot \text{Err}_\text{Mora} [\mathcal{W}] \tag{380}
$$

$$
sup_{(\tau_1, \tau_2)} E_{\text{spin1}}[\mathcal{W}] \left( \tilde{\Sigma}_{\tau} + E[\mathcal{W}] (\mathcal{H}(\tau_1, \tau_2)) + I^{\text{nondeg}} [\mathcal{W}] \left( \tilde{\mathcal{M}}(\tau_1, \tau_2) \right) \right) \leq B \cdot E_{\text{spin1}}[\mathcal{W}] \left( \tilde{\Sigma}_{\tau} \right) + B \int_{\tau_1}^{\tau_2} \int_{r_0}^{R} dt^*dr \, r^2 d\omega \left( |\sigma|^2 + |\rho|^2 \right) + B \cdot \text{Err}_\text{Mora} [\mathcal{W}] \tag{381}
$$

with

$$
\text{Err}_\text{Mora} [\mathcal{W}] = \sum_{a,b,c,d=3,4} \left| \int_{\mathcal{M}(\tau_1, \tau_2)} K^a_{\epsilon a\epsilon e} [\mathcal{W}] \right| + \left| \int_{\mathcal{M}(\tau_1, \tau_2)} r^2 K^{a*}_{\epsilon} [\mathcal{F}] \right| \tag{382}
$$

Remark 11.3. In applications $\mathcal{W}$ will be the $n$-times Lie-$T$ commuted Weyl-tensor, whose $K_2[\mathcal{W}]$ error-term was estimated in section 7, while the error-term arising from $K_2[\mathcal{F}]$ was estimated in Proposition 11.1.

Proof of Proposition 11.2. We will apply the energy identity for the Bel-Robinson tensor (60) with the vectorfields

$$
X = 2X_0 + 2C \cdot T = f(r) (-pe_3 + qe_4) + 2C \cdot T \quad \text{and} \quad 2T = pe_3 + qe_4. \tag{383}
$$

Here $f$ is a bounded function behaving like $f' \sim r^{-1-h}$ near infinity for a small constant $h \geq 0$, while $C = 2\sup |f|$ is a constant chosen to make $X$ timelike everywhere in $\mathcal{R}$ except for an $\epsilon$-small region close to the horizon.
For the following computations, we will use the “Schwarzschildian” normal $\hat{n}_\Sigma = \sqrt{k_x} e_3 + \frac{\hat{k}_x}{\sqrt{k_x}} e_4$, which is $C^1$ close to $n_\Sigma$, and then argue by stability of the estimates (cf. (64)). We compute

$$J^{X_0}_{\mu} \hat{W} \hat{n}_\Sigma := Q(X_0, T, T, \hat{n}_\Sigma) = \frac{1}{16} \left( 2|\omega|^2 \left[-f p^3 \sqrt{k_+} \right] + 2|\alpha|^2 q^3 \frac{f}{\sqrt{k_+}} \right.$$ 

$$+ 4|\beta|^2 \left(-p^2 f \sqrt{k_+} - p^3 f \frac{1}{\sqrt{k_+}} \right) + 4|\beta|^2 \left(p q^2 f \frac{1}{\sqrt{k_+}} - q^3 f \sqrt{k_+} \right)$$ 

$$+ 4 \left(\rho^2 + \sigma^2\right) \left(-p^2 q f \frac{1}{\sqrt{k_+}} + p q^2 f \sqrt{k_+} \right).$$

It is clear that by adding $C \cdot T$ to $X_0$ we obtain the bounds

$$Q(X, T, T, n_\Sigma^0) \geq b \cdot Q(T, T, T, n_\Sigma^0) - \epsilon \cdot Q(N, N, N, n_\Sigma^0) \quad \text{and} \quad (384)$$

$$Q(X, T, T, n_\Sigma^0) \leq B \cdot Q(T, T, T, n_\Sigma^0) + \epsilon \cdot Q(N, N, N, n_\Sigma^0).$$

For the bulk term $K_1[\hat{W}]$ we first compute the components of the deformation in case the metric is Schwarzschild

$$(2X_7)_\pi^{34}_{SS} = -\frac{1}{2} (1 - \mu) f, \quad (2X_8)_\pi^{43}_{SS} = \frac{1}{2} (k^+_\chi)^2 f, \quad (2X_9)_\pi^{33}_{SS} = \frac{1}{2} (k^-_\chi)^2 f, \quad (2X_9)_\pi^{33}_{SS} = \frac{1}{2} (k^-_\chi)^2 f,$$

and then decompose

$$K_{X_7}^{\hat{W}} \hat{W} = K_{X_7}^{\hat{W}}[\hat{W}] + K_{X_7}^{\hat{W}}[\hat{W}] + K_{X_7}^{\hat{W}}[\hat{W}],$$

where

$$K_{X_7}^{\hat{W}}[\hat{W}] = \frac{1}{4} f \frac{1}{r} \left[ \frac{1}{2} (k^-_\chi)^2 \|\alpha\|^2 + \left(\frac{k^+_\chi}{k^-_\chi}\right)^2 \|\alpha\|^2 \right] + f \left(\frac{1}{r} - \frac{3 \mu}{2 r}\right) \left[ \left(\frac{k^-_\chi}{k^-_\chi}\right)^2 \|\beta\|^2 + \left(\frac{k^+_\chi}{k^-_\chi}\right)^2 \|\beta\|^2 \right],$$

$$K_{X_7}^{\hat{W}}[\hat{W}] = (1 - \mu) f \left(\frac{2}{r} - 3 \frac{k^-_\chi}{r}\right) \left[\rho^2 + \sigma^2\right] - \frac{1}{8} (1 - \mu)^3 f, \quad \rho^2 + \sigma^2$$

are the expressions one would obtain if the components of the deformation tensor of $X_0$ took on exactly their Schwarzschildian values (and if $T$ was replaced by the Schwarzschildian $\hat{T} = \frac{1}{2} k^-_\chi e_3 + \frac{k^+_\chi}{k^-_\chi} e_4$) and

$$K_{X_7}^{\hat{W}}[\hat{W}] = \left((X)_\pi - (X)_\pi^{SS}\right) Q(T, T) + 2 \left((X)_\pi\right) Q(X, T)$$

$$+ 2 \left((X)_\pi\right) Q(T, T) + \left((X)_\pi\right) Q(T, T, T)$$

(388)
is the error introduced. One easily sees that there is no way to make $K_{1a}$ and $K_{1b}$ globally positive at the same time, in view of the components $\rho$ and $\sigma$ having the opposite sign compared with the other curvature components.

To avoid degeneration of control near the horizon we will add to the energy identity of $XTT$ a little bit of $NNN$ (we drop the $|W|$-argument for the moment to simplify the notation) producing

$$\int_{M} \left[ K_{1a}^{XTT} + K_{1b}^{XTT} + K_{1, \text{error}}^{XTT} + K_{2}^{XTT} + eK_{1}^{NNN} + eK_{2}^{NNN} \right]$$

$$+ \int_{\Sigma} J_{\mu}^{XTT} n_{\Sigma_{r}}^{\mu} + eJ_{\mu}^{NNN} n_{\Sigma_{r}}^{\mu} + \int_{\mathcal{H}} eJ_{\mu}^{NNN} n_{\mathcal{H}}^{\mu} + J_{\mu}^{XTT} n_{\mathcal{H}}^{\mu}$$

$$= \int_{\Sigma_{0}} J_{\mu}^{XTT} n_{\Sigma_{0}}^{\mu} + eJ_{\mu}^{NNN} n_{\Sigma_{0}}^{\mu}$$

(389)

for $e > 0$ a small constant. We choose $e$ so small that in particular

$$e|K_{1}^{NNN}| \leq \frac{1}{2} K_{1a}^{XTT} + \frac{1}{16} (1 - \mu)^{3} f_{r} \left[ \rho^{2} + \sigma^{2} \right] \quad \text{in} \quad \left[ r_{Y}, \frac{r_{Y} - 2M}{2} \right]$$

holds. Observe that $K_{1b}^{XTT}$ has a positive sign close to the horizon and near infinity so that we only have to estimate this term between two fixed constant $r$ hypersurfaces. Note also that the boundary terms in the second line of (389) have a sign and control the non-degenerate energy.

To obtain the estimate (380), we would like to choose $f$ (3M) = 0 and $f_{r}$ to be a smooth function which is always non-negative and vanishes quadratically at $r = 3M$. This almost gives estimate (380), except that the $\beta$-term now degenerates like $(r - 3M)^{4}$. Moreover, the same problem occurs when we try to prove (381). In this case we would like to choose $f$ to change sign at 3M and $f_{r}$ everywhere positive. Clearly, the $\beta$-term would still degenerate quadratically at 3M. We resolve this problem using the $X$-estimate for the Maxwell-pseudo tensor: Applying (374) with the same vectorfield $X$, we find

$$\int_{M} K_{1}^{X} [\mathcal{F}] + K_{2}^{X} [\mathcal{F}] + \int_{\Sigma} J_{\mu}^{X} [\mathcal{F}] n_{\Sigma_{r}}^{\mu} + \int_{\mathcal{H}} J_{\mu}^{X} [\mathcal{F}] n_{\mathcal{H}}^{\mu} = \int_{\Sigma_{0}} J_{\mu}^{X} [\mathcal{F}] n_{\Sigma_{0}}^{\mu}.$$  

(390)

For the boundary term $J_{\mu}^{X} n_{\Sigma_{r}}^{\mu} = \tilde{Q} (X, n_{\Sigma})$ we have the analogue of (384):

$$b \cdot \tilde{Q} (T, n_{\Sigma}) - \epsilon \cdot \tilde{Q} (N, n_{\Sigma}) \leq \tilde{Q} (X, n_{\Sigma}) \leq B \cdot \tilde{Q} (T, n_{\Sigma}) + \epsilon \cdot \tilde{Q} (N, n_{\Sigma}).$$

(391)

As in the spin2 case, we decompose the bulk term as

$$K_{1}^{X} [\mathcal{F}] = K_{1a}^{X} [\mathcal{F}] + K_{1b}^{X} [\mathcal{F}] + K_{1, \text{error}}^{X} [\mathcal{F}],$$

(392)

where now

$$K_{1a}^{X} [\mathcal{F}] = r^{2} \frac{(1 - \mu)^{2}}{4} f_{r} \left[ 8 \| \beta \|^{2} + 8 \| \beta \|^{2} \right],$$

(393)

$$K_{1b}^{X} [\mathcal{F}] = -r^{2} \frac{(1 - \mu)^{2}}{4} f_{r} \left[ \frac{1}{1 - \mu} 16 (\rho^{2} + \sigma^{2}) \right] + r^{2} f \left( \frac{1}{r} - \frac{3\mu}{2r} \right) \left[ 8 (\rho^{2} + \sigma^{2}) \right]$$
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\[ K_{1,\text{error}}^X [F] = c(x) \cdot (x)^{[\pi] - (x)^{\pi SS}} \cdot \dot{Q} + C \cdot (x)^{[T] \cdot \dot{Q}}. \]  

We remark that adding to \( X \) a little bit of the \( N \) vectorfield, one can eliminate the degenerating weights close to the horizon in the standard fashion (it is unnecessary at this point though, as we already dealt with this problem in the spin2 estimate).

Finally, to obtain the estimate (380), we choose \( f(3M) = 0 \) and \( f_r \) to be a smooth function which is always positive and vanishes quadratically at \( 3M \). In this case the desired spacetime integral is controlled by

\[
I^{\text{deg}}[W] \left( \mathcal{M}(\tau_1, \tau_2) \right) \leq B \int dt^* \int_{r_0}^R d\omega \int_{\mathcal{M}(\tau_1, \tau_2)} \left( |\dot{\rho}|^2 + |\sigma|^2 \right) \left( \mathcal{R} - \mathcal{R}_{SS} \right) \leq \epsilon \cdot I^{\text{deg}}[W] \left( \mathcal{M}(\tau_1, \tau_2) \right) + \epsilon \cdot \sup_{\tau} E^{\text{spin}1}[W] \left( \Sigma_{\tau} \right),
\]

as a consequence of the ultimately Schwarzshildean assumption. Hence the estimate (380) follows after absorbing the terms on the right hand side of (396) by the main terms on the left.

Similarly, to obtain (381), we choose \( f \) to vanish linearly at \( 3M \) and \( f_r \) everywhere positive. Note that since \( f_r \) no longer degenerates at \( 3M \), we now need non-degenerate control of \( \rho \) and \( \sigma \) on the right hand side. The estimate (395) now holds without the degenerating weight on the right hand side and the non-degenerate energy on the left. The second line is estimated as previously, using the energy identities (389) and (390).

11.3 The estimate at the lowest order

For \( W = W \) the original Weyl-field, the integrated decay estimate of the previous section is not useful, as the right hand side is expected to grow in \( t \) in view of the component \( \rho \) appearing. However, using multipliers directly on the renormalized null-Bianchi equations, just as we did in section 6.4, we obtain

**Corollary 11.4.** For the original Weyl field \( W \) we have the following estimate for the renormalized components: For any \( h > 0 \)

\[
\sup_{(\tau_1, \tau_2)} \int_{\Sigma_{\tau}} \|\tilde{W}\|^2 + \int_{\mathcal{M}(\tau_1, \tau_2)} \|\tilde{W}\|^2 + \int_{\mathcal{M}(\tau_1, \tau_2)} \frac{1}{r^{1+h}} \|\tilde{W}\|^2 \leq B_h \int_{\Sigma_{\tau_1}} \|\tilde{W}\|^2 + B \int dt^* \int_{r_0}^R d\omega \left( |\dot{\rho}|^2 + |\sigma|^2 \right) + B_h \|\rho\|^2_{L^\infty} \int_{\mathcal{M}(\tau_1, \tau_2)} \|\mathcal{R} - \mathcal{R}_{SS}\|^2.
\]
The components $\rho$ and $\sigma$

As we have seen in the previous section, the components $\rho$ and $\sigma$ play a special role in the decay. In this section, we derive the wave equations for $\rho$ and $\sigma$ and their $T$-commuted higher order analogues, define appropriate energies for them and prove multiplier estimates for the latter.

As mentioned previously, the natural variables to look at are the renormalized quantities

$$\phi_n = r^3 \left[ \rho \left( \hat{C}_n^\dagger W \right) + \frac{2M}{r^3} \delta_0^n \right], \quad \psi_n = r^3 \sigma \left( \hat{C}_n^\dagger W \right),$$  \hspace{1cm} (397)

for which we defined the energies $E[D\phi_n] \left( \tilde{\Sigma}_{\tau} \right)$ and $I_{deg} \left[ D\phi_n \right] (U)$ (and similarly with $\psi_n$) in (198) and (199). Note in this context that the relation $E[D\phi_n] \left( \tilde{\Sigma}_{\tau} \right) \leq B \cdot E_n^{n+1} \left[ W \right] \left( \tilde{\Sigma}_{\tau} \right)$ holds for the boundary admissible decay matrix defined in (195).

The quantities (397) will be seen to satisfy an inhomogeneous Regge-Wheeler-type equation (section 12.2). In section 12.4, we derive an integrated decay estimate for the homogeneous part of this equation. Such type of estimates are known [15, 16], in the context of the Regge-Wheeler equation on an exact Schwarzschild background. The crucial point here is that the lower order terms, which are typically the source of difficulty in deriving such an estimate, are a-priori controlled from the ultimately Schwarzschildian assumption. The second crucial ingredient consists in controlling the inhomogeneity which is present in our case. This is particularly intricate in view of the additional $r^3$-weight introduced by the renormalization (397). The analysis is the content of section 12.5. Finally, we remark that all error-estimates are carried out for the $\rho$-equation only, since the $\sigma$-analogues are easily inferred (section 12.3).

12.1 The main result

We start by stating the main result of this section, an integrated decay estimate for the quantities $\phi_n$ and $\psi_n$, which follows from combining the decay estimates for the Regge-Wheeler operator with that for the inhomogeneity.

**Proposition 12.1.** Recall the boundary admissible decay matrix $P_\rho$ (cf. (195)) and its bulk associated matrix $\tilde{P}_\rho$, as well as (397). For $1 \leq n \leq k - 1$

$$\sup_{(\tau_1, \tau_2)} \left( \tilde{\Sigma}_{\tau} \right) + E[D\phi_n] (\Sigma_{\tau_1}) + E[D\phi_n] (H(\tau_1, \tau_2)) + I_{deg}(D\phi_n) \left( \tilde{M}(\tau_1, \tau_2) \right) \leq B \cdot E[D\phi_n] \left( \tilde{\Sigma}_{\tau_1} \right) + \frac{1}{r^{n+1}} \left[ W \right] \left( \tilde{M}(\tau_1, \tau_2) \right) + \sup_{\tau} \left[ W \right] \left( \tilde{\Sigma}_{\tau} \right) \left( \Sigma_{\tau_1} \right) + \frac{1}{r^{n+1}} \left[ W \right] \left( \tilde{\Sigma}_{\tau} \right) \left( \Sigma_{\tau_1} \right) + \lambda \cdot D^{n+1} \left[ \tilde{\Sigma} \right] \left( \Sigma_{\tau_1} \right) + B \cdot E[D\phi_{n-1}] \left( \tilde{\Sigma}_{\tau_1, \tau_2} \right)$$

for any $\lambda > 0$. For $n = 0$, the same estimate holds with the last two lines replaced by the term $B \cdot D^1 \left[ \tilde{\Sigma} \right]$. Moreover, the same estimates hold replacing $\phi_n$ by $\psi_n$. 
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Proof. Proposition 12.1 will follow from applying Proposition 12.13 and estimating the error-term via Propositions 12.14 and 12.20. See section 12.6.

Remark 12.2. Note that the energy $I_{\text{deg}}[D\phi_n]$ provides at the same time a non-degenerate integrated decay estimate for $\phi_{n-1}$.

The above result should be understood as follows: It is possible to control a spacetime integral for the $T$-commuted renormalized $\rho$ and $\sigma$ components from the $L^2$-energy at the expense of

- borrowing an $\epsilon$ from the spacetime integral of a weighted energy (decay matrix $P_\rho$) of all the other curvature components (second line)
- borrowing a small amount ($\lambda$) of the highest energy on the Ricci-coefficients (third line)
- and, provided the analogous estimate is available one order lower (last line).

Remark 12.3. It is crucial to note that the analogous degenerate estimate for all curvature components requires the full $D_n[R]$ instead of $D^\epsilon_n[R]$. The point here is that in proving a non-degenerate estimate for all curvature components one only loses derivatives for the quantities $\rho$ and $\sigma$, i.e. one only needs a higher order estimate for $\rho$ and $\sigma$, not for the other curvature components (cf. Proposition 11.2). For these scalar equations, however, one can exploit the fact that one gains non-degenerate integrated decay for a particular radial derivative, which allows the gain of a small $\lambda$ when controlling the error-terms.

Clearly, one can eliminate the last line of the estimate of Proposition 12.1 by iterating the estimate:

Corollary 12.4. For $1 \leq n \leq k-1$

$$
\sup_{(\tau_1, \tau_2)} E[D\phi_n] \left( \tilde{\Sigma}_\tau \right) + E[D\phi_n] \left( \mathcal{H}(\tau_1, \tau_2) \right) + I_{\text{deg}}[D\phi_n] \left( \tilde{\mathcal{M}}(\tau_1, \tau_2) \right) \\
\leq B \sum_{i=0}^{n} E[D\phi_i] \left( \tilde{\Sigma}_{\tau_1} \right) + \epsilon \left[ P_\rho^{n+1, \text{deg}}[W] \left( \tilde{\mathcal{M}}(\tau_1, \tau_2) \right) + \sup_{\tau} P^{n+1}[W] \left( \tilde{\Sigma}_\tau \right) \right] \\
+ \lambda \cdot D^{n+1}[R](\tau_1, \tau_2) + B_\lambda \cdot D^n[R](\tau_1, \tau_2)
$$

for any $\lambda > 0$. For $n = 0$ the same estimate holds with the last line replaced by the term $B \cdot D^1[R]$. The same estimates hold replacing $\phi_n$ by $\psi_n$.

12.2 The scalar wave equation for $\rho$

We want to derive the equation for the $\rho$ and $\sigma$ components of the commuted Bianchi equation

$$
D^\alpha \left( \hat{\mathcal{L}}_T^\rho W \right)_{\alpha\beta\gamma\delta} = \mathfrak{F}_{\beta\gamma\delta},
$$

where for the inhomogeneous term we have by (75)

$$
\mathfrak{F}_{\beta\gamma\delta} = \hat{\mathcal{L}}_T^{n-1} J_{\beta\gamma\delta}(T, W) + \sum_{i=0}^{n-2} \hat{\mathcal{L}}_T^{i} J_{\beta\gamma\delta}(T, \hat{\mathcal{L}}_T^{n-1-i} \hat{\mathcal{L}}_T W).
$$
Recall the notation for the null-decomposition of the inhomogeneity introduced in Proposition 7.1, $A[3^n] = A_{\text{n}_3}$, etc. and also the notation for the inhomogeneities in the null-decomposed Bianchi equations, $E_4 \left( \rho \left( \hat{L}_T^2 W \right) \right)$, cf. (91).

**Proposition 12.5.** The quantity $\rho \left( \hat{L}_T^2 W \right)$ for $n \geq 0$ satisfies

$$
\left( \partial_4 \partial_3 + \partial_3 \partial_4 \right) \rho \left( \hat{L}_T^2 W \right) - 2 \nabla^2 \rho \left( \hat{L}_T^2 W \right) + \frac{3}{2} \left( 2 \text{tr} H - \frac{4}{3} \Omega \right) \partial_3 \rho \left( \hat{L}_T^2 W \right) + \frac{3}{2} \left( 2 \text{tr} H - \frac{4}{3} \Omega \right) \partial_4 \rho \left( \hat{L}_T^2 W \right) + \rho \left( \hat{L}_T^2 W \right) \left( 3 \text{tr} H \text{tr} H + 12 \rho (W) + (\text{dec. RRC})^2 \right) = \sum_{i=1}^{2} F_i^n + \mathcal{F}_0^n =: F^n,
$$

where the right hand side has the following structure

$$
F_1^n = \partial_3 E_4 \left( \rho \left( \hat{L}_T^2 W \right) \right) + \frac{3}{2} \left( 2 \text{tr} H \right) E_4 \left( \rho \left( \hat{L}_T^2 W \right) \right) - \beta \left( \hat{L}_T^2 W \right) \cdot \nabla \text{tr} H - \hat{H} \cdot \beta \left( \hat{L}_T^2 W \right) + \text{tr} F_3 \left( \beta \left( \hat{L}_T^2 W \right) \right) - 2 \Omega \left( \rho \left( \hat{L}_T^2 W \right) \right) + 2 \nabla^4 \Omega \beta \left( \hat{L}_T^2 W \right) + d \nabla \hat{v} \left( \frac{3}{2} \hat{H} \cdot \beta \left( \hat{L}_T^2 W \right) + Y \cdot \alpha \left( \hat{L}_T^2 W \right) \right) + 3 \hat{v} \nabla \sigma \left( \hat{L}_T^2 W \right) + 3 Z^A \nabla \hat{A} \rho \left( \hat{L}_T^2 W \right) + 3 \left( Z^* \right)^A \nabla \hat{A} \sigma \left( \hat{L}_T^2 W \right)
$$

$F_2^n = -2 \left( A[3^n] \right)_3 + 4 \Omega \left( A[3^n] \right) - 2 \hat{v} \left( I [3^n] \right) + 3 \rho_0 \cdot \rho \left( \hat{L}_T^2 W \right)
$}

and $\mathcal{F}_0^n$ being the conjugate quantities.

**Remark 12.6.** The expression on the left hand side is essentially (see below) the Regge Wheeler operator of the metric $g$ acting on $\rho \left( \hat{L}_T^2 W \right)$. If the right hand side exhibited only quadratic error-terms, proving decay would be straightforward. However, this is only manifestly true for $F_1^n$ and $\mathcal{F}_1^n$, while for $F_2^n$ and $\mathcal{F}_2^n$ there are in fact terms proportional to the non-decaying component $\rho$. The structure of the error-terms will be discussed in section 12.5.

The last term in (401) will be seen to cancel by contributions from the other terms in case $n \geq 1$. For $n = 0$, however, $\mathcal{F}_0^0$ and $F_2^0 + \mathcal{F}_0^0 = 3 \rho_0^2 + 3 \rho^2$ and hence

**Corollary 12.7.** For $n = 0$ we obtain

$$
\left( \partial_4 \partial_3 + \partial_3 \partial_4 \right) \rho - 2 \nabla^2 \rho + \frac{3}{2} \left( 2 \text{tr} H - \frac{4}{3} \Omega \right) \partial_3 \rho + \frac{3}{2} \left( 2 \text{tr} H - \frac{4}{3} \Omega \right) \partial_4 \rho + \rho \left( 3 \text{tr} H \text{tr} H + 6 \rho + (\text{dec. RRC})^2 \right) = F_1^0 + \mathcal{F}_0^0.
$$

Note that the right hand side decays quadratically.\footnote{In particular, the equation for $\rho$ itself decouples modulo quadratically decaying error-terms. However, $\rho$ does not satisfy a Regge-Wheeler equation and only the renormalized quantity $\rho + \frac{2 \hat{H}}{\Omega}$ can be seen to satisfy an equation with the Regge-Wheeler operator on the right hand side. Unfortunately, this renormalization also introduces “linear” error-terms of the form $\rho \times \mathcal{D}(\Omega - \mathcal{R}_S)$, in view of the fact that $\rho$ itself does not decay. A more careful choice of the renormalizing function may remedy this problem, cf. the remarks at the end of this section.}
For the following proof we will, to avoid overloading the notation, denote by \( \alpha, \tilde{\alpha}, ..., \rho, \sigma \) the null-components of the \( n \)-commuted Weyl tensor \( \mathcal{L}_n^W \), which satisfies the \( n \) times \( T \)-commuted inhomogeneous Bianchi equations. Moreover, we denote by \( \rho_0 \) the (non-decaying) \( \rho \)-component of the original Weyl curvature field, i.e. \( \rho_0 = \rho(W) \).

**Proof of Proposition 12.5.** Start from the scalar Bianchi equation for \( \rho = \rho \left( \mathcal{L}_n^W \right) \):

\[
\rho_4 = \partial_4 \rho + \frac{3}{2} \text{tr}(H) \rho = d\text{tv} \beta + E_4(\rho) - \frac{1}{2} \mathcal{L}_{434}.
\]

Taking a 3-derivative we obtain

\[
\rho_{43} - \nabla^2 \rho = d\text{tv}(E_3(\beta) + \mathcal{A}_{344}) + \partial_3 E_4(\rho) + \frac{3}{2} \text{tr}H E_4(\rho) - \frac{3}{2} \partial_3 \mathcal{A}_{434} - \frac{3}{4} \text{tr}(H) \mathcal{A}_{434},
\]

where

\[
E_3(\beta) = 2 \tilde{H} \cdot \beta + 2 \nabla \beta + \nabla^2 \beta + 3 (Z \rho + *Z \sigma).
\]

We first deal with the left hand side. Using the null structure equation

\[
\partial_3 \text{tr}H = -\frac{1}{2} \text{tr}H \text{tr}H - 2d\text{tv}Z + 2 \Omega \text{tr}H - \tilde{H} \cdot \tilde{H} + 2 (Y \cdot Y + Z \cdot Z) + 2\rho_0
\]

with \( \rho_0 \) denoting the \( \rho \)-component of the original Weyl-tensor, we derive

\[
LHS = \rho_{43} - \nabla^2 \rho = \partial_3 \partial_4 \rho + \frac{3}{2} (\text{tr}H) \partial_3 \rho + \frac{3}{2} (\text{tr}H) \partial_4 \rho + \nabla^2 \rho + \frac{3}{2} \left( (\text{tr}H) \text{tr}H + 2d\text{tv}Z + 2 \Omega \text{tr}H - \tilde{H} \cdot \tilde{H} + 2 (Y \cdot Y + Z \cdot Z) + 2\rho_0 \right).
\]

Turning to the right hand side of (403) we decompose

\[
RHS_1 = - \frac{1}{2} (\mathcal{A}_{344}) + d\text{tv}(\mathcal{A}_{344}) = - \frac{1}{2} \partial_3 \mathcal{A}_{434} - \frac{3}{4} \text{tr}(H) \mathcal{A}_{434} + d\text{tv}(\mathcal{A}_{344}),
\]

\[
RHS_2 = \partial_3 E_4(\rho) + d\text{tv} E_3(\beta) + \frac{3}{2} \text{tr}H E_4(\rho) - \beta \cdot \nabla \text{tr}H - \tilde{H} \cdot \nabla \beta + tr F_3(\beta).
\]

Using again the Bianchi equations we compute

\[
RHS_2 = \partial_3 E_4(\rho) + \frac{3}{2} \text{tr}H E_4(\rho) - \beta \cdot \nabla \text{tr}H - \tilde{H} \cdot \nabla \beta + tr F_3(\beta)
\]

\[
+ d\text{tv}(2 \tilde{H} \cdot \beta + Y \cdot \alpha) + 3d\text{tv} Z \rho + 3c \partial_t Z \sigma + 3Z^A \nabla \partial_A \rho + 3 (Z^*)^A \nabla \partial_A \sigma
\]

and observe that all terms containing \( \rho \) without a derivative are cancelled by terms in \( LHS \). The term \( \Omega \partial_4 \rho \) is moved to the left hand side. Repeat the same computation starting from \( \rho_3 \) and applying a 4-derivative. This yields the conjugate terms. \(\square\)
To obtain the energy naturally associated with the equation, we will have to rescale the equations of Lemma 12.5 by \( r^3 \). Recall that \( \phi_n = r^3 \rho \left( \mathcal{L}_T W \right) \) for \( n \geq 1 \). Define the vectorfield

\[
L = -\frac{1}{2} (2-p) e_3 + \frac{1}{2} q e_4,
\]

which equals \( \partial_r \) in Schwarzschild with respect to the regular \((t^*, r)\)-coordinates. Recall \( 2T = p c_3 + q c_4 \) and \( 2T^\perp = -p c_3 + q c_4 \) and hence \((1-p) T + p L = T^\perp \).

**Corollary 12.8.** For \( n \geq 1 \), we can write

\[
(2-p) T^2 (\phi_n) - L (p L \phi_n) + (L (p)) T (\phi_n) - 2 (1-p) TL \phi_n
- q \nabla^2 \phi_n - q \frac{6M + E}{r^3} \phi_n = q \frac{r^3}{2} F_n \left( \text{decaying RRC}, \, \left( T \right) \pi \right) \cdot D \phi_n
\]

where \(|E| \leq \epsilon\) is a small error (\(C^2\) in the metric, independent of \(n\)) arising from the fact that the metric is close to Schwarzschild, and the last term denotes a collection of terms of the form “any derivative of \(\phi\), multiplying any null-component of the deformation tensor of \(T\), or an expression \(\mathcal{R} - \mathcal{R}_{SS}\).” The renormalized quantity \(\phi_0\) also satisfies (409), except that terms of the form \(\rho_0 \cdot \left( \text{decaying RRC}, \, \left( T \right) \pi \right)\) need to be added to the right hand side.

**Proof.** For \( n \geq 1 \), we first write the equation of Proposition 12.5 as

\[
(\bar{\mathcal{D}}_4 \bar{\mathcal{D}}_3 + \bar{\mathcal{D}}_3 \bar{\mathcal{D}}_4) \phi_n - 2 \nabla^2 \phi_n - 2 \Omega \bar{\mathcal{D}}_3 \phi_n - 2 \Omega \bar{\mathcal{D}}_4 \phi_n + \phi_n (6 \rho (W)) = r^3 F_n,
\]

which holds modulo the error specified in the Corollary. Secondly, we write

\[
\frac{2}{q} \left[ (2-p) T^2 (\phi_n) - L (p L \phi_n) + (L (p)) T (\phi_n) - 2 (1-p) TL \phi_n \right],
\]

which again holds modulo the error specified. For \( n = 0 \), we start from Corollary 12.7 directly and do the same computation.

Clearly, the exact form of the last term on the right hand side of (409) will not matter, since any such term will be easily estimated in view of the strong pointwise decay available for the expression in brackets (cf. Definition 2.2).

We finally remark that, in case that the metric is exactly Schwarzschild and Edington-Finkelstein coordinates are used, the operator on the left of (409) reads

\[
- \partial_u \partial_v \phi_n + \frac{1 - \mu}{r^2} \Delta_S \phi_n + (1 - \mu) \frac{6M}{r^3} \phi_n,
\]

which is the Regge-Wheeler operator in its perhaps most familiar form.

### 12.3 The scalar wave equation for \(\sigma\)

The computations for \(\sigma\) are similar. In particular, we have the analogue of Proposition 12.5 (this can either be computed directly or inferred from duality):
Proposition 12.9. The quantity \( \sigma \left( \mathcal{L}_n^W \right) \) satisfies, for \( n \geq 0 \)

\[
\begin{align*}
(\mathcal{D}_4 \mathcal{D}_3 + \mathcal{D}_3 \mathcal{D}_4) \sigma \left( \mathcal{L}_n^W \right) &= 2\nabla^2 \sigma \left( \mathcal{L}_n^W \right) \\
&+ \frac{3}{2} \left( 2trH - \frac{4}{3} \Omega \right) \mathcal{D}_3 \sigma \left( \mathcal{L}_n^W \right) \\
&+ \frac{3}{2} \left( 2trH - \frac{4}{3} \Omega \right) \mathcal{D}_4 \sigma \left( \mathcal{L}_n^W \right) \\
+ \sigma \left( \mathcal{L}_n^W \right) \left( 3trHtrH + 12\rho (W) + \text{(dec. } RRC)^2 \right) = \sum_{i=1}^{2} G_i^n + \tilde{G}_i^n,
\end{align*}
\]

where the right hand side has the following structure

\[
G_1^n = \mathcal{D}_3 E_4 \left( \sigma \left( \mathcal{L}_n^W \right) \right) + \frac{3}{2} trH E_4 \left( \sigma \left( \mathcal{L}_n^W \right) + \sigma \left( \mathcal{L}_n^W \right) \cdot \nabla trH \right) \\
+ \mathcal{H} \cdot \nabla \beta \left( \mathcal{L}_n^W \right) - trF_3 \left( \beta \left( \mathcal{L}_n^W \right) \right) - 2\Omega E_4 \left( \sigma \left( \mathcal{L}_n^W \right) \right) \\
+ 2\nabla \beta \left( \mathcal{L}_n^W \right) - cyrl \left( \mathcal{L}_n^W \right) + 3 \sigma \left( \mathcal{L}_n^W \right),
\]

\[
G_2^n = -2(K [3^n])_3 + 4\Omega (K [3^n]) + 2cyrl (I [3^n]) + 3\rho_0 \cdot \sigma \left( \mathcal{L}_n^W \right),
\]

and \( \tilde{G}_i^n \) being the conjugate quantities.

For the \( n = 0 \) case, one can use the null-structure equations \( cyrlZ = -\mathcal{H} \wedge \mathcal{H} + Y \wedge Y + \sigma \) plus its conjugate to conclude

Corollary 12.10. For \( n = 0 \), one obtains

\[
\begin{align*}
(\mathcal{D}_4 \mathcal{D}_3 + \mathcal{D}_3 \mathcal{D}_4) \sigma &= 2\nabla^2 \sigma + \frac{3}{2} \left( 2trH - \frac{4}{3} \Omega \right) \mathcal{D}_3 \sigma + \frac{3}{2} \left( 2trH - \frac{4}{3} \Omega \right) \mathcal{D}_4 \sigma \\
+ \sigma \left( 3trHtrH + 12\rho (W) + \text{(dec. } RRC)^2 \right) = \tilde{G}_1^0 + \tilde{G}_1^0 + \hat{H} \wedge \hat{H} + 2Y \wedge Y.
\end{align*}
\]

Note that the right hand side decays quadratically.

12.4 The integrated decay estimate

We apply general multiplier identities to equation (409) to derive energy estimates. As previously mentioned, decay for the (homogeneous) Regge-Wheeler equation on Schwarzschild has been shown ([15, 16]). In this section we present an alternative multiplier approach based on ideas of [1]. The main result is Proposition 12.13 which together with the error-estimate of Proposition 12.14 will finally imply Proposition 12.11.

Multiplying (409) by the multiplier

\[
X = \left[ a(\tau) T + b(\tau) L + c(\tau) \right] \phi_k
\]

with \( a, b, c \) being \( C^1 \) bounded functions, one derives (let us momentarily drop the subscript \( n \))
Lemma 12.11. We have the following basic multiplier identity

\[ e^X [D\phi] + K^X [D\phi] = Err [D\phi] + [r^3F^k] (X\phi_k) , \]  

(415)

where

\[ e^X [D\phi] = \nabla_T \left[ \frac{1}{2} a (2 - p) |T\phi|^2 + \left( \frac{1}{2} ap - b (1 - p) \right) |L\phi|^2 \right] + \frac{1}{2} a q |\nabla \phi|^2 + \frac{1}{2} \left( \frac{6M + E}{r^3} a q + c L(p) \right) |\phi|^2 + b (2 - p) T (\phi) L (\phi) + \epsilon (2 - p) T (\phi) \cdot \phi - 2c (1 - p) L (\phi) \cdot \phi \]

\[ + \nabla_L \left[ -a (1 - p) - \frac{1}{2} b (2 - p) \right] |T\phi|^2 - \frac{1}{2} b p |L\phi|^2 + \frac{1}{2} b q |\nabla \phi|^2 \]

\[ + \frac{1}{2} \left( p \cdot L(c) - b q \frac{6M + E}{r^3} \right) |\phi|^2 - a p L (\phi) T (\phi) - p c (L\phi) \phi \]

\[ + \psi \left[ -a q \nabla \phi \cdot T\phi - b q \nabla \phi \cdot L\phi - c q (\nabla \phi) \phi \right] , \]  

(416)

\[ K^X [D\phi] = \left[ (1 - p) L (a) + \frac{1}{2} L (b (2 - p)) - \epsilon (2 - p) \right] |T\phi|^2 + \frac{1}{2} p L (b) - \frac{1}{2} b L (p) + p c \right] |L\phi|^2 + \left[ -\frac{1}{2} b q (L\phi) + \frac{b q}{c} \right] |\nabla \phi|^2 \]

\[ + T (\phi) \cdot L (\phi) [p L (a) + b L (p) + 2c (1 - p)] \]

\[ + \frac{1}{2} L \left( b q \frac{6M + E}{r^3} \right) - \frac{1}{2} L (p L (c)) - q c \frac{6M + E}{r^3} \right] |\phi|^2 \]

and the error-term is cubically decaying, schematically of the form

\[ Err [D\phi] = \left( \text{decaying RRC, } \tau^T \pi \right) \cdot D\phi \cdot (D\phi \text{ or } \phi) . \]  

(417)

Multiplying this identity by \( \sqrt{T} \) and then integrating over \( \tilde{M} (\tau_1, \tau_2) \) with respect to the measure \( dt^* dr d\theta d\phi \), we realize that \( e^X [D\phi] \) is a boundary term modulo terms of the form \( Err [D\phi] \).

With the Lemma at hand, we can prove an integrated decay estimate for the Regge-Wheeler-type equation under consideration. In view of the trapping, the best one can hope for is to generate a spacetime-integral term which provides non-degenerate decay for a particular radial derivative and degenerate (at the photon sphere) integrated decay for the remaining derivatives of \( \phi \). In the context of the wave equation, obtaining positivity for the zeroth order terms in \( \phi \) is intricate and typically involves the use of a Poincaré inequality exploiting the positivity of the angular-derivative term. In our case, the situation is more favorable, as we are assuming convergence to Schwarzschild. In particular, the assumption of being ultimately Schwarzschildian to order \( k + 1 \) implies that the integrated, non-degenerate spacetime energy of \( k - 1 \) derivatives of curvature is
bounded. This means that in the putative degenerate integrated decay estimate for derivatives of $\phi_{k-1}$, the lowest order terms $\phi_{k-1}$ are a-priori controlled from the ultimately Schwarzschildean assumption. Moreover, we can exploit the fact that the degenerate integrated decay estimate for derivatives of $\phi_{k-1}$ will provide control over a particular radial derivative of $\phi_{k-1}$ near the photon sphere (cf. the energy (199)). Indeed, this allows to turn non-degenerate decay into degenerate decay plus a small amount of the non-degenerate derivative term, as is spelled out in the following Lemma:

**Lemma 12.12.** For any $\lambda_3 > 0$ and $n \geq 1$

$$
\int_{\tilde{\Sigma}(\tau_1, \tau_2)} dt^* dr d\omega_2 \frac{1}{r^{n+2}} \phi_n^2 \leq \lambda_3 \cdot I_{deg} [D\phi_n] \left( \tilde{\mathcal{M}}(\tau_1, \tau_2) \right) + \frac{B}{\lambda_3} \cdot I_{deg} [D\phi_{n-1}] \left( \tilde{\mathcal{M}}(\tau_1, \tau_2) \right) + \epsilon \sup_\tau E [D\phi_n] \left( \tilde{\Sigma}_\tau \right)
$$

(418)

**Proof.** Decompose

$$
\phi_k = \phi_k^{\text{photon}} + \phi_k^{\text{away}} = \chi(r) \cdot \phi_k + (1 - \chi(r)) \phi_k
$$

(419)

where $\chi(r)$ is a function which is equal to 1 in $[3M - \frac{1}{8}M, 3M + \frac{1}{8}M]$ and equal to zero outside of $[3M - \frac{1}{4}M, 3M + \frac{1}{4}M]$. For $\phi_k^{\text{away}}$, the estimate (418) holds trivially requiring only the second term on the right hand side. For $\phi_k^{\text{photon}}$ one has the estimate (recall that $T^\perp = \frac{2M}{r^2} \partial_t + (1 - \mu) \partial_r$ in Schwarzchild)

$$
\chi^2 \phi^2 \leq 6 \chi^2 \phi^2 \left( T^\perp (r - 3M) \right)
$$

$$
= 6T^\perp \left( \chi^2 \phi^2 (r - 3M) \right) - 12 \chi^2 (r - 3M) \phi (T^\perp \phi) - 12 \chi T^\perp (\chi) (r - 3M) \phi^2
$$

$$
\leq 6T^\perp \left( \chi^2 \phi^2 (r - 3M) \right) + \frac{B}{\lambda_3} (r - 3M)^2 \phi^2 + \lambda_3 (T^\perp \phi^2)
$$

since $T^\perp (\chi) = 0$ in $[3M - \frac{1}{8}M, 3M + \frac{1}{8}M]$. Integrating the estimate with respect to $\int \frac{1}{r^2} dt^* dr d\omega$ gives the estimate of the Lemma. The contribution from the boundary term on $\tilde{\Sigma}_\tau$ is $\epsilon$-small in view of the ultimately Schwarzschildean assumption ($g(T^\perp, \partial_r) \sim \epsilon$). □

**Proposition 12.13.** We have for $n \geq 1$

$$
E [D\phi_n] \left( \tilde{\Sigma}_{\tau_2} \right) + E [D\phi_n] (H(\tau_1, \tau_2)) + I_{deg} [D\phi_n] \left( \tilde{\mathcal{M}}(\tau_1, \tau_2) \right) \leq
$$

$$
B \cdot E [D\phi_n] \left( \tilde{\Sigma}_{\tau_1} \right) + B \int dt^* dr d\omega \frac{1}{r^n} X_n (\phi_n)
$$

$$
B \cdot I_{deg} [D\phi_{n-1}] \left( \tilde{\mathcal{M}}(\tau_1, \tau_2) \right) + B \cdot E [D\phi_{n-1}] \left( \tilde{\Sigma}_\tau, H^+ \right).
$$

(420)

**Proof.** Consider the following multiplier:

$$
X = B_1 X_1 + b_2 X_2 + X_3 + b_4 X_4
$$

(421)

for $B_1$ a large and $b_2, b_4$ small constants depending only on $M$ (to be chosen) and

$$
X_1 = T, \ X_2 = -\gamma(r) L, \ X_3 = (1 - p) f(r) T + f(r) p L + \frac{1}{2} p L (f(r))
$$
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where we recall the redshift multiplier $\gamma (r)$ defined in (213) and

$$f (r) = \left( 1 - \frac{3M}{r} \right) \left( 1 + \frac{M}{r} \right).$$

Finally,

$$X_4 = \frac{(r - 3M)^2}{r^4} \xi (r).$$

(423)

where $\xi (r)$ is a cut-off function supported for $r \geq r_Y - \frac{r_Y - 2M}{2} > 2M$ and equal to 1 for $r \geq r_Y$. From Lemma 12.11 we compute, the integration being over $\mathcal{M} (\tau_1, \tau_2)$,

$$\int K X_3 [D \phi] = \int dt^* dr d\omega \left[ L (f) \left( (1 - p) T (\phi) + pL (\phi) \right)^2 - \frac{1}{4} (\phi)^2 \cdot L (pL (pL (f))) - \frac{1}{2} f r^2 L \left( \frac{pq}{r^2} \right) |\nabla \phi|^2 + L \left[ \frac{3M + E}{r^3} \right] f|\phi|^2 \right].$$

Since $f$ is monotonically increasing, the first term is already non-negative. Moreover, as $f$ changes sign at $3M$, the angular term is seen to be non-negative, too (modulo a term of the form $Err [D \phi]$: in Schwarzschild $L \left( \frac{pq}{r^2} \right) = - \frac{pq}{r} \left( 1 - \frac{3M}{r} \right)$). Finally, the lower order terms in $\phi$ itself are treated as error-terms and will eventually be controlled with an application of Lemma 12.12 and the ultimately Schwarzschildian assumption. Hence up to now we have shown the estimate

$$B \int_{\mathcal{M} (\tau_1, \tau_2)} \frac{\phi^2}{r^4} dt^* dr d\omega + \int_{\mathcal{M} (\tau_1, \tau_2)} K X_3 [D \phi] \geq b \int_{\mathcal{M} (\tau_1, \tau_2)} dt^* dr d\omega \left[ \frac{1}{2} ((1 - p) T (\phi) + pL (\phi))^2 + \frac{(r - 3M)^2}{r^3} |\nabla \phi|^2 \right],$$

which controls all derivatives except the $\partial_t$-derivative. The latter is retrieved by adding a little bit of $X_4$. It’s not hard to see that for our choice of $X_4$ (note that $X_4$ is supported away from the horizon) we have

$$B \int_{\mathcal{M} (\tau_1, \tau_2)} \frac{\phi^2}{r^4} dt^* dr d\omega + \int_{\mathcal{M} (\tau_1, \tau_2)} K X_4 [D \phi] + B \int_{\mathcal{M} (\tau_1, \tau_2)} K X_3 [D \phi] \geq b \int_{\mathcal{M} \cap \{ r \geq r_Y \}} dt^* dr d\omega \left[ \frac{1}{2} (T (\phi))^2 + \frac{(r - 3M)^2}{r^3} \left( |\nabla \phi|^2 + (T \phi)^2 \right) \right].$$

Turning to the redshift vectorfield $X_2$, we observe

$$\int_{\mathcal{M}} K X_2 [D \phi] + B \int_{\mathcal{M} \cap \{ \frac{3}{2} M \geq r \geq r_Y \}} dt^* dr d\omega \left[ |\phi|^2 + (D \phi)^2 \right] \geq b \int_{\mathcal{M} \cap \{ r \leq r_Y \}} dt^* dr d\omega \left[ |\phi|^2 + |\nabla \phi|^2 + (T \phi)^2 + (\partial_t \phi)^2 \right].$$
Consequently, we can find small constants $b_2, b_4$ such that (reinstalling the subindex $n$)
\[
\int_{\tilde{M}(\tau_1, \tau_2)} K^{b_2 X_2 + X_3 b_4 X_4} [D\phi_n] \geq b \cdot I_{\text{deg}}^{\delta = 1} [D\phi_n] \left( \tilde{M}(\tau_1, \tau_2) \right) - B \int_{\tilde{M}(\tau_1, \tau_2)} \frac{\delta^2}{r^4} dt^* dr d\omega, \tag{424}
\]
where $I_{\text{deg}}^{\delta = 1} [D\phi_n] \left( \tilde{M}(\tau_1, \tau_2) \right)$ denotes the energy (199) with $\delta = 1$. The last term is estimated by Lemma 12.12.

Before we optimize the weight at infinity to the $\delta = \frac{1}{100}$ we specified, let us note that by choosing $B_1$ large enough, we have for the boundary term
\[
\int_{\tilde{\Sigma}_+} e^X [D\phi_n] \geq b \cdot E [D\phi_n] \left( \tilde{\Sigma}_+, \mathcal{H}^+ \right) - B \cdot E [D\phi_{n-1}] \left( \tilde{\Sigma}_+, \mathcal{H}^+ \right). \tag{425}
\]
This follows because $X$ is timelike for sufficiently large $B_1$ (noting that both $X_3$ and $X_4$ degenerate at the horizon) and that moreover, we can estimate the zeroth order term by the lower order energy. Finally,
\[
\left| \int_{\tilde{M}(\tau_1, \tau_2)} \text{Err} [D\phi_n] \right| \leq \epsilon \sup_{\tau} E [D\phi_n] \left( \tilde{\Sigma}_\tau \right). \tag{426}
\]

In summary, we have established Proposition 12.13, except that the spacetime-energy does not have the correct $r$-weights at infinity yet. As this optimization is standard, it is omitted.\textsuperscript{27}

### 12.5 Error-terms: The structure of the inhomogeneity

It is apparent from Proposition 12.13 that we finally need to understand the error-term arising from the inhomogeneity. There are two important regions: The interior region, where we need to have sufficient decay in $t$ and be careful about the degeneration of the estimates near $r = 3M$, and the exterior where we do not encounter the problem of degeneration but, on the other hand, need to worry about the weights in $r$ for the error-terms that arise, especially in view of the fact that the renormalized quantities have introduced a large $r^3$-weight for these terms.

**Proposition 12.14.** Let $n \geq 1$ and $X$ be the multiplier used in (421). For any $\lambda > 0$ we have
\[
\sum_{i=0}^2 \int_{\tilde{M}(\tau_1, \tau_2)} dt^* dr d\omega r^3 (F^n_i) (X\phi_n) \\
\leq \lambda \cdot I_{\text{deg}} [D\phi_n] \left( \tilde{M}(\tau_1, \tau_2) \right) + \lambda \cdot \sup_{\tau} E [D\phi_n] \left( \tilde{\Sigma}_\tau \right) + \lambda \cdot E [D\phi_n] (\mathcal{H}) \\
+ \left[ \sum_{i=n+1}^\infty \sup_{\tau} E \left( \tilde{M}(\tau_1, \tau_2) \right) \right] + \left[ \sup_{\tau} \tilde{F}^{n+1} [\mathcal{R}] \left( \tilde{\Sigma}_\tau \right) + \left[ \tilde{\Sigma}_\tau \right] \right] \\
+ B_\lambda \cdot I_{\text{deg}} [D\phi_{n-1}] \left( \tilde{M}(\tau_1, \tau_2) \right) + \lambda \cdot [\mathcal{D}^{n+1} [\mathcal{R}] (\tau_1, \tau_2) + B_\lambda \cdot [\mathcal{D}^{n} [\mathcal{R}] (\tau_1, \tau_2)] .
\]

\textsuperscript{27}Here one can simply redo the argument with an $f$ in (422) which is bounded, monotonically increasing, changing sign at the photon sphere and decaying like $f_{r+} \sim \frac{1}{r+}$ near infinity.
Remark 12.15. Note that the terms in the first line will be absorbed by the left hand side of (420) for sufficiently small $\lambda$.

Proof. We begin with the term $\mathcal{F}_1^n$. It is obviously an expression which decays at least quadratically and hence improves upon taking derivatives. For $r \leq R$ we can exploit the pointwise decay of the Ricci coefficients (and first derivatives thereof):

$$
\int_{\mathcal{M}(\tau_1, \tau_2), r \leq R} dt^* dr d\omega r^3 (\mathcal{F}_1^n)(X\phi) \leq \epsilon \cdot \sup_{\tau} \sqrt{E(D\phi_n, \Sigma_{\tau, r \leq R})} \cdot \sup_{\tau} \sqrt{\mathcal{W}_n^{+1}[W](\Sigma_{\tau, r \leq R})}.
$$

(427)

For $r \geq R$ we can borrow a bit from the weighted energy for the Weyl field and estimate the $X\phi_n$-term in a spacetime integral, as we are far away from the trapped region:

$$
\int_{\mathcal{M}(\tau_1, \tau_2), r \geq R} dt^* dr d\omega r^3 (\mathcal{F}_1^n)(X\phi_n) \leq \lambda_1 \cdot I_{\text{deg}}[D\phi_n] \left( \hat{\mathcal{M}}(\tau_1, \tau_2) \right) + \epsilon \cdot B_{\lambda_1} \cdot \mathcal{T}_{\text{deg}}^{\text{n+1}}[W] \left( \hat{\mathcal{M}}(\tau_1, \tau_2) \right)
$$

(428)

with the $\epsilon$ arising again from the pointwise bounds on the Ricci-coefficients. The same estimate holds for the conjugate quantity $\mathcal{F}_{11}^n$.

Turning to $\mathcal{F}_2^n$ we have to understand the structure of $\Lambda = J_{344}$ and $I = J_{3A4}$ and Lie-$T$-derivatives thereof, in particular the asymptotic decay in $r$ on the one hand and the terms not decaying quadratically on the other. Indeed, it suffices to understand $\Lambda$ and $I$ as arising from one commutation in $T$, since the null-decomposition almost commutes with the $T$-derivative:

$$
\Lambda [3] = \mathcal{L}_T^{-1} [\Lambda (J (T, W))] + \sum_{i=0}^{n-2} \mathcal{L}_T^i \Lambda \left( J \left( T, \mathcal{L}_T^{n-1-i} \mathcal{L}_T W \right) \right) + \mathcal{J}_{\text{error}},
$$

(429)

where the last two terms on the right hand side decay quadratically. We first split

$$
\mathcal{F}_2^n = \mathcal{F}_{2a}^n + \mathcal{F}_{2b}^n,
$$

(430)

where $\mathcal{F}_{2a}^n$ collects the terms in which at least two factors decay and $\mathcal{F}_{2b}^n$ are the potentially dangerous “linear” terms, i.e. those proportional to $\rho_0$.

For $\mathcal{F}_{2a}^n$ we decompose

$$
r^3 \mathcal{F}_{2a}^n \cdot (X\phi) = r^3 \mathcal{F}_{2a}^n \cdot (X\phi) \cdot \chi(r) + \mathcal{F}_{2a}^n \cdot (X\phi) \cdot (1 - \chi(r)) = \mathfrak{A} + \mathfrak{B}
$$

(431)

where $\chi(r)$ is an interpolating function which is equal to 1 for $r \leq R - M$ and 0 for $r \geq R$. Note that $\mathfrak{A}$ is supported for $r \leq R$ only, while $\mathfrak{B}$ is supported in $r \geq R - M$. For $\mathfrak{B}$ we have

$$
\int_{\hat{\mathcal{M}}(\tau_1, \tau_2)} dt^* dr d\omega \ r^3 \mathcal{F}_{2a}^n \cdot (X\phi_n) \cdot \chi(r) \leq \lambda_1 \cdot I_{\text{deg}}[D\phi_n] \left( \hat{\mathcal{M}}(\tau_1, \tau_2) \right) + \frac{1}{\lambda_1} \int_{\hat{\mathcal{M}}(\tau_1, \tau_2) \cap \{ r \geq R - M \}} r^{7+\delta} \chi^2 (\mathcal{F}_{2a}^n)^2.
$$

(432)

For the second term we show
Lemma 12.16.

\[
\int_{\mathcal{M}(\tau_1, \tau_2) \cap \{ r \geq R-M \}} r^{7+\delta} (\mathcal{F}_{2a}^n)^2 \leq \epsilon \cdot \mathcal{P}^{n+1}_\rho [W] (\mathcal{D}^\tau_2) + \epsilon \cdot \mathcal{P}^1 [\mathcal{M}(\tau_1, \tau_2)] .
\]

Proof. To estimate these quadratic error-terms in the far away region, we only have to be careful about the weights in \( r \). To reveal the structure which is present for the error-terms (cancellation of worst terms, cf. section 10.4), we are going to think about the wave equation for \( \rho \) in yet another way. At the zeroth order we can write

\[
\rho_{34} + \rho_{43} - 2\nabla_\rho \rho = -d\bar{v} E_4 (\bar{\beta}) + E_3 (\rho) + d\bar{v} E_3 (\beta) + E_4 (\rho) .
\]  

(433)

We now imagine commuting this equation with the Lie-T-derivative directly to obtain the higher derivative version of the equation. Note that this commutation will not produce any additional difficult terms at infinity, but simply Lie-T-derivatives of the right hand side of (433). However, the decay in \( r \) of the right hand side is not altered by application of \( T \). It follows that it suffices to understand the decay in \( r \) of the right hand side of (433), more precisely, to establish that it decays better than \( r^{-4-\delta} \) pointwise. We note in passing that the gauge condition \( Y = 0 \) is not needed here and that we will hence carry out the estimates including this term.

Let \( \equiv \) denote equality up to terms which decay like \( r^{-2} \) or stronger. We observe that

\[
-d\bar{v} E_4 (\bar{\beta}) + d\bar{v} E_3 (\beta) \equiv d\bar{v} (Y\bar{\alpha})
\]

and, noting that in view of the null structure equation (174) \( \mathcal{D}_3 Y \) actually decays like \( \frac{1}{r} \) (instead of the naive \( \frac{1}{r^2} \)) also

\[
E_3 (\rho) + E_4 (\rho) \equiv \mathcal{D}_3^2 Y \cdot \bar{\alpha} + Y^A \mathcal{D}_3 \bar{\rho} - 2Y D_3 \bar{\rho} .
\]

(435)

Adding up these terms one sees that the worst terms cancel by the Bianchi equation (88), producing terms decaying like \( r^{-5} \).

We emphasize that it is absolutely crucial to exploit the cancellation of the worst error-terms as otherwise a \( r^{-\delta} \)-divergence would arise.

For the term \( \mathfrak{A} \) in (431) we do not have to worry about \( r \)-weights at all, only about the order of differentiability in view of the degeneration at the photon sphere. However, all the terms in the expression for \( \mathcal{F}_{2a}^n \) decay quadratically. This makes the error-term cubic and the estimates are straightforward, putting the highest terms in \( L^2 \) and the lowest in \( L^\infty \). Using Sobolev embedding, we

\[\text{It may produce terms proportional to } \rho \text{ from commuting } T \text{ past the derivatives on the left hand side. However, these decay strongly in } r.\]
obtain

\[
\int_{\mathcal{N}(\tau_1, \tau_2), r \leq R} r^3 \mathcal{F}_{2b} \Big|_a \cdot (X \phi_n) \leq (\tau_2 - \tau_1) \sup \tau \sqrt{E[D\phi_n]} \left( \Sigma_\tau \right) \]

\[
= \sum_{i=0}^{\left\lfloor \frac{n+1}{2} \right\rfloor} \sup \tau \sqrt{E^{i+2}} [\mathcal{R}] \left( \Sigma_\tau \right) \sup \tau \sqrt{E^{n+1-i}} [W] \left( \Sigma_\tau \right) \]

\[
+ \sum_{i=\left\lfloor \frac{n+1}{2} \right\rfloor + 1}^{n+1} \sup \tau \sqrt{E^{n+3-i}} [W] \left( \Sigma_\tau \right) \sup \tau \sqrt{E^{n+1}} [W] \left( \Sigma_\tau \right) \leq \lambda \cdot E[D\phi_n] \left( \Sigma_\tau \right) + B_\lambda (\tau_2 - \tau_1)^2 \sup \tau \sqrt{E^{\left\lfloor \frac{n+1}{2} \right\rfloor + 2}} [\mathcal{R}] \left( \Sigma_\tau \right) \sup \sqrt{E^{n+1}} [W] \left( \Sigma_\tau \right) \]

\[
+ B (\tau_2 - \tau_1)^2 \sup \tau \sqrt{E^{\left\lfloor \frac{n+1}{2} \right\rfloor + 1}} [W] \left( \Sigma_\tau \right) \sup \sqrt{E^{n+1}} [\mathcal{R}] \left( \Sigma_\tau \right) .
\]

and in view of the decay assumptions on the lower order energies (recall the ultimately Schwarzschildian assumption and \( n \leq k - 1 \)), the \( \tau \)-weights can be absorbed, producing the terms on the right hand side of the proposition.

It remains to estimate \( \mathcal{F}_{2b} \), i.e. the terms proportional to \( \rho_0 \). These terms are particularly difficult near the photon sphere \( r = 3M \) (in fact, near infinity they are harmless, in view of the strong decay of \( \rho_0 \)). We first note that it suffices to understand the case \( k = 1 \), since higher \( k \) are just \( T \)-Lie-derivatives of this expression (and commutation by \( L_T \) introduces additional decay factors).

Hence we want to compute the expression

\[
\mathcal{F}_{2b}^1 = -2 \left[ \nabla_3 \Lambda_0 + \frac{3}{2} \tau_{\nabla} \Lambda_0 - 2\Omega \Lambda_0 + d\nu I_0 \right]
\]

\[
+ \nabla_4 \Lambda_0 + \frac{3}{2} \tau_{\nabla} \Lambda_0 - 2\Omega \Lambda_0 + d\nu L_0 - 3 \rho (W) \cdot \rho \left( \hat{\nabla} \tau W \right) ,
\]

where

\[
\Lambda_0 = \frac{3}{4} \rho_0 \left[ - \frac{1}{2} \nabla_4 (\tau_\nabla) - \nabla^A P_A + 2 \rho \rho - \frac{1}{2} \tau_{\nabla} H (2\nabla_3 P - 4\Omega \rho) - \tau_{\nabla} \pi_{34} - \frac{1}{2} \tau_{\nabla} H \pi_{44} - \frac{1}{2} \tau_{\nabla} H \delta^{AB} \pi_{AB} \right],
\]

\[
I_0 = \frac{3}{4} \rho_0 \left[ 2q \beta A - \psi_{34} Z_A - 2\Omega P_A - \tau_{\nabla} \pi_A - 2 \tau_{\nabla} \pi_A - 2 \tau_{\nabla} \pi_A + \nabla_3 P_A + \frac{1}{2} \nabla_3 (\tau_\nabla) \right]
\]

(and similarly for the conjugate\(^{29}\) quantities \( \Lambda_0, L_0 \) were computed at the end of the proof of Lemma 7.4.\(^{29}\))

In fact, we will only need to do evaluate \( \mathcal{F}_{2b}^1 \) modulo quadratic error-terms (as the latter immediately transfer to \( \mathcal{F}_{2b}^n \)). We make the a-priori convention that for the computations within the context of the error term \( \mathcal{F}_{2b}^n \), “\( = \)" means “equality up to quadratically decaying terms”.

\(^{29}\)The conjugate quantity of \( \beta \) is \(-\frac{1}{2}\), while all other quantities just receive an underline and \( p \) becomes \( q \).
Lemma 12.17. If the vectorfield $T$ is chosen such that its deformation tensor $(\mathcal{T})_\pi$ is traceless (which it is according to Definition 2.1), then ($n \geq 1$)

$$\mathcal{F}_{2b}^n = \rho_0 \cdot \mathcal{D} \mathcal{L}_T^{n-1} (\pi, \text{dec. RRC}) + \text{l.o.t.} \quad (436)$$

Proof. Direct computation, using that

$$2p \nabla_3 \rho + 2q \nabla_4 \rho = 2T (\rho) - 2q \nabla_4 \rho = 2\rho \left( \hat{\mathcal{L}}_T W \right) + \frac{1}{4} \text{tr} \pi \rho + 3q t \chi \rho - 2 q d \mathbf{v} \beta$$

and

$$d \mathbf{v} I_0 = \frac{3}{4} \rho_0 \left[ 2q d \mathbf{v} \beta A - \psi_3 d \mathbf{v} Z_A - 2 \mathbf{D} d \mathbf{v} P_A - \text{tr} \chi d \mathbf{v} \hat{\pi}^A - 2 t \chi d \mathbf{v} \hat{\pi}^A + d \mathbf{v} \nabla_3 P_A + \frac{1}{2} \nabla^2 (tr \pi) \right].$$

Remark 12.18. Note that the Lemma once more exploits a cancellation of the worst terms: Naively, (436) only holds with $n$ instead of $n - 1$.

Remark 12.19. If the deformation tensor is not traceless, $\mathcal{F}_{2b}^n$ contains an additional higher order term of the form $\rho_0 \mathcal{L}_T^{n-1} \left( \mathcal{D}_3 \mathcal{D}_4 + \mathcal{D}_4 \mathcal{D}_3 - 2 \nabla^2 \right) \text{tr} \pi$.

However, the operator in brackets is the principal part of the Regge-Wheeler-operator. Hence via several integration by parts, moving the operators to $\phi_n$ in the spacetime-error-term arising from $\mathcal{F}_{2b}^n$, this term can also be seen to be of lower order. It is here where the technical assumption $tr(\mathcal{T}) = 0$ (discussed below Definition 2.1) helps us to reduce the number of error-terms.

With the Lemma at hand, we pick a cut-off function $\chi_\ast (r)$, which is equal to 1 for $r \leq 10M$ and equal to 0 for $r \geq 11M$ and decompose

$$\mathcal{F}_{2b}^n = \mathcal{F}_{2b}^n \cdot (X \phi_n) + \mathcal{F}_{2b}^n [1 - \chi_\ast (r)]. \quad (438)$$

We can then estimate away from the photon sphere

$$\int_{\mathcal{M}} d^4x \sqrt{g} r^3 \mathcal{F}_{2b}^n [1 - \chi_\ast (r)] \cdot (X \phi_n) \leq \lambda \cdot I_{deg} [\mathcal{D} \phi_n] \left( \mathcal{M}(\tau_1, \tau_2) \right) + \frac{B}{\lambda} \mathbb{D}^n [\mathcal{R}],$$

while for the other term we integrate by parts, writing a shorthand $\int$ to denote

$$\int_{\mathcal{M}(\tau_1, \tau_2) \cap \{ r \leq 11M \}} d^4x \sqrt{g} \text{d} \omega$$

and noting that weights in $r$ are bounded in the region under consideration

$$\int r^3 \mathcal{F}_{2b}^n \cdot (X \phi_n) = \int r^3 \rho_0 \left( \mathcal{L}_T^{n-1} \mathcal{D} (\pi, \text{dec. RRC}) \right) \cdot (X \phi_n) \leq + \lambda_2 \sup_{\tau} E [\mathcal{D} \phi_n] \left( \hat{\Sigma}_\tau, \mathcal{H} \right) + B \lambda_2 \sup_{\tau} \mathbb{E}^n [\mathcal{R}] \left( \hat{\Sigma}_\tau, \mathcal{H} \right)$$

$$\lambda_2 \int (\mathcal{D}_3 \mathcal{L}_T^{n-1} (\pi, \text{dec. RRC}))^2 + \frac{1}{\lambda_2} \int \phi_0^2 + B \int (\mathcal{D} \mathcal{L}_T^{n-1} (\pi, \text{dec. RRC}))^2$$

$$\leq \frac{1}{\lambda_2} \int \phi_0^2 + \mathbb{D}_\lambda [\mathcal{R}] + \lambda_2 \sup_{\tau} E [\mathcal{D} \phi_n] \left( \hat{\Sigma}_\tau, \mathcal{H} \right)$$
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for any (small) number $\lambda_2 > 0$. Applying Lemma 12.12 with a $\lambda_3$ much smaller than $\lambda_2$ to the first term in the last line finally yields

$$
\int r^3 \mathcal{F}_{2b}^n \cdot \chi_\star (r) \cdot (X \phi_n) \leq \lambda \cdot I_{deg} [D \phi_n] \left( \tilde{M}(\tau_1, \tau_2) \right) + (\lambda + \epsilon) \cdot \sup_{\tau} E [D \phi_n] \left( \tilde{\Sigma}_\tau, \mathcal{H} \right) + B \lambda \cdot I_{deg} [D \phi_{n-1}] \left( \tilde{M}(\tau_1, \tau_2) \right) + \mathbb{D}^{n+1}[\mathfrak{R}],
$$

for any small $\lambda$. Clearly, the first two terms on the right hand side will be absorbed by the terms available on the left for sufficiently small $\lambda$ (depending only on $M$). Note the importance of Lemma 12.12 to estimate this error-term, as it allows one to turn the non-degenerate into a degenerate energy.

Collecting our estimates for $\mathcal{F}_{1,2a,2b}^n$, Proposition 12.14 is proven.

Finally, we note that for the wave equation satisfied by $\sigma$ (and Lie-T-derivatives thereof), the terms $\mathcal{G}_1^n$ and $\mathcal{G}_2^n$ can be estimated in exactly the same fashion as $\mathcal{F}_1^n$ and $\mathcal{F}_2^n$ were for the $\rho$-equation. In fact, the estimates are much easier, as the “linear” error-terms on the right hand side all cancel. This fact is also easily inferred from commuting the scalar equation of Corollary 12.10 directly with $T$ and using that $\sigma$ decays. We conclude

**Proposition 12.20.** The estimate of Proposition 12.14 also holds replacing $\mathcal{F}$ by $\mathcal{G}$ everywhere.

### 12.6 Proof of Proposition 12.1

Combining Proposition 12.13 with the error-estimate 12.14 yields the estimate of Proposition 12.1 for the case $n \geq 1$. For the case $n = 0$ we run the argument of Proposition 12.13 again, since $\phi_0$ satisfies the same equation by Corollary 12.8. The only difference is that Lemma 12.12 is now not available. Instead, we simply control the zeroth order curvature term from the energies on the Ricci-coefficients:

$$
\int_{\tilde{M}(\tau_1, \tau_2)} \frac{\phi_0^2}{r^{3+8}} dt^* d\mathbf{r} d\omega \leq B \cdot \mathbb{D}^1[\mathfrak{R}](\tau_1, \tau_2),
$$

as a consequence of the null-structure equations.

### 13 Proofs of the main theorems

#### 13.1 Uniform boundedness: Theorem 5.1

Uniform boundedness for the top-order derivatives can be proven without proving a (degenerate) integrated decay estimate at this order. This observation was first made in the context of the wave equation on black hole backgrounds in [4] (see also [7]) and is adapted here to the spin2-setting. We are going to use the slices $\Sigma$ (no “ears”) is this section.

**Proof of Theorem 5.1.** To lighten the notation we write $\Sigma_i = \Sigma_{\tau_i}$, $\Sigma_{\tau_i}^+ = \Sigma_{\tau_i} \cap \{ r \geq r_Y - 3\frac{3}{4}M \}$ and $\Sigma_{\tau_i}^- = \Sigma_{\tau_i} \cap \{ r \leq r_Y - 3\frac{3}{4}M \}$, $\mathcal{H}_i = \mathcal{H}(\tau_1, \tau_2)$,
\( M_1^2 = M(\tau_1, \tau_2) \). The identity (60) applied with three \( T \)-vectorfields yields, in view of Lemma 6.1

\[
E^0 \left[ \hat{W} \right] (\Sigma_2^+) + \sum_{j=1}^{n} E \left[ \hat{L}_j^T W \right] (\Sigma_2^+) \leq B \cdot E^0 \left[ \hat{W} \right] (\Sigma_1) + B \cdot \sum_{j=1}^{n} E \left[ \hat{L}_j^T W \right] (\Sigma_1) + \epsilon \cdot E^0 \left[ \hat{W} \right] (\Sigma_2, \Sigma_1) + \epsilon \cdot \sum_{j=1}^{n} E \left[ \hat{L}_j^T W \right] (\Sigma_2, \Sigma_1)
\]

\[
+ B \sum_{j=1}^{n} \int_{M_1^2} \left( K_{1}^{TTT} \left[ \hat{L}_j^T W \right] + K_{2}^{TTT} \left[ \hat{L}_j^T W \right] \right)
\]

Using the elliptic estimate in the interior, Proposition 9.1, we obtain

\[
\mathbb{E}^n_{r \geq r_{T}} \left[ \hat{W} \right] (\Sigma_2) \leq B \cdot \mathbb{E}^n \left[ \hat{W} \right] (\Sigma_1) + \epsilon \cdot \mathbb{E}^n_{r \leq r_{T}} \left[ \hat{W} \right] (\Sigma_2, \Sigma_1) + B \sum_{j=1}^{n} \int_{M_1^2} K_{1}^{TTT} \left[ \hat{L}_j^T W \right] + B \sup_{\tau} \mathbb{E}^{n-1} \left[ \mathbb{R} \right] (\Sigma_\tau).
\]

Adding the redshift-estimate of Theorem 8.1 and the expression \( \int_{M_1^2 \cap \{r \geq r_{T} \}} dt^* \mathbb{E}^n \left[ \hat{W} \right] (\Sigma_\tau) \) to both sides yields

\[
\mathbb{E}^n \left[ \hat{W} \right] (\Sigma_2) + \mathbb{E}^n \left[ \hat{W} \right] (H_2^T) + \int_{M_1^2} dt^* \mathbb{E}^n \left[ \hat{W} \right] (\Sigma_\tau) \leq B \cdot \mathbb{E}^n \left[ \hat{W} \right] (\Sigma_1)
\]

\[
+ B \sum_{j=1}^{n} \int_{M_1^2} \left( K_{1}^{TTT} \left[ \hat{L}_j^T W \right] + K_{2}^{TTT} \left[ \hat{L}_j^T W \right] \right) + B \cdot Err_{hoz}^n \left[ \mathbb{R} \right] (\tau_1, \tau_2)
\]

\[
+ B \sup_{\tau} \mathbb{E}^{n-1} \left[ \mathbb{R} \right] (\Sigma_\tau) + B \int_{M_1^2 \cap \{r \geq r_{T} \}} dt^* \mathbb{E}^n \left[ \hat{W} \right] (\Sigma_\tau).
\]

Note that the left hand side controls in particular the time-integrated \( L^2 \)-based energy. For the error terms \( K_{1}^{TTT} \) and \( K_{2}^{TTT} \) we use the following Corollary of Proposition 7.9 (for the untilded region \( M(\tau_1, \tau_2) \)):

**Corollary 13.1.** If \( X = Y = Z = T \) in Proposition 7.9 we have, for any (small) \( \lambda > 0 \) and \( 0 \leq n \leq k - 1 \) the estimate

\[
\left| \int_{M(\tau_1, \tau_2)} K_{2}^{TTT} \left[ \hat{L}_j^{n+1} W \right] \right| \leq \lambda \sup_{\tau \in (\tau_1, \tau_2)} \mathbb{E}^{n+1} \left[ \hat{W} \right] (\Sigma_\tau) + B \lambda \cdot \mathbb{C}^{n+1} \left[ \mathbb{R} \right] (\tau_1, \tau_2).
\]

where the \( \mathbb{C}^{n} \left[ \mathbb{R} \right] \)-energy was defined in Theorem 5.1. Moreover, in view of Proposition 6.2, the same estimate holds for \( K_{1}^{TTT} \left[ \hat{L}_j^{n+1} W \right] \) (in fact, without the last term).

Applying also the estimate for \( Err_{hoz}^n \left[ \mathbb{R} \right] (\tau_1, \tau_2) \) given in Proposition 8.1, we obtain

\[
\mathbb{E}^n \left[ \hat{W} \right] (\Sigma_2) + \mathbb{E}^n \left[ \hat{W} \right] (H_2^T) + \int_{M_1^2} dt^* \mathbb{E}^n \left[ \hat{W} \right] (\Sigma_\tau) \leq B \cdot \mathbb{E}^n \left[ \hat{W} \right] (\Sigma_1)
\]

\[
+ B \cdot \mathbb{C}^{n} \left[ \mathbb{R} \right] (\tau_1, \tau_2) + B \int_{M_1^2 \cap \{r \geq r_{T} \}} dt^* \mathbb{E}^n \left[ \hat{W} \right] (\Sigma_\tau).
\]
We finally estimate the last term of the above estimate using the estimate (440) integrated in time.\footnote{It is very important that (440) does not have an error-term on the horizon for this argument to go through. This is the underlying reason for the assumption that $T$ is null on the horizon: It ensures both that the energy flux through the horizon has a sign and that highest order error-terms are absent on the horizon in Proposition 7.9.}

Defining $f(\tau) = E^m [W] (\Sigma_\tau)$, the resulting estimate can be written in the following form: For any $\lambda > 0$ and $\tau_2 \geq \tau_1 \geq \tau_0$

$$f(\tau_2) + \int_{\tau_1}^{\tau_2} dt f(t) \leq B_\lambda \cdot (C^n [R] (\tau_0) + f(\tau_0)) \cdot \max [1, (\tau_2 - \tau_1)] + \lambda \max [1, (\tau_2 - \tau_1)] \cdot \sup_{\tau \in (\tau_1, \tau_2)} f(\tau) + B \cdot f(\tau_1). \quad (441)$$

In particular, we can achieve that $\lambda < \frac{1}{16B^2}$. Boundedness of $f(\tau)$ now follows from Lemma 13.2.

**Lemma 13.2.** Suppose $f(\tau_0) < \infty$ and that $f(\tau)$ satisfies the estimate (441) with $\lambda < \frac{1}{16B^2} < \frac{1}{12}$ and $B_\lambda = \tilde{B} > 1$ fixed. Then $\sup_{(\tau_0, \infty)} f(\tau) < C$ holds for a constant $C = 2 \cdot \tilde{B} \cdot f(\tau_0) + 9 \cdot 8 \cdot B^2 \cdot \tilde{B} (C^n [R] (\tau_0) + f(\tau_0))$.

**Proof.** We will write $D = C^n [R] (\tau_0) + f(\tau_0)$. The proof is a bootstrap argument. Consider the region $A(\tau) = \mathcal{M} (\tau_0, \tau)$ for all $\tau$ such that $f(\tau) < C$ holds in $A(\tau)$. This region is clearly non-empty and open as a subset of the black hole exterior $\mathcal{M} (\tau_0, \infty)$. We now show it is also closed using the estimate (441).

For this, let $L = 4B^2$ and define a sequence of slices $\tau_i = \tau_0 + i \cdot L$. Applying the estimate in a region between two slices $\tau_i, \tau_{i+1}$ located in the region $A(\tau)$ yields a “good” slice $\tau_i^g$ satisfying

$$f(\tau_i^g) = \inf_{(\tau_i, \tau_{i+1})} f(\tau) \leq \tilde{B} \cdot D + \lambda \cdot C + \frac{B}{L} \cdot C. \quad (442)$$

Having found a good slice in each region $\mathcal{M} (\tau_i, \tau_{i+1})$, we can apply the estimate (441) again, this time from the good slice to any $\tau$-slice in $\mathcal{M} (\tau_i^g, \tau_{i+2})$ (and, for the last good slice, in $\mathcal{M} (\tau_i^g, \tau)$). Note that the distance between the two slices considered is at most $2L$. Hence the estimate yields

$$\sup_{(\tau_i^g, \tau_{i+2})} f(\tau) \leq \tilde{B} \cdot D \cdot 2L + \lambda \cdot 2L \cdot C + B \cdot \left( \tilde{B} \cdot D + \lambda \cdot C + \frac{B}{L} \cdot C \right)$$

$$\leq 8B^2 \cdot \tilde{B} \cdot D + \frac{1}{2} \cdot C + B^2 \cdot \tilde{B} \cdot D + \frac{1}{16} C + \frac{1}{4} C < \frac{15}{16} C.$$ 

This uniform bound has been established for all slices in $A(\tau)$ north of the first good slice, $\tau_0^g$. However, for the region up to $\tau_0^g$ our estimate tells us that

$$\sup_{(\tau_0, \tau_0^g)} f(\tau) \leq B \cdot f(\tau_0) + 4 \cdot B^2 \cdot \tilde{B} \cdot D + \frac{1}{4} C < \frac{3}{4} C. \quad (443)$$

It follows that $A(\tau)$ is closed and that the uniform bound we established is valid for the entire black hole exterior. \qed
13.2 Integrated decay: Theorem 5.2

Proof of Theorem 5.2. Apply Proposition 11.2 with \( \mathcal{W}_i = \mathcal{L}^i W \) for \( 1 \leq i \leq k \) and add the estimate of Corollary 11.4 at the lowest order. Apply Theorem 12.1 to estimate the \( \rho \) and \( \sigma \)-term on the right hand side. This yields, for \( 1 \leq n \leq k \):

\[
\begin{align*}
\sup_{(\tau_1, \tau_2)} \mathbb{E}^0 |W| \left( \tilde{\Sigma}_\tau \right) &+ \sum_{i=1}^{n} \sup_{(\tau_1, \tau_2)} E_{\text{spin}} \left[ \mathcal{W}_i \right] \left( \tilde{\Sigma}_\tau \right) + \sup_{(\tau_1, \tau_2)} E \left[ D \Phi_{i-1} \right] \left( \tilde{\Sigma}_\tau \right) \\
&\quad + E \left[ \mathcal{W}_i \right] \left( \mathcal{H} (\tau_1, \tau_2) \right) + I^{\text{deg}} \left[ \mathcal{W}_i \right] \left( \tilde{\mathcal{M}} (\tau_1, \tau_2) \right) + \mathbb{T}^0 \left[ W \right] \left( \tilde{\mathcal{M}} (\tau_1, \tau_2) \right) \\
&\leq B \sum_{i=1}^{n} \left\{ E_{\text{spin}} \left[ \mathcal{W}_i \right] \left( \tilde{\Sigma}_{\tau_1} \right) + E \left[ D \Phi_{i-1} \right] \left( \tilde{\Sigma}_{\tau_1} \right) \right\} + B \cdot \mathbb{E}^0 \left[ W \right] \left( \tilde{\Sigma}_{\tau_1} \right) \\
&\quad + \epsilon \left[ I_{P_n}^{n, \text{deg}} \left[ W \right] \left( \tilde{\mathcal{M}} (\tau_1, \tau_2) \right) + \sup_{\tau} \mathbb{E}^n \left[ W \right] \left( \tilde{\Sigma}_\tau \right) \right] + B \cdot D^n \left[ \mathfrak{R} \right] (\tau_1, \tau_2) \\
&\quad + B \sum_{i=1}^{n} \mathfrak{E}_{\text{Mora}} \left[ \mathcal{W}_i \right] \\
\end{align*}
\]

where we wrote \( \Phi_i \) to indicate that we are adding both the estimate for \( \phi_i \) and \( \psi_i \) of Theorem 12.1. For the non-degenerate case we have

\[
\begin{align*}
\sup_{(\tau_1, \tau_2)} \mathbb{E}^0 |W| \left( \tilde{\Sigma}_\tau \right) &+ \sum_{i=1}^{n-1} \left\{ \sup_{(\tau_1, \tau_2)} E_{\text{spin}} \left[ \mathcal{W}_i \right] \left( \tilde{\Sigma}_\tau \right) + \sup_{(\tau_1, \tau_2)} E \left[ D \Phi_{i-1} \right] \left( \tilde{\Sigma}_\tau \right) \right\} \\
&\quad + E \left[ \mathcal{W}_i \right] \left( \mathcal{H} (\tau_1, \tau_2) \right) + I^{\text{mondeg}} \left[ \mathcal{W}_i \right] \left( \tilde{\mathcal{M}} (\tau_1, \tau_2) \right) + \mathbb{T}^0 \left[ W \right] \left( \tilde{\mathcal{M}} (\tau_1, \tau_2) \right) \\
&\leq B \sum_{i=1}^{n-1} E_{\text{spin}} \left[ \mathcal{W}_i \right] \left( \tilde{\Sigma}_{\tau_1} \right) + \sum_{i=1}^{n-1} E \left[ D \Phi_{i-1} \right] \left( \tilde{\Sigma}_{\tau_1} \right) + B \cdot \mathbb{E}^0 \left[ W \right] \left( \tilde{\Sigma}_{\tau_1} \right) \\
&\quad + \epsilon \left[ I_{P_n}^{n, \text{deg}} \left[ W \right] \left( \tilde{\mathcal{M}} (\tau_1, \tau_2) \right) + \sup_{\tau} \mathbb{E}^n \left[ W \right] \left( \tilde{\Sigma}_\tau \right) \right] + B \cdot D^n \left[ \mathfrak{R} \right] (\tau_1, \tau_2) \\
&\quad + B \sum_{i=1}^{n-1} \mathfrak{E}_{\text{Mora}} \left[ \mathcal{W}_i \right] \\
\end{align*}
\]

It is important to note that we only need the \( n \)-derivative energy of the components \( \rho \) and \( \sigma \) (and an \( \epsilon \) of the \( n \)-derivative energy of all components) to obtain a non-degenerate integrated decay estimate for \( n - 1 \)-derivatives of all components of the Weyl-tensor. As a consequence, this estimate requires only \( \mathfrak{E}_{\text{Mora}} \left[ \mathcal{W}_{n-1} \right] \). Note also that for \( n = 1 \) in (444) there is no \( \mathfrak{E}_{\text{Mora}} \)-term.

We next turn to Propositions 7.9 and 11.1 to estimate \( \mathfrak{E}_{\text{Mora}} \left[ \mathcal{W}_i \right] \). We observe that for \( \lambda \) sufficiently small, the error-term on the horizon (the last term in (285)) can be absorbed by the horizon-term available on the left of (444). (In particular, the assumption that \( T \) is null one the horizon is not necessary.
for this argument to work.) We conclude, therefore,

\[
\sup_{(\tau_1, \tau_2)} \mathcal{E}^0 [W] \left( \bar{\Sigma}_r \right) + \sum_{i=1}^{n} \left\{ \sup_{(\tau_i, \tau_2)} E_{\text{spin}1} [W_i] \left( \bar{\Sigma}_r \right) + \sup_{(\tau_1, \tau_2)} E [D\Phi_{i-1}] \left( \bar{\Sigma}_r \right) \right. \\
+ E [W_i] (H (\tau_1, \tau_2)) + I^{\text{deg}} [W_i] \left( \bar{M} (\tau_1, \tau_2) \right) \right\} + \mathcal{I}^0 [W] \left( \bar{M} (\tau_1, \tau_2) \right) \\
\leq B \sum_{i=1}^{n} \left\{ E_{\text{spin}1} [W_i] \left( \bar{\Sigma}_{r_1} \right) + E [D\Phi_{i-1}] \left( \bar{\Sigma}_{r_1} \right) \right\} + B \cdot \mathcal{E}^0 [W] \left( \bar{\Sigma}_{r_1} \right) \\
+ \left( \lambda + \epsilon \right) \mathcal{I}^{\text{deg}} [W] \left( \bar{M} (\tau_1, \tau_2) \right) + \sup_{\tau} \mathcal{E}^0 [W] \left( \bar{\Sigma}_r \right) \right\} + B \cdot D^n [H] (\tau_1, \tau_2),
\]

Note in particular that we need \( D^n [H] \) and not only \( D^n_{\lambda} [H] \). On the contrary, because the non-degenerate estimate needs only \( E_{\tau, \text{Moro}} [W_{n-1}] \), we have

\[
\sup_{(\tau_1, \tau_2)} \mathcal{E}^0 [W] \left( \bar{\Sigma}_r \right) + \sum_{i=1}^{n-1} \left\{ \sup_{(\tau_i, \tau_2)} E_{\text{spin}1} [W_i] \left( \bar{\Sigma}_r \right) + \sup_{(\tau_1, \tau_2)} E [D\Phi_{i-1}] \left( \bar{\Sigma}_r \right) \right. \\
+ E [W_i] (H (\tau_1, \tau_2)) + I^{\text{nondeg}} [W_i] \left( \bar{M} (\tau_1, \tau_2) \right) \right\} + \mathcal{I}^0 [W] \left( \bar{M} (\tau_1, \tau_2) \right) \\
\leq B \sum_{i=1}^{n} E_{\text{spin}1} [W_i] \left( \bar{\Sigma}_{r_1} \right) + \sum_{i=1}^{n} E [D\Phi_{i-1}] \left( \bar{\Sigma}_{r_1} \right) + B \cdot \mathcal{E}^0 [W] \left( \bar{\Sigma}_{r_1} \right) \\
+ \epsilon \mathcal{I}^{\text{nondeg}} [W] \left( \bar{M} (\tau_1, \tau_2) \right) + \sup_{\tau} \mathcal{E}^0 [W] \left( \bar{\Sigma}_r \right) \right\} + B \cdot D^n_{\lambda} [H] (\tau_1, \tau_2),
\]

which requires only \( D^n_{\lambda} [H] \) on the right hand side.

These estimates provide control over the Lie-T derivatives of all components. In view of the elliptic estimates of section 9 this is sufficient to control all derivatives away from the horizon and from infinity \( (r \leq R + M) \). In particular, defining\(^{31}\)

\[
\bar{\Sigma}_{r, \text{int}} = \bar{\Sigma}_r \cap \left\{ r_Y - \frac{r_Y - 2M}{2} \leq r \leq R \right\},
\]

\[
\bar{M}_{\text{int}} (\tau_1, \tau_2) = \bar{M} (\tau_1, \tau_2) \cap \left\{ r_Y - \frac{r_Y - 2M}{2} \leq r \leq R + M \right\},
\]

we have

\[
\sup_{(\tau_1, \tau_2)} \mathcal{E}^0 [W] \left( \bar{\Sigma}_{r, \text{int}} \right) + \mathcal{I}^{\text{int}, \text{deg}} [W] \left( \bar{M}_{\text{int}} (\tau_1, \tau_2) \right) \\
\leq B \sum_{i=1}^{n} \left\{ E_{\text{spin}1} [W_i] \left( \bar{\Sigma}_{r_1} \right) + E [D\Phi_{i-1}] \left( \bar{\Sigma}_{r_1} \right) \right\} + B \cdot \mathcal{E}^0 [W] \left( \bar{\Sigma}_{r_1} \right) \\
+ \epsilon \mathcal{I}^{\text{int}, \text{deg}} [W] \left( \bar{M} (\tau_1, \tau_2) \right) + \sup_{\tau} \mathcal{E}^0 [W] \left( \bar{\Sigma}_r \right) \right\} + B \cdot D^n [H] (\tau_1, \tau_2)
\]

\(^{31}\)The reason that \( \bar{\Sigma}_{r, \text{int}} \) only reaches up to \( R \) is that \( \bar{\Sigma} \) starts being null for \( r \geq R \), and standard elliptic estimates are no longer available.
and
\[
\prod^{n-1,\text{nondeg}} W \left[ \hat{\mathcal{M}}_{\text{int}} (\tau_1, \tau_2) \right] \\
\leq B \sum_{i=1}^{n-1} E_{\text{spin}} [W_i] \left( \hat{\Sigma}_i \right) + \sum_{i=1}^{n} E [D\Phi_{i-1}] \left( \hat{\Sigma}_i \right) + B \cdot \mathcal{I}^0 \left[ W \right] \left( \hat{\Sigma}_i \right) \\
+ \epsilon \left[ \prod_{P_{p}}^{n,\text{deg}} W \left( \hat{\mathcal{M}} (\tau_1, \tau_2) \right) + \sup_{\tau} \mathcal{I}_P \left[ W \right] \left( \hat{\Sigma}_\tau \right) \right] + B \cdot \mathcal{D}_\lambda^n \left[ \mathcal{R} \right] (\tau_1, \tau_2).
\]

We now couple the degenerate estimate (447) with the redshift estimate of Proposition 8.1 and with the estimate near infinity, Theorem 10.1, to obtain Theorem 5.2.

13.3 The decay iteration: Theorem 5.5

Proposition 13.3. Recall the decay matrices \( P_j \) defined in (192)-(194). For \( j = 0, \ldots, 2 \), we have for any \( i = 0, \ldots, k-2 \) the estimates
\[
\prod_{P_{p}}^{i+1,\text{deg}} W \left( \hat{\Sigma}_\tau \right) \leq B \left[ \sup_{\tau' \geq \tau} \prod_{P_{p}}^{i+2} W \left( \hat{\Sigma}_{\tau'} \right) + B \cdot \mathcal{D}^{i+2}_{\lambda} \left[ \mathcal{R} \right] (\tau, \infty) \right] (448)
\]
\[
\prod_{P_{p}}^{i+1,\text{nondeg}} W \left( \hat{\mathcal{M}} (\tau, \infty) \right) \leq B \cdot \mathcal{D}^{i+1} \left[ \mathcal{R} \right] (\tau) + B \left[ \sup_{\tau' \geq \tau} \prod_{P_{p}}^{i+2} W \left( \hat{\Sigma}_{\tau'} \right) + B \cdot \mathcal{D}^{i+2}_{\lambda} \left[ \mathcal{R} \right] (\tau, \infty) \right] (449)
\]
and
\[
\prod_{P_{p}}^{i+1,\text{nondeg}} W \left( \hat{\mathcal{M}} (\tau, \infty) \right) \leq B \cdot \mathcal{D}^{i+1} \left[ \mathcal{R} \right] (\tau) + B \left[ \sup_{\tau' \geq \tau} \prod_{P_{p}}^{i+2} W \left( \hat{\Sigma}_{\tau'} \right) + B \cdot \mathcal{D}^{i+2}_{\lambda} \left[ \mathcal{R} \right] (\tau, \infty) \right] (450)
\]

Before we prove the above Proposition let us note how it implies Theorem 5.5:

Proof of Theorem 5.5. Theorem 5.5 follows from repeatedly (depending on the decay matrix) inserting the estimate (448) into (449) and (450).

Proof of Proposition 13.3. At order \( i+1 \), we apply the estimate (203) with decay matrix \( P_0 \), cf. (191), which has the associated bulk admissible matrix
\[
P_0 = \begin{pmatrix}
0 & 6 - \delta & 6 - \delta & 5 - \delta & 3 - \delta & 1 - \delta & 0 \\
9 - \delta & 9 - \delta & 8 - \delta & 7 - \delta & 5 - \delta & 3 - \delta & 1 - \delta \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix}.
\]

From the resulting estimate we derive
\[
\prod_{P_{p}}^{i+1} W \left( \hat{\Sigma}_{\tau_{n+1}} \right) + \int_{\tau_n}^{\tau_{n+1}} dt' \prod_{P_{p}}^{i+1} W \left( \hat{\Sigma}_{t'} \right) \leq B \cdot \prod_{P_{p}}^{i+2} W \left( \hat{\Sigma}_{\tau_n} \right) \\
+ B \cdot \mathcal{D}^{i+2}_{\lambda} \left[ \mathcal{R} \right] (\tau_n, \tau_{n+1}),
\]
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for the boundary admissible decay matrix $P_1$ defined in (192), where we only used that $P_1 \leq \tilde{P}_0 < P_0$ (recall the ordering relation defined in section 4.2). We conclude

$$\mathbb{E}_{P_1}^{i+1} [W] \left( \tilde{\Sigma}_\tau \right) \leq \frac{B}{\tau} \left[ \sup_{\tau' \geq \tau} \mathbb{E}_{P_0}^{i+2} [W] \left( \tilde{\Sigma}_{\tau'} \right) + B \cdot \mathbb{D}_{\lambda}^{i+2} [\mathcal{R}] (\tau, \infty) \right], \quad (452)$$

which is (448) for $j = 0$. Since the square bracket is bounded (by applying (202) from data with $P_0$), we have established $\frac{1}{\tau}$ decay of a weighted energy. In particular, since $P_\rho < P_1$ we have shown this decay for the $P_\rho$-weighted energy at order $i+1$. Applying (202) with $P_1$ yields, after inserting (452), the estimate (449) for $j = 0$. In the same way, applying (203) produces (450) for $j = 0$.

It is clear that this procedure can be iterated. We next apply our estimate (202) with the boundary admissible decay matrix $P_1$ and its associated bulk admissible matrix

$$\tilde{P}_1 = \begin{pmatrix}
0 & 5 - \delta & 5 - \delta & 5 - \delta & 3 - \delta & 1 - \delta & 0 \\
8 - \delta & 8 - \delta & 8 - \delta & 7 - \delta & 5 - \delta & 3 - \delta & 1 - \delta \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{pmatrix}. $$

Noting that $P_2 < \tilde{P}_1 < P_1$ for $P_2$ as in (193), we obtain, after adding the non-degenerate integrated decay estimate, the analogue of (451)

$$\mathbb{E}_{P_2}^{i+1} [W] \left( \tilde{\Sigma}_{\tau_{n+1}} \right) + \int_{\tau_n}^{\tau_{n+1}} dt' \mathbb{E}_{P_2}^{i+1} [W] \left( \tilde{\Sigma}_{t'} \right) \leq B \cdot \mathbb{E}_{P_1}^{i+2} [W] \left( \tilde{\Sigma}_{\tau_n} \right) + B \cdot \mathbb{D}_{\lambda}^{i+2} [\mathcal{R}] (\tau_n, \tau_{n+1}), \quad (453)$$

from which we conclude

$$\mathbb{E}_{P_2}^{i+1} [W] \left( \tilde{\Sigma}_\tau \right) \leq \frac{B}{\tau} \left[ \sup_{\tau' \geq \tau} \mathbb{E}_{P_1}^{i+2} [W] \left( \tilde{\Sigma}_{\tau'} \right) + B \cdot \mathbb{D}_{\lambda}^{i+2} [\mathcal{R}] (\tau, \infty) \right]. \quad (454)$$

Another iteration, applying (202) with $P_2$, will provide the estimate

$$\mathbb{E}_{P_3}^{i+1} [W] \left( \tilde{\Sigma}_\tau \right) \leq \frac{B}{\tau} \left[ \sup_{\tau' \geq \tau} \mathbb{E}_{P_2}^{i+2} [W] \left( \tilde{\Sigma}_{\tau'} \right) + B \cdot \mathbb{D}_{\lambda}^{i+2} [\mathcal{R}] (\tau, \infty) \right], \quad (455)$$

and hence an $r$-weighted energy which decays stronger than $\frac{1}{\tau^r}$. This is enough to close the argument. We remark that, of course, there is no reason to stop the iteration at this point. To obtain the optimal result in terms of the decay in $t$, one can define additional admissible decay matrices and continue the iteration.

14 Acknowledgements

I would like to thank Mihalis Dafermos for suggesting to study this problem and Igor Rodnianski for numerous insightful discussions and comments contributing to this paper.
A Useful formulae

Let \( (a) \) denote tetrad (=frame) indices, while Greek letters denote spacetime indices. The Ricci coefficients are defined as

\[
\gamma(c)(a)(b) = \epsilon_{(a)} \kappa \epsilon_{(b)} \epsilon_{(c)}
\]

(456)

with the null-components

\[
\gamma(B)(3)(A) = H_{AB}, \quad \gamma(B)(4)(A) = H_{AB},
\]

(457)

\[
\gamma(A)(3)(3) = 2Y_A, \quad \gamma(A)(4)(4) = 2Y_A,
\]

(458)

\[
\gamma(A)(3)(4) = 2Z_A, \quad \gamma(A)(4)(3) = 2Z_A,
\]

(459)

\[
\gamma(4)(3)(3) = 4\Omega, \quad \gamma(3)(4)(4) = 4\Omega,
\]

(460)

\[
\gamma(3)(4)(A) = 2V_A.
\]

(461)

Due to the antisymmetry in the first two indices we can write \( e_{(a)} \kappa = -\gamma_{(a)} \kappa \).

For the Weyl-tensor we note the relations

\[
W(a)(b)(c)(d) = e_{(a)} \epsilon_{(b)} \epsilon_{(c)} \epsilon_{(d)} W_{\mu\nu\sigma\tau}
\]

(462)

and

\[
D_{(a)}W_{(b)(c)(d)(f)} = D_{(a)}(W_{(b)(c)(d)(f)}) - \gamma_{(g)(b)(c)}W^{(g)}_{(c)(d)(f)}
\]

(463)

\[
-\gamma_{(g)(c)(a)}W_{(b)(c)(d)(f)} - \gamma_{(g)(d)(a)}W_{(b)(c)(d)}(g) - \gamma_{(g)(f)(a)}W_{(b)(c)(d)}(g).
\]

Glossary

\( E^3\alpha(\alpha) \) inhomogeneities in the (commuted) Bianchi equations, 25

\( J(X,W) \) error-term arising in the context of commutation with a vectorfield \( X \), 22

\( K^XYZ[\mathcal{W}], K^{XYZ}[\mathcal{W}] \) spacetime terms in the main-energy identity \((60), 20\)

\( L \)

\( 2L = -(2-p)c_3 + qe_4 \) \( (L = \partial_r \) in Schwarzschild in \((t^*,r)-\text{coords}) \), 99

\( N \)

\( N = T + Y \), everywhere timelike vectorfield, coincides with \( T \) away from the horizon, 45

\( N_{out}(S^2_{r,r}) \) outgoing null-hypersurface emanating from \( S^2_{r,r} \), 14

\( P_i \) boundary-admissible decay matrix, 37

\( R \)

\( r = R \) is a fixed timelike hypersurface close to null-infinity \((R \text{ is large}) \), 14

\( T \)

\( 2T = pe_3 + qe_4 \) ultimately Killing field, 16
\( T^\perp \quad 2T^\perp = -pe_3 + qe_4 \), vector field (non-degenerate
derivative in integrated decay estimate for \( \rho \) and \( \sigma \)), 38

\( Y \quad \) redshift vector field (and, unfortunately, a null
component of the Ricci-rotation-coefficients,
cf. the appendix. Since we work in a gauge
where \( Y = 0 \), no confusion can arise.), 45

\( \Sigma_t \quad \) slices of constant \( t^* \), 14

\( \mathbb{D}^k \mathcal{R} (\tau_1, \tau_2) \quad \) \( \lambda \)-weighted energy on the Ricci-coefficients, 19

\( \mathbb{D}^n \mathcal{R} (\tau_1, \tau_2) \quad \) norm on the Ricci-coefficients, 17

\( \mathfrak{R}, \mathfrak{R}^{\text{main}} \quad \) collective notation for Ricci-Rotation co-
coefficients, cf. also the appendix, 16

\( \mathbb{E}_P \mathcal{W} (\tilde{\Sigma}_\tau) \quad \) weighted curvature energy, weight encoded in
decay matrix \( P \), 36

\( \mathbb{P}_P \mathcal{W} (\mathcal{U}) \quad \) weighted spacetime curvature energy, weight en-
coded in decay matrix \( P \), 36

\( \tilde{P}_t \quad \) bulk-associated decay matrix, 37

\( \tilde{\Sigma}_t \quad \) slices of constant \( t^* \) for \( r \leq R \) with null hyper-
surfaces \( N_{\text{out}} (S^2_{\tau, R}) \) attached, 15

\( \hat{\mathcal{L}}_X \quad \) modified Lie-derivative to make \( \hat{\mathcal{L}}_X W \) traceless, 21

\( k_\chi, k_\chi^+, k_\chi^- \quad \) functions of \( r \), 13

\( p \quad \) 3-component of the ultimately Killing field \( T \), vanishing on the horizon, equal to \( k_\chi^- \) in
Schwarzschild, 16

\( q \quad \) 4-component of the ultimately Killing field \( T \),
equal to 1 on the horizon, equal to \( \frac{k_\chi^+}{k_\chi^-} \) in
Schwarzschild, 16

\( r_Y \quad r = r_Y \) is a fixed timelike hypersurface close to
the horizon (see Lemma 6.3), 15
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