Asynchronous progressive iterative approximation method for least-squares fitting
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Abstract. For large-scale data fitting, the least-squares progressive-iterative approximation (LSPIA) methods were proposed by Lin et al. (SIAM Journal on Scientific Computing, 2013, 35(6):A3052-A3068) and Deng et al. (Computer-Aided Design, 2014, 47:32-44), where the constant step sizes were used. In this work, we further accelerate the LSPIA method in the sense of a Chebyshev semi-iterative scheme and present an asynchronous LSPIA (ALSPIA) method to fit data points. The control points in ALSPIA are updated by utilizing an extrapolated variant and an adaptive step size is chosen according to the roots of Chebyshev polynomials. Our convergence analysis reveals that ALSPIA is faster than the original LSPIA method in both cases of singular and nonsingular least-squares fittings. Numerical examples show that the proposed algorithm is feasible and effective.
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1. Introduction

The least-squares fitting is a classical approach for fitting a blending curve (resp., surfaces) to data points. Given a sequence of points, a blending fitting curve (resp., surfaces) is constructed by minimizing an error criterion that measures the distance from the function to the data points and some smoothness terms. The least-squares progressive-iterative approximation (LSPIA) method, proposed systematically by Deng and Lin [3], is simple and efficient. After an initial blending curve (resp., surfaces) is generated, it iteratively adjusts the control points so that the limit curve (resp., surfaces) can approximate all the data points. Compared to the classical least-squares fitting, such as [23], the LSPIA method admits several useful properties preferred for some applications in geometric modeling, including flexibility and adaptivity.

The fastest convergence rate of LSPIA is given in [3, Theorem 3.1] when the collocation matrix is of full rank. Lin et al. further studied the convergence of LSPIA for the singular
least-squares fitting systems, see [12, Theorem 2.8] and [14, Section 2.3]. Combining the advantages of generalized B-splines with these of the geometric iterative method, a fresh least-squares method was given by introducing two different kinds of weights in [27]. The regularized LSPIA method was provided in [17], which presents a progressive iterative scheme of non-tensor product bivariate spline surfaces. Several well-known accelerations of LSPIA can be found, e.g., in [5, 10, 19]. Very recently, Rios and Jüttler proved that LSPIA is equivalent to a gradient descent method and proposed an extension of LSPIA with parameter correction focusing on the stochastic scheme [25].

Other extensions of the progressive-iterative approximation (PIA) method for tensor product surface were presented in [15,18]. The case of triangular Bézier surface was studied by Liu et al. [16]. To obtain a new control mesh, Chen et al. [1] progressively modified the vertices of a given mesh and proposed a progressive interpolation based on the Catmull-Clark subdivision. A similar algorithm was developed in [20] for the Loop subdivision surface interpolation. Moreover, Deng and Ma [4] proposed a weighted progressive interpolation algorithm for the Loop subdivision surface to improve the convergence rate. Blending the conjugate gradient method [26] and the PIA method, the interpolation method for Loop and Catmull-Clark subdivision surfaces was given by Hamza and Lin in [9]. We refer to the survey [13] and the references therein for more details.

In this work, we present an accelerated LSPIA method to fit data points by using B-spline basis. We update the control points by introducing an adaptive step size, rather than a constant one in [3]. We call it the asynchronous LSPIA (ALSPIA) method. ALSPIA is deduced in the sense of Chebyshev semi-iterative methods, as stated in Section 2. Our convergence analysis reveals that ALSPIA is faster than the original LSPIA when the step size is chosen based on the roots of Chebyshev polynomials. These theoretical results are derived in Section 3. In Section 4, we show some numerical experiments which verify our theoretical analysis and demonstrate that, in comparison with LSPIA [3,12,14], faster convergence has been obtained by our method. Finally, we end this work with some conclusions in Section 5.

2. The ALSPIA method

In this section, we present the ALSPIA method for curve and surface fittings by using blending bases. The process is elaborated on below.

2.1. The case of curves

Let \( \{\mu_i(x)\}_{i=0}^n \) be a blending basis sequence, i.e., these functions are nonnegative and satisfy \( \sum_{i=0}^n \mu_i(x) = 1 \). Given a set of point set \( \{q_j\}_{j=0}^m \subseteq \mathbb{R}^2 \) or \( \mathbb{R}^3 \) \( (m \geq n) \) to be fitted, each \( q_j \) being associated with a parameter \( x_j \) for \( j \in [m] \), where \( [\ell] := \{0,1,2,\cdots,\ell\} \) for an integer \( \ell \geq 1 \), and some points \( p_i^{(0)} \) for \( i \in [n] \) as the initial control points, we start with
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an initial curve

\[ \epsilon^{(0)}(x) = \sum_{i=0}^{n} \mu_i(x)p_i^{(0)}, \ x \in [x_0, x_m] \]

and compute

\[
\begin{cases}
    p_i^{(1)} = p_i^{(0)} + \delta_i^{(0)}, \ i \in [n], \\
    \delta_i^{(0)} = \omega_0 \sum_{j=0}^{m} \mu_i(x_j)r_j^{(0)}, \ i \in [n], \\
    r_j^{(0)} = q_j - \epsilon^{(0)}(x_j), \ j \in [m],
\end{cases}
\]

where \( p_i^{(1)} \) is the \( i \)th new control point, \( \delta_i^{(0)} \) is the \( i \)th adjusting vector, \( r_j^{(0)} \) is the \( j \)th difference vector, and \( \omega_0 \) is an adaptive step size.

Sequentially, assume that we have obtained the \( k \)th curve \( \epsilon^{(k)}(x) \) and let

\[
\begin{cases}
    p_i^{(k+1)} = p_i^{(k)} + \delta_i^{(k)}, \ i \in [n], \\
    \delta_i^{(k)} = \omega_k \sum_{j=0}^{m} \mu_i(x_j)r_j^{(k)}, \ i \in [n], \\
    r_j^{(k)} = q_j - \epsilon^{(k)}(x_j), \ j \in [m].
\end{cases}
\] (2.1)

The next curve is generated by

\[ \epsilon^{(k+1)}(x) = \sum_{i=0}^{n} \mu_i(x)p_i^{(k+1)}. \]

In this way, we get a curve sequence \( \{\epsilon^{(k)}(x)\}_{k=0}^{\infty} \). The parameter sequence \( \{\omega_k\}_{k=0}^{\infty} \) is introduced to accelerate convergence. The geometric interpretation of ALSPIA is intuitively shown in Figure 1.

2.2. The case of surfaces

We now turn to the case of surfaces. Let \( \{Q_{hl}\}_{h,l=0}^{m,p} \subseteq \mathbb{R}^3 \) \((m, p \geq n)\) be a set of point set to be fitted, each \( Q_{hl} \) being associated with a parameter pair \((x_h, y_l)\) for \( h \in [m] \) and \( l \in [p] \) and \( P_{ij}^{(0)} \) for \( i, j \in [n] \) be the initial control points. We construct an initial surface

\[ \mathcal{S}^{(0)}(x, y) = \sum_{i=0}^{n} \sum_{j=0}^{n} \mu_i(x)\mu_j(y)p_{ij}^{(0)}, \ x \in [x_0, x_m], \ y \in [y_0, y_p] \]

and compute

\[
\begin{cases}
    P_{ij}^{(1)} = P_{ij}^{(0)} + \Delta_{ij}^{(0)}, \ i, \ j \in [n], \\
    \Delta_{ij}^{(0)} = \omega_0 \sum_{h=0}^{m} \sum_{l=0}^{p} \mu_i(x_h)\mu_j(y_l)R_{hl}^{(0)}, \ i, \ j \in [n], \\
    R_{hl}^{(0)} = Q_{hl} - \mathcal{S}^{(0)}(x_h, y_l), \ h \in [m], \ l \in [p],
\end{cases}
\]
Figure 1: Geometric interpretation of ALSPIA for curve fitting.

where $P_{ij}^{(1)}$ is the $(i,j)$th new control point, $\Delta_{ij}^{(0)}$ is the $(i,j)$th adjusting vector, $R_{hl}^{(0)}$ is the $(h,l)$th difference vector, and $\omega_0$ is a step size.

In the preparation, assume that we have obtained the $k$th surface $S^{(k)}(x,y)$ and computed

$$
\begin{align*}
\begin{cases}
P_{ij}^{(k+1)} &= P_{ij}^{(k)} + \Delta_{ij}^{(k)}, \quad i, j \in [n], \\
\Delta_{ij}^{(k)} &= \omega_k \sum_{h=0}^{m} \sum_{l=0}^{p} \mu_i(x_h)\mu_j(y_l)R_{hl}^{(k)}, \quad i, j \in [n], \\
R_{hl}^{(k)} &= Q_{hl} - S^{(k)}(x_h,y_l), \quad h \in [m], \quad l \in [p],
\end{cases}
\end{align*}
$$

the next surface is generated by

$$
S^{(k+1)}(x,y) = \sum_{i=0}^{n} \sum_{j=0}^{n} \mu_i(x)\mu_j(y)P_{ij}^{(k+1)}.
$$

Finally, we get a surface sequence $\{S^{(k)}(x,y)\}_{k=0}^{\infty}$, where the parameter sequence $\{\omega_k\}_{k=0}^{\infty}$ is used to speed up convergence.

3. Convergence analyses of ALSPIA

In this section, we utilize matrix theory to analyze the convergence of the ALSPIA method.
3.1. The ALSPIA method for curve fitting

Let the data points and control points be arranged respectively into

\[ q = [q_0 \; q_1 \; \cdots \; q_m]^T \quad \text{and} \quad p^{(k)} = \left[ p_0^{(k)} \; p_1^{(k)} \; \cdots \; p_n^{(k)} \right]^T \]

for \( k = 0, 1, 2, \cdots \). Define the collocation matrix of a system \((\mu_0(x) \; \mu_1(x) \; \cdots \; \mu_n(x))\) at the real increasing sequence \( \{x_j\}_{j=0}^m \) as

\[
A = \begin{bmatrix} \mu_0(x_0) & \mu_1(x_0) & \cdots & \mu_n(x_0) \\ \mu_0(x_1) & \mu_1(x_1) & \cdots & \mu_n(x_1) \\ \vdots & \vdots & \ddots & \vdots \\ \mu_0(x_m) & \mu_1(x_m) & \cdots & \mu_n(x_m) \end{bmatrix}.
\]

Then, the ALSPIA iterative process for curve fitting can be condensed into matrix form

\[
p^{(k+1)} = p^{(k)} + \omega_k A^T (q - Ap^{(k)}) \tag{3.1}
\]

Remark 3.1. Let \( \Lambda \) be a diagonal matrix. Both LSPIAs with singular or nonsingular and ALSPIA admit the matrix form,

\[
p^{(k+1)} = p^{(k)} + \Lambda A^T (q - Ap^{(k)}) \tag{3.2}
\]

for \( k = 0, 1, \cdots \). This form gives us many flexibilities to update the control points and yield various specific instantiations. In particular, if we take \( \Lambda = \omega I_{n+1} \) and \( \Lambda = \omega I_{n+1} \), where \( I_{n+1} \) is the identity matrix with size \( n+1 \) and \( \omega \) is a constant step size, ALSPIA and nonsingular LSPIA \([3]\) are obtained, respectively. In a similar way, the singular LSPIA method is recovered by setting \( \Lambda_{ii} = 1/ \sum_{j \in U_i} \mu_i(x_j) \), where \( U_i \) is a index set of the \( i \)th data point group for \( i \in [n] \), see \([12]\).

By the linear algebra theory, \( p^* \) is a least-squares solution of \( Ap = q \) if and only if \( A^T Ap^* = A^T q \). Let the symbol \( \dagger \) denote the Moore-Penrose pseudoinverse \([2, 7, 26]\). By the pseudoinverse identity \( A^T AA^\dagger q = A^\dagger q \), we know that \( p^* = A^\dagger q \) is one of the least-squares solution. When the normal system has multiple solutions, \( p^* \) has the least Euclidean-norm.

Case 1: \( A^T A \) is singular. Let \( e^{(k)} = p^{(k)} - p^* \) for \( k = 0, 1, 2, \cdots \). It follows that

\[
A^T Ae^{(k+1)} = A^T Ap^{(k+1)} - A^T AA^\dagger q \\
= (A^T A) (I_{n+1} - \omega_k A) (p^{(k)} - A^\dagger q) \\
= (I_{n+1} - \omega_k A) (A^T A)e^{(k)}.
\]

Iterating this recurrence, we have

\[
A^T Ae^{(k+1)} = \prod_{\ell=0}^{k} (I_{n+1} - \omega_\ell A) (A^T A)e^{(0)} \\
= (A^T A) \prod_{\ell=0}^{k} (I_{n+1} - \omega_\ell A)e^{(0)} \\
:= \tilde{P}_{k+2}(A^T A)e^{(0)}.
\]
Case 2: $A^T A$ is nonsingular. In this case, the solution $p^* = (A^T A)^{-1} A^T q$, it yields that

$$e^{(k+1)} = p^{(k+1)} - (A^T A)^{-1} A^T q$$

$$= p^{(k)} + \omega_k ((A^T A)(A^T A)^{-1} A^T q - A^T A p^{(k)}) - (A^T A)^{-1} A^T q$$

$$= (I_{n+1} - \omega_k A^T A) e^{(k)}.$$  

This recurrence indicates that

$$e^{(k+1)} = \prod_{\ell=0}^{k} (I_{n+1} - \omega_\ell A^T A) e^{(0)} : = \tilde{P}_{k+1}(A^T A)e^{(0)}.$$  

General convergence results seen in [2, 7, 26] imply that if the spectral radius of the iteration matrix is less than unity, or equivalently,

$$\lim_{k \to \infty} \rho(\tilde{P}_k(A^T A)) = 0 \text{ or } \lim_{k \to \infty} \rho(\tilde{P}_k(A^T A)) = 0,$$

where $\rho(D)$ is the spectral radius of any squared matrix $D$, then the iteration (3.1) converges toward the required solution and the limit curve, generated by the ALSPIA method, is the least-squares fitting result to the initial data. Next, we will discuss the convergence of the ALSPIA method divided into $A^T A$ being singular and nonsingular cases, where the adaptive step size is chosen based on the roots of Chebyshev polynomials (see Appendix for a brief review of the main properties of Chebyshev polynomials).

3.1.1. Case 1: $A^T A$ is singular

In this case, we get the sub-linear convergence rate for ALSPIA.

**Theorem 3.1.** Let $\{\mu_i(x)\}_{i=0}^n$ be a blending basis and $A$ be the corresponding collocation matrix on the real increasing sequence $\{x_j\}_{j=0}^m$. Suppose that the step size sequence $\{\omega_\ell\}_{\ell=0}^{k-1}$ depends on the roots of the Chebyshev polynomial given by

$$\omega_\ell = \frac{1 - \cos\left(\frac{2k+1}{2(k+1)} \pi\right)}{\nu \left(\cos\left(\frac{2\ell+1}{2(k+1)} \pi\right) - \cos\left(\frac{2k+1}{2(k+1)} \pi\right)\right)}, \ \ell \in [k-1],$$

for a fixed number of iterations $k$, where $\nu$ is the largest eigenvalue of $\tilde{A} = A^T A$. The limit of sequence $\{\varphi^{(k)}(x)\}_{k=0}^\infty$ generated by the ALSPIA method, is the least-squares curve of the initial data $\{q_j\}_{j=0}^m$ even though $A$ is rank deficient. In such a case, we have the following sub-linear convergence rate

$$\rho(\tilde{P}_{k+1}(\tilde{A})) \leq \frac{\nu \pi}{2(k+1)^2},$$

where $\tilde{P}_{k+1}(\tilde{A}) = \tilde{A} \prod_{\ell=0}^{k-1} (I_{n+1} - \omega_\ell \tilde{A})$. 
Proof. Since $\bar{A}$ is singular, the spectrum of $\bar{A}$ satisfies that

$$0 \leq \lambda_i(\bar{A}) \leq \lambda_{\max}(\bar{A}) = v < \infty,$$

where $\lambda_i(\bar{A})$ be the $i$th eigenvalue of $\bar{A}$ for $i = 1, 2, \cdots, n + 1$. It follows that

$$\rho(\tilde{P}_{k+1}(\bar{A})) = \max_{i=1,2,\cdots,n+1} |\tilde{P}_{k+1}(\lambda_i)| \leq \max_{\lambda \in [0,v]} |\tilde{P}_{k+1}(\lambda)|,$$

where

$$\tilde{P}_{k+1}(\lambda) = \lambda \prod_{\ell=0}^{k-1} (1 - \omega_\ell \lambda) \quad (3.5)$$

is the polynomial of degree $k+1$. Then, we aim at selecting the weights $\omega_\ell$ for $\ell \in [k-1]$ such that $\tilde{P}_{k+1}(\lambda)$ has the least deviation from 0 on the interval $[0,v]$ and satisfying

$$\tilde{P}_{k+1}(0) = 0 \quad \text{and} \quad \tilde{P}_{k+1}'(0) = 1,$$

which can be given in terms of a Chebyshev polynomial.

Let $P_{k+1}(x)$ be the first kind of Chebyshev polynomial of degree $k+1$ whose the closest root to 1 is $x_{k+1} = \cos(\frac{2k+1}{2(k+1)} \pi) = \cos\left(\pi - \frac{1}{2(k+1)} \pi\right) < 0$.

Define the polynomial

$$\tilde{P}_{k+1}(\lambda) = \frac{v}{1-x_{k+1}} \frac{P_{k+1}(x_{k+1} + \frac{1-x_{k+1}}{v} \lambda)}{P_{k+1}'(x_{k+1})}.$$

It is easy to check that

$$\tilde{P}_{k+1}(0) = \frac{v}{1-x_{k+1}} \frac{P_{k+1}(x_{k+1})}{P_{k+1}'(x_{k+1})} = 0$$

and

$$\tilde{P}_{k+1}'(0) = \frac{v}{1-x_{k+1}} \frac{1-x_{k+1}}{v} \frac{P_{k+1}'(x_{k+1})}{P_{k+1}'(x_{k+1})} = 1.$$

According to this choice of $\tilde{P}_k(\lambda)$, it follows that

$$\max_{\lambda \in [0,v]} |\tilde{P}_{k+1}(\lambda)| = \max_{\lambda \in [0,v]} \left| \frac{v}{1-x_{k+1}} \frac{P_{k+1}(x_{k+1} + \frac{1-x_{k+1}}{v} \lambda)}{P_{k+1}'(x_{k+1})} \right| \leq \frac{v}{|P_{k+1}'(x_{k+1})|},$$
where the inequality is from Lemma 5.1. Moreover, from the property of Chebyshev polynomial, we know that, for any \( \theta \),
\[
P_{k+1}(\cos(\theta)) = \cos((k + 1)\theta).
\]
Differentiating on both sides yields that
\[
\sin(\theta)P'_{k+1}(\cos(\theta)) = (k + 1)\sin((k + 1)\theta).
\]
When \( \theta = \pi - \pi/(2k + 2) \), we have
\[
P'_{k+1}(x_{k+1}) = \frac{(k + 1)|\sin((k + 1)\pi - \pi/2)|}{|\sin(\pi - \pi/(2k + 2))|} = \frac{k + 1}{2(k + 1)^2} \pi,
\]
where the last line is from the fact that \( \sin(\pi - \pi/(2k + 2)) \sim \pi/(2k + 2) \) when \( k \) is sufficiently large. Then we can straightforwardly obtain the estimate
\[
\rho(\tilde{P}_{k+1}(\tilde{A})) \leq \frac{v}{P'_{k+1}(x_{k+1})} \leq \frac{v\pi}{2(k + 1)^2}.
\]
Formula (3.5) shows that the zeros of polynomial \( \tilde{P}_{k+1}(\lambda) \) are \( \lambda = 1/\omega_\ell \), for \( \ell \in [k - 1] \). Hence, the optimal step sizes (for the approximation problem, simplified to on interval) are given by the inverse roots of \( \tilde{P}_{k+1}(\lambda) \) [22, Chapter 1]. That is,
\[
x_{k+1} + \frac{1 - x_{k+1}}{v} \omega_\ell^{-1} = \cos\left(\frac{2\ell + 1}{2(k + 1)\pi}\right).
\]
Therefore, we obtain the statement in (3.3).

### 3.1.2. Case 2: \( A^T A \) is nonsingular

In this case, we get the following linear convergence rate for ALSPIA.

**Theorem 3.2.** Let \( \{\mu_i(x)\}_{i=0}^n \) be a blending basis and \( A \) be the corresponding collocation matrix on the real increasing sequence \( \{x_j\}_{j=0}^m \). Suppose that the step size sequence \( \{\omega_\ell\}_{\ell=0}^{k-1} \) depends on the roots of the Chebyshev polynomial given by
\[
\omega_\ell = 2 \left( (v + u) + (v - u) \cos\left(\frac{2\ell + 1}{2k\pi}\right) \right)^{-1}, \quad \ell \in [k - 1],
\]
for a fixed number of iterations \( k \), where \( v \) and \( u \) are the largest and the smallest eigenvalues of \( \tilde{A} \), respectively. The limit of sequence \( \{\xi^{(k)}(x)\}_{k=0}^{\infty} \) generated by the ALSPIA method, is the
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least-squares curve of the initial data \( \{q_j\}_{j=0}^m \) when \( A \) is of full rank. In such a case, we have the following linear convergence rate

\[
\rho(\bar{P}_k(A)) \leq 2 \left( \frac{\sqrt{v} - \sqrt{u}}{\sqrt{v} + \sqrt{u}} \right)^k ,
\]  

(3.7)

where \( \bar{P}_k(A) = \prod_{\ell=0}^{k-1} (I_{n+1} - \omega_\ell A) \).

Proof. Assume that the spectrum of \( \bar{A} \) satisfies that

\[ 0 < u = \lambda_{\min}(\bar{A}) \leq \lambda_i(\bar{A}) \leq \lambda_{\max}(\bar{A}) = v < \infty , \quad i = 1, 2, \cdots, n + 1. \]

Then, we have the following bound

\[
\rho(\bar{P}_k(\bar{A})) = \max_{i=1,2,\cdots,n+1} |\bar{P}_k(\lambda_i)| \leq \max_{\lambda \in [u, v]} |\bar{P}_k(\lambda)| .
\]

In such way, we can choose the asynchronous sizes \( \omega_\ell \) for \( \ell \in [k-1] \) such that \( \bar{P}_k(\lambda) \) is the polynomial least deviation from zero on \( [u, v] \), which satisfies that \( \bar{P}_k(0) = 1 \). From Lemma 5.2, it yields that

\[
\max_{\lambda \in [u, v]} |\bar{P}_k(\lambda)| = \max_{\lambda \in [u, v]} \left| \frac{P_k \left( \frac{2\lambda}{v-u} - \frac{v+u}{v-u} \right)}{P_k \left( \frac{v+u}{v-u} \right)} \right| = \frac{1}{P_k \left( \frac{v+u}{v-u} \right)} ,
\]

where \( P_k(x) \) is the \( k \)th Chebyshev polynomial. Let \( s = (v+u)/(v-u) = (1+t)/(1-t) > 1 \) with \( t = u/v \in (0, 1] \). We have

\[
\frac{s^2 - 1}{(1-t)^2} = \frac{(1+t)^2 - (1-t)^2}{(1-t)^2} = \frac{4t}{(1-t)^2} .
\]

An elementary computation shows that

\[
s + \sqrt{s^2 - 1} = \frac{1 + t + 2\sqrt{t}}{1-t} = \frac{(1+\sqrt{t})^2}{1-t} = \frac{1+\sqrt{t}}{1-\sqrt{t}}
\]

and

\[
s - \sqrt{s^2 - 1} = \frac{1 + t - 2\sqrt{t}}{1-t} = \frac{(1-\sqrt{t})^2}{1-t} = \frac{1-\sqrt{t}}{1+\sqrt{t}} .
\]

From Lemma 5.1, we know that

\[
P_k \left( \frac{v+u}{v-u} \right) = P_k(s) = \frac{1}{2} \left[ (s + \sqrt{s^2 - 1})^k + (s + \sqrt{s^2 - 1})^{-k} \right] \geq \frac{1}{2} \left( \frac{1+\sqrt{t}}{1-\sqrt{t}} \right)^k .
\]
It follows that
\[
\rho \left( \tilde{P}_k(\tilde{A}) \right) \leq \max_{\lambda \in [u, v]} |\tilde{P}_k(\lambda)| \leq 2 \left( \frac{1 - \sqrt{\ell}}{1 + \sqrt{\ell}} \right)^k = 2 \left( \frac{\sqrt{v} - \sqrt{u}}{\sqrt{v} + \sqrt{u}} \right)^k.
\]

Correspondingly, the step sizes \( \omega_\ell \), for \( \ell \in [k - 1] \), are chosen as the inverse roots of polynomial \( \tilde{P}_k(\lambda) \). That is,
\[
\frac{2\omega_\ell^{-1}}{v - u} - \frac{v + u}{v - u} = \cos \left( \frac{2\ell + 1}{2k} \pi \right),
\]
which yields the expression in formula (3.6) immediately.

**Remark 3.2.** Formulas (3.3) and (3.6) give the sets of the step sizes \( \omega_\ell \) with \( \ell \in [k - 1] \) for a fixed \( k \). The order, where \( \omega_\ell \) is used, does not matter. In practice, however, this can be important, and the natural ordering from (3.3) or (3.6) may lead to an amplification of roundoff error. It is interesting and may be the subject of a new paper. In this work, we do not consider the influence of the order of \( \omega_\ell \) and choose it in a cycle fashion. Several reordering methods leading to more stable calculations have been proposed in the literature; see, e.g., [11].

**Remark 3.3.** Deng and Lin ([3, Theorem 3.1]) have succeeded to establish an upper bound on the step size that guarantees the convergence of LSPIA. When the optimal step size is given by \( \omega_{\text{opt}} = 2/(v + u) \), LSPIA has the smallest possible convergence rate \( \rho_{\text{LSPIA}} = (v - u)/(v + u) \) for the case of curve fitting. When \( \mathbf{A} \) is of full-column rank, the matrix \( \tilde{\mathbf{A}} \) has all positive eigenvalues then \( u/v \in (0, 1) \) which means that \( \rho_{\text{LSPIA}} \in [0, 1) \). Then, LSPIA is guaranteed to converge. In addition, we can see that the convergence rate, given by Theorem 3.2, is better than \( \rho_{\text{LSPIA}} \) for a fixed \( k \). Note also that the convergence rate from Theorem 3.2 is the same as that for the conjugate gradient method; see, for example, formula 6.128 in [26], and it is optimal for this class of iterative schemes.

**Remark 3.4.** The ALSPIA method with Chebyshev-based step size belongs to the class of Chebyshev semi-iterative methods [8], however, which to the best of our knowledge has not been previously used to accelerate the convergence rate of LSPIA [3]. Some other accelerations of LSPIA have been proposed, e.g., in [5,10]. Take the curve fitting situation as an example. In [5], the Schulz composite iterative procedure is applied to update the adjusting vector. In [10, Equation (3)], by introducing three real weights, the LSPIA with memory method needs two additional storing data of the previous step and three more scalar multiplications at each iteration to calculate the adjusting vector, its optimal convergence rate was presented in [10, Theorem 6].

### 3.2. The ALSPIA method for surface fitting

In this case, we put all the coordinates of data point and control point into a row partition, which are arranged as follows.

\[
\mathbf{Q} = [Q_{00} \cdots Q_{m0} \ Q_{01} \cdots Q_{m1} \cdots Q_{0p} \cdots Q_{mp}]^T,
\]
and

\[
P^{(k)} = \left[ p^{(k)}_{00} \ldots p^{(k)}_{n0} \ p^{(k)}_{01} \ldots p^{(k)}_{n1} \ldots p^{(k)}_{0n} \ldots p^{(k)}_{nn} \right]^T
\]

for \( k = 0, 1, 2, \ldots \). Define another collocation matrix of a system \((\mu_0(y) \ \mu_1(y) \ \cdots \ \mu_n(y))\) at the real increasing sequence \(\{y_l\}_{l=0}^p\) as

\[
B^T = [\mu_j(y_l)]_{l=0,j=0}^{p,n} = \begin{bmatrix}
\mu_0(y_0) & \mu_1(y_0) & \cdots & \mu_n(y_0) \\
\mu_0(y_1) & \mu_1(y_1) & \cdots & \mu_n(y_1) \\
\vdots & \vdots & \ddots & \vdots \\
\mu_0(y_p) & \mu_1(y_p) & \cdots & \mu_n(y_p)
\end{bmatrix}.
\]

Observe that formula (2.2) enables us to express the iteration of ALSPIA surface fitting in the vectorized form

\[
p^{(k+1)} = p^{(k)} + \omega_k \left( B \otimes A^T \right) \left( Q - (B^T \otimes A) p^{(k)} \right). \tag{3.8}
\]

It indicates that the approach, used in the case of curve fitting, carries over well to this case. Then, we can get the following convergence results for ALSPIA surface fitting.

**Corollary 3.1.** Let \( \{\mu_i(x)\}_{i=0}^n \) and \( \{\mu_j(y)\}_{j=0}^n \) be two blending bases, and \( A \) and \( B^T \) be the corresponding collocation matrices on the real increasing sequences \( \{x_h\}_{h=0}^m \) and \( \{y_l\}_{l=0}^p \) respectively. Suppose that the step size sequence \( \{\omega_\ell\}_{\ell=1}^{k-1} \) depends on the roots of the Chebyshev polynomial given by

\[
\omega_\ell = \frac{1 - \cos \left( \frac{2k+1}{2(k+1)} \pi \right)}{\bar{\nu} \left( \cos \left( \frac{2\ell+1}{2(k+1)} \pi \right) - \cos \left( \frac{2k+1}{2(k+1)} \pi \right) \right)}, \ \ell \in [k-1],
\]

for a fixed number of iterations \( k \), where \( \bar{\nu} \) is the largest eigenvalue of \( \tilde{A} = (B^T \otimes A) (B^T \otimes A) \). The limit of sequence \( \{\mathcal{S}^{(k)}(x, y)\}_{k=0}^{\infty} \) generated by the ALSPIA method, is the least-squares surface of the initial data \( \{Q_{il}\}_{h=0,l=0}^{m,p} \) even though \( B^T \otimes A \) is rank deficient. In such a case, we have the following sub-linear convergence rate

\[
\rho \left( \tilde{p}_{k+1}(\tilde{A}) \right) \leq \frac{\bar{\nu} \pi}{2(k+1)^2},
\]

where \( \tilde{p}_{k+1}(\tilde{A}) = \tilde{A} \prod_{\ell=0}^{k-1} (I_{(n+1)^2} - \omega_\ell \tilde{A}) \).

**Corollary 3.2.** Let \( \{\mu_i(x)\}_{i=0}^n \) and \( \{\mu_j(y)\}_{j=0}^n \) be two blending bases, and \( A \) and \( B^T \) be the corresponding collocation matrices on the real increasing sequences \( \{x_h\}_{h=0}^m \) and \( \{y_l\}_{l=0}^p \) respectively. Suppose that the step size sequence \( \{\omega_\ell\}_{\ell=0}^{k-1} \) depends on the roots of the Chebyshev polynomial given by

\[
\omega_\ell = 2 \left( (\bar{\nu} + \bar{u}) + (\bar{\nu} - \bar{u}) \cos \left( \frac{2\ell + 1}{2k} \pi \right) \right)^{-1}, \ \ell \in [k-1],
\]
for a fixed number of iterations \( k \), where \( \hat{v} \) and \( \hat{u} \) are the largest and the smallest eigenvalues of \( \hat{A} \), respectively. The limit of sequence \( \{ \mathcal{S}^{(k)}(x, y) \}_{k=0}^{\infty} \), generated by the ALSPIA method, is the least-squares surface of the initial data \( \{ Q_{hl} \}_{h=0, l=0}^{m, n} \) when \( B^T \otimes \hat{A} \) is of full rank. In such a case, we have the following linear convergence rate

\[
\rho \left( \hat{P}_k(\hat{A}) \right) \leq 2 \left( \frac{\sqrt{\hat{v}} - \sqrt{\hat{u}}}{\sqrt{\hat{v}} + \sqrt{\hat{u}}} \right)^k,
\]

where \( \hat{P}_k(\hat{A}) = \prod_{\ell=0}^{k-1} \left( I_{(n+1)^2} - \omega_{\ell} \hat{A} \right) \).

4. Numerical experiments

In this section, we compare the performance of our method with LSPIA \([3, 12, 14]\) in terms of iteration number (denoted as IT), computing time in seconds (denoted as CPU), and relative fitting error respectively defined by

\[
E_k = \frac{\sum_{i=0}^{n} \left\| \sum_{j=0}^{m} \mu_i(x) r_j^{(k)} \right\|^2}{\sum_{i=0}^{n} \left\| \sum_{j=0}^{m} \mu_i(x) r_j^{(0)} \right\|^2}
\]

and

\[
E_k = \frac{\sum_{i=0}^{n} \sum_{j=0}^{n} \left\| \sum_{h=0}^{n} \sum_{l=0}^{m} \mu_i(x_h) \mu_j(y_l) R_{hl}^{(k)} \right\|^2}{\sum_{i=0}^{n} \sum_{j=0}^{n} \left\| \sum_{h=0}^{n} \sum_{l=0}^{m} \mu_i(x_h) \mu_j(y_l) R_{hl}^{(0)} \right\|^2}
\]

for curve and surface cases, respectively, when \( k = 0, 1, 2, \ldots \). We also report two speed-ups of ALSPIA against LSPIA, which are defined by

\[
S_{IT} = \frac{\text{IT of LSPIA}}{\text{IT of ALSPIA}} \quad \text{and} \quad S_{CPU} = \frac{\text{CPU of LSPIA}}{\text{CPU of ALSPIA}}.
\]

The experiments are terminated once \( E_k \) is less than \( 10^{-6} \) or IT exceeds \( 10^4 \) and let \( E_k \) be \( E_\infty \).

We test the ALSPIA method for six representative examples for the B-spline curves fitting and tensor product surface fitting. These examples are given as follows (available from http://paulbourke.net/geometry/).

**Example 4.1.** \( m + 1 \) points sampled uniformly from a blob-shaped curve, whose polar coordinate equation is \( r = 2 + 4 \cos(2 \theta_1 + \pi/4) + \cos(3 \theta_1 + \pi/4) \) with \( 0 \leq \theta_1 \leq 2\pi \).

**Example 4.2.** \( m + 1 \) points sampled from a spherical cardioid curve, whose coordinates are given by \( x = 2 \cos(\theta_1) - \cos(3 \theta_1) \), \( y = 2 \sin(\theta_1) - \sin(3 \theta_1) \), and \( z = 2 \cos(\theta_1/2) \) with \( 0 \leq \theta_1 \leq 4\pi \).
Example 4.3. \( m + 1 \) points sampled from a function
\[
f(\theta_1) = (3 + \theta_1)^2 \sin(10\theta_1)(\cos^2(\theta_1))/((\theta_1 + 1)^2)
\]
with \( 0 \leq \theta_1 \leq 2\pi \).

Example 4.4. \( m + 1 \) points sampled from a helix curve, whose coordinates are given by \( x = 10 \cos(\theta_1 \pi/3), y = 10 \sin(\theta_1 \pi/3) \), and \( z = \theta_1 \pi/3 \) with \( 0 \leq \theta_1 \leq 2\pi \).

Example 4.5. \((m+1) \times (p+1)\) points sampled uniformly from a Lemniscate surface, whose parametric equation is given by
\[
\begin{align*}
x &= \sqrt{\sin(2\theta_1)} \cos(\theta_1) \cos(\theta_2), \\
y &= \sqrt{\sin(2\theta_1)} \sin(\theta_1) \cos(\theta_2), \\
z &= x^2 - y^2 + 2xy \tan^2(\theta_2)
\end{align*}
\]
with \( 0 \leq \theta_1, \theta_2 \leq \pi \).

Example 4.6. \((m+1) \times (p+1)\) points sampled uniformly from the peaks function
\[
f(\theta_1, \theta_2) = 3(1 - \theta_1)^2 e^{-\theta_1^2-(\theta_2+1)^2} - 10(\theta_1/5 - \theta_1^3 - \theta_2^5) e^{-\theta_1^2 - \theta_2^2} - 1/3 e^{-(\theta_1+1)^2 - \theta_2^2}
\]
with \(-3 \leq \theta_1 \leq 3\) and \(-4 \leq \theta_2 \leq 4\).

4.1. Curve fitting

The implementation details of LSPIA and ALSPIA for curve fitting are arranged as follows.

Given an ordered point set \( \{q_j\}_{j=0}^m \) in \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \), we assign the parameter sequence \( \{x_j\}_{j=0}^m \) according to the normalized accumulated chord parameterization method, i.e.,
\[
x_0 = 0, \ x_j = x_{j-1} + \frac{\|q_j - q_{j-1}\|}{\sum_{i=1}^m \|q_i - q_{i-1}\|}, \text{ and } x_m = 1
\]
for \( j = 1, 2, \cdots, m \). We choose a cubic B-spline basis, which is popular and effective in computer-aided geometric design research; see, e.g., [3]. The knot vector is defined by
\[
\nu = \{0, 0, 0, 0, \check{x}_4, \check{x}_5, \cdots, \check{x}_n, 1, 1, 1\}
\]
with \( \check{x}_{j+3} = (1-\alpha)x_{j-1} + \alpha x_j, i = jd, \alpha = jd - i, d = (m+1)/(n-2) \) for \( j = 1, 2, \cdots, n-3 \), and the notation \( [\cdot] \) is the greatest integer function. For more details on the formulations of generating the parameter sequence and knot vector, we respectively refer to equations (9.5) and (9.69) in the book by Piegl and Tiller [24]. The collocation matrix is realized by applying MATLAB built-in function, e.g., \( A = \text{spcol}(\mu, 4, \nu) \). For \( i = 1, 2, \cdots, n - 1 \), the initial control points are selected by
\[
P_i^{(0)} = q_{\lfloor i/d \rfloor}, \quad p_i^{(0)} = q_{\lfloor (m+1)\check{x}_i \rfloor}, \text{ and } p_n^{(0)} = q_n,
\]
which is also described in the formula (23) of Deng and Lin [3].

As shown in [3, Theorem 3.1], the optimal parameter appeared in LSPIA is given by \( \omega = \omega_{opt} \). Note that the extreme singular values are computed via MATLAB function, e.g., \text{svd}. To ensure fairness, we execute all these methods without explicitly forming them.

(1) \( A^T A \) is nonsingular. For the data points in Examples 4.1 and 4.2, we list the numerical results, including the relative fitting errors, the numbers of iteration steps, the CPU times, and the speed-ups of IT and CPU, for the LSPIA and ALSPIA methods in Tables 1 and 2. In these two examples, the collection matrices are of full-column rank. We find that the relative fitting errors of the tested methods are analogous while ALSPIA takes much fewer iteration counts and CPU times than LSPIA with various \( m \) and \( n \), which indicates that ALSPIA is more effective than LSPIA. We also observe that the two speed-ups increase along with the number of control points growing larger for a fixed \( m \). In Figures 2 and 3, we respectively draw the initial data points to be fitted, the cubic B-spline fitting curves, and the convergence behaviors of relative fitting error versus CPU time for LSPIA and ALSPIA when \((m, n) = (8000, 1000)\). We see that the curves constructed by ALSPIA approximate the given data points accurately and the relative fitting errors of ALSPIA decay faster than that of LSPIA.

Table 1: The numerical results of \( E_\infty \), IT, and CPU for LSPIA and ALSPIA in Example 4.1 with various \( m \) and \( n \).

| \( m, n \) | \( (8000, 1000) \) | \( (8000, 2000) \) | \( (8000, 3000) \) | \( (10000, 3000) \) |
|---|---|---|---|---|
| LSPIA | \( E_\infty \) | 9.11 \times 10^{-7} | 9.87 \times 10^{-7} | 9.88 \times 10^{-7} | 9.82 \times 10^{-7} |
| IT | 135 | 277 | 898 | 418 |
| CPU | 1.714 | 6.881 | 38.829 | 20.043 |
| ALSPIA | \( E_\infty \) | 9.76 \times 10^{-7} | 6.67 \times 10^{-7} | 6.72 \times 10^{-7} | 6.46 \times 10^{-7} |
| IT | 10 | 9 | 14 | 12 |
| CPU | 0.115 | 0.193 | 0.497 | 0.515 |
| Speed-up | \( S_{IT} \) | 13.500 | 30.778 | 64.143 | 34.833 |
| \( S_{CPU} \) | 14.954 | 35.688 | 78.062 | 38.899 |

| \( m, n \) | \( (15000, 3000) \) | \( (15000, 4000) \) | \( (15000, 5000) \) | \( (20000, 5000) \) |
|---|---|---|---|---|
| LSPIA | \( E_\infty \) | 9.36 \times 10^{-7} | 9.75 \times 10^{-7} | 9.87 \times 10^{-7} | 9.67 \times 10^{-7} |
| IT | 201 | 317 | 573 | 280 |
| CPU | 14.462 | 31.715 | 74.945 | 47.871 |
| ALSPIA | \( E_\infty \) | 6.99 \times 10^{-7} | 9.45 \times 10^{-7} | 7.13 \times 10^{-7} | 6.55 \times 10^{-7} |
| IT | 8 | 10 | 7 | 7 |
| CPU | 0.528 | 0.875 | 0.736 | 1.002 |
| Speed-up | \( S_{IT} \) | 25.125 | 31.700 | 81.857 | 40.000 |
| \( S_{CPU} \) | 27.366 | 36.246 | 101.834 | 47.782 |

(2) \( A^T A \) is singular. In the least-squares fitting problems, the rank-deficient collocation matrix may emerge if one takes a missing data. For more details, we refer to [12]. In Example 4.3, we employ 2001 control points to fit 14600 data points with a hole, as shown in Figure 4 (a). In this case, the rank of \( A^T A \) is 1952. We display in Figures 4 (b) and (c) the
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Table 2: The numerical results of $E_{\infty}$, IT, and CPU for LSPIA and ALSPIA in Example 4.2 with various $m$ and $n$.

| $(m, n)$          | (8000, 1000) | (8000, 2000) | (10000, 1000) | (10000, 2000) |
|-------------------|-------------|-------------|--------------|--------------|
| **LSPIA**         |             |             |              |              |
| $E_{\infty}$     | $9.27 \times 10^{-7}$ | $8.57 \times 10^{-7}$ | $8.53 \times 10^{-7}$ | $9.09 \times 10^{-7}$ |
| IT                | 79          | 78          | 81           | 78           |
| CPU               | 0.901       | 1.899       | 1.295        | 2.577        |
| **ALSPIA**        |             |             |              |              |
| $E_{\infty}$     | $4.61 \times 10^{-7}$ | $6.00 \times 10^{-7}$ | $4.46 \times 10^{-7}$ | $5.67 \times 10^{-7}$ |
| IT                | 5           | 4           | 5            | 4            |
| CPU               | 0.046       | 0.075       | 0.057        | 0.095        |
| **Speed-up**      |             |             |              |              |
| $S_{IT}$          | 15.800      | 19.500      | 16.200       | 19.500       |
| $S_{CPU}$         | 19.545      | 25.320      | 22.566       | 27.165       |

| $(m, n)$          | (12000, 1000) | (12000, 2000) | (14000, 1000) | (14000, 2000) |
|-------------------|--------------|--------------|--------------|--------------|
| **LSPIA**         |             |             |              |              |
| $E_{\infty}$     | $9.62 \times 10^{-7}$ | $9.49 \times 10^{-7}$ | $9.38 \times 10^{-7}$ | $9.41 \times 10^{-7}$ |
| IT                | 113         | 165         | 109          | 147          |
| CPU               | 2.029       | 6.359       | 2.338        | 6.814        |
| **ALSPIA**        |             |             |              |              |
| $E_{\infty}$     | $9.95 \times 10^{-7}$ | $5.48 \times 10^{-7}$ | $9.82 \times 10^{-7}$ | $5.32 \times 10^{-7}$ |
| IT                | 4           | 4           | 4            | 4            |
| CPU               | 0.055       | 0.116       | 0.064        | 0.141        |
| **Speed-up**      |             |             |              |              |
| $S_{IT}$          | 28.250      | 41.250      | 27.250       | 36.750       |
| $S_{CPU}$         | 36.799      | 54.649      | 36.369       | 48.384       |

cubic B-spline fitting curves generated by singular LSPIA and ALSPIA, respectively. Both of them can fit the initial data points well for this singular least-squares case. However, from Figure 4 (d), where the iteration history of relative fitting error versus CPU time for the tested methods is given, we can see that the ALSPIA method needs less CPU time than the singular LSPIA method when the relative fitting error is comparable ($E_{\infty} = 9.00 \times 10^{-7}$).

For a three-dimensional helix curve in Example 4.4, we utilize 3001 control points to fit 18898 data points that lack data in three places, which results in the rank of $A^T A$ being 2847. The initial data points and the cubic B-spline fitting curves generated by singular LSPIA and ALSPIA are shown in Figures 5 (a), (b), and (c), respectively. We can see that the given data points are fitted well by ALSPIA in this singular least-squares case. When the stop criterion is achieved, LSPIA and ALSPIA individually require 19 and 15 iteration counts and the latter needs less CPU time, as shown in Figure 5 (d). All the shreds of evidence indicate that the ALSPIA method is superior to the singular LSPIA method.

4.2. Surface fitting

Similar to the case of curve fitting, we organize the execution details of ALSPIA for surface fitting as follows. Given an ordered point set $\{Q_{ht}\}_{h=0, t=0}^{m,p}$ in $\mathbb{R}^3$, we assign the parameters $\{x_h\}_{h=0}^{m}$ and $\{y_t\}_{t=0}^{p}$ as follows.

\[
x_0 = 0, \ x_h = x_{h-1} + \frac{\sum_{t=0}^{p} ||Q_{ht} - Q_{h-1,t}||}{\sum_{s=1}^{m} \sum_{t=0}^{p} ||Q_{st} - Q_{s-1,t}||}, \text{ and } x_m = 1
\]
for \( h = 1, 2, \cdots, m \) and
\[
y_0 = 0, \quad y_l = y_{l-1} + \frac{\sum_{j=0}^{m} \| Q_{j,l} - Q_{j,l-1} \|}{\sum_{h=0}^{m} \sum_{t=1}^{p} \| Q_{s,t} - Q_{s,t-1} \|}, \quad \text{and} \quad y_p = 1
\]
for \( l = 1, 2, \cdots, p \). Two knot vectors are defined by
\[
\{ 0, 0, 0, \bar{x}_4, \bar{x}_5, \cdots, \bar{x}_n, 1, 1, 1 \},
\]
with \( \bar{x}_{h+3} = (1 - \alpha_x) x_{i-1} + \alpha_x x_i, \ i = \lfloor h d_x \rfloor, \ \alpha_x = h d_x - i, \ d_x = (m + 1)/(n - 2) \) for \( h = 1, 2, \cdots, n - 3 \) and
\[
\{ 0, 0, 0, \bar{y}_4, \bar{y}_5, \cdots, \bar{y}_n, 1, 1, 1 \},
\]
with \( \bar{y}_{l+3} = (1 - \alpha_y) y_{j-1} + \alpha_y y_j, \ j = \lfloor l d_y \rfloor, \ \alpha_y = l d_y - j, \ d_y = (p + 1)/(n - 2) \) for \( l = 1, 2, \cdots, n - 3 \). The initial control points are selected as
\[
\mathbf{P}^{(0)}_{ij} = Q_{f_1(i), f_2(j)}.
\]
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(a) Initial data points

(b) Curve by LSPIA

(c) Curve by ALSPIA

(d) $E_k$ vs CPU

Figure 3: The initial data points, the cubic B-spline fitting curves, and the convergence behaviors of relative fitting error versus CPU time given by LSPIA and ALSPIA with $m = 8000$ and $n = 1000$ for Example 4.2.

where $f_1(0) = f_2(0) = 0$, $f_1(n) = m$, $f_2(n) = p$, and for $i, j \geq 1$, $f_1(i) = \lfloor (m + 1) i / n \rfloor$ and $f_2(j) = \lfloor (p + 1) j / n \rfloor$.

For solving the least-squares problem in Examples 4.5 and 4.6, we list the numbers of iteration steps, the CPU times, and the relative fitting errors for the LSPIA and ALSPIA methods with various $(m, p, n)$ in Tables 3 and 4. The results in the two tables show that ALSPIA can always successfully compute an approximate solution, but LSPIA fails for the cases of $(m, p, n)$ being $(50, 50, 20)$, $(50, 50, 30)$, and $(60, 60, 30)$ in Example 4.5 and $(50, 50, 20)$ in Example 4.6, respectively, due to the number of the iteration steps exceeding $10^4$. For all convergent cases, the iteration counts and CPU times of ALSPIA are appreciably smaller than those of LSPIA, with the IT (resp., CPU) speed-up being at least 30.422 (resp., 29.535) and at most attaining even 213.316 (resp., 226.306). Hence, the ALSPIA method considerably outperforms the LSPIA method in terms of both iteration counts and CPU times, too. In Figures 6 and 7, we display the initial data points, the bi-cubic B-spline fitting surfaces, and the convergence curves of relative fitting error versus CPU time given by LSPIA and ALSPIA with a fixed $(m, p, n) = (80, 80, 20)$. Without a doubt, the relative fitting error of ALSPIA is
in two cases. That is, ALSPIA has sub-linear and linear convergence rates when the collocation matrix is rank deficient and of full-column rank, respectively. Our convergence analysis reveals that ALSPIA is faster than the original LSPIA method. In the numerical experiments, it is shown that ALSPIA outperforms the classical LSPIA method in terms of both iteration counts and CPU times.

5. Conclusions

In this work, we propose the ALSPIA method to fit data. Our approach is based on the idea that we update the control points by utilizing an adaptive step size. When the step size is the same constant, the ALSPIA method automatically reduces to the original LSPIA method. We choose them according to the roots of Chebyshev polynomials. We prove that ALSPIA is convergent in two cases. That is, ALSPIA has sub-linear and linear convergence rates when the collocation matrix is rank deficient and of full-column rank, respectively. Our convergence analysis reveals that ALSPIA is faster than the original LSPIA method. In the numerical experiments, it is shown that ALSPIA outperforms the classical LSPIA method in terms of both iteration counts and CPU times.
The asynchronous LSPIA method

Figure 5: The initial data points, the cubic B-spline fitting curves, and the convergence behaviors of relative fitting error versus CPU time given by LSPIA and ALSPIA with \( m = 18897 \) and \( n = 3000 \) for Example 4.4.

Appendix

In this appendix, we briefly review some properties of the Chebyshev polynomials. For \( k \geq 1 \), the first kind of Chebyshev polynomials can be defined by the following recursive relation

\[
P_0(x) = 1, \quad P_1(x) = x, \quad \text{and} \quad P_{k+1}(x) = 2xP_k(x) - P_{k-1}(x).
\]

Chebyshev polynomials have many interesting properties [2,26]. Here are a few, which are easy to prove from their definition.

**Lemma 5.1.** [2, Lemma 6.7] Chebyshev polynomials have the following properties.

1. \( P_k(1) = 1 \).
2. \( P_k(x) = \cos(k \cdot \arccos(x)) \) if \( |x| \leq 1 \).
3. \( |P_k(x)| \leq 1 \) if \( |x| \leq 1 \).
Table 3: The numerical results of $E_\infty$, IT, and CPU for LSPIA and ALSPIA in Example 4.5 with various $m$, $p$, and $n$.  

| $(m, p, n)$ | $(50, 50, 20)$ | $(60, 60, 20)$ | $(70, 70, 20)$ | $(80, 80, 20)$ |
|-------------|---------------|---------------|---------------|---------------|
| LSPIA       | $E_\infty$ #  | $9.98 \times 10^{-7}$ | $9.96 \times 10^{-7}$ | $9.97 \times 10^{-7}$ |
|             | IT > $10^4$   | 3561          | 2984          | 2676          |
|             | CPU #         | 7.312         | 9.346         | 12.526        |
| ALSPIA      | $E_\infty$ 9.95 $\times 10^{-7}$ | $9.88 \times 10^{-7}$ | $9.62 \times 10^{-7}$ | $9.45 \times 10^{-7}$ |
|             | IT 65         | 45            | 46            | 38            |
|             | CPU 0.092     | 0.092         | 0.135         | 0.168         |
| Speed-up    | $S_{IT}$ #    | 79.133        | 64.870        | 70.421        |
|             | $S_{CPU}$ #   | 79.678        | 69.388        | 74.452        |

The item ‘$>$ $10^4$’ represents that the number of iteration steps exceeds $10^4$. In this case, the corresponding relative fitting error, CPU time, and two speed-ups are expressed as ‘#’.

(4) The zeros of $P_k(x)$ are $x_\ell = \cos((2\ell + 1)\pi/(2k))$ for $\ell = 0, 1, \ldots, k - 1$.

(5) $P_k(x) = \frac{1}{2} \left[ (x + \sqrt{x^2 - 1})^k + (x + \sqrt{x^2 - 1})^{-k} \right]$ if $|x| \geq 1$.

An additional theorem that is useful in theoretical work with Krylov subspace methods and that also involves Chebyshev polynomials is as follows.

**Lemma 5.2.** [26, Theorem 6.25] Let $P_k$ denote the set of all polynomials of degree at most $k$ and $[\alpha, \beta]$ be a real positive interval with $\gamma < \alpha$ or $\gamma > \beta$. The minimum

$$\min_{P(x) \in P_k, P(\gamma) = 1} \max_{x \in [\alpha, \beta]} |P(x)|$$

is reached by the polynomial

$$P_k^*(x) = \frac{P_k\left(\frac{2x}{\beta - \alpha} - \frac{\beta + \alpha}{\beta - \alpha}\right)}{P_k\left(\frac{2\gamma}{\beta - \alpha} - \frac{\beta + \alpha}{\beta - \alpha}\right)}.$$
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Table 4: The numerical results of $E_\infty$, IT, and CPU for LSPIA and ALSPIA in Example 4.6 with various $m$, $p$, and $n$.

| $(m, p, n)$ | LSPIA | ALSPIA | Speed-up |
|-------------|-------|--------|----------|
|             | $E_\infty$ | IT | CPU | $S_{IT}$ | $S_{CPU}$ |
|             | $9.98 \times 10^{-7}$ | $9.96 \times 10^{-7}$ | $9.98 \times 10^{-7}$ | 80.298 | 81.941 |
| $(50, 50, 20)$ | $16.552$ | $11.873$ | $24.967$ | 30.000 | 30.858 |
|             | $> 10^4$ | $3774$ | $1350$ | 37.007 |
| $(80, 80, 20)$ | $1369$ | $1293$ | $1254$ | 35.297 |
|             | $19.780$ | $36.243$ | $61.097$ | 37.007 |
| $(100, 100, 20)$ | $45$ | $47$ | $45$ | 30.000 |
| $(100, 100, 30)$ | $37$ | $0.385$ | $0.675$ | 35.297 |
| $(120, 120, 20)$ | $8.83 \times 10^{-7}$ | $9.02 \times 10^{-7}$ | $9.47 \times 10^{-7}$ | 29.535 | 44.549 |
| $(120, 120, 30)$ | $45$ | $31$ | $22$ | 43.600 |
| $(120, 120, 40)$ | $2.460$ | $1.068$ | $2.460$ | 30.858 | 37.007 |
| $(120, 120, 50)$ | $29.535$ | $44.549$ | $57.221$ | 46.418 |

by the Natural Science Foundation of Hunan Province under grant 2020JJ5267 and the National Natural Science Foundation of China under grant 12101225.
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