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Abstract

Automated Scoring (AS), the natural language processing task of scoring essays and speeches in an educational testing setting, is growing in popularity and being deployed across contexts from government examinations to companies providing language proficiency services. However, existing systems either forgo human raters entirely, thus harming the reliability of the test, or score every response by both human and machine thereby increasing costs. We target the spectrum of possible solutions in between, making use of both humans and machines to provide a higher quality test while keeping costs reasonable to democratize access to AS. In this work, we propose a combination of the existing paradigms, sampling responses to be scored by humans intelligently. We propose reward sampling and observe significant gains in accuracy (19.80% increase on average) and quadratic weighted kappa (QWK) (25.60% on average) with a relatively small human budget (30% samples) using our proposed sampling. The accuracy increase observed using standard random and importance sampling baselines are 8.6% and 12.2% respectively. Furthermore, we demonstrate the system’s model agnostic nature by measuring its performance on a variety of models currently deployed in an AS setting as well as pseudo models. Finally, we propose an algorithm to estimate the accuracy/QWK with statistical guarantees.

1 Introduction

Automated Scoring (AS), the task of assigning scores to unstructured responses to open-ended questions, is an NLP application typically deployed in an educational setting. Historically, its origins have been traced to the work of Ellis Page (Page 1967), who first argued for the possibility of scoring essays by computer. The factors behind the rise of Automated Scoring systems and its subtasks, Automated Essay Scoring (AES) and Automated Speech Scoring (ASS) are numerous, including but not limited to, the costs involved in providing and scoring a test, and ensuring that all test takers are scored on a uniform set of rubrics applied across all students, standardizing the scoring for these unstructured responses. The promise of lower costs and uniform scoring rubrics among other factors, has fueled the popularity of Automated Scoring systems, and various ML and DL systems are being increasingly deployed in AS contexts (Kumar et al. [2019] Liu, Xu, and Zhu [2019] Singla et al. [2021a]). AS systems are behind some of the world’s most popular language tests, such as ETS’ Test of English as a Foreign Language (TOEFL) (Zechner et al. [2009]) Duolingo’s English Test (DET) (LaFlair and Settles [2019]) among others. Various governmental institutions and businesses have also instituted automated systems to augment the scoring process, such as the state schools of Utah (Incorporated [2017]) and Ohio (O’Donnell [2018]), and a majority of BPOs. It is estimated that automatic scoring has a large market size of more than USD 110 billion, with a US market size alone of USD 17.1 billion (TechNavio [2020] Service [2020] Strauss [2020] Le [2020]).

However, this popularity has not been without backlash, with criticism focusing on different aspects, such as “the overreliance on surface features of responses, the insens-
tivity to the content of responses and to creativity, and the vulnerability to new types of cheating and test-taking strategies.” (Yang et al. 2002). Others have given harsher criticisms, such as (Perelman et al. 2014), who shows that it is possible to game the system and achieve near perfect scores on ETS and Vantage Technologies’ AES systems with gibberish prose. This has led to the revoking of NAPLAN AES in Australia (ACARA 2018).

Nonetheless, the ability of AS systems to instantly provide scores, reduce costs, and make language proficiency tests more widely available to all, makes them an important research area and subsequently there is considerable interest in improving them across multiple dimensions, from leveraging advancements in NLP to achieve state-of-the-art performance (Liu, Xu, and Zhu 2019) to improving their robustness (Kumar et al. 2020; Parekh et al. 2020; Singla et al. 2021b). In this work, we tackle another facet of Automatic Scoring, that of improving performance by bringing humans into the loop.

Typically in an AS task, a test taker’s responses are scored on prompts of varying difficulty levels. Each prompt has its own difficulty level, and based on the prompts’ difficulty and the quality of the candidate’s answers to these prompts, a score is assigned to the candidate. The Central European Framework of Reference for Languages (CEFR) is an international standard for measuring language proficiency and assigns scores on a six-point scale from A1 (beginner) to C2 (proficient), each score with their own rubrics for evaluation (Broeder and Martynik 2008). Each prompt and response is automatically scored samples to expert human raters for double scoring based on a human-machine agreement matrix. A second sample is then drawn to check predictions and metrics are estimated with statistical guarantees.

**Machine-only Scoring:** On the other end of the scale are tests like the Duolingo English Test (DET) which are scored by machines alone, without any human intervention, keeping costs low but decreasing the reliability of the test. This is one of the main reasons, the DET costs USD 49, less than one-fourth of what TOEFL costs. All tests surveyed in Fig 1 except Pearson PTE are priced around the same price point.

Our solution (Fig 2) proposes to unify these varieties, allocating the available human budget intelligently to balance the reliability of the test with the cost to the test-taker. To the best of our knowledge, no existing systems target this continuum of utilizing both humans and AS raters. Providing this option would allow AS models to be deployed in more versatile scenarios, working in tandem with expert human raters to provide both reliability and lower-cost solutions. Increasing reliability helps to build trust in automatically scored exams, thus leading to broader adoption. Cost is a critical consideration to lower-income test-takers and those who need to take the test multiple times.

We define the problem and solution more formally as follows: given a set of responses to be scored, a target AS model, and an expert human budget (that is, the number of responses we can have scored by expert human raters), our goal is to efficiently sample responses to be scored by the expert. These expert-scored samples are then combined with automatically scored samples to maximize the overall system performance metric. We propose a novel Monte-Carlo sampling based reward sampling algorithm to efficiently sample responses to maximize the system performance.

Usually one or multiple amongst accuracy, Quadratic Weighted Kappa (QWK), or Cohen’s kappa (Taghipour and Ng 2016; Zhao et al. 2017; Kumar et al. 2019; Grover et al. 2020; Singla et al. 2021a) are used in automatic scoring literature as they are robust measures of inter-rater reliability, a primary goal in Automated Scoring. A key point to be noted is that the reliability of the test (i.e. how consistently a test measures a characteristic) is measured on the global score (the aggregate of the responses) and lesser on the score on the individual responses. The global score de-
terminates admissions, interviews, and career growth, while per-item scores are used as indicators of particular skills. While intuitively, we can say that there exists a monotonically increasing relationship between the reliability of the test on individual questions and the overall score, we show that it is more efficient to consider the global context instead of item-level context, while sampling responses for getting them double-scored by humans.

We establish strong baselines using Uncertainty Sampling (§3.2), an importance sampling formulation that samples using probability of being wrong output by the AS model. We propose Reward Sampling (§3.3), that samples based on the estimated reward of correcting a mistake. We summarize our main contributions as follows:

- We propose to combine existing paradigms to integrate humans with Automated Scoring systems. Provided a budget indicating the number of responses that can be scored by human raters, we observe significant gains in accuracy and QWK using our proposed sampling model. Reward Sampling (§3.3). For instance, by using 40% human budget with an AS model with 64% accuracy, our sampling methodology can achieve an accuracy gain of 23% while random sampling leads to 14% and uncertainty sampling leads to 15%. To the best of our knowledge, this is the first time such a formulation has been considered in Automatic Scoring systems.

- We conduct experiments on various models differing in accuracy to show our algorithm’s model agnostic nature (§3). We include results from models deployed in AS settings in the real world to created pseudo models. Averaging over these models, we observe 19.80% increase in accuracy and 25.60% increase in QWK when using reward sampling with 30% of the dataset as a human budget. The random sampling and uncertainty sampling baselines achieve 8.6% and 12.2% gains in accuracy, respectively.

- While augmenting the system’s performance is an important goal, it is equally important to quantify this improvement, especially when deployed in the real world, where there are no labeled datasets to compare against and the consequences of misgrading, for both business and test takers, could be catastrophic. Thus, we also propose an algorithm to estimate the accuracy and QWK achieved, with statistical guarantees. (§3.4).

2 Related Work

Broadly, our paper covers two areas of research: Automatic Scoring and Sampling methods. Here we cover them briefly.

Automatic Scoring: The goal of an automatic scorer is to assess language competence of a candidate with an accuracy matching that of a human grader, but faster, with greater consistency and at a fraction of the cost (Malinin 2019; Yan, Rupp, and Folitz 2020). Almost all work in the automatic scoring domain has been to better model the scoring of essays and speech traits as a natural language processing task. The techniques have ranged from manually-engineered natural language features (Kumar et al. 2019; Dong and Zhang 2016) to LSTMs, memory networks (Zhao et al. 2017) and transformers (Singla et al. 2021a). There has also been some recent work in other facets of AS including adversarial testing (Ding et al. 2020; Kumar et al. 2020; Parekh et al. 2020), explainability (Kumar and Boulanger 2020), uncertainty estimation (Malinin 2019), off-topic detection (Malinin et al. 2016), evaluation metrics (Loukina et al. 2020), etc. To the best of our knowledge, there is no work on increasing the reliability of automatic scoring systems by bringing humans into the loop. Most white papers from second language testing firms mention results on historical data as a measure of their reliability (Brenzel and Settles 2017; Pearson 2019). However, historical results are not a guarantee for performance over time. Due to continuous domain shift, historical results cannot be trusted for a model’s future performance gains. Therefore, performance guarantees of AS models are essential to establish institutional trust in them. To fill this research gap, we propose reward sampling based on Monte Carlo sampling methods for measuring and increasing AS systems’ reliability.

Monte-Carlo Sampling For Evaluation: There has been much work in improving automatic metrics using Monte-Carlo sampling methods in machine translation and natural language (NL) evaluation (Chaganty, Mussman, and Lai 2018; Hashimoto, Zhang, and Liang 2019; Wei and Jia 2021). They use statistical sampling methods like importance sampling and control variates to combine automatic NL evaluation with expensive human queries. To the best of our knowledge, we are the first to extend sampling techniques in the context of automatic scoring. We use them to combine relatively cheaper automatic scoring model results with expensive human expert scorers. Kang et al. (2020) use sampling for approximate selection queries. They combine cheap classifiers with expensive estimators to meet minimum precision or recall targets with guarantees. We extend their work to take the global context into account while estimating accuracy (§3.4).

3 System Overview

This section describes the components of the proposed solution, the intuition and reasoning behind the sampling mechanisms, and the algorithm for estimating the metrics with statistical guarantees. Given an Automated Scoring model, a dataset to be scored, and a human budget indicating the percentage of records we can provide to expert human raters for scoring, records are sampled making use of a pre-computed human-machine agreement matrix (to be described below). For the samples selected, we replace the predictions made by the AS model with the scores provided by the human raters and compute an estimate of the increase in accuracy and QWK with guarantees (Fig 2).

When considering sampling, the baseline approach is random sampling i.e. sampling with uniform probability for each record in the dataset. This is not a good allocation of resources, as when considering models of high quality, most samples will not provide any value. For example, with a model of 75% accuracy, random sampling would only provide value for ~25% of samples, as the rest would have been correctly scored anyway. This motivates our search for a more efficient sampling mechanism, one that takes into account the probability of the model being wrong with respect...
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Figure 3: A sample human-machine agreement matrix on a CEFR aligned scoring scale. The rows indicate machine predictions, and each row is normalized to give the probability of the machine class matching the human labeled class.

to a human expert, and crucially, the reward that would be gained by correcting this mistake. We define the reward as the magnitude of the change in the global score that would occur when a local response is changed as a result of human correction of machine score (§3.3).

3.1 Human-Machine Agreement Matrix

The human-machine agreement matrix is a normalized confusion matrix of the AS model’s predictions and the ground truth, precomputed on validation data or historical test data. As the matrix is normalized, each entry indicates the probability of the class predicted by the machine aligning with the class labeled by the human. Fig 3 shows a sample human-machine agreement matrix where m[Low B1][High B1] = 0.27 indicates the probability of the ground truth being High B1 when the machine has predicted Low B1.

3.2 Uncertainty Sampling

The key idea behind uncertainty sampling is that the machine is not equally likely to be wrong across all prediction classes. Some scores may be assigned with much better accuracy than others. This idea is borne out by the human-machine agreement matrix as well, where the probabilities of a correct prediction are along the principal diagonal. We can see in Fig 3 High B1, Low B2 are accurately predicted whereas A2, High B2 predictions are likely to be wrong. Since the machine is likely making a wrong judgement when predicting these classes, it would be more efficient to sample more from the records where these predictions have been made and corrected using human labelers.

To quantify this, we formulate Uncertainty Sampling as vanilla importance sampling, where the uncertainty of each class is calculated using the cross-entropy function. Each row in the human-machine agreement matrix represents the probability distribution of the ground truth when that particular class has been predicted. The cross entropy of this distribution with the ideal distribution (one-hot encoding for that class) is calculated.

For e.g., the distribution associated with Low B1 in the matrix is [0.0057, 0.61, 0.27, 0.11, 0.0029, 0]. The cross entropy of this distribution with the ideal distribution (0,1,0,0,0,0) for Low B1 is calculated. In this way, we can quantify the “loss” associated with Low B1. Subsequently, every record is assigned a loss associated with the prediction made for that record, and this is normalized over the entire dataset to create a probability distribution. We draw a sample \( s \sim U(D) \) without replacement from the uncertainty distribution over the dataset \( U(D) \). The provided human budget indicates the number of samples to be drawn and the likelihood of a record being drawn corresponds to the uncertainty associated with the prediction class.

3.3 Reward Sampling

For single skill testing exams (for e.g., one out of speaking, writing, reading) like the one by SLTI [2021] and LTI [2021], the test reliability and validity are measured over the complete test as opposed to individual prompts. While increasing accuracy on individual prompts (through sampling and subsequent human intervention) is a sure way of increasing the accuracy on the overall exam, it is more efficient to directly sample records which are more likely to affect the overall result, rather than simply sampling those which the machine is uncertain about. In uncertainty sampling, we sample records based on the likelihood of the prediction being wrong, but we do not consider whether being right would actually change the global score. This is the motivation behind reward sampling. Here we sample records which are more likely to generate a larger reward, i.e., a change in the score at the global level. To this end, the expected reward \( E_R \) is calculated for each record in the dataset as:

\[
E_R(d) = \sum_{c \in C} p(c|m) * \text{reward}(d, c) \quad \forall d \in D
\]  

(1)

where \( d \) represents one record in the dataset \( D \), \( c \) and \( m \) represent classes in the set of all classes \( C \), \( p(c|m) \) indicates the probability of the ground truth being \( c \) when machine has predicted \( m \), and the reward function is denoted as \( \text{reward} \). The expected reward encodes the reward gained by the ground truth being \( c \) when the machine has predicted \( m \) weighted by the probability of the same, summed over every class \( c \). \( p(c|m) \) is looked up from the human-machine agreement matrix and the output of the reward function is weighted by this probability.

The reward function calculates the reward gained by swapping the predicted class with a different class. The aggregate label for the candidate associated with \( d \) is calculated before and after the swap with a new class, and the reward is defined as the absolute difference between the two scores, which encodes the magnitude of the score change that would happen if the prediction class was changed from \( m \) to \( c \). The absolute difference is considered because it is equally important if the new score is greater or lesser than the predicted score, thus incurring the same reward. If the prediction is an outlier compared to predictions on other responses of the
same candidate, a large reward could be generated when changing predictions, making it a prime target for sampling. On the other hand, if changing the class to $c$ does not change the final score, then a reward of 0 would be generated. With a zero reward, these records would not be sampled. Thus, to ensure that every record has a nonzero reward $i.e.$ a nonzero probability to be sampled, the reward is additively smoothed $E_R(d) = E_R(d) + \Delta$ where $\Delta = 0.001$. In this manner, an expected reward is calculated for each record in the dataset. The sampling procedure proceeds similarly: the rewards are normalized to create a probability distribution over which a sample $s \sim E_R(D)$ is drawn. In using this sampling mechanism, we directly sample records that are most likely to provide us an improvement at the aggregate level, compared to indirectly improving the aggregate metrics when using uncertainty sampling.

### 3.4 Estimation with Guarantees

In high stakes testing scenarios, it is critical to ensure that the system does not fail catastrophically. For this reason, it is important to provide estimations of system metrics with guarantees. Kang et al. (2020) describes an algorithm that provides statistical guarantees on precision/recall on a subset of results returned from a dataset. More specifically, given a dataset, a precision/recall target value, sample size and a failure probability, the algorithm returns a result (a subset of the dataset) which meet the required precision/recall target with a probabilistic guarantee.

Our task is similar, but instead looks at providing guarantees on the accuracy/QWK of overall score on the entire dataset rather than just a dataset subset and individual samples. To provide these guarantees, we form confidence intervals over accuracy/QWK and take the lower bound.

The samples selected by reward and uncertainty sampling procedures are not a good fit for estimation as they have been taken with the purpose of correcting mistakes and improving reliability. This means that highly underconfident samples would be selected, thus leading to inaccurate performance estimates. Kang et al. (2020) show that importance sampling based on a model’s confidence of prediction improve over uniform random sampling by providing a lower variance estimate. More specifically, they show that the squared confidence of the model minimizes the variance of the estimate. As we have not considered model confidence in our work, we take the following formulation as a proxy for confidence, applied over every candidate who wrote the test (not responses to individual questions):

$$\zeta(t) = \left(1 - \frac{\sum_{i \in T} [u]^2}{\forall t \in T}\right)$$

where $\zeta$ represents the confidence associated with a test taker $t$ in the set of all test-takers $T$, $i$ represents individual responses of $t$ and $u$ represents the uncertainty. From uncertainty sampling, we have a normalized uncertainty associated with each response, this is aggregated over all responses of a candidate, subtracted from 1 and then squared to provide a confidence estimate. This confidence is normalized to create a probability distribution. A secondary smaller sample is taken over this distribution of candidates, effectively sampling all underlying responses of the candidate. Using the aggregated labels and predictions, the lower bound estimates of accuracy and kappa (McHugh 2012) are calculated.

### 4 Experiments

#### 4.1 Dataset

To evaluate our method, we make use of data collected by Second Language Testing Inc. (SLTI) while conducting the Simulated Oral Proficiency (SOPi) Exam. The SOPi exam has been used since 1992 and studied extensively (Stansfield and Kenyon 1992, 1996). SOPi is used for interviews, university admissions, skill development and as a test in several online courses (SLTI 2021). SOPi offers psychometric advantages in terms of reliability and validity, particularly in standardized testing situations. The candidates in

| Model metrics (global) | Sampling Method | Accuracy Improvement | Human Budget → | Kappa Improvement | Human Budget → |
|------------------------|----------------|----------------------|----------------|------------------|----------------|
|                        |                | Human        | 10% | 20% | 40% | 60% | 80% | 10% | 20% | 40% | 60% | 80% |
| BERT-Baseline           | Random         | 0.69          | 0.72 | 0.78 | 0.84 | 0.93 | 0.59 | 0.63 | 0.7 | 0.78 | 0.9 | 0.9 | 0.9 |
|                        | Uncertainty    | 0.7 | 0.73 | 0.8 | 0.86 | 0.93 | 0.59 | 0.62 | 0.71 | 0.8 | 0.9 |
|                        | Reward         | 0.74          | 0.82 | 0.88 | 0.91 | 0.95 | 0.64 | 0.76 | 0.84 | 0.88 | 0.94 | 0.94 | 0.94 |
| BERT-Two Stage          | Random         | 0.73          | 0.75 | 0.81 | 0.87 | 0.93 | 0.65 | 0.68 | 0.75 | 0.83 | 0.91 | 0.91 | 0.91 |
|                        | Uncertainty    | 0.72          | 0.75 | 0.82 | 0.87 | 0.94 | 0.63 | 0.66 | 0.74 | 0.82 | 0.92 | 0.92 | 0.92 |
|                        | Reward         | 0.79          | 0.86 | 0.91 | 0.92 | 0.96 | 0.72 | 0.81 | 0.87 | 0.9 | 0.94 | 0.94 | 0.94 |
| LSTM-Attn-Baseline      | Random         | 0.67          | 0.71 | 0.78 | 0.85 | 0.93 | 0.58 | 0.63 | 0.71 | 0.79 | 0.9 | 0.9 | 0.9 |
|                        | Uncertainty    | 0.68          | 0.72 | 0.79 | 0.88 | 0.93 | 0.57 | 0.6 | 0.69 | 0.82 | 0.9 | 0.9 | 0.9 |
|                        | Reward         | 0.73          | 0.78 | 0.87 | 0.92 | 0.96 | 0.62 | 0.71 | 0.83 | 0.89 | 0.95 | 0.95 | 0.95 |
| LSTM-Attn-Two Stage     | Random         | 0.67          | 0.71 | 0.76 | 0.85 | 0.92 | 0.59 | 0.64 | 0.7 | 0.8 | 0.89 | 0.89 | 0.89 |
|                        | Uncertainty    | 0.68          | 0.73 | 0.8 | 0.87 | 0.93 | 0.58 | 0.62 | 0.71 | 0.81 | 0.91 | 0.91 | 0.91 |
|                        | Reward         | 0.74          | 0.82 | 0.87 | 0.9 | 0.95 | 0.66 | 0.75 | 0.83 | 0.86 | 0.93 | 0.93 | 0.93 |
| Pseudo Model-0.75       | Random         | 0.74          | 0.76 | 0.8 | 0.86 | 0.93 | 0.62 | 0.64 | 0.72 | 0.81 | 0.9 | 0.9 | 0.9 |
|                        | Uncertainty    | 0.82          | 0.9 | 0.93 | 0.97 | 0.98 | 0.73 | 0.85 | 0.9 | 0.95 | 0.98 | 0.98 | 0.98 |
|                        | Reward         | 0.81          | 0.86 | 0.92 | 0.96 | 0.98 | 0.73 | 0.78 | 0.89 | 0.94 | 0.97 | 0.97 | 0.97 |

Table 1: Accuracy (acc) and Quadratic Weighted Kappa (kappa) for various models across multiple sampling methods and increasing percentages of the dataset as sample size. **Bold** indicates the best performing variant for each configuration.

Stansfield and Kenyon 1992, 1996. SOPI is used for interviews, university admissions, skill development and as a test in several online courses (SLTI 2021). SOPI offers psychometric advantages in terms of reliability and validity, particularly in standardized testing situations. The candidates in
the dataset are primarily Filipino high school graduates and above. A test-taker is presented with six prompts on their computer and their responses for each individual item are recorded. The prompts and the rubrics for evaluation follow the Central European Framework of Reference for Languages (CEFR) (Broder and Martyniuk 2008) guidelines. The prompts difficulty varies from B1 to C1. A candidate receives both a prompt-level score and a global score calculated from the individual prompt-level scores. The SOPI dataset has eight question papers (forms) containing six prompts each, and each form was attempted by 7200 speakers on an average. Many other works have used the SLTI dataset for tasks including automated scoring and coherence modeling (Grover et al. 2020, Patil et al. 2020, Stansfield and Winke 2008, Singla et al. 2021a).

4.2 Experimental Setup

To demonstrate that the sampling methods described are model agnostic, we conduct experiments using multiple models of varying accuracy. We leverage speech scoring models from Singla et al. (2021a), making use of state-of-the-art models such as BERT and Bi-directional LSTMs, both baseline versions and conditioned on speaker information. In addition, we also run experiments on a pseudo model, described as follows. For a given accuracy, a pseudo model’s predictions are generated by randomly changing $\frac{-\text{acc}}{100} \times \%$ of ground truth labels. For e.g., the prediction of a pseudo model with 65% accuracy is the ground truth with 35% of labels randomly changed. Predictions, and hence accuracy, are generated at the local level, for each response whereas we are concerned about the metrics at the global level, which is typically lesser. The dataset is split into train and test sets, with the additional constraint that this split be done such that all responses of one candidate are contained in a set, and not split between the train and test sets. For our experiments, since we do not have a precomputed human-machine agreement matrix, we compute it using the training set and hold out the test set for verifying our proposed system. In addition, the aggregate dataset must also be calculated from each candidate’s individual responses, calculating the candidate’s global score from each of their responses.

The experiments were conducted with sample sizes upto
80% of the dataset to observe the effect of sample size on the improvement in accuracy with respect to each sampling method. Records are sampled from the test set according to Reward Sampling, along with Random (uniform) Sampling and Uncertainty (importance) Sampling, our baselines. We replace the predictions of records in the sample with those of the ground truth, following which we recompute the aggregate dataset. This dataset is used to calculate the system level metrics, not just the model, but the combination of the model and the human in the loop. In estimating metrics, a secondary sample was taken. Empirically, we observed that a sample size of 200 was sufficient for stable estimations of a 95% confidence interval. We report our estimation on Reward Sampling when considering 80% of the dataset as human budget i.e. the most performant configuration.

5 Results

5.1 Improving Reliability

Table 1 presents the results of the experiments conducted across configurations of models, sampling methods, and human budget. Entries in bold indicate the best performing configuration, which is identical across nearly all models (Reward Sampling with the maximum sample size, 80% of the dataset). The models considered are BERT (baseline), BERT (two stage speaker conditioning), BD-LSTM with Attention (baseline), BD-LSTM with Attention (two stage speaker conditioning) and a pseudo model with accuracy = 0.75 at the local level. For all models, the dataset is aggregated, following which accuracy and QWK are calculated, giving us the values in the Model metrics column.

Fig 4 shows the change in both accuracy and QWK at the global level for various models. The changes are measured for increasing human budget i.e. percent of responses available to be scored by humans up to 80% of the dataset. For illustration, we consider the BERT-Baseline model. Firstly, we observe that random sampling shows minimal improvement (3%) over the actual accuracy when sampling 10% of the dataset to be scored by human raters. This is due to the model’s accuracy (66% of all samples would have been predicted correctly anyway) and the remaining gains are further minimized by the aggregation process. Reward Sampling, on the other hand, shows an 8% gain in accuracy, more than twice the gains achieved by random sampling. Interestingly, Uncertainty Sampling shows similar gains to random sampling in all models except the pseudo model, where its performance is more in line with reward sampling. The predictions of the pseudo model are randomly generated, hence local gains translate well to global gains. This difference is likely the reason for the large gap in performance when considering uncertainty sampling on pseudo and real models.

Reward Sampling, where the reward that is gained by having a record rated by a human is also a sampling factor, shows significant gains across models as shown in Fig 4. We note that the gains provided by Reward Sampling decline compared to the baseline sampling methods with increasing sample sizes. Initially, Reward Sampling outperforms the other sampling methods with large gains, upto a sample size of ~30%. Beyond this mark, the gains are no longer as significant and the other methods slowly catch up. This trend holds across all models, indicating that Reward Sampling shows maximal gains over baselines when sampling less than half of the dataset for human scoring.

5.2 Estimation with Guarantees

Fig 5 is a plot visualizing the metrics of the models when utilizing reward sampling and an estimate of the same. The sample size used for estimation remains constant and it is only the sample used for reward sampling that changes. After reward sampling, a sample based on the confidence distribution is drawn, and the 95% confidence interval for both accuracy and kappa is calculated. The lower bound is taken to provide a statistical guarantee that accuracy/QWK will only fall below the estimated values 5% of all runs.

6 Conclusion

Automatic Scoring (AS) helps assess the language competency of candidates with accuracy matching that of a human grader, but faster, with greater consistency and at a fraction of the cost. Existing systems either rely on double scoring, effectively scoring each sample by both human and AS systems, or solely by an AS system. Although double scoring is more reliable, it is considerably more expensive. We develop novel, sample-efficient algorithms to target the spectrum of possible solutions in the middle of both extremes. We show that by using a relatively small human budget, we can improve and estimate performance with guarantees, thus increasing the reliability and trustworthiness of the system. We implement and evaluate our algorithms on real exam data, showing that they outperform naive baselines in all settings evaluated. These results indicate the promise of probabilistic algorithms to improve and estimate automatic scoring reliability with statistical guarantees.

As part of future research, we plan to work on even more sample efficient algorithms and incorporating trait scoring while sampling. Another possible research avenue where we can apply our algorithms is in test design. While right now test design involves linguistic validity assessment studies, it does not take into account the reliability of the final test built. Reliability of a test could be incorporated as another constraint easily through our modelling paradigm.
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