Existence of singularities in two-Kerr black holes
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Abstract
We show that the angular momentum--area inequality $8\pi|J| \leq A$ for weakly stable minimal surfaces would apply to $I^+$-regular many-Kerr solutions, if any existed. Hence, we remove the undesirable hypothesis in the Hennig--Neugebauer proof of non-existence of well-behaved two-component solutions.

PACS number: 04.70.Bw

1. Introduction

An intriguing open problem in the theory of stationary axisymmetric vacuum black holes is that of the existence of regular solutions with disconnected components. Key progress on this was made recently by Hennig and Neugebauer [25] (see also [26, 28]) concerning two-components solutions.

(1) According to [24–26, 28], if a sufficiently regular multi-component solution exists, it must belong to the multi-Kerr family.
(2) There are no double-Kerr solutions satisfying a ‘sub-extremality’ condition [17, 24, 25].

The sub-extremality condition of [17, 24, 25] appears as an undesirable restriction on the class of spacetimes considered. It is the purpose of this work to tie instead the analysis of Hennig and Neugebauer to stability properties of Killing horizons, and to point out that the stability condition is necessarily satisfied by, say, $I^+$-regular black hole spacetimes. More precisely, in section 2 below, we establish the following result.

**Theorem 1.1.** $I^+$-regular two-Kerr solutions do not exist.

Some more comments on the issues arising might be in order. The key use of the sub-extremality condition in [17, 24, 25] is a result from [16] which states that the horizon area $A$ and the horizon angular momentum $J$ satisfy $A > 8\pi |J|$. Interestingly, a recent result of
(11) asserts that an alternative condition on the horizon implies a weaker area-angular momentum inequality $A \geq 8\pi |J|$. This naturally begs for clarifications

(a) whether the sub-extremality condition in [17, 24, 25] is related to the conditions in [11],
(b) and whether some natural global properties of spacetimes considered imply that horizons satisfy the condition.

These are the main issues addressed in this work. In fact, our proof may be viewed as a verification that [11] applies to the problem at hand, i.e. the answer to (b) is positive for $I^+$-regular double-Kerr black holes. Regarding (a), while the proofs of the area-angular momentum inequality in [16] and in [11] are different, they share the same intermediate step: the inequality (15) in [16] is the strict version of the inequality (34) in [11]. In any event, we give in appendix B a self-contained derivation of the inequality as needed for our purposes, using an argument closely related to, but not identical with, that in [16].

2. The proof

Arguing by contradiction, consider (regular) metrics of the form

$$g = f^{-1} (h(d\rho^2 + dz^2) + \rho^2 d\phi^2) - f(dt + a d\phi)^2$$ (2.1)

on

$$\mathcal{M} := \{t, z \in \mathbb{R}, \phi \in [0, 2\pi], \rho \in [0, \infty)\},$$ (2.2)

and where $f$ takes the explicit form considered in [25]. The potential $a$ can be obtained from [25, equation (30)] (the auxiliary function $\chi$ needed for this can be found in equation (92) there, while $\psi$ can be obtained from $\chi$ using equation (26) there). The function $h$ can be calculated using [22, equation (15)].

We start by noting that double-Kerr solutions with vanishing surface gravity of both components (in the notation below, this corresponds to $K_1 = K_2$ and $K_3 = K_4$, whence $S = \emptyset$) have been shown to be singular in [17] without supplementary hypotheses and do not require further considerations. It remains to consider the case where both components have non-vanishing surface gravity or exactly one of the components has non-vanishing surface gravity.

We assume that metric (2.1) describes the domain of outer communications of a well-behaved vacuum spacetime with an event horizon which has two components. More precisely, we assume that there exists a choice of the parameters occurring in the metric functions such that the following conditions hold. First, we assume that

1. the metric functions $f$, $a f$, $a^2 f - f^{-1} \rho^2$ and $h f^{-1}$ are smooth for $\rho > 0$.
2. The Killing vector $\partial_\phi$ is spacelike wherever non-vanishing. In particular,

$$g(\partial_\phi, \partial_\phi) = f^{-1} \rho^2 - f a^2 > 0 \quad \text{for} \quad \rho > 0.$$ 

In the case that both components of the horizon are non-degenerate, i.e. they have non-vanishing surface gravity, we supplement the above with an assumption that there exists $K_1 > K_2 > K_3 > K_4$ such that
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(3) on the boundary
\[ \mathcal{A} := \{ \rho = 0 \}, \]
the intervals defined by \( z \notin [K_1, K_2] \cup [K_3, K_4] \) can be mapped, by a suitable coordinate transformation, to a smooth axis of rotation for the Killing vector \( \partial_{\phi} \).

(4) There exists a coordinate system in which the manifold \( \mathcal{M}_0 := \{ t = 0 \} \) equipped with the metric
\[ f^{-1}(h(d\rho^2 + dz^2) + \rho^2 d\phi^2) - f(a d\phi)^2 \]  
(2.3)
is a smooth Riemannian manifold whose boundary is located exactly at the intervals \( z \in [K_1, K_2] \) and \( z \in [K_3, K_4] \) such that each of these intervals corresponds to a smooth sphere.

(5) Finally, the spacetime manifold \( \mathcal{M} \) defined in (2.2) can be extended so that the boundary spheres
\[ S_1 := \{ t = 0, z \in [K_1, K_2] \} \quad \text{and} \quad S_2 := \{ t = 0, z \in [K_3, K_4] \} \]  
(2.4)
are bifurcation surfaces of bifurcate Killing horizons.

If one of the components of the horizon is degenerate (i.e. it has vanishing surface gravity) and one is non-degenerate, we assume that there exist \( K_1 > K_2 > K_3 = K_4 \) such that

(3') on the boundary \( \mathcal{A} := \{ \rho = 0 \} \), the intervals defined by \( z \notin [K_1, K_2] \cup (K_3) \) can be mapped, by a suitable coordinate transformation, to a smooth axis of rotation for the Killing vector \( \partial_{\phi} \).

(4') There exists a coordinate system in which the manifold \( \mathcal{M}_0 := \{ t = 0 \} \) equipped with the metric
\[ f^{-1}(h(d\rho^2 + dz^2) + \rho^2 d\phi^2) - a d\phi)^2 \]  
(2.5)
is a smooth Riemannian manifold which has a boundary located at the interval \( z \in [K_1, K_2] \) corresponding to a smooth sphere and an asymptotically cylindrical end located at \( z = K_3 \).

(5') Finally, the spacetime manifold \( \mathcal{M} \) defined in (2.2) can be extended so that the boundary sphere
\[ S_1 := \{ t = 0, z \in [K_1, K_2] \} \]  
(2.6)
is a bifurcation surface of a bifurcate Killing horizon while \( z = K_3 \) corresponds to a smooth degenerate Killing horizon.

In point (4'), we adopt the following definition for a cylindrical end: an initial data set \(([0, \infty) \times N, g, K)\) is called a cylindrical end if \( N \) is a compact manifold, if the metric \( g \) approaches an \( x \)-independent Riemannian metric on \([0, \infty) \times N\) as the variable \( x \) running along the \([0, \infty)\)-factor tends to infinity, and if the extrinsic curvature tensor \( K \) approaches an \( x \)-independent symmetric tensor field as \( x \) tends to infinity.

The seemingly \textit{ad hoc} requirements set forth above can be derived from the hypothesis of \( T^\infty \)-regularity of the two-component black-hole axisymmetric configuration under consideration, see [7, 9, 10] and references therein.

Recall that, in vacuum, the \textit{stability operator} for a marginally outer trapped surface (MOTS) is defined as
\[ -\Delta_S \phi + 2K(v, \nabla \phi) + (\nabla_S K(v, \cdot) - \frac{1}{2} |\chi|^2 - |K(v, \cdot)|^2 + \frac{1}{2} R_S) \phi, \]  
(2.7)
where \( \phi \) is a smooth function on \( S \), \( \Delta_S \) is the Laplace operator on \( S \), \( v \) is a field of unit normals, \( \nabla \) is the Lévi-Civita derivative of the metric on \( S \), \( \nabla_S \) is the divergence on \( S \) and \( R_S \) is the scalar curvature of the metric induced on \( S \). Finally, if \( W \) is the second fundamental form
of $S$, then $\chi$ is defined as $W + K_S$, where $K_S$ is the pull-back of $K$ to $S$. Following [3, 4], a MOTS will be called stable if the smallest real part of all eigenvalues of the stability operator is non-negative.

It follows from appendix A that, on $S$, $K(\nu, \cdot)$ is proportional to $d\phi$, and hence $K(\nu, \mathcal{D}\phi)$ vanishes for axisymmetric functions $\phi$. The divergence $\text{div}_S K(\nu, \cdot)$ vanishes for similar reasons. Since all the metric functions are smooth functions of $\rho^2$ away from the axis of rotation, one easily finds that $W$ vanishes. So, on $\phi$-independent functions, the stability operator reduces to

$$-\Delta S \phi + \frac{1}{2}(R_S - |K|^2)\phi,$$

which, after using the vacuum constraint equation on the maximal hypersurface $\mathcal{S}_0$, is the familiar stability operator for minimal surfaces within the class of functions that are invariant under rotations.

We note the following theorem, pointed out to us by Eichmair [29], which follows from the existence theory for marginally outer-trapped surfaces [2] with an additional argument to accommodate the cylindrical ends.

**Theorem 2.1.** Consider a smooth initial data set $(M, g, K)$, where $M$ is the union of a compact set with several asymptotic ends in which the metric is either asymptotically flat or asymptotically cylindrical, with at least one asymptotically flat end. If $M$ has a non-empty boundary, assume that $\partial M$ is weakly inner-trapped, where ‘inner’ refers to variations pointing toward $M$. If $|K|$ tends to zero as one recoes to infinity along the cylindrical ends (if any), then there exists an outermost smooth compact MOTS in $M$ which is stable.

Indeed, this theorem is one of the main results in [4, 12] when there are only asymptotically flat ends. In the setting above, one can deform each cylindrical end to an asymptotically flat end for $x \geqslant x_0$, and apply the asymptotically flat version of the theorem to the deformed data set. When $x_0$ has been chosen large enough, one shows that the resulting stable smooth compact MOTS is contained in the region $x \leqslant x_0$, and hence provides a stable MOTS within the original undeformed data set. This argument uses the asymptotic vanishing of $|K|$ in the cylindrical ends. Unfortunately this last condition is too strong to be useful for a direct argument which only uses the $\{t = 0\}$ slice. An extension of theorem 2.1 to cylindrical ends with tensors $K$ as described in appendix A would immediately extend our analysis of the $\{t = 0\}$ slice to configurations with one horizon degenerate and one not. (In fact, one would only need an extension of this theorem to axially symmetric MOTS, in which case various terms in the relevant equations vanish, possibly simplifying the analysis.) In any event, the version in [4, 12] suffices in our subsequent analysis.

Going back to our problem, let us first treat the case where the horizon has two non-degenerate components: we assume that the boundaries $S_1$ and $S_2$ of $\mathcal{S}_0 = \{t = 0\}$ defined in (2.6) are non-empty. Now, it is standard that each $S_\alpha$ has vanishing null expansions; in particular, it is weakly outer-trapped; by the latter we mean that the future outer null expansion of $S_\alpha$ is non-negative. We want to show that each $S_\alpha$ is stable in the sense of [4]. For this, suppose first that $S := S_1 \cup S_2$ is not outermost as a MOTS. By theorem 2.1 (without cylindrical ends), $\mathcal{S}_0$ contains a smooth compact MOTS, say $S'$, which must be distinct from $S$ since $S'$ is stable and $S$ is not. In particular, $S'$ contains a smooth compact component, say $S'_*$, which is distinct from both $S_\alpha$’s. By [8, theorem 6.1], the MOTS $S'_*$ cannot be seen from $\mathcal{S}_0^+$; hence, $\mathcal{S}_0$ is not contained in the domain of outer communications, which is a contradiction. Thus, $S$ is a stable MOTS.

On the other hand, we have just seen that the MOTS-stability operator of $S$ coincides with its minimal-surface stability operator. We deduce that $S$ is a minimal surface within $\mathcal{S}_0$ which
is weakly stable, in the sense of minimal surfaces contained in \( \mathcal{S}_0 \), with respect to variations invariant under rotations around an axis of symmetry. In other words, it holds
\[
\int_S \left\{ |\nabla_S \phi|^2 + \frac{1}{2} (R_S - R_{\mathcal{S}_0}) \phi^2 \right\} \, dv_S \geq 0 \text{ for all } \phi \in C^\infty(S), \partial_\phi \phi = 0
\]
(compare equation (2.12) in [13]).

This allows us to invoke [11] (see also appendix B below) to conclude that each component of \( S \) satisfies
\[
A_a \geq 8\pi |J_a|, \tag{2.9}
\]
where \( |A_a| \) is the area of \( S_a \) and \( J_a \) is its Komar angular momentum. But this inequality has been shown to be violated by at least one of the components\(^6\) of \( S \) by Hennig and Neugebauer [24], which gives a contradiction, and proves theorem 1.1.

Consider, finally, a two-Kerr metric with exactly one non-degenerate component and assume that the spacetime is \( I^+ \)-regular. As already mentioned, theorem 2.1 does not apply directly to the hypersurface \( \{ t = 0 \} \) which contains a cylindrical end. Instead we argue as follows. Let \( \mathcal{S} \) be any hypersurface in the d.o.c. with a compact boundary on a degenerate component of \( \partial J^- (M_{\text{ext}}) \cap I^+ (M_{\text{ext}}) \) (for notation, see [7]), and which coincides with the surface \( \{ t = 0 \} \) near the non-degenerate component of the event horizon. One possible method to obtain such a hypersurface is to start with a spacelike, acausal hypersurface given by the \( I^+ \)-regularity assumption and deform it near the bifurcate horizon to \( \{ t = 0 \} \) using the construction in [27]. We also detail a different construction for one such hypersurface in appendix C, which is more elementary in nature. Arguing exactly as before, both components of \( \partial \mathcal{S} \) are stable in the sense of MOTs. It follows as above that the non-degenerate component of the event horizon satisfies (2.9). Now, for such configurations, Hennig and Neugebauer show that the inequality \( A_1 > 8\pi |J_1| \) implies that the total mass \( m \) of the metric is strictly negative. One can check [30] that under (2.9) the conclusion still holds, which is incompatible with the positive energy theorem for black holes [18]. Hence, no such configurations are possible, and the theorem is established.
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Appendix A. The extrinsic curvature tensor

For a metric of the form (2.1) the field \( N \) of future-pointing unit normals to \( \mathcal{S}_0 \) reads
\[
N = \sqrt{\frac{\rho^2 - a^2 f^2}{f \rho^2}} \left( \delta_t + \frac{a f^2}{\rho^2 - a^2 f^2} \delta_\varphi \right).
\]
Since \( N \) has only \( t \) and \( \varphi \) components, the hypersurface \( \mathcal{S}_0 \) is maximal:
\[
\text{tr} K = \nabla_\mu N^\mu = \frac{1}{\sqrt{|\det g|}} \left( \delta_t (\sqrt{|\det g|} N^t) + \delta_\varphi (\sqrt{|\det g|} N^\varphi) \right) = 0.
\]
\(^6\) Actually Hennig and Neugebauer draw contradictions from \( A_a > 8\pi |J_a| \), but inequality (2.9) suffices.
It further follows that the extrinsic curvature tensor \( K_{ij} = \frac{1}{2} \mathcal{L} \mathcal{L} g_{ij} \) equals
\[
K_{ij} \, dx^i \, dx^j = \frac{1}{2} (N^\mu \partial_\mu g_{ij} + \partial_i N^\mu g_{\mu j} + \partial_j N^\mu g_{i\mu}) \, dx^i \, dx^j
= \partial_i N^\mu g_{\mu j} \, dx^i \, dx^j + \partial_\mu N^\mu g_{ij} \, d\mu \, df.
\]
This leads to the following non-vanishing components of \( K_{ij} \):
\[
K_{\rho\phi} = K_{\phi\rho} = \frac{f(\rho^2 + a^2 f^2)\partial_\rho a + 2ho^2 a \partial_\rho f}{2\rho \sqrt{f^2 - a^2 f^5}},
\]
\[
K_{\rho\rho} = K_{\phi\phi} = \frac{f(\rho^2 + a^2 f^2)\partial_\rho a + 2\rho a(\rho \partial_\rho f - f)}{2\rho \sqrt{f^2 - a^2 f^5}}.
\]

One can invoke the construction of the \((\rho, z)\) coordinates in [6] to show that for a smooth hypersurface \( \mathcal{H}_0 \), the limits \( \lim_{\rho \to 0} f \) and \( \lim_{\rho \to 0} h \) are smooth strictly negative functions of \( z \) on \((K_1, K_2)\) and \((K_3, K_4)\). Similarly \( \lim_{\rho \to 0} a \) exists and is constant on each of \((K_1, K_2)\) and \((K_3, K_4)\). (Its value on these two intervals might be different.)

Using that, away from the \( K_i \)'s, all the functions appearing in the metric are smooth functions of \( \rho^2 \), that \( a \) is constant on the horizon, and that \( f \) is strictly negative near the horizon away from the axis, at the bifurcation surface \( \rho = 0 \) we obtain
\[
K_{\rho\phi} = K_{\phi\rho} = 0,
\]
\[
K_{\rho\rho} = K_{\phi\phi} = \lim_{\rho \to 0} \left( \frac{a^2 \rho^2 \partial_\rho a}{2\rho \sqrt{-a^2 f}} - \frac{a}{\sqrt{-a^2 f}} \right).
\]

### Appendix B. The area inequality

Consider an axially symmetric, stationary smooth vacuum metric
\[
g = -\frac{\rho^2}{X} \, dt^2 + X \, (d\phi - \omega \, dt)^2 + \frac{e^{2\mu}}{X} \, (d\rho^2 + dz^2)
\]  

defined on \( \mathcal{M}_{\text{loc}} = (U \setminus \Gamma) \times \mathbb{R} \) where \( \Gamma \) is a finite line segment centered at the origin and of length \( 2m > 0 \) lying on the \(-\)axis of \( \mathbb{R}^3 \), \( U \) is an open neighborhood of \( \Gamma \) in \( \mathbb{R}^3 \), \((\rho, \phi, z)\) are the cylindrical coordinates of the \( U \setminus \Gamma \)-factor, \( t \) is the time function on the \( \Gamma \)-factor and all relevant functions are independent of both \( t \) and \( \phi \). The subset \( \mathcal{H} = \Gamma \times \mathbb{R} \) of \((\rho = 0)\) is the ‘event horizon’ of \( \mathcal{M}_{\text{loc}} \) and its complement \( \mathcal{H}^\complement \) (relative to \((\rho = 0)\)) is the axis of rotation of \( \mathcal{M}_{\text{loc}} \).

The smoothness of the metric \( g \) is assumed to be up to its boundary in the following sense: there exists a coordinate transformation \( \Psi \) from a neighborhood \( U \) of \( \Gamma \) into a subset \( V \) of \( \mathbb{R}^3 \) such that the line segment \( \Gamma \) is unwrapped to a smooth sphere and the metric \( g \) relative to the new coordinate system is smooth up to that sphere. Note that, as shown in detail in [10], the transformation \( \Psi \) can be taken to be the Joukovsky transformation
\[
\zeta = \rho + z \mapsto \rho_S + iz_S = \xi_S \text{ such that } \zeta = \xi_S + \frac{m^2}{4\xi_S}.
\]

When working on this paper, we (PTC and LN) have realized that these coordinates have been already used in [5]; there the reader is directed to the unpublished work of Carter.
Recall that the midpoint of $\Gamma_1$ is the origin and the length of $\Gamma_1$ is $2m$. We also use the coordinate functions $r$ and $\theta$ defined by $\rho_S = r \sin \theta$ and $z_S = r \cos \theta$. The image of $\Gamma_1$ under this transformation is $\Sigma_1 = \{r = \frac{m}{2}\}$. With respect to $(t, r, \phi, \theta)$, the metric $g$ takes the form

$$
g = -\frac{\rho^2}{X} \, dt^2 + X(d\phi - \omega \, dt)^2 + \frac{e^{2\mu}}{X} \, \left( \frac{r^2 \cos 2\theta - \frac{m^2}{4}}{r^4} \right) (dr^2 + r^2 \, d\theta^2)$$

(B.2)

where, by a standard abuse of notation, we use the same symbol for $X(r, \theta)$ and $X(\rho, z)$, etc.

Away from $\{\rho = 0\}$, the Einstein vacuum equations are equivalent to (see, e.g., [19, proposition 4.1])

$$
(rX_\rho)_\rho + (rX_z)_z = \rho \frac{X_\rho + X_z - Y_\rho - Y_z}{X},
$$

(B.3)

$$
(rY_\rho)_\rho + (rY_z)_z = 2\rho \frac{X_\rho Y_\rho + X_z Y_z}{X},
$$

(B.4)

$$
\omega_\rho = -\frac{\rho}{X^2}Y_z, \quad \omega_z = \frac{\rho}{X^2}Y_\rho, \quad (B.5)
$$

$$
\mu_\rho = \frac{\rho}{4X^2}(X_\rho X_z + Y_\rho Y_z), \quad \mu_z = \frac{\rho}{2X^2}(X_\rho X_z + Y_\rho Y_z), \quad (B.6)
$$

where $Y$ is an important auxiliary function, usually thought of as the imaginary part of the complex Ernst potential $X + iY$ associated with the rotational Killing field $\partial_\phi$. (We emphasise that here we use the Ernst potential related to the rotational Killing vector and not the asymptotically timelike one.) Equivalently, we have

$$
\frac{1}{r^2 - \frac{m^2}{4}} \left( \frac{r^2 - \frac{m^2}{4}}{X} \right) X_\rho + \frac{1}{r^2 \sin \theta} \sin \theta X_\theta)_\rho = \frac{X_\rho + X_z - Y_\rho - Y_z}{X},
$$

(B.9)

$$
\frac{1}{r^2 - \frac{m^2}{4}} \left( \frac{r^2 - \frac{m^2}{4}}{X} \right) Y_\rho + \frac{1}{r^2 \sin \theta} \sin \theta Y_\theta)_\rho = 2\frac{X_\rho Y_\rho + X_z Y_z}{X},
$$

(B.10)

$$
\omega_\rho = -\frac{\rho}{rX^2}Y_\rho, \quad (B.11)
$$

$$
\omega_\theta = \frac{\rho \rho}{X^2}Y_\rho, \quad (B.12)
$$

$$
\mu_\rho = \frac{\rho}{4X^2} \left[ \frac{\sin \theta (r^2 - \frac{m^2}{4})}{r^2} (X_\rho^2 - X_z^2 + Y_\rho^2 - Y_z^2) \right. \\
\left. + \frac{2 \cos \theta (r^2 - \frac{m^2}{4})}{r^3} (X_\rho X_z + Y_\rho Y_z) \right].
$$

(B.13)
\[
\mu, \theta = \frac{\rho r}{4X^2 \Xi} \left[ -\frac{\cos \theta (r^2 - \frac{m^2}{4})}{r^2} (X^2_r - r^{-2}X^2_\rho + Y^2_r - r^{-2}Y^2_\theta) + \frac{2 \sin \theta (r^2 + \frac{m^2}{4})}{r^3} (X_rX_\theta + Y_rY_\theta) \right]; \quad \text{(B.14)}
\]

recall that \(\Xi\) has been defined in (B.2).

A consequence of the regularity assumption and (B.9)–(B.14) is that at \(\Sigma\), where \(r = \frac{m}{\rho}\), the following identities hold:

\[
X_r = Y_r = \mu_r = \mu, = 0, \\
X_{rr} + \frac{2}{m^2}X_{r\theta} + \frac{2 \cot \theta}{m^2}X_\theta = \frac{2(X^2_\rho - Y^2_\theta)}{m^2X}, \\
Y_{rr} + \frac{2}{m^2}Y_{r\theta} + \frac{2 \cot \theta}{m^2}Y_\theta = \frac{4XY_\theta Y_\theta}{m^2X}, \\
\mu_{rr} = -\frac{1}{m^2X^2}(X^2_\rho + Y^2_\theta).
\]

In particular, \(\mu\) is constant along \(\Sigma\); we will call its value there \(\mu_\Sigma\).

The induced metric on \(\Sigma\) is

\[
g_\Sigma = X \, d\rho^2 + \frac{m^2 \sin^2 \theta e^{-2\mu}}{X} \, d\theta^2.
\]

Note that \(\partial_\theta\) vanishes on the axis of rotation. In fact [9], we can factor \(X = \sin^2 \theta \tilde{X}\) where \(\tilde{X}\) is a positive function which is smooth up to \(\Sigma\). Then,

\[
g_\Sigma = \tilde{X} \, \sin^2 \theta \, d\rho^2 + \frac{m^2 e^{2\mu}}{\tilde{X}} \, d\theta^2. \quad \text{(B.15)}
\]

In order that this metric be smooth at the poles (i.e. \(\theta = 0, \pi\)), we must have (recall that the integral curves of \(\partial_\theta\) are \(2\pi\)-periodic)

\[
\tilde{X}|_{\theta=0} = \tilde{X}|_{\theta=\pi} = m \, e^{\mu}. \quad \text{(B.16)}
\]

A direct computation leads to the following formula for the scalar curvature \(R_\Sigma\) of \(g_\Sigma\):

\[
R_\Sigma = \frac{2}{m^2 e^{2\mu}} \left[ \tilde{X} - \frac{1}{2} \tilde{X}_{,\theta} - \frac{3}{2} \cot \theta \tilde{X}_{,\theta} \right].
\]

The scalar curvature \((3)R\) of the slice \(|t = 0|\) is [14]

\[
(3)R = \frac{4X}{e^{2\mu}} \left[ \frac{1}{2} \Delta_3 (\log \rho - \mu) - \frac{1}{2} \left( \frac{1}{\rho} - \frac{X_\rho}{2\tilde{X}} \right)^2 + \frac{X^2_\rho}{4\tilde{X}^2} \right] + \frac{1}{2\rho} \left( \frac{1}{\rho} + \mu_{,\rho} - \frac{X_\rho}{\tilde{X}} \right) \\
= \frac{2X}{e^{2\mu}} \left[ \Delta_3 (\mu - \mu_{,\rho} + \mu_{,\rho}) - \frac{X^2_\rho}{4\tilde{X}^2} \right] + \frac{1}{2X} \left( \frac{1}{\rho} + \mu_{,\rho} - \frac{X_\rho}{\tilde{X}} \right) \\
= \frac{2X}{e^{2\mu}} \left[ \frac{1}{\Xi} \left( \mu_{,rr} + r^{-1} \mu_{,r} - r^{-2} \mu_{,\theta\theta} \right) - \frac{1}{4X^2}(X^2_\rho + r^{-2}X^2_\theta) \right].
\]

where \(\Delta_3\) is the Laplace operator of the flat metric on \(\mathbb{R}^3\). At \(\Sigma\), we get

\[
(3)R|_\Sigma = \frac{2X}{e^{2\mu}} \left[ \frac{1}{4 \sin^2 \theta} \mu_{,rr} - \frac{1}{4m^2 \sin^2 \theta X^2} X^2_\theta \right] \\
= \frac{2m^2 e^{2\mu} \sin^4 \theta \tilde{X}}{4 \sin^2 \theta X^2}.
\]
We now assume that $\Sigma$ is totally geodesic and weakly stable, under axisymmetric deformations, as a minimal surface in the slice $\{t = 0\}$:

$$0 \leq \int_{\Sigma} \left| \nabla_{\Sigma} \phi \right|^2 + \frac{1}{2} (\mathcal{R}_\Sigma - \langle \mathcal{R} \rangle) \phi^2 \, dv_{\Sigma}$$

$$= \frac{2\pi}{m} e^{\mu x} \int_0^\pi \left[ \hat{X} \hat{\phi}_\theta^2 + \left( \hat{X} - \frac{1}{2} \hat{X}_{,\theta} - \frac{3}{2} \cot \theta \hat{X}_\theta - \frac{Y_\theta^2}{4 \sin^2 \theta X} \right) \phi^2 \right] \sin \theta \, d\theta$$

for all $\phi \in C^\infty(\Sigma)$, $\partial_\phi \phi = 0$. Following [11], taking $\phi = \hat{X}^{-1/2}$ in particular gives

$$0 \leq \int_0^\pi \left[ \hat{X} \hat{\phi}_\theta^2 + \left( \hat{X} - \frac{1}{2} \hat{X}_{,\theta} - \frac{3}{2} \cot \theta \hat{X}_\theta - \frac{Y_\theta^2}{4 \sin^2 \theta X} \right) \hat{X}^{-1} - \frac{Y_\theta^2}{4 \sin^2 \theta X^2} \right] \sin \theta \, d\theta$$

$$= \int_0^\pi \left[ \frac{\hat{X} \hat{\phi}_\theta^2}{4X^2} + \left( 1 - \frac{1}{2} (\log \hat{X})_{,\theta} - \frac{3}{2} \cot \theta (\log \hat{X})_\theta - \frac{Y_\theta^2}{4 \sin^2 \theta X^2} \right) \right] \sin \theta \, d\theta$$

$$= 2 + \int_0^\pi \left[ -\frac{\hat{X}_\theta^2}{4X^2} - \log \hat{X} - \frac{Y_\theta^2}{4 \sin^2 \theta X^2} \right] \sin \theta \, d\theta$$

$$= 2 + 2 \log(m e^{\mu x}) + \int_0^\pi \left[ -\frac{\hat{X}_\theta^2}{4X^2} - \log \hat{X} - \frac{Y_\theta^2}{4 \sin^2 \theta X^2} \right] \sin \theta \, d\theta,$$

where we have used (B.16) in the last step. Recalling (B.15), we have thus arrived at

$$8 \left( 1 + \log \frac{A_\Sigma}{4\pi} \right) \geq \int_0^\pi \left[ \frac{\hat{X}_\theta^2}{X^2} + 4 \log \hat{X} + \frac{Y_\theta^2}{\sin^2 \theta X^2} \right] \sin \theta \, d\theta := I[\log \hat{X}, Y], \quad (B.17)$$

where $A_\Sigma$ is the area of $\Sigma$ with respect to $g_\Sigma$.

To make contact with [16], let a new coordinate $R$ be defined as

$$R = \frac{1}{2} \left( r + \frac{m^2}{4r} \right).$$

The metric (B.2) then takes the form

$$g = -\frac{\rho^2}{X} \, dr^2 + \left( Xe^{\mu} \right) (d\phi - \omega \, dr)^2 + \frac{e^{2\mu}}{X} \, r^2 \left( \frac{dR^2}{R^2 - \frac{m^2}{4}} + d\theta^2 \right).$$

We wish to show that the key inequality needed in [16], namely

$$\int_0^\pi (\hat{u} \hat{\mu})_R \sin \theta \, d\theta > 0,$$

is equivalent to the strict inequality in (B.17). We have

$$\hat{u} \hat{\mu} = \frac{r^2 e^{2\mu} E}{\sin^2 \theta} = \frac{e^{2\mu} \left( r^2 \cos 2\theta - \frac{m^2}{4} \right)^2 + r^4 \sin^2 2\theta}{r^2 \sin^2 \theta}$$

and

$$(\hat{u} \hat{\mu})_R = \frac{2r^2}{(r^2 - \frac{m^2}{4}) \sin^2 \theta} \left( \frac{e^{2\mu} \left( r^2 \cos 2\theta - \frac{m^2}{4} \right)^2 + r^4 \sin^2 2\theta}{r^2} \right) = \frac{4}{(r^2 - \frac{m^2}{4}) \sin^2 \theta} e^{2\mu} \left( r^2 \cos 2\theta - \frac{m^2}{4} \right)^2 + r^4 \sin^2 2\theta + \frac{4}{\sin^2 \theta} e^{2\mu} \frac{r^2 + \frac{m^2}{4}}{r}. $$
So, since \( r = m/2 \) on the horizon,
\[
(\hat{a}\mu)_R \bigg|_{\mathcal{H}} = m^2 e^{2\mu_\Sigma} \mu_{,rr} \bigg|_{\mathcal{H}} + \frac{4 m e^{2\mu_\Sigma}}{\sin^2 \theta}.
\]
Recalling the equation for \( \mu_{,rr} \big|_{\mathcal{H}} \), we see that
\[
(\hat{a}\mu)_R \bigg|_{\mathcal{H}} = -m e^{2\mu_\Sigma} \frac{1}{X^2} (X^2 + Y^2) \bigg|_{\mathcal{H}} + \frac{4 m e^{2\mu_\Sigma}}{\sin^2 \theta}
\]
\[
= -m e^{2\mu_\Sigma} \left( 4 \cot^2 \theta + 4 \cot \theta \left( \log \hat{X} \right)_,\theta + \left( \log \hat{X} \right)^2 + \frac{Y^2_\theta}{\sin^4 \theta X^2} \right) \bigg|_{\mathcal{H}} + \frac{4 m e^{2\mu_\Sigma}}{\sin^2 \theta}.
\]
Integration by parts leads indeed to (B.17) with a strict inequality. This is all that was required to establish the angular momentum—area inequality in [16]. However, the MOTS stability argument presented in the body of our work does not necessarily lead to a strict inequality, and whether the analysis in [16] works under equality in (B.17) is not clear.

On the other hand, it was shown in [1, lemma 4.1] that, provided
\[
\log ˚\mu \bigg|_{\mathcal{H}} = -\frac{1}{4} \log \left| \frac{Y|_{\theta=\theta_0} - Y|_{\theta=\pi}}{4} \right| + 1 = 8 \left( 1 + \log(2|J_\Sigma|) \right),
\]
(B.18)
where \( J_\Sigma \) is the Komar angular momentum associated with \( \Sigma \). Combining (B.17) and (B.18), we have therefore rederived the area-angular momentum inequality of [1] (compare [11, 20]) in our setting.

**Proposition B.1.** If the metric \( g \) given in (B.1) is regular in \( \mathcal{M}_{\text{loc}} \) up to its ‘event horizon’ \( \mathcal{H} \) and if \( \Gamma \approx \Sigma \) is totally geodesic and stable as a minimal surface in \( \{ t = 0 \} \subset \mathcal{M}_{\text{loc}} \), then the area \( A_\Sigma \) and angular momentum \( J_\Sigma \) enjoy the inequality
\[
A_\Sigma \geq 8 \pi |J_\Sigma|.
\]

In the rest of this section, we provide for completeness a proof, in our setting, alternative to [1], of (B.18). A direct variational approach runs into various difficulties, and therefore we use a strategy similar to that in [16]. It suffices to show that for all pairs \((\hat{X}, Y)\) such that \( \log \hat{X}, Y \in C^1([0, \pi]) \) and \( Y(\pi) - Y(0) = 8J_\Sigma \), we have the inequality
\[
\lim_{\epsilon \to 0} I_\epsilon [\log \hat{X}, Y] \geq 8 + 8 \log(2|J_\Sigma|),
\]
(B.19)
where
\[
I_\epsilon [\log \hat{X}, Y] = \int_\epsilon^{\pi - \epsilon} \left[ \frac{\hat{X}^2_\theta}{X^2} + 4 \log \hat{X} + \frac{Y^2_\theta}{\sin^4 \theta X^2} \right] \sin \theta d\theta.
\]
(Note that \( I[\log \hat{X}, Y] = \lim_{\epsilon \to 0} I_\epsilon [\log \hat{X}, Y] \) trivially in the class of functions under consideration.) We compute
\[
I_\epsilon [\log \hat{X}, Y] = 4 \cos \epsilon [\log \hat{X}(\epsilon) + \log \hat{X}(\pi - \epsilon)]
\]
\[
+ \int_\epsilon^{\pi - \epsilon} \left[ \frac{\hat{X}^2_\theta}{X^2} + 4(\log \hat{X})_,\theta \cot \theta + \frac{Y^2_\theta}{\sin^4 \theta X^2} \right] \sin \theta d\theta
\]
\[
= 4 \cos \epsilon [\log \hat{X}(\epsilon) + \log \hat{X}(\pi - \epsilon)] + 4 \left( 2 \cos \epsilon + \log \frac{1 - \cos \epsilon}{1 + \cos \epsilon} \right)
\]
\[
+ \int_\epsilon^{\pi - \epsilon} \frac{Y^2_\theta + \hat{X}^2_\theta}{X^2} \sin \theta d\theta
\]
\[
= 8 \log(m e^{2\mu_\Sigma}) + 8 + 4 \log \frac{\sin^2 \epsilon}{4} + o(1) + \int_\epsilon^{\pi - \epsilon} \frac{X^2_\theta + Y^2_\theta}{X^2} \sin \theta d\theta.
\]
where in the last identity we have used (B.16) and the ‘little $o$’ notation is understood for small $\epsilon$. To proceed, we perform a change of variable $\tau = \log \frac{1 - \cos \theta}{1 + \cos \theta}$ in the integral on the right-hand side:

$$
\int_{\epsilon}^{\pi - \epsilon} \frac{X^2_\theta + Y^2_\theta}{X^2} \sin \theta \ d\theta = 2 \int_{-|\epsilon|}^{\epsilon} \frac{X^2_\tau + Y^2_\tau}{X^2} \ d\tau
$$

$$
\geq \frac{1}{|\epsilon|} \left( \int_{-|\epsilon|}^{\epsilon} \frac{X^2_\tau + Y^2_\tau}{X} \ d\tau \right)^2.
$$

It is readily seen that the integral on the right-hand side is no larger than the geodesic distance in the hyperbolic plane $H = \{ a + ib : a > 0, b \in \mathbb{R} \}$ between $X(\epsilon) + iY(\epsilon)$ and $X(\pi - \epsilon) + iY(\pi - \epsilon)$ [21, chapter I]:

$$
\int_{-|\epsilon|}^{\epsilon} \frac{X^2_\tau + Y^2_\tau}{X} \ d\tau \geq \text{arccosh} \left( 1 + \frac{\sin^4 \epsilon [\dot{X}(\epsilon) - \dot{X}(\pi - \epsilon)]^2 + [\dot{Y}(\epsilon) - \dot{Y}(\pi - \epsilon)]^2}{2 \sin^4 \epsilon \dot{X}(\epsilon) \dot{X}(\pi - \epsilon)} \right)
$$

$$
= \log \frac{64|J_X|^2}{\sin^4 \epsilon m^2 e^{2\mu \epsilon}} + o(1).
$$

This implies that

$$
\int_{\epsilon}^{\pi - \epsilon} \frac{X^2_\theta + Y^2_\theta}{X^2} \sin \theta \ d\theta \geq \frac{1}{|\epsilon|} \left( \log \frac{1}{\sin^4 \epsilon} + \log \frac{64|J_X|^2}{m^2 e^{2\mu \epsilon}} \right)^2 + o(1)
$$

$$
= \frac{1}{\log \frac{1}{\sin^4 \epsilon}} \left( 1 - \log \frac{4}{\sin^4 \epsilon} \right)
$$

$$
\times \left\{ \log^2 \frac{1}{\sin^4 \epsilon} + \frac{2}{\sin^4 \epsilon} \log \frac{1}{\sin^4 \epsilon} \log \frac{64|J_X|^2}{m^2 e^{2\mu \epsilon}} \right\} + o(1)
$$

$$
= 2 \log \frac{1}{\sin^4 \epsilon} + 4 \log \frac{16|J_X|^2}{m^2 e^{2\mu \epsilon}} + o(1).
$$

Altogether, we obtain

$$
L_t [\log \dot{X}, \dot{Y}] \geq 8 \log (m e^{\mu \epsilon}) + 8 + 4 \log \frac{\sin^2 \epsilon}{4} + 2 \log \frac{1}{\sin^4 \epsilon} + 4 \log \frac{16|J_X|^2}{m^2 e^{2\mu \epsilon}} + o(1)
$$

$$
= 8 + 8 \log (2|J_X|) + o(1).
$$

This establishes (B.19), whence proposition B.1.

### Appendix C. Construction of a spacelike hypersurface

We would like to show the existence of a spacelike hypersurface $\mathcal{S}$ in the d.o.c. of a two-Kerr spacetime such that $\mathcal{S}$ has a compact boundary on a degenerate component of $\partial J^- (M_{\text{ext}}) \cap J^+ (M_{\text{ext}})$ and coincides with the surface $\{ t = 0 \}$ near the non-degenerate component of the event horizon, if the case occurs.

Recall that the metric takes the form

$$
g = f^{-1} (dt + d\rho^2 + d\omega^2) + \rho^2 d\theta^2 - f (dt + a \ d\phi)^2.
$$

We assume that the degenerate horizon $\mathcal{H}_{\text{deg}}$ is located at $\rho = z = 0$ and the non-degenerate horizon is located outside of $\{ \rho^2 + \omega^2 < a^2 \}$ for some $a > 0$.

Define $(r, \theta)$ by $(\rho, z) = (r \sin \theta, r \cos \theta)$ and let $m_0$ be the Komar mass of $\mathcal{H}_{\text{deg}}$. By Hájíček’s theorem on the near horizon geometry at a regular degenerate horizon [15] (see
also [23], the angular velocity of \( \mathcal{H}_{\text{deg}} \) is equal to that of an extreme Kerr with the same mass, i.e. \( a = -2m_0 \) on \( \mathcal{H}_{\text{deg}} \). Performing a change of variable \( \phi = \varphi - \frac{t}{2m_0} t \) and \( u = t \), we obtain
\[
g = f^{-1} h(\mathrm{d}r^2 + r^2 \, \mathrm{d}\theta^2) + (\rho^2 f^{-1} - fa^2) \, \mathrm{d}\phi^2 + 2\left[ \frac{1}{2m_0} (\rho^2 f^{-1} - fa^2) - fa \right] \, \mathrm{d}u \, \mathrm{d}\phi
- \left[ -\frac{1}{4m_0^2} (\rho^2 f^{-1} - fa^2) + \frac{1}{m_0} fa + f \right] \, \mathrm{d}u^2
= f^{-1} h(\mathrm{d}r^2 + r^2 \, \mathrm{d}\theta^2) + (\rho^2 f^{-1} - fa^2) \left\{ \phi + \left[ \frac{1}{2m_0} - \frac{fa}{\rho^2 f^{-1} - fa^2} \right] \, \mathrm{d}u \right\}^2
- \frac{\rho^2 f^{-1} - fa^2}{\rho^2 f^{-1} - fa^2} \, \mathrm{d}u^2.
\]

Note that \( \partial_u \) is Killing and tangential to \( \mathcal{H}_{\text{deg}} \). Thus, the near horizon geometry of \( g \) at \( \mathcal{H}_{\text{deg}} \) can be computed by performing a scaling \( r \mapsto \lambda r \) and \( u \mapsto \frac{u}{\lambda} \) and taking the limit \( \lambda \to 0 \):
\[
g_{\text{NH}} = \lim_{\lambda \to 0} \left\{ f(\lambda r, \theta)^{-1} h(\lambda r, \theta)(\lambda^2 \, \mathrm{d}r^2 + \lambda^2 r^2 \, \mathrm{d}\theta) + (\lambda^2 r^2 \sin^2 \theta f(\lambda r, \theta)^{-1} - f(\lambda r, \theta) a(\lambda r, \theta)^2) \times \left\{ \phi + \left[ \frac{1}{2m_0} - \frac{fa}{\lambda^2 r^2 \sin^2 \theta f(\lambda r, \theta)^{-1} - f(\lambda r, \theta) a(\lambda r, \theta)^2} \right] \, \mathrm{d}u \right\}^2 - \frac{\lambda^2 r^2 \sin^2 \theta f(\lambda r, \theta)^{-1} - f(\lambda r, \theta) a(\lambda r, \theta)^2}{\lambda^2 r^2 \sin^2 \theta} \, \mathrm{d}u^2 \right\}.
\]

On the other hand, again by Hájíček’s theorem, this process always leads to that of the corresponding extreme Kerr, i.e.
\[
g_{\text{NH}} = \frac{m_0^2}{r^2} \left[ (1 + \cos^2 \theta) \left( \mathrm{d}r^2 + r^2 \, \mathrm{d}\theta^2 \right) + \frac{4m_0^2 \sin^2 \theta}{1 + \cos^2 \theta} \left\{ \phi + \frac{r}{2m_0} \, \mathrm{d}u \right\}^2 - \frac{r^2}{4m_0^2} (1 + \cos^2 \theta) \, \mathrm{d}u^2. \right.
\]

In fact, the analysis in [9] (see in particular sections 2 and 3.1) shows that we have the following asymptotics as \( r \to 0 \):
\[
f^{-1} h = \frac{m_0^2}{r^2} \left[ (1 + \cos^2 \theta)[1 + rP(\theta, r)] \right], \quad (\text{C.1})
\]
\[
\rho^2 f^{-1} - fa^2 = \frac{4m_0^2 \sin^2 \theta}{1 + \cos^2 \theta}[1 + rQ(\theta, r)], \quad (\text{C.2})
\]
\[
\frac{1}{2m_0} - \frac{fa}{\rho^2 f^{-1} - fa^2} = \frac{r}{2m_0^2}[1 + rS(\theta, r)], \quad (\text{C.3})
\]

where \( P, Q \) and \( S \) are smooth functions satisfying
\[
1 + rP(\theta, r) > 0 \quad \text{and} \quad 1 + rQ(\theta, r) > 0.
\]

We have thus obtained the following representation of \( g \):
\[
g = \frac{m_0^2}{r^2} \left[ (1 + \cos^2 \theta)[1 + rP(\theta, r)] \left( \mathrm{d}r^2 + r^2 \, \mathrm{d}\theta^2 \right) + \frac{4m_0^2 \sin^2 \theta}{1 + \cos^2 \theta}[1 + rQ(\theta, r)] \left\{ \phi + \frac{r}{2m_0^2}[1 + rS(\theta, r)] \, \mathrm{d}u \right\}^2 - \frac{r^2}{4m_0^2} (1 + \cos^2 \theta) \frac{1}{1 + rQ(\theta, r)} \, \mathrm{d}u^2. \right. \]
We note that the surface \( \{ u = 0 \} \) is the same as \( \{ t = 0 \} \). The desired hypersurface \( \mathcal{S} \) will take the form
\[
\mathcal{S} = \{ (u, \rho, z, \varphi) : u = U(r) \},
\]
where \( U \) is a smooth function for \( r > 0 \). In fact, we pick \( U = U_0 \chi \) where
\[
U_0 = \frac{2m_0^2}{r} - \frac{4m_0^{3/2}}{r^{1/2}},
\]
and \( \chi \) is a smooth non-increasing cut-off function such that \( \chi(r) = 0 \) for \( r > \delta \) for some \( \delta \) to be specified, \( \chi(0) = 1 \) and \( \chi^{(k)}(0) = 0 \) for any \( k \geq 1 \).

Let us first show that such a surface will intersect \( \mathcal{H}_{\text{deg}} \) along a smooth compact boundary. The induced metric on \( \mathcal{S} \) is
\[
(3^*) g = \frac{m_0^2}{r^2} (1 + \cos^2 \theta) \left[ 1 + O(r) \right] (dr^2 + r^2 d\theta^2)
+ \frac{4m_0^4 \sin^2 \theta}{1 + \cos^2 \theta} \left[ 1 + O(r) \right] \left\{ d\phi - \frac{1}{r} \left[ 1 - \frac{r^{1/2}}{m_0^{1/2}} + O(r) \right] dr \right\}^2
- \frac{r^2}{4m_0^2} (1 + \cos^2 \theta) \left[ 1 + r^{1/2} + O(1) \right] dr^2.
\]

Using that \( U = U_0 \chi \), we see that
\[
(3) g = \frac{m_0^2}{r^2} (1 + \cos^2 \theta) \left[ 1 + O(r) \right] (dr^2 + r^2 d\theta^2)
+ \frac{4m_0^4 \sin^2 \theta}{1 + \cos^2 \theta} \left[ 1 + O(r) \right] \left\{ d\phi - \frac{1}{r} \left[ 1 - \frac{r^{1/2}}{m_0^{1/2}} + O(r) \right] dr \right\}^2
- \frac{m_0^2}{4m_0^2} (1 + \cos^2 \theta) \left[ 1 - \frac{2r^{3/2} + O(r)}{m_0^{3/2}} \right] dr^2
+ \frac{4m_0^4 \sin^2 \theta}{1 + \cos^2 \theta} \left[ 1 + O(r) \right] \left\{ d\phi - \frac{1}{r} \left[ 1 - \frac{r^{1/2}}{m_0^{1/2}} + O(r) \right] dr \right\}^2.
\]
It is readily seen that every curve of the form \( \{ \phi = \log r, 0 < r \leq \delta \} \) has finite length, whence \( \{ r = 0 \} \) corresponds to a boundary of \( \mathcal{S} \).

It remains to show that \( \mathcal{S} \) is spacelike. This will depend on certain property of the cut-off function \( \chi \). First, choose \( \delta > 0 \) sufficiently small such that
- \( U_0(r) > 0 \) for \( 0 < r \leq 5\delta \),
- \( U_0'(r) < 0 \) for \( 0 < r \leq 5\delta \),
- \( -\frac{2m_0^2}{r} \left[ 1 + rP(r, \theta) \right]^{1/2} \left[ 1 + rQ(r, \theta) \right]^{1/2} < -\frac{2m_0^2}{r^2} + \frac{m_0^2}{r^{3/2}} \) for \( 0 \leq r \leq 5\delta \).

We claim that \( \chi \) can be selected such that \( \chi \) is decreasing and
\[
U' = (U_0 \chi)' > -\frac{2m_0^2}{r^2} + \frac{m_0^{3/2}}{r^{3/2}} \quad \text{for} \quad 0 < r < 5\delta.
\]

To see this, consider first a Lipschitz cut-off function \( \tilde{\chi} \) defined by
\[
\tilde{\chi}(r) = \begin{cases} \frac{\delta - r}{\delta} & \text{for} \quad 0 \leq r \leq \delta, \\ 0 & \text{for} \quad r > \delta. \end{cases}
\]
Then, for $0 < r < \delta$,

$$U_0\tilde{\chi} + U_0\tilde{\chi}' = \left( -\frac{2m_0^2}{r^2} + \frac{2m_0^{3/2}}{r^{3/2}} \right) \frac{\delta - r}{\delta} - \left( \frac{2m_0^2}{r} - \frac{4m_0^{3/2}}{r^{1/2}} \right) \frac{1}{\delta}$$

$$= -\frac{2m_0^2}{r^2} + \frac{2m_0^{3/2}}{r^{3/2}} + \frac{2m_0^{3/2}}{r^{1/2}} \frac{1}{\delta}$$

$$> -\frac{2m_0^2}{r^2} + \frac{2m_0^{3/2}}{r^{3/2}} .$$

We would like next to smoothen $\tilde{\chi}$ to obtain a desired $\chi$. We start with a $C^{1,1}$ smoothing; once this is done, the rest is routine. For some $\mu, \mu' \in (0, \frac{1}{2})$ to be specified, define $\tilde{\chi}$ by

$$\tilde{\chi}(r) = \begin{cases} 
1 & \text{for } r = 0, \\
1 - \mu \exp \left( 1 - \frac{\mu \delta}{r} \right) & \text{for } 0 < r \leq \mu \delta, \\
\chi(r) & \text{for } \mu \delta \leq r \leq (1 - \mu') \delta, \\
\frac{1}{4\mu' \pi} (r - (1 + \mu') \delta)^2 & \text{for } (1 - \mu') \delta \leq r \leq (1 + \mu') \delta, \\
0 & \text{for } r \geq (1 + \mu') \delta.
\end{cases}$$

A direct computation shows that $\tilde{\chi}$ is $C^{1,1}$.

For $0 < r < \mu \delta$, we have

$$U_0\tilde{\chi} + U_0\tilde{\chi}' = -\frac{2m_0^2}{r^2} + \frac{2m_0^{3/2}}{r^{3/2}} \left[ 1 - \mu \exp \left( 1 - \frac{\mu \delta}{r} \right) \right]$$

$$- \mu \exp \left( 1 - \frac{\mu \delta}{r} \right) \left[ -\frac{2m_0^2}{r^2} + \left( \frac{2m_0^2}{r} - \frac{4m_0^{3/2}}{r^{1/2}} \right) \frac{\mu \delta}{r} \right]$$

$$> -\frac{2m_0^2}{r^2} + \frac{2m_0^{3/2}}{r^{3/2}} \left[ 1 - \mu \right]$$

$$+ \frac{2m_0^{1/2} \mu^{1/2} \delta^{1/2}}{r^{1/2}} \left( 1 - \frac{\mu \delta}{r} \right) \exp \left( 1 - \frac{\mu \delta}{r} \right)$$

$$\geq -\frac{2m_0^2}{r^2} + \frac{2m_0^{3/2}}{r^{3/2}} \left[ 1 - \mu - \frac{m_0^{1/2} \mu^{1/2} K}{\delta^{1/2}} \right],$$

where

$$K = \sup_{0 < x \leq 1} x^{-1/2} (1 + x^{-1}) \exp(1 - x^{-1}) < \infty.$$}

Thus, if we choose $\mu \ll \min(\delta, \frac{1}{2\delta})$ sufficiently small, then

$$U_0\tilde{\chi} + U_0\tilde{\chi}' > -\frac{2m_0^2}{r^2} + \frac{3m_0^{3/2}}{2r^{3/2}} \quad \text{for } 0 < r \leq \mu \delta.$$ 

For $(1 - \mu') \delta \leq r \leq (1 + \mu') \delta$, we have

$$U_0\tilde{\chi} + U_0\tilde{\chi}' = \tilde{\chi} \left( -\frac{2m_0^2}{r^2} + \frac{2m_0^{3/2}}{r^{3/2}} \right) + r \tilde{\chi}' \left( \frac{2m_0^2}{r^2} - \frac{4m_0^{3/2}}{r^{1/2}} \right)$$

$$= - (\tilde{\chi} - r \tilde{\chi}') \frac{2m_0^2}{r^2} + (\tilde{\chi} - r \tilde{\chi}') \frac{2m_0^{3/2}}{r^{1/2}}$$

$$= -\frac{2m_0^2}{r^2} + \left( \frac{m_0^{1/2}}{r^{1/2}} + 1 \right) \tilde{\chi} - r \left( \frac{m_0^{1/2}}{r^{1/2}} + 2 \right) \tilde{\chi} \frac{2m_0^{3/2}}{r^{3/2}}.$$
The term in the square bracket is estimated as follows:

\[
\frac{m_0^{1/2}}{r^{1/2}} + \left( -\frac{m_0^{1/2}}{r^{1/2}} + 1 \right) \tilde{x} - r \left( -\frac{m_0^{1/2}}{r^{1/2}} + 2 \right) \tilde{x}'
\]

\[
= \frac{m_0^{1/2}}{r^{1/2}} + \frac{r - (1 + \mu')\delta}{4\mu'\delta^2} \left[ (1 + \mu')m_0^{1/2} \delta r^{-1/2} - (1 + \mu')\delta + m_0^{1/2} r^{1/2} - 3r \right]
\]

\[
\geq \frac{m_0^{1/2}}{(1 + \mu')^{1/2}\delta^{1/2}} - \frac{1}{2\delta} \left[ (1 + \mu')(1 - \mu')^{-1/2}m_0^{1/2} \delta^{1/2} - (1 + \mu')\delta 
\right.
\]

\[
\left. + (1 + \mu')^{-1/2}m_0^{1/2} \delta^{1/2} - 3(1 - \mu')\delta \right]
\]

\[
= \frac{m_0^{1/2}}{\delta^{1/2}} \left[ 1 - \frac{3}{2} (1 + \mu')(1 - \mu')^{-1/2} - \frac{1}{2} (1 + \mu')^{1/2} \right] + 2 - \mu'
\]

\[
> \frac{3}{2}\delta
\]

for all sufficiently small \( \mu' \ll \delta^{1/2} \ll 1 \),

where in the second-to-last inequality we have used the expansion

\[
\frac{1}{(1 + x)^{1/2}} - \frac{1}{2}(1 + x)(1 - x)^{-1/2} - \frac{1}{2}(1 + x)^{1/2} = -\frac{3}{2}x + o(x) \quad \text{as} \quad x \to 0.
\]

Altogether, we have shown that

\[
U_0^r \tilde{x} + U_0 \tilde{x}' > \frac{2m_0^3}{r^2} + \frac{3m_0^{3/2}}{2r^{3/2}} \quad \text{for} \quad 0 < r < 5\delta.
\]

Since \( \tilde{x} \) is \( C^{1,1} \), a routine smoothing procedure then gives a cut-off function \( \chi \) which satisfies (C.6) as claimed.

From our choice of \( \chi \), we see that

\[
0 > U_r > \frac{-2m_0^3}{r^2} \left[ 1 + rP(r, \theta) \right]^{1/2} \left[ 1 + rQ(r, \theta) \right]^{1/2}
\]

for \( 0 \leq r \leq 5\delta \). This implies that

\[
\frac{m_0^2}{r^2} (1 + \cos^2 \theta) \left[ 1 + rP(r, \theta) \right] - \frac{r^2}{4m_0^5} (1 + \cos^2 \theta) \frac{1}{1 + rQ(r, \theta)} U_r^2 > 0
\]

for any \( 0 < r \leq d \). Lowering \( \delta \) again if necessary, it is then easy to check that the metric (3) \( g \) given in (C.5) is Riemannian. This finishes the construction of \( \mathcal{S} \) which was needed in section 2 in the case where exactly one component of the horizon is degenerate.
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