Quantum simulation for three-dimensional chiral topological insulator
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Quantum simulation, as a state-of-art technique, provides the powerful way to explore topological quantum phases beyond natural limits. Nevertheless, a complete simulation of the bulk and surface topological physics, and their correspondence is usually hard to achieve in one single simulator. Here we build up a quantum simulator using nitrogen-vacancy center to investigate a previously-not-realized three-dimensional (3D) chiral topological insulator, and demonstrate by quantum quenches a complete study of both the bulk and surface topological physics. First, a dynamical bulk-surface correspondence in momentum space is observed, showing that the bulk topology of the 3D phase uniquely corresponds to the nontrivial quench dynamics emerging on 2D momentum hypersurfaces called band inversion surfaces (BISs), equivalent to the bulk-boundary correspondence in real space. Further, the symmetry protection of the 3D chiral phase is uncovered by measuring dynamical spin textures on BISs, which exhibit perfect (broken) topology when the chiral symmetry is preserved (broken). Finally we measure the topological charges to characterize directly the bulk topology, and identify an emergent dynamical topological transition when varying the quenches from deep to shallow regimes. This work opens a new avenue of quantum simulation towards the complete study of topological quantum phases.

Introduction.—The past over one decade has witnessed the explosive progress in the field of topological quantum phases [1–3], with many exotic topological states having been discovered in the tabletop materials [4–6]. The most prominent classes of topological materials include the time-reversal invariant topological insulators [7–10], quantum anomalous Hall insulators [11], topological semimetals [12–14], and topological superconductors [15–17]. These topological phases are characterized by nontrivial topology in the bulk, and host topology- or symmetry-protected gapless boundary modes which are connected to the bulk through the bulk-boundary correspondence [1–3]. Such bulk-boundary correspondence has been the dominant mechanism for the observation of the topological states, with most topological materials having been uncovered in experiment by resolving the boundary physics [8, 9, 13, 14], while the bulk topology, however, is hard to be directly measured for solid systems.

Despite the considerable achievements, only a small portion of the broad classes of topological phases predicted in theory have been observed in condensed matter physics [18–20]. Quantum simulation [21], as a state-of-art technique, provides a powerful way to explore exotic quantum phases beyond natural limits [22]. A number of exotic quantum systems, such as the two-dimensional (2D) Haldane model [23] and 2D spin-orbit (SO) coupled minimal model for quantum anomalous Hall phase [24–26], 1D chiral topological phase [27–30], and 3D semimetals [31, 32] have been successfully realized in a controllable fashion with various quantum simulators including the ultracold atoms [33], photonic crystals [34, 35], and solid-state qubit systems [36]. Nevertheless, in these studies, either the bulk or only the boundary physics of the simulated topological states can be well explored. For example, in ultracold atoms, it is convenient to measure the bulk topology but hard to simulate the boundary [23, 25, 26, 37, 38]. Therefore, a complete study of both the bulk and boundary topological physics, and their correspondence is challenging for quantum simulators.

In this work, we build up a quantum simulator using nitrogen-vacancy (NV) center to investigate 3D chiral topological insulator which was not accessible in solid systems, and demonstrate a complete simulation of the bulk and surface topological physics of the simulated chiral phase. This study is based on the recently proposed dynamical bulk-surface correspondence in momentum space [41–48], which bridges the bulk topology of a $d$D equilibrium phase and the nontrivial quench dynamics emerging on $(d - 1)$D momentum hypersurfaces called band inversion surfaces (BISs). The dynamical bulk-surface correspondence resembles the bulk-boundary correspondence in real space, and is easier to emulate than the latter, since the momentum space can be readily engineered for quantum simulators. This facilitates complete study of the simulated topological phases. In demonstrating the corre-
spondence between the bulk and surface topological physics, we show in experiment the chiral symmetry protection of the 3D topological phase, and further measure the topological charges to directly characterize the bulk topology, with an emergent dynamical topological transition being observed.

Simulation of the 3D model.—The 3D chiral topological insulator simulated in the current experiment is described by the Bloch Hamiltonian $H_{3D}(\mathbf{k})$ as

$$H_{3D}(\mathbf{k}) = \sum_{j=0}^{3} h_j \gamma_j,$$

where the Bloch momentum $\mathbf{k} = (k_x, k_y, k_z)$, the Dirac matrices $\gamma_0 = \sigma_z \otimes \sigma_z$, $\gamma_1 = \sigma_x \otimes 1$, $\gamma_2 = \sigma_y \otimes 1$, and $\gamma_3 = \sigma_z \otimes \tau_z$, with the Pauli matrices $\sigma_{x,y,z}$ and $\tau_{x,y,z}$ in the present simulator corresponding to the electron and nuclear spins, respectively. The $h_j(\mathbf{k})$-term with the parameters $m_z$ and $t_0$ characterizes the dispersion of four uncoupled bands. The remaining part, written as $h_{so}(\mathbf{k}) = (h_1, h_2, h_3)$, represents a spin-orbit field which couples the four different bands, with $t_{so}$ simulating the spin-flipped hopping coefficient.

The Hamiltonian has a chiral symmetry defined by $\gamma_4 = \sigma_x \otimes \tau_y$, hence it belongs to AII class according to the Altland-Zirnbauer ten-fold symmetry classification [3, 49] and is characterized by 3D winding numbers in the equilibrium theory. The topological phases include three nontrivial regions: (i) $t_0 < m_0 < 3t_0$ with winding number $\nu_3 = 1$; (ii) $-t_0 < m_0 < t_0$ with $\nu_3 = -2$; and (iii) $-3t_0 < m_0 < -t_0$ with $\nu_3 = 1$. Beyond these regions the phase is trivial, and across the phase transition points the bulk gap is closed.

We realize the Hamiltonian $H_{3D}$ by a quantum simulator built from NV center in diamond [50]. The electrons around the center form an effective electron spin with a triplet ground state ($S = 1$). Together with the intrinsic nitrogen-14 nuclear spin ($I = 1$), it forms a coupled system, as depicted in Fig. 1(a). The Hamiltonian of the NV center is

$$H_{NV} = 2\pi(D S_z^2 + \omega_e S_z + Q I_z^2 + \omega_n I_z + AS_z I_z),$$

where $S_z$ ($I_z$) denotes the electron (nuclear) spin operator, $D = 2.87$ GHz is the electronic zero-field splitting, $Q = -4.95$ MHz is the nuclear quadrupole interaction, and $A = -2.16$ MHz is the hyperfine interaction. A magnetic field of 514 G is applied along the NV’s symmetry axis, yielding an electron (nuclear) Zeeman splitting $\omega_e$ ($\omega_n$) of 1439 MHz (154 kHz). The subspace of $\{m_s = 0, -1\} \otimes \{m_i = \pm 1, 0\}$ is utilized to form a two-qubit system, relabeled as $\{0, 1\} \otimes \{0, 1\}$, on which the Pauli operators $\sigma_i$ and $\tau_i$ are defined. A microwave pulse is applied to produce an external driving field $\Omega_{mw}$. Under the rotating-wave approximation, the effective Hamiltonian capturing the couplings in the subspace reads $H_{mw,RWA} = 2\pi(D S_z^2 + \Omega_x \sigma_x + \Omega_y \sigma_y)$, with $\Omega_x = \Omega_{mw} \cos \phi$ and $\Omega_y = -\Omega_{mw} \sin \phi$, where $\phi$ is the phase of microwave pulse. Finally, the $\sigma_z \tau_z$ term can be generated via a unitary rotation about $\tau_y$ axis by $\theta$ angle, yielding

$$H_{eff} = \frac{A}{4} \cos \theta \sigma_z \tau_z + \Omega_x \sigma_x + \Omega_y \sigma_y + \frac{A}{4} \sin \theta \sigma_z \tau_x,$$

where the factor $2\pi$ is neglected. This $\tau_y$-rotation of the Hamiltonian is realized by applying a radio-frequency pulse to rotate the nuclear spin. The experiment was performed on a home-built confocal setup at room temperature. We use a [111] oriented NV center with solid immersion lens. The MW and radio-frequency control of NV center are realized through an arbitrary wave generator.

FIG. 1. (color online). Experimental scheme and the dynamical bulk-surface correspondence. (a) The energy diagram of the NV center used for simulation. The electron and the nitrogen nuclear spins are used to form the two-qubit system. A microwave pulse is applied to simulate the 3D model. (b) Quantum circuit for the experiment. The operator $e^{-iH_{eff}}$ corresponds to evolution under $H_{eff,RWA}$, while the net effect together with the two nuclear spin operation $R_{\tau_y}^\theta$ is equivalent to evolution under $H_{eff}$. (c) Operations of quench and readout steps in (b). (d-f) Experimental observation of the band inversion surfaces (BISs) and the dynamical spin-texture field $g(\mathbf{k})$ (arrows) for $m_z = +1.4$, 0 and $-1.4$, respectively. The winding of $g(\mathbf{k})$ on BISs characterizes the 3D winding number $\nu_3$. Here $t_{so} = 0.2t_0$. 
The 3D chiral topological insulator model $\mathcal{H}_{3D}$ can be simulated by $\mathcal{H}_{\text{eff}}$ after mapping the parameter space to Bloch momentum space, i.e. $(\theta, \phi, \Omega_{\text{new}}) \rightarrow \mathbf{k}$. Any state evolving under $\mathcal{H}_{\text{eff}}$ is then mapped to the one evolving under $\mathcal{H}_{3D}$ [51]. Thus the $\mathbf{k}$-space of the 3D chiral phase can be fully engineered, while the real space including the boundary cannot be simulated for the quantum simulator. The key observation is that, as studied below, the dynamical bulk-surface correspondence in momentum space provides the alternative full investigation of the bulk and surface topological physics.

**Dynamical bulk-surface correspondence.**—We present the nontrivial quench dynamics emerging on BISs and connected to the bulk topology. The experimental procedure for quench along $\gamma_i$ axis consists of three steps [see Fig. 1(b)]. First, we initialize the state to the state $|00\rangle$, which is then prepared to be fully (or incompletely) polarized along $\gamma_i$ axis by a unitary control. Then, the initialized state evolves by time $t$ under $\mathcal{H}_{3D}$, as simulated by $\mathcal{H}_{\text{eff}}$, rendering the quench dynamics. Finally, we measure the spin polarization $\langle \gamma_j(t) \rangle$. The opposite unitary operations are respectively used to perform the quench and measurement with respect to all the spin components [Fig. 1(c)]. Following the measurement, we obtain the time-averaged spin polarizations $\langle \gamma_j(t) \rangle = \lim_{T \to \infty} \langle 1/T \int_0^T \gamma_j(t) \rangle \propto h_i h_j$, which are key ingredients to characterize the topology [41]. Here the index $i$ ($j$) denotes the quench (measurement) axis.

The dynamical bulk-surface correspondence states that the bulk topology of the 3D chiral topological phase uniquely corresponds to the nontrivial quench dynamics emerging on the 2D BISs [41]. For the initial state fully polarized in the axis $\gamma_0$, the 2D BISs are formed by all the momenta points where spin oscillations are resonant and easily measurable, giving the vanishing time-averaged spin-polarizations

$$\text{BIS} = \{ \mathbf{k} | \langle \gamma_i(k) \rangle_0 = 0, \quad i = 0, 1, 2, 3 \}. \quad (4)$$

A dynamical invariant can be defined on the BISs as the winding of an emergent dynamical spin-texture field $\mathbf{g}(\mathbf{k})$, with the $i$-th component $g_i(\mathbf{k}) = \frac{1}{N_k} \partial_{k_{\perp}} \langle \gamma_i(k) \rangle_0 \bigg|_{k_{\perp} \in \text{BIS}}$ describing the variation of $\langle \gamma_i \rangle_0$ along the local direction $k_{\perp}$ perpendicular to the BISs and normalized by $N_k$, and

$$\mathcal{W} = \frac{1}{8\pi} \int_{\text{BIS}} d^2 \mathbf{k} \mathbf{g} \cdot (\nabla \mathbf{g} \times \nabla \mathbf{g}), \quad (5)$$

Geometrically, the dynamical invariant describes the coverage of the dynamical field $\mathbf{g}(\mathbf{k})$ over a 2D spherical surface. This dynamical topological invariant equals the bulk topological invariant of the ground band of $\mathcal{H}_{3D}$, and provides the dynamical characterization of the 3D chiral phase [41].

We show the experimental measurements of the three different topological regimes in Fig. 1(d–f). The BISs are measured and exhibit very different shapes in different phases. The measured dynamical field $\mathbf{g}(\mathbf{k})$ is depicted as arrows, from which with the 2D dynamical invariant $\mathcal{W}$ can be computed, and is verified to characterize the 3D bulk topology.

![FIG. 2.](color online) Measuring the chiral symmetry protection. The blue data points are experimental results of winding numbers obtained from the emergent dynamical spin-texture field, and the error-bars represent three standard deviation. The orange line is calculated from the theoretic model. The insets are the emergent dynamical spin-texture field $\mathbf{g}(\mathbf{k}) = (g_1, g_2, g_3, g_4)$ correspond to each data point. The arrows denote $g_1, g_2, g_3$ components, and the color of the arrows denotes the component $g_4$. The dynamical bulk-surface correspondence is protected by the chiral symmetry. It is important to verify the symmetry protection by studying the symmetry-breaking effect on the quench dynamics on BISs, similar to the symmetry-breaking in the boundary states in real space. We create a constant term $h_4 \gamma_4 = h_4 \sigma_3 \tau_y$ into $\mathcal{H}_{3D}$ to break the chiral symmetry via an additional rotation in the $\tau_x$ axis. Then the dynamical spin-texture field on BISs becomes a 4D vector $\mathbf{g}(\mathbf{k}) = (g_1, g_2, g_3, g_4)$ with $g_i = \partial_{k_{\perp}} \langle \gamma_i \rangle_0 / N_k$, which locates on a 3D spherical surface $S^3$. To quantify the geometric property of $\mathbf{g}(\mathbf{k})$, we note that without symmetry-breaking, i.e. $h_4 = 0$, the dynamical field $\mathbf{g}(\mathbf{k})$ sits on the equator of $S^3$ (equivalent to $S^2$). The solid angle enclosed by $\mathbf{g}(\mathbf{k})$ is a multiple of the half 3-sphere area, characterizing the invariant which can be generalized to the symmetry breaking case as

$$\mathcal{W}_{\text{SB}} = \frac{1}{\pi^2} \int_{S(\partial S = g(\mathbf{k}))} dS^3, \quad (6)$$

where $\pi^2$ is the area of the half unit 3-sphere, $dS^3$ is the corresponding area element, and the integral is performed over the region $S$ with boundary $\partial S = g(\mathbf{k})$ [51].

The experimental measurement of the symmetry breaking effect is shown in Fig. 2. It is observed that once $h_4 \neq 0$, the 4D dynamical field $g(\mathbf{k})$ is shifted away from the equator of $S^3$, with a nonzero polarization in the $\gamma_4$ axis, for which the value $\mathcal{W}_{\text{SB}} \neq \mathcal{W}$ is no longer quantized and decreases with the strength $h_4$. The results show that the symmetry protection of the bulk topological phase can be identified from the the dynamical spin textures on BISs, which exhibit perfect (bro-
broken) topology and zero (nonzero) $\gamma_1$-polarization when the chiral symmetry is preserved (broken), similar to the boundary modes in real space which can be gapped out and polarized by the symmetry-breaking term.

**Topological charges and emergent dynamical transition.**—

We proceed to detect topological charges and characterize directly the bulk topology by the total charges enclosed by BISs [43], which further demonstrates the correspondence between the bulk and surface topological physics. In this case, instead of measuring all spin components after a single quench along $\gamma_0$, we perform a series of quantum quenches along different $\gamma_i$ ($i = 0, 1, 2, 3$) axes but measure only $\gamma_0$ component, i.e. \( \langle \gamma_0(\mathbf{k}) \rangle \) after each quench [43, 44]. To realize quenches in different axes $\gamma_i$, the quench process [see Fig. 1(c)] is modified to an appropriate combination of the nuclear and electron spin rotations, such that the resulting initial state is the eigenstate of the pre-quench Hamiltonian $\mathcal{H}_{\text{pre}} = m_0 \gamma_0 + \mathcal{H}_{\text{3D}}$ [51]. The BISs are again the collection of momenta on which time-averaged spin polarizations all vanish, namely BIS $\{ \mathbf{k} | \langle \gamma_0(\mathbf{k}) \rangle_i = 0, \forall i \}$, and the locations of topological charges are determined by \( \langle \gamma_0(\mathbf{k}) \rangle_{1,2,3} = 0 \) while \( \langle \gamma_0(\mathbf{k}) \rangle_0 \neq 0 \) [43]. The topological charge is characterized by the dynamical field $\Theta(\mathbf{k})$ with components $(i = 1, 2, 3)$

$$\Theta_i(\mathbf{k}) = \frac{\text{sgn}(h_0(\mathbf{k}))}{N_k} \langle \gamma_0(\mathbf{k}) \rangle_i,$$

The norm of $\Theta(\mathbf{k})$ vanishes at a charge, and the charge value equals the winding of the dynamical field $\Theta(\mathbf{k})$ near the charge. In Fig. 3(a), we measure the norm of $|\Theta(\mathbf{k})|$ on the $k_z = 0, -\pi$ and $k_x = 0, -\pi$ planes for the phase with $m_2 = 1.4t_0$ and $t_{\text{so}} = t_0$, which shows eight topological charges $O_i$ in the bulk. The dynamical field $\Theta(\mathbf{k})$ near the charges is shown in Fig. 3(b) and (c), showing that the topological charges $O_{1,3,5,7}$ have value $+1$ while the charges $O_{2,4,6,8}$ have value $-1$. The bulk topology is characterized by the total topological charge enclosed by the BIS [see Fig. 3(a)], which is $O_1$, giving $\nu_3 = +1$ for the bulk phase [Fig. 1(d)].

An interesting observation of the dynamical characterization with topological charges is that an emergent dynamical topological transition occurs when the quenches are var-
ied from deep to shallow regimes [44]. The deep (shallow) quench regime corresponds to large (small) \(m_i\), and the initial state is fully (partially) polarized in the axis \(\gamma_i\), independent of (dependent on) \(k\). For simplicity, in each set of quenches we take the same \(m_i\) when quenching in different axes. The BISs are not affected by the quench depth \(m_i\) [44]. To characterize the emergent topological transition we measure the dynamical field \(f(k)\) on BISs, with components given by

\[
f_i(k) = \frac{1}{N_k} \partial_{k^i} \gamma_i \Big|_{k \in \text{BIS}},
\]

with \(i = 1, 2, 3\). For deep quenches, \(f(k)\) is equivalent to \(g(k)\), whose winding on BISs characterizes the post-quench topology [see the right insert in Fig. 4(a)]. In the left insert of Fig. 4(a), we show that the dynamical field \(f(k)\) for shallow quenches with \(m_i = 2\) is deformed and has zero winding, implying that between deep and shallow quenches an emergent topological transition occurs. To determine the critical quench depth \(m_c\), we notice that the dynamical field changes most dramatically near the momentum \(k_0\) on the BIS in the \([TTT]\) direction. In reducing \(m_i\) across \(m_c\), the direction of \(f(k_0)\) changes from the outward to inward of BIS, and vanishes at \(m_i = m_c\), where the winding on BIS is ill-defined. Fig. 4(a) displays the projection of \(f(k_0)\) in the \([TTT]\) direction. Our measurement determines the critical value \(m_c \approx 2.7t_0\), which agrees on the theoretical prediction \(m_c = 2.653t_0\).

The dynamical topological transition corresponds to the movement of topological charges across BIS, as illustrated in Fig. 4(b). The dynamical field \(\Theta(k)\) is measured along the line connecting charges \(O_1-O_8\) or \(O_3-O_6\). We observe that the locations of charges depend on the quench depth \(m_i\). Particularly, the charge \(O_8\) passes through BIS when reducing \(m_i\) across the critical value \(m_c\). Then no topological charge is enclosed by the BIS, providing the alternative picture of the emergent topological transition. The topological charges \(O_3\) and \(O_6\) can also annihilate at certain \(m_i\), but do not change the dynamical topology on the BIS.

Conclusion.—In summary, we have achieved by quantum quenches a complete study of bulk and surface topological physics for a novel 3D chiral topological insulator, using a quantum simulator built from solid-state spin system. We experimentally identified the dynamical bulk-surface correspondence in momentum space, as a momentum-space counterpart of the bulk-boundary correspondence in real space, which bridges the bulk topology of the 3D chiral phase and the non-trivial quench dynamics emerging on 2D band inversion surfaces. As the momentum space is more convenient to engineer for quantum simulators, the dynamical bulk-surface correspondence enables a complete study of the simulated topological phases, without the necessity of constructing real-space boundaries. The novel topological physics have been observed in experiment, including the chiral symmetry protection, the topological charges, and the dynamical topological transition emerging in the quench studies. The present work showed the insightful techniques of quantum simulation, which can be easily extended to other simulators, and opens a broad avenue to explore high dimensional topological phases beyond the limits of condensed matter physics.
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SUPPLEMENTARY MATERIAL

GENERALIZED TOPOLOGICAL INVARIANT

As described in the main text, in the presence of the symmetry-breaking term $h_1 \gamma_4$, the generalized topological invariant is defined on a 3-sphere as

$$W_{SB} = \frac{1}{\pi^2} \int_{S|\partial S = g(k)} dS^3,$$

where $\pi^2$ is the area of the half 3-sphere, $dS^3$ is the area element of the 3-sphere, and the integral is taken over the region bounded by the curve $\partial S = g(k)$. When there is no symmetry-breaking term $\gamma_4$, the dynamical field $g(k)$ lies on the equator (a 2D object on $S^3$), and the integral $\int_{S|\partial S = g(k)} dS^3$ is taken over the upper-half sphere and equals $n\pi^2$ if the dynamical field $g(k)$ winds the equator $n$ times, giving the bulk topological invariant $W = n$. When the symmetry is broken, the dynamical field $g(k)$ deviates from the equator, the integral $\int_{S|\partial S = g(k)} dS^3$, generally is a fraction multiplying $\pi^2$, then $W$ is a non-integer number as shown below.

In the sphere coordinates, we have

$$dS^3 = \sin^2 \phi_3 \sin \phi_2 d\phi_1 d\phi_2 d\phi_3,$$

where

$$g_1 = \cos \phi_3,$$
$$g_2 = \sin \phi_3 \cos \phi_2,$$
$$g_3 = \sin \phi_3 \sin \phi_2 \cos \phi_1,$$
$$g_4 = \sin \phi_3 \sin \phi_2 \sin \phi_1$$

with $0 < \phi_1 < 2\pi$ and $0 < \phi_2, \phi_3 < \pi$. Inversely, we have

$$\tan \phi_1 = g_1/g_2,$$
$$\tan \phi_2 = \sqrt{g_1^2 + g_2^2}/g_3,$$
$$\tan \phi_3 = \sqrt{g_1^2 + g_2^2 + g_3^2}/g_4.$$

If the symmetry is not broken, then $g_4 = 0$ and $\phi_4 = \pi/2$, the dynamical field lies on the equator of the 3-sphere. Here we consider the case where the dynamical field $g(k)$ winds the equator $n$ times, i.e., the bulk topological invariant is $n$, then we have

$$W_{SB} = \frac{1}{\pi^2} \int_{S|\partial S = g(k)} dS^3$$
$$= \frac{1}{\pi^2} \int_{0}^{2\pi} d\phi_1 \int_{0}^{\pi} d\phi_2 \int_{0}^{\pi/2} d\phi_3 \sin^2 \phi_3 \sin \phi_2$$
$$= n.$$

Now we add the symmetry-breaking term, and we consider the following simple example, $g_4(k) = m$, where $|m| < 1$ is a constant. Then the quantity $W_{SB}$ becomes

$$W_{SB} = \frac{1}{\pi^2} \int_{0}^{2\pi} d\phi_1 \int_{0}^{\pi} d\phi_2 \int_{0}^{\pi} d\phi_3 \sin^2 \phi_3 \sin \phi_2$$
$$= \frac{2n}{\pi} (\arccos m - m \sqrt{1 - m^2}),$$

which is not an integer.

EXPERIMENTAL SIMULATION OF THE 3D MODEL

Post-quench dynamics

The target Hamiltonian $H_{3D}$ can be written in a general form

$$H_{3D}(k) = h_0 \sigma_z \tau_z + h_1 \sigma_x + h_2 \sigma_y + h_3 \sigma_z \tau_x.$$

We realize this Hamiltonian with a diamond nitrogen-vacancy (NV) center system, whose Hamiltonian is

$$H_{NV} = 2\pi (DS_z^2 + \omega_s S_z + QI_x^2 + \omega_n I_x + A S_z I_z),$$

where $S_z$ ($I_z$) is the electron (nuclear) spin operator. A subspace of $\{m_s = 0, -1\} \otimes \{m_i = +1, 0\}$ is utilized to form a two-qubits system, which is relabeled as $\{|0\rangle, |1\rangle\} \otimes \{|0\rangle, |1\rangle\}$. The first (second) qubit corresponds to the Pauli operator $\sigma_i$ ($\tau_i$) in $H_{3D}$. The subspace Hamiltonian can be rewritten as

$$H_0 = 2\pi \begin{pmatrix} \omega_1 & 0 & 0 & 0 \\ 0 & \omega_2 & 0 & 0 \\ 0 & 0 & \omega_3 & 0 \\ 0 & 0 & 0 & \omega_4 \end{pmatrix},$$

where $\omega_1 = Q + \omega_n$, $\omega_2 = 0$, $\omega_3 = D - \omega_e + Q + \omega_n - A$ and $\omega_4 = D - \omega_e$.

In order to introduce $\sigma_x$ and $\sigma_y$ terms in $H_{3D}$, we apply a microwave pulse of frequency $\omega_{m_w} = (\omega_3 - \omega_1 + \omega_4 - \omega_2)/2 = D - \omega_e - A/2$, coupling both $|00\rangle \leftrightarrow |10\rangle$ and

FIG. A1. Illustration for the quantity $W$ proportional to the area of the shadow region bounded by the dynamical field $g(k)$. (a) is the case with the chiral symmetry, the dynamical field $g(k)$ lies on the equator. (b) is the case with the symmetry broken by the $\gamma_4$ term, and the dynamical field deviates from the equator. Note that the equator is now a 2D manifold on the 3-sphere.
The interaction Hamiltonian reads

\[ V_{mw} = 2\pi \Omega_{mw} \cos(\omega_{mw}t + \phi) \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} + h.c. \] (18)

After transforming the total Hamiltonian \( H_0 + V_{mw} \) to the rotating frame defined by the MW field, and applying proper rotating-wave approximation, the system Hamiltonian reads

\[ H_{mw,RWA} = 2\pi \begin{pmatrix} A/4 & 0 & \Omega_x - i\Omega_y & 0 \\ 0 & -A/4 & 0 & -\Omega_x - i\Omega_y \\ \Omega_x + i\Omega_y & 0 & 0 & A/4 \\ 0 & \Omega_x + i\Omega_y & 0 & A/4 \end{pmatrix} \]

\[ = 2\pi \begin{pmatrix} A/4 & \sigma_z \tau_z + \Omega_x \sigma_x + \Omega_y \sigma_y \\ 0 & -A/4 \\ \Omega_x + i\Omega_y & 0 \\ 0 & \Omega_x + i\Omega_y \end{pmatrix} \] (19)

where \( \Omega_x = \Omega_{mw} \cos \phi \) and \( \Omega_y = -\Omega_{mw} \sin \phi \). \( H_{mw,RWA} \) is only a single \( \tau_y \) rotation away from the target Hamiltonian \( H_{3D} = \hbar_0 \sigma_x \tau_x + \hbar_1 \sigma_x + \hbar_2 \sigma_y + \hbar_3 \sigma_z \tau_x \). After applying the rotation \( U_{rot} = \exp(-i\tau_y \phi) \) to the system Hamiltonian, we have our effective Hamiltonian

\[ H_{eff} = 2\pi \begin{pmatrix} A/4 & \cos \theta \sigma_z \tau_z + \Omega_x \sigma_x + \Omega_y \sigma_y + A/4 \sin \theta \sigma_z \tau_z \\ 0 & -A/4 \\ \Omega_x + i\Omega_y & 0 \\ 0 & \Omega_x + i\Omega_y \end{pmatrix} \] (20)

We can imply that

\[ \theta = \arctan(h_3/h_0). \] (21)

Note that \( H_{eff} \) is subject to the limitation of having \( h_0^2 + h_3^2 = \pi^2 A^2/4 \). In order to simulate \( H_{3D} \) with any \( h_i \), we here define the effective time as a rescale of the simulation time \( t \), i.e., \( t_{eff} = \alpha t \). We only need to reproduce the same effect as \( U_{3D} = \exp(-iH_{3D} t) \) with the simulated evolution \( U_{eff} = \exp(-iH_{eff} t_{eff}) \). Hence we have \( H_{3D} = \alpha H_{eff} \), giving

\[ \alpha = \frac{2}{\pi |A|} \sqrt{h_0^2 + h_3^2}, \]

\[ \Omega_{mw} = \frac{1}{2\pi \alpha} \sqrt{h_1^2 + h_2^2}, \]

\[ \phi = -\arctan(h_2/h_1). \] (22)

The corresponding experimental circuit of this post-quench evolution is depicted in Fig. A2. We first rotate the nuclear spin along \( -y \) axis for an angle \( \theta \). Then the microwave with a driving strength of \( \Omega_{mw} \) and a phase of \( \phi \), for a time duration of \( t_{eff} \) is applied. Finally we rotate back the nuclear spin along \( y \) axis for the same angle \( \theta \). The net effect of this whole process is identical to the evolution of the system under \( H_{3D} \) during an evolution time of \( t \).

For the symmetry breaking case with the additional \( \gamma_4 \) term, the rotation operation \( U_{rot} \) is modified to \( U_{rot,SB} = \exp[-i\theta(\cos \phi_{SB} \tau_y - \sin \phi_{SB} \tau_x)] \), which will give the post-quench dynamics. \( R_{1,Y}^\phi \) represents rotation of nuclear spin about axis \( \pm \gamma \) for an angle \( \theta \). The operation in the middle is evolution of the system under the microwave driving \( \Omega_{mw} \) for a time duration of \( t_{eff} \). The net effect is equivalent to evolution under \( H_{3D} \) for a duration of \( t \).

In the experiment the system is initially polarized by a green laser pulse to the state \( |00\rangle \), which is an eigenstate of \( \gamma_0 = \sigma_z \tau_z \). This is equivalent to a deep quench along \( \gamma_0 \). The deep quenching along other axis is realized by either applying a microwave or radio-frequency pulse to prepare the system onto the eigenstate of \( \gamma_{1,2,3} \).

For the shallow quench process, one need to initialize the state to the eigenstate of the quench Hamiltonian \( H_{pre} = m_i \gamma_j + H_{3D} \), with a finite quench field \( m_i \) along quench axis \( \gamma_j \). In general, the quench Hamiltonian can be rewritten as

\[ H_{pre} = h_{pre,0}\sigma_z \tau_z + h_{pre,1}\sigma_x + h_{pre,2}\sigma_y + h_{pre,3}\sigma_z \tau_x. \] (26)

which depends on both \( m_i \) and \( k \), and is no longer aligned with any of the \( \gamma_i \) axes. To prepare an eigenstate of \( H_{pre} \), we
consider a rotation of electron spin

\[ U_{\text{init, mw}} = \exp \left( -\frac{i}{2} \theta_{\text{init, mw}} \sigma_x + \cos \phi_{\text{init, mw}} \sigma_y \right) \]

\[ \theta_{\text{init, mw}} = \arctan \left( \frac{\sqrt{h_{\text{pre},1}^2 + h_{\text{pre},2}^2}}{\sqrt{h_{\text{pre},0}^2 + h_{\text{pre},3}^2}} \right), \]

\[ \phi_{\text{init, mw}} = \arctan \left( \frac{h_{\text{pre},2}}{h_{\text{pre},1}} \right). \]

After the rotation, the state \( U_{\text{init, mw}} |00⟩ \) becomes an eigenstate of \( \sqrt{h_{\text{pre},0}^2 + h_{\text{pre},3}^2} \sigma_z + h_{\text{pre},1} \sigma_x + h_{\text{pre},2} \sigma_y \). Due to the fact that \( U_{\text{init, mw}} \) operates only on electron spin, it commutes with \( \tau_z \). As a result, \( U_{\text{init, mw}} |00⟩ \) is also an eigenstate of \( \sqrt{h_{\text{pre},0}^2 + h_{\text{pre},3}^2} \tau_z + h_{\text{pre},1} \sigma_x + h_{\text{pre},2} \sigma_y \). We can further rotate the nuclear spin as

\[ U_{\text{init, rf}} = \exp \left( -\frac{i}{2} \theta_{\text{init, rf}} \tau_y \right), \]

\[ \theta_{\text{init, rf}} = \arctan \left( \frac{h_{\text{pre},3}}{h_{\text{pre},0}} \right). \]

With this rotation, we end up with an eigenstate of \( H_{\text{pre}} \). Note that \( U_{\text{init, rf}} \) commutes with \( U_{\text{init, mw}} \), the order of these two operations can be switched in the experiment.

### Readout time-averaged spin polarization

The spin polarizations \( \gamma_i \) of a given final state is measured by transforming the interested component to the \( z \) basis of electron and nuclear spins, followed by a population measurement \( P_{(i,j)} (i, j = 0, 1) \) through the optical readout. For the \( \gamma_0 = \sigma_z \tau_y \) readout, the spin polarization is essentially \( P_{(00)} = P_{(01)} = P_{(10)} + P_{(11)} \), which is already in \( z \) basis. For the case of \( \gamma_{1,2} = \sigma_{x,y} \otimes 1 \), a \( \pi/2 \) rotation on the electron spin about \(-y \) or \( x \) axis will map the \( \sigma_{x,y} \) components to \( \sigma_z \), of which the spin polarization is given by

\[ P_{(00)} + P_{(01)} - P_{(10)} - P_{(11)}. \]

Similarly, for the \( \gamma_{3,4} = \sigma_x \tau_{x,y} \) readout, a \( \pi/2 \) rotation on the nuclear spin about \(-y \) or \( x \) axis will transform the \( \gamma_{3,4} \) readout to a \( \gamma_0 \) readout. These operations are depicted in Fig. 1(c) of the main text.

For the populations readout, the photoluminescence (PL) photon count of the spin state is recorded. Since the total PL count is the average of all four levels weighted by their populations, i.e., \( N_{\text{total}} = N_1 P_{(00)} + N_2 P_{(01)} + N_3 P_{(10)} + N_4 P_{(11)} \), we apply RF and MW pulses in different ways to produce different linear combinations of the populations, and then combine all the equations to solve for the populations. The sequences are depicted in Fig. A3, and the system of equations for the populations is

\[
\begin{pmatrix}
N_1 \\
N_2 \\
N_3 \\
N_4
\end{pmatrix}
= 
\begin{pmatrix}
P_{(00)} \\
P_{(01)} \\
P_{(10)} \\
P_{(11)}
\end{pmatrix}
= 
\begin{pmatrix}
N_f^0 \\
N_{f,mw}^0 \\
N_f^{r,0} \\
N_{f,mw,r}^{r,0}
\end{pmatrix}.
\]

Note that the \( N_{1,2,3,4} \) also need to be determined. The sequences are also depicted in Fig. A3.

The time-averaged spin polarization \( \langle \gamma_i (k) \rangle \) is obtained by measuring and averaging spin polarization over a series of time. In order to maintain consistency, the time steps are chosen in such a way that the corresponding simulation time \( t \) are the same in all comparable measurements. Note that since the effective time \( t_{\text{eff}} \) also depends on \( k \), the same \( t \) may correspond to different \( t_{\text{eff}} \). For experiments in which the effect of dephasing is ignored, the time range of \( t \) is chosen from 0 to

\[ t_{\text{max}} = \frac{2}{\sqrt{3} \tau_{so} \sin(\arccos(3m_z / t_{so}))}. \]

For the experiments with dephasing, the time range is chosen from \( 2t_{\text{max}} \) to \( 3t_{\text{max}} \). A typical experimental result is shown in Fig. A4, which corresponds to \( m_z = 1.4t_0, t_{so} = 0.2t_0, (k_x, k_y, k_z) = (0.1, 0.6, 0.1) \), quenching \( \gamma_0 \) and measuring \( \gamma_0 \). The result correspond to a time-averaged spin polarization \( \langle \gamma_0 (k) \rangle \) of 0.423 ± 0.056, and theory value is 0.460.
DATA PROCESSING METHOD

Reconstruction of the BIS

To obtain the BIS, we quench along \( \gamma_0 \) and measure \( \langle \gamma_0 \rangle \) at different \( \mathbf{k} \). Since the Hamiltonian is symmetric under \( \mathbf{k}_x, \mathbf{k}_y, \) and \( \mathbf{k}_z \)-reflections, the \( \langle \gamma_0(\mathbf{k}) \rangle \) result in the first octant of the Brillouin zone is sufficient to reconstruct the BIS. We measure \( \langle \gamma_0(\mathbf{k}) \rangle \) in a mesh grid with a \( 0.1\pi \) step size for \( \mathbf{k}_x, \mathbf{k}_y \) and \( \mathbf{k}_z \), which is sufficient to reconstruct the BIS well in our interested case. As shown in Fig. A5, the whole reconstruction process is based on data smoothing and iteratively interpolating a triangular mesh. Specifically, we first define an initial triangle, as a coarse representation of BIS, by finding the minimum of the smoothed \( \langle \gamma_0 \rangle \) field along all three axes. For each edge of the old mesh, we locate its center, and find the minimum of the \( \langle \gamma_0 \rangle \) field along the norm line of the old face at that location to define a new vertex. Combining the new vertices with the old ones, we can obtain a refined mesh and describe the BIS more accurately. With repeating of this process, we can reconstruct the BIS mesh in the first octant form the measurement result to any demanding accuracy. Finally, we flip the BIS mesh to other octants and combine them to obtain the full BIS mesh in the Brillouin zone.

Measurement of g field winding number

Based on the previously obtained BIS mesh, we measure the emergent dynamical spin-texture field, i.e., the \( \mathbf{g}(\mathbf{k}) \) field, of which the components are defined as

\[
g_i(\mathbf{k}) = \frac{1}{N_k} \partial_{k_i} \langle \gamma_1(\mathbf{k}) \rangle.
\]

We measure the \( \mathbf{g}(\mathbf{k}) \) field by sampling 6 points across the BIS, along the norm direction, with a step size of \( 0.02\pi \), and measuring the time-averaged spin polarization \( \langle \gamma_1(\mathbf{k}) \rangle \). The integral calculating the winding number of the \( \mathbf{g}(\mathbf{k}) \) field is discretized as a summation over all the triangular meshes, i.e.,

\[
W = \frac{1}{8\pi} \int_{\text{BIS}} d^3k \mathbf{g} \cdot (\nabla \mathbf{g} \times \nabla \mathbf{g}) = \frac{1}{4\pi} \sum_i S_i,
\]

where \( i \) is the label of triangular element and \( S_i \) is the solid angle formed by the three \( \mathbf{g} \) vectors on the vertices of the \( i \)-th triangular element. The solid angle is calculated by the sum of the three internal sphere angles subtracted by \( \pi \).

For the symmetry-breaking case, the \( g_4 \) term is approximated by a constant within the same triangular element. From Eq. 14 we have

\[
W_{SB} = \frac{1}{\pi^2} \sum_i \int_{S_i} dS^2 \int_0^{\phi_{3,i}} d\phi_3 \sin^2 \phi_3
\]

\[
= \frac{1}{\pi^2} \sum_i S_i \phi_{3,i} - \sin \phi_{3,i} \cos \phi_{3,i}.
\]

Error analysis

The dominant error in our experiment comes from the shot noise in the the optical readout, which yields a normal distribution of the photon counts with a mean of \( N \) and a standard
deviation of $\sqrt{N}$, where $N$ is between 1000 to 2000 in the experiment for a fixed 10,000 repetitions of each sequence. This random distribution then introduces an uncertainty in obtaining the dynamical spin-texture field.

To estimate the error associated with a quantity, e.g. the winding number, we adopt the Monte Carlo method. First, we randomly generate photon counts of the same distribution with the measurements. Then we feed the generated counts to the algorithm for calculating the winding number. This process is repeated sufficient times, and we take the standard deviation of the results as the error of the winding number.

RESULTS WITH SPIN DEPHASING

We investigate the effect of dephasing in the simulation by extending the evolution time. All the previous time-averaged spin polarization measurements are averaged with evolution time $t$ from 0 to $t_{\text{max}}$ as determined by Eq. 1, while the results with dephasing are averaged with $t$ from $2t_{\text{max}}$ to $3t_{\text{max}}$. As an example, we choose $m_z = 1.4t_0$, $t_{so} = t_0$, $k_x = k_y = k_z = -0.6\pi$, and deep quench along $\gamma_0$. The yellow (red) area denotes the time range from 0 to $t_{\text{max}}$ (from $2t_{\text{max}}$ to $3t_{\text{max}}$).

FIG. A7. Dephasing in the evolution. The results shown correspond to $m_z = 1.4t_0$, $t_{so} = t_0$, $k_x = k_y = k_z = -0.6\pi$, and deep quench along $\gamma_0$. The yellow (red) area denotes the time range from 0 to $t_{\text{max}}$ (from $2t_{\text{max}}$ to $3t_{\text{max}}$).

FIG. A8. Measurement of charge movement with dephasing. Repeat the measurement in main text Fig. 4(b), with the time range chosen from $2t_{\text{max}}$ to $3t_{\text{max}}$ to introduce dephasing. The results are almost identical, showing the robustness of the dynamical characterization methods against dephasing.

by repeating the measurement in main text Fig. 4(b), with time range chosen from $2t_{\text{max}}$ to $3t_{\text{max}}$. The comparison of results with and without dephasing is shown in Fig. A8.