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SUMMARY  Self-Organizing Map (SOM) is a powerful tool for the exploratory of clustering methods. Clustering is the most important task in unsupervised learning and clustering validity is a major issue in cluster analysis. In this paper, a new clustering validity index is proposed to generate the clustering result of a two-level SOM. This is performed by using the separation rate of inter-cluster, the relative density of inter-cluster, and the cohesion rate of intra-cluster. The clustering validity index is proposed to find the optimal numbers of clusters and determine which two neighboring clusters can be merged in a hierarchical clustering of a two-level SOM. Experiments show that, the proposed algorithm is able to cluster data more accurately than the classical clustering algorithms which is based on a two-level SOM and is better able to find an optimal number of clusters by maximizing the clustering validity index.
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1. Introduction

Self-organizing map (SOM), originally suggested by Kohonen [10], is a very popular unsupervised neural-network model for the analysis of high-dimensional patterns in data mining applications. It has been used to map high-dimensional input space with the ability to reduce it to two dimensions. Each input data point can be assigned to a cluster according to its nearest output neuron. The neurons in SOM will reveal, in some special topological structure, the output space according to the feature of the input vectors. Such types of topological structures would also denote the characteristic of the input samples. SOM has been employed in a wide range of applications in various different domains, including speech recognition, image data compression, robot control, pattern recognition, and medical diagnosis [13], [14], [17], [18], [20], [22], [24], [26], [27].

The clustering technology is often used to discover the patterns and beneficial relations or the hidden information in a data set. Clustering algorithms partition a data set into several disjointed groups. In this method, points in the same group are similar to each other according to particular similarity metrics. Clustering validity is one of the most essential issues in clustering techniques. This is due to the specific clustering algorithm that is featured in the different input parameter combinations. The method of acquiring the best performance clustering result is a popular topic in SOM’s. Many studies have reviewed the clustering, visualization and data mining capabilities of SOM [2], [10], [11], [19], [23]. Characteristically, there are three types of methods used to evaluate clustering validity: 1) external criteria, 2) internal criteria, and 3) relative criteria [21]. Dragut and Nichitiu [4] have proposed two principles of evaluating clustering results. The two principles are the separation rate of the inter-cluster and the compactness of the intra-cluster. A good clustering validity index is able to help users in choosing the appropriate two-level SOM algorithms.

The traditional SOM requires a value for the number of clusters designed for clustering the input data. The concept of two-level SOM is that the first level is to train data by the SOM and the second level is to cluster data based on the neurons of the SOM. In general two-level SOM, neurons over the expected number of clusters that will be generated should be prepared for the first-level SOM. The second-level clustering algorithm is executed by clustering of output neurons after the training performed by the first-level SOM.

In this paper, a new clustering validity method is proposed that can judge the clustering result of any two-level SOM. This will be achieved by using: 1) the separation rate of inter-cluster, 2) the relative density of inter-cluster, and 3) the cohesion rate of intra-cluster. As a result, by generating evaluating results, we are able to achieve the optimal number of clusters and the highest accuracy from different clustering algorithms. The agglomerative hierarchical clustering is adapted to merge groups recursively from the second-level SOM output until a desired number of clusters are reached.

The remaining sections of this paper are organized as follows. Section 2 briefly presents Kohonen’s SOM algorithm and related work on clustering methods. Section 3 gives a detailed description of the proposed algorithm on synthetic and real data sets. Section 4 provides an overview of the experimental results. These demonstrate that the proposed algorithm is able to cluster the input data and find the optimal number of clusters. The experimental results show that the clustering accuracy of the proposed algorithm is better than that of other clustering algorithms on a two-level SOM. Finally, Sect. 5 gives the conclusions.
2. Related Work

SOM algorithm is applicable to large data sets. The goal of SOM is to transform patterns of high dimensionality into a low-dimensional topological map. The training algorithm proposed by Kohonen for forming a feature map is stated as follows [8], [19].

**Step 1) Initialization:** Choose random values for the initial weights \( w_i \).

**Step 2) Winner Finding:** Find the winning neuron \( c \) at time \( t \), using the minimum Euclidean distance criterion:

\[
    c = \arg \min \| x - w_i \|, \quad i = 1, 2, \ldots, M,
\]

where \( x = [x_1, \ldots, x_m] \in \mathbb{R}^m \) represents an input vector at time \( t \), \( M \) is the total number of neurons, and \( \| \cdot \| \) indicates the Euclidean norm.

**Step 3) Weights Updating:** Adjust the weights of the winner and the neighbor neurons, using the following rule:

\[
    w_i(t + 1) = w_i(t) + \eta(t) h_{ci}(t)(x(t) - w_i(t)),
\]

\[
    h_{ci}(t) = \exp \left( -\frac{\| r_c - r_i \|^2}{2\sigma^2(t)} \right),
\]

where \( x_i(t) \) represents an input data at time \( t \), \( h_{ci}(t) \) is the topological neighborhood function of the winner neuron \( c \) at time \( t \), \( \eta(t) \) is a positive constant called “learning-rate factor”, \( r_c \in \mathbb{R}^2 \) are the location vectors of nodes and \( r_i \in \mathbb{R}^2 \) are the location vectors of node \( i \). \( \sigma(t) \) defines the width of the kernel. Both \( \eta(t) \) and \( \sigma(t) \) will decrease with time. It should be emphasized that the success of the map formation is critically dependent on the values of the main parameters \( h_{ci}(t) \) and \( \eta(t) \), initial values of weight vectors and the pre-specified number of iterations.

In the case of a discrete data set and fixed neighborhood kernel, the sum of the squared-error of SOM can be defined as follows:

\[
    SSE = \sum_{j=1}^{n} \sum_{i=1}^{M} h_{ci} \| x_j - w_i \|^2,
\]

where \( n \) is the number of training samples and \( M \) is the number of map units. A neighborhood kernel \( h_{ci} \) is centered at unit \( c \), which is the BMU of input vector \( x_i \) and evaluated for unit \( i \).

Many researchers proposed a two-level SOM to get a result with hierarchical structures without knowing the cluster number of the input data. Lampinen and Oja [12] use a method consisting of a two-level SOM. The first-level SOM is used as a training procedure, while the second-level SOM is used for clustering. Murtagh [16] applied an agglomerative contiguity constrained clustering method to merge the neurons trained in the first-level SOM. The merging criterion is to apply the shortest distance between the neurons.

Table 1 Four types of definitions of inter-cluster distance.

| Definition          | Inter-cluster distance |
|---------------------|------------------------|
| Single-linkage      | \( d_{\text{single}}(C_i, C_j) = \min_{p \in C_i, q \in C_j} \| p - q \| \) |
| Complete-linkage    | \( d_{\text{complete}}(C_i, C_j) = \max_{p \in C_i, q \in C_j} \| p - q \| \) |
| Centroid-linkage    | \( d_{\text{centroid}}(C_i, C_j) = \| u_i - u_j \| \) |
| Average-linkage     | \( d_{\text{average}}(C_i, C_j) = \frac{1}{n_{C_i}} \sum_{p \in C_i} \sum_{q \in C_j} \| p - q \| \) |
| Ward’s-linkage      | \( d_{\text{ward}}(C_i, C_j) = n_i \| u_i - u_j \| + n_j \| u_j - u_i \| \) |

Kiang [9] proposed the first step as recruiting more neurons than required for executing SOM algorithm and then a refining space topological method is applied by means of a conscience mechanism [3]. After getting the result of the first-level SOM, a merging criterion of minimum variance is applied to the succeeding steps. Wu et al. [25] proposed a clustering validity index based on the inter-cluster, intra-cluster density and inter-cluster distances in the clustering assessments. The assessment is able to find an optimal partition of the input data.

Clustering technology is an essential technique in data mining. In recent studies, clustering technology has broadly been classified into the following categories [6], [7]: 1) Partition clustering algorithms, 2) Hierarchical clustering algorithms, 3) Density-based clustering algorithms, 4) Grid-based clustering algorithms and 5) A mixed clustering category which includes artificial neural network such as SOM and evolutionary computation. This research adopts a two-level SOM network, where this SOM could be satisfied with convergent conditions in the short period of time when it deals with high-dimensional databases.

In the classical hierarchical clustering, a pair of clusters to be merged will have the minimum inter-cluster distance. The inputs to a linkage algorithm can either be distances or similarities between pairs of clusters. The widely used measures of inter-cluster distance in single-linkage, complete-linkage, centroid-linkage, average-linkage and Ward’s-linkage are shown in Table 1, where \( u_i \) is the mean for cluster \( C_i \), \( n_i \) is the number of points in cluster \( C_i \) and \( u \) is the mean after merging clusters. All of this inter-cluster distance generates the similar results, if clusters are well separated and compacted. In contrast, when clusters are closed to one another or if their shapes are not hyper-spherical, the clustering result would have a greater difference. However, the single-linkage clustering algorithm is able to explore any shapes of clusters [4], but the algorithm is easily influenced by outliers and noise [15]. Therefore, the proposed clustering algorithm uses multi-indices to represent a cluster, which uses more information in addition to inter-cluster distance and overcomes the problems of outlier data and non-spherical shapes of clusters.

3. A New SOM-Based Clustering Validity Index

The clustering validity indices of SOM are extremely important for automatically determining the optimal number of clusters. In this paper, a new SOM-based clustering validity index is proposed. In the following subsection, the
clustering validity index that combines the separation rate of inter-cluster, the relative density of inter-cluster, and the cohesion rate of intra-cluster is presented.

3.1 The Separation Rate of Inter-Cluster

To cause clusters to have the lowest similarity, data points that belong to different clusters should be put as far away as possible. There are five popular methods to evaluate inter-cluster distance, as shown in Table 1. The separation rate proposed in this paper utilizes the single-linkage inter-cluster distances, inter-cluster density and the distance between cluster centers. The separation rate \( S_{ij} \) is defined as follows:

\[
S_{ij} = \left( \frac{\| p_i - p_j \|}{\| u_i - u_j \|} \right) \times \frac{1}{1 + \text{density}(u_{ij})}, \quad (5)
\]

where \( p_i \) and \( p_j \) are the closest pair points between the \( i \)th and \( j \)th clusters, \( u_i \) is the center of the \( i \)th cluster and \( u_j \) is the center of the \( j \)th cluster, \( \| u_i - u_j \| \) represents the Euclidean distance between \( u_i \) and \( u_j \), and \( u_{ij} \) is the middle point between the pair points \( p_i \) and \( p_j \) as shown in Fig. 1.

Inter-cluster density is defined as the density in the area between two clusters. The inter-cluster density between cluster \( i \) and cluster \( j \) is represented by \( \text{density}(u_{ij}) \), which is defined as follows:

\[
\text{density}(u_{ij}) = \frac{\sum_{x \in C_i \cup C_j} f(x, u_{ij})}{n_i + n_j}, \quad (7)
\]

where \( n_i \) and \( n_j \) represent the number of data points in the \( i \)th and \( j \)th cluster, respectively; \( x \) is the input vector belonging to the \( i \)th or \( j \)th cluster. The density function represents that the percentage of points in the cluster \( i \) and the cluster \( j \) that belong to the neighborhood of \( u_{ij} \). The neighborhood of \( u_{ij} \) is defined as the circle with \( u_{ij} \) as the center and \((\sigma_i + \sigma_j)/2\) as the radius, where \( \sigma_i \) and \( \sigma_j \) are the standard deviation of cluster \( i \) and cluster \( j \), respectively. It is obvious that a data point belongs to the neighborhood of \( u_{ij} \) if its distance from \( u_{ij} \), defined as \( d(x, u_{ij}) \), is smaller than the average standard deviation of two clusters. The function \( f(x, u_{ij}) \) is defined as:

\[
f(x, u_{ij}) = \begin{cases} 
1 & \text{if } d(x, u_{ij}) \leq (\sigma_i + \sigma_j)/2 \\
0 & \text{otherwise}
\end{cases} \quad (8)
\]

\[
\sigma_j = \sqrt{\frac{\sum_{x \in C_i} \| x - u_i \|^2}{n_i - 1}}, \quad (9)
\]

where the number \( \sigma_i \) is the standard deviation of the cluster \( i \) and the number \( \sigma_j \) is the standard deviation of the cluster \( j \).

The algorithms in [25] use inter-cluster and intra-cluster density, along with inter-cluster distances for clustering. However, this algorithm does not take into account the distance between the \( i \)th cluster center and \( j \)th cluster center. For instance, both the nearest distances of the two adjacent clusters are 3 in Fig. 2 (a) and Fig. 2 (b). The algorithm in [25] calculates the separation rate of Fig. 2 (a) and Fig. 2 (b) as the same. However, the radius of data points in Fig. 2 (a) is smaller than that in Fig. 2 (b). In the proposed algorithm, the distance \( \| u_i - u_j \| \) is taken into consideration in calculating the separation rate.

The separation rate between clusters evaluates the separation level of clusters. It includes the inter-cluster distance, inter-cluster density and the distance between cluster centers. The objective that will be achieved is that the separation rate should be as high as possible, while inter-cluster distance is significantly high, inter-cluster density is low and the distance between cluster centers is high.
3.2 The Relative Density of Inter-Cluster

A good clustering validity criteria must consider whether an inter-cluster separation rate is obvious, along with whether or not intra-cluster data has compactness, but it must also determine a very important factor: the relative density of an inter-cluster. According to recent research, many clustering algorithms put great emphasis on the concept of clustering density, such as density-based DBSCAN clustering algorithm [5]. These methods describe that when the density in the neighborhood of points exceeds some threshold value, it then would become a new cluster. However, if someone only emphasizes the discriminate and cohesion of clustering and does not take the numbers of data in intra-cluster into consideration, it would not effectively represent the separation rate and evaluating result of the cohesion rate. Therefore in this study, it is generalized that the inter-cluster relative density is also the critical factor which should be taken into consideration.

In this paper, the relative density is understood as the ratio between the density of a cluster and that of the remaining clusters. The relative density $R_{ri}$ is defined as follows:

$$R_{ri} = \frac{D_i}{D_r},$$

where $R_{ri}$ is the proportion of the density of cluster $i$ compared with the average density of the remaining clusters, $D_i$ represents the density of the cluster $i$ and $D_r$ stands for the average density of the remaining clusters excluding the cluster $i$. The density of a cluster is the result of dividing the number of data points by the data space of these points. However, since the density would generate extreme values when data points are spread in a high dimensional area, then this density indicator would become invalid. Therefore, this method uses a substitute to calculate the density. The value of intra-cluster density is calculated as the number of data points in the cluster divided by the standard deviation of the cluster. The standard deviation of a cluster implies the sparse ratio of the data points in a cluster. The higher standard deviation represents that the cluster is insubstantial.

$$D_i = \frac{N_i}{\sigma_i},$$

$$D_r = \frac{n_i}{\sigma_i},$$

In the formula above, the number $N_i$ is the data points in the clusters excluding cluster $i$, the number $n_i$ is the number of data points number of the cluster $i$; the standard deviation $\sigma_i$, represents the compactness of the data space excluding cluster $i$ and is defined as follows:

$$\sigma_i = \sum_{j \neq i} \sigma_j / k - 1.$$  \(13\)

When $R_{ri}$ is bigger, it means that the density of the cluster $i$ is higher and the clustering accuracy would be much better, when compared with the average density of the remaining clusters.

3.3 The Cohesion Rate of Intra-Cluster

The cohesion rate evaluates the centralized degree of the data points in the cluster. This research proposes a cohesion rate of the intra-cluster to find the rate of the data points which fall into the average distance of data points in a cluster to its cluster center.

In general, we can assume that the data set are from an approximately normally distributed population. The notation of the cohesion rate is defined as follows: the symbol $\mu$ represents the mean of the distances between every point of the cluster to the cluster center and the standard deviation is $\sigma$. It is derived that 99.74% of data points would fall in $\mu \pm 3\sigma$, 95.44% of data points would fall in $\mu \pm 2\sigma$ and 68.26% of data points would fall in $\mu \pm \sigma$. Using this property, the intra-cluster cohesion rate, $Hi$, of cluster $i$ is defined as the ratio between the number of data points in $\mu \pm \sigma$ and that in $\mu \pm 3\sigma$. This could also be seen as the outlier data points that fall out of $\mu \pm 3\sigma$.

$$Hi = \frac{n_{\mu \pm \sigma}}{n_{\mu \pm 3\sigma}},$$

$$0 \leq Hi \leq 1,$$  \(14\)

$$n_{\mu \pm \sigma} = \sum_{x \in C_i} f(x, u_i),$$  \(15\)

$$f(x, u_i) = \begin{cases} 1 & \|x - u_i\| \leq \sigma_i \\ 0 & \text{otherwise} \end{cases},$$  \(16\)

where $n_{\mu \pm \sigma}$ is the number of data points which fall in the cluster $i$ of range $\mu \pm \sigma$ and $n_{\mu \pm 3\sigma}$ is the number of data points which fall in the cluster $i$ of range $\mu \pm 3\sigma$. When more data points fall into the cluster within the range of $\mu \pm \sigma$, the cohesion rate comes closer to 1, which means the cohesion rate of data points in the cluster would be significantly higher.

3.4 Clustering of SOM Using Clustering Validity Index

In this paper, a new clustering validity is proposed to have three important clustering validity subindices. The generalized clustering validity index contains: 1) the separation rate of inter-cluster, 2) the relative density of inter-cluster and 3) the cohesion rate of intra-cluster. These are used to determine the optimal clustering numbers of the second-level SOM. The resulting clustering will have best accuracy.

The overall clustering validity index, which is called $SOM_{\text{clustering\_validity}}$, is defined by

$$SOM_{\text{clustering\_validity}} = \frac{1}{C_k^2} \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} S_{ij} \times (R_{ri} \times H_i) \times (R_{rj} \times H_j),$$  \(17\)

where $C_k^2$ is the number of combinations for choosing two clusters out of $k$ total clusters, and $S_{ij}$ represents the separation rate between cluster $i$ and $j$. Moreover, $R_{ri}$ and $R_{rj}$ represent relative density of cluster $i$ and cluster $j$, respectively, and $H_i$ and $H_j$ represent cohesion rate of cluster $i$ and cluster $j$, respectively. The value of $SOM_{\text{clustering\_validity}}$
reaches the maximum at the optimal number of clusters of a two-level SOM. Therefore, a better clustering accuracy can be achieved.

In the clustering process, the agglomerative hierarchical clustering uses a two-level SOM. The $SOM_{clustering\_validity}$ for all pairs of neighboring clusters fits into the merging criterion. The merging process is described as follows:

- Compute the $SOM_{clustering\_validity}$ for the input data belonging to each neighboring pair of clusters.
- Find the pair of clusters with a minimal value of the $SOM_{clustering\_validity}$, which indicates that the two clusters must be merged into one cluster.
- The merging process is utilized until only two clusters exist or there cannot be any further merging.
- After the merging process, find the optimal number of clusters according to the $SOM_{clustering\_validity}$ for all the input data.

4. Experimental Results

In these experiments, the program is written in Java using Borland JBuilder 9 Enterprise Edition. The platform used is an Intel Pentium 4 3.2 GHz with 512 MB DRAM and 80 GB hard disk running Windows 2000 Server Pack3.

All experiments were performed on the datasets from the University of California at Irvine - Machine Learning Repository [1] to illustrate the effectiveness of the proposed clustering algorithm. Two data sets were used to demonstrate the effectiveness of the proposed algorithm in the experiments. To achieve a better clustering result and to avoid the negative effects produced by noises and outliers, all data sets were pre-processed using data cleaning normalization schemes.

4.1 Wine Data Set

Wine data set [1] has 178 13D data with three known classes. The numbers of data samples in the three classes are 59, 71 and 48. The proposed algorithm is used with a map size of $4 \times 4$ to cluster the data. The $SOM_{clustering\_validity}$ is calculated as a function of the number of clusters at the second-level SOM. Figure 3 shows that the clustering validity index has maximum value of three for the proposed algorithm and k-means on the Wine data set, which matches the actual number of clusters. The clustering accuracies by the proposed algorithms, the CDbw [25], the extended SOM [9], the k-means ($k = 16$), Single-linkage, Complete-linkage, Centroid-linkage, Average-linkage, and Ward’s-linkage are shown in Table 2. The CDbw algorithm includes many preprocessing steps as a prerequisite before clustering of SOM with these steps raising the clustering accuracy. In order to make a fair comparison, this experiment uses the same preprocessing steps to avoid the noises and outliers. The results achieved by the CDbw, the extended SOM and the single-linkage clustering of the SOM are not as good as the result achieved using the proposed clustering of $SOM_{clustering\_validity}$ approach. The proposed clustering of $SOM_{clustering\_validity}$ achieved the best clustering result with a clustering accuracy of 85.4%.

4.2 2D Artificial Dataset

2-D artificial dataset (http://cilab.csie.ncu.edu.tw/course/cluster/FCM’s Data.zip) is a computer simulation data set. The data set contains 579 artificial data points with 2 columns each. The data consists of three shallow elongated parallel clusters in the 2D plane. The proposed algorithm is used with a map size of $5 \times 5$ to cluster the data as shown in Fig. 4.

The $SOM_{clustering\_validity}$ is a function of the number of clusters as plotted in Fig. 5. This indicates that the number of clusters is three, which is equal to the number of classes. For 2D artificial dataset, the proposed clustering of $SOM_{clustering\_validity}$ achieved the best clustering result with the highest clustering accuracy of 98.6% as shown in Table 3. Though the five direct agglomerative hierarchical clustering algorithms, excluding the single-linkage clustering, have the same clustering results with an accuracy of 98.6%, the five direct agglomerative hierarchical clustering algorithms do not find an optimal number of clusters. The proposed clustering algorithm determines the optimal number of clusters by maximizing the validity index and achieved the best clustering result with a clustering accuracy of 98.6%.
Fig. 4 The two-level SOM approach of clustering on 2D artificial data set.

Fig. 5 The clustering validity as a function of the number of clusters for 2D artificial data set.

Table 3 Accuracy comparison of different clustering algorithms for 2D artificial data set.

| Algorithm                  | Accuracy (%) |
|----------------------------|--------------|
| Proposed SOM\(^{\text{clustering validity}}\) | 98.6%        |
| CDbw [25]                  | 78.6%        |
| Extended SOM\[^{9}\]       | 39.7%        |
| k-means \(k=25\)          | 98.6%        |
| Single-linkage             | 69.6%        |
| Complete-linkage           | 98.6%        |
| Centroid-linkage           | 98.6%        |
| Average-linkage            | 98.6%        |
| Ward’s-linkage             | 98.6%        |

5. Conclusions

In this paper, a new clustering validity index for the two-level SOM algorithm is proposed to automatically determine the optimal number of clusters. This clustering validity index includes the separation rate of inter-cluster, the relative density of inter-cluster, and the cohesion rate of intra-cluster. A clustering validity index, SOM\(^{\text{clustering validity}}\), has been defined for evaluating the results of clustering algorithms. The optimal number of clusters is obtained by the maximum value of SOM\(^{\text{clustering validity}}\). The performance of the proposed clustering validity index was tested using a 2D artificial dataset and a real dataset. Its results were compared to those of several other validity indices. The experimental results indicate that the proposed validity index achieves the best clustering result with a clustering accuracy and is reliable on two-level SOM.
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