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Abstract. Let $S_Q$ denote $x^3 = Q(y_1, \ldots, y_m)z$ where $Q$ is a primitive positive definite quadratic form in $m$ variables with integer coefficients. This $S_Q$ ranges over a class of singular cubic hypersurfaces as $Q$ varies. For $S_Q$ we prove
(i) Manin’s conjecture is true if $Q$ is locally determined with $2 \mid m$ and $m \geq 4$;
(ii) in general Manin’s conjecture is true up to a leading constant if $2 \mid m$ and $m \geq 6$.

1. Introduction

1.1. Manin’s conjecture. Counting rational points on algebraic varieties is an important problem in arithmetic geometry and has received lots of attention. The far-reaching conjecture of Manin [1] has been a driving force in this area, where ideas from analysis, algebra, as well as geometry deeply intertwined. The original conjecture of Manin was formulated for smooth Fano varieties. It predicts an asymptotic formula for the density of rational points up to some height on the variety in question, where in the main term the number of log-powers depends on the rank of its Picard group. This has been generalized to a large class of singular Fano varieties by Batyrev and Tschinkel in [3].

The aim of the paper is to study Manin’s conjecture for

$$(1.1) \quad S_Q : \quad x^3 = Q(y_1, \ldots, y_m)z$$

where $Q(y) = Q(y_1, \ldots, y_m)$ is a primitive positive definite quadratic form in $m \geq 3$ variables with integer coefficients. Here $Q$ is primitive means that there is no common divisor among the coefficients of all terms. Geometrically speaking, $S_Q$ ranges over a class of cubic hypersurfaces as $Q$ varies. This paper can be viewed as a continuation of our previous research [15], where Manin’s conjecture is proved for $S_Q$ with $Q$ being the diagonal form

$$(1.2) \quad Q(y) = y_1^2 + \cdots + y_m^2$$

and $m$ is a multiple of 4.

It is well-known that for any $S_Q$ with $m \geq 3$, the heuristic of the circle method does not apply, since there are too many solutions with $x = z = 0$. One therefore counts such solutions of (1.1) that neither $x$ nor $z$ vanishes. If a point in $\mathbb{P}^{m+1}$ is represented by $(x, y_1, \ldots, y_m, z) \in \mathbb{Z}^{m+2}$ with coprime coordinates, then

$$(1.3) \quad H(x : y_1 : \ldots : y_m : z) = \max\{|x|, \sqrt{Q(y_1, \ldots, y_m)}, |z|\}^{m-1}$$

is a natural anticanonical height function for rational points on $S_Q$. Let $B$ be a big parameter, and $N_Q(B)$ denote the number of rational points on $S_Q$ satisfying

$$(1.4) \quad H(x : y_1 : \ldots : y_m : z) \leq B, \quad x \neq 0, \quad z \neq 0.$$
We need two more parameters to state Manin’s conjecture. The first is $\gamma$, the number of crepant divisors over $\mathbb{Q}$ of $\phi : \tilde{S}_Q \to S_Q$ that is a resolution of singularities. Note that $\gamma$ depends on $S_Q$, but not on $\phi$. The second parameter is $r := \text{rank}_Q(\text{Pic}(S_Q))$ that is the Picard rank of $S_Q$ over $\mathbb{Q}$. Note that $S_Q$ is singular for any $m \geq 1$. For $m \geq 3$, it is easy to see that it has one isolated singular point $[0 : 0 : \cdots : 0 : 1]$ and a continuous singular locus $\{x = z = Q(y_1, \ldots, y_m) = 0\}$. Resolving the latter singular locus produces two crepant divisors while none for the first point. Thus the $\gamma = 2$ for $S_Q$ with $m \geq 3$. For the details of calculations, see [15]. In addition, it is the same as in [15, Proposition 2.1] that we have $r = 1$. We remark that these assertions are proved in [15] just for diagonal $Q$, but they easily carry over to the present general case of $Q$. Thus Manin’s conjecture now takes the following form.

**Conjecture M.** (Manin’s conjecture for $S_Q$). Let $S_Q$ be as in (1.1) with $Q$ being a positive definite quadratic form in $m \geq 3$ variables with integer coefficients. Let $H$ and $N_Q(B)$ be as above. Then, as $B \to \infty$,

$$N_Q(B) \sim C_Q B (\log B)^2$$

where $C_Q$ is a positive constant depending on $Q$.

For a general statement, see also Yasuda [19, Conjecture 5.6].

The purpose of this paper is to investigate the above conjecture for a wide class of $S_Q$. Indeed we will establish Manin’s conjecture for those $S_Q$ where the quadratic forms $Q$ are locally determined, which is a new concept introduced in this paper and will be explained in §1.2. For those forms $Q$ that are not locally determined, we will prove that Manin’s conjecture is true at least up to a leading constant, namely

$$N_Q(B) \asymp B (\log B)^2.$$

This means that the order of magnitude predicted by Manin is correct.

There has been a rich literature in the direction of research in this paper, see for example [10, 2, 3, 9, 4, 12, 6, 15, 20] and the references therein. Thus we will not give a detailed survey here. We also remark that, since our $S_Q$ is singular, the powerful results of Davenport [8] as well as Heath-Brown [11] give, instead of an asymptotic formula for the density of rational points, just the existence of a non-trivial point on $S_Q$, while requiring at least $m \geq 12$.

Our estimates for $N_Q(B)$ will be derived from that for $N_Q^*(B)$, the number of integral solutions of (1.1) satisfying

$$H^*(x, y_1, \ldots, y_m, z) \leq B, \quad x \neq 0, \quad z \neq 0.$$  

Here $H^*$ is another height function defined by

$$H^*(x, y_1, \ldots, y_m, z) = \max\{|x|, \sqrt{Q(y_1, \ldots, y_m)}, |z|\}$$

for any point $(x, y_1, \ldots, y_m, z) \in \mathbb{Z}^{m+2}$. Of course the two height functions $H$ and $H^*$ are closely related, and $H^*$ is commonly used in the circle method.

1.2. Locally determined quadratic forms. We fix some notations before going further. Let $Q(y) = Q(y_1, \ldots, y_m)$ be a positive definite quadratic form in $m \geq 3$ variables with integer coefficients. In Siegel’s notation, we write

$$Q(y) = y^t My = \frac{1}{2}A[y] = \frac{1}{2} \sum_{1 \leq i \leq m} a_{ii} y_i^2 + \sum_{1 \leq i < j \leq m} a_{ij} y_i y_j,$$
where \( a_{ij} \in \mathbb{Z}, \ a_{ii} \in 2\mathbb{Z} \), \( A = (a_{ij}) \) is a symmetric positive definite matrix of rank \( m \), and \( M = \frac{1}{2}A \) is called the matrix of \( Q \). The discriminant \( D \) of \( Q \) is defined as \( D = (-1)^{\frac{m}{2}} |A| \) if \( m \) is even, \( \frac{1}{2}(-1)^{\frac{m+1}{2}} |A| \) if \( m \) is odd. Write \( \|Q\| := \max |a_{ij}| \). These will be frequently used throughout the paper.

Our analysis in the following sections will depend on the local behavior of solutions to the equation

\[
Q(y) = n.
\]

Let \( p \) be a prime, and let \( \delta_p(n, Q) \) be the local density of (1.10) at \( p \), i.e.

\[
\delta_p(n, Q) := \lim_{\nu \to \infty} p^{-\nu(m-1)} |\{y \in (\mathbb{Z}/p^\nu \mathbb{Z})^m : Q(y) \equiv n \ (\text{mod} \ p^\nu)\}|.
\]

If \( p \nmid 2D \) then \( \delta_p(n, Q) \) can be written nicely and explicitly that will be given in Lemma 3.1; it turns out that these primes are harmless. The bad primes are the divisors of \( 2D \), and the main difficulty and complexity in the paper are caused by these bad primes.

Let \( p \mid 2D \), that is \( p \) is a bad prime. For any integer \( n \), we can write

\[
n = p^{\nu_p(n)} n_p \quad \text{with} \quad p \nmid n_p,
\]

where \( \nu_p(n) \) is the \( p \)-adic order of \( n \). A primitive positive definite quadratic form \( Q \) is \textit{locally determined} if for any integer \( n \) and any bad prime \( p \mid 2D \), we have

\[
\delta_p(n, Q) = \delta_p(p^{\nu_p(n)}, Q).
\]

That is the value of \( \delta_p(n, Q) \) which is independent of \( n_p \) in the notation (1.12). We will see in Lemma 3.1 that (1.13) is naturally satisfied when \( p \nmid 2D \).

In §3.2, we shall give a sufficient condition for locally determined quadratic forms, and also investigate some typical examples.

1.3. The results. The main results of this paper are as follows.

**Theorem 1.1.** Let \( m = 2k \geq 4 \) be an even integer, and let \( Q \) be a primitive positive definite quadratic form in \( m \) variables with integer coefficients. If \( Q \) is locally determined, then Manin’s conjecture is true for \( S_Q \). More precisely, as \( B \to \infty \),

\[
\begin{align*}
N^*_Q(B) &= C_Q^* B^{m-1} P_Q^*(\log B) + O(\|Q\|^{\frac{m}{2}} B^{m-1-\frac{1}{m}+\varepsilon}), \\
N_Q(B) &= C_Q B P_Q(\log B) + O(\|Q\|^{\frac{m}{2}} B^{1-\frac{1}{m}+\varepsilon}),
\end{align*}
\]

where

\[
\begin{align*}
C_Q^* := \frac{2(2\pi)^\frac{m}{2}}{\Gamma(\frac{m}{2})}\sqrt{|A|}, \\
C_Q := \frac{C_Q^*}{(m-1)^2 \zeta(m-1)}.
\end{align*}
\]

\( P_Q^*(t) \) is the quadratic polynomial given by (4.12) in Proposition 4.1 whose leading coefficient \( C_Q \) is defined as in (4.14), and \( P_Q(t) \) is determined by the formula (7.2). The implied constants above depend on \( m \) and \( \varepsilon \) only.

By Proposition 3.4 below, the asymptotic formulae (1.14) hold for all positive definite quadratic forms satisfying (3.3)–(3.4), in particular, for all examples discussed in §3.3. Here we only state two special cases:

(a) \( Q = y_1^2 + \cdots + y_m^2 \) with \( 4 \mid m \);

(b) quadratic forms \( Q \) of level one whose meaning will be explained immediately.
Define the level $\nu(Q)$ of $Q$ to be the smallest positive integer $\nu$ such that $\nu A^{-1}$ has integer entries and even diagonal entries. A quadratic form $Q$ is of level one if $\nu(Q) = 1$. It is known that, for such a form $Q$, we must have $8 \mid m$, $|A| = 1$, and $A$ is equivalent to $A^{-1}$. The existence of such forms was proved by Minkowski, and an example for $m = 8$ can be found in Iwaniec [13, p. 176].

The following corollary gives a significant improvement on our previous result [15, Theorem 7.1], where only a logarithmic factor is saved in the error terms. For more information about the polynomials $P_m^*(t)$ and $P_m(t)$ below, see also [15, Theorem 7.1].

**Corollary 1.2.** If $4 \mid m$ and $Q = y_1^2 + \cdots + y_m^2$, then Manin’s conjecture is true for $S_Q$. More precisely, writing $N_m^*(B)$ and $N_m(B)$ in place of $N_Q^*(B)$ and $N_Q(B)$ in this special case, we have, as $B \to \infty$,

$$
\begin{cases}
N_m^*(B) = B^{m-1}P_m^*(\log B) + O\left(B^{m-1-\frac{1}{6}+\varepsilon}\right), \\
N_m(B) = BP_m(\log B) + O\left(B^{1-\frac{1}{6(m-1)}+\varepsilon}\right),
\end{cases}
$$

(1.16)

where $P_m^*(t)$ and $P_m(t)$ are two related quadratic polynomials with the leading coefficients $C_m^*$ given by (8.1) and $C_m^*/(m-1)^2\zeta(m-1)$, respectively. The implied constants depend on $m$ and $\varepsilon$ only.

When $Q$ is a quadratic forms of level one, we write $N_m^E(B)$ and $N_E(B)$ in place of $N_Q^*(B)$ and $N_Q(B)$.

**Corollary 1.3.** Manin’s conjecture is true for $S_Q$ with $Q$ being any positive definite quadratic form of level one in $m$ variables and integer coefficients. More precisely, as $B \to \infty$,

$$
\begin{cases}
N_m^E(B) = B^{m-1}P_m^E(\log B) + O\left(B^{m-1-\frac{1}{6}+\varepsilon}\right), \\
N_E(B) = BP_mE(\log B) + O\left(B^{1-\frac{1}{6(m-1)}+\varepsilon}\right),
\end{cases}
$$

(1.17)

where $P_m^E(t)$ and $P_m^E(t)$ are quadratic polynomials with the leading coefficients

$$
C_m^E := \frac{(2\pi)^{\frac{m}{2}}\zeta(\frac{3m}{2} - 2)}{(3m-4)\Gamma(\frac{m}{2})\zeta(\frac{m}{2})} \prod_p \left(1 - \frac{1}{p}\right)^2 \left(1 + \frac{2}{p} + \frac{3}{p^2} + \frac{2}{p^{m-1}} + \frac{1}{p^m}\right),
$$

and $C_E := C_m^*/(m-1)^2\zeta(m-1)$. The implied constants depend on $m$ and $\varepsilon$ only.

Of course the error terms in the above two corollaries are not best possible, and we will not get into any further improvement here. Very recently Zhai [20] improved the results of [5, 15] by obtaining better error terms, and also established the above Corollary 1.3 with a better exponent $\frac{1}{4}$ in place of $\frac{1}{6}$.

In order to treat the general $S_Q$ where $Q$ is not locally determined, we need to introduce the following technical assumption on the determinant $|A|$ of $A$ that

$$
\nu_p(|A|) \leq m - 4 \quad \text{at all odd primes and } \nu_2(|A|) \leq m + 1,
$$

(1.18)

We have the following general result.

**Theorem 1.4.** Let $m = 2k \geq 6$ be an even integer, and let $Q$ be a primitive positive definite quadratic form in $m$ variables with integer coefficients, such that (1.18) holds. Then we have, as $B \to \infty$,

$$
\begin{cases}
\varpi \leq C_Q^* W^* \leq N_m^*(B) \leq \varpi^+ C_Q^* W^*, \\
\varpi \leq C_Q^* W \leq N_Q(B) \leq \varpi^+ C_Q^* W,
\end{cases}
$$

(1.19)
where \( \varpi^{\pm} \) are given by (3.12) and
\[
\zeta_Q^{\pm} := \frac{2(2\pi)^{\frac{m}{2}}}{\Gamma(\frac{m}{2})\sqrt{|A|L(\frac{m}{2}, \chi)}}, \quad \zeta'_Q := \frac{\zeta_Q^{\pm}}{(m-1)^2\zeta(m-1)}.
\]
Here \( \chi(q) = \chi_{4d}(q) = \left( \frac{4d}{q} \right) \) is the Jacobi symbol, and \( L(s, \chi) \) is the Dirichlet L-function attached to \( \chi \). In addition,
\[
\begin{align*}
W^* &:= B^{m-1}P_W^*(\log B) + O_{m, \varepsilon}(\|Q\|^\frac{m}{2}B^{m-1-\frac{1}{2}+\varepsilon}), \\
W &:= BP_W(\log B) + O_{m, \varepsilon}(\|Q\|^\frac{m}{2}B^{1-\frac{1}{m-1}+\varepsilon}),
\end{align*}
\]
where \( P_W^* \) is the quadratic polynomial given by (4.13) in Proposition 4.1 with leading coefficient \( \zeta_W \) defined as in (4.15) below, and \( P_W(t) \) is defined similar to (7.2).

We remark that the case of odd \( m \) can be treated in the same way, but the technical details are different. We leave this to another occasion, in order to minimize the size of the present paper.

2. The equation \( Q(y) = n \)

2.1. The number of solutions to \( Q(y) = n \). Proposition 2.1 below is essentially due to Iwaniec [13, Theorem 11.2]. A difference is that here the implied \( O \)-constant does not depend on \( Q \). By applying [14, Theorem 20.9], we make explicit the dependence on \( Q \) in the error term.

**Proposition 2.1.** Let \( Q \) be a primitive positive definite quadratic form in \( m = 2k + 4 \) variables with integer coefficients, and write \( Q \) in the form of (1.9). Then the number \( r(n, Q) \) of integral solutions to \( Q(y) = n \) satisfies
\[
r(n, Q) = \frac{(2\pi)^{\frac{m}{2}}n^{\frac{m-1}{2}}}{\Gamma(\frac{m}{2})\sqrt{|A|}} \mathcal{S}(n, Q) + O(m^{\frac{3m}{2}}\|Q\|^\frac{m}{2}n^{\frac{m-1}{2}+\varepsilon}),
\]
where \( \mathcal{S}(n, Q) \) is the singular series associated to the equation \( Q(y) = n \) (see (4.5) below), and the implied constant depends on \( \varepsilon \) only.

**Proof.** We mainly follow the proof of [13, Theorem 11.2] and keep its notations for convenience as far as possible. Let \( \bar{Q} \) be the adjoint quadratic form defined by \( \bar{Q}(u) := \frac{1}{2}A^{-1}[u] \). We have
\[
r(n, Q) = 2 \Re \left( \sum_{c \leq C} \int_0^{1/(C)} T(c, n; x)e(-nz) \, dx \right),
\]
where \( z = x + iy \) with any \( y > 0 \) to be chosen later,
\[
T(c, n; x) := \frac{(i/z)^{\frac{m}{2}}}{\sqrt{|A|}c^m} \sum_{u \in \mathbb{Z}^m} T_u(c, n; x), e\left(-\frac{\bar{Q}(u)}{c^2z}\right),
\]
and
\[
T_u(c, n; x) := \sum_{C < d \leq C+C \atop cdx < 1, (c, d) = 1} e\left(\frac{\bar{d}}{c} - \frac{d}{c}\right) G_u\left(-\frac{d}{c}\right)
\]
with the Gauss sum \( G_u \) defined by
\[
G_u\left(\frac{d}{c}\right) := \sum_{h \pmod{c}} e\left(\frac{d}{c}Q(h) + 'hu\right).
\]
We are going to need the bound
\begin{equation}
\left|G_u \left( \frac{d}{c} \right) \right| \leq (cm\|Q\|)^{\frac{m}{2}}
\end{equation}
which will be established in Lemma 2.2 below. We divide the complete sum \( T_u(c, n; x) \) into two sums to moduli \( c_0, c_1 \) with \( c_0c_1 = c \), \((c_1, 2|A|) = 1 \) and \( c_0 \) having all prime factors in \( 2|A| \). Replacing \([14, \text{Lemma 20.12}] \) with our (2.4), we have
\begin{equation}
T_u(c, n; x) \ll (m\|Q\|)^{\frac{m}{2}}(n + \widetilde{Q}(u), c_1)^{\frac{1}{2}}c_0^{\frac{1}{2}}c^{\frac{m+1}{2}}\tau(c)\log 2c,
\end{equation}
where \( \widetilde{Q}(u) = \frac{1}{2}A^{-1}[u] \) as before and the implied constant does not depend on \( Q \).

Observing that \( T_u(c, n; x) \) is constant for \( 0 < x < \frac{1}{c(c+1)} \), we apply the bound (2.5) to all terms in (2.3) except for \( m = 0 \) in the range \( 0 < x < \frac{1}{c(c+1)} \) in which \( T_0(c, n; x) \) is equal to
\begin{equation}
T(c, n) = \sum_{d \ (\text{mod} \ c)} \sum_{h \ (\text{mod} \ c)} e\left( -\frac{d}{c}Q(h) \right).
\end{equation}

Then we obtain that
\begin{equation}
T(c, n; x) = \frac{T(c, n)}{\sqrt{|A|}c^m} \left( \frac{i}{z} \right)^{\frac{m}{2}} + O \left( \frac{(m\|Q\|)^{\frac{m}{2}}(c_0c)^{\frac{1}{2}}\tau(c)\log 2c}{\sqrt{|A|}(c|z|)^{\frac{m}{2}}} \sum_{u \in \mathbb{Z}^m / cQ} (n + \widetilde{Q}(u), c_1)^{\frac{1}{2}} \exp \left( -\frac{2\pi y\widetilde{Q}(u)}{c^2|z|^2} \right) \right),
\end{equation}
where \( \sum' \) means that \( m = 0 \) is excluded from the summation if \( 0 < x < \frac{1}{c(c+1)} \). We have
\begin{equation}
\sum' \leq \left( \sum_{\ell \geq 0} (n\nu + \ell, c_1)^{\frac{1}{2}} \right) \sum' (1 + \nu\widetilde{Q}(u))^2 \exp \left( -\frac{2\pi y\widetilde{Q}(u)}{c^2|z|^2} \right),
\end{equation}
where \( \nu = \nu(Q) \) is the level of \( Q \) and \((c_1, 2\nu) = 1\).

Suppose \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m =: \lambda \) are the eigenvalues of \( Q \). Then
\begin{equation}
\sum_{1 \leq i \leq m} \lambda_i = \text{tr}(A) = \sum_{1 \leq i \leq m} a_{ii} \leq m\|Q\|.
\end{equation}

It follows that \( \lambda_m \leq m\|Q\| \), and consequently
\begin{equation}
\widetilde{Q}(u) \geq \frac{|u|^2}{2\lambda} \geq \frac{|u|^2}{2m\|Q\|},
\end{equation}
where \( |u| \) is the \( l^1 \)-norm of the vector \( u \). Hence for any \( 0 < x < 1/(cC) \), taking \( C = n^{\frac{1}{2}}, y = C^{-2} = n^{-1} \), we obtain trivially
\begin{equation}
\sum' (1 + \nu\widetilde{Q}(u))^2 \exp \left( -\frac{2\pi y\widetilde{Q}(u)}{c^2|z|^2} \right) \ll (c|z|m^{\frac{1}{2}}\|Q\|^{\frac{1}{2}}y^{-\frac{1}{2}})^{\kappa}
\end{equation}
for any \( \kappa > 0 \). Taking \( \kappa = \frac{m}{2} \), we get
\begin{equation}
T(c, n; x) = \frac{T(c, n)}{\sqrt{|A|}c^m} \left( \frac{i}{z} \right)^{\frac{m}{2}} + O \left( \frac{(m\|Q\|)^{\frac{m}{2}}(c_0c)^{\frac{1}{2}}\tau(c)\log 2c}{\sqrt{|A|}} \right),
\end{equation}
where
\begin{equation}
\xi(c_1) := \sum_{\ell \geq 0} (n\nu + \ell, c_1)^{\frac{1}{2}}(1 + \ell)^{-2} \ll 1.
\end{equation}
Inserting this into (2.2), we obtain
\[
r(n, Q) = \frac{1}{\sqrt{|A|}} \sum_{c \in C} T(c, n) \frac{1}{c^m} \int_{-1/(cC)}^{1/(cC)} \left( \frac{i}{z} \right)^{\frac{3m}{4}} e(-nz) \, dx
\]
\[
+ O \left( \frac{(m\|Q\|)^{\frac{3m}{4}}}{\sqrt{|A|}} n^\frac{m}{4} \sum_{c \in C} (c_0c)^{\frac{3m}{4}} \tau(c)(\log 2c) \int_{-1/(cC)}^{1/(cC)} e(-nz) \, dx \right).
\]

And the error term is bounded by
\[
\frac{(m\|Q\|)^{\frac{3m}{4}}}{\sqrt{|A|}} n^\frac{m}{4} \sum_{c \in C} (c_0c)^{\frac{3m}{4}} \tau(c) \log 2c \ll \frac{(m\|Q\|)^{\frac{3m}{4}} n^\frac{m}{4}}{cC^{1-\varepsilon}} \sum_{c \in C} \frac{1}{\sqrt{c_1}} \ll m^{\frac{3m}{4}} \|Q\|^{\frac{m}{4}} n^\frac{m}{4} + \varepsilon.
\]

Finally, the error terms from the main term contribute no more than the above. These give the error term in Proposition 2.1. \(\square\)

**Lemma 2.2.** Let \(Q\) be a primitive positive definite quadratic form in \(m = 2k \geq 4\) variables with integer coefficients, and write \(Q\) in the form of (1.9). For \((c, d) = 1\) and \(u \in \mathbb{Z}^m\), define
\[
G_u \left( \frac{d}{c} \right) := \sum_{h \equiv_d} e \left( \frac{d}{c} (Q(h) + thu) \right).
\]

Then we have
\[
\left| G_u \left( \frac{d}{c} \right) \right| \ll (cm\|Q\|)^{\frac{m}{2}}.
\]

**Proof.** For \((c, d) = 1\), we have
\[
\left| G_u \left( \frac{d}{c} \right) \right|^2 = \sum_{h, h' \equiv_d} e \left( \frac{d}{c} (Q(h') - Q(h) + t(h' - h)u) \right)
\]
\[
= \sum_{h, z \equiv_d} e \left( \frac{d}{c} \left( \frac{1}{2} tA h + \frac{1}{2} h A z + Q(z) + tz u \right) \right)
\]
\[
\leq c^m |\{ z \equiv_d : Az \equiv 0 \} |.
\]

Write \(A = (a_{ij})_{m \times m} = t(a_1, a_2, \ldots, a_m)\), and let \(|\alpha|\) denote the \(l^1\)-norm of a vector \(\alpha\). There is only one solution for the system \(Az = d\) of \(m\) linear equations in \(m\) variables if \(|A| \neq 0\). The congruent system \(Az \equiv 0 \pmod{c}\) can be written as the linear system \(Az = cb\) with \(b = t(b_1, \ldots, b_m)\), where \(b_i\) only takes integer value in the finite range \([1, |\alpha_i|]\). That is, there will be at most
\[
\prod_{i=1}^m |\alpha_i| \leq (m\|Q\|)^m
\]
systems, and each system has only one solution since \(|A| \neq 0\). So the number of solutions of the system \(Az \equiv 0 \pmod{c}\) is at most \((m\|Q\|)^m\), i.e.
\[
|\{ z \equiv_d : Az \equiv 0 \pmod{c} \}| \leq (m\|Q\|)^m.
\]

Inserting this back, we obtain the desired bound for \(|G_u|\). The lemma is proved. \(\square\)

3. **Locally determined quadratic forms**

The aim of this section is to give a sufficient condition for a quadratic form to be locally determined. This will be done in Proposition 3.4, and after that we will offer some examples of locally determined quadratic forms and give a uniform estimate for local densities at bad primes.
3.1. Explicit formulae for local densities of quadratic forms. We shall quote explicit formulae of local densities \( \delta_p(n, Q) \), which will be useful later. Conserving the notations (1.11) and (1.12), these formulae can be stated in three different cases:

\[
\begin{cases}
    p \nmid 2D, \\
    \text{odd } p \mid D, \\
    p = 2,
\end{cases}
\]

where \( D \) is the discriminant of the quadratic form \( Q \). Primes in the first case are ordinary, but those in the second and third cases are bad.

For ordinary primes we quote Iwaniec [13, (11.72)]. The formula below shows that we indeed have (1.13) in this case.

**Lemma 3.1** (Local densities at ordinary primes). Let \( Q \) be a primitive positive definite quadratic form in \( m = 2k \geq 4 \) variables with integer coefficients, and write \( Q \) in the form of (1.9). For \( p \nmid 2D \), we have

\[
\delta_p(n, Q) = \left( 1 - \frac{\chi(p)}{p^k} \right) \left( 1 - \frac{\chi(p)}{p^{k-1}} \right)^{-1} \left( 1 - \frac{\chi(p^{\nu_p(n)+1})}{p^{(\nu_p(n)+1)(k-1)}} \right),
\]

where \( \chi(q) = \chi_{4D}(q) = \left( \frac{4D}{q} \right) \) is the Jacobi symbol.

Now we turn to the case of bad primes, where the detailed computations of Yang [18] will be very important. For odd prime \( p \mid D \), we may assume that the matrix \( M \) of \( Q \) is \( \mathbb{Z}_p \)-equivalent to

\[
\text{diag}(\varepsilon_1 p^{\alpha_1}, \ldots, \varepsilon_m p^{\alpha_m}) \quad \text{with} \quad \varepsilon_h \in \mathbb{Z}_p^\times \quad \text{for} \quad 1 \leq h \leq m \quad \text{and} \quad 0 \leq \alpha_1 \leq \cdots \leq \alpha_m,
\]

which we call the normalization of \( Q \) over \( \mathbb{Z}_p \). The following is Yang [18, Theorem 3.1].

**Lemma 3.2** (Local densities at odd bad primes). Let \( Q \) be a primitive positive definite quadratic form in \( m = 2k \geq 4 \) variables with integer coefficients, and write \( Q \) in the form of (1.9). For any odd prime \( p \mid D \), we have

\[
\delta_p(n, Q) = 1 + \left( 1 - \frac{1}{p} \right) \sum_{1 \leq r \leq \nu_p(n)} \sum_{\ell(r) \text{ even}} v_r \frac{v_{\nu_p(n)+1} f(n)}{p^{d(r)(\nu_p(n)+1)}},
\]

where

\[
L(r) := \{ 1 \leq h \leq m : \alpha_h - r < 0 \text{ is odd} \}, \quad \ell(r) := |L(r)|,
\]

\[
f(n) := \begin{cases}
    -\frac{1}{p} & \text{if } 2 \mid \ell(\nu_p(n) + 1), \\
    \left( \frac{\alpha_p}{p} \right) & \text{if } 2 \nmid \ell(\nu_p(n) + 1),
\end{cases}
\]

\[
d(r) := \frac{1}{2} \sum_{\alpha_h < r} (r - \alpha_h) - r,
\]

\[
\delta_p := \begin{cases}
    1 & \text{if } p \equiv 1 \pmod{4}, \\
    i & \text{if } p \equiv 3 \pmod{4},
\end{cases}
\]

\[
\frac{2}{p} \quad \text{is the Legendre symbol and } [t] \text{ is the integral part of } t.
\]

When \( p = 2 \), the matrix \( M \) of \( Q \) is \( \mathbb{Z}_2 \)-equivalent to

\[
\text{diag}(\varepsilon_1 2^{\alpha_1}, \ldots, \varepsilon_R 2^{\alpha_R}) \oplus \left\{ \bigoplus_{i=1}^{S} \varepsilon_i 2^{\beta_i} \left( \begin{array}{cc} 0 & \frac{1}{2} \\ \frac{1}{2} & 0 \end{array} \right) \right\} \oplus \left\{ \bigoplus_{j=1}^{T} \varepsilon_j 2^{\gamma_j} \left( \begin{array}{cc} 1 & \frac{1}{2} \\ \frac{1}{2} & 1 \end{array} \right) \right\},
\]
where $\xi_h, \xi_i', \xi_j'' \in \mathbb{Z}_2^*$, $\alpha_h \geq 0$, $\beta_i \geq 0$, $\gamma_j \geq 0$ are all integers and $R + 2S + 2T = m$. Thus we have the normalization

$$Q = \sum_{h=1}^{R} \xi_h 2^{\delta_h} x_h^2 + \sum_{i=1}^{S} \xi_i' 2^{\beta_i} y_{1i} y_{2i} + \sum_{j=1}^{T} \xi_j'' 2^{\gamma_j} (z_{j1}^2 + z_{j1} z_{j2} + z_{j2}^2).$$

The following lemma is Yang [18, Theorem 4.1].

**Lemma 3.3** (Local density at 2). Let $Q$ be a primitive positive definite quadratic form in $m = 2k \geq 4$ variables with integer coefficients, and write $Q$ in the form of (1.9). We have

$$\delta_2(n, Q) = 1 + \sum_{r=1}^{d(n)+3} \left( \frac{2}{\mu_r(n)} \right) \frac{\delta(r)p(r)}{2^d(r)+\frac{1}{2}}$$

$$+ \sum_{r=1}^{\bar{d}(r)-1} \left( \frac{2}{ \varepsilon(r) } \right) \frac{\delta(r)p(r)\psi(\frac{1}{2}\mu_r(n))\text{char}(4\mathbb{Z}_2)(\mu_r(n))}{2^d(r)+1},$$

where

$$\bar{d}(r) := \frac{1}{2} \sum_{\alpha_h < r-1} (r - 1 - \alpha_h) + \sum_{\beta_i < r} (r - \beta_i) + \sum_{\gamma_j < r} (r - \gamma_j),$$

$$\bar{L}(r) := \{ 1 \leq h \leq R : \alpha_h - r < 0 \text{ is odd} \}, \quad \bar{\ell}(r) := |\bar{L}(r)|,$$

$$\kappa(r) := \sum_{1 \leq h \leq R, \alpha_h < r-1} \xi_h, \quad \mu_r(n) := 2^{\nu_2(n)+3-r} n_2 - \kappa(r),$$

$$\left( \frac{2}{t} \right) := \begin{cases} (-1)^{\frac{1}{2}(t^2-1)} & \text{if } t \in \mathbb{Z}_2^*, \\ 0 & \text{otherwise}, \end{cases} \quad \text{char}(4\mathbb{Z}_2)(t) := \begin{cases} 1 & \text{if } t \equiv 0 \pmod{4}, \\ 0 & \text{otherwise}, \end{cases}$$

$$\delta(r) := \begin{cases} 0 & \text{if } \alpha_h = r - 1 \text{ for some } h, \\ 1 & \text{otherwise}, \end{cases} \quad p(r) := (-1)^{\sum_{\gamma_j < r}(\gamma_j - r)} \psi(t) := e^{-2\pi it} \text{ and } \varepsilon(r) := \prod_{h \in \bar{L}(r-1)} \xi_h.$$

3.2. A sufficient condition for locally determined quadratic forms. The following proposition gives a sufficient condition for $Q$ to be locally determined.

**Proposition 3.4.** (i) A primitive positive definite quadratic form $Q$ in $m$ variables is locally determined provided

$$(3.3) \quad \ell(r) \equiv 0 \pmod{2}$$

for all integers $r \geq 1$ and odd primes $p | D$; and

$$(3.4) \quad \bar{\ell}(r) \equiv 0 \pmod{2}, \quad \kappa(r) \equiv 0 \pmod{4}$$

for all integers $r \geq 1$. Then we have

$$(3.5) \quad \delta_p(n, Q) = 1 + \left( 1 - \frac{1}{p} \right) \sum_{r=1}^{\nu_p(n)} v_r \frac{u_r}{p^{d(r)}} + \frac{v_{\nu_p(n)+1}}{p^{d(\nu_p(n)+1)+1}} = \delta_p(p^{\nu_p(n)}, Q)$$
for odd prime $p \mid D$; and

\begin{equation}
\delta_2(n, Q) = 1 + \sum_{r=1}^{\nu_2(n)+1} \left( \frac{2}{\varepsilon(r)} \right) \frac{(-1)^{\frac{1}{2}r(\nu_2(n)+1)} \delta(r) p(r)}{2^{\delta(r)+1}} = \delta_2(2^{\nu_2(n)}, Q).
\end{equation}

(ii) Under the conditions (3.3)–(3.4), $|A|$ is a perfect square.

**Proof.** Recall that a primitive positive definite quadratic form $Q$ is called locally determined if $\delta_p(n, Q) = \delta_p(p^{\nu_2(n)}, Q)$ for all integers $n$ and all primes $p \mid 2D$.

Since $\ell(r)$ is always even and $f(n) = -1/p$ under this assumption, then the formula (3.5) is an immediate consequence of (3.1) of Lemma 3.2. Noticing that the right-hand side of (3.5) is independent of $n_p$, we have $\delta_p(n, Q) = \delta_p(p^{\nu_2(n)}, Q)$ for all integers $n \geq 1$ and odd primes $p \mid D$.

Next we consider the case of $p = 2$. Since $\tilde{\ell}(r)$ is always even, the first sum on the right-hand side of (3.2) of Lemma 3.3 is empty. Thus

\begin{equation}
\delta_2(n, Q) = 1 + \sum_{r=1}^{\nu_2(n)+3} \left( \frac{2}{\varepsilon(r)} \right) \delta(r) p(r) \psi \left( \frac{1}{8} \mu_r(n) \right) \operatorname{char}(4\mathbb{Z}_2)(\mu_r(n)) \frac{1}{2^{d(r)+1}}.
\end{equation}

In view of the assumption that $\kappa(r) \equiv 0 \pmod{4}$ for all $r \geq 1$, the definitions of $\mu_r(n)$ and of $\operatorname{char}(4\mathbb{Z}_2)(\mu_r(n))$ imply that

\[
\operatorname{char}(4\mathbb{Z}_2)(\mu_r(n)) = \begin{cases} 
1 & \text{for } 1 \leq r \leq \nu_2(n) + 1, \\
0 & \text{for } \nu_2(n) + 2 \leq r \leq \nu_2(n) + 3.
\end{cases}
\]

On the other hand, we have

\[
\psi \left( \frac{1}{8} \mu_r(n) \right) = e^{\pi i \left( \frac{1}{4} \kappa(r) - 2^{\nu_2(n)+1-r} n_2 \right)} = (-1)^{\frac{1}{2} \kappa(r) + [r/(\nu_2(n)+1)]}
\]

for $1 \leq r \leq \nu_2(n) + 1$. Combining these with (3.7), we find (3.6). Since the right-hand side of (3.6) is independent of $n_2$, we have $\delta_2(n, Q) = \delta_2(2^{\nu_2(n)}, Q)$ for all integers $n \geq 1$.

Then we prove (ii). We have known that $Q$ is $\mathbb{Z}_p$-equivalent to diagonal forms at odd prime $p$ and $\sum_{h=1}^{n} \alpha_h = \nu_p(|A|)$. The condition (3.3) means that the number of terms under the same power is even, which implies the $p$-adic order of $|A|$ is even.

Next we consider the case $p = 2$. According to [7, p.119], any positive definite quadratic form, over $\mathbb{Z}_2$, can be transformed into the linear combination of diagonal terms and binary positive definite forms

\[
h(y_{i1}, y_{i2}) = h_{11} y_{i1}^2 + 2 h_{12} y_{i1} y_{i2} + h_{22} y_{i2}^2
\]

with odd $h_{12}$ and even $h_{11}$, $h_{22}$, which are $\mathbb{Z}_2$-equivalent to

\[
2 y_{i1} y_{i2} \quad \text{or} \quad 2 y_{i1}^2 + 2 y_{i1} y_{i2} + 2 y_{i2}^2
\]

according as

\[
h_{11} h_{22} - h_{12}^2 \equiv 1 \pmod{8} \quad \text{or} \quad \equiv 5 \pmod{8}.
\]

The first condition $\tilde{\ell}(r) \equiv 0 \pmod{2}$ of (3.4) implies that $\sum_{h=1}^{R} \tilde{\alpha}_h$ is even. And the power of 2 coming from non-diagonal terms is always even. Thus $|A|$ is a perfect square. \qed
3.3. Examples. Now we give some examples of locally determined quadratic forms.

Example 1. If \( m = 4k \) then \( Q(y) = y_1^2 + \cdots + y_m^2 \) is locally determined.

Note that \( D = 2^m \) is the discriminant of \( Q \). There is no odd prime \( p \mid D \). We only need to consider the bad prime 2. It is clear that \( Q \) is \( \mathbb{Z}_2 \)-equivalent to itself. Comparing with the normalization over \( \mathbb{Z}_2 \), we have \( R = m, S = T = 0 \) and \((\bar{\alpha}_h, \bar{\varepsilon}_h) = (0, 1)\) for \( 1 \leq h \leq m \). These imply that

\[
\bar{L}(r) = \begin{cases} 
\emptyset & \text{if } 2 \mid r, \\
\{1, \ldots, m\} & \text{if } 2 \nmid r,
\end{cases} \\
\bar{\ell}(r) = \begin{cases} 
0 & \text{if } 2 \mid r, \\
m & \text{if } 2 \nmid r,
\end{cases} \\
\kappa(r) = \begin{cases} 
0 & \text{if } r = 1, \\
m & \text{if } r \geq 2.
\end{cases}
\]

Thus the condition (3.4) is satisfied for all integers \( r \geq 1 \), since \( m = 4k \). This proves that \( Q \) is locally determined. Note that

\[
\delta(1) = 0, \quad \delta(r) = 1 \text{ for } r \geq 2, \quad p(r) = \varepsilon(r) = 1 \quad \text{and} \quad \bar{d}(r) = 2k(r - 1) - r.
\]

By (3.6), we have

\[
(3.8) \quad \delta_2(n, Q) = 1 + \sum_{r=2}^{\nu_2(n)} \frac{(-1)^{k}}{2^{(2k-1)(r-1)}} - \frac{(-1)^{k}}{2^{(2k-1)\nu_2(n)}}.
\]

Example 2. Let \( Q(y) = \frac{1}{2} A[y] \) be a positive definite quadratic form in \( m \) variables with integer coefficients. If \( Q \) is of level one, then \( Q \) is locally determined.

To prove this, we first note that \( Q \) being of level one implies \( 8 \mid m \) and \( |A| = 1 \). Hence \( D = 1 \), and it suffices to consider the bad prime 2. The matrix \( M = \frac{1}{2} A \) of \( Q \) is \( \mathbb{Z}_2 \)-equivalent to

\[
\bigoplus_{i=1}^{S} \left( \begin{array}{cc} 0 & \frac{1}{2} \\ \frac{1}{2} & 0 \end{array} \right),
\]

that is \( R = T = 0 \) and \((\beta_i, \varepsilon'_i) = (0, 1)\) for \( 1 \leq i \leq S = \frac{m}{2} \). This implies \( \bar{L}(r) = \emptyset \) and \( \bar{\ell}(r) = \kappa(r) = 0 \) for all integers \( r \geq 1 \). Thus the condition (3.4) is satisfied for all integers \( r \geq 1 \). This proves that \( Q \) is locally determined. Further we have

\[
\delta(r) = p(r) = \varepsilon(r) = 1, \quad \bar{d}(r) = (\frac{m}{2} - 1)r.
\]

By (3.6), we have

\[
(3.9) \quad \delta_2(n, Q) = 1 + \sum_{r=1}^{\nu_2(n)} \left( 2^{(1-\frac{m}{2})r-1} - 2^{(1-\frac{m}{2})(\nu_2(n)+1)-1} \right) = \frac{1 - 2^{-\frac{m}{2}}}{1 - 2^{1-\frac{m}{2}}} \left( 1 - 2^{(1-\frac{m}{2})(\nu_2(n)+1)} \right).
\]

Example 3. The quadratic form

\[
Q(y) = y_1^2 + 3y_2^2 + y_3^2 + y_4y + y_1^2.
\]

is locally determined.

To prove this, we note that the matrix \( M \) of \( Q \) is equal to

\[
M = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 \\
0 & 0 & 1 & \frac{1}{2} \\
0 & 0 & \frac{1}{2} & 1
\end{pmatrix} = \text{diag}(1, 3) \oplus \begin{pmatrix}
1 & \frac{1}{2} \\
\frac{1}{2} & 1
\end{pmatrix}.
\]
Since the discriminant $D = (-1)^m |A| = |2M| = 2^2 3^2$, we only need to consider the local densities at $p = 2$ and $p = 3$. Noticing that the matrix $M$ of $Q$ is $\mathbb{Z}_2$-equivalent to itself, we have $R = 2, S = 0, T = 1$ and

$$\tilde{\alpha}_1 = \tilde{\alpha}_2 = 0, \quad \tilde{\varepsilon}_1 = 1, \quad \tilde{\varepsilon}_2 = 3, \quad \gamma_1 = 0, \quad \varepsilon''_1 = 1.$$  

From these, we easily see that

$$\tilde{\ell}(r) = \begin{cases} 0 & \text{if } 2 \mid r, \\ 2 & \text{if } 2 \nmid r, \end{cases} \quad \text{and} \quad \kappa(r) = \begin{cases} 0 & \text{if } r = 1, \\ 4 & \text{if } r \geq 2. \end{cases}$$

Thus the condition (3.4) is verified for all integers $r \geq 1$.

Now let

$$U = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$  

This is a 3-adic unit matrix and $|U| = -2$. Noticing that

$$t^{\dagger} U M U = \text{diag}\{1, 3, 1, 3\},$$

we have

$$\alpha_1 = \alpha_3 = 0, \quad \alpha_2 = \alpha_4 = 1, \quad \varepsilon_1 = \varepsilon_2 = \varepsilon_3 = \varepsilon_4 = 1.$$  

These imply that

$$\ell(r) = \begin{cases} 2 & \text{if } r \text{ is odd,} \\ 2 & \text{if } r \text{ is even}. \end{cases}$$

Thus the condition (3.3) is verified for the prime 3 and all integers $r \geq 1$. Consequently $Q$ is locally determined.

3.4. Lower and upper bounds for $\varpi(n, Q)$. We now multiply the local densities at all bad primes together to define

$$\varpi(n, Q) := \prod_{p \mid 2D} \delta_p(n, Q).$$

The function $\varpi(n, Q)$ is rather complicated, since each of these $\delta_p(n, Q)$ is not only involved but also not multiplicative in $n$. We can bound $\varpi(n, Q)$ from below and above in the following form.

**Proposition 3.5.** Let $Q$ be a primitive positive definite quadratic form in $m = 2k \geq 6$ variables with integer coefficients, and write $Q$ in the form of (1.9). Assume (1.18). Then

$$\varpi^- \leq \varpi(n, Q) \leq \varpi^+$$

for all integers $n \geq 1$, where

$$\varpi^\pm := \left(1 \pm \frac{49}{50}\right) \prod_{p \mid D, p \geq 3} \left(1 \pm \frac{1}{p}\right).$$

**Proof.** Firstly we consider the case of odd prime factor $p$ of $D$. According to (3.1), we have

$$|\delta_p(n, Q) - 1| \leq \left(1 - \frac{1}{p}\right) \sum_{1 \leq r \leq \nu_p(n)} \frac{1}{p^{d(r)}} + \frac{f(n)}{p^{d(\nu_p(n))}} \leq \left(1 - \frac{1}{p}\right) \sum_{r \geq 1} \frac{1}{p^{d(r)}}.$$
It suffices to determine what \( d(r) \) looks like. If \( r > \alpha_m \), we know that every \( \alpha_h \) is counted in the summation of \( d(r) \), then
\[
d(r) = \frac{1}{2} \sum_{1 \leq h \leq m} (r - \alpha_h) - r = \frac{m - 2}{2} r - \frac{\nu_p(|A|)}{2},
\]
since \( \sum_{h=1}^{m} \alpha_h = \nu_p(|A|) \). And if \( r \leq \alpha_m \), there are some terms \( \alpha_h \) not satisfying \( \alpha_h < r \) that should not be counted in \( d(r) \), then we have \( d(r) \geq \frac{m - 2}{2} r - \frac{\nu_p(|A|)}{2} \). It follows that
\[
|\delta_p(n, Q) - 1| \leq (1 - \frac{1}{p}) \sum_{r \geq 1} \frac{1}{p^{m - 2} r - \frac{\nu_p(|A|)}{2}} = (1 - \frac{1}{p}) \frac{p^{m - 2} + \nu_p(|A|)}{1 - p^{m - 2}} \leq \frac{p^{\nu_p(|A|)}}{p^{m - 2}} \leq 1,
\]
since \( \nu_p(|A|) \) \( \leq m - 4 \).

Next we treat the case of prime factor 2 of \( 2D \). According to (3.2), we have
\[
|\delta_2(n, Q) - 1| \leq \sum_{r=1}^{\nu_2(|A|)+3} \frac{\delta(r)}{2^{d(r)+1}} \text{ if ignoring the parity of } \tilde{\ell}(r - 1). \text{ And the assumption } \nu_2(|A|) \leq m + 1 \text{ gives}
\]
\[
\sum_{1 \leq h \leq R} (\tilde{\alpha}_h + 1) + 2 \left( \sum_{1 \leq i \leq S} \beta_i + \sum_{1 \leq j \leq T} \gamma_j \right) \leq m + 1.
\]

It can be observed as before that if \( r > \max\{\tilde{\alpha}_h + 1, \beta_i, \gamma_j\} \), we have
\[
\tilde{d}(r) = \frac{1}{2} \sum_{1 \leq h \leq R} (r - 1 - \tilde{\alpha}_h) + \sum_{1 \leq i \leq S} (r - \beta_i) + \sum_{1 \leq j \leq T} (r - \gamma_j) - r
\]
\[
= \left( \frac{R}{2} + S + T \right) r - r - \frac{1}{2} \left( \sum_{1 \leq h \leq R} (\tilde{\alpha}_h + 1) + 2 \sum_{1 \leq i \leq S} \beta_i + 2 \sum_{1 \leq j \leq T} \gamma_j \right)
\]
\[
= \frac{m - 2}{2} r - \nu_2(|A|) \leq \frac{m - 2}{2} r - \nu_2(|A|).
\]

And \( \tilde{d}(r) \geq \frac{m - 2}{2} r - \nu_2(|A|) \) holds if \( r \) is smaller.

Note that \( Q \) is primitive, which means that there is at least one \( \tilde{\alpha}_h \) or \( \beta_i \) or \( \gamma_j \) equal to 0. Otherwise, there will be a common divisor among the coefficients of all terms. If \( \tilde{\alpha}_h = 0 \) for some \( h \), then \( \delta(1) = 0 \) according to the definition. It follows that
\[
\sum_{r=1}^{\nu_2(|A|)+3} \frac{\delta(r)}{2^{d(r)+1}} \leq \sum_{r \geq 2} \frac{1}{2^{d(r)+1}} \leq \frac{1 - 2^{\frac{m - 2}{2}}}{1 - 2^{\frac{m - 2}{2}}} \leq \frac{\sqrt{3}}{3}
\]
since \( m \geq 6 \) and \( \nu_2(|A|) \leq m + 1 \).

If there exist one \( \beta_i \) or \( \gamma_j \) equal to 0, this one should be counted in the summation of \( \tilde{d}(1) \). So we have \( \tilde{d}(1) \geq 0 \) and
\[
|\delta_2(n, Q) - 1| \leq \frac{1}{2^{d(1)+1}} + \sum_{r \geq 2} \frac{\delta(r)}{2^{d(r)+1}} \leq \frac{1}{2} + \sum_{r \geq 2} \frac{1}{2^{d(r)+1}} \leq \frac{1}{2} + \frac{\sqrt{2}}{3}.
\]
It follows that
\[
|\delta_2(n, Q) - 1| \leq \frac{49}{50}.
\]
Now the required inequalities follow immediately from (3.13) and (3.15). \( \square \)
4. Outline of the proof and Dirichlet series

4.1. Outline of the proof. The estimate for $N_Q(B)$ will be deduced from that for $N^*_Q(B)$ by the Möbius inversion in the following manner

\begin{equation}
N_Q(B) = \sum_{d \leq B^{1/(m-1)}} \mu(d)N^*_Q(B^{1/(m-1)}/d),
\end{equation}

where $\mu(d)$ is the Möbius function. To investigate $N^*_Q(B)$, the key observation is that

\begin{equation}
N^*_Q(B) = 2 \sum_{1 \leq a \leq B} \sum_{1 \leq n \leq B^2} \mathbb{1}_3(an)r(n, Q),
\end{equation}

where $r(n, Q)$ is the number of integral solutions to the equation $Q(y) = n$, and $\mathbb{1}_3$ is the characteristic function

\begin{equation}
\mathbb{1}_3(n) := \begin{cases} 
1 & \text{if } n \text{ is a cube,} \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

The next step is to insert the asymptotic formula for $r(n, Q)$ in Proposition 2.1 into the above (4.2), so that we have to handle

\begin{equation}
S_Q(x, y) := \sum_{a \leq x} \sum_{n \leq y} \mathbb{1}_3(an)n^{k-1}\mathfrak{S}(n, Q),
\end{equation}

where $\mathfrak{S}(n, Q)$ is the singular series associated to the equation $Q(y) = n$. We are going to estimate $S_Q(x, y)$ by methods from multiplicative number theory, and to this end we have to know the arithmetic properties of $\mathfrak{S}(n, Q)$ in detail.

The singular series is defined by

\begin{equation}
\mathfrak{S}(n, Q) := \sum_{c=1}^{\infty} \frac{1}{c^m} \sum_{d (\text{mod } c)} \sum_{h_1 (\text{mod } c)} \cdots \sum_{h_m(\text{mod } c)} e\left( \frac{d}{c}(Q(h_1, \ldots, h_m) - n) \right).
\end{equation}

It can be written as the product of all local densities

\begin{equation}
\mathfrak{S}(n, Q) = \prod_p \delta_p(n, Q),
\end{equation}

which will be handled directly if $Q$ is locally determined. Otherwise, by Lemma 3.1, it is further written as

\begin{equation}
\mathfrak{S}(n, Q) = \prod_p \delta_p(n, Q) = \frac{\sigma_{1-k}(n, \chi)}{L(k, \chi)} \varpi(n, Q),
\end{equation}

where $L(k, \chi)$ is the Dirichlet $L$-function attached to $\chi$,

\begin{equation}
\sigma_{1-k}(n, \chi) := \sum_{d|n} \chi(d)d^{1-k},
\end{equation}

and $\varpi(n, Q)$ is as in (3.10). This explains why we spend such efforts to understand $\varpi(n, Q)$. In order to prove Theorems 1.1 and 1.4, we are going to study $S_Q(x, y)$ and

\begin{equation}
S_W(x, y) := \sum_{a \leq x} \sum_{n \leq y} \mathbb{1}_3(an)n^{k-1}\sigma_{1-k}(n, \chi)
\end{equation}

respectively. Our results are as follows.
Proposition 4.1. Let $Q$ be a locally determined quadratic form in $m = 2k \geq 4$ variables with integer coefficients. Then for any $\varepsilon > 0$ we have

\begin{align*}
S_Q(x, y) &= x^{\frac{3}{2}}y^{k-\frac{3}{2}} \{ P_Q(\log x, \log y) + O_{k, \varepsilon}(x^{-\frac{1}{2}} + x^{\frac{1}{2} + \varepsilon}y^{-\frac{1}{2}}) \}, \\
S_W(x, y) &= x^{\frac{3}{2}}y^{k-\frac{3}{2}} \{ P_W(\log x, \log y) + O_{k, \varepsilon}(x^{-\frac{1}{2}} + x^{\frac{1}{2} + \varepsilon}y^{-\frac{1}{2}}) \},
\end{align*}

uniformly for $x \geq 2$ and $y \geq 2$, where $P_Q(t, u)$ and $P_W(t, u)$ are quadratic polynomials, and the implied constant depends on $k$ and $\varepsilon$ only. In particular, we have

\begin{align*}
S_Q(x, x^2) &= x^{m-1}P_Q(\log x) + O_{m, \varepsilon}(x^{m-\frac{7}{6}+\varepsilon}), \\
S_W(x, x^2) &= x^{m-1}P_W(\log x) + O_{m, \varepsilon}(x^{m-\frac{7}{6}+\varepsilon}),
\end{align*}

where $P_Q(t)$ and $P_W(t)$ are quadratic polynomials with leading coefficients $C_Q$ and $C_W$ given by

\begin{align*}
C_Q &= \frac{L(\frac{2}{3}m - 2, \chi^3)}{(6m - 8)L(\frac{2}{3}, \chi)} \prod_{p \mid 2D} \left(1 - \frac{1}{p}\right)^2 \left(1 + \frac{2}{p} + \frac{3\chi}{p^{\sigma_1 - 1}} + \frac{\chi^2}{p^{\sigma_2 - 1}}\right) \\
&\quad \times \prod_{p \mid 2D} \left(1 - \frac{1}{p}\right)^4 \sum_{d \geq 0} \frac{\sum_{\nu=0}^{3d} \delta_p(p^\nu, Q)}{p^d}
\end{align*}

and

\begin{align*}
C_W &= \frac{L(\frac{3}{2}m - 2, \chi^3)}{6m - 8} \prod_p \left(1 - \frac{1}{p}\right)^2 \left(1 + \frac{2}{p} + \frac{3\chi}{p^{\sigma_1 - 1}} + \frac{2\chi^2}{p^{\sigma_2 - 1}} + \frac{\chi^2}{p^{\sigma_3 - 1}}\right)
\end{align*}

respectively.

The remaining part of the paper is devoted to the proof of Proposition 4.1.

4.2. Dirichlet series. We begin to study the following Dirichlet series associated with $S_Q(x, y)$ and $S_W(x, y)$:

\begin{align*}
G(s, w) &= \sum_{a \geq 1} \sum_{n \geq 1} \frac{\mathbb{1}_3(an)n^{k-1}G(n, Q)}{a^sn^w}, \\
F(s, w) &= \sum_{a \geq 1} \sum_{n \geq 1} \frac{\mathbb{1}_3(an)n^{k-1}\sigma_1(n, \chi)}{a^sn^w},
\end{align*}

for $\Re s > \frac{1}{3}$ and $\Re w > k - \frac{2}{3}$.

Lemma 4.2. Let $Q$ be a locally determined quadratic form in $m = 2k \geq 4$ variables. For $\Re s > \frac{1}{3}$ and $\Re w > k - \frac{2}{3}$, we have

\begin{align*}
G(s, w) &= \prod_{0 \leq j \leq 3} \zeta((3 - j)s + j(w - k + 1))G(s, w), \\
F(s, w) &= \prod_{0 \leq j \leq 3} \zeta((3 - j)s + j(w - k + 1))F(s, w),
\end{align*}

where $G(s, w)$ and $F(s, w)$ are Euler products given by (4.25) and (4.28) below. Further, for any $\varepsilon > 0$, $G(s, w)$ and $F(s, w)$ converge absolutely for

\begin{align*}
\min_{0 \leq j \leq 3} \Re ( (3 - j)s + j(w - k + 1) ) \geq \frac{1}{2} + \varepsilon,
\end{align*}

and in this half-plane

\begin{align*}
G(s, w) &\ll_{k, \varepsilon} 1, \\
F(s, w) &\ll_{k, \varepsilon} 1.
\end{align*}
Proof. Since $Q$ is locally determined, we have $\delta_p(n, Q) = \delta_p(p^{\nu_p(n)}, Q)$ for all primes $p \mid 2D$, where $\nu_p(n)$ is the $p$-adic order of $n$. This also holds for all primes $p \nmid 2D$ by Lemma 3.1. Hence we can write the formal Euler product

$$
1_3(an)^{n^{k-1}}G(n, Q) = \prod_p 1_3(p^{\nu_p(a)+\nu_p(n)})p^{(k-1)\nu_p(n)}\delta_p(n, Q)
$$

for all integers $a \geq 1$ and $n \geq 1$. For convenience we write $\mu = \nu_p(a)$, $\nu = \nu_p(n)$. This formula allows us to express the Dirichlet series $\mathcal{F}(s, w)$ in form of the Euler product

$$
\mathcal{F}(s, w) = \prod_p \left( \sum_{\mu \geq 0} \sum_{\nu \geq 0} \frac{\delta_p(p^\nu, Q)}{p^{\mu s + \nu (w-k+1)}} \right)
$$

(4.22)

for $\Re s > \frac{1}{3}$ and $\Re w > k - \frac{2}{3}$, where

$$
\mathcal{F}_p(s, w) := \left( 1 - \frac{\chi(p)}{p^k} \right) \left( 1 - \frac{\chi(p)}{p^{k-1}} \right)^{-1} \sum_{\mu \geq 0} \sum_{\nu \geq 0} \frac{1 - \chi(p^{\nu+1})/p^{(\nu+1)(k-1)}}{p^{\mu s + \nu (w-k+1)}}
$$

for $p \nmid 2D$. Since $n \mapsto \chi(n)$ is completely multiplicative, we have $\chi(p^{\nu+1}) = \chi(p)^{\nu+1} = \chi^{\nu+1}$. Changing variables $\mu + \nu = 3d$, we deduce that

$$
\mathcal{F}_p(s, w) = \frac{1 - \chi p^{-k}}{1 - \chi p^{-(k-1)}} \sum_{d \geq 0} \sum_{0 \leq \nu \leq 3d} \frac{1 - (\chi p^{-(k-1)})^{\nu+1}}{p^{(3d-\nu)s + \nu (w-k+1)}}
$$

$$
= \frac{1 - \chi p^{-k}}{1 - \chi p^{-(k-1)}} \sum_{d \geq 0} \frac{1}{p^{3ds}} \left( \frac{1 - p^{-(3d+1)(w-s-k+1)}}{1 - p^{-(w-s-k+1)}} - \frac{\chi 1 - (\chi p^{-(w-s)})^{3d+1}}{1 - \chi p^{-(w-s)}} \right).
$$

Further we have

$$
\sum_{d \geq 0} \frac{1}{p^{3ds}} \cdot \frac{1 - p^{-(3d+1)(w-s-k+1)}}{1 - p^{-(w-s-k+1)}} = \frac{1}{1 - p^{-(w-s-k+1)}} \sum_{d \geq 0} \left( \frac{1}{p^{3ds}} - \frac{p^{-(w-s-k+1)}}{p^{3d(w-k+1)}} \right)
$$

$$
= \frac{1 + p^{-(2s+w-k+1)} + p^{-(s+2w-2k+2)}}{(1 - p^{-3s})(1 - p^{-3(w-k+1)})},
$$

and

$$
\sum_{d \geq 0} \frac{\chi p^{-(k-1)}}{p^{3ds}} \cdot \frac{1 - (\chi p^{-(w-s)})^{3d+1}}{1 - \chi p^{-(w-s)}} = \frac{\chi p^{-(k-1)}}{1 - \chi p^{-(w-s)}} \sum_{d \geq 0} \left( \frac{1}{p^{3ds}} - \chi p^{-(w-s)} \frac{\chi^{3d}}{p^{3dw}} \right)
$$

$$
= \frac{\chi p^{-(k-1)} + \chi^2 p^{-(2s+w-k+1)} + \chi^3 p^{-(s+2w+k-1)}}{(1 - p^{-3s})(1 - \chi^3 p^{-3w})}.
$$

Inserting these two formulae back, we have

$$
\mathcal{F}_p(s, w) = \frac{(1 - \chi p^{-k})(1 - \chi^2 p^{-3w})^{-1}\mathcal{F}_p(s, w)}{(1 - \chi p^{-(k-1)})(1 - p^{-3s})(1 - p^{-3(w-k+1)})},
$$

and

$$
\mathcal{F}(s, w) = \prod_p \mathcal{F}_p(s, w) = \prod_p \left( \sum_{\mu \geq 0} \sum_{\nu \geq 0} \frac{\delta_p(p^\nu, Q)}{p^{\mu s + \nu (w-k+1)}} \right).
$$
where
\[ \mathcal{F}_p^*(s, w) = (1 - \chi^3 p^{-3w}) \left( 1 + p^{-(2s+w-k+1)} + p^{-(s+2w-2k+2)} \right) - (1 - p^{-3(w-k+1)}) \left( \chi p^{-(k-1)} + \chi^2 p^{-(2s+w+k-1)} + \chi^3 p^{-(s+2w+k-1)} \right). \]

An elementary computation shows that
\[ \mathcal{F}_p^*(s, w) = (1 - \chi p^{-(k-1)}) \left( 1 + \frac{1}{p^{2s+w-k+1}} + \frac{1}{p^{s+2w-2k+2}} \right) + \frac{\chi}{p^{2s+w}} + \frac{\chi}{p^{s+2w-k+1}} + \frac{\chi^2}{p^{3w-k+1}} + \frac{\chi^2}{p^{3w-2k+2}} + \frac{\chi^2}{p^{2s+4w-2k+2}}. \]

Combining these two formulae, for \( p \nmid 2D \), we can write
\[ \mathcal{F}_p(s, w) = \frac{(1 - \chi p^{-k})(1 - \chi^3 p^{-3w})^{-1} \mathcal{G}_p(s, w)}{\prod_{j=0}^{3} (1 - p^{-(3-j)s+j(w-k+1)})} \tag{4.23} \]
with
\[ \mathcal{G}_p(s, w) := \left( 1 - \frac{1}{p^{2s+w-k+1}} \right) \left( 1 - \frac{1}{p^{s+2w-k+1}} \right) \left( 1 + \frac{1}{p^{2s+w-k+1}} + \frac{1}{p^{s+2w-k+1}} \right) + \frac{\chi}{p^{2s+w}} + \frac{\chi}{p^{s+2w-k+1}} + \frac{\chi^2}{p^{3w-k+1}} + \frac{\chi^2}{p^{3w-2k+2}} + \frac{\chi^2}{p^{2s+4w-2k+2}}. \tag{4.24} \]

This proves (4.18) with
\[ \mathcal{G}(s, w) := \frac{L(3w, \chi^3)}{L(k, \chi)} \prod_p \mathcal{G}_p(s, w) \tag{4.25} \]
and
\[ \mathcal{F}(s, w) = \prod_{0 \leq j \leq 3} \left( 1 - \frac{1}{p^{(3-j)s+j(w-k+1)}} \right) \left( \sum_{d \geq 0} \sum_{0 \leq \nu \leq 3d} \frac{\delta(p^{\nu}, Q)}{p^{(3d-\nu)s+\nu(w-k+1)}} \right) \tag{4.26} \]
for \( p \mid 2D \).

The formula (4.19) is much easier to prove, since \( n \mapsto \mathbb{1}_3(an) n^{k-1} \sigma_{1-k}(n, \chi) \) is multiplicative. We can write the formal Euler product
\[ \mathcal{F}(s, w) = \prod_p \left( \sum_{\mu > 0} \sum_{\nu > 0} \frac{\sigma_{1-k}(p^{\nu}, \chi)}{p^{\mu s+\nu(w-k+1)}} \right) = \prod_p \mathcal{F}_p(s, w) \tag{4.27} \]
for \( \Re s > \frac{1}{3} \) and \( \Re w > k - \frac{2}{3} \). On the other hand, since \( n \mapsto \chi_{4D}(n) \) is completely multiplicative, we have
\[ \sigma_{1-k}(p^{\nu}, \chi) = \sum_{0 \leq j \leq \nu} (\chi(p) p^{-(k-1)})^j = \frac{1 - (\chi(p) p^{-(k-1)})^{\nu+1}}{1 - \chi(p) p^{-(k-1)}}. \]

Similar to (4.23) and (4.24), we can prove that
\[ \mathcal{F}_p(s, w) = \frac{(1 - \chi^3 p^{-3w})^{-1} \mathcal{G}_p(s, w)}{\prod_{j=0}^{3} (1 - p^{-(3-j)s+j(w-k+1)})}, \]
where \( \mathcal{G}_p(s, w) \) is defined as in (4.24) for all primes \( p \). This proves the formula (4.19) with
\[ \mathcal{G}(s, w) := \frac{L(3w, \chi^3)}{L(k, \chi)} \prod_p \mathcal{G}_p(s, w). \tag{4.28} \]
Next we prove (4.21). Note that (4.26) is a finite product, which is bounded for \( p \mid 2D \). Set \( s = \sigma + i\tau \) and \( w = u + iv \). It is easy to verify that under the condition (4.20), we have
\[
2(2\sigma + u - k + 1) \geq 2\left(\frac{1}{2} + \varepsilon\right) = 1 + 2\varepsilon,
\]
\[
2(\sigma + 2(u - k + 1)) \geq 2\left(\frac{1}{2} + \varepsilon\right) = 1 + 2\varepsilon,
\]
\[
2\sigma + u \geq k - 1 + \frac{1}{2} + \varepsilon = k - \frac{1}{2} + \varepsilon,
\]
\[
\sigma + 2u - k + 1 \geq k - 1 + \frac{1}{2} + \varepsilon = k - \frac{1}{2} + \varepsilon,
\]
\[
3u - 2k + 2 \geq k - 1 + \frac{1}{2} + \varepsilon = k - \frac{1}{2} + \varepsilon,
\]
\[
\sigma + 2u \geq 2k - 2 + \frac{1}{2} + \varepsilon = 2k - \frac{3}{2} + \varepsilon,
\]
\[
3u - k + 1 \geq 2k - 2 + \frac{1}{2} + \varepsilon = 2k - \frac{3}{2} + \varepsilon,
\]
\[
2\sigma + 4u - 2k + 2 \geq 2k - 2 + \frac{1}{2} + \varepsilon = 2k - \frac{3}{2} + \varepsilon.
\]
These together with (4.24) imply that for \( p \mid 2D \),
\[
\mathfrak{G}_p(s, w) = 1 + O_{k,\varepsilon}(p^{-1-\varepsilon})
\]
provided (4.20) holds, which implies that the Euler products \( \mathfrak{G}(s, w) \) and \( \mathfrak{g}(s, w) \) converge absolutely and (4.21) holds in this half-plane. By analytic continuation, (4.18) and (4.19) are also true in the same domain. This completes the proof. \( \square \)

5. Difference operator

The basic idea is to apply the method of complex integration to, instead of our original \( S_Q(x, y) \) and \( S_W(x, y) \), the quantity
\[
M_Q(X, Y) := \int_1^X \int_1^Y S_Q(x, y) \, dx \, dy,
\]
(5.1)
\[
M_W(X, Y) := \int_1^X \int_1^Y S_W(x, y) \, dx \, dy,
\]
(5.2)
which are mean values of \( S_Q(x, y) \) and \( S_W(x, y) \). We remark that \( M_Q(X, Y) \) and \( M_W(X, Y) \) are much easier to handle. We will first establish an asymptotic formula for \( M_Q(X, Y) \) (resp. \( M_W(X, Y) \)), and then derive the asymptotic formula (4.11) for \( S_Q(x, y) \) (resp. \( S_W(x, y) \)) by an analytic argument involving the difference operator \( \mathscr{D} \) defined by
\[
(\mathscr{D} f)(X, H; Y, J) := f(H, J) - f(H, Y) - f(X, J) + f(X, Y).
\]
(5.3)
The two quantities \( S_W(x, y) \) and \( M_W(X, Y) \) are closed related as shown in the following lemma, which in particular enables one to derive an asymptotic formula for \( S_Q(x, y) \) (resp. \( S_W(x, y) \)) from that for \( M_Q(X, Y) \) (resp. \( M_W(X, Y) \)).

Lemma 5.1. Let \( S_Q(X, Y) \) and \( M_Q(X, Y) \) be defined as in (4.4) and (5.1). Then
\[
(\mathscr{D} M_Q)(X - H, X; Y - J, Y) \leq HJS_Q(X, Y) \leq (\mathscr{D} M_Q)(X, X + H; Y, Y + J)
\]
for \( 1 \leq H \leq \frac{1}{2}X \) and \( 1 \leq J \leq \frac{1}{2}Y \). The same inequalities also hold if we replace \( S_Q(X, Y) \) and \( M_Q(X, Y) \) by \( S_W(x, y) \) and \( M_W(X, Y) \), respectively.

The difference operator \( \mathscr{D} \) has some properties that we are going to use repeatedly throughout the paper. These are summarized in the following lemma.
Lemma 5.2. (i) Let $f(x, y)$ be a function of class $C^3$. Then we have
\[
(\mathcal{D} f)(X, H; Y, J) = (J - Y)(H - X) \left\{ \frac{\partial^3 f}{\partial x \partial y}(X, Y) + O(R(X, H; Y, J)) \right\}
\]
for $X \leq H$ and $Y \leq J$, where
\[
R(X, H; Y, J) := (H - X) \max_{X \leq x \leq H, Y \leq y \leq J} \left| \frac{\partial^3 f}{\partial x^2 \partial y}(x, y) \right| + (J - Y) \max_{X \leq x \leq H, Y \leq y \leq J} \left| \frac{\partial^3 f}{\partial x \partial y^2}(x, y) \right|.
\]

(ii) If $f(X, Y) = f_1(X)f_2(Y)$, then
\[
(\mathcal{D} f)(X, H; Y, J) = \left( f_1(H) - f_1(X) \right) \left( f_2(J) - f_2(Y) \right).
\]

Lemmas 5.1 and 5.2 can be proved similarly as in [4, Lemma 2] and the details are therefore omitted. The next elementary estimate is essential and it will also be used several times in the next section [4, Lemma 6(i)].

Lemma 5.3. Let $1 \leq H \leq X$ and $|\sigma| \leq 10$. Then for any $\beta \in [0, 1]$, we have
\[
|X + H - X^\sigma| \leq X^\sigma((|\tau| + 1)H/X)^\beta,
\]
where the implied constant is absolute.

6. Proof of Proposition 4.1

We shall evaluate $M_Q(X, Y)$ defined by (5.2), from which we shall deduce (4.10) of Proposition 4.1 by applying the difference operator $\mathcal{D}$ defined as in (5.3). The asymptotic formula (4.11) can be proved in the exactly same way. We suppose
\[
1 \leq H \leq \frac{1}{2}X, \quad 1 \leq J \leq \frac{1}{2}Y;
\]
and fix the following notations:
\[
s := \sigma + i\tau, \quad z := w - k + 1 = u + iv, \quad \mathcal{L} := \log X, \quad \kappa := \frac{1}{3} + \mathcal{L}^{-1}, \quad \lambda_k := \frac{k}{3} + 2\mathcal{L}^{-1}, \quad \lambda := \frac{1}{3} + 2\mathcal{L}^{-1}.
\]
The following proposition is an immediate consequence of Lemmas 6.2–6.6 below.

Proposition 6.1. We have
\[
M_Q(X, Y) = Y^{k-1} \left\{ (XY)^{\frac{1}{2}} \left( P_1(\log Y) + P_2(\log(X^{-\frac{1}{2}}Y)) + P_3(\log(X^{-2}Y)) \right) \right.
\]
\[
+ \left. R_0(X, Y) + R_1(X, Y) + R_2(X, Y) + R_3(X, Y) \right\}
\]
for $X \geq 2$ and $Y \geq 2$, where the $R_j(X, Y)$ and $P_j(t)$ are defined as in (6.8), (6.16), (6.20), (6.24) and (6.18), (6.22), (6.26) below, respectively.

The proof is divided into several parts.

6.1. Application of Perron’s formula. The first step is to apply Perron’s formula twice to $M_Q(X, Y)$.

Lemma 6.2. For $X \geq 2$ and $Y \geq 2$ we have
\[
M_Q(X, Y) = Y^{k-1}M(X, Y),
\]
where $(\kappa) := (\kappa - i\infty, \kappa + i\infty)$ and
\[
M(X, Y) := \frac{1}{(2\pi i)^2} \int_{(\lambda)} \left( \int_{(\kappa)} \mathcal{F}(s, z + k - 1) \frac{X^{s+1} ds}{s(s + 1)} \right) \frac{Y^{z+1} dz}{(z + k - 1)(z + k)}.
\]
Proof. Applying the Perron’s formula [17, Theorem II.2.3] twice, we can get

\[ M_Q(X, Y) = \frac{1}{(2\pi i)^2} \oint_{(\lambda)} \left( \int_{(\kappa)} \mathfrak{F}(s, w) \frac{X^{s+1}}{s(s+1)} \, ds \right) \frac{Y^{w+1}}{w(w+1)} \, dw, \]

which implies the required formula by change of variable \( w = z + k - 1 \).

6.2. Application of Cauchy’s theorem. In this subsection, we shall apply Cauchy’s theorem to evaluate the integral in \( s \) in \( M(X, Y) \). Set

\[ s_j(z) := \frac{1 - (j - 1)z}{4 - j}, \quad (j = 1, 2, 3) \]

and

\[
\begin{align*}
\mathfrak{F}_1^*(z) &:= \frac{1}{3} \cdot \frac{\zeta(3z)\zeta(2z + \frac{1}{2})\zeta(z + \frac{3}{2})\mathfrak{G}(s_1(z), z + k - 1)}{s_1(z)(s_1(z) + 1)}, \\
\mathfrak{F}_2^*(z) &:= \frac{1}{2} \cdot \frac{\zeta(3z)\zeta(\frac{1+2z}{2})\zeta(\frac{2-2z}{2})\mathfrak{G}(s_2(z), z + k - 1)}{s_2(z)(s_2(z) + 1)}, \\
\mathfrak{F}_3^*(z) &:= \frac{\zeta(3z)\zeta(2-3z)\zeta(3-6z)\mathfrak{G}(s_3(z), z + k - 1)}{s_3(z)(s_3(z) + 1)}.
\end{align*}
\]

Lemma 6.3. For \( X \geq 2, Y \geq 2 \) and \( \sigma_0 \in (\frac{1}{6}, \frac{1}{4}) \) we have

\[ M(X, Y) = I_1 + I_2 + I_3 + R_0(X, Y), \]

where

\[ I_j := \frac{1}{2\pi i} \oint_{(\lambda)} \frac{\mathfrak{F}_j^*(z)}{s(s+1)} X^{(5-j-(j-1)z)/(4-j)} Y^{z+1} \, dz \]

and

\[ R_0(X, Y) := \frac{1}{(2\pi i)^2} \oint_{(\lambda)} \int_{(\sigma_0)} \frac{\mathfrak{F}(s, z + k - 1) X^{s+1}}{s(s+1)} \frac{Y^{z+1}}{(z + k - 1)(z + k)} \, ds \, dz. \]

Further we have

\[ (\mathcal{D} R_0)(X, X + H; Y, Y + J) \]

\[ (\mathcal{D} R_0)(X - H, X; Y - J, Y) \]

\[ \ll k^{\varepsilon} \sigma_0 X^{\sigma_0 + \varepsilon} Y^{\frac{3}{4} + \varepsilon} H J \]

uniformly for \((X, Y, H, J)\) in (6.1), where the implied constant depends on \( k, \varepsilon \) and \( \sigma_0 \).

Proof. We want to calculate the integral

\[ \frac{1}{2\pi i} \oint_{(\kappa)} \frac{\mathfrak{F}(s, z + k - 1) X^{s+1}}{s(s+1)} \, ds \]

for any individual \( z = \lambda + iv \) with \( v \in \mathbb{R} \). And we shall cut the above infinite integral into finite one. Let \( T \geq (XY)^2 + |v| \). The residue theorem allows us to deform the segment of the integration \([\kappa - iT, \kappa + iT]\) into the path joining the end-points \( \kappa - iT, \sigma_0 - iT, \sigma_0 + iT \) and \( \kappa + iT \). The points \( s_j(z) \) \((j = 1, 2, 3)\), given by (6.4), are the simple poles of the integrand in the rectangle \( \sigma_0 \leq \sigma \leq \kappa \) and \( |\tau| \leq T \). The residue of \( \frac{\mathfrak{F}(s, z + k - 1) X^{s+1}}{s(s+1)} \) at the poles \( s_j(z) \) is equal to

\[ \mathfrak{F}_j^*(z) X^{(5-j-(j-1)z)/(4-j)}, \]

where \( \mathfrak{F}_j^*(z) \) \((j = 1, 2, 3)\) are defined as in (6.5).
In order to control the contribution of the segments $[\sigma_0 \pm iT, \kappa \pm iT]$ and of the half-line $[\kappa \pm iT, \kappa \pm i\infty)$, we need the well-known estimate (cf. e.g. [17, page 146, Theorem II.3.7])

\begin{equation}
\zeta(s) \ll |\tau|^{\max\{(1-\sigma)/3,0\}} \log |\tau|
\end{equation}

for $\frac{1}{2} \leq \sigma < 1$, $\tau \in \mathbb{R}$.

When $\sigma_0 \leq \sigma \leq \kappa$ and $u = \lambda$, it is easy to check that

\begin{equation}
\min_{0 \leq j \leq 3} ((3-j)\sigma + ju) \geq \frac{1}{2} + \varepsilon,
\end{equation}

which coincides with (4.20). It follows from (6.11) and (4.21) that, for $\sigma_0 \leq \sigma \leq \kappa$, $\tau \in \mathbb{R}$ and $u = \lambda, v \in \mathbb{R}$,

\[ \mathcal{F}(s, z + k - 1) \ll_{k,\varepsilon,\sigma_0} (|\tau| + |v| + 3)^{\frac{5}{2} - 2\sigma + 3\varepsilon}. \]

This implies

\[
\begin{align*}
\int_{\sigma_0 \pm iT}^{\kappa \pm iT} \mathcal{F}(s, z + k - 1) X^{s+1} \frac{ds}{s(s+1)} &\ll_{k,\varepsilon,\sigma_0} X \frac{1}{T^{\frac{5}{2} - \varepsilon}} \int_{\sigma_0}^{\kappa} \frac{d\sigma}{T^2} \ll_{k,\varepsilon,\sigma_0} X \frac{1}{T}, \\
\int_{\kappa \pm iT}^{\kappa \pm iT} \mathcal{F}(s, z + k - 1) X^{s+1} \frac{ds}{s(s+1)} &\ll_{k,\varepsilon,\sigma_0} X^{4/3 + \varepsilon} \int_{T}^{\infty} \frac{d\tau}{\tau^{2 - \varepsilon}} \ll_{k,\varepsilon,\sigma_0} X^{4/3 + \varepsilon}. 
\end{align*}
\]

Cauchy’s theorem then gives

\[
\begin{align*}
\frac{1}{2\pi i} \int_{(\kappa)} \mathcal{F}(s, z + k - 1) X^{s+1} \frac{ds}{s(s+1)} &= \sum_{j=1}^{3} \mathcal{F}^*_j(z) X^{(5-j-(j-1)\varepsilon)/(4-j)} \\
&\quad + \frac{1}{2\pi i} \int_{\sigma_0 + iT}^{\sigma_0 - iT} \mathcal{F}(s, z + k - 1) X^{s+1} \frac{ds}{s(s+1)} + O_{k,\varepsilon,\sigma_0} \left( \frac{X^2}{\sqrt{T}} \right). 
\end{align*}
\]

Making $T \to \infty$, we find that

\begin{equation}
\frac{1}{2\pi i} \int_{(\kappa)} \mathcal{F}(s, z + k - 1) X^{s+1} \frac{ds}{s(s+1)} = \sum_{j=1}^{3} \mathcal{F}^*_j(z) X^{(5-j-(j-1)\varepsilon)/(4-j)} \\
\quad + \frac{1}{2\pi i} \int_{(\sigma_0)} \mathcal{F}(s, z + k - 1) X^{s+1} \frac{ds}{s(s+1)} 
\end{equation}

which implies (6.6).

Finally we prove (6.9). For $s = \sigma_0 + i\tau$ with $\tau \in \mathbb{R}$ and $z = \lambda + iv$ with $v \in \mathbb{R}$, in view of (6.12), we can apply (4.21) to get

\[ \mathcal{F}(s, z + k - 1) \ll_{k,\varepsilon,\sigma_0} \zeta(3\sigma_0 + i3\tau)\zeta(2\sigma_0 + \lambda + i(2\tau + v))\zeta(\sigma_0 + 2\lambda + i(\tau + 2v)) \]

and, by Lemma 5.3 with $\beta = 1 - \varepsilon$,

\[ r_{s,z}(X, H; Y, J) := ((X + H)^{s+1} - X^{s+1})((Y + J)^{z+1} - Y^{z+1}) \ll X^{\sigma_0 + \varepsilon} Y^{\frac{1}{2} + \varepsilon} H J (|\tau| + 1)^{1-\varepsilon}(|v| + 1)^{1-\varepsilon}. \]

With the help of the well-known bound

\begin{equation}
\int_{0}^{t} (|\zeta(\sigma + i\tau)|^2 + |\zeta(\sigma + i\tau)|^4) d\tau \ll t \log^4(t + 3), \quad \left( \frac{1}{2} \leq \sigma \leq 2, \ t \geq 0 \right)
\end{equation}
and the Hölder inequality, we can derive that
\[
\int_{-\infty}^{\infty} \frac{\left| \zeta(3\sigma_0 + i3\tau)\zeta(2\sigma_0 + \lambda + i(2\tau + v))\zeta(\sigma_0 + 2\lambda + i(\tau + 2v)) \right|}{(|\tau| + 1)^{1+\varepsilon}} \, d\tau \\
\ll \left( \int_{-\infty}^{\infty} \frac{\left| \zeta(3\sigma_0 + i3\tau) \right|^4}{(|\tau| + 1)^{1+\varepsilon}} \, d\tau \right) \int_{-\infty}^{\infty} \frac{\left| \zeta(2\sigma_0 + \lambda + i(2\tau + v)) \right|^4}{(|\tau| + 1)^{1+\varepsilon}} \, d\tau \right)^{1/4} \\
\times \left( \int_{-\infty}^{\infty} \frac{\left| \zeta(\sigma_0 + 2\lambda + i(\tau + 2v)) \right|^2}{(|\tau| + 1)^{1+\varepsilon}} \, d\tau \right)^{1/2} \\
\ll_{k,\varepsilon,\sigma_0} 1.
\]

The last inequality is obtained by integration by parts. These estimates and Lemma 5.2(ii) imply
\[
(\mathcal{D}R_0)(X, X + H; Y, Y + J) = \int_{(\lambda)} \int_{(\sigma_0)} \mathfrak{F}(s, z + k - 1)r_{s,z}(X, H; J) \, ds \, dz \\
\ll_{k,\varepsilon,\sigma_0} X^{\sigma_0 + \varepsilon} Y^{4+\varepsilon} H J.
\]

This completes the proof. \(\square\)

6.3. Evaluation of \(I_1\) and \(I_2\).

**Lemma 6.4.** For \(X \geq 2\), \(Y \geq 2\) and \(u_0 \in \left(\frac{1}{6}, \frac{1}{4}\right)\) we have
\[
I_1 = (XY)^{\frac{3}{4}} P_1(\log Y) + R_1(X, Y),
\]
where \(P_1(t)\) is a quadratic polynomial and
\[
R_1(X, Y) := \frac{1}{2\pi i} \int_{(u_0)} \frac{3^4 Y z + 1}{(z + k - 1)(z + k)} \, dz.
\]

Further we have
\[
(\mathcal{D}R_1)(X, X + H; Y, Y + J) \ll_{k,\varepsilon,u_0} X^{\frac{1}{2} + \varepsilon} Y^{u_0 + \varepsilon} H J
\]
uniformly for \((X, Y, H, J)\) in (6.1), where the implied constant depends on \(k, \varepsilon\) and \(u_0\).

**Proof.** We move the line of integration from \((\lambda)\) to \((u_0)\). Obviously \(z = \frac{1}{3}\) is the unique pole of order 3 of the integrand in the strip \(u_0 \leq u \leq \lambda\), and the residue is \((XY)^{\frac{3}{4}} P_1(\log Y)\) with
\[
P_1(t) := \frac{1}{2!} \left( \frac{(z - \frac{1}{3})^3 3^4 z \, e^{t(z - \frac{1}{3})}}{(z + k - 1)(z + k)} \right) \bigg|_{z = \frac{1}{3}}.
\]

When \(u_0 \leq u \leq \lambda\), it is easy to check that
\[
\min_{0 \leq j \leq 3} ((3 - j)s_1(u) + j u) \geq \frac{1}{2} + \varepsilon, \quad \mathfrak{F}_1(z) \ll_{k,\varepsilon,u_0} (|v| + 1)^{\frac{3}{2} - 2\alpha + \varepsilon}.
\]

Similar to (6.13), we can obtain (6.15).

To establish (6.17), we note that for \(u = u_0\) we have, as before,
\[
\mathfrak{F}_1(z) \ll_{k,\varepsilon,u_0} \zeta(3u_0 + 3iv)\zeta(2u_0 + \frac{1}{3} + 2iv)\zeta(u_0 + \frac{2}{3} + iv)
\]
and, by Lemma 5.3 with \(\beta = 1 - \varepsilon\),
\[
r_{s_1(z),z}(X, H; Y, J) := ((X + H)^{4/3} - X^{4/3})((Y + J)^{z+1} - Y^{z+1}) \\
\ll X^{\frac{1}{2} + \varepsilon} Y^{u_0 + \varepsilon} H J (|v| + 1)^{1-\varepsilon}.
\]
With the help of (6.14), we can derive, as before, that
\[
\int_{-\infty}^{\infty} \frac{|\zeta(3u_0 + 3iv)\zeta(2u_0 + \frac{3}{4} + 2iv)\zeta(u_0 + \frac{3}{4} + iv)|}{(|v| + 1)^{1+\varepsilon}} \, dv \ll k,\varepsilon,u_0 1.
\]
Combining these with Lemma 5.2(ii), we deduce that
\[
(\mathcal{D}R_1)(X, X + H; Y, Y + J) = \frac{1}{2\pi i} \int_{(u_0)} \tilde{\mathcal{S}}^{\varepsilon}_3(z)\mathcal{R}_3(z)_{z}^{X, H; Y, J} \, dz
\]
\[
\ll k,\varepsilon,u_0 X^{\frac{1}{4}+\varepsilon}Y^{u_0+\varepsilon} H J,
\]
from which the desired result follows. \qed

**Lemma 6.5.** For $X \geq 2$, $Y \geq 2$ and $u_0 \in \left(\frac{1}{6}, \frac{1}{4}\right)$ we have

\[
(6.19) \quad I_2 = (XY)^{\frac{3}{4}} P_2(\log(X^{-\frac{1}{2}} Y)) + R_2(X, Y),
\]
where $P_2(t)$ is quadratic polynomial and

\[
(6.20) \quad R_2(X, Y) := \frac{1}{2\pi i} \int_{(u_0)} \tilde{\mathcal{S}}^{\varepsilon}_3(z)X^{\frac{3}{4}(3-z)}Y^{z+1} \, dz.
\]

Further we have

\[
(6.21) \quad \begin{cases} \mathcal{D}R_2)(X, X + H; Y, Y + J) \\ \mathcal{D}R_2)(X, X - H; Y, Y - J, Y) \end{cases} \ll k,\varepsilon,u_0 X^{\frac{3}{4}(1-u_0)}Y^{u_0} H J
\]
uniformly for $(X, Y, H, J)$ in (6.1), where the implied constant depends on $k$, $\varepsilon$ and $u_0$.

**Proof.** The proof is rather similar to that of Lemma 6.4 and even simpler. We move the line of integration from $(\lambda)$ to $(u_0)$. Obviously $z = \frac{1}{3}$ is the unique pole of order 3 of the integrand in the strip $u_0 \leq u \leq \lambda$, and the residue is $(XY)^{\frac{3}{4}} P_2(\log(X^{-\frac{1}{2}} Y))$ with

\[
(6.22) \quad P_2(t) := \left. \frac{1}{2\pi i} \left( \frac{(z-\frac{1}{3})^3\tilde{\mathcal{S}}^{\varepsilon}_3(z)e^{(z-\frac{4}{3})}}{z+k-1}(z+k) \right) \right|_{z=\frac{1}{3}}.
\]

When $u_0 \leq u \leq \lambda$, it is easy to check that

\[
\min_{0 \leq j \leq 3} ((3-j)s_2(u) + ju) \geq \frac{1}{2} + \varepsilon.
\]
It follows from (6.11) and (4.21) that, for $u_0 \leq u \leq \lambda$,

\[
\tilde{\mathcal{S}}^{\varepsilon}_3(z) \ll k,\varepsilon,u_0 (|v| + 1)^{-\frac{1}{3}-u-2+\varepsilon}.
\]

These imply (6.19). Further by Lemma 5.3 with $\beta = 1$,

\[
r_{s_2(z),z}(X, H; Y, J) := ((X + H)^{\frac{1}{2}(3-z)} - X^{\frac{1}{2}(3-z)})(Y + J)^{z+1} - Y^{z+1} \ll X^{\frac{3}{4}(1-u_0)}Y^{u_0} H J(|v| + 1)^2.
\]

Combining these with Lemma 5.2(ii), we deduce that

\[
(\mathcal{D}R_2)(X, X + H; Y, Y + J) = \frac{1}{2\pi i} \int_{(u_0)} \tilde{\mathcal{S}}^{\varepsilon}_3(z)\mathcal{R}_3(z)_{z}^{X, H; Y, J} \, dz
\]
\[
\ll k,\varepsilon,u_0 X^{\frac{3}{4}(1-u_0)}Y^{u_0} H J.
\]
This completes the proof. \qed
6.4. Evaluation of $I_3$.  

**Lemma 6.6.** For $X \geq 2$ and $Y \geq 2$ we have  
\begin{equation}
I_3 = (XY)^{\frac{3}{2}} P_3(\log(X^{-2}Y)) + R_3(X,Y)  
\end{equation}
where $P_3(t)$ is defined as in (6.26) below and  
\begin{equation}
R_3(X,Y) := \frac{(XY)^{\frac{3}{2}}}{2\pi i} \int_{\lambda} \frac{\mathfrak{F}_3(z)(e^{\xi(z^{\frac{3}{2}})} - \sum_{j=0}^{2} \frac{1}{j!}\xi^j(z^{\frac{1}{3}})^j)}{(z+k-1)(z+k)} dz  
\end{equation}
with $\xi = \log(X^{-2}Y)$. Further we have  
\begin{equation}
(\mathcal{D} R_3)(X, X + H; Y, Y + J) \lesssim_k (X^{-\frac{3}{2}} Y^{\frac{3}{2}} H^3 + X^{\frac{3}{2}} Y^{\frac{3}{2}} J^3) \mathcal{L}^4  
\end{equation}
uniformly for $(X, Y, H, J)$ in (6.1), where the implied constant depends on $k$ at most.  

**Proof.** Putting $\xi = \log(X^{-2}Y)$, we can write  
\begin{equation}
I_3 = \frac{(XY)^{\frac{3}{2}}}{2\pi i} \int_{\lambda} \frac{\mathfrak{F}_3(z)e^{\xi(z^{\frac{3}{2}})}}{(z+k-1)(z+k)} dz = (XY)^{\frac{3}{2}} P_3(\xi) + R_3(X,Y),  
\end{equation}
where  
\begin{equation}
P_3(t) = \sum_{j=0}^{2} \frac{a_j t^j}{j!} \quad \text{with} \quad a_j := \frac{1}{2\pi i} \int_{\lambda} \frac{\mathfrak{F}_3(z)(z^{\frac{1}{3}})^j}{(z+k-1)(z+k)} dz.  
\end{equation}
On the other hand, for $\Re z = \lambda$, we have $|e^{\xi(z^{\frac{3}{2}})}| = e^{\xi(\lambda^{\frac{3}{2}})} \approx 1$. Thus we can write  
\begin{equation}
e^{\xi(z^{\frac{3}{2}})} - \sum_{j=0}^{2} \frac{1}{j!}\xi^j(z^{\frac{1}{3}})^j = O(\xi^3|z-\frac{1}{3}|^3).  
\end{equation}
From this and the bound $\mathfrak{F}_3(z) \ll \mathcal{L}^3(1 + |v|)^{-2}(\Re z = \lambda)$, it is easy to deduce that  
\begin{equation}
R_3(X,Y) \ll (XY)^{\frac{3}{2}}|\xi|^3 \mathcal{L}^4.  
\end{equation}
According to Lemma 5.2 (ii), $(\mathcal{D} R_3)(X, X + H; Y, Y + J)$ is actually a finite linear combination of values of $R_3(X,Y)$ for $\xi \ll H/X + J/Y$. Hence we have  
\begin{equation}
(\mathcal{D} R_3)(X, X + H; Y, Y + J) \ll_k (XY)^{\frac{3}{2}}((H/X)^3 + (J/Y)^3) \mathcal{L}^4.  
\end{equation}
This proves the lemma. \hfill \Box

6.5. **Completion of proof of Proposition 4.1.** Denote by $M_Q(X,Y)$ the main term in the asymptotic formula of $M_Q(X,Y)$ in Proposition 6.1, that is  
\begin{equation}
M_Q(X,Y) := X^{\frac{3}{2}} Y^{k+\frac{1}{2}}(P_1(\log Y) + P_2(\log(X^{-\frac{3}{2}}Y)) + P_3(\log(X^{-2}Y))).  
\end{equation}
Then Lemma 5.2(i) gives  
\begin{equation}
(\mathcal{D} M_Q)(X, X + H; Y, Y + J) = Y^{k-1}\{(XY)^{\frac{3}{2}} P_Q(\log X, \log Y)  
\quad + O(X^{\frac{3}{2}} Y^{-\frac{3}{2}} J \mathcal{L}^3 + X^{-\frac{3}{2}} Y^{\frac{3}{2}} H \mathcal{L}^3)\} HJ.  
\end{equation}
Since $\mathcal{D}$ is a linear operator, this together with Proposition 6.1, (6.9), (6.17), (6.21) and (6.25) with the choice of $\sigma_0 = u_0 = \frac{1}{6} + \varepsilon$ implies that  
\begin{equation}
(\mathcal{D} M_Q)(X, X + H; Y, Y + J) = Y^{k-1}\{(XY)^{\frac{3}{2}} P_Q(\log X, \log Y) + O_\varepsilon(\Re(\mathcal{X} Y)^{\frac{3}{2}})\} HJ  
\end{equation}
with
\[ \mathcal{R} := X^\frac{1}{3}Y^\frac{1}{3} + X^\frac{2}{3}Y^\frac{1}{3} + X^{-\frac{2}{3}}Y^\frac{2}{3}H^2J^{-1} + X^\frac{1}{3}Y^{-\frac{2}{3}}H^{-1}J^2 + X^\frac{1}{3}Y^{-\frac{2}{3}}J + X^{-\frac{2}{3}}Y^\frac{1}{3}H. \]

And the same formula also holds for \((\mathscr{D}M_Q)(X - H, X; Y - J, Y)\).

Taking \(H = X^\frac{1}{3}\) and \(J = X^{-\frac{1}{3}}Y\), Lemma 5.1 and (6.28) give us
\[ S_Q(X, Y) = Y^{k-1}\{XY\}^\epsilon P_Q(\log X, \log Y) + O_\epsilon (X^{\frac{1}{3}+\epsilon}Y^{\frac{2}{3}+\epsilon} + X^\frac{1}{3}Y^{\frac{2}{3}+\epsilon}). \]
The estimate for \(S_W(x, y)\) can be proved in the same way, and the only difference is the leading coefficients of polynomials. This completes the proof of Proposition 4.1.

7. Proofs of Theorems 1.1 and 1.4

By (4.2) and (4.4), it follows that
\[ N^*_Q(B) = \frac{2(2\pi)^\frac{n}{2}}{\Gamma(\frac{n}{2})}\sqrt{|A|} S_Q(B, B^2) + O_\epsilon (m^{\frac{2n}{m}}\|Q\|^{\frac{n}{4}B^{\frac{m+1}{2}+\epsilon}}) \]
where we have used the following bound
\[ (7.1) \sum_{1 \leq b < B} \sum_{1 \leq n \leq B^2} 1_3(bn)n^{\frac{m-1}{2}+\epsilon} \ll \sum_{h \leq B^3} 1_3(h) \sum_{n|h, n \leq B^2} n^{\frac{m-1}{2}+\epsilon} \ll B^{\frac{m+1}{2}+\epsilon} \]
and the implied constant depends on \(\varepsilon\) only. The first formula in (1.14) follows immediately from (4.12) of Proposition 4.1. We deduce the second formula in (1.14) from this and the inversion formula (4.1) with \(P_Q(t)\) determined by the following relation
\[ (7.2) \sum_{d \geq 1} \frac{\mu(d)}{d^{m-1}} P^*_Q \left( \log \frac{B^{1/(m-1)}}{d} \right) = \frac{1}{(m-1)^2 \zeta(m-1)} P_Q(\log B). \]
We note that \(P^*_Q(t)\) and \(P_Q(t)\) have the same leading coefficients. This proves Theorem 1.1.

From (4.2), (2.1) of Proposition 2.1, (4.7), Proposition 3.5 and (7.1), we can deduce that
\[ N^*_Q(B) \leq c^*_Q S_W(B, B^2) + O_\epsilon (m^{\frac{3m}{4}}\|Q\|^{\frac{n}{4}B^{\frac{m+1}{2}+\epsilon}}). \]
By (4.13) of Proposition 4.1, we obtain that
\[ N^*_Q(B) \leq c^*_Q W^*. \]
Similarly we can prove that \(N^*_Q(B) \geq c^*_Q W^*. \) This proves Theorem 1.4.

8. Proof of Corollary 1.2

In order to prove (1.16), it is sufficient to show that when \(Q = y_1^2 + \cdots + y_m^2\) with \(m = 4k\), we have
\[ (8.1) \mathcal{C}_Q \mathcal{C}_Q = \mathcal{C}_{\mathcal{C}_Q}. \]
For this, firstly let us recall some notations of [15, pages 2039–2040]:
\[ \mathcal{G}_2(s, w) := \prod_{1 \leq j \leq 3} (1 - 2^{-(s+jw-j(2k-1))}) \times \left(1 + a \frac{1 + 2^{-w+2k-1} + 2^{-2w+2(2k-1)}}{2s^w-(2k-1) - 2-2w+2(2k-1)} - b \frac{2^{-s-w}(1 + 2^{-w} + 2^{-2w})}{1 - 2^{-s-3w}} \right). \]
and
\[ G_p(s, w) := \left(1 + \frac{p^{2k-1} + 1}{p^{s+w}} + \frac{p^{2(2k-1)} + p^{2k-1} + 1}{p^{s+2w}} + \frac{p^{4k-2} + p^{2k-1}}{p^{s+3w}} + \frac{p^{4k-2}}{p^{2s+4w}}\right) \]
(8.3)
\times \left(1 - \frac{p^{2k-1}}{p^{s+w}}\right) \left(1 - \frac{p^{2(2k-1)}}{p^{s+2w}}\right) \left(1 - \frac{1}{p^{s+3w}}\right)^{-1}
with
\[ a := 1 - \frac{(-1)^k}{1 - 2^{2k-1}}, \quad b := (-1)^k \frac{1 - 2^{2k}}{1 - 2^{2k-1}}. \]

We compute the 2-part of \( C_Q \) first. By (3.8), we have
\[ \delta_2(2^\nu, Q) = 1 + (-1)^k \left( \sum_{2 \leq r \leq \nu} 2^{(2k-1)(1-r)} - 2^{-(2k-1)\nu} \right) = \begin{cases} 1 & \text{if } \nu = 0, \\ a - b \cdot 2^{(1-2k)\nu} & \text{if } \nu \geq 1. \end{cases} \]
Then we get
\[ \sum_{\nu=0}^{3d} \delta_2(2^\nu, Q) = 1 + 3ad + \frac{b}{1 - 2^{2k-1}} \left(1 - 2^{(1-2k)3d}\right) \]
and
\[ \sum_{d=0}^{\infty} \frac{\sum_{\nu=0}^{3d} \delta_2(2^\nu, Q)}{2^d} = 2 + 6a + \frac{b}{1 - 2^{2k-1}} \left(1 - \frac{2^{2-6k}}{1 - 2^{2-6k}}\right) = 2 \left(1 + 3a - b\frac{2^{-2k}(1 + 2^{1-2k} + 2^{2(1-2k)})}{1 - 2^{2-6k}}\right). \]
So we have
\[ \left(1 - \frac{1}{2}\right)^4 \sum_{d=0}^{3d} \frac{\sum_{\nu=0}^{3d} \delta_2(2^\nu, Q)}{2^d} = G_2(1, 2k - 1). \]
Since \( D = 2^m \), we have \( \chi(p) = \left(\frac{4D}{p}\right) = \left(\frac{2^m+1}{p}\right)^2 = 1 \) for all odd primes \( p \). Thus
\[ \left(1 + \frac{2}{p} + \frac{3\chi}{p^2} + \frac{2\chi^2}{p^m-1} + \frac{\chi^2}{p^m}\right) \left(1 - \frac{1}{p}\right)^2 \left(1 - \frac{1}{p^{3m/2-2}}\right)^{-1} = G_p(1, 2k - 1), \]
since
\[ L\left(\frac{3m}{2} - 2, \chi\right) = \prod_{p \geq 3} \left(1 - \frac{1}{p^{3m/2-2}}\right)^{-1}. \]
Noticing that \(|A| = 2^m\), formulae (1.15), (4.14), (8.5) and (8.6) allow us to write
\[ \mathcal{C}_Q \mathcal{C}_Q = \frac{\pi^m (1 - 2^{-m})^{-1}}{\Gamma(m/2)(3m - 4) \zeta(m/2)} \prod_p G_p(1, 2k - 1). \]
This implies the required formula (8.1) thanks to the relation \( \zeta(m) = \frac{|B_m|/2\pi^m}{2m!} \).
9. Proof of Corollary 1.3

In order to prove (1.17), it is sufficient to show that when $Q$ is a quadratic form of level one in $m \equiv 0 \pmod{8}$ variables, we have

$$C_Q^* C_Q = C_E^*.$$

For this, we compute the 2-part of $C_Q$ first. In view of (3.9), we have

$$
\sum_{d>0} \sum_{\nu=0}^{3d} \delta_2(2^\nu, Q) \frac{2^d}{2^d} = \frac{1 - 2^{1 - \frac{m}{2}}}{1 - 2^{1 - \frac{m}{2}}} \sum_{d>0} \frac{1}{2^d} \left( 3d + 1 - \frac{2^{1 - \frac{m}{2}}}{1 - 2^{1 - \frac{m}{2}}} (1 - 2^{(1 - \frac{m}{2})(3d+1)}) \right)
$$

(9.2)

$$= \frac{1 - 2^{1 - \frac{m}{2}}}{1 - 2^{1 - \frac{m}{2}}} \left( 8 \cdot \frac{2^{1 - \frac{m}{2}}}{1 - 2^{1 - \frac{m}{2}}} \left( 2 - \frac{2^{1 - \frac{m}{2}}}{1 - 2^{1 - \frac{m}{2}}} \right) \right)
$$

$$= \frac{4(1 - 2^{1 - \frac{m}{2}})}{1 - 2^{(4m - 1)/2}} \left( 1 + \frac{2}{2} + \frac{3}{2^{m+1}} + \frac{2}{2^{m+1}} + \frac{1}{2^m} \right).
$$

Since $Q$ is of level one, we have $|A| = |D| = 1$ and $\chi(p) = \left(\frac{4}{p}\right) = \left(\frac{2}{p}\right)^2 = 1$ for all odd primes $p$. Thus

$$
\left(1 - \frac{1}{p}\right)^2 \left( 1 + \frac{2}{p} + \frac{3}{p^m} + \frac{2x^2}{p^{m-1}} + \frac{x^2}{p^m} \right) = \left(1 - \frac{1}{p}\right)^2 \left( 1 + \frac{2}{p} + \frac{3}{p^m} + \frac{2}{p^{m-1}} + \frac{1}{p^m} \right)
$$

and

$$L(\frac{3}{2}m - 2, \chi^3) L(m/2, \chi) \frac{1 - 2^{-\frac{m}{2}}}{1 - 2^{(4m - 1)/2}} = \frac{\zeta(\frac{3}{2}m - 2)}{\zeta(m/2, \chi)}.
$$

Inserting (9.2), (9.3) and (9.4) into (4.14), we obtain

$$C_Q = \frac{\zeta(\frac{3}{2}m - 2)}{(6m - 8)\zeta(\frac{m}{2})} \prod_p \left(1 - \frac{1}{p}\right)^2 \left( 1 + \frac{2}{p} + \frac{3}{p^m} + \frac{2}{p^{m-1}} + \frac{1}{p^m} \right).
$$

This implies the required formula (9.1) since $C_Q^* = 2(2\pi)^{m/2}/\Gamma(m/2)$ in this case.
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