2.5D Visual Relationship Detection

Yu-Chuan Su, Soravit Changpinyo, Xiangning Chen\textsuperscript{1,2*}, Sathish Thoppay, Cho-Jui Hsieh\textsuperscript{2}, Lior Shapira, Radu Soricut, Hartwig Adam, Matthew Brown, Ming-Hsuan Yang, Boqing Gong
\textsuperscript{1}Google Research \hspace{1cm} \textsuperscript{2}UCLA

Abstract

Visual 2.5D perception involves understanding the semantics and geometry of a scene through reasoning about object relationships with respect to the viewer in an environment. However, existing works in visual recognition primarily focus on the semantics. To bridge this gap, we study 2.5D visual relationship detection (2.5VRD), in which the goal is to jointly detect objects and predict their relative depth and occlusion relationships. Unlike general VRD, 2.5VRD is egocentric, using the camera's viewpoint as a common reference for all 2.5D relationships. Unlike depth estimation, 2.5VRD is object-centric and not only focuses on depth. To enable progress on this task, we create a new dataset consisting of 220k human-annotated 2.5D relationships among 512K objects from 11K images. We analyze this dataset and conduct extensive experiments including benchmarking multiple state-of-the-art VRD models on this task. Our results show that existing models largely rely on semantic cues and simple heuristics to solve 2.5VRD, motivating further research on models for 2.5D perception. The new dataset is available at https://github.com/google-research-datasets/2.5vrd.

1. Introduction

Visual 2.5D perception involves understanding the semantics and geometry of a scene: the relationships between objects with the viewer as the main reference point in an environment [51]. For instance, we may refer to a chair solely through semantics by its name and attributes (e.g., the wooden chair), through both semantics and geometry by its spatial relationship to other objects (e.g., the chair on the right of the table), or through the geometry only—by distance to our viewpoint (e.g., the chair that is closer). However, object recognition [10], detection [37, 29], and segmentation [37], among other hallmark computer vision tasks, primarily focus on the semantics component. As a result, most visual perception models operate in a 2D world and lack 2.5D visual understanding.

Motivated by this, we introduce 2.5D visual relationship detection (2.5VRD). The goal of 2.5VRD is to detect objects and predict their relative depth and occlusion relationships as a unified task, as illustrated in Figure 1. We study the relative depth in two settings: “within an image” and “across images” (e.g., the depth of the tree with respect to the man and to the vehicle.) Occlusion on the other hand only applies to the “within an image” setting. Clearly, to be able to perform well on this task, the geometry of a scene cannot be ignored.

Our task is primarily motivated by the scientific question “Do machines possess 2.5D visual understanding capability like humans do?” An answer to this question would benefit our understanding of machine visual perception. Furthermore, we believe an effective model for the core problem of 2.5D visual relationships can benefit a wide range of applications, e.g., helping a self-driving vehicle to understand scenes beyond its LiDAR range, assisting a robot to navigate and manipulate objects, and improving (amodal) instance detection [13, 20, 78, 25, 11] and segmentation [34, 48, 21, 52, 23, 61, 7], to name a few.

2.5VRD shares similar high-level motivation as visual relationship detection (VRD) and depth estimation, yet with
important conceptual differences. Our task differs from general VRD as it focuses on depth and occlusion. It also differs from recent work on spatial VRD [53, 41, 68, 27, 28]. For example, the spatial relationships in SpatialSense [68] are concerned with both locations and poses of objects with respect to each other, while 2.5VRD is egocentric, defining occlusion and depth orders from the viewer’s perspective. Indeed, “a chair (in SpatialSense) may be behind a person even if it appears to the left of the person (depending on where that person faces)”. The most similar work to ours is Rel3D [16] which also consists of view-dependent relationships, but, unlike ours, they are situated in synthetic environments. Finally, the depth in 2.5VRD is object-centric, unlike the pixel-wise depth studied in monocular depth estimation [54, 55, 38, 57, 30, 39, 12, 33, 18, 56, 64, 31, 65, 4].

To enable progress on our proposed 2.5VRD task, we introduce a new large-scale dataset of 219,570 2.5D relationships among 511,545 objects from 11,084 images of the Open Images [29]. Our dataset is an order-of-magnitude larger than existing VRD datasets [41, 68]. It is also the first large-scale human-annotated dataset with 2.5D visual relationships (in two settings) on natural images. Additionally, unlike existing benchmarks, the annotations on our validation and test sets are exhaustive, allowing us to use both precision and recall as the evaluation metrics.

We analyze our dataset and conduct extensive experiments that shed light on the difficulty of 2.5VRD. First, we use the rich annotations to analyze how humans and visual recognition models tackle 2.5VRD. We build a simple baseline and find that our baseline’s performance and the agreement among five raters are both correlated well with the relative depth between two objects. Second, we study the effect of various cues on the performance of our baseline model. Our results show that the object sizes and locations are important at predicting the relative depth, suggesting that high-quality object detection is key to 2.5VRD. On the other hand, the appearance cue is more important for occlusion prediction. Finally, we benchmark four state-of-the-art VRD models on our 2.5VRD dataset. We find that they do not significantly outperform our simple baseline and that they do not generalize well from the within-image setting to the across-image setting. These results suggest that existing models designed for 2D VRD are not sufficient for relative depth or occlusion reasoning.

In summary, our main contributions are as follows. We propose the 2.5VRD task, promoting the object-centric depth and occlusion reasoning as the first-class citizen. We concretize the task with an extensively labeled dataset, which is an order-of-magnitude larger than existing VRD datasets and unique in the exhaustive annotations on the validation and test sets. We propose a model to study various factors that may come into play, and we hope the findings will help design improved models in future. Finally, we evaluate four state-of-the-art VRD methods for 2.5VRD. Results show that their performance is comparable to the baseline model, highlighting the new challenges in 2.5VRD of which are not taken into account by these methods yet.

2. Visual Relationships in 2.5D

This section first formalizes the 2.5VRD task, followed by a detailed strategy for data and label collection. Next, we analyze the resulting dataset and study how humans approach 2.5VRD. Finally, we compare 2.5VRD with related datasets and work.

2.1. Problem Formulation

We formalize our task as follows. Given two input images \((I_a, I_b)\), the 2.5VRD task is to predict a set of 2.5D relationships. Each 2.5D relationship consists of a triplet \((o_a, \text{predicate}, o_b)\), where \(o_a\) is an object in \(I_a\) specified by a tight bounding box and its class name and \(\text{predicate}\) is the relationship between \(o_a\) and \(o_b\). By treating \(I_a\) and \(I_b\) as separate input, this formulation is applicable to both within-image and across-image setting. For the within-image setting, i.e., \(I_a\) and \(I_b\) are identical, we consider both relative depth and occlusion relationships. For the across-image setting, only the relative depth relationship is relevant. Possible values for the \(\text{predicate}\) include \{is closer than, is farther than, is at the same depth as\} for relative depth, where the \(\text{predicate} \ “\text{is at the same depth as}” \) is on only in the within-image setting since we find it too challenging to label across images. For occlusion, \(\text{predicate} \in \{\text{occludes, does not occlude, mutual occlusion}\}\). Note that there could be no occlusion between two objects, and they could be mutually occluded. Because the relationships are defined between any two objects, there should be \(N_a \times (N_a - 1)\) and \(N_a \times N_b\) relationships in within-image and across-image setting respectively, where \(N_x\) is the number of objects in \(I_x\).
Table 1: Overview of the 2.5VRD dataset.

|                | Training | Validation | Test  |
|----------------|----------|------------|-------|
| Images         | 105,694  | 1,200      | 4,000 |
| Objects        | 493,498  | 4,063      | 13,893|
| Within pairs   | 105,694  | 6,339      | 23,724|
| Object A closer| 39.1%    | 39.9%      | 38.7% |
| Object B closer| 39.9%    | 39.6%      | 38.9% |
| Same depth     | 10.1%    | 6.3%       | 7.5%  |
| A occludes B   | 10.9%    | 10.3%      | 9.3%  |
| B occludes A   | 11.0%    | 10.0%      | 9.1%  |
| Mutual occlusion| 3.5%     | 1.9%       | 2.1%  |
| Across pairs   | 52,484   | 600        | 2,000 |
| Object A closer| 43.5%    | 40.9%      | 43.8% |
| Object B closer| 45.2%    | 48.0%      | 44.5% |

One may alternatively formulate the problem for relative depth relationship as ranking of objects, but we find that some difficult pairs of objects often invalidate the ranking lists. It becomes especially troublesome when we merge the ranking lists from different raters. Hence, we instead use the $\langle o_a, \text{predicate}, o_b \rangle$ triplets considering their flexibility and the annotation cost.

2.2. Data and Label Collection

We construct the 2.5VRD dataset on top of the Open Image Dataset (OID) [28]. OID mostly consists of scenery images from Flickr, where each image may contain multiple objects and/or people. We maintain the original train/validation/test split of the images. We use the annotated bounding boxes and 600 class names of objects in the OID images. As the annotations in OID are over-complete (i.e., multiple bounding boxes for an object), we filter the boxes before collecting 2.5VRD labels. We also ignore extremely small or large boxes (occupying less than 2% or more than 70% area of the image) to avoid ill-defined cases. Finally, we remove boxes containing group of objects. See supp. for details.

Labeling 2.5VRD within an image. For each training image, we have a rater to label one randomly formed pair of objects. The label consists of both relative depth and occlusion relationships (see the top panel in Figure 2, which is a screenshot of the annotation UI). We also include an “unsure” option for ambiguous cases in light of the difficulty of the problem. For each validation or test image, we collect five 2.5VRD labels for every pair of objects from five raters respectively. We then use majority voting to determine the final labels. This strategy ensures that the labels for the validation and test set are of high quality. It also results in comprehensive annotations for all pairs of objects in a validation or test image, allowing us to evaluate model performance in terms of precision and recall. Note that we annotate only one pair of objects in the training set to maximize the number of training samples under the budget constraint, based on the hypothesis that higher diversity in the training data is important for model performance.

Labeling 2.5VRD across images. We split the training images into two groups and then construct pairs by selecting one image from either group. Given a pair of images, we randomly choose an object from each of them. A rater ranks the two objects by their depths using the annotation UI illustrated by the bottom panel in Figure 2. We pair up validation and test images in the same way, but provide dense labels for all across-image object pairs. In addition, we assign each of them to five raters to secure high-quality labels for the validation and test sets.

2.3. Dataset Statistics and Analyses

Table 1 shows the statistics for the proposed 2.5VRD dataset. Note that the within-image and across-image setting share the common sets of images and objects within each split. Out of the within-image object pairs, about 80% have apparent depth disparities (rows of “A is closer” and “B is closer”), and approximately 10% are at about the same depth. Furthermore, one object occludes the other (but not vice versa) in about 20% of the pairs (rows of “A occludes B” and “B occludes A”), and about 3% are mutually occluded. For across-image 2.5VRD, the raters managed to tell the difference between two objects’ depths for approximately 88% of all the pairs (see the last two rows in the table). The dataset preserves the object pairs for which the raters selected the unsure option, as learning models may make sense of them in the future.

Table 2: Distributions of difficulty scales for within-image and across-image object depth ordering, respectively.

|                | Easy | Moderate | Difficult | Infeasible | Ambiguous |
|----------------|------|----------|-----------|------------|-----------|
| Within-image   | 55.8%| 16.4%    | 13.1%     | 10.5%      | 4.3%      |
| Across-image   | 50.0%| 21.6%    | 16.9%     | 6.7%       | 4.8%      |

Human perception of 2.5VRD. The annotations on each validation or test example by five raters allow us to analyze how humans approach the 2.5VRD task. We define five difficulty scales for depth ordering:

Easy: Five raters all agreed on a relative depth label and did not choose the unsure option.

Moderate: Four out of five raters agreed with each other.

Difficult: Three out of five agreed on a relative depth label.

Infeasible: A majority of the raters chose “unsure”.

Ambiguous: There is no majority agreement on any label.
Table 2 shows the distribution of validation and test examples over the five difficulty scales. For the proposed dataset, more than 50% of the object pairs belong to the “easy” scale. Moreover, more within-image object pairs fall into the “easy” scale than the across-image object pairs, likely because the latter requires the raters to estimate metric depths to some extent. In contrast, relative depths are sufficient to rank two objects in the same scenery image. There are 7% and 10% infeasible object pairs for across-image and within-image 2.5VRD, respectively, meaning that a majority of the raters were “unsure” how to rank them by depth. Finally, less than 5% of the object pairs received no label because there was no majority winner. Overall, the 2.5VRD task is more difficult for humans than we expected, considering that a notable proportion of examples are “infeasible” or “ambiguous” for human raters to reach a consensus.

Table 3 contrasts our 2.5VRD dataset with the related, representative datasets. VRD and SpatialSense are arguably the most widely-used benchmarks for VRD. Our dataset is an order of magnitude larger than them in the numbers of images, objects, and relations. While 2.5VRD makes depth and occlusion the first-class citizen, almost all relationships in the existing VRD datasets are 2D. Only 5,132 relations in SpatialSense have “behind” or “front” in their predicates, and yet a cell phone could be “in front of” a person as long as the person faces to the phone even if the

2.4. Related Datasets and Work

VRD. Sadeghi and Farhadi studied VRD using 17 unique relationships [53]. Lu et al. scaled up the study by a new benchmark with 37,993 relations over 5,000 images [41]. They showed that language prior was effective for detecting the visual relations with few to no training examples. Peyre et al. collected 76 unusual relationships to evaluate model generalization for VRD [46]. SpatialSense curated 17,498 spatial relationships over 11,569 images [68]. The Visual Genome (VG) [27] and OID [28] provide VRD labels albeit sparse per image.
Table 3: 2.5VRD vs. existing datasets (*2.5D relations for existing datasets have “behind” or “front” in their predicates)

|                  | Images | Objects | Classes | Predicates | Relations | 2.5D relations* | Occlusion | Across-img relations |
|------------------|--------|---------|---------|------------|-----------|-----------------|-----------|---------------------|
| VRD [41]         | 5,000  | 32,901  | 100     | 70         | 37,993    | 4,780           | 0         | 0                   |
| SpatialSense [68]| 11,569 | 33,861  | 3,679   | 9          | 17,498    | 5,132           | 0         | 0                   |
| VG (relationship) [27] | 108,077 | 2,254,357 | 65,405  | 4,016      | 2,316,104 | 66,660          | 0         | 0                   |
| OID (relationship) [28] | 596,308 | 1,478,971 | 303     | 31         | 3,284,282 | 0               | 0         | 0                   |
| 2.5VRD (ours)    | 110,894 | 511,454 | 600     | 5          | 219,570   | 219,570         | 29,105    | 83,813              |

Besides the existing VRD datasets, our work is also closely related to the rich line of VRD methods and models [36, 75, 76, 81, 35, 47, 74, 8, 70, 67, 77, 63, 72, 46, 71], which will speed up tackling 2.5VRD. We leave the exploration into them to future work. Instead, our experiments aim to help readers gain more insights into 2.5VRD, especially about how different visual cues interplay in the 2.5D visual relationships. Our work is also related to human-object interactions [17, 69, 9, 26, 15, 3, 49, 2, 82], which may be viewed as human-centric VRD. In contrast, 2.5VRD is egocentric, using the viewpoint as the reference for the relationships between two arbitrary objects.

Figure 4: Examples of across-image 2.5VRD. The difficulty is easy, moderate, difficult, infeasible, and ambiguous from top to bottom.

2.5D perception. Monocular depth estimation [54, 55, 38, 57, 30, 39, 12, 33, 18, 56, 4, 64, 31, 65] infers a dense, pixel-wise depth map from an image, and thus not object-centric. Our empirical results show that, while dense depth maps provide informative cues to 2.5VRD, it is far from solving depth ordering for objects and does not account for occlusion. Unlike depth, existing works mostly do not consider occlusion as an independent task, but a latent factor to improve object detection [13, 20, 78], semantic and instance segmentation [52, 23, 61, 7], and other applications [24, 73]. Instead, 2.5VRD directly deals with occlusion.

Some works study occlusion and depth ordering between image regions instead of objects [59, 19, 79, 23, 42, 80, 48]. Because they define occlusion along the object or scene boundaries, the relationship is always binary. Also, most of them couple the two relationships and define depth order based on occlusion [23, 42, 80, 48], so the relative depth is only defined within a connected component where the regions overlap. While some works define depth order globally, they rely on the existence of the ground [19] or 3D object bounding boxes [79] and consider only objects on the ground or cars. In contrast, we consider the 2.5D relationships between arbitrary objects, leading to a more general relationships definition and a larger dataset.

Our work is also broadly related to amodal instance segmentation [34, 80, 48, 21] and amodal object detection [25, 11]. We envision that detecting depth and occlusion relationships between objects can facilitate amodal tasks and vice versa. Finally, single-view 3D object detection [62, 14, 66, 58, 6, 45, 44, 40, 32, 22, 1, 5] is related but requires labor-intensive data collection, limiting existing work to mainly indoor and self-driving environments.
3. Experiments and Analyses

In this section, we evaluate the performance of visual recognition models on 2.5VRD. The goal of our experiments is to understand the effect of different visual signals and models on the 2.5VRD performance and establish the baseline results for future work. To this end, we develop two baselines and benchmark them along with four state-of-the-art VRD methods on our proposed 2.5VRD task. Code and data will be made publicly available.

3.1. Approaches to 2.5VRD

In our experiments, we explore a two-stage approach for this task. The first stage leverages an oracle/ off-the-shelf object detectors to provide/infer multiple \((a_0, b_0)\) pairs. Then, given \((I_a, o_a, I_b, o_b)\) as input, we infer 2.5D relationships between \(o_a\) and \(o_b\) by predicting the predicate for each relationship. Our baseline and state-of-the-art models will operate in this second stage. Because 2.5D relationships are directional, we treat \((o_a, \text{occludes}, o_b)\) and \((o_b, \text{occludes}, o_a)\) as two different labels for \((o_a, o_b)\). We also include the “unsure” label for the relative depth relationship. This leads to four possible values for each 2.5D relationship.

Overview of visual cues All baselines and state-of-the-art models explored in this paper employ a subset of the following four types of visual cues. The first one is direct semantics in the form of object class labels. For example, a person is often closer to the viewpoint than trees and buildings; more examples are provided in Figure 5. The second cue is the geometric cue in the form of box size and location. For example, an overlap implies a probable occlusion relation. The third cue is appearance, both in term of object and its context. The forth cue is depth, both in terms of object and its context.

3.1.1 Rule-Based Baselines

We explore the following rule-based baselines, each of which relies on a specific visual cue.

- **Object class** predicts the most frequent predicate for the pair of object classes in the training set.
- **Size** predicts \(o_a\) is closer to the camera than \(o_b\) if \(o_a\)’s box size is larger by a margin \(\Delta_s\) (based on the fact that an object’s size in an image is inversely proportional to its depth.) For occlusion prediction, if the size of the overlap area is larger than a threshold, the object that is closer occludes the other; otherwise, no occlusion.
- **Location** predicts \(o_a\) is closer to the camera than \(o_b\) if \(o_a\)’s Y-coordinate is larger by a margin \(\Delta_l\). For occlusion prediction, we couple the rule with relative depth prediction as in Size.
- **Depth** For depth prediction, we assume a depth map produced by a monocular depth estimator MiDaS [31] and compute a depth estimate \(D_o\) for each object by averaging the depth values inside its bounding box. \(o_a\) is closer to the camera than \(o_b\) if \(D_{o_a}\) is smaller than \(D_{o_b}\) by a margin \(\Delta_d\). For occlusion prediction, we again couple the rule with relative depth prediction as in Size and Location.

The margins are set to \(\Delta_s=0.0, \Delta_l=0.02,\) and \(\Delta_d=0.02\), respectively, by a grid search on the validation set.

3.1.2 Simple MLP Baselines

We explore a two-layer multi-layer perceptron (MLP) followed by two heads, treating depth and occlusion predictions as two multi-class classification problems. This model takes in up to four types of visual signals, as detailed below.

---

We explored different methods for combining the inferred depth values but did not observe significant differences.
• **Object class feature** represents an object’s class using a one-hot vector.

• **Bounding box feature** uses the bounding boxes’ coordinates, concatenated with the overlap region’s height, width, and area.

• **Appearance feature** extracts the appearance feature for an object from the bounding box locally and from the image globally using a Faster-RCNN [50] pre-trained on OID [28] with an Inception-ResNet [60] backbone. Given an image, we first obtain a feature map from Faster-RCNN’s last convolutional layer. We then perform average pooling over the feature map to obtain the image appearance feature and ROI pooling over a bounding box to reap the corresponding object’s appearance feature. Concatenating the image feature and the object feature provides information about the object’s surroundings and the object itself.

• **Depth feature** extracts depth information using MiDaS [31]. Given the depth map (without per-image normalization), we compute the mean, standard deviation, minimum, and maximum of the depth values within the bounding box of an object as the depth feature. Further, we also compute the depth feature for the entire image and concatenate it with the object’s depth feature.

**Implementation details** We use concatenation to combine features from a pair of objects and to combine features of different types. We use a hidden layer of size 1024. We use the sum of cross-entropy losses over the two classification heads. We augment each training input with \((I_a, o_a, I_b, o_b)\) with \((I_b, o_b, I_a, o_a)\), and also randomly perturb the center, width, and height of bounding boxes by 10% in addition to other standard perturbation to the images’ saturation, contrast, brightness, and hue during training. The model is trained using Adam for 60,000 steps with a base learning rate of \(2 \times 10^{-4}\) and a batch size of 32. We add an \(L_2\) regularization with weight \(1 \times 10^{-4}\) and use dropout with ratio 0.5.

3.1.3 State-of-the-art VRD Methods

We explore the following state-of-the-art VRD models.

• **ViP-CNN** [35] predicts predicates using visual features from three bounding boxes, including the two object bounding boxes and a tight bounding box covering the union of the two objects.

• **PPR-FCN** [81] is similar to ViP-CNN but adopts a different architecture to combine the information.

• **DRNet** [8] takes as input the appearance feature, location, and word vector embedding of two objects. The model architecture is designed by unrolling a conditional random field model.

• **VTransE** [74] predicts predicates from the feature vector difference between two objects, where the features involve appearance, location, and word vector embedding.

See supp. for details. Note that ViP-CNN and PPR-FCN take the union of two boxes as input and are therefore not applicable for the cross-image task.

3.2 Evaluation Metrics

We can evaluate a model’s performance by precision and recall since we exhaustively label all pairs of objects in an image or between images of the validation and test sets. We report F1-scores in the main text and all metrics in the supplementary materials.

A 2.5VRD model detects objects and predicts *predicate* between any pair of them. We first use the same filtering procedure in data collection (see Section 2.2) to discard extremely small or big box and ill-defined relations. Assuming that \(N\) objects in an image survive this procedure, there will be \(N \times (N - 1)\) 2.5D visual relationships—for each pair of objects, we predict two *predicates* for both directions, respectively, because the depth and occlusion relationships are directional. To compute precision and recall, we find true positive 2.5D visual relations as follows. A detected relationship, \((o_a, \text{predicate}, o_b)\), is considered correct if it satisfies two conditions. 1) Both objects \(o_a\) and \(o_b\) are detected correctly. We consider \(o_a\) as correct detection if it has greater than 0.5 intersection-over-union with the groundtruth box. 2) The predicted *predicate* is correct. Similarly, we use the F1-score to evaluate across-image 2.5VRD, where the object pairs are between images.

We shift the evaluation metrics toward the quality of the *predicate*, not the object detection, by making no require-
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Figure 6: Model performance w.r.t. object size and location for the \( \langle o_a, \text{is closer than}, o_b \rangle \) relationship.

Figure 7: Class-wise results of the baseline model.

The results of our MLP baseline model are in the middle part of Table 4. We explore using multiple combinations of visual cues, starting from the bounding box (B) feature only and then adding object class (C), depth (D), and appearance (A) features. We again observe that the estimated depth is a strong cue but others are also useful, with the appearance feature being most complementary, especially in the occlusion and across-image depth sub-tasks, implying the potential of the appearance cue for future work.

Since the bounding box (B) feature couples the object location and size cues, we use Figure 6 to dive deep into the results. We discretize the objects’ (normalized) sizes and vertical positions and focus on the \( \langle o_a, \text{is closer than}, o_b \rangle \) relations. There are high F1-scores in panels (a) and (c) when \( o_a \) is larger than \( o_b \) in size or the vertical position, implying that the model heeds the geometric prior for within-image 2.5VRD. For the same reason, the F1-scores are low when \( o_a \) is closer than \( o_b \) and yet \( o_a \) is smaller than \( o_b \) in size (or vertical position). There is no obvious pattern for the cross-image depth relations (see (b) and (d)).

3.3. Results and Analyses

We use the Faster-RCNN detector pre-trained on OID to detect objects for all the experiments except in Table 5, where we employ the groundtruth bounding boxes. We present more experiments and analysis in the supp.

Overall results. The top part of Table 4 shows the results of different rule-based methods. The estimated depth performs best on all the three 2.5VRD sub-tasks (within-image depth, occlusion, and across-image depth). The object location-based rule is also strong, and especially useful for the sub-task of within-image depth. In contrast, the object size matters more in the across-image depth sub-task. Finally, we see relatively low performance using the object classes. This suggests that 2.5VRD is more dependent on geometry than the semantic class prior.

The results of our MLP baseline model are in the middle part of Table 4. We explore using multiple combinations of visual cues, starting from the bounding box (B) feature only and then adding object class (C), depth (D), and appearance (A) features. We again observe that the estimated depth is a strong cue but others are also useful, with the appearance feature being most complementary, especially in
Table 5: Sources of error in the baseline model to 2.5VRD.

| 2.5VRD | Predicate Prediction | Object Detection |
|--------|----------------------|------------------|
| Average| 0.335                | 0.782            | 0.492            |

lates the symmetric property in 8.9% of the test cases. Similarly, we also check the model’s transitive property, i.e., if it predicts $o_a \leq o_b$ and $o_b \leq o_c$, then it is supposed to predict $o_a \geq o_c$. The model fails the transitive property test in 1.7% of cases. For comparison, the groundtruth labels aggregated from five raters break the transitive property in only 0.5% of all cases. It would be interesting to design some inductive bias into the model architecture to make its prediction symmetric and transitive in future work.

Sources of error. Finally, we provide two “upper bounds” for the baseline model, through which we hope to understand the sources of error in 2.5VRD. Our approach takes two stages to tackle 2.5VRD, first detecting objects and then predicting predicates for all pairs of the detected objects. We investigate from which stage the final error mainly comes from by using the following approach variations:

- **Predicate** prediction, which supplies the model with groundtruth bounding boxes and classes to study how the predicate prediction performs.
- **Object detection**, singling out the object detection module by assuming a perfect predicate predictor, and
- **2.5VRD**, which performs both object detection and predicate prediction by the full model.

Table 5 reports the results of the three variations. Assuming perfect object detection, 2.5VRD degenerates to the task of predicate prediction, which boosts our method’s F1-score from 0.335 to 0.782. This drastic change indicates there is a big room for the object detection module to improve for tackling 2.5VRD. When we use an ideal predicate predictor, we only need object detection for 2.5VRD and observe a performance increase from 0.335 to 0.492. It is clear that the object detection module is the primary source of our model’s error, but both “upper bounds” are virtually high. Tackling 2.5VRD requires advancing not only object detection but also 2.5D predicate prediction.

4. Conclusion

We introduce 2.5VRD, a new task for studying the relationships between objects via depth and occlusion. We collect a large-scale dataset with rich human annotations, through which we conduct extensive analyses to gain insights into 2.5VRD. Experiments reveal that 2.5VRD desires progress on both object detection and predicate prediction, and the latter may benefit from a model’s inductive bias that satisfies symmetric and transitive properties.
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Appendices

We supplement the main text by the following materials.

Appendix A provides dataset construction details.

Appendix B provides the distributions of object classes in our dataset.
Appendix C analyzes the dataset’s potential bias in terms of the occlusion relationships.

Appendix D describes the implementation details of state-of-the-art VRD methods.

Appendix E presents more results evaluated by precision, recall, and F1-score.

Appendix F studies the models’ transferability between the within-image 2.5VRD and across-image 2.5VRD.

Appendix G analyzes model performance against different difficulty scales.

Appendix H analyzes model performance against the objects’ locations in an image.

Appendix I qualitatively compares the model’s predictions with the groundtruth labels.

If not mentioned specifically, we use the MLP baseline with all features in the analysis.

A. Dataset construction

This section provides the extended description of the dataset construction process presented in Section 2.2. In particular, we describe the data filtering process in more detail.

We randomly sample 110,894 images from the Open Image Dataset (OID) V4. These images all have a Creative Commons Attribution license. Most of them are scenery images from Flickr, each containing multiple objects and/or people. We maintain the original train/validation/test split of the images and use the annotated bounding boxes and 600 class names in the OID images.

As the annotations in OID are over-complete (i.e., multiple bounding boxes for an object), we filter the boxes before collecting 2.5VRD labels. We remove the boxes of human body parts and clothing if the person box is available. Next, we discard the object pairs whose two boxes are highly overlapped (intersection-over-union is greater than 0.7). In addition, we exclude the pairs of one object being part of the other (e.g., auto part and vehicle). To avoid ill-defined cases, we ignore extremely small or big boxes (occupying less than 2% or more than 70% area of the image). Finally, we remove any box that contains not one object, but a group of objects using the original OID label.

B. Object class distribution

Figure 8 and Figure 9 show the sizes of top-100 single object classes and the distribution of top-100 pairs of object classes, respectively. See Section 2.2 on how we process bounding boxes of object classes to arrive at these distributions. The most frequent object classes and pairs are human-centric — they are about people or the objects with which people interact the most, indicating that the dataset is a fair representation of our daily scenes.

C. Potential bias of occlusion relationships

In Section 2.3, we discuss the dataset’s potential bias of the depth relationships between objects. Similarly, we focus on the within-image scenario and investigate occlusion labels. Figure 10 shows the top six object classes (and object pairs) with the highest percentage for each label. We also observe a bias. For instance, objects that “interact” with human body parts, such as musical instruments (guitar, cello), vehicles (motorcycle, bike), rifle, or camera, tend to be part of “Mutual occlusion.” We also observe that salient, often small objects (keyboard, laptop, camera, coffee cup, butterfly, bee, elephant, sculpture, elephant, train) tend to be occluded by less salient, bigger objects or stuff (couch, bed, tree, boat, airplane, building), or human/body parts (face, man). Finally, objects that are likely to be part of “No occlusion” are window, door, picture frame, face, and tie. We keep them as is, rather than correct them, as they are a result of the natural prior of the visual world and daily scenes.

D. State-of-the-art VRD methods

We implement state-of-the-art VRD methods based on the implementation released with the SpatialSense dataset[68]. For fair comparison, we use the same appearance feature as the MLP baselines, i.e., a Faster-RCNN pre-trained on OID. For location features, we encode the object bounding boxes using binary masks following DRNet[8]. For word vector embedding, we learn the word embedding for OID classes end-to-end without pre-training. The appearance feature is used in all four methods, i.e., ViP-CNN[35], PPR-FCN[81], DRNet[8], and VTransE[74], and the location and word vector embedding features are used in DRNet and VTransE. All methods are trained using the same setup as the MLP baselines. We verify our implementations on the SpatialSense dataset and achieve comparable accuracy as that reported in the SpatialSense paper (e.g., 71.3% vs. 71.0% for DRNet).

E. Overall results

In this section, we show additional results expanded from Table 4. We first show the corresponding precision and recall in Table 6. The results show that combining multiple features improves both precision and recall consistently. Next, we show the F1-score for each predicate in Table 7. The results show that the models are not fully symmetric, i.e., $o_a$ is closer than $o_b$ does not always imply $o_b$ is further than $o_a$. Also, we can see that the appearance feature is important for occlusion prediction, especially for mutually occluded cases.

---
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Figure 8: The distribution of top-100 object class labels, sorted by the log of frequency.
Figure 9: The distribution of top-100 pairs of object class labels, sorted by the log of frequency.
Figure 10: Distributions of occlusion labels with respect to object classes (Y-axis: Object A) and object pairs (Y-axis: (Object A, Object B)), respectively.

Table 6: Precision and recall of rule-based models (top part of the table), our approach with different visual cues (middle of the table; B: bounding box feature, C: object class feature, D: depth feature, A: appearance feature), and existing methods (bottom part of the table).

F. Model transferability

In our previous experiments, we train separate models for within-image and across-image 2.5VRD, though the models share exactly the same architecture. However, we can unify them into one. To evaluate how well a model generalizes across the two settings, we test the models’ transferability across within-image and across-image relationships.

Table 8 shows the results. Not surprisingly, the model performance degrades when it transfers from the within-image sub-task to the across-image sub-task, and vice versa. The unified model, which is trained by pooling the in-image and across-image training examples, is in between of the other models. The results show that 2.5VRD models do not fulfill the desired property of transferability, which raises the need for further development of models and/or learning algorithms.

Figure 11: Model performance w.r.t. objects’ horizontal locations for the \((o_a, \text{ is closer than, } o_b)\) relationship.
Table 7: Predicate-wise 2.5VRD results of rule-based models (top part of the table), our approach with different visual cues (middle; B: bounding box feature, C: object class feature, D: depth feature, A: appearance feature), and existing method (bottom).

| Rule: Object class | Within Image | Occlusion | Across Images |
|--------------------|--------------|-----------|--------------|
| A closer           | 0.011        | 0.178     | 0.023        |
| B closer           | 0.010        | 0.100     | 0.027        |
| Same distance      | 0.015        | 0.064     | 0.100        |
| No occl.           | 0.005        | 0.000     | 0.225        |
| A occludes B       | 0.039        | 0.171     | 0.218        |
| B occludes A       | 0.171        | 0.000     | 0.256        |
| Mutual             | 0.000        | 0.000     | 0.243        |

| Rule: Location     | Within Image | Occlusion | Across Images |
|--------------------|--------------|-----------|--------------|
| Rule: Size         | 0.324        | 0.371     | 0.320        |
| Rule: Depth        | 0.325        | 0.371     | 0.317        |

MLP: B           | 0.217        | 0.343     | 0.235        |
MLP: B+C         | 0.261        | 0.344     | 0.319        |
MLP: B+D         | 0.000        | 0.349     | 0.328        |
MLP: B+A         | 0.000        | 0.203     | 0.371        |
MLP: B+C+D+A     | 0.298        | 0.211     | 0.372        |
ViP-CNN           | 0.343        | 0.360     | 0.343        |
PPR-FCN           | 0.344        | 0.239     | 0.245        |
DRNet             | 0.344        | 0.228     | 0.224        |
VTransE           | 0.342        | 0.259     | 0.274        |

Table 8: Model transferability across 2.5VRD sub-tasks.

|          | Within-Image | Across-Image |
|----------|--------------|--------------|
| Within-Image | 0.322        | 0.308        |
| Across-Image  | 0.304        | 0.370        |

Table 9: 2.5VRD results of various difficulty scales.

|                | Within Image | Occlusion | Across Images | Average |
|----------------|--------------|-----------|---------------|---------|
| Easy           | 0.886        | 0.821     | 0.950         | 0.886   |
| Moderate       | 0.644        | 0.781     | 0.833         | 0.753   |
| Difficult      | 0.483        | 0.781     | 0.668         | 0.644   |

G. Results of various difficulty scales

This section shows the model performance at different difficulty scales. The results are shown in Table 9. Note that the difficulties are defined only on annotated objects, so we use the groundtruth objects in this experiment (i.e., predicate prediction in Table 5). The model’s performance aligns very well with the human raters’ assessments about the examples’ difficulty scales.

H. Object location distribution

Figure 6 shows that the model’s accuracy correlates with the objects’ vertical positions in an image. In contrast, Figure 11 shows that the model performance is not sensitive to the objects’ horizontal position. The results are consistent with our observation that an object’s depth is highly correlated with the Y-coordinate of the object center.

I. Qualitative results

In this section, we present qualitative results of the MLP baseline. Figure 12 shows examples for within-image depth relationships with different difficulty scales, and Figure 13 and Figure 14 are about examples for within-image occlusion and across-image depth, respectively. We can clearly see the increasing ambiguity in different difficulty levels. The models manage to differentiate the objects’ relative depths for these examples. We also show failure examples in Figure 15, Figure 16, Figure 17, and Figure 18. We can see that the labels may depend on minor differences in objects’ depths, and the models’ predictions are reasonable despite that they do not match the groundtruth labels, e.g., the last two examples in Figure 15.
Figure 12: Qualitative examples for within-image depth prediction with different difficulties (groundtruth = predicted labels).
Figure 13: Qualitative examples for within-image occlusion prediction (groundtruth = predicted labels).
Figure 14: Qualitative examples for across-image depth prediction (groundtruth = predicted labels).
Figure 15: Failure cases for within-image depth prediction. This figure show examples where the model correctly detects the objects but predicts wrong predicates.

Figure 16: Failure cases for within-image depth prediction. This figure show examples where the model fails to detect the objects.
Figure 17: Failure examples for occlusion prediction.

Figure 18: Failure examples for across-image depth prediction.