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Abstract
The hydrodynamical model of the collective behavior of animals consists of the Euler equation with additional non-local forcing terms representing the repulsive and attractive forces among individuals. This paper deals with the system endowed with an additional white-noise forcing and an artificial viscous term. We provide a proof of the existence of a dissipative martingale solution—a cornerstone for a subsequent analysis of the system with stochastic forcing.
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1 Introduction
The modeling of the collective movement of animals is recently a popular topic. Its hydrodynamical model has a structure of the Euler system equipped with additional forcing terms—it can be obtained as a mean field limit of the Cucker–Smale flocking model [11]. Because of its hyperbolic nature, the aforementioned system is ill-posed even for smooth initial data. This was proven in the pioneering paper by DeLellis and Szekelyhidi for the incompressible Euler system in [14] (check also [10] for smooth initial data and the compressible Euler system) and, later on, Carillo, Feireisl, Gwiazda and Swierczewska–Gwiazda extended the validity of this result also on the Euler system with non-local interaction in [9].
In order to overcome the above-mentioned ill-posedness, we add an artificial viscous term. Therefore, we deduce regularity properties allowing to conclude a proof of the existence of a solution. There is a hope that the elliptic term does not play a significant role once the viscosity is assumed to be almost zero. The question of an inviscid limit will be addressed in a forthcoming paper. Here we would like to mention that the inviscid limit is often considered to be one of the criteria of admissibility for the Euler system.

Therefore, we tackle the Navier–Stokes system with extra terms representing the non-local interactions in a domain \( (0, T) \times \mathbb{T} \) where \( \mathbb{T} \) denotes a 3-dimensional torus, i.e., \( \mathbb{T} = ([−1, 1]|_{−1,1})^3 \). Namely,

\[
\begin{align*}
\partial_t \varrho + \text{div}(\varrho u) &= 0, \\
\partial_t (\varrho u) + \text{div}(\varrho u \otimes u) + \nabla p(\varrho) - \text{div} S(Du) &= -\varrho \int_{\mathbb{T}} \nabla_x K(x - y) \varrho(y) dy + \varrho \int_{\mathbb{T}} \psi(x - y) \varrho(y)(u(y) - u(x)) dy.
\end{align*}
\]

Here \( \varrho : (0, T) \times \mathbb{T} \mapsto [0, \infty) \) and \( u : (0, T) \times \mathbb{T} \mapsto \mathbb{R}^3 \) are unknowns, namely a density and a velocity, respectively.

Further, \( p(\varrho) \) is a given pressure satisfying

\[
\begin{align*}
p \in C([0, \infty)) \cap C^2(0, \infty), & \quad p(0) = 0, \quad p'(\varrho) > 0 \text{ whenever } \varrho > 0 \\
\lim_{\varrho \to \infty} \frac{p'(\varrho)}{\varrho^{\gamma-1}} &= p_\infty > 0, \text{ for some } \gamma > \frac{3}{2}.
\end{align*}
\]

(2)

We introduce a potential \( P \) by a formula

\[
P(\varrho) = \varrho \int_1^{\varrho} \frac{p(s)}{s^2} ds.
\]

(3)

Further, \( S \) denotes a dissipative term, and we assume that

\[
S(Du) = \mu(Du) + (\lambda + \mu) \text{div } u \mathbb{I}, \quad \mu > 0
\]

(4)

where \( Du \) is a symmetric part of the gradient of \( u \) and \( \mathbb{I} \) is the \( 3 \times 3 \) identity matrix and \( \mu > 0, \lambda - \frac{2}{3} \mu \geq 0 \).

Next, \( K = K(x) \) and \( \psi = \psi(x) \) represent the non-local interaction forces acting on the medium. More specifically, the kernel \( K \) includes the repulsive–attractive interaction force among individuals and \( \psi \) gives the local averaging measuring the consensus in orientation. For more details, we refer to [9]. These functions are assumed to satisfy

\[
\begin{align*}
K \in C^2(\mathbb{T}), & \quad \psi \in C^1(\mathbb{T}), \quad \psi \geq 0, \\
K \text{ and } \psi \text{ symmetric, i.e., } K(x) = K(-x), \quad \psi(x) = \psi(-x).
\end{align*}
\]

Taking \( \mu, \lambda = 0 \), the system describes a collective behavior of animals—dynamics of a school of fishes or a flock of birds—the interested reader may find more in [8] and
where is a rigorous derivation of the Cucker–Smale flocking model available. It is also worthwhile to mention that taking \( K = 0, \psi = 0 \), we obtain the compressible Navier–Stokes equation with pressure which is more general then the one considered in [4].

The existence of a solution to such model has been already studied (even with an inviscid limit) in [7].

Our aim is to look into the model equipped with an additional stochastic forcing term. The history of the stochastic Navier–Stokes equations goes back to 1970s (see [1]) with an important milestone being a paper [5] of Breit and Hofmanová where the result on martingale solutions to the stochastic compressible Navier–Stokes system appeared for the first time. For a more colorful depiction of the history of the stochastic Navier–Stokes equations, see lecture notes [2]. Our motivation to add a stochastic forcing term was to grasp numerical and physical randomness. However, the uncertainty here is even more delicate, for our system serves to model a collective behavior of living agents. No mater which side we choose in an essentially philosophical investigation of the term “free will” (e.g., compatibilist (classically Thomas Hobbes), incompatibilist (e.g., Baruch Spinoza), libertarian (Augustine, Thomas Aquinas or John Duns Scotus) point of view; for a more current discussion, see [13,17,29] or [25]) we will be always left with a vast complexity of the living agents, and their decision making in particular. We maintain a hypothesis that a stochastic approach is an appropriate one to address the above-mentioned dynamics.

Our choice of Ito’s integral among others (i.e., Stratonovich) was purely pragmatic since it equipped us with a richer arsenal of the theoretical methods but might prove to be unsuitable in some applications.

Namely, we consider the following version of (1):

\[
\begin{align*}
\, d\varrho + \text{div}(\varrho u) \, dt & = 0 \\
\, d\varrho u + \text{div}(\varrho u \otimes u) \, dt + \nabla p(\varrho) \, dt - \text{div} S(Du) \, dt \\
& = -\varrho \int_T \nabla_x K(x-y)\varrho(y) \, dy \, dt \\
& + \varrho \int_T \psi(x-y)\varrho(y)(u(y) - u(x)) \, dy \, dt \\
& + \mathbb{G}(\varrho, \varrho u) \, dW \text{ in } (0, T) \times \mathbb{T}.
\end{align*}
\]

We consider unknowns to be dependent also on \( \omega \) from a stochastic basis \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}) \) which allows us to interpret them as random variables or stochastic processes (or random distributions in a general setting). Further, it is assumed that

\[
\mathbb{G}(\varrho, \varrho u) \, dW = \sum_{k=1}^{\infty} G_k(x, \varrho, \varrho u) \, dW_k,
\]

where \( W = (W_k)_{k \in \mathbb{N}} \) is a cylindrical \((\mathcal{F}_t)\)-Wiener process in a separable Hilbert space \( \mathfrak{H} \) given by a formal sum \( W(t) = \sum_{k=1}^{\infty} e_k W_k(t) \), where \( (e_k)_{k \in \mathbb{N}} \) is a complete orthonormal system in \( \mathfrak{H} \), \((W_k)_{k \in \mathbb{N}} \) is a sequence of mutually independent
real-valued \((\mathbb{G}_t)-Wiener\) processes, and \(G(\varrho, \varrho \mathbf{u}) : \mathfrak{U} \mapsto L^1(\mathbb{T})\). Further, the coefficients \(G_k = G_k(x, \varrho, \mathbf{u}) = \mathbb{G}(x, \varrho \mathbf{u}) \mathcal{e}_k\) are continuously differentiable, and we assume the existence of a sequence \(\{g_k\}_{k=1}^\infty \subset [0, \infty)\) with \(\sum_{k=1}^\infty g_k^2 < \infty\) such that

\[
|G_k(x, \varrho, \mathbf{q})| \leq g_k(\varrho + |\mathbf{q}|), \quad |\nabla_{\varrho, \mathbf{q}} G_k(x, \varrho, \mathbf{q})| \leq g_k. \tag{7}
\]

We deal with the existence of a dissipative martingale solution (see Definition 1.1). The paper is organized as follows: The rest of this chapter contains basic definitions, notions, and also the main theorem. The approximate system is introduced in Sect. 2, which also contains a proof of the existence of solution, which is done by means of the Galerkin approximations. Section 3 is devoted to the appropriate limits of the approximations.

The main difficulty is, of course, the additional stochastic term. In particular, we have to incorporate one extra variable which in turn yields the need of advanced compactness arguments. On the other hand, the obtained compactness is sufficient to perform limits in the non-local terms although these terms are of nonlinear nature.

### 1.1 Preliminaries

For \(p \geq 1\), the Lebesgue spaces of function \(f : X \mapsto Y\) are denoted by \(L^p(X, Y)\) and the Sobolev spaces of \(k\)-times differentiable functions by \(W^{k,p}(X, Y)\). The dual space to \(W^{-k,p}(X, Y)\) is denoted by \(W^{-k,p'}(X, Y)\) where \(p' = \frac{p}{p-1}\). We will omit the set \(Y\) in case we avoid any misunderstandings. We would like to mention that vector-valued quantities are denoted by bold letters, whereas scalar-valued quantities are denoted by usual (non-bold) letters.

Let \(\alpha \in (0, 1)\). The spaces of \(\alpha\)-Hölder continuous functions \(f : X \rightarrow Y\) are denoted by \(C^{\alpha}(X, Y)\). Furthermore, we use a natural convention that if \(\alpha \in \mathbb{N}\) then \(C^{\alpha}(X, Y)\) denotes the space of \(\alpha\)-times differentiable functions and for \(\alpha \in (1, \infty) \setminus \mathbb{N}\), \(C^{\alpha}(X, Y)\) denotes functions whose derivative of order \(|\alpha|\) is \((\alpha - |\alpha|)\)-Hölder continuous. The space of functions \(f : X \rightarrow Y\) whose derivative of arbitrary order is bounded is denoted by \(C^{\infty}(X, Y)\). Spaces \(C^{\alpha}_c(X, Y)\) are spaces of compactly supported functions belonging to \(C^{\alpha}(X, Y)\).

Before stating a definition of a solution, let recall Ito’s formula which is of extensive use.

**Lemma 1.1** (Consequence of \([12, \text{Theorem 4.17}]\)). Let \(X\) be a separable Hilbert space, \(U\) and \(V\) be \(X\)-valued stochastic processes, let \(W = \sum_{k=1}^\infty \mathcal{e}_k W_k\) be a cylindrical Wiener process in a separable Hilbert space \(\mathfrak{U}\), let \(G, H\) be \(L_2(\mathfrak{U}, X)\)-valued stochastically integrable processes and let \(g, h : [0, T] \mapsto X\) be progressively measurable Bochner integrable processes such that

\[
U(t) = U(0) + \int_0^t g(s) \, ds + \int_0^t G(s) \, dW(s)
\]

\[
V(t) = V(0) + \int_0^t h(s) \, ds + \int_0^t H(s) \, dW(s).
\]
Then,
\[
\langle U(t), V(t) \rangle = \langle U(0), V(0) \rangle + \int_0^t \langle V(s), g(s) \rangle \, ds + \int_0^t \langle V(s), G(s) dW(s) \rangle \\
+ \int_0^t \langle U(s), h(s) \rangle \, ds + \int_0^t \langle U(s), H(s) dW(s) \rangle \\
+ \sum_{k=1}^{\infty} \int_0^t \langle G(s)e_k, H(s)e_k \rangle \, ds
\]
and
\[
F(U(t)) = F(U(0)) + \int_0^t \langle F'(U(s)), g(s) \rangle \, ds + \int_0^t \langle F'(U(s)), G(s) dW(s) \rangle \\
+ \frac{1}{2} \int_0^t \text{Tr}(G(s)^* F''(U(s))G(s)) \, ds
\]
whenever \( F : X \mapsto \mathbb{R} \) is an arbitrary function whose derivatives \( F' \) and \( F'' \) are uniformly continuous on bounded subsets of \( X \).

Another important tool will allow us to identify the stochastic limit integral. Before we do, let us define the space \( \mathcal{U}_0 \supset \mathcal{U} \) which is a normed space generated by \( \mathcal{U} \), considered with a complete orthonormal system \( \mathcal{U}_0 := \left\{ v = \sum_{k=1}^{\infty} \alpha_k e_k, \sum_{k=1}^{\infty} \frac{\alpha_k^2}{k^2} < \infty \right\} \) with a norm \( \|v\|_{\mathcal{U}_0} := \sum_{k=1}^{\infty} \frac{\alpha_k^2}{k^2} \), where \( v = \sum_{k=1}^{\infty} \alpha_k e_k \). The reason of considering this auxiliary space is to give a proper meaning to a sum in a definition of a cylindrical Wiener process \( W(t) = \sum_{k=1}^{\infty} e_k W_k \). In the following, we will extensively use the notion \( \sigma(U) \) meaning the smallest \( \sigma \)-field with respect to which is the random variable measurable and a notion of a canonical filtration of a stochastic process \( U \) being defined as
\[
\sigma_t[U] = \bigcap_{s > t} \sigma(\sigma(U(r), 0 \leq r \leq s) \cup \{ N \in \mathcal{F} : \mathbb{P}(N) = 0 \}), \quad t \leq 0.
\]

Lemma 1.2 ([4, Lemma 2.6.6]; a consequence of [15, Lemma 2.1]) Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a complete probability space. For \( n \in \mathbb{N} \), let \( W_n \) be an \((\mathcal{F}_t^n)\)-cylindrical Wiener process and let \( G_n \) be an \((\mathcal{F}_t^n)\)-progressively measurable stochastic process such that \( G_n \in L^2([0, T], L_2(\mathcal{U}, W^{1,2}(\mathbb{T}))) \) a.s. Suppose that
\[
W_n \to W \text{ in } C([0, T], \mathcal{U}_0) \text{ in probability,}
\]
\[
G_n \to G \text{ in } L^2([0, T], L_2(\mathcal{U}, W^{1,2}(\mathbb{T}))) \text{ in probability,}
\]
where \( W = \sum_{k=1}^{\infty} e_k W_k \). Let \((\mathcal{F}_t)_{t \in \mathbb{N}}\) be the filtration given by
\[
\mathcal{F}_t = \sigma \left( \bigcup_{k=1}^{\infty} \sigma_t[G_{ek}] \cup \sigma_t[W_k] \right).
\]
Then after a possible change on a set of zero measure in \( \Omega \times (0, T) \), \( G \) is \((\mathcal{F}_t)\)-progressively measurable, and

\[
\int_0^T G_n dW_n \to \int_0^T G dW \quad \text{in } L^2([0, T], W^{1,2}(\mathbb{T})) \text{ in probability.}
\]

The following dissipative martingale solution is a stochastic equivalent of a usual notion of weak solution supplemented with a certain energy balance condition. The concept was introduced in [3].

**Definition 1.1** Let \( \Lambda = \Lambda(\varrho, \mathbf{u}) \) be a Borel probability measure on \( L^1(\mathbb{T}) \times L^1(\mathbb{T}) \) such that

\[
\Lambda(\varrho \geq 0) = 1, \quad \int_{L^1 \times L^1} \left| \int_{\mathbb{T}} \frac{|\mathbf{u}|^2}{\varrho} + P(\varrho) \, dx \right| \, d\Lambda(\varrho, \mathbf{u}) < \infty
\]

where \( r \geq 1 \) will be determined below.

The quantity \( ((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}), \varrho, \mathbf{u}, W) \) is called a dissipative martingale solution to (5) with the initial law \( \Lambda_1 \) if

1. \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \) is a stochastic basis with a complete right-continuous filtration,
2. \( W = (W_k)_{k \in \mathbb{N}} \) is a cylindrical \((\mathcal{F}_t)\)-Wiener process,
3. The density \( \varrho \) and the velocity \( \mathbf{u} \) are random distributions adapted to \((\mathcal{F}_t)_{t \geq 0}, \varrho \geq 0\) \( \mathbb{P} \)-a.s.,
4. There exists a \( \mathcal{F}_0 \)-measurable random variable \([\varrho_0, \mathbf{u}_0]\) such that \( \Lambda_1 = \mathcal{L}[\varrho_0, \varrho_0 \mathbf{u}_0] \),
5. The equation of continuity

\[
\int_0^T \int_{\mathbb{T}} \varrho \varphi \partial_t \Phi \, dx \, dt + \int_0^T \varrho \varphi \Phi(0) \, dx + \int_0^T \int_{\mathbb{T}} \varrho \mathbf{u} \nabla \varphi \Phi \, dx \, dt = 0
\]

holds for all \( \Phi \in C^\infty_c([0, T]) \) and all \( \varphi \in C^\infty(\mathbb{T}) \) \( \mathbb{P} \)-a.s.,
6. The momentum equation

\[
\begin{align*}
\int_0^T & \int_{\mathbb{T}} \varrho \mathbf{u} \cdot \varphi \partial_t \Phi \, dx \, dt + \int_0^T \varrho \varphi \Phi(0) \, dx \\
+ \int_0^T & \int_{\mathbb{T}} \varrho \mathbf{u} \otimes \mathbf{u} : \nabla \varphi + p(\varrho) \div \varphi \Phi \, dx \, dt \\
- \int_0^T & \int_{\mathbb{T}} S(D\mathbf{u}) : D\Phi \, dx \, dt \\
= & \int_0^T \int_{\mathbb{T}} \varrho \nabla K * \varrho \Phi \, dx \, dt - \int_0^T \int_{\mathbb{T}} \varrho(t, x) \varphi(x) \int_{\mathbb{T}} \varrho(t, y) \psi(x - y)(\mathbf{u}(t, y) - \mathbf{u}(t, x)) \, dx \, dy \\
- & \mathbf{u}(t, x) \right) dx \, dy + \sum_{k=1}^\infty \int_0^T \int_{\mathbb{T}} G_k(\varrho, \varrho \mathbf{u}) \cdot \varphi \Phi \, dx \, dW_k
\end{align*}
\]

holds for all \( \Phi \in C^\infty_c([0, T]) \) and all \( \varphi \in C^\infty(\mathbb{T}) \) \( \mathbb{P} \)-a.s.,
7. the energy inequality

\[
\int_T \left( \frac{1}{2} \varrho(T, x) |u(T, x)|^2 + P(\varrho(T, x)) + \frac{1}{2} \int_T K(x - y) \varrho(T, y) \varrho(T, x) \, dy \right) \Phi(T) \, dx \\
- \int_T \left( \frac{1}{2} \varrho_0(x) |u_0(x)|^2 + P(\varrho_0(x)) + \frac{1}{2} \int_T K(x - y) \varrho_0(y) \varrho_0(x) \, dy \right) \Phi(0) \, dx \\
+ \int_0^T \int_T S(Du) : Du \Phi(t) \, dx \, dt \\
+ \frac{1}{2} \int_0^T \int_T \varrho(t, x) \varrho(t, y) (u(t, y) - u(t, x))^2 \psi(x - y) \Phi(t) \, dx \, dy \, dt \\
\leq \frac{1}{2} \int_0^T \int_T \sum_{k=1}^{\infty} \varrho^{-1} |G_k(\varrho, \varrho_u)|^2 \Phi(t) \, dx \, dt + \sum_{k=1}^{\infty} \int_0^T \int_T G_k(\varrho, \varrho_u) \Phi \, dx \, dW_k \tag{8}
\]

holds for all \( \Phi \in C^\infty([0, T]) \), \( \Phi \geq 0 \).

Note that (8) may be deduced from (5) and the Ito’s formula under additional assumption that all quantities are sufficiently regular. Indeed, assume \( \varrho \geq \varrho_0 > 0 \). We deduce from (5)_1 that

\[
\partial_t \frac{1}{\varrho} = \text{div}(\varrho u). 
\]

We use Ito’s formula (Lemma 1.1) for \( \frac{1}{\varrho}(\varrho u)(\varrho u) \Phi \) where \( \Phi \in C^\infty([0, T]), \Phi \geq 0 \).

As a matter of fact, (8) holds with the equality sign once the solution is smooth enough.

1.2 Main Result

Our main result deals with the existence of the aforementioned notion of solution:

**Theorem 1.1** Let \( \Lambda \) be a Borel probability measure defined on the space \( L^1(\mathbb{T}) \times (L^1(\mathbb{T}))^3 \) such that

\[
\Lambda\{\varrho \geq 0\} = 1, \quad \Lambda \left\{ 0 < \varrho \leq \int_T \varrho \, dx \leq \varrho < \infty \right\} = 1
\]

for some \( \varrho \) and \( \varrho \) and

\[
\int_{L^1 \times L^1} \left| \int_T \left[ \frac{1}{2} |q|^2 + P(\varrho) \right] \, dx \right|^r \, d\Lambda \leq c < \infty
\]

for some \( r \geq 4 \). Let (2), (6) and (7) be assumed.

Then there is a dissipative martingale solution to (5)

The rest of this paper is devoted to the proof of this theorem.
The strategy is as follows. First, we introduce an approximate system. There are basically two types of approximation. First, we add the artificial viscosity term $\varepsilon \Delta \varrho$ into the continuity equation—it is important to add also $\varepsilon \Delta (\varrho \mathbf{u})$ to the momentum equation to keep the energy inequality valid. Second, we consider a pressure $p_\delta(\varrho) = p(\varrho) + \delta(\varrho^2 + \varepsilon)$. Both these approximations increase the regularity of the density $\varrho$ which allows to use the method of the Galerkin approximations.

2 Approximate System

We consider the following system

$$
\begin{align*}
\frac{d\varrho}{dt} + \text{div}(\varrho \mathbf{u}) &= \varepsilon \Delta \varrho \\
\frac{d\varrho \mathbf{u}}{dt} + \text{div}(\varrho \mathbf{u} \otimes \mathbf{u}) &= \nabla p_\delta(\varrho) - \text{div} S(D\mathbf{u}) \\
&= \varepsilon \Delta (\varrho \mathbf{u}) - \varrho \int_\mathbb{T} \nabla_x K(x - y) \varrho(y) \, dy \\
&+ \varrho \int_\mathbb{T} \psi(x - y) \varrho(y)(\mathbf{u}(y) - \mathbf{u}(x)) \, dy \\
&+ \mathbb{G}_\varepsilon(\varrho, \varrho \mathbf{u}) \, dW \quad \text{in} \ (0, T) \times \mathbb{T}.
\end{align*}
$$

(9)

where $p_\delta(\varrho) = p(\varrho) + \delta(\varrho^2 + \varepsilon)$ (here $\Gamma = \max\{\gamma, 6\}$) and we define a potential $P_\delta$ in agreement with (3), i.e.,

$$
P_\delta(\varrho) = \varrho \int_1^\varrho \frac{p_\delta(s)}{s^2} \, ds. \quad (10)
$$

$\mathbb{G}_\varepsilon$ is defined in the next subsection (see (15)). Moreover, we assume that

$$
\varrho(0, \cdot) = \varrho_0(\cdot), \quad \varrho_0 \in C^{2+\nu}(\mathbb{T}), \quad 0 < \underline{\varrho} \leq \varrho_0 \leq \bar{\varrho} < \infty \quad \text{almost surely} \quad (11)
$$

for some $\underline{\varrho} \in \mathbb{R}$ and there is $M > 0$ such that

$$
\int_\mathbb{T} \varrho_0 \, dx = M
$$

for all $\omega \in \Omega$.

The additional term $\varepsilon \Delta \varrho$ changes the character of the continuity equation—it becomes of parabolic type which yields sufficient regularity of solution. Next, the additional term $\delta(\varrho^2 + \varepsilon)$ in the pressure $p_\delta$ increases the regularity of $\varrho$ which then allows to pass with $\varepsilon$ to 0. In what follows, we first show the existence of solution to (9) by time-discretization and the Galerkin approximations. Then we pass with $\varepsilon$ to 0, and subsequently, we tend with $\delta$ to zero.

\(\mathbb{G}\) Springer
2.1 Time-Discretization and Finite-Dimensional Space

Let \( X_m \) denotes an \( m \)-dimensional subspace of \( L^2(\mathbb{T}) \) spanned by eigenvectors of the Laplace operator, i.e., \( w_n \in L^2(\mathbb{T}) \) is a sequence of functions fulfilling

\[
-\Delta w_n = \lambda_n w_n
\]

for some \( \{\lambda_n\}_{n=1}^\infty \subset \mathbb{R} \), such that

\[
L^2(\mathbb{T}) = \text{span}\{w_1, w_2, \ldots\} \subset L^2.
\]

We define

\[
X_m = \text{span}\{w_1, w_2, \ldots, w_m\}.
\]

Further, \( \Pi_m : L^2(\mathbb{T}) \to X_m \) denotes an orthogonal projection.

Take a non-increasing smooth cut-off function fulfilling

\[
\chi(z) = \begin{cases} 
1 & \text{for } z \leq 0, \\
0 & \text{for } z \geq 1.
\end{cases}
\]

We define for any \( v \in X_m \) and \( R \in \mathbb{R} \)

\[
[v]_R = \chi(\|v\|_{X_m} - R)v.
\]

For a given stochastic basis \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) with a complete right-continuous filtration and a cylindrical \((\mathcal{F}_t)\)-Wiener process \( W \), we start with an approximation problem

\[
\begin{align*}
&d\varrho + \text{div}(\varrho[u]_R)dt = \varepsilon \Delta \varrho dt \\
&d\Pi_m(\varrho u) + \Pi_m(\text{div}(\varrho[u]_R \otimes u))dt + \Pi_m(\chi(\|u\|_{X_m} - R)\nabla p_\delta(\varrho))dt = \Pi_m(\varepsilon \Delta(\varrho u))dt \\
&+ \Pi_m(\text{div} S(Du))dt - \Pi_m(\varrho(\nabla K \ast \varrho)) dt \\
&+ \Pi_m(\varrho(\psi \ast (\varrho u)) - \varrho u(\psi \ast \varrho)) dt \\
&+ \Pi_m(\varrho \Pi_m(\mathbb{F}_\varepsilon(\varrho, u))) dW.
\end{align*}
\]

(12)

Here, the right-hand side \( \mathbb{F}_\varepsilon \) is defined as:

\[
\mathbb{F}_\varepsilon(\varrho, u) = \sum_{k=1}^\infty F_{k,\varepsilon}(\varrho, u)e_k
\]

where

\[
F_{k,\varepsilon}(\varrho, u) = \chi\left(\frac{\varepsilon}{\varrho} - 1\right)\chi\left(|u| - \frac{1}{\varepsilon}\right) \frac{1}{\varrho} G_k(\varrho, \varrho u).
\]
Due to (7), there exists a sequence \( \{ f_k, \varepsilon \}_{k=1}^{\infty} \subset \mathbb{R} \) such that

\[
\| F_{k, \varepsilon} \|_{L^\infty} + \| \nabla \varrho, u F_{k, \varepsilon} \|_{L^\infty} \leq f_k, \quad \sum_{k=1}^{\infty} f_k^2 < \infty. \tag{13}
\]

Moreover, there exists a sequence of numbers \( \{ f_k \} \) independent of \( \varepsilon \) such that

\[
\| F_{k, \varepsilon} (\cdot, \cdot, 0) \|_{L^\infty(T \times \mathbb{R} \times \mathbb{R}^3)} + \| \nabla u F_{k, \varepsilon} \|_{L^\infty(T \times \mathbb{R} \times \mathbb{R}^3)} \leq f_k, \quad \sum_{k=1}^{\infty} f_k^2 < \infty. \tag{14}
\]

This follows directly from (7) by a chain rule. We also define \( G_\varepsilon \) by a formula

\[
G_\varepsilon (\varrho, u) = \sum_{k=1}^{\infty} G_{k, \varepsilon} (\varrho, \varrho u, e_k) \tag{15}
\]

where

\[
G_{k, \varepsilon} (\varrho, \varrho u) = \varrho F_{k, \varepsilon} \left( \varrho, \frac{\varrho u}{\varrho} \right).
\]

Let us note that since \( \varrho, u \) are \((\mathcal{F}_t)\)-adapted by definition and have continuous trajectories \( \mathbb{P}\)-a.s., they are also \((\mathcal{F}_t)\)-progressively measurable. (It follows from the proof of [23, Proposition 1.13].) Utilizing (13) and properties of the projection \( \Pi_m \), the same holds true for the composition \( \varrho \Pi_m (F_{\varepsilon}(\varrho, u)) \), and moreover, it is a mapping with a range in \( L^2(\Omega, W^{-b,2}(T)) \) for \( b > \frac{3}{2} \) and the stochastic integral in (12) is well-defined (for details, see [4, Remark 4.1.2]).

We take a time step \( h > 0 \) and set

\[
\varrho(t) = \varrho_0, \quad u(t) = \frac{(\varrho u)_0}{\varrho_0} \quad \text{for } t \leq 0
\]

where we assume that \( \mathbb{E}[\| u(0) \|^{r'}_{X_m}] \) is bounded independently of \( m \). We define a solution \( \varrho, u \) as follows: in each time step \( t \in [nh, nh + h) \) let \( \varrho(t) \) be a solution to

\[
\partial_t \varrho + \text{div}(\varrho [u(nh)])_R = \varepsilon \Delta \varrho
\]

\[
\varrho(nh) = \lim_{t \to nh^-} \varrho(t). \tag{16}
\]

Note that this is a usual parabolic problem—for more we refer for example to [16]. Here we also infer the mass conservation law, i.e.,

\[
\int_T \varrho(t, \cdot) \, dx = \int_T \varrho_0(\cdot) \, dx = M \tag{17}
\]

which holds for all \( \omega \in \Omega \) and all \( t \in (0, T) \). This follows by integrating (16) over \( (0, t) \times T \).
Further, we use a nowadays usual division by $\varrho$ represented by a functional $M_{\varrho}^{-1}$ defined as an inverse to a functional

$$
M_{\varrho} : X_m \mapsto X_m, \quad \int_T M_{\varrho} v \cdot \varphi \, dx = \int_T \varrho v \cdot \varphi \, dx \ \forall \varphi \in X_m
$$

(for more properties of $M^{-1}$, see [21, Section 2.2]) to define $u$ in $[n h, n h + h)$ as

$$
u(t) = M_{\varrho}^{-1}(\Pi_m(\varrho u(nh))) - M_{\varrho}^{-1} \int_{n h}^{t} \Pi_m(\text{div}(\varrho(s)[u(nh)]_R \otimes u(nh))) \, ds
$$

$$
-M_{\varrho}^{-1} \int_{n h}^{t} \Pi_m(\chi(\|u(nh)\|X_m - R)\nabla p_\varrho(\varrho(s))) \, ds
$$

$$
+M_{\varrho}^{-1} \int_{n h}^{t} \Pi_m(\varepsilon(\varrho(s)u(nh))) + \text{div}(D u(nh))) \, ds
$$

$$
+M_{\varrho}^{-1} \int_{n h}^{t} \Pi_m(\varrho(\psi * (\varrho u(nh))) - \varrho(u(nh))(\psi * \varrho) - \varrho(\nabla K * \varrho)) \, ds
$$

$$
+M_{\varrho}^{-1} \int_{n h}^{t} \Pi_m(\varrho(s)\Pi_m(\mathbb{P}_\varrho(\varrho(nh), u(nh)))) \, dW
$$

(18)

Due to the known results concerning the regularity of a solution to the heat equation, we obtain functions $\varrho$, $u$ satisfying

$$
\varrho \in C([0, T]; C^{2+\nu}(\mathbb{T})), \quad \varrho > 0, \quad u \in C([0, T]; X_m) \quad \mathbb{P}\text{-a.s.}\ (19)
$$

for some $\nu > 0$, where $\varrho$, $u$ are progressively $(\mathcal{F}_t)$-measurable.

Both $\varrho$ and $u$ have continuous trajectories $\mathbb{P}$-a.s. and $\varrho$ is $(\mathcal{F}_t)$-adapted (thanks to (16) and initial conditions) and $u$ is $(\mathcal{F}_t)$-adapted since the stochastic integral in (18) is well-defined (similar arguments as below (12)) and as such is a $(\mathcal{F}_t)$-martingale.

By a standard interpolation—see, e.g., [26, Proposition 1.1.3)—one may deduce that

$$
\varrho \in C^\nu([0, T]; C^{2+\nu}(\mathbb{T})) \quad \mathbb{P}\text{-a.s.}
$$

(20)

for some $\nu > 0$ which is possibly smaller than the one mentioned in (19).

### 2.2 Time Smoothening

Let $\varrho_h$ and $u_h$ be the solution constructed in the previous section corresponding to a certain value of $h > 0$. In order to pass with $h$ to 0, we deduce estimates independent of $h$. Assume that

$$
0 < \varrho \leq \varrho_0, \quad \|\varrho_0\|_{C^{2+\nu}(\mathbb{T})} \leq \varrho_0 \quad \mathbb{P}\text{-a.s.}
$$

(see (11)). In what follows, we use a notation $u(nh)$ for a piecewise constant function defined as $u(nh)(t) = u(\lfloor \frac{t}{h} \rfloor h)$ where $\lfloor \cdot \rfloor$ denotes the floor function. Although this
notation might be confusing, its usage will be always clear. Since
\[ \| [u(nh)]_R \|_{W^{2,\infty}(T)} \leq c, \]
we get, similarly to (20), that
\[ \text{esssup}_{t \in [0, T]} (\| \varrho(t) \|_{C^{2+\nu}(T)}) + \| \partial_t \varrho(t) \|_{C^{\nu}(T)} + \| \varrho^{-1}_h(t) \|_{L^\infty(T)} \leq c \]  \tag{21}
for a deterministic constant \( c \) which is independent of \( \varrho, u \) and \( h \). By the same reasoning as above,
\[ \varrho_h \in C^\nu([0, T], C^{2+\nu}(T)) \]
with norm independent of \( h \).

To deduce the Hölder regularity of \( u_h \) we take a test function \( \varphi \in X_m \) in (18) and we integrate over \( T \) and a time interval \([\tau_1, \tau_2] \subset [0, T]\) to get
\[\int_T (\varrho_h u_h(\tau_2) - \varrho_h u_h(\tau_1)) \varphi \, dx = \int_{\tau_1}^{\tau_2} \int_T (\varrho_h u_h)_R \otimes u_h \nabla \varphi \, dx dt \]
\[\quad - \int_{\tau_1}^{\tau_2} \int_T \chi (\| u_h \|_{X_m} - R) \nabla p_h (\varrho_h) \varphi \, dx dt + \int_{\tau_1}^{\tau_2} \int_T \epsilon \Delta (\varrho_h u_h) \varphi \, dx dt \]
\[\quad + \int_{\tau_1}^{\tau_2} \int_T \nabla S(D u_h) \varphi \, dx dt - \int_{\tau_1}^{\tau_2} \int_T \varrho_h (\nabla K \ast \varrho_h) \varphi \, dx dt \]
\[\quad + \int_{\tau_1}^{\tau_2} \int_T \varrho_h \Pi_m (F_\epsilon (\varrho_h, u_h)) \varphi \, dx dW. \]  \tag{22}

We take \( \tau_1 = 0 \) to get
\[\| \Pi_m (\varrho_h u_h)(\tau_2) \|_{X_m}^r \leq c \left( \| u_h(0) \|_{X_m}^r + \int_0^{\tau_2} \sup_{0 \leq s \leq t} \| u_h \|_{X_m}^r \, dt + 1 + \int_0^{\tau_2} \Pi_m (\varrho_h \Pi_m(F_\epsilon (\varrho_h, u_h))) \, dW \|_{X_m}^r \right)\]
where \( c \) depends also on \( R \). Since \( u_h = M^{-1}_{\varrho_h}(\Pi_m (\varrho_h u_h)) \) and (21), we deduce with the help of the Gronwall inequality that
\[\mathbb{E} \left[ \sup_{\tau \in [0, T]} \| \Pi_m (\varrho_h u_h)(\tau) \|_{X_m}^r \right] + \mathbb{E} \left[ \sup_{\tau \in [0, T]} \| u_h \|_{X_m}^r \right] \leq c \left( 1 + \mathbb{E} \left[ \| u_0 \|_{X_m}^r \right] \right) \]  \tag{23}
for every \( r \geq 1 \).
Further, (22) yields
\[
\| \Pi_m(\varrho h u_h(\tau_2) - \varrho h u_h(\tau_1)) \|_{X_m}^r = \left( \sup_{\| \varphi \|_{X_m} \leq 1} \int_T (\varrho h u_h(\tau_2) - \varrho h u_h(\tau_1)) \varphi \, dx \right)^r \leq c \left( \int_{\tau_1}^{\tau_2} 1 \, dt + \int_{\tau_1}^{\tau_2} \sup_{s \in [0,T]} \| u_h(s) \|_{X_m} \, dt \right)^r + \left\| \int_{\tau_1}^{\tau_2} \Pi_m(\varrho h \Pi_m(F_{\varepsilon}(\varrho h, u_h))) \, dW \right\|_{X_m}^r.
\]

The Burkholder–Davis–Gundy (for the separable Hilbert space variant see, e.g., [27]) inequality yields
\[
\mathbb{E} \left[ \left\| \int_{\tau_1}^{\tau_2} \Pi_m(\varrho h \Pi_m(F_{\varepsilon}(\varrho h, u_h))) \, dW \right\|_{X_m}^r \right] \leq c \mathbb{E} \left[ \left( \int_{\tau_1}^{\tau_2} \left\| \sum_{k=1}^{\infty} \Pi_m(\varrho h \Pi_m(F_{k,\varepsilon}(\varrho h, u_h))) \right\|_{X_m}^2 \, dt \right)^{\frac{r}{2}} \right] \leq c \int_{\tau_1}^{\tau_2} \| \varrho h(t) \|_{X_m}^2 \sum_{k=1}^{\infty} f_{k,\varepsilon}^2 \, dt \leq c |\tau_2 - \tau_1|^{r/2}. \tag{24}
\]
due to the assumptions on \( f_{k,\varepsilon} \). Thus, with the help of (23),
\[
\mathbb{E} \left[ \| \Pi_m(\varrho h u_h(\tau_2) - \varrho h u_h(\tau_1)) \|_{X_m}^r \right] \leq c |\tau_2 - \tau_1|^{r/2} \left( 1 + \mathbb{E} \left[ \| \varrho h \|_{X_m}^r \right] \right)
\]
for \( r \geq 1 \). Note that the constants \( c \) in the aforementioned estimates are always independent of \( h \) and \( \varrho h, u_h \). With the help of the Kolmogorov continuity criterion (see, e.g., [12, Theorem 3.3]), we deduce that there exists a modification of \( \Pi^{-1}_m(\varrho h u_h) \) that has \( \mathbb{P} \)-a.s. \( \beta \)-Hölder continuous trajectories for all \( \beta \in (0, (r - 2) / 2r) \). Since \( u_h = \mathcal{M}_{\varrho h}^{-1}(\Pi_m(\varrho h u_h)) \), we deduce that
\[
\mathbb{E} \left[ \| u_h \|_{C^\beta((0,T), X_m)}^r \right] \leq c \left( 1 + \mathbb{E} \left[ \| \varrho h \|_{X_m}^r \right] \right)
\]
with the constant \( c \) independent of \( h \) and the solution.

Now, we pass to a limit with \( h \). Consider a path space for the basic state variables \([\varrho h, u_h, W]\):
\[
\mathcal{X} = \mathcal{X}_\varrho \times \mathcal{X}_u \times \mathcal{X}_W
\]
 Springer
where
\[ X_\nu = C^\nu([0, T], C^{2+\iota}) \]
\[ X_\nu = C^\nu([0, T], X_m) \]
\[ X_W = C([0, T], \mathcal{U}_0). \]

for some \( 0 < \iota < \nu \) and \( 0 < \kappa < \beta \).

The set of laws \( \mathcal{L}(\xi_1, u_1, W) \) is tight in \( \mathcal{X} \). Indeed, Arzelà–Ascoli theorem and interpolation yield a compact embedding of \( C^{2+\nu}(\mathbb{T}) \) to \( C^{2+\iota}(\mathbb{T}) \) for \( 0 < \iota < \nu \) and thus
\[ C^\nu([0, T], C^{2+\nu}(\mathbb{T})) \cap W^{1,\infty}([0, T], C^\nu(\mathbb{T})) \xrightarrow{\mathcal{L}} C^\iota([0, T], C^{2+\iota}(\mathbb{T})). \]

Take
\[ B_c = \{ q \in C^\nu([0, T], C^{2+\nu}(\mathbb{T})) \cap W^{1,\infty}([0, T], C^\nu(\mathbb{T})), \| q \|_{C^\nu([0, T], C^{2+\nu}(\mathbb{T}))} + \| q \|_{W^{1,\infty}([0, T], C^\nu(\mathbb{T}))} \leq c \} \]

where \( c \) is the constant appearing in (21). Clearly, \( \mathcal{L}(\xi_1)(B_c) = 1 \) and \( B_c \) is compact in \( \mathcal{X}_q \) due to the aforementioned embedding.

Further, \( B_L = \{ u \in C^\beta([0, T], X_m), \| u \|_{C^\beta([0, T], X_m)} \leq L \} \) is compact in \( \mathcal{X}_u \) since \( C^\beta([0, T], X_m) \) is compactly embedded into \( C^\iota([0, T], X_m) \) for \( \iota < \beta \) due to the Arzelà–Ascoli theorem. By Chebychev’s inequality,
\[
\mathcal{L}(u_1)(B_L) = 1 - \mathcal{L}(u_1)(B_L^c) = 1 - \mathbb{P}(\| u_1 \|_{C^\beta([0, T], X_m)} > L) \\
\geq 1 - \frac{1}{L^r} E(\| u_1 \|_{C^\beta([0, T], X_m)}^r) \geq 1 - \frac{c}{L^r} \tag{25}
\]

and thus we get the claimed tightness.

Because \( \mathcal{X} \) is not separable, we cannot use the usual combination of Prokhorov and Skorokhod’s theorems. Fortunately, there exists a sequence of continuous functions \( g_n : \mathcal{X} \to (-1, 1), n \in \mathbb{N} \), that separates the points of \( \mathcal{X} \). Spaces enjoying this property are called sub-Polish (see [4, Definition 2.1.3]), or quasi-Polish (see [6, p. 4162]).

The Jakubowski–Skorokhod theorem (see [22, Theorem 2]) provides the similar outcome as the standard approach: There exist a complete probability space \( (\tilde{\mathcal{Q}}, \tilde{\mathcal{Q}}, \tilde{\mathbb{P}}) \) and \( \mathcal{X} \)-valued Borel-measurable random variables \( (\tilde{\xi}_h, \tilde{u}_h, \tilde{W}_h), h \in (0, 1) \) and \( (\tilde{\xi}, \tilde{u}, \tilde{W}) \) such that

- the law of \((\tilde{\xi}_h, \tilde{u}_h, \tilde{W}_h)\) is given by \( \mathcal{L}(\xi_1, u_1, W) \),
- the law of \((\tilde{\xi}, \tilde{u}, \tilde{W})\) is a Radon measure on \( \mathcal{X} \),
- \((\tilde{\xi}_h, \tilde{u}_h, \tilde{W}_h)\) converges \( \tilde{\mathbb{P}} \)-almost surely to \((\tilde{\xi}, \tilde{u}, \tilde{W})\) in the topology of \( \mathcal{X} \).

It is important to realize that \( \tilde{\xi}, \tilde{u} \) are classical stochastic processes unlike the ensuing parts of the construction where we will be forced to work with more general random distributions.
Let’s denote the canonical filtration (for a definition, see, e.g., [4, Remark 2.1.15]) of \((\tilde{\varrho}, \tilde{u}, \tilde{W})\), where \(\tilde{W} = (\tilde{W}_k)\), as

\[
\tilde{\mathcal{F}}_t := \sigma \left( \sigma_t[\tilde{\varrho}] \cup \sigma_t[\tilde{u}] \cup \bigcup_{k=1}^{\infty} \sigma_t[\tilde{W}_k] \right), \quad t \in [0, T].
\]

The trajectories of the processes \(\tilde{\varrho}, \tilde{u}\) are \(\tilde{P}\)-a.s. continuous, and hence, they are progressively measurable with respect to their canonical filtrations by [23, Proposition 1.13]) and thus also with respect to \((\tilde{\mathcal{F}}_t)_{t \geq 0}\).

The stochastic process \(\tilde{W}\) is a cylindrical Wiener process with respect to its canonical filtration because its law is given by \(\mathcal{L}(W)\) and \(W\) is a cylindrical Wiener process. It can be shown (see [4, p. 115]) that it is also a \((\tilde{\mathcal{F}}_t)\)-cylindrical process.

**Lemma 2.1** The above-constructed stochastic processes \(\tilde{\varrho}, \tilde{u}\) together with a cylindrical Wiener process \(\tilde{W}\) satisfy (12) in the sense of distributions.

**Proof** First concern (12)1. By [4, Theorem 2.9.1], the equation (16)1 is satisfied also for \(\tilde{\varrho}_h\) and \(\tilde{u}_h\). The convergence in the topology of \(\mathcal{X}\) is sufficient to deduce that \(\tilde{\varrho}_1\) and \(\tilde{u}_1\) is a weak solution to (12). In particular, \(\tilde{\varrho}_h, \tilde{u}_h\) satisfy

\[
\int_0^T \int_T \tilde{\varrho}_h \partial_t \varphi + \tilde{\varrho}_h[\tilde{u}_h]_R \nabla \varphi + \varepsilon \nabla \tilde{\varrho}_h \nabla \varphi \, dx \, dt = \int_T \tilde{\varrho}_h \varphi(T) \, dx - \int_T \tilde{\varrho}_h \varphi(0) \, dx
\]

for all \(\varphi \in C^\infty([0, T] \times \mathbb{T})\). The convergence in \(\mathcal{X}\) is sufficient to claim

\[
\int_0^T \int_T \tilde{\varrho} \partial_t \varphi + \tilde{\varrho}[\tilde{u}]_R \nabla \varphi + \varepsilon \nabla \tilde{\varrho} \nabla \varphi \, dx \, dt = \int_T \tilde{\varrho} \varphi(T) \, dx - \int_T \tilde{\varrho} \varphi(0) \, dx.
\]

It is worthwhile to mention that (17) remains valid also for \(\tilde{\varrho}\).

It remains to handle (12)2. The convergences of \(\tilde{\varrho}_h\) and \(\tilde{u}_h\) yield

\[
\nabla K \ast \tilde{\varrho}_h \Rightarrow \nabla K \ast \tilde{\varrho} \quad \text{and} \quad \psi \ast (\tilde{\varrho}_h \tilde{u}_h(nh)) \Rightarrow \psi \ast (\tilde{\varrho} \tilde{u}) \quad \text{and} \quad \tilde{\varrho}_h \Rightarrow \tilde{\varrho} \quad \text{P-almost surely.}
\]

The convergences of \(\varrho_h\) and \(u_h\) together with the continuity of coefficients of \(F_\varepsilon\) yield

\[
\Pi_m(\tilde{\varrho}_h \Pi_m(F_\varepsilon(\tilde{\varrho}_h(nh), u_h(nh)))) \rightarrow \Pi_m(\tilde{\varrho}(\Pi_m(F_\varepsilon(\tilde{\varrho}, \tilde{u})))) \text{ in } L^q([0, T] \times \mathbb{T})
\]
and
\[
\mathbb{E} \left( \int_0^T \left\| \Pi_m [\tilde{\eta} \Pi_m (F_{\varepsilon} (\tilde{\eta} (nh), \tilde{\eta} (nh)))] \right\|_{L^2(U, L^2(T))}^2 \, dt \right) \\
\leq \sum_{k=1}^{\infty} \mathbb{E} \left( \int_0^T \left\| \Pi_m [\tilde{\eta} \Pi_m (F_{k,\varepsilon} (\tilde{\eta} (nh), \tilde{\eta} (nh)))] \right\|_{L^2(U, L^2(T))}^2 \, dt \right) \\
\leq c \left\| \tilde{\eta} \right\|_{L^\infty([0,T] \times \mathbb{T})}^2 \sum_{k=1}^{\infty} \int_{k,\varepsilon}^2 \leq c
\]
and thus
\[
\Pi_m (\tilde{\eta} \Pi_m (F_{\varepsilon} (\tilde{\eta} (nh), \tilde{\eta} (nh))) \rightarrow \Pi_m (\tilde{\eta} \Pi_m (F_{\varepsilon} (\tilde{\eta}, \tilde{\eta}))) \text{ in } L^2([0,T], L^2(U, L^2(T))) \tag{26}
\]
\(\mathbb{P}\)-almost surely. Consequently, \(\tilde{\eta}, \tilde{\eta} \) satisfy (18) and we apply \(\mathcal{M}_{\tilde{\eta}}^{-1}\) to get
\[
\Pi_m (\tilde{\eta} \tilde{\eta} (t)) = \Pi_m (\tilde{\eta} \tilde{\eta} (0)) \\
+ \int_0^t \Pi_m (- \text{div} (\tilde{\eta} [\tilde{\eta} (nh)] \otimes \tilde{\eta} (nh))) \\
- (\chi (\left\| \tilde{\eta} (nh) \right\|_{X_m} - R) \nabla p_\delta (\tilde{\eta}))(s) \, ds \\
+ \int_0^t \Pi_m (\varepsilon \Delta (\tilde{\eta} \tilde{\eta} (nh))) + \text{div} S(D\tilde{\eta} (nh))) (s) \, ds \\
+ \int_0^t \Pi_m (\tilde{\eta} (\psi * (\tilde{\eta} \tilde{\eta} (nh)))) - \tilde{\eta} \tilde{\eta} (nh) (\psi * \tilde{\eta} (nh)) \\
- \tilde{\eta} \nabla K * \tilde{\eta} (s) \, ds \\
+ \int_0^t \Pi_m (\tilde{\eta} \Pi_m (F_{\varepsilon} (\tilde{\eta} (nh), \tilde{\eta} (nh))) \, d\tilde{\eta} (s) \\
The H"older continuity of \(\tilde{\eta} \) yields
\[
\left\| \tilde{\eta} (nh) (t) - \tilde{\eta} (t) \right\|_{X_m} \leq ch^\beta \left\| \tilde{\eta} \right\|_{C((0,T), X_m)}
\]
and
\[
\left\| \tilde{\eta} (nh) (t) - \tilde{\eta} (t) \right\|_{C^{2+\nu}(\mathbb{T})} \leq ch^\nu \left\| \tilde{\eta} \right\|_{C((0,T), C^{2+\nu}(\mathbb{T}))}
\]
and we deduce that
\[
\Pi_m(\tilde{\varrho} \tilde{u}_h)(t) = \Pi_m(\tilde{\varrho} \tilde{u}_h)(0) + \int_0^t \Pi_m(-\text{div}(\tilde{\varrho} [\tilde{u}_h]_R \otimes \mathbf{u}) - (\|\mathbf{u}\|_{X_m} - R)\nabla p_\delta(\varrho))(s)\,ds \\
+ \int_0^t \Pi_m(\varepsilon \Delta(\tilde{\varrho} \mathbf{u}) + \text{div}(\mathbf{D}\mathbf{u}))(s)\,ds \\
+ \int_0^t \Pi_m(\varrho_h(\psi * (\tilde{\varrho} \tilde{u}_h)) - \tilde{\varrho}_h \tilde{u}_h(\psi * \tilde{\varrho}_h) - \tilde{\varrho}_h(\nabla K * \tilde{\varrho}_h)(s))\,ds \\
+ \int_0^t \Pi_m(\tilde{\varrho}_h \Pi_m(\mathbb{F}_c(\tilde{\varrho}_h, \tilde{u}_h)))\,d\tilde{W}_h + o(h).
\]

Passing to a limit, we obtain that \(\tilde{\varrho}_h, \tilde{u}_h\) solves (12)2. The limit in the stochastic integral is justified by Lemma 1.2 because \(\tilde{W}_h\) are cylindrical Wiener processes and \(\tilde{W}_h \rightarrow \tilde{W}\) in \(X_W = C([0, T], \mathcal{U}_0)\) \(\mathbb{P}\)-a.s. and due to convergence in (26). \(\square\)

**Remark 2.1** We say that \(((\tilde{\Omega}, \tilde{\varrho}, (\tilde{\varrho}_i)_{t \geq 0}, \tilde{P}), \tilde{\varrho}, \tilde{u}, \tilde{W})\) is a martingale solution to (12).

Next we deduce the pathwise uniqueness result.

**Lemma 2.2** Any two solutions to (12) obtained by a previous method with the same initial cylindrical Wiener process are identical.

**Proof** Let \((\tilde{\varrho}_1, \tilde{u}_1, \tilde{W})\) and \((\tilde{\varrho}_2, \tilde{u}_2, \tilde{W})\) be two solutions to (12). We define a stopping time as follows:

\[
\tau_M^i = \inf\{t \in [0, T], \|\tilde{\varrho}_i(t)\|_{C^{2,\gamma}(\mathbb{T})} + \|(\tilde{\varrho}_i)^{-1}(t)\|_{L^\infty(\mathbb{T})} + \|\tilde{u}_i\|_{X_m} > M\}
\]

where \(M > 0\). Further we set \(\tau_M = \min\{\tau_M^1, \tau_M^2\}\). Chebyshev’s inequality yields together with (23)

\[
\mathbb{P}(\|\tilde{u}_i\|_{X_m} > M) \leq \frac{1}{M} \mathbb{E}(\|\tilde{u}_i\|_{X_m}) \leq \frac{c}{M}.
\]

As a result, \(\mathbb{P}(\sup_{M \in \mathbb{N}} \tau_M = T) = 1\).

We subtract equations for \(\tilde{u}_1\) and \(\tilde{u}_2\) and we multiply the difference by \(\tilde{u}_1 - \tilde{u}_2\) to obtain (with the help of Ito’s product rule)
\[
\frac{1}{2} d|\tilde{u}_1 - \tilde{u}_2| = (\tilde{u}_1 - \tilde{u}_2)(\mathcal{M}^{-1}_{\tilde{e}_1} - \mathcal{M}^{-1}_{\tilde{e}_2})(\Pi_m (\div (\tilde{e}_1 [\tilde{u}_1] R \otimes \tilde{u}_1))
- \chi (\|\tilde{u}_1\|_{X_m} - R) \nabla p_{\tilde{e}_1} (\tilde{u}_1) + \varepsilon \Delta (\tilde{e}_1 [\tilde{u}_1]) + \div (\nabla (D\tilde{u}_1)) + \tilde{e}_1 \psi \star (\tilde{e}_1 [\tilde{u}_1])
- \tilde{e}_1 \tilde{u}_1 (\psi \star \tilde{e}_1)
- \tilde{e}_1 (\nabla K \star \tilde{e}_1) - \frac{\partial_r \tilde{e}_1 [\tilde{u}_1])dt + (\tilde{u}_1 - \tilde{u}_2)\mathcal{M}^{-1}_{\tilde{e}_2} (\Pi_m (\div (\tilde{e}_2 [\tilde{u}_2] R \otimes \tilde{u}_2))
- \div (\tilde{e}_1 [\tilde{u}_1] R \otimes \tilde{u}_1) + \chi (\|\tilde{u}_1\|_{X_m} - R) \nabla p_{\tilde{e}_1} (\tilde{u}_1) - \chi (\|\tilde{u}_2\|_{X_m} - R) \nabla p_{\tilde{e}_2} (\tilde{u}_2)
+ \varepsilon \Delta (\tilde{e}_2 [\tilde{u}_2] - \partial_r \tilde{e}_2 [\tilde{u}_2]) + \div (\nabla J (D\tilde{u}_2)) + \tilde{e}_2 \psi \star (\tilde{e}_2 [\tilde{u}_2]) - \tilde{e}_2 \psi \star (\tilde{e}_2 [\tilde{u}_2])
= \tilde{e}_2 [\tilde{u}_2] (\psi \star \tilde{e}_2) - \tilde{e}_1 [\tilde{u}_1] (\psi \star \tilde{e}_1) + \tilde{e}_2 (\nabla K \star \tilde{e}_2) - \tilde{e}_1 (\nabla K \star \tilde{e}_1) + \partial_r \tilde{e}_2 [\tilde{u}_2]
- \partial_r \tilde{e}_1 [\tilde{u}_1])dt
+ \Pi_m (\mathbb{F}(\tilde{e}_1, \tilde{u}_1) - \mathbb{F}(\tilde{e}_2, \tilde{u}_2))dW + \frac{1}{2} \sum_{k=1}^{\infty} (\Pi_m (F_{k,\varepsilon} (\tilde{e}_1, \tilde{u}_1) - F_{k,\varepsilon} (\tilde{e}_2, \tilde{u}_2)))|dt.
\]

Recall that

\[
\|\mathcal{M}^{-1}_{\tilde{e}_1} - \mathcal{M}^{-1}_{\tilde{e}_2}\| \leq c(q) \|\tilde{e}_1 - \tilde{e}_2\|_{L^1(T)}
\]

where \(q\) is the common lower bound for \(\tilde{e}_1\) and \(\tilde{e}_2\) (see (21)). The definition of the stopping time yields

\[
\int_T (\tilde{u}_1 - \tilde{u}_2) (\mathcal{M}_{\tilde{e}_1}^{-1} - \mathcal{M}_{\tilde{e}_2}^{-1}) (\Pi_m (\tilde{e}_1 \tilde{u}_1 (\psi \star \tilde{e}_1))) dx
+ \int_T (\tilde{u}_1 - \tilde{u}_2) (\mathcal{M}_{\tilde{e}_1}^{-1} - \mathcal{M}_{\tilde{e}_2}^{-1}) (\Pi_m (\tilde{e}_2 \tilde{u}_2 (\psi \star \tilde{e}_2))) dx
+ \int_T (\tilde{u}_1 - \tilde{u}_2) (\mathcal{M}_{\tilde{e}_1}^{-1} - \mathcal{M}_{\tilde{e}_2}^{-1}) (\Pi_m (\tilde{e}_1 (\nabla K \star \tilde{e}_1))) dx
\leq c(q, M) \|\tilde{u}_1 - \tilde{u}_2\|_{X_m} \|\tilde{e}_1 - \tilde{e}_2\|_{L^\infty(T)}
\]

and

\[
\int_T (\tilde{u}_1 - \tilde{u}_2) \mathcal{M}_{\tilde{e}_2}^{-1} (\Pi_m (\tilde{e}_1 \psi \star (\tilde{e}_1 \tilde{u}_1) - \tilde{e}_2 \psi \star (\tilde{e}_2 \tilde{u}_2))) dx
\int_T (\tilde{u}_1 - \tilde{u}_2) \mathcal{M}_{\tilde{e}_2}^{-1} (\Pi_m (\tilde{e}_1 \tilde{u}_1 (\psi \star \tilde{e}_1) - \tilde{e}_2 \tilde{u}_2 (\psi \star \tilde{e}_2))) dx
\int_T (\tilde{u}_1 - \tilde{u}_2) \mathcal{M}_{\tilde{e}_2}^{-1} (\tilde{e}_1 (\nabla K \star \tilde{e}_1) - \tilde{e}_2 (\nabla K \star \tilde{e}_2))) dx
\leq c(q, M) \left( \|\tilde{u}_1 - \tilde{u}_2\|_{X_m}^2 + \|\tilde{u}_1 - \tilde{u}_2\|_{X_m} \|\tilde{e}_1 - \tilde{e}_2\|_{L^\infty(T)} \right).
\]
Most of other terms can be treated similarly. Due to known method which includes also the Gronwall inequality (see [4, Corollary 4.10]), we infer that the estimate

$$
\mathbb{E} \left[ \sup_{s \in [0, T]} (\| (\tilde{u}_1 - \tilde{u}_2)(s \land \tau_M) \|^2_{Y_1} + (\| (\tilde{q}_1 - \tilde{q}_2)(s \land \tau_M) \|^2_{C^{2+v}(\mathbb{T})}) \right] 
\leq c \mathbb{E} \left[ (\| (\tilde{u}_1 - \tilde{u}_2)(0) \|^2_{Y_1} + (\| (\tilde{q}_1 - \tilde{q}_2)(0) \|^2_{C^{2+v}(\mathbb{T})}) \right]
$$

holds for some constant $c$ independent of $\bar{u}$ and $\tilde{q}$. This concludes the proof. \hfill \Box

**Corollary 2.1** Let $\tilde{q}, \tilde{u}, \tilde{W}$ are obtained as above. Then we may assume that there is a triple $(q, u, W)$ defined on the original probability space $\Omega$ such that the laws of $(q, u)$ and $(\tilde{q}, \tilde{u})$ coincide, $W$ is the given Wiener process, $(q, u, W)$ is uniquely given and solves (12).

**Proof** We consider a sequence of 5-tuples

$$
\{(Q_{nk}, u_{nk}, Q_{mk}, u_{mk}, W)\}_{k=1}^{\infty} \subset \mathcal{X}_q \times \mathcal{X}_u \times \mathcal{X}_q \times \mathcal{X}_u \times \mathcal{X}_W
$$

where $\{n_k\}_{k=1}^{\infty}$ and $\{m_k\}_{k=1}^{\infty}$ are decreasing sequences with zero limit. By similar arguments as above (with a key step being application of the Jakubowski–Skorokhod theorem on a sequence of joint laws generated by the above mentioned random variables), we deduce that there exist a complete probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ and a sequence of Borel-measurable random variables $(\tilde{q}_{nk}, \tilde{u}_{nk}, \tilde{q}_{mk}, \tilde{u}_{mk}, \tilde{W}_k)$ with the same law (passing to a subsequence as the case may be) satisfying

$$
(\tilde{q}_{nk}, \tilde{u}_{nk}, \tilde{W}_k) \rightarrow (\tilde{q}^1, \tilde{u}^1, \tilde{W})
$$

and

$$
(\tilde{q}_{mk}, \tilde{u}_{mk}, \tilde{W}_k) \rightarrow (\tilde{q}^2, \tilde{u}^2, \tilde{W})
$$

$\mathbb{P}$-almost surely in the corresponding spaces.

Moreover, using the arguments of the proof of Lemma 2.1 the triples $(\tilde{q}_{nk}, \tilde{u}_{nk}, \tilde{W}_k)$, $(\tilde{q}_{mk}, \tilde{u}_{mk}, \tilde{W}_k)$ satisfy (12) and as in Lemma 2.2, we may deduce the same holds true for $(\tilde{q}^1, \tilde{u}^1, \tilde{W})$ and $(\tilde{q}^2, \tilde{u}^2, \tilde{W})$.

As a consequence of the previous lemma, we obtain $(\tilde{q}^1, \tilde{u}^1) = (\tilde{q}^2, \tilde{u}^2)$. Therefore, we can apply a variant of the Gyöngy–Krylov theorem for sub-Polish spaces (see [4, Theorem 2.10.3]) on the sequence $\{(Q_{nk}, u_{nk})\}_{k=1}^{\infty}$ to deduce that it has a subsequence converging $\mathbb{P}$-a.s. to $(q, u)$ defined on the original probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Equation (12) is then satisfied by $(q, u)$ with the initial Wiener process $W$. \hfill \Box
2.3 Energy Estimate

Take \( f(\varrho, \Pi_m(\varrho u)) = \frac{1}{2} \int_{\mathbb{T}} \Pi_m(\varrho u) \mathcal{M}_{\varrho}^{-1} \Pi_m(\varrho u) \, dx \). Since

\[
\frac{\partial}{\partial t} \Pi_m(\varrho u) f(\varrho, \Pi_m(\varrho u)) = \mathcal{M}_{\varrho}^{-1} \Pi_m(\varrho u) = u
\]

\[
\frac{\partial^2}{\partial t^2} \Pi_m(\varrho u) f(\varrho, \Pi_m(\varrho u)) = \mathcal{M}_{\varrho}^{-1}
\]

\[
\frac{\partial}{\partial t} f(\varrho, \Pi_m(\varrho u)) = -\frac{1}{2} \int_{\mathbb{T}} \Pi_m(\varrho u) \mathcal{M}_{\varrho}^{-1} \mathcal{M}_{\varrho}^{-1} \Pi_m(\varrho u) \, dx,
\]

a direct application of Ito’s formula and (12) yield

\[
\frac{1}{2} \int_{\mathbb{T}} \varrho u^2(T, \cdot) \Phi(T) \, dx
\]

\[
= \frac{1}{2} \int_{\mathbb{T}} \varrho u^2(0, \cdot) \Phi(0) \, dx - \frac{1}{2} \int_{\mathbb{T}} \left( - \text{div}(\varrho[u]_R) + \varepsilon \Delta \varrho \right) u^2 \Phi \, dx dt
\]

\[
+ \int_{0}^{T} \int_{\mathbb{T}} \varrho \left( \text{div}(\varrho[u]_R) + \text{div} S(Du) - \varrho \nabla K * \varrho + \varrho \psi * (\varrho u) - \varrho (\varrho u) \right) \Phi \, dx dt
\]

\[
- \int_{0}^{T} \int_{\mathbb{T}} \varrho \left( \text{div}(\varrho[u]_R) \otimes u \right) + \chi(\|u\|_{X_m} - R) \nabla p_\delta(\varrho) \right) \Phi \, dx dt
\]

\[
+ \frac{1}{2} \int_{0}^{T} \int_{\mathbb{T}} \varrho |u|^2 \text{div} \Phi \, dx dt + \int_{0}^{T} \int_{\mathbb{T}} \varrho u \Pi_m(F_\varepsilon(\varrho, u)) \Phi \, dx W
\]

\[
+ \frac{1}{2} \int_{0}^{T} \int_{\mathbb{T}} \varrho (\Pi_m(F_\varepsilon(\varrho, u)))^2 \, dx dt
\]

for all \( \Phi \in C^\infty_c([0, T]) \). An integrand \( \int_{\mathbb{T}} \varrho u \Pi_m(F_\varepsilon(\varrho, u)) \, dx \) of an stochastic integral is to be interpreted as an \( L_2(\mathbb{U}, \mathbb{R}) \)-element, which is done by assigning:

\[
\sum_{k=1}^{\infty} \langle v, e_k \rangle e_k \in \mathbb{U} \rightarrow \sum_{k=1}^{\infty} \langle v, e_k \rangle \int_{\mathbb{T}} \varrho u \Pi_m(F_{k, \varepsilon}(\varrho, u)) \, dx \in \mathbb{R}.
\]

After a suitable rearrangement, which includes also integration by parts and an application of the continuity equation, we arrive at

\[
\frac{1}{2} \int_{\mathbb{T}} \varrho |u|^2(T, \cdot) \Phi(T) \, dx - \frac{1}{2} \int_{\mathbb{T}} \varrho |u|^2(0, \cdot) \Phi(0) \, dx + \int_{0}^{T} \int_{\mathbb{T}} S(Du) : Du \Phi \, dx dt
\]

\[
+ \varepsilon \int_{0}^{T} \int_{\mathbb{T}} \varrho |\nabla u|^2 \Phi \, dx dt + \frac{1}{2} \int_{\mathbb{T}} \varrho K * \varrho (T, \cdot) \Phi(T) \, dx - \frac{1}{2} \int_{\mathbb{T}} \varrho_0 K * \varrho_0 \Phi(0) \, dx
\]

\[
+ \frac{1}{2} \int_{0}^{T} \int_{\mathbb{T}} \varrho(t, x) \psi(x - y)(\varrho(t, y) - \varrho(t, x))^2 \Phi(t) \, dx dy dt
\]

\[
+ \int_{\mathbb{T}} P_\delta(\varrho)(T, \cdot) \Phi(T) \, dx - \int_{\mathbb{T}} P_\delta(\varrho_0) \Phi(0) \, dx + \varepsilon \int_{0}^{T} \int_{\mathbb{T}} |\nabla \varrho|^2 P_\delta''(\varrho) \Phi \, dx dt
\]
\[
\frac{1}{2} \int_0^T \int_T \mathcal{Q} K \ast \mathcal{Q} \Phi \, dxdt + \varepsilon \int_0^T \int_T (\nabla K \ast \mathcal{Q}) \nabla \mathcal{Q} \Phi \, dxdt \\
+ \int_0^T \int_T (K \ast \mathcal{Q}) \text{div}(\mathcal{Q}(\mathbf{u} - [\mathbf{u}]_R)) \Phi \, dxdt + \frac{1}{2} \int_0^T \int_T \mathcal{Q} \mathbf{u}^2 \partial_t \Phi \, dxdt \\
+ \int_0^T \int_T P_\delta(\mathcal{Q}) \partial_t \Phi \, dxdt + \int_0^T \int_T \mathcal{Q} \Pi_m(\mathcal{F}_\varepsilon(\mathcal{Q}, \mathbf{u})) \Phi \, dxdW \\
+ \frac{1}{2} \int_0^T \int_T \mathcal{Q} (\Pi_m(\mathcal{F}_\varepsilon(\mathcal{Q}, \mathbf{u})))^2 \Phi \, dxdt.
\]

We remind that \( P_\delta \) is defined in (10). Take a continuous function

\[
\Phi_{\tau, \kappa}(t) = \begin{cases} 
1, & t \in [0, \tau - \kappa) \\
0, & t \in (\tau, T] \\
\text{linear otherwise}
\end{cases}
\]

where \( \tau \in (0, T] \) is arbitrary. The Lebesgue differentiation theorem allows to send \( \kappa \) to 0 in order to deduce

\[
\frac{1}{2} \int_0^T \mathcal{Q}|\mathbf{u}|^2(\tau, \cdot) \, dx - \frac{1}{2} \int_0^T \mathcal{Q}|\mathbf{u}|^2(0, \cdot) \, dx + \int_0^T S(D\mathbf{u}) : D\mathbf{u} \, dxdt \\
+ \varepsilon \int_0^T \int_T \mathcal{Q} |\nabla \mathbf{u}|^2 \, dxdt + \frac{1}{2} \int_0^T \mathcal{Q} K \ast \mathcal{Q}(\tau, \cdot) \, dx - \frac{1}{2} \int_0^T \mathcal{Q} K \ast \mathcal{Q}(0, \cdot) \, dx \\
+ \int_0^T \int_T \mathcal{Q}(t, x) \psi(x - y) \mathcal{Q}(t, y)(\mathbf{u}(t, y) - \mathbf{u}(t, x))^2 \, dxdydt \\
+ \int_0^T P_\delta(\mathcal{Q})(\tau, \cdot) \, dx - \int_0^T P_\delta(\mathcal{Q})(0, \cdot) \, dx + \varepsilon \int_0^T \int_T |\nabla \mathcal{Q}|^2 P''_\delta(\mathcal{Q}) \, dxdt \\
= \varepsilon \int_0^T \int_T (\nabla K \ast \mathcal{Q}) \nabla \mathcal{Q} \, dxdt + \int_0^T \int_T (K \ast \mathcal{Q}) \text{div}(\mathcal{Q}(\mathbf{u} - [\mathbf{u}]_R)) \, dxdt \\
+ \int_0^T \int_T \mathcal{Q} \Pi_m(\mathcal{F}_\varepsilon(\mathcal{Q}, \mathbf{u})) \, dxdW + \frac{1}{2} \int_0^T \int_T \mathcal{Q} (\Pi_m(\mathcal{F}_\varepsilon(\mathcal{Q}, \mathbf{u})))^2 \, dxdt
\]

(27)

for almost all \( \tau \in (0, T) \). Recall that \( \|\mathcal{Q}(\omega, t, \cdot)\|_{L^1(T)} = M \) due to (17). This together with \( P''_\delta \geq c > 0 \) for all \( \mathcal{Q} \in [0, \infty) \) yields

\[
\varepsilon \int_T \nabla K \ast \mathcal{Q} \nabla \mathcal{Q} \leq \frac{1}{2} \varepsilon \int_T |\nabla \mathcal{Q}|^2 P''_\delta(\mathcal{Q}) \, dx + c(K, M)\varepsilon.
\]

Next, using the mass conservation law once again, we deduce

\[
\left| \int_T (K \ast \mathcal{Q}) \text{div}(\mathcal{Q}(\mathbf{u} - [\mathbf{u}]_R)) \, dxdt \right| = \left| \int_T (\nabla K \ast \mathcal{Q})(\mathbf{u} - [\mathbf{u}]_R) \, dx \right| \\
\leq c(K, M)\sqrt{\mathcal{Q}}\|\mathcal{Q}\|_{L^2(T)} \|\mathcal{Q}\|_{L^2(T)} \leq c(K, M) + \|\mathcal{Q}|^2\|_{L^1(T)},
\]

\( \square \) Springer
where we used the Young inequality in the very last step. Further, we have
\[
\int_T \varrho(\Pi_m(F_\varepsilon(\varrho, u)))^2 \, dx \leq \int_T \varrho \sum_{k=1}^\infty f_{k, \varepsilon}^2 \, dx \leq c \| \varrho \|_{L^1(T)}^2
\]
and
\[
\left| \int_T \varrho \Pi_m(\mathbb{F}_{k, \varepsilon}(\varrho, u)) u \, dx \right|^2 \leq f_{k, \varepsilon}^2 \| \varrho \|_{L^1(T)} \| \varrho u^2 \|_{L^1(T)}^2.
\]
Thus, it is possible to absorb some terms from the right-hand side of (27) to the left-hand side in order to deduce
\[
\frac{1}{2} \int_T \varrho |u|^2(\tau, \cdot) \, dx - \frac{1}{2} \int_T \varrho |u|^2(0, \cdot) \, dx + \int_0^\tau \int_T S(Du) : Du \, dx \, dt
\]
\[
+ \varepsilon \int_0^\tau \int_T \varrho |\nabla u|^2 \, dx \, dt + \frac{1}{2} \int_T \varrho K * \varrho(\tau, \cdot) \, dx - \frac{1}{2} \int_T \varrho K * \varrho(0, \cdot) \, dx
\]
\[
+ \int_0^\tau \int_T \varrho(t, x) \psi(x - y) \varrho(t, y)(u(t, y) - u(t, x))^2 \, dx \, dy \, dt
\]
\[
+ \int_T P_\delta(\varrho)(\tau, \cdot) \, dx - \int_T P_\delta(\varrho)(0, \cdot) \, dx + \varepsilon \int_0^\tau \int_T |\nabla \varrho|^2 P''_\delta(\varrho) \, dx \, dt
\]
\[
\leq c(K, M) + \varepsilon c(K, M) + c(K, M) \int_0^\tau \| \varrho u \|_{L^1(T)}^2 \, dt
\]
\[
+ \int_0^\tau \int_T \varrho u \Pi_m(\mathbb{F}_{\varepsilon}(\varrho, u)) \, dx \, dW.
\]
The Burkholder–Davis–Gundy inequality yields
\[
\mathbb{E} \left[ \sup_{0 \leq \tau \leq T} \left| \int_0^\tau \int_T \varrho \Pi_m(\mathbb{F}_{\varepsilon}(\varrho, u)) u \, dx \, dW \right|^r \right]
\]
\[
\leq \mathbb{E} \left[ \int_0^\tau \sum_{k=1}^\infty \left| \int_T \varrho \Pi_m(M_{k, \varepsilon}(\varrho, u)) u \, dx \right|^2 \, dt \right]^{\frac{r}{2}}.
\]
Recall also that \(|P_\delta(\varrho)| \geq c (|\varrho|^2 + |\varrho|^6)|. We use the Gronwall inequality to infer
\[
\mathbb{E} \left[ \sup_{\tau \in [0, T]} \int_T \left| \frac{1}{2} \varrho |u|^2 + \frac{1}{2} \varrho K * \varrho + P_\delta(\varrho) \right| \, dx \right]^r
\]
\[
+ \mathbb{E} \left[ \int_0^\tau \int_T S(Du) : Du + \varepsilon \varrho |\nabla u|^2 + \varepsilon |\nabla \varrho|^2 P''_\delta(\varrho) \right] \, dx \, dt \right]^r
\]
\[
+ \mathbb{E} \left[ \frac{1}{2} \int_0^\tau \int_T \varrho(t, x) \varrho(t, y) \psi(x - y)(u(t, y) - u(t, x))^2 \, dx \, dy \, dt \right]^r
\]
\[
\leq c(K, M, init.value)
\]
for almost all $\tau \in (0, T)$.

### 2.4 Limit in the Galerkin Approximations

Let $\varrho_R$ and $u_R$ be the solution constructed in the previous section corresponding to a certain value $R \in \mathbb{R}$. We define a stopping time

$$
\tau_R = \inf \{ \tau \in [0, T], \| u_R(t) \|_{X_m} > R \}.
$$

The solution is determined uniquely up to $\tau_R$ (c.f. Lemma 2.2 and Corollary 2.1), i.e., let $R_1 < R_2$ and let $\varrho_{R_1}, u_{R_1}$ and $\varrho_{R_2}$ and $u_{R_2}$ be the corresponding solutions; then, $(\varrho_{R_1}, u_{R_1}) = (\varrho_{R_2}, u_{R_2})$ for $t \in (0, \tau_{R_1})$. Therefore, we may skip index $R$ in our notation. To prove that $\mathbb{P}(\sup_{R \in \mathbb{N}} \tau_R = T) = 1$, we recall that

$$
\varrho e^{-\int_0^\tau \| \nabla u \|_\infty \, dt} \leq \varrho(\tau, x).
$$

Consequently, since $\| \sqrt{\varrho} u(t) \|_{L^2} \leq c$ for some $R$-independent constant $c$ we get

$$
\mathbb{E} \left[ e^{-c \int_0^\tau \| \nabla u \|_{L^2(\mathbb{T})}^2 \, dt} \sup_{0 \leq t \leq \tau} \| u \|_{L^2(\mathbb{T})}^2 \right] \leq c.
$$

Further, we define sequences $a_R$ and $b_R$ such that $a_R \to \infty$, $b_R \to \infty$ as $R \to \infty$ and, simultaneously, $a_R e^{b_R} = R$ for every $R \in \mathbb{N}$. We introduce

\[
A = \left[ e^{-c \int_0^\tau \| \nabla u \|_{L^2(\mathbb{T})}^2 \, dt} \sup_{0 \leq t \leq \tau} \| u \|_{L^2(\mathbb{T})}^2 \leq a_R \right],
\]
\[
B = \left[ c \int_0^\tau \| \nabla u \|_{L^2(\mathbb{T})}^2 \, dt \leq b_R \right],
\]
\[
C = \left[ \sup_{0 \leq t \leq \tau} \| u \|_{L^2(\mathbb{T})}^2 \leq a_R e^{b_R} \right].
\]

Consequently, we have

$$
\mathbb{P}(A) \geq 1 - \frac{c}{a_R}, \quad \mathbb{P}(B) \geq 1 - \frac{c}{b_R}
$$

and since $A \cap B \subset C$

$$
\mathbb{P}(C) \geq \mathbb{P}(A) + \mathbb{P}(B) - 1 \geq 1 - \frac{c}{a_R} - \frac{c}{b_R} \to 1 \text{ as } R \to \infty
$$

which yields the demanded claim.
As a result, we get $u \in C(0, T, X_m)$ and $\varrho \in C^\nu(0, T, C^{2+\nu}(\mathbb{T}))$ satisfying the equation

$$
d\varrho + \text{div}(\varrho u) \, dt = \varepsilon \Delta \varrho \, dt \\
d\Pi_m(\varrho u) + \Pi_m(\text{div}(\varrho u \otimes u)) \, dt + \Pi_m(\nabla p_\delta(\varrho)) \, dt \\
= \Pi_m(\varepsilon \Delta (\varrho u)) \, dt + \Pi_m(\text{div}(Du)) \, dt - \Pi_m(\varrho(\nabla K * \varrho)) \, dt \\
+ \Pi_m(\varrho(\psi * (\varrho u) - u(\psi * \varrho))) \, dt + \Pi_m(\varrho \Pi_m(F_\varepsilon(\varrho, u))) \, dW \tag{28}
$$

Our next goal is to proceed with $m$ to infinity. Note that $\varrho$ and $u$ constructed by the previous step satisfy (27) without the second term on the right-hand side, i.e.,

$$
\frac{1}{2} \int_T \varrho |u|^2(T, \cdot) \Phi(T) \, dx - \frac{1}{2} \int_T \varrho |u|^2(0, \cdot) \Phi(0) \, dx + \frac{1}{2} \int_T S(Du) : Du \Phi \, dx \, dt \\
+ \varepsilon \int_0^T \int_T \varrho |u|^2 \Phi \, dx \, dt + \frac{1}{2} \int_T \varrho K * \varrho(\cdot) \Phi(T) \, dx - \frac{1}{2} \int_T \varrho_0 K * \varrho_0 \Phi(0) \, dx \\
+ \frac{1}{2} \int_T \int_T \varrho(t, x) \psi(x - y) \varrho(t, y) (u(t, y) - u(t, x))^2 \Phi(t) \, dx \, dy \, dt \\
+ \int_T P_\delta(\varrho)(T, \cdot) \Phi(T) \, dx - \int_T P_\delta(\varrho(0)) \Phi(0) \, dx + \varepsilon \int_0^T |\nabla \varrho|^2 P_\delta''(\varrho) \Phi \, dx \, dt \\
\leq \frac{1}{2} \int_T \int_T \varrho K * \varrho \varrho_t \Phi \, dx \, dt + \varepsilon \int_0^T \int_T (\nabla K * \varrho) \nabla \varrho \Phi \, dx \, dt \\
+ \frac{1}{2} \int_0^T \int_T \varrho u^2 \varrho_t \Phi \, dx \, dt + \int_0^T \int_T P_\delta(\varrho) \varrho_t \Phi \, dx \, dt \\
+ \int_T \int_T \varrho \Pi_m(F_\varepsilon(\varrho, u)) \Phi \, dx \, dw + \frac{1}{2} \int_0^T \int_T \varrho(\Pi_m(F_\varepsilon(\varrho, u)))^2 \Phi \, dx \, dt \tag{29}
$$

is valid for all $\Phi \in C^\infty([0, T])$, $\Phi \geq 0$. Let $(\varrho_m, u_m)$ be a solution to (28) in a space $X_m$, $m \in \mathbb{N}$. Since $(\varrho_m, u_m)$ satisfies (29), we deduce the following bound independent of $m$ (recall (4))

$$
\mathbb{E} \left[ \text{esssup}_{t \in [0, T]} \|\varrho_m\|_{L^2(T)}^2 \right] \\
+ \mathbb{E} \left[ \|\nabla u_m\|_{L^2((0, T), L^2(\mathbb{T}))}^2 \right] \\
+ \mathbb{E} \left[ \text{esssup}_{t \in [0, T]} \|\varrho_m\|_{L^2(T)}^2 \right] \leq c \tag{30}
$$

where $r > 2$ is chosen later. Note that the periodic boundary condition implies $\int_T \nabla u_m \, dx = 0$ and thus

$$
\|\nabla u_m\|_{L^2(\mathbb{T})} \leq c \|Du_m\|_{L^2(\mathbb{T})}
$$
Next, we have due to the Poincaré inequality and the mass conservation law that
\begin{align*}
\|u_m\|_{L^2(T)} &\leq \|u_m - (u_m)_T\|_{L^2(T)} + |(u_m)_T| \leq \|Du_m\|_{L^2(T)} + \frac{1}{M} \int_T \varrho_m |(u_m)_T| \, dx \\
&\leq \|Du_m\|_{L^2(T)} + \frac{1}{M} \int_T \varrho_m |u_m - (u_m)_T| \, dx + \frac{1}{M} \int_T \varrho_m |u_m| \, dx \\
&\leq c \left( \|Du_m\|_{L^2(T)} + \|\varrho_m\|_{L^r(T)} \|Du_m\|_{L^2(T)} + \|\varrho\|_{L^1(T)}^\frac{1}{2} \|u_m\|_{L^1(T)}^\frac{1}{2} \right)
\end{align*}
where $M = (\varrho_m)_T$ is constant with respect of $t$ and $m$. This yields that
\begin{equation}
E\left[\|u_m\|_{L^2((0,T),W^{1,2}(T))}^{2r}\right] \leq c.
\end{equation}

By interpolation, we deduce
\begin{align*}
\|\varrho u\|_{L^{\frac{2r}{r+1}}(T)} \leq c \|\sqrt{\varrho}\|_{L^{2r}(T)} \|\sqrt{\varrho u}\|_{L^2(T)}
\end{align*}
and thus
\begin{equation}
E\left[(\operatorname{esssup}_{t\in[0,T]} \|\varrho u(t, \cdot)\|_{L^{\frac{2r}{r+1}}(T)})^{\frac{2r}{r+1}}\right] \leq c.
\end{equation}

We have
\begin{equation}
\|\varrho u\|_{L^1((0,T),L^3(T))} \leq \|\varrho\|_{L^\infty((0,T),L^6(T))} \|u\|_{L^1((0,T),L^6(T))}.
\end{equation}

By interpolation
\begin{align*}
\|\varrho u\|_{L^{\frac{3r+3}{r+3}}((0,T)\times T)} \leq \|\varrho u\|_{L^1((0,T),L^3(T))} \|\varrho u\|_{L^\infty((0,T),L^{\frac{2r}{r+1}}(T))}^{\frac{3r+3}{r+3}} \|\varrho u\|_{L^{\frac{2r}{r+1}}((0,T)\times T)}
\end{align*}

By known results on the regularity to parabolic equations (see [16]), we deduce from the continuity equation that
\begin{equation}
E\left[\|\varrho\|_{L^{\frac{2r+3}{r+3}}((0,T),W^{1,\frac{2r+3}{r+3}}(T))}\right] \leq c
\end{equation}
and, consequently, also
\begin{equation}
E\left[\|\partial_t \varrho\|_{L^q((0,T)\times T)} + \|\varrho\|_{L^q((0,T),W^{2,q}(T))}\right] \leq c.
\end{equation}

for certain $q > 1$.

\footnote{For a function $f : T \mapsto \mathbb{R}$, we define its average as $(f)_T := \frac{1}{T} \int_T f \, dx$.}
It is also worth mentioning that (32), (31) and the regularity theory for the parabolic equations also yield

$$\mathbb{E}(\|\varrho\|_{L^1((0,T), L^\infty(\mathbb{T}))}) \leq c.$$  

Next we consider the path space

$$\mathcal{X} = \mathcal{X}_{\varrho_0} \times \mathcal{X}_{u_0} \times \mathcal{X}_{\varrho} \times \mathcal{X}_u \times \mathcal{X}_w,$$

where

$$\mathcal{X}_{\varrho_0} = \mathcal{C}(\mathbb{T}), \quad \mathcal{X}_{u_0} = L^2(\mathbb{T}), \quad \mathcal{X}_u = (L^2((0, T), W^{1.2}(\mathbb{T})), w), \quad \mathcal{X}_w = C([0, T], \mathcal{M}_0),$$

$$\mathcal{X}_{\varrho} = (L^{\frac{3}{2} + \gamma}(0, T), W^{1.2}(\mathbb{T})) \cap W^{1,q}((0, T), L^q(\mathbb{T})), \quad \mathcal{X}_w = C([0, T], W^{-k,2}(\mathbb{T})),$$

$$\mathcal{X}_u = \{\mathcal{L}(\varrho_0, u_{0,m}, \varrho_m, \Pi_m(\varrho_m u_m), u_m, W), \; m \in \mathbb{N}\}$$

is tight on $\mathcal{X}$. Indeed, $\mathcal{L}[u_m]$ is tight on $\mathcal{X}_u$ since the set

$$B_L = \{u \in L^2((0, T), W^{1.2}(\mathbb{T})), \; \|u\|_{L^2((0,T), W^{1.2}(\mathbb{T}))} \leq L\}$$

is compact in $\mathcal{X}_u$ and

$$\mathcal{L}[u_m](B_L) = \mathbb{P}(\|u_m\|_{L^2((0,T), W^{1.2}(\mathbb{T}))} \geq L) \leq \frac{1}{2} \mathbb{E}(\|u\|_{L^2((0,T), W^{1.2}(\mathbb{T}))}) \leq \frac{C}{L}$$

according to the Chebyshev’s inequality.

Further, the law $\mathcal{L}[\varrho_m]$ is tight on $\mathcal{X}_{\varrho}$. Indeed, (30) and the continuity equation yields $\mathbb{E}(\|\varrho_m\|_{C^{0,1}((0,T], W^{-2,12/7}(\mathbb{T}))}) \leq C$. Further, [28, Lemma 6.2] yields

$$L^\infty((0, T), L^6(\mathbb{T})) \cap C^{0,1}((0, T], W^{-2, \frac{2}{12/7}}(\mathbb{T})) \subset C_w([0, T], L^{\Gamma}(\mathbb{T})).$$

Thus, $B_L = \{\varrho \in C(L^{\Gamma}), \; \|\varrho\|_{C^{0,1}((0,T], W^{-2, \frac{2}{12/7}}(\mathbb{T}))} + \|\varrho\|_{L^\infty((0,T), L^{\Gamma}(\mathbb{T}))} \leq L\}$ is compact in $C_w([0, T], L^{\Gamma}(\mathbb{T}))$ and $\mathcal{L}[\varrho](B_L) \geq 1 - \frac{C}{L}$ due to Chebyshev’s inequality.

The tightness of the law $\mathcal{L}[\varrho_m]$ in $(L^{\frac{3}{2} + \gamma}(0, T), W^{1.2}(\mathbb{T}))$ following immediately from (33). Next, it is known that $L^\infty((0, T), L^{\Gamma}(\mathbb{T})) \cap W^{1,q}((0, T), L^q(\mathbb{T}))$ is compactly embedded into
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$C_w([0, T], L^\Gamma)$. This is a consequence of the Arzelà–Ascoli theorem (c.f. [28, Lemma 6.2])

Further, $\mathcal{L}[\Pi_m(\varrho_m u_m)]$ is tight in $\mathcal{X}_\varrho u$. Indeed, we have

$$
\Pi_m(\varrho_m u_m)(\tau) = Y_m(\tau) + \int_0^\tau \Pi_m(\varrho_m \Pi_m(\mathcal{F}_c(\varrho_m, u_m))) \, dW
$$

where

$$
Y_m(\tau) = \Pi_m(\varrho_m u_m)(0) + \int_0^\tau \Pi_m(\varrho \Delta(\varrho_m u_m)) \, dt + \int_0^\tau \Pi_m(\text{div}(D u_m)) \, dt
$$

We can write $Y_m(\tau) = \Pi_m(\varrho_m u_m)(0) + \int_0^\tau Z_m \, dt$ and the already deduced bounds (30) and (31) yield $\mathbb{E}(\|Z_m\|^2_{L^2((0, T), W^{-3,2}([T] ))}) \leq c$. This is enough to obtain

$$
\mathbb{E}\left[\|Y_m\|_{C^{1/2}((0, T), W^{-3,2}([T]))}\right] \leq c
$$

uniformly in $m$ assuming the initial data are chosen appropriately.

Further, we have by the Burkholder–Davis–Gundy inequality (compare with (24))

$$
\mathbb{E}\left[\|\int_0^\tau \Pi_m(\mathcal{F}_c(\varrho_m, u_m)) \, dW\|_{C^\kappa([0, T], L^2([T]))}^\tau\right] \leq c.
$$

The compact embedding

$$
C^\kappa([0, T], W^{-l,2}([T])) \overset{c}{\hookrightarrow} C([0, T], W^{-k,2}([T]))
$$

for $k > l$ then yields tightness in $C([0, T], W^{-k,2}([T]))$. The tightness in $C_w([0, T], L^{2\Gamma/(\Gamma+1)}([T]))$ then follows from the compact embedding

$$
L^\infty((0, T), L^{2\Gamma/(\Gamma+1)}([T])) \cap C^\kappa([0, T], W^{-l,2}([T])) \overset{c}{\hookrightarrow} C_w([0, T], L^{2\Gamma/(\Gamma+1)}([T]))
$$

which can be found in [28].

Tightnesses of $\mathcal{L}(\varrho_0)$, $\mathcal{L}(u_{0,m})$ and $\mathcal{L}(W)$ follows by simple standard arguments.

As a matter of fact, the Jakubowski–Skorokhod theorem yields the existence of a complete probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ with $\mathcal{X}$-valued Borel variables

$$
(\tilde{\varrho}_{0,m}, \tilde{u}_{0,m}, \tilde{\varrho}_m, \tilde{u}_m, \tilde{W}_m, \tilde{\omega}_m)
$$
and

\[ (\check{\varrho}_0, \check{u}_0, \check{\varrho}, \check{\varrho}\check{u}, \check{u}, \tilde{W}) \]

such that

1. The laws of \((\check{\varrho}_{0,m}, \check{u}_{0,m}, \check{\varrho}_m, \check{\varrho}\check{u}_m, \check{u}_m, \tilde{W}_m)\) and \((\varrho_{0,m}, u_{0,m}, \varrho_m, \varrho u_m, u_m, W_m)\) coincide on \(\mathcal{X}\).
2. The law of \((\check{\varrho}_0, \check{u}_0, \check{\varrho}, \check{\varrho}\check{u}, \check{u}, \tilde{W})\) on \(\mathcal{X}\) is a Radon measure.
3. The following convergences hold true \(\check{\varphi}\)-almost surely.

\[
\begin{align*}
\check{\varrho}_{0,m} & \to \check{\varrho}_0 \text{ in } C(\mathbb{T}) \\
\check{u}_{0,m} & \to \check{u}_0 \text{ in } L^2(\mathbb{T}) \\
\check{\varrho}_m & \to \check{\varrho} \text{ in } L^{\frac{71+3}{57+3}}((0, T), W^{1,\frac{71+3}{57+3}}(\mathbb{T})) \\
\check{\varrho}_m & \to \check{\varrho} \text{ weakly in } W^{1,q}((0, T), L^q(\mathbb{T})) \cap L^q((0, T), W^{2,q}(\mathbb{T})) \\
\check{\varrho}_m & \to \check{\varrho} \text{ in } C_w((0, T), L^\Gamma(\mathbb{T})) \\
\check{\varrho}_m u_m & \to \check{\varrho} \check{u} \text{ in } C((0, T), W^{-k,2}(\mathbb{T})) \text{ for some } k \in \mathbb{N} \\
\check{\varrho}_m u_m & \to \check{\varrho} \check{u} \text{ in } C_w((0, T), L^{\frac{71+3}{57+3}}(\mathbb{T})) \\
\check{u}_m & \to \check{u} \text{ weakly in } L^2((0, T), W^{1,2}(\mathbb{T})) \\
\tilde{W}_m & \to \tilde{W} \text{ in } C([0, T], \mathcal{F}_0). 
\end{align*}
\]

(34)

It should be noted that an element \(\check{u}\) obtained as a limit above is to be interpreted as a random variable with the values in \(L^2((0, T), W^{1,2}(\mathbb{T}))\). It is no longer a classical stochastic process since the values \(\check{u}(t, \cdot)\) are not always defined. It becomes useful to introduce a concept of random variables—a generalization of the stochastic processes suitable for this context. A formal definition and properties can be found in [3, Section 2.2]. For us, it will be important that under certain hypothesis, for a random distribution there exists a progressively measurable stochastic process in the same equivalence class.

By the same arguments as in Sect. 2.2 above it can be shown that \(\tilde{W}\) is a cylindrical Wiener with respect to

\[
\check{\varphi}_t := \sigma \left( \sigma_t[\check{\varrho}] \cup \sigma_t[\check{\varrho}\check{u}] \cup \bigcup_{k=1}^{\infty} \sigma_t[\check{W}_k] \right), \quad t \in [0, T)
\]

and the corresponding stochastic integral can be well-defined.

As \(\check{\varphi}_m \check{u}_m \to \check{\varphi} \check{u}\) weakly in \(L^1((0, T), L^1(\mathbb{T}))\) \(\check{\varphi}\)-a.s., the equality of joint laws

\[
(\varrho_m, u_m, \Pi_m(\varrho_m u_m)) \text{ and } (\check{\varrho}_m, \check{u}_m, \check{\varrho}_m \check{u}_m)
\]

allows to deduce

\[
\check{\varrho}_m \check{u}_m = \Pi_m(\check{\varrho}_m \check{u}_m) \text{ and } \check{\varphi} \check{u} = \check{\varphi} \check{u}. \quad (35)
\]
It remains to perform limits in the corresponding equations (i.e., (28)). First, let us mention that all the ‘convolution’ terms converge to its counterparts uniformly, i.e.,

\[ \nabla K * \tilde{\varphi}_m \Rightarrow \nabla K * \tilde{\varphi} \]
\[ \psi * \tilde{\varphi}_m \Rightarrow \psi * \tilde{\varphi}. \]

\( \tilde{\mathbb{P}} \)-almost surely. Indeed, let prove (for instance) the second convergence. First, since \( \tilde{\varphi}_m \to \tilde{\varphi} \) strongly in \( C_w((0, T), L^\Gamma(\mathbb{T})) \), we deduce that \( \psi * \tilde{\varphi}_m \to \psi * \tilde{\varphi} \) pointwisely. Further, since \( \psi \in C^1(\mathbb{T}) \) and \( \partial_t \tilde{\varphi}_m \in L^q((0, T), L^q(\mathbb{T})) \), we deduce a bound on \( \nabla_t(\psi * \tilde{\varphi}_m) \). As \( \mathbb{T} \) is compact, we use the Arzelà–Ascoli theorem to deduce the demanded convergence.

Next, directly from (34) and (35) we deduce that \( \tilde{\varphi}, \tilde{u} \) satisfies

\[ \partial_t \tilde{\varphi} + \text{div}(\tilde{\varphi} \tilde{u}) = \epsilon \Delta \tilde{\varphi} \]

in the sense of distribution \( \tilde{\mathbb{P}} \)-almost surely (since, by [4, Theorem 2.9.1], it is satisfied for \( \tilde{\varphi}_m, \tilde{u}_m \)).

Next, it holds that

\[ \tilde{\varphi}_m \tilde{u}_m \to \tilde{\varphi} \tilde{u} \text{ weakly in } L^1((0, T), L^1(\mathbb{T})). \tag{36} \]

Indeed, since \( L^{2r_\Gamma}(\mathbb{T}) \) is compactly embedded into \( W^{-1,2}(\mathbb{T}) \), we get

\[ \Pi_m(\tilde{\varphi}_m \tilde{u}_m) \to \tilde{\varphi} \tilde{u} \text{ in } L^2((0, T), W^{-1,2}(\mathbb{T})). \tag{37} \]

\( \tilde{\mathbb{P}} \)-almost surely. Further, bounds (30), (33) allow to deduce

\[ \mathbb{E}\left( \| \tilde{u}_m \|_{L^2((0, T), W^{1,2}(\mathbb{T}))} \right) \leq c \]

similarly to (31). Therefore, we deduce the weak convergence \( \tilde{u}_m \to \tilde{u} \) in \( L^2((0, T), W^{1,2}(\mathbb{T})) \) \( \tilde{\mathbb{P}} \)-almost surely. This combined with (37) implies (36).

Next, we claim that

\[ \Pi_m[F_{k,\epsilon}(\tilde{\varphi}_m, \tilde{u}_m)] \to F_{k,\epsilon}(\tilde{\varphi}, \tilde{u}) \text{ in } L^p(\tilde{\Omega} \times (0, T) \times \mathbb{T}) \tag{38} \]

for any \( p \in (1, \infty) \). Indeed,

\[ \sqrt{\tilde{\varphi}_m} \tilde{u}_m \to \sqrt{\tilde{\varphi}} \tilde{u} \]

in \( L^2((0, T) \times \mathbb{T}) \) \( \tilde{\mathbb{P}} \)-almost surely yielding \( \sqrt{\tilde{\varphi}_m} \tilde{u}_m \to \sqrt{\tilde{\varphi}} \tilde{u} \) almost everywhere in \( \tilde{\Omega} \times (0, T) \times \mathbb{T} \). Next, convergence (34) yields \( \tilde{\varphi}_m \to \tilde{\varphi} \) almost everywhere in \( \tilde{\Omega} \times (0, T) \times \mathbb{T} \). Next, the mapping

\[ (\varphi, \sqrt{\tilde{\varphi}}u) \mapsto F_{k,\epsilon}\left(\varphi, \frac{\sqrt{\tilde{\varphi}}u}{\sqrt{\tilde{\varphi}}}\right) \]

\( \tilde{\mathbb{P}} \) Springer
is continuous and therefore
\[ F_{k,\varepsilon}(\tilde{q}_m, \tilde{u}_m) \to F_{k,\varepsilon}(\tilde{q}, \tilde{u}) \]
almost everywhere. Bound (13) together with the Vitali convergence theorem then yields (38).

Next, the mass conservation law (17) implies that \( \tilde{\rho}_m \in L^\infty(\tilde{\Omega}, L^1((0, T) \times \mathbb{T})) \) and since \( \tilde{\rho}_m \in L^r(\tilde{\Omega}, L^\infty((0, T), L^r(\mathbb{T}))) \) due to (30), we have (once again by the Vitali convergence theorem) that
\[ \tilde{\rho}_m \to \tilde{\rho} \text{ strongly in } L^q(\tilde{\Omega} \times (0, T) \times \mathbb{T}) \]
for some \( q > 2 \). This together with (38) yields
\[ \tilde{\rho}_m \Pi_m(F_{k,\varepsilon}(\tilde{q}_m, \tilde{u}_m)) \to \tilde{\rho} F_{k,\varepsilon}(\tilde{q}, \tilde{u}) \text{ strongly in } L^2(\tilde{\Omega} \times (0, T) \times \mathbb{T}). \]

To pass to a limit in the stochastic integral, we proceed similarly as in the previous section. At first, we strengthen (39) to obtain an appropriate convergence result for the stochastic process \( \tilde{\rho}_m \Pi_m[F_{k,\varepsilon}(\tilde{q}_m, \tilde{u}_m)] \), and afterward, we apply Lemma 1.2.

From the properties of \( \Pi_m \), inequalities (13), (30), we get
\[
\mathbb{E} \int_0^T \left\| \int_T \tilde{\rho}_m \Pi_m[F_{k,\varepsilon}(\tilde{q}_m, \tilde{u}_m)] \, dx \right\|^2_{L^2(U, \mathbb{R})} \, dt = \mathbb{E} \int_0^T \sum_{k=1}^\infty \left( \int_T \tilde{\rho}_m \Pi_m[F_{k,\varepsilon}(\tilde{q}_m, \tilde{u}_m)] \, dx \right)^2 \, dt \
\leq c \sum_{k=1}^\infty f_{k,\varepsilon}^2 \mathbb{E} \int_0^T \left( \int_T \tilde{\rho}_m^q \, dx \right)^2 \, dt \leq c.
\]
which leads to
\[ \tilde{\rho}_m \Pi_m[F_{k,\varepsilon}(\tilde{q}_m, \tilde{u}_m)] \to \tilde{\rho} F_{k,\varepsilon}(\tilde{q}, \tilde{u}) \text{ in } L^r(\tilde{\Omega}, L^2((0, T), L^2(\mathbb{T}))) \]
for some \( r > 2 \). It follows that
\[ \tilde{\rho}_m \Pi_m[\mathbb{F}_\varepsilon(\tilde{q}_m, \tilde{u}_m)] \to \tilde{\rho} \mathbb{F}_\varepsilon(\tilde{q}, \tilde{u}) \text{ in } L^2((0, T), L^2(U, \mathbb{R})) \] \( \mathbb{P}\)-a.s.

which together with the convergence of \( \tilde{W}_m \) in (34) and application of Lemma 1.2 gives a desired result.
As a consequence of the previous ideas (and again, employing the validity of the subsequent equality for \( \tilde{\varrho}_m, \tilde{\mathbf{u}}_m, \tilde{W}_m \) following from [4, Theorem 2.9.1]), we get

\[
\int_0^T \int_T \tilde{\varrho} \tilde{\mathbf{u}} \cdot \partial_t \varphi \, dx \, dt + \int_T \varphi_0 \varphi(0, \cdot) \, dx - \int_T \varphi(T, \cdot) \tilde{\mathbf{u}}(T, \cdot) \varphi(T, \cdot) \, dx
+ \int_0^T \int_T \varphi \tilde{\mathbf{u}} : \nabla \varphi + p_\delta(\varphi) \, dx \, dt - \int_0^T \int_T S(D\tilde{\mathbf{u}}) : D\varphi \, dx \, dt
= -\varepsilon \int_0^T \int_T \nabla(\varphi \tilde{\mathbf{u}}) \nabla \varphi \, dx \, dt + \int_0^T \int_T \varphi \nabla K * \tilde{\varrho} \varphi \, dx \, dt
- \int_0^T \int_T \varphi(t, x) \varphi(x) \int_T \varphi(t, y) \varphi(x - y)(\tilde{\mathbf{u}}(t, y) - \tilde{\mathbf{u}}(t, x)) \, dx \, dy \, dt
+ \sum_{k=1}^{\infty} \int_0^T \int_T G_k(\varphi, \tilde{\mathbf{u}}) \cdot \varphi \, dx \, d\tilde{W}_k
\] (40)

\( \tilde{\mathbb{P}} \)-almost surely for every test function \( \varphi \in C^\infty_c([0, T] \times \mathbb{T}) \).

Finally, we need to consider the limit in the energy balance. First we claim that

\[
\int_0^T \int_T \varrho_m \Pi_m [\varphi_\varepsilon(\varrho_m, \mathbf{u}_m)] \mathbf{u}_m \, dx \, d\tilde{W}_m \rightarrow \int_0^T \int_T \tilde{\varrho} \varphi_\varepsilon(\varphi, \tilde{\mathbf{u}}) \tilde{\mathbf{u}} \, dx \, d\tilde{W}
\] (41)

in \( L^2(0, T) \) in probability.

This can be deduced as in the previous subsection. Taking into account [4, Theorem 2.9.1], (41) and the lower-semi-continuity of convex functionals, we obtain that the limits \( \tilde{\varrho}, \tilde{\mathbf{u}} \) satisfy (29) without any projections \( \Pi_m \).

### 3 Vanishing of Auxiliary Terms

We work with a dissipative martingale solution to

\[
d\varrho + \text{div}(\varrho \mathbf{u}) \, dt = \varepsilon \Delta \varrho \, dt
\]

\[
d(\varrho \mathbf{u}) + \text{div}(\varrho \mathbf{u} \otimes \mathbf{u}) \, dt + \nabla p_\delta(\varrho) \, dt = \varepsilon \Delta (\varrho \mathbf{u}) \, dt + \text{div} S(D\mathbf{u}) \, dt
- \varrho(\nabla K \ast \varrho) \, dt + \varrho(\psi \ast (\varrho \mathbf{u}) - \mathbf{u}(\psi \ast \varrho)) \, dt
+ \varrho(G_\varepsilon(\varrho, \mathbf{u})) \, dW
\] (42)

and the goal of this section is to go with \( \varepsilon \) and \( \delta \) to 0.

#### 3.1 Limit \( \varepsilon \to 0 \)

Throughout this subsection, we consider \( \delta > 0 \) to be fixed.
We assume that there is a probability \( \Lambda \) on \( L^1(\mathbb{T}) \times L^1(\mathbb{T}, \mathbb{R}^3) \) such that

\[
\Lambda \{ \varrho > 0 \} = 1, \quad \Lambda \left\{ \varrho \leq \int_\mathbb{T} \varrho \, dx \leq \varrho \right\} = 1
\]

for some deterministic constants \( 0 < \varrho \leq \varrho < \infty \), and

\[
\int_{L^1(\mathbb{T}) \times L^1(\mathbb{T}, \mathbb{R}^3)} \left( \int_\mathbb{T} \frac{1}{\varrho} |q|^2 \, d\varrho + P_\delta(\varrho) \right)^r d\Lambda \leq c < \infty
\]

for some \( r \geq 4 \).

Next, let \( \varrho_0, q_0 \) be an initial condition whose law is \( \Lambda(\varrho_0, q_0) \). We define \( \varrho_{0,\varepsilon}, \varepsilon \in C^{2+\gamma}(\mathbb{T}) \) such that \( 0 < \varepsilon \leq \varrho_{0,\varepsilon} \leq \frac{1}{r}, \frac{\varrho}{2} \leq \int_\mathbb{T} \varrho_{0,\varepsilon} \, dx \leq 2\varrho \) and

\[
\varrho_{0,\varepsilon} \rightarrow \varrho_0 \text{ in } L^p(\Omega, L^\Gamma(\mathbb{T})), \quad p \in [1, r\Gamma].
\]

Further, we define \( q_{0,\varepsilon} \) such that

\[
\frac{|q_{0,\varepsilon}|^2}{\varrho_{0,\varepsilon}} \in L^p(\Omega, L^1(\mathbb{T})), \quad p \in [1, r]
\]

and

\[
\frac{q_{0,\varepsilon}}{\sqrt{\varrho_{0,\varepsilon}}} \rightarrow \frac{q_0}{\sqrt{\varrho_0}} \text{ in } L^p(\Omega, L^2(\mathbb{T})), \quad p \in [1, 2r].
\]

We denote by \( \varrho_\varepsilon \) and \( u_\varepsilon \) a solution to (42) associated with some coefficient \( \varepsilon > 0 \). Without loss of generality, we can assume that all the solutions are defined on the standard probability space \( ([0, 1], \mathcal{B}([0, 1]), \mathbb{P}) \). (It is a consequence of the Jakubowski–Skorokhod theorem.) Moreover, we can assume there exists the common Wiener process \( W \) for all \( \varepsilon \) (because we can carry out the compactness argument from the previous section for any subsequence \( \{\varepsilon_k\}_{k \in \mathbb{N}} \) at once).

Note that a solution to (42) is constructed in the previous section and we may assume that \( \varrho_\varepsilon \) and \( u_\varepsilon \) satisfy (29).

Similarly as before we deduce (also with the help of the mass conservation law)

\[
\forall \tau \in [0, T], \quad \int_\mathbb{T} \varrho(\tau, x) \, dx = \int_\mathbb{T} \varrho_0(x) \, dx
\]

\[
\begin{align*}
\mathbb{E} \left[ \sup_{t \in [0, T]} \| \varrho \|_{L^\gamma(\mathbb{T})}^r \right] + \mathbb{E} \left[ \| \nabla \varrho \|_{L^2((0, T), L^2(\Omega))}^{2r} \right] & \leq c \\
\mathbb{E} \left[ \sup_{t \in [0, T]} \| \varrho |u|^2 \|_{L^1(\mathbb{T})}^r \right] + \mathbb{E} \left[ \sup_{t \in [0, T]} \| \varrho u \|_{L^{2\Gamma/(\Gamma+1)}(\mathbb{T})}^{2\Gamma/(\Gamma+1)} \right] & \leq c \\
\mathbb{E} \left[ \| \nabla u \|_{L^2((0, T), L^2(\mathbb{T}))}^{2r} \right] & \leq c
\end{align*}
\]

where \( c \) depends on the initial data.

Next, we have
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Lemma 3.1 There is a constant $c$ such that

$$
\mathbb{E} \left[ \left| \int_0^T \int_{\mathbb{T}} p(\varrho) \varrho + \delta \varrho^{r+1} \, dx \, dt \right| \right] \leq c.
$$

**Proof** We take a test function $\varphi = \nabla \Delta^{-1} (\varrho - (\varrho)_T)$ in (40) (see also [4, Theorem A.4.1]). We get

$$
\int_0^T \int_{\mathbb{T}} p_\delta(\varrho) \varrho \, dx \, dt = \int_0^T \int_{\mathbb{T}} \varrho \Delta^{-1} \text{div}(\varrho \mathbf{u}) \, dx \, dt - \int_0^T \int_{\mathbb{T}} \varrho \mathbf{u}_0 \nabla \Delta^{-1} (\varrho_0 - (\varrho)_T) \, dx
$$

$$
+ \int_0^T \int_{\mathbb{T}} \varrho(T, \cdot) \mathbf{u}(T, \cdot) \nabla \Delta^{-1} (\varrho(T, \cdot) - (\varrho(T, \cdot))_T) \, dx
$$

$$
- \int_0^T \int_{\mathbb{T}} \varrho \mathbf{u} \otimes \mathbf{u} : \nabla^2 \Delta^{-1} (\varrho - (\varrho)_T) \, dx \, dt
$$

$$
+ \int_0^T \int_{\mathbb{T}} p_\delta(\varrho)(\varrho)_T \, dx \, dt + \int_0^T \int_{\mathbb{T}} S(D\mathbf{u}) : D(\nabla \Delta^{-1} (\varrho - (\varrho)_T)) \, dx \, dt
$$

$$
- \varepsilon \int_0^T \int_{\mathbb{T}} \nabla(\varrho \mathbf{u}) \nabla \Delta^{-1} (\varrho - (\varrho)_T) \, dx \, dt
$$

$$
+ \int_0^T \int_{\mathbb{T}} \varrho(\nabla K \ast \varrho) \nabla \Delta^{-1} (\varrho - (\varrho)_T) \, dx \, dt
$$

$$
- \int_0^T \int_{\mathbb{T}} \varrho \nabla \Delta^{-1} (\varrho - (\varrho)_T)(\psi \ast (\varrho \mathbf{u}) - \mathbf{u}(\psi \ast \varrho)) \, dx \, dt
$$

$$
+ \sum_{k=1}^{\infty} \int_0^T \int_{\mathbb{T}} \mathbb{G}_{k, \varepsilon}(\varrho, \varrho \mathbf{u}) \cdot \nabla \Delta^{-1} (\varrho - (\varrho)_T) \, dx \, dW_k =: \sum_{i=1}^{10} \mathcal{I}_i.
$$

Clearly, the boundedness of the right-hand side yields the demanded claim. Note also that $\Delta^{-1} : W^{k, p} (\mathbb{T}) \mapsto W^{k+2, p} (\mathbb{T})$ is a bounded linear operator for $k \in \{-1, 0, 1, \ldots\}$ and $p \in (1, \infty)$. In what follows, we use the energetic estimates as well as the fact that they imply (with the help of [19, Lemma 3.2]) that

$$
\mathbb{E} \left[ \| \mathbf{u} \|_{L^2((0, T), L^6(\mathbb{T}))}^{2r} \right] \leq c.
$$

Further, we will focus on terms $\mathcal{I}_8$ and $\mathcal{I}_9$ only as the estimates of all other terms are already known—here we refer to [4, Chapter 3]. We have

$$
|\mathcal{I}_8| \leq c(K, M) \int_0^T \int_{\mathbb{T}} \varrho \nabla \Delta^{-1} (\varrho - (\varrho)_T) \, dx \, dt \leq c(K, M) \| \varrho \|_{L^\infty((0, T), L^2(\mathbb{T}))}^{2r}.
$$
Next,
\[
|\mathcal{I}_9| \leq c(\psi) \|\varphi u\|_{L^\infty([0,T],L^1(T))} \|\varphi\|_{L^2((0,T)\times T)}^2 \\
+c(\psi, M) \|\varphi\|_{L^4((0,T)\times T)}^4 \|u\|_{L^2((0,T)\times T)}^2
\]
and thus \(\mathcal{I}_8\) and \(\mathcal{I}_9\) can be controlled by estimates in (47).

We introduce a Young measure \(\nu_{\varepsilon}: \mathbb{R} \times \mathbb{T} \rightarrow \mathbb{P}(\mathbb{R} \times \mathbb{R}^3 \times \mathbb{R}^3)\) as
\[
\nu_{\varepsilon}, t, x = \delta_{\varphi_{\varepsilon}(t,x), u_{\varepsilon}(t,x), \nabla u_{\varepsilon}}.
\]

Next,
\[
X := X_{\varphi_0} \times X_{q_0} \times X_{q_0/\sqrt{\varphi_0}} \times X_\varphi \times X_u \times X_w \times X_E \times X_v.
\]
where
\[
X_{\varphi_0} = L^\Gamma(\mathbb{T}) \\
X_{q_0} = L^1(\mathbb{T}) \\
X_{q_0/\sqrt{\varphi_0}} = L^2(\mathbb{T}) \\
X_\varphi = L^{\Gamma+1} \cap C_w([0,T], L^\Gamma(\mathbb{T})) \\
X_u = C_w([0,T], L^{2\Gamma/(\Gamma+1)}(\mathbb{T})) \cap C([0,T], W^{-k,2}(\mathbb{T})), k > \frac{5}{2} \\
X_w = C([0,T], \Omega) \\
X_E = L^\infty([0,T], \mathcal{M}_b(\mathbb{T}), \omega^*) \\
X_v = L^\infty((0,T) \times \mathbb{T}, \omega^*)
\]

Let \(E_\delta(\varphi_{\varepsilon}, u_{\varepsilon})\) be defined as
\[
E_\delta(\varphi_{\varepsilon}, u_{\varepsilon}) = \frac{1}{2} \varphi_{\varepsilon} |u_{\varepsilon}|^2 + P_\delta(\varphi_{\varepsilon}) + \frac{1}{2} \varphi_{\varepsilon} K * \varphi_{\varepsilon}.
\]

We are going to prove that
\[
\left\{ \mathcal{L} \left[ \varphi_{0,\varepsilon}, q_{0,\varepsilon}, \frac{q_{0,\varepsilon}}{\sqrt{\varphi_{0,\varepsilon}}}, \varphi_{\varepsilon}, q_{\varepsilon} u_{\varepsilon}, u_{\varepsilon}, w, E_\delta(\varphi_{\varepsilon}, u_{\varepsilon}), \nu_{\varepsilon} \right], \varepsilon \in (0,1) \right\}
\]
is tight on \(X\). This is going to be done in several steps.

First, the tightness of laws of \(\varphi_{0,\varepsilon}, q_{0,\varepsilon}\) and \(\frac{q_{0,\varepsilon}}{\sqrt{\varphi_{0,\varepsilon}}}\) follows directly from the definition of initial conditions (see (45) and (46)). The tightness of \(W\) is also clear.

The tightness of \(\mathcal{L}[u_{\varepsilon}]\) in \(X_u\) can be obtained similarly as in the previous chapter—see (25). The same true is also for the tightness of \(\mathcal{L}[\varphi u_{\varepsilon}]\) in \(X_{\varphi u}\) and \(\mathcal{L}[\varphi_{\varepsilon}]\) in \(X_\varphi\).
Next, $\mathcal{L}[E_\delta(q_\varepsilon, u_\varepsilon)]$ is tight in $\mathcal{X}_E$. This follows directly from the definition of $E_\delta$ and (47).

In order to prove that $\{\mathcal{L}[v_\varepsilon], \varepsilon \in (0, 1)\}$ is tight on $\mathcal{X}_\nu$ we use [4, Corollary 2.8.6]. We define

$$B_R := \left\{ v \in L^\infty_w((0, T) \times \mathbb{T}, \mathbb{P}(\mathbb{R}^{13})), \int_0^T \int_{\mathbb{T}} \int_{\mathbb{R}^{13}} \left( |\xi_1|^{\Gamma+1} + \sum_{i=1}^{13} |\xi_i|^2 \right) dv_{t,x}(\xi) dx dt \leq R \right\}.$$ 

this set is relatively compact in $(L^\infty_w((0, T) \times \mathbb{T}, \mathbb{P}(\mathbb{R}^{13})), w^*)$. Further, we deduce that

$$\mathcal{L}[v_\varepsilon](B_R^c) = \mathbb{P} \left( \int_0^T \int_{\mathbb{T}} \int_{\mathbb{R}^{13}} \left( |\xi_1|^{\Gamma+1} + \sum_{i=1}^{13} |\xi_i|^2 \right) dv_{t,x}(\xi) dx dt > R \right)$$

$$= \mathbb{P} \left( \int_0^T \int_{\mathbb{T}} |q_\varepsilon|^{\Gamma+1} + |u_\varepsilon|^2 + |\nabla u_\varepsilon|^2 dx dt > R \right) \leq \frac{C}{R},$$

which yields the desired tightness.

Therefore, we use the Jakubowski–Skorokhod theorem in order to deduce the existence of

$$\left( \check{v}_0, \check{q}_0, \frac{\check{q}_0}{\sqrt{\check{q}_0}}, \check{\varrho}_{\varepsilon}, \check{\varrho}_{\varepsilon} u_\varepsilon, \check{u}_\varepsilon, \check{W}_\varepsilon, \check{E}_\delta(q_\varepsilon, u_\varepsilon), \check{v}_\varepsilon \right)$$

and

$$\left( \check{v}_0, \check{q}_0, \frac{\check{q}_0}{\sqrt{\check{q}_0}}, \check{\varrho}, \check{\varrho} u, \check{\varrho} W, \check{E}_\delta(q, u), \check{v} \right)$$

such that

- The laws of

$$\left( \check{v}_0, \check{q}_0, \frac{\check{q}_0}{\sqrt{\check{q}_0}}, \check{\varrho}_{\varepsilon}, \check{\varrho}_{\varepsilon} u_\varepsilon, \check{u}_\varepsilon, \check{W}_\varepsilon, \check{E}_\delta(q_\varepsilon, u_\varepsilon), \check{v}_\varepsilon \right)$$

and

$$\left( \varrho_0, \varrho_0, \frac{\varrho_0}{\sqrt{\varrho_0}}, \varrho_{\varepsilon}, \varrho_{\varepsilon} u_\varepsilon, \varrho_\varepsilon, W_\varepsilon, \varrho_{\varepsilon} E_\delta(q_\varepsilon, u_\varepsilon), \varrho_\varepsilon \right)$$

coincide on $\mathcal{X}$.

- The law of $\left( \check{v}_0, \check{q}_0, \frac{\check{q}_0}{\sqrt{\check{q}_0}}, \check{\varrho}, \check{\varrho} u, \check{\varrho} W, \check{E}_\delta(q, u), \check{v} \right)$ on $\mathcal{X}$ is a Radon measure.
The sequence
\[
\left( \tilde{\varrho}_{0,e}, \tilde{q}_{0,e}, \frac{\tilde{q}_{0,e}}{\sqrt{\varrho_{0,e}}}, \tilde{\varrho}_{0,e}, \tilde{q}_{0,e} \tilde{u}_{e}, \tilde{\varrho}_{0,e}, \tilde{W}_{e}, \tilde{E}_{\delta}(\varrho_{e}, \tilde{u}_{e}), \tilde{v}_{e} \right)
\]
converges to
\[
\left( \tilde{\varrho}_{0}, \tilde{q}_{0}, \frac{\tilde{q}_{0}}{\sqrt{\varrho_{0}}}, \tilde{\varrho}_{0}, \tilde{q}_{0} \tilde{u}, \tilde{\varrho}_{0}, \tilde{W}, \tilde{E}_{\delta}(\varrho, \tilde{u}), \tilde{v} \right)
\]
in \( \mathcal{X} \) almost surely.

We obtained that the random distribution \([\tilde{\varrho}, \tilde{u}, \tilde{W}]\) satisfies
\[
d\tilde{\varrho} + \text{div} \tilde{\varrho} \tilde{u} dt = 0
\]
in the sense of distributions. Since \( \tilde{\varrho}_{e} \to \tilde{\varrho} \) in \( C_w([0, T], L^\Gamma(\mathbb{T})) \) topology, we deduce that
\[
\nabla K \ast \tilde{\varrho}_{e} \Rightarrow \nabla K \ast \tilde{\varrho}
\]
\( \mathbb{P} \) almost surely. By the same token, we also get
\[
\psi \ast \tilde{\varrho}_{e} \Rightarrow \psi \ast \tilde{\varrho}
\]
\[
\psi \ast (\tilde{\varrho}_{e} \tilde{u}_{e}) \Rightarrow \psi \ast \tilde{\varrho} \tilde{u}
\]

Therefore
\[
\int_{0}^{T} \int_{\mathbb{T}} \tilde{\varrho} \partial_t \varphi \, dx dt + \int_{\mathbb{T}} \tilde{\varrho}_{0} \tilde{u}_{0} \varphi(0, \cdot) \, dx - \int_{\mathbb{T}} \tilde{\varrho}(T, \cdot) \tilde{u}(T, \cdot) \varphi(T, \cdot) \, dx
\]
\[
+ \int_{0}^{T} \int_{\mathbb{T}} \tilde{\varrho} \tilde{u} \otimes \tilde{u} : \nabla \varphi + \rho_{\delta}(\tilde{\varrho}) \text{div} \varphi \, dx dt - \int_{0}^{T} \int_{\mathbb{T}} S(\tilde{D}\tilde{u}) : \tilde{D} \varphi \, dx dt
\]
\[
= \int_{0}^{T} \int_{\mathbb{T}} \tilde{\varrho} \nabla K \ast \tilde{\varrho} \varphi \, dx dt
\]
\[
- \int_{0}^{T} \int_{\mathbb{T}} \tilde{\varrho} \varphi(\psi \ast (\tilde{\varrho} \tilde{u}) - \tilde{u}(\psi \ast \tilde{\varrho})) \, dx dt
\]
\[
+ \sum_{k=1}^{\infty} \int_{0}^{T} \int_{\mathbb{T}} G_{k}(\tilde{\varrho}, \tilde{\varrho} \tilde{u}) \cdot \varphi \, dx dW. \tag{48}
\]

This follows as soon as we prove that
\[
\tilde{\varrho}_{e} F_{k,e}(\tilde{\varrho}_{e}, \tilde{u}_{e}) \to \tilde{\varrho} F_{k}(\tilde{\varrho}, \tilde{u}) = G_{k}(\tilde{\varrho}, \tilde{\varrho} \tilde{u}) \tag{49}
\]

\(^{2}\) Here we adopt the following notation. For a general function \( f(\varrho_{e}, \tilde{u}_{e}) \), we use \( f(\varrho, \tilde{u}) \) to denote its weak limit (which is generally not equal to \( f(\varrho, \tilde{u}) \)).
in $L^2((0, T), W^{-1,2}(\mathbb{T}))$. First, we have

$$\int_T \tilde{\varrho}_\varepsilon |F_{k, \varepsilon}(\tilde{\varrho}_\varepsilon, \tilde{u}_\varepsilon)| \, dx \leq \int_{\tilde{\varrho}_\varepsilon < \varepsilon} \tilde{\varrho}_\varepsilon |F_k(\tilde{\varrho}_\varepsilon, \tilde{u}_\varepsilon)| \, dx + \int_{|\tilde{u}_\varepsilon| > \frac{1}{\varepsilon}} \tilde{\varrho}_\varepsilon |F_k(\tilde{\varrho}_\varepsilon, \tilde{u}_\varepsilon)| \, dx$$

Next,

$$\int_T \tilde{\varrho}_\varepsilon (F_k(\tilde{\varrho}_\varepsilon, \tilde{u}_\varepsilon) - F_k(\tilde{\varrho}, \tilde{u})) \varphi \, dx \leq cf_k \|\varphi\|_{L^\infty(\mathbb{T})} \|\sqrt{\tilde{\varrho}_\varepsilon}\|_{L^2(\mathbb{T})} \|\tilde{\varrho}_\varepsilon - \tilde{\varrho}\|_{L^1(\mathbb{T})}^2$$

and the right-hand side tends to zero due to the convergencies obtained by the use of the Jakubowski–Skorokhod theorem. To show that

$$\tilde{\varrho}_\varepsilon F_k(\tilde{\varrho}_\varepsilon, \tilde{u}_\varepsilon) \to \tilde{\varrho} F_k(\tilde{\varrho}, \tilde{u})$$

we use the renormalized equation of continuity

$$\partial_t b(\tilde{\varrho}_\varepsilon) + \text{div}(b(\tilde{\varrho}_\varepsilon)\tilde{u}_\varepsilon) + (b'(\tilde{\varrho}_\varepsilon)\tilde{\varrho}_\varepsilon - b(\tilde{\varrho}_\varepsilon)) \text{div} \tilde{u}_\varepsilon = \varepsilon \text{div}(b'(\tilde{\varrho}_\varepsilon)\nabla \tilde{\varrho}_\varepsilon) - \varepsilon b''(\tilde{\varrho}_\varepsilon) |\nabla \tilde{\varrho}_\varepsilon|^2$$

to obtain a bound on $\partial_t b(\tilde{\varrho}_\varepsilon)$ and, therefore, also

$$b(\tilde{\varrho}_\varepsilon) \to \overline{b}(\tilde{\varrho}) \text{ in } C([0, T], L^2(\mathbb{T}), u).$$

Thus, for any $b$ and $B$ which are globally Lipschitz, we obtain

$$b(\tilde{\varrho}_\varepsilon)B(\tilde{u}_\varepsilon) \to \overline{b(\tilde{\varrho})} \overline{B(\tilde{u})} \text{ in } L^2((0, T), W^{-1,2}(\mathbb{T})).$$

Now it is enough to approximate $\varrho F_k(\varrho, u)$ by finite sums $\sum_i b_i(\varrho)B_i(u)$ and (49) follows.

It remains to prove that $\overline{p_{\delta}(\tilde{\varrho})} = p_{\delta}(\tilde{\varrho})$ and $\tilde{\varrho} G(\tilde{\varrho}, \tilde{u}) = \tilde{\varrho} G(\tilde{\varrho}, \tilde{u})$. In order to do so, we use the method of effective viscous flux to prove that

$$\int_T \left( \tilde{\varrho} \log(\tilde{\varrho})(t, \cdot) - \tilde{\varrho} \log(\tilde{\varrho})(t, \cdot) \right) \, dx \leq 0 \quad (50)$$

holds for all $t \in [0, T]$. Since the mapping $\tilde{\varrho} \mapsto \tilde{\varrho} \log(\tilde{\varrho})$ is convex, we obtain

$$\tilde{\varrho}_\varepsilon \to \tilde{\varrho} \text{ in } L^1((0, T), L^1(\mathbb{T})).$$
This is sufficient to get

\[ p_\delta(\tilde{\rho}) = p_\delta(\tilde{\rho}) \quad \text{and} \quad \tilde{\rho} G(\tilde{\rho}, \tilde{u}) = \tilde{\rho} G(\tilde{\rho}, \tilde{u}). \]

Let focus on (50). First of all, we use \( \nabla \Delta^{-1}(\tilde{\rho} - (\tilde{\rho})_T) \) as a test function in (48) and we use \( \nabla \Delta^{-1}(\tilde{\rho}_e - (\tilde{\rho}_e)_T) \) as a test function in (40). We get

\[
\int_0^T \int_T p_\delta(\tilde{\rho}) \tilde{\rho} - (\lambda + 2\mu) \text{div} \tilde{u} \tilde{d} \rho dt \left[ T \right] \\
= \int_0^T \int_T p_\delta(\tilde{\rho}) \tilde{\rho} d\rho dt \\
- \int_0^T \int_T (\lambda + 2\mu) \text{div} \tilde{u}(\tilde{\rho})_T d\rho dt + \int_0^T \int_T \tilde{\rho} \nabla K \ast \tilde{\rho} \nabla \Delta^{-1}(\tilde{\rho} - (\tilde{\rho})_T) d\rho dt \\
- \int_0^T \int_T \tilde{\rho} \nabla \Delta^{-1}(\tilde{\rho} - (\tilde{\rho})_T) (\psi * (\tilde{\rho} \tilde{u}) - \tilde{u}(\tilde{\rho} * \tilde{u})) d\rho dt \\
+ \int_T \tilde{\rho}(T, \cdot) \tilde{u}(T, \cdot) \nabla \Delta^{-1}(\tilde{\rho} - (\tilde{\rho})_T) d\rho \\
- \int_T \tilde{\rho}_0 \tilde{u}_0 \nabla \Delta^{-1}(\tilde{\rho}_0 - (\tilde{\rho}_0)_T) d\rho \\
+ \sum_{k=1}^\infty \int_0^T \int_T G_k(\tilde{\rho}, \tilde{u} \tilde{u}) \nabla \Delta^{-1}(\tilde{\rho} - (\tilde{\rho})_T) d\rho dW \\
+ \int_0^T \int_T \tilde{\rho}(\tilde{u} \tilde{u}) (\partial_i \nabla^{-1}(\tilde{\rho} \tilde{u} \tilde{u}_j) - \tilde{u}_j \partial_i \nabla^{-1}(\tilde{\rho} - (\tilde{\rho})_T)) d\rho dt \\
(51)
\]

and

\[
\int_0^T \int_T p_\delta(\tilde{\rho}_e) \tilde{\rho}_e - (\lambda + 2\mu) \text{div} \tilde{u}_e \tilde{d} \rho dt = \int_0^T \int_T p_\delta(\tilde{\rho}_e) \tilde{\rho}_e d\rho dt \\
- \int_0^T \int_T (\lambda + 2\mu) \text{div} \tilde{u}_e (\tilde{\rho}_e)_T d\rho dt + \int_0^T \int_T \tilde{\rho}_e \nabla K \ast \tilde{\rho}_e \nabla \Delta^{-1}(\tilde{\rho}_e - (\tilde{\rho}_e)_T) d\rho dt \\
- \int_0^T \int_T \tilde{\rho}_e \nabla \Delta^{-1}(\tilde{\rho}_e - (\tilde{\rho}_e)_T) (\psi * (\tilde{\rho}_e \tilde{u}_e) - \tilde{u}_e (\tilde{\rho} * \tilde{u}_e)) d\rho dt \\
+ \int_T \tilde{\rho}_e(T, \cdot) \tilde{u}_e(T, \cdot) \nabla \Delta^{-1}(\tilde{\rho}_e - (\tilde{\rho}_e)_T) d\rho \\
- \int_T \tilde{\rho}_0 \tilde{u}_0 \nabla \Delta^{-1}(\tilde{\rho}_0 - (\tilde{\rho}_0)_T) d\rho \\
+ \sum_{k=1}^\infty \int_0^T \int_T G_k(\tilde{\rho}_e, \tilde{u}_e \tilde{u}_e) \nabla \Delta^{-1}(\tilde{\rho}_e - (\tilde{\rho}_e)_T) d\rho dW \\
+ \int_0^T \int_T \tilde{\rho}_e \tilde{u}_e \tilde{u}_e \tilde{u}_e (\partial_i \nabla^{-1}(\tilde{\rho}_e \tilde{u}_e \tilde{u}_j) - \tilde{u}_j \partial_i \nabla^{-1}(\tilde{\rho}_e - (\tilde{\rho}_e)_T)) d\rho dt \\
- \varepsilon \int_0^T \int_T \nabla (\tilde{\rho}_e \tilde{u}_e) \nabla \Delta^{-1}(\tilde{\rho}_e - (\tilde{\rho}_e)_T) d\rho dt + \varepsilon \int_0^T \int_T \tilde{\rho}_e \tilde{u}_e \nabla \tilde{\rho}_e d\rho dt \\
(52)
\]
Next, we have
\[ \nabla \Delta^{-1}(\tilde{\varrho}_e - (\tilde{\varrho}_e)_T) \rightarrow \nabla \Delta^{-1}(\tilde{\varrho} - (\tilde{\varrho})_T) \quad \text{in } L^\infty((0, T), L^q(\Omega)) \text{ for all } q \in (1, \infty) \]

Due to [21, Lemma 3.4] we infer
\[ \tilde{\varrho}_e \partial_t \Delta^{-1} \partial_j(\tilde{\varrho}_e \tilde{u}_{e,j}) - \tilde{\varrho}_e \partial_i \partial_j \Delta^{-1}(\tilde{\varrho}_e) \rightarrow \tilde{\varrho} \partial_i (\Delta^{-1} \partial_j (\tilde{\varrho} \tilde{u}_{j})) - \tilde{u}_{j} \partial_i \partial_j \Delta^{-1}(\tilde{\varrho}) \]

strongly in \( L^\infty_{\text{weak}}((0, T), L^2(\Gamma/(\Gamma + 3)(\mathbb{T})) \). Consequently, every term in (52) converges to its counterpart in (51) (with the help of convergences deduced by Jakubowski–Skorokhod theorem), and we get

\[ \lim_{\varepsilon \to 0} \int_0^T \int_T p_\delta(\tilde{\varrho}_e) \tilde{\varrho}_e - (\lambda + 2\mu) \text{div } \tilde{\varrho}_e \tilde{\varrho}_e \, dx \, dt \]
\[ = \int_0^T \int_T p_\delta(\tilde{\varrho}) \tilde{\varrho} - (\lambda + 2\mu) \text{div } \tilde{\varrho} \tilde{\varrho} \, dx \, dt \quad (53) \]

Recall that \( \tilde{\varrho}_e, \tilde{\varrho}_e \) are regular enough to fulfill
\[ \partial_t b(\tilde{\varrho}_e) + \text{div}(b(\tilde{\varrho}_e) \tilde{\varrho}_e) + (b'(\tilde{\varrho}_e) \tilde{\varrho}_e - b(\tilde{\varrho}_e)) \text{div } \tilde{\varrho}_e \leq \varepsilon \Delta b(\tilde{\varrho}_e) \]

for every \( b \) convex and globally Lipschitz. Moreover, the renormalized continuity equation is true also for \( \tilde{\varrho} \) and \( \tilde{\varrho} \) in the following form
\[ \partial_t b(\tilde{\varrho}) + \text{div}(b(\tilde{\varrho}) \tilde{\varrho}) + (b'(\tilde{\varrho}) \tilde{\varrho} - b(\tilde{\varrho})) \text{div } \tilde{\varrho} = 0. \]

We take \( b(\varrho) = \varrho \log(\varrho) \) in the renormalized continuity equations and we integrate them over \((0, t) \times \mathbb{T}\) to get
\[ \int_0^t \int_\mathbb{T} \tilde{\varrho}_e \text{div } \tilde{\varrho}_e \, dx \, dt \leq \int_\mathbb{T} \varrho_0 \log(\varrho_0) \, dx - \int_\mathbb{T} \tilde{\varrho}_e(t, \cdot) \log(\tilde{\varrho}_e(t, \cdot)) \, dx \]

and
\[ \int_0^t \int_\mathbb{T} \tilde{\varrho} \text{div } \tilde{\varrho} \, dx \, dt = \int_\mathbb{T} \varrho_0 \log(\varrho_0) \, dx - \int_\mathbb{T} \tilde{\varrho}(t, \cdot) \log(\tilde{\varrho}(t, \cdot)) \, dx. \]

We subtract these two equations, and we send \( \varepsilon \) to zero to deduce
\[ \int_\mathbb{T} \tilde{\varrho} \log(\tilde{\varrho}) - \tilde{\varrho} \log(\tilde{\varrho})(t, \cdot) \, dx + \int_0^t \int_\mathbb{T} (\tilde{\varrho} \text{div } \tilde{\varrho} - \tilde{\varrho} \text{div } \tilde{\varrho}) \, dx \, dt \leq 0. \]

The monotonicity of pressure yields
\[ \lim_{\varepsilon \to 0} \int_0^t \int_\mathbb{T} p_\delta(\tilde{\varrho}_e) \tilde{\varrho}_e \, dx \, dt \geq \int_0^t \int_\mathbb{T} p_\delta(\tilde{\varrho}) \tilde{\varrho} \, dx \, dt \]
and we deduce with help of (53) that
\[
\int_0^T \int_\Omega (\tilde{\varphi} \text{div} \tilde{u} - \tilde{\varphi} \text{div} \tilde{u}) \, dx \, dt \geq 0
\]
and (50) follows.

In order to pass to a limit in the energy inequality, we have to show that
\[
\int_0^T \int_\Omega \tilde{\varphi}\tilde{F}(\tilde{\varphi}, \tilde{u}) \, dx \, d\tilde{W}_\varepsilon \rightarrow \int_0^T \int_\Omega \mathcal{G}(\tilde{\varphi}, \tilde{u}) \, dx \, d\tilde{W}
\]
However, the proof of this inequality does not differ from the proof of [4, Proposition 4.4.13].

Thus, we have just proven that for any \( \delta > 0 \) there exists a solution satisfying the continuity equation
\[
d\varphi + \text{div} \varphi u \, dt = 0
\]
in a renormalized sense, the momentum equation
\[
\int_0^T \int_\Omega \varphi u \cdot \partial_t \varphi \, dx \, dt + \int_0^T \int_\Omega \varphi_0 u_0 \varphi(0, \cdot) \, dx - \int_0^T \int_\Omega \varphi(T, \cdot) u(T, \cdot) \varphi(T, \cdot) \, dx \\
+ \int_0^T \int_\Omega \varphi u \otimes u : \nabla \varphi + p_\delta(\varphi) \text{div} \varphi \, dx \, dt - \int_0^T \int_\Omega S(Du) : Du \, dx \, dt = \\
+ \int_0^T \int_\Omega \varphi \nabla K * \varphi \, dx \, dt \\
- \int_0^T \int_\Omega \varphi(t, x) \varphi(x) \int_\Omega \varphi(t, y) \psi(x - y)(u(t, y) - u(t, x)) \, dx \, dy \, dt \\
+ \sum_{k=1}^\infty \int_0^T \int_\Omega \mathbf{G}_k(\varphi, \varphi u) \cdot \varphi \, dx \, dW_k
\]
\( \mathbb{P} \) almost surely for all test function \( \varphi \in C^\infty_c([0, T] \times \Omega) \), and the energy inequality
\[
\frac{1}{2} \int_\Omega \varphi|u|^2(T, \cdot) \Phi(T) \, dx - \frac{1}{2} \int_\Omega \varphi|u|^2(0, \cdot) \Phi(0) \, dx + \int_0^T \int_\Omega S(Du) : Du \Phi \, dx \, dt \\
+ \varepsilon \int_0^T \int_\Omega \varphi |\nabla u|^2 \Phi \, dx \, dt + \frac{1}{2} \int_\Omega \varphi K * \varphi(T, \cdot) \Phi(T) \, dx - \frac{1}{2} \int_\Omega \varphi K * \varphi(0, \cdot) \Phi(0) \, dx \\
+ \int_0^T \int_\Omega \varphi(t, x) \psi(x - y)\varphi(t, y)(u(t, y) - u(t, x))^2 \Phi(t) \, dx \, dy \, dt \\
+ \int_\Omega \varphi \nabla \varphi \cdot \nabla \varphi \Phi(t) \, dx \\
- \int_\Omega P_\delta(\varphi) \Phi(T) \, dx - \int_\Omega P_\delta(\varphi)(0, \cdot) \, dx \leq \frac{1}{2} \int_0^T \int_\Omega \varphi K * \varphi \partial_t \Phi \, dx \, dt \\
+ \int_0^T \int_\Omega (K * \varphi) \text{div}(\varphi (u - [u]_R)) \Phi \, dx \, dt + \frac{1}{2} \int_\Omega \varphi u^2 \Phi \, dx \, dt
\begin{align}
+ \int_0^T \int_T \frac{1}{\Phi_1} \left( G(\rho, \rho) \right) \Phi \, dx \, dt + \frac{1}{2} \int_0^T \int_T \frac{\rho^{-1}(G(\rho, \rho))}{\Phi_1} \, dx \, dt 
\end{align}

for all \( \Phi \in C^\infty([0, T]) \).

### 3.2 Limit \( \delta \to 0 \)

First, we construct initial conditions in such a way that \( \rho_{0,\delta} \) and \( q_{0,\delta} \) are given by the law mentioned in the previous subsection. In particular, let \( \Lambda_1 \) be a probability measure satisfying assumptions of the main theorem. We take \( \rho_{0,\delta} \) and \( q_{0,\delta} \) in such a way that their law is \( \Lambda_1 \). Next, we choose \( \rho_{0,\delta} \in L^\gamma(T) \) \( \mathbb{P} \)-almost surely and \( q_{0,\delta} \) such that for every \( \delta > 0 \) the corresponding law satisfies (43) and (44) and the following convergencies are true for \( \delta \to 0 \):

\begin{align}
\rho_{0,\delta} \to \rho_0 \quad &\text{in } L^\gamma(T) \ \mathbb{P}\text{-almost surely} \\
\frac{q_{0,\delta}}{\sqrt{\rho_{0,\delta}}} \to \frac{q_0}{\sqrt{\rho_0}} \quad &\text{in } L^2(T) \ \mathbb{P}\text{-almost surely} \\
\int_T \frac{1}{2} \frac{|q_{0,\delta}|^2}{\rho_{0,\delta}} + P_{\delta}(\rho_{0,\delta}) \, dx \to \int_T \frac{1}{2} \frac{|q_0|^2}{\rho_0} + P(\rho_0) \, dx 
\end{align}

Let \( (\rho_{\delta}, u_{\delta}) \) be a solution as presented in the previous subsection. Our aim is to send \( \delta \) to zero in order to obtain a dissipative martingale solution to the system introduced in the beginning of this paper.

The energy inequality (54) yields

\begin{align}
E \left( \left| \sup_{t \in [0, T]} \| \rho_{\delta} \|_{L^\gamma(T)} \right|^r \right) \leq c \\
E \left( \left| \sup_{t \in [0, T]} \delta \| \rho_{\delta} \|_{L^r(T)} \right|^r \right) \leq c \\
E \left( \left| \sup_{t \in [0, T]} \| \rho_{\delta} \|_{L^1(T)} \right|^r \right) \leq c \\
E \left( \left| \sup_{t \in [0, T]} \| \rho_{\delta} u_{\delta} \|_{L^{2/(\gamma+1)}(T)} \right|^r \right) \leq c \\
E \left( \left| \| u \|_{L^2((0, T), W^{1,2}(T))} \right|^2 \right) \leq c 
\end{align}

where \( c \in \mathbb{R} \) is independent of \( \delta \). Further, we have

**Lemma 3.2** There is \( \beta > 0 \) such that

\begin{align}
E \left( \left| \int_0^T \int_T (p(\rho_{\delta}) + \delta (\rho_{\delta}^2 + \rho_{\delta}^2))^\beta \, dx \, dt \right| \right) \leq c 
\end{align}

\( \square \) Springer
with $c$ independent of $\delta$.

**Proof** It suffices to test the momentum equation by $\nabla \Delta^{-1}(\mathbf{q}^{\beta} - (\mathbf{q}^{\beta})_{\nabla})$ where $\beta > 0$ is a suitable parameter determined later. We obtain

$$
\int_{0}^{T} \int_{\mathbb{T}} p_{\delta}(\mathbf{q}_{\delta}) \mathbf{q}_{\delta}^{\beta} \, dx \, dt = \int_{0}^{T} \int_{\mathbb{T}} p_{\delta}(\mathbf{q}_{\delta})(\mathbf{q}_{\delta}^{\beta})_{\nabla} \, dx \, dt \\
+ \int_{0}^{T} \int_{\mathbb{T}} \mathbf{q}_{\delta}(T, \cdot) \mathbf{u}_{\delta}(T, \cdot) \nabla \Delta^{-1}(\mathbf{q}_{\delta}^{\beta} - (\mathbf{q}_{\delta}^{\beta})_{\nabla}) \, dx \\
+ \int_{0}^{T} \int_{\mathbb{T}} S(D\mathbf{u}_{\delta}) : \nabla^{2} \Delta^{-1}(\mathbf{q}_{\delta}^{\beta} - (\mathbf{q}_{\delta}^{\beta})_{\nabla}) \, dx \, dt - \int_{0}^{T} \int_{\mathbb{T}} \mathbf{q}_{\delta} \nabla \Delta^{-1}(\partial_{t} \mathbf{q}_{\delta}^{\beta}) \, dx \, dt \\
- \int_{0}^{T} \int_{\mathbb{T}} \mathbf{q}_{\delta} \nabla \Delta^{-1}(\mathbf{q}_{\delta}^{\beta} - (\mathbf{q}_{\delta}^{\beta})_{\nabla}) \, dx \, dt + \int_{0}^{T} \int_{\mathbb{T}} \mathbf{q}_{\delta} \nabla \Delta^{-1}(\mathbf{q}_{\delta}^{\beta} - (\mathbf{q}_{\delta}^{\beta})_{\nabla}) \, dx \, dt \\
- \int_{0}^{T} \int_{\mathbb{T}} \mathbf{q}_{\delta} \nabla \Delta^{-1}(\mathbf{q}_{\delta}^{\beta} - (\mathbf{q}_{\delta}^{\beta})_{\nabla}) \, dx \, dt + \int_{0}^{T} \int_{\mathbb{T}} \mathbf{q}_{\delta} \nabla \Delta^{-1}(\mathbf{q}_{\delta}^{\beta} - (\mathbf{q}_{\delta}^{\beta})_{\nabla}) \, dx \, dt \\
+ \sum_{k=1}^{\infty} \int_{0}^{T} \int_{\mathbb{T}} G_{k}(\mathbf{q}_{\delta}, \mathbf{q}_{\delta} \mathbf{u}_{\delta}) \nabla \Delta^{-1}(\mathbf{q}_{\delta}^{\beta} - (\mathbf{q}_{\delta}^{\beta})_{\nabla}) \, dx \, dw_{k} \\
- \int_{0}^{T} \int_{\mathbb{T}} \mathbf{q}_{\delta} \mathbf{u}_{\delta} \otimes \mathbf{u}_{\delta} : \nabla^{2} \Delta^{-1}(\mathbf{q}_{\delta}^{\beta} - (\mathbf{q}_{\delta}^{\beta})_{\nabla}) \, dx \, dt
$$

First, let focus on the fourth term on the right-hand side. We deduce from the continuity equation that

$$
\partial_{t}(\mathbf{q}_{\delta}^{\beta}) = -\text{div}(\mathbf{q}_{\delta}^{\beta} \mathbf{u}_{\delta}) + (1 - \beta) \mathbf{q}_{\delta}^{\beta} \text{div} \mathbf{u}_{\delta}.
$$

Recall also that $\Delta^{-1} : W^{k,p}(\mathbb{T}) \mapsto W^{k+2,p}(\mathbb{T})$ for all $k \in \{-1, 0, 1, \ldots\}$ and $p \in (1, \infty)$. We deduce from (55) $\mathbb{E} \left( \|\mathbf{q}_{\delta}^{\beta} \text{div} \mathbf{u}_{\delta} \|^r_{L^2((0,T),L^{2\gamma/(\gamma+2\beta)}(\mathbb{T}))} \right) \leq c$. We may also infer that $\mathbb{E} \left( \|\mathbf{q}_{\delta} \mathbf{u}_{\delta} \|^r_{L^\infty((0,T),L^{2\gamma/(\gamma+1)}(\mathbb{T}))} \right) \leq c$ and $\mathbb{E} \left( \|\mathbf{q}_{\delta}^{\beta} \mathbf{u}_{\delta} \|^r_{L^2((0,T),L^{6\gamma/(\gamma+6\beta)}(\mathbb{T}))} \right) \leq c$. Hence, we deduce that the fourth term is bounded assuming $\beta < \frac{2}{3} \gamma - 1$. The remaining terms can be bound by use of (55) (compare also with the previous section and the proof of Lemma 3.1). \[\square\]

Now we are ready to use the Jakubowski–Skorokhod theorem. In particular, the set of laws

$$
\left\{ \mathcal{L} \left[ \mathbf{q}_{0,\delta}, \mathbf{q}_{0,\delta}, \mathbf{q}_{0,\delta}/\sqrt{\mathbf{q}_{0,\delta}}, \mathbf{q}_{\delta}, \mathbf{q}_{\delta} \mathbf{u}_{\delta}, W, E_{\delta}(\mathbf{q}_{\delta}, \mathbf{u}_{\delta}), \nu_{\delta} \right] \right\}
$$

is tight in a space

$$
\mathcal{X}^{\delta} = \mathcal{X}^{\delta}_{\mathbf{q}_{0}} \times \mathcal{X}^{\delta}_{\mathbf{q}_{0}/\sqrt{\mathbf{q}_{0}}} \times \mathcal{X}^{\delta}_{\mathbf{q}_{\delta}} \times \mathcal{X}^{\delta}_{\mathbf{q}_{\delta} \mathbf{u}_{\delta}} \times \mathcal{X}^{\delta}_{W} \times \mathcal{X}^{\delta}_{E} \times \mathcal{X}_{\nu}
$$
where most of the spaces where defined in the previous subsection and, apart of them, we define
\[ X_{\varrho_0}^\delta = L^\gamma(\mathbb{T}) \]
\[ X_{\varrho_0}^\delta = L^{\gamma+\beta}((0, T) \times \mathbb{T}^3), (w) \cap C_w([0, T], L^\gamma(\mathbb{T})) \]
\[ X_{\varrho_0}^\delta = C_w([0, T], L^{2\gamma/(\gamma+1)}(\mathbb{T})) \cap C([0, T], W^{-k,2}(\mathbb{T})) \]

Similarly to the previous subsection, we deduce the tightness of the above-mentioned law, and therefore, we obtain the existence of
\[ \left( \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{W}, \tilde{E}_\delta(\varrho_{\delta}, u_{\delta}, \nu_\delta) \right) \]
and
\[ \left( \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{W}, \tilde{E}_\delta(\varrho_{\delta}, u_{\delta}), \nu_\delta \right) \]
which fulfill
1. the laws of
\[ \left( \varrho_{0, \delta}, \varrho_{0, \delta}, \varrho_{0, \delta}, \varrho_{0, \delta}, \varrho_{\delta}, \varrho_{\delta}, u_{\delta}, W, E_\delta(\varrho_{\delta}, u_{\delta}), \nu_\delta \right) \]
and
\[ \left( \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{W}, \tilde{E}_\delta(\varrho_{\delta}, u_{\delta}), \nu_\delta \right) \]
coincide,
2. the law of
\[ \left( \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{W}, \tilde{E}_\delta(\varrho_{\delta}, u_{\delta}), \nu_\delta \right) \]
is a Radon measure on \( X^\delta \),
3.
\[ \left( \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{W}, \tilde{E}_\delta(\varrho_{\delta}, u_{\delta}), \nu_\delta \right) \]
converge to
\[ \left( \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{\varrho}_{0, \delta}, \tilde{W}, \tilde{E}_\delta(\varrho_{\delta}, u_{\delta}), \nu_\delta \right) \]
in the topology of \( \chi^\delta \mathbb{P} \)-almost surely.

Similarly to previous section we have

\[
\nabla K * \tilde{\rho}_\delta \Rightarrow \nabla K * \tilde{\rho} \\
\psi * \tilde{\rho}_\delta \Rightarrow \psi * \tilde{\rho} \\
\psi * (\tilde{\rho}_\delta \tilde{u}_\delta) \Rightarrow \psi * (\tilde{\rho} \tilde{u})
\]

Due to the above-mentioned convergence and [4, Theorem 2.9.1], we get that the limit functions satisfy the continuity equation (1) and the momentum equation in the form

\[
\begin{align*}
\int_0^T \int_T \tilde{\rho} \tilde{u} \cdot \partial_t \varphi \, dx dt + \int_0^T \tilde{\rho}_0 (0, \cdot) \varphi(0, \cdot) \, dx - \int_0^T \tilde{\rho}(T, \cdot) \tilde{u}(T, \cdot) \varphi(T, \cdot) \, dx \\
+ \int_0^T \int_T \tilde{\rho} \tilde{u} \otimes \tilde{\rho} \, dx dt \\
- \int_0^T \int_T \tilde{\rho}(t, x) \varphi(x) \int_T \tilde{\rho}(t, y) \psi(x - y) (\tilde{u}(t, y) - \tilde{u}(t, x)) \, dx dy dt \\
+ \sum_{k=1}^\infty \int_0^T \int_T \mathbf{G}_k(\tilde{\rho}, \tilde{\rho} \tilde{u}) \cdot \varphi \, dx dW_k
\end{align*}
\]

where \( \overline{p(\tilde{\rho})} \) is a weak limit of \( p_\delta(\tilde{\rho}_\delta) \) and, similarly, \( \overline{\mathbf{G}_k(\tilde{\rho}, \tilde{\rho} \tilde{u})} \) is a weak limit of \( \mathbf{G}_k(\tilde{\rho}_\delta, \tilde{\rho}_\delta \tilde{u}_\delta) \) (here we note that the convergence of \( \tilde{\rho}_\delta \tilde{u}_\delta \otimes \tilde{u}_\delta \) to its counterpart can be obtained similarly as in the previous subsection). It remains to show that

\[
\overline{p(\tilde{\rho})} = p(\tilde{\rho}), \quad \text{and} \quad \overline{\mathbf{G}_k(\tilde{\rho}, \tilde{\rho} \tilde{u})} = \mathbf{G}_k(\tilde{\rho}, \tilde{\rho} \tilde{u}).
\]

In order to reach this goal it is sufficient to show that

\[
\tilde{\rho}_\delta \to \tilde{\rho}
\]

strongly in \( L^1((0, T), L^1(\mathbb{T})) \) \( \mathbb{P} \) almost surely.

Let \( k \in \mathbb{N} \). We define

\[
T_k(z) = k T \left( \frac{z}{k} \right), \quad z \in \mathbb{R}
\]

where \( T \) is a smooth concave function satisfying

\[
T(z) = \begin{cases} 
z & \text{for } z \leq 1 \\
2 & \text{for } z \geq 3
\end{cases}
\]

\( \copyright \) Springer
We use $\Delta^{-1}\left( T_k(\tilde{\varrho}_\delta) - (T_k(\tilde{\varrho}_\delta))_\text{\tiny T} \right)$ as a test function in the momentum equation in order to obtain

$$
\lim_{\delta \to 0} \int_0^T \int_\mathcal{T} \left( p(\tilde{\varrho}) - (\lambda + 2\mu) \text{div} \tilde{\mathbf{u}}_\delta \right) T_k(\tilde{\varrho}_\delta) \, dx \, dt \\
= \int_0^T \int_\mathcal{T} \left( p(\tilde{\varrho}) - (\lambda + 2\mu) \text{div} \tilde{\mathbf{u}} \right) T_k(\tilde{\varrho}) \, dx \, dt. \tag{56}
$$

We do not provide a proof of this equality as it can be proven similarly to (53). Assume for a while that $\tilde{\varrho}_\delta$, $\tilde{\mathbf{u}}_\delta$ as well as $\tilde{\varrho}$ and $\tilde{\mathbf{u}}$ satisfies the renormalized continuity equation, i.e.,

$$
\partial_t b(\tilde{\varrho}_\delta) + \text{div}(b(\tilde{\varrho}_\delta) \tilde{\mathbf{u}}_\delta) + (b'(\tilde{\varrho}_\delta) \tilde{\varrho}_\delta - b(\tilde{\varrho}_\delta)) \text{div} \tilde{\mathbf{u}}_\delta = 0,
$$

$$
\partial_t b(\tilde{\varrho}) + \text{div}(b(\tilde{\varrho}) \tilde{\mathbf{u}}) + (b'(\tilde{\varrho}) \tilde{\varrho} - b(\tilde{\varrho})) \text{div} \tilde{\mathbf{u}} = 0. \tag{57}
$$

We take $b = L_k$ where $L_k$ is defined as

$$
L_k(z) = \begin{cases} 
  z \log z & \text{for } 0 \leq z \leq k, \\
  z \log k + z \int_k^z \frac{1}{s^2} T_k(s) \, ds & \text{for } z > k.
\end{cases}
$$

We deduce

$$
\partial_t L_k(\tilde{\varrho}_\delta) + \text{div}(L_k(\tilde{\varrho}_\delta) \tilde{\mathbf{u}}_\delta) + T_k(\tilde{\varrho}_\delta) \text{div} \tilde{\mathbf{u}}_\delta = 0
$$

and

$$
\partial_t L_k(\tilde{\varrho}) + \text{div}(L_k(\tilde{\varrho}) \tilde{\mathbf{u}}) + T_k(\tilde{\varrho}) \text{div} \tilde{\mathbf{u}} = 0
$$

and similarly to (50) we deduce

$$
\int_\mathcal{T} L_k(\tilde{\varrho}(t, \cdot)) - L_k(\tilde{\varrho}(t, \cdot)) \, dx \geq 0
$$

for almost all $t \in [0, T]$. We send $k \to \infty$ to deduce that $\tilde{\varrho} \log \tilde{\varrho} = \tilde{\varrho} \log \tilde{\varrho}$ which yields $\tilde{\varrho}_\delta \to \tilde{\varrho}$ strongly in $L^1((0, T), L^1(\mathcal{T}))$ almost surely in $\mathbb{P}$.

It remains to prove that the renormalized equation (57) holds true. Recall that $T_k$ is increasing and thus

$$
\int_0^T \int_\mathcal{T} (\tilde{\varrho}_\delta - \tilde{\varrho}')(T_k(\tilde{\varrho}_\delta) - T_k(\tilde{\varrho})) \, dx \, dt \\
\geq \int_0^T \int_\mathcal{T} |T_k(\tilde{\varrho}_\delta) - T_k(\tilde{\varrho})|^{r+1} \, dx \, dt.
$$
We deduce by help of (56) that

\[
0 = \lim_{\delta \to 0} \int_0^T \int_T \tilde{\varrho}_\delta \tilde{T}_k(\tilde{\varrho}_\delta) - \tilde{\varrho} \tilde{T}_k(\tilde{\varrho}) - (\lambda + 2\mu) \left( \text{div} \tilde{u}_\delta \tilde{T}_k(\tilde{\varrho}_\delta) - \text{div} \tilde{u} \tilde{T}_k(\tilde{\varrho}) \right) \, dx \, dt \\
\geq \| T_k(\tilde{\varrho}_\delta) - T_k(\tilde{\varrho}) \|_{L^{r+1}(0,T)}^{r+1} - 2(\lambda + 2\mu) \| \text{div} \tilde{u}_\delta \|_{L^2((0,T) \times T)} \| T_k(\tilde{\varrho}_\delta) - T_k(\tilde{\varrho}) \|_{L^2((0,T) \times T)}
\]

and we get

\[
\mathbb{E} \left( \| T_k(\tilde{\varrho}_\delta) - T_k(\tilde{\varrho}) \|_{L^{r+1}(0,T)}^{r+1} \right) \leq c
\]

with \( c \) independent of \( k \) and \( \delta \).

This is enough to deduce that

\[
\mathbb{E} \left( \int_0^T \int_T b'(T_k(\tilde{\varrho}))(T_k'(\tilde{\varrho})\tilde{\varrho} - T_k(\tilde{\varrho})) \text{div} \tilde{u} \, dxdt \right) \to 0
\]

and the validity of (57) follows—compare this with the proof of [20, Lemma 3.8].
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