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Abstract

We provide a quantitative and qualitative analysis of self-repetition in the output of neural summarizers. We measure self-repetition as the number of $n$-grams of length four or longer that appear in multiple outputs of the same system. We analyze the behavior of three popular architectures (BART, T5 and Pegasus), fine-tuned on five datasets. In a regression analysis, we find that the three architectures have different propensities for repeating content across output summaries for inputs, with BART being particularly prone to self-repetition. Fine-tuning on more abstractive data, and on data featuring formulaic language, is associated with a higher rate of self-repetition. In qualitative analysis we find systems produce artefacts such as ads and disclaimers unrelated to the content being summarized, as well as formulaic phrases common in the fine-tuning domain. Our approach to corpus level analysis of self-repetition may help practitioners clean up training data for summarizers and ultimately support methods for minimizing the amount of self-repetition.

1 Introduction

Sequence-to-sequence neural models for conditional text generation such as BART (Lewis et al., 2019), T5 (Raffel et al., 2020), and Pegasus (Zhang et al., 2020) achieve strong empirical results on abstractive summarization tasks. The summaries that such systems output often appear to be novel, in that they repeat text verbatim from inputs sparingly or not at all. Here, we set out to study the novelty of models with respect to their own outputs, by measuring the extent to which the content a model generates is formulaic repetition produced across inputs.

More specifically, we analyze how often long $n$-grams (length $\geq 4$) appear in at least two summaries for different inputs. Repetition of some such $n$-grams may be natural, for example in news covering the same type of event, or in academic papers with accepted formulaic descriptions of research questions and findings. To contextualize our measurements, we therefore contrast repetition in summaries written by humans with what we observe in system outputs. The former provides a baseline expectation regarding how much repetition is normal in a particular domain. In three out of the five domains we study we find that long $n$-gram repetition is considerably higher in automatically produced summaries than in human-written summaries. In the fourth domain, scientific papers, self-repetition even in human summaries is so high that the measure we use may not be sensitive enough to distinguish differences in repetition at this range.

We hypothesized that such undesirable behavior can be easier to quantify when we evaluate systems across domains, tasking a system trained in one domain to generate summaries in another. The intuition was that the repeated $n$-grams will be typical for the fine-tuning domain but rare in the test domain, so problematic repetitions may be easier to detect. This setting leads to clear cases of hallucinations reflecting the training data, e.g., fine-tuning BART (Lewis et al., 2019) on an academic paper summarization dataset and then applying it to a news summarization task yields hundreds of generated summaries that contain the phrase this paper reports the results of an investigation. Further, the phrase The past few years have seen a dramatic increase appears in a dozen news summaries, as do slight variations. Table 1 shows more examples of self-repetition and Section 5 describes the details of our qualitative analysis of $n$-grams identified by manually scanning repeated $n$-grams that clearly do not match the domain of text for which the summaries were generated.

To characterize this repetition behavior quantitatively, we perform a regression analysis in which we include as predictors system architecture, as well as training and test datasets (Section 6). We find that BART (Lewis et al., 2019) is especially
and the factors that correlate with this behavior. Produce the same our work quantifies the extent to which systems focused on phrases repeated within a given output 2 Related work Prior work in abstractive neural summarization has differed markedly with respect to these measures. Characterizing the performance of new abstractive summarization systems, as we show that models prone to self-repetition, more so than the other architectures we consider, and that the type of training data used to fine tune the sequence-to-sequence model for summarization has a considerable impact on the propensity of models to repeat themselves. Our work highlights a dimension of repetition and novelty in summarization that, to our knowledge, has not been explored previously. The repetition metrics we introduce may be broadly useful in characterizing the performance of new abstractive summarization systems, as we show that models differ markedly with respect to these measures.

2 Related work

Prior work in abstractive neural summarization has focused on phrases repeated within a given output, and proposed various means for mitigating this problem (See et al., 2017; Paulus et al., 2018; Fu et al., 2021; Nair and Singh, 2021). By contrast, our work quantifies the extent to which systems produce the same n-grams across different inputs, and the factors that correlate with this behavior.

Research in text generation has documented that systems often self-repeat and have quantified how much models repeat content from their pre-training data (McCoy et al., 2021; Carlini et al., 2022). We provide some puzzling examples where we are unable to trace the origin of repeated content. We also recognize a portion of the repetitions as hallucinations that are influenced by the training data. Oftentimes, the hallucinations are stylistic, similar to the formulaic phrases from academic papers that we mentioned in the introduction. Prior work has shown that neural summarization systems are capable of choosing important content across domains but need in-domain data to faithfully reproduce the style of a given domain (Hua and Wang, 2017). In our work, we find that once systems pick up stylistic templates from one domain, they are likely to reuse them in other domains, where the formulaic phrases look out of place.

Self-repetition is well-documented in dialog systems research. Dialog systems often produce generic formulaic responses regardless of the preceding utterance (Li et al., 2016): in one of the reported experiments, four generic responses (I don’t know, I don’t know what you are talking about, I don’t think this is a good idea, Oh my god) constitute 32% of system generated responses. These phrases were common in the training data, with 0.4% of training data sentences containing the phrase I don’t know, even though overall the training data was diverse. Our findings for summarization are similar, as we discover in our regression analysis that training on data with higher incidence of formulaic phrases, like academic papers and summaries of medical evidence, results in a summarizer that is overall more likely to repeat content across inputs, at rates markedly higher than done by humans.

Human summaries are typically considered an appropriate reference while enhancing abstractive text summarization models (Yang et al., 2019, 2020). For our analysis too, we contrast model generated summaries against the human summaries as baseline to determine the threshold over which self-repetition is considered anomalous.

3 Defining Self-Repetition

We introduce a repetition score to measure how often systems repeat themselves. The score is a

| Repeating n-gram | Freq |
|------------------|------|
| click here for all the latest transfer news | 73/11490 |
| Example: Moha El Ouriachi is set to sign for Stoke City, according to his agent. The 19-year-old Barcelona B player is keen to seek first-team action. Stoke have already signed Bojan Krkić and Marc Muniesa from Barcelona. Click here for all the latest transfer news. | 143/11490 |

This paper reports the results of an investigation into the circumstances under which he was arrested in the northern port city of Calais.

In our series of letters from African-American journalists, film-maker and columnist Farai Sevenzo considers the lessons learned from the 2013 Boston Marathon bombings.

However, there is insufficient evidence to support or refute the use of lattice simulations with @xmath3.

but there is a lack of evidence to support

Example: The Apple Watch is officially going on sale - but there is a lack of evidence to support its decision to make it available through online orders.

Example: schoolgirl killer Zbigniew Huminski was arrested for a range of crimes which are likely to see him jailed for life. this paper reports the results of an investigation into the circumstances under which he was arrested in the northern port city of Calais.

Table 1: Examples of self-repetition.
function of n-grams of length four and longer in different summaries, which is indicative of text similarity and potential plagiarism (Lyon et al., 2001). We consider an n-gram to be repeating when it appears in two or more summaries in a dataset. The repetition score can be computed at the dataset and individual summary level.

At the dataset level, we count the number of summaries that contain at least one n-gram (n≥4) that also appears in another summary. We define the repetition score for a dataset as the number of summaries containing repeating n-grams divided by the total number of summaries in that dataset. We divide by the total in order to normalize the values allowing for meaningful comparison between datasets of different sizes.

For an individual summary, we define the repetition score as:

$$R_i = \log\left(\sum_{k=1}^{m} N_k + 1\right).$$

Where i indexes summaries, m is the number of repeating n-grams in summary i, and $N_k$ denotes the count of summaries that contain the kth repeating n-gram found within summary i. We take the log to this value to produce the final score, to make the repetition score less sensitive to outliers.

4 Models and Datasets

We consider three models: BART (Lewis et al., 2019), T5 (Raffel et al., 2020), and Pegasus (Zhang et al., 2020), each fine-tuned on five summarization datasets: CNN/DailyMail (Hermann et al., 2015), BBC XSum (Narayan et al., 2018), Scientific Papers (SP; Cohan et al. 2018), Reddit (Völske et al., 2017) and a corpus of Randomized Controlled Trials (RCTs; Wallace et al. 2021). We evaluate each model on the five datasets, yielding 75 (3·5·5) combinations of architectures, train, and test datasets.

Table 2 reports repetition scores for each architecture on the datasets considered. To contextualize these, we also report repetition scores for the reference (i.e., human-written) summaries. Reddit shows the least amount of human repetition; only 27% of summaries contain at least one n-gram of length four or greater that also appears in another Reddit summary. Scientific Papers are the most formulaic: 99% of abstracts contain such repetition. News—from both CNN/Daily Mail and XSum—is somewhere in-between: 60–70% of human summaries contain a long repeated n-gram.

In model outputs we observe a level of repetition similar to what is seen in the references on the Reddit and Scientific Papers dataset. For news corpora (CNN and XSum) and the medical evidence summarization task (RCTs) however, system repetition scores are markedly higher than the scores for the human-written summaries. BART seems particularly prone to repetition.

We contrast the repetition score of the human summaries in each domain with their level of abstractiveness, defined as the fraction of n-grams of a given size that do not appear in the input (and so are “novel”). As pointed out in (Narayan et al., 2018), reference summaries in XSum are more abstractive than those in the CNN/Daily Mail dataset. Table 3 also highlights that Reddit summaries are particularly extractive, e.g., bi-grams in references almost always appear in the corresponding inputs. Aside from Reddit, the number of novel with respect to the input n-grams increases with n.

5 Qualitative Analysis

To glean a qualitative view of repetition behavior, we randomly sampled 20 long n-grams that appeared in more than 10 summaries. These n-grams often do not appear in the corresponding inputs.

We show examples in Table 1. The first n-gram is generated in 73 out of 11,490 summaries by a Pegasus model fine-tuned on CNN/Daily Mail and applied to test instances from the same domain; there is no domain shift here. This n-gram does not occur in the train or the test set.

Repetition is particularly pronounced when the
In our series of letters from African journalists, filmmaker and columnist Ahmedou Ould-Abdallah reflects on his time at the University of Cape Town.

Input: This is great. I hope you discuss some of these points in the next episode of TLD: CLG.

Summary: In our series of letters from African journalists, filmmaker and columnist GustavoM looks at the relationship between humans and animals.

Input: Listen to GustavoM, a friendship could never come close to that of a companion.tl;dr: GustavoM is right.

Summary: In our series of letters from African journalists, filmmaker and columnist Ahmedou Ould-Abdallah reflects on his time at the University of Cape Town.

Input: We had to take business writing classes to graduate in finance. It was essentially a class on how to do effective TL:DRs.

Table 4: Examples of hallucinations in summaries.

|  |  |
|---|---|
| Table 5: Regression results; detailed descriptions of predictors are in the Appendix. |

|  |  |
|---|---|
| Intercept | 1.94 | 0.00 | 1.91 | 1.97 |
| Length of Summary | 0.35 | 0.00 | 0.34 | 0.36 |
| BART | 1.79 | 0.00 | 1.77 | 1.82 |
| T5 | −0.11 | 0.00 | −0.13 | −0.09 |
| Pegasus | −0.02 | 0.07 | −0.05 | 0.00 |
| Train SP | 1.43 | 0.00 | 1.40 | 1.46 |
| Train RCT | 2.28 | 0.00 | 2.25 | 2.31 |
| Train Reddit | −0.37 | 0.00 | −0.40 | −0.34 |
| Train XSum | 0.24 | 0.00 | 0.20 | 0.27 |
| Test SP | 0.55 | 0.00 | 0.52 | 0.59 |
| Test RCT | −0.95 | 0.00 | −1.06 | −0.84 |
| Test Reddit | −0.52 | 0.00 | −0.55 | −0.49 |
| Test XSum | −0.37 | 0.00 | −0.40 | −0.34 |
| RCT - SP | 2.90 | 0.00 | 2.85 | 2.95 |
| RCT - RCT | 2.41 | 0.00 | 2.25 | 2.56 |
| RCT - Reddit | 0.40 | 0.00 | 0.36 | 0.44 |
| RCT - XSum | −0.07 | 0.00 | −0.11 | −0.03 |
| Reddit - SP | 0.60 | 0.00 | 0.54 | 0.65 |
| Reddit - RCT | 0.40 | 0.00 | 0.24 | 0.56 |
| Reddit - Reddit | −0.71 | 0.00 | −0.75 | −0.67 |
| Reddit - XSum | 0.33 | 0.00 | 0.29 | 0.38 |
| SP - SP | 0.51 | 0.00 | 0.45 | 0.56 |
| SP - RCT | −0.45 | 0.00 | −0.61 | −0.29 |
| SP - Reddit | 0.49 | 0.00 | 0.45 | 0.53 |
| SP - XSum | 0.15 | 0.00 | 0.11 | 0.20 |
| XSum - SP | 0.66 | 0.00 | 0.61 | 0.71 |
| XSum - RCT | 0.81 | 0.00 | 0.65 | 0.97 |
| XSum - Reddit | 0.44 | 0.00 | 0.40 | 0.48 |
| XSum - XSum | 0.11 | 0.00 | 0.07 | 0.16 |

The next n-gram is found in 16 out of 11,490 summaries produced by a BART model trained on XSum and then applied to CNN/DailyMail inputs. This n-gram also appears in two out of 203,037 training inputs of Scientific Papers and then applied to CNN/DailyMail inputs. While these examples contain summaries that are at least related to the input, Table 4 shows examples of hallucinating summaries generated by Pegasus trained on XSum and then applied to Reddit. The n-gram “In our series of letters from African journalists, filmmaker and columnist” occurs in the generated summaries without having any relevance to the input. These examples indicate that models sometimes produce formulaic content unrelated to inputs, which may not even have been encountered in the training data.

6 Regression Analysis

We next quantify the association between self-repetition and factors that might influence this, including system architecture and pre-training, and the datasets used for training and testing. We would also expect that repetition would be proportional to summary length: More words naturally afford more opportunities for repetition, even if by chance. And indeed we observe that the repetition scores of human summaries are proportional to their average lengths. We report summary lengths in Appendix Table A1 which can be compared to the repetition scores in Table 2. Model generated summaries exhibit a similar correlation.

We also hypothesized that domain shift — e.g., testing a model trained to summarize scientific texts on news articles — would increase repetition across summaries (the model may default to stock phrases in such cases). We provide qualitative examples of this in Section 5.

We fit a regression model to 731,406 summaries generated by 75 combinations of architecture, train and test data, along with the reference summaries for all datasets. We have multiple one-hot encoded categorical variables, which means we must select reference categories for these (effectively the intercept term). We use human generated summaries as the reference architecture and the CNN/Daily Mail as the reference train and test sets.

This model treats the repetition observed in a...
ear function of predictors including: the length of the generated summary in number of white space delimited tokens (Length of Summary); the model architecture used to generate the summary. Differences in pre-training data will be folded in the behavior due to architecture (BART, T5, Pegasus); the training data to which this model was fit; the test data for which a summary is produced; and interaction terms between train and test datasets. The latter we denote by “TRAIN - TEST”, e.g., “XSum - Reddit” indicates a summary produced by a model fine-tuned on XSum given an input drawn from the Reddit corpus. This is a cross-domain model. By contrast, “XSum - XSum” is an in-domain example of a summary produced on an XSum test instance by a model fine-tuned using the XSum training data. Table 5 enumerates all covariates (more details in the Appendix).

Table 5 reports results from this analysis. We make a few key observations here. First, it would seem BART is most prone to repetition of the models considered. From the average summary lengths reported in Appendix Table A1, we observe that the BART summaries on CNN/DailyMail are almost double the length of human summaries. This suggests the possibility that the observed tendency of BART to disproportionately produce repetitions may owe to the fact that it is prone to producing lengthier summaries in general. To investigate this, we imposed a restriction on the max-length while decoding — specifically we set this to 50, which falls between the average lengths of T5 and Pegasus of each corresponding model (Appendix Table A2). This resulted in BART yielding summaries that are shorter (on average) than those of T5 and Pegasus. Table A2 shows the regression results when the analysis performed with these shortened BART summaries. This does shrink the coefficient for BART by a small amount, but it remains by far the largest (compared to T5 and Pegasus). This indicates that while the summary length may somewhat influence the overall repetition, BART seems prone to this behavior independent of its tendency to produce lengthier outputs.

In Table 5, among the source data, RCT has the maximum amount of repetition in comparison to the baseline CNN DailyMail followed by Scientific Papers and XSum, which aligns with the results of Table 2. Among the test set, Scientific Papers is the only corpus to have an influence on the repetition. The interaction terms yield higher coefficients when the training data is Scientific Papers or Randomized Controlled Trials in comparison to when the train source is XSum or Reddit. Further, for all the training datasets, the highest values are for when the test data is Scientific Papers or RCT.

To ascertain whether domain shift (in general) is indeed a significant factor associated with repetition, we perform a likelihood ratio test with the interaction terms. Specifically we use as our nested model a regression with all interaction terms omitted, and compare this to the full model with all factors. We choose 0.001 as the critical value. The likelihood ratio test results in a p-value of << 0.001. This implies that the domain interactions do impart information in terms of quantifying the self-repetition, i.e., applying a summarization model to data from a domain that differs from its training source correlates with increased repetition.

7 Conclusions

We evaluated the tendency of neural summarization models to repeat themselves across outputs on five datasets. To our knowledge this is the first analysis of this phenomenon. Our results indicate that BART has the greatest tendency to self-repeat, and that the training source is a significant factor which may lead to this repetition behavior. Adapting a summarization model trained on one domain to another (distinct) domain also correlates significantly with repetition; the model may “not know what to say” in such cases, and default to stock phrases from the training data. We also found that models sometimes repeat long strings of text that do not contain any references in the corresponding inputs or even the training sets. These may originate in pre-training data, but more research into such hallucinations is warranted. We hope this analysis will encourage development of methods for mitigating the repetition across summaries and for controlling hallucinations in abstractive neural summarizers.
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A Appendix

A.1 Regression Model Details

The dataset for the regression model comprises 731406 summaries, generated by the 75 (3·5·5) combinations of architectures, train and test datasets. The predictors corresponding to each summary \( i \) and the observed repetition score \( R_i \) constitutes an \((x_i, y_i)\) pair. More specifically, \( x_i \) is composed of the features of the summary we use in our analysis, which we describe individually below. Note that some of our predictors (those related to architectures and datasets) are categorical, and so need to be “one-hot” encoded. In such cases, one option must serve as a reference category with respect to which the remaining coefficients can be interpreted.

Regarding these categorical variables: We analyze four architectures for producing summaries — including “Human” in addition to BART, T5 and Pegasus. “Human” serves as our reference architecture, so we do not have an explicit coefficient for this. Similarly, we include five datasets in our analysis; for any summary one dataset will have served as the training source and another as the source of test inputs. We use CNN/Daily Mail as the reference category for both of these categorical predictors.

Because we are interested in the effects of applying models trained on one summarization domain to another, we also include “interaction terms” that encode pairs of train/test datasets via indicators. As such, we one-hot encode all pairwise interactions between our four datasets.

We estimate coefficients to these predictors given the observed summary data in an Ordinary Least Squares (OLS) linear regression model, as implemented the `statsmodels` (v0.12.2) Python module (Seabold and Perktold, 2010).

Details about regression predictors  We discuss the individual terms in our regression (coefficients for which are reported in Table 5) in greater detail below.

- **Length of Summary** This is the number of words in a summary extracted by the NLTK word tokenizer (Bird et al., 2009). Because lengths are quite variable, we standardize the length using the Z-score normalization. The value of 0.35 in the analysis suggests a positive correlation between the length of a summary and the amount of repetition which also corroborates our observations from Table A1 and Table 2.

- **Human** This denotes the special neural “architecture” responsible for generating the reference summaries: Humans. Recall that “humans” serve as our reference architecture category for one-hot encoding, so are folded into the intercept term.

- **BART** This denotes the summaries generated by the BART architecture (Lewis et al., 2019). The somewhat large positive coefficient (1.79) indicates BART is particularly prone to generating repetitions across its outputs.

- **T5** This denotes the summaries generated by the T5 architecture (Raffel et al., 2020). Overall, our regression results suggest that in aggregate T5 is about comparable to humans in terms of its tendency to repeat itself in general, although it is also subject to this in domain adaptation settings (as are all models considered).

- **Pegasus** This denotes the summaries generated by the Pegasus architecture (Zhang et al., 2020). The interpretation of the corresponding coefficient here is similar to for T5.

- **Train CNN/Daily Mail** This indicates summaries produced by models trained on the CNN/Daily Mail dataset (Hermann et al., 2015). CNN/Daily Mail serves as our reference for this categorical feature, and so we do not have an explicit coefficient for it.

- **Train SP** Indicates a summary produced by a model trained on the Scientific Papers dataset (Cohan et al., 2018). The positive coefficient (1.43) suggests that in aggregate models trained on Scientific Papers are more prone to repeat than those trained on CNN/Daily Mail dataset.

- **Train RCT** Indicates a summary produced by a model trained on the Randomized Controlled Trials (RCTs) dataset (Wallace et al.,
Table A1: Average lengths of test inputs, the corresponding human summaries, and model-generated summaries.

| Dataset          | Train / Val / Test | Input Document | Human Summary | BART     | T5       | Pegasus |
|------------------|--------------------|----------------|---------------|----------|----------|---------|
| CNN/Daily Mail   | 287113 / 11338 / 11490 | 683.51         | 52.12         | 103.37   | 58.01    | 53.16   |
| XSum             | 204045 / 11332 / 11334 | 360.58         | 21.09         | 19.34    | 20.13    | 17.86   |
| Reddit           | 67198 / 16800 / 16000 | 222.66         | 21.06         | 19.54    | 21.69    | 22.98   |
| Scientific Papers| 203037 / 6436 / 6440 | 5702.14        | 163.13        | 96.52    | 81.09    | 97.37   |
| RCT              | 3721 / 464 / 466     | 2689.83        | 68.15         | 22.68    | 58.75    | 39.64   |

Table A2: Regression results after restricting length of BART summaries.

| Coef | t | [0.025 0.975] |
|------|---|--------------|
| Intercept | 1.64 | 0.01 | 122.87 | 0.00 |
| Length of Summary | 0.43 | 0.00 | 129.30 | 0.00 |
| BART | 1.60 | 0.01 | 129.28 | 0.00 |
| T5 | -0.13 | 0.01 | -10.52 | 0.00 |
| Pegasus | -0.04 | 0.01 | -3.29 | 0.00 |
| Train SP | 1.69 | 0.02 | 105.39 | 0.00 |
| Train RCT | 2.60 | 0.02 | 165.89 | 0.00 |
| Train Reddit | -0.09 | 0.02 | -5.40 | 0.00 |
| Train XSum | 0.65 | 0.02 | 41.28 | 0.00 |
| Test SP | 0.52 | 0.02 | 27.68 | 0.00 |
| Test RCT | -0.77 | 0.06 | -13.17 | 0.00 |
| Test Reddit | -0.51 | 0.01 | -35.13 | 0.00 |
| Test XSum | -0.28 | 0.02 | -17.84 | 0.00 |
| RCT - SP | 2.97 | 0.03 | 110.00 | 0.00 |
| RCT - RCT | 2.24 | 0.08 | 28.60 | 0.00 |
| RCT - Reddit | 0.41 | 0.02 | 19.50 | 0.00 |
| RCT - XSum | -0.13 | 0.02 | -5.76 | 0.00 |
| Reddit - SP | 0.63 | 0.03 | 23.42 | 0.00 |
| Reddit - RCT | 0.25 | 0.08 | 3.05 | 0.00 |
| Reddit - Reddit | -0.60 | 0.02 | -28.07 | 0.00 |
| Reddit - XSum | 0.26 | 0.02 | 11.21 | 0.00 |
| SP - SP | 0.45 | 0.03 | 16.97 | 0.00 |
| SP - RCT | -1.03 | 0.08 | -12.41 | 0.00 |
| SP - Reddit | 0.51 | 0.02 | 24.37 | 0.00 |
| SP - XSum | 0.11 | 0.02 | 4.61 | 0.00 |
| XSum - SP | 0.69 | 0.03 | 25.60 | 0.00 |
| XSum - RCT | 0.63 | 0.08 | 7.61 | 0.00 |
| XSum - Reddit | 0.43 | 0.02 | 20.63 | 0.00 |
| XSum - XSum | 0.01 | 0.02 | 0.41 | 0.68 |

The positive coefficient (2.28) suggests that training on this dataset results in comparatively large amount of repetition.

- **Train Reddit** Indicates a summary produced by a model trained on the Reddit dataset (Völske et al., 2017). The small negative coefficient value of -0.37 indicates that models trained on Reddit are somewhat less prone to repetition, on average.

- **Train XSum** Indicates a summary produced by a model trained on the XSum dataset (Narayan et al., 2018). The small positive coefficient estimate of 0.24 implies that models trained on XSum may repeat slightly more than those trained on CNN/Daily Mail, on average.

- **Test CNN/Daily Mail** Indicates that the corresponding summary was generated for an instance drawn from the CNN/Daily Mail test set. We again treat this as the reference category.

- **Test SP** Indicates that the corresponding summary was generated for an instance drawn from the Test SP test set. The small positive value of 0.55 suggests that evaluating models on Scientific Paper instances correlates with a greater amount of repetition.

- **Test RCT** Indicates that the corresponding summary was generated for an instance drawn from the Test RCT test set. The negative value of -0.95 indicates that when tested on RCT instances, models are slightly less prone to repetition.

- **Test Reddit** Indicates that the corresponding summary was generated for an instance drawn from the Reddit test set. The small negative value of -0.52 implies that when models are evaluated on Reddit instances they may tend to repeat themselves across summaries comparatively less frequently.

- **Test XSum** Indicates that the corresponding summary was generated for an instance drawn from the XSum test set. The negative coefficient of -0.37 implies a slightly lower tendency for repetition when models are tested on instances from the XSum test set.

- **RCT – SP** This denotes a summary produced by a model trained on the RCTs train set and evaluated on Scientific Papers test set; a cross-domain scenario. The estimate coefficient of
2.90 indicates that this combination of interaction yields a comparatively high amount of repetition.

- **RCT – RCT** This denotes a summary generated by a model trained and tested on the Randomized Controlled Trials. This is an in-domain scenario. A coefficient of 2.41 indicates that this combination of interaction also yields a much higher amount of repetition than the baseline train - test combination.

- **RCT – Reddit** This denotes a summary produced by a model trained on Randomized Controlled Trials and evaluated on Reddit. This is again a cross-domain scenario. A coefficient of 0.40 means that this combination has a negligibly higher self-repetition than the baseline.

Similarly, for the rest.

- **RCT – XSum** Denotes a summary generated by a model trained on Randomized Controlled Trials and tested on XSum.

- **SP – SP** Denotes a summary generated by an in-domain model trained and tested on Scientific Papers.

- **SP – RCT** Denotes a summary produced by a trained on Scientific Papers and tested on Randomized Controlled Trials.

- **SP – Reddit** Denotes a summary produced by a model trained on Scientific Papers and tested on Reddit.

- **SP – XSum** Denotes a summary produced by a model trained on Scientific Papers and tested on XSum.

- **Reddit – SP** Denotes a summary generated by a model trained on Reddit and tested on Scientific Papers.

- **Reddit – RCT** Denotes a summary produced by a model trained on Reddit and tested on Scientific Papers.

- **Reddit – Reddit** Denotes a summary produced by an in-domain model trained and tested on Reddit.

- **Reddit – XSum** Denotes a summary produced by a model trained on Reddit and tested on XSum.

- **XSum – SP** Denotes a summary generated by a model trained on XSum and tested on Scientific Papers.
• **XSum – RCT** Denotes a summary produced by a model trained on XSum and tested on RCT.

• **XSum – Reddit** Denotes a summary produced by a model trained on XSum and tested on Reddit.

• **XSum – XSum** Denotes a summary produced by an in-domain model trained and tested on XSum.

Table A3 reports the average lengths of summaries generated by each system. We can see that when the training data is CNN/Daily Mail, BART has the highest average lengths. Further BART trained on Scientific Papers and applied to RCTs also have lengths higher than corresponding models.

We restrict the max-lengths of these systems to 50 which lies between the corresponding T5 and Pegasus models’ average lengths. Table A4 depicts the average lengths after imposing the restrictions. From A2 we can see that shortening the lengths of BART summaries does not mitigate its tendency to repeat the most of all the models.