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We report results from spin trimer-based cluster quantum Monte Carlo simulations for the thermodynamic properties of two-dimensional frustrated quantum antiferromagnets that are composed of weakly-coupled three-spin (trimer) clusters. In particular, we consider the spin-1/2 kagome antiferromagnet on the kagome lattice, which can be interpreted as a lattice of corner-sharing triangles, has attracted considerable interest as a promising system for realizing a quantum spin liquid [2-4] in its groundstate. In most candidate materials, the magnetic exchange couplings do however not realize a perfect kagome lattice and are instead distorted [7], which can have significant impact on the low temperature physics, e.g., by stabilizing magnetic order [8], precluding the formation of a quantum spin liquid.

This is, however, not true for all kinds of distortions, as seen for example in the “breathing-distorted” kagome lattice, where upward and downward triangles both remain equilateral but inequivalent to each other (Fig. 1(a)) [9,11]. Even under strong such breathing distortion, a quantum spin-liquid phase of the kagome lattice is expected to be stable [12,13]. Such a distortion is indeed observed in the spin-1/2 vanadium oxyfluoride [NH3]2[C7H3N][V7O6F18], which shows no sign of order or spin freezing down to low temperatures [10,14,15]. It is thus important to accurately examine the ground state and low-temperature thermodynamic behavior of such distorted model systems.

Unbiased numerical studies of both the undistorted and the breathing distorted kagome lattice have so far been based mainly on exact diagonalization (ED) calculations [3,16,18] on (relatively) small clusters, tensor-network methods such as the density matrix renormalization group (DMRG) [11,12,19,20] or infinite projected-entangled pair states (iPEPS) and related approaches [13,21,22], which do however suffer in the case of DMRG from finite-circumference cylinder geometries and in the case of iPEPS from limited accessible bond dimensions. Unbiased quantum Monte Carlo methods such as the stochastic series expansion (SSE) [23,27] typically suffer from the negative sign problem [28,29] in the face of frustration. Averting this basis-dependent sign problem is however possible for a set of special models by performing a local change of basis. A notable example for this is the class of highly-frustrated Heisenberg antiferromagnets on lattices with “fully frustrated” interactions, where changing to a suitable cluster basis removes the sign-problem [30,35].

In this work, we show how a suitable cluster basis can also be beneficial in the case of weakly coupled trimer clusters. Here, the sign problem is in general still present but can be reduced to a degree where unbiased calculations of the thermodynamic quantities become possible down to the low-temperature regime. We will perform these calculations for the $S = 1/2$ Heisenberg antiferromagnet on two basic lattices of coupled trimers, highlighting the strengths and shortcomings of this approach. First, we will consider a square lattice of triangle clusters (the triangle-square lattice, Fig. 1(b)), where the triangular clusters are arranged on a bipartite parent lattice so that the frustration predominantly arises within the clusters themselves. This model Hamil-

I. INTRODUCTION

Triangular clusters form one of the most basic building blocks of frustrated magnets in two dimensions [1], including the paradigmatic Heisenberg antiferromagnets on the triangular or kagome lattice. In particular the $S = 1/2$ Heisenberg antiferromagnet on the kagome lattice, which can be interpreted as a lattice of corner-sharing triangles, has attracted considerable interest as a promising system for realizing a quantum spin liquid [2-4] in its groundstate. In most candidate materials, the magnetic exchange couplings do however not realize a perfect kagome lattice and are instead distorted [7], which can have significant impact on the low temperature physics, e.g., by stabilizing magnetic order [8], precluding the formation of a quantum spin liquid.

This is, however, not true for all kinds of distortions, as seen for example in the “breathing-distorted” kagome lattice, where upward and downward triangles both remain equilateral but inequivalent to each other (Fig. 1(a)) [9,11]. Even under strong such breathing distortion, a quantum spin-liquid phase of the kagome lattice is expected to be stable [12,13]. Such a distortion is indeed observed in the spin-1/2 vanadium oxyfluoride [NH3]2[C7H3N][V7O6F18], which shows no sign of order or spin freezing down to low temperatures [10,14,15]. It is thus important to accurately examine the ground state and low-temperature thermodynamic behavior of such distorted model systems.

Unbiased numerical studies of both the undistorted and the breathing distorted kagome lattice have so far been based mainly on exact diagonalization (ED) calculations [3,16,18] on (relatively) small clusters, tensor-network methods such as the density matrix renormalization group (DMRG) [11,12,19,20] or infinite projected-entangled pair states (iPEPS) and related approaches [13,21,22], which do however suffer in the case of DMRG from finite-circumference cylinder geometries and in the case of iPEPS from limited accessible bond dimensions. Unbiased quantum Monte Carlo methods such as the stochastic series expansion (SSE) [23,27] typically suffer from the negative sign problem [28,29] in the face of frustration. Averting this basis-dependent sign problem is however possible for a set of special models by performing a local change of basis. A notable example for this is the class of highly-frustrated Heisenberg antiferromagnets on lattices with “fully frustrated” interactions, where changing to a suitable cluster basis removes the sign-problem [30,35].

In this work, we show how a suitable cluster basis can also be beneficial in the case of weakly coupled trimer clusters. Here, the sign problem is in general still present but can be reduced to a degree where unbiased calculations of the thermodynamic quantities become possible down to the low-temperature regime. We will perform these calculations for the $S = 1/2$ Heisenberg antiferromagnet on two basic lattices of coupled trimers, highlighting the strengths and shortcomings of this approach. First, we will consider a square lattice of triangle clusters (the triangle-square lattice, Fig. 1(b)), where the triangular clusters are arranged on a bipartite parent lattice so that the frustration predominantly arises within the clusters themselves. This model Hamil-
tonian has been put forward [36, 37] to describe the frustrated quantum magnetism observed in the cuprate-based compound La$_2$Cu$_4$Mo$_7$O$_{12}$. Second, we will then return to the kagome lattice with strong breathing distortion (Fig. 1(a)) as a more challenging example where also the interaction between trimers takes place on a highly frustrated triangular parent lattice [12, 13].

The remainder of this article is structured as follows. In Section II we outline the details of the different cluster bases we employ in our simulation. In Section III we present our results for the triangle-square lattice, which are contrasted in Section IV to those for the breathing-distorted kagome lattice. Finally, in Section V we draw a conclusion on our results and provide an outlook.

II. CLUSTER BASES

In this paper, we employ and compare three different computational bases that correspond to the eigenbasis of different physical single-trimer operators. The first is the conventional single-spin $S_z$-basis [23], in which the $S^z$ component of each trimer spin is diagonal,

$$S^z_{\Delta,\alpha}|m_1, m_2, m_3\rangle = m_\alpha|m_1, m_2, m_3\rangle, \quad \alpha = 1, 2, 3.$$  

The second is the dimer basis, $|l_{12}, m_{12}, m_3\rangle$, which diagonalizes the total spin, $S^2_{\Delta,12} = (S^z_{\Delta,1} + S^z_{\Delta,2})^2$, and magnetization, $S^z_{\Delta,12} = S^z_{\Delta,1} + S^z_{\Delta,2}$, along one bond of the trimer (taken here to be the one connecting $S_1$ and $S_2$) and leaves the third spin untouched,

$$|1, 1, m_3\rangle = |\uparrow\uparrow\uparrow\rangle, \quad |1, -1, m_3\rangle = |\downarrow\downarrow\uparrow\rangle, \quad |0, 0, m_3\rangle = ((\uparrow\downarrow) + (\downarrow\uparrow)) \otimes |m_3\rangle \sqrt{2},$$

Finally we consider the trimer basis, where the total spin, $S^2_{\Delta} = (\sum_{\alpha=1}^{3} S^z_{\Delta,\alpha})^2$, and total magnetization, $S^z_{\Delta} = \sum_{\alpha=1}^{3} S^z_{\Delta,\alpha}$ of the full trimer are diagonal. In addition to these two, a third operator is needed to completely distinguish the 8 states on the trimer. This operator is not uniquely determined, but can be readily constructed from symmetry considerations. First, choosing an SU(2) symmetric operator ensures that it has a common eigenbasis with $S^z_{\Delta}$ and $S^2_{\Delta}$. Second, by additionally requiring time-reversal symmetry, its eigenbasis (and thus the trimer basis) can be chosen to be real-valued with respect to the single-spin $S^z$ basis. Therefore, the Hamiltonian, which is also real-valued in the $S^z$ basis, will not acquire a phase problem by transformation to the trimer basis [38].

In this section, we first consider the triangle-square lattice model of coupled spin trimers. In this system, the trimers are arranged on a bipartite square lattice, so that the magnetic frustration resides within the individual trimers. The ground state phase diagram of this model has been analyzed based on ED and mean-field theory [36, 37]. As detailed further in Sec. III C, in the weak $J$-regime, the ground state phase diagram is composed of various magnetically ordered regimes, depending on the relative strength of the three intratrimmer couplings. In the following we consider finite-size systems with periodic boundary conditions, where the number of spins relates via $N = 3L^3$ to the linear system size $L$ of the square lattice.

A. Sign

We start our discussion of the triangle-square lattice by comparing the average configuration sign, $\langle \text{sign} \rangle$ [28, 29, 32], for the three different bases and at different points in numbers and

$$|3/2, +3/2, 1\rangle = |\uparrow\uparrow\uparrow\rangle, \quad |3/2, -3/2, 1\rangle = |\downarrow\downarrow\downarrow\rangle,$$

$$|3/2, +1/2, 1\rangle = (|\uparrow\uparrow\downarrow\rangle + |\uparrow\downarrow\uparrow\rangle + |\downarrow\uparrow\uparrow\rangle)/\sqrt{3},$$

$$|3/2, -1/2, 1\rangle = (|\downarrow\uparrow\uparrow\rangle + |\uparrow\downarrow\uparrow\rangle + |\uparrow\downarrow\downarrow\rangle)/\sqrt{3},$$

$$|1/2, +1/2, 0\rangle = (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle) \otimes |\uparrow\rangle \sqrt{2},$$

$$|1/2, -1/2, 0\rangle = (|\downarrow\uparrow\rangle - |\uparrow\downarrow\rangle) \otimes |\downarrow\rangle \sqrt{2},$$

$$|1/2, +1/2, 1\rangle = (|\uparrow\uparrow\uparrow\rangle + |\uparrow\downarrow\downarrow\rangle - 2 |\downarrow\uparrow\downarrow\rangle)/\sqrt{6},$$

$$|1/2, -1/2, 1\rangle = (|\downarrow\uparrow\uparrow\rangle + |\downarrow\downarrow\downarrow\rangle - 2 |\uparrow\downarrow\downarrow\rangle)/\sqrt{6}. \quad (2)$$

For the Hamiltonian of uncoupled trimers, the single-spin basis has a sign problem. The dimer basis is sign-free under the condition that the decoupled trimers are mirror symmetric perpendicular to the dimer it singles out. By contrast, the trimer basis can be made sign-free in any case by choosing an appropriate third operator so that it coincides with the eigenbasis of a single trimer.

Once an intertrimer coupling is introduced, in general, all three bases are subject to the sign problem. The severity of this sign problem depends on the model studied and can also differ largely between different bases. For example, for the specific case of the fully-frustrated trilayer (FFTL) model considered in Ref. [35], the sign problem is completely eliminated only in the trimer basis (the FFTL is obtained upon adding in Fig. 1(b) couplings of strength $J$ between all spins belonging to nearest-neighbor trimers). In the following, we will show how, in contrast to the single-spin basis, the dimer and trimer bases remain useful in the regime of weak intertrimer coupling and allow us to resolve the thermodynamics of the two trimer magnets that we examine here.

III. TRIANGLE-SQUARE LATTICE

In this section, we first consider the triangle-square lattice model of coupled spin trimers. In this system, the trimers are arranged on a biparite square lattice, so that the magnetic frustration resides within the individual trimers. The ground state phase diagram of this model has been analyzed based on ED and mean-field theory [36, 37]. As detailed further in Sec. III C, in the weak $J$-regime, the ground state phase diagram is composed of various magnetically ordered regimes, depending on the relative strength of the three intratrimmer couplings. In the following we consider finite-size systems with periodic boundary conditions, where the number of spins relates via $N = 3L^3$ to the linear system size $L$ of the square lattice.

A. Sign

We start our discussion of the triangle-square lattice by comparing the average configuration sign, $\langle \text{sign} \rangle$ [28, 29, 32], for the three different bases and at different points in
The only way to remove the sign-problem is to remove bases. For the single-spin basis, no such extension exists. Extended to eliminate the sign-problem in the respective model turns into rows of fully frustrated two-leg ladders interlaced by rows of single spin-1/2s. In the trimer basis, the model can be made sign-free for any values of $J_1$, $J_2$, and $J_3$ by extending it to the FFTL model [35], however doing so requires more additional couplings than in the case of the dimer basis.

Going back to the original triangle-square lattice, we may assume that at temperatures $T$ that are large compared to the energy scale of these modifications, the system should behave similarly to the sign-free system. In particular, the average sign should stay finite. At lower temperatures, where these differences become important, the sign will, however, drop towards zero. For the single-spin basis, the energy scale needed to make the model sign-free is that of the intratrimer couplings. For the dimer basis, the scale is the bigger of $|J_1 - J_2|$ (to make the model symmetric) and $J$. For the trimer basis it is $J$, although with a larger prefactor since in the extended model, more bonds are added. Thus, unless the mirror symmetry is broken, the dimer basis is superior. After having examined the behavior of the average computational sign, we next consider the thermodynamic behavior of the triangle-square lattice.

**B. Thermodynamics**

In the following, we will investigate the thermodynamics of the weakly coupled triangle-square lattice in the regime $T \gtrsim J$, choosing for different points in the phase diagram the best-performing basis according to the preceding analysis. We will commence by looking at the magnetic susceptibility, followed by the specific heat of the system, at the three characteristic sets of intratrimer couplings already considered in the above analysis of the average sign.
The magnetic susceptibility $\chi$ (Fig. 3) shows that at weak intertrimer coupling $J \ll J_1, J_2, J_3$, the physics at high temperatures is well described by an ensemble of decoupled trimers ($J = 0$). In this ensemble, there is a crossover from the high-temperature Curie law $T\chi = 1/4$ to a lower-temperature regime, where the spins on each trimer combine into one effective spin-1/2, corresponding to a $T\chi = 1/12$ Curie law. At even lower temperatures, the uncoupled-trimer approximation breaks down as the intertrimer interactions couple the effective spin-1/2s, eventually leading to different AFM orders compatible with the square parent lattice of the trimers $^{33,37}$. This crossover happens at different temperatures, depending on the intratramer couplings, with $(J_1, J_2)/J_3 = (0.5, 1.0)$ being the most robust to interactions out of those studied here. With increasing intertrimer interaction $J$, deviations from the decoupled-trimer form are also visible at higher temperatures. We note that while the exact solution for $L = 2$ captures this behavior qualitatively, it significantly differs from the $L = 12$ QMC results at low temperatures. This indicates an increased correlation length at low temperatures in the triangle-square lattice. At the same time, this deviation confirms that the QMC approach does perform well beyond the temperature regime of trivial few-trimer physics.

The specific heat $C$ provides a different perspective on this situation (Fig. 4). Here, at high temperatures, the data is again well described by the decoupled case (showing even less deviations than $\chi$ at $J/J_3 = 0.1$). We note that the area under the $C/T$ curves shown in Fig. 4 corresponds to the released entropy of the model and a deviation from the value $\log 2$ per spin signifies a residual extensive ground state degeneracy. For $J = 0$ this is indeed the case as the ground state is a product state of doublets (or quartets in the special case $J_1 = J_2 = J_3$). At low temperatures, the intertrimer interactions will in general lift this degeneracy leading to an additional release of entropy. For $J/J_3 = 0.01$, we cannot resolve this regime due to the severity of the sign-problem at such low temperatures. At $J/J_3 = 0.1$, the corresponding temperature scale is higher and we clearly resolve a low-temperature peak in the case $(J_1, J_2)/J_3 = (1, 1)$ corresponding to the lifting of the quartet degeneracy.

In summary, in this section, we computed the thermodynamics of the triangle-square lattice, resolving different temperature regimes where different couplings of the Hamiltonian start to play a role. In the next step, we will take a closer look at the low-temperature regime and check various predictions of ground-state order in the triangle-square lattice.

### C. Ground-state orders

As mentioned in the previous section, at low temperatures, each trimer of the triangle-square lattice forms an effective spin-1/2, or in other words, only the lowest energy doublet contributes to the physics. In a leading-order perturbative expansion in the weak intertrimer coupling $J$, an effective Heisenberg model

$$H_{\text{eff}} = \sum_{\Delta} J_{x,\Delta} s_{\Delta} \cdot s_{\Delta+\hat{x}} + J_{y,\Delta} s_{\Delta} \cdot s_{\Delta+\hat{y}}$$

(3)

for these effective spins, denoted $s_{\Delta} = P_{\Delta} S_{\Delta} P_{\Delta}$, can be derived $^{37}$, where $P_{\Delta}$ is a projector to the lowest energy doublet on trimer $\Delta$. Because the trimers themselves are arranged on a square parent lattice, this effective low-energy model is no longer frustrated and its ground state phase-diagram is well known to display magnetic order at different wave vectors $Q$ depending on the signs of $J_{x,\Delta}^{\text{eff}}$, which in turn depend on the values of $J_{1/2}$ $^{36,37}$.

The case $J_1 = J_2 = J_3$ forms an exception in this analysis since the low-energy subspace consists of two degenerate SU(2) doublets. In addition to an effective SU(2) spin $s_{\Delta}$, this gives rise to a pseudospin low-energy degree of freedom $\tau$ distinguishing the two doublets. The effective Hamiltonian then becomes

$$H_{\text{eff}}^{\prime} = J \sum_{\Delta} s_{\Delta} \cdot s_{\Delta+\hat{x}} A_{\Delta,\Delta+\hat{x}} + s_{\Delta} \cdot s_{\Delta+\hat{y}} A_{\Delta,\Delta+\hat{y}},$$

(4)

where the operators $A_{\Delta,\Delta'}$ act on the pseudospins (given in detail in Ref. $^{37}$ and further below). The ground state of this model is not well known, but ED and mean-field theory suggest the formation of $(\pi, \pi)$ order around $J_1 = J_2 = J_3$. A sketch of the complete phase diagram as obtained in Ref. $^{36}$ is shown in Fig. 5.

In the following, we will check the validity of this phase diagram for finite but small intertrimer couplings. To this end, we compute the magnetic structure factor,

$$S(Q) = \frac{1}{t^2} \sum_{\Delta,\Delta'} e^{iQ \cdot (R_{\Delta} - R_{\Delta'})} \langle S_{\Delta} \cdot S_{\Delta'} \rangle,$$

(5)

with the unit cell positions $R_{\Delta}$, while simultaneously scaling the system size $L$ and the temperature $T = J_3/2L$ to resolve the onset of the different magnetic ground state.
orders. Since the sign problem is least severe along the symmetric line \( J_1 = J_2 \), we concentrate on this case in the following analysis.

A scan of the structure factor at different possible ordering wave vectors \( \mathbf{Q} \) reveals that along the symmetric line, the \((\pi,0)\) and \((\pi,\pi)\) orders are most prevalent, with the former dominating at high \( J_1 = J_2 \) and the latter taking over in the regime around \( J_1 = J_2 = J_3 \). At lower \( J_1 = J_2 \), the competition between different orders is very close. However, out of the three structure factors, the one belonging to \((\pi,0)\) is the only one growing with system size in this region, suggesting that it will dominate in the thermodynamic limit. These findings are in agreement with the phase diagram obtained using ED, perturbation theory and mean-field theory. In particular, the close competition at low \( J_1 = J_2 \) can be explained by a weak effective coupling \( J_y \) that only appears at higher orders perturbatively in the intertrimer coupling \( J \).

As we saw, most of the phase diagram of the triangle-square lattice can be understood in terms of the effective spin-1/2 degrees of freedom formed by each trimer. So far, however, we have not considered the pseudospin degree of freedom at the point \( J_1 = J_2 = J_3 \). This degree of freedom has a similar role as the third quantum number we had to add in the trimer basis in Section II in that it lives in the subspace of fixed \( l_\Delta \) and \( m_\Delta \). In Section II we used the eigenbasis of the operator \((\mathbf{S}_{\Delta,1} + \mathbf{S}_{\Delta,2} + \mathbf{S}_{\Delta,3})^2\) to map out this part of the trimer Hilbert space while retaining a real basis. Without this constraint, it is however often useful to use a basis that makes the symmetry of the \( J_1 = J_2 = J_3 \) trimer explicit. One such basis is the eigenbasis of the chirality operator \( \mathbf{S}_x \).

\[
\tau^x_\Delta := \frac{\sqrt{3}}{4} \mathbf{S}_{\Delta,1} \cdot (\mathbf{S}_{\Delta,2} \times \mathbf{S}_{\Delta,3}) = |R\rangle\langle R| - |L\rangle\langle L|,
\]

with

\[
|L, \uparrow\rangle = \frac{1}{\sqrt{3}} \left(|\uparrow\uparrow\downarrow\rangle + \omega |\downarrow\uparrow\uparrow\rangle + \omega^* |\downarrow\downarrow\uparrow\rangle\right),
\]

\[
|L, \downarrow\rangle = \frac{1}{\sqrt{3}} \left(|\downarrow\downarrow\uparrow\rangle + \omega^* |\uparrow\downarrow\uparrow\rangle + \omega |\uparrow\uparrow\uparrow\rangle\right),
\]

\[
|R, \uparrow\rangle = \frac{1}{\sqrt{3}} \left(|\uparrow\uparrow\downarrow\rangle + \omega |\downarrow\uparrow\uparrow\rangle + \omega^* |\downarrow\downarrow\uparrow\rangle\right),
\]

\[
|R, \downarrow\rangle = \frac{1}{\sqrt{3}} \left(|\downarrow\downarrow\uparrow\rangle + \omega^* |\uparrow\downarrow\uparrow\rangle + \omega |\uparrow\uparrow\uparrow\rangle\right),
\]

and \( \omega = e^{i2\pi/3} \). Writing the effective Hamiltonian of Eq. (4) in this basis yields \( \mathcal{H}_{\text{eff}} \)

\[
\mathcal{H}_{\text{eff}} = \frac{J}{g} \sum_{\Delta} A^\dagger_{\Delta} A^{\dagger}_{\Delta + \hat{x}} \mathbf{S}_\Delta \cdot \mathbf{S}_{\Delta + \hat{x}} + A^\dagger_{\Delta} A^{\dagger}_{\Delta + \hat{y}} \mathbf{S}_\Delta \cdot \mathbf{S}_{\Delta + \hat{y}},
\]

where \( \Sigma \)

\[
A^\dagger_{\Delta} = 1 - 2\omega^* \tau^+_{\Delta} - 2\omega \tau^-_{\Delta},
= 1 + \tau^+_{\Delta} + \sqrt{3} \tau^y_{\Delta},
\]

\[
A^\dagger_{\Delta} = 1 - 2\omega \tau^+_{\Delta} - 2\omega^* \tau^-_{\Delta},
= 1 + \tau^+_{\Delta} - \sqrt{3} \tau^y_{\Delta},
\]

\[
A^\dagger_{\Delta} = 1 - 2\tau^+_{\Delta},
\]

\[
A^\dagger_{\Delta} = 2 + 2\tau^+_{\Delta},
\]

act on the pseudospin degree of freedom via the operators \( \tau^+ = |L\rangle\langle R| \) and \( \tau^- = (\tau^+)^\dagger \). Note that the shape of the \( A \) operators is strongly constrained by the symmetries of the triangle-square lattice. The horizontal mirror symmetry \( \Sigma \), represented by \( \tau^x \) (skipping the trimer index \( \Delta \)) on each trimer implies

\[
\Sigma A^\dagger \Sigma^{-1} = A^\dagger, \quad \Sigma A^\dagger \Sigma^{-1} = A^d, \quad \Sigma A^\dagger \Sigma^{-1} = A^a.
\]
Similarly, the time-reversal symmetry $\Theta$, given by $K\tau^z$, where $K$ is the complex conjugation operator in the chirality basis, leads to
\begin{align}
\Theta A^t \Theta^{-1} = A^t, & \quad \Theta A^t \Theta^{-1} = A^t, \\
\Theta A^d \Theta^{-1} = A^d, & \quad \Theta A^u \Theta^{-1} = A^u. \quad (17, 18)
\end{align}

At low temperatures, the pseudospin degree of freedom may spontaneously break either of these symmetries, forming a chiral or lattice nematic state. The former was indeed proposed based on mean-field theory results for $H_{\text{eff}}$ [37]. In contrast to the magnetic order which constitutes the breaking of a continuous symmetry, the pseudospin can break its discrete symmetries also at finite temperature.

To check these possibilities, we compute the correlation functions of the chirality pseudospin $\tau^z$, which is odd under time reversal,
\begin{equation}
C^z(r) = \langle \tau^z_0 \tau^z_r \rangle, \quad (19)
\end{equation}
and the operator $\tau^y = \frac{2}{\sqrt{3}}(S_1 - S_2) : S_3$, which is odd under horizontal reflections,
\begin{equation}
C^y(r) = \langle \tau^y_0 \tau^y_r \rangle. \quad (20)
\end{equation}

Since we cannot directly simulate in the chirality basis, both of these correlation functions contain operators that are off-diagonal in our computational basis. Nevertheless, it is possible to compute them on-the-fly during the loop update. In Appendix A, we show how such on-the-fly measurements can be performed within the SSE loop update also in the presence of a sign problem.

Having identified $\tau^z$ and $\tau^y$ in terms of constituent spin operators, we note that $\tau^z = (S_1 + S_2)^2 - 1$. This highlights that the chirality basis and the computational “$l_{\Delta,12}$” trimer basis introduced in Section II are related by a simple unitary pseudospin rotation. Consequently, in the $l_{\Delta,12}$-trimer basis, the correlation functions $C^z$ and $C^y$ can still be expressed by simple (albeit different) Pauli matrices,
\begin{align}
\tau^z &= |1/2\rangle \langle 1/2|_{\Delta} \otimes 1_{m_{\Delta}} \otimes i\langle 1\rangle \langle -1\rangle |1\rangle \langle 1|_{l_{\Delta,12}}, \quad (21) \\
\tau^y &= |1/2\rangle \langle 1/2|_{\Delta} \otimes i_{m_{\Delta}} \otimes (\langle 1\rangle \langle 0\rangle + \langle 0\rangle \langle 1\rangle)_{|l_{\Delta,12}|}. \quad (22)
\end{align}

For this reason, we prefer the trimer basis over the dimer computational basis for this calculation even though it has a slightly reduced average sign. In the dimer basis, calculating $C^z$ and $C^y$ in a similar way is in principle possible, but with much more complicated matrix elements due to the split of the Hilbert space of $S_{\Delta,1}$, $S_{\Delta,2}$, and $S_{\Delta,3}$ constituting the spin chirality into two distinct computational cluster-basis sites.

As seen from the QMC data shown for $C^z(r)$ (top left panel a) and $C^y(r)$ (top right panel b) in Fig. 7, we observe a rapid decay of these correlations along both lattice directions, i.e., for $r \propto \hat{x}$ (x direction) and $r \propto \hat{y}$ (y direction). The chirality correlations exhibit a finite value only among nearest neighbor trimers, and are essentially zero beyond $r > 2$ (the value of $C^y(r)$ at $r = 2 \hat{x}$ is also suppressed with increasing system size $L$, cf. the bottom panel c). We therefore do not obtain indication for the presence of any further symmetry breaking induced by the chirality degree of freedom [37] within the accessible temperature regime of our QMC approach.

IV. BREATHING KAGOME LATTICE

After having considered a system of coupled trimers, for which the superlattice of trimers is bipartite, we next consider the case of the (breathing) kagome lattice, which is formed by a (non-bipartite) triangular lattice of coupled trimers. In this system there is thus an additional source of magnetic frustration beyond the one introduced by the antiferromagnetic intratrimer couplings. We again consider finite-size systems with periodic boundary conditions, and also in this case the number of spins relates via $N = 3L^3$ to the linear system size $L$ of the triangular lattice.

A. Sign

For the kagome lattice with breathing distortion, we also start by comparing the average configuration sign for the computational bases introduced in Section II (Fig. 8).
For weak intertrimer couplings $J_{\gamma}$, the dimer and trimer bases again strongly outperform the single-spin basis retaining a finite sign down to $T \sim J_{\gamma}$, while at stronger couplings this advantage fades away. In contrast to the triangle-square lattice, however, at weak intertrimer couplings, the sign is nearly identical between the dimer and trimer basis for $J_{\gamma}/J_{\Delta} \lesssim 0.1$, with a slight advantage of the trimer basis in the low-$T$ regime. At larger $J_{\gamma}$, the dimer basis has a slightly higher average sign, but eventually falls below the sign of the single-spin basis. Therefore, moving forward, we will focus on the weak coupling regime, i.e. the regime of high breathing distortion, and use the trimer computational basis.

**B. Thermodynamics**

In analogy to the triangle-square lattice, we compute the magnetic susceptibility $\chi$ (Fig. 9) and the specific heat $C$ (Fig. 10). At high temperatures and weak intertrimer couplings, these observables converge to the same decoupled trimer limit as the triangle-square lattice. In the susceptibility (Fig. 9), the effective spin-1/2 plateau at low temperatures again vanishes with increasing intertrimer interactions. The specific heat shows the onset of a low temperature peak associated with the lifting of degeneracies by the intertrimer interactions. In general, due to the sign problem it is challenging to reach the low-temperature regime $T \sim J_{\gamma}$, but in our accessible temperature range both the susceptibility and the specific heat are well described by ED data for $L = 2$. This is in contrast to the triangle-square lattice for which at similar temperatures, significant deviations from the $L = 2$ data were found due to the onset of magnetic correlations.

In addition to these observables, we furthermore computed the magnetization (per site) $M = \frac{1}{L} \sum_i S_i^z$ at a finite magnetic field $h$ introduced to the Hamiltonian,

$$H' = H - h \sum_\Delta S_\Delta^z,$$

which shows two extended plateaus (Fig. 11) corresponding to the magnetizations per trimer $\langle m_\Delta \rangle = 1/2$ and $\langle m_\Delta \rangle = 3/2$, respectively [11]. At the boundaries of these plateaus, the competition between different magnetization sectors renders the energetic contributions due to the small intertrimer coupling more important. In these regions the magnetization displays smooth crossovers, where at our lowest accessible temperature of around $T/J_{\Delta} = 0.083$, we do not resolve signs of further plateaus. In general, increasing $J_{\gamma}$ at fixed $T/J_{\Delta}$ leads
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**FIG. 8.** Average configuration sign, $\langle \text{sign} \rangle$, of the $L = 12$ breathing kagome lattice in different computational bases for different breathing distortions $J_{\gamma}/J_{\Delta}$.

![Figure 9](image2.png)

**FIG. 9.** The magnetic susceptibility $\chi$ of the breathing kagome lattice multiplied by the temperature $T$ as a function of $T$ for different breathing distortions $J_{\gamma}/J_{\Delta}$. For $J_{\gamma} = 0$, the ED solution for decoupled trimers is shown. For finite $J_{\gamma}$, the dashed lines show $L = 2$ ED data.
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**FIG. 10.** The specific heat $C$ of the breathing kagome lattice as a function of temperature $T$ for different breathing distortions $J_{\gamma}/J_{\Delta}$. For $J_{\gamma} = 0$ the ED solution for decoupled trimers is shown. For finite $J_{\gamma}$, the dashed lines show $L = 2$ ED data.
to stronger frustration and thus to an overall decrease of the magnetization.

Previous works have found a quantum phase transition from a nematic state breaking the lattice rotation symmetry to a spin liquid state at weak intertrimer coupling in the range of $J_\gamma/J_\Delta \approx 0.05$ [12]. While we see no signatures of such a transition in the thermodynamic behavior presented until now, measuring the associated nematicity order parameter and its correlation function is in principle possible within our approach, allowing for the direct detection of such a phase, if it persists to high enough temperatures. In Appendix B, we show the absence of a lattice nematic state for $T/J_\Delta \gtrsim 0.083$, limiting a finite-temperature lattice nematic phase, if it persists, to lower temperatures than those accessible to our QMC approach.

V. CONCLUSION

In this article we computed the thermodynamics of two models of weakly coupled Heisenberg trimers using quantum Monte Carlo simulations in different cluster bases. In both the triangle-square lattice and the breathing kagome lattice, these cluster bases allowed us to resolve temperatures down to the order of the weak intertrimer coupling, greatly outperforming the single-spin basis.

For the triangle-square lattice, we further picked up the signatures of different magnetic orders expected to form in the ground state. We also showed that correlations related to the additional chirality degree of freedom for the case of equal intratrimer couplings can be efficiently accessed using the trimer basis. However, no additional symmetry breaking as observed within the accessible temperature range.

The thermodynamic data for the breathing kagome lattice was found to be well-described by a simple $L = 2$ cluster throughout our accessible temperature range. In particular, we observe the presence of a two-peak structure in the specific heat in both the lattice-nematic and the quantum spin liquid regime of the breathing kagome lattice. Whereas some studies also reported a two-peak structure in the undistorted kagome lattice ($J_\gamma = J_\Delta$) [11, 22], recent work concludes instead in favor of a single peak with a pronounced low-$T$ shoulder in the undistorted kagome lattice [16, 18, 22]. It would therefore be interesting to further examine the evolution of the low-temperature specific heat upon increasing $J_\gamma$ from the strong breathing regime that we can access by QMC into the weak breathing region, including the undistored limit.
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Appendix A: Measuring correlation functions

In the $S^z$ basis formulation of the SSE it is possible to measure the offdiagonal spin correlation functions $\langle S_i^+ S_j^- \rangle$ by treating the (directed) loop update as an extended ensemble where theses operators are part of the configuration [27, 43]. This approach can be directly generalized to correlations $(A_I B_J)$ where $A_I$ and $B_J$ are local operators on cell (i.e., trimer) $I$: In particular, these measurements can also be performed in the presence of signed configurations, as we will show in the following, based on the notation introduced in Ref. [35]. If we choose a loop action (out of a total of $N_{\text{actions}}$) and the entry cell (out of a total of $N_{\text{cells}}$) at random, the extended ensemble takes the form

$$Z_{\text{ext}} = \sum_{n, \{a_n\}, \sigma_0} \frac{1}{N_{\text{actions}} N_{\text{cells}}} \left| \frac{(-\beta)^n}{n!} \right| \times \langle \sigma_0 | h_{b_1} \cdots | \sigma_{p_n} \rangle \langle a_h(\sigma_{p_n})| \cdots | a_t(\sigma_{p_n})| \cdots | h_{b_n} | \sigma_0 \rangle. \tag{A1}$$

Here, in addition to the expansion order $n$, operator string $\{ b_n \}$ and state $\sigma_0$ the configuration contains the position $p$ and action $a$ of the loop’s head and tail. Furthermore, the system Hamiltonian $H$ has been decomposed in terms of operators $h_b$ that each connect two cells [35] (they correspond to the bond operators in the conventional site-basis formulation of the SSE [23]). The $a_i, p_t, a_h$, and $p_b$ determine the position and type of two discontinuities that appear in the string of nonbranching operators [27, 43].
We want to measure equal-time correlation functions between general state, i.e.,
\[ C_{x_iy_i,x_jy_j} = \frac{\text{Tr} \left[ |x_i\rangle\langle y_i| \otimes |x_j\rangle\langle y_j| e^{-\beta H} \right]}{Z}. \]  
(A2)

If the local states \( x \neq y \), there is a loop action \( a \) so that \( y = a(x) \) and we can express the correlations as an expectation value in the extended ensemble
\[ C_{x_iy_i,x_jy_j} = N_{\text{actions}}N_{\text{cells}} \frac{\langle \text{sign} \times P(a_h,p_h,a_t,p_t) \rangle_{\text{ext}}}{\langle \text{sign} \times Q(a_h,p_h,a_t,p_t) \rangle_{\text{ext}}} \]  
(A3)

with two projectors
\[ P(a_h,p_h,a_t,p_t) = \begin{cases} 1, & \text{signatures match } x_iy_i, x_jy_j \\ 0, & \text{else} \end{cases} \]  
(A4)

\[ Q(a_h,p_h,a_t,p_t) = \begin{cases} 1, & a_h = a_t^{-1} \text{ and } p_h = p_t \\ 0, & \text{else} \end{cases} \]  
(A5)
i.e., \( Q \) filters out closed-loop configurations that are also part of the regular ensemble. Therefore, the denominator can be simplified to
\[ \langle \text{sign} \times Q(a_h,p_h,a_t,p_t) \rangle_{\text{ext}} = \langle \text{sign} \rangle \langle Q(a_h,p_h,a_t,p_t) \rangle_{\text{ext}}. \]  
(A6)

In the numerator, we write the sign as a difference of projectors \( P_+ \) (\( P_- \)) on the positive (negative) signed configurations
\[ \langle \text{sign} \times P(a_h,p_h,a_t,p_t) \rangle_{\text{ext}} = \langle P_+ P(a_h,p_h,a_t,p_t) \rangle_{\text{ext}} - \langle P_- P(a_h,p_h,a_t,p_t) \rangle_{\text{ext}}. \]  
(A7)

Analogously to the usual case \[ 27 [43], \] we can write the ratio of the two probabilities \( \langle P \rangle \) and \( \langle Q \rangle \) as mean counts per loop. Thus,
\[ C_{x_iy_i,x_jy_j} = N_{\text{actions}}N_{\text{cells}} \frac{(n_+(a_h,p_h,a_t,p_t) - n_-(a_h,p_h,a_t,p_t))}{\langle \text{sign} \rangle} \frac{(n(a_h,p_h,a_t,p_t))}{\langle \text{sign} \rangle} \]  
(A8)

where \( n(a_h,p_h,a_t,p_t) \) is the signed count of loop steps with \( P(a_h,p_h,a_t,p_t) = 1 \). Arbitrary correlation functions of cell-local operators can now be written as sum of the \( C_{x_iy_i,x_jy_j} \). If they are offdiagonal \(( (x_i,y_i) \neq (x_j,y_j)) \), they can be measured as described in this section. If they are diagonal, they can be measured like every other diagonal observable \[ 23 [24]. \]

**Appendix B: Lattice nematic response in the breathing kagome lattice**

At low \( J_3/J_\Delta \lesssim 0.05 \) and \( T = 0 \), the kagome lattice AFM was previously found to spontaneously break the C3 lattice rotational symmetry while leaving the translational, spin rotational, and a lattice reflection symmetry intact \[ 12, [13]. \] Such a “lattice nematic” phase is expected to show a singular response to a small C3 breaking perturbation, which can be detected, e.g., using an order parameter defined as
\[ \phi = \frac{1}{L^2} \sum_{\Delta} \sum_{n=1}^3 e^{2\pi i(n-1)/3} \langle \mathbf{S}_{\Delta,n} \cdot \mathbf{S}_{\Delta,n+1} \rangle. \]  
(B1)

In the C3-symmetric case, this quantity is exactly zero.

Previous studies have focused on the ground state phase-diagram, but since the lattice nematic phase breaks a discrete symmetry it may persist up to a finite temperature \( T_c \). As \( J_\gamma \) approaches zero, at any fixed temperature, the partition function of the model should approach the one of simple decoupled trimers, in agreement with our findings in the main text. Decoupled trimers cannot, of course, form lattice nematic order, so the critical temperature \( T_c \) of the nematic transition is expected to vanish with \( J_\gamma \). Nevertheless, at finite \( J_\gamma \), a finite \( T_c \) may be observable in the temperature range accessible with our method, which is what we investigate in this section.

We will introduce a small symmetry-breaking perturbation by detuning one of the intratramer couplings, denoted as \( J_3 \) (in analogy to the triangle-square lattice notation) while leaving the other two intratramer couplings at the value \( J_\Delta \). We can then monitor the evolution of the order parameter upon tuning across the isotropic point \( J_3 = J_\Delta \). Using the residual lattice reflection symmetry in this setup, the order parameter \( \phi \) can be expressed as
\[ \phi = \frac{1}{L^2} \left( \left\langle \sum_{\Delta} l_{\Delta,12} \right\rangle - \left\langle \sum_{\Delta} l_{\Delta,23} \right\rangle \right). \]  
(B2)

Here, we computed the two terms as diagonal observables in two separate simulations in appropriately rotated trimer bases.
The results for $\phi$ even at our lowest accessible temperature show a smooth dependence both on $J_3/J_\Delta$ and $J_7/J_\Delta = 0.010 - 0.075$ (Fig. 12). In particular, for all values of $J_7/J_\Delta$, the data in Fig. 12 smoothly tend towards zero upon approaching the isotropic point $J_3 = J_\Delta$. We therefore conclude that a finite-temperature lattice nematic phase, if it persists, is limited to lower temperatures than accessible to our QMC approach.
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