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ABSTRACT
Nowadays stochastic computer simulations with both numeral and distributional inputs are widely used to mimic complex systems which contain a great deal of uncertainty. This article studies the design and analysis issues of such computer experiments. First, we provide preliminary results concerning the Wasserstein distance in probability measure spaces. To handle the product space of the Euclidean space and the probability measure space, we prove that, through the mapping from a point in the Euclidean space to the mass probability measure at this point, the Euclidean space can be isomorphic to the subset of the probability measure space, which consists of all the mass measures, with respect to the Wasserstein distance. Therefore, the product space can be viewed as a product probability measure space. We derive formulas of the Wasserstein distance between two components of this product probability measure space. Second, we use the above results to construct Wasserstein distance-based space-filling criteria in the product space of the Euclidean space and the probability measure space. A class of optimal Latin hypercube-type designs in this product space are proposed. Third, we present a Wasserstein distance-based Gaussian process model to analyze data from computer experiments with both numeral and distributional inputs. Numerical examples and real applications to a metro simulation are presented to show the effectiveness of our methods.
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1. Introduction
Nowadays more and more real systems can be studied virtually by means of computer codes. Since it is often time-consuming to run such codes, elaborate design and modeling for computer experiments are necessary. A great amount of literature has studied statistical issues related to computer experiments, including experimental design, surrogate model, optimization, and many others (Fang, Li, and Sudjianto 2005; Santner, Williams, and Notz 2018). Most existing research is focused on deterministic computer experiments, that is, the simulator produces the same result if run twice using the same set of inputs. Simulations for physical phenomena through numerically solving mathematical models (differential equations) are usually deterministic. However, many real complex systems contain a great deal of uncertainty, and stochastic computer simulations can better mimic them (Baker et al. 2022). If run twice using the same set of inputs, a stochastic computer simulation yields different results. In other words, the output is a random variable. Typical stochastic computer simulations can be found in urban transportation (Elefteriadou 2014) since the movements of vehicles, pedestrians, and passengers have high degree of randomness. Other examples of stochastic computer simulations appear in physical phenomenon simulations with random inputs (Xiu 2010), reliability (Nanty et al. 2016), social science (Squazzoni, Jager, and Edmonds 2014), epidemiology (Ozik et al. 2021), and many other areas (Baker et al. 2022).

The background of this work is a metro passenger flow simulation, but our methods can be applied to other stochastic simulations. Here we introduce the simulation. Urban metro systems are important components of urban transportation systems. The implementation of a metro system simulation provides a powerful instrument for system performance monitoring, which enables operators to characterize the level of service and make decisions accordingly (Mo et al. 2021). Such a simulation is a typical stochastic simulation since a metro system contains a great deal of passengers’ uncertainty.

The simulation we consider in this article is designed to mimic passenger flows on a typical metro route. On this route a passenger begins to tap in at the origin station and ends in tapping out at the destination station with taking only a train. The time between the arrival and departure of a passenger can be divided into access time, wait time, time on board, and egress time. Access time is the time it takes the passenger to walk from the tap-in fare gate to the platform; wait time is the time for which the passenger waits on the platform until boarding a train; and egress time is the time it takes to walk to the tap-out fare gate after alighting from the train.

During peak hours, passengers may miss one or more trains due to crowded platform and carriages, and there may be more...
than one possible itineraries between their tap-in and tap-out times. Figure 1 illustrates all possible itineraries for passenger $i$ who enters and exits the metro system; a similar figure can be found in Zhu, Koutsopoulos, and Wilson (2017).

We can use the passenger flow simulation to study the influence of the number of passengers, train schedule, and other factors on crowdedness, passenger-to-train assignment, and other responses we are interested in. Specifically, for a one-day simulation, the inputs are as follows.

(i) number of passengers in the day;
(ii) each passenger’s origin and destination stations and tap-in time;
(iii) boarding probability of a passenger at each station (except the last station);
(iv) probability distribution of a passenger’s access time at each station (except the last station);
(v) probability distribution of a passenger’s egress time at each station (except the first station);
(vi) train capacity;
(vii) train schedule including arrival and departure times at each station.

The simulation can yield movement of each passenger in the metro system, including which train he/she takes, his/her tap-out time, and others. Clearly, it is a stochastic simulation, including both numeral and distributional inputs. In real cases, many stations have more than one accesses and exits, which may result in complex distributions of walking time such as a mixture of several uni-modal distributions (Xiong et al. 2022). Figure 2 shows two density functions of egress time at a station in Beijing, China. It is hard to represent the distributional inputs in (iv) and (v) with known parametric distributions. In metro emergencies, these distributions are more difficult to predict and to describe. Therefore, we cannot view these inputs as Euclidean parameters, and need to use a infinite-dimensional probability measure space as their domain.

Like the above metro simulation, the randomness of the output of a stochastic simulation is caused by some stochastic mechanism involved in the computer codes. Probability
distributions corresponding to the stochastic mechanism can usually be viewed as distributional inputs. There are a few articles on the design and modeling issues of computer experiments with function inputs (Muehlenstaedt, Fruth, and Roustant 2017; Tan 2019; Betancourt et al. 2020; Chen et al. 2021), but very limited on distributional inputs. Bachoc et al. (2018) constructed the Wasserstein distance-based Gaussian process model with a one-dimensional distributional input. Bachoc et al. (2020) discussed such a model with multidimensional distributional inputs. The two articles do not consider the experimental design issue of distributional inputs. Note that actual stochastic simulations often have mixed types of inputs like the above metro simulation. In this article we focus on computer experiments with both numeral and distributional inputs. To the best of our knowledge, the design and analysis issues of such computer experiments have not been investigated in the literature.

In a probability measure space, the Wasserstein distance, which is related to the optimal transport problem (Panaretos and Zemel 2020), possesses a number of good mathematical properties. It thus has been widely applied in machine learning and statistics (Arjovsky, Chintala, and Bottou 2017; Peyré and Cuturi 2019), including the construction of surrogate models of computer simulations mentioned above. For the mixed-input problem we face, we find that it is also very suitable. We prove that, through the mapping from a point in the Euclidean space to the mass probability measure at this point, the Euclidean space can be isomorphic to the subset of the probability measure space, which consists of all the mass measures, with respect to the Wasserstein distance. Therefore, the product space of the Euclidean space and the probability measure space can be viewed as a product probability measure space. By this way, the mixed inputs are unified within this product probability measure space. We derive formulas of the Wasserstein distance between two components of the product space, and use it to define Wasserstein distance-based space-filling criteria. A class of discretization-based approximate maximin designs in a one-dimensional probability measure space and a class of Latin hypercube-type designs in the product space are proposed. For the modeling issue, we focus on real-valued responses which are numeral features such as the expectation of the output distribution. We use the Wasserstein distance to construct a Gaussian process model with mixed inputs, and discuss the corresponding estimation and prediction methods. Numerical experiments with test functions are presented to evaluate our design and prediction methods. Real applications to the metro passenger flow simulation mentioned previously are provided. We apply the proposed methods to build the surrogate model of the simulation, which shows how passengers’ travel times depend on their walking time distribution and a boarding probability parameter.

The rest of this article is organized as following. Section 2 gives preliminary results concerning the Wasserstein distance. Section 3 constructs experimental designs in the product space of the Euclidean space and the probability measure space. Section 4 discusses the Gaussian process model for the mixed inputs. Section 5 shows numerical results with test functions, Section 6 provides real applications to the metro simulation. Section 7 concludes the article with a discussion. Technical proofs and additional numerical results are given in the supplementary materials.

2. The Wasserstein Distance

For a vector \( \mathbf{x} = (x_1, \ldots, x_d)' \in \mathbb{R}^d \), let \( \| \mathbf{x} \|_p = (|x_1|^p + \cdots + |x_d|^p)^{1/p} \) denote its \( \ell_p \) norm, where \( ' \) represents transpose and \( p \geq 1 \). For \( p, q \geq 1 \), consider the set \( \mathcal{P}_{q,p}(\mathbb{R}^d) \) of probability measures on \( \mathbb{R}^d \) with a finite moment of order \( q \) with respect to the \( \ell_p \) norm, that is, \( \mu \in \mathcal{P}_{q,p}(\mathbb{R}^d) \) if

\[
\int \| \mathbf{x} \|_p^q d\mu(\mathbf{x}) = \int (|x_1|^p + \cdots + |x_d|^p)^{q/p} d\mu(x_1, \ldots, x_d) < \infty. \tag{1}
\]

For \( \mu, \nu \in \mathcal{P}_{q,p}(\mathbb{R}^d) \), we denote by \( \Pi(\mu, \nu) \) the set of all probability measures \( \pi \) over the product set \( \mathbb{R}^d \times \mathbb{R}^d \) with first (resp. second) marginal \( \mu \) (resp. \( \nu \)). Any element in \( \Pi(\mu, \nu) \) is called a coupling measure of \( \mu \) and \( \nu \). With the cost function \( c(\mathbf{x}, \mathbf{y}) = \| \mathbf{x} - \mathbf{y} \|_p^q \), the transportation cost between \( \mu \) and \( \nu \) is defined as

\[
\mathcal{T}_{q,p}(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \int c(\mathbf{x}, \mathbf{y}) d\pi(\mathbf{x}, \mathbf{y}) = \inf_{\pi \in \Pi(\mu, \nu)} \int \| \mathbf{x} - \mathbf{y} \|_p^q d\pi(\mathbf{x}, \mathbf{y}).
\]

Note that \( \mathbb{R}^d \), equipped with \( \ell_p \) norm, is a Polish space, and that \( \| \mathbf{x} - \mathbf{y} \|_p^q \geq 0 \). The above infimum can be reached (Theorem 4.1 of Villani 2009). The Wasserstein distance (also called Monge-Kantorovich distance) with ground metric \( \ell_p \) between \( \mu \) and \( \nu \) is defined as

\[
W_{q,p}(\mu, \nu) = (\mathcal{T}_{q,p}(\mu, \nu))^{1/q}.
\]

When \( d = 1 \), \( \mathcal{P}_{q,p}(\mathbb{R}) \), \( \mathcal{T}_{q,p}(\mu, \nu) \), and \( W_{q,p}(\mu, \nu) \) are independent of \( p \) by (1), and we denote them by \( \mathcal{P}_q(\mathbb{R}) \), \( T_q(\mu, \nu) \), and \( W_q(\mu, \nu) \), respectively. For this case, the Wasserstein distance can be computed by (Villani 2009)

\[
W_q(\mu, \nu) = \left\{ \int_0^1 \left[ F_{\mu}^{-1}(t) - F_{\nu}^{-1}(t) \right]^{q-1} dt \right\}^{1/q}, \tag{2}
\]

where \( F_{\mu} \) and \( F_{\nu} \) are the cumulative distribution functions of \( \mu \) and \( \nu \), respectively, and \( F_{\mu}^{-1}(t) = \inf \{ u : F_{\mu}(u) \geq t \} \), \( F_{\nu}^{-1}(t) = \inf \{ u : F_{\nu}(u) \geq t \} \).

Let \( \delta_x \) denote the mass probability measure at \( \mathbf{x} \in \mathbb{R}^d \), and \( \Delta^d = \{ \delta_x : \mathbf{x} \in \mathbb{R}^d \} \). Consider the product space \( \Delta^d \times \mathcal{P}_q(\mathbb{R}) \), which is a subset of \( \mathcal{P}_{q,p}(\mathbb{R}^{d+1}) \) with any \( p \geq 1 \).

**Lemma 1.** For \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^d \), we have

\[
W_{q,p}(\delta_x, \delta_y) = \| \mathbf{x} - \mathbf{y} \|_p.
\]

This lemma indicates that, with the mapping \( \mathbf{x} \mapsto \delta_x \), \( \mathbb{R}^d \) (equipped with the \( \ell_p \) distance) is isomorphic to \( \Delta^d \) with respect to the Wasserstein distance. Therefore, the product space \( \mathbb{R}^d \times \mathcal{P}_q(\mathbb{R}) \) is isomorphic to \( \Delta^d \times \mathcal{P}_q(\mathbb{R}) \), which is a subspace of \( \mathcal{P}_{q,p}(\mathbb{R}^{d+1}) \). We view any combination of numeral and distributional inputs as a component of this probability measure space. This provides a way to unify such mixed inputs in \( \mathbb{R}^{d+1} \times \mathcal{P}_q(\mathbb{R}) \).

For the special product probability measure space \( \Delta^d \times \mathcal{P}_q(\mathbb{R}) \), the Wasserstein distance between its two components has the following expression.
Theorem 1. For \( x, y \in \mathbb{R}^d \), \( \mu, \nu \in \mathcal{P}_d(\mathbb{R}) \), we have
\[
W_{q,p}(\delta_x \times \mu, \delta_y \times \nu) = \left\{ \int_0^1 c(F_\mu^{-1}(t) - F_\nu^{-1}(t)) \, dt \right\}^{1/q},
\]
where \( c(z) = (\|x - y\|_p^p + |z|^p)^{\frac{q}{p}} \).

This theorem presents a formula for calculating the Wasserstein distance in the space we focus on. In particular, we provide its two important special cases,
\[
W_{1,1}(\delta_x \times \mu, \delta_y \times \nu) = \|x - y\|_1 + W_1(\mu, \nu), \quad (3)
\]
\[
W_{2,2}(\delta_x \times \mu, \delta_y \times \nu)^2 = \|x - y\|_2^2 + W_2(\mu, \nu)^2. \quad (4)
\]
In fact, (3) and (4) can be generalized to the case where \( \mu \) and \( \nu \) are defined on higher dimensional spaces. More precisely, we have the following theorem.

Theorem 2. For \( x, y \in \mathbb{R}^{d_1} \), \( \mu, \nu \in \mathcal{P}_{p,p}(\mathbb{R}^{d_2}) \) with \( d_1, d_2 \in \mathbb{N} \) and \( p \geq 1 \), we have
\[
W_{p,p}(\delta_x \times \mu, \delta_y \times \nu)^p = \|x - y\|_p^p + W_{p,p}(\mu, \nu)^p.
\]

3. Experimental Design

From the results in the previous section, the Wasserstein distance can be viewed as an extension of the \( \ell_p \) distance in the Euclidean space to the probability measure space. Similar to the Euclidean space, we can define the Wasserstein distance-based space-filling designs in the probability measure space. In this section we first present a method to construct space-filling designs in the space of probability measures in one dimension. We then introduce Latin Hypercube (LH)-type space-filling designs for the product space of the Euclidean space and the probability measure space.

3.1. Space-Filling Designs in \( \mathcal{P}([0, 1], \tau) \)

Note that distributional inputs of stochastic computer simulations usually have compact support and certain degrees of smoothness. We consider the space \( \mathcal{P}([0, 1], \tau) = \{ \mu \in \mathcal{P}_d(\mathbb{R}) : \text{support of } \mu \subset [0, 1], \sup_{x,y \in [0,1]} |F_\mu(x) - F_\mu(y)|/|x - y| \leq \tau \} \) for some constant \( \tau > 0 \). If \( F_\mu \) has a density \( f_\mu \), then \( \tau \) can be set as \( \text{max}_{x \in [0,1]} f_\mu(x) \).

For a design of \( n \) runs, \( D = \{ \mu_1, \ldots, \mu_n \} \subset \mathcal{P}([0, 1], \tau) \), the minimum Wasserstein distance criterion is
\[
\text{mdc}(D) = \min_{1 \leq i < j \leq n} W_q(\mu_i, \mu_j).
\]

Note that the parameter \( q \) in the Wasserstein distance can be arbitrary due to finite support. We can compute \( W_q(\mu_i, \mu_j) \) by (2). The design that maximizes the criterion (5) is defined as the maximin Wasserstein distance design. Similarly we can define minimax Wasserstein distance design and minimum \( \phi_0 \) design, which are analogues of those in Euclidean space (Johnson, Moore, and Ylvisaker 1990; Morris and Mitchell 1995).

Since \( \mathcal{P}([0, 1], \tau) \) is an infinite-dimensional space, the problem in optimizing (5) is difficult. We use a discretization method to approximate it. For \( \mu \in \mathcal{P}([0, 1], \tau) \), \( F_\mu \) can be approximated by the piecewise linear function
\[
\hat{F}_\mu(x) = \sum_{i=1}^{m-1} \left\{ F_\mu \left( \frac{i-1}{m-1} \right) + (m-1) \left( x - \frac{i-1}{m-1} \right) \right\} I \left( x \in \left[ \frac{i-1}{m-1}, \frac{i}{m-1} \right), \right.
\]
where \( I \) is the indicator function. Therefore, \( \mathcal{P}([0, 1], \tau) \) can be approximated by the finite dimensional space
\[
\mathcal{P}_{m-1}([0, 1], \tau) = \left\{ \mu : F_\mu(x) = \sum_{i=1}^{m-1} \frac{s_i + (m-1)(x - \frac{i-1}{m-1})}{m-1} (s_{i+1} - s_i) \right\} \quad \text{for all } \left( s_1, \ldots, s_m \right)\text{ with } s_0 = 0 = s_{m+1} \leq \cdots \leq s_m = 1, s_{i+1} - s_i \leq \tau/(m-1), i = 1, \ldots, m-1.
\]

Each \( \mu \in \mathcal{P}_{m-1}([0, 1], \tau) \) corresponds to the vector \( (s_1, \ldots, s_m)' \) of \( m - 2 \) degrees of freedom. Let \( t_i = s_{i+1} - s_i, i = 1, \ldots, m-1 \). Then \( \mu \) is specified by the vector \( (t_1, \ldots, t_{m-1})' \in E_{m-1}(\tau) = \{ (x_1, \ldots, x_{m-1})' : 0 \leq x_i \leq \tau/(m-1), i = 1, \ldots, m-1, \sum_{i=1}^{m-1} x_i = 1 \} \). The maximin Wasserstein distance design problem reduces to
\[
\max \xi(t_1, \ldots, t_n) = \min_{1 \leq i < j \leq n} W_q(\mu_i, \mu_j) \quad \text{subject to } t_1, \ldots, t_n \in E_{m-1}(\tau),
\]
where \( \mu_i \) corresponds to \( t_i \) for \( i = 1, \ldots, n \). Let \( \{ t_1', \ldots, t_n' \} \) denote the solution to (8). Then the corresponding \( \{ \mu_1', \ldots, \mu_n' \} \) can be viewed as an (approximate) maximin Wasserstein distance design in \( \mathcal{P}([0, 1], \tau) \).

There are \( n \times (m - 1) \) variables we need to optimize in the approximate problem (8), which is still a high-dimensional
optimization problem. We use the block coordinate descent algorithm (Tseng 2001) to solve (8). In each iteration we only optimize one run in the design. See Algorithm 1 for detailed steps. This algorithm can also be used to construct approximate optimal designs with other criteria, such as the minimax Wasserstein distance design and distance-based space-filling. Therefore, \( D \) can be computed by Theorem 1.

Figure 3 shows the density functions in six-run maximin distance-based designs in this space. For instance, similar to (8), the maximin Wasserstein distance design problem is
\[
\max_{\mu} \mathcal{E}(\mu) = \min_{\mu, \delta, \mu_j} W_{q,p}(\delta_{\mu} \times \mu_j, \delta_{\mu} \times \mu_j)
\]
subject to \( \mu \in P([0,1], \tau) \). The projections of \( D(\varepsilon_1, \ldots, \varepsilon_n) \) on \([0,1]^d \) and \( P([0,1], \tau) \) are respectively \( D_1 \) and \( D_2 \), which are both space-filling. Therefore, \( D(\varepsilon_1, \ldots, \varepsilon_n) \) can be viewed as an LH-type design (Mckay, Beckman, and Conover 1979). The designs \( D_1 \) and \( D_2 \) can be called base designs of \( D(\varepsilon_1, \ldots, \varepsilon_n) \). We can set \( D_2 \) as the maximin Wasserstein distance design proposed in the previous section. For \( D_1 \), there are many feasible choices (Joseph 2016; Santner, Williams, and Notz 2018). Here we prefer to those with good projection properties such as the maximin LH design (Park 1994), the maximum projection design (Joseph, Gul, and Ba 2015; Mu and Xiong 2018), and the rotated sphere packing design (He 2017), which usually yield good prediction of the simulation output.

Similar to optimal LH designs, we define the maximin Wasserstein distance LH-type design based on \((D_1, D_2)\) is the set \( D^* = D(e_1^*, \ldots, e_n^*) = \{(\mu_1, \mu_1^*), \ldots, (\mu_n, \mu_n^*)\} \) of \( [0,1]^d \) and \( P([0,1], \tau) \), where \( e_1^*, \ldots, e_n^* \) maximizes
\[
\min_{1 \leq i < j \leq n} W_{q,p}(\delta_{\mu_1} \times \mu_1, \delta_{\mu_j} \times \mu_j)
\]
over all permutations \( (e_1, \ldots, e_n) \) of \( (1, \ldots, n) \). The Wasserstein distance in (10) can be computed by Theorem 1, especially by (3) and (4). Usually it is infeasible to compute the global solution.
to maximize (10) based on all the $n!$ permutations. We can use the Monte Carlo method to approximate it by generating a large number of random permutations. Figure 5 shows the maximin $W_{2,2}$ distance LH-type design and the maximin $W_{1,1}$ distance LH-type design in $[0, 1] \times \mathcal{P}([0, 1], 3)$ for $n = 6$, where the base designs are the uniformly scattered points $\{0, 1/5, 2/5, \ldots, 1\}$ and the corresponding maximin Wasserstein distance designs in Figure 3. Here the measures plotted with the red solid line, red
dotted line, blue solid line, blue dotted line, green solid line, and green dotted line in Figure 3 are denoted by $\mu_1, \ldots, \mu_6$. From Figure 5 we can see that the optimal permutations in the two LH-type designs are $(5,3,6,1,4,2)$ and $(5,3,2,6,1,4)$, respectively.

We can use the above maximin Wasserstein distance LH-type design as the initial point of the algorithm for constructing maximin Wasserstein distance design defined in (9). The two types of designs will be compared in Section 5.

### 4. Gaussian Process Modeling

This section builds a Gaussian process model for computer experiments with both numerical and distributional inputs. We first define $h \circ \mu$ to be the probability measure of the random variable $h(X)$ for a function $h: \mathbb{R} \rightarrow \mathbb{R}$, where $X \sim \mu$. For $x \in [0,1]^d$ and $\mu \in \mathcal{P}_2(\mathbb{R})$, we model the output of such a computer simulation as

$$f(x, \mu) = g(x)' \beta + \int \alpha(t)' d(h \circ \mu(t)) + Z(x, \mu),$$

where $g(\cdot) = (g_1(\cdot), \ldots, g_n(\cdot))'$ and $h(\cdot) = (h_1(\cdot), \ldots, h_n(\cdot))'$ are pre-specified functions, $h \circ \mu = (h_1 \circ \mu, \ldots, h_n \circ \mu)$, $\beta$ is a vector of unknown regression coefficients, $\alpha(\cdot)$ is a vector of unknown smooth functions, and $Z(x, \mu)$ is a stationary Gaussian process defined on $[0,1]^d \times \mathcal{P}_2(\mathbb{R})$ with mean zero, variance $\sigma^2$, and covariance structure given below. The covariance between $Z(x, \mu_1)$ and $Z(x, \mu_2)$ in (11) is represented by

$$\text{cov}[Z(x_1, \mu_1), Z(x_2, \mu_2)] = \sigma^2 R(x_1, x_2; \mu_1, \mu_2 | \theta),$$

where $R$ is the Gaussian correlation function

$$R(x_1, x_2; \mu_1, \mu_2 | \theta) = \exp \left\{ - \sum_{i=1}^d \theta_{i}(x_{1i} - x_{2i})^2 - \theta_{d+1} W_{2,2}(\mu_1, \mu_2)^2 \right\},$$

(12)

with positive correlation parameters $\theta \in \mathbb{R}^d$. Note that $R_W(\mu_1, \mu_2) = \exp \left\{ -\theta_{d+1} W_{2,2}(\mu_1, \mu_2)^2 \right\}$ gives a valid correlation structure of Gaussian processes on $\mathcal{P}_2(\mathbb{R})$ (Bachoc et al. 2018, 2020). The correlation structure in (12) is valid for Gaussian processes on the product space of $[0,1]^d$ and $\mathcal{P}_2(\mathbb{R})$. It should be noted that the Gaussian process models proposed by Bachoc et al. (2018, 2020) are constructed for only distributional inputs, and that they do not use linear regression terms to describe the overall trend of the response.

Since the infinite-dimensional $\alpha(\cdot)$ in (11) is hard to estimate, we set $\zeta = 1$ in the following, and thus only one function $\alpha(\cdot)$ is unknown. We use a linear expression to parameterize it. Let

$$\alpha(\cdot) = y' b(\cdot)$$

(13)

with $y = (y_1, \ldots, y_n)' \in \mathbb{R}_n$, where $b(\cdot) = (b_1(\cdot), \ldots, b_l(\cdot))'$ are pre-specified basis functions. Then (11) can be approximated as

$$f(x, \mu) = g(x)' \beta + \left\{ \int b(t)d(h \circ \mu(t)) \right\}' y + Z(x, \mu).$$

(14)

The parameters in model (14) can be estimated by the maximum likelihood method. Suppose the set of input values is $\{(x_1, \mu_1), \ldots, (x_n, \mu_n)\} \subset [0,1]^d \times \mathcal{P}_2(\mathbb{R})$. The corresponding response values are $y = (f(x_1, \mu_1), \ldots, f(x_n, \mu_n))'$. The negative log-likelihood, up to an additive constant, is proportional to

$$n \log(\sigma^2) + \log(\det(R)) + (y - G \beta - J'y)' R^{-1} (y - G \beta - J'y)/\sigma^2,$$

(15)

where $R$ is the $n \times n$ correlation matrix whose $(i, j)$th entry is $R(x_i, x_j; \mu_i, \mu_j | \theta)$ defined in (12), “det” denotes matrix determinant, $G = (g(x_1), \ldots, g(x_n))'$, and $J = (\int b(t)d(h \circ \mu_1(t)), \ldots, \int b(t)d(h \circ \mu_n(t)))'$. Denote $U = (G)'$ and $\psi = (\beta' y')'$.

When $\theta$ is known, the maximum likelihood estimators (MLEs) of $\psi$ and $\sigma^2$ are

$$\hat{\psi} = (U'R^{-1}U)^{-1}U'R^{-1}y,$$

$$\hat{\sigma}^2 = (y - U\hat{\psi})'R^{-1}(y - U\hat{\psi})/n.$$
where $r_0 = \{(X_0, x_j; \mu_0, \mu_1 \mid \theta), \ldots, (X_0, x_j; \mu_0, \mu_n \mid \theta)\}'. Clearly this predictor possesses the interpolation property. Given $\kappa \in (0, 1)$, the $100(1-\kappa)$% prediction interval of $f(x_0, \mu_0)$ can be given by

$$P \left( f(x_0, \mu_0) \in \hat{f}(x_0, \mu_0) \pm \eta(x_0, \mu_0) t_{n-s-l}(\kappa/2) \right) = 1 - \alpha,$$

where $\eta(x_0, \mu_0) \geq 0$, and $t_{n-s-l}(\kappa/2)$ is the upper $\kappa/2$ quantile of the Student's $t$-distribution with $n - s - l$ degrees of freedom. When $\theta$ is unknown, by plugging (16) into (15), we have the MLE of $\theta$

$$\hat{\theta} = \arg \min_{\theta} n \log(\hat{\sigma}^2) + \log(\det(R)).$$

The predictor $\hat{f}$ in (17) and the prediction interval in (18) can be modified by replacing $\theta$ with $\hat{\theta}$.

Similarly to the Gaussian process model on the Euclidean space in the literature, we call the above methods without and with the linear regression terms $g(\cdot)$ and $h(\cdot)$ in (11) simple Kriging and universal Kriging, respectively. Usually we set $h$ in (11) as the identity function.

There are some methods to parameterize $\alpha(\cdot)$ in (13) such as the spline approximation (De Boor 1978). Here we propose the reconstruction parameterization approach (Xiong 2021) because of its good interpretation of the parameters. Specifically, in this approach the parameters $\gamma_i = \alpha(a_i), i = 1, \ldots, l$, where $\{a_1, \ldots, a_l\}$ is the set of knots, and $b(\cdot) = (b_1(\cdot), \ldots, b(l)(\cdot))$ in (13) are specific interpolation basis functions. When the distributional input in model (11) has a support $[0, 1]$, we select $b$ as the polynomial interpolation basis functions (De Boor 1978), which have the Lagrange forms

$$b_j(t) = \prod_{1 \leq k \leq l, k \neq j} \frac{t - a_k}{a_j - a_k}, \quad j = 1, \ldots, l.$$  

We use the Chebyshev nodes

$$A = \{a_j = 1/2 - \cos((2j - 1)\pi/2l)/2 : j = 1, \ldots, l\}$$

To avoid Runge’s Phenomenon (De Boor 1978). The number of knots can be selected as $l = 10$ according to the common 10d rule (Loepky, Sacks, and Welch 2009).

When the distributional input $\mu$ in (11) lies in $\mathcal{P}([0, 1], \tau)$, we use the design $\{\mu_1, \ldots, \mu_n\} \subset \mathcal{P}_{m-1}([0, 1], \tau)$ constructed in Section 3. Let $h$ in (11) be the identity function. For $i = 1, \ldots, n$, $j = 1, \ldots, l$, by (6) and (7), the entries of $J$ in (15) can be given by

$$\int b_j(t) dF_{\mu_i}(t) = \sum_{i=1}^{m-1} \int_{(i-1)/m-1}^{i/m-1} b_j(t) dF_{\mu_i}(t)$$

$$= (m - 1) \sum_{i=1}^{m-1} \left[ F_{\mu_i} \left( \frac{i}{m-1} \right) - F_{\mu_i} \left( \frac{i-1}{m-1} \right) \right] \int_{(i-1)/m-1}^{i/m-1} b_j(t) dt.$$  

Note that when $\mu = \delta_0$ in (11) for some $x \in \mathbb{R}$, $\int \alpha(t)'d(h \circ \mu(t))$ reduces to $\alpha(x)'h(x)$, which is consistent with the linear regression term in the numerical-input universal Kriging model (Santner, Williams, and Notz 2018). Inspired by this, (11) can be modified to model a simulation with two distributional inputs, that is, $f(\mu, \nu)$ with $\mu, \nu \in \mathcal{P}_2(\mathbb{R})$, as

$$f(\mu, \nu) = \int \alpha(t)'d(h \circ \mu(t)) + \int \beta(t)'d(g \circ \mu(t)) + Z(\mu, \nu),$$

where $h(\cdot) = (h_1(\cdot), \ldots, h_2(\cdot))$ and $g(\cdot) = (g_1(\cdot), \ldots, g_2(\cdot))$ are pre-specified functions, $\alpha(\cdot)$ and $\beta(\cdot)$ are vectors of unknown smooth functions, and $Z(\mu, \nu)$ is a stationary Gaussian process defined on $\mathcal{P}_2(\mathbb{R}) \times \mathcal{P}_2(\mathbb{R})$ with mean zero, variance $\sigma^2$, and correlation function

$$R(\mu_1, \mu_2; \nu_1, \nu_2 | \theta, \theta_0) = \exp \left[ -\theta_0 \mu_2(\mu_1, \mu_2)^2 - \theta_0 \nu_2(\nu_1, \nu_2)^2 \right]$$

for $\theta, \theta_0 > 0$. Consequently, we can construct the Gaussian process model for computer simulation $f(x, \mu \times \nu)$ defined on $[0, 1]^d \times (\mathcal{P}_2(\mathbb{R}) \times \mathcal{P}_2(\mathbb{R})) \subset [0, 1]^d \times \mathcal{P}_{2,2}(\mathbb{R})$.

5. Numerical Experiments with Test Functions

In this section we conduct numerical experiments with the following test functions on $[0, 1]^d \times \mathcal{P}([0, 1], \tau)$,

(I) $f(x, \mu) = c + x^{1+c} + \int t d\mu(t),$  

(II) $f(x, \mu) = \int \cos(3t + c) d\mu(t) + \exp(x) + c_2 F_{\mu}(x),$  

(III) $f(x_1, x_2, \mu) = \left[ x_1 + \int t d\mu(t) + c_1 \right]^2 - c_2 \log(1 + x_2)$,  

(IV) $f(x_1, x_2, x_3, x_4, \mu) = \left[ 20x_1 + c_1 \log(10 + x_2 x_3 x_4) \right]^{-1} \int \exp[t + c_2 \sin(t)] d\mu(t),$  

(V) $f(x_1, \ldots, x_6, \mu) = x_1 + c_1 \log(10 + x_2 \cdots x_6) + c_2 F_{\mu}(1/2)^2.$

The constants $c$, $c_1$, and $c_2$ in them are generated from the uniform distribution on $[0, 1]$. Four designs and two modeling methods are compared. The four designs are as follows.

LH-L2 represents the maximin Wasserstein distance LH-type design based on $(D_1, D_2^{(2)})$ defined by (10), where $D_1$ is the maximin $\ell_2$-distance LH design and $D_2^{(2)}$ is the maximin $W_2$-distance design.
Figure 6. Root mean squared prediction errors for the test functions in Section 5.
LH-L1 represents the maximin $W_1$-distance LH-type design based on $(D_1, D_2^{(1)})$, where $D_2^{(1)}$ is the maximin $W_1$-distance design.

Mm-L2 represents the maximin $W_{2,2}$ distance design in $[0,1]^d \times \mathcal{P}([0,1], \tau)$.

Mm-L1 represents the maximin $W_{1,1}$ distance design in $[0,1]^d \times \mathcal{P}([0,1], \tau)$.

Fix $\tau = 3$. Sample sizes in our designs are set as 20, 40, 60, 80, and 100 for $d = 1, 2$ and 40, 60, 80, 100, and 120 for $d = 4, 6$. Two modeling methods include simple Kriging (SK) and universal Kriging (UK). We use $g(x) = g(x_1, \ldots, x_d) = (1, x_1, \ldots, x_d)'$ and $h(t) = t$ in the UK model (11).

For each design and each test function, we generate training data, and then use SK and UK to build prediction models $\hat{f}$ in (17). The prediction accuracy is evaluated by the empirical squared prediction error, \[ \sum_{k=1}^{N} \left\{ \hat{f}(x_\ast_k, \mu_\ast_k) - f(x_\ast_k, \mu_\ast_k) \right\}^2 / N \] with $N = 1000$, where the test data $(x_\ast_1, \mu_\ast_1), \ldots, (x_\ast_N, \mu_\ast_N) \in [0,1]^d \times \mathcal{P}([0,1], \tau)$ are generated randomly. Root mean squared prediction errors over 100 repetitions are shown in Figure 6. We can see that, with a relatively large $n$, UK is often better than SK, which is consistent with our empirical experience on Kriging in the Euclidean space. In practice, we can choose SK or UK through leave-one-out cross-validation. For the four designs, the two LH methods have better overall performance than the Mm methods, because LH possesses good projection properties. Note that we need much more computational cost in constructing Mm than LH. The proposed LH-type designs are more suitable for practice. It seems that L1 or L2 does not have clear superiority toward the other. On the computational aspect, it takes more time to compute $W_{1,1}$ than $W_{2,2}$ because $W_{2,2}$ is smoother. We recommend using LH-L2 for real applications. In addition, LH-L2 outperforms other criterion-based optimal designs; see the numerical experiment in Section C of the online supplementary materials.

6. Applications to the Metro Simulation

Let us return to the metro simulation introduced in Section 1. Our simulation aims at simulating a real metro route of six stations. The inputs (i), (ii), (v), (vi), and (vii) can be obtained or estimated from the automatic fare collection system and automatic vehicle location system (Xiong et al. 2022; Li et al. 2022). The simulator designs the boarding probability for passenger $i$ in (iii) as

$$Pr(\rho; x) = \begin{cases} 0, & \rho < 1 - x/2; \\ (\rho - 1 + x/2)/x, & \rho \in [1 - x/2, 1 + x/2]; \\ 1, & \rho > 1 + x/2, \end{cases}$$

(19)

where $\rho = (L - N_0)/N$, $L$ denotes the train capacity, $N_0$ denotes the current number of passengers on this train, $N$ denotes the
number of passengers who get on the platform earlier than passenger $i$ at the same platform, and $x \in [0, 1]$ is a tuning parameter. We focus on the response surface $y = f(x, \mu)$, where the response $y$ is the mean travel time of passengers who tap in at the first station, $x \in [0, 1]$ is the tuning parameter in (19) at the first station, and $\mu \in \mathcal{P}(1, 2), \tau = \{ \mu \in \mathcal{P}(\mathbb{R}) : \text{support of } \mu \subset [1, 2], \sup_{x,y \in [1,2], x \neq y} |f(\mu(x) - F(\mu(y))/(|x-y| \leq \tau) \}$ represents the distribution of access time at the first station. The constant $\tau$ can be specified by experience on the upper bound of the density function of access time. Here we fix $\tau = 3$. Other inputs of the simulator are fixed. The simulation contains 72,000 passengers in the day.

We first use a 40-run maximin $W_{2,2}$-distance LH-type design which is the same as LH-L2 in Section 5 to compute the corresponding values of $y$. Due to the randomness of the simulation, each value of $y$ is obtained with 10,000 replicates. We then use SK and UK to build prediction models for the response. To compare the two models, we present the leave-one-out prediction values of $y$. The corresponding 90% prediction intervals are shown in Section E of the supplementary materials. It can be seen that UK is better than SK in most runs. SK and UK yield leave-one-out mean squared prediction errors $4.8 \times 10^{-3}$ and $7.3 \times 10^{-4}$, respectively.

Consequently, we adopt the response surface $\hat{f}$ constructed by UK based on all the data. Two profile curve of $\hat{f}(x, \mu)$ with fixed $\mu$ are shown in Figure 8. The limits of the 90% prediction intervals, which are computed by (18), are also shown in the figure. We can see that, as the tuning parameter $x$ increases, the travel times of the passengers from the first station have an increasing trend.

In the following study we can develop sensitivity analysis methods to quantify the influence of the two input parameters $x$ and $\mu$ on the response. Conventional methods such as the Sobol’ index method (Sobol’ 1993) cannot handle the distributional inputs. A feasible method is to use the idea proposed by Xiong et al. (2018) that computes the sensitivity index with permutations of the corresponding input observations. By this method we compute the sensitivity indices of $x$ and $\mu$. They are both small ($< 10^{-4}$), and this indicates that the two inputs are active. Another important issue is to calibrate the unobserved parameter $x$ with real data from the automatic fare collection system. We will study it when obtaining real data in the future.

7. Discussion

In this article we have proposed design and modeling methods for computer experiments with both numeral and distributional inputs. We use the Wasserstein distance to unify the mixed inputs, and then the proposed methods can be viewed as straightforward extensions of the conventional methods for the Euclidean space. This makes our methods easy to understand and to implement.

There are several further topics we can follow in the future. It may be interesting to extend lattice-based (He 2021) methods to construct space-filling designs in the probability measure space. Designs defined by other distribution distances or model-based designs can also be considered. Methods for sensitivity analysis, parameter calibration, and response optimization with both numeral and distributional inputs can be developed (Baker et al. 2022). In addition, possible directions include the study of computer simulations with distributional outputs and/or multidimensional distributional inputs based on the Wasserstein distance, which calls for strategies to overcome the difficulties in computation (Peyré and Cuturi 2019).

Supplementary Materials

Supl: This is a pdf file providing technical proofs and additional numerical results in the article.
DACEnd: This is a zip file containing Matlab codes to perform the design construction and Gaussian process modeling methods in the article.
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