Quantum sensing enhanced by adaptive periodic quantum control
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Using a single quantum probe to sense other quantum objects offers distinct advantages but suffers from some limitations that may degrade the sensing precision severely, especially when the probe-target coupling is weak. Here we propose a strategy to improve the sensing precision by using the quantum probe to engineer the evolution of the target. We consider an exactly solvable model, in which a qubit is used as the probe to sense the frequency of a harmonic oscillator. We show that by applying adaptive periodic quantum control on the qubit, the sensing precision can be enhanced from 1/T^2 scaling with the total time cost T to 1/T scaling, thus improving the precision by several orders of magnitudes. Such improvement can be achieved without any direct access to the oscillator and the improvement increases with decreasing probe-target coupling. This provides a useful routine to ultrasensitive quantum sensing of weakly coupled quantum objects.

I. RESULTS

A. Sensing other quantum objects: limitations and opportunities

A typical protocol to estimate an unknown parameter θ with a quantum system consists of three steps: (1) The system starts from certain initial state |ψ⟩ and undergoes certain θ-dependent evolution into the final state |ψ⟩θ. The information in |ψ⟩θ is quantified by the quantum Fisher information $\mathcal{F}$ [35]. (2) A measurement on $|ψ⟩θ$ gives an outcome randomly sampled from all possible outcomes {xm} according to certain measurement distribution $P(x_m|θ)$ conditioned on θ. The information in each outcome is quantified by the classical Fisher information $F = \sum_m P(x_m|θ)|\partial_θ \ln P(x_m|θ)|^2$ [36], which obeys $F ≤ \mathcal{F}$. (3) Steps (1) and (2) are repeated ν times and the ν outcomes are processed to yield an estimator $θ_{est}$ to θ. The precision of $θ_{est}$ is quantified by its statistical error $δθ$.

For unbiased estimators [36], the precision $δθ$ is fundamen-
The precision improves with $\nu$ according to the classical scaling $1/\sqrt{\nu}$, but improves with $T$ according to the enhanced scaling $1/T$ due to the linear phase accumulation $e^{-i\nu T\hat{H}}$ [38].

Sensing other quantum objects amounts to estimating certain parameter of the quantum probe. The simplest example is to estimate a real parameter $\theta$ in the probe Hamiltonian $\theta \hat{H}$. Starting from an initial state $|\psi(0)\rangle$, the quantum probe evolves for an interval $T$ into a final state $|\psi(T)\rangle \equiv e^{-i\theta T \hat{H}} |\psi(0)\rangle$ with $\mathcal{F} = 4H_{\text{rms}}^2 T^2$, where $H_{\text{rms}} \equiv \langle (\langle \hat{H}^2 \rangle - \langle \hat{H} \rangle^2)^{1/2} \rangle$ is the fluctuation of $\hat{H}$ in the initial state. If the subsequent measurement and estimator are both optimized to avoid information loss, then after $\nu$ repeated measurements, Eq. (1) gives

$$\delta \theta = \frac{1}{2H_{\text{rms}} \sqrt{\nu T}}. \tag{2}$$

The precision improves with $\nu$ according to the classical scaling $1/\sqrt{\nu}$, but improves with $T$ according to the enhanced scaling $1/T$ due to the linear phase accumulation $e^{-i\nu T\hat{H}}$.

Sensing classical signals amounts to estimating certain parameter of the quantum probe. The simplest example is to estimate a real parameter $\theta$ in the probe Hamiltonian $\delta \hat{H}$. Starting from an initial state $|\psi(0)\rangle$, the quantum probe evolves for an interval $T$ into a final state $|\psi(T)\rangle \equiv e^{-i\theta T \delta \hat{H}} |\psi(0)\rangle$ with $\mathcal{F} = 4H_{\text{rms}}^2 T^2$, where $H_{\text{rms}} \equiv \langle (\langle \delta \hat{H}^2 \rangle - \langle \delta \hat{H} \rangle^2)^{1/2} \rangle$ is the fluctuation of $\delta \hat{H}$ in the initial state. If the subsequent measurement and estimator are both optimized to avoid information loss, then after $\nu$ repeated measurements, Eq. (1) gives

$$\delta \theta = \frac{1}{2H_{\text{rms}} \sqrt{\nu T}}. \tag{2}$$

The precision improves with $\nu$ according to the classical scaling $1/\sqrt{\nu}$, but improves with $T$ according to the enhanced scaling $1/T$ due to the linear phase accumulation $e^{-i\nu T\delta \hat{H}}$.

Sensing other quantum objects amounts to estimating certain parameter of the target quantum object. In this case, the lack of direct access to the target may degrade the precision significantly: (i) The lack of initialization and direct control over the target may degrade $\mathcal{F}$ in the final state; (ii) The lack of direct measurement over the target may cause information loss during the conversion from $\mathcal{F}$ to $\mathcal{F}_t$; (iii) The unintended evolution of the target due to the backaction of the quantum probe may further degrade $\mathcal{F}$. To illustrate (iii), we consider using a quantum probe with Hamiltonian $\hat{H}_p$ to estimate a real parameter $\theta$ in the target Hamiltonian $\theta \hat{H}$ through the probe-target coupling $\hat{V}$. The coupled system starts from $|\Psi\rangle$ and evolves under the total Hamiltonian $\hat{H} = \theta \hat{H} + \hat{H}_p + \hat{V}$ for an interval $T$ into the final state $e^{-i\theta T \hat{H}} |\Psi\rangle$ with $\mathcal{F} = 4H_{\text{rms}}^2 T^2$, where $H_{\text{rms}}$ is the fluctuation of $\hat{H} \equiv (1/T) \int_0^T \hat{H}(t)dt$ in the initial state [39, 40] and $\hat{H}(t) \equiv e^{i\hat{H}t} e^{-i\hat{H}T}$ undergoes unintended evolution when $[\hat{V}, \hat{H}] \neq 0$. If $\hat{H}$ is off-diagonal in the eigenbasis of $\hat{H}$, then $\hat{H} \propto 1/T$ at large $T$, so increasing $T$ does not improve the precision at all.

Fortunately, in addition to causing unintended evolution of the target, the backaction of the quantum probe can also be utilized to steer the evolution of the target Hamiltonian $\hat{H}(t)$ by appropriate quantum control over the probe. This provides an opportunity to improve the precision for sensing other quantum objects.

**B. Quantum sensing by periodic quantum control**

We consider using a qubit as a quantum probe to sense the frequency $\omega$ of a harmonic oscillator that cannot be accessed directly. The Hamiltonian of the sum is the qubit term

$$\omega_0 \hat{\sigma}_z / 2,$$

the oscillator term $\omega \hat{b}^\dagger \hat{b}$, and the qubit-oscillator coupling $(\lambda / 2)(\hat{b}^\dagger \hat{b} + \hat{b} \hat{b}) \hat{\sigma}_z$ [41, 42], where $\hat{\sigma}_{x,z}$ are Pauli matrices for the qubit. This model has been realized experimentally in various hybrid quantum systems [42, 49] by coupling a two-level system to a mechanical nano-oscillator [44]. As shown in Fig. 1(a), the quantum probe on the qubit consists of $N$ identical units of duration $T$ and each unit consists of an even number of instantaneous $\pi$-pulses. Each $\pi$-pulse causes an instantaneous $\pi$-rotation $e^{-i\pi \hat{\sigma}_y}$ of the qubit around the $x$ axis. In the interaction picture of the qubit, the total Hamiltonian is

$$\mathcal{H}(t) = \omega \hat{b}^\dagger \hat{b} + f(t) \alpha \hat{b}^\dagger \hat{b} \hat{\sigma}_z,$$

where $f(t)$ is the modulation function associated with the quantum control [50]: it starts from $f(0) = +1$ and changes its sign at the timings of each $\pi$-pulse [Fig. 1(b)]. Using the Wei-Norman algebra method [51], the evolution operator during the total period $T \equiv N \tau$ of the quantum control is obtained as $\hat{U} = e^{-i\omega \tau \hat{b}^\dagger \hat{b}} \hat{D}(\alpha, \sigma)$, where $\hat{D}(z) = e^{z \hat{b}^\dagger - z^* \hat{b}}$ is the oscillator displacement operator and

$$\alpha = -i \frac{\lambda}{2} \int_0^{N \tau} f(t) e^{i\omega \tau} dt = \alpha_1 \mathcal{K},$$

with $\alpha_1 \equiv \alpha |_{N=1}$ for a single control unit and

$$\mathcal{K} = \sum_{n=0}^{N-1} e^{i \omega \tau n / 2} / \sin \frac{\omega \tau N}{2} \sin \frac{\omega \tau n}{2}$$

for the interference from $N$ control units.

Before the quantum control, we initialize the qubit into the $\hat{\sigma}_z = +1$ eigenstate $| + \rangle = (| \uparrow \rangle + | \downarrow \rangle) / \sqrt{2}$, but leave the oscillator in an arbitrary initial state $\hat{\rho}$ since the oscillator cannot be initialized. The evolution $\hat{U}$ during the quantum control drives the coupled system into an entangled final state $\hat{U}| + \rangle \langle + \hat{\rho} \hat{U}^\dagger$. Since the oscillator cannot be measured, only the quantum Fisher information $\mathcal{F}$ contained in the reduced density matrix of the qubit, $\hat{\rho}_p \equiv (1/2 + (| \uparrow \rangle \langle \uparrow | + h.c.)) / 2$, can be converted

![Fig. 1. Quantum sensing by adaptive periodic quantum control.](attachment:image.png)

(a) The qubit is first initialized into $\hat{\sigma}_z = +1$ eigenstate $| + \rangle$, and then experiences a periodic quantum control with $N$ identical control units of duration $T$. Each control unit consists of an even number of instantaneous $\pi$-pulses. Finally $\hat{\sigma}_z$ is readout by a projective measurement. (b) Modulation function of this periodic quantum control. The vertical dashed lines are guides to the eye.
FIG. 2. Interference fringes from periodic quantum control with $N = 50$ control units. Here $\zeta \equiv N(\omega \tau/2\pi - 1)$ labels the interference fringes near the major peak at $\omega \tau = 2\pi$.

into the classical Fisher information $F$, where $L \equiv \langle \hat{D}(2\alpha) \rangle$ is the off-diagonal coherence of the qubit and $\langle \cdots \rangle \equiv \text{Tr} \hat{\rho} \langle \cdots \rangle$ denotes the average over the initial state of the oscillator. Here we assume $\hat{\rho}$ commutes with $\hat{b}^\dagger \hat{b}$ and leave the generalization to an arbitrary $\hat{\rho}$ to the next section. In this case, $L$ is real and $F = (\partial_\omega L)^2/(1 - L^2)$ [28]. Let $\hat{n} \equiv \langle \hat{b}^\dagger \hat{b} \rangle$, when

$$\sqrt{2\bar{n} + 1} |\alpha| \ll 1,$$

we obtain $L \approx 1 - 2(2\bar{n} + 1)|\alpha|^2$ and hence $F \approx 4(2\bar{n} + 1)(\partial_\omega |\alpha|)^2$. At the end of the quantum control, a projection measurement of $\hat{\sigma}^+|\alpha\rangle$ on the qubit yields an outcome randomly sampled from $\{+1, -1\}$ according to the probability $P(\pm 1|\omega) = (1 \pm L)/2$ and the classical Fisher information contained in each outcome is obtained as $F = \bar{F}$. Such measurements are experimentally available in traditional nuclear magnetic resonance and electron spin resonance systems. The ultimate sensing precision follows from Eq. (1) as

$$\delta \omega \approx \frac{1}{\sqrt{\bar{F}}} = \frac{1}{2 \sqrt{2\bar{n} + 1} |\partial_\omega |\alpha||}.$$

For large $N$, $|K|$ and hence $|\alpha|$ as functions of $\omega \tau$ exhibit many interference fringes with major peaks at integer multiples of $2\pi$. We focus on the major peak at $2\pi$ and label the surrounding interference fringes by $\zeta \equiv N(\omega \tau/2\pi - 1)$, e.g., $\zeta = 0$ labels the major peak and $\zeta = \pm 1, \pm 2$ labels the nodes (see the black solid line in Fig. 2). For $|\zeta| \ll N, |\alpha|_1$ is nearly a constant, so Eq. (A3) simplifies to

$$\delta \omega \approx \frac{\pi}{g\lambda T^2},$$

where $\lambda \equiv \sqrt{2\bar{n} + 1} |\alpha|/\tau$ is nearly a constant and $g(\zeta) \equiv |(\partial_\zeta |K\rangle/N)|$ approaches a universal function (see Fig. 2)

$$g(\zeta) \approx \left| \frac{\pi \zeta \cos(\pi \zeta) - \sin(\pi \zeta)}{\pi \zeta^2} \right| \approx \left\{ \begin{array}{ll} \frac{\pi \zeta}{|\alpha|} e^{-(\pi \zeta)^2/10} & (|\zeta| \ll 1), \\ \frac{\cos(\pi \zeta)}{|\alpha|} & (|\zeta| \gtrsim 1). \end{array} \right.$$ 

There are two tunable parameters: the duration $\tau$ of each control unit and the total number $N$ of control units. We set $\tau$ close to $2\pi/\omega$ to make $\zeta \approx 1$, so that $|\alpha|$ is sufficiently small to satisfy Eq. (3), while $g \approx 1$ is large to optimize the sensing precision. With $\tau$ largely fixed, we can increase the evolution time $T \approx N\tau$ by increasing $N$, so $\delta \omega \approx 1/(\lambda T^2)$. Interestingly, this $1/T^2$ scaling originates from the interference between different control units: $\partial_\zeta |K\rangle \propto T^2$, while the internal structure of each control unit only affects the value of $|\alpha|_1/\tau$ and hence $\lambda$, e.g., $|\alpha|/\tau \ll \lambda/\pi$ for the Carr–Purcell–Meiboom–Gill sequence [53, 54] with two $\pi$-pulses locate at $\tau/4$ and $3\tau/4$ in one control unit.

C. Origin of $1/T^2$ scaling

Compared with the previous work [26, 27] for sensing classical signals, where sophisticated feedback control are required to achieve the universal $1/T$ scaling, it is interesting for the more challenging task – sensing quantum objects, our protocol can achieve the $1/T^2$ scaling by applying a simple periodic quantum control on the qubit without any direct access to the oscillator. The solution is that the previous derivation of the universal $1/T$ [26, 27] scaling for sensing classical signals assumes the quantum probe has a fixed and bounded spectrum. When this restriction is lifted, e.g., if the Hamiltonian itself increases with time $t$ as $\theta t \hat{H}$, then the precision $\delta \theta$ would be given by Eq. (2) with $H_{\text{ms}} \to T^2 \hat{H}_{\text{ms}}$, i.e., $\delta \theta \propto 1/T^{k+1}$ [28]. By contrast, although sensing quantum objects suffers from the lack of direct access to the target, the spectrum of the target may be unbounded (even though the spectrum of the probe is bounded) and can further be manipulated indirectly via the probe, so the time scaling is not limited to $1/T$, but instead can be raised by engineering the evolution of the target, e.g., through the periodic driving on the qubit in our qubit-oscillator model. However, the lack of direct access to the target does lead to some surprising consequences, as we discuss now.

First, the condition Eq. (3) for achieving the $1/T^2$ scaling leads to $\hat{U} \approx e^{-i\omega T \hat{b}^\dagger \hat{b}}$, i.e., the final state of the coupled system at the end of the quantum control should largely coincide with their initial product state $|+\rangle \langle +| \otimes \hat{\rho}$. In other words, achieving the $1/T^2$ scaling requires neither appreciable probe-target entanglement nor appreciable energy fluctuation in the initial or final state of the coupled system, despite a large amount of energy exchange during the evolution. For example, even if the oscillator starts from (and ends up with) the lowest-energy vacuum state, we still obtain Eq. (5) (albeit with $\bar{n} = 0$). This differs from sensing classical signals, where large scale entanglement and large energy fluctuation in the initial or final state are standard quantum resources to improve the precision [28], e.g., according to Eq. (2), to achieve optimal precision, the quantum system should start from (and end with) a highly excited state – an equal superposition of the highest eigenstate and the lowest eigenstate of $\hat{H}$.

Second, if we tune $\tau$ to make $|\alpha| \gg 1$, then the evolution $\hat{U} \approx e^{-i\omega T \hat{b}^\dagger \hat{b}}$ would lead to large bifurcated displacement of the oscillator by $\pm \alpha$ for the qubit state being $|\uparrow\rangle$ or $|\downarrow\rangle$, so the final state of the coupled system is highly entangled. Although this state do contain a lot of quantum Fisher information about $\omega$, converting all of them into classi-
Fig. 3. Performance of our protocol vs. uncertainty in tuning the interference fringes.

cing Fisher information would require projective measurements in the qubit-oscillator entangled basis, which is unavailable. The only object that can be measured is the final state of the qubit, for $|\alpha| \gg 1$, is almost completely random and contains little quantum Fisher information about $\omega$. In other words, feeding a large amount of energies into the final state exponentially suppressed when $\sqrt{2n + 1}|\alpha| \gg 1$, similar to the case of measuring the frequency of a harmonic oscillator under classical driving by directly monitoring its positions. However, in our protocol, we can tune $\tau$ to make $|\alpha|$ sufficiently small so that Eq. (5) is satisfied, then $F \propto \tilde{n}$ and the sensing precision $\delta \omega \propto 1/\sqrt{n}$ improves with $\tilde{n}$.

In deriving Eqs. (3) and (5), we have assumed $[\hat{\rho}, \hat{b}^\dagger \hat{b}] = 0$ to make $L$ a real number. When this constraint is lifted, $L$ is in general complex, so $F = |\partial_{\alpha} L^2 + |L|^2 (\partial_{|\alpha|} L)|^2 / (1 - |L|^2)^2$, where $L \approx 1 + 4i \text{Im} \alpha (\hat{b}^\dagger + 4 \text{Re} \alpha \hat{b}^2 - 2(2n + 1)|\alpha|^2$ for small $|\alpha|$. As long as $\zeta = O(1)$, both $\partial_{\alpha} \alpha$ and $\partial_{|\alpha|} |\alpha|$ are of the order $T^2$, so we expect $|\partial_{\alpha} \alpha, \partial_{|\alpha|} |\alpha| = O(T^2)$, and $F = O(T^4)$, i.e., the $1/T^2$ scaling holds for a general oscillator initial state.

D. Adaptive quantum control

According to Eq. (5), the $1/T^2$ scaling can be achieved in two steps. First, we should tune $\tau$ to make $\zeta$ locate at the first node $\zeta = 1$, so that $|\alpha| = 0$ satisfies Eq. (3) and $g = 1$. Second, we should increase $N$ to increase the total time $T$, so that $\delta \omega \approx \pi / (\lambda T^2)$. However, our limited prior knowledge about $\omega$ – the unknown parameter – makes it impossible to make $\zeta$ locate at the first node precisely. If we our knowledge about $\omega$ has an uncertainty $\delta \omega$, then we would suffer from an uncertainty $\delta \zeta \equiv N \delta \omega / 2\pi$ in tuning the value of $\zeta$, so the achievable sensing precision is roughly given by Eq. (5) with $g(\zeta)$ replaced by $(g^2)_{1/2} \zeta$, where $(g^2)$ is the average of $g^2(\zeta)$ over the region $[1 - \delta \zeta, 1 + \delta \zeta]$. As shown in Fig. 3, $(g^2) \approx 1/\delta \zeta$ at large $\delta \zeta$, thus if $\delta \omega$ is fixed, then $(g^2) \propto 1/N$ leads to $1/T^{3/2}$ scaling according to Eq. (3). To achieve the $1/T^2$ scaling, we need to ensure $\delta \zeta \leq 1$ and Eq. (3) simultaneously. This limits the $1/T^2$ scaling to

$$T \leq T_{max} \equiv \frac{2\pi}{\delta \omega \max(|\omega|)}.$$  

as determined by $\delta \omega$. This limitation can be lifted by using adaptive techniques.

Suppose before the sensing, we have an unbiased estimator $\omega_0$ with uncertainty $\delta \omega_0 \ll \omega_0$. This prior knowledge may come from preliminary measurements without quantum control. The entire scheme consists of many adaptive steps. The key idea is to utilize the knowledge acquired from the measurements in every step to reduce the uncertainty $\delta \omega$ in our knowledge about $\omega$, so that a longer evolution time $T$ can be used in the next step according to Eq. (6) (see Methods for details). In Fig. 4 we show the results from our numerical simulation for a thermal initial state of the oscillator. Figure 4(a) shows that (i) after a few tens of adaptive steps, the sensing precision begins to improve with the total time cost $T$ according to the $1/T^2$ scaling, where $T$ can be extended indefinitely by increasing the number of adaptive steps; (ii) increasing the thermal fluctuation from $\tilde{n} = 10$ to $\tilde{n} = 1000$ improves the precision significantly. The onset of the $1/T^2$ scaling can be understood from Fig. 4(b): after a few tens of adaptive steps, the value of $\zeta$ is tuned accurately to the first node $\zeta = 1$ and Eq. (3) is well-satisfied.
II. DISCUSSIONS

To quantify the effect of the adaptive quantum control, we compare the sensing precision \(\delta \omega \sim \pi / (\tilde{\lambda}^2 T^2)\) under the quantum control to that without any control. The latter corresponds to \(f(t) \equiv 1\) and hence \(|\alpha| = (\lambda/\tilde{\lambda}) \sin(\omega T/2)|\) for an evolution time \(T\), so the precision follows from Eq. (A3) as \(\delta \omega_{\text{free}} \sim \omega / (\tilde{\lambda} T)\). Therefore, improving the precision from \(1/\tilde{\lambda}\) to \(1/K\) requires a time cost \(T_{\text{free}} \sim K \omega^2 / \tilde{\lambda}^2\) without any control or \(T \sim \sqrt{K / \tilde{\lambda}}\) under the quantum control, i.e., the quantum control reduces the time cost by a factor

\[
\frac{T_{\text{free}}}{T} \sim \sqrt{K \omega^2 / \tilde{\lambda}^2} \sim \sqrt{K / \tilde{\lambda}}
\]

that increases with increasing desired precision (i.e., increasing \(K\)) and decreasing coupling strength \(\lambda\). In other words, our protocol is especially suited to high-precision sensing of remote quantum objects that are weakly coupled to the quantum probe—a most important yet challenging task.

In practice, the evolution time \(T\) would be ultimately limited by the finite coherence time \(T_2\) of the qubit, so the coherent evolution time \(T = N \tau\) in each measurement would reach \(T_2\) after some adaptive steps. Afterwards, the optimal strategy is to repeat the measurements with evolution time \(T \sim T_2\) in all the subsequent steps, so the performance is quantified by the frequency sensitivity \(S \equiv \delta \omega / \sqrt{T}\), which is \(S \sim \pi / (\tilde{\lambda} T_2^2)\) under the quantum control and \(S_{\text{free}} \sim \omega / (\tilde{\lambda} T_2)\) without any control. Therefore, the adaptive quantum control enhances the sensitivity by a factor

\[
\frac{S_{\text{free}}}{S} \sim \frac{\omega T_2}{\pi}.
\]

For electron spin qubits in diamond nitrogen-vacancy center, the coherence time \(T_2\) reaches a few milliseconds [56-59] at room temperature and even approaches one second at 77 K [60]. The experimentally demonstrated oscillator frequency \(\omega\) ranges from kHz to GHz (see Ref. [34] for a review). For a rough estimate, we take \(\omega / 2\pi = 100\) MHz and \(T_2 = 1\) ms, which gives an enhancement \(S_{\text{free}} / S \sim 10^5\).

In summary, based on an exactly solvable qubit-oscillator model, we have demonstrated theoretically the possibility to qualitatively improve the time scaling of the sensing precision for the oscillator frequency from \(1/T\) to \(1/T^2\) by applying adaptive periodic quantum control on the qubit, without any direct access (initialization, control, or measurement) to the oscillator. This improvement is applicable to a general initial states of the oscillator and does not require appreciable qubit-oscillator entanglement or net energy injection into the final state of the oscillator. This provides a paradigm in which adaptive, periodic quantum control and quantum backaction are utilized to steer the evolution of the target quantum object and improve the precision of realistic quantum sensing by several orders of magnitudes. Our study highlights a useful routine for high-precision quantum sensing of remote quantum objects weakly coupled to a single quantum probe.

III. METHODS

Here we outline the adaptive scheme that lifts the limitation Eq. (6). Further details can be found in the supplementary materials. The entire scheme consists of two stages: stage (i) and stage (ii).

Stage (i) corresponds to the uncertainty \(\delta \omega\) satisfying \(\omega_0 \gg \delta \omega \gg \lambda\). In this stage, the large uncertainty \(\delta \omega\) only allows short evolution time \(T\), so a single measurement only improves the precision slightly. In the first step, we set the evolution time to \(T_1 \sim 2\pi / \delta \omega_1\) and perform \(v_1 = c^2 / G_1^2\) repeated measurements to improve the precision to \(\delta \omega_1 \approx \delta \omega_0 / \sqrt{1 + c^2}\). In the second step, we increase the evolution time to \(T_2 \sim 2\pi / \delta \omega_2 \approx \sqrt{V_1 + c^2} T_1\) and perform \(v_2 \approx v_1 / (1 + c^2)\) repeated measurements to improve the precision to \(\delta \omega_2 \approx \delta \omega_1 / \sqrt{1 + c^2}\), and so on, until the precision \(\delta \omega\) becomes comparable or less than \(\lambda\). We denote the final estimator of this state by \(\omega_i\) and its uncertainty by \(\delta \omega_i\). For \(c \ll 1\), the total time cost of this stage is \(T_i \sim \delta \omega_0 / \lambda^2\) for \(c \ll 1\).

Stage (ii) corresponds to the uncertainty \(\delta \omega \ll \lambda\), which allows long evolution time, so a single measurement can improve the precision significantly. In the first step, we set the evolution time to \(T_i = (1/\kappa) \sqrt{2\pi / (\lambda \delta \omega_i)}\), where \(\kappa \gg 1\) is a control parameter. Then we perform \(\nu_1\) repeated measurements to improve the precision to \(\delta \omega_1 \approx \delta \omega_i / \sqrt{1 + \nu \eta^2}\), where \(\eta \approx 2 / \lambda^2\). In the second step, we increase the evolution time to \(T_2 \approx (1 + \nu \eta^2)^{1/4} T_1\) and perform \(\nu_2\) repeated measurements to improve the precision to \(\delta \omega_2 \approx \delta \omega_i / \sqrt{1 + \nu \eta^2}\), and so on. At the end of the \(m\)th step, the total time cost is \(T_m = \nu (T_1 + \cdots + T_m)\) and the final precision is \(\delta \omega \approx \delta \omega_i / (\sqrt{1 + \nu \eta^2})^m\). For \(\sqrt{\nu \eta} \ll 1\), we have

\[
\delta \omega \approx \frac{16\pi}{\eta \lambda^2} \frac{1}{AT_i^2} \sim \frac{1}{AT_i^2}.
\]

The total time cost of both stages is \(T \equiv T_i + T_m\), when \(\delta \omega_0\) is not too large compared with \(\lambda\) and/or the desired final precision is high, we have \(T \approx T_i\), so the sensing precision follows \(1/T^2\) scaling with the total time cost.
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Here we describe the adaptive quantum control scheme for quantum sensing and analyze its performance. Two kinds of resources can be utilized to improve the precision: repeated measurements (as quantified by the number \(\nu\) of repetition) is a classical resource that improves the precision according to the classical scaling \(\delta\omega \propto 1/\sqrt{\nu}\) while the evolution time \(T\) is a quantum resource that improves the precision according to the quantum enhanced scaling \(\delta\omega \propto 1/T^2\). When the total resource – the total time cost \(T – \) is fixed, it is desirable to spend more resources on \(T\) instead of \(\nu\). An extreme case is to spend all the time cost on the quantum resource, i.e., a single measurement (\(\nu = 1\)) with the evolution time \(T = T\).

Appendix A: Adaptive quantum control: analytical analysis

Recall that when
\[ \sqrt{2n + 1} |\alpha| \ll 1, \tag{A1} \]
we obtain the sensing precision
\[ \delta\omega \approx \frac{\pi}{g(\zeta)\lambda T^2}, \]
where \(\lambda \equiv \sqrt{2n + 1} |\alpha| / \tau\) is nearly a constant and
\[ g(\zeta) = \frac{\pi \zeta \cos(\pi\zeta) - \sin(\pi\zeta)}{\pi\zeta^2} \]
is a function of \(\zeta \equiv N(\omega T/2\pi - 1)\). Ideally, we should first set \(\tau = (2\pi/\omega)(1 + 1/N)\) to make \(\zeta = 1\) and then increase \(N\) to increase \(T \equiv NT\). Setting \(\zeta = 1\) exactly not only makes \(|\alpha| = 0\) to satisfy Eq. (A1), but also makes \(g = 1\) to achieve the sensing precision
\[ \delta\omega(T) \approx \frac{\pi}{g_{\text{rms}} T^2}. \tag{A2} \]

However, if our knowledge about \(\omega\) has an uncertainty \(\delta\omega\), then we suffer from an uncertainty \(\delta\zeta \equiv (T/2\pi)\delta\omega\) in tuning the value of \(\zeta\), i.e., we cannot set \(\zeta = 1\) exactly, but instead only make \(\zeta \in [1 - \delta\zeta, 1 + \delta\zeta]\). In this case, the actual sensing precision is roughly given by
\[ \delta\omega_\ell(T) \approx \frac{\pi}{g_{\text{rms}} \tilde{T}^2}, \tag{A3} \]
where \(g_{\text{rms}} \equiv \sqrt{\langle g^2 \rangle}\) and \(\langle g^2 \rangle\) is the average of \(g^2(\zeta)\) over the region \([1 - \delta\zeta, 1 + \delta\zeta]\). Since \(\langle g^2 \rangle \sim 1\) when \(\delta\zeta \ll 1\) but \(\langle g^2 \rangle \ll 1/\delta\zeta\) when \(\delta\zeta \gg 1\), to achieve the \(1/T^2\) scaling, we should ensure both Eq. (A1) and
\[ \delta\zeta \ll 1. \tag{A4} \]

In the following, we assume \(\tilde{T} \ll \omega\), which is typically the case in hybrid quantum systems.

In early stages of the sensing (i.e., \(\delta\omega \gg \tilde{T}\)), Eq. (A4) limits the coherent evolution time to \(T \lesssim 2\pi/\delta\omega \ll 2\pi/\tilde{T}\). Then, using \(|K| \lesssim N\) gives \(\sqrt{2n + 1} |\alpha| \lesssim \tilde{T}\), so Eq. (A1) is satisfied automatically. Therefore, in the early stages of the sensing, we need only satisfy Eq. (A4) by setting
\[ T \approx \frac{1}{\kappa} \frac{2\pi}{\delta\omega}, \tag{A5} \]
where \(\kappa_i \gtrsim 1\). In this case, we have \(\delta\zeta \approx 1/\kappa_i \ll 1\), so the sensing precision is given by Eq. (A3).

As the sensing goes on, \(\delta\omega\) becomes smaller than \(\tilde{T}\), then using \(\tau \approx 2\pi/\omega\), we have \(N \approx \omega T/(2\pi) \gg 1\), so \(\sqrt{2n + 1} |\alpha| \approx \tilde{T} |\sin(\pi\zeta)/(\pi\zeta)| \approx \tilde{T} \delta\alpha\), so Eq. (A1) amounts to
\[ \delta\zeta \ll \frac{1}{\tilde{T}} \implies T \ll \sqrt{\frac{2\pi}{\lambda\delta\omega}}. \]

To satisfy Eqs. (A1) and (A4) simultaneously, we set
\[ T \approx \frac{1}{\kappa} \sqrt{\frac{2\pi}{\lambda\delta\omega}}, \tag{A6} \]
where \(\kappa \gg 1\). Under this condition, we have \(\delta\zeta = (1/\kappa) \sqrt{\delta\omega/(2\pi \tilde{T})} \ll 1\), so the sensing precision is given by Eq. (A2).

Next we describe the adaptive quantum sensing schemes capable of extending the \(1/T^2\) scaling to arbitrarily long \(T\).
Before the quantum sensing, our prior knowledge about $\omega$ is quantified by a Gaussian distribution

$$P_0(\omega) = \frac{1}{\sqrt{2\pi}\delta\omega_0}e^{-((\omega-\omega_0)^2)/(2(\delta\omega_0)^2)}, \quad (A7)$$

corresponding to an unbiased estimator $\omega_0$ with a precision (or uncertainty) $\lambda \ll \delta\omega_0 \ll \omega$. The adaptive scheme consists of many steps. The central idea is to utilize the measurements in each step to successively refine our knowledge about $\omega$ and reduce the uncertainty $\delta\omega$, so that we can use successively longer coherent evolution time in the next step. The entire adaptive scheme consists of two stages: (i) $\delta\omega \geq \lambda$, where we choose $T$ according to Eq. (A5) to achieve Eq. (A3); and (ii) $\delta\omega \leq \lambda$, where we choose $T$ according to Eq. (A6) to achieve Eq. (A2).

1. Stage (i): $\delta\omega \geq \lambda$

In this stage, the large uncertainty $\delta\omega$ only allows short evolution times, so a single measurement only improves the precision slightly. Therefore, we need to utilize the classical resources (i.e., repeated measurements) to boost the improvement of the precision:

**Step 1.** We require the pulse interval $\tau_1$ and the pulse number $N_1$ to satisfy $\omega_0\tau_1 - 2\pi = 2\pi/N_1$ and the evolution time $T_1 = N_1\tau_1$ is close to $1/(\kappa_1)2\pi/\delta\omega_0$, where $\kappa_1 \geq 1$ is a constant parameter. Then we repeat the projective $\hat{\sigma}_x$ measurement on the qubit for $\nu_1$ times and obtain the measurement outcomes $u_1 = (u_1, u_2, \cdots, u_{\nu_1})$. Next we combine our prior knowledge and the new information from the outcomes $u_1$ to update the distribution for $\omega$ from $P_0(\omega)$ to

$$P(u_1|\omega) = \frac{P_0(\omega)P(u_1|\omega)}{\int P_0(\omega)P(u_1|\omega) d\omega},$$

where $P(u_1|\omega)$ is the probability for obtaining the outcome $u_1$. Then we construct the maximum likelihood estimator $\omega_1 = \arg\max_{\omega} P_{u_1}(\omega)$ as the position of the maximum of the probability distribution. The relative information gain $G_1 \equiv \frac{\delta\omega_0}{\delta\omega_0(T_1)} \approx \frac{\lambda}{\delta\omega_0(T_1)} \approx \frac{1}{1 + \nu_1 G_1^1}$ quantifies the information gain $\delta\omega_0(T_1)$ [Eq. (A3)] from a single measurement relative to the prior knowledge $\delta\omega_0$ and

$$\eta_1 = \frac{4\pi G_{\text{rms}}}{\kappa_1^2} \approx 1. \quad (A8)$$

Initially $\delta\omega_0 \gg \lambda$, so $G_1 \ll 1$, i.e., a single measurement only improves the precision slightly. Then we have to utilize the classical resource $\nu_1 \gg 1$ to boost the improvement of the precision. Taking $\nu_1 = c_i^2/G_1^2$ ($c_i$ is a constant parameter) improves the precision by a factor $\sqrt{1 + c_i^2}$:

$$\delta\omega_1 \approx \frac{\delta\omega_0}{\sqrt{1 + c_i^2}}.$$

The time cost of this step is

$$\nu_1 T_1 \approx \frac{c_i^2(\kappa_1^2 + \delta\omega_0)}{8\pi G_{\text{rms}}^2}. \quad \lambda$$

**Step 2.** We require the pulse interval $\tau_2$ and the pulse number $N_2$ to satisfy $\omega_0\tau_2 - 2\pi = 2\pi/N_2$ and the evolution time $T_2 = N_2\tau_2$ is close to $(1/\kappa_2)2\pi/\delta\omega_1 \approx 1 + c_i^2 T_1$. Then we repeat the projective $\hat{\sigma}_z$ measurement on the qubit for $\nu_2$ times and obtain the measurement outcomes $u_2 = (u_1, u_2, \cdots, u_{\nu_2})$. Next we combine our previous knowledge $P_{u_1}(\omega)$ and the new information from the outcomes $u_2$ to update the distribution for $\omega$ to

$$P_{u_1u_2}(\omega) = \frac{P_{u_1}(\omega)P_{u_2|u_1}(\omega)}{\int P_{u_1}(\omega)P_{u_2|u_1}(\omega) d\omega},$$

where $P_{u_2|u_1}(\omega)$ is the probability for obtaining the outcome $u_2$. Then we construct the maximum likelihood estimator $\omega_2$ as the position of the maximum of the probability distribution $P_{u_1u_2}(\omega)$. The precision (or uncertainty) $\delta\omega_2$ is estimated by the Cramér-Rao bound as

$$\delta\omega_2 \approx \frac{1}{\sqrt{(\delta\omega_2)^2 + \nu_2[\delta\omega(T_2)]^2}} \approx \frac{\delta\omega_1}{\sqrt{1 + \nu_2 G_2}},$$

where the relative information gain

$$G_2 \equiv \frac{\delta\omega_1}{\delta\omega(T_2)} \approx \frac{\lambda}{\delta\omega_1} \approx \sqrt{1 + c_i^2 G_1^1}$$

is larger than the previous step due to the longer evolution time. Thus we need only utilize less classical resources $\nu_2 = c_i^2/G_2^2 \approx \nu_1/(1 + c_i^2)$ to improve the precision by the same factor $\sqrt{1 + c_i^2}$:

$$\delta\omega_2 \approx \frac{\delta\omega_1}{\sqrt{1 + c_i^2}}.$$

The time cost of this step is $\nu_2 T_2 \approx \nu_1 T_1 \sqrt{1 + c_i^2}$.

**Step m.** We require the pulse interval $\tau_m$ and the pulse number $N_m$ to satisfy $\omega_0\tau_m - 2\pi = 2\pi/N_m$ and the evolution time $T_m = N_m\tau_m$ to be close to $(1/\kappa_m)2\pi/\delta\omega_{m-1} \approx 1 + c_i^2 T_{m-1}$. Then we repeat the projective $\hat{\sigma}_z$ measurement on the qubit for $\nu_m$ times to obtain the maximum likelihood estimator $\omega_m$, whose precision is estimated as

$$\delta\omega_m \approx \frac{\delta\omega_{m-1}}{\sqrt{1 + \nu_m G_m}}.$$
where the relative information gain
\[ G_m \equiv \frac{\delta \omega_{m-1}}{\delta \omega(T_m)} \equiv \frac{\lambda}{\delta \omega_{m-1}} \approx \sqrt{1 + c_i^2} G_{m-1}. \]
As long as \( \delta \omega_{m-1} \gg \lambda \), we have \( G_m \ll 1 \), so we still need to utilize the classical resource \( \nu_m = c_i^2/G_m^2 \approx \nu_{m-1}/(1 + c_i^2) \) to boost the improvement of the precision by a factor \( \sqrt{1 + c_i^2} \):
\[ \delta \omega_m \approx \frac{\delta \omega_{m-1}}{\sqrt{1 + c_i^2}}. \]

The time cost of this step is \( \nu_m T_m \approx \nu_{m-1} T_{m-1}/\sqrt{1 + c_i^2} \).

This stage stops when the precision \( \delta \omega \) becomes comparable or less than \( \lambda \), so that a single measurement can lead to significant precision improvement.

In this stage, we have introduced two constant parameters \( \kappa_i \) and \( c_i \); the former ensures Eq. (A4) is satisfied in every step, while the latter quantifies the classical resource to be utilized in each step. Every step improves the precision by a factor of \( \sqrt{1 + c_i^2} \), but the time cost is \( 1/\sqrt{1 + c_i^2} \) times that of the previous step, consistent with the \( 1/T^2 \) scaling of the sensing precision. The case \( c_i \gg 1 \) corresponds to significant improvement of the precision in each step (\( \delta \omega_m / \delta \omega_{m-1} \)), so that the evolution time of the next step can be prolonged significantly (\( T_m \gg T_{m-1} \)); while \( c_i \ll 1 \) corresponds to small improvement of the precision in each step (\( \delta \omega_m \ll \delta \omega_{m-1} \)), so that the evolution time of the next step can only be prolonged slightly (\( T_m \gtrsim T_{m-1} \)).

At the end of the \( m \)th step, the time cost is
\[ T_1 \equiv v_1 T_1 + \cdots + v_m T_m = \frac{1 - \frac{1}{1 + c_i^2} \nu_m}{1 - \frac{1}{1 + c_i^2}} \]
and the precision is
\[ \delta \omega_m \approx \frac{\delta \omega_0}{(1 + c_i^2)^m}. \]

For \( c_i \ll 1 \) but large \( m \), so that the overall precision improvement is significant, i.e., \( (1 + c_i^2)^m \gg 1 \), the time cost is dominated by the first step:
\[ T_1 \approx \frac{2 \nu v_1 T_1}{c_i^2} = \frac{\kappa_i^3}{4 \pi^2 \nu_{\text{rms}}^2 \omega} \frac{\delta \omega_0}{\lambda^2}, \]
is independent of \( c_i \) and the number of steps \( m \). When \( c_i \gg 1 \), the time cost is dominated by the first step:
\[ T_1 \approx \nu_1 T_1 \approx \frac{c_i^2}{2} \frac{\kappa_i^3}{4 \pi^2 \nu_{\text{rms}}^2 \omega} \frac{\delta \omega_0}{\lambda^2}, \]
and is still independent of \( m \). The case \( c_i \ll 1 \) requires less time cost than the case \( c_i \gg 1 \), because the latter utilizes more classical resources (i.e., repeated measurements). On the other hand, in order to improve the precision from \( \delta \omega_0 \) to the desired precision \( \lambda \), the case \( c_i \ll 1 \) requires much more adaptive steps than the case \( c_i \gg 1 \), because when \( c_i \ll 1 \) (\( c_i \gg 1 \)), the precision is improved slightly (significantly) in each step.

2. Stage (ii): \( \delta \omega \lesssim \lambda \)

At the beginning of this stage, we have an estimator \( \omega_i \) (i.e., the estimator at the end of the previous stage) with a precision \( \delta \omega_i \sim \lambda \). In this stage, the small uncertainty \( \delta \omega \) allows long evolution time so that a single measurement may significantly improve the precision.

Step 1. We require the pulse interval \( \tau_1 \) and the pulse number \( N_1 \) to satisfy \( \omega_1 \tau_1 = 2 \pi \approx 2 \pi/N_1 \) and the evolution time \( T_1 = N_1 \tau_1 \) to be close to \( (1/\kappa) \sqrt{2\pi/(\lambda\delta \omega_0)} \approx (1 + c_i^2)^{1/4} T_1 \). Then we repeat the projective \( \hat{\sigma}_x \) measurement on the qubit for \( n \) times and construct the maximum likelihood estimator \( \omega_1 \). The precision of \( \omega_1 \) is estimated as
\[ \delta \omega_1 \approx \frac{\delta \omega_0}{\sqrt{1 + c_i^2}}, \]
where \( c \equiv \sqrt{\nu_0} \).

Step 2. We require the pulse interval \( \tau_2 \) and the pulse number \( N_2 \) to satisfy \( \omega_2 \tau_2 = 2 \pi \approx 2 \pi/N_2 \) and the evolution time \( T_2 = N_2 \tau_2 \) to be close to \( (1/\kappa) \sqrt{2\pi/(\lambda\delta \omega_0)} \approx (1 + c_i^2)^{1/4} T_2 \). Then we repeat the projective \( \hat{\sigma}_x \) measurement on the qubit for \( n \) times to obtain the maximum likelihood estimator \( \omega_2 \), whose precision is estimated as
\[ \delta \omega_2 \approx \frac{\delta \omega_1}{\sqrt{1 + c_i^2}}, \]
where we have used \( \delta \omega_1 / \delta \omega(T_2) \approx \eta \).

Step \( m \). We require the pulse interval \( \tau_m \) and the pulse number \( N_m \) to satisfy \( \omega_m \tau_m = 2 \pi \approx 2 \pi/N_m \) and the evolution time \( T_m = N_m \tau_m \) to be close to \( (1/\kappa) \sqrt{2\pi/(\lambda\delta \omega_0)} \approx (1 + c_i^2)^{1/4} T_{m-1} \). Then we repeat the projective \( \hat{\sigma}_x \) measurement on the qubit for \( n \) times to obtain the maximum likelihood estimator \( \omega_m \), whose precision is estimated as
\[ \delta \omega_m \approx \frac{\delta \omega_{m-1}}{\sqrt{1 + c_i^2}}, \]
where we have used \( \delta \omega_{m-1} / \delta \omega(T_m) \approx \eta \).

In this stage, we have introduced two parameters \( \kappa \) and \( c \); the former ensures Eq. (A1) is satisfied in every step, while the latter quantifies the classical resource to be utilized in each step. Every step improves the precision by a factor of \( \sqrt{1 + c_i^2} \) and uses a time cost that is \( (1 + c_i^2)^{1/4} \) times that of the previous step, consistent with the \( 1/T^2 \) scaling of the sensing precision. The case \( c \gg 1 \) corresponds to significant improvement of the precision in each step (\( \delta \omega_m \ll \delta \omega_{m-1} \)), so that the
The initial state of the harmonic oscillator is taken as $|\eta\rangle$ and hence

$$P_{\omega} = \int d\omega P(\omega) \approx \int d\omega P(\omega) \frac{\delta\omega}{\sqrt{\frac{\delta\omega(T)}{\eta}}}.$$ 

where $\delta\omega(T)$ is given in Eq. (A2). Obviously, the case $c \ll 1$ provides better sensing precision than $c \gg 1$.

**Appendix B: Adaptive quantum control: numerical implementation**

In our numerical simulation, we consider the $N$-period Carr–Purcell–Meiboom–Gill (CPMG) sequence consisting of $N$ identical control units $\tau/4 - \pi/2 - \pi/4$, corresponding to

$$\alpha_1(\omega, \tau) = \frac{8\lambda}{\omega} e^{i\omega \tau/2} \cos \frac{\omega \tau}{8} - i \sin \frac{\omega \tau}{8},$$

and hence

$$\alpha(N, \omega, \tau) = \alpha_1(\omega, \tau) \sum_{n=0}^{N-1} e^{in\omega \tau}.$$ 

The initial state of the harmonic oscillator is taken as the thermal state $\rho = e^{-\omega^2 |a|^2/(\hbar \omega)} / \text{Tr} e^{-\omega^2 |a|^2/(\hbar \omega)}$, as characterized by the thermal population $\bar{n} = 1/(e^{\omega^2/(\hbar \omega)} - 1)$. In this case, the off-diagonal coherence of the qubit is $L = e^{-2(2\bar{n} + 1)|a|^2}$ and the probability distribution of the $\sigma_x$ measurement is

$$P(\pm 1|\omega) = \frac{1 \pm e^{-2(2\bar{n} + 1)|a|^2}}{2}.$$ 

1. Stage (i)

The input/control parameters include $\kappa$, $c$, $\bar{n}$, and the prior distribution $P_0(\omega)$ [Eq. (A3)] for the unknown frequency $\omega$, as characterized by an estimator $\bar{\omega}_0$ and its uncertainty $\delta\omega_0$. At the beginning of the $k$-th adaptive step, we already have a probability distribution $P_{k-1}(\omega)$ from the previous steps, which gives an estimator $\bar{\omega}_{k-1}$ and its uncertainty $\delta\omega_{k-1}$. In the $k$-th step, we apply the CPMG sequence with $N_k$ identical control units $\tau_k/4 - \pi - \tau_k/2 - \pi/4$ and repeat the measurements for $v_k$ times, where

$$N_k = \text{nint}(\frac{\bar{\omega}_{k-1}}{\kappa \delta\omega_{k-1}} - 1),$$

$$\tau_k = \frac{2\pi}{\bar{\omega}_{k-1}} \left(1 + \frac{1}{N_k}\right),$$

$$v_k = \text{max} \{\text{nint}(\frac{c^2(\delta\omega_{k-1})^2}{2\tau_k^2}, 1)\},$$

with nint$(a)$ for the integer closest to $a$, $\bar{\lambda}_k \equiv \sqrt{2\bar{n} + 1}\alpha_1(\tau_k, \bar{\omega}_{k-1})/\tau_k$, $\eta_k$ given by Eq. (A8), and $g_{ms} \approx 0.83544$ is obtained by taking $\delta\eta = 1$. Next, we calculate $\alpha_k = \alpha(N_k, \omega, \tau_k)$ and $P_k(\pm 1|\omega) = (1 \pm e^{-2(2\bar{n} + 1)|a|^2})/2$, randomly generate $v_k$ outcomes according to $P_k(\pm 1|\omega)$, and use $N_k$ to denote the number of outcome $\pm 1$ in those $v_k$ results. Then we calculate the updated probability distribution function

$$P_{k}(\omega) = P_{k-1}(\omega)[P_{k}(\pm 1|\omega)]^{v_k}.$$

and obtain the maximum likelihood estimator $\bar{\omega}_k \equiv \arg \max_{\omega_k} P_k(\omega)$ as the location of the maximum of $P_k(\omega)$ as a function of $\omega$. Finally, we calculate the uncertainty of $\bar{\omega}_k$ by

$$\delta\omega_k \equiv \left[\int d\omega (\bar{\omega}_k - \omega)^2 P_k(\omega)\right]^{1/2} / \left[\int d\omega P_k(\omega)\right]^{1/2}.$$ 

When $\delta\omega_k < \bar{\lambda}_k$, this stage stops and we begin stage (ii) with

$$\omega_k = \bar{\omega}_k,$$

$$\delta\omega_k = \delta\omega_k,$$

$$P_k(\omega) = P_k(\omega).$$

2. Stage (ii)

The input/control parameters include $\kappa$, $c$, $\bar{n}$, and the distribution $P_{k}(\omega)$, as characterized by an estimator $\bar{\omega}_k$ and its uncertainty $\delta\omega_k$. At the beginning of the $k$-th adaptive step, we already have a probability distribution $P_{k-1}(\omega)$ from the previous steps, which gives an estimator $\bar{\omega}_{k-1}$ and uncertainty $\delta\omega_{k-1}$. In the $k$-th adaptive step, we apply the CPMG sequence with $N_k$ identical control units $\tau_k/4 - \pi - \tau_k/2 - \pi/4$ and repeat the measurements for $v_k$ times, where

$$N_k = \text{nint}(\frac{\bar{\omega}_{k-1}}{\kappa \delta\omega_{k-1}} - 1),$$

$$\tau_k = \frac{2\pi}{\bar{\omega}_{k-1}} \left(1 + \frac{1}{N_k}\right),$$

$$v_k = \text{max} \{\text{nint}(\frac{c^2(\delta\omega_{k-1})^2}{2\tau_k^2}, 1)\},$$

$$\eta = \frac{c^2}{4}.$$
and $\bar{\lambda} = \lambda \sqrt{2\bar{n}+1}/\pi$. Next, we calculate $\alpha_k = \alpha(N_k, \omega, \tau_k)$ and $P_k(\pm 1|\omega) = (1 \pm e^{-2(2\bar{n}+1)|\alpha|^2})/2$. Then we randomly generate $v$ outcomes according to $P_k(\pm 1|\omega)$, and let $N_k$ denote the number of outcome $\pm 1$ in those $v$ outcomes. Then we calculate the updated probability distribution function

$$P_k(\omega) = P_{k-1}(\omega)[P_k(+1|\omega)]^{N_k}[P_k(-1|\omega)]^{N_k}.$$ 

and obtain the maximum likelihood estimator $\omega_k \equiv \arg \max_\omega P_k(\omega)$. Finally, we calculate the uncertainty of $\omega_k$ by

$$\delta \omega_k = \left( \frac{\int d\omega (\omega_k - \omega)^2 P_k(\omega)}{\int d\omega P_k(\omega)} \right)^{1/2}.$$ 

This process can be continued until the uncertainty $\delta \omega_k$ reaches the desired precision.

In the numerical simulation, we take $\bar{n} = 10$ and $\bar{n} = 1000$, respectively. $\lambda = 0.1$, $\delta \omega_0 = 0.5$, $\omega_0 = 50.5$, $\omega = 50$, $c_1 = c = 0.1$ and $\kappa_1 = \kappa = 2$. The total time cost is $T = T_i + T_{ii}$. 