Theory for Cavity Cooling of Levitated Nanoparticles via Coherent Scattering: Master Equation Approach
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We develop a theory for cavity cooling of the center-of-mass motion of a levitated nanoparticle through coherent scattering into an optical cavity. We analytically determine the full coupled Hamiltonian for the nanoparticle, cavity, and free electromagnetic field. By tracing out the latter, we obtain a Master Equation for the cavity and the center of mass motion, where the decoherence rates ascribed to recoil heating, gas pressure, and trap displacement noise are calculated explicitly. Then, we benchmark our model by reproducing published experimental results for three-dimensional cooling. Finally, we use our model to demonstrate the possibility of ground-state cooling along each of the three motional axes. Our work illustrates the potential of cavity-assisted coherent scattering to reach the quantum regime of levitated nanomechanics.

I. INTRODUCTION

Initially conceived as a way to minimize clamping losses in mechanical resonators [1, 2], the study of levitated nanoparticles (NPs), or levitodynamics [27], has branched into a wide research field in the last years. On the one hand, this is due to the wide range of particles available for levitation, such as dielectrics [3–8], nanocrystals containing quantum emitters [9–14], nanomagnets [15] and superconducting spheres [16–18], as well as the large variety in NP shapes [19–22]. On the other hand, many recent experiments have demonstrated a very precise control of both the center of mass (COM) motion [8, 21, 23, 24] and the rotation [25–27] of levitated NPs, as well as the integration of levitated NPs with optical emitters [10–12], and levitation in ultra high vacuum [8]. Such achievements pave the way toward interesting new possibilities, such as using NPs as inertial or force sensors [28–30], studying microscopic thermodynamics of the COM motion of a NP [31–33], or the potential to use levitated NPs for optomechanics [1, 2, 34] and for the preparation of large quantum superposition states [35–37].

The promising prospects of levitodynamic-based quantum applications rely on the ability of cooling the COM motion down to the ground state. Although this milestone has not yet been attained, significant advances toward this goal have been achieved, such as parametric feedback cooling [3, 4, 23] or cavity-assisted optomechanical cooling [5, 6, 19]. Among these, a particularly interesting option, initially proposed for cold atoms and molecules [38–40], is to cool the COM motion via coherent light scattering into an optical cavity, as recently demonstrated in two experiments [41, 42]. In this configuration, a NP is optically trapped by an optical tweezer [43, 44], whose photons are scattered into a blue-detuned cavity, reducing the mechanical energy of the COM in the process. This cooling method presents several advantages such as reduced technological complexity, a high level of control and the possibility of cooling the COM motion along the three motional axes. It therefore appears as a strong candidate for realizing the COM ground state in levitated nanomechanical systems.

Previous theoretical works have addressed the method of cavity-assisted COM cooling by coherent scattering: either semiclassically for cold atoms [38, 45, 46], or using quantum optomechanical theory to describe the cooling of the COM of atoms along one or two of the trapping axes [47, 48], and of optically levitated dielectric NPs along one trapping axis [34]. However, a full quantum theory of three-dimensional cooling of optically levitated dielectric NPs via coherent scattering, as well as
a detailed study of the relevant heating and decoherence mechanisms, is lacking so far. On the one hand, developing such a theory will contribute to understand the limitations of present experiments [41, 42] and the way to overcome them in order to achieve ground state cooling. On the other hand, once the ground state is reached, a full quantum theory including a detailed quantum description of the decoherence sources will be essential not only to describe this state, but to implement further quantum protocols and applications to prepare, for instance, non-Gaussian quantum states.

In this paper, we develop a quantum theory of three-dimensional COM cooling via cavity-assisted coherent scattering. First, in Sec. II we derive the full optomechanical Hamiltonian in the long wavelength approximation. In Sec. III, we obtain an effective equation of motion for the reduced subsystem by transforming into a frame where non-quadratic terms become negligible. In Sec. IV, we focus on a case study and characterize the system dynamics for a realistic experimental setup [41]. We continue in Sec. V by analyzing the possibility of ground state cooling along each motional axes in state-of-the-art experiments. Finally, our conclusions are presented in Sec. VI.

II. HAMILTONIAN OF THE TOTAL SYSTEM

The system under study, schematically depicted in Fig. 1, consists of a single dielectric NP with radius $R$, and homogeneous and isotropic relative permittivity $\varepsilon$. The NP is trapped at the focus of a high-intensity optical tweezer propagating along the $z$ axis whose frequency is $\omega_0 = 2\pi c/\lambda_0$, where $c$ is the vacuum speed of light and $\lambda_0$ the tweezer wavelength. Additionally, the NP is placed inside an optical cavity and is coupled to a mode with frequency $\omega_c$. The cavity axis is orthogonal to the propagation direction of the tweezer. We include the two degenerate polarization states of the non-birefringent cavity with frequency $\omega_c$, although, as we will see below, only one will significantly contribute to COM cooling. In this section we describe the system and the fundamental light-matter Hamiltonian governing its dynamics. We then derive, for a NP confined close to the tweezer focus, a second quantization form for such Hamiltonian. Finally, we reduce this Hamiltonian to a quadratic form by transforming into a frame where non-quadratic terms become negligible.

The system detailed above, and depicted in Fig. 1, can be described by a Hamiltonian containing the kinetic energy of the free NP, the energy of the electromagnetic (EM) field, and the NP-field interaction, i.e.,

$$\hat{H} = \frac{\hat{P}^2}{2m} + \hat{H}_F + \hat{H}_\text{Int}. \quad (1)$$

Here, $\hat{P}$ denotes the COM momentum operator, and $m$ denotes the mass of the NP. The free Hamiltonian of the EM field is given by

$$\hat{H}_F = \frac{\varepsilon_0}{2} \int d^3r \left[ \hat{E}^2(r) + c^2\hat{B}^2(r) \right], \quad (2)$$

with the transverse electric and magnetic field operators $\hat{E}(r)$ and $\hat{B}(r)$ at position $r$. The NP-EM field interaction term in Eq. 1 reads [34]

$$\hat{H}_\text{Int} = -\frac{1}{2} \alpha \hat{E}^2(\hat{R}), \quad (3)$$

where we have introduced the NP polarizability $\alpha = \varepsilon_0 \varepsilon_c V$, with the NP volume $V$, the vacuum permittivity $\varepsilon_0$, and $\varepsilon_c \equiv 3(\varepsilon - 1)/(\varepsilon + 2)$. The above expression is valid in the long wavelength approximation, i.e., when $R \ll \lambda$ for all relevant wavelengths $\lambda$ [49]. The motion-light interaction arises from evaluating the electric field operator at the COM position of the NP, $\hat{R}$. Note that matter is treated classically in this work, as the optical response of the NP is described exclusively by its polarizability.

In order to write the Hamiltonian in second quantization, we need to determine the structure of the EM field. Both in Eqs. 2 and 3, the electric and magnetic field operators should be written in terms of the eigen-modes of the corresponding EM structure. Since solving Maxwell’s equations in all space in the presence of a cavity is rather involved, it is common in photonics to approximate the EM field as independent free-space modes plus some extra modes representing the structure, i.e., the cavity. Here we use the same approximation, thus writing the electric field as

$$\hat{E}(r) \approx \hat{E}_{\text{tw}}(r, t) + \hat{E}_{\text{cav}}(r) + \hat{E}_{\text{free}}(r), \quad (4)$$

whose three components correspond to the tweezer field, the cavity field, and the free EM field, respectively. Since we assume the tweezer field to be in a highly populated coherent state, we approximate it as a classical quantity by its mean value in the rotating frame,

$$\hat{E}_{\text{tw}}(r, t) = \frac{1}{2} \left[ \hat{E}_{\text{tw}}(r) e^{i\omega_0 t + \hat{E}_{\text{tw}}^\dagger(r)} e^{-i\omega_0 t} \right]. \quad (5)$$

On the other hand, the electric fields of the cavity and the free EM modes are described quantum mechanically, i.e.,

$$\hat{E}_{\text{cav}}(r) = \sum_\alpha \sqrt{\frac{\hbar \omega_c}{2\varepsilon_0 V_c}} [\hat{E}_{\text{cav}}(r) e^{i\hat{a}_\alpha + \text{H.c.}}], \quad (6)$$

$$\hat{E}_{\text{free}}(r) = \sum_{k\varepsilon} \sqrt{\frac{\hbar \omega_k}{2\varepsilon_0 V}} [\hat{E}_{\text{free}}(r) e^{i\varepsilon_k \hat{a}_k + \text{H.c.}}]. \quad (7)$$

Here, $V_c$, $\hat{E}_{\text{cav}}(r)$ and $\hat{a}_\alpha$ represent the cavity mode volume, the normalized classical electric field of the cavity mode, and the annihilation operator for a cavity mode.
with polarization α, respectively. Analogously, \( V \) and \( \hat{a}_{\alpha k} \) represent the quantization volume for the free EM field and the annihilation operator of a free EM mode with wavevector \( \mathbf{k} \) and polarization \( \epsilon_k \). Note that, in our approximation, the Hamiltonian of the EM field in Eq. 2 can be written as

\[
\hat{H}_F \approx \hbar \omega_c \sum_\alpha \hat{c}_\alpha \hat{c}_\alpha + \hbar \sum_{\mathbf{k}c} \omega_k \hat{a}_\mathbf{k}^\dagger \hat{a}_{\mathbf{k}c}.
\]

However, in order to account for the cavity losses due to transmission through the mirrors, which play a relevant role in the cooling, it is convenient to refine the above Hamiltonian by explicitly including an additional set of EM modes to which the cavity is coupled [34, 50], i.e., we take

\[
\hat{H}_F = \hbar \omega_c \sum_\alpha \hat{c}_\alpha \hat{c}_\alpha + \hbar \sum_{\mathbf{k}c} \omega_k \hat{a}_\mathbf{k}^\dagger \hat{a}_{\mathbf{k}c}
+ \hbar \int_0^\infty d\omega \left[ \omega \hat{a}_0^\dagger(\omega) \hat{a}_0(\omega) + i\gamma(\omega) \left[ \hat{a}_0(\omega) \hat{c}^\dagger - \text{H.c.} \right] \right].
\]

Here, the continuum of modes described by the photonic operators \( \hat{a}_0(\omega) \) would in principle represent a fraction of the free-space modes. Thus, by considering them a separate degree of freedom, we are double-counting some of the states. This overcounting, very common in quantum optics [51], has nevertheless a negligible effect on the correctness of the solution, since the ensemble of extra modes \( \hat{a}_0(\omega) \) has zero measure [34]. The coupling constant \( \gamma(\omega) \) is directly related to the cavity linewidth \( \kappa \), here defined as the cavity decay rate, and can be considered constant across a wide frequency range centered at \( \omega_c \), with a value \( \gamma(\omega) = \sqrt{\kappa/\pi} \) [50]. This equality can be readily certified by obtaining the Born-Markov master equation of the cavity in the presence of the environment composed by the modes \( \hat{a}_0(\omega) \) (see e.g. Appendix B).

In order to calculate the second-quantized interaction Hamiltonian \( \hat{H} \) using the electric fields described above, it is convenient to determine the explicit form of the tweezer and the cavity field profiles. Let us start by the tweezer field, namely \( \mathbf{E}_t(\mathbf{r}) \) in Eq. 5. Our first step is to fix the \( x \) and \( y \) axis in our coordinate system. Those axes are aligned with the symmetry axes of the tweezer-formed trapping potential. As pointed out in studies with atomic clouds [38], the possibility of 3D cooling requires that none of these axes is parallel to the cavity axis. In the present case, this is achieved for tweezer polarizations being neither purely parallel nor purely orthogonal to the cavity axis, as schematically depicted in Fig. 2. Since the tweezer polarization axis determines the trapping directions of the levitated particle, it is convenient to choose a coordinate system centered on the tweezer intensity maximum, and aligned with the tweezer polarization. We therefore choose the tweezer to be polarized along the \( x \) axis (see Fig. 2), i.e., \( \mathbf{E}_t(\mathbf{r}) = e_x \mathbf{E}_t(\mathbf{r}) \), and modelled in the paraxial approximation by a classical, zeroth order, propagating Hermite-Gaussian beam [52],

\[
\mathbf{E}_t(\mathbf{r}) = E_0 \frac{W_t}{\sqrt{\pi} W_{t0}} e^{-r^2/W_{t0}^2} e^{i k_0 z} e^{i \mathbf{k}_0 \cdot \mathbf{r}}.
\]

In the above equation, \( W(z) = W_t (1 + (z/z_R)^2) \), where \( W_t \) is the tweezer waist at the focus and \( z_R = \pi W_t^2/\lambda_0 \) is the Rayleigh range. The asymmetry of the transverse beam profile, which becomes more relevant for strongly focused tweezers, is encoded in the different extensions of the beam along the transverse axis, \( W_{x,y}(z) = A_{x,y} W_t(z) \) with \( A_{x,y} \) adimensional. The phase factor \( \phi_t(\mathbf{r}) \) is given by

\[
\phi_t(\mathbf{r}) = \arctan \left( \frac{r_y}{r_x} \right) - 2 \beta \frac{r^2 + r_y^2}{z_R^2} \approx 0,
\]

in the vicinity of the origin, i.e., for \( x, y, z \ll z_R \approx 1 \mu m \) in typical experiments [41]. Finally, the field amplitude \( E_0 \) can be related to the tweezer power \( P_t \) by first obtaining the paraxial expression for the associated magnetic field [52],

\[
\mathcal{H}_{tw}(\mathbf{r}, t) = i \mathbf{e}_y \left[ \mathcal{H}_t(\mathbf{r}) e^{i \omega_0 t} + \mathcal{H}^*_t(\mathbf{r}) e^{-i \omega_0 t} \right],
\]

where \( \mathcal{H}_t(\mathbf{r}) = \sqrt{\varepsilon_0/\mu_0} \mathbf{E}_t(\mathbf{r}) \). One then defines the tweezer power in terms of the Poynting vector as

\[
P_t = \int dS \left( \mathbf{E}_t(\mathbf{r}, t) \times \mathbf{H}_t(\mathbf{r}, t) \right)_T,
\]

where \( dS \) is the surface element perpendicular to the Poynting vector (in this case, \( dS = dxdy e_z \)), and \( \cdot_T \) denotes the time average. Using this expression we find

\[
E_0 = \sqrt{4P_t \pi z_0 W_t^2 A_x A_y}.
\]

In this way we can relate all the beam parameters to experimental input parameters [41], such as power, wavelength and beam waist (or, equivalently, numerical aperture of the focusing lens).
Let us now shift our attention to the cavity field $E_{cav}(r)$ in Eq. 6. We will also approximate its profile by a zeroth-order Hermite-Gauss beam, this time in a standing wave configuration. Because of our choice of coordinate system (Fig. 2), the axis of this beam will not be parallel to $x$ or $y$, but instead lie along along $e_{cav} = \sin \Theta e_x + \cos \Theta e_y$. The expression for the two degenerate polarization modes is thus given by

$$E_{cav}(r) = e_\alpha \frac{W_c}{W(y')} e^{-(x'^2+z'^2)/W^2(y')} \times \cos[k_c y' + \phi_c(r) - \phi].$$  (15)

Here, $k_c = \omega_c/c$, and $W_c$ is the cavity waist which, together with the cavity length $L_c = \pi c/(2\kappa F)$ (F being the finesse), determines the mode volume as $V_c = \pi W_c^2 L_c/4$. The above beam contains the rotated coordinates $x'$ and $y'$, which are given by

$$x' = x \cos \Theta - y \sin \Theta. \quad (16)$$

$$y' = x \sin \Theta + y \cos \Theta. \quad (17)$$

Importantly, the phase factor $\phi$ in Eq. 15 determines the field intensity at the position of the NP, i.e., at the origin of coordinates. For $\phi = 0 (\pi/2)$ the particle is at a maximum (minimum) of the cavity intensity profile. Finally, the functions $W(y')$ and $\phi_c(r)$ in Eq. 15 are given by

$$W(y') = W_c \sqrt{1 + (y'/y_R)^2}, \quad (18)$$

$$\phi_c(r) = \arctan \left( \frac{y'}{y_R} - \frac{k_c y' x'^2 + z'^2}{2 y'^2 + y_R^2} \right). \quad (19)$$

with $y_R = \pi W_c^2/\lambda_c$ being the Rayleigh range of the cavity beam. Since we will be interested in the cavity field close to the origin, i.e., for $x, y \ll y_R \sim \text{nm}$ in typical experiments [41], we will assume $\phi_c(r) \approx 0$. Finally, the polarization vectors in Eq. 6 are the two unit vectors orthogonal to the cavity axis, and will be labeled as

$$e_\alpha = \begin{cases} e_x, & e_\perp = e_x \cos \Theta - e_y \sin \Theta. \quad (20) \end{cases}$$

The expression above results in six different terms, which give rise to the different physical interactions in this system. Let us analyze them separately.

First, the tweezer-tweezer term $\propto \mathbf{E}_{tw}^2(\mathbf{R}, t)$ gives rise to the trapping of the NP. The interaction energy arising from this term is

$$\hat{H}_{t-t} = -\frac{\varepsilon_{0}e_{c}V}{2} E_{tw}^{2}(\mathbf{R}, t). \quad (22)$$

Since the NP will be confined close to the origin of coordinates, we approximate the electric field of the tweezer by its expansion close to $\mathbf{R} = 0$. Using Eqs. 5 and 10, this expansion is carried out to yield

$$E_{tw}^{2}(\mathbf{R}, t) \approx E_0^2 \cos^2(\omega_0 t) \times$$

$$\times \left[ 1 - \frac{2 \hat{X}^2}{A^2 W_t^2} + \frac{2 \hat{Y}^2}{A^2 W_t^2} + \frac{\hat{Z}^2}{z_R^2} \right]$$

$$+ E_0^2 \left( k_0 \hat{Z} \cos(2\omega_0 t) - \sin(2\omega_0 t) \right). \quad (23)$$

As the tweezer frequency $\omega_0$ is very large compared to the typical coupling rates between the different degrees of freedom, we can perform a Rotating Wave Approximation by neglecting all the rapidly oscillating terms $\exp(\pm 2i\omega_0 t)$. Within this approximation, we introduce the above electric field into Eq. 22 and, after neglecting constant energy contributions, we obtain the usual harmonic potential,

$$\hat{H}_{t-t} = \sum_{j=x,y,z} \frac{1}{2} m \Omega_j^2 \hat{R}_j^2. \quad (24)$$

This potential represents the trapping of the NP by the tweezer, with trapping frequencies

$$\begin{bmatrix} \Omega_x \\ \Omega_y \\ \Omega_z \end{bmatrix} = \sqrt{\frac{\varepsilon_0 e_c E_0^2}{2 m W_t^2}} \begin{bmatrix} \sqrt{2}/A_x \\ \sqrt{2}/A_y \\ \lambda_0/(\pi W_t) \end{bmatrix}, \quad (25)$$

where $\rho = m/V$ is the mass density of the NP. Note that the presence of this trapping potential allows for the definition of the COM phonons. Specifically, we can combine the above interaction term with the kinetic energy of the COM, namely the first term in Eq. 1, to obtain

$$\hat{P}_{R}^2/2m + \hat{H}_{t-t} = \hbar \sum_{j=x,y,z} \Omega_j \hat{b}_j \hat{b}_j \equiv \hat{H}_{COM}. \quad (26)$$

Here, the bosonic operators $\hat{b}_j$ are defined in terms of the position and momentum operators through

$$\hat{R}_j = r_{j0} \left( \hat{b}_j + \hat{b}_j^\dagger \right) \quad ; \quad \hat{P}_j = i \hbar \Omega_j r_{j0} \left( \hat{b}_j^\dagger - \hat{b}_j \right). \quad (27)$$

where we have defined the zero-point motion $r_{j0} = (\hbar/2m\Omega_j)^{1/2}$.

The second contribution we consider is given by the square of the cavity field,

$$\hat{H}_{c-c} = -\frac{\varepsilon_{0}e_{c}V}{2} E_{cav}^{2}(\mathbf{R}). \quad (28)$$
Introducing Eq. 6 together with the field $E_{\text{cav}}(r) = e_0 E_c(r)$ from Eq. 15, and keeping only the non-rotating terms [53], we find
\begin{equation}
\hat{H}_{c-c} = -\hbar \frac{\omega_c e_c V}{2 V_c} |E_c(\mathbf{R})|^2 \left( \sum_{\alpha} \hat{c}^\dagger_{\alpha} \hat{c}_{\alpha} + \frac{1}{2} \right).
\end{equation}

We now expand the square modulus in powers of the COM position, $\mathbf{R}$, up to first order, obtaining
\begin{equation}
\hat{H}_{c-c} = -\hbar \frac{\omega_c e_c V}{2 V_c} \cos^2(\phi) \sum_{\alpha} \hat{c}^\dagger_{\alpha} \hat{c}_{\alpha} - \hbar \frac{\omega_c e_c V}{2 V_c} \kappa_c \sin(2\phi) \hat{Y}' \left( \sum_{\alpha} \hat{c}^\dagger_{\alpha} \hat{c}_{\alpha} + \frac{1}{2} \right),
\end{equation}
where we have defined for convenience the rotated $y$ operator
\begin{equation}
\hat{Y}' \equiv \sin \Theta \hat{X} + \cos \Theta \hat{Y}.
\end{equation}
The interaction Hamiltonian $\hat{H}_{c-c}$ contains three physically different effects: first, a shift of the cavity frequency that depends on the NP position inside the cavity,
\begin{equation}
\omega_c \rightarrow \omega_c - \Delta_c = \omega_c \left( 1 - \frac{e_c V}{2 V_c} \cos^2 \phi \right).
\end{equation}
Second, an optomechanical coupling between COM and cavity modes,
\begin{equation}
-\hbar \sum_{\alpha} \hat{c}^\dagger_{\alpha} \hat{c}_{\alpha} \left( g_{cx} \hat{b}_{x}^\dagger + g_{cy} \hat{b}_{y}^\dagger + \text{H.c.} \right),
\end{equation}
with
\begin{equation}
g_{cx} = \frac{\omega_c e_c V}{2 V_c} \kappa_c x_0 \sin(2\phi) \sin \Theta,
\end{equation}
\begin{equation}
g_{cy} = \frac{\omega_c e_c V}{2 V_c} \kappa_c y_0 \sin(2\phi) \cos \Theta.
\end{equation}
Lastly, a force on the COM along the $X-Y$ plane,
\begin{equation}
- \left( \hbar/2 \right) \left( g_{cx} \hat{b}_{x}^\dagger + g_{cy} \hat{b}_{y}^\dagger + \text{H.c.} \right).
\end{equation}
For common experimental values [41], we find that $g_{cij} \approx 2\pi \times 1\text{Hz}$. This allows us to neglect this third term, as it corresponds to a negligible shift in the equilibrium position of the COM motion ($\sim g_{cij}/\Omega_j \sim 10^{-5}$ times the zero point motion). Note that the optomechanical coupling in Eq. 33 could still be relevant if the cavity occupation is large, so this term must be retained. We thus write the contribution of the term $\hat{E}_{\text{cav}}(\mathbf{R})$ as
\begin{equation}
\hat{H}_{c-c} \approx -\hbar \sum_{\alpha} \hat{c}^\dagger_{\alpha} \hat{c}_{\alpha} \left[ \Delta_c + \sum_{j=x,y} g_{cj} (\hat{b}_{j}^\dagger + \hat{b}_{j}) \right].
\end{equation}

The third contribution to Eq. 21 stems from the square of the free EM field, and is given by
\begin{equation}
\hat{H}_{t-f} = -\frac{\varepsilon_0 e_c V}{2} \hat{E}_{\text{free}}(\mathbf{R})^2 = -\hbar \frac{e_c V}{4 V_c} \sum_{k \kappa'} \sqrt{\omega_k \omega_{k'} \varepsilon_k \varepsilon_{k'}} (e^{i k \mathbf{R} \cdot \mathbf{a}_{k} + H.c.}) (e^{i k' \mathbf{R} \cdot \mathbf{a}_{k'} + H.c.)},
\end{equation}
where we have used Eq. 7. This term has been proven to become negligible for particles smaller than the relevant wavelengths [54], and thus will be ignored hereafter.

Finally, we address the contributions arising from the three cross terms, namely
\begin{equation}
\hat{H}_{t-c} = -\varepsilon_0 e_c V \mathbf{E}_{\text{tw}}(\mathbf{R}, t) \cdot \hat{E}_{\text{cav}}(\mathbf{R}),
\end{equation}
\begin{equation}
\hat{H}_{t-t} = -\varepsilon_0 e_c V \mathbf{E}_{\text{tw}}(\mathbf{R}, t) \cdot \hat{E}_{\text{free}}(\mathbf{R})
\end{equation}
and
\begin{equation}
\hat{H}_{c-t} = -\varepsilon_0 e_c V \hat{E}_{\text{free}}(\mathbf{R}) \cdot \hat{E}_{\text{cav}}(\mathbf{R}),
\end{equation}
which result in interactions between the three system components. They are all constructed in the same way, namely by expanding the corresponding electric fields close to the origin,
\begin{equation}
\mathbf{E}_{\text{tw}}(\mathbf{R}, t) \approx e_x E_0 \cos(\omega_0 t - k_0 \hat{Z} \sin(\omega_0 t)),
\end{equation}
\begin{equation}
\hat{E}_{\text{cav}}(\mathbf{R}) \approx \sum \sqrt{\frac{\hbar \omega_c}{2 \varepsilon_0 V_c}} e_\alpha \left[ \cos \phi + k_c \hat{Y}' \sin \phi \right] \hat{c}_\alpha + \text{H.c.},
\end{equation}
\begin{equation}
\hat{E}_{\text{free}}(\mathbf{R}) \approx \sum \sqrt{\frac{\hbar \omega_k}{2 \varepsilon_0 V_c}} \varepsilon_k \left[ (1 + i k \cdot \hat{R}) \hat{a}_{k} + \text{H.c.} \right],
\end{equation}
and keeping terms of up to first order in the COM position. Among the three cross terms, the most important is the tweezer-cavity contribution Eq. 39, which will be responsible for the cooling via coherent scattering. It is given by
\begin{equation}
\hat{H}_{t-c} = -\hbar \sum_{\alpha} G_\alpha \left( \hat{c}^\dagger_{\alpha} + \hat{c}_{\alpha} \right) \left[ k_c \hat{Y}' \sin(\phi) \cos(\omega_0 t) + \cos(\phi) \left( \cos(\omega_0 t) - k_0 \hat{Z} \sin(\omega_0 t) \right) \right],
\end{equation}
where
\begin{equation}
G_\alpha = \varepsilon_0 e_c V E_0 (e_x \cdot e_\alpha) \sqrt{\frac{\omega_c}{2 \varepsilon_0 V_c}}.
\end{equation}
Note that $\hat{H}_{t-c}$ contains both a displacement of the cavity modes induced by the trapping field, and an interaction between cavity and COM degrees of freedom, the
latter of which will ultimately be responsible for the cooling. Note that it follows from Eq. 20 that the coupling $G_z$ vanishes, i.e. the $z-$polarized cavity mode plays a negligible role in the dynamics since it will not be populated by the $x-$polarized tweezer. Because of this argument, we will neglect this mode and reduce the cavity to a single mode polarized along $e_z$.

The second cross term, namely the one coming from the tweezer-free field product, reads

$$\hat{H}_{t-f} = -\hbar \sum_{k,\epsilon} G_0(k) \left\{ -k_0 \dot{Z} \sin \omega t \left( \hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k} \right) + \cos \omega t \left( \left[ \hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k} \right] + i \mathbf{k} \cdot \mathbf{R} \left( -\hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k} \right) \right) \right\},$$

with the coupling rate

$$G_0(k) = \varepsilon_0 V E_0 \sqrt{\frac{\omega_k}{2\hbar c_0}} (\mathbf{e}_x \cdot \mathbf{e}_k).$$

The term $\hat{H}_{t-f}$ contains a displacement of the free space EM modes, and a tweezer-mediated interaction between free space modes and COM motion. As we will see below, the latter interaction will result in the recoil heating of the NP [8, 34].

Finally, the product between cavity and free EM field adds a contribution

$$\hat{H}_{c-f} = -\hbar \sum_{k,\epsilon,\alpha} G_{\alpha}(k) \left( \hat{c}_{\alpha}^\dagger + \hat{c}_{\alpha} \right) \left[ i \mathbf{k} \cdot \mathbf{R} \left( -\hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k} \right) \right] + \left( \hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k} \right) \left( \cos \phi + k_c \hat{y}^\dagger \sin \phi \right),$$

with a coupling factor

$$G_{\alpha}(k) = \frac{\varepsilon_0 V}{2} \sqrt{\frac{\omega_k}{V_c}} (\mathbf{e}_\alpha \cdot \mathbf{e}_k).$$

This interaction term is more involved than the previous two. On the one hand, it contains a quadratic interaction between cavity modes and free field, responsible for extra losses of the cavity into free space. Since these losses are mediated by the NP, they depend on its position through $\cos \phi$. Note that this term is small for subwavelength particles, as otherwise the cavity linewidth would be modified by the presence of the NP, an effect not observed in experiments [41]. On the other hand, $\hat{H}_{c-f}$ contains a non-quadratic, three body interaction between free space photons, cavity photons, and COM phonons. This contribution, however, can be safely neglected since it is of order $\sim k \tau, k_c r, \sim 10^{-6}, 10^{-5}$ times smaller than the quadratic contribution at optical frequencies. This argument might fail if the cavity is largely populated by the tweezer, where this three-body interaction results in an effective free field-COM coupling which contributes to the recoil heating. However, this extra, cavity-induced recoil will be negligible compared to the recoil induced by the much highly occupied tweezer (Eq. 47), which is known to dominate [8, 34]. Therefore, we can safely approximate

$$\hat{H}_{c-f} \approx -\hbar \sum_{k,\epsilon,\alpha} G_{\alpha}(k) (\hat{c}_{\alpha}^\dagger + \hat{c}_{\alpha}) (\hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k}) \cos \phi.$$

The full Hamiltonian of the system is obtained by adding up all the above contributions, namely Eqs. 9, 26, 37, 45, 47, and 49. As discussed above, from now on we will ignore the $z-$polarized cavity mode and refer to the remaining creation operators simply as $\hat{c}_\perp \equiv \hat{c}$. In terms of the COM creation and annihilation operators, the full Hamiltonian reads

$$\hat{H} / \hbar \approx \omega_c \hat{c}^\dagger \hat{c} + \sum_{k,\epsilon} \Omega_{k \epsilon} \hat{a}_{\epsilon k}^\dagger \hat{a}_{\epsilon k} + \sum_j \Omega_j \hat{b}_j^\dagger \hat{b}_j + \int d\omega \omega \hat{a}_0^\dagger(\omega) \hat{a}_0(\omega) - \cos(\omega t) \left[ G \cos(\phi) \hat{c}^\dagger + \sum_{k} G_0(k) \hat{a}_{\epsilon k}^\dagger + H.c. \right]$$

$$- G \left( \hat{c}^\dagger + \hat{c} \right) \left[ k_c \left( \sin(\Theta) x_0 \hat{b}_x^\dagger + \cos(\Theta) y_0 \hat{b}_y^\dagger + H.c. \right) \sin(\phi) \cos(\omega t) - k_0 z_0 (\hat{b}_z^\dagger + \hat{b}_z) \cos(\phi) \sin(\omega t) \right]$$

$$+ \sum_{k} G_0(k) \left[ k_0 z_0 (\hat{b}_z^\dagger + \hat{b}_z) \sin(\omega t) (\hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k}) - i \sum_j k_j r_{0j} (\hat{b}_j^\dagger + \hat{b}_j) \cos(\omega t) (\hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k}) \right]$$

$$- \sum_{k} G(k) \left( \hat{c}^\dagger + \hat{c} \right) \left( \hat{a}_{\epsilon k}^\dagger + \hat{a}_{\epsilon k} \right) \cos(\phi) - \hat{c}^\dagger \hat{c} \left[ g_{cx} (\hat{b}_x^\dagger + \hat{b}_x) + g_{cy} (\hat{b}_y^\dagger + \hat{b}_y) \right] + i \int d\omega \gamma(\omega) [\hat{a}_0(\omega) \hat{c}^\dagger - H.c.]$$

where $G \equiv G_{\perp}$, $G(k) \equiv G_{\perp}(k)$, and $\omega_c = \omega_c - \Delta_c$.

The above Hamiltonian, though simpler than the original, remains very challenging to solve, but it can be further simplified. First, we eliminate the time dependence by virtue of the same Rotating Wave Approximation undertaken after Eq. 23. In order to do this, we first perform a unitary transformation into a frame rotating with the tweezer frequency, i.e.,

$$\tilde{U} = \exp \left( i \omega_0 t \hat{A} \right),$$

(Eq. 52)
with
\[ \hat{A} = \hat{c}^\dagger \hat{c} + \sum_{k \in \mathbb{Z}} \hat{a}_{ck}^\dagger \hat{a}_{ck} + \int_0^\infty d\omega \hat{a}_0^\dagger(\omega) \hat{a}_0(\omega). \] (54)

After applying this transformation, the Hamiltonian will contain two different kinds of terms, namely the non-rotating terms which do not depend on time, and contributions rotating at frequencies \( \pm 2\omega_0 \). We then take the Rotating Wave Approximation by neglecting the latter. After such approximation, the Hamiltonian is reduced to

\[
\dot{\hat{H}}/\hbar \approx \hat{c}^\dagger \hat{c} \left[ \hat{\delta} - g_{cx}(\hat{b}_x^\dagger + \hat{b}_x) - g_{cy}(\hat{b}_y^\dagger + \hat{b}_y) \right] + \sum_{k \in \mathbb{Z}} \Delta_k \hat{a}_{ck}^\dagger \hat{a}_{ck} + \sum_j \Omega_j \hat{b}_j^\dagger \hat{b}_j + \int d\omega \Delta_0(\omega) \hat{a}_0^\dagger(\omega) \hat{a}_0(\omega)
\]

\[
- \frac{G}{2} \left( \hat{c}^\dagger + \hat{c} \right) \cos \phi - \sum_{k \in \mathbb{Z}} \frac{G_0(k)}{2} \left( \hat{a}_{ck}^\dagger + \hat{a}_{ck} \right) - \sum_{k \in \mathbb{Z}} G(k) \left( \hat{a}_{ck}^\dagger + \hat{a}_{ck} \right) \cos \phi
\]

\[
- \frac{G}{2} \left( \hat{c}^\dagger + \hat{c} \right) k_c \left[ \sin(\Theta) x_0 \hat{b}_x^\dagger + \cos(\Theta) y_0 \hat{b}_y^\dagger + H.c. \right] \sin \phi + i \left( \hat{c}^\dagger - \hat{c} \right) k_0 z_0 (\hat{b}_z^\dagger + \hat{b}_z) \cos \phi
\]

\[
- \sum_{k \in \mathbb{Z}} \frac{G_0(k)}{2} i \left( \hat{a}_{ck} - \hat{a}_{ck}^\dagger \right) \left[ -k_0 z_0 (\hat{b}_z^\dagger + \hat{b}_z) + \sum_j k_j r_{0j} (\hat{b}_j^\dagger + \hat{b}_j) \right] + i \int d\omega \gamma(\omega) \left[ \hat{a}_0(\omega) \hat{c}^\dagger - H.c. \right],
\] (55)

where we have defined the detunings
\[ \hat{\delta} = \hat{\omega}_c - \omega_0, \] (56)
\[ \Delta_k = \omega_k - \omega_0, \] (57)
\[ \Delta_0(\omega) = \omega - \omega_0. \] (58)

Note that the Hamiltonian contains a displacement of the cavity and the free EM modes (second line of Eq. 55). As usual in quantum optics, it is convenient to remove such displacements by means of a second unitary transformation, which displaces all the system modes at once:

\[ \hat{a}_{ck} \rightarrow \hat{a}_{ck} + \alpha_k, \] (59)
\[ \hat{b}_j \rightarrow \hat{b}_j + \beta_j, \] (60)
\[ \hat{c} \rightarrow \hat{c} + \gamma_c, \] (61)
\[ \hat{a}_0(\omega) \rightarrow \hat{a}_0(\omega) + \alpha_0(\omega). \] (62)

After substitution of the above operators into Eq. 55, we neglect the constant energy shifts and set the terms proportional to \( \hat{a}_{ck}, \hat{b}_j, \hat{c}_\alpha, \) and \( \hat{a}_0(\omega) \) to zero, so that any displacement will vanish from the transformed Hamiltonian. In this way we obtain a system of equations relating the coefficients \( \alpha_k, \beta_j, \gamma_c, \) and \( \alpha_0(\omega) \), whose solution is given in Appendix A together with the general form of the transformed Hamiltonian.

After the above displacement, the operators appearing in the Hamiltonian represent the fluctuations of the corresponding degree of freedom above a classical value.
Finally, the interaction between system and reservoirs is given by three independent terms, namely

\[ \hat{V}_A / \hbar = i \int d\omega \gamma(\omega) \left[ \hat{a}_0(\omega) \hat{c}^\dagger - \text{H.c.} \right], \quad (68) \]

\[ \hat{V}_{B1} / \hbar = \sum_{kz} \left( g_{e k} \hat{c}^\dagger \hat{a}_{kz} + \text{H.c.} \right), \quad (69) \]

and

\[ \hat{V}_{B2} / \hbar = \sum_{j,kz} \left[ g_{j k} \hat{a}_{kz}^\dagger \left( \hat{b}_j^\dagger + \hat{b}_j \right) + \text{H.c.} \right], \quad (70) \]

where the coupling rates are given, respectively, by

\[ g_{e k} = -G(k) \cos \phi, \quad (71) \]

\[ g_{j k} = i \frac{G_0(k)}{2} (k_j r_{j0} - \delta_{jz} k_0 z_0). \quad (72) \]

By using the above definitions, the quadratic Hamiltonian describing both the system and the reservoirs, Eq. 63, takes a suitable form for tracing the latter out.

III. REDUCED DYNAMICS OF THE CAVITY AND THE CENTER-OF-MASS MODES

The Hamiltonian in Eq. 63 describes an infinite system of coupled harmonic oscillators. Since we are only interested in the reduced dynamics of the system formed by COM and cavity, in this section we trace out the two sets of continuum EM modes to obtain an effective equation of evolution for such subsystem. The procedure for tracing out the reservoir degrees of freedom starts by transforming into the Interaction Picture with respect to the free evolution of all degrees of freedom, i.e. with respect to \( \hat{H}_{RA} + \hat{H}_{RB} + \hat{H}_S - \hat{V}_0 \). In this picture, the evolution of the total density matrix \( \rho \) is given by the von Neumann Equation [55],

\[ \dot{\rho} = -\frac{i}{\hbar} \left[ \hat{V}_0(t) + \hat{V}(t), \rho(t) \right], \quad (73) \]

where \( \hat{V}_0(t) \) and \( \hat{V}(t) = \hat{V}_A(t) + \hat{V}_{B1}(t) + \hat{V}_{B2}(t) \) represent the two interaction potentials in the Interaction Picture. In order to solve the above equation, we undertake the weak coupling or Born approximation, which consists on approximating the full density matrix as a product state, i.e., \( \dot{\rho}(t) = \hat{\mu}(t) \otimes \hat{\rho}_R \). Here, \( \hat{\mu}(t) = \text{Tr}_R \hat{\rho}(t) \) is the reduced density matrix of the system, \( \text{Tr}_R \) denoting the partial trace over the reservoir modes. On the other hand, \( \hat{\rho}_R \) is the reduced density matrix of the reservoir, which is assumed constant on the basis of the environment being composed by an infinitely large amount of modes, whose state is therefore only negligibly modified by the presence of the system. We will assume that the density matrix describing the free EM reservoirs is a thermal state at room temperature,

\[ \hat{\rho}_R \propto e^{-\left( \hat{H}_{RA} + \hat{H}_{RB} \right) / k_B T}. \quad (74) \]

Note that, in principle, the assumption of a thermal state for the reservoirs is only legitimate in the original frame, and such thermal state should be transformed accordingly into the displaced frame given by the transformation \( \{ \hat{a}_{kz}, \hat{a}_0(\omega) \} \rightarrow \{ \hat{a}_{kz} + \alpha_{kz}, \hat{a}_0(\omega) + \alpha_0(\omega) \} \). However, this state remains a good approximation in the transformed frame since, as evidenced by our results in Appendix A, the contribution of the reservoir modes is only relevant at frequencies close to \( \omega_0 \). At these frequencies, the presence of a highly occupied classical tweezer field makes any other dynamics of the EM field negligible. Because of this reason, the thermal state in Eq. 74 remains a good approximation for reproducing experimental results, as we will see below.

Under the Born approximation and with the reservoirs in a thermal state, we can formally solve Eq. 73, reinsert it into itself, and take the trace over the reservoir modes, obtaining

\[ \dot{\mu}(t) = -\frac{i}{\hbar} \left[ \hat{V}_0(t), \hat{\mu}(0) - \frac{i}{\hbar} \int_0^t ds \left[ \hat{V}_0(s), \hat{\mu}(s) \right] \right] \]

\[ -\frac{1}{\hbar^2} \text{Tr}_R \int_0^t ds \left[ \hat{V}(t), \left[ \hat{V}(s), \hat{\mu}(s) \otimes \hat{\rho}_R \right] \right]. \quad (75) \]

The second argument inside the commutator in the first line above can be identified as \( \dot{\mu}(t) \), as can be readily checked by taking the partial trace and formally solving for \( \dot{\mu}(t) \) in Eq. 73. Moreover, in the second line of Eq. 75, it is customary to undertake the Markov approximation, which assumes the reservoir correlation functions decay much faster than the system-reservoir interaction rate. Formally, this is equivalent to approximating \( \dot{\mu}(s) \approx \dot{\mu}(t) \) and extending the upper integration limit to infinity [55]. The final Master equation reads

\[ \dot{\mu}(t) = -\frac{i}{\hbar} \left[ \hat{V}_0(t), \hat{\mu}(t) \right] \]

\[ -\frac{1}{\hbar^2} \text{Tr}_R \int_0^\infty ds \left[ \hat{V}(t), \left[ \hat{V}(s), \hat{\mu}(t) \otimes \hat{\rho}_R \right] \right]. \quad (76) \]

The Master Equation 76 now has the desired form, namely an equation of motion involving only the system degrees of freedom, i.e. the cavity and the COM modes. This equation contains the free evolution of the system plus some extra terms, describing the effect of the reservoirs (second line of Eq. 76). The explicit calculation of such terms, carried out in Appendix B, leads to the following Master Equation in the Schrödinger Picture,

\[ \dot{\mu}(t) = -\frac{i}{\hbar} \left[ \hat{H}_S^*, \hat{\mu}(t) \right] + \mathcal{D}[\hat{\mu}]. \quad (77) \]

Here, the Hamiltonian \( \hat{H}_S^* \) has the same form as the Hamiltonian \( \hat{H}_S \), but with all the involved frequencies
re-normalized (shifted) by the effect of the reservoirs,
\[ \hat{H}_s' / \hbar = \delta' \hat{c} \hat{c} + \sum_j \Omega_j' \hat{b}_j \hat{b}_j + \sum_j (g_j' \hat{c} \hat{b}_j + \text{H.c.}), \tag{78} \]
where we define \( \hat{q}_j \equiv \hat{b}_j^\dagger + \hat{b}_j \), and the expressions for \( \delta' \), \( \Omega_j' \), and \( g_j' \) are given in Appendix B. Note that the shifts in the frequencies and coupling rates represent the conserved part of the reservoir-induced system dynamics. On the other hand, the term \( D[\hat{\mu}] \) contains the incoherent (or non-conservative) dissipators, which include cavity losses at a rate \( \kappa' \), recoil heating of the COM modes at a rate \( \Gamma_j^{(r)} \), and incoherent cavity-COM interaction at a rate \( \Upsilon_j \):
\[ D[\hat{\mu}] = 2\kappa \left[ \hat{c} \hat{c}^\dagger - \frac{1}{2} \{ \hat{c} \hat{c}, \hat{\mu} \} \right] - \sum_j \Gamma_j^{(r)} [\hat{q}_j, [\hat{q}_j, \hat{\mu}]] + \left[ \Upsilon \left( 2\hat{q}_j \hat{\mu} \hat{c}^\dagger - \{ \hat{c} \hat{q}_j, \hat{\mu} \} \right) + \text{H.c.} \right], \tag{79} \]
where the curly brackets denote the anti-commutator. Here, the cavity linewidth \( \kappa' \) contains in principle also a small correction due to the presence of the NP. The explicit expressions for \( \kappa' \), \( \Gamma_j^{(r)} \), and \( \Upsilon \) are given in Appendix B.

### A. Other noise sources

In a typical levitodynamics experiment, the noise sources associated to thermal free photons are not the only ones. Indeed, some noise sources, stemming from different degrees of freedom not accounted for in our original Hamiltonian (Eq. 1), can play a relevant role in the system dynamics. Therefore, we must include such sources in our equation of motion for the cavity and COM degrees of freedom. In this work we focus on two particular decoherence channels, namely displacement noise in the trap and residual gas pressure.

We first focus our attention on the displacement noise associated with the “shaking” of the center of the trap. This mechanism has been discussed in detail in the literature [18, 55–57] and results in an extra dissipator in the Master Equation of the position localization or Brownian motion form,
\[ D_u[\hat{\mu}] = -\sum_j \Lambda_j \left[ \hat{R}_j, [\hat{R}_j, \hat{\mu}] \right] = -\sum_j \Lambda_j r_{j0}^2 [\hat{q}_j, [\hat{q}_j, \hat{\mu}]], \tag{80} \]
where \( \hat{R}_j = r_{j0}\hat{q}_j \) is the \( j \)-component of the COM position operator. The magnitude \( \Lambda_j r_{j0}^2 \) is the corresponding dissipation rate, and can be related to observables in the following way: let us describe the trap displacements along each direction \( j \) by means of independent classical fluctuating variables \( \xi_j(t) \), such that \( \hat{R}_j \rightarrow \hat{R}_j + \xi_j(t) \). We assume such variables to have zero mean and nonzero fluctuations, i.e. \( \langle \xi_j(t) \rangle_T = 0 \) and \( \langle \xi_j(t)\xi_{j'}(t') \rangle_T \neq 0 \) [18]. In terms of these variables, we can define the following two-sided power spectral density (PSD)
\[ S_{jj}^{(d)}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\tau \langle \xi_j(t+\tau)\xi_j(t) \rangle_T e^{i\omega \tau}, \tag{81} \]
which has units of m²/Hz. For the particular case \( S_{jj}^{(d)}(\Omega_j) = S_{jj}^{(d)}(-\Omega_j) \) one can demonstrate, by averaging over the stochastic force generated by \( \xi_j \), that the displacements result in the dissipator Eq. 80, with
\[ \Lambda_j = \frac{m^2\Omega_j^4}{\hbar^2} \pi S_{jj}^{(d)}(\Omega_j). \tag{82} \]

The dissipation rates associated to the trap displacement, \( \Gamma_j^{(d)} \equiv \Lambda_j r_{j0}^2 \), can therefore be written as
\[ \Gamma_j^{(d)} = \frac{\Omega_j}{4} \left( \frac{S_{jj}^{(d)}(\Omega_j)}{\Omega_j^{-1} r_{j0}^2} \right) = \frac{\Omega_j}{4} \sigma_j^2, \tag{83} \]
i.e., the ratio \( \Gamma_j^{(d)}/\Omega_j \) is proportional to the PSD in units of \( \sigma_j^2/\Omega_j \), whose square root we define as \( \sigma_j \). Note that the above rate scales linearly with the NP mass, therefore taking much higher values for a NP than for a trapped atom. Indeed, as we will see below, in recent levitodynamic cooling experiments [41], this mechanism could represent a relevant source of heating.

Let us now focus on the effect of gas pressure which, by inducing an extra heating of the COM motion, limits the cooling power of the experiment. The pressure of the gas is modelled through a combination of two dissipators [56, 58],
\[ D_{\text{pressure}}[\hat{\mu}] = D_R[\hat{\mu}] + D_p[\hat{\mu}]. \tag{84} \]
Here, the first term also takes the form of a position localization dissipator,
\[ D_R[\hat{\mu}] = -\frac{m\gamma k_B T}{\hbar^2} \sum_j \left[ \hat{R}_j, \left[ \hat{R}_j, \hat{\mu} \right] \right] = -\frac{m\gamma k_B T}{\hbar^2} \sum_j r_{j0}^2 [\hat{q}_j, [\hat{q}_j, \hat{\mu}]], \tag{85} \]
with \( T \) the temperature of the gas, whereas the second term describes viscous friction, and is given by
\[ D_p[\hat{\mu}] = -\frac{\gamma}{2\hbar} \sum_j \left[ \hat{P}_j, \left\{ \hat{P}_j, \hat{\mu} \right\} \right] = \frac{\gamma}{4} \sum_j [\hat{q}_j, \{\hat{q}_j, \hat{\mu}\}], \tag{86} \]
where we define the conjugate variable \( \hat{P}_j = \hat{b}_j^\dagger - \hat{b}_j \). The rate \( \gamma \) can be obtained from the kinetic theory of gases [3, 59], and reads
\[ \gamma = 0.619 \frac{6\pi R^2}{m} \eta_g = 0.619 \frac{6\pi R^2}{m} P \sqrt{\frac{2m_0}{\pi k_B T}}, \tag{87} \]
Parameter & Value  
--- & ---  
Tweezer power & $P_t = 0.5 \text{ W}$  
Tweezer wavelength & $\lambda_0 = 1.55 \mu\text{m}$  
Tweezer waist & $W_t \sim 1 \mu\text{m}$  
Cavity length & $L_c = 6.46 \text{ mm}$  
Cavity waist & $W_c = 48 \mu\text{m}$  
Cavity linewidth & $2\kappa = 2\pi \times 1.06 \text{ MHz}$  
Radius of NP & $R \sim (70 \pm 20) \text{ nm}$  
SiO$_2$ permittivity at 1.55$\mu$ & $\varepsilon = 2.07$  
Density of SiO$_2$ & $\rho = 2200 \text{ kg/m}^3$  

| Parameter | Value |
|-----------|-------|
| Tweezer power | $P_t = 0.5 \text{ W}$ |
| Tweezer wavelength | $\lambda_0 = 1.55 \mu\text{m}$ |
| Tweezer waist | $W_t \sim 1 \mu\text{m}$ |
| Cavity length | $L_c = 6.46 \text{ mm}$ |
| Cavity waist | $W_c = 48 \mu\text{m}$ |
| Cavity linewidth | $2\kappa = 2\pi \times 1.06 \text{ MHz}$ |
| Radius of NP | $R \sim (70 \pm 20) \text{ nm}$ |
| SiO$_2$ permittivity at 1.55$\mu$ | $\varepsilon = 2.07$ |
| Density of SiO$_2$ | $\rho = 2200 \text{ kg/m}^3$ |

Table I. Input parameters for our model. All the values except for the last two are taken from Ref. [41]. Although the tweezer waist is not directly measured, an estimation of its order of magnitude can be drawn (see main text). Note that, because of the chosen convention, the rate $\kappa$ in our theory corresponds to half the value of $\kappa$ reported in Ref. [41].

where $\eta_0 = \bar{l}P (2m_0/\pi K_B T)^{1/2}$ is the viscosity of the gas, $\bar{l}$ the mean free path of the air molecules, $P$ the pressure and $m_0$ the molecular mass of the gas.

Both the first dissipator associated with the gas pressure, $\mathcal{D}[\mu]$, and the displacements of the trap center, $\mathcal{D}_d[\mu]$, have the same form as the recoil heating term in Eq. 79, and can thus be grouped together. The final Master Equation then reads

$$\dot{\mu} = -\frac{i}{\hbar} \left[ \hat{H}_S, \mu(t) \right] + \mathcal{D}'[\mu], \quad (88)$$

where $\hat{H}_S$ is given by Eq. 78, and the final dissipator reads

$$\mathcal{D}'[\mu] = 2\kappa \left[ \hat{\mu} \hat{\mu}^\dagger - \frac{1}{2} \{ \hat{\mu}^\dagger \hat{\mu}^\dagger, \hat{\mu} \hat{\mu} \} - \sum_j \Gamma_j [\hat{q}_j, [\hat{q}_j, \hat{\mu}]] \right.$$

$$\left. + \left[ \Upsilon (2\hat{\mu}_j \hat{q}_j^\dagger - \{ \hat{q}_j^\dagger, \hat{q}_j \}) + \text{H.c.} \right] + \mathcal{D}_p[\mu], \quad (89)$$

with

$$\Gamma_j = \Gamma^{(r)}_j + \Gamma^{(d)}_j + \Gamma^{(p)}_j. \quad (90)$$

and

$$\Gamma^{(p)}_j = \frac{mk_B T}{\hbar^2} r_{j0}^2 \gamma_j. \quad (91)$$

Equation 88 is the final equation of evolution for the system formed by cavity and COM motion. As a reading guide, a compilation of the most relevant parameters governing the system evolution is shown in Table III (Appendix D). Note that, although we are neglecting any parametric noise induced by fluctuations in the trapping frequencies, such noise could be incorporated in our model by means of a Brownian motion dissipator for the operators $\hat{R}_j^2$ [62]. This, however, lies beyond the scope of the present work since, as will be shown below, the three heating sources introduced here, namely gas pressure, recoil heating, and displacement noise, are both necessary and sufficient for our model to be compatible with experimental observations.

![Graph of COM displacements](image)

**FIG. 3.** (Color online). Displacements of the COM equilibrium positions and of the cavity mode for the parameters of Table I. a) Displacements as a function of position inside the cavity, for $\Theta = 10^\circ$. b) Displacements as a function of tweezer polarization angle, for $\phi = \pi/4$. Note that the definition of the $X - Y$ axes is different for each value of $\Theta$ (see Fig.2). In both panels, the displacements along the X and Y directions are multiplied by a factor 10 for better visualization.

### IV. RESULTS: 3D CAVITY COOLING IN RECENT EXPERIMENTAL SETUP

In this section we study the behavior of the system for realistic experimental parameters. In order to illustrate our model, we take as a case study the recent experiment with a SiO$_2$ NP by Windey et al. [41]. The values of the parameters measured in this experiment are shown in Table I, together with the permittivity and density of Silica extracted from the literature. Note that not all the parameters in our model are measured directly, leaving some of them free to fit the experimental results. For instance, the radius of the NP is only known within a relatively wide range, and in the following we will take $R = 50 \text{ nm}$ for the sake of definiteness.

Our first task is to evaluate all the parameters appearing in our effective equation of motion, Eq. 88, starting by the COM trapping frequencies $\Omega_j'$. To obtain them, we need to fix the values of the tweezer waist, $W_t$, and the asymmetry factors $A_z$ and $A_y$. Reasonable values for the former lie on the order of $W_t \sim \lambda_0/(\pi NA) \sim 1 \mu\text{m}$, where $NA \approx 0.8$ is the numerical aperture of the lens [49]. On the other hand, since the tweezer cross section is not expected to deviate significantly from a cylindrically
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mine the remaining parameters in the equations of mo-
tion. First, we show in Fig. 4 the coherent optomechani-
cal coupling rates between the cavity mode and the COM

motion, namely \( g^j \) in the Hamiltonian Eq. 78. As shown in

panel 4a, for the NP sitting at the node of the cavity

(\( \phi = \pi/2 \)), the coupling vanishes for the \( Z \)–COM coor-
dinate and reaches its maximum value for the transverse

(\( X–Y \)) coordinates, while the opposite trend is observed

at a cavity anti-node (\( \phi = 0 \)). Such behavior evidences

the different origin of the couplings for the \( Z \) and for the

\( X–Y \) directions, see e.g. Eq. 45. Indeed, the interac-
tion along the \( Z \)– direction is proportional to the electric

field intensity of the cavity, whereas the interaction along

symmetric spot, both \( A_x \) and \( A_y \) should be of the order

of 1. Within these bounds, we choose \( W_t = 1.08 \mu m, \)

\( A_x = 1.03, \) and \( A_y = 0.89, \) which result in the following

mechanical frequencies,

\[
\begin{bmatrix}
\Omega_x' \\
\Omega_y'
\end{bmatrix} = 2\pi \begin{bmatrix}
0.12 \\
0.14 \\
0.04
\end{bmatrix} \text{ MHz.}
\]

These values agree with the measurements in Ref. [41].

We now focus on the cavity parameters in Eq. 88,

namely the re-normalized detunings \( \delta' \) and linewidth

\( \kappa' \). Note that, due to the large cavity occupation in-
duced by the high tweezer power, the cavity frequency can be significantly modified by the presence of the NP,

thus allowing for the definition of two different detun-

ings. Indeed, the detuning measured without the NP is

\( \delta_{bare} = \omega_c + \Delta_A - \omega_0 \), whereas the detuning measured with the NP inside the cavity is given by

\( \delta' = \delta_{bare} - \Delta_c + \Delta_{B1} - 2g_{cx}\beta_x - 2g_{cy}\beta_y \), where the ex-

pressions for all undefined shifts are given in Appendix

B. For the parameters in Table I, the difference between

these two quantities is dominated by \( \Delta_c \), and can reach

a maximum value of \( |\delta' - \delta_{bare}| \approx 2\pi \times 3.4 \text{ kHz} \) when the NP is placed at an intensity maximum. Since this

value is \( \sim 10\% \) the mechanical frequency \( \Omega_z \), a proper

identification of which detuning is measured experi-

mentally could be relevant for resolved sideband cooling [63].

Following the measurements in Ref. [41], where the
detuning is measured with the NP inside the cavity, in

the following we will refer to \( \delta' \) as the cavity detuning

and set it to \( \delta' = 2\pi \times 400 \text{ kHz} \) unless stated otherwise

[64]. Finally, regarding the cavity linewidth, we find that

\( \kappa' = \kappa + \kappa_{B1} \approx \kappa \), since the correction to the bare cavity

linewidth is negligible, \( \kappa_{B1} = 2\pi \times (5\cos^2 \phi)\) Hz.

The heating rates contributing to the position local-

TABLE II. Heating rates contributing to the position localization rate \( \Gamma_j \) in Eq. 90, for the parameters in Table I. The second, third, and fourth rows show, respectively, the heating rate due to pressure (\( P_{\text{mbar}} \) = pressure in mbar), the photon recoil heating rate, and the trap displacement heating rate.

| Axis | X | Y | Z |
|------|---|---|---|
| \( \Gamma_{(p)}^{(p)} \) (GHz) | 28.6 \( P_{\text{mbar}} \) | 24.5 \( P_{\text{mbar}} \) | 85.7 \( P_{\text{mbar}} \) |
| \( \Gamma_{(r)}^{(p)} \) (kHz) | 0.09 | 0.15 | 1.89 |
| \( \Gamma_{(d)}^{(p)} \) (kHz) | 94\( \sigma^2_x \) | 110\( \sigma^2_y \) | 31\( \sigma^2_z \) |
Regarding the dissipation associated to the viscous friction corresponding coherent coupling rate, i.e., 

\[ \gamma = 2\pi \times (1.1 P_{\text{mbar}}) \text{kHz}, \tag{93} \]

where \( P_{\text{mbar}} \) is the gas pressure in mbar. From here, we can immediately determine the rates of position localization \( \Gamma_j \) in Eq. 90, which are independent on the angles \( \phi \) or \( \Theta \). The three contributions to these rates are shown in Table II. Note that the displacement noise depends critically on the adimensional PSD, \( \sigma_j \). In order to reproduce the experimental observations, these parameters are chosen as \( \{ \sigma_x, \sigma_y, \sigma_z \} = \{ 0.67, 0.26, 18.6 \} \), which correspond to displacement PSD values of \( \{ [S_{xx}(\delta)]^{1/2}, [S_{yy}(\delta)]^{1/2}, [S_{zz}(\delta)]^{1/2} \} \approx \{ 6, 2, 500 \} \times 10^{-15} \text{ mHz}^{-1/2} \). These values are of the same order as those estimated in Ref. [41].

Once the parameters of the equation of motion Eq. 88 have been calculated, we are in a position to study the system dynamics. The expected value of any system observable \( \hat{O} \) can be obtained from the density matrix, \( \hat{\rho} \), through the usual trace expression, \( \langle \hat{O} \rangle(t) = \text{Tr}[\hat{O}\hat{\rho}(t)] \) [55]. In the present case, there is no need to compute the whole density matrix, since our Master Equation is quadratic in the system creation and annihilation operators. Thus, any information about the state of the system is encoded in the first- and second-order momenta, namely the expected value of single system operators \( \langle \hat{x}\rangle, \langle \hat{c}\rangle, \langle \hat{b}\rangle, \langle \hat{b}^\dagger \rangle, \ldots \) and the expected value of all their quadratic combinations \( \langle \hat{x}^2 \rangle, \langle \hat{c}\hat{c} \rangle, \langle \hat{c}\hat{b} \rangle, \langle \hat{b}\hat{b} \rangle, \langle \hat{b}^\dagger \hat{b}^\dagger \rangle, \ldots \). As detailed in Appendix C, from Eq. 88 we derive the equations of motion for all the above expected values, which form a closed system of 44 differential equations. After numerically solving such system of equations we can compute any observable as a function of their solutions, for instance the position operator \( \langle \hat{R}_j \rangle = r_{0j} \langle \hat{b}_j \rangle + \langle \hat{b}_j^\dagger \rangle \). Specifically, the temperature of the motion along a given axis is defined as \( T_j = \hbar k_B \langle \hat{b}_j \hat{b}_j^\dagger \rangle / k_B \).

Our results for the steady-state temperature along each of the trapping axes as a function of the pressure of the surrounding gas are shown in Fig. 5. As expected, the dependence of the temperatures on the position inside the cavity, \( \phi \), mimics that of the optomechanical couplings in Fig. 4. Specifically, the cooling along the \( Z \)-axis is maximally efficient at a cavity anti-node and vanishes at the cavity node, whereas the cooling along the \( X \)- and \( Y \)-directions obeys an opposite trend. For the parameters chosen above, the temperatures reached at \( P = 10^{-5} \text{mbar} \) and optimum cooling conditions are \( T_x \approx 100 \text{ mK}, T_y \approx 3 \text{ mK}, \) and \( T_z \approx 60 \text{ mK} \), which are consistent with the experimental observations [41]. According to our model, the saturation of \( T_j \) at low pressures is limited by the trap displacement heating \( \Gamma_j^{(d)} \), whereas at large pressures the gas heating rates \( \Gamma_j^{(p)} \) dominate for all axes and prevent the motional cooling. Interestingly, we have confirmed that for the chosen parameters the system is very close to a dynamical instability [65] due to the high tweezer powers, which can result in the \( X-Y \) direction is proportional to its derivative. In Fig. 4b, we show the dependence of the optomechanical couplings with the polarization angle of the tweezer. As expected, when the tweezer is polarized along the cavity axis (\( \Theta = \pi/2 \)), no tweezer photons can be scattered into the cavity, and the interaction rates along all three directions vanish. Moreover, as mentioned above, a tweezer polarization purely perpendicular to the cavity axis (\( \Theta = 0, \pi \)) results in the decoupling of the \( X-COM \) motion, and thus prevents the possibility of 3D cooling. Note that the coupling rates can reach values comparable or even higher than the mechanical frequencies, which may result in the system reaching dynamically unstable regimes [65].

Finally, we calculate the remaining rates appearing in the dissipator Eq. 89, for the parameters in Table I. First, the incoherent coupling rate between the \( Z-COM \) mode and the cavity is given by \( \Upsilon = 2\pi \times 82 \cos \phi \cos \Theta \text{ Hz}, \) and depends on the tweezer power as \( P_t^{1/4} \). This rate can safely be neglected since it is much smaller than the corresponding coherent coupling rate, i.e., \( \Upsilon \ll g_j^z \). Regarding the dissipation associated to the viscous friction term, \( D_p \), we find that

*FIG. 5. (Color online). Steady-state temperature of the COM motion along the three motional axes as a function of gas pressure, for different positions inside the cavity, \( \phi \), detuning \( \delta' = 2\pi \times 400 \text{kHz} \), and polarization angle \( \Theta = 10^\circ \). The dashed lines represent the node (\( \phi = \pi/2 \)) and anti-node (\( \phi = 0 \)) of the cavity field.*
in strong sensitivity to the system parameters. For instance, a slight increase in the size of the NP results in large heating rates at low pressures due to the critical ratio between the coupling rates and the optomechanical frequencies. Regarding an experimental implementation, such dynamical instabilities must be taken into account as they limit the parameter values for which efficient cooling is attainable.

It is common in optomechanics to define the cooling power by means of a cooling rate, which determines both the minimal achievable temperature and the time required to reach it. This quantity can be defined by calculating the power spectral density (PSD) of the COM motion, defined as

$$S_{jj}(\omega) = \frac{\langle \dot{q}_j(t) \dot{q}_j(t) \rangle_{ss}}{2\pi} e^{i\omega t},$$  

(94)

where the sub-index ss denotes the steady state. As detailed in Appendix C, the motional PSD is computed by using the Quantum Regression Theorem [66] which, in its simplest form, relates the two-time correlation function $\langle \dot{q}_j(t) \dot{q}_j(t) \rangle_{ss}$ to its value at zero delay, namely $\langle \dot{q}_j^2 \rangle_{ss}$. The calculation of the PSD is straightforward from here, since the zero-delay expected value has been already determined by numerically solving the system equations of motion.

The motional PSD, Eq. 94, is shown in Fig. 6a for $\phi = \pi/4$. As evidenced here, the PSD along a given axis, $j$, shows a series of Lorentzian peaks, the most relevant of which is centered in the vicinity of $\Omega_j'$. The full width at half maximum (FWHM) of these peaks, shown in Fig. 6b, determines the total rate at which the temperature evolves in time [41]. Note that, as demonstrated in Appendix C, such FWHM is independent of the position localization rates $\Gamma_j^{(\phi)}$, $\Gamma_j^{(p)}$, and $\Gamma_j^{(r)}$ which only affect the steady state temperature. Furthermore, the remaining source of heating provided by the rate $\gamma$ (Eq. 93) becomes negligible at low pressures. Therefore, we can identify the cooling rates as the low-pressure limits of the curves in Fig. 6, that is, $\gamma_x \sim 2\pi \times 30\text{ Hz}$ and $\gamma_{y,z} \sim 2\pi \times 1\text{ kHz}$ for optimal cooling angles $\phi$. These values are consistent with experimental observations [41] and, remarkably, they are of the same order as the rates predicted by adiabatic elimination of the cavity excitations [41] and, remarkably, they are of the same order as the rates predicted by adiabatic elimination of the cavity excitations [41].

From the above argumentation and the curves in Fig. 6, we can predict that, at pressures $P \lesssim 5 \cdot 10^{-3}\text{ mbar}$ and optimal cooling positions $\phi$, the temperatures will decay to $1/e$ times their initial value in around $\sim 1/\gamma_x = 5\text{ ms}$ along the $X$–axis, and $\sim 1/\gamma_{y,z} = 0.2\text{ ms}$ along the $Y$– and $Z$–axes. This trend is indeed observed in the system dynamics, displayed in Fig. 7. Clearly, the dependence of the optomechanical couplings on the position of the NP inside the cavity not only influences the steady-state temperature, but the whole time evolution. Moreover, the efficiency of the cooling depends critically on $\phi$, with no cooling at all occurring in the less optimal configuration. In order to certify that the coupling to the cavity is responsible for the cooling, we display in Fig. 8 the reheating of the COM motion along the $Z$–axis (similar curves are obtained for every axis). Here, we have initialized the system in its cooled steady state and effectively turned off the cavity cooling by setting the cavity detuning to $\delta' = 2\pi \times 20\text{ MHz} \gg \kappa', \Omega_j'$. As expected, in this situation the dynamics is cavity-independent and governed only by gas pressure reheating, thus occurring on a timescale $\gamma_j^{-1} \sim 50\text{ ms}$, in agreement with the experiment [41]. Also in agreement with the above discussion, the reheating dynamics is independent on the position.

\[ \gamma_x = \frac{\gamma}{\kappa} \cdot \frac{\kappa'}{\kappa + \kappa'} \]
FIG. 7. (Color online). Time evolution of the temperature of the COM motion along the three motional axes at pressure $P = 3 \cdot 10^{-3}$ mbar and detuning $\delta' = 2 \pi \times 400$ kHz, for different positions of the NP inside the cavity, $\phi$, and polarization angle $\Theta = 10^\circ$. The system is initialized in a thermal state at room temperature.

localization heating rates $\Gamma^{(d)}_j$, $\Gamma^{(p)}_j$, and $\Gamma^{(r)}_j$. Finally, note that in this limit, namely $g'_j \rightarrow 0$, the equations of motion can be analytically solved in terms of $\gamma$, the steady-state temperature $T_{ss}$, and the initial temperature $T_0$. The resulting analytical expression is represented by the dashed line in Fig. 8, and shows excellent agreement with the full numerical solution. Our results in Figs. 7 and 8 quantitatively agree with experimental measurements [41].

Because the above defined cooling rates are a function of the optomechanical couplings $g'_j$, they depend strongly on the cavity detuning $\delta'$, a dependence that stems from the tweezer-induced displacement $\alpha_c$ (see Eq. A15). In order to characterize this dependence, we show in Fig. 9(a-c) the steady-state temperature along the three motional axes as a function of $\delta'$. As expected, the cooling becomes significantly less efficient when the detuning becomes larger than the cavity linewidth, $\delta' \gtrsim \kappa' \approx 2 \pi \times 0.5$ MHz, and completely disappears at around $\delta' \approx 10\kappa'$. Moreover, the steady-state temperature saturates at small detunings due to the large optomechanical couplings $|g'_j| \approx \Omega'_j$. Indeed, as mentioned above, for such large couplings the system is near a dynamical instability regime, where further reduction of the detuning toward resonance with the COM modes pushes the system closer to the unstable regime. This results in additional heating (not shown in Fig. 9) and, eventually, in the loss of the NP from the trap as the system becomes unstable.

For the current parameters, such instability might hinder the realization of ground state cooling, since reaching the ground state usually requires the cavity detuning to be in resonance with the mechanical frequency.

The dependence of the cooling rates on the optomechanical coupling rates $g'_j$ also allows for their tuning by means of the tweezer power. In Fig. 9d, we show the dependence of the steady-state temperature with the tweezer power, at $\delta' = 2 \pi \times 400$ kHz and at optimal cool-
FIG. 10. (Color online). Comparison of the relevant system rates for cooling along the three motional axes, at $P = 10^{-9}$ mbar. The rates are displayed as a function of tweezer power for three different values of the displacement PSD, $S(\mathbf{d})_j$, assumed equal along the three axes. For each axis we choose optimal cooling conditions, namely \{\delta', \Theta, \phi\} = \{\Omega'_x, \pi/4, \pi/2\} along X (panels a,d,g), \{\delta', \Theta, \phi\} = \{\Omega'_y, 0, \pi/2\} along Y (panels b,e,h), and \{\delta', \Theta, \phi\} = \{\Omega'_z, 0, 0\} along Z (panels c,f,i). All unspecified parameters have the same value as in Sec. IV.

V. REQUIREMENTS FOR GROUND STATE COOLING

The parameter values chosen for the above section do not allow for ground state cooling, defined as the reduction of the COM phonon occupation to $\langle \hat{n}_j \rangle = \langle \hat{b}_j^\dagger \hat{b}_j \rangle < 1$. The first reason is the high values of the gas pressure and the tweezer power, which result in large heating rates $\Gamma_{j}^{(d)}$ and $\Gamma_{j}^{(p)}$. Moreover, the optomechanical couplings $|g'_j|$, especially along the $Z-$axis, are comparable to the COM frequencies. As a result, a desirable condition for cooling, namely the cavity being in resonance with the COM modes ($\delta' = \Omega'_j$), cannot be reached without the system becoming dynamically unstable [65]. Another reason hin-
dering ground state cooling is the unresolved sideband regime, i.e. the large linewidth of the cavity with respect to the mechanical frequencies. In this section we use our model, which has been tested by reproducing experimental observations, to determine the conditions for reaching the mechanical ground state along any of the motional axes.

Let us first focus on cooling the motion only along one of the axes, regardless of the dynamics along the remaining two. In order to simplify the physical interpretation of the results, for cooling along the $Y - (Z-)$ axis we take $\{\Theta, \phi\} = \{0, \pi/2\} \ (\{\Theta, \phi\} = \{0, 0\})$, such that the motion along the remaining two directions is uncoupled from the cavity. On the other hand, for cooling along the $X -$ axis, we can only uncouple the $Z-$ motion by choosing $\{\Theta, \phi\} = \{\pi/4, \pi/2\}$. In this section, we aim at modifying the system parameters to achieve ground state cooling in the resolved sideband regime [63], for which three requisites must be fulfilled: first, the total heating rates $\Gamma_j = \Gamma_j^{(r)} + \Gamma_j^{(p)} + \Gamma_j^{(d)}$ have to be minimized. Second, the cavity linewidth must be able to resolve the motional sidebands, i.e., $\kappa' \ll \Omega_j'$. Third, the optomechanical coupling must remain small, $|g_j'| \ll \Omega_j'$, so that the motional phonons and cavity photons do not hybridize appreciably. Let us focus on these three requisites independently.

We begin by the minimization of the heating rates. We will assume, on the one hand, a reduced gas pressure of $P = 10^{-9}$mbar, a value within reach of current ultra-high vacuum technology. On the other hand, since the calculated COM temperatures in the previous section were limited by trap displacement heating, it is necessary to incorporate some isolation in our system, in order to reduce the corresponding noise PSDs, $S_{jj}^{(d)}$ (Eq. 81). In Fig. 10, we display the partial heating rates $\Gamma_j^{(r)}$, $\Gamma_j^{(p)}$, $\Gamma_j^{(d)}$, the total heating rate $\Gamma_j$, the frequencies $\Omega_j'$, and the optomechanical couplings $|g_j'|$ as a function of tweezer power and for three different values of the displacement PSD. Note that both the recoil heating rate and the displacement heating rate increase with the tweezer power, whereas $\Gamma_j^{(p)}$ obeys the opposite behavior, resulting in an optimal tweezer power for which the heating rates are minimized. At high values of the displacement PSD, the heating rate is completely dominated by the displacement heating rate, which become comparable or even larger than the mechanical frequencies. In this limit, ground state cooling becomes impossible. On the other hand, for $\left[S_{jj}^{(d)}\right]^{1/2} \sim 10^{-16}$ m/Hz$^{-1/2}$, the trap displacement noise is effectively eliminated and the heating is dominated by the interplay between gas pressure and recoil heating. In this regime (lower row in Fig. 10), the total heating rates reach minimum values of $\Gamma_j \sim 2\pi \times 100$ Hz, orders of magnitude smaller than the optomechanical couplings. Our results in Fig. 10 suggest that choosing an adequate tweezer power is crucial for ground state cooling. We remark that all the results in Fig. 10 are practically independent on the cavity linewidth along a wide interval, at least $100$ Hz $\lesssim \kappa'/2\pi \lesssim 1$ MHz.

We now focus on the tuning of the cavity linewidth into the resolved sideband regime. Using our results in Fig. 10, we calculate the steady state occupation along the $X$ and $Y$ axes (the $Z$ axis is more involved, and will be analyzed later) as a function of the cavity linewidth, choosing the values of the tweezer power that minimize the total heating rate. Such occupations are displayed in Fig. 11(a-b) for three different values of the displacement PSD. For high values of the PSD, the system becomes dynamically unstable at small $\kappa'$, as the dissipation rate cannot compensate for both the large heating rate and the high ratio $|g_j'|/\Omega_j' \approx 1$. On the other hand, for low values of the displacement PSD, ground state cooling is observed along both of the axes, with occupation numbers $\langle \hat{n}_x \rangle \approx 0.09$ and $\langle \hat{n}_y \rangle \approx 0.14$ respectively. The optimal cooling is not attained for arbitrarily
small linewidths, but reaches a minimum at $\kappa' \sim |g'_j|$. As we will demonstrate below, this can be ascribed to the balance between the photon scattering rate into the cavity and the rate of photon loss through the mirrors. We emphasize that the minimal occupations observed in Fig. 11(a-b) are not necessarily the lowest occupations achievable in this system, as we will see below.

The last requirement for cooling is the reduction of the ratio $|g'_j|/\Omega'_j$. For the X and Y axes this becomes manifest in the fact that the tweezer powers chosen in Fig. 11(a-b) are not the optimal ones for cooling despite minimizing the heating rate. Indeed, one can check that Fig. 11(a-b) are not the optimal ones for cooling despite the fact that the tweezer powers chosen in Fig. 11(a-b) are not necessarily the lowest occupations observed in Fig. 11, and gives an order-of-magnitude theoretical expression:

$$\langle \hat{n}_j \rangle_{ss} \approx \begin{cases} \Gamma_j / \kappa' & \text{for } \kappa' \ll |g'_j| \ll \Omega'_j \\ 2\Gamma_j / \kappa' & \text{for } \kappa' \approx |g'_j| \ll \Omega'_j \\ \kappa' \Gamma_j / |g'_j|^2 & \text{for } |g'_j| \ll \kappa' \ll \Omega'_j. \end{cases}$$

The above limits are easily understood as the ratio between the heating rate and a cooling rate, the latter of which depends on two factors: on the one hand, the ability of the NP to scatter photons inside the cavity, $|g'_j|$, and on the other hand, the ability of the cavity to dissipate such photons, $\kappa'$. For $\kappa' \ll |g'_j|$, the cooling power is limited by the small cavity loss, which is not enough to efficiently reduce the cavity occupation. This results in the increase in steady-state occupation at low $\kappa'$ observed in Fig. 11. In the opposite limit, $\kappa' \gg |g'_j|$, the cooling rate is given by $|g'_j|^2/\kappa'$, which coincides with the rate obtained through adiabatic elimination [67]. In this case, the cooling efficiency is limited by the low value of the optomechanical coupling and, for the system under study, ground state cooling becomes ultimately inefficient as $\kappa'$ increases. Finally, in the intermediate regime $\kappa' \approx |g'_j|$, the cooling is optimized, as the rate at which photons are scattered into the cavity is equal to the rate at which they are lost through the cavity mirrors. This explains the optimal values of $\kappa'$ found in Fig. 11, and gives an order-of-magnitude theoretical estimation for the lowest achievable occupations, namely $\langle \hat{n}_x, \hat{n}_y, \hat{n}_z \rangle \approx 2\Gamma_j / |g'_j| = \{0.02, 0.02, 0.2\}$.

So far, we have demonstrated ground state cooling along each of the three motional axes, in order to have a deeper understanding of the underlying physics and relevant parameters. However, the results obtained above (e.g. in Fig. 11) are ill suited from an experimental point of view, as the motion along the remaining two axes is either in an unfavourable regime for cooling or even completely uncoupled from the cavity. As a result, the occupations along these two axes usually remain at their room temperature values, and in some cases drastically increase as the system is close to a dynamically unstable regime. From a practical perspective, it is convenient to find a configuration in which one of the motional axis is cooled to the ground state while the remaining two are cooled at least below $\sim 1K$, such that their motion

$$A = 2|g|^4 \delta [\delta^2 \kappa + \kappa^3 + 4\delta \Omega (\Gamma - \kappa) + 2\kappa \Omega^2], \quad (96)$$

$$B = \Gamma \Omega (\delta^2 + \kappa^2) [\kappa^2 + (\delta - \Omega)^2] \left[\kappa^2 + (\delta + \Omega)^2\right], \quad (97)$$

$$C = |g|^2 \left[ - \kappa \Omega (\delta^2 + \kappa^2) \kappa^2 + (\delta - \Omega)^2 \right] + 2\Gamma \delta \left[ 2\Omega^2 + \Omega^2 (3\kappa^2 - 5\delta^2) + (\delta^2 + \kappa^2)^2 \right], \quad (98)$$

where

$$\langle \hat{b}_j \hat{b}_j \rangle_{ss} = \frac{A - B + C}{4|g|^2 \delta \kappa \Omega / 4|g|^2 \delta - (\delta^2 + \kappa^2) \Omega}, \quad (95)$$
FIG. 12. (Color online). Steady-state phonon occupation along the three motional axes as a function of cavity linewidth, for $S_{jj}^{(d)} \equiv 10^{-16}$ m/Hz$^{-1/2}$ and $\Theta = \pi/4$. a) Ground state cooling along the X−Y plane, at $\{P_t, \delta', \phi\} = \{75$ mW, $\Omega'_y, 65^\circ\}$. b) Ground state cooling along the Z axis, at $\{P_t, \delta', \phi\} = \{3$ W, $\Omega'_z, 60^\circ\}$. Unspecified parameters are taken as in previous figures. As a guide, the black horizontal lines indicate the occupations corresponding to $T_j = 10 \mu$K along the Z-axis (panel a) or the X-Y axes (panel b).

does not probe the non-linearity of the trapping potential. This can be achieved by taking our results in Fig. 11 as a starting point in parameter space, and modifying the angles $\{\Theta, \phi\}$ in order to couple the remaining axes to the cavity. As shown in Fig. 12, this method leads to regimes in which near-to-ground state cooling is attained along the three axes. Note that the X− and Y− motional directions can be simultaneously cooled to the ground state (Fig. 12a). In both panels of Fig. 12, the axes that do not reach the ground state are cooled below 10 $\mu$K. These results show that ground state cooling along each of the motional directions is experimentally feasible.

All the results in this section highlight the relevance of isolation from trap displacement noise for reaching the ground state, and provide strict bounds for the displacement noise level above which ground-state cooling becomes impossible. However, note that reducing the trap displacement noise might not be sufficient for reaching the ground state, as the system might be subject to some additional heating sources that, similar to the trap displacement, have no effect on the motional PSD. Thus, a proper identification and suppression of the relevant heating sources in a given experimental setup is crucial for ground state cooling.

VI. CONCLUSION

In this work, we have developed a theoretical model for the COM cooling of a levitated NP via coherent scattering into a cavity. We have done so by, first, obtaining a quadratic Hamiltonian for the NP and the electromagnetic field and, second, by tracing out the free field to obtain a Master Equation for the cavity and COM degrees of freedom. Heating due to gas pressure and trap displacement has been included. Our model has been shown to reproduce recent experimental observations, and is thus revealed as a useful tool for levitodynamics.

We have also used our model to study the possibility of ground state cooling of a levitated NP. The relevance of the heating due to trap displacement, which is often ignored, has been emphasized and evidences the necessity of isolation in order to reach the ground state. Our model demonstrates the potential of current experimental setups to reach the mechanical ground state of the COM motion of a NP. The requirements for ground state cooling given in this paper could bring about the quantum regime of levitodynamics, where the full quantum theory we have developed represents a necessary and powerful theoretical tool.
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Appendix A: Calculation of the displacements

In this Appendix we find the equations for the coefficients $\alpha_k, \beta_j, \gamma_\alpha$ and solve them. We start by substituting the displaced operators $59, 60, 61, and 62$ into the Hamiltonian Eq. 55. The transformed Hamiltonian reads $\hat{H}_0 + \Delta \hat{H}$, where $\hat{H}_0$ contains no displacements:
\[ \hat{H}_0/h \approx \hat{c}^\dagger \hat{c} (\delta - 2g_{cx}\beta_x - 2g_{cy}\beta_y) + \sum_{k} \Delta_k \hat{a}_k^\dagger \hat{a}_k + \sum_{j} \Omega_j \hat{b}_j^\dagger \hat{b}_j - \hat{c}^\dagger \hat{c} \left[ g_{cx} (\hat{b}_x^* + \hat{b}_x) + g_{cy} (\hat{b}_y^* + \hat{b}_y) \right] \]

\[ - \frac{G}{2} (\hat{c}^\dagger + \hat{c}) k_x \sin \Theta x_0 \hat{b}_x^* + \cos \Theta y_0 \hat{b}_y^* + \text{H.c.} \sin \phi + i \frac{G}{2} (\hat{c}^\dagger + \hat{c}) k_0 z_0 (\hat{b}_x^* + \hat{b}_x) \cos \phi \]

\[ - \sum_{k} \frac{G_0(k)}{2} i (\hat{a}_k - \hat{a}_k^*) \left[ -k_0 z_0 (\hat{b}_x^* + \hat{b}_x) + \sum_{j} k_j r_{0j} (\hat{b}_j^* + \hat{b}_j) \right] - \sum_{k} G(k) \cos \phi \left( \hat{c}^\dagger \hat{a}_k + \hat{c} \hat{a}_k^* \right) \]

\[ - (\alpha_c \hat{c}^\dagger + \alpha_c^* \hat{c}) \left[ g_{cx} (\hat{b}_x^* + \hat{b}_x) + g_{cy} (\hat{b}_y^* + \hat{b}_y) \right] + \int d\omega \Delta_0(\omega) \hat{a}^\dagger_0 (\omega) \hat{a}_0 (\omega) + i \int d\omega \gamma(\omega) \left[ \hat{a}_0 (\omega) \hat{c}^\dagger - \text{H.c.} \right]. \]

\[ (A1) \]

The non-quadratic term in the first line of the above equation, \( \sim \hat{c}^\dagger \hat{c} (\hat{b}_x + \text{H.c.}) \), can be safely neglected, since in the displaced frame the cavity is in the vacuum state and thus the contribution of this term is of order \( g_{cj} \sim 2\pi \times 1 \text{Hz} \).

On the other hand, \( \Delta \hat{H} \) contains all the single-operator terms:

\[ \Delta \hat{H} / h \approx \hat{c}^\dagger \alpha_c + \sum_{k} \Delta_k \hat{a}_k^\dagger \alpha_k + \sum_{j} \Omega_j \hat{b}_j^\dagger \beta_j - \sum_{k} G(k) \cos \phi \left( \alpha_c \hat{a}_k^\dagger + \hat{c} \hat{a}_k^* \right) - \frac{G}{2} \hat{c}^\dagger \cos \phi - \sum_{k} \frac{G_0(k)}{2} \hat{a}_k^\dagger \]

\[ - \frac{G}{2} (\alpha_c^* + \alpha_c) k_x \sin \Theta x_0 \hat{b}_x^* + \cos \Theta y_0 \hat{b}_y^* \sin \phi + i \frac{G}{2} (\alpha_c^* - \alpha_c) k_0 z_0 \hat{b}_x^* \cos \phi \]

\[ - \frac{G}{2} \hat{c}^\dagger \sin \phi \left[ \sin \Theta x_0 (\hat{b}_x^* + \hat{b}_x) + \cos \Theta y_0 (\hat{b}_y^* + \hat{b}_y) \right] \sin \phi + i \frac{G}{2} \hat{c} \hat{b}_x^* \hat{b}_x \cos \phi \]

\[ + \sum_{k} \frac{G_0(k)}{2} i \hat{a}_k \left[ -k_0 z_0 (\hat{b}_x^* + \hat{b}_x) + \sum_{j} k_j r_{0j} (\hat{b}_j^* + \hat{b}_j) \right] - 2G \hat{c}^\dagger \left( g_{cx} \beta_x + g_{cy} \beta_y \right) - |\alpha_c|^2 \left( g_{cx} \hat{b}_x^* + g_{cy} \hat{b}_y^* \right) \]

\[ - \sum_{k} \frac{G_0(k)}{2} i (\alpha_k^* - \alpha_k) \left[ -k_0 z_0 \hat{b}_x^* + \sum_{j} k_j r_{0j} \hat{b}_j^* \right] + \int d\omega \left[ \hat{a}_0^\dagger (\omega) [\Delta_0(\omega) \alpha_0 (\omega) - i \alpha_c \gamma (\omega)] + i \gamma (\omega) \alpha_0 (\omega) \hat{c}^\dagger \right] \]

\[ + \text{H.c.} \]

\[ (A2) \]

We can now make \( \Delta \hat{H} = 0 \) by setting the coefficients of each creation operator to zero, obtaining the following system of equations:

\[ \Omega_x \beta_x - \sin \phi \sin \Theta (k_x x_0) \frac{G}{2} (\alpha_c + \alpha_c^*) \]

\[ - \sum_{k} \frac{G_0(k)}{2} i (\alpha_k^* - \alpha_k) k_x x_0 - g_{cx} |\alpha_c|^2 = 0, \]

\[ (A3) \]

\[ \Omega_y \beta_y - \sin \phi \cos \Theta (k_y y_0) \frac{G}{2} (\alpha_c + \alpha_c^*) \]

\[ - \sum_{k} \frac{G_0(k)}{2} i (\alpha_k^* - \alpha_k) k_y y_0 - g_{cy} |\alpha_c|^2 = 0, \]

\[ (A4) \]

\[ \Omega_\theta \beta_\theta + \cos \phi (k_0 z_0) \frac{G}{2} i (\alpha_c^* - \alpha_c) \]

\[ - \sum_{k} \frac{G_0(k)}{2} i (\alpha_k^* - \alpha_k) (k_z - k_0) z_0 = 0, \]

\[ (A5) \]

\[ (\delta - 2g_{cx} \beta_x - 2g_{cy} \beta_y) \alpha_c - \frac{G}{2} \cos \phi + i \int d\omega \gamma (\omega) \alpha_0 (\omega) \]

\[ - G \sin \phi \sin \Theta (k_x x_0) \beta_x - G \sin \phi \cos \Theta (k_y y_0) \beta_y \]

\[ + iG(k_0 z_0) \cos \phi \beta_z - \cos \phi \sum_{k} \alpha_k G(k) = 0, \]

\[ (A6) \]

\[ \sum_{k} \left\{ iG_0(k) \left[ k_x x_0 \beta_x + k_y y_0 \beta_y + (k_z - k_0) z_0 \beta_z \right] \right\} \]

\[ + \Delta_k \alpha_k - \frac{G_0(k)}{2} - \cos \phi \alpha_c G(k) \right\} = 0, \]

\[ (A7) \]

\[ \int d\omega \left[ \Delta_0(\omega) \alpha_0 (\omega) - i \alpha_c \gamma (\omega) \right] = 0, \]

\[ (A8) \]

where we have used the fact that the coefficients \( \beta_j \) can be chosen real without loss of generality. From Eqs. A7 and A8, we immediately obtain [34]

\[ \alpha_0 (\omega) = -\pi \alpha_c \gamma (\omega_0) \delta (\Delta_0) - i \alpha_c \gamma (\omega) \text{P.V.} \frac{1}{\Delta_0 (\omega)} , \]

\[ (A9) \]

\[ \alpha_k = \left\{ -iG_0(k) \left[ k_x x_0 \beta_x + k_y y_0 \beta_y + (k_z - k_0) z_0 \beta_z \right] \right\} \text{P.V.} \frac{1}{\Delta_k} \]

\[ + \frac{G_0(k)}{2} + \cos \phi G(k) \alpha_c \right\} \text{P.V.} \frac{1}{\Delta_k} , \]

\[ (A10) \]

where P.V. stands for the Cauchy principal value. We now introduce the above results into Eq. A6 to solve for \( \alpha_c \). In the process, we must calculate two integrals. The first one is given by

\[ i \int d\omega \gamma (\omega) \alpha_0 (\omega) = -i \pi \alpha_c \gamma^2 (\omega_0) + \alpha_c \text{P.V.} \int d\omega \gamma^2 (\omega) \frac{1}{\Delta_0 (\omega)} , \]

\[ (A11) \]
The principal value integral above can be carried out by using the fact that $\gamma(\omega) \approx \sqrt{\pi/\omega}$ on a broad range of frequencies. After changing variables from $\omega$ to $\omega - \omega_0$, we can approximate the second term of the above equation by

$$\frac{\alpha_c}{\pi} \text{P.V.} \int_{-\infty}^{\infty} d\omega' \frac{1}{\omega'} \approx \frac{\alpha_c}{\pi} \text{P.V.} \int_{-\infty}^{\infty} d\omega \frac{1}{\omega} = 0. \quad (A12)$$

The second integral to calculate is given by

$$\sum_{kz} G(k) \alpha_k = \frac{V}{(2\pi)^3} \sum_{\varepsilon} \int d\Omega_k \int dk^2 \alpha(k), \quad (A13)$$

where we have transformed the sum into an integral, $\sum_{k} \rightarrow \sum_{k_0} V/(2\pi)^3 \int d\Omega_k \int dk^2$, $\Omega_k$ being the solid angle in wavevector space. Using the closure relation of the polarization vectors,

$$\sum_{\varepsilon} (\varepsilon_k \cdot e_1)(\varepsilon_k \cdot e_2) = e_1 \cdot e_2 - \sum_{ij} \frac{k_i k_j}{k^2} e_1_i e_2_j, \quad (A14)$$

we can perform explicitly all the angular integrals above, and solve for the coefficient $\alpha_c$ as

$$\alpha_c = -\frac{1}{\varepsilon_0 V_\omega} \text{P.V.} \int_{k_0}^{K_c} \frac{d\omega}{\omega}$$

where we have defined for compactness

$$P_{xy} = \frac{G}{2} \cos \phi + \frac{\omega \eta \cos \phi + \sqrt{2}}{\sqrt{2}}$$

$$\omega \equiv \frac{\varepsilon_0^2 V_\omega V_\omega}{12\pi^2}$$

In Eq. A17, we have introduced a high-energy cutoff $K_c$ to prevent the integral from diverging. Physically, this cutoff restricts the integration domain to values of $k$ for which the long-wavelength approximation (and thus our model) remains valid. In our calculations we choose $K_c = 0.1/R$.

The last step is to introduce Eqs. A9, A10, and A15 into the three equations for the coefficients $\beta_j$. In the same fashion as above, we first calculate the sums

$$\sum_{kz} \frac{G(k)}{2} (\alpha_k - \alpha_{k0}) \begin{bmatrix} k_{x0} & k_{y0} & (k_z - k_0)z_0 \end{bmatrix} =$$

$$= \varpi_2 \begin{bmatrix} (k_{x0} \omega_0)^2 \beta_x \\ 2(k_{y0} \omega_0)^2 \beta_y \\ 2(k_z \omega_0)^2 \beta_z \end{bmatrix} + \text{Im}(\alpha_{k0}) k_{z0} \omega_0 \cos \phi \begin{bmatrix} 0 \\ 0 \\ 2\eta \varpi_2 \end{bmatrix}, \quad (A19)$$
Appendix B: Tracing out of the continuum reservoirs

Our starting point in this section is Eq. 76 and, more specifically, the second term

\[ D \equiv -\frac{1}{\hbar^2} \text{Tr}_R \int_0^\infty ds \left[ \hat{V}(t), \left[ \hat{V}(s), \hat{\rho}(t) \otimes \hat{\rho}_R \right] \right]. \]  

(B1)

As mentioned in the main text, the interaction potential contains three terms, resulting in 9 independent contributions for the above commutator. However, these interaction terms correspond to two reservoirs considered independent, and therefore, in a thermal state, the cross terms between them will vanish after tracing,

\[ \text{Tr}_R \left( \hat{V}_A \hat{V}_{B1} \hat{\rho}_R \right) = \text{Tr}_R \left( \hat{V}_A \hat{V}_{B2} \hat{\rho}_R \right) = 0. \]  

(B2)

We thus reduce the problem to calculating four independent dissipators,

\[ D_A = -\frac{1}{\hbar^2} \text{Tr}_R \int_0^\infty ds \left[ \hat{V}_A(t), \left[ \hat{V}_A(s), \hat{\rho}(t) \otimes \hat{\rho}_R \right] \right], \]  

(B3)

\[ D_{B1} \equiv -\frac{1}{\hbar^2} \text{Tr}_R \int_0^\infty ds \left[ \hat{V}_{B1}(t), \left[ \hat{V}_{B1}(s), \hat{\rho}(t) \otimes \hat{\rho}_R \right] \right], \]  

(B4)

\[ D_{B2} \equiv -\frac{1}{\hbar^2} \text{Tr}_R \int_0^\infty ds \left[ \hat{V}_{B2}(t), \left[ \hat{V}_{B2}(s), \hat{\rho}(t) \otimes \hat{\rho}_R \right] \right], \]  

(B5)

\[ D_{B12} \equiv -\frac{1}{\hbar^2} \text{Tr}_R \int_0^\infty ds \left[ \hat{V}_{B1}(t), \left[ \hat{V}_{B2}(s), \hat{\rho}(t) \otimes \hat{\rho}_R \right] \right] \]  

- \[ \frac{1}{\hbar^2} \text{Tr}_R \int_0^\infty ds \left[ \hat{V}_{B2}(t), \left[ \hat{V}_{B1}(s), \hat{\rho}(t) \otimes \hat{\rho}_R \right] \right]. \]  

(B6)

Let us illustrate the calculation for the cavity dissipation given by \( D_A \). The potential in the Interaction Picture is given by

\[ \hat{V}_A(t) = i \int d\omega \gamma(\omega) \left[ \hat{a}_0(\omega) \hat{c}_+^e e^{i(\delta_0 + \Delta_0) t} - \text{H.c.} \right], \]  

where for simplicity we have defined

\[ \delta_0 \equiv \delta - 2 g_{ex} \beta_x - 2 g_{cy} \beta_y. \]  

(B8)

We now introduce this potential into Eq. B3 and take the trace over the bath modes explicitly. In order to do so, we note that in a thermal state,

\[ \text{Tr}_B \left[ \hat{a}_0(\omega) \hat{a}_0(\omega') \hat{\rho}_R \right] = \text{Tr}_B \left[ \hat{a}_0(\omega) \hat{a}_0(\omega') \hat{\rho}_R \right] = 0, \]  

(B9)

\[ \text{Tr}_B \left[ \hat{a}_0(\omega) \hat{a}_0(\omega') \hat{\rho}_R \right] = \text{Tr}_B \left[ \hat{a}_0(\omega) \hat{a}_0(\omega') \hat{\rho}_R \right] - 1 = \delta(\omega - \omega') \bar{n}_\omega, \]  

(B10)

where \( \bar{n}_\omega \) is the mean occupation of the bath at frequency \( \omega \), given by the Bose distribution. After tracing out we obtain

\[ D_A = -\int_0^\infty d\omega \int_0^{\infty} d\omega' \gamma^2(\omega) \]  

\[ \times \left[ (\bar{n}_\omega + 1) A_{\epsilon, \epsilon'}(\delta_0 - \Delta_0) + \bar{n}_\omega A_{\epsilon, \epsilon'}(\delta_0 + \Delta_0) \right]. \]  

(B11)

with

\[ A_{\alpha, \beta}(\phi) = \hat{a}_\alpha \mu e^{i\phi} + \mu \hat{a}_\alpha^e e^{-i\phi} - 2 \hat{a}_\alpha \hat{a}_\beta \cos \phi. \]  

(B12)

We now perform the integral in \( s \) by using the identity

\[ \int_0^\infty ds e^{\pm i s A} = \pi \delta(A) \pm iP.V. \frac{1}{A}, \]  

(B13)

obtaining

\[ D_A = 2\kappa \left\{ (\bar{n}_{\omega_0} + \delta_0 + 1) D_{c, c}[\mu] + \bar{n}_{\omega_0} + \delta_0 D_{c^e, [\mu]} \right\} \]  

\[ - 2i \left[ c^e \phi, \mu \right] \text{P.V.} \int_0^\infty d\omega e^{\pm i s A} \bar{n}_\omega \frac{1}{\delta_0 + \omega_0 - \omega}, \]  

(B14)

in terms of the Lindblad dissipator [50, 55]

\[ D_{\alpha}[\mu] = \hat{a}_\alpha \hat{a}_\alpha^e - \frac{1}{2} \left\{ \hat{a}_\alpha^e, \hat{\rho} \right\}, \]  

(B15)

where the curly brackets denote the anti-commutator. To obtain the result Eq. B14, we have used the same approximations used for Eqs. A11 and A12. In order to estimate the Lamb shift of the cavity in Eq. B14, we assume that, as most physical spectral densities, the coupling \( \gamma(\omega) \) satisfies \( \gamma(\omega) \approx 0 \) at low frequencies. Then, in the integration, the only relevant contribution will arise from frequencies close to \( \omega = \delta_0 + \omega_0 \approx \omega_0 \). In this interval, we can approximate \( \bar{n}_\omega \approx \exp(-\hbar \omega_0/k_B T) \) since \( \exp(-\hbar \omega_0/k_B T) \gg 1 \). Making also use of the identity \( \gamma(\omega_0) = \sqrt{\kappa/\pi} \), we find after changing variables

\[ 2P.V. \int_0^\infty d\omega e^{\pm i s A} \frac{1}{\delta_0 + \omega_0 - \omega} \approx \frac{2\kappa}{\pi} e^{-u_0} \text{P.V.} \int_{-u_0}^\infty dy e^{-y} \frac{1}{y} \]  

(B16)

with \( u_0 = \hbar (\omega_0 + \delta_0)/k_B T \gg 1 \). The integral above is named the Exponential Integral [68] \( E_i(u_0) \), and its asymptotic expansion for \( u_0 \gg 1 \) is \( E_i(u_0) \approx e^{u_0/2} [u_0^{-1} + O(u_0^{-2})] \). This identity allows us to approximate in this limit

\[ 2P.V. \int_0^\infty d\omega e^{\pm i s A} \frac{1}{\delta_0 + \omega_0 - \omega} \approx \frac{2\kappa k_B T}{\pi \hbar \omega_0} \equiv \Delta_A, \]  

(B17)

where we have assumed \( \omega_0 \gg \delta_0 \), as is usual in cavity cooling experiments. Using this result, and noting again
By substituting above the expression for the couplings, \(\bar{\kappa}\), for usual parameter values [41], we can finally write the dissipator \(D_A\) in Eq. B14 as
\[
D_A[\hat{\mu}] \approx 2\kappa D_c[\hat{\mu}] - i \left[ \Delta_A \hat{\epsilon} \hat{c}, \hat{\mu} \right].
\] (B18)

The above dissipator contains a frequency shift of the cavity and a Lindblad-type dissipation, which adds an exponential decay of the cavity photon occupation at rate \(2\kappa\). Note that this frequency shift is not measurable independently or, in other words, a measurement of the frequency of the cavity in the absence of the NP would yield \(\omega_c + \Delta_A\), this being the true frequency of the bare cavity.

The remaining contributions are calculated in the same fashion. First, the contribution \(D_{B1}\) can be shown to have a similar form as Eq. B18, as the operator \(\hat{V}_{B1}\) also couples the cavity modes to the free EM field. This results again in both a frequency shift of the cavity and a Lindblad dissipation, this time induced by the presence of the NP:
\[
D_{B1}[\hat{\mu}] = -i \left[ \Delta_{B1} \hat{\epsilon} \hat{c}, \hat{\mu} \right] + 2\kappa_{B1} D_c[\hat{\mu}] + 2\kappa_{B1}' D_{C1}[\hat{\mu}],
\] (B19)
where
\[
\Delta_{B1} = \sum_{k\epsilon} |g_{\epsilon k}|^2 (2\bar{n}_{\epsilon k} + 1) \text{P.V.} \frac{1}{\delta_0 - \Delta_k},
\] (B20)
\[
\kappa_{B1} = \pi \sum_{k\epsilon} |g_{\epsilon k}|^2 (\bar{n}_{\epsilon k} + 1) \delta (\delta_0 - \Delta_k),
\] (B21)
\[
\kappa_{B1}' = \pi \sum_{k\epsilon} |g_{\epsilon k}|^2 \bar{n}_{\epsilon k} \delta (\delta_0 - \Delta_k).
\] (B22)

By substituting above the expression for the couplings, Eq. 71, and transforming the sum into an integral, we can determine the above coefficients as
\[
\Delta_{B1} = - \left( \frac{\epsilon_c V \cos \phi}{2\pi} \right)^2 \frac{\omega_c}{3V_c c^3} \times \text{P.V.} \int_0^{cK_c} d\omega (2\bar{n}_\omega + 1) \frac{\omega^3}{\omega - (\omega_0 + \delta_0)},
\] (B23)
\[
\kappa_{B1} = \left( \frac{\epsilon_c V \cos \phi}{2\pi} \right)^2 \frac{\pi \omega_c}{3V_c} \left( \frac{\omega_0 + \delta_0}{c} \right)^3 (\bar{n}_{\omega_0 + \delta_0} + 1),
\] (B24)
\[
\kappa_{B1}' = \kappa_{B1} \frac{\bar{n}_{\omega_0 + \delta_0}}{\bar{n}_{\omega_0 + \delta_0} + 1}.
\] (B25)

For usual parameter values [41], \(\bar{n}_{\omega_0 + \delta_0} \approx 10^{-13}\) and \(\kappa_{B1} \approx 2\pi \times 100 \cos^2 \phi \text{Hz}\), which allows us to neglect \(\kappa_{B1}'\) and express
\[
\kappa_{B1} \approx \left( \frac{\epsilon_c V \cos \phi}{2\pi} \right)^2 \frac{\pi \omega_c}{3V_c} \left( \frac{\omega_0 + \delta_0}{c} \right)^3.
\] (B26)

The final contribution \(D_{B1}\) thus reads
\[
D_{B1}[\hat{\mu}] = -i \left[ \Delta_{B1} \hat{\epsilon} \hat{c}, \hat{\mu} \right] + 2\kappa_{B1} D_c[\hat{\mu}].
\] (B27)

Regarding the contribution \(D_{B2}\), its calculation involves the approximation that both the coupling rates \(g_{\epsilon j k}\) and the occupation numbers \(\bar{n}_\epsilon\) are smooth enough functions to approximate their values at \(\omega_0 = \Omega_j\) by their values at \(\omega_0\). This approximation is extremely good in the regime \(\Omega_j \ll \omega_0\), and has been checked numerically to be accurate up to 8 digits in the final dissipation rates, for the parameters in Ref. [41]. By further neglecting the terms \(\bar{n}_\omega \approx 0\) as done above, the resulting contribution reads
\[
D_{B2}[\hat{\mu}] = -i \sum_{j j'} \Delta_{jj'} [\hat{q}_j \hat{\mu}_j, \hat{\mu}] - \sum_j \Gamma_{jj'} [\hat{q}_j, [\hat{q}_j, \hat{\mu}]]
\]
\[
- \sum_{j \neq j'} \Gamma_{jj'} (2\hat{q}_j \hat{\mu}_j - \{\hat{q}_j \hat{\mu}_j\}),
\] (B28)
with \(\hat{q}_j \equiv \hat{b}_j + \hat{\mu}_j\), dissipation rates
\[
\Gamma_{jj'} = \pi \sum_{k\epsilon} (\bar{n}_{\epsilon k} + 1) \delta (\Delta_k) g_{\epsilon j k}^* g_{\epsilon j' k},
\] (B29)
and frequency shifts
\[
\Delta_{jj'} = - \sum_{k\epsilon} (\bar{n}_{\epsilon k} + 1) \text{P.V.} \frac{1}{\Delta_k} g_{\epsilon j k}^* g_{\epsilon j' k}.
\] (B30)

Although Eq. B28 has an apparent off-diagonal structure, by explicitly performing the angular integrals in the above rates we find that
\[
\Gamma_{jj'}, \Delta_{jj'} \propto \delta_{jj'}.
\] (B31)
Thus, we might write the contribution \(D_{B2}\) in the more compact way
\[
D_{B2}[\hat{\mu}] = -i \sum_j \Delta_j [\hat{q}_j \hat{\mu}_j, \hat{\mu}] - \sum_j \Gamma_j^{(r)} [\hat{q}_j, [\hat{q}_j, \hat{\mu}]],
\] (B32)
which includes a frequency shift of the COM oscillations, and a dissipation of the Brownian Motion form [50] which we identify with the photon recoil heating and thus label with the superscript \((r)\). This kind of noise, different from the Lindblad dissipation appearing in \(D_A\) and \(D_{B1}\), induces heating without modifying the rate at which the COM occupations decay. The recoil heating rates are given by
\[
\begin{bmatrix}
\Gamma_{r}^{(r)}_x \\
\Gamma_{r}^{(r)}_y \\
\Gamma_{r}^{(r)}_z
\end{bmatrix} = \frac{\pi \varepsilon_0}{30 \hbar} \left( \frac{\epsilon_c V E_0}{2\pi} \right)^2 \frac{k_0^5}{b_0^2} \left[ \frac{x_0^2}{7x_0^2} \right],
\] (B33)
and as expected are larger for the motion along the tweezer axis. The frequency shifts, on the other hand,
read

\[
\begin{bmatrix}
\Delta_x \\
\Delta_y \\
\Delta_z
\end{bmatrix} = \frac{\varepsilon_0}{30 \hbar c^2} \left( \frac{\epsilon_c V E_0}{2 \pi} \right)^2 \\
\times \text{P.V.} \int_0^{c K_c} \frac{d\omega}{\omega} \frac{\omega^3}{\omega_0 - \omega} \left[ \frac{\omega^2 x^2}{2 \omega^2 y_0^2} \right].
\]

Finally, let us focus on the contribution \( D_{B12} \). Under the same approximations undertaken above, this term can be shown to be

\[
D_{B12}[\mu] = -i \sum_j [\tilde{g}_j \hat{c}^\dagger \hat{q}_j + \text{H.c.}, \tilde{\mu}] \\
+ \sum_j \left[ \Upsilon_j \left( \hat{q}_j \hat{c}^\dagger \hat{q}_j \right) \right] + \text{H.c.},
\]

and a coherent interaction at rate

\[
\tilde{g}_j = -\sum_{k \neq k_0} g_{k_0} g_{k + \mathbf{k}} \text{P.V.} \frac{1}{\Delta_k} = \text{i} \omega \alpha \sum_{k \neq k_0} \frac{g_{k_0} g_{k + \mathbf{k}}}{\Delta_k} \text{P.V.} \int_0^{k_0} \frac{dk}{k^3},
\]

where we have defined the adimensional constant

\[
C_0 = \frac{\epsilon_c^2}{12 \pi (k_0 z_0)(V k_0^3)} \frac{V \varepsilon_0 V E_0^2}{\hbar c^2}.
\]

The contribution \( D_{B12} \) is therefore simplified to

\[
D_{B12}[\mu] = -i \left[ \frac{g_{k_0} g_{k + \mathbf{k}} \text{P.V.} \frac{1}{\Delta_k}}{\Delta_k} \right] \\
+ \left[ \Upsilon_j \left( \hat{q}_j \hat{c}^\dagger \hat{q}_j \right) \right] + \text{H.c.}.
\]

For typical experimental values \([41]\), \( C_0 \approx 10^{-13} \) so \( \Upsilon \sim 2 \pi \times 10^{10} \text{Hz} \).

After combining all the terms of this section into the von Neumann equation Eq. 76 and transforming back into the Schrödinger Picture, we find that we can regroup all the terms into the equation

\[
\dot{\mu} = -i \left[ \hat{H}_S + \Delta \hat{H}, \hat{\mu} \right] + \mathcal{D}[\mu].
\]

The coherent part \( \Delta \hat{H} \) contains all the coherent interactions and frequency re-normalizations,

\[
\Delta \hat{H} = (\Delta_A + \Delta_{B1}) \hat{c}^\dagger \hat{c} + \\
+ \tilde{g}_j \hat{c}^\dagger \left( \hat{b}_j + \hat{b}_j^\dagger \right) + \sum_j \Delta_j (\hat{b}_j + \hat{b}_j^\dagger)^2.
\]

The first two terms in this equation can be reabsorbed into the frequencies and the couplings of \( \hat{H}_S \), i.e., we define

\[
\delta' = \delta_0 + \Delta_A + \Delta_{B1},
\]

\[
g_{ij} = g_j + \tilde{g}_j \delta_{ij}.
\]

For the third term, we can do the same by redefining the phonon operators, i.e., we extract from \( \hat{H}_S \) the Hamiltonian of the oscillators and add it up to this term, writing

\[
\hbar \sum_j \left[ (\delta')^2 + \Delta_j (\hat{b}_j + \hat{b}_j^\dagger)^2 \right] = \\
= \sum_j \left[ \hat{P}_j^2 + m \Omega_j^2 \left( 1 + \frac{4 \Delta_j}{\Omega_j} \right) \hat{S}_j^2 \right] = \\
= \sum_j \Omega_j \hat{b}_j \hat{b}_j.
\]

From this equation, we can see that this term results in a re-normalization of the COM oscillator frequencies, which now read

\[
\Omega_j' = \sqrt{1 + \frac{4 \Delta_j}{\Omega_j}}.
\]

We have also defined new bosonic operators \( \hat{\check{b}}_j \) relative to this frequency, so that the physical meaning of the position and momentum operators remains unchanged. In terms of these operators, every time a term \( \hat{b}_j \hat{b}_j^\dagger \) appears in the Hamiltonian, an extra multiplying factor

\[
\chi_j = \sqrt{\frac{\Omega_j'}{\Omega_j}} = \left( 1 + \frac{4 \Delta_j}{\Omega_j} \right)^{-1/4}
\]

must be added. This substitution allows us to write the full coherent part as

\[
\hat{H}_S + \Delta \hat{H} = \delta' \hat{c}^\dagger \hat{c} + \sum_j \Omega_j \hat{\check{b}}_j \hat{\check{b}}_j + \\
+ \sum_j g_{ij} \hat{\check{b}}_j \hat{\check{b}}_j + \text{H.c.},
\]

where \( g_{ij}' = g_{ij} \chi_j \), and we have explicitly written the expression for \( \tilde{V}_0 \). In the main text, we remove the tildes from the operators in order to simplify the notation.

Regarding the dissipators in Eq. B40, we can write them as

\[
\mathcal{D}[\mu] = 2 \kappa' \mathcal{D}_z[\mu] \\
+ \left[ \Upsilon \left( \hat{q}_j \hat{c}^\dagger \hat{q}_j \right) \right] + \text{H.c.}
\]

\[
- \sum_j \Gamma_j^{(r)} \left[ \hat{\check{b}}_j + \hat{\check{b}}_j^\dagger \right],
\]

where we have defined \( \kappa' = \kappa + \kappa_{B1} \), \( \Upsilon = \Upsilon_z \chi_z \), and the recoil heating \( \Gamma_j^{(r)} \equiv \Gamma_j \chi_j^2 \). Again, in the main text we remove the tildes from the operators to obtain the Master Equation 77.
Appendix C: Equations of motion and motional PSD

In this appendix we detail how to solve the equation of motion 88 for the compound cavity + COM system,

$$\dot{\hat{\mu}} = -\frac{i}{\hbar} \left[ \hat{H}_S', \hat{\mu}(t) \right] + \mathcal{D}'[\hat{\mu}],$$  \hspace{1cm} (C1)

where $\hat{H}_S'$ is given by Eq. 78, and the dissipator reads

$$\mathcal{D}'[\hat{\mu}] = 2k' \left[ \hat{\mu} \hat{c}^\dagger - \frac{1}{2} \{ \hat{c}^\dagger \hat{c}, \hat{\mu} \} \right] - \sum_j \Gamma_j \langle \hat{q}_j, [\hat{q}_j, \hat{\mu}] \rangle$$

$$+ \frac{\gamma}{4} \sum_j [\hat{q}_j, \{ \hat{p}_j, \hat{\mu} \}].$$  \hspace{1cm} (C2)

Here, we have neglected the incoherent interaction $\propto \Upsilon$ since, in the cases we consider in the main text, it is negligible. Otherwise, including this term is straightforward. In principle, one could aim at solving the above equation for the full density matrix $\rho$, but this is not necessary in the present case. Indeed, we note that the above Master Equation is quadratic, i.e. it only contains quadratic combinations of creation and annihilation operators. This property implies that the Gaussian character of any initial state is preserved, i.e., if the initial state is Gaussian, any system observable will be determined exclusively by the first- and second-order momenta $\langle \hat{q}, \hat{p} \rangle$, $\langle \hat{q}^2 \rangle$, and $\langle \hat{p}^2 \rangle$, respectively) at all times [50]. We thus can derive a closed system of differential equations containing only the expected values of single creation/annihilation operators, and their quadratic combinations.

In order to obtain the desired system of equations, we start by determining the time evolution of the expected value for a general operator $\hat{O}$ in the Schrödinger Picture, given by

$$\frac{d}{dt} \langle \hat{O} \rangle = \frac{d}{dt} \text{Tr}[\hat{O} \hat{\rho}] = \text{Tr}[\dot{\hat{O}} \hat{\rho}].$$  \hspace{1cm} (C3)

Introducing Eq. C1 and using the cyclic invariance of the trace, we can write

$$\frac{d}{dt} \langle \hat{O} \rangle = i[\hat{H}'_S, \langle \hat{O} \rangle] + 2k' \langle [\hat{c}^\dagger \hat{c}, \hat{O}] - \{ \hat{c}^\dagger, \hat{O} \} \rangle$$

$$- \sum_j \Gamma_j \langle \hat{q}_j, [\hat{q}_j, \hat{O}] \rangle - \frac{\gamma}{4} \sum_j \langle \{ \hat{p}_j, \hat{q}_j, \hat{O} \} \rangle.$$  \hspace{1cm} (C4)

This relation allows us to substitute any operator $\hat{O}$ and get its equation of motion, by using the fundamental commutation relations $[c, c^\dagger] = 1$ and $[b_j, b_j^\dagger] = \delta_{ij}$. In this way, we obtain two independent systems of equations, namely one for the single-operator expected values, and a second for the quadratic combinations. The first one is given by the equations

$$\frac{d}{dt} \langle c \rangle = (-i\delta' - \kappa') \langle c \rangle - i \sum_j g'_j \langle b_j^\dagger + b_j \rangle,$$  \hspace{1cm} (C5)

and their Hermitian conjugates, (here, $C.c.$ stands for complex conjugate). This second system contains 36 equations, and has to be solved numerically.

The above equations of motion allow us to calculate the power spectral density of the COM motion, defined as

$$S_{jj}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\tau \langle \hat{x}_j(t + \tau) \hat{x}_j(t) \rangle_{ss} e^{i\omega \tau}$$

$$= \frac{r_j^2}{2\pi} \int_{-\infty}^{\infty} d\tau \langle \hat{q}_j(t + \tau) \hat{q}_j(t) \rangle_{ss} e^{i\omega \tau},$$  \hspace{1cm} (C13)

where “ss” refers to the steady state. In order to calculate the above PSD, we first split the integral into
two parts, and use the time-translation invariance of the steady state, i.e., \( \langle A(t) B(t + \tau) \rangle_{ss} = \langle A(t - \tau) B(t) \rangle_{ss} \), to write in a more convenient notation

\[
S_{jj}(\omega) = S_{jj}^{+}(\omega) + S_{jj}^{-}(\omega),
\]

(C14)

with \( S_{jj}^{+}(\omega) = [S_{jj}^{-}(\omega)]^* \), and

\[
S_{jj}^{+}(\omega) = \frac{r_{0j}^2}{2\pi} \int_0^\infty d\tau e^{i\omega\tau} \times \left[ \langle \hat{b}_j(t) \hat{b}_j(t + \tau) \rangle_{ss} + \langle \hat{b}_j(t) \hat{b}_j^\dagger(t + \tau) \rangle_{ss} \right. \\
+ \left. \langle \hat{b}_j^\dagger(t) \hat{b}_j(t + \tau) \rangle_{ss} + \langle \hat{b}_j^\dagger(t) \hat{b}_j^\dagger(t + \tau) \rangle_{ss} \right].
\]

(C15)

Expressed in this form, the PSD can be calculated directly by applying the Quantum Regression Theorem. We start by defining the vector containing the single operators of our equation of motion,

\[
\hat{\mathbf{v}} \equiv \left( \hat{c}, \hat{c}^\dagger, \hat{b}_x, \hat{b}_x^\dagger, \hat{b}_y, \hat{b}_y^\dagger, \hat{b}_z, \hat{b}_z^\dagger \right),
\]

(C16)

whose expected value is governed by the matrix equation

\[
\frac{d}{dt} \langle \hat{\mathbf{v}}(t) \rangle = M_0 \langle \hat{\mathbf{v}}(t) \rangle,
\]

(C17)

where the matrix \( M_0 \) can be directly extracted from Eqs. C5 and C6. According to the Quantum Regression Theorem [66], any two-time correlation function involving a general operator \( \hat{A} \) obeys the equation

\[
\frac{d}{d\tau} \langle \hat{A}(t) \hat{\mathbf{v}}(t + \tau) \rangle = M_0 \langle \hat{A}(t) \hat{\mathbf{v}}(t + \tau) \rangle.
\]

(C18)

which can be easily solved. For the steady-state values appearing in Eq. C15, we find

\[
\langle \hat{A}(t) \hat{\mathbf{v}}(t + \tau) \rangle_{ss} = \sum_l c_{0l}(\hat{A}) \lambda_l e^{\lambda_l \tau},
\]

(C19)

where we have defined the eigenvalues and eigenvectors of the matrix \( M_0 \),

\[
M_0 \lambda_l = \lambda_l \lambda_l,
\]

(C20)

and the vector of coefficients \( c_0 \) obeys the equation

\[
\Lambda c_0(\hat{A}) = \langle \hat{A} \hat{\mathbf{v}} \rangle_{ss}.
\]

(C21)

Here, \( \Lambda \) is the matrix whose columns are the eigenvectors \( \lambda_l \). Although the PSD has to be calculated numerically, two important properties can be noted right away. First, from Eq. C19 we see that any two-time correlation function can be written as a sum of exponential functions which, after integration in \( \tau \), yield a sum of Lorentzian profiles. Indeed, if we define the position of the operators \( \hat{b}_j \) and \( \hat{b}_j^\dagger \) inside the vector \( \hat{\mathbf{v}} \) as \( p_j \) and \( \bar{p}_j \) respectively, we can easily obtain

\[
S_{jj}^{+}(\omega) = -\frac{r_{0j}^2}{2\pi} \sum_l c_{0l}(\hat{b}_j) \lambda_l \frac{e^{\lambda_l \omega}}{\lambda_l + i\omega},
\]

(C22)

where the vector \( e_l \) represents the length 8 vector with components \( e_{l(k)} = \delta_{lk} \). From the above equation, we can conclude that, in general, the motional PSD will be composed by a set of Lorentzian peaks centered at \( \omega = \pm \text{Im} \lambda_l \) and with a linewidth \( \Delta \omega \sim \text{Re} \lambda_l \). Furthermore, note that the only system parameters determining the positions and widths of the peaks are the entries of the matrix \( M_0 \) or, equivalently, the coefficients of Eqs. C5 and C6. In these equations, the position diffusion coefficient \( \Gamma_j \) of the dissipator does not appear and, henceforth, these two parameters do not depend on \( \Gamma_j \). However, the steady-state values of the two-operator products do depend on \( \Gamma_j \), which thus influences the relative weight of the PSD peaks.

**Appendix D: Summary of system parameters**
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| Symbol       | Physical meaning                                                                 | Definition and related parameters |
|-------------|----------------------------------------------------------------------------------|-----------------------------------|
| $\Omega_j$  | Bare (renormalized) COM motional frequencies                                      | Eq. 25 (Eqs. B45, B34)            |
| $\kappa$    | Bare (renormalized) COM motional frequencies                                      | Sec. II, main text (Eqs. B48 and B26) |
| $\delta'$   | Renormalized detuning between cavity and tweezer                                | Eq. B42 (see also Eqs. 52, 56, B8, B17, B23) |
| $\beta_j$   | Displacements of the COM operators (of the cavity operators)                    | Eq. 60 (Eq. 61) Appendix A        |
| $\alpha_c$  | Bare OM coupling induced by cavity occupation                                    | Eqs. 34 and 35                     |
| $G$         | Bare OM coupling induced by photon scattering from the tweezer into the cavity   | Eq. 46                             |
| $g_j$ / $g_j'$ | Total bare (renormalized) optomechanical coupling                              | Eq. 65 (Eq. B47, see also Eqs. B43, B46, and B37) |
| $\gamma$    | Gas pressure damping coefficient                                                 | Eq. 87                             |
| $\Gamma_j^{(r)} / \Gamma_j^{(p)} / \Gamma_j^{(d)}$ | Heating rates associated to photon recoil / gas pressure / trap displacement noise | Eq. B33 / Eq. 91 / Eq. 83          |
| $\Gamma_j$  | Total heating rate                                                               | Eq. 90                             |

TABLE III. Summary of the most relevant parameters defined in the main text. The corresponding primed symbols denote the same parameters after the re-normalization induced by tracing out the free EM modes.