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Abstract—A new method of distortion mitigation for multitarget interferometric angular velocity estimation in millimeter-wave radar is presented. In general, when multiple targets are present, the response of a correlation interferometer is corrupted by intermodulation distortion, making it difficult to estimate individual target angular velocities. We present a distortion mitigation method that works by decomposing the responses at each antenna element into the responses from the individual targets. Data association is performed to match individual target responses at each antenna such that cross-correlation is performed only between associated targets. Thus, the intermodulation distortion (cross-terms) from correlating unlike targets are eliminated, and the result is a frequency response whose individual frequencies are proportional to the angular velocities of the targets. We demonstrate the approach with a custom 40 GHz interferometric radar, a high-accuracy motion capture system which provides ground-truth position measurements, and two robotic platforms. The multitarget experiments consist of three scenarios, designed to represent easy, medium, and difficult cases for the distortion mitigation technique. We show that the reduction in distortion yields angular velocity estimation errors in the three cases of less than 0.008 rad/s, 0.020 rad/s, and 0.033 rad/s for the easy, medium, and hard cases, respectively.
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I. INTRODUCTION

MULTITARGET tracking refers to the problem of estimating and tracking multiple target states through time by observing noisy measurements [1]. Measured quantities are typically either kinematic quantities, like position and velocity, or measured attribute quantities, such as signal-to-noise ratio (SNR) or radar cross-section (RCS) [2]. Based on the assumption that noise is uncorrelated between measured quantities, the more states we measure or observe, the better tracking performance will be. Traditional radar systems perform three fundamental types of kinematic measurements: range, radial velocity (or Doppler), and angle. Angular velocity may be calculated from sequential angle measurements, but its noise is correlated with the angle measurements and so provides no additional information, and thus no tracking performance improvement by including it in the measurement vector. Our aim with this work is to further explore a fourth basic type of radar measurement, which is interferometric radar angular velocity estimation [3]. Direct angular velocity measurement is independent from the radar angle measurements, allowing estimation of multiple parameters of target motion [4], and thus can be used to improve radar tracking performance.

A challenge associated with multitarget tracking in interferometric angular velocity estimation is that of dealing with the non-linear distortion which occurs when multiple targets are present. The ideal interferometric response would produce only the mixing product between like targets in each antenna element response. Instead, the desired mixing products are generated, but the mixing products between unlike targets are generated as well, resulting in intermodulation distortion, or cross-terms, which corrupt the ideal signals. The cross-terms are proportional to both the difference in Doppler and the angular velocities between the two targets, and make recovering the ideal signals difficult.

Interferometric angular velocity distortion was first discussed in [5], where two hardware-based mitigation methods were presented. One method was to use long-wavelength signals, thus driving the distortion terms, which are proportional to the differential Doppler between targets, to zero. The other method described was to use a pulsed system to separate the targets temporally, and thus perform the pairwise correlation only on like targets. In [6] a method using dual-baseline interferometry to reduce the intermodulation distortion was presented, where the normalized time-frequency responses from different baselines are multiplied in order to attenuate the distortion terms, which are scaled at different rates for different baselines. In [7] a similar method was proposed which used the conjugate sum of multiple baselines from a uniform linear array. While these methods yield promising results, they nonetheless require additional hardware resources, either via larger systems, transceivers supporting wide signal bandwidths, or additional receivers.

In this work we introduce an interferometric distortion mitigation method that is based on decomposition of the individual components of the received signals, and does not require additional hardware. The approach operates either on the two individually received antenna responses, to arrive at angular velocity estimates. The aim of this work is to provide a foundation for signal processing based methods for mitigating interferometric intermodulation distortion terms, and thus accurately estimating the angular velocities of multiple targets. The rest of this paper is organized as follows. In Section II we review interferometric angular velocity estimation and
provide the general model for the interferometric response to an arbitrary scene containing \( N \) point scatterers. In Section III we introduce the two classes of signal processing based distortion mitigation, and make a case for pursuing the class of methods based on response decomposition. Finally, in Section IV we present our experimental measurements with a 40 GHz radar that provides both angular velocity and radial velocity measurements. We investigate the feasibility of the approach through the estimation of the angular and radial velocities of moving robotic platforms.

II. INTERFEROMETRIC ANGULAR VELOCITY ESTIMATION

Direct measurement of the angular velocity is enabled by cross-correlating the received signals in a two-element interferometric receiver; the object may be moving \[ \text{or the interferometer may be rotating, as in radio astronomy.} \]

A diagram of a two-element correlation interferometer and its associated fringe pattern resulting from the cross-correlation process is shown in Fig. 1. As a target passes through the fringe pattern in angle, an oscillation is observed, where the period of the oscillation is inversely proportional to the angular velocity of the target. Observing a point target in the far-field, the instantaneous frequency of the output of a correlation interferometer is

\[
\nu_i = \frac{\omega D}{\lambda_c} \cos(\omega t),
\]

where \( D \) is the system baseline, or antenna separation, \( \lambda_c \) is the transmitted wavelength, and \( \omega \) is the angular velocity of the target. For angles close to broadside where \( \cos(\theta) \approx 1 \), the instantaneous frequency is directly proportional to the target’s angular velocity. When two targets are present there are two frequency shifts as determined by \( i \), which are the result of correlating each target with itself. There are also two additional components, or cross-terms, which are the result of correlating target one with target two and vice versa. These additional terms are not realted to the angular velocity of a real target, and thus distort the ideal interferometric responses.

In [9] we derived the exact interferometric response to a target containing \( N \) ideal point scatterers. We also provided an approximate response which is valid when we make the far-field and small-angle approximations. The approximate spectral response is

\[
R(f) = \sum_{n=1}^{N} \sum_{k=1}^{N} A(\theta_{1,n})A^{\ast}(\theta_{2,k})\delta(f - f_{n,k}),
\]

where \( N \) is the number of point targets, \( A \) is the complex antenna voltage pattern, and \( \theta_{1,n} \) is the angle of target \( n \) referenced to antenna \( i \). For each target pair \( \{n, k\} \), the resulting frequency shift is

\[
f_{n,k} = \frac{2(v_{r,1,n} - v_{r,1,k})}{\lambda_c} + \frac{\omega_{1,k} D}{\lambda_c},
\]

where \( v_{r,1,n} \) is the radial velocity of target \( n \) referenced to antenna one (RX1), and \( \omega_{1,k} \) is the angular velocity of target \( k \) referenced to antenna one. In the case where \( n = k \) we get the single point response given in \( \text{1} \) with the small-angle approximation. We consider this the ideal interferometric response for that point target. When \( n \neq k \) we see that we get a frequency shift value that is proportional to not only the angular velocity of target \( k \), but also the difference in the radial velocities between the two points. These are the cross-terms which corrupt the ideal responses.

III. DISTORTION MITIGATION APPROACHES

Due to the double summation in (2), the interferometric response of a scene containing \( N \) scatterers will contain \( N^2 \) frequency components. \( N \) of these components will contain angular velocity information, which occurs when a point response is correlated with itself. There will also be \( N(N-1) \) distortion terms, which occurs when each point is correlated with every other point. The goal of distortion mitigation is to recover the angular velocity information of each target. But since the closed-form expression for the response is not one-to-one, these terms cannot be directly obtained, i.e., two scenes each with different targets having different angular and radial velocities can generate the same spectral response. In this section we discuss two main classes of techniques for solving this problem. The first uses a model-based response with optimization techniques to estimate the ideal underlying angular velocity parameters, while the second approach, response decomposition, involves using methods aimed at avoiding generating the \( N(N-1) \) distortion terms.

A. Model-Based Methods

The problem of distortion mitigation is simplified in the case where a closed-form representation is available, as given in (2). The response is essentially a parameterized non-linear function for which we would like to find the unknown parameter (angular velocity) values. We do this by finding parameter
values which minimize the error between the observed response and the calculated model response with the estimated parameters. A brute-force approach would be to try every possible combination of angular velocity values in order to find the model response which perfectly matches the measurement. In practice, more efficient optimization techniques are available, such as gradient descent, which is guaranteed to approach the true parameter values when the loss space is convex [10]. The challenge with this method is that, in practice, the loss space is non-convex. This can be mitigated to some extent by performing a coarse grid search to find initial parameter seed values that may find the convex part of the loss space that contains the true parameter values [11]. Another difficulty with this method, and any method that operates on the complete interferometric response, is that the number of frequency components of the response is \( N^2 \), thus as the number of targets grows the number of components grows quadratically, making for highly non-convex loss spaces with many local minima.

Model-based methods could be used to mitigate interferometric distortion, even if the model in \([2]\) were not available, by applying learning methods to acquired data, which may be achieved using feedforward or recurrent neural networks [12]. The challenge with this approach is the same as for all learning-based approaches: a large amount of training data is required, especially for use with deep neural networks [13]. This is simple to do in simulation where direct access to the individual target responses are readily available, from which the pairwise correlations can be calculated to arrive at the ideal interferometric response. This response then contains no distortion and is used as the target for the neural network. The inputs to the network may be the amplitude and phase distortion and is used as the target for the neural network. This is simple to do in simulation where direct access to the individual Doppler responses if desired. For learning to operate solely in signal processing, and that isolates the individual responses from each target in each antenna in the frequency domain.

The method of distortion mitigation using response decomposition seeks to ensure that the number of targets in \([2]\) is \( N = 1 \), i.e. only one target response is present, representing the case when \( n = k \). The response at antenna \( i \) due to a scene with \( N \) independent point scatterers is

\[
  s_i(t) = \sum_{n=1}^{N} s_{i,n}(t),
\]

and the individual response due to a single target \( n \) is

\[
  s_{i,n}(t) = A(\theta_{i,n}) e^{j2\pi f_c(t-\tau_{i,n}(t))},
\]

where \( f_c \) is the transmitted center frequency, and \( \tau_{i,n} \) is the time-delay due to the distance traveled from the transmitter to point \( n \) and back to antenna \( i \). A complex correlation interferometer performs conjugate multiplication

\[
  r(t) = \langle s_1(t) s_2^*(t) \rangle,
\]

where \( \langle \cdot \rangle \) represents time-averaging or low-pass filtering. This process will result in the spectral output given in \([2]\). The response decomposition method decomposes the measured signals at antenna one, \( s_1(t) \), and antenna two, \( s_2(t) \), into their individual \( N \) terms as described in \([2]\). It also assumes that after decomposing each response we are able to associate the terms with their correct counterpart in the other antenna response. For example, if each antenna response contains two terms we must know which terms were generated by the same target, and match those two. Thus the output of the correlation interferometer using response decomposition is

\[
  r_D(t) = \sum_{n=1}^{N} \langle s_{1,n}(t) s_{2,n}^*(t) \rangle
\]

Here we see that the total response is a summation of the correlations of the responses at each antenna only due to the individual points \( n \). Thus the total spectral response is

\[
  R_D(f) = \sum_{n=1}^{N} |A(\theta_{1,n})|^2 \delta \left( f - \frac{\omega_{1,n} D}{\lambda_c} \right).
\]

From this we see that the total response contains frequency shifts which are directly proportional to each target’s angular velocity.

Time-domain response decomposition is possible for short-pulse systems, however, for continuous-wave systems, decomposition is more easily accomplished in the frequency domain. The spectral responses of the received signals at antenna one and two are \( S_1(f) \) and \( S_2(f) \), from which it is desired to generate \( R_D(f) \). Thus, we first decompose each antenna’s spectral response into components due to each target as

\[
  S_i(f) = \sum_{n=1}^{N} S_{i,n}(f),
\]
A simple and effective data association method is the global tracked, which is proportional to the target’s angular velocity. Of the correlation interferometer, where frequency is being associating detections between the responses at each antenna evaluated to find the probability that the new measurement and the PDF at the value of the new measurement can be defined, based on the target’s velocity. A Gaussian probability density function (PDF) centered at this location can then be defined, based on some a priori knowledge. For example, if range is critical to detect, locate and isolate the portion of the frequency spectrum that is attributable to a specific target. This may be time-varying, thus the number of targets present needs to be estimated. Furthermore, due to noise and limited frequency resolution there may be cases where the cardinality of targets is not equivalent between the antenna responses. Also, in some cases, as in the measurements shown later, a target response is not easily modeled as an ideal sinusoid. Instead of simple peak detection, we use a metric based on window locations with maximum integrated power to detect the target locations in the frequency domain. Regardless of the method used, it is critical to detect, locate and isolate the portion of the frequency spectrum that is attributable to a specific target. This may be accomplished through masking, bandpass filtering, or similar methods.

1) Signal Decomposition: For ideal point targets, the process of detecting a target in the response of an individual antenna is equivalent to sinusoidal parameter estimation in the presence of noise. An approximation to the maximum likelihood estimator (MLE) for the frequency parameter is the maximum of the periodogram [15]. Thus, one simple method for signal decomposition may consist of detecting peaks above some threshold in each antenna’s spectral response. If the number of targets is known a priori, super-resolution techniques may be used, such as MUSIC or ESPRIT to obtain higher resolution frequency estimates [15], [16]. In general though, the number of targets may be both unknown and time-varying, thus the number of targets present needs to be estimated. The ability to generate this response depends on how well the individual responses can be isolated, i.e., how well the signal can be decomposed into the components corresponding to separate targets, and also on how well the response from like targets can be associated between the two antennas.

2) Data Association: In traditional data association for multitarget tracking, targets are associated by computing the likelihood that two responses are associated with each other based on some a priori knowledge. For example, if range is the parameter being tracked an expected motion model exists, the most likely location at the next time step can be computed based on the target’s velocity. A Gaussian probability density function (PDF) centered at this location can then be defined, and the PDF at the value of the new measurement can be evaluated to find the probability that the new measurement belongs to the previous target. The process is very similar for associating detections between the responses at each antenna of the correlation interferometer, where frequency is being tracked, which is proportional to the target’s angular velocity. A simple and effective data association method is the global nearest neighbor (GNN) approach, which associates targets which minimize the total distance (frequency separation) between the targets.

The problems of signal decomposition and data association are not trivial, and have been studied in the literature [18]–[20]. Since these problems are well defined and response decomposition mitigates the quadratic nature of the growing distortion terms, this method is preferable over model-based techniques described earlier. In the next section we demonstrate this method on millimeter-wave radar measurements.

IV. EXPERIMENTAL EVALUATION

A. Measurement System

We evaluated the response decomposition method using a 40 GHz two-element continuous-wave (CW) interferometric radar, shown schematically in Fig. 2. The system was built using commercially available RF monolithic microwave integrated circuit (MMIC) components, and the 40 GHz center frequency was chosen as a tradeoff between short wavelengths to support a small physical baseline and the cost and availability of ICs. The PCB was designed on Rogers 4350 0.020” substrate using Ansys HFSS to design the transmission lines and Wilkinson power splitters [21]. The design consists of a 20 GHz HMC738 voltage-controlled oscillator (VCO), which serves as the CW transmit signal and the local-oscillator (LO) for the IQ downconverters. The signal is split using a 1:4 Wilkinson power splitter and fed to an XX1000-QT frequency doubler before being amplified by an HMC7229 power amplifier (PA). The received signals are amplified by an HMC1040 low-noise amplifier (LNA) before being directly downconverted with an HMC6147 IQ downconverter. The downconverters have built in LO x2 frequency multipliers. The baseband in-phase and quadrature signals are amplified with inverting op-amps and sampled with an NI USB-6002 DAQ. The antennas used in this work were L3-NARDA 15 dBi standard gain horn antennas, positioned to achieve a 20λ interferometric baseline. An image of the measurement system is shown in Fig. 3.

![Fig. 2: Schematic of millimeter-wave radar used for experimental measurements. System consists of two phase-quadrature direct-downconversion receive channels with a continuous-wave wave transmitter operating at 40 GHz.](image-url)
Fig. 3: The 40 GHz interferometric radar consisted of a custom single board radar and L3-NARDA 15 dBi horn antennas. The transmitter was located in the center between the two receivers which were separated by $20\lambda$.

Fig. 4: Top-down view of the experimental setup. The six motion capture cameras form the capture area shown as the dashed circle. The radar is placed at the edge of the area and the origin was set to the center of the interferometric array. The targets traveled in various trajectories as shown.

To obtain ground-truth target position measurements an OptiTrack motion capture system was used. This system comprised six Flex 13 infrared cameras with a 120 Hz frame rate and stated position accuracy of 0.2 mm. A top-down diagram of the experimental setup is shown in Fig. 4. The six cameras are mounted from the ceiling and create the capture area shown as the dashed circle. The origin is set as the center of the interferometric array, and the targets travel in various trajectories as shown. Ground-truth radial and angular velocity values were computed as the time-rate change of range and angle measurements. The expected Doppler and interferometric frequency shifts were computed at each time instance using the relationship between the Doppler shift and radial velocity, $f_D = 2v_r/\lambda$, and the expression for the interferometric shift in (1). The targets consisted of two Robotis Turtlebot3 Waffle platforms with reflective targets made of polystyrene spheres coated in copper tape, as shown in Fig. 5.

Fig. 5: Robotis Turtlebot3 Waffle platforms used for measurements. The reflective targets consisted of polystyrene spheres coated in copper tape.

**B. Single-Target Experiments**

To validate the radar measurement and ground-truth position system we first performed a number of single target measurements with the target traveling at angles from $0 - 360^\circ$ relative to the radar. The in-phase and quadrature radar signals were captured at 1.92 kHz with the DAQ and high-pass filtered with a 3rd order Butterworth filter with a cutoff of 1 Hz to remove any DC bias. The short-time Fourier transform (STFT) was performed on each individual antenna response to generate the antenna one and antenna two Doppler responses. A window length and FFT size of 1024 samples was used with an overlap of 960 samples. The interferometric response was generated by conjugate multiplication in the time-domain of the individual antenna responses. The time-frequency responses for various trajectories are shown in Fig. 6. In each column we see a different target angle trajectory, while the plots from top to bottom are the Doppler response from antenna one (a), the Doppler response from antenna two with the expected Doppler shift in a white dashed line (b), and the interferometric response with the expected interferometric shift in a white dashed line (c). Here we see good agreement between the measured and expected frequency shifts.

Columns four and eight comprise of purely radial motion where the highest positive and negative Doppler shifts mani-
fest, and the interferometric shifts are zero, implying no angular motion. The strength of the interferometric measurement is highlighted by comparing the remaining columns, where the Doppler responses are similar, but the interferometric responses have a detectable frequency shift. For example, the interferometric responses show a negative frequency shift in column two, indicating angular velocity in the counterclockwise direction, and a positive frequency shift in column six, indicating angular velocity in the clockwise direction.

**C. Multitarget Experiments**

To test the effectiveness of the distortion mitigation technique we performed measurements with two targets in three distinct motion patterns which were designed to highlight easy, medium, and difficult cases for the distortion mitigation technique, as shown in Fig. 7. The trajectories shown in (a) result in positive and negative Doppler frequency shifts, in which isolation of the Doppler responses should be at its easiest. However, in this case there is no angular motion and so the interferometric shifts will be zero for each target. Case (b) shows trajectories which result in both positive and negative Doppler shifts, as well as positive and negative interferometric shifts. Finally, case (c) results in the largest positive and negative interferometric shifts, though the Doppler shifts are both negligible, thus isolating the individual Doppler frequencies for response decomposition should be most challenging.

The time-frequency for the first (easy) case is shown in Fig. 8. The Doppler response for antenna one is shown (a), where we see large positive and negative Doppler shifts due to one target moving directly towards the radar and one moving away. The Doppler response from antenna two is shown (b) with the expected Doppler frequency shift overlayed in the white dashed line. The interferometric response is shown (c) also with the expected interferometric shift. Interestingly, in this case the distortion terms are at much higher frequencies, thus it may be inferred from the complete interferometric response that each target has no angular motion from the, even without the distortion mitigation technique. The time-frequency responses for the second (medium) case are shown in Fig. 9. We see similar positive and negative frequency shifts due to the approaching and retreating targets which vary
in time due to the angular motion. Here the interferometric response is corrupted by intermodulation distortion, and so estimating the individual target angular velocities from the complete interferometric response in (c) would be inaccurate. The time-frequency responses for the third (difficult) case are shown in Fig. 10. Here we see the Doppler response of each target is identical and overlaid on top of each other. There is some interferometric response in the region of the expected interferometric shift, which is due to the fact that each target has the same Doppler shift and so the intermodulation distortion terms are driven to zero.

D. Response Decomposition Angular Velocity Estimation

Next we perform the response decomposition distortion mitigation technique, described above, on the measured responses, with a priori knowledge that \( N = 2 \). We first present results assuming perfect knowledge of target location (in frequency) and perfect knowledge of target associations, obtained from the ground-truth system. After demonstrating the ideal case, we show practical results results the when target frequency locations must be detected and associated between antenna responses.

1) Known Target Frequencies and Data Associations: As shown in Fig. 8(b) we have access to the expected Doppler shift for each target, which is computed from the time-rate of change of the ground-truth position measurements. We then decompose each antenna response into two individual responses, one for each target, by masking out the spectral response with a passband of 10 Hz around the expected Doppler shift. This results in a total of four responses, the antenna one, target one response, the antenna one, target two response, the antenna two, target one response, and the antenna two, target two response, which are then cross-correlated pairwise with only like terms. By performing the individual cross-correlations in this manner, generation of the cross terms is avoided. We use the same mask to filter both the antenna one and antenna two responses for an individual target, which is possible since the combination of the interferometric baseline (20\( \lambda \)), and the velocities of the targets results in small differences in the Doppler frequencies between the
targets. Thus, as long as the mask width is wide enough, the individual target response in both antenna signals is captures. As the baseline grows and the target velocities increase, there may be an appreciable difference in the Doppler frequencies between antennas for an individual target. Thus, in general one should perform separate detection and masking for each antenna response and for each target. Furthermore, since the difference in Doppler frequencies is small, data association is accomplished directly since only like targets are present in each masked signal.

After performing the cross-correlations in the frequency domain for each time instance we obtain two reconstructed interferometric responses, one for each target. These are shown for the second case in Fig. 11 where we can identify the positive and negative interferometric frequency shift differences between each target, which clearly provides a more accurate estimate compared to the complete interferometric response with distortion shown in Fig. 9 (c). To estimate the interferometric frequency shift we take the maximum peak at each time instance of the reconstructed response with a cutoff threshold of -20 dB from the maximum peak voltage, which is used to eliminate areas with negligible signal response. We then perform smoothing with a window length of 60 samples or 0.5 s to reduce the variance of the estimates, reducing any noise due to platform vibrations and times where one target may be occluded. At each instant we use (1) with the small angle approximation to compute the angular velocities from the frequency estimates. The estimates for the first case are shown in Fig. 12 where, as expected, the estimated interferometric shift is close to zero since angular motion is negligible. The estimates for the second case are shown in Fig. 13. Here we see an increase in both the estimation error and the variance, but the estimates are still within 30% of the true values. Finally, the estimates for the third case are shown in Fig. 14. As expected for the difficult case, the estimation error and variance increase appreciably. The estimation statistics for all cases are shown in Table I, where we compute the ground-truth mean angular velocity, $\mu$, the estimated mean from the response decomposition method, $\hat{\mu}$, and the standard deviation of the estimates.

| Target | $\mu$ (Rad/s) | $\hat{\mu}$ (Rad/s) | Std. (Rad/s) |
|--------|---------------|---------------------|--------------|
| Case 1, T1 | -0.007 | -0.014 | 0.009 |
| Case 1, T2 | -0.008 | -0.011 | 0.005 |
| Case 2, T1 | 0.072 | 0.067 | 0.019 |
| Case 2, T2 | -0.053 | -0.066 | 0.024 |
| Case 3, T1 | 0.059 | -0.008 | 0.025 |
| Case 3, T2 | -0.071 | -0.011 | 0.025 |

Fig. 10: The measured time-frequency responses for the difficult case include the antenna one Doppler response (a), antenna two Doppler response with ground-truth expected Doppler shift (b), and interferometric response with the expected interferometric shift (c).

Fig. 11: The reconstructed interferometric responses for the second case for target one (a), and target two (b). Here we have mitigated the intermodulation distortion which typically corrupts the complete interferometric response.

Fig. 12: The angular velocity estimation statistics with known target frequencies.
2) Unknown Target Frequencies and Data Associations:
In the previous section we used the ground-truth system to locate and mask out the responses due to each target in the individual antenna responses, however this information may not always be available, thus the target responses must be detected and decomposed. In our measurements, we found that the response of an individual target did not resemble an ideal single frequency, but often had multiple peaks and harmonics which were associated with the vibration of the robotic base. Thus, instead of a simple peak detection, at each time instance we determine the two non-overlapping windows, each with a passband of 10 Hz, which had the highest total integrated power. Because the angular velocities are relatively low and the interferometric baseline is modest (20\(\lambda\)), the differences in target frequency between the two antenna responses is quite small. Because of this, we are able to use the same mask for each antenna response and so no data association is required. The estimation statistics for these cases are shown in Table II. The results using this method were similar to the ideal scenario above, with only modestly higher estimation errors due to the uncertainty of the exact target locations.

V. CONCLUSION
In this work we presented a new method of mitigating the impact of cross-term distortion in multitarget interferometric angular velocity estimation using a novel signal response decomposition method to avoid generating the distortion terms. By associating like target responses between each antenna signal we correlate each target only with itself, thus mitigating the cross-terms which are generated by performing the correlation in the time-domain. We presented angular velocity estimation results with a 40 GHz interferometric radar for three target trajectory scenarios which were designed to highlight cases which were easy, medium, and difficult for the proposed distortion mitigation technique. Although we only present results for the simplest multitarget scenario of two targets, the presented response decomposition distortion mitigation method should scale as the number of targets increase.

TABLE II: Angular Velocity Estimation Statistics With Unknown Target Frequencies

| Target: \(\mu\) (Rad/s): | \(\hat{\mu}\) (Rad/s): | Std. (Rad/s) |
|--------------------------|-----------------|-------------|
| Case 1, T1               | -0.007          | -0.010      | 0.008       |
| Case 1, T2               | -0.008          | -0.008      | 0.004       |
| Case 2, T1               | 0.072           | 0.023       | 0.020       |
| Case 2, T2               | -0.053          | -0.036      | 0.015       |
| Case 3, T1               | 0.059           | -0.026      | 0.033       |
| Case 3, T2               | -0.071          | -0.001      | 0.019       |
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