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Abstract

We consider the problem of Byzantine fault-tolerance in the peer-to-peer (P2P) distributed gradient-descent method – a prominent algorithm for distributed optimization in a P2P system. In this problem, the system comprises of multiple agents, and each agent has a local cost function. In the fault-free case, when all the agents are honest, the P2P distributed gradient-descent method allows all the agents to reach a consensus on a solution that minimizes their aggregate cost. However, we consider a scenario where a certain number of agents may be Byzantine faulty. Such faulty agents may not follow an algorithm correctly, and may share arbitrary incorrect information to prevent other non-faulty agents from solving the optimization problem.

In the presence of Byzantine faulty agents, a more reasonable goal is to allow all the non-faulty agents to reach a consensus on a solution that minimizes the aggregate cost of all the non-faulty agents. We formally refer to this fault-tolerance goal as $f$-resilience where $f$ is the maximum number of Byzantine faulty agents in a system of $n$ agents, with $f < n$. Most prior work on fault-tolerance in P2P distributed optimization only consider approximate fault-tolerance wherein, unlike $f$-resilience, all the non-faulty agents’ compute a minimum point of a non-uniformly weighted aggregate of their cost functions. We propose a fault-tolerance mechanism that confers provable $f$-resilience to the P2P distributed gradient-descent method, provided the non-faulty agents satisfy the necessary condition of $2f$-redundancy, defined later in the paper. Moreover, compared to prior work, our algorithm is applicable to a larger class of high-dimensional convex distributed optimization problems.
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1 Introduction

The problem of distributed optimization in a peer-to-peer (P2P) multi-agent systems has gained significant attention in recent years [8, 15, 23]. In this problem, each agent knows its own a local cost function. In the fault-free setting, when all the agents are non-faulty (or honest), the goal is to design a distributed algorithm that allows the agents to collectively compute a common minimum of the aggregate of their local cost functions. Specifically, we consider a peer-to-peer system architecture, as shown in Figure 1, with \( n \) agents where each agent \( i \) has a local multivariate cost function \( Q_i(x) \) that maps a point \( x \) from the \( d \)-dimensional real-valued vector space \( \mathbb{R}^d \) to a real value. Thus, for each agent \( i \), \( Q_i : \mathbb{R}^d \to \mathbb{R} \). In the fault-free setting, a distributed optimization algorithm allows all the agents to compute a common global minimum point

\[
x^* \in \arg\min_{x \in \mathbb{R}^d} \sum_{i=1}^{n} Q_i(x).
\] (1)

As a simple example, \( Q_i(x) \) may denote the cost for an agent \( i \) (which may be a robot or a person) to travel to location \( x \) from their current location. In this case, \( x^* \) is a location that minimizes the total cost for all the agents. Such multi-agent distributed optimization is of interest in many practical applications, including distributed or federated machine learning [8, 20], swarm robotics [27], and large-scale sensing [26]. Most of the prior work assumes the agents to be honest (or fault-free). Such agents follow a specified algorithm correctly. In our work we consider a scenario wherein some of the agents may be Byzantine faulty.

1.1 Byzantine fault-tolerance

Su and Vaidya [30] introduced the problem of distributed optimization in the presence of a Byzantine faulty agents. A Byzantine faulty agent may behave arbitrarily [21]. In particular, the faulty agents may share incorrect and inconsistent information in order to bias the output of a distributed optimization algorithm, and the faulty agents may also collude. For example, consider an application of multi-agent distributed optimization to the case of sensor networks where the system has multiple sensors (or agents), and each sensor partially observes a common object in order to collectively identify the object. However, the faulty sensors may share incorrect information corresponding to arbitrary observations concocted to prevent the non-faulty agents from correctly identifying the object [12, 14, 25]. Similarly, in the case of distributed learning, which is another application of multi-agent distributed optimization, the faulty agents may send incorrect information based upon mislabelled or arbitrary concocted data points to prevent the non-faulty agents from learning a good classifier [1, 3, 5, 10, 11, 13, 35].

We consider a case when up to \( f \) (out of \( n \)) of the agents are Byzantine faulty. Our goal is to design a distributed optimization algorithm that allows all the non-faulty agents to compute a minimum point of the aggregate cost function of only the non-faulty agents. Also, we only consider deterministic algorithms which, given a fixed set of inputs from the agents, always produce the same output. We for-
nally refer to our problem as \( f \)-resilience, defined as follows in the context of the aforementioned system.

**Definition 1 (f-resilience).** A distributed optimization algorithm \( \Pi \) is said to be \( f \)-resilient if it allows all the non-faulty agents to compute an identical minimum point of the non-faulty agents’ aggregate cost function, despite the presence of up to \( f \) Byzantine faulty agents.

Alternately, an \( f \)-resilient distributed algorithm has the following two properties:

- **Consensus:** All the non-faulty agents produce the same output.
- **Validity:** The output is a minimum point of the aggregate cost function of all the non-faulty agents.

For example, suppose that in a particular execution of an \( f \)-resilient distributed algorithm \( \Pi \), set \( \mathcal{H} \subseteq \{1, \ldots, n\} \) with \( |\mathcal{H}| \geq n - f \) represents the non-faulty agents. Then, each non-faulty agent \( i \in \mathcal{H} \), implementing the algorithm \( \Pi \) correctly, produces an output \( \hat{x} \in \mathbb{R}^d \) such that

\[
\hat{x} \in \arg \min_{x \in \mathbb{R}^d} \sum_{i \in \mathcal{H}} Q_i(x).
\]

From prior work \[18, 19\], we now know that \( f \)-resilience is impossible unless the agents’ cost functions have a certain property named 2\( f \)-redundancy, defined below.

**Definition 2 (2f-redundancy).** The agents’ cost functions are said to have 2\( f \)-redundancy property if and only if for every pair of subsets \( S, \hat{S} \subseteq \{1, \ldots, n\} \) with \( |S| = n - f \), \( \hat{S} \geq n - 2f \) and \( \hat{S} \subseteq S \),

\[
\arg \min_{x \in \mathbb{R}^d} \sum_{i \in \hat{S}} Q_i(x) = \arg \min_{x \in \mathbb{R}^d} \sum_{i \in S} Q_i(x).
\]

As there are at least \( n - f \) non-faulty agents in the network, the 2\( f \)-redundancy property implies that a point that minimizes the aggregate of any \( n - 2f \) non-faulty agents also minimizes the global aggregate of all the non-faulty agents, and vice-versa. The impossibility result stated below in Lemma 1 is a fundamental premise for the results presented in this paper.

**Lemma 1** (Theorem 1 in \[18\]). Suppose that each non-faulty agent’s cost function is convex and differentiable. Then, there exists an \( f \)-resilient distributed optimization algorithm only if the non-faulty agents satisfy the 2\( f \)-redundancy property.

We propose a fault-tolerance mechanism that robustifies the method of distributed gradient-descent - a traditional distributed optimization algorithm for peer-to-peer (P2P) systems \[23\]. Our mechanism combines the well-known Byzantine consensus technique of coordinate-wise trimmed mean, e.g., see \[29, 30, 33, 34\], with a recently proposed Byzantine robust gradient aggregation technique named comparative gradient elimination (CGE) \[17, 18\]. As a key result, we show that for a bounded fraction of faulty agents \( f/n \) our algorithm achieves \( f \)-resilience under
the necessary condition of $2f$-redundancy and other standard assumptions.

**System architecture:** The results in this paper apply to a peer-to-peer system architecture with a complete underlying communication topology, as shown in Figure 1. The system is assumed synchronous. Unlike the server-based architecture considered in prior work such as [18, 22], in peer-to-peer architecture the agents do not have access to a trustworthy server that collaborates with them to solve the optimization problem. Here, the agents must collaborate with each other, and none of the agents can be trusted by the others. Therefore, achieving $f$-resilience in a peer-to-peer architecture is more challenging than in a server-based architecture.

![Figure 1: System architecture.](image)

1.2 **Summary of our contributions**

We make the following key contributions.

- Our proposed Byzantine fault-tolerance mechanism is the first-ever to impart provable $f$-resilience to distributed gradient-descent in a P2P system.

- We show that our algorithm is $f$-resilient against a bounded fraction of faulty agents $f/n$, under the necessary condition of $2f$-redundancy and other standard assumptions. Our main result is summarized as follows.

**Theorem** (Informal). *Suppose that the agents’ costs have $2f$-redundancy, the non-faulty agents’ costs are $\mu$-Lipschitz smooth, and the average of the non-faulty agents’ costs is $\lambda$-strongly convex. If $f/n < (\lambda/(\lambda + 2\sqrt{d\mu}))$ then our algorithm is $f$-resilient.*

We present below comparisons between our contributions and other related work.

1.3 **Related work**

The prior work on fault-tolerance in multi-agent decentralized optimization, by Su and Vaidya [30, 32], Sundaram and Gharesifard [33], consider the problem of approximate Byzantine fault-tolerance wherein the agents only compute an approximate minimum point of the non-faulty aggregate cost. Specifically, they design distributed algorithms that allows the non-faulty agents to output a minimum point of some non-uniformly weighted aggregate of the non-faulty cost functions, instead of the uniformly weighted aggregate that we consider. More importantly, their results are
only applicable to scalar cost functions, i.e., when \( d = 1 \). On the other hand, we consider the more general high-dimensional cost functions, i.e., when \( d \geq 1 \).

We would like to point out that the structure of our proposed algorithm is similar to that of Su and Vaidya \([30, 32]\) when \( d = 1 \). However, we use a different fault-tolerance mechanism for aggregating the agents’ local gradients, namely the comparative gradient-elimination (CGE) gradient-filter as opposed to the trimmed-mean gradient-filter used in \([30, 32]\). This difference is critical for achieving \( f \)-resilience for higher-dimensional optimization problems, i.e., when \( d > 1 \).

There is some work on approximate fault-tolerance for high-dimensional cost functions \([29, 31, 36]\). However, they consider degenerate cases of the distributed optimization problem presented above. To be specific, Su and Vaidya, 2016 \([31]\) consider a setting where the individual cost functions are assumed to be linear combinations of a common set of basis functions. Yang and Bajwa, 2017 \([36]\) rely on the assumption that the individual cost functions can be split into independent scalar strictly convex functions. We not make such special assumptions about the agents’ cost functions, and present results for exact fault-tolerance, as opposed to approximate fault-tolerance.

Su and Shahrampour \([29]\) consider the case of distributed linear state estimation, which is a special case of the more general distributed optimization problem that we consider. The fault-tolerance of their algorithm relies on an additional assumption, besides \( 2f \)-redundancy, on the data held by the non-faulty agents. On the other hand, when applied to this special case of linear state estimation, our algorithm guarantees fault-tolerance if \( 2f \)-redundancy holds, and the fraction of faulty agents \( f/n \) is smaller than a threshold that is inversely proportional to the condition number of the non-faulty agents’ data matrix.

In a recent work \([16]\), Gupta et al. have proposed an \( f \)-resilient distributed optimization algorithm that is based upon the method of iterative constrained consensus \([24]\). Their algorithm, unlike distributed gradient-descent, requires iterative projection of agents’ local estimates onto their local cost functions’ set of minimum points. First, in general, projection onto the set of local minimums can be computationally quite expensive. Second,

## 2 Proposed Algorithm

In this section, we first present our algorithm below in Section 2.2. Later, in Section 3 we present its fault-tolerance property.

Our proposed algorithm is iterative wherein each non-faulty agent maintains an estimate of a minimum of the aggregate cost of all the non-faulty agents, and updates it iteratively using local estimates and local gradients received from the other agents in the system. Specifically, for each iteration \( t \), let \( x^t_i \) denote the current local estimate of a non-faulty agent \( i \). Each non-faulty agent \( i \) sends its current local estimate \( x^t_i \) and its current local gradient \( \nabla Q_i(x^t_i) \) to all the other agents in the
system. However, faulty agents may send different arbitrary vectors for their local estimates and gradients to different agents. Upon receiving the local estimates and gradients from all the agents, each non-faulty agent $i$ updates its current estimate $x^i_t$ using the update rule presented in equation (9) below.

To be able to present the steps of our algorithm formally, we introduce below some notation. Recall that $0 \leq f < n$.

### 2.1 Notations and Definitions

For a vector $x \in \mathbb{R}^d$ its $k$-th element is denoted by $x[k]$. For two arbitrary real-valued vectors $x$ and $y$, the inner product $\langle x, y \rangle$ is defined as

$$\langle x, y \rangle = x^T y = \sum_{k=1}^{d} x[k] y[k]$$

where $(\cdot)^T$ denotes the transpose. The Euclidean norm of a vector $x \in \mathbb{R}^d$ is defined to be $\|x\| = \sqrt{\langle x, x \rangle}$.

For a finite positive real value $\xi$, we let

$$X = \begin{bmatrix} -\xi, \xi \end{bmatrix}^d$$

denote a Hypercube defined as follows:

$$X = \left\{ x \in \mathbb{R}^d \mid x[k] \in [-\xi, \xi], \forall k \in \{1, \ldots, d\} \right\}.$$  \(2\)

The Euclidean projection of a point $x \in \mathbb{R}^d$ onto a closed convex set, such as $X$, is uniquely defined to be [9]

$$P_X(x) = \arg \min_{y \in X} \|x - y\|.$$  \(3\)

In this particular case, the $k$-th element of the projection of a point $x \in \mathbb{R}^d$ onto $X$, i.e., $P_X(x)[k]$, for all $k \in \{1, \ldots, d\}$, is defined to be

$$P_X(x)[k] = P_{[-\xi, \xi]}(x[k]) = \arg \min_{y \in [-\xi, \xi]} \|x[k] - y\|.$$  \(4\)

Equivalently,

$$P_X(x)[k] = \begin{cases} \min \{x[k], \xi\} & , x[k] \geq 0 \\
\max \{x[k], -\xi\} & , x[k] < 0 \end{cases}, \forall k \in \{1, \ldots, d\}.$$  \(5\)

**Trimming (**$\text{Trim}_f$**):** For $n$ arbitrary (bounded) real values $a_1, \ldots, a_n$ such that $a_1 \leq \ldots \leq a_n$, and for $f < n/2$, we define a set

$$\text{Trim}_f \{a_1, \ldots, a_n\} = \{a_{f+1}, \ldots, a_{n-f}\}.$$  \(6\)

We denote the average of real-values $b_1, \ldots, b_n$ by $\text{Avg} \{b_1, \ldots, b_n\} = \frac{1}{n} \sum_i b_i$.  \(7\)
Comparative Gradient Elimination (CGEf): For $n$ arbitrary vectors $v_1, \ldots, v_n$ in $\mathbb{R}^d$ with bounded norms and
$$\|v_1\| \leq \ldots \leq \|v_n\| < \infty,$$
we define a vector function
$$\text{CGEf} \{v_1, \ldots, v_n\} = \sum_{i=1}^{n-f} v_i. \quad (6)$$

Using the above notion, we formally describe below the steps involved in each iteration of our algorithm.

2.2 Steps in each iteration $t$

Before we present the steps, note that we must assume the existence of a solution in a finite search space. Otherwise, the optimization problem is rendered vacuous. Specifically, we assume the following even if the assumption is not stated explicitly again elsewhere in the paper.

Assumption 1 (Existence). Suppose that set $\mathcal{H}$ with $|\mathcal{H}| \geq n-f$ represents the set of all non-faulty agents. We assume that there exists $x^* \in \arg \min_{x \in \mathbb{R}^d} \sum_{i \in \mathcal{H}} Q_i(x)$ and $\xi \in (0, \infty)$ such that $x^* \in \mathcal{X} = [-\xi, \xi]^d \subset \mathbb{R}^d$.

Recall from Definition (2) that set $\mathcal{X}$ in Assumption 1 is a $d$-dimensional Hypercube that spans from $-\xi$ to $\xi$ in each dimension. As $\xi$ can be chosen to be arbitrarily large, in practice, Assumption 1 holds true naturally.

For each pair of agents $i, j$ and iteration $t$, we let $m_{tij}$ and $g_{tij}$ denote the local estimate and the local gradient, respectively, received by agent $i$ from agent $j$ in iteration $t$. Note that for each non-faulty agent $j$, for all $i$ and $t$,
$$m_{tij} = x_{tj}, \quad \text{and} \quad g_{tij} = \nabla Q_j(x_{tj}). \quad (7)$$

For each non-faulty agent $j$, $m_{tjj} = x_{tj}$, and $g_{tjj} = \nabla Q_j(x_{tj})$. If agent $j$ is faulty then the local estimates $m_{tij}$ and local gradients $g_{tij}$ may be an arbitrary vectors, different for different $i$'s. For an agent $i$, we let
$$\mathcal{V}_i = \{1, \ldots, n\} \setminus \{i\}.$$ 

For each iteration $t$ and non-faulty agent $i$, we define a vector $z_i^n \in \mathbb{R}^d$ such that
$$z_i^n[k] = \text{Avg} \left\{ x_i^n[k], \text{Trim}_f \left( m_{tij}[k], \ j \in \mathcal{V}_i \right) \right\}, \ \forall k \in \{1, \ldots, d\}. \quad (8)$$

Let $\mathcal{X}$ be a Hypercube satisfying Assumption 1 stated above. The initial local estimate for each non-faulty agent $i$, named $x_i^0$, is chosen arbitrarily from $\mathcal{X}$. The non-faulty agents update their local estimates iteratively by the following rule.
Local update rule: In each iteration $t \in \{0, 1, \ldots\}$, each non-faulty agent $i$ updates its current local estimate $x_i^t$ to

$$x_i^{t+1} = P_X (z_i^t - \eta_t \text{CGE}_f \{g_{i1}^t, \ldots, g_{in}^t\})$$

(9)

where $\eta_t$ is a positive real value referred as the *step-size* in iteration $t$. Projection onto $X$ ensures boundedness of the local estimates of all non-faulty agents.

We present below a convergence result of our algorithm.

### 3 Fault-Tolerance Property

In this section, we present a key result on $f$-resilient (see Definition 1) of our algorithm presented above. Specifically, we show that under certain standard assumptions if the system has the necessary $2f$-redundancy property (defined in Definition 2), and the fraction of Byzantine faulty agents $f/n$ is bounded, then our algorithm satisfies the following two properties of an $f$-resilience distributed optimization algorithm. Henceforth, we let $\mathcal{H} \subseteq \{1, \ldots, n\}$ with $|\mathcal{H}| \geq n - f$ denote the set of non-faulty agents. Also, recall that we assume $n > 2f$, as is needed for the necessary condition of $2f$-redundancy to hold true.

i) **Consensus:** The local estimates of all the non-faulty agents, updating iteratively as per the update rule (9), eventually become equal. Specifically,

$$\lim_{t \to \infty} \|x_i^t - x_j^t\| = 0, \quad \forall i, j \in \mathcal{H}. \quad (10)$$

ii) **Validity:** The local estimates of each non-faulty agent $i$ converge to a minimum of the non-faulty aggregate cost function. Specifically, for all $i \in \mathcal{H}$,

$$\lim_{t \to \infty} x_i^t \in \arg \min_{x \in \mathbb{R}^d} \sum_{j \in \mathcal{H}} Q_j(x). \quad (11)$$

To obtain a formal $f$-resilience guarantee of our algorithm we make the following standard assumptions about the non-faulty agents’ cost functions [4, 7, 9]. Recall from Assumption 1 that set $X = [-\xi, \xi]^d$ where $0 < \xi < \infty$.

**Assumption 2 (Lipschitz continuous gradients).** For each non-faulty agent $i$, we assume that the function $Q_i(x)$ is differentiable, and that the gradient $\nabla Q_i(x)$ is Lipschitz continuous in set $X$. Specifically, for each $i \in \mathcal{H}$ there exists a positive finite real values $\mu$ such that

$$\|\nabla Q_i(x) - \nabla Q_i(y)\| \leq \mu \|x - y\|, \quad \forall x, y \in X.$$ 

**Assumption 3 (Strongly convex global cost).** We assume that the average non-faulty cost function, defined to be

$$Q_H(x) = \frac{1}{|\mathcal{H}|} \sum_{i \in \mathcal{H}} Q_i(x), \quad \forall x,$$  

\[12\]

is strongly convex in set $X$. Specifically, there exists a positive real value $\lambda < \infty$ such that \[2\]

$$\langle x - y, \nabla Q_H(x) - \nabla Q_H(y) \rangle \geq \lambda \|x - y\|^2, \quad \forall x, y \in X.$$
In addition to the above assumptions on the cost functions, we also assume the step-size \( \{\eta_t\} \) in the update rule (9) to be diminishing, as stated below.

**Assumption 4 (Diminishing step-sizes).** Consider the update rule (9) for the non-faulty agents. We assume that the sequence of step-sizes \( \{\eta_t\} \) is non-increasing, i.e., \( \eta_{t+1} \leq \eta_t \) for all \( t \geq 0 \) with \( \eta_0 < \infty \), and diminishing, i.e.,

\[
\sum_{t=0}^{\infty} \eta_t = \infty \quad \text{and} \quad \sum_{t=0}^{\infty} \eta_t^2 < \infty.
\]

(13)

For example, \( \eta_t = 1/(t+1) \) satisfies the above conditions [28].

We note below, in Lemma 2, boundedness of non-faulty agents’ local filtered gradients. Proof of Lemma 2 can be found in Appendix A.

**Lemma 2.** Suppose that Assumptions 1 and 2 hold true. Consider the algorithm presented in Section 2.2. There exists a positive real value \( \zeta < \infty \) such that for each non-faulty agent \( i \in \mathcal{H} \), for all \( t \geq 0 \),

\[
\| \text{CGE} \{ g^t_{i1}, \ldots, g^t_{im} \} \| \leq \zeta.
\]

(14)

Before we present our key result in Theorem 1 below, we note in Lemma 3 below the consensus property of our algorithm. Lemma 3 relies on a prior result [32, Proposition 2] on consensus by iterative trimmed-mean gossip. Also, see [2, 34].

Recall that we use notation \(|·|\) to denote set cardinality, absolute value of a real value and 1-norm of a real-valued vector, depending upon its usage. Specifically, for a finite-sized set \( S \), \(|S|\) denotes its cardinality, i.e., the number of elements in \( S \). For \( a \in \mathbb{R} \), \(|a|\) denotes its absolute value, and for a vector \( v \in \mathbb{R}^d \),

\[
|v| = \sum_{k=1}^{d} |v[k]|.
\]

**Lemma 3.** Suppose that Assumptions 1, 2 and 4 hold true. Consider the algorithm presented in Section 2.2. There exist positive real values \( \rho < 1 \) and \( \Gamma < \infty \) such that for each pair of non-faulty agent \( i, j \in \mathcal{H} \), for all \( k \in \{1, \ldots, d\} \) and \( t \geq 0 \),

\[
|x^t_i[k] - x^t_j[k]| \leq \rho^t |\mathcal{H}| \max_{l \in \mathcal{H}} |x^0_l[k]| + |\mathcal{H}| \Gamma \sum_{r=0}^{t} \eta_r \rho^{t-r}.
\]

(15)

Proof of Lemma 3 follows immediately from [32, Lemma 2]. A sketch of the proof is given in Appendix B.

Note that under Assumption 4, we know that \([30, \text{Proposition 1}] \]

\[
\lim_{t \to \infty} \sum_{r=0}^{t} \eta_r \rho^{t-r} = 0, \quad \forall \rho \in (0, 1).
\]

(16)

Consequentially, Lemma 3 proves the consensus property (10) of our algorithm, i.e., the non-faulty agents’ local estimates eventually become equal. Specifically, we obtain the following corollary of Lemma 3.
**Corollary 1.** Suppose that Assumptions 1, 2 and 4 hold true. Consider the algorithm presented in Section 2.2. For each pair of non-faulty agent $i, j \in \mathcal{H}$,

$$\lim_{t \to \infty} \|x^t_i - x^t_j\| = 0.$$ 

To present our key result below in Theorem 1, we define a fault-tolerance margin

$$\alpha = \frac{\lambda}{\lambda + 2\sqrt{d\mu}} - \frac{f}{n}. \quad (17)$$

Also, recall that under Assumption 1, there exists $x^* \in \mathcal{X} = [-\xi, \xi]^d$ such that

$$x^* \in \arg \min_{x \in \mathbb{R}^d} \sum_{i \in \mathcal{H}} Q_i(x).$$

As the cost functions are assumed differentiable,

$$\sum_{i \in \mathcal{H}} \nabla Q_i(x^*) = 0. \quad (18)$$

The above, in conjunction with the strong convexity assumption, i.e., Assumption 3, implies that $x^*$ is the only point in set $\mathcal{X}$ that satisfies (18). Consequentially, under Assumptions 1 and 3,

$$\{x^*\} = \mathcal{X} \cap \arg \min_{x \in \mathbb{R}^d} \sum_{i \in \mathcal{H}} Q_i(x). \quad (19)$$

**Theorem 1.** Suppose that Assumptions 1, 2, 3 and 4 hold true. Consider the algorithm presented in Section 2.2. If the non-faulty agents $\mathcal{H}$ have $2f$-redundancy, and the fault-tolerance margin $\alpha > 0$, then for each agent $i \in \mathcal{H}$,

$$\lim_{t \to \infty} x^t_i = x^*.$$

Theorem 1 implies that our algorithm is provably $f$-resilient under the necessary condition of $2f$-redundancy (see Definition 2), if $\alpha > 0$, i.e.,

$$\frac{f}{n} < \frac{\lambda}{\lambda + 2\sqrt{d\mu}}.$$

We present a formal proof of Theorem 1 in Section 4 below.

**4 Proof of Theorem**

In this section, we present our proof of Theorem 1. Recall that for each agent $i$, $x^t_i$ denotes its local estimate in iteration $t$. The update law for the non-faulty agents’ local estimates, presented in (9), is as follows:

$$x^{t+1}_i = P_X \left( z^t_i - \eta_t \cdot \text{CGE}_f \{ g^{t}_i, \ldots, g^{t}_{m_i} \} \right), \quad \forall t \geq 0.$$

Recall from (8) that for each $i \in \mathcal{H}$ and iteration $t$,

$$z^t_i[k] = \text{Avg} \{ x^t_i[k], \text{Trim}_f \{ m^{t}_j[k], j \in \mathcal{V}_i \} \}, \quad \forall k \in \{1, \ldots, d\}.$$
For all $i$, we let
\[ h_i^t = \text{CGE}_f \{ g_{i1}^t, \ldots, g_{in}^t \}, \quad \forall t. \] (20)
Thus, for each non-faulty agent $i \in \mathcal{H}$,
\[ x_{i}^{t+1} = P_{\mathcal{X}} \left( z_{i}^t - \eta_t \cdot h_i^t \right), \quad \forall t \geq 0. \] (21)

Our proof relies on Claim 1 below regarding the bounded infinite sum of the instantaneous differences between non-faulty agents’ local estimates in each iteration.

**Claim 1.** If Assumptions 2 and 4 hold true then for all $k \in \{1, \ldots, d\}$,
\[ \sum_{t=0}^{\infty} \eta_t \max_{i,j \in \mathcal{H}} |x_{i}^t[k] - x_{j}^t[k]| < \infty. \] (22)
(Proof of Claim 1 is deferred to Appendix C.)

Recall that $\mathcal{H}$ denotes the set of all non-faulty agents. Note that under the strong convexity assumption, i.e., Assumption 3, the minimum point of the aggregate cost function $\sum_{i \in \mathcal{H}} Q_i(x)$ is unique. Recall from (19) that
\[ \{x^*\} = \mathcal{X} \cap \arg \min_{x \in \mathbb{R}^d} \sum_{i \in \mathcal{H}} Q_i(x). \]

For each iteration $t$, we define a vector $x^t$ whose $k$-th element is defined to be
\[ x^t[k] = \arg \max_{y \in \{x_{i}^t[k], i \in \mathcal{H}\}} |y - x^*[k]|, \quad \forall k \in \{1, \ldots, d\}. \] (23)

Alternately, the $k$-th element of $x^t$ is equal to that of a non-faulty agent’s current estimate whose $k$-th element is farthest from the same element of the solution $x^*$. We let $\sigma_{t,k}$ denote a non-faulty agent whose $k$-th element is equal to $x^t[k]$, i.e.,
\[ x_{\sigma_{t,k}}^t[k] = x^t[k], \quad \forall t. \] (24)
For each $k$ and iteration $t$, we define
\[ V^t[k] = \left( x_{\sigma_{t,k}}^t[k] - x^*[k] \right)^2. \] (25)
Note, from (24), that for all $t$, $V^t[k] = (x^t[k] - x^*[k])^2$, and
\[ \sum_{k=1}^{d} V^t[k] = \|x^t - x^*\|^2. \]

We denote
\[ V^t = \sum_{k=1}^{d} V^t[k] = \|x^t - x^*\|^2. \] (26)
To prove the theorem, we show that $V^t$ converges to 0 as $t$ approaches $\infty$, i.e.,

$$\lim_{t \to \infty} V^t = 0.$$ 

Note that the above implies that, for each non-faulty agent $i \in \mathcal{H}$, $\lim_{t \to \infty} x_i^t = x^*$.

Recall, from (21) above, that for each non-faulty agent $i$,

$$x_i^{t+1} = P_{X} \left( z_i^t - \eta_t \cdot h_i^t \right), \ \forall t \geq 0,$$

where $\mathcal{X} = [-\xi, \xi]^d$ is a $d$-dimensional Hypercube. Recall, from (6) that for a vector $x \in \mathbb{R}^d$, the $k$-th element of the projected vector $P_{X}(x)$ is defined to be

$$P_{X}(x)[k] = P_{[-\xi, \xi]}(x[k]), \ \forall k \in \{1, \ldots, d\}.$$ 

Recall from (24) that $\sigma_{t,k}$ denotes a non-faulty agent whose $k$-th element is farthest from $x^*[k]$ in iteration $t$, i.e., $\sigma_{t,k} \in \mathcal{H}$ for all $k$ and $t$. Thus, from above, we obtain for each $k$ and $t$ that

$$x_{\sigma_{t+1,k}}^{t+1}[k] = P_{[-\xi, \xi]} \left( z_{\sigma_{t+1,k}}^t[k] - \eta_t h_{\sigma_{t+1,k}}^t[k] \right).$$

Consider an arbitrary $k \in \{1, \ldots, d\}$. Upon subtracting $x^*[k]$ on both sides above we obtain that

$$x_{\sigma_{t+1,k}}^{t+1}[k] - x^*[k] = P_{[-\xi, \xi]} \left( z_{\sigma_{t+1,k}}^t[k] - \eta_t h_{\sigma_{t+1,k}}^t[k] \right) - x^*[k]. \quad (27)$$

Recall, by Assumption [1] that $x^*[k] \in [-\xi, \xi]$ for all $k$ where $\xi$ is a finite positive real value. By definition of projection $P_{[-\xi, \xi]}(\cdot)$ in (3), we obtain that, for all $k$,

$$\left| P_{[-\xi, \xi]}(x) - x^*[k] \right| \leq |x[k] - x^*[k]|. \quad (28)$$

Recall the definition of $V^t[k]$ from (25). Using (28) in (27), we obtain that

$$V^{t+1}[k] = \left( x_{\sigma_{t+1,k}}^{t+1}[k] - x^*[k] \right)^2 \leq \left( z_{\sigma_{t+1,k}}^t[k] - \eta_t h_{\sigma_{t+1,k}}^t[k] - x^*[k] \right)^2 \quad (29)$$

$$= \left( z_{\sigma_{t+1,k}}^t[k] - x^*[k] \right)^2 + \eta_t^2 \left( h_{\sigma_{t+1,k}}^t[k] \right)^2 - 2\eta_t \left( z_{\sigma_{t+1,k}}^t[k] - x^*[k] \right) h_{\sigma_{t+1,k}}^t[k].$$

Note that, as there are at most $f$ Byzantine faulty agents, for all $i \in \mathcal{H}$, $k \in \{1, \ldots, d\}$ and $t \geq 0$, there exists a set of non-negative real values $\{\beta_i^t[j], j \in \mathcal{H}\}$ with $\sum_{j \in \mathcal{H}} \beta_i^t[j] = 1$ such that $\sum_{j \in \mathcal{H}} \beta_i^t[j] k x_j^t[k]. \quad (30)$

Thus, from (30) above we note that, for all $t$ and $k$, there exists non-negative real values $\{\beta_{\sigma_{t+1,k,j}}^t[k], j \in \mathcal{H}\}$ with $\sum_{j \in \mathcal{H}} \beta_{\sigma_{t+1,k,j}}^t[k] = 1$ such that

$$z_{\sigma_{t+1,k}}^t[k] - x^*[k] = \sum_{j \in \mathcal{H}} \beta_{\sigma_{t+1,k,j}}^t[k] \left( x_j^t[k] - x^*[k] \right). \quad (31)$$
Upon squaring both sides above we obtain that

$$
\left( z^t_{\sigma_{t+1,k}}[k] - x^*[k] \right)^2 = \left( \sum_{j \in \mathcal{H}} \beta^t_{\sigma_{t+1,k,j}}[k] (x^t_j[k] - x^*[k]) \right)^2 \tag{32}
$$

As the square function $(\cdot)^2$ is convex, we have:

$$
\left( \sum_{j \in \mathcal{H}} \beta^t_{\sigma_{t+1,k,j}}[k] (x^t_{\sigma_{t+1,k}}[k] - x^*[k]) \right)^2 \leq \sum_{j \in \mathcal{H}} \beta^t_{\sigma_{t+1,k,j}}[k] \left( x^t_{\sigma_{t+1,k}}[k] - x^*[k] \right)^2.
$$

Now, from (24), note that $|x^t_j[k] - x^*[k]| \leq |x^t_{\sigma_{t,k}}[k] - x^*[k]|$ for all $j \in \mathcal{H}$. Upon substituting this above we obtain that

$$
\left( \sum_{j \in \mathcal{H}} \beta^t_{\sigma_{t+1,k,j}}[k] (x^t_{\sigma_{t+1,k}}[k] - x^*[k]) \right)^2 \leq \left( x^t_{\sigma_{t,k}}[k] - x^*[k] \right)^2 \sum_{j \in \mathcal{H}} \beta^t_{\sigma_{t+1,k,j}}[k]
$$

where the equality follows from the fact that $\sum_{j \in \mathcal{H}} \beta^t_{\sigma_{t+1,k,j}}[k] = 1$. Upon substituting from (33) in (32) we obtain that

$$
\left( z^t_{\sigma_{t+1,k}}[k] - x^*[k] \right)^2 \leq \left( x^t_{\sigma_{t,k}}[k] - x^*[k] \right)^2.
$$

Recall, from (25), that $\left( x^t_{\sigma_{t,k}}[k] - x^*[k] \right)^2 = V^t[k]$. Upon substituting from (34) in (29) we obtain that, for all $k$,

$$
V^{t+1}[k] \leq V^t[k] + \eta_t^2 \left( h^t_{\sigma_{t+1,k}}[k] \right)^2 - 2\eta_t \left( z^t_{\sigma_{t+1,k}}[k] - x^*[k] \right) h^t_{\sigma_{t+1,k}}[k].
$$

Recall, from (26), that $V^t = \sum_{k=1}^d V^t[k]$. Upon adding both sides above over all $k \in \{1, \ldots, d\}$, we obtain that, for all $t$,

$$
V^{t+1} \leq V^t + \eta_t^2 \sum_{k=1}^d \left( h^t_{\sigma_{t+1,k}}[k] \right)^2 - 2\eta_t \sum_{k=1}^d \left( z^t_{\sigma_{t+1,k}}[k] - x^*[k] \right) h^t_{\sigma_{t+1,k}}[k]. \tag{35}
$$

We consider below the coefficient of $\eta_t$ in the last term on the right-hand side of (35) above, i.e.,

$$
\sum_{k=1}^d \left( z^t_{\sigma_{t+1,k}}[k] - x^*[k] \right) h^t_{\sigma_{t+1,k}}[k].
$$

We denote, for each $t$,

$$
U^t = \sum_{k=1}^d \left( z^t_{\sigma_{t+1,k}}[k] - x^*[k] \right) h^t_{\sigma_{t+1,k}}[k]. \tag{36}
$$
Thus, for all \( t \geq 0 \),
\[
V^{t+1} \leq V^t + \eta_t^2 \sum_{k=1}^{d} \left( h_{\sigma_{t+1,k}}^t [k] \right)^2 - 2\eta_t U^t. \tag{37}
\]
Consider an arbitrary non-faulty agent \( i \in \mathcal{H} \). Then, we can write \( U^t \) (defined in \( 36 \) above) as follows, for all \( t \geq 0 \).
\[
U^t = \sum_{k=1}^{d} \left( x_i^t[k] - x^*[k] + z_{\sigma_{t+1,k}}^t[k] - x_i^t[k] \right) h_{\sigma_{t+1,k}}^t[k]. \tag{39}
\]
By expanding the product on the right hand side above we obtain that
\[
U^t = \sum_{k=1}^{d} \left( x_i^t[k] - x^*[k] \right) h_{\sigma_{t+1,k}}^t[k] + \sum_{k=1}^{d} \left( z_{\sigma_{t+1,k}}^t[k] - x_i^t[k] \right) h_{\sigma_{t+1,k}}^t[k]. \tag{40}
\]
In \( 39 \) above, we denote, for each \( k \in \{1, \ldots, d\} \),
\[
S^t[k] = \left( x_i^t[k] - x^*[k] \right) h_{\sigma_{t+1,k}}^t[k], \tag{40}
\]
and
\[
W^t[k] = \left( z_{\sigma_{t+1,k}}^t[k] - x_i^t[k] \right) h_{\sigma_{t+1,k}}^t[k]. \tag{41}
\]
Substituting from \( 40 \) and \( 41 \) in \( 39 \) we obtain that
\[
U^t = \sum_{k=1}^{d} S^t[k] + \sum_{k=1}^{d} W^t[k]. \tag{42}
\]
We make use of the following claims, Claim 2 and 3, for obtaining a lower bound on \( \sum_k S^t[k] \) and an upper bound on \( \left| \sum_k W^t[k] \right| \), respectively. Recall, from \( 20 \), that for all \( j \in \mathcal{H} \),
\[
h_j^t = \text{CGE}_f \left\{ g_{j1}, \ldots, g_{jn} \right\}. \]

**Claim 2.** If the 2f-redundancy property and Assumption 3 hold true then for two arbitrary non-faulty agents \( i, j \in \mathcal{H} \), for all \( k \in \{1, \ldots, d\} \),
\[
(x_i^t[k] - x^*[k]) h_j^t[k] \geq |\mathcal{H}|(x_i^t[k] - x^*[k]) \nabla Q_{\mathcal{H}}(x_i^t)[k] - 2\mu f |x_i^t[k] - x^*[k]| \|x_i^t - x^*\| - \mu (n + 2f) |x_i^t[k] - x^*[k]| \max_{l \in \mathcal{H}} \|x_l^t - x_i^t\|. \tag{43}
\]
Recall, from \( 12 \), that \( Q_{\mathcal{H}}(x) = \frac{1}{|\mathcal{H}|} \sum_{i \in \mathcal{H}} Q_i(x) \) for all \( x \).
(Proof of Claim 2 is deferred to Appendix D)

**Claim 3.** If Assumption 3 holds true then for two arbitrary non-faulty agents \( i, j \in \mathcal{H} \), for all \( k \in \{1, \ldots, d\} \),
\[
| (z_j^t[k] - x_i^t[k]) h_j^t[k] | \leq \zeta \max_{l \in \mathcal{H}} |x_i^t[l] - x_i^t[k]| \tag{44}
\]
where recall from Lemma 2 that \( \zeta \in (0, \infty) \) such that \( \| h_j^t \| \leq \zeta \), \( \forall j \in \mathcal{H} \) and \( t \).
Next, we use Claim 2 to obtain a lower bound on \(\sum \frac{d}{k=1} W^t[k]\).

The above implies that

\[
\sum_{k=1}^{d} W^t[k] \leq \sum_{k=1}^{d} \left| W^t[k] \right| \leq \sum_{k=1}^{d} \max_{l \in \mathcal{H}} \left| x^t_l[k] - x^t_i[k] \right|.
\]

Therefore,

\[
\sum_{k=1}^{d} W^t[k] \leq \sum_{k=1}^{d} \left| W^t[k] \right| \leq \sum_{k=1}^{d} \max_{l \in \mathcal{H}} \left| x^t_l[k] - x^t_i[k] \right|.
\]

(Proof of Claim 3 is deferred to Appendix E.)

Recall the definition of \(W^t[k]\) from \((41)\) above. As a direct implication of Claim 3, we obtain that for all \(k \in \{1, \ldots, d\}\),

\[
\left| W^t[k] \right| \leq \zeta \max_{l \in \mathcal{H}} \left| x^t_l[k] - x^t_i[k] \right|.
\]

Upon substituting from Claim 2 we obtain that, for all \(k\),

\[
\sum_{k=1}^{d} W^t[k] \geq -\zeta \sum_{k=1}^{d} \max_{l \in \mathcal{H}} \left| x^t_l[k] - x^t_i[k] \right|.
\]

Recall from \((46)\) that, for all \(k\),

\[
S^t[k] = (x^t_i[k] - x^*[k]) h^t_{\sigma_{t+1,k}}[k].
\]

Adding both sides for all values of \(k\) we obtain that, for all \(k\),

\[
S^t[k] \geq \left\{ \mathcal{H} \right\} \left( x^t_i[k] - x^*[k] \right) \nabla_{Q_{\mathcal{H}}(x^t_i)}[k] - 2\mu f \left| x^t_i[k] - x^*[k] \right| \left| x^t_i - x^* \right|
\]

\[
- \mu (n + 2f) \left| x^t_i[k] - x^*[k] \right| \max_{l \in \mathcal{H}} \left| x^t_l - x^t_i \right|.
\]

Recall that the 1-norm of a vector \(v \in \mathbb{R}^d\), denoted by \(\|v\|\), is equal to \(\sum_{k=1}^{d} |v[k]|\).

Substituting \(\sum_{k=1}^{d} |x^t_i[k] - x^*[k]|\) by \(\|x^t_i - x^*\|\) above we obtain that

\[
\sum_{k=1}^{d} S^t[k] \geq \left\{ \mathcal{H} \right\} \sum_{k=1}^{d} (x^t_i[k] - x^*[k]) \nabla_{Q_{\mathcal{H}}(x^t_i)}[k] - 2\mu f \left| x^t_i - x^* \right| \left| x^t_i - x^* \right|
\]

\[
- \mu (n + 2f) \left| x^t_i - x^* \right| \max_{l \in \mathcal{H}} \left| x^t_l - x^t_i \right|.
\]

By definition of inner product, \(\sum_{k=1}^{d} (x^t_i[k] - x^*[k]) \nabla_{Q_{\mathcal{H}}(x^t_i)}[k] = \langle x^t_i - x^*, Q_{\mathcal{H}}(x^t_i) \rangle\).

Substituting this above we obtain that

\[
\sum_{k=1}^{d} S^t[k] \geq \left\{ \mathcal{H} \right\} \langle x^t_i - x^*, Q_{\mathcal{H}}(x^t_i) \rangle - 2\mu f \left| x^t_i - x^* \right| \left| x^t_i - x^* \right|
\]

\[
- \mu (n + 2f) \left| x^t_i - x^* \right| \max_{l \in \mathcal{H}} \left| x^t_l - x^t_i \right|.
\]

(47)
Recall that for a vector $v \in \mathbb{R}^d$, as $(\sum_{k=1}^{d} |v[k]|)^2 \leq d \sum_{k=1}^{d} |v[k]|^2$, $|v| \leq \sqrt{d} \|v\|$. Using this fact in (47) above we obtain that

$$\sum_{k=1}^{d} S^t[k] \geq |\mathcal{H}| \langle x^t_i - x^*, Q \mathcal{H}(x^t_i) \rangle - 2\sqrt{d} \mu f \|x^t_i - x^*\|^2 - \mu \sqrt{d} (n + 2f) \|x^t_i - x^*\| \max_{l \in \mathcal{H}} \|x^t_i - x^t_l\|.$$  

From Assumption 3, recall that $\langle x^t_i - x^*, Q \mathcal{H}(x^t_i) \rangle \geq \lambda \|x^t_i - x^*\|^2$. Substituting this above we obtain that

$$\sum_{k=1}^{d} S^t[k] \geq \left( \lambda |\mathcal{H}| - 2\sqrt{d} \mu f \right) \|x^t_i - x^*\|^2 - \mu \sqrt{d} (n + 2f) \|x^t_i - x^*\| \max_{l \in \mathcal{H}} \|x^t_i - x^t_l\|.  \tag{48}$$

Recall that $|\mathcal{H}| \geq n - f$. Thus, the above implies that

$$\sum_{k=1}^{d} S^t[k] \geq \left( \lambda n - \left( \lambda + 2\sqrt{d} \mu \right) f \right) \|x^t_i - x^*\|^2 - \mu \sqrt{d} (n + 2f) \|x^t_i - x^*\| \max_{l \in \mathcal{H}} \|x^t_i - x^t_l\|.  \tag{49}$$

Recall from (42) that

$$U^t = \sum_{k=1}^{d} S^t[k] + \sum_{k=1}^{d} W^t[k].$$

Substituting $\sum_k W^t[k]$ and $\sum_{k=1}^{d} S^t[k]$ above from (46) and (49), respectively, we obtain that

$$U^t \geq n \left( \lambda + 2\sqrt{d} \mu \right) \alpha \|x^t_i - x^*\|^2 - \mu \sqrt{d} (n + 2f) \|x^t_i - x^*\| \max_{l \in \mathcal{H}} \|x^t_i - x^t_l\|$$

$$- \zeta \sum_{k=1}^{d} \max_{l \in \mathcal{H}} |x^t_l[k] - x^t_i[k]|. \tag{50}$$

Now, recall from (37) that, for all $t \geq 0$,

$$V^{t+1} \leq V^t + \eta^2 \sum_{k=1}^{d} \left( h^t_{\sigma_{t+1}, k}[k] \right)^2 - 2\eta U^t.$$
Substituting from (50) in the above inequality, we obtain that

\[ V^{t+1} \leq V^t + 2\eta \sum_{k=1}^{d} \left( h_{\sigma_{t+1,k}}^t \right)^2 - 2\eta n \left( \lambda + 2\sqrt{d\mu} \right) \alpha \| x_t^i - x^* \|^2 \]

\[ + 2\eta \mu \sqrt{d} \left( n + 2f \right) \| x_t^i - x^* \| \max_{\ell \in H} \| x_t^\ell - x_t^i \| + 2\eta \zeta \sum_{k=1}^{d} \max_{\ell \in H} | x_t^\ell[k] - x_t^i[k] |. \]

We now consider a few terms on right-hand side above separately, and denote

\[ \Omega^t = \eta^2 \sum_{k=1}^{d} \left( h_{\sigma_{t+1,k}}^t \right)^2 + 2\eta \mu \sqrt{d} \left( n + 2f \right) \| x_t^i - x^* \| \max_{\ell \in H} \| x_t^\ell - x_t^i \| \]

\[ + 2\eta \zeta \sum_{k=1}^{d} \max_{\ell \in H} | x_t^\ell[k] - x_t^i[k] |. \] (51)

Therefore, for all \( t \geq 0 \),

\[ V^{t+1} \leq V^t - 2\eta n \left( \lambda + 2\sqrt{d\mu} \right) \alpha \| x_t^i - x^* \|^2 + \Omega^t. \] (52)

Note that, as the fault-tolerance margin \( \alpha \) is assumed positive,

\[ V^{t+1} \leq V^t + \Omega^t, \quad \forall t \geq 0. \] (53)

Recall, from the definition of \( V^t \) in (26), that \( V^t \geq 0 \) for all \( t \). We review below a sufficient criterion for convergence of a non-negative sequences.

**Lemma 4** (Bottou, 1998 [6]). Consider a sequence of real values \( \{ u_t, t = 0, 1, \ldots \} \).

If \( u_t \geq 0, \forall t \) then

\[ \sum_{t=0}^{\infty} (u_{t+1} - u_t)_+ < \infty \implies \begin{cases} \sum_{t=0}^{\infty} (u_{t+1} - u_t)_+ < \infty & u_t \xrightarrow{t \to \infty} u_{\infty} < \infty \\
\sum_{t=0}^{\infty} (u_{t+1} - u_t)_- > -\infty & \end{cases} \] (54)

where the operators \( (\cdot)_+ \) and \( (\cdot)_- \) are defined as follows for a real scalar \( x \),

\[ (x)_+ = \begin{cases} x, & x > 0 \\
0, & \text{otherwise} \end{cases} \quad \text{and} \quad (x)_- = \begin{cases} 0, & x > 0 \\
x, & \text{otherwise} \end{cases} \]

We show below that \( \sum_{t=0}^{\infty} (V^{t+1} - V^t)_+ < \infty \). This, in conjunction with Lemma 4, will prove that \( \lim_{t \to \infty} V^t < \infty \).  

Note, from (53), that for all \( t \geq 0 \),

\[ (V^{t+1} - V^t)_+ \leq \Omega^t \]

where observer from (51) that \( \Omega^t \geq 0 \). Therefore,

\[ \sum_{t=0}^{\infty} (V^{t+1} - V^t)_+ \leq \sum_{t=0}^{\infty} \Omega^t. \] (55)
Recall from (51) that, for all \( t \),

\[
\Omega^t = \eta_t^2 \sum_{k=1}^{d} \left( h^t_{\sigma_{t+1,k}}[k] \right)^2 + 2\eta_t \mu \sqrt{d} (n + 2f) \| x^*_t \| \max_{i \in \mathcal{H}} \| x^*_i - x^t_i \| \\
+ 2\eta_t \zeta \sum_{k=1}^{d} \max_{i \in \mathcal{H}} \| x^t_i[k] - x^t_i[k] \|.
\] (56)

Recall that for a vector \( v \in \mathbb{R}^d \), \( |v[k]| \leq \| v \| \) for each \( k \in \{1, \ldots, d\} \). Therefore, in (56), \( \left( h^t_{\sigma_{t+1,k}}[k] \right)^2 \leq \left( h^t_{\sigma_{t+1,k}} \right)^2 \), and we obtain that

\[
\Omega^t \leq \eta_t^2 \sum_{k=1}^{d} \left( h^t_{\sigma_{t+1,k}} \right)^2 + 2\eta_t \mu \sqrt{d} (n + 2f) \| x^*_t \| \max_{i \in \mathcal{H}} \| x^*_i - x^t_i \| \\
+ 2\eta_t \zeta \sum_{k=1}^{d} \max_{i \in \mathcal{H}} \| x^t_i[k] - x^t_i[k] \|.
\] (57)

Recall, from (20), that

\[
h^t_{\sigma_{t+1,k}} = \text{CGE}_i \left\{ g^t_{\sigma_{t+1,k},1}, \ldots, g^t_{\sigma_{t+1,k},n} \right\}.
\]

As \( \sigma_{t+1,k} \in \mathcal{H} \), Lemma 2 implies that \( \left\| h^t_{\sigma_{t+1,k}} \right\| \leq \zeta \), for all \( k \) and \( t \), where \( \zeta < \infty \). Therefore, \( \sum_{k=1}^{d} \left( h^t_{\sigma_{t+1,k}}[k] \right)^2 \leq d \zeta^2 \). Substituting this in (57) implies that

\[
\Omega^t \leq \eta_t^2 d \zeta^2 + 2\eta_t \mu \sqrt{d} (n + 2f) \| x^*_t \| \max_{i \in \mathcal{H}} \| x^*_i - x^t_i \| + 2\eta_t \zeta \sum_{k=1}^{d} \max_{i \in \mathcal{H}} \| x^t_i[k] - x^t_i[k] \|.
\] (58)

Now, owing to triangle inequality, \( \| x^*_t - x^* \| \leq \| x^*_t \| + \| x^* \| \). As agent \( i \in \mathcal{H} \), recall from (9), that \( x^*_t \in \mathcal{X} = [-\xi, \xi]^d \) for all \( t \). Also, recall that \( x^* \in \mathcal{X} \). Thus,

\[
\| x^*_t - x^* \| \leq \| x^*_t \| + \| x^* \| \leq d \xi + d \xi = 2d \xi.
\]

Substituting from above in (58), we obtain that

\[
\Omega^t \leq \eta_t^2 d \zeta^2 + 4\eta_t \mu d \sqrt{d} \xi (n + 2f) \max_{i \in \mathcal{H}} \| x^*_t - x^t_i \| + 2\eta_t \zeta \sum_{k=1}^{d} \max_{i \in \mathcal{H}} \| x^t_i[k] - x^t_i[k] \|.
\] (59)

For vector \( v \in \mathbb{R}^d \), \( \| v \| \leq \sum_{k=1}^{d} |v[k]| \). Therefore, for all \( i, l \in \mathcal{H} \), \( \| x^*_t - x^t_i \| \leq \sum_{k=1}^{d} |x^*_t[k] - x^t_i[k]| \). This implies that \( \max_{l \in \mathcal{H}} \| x^*_t - x^t_i \| \leq \sum_{k=1}^{d} \max_{l \in \mathcal{H}} |x^*_t[k] - x^t_i[k]| \). Upon using this inequality in (59), we obtain that

\[
\Omega^t \leq \eta_t^2 d \zeta^2 + 2\mu d \sqrt{d} \xi (n + 2f) + \zeta \sum_{k=1}^{d} \max_{l \in \mathcal{H}} |x^*_t[k] - x^t_i[k]|.
\]
Note that above holds true for each iteration $t \in \{0, 1, \ldots \}$. Therefore,

$$
\sum_{t=0}^{\infty} \Omega^t \leq d \zeta^2 \sum_{t=0}^{\infty} \eta_t^2 + 2 \left( 2 \mu d \sqrt{d} \xi (n + 2 f) + \zeta \right) \sum_{t=0}^{\infty} \eta_t \sum_{k=1}^{d} \max_{l \in \mathcal{H}} \left| x_l^t[k] - x_i^t[k] \right|. \quad (60)
$$

By Assumption 4, $\sum_{t=0}^{\infty} \eta_t^2 < \infty$. Thus, as $d$ and $\zeta$ are finite constants,

$$
d \zeta^2 \sum_{t=0}^{\infty} \eta_t^2 < \infty. \quad (61)
$$

From Claim 1 we obtain that, under Assumptions 1, 2 and 4,

$$
\sum_{t=0}^{\infty} \eta_t \sum_{k=1}^{d} \max_{l \in \mathcal{H}} \left| x_l^t[k] - x_i^t[k] \right| < \infty. \quad (62)
$$

As $\xi < \infty$ (Assumption 1), substituting from (61) and (62) in (60) we obtain that

$$
\sum_{t=0}^{\infty} \Omega^t < \infty. \quad (63)
$$

Substituting from (63) in (55), we obtain that

$$
\sum_{t=0}^{\infty} \left( V^{t+1} - V^t \right)_+ \leq \sum_{t=0}^{\infty} \Omega^t < \infty. \quad (64)
$$

As $V^t \geq 0$ for all $t$ (see (26)), the above, in conjunction with Lemma 4 implies that

$$
V_\infty = \lim_{t \to \infty} V^t < \infty. \quad (65)
$$

Now, recall from (52) that for all $t \geq 0$,

$$
V^{t+1} \leq V^t - 2 \eta_t \left( \lambda + 2 \sqrt{d} \mu \right) \alpha \left\| x_i^t - x^* \right\|^2 + \Omega^t.
$$

Therefore,

$$
\sum_{t=0}^{\infty} V^{t+1} \leq \sum_{t=0}^{\infty} V^t - 2n \left( \lambda + 2 \sqrt{d} \mu \right) \alpha \sum_{t=0}^{\infty} \eta_t \left\| x_i^t - x^* \right\|^2 + \sum_{t=0}^{\infty} \Omega^t.
$$

Note that for all $\tau \in \{0, 1, \ldots \}$, $\sum_{t=0}^{\tau} V^{t+1} - \sum_{t=0}^{\tau} V^t = V^{\tau+1} - V^0$. Thus, from above we obtain that

$$
V_\infty - V^0 \leq -2n \left( \lambda + 2 \sqrt{d} \mu \right) \alpha \sum_{t=0}^{\infty} \eta_t \left\| x_i^t - x^* \right\|^2 + \sum_{t=0}^{\infty} \Omega^t. \quad (66)
$$

From (63), recall that $\sum_{t=0}^{\infty} \Omega^t < \infty$. From (65), recall that $V_\infty < \infty$. As per the specifications of the algorithm, the initial local estimate $x_i^0$ of each non-faulty agent
has bounded norm, i.e., $\|x^0\| < \infty$, and by Assumption 1, $\|x^*\| < \infty$. Therefore, by definition of $V^t$ in (26), $V^0 < \infty$. Thus, from (66) we obtain that

$$\left| 2n \left( \lambda + 2\sqrt{d\mu} \right) \alpha \sum_{t=0}^{\infty} \eta_t \|x^t_i - x^*\|^2 \right| < \infty.$$  

As $\alpha$ is assumed positive and is bounded by Definition (17), the above implies that

$$\sum_{t=0}^{\infty} \eta_t \|x^t_i - x^*\|^2 < \infty. \quad (67)$$

Recall that $i$ in (67) is an arbitrary non-faulty agent in $\mathcal{H}$. Therefore, (67) holds true for all $i \in \mathcal{H}$. Therefore, from (67) we obtain that

$$\sum_{i \in \mathcal{H}} \sum_{t=0}^{\infty} \eta_t \|x^t_i - x^*\|^2 < \infty. \quad (68)$$

Obviously, from the definition of $V^t$ in (26), for all $t$,

$$V^t \leq \sum_{i \in \mathcal{H}} \|x^t_i - x^*\|^2.$$  

As $\eta_t \geq 0$ for all $t$, the above implies that

$$\eta_t V^t \leq \sum_{i \in \mathcal{H}} \eta_t \|x^t_i - x^*\|^2, \quad \forall t. \quad (69)$$

From (68) and (69) we obtain that

$$\sum_{t=0}^{\infty} \eta_t V^t < \infty. \quad (70)$$

Recall that, by Assumption 4, $\sum_{t=0}^{\infty} \eta_t = \infty$. Finally, we reason by contradiction to show that $V^\infty = \lim_{t \to \infty} V^t = 0$.

Suppose, toward a contradiction, that $V^\infty = \delta > 0$. Therefore, as the sequence $\{V^t, t = 0, 1, \ldots\}$ converges to $V^\infty$, there exists a positive integer $\tau < \infty$ such that

$$V^t > V^\infty - \frac{\delta}{2} = \frac{\delta}{2}, \quad \forall t > \tau.$$  

The above implies that

$$\sum_{t=\tau+1}^{\infty} \eta_t V^t > \frac{\delta}{2} \sum_{t=\tau+1}^{\infty} \eta_t. \quad (71)$$

By Assumption 4, $\sum_{t=\tau}^{\infty} \eta_t = \infty$. Thus, (71) implies that

$$\sum_{t=\tau+1}^{\infty} \eta_t V^t = \infty. \quad (72)$$
As both $\eta_t$ and $V^t$ are non-negative for all $t \geq 0$, (72) implies that

$$\sum_{t=0}^{\infty} \eta_t V^t \geq \sum_{t=t+1}^{\infty} \eta_t V^t = \infty.$$  \hspace{1cm} (73)

The above, i.e., (73), contradicts the proven fact (70). Therefore,

$$V^\infty = \lim_{t \to \infty} V^t = 0.$$  

Hence, by definition of $V^t$ in (26) and $x^t$ in (23),

$$\lim_{t \to \infty} x^t_i = x^\star, \quad \forall i \in \mathcal{H}.$$  

5 Summary

We have considered the problem of Byzantine fault-tolerance in the peer-to-peer (P2P) distributed gradient-descent method, which is a commonly used algorithm for solving the problem of distributed optimization in a P2P system. We have proposed a fault-tolerance mechanism that imparts exact fault-tolerance, referred as $f$-resilience, to the P2P distributed gradient-descent method in presence of up to $f$ non-faulty agents in a system with $n$ total agents. We have shown that our algorithm is $f$-resilient against a bounded fraction of faulty agents $f/n$, under the necessary condition of $2f$-redundancy and certain other standard assumptions.
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A Appendix: Proof of Lemma 2

Lemma (Restated). Suppose that Assumptions 1 and 2 hold true. Consider the algorithm presented in Section 2.2. There exists a positive real value $\zeta < \infty$ such that for each non-faulty agent $i \in \mathcal{H}$, for all $t \geq 0$,

$$\|\text{CGE}_f \{g^t_{i1}, \ldots, g^t_{in}\}\| \leq \zeta.$$ 

Proof. Consider an arbitrary non-faulty agent $i \in \mathcal{H}$ and an iteration $t$. Recall that $g^t_{ij}$ denotes the gradient sent by agent $j$ to agent $i$ in iteration $t$. Also, recall that if $j \in \mathcal{H}$ then $g^t_{ij} = \nabla Q_j(x^t_j)$. A faulty agent $j$ may send an arbitrary vector for its gradient $g^t_{ij}$. We denote by $i_j \in \{1, \ldots, n\}$ the agent that sends gradient with $j$-th smallest Euclidean norm. Specifically,

$$\|g^t_{ii_1}\| \leq \ldots \leq \|g^t_{ii_{n-f}}\| \leq \ldots \leq \|g^t_{ii_n}\|. \tag{74}$$

From (74), and the definition of $\text{CGE}_f$ in (6), we obtain that

$$\|\text{CGE}_f \{g^t_{i1}, \ldots, g^t_{in}\}\| \leq (n - f) \|g^t_{ii_j}\|, \quad \forall j \in \{n - f, \ldots, n\}. \tag{75}$$

As there are at most $f$ Byzantine faulty agents, there exits a non-faulty agent $\nu_i \in \{i_{n-f}, \ldots, i_n\}$. Recall that, as $\nu_i \in \mathcal{H}$, $g^t_{i\nu_i} = \nabla Q_{\nu_i}(x^t_{\nu_i})$. Thus, from (75) we obtain that

$$\|\text{CGE}_f \{g^t_{i1}, \ldots, g^t_{in}\}\| \leq (n - f) \|g^t_{i\nu_i}\| = (n - f) \|\nabla Q_{\nu_i}(x^t_{\nu_i})\|. \tag{76}$$

Recall, from Assumption 2 that the cost function of each non-faulty $i \in H$ is differentiable. Therefore, for all $i \in \mathcal{H}$,

$$\text{if } \|x\| < \infty \text{ then } \|\nabla Q_i(x)\| < \infty. \tag{77}$$

Now, recall from the update rule (9) that, for all $i \in \mathcal{H}$ and iteration $t \geq 0$,

$$x^t_i \in X = [-\xi, \xi]^d \tag{78}$$

where $\xi < \infty$. Thus, (77) and (78) implies that, for all $i \in \mathcal{H}$ and $t \geq 0$,

$$\|\nabla Q_i(x^t_i)\| \leq \max_{x \in X} \|\nabla Q_i(x)\| < \infty. \tag{79}$$

Recall that $\nu_i \in \mathcal{H}$ in (76). Substituting from (79) in (76) we obtain that

$$\|\text{CGE}_f \{g^t_{i1}, \ldots, g^t_{in}\}\| \leq (n - f) \max_{x \in X} \|\nabla Q_{\nu_i}(x)\|.$$ 

As $i$ is an arbitrary non-faulty agent, and $t$ is an arbitrary iteration, the above implies that $\|\text{CGE}_f \{g^t_{i1}, \ldots, g^t_{in}\}\| \leq \zeta$, where

$$\zeta = (n - f) \max_{i \in \mathcal{H}} \max_{x \in X} \|\nabla Q_i(x)\|,$$

for all $i \in \mathcal{H}$ and $t \geq 0$. \hfill \blacksquare
B Appendix: Proof of Lemma 3

**Lemma (Restated).** Suppose that Assumptions 1, 2, and 3 hold true. Consider the algorithm presented in Section 2.2. There exist positive real values \( \rho < 1 \) and \( \Gamma < \infty \) such that for each pair of non-faulty agent \( i, j \in \mathcal{H} \), for all \( k \in \{1, \ldots, d\} \) and \( t \geq 1 \),

\[
|x_i^t[k] - x_j^t[k]| \leq \rho^t |\mathcal{H}| \max_{i \in \mathcal{H}} |x_i^0[k]| + |\mathcal{H}| \Gamma \sum_{r=1}^{t} \eta_r \rho^{t-r}.
\]

**Proof.** Our proof relies on the result in [32, Lemma 2].

Consider an arbitrary non-faulty agent \( i \in \mathcal{H} \) and iteration \( t \geq 0 \). Recall, from the update rule (9) of the algorithm, that

\[
x_{i}^{t+1} = P_X \left( z_i^t - \eta_t \mathrm{CGE}_f \left\{ g_i^t, \ldots, g_m^t \right\} \right).
\]

Note that, by definition of \( P_X(\cdot) \) in (4) and (3), for all \( k \in \{1, \ldots, d\} \),

\[
x_{i}^{t+1}[k] = P_{[-\xi, \xi]} \left( z_i^t[k] - \eta_t \mathrm{CGE}_f \left\{ g_i^t, \ldots, g_m^t \right\} [k] \right).
\]  
(80)

Upon substituting, for all \( i \),

\[
h_i^t = \mathrm{CGE}_f \left\{ g_i^1, \ldots, g_i^t \right\}
\]

in (80), we obtain that, for all \( k \in \{1, \ldots, d\} \),

\[
x_{i}^{t+1}[k] = P_{[-\xi, \xi]} \left( z_i^t[k] - \eta_t h_i^t[k] \right).
\]  
(81)

Alternately, for all \( k \),

\[
x_{i}^{t+1}[k] = z_i^t[k] - \eta_t h_i^t[k] + P_{[-\xi, \xi]} \left( z_i^t[k] - \eta_t h_i^t[k] \right) - \left( z_i^t[k] - \eta_t h_i^t[k] \right).
\]  
(82)

For all \( i \in \mathcal{H} \) and \( t \), we define the projection error to be

\[
e_i^t = P_X \left( z_i^t - \eta_t h_i^t \right) - \left( z_i^t - \eta_t h_i^t \right).
\]  
(83)

Therefore, for all \( k \in \{1, \ldots, d\} \),

\[
e_i^t[k] = P_{[-\xi, \xi]} \left( z_i^t[k] - \eta_t h_i^t[k] \right) - \left( z_i^t[k] - \eta_t h_i^t[k] \right).
\]  
(84)

Substituting from (84) in (82) we obtain that, for all \( k \),

\[
x_{i}^{t+1}[k] = z_i^t[k] - \eta_t h_i^t[k] + e_i^t[k].
\]  
(85)

The update law in (85) is similar to [32, Eqn. (9)]. Also, recall from Lemma 2 that under Assumptions 1 and 2, \( \|h_i^t\| \leq \zeta < \infty \) for all \( t \). Therefore, \( \|h_i^t[k]\| \leq \|h_i^t\| \leq \zeta \) for all \( k \) and \( t \). We show below that for all \( k \) and \( t \), \( |e_i^t[k]| \leq \eta_t \zeta \). The rest of the proof then follows immediately from the proof of [32, Lemma 2].
Consider an arbitrary $k \in \{1, \ldots, d\}$. Note from (85) that
\begin{equation}
    e_i^t[k] = x_i^{t+1}[k] - (z_i^t[k] - \eta_k h_i^t[k]).
\end{equation}

Note that $z_i^t[k]$ can be written as a convex combination of non-faulty agents’ estimates $\{x_i^l[k], \ l \in \mathcal{H}\}$ (see [32] Section VI.A). Specifically, as shown in (30) of Section 4), for all $t$,
\begin{equation}
    z_i^t[k] = \sum_{l \in \mathcal{H}} \beta_{j,l}^t[k] x_i^l[k],
\end{equation}
where $\beta_{j,l}^t[k] \geq 0$ for all $l \in \mathcal{H}$ and $\sum_{l \in \mathcal{H}} \beta_{j,l}^t[k] = 1$. Recall from (81) that $x_i^t[k] \in [-\xi, \xi]$ for all $l \in \mathcal{H}$ and $t$. Therefore, the above implies that
\begin{equation}
    z_i^t[k] \in [-\xi, \xi], \ \forall t, k.
\end{equation}

By the non-expansion property of projection onto a convex compact set [24, Lemma 1], such as the set $\mathcal{X} \subset \mathbb{R}^d$, for all $v \in \mathbb{R}^d$ and $u \in \mathcal{X}$,
\begin{equation}
    \|P_{\mathcal{X}}(v) - u\|^2 \leq \|v - u\|^2 - \|P_{\mathcal{X}}(v) - v\|^2.
\end{equation}

The above property holds true even when $d = 1$. Now, recall from (89) that $x_i^{t+1}[k] = P_{[-\xi, \xi]}(z_i^t[k] - \eta_k h_i^t[k])$. As $z_i^t[k] \in [-\xi, \xi]$ (see (87)), from (88) we obtain that
\begin{equation}
    |x_i^{t+1}[k] - z_i^t[k]|^2 \leq |z_i^t[k] - \eta_k h_i^t[k] - z_i^t[k]|^2 - |x_i^{t+1}[k] - (z_i^t[k] - \eta_k h_i^t[k])|^2.
\end{equation}

Substituting from (86) in the above inequality implies that
\begin{equation}
    |x_i^{t+1}[k] - z_i^t[k]|^2 \leq |\eta_k h_i^t[k]|^2 - |e_i^t[k]|^2.
\end{equation}

From (89) we obtain that
\begin{equation}
    |e_i^t[k]|^2 \leq |\eta_k h_i^t[k]|^2 - |x_i^{t+1}[k] - z_i^t[k]|^2 \leq |\eta_k h_i^t[k]|^2.
\end{equation}

Therefore,
\begin{equation}
    |e_i^t[k]| \leq \eta_k |h_i^t[k]|.
\end{equation}

Recall that under Assumptions 1 and 2 owing to Lemma 2, $\|h_i^t\| \leq \zeta < \infty$ for all $t$. Therefore, $|h_i^t[k]| \leq \|h_i^t\| \leq \zeta$ for all $k$ and $t$. Substituting this in (90) implies that
\begin{equation}
    |e_i^t[k]| \leq \eta_k \zeta.
\end{equation}

The above holds true for all $k \in \{1, \ldots, d\}$ and $t \geq 0$. \hfill \Box

C Appendix: Proof of Claim 1

Claim (Restated). If Assumptions 1, 2 and 3 hold true then for all $k$,
\begin{equation}
    \sum_{t=0}^{\infty} \eta_k \max_{i, j \in \mathcal{H}} |x_i^t[k] - x_j^t[k]| < \infty.
\end{equation}
Proof. Recall from Lemma 3 that, under Assumptions 2 and 4, there exists $\rho \in (0, 1)$ and $\Gamma < \infty$ such that for each pair of non-faulty agent $i, j \in \mathcal{H}$, for all $k \in \{1, \ldots, d\}$ and $t \geq 0$,

$$|x^i_t[k] - x^j_t[k]| \leq \rho^t \max_{l \in \mathcal{H}} |x^0_l[k]| + |\mathcal{H}| \Gamma \sum_{r=0}^{t} \eta_r \rho^{t-r}.$$  

Therefore, for all $t \geq 0$ and $k \in \{1, \ldots, d\}$,

$$\max_{i,j \in \mathcal{H}} |x^i_t[k] - x^j_t[k]| \leq \rho^t \max_{l \in \mathcal{H}} |x^0_l[k]| + |\mathcal{H}| \Gamma \sum_{r=0}^{t} \eta_r \rho^{t-r}. \quad (91)$$

Upon multiplying both sides in (91) by $\eta_t$, and then taking summation over $t = 0, 1, \ldots$ we obtain that, for all $k \in \{1, \ldots, d\}$,

$$\sum_{t=0}^{\infty} \eta_t \max_{i,j \in \mathcal{H}} |x^i_t[k] - x^j_t[k]| \leq |\mathcal{H}| \max_{l \in \mathcal{H}} |x^0_l[k]| \sum_{t=0}^{\infty} \eta_t \rho^t + |\mathcal{H}| \sum_{t=0}^{\infty} \eta_t \sum_{r=0}^{t} \eta_r \rho^{t-r}. \quad (92)$$

Recall that, under Assumption 4, $\eta_t \leq \eta_0 < \infty$ for all $t \geq 0$, and that $0 \leq \rho < 1$. Therefore,

$$\sum_{t=0}^{\infty} \eta_t \rho^t \leq \eta_0 \sum_{t=0}^{\infty} \rho^t = \frac{\eta_0}{1 - \rho} < \infty. \quad (93)$$

As $x^0_i$ is a finite point for all $i \in \mathcal{H}$, (93) implies that the first term in (92), i.e.,

$$|\mathcal{H}| \max_{l \in \mathcal{H}} |x^0_l[k]| \sum_{t=0}^{\infty} \eta_t \rho^t < \infty. \quad (94)$$

We show below that the summation in the second term of (92) is also finite, i.e., $\sum_{t=0}^{\infty} \eta_t \sum_{r=0}^{t} \eta_r \rho^{t-r} < \infty$.

For a real value $a$, we let $\lfloor a \rfloor$ denote the largest integer smaller than or equal to $a$. For an arbitrary $t \geq 2$, we can write

$$\sum_{r=0}^{t} \eta_r \rho^{t-r} = \sum_{r=0}^{[t/2]} \eta_r \rho^{t-r} + \sum_{r=[t/2]+1}^{t} \eta_r \rho^{t-r}. \quad (95)$$

Note that, as $\eta_{t+1} \leq \eta_t$ for all $t \geq 0$ (cf. Assumption 4) and $\rho \in (0, 1)$,

$$\sum_{r=0}^{[t/2]} \eta_r \rho^{t-r} \leq \eta_0 \sum_{r=0}^{[t/2]} \rho^{t-r} \leq \eta_0 \rho^{t/2} \sum_{r=0}^{\infty} \rho^r = \frac{\eta_0 \rho^{t/2}}{1 - \rho}. \quad (96)$$

Similarly,

$$\sum_{r=[t/2]+1}^{t} \eta_r \rho^{t-r} \leq \eta_{[t/2]+1} \sum_{r=0}^{\infty} \rho^r = \frac{\eta_{[t/2]+1}}{1 - \rho}. \quad (97)$$
Upon substituting from (96) and (97) in (95) we obtain that, for all \( t \geq 2 \),
\[
\sum_{r=0}^{t} \eta_r \rho^{t-r} \leq \left( \eta_0 \rho^{t/2} + \eta_{\lceil t/2 \rceil + 1} \right) \left( \frac{1}{1 - \rho} \right). \tag{98}
\]
From (98) we obtain that
\[
\sum_{t=2}^{\infty} \eta_t \sum_{r=0}^{t} \eta_r \rho^{t-r} \leq \left( \eta_0 \sum_{t=2}^{\infty} \eta_t \rho^{t/2} + \sum_{t=2}^{\infty} \eta_t \eta_{\lceil t/2 \rceil + 1} \right) \left( \frac{1}{1 - \rho} \right). \tag{99}
\]
Note that, as \( \rho \in (0, 1) \) and \( \eta_{t+1} \leq \eta_t \) for all \( t \) (see Assumption 4),
\[
\sum_{t=2}^{\infty} \eta_t \eta_{\lceil t/2 \rceil + 1} \leq \sum_{t=2}^{\infty} \eta_t^2 \leq \sum_{t=1}^{\infty} \eta_t^2 < \infty. \tag{100}
\]
Also, by Assumption 4 as \( \eta_{t+1} \leq \eta_t \) for all \( t \) and \( \sum_{t=0}^{\infty} \eta_t^2 < \infty \),
\[
\sum_{t=2}^{\infty} \eta_t \eta_{\lceil t/2 \rceil + 1} \leq \sum_{t=2}^{\infty} \eta_t^2 = 2 \sum_{t=1}^{\infty} \eta_t^2 < \infty. \tag{101}
\]
Substituting from (100) and (101) in (99) implies that
\[
\sum_{t=2}^{\infty} \eta_t \sum_{r=0}^{t} \eta_r \rho^{t-r} < \infty.
\]
As \( \eta_t < \infty \) for all \( t \), the above implies that
\[
|\mathcal{H}| \sum_{t=0}^{\infty} \eta_t \sum_{r=0}^{t} \eta_r \rho^{t-r} = |\mathcal{H}| \sum_{t=0}^{\infty} \left( \eta_0 \rho^{t/2} + \eta_{\lceil t/2 \rceil + 1} \right) \left( \frac{1}{1 - \rho} \right) < \infty. \tag{102}
\]
Finally, substituting from (94) and (102) in (92) we obtain that, for all \( k \),
\[
\sum_{t=0}^{\infty} \eta_t \max_{i,j \in \mathcal{H}} \left| x^t_i[k] - x^t_j[k] \right| < \infty. \tag{103}
\]
Hence, the proof. \( \square \)

### D Appendix: Proof of Claim 2

We present below a proof of Claim 2 which is a part of Theorem 1's proof presented in Section 4. For convenience, we re-state the claim below.

**Claim** (Restated). If the \( 2f \)-redundancy property and Assumption 2 hold true then for two arbitrary non-faulty agents \( i, j \in \mathcal{H} \), for all \( k \in \{1, \ldots, d\} \),
\[
(x^t_i[k] - x^*[k]) h^t_j[k] \geq \sum_{l \in \mathcal{H}} (x^t_i[k] - x^*[k]) \nabla Q_l(x^t_i[l] - x^*[l]) - 2\mu f \left| x^t_i[k] - x^*[k] \right| \| x^t_i - x^* \|
- \mu (n + 2f) \left| x^t_i[k] - x^*[k] \right| \max_{l \in \mathcal{H}} \left| x^t_i - x^t_l \right|.
\]
Proof. Consider an arbitrary non-faulty agent $j \in \mathcal{H}$. Recall that

$$h_j^t = \text{CGE}_f \{g_{j1}^t, \ldots, g_{jn}^t\}.$$  

From the definition of $\text{CGE}_f$ in (6) note that, as there are at most $f$ Byzantine faulty agents, for each iteration $t$ there exist disjoint sets $\mathcal{H}_j^t \subseteq \mathcal{H}$ and $\mathcal{B}_j^t \subseteq \mathcal{B}$ with $|\mathcal{H}_j^t| \geq |\mathcal{H}| - f$, $|\mathcal{B}_j^t| \leq f$, and $|\mathcal{H}_j^t \cup \mathcal{B}_j^t| = n - f$, such that

$$h_j^t = \sum_{l \in \mathcal{H}_j^t} g_{jl}^t + \sum_{l \in \mathcal{B}_j^t} g_{jl}^t.$$  

Recall that $g_{jl}^t = \nabla Q_l(x_j^t)$ for all $l \in \mathcal{H}$. Substituting this above we obtain that

$$h_j^t = \sum_{l \in \mathcal{H}_j^t} \nabla Q_l(x_j^t) + \sum_{l \in \mathcal{B}_j^t} \nabla Q_l(x_j^t) = \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j^t} \nabla Q_l(x_j^t) + \sum_{l \in \mathcal{B}_j^t} \nabla Q_l(x_j^t) + \sum_{l \in \mathcal{B}_j^t} g_{jl}^t.$$  

Therefore, for each $k \in \{1, \ldots, d\}$,

$$h_j^t[k] = \sum_{l \in \mathcal{H}} \nabla Q_l(x_j^t)[k] - \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j^t} \nabla Q_l(x_j^t)[k] + \sum_{l \in \mathcal{B}_j^t} g_{jl}^t[k].$$  

Now, consider another arbitrary non-faulty agent $i \in \mathcal{H}$. For each $k$, upon multiplying both sides above by $(x_i^t[k] - x^*[k])$ we obtain that

$$(x_i^t[k] - x^*[k]) h_j^t[k] = \sum_{l \in \mathcal{H}} (x_i^t[k] - x^*[k]) \nabla Q_l(x_j^t)[k] - \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j^t} (x_i^t[k] - x^*[k]) \nabla Q_l(x_j^t)[k] + \sum_{l \in \mathcal{B}_j^t} (x_i^t[k] - x^*[k]) g_{jl}^t[k].$$  

Note that

$$(x_i^t[k] - x^*[k]) \nabla Q_l(x_j^t)[k] \leq |x_i^t[k] - x^*[k]| \ |Q_l(x_j^t)[k]|, \ \forall l \in \mathcal{H} \setminus \mathcal{H}_j^t$$

and similarly,

$$(x_i^t[k] - x^*[k]) g_{jl}^t[k] \geq - |x_i^t[k] - x^*[k]| \ |g_{jl}^t[k]|, \ \forall l \in \mathcal{B}_j^t.$$  

Substituting from above in (104) we obtain that

$$(x_i^t[k] - x^*[k]) h_j^t[k] \geq \sum_{l \in \mathcal{H}} (x_i^t[k] - x^*[k]) \nabla Q_l(x_j^t)[k] - |x_i^t[k] - x^*[k]| \left( \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j^t} \nabla Q_l(x_j^t)[k] + \sum_{l \in \mathcal{B}_j^t} g_{jl}^t[k] \right).$$  

Note that for a vector $v \in \mathbb{R}^d$ the absolute value of its each element is less than or equal to its norm, i.e., for each $k$, $|v[k]| \leq \|v\|$. Therefore,

$$|\nabla Q_l(x_j^t)[k]| \leq \|\nabla Q_l(x_j^t)\|, \ \forall l \in \mathcal{B}_j^t,$$
and

\[ |g_{jl}^l[k]| \leq \|g_{jl}^l\|, \quad \forall l \in B_j^l. \]

Substituting from above in (105) we obtain that

\[
(x_l^i[k] - x^*[k]) h_{jl}^l[k] \geq \sum_{l \in H} (x_l^i[k] - x^*[k]) \nabla Q_l(x_l^i)[k]
- |x_l^i[k] - x^*[k]| \left( \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j} \|\nabla Q_l(x_l^i)\| + \sum_{l \in B_j^l} \|g_{jl}^l\| \right). \tag{106}
\]

Note from the definition of \(\text{CGE}_f\) in (6) that for each \(l \in B_j^l\) there exists a unique \(l \in H \setminus \mathcal{H}_j^l\) such that \(\|g_{jl}^l\| \leq \|\nabla Q_l(x_l^i)\|\). Therefore,

\[
\sum_{l \in B_j^l} \|g_{jl}^l\| \leq \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j} \|\nabla Q_l(x_l^i)\|.
\]

Substituting from above in (106) we obtain that

\[
(x_l^i[k] - x^*[k]) h_{jl}^l[k] \geq \sum_{l \in H} (x_l^i[k] - x^*[k]) \nabla Q_l(x_l^i)[k]
- 2 |x_l^i[k] - x^*[k]| \sum_{l \in H \setminus \mathcal{H}_j} \|\nabla Q_l(x_l^i)\|. \tag{107}
\]

For all \(l \in H\), the first term on the right-hand side in (107) above can be written as

\[
(x_l^i[k] - x^*[k]) \nabla Q_l(x_l^i)[k] = (x_l^i[k] - x^*[k]) \nabla Q_l(x_l^i)[k]
+ (x_l^i[k] - x^*[k]) (\nabla Q_l(x_l^i)[k] - \nabla Q_l(x_l^i)[k]). \tag{108}
\]

Upon substituting

\[
(x_l^i[k] - x^*[k]) (\nabla Q_l(x_l^i)[k] - \nabla Q_l(x_l^i)[k]) \geq - |x_l^i[k] - x^*[k]| \|\nabla Q_l(x_l^i) - \nabla Q_l(x_l^i)\|
\]

in (108), we obtain that

\[
(x_l^i[k] - x^*[k]) \nabla Q_l(x_l^i)[k] \geq (x_l^i[k] - x^*[k]) \nabla Q_l(x_l^i)[k]
- |x_l^i[k] - x^*[k]| \|\nabla Q_l(x_l^i) - \nabla Q_l(x_l^i)\|.
\]

Substituting from above in (107) we obtain that

\[
(x_l^i[k] - x^*[k]) h_{jl}^l[k] \geq \sum_{l \in H} (x_l^i[k] - x^*[k]) \nabla Q_l(x_l^i)[k]
- |x_l^i[k] - x^*[k]| \sum_{l \in H} \|\nabla Q_l(x_l^i) - \nabla Q_l(x_l^i)\| - 2 \sum_{l \in H \setminus \mathcal{H}_j} |x_l^i[k] - x^*[k]| \|\nabla Q_l(x_l^i)\|. \tag{109}
\]

Using the triangle inequality, for each \(l \in H \setminus \mathcal{H}_j^l\), in the last term on the right-hand side in (109) above we obtain that

\[
\|\nabla Q_l(x_l^i)\| \leq \|\nabla Q_l(x_l^i)\| + \|\nabla Q_l(x_l^i) - \nabla Q_l(x_l^i)\|.
\]
Substituting from above in (109) we obtain that
\[
(x_i^t[k] - x^*[k]) h_j^t[k] \geq \sum_{l \in \mathcal{H}} (x_i^t[k] - x^*[k]) \nabla Q_l(x_i^t)[k] - 2 \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j} |x_i^t[k] - x^*[k]| \| \nabla Q_l(x_i^t) \|
- |x_i^t[k] - x^*[k]| \sum_{l \in \mathcal{H}} \| \nabla Q_l(x_i^t) - \nabla Q_l(x_i^t) \| \leq 2 \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j} |x_i^t[k] - x^*[k]| \| \nabla Q_l(x_i^t) \|.
\]

(110)

From Lipschitz continuity of all the non-faulty gradients, i.e., Assumption 2, we obtain that, for all \( l \in \mathcal{H} \),
\[
\| \nabla Q_l(x_i^t) - \nabla Q_l(x_i^t) \| \leq \mu \| x_i^t - x_i^t \| \leq \mu \max_{l \in \mathcal{H}} \| x_i^t - x_i^t \|.
\]

Substituting from above in (110) we obtain that
\[
(x_i^t[k] - x^*[k]) h_j^t[k] \geq \sum_{l \in \mathcal{H}} (x_i^t[k] - x^*[k]) \nabla Q_l(x_i^t)[k] - 2 \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j} |x_i^t[k] - x^*[k]| \| \nabla Q_l(x_i^t) \|
- \mu (|\mathcal{H}| + 2 |\mathcal{H} \setminus \mathcal{H}_j|) \max_{l \in \mathcal{H}} \| x_i^t - x_i^t \|.
\]

Recall that \(|\mathcal{H} \setminus \mathcal{H}_j| \leq f\) and \(|\mathcal{H}| \leq n\). Substituting this above we obtain that
\[
(x_i^t[k] - x^*[k]) h_j^t[k] \geq \sum_{l \in \mathcal{H}} (x_i^t[k] - x^*[k]) \nabla Q_l(x_i^t)[k] - 2 \sum_{l \in \mathcal{H} \setminus \mathcal{H}_j} |x_i^t[k] - x^*[k]| \| \nabla Q_l(x_i^t) \|
- \mu (n + 2f) \max_{l \in \mathcal{H}} \| x_i^t - x_i^t \|.
\]

(111)

We know that under the 2f-redundancy property (15), \( \nabla Q_l(x^*) = 0 \) for all \( l \in \mathcal{H} \).
Thus, the Lipschitz continuity assumption (i.e., Assumption 2) implies that
\[
\| \nabla Q_l(x_i^t) \| \leq \mu \| x_i^t - x^* \|, \forall l \in \mathcal{H}.
\]

Upon substituting the above in (111) we obtain that
\[
(x_i^t[k] - x^*[k]) h_j^t[k] \geq \sum_{l \in \mathcal{H}} (x_i^t[k] - x^*[k]) \nabla Q_l(x_i^t)[k] - 2\mu |\mathcal{H} \setminus \mathcal{H}_j| \| x_i^t[k] - x^*[k] \| \| x_i^t - x^* \|
- \mu (n + 2f) \max_{l \in \mathcal{H}} \| x_i^t - x_i^t \|.
\]

As \(|\mathcal{H} \setminus \mathcal{H}_j| \leq f\), from above we obtain that
\[
(x_i^t[k] - x^*[k]) h_j^t[k] \geq \sum_{l \in \mathcal{H}} (x_i^t[k] - x^*[k]) \nabla Q_l(x_i^t)[k] - 2\mu f \| x_i^t[k] - x^*[k] \| \| x_i^t - x^* \|
- \mu (n + 2f) \max_{l \in \mathcal{H}} \| x_i^t - x_i^t \|.
\]

(112)

Note that in the right hand side above,
\[
\sum_{l \in \mathcal{H}} (x_i^t[k] - x^*[k]) \nabla Q_l(x_i^t)[k] = (x_i^t[k] - x^*[k]) \sum_{l \in \mathcal{H}} \nabla Q_l(x_i^t)[k].
\]
Recall, from (12), that \( Q_H(x) = \frac{1}{|\mathcal{H}|} \sum_{i \in H} Q_i(x) \) for all \( x \in \mathbb{R}^d \). Thus,
\[
\sum_{i \in H} \nabla Q_i(x_i^t)[k] = |\mathcal{H}| \nabla Q_H(x_i^t)[k],
\]
and
\[
\sum_{i \in H} (x_i^t[k] - x^*[k]) \nabla Q_i(x_i^t)[k] = |\mathcal{H}| (x_i^t[k] - x^*[k]) \nabla Q_H(x_i^t)[k].
\]
Substituting from above in (112) we obtain that
\[
(x_i^t[k] - x^*[k]) h_j^t[k] \geq |\mathcal{H}| (x_i^t[k] - x^*[k]) \nabla Q_H(x_i^t)[k] - 2\mu f (x_i^t[k] - x^*[k]) \|x_i^t - x^*\| - \mu (n + 2f) \|x_i^t[k] - x^*[k]\| \max_{l \in H} \|x_i^l - x_i^t\|.
\]
Hence, the proof.

\[\square\]

### E Appendix: Proof of Claim 3

We present below a proof of Claim 3, which is a part of Theorem 1’s proof presented in Section 4. For convenience, we re-state the claim below.

**Claim.** If Assumptions 1 and 2 hold true then for two arbitrary non-faulty agents \( i, j \in \mathcal{H} \), for all \( k \in \{1, \ldots, d\} \),
\[
| (z_j^t[k] - x_i^t[k]) h_j^t[k] | \leq \zeta \max_{l \in H} \|x_i^t[k] - x_l^t[k]\|
\]
where recall from Lemma 2 that \( \zeta \in (0, \infty) \) such that \( |h_j^t| \leq \zeta, \forall j \in \mathcal{H} \).

**Proof.** Consider an arbitrary \( k \in \{1, \ldots, d\} \). Recall from (30) that
\[
z_j^t[k] = \sum_{l \in H} \beta_{j,l}^t[k] x_i^t[k].
\]
where \( \beta_{j,l}^t[k] \geq 0 \) for all \( l \in \mathcal{H} \) and \( \sum_{l \in H} \beta_{j,l}^t[k] = 1 \). Upon subtracting \( x_i^t[k] \) on both sides above, we obtain that
\[
z_j^t[k] - x_i^t[k] = \sum_{l \in H} \beta_{j,l}^t[k] (x_i^t[k] - x_i^t[k]).
\]
From triangle inequality, and the fact that \( \beta_{j,l}^t[k] \geq 0 \) for all \( l \in \mathcal{H} \), we obtain that
\[
|z_j^t[k] - x_i^t[k]| \leq \sum_{l \in H} \beta_{j,l}^t[k] |x_i^t[k] - x_i^t[k]| \leq \max_{l \in H} \|x_i^l[k] - x_i^t[k]\|. \quad (113)
\]
Under Assumptions 1 and 2 owing to Lemma 2
\[
|h_j^t| \leq \zeta, \forall j \in \mathcal{H}, t.
\]
Therefore,
\[
|h_j^t[k]| \leq |h_j^t| \leq \zeta. \quad (114)
\]
Finally, note that
\[
| (z_j^t[k] - x_i^t[k]) h_j^t[k] | \leq |z_j^t[k] - x_i^t[k]| |h_j^t[k]|.
\]
Substituting from (113) and (114) in the inequality above proves the claim. \( \square \)