Casimir forces in the flatland: interplay between photo-induced phase transitions and quantum Hall physics
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We investigate how photo-induced topological phase transitions and the magnetic-field-induced quantum Hall effect simultaneously influence the Casimir force between two parallel sheets of staggered two-dimensional (2D) materials of the graphene family. We show that the interplay between these two effects enables on-demand switching of the force between attractive and repulsive regimes while keeping its quantized characteristics. We also show that doping these 2D materials below their first Landau level allows one to probe the photoinduced topology in the Casimir force without the difficulties imposed by a circularly polarized laser. We demonstrate that the magnetic field has a huge impact on the thermal Casimir effect for dissipationless materials, where the quantized aspect of the energy levels leads to a strong repulsion that could be measured even at room temperature.

The Casimir effect is an interaction induced by quantum vacuum fluctuations of the electromagnetic field and exists between material bodies [1-6]. It was originally proposed by H.B.G. Casimir in 1948 as an attractive force between two neutral perfectly conducting plates [2]. Fundamentally, it is a dispersive force between two bodies at length scales where electromagnetic retardation becomes relevant. The ever-present dispersive interactions are one of the most intriguing kind of intermolecular forces and play an important role not only in different areas of physics, but also in chemistry, biology, and engineering [8]. For instance, dispersive forces are crucial to understand the stability of colloids [9], the drug binding in proteins and the doublehelix structure of DNA [10], and even the adhesion of geckos to walls [11, 12]. In the manufacturing and operation of devices at the micro- and nanoscales these forces also have severe consequences since they dominate at very small distances and may cause stiction due to their typically attractive nature [13, 17]. Therefore, it is very important to study dispersive interactions and master their manipulation not only in magnitude but also in sign, i.e., to tune the attractive or repulsive character of the force. In this direction, real materials have shown a wealth of different dispersive interactions [5, 18], and the strong development of materials science over the last few decades has given a new impetus to the study of the Casimir force and its possible control [19, 20]. In particular, switching between repulsive and attractive Casimir forces using external agents can be realized with topological insulator plates [21, 24], and superparamagnetic metamaterials [25].

The reduced dimensionality of graphene and its related nanostructures has also led to the discovery of novel behaviours in the Casimir interaction, which have a strong dependence on temperature and doping [25-34]. Meanwhile, quantum Hall physics arising from externally applied magnetic fields result in a complex and rich magneto-optical response of graphene [35-37]. This was already exploited for tuning and screening dispersive interactions, which were shown to be quantized and significantly weaker when compared to the situation without the field [39, 40]. On the other hand, two-dimensional (2D) Dirac materials such as silicene, germanene, stanene, and plumbene are representatives of the graphene family and present several possible topological phase transitions under external fields due to their significant spin-orbit coupling and finite staggering [41-45]. These phase transitions strongly impact their Casimir forces, in which different scaling laws, repulsion, and force quantization are possible [46]. Nevertheless, the effects that can be brought to the Casimir force as a consequence of coexistent topological and quantum Hall features are yet to be unveiled.

Here we demonstrate that the introduction of a magnetic field is very convenient for switching the sign of the Casimir force between graphene family materials while keeping its quantized behaviour. We show that the zero-temperature long distance Casimir force between two identical parallel sheets is proportional to the product of their corresponding Chern numbers for every non-trivial topological state, and can be made attractive or repulsive by properly doping each plate. Furthermore, all photo-induced topologies are mimicked by tuning the chemical potential and do not require energy absorption from a circularly polarized laser, in contrast to what is feasible without the magnetic field. We also investigate the Casimir effect for finite temperatures and show that no matter how we model the materials with or without dissipation, a huge change in their Casimir energies may be achieved. For a dissipative system, the Casimir force at high temperatures is attractive and does not depend on any material properties, while for non-dissipative monolayers we observe repulsion in a wide range of temperatures. Due to their direct parallel to the Drude and plasma models for metals, this contrasting behaviour of the Casimir interaction in both situations touches fundamental questions underlying Casimir physics, and could be useful in future investigations.

This paper is organized as follows. In Section I we de-
scribe the framework in which we carried out our calculations of the Casimir energy. We also give a brief overview on the graphene family materials main properties and magneto-optical response. In Section II we present our results on the zero-temperature Casimir interaction. We then discuss the long-distance behaviour of the Casimir energy in the phase space, its distance dependence, and how changing physical quantities such as magnetic field, chemical potential or the dissipation affects the force. In Section III we discuss the thermal effects on the Casimir energy for dissipative and nondissipative monolayers. Section IV is left for final remarks and conclusions.

I. MODEL AND METHODS

In this section, we focus our attention on the Casimir energy per unit area (denoted by $E$) between two layers of the graphene family materials. Like graphene, these materials have a honeycomb structure, however, the two atoms in the unit cell are arranged in staggered layers separated by a distance $2d$, as depicted in Fig. 1a [44]. The schematics of the system under study is shown in Fig. 1b, where the layers are separated by a distance $d$ and subjected to a circularly polarized laser field of frequency $\omega_0$ and intensity $I_0$, and an out-of-plane static and uniform electric ($E_z$) and magnetic ($B_z$) fields. The Casimir energy can be obtained by the Lifshitz formula, which is valid for $d$ much larger than the interatomic distances of the materials, and is given by [3][47]

$$E = k_B T \sum_n \int \frac{d^2k_{||}}{(2\pi)^2} \log \det (1 - \mathcal{R}_1 \cdot \mathcal{R}_2 e^{-2k_{||} nd}) ,$$ (1)

where $k_{z,n} = \sqrt{k_{||}^2 + \xi_n^2/c^2}$, $\xi_n = 2\pi nk_B T/\hbar$ with $n = 0, 1, \ldots$ are the Matsubara frequencies, and the prime on the summation symbol indicates that the term $n = 0$ must be multiplied by $1/2$. Also, $\mathcal{R}_s$ are the reflection matrices for each sheet, with rows given by the Fresnel coefficients for incident $s$- and $p$-polarized waves, which are given by [46]

$$\mathcal{R}_{ss} = -\frac{2\pi}{\delta_n} \left[ \frac{\sigma_{xx}\xi_n}{k_{z,n}c^2} + \frac{2\pi}{c^2} (\sigma_{xx}^2 + \sigma_{xy}^2) \right],$$ (2)

$$\mathcal{R}_{sp} = \mathcal{R}_{ps} = \frac{2\pi\sigma_{xy}}{\delta_n c},$$ (3)

$$\mathcal{R}_{pp} = \frac{2\pi}{\delta_n} \left[ \frac{\sigma_{xx}k_{z,n}}{\xi_n} + \frac{2\pi}{c^2} (\sigma_{xx}^2 + \sigma_{xy}^2) \right],$$ (4)

where $\delta_n = 1 + \frac{2\pi}{c} \sum_m \left( \frac{\xi_m}{k_{z,m}} + \frac{k_{z,m}}{\xi_m} \right) + \frac{4\pi^2}{c} (\sigma_{xx}^2 + \sigma_{xy}^2)$ and the conductivity components are evaluated at the imaginary Matsubara frequencies $i\xi_n$. It is important to notice that since the reflections occur inside the cavity, we must perform the transformation $\sigma_{xy} \to -\sigma_{xy}$ for one of the monolayers.

The conductivity components for graphene family materi-

als are well known and can be cast as [38, 48],

$$\sigma_{xx} = \sigma_{yy} = \frac{iE_B^2\sigma_0}{\pi} \sum_{\eta,s,m,n} \frac{f_{m} - f_{n}}{\varepsilon_m - \varepsilon_n} \times \frac{(A_m^+A_n^+)^{2\delta_{[m],[n]+\eta}}}{\varepsilon_m - \varepsilon_n + i\hbar(\xi + \Gamma)} ,$$ (5)

$$\sigma_{xy} = -\sigma_{yx} = -\frac{E_B^2\sigma_0}{\pi} \sum_{\eta,s,m,n} \frac{f_{m} - f_{n}}{\varepsilon_m - \varepsilon_n} \times \frac{(A_m^+A_n^-)^{2\delta_{[m],[n]+\eta}}}{\varepsilon_m - \varepsilon_n + i\hbar(\xi + \Gamma)} .$$ (6)

Here, $\varepsilon_n = \text{sgn}(n)\sqrt{|n|E_B^2 + (\Delta_0^q)^2}$ for $n \neq 0$ and $\varepsilon_0 = -\bar{\eta}\Delta_0^q$ are the quantized eigenenergies of the system, with $\bar{\eta} = \text{sgn}(eB)\eta$, $E_B = \sqrt{2\eta^2\hbar c/\varepsilon_0}$ being the relativistic analog of the cyclotron energy, $v_F$ is the Fermi velocity, and $\Delta_0^q$ is half the mass gap. The Dirac mass naturally arises from the spin orbit coupling (SOC) $\lambda_{SO}$, but is modified by the applied electric field and circularly polarized laser, leading to $\Delta_0^q = -\eta \lambda_{SO} + eE_z + \eta\Lambda$, where $\Lambda = \pm 8\pi\alpha\eta^2 I_0/\omega_0^2$ and $\alpha = 1/137$ is the fine structure constant. The SOC for silicene, germanene, stanene, and plumbene are $\lambda_{SO} \approx 3.9, 43, 100, 200$ meV [42, 49], respectively. Also, $A_n^+ = \sqrt{\varepsilon_n} \pm \text{sgn}(n)\Delta_0^q/2\varepsilon_n$ for $n \neq 0$, $A_0^+ = (1 + \bar{\eta})/2$, $\bar{\sigma} = \alpha c/4$ is graphene’s universal conductivity, $f_n = 1/[\varepsilon_n(\varepsilon_n - \mu)k_B T + 1]$ denotes the Fermi Dirac distribution, $\mu$ is the chemical potential, $T$ is the absolute temperature, and $\Gamma$ is the dissipation rate. The summation indices $\eta$ and $s$ are the valley and spin degrees of freedom, respectively, and only admit values of $\pm 1$. The Landau energy levels are illustrated in Fig. 1c for a single Dirac cone. Terms originating from Rashba physics are not considered due to their small contribution [43]. We finally notice that the conductivity tensor is a real function of $\xi$.

II. ZERO-TEMPERATURE CASIMIR ENERGY

In all subsequent discussions, we shall always normalize the Casimir energy between graphene family materials by the zero-temperature neutral graphene/graphene Casimir interaction in the long distance regime, namely, [27]

$$E_g = -\frac{\hbar c\alpha}{32\pi\varepsilon_0^2 d^5} .$$ (7)

Since the Casimir force per unit area is given by $F = -\partial E/\partial d$, we have $F_g < 0$, which results in an attraction between the plates. We start our analysis by investigating the Casimir energy in the long distance regime. For $T = 0$, the Casimir energy is given by an integral over imaginary frequencies $i\xi$, which can be obtained by the transformation $k_B T \sum \int \frac{d\xi}{2\pi} \int_0^\infty d\xi$. Since the integrand inside the Lifshitz formula decays with $e^{-2\xi d/c}$, for large separations ($d >> \hbar c/\lambda_{SO}$) we expect the graphene family low-frequency optical response to be dominant. Therefore, a good approximation is to expand the integrand as a power series
of \(i\xi\) and retain only the leading contribution (while keeping the exponential factor). Since the reflection matrices depend on frequency through the conductivity tensor, we shall first expand \(\sigma_{xx}\) and \(\sigma_{xy}\). In the absence of dissipation, eqs. (5) and (6) show that the longitudinal conductivity is an odd function of \(\xi\). Hence, \(\sigma_{xx}(i\xi) = \sigma'_{xx}(0)\xi + O(\xi^3)\) and \(\sigma_{xy}(i\xi) = \sigma_{xy}(0) + O(\xi^2)\). For \(k_B T = \hbar\Gamma = 0\), one can show that the DC Hall conductivity presents clear signatures of topology and quantum Hall effect. It is given by \(\sigma_{xy} = 2\sigma_0(C_{ph} + C_{QH})/\pi\), where \(C_{ph}\) is the Chern number associated with photo-induced topology, and \(C_{QH}\) is the Chern number associated with the quantum Hall effect, namely \(|\sigma_{xy}| \approx \pi\sigma_0 N_g\),

\[
C_{ph} = -\frac{1}{2} \sum_{\eta,s} \theta (\varepsilon_1 - |\mu|) \eta \text{sgn}(\Delta_\eta + \eta \mu),
\]

\[
C_{QH} = -\text{sgn}(eB\mu) \sum_{\eta,s} \theta (|\mu| - \varepsilon_1) (N^\eta_s + 1/2),
\]

with \(N^\eta_s\) being the number of filled Landau levels per Dirac cone. By keeping only the DC Hall conductivity we have \(\mathbb{R}_{sp} = \mathbb{R}_{ps} \approx \alpha(C_{ph} + C_{QH})\) and \(\mathbb{R}_{ss} = \mathbb{R}_{pp} \approx 0\), where we discarded \(\sigma_{xy}^2\) since it gives a higher order contribution in \(\alpha\). By applying the relation \(\log \det (1 + A) = \text{Tr} \log (1 + A) \approx \text{Tr}(A)\) to the integrand of the Lifshitz formula, we obtain

\[
\frac{E^{(0)}}{\varepsilon_g} = \frac{4\alpha}{\pi} (C_{1,ph} + C_{1,QH}) (C_{2,ph} + C_{2,QH}).
\]

Since \(E^{(0)}\) has the same distance dependence as \(E_g\), the Casimir force normalized by the graphene-graphene force \((-\partial E_g/\partial d)\) is also given by the previous equation. As a consequence, a negative (positive) normalized energy implies a repulsive (attractive) force. Hence, for two identical layers in the same non-trivial topological phase the Casimir force in the long distance regime is repulsive and proportional to the square of the full Chern number \((C = C_{ph} + C_{QH})\) characterizing the corresponding phase of the materials. However, the Casimir force is attractive if the materials are in different topological phases, which in this configuration could only be achieved by doping the materials at different levels since the external fields applied to both monolayers are the same. We mention that the interplay between photo-induced topology and quantum Hall physics requires \(E_g \sim \lambda_{SO}\), which can be accessed in the graphene family for magnetic fields less than or of the order of a few teslas.

When one layer is in a trivial topological phase \((C = 0)\), which can be achieved for external fields such that \(C_{ph} = -C_{QH}\) or \(C_{ph} = C_{QH} = 0\) (the latter only being possible if \(|\mu| < \varepsilon_1\) for every Dirac cone), the first contribution to the Casimir energy arises from the longitudinal conductivity. In the situation where \(C_1 = C_2 = 0\), the reflection matrices are given by \(\mathbb{R}_{sp} = \mathbb{R}_{ps} \approx 0\), \(\mathbb{R}_{ss} \approx -2\pi\sigma_{xx}'\varepsilon_k^2\), and \(\mathbb{R}_{pp} \approx 2\pi\sigma_{xx}'\varepsilon_k\), where \(\sigma_{ij}' = \partial \sigma_{ij}/\partial \varepsilon\) \(\xi \to 0\), hence

\[
\frac{E^{(0)}}{\varepsilon_g} \approx \frac{144\pi}{5\alpha d^2} \sigma_{1,xx}' \sigma_{2,xx}'.
\]

In the above formula, it is important to note that, since the conductivity is proportional to the fine structure constant, \(E/E_g\) is linear in \(\alpha\), such as the case where \(C_1, C_2 \neq 0\). However, the normalized energy grows with \(1/d^2\), decaying much faster with the distance. If only \(C_1 = 0\) but \(C_2 \neq 0\) (for instance, by considering monolayers of two different graphene family materials), we must also consider the terms proportional to \(\sigma_{2,xy}^2\) inside the reflection matrices in order to obtain the first non zero contribution. By doing that, we obtain

\[
\frac{E^{(0)}}{\varepsilon_g} \approx \frac{8\alpha}{d} \sigma_{1,xx}^2 C_{2,ph}^2.
\]

This time, the normalized energy is proportional to \(\alpha^2/d\), which is also much smaller than the situation where the Chern numbers are finite. In summary, the message from the previous equations is that if \(C_1\) or \(C_2\) vanish, the long distance Casimir force is attractive, smaller in magnitude, and decreases faster with the distance than the case of non-trivial topological states. Therefore, eq (10) is the dominant approximation to the Casimir energy in the long distance regime, in
Figure 2. Casimir energy in the \((E_z, \Lambda)\) plane for (a) \(\mu = \lambda_{SO}\) and \(E_B = 1.2\lambda_{SO}\) and (b) \(E_B = 0.8\lambda_{SO}\). (c) Normalized Casimir energy in the \((E_z, \mu)\) plane for \(\Lambda = 0\) and \(E_B = \lambda_{SO}\). (d) Normalized Casimir energy as a function of the chemical potential for \(\Lambda = 0\). In all plots the distance between the plates is given by \(d\lambda_{SO}/\hbar c = 10\) and the dissipation is set to zero.

In Fig. 2a we plot the Casimir energy for two identical layers separated by \(d\lambda_{SO}/\hbar c = 10\) in the \((E_z, \Lambda)\) plane for \(\mu_1 = \mu_2 = \lambda_{SO}\) (denoted by \(\mu\)) and \(E_B = 1.2\lambda_{SO}\). In all regions where \(C \neq 0\) the normalized Casimir energy is negative and approximately given by eq. (10), presenting clear signatures of topology. When \(C = 0\), the right-hand side of eq. (10) vanishes, but we get a small attractive force between the plates, which arises from further expansions of the reflection matrices in the Lifshitz equation. Since \(|\mu| < \epsilon_1\) for every cone (which is achieved in our plot with the stronger condition \(|\mu| < E_B\)), we have \(C_{QH} = 0\), implying that we are only able to probe the photo-induced topology. This feature has its roots in the quantum anomaly of the zeroth Landau level \([50]\), which has a twice smaller degeneracy and its energy does not depend on the magnetic field. As a consequence, the Chern number depends only on \(\Delta_\nu^\eta [\Lambda + \eta \mu] = \Delta_\nu [\Lambda + \text{sgn}(eB)\mu]\), and thus changing the chemical potential induces the same effect in the phase diagram as modifying the circularly polarized laser intensity. Furthermore, the diagram is also symmetric with respect to \(E_z = 0\) and antisymmetric with respect to \(\Lambda = -\text{sgn}(eB)\mu\). In the situation where \(\mu = 0\), the Chern number is given by \(C = -\sum_{\nu, \eta} \eta \text{sgn}(\Delta_\nu^\eta) / 2\), being the same as in the case without the magnetic field \([43]\).

For \(|\mu| > E_B\), the first Landau level may be occupied in a given cone depending on the values of \(E_z\) and \(\Lambda\), resulting in \(C_{QH} \neq 0\) and a wealth of quantum Hall topological phases (Fig. 2b). Fig 2c is a plot of the normalized Casimir energy in the \((E_z, \mu)\) space for \(\Lambda = 0\). The shape of the diagram in the region \(|\mu| < E_B\) resembles Fig. 2a due to the similar role played by \(\mu\) and \(\Lambda\) under this condition.

This shows that the chemical potential can be used as a substitute of the circularly polarized laser field to probe the photo-induced topological features of the Casimir effect. Furthermore, the chemical potential presents an advantage over the laser field since it does not cause an increase of the system’s temperature. For highly doped materials (\(|\mu| > E_B\)), the quantum Hall effect dominates the Casimir interaction and hyperbola-like curves define the boundaries between different topological phases. In Fig 2d we display the normalized Casimir energy as a function of the chemical potential. When \(\mu\) crosses one of the Landau levels in a single Dirac cone from below the Casimir interaction increases, becoming more repulsive. This same behaviour is found in the graphene-like interaction in the presence of an external magnetic field \([39]\). However, here the position and height of the quantum Hall jumps can be tuned with an externally applied electric field, which can move the energy levels upwards or downwards.

In Fig. 3 we plot the long distance Casimir energy for two identical layers as a function of the chemical potential \(\mu_1\) of one of the plates. In this situation, the Chern numbers of the monolayers do not always coincide, which opens up the possibility of changing the attractive or repulsive character of the quantized Casimir force. The sign of the force can be tuned by properly choosing \(\mu_1\), while its magnitude could also be tailored by modifying \(E_z\) and \(\mu_2\). We emphasize that this fine control of the Casimir interaction is only possible due to the energy level quantization arising from the introduction of a magnetic field. As pointed out in ref. \([46]\), without this agent switching the sign of the dispersive Casimir force from repulsion to attraction breaks its quantized behaviour. We also comment that for \(|\mu_1| > E_B\) and \(|\mu_2| < E_B\) the Casimir force is a full mix of photo-induced topology and quantum Hall physics since \(C_1 = C_{1,\text{QH}}\) and \(C_2 = C_{2,\text{ph}}\).
The accuracy of the long distance approximation is not the same in all regions of the phase space. In fact, if we look at the upper and bottom portions of the phase diagram in Fig. 2c and compare it to the numerical values obtained from Eq. (10), it becomes evident that this approximation is not as good as it is for smaller values of μ. In Fig. 4a we plot the difference between the exact Casimir energy, obtained by full numerical integration of the Lifshitz formula, and the approximated solution in the long distance limit for different values of μ. All curves tend to zero for large distances, but it is evident that the Casimir energy converges faster to its asymptotic expression for smaller values of the chemical potential. The reason for this discrepancy is due to the fact that the asymptotic solution is obtained by neglecting the contribution arising from the longitudinal conductivity. However, as we can see in the inset of Fig. 4a, for larger values of μ the longitudinal conductivity increases near $\xi = 0$ and, in this case, needs to be accounted for in the low frequency expansion for the distances considered. Fig. 4b shows how our result is affected by introducing a non-negligible dissipation $\Gamma \neq 0$ in the monolayers. In this situation, the Casimir energy becomes less repulsive, and can be attractive for sufficiently high values of dissipation. To understand this from an analytical point of view, we once again expand the integrand of Eq. (1) for small values of $\xi$. Since both $\sigma_{xx}$ and $\sigma_{xy}$ are non zero at $\xi = 0$, the dominant contribution of the Casimir energy comes from the DC conductivity tensor. For sufficiently small values of the dissipation ($h\Gamma \ll \lambda_{SO}$), we have $\sigma_{xx}(0) \approx \sigma'_{xx}(0)\Gamma$ and $\sigma_{xy}(0) \approx \frac{e\mu}{\pi c} C$, where we took advantage of the similar role played by $\Gamma$ and $\xi$ in Eqs. (5) and (6). By retaining only the longitudinal conductivity and expanding the reflection matrices for small $\xi$ we obtain

$$\frac{\Delta E(0)}{E_g} = \frac{4\alpha\Gamma}{c} \log(\sigma'_{1,xx}/\sigma'_{2,xx})$$

For two identical layers, this expression simplifies to $\Delta E(0)/E_g = 4\alpha\Gamma e\mu/c$. The dotted gray lines in Fig. 4b are given by the sum of eq. (10) with eq. (13), and have a good agreement with the non approximated results (red curves).

### III. FINITE-TEMPERATURE CASIMIR ENERGY

Now we consider thermal effects in the Casimir energy between two parallel graphene family layers. For finite temperatures the Casimir interaction energy follows from Eq. (1) by considering the temperature dependent conductivity of the monolayers. The finite-temperature Casimir energy exhibits a rather distinct behaviour depending on whether or not we neglect dissipation in the materials. We first consider two identical dissipationless layers ($\Gamma = 0$). In Fig. 5a we show the normalized Casimir energy in the long distance regime, given by the sum of Eqs. (10) and (13), subtracted from the Casimir energy as a function of distance. The chosen parameters are $\Lambda = 0$, $\Gamma = 0$, $\epsilon E_z = \lambda_{SO}$, and $\mu = \{0.5, 1.25, 1.5\} \lambda_{SO}$ (solid blue, dashed red, and dash-dotted green lines, respectively). The inset shows the longitudinal and Hall conductivity at frequency $\hbar\xi = 0.01\lambda_{SO}$ as a function of the chemical potential. (b) Casimir energy for $\Lambda = 0$, $\epsilon E_z = \lambda_{SO}$, $\mu = 1.25\lambda_{SO}$, and $\Gamma = \{0, 0.01, 0.02\} \lambda_{SO}$ (solid, dashed, and dash-dotted lines, respectively) as a function of distance. The gray dotted lines are the approximated solutions in the long distance regime, given by the sum of Eqs. (10) and (13).
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For sufficiently small temperatures ($k_B T/\lambda_{SO} \lesssim 10^{-2}$), the Casimir force becomes more repulsive (right inset), reaching values two orders of magnitude greater than those at zero temperature in the region $k_B T/\lambda_{SO} \in [0.1, 1]$ (below, near, and above room temperature for silicene, germanene, and stanene, respectively). This contrasts with the results found in the absence of a magnetic field, where even for smaller values of temperature ($k_B T/\lambda_{SO} \approx 10^{-3}$, which corresponds to $T \approx 20K$ for plumbene and smaller for other materials) the force is attractive, reaching the zero-temperature limit only for $k_B T/\lambda_{SO} \approx 10^{-4}$ (Fig. 4b). For $k_B T \approx \lambda_{SO}$, the strength of the interaction reaches a maximum value and then rapidly becomes attractive due to thermal transitions between different Landau levels.

This behaviour of the finite-temperature Casimir energy can be described analytically by considering only the contribution of the $n = 0$ Matsubara frequency in Eq. (1). Since for $\Gamma = 0$ and small values of $\xi$ we have $\sigma_{xx} = \sigma'_{xx}(0)\xi$, we get a contribution from both the longitudinal and Hall conductivities. By expanding the reflection matrices in $\xi$, taking the limit
the Casimir force becomes attractive at a temperature slightly lower than that associated to the situation $E = 0$, as shown in the right inset of Fig. 5a. In the regime where $k_BT \ll \lambda_{SO}$ but $T$ is high enough so that keeping only the $n = 0$ term is still a good approximation, we can discard the second term of eq. (14) and assume that $\sigma_{i,xy} \approx 2\sigma_0 C_i/\pi$, which leads to $E/E_g = -(4\alpha c k_BT d/h)C_1C_2$. This shows that applying a magnetic field on the materials increases the robustness of the topological features arising in the Casimir force, which are now present even at high temperatures ($k_BT \sim 0.1\lambda_{SO}$). On the left inset of Fig. 5a, the slope of each curve is proportional to the square of its corresponding Chern number, being higher for larger values of $\mu$.

The picture is not the same if we add dissipation to the system. In this case, $\sigma_{xx}(0) \neq 0$ and the limit $\xi \to 0$ of the reflection matrices yields $R_{ss} = R_{sp} = R_{ps} = 0$ and $R_{pp} = 1$. Hence, regardless of the topological phase of the materials, the $n = 0$ contribution to the Casimir energy is given by

$$
E/E_g = \frac{2\zeta(3)}{\hbar c a} k_BT d,
$$

which is exactly the same result as the one found in the absence of a magnetic field. Note that there is no dependence on the conductivities and, more importantly, the result is the same for any non-zero value of $\Gamma$. Fig. 5b shows that, in this situation, even for temperatures of $k_BT/\lambda_{SO} = 10^{-3}$ the Casimir force is always attractive, as the case when $B = 0$. Hence, in order to see repulsion in a dissipative system one has to decrease the temperature to the sub-kelvin regime, which poses a serious difficult in measuring the Casimir force.

This discrepancy between the results obtained for a dissipationless and a dissipative system is no coincidence. Having a finite dissipation, even if arbitrarily small, is fundamentally different from having no dissipation. For metallic materials, this is equivalent to describe the system using a plasma (\(\Gamma = 0\)) or a Drude (\(\Gamma \neq 0\)) model, which leads to significantly different final results \[51\]. In principle, the Drude model is the most straightforward approach for taking into account the relaxation properties of conduction electrons, and should be applicable in the quasistatic limit (which corresponds to the high temperature regime of the Casimir force).

In fact, a few experiments \[52\] show that the Casimir force is consistent with the calculations using this model. However, the plasma model approach, which usually appears in the literature in infrared optical phenomena, was shown to best describe the Casimir force between metals in most of the experiments \[54\]–\[57\]. Which model is the correct one to use when calculating the Casimir force is an open problem that still awaits its ending chapters. Here we provide a full description of the Casimir interaction between dissipative and dissipationless graphene family topological insulators and comment that the Drude versus plasma discussion can be extended to nonmetallic systems. We emphasize that this extremely different behaviour of the dissipationless Casimir force in the graphene family does not show up when $B = 0$, where it was shown that both models differ only by a factor $2$ (as the case of metallic plates) \[46\]. Hence, the addition of a magnetic field to the problem allows one not only to avoid difficulties concerning temperature but also to clearly discriminate both descriptions.
IV. CONCLUSIONS AND FINAL REMARKS

In this work we presented a complete study of the Casimir effect between graphene family materials under the influence of an external magnetic field. We have shown that, for sufficiently large distances, the zero-temperature Casimir force between two monolayers is proportional to the product of their corresponding Chern numbers and can be made attractive or repulsive by properly doping the materials. The remarkable possibility of switching the sign of the Casimir force in the flatland is exclusively due to the interplay between photo-induced phase transitions and quantum Hall physics brought by the presence of a magnetic field. Due to the intrinsically two-dimensional nature of the graphene family materials, in order to test this prediction in an experiment one should be able to measure the Casimir force in a parallel surface configuration. In the last few years we have witnessed important advances regarding the alignment and stability in Casimir force measurement setups with parallel plates [58–60], which may be extended to two-dimensional topological insulators in the near future. On the other hand, a metallic sphere close to the graphene family sheet could be used to explore the topological features of the system, and is a more adopted scheme for measuring the Casimir force in laboratory [61]. Furthermore, we can use the chemical potential as a substitute of the circu-
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Finally, we analyzed the thermal effects on the Casimir energy, which proved to be significantly different from previous studies using the graphene family materials. We have shown that the dissipative model imply a rather trivial high temperature Casimir force, where no topological physics is present. However, the picture is very different if we assume a dissipationless system. In this case, we found repulsive forces of the order of the zero-temperature graphene-graphene interaction, even at room temperature, and the topological features are not completely lost. For instance, let us consider two stane monolayers at $T = 300K$ and separated by a distance $d = 20\mu m$. By evaluating the Casimir force per unit area for $\Lambda = 0$ and $\epsilon_d E_2 = \lambda_{SO}$, we obtain $F \approx 0.1nPa$ at $\mu = 1.25\lambda_{SO}$ and $F \approx 0.2nPa$ at $\mu = 1.5\lambda_{SO}$, while the zero-temperature graphene-graphene Casimir pressure is given by $F_g \approx 0.05nPa$. Finally, since some experiments show that the Casimir force is in agreement with the plasma model and others with the Drude model, we emphasize the importance of our findings in the dissipationless limit. In fact, a huge difference between both situations allows drawing more confident conclusions when testing which model correctly describes the Casimir interaction in the extended graphene family.
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