Active plasma resonance spectroscopy: a kinetic functional analytic description
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Abstract
The term active plasma resonance spectroscopy (APRS) denotes a class of related techniques which utilize, for diagnostic purposes, the natural ability of plasmas to resonate on or near the electron plasma frequency \( \omega_{pe} \): a radio frequent signal (in the GHz range) is coupled into the plasma via an antenna or probe, the spectral response is recorded, and a mathematical model is used to determine plasma parameters such as the electron density or the electron temperature. This paper provides a kinetic description of APRS valid for all pressures and probe geometries. Subject of the description is the interaction of the probe with the plasma of its influence domain. In a first step, the kinetic free energy of that domain is established which has a definite time derivative with respect to the radio frequency (RF) power. In the absence of RF excitation, it assumes the properties of a Lyapunov functional; its minimum provides the stable equilibrium of the plasma–probe system. Equipped with a scalar product motivated by the second variation of the free energy, the set of all perturbations of the equilibrium forms a Hilbert space. The dynamics of the perturbations can be cast in an evolution equation in that space. The spectral response function of the plasma–probe system consists of matrix elements of the resolvent of the dynamical operator. An interpretation in terms of an equivalent electric circuit model is given and the residual broadening of the spectrum in the collisionless regime is explained.
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1. Introduction
The term active plasma resonance spectroscopy (APRS) denotes a wide class of related techniques which utilize, for diagnostic purposes, the natural ability of plasmas to resonate on or near the electron plasma frequency \( \omega_{pe} \). The basic idea dates back to the early days of discharge physics [1, 2] but has recently found renewed interest as an approach to industry-compatible plasma diagnostics: a radio frequent signal in the GHz range is coupled into the plasma via an electric probe (see figure 1), the spectral response is recorded (with the same or with another probe), and a mathematical model is used to determine plasma parameters such as the electron density \( n_e \) or the electron temperature \( T_e \). Compared with other plasma diagnostic techniques, for example Langmuir probe analysis, APRS has many advantages.

Particularly important for industrial application is its insensitivity against contamination; this feature makes APRS ideal for the diagnostics and supervision of plasma-assisted deposition of dielectrics and similar manufacturing processes.

In the course of the last 50 years, many variants of APRS have been proposed [3–14]. According to [15], they may be classified as follows: electromagnetic methods [3–6] excite cavity or transmission line resonances which are already present under vacuum conditions. In the presence of plasma these resonances are shifted, and a qualitative analysis—based on the dispersion relation \( \omega^2 = c^2 k^2 + \omega_{pe}^2 \) of an electromagnetic wave in a homogeneous plasma—predicts that the shift of the squared frequency \( \Delta \omega^2 = \omega^2 - \omega_{pe}^2 \) is proportional to the local electron density \( n_e \). Electrostatic techniques [7–14], in contrast, excite surface wave modes which vanish at zero plasma density. In this case, the dispersion
Figure 1. Schematic of active plasma resonance spectroscopy: a radio frequent signal (GHz range) is coupled into the plasma via an electric probe, the spectral response is recorded, and a mathematical model is used to determine parameters such as the electron density or the electron temperature.

Figure 2. Schematic cross section of the MRP prototype as an example of an electrostatic probe design [15] (reprinted). The probe itself consists of two metallic hemispheres of radius \( R - d \), symmetrically driven via a tapered balun transformer realized as a 4-layer printed circuit board. The probe system is included in a cylindrical quartz tube of a thickness \( d \).

The squared resonance frequency \( \omega^2 \) itself is proportional to the local electron density.

Relation \( \omega^2 = s k \omega^2 \) of a long electrostatic surface wave propagating along a homogeneous plasma boundary sheath of thickness \( s \) before a conductor suggests that the squared resonance frequency \( \omega^2 \) itself is proportional to the local electron density.

To be useful for quantitative diagnostics, however, the analysis must proceed beyond such qualitative arguments. The exact nature of the spatial average implied in the term 'local plasma density' must be specified, and the constant of proportionality between that quantity and the shift or absolute value of the squared resonance frequency must be found. In other words, mathematical models of the probes and their interaction with the surrounding plasma must be established. Many researchers have made attempts at this task [16–38], using analytical and/or numerical techniques and plasma models of different complexity.

The cited papers have in common that they all concentrate on specific probe designs. Members of our group, for example, have analyzed the multipole resonance probe (MRP), an optimized variant of electrostatic APRS [14, 15] (see figure 2). However, it is also of interest to study generic features of APRS which are independent of any particular realization. Using methods of functional analysis, members of our group have recently presented such an abstract study of electrostatic APRS [39]. The main result of that investigation was that, for any possible probe design, the spectral response function could be expressed as a matrix element of the resolvent of the dynamical operator.

Unfortunately, the validity of the results in [39] is limited because the study was based on the cold plasma model, and can thus not capture the kinetic effects which are influential in the low-pressure regime (\( p \leq 10 \text{ Pa} \)). The importance of these effects was emphasized by [39] which introduced an effective damping as \( \nu_{\text{eff}} = \nu_{\text{me}} + \nu_{\text{kin}} \), where \( \nu_{\text{me}} \) (proportional to the pressure) is the electron–neutral collision rate, and \( \nu_{\text{kin}} \) (pressure-independent) mimics kinetic effects: at \( p = 10 \text{ Pa} \), the kinetic collision frequency \( \nu_{\text{kin}} = 3.5 \times 10^8 \text{ s}^{-1} \) was found to exceed the momentum transfer rate \( \nu_{\text{me}} = 1.7 \times 10^8 \text{ s}^{-1} \) by more than a factor of two.

This paper aims to close the gap. We will present a fully kinetic generalization of the study of [39], i.e. an abstract kinetic model of electrostatic APRS valid for all pressures. It will turn out that many insights can be directly transferred. In particular, it still holds that, for any possible probe design, the spectral response of the probe–plasma system can be expressed as a matrix element of the resolvent of the dynamical operator. The physical content of this expression, however, will prove very different. (Unfortunately, also the mathematical complexity of its derivation will be much higher.)

The rest of the paper is organized as follows: in section 2, a kinetic model for the interaction of an electrostatic APRS probe (of arbitrary geometry) with a low temperature plasma (of arbitrary pressure) is derived. Section 3 explores an analogy to classical thermodynamics and defines the kinetic free energy \( \mathcal{F} \), which is shown to be a Lyapunov functional. Its minima correspond to the not RF-excited equilibria of the system of plasma and probe. Section 4 linearizes the dynamical equations around such an equilibrium and establishes the quadratic free energy \( \mathcal{F} \), a positive definite quadratic functional in the distribution function. In section 5, this functional is
Figure 3. Illustration of the abstract model of electrostatic APRS. The figure is realistic for a MRP of a diameter \( \varnothing = 8 \text{ mm} \) in a plasma with \( n_e = 10^{13} \text{ cm}^{-3} \) and \( T_e = 3 \text{ eV} \). The probe consists of \( N \) electrodes \( E_n \)—here only two—connected to the applied RF; separated from each other and from the grounded shield \( E_0 \) by insulators \( I \). The whole probe is covered by a dielectric medium \( D \) and immersed into a plasma \( P \) which develops a sheath close to material surfaces. The outer, plasma-facing surface of the dielectric is denoted by \( S \). The distant circle indicates the boundary of the influence domain \( V \); it consists of the interface \( F \) (dashed) and some insulator \( I \). Within the influence domain, the applied RF field is indicated by the arrows.

2. The interaction of an electric probe with a plasma

As explained in the introduction, we strive in this paper to establish a kinetic model of the interaction of an electric probe with a plasma. The considered set-up is depicted in figure 3: a discharge is operated in a chamber, and a dielectrically covered electric probe is inserted, fed by an RF signal via a shielded cable. To render our considerations general, we assume that the probe consists of an arbitrarily shaped head with a finite number \( N \) of electrodes \( E_n \). Grounded metal surfaces, for example the outer conductor (mantle) of the shielded RF cable, are treated as an additional electrode \( E_0 \). All electrodes are ideal (infinite conductivity), and are shielded from each other by ideal isolators \( I \) (zero conductivity and permittivity). The voltages \( U_n \) applied at them constitute the excitation of the system; of course, \( U_0 \equiv 0 \). The currents \( I_n \) represent the response. As for the dielectric cover \( D \), we assume that it has a permittivity \( \varepsilon_D(r) \) that is temporally but not necessarily spatially constant.

Obviously, it cannot be our goal to describe the system of plasma and probe completely: this would be equivalent to a full \textit{ab initio} simulation, for which diagnostic algorithms have typically neither data nor numerical resources. Instead, we aim for a model of the influence domain of the probe, i.e. of the spatial region \( V \) which is directly influenced by the probe. (Note that ‘influence’ refers to the perturbation by the applied RF. The static reaction of the plasma to the mere presence of the probe as a material object is not contained in our dynamical model but reflected in the assumed equilibrium of the system of plasma and probe.) Details are shown in figure 3: the influence domain \( V \) consists of the dynamically perturbed part of the plasma \( P \) and of the dielectric probe cover \( D \). It is bounded by the electrodes \( E_n \), the insulator \( I \), and the interface \( F \) between the perturbed and the unperturbed plasma. (This interface—of course only a convenient imagination—will be discussed in detail below.) The plasma-facing surface of the dielectric cover, i.e. the intersection of \( P \) and \( D \), is called \( S \). As for the size of the influence domain \( V \), we assume its length scale \( R_V \) as much smaller than the dimension \( L \) of the plasma chamber, the energy diffusion length \( \lambda_e \) and the skin depth \( \lambda_s \). (In low-pressure discharges at, say, \( 1 \text{–} 10 \text{ Pa} \), those length scales are typically comparable.) On the other hand, the length scale \( R_V \) is taken to be larger than the elastic mean free path \( \lambda \) of the electrons, the radius of the probe tip \( R \) and the electron Debye length \( \lambda_D \). Altogether, the assumptions on the length scales lead to the relative ordering (‘regime’) \( \lambda_D \ll \lambda \approx R \ll R_V \ll L \approx \lambda_e \approx \lambda_s \).

In general, a low-temperature plasma discharge is far from thermodynamic equilibrium. Even when stationary, its equilibrium is \textit{dissipative}; i.e. characterized by a steady exchange of energy and matter with the environment and by a corresponding production of entropy. However, this equilibrium applies to the whole discharge and is established relatively slowly. When we focus on the described small influence domain \( V \), and only on a comparatively fast time scale—namely that of electrostatic plasma oscillations, we can neglect all dissipative phenomena and treat the plasma as being in a \textit{non-dissipative} equilibrium. This means that the electron distribution function is a scalar function of the total energy,

\[
\bar{f}(r, v) \equiv \bar{F} \left( \frac{1}{2} m v^2 - e \Phi(r) \right) .
\]  

(1)

The equilibrium potential \( \Phi \) must fulfill Poisson’s equation, with \( n_i(r) \) as the net ion density and \( \varepsilon(r) = \varepsilon_0 \varepsilon_i(r) \) as the permittivity \( \varepsilon_i \) is 1 in \( P \) and equal to \( \varepsilon_D(r) \) in \( D \):

\[
\nabla \cdot (\varepsilon(r) \nabla \Phi) = 0, \quad r \in D,
\]

\[
\nabla \cdot (\varepsilon(r) \nabla \Phi) = \left\{ \begin{array}{ll}
0, & r \in P, \\
\varepsilon_i(r) \nabla \Phi, & r \in D,
\end{array} \right.
\]

\[
- e \int_0^\infty \bar{F} \left( \frac{1}{2} m v^2 - e \Phi(r) \right) 4\pi v^2 dv, \quad r \in \partial V .
\]

(2)

It must also obey the static boundary conditions that it is zero at the electrodes, \( \Phi = 0 \) at \( E_n \), and has a vanishing normal at the insulators, \( -n \cdot \nabla \Phi = 0 \) at \( I \). In addition to the charges of the electrons and ions, the surface charges \( \sigma(r) \) at the plasma-facing dielectrics must also be considered, namely by the transition condition \( (\varepsilon_D(r) \nabla \Phi(r)) - \varepsilon_0 \nabla \Phi(r) \cdot n \big|_S = \sigma(r) \).

Note that these equations do not establish a complete description of the equilibrium state: the ion density \( n_i(r) \) is not specified; this would require information on the ion dynamics which is not available to the model. Likewise, the surface charge density \( \sigma(r) \) is not specified; this would
require not only information on the ion dynamics but also
on the electron sticking factor of the surface. Finally, the
actual form of the energy distribution \( \hat{F}(\epsilon) \) is not specified; this would require information on the dissipative dynamics of the plasma, i.e., on the heating and cooling mechanisms. We can, however, assume that \( \hat{F} \) is physical and stable in terms of fast electrostatic modes; i.e., positive (\( \hat{F}(\epsilon) > 0 \)), monotonically decreasing \( (\partial \hat{F}/\partial \epsilon < 0) \), and faster vanishing than any power (\( \lim_{\epsilon \to \infty} \epsilon^n \hat{F}(\epsilon) = 0, \, n \geq 0 \)). We call such a function a qualitative exponential. Its inverse \( \bar{\epsilon}(F) \) exists and is called a qualitative logarithm; it is defined on the interval \([\bar{F}_{\text{min}}, \bar{F}_{\text{max}}]\) and can be expanded to the complete positive axis with the properties \( \partial \bar{\epsilon}/\partial \bar{F} < 0 \), \( \lim_{\bar{F} \to 0} \bar{\epsilon}(\bar{F}) = \infty \), and \( \lim_{\bar{F} \to \infty} \bar{\epsilon}(\bar{F}) = -\infty \). In the special case of a Maxwellian distribution, \( \bar{F}_{\text{max}} = \bar{F} \exp(-\bar{\epsilon}/\bar{T}_e) \) and \( \bar{F}_{\text{min}} = -\bar{T}_e \ln(\bar{F}/\bar{F}) \).

The assumed equilibrium is perturbed by the measurement process, and it is the reaction of the system that we aim to describe. The dynamical variable of the model is the electron distribution function \( f(r, v, t) \) whose temporal evolution is governed by a kinetic equation. As for the time scale, we focus on the RF frequency \( \omega_{\text{RF}} \), assumed to be smaller but similar to the electron plasma frequency \( \omega_{\text{pe}} \), possibly comparable to the elastic collision frequency \( \nu_0 \) and much larger than the inelastic collision frequency \( \nu_i \), the ion plasma frequency \( \omega_i \), and the slow frequencies \( \omega_q \) of all neutral gas phenomena. \( \omega_{\text{pe}} \gg \omega_{\text{RF}} \gg \nu_0 \gg \nu_i \approx \omega_i \gg \omega_q \). In accordance with our assumptions discussed above, we focus on non-dissipative processes. Inelastic and ionizing electron–neutral collisions and Coulomb interaction between free charge carriers are neglected. Elastic electron–neutral collisions are treated in the limit \( m_e/m_n \to 0 \); i.e., the neutrals are seen as immobile scattering centers with a velocity and angle dependent differential collision frequency \( d\delta/\Omega \). The total collision frequency is \( \nu_0(v)=J_{\Omega} d\nu f \). (Here, \( v = |v| \), \( \nu = v/\bar{v}, \cos(\theta) = \bar{v} \cdot e; e \) is the unit vector related to the differential \( d\Omega \).) Thus, we describe the electron dynamics in the plasma domain \( P \) by a reduced version of the kinetic (or Boltzmann) equation

\[
\frac{\partial f}{\partial t} + v \cdot \nabla f - \frac{e}{m} E \cdot \nabla_v f = (f)_{\text{el}} - \nu_0 f + \int_{\Omega} d\Omega f(|v|\epsilon) d\Omega.
\]

(3)

Boundary conditions for \( f \) must be given at all boundaries of \( P \). Before the boundary \( S \), i.e., in front of all material surfaces, we assume the presence of a floating boundary sheath. The few energetic electrons which overcome the floating potential of the sheath are assumed to undergo specular reflection at \( S \). This is compatible with the neglect of ionization, and the assumption that ion densities and surface charges do not vary on the fast time scale. It is also compatible with the equilibrium distribution. With \( n \) denoting the surface normal, we thus assume at the plasma–wall boundary \( S \):

\[
f(r, v, t)|_{r \in S} = f(r, v - 2 n \cdot v n, t)|_{r \in S}.
\]

(4)

At the interface \( \mathcal{F} \) between the influence domain and the outer plasma, we assume that the distribution function \( f \) is close to the equilibrium distribution \( \hat{F} \). We cannot demand that it is exactly identical—this would prevent any interaction with the unperturbed plasma. Instead, we demand that the difference of the distribution functions is small, in a sense that will be made more explicit below:

\[
f(r, v, t)|_{r \in \mathcal{F}} = \hat{F} \left( \frac{1}{2} m v^2 - e \Phi(r) \right) + \delta f_{\mathcal{F}}(r, v, t).
\]

(5)

For the calculation of the field, we can adopt the electrostatic approximation \( E = -\nabla \Phi \); the skin effect is negligible (\( \lambda_e \ll \lambda_s \)) and no electromagnetic waves are emitted (\( \omega_{\text{RF}} \ll \omega_{\text{pe}} \)). We thus use Poisson’s equation, with the same ion density as in the equilibrium,

\[
-\nabla \cdot (\bar{\epsilon}(r) \nabla \Phi) = \begin{cases} 0, & r \in \mathcal{D}, \\ \bar{\epsilon}(r) \int_{\mathbb{R}^3} f \, d^3v, & r \in \mathcal{P}. \end{cases}
\]

(6)

The surface charges are also identical to those of the equilibrium,

\[
\bar{\epsilon}(r) \nabla \Phi(r) - \bar{\epsilon}_0 \nabla \Phi(r) = n_{1\mathcal{P}} = \sigma(r).
\]

(7)

The potential boundary conditions must now reflect the excitation by the RF voltages \( U_n \) applied to the electrodes \( \mathcal{E}_n \). At the influence domain interface \( \mathcal{F} \), it is assumed to be close to the unperturbed, time-independent equilibrium potential \( \Phi \); we will call the difference \( \delta \Phi_{\mathcal{F}} \) (More specific statements on \( \delta \Phi_{\mathcal{F}} \) will be made below.) At the insulator surface \( I \), the normal component vanishes. Altogether, we assume

\[
\Phi = \begin{cases} U_n, & r \in \mathcal{E}_n, \\ \Phi(r) + \delta \Phi_{\mathcal{F}}(r), & r \in \mathcal{F}, \\ n \cdot \nabla \Phi = 0, & r \in I. \end{cases}
\]

(8)

The response of the system to the RF excitation is given by the divergence-free current \( J \), the sum of the electron current (in the plasma) and the displacement current:

\[
J(r, t) = \begin{cases} -e \int_{\mathbb{R}^3} v f d^3v - \bar{\epsilon}_0 \frac{\partial \nabla \Phi}{\partial t}, & r \in \mathcal{P}, \\ -\bar{\epsilon}_0 \frac{\partial \nabla \Phi}{\partial t}, & r \in \mathcal{D}. \end{cases}
\]

(9)

At the boundaries \( \mathcal{E}_n \) and \( \mathcal{F} \), we count currents as positive when they flow into the plasma. (At the insulators \( I \), the normal current density vanishes.) Considering that the electrodes are dielectrically shielded, we define

\[
I_n = -\int_{\mathcal{E}_n} \mathbf{J} \cdot d^2r = \int_{\mathcal{E}_n} \delta \Phi(r) \frac{\partial \nabla \Phi}{\partial t} \cdot d^2r, \quad n = [0, N].
\]

(10)

\[
I_{\mathcal{F}} = -\int_{\mathcal{F}} \mathbf{J} \cdot d^2r = \int_{\mathcal{F}} \left( e \int_{\mathbb{R}^3} v f d^3v + \bar{\epsilon}_0 \frac{\partial \nabla \Phi}{\partial t} \right) \cdot d^2r.
\]

(11)

For these currents, Kirchhoff’s law can be established. The total current is divergence-free, hence its surface integral over the boundary \( \partial \mathcal{P} \) vanishes, and we obtain

\[
\sum_{n=0}^N I_n + I_{\mathcal{F}} = -\int_{\partial \mathcal{P}} \mathbf{J} \cdot d^2r = 0.
\]

(12)
3. The ‘thermodynamics’ of the plasma–probe system

In the last section, we have formulated a model for the subdomain $V$, i.e., for the probe and its immediate vicinity which is in close contact with the unperturbed rest of the plasma. In classical thermodynamics, analogous situations are studied where a system with internal energy $U$ and entropy $S$ exchanges mechanical work at a rate $P$ and heat at a rate $Q$ with the environment of a given temperature $T$. The first law of thermodynamics states $\frac{dU}{dt} = P + Q$; the increase in the internal energy $U$ equals the net energy obtained from the environment. The second law states $\frac{dS}{dt} \geq \frac{1}{T} Q$; the increase in the entropy $S$ is larger than the influx of the equilibrium entropy. (In the limit case of a reversible process, the two quantities are equal.) Both laws can be combined to demonstrate that the (Helmholtz) free energy $F = U - T S$ has a definite time derivative with respect to the power, $\frac{dF}{dt} \leq P$. In a non-equilibrium plasma, of course, classical thermodynamics does not apply, but we will demonstrate in this section that a similar construction is possible nonetheless: we will define a kinetic equivalent of $F$, the kinetic free energy $\bar{F}$, as the difference of the total energy $\mathcal{U}$ and the kinetic entropy $\mathcal{S}$. This quantity will also have a defined time derivative in comparison with the (electrical) power, provided that the dynamics is restricted to the non-dissipative processes included in (3). (In another context—stability analysis—the concept was employed, e.g., in [40–43].)

To derive an expression for $\mathcal{U}$, we first integrate (3) over $P$ with weight $\frac{1}{2} m v^2$ to obtain the balance of the kinetic electron energy. Employing Gauss’ law and making use of the boundary conditions for $f$ at the surface $S$ and the interface $\mathcal{F}$, we arrive at the following, where the term on the left represents the Ohmic heating of the electrons by the electric field; there are no losses as inelastic collisions were neglected:

$$\frac{d}{dt} \int_{\Omega} \int_{\mathcal{R}^3} \frac{1}{2} m v^2 f \, d^3 v \, d^3 r + \int_{\Omega} \int_{\mathcal{R}^3} \frac{1}{2} m v^2 \nu \delta f \, d^3 v \, d^3 r = \int_{\mathcal{F}} \nu \varepsilon \Phi \cdot \int_{\mathcal{R}^3} \nu f \, d^3 v \, d^3 r. \tag{13}$$

Further, we integrate $V \cdot J = 0$ over $V$ with weight $\Phi$ for the balance of the field energy:

$$\frac{d}{dt} \int_{\mathcal{F}} \frac{1}{2} \varepsilon \nabla \Phi^2 \, d^3 r = \sum_{n=1}^{N} U_n I_n + \int_{\mathcal{F}} (\Phi (r) + \delta \Phi \frac{\partial f}{\partial r}) J \cdot d^3 r$$

$$= \int_{\mathcal{F}} \nu \varepsilon \Phi \cdot \int_{\mathcal{R}^3} \nu f \, d^3 v \, d^3 r. \tag{14}$$

The sum of the two equations yields the balance for the total energy $\mathcal{U}$:

$$\frac{d}{dt} \left( \int_{\mathcal{F}} \frac{1}{2} \varepsilon \nabla \Phi^2 \, d^3 r + \int_{\mathcal{F}} \frac{1}{2} m v^2 f \, d^3 v \, d^3 r \right)$$

$$+ \int_{\mathcal{F}} \left( \Phi (r) + \delta \Phi \frac{\partial f}{\partial r} \right) J \cdot d^3 r + \int_{\mathcal{R}^3} \frac{1}{2} m v^2 \nu \delta f \, d^3 v = \sum_{n=1}^{N} U_n I_n. \tag{15}$$

Next, consider the balance of the ‘kinetic entropy density’ $\hat{\sigma}$ and the associated flux $\Gamma_{\sigma}$. These quantities are defined similarly to their thermodynamic analogs, except that not the exact logarithm $\ln(f)$ is used, but the ‘qualitative logarithm’ $\hat{\sigma}(f)$. (Recollect that the direct thermodynamic analogy of $\hat{\sigma}(f)$ is $-T \ln(f/F)$; this explains the ‘missing’ factor $T$):

$$\hat{\sigma} = \int_{\mathcal{R}^3} \int_{0}^{f} \hat{\sigma}(f') \, df' \, d^3 v, \tag{16}$$

$$\Gamma_{\sigma} = \int_{\mathcal{R}^3} \nu \int_{0}^{f} \hat{\sigma}(f') \, df' \, d^3 v. \tag{17}$$

Multiplying the kinetic equation (3) with $\hat{\sigma}(f)$ and integrating over velocity space yields the kinetic local entropy balance, a special case of Boltzmann’s $H$-theorem [44]:

$$\frac{\partial \hat{\sigma}}{\partial t} + \nabla \cdot \Gamma_{\sigma} = \int_{\mathcal{R}^3} \hat{\sigma}(f) \left( -\frac{\nabla f}{m} \cdot \nabla f + (f)_{\nu} \right) d^3 v \geq 0. \tag{18}$$

For a proof of the inequality, we use $\hat{\sigma}(f) \nabla \cdot \nabla f = (\nabla f)_{\nu} \hat{\sigma}(f)_{\nu} f(f')_{\nu}$ on the first term on the right and employ Gauss’ theorem. This shows that the term is zero, as $f \to 0$ for $|v| \to \infty$ and $\int_{0}^{f} \hat{\sigma}(f') \, df' \to 0$ for $f \to 0$, sufficiently fast. For the second term, we use $v_0 = \int_{\Omega} \frac{dv}{\Omega} f(\nu) \, d\Omega$, split into a sum of two identical terms divided by two, and exchange $e \leftrightarrow \hat{\nu}$ in one of them. The result is non-negative because $\hat{\sigma}(f)$ is monotonically decreasing in $f$. Note that equality only holds when $f(\nu e) = f(\nu e')$, i.e., when $f$ is isotropic:

$$\int_{\mathcal{R}^3} \hat{\sigma}(f)(\nu e) \, d^3 v$$

$$= \int_{0}^{\infty} v^3 \int_{\Omega} \hat{\sigma}(f) \left( -\nu f(\nu e) + \int_{\Omega} \frac{dv}{\Omega} f(\nu e') \, d\Omega \right) \, d\Omega \, dv$$

$$= \int_{0}^{\infty} v^3 \int_{\Omega} \int_{\Omega} \frac{dv}{\Omega} \hat{\sigma}(f(\nu e') - \hat{\sigma}(f(\nu e)))$$

$$\times (f(\nu e) + f(\nu e')) \, d\Omega \, dv \geq 0. \tag{19}$$

Now we integrate (18) over $\mathcal{P}$ to obtain a balance for the kinetic entropy $\mathcal{S}$. Note that the surface integral over $S$ vanishes due to the boundary conditions on $f$:

$$\frac{d}{dt} \int_{\mathcal{P}} \int_{0}^{f} \hat{\sigma}(f') \, df' \, d^3 v \, d^3 r + \int_{\mathcal{F}} \Gamma_{\sigma} \cdot d^3 r \geq 0. \tag{20}$$

On $\mathcal{F}$, the distribution $f$ is close to $\hat{f}$. We can thus approximate

$$\int_{0}^{f} \hat{\sigma}(f') \approx \int_{0}^{\hat{f}} \hat{\sigma}(f') \, df' + (\frac{1}{2} m v^2 - e \Phi (r)) \delta f \frac{\partial f}{\partial r}$$

$$+ \frac{1}{2} \hat{\sigma}(\hat{f}) \delta f \frac{\partial f}{\partial r}. \tag{21}$$

Introducing (21) in the definition (17) yields the important fact that the entropy flux on $\mathcal{F}$ is, to first-order approximation, identical to the energy flux on $\mathcal{F}$. Termining the difference $\Delta \Gamma_{\sigma,\mathcal{F}}$, we write the entropy flux at the boundary

$$\Gamma_{\sigma} \mid_{\mathcal{F}} \approx \int_{\mathcal{R}^3} \left( \frac{1}{2} m v^2 - e \Phi (r) \right) v \, f \, d^3 v \, d^3 r + o ((f - \hat{f})^2)$$

$$= \int_{\mathcal{R}^3} \frac{1}{2} m v^2 v \, f \, d^3 v + \Phi J + \Delta \Gamma_{\sigma,\mathcal{F}}. \tag{22}$$
We thus move to define the kinetic free energy \( \Phi \) as the difference of the total energy \( U \) and the kinetic entropy \( \Phi \). It is interpreted as a functional of the distribution function \( f \), as the potential \( \Phi \) is determined by Poisson’s equation and thus directly coupled to \( f \):

\[
\Phi(f) = U(f) - \Phi(f) = \int_V \left( \frac{1}{2} \delta \nabla \Phi(f)^2 d^3r \right) + \int_V \int_{\mathbb{R}} \left( \frac{1}{2} m \nu^2 f - \int_0^f (\epsilon'(f') \delta f') d^3v \right) d^3r.
\]

(23)

The time derivative of the kinetic free energy fulfills the inequalities

\[
\frac{d\Phi}{dt} \leq \sum_{n=1}^N U_n I_n - \int_\mathcal{F} \Delta \Gamma_{\alpha,\mathcal{F}} \cdot d^2r \leq \sum_{n=1}^N U_n I_n,
\]

(24)

where the second inequality holds under the physical assumption that the excess entropy flux through the interface \( \mathcal{F} \) (identified as a net free energy loss) has a definite sign,

\[
\int_\mathcal{F} \Delta \Gamma_{\alpha,\mathcal{F}} \cdot d^2r = -\Delta \Phi_{\alpha,\mathcal{F}} \geq 0.
\]

(25)

Relations (23) and (24) show that it is indeed possible to define a ‘kinetic free energy’ \( \Phi \) as a direct analog to the thermodynamic free energy \( F \). The established quantity has many important properties. For example, following [40–43], it can be used to demonstrate that the assumptions on the equilibrium and the dynamics are compatible: consider the case of zero RF excitation of the probe. The right-hand side of (24) then vanishes, and the kinetic free energy monotonically decreases. According to the theory of Lyapunov, the stable equilibrium of the system are the minima of the functional. Call such a minimum \( f^* \). Around \( f^* \), the first variation of the functional \( \Phi \) has to vanish:

\[
\delta \Phi = \int_V (\epsilon \nabla f^* \cdot \nabla \delta f) + \int_V \left( \frac{1}{2} m \nu^2 \delta f - \bar{\epsilon}(f^*) \delta f \right) d^3v \equiv 0.
\]

(26)

Integration by parts and using Poisson’s equation with boundary conditions yields

\[
\delta \Phi = \int_V (-e \Phi^* + \frac{1}{2} m v^2 - \bar{\epsilon}(f^*) \delta f) d^3v d^3r.
\]

(27)

Obviously, the necessary condition for a minimum is met by \( f^*(r, v) = \bar{F} \left( \frac{1}{2} m v^2 - e \Phi^*(r) \right) \); the distribution function prescribed at the interface \( \mathcal{F} \) has to hold for the whole domain \( \mathcal{P} \). Taking into account also Poisson’s equation, one arrives exactly at the equilibrium problem. To show that this equilibrium is indeed stable, consider the second variation and confirm that it is positive definite, due to the monotonically decreasing function \( \bar{\epsilon} \):

\[
\delta^2 \Phi = \int_V \left( \frac{1}{2} \delta \nabla \Phi^2 \delta f \right) + \frac{1}{2} \delta \epsilon'(f^*) \delta f^2 d^3v \geq 0.
\]

(28)

4. Linearized kinetic model

As we have just seen, the unperturbed equilibrium of the Plasma–probe system is stable, and it is only the applied electrode voltages that drive the system. We now assume that these voltages are small compared with the thermal voltage \( T_e / e \approx 3V \). In a typical APRS set-up, the applied voltages are much smaller.) It is then adequate to linearize the dynamic equations around the stationary equilibrium. We will assume that the distribution function \( f \) in \( \mathcal{P} \) can be described by the equilibrium distribution plus a small perturbation

\[
f(r, v, t) = \bar{F} \left( \frac{1}{2} m v^2 - e \Phi(r) \right) + w(r, v) g(r, v, t),
\]

(29)

Here, \( w \) is a positive weighting function, defined as the negative derivative of the equilibrium distribution function \( \bar{F} \) with respect to its argument \( \epsilon \):

\[
w(r, v) = -\bar{F}' \left( \frac{1}{2} m v^2 - e \Phi(r) \right).
\]

(30)

Also the potential \( \Phi(r, t) \) is split up into the equilibrium value \( \bar{F}(r) \) and a perturbation, \( \Phi(r, t) = \bar{F}(r) + \phi(r, t) \), \( |\phi(r, t)| \ll T_e / e \).

(31)

The perturbation of the distribution is governed by the linearized kinetic equation,

\[
\frac{\partial g}{\partial t} + v \cdot \nabla g + e \cdot \bar{\epsilon} \Phi \cdot \nabla v - e v \cdot \nabla \Phi
\]

\[
= -v_0 g + \int_{\Omega} \frac{d\nu}{\Omega} g(|v| e) d\Omega;
\]

(32)

boundary conditions are specular reflection at \( S \) and (yet undefined) ‘smallness’ at \( \mathcal{F} \):

\[
g(r, v, t) = \begin{cases} g(r, v - 2n \cdot v n, t), & r \in S, \\ g_{\mathcal{F}}(r, v, t), & r \in \mathcal{F}. \end{cases}
\]

(33)

The perturbation of the potential follows the linearized Poisson equation,

\[
-\nabla \cdot (\epsilon(r) \nabla \phi) = \begin{cases} 0, & r \in D, \\ -e \int_{\mathbb{R}^3} w(r, v) g(r, v, t) d^3v, & r \in \mathcal{P}, \end{cases}
\]

(34)

together with the boundary conditions (again, \( \phi_{\mathcal{F}} \) is small but yet unspecified)

\[
\phi(r) = \begin{cases} U_n(t), & r \in \mathcal{E}_n, \\ \phi_{\mathcal{F}}(r, t), & r \in \mathcal{F}, \\ n \cdot \nabla \phi = 0, & r \in \mathcal{I}. \end{cases}
\]

(35)

For a more compact notation, we define the Green’s function \( G(r, r') \) as the solution of Poisson’s equation for a unit charge at \( r' \) under homogeneous boundary conditions:

\[
-\nabla \cdot (\epsilon(r) \nabla G(r, r')) = \delta^3(r - r'),
\]

(36)

\[
G(r, r') = \begin{cases} 0, & r \in \bigcup_{n=0}^N \mathcal{E}_n \cup \mathcal{F}, r' \in \mathcal{V}, \\ n \cdot \nabla G(r, r') = 0, & r \in \mathcal{I}. \end{cases}
\]

(37)
The Green’s function can be shown to be symmetric in its arguments,
\[ G(r, r') = G(r', r), \quad r, r' \in \mathcal{V}. \]  
(37)

We can then formulate the formal solution of the Poisson problem as
\[ \phi(r, t) = -\int_\mathcal{V} G(r, r') e \int_\mathcal{V} w(r', v) g(r', v, t) d^3v \, d^3r' \]
\[ -\sum_{n=1}^{N} U_n(t) \int_{E_n} \varepsilon(r') \nabla G(r, r') \cdot d^3r' \]
\[ -\int_{\mathcal{F}} \phi_{\nu}(r', t) \varepsilon(r') \nabla G(r, r') \cdot d^3r'. \]  
(38)

The first term of this expression will be called the inner potential. To write it concisely, we define for all \( r \) and \( t \) a linear functional of the distribution function \( g \):
\[ \Phi[g](r, t) = -\int_\mathcal{V} G(r, r') \int_{\mathcal{R}^3} e w(r', v) g(r', v, t) d^3v \, d^3r'. \]  
(39)

The inner potential obeys Poisson’s equation under homogeneous boundary conditions:
\[ -\nabla \cdot (\varepsilon(r) \nabla \Phi[g]) = \begin{cases} 0, & r \in \mathcal{D}, \\ -e \int_{\mathcal{R}^3} w(r, v) g(r, v, t) d^3v, & r \in \mathcal{P}, \end{cases} \]  
(40)

Another important quantity is the time derivative \( \Phi'[g] \) of the inner potential, using the kinetic equation it can be established as a linear functional connected to \( \Phi[g] \):
\[ \Phi'[g](r, t) = \int_{\mathcal{R}^3} \int_{\mathcal{R}^3} e w(r', v) g(r', v, t) d^3v \, d^3r'. \]  
(41)

It can be used to define the inner current density \( J[g] \), a divergence-free quantity, which contains the electron current and the displacement current connected to \( \Phi[g] \):
\[ J[g](r, t) = \begin{cases} -e \nabla \Phi[g], & r \in \mathcal{D}, \\ -e \int_{\mathcal{R}^3} v g \, w d^3v - e \nabla \Phi[g], & r \in \mathcal{P}. \end{cases} \]  
(42)

The second term of expression (38) is the ‘vacuum potential’. To write it concisely, we define for all \( r \in \partial \mathcal{V} \) the characteristic function derived from the Green’s function,
\[ \Psi_{\nu}(r) = -\varepsilon(r) n(r') \cdot \nabla G(r, r'). \]  
(43)

It obeys the Laplace equation under the problem-specific boundary conditions
\[ -\nabla \cdot (\varepsilon(r) \nabla \Psi_{\nu}(r)) = 0, \quad r \in \mathcal{V}, \]
\[ \Psi_{\nu}(r) = \delta^{(2)}(r - r'), \quad r \in \bigcup_{n=0}^{N} E_n \cup \mathcal{F}, \]
\[ n \cdot \nabla \Psi_{\nu}(r) = 0, \quad r \in \mathcal{I}. \]  
(44)

Following [39], we also define for all \( n \in [1, N] \) the influence functions of the electrodes
\[ \psi_n(r) = \int_{E_n} \Psi_{\nu}(r) d^2r' = -\int_{E_n} \varepsilon(r') \nabla G(r, r') \cdot d^2r'. \]  
(45)

They obey the relations
\[ -\nabla \cdot (\varepsilon(r) \nabla \psi_n)(r) = 0, \]
\[ \psi_n = \begin{cases} \delta_{nn'}, & r \in \mathcal{E}_n', \quad n' \in [0, N], \\ 0, & r \in \mathcal{F}, \end{cases} \]
\[ n \cdot \nabla \psi_n = 0, \quad r \in \mathcal{I}. \]  
(46)

Using these definitions, the vacuum potential can be written as
\[ \phi_{\nu}(r, t) = \sum_{n=1}^{N} U_n(t) \psi_n(r') + \int_{\mathcal{F}} \phi_{\nu}(r', t) \Psi_{\nu}(r) d^2r'. \]  
(47)

The displacement current related to the vacuum potential is
\[ J_{\nu}(r, t) = -\sum_{n=1}^{N} \frac{\partial U_n}{\partial t} \varepsilon(r) \nabla \psi_n \]
\[ -\int_{\mathcal{F}} \frac{\partial \phi_{\nu}}{\partial t}(r') \varepsilon(r') \nabla \psi_{\nu}(r) d^2r'. \]  
(48)

Of particular importance are the currents through the electrodes and the outer boundary. For the inner contributions at the electrode \( E_n \), we obtain (where in the second step we employ an argument outlined in the appendix of [39])
\[ I_n[g](t) = -\int_{E_n} J[g] \cdot d^2r = \int_{\mathcal{F}} \int_{\mathcal{R}^3} e \nabla \psi_n \cdot v g \, w d^3v \, d^3r, \quad n \in [0, N]. \]  
(49)

Through the outer boundary, the current is
\[ I_{\mathcal{F}}[g](t) = -\int_{\mathcal{F}} J[g] \cdot d^2r \]
\[ = \int_{\mathcal{F}} \left( e \int_{\mathcal{R}^3} v g \, w d^3v + e \nabla \Phi[g] \right) \cdot d^2r \]
\[ = -\sum_{n=0}^{N} I_n[g](t). \]  
(50)

To write the vacuum currents concisely, we define the electrode capacitance matrix \( C_{nn'} \), the electrode boundary coupling \( c_n(r) \) and the boundary–boundary self-coupling \( c(r, r') \):
\[ C_{nn'} = \int_{\mathcal{V}} \varepsilon(r) \nabla \psi_n \cdot \nabla \psi_{n'} \, d^3r \equiv \int_{E_n} \varepsilon(r) \nabla \psi_n \cdot d^3r, \quad n, n' \in [1, N], \]  
(51)
\[ c_n(r) = \int_{\mathcal{V}} \varepsilon(r') \nabla \psi_n \cdot \nabla \psi_{n'}(r') \, d^3r' \equiv \varepsilon(r) n \cdot \nabla \psi_n(r), \quad n \in [1, N], \quad r \in \mathcal{F}, \]  
(52)
\[ c(r, r') = \int_{\mathcal{V}} \varepsilon(r'') \nabla \psi_{n'}(r'') \cdot \nabla \psi_{n'}(r'') \, d^3r'' \equiv \varepsilon(r) n \cdot \nabla \psi_{n'}(r'), \quad r, r' \in \mathcal{F}. \]  
(53)
They obey the identities
\[ \sum_{n=1}^{N} C_{nn'} + \int_{\mathcal{F}} c_n(r) \, d^2 r = 0, \quad n \in [1, N], \] 
(54)
\[ \sum_{n=1}^{N} c_n(r) + \int_{\mathcal{F}} c(r, r') \, d^2 r = 0, \quad r' \in \mathcal{F}. \] 
(55)
The vacuum currents through the electrodes \( \mathcal{E}_n, n \in [0, N], \) are then
\[ I_{n}^{\text{vac}}(t) = -\int_{\mathcal{E}_n} J_{n}^{\text{vac}} \cdot d^2 r + \sum_{n=1}^{N} C_{nn'} \frac{d U_{n'}}{d t}, \]
\[ + \int_{\mathcal{F}} c_n(r) \frac{\partial \phi_{F}}{\partial t} \, d^2 r, \] 
(56)
the vacuum current density and the total vacuum current through the interface \( \mathcal{F} \) are
\[ J_{F}^{\text{vac}}(r, t) = \mathbf{n} \cdot J_{F}^{\text{vac}}(r, t) = -\sum_{n=1}^{N} \frac{\partial U_{n}}{\partial t} c_n(r) - \int_{\mathcal{F}} c(r, r') \frac{\partial \phi_{F}}{\partial t} \, d^2 r', \] 
(57)
\[ I_{F}^{\text{vac}}(t) = \int_{\mathcal{F}} J_{F}^{\text{vac}}(r, t) \cdot d^2 r = \int_{\mathcal{F}} J_{F}^{\text{vac}}(r, t) d^2 r \]
\[ = \sum_{n=1}^{N} I_{n}^{\text{vac}}(t). \] 
(58)
We now turn to the calculation of the electric field energy. The contributions from the inner field and the vacuum field decouple, as can be shown by partial integration,
\[ \int_{\mathcal{V}} \frac{1}{2}\varepsilon(r) \nabla \phi_{F}^2 \, d^3 r = \int_{\mathcal{V}} \frac{1}{2}\varepsilon(r) \nabla \Phi_{F}(g)^2 \, d^3 r \]
\[ + \int_{\mathcal{V}} \frac{1}{2}\varepsilon(r) \nabla \phi_{F}^{\text{vac}}(r, t) \nabla \phi_{F}^{\text{vac}}(r', t) \, d^2 r \] 
(59)
In terms of the capacitive coupling coefficients, the vacuum energy can be expressed as
\[ \int_{\mathcal{V}} \frac{1}{2}\varepsilon(r) \nabla \phi_{F}^{\text{vac}}(r, t) \nabla \phi_{F}^{\text{vac}}(r', t) \, d^2 r \]
\[ = \frac{1}{2} \sum_{n=1}^{N} \sum_{n'=1}^{N} C_{nn'} U_{n} U_{n'}, \quad n \neq n', \]
\[ + \frac{1}{2} \int_{\mathcal{F}} \int_{\mathcal{F}} c(r, r') \phi_{F}(r, t) \phi_{F}(r', t) \, d^2 r \] 
(60)
For the time derivatives of the inner field energy and the vacuum energy, we obtain the following relations which also demonstrate their decoupling:
\[ \frac{d}{d t} \int_{\mathcal{V}} \frac{1}{2}\varepsilon(r) \nabla \Phi_{F}(g)^2 \, d^3 r \]
\[ = -\int_{\mathcal{V}} \nabla \Phi_{F}(g) \cdot \varepsilon \int_{\mathcal{V}} \varepsilon(w) \, d^3 v \, d^3 r, \] 
(61)
\[ \frac{d}{d t} \int_{\mathcal{V}} \frac{1}{2}\varepsilon(r) \nabla \phi_{F}^{\text{vac}}(r, t) \nabla \phi_{F}^{\text{vac}}(r', t) \, d^2 r \]
\[ = \sum_{n=1}^{N} U_{n} I_{n}^{\text{vac}} - \int_{\mathcal{F}} \phi_{F}(r) J_{F}^{\text{vac}}(r) \, d^2 r. \] 
As a last point in this section, we now consider the balance of the linearized free energy. Of course, the analysis of section 3 applies, but it is more instructive to rederive the results employing the linearized kinetic equation of this section. With all definitions substituted, and the vacuum field written on the right, it reads:
\[ \frac{d g}{d t} + \mathbf{v} \cdot \nabla g + e \frac{\varepsilon_{F}}{m} \nabla \Phi_{F} - e \varepsilon \cdot \nabla \Phi_{F} \]
\[ + e \varepsilon \cdot \int_{\mathcal{F}} \phi_{F}(r, t) \nabla \Psi_{F}(r) \, d^2 r'. \]
(62)
We multiply this by \( g w \) and integrate over the velocity space \( \mathbb{R}^3 \) and the plasma domain \( \mathcal{P} \). Taking into account that the collision term integral has a definite sign, as shown by (19), the current relation (42), the fact that \( w \) vanishes for \( |v| \to \infty \), and the specular reflection boundary conditions for \( g \) at \( \mathcal{S} \), we obtain
\[ \frac{d}{d t} \int_{\mathcal{S}} \int_{\mathcal{V}} \frac{1}{2} \varepsilon(r) \nabla \phi_{F}^{\text{vac}}(r, t) \nabla \phi_{F}^{\text{vac}}(r', t) \, d^2 r \]
\[ \leq \sum_{n=1}^{N} U_{n} I_{n}(g(t)). \] 
(63)
Adding the inner potential energy balance and re-arranging terms yield
\[ \frac{d}{d t} \left( \int_{\mathcal{S}} \int_{\mathcal{V}} \frac{1}{2} \varepsilon(r) \nabla \phi_{F}^{\text{vac}}(g)^2 \, d^3 r + \int_{\mathcal{S}} \int_{\mathcal{V}} \frac{1}{2} w g \, d^3 v \, d^3 r \right) \]
\[ + \int_{\mathcal{S}} \int_{\mathcal{V}} \left( \delta \phi_{F}(r) J_{F}(g)(r, t) + \int_{\mathcal{V}} \frac{1}{2} w g \, d^3 v \right) \cdot d^2 r \]
\[ \leq \sum_{n=1}^{N} U_{n} I_{n}(g(t)). \] 
(64)
The second term on the left represents the excess entropy exchanged with the environment through the interface \( \mathcal{F} \). As stated above, it is our physical postulate that this quantity has a definite sign; i.e. cannot become negative:
\[ \int_{\mathcal{F}} \Delta g_{F} \cdot d^2 r = \]
\[ \int_{\mathcal{F}} (\phi_{F}(r) J_{F}(g)(r, t) + \int_{\mathcal{V}} \frac{1}{2} w g \, d^3 v) \cdot d^2 r \geq 0. \] 
(65)
The kinetic free energy \( F[g] \) suggested by these relations is a quadratic, positive definite functional of the distribution perturbation \( g \). It is identical to the second variation of \( g \), except that the contribution of the vacuum energy is not included:
\[ F[g] := \int_{\mathcal{S}} \int_{\mathcal{V}} \frac{1}{2} \varepsilon(r) \nabla \phi_{F}^{\text{vac}}(g)^2 \, d^3 r. \] 
(66)
For this quantity, we have established one of the main results of this paper,
\[ \frac{d}{d t} F[g] \leq \sum_{n=1}^{N} U_{n} I_{n}(g(t)). \] 
(67)
5. Functional analytic description

We will now continue our analysis of APRS by transforming the ‘physical’ description of the plasma–probe system into a ‘mathematical’ model. To achieve this, we must give exact meaning to the physical assumptions made above. These were

1. The scales $L$ (reactor dimension), $\lambda_e$ energy diffusion length and $\lambda_s$ are not considered any longer finite but infinite. Similarly, the frequencies $v_i$ (inelastic collision frequency) $\omega_{pe}$ (ion plasma frequency) and $\omega_g$ (neutral dynamics frequency) are set equal to zero. There are no consequences for our model; these scales and the corresponding processes (gradual establishment of the non-dissipative equilibrium) were not considered at all. (These scales are simply not ‘observed’ by the probe.)

2. The scale $R_V$ is set to infinity: we enlarge the finite influence domain $\mathcal{V}$ to be infinite. Of course, the ‘thermodynamic’ arguments of section 3 will then no longer apply; they rely on the assumption that the influence domain is in contact with the unperturbed plasma environment via the interface $\mathcal{F}$. The validity of the linear model, however, is not affected; the equilibrium distribution $\tilde{F}(e)$ is already incorporated. Technically, the interface $\mathcal{F}$ moves to infinity, the boundary values $g|_{\mathcal{F}}$ and $\phi_{\mathcal{F}}$ vanish, and the functions $c_s(r)$ and $c(r, r')$ lose their meaning. Physically, $\mathcal{F}$ assumes the role of a distant ground and is treated as such. We can assume that the equilibrium plasma at large distances is homogeneous.

3. There is no formal ordering assumed of the remaining spatial scales $\lambda_D$ (Debye length), $\lambda$ (elastic electron mean free path) and $R$ (probe scale), or of the frequency scales $\omega_{pe}$ (electron plasma frequency), $\omega_{RF}$ (applied RF frequency) and $v_0$ (collision frequency). All these scales will be taken as finite; the statements $\lambda_D \lesssim \lambda \approx R$ and $\omega_{pe} \gtrsim \omega_{RF} \gtrsim v_0$ merely indicate the ‘typical’ APRS situation. The collision free limit $\lambda \to \infty$, $v_0 \to 0$, where kinetic effects dominate over collisional effects (see the introduction) will not be excluded from the description.

We now summarize our model of the probe–plasma system. Its core is a linear kinetic equation with appropriate boundary conditions for the distribution perturbation $g$:

\[
\frac{\partial g}{\partial t} + v \cdot \nabla g + \frac{e}{m} \nabla \Phi \cdot \nabla v g = \epsilon v \cdot \nabla \Phi [g] \\
= -v_0 g + \int_{\Omega} \frac{d}{d\Omega} g(|v|e) d\Omega = \sum_{n=1}^{N} U_n e v \cdot \nabla \psi_n, \quad g(r, v, t) = \begin{cases} g(r, v - 2n \cdot v, n, t), & r \in \mathcal{S} \\ 0, & r \to \infty. \end{cases}
\]

The inner potential $\Phi[g]$ is a function of $r$ and $t$ and a homogeneous, linear functional of $g$:

\[
\Phi[g](r, t) = -\int_{\mathcal{V}} G(r, r') \int_{\mathcal{R}^3} e g(r', v, t) w(r', v) d^3v d^3r',
\]

where the Green’s function $G(r, r')$ obeys

\[
-\nabla \cdot (\epsilon(r) \nabla G(r, r')) = \delta^3(r - r'),
\]

\[
G(r, r') = 0, \quad r \in \bigcup_{n=0}^{N} \mathcal{E}_n \text{ or } r \to \infty, \quad r' \in \mathcal{V},
\]

\[
n \cdot \nabla G(r, r') = 0, \quad r \in \mathcal{I}.
\]

The RF excitation is represented by the electrode functions $\psi_n$, $n \in [1, N]$,

\[
-\nabla \cdot (\epsilon(r) \nabla \psi_n) = 0,
\]

\[
\psi_n = \{ \delta_{mn}, \quad r \in \mathcal{E}_n, \\ 0, \quad r \to \infty, \
\]

\[
n \cdot \nabla \psi_n = 0, \quad r \in \mathcal{I}.
\]

The current and the vacuum currents through the electrodes are, for $n \in [1, N]$,

\[
I_n[g](t) = \int_{\mathcal{P}} \int_{\mathcal{R}^3} \epsilon \nabla \psi_n \cdot v g \, d^3v \, d^3r, \quad I_n^{vac}(t) = \sum_{n=1}^{N} C_{nn'} |U_n| \frac{dU_{n'}}{dt}.
\]

with the capacitive coefficients calculated as follows, for $n, n' \in [1, N]$:

\[
C_{nn'} = \int_{\mathcal{V}} \int_{\mathcal{R}^3} \epsilon(r) \nabla \psi_n \cdot \nabla \psi_{n'} \, d^3r = \int_{\mathcal{E}_n} \epsilon(r) \nabla \Phi [g] \, d^3r.
\]

A quadratic free energy functional was established with a definite time derivative:

\[
\mathcal{F}[g] := \int_{\mathcal{P}} \int_{\mathcal{R}^3} \frac{1}{2} g^2 \, d^3v \, d^3r + \int_{\mathcal{V}} \frac{1}{2} \epsilon(r) \nabla \Phi [g] \, d^3r,
\]

\[
\frac{d}{dt} \mathcal{F}[g] \leq \sum_{n=1}^{N} U_n I_n[g](t).
\]

To get deeper insight into the model, we now proceed to establish an abstract description. The appropriate framework for this is functional analysis. The set of all possible distribution functions $g(r, v)$ on the phase space $\mathcal{P} \times \mathcal{R}^3$ naturally forms a linear configuration space. To turn it into a Hilbert space $\mathcal{H}$, a scalar product is required and the completion process must be carried out. The following choice will result in a weighted $L^2$-space:

\[
(g''|g) := \int_{\mathcal{P}} \int_{\mathcal{R}^3} g'' g \, d^3v \, d^3r.
\]

For our purposes, however, it is more suited to employ a scalar product motivated by the linearized free energy. The following definition meets all aspects of an inner product, namely (i) conjugate symmetry, (ii) sesquilinearity, and (iii) positive definiteness:

\[
(g'|g) := \int_{\mathcal{P}} \int_{\mathcal{R}^3} g'' g \, d^3v \, d^3r + \int_{\mathcal{V}} \epsilon(r) \nabla \Phi [g''] \cdot \nabla \Phi [g] \, d^3r.
\]
Integrating the second term by parts and utilizing Poisson’s equation one finds
\[
\langle g'|g \rangle = \int_P \int_{\mathbb{R}^3} g^* g \, w \, d^3v \, d^3r - \int_P \Phi \langle g^* \rangle \int_{\mathbb{R}^3} e \nu g \, d^3v \, d^3r = \langle g'|g \rangle + (-e \Phi \langle g'|g \rangle).
\] (80)
Both scalar products are related; \( \langle \cdot, \cdot \rangle \) may be called the energetic scalar product associated with the ‘Coulomb integral’ operator \(-\Phi \langle \cdot \rangle\). In the usual way, the inner product induces a norm; its square corresponds to the linearized free energy up to a factor of two:
\[
||g||^2 := \langle g|g \rangle = 2 \mathbb{F}[g].
\] (81)
Within the state space \( \mathcal{H} \), the dynamics can be formulated as a differential equation for the dynamic state vector \( g \). We introduce the excitation state vectors \( e_n = e \nu \cdot \nabla \psi_n \) and two dynamic operators, the Vlasov operator \( T_V \) and the collision operator \( T_S \):
\[
T_V g = -\nu \cdot \nabla g - \frac{e}{m} \nabla \Phi \cdot \nabla g + e \nu \Phi \langle g \rangle \cdot \nu,
\] (82)
\[
T_S g = -\nu_0 g + \int_{\Omega} \frac{d\Omega}{\Omega} \int_{\mathbb{R}^3} g(|\nu|e) \, d\Omega.
\] (83)
The dynamical equation then assumes the form
\[
\frac{dg}{dt} = T_V g + T_S g + \sum_{n=1}^N U_n e_n.
\] (84)
The response of the system, the inner current, is as follows; the excitations vectors hence also serve as observation vectors:
\[
I_n[g](t) = \int_P \int_{\mathbb{R}^3} e \nu \cdot \nabla \psi_n g \, d^3v \, d^3r = (e_n|g) = (e_n g).
\] (85)
The behavior of the system depends crucially on the properties of the dynamic operators. A detailed analysis will be presented in the appendix; here only a short summary is given. The operator \( T_V \) contains derivatives with respect to \( \nu \) and \( \psi \) and is therefore unbounded, i.e. there is a sequence of states \( g_n \) in \( \mathcal{H} \) whose norm \( ||g_n|| \) is unity but whose images under the adjoined operator \( T_V^* \) diverge, \( \lim_{n \to \infty} ||T_V g_n|| \to \infty \). The domain \( D(T_V) \) is thus only a dense subset of \( \mathcal{H} \), namely the set of distribution functions \( g \) which are differentiable and obey the specular boundary conditions at the surface \( S \). The adjoined operator \( T_V^* \) has the same domain \( D(T_V^*) = D(T_V) \) and is identical to \(-T_V^*\). This property is called skew self-adjointness and implies that for two distribution functions \( g \) and \( g' \) in \( D(T_V) \) we have
\[
\langle T_V g'|g \rangle = -\langle g'|T_V g \rangle.
\] (86)
Together, these properties imply that the spectrum of the operator \( T_V \) is purely imaginary, and reaches from \(-i \infty \) to \( i \infty \). As argued in the appendix, the spectrum is continuous. Then the spectral representation of \( T_V \) reads as follows, where \( P_V(\omega) \) is a resolution of the identity, i.e. a family of projection operators with \( P_V(\infty) = 0 \) and \( P_V(-\infty) = 1 \):
\[
T_V = \int_{-\infty}^{\infty} i \omega \, dP_V(\omega).
\] (87)
The collision operator \( T_S \) is the difference of an integral operator (with kernel \( \frac{d\Omega}{\Omega} \) \( \Phi \) \( \nu \) \( (\nu, \vartheta) \)) and a multiplication operator (with \( \nu_0 \)). These are regular functions; the operator is thus bounded (continuous) and its domain \( D(T_S) \) is the full Hilbert space \( \mathcal{H} \). It is symmetric and therefore self-adjoint; for two distributions \( g \) and \( g' \) in \( \mathcal{H} \) we have
\[
\langle T_S g'|g \rangle = \langle g'|T_S g \rangle.
\] (88)
The kernel \( K(T_S) \) of the operator \( T_S \) is the set of all distribution functions that are isotropic with respect to the velocity. Except for those distribution functions, the operator is negative; altogether it is negative semi-definite, i.e. for all \( g \) in \( \mathcal{H} \)
\[
\langle g|T_S g \rangle \leq 0.
\] (89)
Together, these properties imply that the spectrum of the operator \( T_S \) is real and can be included in the interval \([-\nu_{\text{max}}, 0]\). The spectral representation of \( T_S \) thus reads as follows, where \( P_S(\nu) \) is another resolution of the identity with \( P_S(0) = 0 \) and \( P_S(\nu_{\text{max}}) = 1 \):
\[
T_S = -\int_0^{\nu_{\text{max}}} \nu \, dP_S(\nu).
\] (90)
The characterization of the full operator \( T = T_V + T_S \) is the subject of ongoing research. We assume, however, that its spectrum is entirely located in the negative half plane of \( \mathbb{C} \), so that a harmonic ansatz with frequency \( \omega_{\text{RF}} \) for the excitation and the response is allowed. We find the corresponding solution of the equation as
\[
g = \sum_{n=1}^N U_n (i \omega_{\text{RF}} - T_V - T_S)^{-1} e_n.
\] (91)
The inner current—the response of the system—is then
\[
I_n[g] = \sum_{n' = 1}^N (e_{n'}) (i \omega_{\text{RF}} - T_V - T_S)^{-1} e_{n'} U_n = \sum_{n' = 1}^N Y_{n'n} U_{n'}.
\] (92)
Thus, the system response function \( Y_{n'n} (i \omega_{\text{RF}}) \) is given in terms of the matrix elements of the resolvent of the dynamic operator evaluated for values on the imaginary axis:
\[
Y_{n'n} = (e_{n'}) (i \omega_{\text{RF}} - T_V - T_S)^{-1} e_n.
\] (93)
This is the result promised above; also in a kinetic model, the spectral response of the probe–plasma system can be expressed in terms of matrix elements of the resolvent of the dynamical operator.

6. Summary and conclusion

In this paper we derived and discussed a fully kinetic model of electrostatic active plasma resonance spectroscopy (APRS). The subject of our analysis was the interaction of an arbitrarily shaped, dielectrically covered RF probe with the plasma of its influence domain \( V \). On the length scale of the influence domain \( R_V \), and the time scale of the interaction \( \omega_{\text{pe}}^{-1} \), that plasma was assumed to be in a stable, non-dissipative equilibrium, characterized by a distribution \( f \) which is a sole function of the total energy, \( f(r, \nu) = \tilde{F}(\frac{1}{2}m\nu^2 - e\Phi(r)) \). (We stressed that non-equilibrium processes on larger length
or time scales are not precluded.) Exploiting a formal analogy to classical thermodynamics, we defined the kinetic free energy $\mathcal{F}$ of the domain $\mathcal{V}$ as the difference of the total energy $\mathcal{U}$ and the kinetic entropy $\mathcal{S}$ and showed that it has a definite time derivative with respect to the RF power.

We then turned to a linearized model of the plasma–probe interaction, valid for applied RF voltages smaller than $T_e/e \approx 3$ V. (A condition well met in standard APRS configurations.) The fact that the second variation of the free energy is a positive definite functional of the perturbation $g$ motivated a scalar product $\langle g | g \rangle$ and allowed us to define a Hilbert space $\mathcal{H}$. The behavior of the plasma–probe system could then be captured by a dynamical equation, and the response to a harmonic excitation could be expressed by matrix elements of the resolvent of the dynamical operator: equation (93) is our main result.

Formally, the derived response function is identical to the corresponding expression of [39] which was obtained on the basis of the cold plasma model. Of course, this raises the question: how do the two results compare? In particular, what reflects that (93) is not limited to the regime of relatively high pressure, but holds for all pressures, including the limit $p \to 0$? In a nutshell, the fact that the operator $T_V$ here (presumably) has a continuous spectrum, while the spectrum of the corresponding operator in [39] is discrete.

To illustrate the situation, consider the electrically symmetric multipole resonance probe. For this realization of APRS, [39] derived the equivalent circuit depicted in figure 4 (top). The circuit has three nodes, namely the two driven electrodes $E_1$ and $E_2$, and ground $E_0$. They are coupled by vacuum capacitances and infinitely many discrete resonance circuits, each of which represents an eigenvalue pair of the dynamical operator. The spectral response is thus a rational function, i.e. a sum of Lorentz curves. The damping is caused by electron–neutral collisions and vanishes in the limit $p \to 0$; the resonance peaks then diverge.

In our kinetic model, the situation is entirely different, as illustrated by figure 4 (bottom). The dynamical operator has no discrete eigenvalues, instead it has a continuous spectrum. This has important consequences: the inner coupling cannot be decomposed in a sum of discrete resonance circuits but must be represented by an integral. The spectral response becomes a non-rational function of $\omega_{RF}$. In the limit $p \to 0$, there are no divergences anymore. Instead, a new phenomenon appears, related to anomalous or non-collisional dissipation. To see this explicitly, consider the matrix elements of the response function in the limit of zero electron–neutral collisions. Utilizing the spectral representation of the resolvent of $T_V$, and introducing a proper regularization, we can evaluate them as follows:

$$
Y_{aw} = \lim_{\nu \to 0} \left( e_\nu | (i \omega_{RF} - T_V + v)^{-1} e_{aw} \right)
$$

$$
= \lim_{\nu \to 0} \int_{-\infty}^{\infty} \frac{1}{i \omega_{RF} - i \omega + v} \, d \langle e_\nu | P_V(\omega) e_{aw} \rangle.
$$

$$
= \frac{1}{i} \int_{-\infty}^{\infty} \frac{1}{\omega_{RF} - \omega} \, d \langle e_\nu | P_V(\omega) e_{aw} \rangle + \pi \langle e_\nu | P_V(\omega_{RF}) e_{aw} \rangle
$$

$$
= iX_{aw} + R_{aw}.
$$

The last form was obtained by the Plemelj formula. The principal value term is imaginary; the residuum is real, positive definite (as matrix), and describes the anomalous dissipation. There is an obvious physical analogy to the radiation damping of an electromagnetic antenna: in a periodic state, the probe constantly emits plasma waves which propagate to ‘infinity’. (These waves will eventually be Landau damped [46], but the free energy is conserved and will continue to propagate.) The corresponding distribution $\tilde{g}$ can, in principle, be calculated but is not square integrable and thus not an element of $\mathcal{H}$. However, we may assume that the projection $\langle e_{\nu} | \tilde{g} \rangle$ on the observation vectors exists: the free energy simply leaves the ‘observation range’ of the probe.

In summary, we have presented a kinetic functional analytic description of electrostatic active plasma resonance spectroscopy including a closed expression for the spectral response. Among other insights, we found an explanation for the experimentally observed collisionless broadening of the spectrum at a low pressure. Future work will include applying the formalism to concrete APRS probe designs, particularly to our own multipole resonance probe (MRP). Our ultimate
goal is to establish explicit “formulas” which will allow us to derive not only the electron density but also the electron temperature and the effective electron collision frequency from the measured spectrum.
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The measured spectrum.

Appendix A. Properties of the Vlasov operator

We first focus on the Vlasov operator \( T_V \) which is a differential operator with derivatives both with respect to \( r \) and to \( v \). As such, it is unbounded. This can be verified by defining a family of test vectors which are bounded but whose images under the operator diverge:

\[
g_r = g_r(r, v) = \sin\left(\gamma \frac{n \cdot v}{\hat{v}}\right) \frac{1}{\left(\pi \hat{v}^3\right)^{3/2}} \times \exp\left(-\frac{v^2}{2\hat{v}^2}\right) \sqrt{\frac{h(r)}{w(r, v)}}.
\] (A1)

Here, \( n \) is a given unit vector, \( \hat{v} \) a velocity scale, and \( h(r) \) a smooth non-negative function with support in \( \mathbb{V} \), normalized to \( \int_{S^2} h(r) \, d\Omega = 1 \). The inner potential \( \Phi(g_r) \) equals zero, as the function \( g_r \) is odd in \( v \) and has no charge density. Thus, the norm of the test state can be computed as follows; it is bounded for arbitrary \( \gamma > 0 \):

\[
\left|\left|g_r\right|\right|^2 = \int_{S^2} h(r) \, d\Omega \int_{\mathbb{V}} \sin^2\left(\gamma \frac{n \cdot v}{\hat{v}}\right) \frac{1}{\left(\pi \hat{v}^3\right)^{3/2}} \times \exp\left(-\frac{v^2}{2\hat{v}^2}\right) \, d\Omega < \infty.
\] (A2)

The image of this state under the operator \( T_V \) is

\[
T_V g_r = -v \cdot \nabla g_r - \frac{e}{m} \nabla \Phi \cdot \nabla g_r
\] (A3)

\[
\sim -\frac{e\gamma}{m\hat{v}} \nabla \Phi \cdot n \cos\left(\gamma \frac{n \cdot v}{\hat{v}}\right) \frac{1}{\left(\pi \hat{v}^3\right)^{3/2}} \times \exp\left(-\frac{v^2}{2\hat{v}^2}\right) \sqrt{\frac{h(r)}{w(r, v)}}.
\]

The symbol \( \sim \) of the last line indicates that we have displayed only the leading order in \( \gamma \). Calculating the norm, the leading term obviously diverges for \( \gamma \rightarrow \infty \),

\[
\left|\left|T_V g_r\right|\right|^2 \sim \frac{1}{2} \gamma^2 \left(e^{-\gamma^2} + 1\right) \frac{e}{m\hat{v}} \nabla \Phi \cdot n \sim \infty.
\] (A4)

Being unbounded, the operator \( T_V \) cannot be defined on the full Hilbert space \( \mathcal{H} \) but only on a dense subset of it, namely the set of distribution functions \( g \) which are differentiable. (In this context, a function \( g \in \mathcal{H} \) is differentiable when its total derivative exists in the distribution sense, i.e. is also an element of \( \mathcal{H} \). Then also its image under any linear differential operator is an element of \( \mathcal{H} \), particularly \( T_V g \in \mathcal{H} \).) Furthermore, we restrict the domain of the operator to those functions which obey the specular boundary conditions (69) at \( S \). (As differentiability implies continuity, the notion of boundary conditions is well defined.) Altogether, we define the domain \( \mathcal{D}(T_V) \) as

\[
\mathcal{D}(T_V) = \{ g \in \mathcal{H} | g \text{ is differentiable and obeys the conditions (69) at } S \}.
\] (A5)

We now consider the scalar product between \( T_V g \) and a state \( g' \) which is differentiable, but not necessarily an element of the domain \( \mathcal{D}(T_V) \). (That is, it does not necessarily obey the specular boundary condition.) We first calculate \( \langle g'|T_V g \rangle \):

\[
\langle g'|T_V g \rangle = \int_{\mathbb{V}} \int_{S^2} g'^* \left(-v \cdot \nabla g - \frac{e}{m} \nabla \Phi \cdot \nabla g\right) + e
\]

\[
\nabla \Phi (g \cdot v) \, w \, d^3v \, d\Omega - \int_{\mathbb{V}} \int_{S^2} e \Phi (g'^*) \times \left(-v \cdot \nabla g - \frac{e}{m} \nabla \Phi \cdot \nabla g + e \nabla \Phi (g \cdot v) \right) \, w \, d^3v \, d\Omega
\]

\[
= \int_{\mathbb{V}} \int_{S^2} \left(g'^* \left(-v \cdot \nabla g - \frac{e}{m} \nabla \Phi \cdot \nabla g\right) - ev \cdot (\nabla \Phi (g'^*) - \nabla \Phi (g^*) g') \right) w \, d^3v \, d\Omega.
\] (A6)

Next, we now consider \( \langle T_V g|g' \rangle \) and apply some transformations which utilize the properties of \( w \) and \( \Phi (g) \) and contain partial integrations in \( r \) and \( v \). Of course, these operations employ the assumption that \( g' \) is differentiable. Note that the result is formally identical to the scalar product \( -\langle g|T_V g' \rangle \), except for a surface integral over \( S \):

\[
\langle T_V g|g' \rangle = \int_{\mathbb{V}} \int_{S^2} \left(-v \cdot \nabla g' - \frac{e}{m} \nabla \Phi \cdot \nabla g'\right) g' + ev \cdot (g' \nabla \Phi [g'] - \nabla \Phi [g^*] g') \right) w \, d^3v \, d\Omega
\]

\[
= -\int_{\mathbb{V}} \int_{S^2} v \cdot n g' g' w \, d^3v \, d\Omega
\]

\[
+ \int_{\mathbb{V}} \int_{S^2} \left(g' \left(v \cdot \nabla g' + \frac{e}{m} \nabla \Phi \cdot \nabla g'\right)
\]

\[
+ ev \cdot (\nabla \Phi [g^*] g' - g^* \nabla \Phi [g']) \right) w \, d^3v \, d\Omega.
\] (A7)

If we take not only \( g \), but also \( g' \) from the domain \( \mathcal{D}(T_V) \), then both distribution functions obey the specular boundary condition (69) and the surface integral term over \( S \) vanishes. This demonstrates that the operator is skew symmetric:

\[
T_V \text{ skew symmetric } \iff \langle T_V g|g' \rangle = -\langle g|T_V g' \rangle
\] (A8)

for all \( |g|, |g'| \in \mathcal{D}(T_V) \).

However, a stronger case can be made. Recall the definition of the adjoint operator \( T_V^* \): \( \mathcal{D}(T_V^*) \) contains all \( g' \in \mathcal{H} \) for which \( \mathcal{D}(T_V) \rightarrow \mathcal{H} \), \( g \mapsto \langle T_V g|g' \rangle \) is a continuous mapping, and \( T_V^* g' \) is the element of \( \mathcal{H} \) which represents that mapping by \( \langle T_V g|g' \rangle = \langle g|T_V^* g' \rangle \). Considering expression
(A7), it is evident that \( (T_V g | g') \) is a bounded functional of \( g \in D(T_V) \) if and only if the surface integral term over \( S \) vanishes. This, in turn, is only possible if \( g' \) obeys the specular boundary condition, i.e., is element of \( D(T_V) \). Thus, \( D(T_V^*) = D(T_V) \). (The assumption of continuity is necessary for the formal expressions to be well defined.) Furthermore, when the surface integral over \( S \) vanishes, \( (T_V g | g') \) is equal to \(-g(T_V g')\). Altogether, this shows that \( T_V \) is skew self-adjoint:

\[
T_V \text{ skew self-adjoint } \iff T_V^* = -T_V. \tag{A9}
\]

The spectral theorem now states that the spectrum of the operator \( T_V \) is purely imaginary. As the operator is evidently real, it is also symmetric with respect to complex conjugation. On physical grounds, we also assume that it is continuous: consider a point \( r \) far away from the probe head where the equilibrium plasma was assumed to be spatially homogeneous, \( \Phi(r) = \text{const} \equiv 0 \) and \( w(r, v) = -\vec{F}(\frac{1}{2}mv^2) \). Here, solutions of the Vlasov equation can be constructed as localized packages of planar waves, centered around a solution \((k, \omega)\) of the corresponding dispersion relation. In contrast to the single plane waves themselves which are eigenfunctions of \( i\omega - T_V \) but not elements of \( H \) (as they are not square integrable), the wave packages are elements of the Hilbert space \( H \) but not eigenfunctions of \( i\omega - T_V \). However, they are approximate eigenfunctions; i.e., their images under \( i\omega - T_V \) are small. For any concrete case, one may easily construct a family of normalized wave packages where the images converge to zero. This argument suggests that \( i\omega - T_V \) has an unbounded inverse; by definition \( \omega \) then belongs to the continuous spectrum of \( T_V \). Altogether, we may assume that the Vlasov operator \( T_V \) has a spectral representation as displayed in (87).

### Appendix B. Properties of the collision operator

We study the characteristics of the collision operator \( T_S \) which is the difference of a multiplication operator with \( v_0 = v_0(r, v) \) and an integral operator with the kernel \( \frac{d\omega}{\Omega_1}(r, v, \theta) \). We first keep \( r \) and \( v \) fixed (suppressed in the notation), and focus on the dependence of \( \theta \). An expansion into Legendre polynomials yields, where we have used in the second equation the addition theorem of the spherical harmonics:

\[
\frac{dv}{d\Omega_1}(\theta) = \sum_{l=0}^{\infty} v_l \frac{2l+1}{4\pi} P_l(\cos \theta)
\]

\[= \sum_{l=0}^{\infty} v_l \sum_{m=-l}^{l} Y_{lm}^*(e') Y_{lm}(e). \tag{B1}
\]

The completeness relation of the spherical harmonics is

\[
\sum_{l=0}^{\infty} \sum_{m=-l}^{l} Y_{lm}(e) Y_{lm}^*(e') = \delta^{(2)}(e - e'). \tag{B2}
\]

The projection operator \( P_l \) of a function \( g \equiv g(e) \) on the unit sphere onto the angular momentum eigenspace of quantum number \( l \) is therefore

\[
P_l g = \int_{\Omega} \sum_{m=-l}^{l} Y_{lm}(e) Y_{lm}^*(e') g(e') \, d\Omega. \tag{B3}
\]

Acting on functions on the unit sphere, the collision operator can thus be written

\[
T_S g = -v_0 g + \int_{\Omega} \frac{dv}{d\Omega} g(e') \, d\Omega' = -\sum_{l=1}^{\infty} v_l P_l g. \tag{B4}
\]

With respect to the variables \( r \) and \( v \), the operator \( T_S \) is just a local multiplication operator. We can formally write it as an integration operator:

\[
T_S g = \int_{r} \int_{v} K_S(r, v, v', v') g(r', v') \, dv' \, dv \tag{B5}
\]

where the kernel has the form

\[
K_S(r, v, v', v') = -\delta^3(r-r') \frac{1}{v^2} \delta(v-v') \sum_{l=1}^{\infty} v_l(r', v') P_l. \tag{B6}
\]

From this representation, all important characteristics of \( T_S \) can be deduced: it is bounded; the optimal bound is just the absolute maximum of the functions \( v_l(r, v) \) on the phase space. It is obviously symmetric, and as bounded, self-adjointed. The spectrum is real, and consists of the negative function values that the \( v_l(r, v) \) assume. Depending on the assumptions made with respect to those functions, the spectrum is either discrete or continuous.
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