This technical note focuses on the control of a quadrotor unmanned aerial vehicle (UAV) tethered to the ground. The control objective is to stabilize the UAV to the desired position while ensuring that the cable remains taut at all times. A cascade control scheme is proposed. The inner loop controls the attitude of the UAV. The outer loop gives the attitude reference to the inner loop, and is designed so that (i) the gravity force is compensated, (ii) the cable is taut at all times, and (iii) the trajectory of the UAV follows the geodesic path. To prove asymptotic stability, small gain arguments are used. The control scheme is augmented with a reference governor to enforce constraints.

I. Introduction

Unmanned Aerial Vehicles (UAVs) are very capable aerial platforms, and are used for surveillance, environmental interactions, and object manipulation [1–3]. The potential of UAVs is still limited by factors such as flight time and onboard capabilities. A possible way to mitigate these issues is to connect the UAV to a ground station by a tether, capable of supplying energy, transmitting data, and/or applying forces. Possible examples of tethered UAVs include: assisting the landing of a helicopter on a ship [4], and improving flight stability in the presence of wind [5].

Since the presence of the tether influences the dynamics of the UAV, it is required to develop dedicated control strategies. Most schemes in the literature use model inversion techniques. In this note, we use a cascade control scheme, which does not require an accurate model to stabilize the system. This approach was first introduced in [6] for a bi-dimensional tethered UAV.

In this note, the saturation of the actuators are considered. We show that, due to the cable constraint and the saturations of the actuators, the points of equilibrium of the controlled system are only locally stable. Therefore, we
augment the scheme with a Reference Governor (RG) [7] to enlarge the domain of attraction of the points of equilibrium. It is also shown that the presence of transient in the inner loop can lead to a loss of cable tension. This behavior can be worsened in the presence of input saturations. This issue is again solved using the RG.

This technical note provides all the proofs and technicalities of the manuscript “A Geodesic Approach for the Control of Tethered Quadrotors”. For more details on the literature, points of equilibrium, and numerical analyses, the reader is referred to the complete manuscript.

II. Problem Statement

Consider the 3D model of a quadrotor tethered to the ground. We use the usual model of a UAV [8], which is subject to the holonomic constraint

\[
\begin{align*}
\dot{\mathbf{p}} &= T \hat{\mathbf{z}} - m g \hat{\mathbf{z}}, \\
J \dot{\mathbf{\omega}} &= -\omega^\wedge J \omega + \mathbf{\tau}, \\
\mathbf{q} &= \frac{1}{2} E(\mathbf{q}) \omega, \\
\text{subject to: } & \|\mathbf{p}\| = L, 
\end{align*}
\]

where \( m \in \mathbb{R}_{>0} \) is the mass of the UAV, \( \mathbf{p} \in \mathbb{R}^3 \) the position of the UAV, \( T \in \mathbb{R}_{\geq 0} \) the UAV thrust, \( R \in SO(3) \) the UAV attitude rotation matrix, \( \hat{\mathbf{z}} := \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T \) the vertical component of the inertial frame, \( g \in \mathbb{R}_{>0} \) the gravity acceleration, \( J > 0 \in \mathbb{R}^{3\times3} \), \( J = J^T \) the moment of inertia of the UAV, \( \omega := \begin{bmatrix} \omega_x & \omega_y & \omega_z \end{bmatrix}^T \in \mathbb{R}^3 \) the angular velocity of the UAV, \( \mathbf{\tau} \in \mathbb{R}^3 \) the resultant torque of the UAV, \( L \in \mathbb{R}_{>0} \) the length of the cable, and \( \mathbf{q} := \begin{bmatrix} q_0 & \mathbf{q}_v \end{bmatrix}^T \in \mathbb{H} \) the quaternion associated to \( R \) with \( q_0 \in \mathbb{R} \) as the real part, and \( \mathbf{q}_v \in \mathbb{R}^3 \) the imaginary part of \( \mathbf{q} \). \( E(\mathbf{q}) := \left[ -\mathbf{q}_v \quad q_0 \mathbf{I}_3 + \mathbf{q}_v \right]^T \in \mathbb{R}^{4\times3} \) is the quaternion differential kinematics, \( \mathbf{I}_3 \in \mathbb{R}^{3\times3} \) the identity matrix, and \( \wedge : \mathbb{R}^3 \to \mathbb{R}^{3\times3} \) the skew operator defined as

\[
\begin{bmatrix}
0 & -\omega_z & \omega_y \\
\omega_z & 0 & -\omega_x \\
-\omega_y & \omega_x & 0
\end{bmatrix}.
\]

The thrust \( T \) is generated by the propellers of the UAV and is aligned with the \( z \)-component of the body frame \( \hat{\mathbf{z}}_b = R \hat{\mathbf{z}} \). Furthermore, we assume that \( T \) is limited and that the actuators are saturated as

\[
0 \leq T \leq T_{\text{max}}, \quad T_{\text{max}} > mg.
\]
It is worth noting that, $p$ can be parameterized using the azimuthal angle $\phi \in [0, 2\pi)$ and the polar angle $\theta \in (-\pi/2, \pi/2)$. Moreover, (1d) implies the existence of a reaction force opposite to $T_c \in \mathbb{R}_{\geq 0}$, which is the projection of the active force $F_a = TR\hat{z} - mg\hat{z}$ on the cable axis. For a massless and inextensible cable, to ensure that the cable is taut at all times, $T_c$ must satisfy

$$T_c = \langle F_a, \hat{r} \rangle \geq T_{c, \text{min}}, \quad (4)$$

where $\hat{r} = p/L$, and $T_{c, \text{min}} \in \mathbb{R}_{\geq 0}$ is an arbitrary tension. System (1a), (1d) is equivalent to

$$m\ddot{p} = TR\hat{z} - mg\hat{z} - T_c\hat{r} \quad (5)$$

under the assumption that $||p(0)|| = L$.

The objective is to stabilize the UAV to any desired position $p_d$ such that $||p_d|| = L$, while maintaining constraint (4) on the cable satisfied at all times.

### III. Onboard Control

The objective of the onboard controller is to ensure that $\lim_{t \to \infty} p(t) = p_d$. A cascade control strategy is proposed, and we design the outer loop assuming an ideal inner loop.

#### A. Ideal Attitude Dynamics

Assume that $R(t) = R_d$ at each instant $t$. The system dynamics can be rewritten as

$$\begin{align*}
    m\ddot{p} &= TR_d\hat{z} - mg\hat{z}, \\
    \text{subject to } (1d),
\end{align*} \quad (6)$$

where $T$ and $R_d$ are the control inputs. The proposed control law for the desired thrust vector $TR_d\hat{z}$ is

$$TR_d\hat{z} = T_t\hat{t} + T_g\hat{g} + T_p\hat{r}, \quad (7)$$

where $T_t \in \mathbb{R}$ is the tangential term that we use to control the position of the UAV, $T_g = mg \in \mathbb{R}_{\geq 0}$ is a constant gravity compensation term, and $T_p \in (T_{c, \text{min}}, T_{\text{max}} - mg)$ is a constant pulling term on the cable. To control $T_t\hat{t}$, we use the

---

*In this note, we denote the scalar product and vector product between two vectors in $\mathbb{R}^3$ as $\langle \cdot, \cdot \rangle : \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}$ and $\cdot \times \cdot : \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}^3$, respectively.*
PD control law \[9],

\[ T_t \dot{\hat{t}} = \text{dist}(p, p_d)K_{p,t} \begin{bmatrix} \hat{t}, \hat{x} \\ \hat{t}, \hat{y} \\ \hat{t}, \hat{z} \end{bmatrix} - K_{d,t} \dot{p}, \] \hspace{1cm} (8)

where

\[ \hat{t} = \frac{(p \times p_d) \times p}{\text{max}\{\|(p \times p_d) \times p\|, \mu\}} \] \hspace{1cm} (9)

is the unit gradient of the geodesic path \((\mu > 0)\),

\[ \text{dist}(p, p_d) := L \arccos((p/L, p_d/L)) \] \hspace{1cm} (10)

is the great-circle distance between \(p\) and \(p_d\), and \(K_{p,t}, K_{d,t} \in \mathbb{R}_{>0}\).

In the following lemma, it can be proven that (6) controlled by (7) and (8) is exponentially stable considering an ideal attitude dynamics.

\textbf{Lemma 1} \hspace{0.5cm} Consider System (1a), (1d) controlled by (7) and (8). For an ideal attitude dynamics, the equilibrium point \((p, \dot{p}) = (p_d, 0)\) is exponentially stable for any initial condition satisfying

\[ K_{p,t} > \frac{||\dot{p}(0)||^2}{\pi^2 - \text{dist}(p(0), p_d)^2}. \] \hspace{1cm} (11)

\textbf{Proof} Using the control law (7) in (6), we obtain

\[
\begin{align*}
    m \ddot{p} &= T_t \hat{t} + T_g \dot{z} + T_p \hat{r} - mg \hat{z}, \\
    \text{subject to (1d)},
\end{align*}
\] \hspace{1cm} (12)

Since the attitude dynamics is ideal, \(T_g \dot{z}\) cancels \(mg \hat{z}\), and \(T_p \hat{r}\) is cancelled out by the reaction force \(-T_e \hat{r}\) at all times. As a consequence, (12) can be rewritten as

\[
\begin{align*}
    m \ddot{p} &= T_t \hat{t}, \\
    \text{subject to (1d)},
\end{align*}
\] \hspace{1cm} (13)

Using (8) in (13), it follows from [9, Theorem 4] that the closed loop system is exponentially stable for any initial condition satisfying (11). It is worth noting that the stability results of the point of equilibrium are semi-global. Indeed, it follows from Eq. (11) that, for any initial position belonging to the spherical dome, there exists a sufficiently large \(K_{p,t}\) such that the system trajectories will exponentially tend to \(p_d\).
Next, we compute the thrust $T$ and the desired rotation matrix $R_d$. First, decompose $T R_d \mathbf{\hat{z}}$ as

$$T R_d \mathbf{\hat{z}} = T_{d,x} \mathbf{\hat{x}} + T_{d,y} \mathbf{\hat{y}} + T_{d,z} \mathbf{\hat{z}},$$

where $T_{d,x} := T_t (\mathbf{\hat{i}}, \mathbf{\hat{x}}) + T_p (\mathbf{\hat{r}}, \mathbf{\hat{x}})$, $T_{d,y} := T_t (\mathbf{\hat{j}}, \mathbf{\hat{y}}) + T_p (\mathbf{\hat{r}}, \mathbf{\hat{y}})$, and $T_{d,z} := T_t (\mathbf{\hat{k}}, \mathbf{\hat{z}}) + T_p (\mathbf{\hat{r}}, \mathbf{\hat{z}}) + T_g$. Accordingly, $T$ can be computed as

$$T = \sqrt{T_{d,x}^2 + T_{d,y}^2 + T_{d,z}^2}.$$  

Concerning $R_d$, consider that $R_d$ is parameterized by the quaternion $q_d$. The particular solution $q_\zeta := \begin{bmatrix} q_{\zeta,0} & q_{\zeta,v}^T \end{bmatrix}^T$ corresponds to the minimal rotation between $\mathbf{\hat{z}}$ and $T R_d \mathbf{\hat{z}}$. Define $\zeta_d \in [-\pi, \pi)$ as the angle between $\mathbf{\hat{z}}$ and $T R_d \mathbf{\hat{z}}$ by

$$\zeta_d = \arctan 2 \left( \frac{T_{d,x}^2 + T_{d,y}^2}{T_{d,x} + T_{d,y}} \right).$$

The particular solution $q_\zeta$ is computed by

$$q_{\zeta,0} = \cos \frac{\zeta_d}{2}, \quad q_{\zeta,v} = \frac{\sin \zeta_d}{\sqrt{T_{d,x}^2 + T_{d,y}^2}} \begin{bmatrix} T_{d,y} \\ T_{d,x} \\ 0 \end{bmatrix}.$$  

The desired quaternion $q_d$ is the combination of an arbitrary rotation $\psi \in [-\pi, \pi)$ about $\mathbf{\hat{z}}$ and the minimal rotation $\zeta_d$, that is,

$$\begin{bmatrix} q_{d,0} \\ q_{d,v} \end{bmatrix} = \begin{bmatrix} q_{\zeta,0} & -q_{\zeta,v}^T \\ q_{\zeta,v} & q_{\zeta,0} I_3 + q_{\zeta,v}^\wedge \end{bmatrix} \begin{bmatrix} q_{\psi,0} \\ q_{\psi,v} \end{bmatrix},$$

where $q_{\psi,0} = \cos \frac{\psi}{2}$ and $q_{\psi,v} = \sin \frac{\psi}{2} \mathbf{\hat{z}}$.

**B. Presence of Attitude Dynamics**

Here, we study under which conditions stability is preserved in the presence of attitude dynamics.

\[\text{If } T_{d,x} = 0 \land T_{d,y} = 0, \text{ we have } q_{\zeta,0} = 1 \text{ and } q_{\zeta,v} = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T.\]
1. Inner and Outer Loop Dynamics

Define the error quaternion $\tilde{q} := \begin{bmatrix} \tilde{q}_0 & \tilde{q}_v^T \end{bmatrix}^T$ as

$$\tilde{q} := \mathcal{R}^{-1}(\mathbf{R}(\tilde{q})),$$  \hfill (20)

where

$$\mathbf{R}(\tilde{q}) := \mathbf{R}^T(q)\mathbf{R}_d(q_d)$$  \hfill (21)

is the attitude error and $\mathcal{R}^{-1}$ is the inverse Euler-Rodrigues operator [10]. To control the UAV attitude, we use the PD control law

$$\tau = K_{p,q}\tilde{q}_v - K_{d,q}\omega,$$  \hfill (22)

where $K_{p,q}, K_{d,q} \in \mathbb{R}_{>0}$ are positive scalars. The inner loop attitude dynamics can be reformulated as

$$\begin{cases}
\dot{\tilde{q}} = \frac{1}{2}E(\tilde{q})(\omega - \omega_d) \\
J\dot{\omega} = -\omega^\wedge J\omega + K_{p,q}\tilde{q}_v - K_{d,q}\omega.
\end{cases}$$  \hfill (23)

where $\omega_d$ can be seen as an exogenous disturbance injected by the outer loop and is the rate of change of the desired attitude $\mathbf{R}_d$.

Regarding the outer loop, we isolate $\mathbf{R}$ from $\mathbf{R}_d$ manipulating (21) as

$$\mathbf{R} = \mathbf{R}_d + \mathbf{R}_d(\mathbf{R}^T - \mathbf{I}_3).$$  \hfill (24)

It is worth noting that $\mathbf{R}_d(\mathbf{R}^T - \mathbf{I}_3)$ tends to zero when $\mathbf{R}^T \to \mathbf{I}_3$. As a consequence, we can rewrite $T\dot{\mathbf{R}}\dot{\mathbf{z}}$ as

$$T\dot{\mathbf{R}}\dot{\mathbf{z}} = T\dot{\mathbf{R}}_d\dot{\mathbf{z}} + T\mathbf{R}_d(\mathbf{R}^T - \mathbf{I}_3)\dot{\mathbf{z}}.$$  \hfill (25)

Then, using (7), (8), and (25) in (1a), the outer loop dynamic can be rewritten as

$$\begin{cases}
m\ddot{\mathbf{p}} = T_I\dot{\mathbf{i}} + \delta_\xi \dot{\mathbf{z}} \\
\text{subject to } (1d),
\end{cases}$$  \hfill (26)

where $\delta_\xi := T\dot{\mathbf{R}}_d(\mathbf{R}^T - \mathbf{I}_3)\dot{\mathbf{z}}$ can be seen as an exogenous disturbance injected by the inner loop dynamics. The following lemma proves that $\delta_\xi$ can be bounded by a function of class-$\mathcal{K}$ in $\xi$, where $\xi$ is the angle associated to the error quaternion $\tilde{q}$. 


Lemma 2  The norm of the exogenous input $\|\delta \tilde{z}\|$ is bounded by the class-$\mathcal{K}$ function $\|\delta \tilde{z}\| \leq \sqrt{6T|\tilde{\zeta}|}$.

Proof  The norm $\|\delta \tilde{z}\|$ is bounded by

$$\|\delta \tilde{z}\| \leq T \|R_d\| \|R_{\tilde{I}}\|. \quad (27)$$

where $R_{\tilde{I}} := (\tilde{R} - I_3)\tilde{z}$ is the last column of $\tilde{R} - I_3$ and $\|R_d\| = 1$ by definition. As a consequence, (27) becomes

$$\|\delta \tilde{z}\| \leq T \|\tilde{R}_{\tilde{I}}\|. \quad (28)$$

Next, we use

$$\begin{cases}
\tilde{q}_0 := \cos \left(\frac{\tilde{\zeta}}{2}\right) \\
\tilde{q}_v := \sin \left(\frac{\tilde{\zeta}}{2}\right) \\
\begin{bmatrix}
a_x \\
a_y \\
a_z
\end{bmatrix}
\end{cases} \quad (29)$$

where $a_x$, $a_y$, and $a_z$ are the $x$, $y$, and $z$-components of the normalized axis of rotation, respectively. Developing the last column of $\tilde{R}_{\tilde{I}}$ using (29), we obtain

$$\|\delta \tilde{z}\| \leq T \sqrt{(a_x a_z (1 - \cos \tilde{\zeta}) - a_y \sin \tilde{\zeta})^2 + (a_y a_z (1 - \cos \tilde{\zeta}) + a_x \sin \tilde{\zeta})^2 + (\cos \tilde{\zeta} + a_z^2 (1 - \cos \tilde{\zeta}) - 1)^2} \leq T \sqrt{(a_x^2 - 2a_z^2 + 1 + a_x^2 a_z^2 + a_y^2 a_z^2)(1 - \cos \tilde{\zeta})^2 + (a_x^2 + a_y^2) \sin^2 \tilde{\zeta}}. \quad (30)$$

Then, since $a_x \leq 1$, $a_y \leq 1$, and $a_z \leq 1$, (30) is upperbounded by

$$\|\delta \tilde{z}\| \leq T \sqrt{4(1 - \cos^2 |\tilde{\zeta}|) + 2 \sin^2 |\tilde{\zeta}|} := f(|\tilde{\zeta}|). \quad (31)$$

Note that $f(0) = 0$ and that $\frac{\partial f(|\tilde{\zeta}|)}{\partial \tilde{z}}$ is maximal when $|\tilde{\zeta}| = 0$. Therefore, (31) is upperbounded by the linear class-$\mathcal{K}$ function

$$\|\delta \tilde{z}\| \leq \sqrt{6T|\tilde{\zeta}|}. \quad (32)$$

which concludes the proof.

2. Stability Properties

The following proposition proves that the inner loop is input-to-state stable (ISS) with respect to $\omega_d$, and the asymptotic gain can be made arbitrarily small.
Proposition 1  Consider the inner loop (23). Then, given $K_d \propto \sqrt{K_p}$, the system is ISS with respect to the disturbance $\omega_d$ and there exists an asymptotic gain $\gamma_{in}$ between $\omega_d$ and $\tilde{\xi}$, which can be made arbitrarily small for sufficiently large $K_{p,q}$.

Proof  The proof is detailed in Appendix A.

Concerning the outer loop, the following proposition proves that the outer loop is ISS with restriction with respect to $\tilde{\zeta}$ and that the asymptotic gain is finite.

Proposition 2  Under the assumption $||p(t)|| = L$ at all times, given a desired position $p_d$, System (26) is ISS with restriction $|\tilde{\zeta}| < \tilde{\zeta}_{max}$ and $|T| \leq T_{sup}$ with respect to $\tilde{\zeta}$. Furthermore, the asymptotic gain $\gamma_{out}$ between the disturbance $\tilde{\zeta}$ and $\omega_d$ exists and is finite.

Proof  The details of the proof can be found in Appendix B.

Combining Propositions 1 and 2 it is possible to prove that the overall system is AS.

Theorem 1  Consider the overall system (23) and (26) and assume the cable rigid. Then, given $K_{d,q} \propto \sqrt{K_{p,q}}$, the point of equilibrium $p_d$ is AS for suitably large $K_{p,q}$.

Proof  From Propositions 1 and 2, $\gamma_{in}$ and $\gamma_{out}$ are proven to be finite under the assumption $|\tilde{\zeta}| < \tilde{\zeta}_{max}$. Since $\gamma_{in}$ can be made arbitrarily small for sufficiently large $K_{p,q}$, it is always possible to ensure $\gamma_{in} \gamma_{out} < 1$. Therefore, the Small Gain Theorem [11] can be applied and, since there exists a suitable set of initial conditions containing the equilibrium in its interior and such that $||\tilde{\zeta}||_{\infty} < \tilde{\zeta}_{max}$, $||T||_{\infty} \leq T_{max}$, the point of equilibrium is asymptotically stable.

The next section illustrates how to increase the set of admissible initial conditions by using a Reference Governor to manage the transient response of the closed-loop system.

IV. Constraint Enforcement

The classical discrete-time RG [12] computes the next applied reference at step $k$ as

$$(p_d)_{k+1} = L \frac{(1 - c)(p_a)_k + c p_d}{||(1 - c)(p_a)_k + c p_d||},$$

(33)

where the scalar $c \in [0, 1]$ is maximized over a sufficiently long prediction time horizon $t_h$.

The Explicit Reference Governor (ERG) [13] uses the differential equation

$$p_a = \Delta(p_a, p, \dot{p}, R, \omega)p(p_a, p_d),$$

(34)

where
where \( \rho(p_a, p_d) = \frac{(p_a \times p_d) \times p_a}{\max \{ \| (p_a \times p_d) \times p_a \|, \eta \} } \) is an AF constructed on the gradient of the geodesics, with \( \eta \in \mathbb{R}_{>0} \) as a parameter to be tuned, and \( \Delta(p_a, p, \dot{p}, R, \omega) = \kappa(T_{c,\text{min}}(p_a, p, \dot{p}, R, \omega) - T_{c,\text{min}} + \epsilon)^2 \) is the DSM that ensures constraint (4), with \( \kappa, \epsilon \in \mathbb{R}_{>0} \) as parameters to be tuned.

For both RG and ERG, the time horizon \( t_h \) should be chosen sufficiently long so as to catch the most relevant part of the transient. According to the recursive feasibility property of the RG and ERG, the closed-loop system augmented with the reference governor is guaranteed to reach any feasible set-point without violating the system constraints.

V. Conclusions

This technical note proposes a control framework to study the stabilization of tethered Unmanned Aerial Vehicles (UAVs) in three dimensions. The constraint on the cable is modeled by a holonomic constraint and is conditioned by the positiveness of the tension in the cable. A cascade control strategy is developed with the dual objective of controlling the UAV and guaranteeing the taut cable condition. Small Gain arguments are used to prove asymptotic stability of the system. The control law is augmented with the Reference Governor (RG) to enforce constraints satisfaction at all times, and enlarge the domain of attraction of the points of equilibrium.
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A. Proof of Proposition

Consider the Lyapunov function candidate

\[ V(\ddot{q}_b, \ddot{q}_v, \omega) = 2K_{p,q}(1 - \ddot{q}_0) + \frac{1}{2} \begin{bmatrix} \dot{q}_v \\ \omega \end{bmatrix}^T \begin{bmatrix} 4\eta K_{d,q} I_3 & 2\eta J \\ 2\eta J & J \end{bmatrix} \begin{bmatrix} \dot{q}_v \\ \omega \end{bmatrix}, \]  

(35)

where

\[ 0 < \eta < \min \left\{ K_{d,q}J^{-1}, \frac{2K_{p,q}K_{d,q}}{4\lambda_M(J)K_{p,q} + K_{d,q}^2} \right\} \in \mathbb{R}_{>0}, \]  

(36)

is a strictly positive parameter with \( \lambda_M(J) \) denoting the maximum eigenvalue of \( J \). The Lyapunov candidate (35) is positive definite since \( |\ddot{q}_0| \leq 1 \), and the second term is also positive for \( \eta \) satisfying (36). Moreover, note that the point of equilibrium \((\ddot{q}_b, \ddot{q}_v, \omega) = (1, 0, 0)\) gives \( V(1, 0, 0) = 0 \).

The time derivative of (35) is computed by

\[ \dot{V}(\cdot) = -2K_{p,q} \ddot{q}_0 + 4\eta(\ddot{q}_v)^T K_{d,q} \dot{q}_v + 2\eta \omega^T J \dot{q}_v + 2\eta(\omega)^T \ddot{q}_v + (J \omega)^T \dddot{\omega}, \]  

(37)

which is composed of five terms that will be treated separately in the following. Injecting the inner loop dynamics into (37), we obtain the following properties:
• **Term 1**: The first term can be rewritten as

\[-2K_{p,q} \hat{q}_0 = (\hat{q}_v)^T K_{p,q}(\omega - \omega_D).\]  

(38)

• **Term 2**: The second term is computed by

\[-4\eta(\hat{q}_v)^T K_{d,q} \hat{q}_v \omega = (\hat{q}_v)^T (2\eta K_{d,q}(\hat{q}_0 I_3 + E(\hat{q}_v))(\omega - \omega_D)) = (\hat{q}_v)^T (2\eta K_{d,q} \hat{q}_0 I_3)(\omega - \omega_D),\]  

(39)

where the last line has been derived using \((\hat{q}_v)^T (E(\hat{q}_v)(\omega - \omega_D)) = (\hat{q}_v)^T (\hat{q}_v \times (\omega - \omega_D)) = 0,\) according to the property \(a^T(a \times b) = b^T(a \times a) = 0;\)

• **Term 3**: The third term is computed by

\[-2\eta \omega^T J \hat{q}_v = \omega^T (\eta J(\hat{q}_0 I_3 + E(\hat{q}_v)))(\omega - \omega_D).\]  

(40)

• **Term 4**: The fourth term can be rewritten using the fact that \(J\) is symmetric as

\[-2\eta (J\hat{q}_v)^T \omega = 2\eta (\hat{q}_v)^T J \omega = 2\eta (\hat{q}_v)^T (-E(\omega)(J\omega) - K_{p,q} \hat{q}_v - K_{d,q} \omega),\]  

(41)

where \(J\omega\) has been substituted with the inner loop dynamics. Then, using the fact that \(a^T(b \times c) = c^T(a \times b),\) it implies that:

\[-2\eta (J\hat{q}_v)^T \omega = 2\eta (-\omega^T E(\hat{q}_v)(\omega - (\hat{q}_v)^T K_{p,q} \hat{q}_v - (\hat{q}_v)^T K_{d,q} \omega) = -\omega^T (2\eta E(\hat{q}_v))(\omega - (\hat{q}_v)^T (2\eta K_{p,q}) \hat{q}_v - (\hat{q}_v)^T (2\eta K_{d,q}) \omega,\]  

(42)

and since \(\omega^T E(\hat{q}_v) \omega = \omega^T (\hat{q}_v \times \omega) = \omega^T (-\omega \times \hat{q}_v) = (\hat{q}_v)^T (-\omega \times \omega) = 0,\) it follows that

\[-2\eta (J\hat{q}_v)^T \omega = -(\hat{q}_v)^T (2\eta K_{p,q}) \hat{q}_v - (\hat{q}_v)^T (2\eta K_{d,q}) \omega.\]  

(43)

• **Term 5**: The last term, according to the fact that \(J\) is symmetric, can be calculated by

\[-(J\omega)^T \omega = \omega^T (J\omega) = \omega^T (-E(\omega)(J\omega) - K_{p,q} \hat{q}_v - K_{d,q} \omega),\]  

(44)
where $J^\omega$ is substituted with the system dynamics. Then, using the fact that $a^T(a \times b) = b^T(a \times a) = 0$, it results

$$
(J^\omega)^T \dot{\omega} = -(\ddot{\xi}_v)^T K_{p,q}^\omega \omega - \omega^T K_{d,q}^\omega \omega. \quad (45)
$$

Therefore, regrouping the relations (38), (39), (40), (43), and (45) in matrix form, we obtain

$$
\dot{V}(\cdot) = - \begin{bmatrix} \ddot{\xi}_v^T \\ \omega^T \end{bmatrix} \begin{bmatrix} 2\eta K_{p,q} I_3 & \eta K_{d,q} (I_3 - h^R I_3) \\ \eta K_{d,q} (I_3 - \tilde{q}_0 I_3) & K_{d,q} I_3 - \eta J(\tilde{q}_0 I_3 + E(\tilde{q}_v)) \end{bmatrix} \begin{bmatrix} \ddot{\xi}_v \\ \omega \end{bmatrix} - \begin{bmatrix} \ddot{\xi}_v^T \\ \omega^T \end{bmatrix} \begin{bmatrix} (K_{p,q} + 2\eta K_{d,q} \tilde{q}_0) I_3 \\ \eta J(\tilde{q}_0 I_3 + E(\tilde{q}_v)) \end{bmatrix} \omega^D. \quad (46)
$$

Next, we use the angle-axis representation to make the error angle $\tilde{\xi}$ appear in the equations. Doing so, it is possible to upper-bound the time derivative $\dot{V}(\cdot)$ of (46) as

$$
\dot{V}(\cdot) \leq - \begin{bmatrix} \|\sin \frac{\tilde{\xi}}{2}\| \|\sin \frac{\tilde{\xi}}{2}\| \\ \|\omega\| \|\omega\| \end{bmatrix}^T Q_{in}(\tilde{\xi}) \begin{bmatrix} \|\sin \frac{\tilde{\xi}}{2}\| \|\sin \frac{\tilde{\xi}}{2}\| \\ \|\omega\| \|\omega\| \end{bmatrix}^T D_{in}(\tilde{\xi}) \|\omega^D\|_\infty, \quad (47)
$$

where

$$
Q_{in}(\tilde{\xi}) = \begin{bmatrix} 2\eta K_{p,q} & \eta K_{d,q} \left(1 - \|\cos \frac{\tilde{\xi}}{2}\|\right) \\ \eta K_{d,q} \left(1 - \|\cos \frac{\tilde{\xi}}{2}\|\right) & K_{d,q} - \eta \lambda_M(J) \left(\|\cos \frac{\tilde{\xi}}{2}\| + \|\sin \frac{\tilde{\xi}}{2}\|\right) \end{bmatrix} \in \mathbb{R}^{2 \times 2}, \quad (48)
$$

$$
D_{in}(\tilde{\xi}) = \begin{bmatrix} K_{p,q} + 2\eta K_{d,q} \|\cos \frac{\tilde{\xi}}{2}\| \\ \eta \lambda_M(J) \left(\|\cos \frac{\tilde{\xi}}{2}\| + \|\sin \frac{\tilde{\xi}}{2}\|\right) \end{bmatrix} \in \mathbb{R}^{2 \times 1}. \quad (49)
$$

Since $0 \leq \|\cos \frac{\tilde{\xi}}{2}\| \leq 1$, and $0 \leq \|\sin \frac{\tilde{\xi}}{2}\| \leq 1$, we can lower-bound $Q_{in}(\tilde{\xi})$ with

$$
Q_{in}(\tilde{\xi}) \geq \tilde{Q}_{in} = \begin{bmatrix} 2\eta K_{p,q} & \eta K_{d,q} \\ \eta K_{d,q} & K_{d,q} - 2\eta \lambda_M(J) \end{bmatrix} \in \mathbb{R}^{2 \times 2}, \quad (50)
$$

which is positive definite for $\eta$ chosen such that it satisfies (36). Similarly, it is possible to upper-bound $D_{in}(\tilde{\xi})$ by

$$
D_{in}(\tilde{\xi}) \leq \tilde{D}_{in} = \begin{bmatrix} K_{p,q} + 2\eta K_{d,q} \\ 2\eta \lambda_M(J) \end{bmatrix} \in \mathbb{R}^{2 \times 1}. \quad (51)
$$
Hence, \( \dot{V}(\cdot) \) in (47) satisfies

\[
\dot{V}(\cdot) \leq - \left[ \begin{array}{c} \| \sin \tilde{\xi} \| \\ \| \omega \| \end{array} \right] \bar{Q}_{in} \left[ \begin{array}{c} \| \sin \tilde{\xi} \| \\ \| \omega \| \end{array} \right] + \left[ \begin{array}{c} \| \sin \tilde{\xi} \| \\ \| \omega \| \end{array} \right]^T \bar{D}_{in} \| \omega_D \|_\infty, \tag{52}
\]

where \( \bar{Q}_{in} \) and \( \bar{D}_{in} \) are constant matrices. As a result, it is possible to derive the following implication:

\[
\left[ \begin{array}{c} \| \sin \tilde{\xi} \| \\ \| \omega \| \end{array} \right] > \left( \bar{Q}_{in}^{-1} \bar{D}_{in} \right) \| \omega_D \|_\infty \Rightarrow \dot{V} < 0, \tag{53}
\]

which makes the system ISS with respect to the exogenous input \( \omega_D \).

It remains to prove that the asymptotic gain \( \gamma_{in} \) between \( \tilde{\xi} \) and \( \omega_D \) can be made arbitrarily small. This asymptotic gain is given by

\[
\gamma_{in} = \left( \bar{Q}_{in}^{-1} \bar{D}_{in} \right) \| \omega_D \|_\infty. \tag{54}
\]

Considering the parameter choice \( K_{d,q} \propto \sqrt{K_{p,q}} \), the following proportional dependencies are derived using the dominant degree of \( K_{p,q} \) in each element of the matrices

\[
\bar{Q}_{in} \propto \begin{bmatrix} K_{p,q} & \sqrt{K_{p,q}} \\ \sqrt{K_{p,q}} & K_{p,q} \end{bmatrix}, \tag{55}
\]

\[
\frac{1}{\det(\bar{Q}_{in})} \propto \frac{1}{K_{p,q} \sqrt{K_{p,q}}}, \tag{56}
\]

\[
\bar{Q}_{in}^{-1} \propto \begin{bmatrix} \frac{1}{K_{p,q}} & \frac{1}{\sqrt{K_{p,q}}} \\ \frac{1}{\sqrt{K_{p,q}}} & \frac{1}{K_{p,q}} \end{bmatrix}, \tag{57}
\]

\[
\bar{D}_{in} \propto \begin{bmatrix} K_{p,q} \end{bmatrix}. \tag{58}
\]

From the above-statements, it follows

\[
\bar{Q}_{in}^{-1} \bar{D}_{in} \propto \begin{bmatrix} \frac{1}{K_{p,q}} \end{bmatrix} \Rightarrow \gamma_{in} \propto \frac{1}{K_{p,q}}. \tag{59}
\]
which concludes the proof.

B. Proof of Proposition 2

Define \( B_p := \{ \hat{\theta}, \hat{\phi} \} \) as the orthonormal basis for \( S^2 := \text{span}\{ \mathbf{p} \} \), where \( S^2 \) is the field of vectors tangent to the surface of a sphere of radius \( L \). The system dynamics can be rewritten as

\[
\begin{align*}
\dot{\mathbf{p}} &= v_\theta \hat{\theta} + v_\phi \hat{\phi} \\
v &= \text{dist}(\mathbf{p}, \mathbf{p}_d) h_{p,t} \begin{bmatrix} \langle \hat{\theta}, \hat{\theta} \rangle \\ \langle \hat{\phi}, \hat{\phi} \rangle \end{bmatrix} - h_{d,t} v + \Delta \zeta,
\end{align*}
\]

(60)

where \( v := [v_\theta, v_\phi]^T \in \mathbb{R}^2 \) is the velocity vector whose components \( v_\theta \) and \( v_\phi \) are the polar and azimuthal velocities, respectively, \( h_{p,t} := K_{p,t}/m \in \mathbb{R}_{>0} \) and \( h_{d,t} := K_{d,t}/m \in \mathbb{R}_{>0} \) the proportional and the derivative gains divided by \( m \), respectively, and \( \Delta \zeta \) the projected exogenous input

\[
\Delta \zeta := \begin{bmatrix} \langle \delta \zeta, \hat{\theta} \rangle \\ \langle \delta \zeta, \hat{\phi} \rangle \end{bmatrix} \in \mathbb{R}^2.
\]

(61)

Next, consider the Lyapunov function candidate [9]

\[
V_{out} = \frac{1}{2} \text{dist}(\mathbf{p}, \mathbf{p}_d)^2 + \frac{h_{p,t}^{-1}}{2} \| \mathbf{v} \|^2 - \epsilon \text{Cross},
\]

(62)

where \( \epsilon \in \mathbb{R}_{>0} \) is a positive parameter such that \( \epsilon < \sqrt{h_{p,t}^{-1}} \), and

\[
\text{Cross} := \text{dist}(\mathbf{p}, \mathbf{p}_d) \begin{bmatrix} v, \langle \hat{\theta}, \hat{\theta} \rangle \\ v, \langle \hat{\phi}, \hat{\phi} \rangle \end{bmatrix}.
\]

(63)

The time derivative of (62) is

\[
\dot{V}_{out} = \text{dist}(\mathbf{p}, \mathbf{p}_d) \frac{d}{dt} (\text{dist}(\mathbf{p}, \mathbf{p}_d)) + h_{p,t}^{-1} \| \mathbf{v} \| \left( \frac{\mathbf{v}}{\| \mathbf{v} \|}, \mathbf{v} \right) - \epsilon \frac{d}{dt} \text{Cross}.
\]

(64)

In order to make the following steps clearer, we split (64) into two parts

\[
\dot{V}_{out} = \dot{V}_1 - \dot{V}_2.
\]

(65)
where

\[ \dot{V}_1 := \text{dist}(\mathbf{p}, \mathbf{p}_d) \frac{d}{dt} (\text{dist}(\mathbf{p}, \mathbf{p}_d)) + h_{p,t}^{-1} (\mathbf{v}, \dot{\mathbf{v}}) \quad (66) \]

\[ \dot{V}_2 := \epsilon \frac{d}{dt} \text{Cross.} \quad (67) \]

Computing the time derivative of the great-circle distance, we obtain

\[ \frac{d}{dt} (\text{dist}(\mathbf{p}, \mathbf{p}_d)) = -\langle \dot{\mathbf{p}}, \mathbf{i} \rangle \quad (68) \]

because \( \mathbf{p} \perp \mathbf{p} \) and therefore \( \langle \dot{\mathbf{p}}, \mathbf{p} \rangle = 0 \). As a consequence, using (68) in (66), we obtain

\[ \dot{V}_1 = -\text{dist}(\mathbf{p}, \mathbf{p}_d) \langle \dot{\mathbf{p}}, \mathbf{i} \rangle + h_{p,t}^{-1} (\mathbf{v}, \dot{\mathbf{v}}). \quad (69) \]

Injecting the dynamics (60) in (69), we obtain

\[ \dot{V}_1 = -\text{dist}(\mathbf{p}, \mathbf{p}_d) \left( \frac{d}{dt} \mathbf{v} \right)_\mathbf{i} + h_{p,t}^{-1} (\mathbf{v}, \Delta \mathbf{v}), \quad (70) \]

Then, after simplifications, (69) becomes

\[ \dot{V}_1 = -h_{p,t}^{-1} h_{d,t} \| \mathbf{v} \|^2 + h_{p,t}^{-1} (\mathbf{v}, \Delta \mathbf{v}), \quad (71) \]

which is upper-bounded by

\[ \dot{V}_1 \leq -h_{p,t}^{-1} h_{d,t} \| \mathbf{v} \|^2 + h_{p,t}^{-1} \| \Delta \mathbf{v} \|. \quad (72) \]

For what regards \( V_2 \), we can rewrite (67) as

\[ \dot{V}_2 = \epsilon \left( \frac{d}{dt} \text{dist}(\mathbf{p}, \mathbf{p}_d) \right) \langle \mathbf{v}, \left( \frac{d}{dt} \mathbf{v} \right)_\mathbf{i} \rangle + \text{dist}(\mathbf{p}, \mathbf{p}_d) \left( \langle \mathbf{v}, \left( \frac{d}{dt} \mathbf{v} \right)_\mathbf{i} \rangle + \langle \mathbf{v}, \frac{d}{dt} \mathbf{v} \rangle \right) \quad (73) \]

Using (68) and injecting the dynamics (60) in (73), we obtain

\[ \dot{V}_2 = \epsilon(-\| \mathbf{v} \|^2 + B_1 + B_2), \quad (74) \]
where

\[ B_1 := \text{dist}(\mathbf{p}, \mathbf{p}_d) \left( \text{dist}(\mathbf{p}, \mathbf{p}_d) h_{p,t} \left[ \begin{array}{c} \langle \hat{t}, \hat{\theta} \rangle \\ \langle \hat{t}, \hat{\phi} \rangle \end{array} \right] - h_{d,t} \mathbf{v} + \Delta \hat{\xi} \right), \tag{75} \]

and

\[ B_2 := \text{dist}(\mathbf{p}, \mathbf{p}_d) \left( \langle \mathbf{v}, \frac{d}{dt} \hat{t} \rangle \right). \tag{76} \]

For what concerns \( B_1 \), developing the scalar product in (75) leads to

\[ B_1 = \text{dist}(\mathbf{p}, \mathbf{p}_d)^2 h_{p,t} - \text{dist}(\mathbf{p}, \mathbf{p}_d) \left\langle \mathbf{v}, \left( \begin{array}{c} \langle \hat{t}, \hat{\theta} \rangle \\ \langle \hat{t}, \hat{\phi} \rangle \end{array} \right) + \text{dist}(\mathbf{p}, \mathbf{p}_d) \langle \Delta \hat{\xi}, \left( \begin{array}{c} \langle \hat{t}, \hat{\theta} \rangle \\ \langle \hat{t}, \hat{\phi} \rangle \end{array} \right) \right\rangle. \tag{77} \]

As a consequence, we can lower-bound (77) with

\[ B_1 \geq h_{p,t} \text{dist}(\mathbf{p}, \mathbf{p}_d)^2 - h_{d,t} \text{dist}(\mathbf{p}, \mathbf{p}_d) \| \mathbf{v} \| - \text{dist}(\mathbf{p}, \mathbf{p}_d) \| \Delta \hat{\xi} \|. \tag{78} \]

The next step is to compute \( B_2 \). To do so, we first transform \( \hat{t} \) using the following manipulation

\[ \hat{t} = \frac{\mathbf{p}_d - \langle \mathbf{p}/L, \mathbf{p}_d/L \rangle \mathbf{p}}{L \sin \Delta_{cr}}, \tag{79} \]

where

\[ \Delta_{cr} := \text{dist}(\mathbf{p}, \mathbf{p}_d)/L \tag{80} \]

is the angle between \( \mathbf{p} \) and \( \mathbf{p}_d \). The time derivative of (79) is

\[ \frac{d}{dt} \hat{t} = \frac{\langle \hat{p}/L, \mathbf{p}_d/L \rangle \mathbf{p} - \langle \mathbf{p}/L, \mathbf{p}_d/L \rangle \mathbf{p} \sin \Delta_{cr}}{L \sin^2 \Delta_{cr}} - \frac{\langle \mathbf{p}_d - \langle \mathbf{p}/L, \mathbf{p}_d/L \rangle \mathbf{p} \rangle \cos \Delta_{cr} \hat{\Delta}_{cr}}{L \sin^2 \Delta_{cr}}. \tag{81} \]

Following from (80) and (68), we have

\[ \hat{\Delta}_{cr} = - \frac{\langle \mathbf{p}, \hat{t} \rangle}{L}. \tag{82} \]

Then, re-using (79) and injecting (82) in (81), we obtain

\[ \frac{d}{dt} \hat{t} = \frac{\langle \hat{p}/L, \mathbf{p}_d/L \rangle \mathbf{p} - \langle \mathbf{p}/L, \mathbf{p}_d/L \rangle \mathbf{p} \cos \Delta_{cr} \hat{\Delta}_{cr} \hat{\xi}}{L \sin \Delta_{cr}} - \frac{\cos \Delta_{cr} \hat{\xi} \langle \mathbf{p}/L, \mathbf{p}_d/L \rangle \hat{\xi}}{L \sin \Delta_{cr}}. \tag{83} \]
At this point, we can use \((p/L, pd/L) = \cos \Delta_r\) in (83) as

\[
\frac{d}{dt} \hat{t} = -\frac{(\dot{p}/L, \dot{pd}/L)p}{L \sin \Delta_r} - \frac{\cos \Delta_r}{L \sin \Delta_r} (\ddot{p} - \dot{t}(\dot{p}, \dot{t})).
\]  

(84)

Since \(\dot{p} \perp p\), we have \((\dot{p}, p) = 0\) and using (80) and (84) in (76), we obtain

\[
B_2 = -\frac{\Delta_r \cos \Delta_r}{\sin \Delta_r} (||\dot{p}||^2 - (\dot{t}, \dot{p})^2).
\]  

(85)

Remark that, since \(\max_{\Delta_r \in (-\pi/2, \pi/2)} \left\{ \frac{\cos \Delta_r \sin \Delta_r}{\sin \Delta_r} \right\} = 1\), (85) can be lower-bounded by

\[
B_2 \geq -||\dot{p}||^2.
\]  

(86)

Consequently, combining (65), (72), (74), (78), and (86), we can upper-bound \(\dot{V}_{\text{out}}\) as

\[
\dot{V}_{\text{out}} \leq -h_{p,t}^{-1} h_{d,t} ||v||^2 + \epsilon(2||v||^2 - h_{p,t} \dist(p, pd)^2 + h_{d,t} \dist(p, pd)||v||) + (h_{p,t}^{-1} ||v|| + \epsilon \dist(p, pd))||\Delta \zeta||.
\]  

(87)

Note that the great-circle distance can be bounded by

\[
||\tilde{p}|| \leq \dist(p, pd) < \frac{\pi}{2} ||\tilde{p}||.
\]  

(88)

where \(\tilde{p} := p - pd\). As a consequence, we can rewrite (87) as

\[
\dot{V}_{\text{out}} \leq -||\tilde{p}|| ||v|| Q \left[ \frac{||\tilde{p}||}{||v||} \right] + h_{p,t}^{-1} ||v|| ||\Delta \zeta|| + \epsilon ||\tilde{p}|| ||\Delta \zeta||.
\]  

(89)

where

\[
Q = \begin{bmatrix}
\epsilon h_{p,t} & -h_{d,t} \frac{\pi}{4} \\
-h_{d,t} \frac{\pi}{4} & h_{p,t}^{-1} h_{d,t} - 2 \epsilon
\end{bmatrix}.
\]  

(90)

The first term on the right-hand side of (89) is strictly negative if \(Q\) is positive definite meaning if

\[
\epsilon < \frac{16 h_{d,t}}{32 h_{p,t} + h_{d,t}^2 \pi^2}.
\]  

(91)
Under this condition, $\dot{V}_{out}$ is negative definite if $(\tilde{p}, v)$ satisfies

$$\begin{bmatrix} \dot{\tilde{p}} \\ \dot{v} \end{bmatrix} > \mu^{-1} \begin{bmatrix} \epsilon \\ h_{p,t}^{-1} \end{bmatrix} \|\Delta \tilde{\zeta}\|_s,$$

where $\mu$ is the smallest eigenvalue of the matrix $Q$. Then, due to the presence of the cable, it is worth noting that $\|\tilde{p}\| \leq 2L$. As a result, it follows from equation (92) that $\|\Delta \tilde{\zeta}\|$ must be upper bounded by

$$\Delta_{\tilde{\zeta},\text{max}} = \frac{4\mu L^2}{\sqrt{\epsilon^2 + h_{p,t}^{-2}}}$$

Since the origin is ISS with restrictions on $\Delta \tilde{\zeta}$, it follows from Lemma 2 that it is also ISS with restrictions on $\tilde{\zeta}$, which concludes the proof.