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Abstract—Reaping the benefits of the Internet of things (IoT) system is contingent upon developing IoT-specific security solutions. Conventional security and authentication solutions often fail to meet IoT security requirements due to the computationally limited and portable nature of IoT objects. In this paper, an IoT objects authentication framework is proposed. The framework uses device-specific information, called fingerprints, along with a transfer learning tool to authenticate objects in the IoT. The framework tracks the effect of changes in the physical environment on fingerprints and uses unique IoT environmental effects features to detect both cyber and cyber-physical emulation attacks. The proposed environmental effects estimation framework is proven to improve the detection rate of attackers without increasing the false positives rate. The proposed framework is also shown to be able to detect cyber-physical attackers that are capable of replicating the fingerprints of target objects which conventional methods are unable to detect. A transfer learning approach is proposed to allow the use of objects with different types and features in the environmental effects estimation process to enhance the performance of the framework while capturing practical IoT deployments with diverse object types. Simulation results using real IoT device data show that the proposed approach can yield a 40% improvement in cyber emulation attacks detection and is able to detect cyber-physical emulation attacks that conventional methods cannot detect. The results also show that the proposed framework improves the authentication accuracy while the transfer learning approach yields up to 70% additional performance gains.
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I. INTRODUCTION

The Internet of things (IoT) is a rapidly emerging paradigm in which physical objects integrate with the cyber world via smart sensors, RFID tags, smartphones, and wearable devices [1]. This integration allows physical objects to operate over the Internet so as to collect and exchange data that describe the physical world. The wide variety of cyber-enabled objects remotely operating through various types of networks and protocols raises many serious security and privacy concerns [2]. Security threats range from physical attacks to attacks on the semantic application layers where information is processed and analyzed. One key challenge is that most IoT objects operate at low energy levels with minimal computation capabilities, and thus, require simple security solutions [3]. Therefore, most complex security techniques, such as conventional cryptography, firewalls, and secure protocols cannot be readily implemented in the IoT due to the strict memory and computing requirements of its devices.

Prior research on IoT security has primarily focused on two main tracks: creating lightweight security methods [4]–[9] and building secure IoT architectures [10], [11]. Efficient authentication of objects in IoT systems is a challenge due to the low computing capabilities of IoT objects. The authors in [4] proposed an authentication scheme that uses a key change method in order to improve the security of IoT objects while using shorter and less complicated security keys. The authors in [5] focused on anonymous entity authentication and proposed a lightweight scheme for IoT systems. Their proposed scheme used a dynamic accumulator for credentials that solves the issue of credentials update which requires computational power from IoT objects. As for building secured IoT architectures, the authors in [10] proposed a secure communication architecture specifically designed for cloud-connected IoT objects. Their proposed architecture includes an end-to-end secure communication between low power IoT objects and cloud back-ends. The authors in [11] proposed another architecture to secure IoT objects that offloads the computations needed for authentication to the cloud in order to reduce the overhead on IoT objects. However, all the previous approaches and architectures impose high computational requirements on IoT objects for handling cryptographic keys and credentials exchange which some basic IoT objects are not able to process. One promising approach to protect wireless devices with minimal to no computational load on IoT objects is by analyzing IoT signals. This approach has two main types, signal watermarking and device fingerprinting. In signal watermarking, a predefined signal is watermarked into IoT object signals. In [6], the authors presented an approach for dynamic watermarking of IoT signals using deep learning. Meanwhile, device fingerprinting is a technique to authenticate devices using unique features extracted from the objects transmitted signals. Such fingerprinting can be done with minimal computational overhead. The authors in [7], used an object’s RF-emissions as fingerprints to authenticate ZigBee devices. As for mobile devices fingerprinting, there exist many other features other than the RF-emissions to fingerprint. The authors in [8] used features such as accelerometer calibration error and microphone distortion as fingerprints to identify mobile devices. Device fingerprinting is not necessarily implemented on features extracted from the device/object. For example in [9], network traffic features, such as packet inter-arrival time, and delays between successive packets are used as features to identify devices/objects in a network of devices.

These existing device fingerprinting techniques face three main limitations. First, fingerprinting features are assumed...
to be the same across all devices in the system, such as in [7]–[9]. This assumption is not practical because an IoT system consists of a wide variety of object types with different features. Second, in techniques such as [7], devices are required to be connected directly to a central sensing node that extracts fingerprinting features. These sensing nodes are assumed to be resistant to attacks and device fingerprinting algorithms are not applied on these sensing nodes. Third, existing device fingerprinting techniques such as [14] assume fingerprints are fixed and do not change over time. However, in an IoT environment, fingerprints of objects change with time due to multiple factors, such as changes in the surrounding environment, aging of objects, and noise, as shown in [13]. To the best of our knowledge, these changes in fingerprints have not been exploited as a feature to authenticate objects in IoT systems. Therefore, a direct implementation of existing fingerprinting techniques, such as [7]–[9], in practical IoT systems is not feasible.

The main contribution of this paper is a novel IoT object authentication framework that can distinguish between signals from legitimate IoT objects and signals from malicious objects. The proposed framework exploits the effects of the environment surrounding IoT objects to build a model for the expected environmental effects on each object in the IoT system. This model is used to distinguish remote attackers such as cyber emulation attackers. The environment model is able to detect highly intelligent attackers capable of replicating the exact fingerprints of IoT objects, we refer to this type of attacks as cyber-physical emulation attacks. The proposed framework tracks the changes in fingerprints for all IoT objects and utilizes the similarities in these changes to extract a model for the environment. Using the estimated environmental effects, emulation attackers that replicate IoT objects in a remote location will not be able to replicate all of the changes in the environment hence allowing our approach to effectively detect them. The novel environmental estimation in our framework enhances the authentication of legitimate objects as well which yields to high detection rate for cyber emulation attacks without increasing the false positives of misclassified legitimate objects. Additionally, our framework uses transfer learning to estimate the environment from objects of different types or objects with different feature spaces. The ability to use objects of different feature spaces is important in real IoT systems with wide diversity of objects. To our knowledge, this work is the first to exploit the changes in environmental effects on IoT object fingerprints. Simulation results using real IoT device data show that our proposed framework enhances the detection rate of cyber emulation attacks. Moreover, the results show that conventional methods of device fingerprinting are unable to detect cyber-physical emulation attackers while our proposed framework were able to detect these type of attacks. The results shows an improvement of 40% in cyber emulation attacks detection. The transfer learning results shows an improvement of 70% when our framework uses different types of objects compared to using our framework only on objects with the exact same feature space.

The rest of this paper is organized as follows. Section II presents the system model and the proposed framework.

II. SYSTEM MODEL AND PROPOSED FRAMEWORK

Consider an IoT system consisting of \( N \) heterogeneous objects \( x_1, x_2, \ldots, x_N \) as shown in Fig. 1. These objects can represent any type of IoT devices such as sensors, smartphones, home appliances, or RFID tags [14]. Each object transmits data to a gateway router through a wired or wireless link, such as 802.11 or Zigbee. The gateway aggregates the data transmitted from the IoT objects and forwards it to the cloud where a security service provider (SP) has access to the transmitted data. Security SP is a client on the cloud that generates and enforces network access for connected IoT objects. The SP authenticates the transmitted data from IoT objects based on device-specific information, called fingerprints, that uniquely identifies each object in the IoT system. For example, wavelet-based features such as mean, variance, and skewness of electronic codes are possible fingerprints for RFID tags [15]. Such wavelet-based features of the electronic codes of RFID are unique for each RFID tag even if the tags are made by the same factory with the same specifications due to hardware impairments during the manufacturing process [15].

In this system, an adversary attempts to impersonate a legitimate IoT object to inject tampered information into the IoT system. We consider two classes of adversaries: First, adversaries capable of emulating the software of a legitimate IoT object, which includes emulating security keys, device addresses, and transmitted data type. However this type of adversaries is not able to replicate the hardware features of a legitimate IoT object. Hereinafter, we will refer to this class of attacks as cyber emulation attack. The second class of adversaries are capable of replicating both the software and hardware of a legitimate IoT object. This class of attackers is assumed to be highly skilled and is able to replicate the object’s software, such as object security keys and object network address, and also clone the legitimate object’s device-specific information such as transmission speed, signal strength, pro-
cessing speed, and operating temperature and humidity. We will refer to this class of attacks as cyber-physical emulation attack. These two kinds of attacks compromise the security of the IoT system by replicating the signals and/or fingerprints of legitimate IoT objects; therefore, authenticating the received objects fingerprints based on features that attackers cannot replicate is important to overcome emulation attacks. One of the features that emulation attackers cannot replicate are the environmental changes that pertain the environment that surrounds IoT objects, such as changes in temperature, humidity, wind, physical displacement, or any physical changes affecting IoT objects. These environmental changes are time dependent and are constantly changing which makes it difficult to replicate by a remote emulation attacker. In addition, cyber-physical emulation attacks are difficult and computationally intensive, hence these kind of attacks cannot be updated on the fly to cope with the environmental changes even if the attacker manages to consistently monitor a certain object [16].

To thwart such emulation attacks, we propose a framework whose goal is to determine whether an IoT object is legitimate or not by analyzing the hardware and software features of objects, this can stop cyber attackers that cannot replicate the hardware of IoT objects. Moreover, by analyzing the changes in objects’ features over time due to environmental effects, we can thwart cyber-physical attacks that can replicate the hardware and software of IoT objects but cannot replicate the exact environment surrounding the legitimate objects. The proposed framework estimates the changes on the object-specific information with time which are caused by environment effects on IoT objects. Then, the framework compares these estimates with the actual changes in the object-specific information to determine whether the object is physically present in the environment or located remotely by an adversary.

The proposed framework consists of five main components as shown in Fig. 2 feature extraction, fingerprint generation, similarity measure, environment estimation, and transferring knowledge. In order to estimate the environmental effects on IoT object fingerprints, first we need to extract the features from each IoT object and generate unique fingerprints from the extracted features. In the following subsection, we explain in detail the process of feature extraction and generation, along with the similarity measure used to compare fingerprints.

A. Feature extraction

IoT object features are collected at three different tiers as shown in Fig. 1. The first tier of features is collected at the object level. Each object in the IoT system sends a set of features describing the operational status of the object itself along with all sensor measurements available. Some of the features that can be collected at the object level are CPU load, clock skew, memory usage, and temperature of the object and/or surroundings, among others [17]. The second tier of feature collection is done at security monitoring objects. These monitoring objects are distributed over the IoT to gather features about other objects in the IoT system. Gateways are examples of monitoring objects that capture traffic properties of other objects. Some of the features that the monitoring objects can collect are signal strength, signal spectral features, and packet arrival times. The monitoring objects are also considered IoT objects, hence they collect and send first tier features about themselves to the IoT cloud center as well. The third tier of features is collected at the IoT server side by measuring the traffic properties of objects and frequency of received packets.

B. Fingerprint generation

The information collected during the feature extraction stage is general and not discriminant for successful object authentication. Hence, we use statistical analysis to select features that are unique for each object. Statistical analysis requires capturing a decent amount of features from objects to form a training dataset. The training dataset is used to find the subset of features that can uniquely identify each object in the IoT system. This subset of discriminant features, called fingerprint, forms a vector defined as:

$$f_{k,t}^i = [\delta_{k,1}, \delta_{k,2}, \delta_{k,3}, \ldots, \delta_{k,m}],$$

where $f_{k,t}^i$ is the fingerprint vector for object $i$ at time $t$, $\delta_{k,j}$ is the scalar value of a feature $j$ of the fingerprint $f_{k,t}^i$ such as the signal mean feature, and $m$ is the total number of features for object $i$.

C. Similarity measure

During a time interval $t$, each IoT object $i$ generates $n$ fingerprints $f_{1,t}^i, f_{2,t}^i, \ldots, f_{n,t}^i$. Hence, at a time interval $t$, the collected fingerprints of object $i$ form an $n \times m$ matrix $F_{i,t}$ given by:

$$F_{i,t} = [f_{1,t}^i, f_{2,t}^i, \ldots, f_{n,t}^i]^T,$$

$$F_{i,t} = \begin{bmatrix} \delta_{1,1} & \delta_{1,2} & \delta_{1,3} & \ldots & \delta_{1,m} \\ \delta_{2,1} & \delta_{2,2} & \delta_{2,3} & \ldots & \delta_{2,m} \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ \delta_{n,1} & \delta_{n,2} & \delta_{n,3} & \ldots & \delta_{n,m} \end{bmatrix}.$$  

The similarity measure block in Fig. 2 at each time interval $t$ measures the distance between the fingerprint matrix $F_{i,t}$ for object $i$ and a reference fingerprint $\hat{F}_i$ for the same
object \(i\). The reference fingerprint \(\hat{F}_i\) is determined based on previously collected training data. The labeled training data used to determine the reference fingerprints \(\hat{F}_i\) consists of historical instances of fingerprints for objects in the IoT system. The longer the historical data available for training, the easier it is to spot and remove trends in the data which are due to environmental changes. The reference fingerprints are then chosen from the training dataset that best represent each object in the IoT system. One of the distance measures to compare two sets of fingerprints is the Bhattacharyya distance, written as:

\[
\Delta_{i,t} = DB(F_{i,t}, \hat{F}_i),
\]

where \(\Delta_{i,t}\) is the distance between the collected fingerprint matrix \(F_{i,t}\) and the reference fingerprint \(\hat{F}_i\), \(DB\) is the Bhattacharyya distance measure (BDM) [18]. Other distance measures can be used instead of the BDM to measure \(\Delta_{i,t}\). However, the Bhattacharyya distance, unlike other measures such as the KS-test, Hellinger distance, or KL-divergence, can be applied to any type of distribution and can also be applied to both univariate and multivariate distributions [19].

The authentication of any IoT object \(i\) is then modeled as a binary hypothesis test:

\[
\begin{cases}
\mathcal{H}_0 : & \Delta_{i,t} \leq \tau, \\
\mathcal{H}_1 : & \Delta_{i,t} > \tau,
\end{cases}
\]

where \(\tau\) is a similarity threshold. Therefore, if the difference between \(F_{i,t}\) and \(\hat{F}_i\) is less than \(\tau\), then hypothesis \(\mathcal{H}_0\) is claimed, and the collected fingerprints are from the legitimate object \(i\). On the other hand, if the difference between \(F_{i,t}\) and \(\hat{F}_i\) is larger than \(\tau\), a potential attacker is detected and \(\mathcal{H}_1\) is applied. The Bhattacharyya distance used to measure the distance between the distributions \(F_{i,t}\) and \(\hat{F}_i\) can be written as:

\[
DB(F_{i,t}, \hat{F}_i) = -\ln \left( \sum \sqrt{F_{i,t}, \hat{F}_i} \right).
\]

For the special case where both distributions \(F_{i,t}\) and \(\hat{F}_i\) are Gaussian distributions, the Bhattacharyya distance can be written as:

\[
DB(F_{i,t}, \hat{F}_i) = \frac{1}{8}(\mu_{F_{i,t}} - \mu_{\hat{F}})^T \Sigma^{-1}(\mu_{F_{i,t}} - \mu_{\hat{F}}) + \frac{1}{2} \ln \frac{1}{\sqrt{\det \Sigma_{F_{i,t}} \det \Sigma_{\hat{F}_i}}},
\]

where \(\mu_{F_{i,t}}, \mu_{\hat{F}_i}, \Sigma_{F_{i,t}}\) and \(\Sigma_{\hat{F}_i}\) are the means and covariances for fingerprints \(F_{i,t}\) and \(\hat{F}_i\), respectively, and \(\Sigma = (\Sigma_{F_{i,t}} + \Sigma_{\hat{F}_i})/2\). Hence, using the distance measure \(DB\), the distance \(\Delta_{i,t}\) between the collected fingerprint \(F_{i,t}\) and the reference fingerprint \(\hat{F}_i\) determines whether the collected fingerprint \(F_{i,t}\) belongs indeed to object \(i\) or not.

While generally it has been assumed that it is impossible to accurately replicate an object’s physical fingerprint, an attacker can generate a “close enough” fingerprint to the physical object fingerprint. For example, in [16] a software-defined radio was used to construct radiometric signatures to impersonate an 802.11b wireless device. Therefore, relying on the similarity threshold \(\tau\) alone to determine if fingerprints are legitimate or not is not enough, because it is possible to generate a malicious fingerprint \(F_m\) that satisfies \(DB(F_m, F_i) \leq \tau\) which results in considering the malicious fingerprints as legitimate fingerprints. Additionally, reducing the value of the similarity threshold \(\tau\) to detect the “close enough” fingerprints generated by malicious users can lead to an increase in the number of false positives since various noise sources affects the fingerprint generation and feature extraction processes. Hence, an accurate generation of object fingerprints is required in order to reduce the value of the similarity threshold \(\tau\) without compromising the authentication accuracy, where the optimal value for the similarity threshold \(\tau\) is the one that achieves the highest true positives and true negatives along with the least false positives and false negatives during the training period. The effect of choosing different values for the similarity threshold \(\tau\) will be evaluated in Section V. After generating fingerprints for each IoT objects and defining a similarity measure to compare between fingerprints, we next explain the process used to estimate the environmental effects on objects from the generated fingerprints.

### III. Environment Estimation

During the feature extraction process, object fingerprint features are affected by multiple effects, such as signal interference, electromagnetic radiation, network traffic, and noise. While precisely estimating noise sources is usually not possible due to their random nature and undefined spectrum, having a shared noise source between more than one object can help estimating the amount of shared noise. For example, objects in close proximity to each other are affected by the same environmental changes which affects the fingerprint features for these objects. For example, the authors in [13] showed that water submersion and physical crumpling effects on RFID tags impacted the RFID signal of neighboring tags. The environmental effects on a given object’s fingerprint features can be represented as a transformation of fingerprints \(T\), and, hence, the generated fingerprint matrix \(\tilde{F}_{i,t}\) for an object \(i\) in [5] is:

\[
\tilde{F}_{i,t} = T^{-1}(F_{i,t}),
\]

where \(\tilde{F}_{i,t}\) is the estimated fingerprint matrix without the effect of environment and \(T^{-1}\) is the inverse of the transformation \(T\). The estimated fingerprint matrix \(\tilde{F}_{i,t}\) is a more accurate estimation of the fingerprint matrix \(F_{i,t}\) because it excludes the effects of environment and is closer to the reference fingerprint matrix \(\hat{F}_i\). The environmental effects on objects are caused by many physical factors such as ambient temperature, humidity, wind, and many other factors surrounding the objects. Most of these effects are non-linear which makes the overall environmental effect on objects non-linear and impossible to predict or estimate. However, non-linear high-order estimation of the environmental effects suffers from
high variance which results in an overfitting transformation. Meanwhile, linear estimations have low variance and high bias which makes the estimation more generalized. Hence, our goal is to find an estimation of the environmental effects that can impact multiple objects. Therefore, we consider a linear model to estimate the environmental effects on multiple objects in our framework. This assumption reduces the risk of overfitting to a single object by considering low-order environmental effects. Consequently, the transformation $T$ can be defined as a rotation and a translation:

$$F_{i,t} = R_{i,t} \hat{F}_{i,t} + l_{i,t} + w,$$

(9)

where $R_{i,t}$ and $l_{i,t}$ are the rotation and translation matrices for object $i$ at time $t$ which transform the fingerprint matrix $\hat{F}_{i,t}$ to align it with the collected fingerprint matrix $\hat{F}_{i,t}$, and $w$ is a noise which can be a combination of thermal, static, solar, or other noise sources that are purely random and cannot be estimated. Since the noise $w$ cannot be estimated we will ignore the noise during the estimation of the environmental effects in this section.

To find the transforms $R_{i,t}$ and $l_{i,t}$ for object $i$, we use the fingerprint matrices of the objects surrounding the object $i$ to estimate the environment effect on object $i$. To determine which objects are considered to be surrounding a given object $i$, we use a network graph as shown in Fig. 3 where nodes represent IoT objects and edges $\beta_k$ represent the environment similarity between objects. The environment similarity $\beta_k$ between a pair of objects represents the amount of similarity between the environmental effects for each object. The environment similarity $\beta_k$ deems from one pair of objects to the other based on the physical location of objects, and the type of objects, where objects of the same type and located in a close proximity to each other have higher environment similarity between them compared to objects located far apart or objects of different types. The network graph is generated during the training stage by measuring the similarity between environmental effects on objects. For example, to estimate the environmental effects on object $i$ shown in Fig. 3 we extract from the full IoT system graph shown in Fig. 3(a) a subgraph $G$ of all of the objects having direct environmental similarity with object $i$ shown in Fig. 3. We refer to these objects as neighbors of object $i$. Hence, from (9) the fingerprints for each neighboring object can be given by:

$$F_{k,t} = R_{k,t} \hat{F}_{k,t} + l_{k,t}; \quad \forall k \in G \setminus \{i\},$$

(10)

where $G \setminus \{i\}$ is the set of objects in the subgraph shown in Fig. 3(b) except the object $i$, i.e., the set of all the neighbors of object $i$.

In order to find the environment effects on object $i$ we assume that the fingerprints received from the neighboring objects are mostly from legitimate objects. This assumption is justified in an IoT setting due to the following reasons. First, the number of objects in the IoT is large which makes it hard for an adversary to attack a significant number of objects at the same time. Second, the attacker does not know which objects are considered by the authentication mechanism as neighbors to a specific object in order to focus its attack resources on the neighboring objects. The reason attackers cannot determine the neighbors of a certain object is due to the nature of the process used to select the neighbors for each object in the IoT system. The neighbors of a target object are determined by analyzing the historical data of all the objects within a certain distance from the target object and finding all the objects that share similar behaviors regardless of their type or exact distance from the target object. This process to choose neighbors is impossible for the attacker to replicate since it requires having access to all the historical data from all the objects in the IoT and also requires knowing the parameters used by the framework behavior analysis. Third, since the network graph is highly connected, even if the attacker manages to attack all of the neighboring objects of a target object in order to cause a wrong environment estimation at the target object, the attack on the neighboring objects will be detected during the estimation process of other target objects in the network. For example, if a target object has five neighboring objects all controlled by a single attacker which allows the attacker to trigger wrong environment estimations at the target object. However, each one of the five neighboring objects will also be participating as a neighbor in the estimation process of other target objects. These other target objects have legitimate objects as neighbors besides the attacked objects which will help to reveal those attacked objects. Therefore, based on the previous discussions, the fingerprints of each neighboring object $k$ can be given by:

$$F_{k,t} = R_{k,t} \hat{F}_{k,t} + l_{k,t}; \quad \forall k \in G \setminus \{i\},$$

(11)

where $\hat{F}_{k,t}$ is the reference fingerprint for the neighboring object $k$. There are many ways to find the value of the transforms $R_{k,t}$ and $l_{k,t}$ given the the fingerprint matrices $F_{k,t}$ and the reference fingerprint matrices $\hat{F}_{k,t}$ of any object $k \in G \setminus \{i\}$. One such approach is the singular value decomposition (SVD) as follows:

$$[U_{k,t}, S_{k,t}, V_{k,t}] = g \left( \sum_{j=1}^{n} (f_{j,t} - c_{F_{k,t}})(\hat{f}_{j,t} - c_{\hat{F}_{k,t}}) \right) \quad \forall k \in G \setminus \{i\},$$

(12)

where $g(\cdot)$ is defined as the SVD function, $U_{k,t}$, $S_{k,t}$ and $V_{k,t}$ are the factorization matrices, $c_{F_{k,t}}$ is the mean or centroid of
the fingerprint matrix $F_{k,t}$, and $c_{F_k}$ is the mean or centroid of
the fingerprint matrix $\hat{F}_k$. Hence, the rotation $R_{k,t}$ is derived
from the factorization matrices as follows:

$$R_{k,t} = V_{k,t}U_{k,t}^T; \quad \forall k \in G \setminus \{i\}. \quad (13)$$

Meanwhile, the translation $l_{k,t}$ is derived as:

$$l_{k,t} = -R_{k,t}c_{F_{k,t}} + c_{F_k}; \quad \forall k \in G \setminus \{i\}, \quad (14)$$

The next step is to combine the rotation and translation matrices from all the neighboring objects (i.e. $R_{k,t}$ and $l_{k,t}; \forall k \in G \setminus \{i\}$) into a rotation matrix $R_{k,t}$ and a translation matrix $l_{k,t}$ that represent the environment effect on object $i$ given the fact that the environment effect on object $i$ is the same as the environment effect on the neighboring objects. One of the simplest ways to combine the rotation and translation matrices into an estimated rotation matrix and translation matrix is using the minimum mean square error (MMSE) estimator that minimizes the square of the errors between the estimator ($R_{k,t}$ and $l_{k,t}$) and all the estimated neighboring matrices ($R_{k,t}$ and $l_{k,t}; \forall k \in G \setminus \{i\}$). Hence, the MMSE problem is:

$$\text{argmin}_{R_{k,t}} \sum_{k \in G \setminus \{i\}} \beta_k (R_{k,t} - R_{k,t})^2, \quad (15)$$
$$\text{argmin}_{l_{k,t}} \sum_{k \in G \setminus \{i\}} \beta_k (l_{k,t} - l_{k,t})^2, \quad (16)$$

where $\beta_k$ is the amount of similarity between object $i$ and object $k$ as shown in Fig. 3. By solving (15) and (16) for $R_{k,t}$ and $l_{k,t}$ and substituting in (9) we get the estimated fingerprint matrix $\hat{F}_{i,t}$ as follows:

$$F_{i,t} = R_{i,t} \hat{F}_{i,t} + l_{i,t}, \quad (17)$$
$$\hat{F}_{i,t} = R_{i,t}^{-1} F_{i,t} - R_{i,t}^{-1} l_{i,t}. \quad (18)$$

Consequently, the distance between the estimated fingerprints $\hat{F}_{i,t}$ and the reference fingerprint matrix becomes:

$$\Delta_{i,t} = D_B(\hat{F}_{i,t}, F_i), \quad (19)$$

where $\Delta_{i,t}$ represents the estimated distance between the object fingerprints and the reference fingerprints after removing the effect of the environment. To avoid the matrix inversion in (18), the environment effect can be applied to the reference fingerprint $F_i$ as follows:

$$\hat{F}_{i}^* = R_{i,t} \hat{F}_{i} + l_{i,t}, \quad (20)$$

where $\hat{F}_{i}^*$ is the updated fingerprint reference matrix for object 1 that includes the effect of environment. Thus, the fingerprint matrix $F_{i,t}$ can be compared with $\hat{F}_{i}^*$ since both matrices include the effect of the environment. The estimated distance in this case will be as follows:

$$\hat{\Delta}_{i,t} = D_B(F_{i,t}, \hat{F}_{i}^*). \quad (21)$$

To show the advantage of removing the effect of environment by using the estimated distance $\hat{\Delta}_{i,t}$ instead of the distance $\Delta_{i,t}$, we consider the two attack scenarios introduced in Section II and compare between the environment estimation case and the no environment estimation case.

In the cyber emulation attack case, the fingerprints of the malicious messages sent from the attacker represent the attacker’s device fingerprints $F_{m,t}$. Therefore, using classical device fingerprinting techniques, the fingerprint of the attacker $F_{m,t}$ is compared with the reference fingerprint $\hat{F}_k$ for the target object as in:

$$\Delta_{m,t} = D_B(F_{m,t}, \hat{F}_k), \quad (22)$$

Based on the value of $\Delta_{m,t}$ we differentiate between two cases:

- $\Delta_{m,t} \leq \tau$: the attack is successful. Malicious messages sent by the attacker are treated as messages sent from the target object.
- $\Delta_{m,t} > \tau$: the attack is not successful. Malicious messages sent by the attacker are different from the messages sent from the target object and attack flag is raised.

Conventional device fingerprinting techniques choose large values of the threshold $\tau$ to avoid false positives when the environmental effects on legitimate objects are enough to make $\Delta_{i,t}$ larger than the threshold $\tau$ as shown in [13]. However, large values of $\tau$ increase the chance of a successful attack since $\Delta_{m,t} < \tau$ for a successful attack. Thus, the estimation of the expected environmental effects on legitimate objects is essential to reduce the value of the threshold $\tau$ without increasing the false positives. In the following theorem, we derive a closed-form solution which proves that environment estimation during object fingerprinting in the IoT improves detection rate without increasing the false positives rate. In this theorem, we consider the distributions of the fingerprints to be Gaussian in order to use the closed-form expression of the Bhattacharyya distance. However, in the evaluation section, we show that the result will still hold for any distribution of fingerprints.

**Theorem 1.** Environment estimation during object fingerprinting in the IoT improves detection rate without increasing the false positives rate.

**Proof.** From the hypothesis in [5], the detection rate of attackers can be represented as:

$$P_D = P\{\Delta_{i,t} > \tau|H_1\}. \quad (23)$$

When the environment effect on objects is not considered, the detection threshold $\tau'$ should satisfy the following condition:

$$\tau' \geq D_B(F_{i,t}, \hat{F}_i). \quad (24)$$

This condition represents the best case scenario, which is when the collected fingerprints are generated from the legitimate object. This condition is necessary to avoid false positives. The collected fingerprints from [13] can be represented as:

$$F_{i,t} = R_{i,t} \hat{F}_i + l_{i,t} + w, \quad (25)$$

where $\hat{F}_i$ is the reference fingerprint, $R_{i,t}$ and $l_{i,t}$ are the rotation and translation transformation which capture the effect of the environment, and $w$ is the noise. The threshold $\tau'$ should
be larger than the effect of noise and the effect of environment
\((R_{i,t}, l_{i,t})\) on the legitimate object, hence \(\tau'\) is related to \(R_{i,t}\) and \(l_{i,t}\). The lower bound on the threshold \(\tau'\) is:

\[
\tau_{LB}' = D_B(F_{i,t}, \hat{F}_i) = \frac{1}{8}(\mu_{F_{i,t}} - \mu_{\hat{F}_i})^T \Sigma^{-1}(\mu_{F_{i,t}} - \mu_{\hat{F}_i}) + \frac{1}{2} \ln \frac{\det \Sigma}{\det \Sigma_{F_i} \det \Sigma_{\hat{F}_i}},
\]

\[
= \frac{1}{8}(\mu_{F_{i,t}} - \mu_{\hat{F}_i})^T \Sigma^{-1}(\mu_{F_{i,t}} - \mu_{\hat{F}_i}) + \frac{1}{8}(c_{F_{i,t}} - c_{\hat{F}_i})^T \Sigma^{-1}(c_{F_{i,t}} - c_{\hat{F}_i}),
\]

where \(\mu_{F_{i,t}}, \Sigma_{F_i}\) and \(\Sigma_{\hat{F}_i}\) are the means and co-variances for fingerprints \(F_{i,t}\) and \(\hat{F}_i\) respectively, \(\Sigma = (\Sigma_{F_i} + \Sigma_{\hat{F}_i})/2\), and \(c_{F_{i,t}}\) and \(c_{\hat{F}_i}\) are the centroids of fingerprint matrices \(F_{i,t}\) and \(\hat{F}_i\) respectively, hence:

\[
\tau_{LB}' = \frac{1}{8}(c_{F_{i,t}} + l_{i,t} + w - c_{\hat{F}_i})^T \Sigma^{-1}(c_{F_{i,t}} + l_{i,t} + w - c_{\hat{F}_i}),
\]

\[
= \frac{1}{8}(l_{i,t} + w)^T \Sigma^{-1}(l_{i,t} + w).
\]

Therefore, if the environment effect on objects \(l_{i,t}\) is high, the detection threshold \(\tau'\) has to be increased to avoid false positives. However, by estimating the environmental effects on objects and adding these environmental effects to the reference fingerprint as in (21), the detection threshold becomes:

\[
\tau \geq D_B(F_{i,t}, \hat{F}_i),
\]

\[
\tau \geq D_B \left( (R_{i,t} \hat{F}_i + l_{i,t} + w), (R_{i,t} \hat{F}_i + l_{i,t}) \right).
\]

Similarly, when the received fingerprints belong to the legitimate source object, the lower bound on the threshold \(\tau\) is:

\[
\tau_{LB} = D_B(F_{i,t}, \hat{F}_i),
\]

\[
= \frac{1}{8}(c_{F_{i,t}} + l_{i,t} + w - c_{\hat{F}_i} - l_{i,t})^T \Sigma^{-1}(c_{F_{i,t}} + l_{i,t} + w - c_{\hat{F}_i} - l_{i,t}),
\]

\[
= \frac{1}{8}w^T \Sigma^{-1}w < \tau_{LB}'.
\]

Hence, the threshold lower bound \(\tau_{LB}\) when the environment effects are estimated is only related to noise \(w\) and is lower than the threshold lower bound \(\tau_{LB}'\) when the environment effects are not estimated. Therefore, estimating the environment allows us to pick a lower value for the threshold while keeping the same false positives rate. The ability to pick lower values for the threshold improves the detection rate since attackers are required to replicate the exact fingerprints of a legitimate object and small changes compared with the legitimate objects will cause the estimation to be over the threshold.

In the cyber-physical emulation attack case, the attacker can generate fingerprints \(F_{m,t}\), which are identical to the fingerprints generated from the attacked object. Classical device fingerprinting techniques, such as in [20], fail completely to detect such type of attacks, since classical techniques rely only on the reference fingerprint \(\hat{F}_i\) to compare it with fingerprint \(F_{m,t}\). However, estimating the environment effect on objects requires the attacker to replicate both the legitimate object fingerprints \(F_{i,t}\) and the environment effect on the legitimate object at each time interval \(t\). Next, we show that classical fingerprinting techniques cannot detect any cyber-physical emulation attackers while environmental estimation framework can detect such an attack. Similar to Theorem 1, we consider the distributions of the fingerprints to be Gaussian in order to use the closed-form expression of the Bhattacharyya distance. However, in the evaluation section, we will see that the results will hold for any distribution.

**Theorem 2.** Classical fingerprinting techniques in the IoT cannot detect any cyber-physical emulation attackers.

**Proof.** The detection rate of attackers as shown in [5] is:

\[
P_D = P \{ \Delta f > \tau | H_1 \}.
\]

In replication attacks, the attacker generates fingerprints \(F_{m,t}\) where:

\[
F_{m,t} = R_{m,t} \hat{F}_i + l_{m,t} + w.
\]

Without estimating the environmental effect, the attack is successful when:

\[
D_B(F_{m,t}, \hat{F}_i) \leq \tau'.
\]

Using the lower bound on the detection threshold \(\tau'\) in (27), the condition for successful attack becomes as follows:

\[
D_B(F_{m,t}, \hat{F}_i) \leq \frac{1}{8}(l_{i,t} + w)^T \Sigma^{-1}(l_{i,t} + w),
\]

\[
= \frac{1}{8}(c_{F_{i,t}} + l_{m,t} + w - c_{\hat{F}_i})^T \Sigma^{-1}(c_{F_{i,t}} + l_{m,t} + w - c_{\hat{F}_i}),
\]

\[
\leq \frac{1}{8}(l_{i,t} + w)^T \Sigma^{-1}(l_{i,t} + w),
\]

\[
\leq \frac{1}{8}(l_{i,t} + w)^T \Sigma^{-1}(l_{i,t} + w).
\]

Hence, the attack is successful if the environment effect on the attacker’s device \(l_{m,t}\) is not significantly larger than the environment effect on the legitimate object \(l_{i,t}\). On the other hand, by estimating the environment effects on fingerprints, the attack is only successful when:

\[
D_B(F_{m,t}, \hat{F}_i) \leq \tau,
\]

where \(\tau\) is smaller than \(\tau'\). By substituting the detection threshold \(\tau\) from (30), we have:

\[
D_B(F_{m,t}, \hat{F}_i) \leq \frac{1}{8}w^T \Sigma^{-1}w,
\]

\[
\leq \frac{1}{8}(c_{F_{i,t}} + l_{m,t} + w - c_{\hat{F}_i} - l_{i,t})^T \Sigma^{-1}(c_{F_{i,t}} + l_{m,t} + w - c_{\hat{F}_i} - l_{i,t}),
\]

\[
\leq \frac{1}{8}w^T \Sigma^{-1}w,
\]

\[
\leq \frac{1}{8}(l_{m,t} + w - l_{i,t})^T \Sigma^{-1}(l_{m,t} + w - l_{i,t}) \leq \frac{1}{8}w^T \Sigma^{-1}w.
\]
In this case, unless the environment effect on the attacker’s device \( l_{m,t} \) is identical to the environment effect on the legitimate object \( l_{i,t} \), the attack is not successful. Therefore, the attacker is required to be physically in the same environment as the legitimate object which makes remote cyber-physical emulation attacks detectable.

Therefore, by estimating the environment, our proposed approach is able to determine whether an object is present in the same environment as the surrounding objects or whether the object is located in a remote area. Additionally, the estimation process involves using historical data to determine which objects are considered as surrounding objects in the estimation process. Hence, attackers, such as cyber-physical emulation attackers, are unable to replicate the environment effects in their remote location which allows our approach to detect such attacks.

Objects in the IoT system have different types of features which requires our proposed approach to use a different feature space for each type of objects. In the following section, we introduce a transfer learning approach to allow our environment estimation to use objects of different types and objects that have different feature spaces.

### IV. Transfer Learning for Environment Estimation

Estimating the environmental effects using only similarity measures requires all objects in the IoT system to have the same feature space, i.e. all fingerprints \( f_{x}^{i,t} \) in the fingerprint matrix \( F_{i,t} \) have the same number of features. The condition to have the same feature space for all fingerprints has many disadvantages. First, the number of objects that share the same environmental effects and share the same feature space can often be relatively small which reduces the size of the training data. Second, having fewer number of objects with the same feature space decreases the estimation accuracy of the environmental effects since estimation process involves MMSE estimator. Third, attackers can compromise the estimation of an object by attacking all the nearby objects that have the same feature space, i.e. objects of the same type. Therefore, using objects of different types in the estimation process enhances the performance and increases the complexity and costs for attackers to determine which objects are used in the estimation process. One of the tools to combine multiple problems with different feature spaces is called transfer learning [21]. Transfer learning is a tool to transfer knowledge gained while solving one task to improve the learning of a different but related task, where the primary task is referred to as target task and the related task as source task.

In environmental effect estimation, we denote the fingerprints of objects with the same feature space as target data \( F_{k,t} \); \( \forall k \in D_{T} \) and the objects with different feature space but sharing the same environmental effects as source data \( F_{k,t}^{s} ; \forall k \in D_{S} \), where \( D_{T} \) is the set of target data and \( D_{S} \) is the set of source data. Additionally, we denote the target task as to estimate the transformations \( R_{i,t} \) and \( l_{i,t} \) for object \( i \) given the target data \( F_{k,t}^{s} ; \forall k \in D_{T} \). The transfer learning procedure consists of two steps. In the first step, using the source fingerprints \( F_{k,t}^{s} \) and following the same steps in Section III we determine the transformation matrices \( R_{k,t}^{s} \) and \( l_{k,t}^{s} \) similar to (13) and (14) where:

\[
F_{k,t}^{s} = R_{k,t}^{s} F_{k,t}^{s} + l_{k,t}^{s}; \quad \forall k \in D_{S}.
\]

(39)

Additionally, using the target fingerprints \( F_{k,t} \) and using steps in Section III we get the transformation matrices \( R_{k,t} \) and \( l_{k,t} \) shown in (13) and (14). In the second step, we formulate an optimization problem to combine the transformations from the target data \( R_{k,t}^{s} \) and \( l_{k,t}^{s} \) and the transformations from the source data \( R_{k,t}^{s} \) and \( l_{k,t}^{s} \) as follows:

\[
\begin{align*}
\arg & \min_{R_{i,t} \in D_{T}} \sum_{k \in D_{T}} \beta_{k}(R_{i,t} - R_{k,t}^{s})^{2} + \alpha \sum_{k \in D_{S}} \beta_{k}(R_{i,t} - R_{k,t}^{s})^{2}, \\
\arg & \min_{l_{i,t} \in D_{T}} \sum_{k \in D_{T}} \beta_{k}(l_{i,t} - l_{k,t}^{s})^{2} + \alpha \sum_{k \in D_{S}} \beta_{k}(l_{i,t} - l_{k,t}^{s})^{2},
\end{align*}
\]

(40) and (41)

where \( \alpha \) is the weight of transfer which determines the amount of effect the source data has on the target task.

The solution for the joint learning formulation in (40) and (41) is the transformation matrices \( R_{i,t} \) and \( l_{i,t} \) that represent the environmental effects on object \( i \) giving the target fingerprints and source fingerprints. The objective functions in (40) and (41) follow the form of joint convex optimization that allows us to use a range of efficient convex optimization algorithms to solve it such as standard gradient methods [22]. The limitation of previous transfer learning method is that it requires objects in both the target and source domains to have similar transformations. However, even if transformations are different in both the target and source domains, other types of knowledge can be transferred as well between objects such as the value of the threshold \( \tau \). For example, if objects in the target and source domains have different transformations but have similar estimation errors, such as same type of noise, or same data collection errors. In this case, the value of the threshold \( \tau \) can be estimated from the source domain and used on the target domain, since the target domain has fewer data points than source domain to properly estimate \( \tau \).

The proposed transfer learning approach enables the environment estimation algorithm to use different types of objects in the estimation process. The transfer learning approach is essential in practical IoT systems which have wide diversity of objects with different types of features.

### V. Evaluation and Results

To evaluate our approach, we used RFID data collected by Bertone et al. in [13]. The data consists of IQ recordings of 25 RFID tags of model AD (Avery-Dennison AD612) purchased from the same manufacturer. The writing and reading of RFID tags was performed with a Thing Magic Mercury 5e RFID Reader, and the antenna was an omnidirectional antenna from Laird technologies the sampling frequency was 4.0 Msps. The same Electronic Product Code (EPC) was written on all RFID tags to insure all RFID tags are identical. The recordings were captured at three different physical conditions:
The first is at normal room temperature, the second RFID tags were warped by water submersion, and lastly RFID tags were warped by physically changing the angle between the RFID tag and the reader. The use of RFID technology in supply chain management is one of the primary applications of IoT systems. For example, Wal-Mart uses the RFID tags to manage its supplies [23]. In the supply chain management applications, RFID tags are scanned as the supplies move under the RFID tag reader which is similar to the third physical condition of the RFID dataset that we have. Therefore, in our evaluation, we will use the change of angle between reader and the RFID tag as an environmental effect that affects all the objects.

A. Feature Extraction

For each RFID tag, we extract seven features from the IQ recordings as described in [13]: Mean of the EPC, variance of EPC, Shannon entropy, second central moment, skewness, kurtosis, and maximum cross-correlation. These features are referred to as higher order statistical calculations. In Fig. 4 the mean of the EPC and the cross-correlation features are shown for two RFID tags. The figure shows that both RFID tags showed similar changes when the angle between the RFID tag and the reader changes. Additionally, from Fig. 4 we notice that the effect of changing the angle is enough to shift the fingerprints features of an object and make these fingerprints closer to a completely different object than to the same object but without any environmental effects. For example, in Fig. 4 the effect of the environment, highlighted using blue arrows with caption Env 2, on the first object shifts the fingerprints closer to the second object than to the original fingerprints of the first object. Thus, the fingerprints of the first object would have been mistakenly assigned to the second object if the method of assignment relied only on the distance to the original object fingerprints without the use of any environmental estimation techniques.

B. Evaluation Results

The first evaluation for our approach is to show the effect of environment estimation on the accuracy of assigning each fingerprint to the correct object. Fig. 5 shows the average distance between collected fingerprints and the reference fingerprints. In the case of traditional algorithms, the existence of environmental effects on objects significantly increases the average distance between collected fingerprints and reference fingerprints. However, using the proposed algorithm to remove the environmental effects drops the average distance to values closer to the no environmental effects case. Fig. 5 shows close to 90% improvement in average for total objects between 4 and 15 objects. The impact of having lower average distance between collected fingerprints and the reference fingerprints on the object authentication depends on the choice of detection threshold.

Fig. 6 shows the impact of the threshold on the percentage of correctly assigned fingerprints. In this experiment, the total number of objects is 20. In the case where environmental effects are not estimated, the minimum possible threshold to achieve 50% accurate assignment of objects. however, estimating the environment allows us to drop the value of the threshold to 3 and achieve a 100% accurate assignment of the objects. The benefit of having low values for the threshold is shown in the following attack scenarios.

In Fig. 7 we simulate a cyber emulation attack scenario.
In this scenario, we have one attacker object throughout the experiment which explains the similar Bhattacharyya distance for the attacker object as the total number of objects in the experiment increases. From Fig. 7 we can see that estimating the environmental effects increases the gap between the legitimate objects assignment and the attacker objects assignment. This large gap allows the choice of any value for the threshold between 10 and 150 to perfectly detect the attacker. However, in the traditional approach, the gap between the legitimate objects and the attacker object is between 70 and 150 which is smaller than the gap in the proposed approach. Fig. 7 shows that the proposed approach improves the gap of the threshold by 40%. This result, corroborates Theorem 1, as it shows that estimating the effects of the environment allows the use of a lower threshold while ensuring that attackers are easier to detect as shown in Fig. 7. Therefore, for cases in which the total number of objects is more than seven objects, the improvements translate to 100% over the traditional approach that were unable to detect the attack.

In Fig. 8 we study the cyber-physical emulation attack scenario. In this figure, we used the same object fingerprints as the malicious fingerprints but under different environmental effects and similar to the previous experiment we use one attacker object as the total number of object increases. From Fig. 8, we can see that the traditional approach is unable to detect the attacker and assigns the attacker object as a legitimate object for any choice of threshold since the attacker’s distance is always below the legitimate object’s minimum distance. Meanwhile, for threshold values between 10 and 25, the proposed algorithm is able to detect the attacker when the total number of objects is more than seven, i.e. six legitimate objects and one attacker object. This result, corroborates Theorem 2, as it shows that environment estimation is able to detect cyber-physical emulation attacks that traditional algorithms were unable to detect. In both emulation attack scenarios, we can observe that the average distance of the legitimate objects is significantly high when the total number of objects is small, i.e., less than seven objects, compared to when the number of objects is big, i.e., more than seven objects. This is due to the effect the attacker has on the estimation process. During the estimation process of legitimate objects, the attacker object is considered as a neighbor object in the estimation process and hence its effect is significant when the total number of objects is small. In contrast, for cases in which the total number of objects is large, the effect the attacker object has on the environment estimation process of all the legitimate objects in the system is small. This limitation can be overcome by implementing a multi-stage estimation process, where multiple estimation processes are executed at different time frames. At each time frame, all objects labeled as attackers are excluded from future estimation processes. This approach ensures that all objects in the estimation process are legitimate.

To simulate the effect of transfer learning, first we divided the dataset into two groups of objects, a target group with five objects and a source group with 15 objects. Second we use three of the features in the first set of objects along with different features from the second set. Therefore, we would have two sets of objects with different types of features for each set. In order to transfer knowledge from the source dataset to the target dataset, both the source dataset and the target dataset need to be related to each other. For example, objects that have different types and have different features need to share similar behaviors when exposed to the same environmental effects in order to transfer knowledge between them. In our experiment, the features of objects in the source dataset change in a similar way to the features of objects in the target dataset when exposed to the same environmental effects even though the features are of different types and have different range of values. To simulate the different amounts of relation between the source dataset and the target dataset, we introduce different degrees of noise to the fingerprints of the source objects starting from small amount of added noise referred to as Class 1 and all the way to large amount of added noise referred to as Class 5. Fig. 9 shows the effect of transfer learning as the relationship between the source and target datasets decreases from Class 1 to Class 5. The figure shows a small average distance between fingerprints when the relation between the source and target dataset is high, as in Classes 1 to 3 where we get around 70% improvement over the no transfer approach. However, when the relationship
between the source and target datasets is small, as in Classes 4 and 5 in Fig. 9 the transfer learning method increases the average distance and yields a lower detection rate compared to having no transfer learning. This case is called negative transfer when forcing a transfer learning method even though the source and target dataset are not related to each other. The figure shows two values of the transfer weight $\alpha$, 25% or 50% in Fig. 9 that represent the amount of weight the transfer learning method has on the final assignment of fingerprints. The figure shows that relying more on transfer learning is better when the relationship between the source and target datasets is high, as shown for Classes 1 and 2 in Fig. 9. In contrast, relying on transfer learning has a negative impact when the relationship between the source and target datasets is low, as shown for Classes 4 and 5 in Fig. 9. The figure shows an overall improvement of 80% in the average distance when the relationship between the source and target datasets is high.

VI. CONCLUSION

In this paper, we have proposed a novel authentication framework for IoT systems. The proposed framework exploits the effects of the environment surrounding IoT objects to detect remote emulation attackers, who can replicate the signals of legitimate objects but fail to replicate the constantly changing environment around the legitimate IoT object. The proposed framework tracks the changes in objects’ fingerprints and uses these changes to extract a model for the environment. We have shown that our framework can enhance the authentication of legitimate objects and is able to detect both cyber and cyber-physical emulation attacks. The proposed framework used transfer learning as well to estimate the environment of objects of different types or objects with different feature spaces. Simulation results using real IoT device data have shown that conventional methods of device fingerprinting were unable to detect cyber-physical emulation attackers while our proposed framework were able to detect these type of attacks. The results have shown an improvement of 40% in cyber emulation attacks detection, and the transfer learning results showed an improvement of 70% when the framework used different types of objects compared to using the framework only on objects with the exact same feature space.
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