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ABSTRACT The paper investigates the application of Static Synchronous Compensator (STATCOM) with synchronverter control to enhance dynamic stability. Synchronverter is a control strategy for voltage source converters that emulates a synchronous generator, therefore providing virtual inertia. A thorough analysis of system stability with STATCOM controlled using synchronverter is presented. Furthermore, a comparison to vector control is provided. The analysis was conducted for a commonly known Single Machine Infinite Bus (SMIB) test case. The authors also compare the synchronverter and vector control performance using different mathematical tools such as eigenvalue analysis, numerical simulation, and lyapunov theory. Synchronverter algorithm improves the damping of the system, as small-signal analysis shows. The results of numerical simulations demonstrate the improvement of dynamic stability. Besides, the stability region also improves in the case of synchronverter. Finally, the paper demonstrates on the IEEE 39 bus system that the operation of STATCOM with a synchronverter control strategy is feasible and improves dynamic stability. Synchronverter brings the advantages of artificially adding inertia to the system, an essential issue in modern power systems.
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NOMENCLATURE

ABBREVIATIONS AND SYMBOLS
AC Alternating Current.
DC Direct Current.
IEEE Institute of Electrical and Electronics Engineers.
PCC Point of Common Coupling.
PLL Phase Locked Loop.
PS Power System.
RES Renewable Energy Source.
ROCOF Rate of Change of Frequency.
SG Synchronous Generator.
SMIB Single Machine Infinite Bus.
STATCOM Static Synchronous Compensator.
UPFC Unified Power Flow Controller.
VSC Voltage Source Converter.
VSG Virtual Synchronous Generator.
Δx State vector.
ζ Damping ratio.

STATE VARIABLES
δ Load angle.
ψf Virtual excitation flux.
Angular velocity.  
\( i_d, i_q \)  
Current in \( d - q \) axis.  
\( i_{d, \text{ref}}, i_{q, \text{ref}} \)  
State variable of active power controller.  
\( v_{dc} \)  
Voltage of DC capacitor.  
\( P_{\text{reg,pi}} \)  
DC voltage controller state variable.  
\( M_d, M_q \)  
State variable of \( d - q \) current controllers.

I. INTRODUCTION

Nowadays, people demand from companies to be more sustainable and reduce their carbon footprint. The electric power industry is under pressure to phase out conventional power plants, especially coal, and increase the share of renewables in their energy mix. This trend changes the traditional ways of power system control. With a larger share of renewables, the overall system inertia has decreased. Nevertheless, nuclear power plants have broad support from many people since they can be considered carbon neutral. Thus, synchronous generators are here to stay, at least for the foreseeable future. However, the industry has to learn how to operate synchronous generators in a system with a larger share of solar and wind that does not utilize SGs with large inertia. Different control methods and power electronics can be utilized to ensure the stability of the grid. Flexible AC transmission system (FACTS) devices have become a more common solution for modern power systems, especially with the reduction of power electronic components costs.

Researchers propose control strategies for power converters that can emulate inertia response to cope with the changing grid dynamics, thus substituting Synchronous Generator’s (SG) inertia. Those strategies are commonly known as Virtual Synchronous Generators (VSG) [1]–[3]. A VSG emulates synchronous generator behavior, i.e., providing virtual inertia. Many researchers divide VSGs into two categories grid-following, and grid-forming [4]. The grid-forming approach has the benefit of not requiring Phase Locked Loop (PLL) for synchronization, which in many cases improves the stability of the system [5]. Furthermore, grid-forming VSG usually utilizes swing equation to emulate SG, whereas grid-following can be built on top of vector control [6]. Such algorithms can be called Rate of Change of Frequency VSG [5]. However, this approach has similar stability weaknesses as vector control due to PLL, though providing inertia [5]. Another approach that is fairly broadly used is droop control. Paper [7] compares this grid-following control strategy to emulation of inertia. The results provided in the paper [7] suggest that a VSG has an advantage over pure droop control. Furthermore, from a frequency control, perspective droop control can be classified as the proportional term and inertia as the derivative term of control. Therefore, it is better to utilize both virtual inertia and droop control altogether [8].

Typically, STATCOMs are controlled using vector control and can provide reactive power or voltage control in Point of Common Coupling (PCC). Furthermore, STATCOMs with relatively large capacitors can provide short-term active power support [9]. Logically, the STATCOM has very similar characteristics to photovoltaic power plants connected to the grid via VSC. It makes it a good candidate to explore the possibility of the application of virtual inertia control to STATCOM to enhance power system stability. In the paper [10] such system is referred to as Virtual Synchronous Compensator (VSCOM). This approach to the control of STATCOM brings benefits of providing short-term frequency control during transients without losing the ability to control/reactive power in the node during normal operation. STATCOMs to the contrary of photovoltaic/wind power plants do not require extensive land use. Thus, it essentially can be put in any node of the PS and provide virtual inertia. The placement of virtual inertia was shown to be an important parameter in the system [5], [11]. Paper [10] outlines that VSCOM is more stable than traditional control, especially in weak grids. Some researchers studied the application of STATCOM with battery energy storage. For example, [12] proposes vector control with droop regulation to support grid frequency. Furthermore, paper [13] examines the application of virtual inertia to UPFC with battery. Nevertheless, the authors point out that UPFC is a very costly solution even comparing to STATCOMs. FACTS manufacturers seem to bet on further development and expansion of the STATCOM market in Europe. Series type and combined compensators are a relatively small percentage of FACTS [14], [15], and STATCOMs slowly replace SVCs.

As previously mentioned in this paper, the synchronverter is applied to STATCOM to introduce virtual inertia in the system. Synchronverter is a grid-forming control strategy that utilizes swing equation to emulate SG [2]. Since it employs the second-order model of SG, it provides virtual inertia advantages without algorithmic complexity compared to higher-order models. The paper presents the comparison of the system’s stability with the classic vector control of STATCOM with the synchronverter. Section II describes mathematical models of the system in \( d - q \) reference frame. In the next section, the stability of the Single Machine Infinite Bus (SMIB) system is analyzed. The authors chose the following methods for analysis small-signal stability, estimation of regions of attractions using Lyapunov’s method, and numerical simulations. Simplified models gave a reasonable estimation of regions of attraction for both cases. The results were then verified using numerical simulations. Furthermore, the authors compare the stability using the commonly known IEEE 39 bus benchmark system. The results are then discussed in conclusion.

II. SYSTEM MODEL

This section provides explanations and modeling assumptions for the test case model in \( d - q \) reference frame. The discussed nonlinear models of STATCOM with both compared control strategies were implemented in Wolfram Mathematica [16]. For the SMIB case, the authors chose to use 7th order model, which is fairly complex and better
tive power is computed using eq. (7). The voltage reference considering the dynamics of the excitation winding. The reactive power, and voltage measurements are required for subsequent calculations of virtual torque, reactive power, and voltage reference. The torque is computed using the current vector multiplied by sinoids that use virtual mechanical angle (θ) and virtual magnetic flux (Mfψf) (eq. (5)). Note, reactive power is directly controlled through the flux without considering the dynamics of the excitation winding. The reactive power is computed using eq. (7). The voltage reference approximates the dynamics of a SG. The same model is used, for example, in SimScapePower Systems. More on the modeling of the synchronous machine can be found in [17]–[19]. The assumptions that were used to compile the model of the system using differential-algebraic equations are explained in [[5], Sec. 2.6].

A. STATCOM MODEL

STATCOM is a VSC connected to the grid through a transformer, with the DC side being only energy storage. Fig. 1 shows the schematic diagram of the VSC with an L-type filter. In d − q reference frame, the equations describing the dynamics of this subsystem are the following:

\[
\begin{align*}
\frac{m_d v_{dc}}{2} &= L_f \frac{di_d}{dt} - \omega_s L_f i_q + R_f i_d + v_d \\
\frac{m_q v_{dc}}{2} &= L_f \frac{di_q}{dt} + \omega_s L_f i_d + R_f i_q + v_q
\end{align*}
\]

where \( L_f \) is filter inductance and \( R_f \) is resistance. \( m_q \) is power electronics modulation of the imaginary part of the voltage vector, which is provided by the control algorithm.

\[
\begin{align*}
\psi_r &= \frac{1}{2} \pi i_d \\
\theta_r &= \theta + \frac{1}{2} \pi
\end{align*}
\]

\( \psi_r \) is virtual excitation flux and \( \theta_r \) is DC capacitor and \( v_{dc} \) is DC voltage can be described as follows

\[
C_{dc} \frac{dv_{dc}}{dt} = -p_{esc}
\]

where \( C_{dc} \) is DC capacitor and \( p_{esc} \) is power exchange with the grid. For the average model, power exchange between grid and VSC can be computed using the following formula:

\[
p_{esc} = (m_d v_{dc} i_d + m_q v_{dc} i_q) / 2
\]

B. SYNCHRONVERTER MODEL IN D − Q REFERENCE FRAME

Fig. 2 shows the block diagram of the synchronverter. The current and voltage measurements are required for subsequent calculations of virtual torque, reactive power, and voltage reference. The torque is computed using the current vector multiplied by sinoids that use virtual mechanical angle (θ) and virtual magnetic flux (Mfψf) (eq. (5)). Note, reactive power is directly controlled through the flux without considering the dynamics of the excitation winding. The reactive power is computed using eq. (7). The voltage reference is calculated using the virtual magnetic flux and machine angle.

\[
T_e = M_f i_f [\begin{array}{c} i_a \\
\sin(\theta)\end{array}] (5)
\]

\[
e = \theta M_f i_f \sin(\theta) (6)
\]

\[
Q = -\theta M_f i_f [\begin{array}{c} i_b \\
\cos(\theta)\end{array}] (7)
\]

Further, the synchronverter utilizes droop control for frequency regulation. Hence, it is considered a grid-forming device in the system [4]. However, the power injection to support frequency can be short since the DC capacitor relative to inertia stores a small amount of energy, and photovoltaic or wind power plants can hardly increase power production on demand.

The synchronverter from the grid perspective should mimic the behavior of a SG [2]. The equations in the previous subsection described the dynamics of the electric part of the subsystem II-A. This part is essentially concerned with modulations signal \( m_d \) and \( m_q \) and incorporation of this subsystem to the network. In the synchronverter, there is no magnetic coupling from the stator to the rotor. Hence, there is only one coupling from virtual excitation to the stator in the model, that emulates emf. Thus \( v_{d,synch} = 0 \) and \( v_{q,synch} = \omega_r \psi_f \), where \( \omega_r \) is virtual angular velocity and \( \psi_f \) is virtual excitation flux [23]. Hence, the modulation signals for synchronverter in eq. (1) and (2) become \( m_d = 0 \) and

\[
m_q = \omega_r \psi_f (8)
\]

Note, that the eq. (1) and (2) then are defined for the synchronverter rotating frame, thus grid voltages should be transformed accordingly.

As explained in [5], the vectors can be transformed from one frame to another using [5, eq. (41)]. The equation
linking rotating frames is as follows:

\[ \frac{d\delta}{dt} = \omega_r - \omega_s \]  

(9)

The swing equation that computes the virtual angular velocity:

\[ J \frac{d\omega_s}{dt} = P_{\text{mech}} - P_{\text{synch}} - D_p(\omega_r - \omega_s) \]  

(10)

where power injected by synchronverter \( P_{\text{synch}} \) in rotating reference frame is calculated considering assumptions eq. (4) and (8). Thus,

\[ P_{\text{synch}} = \frac{\omega_r \psi_f v_{dc} i'_q}{2} \]  

(11)

In eq. (10) \( P_{\text{mech}} \) is virtual mechanical power input, which is used to control DC voltage. Hence, for PI controller with \( K_p,dc \) and \( K_i,dc \) that are proportional and integral constants respectively the following equations are valid:

\[ P_{\text{mech}} = K_p,dc(v_{dc} - v_{dc,\text{ref}}) + P_{\text{reg}},pi \]  

(12)

\[ \frac{dp_{\text{reg}},pi}{dt} = K_i,dc(v_{dc} - v_{dc,\text{ref}}) \]  

(13)

In synchronverter voltage or reactive power injection in PCC is controlled using excitation flux \( \psi_f \) [23]. In this case, the authors assumed the former for STATCOM. Thus,

\[ \frac{d\psi_f}{dt} = K_{i,s}(v_{\text{ref}} - v_{\text{pcc}}) \]  

(14)

where \( v_{\text{pcc}} \) is the voltage amplitude in PCC and \( K_{i,s} \) is integral constant of voltage regulator.

C. VECTOR CONTROL OF STATCOM

The vector control became a standard control strategy for VSCs. This section is concerned with the vector control model in \( d-q \) and how modulation signals are computed in vector control. The model neglects the effects of PLL. The objective of the control in the case of STATCOM is to maintain voltage levels in PCC and simultaneously of the capacitor. The DC voltage is controlled through the real part of the injected current vector and voltage through the imaginary part of it. Hereafter the authors just state the equations since the algorithm is fairly known in the industry (more on the modeling can be found in [9] and [25]).

\[ m_d = v_d - \omega_s i_f i_d + K_{p,i}(i_{d,\text{ref}} - i_d) + M_d \]  

(15)

\[ m_q = v_q + \omega_s i_f i_q + K_{p,i}(i_{q,\text{ref}} - i_q) + M_q \]  

(16)

\[ \frac{dM_d}{dt} = K_{i,i}(i_{d,\text{ref}} - i_d) \]  

(17)

\[ \frac{dM_q}{dt} = K_{i,i}(i_{q,\text{ref}} - i_q) \]  

(18)

\[ \frac{dp_{\text{reg}},pi}{dt} = K_{i,dc}(v_{dc} - v_{dc,\text{ref}}) \]  

(19)

\[ \frac{d\delta_{d,\text{ref}}}{dt} = K_{i,p}(p_{\text{reg}},pi + K_{p,dc}(v_{dc} - v_{dc,\text{ref}}) - p_vsc) \]  

(20)

\[ \frac{d\delta_{q,\text{ref}}}{dt} = K_{i,v}(v_{\text{ref}} - v_{\text{pcc}}) \]  

(21)

The behavior without solving the equations. However, it has some limitations since the results are valid for small disturbances. As previously mentioned, the model is described by the system of differential equations and a system of linear algebraic equations. To examine the stability of the system using eigenvalues, firstly, the model should be simplified to the system of differential equations and then linearized around the operating point using first-order Taylor expansion. The linearized model can be generally described by eq. (22) which is basically a state-space representation of a linear system

\[ \Delta \dot{x} = A \cdot \Delta x + B \cdot u \]  

(22)

where \( A \) is state or system matrix and \( B \) is input matrix. State vector \( \Delta x \) consist of seven variables of synchronous generator with parameters in Appendix A and states of synchronverter control that can be found in equations in section II-B (eq. (9),(10),(13),(14) ). Also, to the state variables should be

III. STABILITY COMPARISON

Fig. 3 shows a line diagram of the system that authors used for further analysis. The generator’s parameters are shown in the Appendix I. STATCOM, in the case of both algorithms, controls the voltage level in the second node. The STATCOM in the model has parameters in the Appendix II. Furthermore, the admittance matrix 4 by 4 describes the network and can be assumed from Fig. 3.

![FIGURE 3. Line diagram of the system.](image-url)

B. SMALL-SIGNAL STABILITY

Small-signal stability analysis is a commonly used tool for stability studies that provides information about system behavior without solving the equations. However, it has some limitations since the results are valid for small disturbances.
added three states of VSC model that can be found in II-A. In the small-signal analysis, the concern is the state matrix’s eigenvalues $A$, which show if the system converges. It can be shown by solving the general form of equations that for $Re(\lambda) > 0$ solution in $t \to \infty$ does not converge. By following the steps above, the authors computed the eigenvalues of the system for both control algorithms. Tab. 1 shows the computed eigenvalues for both control strategies and minimum damping ratios as well.

**TABLE 1. Computed eigenvalues of the system with different control strategies.**

| Control algorithm | Eigenvalues                          | Min $\zeta$ |
|-------------------|--------------------------------------|-------------|
| Synchronverter    | $-298.122 \pm 2961.75j$, $74.0969 \pm 1014.53j$, $-96.4019 \pm 258.276j$, $-2.25383 \pm 8.60414j$, $-0.93304 \pm 7.20548j$, $-6.29137, -3.66956$, $-0.0725057 \pm 0.0357883j$ | 0.07284 |
| Vector control    | $-61.2246 \pm 1341.88j$, $-11.2496 \pm 864.238j$, $-11.8959 \pm 10.7522j$, $-0.700878 \pm 9.55667j$, $-6.29137, -3.30489$, $-0.00686874 \pm 1.18525j$, $-0.119065 \pm 0.0612463j$, $-0.00749973 + 0j$ | 0.005795 |

Further insight into the stability of the system can be gained by analyzing the difference in eigenvalues placement for different control strategies. Fig. 4 show that in the case of synchronverter, eigenvalues have been pushed to the left. Additionally, the damping ratio $\zeta$ of the eigenvalues can be analyzed as well. If we assume that eigenvalue is defined as $\lambda = \sigma + j\omega$ then the damping ratio is as follows:

$$\zeta = \frac{\sigma}{\sqrt{\sigma^2 + \omega^2}}$$

(23)

**FIGURE 4. Eigenvalues of the system with different control algorithms of STATCOM.**

Tab. 1 show the minimum damping ratio, and the corresponding eigenvalues are highlighted. Furthermore, in Fig. 4 the dashed lines show the set of points corresponding to both cases’ minimum damping ratios. Consequently, any eigenvalue that lies between the x-axis and the dashed line has a higher damping ratio. The results of calculations show that the system response to disturbances can be improved by introducing synchronverter control.

**C. NUMERICAL SIMULATIONS**

1) LOAD CHANGE

The load change test is a typical transient stability study that authors consider in the paper. A sudden change in load in the system can produce oscillations, which then, if the controllers are tuned incorrectly, might lead to instability. Furthermore, this test will demonstrate the stability of the examined approaches to damp oscillations. From the previous section, one can conclude that the STATCOM with synchronverter control would improve the system’s performance. The authors of the test chose the following scenario. In simulation time $t = 5s$, in node 2, the load suddenly increases by 30 MW.

It is clear from Fig. 5 that STATCOM with synchronverter damps oscillations caused by load increase faster. However, the voltage deviation from the reference is more significant. However, the STATCOM with vector control allows a higher deviation of generator velocity and provides lower damping. Further, analysis of such disturbance can be conducted by quantifying the quality of the control with different criteria. Most commonly used are integral of the absolute value of the error and integral of the squared absolute value of the error. The first criterion shows the area of error during a transient. However, the second criterion penalizes the greater deviations from the reference point. Tab. 2 shows results of simulation for different load increases. The conclusion from the computed values of criteria is clear that synchronverter control is faster in every case because it damps oscillations faster. Hence the total area of error is smaller. However,
the second criterium of control quality says that the synchronverter algorithm allows higher voltage deviation than vector control. If one considers only how fast the voltage reference value is restored in the node, the synchronverter is the better choice. Furthermore, if rotor speed deviation is of greater concern, the vector control is not preferable since it has worse performance, as Fig. 5 demonstrates.

2) THREE-PHASE FAULT TEST

Transient stability studies are always concerned with three-phase faults since it is the most severe fault that can occur in the power system. In the test case, the authors considered a fault occurring in the transmission line, and after the fault is cleared, the faulted line is disconnected. Hence, the reactance of the transmission between node 2 and node 4 increases by the factor of two. The scenario of simulation is the following: the power system before disturbance occurs is in a steady-state. The fault occurs in time $-t_{cl}$ and the fault is clear in $t = 0$. Since the fault test is concerned with the system’s post fault performance, the 5s of the post fault performance is presented in the paper. The authors chose two clearing times for the test case. Clearing time $0.1s$, which is common for such studies. However, in power systems, $t_{cl} = 0.2s$ is a more realistic clearing time that relay protection devices can assure.

Fig. 6 show the results of the simulation for a three-phase fault with $t_{cl} = 0.1s$. For both cases, the system is stable. However, a closer look shows that the maximum speed deviation is higher in cases of vector control. As previously stated, the synchronverter adds virtual inertia to the system. Hence, the overall system behaves like it has higher inertia. That explains the system’s better performance in terms of lower speed and load angle deviation from steady value. Furthermore, the damping of the oscillations is also improved in the case of synchronverter (Fig. 6), even though it is in the system with lower inertia easier to damp oscillations.

Fig. 7 shows that in case of $t_{cl} = 0.2s$, the system with vector control is unstable. It is clear that by adding virtual inertia, transient stability is greatly improved because the generator does not speed up to a point where it cannot swing back and lose synchronism. Furthermore, after the disturbance, the oscillations are damp during the first 5 post fault seconds.

D. REGION OF ATTRACTION

This section provides the estimation of the region of attraction for both cases and compares the results. The authors used simplified models of devices for computation. Nevertheless, the yielded results are quite accurate as numerical simulations showed.

1) ESTIMATION FOR VECTOR CONTROL

To estimate the region of attraction of the system with vector control, applied a simplified model of a SG and the STATCOM with vector control. Fig. 8 shows the equivalent circuit of the analyzed system. For the estimation of the region of attraction, firstly, the system model should be stated hereafter. The second-order model of the machine is often used for such analysis.

\[ J \frac{d\omega}{dt} = P_{mech} - P_{el} - D\Delta\omega \]  

\[ \delta_g = \Delta\omega \]

\[ (24) \]

\[ (25) \]
The power produced by the electromagnetic forces in the generator can be assumed from 8:

\[ I_g = \frac{E_g e^{j\delta_g} - V_2 e^{j\delta_2}}{jx_1} \]

\[ P_{el} = Re(E_g e^{j\delta_g} I_g^*) \]  

However, the voltage in node two should be written in terms of STATCOM voltage and grid voltage as in [26] The current injection by STATCOM can be calculated as follows:

\[ I_s = \frac{V_s e^{j\delta_s} - V_2 e^{j\delta_2}}{jx_s} \]  

where \( x_s = \omega L_f + \omega L_t \) reactance is a sum of filter and a transformer reactances.

The current flowing into the grid:

\[ I_{grid} = \frac{V_2 e^{j\delta_2} - V}{jx_2} \]  

Thus, the current Kirchhoff law for the node 2 is:

\[ I_g + I_s + I_{grid} + y_{load} V_2 e^{j\delta_2} = 0 \]

where \( y_{load} \) is load admittance.

By solving eq. (28) - (30) the voltage in second node can be obtained in terms of voltage of STATCOM and grid voltage. Then in eq. (27) the \( V_2 \) can be substituted, and the formula for power injected by generator obtained.

After that, the Lyapunov function can be defined as follows:

\[ V(\omega, \delta_g) = \frac{1}{2} \int \Delta \omega^2 + \int_{\delta_g(0)}^{\delta_g} (-P_{mech} + P_{el} + D\Delta \omega) d\delta_g \]  

And critical value of the function is calculated as in [18]

\[ V_{critical} = \int_{\delta_g(0)}^{\pi - \delta_g(0)} (-P_{mech} + P_{el}) d\delta_g \]  

Fig. 9 shows the region of attraction of the system where \( V(\omega, \delta_g) < V_{critical} \). Hence, every solution of the system with initial condition inside the bounded region will converge in \( t \rightarrow \infty \) to some stable state \((\delta_g, \omega)_{stable}\).

2) ESTIMATION FOR SYNCHRONVERTER

To estimate the region of stability of the system with STATCOM controlled as a synchronverter, the authors assume that the STATCOM during transient can be viewed as a synchronous machine with inertia that equals to virtual inertia and mechanical power input zero. Hence, the systems become a multimachine system where two machines are connected to the infinite bus. For such cases, a number of proven methods for the estimation of critical energy and regions of stability exist. The authors chose to use Potential Energy Boundary Surface (PEBS) method that is explained, for example, in [17]. This method is basically an extension of the SMIB critical energy calculation for a multimachine system. Thus, it uses the simplified model of the generator.

Thus, the following equations describe the dynamic system:

\[ \frac{d\omega_i}{dt} = P_{mech,i} - P_{el,i} - D\Delta \omega_i \]  

\[ \delta_{g,i} = \Delta \omega_i \]

It should be mentioned that the network admittance matrix also changes since the estimation is done for the post fault system where one of the transmission lines is disconnected.

The energy function of the individual machine is as follows:

\[ V_i = \frac{1}{2} \int J_i \Delta \omega_i^2 - \int_{\delta_{i,s}}^{\delta_{i}} P_{mech,i} - P_{el,i} - D\Delta \omega_i d\delta_i \]

where \((\omega_{i,s}, \delta_{i,s})\) is stable operating point of the machine. Energy function can be presented as sum of kinetic and potential energies \( V_i = V_{KE,i} + V_{PE,i} \).

And the total energy function of the system is the sum of the energy functions of the devices. The estimation of the critical energy, in this case, is slightly different. By integrating the fault-on trajectory, the \( V_{PE,i}^{max} \) can be found, then it can be assumed to be the \( V_{critical} \) [17].

Fig. 10 shows the rendering of the energy function for the generator while velocity and load angle of the second machine (synchronverter) are equal to \((\omega_{2,s}, \delta_{2,s})\) stable steady values.

3) COMPARISON

It should be reiterated that the estimation was done using the simplified model, and for the PEBS case, some assumptions could lead to inaccurate results, as explained in [21]. Let us
compare the results of the estimated stability regions. Fig. 11 shows the regions of stability and fault trajectories for both examined cases. It is clear that the region of stability in the case of synchronverter is larger. Furthermore, it is surprisingly accurate if compared to the fault trajectory in Fig. 11b. It (Fig. 11b) also shows that in the case of vector control, the trajectory leaves the stable region; hence the generator loses synchronism. However, Fig. 11b demonstrates that not the stability region in the case of synchronverter is better but the fault trajectory. Of course, the region of attraction in the case of vector control is slightly smaller but not that much. The important fact is that by adding virtual inertia, the system behaves like it, in fact, has higher inertia. Thus the generator speeds up slower. Therefore, not leaving the stable region.

4) VERIFICATION ON IEEE 39 BUS

In the previous chapter, the authors compared vector control to a synchronverter in a classic SMIB system. Such a system allows gaining insights into the dynamics of a system with the examined strategies. However, the outcome of the analysis above is better to verify in a larger system. IEEE 39 bus is a common relatively complex benchmark test case, the data for the system can be found in the book by Padiyar [27]. Thus, the authors examine two cases by running simulations for both control strategies. In the first case, the VSCs are connected to nodes 14 and 18. For the second case, VSCs are connected to nodes 15 and 26. The scenario of the simulations is the following a three-phase short circuit occurs on the line between nodes 15 and 16. The authors consider the same clearing times as in SMIB cases. After the fault is cleared the line 15-16 is disconnected. The results of the simulation for the first case are presented in Fig. 12a and 13a. In that case,
FIGURE 14. Second Case: Load angles of SGs. (three-phase short circuit with $t_{cl} = 0.1\text{s}$).

FIGURE 15. Second Case: Load angles of SGs. (three-phase short circuit with $t_{cl} = 0.2\text{s}$).

the system with vector control cannot sustain $t_{cl} = 0.2$ and loses synchronism. The second case gives the same conclusion where the synchronverter outperforms vector control in the transient stability study.

The minimal damping ratios of individual system configurations are presented in tab. 3. The damping ratios of the examined system are not much affected by the control strategy of the VSCs. However, there is a small improvement in the case of synchronverter when connected to nodes 14 & 18. Results of simulations do not show a big difference in damping oscillations in such a large system depending on the control strategy of VSCs. Furthermore, tab. 3 includes the maximum load angle deviation and frequency for different configurations of network and clearing times. The computed numbers prove the conclusions that were reached by authors in the SMIB case analysis. Synchronverter indeed increases the overall inertia in the system, thus the generators reach lower load angles during faults. Therefore, the identical system with synchronverter instead of vector control can sustain longer clearing times as simulations in Fig. 13 and 15 prove.

IV. CONCLUSION

The paper thoroughly investigates the stability of the operation of a STATCOM with a synchronverter control strategy. Furthermore, the paper compares the operation of STATCOM with vector control and synchronverter. Applying a synchronverter algorithm to the STATCOM, the dynamic stability of a generator can be enhanced. As a result, the system’s damping improves and increases transient stability, especially the ability to withstand three-phase faults with a clearing time of 200 ms (Fig. 7). In addition, the paper presents numerical simulations with typical transient’s stability studies such as load change and three-phase faults. The obtained results demonstrate that the overall performance of the system improves.

Moreover, the authors analyzed the region of stability of the examined SMIB system using the Lyapunov theory. To compute stability regions, the authors utilized a simplified model of the STATCOM with both control algorithms. Nevertheless, numerical simulations proved the chosen approach yielded accurate results (Fig.11). It is clear that the main improvement of stability in the case with synchronverter is it adds virtual inertia. Hence the system behaves like it has higher inertia. Thus the generator speeds up slower. Therefore even though the stability region is not much larger, the system with a synchronverter can withstand a longer clearing time.

It is a very important topic in grids with high penetration of renewables that bring the challenge of low grid inertia. Consequently, STATCOM might be applied to increase the overall inertia of the system. The test case of IEEE 39 buses with two VSCs connected to different nodes confirms that the system with synchronverter control can sustain longer clearing times.

|               | $t_{cl}$ | 14&18  | 14&26 |
|---------------|---------|--------|-------|
| **Synchronverter** |         |        |       |
| $\min \zeta$  | 0.01066 | 0.01056 |
| $\max \delta$ | 99.3°   | 101.2° |
| $\max \Delta f$ | 0.43 Hz | 0.44 Hz |
| $\max \Delta f$ | 160.1°  | 167.3° |
| $\max \Delta f$ | 0.95 Hz | 0.96 Hz |
| **Vector Control** |         |        |       |
| $\min \zeta$  | 0.00608 | 0.0103 |
| $\max \delta$ | 104.8°  | 105.6° |
| $\max \Delta f$ | 0.45 Hz | 0.45 Hz |
| $\min \zeta$  | unstable | unstable |
In conclusion, the paper demonstrates that the application of a synchronverter can allow the system to withstand longer clearing times. Thus it can be applied to systems where inertia has not to be increased. Besides, the pool of generators that are online in large power systems changes throughout the day, and the possible application of synchronverter can be in the management of inertia constant in intraday system control.

**APPENDIX I. GENERATOR PARAMETERS**

\[ xd = 1.3125, \quad \dot{x}_d = 0.1813, \quad x_q = 1.2578, \quad \dot{x}_q = 0.16, \quad q_0 = 0.25, \quad Td_0 = 5.89, \quad Td\dot{q}_0 = 0.5, \quad Tq_0 = 0.6, \quad r_s = 0.00518, \quad H = 3.01 \]

**APPENDIX II. STATCOM PARAMETERS**

VSC parameters: \( S_0 = 100 \text{ MVA}, \quad L_f = 9.737 \text{ mH}, \quad R_f = 147.4 \text{ µOhm}, \quad C_{dc} = 1840.5 \mu F, \quad V_{dc} = 40 \text{kV} \)

Synchronverter parameters: \( J = 28.3 \cdot 10^{-3}, \quad D_p = 99.5 \cdot 10^{-3}, \quad K_{i,v} = 0.1, \quad K_{p,dc} = 57.2 \cdot 10^{-4}, \quad K_{i,dc} = 0.07 \)

Vector Control: \( K_{i,v} = 0.3, \quad K_{p,ld} = 63.66 \cdot 10^{-4}, \quad K_{i,ld} = 12.21 \cdot 10^{-3}, \quad K_{i,p} = 1.39, \quad K_{p,dc} = 2.72, \quad K_{i,dc} = 28.6 \cdot 10^{-3} \)
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