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Abstract—Herein, an atomic norm based method for accurately estimating the location and orientation of a target from millimeter-wave multi-input-multi-output (MIMO) orthogonal frequency-division multiplexing (OFDM) signals is presented. A novel virtual channel matrix is introduced and an algorithm to extract localization-relevant channel parameters from its atomic norm decomposition is designed. Then, based on the extended invariance principle, a weighted least squares problem is proposed to accurately recover the location and orientation using both line-of-sight and non-line-of-sight channel information. The conditions for the optimality and uniqueness of the estimate and theoretical guarantees for the estimation error are characterized for the noiseless and the noisy scenarios. Theoretical results are confirmed via simulation. Numerical results investigate the robustness of the proposed algorithm to incorrect model order selection or synchronization error, and highlight performance improvements over a prior method. The resultant performance nearly achieves the Cramér-Rao lower bound on the estimation error.
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I. INTRODUCTION

MILLIMETER-wave (mmWave) communications are of strong interest for fifth generation multi-input-multi-output (MIMO) systems due to the significant bandwidth afforded by small wavelengths [2]. One challenge with these systems is path loss; however, this effect can be mitigated by beamforming [3]. In addition to large bandwidth, mmWave MIMO also experiences limited multipath, thus making this signaling a natural candidate for localization [4]–[11]. In [7], localization based on classic compressed sensing is pursued by exploiting multipath sparsity. However, the performance is limited by quantization error and grid resolution. In [8], a space-alternating generalized expectation maximization algorithm is proposed to refine the channel estimates for localization, initialized with the channel parameters that are coarsely estimated via a modified distributed compressed sensing algorithm to simultaneously recover all the relevant parameters by harnessing the structure of a novel virtual channel matrix. We underscore that our methods herein do not require the prior, Bayesian model information for [9], [10] and we have considered other atomic norm based schemes [25]–[27] which can exploit the effect of practical pulse shapes in [11].

The ANM framework has previously been employed for the purpose of localization [21]–[24], but in the absence of multipath. In [25]–[27] that focus on the estimation of one-dimensional signals, this paper considers high-accuracy estimation of the localization and orientation from signals using mmWave MIMO orthogonal frequency-division multiplexing (OFDM) signaling. A multi-dimensional ANM based estimator is proposed to simultaneously recover all the relevant parameters by harnessing the structure of a novel virtual channel matrix. We underscore that our methods herein do not require the prior, Bayesian model information for [9], [10] and we have considered other atomic norm based schemes [25]–[27] which can exploit the effect of practical pulse shapes in [11].

The main contributions of this paper are:

1. A novel virtual channel matrix is introduced and an algorithm to extract localization-relevant channel parameters from its atomic norm decomposition is designed.

2. Based on the extended invariance principle, a weighted least squares problem is proposed to accurately recover the location and orientation using both line-of-sight and non-line-of-sight channel information.

3. Theoretical results are confirmed via simulation. Numerical results investigate the robustness of the proposed algorithm to incorrect model order selection or synchronization error, and highlight performance improvements over a prior method.

4. The resultant performance nearly achieves the Cramér-Rao lower bound on the estimation error.

5. The main contributions of this paper are:

Scheme [12]. However, this method suffers from local minima when the signal-to-noise ratio (SNR) is low or when the initialization is not sufficiently accurate. To address the grid mismatch, sparse Bayesian learning based methods [9], [10] are designed for mmWave MIMO localization, relying on the knowledge of the prior distribution of the channel coefficients. For a more realistic, band-limited, frequency selective channel model, a weighted orthogonal matching pursuit strategy is proposed in [11], which operates in parallel in the angular and delay domains to improve the localization accuracy with lower requirement on the grid resolution.

In contrast, atomic norm minimization (ANM) [13], also known as total variation minimization, has emerged as a useful convex optimization framework for estimating continuous valued parameters without relying on discretization. Of late, this method has been actively studied in the context of recovering the parameters of a sparse sum of complex exponentials [14], as we do herein. ANM is known to achieve near-optimal denoising rates in the signal space in that context [15], and to recover the correct model-order under a separation condition on the parameters [16], [17]. Error-bounds on the parameter estimates have been derived under a Gaussian noise assumption [18]. Furthermore, this framework has also been successfully generalized to recover multi-dimensional signals [19], [20] as we do herein. In [19], the two-dimensional case is studied and a higher dimensional case is discussed in [20]. We observe that our semi-definite program formulation is different from that suggested in [20].
1) A novel virtual channel matrix capturing the geometry of the paths is designed for mmWave MIMO OFDM channels.

2) Based on the sparse structure of the virtual channel matrix, a multi-dimensional atomic norm channel estimator is proposed to simultaneously estimate the TOAs, angle-of-arrivals (AOA), and angle-of-departures (AOD) with super-resolution, i.e. without relying on a discretization of the search space.

3) Sufficient conditions for exact recovery of the parameters are given in Propositions[1][2] for the noiseless case; in the presence of noise, an upper bound is derived for the estimation errors in Proposition[3] suggesting the appropriate value of a key regularization parameter to improve performance.

4) Location and orientation are accurately inferred from the solution of ANM through a weighted non-linear least squares scheme, where the designed weight matrix is compatible with the ANM channel estimator.

5) The theoretical analyses for the proposed scheme are validated via simulation, and the comparisons with the DCS-SOMP method[4] are presented. It is shown that the proposed scheme offers more than 7dB gain with respect to the root-mean-square error (RMSE) of estimation when a small number of antennas are employed; furthermore, the proposed method nearly achieves the Cramér-Rao lower bound (CRLB) in the studied cases.

6) The effects of incorrect model order selection and synchronization error on the estimation accuracy are numerically investigated to show the robustness of the proposed scheme.

The present work completes our previous work[1] with an analysis of the optimality and uniqueness of the estimate in the noiseless case. Furthermore, we derive an expression for the regularization parameter under a white Gaussian noise assumption as a function of the pilot signals to achieve near-optimal denoising rates, with extended derivations and proofs. The robustness of the proposed method to incorrect model order selection and synchronization error is also studied via simulation; the proposed approach is shown to be durable to such mismatch.

The rest of this paper is organized as follows. Section II-A introduces the signal model for the mmWave MIMO OFDM systems. Section II-B presents the design of a novel virtual channel matrix, which captures geometric parameters of the signal model. In Section II-C the structure of the proposed virtual channel matrix is explicitly exploited for the design of a multi-dimensional atomic norm based channel estimator. Sufficient conditions for exact recovery in absence of noise is investigated in Section II-D and a denoising bound is derived in Section II-E under a white Gaussian noise assumption. Section II-F presents a semidefinite representation of ANM that can be solved using off-the-shelf convex solvers. Section II-G and II-H propose a high accuracy method to recover the location and orientation of the target from the solution of the ANM program based on the Vandermonde factorization of Toeplitz matrices[25] and the extended invariance principle (EXIP)[26]. Numerical results are given in Section II-V to verify the theoretical analyses and highlight the performance improvements with respect to the previous method. Finally, a conclusion is drawn in Section II-V Appendices A and B provide the proofs of two propositions of this work.

Scalars are denoted by lower-case letters, $x$ and column vectors by bold letters $\mathbf{x}$. The $i$th element of $\mathbf{x}$ is denoted by $x[i]$. Matrices are denoted by bold capital letters, $\mathbf{X}$. $x_t$ denotes the $t$th column of $\mathbf{X}$ and $\mathbf{X}[i,j]$ is the $(i,j)$th element. The operators $\|\cdot\|$, $\|\mathbf{x}\|_2$, $\text{sign}(\mathbf{x})$, $\text{Re}(\mathbf{A})$, $\text{diag}(\mathbf{A})$ represent the largest integer that is less than $x$, the magnitude of $x$, the $\ell_1$ norm of $\mathbf{x}$, the $\ell_2$ norm of $\mathbf{x}$, the complex sign of $x$ defined as $\text{sign}(x) = \frac{x}{\|x\|}$, the real part of $x$, a diagonal matrix whose diagonal elements are given by $\mathbf{A}$. $\|\mathbf{X}\|_F$ is the Frobenius norm of $\mathbf{X}$. $\langle \mathbf{A}, \mathbf{X} \rangle$ stands for the usual matrix inner product while $\langle \mathbf{A}, \mathbf{X}, \mathbf{Y} \rangle = \text{Tr}(\mathbf{A}^\top \mathbf{X} \mathbf{Y})$. $\mathbf{I}_d$ and $\mathbf{0}_d$ stand for a $d \times d$ identity matrix and a $d \times d$ zero matrix, respectively. The notations $\otimes$ and $\mathbb{E}\{\cdot\}$ denote the Kronecker product and the expectation of a random variable. The operators $\text{rank}(\cdot)$, $\text{Tr}(\cdot)$, $(\cdot)^\top$, and $(\cdot)^\H$ are defined as the rank of a matrix, the trace of a matrix, the transpose of a matrix or vector, and the conjugate transpose of a vector or matrix, respectively.

II. MMWAVE MIMO OFDM NARROWBAND CHANNELS

A. Signal Model

We adopt the narrowband channel model of[3], where a single base station (BS) is equipped with $N_t$ antennas and a target has $N_r$ antennas. The locations of the BS and the target are denoted by $\mathbf{q} = [g_x, g_y]^\top \in \mathbb{R}^2$ and $\mathbf{p} = [p_x, p_y]^\top \in \mathbb{R}^2$, respectively, where $\mathbf{q}$ is known while $\mathbf{p}$ is to be estimated. In addition, there is an unknown orientation of the target’s antenna array, denoted by $\theta_o$. Assume that one line-of-sight (LOS) path and $K$ non-line-of-sight (NLOS) paths exist in the mmWave MIMO OFDM channel. The $k$-th NLOS path is produced by a scatterer at an unknown location $s_k = [s_{k,x}, s_{k,y}]^\top \in \mathbb{R}^2$. Denoting by $N_t$ the number of the sub-carriers, $G$ OFDM pilot signals with carrier frequency $f_c$ and bandwidth $B \ll f_c$. Given the $g$-th pilot signal over the $n$-th sub-carrier $\mathbf{x}(g,n) \in \mathbb{C}^{N_t}$ the $g$-th received
signal over the $n$-th sub-carrier is given by
\begin{equation}
y^{(g,n)} = H^{(n)}x^{(g,n)} + w^{(g,n)},
\end{equation}
where $w^{(g,n)} \sim CN(0, \sigma^2 I_{N_s})$ is an independent, zero-mean, complex Gaussian vector with variance $\sigma^2$. We denote by $a_N(\delta)$ the Fourier vector, i.e., $a_N(\delta) \triangleq \frac{1}{\sqrt{N}} \left[1, e^{-j2\pi \delta}, \ldots, e^{-j2\pi(N-1)\delta}\right]^T$. The $n$-th sub-carrier channel matrix $H^{(n)}$ with $0 \leq n \leq N_s - 1$ is then given by
\begin{equation}
H^{(n)} = \sum_{k=0}^{K} \gamma_k e^{-j2\pi nk/N_s} \alpha(\theta_{Rx,k})\beta(\theta_{Tx,k})^H,
\end{equation}
where $T_s \triangleq \frac{1}{B}$ is the sampling period, $\gamma_k \triangleq \sqrt{N_2 N_s} \frac{h_k}{\sqrt{\rho}}$ is the channel coefficient of the $k$-th path, while $\rho_k$ and $h_k$ represents the path loss and the complex channel gain, respectively. The TOA of the $k$-th path is denoted as $\tau_k$. The index $k = 0$ represents the LOS path. It is assumed that $\tau_0, \tau_1, \ldots, \tau_K < NT_s$. The steering vectors of the system, i.e., $\alpha(\theta_{Rx})$ and $\beta(\theta_{Tx})$, are defined as $\alpha(\theta_{Rx}) \triangleq a_{N_r} \left[\frac{d\sin(\theta_{Rx})}{\lambda_c}\right], \beta(\theta_{Tx}) \triangleq a_{N_t} \left[\frac{d\sin(\theta_{Tx})}{\lambda_c}\right]$, where $d$ is the distance between antennas and $\lambda_c \triangleq \frac{c}{\nu}$ is the wavelength with $c$ being the speed of light. From the geometry shown in Fig. 1 the TOA, AOA, and AOD of each path, i.e., $\tau_k, \theta_{Rx,k}$, and $\theta_{Tx,k}$, with $0 \leq k \leq K$, are
\begin{align}
\tau_0 &= \frac{\|p - q\|_2}{c}, \quad (3a) \\
\tau_k &= \frac{\|q - s_k\|_2 + \|p - s_k\|_2}{c}, \quad k > 0, \quad (3b) \\
\theta_{Rx,0} &= \arctan\left(\frac{p_y - q_y}{p_x - q_x}\right), \quad (3c) \\
\theta_{Rx,k} &= \arctan\left(\frac{s_{k,y} - q_y}{s_{k,x} - q_x}\right), \quad k > 0, \quad (3d) \\
\theta_{Tx,0} &= \pi + \arctan\left(\frac{p_y - q_y}{p_x - q_x}\right) - \theta_o, \quad (3e) \\
\theta_{Tx,k} &= \pi + \arctan\left(\frac{s_{k,y} - q_y}{s_{k,x} - q_x}\right) - \theta_o, \quad k > 0. \quad (3f)
\end{align}
Stacking the received signal of Equation (1) in a matrix form leads to
\begin{equation}
Y = HX + W,
\end{equation}
where $H \triangleq \text{diag}\left(\{H^{(0)}, H^{(1)}, \ldots, H^{(N_s-1)}\}\right)$ and
\begin{align*}
Y &\triangleq \left[\begin{array}{c}
\left(Y^{(0)}\right)^T, \left(Y^{(1)}\right)^T, \ldots, \left(Y^{(N_s-1)}\right)^T
\end{array}\right]^T, \\
X &\triangleq \left[\begin{array}{c}
\left(X^{(0)}\right)^T, \left(X^{(1)}\right)^T, \ldots, \left(X^{(N_s-1)}\right)^T
\end{array}\right]^T, \\
W &\triangleq \left[\begin{array}{c}
\left(W^{(0)}\right)^T, \left(W^{(1)}\right)^T, \ldots, \left(W^{(N_s-1)}\right)^T
\end{array}\right]^T,
\end{align*}
with $Y^{(n)} \triangleq \left[y^{(1,n)}, y^{(2,n)}, \ldots, y^{(G,n)}\right], X^{(n)} \triangleq \left[x^{(1,n)}, x^{(2,n)}, \ldots, x^{(G,n)}\right]$, and $W^{(n)} \triangleq \left[w^{(1,n)}, w^{(2,n)}, \ldots, w^{(G,n)}\right]$. Furthermore, it is assumed that the receiver knows the transmitted symbols $X$. The localization and orientation estimation problem is defined as recovering with optimal precision the unknown target position $p$ and orientation angle $\theta_o$ from the knowledge of the observation $Y$ and the pilot sequence $X$.

### B. Structure of the Virtual Channel Matrix

In this subsection, we present a novel construction of a virtual channel matrix $H_v$ which captures the low-rank properties of mmWave MIMO OFDM narrowband channel and jointly incorporates the TOA, AOA and AOD of the problem geometry on each of the sub-carriers. In the sequel, $N_s$ is assumed to be an odd integer for notational convenience, and we define the block-matrices $Q_{i,m}$, for $m = 1, 2$, with the $(j_m, z_m)$-th block, i.e., $Q_{i,m}$, given by
\begin{align}
Q_{i,1}^{j_1, z_1} &= \begin{cases} 
I_{N_s}, & \text{if } j_1 = i \text{ and } z_1 = \left[\frac{i+1}{2}\right], \\
0_{N_s}, & \text{otherwise},
\end{cases} \\
Q_{i,2}^{j_2, z_2} &= \begin{cases} 
I_{N_s}, & \text{if } j_2 = 1 + \left[\frac{i}{2}\right] \text{ and } z_2 = i, \\
0_{N_s}, & \text{otherwise},
\end{cases}
\end{align}
where $1 \leq i, j_1, z_2 \leq N_s$ and $1 \leq z_1, j_2 \leq \frac{N_s+1}{2}$. The virtual channel matrix $H_v$ is given by
\begin{equation}
H_v \triangleq \sum_{k=0}^{K} l_k (\xi(\tau_k) \otimes \alpha(\theta_{Rx,k})) (\xi(-\tau_k) \otimes \beta(\theta_{Tx,k}))^H,
\end{equation}
where $l_k \triangleq \frac{(N_s+1)y_{\tau_k}}{2}$ and $\xi(\tau) \triangleq a_{N_t} \left(\frac{\tau}{\tau_o}\right)$. Next, we list key properties of the matrix $H_v$ defined in Equation (6):
\begin{enumerate}
\item $H_v$ has rank $K + 1$ provided that $K + 1 \leq \min(N_r, N_t) < \min\left(\frac{(N_s+1)N_r}{2}, \frac{(N_s+1)N_t}{2}\right)$.
\item $H_v$ has the same rank as $H^{(n)}$, for any $n$.
\item $H_v$ is a block Hankel matrix, i.e., the $(i,j)$-th $N_r \times N_t$ block matrix $H_v^{(i,j)}$ of $H_v$ satisfies $H_v^{(i,j)} = H_v^{(k,l)}$ if $i + j = k + l$ for any $1 \leq i, j, k, l \leq \frac{N_s+1}{2}$.
\item $H_v^{(i,j)} = H_v^{(i+j-2)}$ holds for any $1 \leq i, j \leq \frac{N_s+1}{2}$, defining an automorphism $g$ between $H_v$ and $H$, i.e.,
\begin{equation}
H = g(H_v) \triangleq \sum_{i=1}^{N_s} Q_{i,1} H_v Q_{i,2}.
\end{equation}
\end{enumerate}
Note that, there may exist other possible constructions of a virtual channel matrix capturing the low-rank property of the MIMO OFDM channel. However, our construction is compact, and symmetrically captures the receiver and the transmitter parameters. This representation will be shown to yield near-optimal reconstruction in simulation studies (see Section IV).

### III. ATOMIC NORM MINIMIZATION BASED CHANNEL, LOCATION, AND ORIENTATION ESTIMATION

In this section, we first propose a tractable optimization method to estimate the virtual channel matrix as well as the individual channel parameters based on ANM. The optimality and uniqueness of the channel estimates are established for the noiseless case in Propositions 1 and 2. Furthermore, the expected error rate (EER) on the parameters of the atomic norm denoiser is derived under
a white Gaussian noise assumption in Proposition 4. Finally, given the mappings in Equations (3a)-(3d) between \( \eta = \{ \{ \tau_0, \theta_{R_{x,0}}, \theta_{R_{x,0}} \}, \ldots, \{ \tau_K, \theta_{R_{x,K}}, \theta_{R_{x,K}} \} \} \) and \( \tilde{\eta} = \{ q, \theta_0, s_1, s_2, \ldots, s_K \} \), we estimate the orientation and location of the target via a non-linear weighted least squares problem based on the EXIP [29], which is compatible with our proposed ANM based channel estimator. The proposed strategy is denoted as Location-Orientation-Channel estimation via Multi-dimensional Atomic Norm (LOCMAN).

A. Exact Recovery in Noiseless Settings

The virtual channel matrix \( H_v \) in Equation (6) is a sparse summation of rank-one matrices in the atomic norm \( A \) defined by

\[
A(\tau, \theta_{R_{x}}, \phi) \triangleq e^{i \phi} \chi(\tau, \theta_{R_{x}}) \zeta(\tau, \theta_{R_{x}})^{H} \mid \phi \in [0, 2\pi), \frac{d \sin(\theta_{R_{x}})}{\lambda_c}, \frac{d \sin(\theta_{R_{x}})}{\lambda_c} \in \left( -\frac{1}{2}, \frac{1}{2} \right], \frac{\tau}{N_{T_x}} \in (0, 1) \right),
\]

where \( \chi(\tau, \theta) \triangleq \xi(\tau) \odot \alpha(\theta) \) and \( \zeta(\tau, \theta) \triangleq \xi(-\tau) \odot \beta(\theta) \). The atomic norm of \( H_v \), denoted as \( \| H_v \|_A \), is defined as the Minkowski functional associated with \( A \) and is given by

\[
\| H_v \|_A = \inf_{t \in \mathbb{R}} \{ H_v \in t \text{ conv}(A) \} = \inf \left\{ \sum_k | l_k | \mid H_v = \sum_k l_k A(\tau_k, \theta_{R_{x,K}}, \theta_{T_{x,K}}, \phi_k) \right\}
\]

The theory of atomic norm minimization [13] enables the estimation of parameters in the sparse decomposition of \( H_v \) via the atomic decomposition \( \{ \tau_k, \theta_{R_{x,K}}, \theta_{T_{x,K}}, \phi_k \} \) realizing the infimum of Equation (9).

In absence of noise, atomic norm minimization consists of estimating the virtual channel matrix by the matrix with minimal atomic norm which is consistent with the observation model in Equation (4), yielding the convex program

\[
\hat{H}_v = \arg \min_{H_v} \| H_v \|_A \quad \text{s.t.} \quad Y = g(H_v)X.
\]

Of crucial interest is to understand when exact recovery is achieved \( \hat{H}_v = H_v \). This property is well-understood to be related to the existence of a dual solution satisfying certain interpolation properties (i.e. the dual certificate). The following proposition provides the conditions to ensure the optimality and uniqueness of the solution of Equation (10).

**Proposition 1 (Dual certificate):** Suppose that there exists a matrix \( A \) such that the function \( \Pi(\tau, \theta_{R_{x}}, \theta_{T_{x}}) \triangleq \left\{ \sum_{i=1}^{N_x} Q_{i,1} A X_{i,1}^{H} Q_{i,2}^{H} A(\tau, \theta_{R_{x}}, \theta_{T_{x}}, 0) \right\} \), satisfies the interpolation conditions

\[
\Pi(\tau, \theta_{R_{x,K}}, \theta_{T_{x,K}}) = \text{sign}(l_k), \quad \text{if} \quad \{ \tau_k, \theta_{R_{x,K}}, \theta_{T_{x,K}} \} \in \eta; \quad |\Pi(\tau, \theta_{R_{x}}, \theta_{T_{x}})| < 1, \quad \text{otherwise},
\]

then the solution \( \hat{H}_v \) of Equation (10) is unique and \( \hat{H}_v = H_v \).

**Proof:** See Appendix B. \( \square \)

The function \( \Pi(\tau, \theta_{R_{x}}, \theta_{T_{x}}) \) defines a trigonometric polynomial in three variables. Extending the analysis of the duality in \( \eta \), Equation (12) enforces that \( \Pi(\tau, \theta_{R_{x}}, \theta_{T_{x}}) \) achieves modulus 1 when \( \{ \tau, \theta_{R_{x}}, \theta_{T_{x}} \} \in \eta \), which will be further discussed in Section IV-B. We recall from [20], [31] the conditions under which a dual certificate satisfying the hypothesis of Proposition 1 exists, hence the tightness of ANM [32].

**Proposition 2 (Exact recovery [22]):** Let \( \Delta_{\min}(\kappa) \triangleq \min_{i \neq j, \tau \in (0, 1)} \min\{\kappa_i \neq \kappa_j, 1 - |\kappa_i - \kappa_j|\} \). The following proposition provides the conditions under which a dual certificate satisfying the hypothesis of Proposition 1 exists, hence the tightness of ANM [32].

**Proposition 3 (Near-optimal denoising rate):** Given the independent, zero mean, complex Gaussian distributed noise, \( i.e. \), \( W[i, j] \sim CN(0, \sigma^2) \), if we set \( \epsilon \) to

\[
\epsilon = 2\sigma \sqrt{\frac{N_x}{N_{T_x}}} \left( 1 + \frac{1}{\log(N_x + N_x + N_t)} \right),
\]

the following upper bound on the EER holds on the solution \( \hat{H}_v \) of (13).

\[
E \left\{ \left\| \left( g(\hat{H}_v) - g(H_v) \right) X \right\|_F^2 \right\} \leq 2\epsilon \| H_v \|_A.
\]

**Proof:** See Appendix B. \( \square \)
The bound in Equation (15) is obtained by selecting the smallest $\epsilon$ that is greater than or equal to the expectation of the dual norm of $\sum_{i=1}^{N_s} Q_i \mathbf{H} X \mathbf{H}^T Q_i$ (see Equation (23) for the definition of the dual norm). Note that, as the noise $W$ is added to $g(H_v)X$ in our measurement model instead of $H_v$, the theoretical results derived in [33] cannot be directly applied to our setting.

In contrast to [20], which selects the regularization parameter $\epsilon \propto \sqrt{\frac{(N_s+1)^2}{N_s N_1} \log \left( \frac{(N_s+1)^2}{N_s N_1} \right)}$. Proposition 3 takes the structure of the virtual channel matrix and the energy of the pilot signal into consideration. Numerical evidence of the benefits of the choice of $\epsilon$ provided in Proposition 3 will be given in Section IV-B.

C. Semidefinite Approximation of the Atomic Norm

Given a $(2r_1 - 1) \times (2r_2 - 1)$ matrix $U$, we define by $T_2(U)$ the $r_1 r_2 \times r_1 r_2$ 2-level block Toeplitz matrix [28] as

$$T_2(U) = \begin{bmatrix} T(u_0) & T(u_1) & \cdots & T(u_{r_1 - 1}) \\ T(u_{-1}) & T(u_0) & \cdots & T(u_{r_1 - 2}) \\ \vdots & \vdots & \ddots & \vdots \\ T(u_{-r_1 + 1}) & T(u_{-r_1 + 2}) & \cdots & T(u_0) \end{bmatrix}$$ (16)

where $T(u)$ is defined for any a $2r_2 - 1$ vector $u$ as the $2r_2 \times 2r_2$ Toeplitz matrix with first row $[u_0, u_1, \ldots, u_{2r_2 - 1}]$ and first column $[u_0, u_1, \ldots, u_{2r_2 - 1}]$. Although Equations (10) and (13) are both convex programs involving multi-dimensional polynomial constraints, computing their optimal solution requires resolving a 2-level Block Toeplitz matrix and the energy of the pilot signal. Numerical evidence of the benefits of the choice of $\epsilon$ provided in Proposition 3 will be given in Section IV-B.

Proposition 4 (Semidefinite representation): The atomic norm $\|H_v\|_A$ defined in Equation (9) is equivalent to the SDP

$$\min_{V, U \in H_v} \frac{1}{2} \text{Tr}(J)$$

s.t. $J \equiv \begin{bmatrix} T_2(U) & H_v \\ H_v^H & T_2(V) \end{bmatrix} \succeq 0$,

$$H_{v(i,j)} = H_{v(k,z)} \forall i, j, k, z,$$

provided that $\text{rank}(T_2(U)) = \min \left( \frac{N_s+1}{2}, N_r \right)$ and $\text{rank}(T_2(V)) = \min \left( \frac{N_s+1}{2}, N_r \right)$, where $U$ and $V$ are the estimates for $U$ and $V$, respectively.

Proof: Let $\|H_v\|$ be the objective value in Equation (17) and define $\text{SDP}(H_v)$ as in [20], Equation (35) that is,

$$\text{SDP}(H_v) \equiv \min_{V, U \in H_v} \frac{1}{2} \text{Tr}(J)$$

s.t. $J \equiv \begin{bmatrix} T_2(U) & H_v \\ H_v^H & T_2(V) \end{bmatrix} \succeq 0.$

The inequality $\|H_v\| \geq \text{SDP}(H_v)$ holds based on the definitions of the key quantities. It can be shown from [20], Lemma 1 that $\|H_v\| \leq \|H_v\|_A$. Furthermore, given $\text{rank}(T_2(U)) = \min \left( \frac{N_s+1}{2}, N_r \right)$ and $\text{rank}(T_2(V)) = \min \left( \frac{N_s+1}{2}, N_r \right)$, $T_2(U)$ and $T_2(V)$ admit the unique 2-level Vandermonde decomposition [28]. Then, [31] Theorem 3 can be applied to the two-dimensional case, which, combined with [24] Lemma 2] yields the equality $\text{SDP}(H_v) = \|H_v\|_A$, yielding on the desired result.

D. Estimation of Individual Channel Parameters

Proposition 1 suggests that it is possible to estimate the TOAs, AOAs, and AODs ($\tau_{i}, \theta_{i}, \phi_{i}$) by identifying the values where the modulus of the dual trigonometric polynomial achieves unity. For computational efficiency, we estimate these channel parameters from the 2-level Vandermonde decomposition of the solution of Equation (13) or (12) in the sequel. Specifically, the individual channel parameters are estimated via the matrix pencil and pairing (MaPP) algorithm [28]. The estimates corresponding to the same path are paired, which presupposes the total number of the paths to be known by the receiver. If the total number of the paths $K$ is unknown by the receiver, it can be estimated by the rank of the solution $H_v$ of the program in Equation (10) or (13) which can be computed regardless of the model order. In practice, it is sufficient to count the number of eigenvalues of $H_v$ that are greater than a threshold $\theta$ to get a reliable estimate of $K$ before applying the MaPP algorithm. We assume that the channel coefficient $\gamma_0$ associated to the LOS path is the one with largest modulus when $K$ is to be estimated. The choice of $\theta$ is empirically discussed in Section IV-D.

E. Localization and Orientation Estimation

Although the estimated location and orientation can be directly estimated from the geometry of the LOS path, more accurate estimates can be achieved by leveraging the geometry of the NLOS paths [8]. Once the parameter $\eta$, which parametrizes Equation (13) given the channel coefficients $\{\gamma_0, \gamma_1, \cdots, \gamma_K\}$, is estimated through the procedure presented in Section III-D, the final step consists of recovering the location and orientation parameters from the geometric mapping in Equation (3).

Since we make no assumptions on the path loss model in the signal model, knowledge of the channel coefficients do not improve the accuracy of the localization and orientation estimation. In addition, $(p, \theta_0, s_1, s_2, \cdots, s_K, \gamma_0, \gamma_1, \cdots, \gamma_K)$ can be used to re-parametrize the optimization problem in
Equation (13). Therefore, we fix the estimated channel coefficients and propose a weighted least squares problem to achieve an accurate localization and orientation estimation, with the estimates of all the paths, i.e., \( \hat{\eta} \), exploited,

\[
\hat{\eta} = \arg \min_{\eta} (\eta - f(\eta))^T D (\eta - f(\eta)),
\]

where the mapping \( f(\eta) = \eta \) integrates the geometric mapping in Equation (3). Inspired by the EXIP [8], [29], the weight matrix \( D \) in Equation (19) is set to the Hessian of the objective function \( L(\eta) \) of the program in Equation (13) at the estimated channel parameters \( \hat{\eta} \), i.e.,

\[
D \triangleq \begin{bmatrix}
\frac{\partial^2 L(\hat{\eta})}{\partial \alpha \partial \tau_0} & \ldots & \frac{\partial^2 L(\hat{\eta})}{\partial \alpha \partial \tau_{N}}, \\
\frac{\partial^2 L(\hat{\eta})}{\partial \tau_0 \partial \tau_0} & \ldots & \frac{\partial^2 L(\hat{\eta})}{\partial \tau_0 \partial \tau_{N}}, \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 L(\hat{\eta})}{\partial \tau_N \partial \tau_0} & \ldots & \frac{\partial^2 L(\hat{\eta})}{\partial \tau_N \partial \tau_{N}}
\end{bmatrix},
\]

which depends on the channel parameters estimated via the proposed ANM-based method of Section III-B.

The non-linear least squares problem in Equation (19) can be solved via the Levenberg-Marquardt-Fletcher algorithm [36]. The parameters in \( \hat{\eta} \) are initialized with the values \( \hat{p}_{\text{LOS}}, \hat{\theta}_{\text{LOS}}, \{\hat{s}_{1,y,\text{LOS}}, \hat{s}_{2,y,\text{LOS}}, \ldots, \hat{s}_{K,y,\text{LOS}}\}, \) and \( \{\hat{s}_{1,x,\text{LOS}}, \hat{s}_{2,x,\text{LOS}}, \ldots, \hat{s}_{K,x,\text{LOS}}\} \), which are derived in the following set of equations,

\[
\hat{p}_{\text{LOS}} = q + c \hat{\tau}_0 \cos(\hat{\theta}_{\text{Tx},0}) \sin(\hat{\theta}_{\text{Tx},0}),
\]

\[
\hat{\theta}_{\text{LOS}} = \tau_0 + \hat{\theta}_{\text{Rx},0} \quad - \hat{\theta}_{\text{Rx},0},
\]

\[
\hat{s}_{k,y,\text{LOS}} = \tan(\hat{\theta}_{\text{Tx},k}) (\hat{s}_{k,x} - q_x) + q_y,
\]

\[
\hat{s}_{k,x,\text{LOS}} = \frac{\tan(\hat{\theta}_{\text{Tx},k}) q_x - \tan(\hat{\theta}_{\text{Rx},k} + \hat{\theta}_{\text{LOS}}) \hat{p}_{\text{LOS},y} + \hat{p}_{\text{LOS},y} - q_y}{\tan(\hat{\theta}_{\text{Tx},k}) - \tan(\hat{\theta}_{\text{Rx},k} + \hat{\theta}_{\text{LOS}})}.
\]

Note that, Equation (19) implicitly depends on the received signal via \( \hat{\eta} \) and \( D \). Essentially, the non-linear weighted least squares problem in Equation (19) is a second-order Taylor expansion of the cost function in Equation (13) re-parametrized by \( \{p, \alpha, s_1, s_2, \ldots, s_K, \gamma_0, \gamma_1, \ldots, \gamma_K\} \) at the global optimum [29], which is different from more typical indirect localization methods with multilateration [37].

IV. SIMULATION RESULTS

In this section, we evaluate the performance of our proposed scheme, i.e., LOCMAN. First, the theoretical analyses presented in Propositions 3 and 4 are numerically validated in Section IV-B. Then, in Section IV-C, our LOCMAN scheme is compared with DCS-SOMP [8], [12] to show the performance improvements over the estimation accuracy of individual channel parameters, orientation and location. Finally, the effects of the incorrect model order selection as well as synchronization errors are studied via simulation in Section IV-D.

A. Signal Parameters

In all of the numerical results, we set \( f_c = 60 \) GHz, \( B = 100 \) MHz, \( N_s = 15, N_r = 16, N_t = 16, G = 16, K = 2 \), and \( d = \frac{\lambda}{2} \). The pilot signals are random complex values uniformly distributed on the unit circle. Unless otherwise stated, the total number of paths is known at the receiver and the channel coefficients are generated based on the free-space path loss model [38] in the simulation. The BS is placed at \([0 \text{ m}, 0 \text{ m}]^T \) while the target is at \([20 \text{ m}, 5 \text{ m}]^T \) with an orientation \( \theta_o = 0.2 \text{ rad} \). The scatterers corresponding to two NLOS paths are placed at \([7.45 \text{ m}, 8.54 \text{ m}]^T \) and \([19.89 \text{ m}, -6.05 \text{ m}]^T \). We solve the optimization problem in Equations (10) and (13) for the channel estimation in the noiseless and noisy cases, where the semidefinite representation of the atomic norm in Proposition 3 is adopted. For the atomic norm denoiser in Equation (13), the regularization parameters \( \epsilon \) is set according to Proposition 3. In the presence of independent, zero mean, complex Gaussian distributed noise, the SNR is defined as

\[
\text{SNR} = \frac{\|HX\|_F^2}{\|W\|_F^2}.
\]

B. Validation of Propositions 1-3

Fig. 2 shows the modulus of the dual polynomial for the noiseless case. Recall that, the dual polynomial is a trigonometric function with respect to TOAs, AOA, and AODs. For better visualization, the modulus of the dual polynomial is projected on the TOA-AOA, TOA-AOD, and AOA-AOD axes in Fig. 2 (a), (b), and (c), respectively. Consistent with our analysis for Proposition 1, from Fig. 2, we can observe that the modulus of dual polynomial nearly equals 1 when \{\( \tau, \theta_{\text{Rx}}, \theta_{\text{Tx}} \)\} \( \in \hat{\eta} \) even though condition C1 of Proposition 2 is not satisfied given the values of \( N, N_r, \) and \( N_t \) selected in our experiments.

For the noisy scenario, the EER of the estimate and its theoretical bound are shown in Fig. 3. We can verify that that \( 2\epsilon \|H_c\|_A \) is an upper bound of

\[
\mathbb{E} \left\{ \left\| \left( g(H_{\theta}) - g(H_{\theta'}) \right) X \right\|_F^2 \right\},
\]

as stated in Proposition 3. Though the bound is not sharp, Proposition 3 suggests a good choice of the regularization parameter \( \epsilon \). To show the benefits of setting \( \epsilon \) according to Equation (14), we present in Fig. 4 the RMSEs of localization, with different choices of pilot signals, i.e., \( X, 5X, 10X \), when \( \epsilon \) is selected according to Proposition 3 and according to (20) for comparison. We observe that the localization accuracy using our design of \( \epsilon \) yield near constant RMSEs as the energy of pilot signal increases while the performance degrades with the choice suggested in (20). This strong improvement can be explained by the fact that our proposed choice of the regularization parameter \( \epsilon \) incorporates the energy of the pilot signals and the structure of the virtual channel matrix, leading to a dynamic penalization of the atomic norm in Equation (13).
C. Estimation Accuracy Comparison

The RMSEs of TOA, AOA, and AOD estimation using our LOCMAN scheme are shown in Figs. 5(a)-(c), respectively, with comparisons to the DCS-SOMP based method [8], [12] and to the Cramér-Rao lower bounds (CRLBs) [8]. As observed in Fig. 5, our LOCMAN scheme outperforms the DCS-SOMP based method, as it relies on a discretization of the parameter space, and suffers from basis mismatch. In contrast, the estimation accuracy of LOCMAN does not rely on a grid resolution. Furthermore, Figs. 5(a)-(c) shows that the RMSEs of TOA, AOA, and AOD estimation nearly coincide with the CRLB.

Due to the quality of our super-resolution channel estimation, lower RMSEs for localization and orientation estimation are achieved as seen in Figs. 5(a) and (b) versus the DCS-SOMP based method [8]. In the SNR sense, more than 7 dB gain are obtained using our scheme. In addition, there is only around 2dB gap between the RMSE of localization or

For comparison fairness, the refinement of estimates of channel parameters in [8] is not implemented for both schemes. Note that, as compared with the DCS-SOMP based method, our scheme could provide more accurate estimates for the initialization of the refinement stage to avoid local optima.
orientation estimation using our LOCMAN scheme and the CRLB curves, verifying the efficacy of our design.

D. Model Order Selection and Synchronization Error

We next study the scenario where the total number of paths $K$ is unknown at the receiver. The efficiency of the thresholding-based model order selection proposed in Section III-D is investigated. To show the effect of the choices of $\rho$ on the performance degradation, we fix $l_0$, $l_1$, and $l_2$ in Equation (6) to 0.0025, 0.0011, and 0.0014, while we vary the value of $\rho$. Figure 7 presents the RMSE of orientation estimation and localization for $\rho = 0.0005$, $\rho = 0.0013$ and $\rho = 0.002$, respectively, from which a similar estimation accuracy for different choices of $\rho$ can be observed. Since we assume that the LOS path is that with the largest modulus of channel coefficient in Section III-A when $K$ is unknown at the receiver, the channel parameters associated with the LOS path are always available for localization\(^5\) and the loss caused by the estimation error of the model order is less than 1 dB with respect to the RMSE of localization or orientation estimation.

Finally, the performance degradation caused by synchronization errors is investigated though synchronization errors are not considered in our signal model. Specifically, denoting by $\tilde{\tau}$ the unknown synchronization error, we define AOA and AODs according to Equations (3c)-(3f) while re-express the TOA of each path as

$$\tau_0 = \frac{\|p - q\|_2}{c} + \tilde{\tau},$$

$$\tau_k = \frac{\|q - s_k\|_2 + \|p - s_k\|_2}{c} + \tilde{\tau}, \quad k > 0. \tag{22b}$$

We still exploit the LOCMAN proposed in Section III for channel estimation as well as localization. The RMSEs of orientation estimation and localization are presented in Figs. 8 (a) and (b), respectively. Since the definitions of AOA and AODs in Equations (3c)-(3f) are maintained, the synchronization error has negligible influence on the AOA or AOD estimation and correspondingly, the RMSE of orientation estimation is nearly constant with the increase of the value of $\tilde{\tau}$, as observed in Fig. 8 (a). In addition, the synchronization error has a minor effect on the TOA estimation as the value of $\tilde{\tau}$ is quite small as compared with the TOA of each path in the simulation\(^6\). In contrast, the synchronization error degrades the localization accuracy, according to Fig. 8 (b). However, as compared with the DCS-SOMP based method, the centimeter-level localization accuracy is still attained using our scheme when $\tilde{\tau} \leq 1 \times 10^{-3}$ ns. The estimation design of the synchronization error is left as the future work.

V. CONCLUSIONS

In this paper, a multi-dimensional atomic norm based method is proposed for high-accuracy localization and orientation estimation in mmWave MIMO OFDM systems. To

---

\(^5\)This is achievable unless the value of $\rho$ is so large that the estimated total number of paths is 0.

\(^6\)Note that, for a localization problem, the synchronization error is generally at ns-level\(^8\).
follow the proof structure of [14], [30], and define the dual orientation estimation nearly achieve the CRLBs.

or synchronization errors. Furthermore, with the proposed robustness in terms of the incorrect model order selection prior work [8] (more than improvements with respect to the RMSE of estimation over the paths, a weighted least squares problem is proposed based on RMSE (rad)

(a) Orientation estimation
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Figure 8. The influence of synchronization error on localization and orientation estimation.

effectively estimate all of the location-relevant channel parameters with super-resolution, a novel virtual channel matrix is introduced and an atomic norm based channel estimator is proposed. Theoretical performance guarantees are derived for both the noiseless and noisy cases. Using the estimates of all the paths, a weighted least squares problem is proposed based on the extended invariance principle to accurately recover the location and orientation. The new method offers strong improvements with respect to the RMSE of estimation over prior work [8] (more than 7 dB gain) and exhibits high robustness in terms of the incorrect model order selection or synchronization errors. Furthermore, with the proposed method, the RMSEs of channel estimation, localization and orientation estimation nearly achieve the CRLBs.

APPENDIX A

PROOF OF PROPOSITION 11

To derive the optimality and uniqueness conditions, we follow the proof structure of [14], [30], and define the dual norm as

\[
\|Z\|_*^A = \sup_{\|R\|_A \leq 1} \langle Z, A, H_v \rangle_R
\]

\[
= \sup_{\tau, \theta_{Rx}, \theta_{Tx}, \phi} \langle Z, A(\tau, \theta_{Rx}, \theta_{Tx}, \phi) \rangle_R,
\]

where (a) and (c) hold because of Equation (12) while (b) results from Hölder inequality. Therefore, \( (\Lambda, Y)_R = \|H_v\|_A \) and strong duality holds. Then, \( H_v \) is a primal optimal solution and \( \Lambda \) is a dual optimal solution.

We show the uniqueness by contradiction by assuming the existence of a distinct optimal solution \( \tilde{H}_v \) such that

\[
\tilde{H}_v = \sum_{k=0}^{K} \tilde{l}_k A(\tilde{\tau}_k, \tilde{\theta}_{Rx,k}, \tilde{\theta}_{Tx,k}, 0)
\]

with \( \|\tilde{H}_v\|_A = \sum_{k=0}^{K} |\tilde{l}_k| \). From Equation (12), we have Equation (27), which contradicts the strong duality. Hence, the optimal solution is unique, concluding the proof.

APPENDIX B

PROOF OF PROPOSITION 5

For the proof of Proposition 5 we first extend [13, Lemma1 and Theorem 1] to our atomic norm denoising formulation.

Lemma 1: If \( \tilde{H}_v \) is the solution of Equation (13), it holds that

\[
\sum_{i=1}^{N_v} \langle Q_{i,1}^H (Y - g(\tilde{H}_v)X) X^H Q_{i,2}^H \rangle_A^* \leq \epsilon,
\]

\[
\langle Y - g(\tilde{H}_v)X, g(\tilde{H}_v)X \rangle_R = \|\tilde{H}_v\|_A.
\]

Proof: Define \( a(\tilde{H}_v) = \|Y - g(\tilde{H}_v)X\| + \epsilon \|\tilde{H}_v\|_A \). The subdifferential \( \partial a(\tilde{H}_v) \) of the previous writes

\[
\partial a(\tilde{H}_v) = \sum_{i=1}^{N_v} Q_{i,1}^H (g(\tilde{H}_v)X - Y) X^H Q_{i,2}^H + \epsilon Z,
\]
where \(Z \in \partial \|\widetilde{H}_v\|_A\). Since \(\widetilde{H}_v\) is the solution of Equation (13), \(0 \in \partial a(\widetilde{H}_v)\) holds which leads to the equality

\[
\sum_{i=1}^{N_v} Q_{i,1}^H \left( Y - g(\widetilde{H}_v)X \right) X^H Q_{i,2}^H = \epsilon Z .
\]  

(30)

Furthermore, the properties of the subdifferential of norms imply that \(\|Z\|_A \leq 1\), and \(\|\widetilde{H}_v, Z\|_R = \|\widetilde{H}_v\|_A\). One concludes on Lemma 1 by applying these properties to Equation (30).

**Lemma 2:** If \(E \left\{ \left\| \sum_{i=1}^{N_v} Q_{i,1}^H W X^H Q_{i,2}^H \right\|^* \right\}_A \leq \epsilon\), the solution of Equation (13), i.e., \(\widetilde{H}_v\) satisfies

\[
E \left\{ \left\| \left( g(\widetilde{H}_v) - g(H_v) \right) X \right\|^2_2 \right\} \leq 2 \epsilon \|H_v\|_A .
\]  

(31)

**Proof:** Considering \(Y = g(H_v)X + W\), we have

\[
\left\| \left( g(\widetilde{H}_v) - g(H_v) \right) X \right\|^2_{F} = \left\langle g(H_v)X, Y - g(\widetilde{H}_v)X \right\rangle_R - \left\langle g(H_v)X, W \right\rangle_R + \left\langle g(\widetilde{H}_v)X, W \right\rangle_R
\]

(32)

if \(\left\| \sum_{i=1}^{N_v} Q_{i,1}^H W X^H Q_{i,2}^H \right\|^*_A \leq \epsilon\). Note that, (d) holds with Equation (28) and the Hölder inequality as optimality implies that

\[
\left\langle g(H_v)X, Y - g(\widetilde{H}_v)X \right\rangle_R \leq \epsilon \|H_v\|_A ,
\]

(33a)

\[
- \left\langle g(H_v)X, W \right\rangle_R \leq \epsilon \|H_v\|_A ,
\]

(33b)

\[
\left\langle g(\widetilde{H}_v)X, W \right\rangle_R \leq \|\widetilde{H}_v\|_A ,
\]

(33c)

\[
\left\| \|Y - g(\widetilde{H}_v)X, g(H_v)X \right\|_R = \epsilon \|H_v\|_A .
\]

(33d)

We restrict the derivation of the previous to Equation (33a) as the others can be shown analogously

\[
\left\langle g(H_v)X, Y - g(\widetilde{H}_v)X \right\rangle_R = \left\langle H_v, \sum_{i=1}^{N_v} Q_{i,1}^H \left( Y - g(\widetilde{H}_v)X \right) X^H Q_{i,2}^H \right\rangle_R
\]

\[\leq \|H_v\|_A \left\| \sum_{i=1}^{N_v} Q_{i,1}^H \left( Y - g(\widetilde{H}_v)X \right) X^H Q_{i,2}^H \right\|_A .
\]

(34)

where (e) and (f) follow from Hölder inequality and Equation (28). We conclude on Equation (31) given

\[
E \left\{ \left\| \sum_{i=1}^{N_v} Q_{i,1}^H W X^H Q_{i,2}^H \right\|^*_A \right\}_A \leq \epsilon .
\]

**Proof of Proposition 3:** The goal of Proposition 3 is to give an upper bound on the EER. Based on Lemma 2, we need to derive a proper upper bound on \(E \left\{ \left\| \sum_{i=1}^{N_v} Q_{i,1}^H W X^H Q_{i,2}^H \right\|^* \right\}_A\) as

\[
\overline{W} \triangleq \frac{2}{(N_s + 1)^2 \sqrt{N_t N_l}} \sum_{i=1}^{N_v} \left( \|Q_{i,1}^H W X^H Q_{i,2}^H \|_A \right)^*.
\]  

(36)

Next, let \(\Gamma = (0, 1] \times (-\frac{1}{2}, \frac{1}{2}) \times (-\frac{1}{2}, \frac{1}{2})\), \(\delta = [\delta_1, \delta_2, \delta_3] \in \Gamma\)

with \(\delta_1 \triangleq \frac{1}{2\pi} \frac{1}{\theta_{Rx}}, \delta_2 \triangleq \frac{1}{2\pi} \frac{1}{\theta_{Tx}}, \delta_3 \triangleq \frac{1}{2\pi} \frac{1}{\theta_{Tx}}\), and let \(\bar{\delta} = [\delta_1, \delta_2, \delta_3] = [e^{i2\pi\delta_1}, e^{i2\pi\delta_2}, e^{i2\pi\delta_3}]\). We define the function

\[
\Xi(\bar{\delta}) \triangleq \sum_{z=1}^{\min(N_t, N_s)} \overline{W}[i(N_t + 1) (i-1)(N_t + 2)] \delta_1^{-1} \delta_2^{-1} \delta_3^{-1} .
\]  

(37)

From Equation (28), \(\left\| \sum_{i=1}^{N_v} Q_{i,1}^H W X^H Q_{i,2}^H \right\|^*_A\) can be simplified as given in Equation (35). Note that, (g) and (i) hold with Equation (5) and Equation (3). To clarify the proof, we introduce the quantity

\[
\Xi(\bar{\delta}^{(1)}) - \Xi(\bar{\delta}^{(2)}) \leq \left\| \delta^{(1)} - \delta^{(2)} \right\|_2 \sup_{\delta \in T^3} \left\| \frac{\partial \Xi}{\partial \delta} \right\|_2
\]

(37)

\[
\left\langle \sum_{i=1}^{N_v} Q_{i,1}^H AX^H Q_{i,2}^H, \widetilde{H}_v \right\rangle_R = \left\langle \sum_{i=1}^{N_v} Q_{i,1}^H AX^H Q_{i,2}^H, \sum_{k=0}^{K} \sum_{j} \widetilde{t}_k^j A(\tau_k, \theta_{Rx, \k}, \theta_{Tx, \k}, 0) \right\rangle_R
\]

\[\leq \sum_{(\tau_k, \theta_{Rx, \k}, \theta_{Tx, \k}) \in \eta} \text{Re} \left( \sum_{k=0}^{K} \sum_{j} \sum_{i=1}^{N_v} Q_{i,1}^H AX^H Q_{i,2}^H, A(\tau_k, \theta_{Rx, \k}, \theta_{Tx, \k}, 0) \right) \]

\[+ \sum_{(\tau_k, \theta_{Rx, \k}, \theta_{Tx, \k}) \notin \eta} \text{Re} \left( \sum_{k=0}^{K} \sum_{j} \sum_{i=1}^{N_v} Q_{i,1}^H AX^H Q_{i,2}^H, A(\tau_k, \theta_{Rx, \k}, \theta_{Tx, \k}, 0) \right) \]

\[< \sum_{(\tau_k, \theta_{Rx, \k}, \theta_{Tx, \k}) \in \eta} \left| \widetilde{t}_k^j \right| + \sum_{(\tau_k, \theta_{Rx, \k}, \theta_{Tx, \k}) \notin \eta} \left| \widetilde{t}_k^j \right| = \|\widetilde{H}_v\|_A .
\]  

(27)
\[
\left\| \sum_{i=1}^{N_s} Q_{i,1}^T W X^T Q_{i,2} \right\|_2 = \sup_{\tau, \theta_{Bx}, \theta_{Tx}} \left| \mathcal{W}_i (N_s + 1) \sqrt{N_r N_t} A(\tau, \theta_{Bx}, \theta_{Tx}, 0) \right| \leq \left( N_s + N_r + N_t \right) \left( \delta^{(1)} - \delta^{(2)} \right) \| \Xi \|_\infty \\
\leq (N_s + N_r + N_t) \left( \delta^{(1)} - \delta^{(2)} \right) \| \Xi \|_\infty \\
\leq 2\pi (N_s + N_r + N_t) \left( \delta^{(1)} - \delta^{(2)} \right) \| \Xi \|_\infty \tag{38}
\]

where (i) holds according to the multi-dimensional Bernstein inequality \[40\]. To find the proper upper bound on $\| \Xi \|_\infty$, we extend \[33\, Appendix C\] to our model. Define the three-dimensional regular grid $G \subset \Gamma$ as

\[
G = \frac{1}{N_{TOA}} \left\{ 0, \ldots, N_{TOA} \right\} \times \frac{1}{N_{AOA}} \left\{ -N_{AOA}/2, \ldots, 1, \ldots, N_{AOA} / 2 \right\} \times \frac{1}{N_{AOD}} \left\{ -N_{AOD}/2, \ldots, 1, \ldots, N_{AOD} / 2 \right\} \tag{39}
\]

From Equation (38), we can derive the inequality

\[
\| \Xi \|_\infty \leq \max_{\delta^{(2)} \in G} \left| \Xi \left( \delta^{(2)} \right) \right| \\
+ \pi (N_s + N_r + N_t) \left( \frac{1}{N_{TOA}} + \frac{1}{N_{AOA}} + \frac{1}{N_{AOD}} \right) \| \Xi \|_\infty \tag{40}
\]

Therefore, it comes that

\[
\| \Xi \|_\infty \leq \left( 1 - \pi (N_s + N_r + N_t) \left( \frac{1}{N_{TOA}} + \frac{1}{N_{AOA}} + \frac{1}{N_{AOD}} \right) \right)^{-1} \\
\times \max_{\delta^{(2)} \in G} \left| \Xi \left( \delta^{(2)} \right) \right| \leq \left( 1 + 2\pi (N_s + N_r + N_t) \left( \frac{1}{N_{TOA}} + \frac{1}{N_{AOA}} + \frac{1}{N_{AOD}} \right) \right) \\
\times \max_{\delta^{(2)} \in G} \left| \Xi \left( \delta^{(2)} \right) \right| \tag{41}
\]

where we assume that $\pi (N_s + N_r + N_t) \left( \frac{1}{N_{TOA}} + \frac{1}{N_{AOA}} + \frac{1}{N_{AOD}} \right) < 1$. The inequality (j) can be verified with some algebra.

Then, finding the upper bound on $\mathbb{E} \{ \| \Xi \|_\infty \}$ amounts to evaluating the expectation of the right-hand side of Equation (41). Recalling that $W[i, j] \sim \mathcal{CN}(0, \sigma^2)$, we have from the definitions of $Q_{i,1}$ and $Q_{i,2}$ in Equation \[5\] that $\Xi \left( \delta^{(2)} \right) \sim \mathcal{CN}(0, \tilde{\sigma}^2)$, with $\tilde{\sigma}^2 \leq 4\pi^2 \sum_{i=1}^{N_s} \sum_{j=1}^{N_r} \sum_{k=1}^{N_t} \left( \sum_{m=1}^{N_s} X[(n-1)N_t+t,m]^2 \right)$.

By \[33\, Lemma 5\] the expectation of $\max_{\delta^{(2)} \in G} \Xi \left( \delta^{(2)} \right)$ can be bounded by

\[
\mathbb{E} \left\{ \max_{\delta^{(2)} \in G} \Xi \left( \delta^{(2)} \right) \right\} \leq \tilde{\sigma} \sqrt{\log(N_{TOA}N_{AOA}N_{AOD})} + 1 \tag{42}
\]

By substituting Equation (42) into Equation (41), we can obtain the upper bound

\[
\mathbb{E} \{ \| \Xi \|_\infty \} \leq \left( 1 + 2\pi (N_s + N_r + N_t) \left( \frac{1}{N_{TOA}} + \frac{1}{N_{AOA}} + \frac{1}{N_{AOD}} \right) \right) \times \tilde{\sigma} \sqrt{\log(N_{TOA}N_{AOA}N_{AOD})} + 1 \tag{43}
\]

Furthermore, using the harmonic mean-geometric mean inequality, we have

\[
\mathbb{E} \{ \| \Xi \|_\infty \} \leq \left( 1 + 2\pi (N_s + N_r + N_t) \frac{1}{N} \right) \sqrt{\log(N)} + 1, \tag{44}
\]

where $\bar{N} \triangleq N_{TOA} = N_{AOA} = N_{AOD}$. Setting $\bar{N} = 2\pi (N_s + N_r + N_t) \log(N_s + N_r + N_t)$ \[33\, Appendix D\] in Equation (44) yields the desired statement.
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