ON THE PROBABILITY OF IRREDUCIBILITY OF RANDOM POLYNOMIALS WITH INTEGER COEFFICIENTS

GRIGORY TERLOV

Abstract. In this article we study asymptotic behavior of the probability that a random monic polynomial with integer coefficients is irreducible over the integers. We consider the cases where the coefficients grow together with the degree of the random polynomials. Our main result is a generalization of a theorem proved by Konyagin in 1999. We also generalize Hilbert’s Irreducibility Theorem and present an analog of this result with centered Binomial distributed coefficients.
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1. Introduction

We call a polynomial with integer coefficients irreducible if it cannot be written as the product of at least two polynomials of smaller degrees with integer coefficients. The asymptotic behavior of the probability that a random polynomial is irreducible has been studied from different angles. For instance, classical Hilbert’s Irreducibility Theorem considers polynomials of fixed degree and with integer coefficients uniformly distributed on $[-K, K]$ and states that the probability of such a polynomial being irreducible over $\mathbb{Z}$ tends to 1 as $K \to \infty$. On the other hand, Odlyzko and Poonen [10] as well as Konyagin [8] consider monic polynomials with coefficients taking values 0 or 1 with probability $1/2$ independently and with the constant coefficient of 1. Odlyzko and Poonen conjectured that these polynomials are irreducible with high probability as the degree tends to infinity. This conjecture was recently proven in [6] assuming Riemann Hypothesis (RH) for the Dedekind $\zeta$ function. Without the assumption of RH, the closest result is due to Konyagin [8, Theorem 1], who proved that the probability that such a polynomial is irreducible is bounded from below by $\frac{c}{\log d}$, where $d$ is the degree of the polynomial, $c$ is a positive constant. This theorem follows from another result [8, Theorem 2] which states that it is unlikely for such polynomials to be divisible by a factor of a degree up to $\frac{cd}{\log d}$ for some constant $c$. In recent years another class of polynomials was considered in this context by Bary-Soroker and Kozma in [3]. They studied monic polynomials with integer coefficients that are chosen independently and uniformly at random from \{1, 2, ..., 210\} and...
proved that such polynomials are irreducible asymptotically almost surely as the degree tends to infinity. Moreover, it seems that their approach can be extended to monic polynomials with integer coefficients that are chosen uniformly from \( \{1, 2, \ldots, A - 1, A\} \), where \( A \) is equal to a product of four distinct prime numbers.

We will endeavour to connect previously mentioned approaches as we investigate the behavior of the probability that polynomials are irreducible when both the range of coefficients and the degree grow simultaneously. More specifically we are interested in the case where the range of the coefficients is symmetric around 0. To simplify notation throughout the article denote for \( d, K \in \mathbb{N} \) the set

\[
P_{d,K} := \left\{ f(x) : f(x) = x^d + a_{d-1}x^{d-1} + \ldots + a_1 x + a_0 , \quad \text{where } a_0 \neq 0 \text{ and } \forall i, a_i \in [-K, K] \cap \mathbb{Z} \right\}.
\]

We propose the following conjecture that extends the one from [10], it is also similar to a conjecture from [4], but stated in a less technical way.

**Conjecture 1.1.** Let \( f \in P_{d,K} \) with independent and uniformly distributed coefficients then

\[
\mathbb{P}( f \text{ is irreducible}) \to 1, \quad \text{as } d, K \to \infty.
\]

This conjecture follows from [2, Theorem 1].

2. **Main Results**

Our main result is a generalized version of [8, Theorem 2], which we state in the following way:

**Theorem 2.1.** Suppose \( d \geq 2 \). \( K = K(d) \) is a naturally valued function, \( m_0 = \sqrt{\frac{d}{\log^2 d}} \), and \( f \) be a random polynomial from \( P_{d,K} \) with independent and uniformly distributed coefficients.

(1) If \( K \leq d^{a-1} \) for some natural number \( a > 1 \), then in the limit as \( d \to \infty \), the probability that \( f \) is divisible by at least one polynomial with integer coefficients of positive degree not exceeding \( m_0 \) is at most \( O\left( \sqrt{\frac{K}{d}} \right) \).

(2) If \( cd \leq K \leq d^{a-1} \), where \( c \) is some constant and \( a > 1 \) is a natural number, then the probability that \( f \) is divisible by at least one polynomial with integer coefficients of positive degree not exceeding \( m_0 \) is at most \( O\left( \frac{1}{K} \right) \).

Theorem 2.1 directly implies the following corollaries.

**Corollary 2.2.** Suppose \( d \geq 2 \) is an integer, \( K = K(d) \) is a natural valued function such that \( K \leq O\left( \sqrt{d} \right) \) and \( m_0 = \frac{\sqrt{d}}{\log^2 d} \). Also let \( f \) be a random polynomial from \( P_{d,K} \) with independent and uniformly distributed coefficients. Then, the probability that \( f \) is divisible by at least one polynomial with integer coefficients of positive degree not exceeding \( m_0 \) is at most \( O\left( \frac{1}{d^{1/4}} \right) \).

**Corollary 2.3.** Suppose \( d \geq 2 \) is an integer, and \( m_0 = \frac{\sqrt{d}}{\log^2 d} \). Also let \( f \) be a random polynomial from \( P_{d,1} \) with independent and uniformly distributed coefficients. Then, the probability that \( f \) is divisible by at least one polynomial with integer coefficients of positive degree not exceeding \( m_0 \) is at most \( O\left( \frac{1}{\sqrt{d}} \right) \).

**Remark 2.4.** Corollary 2.3 states that the upper bound achieved by Konyagin in [8] can be extended from polynomials with \( \{0,1\} \) coefficients to ones with \( \{-1,0,1\} \) coefficients.
One can allow $K$ to have more than polynomial growth in $d$, however one needs to settle for a smaller upperbound on the degree of the factor. We state the following theorem for $m_1 := \frac{\sqrt{d}}{\log^d(Kd)} \leq m_0$.

**Theorem 2.5.** Suppose $d \geq 2$, $K = K(d)$ is a naturally valued function, $m_1 = \frac{\sqrt{d}}{\log^d(Kd)}$, and $f$ be a random polynomial from $P_{d,K}$ with independent and uniformly distributed coefficients. 

1. If $K \leq e^{d^{25}/d}$, then in the limit as $d \to \infty$, the probability that $f$ is divisible by at least one polynomial with integer coefficients of positive degree not exceeding $m_1$ is at most $O\left(\frac{1}{\sqrt{d}}\right)$. 

2. If $c_2d \leq K \leq e^{(d^{25}/b)/d}$, where $b = \exp\left(\frac{1}{34c_1}/2\right)$ and $c_1,c_2$ are positive constants, then the probability that $f$ is divisible by at least one polynomial with integer coefficients of positive degree not exceeding $m_1$ is at most $O\left(\frac{1}{d}\right)$.

This paper is organized as follow: Section 3 is dedicated to proof of Theorem 2.1 and Theorem 2.5. In Section 4 we continue connecting the approaches by considering Hilbert’s irreducibility theorem in different settings. In Theorem 4.1 we modify a proof of Hilbert’s irreducibility theorem to allow the degree to grow as $d(K) = o(\log^2 K - \log_2(1 + \log K))$ to make a small step towards the Conjecture 1.1, while in Theorem 4.2 we consider random polynomials with centered binomial coefficients.

### 3. Proof of the main results

**Definition 3.1.** We define $n^{th}$ cyclotomic polynomial as

$$Q_n(z) = \prod_{1 \leq j \leq n, \gcd(j,n) = 1} (z - e^{2\pi j/n}).$$

Also define $\phi(n) = \deg Q_n$.

From Konyagin’s work [8, Page 336], it follows that the number of $\{0,1\}$ polynomials of degree $d$ that are divisible by a noncyclotomic polynomial of degree up to $\sqrt{d}/\log^2 d$ is significantly less in order than $2^d/\sqrt{d}$. Thus, the bound on the number of polynomials divisible by a cyclotomic polynomial is the limiting case in Konyagin’s result [8, Theorem 2]. Following this idea, the proof of the Theorem 2.1 is based on two parts, Proposition 3.9 that is concerned with the cyclotomic case and Proposition 3.10 the non-cyclotomic one. The difference between part 1 and part 2 of the Theorem 2.1 will show itself only in the Proposition 3.9. In order to analyze divisibility by cyclotomic polynomials we use a notion of a random variable being $p$-bounded of exponent $r$ that was originally introduced in [5].

**Definition 3.2.** Let $p,q \in \mathbb{R}_+$ such that $0 < q < p < 1$ and let $r \in \mathbb{Z}_+$. A $\mathbb{Z}$-valued random variable $a$ is called $p$-bounded of exponent $r$ if there exists a $\mathbb{Z}$-valued symmetric random variable $\beta^{(\mu)}$ taking value 0 with probability 1 $- \mu = p$ such that the following conditions holds:

1. $\max_a \mathbb{P}(a = x) \leq p$
2. $q \leq \min_a \mathbb{P}(\beta^{(\mu)} = x)$ and $\max_a \mathbb{P}(\beta^{(\mu)} = x) \leq p$
3. $\forall t \in \mathbb{R}$ we have $\mathbb{E}(\exp(2\pi i \mu t))^{1/p} \leq \mathbb{E}(\exp(2\pi i \beta^{(\mu)} t))$.

The third condition can be rewritten as

$$|\mathbb{E}(\exp(2\pi i \mu t))|^{1/p} \leq \mathbb{E}\left(\exp\left(2\pi i \beta^{(\mu)} t\right)\right) = 1 - \mu + \sum_s p_s \cos(2\pi b_s t),$$
where \( p_s = \mathbb{P}(\beta(\mu) = b_s)/\mu = \mathbb{P}(\beta(\mu) = -b_s)/\mu \).

**Lemma 3.3.** Let an integer random variable \( A \) take values uniformly on \([-K, K]\), for natural valued \( K \). Then \( A \) is \((1 - 4K/(2K+1)^2)\)-bounded of the exponent 2 with coefficient \( q = \frac{2K}{(2K+1)^2} \).

**Lemma 3.4.** If \( \{a_k\}_{k=1}^m \) is a collection of independent identical random variables that are \( p \)-bounded of the exponent \( r \) with coefficient \( q \), then
\[
\mathbb{P} \left( \sum_{k=0}^m a_k = x \right) \leq C \frac{\sqrt{r}}{\sqrt{qm}}.
\]

We present the proofs of Lemmas 3.3 and 3.4 in the Appendix.

**Remark 3.5.** The proof of Lemma 3.4 is similar to the proof of [13, Corollary 7.13] and [5, Lemma A1] in the case when all \( v_i \) in the formulation of [5, Lemma A1] are equal to 1, however it differs in one important detail, namely we allow parameters \( q \) and \( m \) to change. It is also worth noticing that the proof of [5, Lemma A1] could work when \( q \) is decreasing, however it was not needed in the context of [5] and, thus, Bourgain at al. decided to fix the parameter.

To prove the part 2 of Theorem 2.1, and Proposition 3.9, we would need to improve the bound from Lemma 3.4. We do so in Lemma 3.8. First we state a simple trigonometric Observation 3.6 and Lemma 3.7 that will be used in the future.

**Observation 3.6.** Suppose \( j_1, j_2, \ldots, j_\ell \in [1, K] \) for some \( K \in \mathbb{N} \), then
\[
\prod_{i=1}^{\ell} \cos(2\pi t j_i) = \frac{1}{2^{\ell-1}} \sum_{s_1, \ldots, s_\ell \in \{-1,1\}} \cos(2\pi t(j_1 + s_2 j_2 + s_3 j_3 + \cdots + s_\ell j_\ell)).
\]

**Proof.** This fact can be proved by induction and product to sum trigonometric identity. \( \blacksquare \)

**Lemma 3.7.** For any natural numbers \( \ell \) and \( K \), the following inequality holds
\[
\int_0^1 \left( \sum_{j=1}^{K} \cos(2\pi j t) \right)^\ell dt \leq \left( 1 - 2^{-(\ell-1)} \right) K^{\ell-1}.
\]

**Proof.**
\[
\int_0^1 \left( \sum_{j=1}^{K} \cos(2\pi j t) \right)^\ell dt = \int_0^1 \left( \sum_{j_1=1}^{K} \cos(2\pi j_1 t) \right) \left( \sum_{j_2=1}^{K} \cos(2\pi j_2 t) \right) \cdots \left( \sum_{j_\ell=1}^{K} \cos(2\pi j_\ell t) \right) dt
\]
\[
= \int_0^1 \left[ \sum_{1 \leq j_1, j_2, \ldots, j_\ell \leq K} \cos(2\pi j_1 t) \cos(2\pi j_2 t) \cdots \cos(2\pi j_\ell t) \right] dt.
\]
Using the trigonometric Observation 3.6, we can rewrite the above as
\[
= \int_0^1 \left[ \sum_{1 \leq j_1, j_2, \ldots, j_\ell \leq K} \frac{1}{2^{\ell-1}} \sum_{s_2, s_3, \ldots, s_\ell \in \{-1,1\}} \cos(2\pi t(j_1 + s_2 j_2 + s_3 j_3 + \cdots + s_\ell j_\ell)) \right] dt \quad (1)
\]
\[
= \sum_{1 \leq j_1, j_2, \ldots, j_\ell \leq K} \frac{1}{2^{\ell-1}} \sum_{s_2, s_3, \ldots, s_\ell \in \{-1,1\}} \int_0^1 \cos(2\pi t(j_1 + s_2 j_2 + s_3 j_3 + \cdots + s_\ell j_\ell)) dt.
\]
Notice that all terms in the second sum are of the from \( \cos(2\pi xt) \) where \( x \in \{-\ell K, \ldots, -1, 0, 1, \ldots, \ell K\} \). Thus, the only terms that do not integrate to zero are those that have \( x = 0 \), each of which integrates to 1. Therefore, (1) is equal to \( \frac{1}{\ell!} \left( \text{# number of terms such that } j_1 + s_2 j_2 + \cdots + s_\ell j_\ell = 0 \right) \). For fixed \( j_2, j_3, \ldots, j_\ell \) and \( s_2, s_3, \ldots, s_\ell \), there can be at most one \( j_1 \) such that \( j_1 + s_2 j_2 + s_3 j_3 + \cdots + s_\ell j_\ell = 0 \). Moreover, there is a case where the sum cannot be zero, namely when all \( s_i = 1 \), since all \( j_i \in 1, 2, \ldots, K \). Thus, the (\# number of terms such that \( j_1 + s_2 j_2 + s_3 j_3 + \cdots + s_\ell j_\ell = 0 \)) \( \leq (2^{\ell-1} - 1) K^{\ell-1} \).

\[
\int_0^1 \left( \sum_{j=1}^K \cos(2\pi j t) \right)^\ell dt \leq \frac{2^{\ell-1} - 1}{2^{\ell-1} - 1} K^{\ell-1} = \left(1 - 2^{-(\ell-1)}\right) K^{\ell-1}.
\]

\[\blacksquare\]

**Lemma 3.8.** Let \( m \geq 2 \) and \( \{a_k\}_{k=1}^m \) be a collection of i.i.d. symmetric random variables that are \( \left(1 - \frac{4K}{(2K+1)^2}\right) \)-bounded of the exponent 2 with coefficient \( \frac{2K}{(2K+1)^2} \), then

\[
\mathbb{P}\left( \sum_{k=0}^m a_k = x \right) \leq \left(\frac{1}{2K+1}\right)^m + \frac{2}{K}.
\]

**Proof.** Suppose \( Q \) is a sufficiently large prime number.

\[
\mathbb{P}\left( \sum_{k=0}^m a_k = x \right) = \mathbb{E}\{ \sum_{k=0}^m a_k = x \}
\]

\[
= \frac{1}{Q} \mathbb{E} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} \exp\left(2\pi i \left( \sum_{k=0}^m a_k - x \right) \frac{\xi}{Q} \right)
\]

\[
\leq \frac{1}{Q} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} \prod_{k=0}^m |\mathbb{E} \exp(2\pi i a_k \xi/Q)|
\]

\[
\leq \prod_{k=0}^m \left(\frac{1}{Q} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} |\mathbb{E} \exp(2\pi i a_k \xi/Q)|^m\right)^{1/m} \text{ (by Hölder’s inequality).}
\]

Since \( m \geq 2 \), without loss of generality, we can assume that \( m \) is even and ignore the absolute value. Now by passing to the largest factor,

\[
\leq \frac{1}{Q} \left( \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} |\mathbb{E} \exp(2\pi i a_k \xi/Q)|^m\right) \text{ by symmetry of } a_k
\]

\[
= \frac{1}{Q} \left( \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} \left| \frac{1}{2K+1} + \frac{2}{2K+1} \sum_{j=1}^K \cos(2\pi j t) \right|^m \right) \text{ letting } a = \frac{1}{2K+1}, b = \frac{2}{2K+1}
\]

\[
\leq \frac{1}{Q} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} \left( a^m + \sum_{\ell=1}^m \left( \binom{m}{\ell} a^{m-\ell} \left( b \sum_{j=1}^K \cos(2\pi j t) \right)^\ell \right) \right).
\]
Here we pass to integral form and choose $Q$ large enough so that the error is at most $1/K$.

\[
\int_0^1 \left[ a^m + \sum_{\ell=1}^m \left( m \choose \ell \right) a^{m-\ell} \left( b \sum_{j=1}^K \cos(2\pi jt) \right)^\ell \right] dt + \frac{1}{K}
\]

\[
= a^m + \int_0^1 \sum_{\ell=1}^m \left( m \choose \ell \right) a^{m-\ell} \left( b \sum_{j=1}^K \cos(2\pi jt) \right)^\ell dt + \frac{1}{K}
\]

\[
= a^m + \sum_{\ell=1}^m \left( m \choose \ell \right) a^{m-\ell} b^\ell \int_0^1 \left[ \left( \sum_{j=1}^K \cos(2\pi jt) \right)^\ell \right] dt + \frac{1}{K}.
\]

From Lemma 3.7 we know the upper bound for the integral in the previous line, so

\[
\leq a^m + \sum_{\ell=1}^m \left( m \choose \ell \right) a^{m-\ell} b^\ell \left( 1 - 2^{-\ell-1} \right) K^{\ell-1} + \frac{1}{K}
\]

\[
\leq \left( \frac{1}{2K+1} \right)^m + \frac{1}{K} \sum_{\ell=1}^m 2^\ell K^\ell \left( m \choose \ell \right) \left( \frac{1}{2K+1} \right)^m + \frac{1}{K}
\]

\[
\leq \left( \frac{1}{2K+1} \right)^m + \frac{1}{K} \left( \frac{1}{2K+1} \right)^m (2K+1)^m + \frac{1}{K}
\]

\[
\leq \left( \frac{1}{2K+1} \right)^m + \frac{2}{K}.
\]

Let $C$ and $c$ be some constants that may change from line to line.

**Proposition 3.9.** Suppose $d \geq 2$, $a \in \mathbb{N}$, and $a > 1$. $K = K(d) \leq d^{a-1}$ is a naturally valued function, $m_0 = \sqrt{\frac{d}{\log^2 d}}$, and $f$ be a random polynomial from $\mathcal{P}_{d,K}$ with independent and uniformly distributed coefficients.

(1) The probability that $f$ is divisible by at least one cyclotomic polynomial of positive degree not exceeding $m_0$ is at most $O\left( \frac{1}{K} \right)$ as $d \to \infty$.

(2) if $K > cd$, for some constant $c$, then the probability that $f$ is divisible by at least one cyclotomic polynomial of positive degree not exceeding $m_0$ is at most $O\left( \frac{1}{K} \right)$ as $d \to \infty$.

**Proof.** Denote by $N_n$ the probability of the event that a random polynomial $f \in \mathcal{P}_{d,K}$ is divisible by $Q_n$.

Thus, $N_1$ and $N_2$ are the probability that a polynomial $f \in \mathcal{P}_{d,K}$ is divisible by $(x-1)$ or $(x+1)$. Note that a random polynomial $f$ is divisible by $(x-1)$ or $(x+1)$ if and only if $f(1) = 0$ or $f(-1) = 0$ respectively. Let us first estimate the probability of being divisible by $(x-1)$. In other words, we need to calculate the probability that a sum of coefficients $a_k$ adds up to 0. From Lemma 3.3 it follows that, $a_k$ is $\left( 1 - \frac{4K}{(2K+1)^2} + \epsilon \right)$-bounded of exponent 2 with coefficient $q = \frac{2K}{(2K+1)^2}$ for all $k \in \{0, 1, \ldots d\}$. From Lemma 3.4, for the first statement,
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and Lemma 3.8, for the second statement, it follows that

\[ \mathbb{P} \left( \sum_{k=0}^{d} a_k = 0 \right) \leq C \sqrt{\frac{(2K+1)^2}{Kd}} \text{ and } \mathbb{P} \left( \sum_{k=0}^{d} a_k = 0 \right) \leq \frac{C}{K} \]

Since \( \{a_k\} \) are symmetric random variables, thus, \( \{-a_k\} \) are also \( \left( 1 - \frac{4K}{(2K+1)^2} + \epsilon \right) \)-bounded of exponent 2 with coefficient \( q = \frac{2K}{(2K+1)^2} \). Therefore, plugging them into the spots that correspond to even degrees of \( x \) would imply that a similar argument works to estimate the probability of the event where \( f \) is divisible by \( (x+1) \). Thus,

\[ N_1 + N_2 \leq O \left( \sqrt{\frac{K}{d}} \right) \text{ and } N_1 + N_2 \leq O \left( \frac{1}{K} \right). \]

For \( n \geq 3 \) let \( f(z) = \sum_{j=0}^{d} a_j z^j \) be a polynomial in \( \mathcal{P}_{d,K} \) and let \( h(z) = \sum_{j=0}^{n-1} A_j z^j \), where

\[ A_j = \sum_{k \equiv j \pmod{n}} a_j. \] (2)

In the next step we are following [8, Section 4]. The polynomials \( f \) and \( h \) are congruent mod \( (z^n - 1) \). Thus, \( h \) is also divisible by \( Q_n(z) \). By [12, Theorem 5.1]

\[ n < C\phi(n) \log \log(\phi(n) + 2). \]

The coefficients \( A_j \) are determined by the divisibility of \( h \) by \( Q_n \). Thus from the definition of \( A_j \) it implies that all sums of fixed \( a_k (k \equiv j \pmod{n}) \phi(n) \leq j < n \) are also determined. Fixing these coefficients also determines the other \( a_k \), due to divisibility of \( h \) by \( Q_n \). From Lemma 3.3 it follows that these \( a_k \) are \( \left( 1 - \frac{4K}{(2K+1)^2} + \epsilon \right) \)-bounded of exponent 2 with coefficient \( q = \frac{2K}{(2K+1)^2} \).

Therefore, to prove the first statement of Proposition 3.9, we apply Lemma 3.4 with \( m = d/n \), which gives us an upper bound of \( C \sqrt{2n(2K+1)^2/2Kd} \) on the proportion of vectors \((a_j, a_{j+n}, \ldots, a_{j+[d-j]/n})\) to satisfy (2). As in [8] we notice that

\[ C \sqrt{2n(2K+1)^2/2Kd} \leq 2C \sqrt{Km_0 \log \log(m_0 + 2)/d} \leq \frac{C \sqrt{K}}{d^{l/4}}. \]

So \( N_n \leq C \left( \frac{K}{\sqrt{d}} \right)^{l/2} \) where \( l = \phi(n) > 2 \), therefore

\[ \mathbb{P}(f \in \mathcal{P}_{d,K} \text{ is divisible by at least one cyclotomic polynomial of degree up to } m_0) \]

\[ \leq N_1 + N_2 + C \left( \sum_{l=3}^{m_0} \# \{n : \phi(n) = l\} \left( \frac{K}{\sqrt{d}} \right)^{l/2} \right) \]

\[ \leq O \left( \sqrt{\frac{K}{d}} \right) + \left( \sum_{l=3}^{m_0} 2C l \sqrt{\log \log(l + 2) \sqrt{K}} \right) \]

\[ \leq O \left( \sqrt{\frac{K}{d}} \right). \]

Thus, the probability that \( f \) is divisible by at least one cyclotomic polynomial of positive degree not exceeding \( m_0 \) is at most \( O \left( \sqrt{\frac{K}{d}} \right) \).
Finally, the proof of the second inequality is similar to the one above, however we apply Lemma 3.8 with setting $m = d/n$ instead of Lemma 3.4 to get an upper bound of $C/K$ on the probability of vectors $(a_j, a_{j+n}, \ldots, a_{j+[(d-j)/n]})$ to satisfy (2). Same as above we notice that for $K$ large enough we have that $N_n \leq O(K^{-1})$ where $l = \phi(n) > 2$ Therefore,
\[
P(f \in \mathcal{P}_{d,K} \text{ is divisible by at least one cyclotomic polynomial}) \\
\leq N_1 + N_2 + \left( \sum_{l=3}^{d} \frac{\#\{n : \phi(n) = l\}}{K^l} \right) \\
\leq O\left( \frac{1}{K} \right) + \left( \sum_{l=3}^{K} \frac{2Cl\sqrt{\log \log(l+2)}}{K^l} \right) \\
\leq O\left( \frac{1}{K} \right).
\]

So as long as $K > cd$ the probability that $f$ is divisible by at least one cyclotomic polynomial of positive degree not exceeding $m_0$ is at most $O\left( \frac{1}{K} \right)$.

**Question 1** (Factors of low degree). The proof of Proposition 3.9 suggests that most of the contribution to the probability that $f$ is divisible by at least one cyclotomic polynomial come from being divisible by $N_1$ and $N_2$. This was established in [11]. Thus, it is of interest to determine what is the next likeliest cyclotomic polynomial to divide $f$. One could also investigate more carefully an upper bound of the probability of $f$ to be divisible by a non-linear cyclotomic polynomial of a degree not exceeding $m_0$, and possibly improve our bound.

**Proposition 3.10.** Suppose $d \geq 2$, $K = K(d) \leq d^{a-1}$ is a naturally valued function, and $m_0 = \sqrt{d} \log^2 d$. Also let $f$ be a random polynomial from $\mathcal{P}_{d,K}$ with independent and uniformly distributed coefficients. Then, the probability of $f$ being divisible by a noncyclotomic polynomial of positive degree not exceeding $m_0$ is at most $O\left( (2K + 1)^{-Cd/(\log d)^4} \right)$ for some positive constant $C$.

**Proof.** This proof is modeled on Konyagin’s proof of [8, Theorem 2]. First, let $m > 2$ be an integer and define
\[
g(z) = \sum_{j=0}^{m} b_j z^j \text{ such that } b_m = 1
\]
and
\[
M(g) = \prod_{j=1}^{m} \max(1, |z_j|),
\]
where $z_j$ are roots of $g$ counted with multiplicity for $1 \leq j \leq m$. We know that
\[
\log M(g) = \frac{1}{2\pi} \int_{0}^{2\pi} \log |g(e^{i\phi})|d\phi
\]
So, by Jensen’s inequality
\[
1 \leq M\left( \sum_{j=0}^{m} b_j z^j \right) \leq \sum_{j=0}^{m} |b_j|.
\]
If $M(g) = 1$ then by Kronecker’s theorem [9] all $z_j$ are roots of unity. Otherwise from [7] we get

$$\exp(\lambda_m) \leq M(g), \text{ where } \lambda_m = c \left( \frac{\log \log m}{\log m} \right)^3. $$

Now we will consider the case where our polynomial $f$ is divisible by a noncyclotomic polynomial $g$ such that $\deg(g) = m \leq m_0$. From [7, Lemma 3] we know that there exists a prime number $p$ such that $\log(2Kd+1) \frac{1}{\lambda_m} < p < 2\log(2Kd+1) \frac{1}{\lambda_m}$ and such that all $m$ roots of $g$ raised to the power of $p$ are algebraic numbers of degree $m$. Note, this also implies that they are distinct. Then, if $g_p(w) = \prod_{j=1}^{m} (w - z_j^p)$ we have

$$M(g_p) = M(g)^p \geq \exp(p\lambda_m) > 2Kd + 1. \quad (4)$$

Suppose that $g(z)$ divides both $f_1$ and $f_2$, which are two distinct polynomials from $\mathcal{P}_{d,K}$ and

$$f_1(z) - f_2(z) = \sum_{j=0}^{[d/p]} a_j z^{jp} = h(z^p).$$

We know that coefficients of the polynomial $h$ are in $[-2K; 2K]$. Thus, inequality (3) implies that $M(h) \leq 2Kd + 1$. On the other hand, every root $z_j^p$ of $g_p$ is also a root of $h$. Hence, $g_p$ divides $h$ and by the lower bound on $M(g)$ as in (4) we can see that $M(h) > 2Kd + 1$, which gives us a contradiction. Therefore, if $f \in \mathcal{P}_{d,K}$ is divisible by $g$ then $f$ is uniquely determined by its coefficients $a_j$, where $j \not\equiv 0 (\mod p)$.

Thus,

$$\# \{ f \in \mathcal{P}_{d,K} : g \mid f \} \leq \frac{(2K + 1)^d}{(2K + 1)^{d/p}} \leq \frac{(2K + 1)^d}{(2K + 1)^{d\lambda_m/2\log(Kd+1)}} \leq (2K + 1)^d \exp \left( \frac{-\log(2K + 1) d \lambda_m}{2\log Kd} \right). \quad (5)$$

To estimate the probability that polynomials $g$ of $\deg g \leq m_0$ divides at least one $f \in \mathcal{P}_{d,K}$, we consider any such polynomial

$$g(z) = \sum_{j=0}^{m} b_j z^j = \prod_{j=1}^{m} (z - z_j).$$

Since $|z_j| < K + 1$ for every $j$, representing the coefficients of the polynomial $g$ as symmetric polynomials of its zeros, we find $|b_j| \leq K^{m-j} \binom{m}{j} < (2K)^m$.

Thus,

$$\# \{ g : \exists f \in \mathcal{P}_{d,K} \text{ such that } g \mid f \} \leq \prod_{j=0}^{m_0} (2(2K)^{m_0} + 1) \leq (2K + 1)^{m_0}. $$

Recall that $\lambda_m = c \left( \frac{\log \log m}{\log m} \right)^3$ and $m_0 = \sqrt{d/\log(d/2)}$, hence the following inequality hold for sufficiently large $d$:

$$\lambda_m = c \left( \frac{\log \log(\sqrt{d}/(\log d))}{\log(\sqrt{d}/(\log d))} \right)^3 \leq 8c \left( \frac{\log(\log(d^{1/4})}{\log d} \right)^3 \quad (6)$$
Using these inequalities we derive upper bound on probability of interest

\[
P(f \in P_{d,K} \text{ is divisible by at least one noncyclotomic polynomial of degree } \leq m_0) \leq (2K + 1)^{m_0^2} \exp \left( \frac{-\log(2K + 1)d\lambda_{m_0}}{2\log Kd} \right)
\]

\[
= \exp \left( d \log(2K + 1) \left( \frac{1}{(\log d)^4} - \frac{\lambda_{m_0}}{2\log Kd} \right) \right)
\]

\[
\leq \exp \left( d \log(2K + 1) \left( \frac{1}{(\log d)^4} - \frac{c}{a} \frac{\lambda_{m_0}}{\log d} \right) \right)
\]

Where we used that \( K \leq d^{a-1} \) for some natural number \( a > 1 \). Using the inequality in (6) we get

\[
\leq \exp \left( \frac{d \log(2K + 1)}{\log d} \left( \frac{1}{(\log d)^3} - \frac{8c}{a} \left( \frac{\log (\log(d^{1/4}))}{\log d} \right)^3 \right) \right)
\]

\[
\leq \exp \left( \frac{d \log(2K + 1)}{\log d} \left( \frac{-c(d \log(d^{1/4}))^3}{(\log d)^4} \right) \right)
\]

\[
\leq \exp \left( \frac{d \log(2K + 1)}{\log d} \left( \frac{-C}{(\log d)^4} \right) \right)
\]

\[
\leq (2K + 1)^{-\frac{Cd}{(\log d)^4}},
\]

where these inequalities hold for sufficiently large \( d \) and some positive constant \( C \). This completes the proof.

Proposition 3.9 and 3.10 put together give the proof of Theorem 2.1.

**Proof of Theorem 2.1.** Statement of Theorem 2.1 follows directly from Proposition 3.9, Proposition 3.10, and the fact that

\[
O \left( (2K + 1)^{\frac{Cd}{(\log d)^4}} \right) \leq \min \left\{ O \left( \sqrt{\frac{K}{d}} \right) ; O \left( \frac{1}{K} \right) \right\}.
\]

Theorem 2.5 follows from the analogous argument to the one above with a slight modification in the non-cyclotomic case.

**Proof of Theorem 2.5.** Since

\[
m_0 = \frac{\sqrt{d}}{\log^2(d)} \geq \frac{\sqrt{d}}{\log^2(Kd)} = m_1
\]

we know that probability that \( f \in P_{d,K} \) is divisible by a cyclotomic polynomial up to degree \( m_0 \) is greater or equal to the probability that it is divisible by such a polynomial of degree \( m_1 \). So by Proposition 3.9 we know that

\[
P( f \in P_{d,K} \text{ is divisible by at least one cyclotomic polynomial of degree up to } m_1) \leq O \left( \sqrt{\frac{K}{d}} \right)
\]
and if \( e^{(d^{0.25}/b)/d} > K \geq cd \), then

\[
P(f \in P_{d,K} \text{ is divisible by at least one cyclotomic polynomial of degree up to } m_1) \leq O\left(\frac{1}{K}\right).
\]

Now to prove analog of Proposition 3.10 we need to make sure that \( \lambda_{m_1} \) is well defined. In fact, this is what defines an upper bound of \( e^{(d^{0.25}/b)/d} > K \), where \( b := \exp\left(e^{1/\sqrt{4c_1}/2}\right) \) for some constant \( c_1 \). By the same argument as in the proof of Proposition 3.10 up until the equation (7) we get that

\[
P(f \in P_{d,K} \text{ is divisible by at least one noncyclotomic polynomial of degree } \leq m_1) \leq (2K + 1)^{m_1^2} \exp\left(-\frac{\log(2K + 1)d\lambda_{m_1}}{2\log(Kd)}\right)
\]

\[
= \exp\left(\frac{\log(2K + 1)d}{\log(Kd)}\right) \left(\frac{1}{\log(Kd)}^3 - \frac{\lambda_{m_1}}{2}\right)
\]

Now, since \( K < e^{(d^{0.25}/b)/d} \), where \( b = \exp(e^{1/\sqrt{4c_1}/2}) \), we have that \( \log(m_1) > 1 \) and \( (\log \log(m_1))^3 > \frac{1}{4c} \) for sufficiently large \( d \), so we get that

\[
\leq \exp\left(\frac{d\log(2K + 1)}{\log(Kd)}\left(\frac{1}{\log(Kd)}^3 - \frac{C}{2} \left(\frac{\log(m_1)}{\log(m_1)}\right)^3\right)\right)
\]

\[
\leq \exp\left(\frac{d\log(2K + 1)}{\log(Kd)}\left(\frac{1}{\log(Kd)}^3 - \frac{8c}{2} \left(\frac{\log(m_1)}{\log(m_1)}\right)^3\right)\right)
\]

\[
\leq \exp\left(\frac{d\log(2K + 1)}{\log(Kd)}\left(\frac{1}{\log(Kd)}^3 - 4c \frac{\log(m_1)^3}{\log(Kd)^3}\right)\right)
\]

Using that for \( d \) large enough \((\log \log(m_1))^3 > \frac{1}{4c}\) we have that for some some constant \( C > 0 \)

\[
\leq \exp\left(d\log(2K + 1)\left(-\frac{C}{\log(Kd)^3}\right)\right)
\]

\[
= (2K + 1)^{d\log(2K + 1)\left(-\frac{C}{\log(Kd)^3}\right)}
\]

\[
\leq \min\left\{O\left(\sqrt{\frac{K}{d}}\right); O\left(\frac{1}{K}\right)\right\} \quad \text{as } d \to \infty.
\]

This implies the desired result. \( \blacksquare \)

4. Hilbert’s irreducibility theorem with different parameters

In this section we present an alternative way of studying irreducibility of polynomials as both range of coefficients and degree tend to infinity. This approach based on a proof of classical Hilbert’s irreducibility theorem that I learned from Philip Matchett Wood in private conversations [14].

**Theorem 4.1.** Let \( f(x) \in P_{d,K} \). We have \( \mathbb{P}(f(x) \text{ is irreducible}) \to 1 \) as \( d \) and \( K \to \infty \) as long as

\[
d \leq \log_2(K) - \log_2(1 + \log(K)^2).
\]
Proof. We first estimate the number of reducible polynomials in $\mathcal{P}_{d,K}$. By Bertrand’s Postulate, there is $p$, which is a prime number, such that $2K + 1 \leq p \leq 4K$. Let $N_k$ be the number of reducible polynomials $f(x)$, such that $f(0) = k$ for each $k \in [-K, K]$. Since there are at most $(2K + 1)^{d-1}$ polynomials with constant coefficient 0 we know that

$$N_0 \leq (2K + 1)^{d-1}.$$  

For $k \neq 0$, there are $a, b > 0$ such that $a + b = d$ and

$$f(x) = (x^a + na_{a-1}x^{a-1} + \cdots + n_1x + k_1)(x^b + mb_{b-1}x^{b-1} + \cdots + m_1x + k_2).$$  

(8)

From the fact that the product of $k_1$ and $k_2$ is equal to $k$ it follows that the number of such pairs $(k_1, k_2)$ is at most $2^{\tau(k)}$, where $\tau(k)$ is the number of positive divisors of $k$. We also notice that polynomials factor in the same way as above viewing (8) modulo $p$. Since we chose $p \geq 2K + 1$, then any distinct factorizations of $f(x)$ over the integers would remain distinct modulo $p$. Thus, when we estimate $N_k$ for $k \neq 0$, we can consider factorization of polynomials modulo $p$ instead of over the integers. Modulo $p$, there are at most $p^{a-1}$ possible coefficients $n_i$ and $p^{b-1}$ possible coefficients $m_i$. Thus,

$$\# \text{(reducible polynomials in } \mathcal{P}_{d,K}) = \sum_{k=-K}^{K} N_k$$

$$\leq (2K + 1)^{d-1} + 2 \sum_{k=1}^{K} p^{a+b-2}2^{\tau(k)}$$

$$\leq (4K)^{d-2} \left( 4K + 4 \sum_{k=1}^{K} \tau(k) \right).$$

Now by a theorem proved by Dirichlet [1, Theorem 3.3] we have that

$$\sum_{k=1}^{K} \tau(k) = K \log K + O(K),$$

hence

$$\mathbb{P}(f(x) \text{is reducible}) \leq \frac{(4K)^{d-2}(4K + O(K \log K))}{(2K + 1)^d}$$

$$\leq \frac{(4K)^{d-1}}{(2K)^d} + O \left( \frac{4^{d-2}K^{d-1} \log K}{(2K)^d} \right)$$

$$\leq O \left( \frac{2^{d-2} \log K}{K} \right)$$

$$\leq O \left( \frac{2^d(1 + \log K)}{K} \right)$$

which goes to zero as $K \to \infty$ as long as $d = o \left( \log_2 K - \log_2 (1 + \log K) \right)$. This completes the proof.

Proof. 

Theorem 4.2. Let $f_d(x) = x^d + a_{d-1}x^{d-1} + a_{d-2}x^{d-2} + \cdots + a_1x + a_0$ be a random polynomial of degree $d$ with integer coefficients $a_i$, where $a_i$ are i.i.d. centered binomial random variables with parameters $4^{2d}$ and $p = \frac{1}{2}$, then

$$\mathbb{P}(f_d(x) \text{ is irreducible over } \mathbb{Z}) \to 1 \quad \text{as} \quad d \to \infty$$
Proof. First, we fix $b_0, b_1, \ldots, b_{n-1} \in \{-K, -K + 1, \ldots, K\}$. Polynomial $f_d(x)$ has $b_i$'s as its coefficients with the following probability
\[
\mathbb{P}(a_i = b_i \text{ for each } 0 \leq i \leq n - 1) \leq \mathbb{P}(a_i = 0 \text{ for each } 0 \leq i \leq n - 1) = \prod_{i=0}^{n} \mathbb{P}(a_i = 0) = (\mathbb{P}(a_i = 0))^d = \left( \frac{1}{4^d \sqrt{2\pi}} \right)^d.
\]
Therefore, the probability that $f_d$ is reducible can be calculated by dividing it in two cases: when for all $i \leq d - 1$ $a_i \leq 4^d$ and otherwise. So we can rewrite the probability of interest as
\[
\mathbb{P}(f_d(x) \text{ is reducible}) = (\# \text{ of reducible polynomials}) \cdot (A + B),
\]
where
\[
A = \mathbb{P}(a_i = b_i \text{ for each } 0 \leq i \leq d - 1 \text{ and } |a_i| \leq 4^d)
\]
and
\[
B = \mathbb{P}(a_i = b_i \text{ for each } 0 \leq i \leq d - 1 \text{ and } \exists i \text{ such that } |a_i| > 4^d).
\]
By Hoeffding inequality for all $i$
\[
\mathbb{P}(|a_i| > 4^d) \leq 2 \exp \left( -\frac{2^d}{d} \right),
\]
so by union bound
\[
\mathbb{P}(|a_i| > 4^d \text{ for some } i) \leq 2d \cdot \exp \left( -\frac{2^d}{d} \right). \tag{9}
\]
Now, from the argument in Theorem 4.1 follows that the number of reducible polynomials can be bounded by $(4K)^{d-2}(4K + O(K \log K))$, where $|a_i| \leq K$. Since the bound in (9) decays to 0 as $d \exp(-4^d/d)$ and $K \leq 4^d$ we conclude that
\[
(\# \text{ of reducible polynomials}) \cdot B = o(1)
\]
To estimate the rest we set $K = 4^d$. By simplifying the expression above we get that
\[
(\# \text{ of reducible polynomials}) \leq O \left( 4^{d-1} \left(4^d\right)^{d-1} + 4^{d-2} \left(4^d\right)^{d-1} \log (4^d) \right).
\]
Thus,
\[
\mathbb{P}(f_d(x) \text{ is reducible}) = \mathbb{P}(a_i = b_i \text{ for each } 0 \leq i \leq n - 1 \text{ given that } |a_i| \leq 4^d) \times (\# \text{ of reducible polynomials}) + o(1)
\]
\[
= C \left( \frac{4^{d-2}4^{d(d-1)}}{(\sqrt{2\pi}4^d)^d} \right) \left( 4 + \log \left(4^d\right) \right) + o(1)
\]
\[
\leq C \left( \frac{2^{2d-4}4^{d(d-1)}}{2^d4^d} \right) \left( 4 + \log \left(4^d\right) \right) + o(1)
\]
\[
\leq C \left( \frac{2^{d-4} \log (4^d)}{4^d} \right) + o(1) \to 0 \text{ as } d \to \infty.
\]
Therefore, $\mathbb{P}(f_d(x) \text{ is reducible}) \to 0$ as $n \to \infty$. \qed
Appendix A.

Recall that, as in [5], we define a random variable to be \( p \)-bounded of exponent \( r \) in the following way:

**Definition A.1.** Let \( p, q \in \mathbb{R}_+ \) such that \( 0 < q < p < 1 \) and let \( r \in \mathbb{Z}_+ \). A \( \mathbb{Z} \)-valued random variable \( a \) is called \( p \)-bounded of exponent \( r \) if there exists a \( \mathbb{Z} \)-valued symmetric random variable \( \beta(\mu) \) taking value 0 with probability \( 1 - \mu = p \) such that the following conditions holds:

1. \( \max_x P(a = x) \leq p \)
2. \( q \leq \min_x P(\beta(\mu) = x) \) and \( \max_x P(\beta(\mu) = x) \leq p \)
3. \( \forall t \in \mathbb{R} \) we have \(|E(\exp(2\pi i a t))|^r \leq E(\exp(2\pi i \beta(\mu) t)) \).

The third condition can be rewritten as

\[
|E(\exp(2\pi i a t))|^r \leq E(\exp(2\pi i \beta(\mu) t)) = 1 - \mu + \mu \sum_s p_s \cos(2\pi b_s t),
\]

where \( p_s = P(\beta(\mu) = b_s)/\mu = P(\beta(\mu) = -b_s)/\mu \). To proof of Lemma 3.3 follows from straightforward computations.

**Proof of Lemma 3.3.** Set \( p_0 = \frac{1}{2K+1} \). By the symmetry of \( A \) we have

\[
|E \exp(2\pi i A t)| = \left| p_0 + \frac{2}{2K+1} \sum_{j=1}^K \cos(2\pi j t) \right|.
\]

Thus,

\[
|E \exp(2\pi i A t)|^2 = \left( p_0 + \frac{2}{2K+1} \sum_{j=1}^K \cos(2\pi j t) \right)^2
= p_0^2 + \frac{4p_0}{2K+1} \sum_{j=1}^K \cos(2\pi j t) + \frac{4}{(2K+1)^2} \left( \sum_{j=1}^K \cos(2\pi j t) \right)^2.
\]

Converting the product of cosines into the sums we get

\[
= p_0^2 + \frac{4p_0}{2K+1} \sum_{j=1}^K \cos(2\pi j t) + \frac{4}{(2K+1)^2} \left( \sum_{j=1}^K \cos(2\pi j t) \cos(2\pi j t) \right)
= p_0^2 + \frac{4p_0}{2K+1} \sum_{j=1}^K \cos(2\pi j t) + \frac{2}{(2K+1)^2} \sum_{j=1}^K \cos(4\pi j t)
+ \frac{4}{(2K+1)^2} \sum_{j<i} \left( \cos(2\pi (i-j) t) + \cos(2\pi (j+i) t) \right).
\]
Finally grouping the terms based in the cosines we derive that

\[ p_0^2 + \frac{2}{(2K + 1)^2} + \frac{4p_0}{2K + 1} \sum_{j=1}^{K} \cos(2\pi jt) + \frac{2}{(2K + 1)^2} \sum_{j=1}^{K} \cos(4\pi jt) \]

\[ = p_0^2 + \frac{2}{(2K + 1)^2} + \frac{4p_0}{2K + 1} \sum_{j<i}^{K} \cos(2\pi(j+i)t) \]

\[ = p_0^2 + \frac{2}{(2K + 1)^2} + \left( \frac{4p_0}{2K + 1} + \frac{4}{(2K + 1)^2}(K-1) \right) \cos(2\pi t) \]

\[ + \left( \frac{4p_0}{2K + 1} + \frac{4}{(2K + 1)^2}(K-2) + \frac{2}{(2K + 1)^2} \right) \cos(4\pi t) \]

\[ + \left( \frac{4p_0}{2K + 1} + \frac{4}{(2K + 1)^2}(K-3) + \frac{4}{(2K + 1)^2} \right) \cos(6\pi t) \]

\[ + \left( \frac{4p_0}{2K + 1} + \frac{4}{(2K + 1)^2}(K-4) + \frac{2}{(2K + 1)^2} + \frac{4}{(2K + 1)^2} \right) \cos(8\pi t) \]

\[ \ldots \]

\[ + \left( \frac{2}{(2K + 1)^2} \right) \cos(4K\pi t). \]

Hence,

\[ |E\exp(2\pi iAt)|^2 \leq 1 - \frac{4Kp_0}{2K + 1} + \left( \frac{4p_0}{2K + 1} + \frac{4}{(2K + 1)^2}(K-1) \right) \cos(2\pi t). \]

Thus, for \( p_0 = \frac{1}{2K+1} \beta^{(\mu)} \) can be constructed as follows:

\[ \beta^{(\mu)} = \begin{cases} 
1, & \text{with probability } \frac{2K}{(2K+1)^2} \\
0, & \text{with probability } 1 - \frac{4K}{(2K+1)^2} \\
-1, & \text{with probability } \frac{2K}{(2K+1)^2}
\end{cases} \]  \hspace{1cm} (10)

Therefore A is \( \left( 1 - \frac{4K}{(2K+1)^2} \right) \)-bounded of exponent 2 with \( q = \frac{2K}{(2K+1)^2} \).

\[ \blacksquare \]

Proof of Lemma 3.4. For each \( k \) denote \( \beta_k^{(\mu)} \) as symmetric random variable from Definition 3.2 that correspond to \( a_k \). Also suppose \( Q \) a sufficiently large number. Finally, to simplify the notation, let us denote \( \sum_{k=0}^{Q} a_k = X_m \).
\[ P(X_m = x) = \mathbb{E} \mathbf{1}_{\{X_m = x\}} \]

\[ = \frac{1}{Q} \mathbb{E} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} \exp(2\pi i (X_m - x) \xi / Q) \]

\[ \leq \frac{1}{Q} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} \prod_{k=0}^{m} |\mathbb{E} \exp(2\pi i a_k \xi / Q)| \]

\[ \leq \prod_{k=0}^{m} \left( \frac{1}{Q} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} |\mathbb{E} \exp(2\pi i a_k \xi / Q)|^m \right)^{1/m} \quad \text{(by Hölder’s inequality)} \]

\[ \leq \frac{1}{Q} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} |\mathbb{E} \exp(2\pi i a_{k_0} \xi / Q)|^m, \]

where \( k_0 \) corresponds to the largest factor in the previous line. Since \( \{a_k\} \) are identical, we know \( P(\beta^{(\mu)} = 1) = \mu p_{k_0}/2 \). Thus, since \( \mu p_{k_0} \geq 2q \), by applying the inequality from [13, Corollary 7.13] we get the following:

\[ \leq \frac{1}{Q} \sum_{\xi \in \mathbb{Z}/Q\mathbb{Z}} \left( 1 - 2q + 2q \cos(2\pi \xi / Q) \right)^{m/r} \quad (12) \]

\[ \leq \int_0^1 \left( 1 - 2q + 2q \cos(2\pi t) \right)^{m/r} dt + \frac{1}{m} \]

\[ = \frac{C \sqrt{r}}{\sqrt{qm}} \]

\[ \blacksquare \]
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