Interaction from Structure using Machine Learning: in and out of Equilibrium
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Prediction of pair potential given a typical configuration of an interacting classical system is a difficult inverse problem. There exists no exact result that can predict the potential given the structural information. We demonstrate that using machine learning (ML) one can get a quick but accurate answer to the question: “which pair potential lead to the given structure (represented by pair correlation function)?” We use artificial neural network (NN) to address this question and show that this ML technique is capable of providing very accurate prediction of pair potential irrespective of whether the system is in a crystalline, liquid or gas phase. We show that the trained network works well for sample system configurations taken from both equilibrium and out of equilibrium simulations (active matter systems) when the later is mapped to an effective equilibrium system with a modified potential. We show that the ML prediction about the effective interaction for the active system is not only useful to make prediction about the MIPS (motility induced phase separation) phase but also identifies the transition towards this state.
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I. INTRODUCTION

One of the basic questions in statistical mechanics is what structure a system of interacting particles will attain given a microscopic pair wise interaction at a given temperature. Typically this kind of questions are addressed either by Molecular Dynamics (MD) or Monte Carlo simulation or some semi-analytical approach like integral equation theory (see [1–6] for a non exhaustive list of references and [7] for a detailed review) which enables one to calculate the pair correlation function \(g(r)\) or structure factor \(S(q)\) (related to \(g(r)\) through Fourier Transform) when the pairwise interaction potential \(V(r)\) is known. On the other hand, an inverse problem is the prediction of pair potential from a typical configuration of system of particles (or a structural correlation like \(S(q)\) or \(g(r)\)). The inverse theorem[8] says that for the fluids with only pairwise interaction (quantum or classical), the pair potential \(V(r)\) that leads to a specific \(g(r)\) is unique and it makes the above mentioned question a well defined one. This theorem has been proved multiple times in different context[8–11]. By construction the theorem proves the uniqueness but does not provide a prescription to connect structure to interaction. Initial exploration in this direction was started by Johnson, Hutchinson and March[3, 4] where they used Born-Green (BG) hierarchy and Percus Yevick theory to get an approximate result. Several other methods also have been proposed along a similar line. To name a few the iterative method by Schommer and Soper[12, 13], the LWR scheme by Levesque, Weis and Reatto[14], Reverse Monte Carlo method[15, 16] and Force Matching Method[17, 18] etc. were discovered over the years. But till today, there exits no exact result that can answer this question. Instead most of the methods described before, do it in a approximate manner using iterative refinements of the pair potential to achieve a desired structure. These existing methods are numerically quite involved and in many cases being iterative computationally complex. Using a completely different route, we addressed the above mentioned inverse problem using...
In the past few years, ML approaches have been extensively used to address novel scientific problems in almost all branches of research [19]. To find the mass of the galaxy cluster [20, 21] in astrophysics/cosmology, generate an accurate force field (FF) in chemical physics [22] or to learn the new phases of a certain quantum system [23] the ML methods have been proved to be of unprecedented use. Use of ML tools in this problem makes it addressable without going into involved mathematical or numerical schemes. The benefit of the ML approach is also that it is simple and accurate and can be used easily as a numerical tool bypassing complex iterative numerical methods. Such neural network based ”quick and dirty” method has been explored before [24] on liquid phase, to predict the pair interaction from the structure factor $S(q)$ of a liquid. Instead we used pair correlation function $g(r)$ as training feature for our NN and have showed that this method is also extendable for crystal as well as gaseous phase.

We further show the validity and effectiveness of the method in out of equilibrium scenario (namely in an active matter system). To establish that we first show the effectiveness and accuracy of the ML method for a family of potentials where the degree of attractiveness can be tuned quite easily. Using MD simulation we generated pair correlation functions from equilibrium snapshots from each such pair potential at a particular density and temperature. We first make sure this process of learning works using neural network and it can predict with desired accuracy. Once the success of the method has been demonstrated for the equilibrium systems with different phases (crystal, liquid and gas) we extend the same methodology for a specific out of equilibrium system known as active matter [25–28]. We take a canonical and well known example of such active matter system: active brownian particle (ABP) model. This model system [29–33] has been used quite extensively to model the motion of self propelled Janus colloid, bacteria etc. and the model shows a novel phase separation process known as motility induced phase separation (MIPS). Estimation of effective two body interaction (when mapped into an equilibrium problem) for ABP has been worked out in many recent works [34, 35]. Mapping an active matter system in general [34, 36–39] or a living system [40] to an effective equilibrium scenario to understand the underlying emergent interaction has generated significant interest. Hence using an alternative and generic path, we have shown that the ML based method works well for out of equilibrium systems; especially it can predict quite correctly the transition from gaseous to MIPS like phase and the effective interaction required to observe MIPS. We also verified the accuracy of the prediction by comparing the pair correlation function of the active particle (ABP) simulation and the passive simulation with predicted effective pair potential.

The rest of the paper is organized as follows. In Sec. II we introduce basic methodology for training data generation using MD and about the scheme of machine learning. In Sec. III we describe the results with three subsections: A, B, C. In subsection A we discuss the training and testing of the ML model. In subsection B we discuss the results for the equilibrium system. In subsection C we analyse the results from the out of equilibrium (ABP) system which includes qualitative prediction about the crossover to the MIPS phase. In this subsection, we also discuss the predicted effective potential for the active system along with the quality of the predictions. Finally, in Sec. IV we conclude with a summary and a discussion. Some technical details of the machine learning algorithms are described in the the Appendixes.

II. METHODOLOGY

As detailed in Fig. 1, we first generate the training data for the ML model by performing a set of equilibrium molecular dynamics simulation with different interaction potentials $V(r)$ at a fixed temperature and density. We then calculate the average pair correlation function for each parameter set (representing the corresponding potential) from those equilibrium configurations. This above formalism of getting structural information from potential (top part of the panel in Fig. 1) is one of the standard problems in statistical mechanics and condensed matter physics. Now to implement the reverse route (bottom part of the panel in Fig. 1) we use pair correlation function as training data for a supervised machine learning scheme. The supervised ML was implemented using a neural network (NN) model. The details of the steps are
The Equation of motion reads as
\[
\frac{d\mathbf{r}_i}{dt} = -\frac{1}{\zeta} \sum_{j \neq i} \frac{\partial V}{\partial \mathbf{r}_i} (|\mathbf{r}_i - \mathbf{r}_j|) + \eta_i(t) \quad (1)
\]
where \( \mathbf{r}_i \) is the position vector of the \( i \)th particle, \( \zeta \) is the friction coefficient, \( V \) is the interaction potential. The thermal noise, \( \eta_i(t) \), has zero average and is delta-correlated \( i.e. \ \langle \eta_i(t) \eta_j(t') \rangle = 2D\delta_{ij}\delta(t-t')I \) where \( D \) is the translational diffusion coefficient \( D = \frac{k_B T}{\zeta} \) and \( I \) is the identity matrix. We keep the temperature fixed at \( T = 0.2 \), \( \zeta = 1.0 \) and maintained the area fraction \( \phi = 0.45 \). For the purpose of training we parametrise the potential using the form:
\[
V = 4\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^a - \lambda \left( \frac{\sigma}{r_{ij}} \right)^b \right] \quad (2)
\]
where \( \epsilon \) and \( \sigma \) set the scale for energy and length respectively. We have set the value of \( \epsilon = 10 \), \( \sigma = 1.0 \) for all the training simulation result described here. All the potentials has been truncated and shifted at \( r_c = 1.5\sigma \) such that both the potential and force remain continuous at \( r = r_c \) and this has been achieved by a second order smoothing function. Note that by choosing \( a, b \) (which controls the stiffness of the repulsive and attractive part of the potential respectively) and \( \lambda \) which controls the relative strength of the attractive versus repulsive interaction) carefully, we can generate a family of pair potentials which include completely repulsive, moderately attractive to strongly attractive pair interactions.

During the MD we allow the system to reach the steady state (by allowing \( \sim 10^8 \) MD steps) and then collect 100 equally spaced equilibrium configurations from each trajectory (over a period of \( \sim 10^8 \) MD steps). All the structural correlations \( g(r) \) are time average over 100 such equilibrium configurations.

**B. Machine Learning**

The structure of the resulting MD configurations were quantified by calculating pair correlation function \( (g(r)) \) defined as follows,
\[
g(r) = \frac{A}{2\pi r N^2} \left( \sum_i \sum_{j(i \neq j)} \delta(r - r_{ij}) \right) \quad (3)
\]
Here, \( r_{ij} = |r_i - r_j| \), where \( r_i \) and \( r_j \) are the position vectors of the \( i \)th and \( j \)th particle respectively. \( A \) is the area of the simulation box and \( N \) is the total number of particle simulated. The angular bracket \( \langle \ldots \rangle \) represents time average over independent equilibrium snapshots, as mentioned before. We further train a NN to predict the underlying potential in which MD simulation was performed given the pair correlation function as input (see Figure 1). We train a NN having 3 hidden layers with 1000 nodes in each layer. “Leaky ReLu” activation function was used for all 3 fully connected hidden layers. “Linear” activation function was used for the output layer. “L1” regularization scheme was further used to prevent over fitting. The pair correlation function was binned to generated 100 points while the potential was discretized in \( n_0 = 20 \) points. Therefore, our machine learning model had 1000 dimensional input and 20 dimensional output. We have used the open source library KERAS[41] for the implementation of the NN. We have also explored the case with larger output vector (with \( n_0 = 40 \) points) for this and obtained similar results (for details see Appendix A and Fig. A.1).
FIG. 4. (Color online) (a) Segregation order parameter $f_{\rho}$, that characterises mesoscopic fluctuations in the system shows crossover from a homogeneous steady state (see (c) for the snapshot) to a motility induced phase separated state (see (d) for the snapshot). (b) Strength of the attractive interaction or $V_a$ (measured from the predicted potentials from ML) also show a similar crossover at $\text{Pe} \approx 100$.

III. RESULTS

A. Training and Testing of the Machine Learning Model

As previously mentioned, we first do passive simulations for $\sim 2000$ independent pair potentials, parametrised by few constants (see II A for details). We chose pair correlation function $g(r)$ to be the training feature. The entire data set for the NN training was divided into training and test data set. To generate the learning curve (see Fig. 2) of our model, we gradually increase the number of data points in the training data set and evaluate the quality of the trained model on a data set with 100 points (test data). The quality of the trained model was assessed by calculating the accuracy ($r^2$) (see Eq. 6) and relative error ($RE$) (see Eq. 7) of the NN prediction over the actual value (see Fig. 2). For that we first calculate mean absolute error and accuracy ($r^2(j)$ and $MAE(j)$) respectively for $j$-th component of the output vector with $j \in [1, n_0]$ as

$$r^2(j) = 1 - \frac{\sum_{i=1}^{M} (y_{ij} - f_{ij})^2}{\sum_{i=1}^{M} (y_{ij} - \langle y_{i} \rangle)^2} \tag{4}$$

and

$$MAE(j) = \frac{\sum_{i=1}^{M} |y_{ij} - f_{ij}|}{M} \tag{5}$$

where $y_{ij}$ is the NN predicted value and $f_{ij}$ is the actual value for the $j$-th component of the output vector for $i$-th test data and $\langle y_{i} \rangle = \frac{1}{M} \sum_{j=1}^{n_0} y_{ij}$. Also, $M$ is the total number of data points in the test set and $n_0$ is the dimension of the output vector. Finally we define $r^2$ and $RE$ as,

$$r^2 = \frac{1}{n_0} \sum_{j=1}^{n_0} r^2(j) \tag{6}$$

$$RE = (\bar{f})^{-1} \sum_{j=1}^{n_0} MAE(j) \tag{7}$$

where $\bar{f} = \frac{1}{Mn_0} \sum_{i=1}^{M} \sum_{j=1}^{n_0} |f_{ij}|$. As evident from the learning curve (see Fig. 2), a fairly accurate model is achieved within few hundred data points in the training set (see Appendix C and Fig. C.1 and for Fig. C.2 the details about optimal fitting). We have also explored Random Forest (RF) machine learning model (see Appendix B and Fig. B.1 for details) but this yields relatively poor results in terms of accuracy and error.

B. Equilibrium System

To exhibit the predictive power of the trained NN, we plot the predicted potential, together with the actual ones for three different test cases (gas, liquid and crystal phase). In Fig. 3, we demonstrate the accuracy of the prediction by comparing the true potential (red solid line) and the predicted potential (blue dashed line) obtained using the NN. As shown in the Fig. 3, our ML model works quite well irrespective of the phase of the system i.e. liquid, gas and crystal (for the snapshots of the system in corresponding phases see insets of Fig. 3).

For simplicity our methodology is explained here in two dimensions as a paradigmatic case. But, in two dimensions true crystalline order is impossible to attain at any finite temperature because the low energy excitations which will kill any long range continuous translational order [42]. However, it is relatively straightforward to extend our methodology for three or higher dimensional systems where such pathology is absent.

C. Non-Equilibrium System

As a canonical example of non-equilibrium system we use the active brownian particle (ABP) system. This
model has been extensively studied in the active matter literature [29–32] especially to understand the motility induced phase separation (MIPS). In this article we would like to understand whether it is possible to estimate the effective potential that would lead to structures similar to the one sampled from the active system. The equation of motion for the active particle has an additional term,

$$\frac{d\mathbf{r}_i}{dt} = -\frac{1}{\zeta} \sum_{j \neq i} \frac{\partial V_i(|\mathbf{r}_i - \mathbf{r}_j|)}{\partial \mathbf{r}_i} + f\mathbf{n}_i + \eta_i(t) \quad (8)$$

where \(\mathbf{n}_i\) is the unit vector associated with the orientation of active forcing or propulsion associated with the \(i\)-th particle. The propulsion force has magnitude \(f\) and \(\mathbf{n}_i \equiv \{\cos \theta_i, \sin \theta_i\}\) where \(\theta_i\) is the angle along which the active forcing is acting on the \(i\)-th particle. The dynamics is diffusive for \(\theta_i\) with \(D_\theta = \frac{1}{\tau_p}\). The net activity in such a system can be measured by a dimensionless quantity: Péclet number where \(\text{Pé} = \frac{f_\tau}{D_\sigma}\). For small Pé one can see uniform or homogeneous phase and for large Pé the system phase segregates. As the underlying potential for the active simulation is strictly repulsive the clustering can be imagined to be appearing from an effective attraction [34, 39, 43] generated from the persistent active forces. We want to estimate this effective potential and then would like to test the results through the passive simulation where we incorporate the predicted potential.

We first analysed whether the ML algorithm qualitatively works or not. For that we performed non-equilibrium simulations for different value of \(f\) and \(\tau_p\) such that we can cover a large range \((10^{-2} \leq \text{Pé} \leq 1000)\) in Péclet number to see the crossover from a gas of active particles to the motility induced phase separated state. The order parameter which measures the degree of segregation or spatial density inhomogeneity is defined as,

$$f_\rho = \sqrt{\left\langle n^2 \right\rangle - \left\langle n \right\rangle^2} / \left\langle n \right\rangle \quad (9)$$

where \(n\) is the number of particles in a finite size area element inside the simulation domain. For this computation we have divided our system into 100 boxes (where each box represents one area element) giving rise to \(\left\langle n \right\rangle = 40\) (for total number of particles \(N_p = 4000\)). The order parameter \(f_\rho\) clearly captures (see Fig. 4) the transition from active homogeneous gas state (with low \(f_\rho\)) to the MIPS (with high \(f_\rho\)) as a function of increasing Pé. To correlate that with the prediction from ML algorithm we quantified the net strength of the attractive part \((V_a)\) (Eq. 10) of the predicted potential defined as follows (see SI for more details).

$$V_a = \int_0^\infty W(r) V(r) dr \quad (10)$$

where \(V(r)\) is the predicted two body potential from the NN and \(W(r) = 1\) if \(V(r) < 0\) and \(W(r) = 0\) otherwise. If we plot the attractive part \((V_a)\) of the predicted potential as a function of Péclet number Pé we see a crossover from \(V_a \sim 0\) to finite \(V_a\) (see Fig. 4). Note that a non-zero, finite \(V_a\) suggests an effective attractive potential therefore a phase separated state (provided the system is below the critical temperature \(T_c\) for phase segregation) and a gaseous state otherwise. This similarity (see Fig. 4 (a) and (b)) in the crossover suggests that the prediction about the effective pair potential is qualitatively giving us the correct picture of the transition to MIPS state.

We then take one step ahead to ask the question how accurate is the prediction if we focus on a single parameter (say a fixed Péclet number, i.e. the case of a fixed value of \(f\) and \(\tau_p\)). We calculated pair correlation function \(g(r)\) from MIPS (red solid line) and passive simulation with NN predicted potential (blue dashed line). Section of the snapshots taken from MIPS (red solid line) and passive simulation (d) with NN predicted potential for a visual comparison between the states.

![Fig. 5.](image)
IV. DISCUSSION & CONCLUSION

Here in this article we address the problem of predicting pair potential from static structure (by using pair correlation function \( g(r) \)) using machine learning tools. We show that the multi-layer neural network can be trained to predict the potential quite accurately in equilibrium scenario for all phases: crystal, liquid and gas. We then extend our approach for active matter problems to demonstrate its accuracy and effectiveness in predicting the MIPS transition and effective potential for MIPS like phases. Note that our mapping to equilibrium approach using ML, cannot really understand the dynamical non-equilibrium properties of active matter. Indeed, there are a plethora of non-equilibrium phenomena that a passive system with an effective attractive interaction cannot reproduce [44–49]. In future we plan to extend our methods to explore similar dynamical aspects of active matter systems using ML methods (see [50] where a similar question has been addressed very recently). We also plan to extend this method to include more complicated cases like binary mixture or poly-disperse systems. It also remains as an open questions, whether the above mentioned approach can be extended for three body or higher order interactions [51]. The parametrizations of the potential represents a family of pair potentials, which we believe covers most of the cases, but yet not complete. But it is straightforward to include other potentials as well using a relatively generic parametrization. To increase the accuracy to even higher degree one can in principle consider a bigger and much diverse data set in terms potential and modelling the active dynamics. Our result will be of interest for structure to pair potential mapping problems in material science and for colloidal systems where complex pair wise effective interaction can be predicted using such black box like approach and also in out of equilibrium problems in active matter or living systems [34, 39, 40].
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Appendix A: NN Learning Curve for \( n_0 = 40 \)

The neural network based machine learning model presented in the main text of the article had 20 dimensional output (i.e. the potential was discretized in 20 points). One question that might arise naturally is how good the performance will be when we use more number of points for discretization. Here we show that, a neural network based machine learning model with similar accuracy can also be achieved when the output the NN is 40 dimensional (i.e. when the potential is discretized in 40 points). This demonstrates that the results are robust with respect to variation in \( n_0 \) or the dimensionality of the output vector. The learning curve (both accuracy \( r^2 \) and relative error \( RE \)) of the corresponding ML model is shown below.

Appendix B: Random Forest Learning Curve

To check the generality of the machine learning approach, we also explored Random Forest (RF) ML model on our data set and generated the following (see Fig. B.1) learning curve. A quick comparison (see Fig. A.1 and Fig. 2 in main text) between different learning curves reveal that Random Forest (RF) model gives rather relatively poor ML model in comparison to the neural network based models. We used Scikit-learn [52] python module for the implementation of the Random Forest (RF) algorithm.

FIG. A.1. Learning curve for the NN based ML model: (left) Accuracy \( r^2 \) and (right) relative error \( RE \) of the test data set as a function of number of data \( N \) in the training set where the dimensionality of the output vector \( n_0 = 40 \).

FIG. B.1. Learning curve for the RF model : (left) Accuracy \( r^2 \) and (right) relative error \( RE \) of the test data set as a function of number of data \( N \) in the training set.
Appendix C: NN Training Curve

The training curves (both accuracy $r^2$ and relative error $RE$) for our neural network based machine learning model are presented below for two different cases: 1800 training data points (case A; see Fig. C.1) and 100 training data points (case B; see Fig. C.2). In both the cases, 100 test data points were used. In case A (1800 training data points), optimal fitting of the test data set is achieved for $\sim 10^3$ iteration (epoch) steps while only $\sim 10^2$ epoch is required to achieve optimal fitting for case B (100 training data points). Above these optimal epoch value, the training data set is overfitted reducing the fitting accuracy of the test data as shown in both Fig. C.1 and C.2.

FIG. C.1. (left) Accuracy ($r^2$) and (right) relative error (RE) of the test data set, as a function of epoch for Case A (see text).

FIG. C.2. (left) Accuracy ($r^2$) and (right) relative error (RE) of the test data set, as a function of epoch for Case B (see text).
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