On the Prediction of $>100$ MeV Solar Energetic Particle Events Using GOES Satellite Data
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Abstract—Solar energetic particles are a result of intense solar events such as solar flares and Coronal Mass Ejections (CMEs). These latter events all together can cause major disruptions to spacecraft that are in Earth’s orbit and outside of the magnetosphere. In this work we are interested in establishing the necessary conditions for a major geo-effective solar particle storm immediately after a major flare, namely the existence of a direct magnetic connection. To our knowledge, this is the first work that explores not only the correlations of GOES X-ray and proton channels, but also the correlations that happen across all the proton channels. We found that proton channels autocorrelations and cross-correlations may also be precursors to the occurrence of an SEP event. In this paper, we tackle the problem of predicting $>100$ MeV SEP events from a multivariate time series perspective using easily interpretable decision tree models.

Index Terms—SEP Events Prediction; CART decision tree, $>100$ MeV SEP; GOES X-ray and Proton correlation; Vector autoregression

I. INTRODUCTION

The occurrence of important Solar Energetic Particle (SEP) events is one of the prominent planning considerations for manned and unmanned lunar and planetary missions [1]. A high exposure to large solar particles events can deliver critical doses to human organs and may damage the instruments on board of satellites and the global positioning system (GPS) due to the risk of saturation. SEP events usually happen 30 minutes after the occurrence of the X-ray flare, which leaves very little time for astronauts performing extra-vehicular activity on the International Space Station or planetary surfaces to take evasive actions [2]. Earlier warning of the SEP events will be a valuable tool for mission controllers that need to take a prompt decision concerning the astronauts’ safety and the mission completion. When a solar flare or a CME happens, the magnetic force that is exercised is manifested through different effects. Some of the effects are listed in their order of occurrence: light, thermal, particle acceleration, and matter ejection in case of CMEs. The first effect of a solar flare is a flash of increased brightness that is observed near the Sun’s surface which is due to the X-rays and UV radiation. Then, part of the magnetic energy is converted into thermal energy in the area where the eruption happened. Solar particles in the atmosphere are then accelerated with different speed spectra, that can reach up to 80% of the speed of light, depending on the intensity of the parent eruptive event.

Finally, in the case of a CME, plasma and magnetic field from the solar corona is released into the solar wind. Though most of the solar particles have the same composition, they are labeled differently depending on their energies starting from 1 keV, in the solar wind, to more than 500 MeV. SEP events are composed of particles, predominantly protons and electrons, with at least 1 MeV energy that last between 2-20 days and have a range of fluxes of 5-6 orders of magnitude [4]. Only $>100$ MeV particles are discussed herein. It is generally accepted that there are two types of SEP events, one is associated with CMEs and the other is associated with flares that are called respectively gradual and impulsive [5].

In this paper, we propose a novel method for predicting SEP events $>100$ MeV based on the proton and X-ray correlations time series using interpretable decision tree models. Predicting impulsive events is considered to be a more challenging problem than predicting the gradual events that happen progressively and leave a large window for issuing SEP warnings. While we are mainly concerned with impulsive events, we used the gradual events as well to test our model with. The accelerated impulsive events may or may not reach Earth depending on the location of their parent event because their motion is confined by the magnetic field. More specifically, in order for the accelerated particles to reach Earth, a Sun-Earth magnetic connection needs to exist that allows the particles to
flow to Earth via the Parker spiral. Fig. 1 shows a cartoon of a solar eruption that happened in the Western limb of the Sun that happens to be magnetically connected to Earth.

Since SEP events are also part of solar activity, it may seem that their occurrence is dependent on the solar cycle and therefore the number of Sunspots on the Sun’s surface, which is the case for other solar eruptions. However, according to [4], there is no correlation between the solar cycle and SEP event occurrence and fluences. In addition, there is no evidence the dependence of SEP events on the number of Sunspots that are present during that snapshot in time [4].

The rest of the paper is presented as follows. In Section 2 we provide background material on the SEP predictive models and related works. Section 3 defines our dataset used in this study, and then in Section 4 we lay out our methodology. Finally, Section 5 contains our experimental results, and we finish with conclusions and future work in Section 6.

II. RELATED WORKS

There are a number of predictive models of SEP events that can be categorized into two classes: physics-based models [6], [7] and the precursor-based models [8], [9]. The first category of models includes the SOLar Particle Engineering Code (SOLPENCO) that can predict the flux and fluence of the gradual SEP events originating from CMEs [10]. However, such efforts mainly focus on gradual events. On the other hand, there are models that rely on historical observations to find SEP events associated precursors. One example of such systems is the proton prediction system (PPS), which is a program developed at the Air Force Research Laboratory (AFRL), that predicts low energy SEP events $E >\{5, 10, 50\}$ MeV, composition, and intensities. PPS assumes that there is a relationship between the proton flux and the parent flare event. PPS takes advantage of the correlation between the soft X-ray and proton channels to assess if there is a magnetic connection between the Sun and Earth at the time of the X-ray event. Then, in case of existence of magnetic connection, UMASEP gives an estimation on the time when the proton flux is expected to surpass the SWPC threshold of $J(E > 10\text{MeV}) = 10\text{pfu}$ and $J(E > 100\text{MeV}) = 1\text{pfu}$ ($1\text{pfu} = \text{prcm}^{-2}\text{sr}^{-1}\text{s}^{-1}$) and for the case of UMASEP-100, the intensity of the first three hours after the event onset time.

While most of the SEP predictive systems either focus on the CME associated events or low energy SEP events, with the exception of GLEAlertPlus and UMASEP, in this present work, we focus on higher energy SEP events that can be more disruptive than lower energy events. In this work, we study the GOES cross-channel correlations that can give an early insight on whether there exist a magnetic connection or not.

We aim to provide an interpretable decision tree models using a balanced dataset of SEP and non-SEP events. The highest SEP energy band of $>500$ MeV or higher that are measurable from the ground is out of the scope of this study. Similarly, the lower SEP energy band of $<100$ MeV is not considered in this study.
III. Data

Our dataset is composed of multivariate time series of X-ray, integral proton flux and fluences spectra that were measured on board of Space Environment Monitor (SEM) instruments package of the Geostationary Operational Earth Satellites (GOES). In particular, we consider both the short and long X-ray channel data recorded by the X-ray Sensor (XRS). For the proton channels, we consider channels P6 and P7 recorded by the Energetic Particle Sensor (EPS) and proton channels P8, P9, P10, and P11 recorded by the High Energy Proton and Alpha Detector (HEPAD). Table I summarizes the instruments onboard the GOES satellites and their corresponding data channels that we used.

The data we collected is made publically available by NOAA in the following link: [https://satdat.ngdc.noaa.gov/sem/goes/data/new_avg/](https://satdat.ngdc.noaa.gov/sem/goes/data/new_avg/). The data is available in three different cadences. The full resolution data is captured every three seconds from the GOES satellites, which is aggregated and made available with one and five minute cadences. In this paper we use the aggregated five minute data which is the one usually cited in the literature [13] [14] [15]. In most cases, there are a couple a co-existing GOES satellites whose data is captured by more than one GOES satellite at a time. In this study, we always consider the data reported by the primary GOES satellite that is designated by the NOAA, as illustrated in Fig. 2. The latter figure shows the primary GOES satellite with a bold line and the other co-existing GOES for every year. GOES-13 measurements were unstable for many years, but have been stable since 2014.

Only a portion of the collected data is used to train and test our classifier. The positive class in this study is composed of X-Ray and proton channels time series that led to >100 MeV SEP impulsive or gradual events. On the other hand, the negative class is composed of X-Ray and proton channels time series that did not lead to any >100 MeV SEP events. In order to select such events we used a number of catalogs. For the positive class events we used the same catalog of SEP events >100 MeV in [15] that covers the events that happened between 1997 and 2013.

Our positive class is composed of the 47 X-Ray parent events of their corresponding >100 MeV SEP events that appear in [15] and shown in Table II. We use the X-Ray catalog [https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-features/solar-flares/x-rays/goes/xrs/](https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-features/solar-flares/x-rays/goes/xrs/) as well as the CME catalog [https://cdaw.gsfc.nasa.gov/CME_list/](https://cdaw.gsfc.nasa.gov/CME_list/) from the SOlar Heliospheric Observatory (SOHO) to derive the parent events of the >100 MeV SEP events. There was an exception of two SEP events that happened in August and September 1998 that we believe are gradual events but could not map to any CME report due to the missing data during the SOHO mission interruption. This latter happened because of the major loss of altitude experienced by the spacecraft due to the failure to adequately monitor the spacecraft status, and an erroneous decision which disabled part of the on-board autonomous failure detection [15]. It is worth to note that we consulted the NOAA-prepared SEP events catalog along with their parent flare/CME events ([ftp://ftp.swpc.noaa.gov/pub/indices/SPE.txt](ftp://ftp.swpc.noaa.gov/pub/indices/SPE.txt)). For the case of events that are missing the NOAA catalog, we made our own flare/CME-SEP events mapping. Fig. 3 shows the three external catalogs that we used to produce our own catalog from which we generate our SEP dataset. To obtain a balanced dataset, we selected another 47 X-ray events that did not produce any SEP events that is, shown in Table III. We noticed that there are nine SEP events that happened during the period when only GOES-12 was operational as can be seen in Fig. 2. At that period, channels P6 and P7 failed and there was no secondary GOES. To make sure not to create any biased classifier that relies on the missing data to make the prediction, we made sure to choose nine events from the negative class as well that did not produce any SEP event (see Table III ID:39-47).

In this paper we make a clear distinction between the two different classes of SEP events: gradual and impulsive. We assume that an SEP event is flare accelerated, and therefore impulsive, if the lag between the flare occurrence and the SEP onset time is very small and the peak flux intensity has reached a global peak few minutes to an hour after the onset time. On the other hand, a gradual event shows a progressive increase in the proton flux trend that does not reach a global peak; instead, the peak is maintained steadily before dropping again progressively. Finally, a non-SEP event happens when there is an X-ray event of minimum intensity M3.5 that is not followed by any significant proton flux increase in one of the P6-P11 channels.

IV. Methodology

This section introduces a novel approach in predicting the occurrence of > 100 MeV SEP events based on interpretable decision tree models. We considered the X-ray and proton channels as multivariate time series that entail some correlations which may be precursors to the occurrence of an event. While [15] considers the correlation between the X-ray and proton channels only, we extended the correlation study into all the channels, including correlations that happen across different proton channels. We approached the problem from a multivariate time series classification perspective. The classification task being whether the observed time series windows will lead to an SEP event or not. There are two ways of performing a time series classification. The first approach, which first appeared in [16], is to use the raw time series data and find the K-nearest-neighbor with a similarity measures such as Euclidean distance, and dynamic time warping. This approach is effective when the time series of the same label shows a distinguishable similar shape pattern. In this problem, the time series that we are working with are direct instruments readings that show a jitter effect, which is common in electromechanical device readings [17]. An example of the jitter effect is shown in P10, and P11 in Figure 3 b and Figure 4 c. Time series jitter makes it hard for distance measures,
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Fig. 4. Example of an (a) Impulsive SEP event that started on the 2001-04-15 14:05:00 as a result of a flare that occurred in the 2011-04-15 13:15:00 shown in the SOHO EIT instrument and a (b) gradual SEP event whose nearest temporal flare happened on 2001-04-02 21:30:03 and occurred as a result of a CME on the 2001-04-02 22:06:07 shown in the SOHO LASCO instrument and a (c) a flare that happened on 1999-01-16 12:00:00 that did not lead to any > 100 MeV SEP event shown in the SOHO EIT instrument.

| Instrument | Channels | Description                  |
|------------|----------|------------------------------|
| XRS        | xs       | Short wavelength channel irradiance (0.5 - 0.3 nm) |
|            | x1       | Long wavelength channel irradiance (0.1-0.8 nm)   |
| HEPAD      | p8_flux  | Proton Channel 350.0 - 420.0 MeV |
|            | p9_flux  | Proton Channel 420.0 - 510.0 MeV |
|            | p10_flux | Proton Channel 510.0 - 700.0 MeV |
|            | p11_flux | Proton Channel > 700.0 MeV      |
| EPS        | p6_flux  | Proton Channel 80.0 - 165.0 MeV |
|            | p7_flux  | Proton Channel 165.0 - 500.0 MeV |

including elastic measures, to capture similar shape patterns. Therefore, we explored the second time series classification approach that relies on extracting features from the raw time series before feeding it to a model. In the next subsections, we will talk about the time series data extraction, the feature generation and data pre-processing.

A. Data Extraction

Our approach starts from the assumption that a >100 MeV impulsive event may occur if the parent X-ray event peak is at least $M3.5$ as was suggested in [15]. Therefore we carefully picked the negative class an X-ray event whose peak intensity is at least $M3.5$ but did not lead to any SEP event (refer column 3 in Table III). We extracted different observation windows of data that we call a span. A span is defined as the number of hours that constitute the observation period prior to an X-ray event. A total of 94 (47*2) X-ray events (shown in column 3 and column 2 of Table II and Table III respectively) were extracted with different span windows. The span concept is illustrated in the yellow shaded area in Figure 4. The span window, in this case is 10 hours and stops exactly at the start time of the X-ray event. As we considered the five minutes as the cadence between reports, a 10-hour span window represents a 120-length multivariate X-ray and proton time series.

B. Feature Generation

To express the X-ray and proton cross-channel correlations we used a Vector Autoregression Model (VAR) which is a stochastic process model used to capture the linear interdependencies among multiple time series. VAR is the extension of the univariate autoregressive model to multivariate time series. The VAR model is useful for describing the behavior of economic, financial time series and for forecasting [18]. The VAR model permits us to express each time series window as a linear function of past lags (values in the past) of itself and of past lags of the other time series. The lag $l$ signifies the factor by which we multiply a value of a time series to produce its previous value in time. Theoretically, if there exists a magnetic connection between the Sun and Earth through the
Parker spiral, the X-ray fluctuation precedes its corresponding proton fluctuation. Therefore, we do not express the X-ray channels in terms of the other time series, but, we focus on expressing the proton channels with respect to the past lags of themselves and with past lags of the X-ray channels (xs and xl). The VAR model of order one, denoted as VAR(1) in our setting can be expressed by Equations (1)-(6).

There is a total of eight time series that represent the proton channels. Every equation highlights the relationship between the dependent variable and the other protons and X-ray variables, which are independent variables. The higher the dependence of a proton channel on an independent variable, the higher is the magnitude of the coefficient $|\theta_{dependent\_independent}|$. We used the coefficients of the proton equations as a feature vector representing a data sample. The feature vector representing a data point using the VAR(n) model is expressed in Equation [7]

Since the lag parameter l determines the number of coefficients involved in the equation, the number of features in the feature vector varies. More specifically, the total number of features is 8 (independent variables) * 6 (dependent variables).
\[ P_{6t-1} = \phi_{p_{6_{-x}x,1}} \cdot P_{6t-1,1} + \phi_{p_{6_{-z}z,1}} \cdot P_{6t-1,1} + \phi_{p_{6_{-p}p,1}} \cdot P_{6t-1,1} + \ldots + \alpha_{p_6}^t + \alpha_{p_6_{-t}}^1 \]  \( (1) \)

\[ PT_{7t-1} = \phi_{p_{7_{-x}x,1}} \cdot PT_{7t-1,1} + \phi_{p_{7_{-z}z,1}} \cdot PT_{7t-1,1} + \phi_{p_{7_{-p}p,1}} \cdot PT_{7t-1,1} + \ldots + \alpha_{p_7}^t + \alpha_{p_7_{-t}}^1 \]  \( (2) \)

\[ PS_{8t-1} = \phi_{p_{8_{-x}x,1}} \cdot PS_{8t-1,1} + \phi_{p_{8_{-z}z,1}} \cdot PS_{8t-1,1} + \phi_{p_{8_{-p}p,1}} \cdot PS_{8t-1,1} + \ldots + \alpha_{p_8}^t + \alpha_{p_8_{-t}}^1 \]  \( (3) \)

\[ P_{11t-1} = \phi_{p_{11_{-x}x,1}} \cdot P_{11t-1,1} + \phi_{p_{11_{-z}z,1}} \cdot P_{11t-1,1} + \phi_{p_{11_{-p}p,1}} \cdot P_{11t-1,1} + \ldots + \alpha_{p_{11}}^t + \alpha_{p_{11_{-t}}}^1 \]  \( (6) \)

\[ x = \begin{bmatrix} \phi_{p_{6_{-x}x,1}} \\ \phi_{p_{6_{-z}z,1}} \\ \phi_{p_{6_{-p}p,1}} \\ \phi_{p_{6_{-p}p,1}} \\ \vdots \\ \phi_{p_{11_{-p}p,n}} \\ \phi_{p_{11_{-p}p,n}} \\ \phi_{p_{11_{-p}p,n}} \\ \phi_{p_{11_{-p}p,n}} \end{bmatrix} \]  \( (7) \)

C. Data Preprocessing

Before feeding the data to a classifier we cleaned the data from empty values that appear in the generated features. To do so, we used the 3-nearest neighbors class-level imputation technique. The method finds the 3 nearest neighbors that have the same label of the sample with the missing feature. Nearest neighbors imputation weights the samples using the mean squared difference on features based on the other non-missing features. Then it imputes the missing value with the nearest neighbor sample. The reason why the imputation is done on a class level basis is that features may behave differently across the two classes (SEP and non-SEP), therefore; it is important to impute the missing data with the same class values.

V. EXPERIMENTAL EVALUATION

In this section we explain the decision tree model that we will be using as well as the sampling methodology. We will also provide a rationale for the choice of parameters (l and span). Finally we will zoom in the best model with the most promising performance levels.

A. Decision Tree Model

A decision tree is a hierarchical tree structure used to determine classes based on a series of rules/questions about the attribute values of the data points [19]. Every non-leaf node represents an attribute split (question) and all the leaf nodes represent the classification result. In short, given a set of features with their corresponding classes a decision tree produces a sequence of questions that can be used to recognize the class of a data sample. In this paper, the data attributes are the \( \text{VAR}(l) \) coefficients \( [\phi_{p_{6_{-x}x,1}}, \phi_{p_{6_{-z}z,1}}, \ldots, \phi_{p_{6_{-x}x,1}}] \) and the classes are binary: SEP and non-SEP.

The decision tree classification model first starts by finding the variable that maximizes the separation between classes. Different algorithms use different metrics, also called purity measures, for measuring the feature that maximizes the split. Some splitting criteria include Gini impurity, information gain, and variance reduction. The commonality between these metrics is that they all measure the homogeneity of a given feature with respect to the classes. The metric is applied to each candidate feature to measure the quality of the split, and the best feature is used. In this paper we used the CART decision tree algorithm, as appeared in [20] and [21], with Gini and information gain as the splitting criteria.

B. Parameter Choice

Our approach relies heavily on the choice of parameters, namely, the span window and the VAR model lag parameter. The span is the number of observation hours that precede the occurrence of an X-ray event. The latter determines the length of the multivariate time series to be extracted. On the other hand, the lag (l) determines the size of the feature space that will be used as well as the length of the dependence of the time series with each other in the past. As mentioned previously, with a one-step increment of the lag parameter the size of the feature space almost doubles \( f_{\text{features number}} = 8*\text{(independent variables)}*6 \text{ (equations)}*l+6*\text{(equations)} \).

In order to determine the optimal parameters to be used, we run a decision tree model on a set of values for both the span and lag parameters. More specifically, we used the range \([3-30]\) for the span window and the set \( \{1,3,5,7,9\} \) for \( l \). Since we have a balanced dataset we used a stratified Ten-fold cross validation as the sampling methodology. A stratified sampling always ensures a balance in the number of positive and negative samples for both the training and testing data samples. Ten-fold cross-validation randomly splits the data into 10 subsets, models are trained with nine of the folds (90% of the dataset), and test it with one fold (10% of the dataset). Every fold is used once for testing and nine times for training.

In our experiments, we report the average accuracy on the 10 folds. Fig. 5 illustrates the accuracy curves with respect to the span windows for the five lags that we considered. We reported the accuracies of the decision tree model using both gini and information gain splitting criteria. In order to better capture the model behavior with the increasing span we plotted a linear fit to the accuracy curves of each lag. The first observation that can be made is that the slopes of the linear fit for \( l=1 \) and \( l=3 \) are relatively small in comparison to the other lags (\( l > 3 \)). This signifies that the model does not show any increasing or decreasing accuracy trend with the increase of the span window. Therefore we conclude that \( l=1 \) and \( l=3 \) are too small to discover any relationship between the proton
and X-ray channels. Having the lag parameter set to $l=1$ and $l=3$ corresponds to expressing the time series (independent variable) going back in time up to five minutes and 15 minutes respectively. These latter times are small, especially for $l=1$ (5 minutes), which theoretically is not possible since the protons can at most reach the speed of light that corresponds to a lag of at least 8.5 minutes. For the other lags ($l > 3$) there is noticeable increase in steepness in the accuracy linear fit which suggests that the accuracy increases with the increasing span window. The second observation is that for all the $l > 3$ datasets the best accuracy was achieved in the last four span window (i.e span $\in \{27, 28, 29, 30\}$). Therefore, we filtered the initial range of parameter values to $\{5, 7, 9\}$ for $l$ and $\{27, 28, 29, 30\}$ for the span. In the next subsection we will zoom in into every classifier within the parameter grid.

C. Learning Curves

To be able to discriminate decision tree models that show similar accuracies we use the model learning curves, also called experience curves, to have an insight in how the accuracy changes as we feed the model with more training examples. Learning curves are particularly useful for comparing different algorithms [22] and choosing optimal model parameters during the design [23]. It is also a good tool for visually inspecting the sanity of the model in case of overtraining or undertraining. Figs. 6 and 7 show the learning curves of the decision tree model using gini and information gain as the splitting criteria respectively. The red line represents the training accuracy which evaluates the model on the newly trained data. The green line shows the testing accuracy which evaluates the model on the never-seen testing data. The shaded area represents the standard deviation of the accuracies after running the model multiple times with the same number of training data. It is noticeable that the standard deviation becomes higher as the lag is increased. Also, it can be seen that the best average accuracies, that appeared in Fig. 5, are not always the ones that have the best learning curves. For example from Fig. 5 the best accuracy that has been reached appears to be in $l=7$ and span $= 27, 29$; however, the learning curves corresponding to that span and lag show that the standard deviation is not very smooth as compared to $l=5$. Therefore the experiments show that using $l=5$ results in relatively stable models with lower variance. Therefore, we will zoom in $l=5$ for all the spans $\in \{27, 28, 29, 30\}$ that we previously filtered.

To determine the best behaving model we choose six evaluation metrics that will assess the models’ performance from different aspects. Accuracy is the most standard evaluation measure used to assess the quality of a classifier by counting the ratio of correct classification over all the classifications. In this context the accuracy measure is particularly useful because our training and testing data is balanced. The data balance ensures that if the classifier is highly biased toward a given class it will be reflected on the accuracy measure. Recall is the second evaluation measure we considered, also known as the probability of detection, which characterizes the ability of the classifier to find all of the positive cases. To be able to evaluate the model with respect to the false alarms. In fact, precision is $1 - false\ alarm\ ratio.$ Precision and

| TABLE IV | DECISION TREE MODEL EVALUATION FOR GINI AND INFORMATION GAIN SPLITTING CRITERIA |
|---------|---------------------------------------------------------------------------------|
|         | **Span** 27 | 28 | 29 | 30 | **Span** 27 | 28 | 29 | 30 |
| Accuracy | 0.64 | 0.74 | 0.73 | **0.74** | 0.71 | 0.70 | 0.67 | **0.78** |
| Recall   | 0.69 | 0.70 | 0.74 | **0.70** | 0.70 | 0.70 | 0.70 | **0.73** |
| Precision| 0.62 | 0.75 | 0.75 | **0.76** | 0.78 | 0.72 | 0.72 | **0.86** |
| F1       | 0.65 | 0.75 | 0.75 | **0.74** | 0.79 | 0.71 | 0.69 | **0.82** |
| AUC      | 0.65 | 0.72 | 0.74 | **0.73** | 0.76 | 0.70 | 0.69 | **0.77** |
Fig. 6. Learning curve of CART Decision Tree Models with Gini splitting criterion, spans ∈ {27, 28, 29, 30} and lag ∈ {5, 7, 9}.

Fig. 7. Learning curve of CART Decision Tree Models with information gain splitting criterion, spans ∈ {27, 28, 29, 30} and lag ∈ {5, 7, 9}.
Fig. 8. First 3 PCA components derived from (a) all the original 254 features, (b) the data sub-space containing only 4 parameters selected as the most relevant by the Gini index (as shown in the tree presented in Fig. 9), and (c) another data sub-space containing 4 different parameters (with 1 repetition) selected as the most relevant by the Entropy measure. The PCA-based visualizations represent (sub-)spaces of the same data set (as shown in the tree presented in Fig. 10), with lag=5, and span=30.

Fig. 9. Decision Tree with Gini splitting criteria (span=30, l=5)

Fig. 10. Decision Tree with information gain splitting criteria (span=30, l=5)

Recall are usually anti-correlated; therefore, a useful quantity to compute is their harmonic mean, the F1 score. The last evaluation measure that we consider in the Area Under Curve (AUC) of the Receiver Operating Characteristic curve (ROC) curve. The intuition behind this measure is that AUC equals the probability that a randomly chosen positive example ranks above (is deemed to have a higher probability of being positive than) a randomly chosen negative example. It has been claimed in [24] that the AUC is statistically consistent and more discriminating than accuracy.

Table IV shows the aforementioned evaluations on the l=5 datasets. It is noticeable that span=30 achieves the best performance levels for both splitting criteria. The decision tree models corresponding to those settings using gini and information gain are shown in Fig. 9 and Fig. 10 respectively. For the purpose of visualization we used PCA dimensionality reduction technique to plot the full feature space with the 254 dimensions of the lag 5 and span 30 in Fig. 8a, as well as the reduced feature space with only the selected features from the gini measure in Fig. 8b and entropy measure in Fig. 8c [25]. It is clearly visible that the SEP and non-SEP classes are almost indistinguishable when all the dimensions are used. When the decision tree feature selection is applied,
the data points become more scattered in space and therefore easier for the classifier to distinguish. We also note that both decision tree classifiers have as a root a proton x-ray correlation parameter \((P6_{xl}P7)\). Some of the intermediate and leaf nodes have features that show correlations between proton channels is their conditions. This suggests that cross-correlations in proton channels are equally important to X-ray and proton channels correlations that appeared in [13]. Our best model shows a descent accuracy that is comparable (3% better) to the UMASEP system that uses the same catalog. We also made sure that our model is not biased towards the missing data of the lower energy channels P6 and P7 of GOES-12 by choosing the same number of samples of positive and negative class that happened during the GOES-12 coverage period.

VI. Conclusion

In this paper we designed a new model to predict >100 MeV SEP events based on GOES satellite X-ray and proton data. This is the first effort that explores not only the dependencies between the X-ray and proton channels but also the auto-correlations and cross-correlations within the proton channels. We have found that proton channel cross-correlations based on a lag time (prior point in time) can be an important precursor as to whether an SEP event may happen or not. In particular, we started finding patterns starting from lag 5 and our best models shows both that the correlation between proton channel P6 and X-ray channel xl is an important precursor to SEP events. Because of the missing data due to the failure of the P6 and P7 proton channels onboard GOES-12 we made sure that our dataset uses the same number of positive and negative examples coming from GOES-12. To our knowledge this is the first study that explores proton cross-channels correlations in order to predict SEP events. As a future extension of this study we are interested in doing ternary classification by further splitting the SEP class into impulsive and gradual. We are also interested in real-time SEP event predictions for practical applications of this research.
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