Abstract—Medical image segmentation is an important task in medical imaging, as it serves as the first step for clinical diagnosis and treatment planning. While major success has been reported using deep learning supervised techniques, they assume a large and well-representative labeled set. This is a strong assumption in the medical domain where annotations are expensive, time-consuming, and inherent to human bias. To address this problem, unsupervised segmentation techniques have been proposed in the literature. Yet, none of the existing unsupervised segmentation techniques reach accuracies that come even near to the state-of-the-art of supervised segmentation methods. In this work, we present a novel optimization model framed in a new convolutional neural network (CNN)-based contrastive registration architecture for unsupervised medical image segmentation called CLMorph. The core idea of our approach is to exploit image-level registration and feature-level contrastive learning, to perform registration-based segmentation. First, we propose an architecture to capture the image-to-image transformation mapping via registration for unsupervised medical image segmentation. Second, we embed a contrastive learning mechanism in the registration architecture to enhance the discriminative capacity of the network at the feature level. We show that our proposed CLMorph technique mitigates the major drawbacks of existing unsupervised techniques. We demonstrate, through numerical and visual experiments, that our technique substantially outperforms the current state-of-the-art unsupervised segmentation methods on two major medical image datasets.

Index Terms—Brain segmentation, contrastive learning, deep learning, image registration, image segmentation.

I. INTRODUCTION

Medical image segmentation is the task of partitioning an image into multiple regions, which ideally reflect qualities such as well-defined structures guided by boundaries in the image domain. This task has been successfully applied in a range of medical applications using data coming from different parts of human anatomy, including the heart [1], lungs [2], and brain [3]. Medical image segmentation is a relevant task, as it is the first step for several clinical applications such as tumor localization and neuropsychiatric disorder diagnosis.

The body of literature has reported several successful techniques for medical image segmentation, in which major progress has been reported using fully supervised convolutional neural networks (CNNs) [5], [6], [7], [8] or partially supervised CNN methods [9], [10], [11], [12]. These techniques rely on learning prior mapping information from pairwise data (mapping from medical images to their manual segmentation) to achieve astonishing performance at the same level as, and sometimes outperforming, radiologists. However, a major constraint of these methods is the assumption of having a well-representative set of annotations for training, which is not always possible in the medical domain. Moreover, obtaining such annotations is time-consuming, expensive, and requires expert knowledge. To deal with these constraints, a body of research has explored unsupervised segmentation techniques [13], [14], [15], [16], in which no annotations are needed.

Notably, in recent years, unsupervised techniques have become a great focus of attention as they do not require segmentation labels. In this context, clustering algorithms are often applied to perform unsupervised segmentation by grouping the image content with similar intensities [17], [18], [19], [20]. However, these methods are still limited in performance-wise; as it is difficult to learn any image-to-mask transformation mapping when relying solely on images. To further embed the transformation mapping information within an unsupervised architecture for better medical image segmentation performance, one feasible solution is to cast the segmentation task as an unsupervised deformable registration problem [16], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30]. The goal of this perspective is to find an optimal image-to-image transformation mapping to align a set of images in one coordinate system.

In this work, we aim to find an optimal image-to-image transformation mapping $\mathbf{z}$ between an unaligned image $\mathbf{x}$ and a reference image $\mathbf{y}$, which is usually formulated by...
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a metric function $\phi$. Benefiting from similar morphological attributes between the medical image and its corresponding segmentation mask (such as the shape of different organs), one can also transfer the segmentation mask of the reference image $y_{\text{seg}}$ back to the coordinate system of the unaligned image. This process is with the purpose of obtaining the segmentation mask of the unaligned image $x_{\text{seg}}$ using the optimal mapping information $z$. Hence, when the image is correctly registered, the segmentation mask is automatically obtained, which we called registration-based segmentation.

Following this philosophy, we develop an unsupervised segmentation model based on a registration architecture. A central observation of existing registration methods is that they only focus on capturing the mapping information on the image level but fail to enhance the feature-level representation. Most recently, unsupervised feature representation learning has demonstrated promising results. In particular, contrastive-based models, such as SimCLR [31] and BYOL [32], are reaching performance comparable to those produced by supervised techniques for different tasks. The main idea is that by contrasting images to others, the differences between images are easily remembered within a network (i.e., learning distinctiveness), thus making the learned feature more robust to discriminate images with different labels. Moreover, feature-level computation forms the foundation of contrastive learning, which calculates the similarity metrics for each element of the compared items. As comparisons at the image level could be prohibitively computationally expensive, feature-level computation is necessary for contrastive learning. Furthermore, mapping images into the feature level using CNNs allows for a more high-level extraction of representative information from images, rather than assessing the entire image. Therefore, to further improve the feature-level learning by contrasting the unaligned image $x$ to the reference image $y$, we propose to embed the contrast feature learning in the registration architecture to extract feature maps with richer information, producing better unsupervised segmentation results.

In this article, we present a novel Contrastive Learning registration architecture based on VoxelMorph for unsupervised medical image segmentation, which we named CLMorph. Our proposed CLMorph is a simple yet effective unsupervised segmentation model. Unlike existing techniques, our approach combines image-level registration and feature-level contrastive representation learning. More specifically, our technique works as follows. We first propose two weight-shared feature encoders, where CNN features are extracted from the unaligned images and reference images. Then, by contrasting the extracted CNN features from the unaligned images and reference images, one can obtain CNN features with richer information. Moreover, we use one single decoder to capture the mapping information $z$ from the contrasted CNN features. Finally, we use the spatial transform network of [33] along with the captured $z$ to align the segmentation mask, of the reference image to the coordinate system of unaligned images, to obtain the segmentation mask in an unsupervised manner. Our main contributions are given as follows.

1) We propose a simple yet effective contrastive registration architecture for unsupervised medical image segmentation, in which we highlight the combination of image-level registration architecture and feature-level contrastive learning, which we called CLMorph. To the best of our knowledge, this is the first work that embeds contrastive learning in a registration architecture for unsupervised segmentation.

2) We evaluate our technique using a range of numerical and visual results on two major benchmark datasets. We show that, by casting the unsupervised segmentation task via registration with feature-level contrast, we can largely improve the unsupervised segmentation performance and reduce the performance gap between supervised and unsupervised segmentation techniques.

3) We demonstrate that our contrastive registration architecture, as a by-product, can also lead to a better registration performance than the state-of-the-art unsupervised registration techniques.

II. RELATED WORK

The body of literature has reported impressive results for image segmentation. In this section, we review the existing techniques in turn.

A. Supervised Medical Image Segmentation

In this section, we revise exiting techniques that heavily rely on annotations (i.e., supervised techniques) and the close related paradigm of one-shot learning where labels are still needed for the technique to work.

1) Fully Supervised Medical Image Segmentation: Medical image segmentation has been extensively investigated in the literature, in which supervised methods have been most successful. Early works learn to segment the different organs based on handcrafted features, including thresholding [34], statistical model [35], and Bayesian model [36]. However, a major drawback is that they are not capable of capturing high-level semantic information. Thereby, they tend to fail in segmenting those organs accurately.

More recently, CNN-based methods, which train with annotations to capture the high-level semantic information, have demonstrated remarkable performance beyond radiologist execution, such as U-Net [5], nnU-Net [6], VoxResNet [7], and MedicalNet [8]. Moreover, Transformer [37], with its self-attention mechanism and position encoding capabilities, has been widely applied in medical image segmentation tasks, such as SwinPA-Net [38] and TCSM [39]. Although effective in biomedical image segmentation, these supervised methods rely heavily on a well-representative set of annotations. This is a strong assumption in the medical domain as annotations are expensive to obtain (in many medical tasks, there is a need for at least two readers), highly uncertain, and require expert knowledge. Hence, when applying the trained model to another dataset, such approaches often fail to segment correctly.

2) One-Shot Medical Image Segmentation: Recently, the community has moved toward the perspective of developing techniques that require a tiny labeled set. For example, the principles of one-shot learning have been reported in the literature for medical image segmentation. For example, Zhao et al. [9] proposed DataAug, which uses the learned spatial and intensity transformation to synthesize labeled
images for one-shot medical image segmentation. Another work using this philosophy is LT-Net [10]. In that work, the authors embedded a cycle consistency loss into a registration architecture to perform one-shot medical image segmentation. However, in the training process, one still needs to provide a set of labels that are well-representative for the task at hand. An alternative to those sets of techniques is unsupervised learning, which has recently been a great focus of attention in the medical imaging community. This paradigm is the focus of this work and existing techniques are discussed next.

B. Unsupervised Medical Image Segmentation

1) Clustering: For unsupervised segmentation, clustering algorithms [17], [18], [19], [20] have been extensively explored. The idea is to divide the image into different groups of pixels/voxels according to the similarity of image intensities (i.e., each pixel value). Besides clustering techniques, works based on Autoencoders [40] and GANs [41] have also been explored for unsupervised medical image segmentation. However, due to the lack of segmentation masks, which determines whether it is impossible to learn any image-to-mask mapping information, these algorithms are still inefficient for the task of segmentation.

2) Registration Algorithms: Registration is the process of aligning multiple datasets into one common coordinate system. In this area, the most famous work is VoxelMorph. Dalca et al. [25] proposed VoxelMorph, which is a fundamental learning-based framework for deformable medical image registration, while in another work [16], the same research team introduces a probabilistic generative model using CNNs for unsupervised learning-based deformable image registration, overcoming the computational intensity of traditional methods and the limitations of recent learning-based techniques, achieving state-of-the-art accuracy and fast runtimes while ensuring diffeomorphic registration, and providing uncertainty estimates.

Influenced by VoxelMorph, some works try to enable different attributions based on this type of registration framework. Zhang [24] proposed an inverse-consistent deep network (ICNet) for unsupervised deformable image registration, incorporating inverse-consistent and antifolding constraints to encourage symmetric deformation between images and prevent registration errors, demonstrating superior performance over existing approaches on T1-weighted brain MRI scans for tissue segmentation and anatomical landmark detection. Zhao et al. [22] introduced an unsupervised learning method, volume tweening network (VTN), for 3-D medical image registration, featuring an end-to-end cascading scheme, efficient affine registration network integration, and an invertibility loss for backward consistency, achieving state-of-the-art performance and significant speed improvements over traditional methods. In the work of [23], the deep learning image registration (DLIR) framework for unsupervised affine and deformable image registration was introduced, which utilize CNN trained on image similarity, offering flexible designs for both affine and deformable registration, and achieving performance comparable to conventional methods but with a substantial increase in speed. The work of [21] proposed a method for learning a low-dimensional probabilistic deformation using a conditional variational autoencoder (CVAE), which enables the comparison, generation, and transportation of deformations between images.

More recently, Mok and Chung [28] proposed a deep Laplacian pyramid image registration network, addressing the limitations of existing deep learning-based methods in deformable image registration by handling larger deformations and maintaining desirable diffeomorphic properties, demonstrating significant outperformance over existing methods in both accuracy and speed on MR brain scan datasets. Zhao et al. [29] introduced recursive cascaded networks, a flexible and general architecture for unsupervised deformable image registration, where each cascade learns to perform progressive deformation, allowing iterative application for better fit between image pairs, demonstrating consistent gains and outperformance over state-of-the-art methods in 3-D medical images. Heinrich [30] proposed a network leveraging ideas from probabilistic dense displacement optimization, employing meaningful and theoretically proven constraints for differentiable displacement regularization in a weakly supervised setting, and addressing shortcomings in handling large deformations in medical images.

3) Registration-Based Segmentation: To enable the mapping information in the training process, another feasible solution is to cast the segmentation task an unsupervised deformable registration process [16], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30]. Instead of seeking the image-to-mask transformation mapping, the goal of unsupervised registration methods is to find an optimal image-to-image transformation mapping. Specifically, given an unaligned image \( x \) and a reference image \( y \), the main goal of unsupervised registration methods is to calculate the latent variable \( z \) which contains the image-to-image transformation mapping information [26], [27]. Benefited from the morphological similarity between the medical image and its corresponding segmentation mask, unsupervised registration architecture can transfer the segmentation mask of the reference image \( y_{\text{seg}} \) back to the coordinate system of the unaligned image to obtain the segmentation mask of the unaligned image \( x_{\text{seg}} \) using the optimal transformation mapping \( z \). Hence, as long as the image is correctly registered, the segmentation mask is automatically obtained, which we call registered segmentation.

4) Contrastive Learning: The current unsupervised registration methods only focus on capturing the mapping information from the image level and ignore the feature-level representation learning. To further enhance the feature representation learning without annotations, a body of researchers has demonstrated promising results using unsupervised learning [42], [43] and contrastive representation learning including momentum contrast (MoCo) [44], SimCLR [31], contrastive multiview coding (CMC) [45], and BYOL [32]. The main idea of contrastive representation learning is to maximize the differences between images from different groups as well as to maximize the agreements between images and their different augmented views, such as SimCLR [31]. Another research line relies on teacher–student learning mechanisms to learn from each other without group difference.
We display the overall workflow of our unsupervised segmentation technique in Fig. 1. Our technique takes as input two 3-D images, the unaligned image $x$ and the reference image $y$, which are fed into a Siamese (two-symmetric) weight-shared 3-D CNNs to extract the highly semantic feature maps from the unaligned and reference images—these parts are shown in blue and yellow in Fig. 1. We then employ a contrastive loss on the projection of the two extracted CNN feature maps, which forces the network to contrast the difference between the two CNN feature maps. The two symmetric weight-shared CNNs can generate more robust CNN feature maps via backpropagating the contrastive loss during training.

Based on the contrasted feature maps of the two CNNs, we use a single decoder to integrate all the feature maps, with different resolutions of the two CNNs, and estimate the transformation mapping $z$—see the green part in Fig. 1. We first concatenate the feature maps with the same resolutions of the two CNNs. We then adopt a decoder to recursively use the feature maps, with high-level semantic information (low resolutions) to refine the feature maps with low-level detailed information (high resolutions), until we obtain a feature map with the same resolution as the input images. We introduce a probabilistic model to estimate the optimal transformation mapping $z$, which is based on the recovered image-resolution feature map. After training and finding the optimal $z$, we obtain the segmentation output by aligning the segmentation mask of the reference images to the coordinate system of the unaligned image. We do this using the optimal $z$ via a spatial transform network [33].
B. Transformation Mapping Estimation

Given a pair images called unaligned image $x : \mathcal{X} \rightarrow \Omega$ and a reference image $y : \mathcal{X} \rightarrow \Omega$, where $\mathcal{X} = [u] \times [h] \times [d] \subset \mathbb{Z}^3$ is the input domain and $\Omega$ is the value data domain (i.e., gray scale), we seek to determine an optimal transformation mapping $z$, which parameterizes a spatial transformation function denoted as $\psi_z$, such that the transformed unaligned image, $x \circ \phi_z$, is aligned with $y$.

To compute the transformation mapping, we estimate $z$ by maximizing the posterior registration probability $p(z|y; x)$ given $x$ and $y$—that is, to estimate the central tendency of the posterior probability (maximum a posteriori (MAP) estimation). However, solving the partition function is intractable and cannot be solved analytically. To address this problem, one can use variational inference and approximate the solution through an optimization problem over variational parameters. Following this principle, we adopt a CNN-based variational approach to compute $p(z|y; x)$. We first introduce an approximate posterior probability $q_\psi(z|y; x)$, which we assume is normally distributed. To measure the similarity between these two distributions, a divergence $D(q_\psi(z|y; x) || p(z|y; x))$ measure can be applied, e.g., [48], [49], [50]. We use the most commonly used divergence: the Kullback–Leibler (KL) divergence [51], [52].

With this purpose, we seek to minimize the KL divergence from $q_\psi(z|y; x)$ to $p(z|y; x)$, which expression reads

$$
\psi^* = \min_\psi \text{KL}[q_\psi(z|y; x) \mid p(z|y; x)]
$$

where $\text{KL}[q, p]$ is the evidence lower bound (ELBO), and const is a normalization constant. $q_\psi(z|y; x)$ comes from a multivariate normal distribution $\mathcal{N}$

$$
q_\psi(z|y; x) = \mathcal{N}(z; \mu_\psi(y; x), \sigma^2_\psi(y; x))
$$

where $\mu_\psi(y; x)$ and $\sigma^2_\psi(y; x)$ denote the mean and variance of the distribution, respectively, which can be directly learned through the convolutional layers, as shown in Fig. 1, while $p(z)$ and $p(y|z; x)$ follow the multivariate normal distribution, which are modeled as

$$
p(z) = \mathcal{N}(z; 0, \sigma^2_z)
$$

$$
p(y|z; x) = \mathcal{N}(y; x \circ \phi_z, \sigma^2)
$$

where $\sigma_z$ is the variance (a diagonal matrix) of this distribution and $x \circ \phi_z$ is the noisy observed image in which $\sigma^2_z$ is the noise of the noisy term. Whilst several works in the literature have addressed the problem of image registration from a probabilistic perspective, for example, the works of that [16], [21], we highlight that our framework presents a new interpretation, and in fact, our novel function is based on other principles such as contrastive term, smooth and reconstruction terms. They are explained in Section III-C.

C. Full Optimization Model

In this section, we detail our optimization model, which is composed of a reconstruction and smooth loss, and a contrastive mechanism.

1) Reconstruction and Smooth Loss: According to the derivation from (1), there are two terms to be optimized. The first term is the KL divergence between the approximate posterior probability $q_\psi(z|y; x)$ and the prior probability $p(z)$, and the second term is the expected log likelihood $E_q[\log p(y|z; x)]$. Based on our assumptions from (2) to (4), the derivation is written as

$$
\mathcal{L}_{cs}(\psi; x, y) = \text{KL}[q_\psi(z|y; x) \mid p(z)] - E_q[\log p(y|z; x)]
$$

$$
= \frac{1}{2} \left[ \text{tr}(\sigma^2_\psi(y; x)) + ||\mu_\psi(y; x)||^2 - \log \det(\sigma^2_\psi(y; x)) \right]
$$

$$
+ \frac{1}{2\sigma^2_z}||y - x \circ \phi_z||^2.
$$

For sake of clarity in the notation, we decouple $\mathcal{L}_{cs}$ to detail the terms. The first term (the second line) is a closed form of $\text{KL}[q_\psi(z|y; x)]$. It enforces the posterior $q_\psi(z|y; x)$ to be close to the prior $p(z)$. We called this term the smooth loss

$$
\mathcal{L}_{smooth} = \frac{1}{2} \left[ \text{tr}(\sigma^2_\psi(y; x)) + ||\mu_\psi(y; x)||^2 - \log \det(\sigma^2_\psi(y; x)) \right]
$$

where $\log \det(\sigma^2_\psi(y; x))$ is a Jacobian determinant, which spatially smooths the means. The second term (the third line) is the expected log likelihood $E_q[\log p(y|z; x)]$. It enforces the registered image $x \circ \phi_Z$ to be similar to reference image $y$, which we refer as our reconstruction loss

$$
\mathcal{L}_{recon} = \frac{1}{2\sigma^2_z}||y - x \circ \phi_z||^2.
$$

2) Contrastive Loss: Contrastive learning is a learning paradigm that seeks to learn distinctiveness. It aims to maximize agreements between images and their augmented views, and from different groups via a contrastive loss in a latent space. In our work, we follow a four components principle for the contrastive learning process, which is described next.

The first component in our contrastive learning process is the 3-D images. The image contents are basically the same, including the number of brain structures and the relative locations of each structure. They are mainly different in structure sizes. Therefore, we view the unaligned and the reference images as images sampled from different augmented views. As our second component, we set the two CNN encoders as weight-shared. This is done with the purpose of ensuring that the CNN-based encoder can extract unified CNN features from the unaligned and reference images. For the third component, we adopt a fully connected layer, as the projection layer, to map the CNN features to a latent space where contrastive loss is applied. Finally, our fourth component is our contrastive loss following the standard definition presented in [53] and [31].
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From our four-component process, we can now formalize the loss we used in our framework. It is based on a contrastive loss [31], [44], [53], which is a function whose value is low when the image is similar to its augmented sample and dissimilar to all other samples. Formally, given a set of images \( I \), we view our unaligned image \( x \) and reference image \( y \) as an augmented image pair, and any other images in \( I \) as negative samples. Moreover, we define \( \text{sim}(u, v) = (u^T v) / (\|u\| \cdot \|v\|) \) as the cosine similarity between \( u \) and \( v \). We then define the contrastive loss function as

\[
L_{\text{contrast}} = -\log \frac{\exp(\text{sim}(f(x), f(y))/\tau)}{\sum_{i \in I} \mathbb{1}_{i \neq x} \exp(\text{sim}(f(x), f(i))/\tau)}
\]  

(8)

where \( f() \) denotes the CNN encoder, \( f(x) \) and \( f(y) \) are the generated features from the CNN encoder, and \( \mathbb{1}_{i \neq x} \in [0, 1] \) is an indicator, which values 1 only when \( i \neq x \). We also define \( \tau \) as a temperature hyperparameter [54].

3) Optimization Model: Our unsupervised framework is composed of three loss functions. The first two ones are directly derived from the optimization model described in (5), in which the image-to-image reconstruction loss and the transformation mapping (deformation field) smooth loss are introduced, while the third is the contrastive loss as in (8), which forces the network to contrast the difference between unaligned images and reference images. The total loss is formulated as

\[
L_{\text{total}} = L_{\text{recon}} + \alpha L_{\text{smooth}} + \beta L_{\text{contrast}}
\]

\[
= \frac{1}{2\sigma^2} \|y - x \circ \phi_y\|^2 + \alpha \left( \frac{1}{2} \text{tr}(\Sigma^2_{\text{y}, x} z) + \|\mu_{\text{y}, x}\|^2 \right)
\]

\[
- \log \text{det}(\Sigma^2_{\text{y}, x} z)
\]

\[
+ \beta \left( -\log \frac{\exp(\text{sim}(f(x), f(y))/\tau)}{\sum_{i \in I} \mathbb{1}_{i \neq x} \exp(\text{sim}(f(x), f(i))/\tau)} \right)
\]

(9)

where \( \alpha \) and \( \beta \) are the hyperparameters balancing \( L_{\text{recon}} \), \( L_{\text{smooth}} \), and \( L_{\text{contrast}} \), which we empirically set as 1 and 0.01, respectively. The full training and test pseudocode logic are presented in Algorithm 1.

IV. EXPERIMENTAL RESULTS

In this section, we describe the range of experiments that we conducted to validate our proposed technique.

A. Dataset Description and Evaluation Protocol

1) Benchmark Datasets: We evaluate our technique using two benchmarking datasets: the LONI Probabilistic Brain Atlas (LPBA40) dataset [55] and the MindBoggle101 dataset [56]. The characteristics are detailed next.

The LPBA40 dataset [55] is composed of a series of maps from the regions of the brain. It contains 40 T1-weighted 3-D brain images, from 40 human healthy volunteers, of size 181 \( \times \) 217 \( \times \) 181 with a uniform space of 1 \( \times \) 1 \( \times \) 1 mm\(^3\). The 3-D brain volumes were manually segmented to identify 56 structures, while the MindBoggle101 dataset [56] is composed of a collection of 101 T1-weighted 3-D brain MRIs from several public datasets: OASIS-TRT-20, NKI-TRT-20, NKI-RS-22, MMRR-21, and Extra-18. It contains 101 skull-stripped T1-weighted 3-D brain MRI volumes, from healthy subjects, of size 182 \( \times \) 218 \( \times \) 182 that are evenly spaced by 1 \( \times \) 1 \( \times \) 1 mm. From this dataset, we use 62 MRI images from OASIS-TRT-20, NKI-TRT-20, and NKI-RS-22 since they are already wrapped to MN152 space and have manual segmentation masks (50 anatomical labels).

2) Evaluation Metrics: To evaluate our technique against the state-of-the-art unsupervised brain image segmentation, we use three widely used metrics: the Dice similarity coefficient [57], Hausdorff distance (HD) [58], and average symmetric surface distance (ASSD) [59]. Dice measures the region-based similarity between the predicted segmentation

---

Algorithm 1 Training and Testing Scheme

**Training Process**

Input: unaligned image \( x \), reference image \( y \), segmentation mask for.

Output: deformation field \( z \), registered result \( x \circ \phi_z \).

for each training pair do

1. Feed both \( x \) and \( y \) into the same-weight 3D CNN to obtain highly semantic features \( f(x) \) and \( f(y) \).
2. Combine features \( f(x) \) and \( f(y) \), and input them into a decoder to restore values \( \mu_{\text{z}, y} \) and \( \sigma_{\text{z}, y} \).
3. Use \( \mu_{\text{z}, y} \) and \( \sigma_{\text{z}, y} \) to reconstruct the deformation field \( z \) using a probabilistic model (Transformation Mapping Estimation).
4. Apply the calculated deformation field \( z \) to \( x \) via a Spatial Transformer Network (STN) to obtain the registered result \( x \circ \phi_z \).
5. Ensure quality registration by calculating the total loss, comprising the reconstruction loss between the registered image \( x \circ \phi_z \) and reference image \( y \), smooth loss on the deformation field \( z \), and the contrastive loss on \( f(x) \) and \( f(y) \); optimize the total loss through the back-propagation process.

end

**Testing Process**

Input: unaligned image \( x \), reference image \( y \), segmentation of reference image \( \hat{y} \).

Output: deformation field \( z \), segmentation result of unaligned image \( \hat{y} \circ \phi_z \).

for each testing pair do

1. Feed both \( x \) and \( y \) into the 3D CNN using the saved weights from above Training Process to obtain highly semantic features \( f(x) \) and \( f(y) \).
2. Combine features \( f(x) \) and \( f(y) \), and input them into a decoder to restore values \( \mu_{\text{z}, y} \) and \( \sigma_{\text{z}, y} \).
3. Use \( \mu_{\text{z}, y} \) and \( \sigma_{\text{z}, y} \) to reconstruct the deformation field \( z \) using a probabilistic model.
4. Apply the calculated deformation field \( z \) to \( \hat{y} \) via a STN to get the segmentation result \( x \circ \phi_z \).

end
TABLE I
NUMERICAL COMPARISON OF OUR TECHNIQUE VERSUS SOTA TECHNIQUES FOR THE LPBA40 AND MINDBOGGLE101 DATASETS. THE NUMERICAL VALUES DISPLAY THE AVERAGE OF DICE, HD, AND ASSD OVER ALL REGIONS. THE HIGHER THE DICE IS, THE BETTER THE MODEL PERFORMS, WHILE THE LOWER THE HD AND ASSD ARE, THE BETTER THE MODEL PERFORMS. THE BEST PERFORMANCE IS DENOTED IN BOLD FONT. THE PER-REGION RESULTS ARE SHOWN IN FIGS. 2 AND 3

| U-Net (Upper Bound) | Dice | HD | ASSD | Dice | HD | ASSD |
|---------------------|------|----|------|------|----|------|
|                      | 0.832| 9.54| 1.028| 0.811| 10.25| 0.887|
| VoxelMorph [61]     | 0.665±0.06| 14.16±2.34| 1.906±0.09| 0.439±0.17| 18.21±3.04| 0.972±0.09|
| Syn [62]            | 0.701±0.04| 13.61±2.56| 1.986±0.08| 0.543±0.16| 16.83±3.68| 0.926±0.07|
| VoxelMorph [26]     | 0.716±0.08| 11.38±3.46| 1.874±0.41| 0.559±0.12| 15.03±2.92| 1.171±0.10|
| FAIM [63]           | 0.729±0.07| 11.04±4.11| 1.809±0.40| 0.583±0.04| 14.50±2.71| 1.108±0.08|
| Lap[IRN [28]        | 0.739±0.07| 10.77±3.85| 1.727±0.60| 0.607±0.04| 14.54±2.58| 1.041±0.08|
| VTN [29]           | 0.745±0.08| 11.11±3.41| 1.601±0.31| 0.626±0.04| 14.64±2.57| 1.007±0.09|
| PDD-Net [30]       | 0.749±0.06| 10.75±3.77| 1.714±0.42| 0.632±0.05| 15.21±2.92| 0.990±0.10|
| ViT-V-Net [64]     | 0.750±0.20| 11.05±4.23| 1.701±0.35| 0.622±0.01| 14.35±3.16| 1.101±0.16|
| C2FVIT [65]       | 0.757±0.03| 10.40±2.66| 1.555±0.39| 0.639±0.03| 13.17±3.88| 0.991±0.11|
| CLMorph (Ours)     | 0.763±0.07| 10.38±2.59| 1.458±0.31| 0.646±0.04| 12.76±2.52| 0.892±0.05|

Fig. 2. Numerical comparisons between our framework and existing SOTA techniques on the LPBA40 dataset. The results are reported in terms of the Dice, HD, and ASSD metrics reflecting a per region, of the brain, evaluation.

Fig. 3. Comparisons on the MindBoggle101 dataset. We compare our technique against existing SOTA methods. The comparisons displayed are in terms of the Dice, HD, and ASSD metrics for each region on the brain.
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Fig. 4. Visual comparisons between our technique and unsupervised SOTA techniques for segmentation. The rows show the three views from the 3-D data. The third column displays the ground truth, while the last three samples show segmentation from our technique and the compared ones. Zoomed-in views are displayed to highlight interesting regions where our technique performs better than the other models.

Table II

|                | LPBA40   | MindBoggle101 |
|----------------|----------|---------------|
| UtilizReg [61] | 0.665±0.06 | 0.440±0.16    |
| SyN [62]       | 0.700±0.04 | 0.540±0.15    |
| VoxelMorph [26]| 0.709±0.07 | 0.558±0.10    |
| FAIM [63]      | 0.720±0.08 | 0.566±0.09    |
| LapIRN [28]    | 0.727±0.09 | 0.608±0.08    |
| VTN [29]       | 0.722±0.06 | 0.598±0.04    |
| PDD-Net [30]   | 0.733±0.05 | 0.612±0.08    |
| CLMorph (Ours) | 0.750±0.08 | 0.631±0.05    |

1) Implementation Details: In our experiments, we follow the training and testing splitting setting from [66] for the LPBA40 dataset, where the first 30 images are used as training datasets and the last ten images are used as testing datasets. We group the 56 structures into seven large regions such that we can show the segmentation results more intuitively. Moreover, for the MindBoggle101 dataset, we follow the protocol from [63] and use 42 images from NIKI-TRT-20 and NIKI-RS-22 for training and 20 images from OASIS-TRT-20 for testing. For evaluation purposes, we also group the 50 small regions into five larger regions of interest. As for the reference image, we select the image that is the most similar to the anatomical average as the atlas. In particular, we selected image #30 as the reference image for the LPBA40 dataset and image #39 for the Mindboggle101. Our proposed technique has been implemented in Pytorch [67].

We follow the standard preprocessing protocol to normalize the images to have zero mean and unit variance. We randomly select two images as the pairwise input data (unaligned image and reference image). Moreover, we enrich our input data by...
applying three different transformations (data augmentation) in the following order: random flips in the y-coordinate, random rotation with an angle of fewer than $10^\circ$, and random crops of size $160 \times 192 \times 160$.

2) Training Scheme: In our training scheme, we initialize the parameters of all convolutional layers following the initialization protocol of that [68]. We also initialize the parameters of all batch normalization layers using random variables drawn from Gaussian distributions with zero mean and 0.1 derivation [69]. Moreover, we use the Adam optimizer [70] with a batch size of 8. We set the initial learning rate to $3 \times 10^{-3}$ and then decrease it by multiplying 0.1 every 20 epochs and terminate the training process after 200 epochs. Due to the small number of the dataset, which is a common issue in the 3-D medical image area, we did not split the data into validation sets from the training or testing sets for model selection. Hence, we use the above learning rate decay policy to decrease the learning rate to a small value in the last few epochs to ensure that the model does not diverge and save the last epoch model as our final model. This is a standard protocol followed in the area. Our technique took $\sim 20$ h to train on a single Tesla P100 GPU.

3) Testing Scheme: After training, we performed unsupervised segmentation based on the learned parameters. We first fed the unaligned image $x$ and the reference image $y$ into the trained network to calculate the transformation relation $z$. Then, we used a spatial transform network [33] to align the segmentation mask of the reference image according to the calculated $z$, to obtain the segmentation result of the unaligned image. On average, our method takes less than 10 s to process one whole MRI image on a single GPU (Tesla P100 GPU).

C. Results and Discussion

In this section, we present the numerical and visual results outlined in Section IV-A2 and discuss our findings and how they are compared with current existing techniques.

TABLE III

|                     | LPBA40       | MindBoggle101 |
|---------------------|--------------|---------------|
|                     | Dice  | HD  | ASSD | Dice  | HD  | ASSD |
| U-Net (Upper Bound) | 0.832 | 9.54 | 1.028 | 0.811 | 10.25 | 0.887 |

|                     | Fully Supervised Baseline | Our Unsupervised Technique |
|---------------------|---------------------------|-----------------------------|
| $L_{\text{recon}}$ | 0.702±0.07 | 12.82±3.33 | 1.842±0.58 | 0.552±0.20 | 15.11±2.26 | 1.210±0.13 |
| $L_{\text{recon}} + L_{\text{smooth}}$ | 0.716±0.08 | 11.38±3.46 | 1.874±0.41 | 0.559±0.12 | 15.03±2.92 | 1.171±0.10 |
| $L_{\text{recon}} + L_{\text{contrast}}$ | 0.751±0.10 | 10.92±2.28 | 1.801±0.47 | 0.604±0.14 | 14.85±2.77 | 0.993±0.21 |
| $L_{\text{recon}} + L_{\text{smooth}} + L_{\text{contrast}}$ (ours) | 0.763±0.07 | 10.38±2.59 | 1.458±0.31 | 0.646±0.04 | 12.76±2.52 | 0.892±0.05 |
| $L_{\text{recon}} + L_{\text{byol}}$ | 0.744±0.18 | 11.41±3.29 | 1.693±0.77 | 0.619±0.13 | 14.73±2.39 | 1.153±0.89 |
| $L_{\text{recon}} + L_{\text{smooth}} + L_{\text{byol}}$ | 0.761±0.08 | 10.41±2.12 | 1.462±0.53 | 0.649±0.08 | 12.88±2.44 | 0.894±0.10 |

Fig. 6. Statistical analysis. Multiple comparisons are performed followed by a paired Wilcoxon test and $p$-values adjusted using the Bonferroni method. Our technique reported significant statistically different among all compared techniques.
We also present visual results shown in Fig. 7. We observe contrastive learning, our method yields promising results. Table II makes it evident that even when focusing on registration performance with the integration of approach. To further support our numerical results, we present a set of visual comparisons of a selection of images for our technique and the compared ones. We start by displaying the unsupervised segmentation outputs in Fig. 4. By visual inspection, we observe that the segmentation outputs, generated from FAIM and VoxelMorph, tend to fail to segment correctly several relevant regions of the brain, and they do not adapt correctly to the contour of the brain structure. The zoomed-in views in Fig. 4 highlight these effects—for example, the red region on the brain that the compared techniques fail to correctly segment and the yellow region that is not well-captured by FAIM and VoxelMorph. In contrast, our technique was able to perform better in this regard by capturing fine details in both cases. Overall, our technique is able to accommodate better with the fine details in the brain regions, producing segmentation closer to the ground truth.

We also included the visualization of the deformation field generated from the contrasted feature (w/ contrastive loss) and noncontrast feature (w/o contrastive loss). According to Fig. 5, when the deformation between the moving and fixed images is large, the deformation field generated from the contrasted feature is smoother because the contrasted feature maps have high likeness, while the deformation field generated from noncontrast features tends to be less smooth because there is a huge difference between the feature maps extracted from the moving and fixed images.

3) Statistical Analysis: We support statistically our visual and numerical findings. To do this, we run a Friedman test for multiple comparisons, $\chi^2(5) = 29.78$, $p < 0.0001$, followed by a Wilcoxon test for pairwise comparisons. As shown in Fig. 6, the pairwise test between groups revealed a statistically significant difference metricwise of our technique against the rest of compared techniques.

4) By-Product Registration Accuracy: As a by-product of our methods, we also provide the numerical and the visual registration results. Based on the learned deformation field, we register the segmentation mask of the unaligned image to the coordinate system of the reference image to get the aligned segmentation mask. Then, compare it with the reference image’s mask to get the dice scores, see Table II. The registration results demonstrate the effectiveness of our approach. Table II makes it evident that even when focusing solely on registration performance with the integration of contrastive learning, our method yields promising results. We also present visual results shown in Fig. 7. We observe that our technique was able to better preserve the fine details in the registration outputs than the compared techniques. Most notably, this can be observed in the zoomed-in views. For example, one can observe that our technique is able to preserve better brain structures, while the compared techniques fail in these terms. Moreover, we can see that our registration outputs are closer to the reference image displaying less blurry effects while keeping fine details. We now underline the main message of this article: our optimization model fulfills the intended purposes, and at this point in time, our technique outperforms the SOTA unsupervised segmentation results.

5) Hyperparameter Searching: We also run a set of new experiments for the hyperparameter analysis. Specifically, we set the weight for the smooth loss ($\alpha$) and contrastive loss ($\beta$) as 0.001, 0.01, 0.1, 1, and 10. As shown in Fig. 8, the best combination is our current setting ($\alpha = 1$ and $\beta = 0.01$), which gives the highest dice result of 0.763.

6) Ablation Study: To demonstrate that each component of our technique fulfills a purpose, we include an ablation study to evaluate their influence on performance. We consider our three major components in our model whose results are shown in Table III. Our ablation study is performed on the two benchmark datasets, in order to understand the general behavior of our technique. The results are displayed in terms of the Dice metric and we progressively evaluate our method with different loss combinations. From the results in Table III, we can observe that while the contrastive mechanism, in our technique, indeed provides a positive effect in terms of performance, it benefits our carefully designed components. In this work, we also pose the question of—at this point in time, what is the performance gap between supervised and unsupervised segmentation techniques? To respond to this question, we use as baseline U-Net [5]. From the results, in Table III, one can observe that our technique opens the door for further investigation in unsupervised techniques, as the performance shows potential toward the one reported by supervised techniques.

7) Additional Experiments on a Cardiac Dataset: We also provide a set of new results using an additional cardiac dataset called ACDC [71]. The dataset is for medical image registration. It is composed of 150 labeled images. We selected 100 images for training and the remaining 50 images for testing. The results are reported in Table IV. From the results, we observe that our model outperforms the compared techniques in terms of Dice and ASSD metrics by a large margin while readily competing against LVM-S3 in terms of HD metric. These results further support the generalization and performance of our CLMorph technique.

8) Additional Experiments on a Lung Dataset: We now present findings on lung CT scans using the DirLab dataset [72], which is composed of lung CT images.
Fig. 7. Visual comparison of our technique and the SOTA techniques for image registration. The rows display the $x$, $y$, and $z$ views from the 3-D medical data. The columns display outputs samples from FAIM, VoxelMorph, and our technique. The zoomed-in views show interesting structures that clearly show the improvement in terms of preserving the brain structures and fine details. The last column (deformation field) presents the transformation mapping $z$ between the unaligned image and the reference image produced by our method.

Fig. 8. Hyperparameter searching. We display different combination values for $\alpha$ and $\beta$ used in (9). The parameter values are evaluated using the Dice metric. The best combination is $\alpha = 1$ and $\beta = 0.01$, which gives the highest Dice result of 0.763.

characterizing the inspiration-toExpiration motion of the lung from ten patients. Each image has 300 anatomical landmarks as ground truth. Furthermore, we evaluate the target registration error (TRE). The TRE is defined as the distance between a set of manually identified corresponding points, typically referred to as landmarks, in the registered image and the corresponding points in the target image. As shown in the new results of Table V, the TRE score confirms that our CLMorph consistently performs well across these three diverse datasets, reinforcing the method’s applicability to a wider range of medical image segmentation tasks.

V. CONCLUSION

This article presents a novel CNN-based registration architecture for unsupervised medical image segmentation. First, we proposed to use unsupervised registration-based segmentation by capturing the image-to-image transformation mapping. Second, to promote the image- and feature-level learning, for better segmentation results, we embed a contrastive feature learning mechanism into the registration architecture. Our network can learn to be more discriminative to the different images via contrasting unaligned image and reference images. We show that our carefully designed optimization model mitigates some major drawbacks of existing unsupervised techniques. We demonstrate, through several experiments, that our technique is able to report state-of-the-art results for unsupervised medical image segmentation. While supervised techniques still report better performance than unsupervised ones, in this work, we show the potential in terms of performance when no labels are available. This is of great interest,
particularly in domains such as the medical area where annotations require expert knowledge and are expensive.
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