Equilibrium and Driven Vortex Phases in the Anomalous Peak Effect
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We report a crucial experimental test of the present models of the peak effect in weakly disordered type-II superconductors. Our results favor the scenario in which the peak effect arises from a crossover between the Larkin pinning length and a rapidly falling elastic length in a vortex phase populated with thermally excited topological defects. A thickness dependence study of the onset of the peak effect at varying driving currents suggests that both screw and edge dislocations are involved in the vortex lattice disordering. The driven dynamics in 3D samples are drastically different from those in 2D samples. We suggest that this may be a consequence of the absence of a Peierls potential for screw dislocations in a vortex line lattice.
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In type-II superconductors, vortex lines are embedded in an atomic solid, and thus the low-temperature condensed vortex phase cannot exhibit true long-range translational order due to the random impurities in the atomic lattice. Nevertheless when the random pinning is sufficiently weak, vortex lattice order can extend to very large distances. Upon increasing temperature or field, the vortex lattice will eventually transform into a disordered liquid. In the search for the signature of a vortex solid-liquid transition in high-\(T_c\) superconducting \(\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}\) (YBCO) crystals, with increasing temperature and in a strong magnetic field, two striking phenomena were discovered: a sharp peak in the critical current, \textit{i.e.} a peak effect, suggesting a sudden enhancement of vortex pinning; and, just above the peak effect, a sharp rise of the ohmic resistance indicating a sudden increase in the vortex mobility. How these two effects relate to the microscopic processes by which a (quasi-)ordered vortex lattice transforms into a disordered vortex liquid is still an unsettled issue.

The conventional interpretations of the peak effect are, in one form or the other, based on Pippard's proposal of a \textit{static disordering} of the vortex lattice in a random pinning potential. The peak effect is a crossover from a regime where the vortex lattice is stiff to a regime where the vortex lattice becomes too soft to resist the random distortions due to the random pins. The suggested mechanisms for softening are of a purely electromagnetic origin. Since the discovery of the peak effect in high-\(T_c\) superconducting YBCO crystals, the question arises as to whether there is a \textit{thermodynamic} mechanism for the peak effect, and whether the peak effect is associated with the vortex solid-liquid transformation in the weak random pinning potential. For example, the peak effect in YBCO has been described as a result of \textit{static disordering} \(\) or a precursor to \textit{melting} of the vortex lattice. Specifically, it was argued by Tang et al. that within the Larkin-Ovchinnikov theory \textit{collective pinning}, in which the \textit{typical} pinning force density is determined by the shortest elastic length scale in the vortex lattice, a vortex-lattice melting can give rise to a pronounced peak effect, \textit{if} the melting is more gradual than a one-step process. The rise of the critical current at the onset of the peak effect is a crossover between two length scales: the Larkin pinning length and a short-range correlation length in the intermediate vortex phase(s) determined by \textit{thermal fluctuations, e.g.} unbound dislocation loops, or other types of topological defects. In this model, the peak effect and the subsequent resistive transition are different stages of the transition from a (quasi-)ordered vortex-line lattice to a completely disordered vortex liquid. These intriguing possibilities give a strong motivation for the recent studies of the peak effect in conventional type-II superconductors.

In this Letter, we describe an experiment which, for the first time, tests the predictions of the classical Pippard-type model and that of Tang et al. for the peak effect. For a given weak-pinning sample exhibiting a pronounced peak effect, the Tang model predicts that after the pinning has been artificially enhanced, the onset of the peak effect should move \textit{upward} in field since the Larkin length is now reduced and the crossover should occur at a higher field deep within the intermediate vortex phase(s). The Pippard-type model gives exactly the \textit{opposite} prediction: the onset of the peak effect should occur at a lower field. Our results are strongly in favor of the Tang model over the classical Pippard scenario of a static disordering for the peak effect. A detailed analysis of the data suggests that at least two types of topological defects, \textit{i.e.} screw and edge dislocations, are responsible for disordering the vortex lattice and leading to a peak effect.

The experiments are performed on a \(2\text{H-NbSe}_2\) crystal ("XV1-2" in \textit{2}, renamed as No.2) which was shown previously to exhibit a very pronounced peak effect, and which has a very low critical current density, demonstrating the weak-pinning nature of the starting sample.
unusual features in the peak-effect regime, as shown in Fig.2, open circles). This sample (No.2) exhibits two striking peaks [23], suggesting that the vortex lines are pinned collectively below the onset of the peak effect, but individually at the apex of the peak effect. In the collective pinning regime, the Larkin-Ovchinnikov theory predicts that the pinning force density $J_c B \sim \left(n f^2\right)^2/C_0^2 C_4 H_\rho^3 \sim n^2$, where $n$, $f$, $r_\rho$ are density, force, and size of the pins, respectively. The pinning force density $J_c B$ increases with decreasing pin density. A transmission electron microscopy examination [25] of a similar cold-worked sample reveals large numbers of dislocations in the atomic lattice of the 2H-NbSe$_2$ crystal, suggesting that these mechanically induced atomic-lattice defects are responsible for the enhanced pinning.

Thus the peak-effect data in Fig.2 can be explained by the Larkin-Ovchinnikov theory if one assumes a crossover from a collective pinning regime below the peak effect to an individual pinning regime within the peak effect region. The underlying mechanism of this crossover, however, is the issue of current interest.

Larkin and Ovchinnikov suggested a mechanism [14] whereby this crossover occurs when the transverse Larkin length, $R_o$, becomes smaller than the effective penetration depth $\lambda = \lambda_L/(1 - b)^{1/2}$, where $\lambda_L$ is the London penetration depth.
penetration depth, and \( b = B/H_{c2} \). When this occurs, the nonlocality of \( C_{44} \) becomes important and provides additional vortex-lattice softening. Thus \( R_e \) drops further and \( C_{44} \) becomes softer still, leading to an elasticity “ultraviolet catastrophe.” Since \( R_e \sim C^{3/2}_{44} \mu^2/\mu f^2 \), adding disorder (\( n f^2 \)) reduces \( R_e \), and the crossover should occur at a lower field. This is exactly the opposite of what we observe here. If Fig.2 is somewhat less convincing, Fig.1(lower panel) shows clearly that the onset of the peak effect in the cold-worked sample No.3 is higher than that of virgin sample No.2. In addition, the fine structures of the peak effect in the virgin sample are no longer observable. As shown in Fig.1(lower panel), in sample No.3, the resistance drop is essentially featureless and is no longer hysteretic in the peak-effect regime.

The disappearance of the fine features in the peak-effect regime and the upward shift in the onset field of the peak effect, however, are what one would expect if the onset of the peak effect in the virgin sample is an elastic instability driven by thermal fluctuations. In the Tang model \( [4] \), the onset of the peak effect is a crossover from the Larkin pinning length \( R_e \) to a rapidly decreasing (with increasing \( T \) or \( H \)) elastic length set by thermal fluctuations (although the random pinning may still play a role in the the elastic instability and the new elastic length). In the peak-effect regime, the vortex lattice behaves like a liquid at large length scales, but behaves like a solid at a short length scale. The long-wavelength liquid-like property of the pinned vortex lattice is cut off by the Larkin pinning length, and cannot manifest in the vortex transport until the liquid-like correlation length becomes smaller than the Larkin pinning length \( [4] \). In this picture, by adding disorder (\( n f^2 \)) to a clean sample, the Larkin length, \( R_e \), becomes smaller, and the crossover occurs at a higher field, as is seen here. We thus propose that there is an equilibrium phase transition in the vortex lattice at the onset of the peak effect in the clean sample (No.2) where the resistance hysteresis begins. The pinned vortex lattice starts to break up spontaneously at this transition, but it takes two stages (each of which seems to be a first-order transition) for the vortex lattice to become completely disordered at the apex of the peak effect, both of which occur in a very narrow region of the \( H \sim T \) diagram (see Fig.3 below). An apparently flowing vortex line fluid, characterized by an observable ohmic resistance, is achieved only at a larger (disorder-dependent) field, 2.05 \( T \) for sample No.2 and 2.40 \( T \) for sample No.5.

Here we should point out an early study of the effects of added pins on the peak effect in \( V_{3}Si \) crystals \( [23] \). Although it was not discussed, the \( J_c \) vs. \( H \) data showed that the onset of the peak effect shifted upward in field at low irradiation dosages. Further increases in irradiation shifted the onset to lower fields, leading to broad \( J_c \) peaks as a function of magnetic field. Similar broad \( J_c \) peaks were also found in high-\( T_c \) superconductors, known as the “fish-tail” effect \( [2] \) or the “second-peak” effect \( [28] \). However, if one plots the onset fields of these latter effects on the \( H \sim T \) phase diagram, they are either temperature independent or have a positive slope \( [8] \). Thus \( J_c \) in those samples is a monotonic function of temperature. In Fig.3, we plot the temperature dependence of the onset of the peak effect on the \( H \sim T \) phase diagram for sample No.3 (obtained using a variable temperature cryostat).

A similar phase diagram was also measured using an ac-susceptibility technique \( [8] \). Because its phase line has a negative slope on the \( H \sim T \) diagram, the peak effect here can be observed as a function of temperature and magnetic field. Since the “fish-tail” or the “second-peak” effects are consistent with the \( C_{44} \) nonlocality catastrophe scenario (e.g. the onset shifts downward in field with increasing disorder \( [24] \)) and are observable even with strong pinning \( [21] \), one may dub this behavior a normal peak effect. The peak effect in weak-pinning samples, observed as a function of both \( T \) and \( H \), may be termed an anomalous peak effect. The two effects appear to have different mechanisms, as also pointed out by Larkin et al. [4]. This distinction may help settle many unresolved issues in both phenomena.

Since the onset of the peak effect is where the short-range ordered vortex lattice becomes even more disordered, one can use the current dependence of this onset to study the driven vortex phases and the dynamic phase transitions \( [4] \) between them. It turns out that, as shown below, the driven dynamics of the vortex lattice can also shed new light into the origin of the peak effect and the nature of vortex-lattice disordering (e.g. screw or edge dislocations, etc.).

Fig.4 shows the resistance vs. field for different driving currents for sample No.5 (0.75\( \mu \)m in thickness). (The noise at high driving current may be caused by the shunt current in the silver paint voltage contacts since the sample is very thin.) The sample No.5 was peeled off from sample No.2 using clear sticky tape (the tape can be dis-
solved in toluene) and has dimensions $\sim 1.0\text{mm} \times 0.5\text{mm} \times 0.75\mu\text{m}$. For this thin sample, a well defined, although broad, resistance dip and, correspondingly, a shallow peak in $J_c$, can be observed. The ratio peak-$J_c$/onset-$J_c$ is $\sim 1.1$, and the peak $J_c$ ($2200\text{ A/cm}^2$ at $1\mu\text{V}$) is at $1.73\text{T}$. The measured phase line (not shown) of the peak effect in sample No.5 still has a negative slope, similar to Fig.3. An order-of-magnitude estimate $\frac{H}{T}$ suggests that the longitudinal Larkin length $L_c$ is much greater than the thickness of the sample across the peak-effect regime, up to $1.80\text{T}$ in this sample. We thus believe that the higher $J_c$ and the lower field of the peak effect in sample No.5 are results of the 2D nature of the sample.

Again, if we define the onset of the peak effect at the resistance maxima (when still discernable), a dynamic phase diagram of the peak effect can be constructed, as shown in Fig.5. There are two major differences between the dynamic phase diagrams in thick and thin samples. For low driving currents, the onset of the peak effect in thick samples seems to settle at a finite large magnetic field value, $\sim 1.78\text{T}$ for sample No.2 (Fig.5 inset, a replot of Fig.4b in [23]) and $\sim 1.85\text{T}$ for sample No.3 (see Fig.1). However, for the thin sample No.5, the onset of the peak effect appears to continuously decrease in field with decreasing current. In fact, the data can be fitted to an empirical form $I \sim 1/(H^*-H_0)^2$, implying that there is no end point on the field axis for the onset of the peak effect in the limit of small driving current. For large and increasing driving currents, the onset of the peak effect in thick samples tends to turn around and decrease rapidly. In thin samples, it continuously increases in field until the peak effect (resistance dip) is no longer identifiable. We suggest that this difference in driven dynamics arises from the dimensionality of the system.

Since edge dislocations are the most likely topological defects in a 2D lattice, we interpret the observed peak effect in 2D samples as a result of an elastic length crossover from the Larkin length below the peak effect to a rapidly decreasing elastic length set by thermally excited edge dislocations $\frac{H}{T}$. The lack of a lower end point on the $I$ vs. $H_0$ curve (Fig.5) is consistent with the common belief $\frac{H}{T}$ and numerical simulations $\frac{H}{T}$ that edge dislocation pairs are always unbound at arbitrary temperature in a random potential, in 2D.

If the low current part of the dynamic phase diagram suggests an unstable 2D vortex lattice at rest, the higher current behavior would suggest an unstable 3D vortex lattice in motion. Apart from the testable, trivial explanations (such as self-heating, suppression of superconducting order parameter, etc.), which have been ruled out, this result may suggest that the different dynamics of screw and edge dislocations both play a role. In a 3D vortex-line lattice, there can be both screw and edge dislocations, or combinations ($\text{e.g.}$ loops) of the two. Unlike the edge dislocations in a 2D lattice, which are almost immobile by a Peierls potential, the screw dislocations are much more mobile since there is no discrete periodicity along the field direction $\frac{H}{T}$. Thus, when pairs of screw dislocations are generated, due to the interaction between the moving lattice and the pins, there are two competing processes. They recombine, if the motion is slow and the rate at which they are generated is low. However, if the rate of generation is higher than the rate of recombination, a Kosterlitz-Thouless-like unbinding transition $\frac{H}{T}$ may occur and result in a moving disordered vortex lattice full of free screw dislocations.
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