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Abstract

Some self-supervised cross-modal learning approaches have recently demonstrated the potential of image signals for enhancing point cloud representation. However, it remains a question on how to directly model cross-modal local and global correspondences in a self-supervised fashion. To solve it, we proposed PointCMC, a novel cross-modal method to model multi-scale correspondences across modalities for self-supervised point cloud representation learning. In particular, PointCMC is composed of: (1) a local-to-local (L2L) module that learns local correspondences through optimized cross-modal local geometric features, (2) a local-to-global (L2G) module that aims to learn the correspondences between local and global features across modalities via local-global discrimination, and (3) a global-to-global (G2G) module, which leverages auxiliary global contrastive loss between the point cloud and image to learn high-level semantic correspondences. Extensive experiment results show that our approach outperforms existing state-of-the-art methods in various downstream tasks such as 3D object classification and segmentation. Code will be made publicly available upon acceptance.
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1. Introduction

Helping machines understand the 3D world is crucial in many real-world applications, such as autonomous driving, AR, VR, and other fields. This has given rise to intermediate forms, such as point clouds, meshes, vox-
We specify this question into three aspects: (1) local multi-scale correspondence between 2D and 3D modalities called PointCMC, which aims to effectively establish the representations? 

Additionally, local correspondences can relate cross-modal local geometries and high-level semantics in the reconstruction process and a lack of local correspondence approach may result in a loss of 2D semantics, i.e., by maximizing agreement between corresponding global representations across modalities. Other levels, such as Point-Pixel level correspondences, are investigated in an indirect way [31], i.e., by reconstructing the 2D images into point clouds to perform point cloud correspondence. However, the global correspondence methods sacrifice a large number of local representations because their backbones obtain global representations based on the consumption of points and pixels. In addition, the point-pixel correspondence approach may result in a loss of 2D semantics in the reconstruction process and a lack of local geometric perception. We note that local geometric features and high-level semantics are crucial in learning point cloud and image representations. Modelling cross-modal local correspondences can relate cross-modal local geometric features while enforcing the correspondences of cross-modal global features facilitates high-level shared semantics learning. However, multi-scale correspondences have not been modelled by the above methods. In this paper, we propose a question: How to directly model cross-modal local and global correspondence to learn point cloud representations?

To answer this question, we propose a novel method called PointCMC, which aims to effectively establish the multi-scale correspondence between 2D and 3D modalities. We specify this question into three aspects: (1) local correspondence, (2) local-to-global correspondence, and (3) global correspondence. Firstly, we need to establish local correspondence between point clouds and images. To this end, we exploit the L2L module with a two-branch local attention block to optimize cross-modal local features from corresponding abstraction hierarchies. We were then maximizing local similarity on mismatched local features and minimizing local similarity on mismatched local features. Secondly, to model local-to-global correspondence, we utilize the L2G module to capture the shared properties between local parts and global shapes in a self-supervised way. The L2G enables the local features of one object to be closer to its global features. Hence, the unique semantic information of each object can be learned through local representations. Thirdly, to model global correspondence, we utilize the G2G module to strengthen the association of global representations between different modalities by embedding global representations of the same object to be closer.

We have validated the effectiveness of our method with a series of downstream tasks on several generic point cloud backbone networks. Furthermore, a sequence of ablation experiments has validated the contribution of the proposed three modules to our method.

The main contributions of our approach are as follows:

- We propose a novel self-supervised method for point cloud representation learning by contrasting the multi-scale representations, i.e., local representations between different modalities, local and global representations between different modalities, and global representations between different modalities.
- We propose a novel L2L module that does not require annotating the local correspondence between point clouds and images but instead performs local similarity learning after optimizing local representations with two-branch local attention blocks. In addition, we also propose the L2G module to learn the cross-modal global-local correspondence in a self-supervised way.
- We evaluate our method in three downstream tasks: (1) 3D object classification, (2) few-shot object classification, and (3) 3D Object part segmentation. Quantitative and qualitative results on real-world and synthetic benchmarks have shown our methods can learn discriminative representations and outperform previous self-supervised learning methods.

2. Related Work

2.1. Supervised methods for point cloud

Point cloud understanding is still challenging compared to NLP and 2D. On the one hand, point clouds lack a highly regular structure: there are images for 2D and word embeddings for NLP. On the other hand, point clouds also need to be permutation invariance when processing. Unlike 2D
images, which have a unified architecture like convolutional neural networks, there are many network structures to handle point clouds from different perspectives. Point-based networks [35][37] directly consume raw point clouds, and the pioneering work is Pointnet [35], which proposes an architecture that stacks MLP layers to extract point-wise features independently, then aggregates them by max pooling. However, PointNet fails to capture local information. To address this issue, Qi et al. [37] then proposes PointNet++ to learn global and local information through the hierarchical aggregation of neighborhood points. Graph-based networks model the relationship between points as a graph. Wang et al. [51] proposes pioneering work dubbed DGCNN, which uses a graph convolution named EdgeConv to capture local features for each point from its k nearest neighbor points. Voxel-based networks [36][23] voxelize irregular point clouds into regular 3D grids and use 3D convolution for feature learning. Spatial CNN-based networks [19][30] directly apply Spatial-convolutions on irregular point clouds. RSCNN [30] is proposed to explicitly encode the geometric relation of points and achieve contextual shape-aware learning of point clouds.

2.2. Self-supervised methods for point cloud

Motivated by the success of self-supervised representation learning [6][67][3][5][15][40][11] in the field of 2D, some recent works have investigated self-supervised methods for 3D representation learning, which can be roughly divided into two categories.

**Classical learning methods.** Classical methods learn 3D representation by performing generative tasks mainly based on autoencoder [22] and generative adversarial networks (GANs) [10]. Autoencoder networks aim to train the encoder to learn the representation of the input point cloud, while the decoder reconstructs the point cloud from the learned representation. The shape information is captured during the training process, and based on this idea, many self-supervised learning methods are based on autoencoder networks. Self-reconstruction [63][8][25][69][13] is a classical self-supervised learning task based on autoencoder networks, where the encoder is trained by optimizing the reconstruction results of the learned representations. Furthermore, autoencoder-based point cloud upsampling [26][65][27] and completion [49][18][42][58] put more emphasis on learning more complete representations, as finer local structures of the point cloud need to be predicted. In addition to autoencoder networks, GANs learn representations in an unsupervised manner by adversarially training generators and discriminators. Recent GANs-based methods [1][45][24] have also shown great potential for representation extraction in voxels and point clouds.

**Contrastive learning methods.** Contrastive learning uses predefined positive and negative samples to maximise agreements between positive pairs and minimise agreements between positive and negative samples. Xie et al. [59] proposes to learn representations by performing point-level discriminations via scene point clouds data from two viewpoints. Zhang et al. [66] proposes a method based on deep graph convolutional neural networks performed part contrast, which could verify whether two randomly sampled parts belong to the same object. Du et al. [7] proposes a method based on the nonlocal self-similarity of point clouds to learn representation. Rao et al. [39] combines contrastive learning and self-reconstruction to formulate a task that focuses on global and local representations reasoning. Huang et al. [17] introduces BYOL [11] into the point cloud and extracts spatial and temporal representation from point clouds. Different from the prior works, we attempt to exploit contrastive learning in modelling 2D-3D correspondence and further explore the multi-scale correspondences across modalities.

2.3. Cross-modal learning for point cloud understanding

Cross-modality (e.g., image and natural language) [70][38][2][55] has been shown to provide additional training signals, such as correspondences, to help to learn representation. Some recent works have shown the success of cross-modal learning between 2D and natural language. However, as pointed out in [57], there are relatively few methods for learning 3D representations using 2D images as auxiliary inputs. Xu et al. [60] directly transfers 2D convolutional models to the point cloud model by inflating the 2D convolution or by direct parameter replication. Liu et al. [31] proposes a cross-modal knowledge distillation, which maps 2D images into point clouds in a reconstruction manner to enforce point correspondences. However, this mapping approach may result in the loss of 2D semantics. Jing et al. [20] learns 3D point cloud representations by predicting the correspondence between cross-modal global representations. Afham et al. [2] introduces auxiliary cross-modal instance discrimination to enforce 3D-2D correspondences while preserving the model being invariant to affine and spatial transformations by inner-modal instance discrimination. Our method is inspired by the work [2], but we note that the hierarchical encoder structures of images and point clouds capture global features by consuming points and pixels, sacrificing a significant amount of local information. To reduce the loss of local signals, we directly model the multi-scale correspondences across modalities.

3. Method

The proposed PointCMC method aims to directly model cross-modal local and global correspondences in a self-supervised way. The key components of PointCMC are comprised of the L2L module, the L2G module, and the G2G module. In this section, we detail the method overview
and the three key components. The overall framework is illustrated in Figure 2.

3.1. Method Overview

The input can be represented as \{P_i, I_i\}, with \(P_i \in \mathbb{R}^{N \times 3}\) and \(I_i \in \mathbb{R}^{H \times W \times 3}\), where \(I_i\) is a random-view rendered image from point cloud \(P_i\). Our architecture consists of two Encoders \{\(E^P\), \(E^{img}\)\} from different modalities, two L2L modules, one L2G module, and one G2G module. We use \(E^P\) to extract multi-scale point cloud features from augmented \(P_i\), and use \(E^{img}\) to extract multi-scale features from augmented \(I_i\). Based on these extracted features, firstly, we model the correspondences of cross-modal local features by the L2L modules, which adopt the attention mechanism to consider the correspondences across different modalities. Secondly, we model the cross-modal local-global relationships with the L2G module by considering shared semantic properties between cross-modal local and global features. Lastly, we use the general G2G module to enforce global features of images as a centroid to global features of point clouds to learn global correspondences.

3.2. Local-to-Local Module

In this subsection, we introduce how to utilize the local attention blocks to model the correspondence for image patches and point cloud patches through the L2L module. To be specific, the process of the L2L module is to feed the local representations captured by the two backbones into the local attention block to obtain their optimized versions, and then local discriminations will be performed on these optimized versions.

**Local attention block.** The local attention block is based on the attention mechanism, which requires three specified inputs Q(query), K(key), and V(value). The affinity matrix is obtained by calculating the correlation between Q and K. Then, the affinity matrix is weighted and summed with the corresponding V to obtain the final output. When the queries, keys, and values are all from the same object, it is called the self-attention mechanism. Following by [48][56], we utilize the Transformer blocks to implement the attention modules, as shown in Figure 3. The multi-head attention layer consists of \(h\) self-attention blocks. First, pass the inputs to each of the \(h\) different Self-Attention and compute the \(h\) output matrices, then contact outputs together and pass into a Linear layer to obtain the final output of Multi-Head Attention. To be specific, let \(X = \{x_1, x_2, ..., x_k\}\) represents inputs of local attention block, where \(x_i \in \mathbb{R}^{L \times d_x}\) and \(X \in \mathbb{R}^{K \times d_x}\), we firstly calculate the query, key and value for the input: \(Q^X_i = X \cdot W^Q_i\), \(K^X_i = X \cdot W^K_i\), \(V^X_i = X \cdot W^V_i\), where \(W^Q_i \in \mathbb{R}^{d_x \times d_k}\), \(W^K_i \in \mathbb{R}^{d_x \times d_k}\), \(W^V_i \in \mathbb{R}^{d_x \times d_v}\), \(i \in h\). Then we get the affinity matrix through \(A(Q^X_i, K^X_i) = Q^X_i \cdot (K^X_i)^T\). Furthermore, the output of Self-Attention blocks can be formulated as follows:

\[
SA(Q^X_i, K^X_i, V^X_i) = \text{softmax}\left(\frac{A(Q^X_i, K^X_i)}{\sqrt{d_k}}\right) \cdot V^X_i, \tag{1}
\]

after that, we compute all values in all the Self-Attention blocks and concatenate them together to get the output of the multi-head attention layer:

\[
MA(X) = \text{concat}(SA_1, ..., SA_h) \cdot W^O, \tag{2}
\]

where \(W^O \in \mathbb{R}^{h \times d_x \times d_k}\). In order to prevent the gradient from disappearing and preserve its stability, the output of the multi-head attention layer is also connected by residual connections with layer normalizations, and it can be described as:

\[
FFN(MA) = \text{ReLU}(MA \cdot W_1 + b_1) \cdot W_2 + b_2, \tag{3}
\]

where \(W_1 \in \mathbb{R}^{1 \times d_{MA}}\), \(W_2 \in \mathbb{R}^{d_{MA} \times d_{MA}}\), \(b_1 \in \mathbb{R}^{1 \times d_{MA}}\) and \(b_2 \in \mathbb{R}^{d_{MA} \times d_{MA}}\). In our works, local attention blocks are embedded in the corresponding abstract layers of the point cloud and image encoder to optimize local representations.

**Cross-modal local correspondences.** With the above local attention blocks, every image patch or point cloud patch can pay more attention to representations of interesting areas in the same modality so that we can obtain more fine-grained optimized local representations. In our work, optimized local representations are \(\{f^{img}_l, f^p_l\}\), where \(l\) is the number of hierarchies. We cannot directly measure the similarity of cross-modal local features, etc., due to the varying number of channels of local features across different modalities. Informed by the work of [2][39], we embed them separately into the same shared feature space using prediction networks that can be implemented using multilayer perceptions (MLP) projection heads \(\phi^{img}_l(\cdot)\) and \(\phi^p_l(\cdot)\). New local representations are formulated as:

\[
F^{img}_l = \phi^{img}_l(f^{img}_l), \quad F^p_l = \phi^p_l(f^p_l), \tag{4}
\]

where \(l\) is the number of hierarchies.

Our goal is to enforce \(F^{img}_l\) to be closer to \(F^p_l\) of the same object than other objects. Inspired by instance discrimination, we design local discrimination, which maximizes the similarity between \(F^{img}_l\) and \(F^p_l\), minimizing the similarity between others. Specifically, we propose Local-to-Local correspondence loss \(L_{l2l}\), which can be viewed as a variant of InfoNCE [46]. Our Local-to-Local correspondence loss function \(L_{l2l}\) can be described as:

\[
f(a, b) = \exp(\text{sim}(a, b)/\tau), \tag{4}
\]
Figure 2: PointCMC: Cross-Modal Multi-Scale Correspondences Learning for Point Cloud Understanding. PointCMC works by embedding three types of extra modules between 3D and 2D backbones, including: (1) Local-to-Local (L2L) module, (2) Local-to-Global (L2G) module, and (3) Global-to-Global (G2G) module. L2L module models the correspondences between multi-scale cross-modal local features by local discrimination. L2G module models the correspondence between multi-scale cross-modal local and global features by local-global discrimination. G2G module models the correspondence between cross-modal global features by general instance discrimination. Once trained, these modules will be discarded, and the point cloud encoders will be retained for downstream tasks.

\[
c(x_i, g_i) = \frac{\mathcal{f}(x_i, g_i)}{\sum_{k=1, k \neq i}^{N} \mathcal{f}(x_i, x_k) + \sum_{k=1}^{N} \mathcal{f}(x_i, g_k)},
\]

(5)

\[
L_{l2l} = -\frac{1}{2N} \sum_{l=1}^{M} \sum_{i=1}^{N} \log(c(F_{l}^{img, i}, F_{l}^{p, i}) + c(F_{l}^{p}, F_{l}^{img, i})),
\]

(6)

where \(N, \tau\) and \(M\) are the numbers of local representations, temperature coefficient and the numbers of hierarchies. We choose cosine similarity as \(\text{sim}(\cdot)\).

3.3. Local-to-Global Module

In this subsection, we introduce how to model local-to-global correspondence across modalities, which is not explored in recent works. As [39] mentioned, a strong semantic connection is between local and global features of the 3D point cloud. We exploit this insight into cross-modal learning through the L2G module. Furthermore, the effectiveness of the L2G module has been demonstrated in ablation experiments.

To be specific, we explore shared cross-modal semantic knowledge by local-global discrimination. Hierarchical
representations of point-cloud modality are shaped as \( f^p \) as the above. The global representations captured from two encoders are \( \{g^p, g^{img}\} \). Since local and global representations represent the same object at different hierarchies in different modalities, we fuse the cross-modal global representations, and then we map the local and fused representations to a shared feature space by prediction functions to present, the same object in the shared space as a positive sample. Our approach encourages learning from these harder positive and negative samples as [2], which can enhance the capability of representation learning. In this way, our cross-modal local-to-global correspondence loss function \( L_{l2g} \) can be expressed as follows:

$$L_{l2g} = -\frac{1}{2N} \sum_{i=1}^{N} \sum_{l=1}^{M} \log \left( c \left( g, f^p_l, i \right) \right),$$  \hspace{1cm} (7)

where \( c \left( \cdot \right) \) is same as Eq.5 and \( N, M \) refers to the same parameters in Eq.6.

### 3.4. Global-to-Global Module

In addition to the multi-scale correspondence learning in the above sections, we introduce a general auxiliary contrastive objective across modalities to enforce high-level semantic correspondence. Specifically, the Global representations \( \{g^p, g^{img}\} \) of point-cloud and image modalities are the same as above, then we set the cross-modal global representation of the same object in the shared space as a positive sample. Our approach encourages learning from these harder positive and negative samples as [2], which can enhance the capability of representation learning. In this way, our cross-modal global-to-global correspondence loss function \( L_{g2g} \) can be expressed as follows:

$$L_{g2g} = -\frac{1}{2N} \sum_{i=1}^{N} \log \left( c \left( g^{img}, g^p, i \right) \right),$$  \hspace{1cm} (8)

where \( c \left( \cdot \right) \) and \( N \) are same as Eq.5.

### 3.5. Overall Objective

Finally, our final joint learning objective combines the losses of the above three sections to achieve multi-scale 2D-3D correspondence. Hyperparameter \( \alpha \) is to regulate the balance between the losses.

$$L_{total} = \alpha \cdot L_{l2l} + L_{l2g} + L_{g2g}.$$  \hspace{1cm} (9)

### 4. Experiments

To evaluate the effectivity of the point cloud representations learned with our model, we set three widely used downstream tasks in point cloud representation learning and validate the usefulness of the module. We also design a series of ablation experiments. In the following, we first introduce our pre-training in section 4.1. We then demonstrate the effectiveness of our model via the results of these downstream tasks in section 4.2. Finally, in section 4.3, we show the results of our ablation experiments.

#### 4.1. Pre-Training

**Dataset.** In the pre-training stage, we use ShapeNet [4] as the point cloud dataset, a 3D dataset containing 55 classes with more than 50,000 CAD models. The image dataset [61] contains 43,783 images of 13 classes rendered from ShapeNet at random angles. To keep the input in the form of point cloud-image pairs, we use 13 classes of ShapeNet. For the input point cloud, we sample 2048 points; for the corresponding rendered images, we resize them to 224*224. In addition, we perform data augmentation on these input data. We use transformations such as scaling, translation, and rotation for point cloud data. We use transformations such as random crop, color jittering, and horizontal flips for image data.

**Implementation Details.** Our proposed PointCMC network is implemented through the PyTorch [33] framework and uses one GTX3090 GPU. For a fair comparison with existing methods, we select DGCNN[51] and RSCNN [30] methods, PointCMC has made progress on both DGCNN and RSCNN backbones.

| Method           | ModelNet40 |
|------------------|------------|
| 3D-GAN [52]      | 83.3       |
| Latent-GAN [1]   | 85.7       |
| SO-Net [25]      | 87.3       |
| FoldingNet [63]  | 88.4       |
| MRTNet [9]       | 86.4       |
| 3D-PointCapsNet [69] | 88.9       |
| DepthContrast [68] | 85.4       |
| ClusterNet [66]  | 86.8       |
| VIP-GAN [12]     | 90.2       |
| DGCNN + Multi-Task [14] | 89.1       |
| DGCNN + Self-Contrast [7] | 89.6       |
| DGCNN + Jigsaw [41] | 90.6       |
| DGCNN + STRL [17] | 90.9       |
| DGCNN + Rotation [34] | 90.8       |
| DGCNN + OcCo [49] | 89.2       |
| DGCNN + CrossPoint [2] | 91.2       |
| DGCNN + PointCMC | 91.7       |
| RSCNN + GLR [39] | 89.5       |
| RSCNN + CrossPoint [2] | 91.1       |
| RSCNN + PointCMC | 91.5       |

### 4.2. Downstream Tasks

#### 4.2.1. Table 1: Linear classification results on the ModelNet40 dataset. After training the model, we fit a linear SVM classifier onto the ModelNet40 test dataset to report the overall accuracy(%). Compared to previous self-supervised methods, PointCMC has made progress on both DGCNN and RSCNN backbones.
as the encoders of the point clouds and ResNet50 [16] as the encoder of the images. The local representation of the point cloud extracted from an intermediate layer is shaped as \( \{B, C, N\} \), where \( B \) represents the batch size, \( C \) represents the feature dimension, and \( N \) represents the part of the point cloud; the local representation of the image is shaped as \( \{B, C, H, W\} \), where \( B, C \) have the same meaning as above, and \( H, W \) represent the number of patches per row and column respectively, so we fuse the \( H, W \) dimensions to get \( N_2 \), which represents the number of patches. We use different 2-layer MLP as prediction networks to map local representations and global representations to the same invariant space. We use the Adam optimizer [21] with a decay rate of \( 1 \times 10^{-4} \), a learning rate of \( 1 \times 10^{-3} \), and the hyperparameter \( \alpha \) is set to 0.1. At the same time, we also apply the Cosine annealings [32] as the learning rate scheduler, and the model is trained for 100 epochs. After the pretraining, all our downstream tasks are performed based on the point cloud encoder \( E^p \).

### 4.2. Downstream Tasks

We extensively evaluate our method in three downstream tasks using the pre-trained point cloud encoders. The downstream tasks are: (1) 3D object classification, (2) Few-shot object classification, and (3) 3D object part segmentation. Performance is evaluated by two metrics: overall accuracy (OA) and mean intersection over union (Mean IoU).

**Transfer to 3D object classification.** We compare classification overall accuracy (OA) on the ModelNet40 [54] (synthetic) and ScanObjectnn [44] (real-world) benchmarks with state-of-the-art methods. The ModelNet40 dataset is a dataset containing 40 classes with 12331 3D CAD models, of which 9843 are training sets and 2468 are test sets; the ScanObjectNN dataset is a real 3D object dataset, which is extracted from real-world indoor scene scans, and it contains a total of 2880 objects in 15 classes, of which 2304 are the training set, and 576 are the test set. We sample 1024 points per object for training and test classification. Classification is performed on DGCNN and RSCNN backbones, where DGCNN is built on Edge-Convolution networks, and RSCNN consists of Relation-Shape Convolution. We follow the same setup as in [2][49], i.e., freeze the point cloud encoder and fit a simple SVM classifier on the downstream task training sets.

Table 1 shows the results of our method for classification on ModelNet40 dataset, and Table 2 shows the results of our method for classification on ScanObjectNN dataset. Our method achieves state-of-the-art classification accuracy on both point cloud frameworks. Although our method achieves great results in self-supervised contrastive learning, some methods cannot be fairly compared with us due to factors such as pre-training methods, selection of backbone networks, etc.

| Method | ScanObjectNN |
|--------|--------------|
| DGCNN + Jigsaw [41] | 70.5 |
| DGCNN + OcCo [49] | 78.3 |
| DGCNN + STRL [17] | 77.9 |
| DGCNN + CrossPoint [2] | 81.7 |
| DGCNN + PointCMC | **84.4** |
| RSCNN + GLR [39] | 80.3 |
| RSCNN + CrossPoint [2] | 84.6 |
| RSCNN + PointCMC | **85.1** |

**Transfer to Few-shot object classification.** We conduct the few-shot object classification experiments on the ModelNet40 dataset and ScanObjectNN dataset to validate the performance of our method with limited fine-tuning data. In the few-shot classification (N-way K-shot learning), \( N \) represents the number of classes to be evaluated, and \( K \) represents the number of samples in each class. We follow the settings in [2][49] and compare four settings. Table 3 shows the few-shot classification results on the ModelNet40 test dataset, where our method outperforms the previous methods in three of the four settings for both DGCNN and RSCNN backbones. Table 4 shows the few-shot classification results on the ScanObjectNN test dataset, where our method outperforms the previous methods in three of the two settings for both DGCNN and RSCNN backbones. Our method does not reach the first in some settings. However, it only exposes the small margin between our method and the state-of-the-art method, indicating that our method can still learn to produce general point cloud representations.

| Method | 5-way | 10-way |
|--------|-------|--------|
| DGCNN + Rand | 70.6 \pm 2.4 | 40.8 \pm 4.6 |
| DGCNN + Jigsaw [41] | 34.3 ± 1.3 | 42.3 ± 2.5 |
| DGCNN + STRL [17] | 60.0 ± 6.8 | 67.7 ± 2.6 |
| DGCNN + OcCo [49] | 90.6 ± 2.8 | 92.5 ± 1.9 |
| DGCNN + CrossPoint [2] | **92.5 ± 3.0** | 94.9 ± 2.1 |
| DGCNN + PointCMC | 92.2 ± 2.0 | 95.5 ± 3.3 |
| RSCNN + Rand | 40.2 ± 2.9 | 49.8 ± 3.2 |
| RSCNN + GLR [39] | 91.5 ± 4.9 | 94.7 ± 3.6 |
| RSCNN + CrossPoint [2] | **93.9 ± 4.2** | 95.6 ± 4.0 |
| RSCNN + PointCMC | 93.5 ± 5.1 | **95.8 ± 3.4** |

**Transfer to 3D Object part segmentation.** We evaluate...
Table 4: Few-shot classification results in ScanObjectNN dataset. We report the mean accuracy(%) and standard deviation(%) of 10 independent experiments.

| Method                  | 5 way          |                  | 10 way          |                  |
|-------------------------|----------------|------------------|------------------|------------------|
|                         | 10 shot        | 20 shot          | 10 shot          | 20 shot          |
| DGCNN + Rand            | 62.0±5.6       | 72.2±8.3        | 67.8±5.1        | 77.2±8.3        |
| DGCNN + Jigsaw [41]     | 65.2±3.8       | 77.2±8.1        | 72.2±3.7        | 82.2±8.2        |
| DGCNN + cTree [43]      | 68.4±3.4       | 77.2±8.1        | 72.4±2.7        | 83.2±3.0        |
| DGCNN + OcCo [49]       | 72.4±1.4       | 77.2±8.1        | 72.4±1.3        | 81.6±1.2        |
| DGCNN + CrossPoint [5]  | 74.8±1.5       | 79.0±1.2        | 62.9±1.7        | 73.9±2.2        |
| DGCNN + PointCMC        | 78.4±3.4       | 84.4±5.9        | 68.4±2.4        | 76.3±3.8        |
| RSCNN + Rand            | 69.2±5.6       | 73.3±6.3        | 43.7±5.1        | 48.8±4.6        |
| RSCNN + GLR [39]        | 77.2±7.2       | 83.4±5.7        | 65.2±4.9        | 72.0±4.4        |
| RSCNN + CrossPoint [2]  | 83.5±6.7       | 88.3±4.3        | 78.8±4.3        | 79.6±3.8        |
| RSCNN + PointCMC        | 84.0±5.7       | 88.4±4.8        | 78.4±4.1        | 79.2±3.6        |

Table 5: Part Segmentation result on ShapeNetPart dataset. ‘mIoU’ denotes the mean IoU across all object classes in the dataset. Compared with the current supervised and self-supervised methods, PointCMC can achieve the best performance.

| Category     | Method      | mIoU(%) |
|--------------|-------------|---------|
| Supervised   | PointNet [35]| 83.7    |
|              | PointNet++ [37]| 85.1    |
|              | DGCNN [51]  | 85.1    |
| Unsupervised | Self-Contrast [7]| 82.3    |
|              | Jigsaw [41] | 85.3    |
|              | OcCo [49]   | 85.0    |
|              | PointContrast [59]| 85.1    |
|              | Liu et al. [29]| 85.3    |
|              | CrossPoint [2]| 85.5    |
|              | PointCMC    | 85.7    |

Table 6: Linear classification results on ModelNet40 with different modules, where A represents the DGCNN feature extractor and B represents the RSCNN feature extractor. In both backbones, the joint-module network outperforms the single-module network.

| Backbones | L2L | L2G | G2G | accuracy(%) |
|-----------|-----|-----|-----|-------------|
| A         | ✓   | ✓   | ✓   | 90.9        |
| A         | ✓   |     |     | 90.1        |
| A         | ✓   |     | ✓   | 90.2        |
| A         | ✓   | ✓   | ✓   | 91.7        |
| B         | ✓   |     |     | 90.6        |
| B         | ✓   |     | ✓   | 89.9        |
| B         | ✓   | ✓   | ✓   | 90.1        |
| B         | ✓   | ✓   | ✓   | 91.5        |

4.3. Ablation study

We conduct ablation experiments based on DGCNN [51] and RSCNN [30] to demonstrate the efficacy of our model. We evaluate our model thoroughly from two perspectives: 1) the impact of modules and 2) the impact of the number of corresponding 2D images.

Impact of modules. Our method maps local and global features of images and point clouds to the same Euclidean space to extract different fine-grained semantic features, respectively, and the cross-modal correspondence establishes a hard positive sample in contrast learning. We hypothesize that multiscale cross-modal correspondence can learn representations better than a single scale. We validate our hypothesis by training a network with only a single module and evaluating the accuracy of the linear SVM classifier on the ModelNet40 and ScanObjectNN datasets. As shown in Table 6, our joint-module network outperforms the single-module network in all settings. Our joint-module network obtains accuracy gains of 0.9% and 0.8% over the second-best approach in ModelNet40 with the DGCNN feature extractor and the RSCNN feature extractor.

In particular, we observe that the best classification performance among the single-module networks is the L2L-only network, and we believe that embedding local features of the pictures near the point cloud features promotes fine-grained semantic understanding. Figure 4 visualizes
Figure 4: **T-SNE [47] visualization on the ModelNet10 test dataset.** We show the feature distribution extracted by different module networks: (a) L2L-only network; (b) L2G-only network; (c) G2G-only network; and (d) Joint-module network. Our proposed joint-module network can better distinguish between different classes than single-module networks.

Figure 5: **Visualization of part segmentation results.** We visualize the part segmentation results from (a) Self-Contrast; (b) OcCo; (c) CrossPoint; (d) PointCMC; and (e) Ground-Truth(GT).

Impact of images. We also verify the effect of different numbers of rendered images on our network by selecting $n$ rendered images from different random views and by calculating the average of the $n$ image features as the input for the T-SNE [47] plots of the methods in the ablation experiments described above for the test split of ModelNet10. Although the single-module network can classify different categories of features well, there are still categories with obscure boundaries (e.g., table, chair), while the joint-module network is better at distinguishing between categories.

| Numbers of rendered images | 1  | 2  | 3  | 4  | 5  |
|----------------------------|----|----|----|----|----|
| Linear accuracy(%)         | 91.7 | 91.6 | 91.3 | 91.3 | 90.9 |
the loss calculation. Table 7 records the results with different numbers of images on the linear SVM classifier. The results show that the best results are obtained when only one image input. We believe the information collected from images is redundant when more than two image inputs.

5. Conclusion

In this paper, we introduce PointCMC, a novel self-supervised learning method for point cloud representation learning. Comprehensive downstream experiments show that enforcing the correspondences of potential semantics across modalities leads to better point cloud representations. Meanwhile, the ablation experiments validate our hypothesis that joint correspondence of cross-modal low-level and high-level semantics enables the model to achieve the best performance. In future works, transferring the learned image knowledge to more efficient models and applying our method to point cloud scenario tasks such as segmentation and detection is an interesting direction. Furthermore, leveraging point cloud geometric knowledge as auxiliary inputs for image learning is another direction that is not explored.
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