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Abstract—The attractiveness of a property is one of the most interesting, yet challenging, categories to model. Image characteristics are used to describe certain attributes, and to examine the influence of visual factors on the price or timeframe of the listing. In this paper, we propose a set of techniques for the extraction of visual features for efficient numerical inclusion in modern-day predictive algorithms. We discuss techniques such as Shannon’s entropy, calculating the center of gravity, employing image segmentation, and using Convolutional Neural Networks. After comparing these techniques as applied to a set of property-related images (indoor, outdoor, and satellite), we conclude the following: (i) the entropy is the most efficient single-digit visual measure for housing price prediction; (ii) image segmentation is the most important visual feature for the prediction of housing lifespan; and (iii) deep image features can be used to quantify interior characteristics and contribute to captivation modeling. The set of 40 image features selected here carries a significant amount of predictive power and outperforms some of the strongest metadata predictors. Without any need to replace a human expert in a real-estate appraisal process, we conclude that the techniques presented in this paper can efficiently describe visible characteristics, thus introducing perceived attractiveness as a quantitative measure into the predictive modeling of housing.

Index Terms—Deep image features, image segmentation, entropy, CNN, real-estate, price predictions, DOM, boosting models.

I. INTRODUCTION

Accurate price predictions can be used to benefit a wide range of different interest groups, including urban planners, real estate developers and investors. However, in many locations, democratizing information about market conditions is the exclusive domain of larger brokerage houses. A more accurate prediction tool could counter these monopolistic tendencies and could also benefit the broader public. With this aim, several real estate companies now provide property estimates, investing significant financial resources into improving proprietary predictive models [1]. Ensuring that people have a trusted way to monitor active market assets is paramount. However, market changes are not always easily predictable, and cannot be represented by a single formula. For example, in the city of Boston, MA, USA, massive foreign interest drives up prices, consequently decreasing the average lifespan of units [2]. Driven by massive demand, multiple offers per listing have now become an ongoing trend, forcing immediate sales above the asking price.

Our curiosity was triggered by the reasons behind this behavior. What prompts buyers to pay more for one unit compared to another of the same type, in the same location? Although a set of specific needs, such as amenities, location, budget, or time, drives every purchase, is there a common set of interior or exterior aspects that encourages buyers to put more money down and allows the property to sell faster?

Despite the well-known importance of visual characteristics in making purchasing decisions, techniques such as Machine Learning (ML) are not able to model personal preferences efficiently [3]. However, recent advances in computer vision modeling include smart content interpretations [4], thus opening a new set of transformations to account for personal tastes. Could content abstractions obtained from deep image analysis be successfully employed in (un)supervised scenarios, representing this “knowledge” in analytical formulas, and help to improve the overall predictive power of a model?

In this paper, we investigate visual features as a factor in an improved understanding of real estate attractiveness. We work with two response variables: price and dom (Days On the Market) and analyze approximately 20,000 properties in Massachusetts and New York, USA. The main idea is to incorporate a set of visual features into a standard ML model to account for subjectivity (what makes a good listing), competence (what makes a good purchase), or a personal taste (what buyers like). We propose a carefully chosen collection of supervised and unsupervised extraction methods, and use them to derive a set of image features.

This research was based on all types of property-related images, i.e., indoor, outdoor, and satellite, thus including different visual perspectives enabling a unique overlook. Visual aspects such as indoor style or layout proved to be key features of the property’s market value. Widely spaced, green neighborhoods and outdoor amenities speed up the purchase, whereas less attractive houses tend to be adjacent to each other, slowing down the selling process. In addition to the interior and exterior information, satellite images provide contextual clues about broader surroundings, allowing location-aware specifics to be known.

Three different techniques were employed to process the various image sources: Shannon’s entropy and center of gravity to quantify the information potential of an image; image segmentation to extract the quality of the environment; and a Convolutional Neural Network (CNN) to estimate and quantify the indoor style, categories, and amenities. Combined with basic predictors, the use of image features can augment the performance of the model, outperforming some of the strongest metadata variables. A group of 40 features was
selected as the main contributors, achieving successful content interpretation with the full set of techniques proposed.

The rest of the work is organized as follows: we present related work in Section 2; image extraction techniques are described in Section 3; Section 4 describes the experiments conducted to estimate price and dom, the metrics used and the results obtained; we discuss the results and conclude the paper with suggestions for future work in Section 5.

II. RELATED WORK

The earliest housing market models analyzed trends using regression lines [5]. Methods such as this assume that the price is a weighted sum of property characteristics, and are unable to address non-linearity or detect outliers [6]. Time-series models like autoregression [7] can reflect trends more adequately, and are often used to model supply and demand within a market [8]. Academic approaches to predicting home prices have traditionally relied on the hedonic approach, in which the sale price of a property is understood as a function of a finite set of characteristics [9]. However, hedonic models are restrictive, imposing uniformity of coefficients across both space and time [10], and time-series methods prove to be efficient only when inaccessible, proprietary data from eminent brokerage houses are employed.

ML has been adopted as a modern-day extension for predictive analytics and time-series modeling. However, Neural Networks (NN) are considered weak forecasting machines, due to their slow convergence rates and overfitting of training data [8]. If a model fails to perform accurately, different subsets of predictors can be combined to ‘boost’ the overall predictive power. Boosting algorithms [11] have been demonstrated with the use of combinatorial techniques for identifying important predictors in high-dimensional space, combining variables with nonlinear effects [12]. Consequently, boosting has great potential to give results that are better than those from an NN or other time-series forecasting model alone [13].

The expansion of image-based extraction methods has reinforced the use of CNNs, and image abstractions have been successfully combined with other time-series models [13]. The research community has recently shown interest in real estate appraisal problems, such as examining the influence of visual factors [4] or deriving an unequivocal visual style for the property [6]. The academic community has started utilizing visual information about the immediate environment or larger neighborhood, utilizing various types of available image data.

In [15], satellite images were analyzed in the context of object detection, image segmentation, or image tracking. However, the entropy metric proposed in this paper was used to measure the level of urbanization, focusing on the immediate position of the property and the surrounding area. The entropy metric is a computationally less expensive process that provides solid and reliable quantified information taken from unstructured data.

In this paper, we combine different image processing techniques to efficiently extract the features used for modeling the attractiveness of a property. Similarly to the majority of research projects described in this section, we find that the importance of the location is crucial in predicting real-estate trends. In addition to [4] which derives location information by employing random walks to generate housing sequences, other models use location information extracted from metadata (meaning all property-related information downloaded directly from a real-estate database). Although there are frameworks that have suggested a solely image-based approach (e.g. [23]), none of these has ever been applied in a house pricing scenario without fostering the importance of locality.

The next section provides a detailed description of the data, feature extraction methods, and techniques applied.

III. DATA ANALYSIS AND FEATURE EXTRACTION

A. MLS metadata

A Multiple Listing Service (MLS) is a service allowing realtors and other realty professionals to find homes for sale, new homes, or resale homes [24]. We used the MLS to obtain
property-related information for almost 20,000 units in New York and Massachusetts (sold in 2016). Each property has 873 metadata descriptors. Some high-level statistics on the dataset and the location-based distribution of the houses are listed in Table 1.

Before extracting image features, we run a boosting model using all MLS predictors for both response variables: price and dom. Given a large set of predictors, we employ a gradient boosting algorithm and plot an importance graph to narrow down the feature space. Plotting feature importance is a conventional measure of interpretability that underlines the combination of useful predictors [25]. Figure 1 presents the importance plot with the top 40 numerical features of the MLS generated for both response variables. The figure provides a high level of insight into the behavior of the model, taking into account all interactions with other features.

As expected, the location, square footage, and the number of bedrooms/bathrooms are among the strongest predictors. More surprising was the importance of binary features (e.g., garage or fireplace) and building-related fees. For the sake of simplicity of the model and the feature space, while also ensuring optimum performance at the same time, we decided to continue our analysis using the seven “basic” predictors: ZIP, LOTSIZE, AGE, BEDS, BATHS, GARAGE, and SQFT. We excluded one-hot encoded predictors due to the head-on capability of the CNN model (the extraction is described in subsection E). Furthermore, taxes and assessments, which were identified as important features, are established after a purchase takes place, making them false parameters in a given prediction scenario.

The rest of the paper will focus on surpassing these seven "basic" predictors, (hereafter referred to as MLS numeric features). The goal is to outperform the MLS numeric features with image features.

B. Image data

Image data were gathered using three different sources: MLS, Google Street View, and Google Maps. MLS images were split into interior and exterior images using the CNN described in subsection E. Exterior images were combined with Google Street View images. Finally, all images were regrouped and categorized as:

- indoor
- outdoor (exterior + Google Street View)
- satellite (Google Maps)

Together with the MLS numerical features, the total data corpus is represented in Table 2. Figure 2 gives an overview of all four image types, and provides visual clarification of the use of both outdoor and Street View images.

The rest of the section focuses on individual image extraction techniques. Each subsection ends with the correlation coefficient estimates, plotting all features with respect to price and dom. Despite the fact that correlation does not necessarily imply causation, we wanted to compare the extracted predictors with the MLS numeric features before taking the final decision on acceptance or rejection. The corresponding correlation graphs for each subsection are given in the Appendix.

| MLS total units | 19,942 |
|-----------------|-------|
| MLS features    | 7     |
| Response variables | 2 |

Total images: 399,120
Indoor: 209,281
Outdoor: 89,640

| MLS feature: | feature description |
|--------------|---------------------|
| MLSNUM:      | reference number     |
| PRICE:       | final property price |
| DOM:         | days on the market   |
| ZIP:         | zip code of the house|
| BEDS:        | number of bedrooms   |
| BATHS:       | number of bathrooms  |
| LOTSIZE:     | lot size of the house|
| SQFT:        | square footage       |
| GARAGE:      | binary value         |
| AGE:         | age of the property  |

TABLE II

METADATA FEATURES WITH CORRESPONDING IMAGES PER MLS LISTING

Figure 3 shows the process of extracting features using the different techniques described in this paper. The first part corresponds to the MLS data and the basic set of MLS features used. Then, the corresponding indoor, outdoor and satellite images (per unit) were processed and the features were extracted. The individual techniques and modeling details are presented in the following subsections.

C. Entropy and Center of Gravity (CG)

Information theory and Shannon’s entropy [26] is the first method employed for extracting image features. By calculating the entropy of an image, we quantify its information potential. Particularly, we used the entropy to determine the quality [19] of the estate photos supplied, as well as the urbanization level of the estate’s surrounding area, by using the satellite images. In the same manner, we used the center of gravity to quantify the quality (organization) of the photos.

Entropy is defined as an average quantity or a measure of the uncertainty of information. For a known probability, the entropy of an event is calculated by:

\[ H = - \sum_{i=1}^{l} p_i \log_b p_i \]  (1)

where \( p_i \) represents the probability of occurrence of the symbol (the number of occurrences of the symbol divided by the number of symbols). Originally, Shannon’s entropy was used to calculate the capacity of a communication channel, i.e. the amount of information that could be transferred. In this paper, we draw an analogy between the communication channel and the visual transfer of the information to the human observer [27] [28].

Another reason behind the use of the entropy measure was to quantify the amount of man-made formations by looking at satellite images. It has been found that entropy levels are very different for natural and artificial creations, with natural having lower levels. This might be perceived as counter-intuitive [29], since artificial formations are expected to have lower entropy. However, on the zoomed-out satellite images, the entropy of the natural content decreases, while the edges of the artificial content become closer, forcing the entropy to increase.
Moreover, the entropy measure can be used for image segmentation purposes. For example, when measuring the level of greenness, the color saturation may vary between seasons. The satellite data on Google Maps and Google Street View are typically one to three years old. Given the variability and seasoning in such data, the potential of the entropy was very large, arising from the resistance color variations. Figure 4 shows that the entropy level (right) for both images is almost identical, despite the different seasons in which the satellite images were taken (summer in the upper image, fall in the lower).

As expected, the value of local entropy varies based on the chosen window size. In general, the values obtained are represented by means of a binary logarithm, where one bit represents the quantity of information. This method allows for the use of a varying number of neighboring pixels, in a rather similar way to Shannon’s approximation model. We calculated the entropy for each pixel against its surrounding 9x9 pixel matrix (Figure 5). The image is first converted to grayscale, and the probability of each grayscale intensity is then extracted. The lower the probability, the higher the entropy.

The entropy measure was calculated for all indoor, outdoor, and satellite images. For the indoor and outdoor images, the entropy was used to determine the potential amount of information communicated, while for the satellite images, the entropy was used to calculate the level of urbanization for the area where the real estate is located. A visual representation of the calculated entropy for (a) indoor, (c) outdoor, and (b) satellite images (b) is given in Figure 6.

Additionally, for each image we calculated the distance
Fig. 3. Feature extraction processes for indoor, outdoor, and satellite images. The architecture is using entropy, convolutional networks, and segmentation technique to abstract meaning into a single digit feature.

Fig. 6. Entropy calculated for (a) the indoor image and (b) the satellite image; (c) the entropy with CG is calculated for the outdoor image.

between the center of the image and center of gravity (CG) (Figure 7 c). This measure is similar to the weighted centroid function, which calculates the average position of the grayscale intensity for an image. Instead of grayscale intensity, we used the pixels’ entropy level. The horizontal coordinate of the center of gravity is calculated by the following formula:

$$\frac{\sum_{x=1}^{w} e_x \cdot x}{\sum_{x=1}^{w} e_x}$$

where $w$ represents the image width, $x$ represents a column of pixels, and $e_x$ represents the summarized entropy for that column of pixels. Accordingly, the vertical coordinate of the center of gravity is calculated by the following formula:

$$\frac{\sum_{y=1}^{h} e_y \cdot y}{\sum_{y=1}^{h} e_y}$$

where $h$ represents the image height, $y$ represents a row of pixels, and $e_y$ represents the summarized entropy for that row of pixels.

The distance between the CG and the center of the image is a scalar approximating the spread of information. The maximum value for this measure is the distance between the central pixel (width/2, height/2) and the corner pixel (0, 0).

We calculated two different entropy measures: the average entropy for the whole image (Figure 7 d) and the average entropy for nine regions (3x3 image matrices; Figure 7 c). Especially for the satellite images, average measures per segments were used to see if there was a correlation between the position (north/east/south/west) and the response variables. The idea behind the division into 3x3 regions was represent the property and its’ closest surroundings in the central region (approximately 500x500 ft), and to compare this against regions of equivalent size in the north, north-east, east, south-east, south, south-west, west, and north-west.

The correlations between all features and response variables were also analyzed. Positive correlations were seen between price and both the entropy extracted from the satellite images (average and per region, all zoom levels) and the CG. There is a significant negative correlation between the entropy and dom,
and the same trend was noticed for the indoor and outdoor images. Taking into account the observed trends, we decided to proceed with all extracted features from this subsection.

D. Image Segmentation

Our task in this part was to understand the size of the area surrounding the property. Expensive houses within a given city tend to exist in neighborhoods with large backyards and green spaces. For this specific task, we focused on outdoor and satellite images. Figure 8 gives an overview of the different image data with different levels of green areas surrounding the property. The distinction between the immediate surroundings for urban and rural properties is obvious.

Despite the fact that green areas are obvious to the human eye, extracting the percentage of green color could not be achieved by roughly calculating the frequency of green pixels (for example, the average proportions of green pixels in Figures 8a and 8b were approximately 30% and 34%, respectively). For successful image segmentation, we need to investigate the color space and see which option separates the color of interest. HSV (hue, saturation, value) has proven to be a good choice of color space for segmentation, usually with each axis representing one of the channels (for more details, see Figure 9).

Segmenting by color works well if channels are clearly separated, but not every saturation value separates the segments efficiently. In the process of discovering a range of good representations for outdoor vegetation, we produced color palettes based on the predominance of a color in an image (how much a particular color "dominates" an image). The range of extracted colors is given in Figure 9 (lower image).

This approach gives us a broad overview of the dominant colors in the entire dataset. Obviously, predominantly green images are those with the highest "greenness" scores. By using the most common representatives, we can generate different ranges and good masks for the entire dataset. To establish a set of colors that stand out in an image from a perceptual perspective, we used the k-means clustering algorithm [30]. K-means categorizes a set of data points into \(k\) groups working on effective distance calculations in an unsupervised manner.

Once green color ranges (green masks) were established, they were applied as a threshold to the vegetation. The results of the color space segmentation technique are presented in Figure 10. On the left-hand side, images opened using the HSV color space are presented, and on the right-hand side are images with imposed masks. Using multiple masks, we can represent many different variations of green values captured in photos.

For each image in the outdoor and satellite datasets, we computed a "visual" area, populated by extracting segments as objects and estimating the percentage of total green space occupied. Finally, we averaged all "greenness" percentages per listing into a single \textit{green mask} feature. The green mask \textit{green sat} for satellite images proves to be the most efficient at a zoom level of 20.

After plotting the correlation coefficients, the \textit{green mask} feature shows a strong negative correlation with \textit{dom}, capturing the "more green sells faster" trend. There is a strong impact of both features (\textit{green mask} and \textit{green sat}) on price and \textit{dom}, as shown in the plots. We use these two features and report on their predictive power in the Evaluation section.

E. Deep visual features

For extracting deep image features, we first explored training the CNN network, both with and without employing weights, such as ImageNet [32] and Places365 [33]. Later on, we explore the use of the pretrained architectures to extract
image features directly. Both processes and corresponding results are presented in this section.

After training different CNN architectures on the real-estate images, some results were obtained using ResNet50 [34]. As mentioned previously, there is an inconsistent number of images per listing and thus, we had to focus only on categories presented with the most units. In order to organize the input data effectively, we created an ordered sequence of 9 images (kitchen, bathroom, bedroom, living room, dining room, satellite zoom 16, satellite zoom 18, outdoor 1, and outdoor 2). All images were size 1024 x 1024px, using the order presented on the figure 12. For the computational tasks in this research, we used an 8-core Intel Haswell 2.4GHz based system with 32GB of main memory, and 8TB of external memory.

ResNet50 was concatenated with the additional model into a fully-functional architecture, that takes care of variable data types. Results are presented with the Table 3. To emphasize the importance of previously extracted image features (Entropy, CG, and Image Segmentation), we incorporated these, alongside with the numeric mls features (shown as averages on the Table 3).

The results clearly show poor performance of the CNN using the real-estate data. There are many reasons for it: One might be an insufficient data to train and test. Another could be hidden behind exploding gradients (neural networks for the regression tasks are especially prone to this problem). All these will be taken into account as the future venues of this research.

More promising results were shown with pre-trained networks, used for classification problems. We processed all categories from the indoor images by the ResNet152-hybrid1365 [35] architecture, which is trained using a combination of ImageNet and Places365 datasets. This architecture is the most suitable pre-trained CNN, comprising a huge and diverse list of environments, with significant variety between classes for a large set of tasks. The ResNet152-hybrid1365 is based on the ResNet512 architecture, and predicts object and scene categories with 1,365 classes. It can be generalized and used on problems for which the network was not specifically trained. In the next subsection, we therefore explore a transfer learning technique that benefits from a pre-trained architecture, predefined weights and generalized features.

The deep image extraction pipeline is fairly straightforward. It consists of feature extraction followed by dimensionality reduction to narrow down a variable space. Just before the final layer, the CNN performs global average pooling, which is used to discriminate between image regions presented as class activation maps [18]. The activation maps for the kitchen, bedroom, entrance, and dining room categories are presented in Figure 11. The CNN focuses on the property-based specifics that are efficiently used to employ differences in styles between listings.

Following the approach presented in [35], we stored an additional figure, as a category representative (e.g., the number of bedroom images per listing). The number of images rarely accounts for a unit type, but it underlines the perceived quality of a specific section (more attractive property features tend to be presented multiple times). We extracted the most common set of categories observed in the majority of listings (such as the number of kitchen or living room images), excluding more unique and property-related features (e.g., wine cellar).

Preliminary analysis shows that the highest correlation is between the television room category and the price of the listing. Moreover, certain features such as kitchen, dining room, and living room provide additional information in explaining both price and dom, probably on the grounds that no metadata describe them. We extracted a set of features (starting with cat as a category) as shown in Table 4.

Next, we proceed with deep extraction. We took features from the last CNN layer (before the network carries out the actual classification) and flattened them into a one-dimensional row. Unlike in [4], which used the average features of all the property-related images, we decided to (re)group them by category before the actual averaging took place. The main reason for this was to be able to identify a specific category-based style used to approximate the property interior attributes.

The extraction of deep features was followed by a Principal Component Analysis (PCA) dimensionality reduction [57]. A total of 200 components were extracted per image, accounting for 85% of the variability. We then averaged 200 PCA components for each individual category per unit listing. For example, one unit might have 15 images, with three images corresponding to the kitchen. For this specific scenario we would end up with [3, 200] PCA components

| Feature combinations | price (MAE) | dom (MAE) |
|----------------------|-------------|-----------|
| ResNet (images + metadata) | 0.28 | 0.79 |
| ResNet (images + metadata + averages) | 0.27 | 0.80 |

TABLE III
THE RESULTS OF THE CNN TRAINED ON IMAGES AND ANOTHER NUMERIC DATA

Fig. 10. The results of color space segmentation
Fig. 11. The activation maps show the different regions forming the focus of the CNN. The images have different styles that could account for "personal preferences" as well as price and dom ranges. We extract the category-related specifics that are the focus of the CNN and use them to model housing attractiveness. Extracting and comparing features gives style-based similarities between properties.

Fig. 12. Sequence of images with all categories present (top) and with a few categories missing (bottom)

Fig. 13. (Re)grouping, deep feature extraction, dimensionality reduction, and PCA averaging

that were finally flattened into [1, 200]. The components were called pca_category, where category stands for bedroom, bathroom, kitchen etc. The diagram in Figure 13 explains the entire process of (re)grouping, deep feature extraction, dimensionality reduction, and PCA averaging.

As expected, plotting the first 15 components gives the highest correlations. The deep features seem to be effective in describing the interior style, showing significant correlations with dom. From the graphs for cat_ features we can see a positive correlation with price and a negative correlation with dom. For the deep features, we decided to continue with the two components per category (the grouped bars on the graphs mainly correspond to the components taken from the same category).

The final set of all image features is presented in Table 4. These will be used for performing the evaluation described in the next section.

| Features      | Description                                                                 |
|---------------|-----------------------------------------------------------------------------|
| MLS           | The basic information about the property: bed, bath, zip, lotsize, age, sqft, garage |
| Indoor features |                                                                                                        |
| PCA_category_x | 1st or 2nd component, x = { kitchen, bed, bath, living, basement, dinning }                      |
| ENT_ind_x     | entropy measure, x = { t-top, m-middle, b-bottom, c-center, l-left, r-right }                           |
| CG_ind_x      | center of gravity, x = { distance, y-coordinate, x-coordinate }                                       |
| CAT_x         | x = { kitchen, bed, bath, living_room, basement, dinning_room }                                          |
| Outdoor features |                                                                                                        |
| GREEN_mask    | green mask for outdoor image                                                   |
| ENT_out_x     | entropy measure, x = { t-top, m-middle, b-bottom, c-center, l-left, r-right }                           |
| CG_out_x      | center of gravity, x = { distance, y-coordinate, x-coordinate }                                       |
| Satellite features |                                                                                                        |
| GREEN_sat     | green mask for satellite image                                                  |
| ENT_sat_x     | entropy measure, x = { t-top, m-middle, b-bottom, c-center, l-left, r-right }                           |
| CG_sat_x      | center of gravity, x = { distance, y-coordinate, x-coordinate }                                       |

**TABLE IV**

**ALL IMAGE FEATURES EXTRACTED**

IV. Evaluation

This section provides an explanatory analysis to evaluate the effectiveness of the different feature subsets and the models used. The response variables price and dom, both have extremely right-skewed distributions. A single log transformation allows the price distribution to follow the normal distribution, while for the dom, we bootstrapped the training dataset, and then performed a stratified sampling followed by a log transformation. Finally, log_price and log_dom were
used as response variables. The evaluation metrics employed were the Mean Absolute Error (MAE) and Coefficient of Determination ($R^2$). Both of these are popular measures for evaluating the accuracy of boosting models, and are given by the equations:

$$ MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| $$  \hspace{1cm} (4)

$$ R^2 = 1 - \frac{\sum (y_i - \bar{y})^2}{\sum (y_i - \hat{y}_i)^2} $$  \hspace{1cm} (5)

After extracting the features, we split the dataset into 70% training and 30% testing datasets. The initial idea of complementing MLS numeric features to "boost" the models with image features was evaluated in this section. The base model therfore consisted solely of MLS numeric predictors. It was then gradually improved by adding different sets of image predictors.

The hedonic model involves a regression of the house prices against the basic attributes of each house. Attributes that are hypothesized to contribute to the price of a house usually include land size, age, number of bedrooms, number of bathrooms and so on. These features correspond to our basic MLS features, and thus we proceed using Ordinary Least Square (OLS) regression as our baseline model. After running the OLS model, we noticed weak performance in comparison with boosted trees. Moreover, the model has no predictive power whatsoever for \textit{dom}. We tested a further approach using regularizer and ridge regression, mostly because this method is adaptive to high dimensions. More specifically, a ridge is capable of reducing the variability and improving the accuracy in the presence of multicollinearity (which is the problem we are dealing with, as described later in this section). However, ridge regression does not allow for variable selection, and it fails to provide a parsimonious model with few parameters. This model performed less accurately compared to boosted trees, which we use in the rest of this section.

Boosting algorithms are still more useful in the regime of limited training data, little training time, and little expertise in parameter tuning. The significance of these models has been seen in some of the most accurate real-estate prediction scenarios [1]. Thus, our determination of the predictive power of the extracted features started by introducing the entire feature space, using the three most significant boosting models: XGBoost (XGB) [38], LightGBM (LGB) [39], and CATBoost (CAT) [40]. Interestingly, the LGB model performs better after adding all image features for both response variables, while XGB performs best on the small feature set, using MLS features only. CAT performs significantly less accurately in both cases (before or after adding the image features). For more details, see Table 5.

We assumed that the small accuracy improvement might be affected by a large feature space. Furthermore, it is always a good practice to remove any redundant features despite the fact that boosted trees are unaffected by multidimensionality or multicollinearity. We plotted multicollinearity matrices examining different feature sets, as presented with Figure 15. Following this, we performed feature selection analysis using all the proposed gradient boosting models. This method is used to perform subset selection, which improves the accuracy, while looking for good combinations in a high-dimensional feature space [41].

| FEATURE combinations | best_model | price_accuracy | dom_accuracy |
|----------------------|------------|----------------|--------------|
|                      | price      | dom            | MAE          | $R^2$         | MAE | $R^2$ |
| base_1               | OLS        | 0.25           | 0.48         | 0.77          | 0.03 |
| base_2               | LGB        | 0.16           | 0.821        | 0.29          | 0.62 |
| base_3 + outdoor features | LGB | 0.14          | 0.853        | 0.27          | 0.66 |
| base_2 + outdoor features | XGB | 0.14 | 0.854 | 0.27 | 0.68 |
| base_2 + indoor and outdoor features | LGB | 0.13 | 0.862 | 0.26 | 0.7 |
| base_2 + satellite features | LGB | 0.12 | 0.876 | 0.29 | 0.62 |
| XGB best (n=36)      | LGB        | 0.12           | 0.883        | 0.21          | 0.77 |
| LGB best (n=40)      | LGB        | 0.11           | 0.901        | 0.2           | 0.78 |

TABLE VI

Accuracy for various models including MLS numeric and image features.

We used all the proposed boosting models to transform the training dataset into a subset with selected features. We then took a pre-trained model and used a threshold to decide which features to select. The set score seems to converge at about 30 features (the same set of features proved most efficient for predicting \textit{dom}). The best feature sets are: n=36 (XGB), n=40 (LGB), and n=10 (CAT). The order of the features was established after plotting the feature importance graph for each model, and taking the first n predictors from a sorted list.

The next step determines the predictive power of the image features. We compare and present the results of our analysis using different subsets of predictors. We use MLS numeric features as our base model and continue to add new predictors reporting on the accuracy/error. From analyzing different subsets, we can identify some interesting combinations, as shown in Table 6.

Table 6 uses the following enumeration: \textit{base}_1 represents...
a base model using LOTSIZE, AGE, SQFT, ZIP, and BATHS as features. A model with the name base_2 also adds BEDS and GARAGE into the feature space. These two combinations are complemented with image features. The XGB, LGB, and CAT combinations use all seven features from the base_2 model. Some additional combinations can be observed, and all of these are presented in Table 6.

Furthermore, we tested our feature extraction technique using New York data, focusing on both different time-span as well as the region (table 7). Compared to the Boston data, the results are less satisfactory, however our approach still over-performs the baseline models. Assuming different trends, styles, and patterns with the New York data, we split the data into train/test and rerun the algorithms. Although, the results were significantly better (R-sq: 0.91, MAE: 0.1 for the price and R-sq: 0.88, MAE: 0.12 for the dom) we decided not to include them in the table 7, due to a small sample size. In all cases, LGB models performed the best. Satellite images alone do not bring any additional value, but improve the overall accuracy of the final model.

The role the image features play in housing prediction is obvious, as these outperform basic predictors when modeling price and dom. As expected, the zip code is the most important feature for predicting both response variables. However, some of the previously set goals were achieved here:

- Some image features perform better than the MLS features
- Image features contribute to the overall predictive power

The best feature combination includes the MLS numeric features combined with: green outdoor and satellite masks, indoor and outdoor average entropy, deep image features, satellite regional entropy, indoor and outdoor center of gravity, and categorical features. Some image features proved to be better predictors than the basic MLS features. Figure 14 provides more information regarding the individual importance of these features.

We can observe that image features play a significant role in predicting price and dom. Furthermore, the LGB seems to be the best model, followed by the XGB. CAT did not perform well for any of the response variables. CAT is a different implementation of gradient boosting which at times can give slightly more accurate predictions, in particular when large amounts of categorical features are introduced. After including the categorical variables (in our case, only ZIP could be one-hot encoded), running CAT did not improve the score. Our dataset consists of all numerical values, demonstrating the low accuracy using CAT, even after performing feature selection. Boosting models such as XGB and LGB perform better even if they treat categorical variables as numeric values.

The best combination is a LGB model with n=40 features, which brings the R\(^2\) score to 90\% (MAE: 0.1). Predicting dom proved efficient with the same model and set of features,
Fig. 15. Groups of image features facing the multicollinearity problem. In the case of deriving new variables or dealing with large feature space, it is a good practice to remove any redundant features from the dataset followed by the importance graph, irrespective of the algorithm used.

showing a significantly lower score (MAE: 0.2, R^2: 0.78). This is probably due to a poor distribution (the dataset contains dom values of between 0 and 1000 days on the market in a very skewed distribution). However, compared with the base model, LGB n=40 increases the value of R^2 by 15% for predicting dom, and it is assumed that an even better score could be obtained in the case where the response variable follows a normal distribution. One interesting detail is that the satellite features alone do not contribute to the overall predictive power for estimating dom. From the importance graph, it can be noticed that dom is mainly explained by extracting information from the indoor images and based on the immediate surroundings captured in the outdoor images.

The feature importance graph is presented in Figure 14. Suggestion to the reader to bear in mind that the plot of price (upper image) uses a power scale, due to the fact that the zip code drives the prediction power and other features are perceived as significantly less important. The importance graph for dom (down) was not scaled. Both plots show the MLS numeric features enclosed with rectangles. From a comparison with Figure 1, the shift in the MLS numeric feature bars caused by the importance of image features can be seen.

Due to the nature of boosting models, we assume that further combinations into an ensemble would increase the overall accuracy. However, the examination of different model sets, the use of weights, and the introduction of different feature engineering techniques was outside the scope of this paper.

V. CONCLUSION AND FUTURE WORK

In this paper, we prove the usefulness of image features in modeling real-estate attractiveness. A group of 40 features was selected to achieve successful content interpretation with the full set of techniques proposed. The research was based on all property-related images, using different visual perspectives, argue that the techniques proposed in this paper contribute to bringing subjectivity to boosting predictive algorithm.

The real estate appraisal process could benefit from the introduction of image processing into modeling, thus introducing a subjectivity factor into the evaluation process. Appraisers usually visit homes to evaluate both the interior and exterior of the properties. This process takes a lot of time, and creates uncertainty due to differences in human expertise. Due to a recently developed deep learning approach, models have become smart enough to interpret visual content in a way similar to human perception. Image features can easily be included as a quantification of an image and as a universal language, thus speeding up the appraisal process and making it more objective and fair.

Future avenues for the research presented in this paper will take different paths depending on the actual image type. First, we will decompose segments into a different image groups. Using various extraction techniques, we provide a set of combinations that can be easily re-combined and used in many similar scenarios. Next, the CNN is pre-trained on different places, and then needs to be re-trained on real estate data. Obtaining a larger set of images could make this possible. In case of a further employment of a transfer learning techniques, exploring different dimensionality reduction and clustering techniques might better differentiate or re-group listings based on similar criteria.

The number of images per listing is not constant. We could employ different calculations for the weighted averages per listing. For outdoor images, we should take foliage into an account (different shades of brown and yellow) and/or perform a semantic segmentation. We find that it is important to distinguish between different types of green/yellow space to account for perceived attractiveness. Furthermore, the condition of a building could be better examined as an important driving factor in real estate modeling.

Machine learning methods can be used to analyze large datasets and conduct model selection in the context of causal inference. Issues such as multicollinearity across house attributes and incorrect functional forms threaten the underlying performance of hedonic models. Furthermore, a strong limitation of the majority of the models is a lack of consideration
for endogeneity. Modern-day machine learning methods can accommodate both of these challenges \cite{42} and we plan to introduce some of the suggested techniques in future iterations.

Future work would also include deeper use of satellite images, an understanding of locality and neighborhood specifics as well as which types of green area (tree vs. grass) are captured with an image. Since the entropy results proved useful in segmenting large areas (e.g., water) in satellite images, we aim to estimate approximate distances in order to understand the location specifics of the surroundings of the property. Finally, we aim to train our CNN network to learn housing amenities from satellite images, and adapt it to automatically understand a location and neighboring characteristics.
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Fig. 16. Correlation plot for entropy-based features extracted from satellite images and dom

Fig. 17. Correlation plot for entropy-based features extracted from outdoor images and dom

Fig. 18. Correlation bars for green_avg vs green_sat features

Fig. 19. Correlation bars for _cat features

Fig. 20. Correlation bars for first 15 deep image features (averaged PCA components)

Fig. 21. Correlation bars for first two deep image features (averaged PCA components)