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Abstract. We consider a finite dimensional strongly \( G \)-graded algebra \( A \) with self-injective 1-component \( B \), and in our main result we prove that the induction from \( B \) to \( A \) of a basic support \( \tau \)-tilting pair of \( B \)-modules is a support \( \tau \)-tilting pair \((M,P)\) of \( A \)-modules if and only if \( M \) is \( G \)-invariant. A similar statement holds for the restriction from \( A \) to \( B \), so our results may be viewed as Clifford and Maschke type theorems for 2-term silting complexes. We also give applications to semibricks and the associated wide subcategories.

1. Introduction

This article is motivated by the work done by R. Koshio and Y. Kozakai in [10] and [11]. They consider a block algebra \( B \) of a normal subgroup \( G \) of a finite group \( G \), and under some strong assumptions, they obtain correspondences between the 2-term tilting complexes over \( B \), and the 2-term tilting complexes over \( B \), where \( B \) is a block algebra of \( G \) covering \( B \). Similar correspondences are obtained between sets of isomorphism classes of associated objects: support \( \tau \)-tilting modules, semibricks, simple minded collections. Their results rely on the study of the behaviour of these objects under the functor \( \widetilde{\text{Ind}} \).

We show here that the assumptions of [10] and [11] can be significantly relaxed. We build upon the ideas and results of [5] on induction of silting complexes, and of [12] and [13], where group graded tilting complexes are constructed from Rickard’s simple minded collections.

We consider a finite dimensional strongly \( G \)-graded algebra \( A \) with 1-component \( B \) over an arbitrary field \( k \). In this situation, the induction functor \( \text{Ind}^A_B = A \otimes_B \) and the restriction of scalars \( \text{Res}^A_B \) from \( A \) to \( B \) form a Frobenius (biadjoint) pair. Note that \( \text{Ind}^B_A \) is always separable, while \( \text{Res}^A_B \) is separable when the characteristic of \( k \) does not divide the order \( |G| \) of \( G \). The crucial observation made in Theorem 3.3 is that if \( B \) is self-injective, then \( \text{Ind}^A_B \) commutes with projective covers, and hence takes a minimal projective presentation to a minimal projective presentation. E. C. Dade [8] proved a similar result for \( \text{Res}^A_B \) when \( char k \nmid |G| \), and we also simplify his proof in that case, avoiding the use of Clifford extensions.

This has a number of consequences which allow us to show in Theorem 4.2 that if \( M \) is a support \( \tau \)-tilting \( B \)-module, then \( \text{Ind}^A_B M \) is a support \( \tau \)-tilting \( A \)-module if and only if \( M \) is \( G \)-invariant. A similar result involving \( \text{Res}^A_B \) also holds, and we point out that there is a general phenomenon which can be expressed in terms of Frobenius and separable functors that will be discussed in a subsequent paper. Nevertheless, several of our results stated for strongly group graded algebras do not hold for much more general Frobenius ring extensions.

The outline of the paper is as follows. In Section 2 we present the needed results on 2-term silting complexes, support \( \tau \)-tilting modules and semibricks.

Section 3 contains results on projective covers and Auslander-Reiten translations. Our main result here says that for any \( B \)-module \( Y \), we have \( \text{Ind}^A_B(\tau_B(Y)) \simeq \tau_A(\text{Ind}^A_B Y) \), this being an important ingredient in the proof of Theorem 4.2. Moreover, if \( char k \nmid |G| \) then \( \text{Res}^A_B(\tau_A(X)) \simeq \tau_B(\text{Res}^A_B X) \) for any \( A \)-module \( X \). We also present in this section the facts from Clifford theory which will be used in the subsequent sections. In Section 4 we prove Theorem 4.2 and also its counterpart for \( \text{Res}^A_B \).

In Section 5 we study left finite semibricks and functorially finite torsion classes over \( B \) respectively \( A \). Theorem 5.1 which generalizes results of Koshio and Kozakai, is an application of the so-called stable Clifford correspondence and of the results of the preceding sections. We explain in detail the relationship with the results from [10], [12] and [11].

In Section 6 we apply our framework to Asai’s results from [4] Sections 2.3 and 3.3 on the realization of certain wide subcategories as module categories. We show here that we get strongly \( G \)-graded endomorphism algebras, and that the category equivalences given in [3] Theorems 2.27 and 3.15 commute with induction and restriction.

Note that we have at our disposal the induction and restriction functors, and also silting and cosilting complexes. Therefore, many of our statements may have four variants, but our main concern here is the induction of 2-silting complexes.

All rings in this paper are associative with identity and all modules are left (unless otherwise specified) unital and finitely generated. Our general assumptions and conventions are standard, and tend to follow [11] and [3].
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The field $k$ is arbitrary, and $k$-algebras are finite dimensional. For a module $X$ over the $k$-algebra $A$, $X^*$ is the $A$-dual of $X$, $DX$ is the $k$-dual, while $P$, $Ω$, $ν$, $Tr$, $τ$ denote the projective cover, the syzygy functor, the Nakayama functor, the transpose, and the Auslander-Reiten translation, respectively. For a full subcategory $C$ of mod $A$, the notations Fac$C$, Sub$C$, Filt$C$, $T(C)$ are also standard. For basic concepts and results on representation theory, Frobenius and separable functors, and group graded algebras, we refer the reader to [5], [4], and [13].

2. Preliminaries on Support $τ$-tilting Modules

As we have mentioned in the Introduction, our main objects of study are the 2-silting complexes and their corresponding support $τ$-tilting modules and left finite semibricks, and also the dual versions of them. We recall from [1] and [3] the main facts which will be used here.

2.1. Let $B$ be a finite dimensional $k$-algebra. By [11, Theorem 3.2], there is a bijection between the set 2-silt of isomorphism classes of 2-term silting complexes of projective $B$-modules and the set $sτ$-B of isomorphism classes of support $τ$-tilting $B$-modules.

Let $P ∈ K^b(proj B)$ be in 2-silt $B$, and let $M = H^0(P)$ be the support $τ$-tilting module corresponding to $P$. There is an idempotent $e ∈ B$ such that $M$ is a $τ$-tilting $B/(e)$-module, where $⟨e⟩ = Be$, and the composition factors of $M$ are exactly the simple submodules of $(1 − e)B/(1 − e)radB.$

We will assume that $M$ is basic and that the complex

$$P = (P_1 ⊕ P_1 [f_0] P_0)$$

is obtained via a minimal projective presentation

$$P_1 \xrightarrow{f} P_0 \rightarrow M \rightarrow 0$$

of $M$. Recall that here $P = Be$, and $(M, P)$ is a support $τ$-tilting pair for $B$.

Denote

$$D = End_{K^b(proj B)}(P)^{op} \quad \text{ and } \quad F = End_B(M)^{op}.$$ 

As in [3, Theorem 2.3], let

$$S = M/L ∈ f_1\text{-sbrick } B$$

be the left-finite semibrick corresponding bijectively to $M$, where

$$L = R(M, M) = \text{rad}_F M.$$ 

Note that if $M$ is basic, then $S$ is also basic.

2.2. Consider the Nakayama functor $ν : K^b(proj B) → K^b(inj B)$ and let $P^\prime := νP$. Then $νP$ is in 2-cosilt $B$.

Let $M^\prime = H^{-1}(νP) ∈ sτ^{-1}$-tilt $B$ and $S^\prime = soc_B(M) ∈ f_1\text{-sbrick } B$. Denote also

$$D' := End_{K^b(inj B)}(νP)^{op} \quad \text{ and } \quad F' = End_B(M')^{op}.$$ 

Then $ν$ induces an isomorphism between $D$ and $D'$.

2.3. We consider the decomposition $P = \bigoplus_{i=1}^n P_i$, where $P_i ∈ K^b(proj B)$ are indecomposable. We know that $n = |B|$. Then we have the decomposition $P^\prime = \bigoplus_{i=1}^n P_i'$, where $P_i' = νP_i ∈ K^b(inj B)$ are indecomposable.

Let $M_i = H^0(P_i)$, hence $M = \bigoplus_{i=1}^n M_i$. Let $L_i = \sum_{f ∈ rad_A(M, M_i)} \text{Im} f$ and $S_i = M_i/L_i$, for $i = 1, . . . , n$. We have $L = \bigoplus_{i=1}^n L_i$ and $S = \bigoplus_{i=1}^n S_i$.

Let $M_i' := H^{-1}(νP_i)$ and $S_i' = \bigcap_{f ∈ rad_A(M_i', M_i')} \text{Ker} f$. We have $M' = \bigoplus_{i=1}^n M_i'$ and $S' = \bigoplus_{i=1}^n S_i'$.

2.4. By the results of [3, Section 3.3], we may assume that there are natural numbers $1 ≤ k ≤ l ≤ m ≤ n$, and that we may choose the indices such that the following properties hold.

(1) For $1 ≤ i ≤ m$ we have that $M_i ≠ 0$ is an indecomposable $τ$-rigid $B$-module, while for $k + 1 ≤ i ≤ n$ we have that $M_i' ≠ 0$ is an indecomposable $τ^{-1}$-rigid $B$-module.

(2) $M_i ∉ \text{Fac}(M/M_i)$ if and only if $1 ≤ i ≤ l$. In this case, $S_i ∼ M_i/R(M_i, M_i) ∈ f_1\text{-brick } B$, and $S_i' = 0$.

(3) For $l + 1 ≤ i ≤ n$ we have that $S_i' ∈ f_1\text{-brick } B$, and $S_i = 0$.

(4) For $1 ≤ i ≤ k$ we have that $M_i$ is projective and $M_i' = 0$, while for $m + 1 ≤ i ≤ n$ we have that $M_i'$ is injective and $M_i = 0$.

2.5. In addition to the above mentioned bijections between the sets 2-silt $B$, $sτ$-tilt $B$ and $f_1$-sbrick $B$, by [11, Theorem 2.7] and [3, Proposition 2.24 and Proposition 3.5] these sets are also in bijection with:

(1) The set $f$-tors $B$ of functorially finite torsion classes $T$ in mod $B$.

(2) The set $f_1$-wide $B$ of left finite wide subcategories $W$ of mod $B$.

(3) The set $\text{int-t-str } B$ of intermediate t-structures with length heart $H$ in $D^b(\text{mod } B)$.
Denote by $\mathcal{T}$ the functorially finite torsion class, by $\mathcal{W}$ left finite wide subcategory, and by $\mathcal{H}$ the heart of the intermediate $t$-structure corresponding to $M$. We know that $\mathcal{T} = \text{Fac} M = T(S) = \text{Filt}(\text{Fac} S)$, and $\mathcal{W} = \text{Filt} S$. Under this bijection, $S$ becomes a semisimple object in $\mathcal{W}$ and also in the abelian $\mathcal{H}$.

2.6. In the following we will prove a slight generalization of [3, Theorem 2.2], also adapted to the case of $\tau$-tilting modules, that will be used in the proofs of the main results of this paper.

In order to do it, let us recall that if $\mathcal{P} : P_1 \not\rightarrow P_0$ is a complex of projective $B$-modules that is concentrated in the degrees 0 and 1, we can associate to it, as in [2], the class $D_{\mathcal{P}} = \{ K \in B\text{-mod} \mid \text{Hom}_{D^b(A)}(P, K[1]) = 0 \}$. We know from [2] that $\mathcal{P}$ is sitting if and only if $D_{\mathcal{P}} = \text{Fac}(H^0(\mathcal{P}))$.

Suppose that $\mathcal{F} : B\text{-mod} \rightarrow A\text{-mod} : \mathcal{G}$ is a pair of functors such that $\mathcal{F}$ is a left adjoint of $\mathcal{G}$. We say that a module $M \in \mathcal{F}$-stable if $\mathcal{G}F(M) \in \text{add} M$.

**Proposition 2.7.** Suppose that $A$ and $B$ are $k$-algebras, and that $\mathcal{F} : B\text{-mod} \rightarrow A\text{-mod} : \mathcal{G}$ are functors such that

(a) $\mathcal{F}$ is a left adjoint for $\mathcal{G}$,

(b) for every $K \in A\text{-mod}$ the canonical morphism $\mathcal{F}\mathcal{G}(K) \rightarrow K$ is surjective, and

(c) $\mathcal{F}$ preserves the projective property (or, equivalently, $\mathcal{G}$ is exact).

If $\mathcal{P}$ is a $2$-sitting complex with $H^0(\mathcal{P}) = M$, the following are equivalent:

1. $\mathcal{F}(\mathcal{P}) \in 2\text{-silt} A$;
2. $\mathcal{G}\mathcal{F}(M) \in \text{Fac} M$.

Moreover, if

1. $\tau\mathcal{G}\mathcal{F}(M) \cong \mathcal{G}(\tau\mathcal{F}(M))$, the above conditions are equivalent to
2. $M$ is $\mathcal{F}$-stable.

**Proof.** Since $\mathcal{F} \dashv \mathcal{G}$, it is easy to see $H^0(\mathcal{F}(\mathcal{P})) = \mathcal{F}(M)$ and that $K \in D_{\mathcal{F}}(\mathcal{P})$ if and only if $\mathcal{G}(K) \in D_{\mathcal{P}}$ (see the proof of [6, Lemma 2.1]).

1. $\Rightarrow$ Assume that $\mathcal{F}(\mathcal{P})$ is a sitting complex. Then $\mathcal{F}(M) \in D_{\mathcal{F}}(\mathcal{P})$, hence $\mathcal{G}\mathcal{F}(M) \in D_{\mathcal{P}} = \text{Fac} M$.

2. $\Rightarrow$ Suppose that $\mathcal{G}\mathcal{F}(M) \in \text{Fac} M$. For every $K \in D_{\mathcal{F}}(\mathcal{P})$ we have $\mathcal{G}(K) \in D_{\mathcal{P}}$, hence there is an epimorphism $M^n \rightarrow \mathcal{G}(K)$. Since $\mathcal{F}$ is right exact, we obtain an epimorphism $\mathcal{F}(M)^n \rightarrow \mathcal{F}\mathcal{G}(K)$, and using the hypothesis (b) we conclude that $K \in \text{Fac} \mathcal{F}(M)$. Then $D_{\mathcal{F}}(\mathcal{P}) \subseteq \text{Fac} \mathcal{F}(M)$. The inclusion $\text{Fac} \mathcal{F}(M) \subseteq D_{\mathcal{F}}(\mathcal{P})$ follows from the following observations: by (2) and the equivalence mentioned in the beginning of the proof we have $\mathcal{F}(M) \in D_{\mathcal{F}}(\mathcal{P})$, and the class $D_{\mathcal{F}}(\mathcal{P})$ is closed with respect to epimorphic images.

3. We associate to $\mathcal{P}$ the support $\tau$-tilting pair $(P, M)$. We know that $\mathcal{G}\mathcal{F}(M) \in D_{\mathcal{P}}$, hence

$$\text{Hom}_B(\mathcal{G}\mathcal{F}(M), \tau M) = 0$$

and

$$\text{Hom}_B(P, \mathcal{G}\mathcal{F}(M)) = 0.$$

Moreover, by using our hypotheses, we obtain

$$\text{Hom}_B(M, \tau\mathcal{G}\mathcal{F}(M)) \cong \text{Hom}_B(M, \mathcal{G}(\tau\mathcal{F}(M))) \cong \text{Hom}_A(\mathcal{F}(M), \tau\mathcal{F}(M)) = 0.$$

By [11, Corollary 2.13] we deduce that $\mathcal{G}\mathcal{F}(M) \in \text{add} M$. □

3. Modules over group graded algebras and the Auslander-Reiten translation

3.1. Let $A = \bigoplus_{g \in G} A_g$ be a finite dimensional strongly $G$-graded $k$-algebra with 1-component $A_1 = B$, so $\phi : B \rightarrow A$ is the inclusion. In this particular case, $(\text{Ind}_B^A, \text{Res}_B^A)$ is a Frobenius pair, and $\text{Ind}_B^A$ is separable. Moreover, if the characteristic of $k$ does not divide the order of $G$, then $\text{Res}_B^A$ is also separable. A more general result on the separability of $\phi$ is given in [17, Proposition 2.1]. Note that these conditions have been considered in [18] and [3, Section III. 4].

3.2. We will also rely on other properties of the ring extension $\phi : B \rightarrow A$ in the $G$-graded context. Recall that for any $g \in G$, the functor $A_g \otimes_B - : \text{mod} B \rightarrow \text{mod} B$ is an autoequivalence with quasi-inverse $A_g^{-1} \otimes_B -$. Therefore, the group $G$ acts on the isomorphism classes of $B$ modules, and we denote $gY = A_g \otimes_B Y$.

The next theorem is crucial in our study of support $\tau$-tilting modules. The proofs of its two statements are, up to a point, very similar. The second statement is essentially in [5, Section 5], but we give here an argument which avoids Dade’s theory of Clifford extensions over group graded algebras.

**Theorem 3.3.** Assume that the algebra $B$ is self-injective.

1. Let $Y$ be a $B$-module. Then $A \otimes_B P(Y) \cong P(A \otimes_B Y)$. Moreover, if $P_1 \rightarrow P_0 \rightarrow Y \rightarrow 0$ is a minimal projective presentation, then $A \otimes_B P_1 \rightarrow A \otimes_B P_0 \rightarrow A \otimes_B Y \rightarrow 0$ is a minimal projective presentation.

2. Assume that $|G|$ is invertible in $k$, and let $X$ be an $A$-module. Then $\text{Res}_B^A P(X) \cong P(\text{Res}_B^A X)$. Moreover, if $Q_1 \rightarrow Q_0 \rightarrow X \rightarrow 0$ is a minimal projective presentation, then $\text{Res}_B^A Q_1 \rightarrow \text{Res}_B^A Q_0 \rightarrow \text{Res}_B^A X \rightarrow 0$ is a minimal projective presentation.
Proof. 1) We know that $Y$ is projective if and only $A \otimes_B Y$ is projective.

We show that $Y$ is projective-free if and only $A \otimes_B Y$ is projective-free. Indeed, assume that $A \otimes_B Y$ is projective-free. By the Krull-Schmidt theorem, we may write $Y = Y' \oplus Y''$, where $Y'$ is projective, and $Y''$ is projective-free. We get $A \otimes_B Y = A \otimes_B Y' \oplus A \otimes_B Y''$, where $A \otimes_B Y'$ is projective. But our assumption forces $A \otimes_B Y' = 0$, hence $Y' = 0$, so $Y$ is projective-free. Conversely, assume that $Y$ is projective-free, and let $A \otimes_B Y = X' \oplus X''$, where $X'$ is projective, and $X''$ is projective-free. We get $\text{Res}_B^A A \otimes_B Y = \text{Res}_B^A X' \oplus \text{Res}_B^A X''$.

Note that $\text{Res}_B^A A \otimes_B Y$ is projective-free, because it is the direct sum of the $G$-conjugates of $Y$, and $\text{Res}_B^A X''$ is projective. Our assumption forces $\text{Res}_B^A X'' = 0$, hence $X'' = 0$, so $A \otimes_B Y$ is projective-free.

Consider the exact sequence $0 \to K \to P_0 \to Y \to 0$ in mod $A$, where $P_0 = P(Y)$ is a projective cover of $Y$, and $K = \Omega(Y)$ is projective-free. We obtain the exact sequence $0 \to A \otimes_B K \to A \otimes_B P_0 \to A \otimes_B Y \to 0$ in mod $A$. Note that $P(A \otimes_B Y)$ is a direct summand of $A \otimes_B P_0$, but by the above, $A \otimes_B K$ is projective-free, hence $P(A \otimes_B Y) \simeq A \otimes_B P(Y)$.

2) It is well known (see [17]) that under our assumptions, the functor $\text{Res}_B^A$ is separable, hence $X$ is projective if and only $\text{Res}_B^A X$ is projective.

We show $X$ is projective-free if and only if $\text{Res}_B^A X$ is projective-free. Indeed, assume that $\text{Res}_B^A X$ is projective-free, and write $X = X' \oplus X''$, where $X'$ is projective, and $X''$ is projective-free. Then $\text{Res}_B^A X = \text{Res}_B^A X' \oplus \text{Res}_B^A X''$, where $\text{Res}_B^A X' \oplus \text{Res}_B^A X''$. Our assumption forces $\text{Res}_B^A X'' = 0$, hence $X'' = 0$, so $X$ is projective-free. Conversely, assume that $X$ is projective-free, and write $\text{Res}_B^A X = Y' \oplus Y''$, where $Y'$ is projective, and $Y''$ is projective-free. We get $\text{Ind}_B^A \text{Res}_B^A X = \text{Ind}_B^A Y' \oplus \text{Ind}_B^A Y''$. But $X$ is a direct summand of $\text{Ind}_B^A \text{Res}_B^A X$, and since $X$ is projective-free, we deduce by 1) that $X$ is a direct summand of $\text{Ind}_B^A Y''$. It follows that $\text{Res}_B^A X$ is a direct summand of $\text{Res}_B^A \text{Ind}_B^A Y''$. But $\text{Res}_B^A \text{Ind}_B^A Y''$ is a direct sum of $G$-conjugates of $Y''$, hence it is projective-free. Therefore, $\text{Res}_B^A X$ is projective-free.

Consider the exact sequence $0 \to K \to Q_0 \to X \to 0$ in mod $A$, where $Q_0 = P(X)$ is a projective cover of $X$, and $K = \Omega(X)$ is projective-free. We obtain the exact sequence $0 \to \text{Res}_B^A K \to \text{Res}_B^A Q_0 \to \text{Res}_B^A X \to 0$ in mod $B$. Note that $P(\text{Res}_B^A X)$ is a direct summand of $\text{Res}_B^A Q_0$, but by the above, $\text{Res}_B^A K$ is projective-free, hence $P(\text{Res}_B^A X) \simeq \text{Res}_B^A P(X)$. \hfill $\Box$

3.4. Recall that if $X = \bigoplus X_g$ is a $G$-graded $k$-space, then $DX = \text{Hom}_k(X, k)$ is also $G$-graded with $g$-component $(DX)_g = \{ f \in DX \mid f(X_h) = 0 \text{ for all } h \in G \setminus \{g^{-1}\} \}$, and we may identify $(DX)_g = \text{Hom}_k(X, k)$.

If $X$ is an $A$-module, we also denote $X^* = \text{Hom}_A(X, k)$.

Proposition 3.5. Let $Y$ be a $B$-module, and denote $X = A \otimes_B Y$. Then

1) $D(A \otimes_B Y) \simeq DY \otimes_B A$ as $G$-graded right $A$-modules.

2) $\text{Hom}_A(A \otimes_B Y, A) \simeq \text{Hom}_B(Y, B) \otimes_B A$ as $G$-graded right $A$-modules.

3) $\nu_B(A \otimes_B Y) \simeq A \otimes_B \nu_B(Y)$ as $G$-graded $A$-modules.

4) If $B$ is self-injective, then $\text{Tr}_A(A \otimes_B Y) \simeq \text{Tr}_B Y \otimes_B A$ as $G$-graded right $A$-modules.

5) If $B$ is self-injective, then $\tau_A(A \otimes_B Y) \simeq A \otimes_B \tau_B(Y)$ as $G$-graded $A$-modules.

Proof. 1) We have that $DX$ is a right $A$-module, where $(fa)(x) = f(ax)$ for all $f \in DX$, $x \in X$ and $a \in A$. It is clear from 3.3 that $DX$ is a $G$-graded right $A$-module with 1-component isomorphic to the right $B$-module $DY$. The statement follows by follows by [7] Theorem 2.8].
5) As $\tau = D\Tr$, the statement follows immediately by 1) and 4).

The above results generalize [10, Lemma 3.20], [11, Lemma 3.11] and [12, Lemma 3.2].

As a consequence of Proposition 3.5 we deduce that all the above functors commute with $G$-conjugation from 3.2. The first statement of the next corollary is [11, Lemma 3.4], but we give a different proof here.

**Corollary 3.6.** Let $Y$ be a $B$-module. Then, for any $g \in G$, we have:

1) $\nu(gY) \simeq g(\nu Y)$.
2) If $B$ is self-injective then $\tau(gY) \simeq g(\tau Y)$.

**Proof.** 1) By Proposition 3.5, 1) and 3) we see that the $g$-component of $\nu_A(A \otimes_B Y) \simeq A \otimes_B \nu_B(Y)$ is, on the one hand, $\nu_B(A_g \otimes_B Y)$, and it is $A_g \otimes_B \nu_B(Y)$ on the other hand.
2) follows in the same way by Proposition 3.5 2) and 5).

We also record the “Res” version of Proposition 3.5.

**Proposition 3.7.** Let $X$ be an $A$-module. Then

1) $D(\Res_B^X) \simeq \Res_B^X$ as right $B$-modules.
2) $\Hom_B(\Res_B^X, B) \simeq \Hom_B(X, A)$ as right $B$-modules.
3) $\nu_B(\Res_B^X) \simeq \nu_B(\nu_A(X))$ as $B$-modules.
4) If $B$ is self-injective, and if $|G|$ is invertible in $k$, then $\Tr_B(\Res_B^X) \simeq \Res_B^X \Tr_A X$ as right $B$-modules.
5) If $B$ is self-injective, and if $|G|$ is invertible in $k$, then $\tau_B(\Res_B^X) \simeq \Res_B^X \Tr_A X$ as $B$-modules.

**Proof.** 1) is obvious (and valid for any extension of $k$-algebras).
2) The adjunction isomorphism from $\Hom_A(X, A \otimes_B B)$ to $\Hom_B(\Res_B^X, B)$ sends a map $g \in \Hom_A(X, A)$ to the map $g(-)_1 \in \Hom_B(\Res_B^X, B)$ which sends $x \in X$ to $g(x)_1 \in B$. It is easy to verify that this isomorphism is $B$-linear.
3) As $\nu_A = D\Hom_A(-, A)$, the statement follows immediately by 1) and 2).
4) We may assume that $Y$ is non-projective. Let $Q_1 \xrightarrow{Q_0} X \to 0$ be a minimal projective presentation of $X$. Then

$$Q_0^* \to Q_1^* \to \Tr_A X \to 0$$

is a minimal projective presentation of $\Tr_A X = \Coker g_1^*$. By Theorem 3.3 2), $\Res_B^X Q_1 \to \Res_B^X Q_0 \to \Res_B^X X \to 0$ is a minimal projective presentation of $\Res_B^X X$.

Then

$$(\Res_B^X Q_0)^* \to (\Res_B^X Q_1)^* \to \Tr_B(\Res_B^X X) \to 0$$

is a minimal projective presentation of $\Tr_B(\Res_B^X X) = \Coker (\Res_B^X g_1)^*$. Again by Theorem 3.3 2),

$$\Res_B^X Q_0^* \to \Res_B^X Q_1^* \to \Res_B^X \Tr_A X \to 0$$

is a minimal projective presentation of $\Res_B^X \Tr_A X$. The statement now follows by 2) and by the fact that $\Coker$ commutes with $\Res_B^X$.
5) As $\tau = D\Tr$, the statement follows immediately by 1) and 4).

In the final part of this section we discuss the relation between the $G$-action on the isomorphism classes of $B$-modules and the $\Ind_B^A$-stability condition from 2.4.

**3.8.** Let $Y$ be a $B$-module. Then $\End_A(A \otimes_B Y)^{op}$ is a $G$-graded $k$-algebra with 1-component naturally isomorphic to $\End_B(Y)^{op}$. Moreover, $Y$ is a $(B, \End_B(Y))$-bimodule, and $A \otimes_B Y$ is a $G$-graded $(A, \End_A(A \otimes_B Y)^{op})$-bimodule.

The $B$-module $Y$ is called $G$-invariant if $gY = A_g \otimes_B Y$ as $B$-modules for all $g \in G$, or equivalently, $\End_A(A \otimes_B Y)^{op}$ is a crossed product of $\End_B(M)^{op}$ and $G$.

The $B$-module $Y$ is called $G$-invariant if $g \text{add } Y = \text{add } Y$ for all $g \in G$, or equivalently, $\End_A(A \otimes_B Y)^{op}$ is strongly $G$-graded (see [7, Theorem 6.3]).

**3.9.** In particular, $G$ acts on the isomorphism classes of projective summands of $B$. If $e \in B$ is an idempotent, then the projective $B$-module $Be$ is $G$-invariant if and only if $eBe$ is a crossed product of $eBe$ and $G$.

In this case, $Ae$ is a $G$-graded $(A, eAe)$-bimodule. Note that $AeA$ is the image of the multiplication map $Ae \otimes eAe eA \to A$, and it is a $G$-graded subbimodule of $A_A$. Moreover, the ideal $BeB$ of $B$ is $G$-invariant, that is, $A_g BeB = BeB A_g$ for all $g \in G$, and $AeA = Ae = BeB = BeA$ is a $G$-graded ideal of $A$. This immediately implies that $A/AeA$ is also strongly $G$-graded, with 1 component isomorphic to $B/BeB$.

**Lemma 3.10.** The $B$-module $Y$ is $\Ind_B^A$-stable if and only if $Y$ is weakly $G$-invariant. Moreover, if $Y$ is basic, then $Y$ is $\Ind_B^A$-stable if and only if $Y$ is $G$-invariant.

**Proof.** Both statements are obvious, taking into account that $\Res_B^A Y = \bigoplus_{g \in G} A_g \otimes_B Y$, and that $Y$ is weakly $G$-invariant if and only if $gM \in \text{add } Y$ for all $g \in G$. □
3.11. Finally, we recall from [7, Section 7] the “stable Clifford correspondence”. Assume that $Y$ is a weakly $G$-invariant $B$-module. Denote by $\text{mod}-(A|Y)$ the full subcategory of $\text{mod}-A$ consisting of $A$-modules $X$ such that $\text{Res}_G^A X \in \mathcal{Y}$.

Then the functor $\text{Hom}_A(A \otimes_B Y, -)$ induces and equivalence between $\text{mod}-(A|Y)$ and $\text{mod}-(\text{End}_A(A \otimes_B Y)^{\text{op}}|F)$ (where $\text{End}_A(A \otimes_B Y)^{\text{op}}$-modules which are projective as $F$-modules), with quasi-inverse $(A \otimes_B Y) \otimes_{\text{End}_A(A \otimes_B Y)^{\text{op}}} -$. Note also that we have isomorphisms of functors

$$\text{Hom}_A(A \otimes_B Y, -) \simeq \text{Hom}_B(Y, \text{Res}_G^A(-)) : \text{mod}-(A|Y) \rightarrow \text{mod}-(\text{End}_A(A \otimes_B Y)^{\text{op}}|F).$$

and

$$(A \otimes_B Y) \otimes_{\text{End}_A(A \otimes_B Y)^{\text{op}}} - \simeq Y \otimes F - : \text{mod}-(\text{End}_A(A \otimes_B Y)^{\text{op}}|F) \rightarrow \text{mod}-(A|Y).$$

4. INDUCING AND Restricting support $\tau$-tilting pairs for self-injective algebras

We continue with the notations and assumptions of the preceding section. Moreover, from now on we assume that $B$ (equivalently, $A$) is a self-injective algebra.

Lemma 4.1. Assume that $(M, P)$ is a support $\tau$-tilting pair, where $M$ is basic and $P = Be$. The following statements are equivalent:

1. $M$ is a $G$-invariant $B$-module.
2. $\mathcal{G} \cdot \text{Fac} M = \text{Fac} M$ for all $g \in G$.
3. $P$ is a $G$-invariant $B$-module.
4. $P$ is $G$-invariant in the category of complexes of $B$-modules.

Proof. The equivalence of the statements is an immediate consequence of [1, Proposition 2.3 and Theorem 2.7] and Lemma 3.10.

The next theorem is result the main result of this paper.

Theorem 4.2. Assume that $(M, P)$ is a basic support $\tau$-tilting pair of $B$-modules. The following statements are equivalent:

1. $(A \otimes_B P) \in 2\text{-silt } A$.
2. $(A \otimes_B M, A \otimes_B P)$ is a support $\tau$-tilting pair of $A$-modules.
3. $M$ is a $G$-invariant.

In this case, if $e$ is an idempotent such that $P = Be$ then $A \otimes_B P$ may me identified with $Ae$, and $A \otimes_B M$ is a $\tau$-tilting $A/AeA$-module.

Proof. For the equivalence of (1) and (3) we will apply Proposition 3.7 for $\mathcal{F} = A \otimes_B -$ and $\mathcal{G} = \text{Res}_G^A -$. In order to do this, we only have to verify the condition (d). By using Proposition 3.5 and Corollary 3.6, we obtain

$$\tau \text{Res}_B^A (A \otimes_B M) \cong \bigoplus_{g \in G} \tau (A_{g} \otimes_B M) \cong \bigoplus_{g \in G} A_{g} \otimes_B \tau M \cong \text{Res}_B^A A \otimes_B \tau M \cong \text{Res}_B^A \tau (A \otimes_B M),$$

and the proof is complete.

To prove that (1)$\Leftrightarrow$(2), we first assume that $A \otimes_B P \in 2\text{-silt } A$, where $A \otimes_B P = (A \otimes_B P_1 \oplus A \otimes_B P \rightarrow A \otimes_B P_0)$. We have that $H^0(A \otimes_B P) \cong A \otimes_B H^0(P) \cong A \otimes_B M$. Moreover, by Theorem 3.3, $A \otimes_B P_1 \rightarrow A \otimes_B P_0 \rightarrow A \otimes_B M \rightarrow 0$ is a minimal projective presentation. By [1, Theorem 3.2] it follows that $(A \otimes_B M, A \otimes_B P)$ is a support $\tau$-tilting pair.

Conversely, assume that $(A \otimes_B M, A \otimes_B P)$ is a support $\tau$-tilting pair. Since by Theorem 3.3, $A \otimes_B P_1 \rightarrow A \otimes_B P_0 \rightarrow A \otimes_B M \rightarrow 0$ is a minimal projective presentation, it follows by [1, Theorem 3.2] that $A \otimes_B P = (A \otimes_B P_1 \oplus A \otimes_B P \rightarrow A \otimes_B P_0)$ is a 2-silting complex.

For the last statement, we have seen in 3.9 that $AeA = BeA = AeB$ and that $A/AeA$ is a strongly $G$-graded $k$-algebra. It also follows that $AeA$ annihilates $A \otimes_B M$, and that $M$ is a $G$-invariant $B/BeB$-module. Since $M$ is a $\tau$-tilting $B/BeB$-module, the above arguments imply that $A \otimes_B M \cong A/AeA \otimes_B/BeB M$ is a tilting $A/AeA$-module.

Remark 4.3. If we are in the hypothesis (3), we can see directly that $|A \otimes_B M| = s(A \otimes_B M) = |A| - |Ae|$ as follows: Let $Q$ be an indecomposable projective $A$-module which is not a summand of $A \otimes_B P \cong Ae$. It is enough to show that $\text{Top}Q$ appears as a composition factor of $A \otimes_B M$, that is, $\text{Hom}_A(Q, A \otimes_B M) \neq 0$. Let $R$ be an indecomposable summand of $\text{Res}_B^A Q$. By Clifford theory we have that $\text{Res}_B^A Q$ is a direct sum of $G$-conjugates of $R$, and $Q$ is a summand of $A \otimes_B R$. Clearly, $R$ is not a summand of $P$. Since $(M, P)$ is a support $\tau$-tilting pair, we have that $\text{Hom}_B(R, M) \neq 0$. We deduce that $\text{Hom}_A(Q, A \otimes_B M) \cong \text{Hom}_B(\text{Res}_B^A Q, M) \neq 0$.

We have a “Res” version of Theorem 4.2.
Theorem 4.4. Let \((N, Q)\) be a basic support \(\tau\)-tilting pair of \(A\)-modules, and let \(Q = (Q_1 \oplus Q \overset{[g]}{\to} Q_0)\) be the corresponding 2-silting module. If \([G]\) is invertible in \(k\), the following statements are equivalent.

1) \(\text{Res}^B_A Q \in 2\text{-silt} B\).
2) \(\text{Res}^B_A N, \text{Res}^B_A Q)\) is a support \(\tau\)-tilting pair of \(B\)-modules.
3) \(N\) is \(\text{Res}^B_A\)-stable, that is \(\text{Ind}^B_A \text{Res}^A_B N\in add\ N\).

Proof. The equivalence of (1) and (3) again follows from Proposition \[2.7\] for \(F = \text{Res}^A_B -\) and \(G = A \otimes_B -\). In this case, the hypothesis (d) from Proposition \[2.7\] is satisfied by Proposition \[3.4.5\].

Next, we will prove (1) \(\Leftrightarrow\) (2). Assume that \(\text{Res}^B_A Q \in 2\text{-silt} B\), where \(\text{Res}^B_A Q = (\text{Res}^B_A Q_1 \oplus \text{Res}^B_A Q \to \text{Res}^B_A Q_0)\). We have that \(H^0(\text{Res}^B_A Q) \simeq \text{Res}^A_B H^0(Q) \simeq \text{Res}^A_B N\). Moreover, by Theorem \[3.3.2\],

\[
\text{Res}^A_B Q_1 \to \text{Res}^A_B Q_0 \to \text{Res}^A_B N \to 0
\]
is a minimal projective presentation. By \[1\] Theorem 3.2 it follows that \((\text{Res}^A_B N, \text{Res}^A_B Q)\) is a support \(\tau\)-tilting pair.

Conversely, assume that \((\text{Res}^A_B N, \text{Res}^A_B Q)\) is a support \(\tau\)-tilting pair. Since by Theorem \[3.3.2\], \(\text{Res}^A_B Q_1 \to \text{Res}^A_B Q_0 \to \text{Res}^A_B N \to 0\) is a minimal projective presentation, it follows by \[1\] Theorem 3.2 that \(\text{Res}^A_B P = (\text{Res}^A_B Q_1 \oplus \text{Res}^A_B Q \to \text{Res}^A_B Q_0)\) is a 2-silting complex.

\[\square\]

Remark 4.5. The \(B\)-modules \(\text{Res}^A_B N, \text{Res}^A_B Q\), and the idempotent \(e \in B\) such that \(\text{Res}^A_B Q = Be\) can be described using \[13\] Theorem 2.4.1.

Corollary 4.6. The bijection between the isomorphism classes of support \(\tau\)-tilting pairs and the isomorphism classes of support \(\tau^{-1}\)-tilting pairs commute with \(\text{Ind}^A_B\) and \(\text{Res}^A_B\).

Proof. By \[1\] Theorem 2.15, the bijection is given by \((M, P) \mapsto (\tau M \oplus P, \nu M')\), where \(M'\) is the maximal projective summand of \(M\). The statement follows by Theorems \[4.2\] and \[4.4\] and the proof of Theorem \[3.3\].

5. Semibricks

We continue to use the setting of Section \[2\] and with the assumption that \(B\) is self-injective. Denote \(E = \text{End}_A(A \otimes_B M)^{\text{op}}\) and \(F = E_1 \simeq \text{End}_B(M)^{\text{op}}\).

The following theorem is inspired by and generalizes some results of \[11\] Section 4.1, which actually constitutes the primary motivation of our paper.

Theorem 5.1. Let \(M\) be a \(G\)-invariant support \(\tau\)-tilting \(B\)-module, and let \(S = M/L \in \mathfrak{f}_L\)-sbrick \(B\) be defined as in \[2.7\]. The following statements hold.

1) The bijection between the isomorphism classes of left mutations of \(M\) and the isomorphism classes of the bricks \(S_1, \ldots , S_t\) in \(M/\text{rad}_F M\) is \(G\)-equivariant.
2) \(\text{Fac}(A \otimes_B M) = T(A \otimes_B S)\).
3) Let \(\tilde{S} \in \mathfrak{f}_L\)-brick \(A\) be the left-finite semibrick corresponding to \(A \otimes_B M\). Then \(\text{Res}^A_B S\) belongs to \(\text{Fac} S\).
4) There is a bijection between the isomorphism classes of left finite \(A\)-semibricks belonging to \(\text{mod}(A(S))\) and the isomorphism classes of left finite \(\text{End}_A(A \otimes_B S)^{\text{op}}\)-semibricks.
5) Let \(S_i \in \mathfrak{f}_L\)-brick \(B\) be a direct summand of \(S\). Assume that the \(B\)-module structure of \(S_i\) extends to an \(A\)-module structure. Then there is a bijection between the isomorphism classes of extensions of \(S_i\) to \(A\) and the isomorphism classes of left finite \(\text{End}_A(A \otimes_B S_i)^{\text{op}}\)-semibricks of \(\text{End}_B(S_i)^{\text{op}}\)-dimension 1.
6) Assume that the nonisomorphic direct summands \(S_i\) and \(S_j\) of \(S\) extend to the \(A\)-modules \(\tilde{S}_i\) and \(\tilde{S}_j\), respectively. Then \(\text{Hom}_A(\tilde{S}_i, \tilde{S}_j) = 0\).

Proof. 1) Since \(M\) is \(G\)-invariant, the set of isomorphism classes of the bricks in \(M/\text{rad}_F M\) is \(G\)-invariant, and by Corollary \[3.5\] and \[3\] Proposition 2.12, the support \(\tau^{-1}\)-tilting \(B\)-module \(N\) corresponding to \(M\) is also \(G\)-invariant. Let \(M' < M\) be the left mutation of \(M\) corresponding to \(S_i\) (see \[3\] Definition 2.14), and let \(N'\) be the support \(\tau^{-1}\)-tilting \(B\)-module corresponding to \(M'\), so \(N'\) is a left mutation of \(N\), by \[3\] Theorem 2.15. For \(g \in G\), \(g\)-conjugation is a Morita autoequivalence of \(\text{mod} B\), hence \(gM'\) is a left mutation of \(gM \simeq M\) and \(gN'\) is a left mutation of \(gN \simeq N\). By \[3\] Proposition 2.17, \(S_i\) is the unique brick in \(\text{Fac} M \cap \text{Sub} N'\). Then \(S_i\) is the unique brick in \(\text{Fac} M \cap \text{Sub} N'\) = \(\text{Fac} M \cap \text{Sub} N'\cdot\). Consequently, the brick \(gS_i\) corresponds to the left mutation \(gM'\) of \(M\).

2) The epimorphism \(M \to S\) of \(B\)-modules induces the epimorphism \(A \otimes_B M \to A \otimes_B S\) of \(A\)-modules. Since \(A \otimes_B M\) is support \(\tau\)-tilting, Fac \(A \otimes_B M\) is a torsion class, hence \(T(A \otimes_B S) \subseteq \text{Fac}(A \otimes_B M)\). Conversely, since \(M \in T(S) = \text{Filt}(\text{Fac}(S))\), it follows easily by the exactness of \(A \otimes_B -\) that \(A \otimes_B M \in \text{Filt}(\text{Fac}(A \otimes_B S)) = T(A \otimes_B S)\).

3) Since \(J_G(E) = J(F)E = Ej(F) \in J(E)\), we have the \(A\)-module epimorphisms

\[
A \otimes_B M \to A \otimes_B M/(A \otimes_B M)J_G(E) \to A \otimes_B M/(A \otimes_B M)J(E) = \tilde{S}.
\]
We restrict this to $B$, and notice that $A \otimes_B M$ is a direct sum of copies of $M$, while
\[
A \otimes_B M/(A \otimes_B M)\mathcal{J}(E) \simeq \operatorname{Res}^A_B A \otimes_B M/M\mathcal{J}(F)
\]
is a direct sum of copies of $S$, hence $\operatorname{Res}^A_B S \in \text{Fac} S$.

4) By the stable Clifford correspondence \textbf{[7] Theorem 7.4} (see \textbf{3.8} and \textbf{3.11}), the functors
\[
\operatorname{Hom}_A(A \otimes_B S, -) \simeq \operatorname{Hom}_B(S, \operatorname{Res}^A_B(-))
\]
and
\[
(A \otimes_B S) \otimes_{\operatorname{End}_A(A \otimes_B S)^{\text{op}}} S \simeq S \otimes_{\operatorname{End}_B(S)^{\text{op}}} \operatorname{Res}^A_B(A \otimes_B S)^{\text{op}} (-)
\]
induce an equivalence between $\text{mod } (A|S)$ and $\text{mod } (\operatorname{End}_A(A \otimes_B S)^{\text{op}}|\operatorname{End}_B(S)^{\text{op}})$. But the algebra $\operatorname{End}_B(S)^{\text{op}}$ is semisimple, hence the latter category coincides with $\text{mod } \operatorname{End}_A(A \otimes_B S)^{\text{op}}$.

5) Let $\tilde{S}_i$ be an $A$-module whose restriction to $B$ is isomorphic to $S$. Then by Miyashita’s theorem \textbf{[13 Theorem 1.4.8]}, the group $G$ acts on the algebra $\operatorname{End}_B(S_i)$, and $\operatorname{End}_A(\tilde{S}_i)$ is isomorphic to the $G$-fixed subalgebra $\operatorname{End}_B(S_i)^G$ of $\operatorname{End}_B(S_i)$. Therefore, $\tilde{S}_i$ is a brick, and it obviously belongs to $\text{mod } (A|S)$.

As in 4), the category $\text{mod } (A|S)$ is equivalent to $\text{mod } \operatorname{End}_A(A \otimes_B S)^{\text{op}}$. Moreover, we have that
\[
\dim_{\operatorname{End}_B(S_i)^{\text{op}}} \operatorname{Hom}_B(S_i, \tilde{S}_i) = 1.
\]

6) Again by \textbf{[13 Theorem 1.4.8]}, $\operatorname{Hom}_B(S_i, S_j)$ is a $kG$-module, and $\operatorname{Hom}_A(\tilde{S}_i, \tilde{S}_j) = \operatorname{Hom}_B(S_i, S_j)^G$. Since $\dim_{\operatorname{End}_B(S_i)^{\text{op}}} \operatorname{Hom}_B(S_i, \tilde{S}_i) = 0$, the statement follows. \hfill \Box

\textbf{Corollary 5.2.} If $|G|$ is invertible in $k$, then:

a) $\operatorname{mod } (A|S) = \text{add } (A \otimes_B S)$.

b) $A \otimes_B S$ is an $A$-semibrick.

\textbf{Proof.} a) Obviously, $\text{add } (A \otimes_B S) \subseteq \operatorname{mod } (A|S)$. Conversely, let $U \in \operatorname{mod } (A|S)$. Then $\operatorname{Res}^A_B U$ is a direct summand of $\operatorname{Res}^A_B (A \otimes_B U)$, so by our assumption, $U$ is a direct summand of $A \otimes_B U$. Consequently, $U \in \text{add } (A \otimes_B S)$.

b) We have that $\operatorname{End}_A(A \otimes_B S)^{\text{op}}$ is a crossed product of $\operatorname{End}_B(S)^{\text{op}}$ and $G$. But $\operatorname{End}_B(S)^{\text{op}}$ is semisimple, so by our assumption and a graded version of Maschke’s theorem, $\operatorname{End}_A(A \otimes_B S)^{\text{op}}$ is also semisimple. By Theorem \textbf{5.1} 4), the direct summands of $A \otimes_B S$ correspond to the simple submodules of $\operatorname{End}_A(A \otimes_B S)^{\text{op}}$, hence $A \otimes_B S$ is a semibrick. \hfill \Box

\textbf{Remark 5.3.} Denote by $\mathcal{T}$, as in \textbf{2.5} the functorially finite torsion class determined by $M$, and by $\overline{\mathcal{T}}$ the functorially finite torsion class determined by $A \otimes_B M$. We know that $\mathcal{T} = \text{Fac } M = T(S)$, and $\overline{\mathcal{T}} = \text{Fac } A \otimes_B M = T(\tilde{S})$, where $\tilde{S} \in \mathbf{f}_L$-sbrick $A$ be the left-finite semibrick corresponding to $A \otimes_B M$. From Theorem \textbf{5.1} 2) and 3) (or the first remark in the proof of Proposition \textbf{2.7}) it is easy to deduce that
\[
\overline{\mathcal{T}} = \{ X \in \text{mod } A \mid \operatorname{Res}^A_B X \in \mathcal{T} \}.
\]

In the same vein, we obtain that if $|G|$ is invertible in $k$, then
\[
\mathcal{T} = \{ Y \in \text{mod } B \mid \operatorname{Ind}_B^A Y \in \overline{\mathcal{T}} \}
\]

\textbf{Remark 5.4.} The main results of \textbf{[10], [11] and [12]} are obtained under the assumption that $k$ is algebraically closed and that any left finite $B$-brick (sometimes any indecomposable $B$-module) is $G$-invariant. With the notation of \textbf{5.1}, these assumptions imply that $\operatorname{End}_B(S_i) = k$, and $\operatorname{End}_A(A \otimes_B S_i)^{\text{op}}$ is a twisted group algebra $k_0 G$ for some $2$-cocycle $\alpha \in Z^2(G, k^*)$.

In \textbf{[10] and [12]} it is assumed that $G$ is a $p$-group. This implies that $H^2(G, k^*) = 1$, and that $A \otimes_B Y$ is an indecomposable $A$-module whenever $Y$ is an indecomposable $B$-module.

In \textbf{[11]} the following assumptions are made:

- $H^2(G, k^*) = 1$. This implies that any left finite $B$-brick $S_i$ extends to an $A$-brick $\tilde{S}_i$.
- $kG$ is basic. This implies that $A \otimes_B S_i$ is basic.

Their results are applied to the case when $B$ is a block with cyclic defect groups.

\textbf{Remark 5.5.} By using Corollary \textbf{1.6} one may obtain dual versions of the statements of Theorem \textbf{5.1} involving right finite semibricks, as in [11].

\section{6. Wide subcategories as module categories}

We continue by using the notations $(M, P)$ and $\mathbf{P}$ as in Section \textbf{2} and the assumption that $B$ is self-injective.

Asai showed in \textbf{[3] Theorems 2.27 and 3.15} that certain wide subcategories associated to $\mathbf{P}$ are equivalent to module categories. In this section we study the behaviour of those equivalences with respect to induction and restriction.
6.1. We will use the following notations.

a) Let

\[ E = \text{End}_A(A \otimes_B M)^\text{op}, \quad F = E_1 \simeq \text{End}_B(M)^\text{op}. \]

Denote by \( f_i \in F \) the idempotent endomorphism \( M \to M_i \to M \), and let

\[ f = \sum_{i=1}^{m} f_i. \]

b) Denote \( W = \text{Filt}_S \), which is the left finite wide subcategory of \( \text{mod} B \) determined by \( S \). Consider the full subcategory

\[ \bar{W} := \{ U \in \text{mod} A \mid \text{Res}_B^A U \in W \} \]

of \( \text{mod} A \). Note that by Corollary 5.2, if \(|G|\) is invertible in \( k \), then \( \bar{W} = \text{Filt} A \otimes_B S \).

**Theorem 6.2.** Assume that \( B \) is self-injective. Let \( M \) be a \( G \)-invariant support \( \tau \)-tilting \( B \)-module. The following statements hold.

1) The ideal \( FfF \) of \( F \) is \( G \)-invariant, and \( E/E ffE \) is a crossed product of \( F/ffFF \) and \( G \).

2) \( W \) is a wide subcategory of \( \text{mod} A \).

3) The equivalence \( \text{Hom}_A(A \otimes_B M, -) : \text{Fac} A \otimes_B M \to \text{Sub}_E D(A \otimes_B M) \)
restricts to an equivalence between \( \bar{W} \) and \( \text{mod} E/E ffE \), such that the following diagram is commutative:

\[
\begin{array}{ccc}
\mathcal{W} & \xrightarrow{\text{Hom}_A(A \otimes_B M, -)} & \text{mod} E/E ffE \\
\downarrow & & \downarrow \\
\text{mod} F/ffFF & & \text{mod} F/ffFF \\
\end{array}
\]

**Proof.** 1) Follows immediately by 2.4, the definition of \( f \), and by 5.3.

2) Since \( \bar{W} := \text{Filt} S \) is a wide subcategory of \( \text{mod} B \), and the functor \( \text{Res}_B^A \) is exact, it is easy to see that \( \bar{W} \) is a wide subcategory of \( \text{mod} A \).

3) Since \( \otimes_B M \) is a \( \tau \)-tilting \( A \)-module, the functor \( \text{Hom}_A(A \otimes_B M, -) : \text{Fac} A \otimes_B M \to \text{Sub}_E D(A \otimes_B M) \)
is an equivalence with inverse \( (A \otimes_B M) \otimes_B - \), by [3 Proposition 3.2].

The \( G \)-invariance of \( M \) and the exactness of the induction and the restriction functors imply that \( \otimes_B - \) and \( \text{Res}_B^A \) restrict to functors between \( \text{Fac} M \) and \( \text{Fac} A \otimes_B M \), and also to functors between \( \bar{W} \) and \( W \).

By 3.3, we have that \( E ffE \) is the \( G \)-graded ideal of \( E \) generated by \( F ffF \), so it is clear that \( E \otimes_B - \) and \( \text{Res}_B^A \)
restrict to functors from \( \text{mod} F/ffFF \) and \( \text{mod} E/E ffE \).

The \( G \)-invariance of \( M \) implies that \( \otimes_B M \simeq M \otimes_B E \) as \( G \)-graded \( (A, E) \)-bimodules. From here and from 3.3, we immediately get that the functors \( \otimes_B - \) and \( \text{Res}_B^A \) restrict to functors between \( \text{Sub}_D D(M) \) and \( \text{Sub}_E D(A \otimes_B M) \); moreover the commutativity of the diagram also follows.

By [3 Theorem 2.27], the bottom row of the diagram is an equivalence. If \( X \in \mathcal{W} \), then \( \text{Hom}_A(A \otimes_B M, X) \)
is an \( E \)-module isomorphic to \( \text{Hom}_B(M, \text{Res}_B^A X) \). But \( \text{Res}_B^A X \in \mathcal{W} \), so by [3 Theorem 2.27], \( \text{Hom}_A(A \otimes_B M, U) \)
is annihilated by \( F ffF \), hence it belongs to \( E/E ffE \). Conversely, if \( U \in \text{mod} E/E ffE \), then \( (A \otimes_B M) \otimes_B U \)
is an \( A \)-module isomorphic to \( (M \otimes_F E) \otimes E U \simeq M \otimes_F U \), so again by [3 Theorem 2.27], its restriction to \( B \)
belongs to \( \mathcal{W} \). Consequently, the top row is also an equivalence.

\[ \square \]

6.3. We introduce another set of notations. Let

\[ C = \text{End}_{K^e_{(\text{proj})} A} (A \otimes_B P)^\text{op}, \quad D = C_1 \simeq \text{End}_{K^e_{(\text{proj})} B} (P)^\text{op}, \]

and

\[ C' = \text{End}_{K^e_{(\text{inj})} A} (A \otimes_B \nu P)^\text{op}, \quad D' = C'_1 \simeq \text{End}_{K^e_{(\text{inj})} B} (\nu P)^\text{op}, \]

Let \( d_i \in D \) be the idempotent endomorphism \( P \to P_i \to P \), and let

\[ d = \sum_{i=1}^{n} d_i. \]

Similarly, let \( d'_i \in D' \) be the idempotent endomorphism \( \nu P \to \nu P_i \to \nu P \), and let

\[ d' = \sum_{i=1}^{l} d'_i. \]
6.4. Recall that the heart of the intermediate t-structure corresponding to $P$ is
\[ \mathcal{H} = \mathbf{D}[\neq 0]^\perp = \{ X \in \mathbf{D}^b(B) \mid \text{Hom}_{\mathbf{D}^b(\text{mod } B)}(P[n], X) = 0 \text{ for all } n \neq 0 \}. \]
Recall also that $B$-bricks are identified with simple objects of $\mathcal{H}$.

Let $\mathcal{H}$ denote the heart of the t-structure corresponding to $A \otimes_B P$. Note that because of the adjunction between induction and restriction, we immediately obtain that
\[ \mathcal{H} = \{ Y \in \mathbf{D}^b(A) \mid \text{Res}^A_B Y \in \mathcal{H} \}. \]

**Theorem 6.5.** Assume that $B$ is self-injective. Let $M$ be a $G$-invariant support $\tau$-tilting $B$-module. The following statements hold.
1) The ideal $D/dD_D$ of $D$ is $G$-invariant, and $\text{mod } C/CdC$ is a crossed product of $D/DdD_D$ and $G$.
2) The equivalence
\[ \text{Hom}_{\mathbf{D}^b(\text{mod } A)}(A \otimes_B P, -) : \mathcal{H} \to \text{mod } C \]
restricts to an equivalence between $W$ and $\text{mod } C/CdC$, such that the following diagram is commutative:

\[ \begin{array}{ccc}
\text{Hom}_{\mathbf{D}^b(\text{mod } A)}(A \otimes_B P, -) & \Rightarrow & \text{mod } C/CdC \\
\downarrow & & \downarrow \\
W & \Rightarrow & \text{mod } D/DdD_D
\end{array} \]

**Proof.** 1) Follows immediately by 2.4, the definition of $d$, and by 3.9.

2) It is clear that $A \otimes_B -$ and $\text{Res}^A_B$ induce functors between $\mathcal{H}$ and $\mathcal{H}$, and restrict to functors between $W$ and $W$. Theorem 6.2 shows that $W$ is indeed the left finite subcategory corresponding to $A \otimes_B M$, and hence to $A \otimes_B P$. Therefore, both horizontal equivalences exist by [3, Theorem 3.15].

By adjunction, we clearly have
\[ \text{Res}^A_B \text{Hom}_{\mathbf{D}^b(\text{mod } A)}(A \otimes_B P, X) \simeq \text{Hom}_{\mathbf{D}^b(\text{mod } B)}(\text{Res}^A_B P, X) \]
for any $X \in \mathbf{D}^b(\text{mod } A)$. On the other hand, if $Y \in \mathbf{D}^b(\text{mod } B)$, then $\text{Hom}_{\mathbf{D}^b(\text{mod } A)}(A \otimes_B P, A \otimes_B Y)$ is a $G$-graded $C$-module with 1-component $\text{Hom}_{\mathbf{D}^b(\text{mod } B)}(P, Y)$, hence
\[ \text{Hom}_{\mathbf{D}^b(\text{mod } A)}(A \otimes_B P, A \otimes_B Y) \simeq C \otimes G \text{ Hom}_{\mathbf{D}^b(\text{mod } B)}(P, Y). \]
This shows that the diagram is commutative, and concludes the proof of the theorem.

6.6. The next result is the dual version of Theorem 6.5 and the proof is similar, by using Proposition 3.5 and Corollary 4.6. Denote $W' = \text{Filt } S'$, which is the right finite subcategory of $\text{mod } B$ determined by $S$. Consider the full subcategory
\[ W' := \{ X \in \text{mod } A \mid \text{Res}^A_B X \in W' \} \]
of $\text{mod } A$.

**Theorem 6.7.** Assume that $B$ is self-injective. Let $M$ be a $G$-invariant support $\tau$-tilting $B$-module. The following statements hold.
1) The ideal $D'dD'_{D'}$ of $D'$ is $G$-invariant, and $\text{mod } C'/C'd'C'$ is a crossed product of $D'/D'dD'$ and $G$.
2) The equivalence
\[ \text{DHom}_{\mathbf{D}^b(\text{mod } A)}(-, A \otimes_B vP) : \mathcal{H} \to \text{mod } C' \]
restricts to an equivalence between $W'[1]$ and $\text{mod } C'/C'd'C'$.
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