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Abstract

In this paper we propose an eco-friendly optimization of banana or plantain yield by the control of the pest burrowing nematode \textit{Radopholus similis}. This control relies on fallow deployment, with greater respect for the environment than chemical methods. The optimization is based on a multi-seasonal model in which fallow periods follow cropping seasons. The aim is to find the best way, in terms of profit, to allocate the durations of fallow periods between the cropping seasons, over a fixed time horizon spanning several seasons. The existence of an optimal allocation is proven and an adaptive random search algorithm is proposed to solve the optimization problem. For a relatively long time horizon, deploying one season less than the maximum possible number of cropping seasons allows to increase the fallow period durations and results in a better multi-seasonal profit. For regular fallow durations, the profit is lower than the optimal solution, but the final soil infestation is also lower.
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1. Introduction

Crop pests attack cultivated plants or stored crops, causing serious economic damage to the detriment of farmers and threatening food security \cite{1,2}. Crop losses to pests are difficult to quantify. Nonetheless, it was estimated that 20 % to 30 % of major crop yields were lost because of pests, principally in food-deficit areas \cite{3}, representing 2,000 billion dollars per year \cite{4}. Pesticides are still widely used in agriculture: in 2009, almost $3 \times 10^9$ kg of pesticides were used throughout the world, at a cost of nearly 40 billion dollars \cite{5}. Yet, risks associated with pesticide use have surpassed their beneficial effects, as pesticides have drastic effects on non-target species and hence affect biodiversity, aquatic as well as terrestrial food webs and ecosystems \cite{6}. Therefore, the problem of pest control has necessarily to be addressed in an integrated manner, which has motivated the development of alternative environmentally agricultural practices \cite{7}.

Soilborne pests have a prominent place among plant pathogens. They include fungi, oomycetes, viruses (carried by nematodes or other organisms) and parasitic plants, but also and above all nematodes which promote the infestation of plants by other pathogens \cite{8}. The burrowing nematode, \textit{Radopholus similis} [(Cobb, 1893) Thorne, 1949] is a migratory plant parasitic nematode that attacks over 1200 plant species on which it causes severe economic losses in yields \cite{9,10}. Including banana. Banana is a major staple crop in the tropics and subtropics, and one of the most popular fruits in the world \cite{11,12}. Collectively called banana, banana and cooking banana, usually named "plantain", are grown in more than 135 countries and are found in most tropical and subtropical regions of the world. There are non-seasonal crops that provide a source of food all year round, making them vital for nutrition and food security. In addition to its export value, banana plantations and small plantain farms are an important source of employment \cite{13,14}. In Ivory Coast, some studies reported that \textit{R. Similis} was causing average yield reductions of 80% in banana plantations \cite{15}. Additionally, high overall yield losses of 60% on plantain production in Cameroon were recorded \cite{16}. When \textit{R. Similis} attacks banana plants, the risks of toppling or heavy over-infestation of the plants are so high that they often lead to stopping growing bananas \cite{17,18}, which
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impacts on farmers’ returns. Fighting this pest therefore represents a major challenge in tropical areas.
However, as with other plant pathogens, the control of \textit{R. similis} still requires pesticides which are not always very effective and pollute the environment \cite{19}. Fortunately, some alternative practices such as flooding and fallowing are carried out to reduce the impact of soilborne pathogens like \textit{R. similis} \cite{20}. Fallows in particular appear to be a sustainable control method, as nematodes undergo a fast decay in the soil \cite{20, 21, 22}. In this paper, we aim to assess and optimize the efficiency of the deployment of fallow via a mathematical model.

Mathematical modelling and computer simulation are becoming major tools for the study of the evolution of plant epidemics and optimization of pest control. Concerning soilborne pathogens, Gilligan \cite{23}, followed by Gilligan and Kleczkowski \cite{24} have proposed some mathematical models in the 90s. Madden and Van den Bosch \cite{25} and Mailleret et al. \cite{26} introduced the semi-discrete formalism in soilborne pathogen models to obtain multi-seasonal dynamics of crop-pathogen interactions. Following these works, we proposed a multi-seasonal model for the dynamics of banana or plantain crops in interaction with the burrowing nematode \textit{R. similis}, with fallow periods following cropping seasons \cite{27}. The nematode basic reproduction number was computed for this model, and we showed that for fallow periods longer than a certain threshold, the pest population declines. However, always deploying longer falls may not be optimal in terms of yield. Indeed, on a finite time horizon, longer fallow periods may imply less cropping seasons. The aim of this paper is therefore to optimize the duration of fallow periods in order to maximize the profit of banana crop on a fixed time horizon.

Optimization models, in which a host plant cropping is alternated with either an off-season, a non-host cropping or a poor host, exist in the mathematical modelling literature. Van den Berg et al. \cite{28, 29}, for instance, rely on an extended Ricker model to optimize potato yield losses due to the potato cyst nematode by rotating different potato cultivars. Taylor and Rodriguez-Kabana optimize the economical yield of peanut crops by rotating peanuts (good host) and cotton (bad host) in order to control the peanut root-knot nematode \textit{Meloidogyne arenaria} \cite{30}. Nulisnas et al. provide optimal rotation strategies between susceptible and resistant crops to control root-knot nematodes and maximize tomato crop yields \cite{31}. Van den Berg and Rossing design optimal rotation strategies between host and non-host crops or falls over several yearly cycles in order to manage crop losses due to the root lesion nematode \textit{Pratylenchus penetrans}, based on a fairly generic model \cite{32}. Strategies consist in deciding whether or not to deploy a one-year fallow. It highly differs from our approach, which in a non-seasonal context aims at optimizing the fallow durations on a given time horizon.

In Section 2 we describe the model and its parameter, and we define the yield and the profit. In Section 3 we state the optimization problem and describe the optimization algorithm. In Section 4 we provide the solution of the optimization problem on short and long time horizons. We also seek more regular solutions by bounding fallow durations, penalizing extreme durations or setting constant durations. In Section 5 we discuss our results and present possible extensions.

2. Modelling

2.1. Plant-nematode interaction model

Banana is a perennial herbaceous plant widely cultivated in the tropical and subtropical regions. As a non-seasonal crop, bananas are available fresh year-round. It is perennial because it produces succeeding generations of crops. The plant propagates itself by producing suckers which are outgrowths of the vegetative buds set on the rhizome during leaf formation and which share their parent rhizome during their early development \cite{33}. Hence, infested parent plants lead to infested suckers \cite{33, 34}. In order to avoid this direct transmission of pests, an alternative reproduction method can be proposed: after the harvest of the bunch, the banana plant is uprooted and a new healthy vitro-plant is planted, usually after the fallow \cite{20}. The young sucker produces roots continuously until the flowering \cite{35}; then absorbed nutrients are essentially used for the growth of the fruit bunch.

The nematode \textit{Radopholus similis} is an obligate parasite that feeds on banana roots. It penetrates the banana root, travels and feeds on the root cortex. \textit{R. similis} directly destroys cells and also facilitates the entry and development of saprophagous and secondary parasite \cite{36, 57} inducing root necrosis \cite{38}. It mostly reproduces sexually, even though females can use parthenogenesis if males are lacking \cite{39}. Fertilized females lay about five eggs daily over their gravidity period which can last 2 weeks \cite{40}. From these eggs, young larvae emerge, which can either remain in the root or end up in the soil in search of new roots to colonize \cite{38}. In general, when hosts are present, very few of \textit{R. similis} are found in the soil whereas higher densities are found in roots and rhizomes \cite{41}.
The model we study here is based on previous works \cite{P27, P42}. It considers a compartment $P$ for the population of free nematodes in the soil, a compartment $X$ for the population of infesting nematodes in the roots and a compartment $S$ for fresh roots biomass in grams. We name $t_k$ the starting point of the $(k+1)$-th season and we set $t_0 = 0$ the starting point of the first season. We consider an initial infestation $P(0^+) = P_0 \geq 0$, and assume that the number of suckers planted at the beginning of each cropping season have the same root biomass and are nematode-free, such that $S(t_k^+) = S_0$ and $X(t_k^+) = 0$ for all $k \geq 0$; the superscript “+” stands for the instant that directly follows. We work at the scale of a single plant. The dynamics of the interaction between nematodes and plant roots during the cropping seasons is given by the following equation for $t \in (t_k, t_k + D)$:

\begin{equation}
\begin{cases}
\dot{P} = -\beta PS + \alpha a(1 - \gamma) \frac{SX}{S + \Delta} - \omega P,
\dot{S} = \rho(t)S \left(1 - \frac{S}{K}\right) - a \frac{SX}{S + \Delta},
\dot{X} = \beta PS + \alpha a \gamma \frac{SX}{S + \Delta} - \mu X;
\end{cases}
\end{equation}

where $\beta$ is the infestation rate of free nematodes ($P$), $a$ is the consumption rate of infesting nematodes ($X$) on fresh roots ($S$), $\alpha$ is the consumption rate of ingested roots, $\gamma$ is a proportion of nematodes laid inside, $\mu$ and $\omega$ are mortality rates, $\Delta$ is the half-saturation constant, $\rho(t)$ is the logistical growth of roots.

If we name $n$ the duration between the beginning of the cropping season and the flowering of the plant, and $D$ the duration between the flowering and the harvest, then $\rho(t)$ takes the form:

$$\rho(t) = \begin{cases} 
\rho & \text{for } t \in (t_n, t_n + d], \\
0 & \text{for } t \in (t_n + d, t_n + d + D].
\end{cases}$$

In the following, we will term, when needed, the dynamics of (1) during the $(t_k, t_k + d)$ intervals “the first subsystem of (1)” while “the second subsystem of (1)” will concern $(t_k + d, t_k + D]$, with $\rho = 0$.

At the end of a cropping season, i.e. at $t = t_k + D$, the plant is uprooted and the uprooting cannot be perfect. Hence we assume that a fraction $q$ of infesting nematodes remains in the soil in addition to the free nematodes inherited from the cropping season. That is traduced by the switching $P(t_k + D^+) = P(t_k + D) + qX(t_k + D)$.

The only dynamics that remains is the dynamics of free nematodes that undergo an exponential decay \cite{P22} during a fallow of length $\tau_k$ until the beginning $t_{k+1}^+$ of the next cropping season. We therefore have the following switching rule between seasons:

\begin{equation}
\begin{align*}
P(t_{k+1}^+) &= \left(P(t_k + D) + qX(t_k + D)\right) e^{-\omega \tau_k + 1}, \\
S(t_{k+1}^+) &= S_0, \\
X(t_{k+1}^+) &= 0,
\end{align*}
\end{equation}

Equations (1) and (2) form our multi-seasonal model for the dynamics of banana-nematodes interactions with a distribution $(\tau_k)_{k \geq 0}$ of fallow periods.

The diagram in Figure 1 summarizes the described multi-seasonal dynamics.

It has been shown that the model (1,2) is well-posed \cite{P27}. We now define what is the economical profit that can emerge from this model.

2.2. Yield and profit

Banana roots are responsible of the absorption of nutrients. After the flowering, these nutrients are mainly used for the growth of the banana bunch. If the economic yield of a bunch depends on its weight, then this yield is related to the biomass of fresh roots during the bunch’s growth period. We make the hypothesis that a season is profitable only if it is complete. A metric to capture the yield of the $(k+1)$-th cropping season from the model (1,2) can therefore be given by the following formula:

$$Y_k = \int_{t_k + d}^{t_k + D} W(t) S(t) dt,$$

where $W(t)$ is a weighting function \cite{P43}. 
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Figure 1: Diagram of system \( (1,2) \) during two cropping seasons. Cropping seasons are followed by fallow periods (duration \( \tau_i \)), during which free pests \( (P) \) decay exponentially at rate \( \omega \). The time runs continuously during the cropping seasons and the fallow periods and is represented by solid lines on the time axis. The discrete phenomena, that are planting and uprooting, are represented by dotted lines. When a new pest-free sucker is planted at \( t_k^+ \), the fresh root biomass is initialized at a constant weight \( S_0 \), infesting pests at 0, while the free pest population remains the same. When the plant is uprooted at \( t_i^+ + D^+ \), a proportion \( q \) of infesting pests turns into free pests.

From reference [44], the weighting function \( W(t) \) appears to be a constant \( W(t) = m \). So we can rewrite the previous expression of yield as follows:

\[
Y_k = m \int_{t_k + D}^{t_k + D + D} S(t) \, dt. \tag{3}
\]

As each healthy sucker has a cost [45], we subtract the cost of a healthy sucker from the yield to obtain the profit:

\[
R_k = m \int_{t_k + D}^{t_k + D + D} S(t) \, dt - c. \tag{4}
\]

In equation (4), the biomass \( S(t) \) depends of the infestation. Because of the switching law (2), this infestation depends on all the fallow periods that have preceded the current season. Hence, the cumulated profit after the deployment of \( n \) fallow periods is the sum of the corresponding \( (n + 1) \) cropping seasons and depends on the distribution of fallow periods. Its expression is given by:

\[
R(\tau_1, \ldots, \tau_n) = \sum_{k=0}^{n} R_k \tag{5}
\]

2.3. Parameter values

We rely on parameters in reference [27]. Most of them are set to realistic values obtained from experimental studies in the literature. However, some parameters cannot be easily measured, as for instance the consumption rate \( (a) \) of *Radopholus similis* that is evaluated from the size, and therefore the mass, of a single pest [46]. Some data also come from different geographic regions, and we assume that they are compatible. For example, we graphically evaluated the parameter \( m \) of the weighting function intervening in the yield equation (3) based on plantations in Costa Rica, in a publication which relates the yield in boxes per hectare and per year (a box weighing 18.14 kg) to the functional root weight in grams per plant [44]. To convert this yield per hectare into the yield per plant, we used plant high density data from plantations in Latin America and the Caribbean [47]; based on FAO data [11], we converted the yield into a monetary yield. The currency used is the Central African CFA franc (XAF).

Table 1 summarizes the parameters considered in our optimization.

3. Optimization

From switching rule (2), long fallow durations \( \tau_n \) lead to the reduction of the soil infestation. Equation (3) shows that the seasonal yield is linked to fresh root biomass that depends on the infestation level throughout the season. Increasing the fallow durations to drastically reduce the pest population increases the yield. However, on a fixed and finite time horizon that spans several seasons, increasing
| Param. | Description | Value |
|--------|-------------|-------|
| $d$    | Root growth duration | 210 days |
| $D$    | Cropping season duration | 330 days |
| $\beta$ | Infestation rate | $10^{-1}$ |
| $K$    | Maximum root biomass | 150 g |
| $\rho$ | Root growth rate | $0.025 \text{ day}^{-1}$ |
| $\omega$ | Mortality rate of free pests | $0.0495 \text{ day}^{-1}$ |
| $\mu$ | Mortality rate of infesting pests | 0.045 |
| $a$    | Consumption rate | $2.10^{-4} \text{ g.day}^{-1}$ |
| $\alpha$ | Conversion rate of ingested roots | 400 g$^{-1}$ |
| $\Delta$ | Half-saturation constant | 60 g |
| $\gamma$ | Proportion of pests laid inside | 0.5 |
| $q$    | Proportion of pests released in soil after uprooting | 5% |
| $S_0$  | Initial root biomass | 60 g |
| $P_0$  | Initial soil infestation | 100 |
| $m$    | Root to yield conversion rate | $0.3 \text{ XAF.g}^{-1}.\text{day}^{-1}$ |
| $c$    | Cost of a banana healthy sucker | 230 XAF |

Table 1: Parameter values. The value of parameter $c$ is found in [15]. The value of parameter $m$ is estimated from references [44, 47, 11]. See [27] for more details on remaining parameters.

the fallow durations may reduce the number of cropping seasons and hence the multi-seasonal profit. For example, if we consider $D = 330$ days and a time horizon $T_{\text{max}} = 1000$ days, then 3 cropping seasons can be completed with short fallow periods, for instance of 2 and 5 days. However, the crops will be hampered by severe infestations that may reduce the profit. In contrast, if fallow periods are longer, for instance 20 and 50 days, the profits of the first two seasons increase, but the third cropping season cannot be completed within $T_{\text{max}}$.

Figure 2: Possible occurrences of $T_{\text{max}}$. In (a) $T_{\text{max}}$ occurs in the middle of a cropping season, in (b) during a fallow period, and in (c) at the end of a cropping season, at the same time as the harvest.

The optimization problem here is to find a sequence of fallow durations that maximizes the total profit. For the problem to be relevant, the time horizon should allow to deploy at least one fallow period. Still denoting $T_{\text{max}}$ the time horizon, it corresponds to the following assumption:

**Assumption 3.1.** The time horizon spans at least two seasons: $T_{\text{max}} > 2D$.

We hence state the following problem:

**Problem 3.1.** Under assumption 3.1 find a sequence of fallow durations $(\tau_1^*, \ldots, \tau_n^*)$ such that maximizes $R$ defined in equation (5).

**3.1. Location of the optimal solutions**

If $T_{\text{max}}$ hits the middle of a cropping season (Figure 2(a)) then this season is useless in terms of profit because its harvest occurs after $T_{\text{max}}$. In the same way, if $T_{\text{max}}$ hits a fallow period (Figure 2(b)), then
this fallow is useless because it is not followed by a cropping season within $T_{max}$. In both cases, the time elapsed between the last harvest and $T_{max}$ might be added to the last useful fallow such that $T_{max}$ hits the end of a cropping season (Figure 2(c)). This might increase the yield of the crop. Indeed, according to switching rule (2), increasing the length of the last fallow period leads to a reduced number of pests at the beginning of the last season. This reduction of pests is supposed to reduce the pest population throughout the season and therefore increase the root biomass and the profit. So the last harvest of the optimal solution should occur at $T_{max}$. But such ideal behavior only holds in dynamical systems that show a certain “monotonicity”. Definition 3.1 describes such monotonicity for system (1).

**Definition 3.1. (Monotonicity)**

System (1) is said to be monotone on the interval $(t_k, t_k + D]$ according to initial soil infestation $P(t_k) = P(t_k)$ if:

1. $\tilde{P}_k \geq P_k \Rightarrow P(t; t^+_k, (\tilde{P}_k, S_0, 0)) \geq P(t; t^+_k, (P_k, S_0, 0))$ for all $t \in (t_k, t_k + D]$
2. $\tilde{P}_k \geq P_k \Rightarrow X(t; t^+_k, (\tilde{P}_k, S_0, 0)) \geq X(t; t^+_k, (P_k, S_0, 0))$ for all $t \in (t_k, t_k + D]$
3. $\tilde{P}_k \geq P_k \Rightarrow S(t; t^+_k, (\tilde{P}_k, S_0, 0)) \leq S(t; t^+_k, (P_k, S_0, 0))$ for all $t \in (t_k, t_k + D]$

Where $(P, S, X)(t; t^+_k, (P_k, S_k, X_k))$ is the solution on $(t_k, t_k + D]$ of equation (1) with initial condition $(P_k, S_k, X_k)$ at $t = t^+_k$.

We can reformulate the preceding argument as follows. Let $t_n$ be the starting point of the last useful cropping season, i.e. the last season for which $\delta_n = T_{max} - (t_n + D) \geq 0$. If the last harvest occurs at $T_{max}$, then $\delta_n = 0$. Otherwise, let $\tilde{t}_n = t_n + \delta_n$ and let $\tilde{t}_n = \max(t_n + \tilde{\tau}_n, t_n)$. Because of switching law (1), we have $P(t_n) = P(t_n + \tilde{t}_n) \geq P(t_n + \tilde{\tau}_n) = P(\tilde{t}_n)$. As a consequence, in case of monotonicity, we have $S(t_n + t) \leq S(t_n + \tilde{t}_n)$, for $t \in (0, D]$. Hence,

$$\int_{t_n + D}^{t_n + \tilde{t}_n} S(t)dt \leq \int_{t_n + \tilde{t}_n}^{t_n + \tilde{t}_n} S(t)dt$$

and the profit of season $n$ is higher for fallow duration $\tilde{\tau}_n$.

We add the following assumption.

**Assumption 3.2.** System (1) is monotone according to definition 3.1.

**Remark 3.1.** Assumption 3.2 means that the fewer the initial pests, the lower the infestation throughout the season, and the larger the root biomass. However, for such a predator-prey-like system this property may not hold depending on the parameters values. Indeed, when the level of infestation is high, root biomass $S$ undergoes overconsumption. Such overconsumption induces the decline of root biomass that is food for nematodes. This food decline leads to the decline of nematodes and therefore to the recovery of the root biomass, if the overconsumption occurs early enough during the root growth period $(t_k, t_k + D]$. Such dynamics give rise to cycles that induce the loss of monotonicity. If the pests are “not too abundant”, this overconsumption scenario should not appear and the monotonicity holds at least for the finite duration $D$.

We surmise that there exists a reasonable level of infestation below which Assumption 3.2 is realistic and we illustrate it numerically. With parameters in Table 1 we plot in Figure 3 the curves of free pests $(P)$, infesting pests $(X)$ and fresh root biomass $(S)$ on a single season, for a large range of infestation values $P(t^+_k)$ at the beginning of cropping season $k$ that encompasses realistic values that are usually below 100. It shows that Assumption 3.2 holds for variables $P$, $S$ and $X$, for realistic values of $P(t^+_k)$ below 200. Indeed, the curve order is conserved throughout the season (curves do not cross), so the monotonicity condition is verified for $P$, $S$ and $X$.

Nevertheless, we could build a counterexample setting two parameters to unrealistic values by observing the system dynamics during the first two seasons. We considered a very high and unrealistic value of the initial infestation $P(t^+_0) = 300$, compared to the reference value $P_0 = 100$. Then by setting the proportion of pests released in the soil after uprooting to $q = 100\%$, we ensured that the infestation at the beginning of the second cropping season was higher than with the reference value $q = 5\%$. We varied the fallow duration $\tau$. The higher the $\tau$ values, the lower $P(t^+_1)$ at the beginning of the second cropping season. If monotonicity Assumption 3.2 held, then we would expect a lower $S$ curve for a lower $\tau$ and hence a lower profit. However, for instance for $\tau = 2$ and $\tau = 10$, that yield to $P(t^+_1) = 6860$ and
Figure 3: Curves of pests populations ($X$ and $P$) and fresh root biomass ($S$) for different values of the initial infestation $P(t_k^+)$.

For initial infestations lower than 200, (a) the greater the initial infestation, the lower the curves of fresh root biomass on the domain $(t_k^+, t_k + D]$; (b) and (c) The greater the initial infestation, the higher the curves of pests on the domain $(t_k^+, t_k + D]$.

$P(t_1^+)$ = 4617 respectively, it did not hold, as shown in Figure 4: the $S$ curves cross (Figure 4(a)) and, as a consequence, the profit is lower for the higher $\tau$ (Figure 4(b)). More generally, for low values of $\tau$, the profit counter-intuitively decreases with $\tau$ (Figure 4(b)). However, this situation is quite unrealistic, since a proportion $q = 100\%$ simply means that there is no uprooting of the old plant and that all the nematodes remain in the soil.

According to the arguments above, we can state the following lemma:

**Lemma 1.** Under monotonicity Assumption 3.2, if Problem 3.1 admits a solution, then it belongs to one of the $n$-simplexes:

$$A^n = \left\{ (\tau_1, \ldots, \tau_n) : \sum \tau_k = T_{\text{max}} - (n + 1)D \right\},$$

with $n = 1, \ldots, n_{\text{max}} = \left\lfloor \frac{T_{\text{max}}}{D} \right\rfloor - 1$. It means that the last harvest needs to occur at $T_{\text{max}}$.

Problem 3.1 can be rewritten as:

**Problem 3.2.** Let $\mathcal{A}$ be the reunion of all the $n$-simplexes $A^n$ ($n \in \{1, \ldots, n_{\text{max}}\}$). Under Assumptions 3.1 and 3.2, find the optimal sequence $(\tau_1^*, \ldots, \tau_n^*) \in \mathcal{A}$ of fallow durations that maximizes $R$ defined in equation (5).

We prove the existence of solutions to Problem 3.2.

**Theorem 3.1.** (Existence of optimal fallow deployments)

For all $n_{\text{max}} \geq 1$, Problem 3.2 has a solution on the collection $\mathcal{A}$ of the $n$-simplexes $A^n$ ($n \in \{1, \ldots, n_{\text{max}}\}$) defined in equation (7).

**Proof.** Let us consider from equation (5) the expression $R(\tau_1, \ldots, \tau_n) = \sum_{k=0}^{n} R_k$. First, $(n + 1)$ is bounded by $\left\lfloor \frac{T_{\text{max}}}{D} \right\rfloor$. Besides,

(i) $Y_0 = m \int_{0}^{t_{k_0} + D} S(t)dt$ is finite and doesn’t depend on any $t_i$.

(ii) For all $k \geq 1$, the bounds of the integral $Y_k = m \int_{t_{k-1} + D}^{t_k + D} S(t)dt$ continuously depends on $(\tau_1, \ldots, \tau_{k-1})$ as $t_k = D + \tau_1 + D + \tau_2 + \cdots + D + \tau_{k-1}$.
Figure 4: Counterexample: loss of monotonicity when $q = 300$ and $P(t_k) = 300$. (a) Root biomass during the second cropping season for two different values of $P(t_k^1)$ arising from $\tau_1 = 2$ days (blue curve) and $\tau_1 = 10$ days (red curve). At the beginning, the blue curve is below the red curve, which is consistent with the monotonicity assumption as $P(t_k^1)$ is higher for the blue curve. However, shortly after $t_1 + d$, the relative position of the two curves switches and so the monotonicity Assumption 3.2 is not verified. (b) Profit for the first two seasons as a function of fallow duration $\tau_1$. The fallow duration $\tau_1 = 2$ days (blue cross) yields a better profit than the fallow duration $\tau_1 = 10$ days (red cross), although the former corresponds to a higher infestation $P(t_k^1)$ than the latter. This is due to the loss of monotonicity.

$S(t)$ continuously depends on the initial condition $(P(t_k + d^+), S(t_k + d^+), X(t_k + d^+))$ of the second subsystem of (1) that continuously depends on the initial condition $(P(t_k^1), S(t_k^1), X(t_k^1))$. From switching rule (2), this initial condition continuously depends on $\tau_k$.

Hence, the yield $Y_k$ continuously depends on $(\tau_1, \ldots, \tau_k)$ for all $k \geq 1$.

It follows that $\sum_{k=0}^n R_k$ is upper-bounded and lower-bounded. Therefore, $R$ admits a minimum and a maximum on $A$.

**Remark 3.2.** The maximizing sequence might not be unique. If two or more solutions are optimal we would need to define a tie-break rule. For instance, we could prefer (i) a solution with less cropping seasons; (ii) within solutions with the same number of cropping seasons, the solution closer to the average fallow duration.

**Remark 3.3.** If $T_{max} < 3D$, then a maximum of two cropping seasons and one fallow can be deployed. Problem 3.2 admits a unique solution $\tau_1^* = T_{max} - 2D$.

3.2. Optimization algorithm

For values of $T_{max}$ that are larger than $3D$, the solution could imply two or more fallow periods. In order to numerically solve the optimization problem (3.2), we propose an algorithm of adaptive random search as proposed in Walter and Pronzato [48], that we adapt to simplexes. This method is useful since the function $R$ may have many local maximizers and it is highly desirable to find its global maximizer. The convergence of this kind of algorithms has been proven in the literature [49]. Algorithm 3.1 gives the solution of the optimization problem 3.2. The profits of the maximizers in each dimension are compared to obtain the optimum.

4. Numerical results

We provide the solution for small values of the time horizon $T_{max}$ in Subsection 4.1 and for high values in Subsection 4.2. The latter relies on the optimization algorithm described above in Subsection 3.2.

4.1. Small dimensions

In small dimensions, when $T_{max} < 5D$, up to 3 fallow periods can be deployed. The 3-dimension simplex $A^3$, defined in equation (7), can be represented on a plane. Hence, we can have a good numerical understanding of the location of the optimal solution of problem (3.2), by building a graphical representation of the profit on the simplex and identifying its maximum. We name “size of the simplex” the length of each side of the simplex. We use parameter values in Table 1.
Data: $T_{\max}, D$

$n_{\max} := \left\lfloor \frac{T_{\max}}{D} \right\rfloor - 1$ // maximum number of fallow periods that can be deployed on $[0, T_{\max}]$

Result: optimal fallow sequence $\tilde{\tau}^*$ of size $n^*$

$n^* = 1$ // initialization

$\tilde{\tau}^* := \tilde{\tau}^{1,*} = T_{\max} - 2D$

for $n := 2$ to $n_{\max}$ do

\[
\tilde{\tau}^{n,*} := \text{ARS}(n) // n\text{-optimal fallow sequence of size } n
\]

if $R(\tilde{\tau}^{n,*}) > R(\tilde{\tau}^*)$ then

\[
n^* = n
\]

$\tilde{\tau}^* = \tilde{\tau}^{n,*}$

end

end

Algorithm 3.1: Optimization algorithm for the numerical resolution of Problem 3.2. Integer $n$ corresponds to the number of fallow periods that are deployed on interval $[0, T_{\max}]$. For each $n \leq n_{\max}$, the $n$-optimal fallow sequence $\tilde{\tau}^{n,*}$ is computed: for $n = 1$ the solution is trivial; for $n > 1$, the $n$-optimum is computed using an adaptive random search (ARS) algorithm, adapted to simplex $A^n$. The ARS algorithm is detailed in Appendix A. The optimal fallow deployment $\tilde{\tau}^*$ corresponds to the $n$-optimum that yields the highest profit $R$.

We first set $T_{\max} = 1400$ days. Up to 4 cropping seasons, corresponding to 3 fallow periods covering $1400 - 4 \times 330 = 80$ days, can hence be deployed. Figure 5 is a representation of the profit, defined in equation (5), in the 3-simplex of size 80 days projected on its first coordinates ($\tau_1, \tau_2$). The duration of the third fallow period is then $\tau_3 = 80 - (\tau_1 + \tau_2)$. We notice that:

- The maximum is obtained for 3 fallow periods and is located at the summit $\tau_1 = 80$ days. This may be because, when there is enough fallow duration to be distributed (here 80 days), a long first fallow can lead to drastic pest reduction and hence better profits for the following cropping seasons.
- The profit is low near the point $\tau_3 = 80$ days (that corresponds to $\tau_1 = \tau_2 = 0$) and increases toward the edge $\tau_3 = 0$ (that corresponds to the hypotenuse). Higher profits hence correspond to shorter durations for the last fallow period, which is consistent with the previous remark.

![Figure 5: Profit as a function of the fallow period distribution on the $A^3$ simplex of size 80 days ($T_{\max} = 1400$ days). The simplex is projected on its first two coordinates ($\tau_1, \tau_2$) and $\tau_3 = 80 - (\tau_1 + \tau_2)$. The lighter the colour, the higher the profit. The maximum is indicated by a blue square and corresponds to $\tau_1 = 80$ days and $\tau_2 = \tau_3 = 0$ day.](image)

The strategy may be very different with a different time horizon, which nevertheless admits the same number of deployable seasons. For example, let $T_{\max} = 1340$ days instead of 1400 days. In this case, it is preferable to deploy 3 cropping seasons (i.e. 2 fallow periods) and the optimal deployment is given by $(\tau_1, \tau_2) = (332, 18)$ days. However, a 332-days fallow period is somehow too long, so we introduce an upper bound of 60 days on each fallow period. This brings the optimal solution back to 3 fallow periods, illustrated in Figure 6. This figure shows that the maximum is located at the summit $\tau_3 = 20$ days.
Since the total fallow duration ($\tau_1 + \tau_2 + \tau_3 = 20$ days) is small, it may be better to deploy it when the pest infestation is at its highest in order to maximise the fallow impact. In this case, a first 20-day fallow period is not long enough to sufficiently reduce the pest population, so it is more efficient to allocate these 20 days to the last fallow.

Figure 6: Profit as a function of the fallow period distribution on the $A^3$ simplex of size 20 days ($T_{\text{max}} = 1340$ days). The simplex is projected on its first two coordinates ($\tau_1$, $\tau_2$) and $\tau_3 = 20 - (\tau_1 + \tau_2)$. The lighter the colour, the higher the profit. The maximum is indicated by a blue square and corresponds to $\tau_3 = 20$ days and $\tau_1 = \tau_2 = 0$ day.

Still in the case of a time horizon of 1340 days, the optimum can be brought back from the summit $\tau_3 = 20$ days to the summit $\tau_1 = 20$ days when the initial infestation is large, and therefore the impact of the first fallow period is significant. We set $P_0 = 10000$ nematodes, instead of the reference value $P_0 = 100$ nematodes found in Table 1 and we illustrate the levels of infestation in Figure 7. As in Figure 5, the maximum consists in deploying the total fallow duration during the first period. In this case though, this strategy does not drastically reduce the pest population, but prevents it from increasing too much. Profits are globally lower than in the previous cases, whatever the fallow distribution.

Figure 7: Profit as a function of the fallow period distribution on the $A^3$ simplex of size 20 days ($T_{\text{max}} = 1340$ days), for a very high initial infestation ($P_0 = 10000$ nematodes). The simplex is projected on its first two coordinates ($\tau_1$, $\tau_2$) and $\tau_3 = 20 - (\tau_1 + \tau_2)$. The lighter the colour, the higher the profit. The maximum is indicated by a blue square and corresponds to $\tau_1 = 20$ days and $\tau_2 = \tau_3 = 0$ day.

4.2. High dimensions

In high dimensions, i.e. when $T_{\text{max}}$ is large, we cannot easily illustrate the profit as a function of the fallow distribution. Moreover, thoroughly exploring the space of all the possible sequences of fallow periods would require a great deal of computation. Therefore, we solve the optimization Problem 3.2 using the Algorithm 3.1 in subsection 3.2.
We still use parameter values in Table 1. We set $T_{\text{max}} = 4000$ days. Up to 12 cropping seasons, i.e. 11 fallow periods, can be deployed over this time horizon. However, the optimal deployment is obtained for 11 cropping seasons, which corresponds to a total of 370 days of fallow. It is illustrated in Figure 8. The corresponding optimal profit is $R(\vec{\tau}^*) = 54530$ XAF (83 euros) and the final soil infestation after the last harvest is $P(T_{\text{max}}) = 251$ nematodes.

Figure 8: Optimal distribution of fallow periods for time horizon $T_{\text{max}} = 4000$ days. The maximal profit is obtained for 11 cropping seasons and 10 fallows: $\vec{\tau}^* = (192, 81, 14, 39, 42, 0, 2, 0, 0, 0)$ (in days). The red line corresponds to the average fallow period $\tau = 37$ days.

4.3. Regulation of high dimension solutions

The optimal distribution of fallow periods found in Subsection 4.2 and Figure 8 is very dispersed around the average fallow duration. The first fallow period is huge whereas some others are null. Even if the strategy is optimal, farmers could be reluctant to implement such a irregular cropping strategy. Besides, the level of infestation (251 nematodes) after the last harvest is somehow high, which would be a problem if the grower then cropped a good host for $R. \ similis$. It is necessary to find a compromise between the balance of the fallow durations and the profit. In this subsection, we aim at limiting the durations of the fallow periods without penalizing the profit too much. First, we regulate the solution by bounding the duration of fallow periods. Then, we favour fallow periods that are close to the average duration (that depends on the number of cropping seasons deployed). Finally, we consider constant fallow periods. We still use parameter values in Table 1 and $T_{\text{max}} = 4000$ days for the numerical simulations.

4.3.1. Bounded fallows

The first regulation consists in bounding all fallow period durations $\tau_k$ by a maximal value $\tau_{\text{sup}}$. This means that $\tau_k \leq \tau_{\text{sup}}$, $k = 1 \ldots n$. Since $\sum_{k=1}^{n} \tau_k = T_{\text{max}} - (n + 1)D$, we should have $n.\tau_{\text{sup}} \geq T_{\text{max}} - (n + 1)D$. Hence:

$$n \geq \frac{T_{\text{max}} - D}{\tau_{\text{sup}} + D}.$$

The optimal fallow distribution $\vec{\tau}^*$ should then be sought for dimensions $n$ between:

$$n_{\text{min}} = \left\lfloor \frac{T_{\text{max}} - D}{\tau_{\text{sup}} + D} \right\rfloor \quad \text{and} \quad n_{\text{max}} = \left\lceil \frac{T_{\text{max}}}{D} \right\rceil - 1.$$

We run Algorithm 3.1 for such dimensions and compare the profits obtained. When a $\tau_k$, chosen randomly, is greater than $\tau_{\text{sup}}$ in the ARS algorithm (Appendix A), we simply discard it and draw another one.

With the parameter values in Table 1, $T_{\text{max}} = 4000$ days and a maximal fallow duration $\tau_{\text{sup}} = 60$ days, the algorithm converges to the solution illustrated in Figure 9. The associated profit is $R(\vec{\tau}^*) = \ldots$
54,285 XAF, which is just 0.4% worse than the non-regulated solution obtained in Subsection 4.2. The final soil infestation after the last harvest is $P(T_{\text{max}}) = 223$ nematodes.

4.3.2. Penalizing dispersed fallows

The second regulation consists in limiting the dispersion of the fallow distribution $\vec{\tau}$ around the average fallow duration, i.e. the distance between $\vec{\tau}$ and the centre of the simplex denoted by $\vec{\tau}_0$. Thereby, we introduce a penalty function in the expression of the profit, which is proportional to this distance $d(\vec{\tau}, \vec{\tau}_0)$, and define the penalized profit by:

$$\tilde{R}(\vec{\tau}) = R(\vec{\tau}) - r d(\vec{\tau}, \vec{\tau}_0).$$

(8)

The regulation term $r$ is taken such that the magnitude of the penalty term $r d(\vec{\tau}, \vec{\tau}_0)$ is an acceptable fraction of the magnitude of the unpenalized profit $R(\vec{\tau})$. Choosing $1/10$ for this faction, we deduce the value of $r$ as follows:

$$r = \frac{R(\vec{\tau}_0)}{10 \times d_{\text{max}}},$$

where $d_{\text{max}}$ stands for the longer distance to the centre of the simplex.

We apply Algorithm 3.1 for the profit function $\tilde{R}$ given by equation (8). The algorithm converges to the solution illustrated in Figure 10, using parameter values in Table 1 and $T_{\text{max}} = 4000$ days. The associated penalized profit is $\tilde{R}(\vec{\tau}^*) = 54,250$ XAF, which is just 0.5% worse than the non-regulated optimum obtained in Subsection 4.2. The final soil infestation after the last harvest is $P(T_{\text{max}}) = 223$ nematodes.

4.3.3. Constant fallows

We previously deduced from monotonicity Assumption 3.2 that the last harvest should occur at $T_{\text{max}}$ to optimize the profit. Indeed, since we could distribute the total fallow duration quite freely, it was always profitable to increase the fallow preceding the last cropping season, instead of deploying it at the end of the time horizon. In this section though, fallow durations are set to a constant value, which is an additional constraint that does allow the previous reasoning. We show below that, under the same Assumption 3.2, the last harvest of the optimal solution also occurs at $T_{\text{max}}$.

Given a fallow duration $\tau$, the number of complete cropping seasons that can be deployed over time horizon $T_{\text{max}}$ is given by:

$$N \equiv N(\tau) = \sup\{n \in \mathbb{N} \mid T_{\text{max}} \geq nD + (n - 1)\tau\},$$

(9)
As an incomplete cropping season yields no income, because of the sucker cost it induces a negative profit. Therefore, we assume that if \( \tau \) leads to an incomplete season at the end end of the time horizon (corresponding to case (a) in Figure 2 but with constant fallows), the last sucker is not planted. We can then rewrite the profit (5) over \( T_{\text{max}} \) as:

\[
R(\tau) = \sum_{k=1}^{N(\tau)} R_k, \tag{10}
\]

and formulate the following optimization problem:

\[
\tau^* = \arg \max_{\tau \geq 0} R(\tau). \tag{11}
\]

**Remark 4.1.** Function \( R(\tau) \) in equation (10) is not necessarily a continuous function of \( \tau \). A discontinuity may occur for \( \tau \) values such that \( N(\tau + \varepsilon) = N(\tau) - 1 < N(\tau) \) for small positive values of \( \varepsilon \). As an incomplete cropping season is not profitable and hence not implemented, this small increase of the fallow duration wastes a whole cropping season.

The previous remark shows that \( \tau \) values such that \( N(\tau + \varepsilon) < N(\tau) \) for small positive values of \( \varepsilon \), locally maximize the profit “on the right”: \( R(\tau) > R(\tau + \varepsilon) \), provided that the yield of a cropping season is higher than the cost of a sucker. This assumption is reasonable as it ensures the viability of the cropping system. If it did not hold, the profit would be negative and such \( \tau \) values would minimize the profit “on the right”.

Besides, if Assumption 3.2 holds, then such \( \tau \) values maximize the profit “on the left”. Indeed, when two different fallow durations correspond to the same number of cropping seasons, the longer fallow leads to a greater reduction of the pest population during the fallow, that in turn leads, by monotonicity, to a greater root biomass during the following cropping season and therefore to a better yield. Therefore, if Assumption 3.2 holds, the solution of Problem (11) belongs to the set:

\[
\Xi = \left\{ \tau \geq 0 : \frac{T_{\text{max}} - D}{D + \tau} \in \mathbb{N} \right\} = \left\{ \frac{T_{\text{max}} - (n_{\text{max}} + 1)D}{n_{\text{max}}}, \ldots, \frac{T_{\text{max}} - 2D}{D} \right\}, \tag{12}
\]

with \( n_{\text{max}} = \left\lfloor \frac{T_{\text{max}}}{D} \right\rfloor - 1 \).

Still using parameter values in Table 1 and \( T_{\text{max}} = 4000 \) days, we plot in Figure 11 profit \( R \) as a function of fallow duration \( \tau \). The maximizer \( \tau^* = 37 \) days, leading to 10 fallow periods and 11 cropping seasons.
seasons, belongs to Ξ as surmised. It corresponds to the average fallow period represented in Figures 8–10 (red line). The associated profit is \( R(37) = 52000 \) XAF, which is just 4.6% worse than the non-regulated optimum obtained in Subsection 4.2. The final soil infestation after the last harvest is \( P(T^+_{max}) = 82 \) nematodes, which is much lower than for the non-regulated optimum. Figure 11 also shows that this optimal constant fallow is 54% more profitable than no fallow \( (R(0) = 32150 \) XAF).

Using the unrealistic parameters of the monotonicity counterexample in Figure 4, for which Assumption 3.2 is no longer valid, we can build a counterexample in which the optimal fallow period duration is not an element of set \( \Xi \) defined above in equation (12). Indeed, setting \( T_{max} = 680 \), only one fallow period can be deployed and \( \tau = 20 \) is the only point of \( \Xi \). However, as shown in Figure 4(b), \( \tau = 20 \) does not maximize (nor minimize) the profit.

4.4. Comparisons

We compare the different optima obtained above when \( T_{max} = 4000 \) days, for the non-regulated and regulated strategies. In Figure 12, we represent the soil infestation after each harvest. In the most regular strategy, corresponding to constant fallows, the soil infestation follows a regular decrease over the seasons. For the other strategies, the soil infestation is first brought down, then rises again. The decrease and increase are sharper for the non-regulated strategy; in particular, the soil infestation is negligible right after the second harvest, but at its highest after the last harvest. The regulated strategies consisting in bounding or penalizing dispersed fallows induce similar soil infestations, especially after the last harvest at \( T^+_{max} \). At this time, the soil infestation is much lower for constant fallows (up to three times lower).

The dynamical behaviour of soil infestation after each harvest is also reflected in the seasonal profits, since monotony (Assumption 3.2) makes lower infestations yield better profits. This is illustrated in Figure 13. Seasonal profits vary much less than soil infestations. As shown above in Subsection 4.3 bounding or penalizing dispersed fallows yields total profits that very similar to the optimal with no regulation. This holds also for seasonal profits. With constant fallows, the seasonal profit increases regularly; at the last season, it is higher than the profits generated by the other strategies.
Figure 12: Soil infestation after each harvest for the optimal non-regulated and regulated fallow deployment strategies over time horizon $T_{\text{max}} = 4000$ days. The non-regulated strategy (blue bars) corresponds to Figure 8. Regulations consist in bounding (green bars), penalizing (red bars) and setting constant (cyan bars) fallows; they correspond to Figures 9, 10 and 11, respectively. Soil infestations $P(t_0 + D^+)$ after the first harvest are the same for all strategies, as initial conditions are the same. All strategies involve 10 fallows, but as their durations differ among strategies, times $t_k$ ($k = 1, \ldots, 9$) also differ.

Figure 13: Seasonal profits of banana crop under different strategies of fallow deployment. for the optimal non-regulated and regulated fallow deployment strategies over time horizon $T_{\text{max}} = 4000$ days. The non-regulated strategy (blue bars) corresponds to Figure 8. Regulations consist in bounding (green bars), penalizing (red bars) and setting constant (cyan bars) fallows; they correspond to Figures 9, 10 and 11, respectively. Profits of the first season are the same for all strategies, as initial conditions are the same.
5. Discussion and future work

We have shown in this paper that increasing the duration of fallow periods tends to reduce the pest population. In an earlier work [27], we identified a threshold $\tau_0$ above which constant fallows lead to the disappearance of the pest asymptotically. With the parameters in Table 1, this threshold is $\tau_0 = 36.8$ days.

However, the systematic deployment of fallow periods longer than this threshold may not be optimal in terms of profit. On the one hand, such a deployment ensures that the pest declines in the long run, but in the short to medium term, quite longer fallows may be needed to significantly reduce the pest population and ensure higher seasonal profits. On the other hand, deploying long fallow periods could induce the loss of one or more cropping seasons on a given finite time horizon, which in turn could affect the total profit. Our optimization problem aimed at finding the right balance. For a time horizon of a little less than 11 years, we showed that it is preferable to deploy 11 rather than 12 cropping seasons in order to increase the total fallow time. The optimal solution consists in deploying a very long fallow after the first harvest, to drastically reduce the soil infestation, and then intermediate fallows during four more years (Figure 8). Pests remain relatively low until the end of the second to last cropping season, when they increase considerably (Figure 12). The last seasonal profit hence decreases (Figure 13), but further consequences of this optimal strategy would occur later, beyond the time horizon, which is a common issue for finite horizon optimization problems. In future work, to overcome this issue, we could penalize the final soil infestation.

In this work, we chose to tackle another issue exhibited by this optimal solution, which is the dispersal of the fallow distribution around the average fallow duration (Figure 8). For several reasons, this solution may not be adopted by growers. First, this solution implies an irregular crop calendar. The crop calendar is the schedule of cultural operations needed in crop production with respect to time, such as sowing, fertilising, harvesting. A regular schedule allows a better planning of farm activities, including the distribution of labour. Second, another crop could be planted between banana cropping seasons instead of a fallow, provided that this inter-crop is a poor host of the pest. Otherwise, it would not help controlling the pest population. To implement such rotation, intervals between banana cropping seasons should long enough to grow the inter-crop. This is why the optimal solution was regularized by bounding fallows (Figure 9), penalizing dispersed fallows (Figure 10) or setting constant fallows (Figure 11). This last regulation, besides being perfectly regular, leads to the lowest soil infestation after the last harvest, with only a small reduction of the total profit. Hence, the crops that are planted afterwards will benefit from a less infested soil. Constant fallows, possibly replaced by a poor host inter-crop, are therefore a good trade-off between profit and cultural constraints.

Determining such optimal fallow deployment strategies requires a good knowledge of the plant-pest interaction parameters, as well as the initial infestation. In this study, we gathered data from various published studies to inform our model parameters. Still, more quantitative experimental work on banana–nematode dynamics would help strengthen our conclusions.

There are two main limitations in our model that could lead to further developments. Firstly, we do not take into account the possible toppling of the plant. Indeed, above a certain damage level, the plant falls and the yield for that season is then totally lost [20, 50]. This goes hand in hand with the monotonicity Assumption 3.2 that ensures the “good properties” of our optimization problem. An infestation level high enough to induce the loss of monotonicity could lead to the toppling of the plant. Secondly, the use of nursery-bought healthy vitro-plants comes at a fairly high cost. Banana growers may prefer to rely on the vegetative reproduction of banana plants from lateral shots. This cultural practice does not allow for fallows between cropping seasons and is not very efficient to control the soil infestation. A solution would be to alternate between nursery-bought healthy suckers and vegetative reproduction. This would lead to more complex optimal fallow deployment strategies.

Acknowledgement

This work is supported by EPITAG, an Inria Associate team part of the LIRIMA (https://team.inria.fr/epitag/), and the EMS-Simons program for Africa.

References

[1] I. Fiala, F. Fèvre, Dictionnaire des agents pathogènes des plantes cultivées: latin, français, anglais, Editions Quae, 1992.
[2] G. N. Agrios, *Introduction to Plant Pathology* in: G. N. Agrios (Ed.), *Plant Pathology* (Third Edition), third edition Edition, Academic Press, 1988, pp. 3 – 39. doi:https://doi.org/10.1016/B978-0-12-044563-9.50005-0
URL http://www.sciencedirect.com/science/article/pii/B9780120445639500050

[3] S. Savary, L. Willocquet, S. J. Pethybridge, P. Esker, N. McRoberts, A. Nelson, The global burden of pathogens and pests on major food crops, *Nature ecology & evolution* 3 (3) (2019) 430–439. doi:10.1038/s41559-018-0793-y

[4] D. Pimentel, *Pesticides and Pest Control*, Springer Netherlands, Dordrecht, 2009, Ch. 3, pp. 83–87. doi:10.1007/978-1-4020-8992-3_3
URL https://doi.org/10.1007/978-1-4020-8992-3_3

[5] S. Hussain, T. Siddique, M. Saleem, M. Arshad, A. Khalid, Impact of pesticides on soil microbial diversity, enzymes, and biochemical reactions, *Advances in Agronomy* 102 (1) (2009) 159–200. doi:https://doi.org/10.1016/S0065-2113(09)01005-0
URL http://www.sciencedirect.com/science/article/pii/S0065211309010050

[6] I. Mahmood, S. R. Imadi, K. Shazadi, A. Gul, K. R. Hakeem, Effects of Pesticides on Environment, Springer International Publishing, Cham, 2016, Ch. 13, pp. 253–269. doi:10.1007/978-3-319-27455-3_13
URL https://doi.org/10.1007/978-3-319-27455-3_13

[7] J. L. Nickel, Pest situation in changing agricultural systems review, *Bulletin of the ESA* 19 (3) (1973) 136–142.

[8] M. A. Back, P. P. J. Haydock, P. Jenkinson, Disease complexes involving plant parasitic nematodes and soilborne pathogens, *Plant Pathology* 51 (6) (2002) 683–697. arXiv:https://bsppjournals.onlinelibrary.wiley.com/doi/pdf/10.1046/j.1365-3059.2002.00785.x doi:10.1046/j.1365-3059.2002.00785.x
URL https://bsppjournals.onlinelibrary.wiley.com/doi/abs/10.1046/j.1365-3059.2002.00785.x

[9] J.-L. Sarah, S. Gowen, D. De Waele, M. Tessera, A. Quimio, Nematode pathogens, in: U. CABI Wallingford (Ed.), *Diseases of Banana, Abaca and Enset*. Jones, 1999, pp. 295–323.

[10] L. W. Duncan, Nematode parasites of citrus, in: M. Luc, R. A. Sikora, J. Bridge (Eds.), *Plant Parasitic Nematodes in Subtropical and Tropical Agriculture*, 2nd Edition, CABI Publishing, Wallingford, UK, 2005, Ch. 12, pp. 437–466. doi:https://doi.org/10.1079/9780851997278.0437

[11] Food and Agriculture Organization of the United Nations (FAO), *Banana facts and figures*, accessed 24 March 2020 (2020).
URL http://www.fao.org/economic/est/est-commodities/bananas/bananafacts/en/

[12] R. Plowright, J. Dusabe, D. Coyne, P. Speijer, Analysis of the pathogenic variability and genetic diversity of the plant-parasitic nematode *Radopholus similis* on bananas, *Nematology* 15 (2013) 41–56. doi:10.1163/156854112X643914

[13] L. Temple, J. Chataigner, F. Kamajou, Le marché du plantain au Cameroun, des dynamiques de l’offre au fonctionnement du système de commercialisation, *Fruits* 51 (2) (1996) 83 – 98.

[14] J. N. Okolle, G. H. Fansi, F. M. Lombi, P. Sama Lang, P. M. Loubana, Banana entomological research in Cameroon: how far and what next, *The African Journal of plant science and Biotechnology* 3 (1) (2009) 1–19.

[15] A. Vilardebo, Méthode d’essai d’efficacité pratique de nématicides étudiés sur *Radopholus similis* COBB en bananeraie (1974).

[16] R. Fogain, Effect of *Radopholus similis* on plant growth and yield of plantains (Musa, AAB), *Nematology* 2 (2000) 129–133. doi:10.1163/156854100509015

[17] R. Nkendah, E. Akyeampong, Socioeconomic data on the plantain commodity chain in west and central Africa, *InfoMusa* 12 (1) (2003) 8–13.
[18] D. L. Coyne, L. Cortada, J. J. Dalzell, A. O. Claudius-Cole, S. Haukeland, N. Luambano, H. Talwana, Plant-parasitic nematodes and food security in sub-Saharan Africa, Annual Review of Phytopathology 56 (2018) 381–403. doi:10.1146/annurev-phyto-080417-045833

[19] S. R. Gowen, Chemical control of nematodes: efficiency and side-effects, in: M. A. Maqbool, B. Kerry (Eds.), Plant nematode problems and their control in the Near East region, Vol. 144 of Plant Production and Protection Paper, FAO, 1997, pp. 59–65. URL http://www.fao.org/3/V9978E/v9978e00.htm

[20] C. Chabrier, P. Quénéhervé, Control of the burrowing nematode (Radopholus similis Cobb) on banana: impact of the banana field destruction method on the efficiency of the following fallow, Crop protection 22 (1) (2003) 121–127. doi:10.1016/S0261-2194(02)00121-7

[21] C. Chabrier, H. Mauléon, P. Bertrand, A. Lassoudière, P. Quénéhervé, Banane antillaise, les systèmes de culture évoluent: en Martinique, méthodes alternatives pour réduire l'utilisation des nématicides et insecticides en bananeraies, Phytona – La défense des végétaux 584 (2005) 12–16.

[22] C. Chabrier, P. Tixier, P.-F. Duyck, Y.-M. Cabidoche, P. Quénéhervé, Survival of the burrowing nematode Radopholus similis (Cobb) Thorne without food: Why do males survive so long?, Applied Soil Ecology 45 (2) (2010) 85–91. doi:10.1016/j.apsoil.2010.02.005 URL http://www.sciencedirect.com/science/article/pii/S0929139310000296

[23] C. A. Gilligan, Mathematical modeling and analysis of soilborne pathogens, in: J. Kranz (Ed.), Epidemics of Plant Diseases: Mathematical Analysis and Modeling, 2nd Edition, Vol. 13 of Ecological Studies, Springer, Berlin, Heidelberg, 1990, pp. 96–142. doi:10.1007/978-3-642-75398-5_4

[24] C. Gilligan, A. Kleczkowski, Population dynamics of botanical epidemics involving primary and secondary infection, Philosophical Transactions of the Royal Society B: Biological Sciences 352 (1353) (1997) 591–608. doi:10.1098/rstb.1997.0040

[25] L. V. Madden, F. Van Den Bosch, A population-dynamics approach to assess the threat of plant pathogens as biological weapons against annual crops: using a coupled differential-equation model, we show the conditions necessary for long-term persistence of a plant disease after a pathogenic microorganism is introduced into a susceptible annual crop, BioScience 52 (1) (2002) 65–74. doi:10.1641/0006-3568(2002)052[0065:APDATA]2.0.CO;2

[26] L. Mailleret, M. Castel, M. Montarry, F. Hamelin, From elaborate to compact seasonal plant epidemic models and back: Is competitive exclusion in the details?, Theoretical Ecology 5 (2011) 311–324. doi:10.1007/s12080-011-0126-0

[27] I. Tankam-Chedjou, S. Touzeau, L. Mailleret, J. J. Tewa, F. Grognard, Modelling and control of a banana soil-borne pest in a multi-seasonal framework, Mathematical Biosciences (2020). doi:10.1016/j.mbs.2020.108324 URL http://www.sciencedirect.com/science/article/pii/S0025556420300195

[28] W. Van Den Berg, W. A. H. Rossing, J. Grasman, Contest and scramble competition and the carry-over effect in Globodera spp. in potato-based crop rotations using an extended Ricker model, Journal of Nematology 38 (2) (2006) 210–220. URL https://journals.flvc.org/jon/article/view/67645

[29] W. Van den Berg, J. Vos, J. Grasman, Multimodel inference for the prediction of disease symptoms and yield loss of potato in a two-year crop rotation experiment, International Journal of Agronomy 2012 (2012) 438906. doi:10.1155/2012/438906

[30] C. R. Taylor, R. Rodriguez-Kában, Optimal rotation of peanuts and cotton to manage soil-borne organisms, Agricultural Systems 61 (1) (1999) 57–68. doi:10.1016/S0308-521X(99)00034-7 URL http://www.sciencedirect.com/science/article/pii/S0308521X99000347

[31] S. Nilusmas, M. Mercat, T. Perrot, C. Djian-Caporalino, P. Castagnone-Sereno, S. Touzeau, V. Calcagno, L. Mailleret, Multiseasonal modelling of plant-nematode interactions reveals efficient plant resistance deployment strategies, Evolutionary Applications n/a (n/a) (2020). arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1111/eva.12989; doi:10.1111/eva.12989 URL https://onlinelibrary.wiley.com/doi/abs/10.1111/eva.12989
[32] W. Van den Berg, W. Rossing, Generalized linear dynamics of a plant-parasitic nematode population and the economic evaluation of crop rotations. Journal of Nematology 37 (1) (2005) 55–65. URL https://journals.flvc.org/jon/article/view/67536

[33] K. Eckstein, J. C. Robinson, The influence of the mother plant on sucker growth, development and photosynthesis in banana (Musa AAA; Dwarf Cavendish). The Journal of Horticultural Science and Biotechnology 74 (3) (1999) 347–350. doi:10.17660/ActaHortic.2000.531.23

[34] L. W. Duncan, D. T. Kaplan, J. W. Noling, Maintaining barriers to the spread of *Radopholus citrophilus* in Florida citrus orchards. Nematropica 20 (1) (1990) 71–87. URL https://journals.flvc.org/nematropica/article/view/63977

[35] M. Beugnon, J. Champion, Etude sur les racines du bananier. Fruits 21 (7) (1966) 309–327.

[36] C. D. Blake, The histological changes in banana roots caused by *radopholus similis* and *helicotylenchus multicinctus*. Nematologica 12 (1966) 129–137.

[37] P. Loridat, Etude de la microflore fongique et des nématodes associés aux nécroses de l’appareil souterrain du bananier en Martinique. mise en évidence du pouvoir pathogène du genre *Cylindrocladium*. Fruits 44 (11) (1989) 587–598.

[38] R. Hugon, H. Picard, Relations spatiales entre taches et nécroses racinaires et nématodes endoparasites chez le bananier. Fruits 43 (9) (1988) 491–498.

[39] D. T. Kaplan, C. H. Opperman, Reproductive strategies and karyotype of the burrowing nematode, *Radopholus similis*. Journal of Nematology 32 (2) (2000) 126–133. URL https://journals.flvc.org/jon/article/view/67136

[40] D. H. Marin, T. B. Sutton, K. R. Barker, Dissemination of bananas in Latin America and the Caribbean and its relationship to the occurrence of *Radopholus similis*. Plant Disease 82 (9) (1998) 964–974. doi:10.1094/PDIS.1998.82.9.964

[41] M. Araya, M. Centeno, Recuperacion de *Radopholus similis*, *Helicotylenchus spp.*, *Meloidogyne spp.* y *Pratylenchus spp.* de raiz funcional, no funcional y combinada de banano (Musa AAA). Corbana: revista de la Corporacion Bananera Nacional (Costa Rica) 20 (1995) 11–16.

[42] I. Tankam Chedjou, S. Touzeau, F. Grognard, L. Mailleret, J.-J. Tewa, A multi-seasonal model of the dynamics of banana plant-parasitic nematodes. in: 14th African Conference on Research in Computer Science and Applied Mathematical (CARI’2018), Inria, IRD, Cirad, AUF, CIMPA, Stellenbosch, South Africa, 2018, pp. 1–12. URL http://www.cari-info.org/South-africa-2018/

[43] R. J. Hall, S. Gubbins, C. A. Gilligan, Evaluating the performance of chemical control in the presence of resistant pathogens, Bulletin of Mathematical Biology 69 (2) (2007) 525–537. doi:10.1007/s11538-006-9139-2

[44] E. Serrano, Relationship between functional root content and banana yield in Costa Rica, in: D. W. Turner, F. E. Rosales (Eds.), Banana root system: towards a better understanding for its productive management, 2003, pp. 25–34, proceedings of an international symposium held in San José, Costa Rica, 3-5 November 2003.

[45] E. L. Ngo-Sannick, Production améliorée du bananier plantain. Centre Technique de Coopération Agricole et Rurale (CTA) & Ingieurs sans Frontières (ISF) Cameroun, collection PRO-AGRO (2011). URL https://hdl.handle.net/10568/75517

[46] L. G. Van Weerdt, Studies on the biology of *Radopholus similis* (Cobb, 1893) Thorne, 1949. Part III Embryology and post-embryonic development, Nematologica 5 (1) (1960) 43–52. doi:10.1163/187529260X00244

[47] F. E. Rosales, J. M. Alvarez, A. Vargas, Guide pratique pour la production de bananes plantains sous haute densité de plantation: retours d’expériences d’Amérique latine et des Caraïbes. Bioversity International, french version of: Guía práctica para la producción de plátano con altas densidades:
experiencias de América Latina y El Caribe (2010).

[48] E. Walter, L. Pronzato, Identification of parametric models from experimental data, Springer Verlag, 1997.

[49] F. J. Solis, R. J.-B. Wets, Minimization by random search techniques, Mathematics of Operations Research 6 (1) (1981) 19–30. \doi{10.1287/moor.6.1.19}

[50] C. Chabrier, J. Hubervic, P. Quénéhervé, Evaluation de l’efficacité de deux formulations d’oxamyl contre les nématodes et charançons des bananiers à la Martinique, Nematropica 35 (1) (2005) 11–22.

[51] S. F. Masri, G. A. Bekey, F. B. Safford, A global optimization algorithm using adaptive random search, Applied Mathematics and Computation 7 (4) (1980) 353–375. \doi{10.1016/0096-3003(80)90027-2}

Appendix A. Adaptive random search on the simplex

The adaptive random search (ARS) algorithm consists in exploring a given bounded space, by alternating variance-selection and variance-exploitation phases [51, 48]. It is used here in Algorithm 3.1 to solve maximization Problem 3.2. It is adapted to the simplex $A^n$ as follows. First, from a current point on the simplex, the displacement towards a new point of the simplex requires to randomly choose a direction $\vec{d} = (d_k)_{k=1,...,n}$ such that $\sum_{k=1}^{n} d_k = 0$, and $||\vec{d}|| = 1$. Then, if the length of the displacement, drawn from a normal distribution $N(0,\sigma)$, is too large and such that the new point falls the limit of the simplex, this point is discarded and another displacement is drawn randomly.

The ARS algorithm, adapted to the $n$-simplex $A^n$, is described below. It aims at determining the optimal fallow distribution $\text{ARS}(n) = \vec{\tau}^n = (\tau_1^*, ..., \tau_n^*)$ that maximizes the profit $R$ defined in equation (5) for a given number of fallows $n$.

(Initialization)

Step 1 – Start as the center of the simplex:

$$\vec{\tau}^n = [T_{\text{max}} - (n + 1)D] \left( \frac{1}{n}, ..., \frac{1}{n} \right)$$

and initialize the standard deviation at the “size” of the simplex:

$$\sigma^* = \sigma^0 := T_{\text{max}} - (n + 1)D.$$

(Variance-selection)

It aims at finding the best standard deviation $\sigma^*$.

Step 2 – 5 decreasing standard deviations $\sigma^i \in (1, ..., 5) < \sigma^0$ are chosen. For each standard deviation, $2 \times n^2$ fallow distributions are drawn randomly in the simplex and their profit is evaluated. The best standard deviation, selected for the next step, is the one corresponding to the highest profit.
\[ \vec{\tau}_{\text{sel}} := \vec{\tau}^{n,*} \]

for \( i := 1 \) to \( 5 \) do

\[ \sigma^i := 0.3 \times \sigma^{i-1} \]

for \( j := 1 \) to \( 2 \times n^2 \) do

Draw \( \vec{d}^j \) (cf. below)

Draw \( r^j \sim \mathcal{N}(0, \sigma^i) \)

\[ \vec{\tau}^j := \vec{\tau}_{\text{sel}} + r^j \vec{d}^j \]

while \( \vec{\tau}^j \) is outside of the simplex do

Draw \( r^j \sim \mathcal{N}(0, \sigma^i) \)

\[ \vec{\tau}^j := \vec{\tau}_{\text{sel}} + r^j \vec{d}^j \]

end

if \( R(\vec{\tau}^j) > R(\vec{\tau}^{n,*}) \) then

\[ \vec{\tau}^{n,*} := \vec{\tau}^j \]

\[ \sigma^* := \sigma^i \]

end

end

\[ \vec{d}^j \text{ draw:} \]

1. \( \vec{d}^j \sim \mathcal{U}([0, 1]^n) \);

2. project \( \vec{d}^j \) on the hyperplane \( H = \{(d_k) \in \mathbb{R}^n | \sum_{k=1}^n d_k = 0\} \);

3. normalize \( \vec{d}^j \).

\( (\text{Variance-exploitation}) \)

It aims at finding the best fallow distribution \( \vec{\tau}^{n,*} \).

Step 3 – \( 5 \times n^2 \) fallow distributions are drawn randomly in the simplex, using the best standard deviation \( \sigma^* \) selected from the previous variance-selection phase, and their profit is evaluated. The best fallow distribution is the one with the highest profit.

for \( j := 1 \) to \( 5 \times n^2 \) do

Draw \( \vec{d}^j \) (cf. above)

Draw \( r^j \sim \mathcal{N}(0, \sigma^*) \)

\[ \vec{\tau}^j := \vec{\tau}^{n,*} + r^j \times \vec{d}^j \]

while \( \vec{\tau}^j \) is outside of the simplex do

Draw \( r^j \sim \mathcal{N}(0, \sigma^*) \)

\[ \vec{\tau}^j := \vec{\tau}^{n,*} + r^j \vec{d}^j \]

end

if \( R(\vec{\tau}^j) > R(\vec{\tau}^{n,*}) \) then

\[ \vec{\tau}^{n,*} := \vec{\tau}^j \]

end

\( (\text{Stopping criteria}) \)

Steps 2 and 3 are repeated until one of the following stopping criteria is achieved:

- The smallest standard deviation \( \sigma^5 \) is used in more than 4 successive variance-exploitation phases.
- The optimum is not improved in more than 4 successive variance-exploitation phases.
- The profit is evaluated more than \( 100 \times n^2 \) times.