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SUMMARY
Eukaryotes express three nuclear RNA polymerases (Pols I, II, and III) that are essential for cell survival. Despite extensive investigation of the three Pols, significant knowledge gaps regarding their biochemical properties remain because each Pol has been evaluated independently under disparate experimental conditions and methodologies. To advance our understanding of the Pols, we employed identical in vitro transcription assays for direct comparison of their elongation rates, elongation complex (EC) stabilities, and fidelities. Pol I is the fastest, most likely to misincorporate, forms the least stable EC, and is most sensitive to alterations in reaction buffers. Pol II is the slowest of the Pols, forms the most stable EC, and negligibly misincorporated an incorrect nucleotide. The enzymatic properties of Pol III were intermediate between Pols I and II in all assays examined. These results reveal unique enzymatic characteristics of the Pols that provide new insights into their evolutionary divergence.

INTRODUCTION
In contrast to Bacteria and Archaea that express a single RNA polymerase, eukaryotes express multiple, nuclear, DNA-dependent RNA polymerases (Pols) with specialized transcriptional responsibilities (Werner, 2007; Werner and Grohmann, 2011; Kwapisz et al., 2008). Despite the discovery of the Pols over five decades ago (Roeder and Rutter, 1969), few comparative studies have been performed between the Pols (Lisica et al., 2016; Fan et al., 2005). Therefore, we lack a full understanding of their divergent enzymatic properties. Understanding the distinct biochemical properties of the Pols is critical to our understanding of eukaryotic gene expression.

Pol I is a 14-subunit enzyme (Engel et al., 2013; Fernández-Torneros et al., 2013) responsible for synthesis of the 35S precursor ribosomal RNA (rRNA) from the ribosomal DNA (rDNA) in the nucleolus (Petes, 1979). The rDNA is organized in ~200 tandem repeats in yeast, each 9.1 kb in length (Houseley and Tollervey, 2011; Nomura et al., 2000). In actively growing cells, approximately half of the repeats are undergoing Pol I transcription at any given time. These active repeats are thought to be free of ordered nucleosomes (Conconi et al., 1989; Merz et al., 2008; Rattner et al., 1982; Scheer, 1978). Pol I is regulated by a Pol I-specific factor, Rrn3, during transcription initiation in a growth dependent manner (Milkerit and Tschochner, 1998). In rapidly growing yeast cells, ribosomes can make up a staggering 40% of the total cells’ volume (Warner, 1999). Sixty percent of total transcription is committed to rRNA synthesis (Warner, 1999). As a result, Pol I transcription is among the most energetically demanding activities of eukaryotic cells (Warner, 1999; Laferté et al., 2006).

Pol II synthesizes messenger RNA (mRNA) and most regulatory non-coding RNAs including long non-coding RNA, micro-RNA, small nuclear RNA, and small nucleolar RNA. The length of Pol II-synthesized transcripts in yeast vary substantially, ranging from 20 to over 4000 nt (Hurovitz and Brown, 2003; Lee et al., 2004). Unlike the largely nucleosome-free rDNA transcribed by Pol I, Pol II-transcribed loci are bound by nucleosomes (Studitsky et al., 2004; Kulaeva et al., 2013). Pol II and Pol II gene elements recruit an extensive number of transcription-associated proteins and transcription factors (TFs) to finely control gene expression (Petesch and Lis, 2012; Hahn, 2004; Schier and Taatjes, 2020; Burton, 2014). Despite being responsible for the majority of eukaryotic genes, the relative activity of Pol II is dwarfed by the activities of Pols I and III that make up over 80% of the transcriptional activity in a growing yeast cell (Paule and White, 2000; Warner, 1999).
Finally, Pol III synthesizes small, non-coding RNAs, including transfer RNA (tRNA), 5 S rRNA, U6 spliceosomal RNA, and 7SL1 RNA of the signal recognition particle (Dieci et al., 2007, 2013). Pol III transcribes more genes than Pol I, but fewer than Pol II, there are approximately 300 Pol III-transcribed genes in yeast (Harris-mendy et al., 2003). Although Pol III transcribes a diverse subset of genes, the length of its RNA products is consistently short, approximately 100 nt (Turowski et al., 2016). Half of Pol III transcribed genes are nucleosome-free, whereas the other half are nucleosome-bound (Shukla and Bhargava, 2018). Pol III transcription is primarily controlled through three distinct promoters (Type 1, 2, and 3) (Schramm and Hernandez, 2002; Geiduschek and Kassavetis, 2001) that recruit different combinations of Pol III TFs (Acke et al., 2013; Huang and Maraia, 2001; Arimbasseri et al., 2014) and a negative regulator, Maf1 (Boguta et al., 1997). Like Pol I, Pol III’s activity is highly specialized for synthesis of translation machinery; therefore, it is tightly linked to cell proliferation (Plonka et al., 2019).

Over the course of evolution, we hypothesize that eukaryotic Pols have evolved distinct biochemical properties that specialize them for their unique cellular roles. To define and compare the enzymatic properties of the Pols, we have examined the mechanisms of transcription using transient-state kinetic techniques under defined experimental conditions. This approach fills a void in the gene expression field because it allows for direct comparisons between the Pols. The data revealed that Pol I is the fastest of the Pols, but highly sensitive to the DNA environment and reaction conditions. Although Pol II was the slowest Pol, it formed the most stable EC, and was the least error prone. Pol III shares biochemical properties similar to Pols I and II. Pol III was second to either Pol I or II regarding single-nucleotide addition speed, EC stability, fidelity, and sensitivity to varying reaction conditions. These data reveal that Pols I, II, and III possess distinct biochemical properties and enhance our understanding of their evolutionary divergence.

RESULTS

Model-independent analysis of Pol III single-nucleotide addition

To elucidate the mechanism of Pol III nucleotide addition, we utilized a rapid mixing approach previously utilized for the investigation of Pols I and II (Appling et al., 2015; Jacobs et al., 2021). Pol III was purified from Saccharomyces cerevisiae (yeast) and incubated with a pre-annealed hybrid composed of a 9-mer RNA and a complementary 64 nt DNA template strand (DNAa), in buffer A (Appling et al., 2015). Elongation complexes (ECs) were formed with the addition of the complementary DNA non-template strand, DNAnt (Figure S1). The 9-mers were 3’ radiolabeled with α-32P-CTP and Mg2+, generating 10-mers and the reaction was halted before collecting time points. The halted radiolabeled ECs were loaded into one syringe of a mixing instrument, the chemical-quenched flow. An NTP mix containing ATP and Mg2+ was loaded opposite of the EC syringe. ECs and NTPs were rapidly mixed together and allowed to incubate for fixed amounts of time, (0.01–200) s. Reactions were halted with 1 M HCl and subsequently loaded into sequencing gels to separate the RNAs by length. Gels were exposed to phosphor screens, imaged, and analyzed.

In the image of the gel, we resolve 10-mers, generating during the labeling step, and 11-mers, synthesized with the addition of AMP in the chemical-quenched flow (Figure 1A). Based on our DNAa, we expected incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods). Surprisingly, in our last three time points, (60, 100, 200) s, we observe bands that correspond to 12-mers. This observation was a consequence of incorporation of a single AMP (Figure S1 and STAR methods).

\[
\text{Frac}_{11-\text{mer}+12-\text{mer}} = A_{\text{addition}} \left( \exp \left( - k_{\text{obs, addition}} \times t \right) \right) + A_{\text{decay,1}} \left( \exp \left( - k_{\text{obs, decay,1}} \times t \right) \right)
\]

\[+ A_{\text{decay,2}} \left( \exp \left( - k_{\text{obs, decay,2}} \times t \right) \right) \]  \hspace{1cm}  \text{(Equation 1)}

\[
\text{Frac}_{\text{CA dimer}} = A_{\text{cleavage, fast}} \left( \exp \left( - k_{\text{obs, cleavage, fast}} \times t \right) \right) + A_{\text{cleavage, slow}} \left( \exp \left( - k_{\text{obs, cleavage, slow}} \times t \right) \right) \]

\[= \]  \hspace{1cm}  \text{(Equation 2)}
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Figure 1. Pol III AMP addition time courses
(A) Representative gel of Pol III AMP addition at 50 μM ATP.
(B) Plot of the fraction of 11-mer + 12-mer over time at 50 μM ATP, fit to Equation 1.
(C) Plot of the fraction of CA dimer over time at 50 μM ATP, fit to Equation 2.
(D) 11-mer + 12-mer time courses collected as a function of [ATP] and fit to Equation 1.
(E) CA dimer time courses collected as a function [ATP] and fit according to Equation 2.
(F) k_{obs,addition} plotted as a function of [ATP]. Data were fit to Equation 3.
(G–J) Observed rate constants, k_{obs,decay,1}, k_{obs,decay,2}, k_{obs,cleavage,1}, and k_{obs,cleavage,2}, plotted as a function of [ATP]. Data were fit using weighted NLLS to a constant. All time courses were collected in triplicate and the average is plotted with error bars corresponding to the standard deviation about the mean.
To determine the observed rate constants governing Pol III AMP addition, we plotted the fraction of 11-mer + 12-mer over time (Figure 1B). We observed a rise, (~0.01 – ~0.1) s, and biphasic decay, (~0.2 – ~6) s and (~6 – ~200) s. Therefore, the data were fit to a sum of three exponentials (Equation 1). The rise in the fraction of 11-mer + 12-mer was governed by $k_{\text{obs,addition}}$, whereas its decay was described by two rate constants, $k_{\text{obs,decay,1}}$ and $k_{\text{obs,decay,2}}$. To analyze Pol III’s cleavage activity alone, we fit the fraction of CA dimer to a sum of two exponentials (Equation 2), revealing a fast and slow rate constant, $k_{\text{obs,cleavage,fast}}$ and $k_{\text{obs,cleavage,slow}}$, respectively (Figure 1C).

**Figure 1C** indicates that the concentration of the CA dinucleotide is still increasing at 200 s. We hypothesize that the slow $k_{\text{obs,cleavage,2}}$ rate constant accounts for this phenomenon. This interpretation is supported by an extended time course, (110–2000) s, that reveals a slow increase in the fraction of CA dimer and slow decay of 11-mer + 12-mer that continues beyond 2000 s (Figure S2). These data reveal that Pol III can cleave the RNA via at least two distinct mechanisms and these cleavage events are governed by rate constants that vary more than 10-fold. In this experimental design, we cause Pol III molecules to pause after AMP incorporation because we do not provide the next cognate nucleotide. It is possible that under extended pausing in vitro, Pol III undergoes a conformational change that is less favorable for cleavage and this results in the slow cleavage rate constant, $k_{\text{obs,cleavage,2}}$.

$$k_{\text{obs}} = \frac{k_{\text{obs,max}} [\text{ATP}]}{K_{1/2} + [\text{ATP}]} + k_{\text{int}}$$

(Equation 3)

To determine the elementary rate constants for the nucleotide addition cycle catalyzed by Pol III, we perturbed the reaction by varying [ATP] (10–2000) μM. Time courses were collected in triplicate and fit to Equations 1 or 2 for 11-mer + 12-mer (Figure 1D) and CA dimer (Figure 1E) fractions, respectively. A secondary plot of $k_{\text{obs,addition}}$ as a function of [ATP] was generated and fit to Equation 3 (Figure 1F). Our analyses produced a $k_{\text{obs,max}} = (60 \pm 10)$ s$^{-1}$ and $K_{1/2} = (200 \pm 100)$ μM (Figure 1F). Secondary plots of $k_{\text{obs,decay,1}}$ and $k_{\text{obs,decay,2}}$ were generated and fit using weighted non-linear least squares (NLLS) to a constant (Figures 1G and 1H). Both 11-mer + 12-mer decay rate constants were revealed to be constants with a mean value of $k_{\text{obs,decay,1}} = (1.1 \pm 0.03)$ s$^{-1}$ and $k_{\text{obs,decay,2}} = (0.003 \pm 0.0002)$ s$^{-1}$ (Figures 1G and 1H). Similarly, the calculated CA dimer rate constants were constant over [ATP], $k_{\text{obs,cleavage,fast}} = (1.2 \pm 0.3)$ s$^{-1}$ and $k_{\text{obs,cleavage,slow}} = (0.04 \pm 0.006)$ s$^{-1}$ (Figures 1I and 1J). The first rate constant describing the decay of the 11-mer + 12-mer is within error of the fast cleavage rate constant, $k_{\text{obs,cleavage,fast}}$. This observation supports the conclusion that $k_{\text{obs,decay,1}}$ and $k_{\text{obs,cleavage,fast}}$ describe Pol III’s cleavage activity. The slower cleavage rate constants $k_{\text{obs,decay,2}}$ and $k_{\text{obs,cleavage,slow}}$ are not within error. We are unable to determine the identity of either of these steps with this model-independent analysis alone.

**Model-dependent analysis of Pol III single-nucleotide addition**

To determine the elementary rate constants governing individual steps in nucleotide addition, we performed model-dependent analyses, globally fitting the time courses as a function of [ATP] to a minimal reaction scheme. We found that Scheme 1 best describes the [ATP] dependent time courses (Figure 2A). First, Pol III ECs with a radiolabeled 10-mer, EC$_{10}$, bind ATP reversibly. Once ATP is bound, phosphodiester bond formation occurs, yielding an 11-mer. EC$_{11}$ species existed in two forms, (EC$_{11}$)$_1$ immediately undergoes RNA cleavage whereas the other requires a potential conformation change before RNA cleavage, (EC$_{11}$)$_2$. It is important to note that although Scheme 1 defines the rate constant $k_3$ as the bond formation step, we cannot rule out the possibility that this step is a slow conformational change followed by bond formation, which is fast and not detected. We utilized our custom MATLAB tool box, MENOTR (Ingram et al., 2021b), that combines genetic algorithm and NLLS to globally fit the [ATP] dependent time courses using Scheme 1. The 11-mer + 12-mer and CA dimer time courses were plotted with their corresponding best fit lines (Figures 2B and 2C). Parameter values $k_1$-$k_7$ are reported (Table 1).

The model-independent and-dependent analyses are consistent. The $k_{\text{obs,max}} = (60 \pm 10)$ s$^{-1}$, determined through model-independent analysis, is consistent with $k_3 = \sim 54$ s$^{-1}$, determined by model-dependent analysis (Table 1). Similarly, the observed rate constants describing Pol III cleavage, $k_{\text{obs,decay,1}} = 1.1$ s$^{-1}$ and $k_{\text{obs,cleavage,fast}} = 1.2$ s$^{-1}$, are consistent with $k_5 = \sim 1.4$ s$^{-1}$. Of interest, the second 11-mer + 12-mer decay observed rate constant, $k_{\text{obs,decay,2}} = 0.003$ s$^{-1}$ is in agreement with $k_7 = 0.005$ s$^{-1}$. This suggests that $k_{\text{obs,decay,1}}$ corresponds to the population of EC$_{11}$ that immediately undergoes RNA cleavage, whereas $k_{\text{obs,decay,2}}$ describes RNA cleavage that occurs after one or more conformational changes.
Based on previous research on Pol I (Scull et al., 2019) and II (Malagon et al., 2006; Dangkulwanich et al., 2013), we hypothesized that the rate-limiting step of Pol III AMP addition was phosphodiester bond formation. To test this, we compared time courses collected with ATP and a slowly hydrolysable analog, Sp-ATP-a-S. If $k_{obs,addition}$ corresponds to phosphodiester bond formation, we expect at least a 10-fold decrease in the observed rate constant (Erie et al., 1993; Mizrahi et al., 1985; Patel et al., 1991). Sp-ATP-a-S time courses were collected in triplicate, a representative gel is shown in Figure S3A. We fit ATP and Sp-ATP-a-S time courses to Equation 1 and Equation 2 for 11-mer + 12-mer and CA dimer, respectively (Figures S3B and S3C). There was a ~40-fold decrease in $k_{obs,addition}$ in the presence of Sp-ATP-a-S compared to ATP (Table S1). These data suggest that the rate-limiting step for nucleotide addition, $k_{obs,addition}$ and $k_3$, corresponds to phosphodiester bond formation.

Pol III incorporated AMP faster than Pol II, slower than Pol I

$$\text{Frac}_{11\text{-mer}} = A_{\text{addition}} \left( \exp(-k_{obs,addition} \times t) \right) + A_{\text{decay}} \left( \exp(-k_{obs,decay} \times t) \right) \quad \text{(Equation 4)}$$

$$\text{Frac}_{CA\ dimer} = A_{\text{cleavage}} \left( \exp(-k_{obs,cleavage} \times t) \right) \quad \text{(Equation 5)}$$

With Pol III time courses collected, we compared Pol III AMP addition at 1 mM ATP to previously published Pol I and II results (Jacobs et al., 2021). For Pol I single-nucleotide addition, we observed a rise in the intensity of 11-mer over the first half of the time course, (0.005–0.1) s, and a decrease in the second half, (0.2–10) s (Figure 3A, top). Like Pol III, Pol I possesses intrinsic cleavage activity because of its A12 subunit, therefore GC and CA dimers were resolved at the bottom of the gel. We fit Pol I time courses to a sum of two exponentials (Appling et al., 2015; Jacobs et al., 2021) to calculate two observed rate constants, $k_{obs,addition}$ describing the appearance of the 11-mer, and $k_{obs,decay}$ describing the disappearance of the 11-mer (Equation 4). The rise of the fraction CA dimer over time is described by a single exponential (Equation 5).

$$\text{Frac}_{11\text{-mer}} = A_{\text{addition,1}} \left( 1 - \exp(-k_{obs,addition,1} \times t) \right) + A_{\text{addition,2}} \left( 1 - \exp(-k_{obs,addition,2} \times t) \right)$$

(Equation 6)

For Pol II, we observed a rise and plateau of the fraction of 11-mer over time (Figure 3B). Because TFIIIS is not provided in the reaction, Pol II is unable to synthesize dimers. The data display two rise phases, thus, the
data were fit to a sum of two exponentials as described previously (Jacobs et al., 2021) (Equation 6). An ongoing study reveals that $k_{\text{obs,addition,1}}$ describes bond formation, whereas $k_{\text{obs,addition,2}}$ corresponds to a conformational change (unpublished).

It is important to note that we failed to observe synthesis of 12-mers in Pol I and II experiments due to the shorter time courses (0.005–10) s (Figures 3A and 3B). Pol III required a longer time course to describe the nucleotide addition reaction (0.01–200) s (Figures 1 and 3C). Extended Pol I and II time courses revealed the presence of 12-mers (Figure S4). These data suggest that all Pols either misincorporate because of the high concentration of ATP and the lack of the next cognate nucleotide or incorporate cognate G because of low concentrations of GTP contamination, at extended time points (>60 s) and at a high concentration of ATP.

At 1 mM ATP, Pol I AMP incorporation was described by $k_{\text{obs,addition}} = (221 \pm 81) \text{ s}^{-1}$ (Jacobs et al., 2021). Pol II time courses revealed two addition rate constants, $k_{\text{obs,addition,1}} = (38 \pm 8.8) \text{ s}^{-1}$ and $k_{\text{obs,addition,2}} = (4.0 \pm 0.6) \text{ s}^{-1}$ (Jacobs et al., 2021). In this study, we determined Pol III $k_{\text{obs,addition}} = (91.2 \pm 5) \text{ s}^{-1}$ at 1 mM ATP. Pol II nucleotide addition was significantly slower than both Pols I and III, whereas Pol I was the fastest. These findings reveal extensive divergence in the kinetics of nucleotide addition by the Pols.

**Pol III cleaves RNA faster than Pol I**

Because Pol II lacks intrinsic cleavage activity, we compared the nuclease activity of Pols I and III conferred by bona fide subunits A12 and C11, respectively. The nuclease activity of Pol I was described by a single observed rate constant, $k_{\text{obs,cleavage}} = (0.2 \pm 0.01) \text{ s}^{-1}$ (Figure 3D and Equation 5). Although the appearance of the CA dimer by Pol III was described by two observed rate constants, $k_{\text{obs,cleavage,fast}} = (1.5 \pm 0.1) \text{ s}^{-1}$ and $k_{\text{obs,cleavage,slow}} = (0.02 \pm 0.02) \text{ s}^{-1}$ (Figure 3E and Equation 2). The amplitude terms for Pol III fast and slow cleavage, 0.56 $\pm$ 0.02 and 0.16 $\pm$ 0.02, respectively, suggest that $\sim 78\%$ of Pol III ECs can cleave RNA nearly an order of magnitude faster than Pol I.

**Pols I, II, and III are differentially affected by reaction conditions**

To investigate the impact of reaction buffer conditions, we tested Pols I, II, and III AMP addition in six different buffers selected from the Pol literature, buffers A – F (Table S2). Time courses for each Pol were collected in triplicate, and the mean and standard deviation of the fraction of 11-mer at each time point were plotted (Figure S5). The time courses were fit using Equations 4, 6 and 1 for Pols I, II, and III, respectively.

To compare the observed rate constants governing nucleotide addition of Pols I, II, and III, we compared $k_{\text{obs,addition}}$ for Pol I (Equation 4), $k_{\text{obs,addition,1}}$ for Pol II (Equation 6), and $k_{\text{obs,addition}}$ for Pol III (Equation 1). We omitted Pol II’s $k_{\text{obs,addition,2}}$ rate constant from the comparison because it likely corresponds to a conformation change (unpublished).

We found that Pol I $k_{\text{obs,addition}}$ rate constants were highly variable across buffers A – F. Pol I was the fastest in buffer A, $\sim 220 \text{ s}^{-1}$, and the slowest in buffers B and D, $\sim 31 \text{ s}^{-1}$ (Figure SSA and Table S3). Pol II 11-mer observed rate constants were more consistent than Pol I values, ranging from $\sim 39 \text{ s}^{-1}$ in buffer A to 10 \text{ s}^{-1} in

| Kinetic Parameter | Fitted value | Lower bound | Upper bound |
|------------------|--------------|-------------|-------------|
| $k_1$            | $1 \times 10^8 \text{M}^{-1} \text{s}^{-1}$ |             |             |
| $k_2$            | $2.3 \times 10^2 \text{s}^{-1}$ | $1.4 \times 10^2 \text{s}^{-1}$ | $3.8 \times 10^2 \text{s}^{-1}$ |
| $k_3$            | $54 \text{s}^{-1}$ | $48 \text{s}^{-1}$ | $62 \text{s}^{-1}$ |
| $k_4$            | $14 \text{s}^{-1}$ | $10 \text{s}^{-1}$ | $19 \text{s}^{-1}$ |
| $k_5$            | $1.4 \text{s}^{-1}$ | $1.3 \text{s}^{-1}$ | $1.5 \text{s}^{-1}$ |
| $k_6$            | $0.45 \text{s}^{-1}$ | $0.40 \text{s}^{-1}$ | $0.51 \text{s}^{-1}$ |
| $k_7$            | $0.005 \text{s}^{-1}$ | $0.003 \text{s}^{-1}$ | $0.007 \text{s}^{-1}$ |

Pol III AMP addition time courses were collected in triplicate with varying [ATP], (10–2000) μM. Data were fit simultaneously using Scheme 1 in MENOTR (Ingram et al., 2021b). ATP binding, described by $k_1$, was assumed to be diffusion controlled and constrained to $1 \times 10^6 \text{M}^{-1} \text{s}^{-1}$. A range of $k_1$ values ($1 \times 10^5$ - $1 \times 10^6 \text{M}^{-1} \text{s}^{-1}$) were evaluated and the results support diffusion controlled binding (Table S7). Upper and lower bounds were determined using a parameter grid searching strategy in MENOTR with a 68% confidence interval as previously described (Appling et al., 2015).
buffer D (Figure S5B and Table S4). The $k_{\text{obs, addition}}$ rate constants describing Pol III’s 11-mer + 12-mer formation across buffers A – F were similarly consistent, with the fastest observed rate constant revealed in buffer C, $\sim 140$ s$^{-1}$, and the slowest in buffer B, $\sim 56$ s$^{-1}$ (Figure S5C and Table S5).

In addition, we compared the observed rate constants describing Pol I and III cleavage, $k_{\text{obs, cleavage}}$ for Pol I (Equation 5) and $k_{\text{obs, cleavage,fast}}$ for Pol III (Equation 2), across buffers A – F. We found that Pol III cleavage exceeded Pol I in all buffers except for buffer E, but they are nearly within error of each other in buffer E (Figures S5D and S5E, Table S3 and Table S5).

These data suggest that each Pol was influenced by alterations in reaction conditions. Pol I displayed the fastest observed rate constant across buffers A – F, but its activity was pH sensitive. Pol II was consistently the slowest of the Pols and was the least impacted by buffer variation. Finally, Pol III observed rate constants were altered more than Pol II’s but less than Pol I’s. These experiments demonstrate that these enzymes not only possess divergent AMP addition rates, but they also have evolved different tolerances to reaction...
conditions. This observation may reveal vulnerabilities inherent to one enzyme compared to the others, and these vulnerabilities may be therapeutically useful.

**Mean observed rate constants describing Pol I and III multi-nucleotide addition are similar**

We aimed to determine if our AMP addition results are indicative of average elongation speed over multiple nucleotide addition events. For these experiments, we mixed Pol I, II, and III ECs with saturating concentrations of ATP and GTP in buffer A, as previously detailed (Ingram et al., 2021a). Providing ATP and GTP allowed the Pols to incorporate nine successive nucleotides, generating a 19-mer from the starting 10-mer (Figure 4A). Time courses were collected in triplicate for Pols I, II, and III at 1 mM ATP and 1 mM GTP.

To analyze the appearance of each RNA, we formulated two kinetic models, Schemes 2 and 3 (Figure 4B). Resultant observed rate constants are first order and independent of NTP because of the high NTP concentration utilized. Scheme 2, previously developed to describe Pol I (Jacobs et al., 2021; Ingram et al., 2021a), was used to fit data from both Pols I and III because they require \(k_{\text{obs},10}\) to describe their nuclease activity. Pol II time courses were fit using a simpler model, Scheme 3 (Jacobs et al., 2021). Parameter values were optimized using MENOTR (Ingram et al., 2021b) and the best fit lines are shown, describing the appearance and disappearance of each RNA (Figure 4C). Experimental time courses describing the fraction of each RNA were fit globally. The mean and standard deviation of each observed rate constant were calculated for each Pol (Table S6). It is important to highlight that Scheme 2 and 3 are distinct from Scheme 1 (Figure 2A). Scheme 1 models the nucleotide concentration dependence of a single-nucleotide addition. The model uses elementary rate constants accounting for the binding and any additional rate-limiting steps in the single incorporation. In contrast, Scheme 2 and 3 model the extension of 10-mer to 19-mer with a unimolecular observed rate constant between each incorporation. In reality, each cycle of incorporation must consist of NTP binding, bond formation, pyrophosphate release, conformational changes, and translocation. However, the multi-nucleotide addition experiments performed at one fixed nucleotide concentration are only sensitive to the slowest step in each repeating cycle (Lucius and Lohman, 2004; Miller et al., 2013) of nucleotide addition, and that value is reported in the \(k_{\text{obs,10}}\) parameter.

To compare Pol I, II, and III multi-nucleotide addition, we plotted the observed rate constant over nucleotide positions (position 1, 11-mer, to position 9, 19-mer) (Figure 4A). The weighted average \(k_{\text{obs}}\) values for Pols I, II, and III were (53 ± 4) s\(^{-1}\), (8.6 ± 0.1) s\(^{-1}\), and (56.8 ± 0.8) s\(^{-1}\), respectively. We found that Pol II was the slowest of the Pols, consistent with AMP addition results (Figures 3 and S5). Of interest, the mean observed rate constant describing Pol I and Pol III multi-nucleotide addition were within error. Although this observation is inconsistent with our AMP addition data, those experiments do not take into consideration translocation, the influence of DNA sequence on nucleotide addition kinetics, or the incorporation of GMP.

Pol I cleavage, \(k_{\text{obs},10} = (12 ± 3)\) s\(^{-1}\), was larger than Pol III’s value, \(k_{\text{obs},10} = (2 ± 0.6)\) s\(^{-1}\) (Table S6). Pol I cleavage of the 19-mer to a 17-mer is evident in the 17-mer plot. The fraction of 17-mer peaks at 0.07 and plateaus, it does not return to 0, unlike 11-mer – 16-mer plots (Figure 4C). In addition, we found that Pol I observed rate constants were highly heterogeneous over the nucleotide positions, ranging from (200–23) s\(^{-1}\) (Figure 4C and Table S6). The observed rate constants for Pols II and III fluctuated less. This suggests that Pol I nucleotide addition and transcript cleavage is more sensitive to the flanking DNA sequence, identity of the encoded NTP, or the length/structure of the nascent RNA than Pols II and III. The features of the template that affect Pol I elongation kinetics are under further investigation.

**Pol III elongation complex stability is higher than Pol I, lower than Pol II**

We revealed substantial differences between the nucleotide addition kinetics of the Pols (Figures 3, 4, and S5). The relative simplicity of these in vitro assays empowers us to measure other properties inherent to the
Pols. Using an RNase protection assay (Appling et al., 2018), we measured the stability of Pol I, II, and III ECs. It is critical that Pols are stably bound to the template DNA, allowing for processive transcription elongation, without being bound too tightly because that can cause difficulty in EC disengagement or termination. Because Pols I, II, and III transcribe DNA that vary in gene length and topological properties, we hypothesized that their EC stabilities would vary.

To test this hypothesis, we mixed radiolabeled Pol I, II, or III ECs with 10 μM RNase A and 750 mM KCl at t = 0 in buffer A, as previously described (Appling et al., 2018; Scull et al., 2020; Jacobs et al., 2021). If an EC collapses, the 10-mer will be cleaved by RNase A into a 7-mer and an unlabeled, undetectable 3-mer (Figure 5A). In contrast, if the EC is intact, it will protect the 10-mer from RNase A. Therefore, by quantifying the amount of 10-mer and 7-mer over a time course, we can monitor Pol I, II, and III EC collapse.

We observed that complete disassembly of Pol I ECs occurred rapidly, by 40 min, whereas Pol III ECs remained intact for 9 h (Figure 5B). Remarkably, we found complete collapse of Pol II ECs occurred only after three days (Figure 5B). These extensive differences between the Pols may suggest that the chromatin environment navigated by the Pols in vivo has exerted selective pressure on their EC stabilities during evolution. Pol I transcribes nucleosome-free DNA whereas Pol II genes and half of Pol III genes are nucleosome-bound. Pol II molecules must endure extended pausing during productive rounds of transcription (Core and Adelman, 2019). Perhaps these template properties explain why Pol II forms the most stable EC whereas Pol I ECs are highly unstable.

Pol I more readily incorporates incorrect nucleotides than Pols II or III

A critical feature of Pol transcription is nucleotide misincorporation. We define misincorporation as the incorporation of an incorrect or non-cognate nucleotide. To evaluate this property, we formed ECs in buffer A with a 9-mer and incubated them with the next cognate nucleotide, α-32P-CTP, or, in a separate reaction, a non-cognate nucleotide, α-32P-ATP (Scull et al., 2019; Jacobs et al., 2021). Incubation with α-32P-CTP for 10 min served as a control for the number of active ECs. Time points were collected over (1–60) min in the presence of α-32P-ATP.

It is important to highlight a key difference between this assay and single-nucleotide addition experiments (Figure 3). AMP addition experiments were executed at a high ATP concentration (1 mM), whereas we provided very low concentrations of α-32P-ATP and α-32P-CTP, ~5 nM, for misincorporation experiments. By providing an extremely sub-saturating concentration of nucleotides, it likely renders any trace amounts of contaminating NTPs undetectable.

As expected, Pols I and III synthesized 10-mers upon incubation with α-32P-CTP (Figures 6A and 6C). A fraction of those 10-mers, ~0.1, were cleaved and resolved as GC dimers. In the presence of only a non-cognate nucleotide, α-32P-ATP, we resolved 10-mers and GA dimers, produced from cleavage of the
incorrect 10-mer. Pol II only synthesized 10-mers for both α-32P-CTP and α-32P-ATP time points (Figure 6B).

In Figure 6D, we plotted the fraction of incorrect 10-mers synthesized with α-32P-ATP by Pols I, II, and III. At the first time point (1 min), we see the highest fraction of incorrect 10-mers for Pols I and III, ~0.012 and ~0.007, respectively. The fraction of incorrect 10-mer gradually decreased over the time course, until ultimately, negligible 10-mer signal remains, ~0.008 and ~0.003, for Pols I and III, respectively, at 60 min. As incorrect 10-mer signal decreased, the fraction of GA dimer increased (Figure 6E). This suggests that >90% misincorporation events were followed by cleavage for Pols I and III. We observed the opposite trend for Pol II. Pol II gradually misincorporated α-32P-ATP, generating the incorrect 10-mer over the time course, until it plateaued at ~0.006.

Because the vast majority of incorrect 10-mers were rapidly cleaved by Pols I and III, it is likely that cleavage would allow for the resolution of incorrect additions in vivo when all NTPs are available. The final transcriptional fidelity of the Pols in vivo is similar, which is consistent with this theory (Gout et al., 2017). Ultimately, we determined that Pols I, II, and III have similar fidelity, but different mechanisms to achieve it.

DISCUSSION

Pols I, II, and III are enzymatically distinct

We defined a minimal kinetic model that describes AMP addition catalyzed by Pol III (Figures 1 and 2). On comparison to Pols I and II, we found that Pol I incorporates AMP significantly faster than Pols II and III (Figure 3). The gap in speed between Pol I and III was closed in the context of multi-nucleotide addition compared to single-nucleotide addition (Figure 4). Outside of nucleotide addition kinetics, we revealed
that Pol II forms the most stable EC (Figure 5) and is the least error prone Pol (Figure 6). Our results support the notion that each Pol possesses unique biochemical features that suit them for their specialized transcriptional roles.

Comparison of Pol I, II, and III nucleotide addition mechanisms

Our group has investigated the nucleotide addition mechanism of Pols I (Appling et al., 2015), II (unpublished), and III (Figures 1 and 2) under identical experimental conditions, allowing for direct comparisons. Pol I AMP incorporation is described by $k_{o,b,s,max} = (270 \pm 30) \text{s}^{-1}$ and $K_{1/2} = (170 \pm 20) \mu M$ (Appling et al., 2015). Interestingly, Pol II exhibits two partially rate-limiting steps, $k_{o,b,s,fast}$, $k_{o,b,s,fast,max} = (50 \pm 7) \text{s}^{-1}$ and $K_{1/2} = (110 \pm 30) \mu M$, and $k_{o,b,slow}$, $k_{o,b,slow,max} = (4.9 \pm 0.4) \text{s}^{-1}$ and $K_{1/2} = (57 \pm 7) \mu M$ (unpublished). Similar to Figure S3, we previously utilized Sp-ATP-α-S to determine that $k_{o,b,fast}$ likely corresponds to bond formation (unpublished). In this study, we determined that Pol III AMP incorporation is described by $k_{o,b,s,max} = (60 \pm 10) \text{s}^{-1}$ and $K_{1/2} = (200 \pm 100) \mu M$ (Figure 1F).

We hypothesize that the high degree of sequence conservation around the active site of Pols I, II, and III (Carter and Drouin, 2009) is responsible for their similar ATP binding affinity, ~150 μM. In contrast, there are small differences in and around the mobile domains that may account for their significant differences in nucleotide addition kinetics (Tan et al., 2008; Kaplan, 2013). One critical mobile element, the trigger loop, alternates between a closed and open conformation, coordinating incoming NTPs and allowing pyrophosphate release and translocation, respectively (Cheung and Cramer, 2012; Kaplan and Kornberg, 2008). Changes within the trigger loop (Viktorovskaya et al., 2013) have been shown to modulate the dynamics of the NTP coordination in the active site, bond formation, and translocation (Larson et al., 2012). Point mutations within the trigger loop support this theory. The Kashlev group found that a mutation at the base of Pol II’s trigger loop, rpb1-E1103G, increased nucleotide addition rate (Kireeva et al., 2008). The homologous mutation in Pol I’s trigger loop, rpa190-E1124G, resulted in decreased elongation rate (Scull et al., 2019; Viktorovskaya et al., 2013). The homologous mutation in Pol III, rpc160-E1070G, has not been characterized yet in vitro. These data suggest that minor differences within or around the trigger loops of the Pols may contribute to their substantial divergence in nucleotide addition kinetics.

Pol I and III in vitro transcription elongation rates are consistent in vivo

We found that Pol I was significantly faster than Pols II and III at AMP addition (Figure 3). Because it is impossible to measure single-nucleotide addition in vivo, we compared our multi-nucleotide addition results (Figure 4) to processive elongation measurements made in vivo to evaluate whether our biochemical findings are consistent with the living system.

Pol I in vivo elongation rate estimations have been made using electron microscopy (EM) of Miller chromatin spreads. An estimated elongation rate of 60 nt s$^{-1}$ (French et al., 2003) was calculated by determining how fast Pol I molecules must transcribe the rDNA to synthesize rRNA for 2000 ribosomes per minute (Warner, 1999). Similarly, Pol III elongation rate estimations were made using EM analysis of Miller chromatin spreads, yielding an estimated rate of 61 nt s$^{-1}$ (French et al., 2008). The average elongation rate of Pol II in vivo was determined to be 33 nt s$^{-1}$ by monitoring the “last wave” of Pol II molecules to dissociate from an 8 kb gene, under a GAL1 promoter, following glucose addition (Mason and Struhl, 2003).

Pol I and III average multi-nucleotide addition observed rate constants, ~53 s$^{-1}$ and ~57 s$^{-1}$ respectively (Figure 4), are consistent with in vivo estimates. For Pol II, our calculated values are much lower than in vivo calculations, ~8 s$^{-1}$ (Figure 4) vs. 33 nt s$^{-1}$ (Mason and Struhl, 2005), but the trend is identical—Pol II is the slowest of the Pols. How do we reconcile that difference? It is likely if TFIIIS were provided in vitro, there would be an increase in Pol II multi-nucleotide addition rate constants (Sheridan et al., 2019). One group found that in absence of TFIIIS, Pol II elongation rate was reduced by 50% (Noe Gonzalez et al., 2021). Many other factors also interact with Pol II and likely enhance nucleotide addition in vivo, including Spt4/5, PAF1, and FACT (Vos et al., 2020; Saunders et al., 2003; Crickard et al., 2017). Therefore, it is probable that the rate of Pol II elongation in vivo is increased by its association with Pol II-specific TFs. The mechanisms of action of Pol II-associated TFs will be interesting to reveal in future investigations.

Pol I is pH sensitive

We found that although Pol I displayed the fastest AMP addition observed rate constant across buffers A – F (Figure SS and Table S3), it was the most sensitive Pol to varying reaction conditions. Pol I nucleotide
addition kinetics was particularly sensitive to pH changes. Buffer A and D consist of identical components with the exception of pH, buffer A (7.9) and buffer D (7.5) (Table S2). This sole difference resulted in a seven-fold change in Pol I $k_{obs,\text{addition}}$ values (Table S3). Interestingly, Pol III single-nucleotide addition was faster than Pol I in three buffer conditions, buffers B – D (Table S3). The common factor across buffers B – D is a lower pH, ranging from 7.5–7.6. Surprisingly, Pol II nucleotide addition in buffers B and C were within error of Pol I’s (Tables S3 and S4). This suggests that the catalytic activity of Pol I is highly sensitive to pH alterations. Can fluctuation in pH regulate rRNA synthesis in vivo?

We know that cellular stress induces chemical and morphological changes in the nucleolus (Boulon et al., 2010). As a result of cellular stress, ribosome biogenesis is downregulated (Grummt, 2013). The downregulation of Pol I transcription of the rDNA is effective in saving cellular energy and resources to restore homeostasis. Although there is no direct evidence that pH fluctuations in vivo directly contribute to the downregulation of ribosome biogenesis, this connection has been established for other nucleolar proteins. Lee and colleagues showed that the activity and location of ubiquitin ligases are regulated by physiological fluctuations in cellular pH (Mekhail et al., 2004, 2005). Therefore, it is plausible that pH is an unexpected regulator of Pol I transcription under stress.

DNA sequence affects the catalytic activity of Pols I, II, and III in absence of trans-acting factors

It is well established that DNA-protein interactions are critical regulators in gene expression. Specific DNA sequences (e.g. promoters, enhancers, silencers) are bound by TFs that regulate transcriptional processes such as Pol initiation complex assembly, chromatin remodeling, and recruitment of coactivators and corepressors (Kadonaga, 2004). Here, we observe that nucleotide addition kinetics vary widely because of DNA sequence, independently of trans-acting factors (Figure 4). Over nine nucleotide incorporation positions, rate constants varied 7.7-fold for Pol I, 2.1-fold for Pol II, and 2.7-fold for Pol III (Figure 4D and Table S6).

It would not be surprising if Pols I, II, and III vary in their sensitivity to certain DNA sequences. Over the course of evolution, selective pressures have maintained certain stretches of DNA sequences at many genomic loci, each unique to each Pol. For example, the rDNA of higher eukaryotes, metazoans, is more GC-rich than yeast (Escobar et al., 2011). From native-elongating sequencing studies, we know that Pol I occupancy decreases upon an increase in GC content (Scull et al., 2020). This observation can be interpreted to indicate that GC-rich DNA is transcribed faster than AT-rich DNA. It is possible that these stretches of fast elongation in GC-rich regions, and slow elongation in AT-rich regions, are critical features of Pol I transcription elongation that facilitate the formation of RNA secondary structures and co-transcriptional RNA processing.

We have also known since the mid-1980s that Pol II transcription elongation is a key target for regulating gene expression (Eick and Bornkamm, 1986; Bentley and Groudine, 1986). AT-rich DNA is enriched within introns, whereas GC-rich DNA is enriched within coding gene regions (Fenouil et al., 2012; Close et al., 2012). It is theorized that Pol II slows down and pauses more during AT-rich regions which may be critical for the formation of secondary RNA structures, maintenance of permissible euchromatin architecture, rapid gene expression under stress conditions, and coordination with splicing machinery (Nechaev and Adelman, 2008; Close et al., 2012; Zamft et al., 2012; Adelman and Lis, 2012).

Similar to prokaryotic transcription termination, Pol III can terminate transcription in a factor-independent manner. When Pol III ECs encounter T-tracts in the DNA$_{nt}$, it destabilizes the EC resulting in Pol III disengagement (Adelman and Lis, 2012; Animbassen et al., 2013). Therefore, Pol III clearly has altered response to DNA sequences compared to Pols I and II. How DNA sequence affects Pol I, II, and III nucleotide addition in vitro is a topic of ongoing investigation.

Potential consequences of misincorporation frequencies in vivo

We found that Pol II is the least error prone of the Pols (Figure 6). This is interesting because the Pols have similar transcriptional error rates in vivo, $4.3 \times 10^{-6}$ per bp for Pol I, $3.9 \times 10^{-6}$ per bp for Pol II, and $1.7 \times 10^{-6}$ per bp for Pol III (Gout et al., 2017). It is important to emphasize that our results do not contradict these in vivo measurements. Rather, our data suggests that Pol II is the least likely Pol to misincorporate. Because we only provided the non-cognate nucleotide, our assay is only sensitive to proofreading (evidenced by cleavage RNA products) not incorporation of the correct nucleotide following misincorporation because the cognate nucleotide was not
provided in those reactions. This suggests that Pols I and III must invest more energy in reconciling those errors to achieve a final transcriptional error rate similar to Pol II. This suggestion is reasonable given that unlike Pols I and III that possess bona fide proofreading subunits, Pol II must recruit a trans-acting factor, TFIIS. Perhaps the slow rate of transcription elongation by Pol II allows for accurate selection of incoming NTPs, resulting in higher transcription fidelity. In support of this hypothesis, mutations in RPB1 that speed up Pol II elongation also increase misincorporation (Irvin et al., 2014).

**Uncovering the unique features of the Pols contribute to modern anti-cancer strategies**

Our investigation of the Pols is critical to both basic and translational science. Fundamentally, it is of paramount importance to understand the molecular mechanisms that govern these essential enzymes. Our work is also relevant to ongoing efforts to selectively inhibit Pol I for cancer chemotherapy (Ferreira et al., 2020; Laham-Karam et al., 2020; Peltonen et al., 2010, 2014; Haddach et al., 2012). To selectively target Pol I, without interfering with the activities of Pols II and III, we must identify and exploit the unique features of Pol I. One example where this strategy has been successful is BMH-21, a small molecule DNA intercalator (Peltonen et al., 2014; Wei et al., 2018; Jacobs et al., 2022). Although the mechanism of action of BMH-21 is well understood (Jacobs et al., 2022), we do not know the degree of specificity to Pol I. Preliminary data show that Pol I is uniquely sensitive to BMH-21 compared to Pols II and III. We hypothesize that Pol I’s heightened vulnerability to BMH-21 is because of its rapid elongation rate and low EC stability elucidated in this study. These findings illustrate how basic, biochemical characterization can support and empower efforts to develop and deploy new therapeutic interventions.

**Limitations of the study**

The rigorous in vitro transcription system deployed in this study revealed critical biochemical differences in the Pols. By nature, biochemical and biophysical approaches are performed under conditions optimized in vitro and these conditions are not identical to the in vivo environment. Currently, there are no in vivo methods that would detect the properties evaluated in this study. Nevertheless, biochemical characterization, especially comparative analyses like those presented here, provide deep insight into fundamental functions of key enzymes like the eukaryotic RNA polymerases. If the goal is to understand how these enzymes are controlled, it is critically important to understand their core functions and limitations.

Future studies will examine the effects of template sequence, temperature, ionic content of the buffer, and longer elongation events on Pol function. Because of the malleability of our in vitro system, these modifications are straightforward and will continue to drive our understanding of the mechanisms of eukaryotic gene expression.
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### STAR METHODS

#### KEY RESOURCES TABLE

| REAGENT or RESOURCE | SOURCE | IDENTIFIER |
|---------------------|--------|------------|
| **Experimental models: Organisms/strains** | | |
| Pol I: *Saccharomyces cerevisiae*: CB010 Mata, pep4::HIS3/prb1:::LEU2, prc1:::HisG, can1, ade2, trp1, ura3, his3, leu2–3, 112, RPA135 C-terminal TEV 3HA 10his | (Jacobs et al., 2021) | DAS1084 |
| Pol II: *Saccharomyces cerevisiae*: CB010 Mata, pep4::HIS3/prb1:::LEU2, prc1:::HisG, can1, ade2, trp1, ura3, his3, leu2–3, 112, RPB2 C-terminal TEV 3HA 10his | (Jacobs et al., 2021) | DAS1085 |
| Pol III: *Saccharomyces cerevisiae*: CB010 Mata, pep4::HIS3/prb1:::LEU2, prc1:::HisG, can1, ade2, trp1, ura3, his3, leu2–3, 112, RPC2 C-terminal TEV 3HA 10his | This paper | DAS1086 |
| **Oligonucleotides** | | |
| DNA, 5’ ACCAGACCGCCGATTGGGATGGG TATCCCTCCTCGCTCGATGGCTGTAAG TATCCTATAGG | Integrated DNA Technologies (IDT) | DAS1719 |
| DNA, 5’ CCTATAGGATCTTACAGCC ATCGAGAGGCAGGAGGGAATACCCA TCCCAATCGGCCCTGCTGTGT | Integrated DNA Technologies (IDT) | DAS1718 |
| RNA 5’ AUCGAGAGG | Integrated DNA Technologies (IDT) | DAS1551 |
| **Software and algorithms** | | |
| ImageQuant Ti (IQLT) 8.2 | Fisher Scientific | RRID:SCR_014246, https://www.fishersci.com/shop/products/iqtl-imagequant-ti-8-2/501963627 |
| KaleidaGraph v4.5.4 | Synergy Software | RRID:SCR_014980, https://www.synergy.com |
| MENOTR written in MATLAB (MathWorks, Inc., Natick MA) | (Ingram et al., 2021b) | https://github.com/ZachIngram/2021-MENOTR |

### RESOURCE AVAILABILITY

#### Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, David Schneider (dschneid@uab.edu).

#### Materials availability

This study did not generate new unique reagents.

#### Data and code availability

- Data: All data reported in the article will be shared by the lead contact on request.
- Code: We used our custom-built software package written in MATLAB, MENOTR (Ingram et al., 2021b), to perform model-dependent analyses. MENTOR is available on GitHub: https://github.com/ZachIngram/2021-MENOTR.
- All other items: Any additional information required to reanalyze the data reported in this article is available from the lead contact on request.
**EXPERIMENTAL MODEL AND SUBJECT DETAILS**

**Pol I, II, and III purification**

_Saccharomyces cerevisiae_ (yeast) Pols I, II, and III were purified using an identical strategy. The second largest subunit of the Pols were C-terminally tagged with: TEV cleavage site, three HA repeats, and 10 histidine residues. Yeast was grown at the Bioexpression and Fermentation Facility, Department of Biochemistry and Molecular Biology at University of Georgia.

**Purification buffers**

- **Breakage buffer**: 400 mM (NH₄)₂SO₄, 50 mM Tris-SO₄ pH 7.8, 10 mM MgCl₂, 10 μM ZnCl₂, 10% glycerol.
- **KCl low imidazole buffer**: 100 mM KCl, 50 mM Tris-SO₄ pH 7.6, 5 mM MgCl₂, 10 mM imidazole, 20% glycerol.
- **KCl high imidazole buffer**: 100 mM KCl, 50 mM Tris-SO₄ pH 7.6, 5 mM MgCl₂, 250 mM imidazole, 20% glycerol.
- **Low KCl buffer**: 100 mM KCl, 20 mM HEPES pH 7.8, 1 mM MgCl₂, 10 μM ZnCl₂, 20% glycerol.
- **High KCl buffer**: 2 M KCl, 20 mM HEPES pH 7.8, 1 mM MgCl₂, 10 μM ZnCl₂, 10% glycerol.
- **MonoQ A buffer**: 200 mM KOAc, 20 mM HEPES pH 7.8, 1 mM MgCl₂, 10 μM ZnCl₂, 10% glycerol.
- **MonoQ B buffer**: 2 M KOAc, 20 mM HEPES pH 7.8, 1 mM MgCl₂, 10 μM ZnCl₂, 10% glycerol.

**Purification strategy**

Each Pol was purified from approximately 150 g of wet cell mass. Cells were washed and lysed in breakage buffer. Cells were ultracentrifuged and the supernatant was loaded on five Ni columns (GE Healthcare). Columns were washed with KCl low imidazole buffer and eluted with KCl high imidazole buffer onto a heparin column (GE Healthcare). Ni columns were removed, and the heparin column was washed with low KCl buffer. Sample was eluted from the heparin column with high KCl buffer. To change into MonoQ A buffer, the eluate was run over desalting columns. Sample was manually loaded onto a MonoQ column (GE Healthcare). Fractions were collected with a 0 to 100% MonoQ B buffer gradient, 0.25 mL/min over 100 min.

**Identity of Pol fractions**

We confirmed the presence of each Pol I, II, or III subunit with mass spectrometry (Figures S6A–S6C). Each Pol preparation only contained subunits specific to that Pol. Complete Pol I, II, and III mass spectrometry results are displayed in Tables S8–S10. Purification of Pol I, II, and III preparations were examined with SDS PAGE (Figure S6D) and Western Blots.

**METHOD DETAILS**

**Single-nucleotide addition assay**

**Buffer A**

Buffer A is composed of 40 mM KCl, 20 mM Tris-OAc pH 7.9, 10 mM Mg(OAc)₂, 2 mM DTT, and 0.2 mg/mL BSA. Pols I, II, and III demonstrated efficient nucleotide addition in buffer A, so we executed all experiments in buffer A with the exception of Figure S5.

**EC formation**

Purified Pol I, II, or III (~16 nM) was incubated with a pre-annealed RNA (162.75 nM) and DNAₙ (54.26 nM) hybrid in buffer A for 10 min at 4°C followed by 20 min at 25°C. The DNAₙ (162.75 nM) was added and allowed to incubate at 25°C for 40 min. Each oligonucleotide was ordered from Integrated DNA Technologies:

DNAₙ 5’ – CCTATAGGATACCTACAGCCATCGAGAGGCAGGAGGGAATACCCATCCCAATCGGCCTGGT

RNA 5’ – AUCCAGAGG
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DNA: 5’ –

ACCAGCAGGCCGATTGGGATGGGTATTCCCTCCTGCCTCTCGATGGCTGTAAGTATCCTATAGG

**EC labeling**

Formed ECs are labeled with 5 nM α-32P-CTP and 100 μM Mg(OAc)₂ for 10 min at 25°C. The labeling reaction is stopped with 1 mM EDTA.

**Quenched-flow time courses**

Radiolabeled ECs (580 μL) was loaded into one syringe of a rapid mixing instrument, opposite of the NTP mixing syringe. The NTP mix (580 μL) contains: ATP (20–4000 μM), 18 mM Mg(OAc)₂, and 1 mM EDTA in buffer A. The EC and NTP substrates were mixed in a 1:1 ratio within 2 ms and allowed to incubate for a fixed amount of time, (0.01–200) s for Pol III and (0.005–10) s for Pols I and II. Because mixing is 1:1, final concentrations are two-fold lower than described above. Each time point reaction was stopped, or quenched, with 1 M HCl. Equalizing HCl was added to each reaction and neutralized. An aliquot of each reaction was mixed with loading dye, boiled for 5 min, and loaded onto a 28% sequencing gel. Each gel was exposed to a phosphorimager screen for 12–24 h. Screens were scanned and the images were quantified using ImageQuant. The fraction of each RNA over time was fit using MENOTR (Ingram et al., 2021b).

**Single-nucleotide addition in buffers A – F**

Single-nucleotide addition assays were executed in triplicate in each buffer condition, A – F (Table S2), across Pols I, II, and III as previously described above. Buffer A contains 40 mM KCl, 20 mM Tris-OAc pH 7.9, 10 mM Mg(OAc)₂, 2 mM DTT, and 0.2 mg/mL BSA (Appling et al., 2015). Buffer B contains 80 mM KOAc, 50 mM HEPES pH 7.5, 5 mM MgSO₄, 10 mM DTT, and 10% glycerol (Fazal et al., 2015). Buffer C contains 60 mM (NH₄)₂SO₄, 20 mM HEPES pH 7.6, 8 mM MgSO₄, 10 μM ZnCl₂, and 10% glycerol (Lisica et al., 2016). Buffer D contains 40 mM KCl, 20 mM Tris-OAc pH 7.5, 10 mM Mg(OAc)₂, 2 mM DTT, and 0.2 mg/mL BSA. Buffer E contains 100 mM NaCl, 40 mM HEPES pH 7.8, 42 mM MgCl₂, 3 mM BME, 0.1 mg/mL BSA, and 5% glycerol (Arimbasseri and Maraia, 2015). Buffer F contains 100 mM NaCl, 40 mM Tris-HCl pH 8, 7 mM MgCl₂, 3 mM BME, 0.1 mg/mL BSA, and 7.5% glycerol (Kassavetis et al., 1999).

**Multi-nucleotide addition assay**

Multi-nucleotide addition assays were performed as detailed above with ATP and GTP provided in the NTP syringe in buffer A. Radiolabeled ECs were formed, with a 10-mer starting RNA, and mixed with 1 mM ATP, 1 mM GTP, and 9 mM Mg(OAc)₂ (final concentrations) in the chemical-quenched flow. Reactions were run on sequencing gels to resolve the RNAs, 10-mer – 19-mer, by size. Model-dependent analysis of Pol I, II, and III multi-nucleotide addition time courses was performed with MENOTR (Ingram et al., 2021b).

**Elongation complex stability assay**

Radiolabeled Pol I, II, or III ECs were mixed with 10 μM RNase A (Thermo Scientific EN0531) and 750 mM KCl at t = 0 in buffer A. Time points were collected continuously, transferring an aliquot of the reaction mix to a tube with loading dye. EC disassembly was monitored by resolving 10-mers and 7-mers on sequencing gels.

**Misincorporation assay**

Pol I, II, or III ECs were incubated with a non-cognate nucleotide, α-32P-ATP (5 nM), and 100 μM Mg(OAc)₂ for (1–60) min in buffer A. For our control, we incubated the Pols with the cognate nucleotide, α-32P-CTP (5 nM), to gage the amount of active ECs for 10 min. To account for differences in the emissions of the radioactive nucleotides, α-32P-CTP and α-32P-ATP, we performed a spot test of different dilutions of the nucleotides and normalized our signal to their ratio. We compared the amount of misincorporated nucleotides to the amount of correct incorporations to calculate the fraction of incorrect 10-mer.
QUANTIFICATION AND STATISTICAL ANALYSIS

Model-dependent analyses

MENOTR, Multi-start Evolutionary Nonlinear OpTimizeR, was utilized for all model-dependent fitting (Ingram et al., 2021b). MENOTR is a parameter optimization MATLAB toolbox that leverages a hybrid genetic/NLLS algorithm. The strengths of both algorithms are utilized to achieve an optimized model that would otherwise be difficult to ascertain. MENTOR is available on GitHub: https://github.com/ZachIngram/2021-MENOTR.