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Abstract—Automated surgical gesture recognition is of great importance in robot-assisted minimally invasive surgery. However, existing methods assume that training and testing data are from the same domain, which suffers from severe performance degradation when a domain gap exists, such as the simulator and real robot. In this paper, we propose a novel unsupervised domain adaptation framework which can simultaneously transfer multi-modality knowledge, i.e., both kinematic and visual data, from simulator to real robot. It remedies the domain gap with enhanced transferable features by using temporal cues in videos, and inherent correlations in multi-modal towards recognizing gesture. Specifically, we first propose an MDO-K to align kinematics, which exploits temporal continuity to transfer motion directions with smaller gap rather than position values, relieving the adaptation burden. Moreover, we propose a KV-Relation-ATT to transfer the co-occurrence signals of kinematics and vision. Such features attended by correlation similarity are more informative for enhancing domain-invariance of the model. Two feature alignment strategies benefit the model mutually during the end-to-end learning process. We extensively evaluate our method for gesture recognition using DESK dataset with peg transfer procedure. Results show that our approach recovers the performance with great improvement gains, up to 12.91% in ACC and 20.16% in F1score without using any annotations in real robot.

I. INTRODUCTION

Robot-assisted Minimally Invasive Surgery (RMIS) increases the precision and reliability of surgical manipulation with improved control. Developing autonomy in RMIS can help to facilitate the surgery efficiency and ergonomic comfort of surgeons and patients [1]. Automated surgical gesture recognition, aiming at automatically perceiving the current action units within surgical tasks, serves as a key prerequisite for surgical automation [2]–[5]. Additionally, the contextual awareness of the surgical state has various applications in post-operative analysis, such as automatic skill evaluation [6], and surgery educational training [7].

Machine learning based approaches have achieved great successes on surgical gesture recognition task [7]–[10]. These existing approaches are mostly under the assumption that both training and testing data are from the same distribution, which is generally collected from the real robot. However, plenty of recent studies have pointed out the problem of performance degradation when encountering domain shift. In the context of the surgical robot with multiple resources of vision and kinematic, the situation of heterogeneous domain shift is even more severe, given the different robotic configurations, diverse workspaces for surgeon training, and surgeon operative skills. To recover model performance, an easy way is to re-train models with large-scale labeled data from each domain. However, collecting and annotating data for every new domain is obviously and prohibitively expensive.

Robotic simulator provides a relatively easy fashion for data collection in a scalable manner, given its economical and safe environment with unlimited maneuver time [11]. Besides, The simulator needs no additional annotation to recognition activities of the video because the label is natural generated simultaneously with the given gesture command. Simulated environment also alleviates the data privacy concern in the robotic-assisted surgery performed on patients. Transferring the knowledge with unsupervised domain adaptation (UDA) from simulator to real-robot (Sim2Real) can bring great benefits for tackling label efficiency in real-world RMIS, as annotations from real-robot scenario are not the requisite. However, effectively transferring the Sim2Real knowledge of surgical gesture is quite challenging given extreme visual gap between the simulator and real-robot as shown in Fig. 1. In robotic peg transfer task, a task holding primary importance in surgical skill learning, unidentical peg numbers and tilt degree of pegboard further increase the visual domain gap.

The computer vision community has devoted significant study to the problem of adapting vision-based models trained in a source domain to a previously unseen target domain [12], [13], which is highly related to domain adaptation from simulator to real robot in robotic perception tasks. Recently, tackling the visual gap from simulator to real-robot attracts the increasing interests in the robotic-related tasks. For example, domain adaptation methods with pixel-to-pixel transformation from simulated surgical scene to
real one are proposed for surgical instrument segmentation task [14]. Although achieving the promising performance, purely aligning image-level features fails to well handle the adaptation of dynamic gestures in robotic videos. Unsupervised domain adaptation for action recognition in natural videos is an emerging research topic. Recent studies point out that narrowing the feature discrepancy in both spacial and temporal spaces can outperform aligning features in single spacial space [15]–[18]. These successes inspire us to extract the domain-invariant spatial-temporal features for Sim2Real robotic gesture recognition. However, visual gap between simulator and real robot is extreme larger than natural computer vision tasks, so only relying on transferring the visual modality is not enough for good domain adaption.

Apart from vision information, the kinematic data, a unique resource recorded from robot system, plays the key role for robotic surgical gesture recognition. Several works propose to develop multi-modal learning methods to leverage the complementary cues contained in the video vision data and kinematics for accurate gesture recognition [19], [20]. However, in the context of domain adaptation, there also exists a large domain shift of kinematic information between simulator and real-robot. For example, the relative distances between robot arm and pegboard, also, between pegs in peg transfer task show differences, leading to different trajectory lengths on two platforms for the same gesture. How to leverage the inherent correlation to bridge multi-modal domain shift in robotic videos is essential for Sim2Real gesture recognition, yet has not been explored so far.

In this paper, we aim to handle above domain gap which can come from variable environments (simulator and real robot) and minor shifts in robot hardware during identifying surgeries performed by a surgeon through teleoperation. The main contributions are as follows:

- We present a novel unsupervised domain adaptation framework, which can simultaneously transfer multi-modality knowledge (kinematic data as well as visual data) from simulator to real robot to remedy the domain gap for surgical gesture recognition.
- We propose the motion direction oriented strategy to transfer the kinematic information (MDO-K). Bypassing the network overfitting in specific position values, the variables of direction vector are utilized to encourage the network to extract enhanced domain-invariant representations by incorporating the temporal cues.
- We introduce a KV-Relation-ATT embedding which can measure the co-occurrence between the kinematic data and visual data at each time step. Then we transfer this KV-Relation-ATT to make complementary of visual information and kinematic at each time step.
- To the best of our knowledge, we are the first to explore how to decrease both kinematic and visual gap between simulator and real robot. Our framework can outperform the state-of-the-art UDA algorithms and decrease the domain gap by 12.91% in ACC compared with trained only on simulator and test on real world.

II. METHODS

A. Problem Definition and Data Setup

Our method aims to perform transfer learning in gesture recognition from simulator to real robot, which stands on an unsupervised domain adaptation setting, given no gesture label in the real-robot environment, instead, the gesture recognition would only be supervised by simulator label during training. The network is trained in a multi-task manner doing gesture recognition (GR) as well as feature alignment (FA) at the same with the aim of embedding the feature as a domain-irrelevant feature for gesture recognition.

The dataset we utilized is Dexterous Surgical Skills Transfer (DESK) dataset [21], which contains peg transfer motions recorded from a simulated Taurus II robot, and a real Taurus II robot. The motion generally consists of picking an object from a pegboard with one robotic arm, transferring it to the other arm, and positioning the object over a target peg on the opposite side of the board. The definition of detailed seven gestures is shown in Fig. 1. We employ the RGB recorded video and kinematic information of robotic arms to form the multi-modality input resource. Each training or testing sample is defined by a video ‘segment’, which consists of a variable number of continuous frames holding the same gesture label. Each item in the video segment comprises a video frame and corresponding kinematic information.

The kinematic data consists of 14 kinematic variables per frame that represent the robot’s end-effector pose(7 features in each arm). It includes the wrist orientation (yaw, pitch and roll angles), the translation in x, y and z coordinates with respect to the robot’s origin and the griper state (also a value between 30 and 100) for both the arms.

B. KV-Sim2Real Gesture Recognition UDA Framework

An overview of our proposed method for multi-modal domain adaptation in robotic surgical gesture recognition is shown in Fig. 2. In the training process, the network conducts three tasks: two feature alignment (FA) tasks for UDA (yellow box) and one supervised multi-modality based gesture recognition (GR) task (pink box) given the simulator gesture label. After finishing training, when conduct gesture recognition on real robot, the trained model has generalization ability to recognize the gesture, and be unaffected on training with only simulator gesture label but without real robot label.

More specifically, we denote data from the source (green arrow) and target (orange arrow) domain as $I_s$ and $I_r$, for simulator and real robot respectively. The segment inputs $X^{1:T} = (X^{1:T}_k, X^{1:T}_v) \in I_s \cup I_r$ share the visual encoder $M$ and kinematic encoder $N$ to extract features. The kinematic and visual features are trained to be domain-irrelevant by FA, which is achieved by the adversarial training with the discriminator (KD / KVD) to differentiate which domain the input comes from. The two types of discriminators are designed with respect to its input representations, with KD representing the Kinematic feature based Discriminator and KVD representing the Kinematic and Visual fusion feature based Discriminator.
We align both kinematic and visual features which are all with domain shift between the simulator and real robot. In the next several sections, we introduce our method for feature alignment, as well as how to conduct gesture recognition with feature alignment together. First, we propose Motion Direction Oriented Kinematics (MDO-K) feature alignment which aligns kinematics using features of motion direction. Second, we propose a KV dynamic temporal relation attention (KV-Relation-ATT, KV stands for kin and vis) alignment to highlight the co-occurrence KV feature by picking out the visual data whose feature embeddings have a high degree of synchronizion with the kinematic feature.

C. Motion Direction Oriented Kinematics Feature Alignment

Effectively utilizing temporal information in robotic videos is crucial for enhancing the kinematic feature adaptation. We propose to align the kinematics features oriented for motion direction, instead of straightforwardly using the specific position vector.

We denote the input kinematic data as $X_k T \in \mathbb{R}^{T \times r}$, where $T$ denotes the frame number of a sample segment, $r$ is the vector length with the vector consisting of all kinematic information as shown in Fig. 2, including Taurus robot’s end-effector position $\vec{p} = (a, b, c)$, end-effector orientation $(\varphi, \phi, \theta)$ representing (yaw, pitch, roll), and grasp angle $\alpha$ for both robotic arms. For motion oriented kinematic feature modeling, position vector $\vec{p}$ (here $\vec{p}$ equals to coordinate value under the rectangular coordinates, where the rectangular coordinates are the same for both simulator and real robot) would be better than the end-effector orientation and grasp angle, because the last two parameters can only model the dexterous skill of the end-effector focusing on grasping moment and is not suitable for motion direction modeling of the whole grasp process compared with position vector.

However, the position settings for objects is more complex in real world than that in simulator, such as between-object distance shift (peg from peg/robot arm from pegboard) existing between source domain and target domain, the robotic arms’ trajectory would be different even conducting the same gesture between same nearby pegs.

In order to handle between-object distance shift, we propose to replace position vector $\vec{p}$ with relative direction vector $\vec{D}_{t \rightarrow t+1} = \vec{p}_{t+1} - \vec{p}_t$, which represents the positional relationship between any two points in space (see Fig. 3). Compared to the absolute position vector $\vec{p}_{sim}$ and $\vec{p}_{real}$, the relative position vector $\vec{D}_{t \rightarrow t+1}$ can model the motion direction of the robotic end-effector independently with which start point and end point they are. Therefore, the relative direction vector would avoid the issues of different start and endpoints of different pegs in the peg transfer task. Transferring position vector to relative direction vector within kinematic data can greatly narrow the domain gap be-
between the simulator and real robot, helping to encourage the network to extract domain-invariance features by relieving the learning burden. We normalize the vector as:

$$\hat{D}^{\text{unit}}_{t \rightarrow t+1} = \frac{\tilde{D}_{t \rightarrow t+1}}{|\tilde{D}_{t \rightarrow t+1}|}. \quad (1)$$

The \((\tilde{D}^{\text{unit}}_{1 \rightarrow 2} \ldots \tilde{D}^{\text{unit}}_{T-1 \rightarrow T})\) can model the continuous between-frame motion directions while ignoring relative distance, forming as a trajectory of the robotic arm and integrating the temporal information from the videos.

Our input kinematics of one single frame are then transformed as \(x^k_t = (\tilde{D}^{\text{unit}}_{t \rightarrow t+1}, \varphi, \phi, \theta, \alpha)\), with 7 elements for each side of robotic arms, and in total 14 elements. Then we forward \(x^k_t\) into the kinematic encoder for extracting features \(F_k\), followed by a Gradient Reversal Layer (GRL) [22] unit and kinematic discriminator \(KD\) to do domain alignment. The GRL is designed for inverting the gradients during training the domain discriminators such that the learned feature would not overfit the source domain. The loss for motion direction oriented alignment (MDO-K) is defined as follows:

$$L_{K:D} = L_d(KD(N(x^{1:T}_t)), y^D), \quad (2)$$

where \(v\) represents one sample segment, with \(v \in I_s \cup I_r\) (\(I_s\) for simulator, \(I_r\) for real robot); \(L_d\) is domain discriminator loss; \(y^D\) is domain label with 0 for the samples from simulator and 1 for the samples from real robot.

Fig. 3. Gestures are easy to be distinguished between ‘approach’ and ‘lift peg’ using direction vectors in both simulator and real robot since those two gestures are in opposite directions. Therefore aligning the motion direction of the robot arm (represented by unit direction vectors) can help transfer gestures from simulator to real robot.

D. KV Dynamic Temporal Relation Attention Alignment

Recent methods have found that combing kinematic and visual (KV) features would promote gesture recognition in a multi-task training manner [20], [23]. The reasons are as follows: kinematic and visual information is with a complementary relationship and adding supplementary information for each other when one modality can not work independently. The kinematic has 3D information such as position vector and rotation of the robotic arm’s end-effector, which can recognize existing state by ‘manipulating’. Meanwhile, the visual information can provide 2D image-based environment setting, such as the relative position between moving robotic arm and pegboard, which can recognize existing state by ‘seeing’. For a situation like occlusion between robotic arm and the peg during the peg transfer process, the extracted kinematic parameter at this moment would not be interrupted by visual occlusion and can remedy this problem; For a situation like the robotic arm is moving back and forth for a relatively long time because some trainers are with not enough proficiency during manipulation of the robotic arms, leading to the parameters extracted from robotic arm be unrepresentative. The visual relative position information between objects (robotic arm and peg/peg and pegboard) can remedy this situation and would tell what gesture is it now (such as success grasp or not), which is more accurate compared with random and irregular kinematic motion data at this moment.

However, KV feature cannot work in DA setting if kinematic and visual features are aligned separately in a multi-task manner. The reason comes from that the visual domain gap is very large between simulator and real robot compared to kinematic domain gap, separately align kinematic and visual features would lead to model overfit to the visual source domain, so the performance would decrease when conducting multi-modality gesture prediction in real robot. In order to handle this, we propose a new domain align pattern oriented for multi-modality setting: KV-Relation attention alignment (KV-Relation-ATT). The motivation is to propose a more strict constraint feature for multi-modality domain alignment: co-occurrence feature alignment. We aim to align the co-occurrence feature of kinematic and visual signal instead of any single signal occurrence. Next, we would introduce the KV embedding and how to use it for KV-Relation-ATT DA computation.

The KV embedding is as follows. The input is video segment \(X^{1:T}_v\), as shown in Fig. 4. For a given input segments \(X^{1:T}_v = (X^k_1^{1:T}, X^v_1^{1:T})\) in Fig. 4(a), \(X^k_1^{1:T}\) is a kinematic input segment and \(X^v_1^{1:T}\) is its corresponding visual input segment. Each visual input data \(X^v_1^{1:T}\) is the feature extracted by pre-trained ResNet101 model [24] from original input data \(X^v_1\). Here, in order to get the high level semantic visual feature, we use the bottom feature layer before the last fc layer of ResNet101 with dimension \(f(X^v_1 \in \mathbb{R}^J)\). For kinematic and visual feature embedding, we utilize temporalse-wise embedding with the reason that temporal representation outperforms frame-wise ones for action recognition, so we final utilize the TRN (Temporal Relation Net) [25] for both kinematic and video temporal feature embedding, represented by visual encoder \(M\) and kinematic encoder \(N\) with input \(X^v_1^{1:T}\) and \(X^k_1^{1:T}\), as shown in Fig. 4(b). Activity in video sequence is highly related to temporal relations, which is the meaningful object variation along times. So, how to define the temporal relation would be significant for video sequence feature representation. As the temporal relation would exist in short-term or long-term variations. In this regard, we capture temporal features at multiple time scales, where ‘scale’ corresponds to how many frame numbers we sample from a given sequence. The TRN would embed a
given segment $X^{1:T}$ with temporal relation of different time scales $S$ by biLSTM ($R^v_s$ for visual, $R^k_s$ for kinematic).

The implement of the KV-Relation-ATT alignment is as follows: we set input video segment $X^{1:T}$ with different scales of ordered frames as $x^i_{ve},...,x^j_{ve}$, where $x^i_{ve}$ is a representation of the $i^{th}$ frame of the segment. The co-occurrence of the kinematic and visual information is interpreted by the dot-product of each modality feature at each time $t$. Then, the two-frame-scale KV-Relation-ATT is interpreted as attention format of kinematic and visual feature:

$$F^2_{kvr} = R^v_s(x^i_{ve}, x^j_{ve}) \cdot R^k_s(x^i_k, x^j_k), (i < j)$$  \hspace{1cm} (3)

where $i$ and $j$ are time indexes sampled from video segments.

The multiple time scale KV-Relation-ATT feature format is to use the following composite function to accumulate frame relations at different scales:

$$F_{kvr} = q^2_0(F_{kvr}^2) + q^3_0(F_{kvr}^3) + ... + q^S_0(F_{kvr}^S),$$  \hspace{1cm} (4)

where $q^S_0$ is a fully connected layer which transforms different scale feature as the same dimension in order to concatenate them together as a multiple time scales KV-Relation-ATT feature $F_{kvr}$.

For visual information, our pre-trained CNN model (here we utilize ResNet101 as network backbone) first embed visual input frame $x^i_{ve}$ at time $t$ into visual feature $x^i_{ve}$ and fixed it without further fine-tuning. For kinematic information, with the reason of lacking of pre-trained model for kinematic, we direct use $x^i_k = (D_{1:dimunit}n, \varphi, \theta, \alpha)$ as input define in the end of Sec. C.

The loss for DA is as follows (KV represent KV-Relation-ATT calculation, $u$ is one sample segment, $u \in I_s \cup I_r$, $y^D$ is domain label (0 / 1)):

$$L^u_{KV-D} = L_d(KVD(KV(M(x^1_{ve}), N(x^1_{k}))), y^D)$$  \hspace{1cm} (5)

E. Overall Loss Function and Training Details

During the training of gesture recognition task, we do gesture recognition along with domain adaption (two alignment methods introduced in C. and D.). We input source domain data (simulator) and target domain data (real robot) simultaneously, each domain has the same batch size. Only source domain would calculate the gesture recognition classification loss which is as follows ($w$ is one sample segment, $w \in I_s$, $L_{ce}$ is cross-entropy loss, $y^p$ is gesture label, $p^{kc}$ and $p^{kvc}$ are probabilities generated from network):

$$L^w_{ce} = L_{ce}(p^c, y^p),$$  \hspace{1cm} (6)

So the total loss for training is:

$$L = \sum_{w \in I_s} L^w_{ce} + \sum_{u \in I_s \cup I_r} L^u_{KV-D} + \sum_{v \in I_s \cup I_r} L^v_{K-D}$$  \hspace{1cm} (7)

The implementation details are as follows. We assign the output feature dimension of biLSTM in both the visual encoder and the kinematic encoder as 256. The relation scale in $S$ is set as 10. The batch size for source and target data is 512 in training, so the total batch number is 512; During validation, batch size is also set as 512 with source and target data randomly mixed. The reverse decay rate for network back propagation in GRL is set to 0.5. We use Adam optimizer to train the model. The learning rate is initialized by $1 \times 10^{-3}$. Our model is implemented based on the PyTorch using one NVIDIA Titan Xp GPU for acceleration. To avoid the case of coincidence, we trained the same model for three times and reported their average results.

The input of our KV-Sim2Real architecture is a video segment $X^{1:T} = (X^1_{ve}, X^1_{k})$, which consists of variant length frames. Every single frame’s visual information $X^1_{ve}$ is extracted from the video with $1920 \times 1080$ resolution ratio. Each video is captured at 30 fps, and after cutting the video into video frames, we resize each frame to $224 \times 224$. We utilize pre-trained Res101 [24] to directly extract features for visual frame $X^1_{ve}$ and take the last embedding layer with size 2048 as fixed visual embedding without further training. All the frames are labeled with 7 defined gestures (shown in Fig. 1).

III. EXPERIMENTS

A. Experimental Setting

We conducted extensive experiments to evaluate the proposed UDA model, which is trained only with the supervision of gesture annotations generated from the simulator and then tested on the real robot.

The dataset we utilize is the Desk dataset [21], the peg transfer task in Desk dataset has the following variations that could lead to kinematic or visual domain shift between simulator and real robot: 1) Initial and final positions of objects on the pegboard, 2) direction of the transfer(objects on the left side are transferred to the right and vice versa) and 3) position/orientation of the pegboard(left/right) maneuvers. From the DESK dataset, we used Taurus simulator video sequences of S1-S5, Taurus real robot S1-S8. A five-fold
cross-validation approach is used with a data split of 4:1 for training and testing respectively.

To quantitatively analyze the performance of our method, we employ Accuracy (ACC), Precision (PR), Recall (RE), Jaccard (JA) and F1 score (F1) to comprehensively validate the effectiveness of the proposed method.

### B. Comparisons with State-of-the-art Approaches

We compare the proposed methods with state-of-the-art approaches as well as a baseline. Table I shows the experimental results. The first two rows are the results without domain adaptation (DA), where the model is trained on simulator and tested on the real robot. The Baseline model is based on our proposed deep learning framework in this paper but removes the domain adaptation task, which only conducts gesture recognition task. RF [23] is one previous work and utilizes random forest for gesture recognition task. Both two methods apply only kinematic data as input. The rest methods all conduct UDA and can be categorized into three types: 1) visual (image / video) feature based DA ([12] [13]); 2) kinematic (Kin) feature based DA ([15]); 3) KV based DA (employ both visual and kinematic information).

There are several key observations from the results. First, the results show that the feature domain gap is larger in visual data than kinematic data but the methods utilize either visual domain or kinematic domain for UDA is not able to achieve satisfactory results. As shown in Table I, the results of [12] [13] [15] decrease from 44.30% to 14.81%, 16.03% and 18.23%, when compared to the Baseline. In contrast, the MDO-K DA (motion direction oriented kinematic feature alignment, part C of Method section) promotes the ACC to 51.17% by 6.19% gain. The performance increase of applying kinematic DA and the decrease of applying visual DA indicates that the feature domain gap is larger in visual than kinematic data. In this regard, transferring visual level feature is more difficult. Second, the KV-Relation-ATT feature can further promote the adaptation performance. After adding KV-Relation-ATT adaptation on MDO-K adaptation, MDO-K + KV-Relation-ATT has a better performance compared than the MDO-K, which verifies that KV-Relation-ATT can let the model learning the correlation between kinematic and visual at the same time step \( t \) and act as a stricter constraint for source to target feature domain adaptation compared with single MDO-K adaptation. That is, not only align the kinematic information but also align the co-occurrence of kinematic and visual information for learned features between domains.
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**Fig. 5.** Results of varying hyper-parameter \( \lambda \) for balancing MDO-K and KV-Relation-ATT.

### C. Ablation Study and Analysis

Table II shows the ablation study of how to align different modality features. The Baseline is single kinematic modality without DA while MDO-K + T3AN and MDO-K + KV-Relation-ATT are Kin+Vis DA which align feature from multi-modality. The multi-modality feature domain adaptation conducts separately within each modality feature. There

---

**TABLE I**

| Method                          | Accuracy (Mean±STD, %) | Gain |
|---------------------------------|------------------------|------|
| Without DA                      |                        |      |
| RF(Random Forest) [23]          | 27.92 ± 2.00           | -    |
| Baseline(Dep Learning)          | 44.98 ± 3.89           | -    |
| Image based DA                  |                        |      |
| AdaBN [12]                      | 14.81 ± 0.10           | -    |
| MCD [13]                        | 16.18 ± 2.30           | -    |
| Video based DA                  |                        |      |
| T3AN [15]                       | 18.23 ± 1.08           | -    |
| KV based DA (ours)              |                        |      |
| MDO-K                           | 51.17 ± 0.10           | 6.19 |
| KV-Relation-ATT                 | 57.89 ± 0.39           | 12.91|

**TABLE II**

| Method                          | Accuracy (Mean±STD, %) | Gain |
|---------------------------------|------------------------|------|
| Baseline                        | 44.98 ± 2.00           | -    |
| MDO-K                           | 51.17 ± 0.10           | 6.19 |
| MDO-K + T3AN                    | 46.25 ± 3.46           | 1.27 |
| MDO-K + KV-Relation-ATT         | 57.89 ± 0.39           | 12.91|

**TABLE III**

| Method                          | Accuracy (Mean±STD, %) | Gain |
|---------------------------------|------------------------|------|
| Kin (position vector)           | 44.98 ± 2.00           | -    |
| Kin (unit relative direction vector) | 56.42 ± 0.93          | -    |
are several observations: 1) Adding visual domain adaptation separately can not promote the DA results much higher under the large visual modality domain gap, because MDO-K + T3AN increase by only 1.27% compared with no adaptation Baseline and decrease 4.92% compared with kin-based MDO-K adaptation. The reason comes from the large domain gap of the visual modality and leads to over-fitting problem to the source visual modality when adding visual adaptation separately with the kinematic adaptation. 2) KV-Relation-ATT can handle domain gap of visual modality and promote MDO-K from 51.17% to 57.89% (MDO-K + KV-Relation-ATT). The observation indicates that when transferring both kinematic and visual information, kinematic should be the primary modality to transfer because of its relatively smaller domain gap compared to the visual gap. So our proposed KV-Relation-ATT adaptation which not individually adapts visual information can remedy the visual gap. Table. III shows the results of utilizing position vector and unit director vector to train on simulator and test on real robot. We found that the unit relative direction vector would have better representation ability compared with the position vector because it let the model focus on the direction instead of the distance value of the kinematic data.

Fig. 5 shows the results of varying hyper-parameter $\lambda$ in multi-task based domain adaptation MDO-K + KV-Relation-ATT (Equ. 6). We sample 0.2, 0.5, 0.7, 0.8 for comparison. We find that performance increase a lot from 0.2 to 0.5, which means that DA on kinematic feature would be better than KV-Relation-ATT feature ($\lambda$ represents the ‘MDO-K’ feature contribution for gesture recognition). When $\lambda > 0.5$, the performance gradually increases and decreases, which means that KV-Relation-ATT act as an assist DA task for the MDO-K DA process, so a good balance of MDO-K + KV-Relation-ATT feature can promote DA results, in our setting, is 0.8. Fig. 6 is the successful transfer cases on real robot with different domain gap situations. We can
observe that under variant pegboard orientation ($o_1$), peg transfer orientation ($o_2$) or different gestures, the model can successfully generalize the feature to real robot recognition, which verifies its practical usage on real world scenarios.

IV. CONCLUSIONS AND DISCUSSIONS

For automated surgical gesture recognition in robot-assisted minimally invasive surgery, existing methods focus only on training and testing data on the real robot, but in reality, simulator and real robot exist domain gap. In this paper, we introduce a domain adaptation framework that can synchronize transfer multi-modality knowledge (kinematic data as well as visual data) from simulator to real robot to remedy the domain gap between them for peg transfer task. We propose two alignments for DA: an MDO-K alignment is proposed aiming at transferring kinematic motion direction from simulator to real robot. Besides, a KV-Relation-ATT feature alignment is proposed for transfer the co-occurrence signal feature of kinematic and visual modality. In summary, the performance show that aligns both kinematic and visual modality can promote the domain adaptation result to the best. Also, kinematic data is easier to align compared with visual data.

For model generalization ability, our proposed MDO-K can generalize to other tasks or scenarios and is not limited to peg transfer task or the specific video background, because we utilize unit direction vector instead of position vector which shares the same measurement for object motion trajectory across different tasks or dataset. Also, the joint utilization of kinematic data and visual data by our proposed KV-Relation-ATT can handle the over-fitting problem to visual modality. So the good generalization ability of KV-Relation-ATT can handle the variant kinematic gap and visual gap in different tasks or scenarios.
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