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Abstract. In the paper, we investigate weighted composition operators on Bergman spaces of a half-plane. We characterize weighted composition operators which are hermitian and those which are complex symmetric with respect to a family of conjugations. As it turns out, weighted composition operators enhanced by a symmetry must be bounded. Hermitian, and unitary weighted composition operators are proven to be complex symmetric with respect to an adapted and highly relevant conjugation. We classify which the linear fractional functions give rise to the complex symmetry of bounded composition operators. We end the paper with a natural link to complex symmetry in Lebesgue space.

1. Introduction

It was proven long by Banach and Stone [26] that linear, surjective isometries between spaces of continuous functions on compact Hausdorff spaces are of type of a weighted composition operator. The Banach-Stone theorem has been gradually generalized and extended in many different contexts. Among the existing works, we can mention [6, 9] which show that the only surjective isometries of Hardy spaces $H^p$ with exponent $p \geq 1$ are precisely of this type, except the case $p = 2$. Not only does the theorem give rise to inspiration and motivation to study isometries, but also sets the stage for the study of weighted composition operators.

The paper works with very general weighted composition operators. Specifically, we develop the research in full generality, meaning that the corresponding operators are not assumed to be bounded. Note that unbounded operators are understood as they are not necessarily bounded. We pause a while to get closer the relevant definitions. For analytic functions $f : U \to \mathbb{C}$ and $g : U \to U$, we define the weighted composition expression $E_{f,g}$ by

$$E_{f,g} h = f \cdot h \circ g.$$  

If $O$ is a Banach space of analytic functions over $U$, then the maximal weighted composition operator is defined as

$$\text{dom}(W_{f,g,\text{max}}) = \{h(\cdot) \in O : E_{f,g} h(\cdot) \in O\},$$

$$W_{f,g,\text{max}} h(\cdot) = E_{f,g} h(\cdot), \quad \text{for } h \in \text{dom}(W_{f,g,\text{max}}).$$

We relax the domain assumption to define the nonmaximal weighted composition operator

$$W_{f,g} \preceq W_{f,g,\text{max}},$$

where the symbol $A \preceq B$ means that $\text{dom}(A) \subseteq \text{dom}(B)$ and $Ax = Bx$ for $x \in \text{dom}(A)$, and the term "nonmaximal" is understood as "not necessarily maximal". The operator $W_{f,g}$ is called bounded on $O$ if the domain $\text{dom}(W_{f,g}) = O$ and there exists a constant $L > 0$ such that $\|W_{f,g} h\| \leq L\|h\|$ for every $h(\cdot) \in O$. To simplify terms, when the weight function $f(\cdot)$ is identically 1, we call $W_{f,g}$ as composition operator.

The most of research on composition operators is done on Hardy spaces $H^p$ of analytic functions over the unit disk or unit ball. The books [5, 25, 26] are excellent references.
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One is the fact that every analytic self-map of the unit disk gives rise to a bounded composition operator on Hardy spaces, which is a well-known consequence of the Littlewood Subordination Principle (see [5]). In the higher dimensional case, there are many examples (see [2]) which show that composition operators need not be bounded. The classification of normal composition operators can be carried out easily with the conclusion that the only transformation \( g(z) = az \) induces normality (see [5]). The situation of weighted composition operators is much more delicate to delineate. In [5], Cowen and Eungil gave a characterization of hermitian weighted composition operators. Bourdon and Narayan [11] characterized unitary weighted composition operators and then used this characterization to describe normal weighted composition operators in the case when the function \( g(\cdot) \) fixes a point in the unit disk. This case also was considered in [8] for the study of cohyponormal weighted composition operators. Later, Le [20] extended the results obtained in [11] to higher dimensional Hardy spaces. Although Hardy spaces of the disk and half-plane are isomorphic, their composition operators work very differently; for example, in the half-plane not all composition operators are bounded (see [7]).

The situation on Fock spaces is studied relatively completely. Characterizations of boundedness, compactness, isometry, normality were produced in [21, 14]. In [15], the author considered unbounded weighted composition operators on Fock space. Extending the corresponding result of [21], the author obtained a characterization of unbounded weighted composition operators which are normal and also those which are cohyponormal.

Recently, researchers are interested in the problem of classifying complex symmetric weighted composition operators. Recall that an unbounded, linear operator \( B \) on a complex, separable Hilbert space is called complex symmetric if there exists an isometric involution \( C \) (often called as conjugation) such that \( B = CB^*C \) (see [12, 13, 11]). Garcia and Hammond [10] and Jung et al. [19] conducted research independently in Hardy spaces \( H^p \). One of their results is to characterize a complex symmetric, bounded weighted composition operator, when conjugation is of the concrete form

\[
Jh(z) = \overline{h(\overline{z})}.
\]

Since then the problem has been studied in various function spaces. We refer the reader to [27] for Hardy spaces of higher dimensions and to [13] for Lebesgue spaces of measurable functions. For Fock space, the reader can consult the paper [23], in which the author and Khoi found out a three parameter family of canonical isometric involutions, containing \( J \) as a very particular case. Noor and the second author [22] studied the problem in Hardy space of the open right half-plane. Later, Han and Wang [16] characterized composition operators that are complex symmetric with respect to conjugation \( (1.1) \). We emphasize that the paper [16] deals only with unweighted composition operators and the case of weighted composition operators is not considered. Recently, there is the work [17] done in Newton space. As it turns out, the function \( g(\cdot) \) gives rise to a complex symmetric, bounded composition operator on Newton space is quite restrictive; including the identity function or zero function. In contrast to the bounded case, the study of unbounded weighted composition operators is at a rather early stage of development. In [15], the first author began to study the symmetric properties of unbounded weighted composition operators, comprising real symmetry, complex symmetry, or normality.

It is the goal of the paper to describe the symmetric properties of weighted composition operators acting on Bergman spaces of the open right half-plane. The rest of the paper is organized as follows. Section 2 makes some preparation for the proofs of main results, by giving basic definitions, proving a few observations. Section 3 characterizes weighted composition operators which are hermitian and Sections 4-6 describe those which are complex symmetric. We obtain the interesting fact that a weighted composition operator enhanced by a symmetry must be bounded. In Section 7, hermitian, and unitary weighted composition operators are proven to be complex symmetric with respect to an adapted and highly
relevant conjugation. In Section 8 we classify which the linear fractional functions give rise to the complex symmetry of bounded composition operators. We end the paper with Section 9 in which a natural link to complex symmetry in Lebesgue spaces is established. Section 9 is motivated by the Paley-Wiener theorem, which states that Bergman space of the open right half-plane is isometrically isomorphic under the Laplace transform to Lebesgue space.

2. Preparation

Let \( C_{\Re > 0} \) be the open right half-plane \( \{ z \in \mathbb{C} : \Re z > 0 \} \). Throughout the paper, we always assume that \( \ell \in \mathbb{Z}_{\geq 0} \). This assumption is essential, as in general, for any \( x, y \in \mathbb{C} \) and \( \ell > 0 \), \((xy)\ell \neq x^\ell y^\ell \) while the equality holds when \( \ell \in \mathbb{Z}_{\geq 0} \). For \( \ell \in \mathbb{Z}_{\geq 0} \), the weighted Bergman space \( B_\ell(C_{\Re > 0}) \) consists of those analytic functions \( h : C_{\Re > 0} \to \mathbb{C} \) for which

\[
\|h\| = \left( \frac{1}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^{\ell} |h(x + iy)|^2 \, dx \, dy \right)^{1/2} < \infty.
\]

For each \( z \in C_{\Re > 0} \), the function

\[
K_z(x) = \frac{2^\ell (1 + \ell)}{(x + z)^{\ell+2}}, \quad x \in C_{\Re > 0}
\]

is called the reproducing kernel for \( B_\ell(C_{\Re > 0}) \) at \( z \). The kernel functions satisfy the fundamental property \( h(z) = \langle h, K_z \rangle \) for each \( h \in B_\ell(C_{\Re > 0}) \).

The next result will be used frequently, as it shows how the adjoint of weighted composition operators act on kernel functions:

**Proposition 2.1.** For every \( z \in C_{\Re > 0} \), we always have \( K_z \in \text{dom}(W_{f,g}^*) \) and moreover

\[
W_{f,g}^* K_z = \overline{f(z)} K_{g(z)}.
\]

**Proof.** The proof makes use of the fundamental property of kernel functions and it is left to the reader. \( \Box \)

We establish a condition for a linear fractional function to be a self-mapping of \( C_{\Re > 0} \).

**Lemma 2.2.** Let \( \phi(\cdot) \) be the function given by

\[
\phi(z) = -p - \frac{q}{z - u},
\]

where \( p, q, u \) are complex constants. Then \( \phi \) is a self-mapping of \( C_{\Re > 0} \) if and only if

\[
\begin{align*}
either \Re p &= \Im q = 0, \Re q < 0, \Re u \leq 0, \\
or \Re p &= 0 \leq -\Re u + \frac{\Re q + |q|}{2\Re p}.
\end{align*}
\]

**Proof.** For any \( w \in \mathbb{C} \), we denote \( w_1 = \Re w \) and \( w_2 = \Im w \). Hence

\[
\phi(z) = -p_1 - ip_2 - \frac{(q_1 + iq_2)(z_1 - u_1 - i(z_2 - u_2))}{(z_1 - u_1)^2 + (z_2 - u_2)^2},
\]

from which we obtain

\[
\Re \phi(z) = -p_1 - \frac{q_1(z_1 - u_1) + q_2(z_2 - u_2)}{(z_1 - u_1)^2 + (z_2 - u_2)^2}.
\]

Thus, \( \phi(\cdot) \) is a self-mapping of \( C_{\Re > 0} \) if and only if

\[
p_1[(z_1 - u_1)^2 + (z_2 - u_2)^2] + q_1(z_1 - u_1) + q_2(z_2 - u_2) < 0, \quad \forall z_1 > 0, z_2 \in \mathbb{R}.
\]
This inequality gives \( p_1 \leq 0 \). Indeed,
\[
p_1 = \lim_{z_2 \to \infty} \left( \frac{(z_1 - u_1)^2}{(z_2 - u_2)^2} + \frac{(z_1 - u_1)^2}{(z_2 - u_2)^2} \right) \leq \lim_{z_2 \to \infty} \left[ q_1 \frac{z_1 - u_1}{z_2 - u_2} + q_2 \frac{z_2 - u_2}{z_2 - u_2} \right] = 0
\]

We now study the cases, \( p_1 = 0 \) and \( p_1 < 0 \), separately.

**Case 1:** \( p_1 = 0 \). Then \( \Re \) occurs if and only if \( q_2 = 0 \) and \( q_1 < 0 \).

Suppose that \( \Re \) is holds, then
\[
q_1(z_1 - u_1) < -q_2(z_2 - u_2), \quad \forall z_1 > 0, z_2 \in \mathbb{R}.
\]
For \( z_2 = u_2 \), we obtain \( q_1(z_1 - u_1) < 0 \) for all \( z_1 > 0 \), which implies \( q_1 < 0 \) and \( u_1 \leq 0 \). From these conditions, we obtain
\[
0 = \sup \{ q_1(z_1 - u_1) : z_1 > 0 \} \leq -q_2(z_2 - u_2), \quad z_2 \in \mathbb{R}.
\]
Since \( z_2 \in \mathbb{R} \), we can find \( z_2, z_2' \in \mathbb{R} \) such that \( z_2 - u_2 > 0 \) and \( z_2' - u_2 < 0 \). Hence
\[
0 \leq -\left( \frac{z_2 - u_2}{z_2 - u_2} \right) q_2 = -q_2
\]
whose solution is \( q_2 = 0 \). The converse follows from a quick computation.

**Case 2:** \( p_1 < 0 \). For this case, \( \Re \) turn into
\[
(z_1 - u_1)^2 + \frac{q_1}{p_1}(z_1 - u_1) + \frac{q_2}{p_1}(z_2 - u_2) > 0, \quad \forall z_1 > 0, z_2 \in \mathbb{R}.
\]
Since the minimum of the function \( z \in \mathbb{R} \mapsto z^2 + \frac{q_2}{p_1} \) is \( -\frac{q_2^2}{4p_1} \), it follows from \( \Re \) that
\[
(z_1 - u_1)^2 + \frac{q_1}{p_1}(z_1 - u_1) \geq \frac{q_2^2}{4p_1}, \quad \forall z_1 > 0,
\]
and hence
\[
\left| z_1 - u_1 + \frac{q_1}{2p_1} \right| \geq -\sqrt{\frac{q_1^2 + q_2^2}{2p_1}}, \quad \forall z_1 > 0.
\]
Then, the inequality above occurs if and only if the following inequality holds
\[
u_1 \leq \frac{q_1 + \sqrt{q_1^2 + q_2^2}}{2p_1}.
\]
The proof is complete.

Before proceeding further, we need the auxiliary result, which says that maximal weighted composition operators are always closed.

**Proposition 2.3.** If \( f : \mathbb{C}_{\Re > 0} \to \mathbb{C} \) and \( g : \mathbb{C}_{\Re > 0} \to \mathbb{C}_{\Re > 0} \) are analytic functions, then the maximal operator \( W_{f,g,\max} \) is closed.

Now we focus on boundedness of weighted composition operators induced by linear fractional functions.

**Lemma 2.4.** Let \( \ell \in \mathbb{Z}_{\geq 0} \). If \( \psi(z) \) is the self-mapping of \( \mathbb{C}_{\Re > 0} \) given by \( 2.1 \), where coefficients verify \( 2.2 \) and \( \psi : \mathbb{C}_{\Re > 0} \to \mathbb{C} \) is the analytic function given by
\[
\psi(z) = \frac{1}{(z - u)^{\ell + 2}}.
\]
Then the operator \( W_{\psi,\phi,\max} \) is bounded on \( \mathbb{B}_\ell(\mathbb{C}_{\Re > 0}) \).

**Proof.** By Proposition 2.3 it is enough to show that
\[
\text{dom}(W_{\psi,\phi,\max}) = \mathbb{B}_\ell(\mathbb{C}_{\Re > 0}).
\]
Let \( h(z) \in \mathbb{B}_\ell(\mathbb{C}_{\Re > 0}) \). Consider two cases as follows.
Let us do the change of variables

\[ E_{\psi, \phi} h(z) = \frac{1}{(z - u)^{\ell+2}} h(-p) = \frac{h(-p)}{2^\ell (1 + \ell)} K_{-\pi}(z) \]

and hence we can estimate

\[ \int \int z_1^\ell \left| E_{\psi, \phi} h(z_1 + i z_2) \right|^2 d\bar{z}_1 d\bar{z}_2 = \frac{1}{2^\ell (1 + \ell)} | \langle h, K_{-\pi} \rangle |^2 \pi \| K_{-\pi} \|^2 \]

\[ \leq \pi \left( \| K_{-\pi} \| \cdot \| K_{-\pi} \| \right)^2 \| h \|^2. \]

The inequality above shows \( h(\cdot) \in \text{dom}(W_{\psi, \phi, \text{max}}) \), which provides, as \( h(\cdot) \) is arbitrary, that (2.6) holds.

**Case 1:** \( q = 0 \). This case gives

\[ E_{\psi, \phi} h(z) = \frac{1}{(z - u)^{\ell+2}} h(-p) = \frac{h(-p)}{2^\ell (1 + \ell)} K_{-\pi}(z) \]

and hence we can estimate

\[ \int \int z_1^\ell \left| E_{\psi, \phi} h(z_1 + i z_2) \right|^2 d\bar{z}_1 d\bar{z}_2 = \frac{1}{2^\ell (1 + \ell)} | \langle h, K_{-\pi} \rangle |^2 \pi \| K_{-\pi} \|^2 \]

\[ \leq \pi \left( \| K_{-\pi} \| \cdot \| K_{-\pi} \| \right)^2 \| h \|^2. \]

**Case 2:** \( q \neq 0 \). Consider

\[ \int \int \int \int z_1^\ell \left| E_{\psi, \phi} h(z_1 + i z_2) \right|^2 d\bar{z}_1 d\bar{z}_2 \]

\[ = \int \int \int \int \left( \frac{z_1^\ell}{((z_1 - u_1)^2 + (z_2 - u_2)^2)^{\ell+2}} \right) h \left( -p_1 - \frac{q_1 (z_1 - u_1) + q_2 (z_2 - u_2)}{(z_1 - u_1)^2 + (z_2 - u_2)^2} \right) \cdot \]

\[ + i \left( -p_2 - \frac{q_2 (z_1 - u_1) - q_1 (z_2 - u_2)}{(z_1 - u_1)^2 + (z_2 - u_2)^2} \right) \right)^2 d\bar{z}_1 d\bar{z}_2. \]

Let us do the change of variables

\[ b_1 = -p_1 - \frac{q_1 (z_1 - u_1) + q_2 (z_2 - u_2)}{(z_1 - u_1)^2 + (z_2 - u_2)^2}, \]

\[ b_2 = -p_2 - \frac{q_2 (z_1 - u_1) - q_1 (z_2 - u_2)}{(z_1 - u_1)^2 + (z_2 - u_2)^2} \]

Then

\[ (z_1 - u_1)^2 + (z_2 - u_2)^2 = \frac{q_1^2 + q_2^2}{(b_1 + p_1)^2 + (b_2 + p_2)^2}, \]

\[ z_1 = u_1 + \frac{-q_1 (b_1 + p_1) - q_2 (b_2 + p_2)}{(b_1 + p_1)^2 + (b_2 + p_2)^2}, \]

\[ z_2 = u_2 + \frac{-q_2 (b_1 + p_1) + q_1 (b_2 + p_2)}{(b_1 + p_1)^2 + (b_2 + p_2)^2}, \]

and the Jacobian determinant is

\[ J_{z_1, z_2}(b_1, b_2) = \frac{\partial z_1}{\partial b_1} \frac{\partial z_2}{\partial b_2} = \frac{q_1^2 + q_2^2}{((b_1 + p_1)^2 + (b_2 + p_2)^2)^2}. \]

For denoting

\[ \Omega = \left\{ b = b_1 + i b_2 \in \mathbb{C} : u_1 [(b_1 + p_1)^2 + (b_2 + p_2)^2] \right\} \]

\[ -q_1 (b_1 + p_1) - q_2 (b_2 + p_2) > 0 \}, \]
we have
\[ z_1 + i z_2 \in \mathbb{C}_{\text{Re}>0} \iff \mathbf{b}_1 + i \mathbf{b}_2 \in \Omega. \]

For this change of variables, we continue to establish
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} z_1^\ell |E_{\psi, \phi} h(z_1 + i z_2)|^2 \, dz_1 \, dz_2 \]
\[= \int_{\Omega} \left[ u_1((\mathbf{b}_1 + p_1)^2 + (\mathbf{b}_2 + p_2)^2) - q_1(\mathbf{b}_1 + p_1) - q_2(\mathbf{b}_2 + p_2) \right]^\ell \times |h(\mathbf{b}_1 + i \mathbf{b}_2)|^2 \, d\mathbf{b}_1 \, d\mathbf{b}_2. \]

By (2.2), if \( u_1 \neq 0 \), then we estimate
\[
0 < u_1((\mathbf{b}_1 + p_1)^2 + (\mathbf{b}_2 + p_2)^2) - q_1(\mathbf{b}_1 + p_1) - q_2(\mathbf{b}_2 + p_2)
= u_1 \mathbf{b}_1^2 + (2u_1 p_1 - q_1) \mathbf{b}_1 + u_1 p_1^2 - p_1 q_1 - \frac{q_2^2}{4u_1} + u_1 \left( \mathbf{b}_2 + p_2 - \frac{q_2}{2u_1} \right)^2
\leq (2u_1 p_1 - q_1) \mathbf{b}_1.
\]

Thus, the following is obtained
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} z_1^\ell |E_{\psi, \phi} h(z_1 + i z_2)|^2 \, dz_1 \, dz_2
\leq \int_{\Omega} \mathbf{b}_1^\ell |h(\mathbf{b}_1 + i \mathbf{b}_2)|^2 \, d\mathbf{b}_1 \, d\mathbf{b}_2 \times \begin{cases} (2u_1 p_1 - q_1)^\ell, & \text{if } u_1 \neq 0, \\ (-q_1)^\ell, & \text{if } u_1 = 0 \end{cases}
\leq \int_{\mathbb{C}_{\text{Re}>0}} \mathbf{b}_1^\ell |h(\mathbf{b}_1 + i \mathbf{b}_2)|^2 \, d\mathbf{b}_1 \, d\mathbf{b}_2 \times \begin{cases} (2u_1 p_1 - q_1)^\ell, & \text{if } u_1 \neq 0, \\ (-q_1)^\ell, & \text{if } u_1 = 0, \end{cases}
\]

which gives \( h(\cdot) \in \text{dom}(W_{\psi, \phi, \text{max}}) \), and so \( (2.3) \) holds.

\[ \square \]

3. Hermitian Property

Recall that an unbounded, linear operator \( K \) is called hermitian if \( K = K^* \). In this section, we investigate how the function-theoretic properties of \( f(\cdot) \) and \( g(\cdot) \) affect the hermitian property of \( W_{f,g} \) and vice versa. As it will be seen in full detail in Theorems 3.3 and 3.4, the hermitian property of \( W_{f,g} \) restricts significantly the possible functions \( f(\cdot) \) and \( g(\cdot) \). Moreover, the hermitian property ensures the boundedness of \( W_{f,g} \).

Lemma 3.1. Let \( \ell \in \mathbb{Z}_{>0} \). Suppose that \( f : \mathbb{C}_{\text{Re}>0} \to \mathbb{C} \) and \( g : \mathbb{C}_{\text{Re}>0} \to \mathbb{C}_{\text{Re}>0} \) are analytic functions with the property
\[
\overline{f(z)}K_{g(z)}(w) = f(w)K_z(g(w)), \quad \forall z, w \in \mathbb{C}_{\text{Re}>0}.
\]
Then there are three cases of the functions \( f(\cdot) \) and \( g(\cdot) \).

1. The first case is
\[
g(w) = \mu, \quad f(w) = \frac{\varepsilon}{(w + \mu)\ell + \mu}, \quad \mu \in \mathbb{C}_{\text{Re}>0}, \quad \varepsilon \in \mathbb{R}.
\]
The equality above means that
\[ \gamma \in \mathbb{R}_{\geq 0}, \quad \lambda \in \mathbb{R}. \]

Consider two cases as follows.

Proof. Condition (3.1) is equivalent to

\[ f(z)(g(w) + \bar{z})^{\ell + 2} = f(w)(w + \bar{g(z)})^{\ell + 2}, \quad \forall z, w \in \mathbb{C}_{\mathbb{R} > 0}, \]

which infers that the function \( f(\cdot) \) never vanishes. We rewrite (3.8) in the following form

\[ \frac{f(w)}{f(z)} = \left( \frac{g(w) + \bar{z}}{w + \bar{g(z)}} \right)^{\ell + 2}, \quad \forall z, w \in \mathbb{C}_{\mathbb{R} > 0}. \]

Differentiating both sides with respect to the variable \( w \) (i.e. taking derivative \( \partial_w \) on both sides of (3.9)), we get

\[ \frac{f'(w)}{f(z)} = (\ell + 2) \left( \frac{g(w) + \bar{z}}{w + \bar{g(z)}} \right)^{\ell + 1} \times \frac{g'(w)(w + \bar{g(z)}) - (g(w) + \bar{z})}{(w + \bar{g(z)})^2}, \quad \forall z, w \in \mathbb{C}_{\mathbb{R} > 0}. \]

By (3.9) and (3.10), the following is obtained

\[ \frac{f'(w)}{f(w)} = (\ell + 2) \left( \frac{g'(w)}{g(w) + \bar{z}} - \frac{1}{w + \bar{g(z)}} \right), \]

which implies, after taking derivative \( \partial_{\bar{z}} \), that

\[ (w + \bar{g(z)})^2 g'(w) = (g(w) + \bar{z})^2 g'(z), \quad \forall z, w \in \mathbb{C}_{\mathbb{R} > 0}. \]

Consider two cases as follows.

Case 1: \( g''(\cdot) \equiv 0 \). Then \( g(z) = uz + v \), where \( u, v \) are complex constants. Note that

\[ g(\cdot) \text{ is a self-mapping of } \mathbb{C}_{\mathbb{R} > 0} \iff \begin{cases} \text{either } u \in \mathbb{R}_{> 0}, v \in \mathbb{C}_{\mathbb{R} > 0}. \\ \text{or } u = 0, v \in \mathbb{C}_{\mathbb{R} > 0}. \end{cases} \]

If \( u = 0, v \in \mathbb{C}_{\mathbb{R} > 0} \), then \( g(w) = v \) and accordingly (3.8) is equal to

\[ f(z)(\bar{z} + v)^{\ell + 2} = f(w)(w + \bar{v})^{\ell + 2}, \quad \forall z, w \in \mathbb{C}_{\mathbb{R} > 0}. \]

The equality above means that \( f(\cdot)(\cdot + \bar{v})^{\ell + 2} \) is a real-valued constant function and we get (3.12). When \( u \in \mathbb{R}_{> 0}, v \in \mathbb{C}_{\mathbb{R} > 0} \), we write (3.12) in the explicit form

\[ (w + u\bar{z} + v)^2 u = (uw + \bar{z} + v)^2 u, \quad \forall z, w \in \mathbb{C}_{\mathbb{R} > 0}. \]

After equating coefficients of \( w, \bar{z} \), we get

\[ u = 1, \quad v \in \mathbb{R}_{\geq 0}. \]
It follows from (3.8) that \( f(\cdot) \) is a real-valued constant function and we get (3.4)-(3.5).

**Case 2:** \( g''(\cdot) \neq 0 \). Let us take derivative \( \partial_{\tau} \circ \partial_{w} \) on both sides of (3.12) to get
\[
(w + g(z))g''(w)g'(z) = (g(w) + \tau)g'(w)g''(z), \quad \forall z, w \in \mathbb{C}_{\text{Re} > 0}.
\]

Setting
\[
h(w) = \frac{g''(w)}{g'(w)},
\]
the equality above turns into
\[
(3.13) \quad h(w)(w + g(z)) = h(z)(g(w) + \tau), \quad \forall z, w \in \mathbb{C}_{\text{Re} > 0},
\]
which implies, after taking \( \partial_{\tau} \circ \partial_{w} \), that
\[
h'(w)g'(z) = g'(w)h'(z), \quad \forall z, w \in \mathbb{C}_{\text{Re} > 0}.
\]
Consequently, there exist constants \( \alpha \in \mathbb{R}, \beta \in \mathbb{C} \), such that
\[
h'(w) = \alpha g'(w) \implies h(w) = \alpha g(w) + \beta.
\]
Through substituting this form of \( h(\cdot) \) back into (3.13), and then rearranging terms, we get
\[
\alpha w g(w) + \beta w - \beta g(w) = \alpha z g(z) + \beta z - \beta g(z), \quad \forall z, w \in \mathbb{C}_{\text{Re} > 0}.
\]
Accordingly, there is a constant \( \gamma \in \mathbb{R} \) for which
\[
g(w) = \frac{-\beta w + \gamma}{\alpha w - \beta}.
\]
- If \( \alpha = \beta = 0 \), then \( h \equiv 0 \) and hence \( g''(w) \equiv 0 \); but this is impossible.
- If \( \alpha = 0, \beta \neq 0 \), then
\[
g(w) = \frac{\beta}{\beta} z - \frac{\gamma}{\beta}.
\]
Note that
\[
g(\cdot) \text{ is a self-mapping of } \mathbb{C}_{\text{Re} > 0} \iff \frac{\beta}{\beta} \in \mathbb{R}_{> 0}, \frac{\gamma}{\beta} \in \mathbb{C}_{\text{Re} \leq 0} \iff \beta \in \mathbb{R}, \frac{\gamma}{\beta} \in \mathbb{C}_{\text{Re} \leq 0}.
\]
By (3.11)-(3.12), we get (3.4)-(3.5).
- If \( \alpha \neq 0 \), then
\[
g(w) = \frac{\beta}{\alpha} + \left( \gamma - \frac{|\beta|^2}{\alpha} \right) \frac{1}{\alpha w - \beta}.
\]
For that reason, we have
\[
- \frac{2\alpha}{\alpha w - \beta} = \frac{g''(w)}{g'(w)} = h(w)
\]
\[
= \alpha g(w) + \beta = \alpha \left( \gamma - \frac{|\beta|^2}{\alpha} \right) \frac{1}{\alpha w - \beta},
\]
which gives
\[
-2 = \gamma - \frac{|\beta|^2}{\alpha}.
\]
Thus, the function \( g(\cdot) \) is of form

\[
g(w) = -\frac{\beta}{\alpha} - \frac{2}{\alpha w - \beta},
\]

and so, (3.8) is simplified to

\[
\frac{f(z)}{(\alpha w - \beta)^{\ell + 2}} = \frac{f(w)}{(\alpha z - \beta)^{\ell + 2}}, \quad \forall z, w \in \mathbb{C}_{\text{Re}>0}.
\]

This is equivalent to the fact that \((\alpha \cdot -\beta)^{\ell + 2} f(\cdot)\) is a real-valued constant function and we obtain (3.6). Note that (3.7) follows directly from Lemma 2.2.

**Remark 3.2.** If the functions \( f(\cdot) \) and \( g(\cdot) \) are as in (3.4)-(3.5), then by [7] the composition operator \( C_{g,\text{max}} \) is bounded on \( \mathcal{B}_\ell(\mathbb{C}_{\text{Re}>0}) \) and so the weighted composition operator \( W_{f,g,\text{max}} \) is automatically bounded on \( \mathcal{B}_\ell(\mathbb{C}_{\text{Re}>0}) \).

**Theorem 3.3.** Let \( \ell \in \mathbb{Z} \geq 0 \). Let \( f : \mathbb{C}_{\text{Re}>0} \to \mathbb{C} \) and \( g : \mathbb{C}_{\text{Re}>0} \to \mathbb{C}_{\text{Re}>0} \) be analytic functions. Then the operator \( W_{f,g,\text{max}} \) is hermitian on \( \mathcal{B}_\ell(\mathbb{C}_{\text{Re}>0}) \) if and only if (3.2)-(3.7) hold. In this case, the operator \( W_{f,g,\text{max}} \) is bounded.

**Proof.** Suppose that the operator \( W_{f,g,\text{max}} \) is hermitian, which means

\[
W_{f,g,\text{max}}^* = W_{f,g,\text{max}}.
\]

Then

\[
W_{f,g,\text{max}}^* K_z = W_{f,g,\text{max}} K_z, \quad \forall z \in \mathbb{C}_{\text{Re}>0}.
\]

By Proposition 2.1, equation (3.14) turns into (3.1) and so we make use of Lemma 3.1 to get (3.2)-(3.7).

Conversely, take \( f(\cdot) \) and \( g(\cdot) \) as in the statement of the theorem. Note that by Lemma 2.4 and Remark 3.2 the operator \( W_{f,g,\text{max}} \) is bounded. A direct computation gives (3.14), and hence it is hermitian on the whole space \( \mathcal{B}_\ell(\mathbb{C}_{\text{Re}>0}) \).

**Theorem 3.4.** Let \( \ell \in \mathbb{Z} \geq 0 \). Let \( f : \mathbb{C}_{\text{Re}>0} \to \mathbb{C} \) and \( g : \mathbb{C}_{\text{Re}>0} \to \mathbb{C}_{\text{Re}>0} \) be analytic functions. Then the operator \( W_{f,g} \) is hermitian on \( \mathcal{B}_\ell(\mathbb{C}_{\text{Re}>0}) \) if and only if it verifies two conditions.

1. The operator \( W_{f,g} \) is maximal; that is \( W_{f,g} = W_{f,g,\text{max}} \).
2. (3.2)-(3.7) hold.

In this case, the operator \( W_{f,g} \) is bounded.

**Proof.** The implication \( \iff \) is obtained from Theorem 3.3. Let us prove the implication \( \implies \). First, we show that the operator \( W_{f,g,\text{max}} \) is hermitian. Indeed, since \( W_{f,g} \preceq W_{f,g,\text{max}} \), by [21] Proposition 1.6, we have

\[
W_{f,g,\text{max}}^* W_{f,g} = W_{f,g} \preceq W_{f,g,\text{max}}.
\]

Proposition 2.1 shows that kernel functions always belong to the domain \( \text{dom}(W_{f,g,\text{max}}) \), and so,

\[
W_{f,g,\text{max}}^* K_z(u) = W_{f,g,\text{max}} K_z(u), \quad \forall z, u \in \mathbb{C}_{\text{Re}>0}.
\]

By Lemma 3.1 conditions (3.2)-(3.7) hold, and hence, by Theorem 3.3 the operator \( W_{f,g,\text{max}} \) is hermitian. For that reason, item (1) follows from the following inclusions

\[
W_{f,g} \preceq W_{f,g,\text{max}} = W_{f,g,\text{max}}^* W_{f,g} = W_{f,g}.
\]
4. Unitary property

The lemma below is instrumental in the characterization of all unitary weighted composition operators on $\mathbin{BL}(\mathbb{C}_{\Re>0})$. It allows us to compute explicitly the symbols whose weighted composition operator satisfies $W_{f,g,\max} W^*_{f,g,\max} = I$.

**Lemma 4.1.** Let $\ell \in \mathbb{Z}_{\geq 0}$. Suppose that $f : \mathbb{C}_{\Re>0} \to \mathbb{C}$ and $g : \mathbb{C}_{\Re>0} \to \mathbb{C}_{\Re>0}$ are analytic functions with the property

\[ f(z)f(x)K_{g(z)}(g(x)) = K_z(x), \quad \forall x, z \in \mathbb{C}_{\Re>0}. \]  

(4.1)

Then these functions are of the following forms.

1. Either

\[ g(z) = |C|^{2/(\ell+2)}z + i\delta, \quad f(z) = C, \]  

(4.2)

where

\[ C \in \mathbb{C} \setminus \{0\}, \quad \delta \in \mathbb{R}, \]  

(4.3)

2. or

\[ g(z) = \frac{|\beta|^{2/(\ell+2)} z - i\alpha}{z - i\alpha} + i\theta, \quad f(z) = \frac{\beta}{(z - i\alpha)^{\ell+2}}, \]  

(4.4)

where

\[ \beta \in \mathbb{C} \setminus \{0\}, \quad \alpha, \theta \in \mathbb{R}. \]  

(4.5)

**Proof.** It can be seen from (4.1) that the symbol $f(\cdot)$ never vanishes and moreover the following is obtained

\[ f(z)f(x) = \left( \frac{g(x) + g(z)}{x + z} \right)^{\ell+2}. \]  

(4.6)

There are two cases of the symbol $f(\cdot)$.

- If $f(\cdot) \equiv C$ is a constant function, then equation (4.6) is simplified to

\[ (g(x) + g(z))^{\ell+2} = |C|^{2}(x + z)^{\ell+2}. \]  

(4.7)

Let us continue to take derivative $\partial_x$ and then

\[ (g(x) + g(z))^{\ell+1}g'(x) = |C|^{2}(x + z)^{\ell+1}. \]  

(4.8)

It follows from equations (4.7) - (4.8), that

\[ \frac{(g(x) + g(z))^{\ell+1}g'(x)}{(g(x) + g(z))^{\ell+2}} = \frac{|C|^{2}(x + z)^{\ell+1}}{|C|^{2}(x + z)^{\ell+2}} \]  

or equivalently to saying that

\[ g(x) + g(z) = (x + z)g'(x). \]  

(4.9)

Taking derivative $\partial_x$, the above equation becomes $g'(z) = g'(x)$; meaning that $g(x) = \lambda x + \mu$, where $\lambda \in \mathbb{R}$ and $\mu \in \mathbb{C}$. This form of $g(\cdot)$ and equation (4.9) yield $\Re \mu = 0$ and so (4.2) - (4.3) hold.

- If $f(\cdot)$ is not a constant function, then we take derivative $\partial_x$ on both sides of (4.6) and then get

\[ \overline{f(z)}f'(x) = (\ell + 2) \left( \frac{g(x) + g(z)}{x + z} \right)^{\ell+1} \]  

\[ \times \frac{(x + z)g'(x) - g(x) - g(z)}{(x + z)^2}. \]  

(4.10)
By (4.6) and (4.10), the following is obtained
\[(\ell + 2) \left( \frac{g'(x)}{g(x) + g(z)} - \frac{1}{x + z} \right) = \frac{f(z)f'(x)}{f(z)f(x)} = \frac{f'(x)}{f(x)}.\]
Taking derivative \(\partial_z\), we obtain
\[-g'(x)g'(z) \left( g(x) + g(z) \right)^2 + \frac{1}{(x + z)^2} = 0\]
or equivalently to saying that
\[(4.11) \quad (g(x) + g(z))^2 = (x + z)^2 g'(x)g'(z).\]
Taking derivative \(\partial_x\), we get
\[2(g(x) + g(z))g'(x) = 2(x + z)g'(x)g'(z) + (x + z)^2 g''(x)g'(z),\]
which implies, after taking \(\partial_z\), that
\[(4.12) \quad (x + z)g''(x)g'(z) + 2g'(x)g''(z) + 2g'(x)g'(z) = 0.\]
Setting
\[h(x) = \frac{g'(x)}{g''(x)},\]
the equation above reads as
\[(4.13) \quad (x + z)g''(z) + 2h(x)g'(z) + 2g'(x) = 0.\]
Taking derivative \(\partial_z\), the following is obtained
\[g''(z) + 2h'(x)g'(z) = 0,\]
and so \(h'(x) = -1/2\). For that reason, it can be seen that \(h(x) = -x/2 + \kappa\), where \(\kappa\) is some complex constant. Consequently, taking into account form (4.12) of \(h(\cdot)\), we have
\[g'(x) = \left(-\frac{x}{2} + \kappa\right) g''(x).\]
Substituting the expression \(h(x) = -x/2 + \kappa\) back into (4.13), the below equation holds
\[(4.14) \quad (z + 2\pi)g''(z) + 2g'(z) = 0.\]
Note that equations (4.14)-(4.15) gives \(\kappa \in i \mathbb{R}\).
Setting \(D(z) = (z - 2\kappa)^2 g'(z)\), then
\[g''(z) = \frac{D'(z)}{(z - 2\kappa)^2} - \frac{2D(z)}{(z - 2\kappa)^3}.\]
Equation (4.14) is reduced to the following
\[D'(z) = 0, \quad \forall z \in \mathbb{C}_{\text{Re}>0},\]
which means that \(D(z) \equiv D\) is a constant function. Thus, we have
\[g'(z) = \frac{D}{(z - 2\kappa)^2},\]
and so the symbol \(g\) can be expressed as
\[g(x) = \frac{E}{x - F} + G, \quad \text{where} \quad E = -D, F = 2\kappa \quad \text{and} \quad G = g(0) + \frac{E}{F}.\]
Substituting this expression of \( g(\cdot) \) back into (4.11) with the note that \( F \in i\mathbb{R} \), we get
\[
\left( \frac{E}{x-F} + \frac{E}{\overline{z}+F} + 2\text{Re} G \right)^2 = \frac{|E|^2(x+\overline{z})^2}{(x-F)^2(\overline{z}+F)^2}
\]
\[= |E|^2 \left( \frac{1}{x-F} + \frac{1}{\overline{z}+F} \right)^2. \]
The last equality occurs if and only if \( \text{Re} G = 0 \) and \( E^2 = |E|^2 \); meaning that
\[g(z) = \frac{E}{z-i\alpha} + i\theta, \quad \text{where } \alpha, \theta \in \mathbb{R}.\]
For this \( g(\cdot) \), equation (4.0) gives \( f(\cdot) \) as in (4.4) with condition (4.5).

We now state and prove a characterization of unitary weighted composition operators on \( B_\ell(\mathbb{C}_{\Re >0}) \). It turns out that the unitary property significantly restricts the possible symbols for weighted composition operators.

**Theorem 4.2.** Let \( \ell \in \mathbb{Z}_{\geq 0} \). Let \( g \) be an analytic self-map of \( \mathbb{C}_{\Re >0} \) and \( f \) be an analytic function on \( \mathbb{C}_{\Re >0} \). Then the operator \( W_{f,g,\max} \) is unitary on \( B_\ell(\mathbb{C}_{\Re >0}) \) if and only if its symbols are of forms either (4.2), (4.3) or (4.4), (4.0).

**Proof.** The necessary condition can be obtained from Lemma 4.1. Let us continue to prove the sufficient condition. Suppose that the symbols \( \xi(\cdot) \) and \( \phi(\cdot) \) take forms as in the statement of the theorem. By Lemma 2.4 the operator \( W_{f,g,\max} \) is bounded. A simple computation gives
\[W_{f,g,\max}W_{f,g,\max}'K_z = W_{f,g,\max}'W_{f,g,\max}K_z = K_z, \quad \forall z \in \mathbb{C}_{\Re >0}, \]
and so the operator \( W_{f,g,\max} \) is unitary on \( B_\ell(\mathbb{C}_{\Re >0}) \).

5. \( C_\alpha \)-selfadjoint property

Let us define the operator \( C_\alpha \) by setting
\[(5.1) \quad C_\alpha f(z) = f(\overline{z} + ia), \quad a \in \mathbb{R}.\]

**Lemma 5.1.** For every \( a \in \mathbb{R} \), the operator \( C_\alpha \) is a conjugation on \( B_\ell(\mathbb{C}_{\Re >0}) \) and it acts on kernel functions by the following rule
\[(5.2) \quad C_\alpha K_z = K_{\overline{z} + ia}, \quad \forall z \in \mathbb{C}_{\Re >0}.\]

In the section, we describe the weighted composition operators which are complex symmetric with respect to conjugation \( C_\alpha \) (simply: \( C_\alpha \)-selfadjoint).

**Lemma 5.2.** Let \( \ell \in \mathbb{Z}_{\geq 0} \) and \( a \in \mathbb{R} \). Suppose that \( f : \mathbb{C}_{\Re >0} \to \mathbb{C} \) and \( g : \mathbb{C}_{\Re >0} \to \mathbb{C}_{\Re >0} \) are analytic functions with the property
\[(5.3) \quad f(\overline{z} + ia)K_{\overline{g(z) + ia}}(w) = f(w)K_z(g(w)), \quad \forall z, w \in \mathbb{C}_{\Re >0}.\]

Then there are three cases of the functions \( f(\cdot) \) and \( g(\cdot) \).

1. The first case is
\[(5.4) \quad g(w) = \mu, \quad f(w) = \frac{\delta}{(w + \mu - ia)^{\ell + 2}}, \]
where coefficients satisfy
\[(5.5) \quad \mu \in \mathbb{C}_{\Re >0}, \quad \delta \in \mathbb{C}.\]

2. The second case is
\[(5.6) \quad g(w) = w + \gamma, \quad f(w) = \lambda, \]
where coefficients satisfy
\[(5.7) \quad \gamma \in \mathbb{C}_{\Re >0}, \quad \lambda \in \mathbb{C}.\]
(3) The third case is

\begin{equation}
(5.8) \quad g(w) = -\frac{\beta}{\alpha} - \frac{2}{\alpha(w - i\alpha)} - \beta, \quad f(w) = \frac{\delta}{(\alpha(w - i\alpha) - \beta)^{\ell+2}},
\end{equation}

where coefficients satisfy

\begin{equation}
(5.9) \quad \alpha \in \mathbb{C} \setminus \{0\}, \quad \beta, \delta \in \mathbb{C}, \quad \begin{cases} 
\text{either } \Re \frac{\beta}{\alpha} = \Im \frac{1}{\alpha} = 0, \Re \frac{1}{\alpha} < 0, \\
\text{or } \Re \frac{\beta}{\alpha} < 0, \left(\Re \frac{\beta}{\alpha}\right)^2 \geq \Re \frac{1}{\alpha} + \frac{1}{|\alpha|}.
\end{cases}
\end{equation}

**Proof.** Equality (5.3) can be rewritten as

\begin{equation}
(5.10) \quad f(z + ia)[g(w) + z]^{\ell+2} = f(w)[w + g(z + ia) - i\alpha]^{\ell+2}, \quad \forall z, w \in \mathbb{C}_{\Re > 0},
\end{equation}

which implies that the function \( f(\cdot) \) never vanishes in \( \mathbb{C}_{\Re > 0} \) and moreover

\begin{equation}
(5.11) \quad \frac{f(w)}{f(z + ia)} = \left(\frac{g(w) + z}{w + g(z + ia) - i\alpha}\right)^{\ell+1}, \quad \forall z, w \in \mathbb{C}_{\Re > 0}.
\end{equation}

Let us continue to take derivative \( \partial_w \) and get

\begin{equation}
(5.12) \quad \frac{f'(w)}{f(w)} = (\ell + 2) \left(\frac{g'(w) + z}{g(w) + z - w + g(z + ia) - i\alpha}\right)^{\ell+1} \times \frac{g'(w)(w + g(z + ia) - i\alpha) - (g(w) + z)}{(w + g(z + ia) - i\alpha)^2}, \quad \forall z, w \in \mathbb{C}_{\Re > 0}.
\end{equation}

It follows from (5.11) and (5.12) that

\begin{equation}
(5.13) \quad (w + g(z + ia) - i\alpha)^2 g'(w) = (g(w) + z)^2 g'(z + ia), \quad \forall z, w \in \mathbb{C}_{\Re > 0}.
\end{equation}

Consider two cases as follows.

**Case 1:** \( g''(\cdot) \equiv 0 \). Then \( g(z) = uz + v \), where \( u, v \) are complex constants. Note that

\begin{equation}
\begin{cases} 
g(\cdot) \text{ is a self-mapping of } \mathbb{C}_{\Re > 0} \\
\text{either } u \in \mathbb{R}_{>0}, v \in \mathbb{C}_{\Re \geq 0}, \\
or u = 0, v \in \mathbb{C}_{\Re > 0}.
\end{cases}
\end{equation}

If \( u = 0, v \in \mathbb{C}_{\Re > 0} \), then \( g(w) = v \) and so (5.10) turns into

\begin{equation}
f(z + ia)(z + v) = f(w)(w + v + i\alpha)^{\ell+2}, \quad \forall z, w \in \mathbb{C}_{\Re > 0}.
\end{equation}

This means that \( f(\cdot)(z + v - i\alpha)^{\ell+2} \) is a complex-valued constant function and we get (5.4)-(5.5). When \( u \in \mathbb{R}_{>0}, v \in \mathbb{C}_{\Re > 0} \), equation (5.13) becomes

\begin{equation}
(w + u(z + ia) + v - i\alpha)^2 u = (uw + v + z)^2 u, \quad \forall z, w \in \mathbb{C}_{\Re > 0}.
\end{equation}

Equating coefficients of \( w, z \), we obtain \( u = 1 \) and then \( g(w) = w + v \). Setting \( g(w) = w + v \) in (5.10), we find that \( f(\cdot) \) is a complex-valued constant function and (5.6)-(5.7) hold.

**Case 2:** \( g''(\cdot) \neq 0 \). In this case, taking derivative \( \partial_z \circ \partial_w \) on both sides of (5.13) we observe

\begin{align*}
g''(w)g'(z + ia)(w + g(z + ia) - i\alpha) \\
g''(w)g'(z + ia)(g(w) + z), \quad \forall z, w \in \mathbb{C}_{\Re > 0}.
\end{align*}
Setting
\[ h(w) = \frac{g''(w)}{g'(w)}, \]
the following is obtained
\[ h(w)(w + g(z + i\alpha) - i\alpha) = h(z + i\alpha)(g(w) + z), \quad \forall z, w \in \mathbb{C}_{\Re > 0}. \]
We go forward taking derivative \( \partial_z \circ \partial_w \)
\[ h'(w)g'(z + i\alpha) = h'(z + i\alpha)g'(w), \quad \forall z, w \in \mathbb{C}_{\Re > 0}. \]
Hence, there exist constants \( \alpha, \beta \in \mathbb{C} \) such that
\[ h'(w) = \alpha g'(w) \implies h(w) = \alpha g(w) + \beta. \]
For such \( h(\cdot), g(\cdot) \), equation (5.14) is simplified to the following
\[ \alpha g(w)(w - i\alpha) + \beta (w - i\alpha) + \beta g(z + i\alpha) = \alpha z g(z + i\alpha) + \beta g(w) + \beta z, \quad \forall z, w \in \mathbb{C}_{\Re > 0} \]
or equivalently to saying that
\[ \alpha g(w)(w - i\alpha) + \beta (w - i\alpha) - \beta g(w) = \alpha g(z + i\alpha)z + \beta z - \beta g(z + i\alpha), \quad \forall z, w \in \mathbb{C}_{\Re > 0}. \]
Accordingly, there exists a constant \( \gamma \in \mathbb{C} \) such that
\[ g(w) = \frac{\gamma - \beta(w - i\alpha)}{\alpha(w - i\alpha) - \beta}. \]
- If \( \alpha = \beta = 0 \), then \( h(\cdot) \equiv 0 \) and so \( g''(\cdot) \equiv 0 \); but this is impossible.
- If \( \alpha = 0, \beta \neq 0 \), then
\[ g(w) = w - i\alpha - \frac{\gamma}{\beta}; \]
but this is impossible as \( g''(\cdot) \neq 0. \)
- If \( \alpha \neq 0 \), then
\[ g(w) = -\frac{\beta}{\alpha} + \left( \gamma - \frac{\beta^2}{\alpha} \right) \frac{1}{\alpha(w - i\alpha) - \beta}. \]
A direct computation shows
\[ -\frac{2\alpha}{\alpha(w - i\alpha) - \beta} = \frac{g''(w)}{g'(w)} = h(w) = \alpha g(w) + \beta = \frac{\alpha \gamma - \beta^2}{\alpha(w - i\alpha) - \beta}, \]
which gives
\[ -2\alpha = \alpha \gamma - \beta^2 \iff -2 = \gamma - \frac{\beta^2}{\alpha}. \]
For that reason, we get
\[ g(w) = -\frac{\beta}{\alpha} - \frac{2}{\alpha(w - i\alpha) - \beta}, \]
and hence (5.10) becomes
\[ \frac{1}{(\alpha w - \beta - i\alpha)^{\ell + 2}}f(z + i\alpha) = \frac{1}{(\alpha z - \beta)^{\ell + 2}}f(w), \quad \forall z, w \in \mathbb{C}_{\Re > 0}. \]
This means that \( f(\cdot)(\alpha \cdot - \beta - i\alpha)^{\ell + 2} \) is a complex-valued constant function; namely, this case gives (6.8). Note that (6.10) follows directly from Lemma 2.4. \( \square \)

**Theorem 5.3.** Let \( \ell \in \mathbb{Z}_{\geq 0}, a \in \mathbb{R} \). Let \( f : \mathbb{C}_{\Re > 0} \to \mathbb{C} \) and \( g : \mathbb{C}_{\Re > 0} \to \mathbb{C}_{\Re > 0} \) be analytic functions. Then the operator \( W_{f,g,\text{max}} \) is \( C_a \)-selfadjoint on \( \mathcal{E}(\mathbb{C}_{\Re > 0}) \) if and only if (5.4)–(5.9) hold. In this case, the operator \( W_{f,g,\text{max}} \) is bounded.
Proof. Suppose that the operator $W_{f,g,\max}$ is $\mathcal{C}_\ell$-selfadjoint, which means $\mathcal{C}_\ell W_{f,g,\max}^* \mathcal{C}_\ell = W_{f,g,\max}$. In particular, we have

\begin{equation}
\mathcal{C}_\ell W_{f,g,\max}^* \mathcal{C}_\ell K_z = W_{f,g,\max} K_z, \quad \forall z \in \mathbb{C}_{\text{Re}>0}.
\end{equation}

By Proposition 2.1 and Lemma 5.1, equation (5.15) turns into (5.3). We make use of Lemma 5.2 to get (5.4)-(5.9).

Conversely, take $f(\cdot)$ and $g(\cdot)$ as in the statement of the theorem. A direct computation gives (6.2), and hence, by Lemma 6.1 and Remark 3.2 the operator $W_{f,g,\max}$ is $\mathcal{C}_\ell$-selfadjoint on the whole space $B_{\ell}(\mathbb{C}_{\text{Re}>0})$.

**Theorem 5.4.** Let $\ell \in \mathbb{Z}_{>0}, a \in \mathbb{R}$. Let $f : \mathbb{C}_{\text{Re}>0} \to \mathbb{C}$ and $g : \mathbb{C}_{\text{Re}>0} \to \mathbb{C}_{\text{Re}>0}$ be analytic functions. Then the operator $W_{f,g}$ is $\mathcal{C}_\ell$-selfadjoint on $B_{\ell}(\mathbb{C}_{\text{Re}>0})$ if and only if it verifies two conditions.

(1) The operator $W_{f,g}$ is maximal; that is $W_{f,g} = W_{f,g,\max}$.

(2) (5.4)-(5.9) hold.

In this case, the operator $W_{f,g}$ is bounded.

**Proof.** The implication $\iff$ is obtained from Theorem 5.3. Let us prove the implication $\implies$. First, we show that the operator $W_{f,g,\max}$ is hermitian. Indeed, since $W_{f,g} \preceq W_{f,g,\max}$, by Proposition 1.6, we have

\[ W_{f,g,\max}^* \succeq W_{f,g} \succeq W_{f,g,\max}. \]

Proposition 2.1 shows that kernel functions always belong to the domain $\text{dom}(W_{f,g,\max})$, and so,

\[ \mathcal{C}_\ell W_{f,g,\max}^* \mathcal{C}_\ell K_z(u) = W_{f,g,\max} K_z(u), \quad \forall z, u \in \mathbb{C}_{\text{Re}>0}. \]

By Lemma 5.2 conditions (5.4)-(5.9) hold, and hence, by Theorem 5.3 the operator $W_{f,g,\max}$ is $\mathcal{C}_\ell$-selfadjoint. For that reason, item (1) follows from the following inclusions

\[ W_{f,g} \preceq W_{f,g,\max} = \mathcal{C}_\ell W_{f,g,\max}^* \mathcal{C}_\ell \succeq \mathcal{C}_\ell W_{f,g}^* \mathcal{C}_\ell = W_{f,g}. \]

\[ \hspace{10cm} \square \]

6. **$\mathcal{C}_\ell$-Selfadjoint Property**

In Section 5, we obtain the interesting fact that the function $g(w) = w + \gamma$ can induce a complex symmetric weighted composition operator on $B_{\ell}(\mathbb{C}_{\text{Re}>0})$. Naturally, we are in question about the case when $g(w) = \lambda w + \gamma$. As it turns out, that case also gives rise to the complex symmetry, but conjugations differ from those used in Section 5. Our conjugations are constructed as follows.

Let us define the anti-linear operator $\mathcal{C}_\ell : B_{\ell}(\mathbb{C}_{\text{Re}>0}) \to B_{\ell}(\mathbb{C}_{\text{Re}>0})$ by setting

\begin{equation}
\mathcal{C}_\ell f(z) = \frac{1}{z^{\ell+2}} \overline{f \left( \frac{1}{z} \right)}.
\end{equation}

**Lemma 6.1.** Let $\ell \in \mathbb{Z}_{\geq 0}$. The operator $\mathcal{C}_\ell$ is a conjugation on $B_{\ell}(\mathbb{C}_{\text{Re}>0})$ and it acts on kernel functions by the following rule

\begin{equation}
\mathcal{C}_\ell K_z = \frac{1}{z^{\ell+2}} K_{1/z}, \quad \forall z \in \mathbb{C}_{\text{Re}>0}.
\end{equation}

**Proof.** The proof is left to the reader as it is a direct computation. \hspace{10cm} \square

**Lemma 6.2.** Let $\ell \in \mathbb{Z}_{\geq 0}$. Suppose that $f : \mathbb{C}_{\text{Re}>0} \to \mathbb{C}$ and $g : \mathbb{C}_{\text{Re}>0} \to \mathbb{C}_{\text{Re}>0}$ are analytic functions with the property

\begin{equation}
\frac{1}{z^{\ell+2}} f(\overline{1/z}) \frac{1}{g(\overline{1/z})^{\ell+2}} K_{1/g(\overline{1/z})}(w) = f(w) K_z(g(w)), \quad \forall z, w \in \mathbb{C}_{\text{Re}>0}.
\end{equation}

Then there are three cases of the functions $f(\cdot)$ and $g(\cdot)$. 

(1) The first case is
\[ g(w) = \alpha, \quad f(w) = \frac{\beta}{(1 + \alpha z)^{\ell+2}}, \]  

where coefficients satisfy
\[ \alpha \in \mathbb{C}_{\Re > 0}, \quad \beta \in \mathbb{C}. \]  

(2) The second case is
\[ g(w) = \lambda w, \quad f(w) = \theta, \]  

where coefficients satisfy
\[ \lambda \in \mathbb{R}_{> 0}, \quad \theta \in \mathbb{C}. \]  

(3) The third case is
\[ g(w) = \delta + \frac{1 - \delta \ell}{w + \kappa}, \quad f(w) = \frac{r}{(w + \kappa)^{\ell+2}}, \]  

where coefficients satisfy
\[ \begin{cases} 
\text{either } \delta \in i\mathbb{R}, & \delta \ell \in \mathbb{R}_{< 1}, \quad \kappa \in \mathbb{C}_{\Re \geq 0}, \\
\text{or } -\Re \delta < 0 \leq \Re \kappa - \frac{\Re (\delta \kappa - 1) + |\delta \kappa - 1|}{2\Re \delta}. 
\end{cases} \]

Proof. Equation \((6.3)\) becomes
\[ (1 + zg(z))^{\ell+2} f(z) = (1 +wg(z))^{\ell+2} f(w), \quad \forall z, w \in \mathbb{C}_{\Re > 0}. \]  

Consider two cases as follows.

Case 1: \( g(\cdot) \equiv g \in \mathbb{C}_{\Re > 0} \) is a constant function. In this case, \((6.10)\) reveals that \((1 + g \cdot)^{\ell+2} f(\cdot) \) is a complex-valued constant function. Hence, we get \((6.4)-(6.5)\).

Case 2: \( g(\cdot) \) is not a constant function. It can be found from \((6.10)\) that the function \( f(\cdot) \) never vanishes in \( \mathbb{C}_{\Re > 0} \) and moreover
\[ \frac{f(z)}{f(w)} = \left( \frac{1 + wg(z)}{1 + zg(w)} \right)^{\ell+2}, \quad \forall z, w \in \mathbb{C}_{\Re > 0}. \]  

Differentiating with respect to the variable \( z \), the following is obtained
\[ \frac{f'(z)}{f(z)} = (\ell + 2) \left( \frac{1 + wg(z)}{1 + zg(w)} \right)^{\ell+1} \times \frac{wg'(z)(1 + zg(w)) - (1 + wg(z))g(w)}{(1 + zg(w))^2}, \quad \forall z, w \in \mathbb{C}_{\Re > 0}. \]  

By \((6.11)\) and \((6.12)\), we get
\[ \frac{f'(z)}{f(z)} = (\ell + 2) \left( \frac{wg'(z)}{1 + wg(z)} - \frac{g(w)}{1 + zg(w)} \right), \quad \forall z, w \in \mathbb{C}_{\Re > 0}, \]  

which implies, after taking \( \partial_w \), that
\[ \frac{g'(z)}{(1 + wg(z))^2} = \frac{g'(w)}{(1 + zg(w))^2}, \quad \forall z, w \in \mathbb{C}_{\Re > 0}. \]
For \( w_* \in \mathbb{C}_{\text{Re} > 0} \) with \( g(w_*) \neq 0 \), we have

\[
\frac{1}{w_*} \left( - \frac{1}{1 + w_* g(x)} + \frac{1}{1 + w_* g(w_*)} \right) = \int_{w_*}^{x} \frac{g'(z)dz}{(1 + w_* g(z))^2}
\]

meaning that \( g(\cdot) \) is a linear fractional self-map of \( \mathbb{C}_{\text{Re} > 0} \). For that reason, we suppose

\[
g(w) = \frac{A w + B}{C w + D},
\]

where \( A, B, C, D \) are complex coefficients.

- If \( C = 0 \), then

\[
g(w) = E w + F, \quad \text{where} \quad E = \frac{A}{D} \quad \text{and} \quad F = \frac{B}{D}.
\]

Through setting \( g(w) = E w + F \) in (6.13) and then equating coefficients, we observe \( F = 0 \) and according to (6.10) \( f(\cdot) \) must be a complex-valued constant function. Hence, we get (6.6)-(6.7).

- If \( C \neq 0 \), then

\[
g(w) = \frac{A}{C} + \left( \frac{BC - AD}{C} \right) \frac{1}{C w + D} = E + \frac{F}{w + G},
\]

where

\[
E = \frac{A}{C}, \quad F = \frac{BC - AD}{C^2}, \quad G = \frac{D}{C}.
\]

Through substituting this form of \( g(\cdot) \) back into (6.13) and then equating coefficients, we have \( EG + F = 1 \). Hence, by (6.10), \( (\cdot + G)^{\ell+2} f(\cdot) \) is a complex-valued constant function. Note that condition (6.9) follows directly from Lemma 2.2. □

Lemma 6.2 allows us to describe weighted composition operators which are complex symmetric with respect to conjugation \( \mathcal{C} \), (simply: \( \mathcal{C} \)-selfadjoint).

**Theorem 6.3.** Let \( \ell \in \mathbb{Z}_{\geq 0} \). Let \( f : \mathbb{C}_{\text{Re} > 0} \to \mathbb{C} \) and \( g : \mathbb{C}_{\text{Re} > 0} \to \mathbb{C}_{\text{Re} > 0} \) be analytic functions. Then the operator \( W_{f,g,\text{max}} \) is \( \mathcal{C} \)-selfadjoint on \( \mathbb{B}_f(\mathbb{C}_{\text{Re} > 0}) \) if and only if (6.1)-(6.4) hold. In this case, the operator \( W_{f,g,\text{max}} \) is bounded.

**Proof.** The proof is similar to those used in Theorem 5.3. □

**Theorem 6.4.** Let \( \ell \in \mathbb{Z}_{\geq 0} \). Let \( f : \mathbb{C}_{\text{Re} > 0} \to \mathbb{C} \) and \( g : \mathbb{C}_{\text{Re} > 0} \to \mathbb{C}_{\text{Re} > 0} \) be analytic functions. Then the operator \( W_{f,g} \) is \( \mathcal{C} \)-selfadjoint on \( \mathbb{B}_f(\mathbb{C}_{\text{Re} > 0}) \) if and only if it verifies two conditions.

1. The operator \( W_{f,g} \) is maximal; that is \( W_{f,g} = W_{f,g,\text{max}} \).
2. (6.4)-(6.9) hold.

In this case, the operator \( W_{f,g} \) is bounded.

**Proof.** The proof is similar to those used in Theorem 5.3. □

Let us define the linear operator \( U_{b,c} \) by setting

\[
(6.14) \quad U_{b,c} \xi(z) = b \xi \left( \left| b \right|^2 z + i c \right), \quad b \in \mathbb{C}_{\neq 0}, c \in \mathbb{R}.
\]

We first formulate an algebraic lemma.

**Lemma 6.5.** Let \( \ell \in \mathbb{Z}_{\geq 0} \), \( b \in \mathbb{C}_{\neq 0} \) and \( c \in \mathbb{R} \). Then the following assertions hold.
Proof. The proof makes use of Theorem 6.4 and Lemma 6.5.

(6.15) 
\[ U_{b,c}^U(z) = \frac{1}{b} \xi \left( |b|^{-\frac{2}{\tau_2}} z - i\xi \right). \]

(2) Always have 
\[ U_{b,c}^U E_{f,g} U_{b,c} = E_{f,g}, \]

where 
\[ \tilde{g}(z) = |b|^{-\frac{2}{\tau_2}} g \left( |b|^{-\frac{2}{\tau_2}} (z - i\xi) \right) + i\xi, \quad \tilde{f}(z) = f \left( |b|^{-\frac{2}{\tau_2}} (z - i\xi) \right). \]

Our study is motivated by the following lemma.

**Lemma 6.6.** Let \( t \in \mathbb{Z}_{\geq 0}, b \in \mathbb{C}_{\neq 0} \) and \( c \in \mathbb{R} \). Then the operator \( U_{b,c} C_{\tau} U_{b,c}^* \) is a conjugation on \( \mathbb{B}_t(\mathbb{C}_{\Re > 0}) \).

The proofs of Lemmas 6.3 and 6.6 need a few computation steps and they are left to the reader. Lemma 6.3 leads to describe weighted composition operators which are complex symmetric with respect to conjugation \( U_{b,c} C_{\tau} U_{b,c}^* \) (or simply: \( U_{b,c} C_{\tau} U_{b,c}^* \)-selfadjoint).

**Theorem 6.7.** Let \( t \in \mathbb{Z}_{\geq 0}, b \in \mathbb{C}_{\neq 0} \) and \( c \in \mathbb{R} \). Let \( f : \mathbb{C}_{\Re > 0} \rightarrow \mathbb{C} \) and \( g : \mathbb{C}_{\Re > 0} \rightarrow \mathbb{C}_{\Re > 0} \) be analytic functions. Then the following assertions are equivalent.

1. The operator \( W_{f,g,\max} \) is \( U_{b,c} C_{\tau} U_{b,c}^* \)-selfadjoint on \( \mathbb{B}_t(\mathbb{C}_{\Re > 0}) \).
2. The operator \( W_{\tilde{f},\tilde{g},\max} = U_{b,c}^* W_{f,g,\max} U_{b,c} \) is \( \mathcal{C} \)-selfadjoint on \( \mathbb{B}_t(\mathbb{C}_{\Re > 0}) \).
3. There are three cases of \( f(\cdot) \) and \( g(\cdot) \).
   a) The first case is 
   \[ g(w) = |b|^{-\frac{2}{\tau_2}} (\alpha - i\xi), \quad f(w) = \frac{\beta}{\left( 1 + \alpha(|b|^{\frac{2}{\tau_2}} w + i\xi) \right)^{2+2}}, \]
   where \( \alpha, \beta \) satisfy (6.5).
   b) The second case is 
   \[ g(w) = \lambda \left( w + i\xi|b|^{-\frac{2}{\tau_2}} \right) - i\xi, \quad f(w) = \theta, \]
   where \( \lambda, \theta \) satisfy (6.7).
   c) The third case is 
   \[ g(w) = |b|^{-\frac{2}{\tau_2}} \left( \frac{1 - \delta \kappa}{|b|^{\frac{2}{\tau_2}} w + i\kappa + \delta - i\xi} \right), \]
   \[ f(w) = \frac{r}{|b|^{\frac{2}{\tau_2}} w + i\kappa + \delta}. \]
   where \( \delta, \kappa, r \) satisfy (6.9).

In this case, the operator \( W_{f,g,\max} \) is bounded.

**Proof.** The proof makes use of Theorem 6.3 and Lemma 6.5.

**Theorem 6.8.** Let \( t \in \mathbb{Z}_{\geq 0}, b \in \mathbb{C}_{\neq 0}, c \) and \( d \in \mathbb{R} \). Let \( f : \mathbb{C}_{\Re > 0} \rightarrow \mathbb{C} \) and \( g : \mathbb{C}_{\Re > 0} \rightarrow \mathbb{C}_{\Re > 0} \) be analytic functions. Then the operator \( W_{f,g} \) is \( U_{b,c} C_{\tau} U_{b,c}^* \)-selfadjoint on \( \mathbb{B}_t(\mathbb{C}_{\Re > 0}) \) if and only if it verifies two conditions.

1. The operator \( W_{f,g} \) is maximal, that is \( W_{f,g} = W_{f,g,\max} \).
2. (6.16) - (6.18) hold.

In this case, the operator \( W_{f,g} \) is bounded.

**Proof.** The proof makes use of Theorem 6.4 and Lemma 6.5.
7. Some corollaries

A question to study is how big is the class of $C_{\alpha}$-selfadjoint, and $U_{b,c}C_{f,g}U_{b,c}^*$-selfadjoint operators. In the following result, we show that this class is very interesting; namely, it contains properly hermitian operators studied in Section 3 and unitary operators investigated in Section 4.

**Corollary 7.1.** Let $\ell \in \mathbb{Z}_{\geq 0}$. Let $f : \mathbb{C}_{Re>0} \to \mathbb{C}$ and $g : \mathbb{C}_{Re>0} \to \mathbb{C}_{Re>0}$ be analytic functions. Then the following assertions hold.

1. If the operator $W_{f,g}$ is hermitian, then it is $C_{\alpha}$-selfadjoint for some $\alpha$.
2. Suppose that the operator $W_{f,g,\max}$ is unitary (that is (1.2) or (1.1) holds).
   a. If the functions are of forms in (1.2), then the operator $W_{f,g,\max}$ is $U_{b,c}C_{f,g}U_{b,c}^*$-selfadjoint for some $b, c$.
   b. If the functions are of forms in (1.1), then the operator $W_{f,g,\max}$ is $C_{\alpha}$-selfadjoint for some $\alpha$.

**Proof.** (1) Suppose that the operator $W_{f,g}$ is hermitian. By Theorem 3.1, it must be bounded and there are three cases of functions $f(\cdot)$ and $g(\cdot)$.

- If the functions $f(\cdot)$ and $g(\cdot)$ verify (3.2)-(3.3), then we take $\alpha = 2\Im \mu$. For this choice, (3.1), (3.3) hold and so by Theorem 3.3 the operator $W_{f,g}$ is $C_{\alpha}$-selfadjoint.
- If the functions $f(\cdot)$ and $g(\cdot)$ verify (3.4)-(3.5), then (5.6)-(5.7) hold automatically.
- If the functions $f(\cdot)$ and $g(\cdot)$ verify (3.6)-(3.7), then (5.8)-(5.9) hold for choosing $\alpha = 2\Im \mu$. Thus, the hermitian operator $W_{f,g}$ is $C_{\alpha}$-selfadjoint for some $\alpha$.

(2) Suppose that the operator $W_{f,g,\max}$ is unitary. By Theorem 4.2 there are two cases. If the functions are of forms in (1.2), then they can be expressed in the forms in (5.1), (5.17).

Hence, by Theorem 5.8, the operator $W_{f,g,\max}$ is $U_{b,c}C_{f,g}U_{b,c}^*$-selfadjoint for some $b, c$. If the functions are of forms in (1.1), then (5.8) holds. So, by Theorem 5.3 the operator $W_{f,g,\max}$ is $C_{\alpha}$-selfadjoint for some $\alpha$. \square

8. Composition operators

Next, we focus only on the very restrictive category, that is bounded composition operators induced by linear fractional transforms. It was proven in [7] that such operators have an explicit form.

**Proposition 8.1** ([7]). The linear fractional function of $\mathbb{C}_{Re>0}$ inducing a bounded composition operator $C_{g,\max}$ on $\mathbb{B}_d(\mathbb{C}_{Re>0})$ is of form

$$g(w) = \mu w + w_0, \text{ where } \mu \in \mathbb{R}_{>0} \text{ and } w_0 \in \mathbb{C}_{Re>0}.$$

**8.1. Complex symmetry.** The results obtained in the previous sections give some information about the complex symmetry of composition operators induced by functions of form (8.1).

**Proposition 8.2.** The following conclusions hold.

1. If $g(w) = w + w_0$, where $w_0 \in \mathbb{C}_{Re>0}$, then the operator $C_{g,\max}$ is $C_{\alpha}$-symmetric for every $\alpha \in \mathbb{R}$.
2. If $g(w) = \mu w$, where $\mu \in \mathbb{R}_{>0}$, then the operator $C_{g,\max}$ is $C_{\alpha}$-symmetric.
3. If $g(w) = \mu w + w_0$, where $\mu \in \mathbb{R}_{>0} \setminus \{1\}$ and $w_0 \in i\mathbb{R}$, then the operator $C_{g,\max}$ is $U_{c}^*C_{f,1}U_{c}^*$-symmetric, where $c = i(1-\mu)^{-1}w_0$.

**Proof.** The first conclusion is a consequence of Theorem 5.3. The second is obtained from Theorem 6.3 and the last follows from Theorem 6.7 \square

The remaining task is to consider the case when

$$\mu \in \mathbb{R}_{>0} \setminus \{1\}, \text{ and } w_0 \in \mathbb{C}_{Re>0}.$$
As it turns out, this case is in connection with the fixed points of the function \( g(\cdot) \). We pause for a while to recall some terminologies. Let \( \phi^{[n]}(\cdot) \) denote the \( n \)-th iterate of the self-map \( \phi(\cdot) \). If \( \omega \) is a point of the closure of the open unit disk \( \mathbb{D} \) such that the sequence of iterates \( \phi^{[n]} : \mathbb{D} \rightarrow \mathbb{D} \) converges uniformly on compacts subsets of \( \mathbb{D} \) to \( \omega \), then \( \omega \) is said to be an **attractive point** for \( \phi(\cdot) \). The Denjoy-Wolff Theorem states that if \( \phi(\cdot) \) is an analytic self-map of \( \mathbb{D} \) is not an elliptic automorphism then there is an unique point in \( \omega \in \mathbb{D} \) such that \( \phi^{[n]}(z) \rightarrow \omega \) as \( n \rightarrow \infty \), for each \( z \in \mathbb{D} \) (see [5] Theorem 2.51). For analytic self-maps of \( \mathbb{C} \) inducing bounded composition operators on \( \mathbb{B}(\mathbb{C}) \), we have the following version:

**Theorem 8.3.** Let \( g(\cdot) \) be an analytic self-map of \( \mathbb{C} \) such that \( C_{g,\max} \) is bounded. If \( g(\cdot) \) has a fixed point \( \alpha \in \mathbb{C} \) then
\[
\alpha = \lim_{n \rightarrow \infty} g^{[n]}(w),
\]
for each \( w \in \mathbb{C} \).

**Proof.** Let \( \gamma(z) = \frac{1}{1+z} \) be the **Möbius transform** of \( \mathbb{D} \) onto \( \mathbb{C} \). Then \( \Psi = \gamma^{-1} \circ g \circ \gamma \) is an analytic self-map of \( \mathbb{D} \) whose fixed point is \( \gamma^{-1}(\alpha) \). Now observe that \( g(\cdot) \) is not an automorphism. Indeed, the only automorphism of \( \mathbb{C} \) that induce bounded composition operators are \( g(w) = w + w_0 \) where \( \Re(w_0) \geq 0 \) and \( g(w) = \mu w + iv \) where \( \mu \in (0, 1) \cup (1, \infty) \) and \( r \in \mathbb{R} \), and both cases \( g(\cdot) \) not have fixed points in \( \mathbb{C} \). This implies that \( \Psi(\cdot) \) also is not an automorphism of \( \mathbb{D} \). By the Denjoy-Wolff Theorem, the iterates \( \Psi^{[n]}(\cdot) \rightarrow \gamma^{-1}(\alpha) \) locally uniformly in \( \mathbb{D} \) as \( n \rightarrow \infty \), and hence \( g^{[n]}(\cdot) \rightarrow \alpha \) locally uniformly in \( \mathbb{C} \) as \( n \rightarrow \infty \). \( \square \)

**Theorem 8.4.** Let \( g(\cdot) \) be an analytic self-map of \( \mathbb{C} \) such that \( C_{g,\max} \) is bounded on \( \mathbb{B}(\mathbb{C}) \). If \( g(\cdot) \) has a fixed point in \( \mathbb{C} \), then \( C_{g,\max} \) is not complex symmetric.

**Proof.** Assume in contrary that the operator \( C_{g,\max} \) is complex symmetric. Let \( C \) be a conjugation on \( \mathbb{B}(\mathbb{C}) \) such that \( C C_{g,\max} C = C_{g,\max}^* \). If there is \( \alpha \in \mathbb{C} \) such that \( g(\alpha) = \alpha \), then Proposition [2.1] gives \( C_{g,\max} K_\alpha = K_\alpha \). Now observe that
\[
C_{g,\max} K_\alpha = C C_{g,\max} K_\alpha = C K_\alpha,
\]
which implies, with note that \( C g^{[n],\max} = C_{g,\max} \), that \( (C K_\alpha)(g^{[n]}(w)) = (C K_\alpha)(w) \), for \( w \in \mathbb{C} \). By Theorem 8.3, \( g^{[n]}(\cdot) \) converges to \( \alpha \) locally uniformly in \( \mathbb{C} \) as \( n \rightarrow \infty \). Then \( C K_\alpha = (C K_\alpha)(\alpha) \). Since the only constant function on \( \mathbb{B}(\mathbb{C}) \) is the function identically zero, we have \( C K_\alpha = 0 \) and hence \( K_\alpha = C^2 K_\alpha = 0 \); but this is impossible. \( \square \)

**Corollary 8.5.** If \( g(w) = \mu w + w_0 \), where coefficients satisfy (8.2), then the operator \( C_{g,\max} \) is never complex symmetric.

**Proof.** The proof follows directly from Theorem 8.4. \( \square \)

8.2. Normality. In this section, we characterize which linear fractional composition operators are normal, self-adjoint, unitary and isometric. Our first step is to establish a formula for the adjoint of linear fractional composition operators on \( \mathbb{B}(\mathbb{C}) \).

**Proposition 8.6.** If the function \( g(\cdot) \) is of form (8.1), then the adjoint of \( C_{g,\max} \) on \( \mathbb{B}(\mathbb{C}) \) is given by
\[
C_{g,\max}^* = \mu^{-(\ell+2)} C_{g^*,\max},
\]
where \( g^*(w) = \mu^{-1} w + \mu^{-1} \bar{w}_0 \).

**Proof.** We first observe that for \( z, w \in \mathbb{C} \), we have
\[
(C_{g,\max} K_z)(w) = \frac{2 \ell (1 + \ell)}{\mu^{\ell+2} (\mu^{-1} z + \mu^{-1} \bar{w}_0 + w)^{\ell+2}} = \left( \mu^{-(\ell+2)} K_{g^*(z)} \right)(w).
\]
Then given \( h(\cdot) \in \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \), we get
\[
(C_{g,\text{max}}^* h)(z) = \langle C_{g,\text{max}}^* h, K_z \rangle = \langle h, C_{g,\text{max}} K_z \rangle
\]
\[
= \mu^{-(\ell+2)} (h, K_{g^*}(z)) = \left( \mu^{-(\ell+2)} C_{g^*,\text{max}} h \right)(z)
\]
which implies that \( C_{g,\text{max}}^* = \mu^{-(\ell+2)} C_{g^*,\text{max}} \).

Using Proposition \ref{prop:8.6}, we can prove the following result.

**Theorem 8.7.** Let \( g(\cdot) = \mu w + w_0 \) with \( \mu > 0 \) and \( \text{Re}(w_0) \geq 0 \). Then
\begin{enumerate}
  \item \( C_{g,\text{max}} \) is normal on \( \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \) if and only if \( \mu = 1 \) or \( \text{Re}(w_0) = 0 \).
  \item \( C_{g,\text{max}} \) is self-adjoint on \( \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \) if and only if \( \mu = 1 \) and \( \text{Re}(w_0) \geq 0 \).
  \item \( C_{g,\text{max}} \) is unitary on \( \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \) if and only if \( \mu = 1 \) and \( \text{Re}(w_0) = 0 \).
  \item \( C_{g,\text{max}} \) is isometric on \( \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \) if and only if it is unitary on \( \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \).
\end{enumerate}

**Proof.** We omit the proofs for item (1-3), and prove item (4). Since each unitary operator is isometric, it is enough to prove that if \( C_{g,\text{max}} \) is isometric then \( C_{g,\text{max}} \) is unitary. Suppose that the operator \( C_{g,\text{max}} \) is isometric on \( \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \) then \( \| C_{g,\text{max}} K_z \|^2 = \| K_z \|^2 \), for each \( z \in \mathbb{C}^R_{>0} \). Now observe that
\[
\| K_z \|^2 = \langle K_z, K_z \rangle = K_z(z) = \frac{2^\ell(1 + \ell)}{2^{\ell+2}\text{Re}(z)^{\ell+2}}.
\]
Moreover, combining Propositions \ref{prop:2.1} and \ref{prop:8.6}, we obtain \( C_{g,\text{max}} K_z = \mu^{-(\ell+2)} K_{g^*}(z) \) where \( g^*(\cdot) = \mu^{-1} w + \mu^{-1} w_0 \). Then \ref{prop:8.3} gives
\[
\| C_{g,\text{max}} K_z \|^2 = \frac{2^\ell(1 + \ell)\mu^{-2\ell+2}}{2^{\ell+2}\text{Re}(g^*(z))^{\ell+2}} = \frac{2^\ell(1 + \ell)\mu^{-(\ell+2)}}{2^{\ell+2}\text{Re}(z + w_0)^{\ell+2}}
\]
and hence
\[
\frac{2^\ell(1 + \ell)}{2^{\ell+2}\text{Re}(z)^{\ell+2}} = \frac{2^\ell(1 + \ell)\mu^{-(\ell+2)}}{2^{\ell+2}\text{Re}(z + w_0)^{\ell+2}},
\]
or equivalently \( \text{Re}(z + w_0) = \mu^{-(\ell+2)} \text{Re}(z) \). Choosing \( z = 1 \) and \( z = 2 \), we obtain the following system
\[
\begin{align*}
1 + \text{Re}(w_0) &= \mu^{-(\ell+2)} \\
2 + \text{Re}(w_0) &= 2\mu^{-(\ell+2)}
\end{align*}
\]
whose solution is \( \mu = 1 \) and \( \text{Re}(w_0) = 0 \). By item (3), the operator \( C_{g,\text{max}} \) is unitary. \hfill \Box

For general case, Theorem \ref{prop:8.4} provides the following result:

**Theorem 8.8.** \( \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \) not support normal composition operators whose function \( g(\cdot) \) has a fixed point in \( \mathbb{C}^R_{>0} \).

9. A NATURAL LINK TO COMPLEX SYMMETRY IN LEBESGUE SPACES

Lebesgue space \( \mathbf{L}^2(\mathbb{R}_{>0}) \) consists of measurable functions \( h : \mathbb{R}_{>0} \rightarrow \mathbb{C} \) for which
\[
\| h \|^2 = \int_0^\infty |h(t)|^2 \Gamma(1 + \ell) t^{\ell+\ell} dt < \infty.
\]
Our research is motivated by a Paley-Wiener theorem, which states that Bergman space \( \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \) is isometrically isomorphic under the Laplace transform to Lebesgue space \( \mathbf{L}^2(\mathbb{R}_{>0}) \). In fact, to each function \( h(\cdot) \in \mathbb{B}_\ell(\mathbb{C}^R_{>0}) \), there corresponds a function
\( h(\cdot) \in L^2_b(\mathbb{R}_{\geq 0}) \) such that \( h(\cdot) = \mathcal{L}(h)(\cdot) \), where the symbol \( \mathcal{L} \) stands for the Laplace transform

\[
\mathcal{L}(h)(z) = \int_0^\infty h(t)e^{izt} \, dt.
\]

The following example lists some Laplace transform formulas.

**Example 9.1** \([8]\). For every \( z \in \mathbb{C}_{\text{Re} > 0} \), we always have

\[
K_z = \mathcal{L}\left( \frac{2^\ell}{\ell!} t^{\ell+1} e^{-t} \right), \quad z \in \mathbb{C}_{\text{Re} > 0}.
\]

In the following result, we study the transformation of conjugations via the Laplace transform.

**Proposition 9.2.**

1. The operator \( \mathcal{L}^{-1} C_a \mathcal{L} \) is a conjugation on \( L^2_b(\mathbb{R}_{\geq 0}) \) and

\[
\mathcal{L}^{-1} C_a \mathcal{L}\left( \frac{2^\ell}{\ell!} t^{\ell+1} e^{-t} \right) = \frac{2^\ell}{\ell!} t^{\ell+1} e^{-t(z-ia)}, \quad z \in \mathbb{C}_{\text{Re} > 0}.
\]

In particular with \( a = 0 \), we have the explicit form

\[
(\mathcal{L}^{-1} J \mathcal{L}) h(t) = \overline{h(t)}, \quad \forall h(\cdot) \in L^2_b(\mathbb{R}_{\geq 0}).
\]

2. The operator \( \mathcal{L}^{-1} C_\star \mathcal{L} \) is a conjugation on \( L^2_b(\mathbb{R}_{\geq 0}) \) and

\[
\mathcal{L}^{-1} C_\star \mathcal{L}\left( \frac{2^\ell}{\ell!} t^{\ell+1} e^{-t} \right) = \frac{2^\ell}{\ell+2!} t^{\ell+1} e^{-\frac{t}{\lambda} \cdot \left( z - \frac{1}{\lambda} \right)}, \quad z \in \mathbb{C}_{\text{Re} > 0}.
\]

**Proof.** (1) For \( z \in \mathbb{C}_{\text{Re} > 0} \), we have

\[
\mathcal{L}^{-1} C_a \mathcal{L}\left( \frac{2^\ell}{\ell!} t^{\ell+1} e^{-t} \right) = \mathcal{L}^{-1} C_a K_z \quad \text{(by Example 9.1)}
\]

\[
= \mathcal{L}^{-1} K_{z+ia} \quad \text{(by Lemma 5.2)}
\]

\[
= \frac{2^\ell}{\ell!} t^{\ell+1} e^{-t(z-ia)} \quad \text{(by Example 9.1)}.
\]

(2) The proof is left to the reader as it is a direct computation. \( \square \)

The result below shows that a composition operator on Bergman space can be transformed into a weighted composition operator on Lebesgue space via the Laplace transform. Moreover, this transformation preserves the complex symmetry.

**Proposition 9.3.** Let \( f(\cdot) \) and \( g(\cdot) \) be the functions in \((6.17)\) with \((6.7)\). If

\[
\psi(t) = \frac{\theta}{\lambda^{\ell+2}} e^{-\lambda |b|^{-\ell-1} t} \quad \text{and} \quad \varphi(t) = \frac{t}{\lambda}
\]

then the following assertions hold.

1. \( \mathcal{L}^{-1} E_{f,g} \mathcal{L} = E_{\psi,\varphi} \).
2. Furthermore, let \( W_{f,g,\max} \) be the maximal weighted composition operator generated by \( E_{f,g} \) on Bergman space \( B_{\ell}(\mathbb{C}_{\text{Re} > 0}) \) and \( W_{\psi,\varphi,\max} \) be the maximal weighted composition operator generated by \( E_{\psi,\varphi} \) on Lebesgue space \( L^2_b(\mathbb{R}_{\geq 0}) \). Then the operator

\[
W_{\psi,\varphi,\max} = \mathcal{L}^{-1} W_{f,g,\max} \mathcal{L}
\]

is \( \mathcal{L}^{-1} U_{b,c} C_{\star} U_{b,c}^* \mathcal{L} \)-selfadjoint on Lebesgue space \( L^2_b(\mathbb{R}_{\geq 0}) \).
Proof. Note that the second conclusion follows directly from the first. Now we prove the first conclusion as follows. Denote $d = \text{ic}(\lambda|b|^{-\frac{1}{\ell+2}} - 1)$. For $z \in \mathbb{C}_{\Re > 0}$, we have

$$L^{-1}\mathcal{E}_{f,g} L \left( \frac{d}{\ell} \ell + 1 e^{-\frac{\lambda}{\ell}} \right) = L^{-1}\mathcal{E}_{f,g} K_z \quad \text{(by Example 9.1)}$$

$$= \frac{\theta}{\lambda^{\ell+2}} L^{-1} K_{(z-d)/\lambda} = \frac{\theta}{\lambda^{\ell+2}} e^{-td/\lambda} \frac{d}{\ell} \ell + 1 e^{-\frac{\lambda}{\ell}} \quad \text{(by Example 9.1)}$$

\[\square\]
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