INVERSE PROBLEMS FOR DIFFUSION EQUATION WITH FRACTIONAL DZHERBASHIAN-NERSESIAN OPERATOR

Anwar Ahmad¹, Muhammad Ali², Salman A. Malik ³

Abstract
Fractional Dzherbashian-Nersesian operator is considered and three famous fractional order derivatives namely Riemann-Liouville, Caputo and Hilfer derivatives are shown to be special cases of the earlier one. The expression for Laplace transform of fractional Dzherbashian-Nersesian operator is constructed. Inverse problems of recovering space dependent and time dependent source terms of a time fractional diffusion equation with involution and involving fractional Dzherbashian-Nersesian operator are considered. The results on existence and uniqueness for the solutions of inverse problems are established. The results obtained here generalize several known results.
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1. Introduction

The study of fractional differential equations (FDEs) has been largely motivated by their vast and fascinating applications in chemistry [4], physics [5], engineering [6] and many other areas of sciences that have evolved in last few decades. Nonlocality of fractional operators is the reason behind the success of FDEs in modeling natural phenomena. This property makes these operators suitable to describe the long memory or nonlocal effects characterizing most physical phenomena. For in depth study of FDEs, we refer the reader to [1], [2].

There are several definitions of fractional order integrals and derivatives that are available in the literature. The characteristics of a fractional order derivative are described by many authors. We refer, for example, to
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papers [7], [8]. Moreover, Tarasov proposed that fractional order derivatives of non-integer order cannot satisfy the Leibniz rule (see [9], [10], [11]). The objective of this article is twofold; first to consider and explore some properties of the forgotten fractional derivative proposed by Dzherbashian-Nersesian in [12], which did not get the considerable attention of scientific community and is a generalization of the Rieman-Liouville, Caputo and Hilfer derivatives. The translation of Russian version of [12] has been published in FCAA [13]. Secondly, we consider two inverse source problems for a diffusion equation involving Dzherbashian-Nersesian derivative (see Section 2).

Solving an equation in a specified region subject to certain given data is called direct problem. At the same time, determining an unknown input which could either be some coefficients, or a source function in equation, by utilizing output is called an inverse problem. The inverse problem is known as inverse problem of coefficient identification or inverse problem of source identification in accordance with this unknown input respectively. In the last few years, there has been increasing interest in investigating the inverse problems of time fractional differential equations (see [14], [15], [16], [17]).

Over the past several years, differential equations with involutions have attracted the considerable amount of interest from both the theoretical and practical applications perspectives, for instance (see [18], [19]). Moreover, inverse problems involving differential equations with involution have been investigated in recent times, (see [20], [21], [22]). However, study on inverse problems in fractional differential equations with involution is still in its embryonic stages.

The rest of the article is organized as follows. In the next section we state the inverse problems and over-specified conditions. Section 3 is devoted to preliminaries and the spectral problem is discussed in Section 4. In Section 5 under the specific choices of parameters, some well known fractional derivatives are proved to be particular cases of fractional Dzherbashian-Nersesian operator. Furthermore, Laplace transform of fractional Dzherbashian-Nersesian operator is derived and the main results about existence and uniqueness of solution of the inverse problems are proved. Finally the article is concluded in Section 6.

2. Statement of Problems

In this paper, we are interested in the study of two inverse source problems pertaining to the following time fractional differential equation involving spatial involution

$$D_{0+,t}^{\alpha} u(x,t) - u_{xx}(x,t) + \varepsilon u_{xx}(\pi - x, t) = F(x,t), \quad (x,t) \in \Omega,$$  \quad (2.1)
subject to initial conditions
\[ D_{0+}^{\alpha}u(x,t)|_{t=0} = \varphi_n(x), \quad x \in (0, \pi), \quad n = 0, ..., m - 1, \quad m \in \mathbb{N}, \quad (2.2) \]
and boundary conditions
\[ u(0, t) = 0 = u(\pi, t), \quad t \in (0, T], \quad (2.3) \]
where \( D_{0+}^{\alpha} \) stands for Dzherbashian-Nersesian fractional operator of order \( \rho_k \) such that \( 0 < \rho_k \leq m, \varepsilon \) is a real number and \( \Omega := (0, \pi) \times (0, T] \) (see Section 3).

In the first inverse source problem, we reckon the source term \( F(x, t) \) depends only on the space variable, i.e., \( F(x, t) := f(x) \). We shall determine the source term \( f(x) \) and \( u(x, t) \) assuming the following over-determination condition for unique solvability of (2.1)-(2.3)
\[ u(x, T) = \psi(x), \quad t < T. \quad (2.4) \]

By a regular solution of space dependent inverse source problem, we mean a pair of functions \( \{u(x, t), f(x)\} \) such that \( t^{\rho_m}u(., t) \in C^2([0, \pi]), \quad t^{\rho_m}D_{0+}^{\alpha}u(x, .) \in C([0, T]) \) and \( f(x) \in C([0, \pi]) \).

In the second inverse source problem, we consider the source term as \( F(x, t) := a(t)f(x, t) \). Whilst \( f(x, t) \) is known, we are keen in recovering the time dependent term \( a(t) \) and \( u(x, t) \). We propose total energy of the system \( E(t) \) as the over-determination condition to have inverse problem (2.1)-(2.3) uniquely solvable given by
\[ \int_0^{\pi} u(x, t)dx = E(t), \quad t \in (0, T]. \quad (2.5) \]

A regular solution of the time dependent inverse source problem is the pair of functions \( \{u(x, t), a(t)\} \) such that \( t^{\rho_m}u(., t) \in C^2([0, \pi]), \quad t^{\rho_m}D_{0+}^{\alpha}u(x, .) \in C([0, T]) \) and \( a(t) \in C([0, T]) \).

### 3. Preliminaries

In this section, we present some elementary definitions and notions for readers’ convenience. Some basic results about Mittag-Leffler functions are also presented.

**Definition 3.1.** \( \mathbb{I} \) Let us denote by \( AC^n[a, b] \), where \( n \in \mathbb{N} \), the space of functions \( g(t) \) which have continuous derivatives up to order \( n - 1 \) on \( [a, b] \) with \( g^{(n-1)}(t) \in AC^n([a, b]) \).
**Definition 3.2.** [1,2] Let \( g(t) \in L_1([a,b]) \), the left sided Riemann-Liouville fractional integral \( J_0^\xi \) of order \( \xi \) is defined as

\[
J_0^\xi g(t) := \frac{1}{\Gamma(\xi)} \int_0^t \frac{g(\tau)}{(t-\tau)^{1-\xi}} d\tau, \quad \xi > 0.
\]

**Definition 3.3.** [1,2] Let \( g(t) \in L_1([a,b]) \), the left sided Riemann-Liouville fractional derivative \( D_0^\xi \) of order \( \xi \) is defined as

\[
D_0^\xi g(t) := \frac{d^n}{dt^n} J_0^{n-\xi} g(t) = \frac{1}{\Gamma(n-\xi)} \frac{d^n}{dt^n} \int_0^t \frac{g(\tau)}{(t-\tau)^{1+\xi-n}} d\tau, \quad n = \lceil \xi \rceil.
\]

**Definition 3.4.** [12] Dzherbashian-Nersesian fractional operator \( D_0^\varrho \) of order \( \varrho \) is defined as

\[
D_0^\varrho g(t) := J_0^{1-\varrho} D_0^{\varrho-1} D_0^{\varrho-2} ... D_0^{\varrho-1} D_0^{\varrho} g(t), \quad m \in \mathbb{N}, \quad t > 0, \quad (3.6)
\]

where \( \varrho \in (0, m] \) is given by

\[
\varrho = \sum_{j=0}^{m} \zeta_j - 1 > 0, \quad \zeta_j \in (0, 1].
\]

It may be noted that \( J_0^\xi \) and \( D_0^\xi \) are the Riemann-Liouville fractional integral and Riemann-Liouville fractional derivative of order \( \xi \) respectively.

Specifically, for \( m = 1 \) in (3.6), we have

\[
D_0^\varrho g(t) := J_0^{1-\varrho} D_0^{\varrho} g(t)
\]

**Definition 3.5.** [27] The two parameter Mittag-Leffler function is defined as

\[
E_{\beta,\zeta}(z) := \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\beta k + \zeta)}, \quad Re(\beta) > 0, \quad \zeta, z \in \mathbb{C}.
\]

For \( \zeta = 1 \), \( E_{\beta,1}(z) \) reduces to the classical Mittag-Leffler function, i.e.,

\[
E_{\beta,1}(z) := E_{\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\beta k + 1)}.
\]

Moreover, the Mittag-Leffler type function is defined as

\[
e_{\beta,\zeta}(t; \lambda) := t^{\xi-1} E_{\beta,\zeta}(-\lambda t^\beta), \quad Re(\beta) > 0, \quad \zeta \in \mathbb{C}, \quad t, \lambda > 0.
\]
Lemma 3.1. [8] If $\beta < 2$, $\zeta$ is an arbitrary real number, $\mu$ is such that $\pi \beta / 2 < \mu < \min\{\pi, \pi \beta\}$, $z \in \mathbb{C}$ such that $|z| \geq 0$, $\mu \leq |\text{arg}(z)| \leq \pi$ and $C_1$ is a real constant, then

$$|E_{\beta, \zeta}(z)| \leq \frac{C_1}{1 + |z|}.$$ 

Lemma 3.2. [15] For $g(t) \in C([0, T])$, the following property holds

$$|g(t) * e_{\zeta, \zeta}(t; \lambda)| \leq C_1 \|g\|_t, \quad \zeta, t, \lambda > 0,$$

where $C_1$ is a positive constant and $\|\|_t$ is Chebyshev norm defined as

$$\|g\|_t := \max_{0 \leq t \leq T} |g(t)|.$$ 

Lemma 3.3. [14] The Mittag-Leffler type functions $e_{\zeta, \zeta + 1}(t; \lambda)$ have the following property

$$e_{\zeta, \zeta + 1}(t; \lambda) = \frac{1}{\lambda} \left(1 - e_{\zeta, 1}(t; \lambda)\right), \quad t, \lambda > 0.$$ 

Lemma 3.4. [11] The Mittag-Leffler type functions $e_{\zeta, 1}(T; \lambda)$, where $T, \lambda > 0$, possess the following property for $0 < \zeta < 1$

$$\frac{1}{1 - e_{\zeta, 1}(T; \lambda)} \leq C_2,$$

where $C_2$ is a positive constant.

4. Spectral Problem

The spectral problem for (2.1)-(2.3) is

$$X''(x) - \varepsilon X''(\pi - x) + \lambda X(x) = 0, \quad 0 < x < \pi, \ |\varepsilon| < 1, \quad (4.7)$$

with boundary conditions

$$X(0) = 0 = X(\pi). \quad (4.8)$$

The spectral problem (4.7)-(4.8) has the eigenvalues

$$\lambda_1 = (1 - \varepsilon), \ \lambda_{2k+1} = (1 - \varepsilon)(2k + 1)^2, \ \lambda_{2k} = (1 + \varepsilon)4k^2, \ k \in \mathbb{N},$$

and corresponding eigenfunctions are

$$X_1(x) = \sqrt{\frac{2}{\pi}} \sin x, \ X_{2k+1}(x) = \sqrt{\frac{2}{\pi}} \sin(2k + 1)x, \ X_{2k}(x) = \sqrt{\frac{2}{\pi}} \sin 2kx,$$

where $k \in \mathbb{N}$. The set of eigenfunctions \(\{X_k : k \in \mathbb{N}\}\) form an orthonormal basis in $L^2([0, \pi])$ [22].
It may be noted that
\[ \frac{1}{\lambda_{2k}} \leq \frac{1}{(1 + \varepsilon)k^2}, \quad \frac{1}{\lambda_{2k+1}} \leq \frac{1}{(1 - \varepsilon)k^2}, \quad k \in \mathbb{N}. \] (4.9)
The following lemmata hold for the set of functions \{X_k(x) : k \in \mathbb{N}\}.

**Lemma 4.1.** Let \(|\varepsilon| < 1\), and \(g(x) \in C^2([0, \pi])\) be such that \(g(0) = 0 = g(\pi)\). Then the following condition holds
\[ |g_k| \leq \frac{1}{k^2} \|g''\|_x, \quad k \in \mathbb{N}. \]
where \(\|\cdot\|_x\) is norm in \(L^2(0, \pi)\) and is defined as
\[ \|g\|_x := \sqrt{\langle g, g \rangle}. \]
Here \(\langle \cdot, \cdot \rangle\) denotes the inner product defined as \(\langle f, g \rangle := \int_0^\pi f(x)g(x)dx\).

**Proof.** Consider
\[ g_{2k+1} = \langle g(x), X_{2k+1}(x) \rangle. \]
Integration two times by parts yields,
\[ g_{2k+1} = \int_0^1 g(x) \sqrt{\frac{2}{\pi} \sin(2k + 1)} x dx, \]
On using the boundary conditions \(g(0) = 0 = g(\pi)\) and Cauchy Schwartz inequality, we obtain
\[ |g_{2k+1}| \leq \frac{1}{k^2} \|g''\|_x, \quad k \in \mathbb{N}. \] \(\square\)

**Lemma 4.2.** Let \(|\varepsilon| < 1\), and \(g(x) \in C^4([0, \pi])\) be such that \(g^{(i)}(0) = 0 = g^{(i)}(\pi)\) for \(i = 0, 2\). Then we have the following condition
\[ |g_k| \leq \frac{1}{k^4} \|g^{(iv)}\|_x, \quad k \in \mathbb{N}. \]

**Proof.** The relation can be obtained on the same lines as in the proof of Lemma 4.1. \(\square\)

5. **Main Results**

In this section, we are going to present our main results. At first some interesting facts about fractional Dzherbashian-Nersesian operator are revealed. Next, we establish the existence and uniqueness results for the solution of inverse problems \((2.1)-(2.4)\) and \((2.1)-(2.3)\) alongside \((2.5)\).
5.1. Some interesting facts and important results. In this subsection, we prove in different cases how under certain fixation of parameters, fractional Dzherbashian-Nersesian operator is generalization to some well known fractional derivatives. Next, we construct the formula for Laplace transform of fractional Dzherbashian-Nersesian operator. Furthermore, we extend the Lemma 15.2 of [1] for fractional Dzherbashian-Nersesian operator.

Case-I: For \( \zeta_m = \ldots = \zeta_1 = 1 \) and \( \zeta_0 = 1 + \zeta - m \), where \( \zeta_0 \in (0, 1) \), Equation (3.6) interpolates the Riemann-Liouville fractional derivative of order \( \zeta \in (m-1, m) \), i.e.,
\[
D_{0+}^{\zeta} g(t) = \frac{d^m}{dt^m} J_{0+}^{m-\zeta} g(t) = D_{0+}^{\zeta} g(t).
\]
In particular, for \( m = 1 \), \( \zeta_1 = 1 \) and \( 0 < \zeta_0 = \zeta < 1 \),
\[
D_{0+}^{\zeta} g(t) = \frac{d}{dt} J_{0+}^{1-\zeta} g(t),
\]
which is Riemann-Liouville fractional derivative of order \( \zeta \in (0, 1) \).

Case-II: For \( \zeta_{m-1} = \ldots = \zeta_0 = 1 \) and \( \zeta_m = 1 + \zeta - m \), where \( \zeta_m \in (0, 1) \), Equation (3.6) reduces to another well known Caputo fractional derivative of order \( \zeta \in (m-1, m) \), i.e.,
\[
D_{0+}^{\zeta} g(t) = \frac{d^m}{dt^m} J_{0+}^{m-\zeta} g(t) = c D_{0+}^{\zeta} g(t).
\]
More specifically for \( m = 1 \), \( 0 < \zeta_1 = \zeta < 1 \) and \( \zeta_0 = 1 \),
\[
D_{0+}^{\zeta} g(t) = J_{0+}^{1-\zeta} \frac{d}{dt} g(t),
\]
which is Caputo fractional derivative of order \( \zeta \in (0, 1) \).

Case-III: For \( m \geq 2 \), \( \zeta_{m-1} = \ldots = \zeta_1 = 1 \), \( \zeta_m = 1 - \beta(m - \zeta) \), and \( \zeta_0 = 1 - (m - \zeta)(1 - \beta) \), where \( 0 < \zeta_0, \zeta_m < 1 \), Equation (3.6) gives rise to famous Hilfer fractional derivative of order \( \zeta \in (m-1, m) \) and type \( \beta \in [0, 1] \), i.e.,
\[
D_{0+}^{\zeta} g(t) = J_{0+}^{\beta(m-\zeta)} \frac{d^m}{dt^m} J_{0+}^{(m-\zeta)(1-\beta)} g(t),
\]
More particularly, for \( \zeta_0 = 1 - (1 - \zeta)(1 - \beta) \) and \( \zeta_1 = 1 - \beta(1 - \zeta) \), where \( 0 < \zeta_0, \zeta_1 < 1 \), then
\[
D_{0+}^{\zeta} g(t) = J_{0+}^{\beta(1-\zeta)} \frac{d}{dt} J_{0+}^{(1-\zeta)(1-\beta)} g(t),
\]
which is Hilfer fractional derivative of order \( \zeta \in (0, 1) \) and type \( \beta \in [0, 1] \).
LEMMA 5.1. Laplace transform of Dzherbashian-Nersesian fractional operator of order $0 < \varrho_m < m$ is given as

$$L\{D^\varrho_m_{0+,t}g(t)\} = s^\varrho_m L\{g(t)\} - \sum_{k=1}^{m} s^{\varrho_m-\varrho_{m-k}} D^{\varrho_{m-k}}_{0+,t} \big|_{t=0}. \tag{5.10}$$

**Proof.** From Equation (3.6),

$$D^\varrho_{0+,t} g(t) = J^{1-\varrho_{m-k}}_{0+,t} D^{\varrho_{m-k-1}}_{0+,t} D^{\varrho_{m-k-2}}_{0+,t} \cdots D^{\varrho_0}_{0+,t}, \quad k = 1, \ldots, m,$$

Taking Laplace transform of (3.6),

$$L\{D^\varrho_{0+,t}g(t)\} = L\{J^{1-\varrho_{m-k}}_{0+,t} D^{\varrho_{m-k-1}}_{0+,t} D^{\varrho_{m-k-2}}_{0+,t} \cdots D^{\varrho_0}_{0+,t} g(t)\},$$

$$= s^{\varrho_{m-k}} L\{D^{\varrho_{m-k-1}}_{0+,t} D^{\varrho_{m-k-2}}_{0+,t} \cdots D^{\varrho_0}_{0+,t} g(t)\},$$

$$= s^{\varrho_{m-k}} L\{D^{\varrho_{m-k-1}}_{0+,t} \cdots D^{\varrho_0}_{0+,t} g(t)\},$$

$$= (D^{\varrho_{m-k-1}}_{0+,t} \cdots D^{\varrho_0}_{0+,t} g(t))|_{t=0}.$$

Proceeding in the similar manner, we eventually have

$$L\{D^\varrho_{0+,t}g(t)\} = s^\varrho_m L\{g(t)\} - \sum_{k=1}^{m} s^{\varrho_m-\varrho_{m-k}} D^{\varrho_{m-k}}_{0+,t} \big|_{t=0}. \tag{5.10}$$

\[\square\]

**Remark 5.1.** On the substitution of $\zeta_m = \ldots = \zeta_1 = 1$ and $\zeta_0 = 1 + \zeta - m$, where $\zeta_0 \in (0,1)$, in (5.10), we have

$$L\{D^\varrho_{0+,t}g(t)\} = s^\varrho L\{g(t)\} - \sum_{i=0}^{m-1} s^{m-i-1} (D^{i+\varrho}_{0+,t} J^{m-\zeta}_{0+,t} g(t))|_{t=0},$$

i.e., formula for Laplace transform of Riemann-Liouville fractional derivative of order $\zeta \in (m-1, m)$.

In particular for $m = 1$, if we set the parameters $\zeta_1 = 1$ and $0 < \zeta_0 = \zeta < 1$, Equation (5.10) reduces to the Laplace transform of Riemann-Liouville fractional derivative of order $\zeta \in (0,1)$, i.e.,

$$L\{D^\varrho_{0+,t}g(t)\} = s^\varrho L\{g(t)\} - J^{1-\zeta}_{0+,t} g(t)|_{t=0}.$$

**Remark 5.2.** On using $\zeta_{m-1} = \ldots = \zeta_0 = 1$ and $\zeta_m = 1 + \zeta - m$, where $\zeta_m \in (0,1)$, in (5.10), we obtain the formula for Laplace transform.
of Caputo fractional derivative of order in $\zeta \in (m - 1, m)$, i.e.,
\[
\mathcal{L}\{D_0^\zeta g(t)\} = s^\zeta \mathcal{L}\{g(t)\} - \sum_{i=0}^{m-1} s^{\zeta-i-1} \frac{d^i}{dt^i} g(t)\Big|_{t=0}.
\]
In particular, for $m = 1$, we have the Laplace transform of Caputo fractional derivative of order $\zeta \in (0, 1)$ by setting $0 < \zeta_1 = \zeta < 1$ and $\zeta_0 = 1$ in (5.10), i.e.,
\[
\mathcal{L}\{D_0^{\zeta_1} g(t)\} = s^\zeta \mathcal{L}\{g(t)\} - s^{\zeta-1} g(t)\Big|_{t=0}.
\]

**Remark 5.3.** On setting $\zeta_{m-1} = ... = \zeta_1 = 1$, $\zeta_m = 1 - \beta(m - \zeta)$, $\zeta_0 = 1 - (m - \zeta)(1 - \beta)$, where $0 < \zeta_0, \zeta_m < 1$, Equation (5.10) yields the formula for Laplace transform of Hilfer fractional derivative of order $\zeta \in (m - 1, m)$ and type $\beta \in [0, 1)$, i.e.,
\[
\mathcal{L}\{D_0^{\beta_m} g(t)\} = s^\zeta \mathcal{L}\{g(t)\} - \sum_{i=0}^{m-1} s^{\zeta-m+i} \frac{d^i}{dt^i} J_0^{(m-\zeta)(1-\beta)} g(t)\Big|_{t=0},
\]
Similarly, for $m = 1$, $\zeta_1 = 1 - \beta(1 - \zeta)$ and $\zeta_0 = 1 - (1 - \zeta)(1 - \beta)$, where $0 < \zeta_0, \zeta_1 < 1$ in Equation (5.10), we obtain
\[
\mathcal{L}\{D_0^{\beta_1} g(t)\} = s^\zeta \mathcal{L}\{g(t)\} - s^{\beta(1-\zeta)} J_0^{(1-\zeta)(1-\beta)} g(t)\Big|_{t=0},
\]
i.e. Laplace transform for Hilfer fractional derivative of order $\zeta \in (0, 1)$ and type $\beta \in [0, 1)$.

**Lemma 5.2.** Let $g_i$ be a sequence of functions defined on $(0, b]$ for each $i \in \mathbb{N}$, such that the following conditions hold:

1. Derivatives $D_{0+}^{\zeta_0} g_i(t)$, $D_{0+}^{\zeta_1} D_{0+}^{\zeta_0} g_i(t)$, ..., $D_{0+}^{\zeta_{m-1}} D_{0+}^{\zeta_0} g_i(t)$ for $i \in \mathbb{N}, t \in (0, b)$ exist,
2. the series $\sum_{i=1}^{\infty} g_i(t)$ and $\sum_{i=1}^{\infty} D_{0+}^{\zeta_0} g_i(t)$, $\sum_{i=1}^{\infty} D_{0+}^{\zeta_1} D_{0+}^{\zeta_0} g_i(t)$, ..., $\sum_{i=1}^{\infty} D_{0+}^{\zeta_{m-1}} D_{0+}^{\zeta_1} D_{0+}^{\zeta_0} g_i(t)$ are uniformly convergent on the interval $[a + \varepsilon, b)$ for any $\varepsilon > 0$.

Then
\[
D_{0+}^{\beta_m} \sum_{i=1}^{\infty} g_i(t) = \sum_{i=1}^{\infty} D_{0+}^{\beta_m} g_i(t).
\]

**Proof.** From Equation (3.34), we have
\[
D_{0+}^{\beta_m} \sum_{i=1}^{\infty} g_i(t) = (s^{1-\beta_m} D_{0+}^{\zeta_{m-1}} D_{0+}^{\zeta_{m-2}} ... D_{0+}^{\zeta_1} D_{0+}^{\zeta_0}) \sum_{i=1}^{\infty} g_i(t).
\]
Using Lemma (see [1], page 278, Lemma 15.2), we obtain
\[ D_{0+}^{\varrho_m} \sum_{i=1}^{\infty} g_i(t) = (J_{0+}^{\varrho_m-1} D_{0+}^{\varrho_m-2} ... D_{0+}^{\varrho_m-1} D_{0+}^{\varrho_m-1}) \sum_{i=1}^{\infty} D_{0+}^{\varrho_m} g_i(t). \]
Continuing in the same manner, we conclusively have
\[ D_{0+}^{\varrho_m} \sum_{i=1}^{\infty} g_i(t) = \sum_{i=1}^{\infty} D_{0+}^{\varrho_m} g_i(t). \]
\[ \square \]

5.2. Inverse Source Problems. In this subsection we are going to investigate two inverse source problems. Firstly, we will study space dependent inverse source problem (2.1)-(2.4). Next, time dependent inverse source problem (2.1)-(2.3) with integral over-determination condition (2.5) is considered. The existence and uniqueness results for both inverse problems are established.

**Theorem 5.1.** Let \( |\varepsilon| < 1 < \varrho_m < 1 \), and

1. \( \varphi_n(x) \in C^2([0, \pi]) \), where \( n = 0, \ldots, m - 1 \), be such that \( \varphi_n(0) = \varphi_n(\pi) = 0 \).
2. \( \psi(x) \in C^4([0, \pi]) \) be such that \( \psi^{(i)}(0) = \psi^{(i)}(\pi) = 0 \), for \( i = 0, 2 \).

Then there exists a regular solution of the inverse problem (2.1)-(2.4).

**Proof.** In the first step, we construct the solution of inverse problem while in the subsequent steps we prove the existence and uniqueness of solution.

Construction of the Solution:

In consideration of the fact, that the set of eigenfunctions \( \{X_k : k \in \mathbb{N}\} \) forms an orthonormal basis in \( L^2([0, \pi]) \), the solution of inverse problem (2.1)-(2.4) can be written as

\[ u(x, t) = u_{10}(t) X_1(x) + \sum_{k=1}^{\infty} \left( u_{1k}(t) \; X_{2k+1}(x) + u_{2k}(t) \; X_{2k}(x) \right), \] (5.11)
\[ f(x) = f_{10} X_1(x) + \sum_{k=1}^{\infty} \left( f_{1k} \; X_{2k+1}(x) + f_{2k} \; X_{2k}(x) \right), \] (5.12)
where \( u_{10}(t), u_{1k}(t), u_{2k}(t), f_{10}, f_{1k}, \) and \( f_{2k} \) are the unknowns to be determined.
we have

Due to over-determination condition (2.4) and from Equations (5.16), (5.17)

defined as

where \( \psi \)

following system of FDEs

By means of Lemma 5.10, solutions to Equations (5.13)-(5.15) are

respectively. Furthermore, \( \varphi(10)n, \varphi(1k)n \) and \( \varphi(2k)n \) are the coefficients of series expansion of \( \varphi_n(x) \) and are defined as

\[
\varphi(10)n = \langle \varphi_n(x), X_1(x) \rangle, \quad \varphi(1k)n = \langle \varphi_n(x), X_{2k+1}(x) \rangle, \quad \varphi(2k)n = \langle \varphi_n(x), X_{2k}(x) \rangle.
\]

Due to over-determination condition (2.4) and from Equations (5.16), (5.17) and (5.18), we have

where \( \psi_{10}, \psi_{1k}, \psi_{2k} \) are the coefficients of series expansion of \( \psi(x) \) and are defined as

\[
\psi_{10} = \langle \psi(x), X_1(x) \rangle, \quad \psi_{1k} = \langle \psi(x), X_{2k+1}(x) \rangle, \quad \psi_{2k} = \langle \psi(x), X_{2k}(x) \rangle.
\]
Plugging (5.16)-(5.18) and (5.19)-(5.21) into Equation (5.11) yields

\[
 u(x, t) = \left[ \sum_{n=0}^{m-1} \varphi_{(10)n} \psi_{m, \varphi_{10} + 1}(t; \lambda_1) \right. \\
 + \left. \left( \psi_{10} - \sum_{n=0}^{m-1} \varphi_{(10)n} \psi_{m, \varphi_{10} + 1}(T; \lambda_1) \right) \psi_{m, \varphi_{10} + 1}(t; \lambda_1) \right] \sqrt{\frac{2}{\pi}} \sin \pi x \\
 + \sum_{k=1}^{\infty} \left[ \left( \sum_{n=0}^{m-1} \varphi_{(1k)n} \psi_{m, \varphi_{10} + 1}(t; \lambda_{2k+1}) \right) \psi_{m, \varphi_{10} + 1}(t; \lambda_{2k+1}) \right] \\
 + \left( \psi_{1k} - \sum_{n=0}^{m-1} \varphi_{(1k)n} \psi_{m, \varphi_{10} + 1}(T; \lambda_{2k+1}) \right) \psi_{m, \varphi_{10} + 1}(T; \lambda_{2k+1}) \\
 \sqrt{\frac{2}{\pi}} \sin(2k + 1)x + \left( \sum_{n=0}^{m-1} \varphi_{(2k)n} \psi_{m, \varphi_{20} + 1}(t; \lambda_{2k}) \right) \psi_{m, \varphi_{20} + 1}(t; \lambda_{2k}) \\
 + \left( \psi_{2k} - \sum_{n=0}^{m-1} \varphi_{(2k)n} \psi_{m, \varphi_{20} + 1}(T; \lambda_{2k}) \right) \psi_{m, \varphi_{20} + 1}(T; \lambda_{2k}) \\
 \sqrt{\frac{2}{\pi}} \sin 2kx \right]. \tag{5.22}
\]

Existence of the Solution: We intend to demonstrate that the series solution obtained is indeed a regular solution. We show this by the virtue of Weierstrass M-test, that the series representations of solution of inverse problem are uniformly convergent.

We first show that the series representation of \( f(x) \) is uniformly convergent. By using Lemmata \( 3.1 \) and \( 3.3 \) in Equation (5.19), we obtain

\[
 |f_{10}| \leq C_2 \lambda_1 \left( |\psi_{10}| + \sum_{n=0}^{m-1} \frac{C_1 T_{\varphi_{n} - \varphi_{m}}}{\lambda_1} |\varphi_{(10)n}| \right).
\]

By Cauchy-Schwartz inequality

\[
 |f_{10}| \leq C_2 (1 - \varepsilon) \| \psi \|_x + M_1 \sum_{n=0}^{m-1} T_{\varphi_{n} - \varphi_{m}} \| \varphi_n \|_x. \tag{5.23}
\]

where \( M_1 = C_1 C_2 \).
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Similarly, using Lemmata 3.1 and 3.3 along with Lemmata 4.1 and 4.2 in Equations (5.20)-(5.21) yield

\[ |f_{1k}| \leq \frac{9C_2(1 - \varepsilon)}{k^2} \|\psi^{(iv)}\|_x + \frac{M_1}{k^2} \sum_{n=0}^{m-1} T^{\varphi_{n-\varphi_m}} \|\varphi''_n\|_x, \quad (5.24) \]

\[ |f_{2k}| \leq \frac{4C_2(1 + \varepsilon)}{k^2} \|\psi^{(iv)}\|_x + \frac{M_1}{k^2} \sum_{n=0}^{m-1} T^{\varphi_{n-\varphi_m}} \|\varphi''_n\|_x. \quad (5.25) \]

With the aid of estimates (5.23)-(5.25) and Equation (5.12), evidently \( f(x) \) is bounded above by convergent series. Hence, by Weierstrass M-test, it represents a continuous function.

Using Lemma 3.1 and inequality (4.9) in Equation (5.16), we obtain

\[ |u_{10}(t)| \leq C_1 \left( \sum_{n=0}^{m-1} t^{\varphi_{n-\varphi_m}} |\varphi(10)_n| + |f_{10}| \right). \]

Using inequality (5.23) and Cauchy-Schwarz inequality, we have

\[ t^{\varphi_m}|u_{10}(t)| \leq C_1 \left( \sum_{n=0}^{m-1} t^{\varphi_m} \|\varphi_n\|_x + t^{\varphi_m}|f_{10}| \right). \quad (5.26) \]

Similarly,

\[ t^{\varphi_m}|u_{1k}(t)| \leq \frac{C_1}{(1 - \varepsilon)k^2} \left( \sum_{n=0}^{m-1} t^{\varphi_m} \|\varphi_n\|_x + t^{\varphi_m}|f_{1k}| \right), \quad (5.27) \]

\[ t^{\varphi_m}|u_{2k}(t)| \leq \frac{C_1}{(1 + \varepsilon)k^2} \left( \sum_{n=0}^{m-1} t^{\varphi_m} \|\varphi_n\|_x + t^{\varphi_m}|f_{2k}| \right). \quad (5.28) \]

Making use of estimates (5.23)-(5.28) in Equation (5.11), it is evident that \( t^{\varphi_m}u(x, t) \) is bounded above by convergent series. Therefore, by Weierstrass M-test, \( t^{\varphi_m}u(x, t) \) represents a continuous function.

Next we prove the convergence of \( t^{\varphi_m}D^{\varphi_m}_{0+, t}u(x, t) \), \( t^{\varphi_m}u_{xx}(\pi - x, t) \) and \( t^{\varphi_m}u_{xx}(x, t) \). Firstly, we prove the uniform convergence of the series representation of \( t^{\varphi_m}D^{\varphi_m}_{0+, t}u(x, t) \) with the aid of Lemma 5.2. For this we need to show the uniform convergence of \( \sum_{k=1}^{\infty} u_{ik}(t) : i = 1, 2 \) and \( \sum_{k=1}^{\infty} D^{\varphi_m}_{0+, t}u_{ik}(t) : i = 1, 2 \). Since, \( \sum_{k=1}^{\infty} u_{ik}(t) : i = 1, 2 \) is convergent by using estimates (5.27)-(5.28). Therefore, we need only to show that \( \sum_{k=1}^{\infty} D^{\varphi_m}_{0+, t}u_{ik}(t) : i = 1, 2 \) is uniformly convergent.

On using Equation (5.13), we can write

\[ |D^{\varphi_m}_{0+, t}u_{10}(t)| \leq (1 - \varepsilon)|u_{10}(t)| + |f_{10}|. \]
Using estimates (5.26) and Cauchy-Schwarz inequality,
\[
\varepsilon^m \left| \mathcal{D}^{\varepsilon_m}_{0+} u_{10}(t) \right| \leq C_1 \sum_{n=0}^{m-1} \varepsilon^m \| \varphi_n \|_x + (1 + C_1) \varepsilon^m |f_{10}|. \tag{5.29}
\]

Similarly,
\[
\varepsilon^m \left| \sum_{k=1}^{\infty} \mathcal{D}^{\varepsilon_m}_{0+} u_{1k}(t) \right| \leq \sum_{k=1}^{\infty} \left( C_1 \sum_{n=0}^{m-1} \frac{\varepsilon^m}{k^2} \| \varphi_n'' \|_x + (1 + C_1) \varepsilon^m |f_{1k}| \right), \tag{5.30}
\]
\[
\varepsilon^m \left| \sum_{k=1}^{\infty} \mathcal{D}^{\varepsilon_m}_{0+} u_{2k}(t) \right| \leq \sum_{k=1}^{\infty} \left( C_1 \sum_{n=0}^{m-1} \frac{\varepsilon^m}{k^2} \| \varphi_n'' \|_x + (1 + C_1) \varepsilon^m |f_{2k}| \right). \tag{5.31}
\]

Taking into account the Lemma 5.2 i.e. \( \mathcal{D}^{\varepsilon_m}_{0+} \sum_{i=1}^{\infty} h_i(t) = \sum_{i=1}^{\infty} \mathcal{D}^{\varepsilon_m}_{0+} h_i(t) \), and estimates (5.23)-(5.25) and (5.29)-(5.31), we see that \( \mathcal{D}^{\varepsilon_m}_{0+} u(x,t) \) is bounded above by convergent numerical series. Hence, \( \varepsilon^m \mathcal{D}^{\varepsilon_m}_{0+} u(x,t) \) represents a continuous function.

Now we prove the convergence of space derivatives \( \varepsilon^m u_{xx}(x,t) \) and \( \varepsilon^m u_{xx}(\pi - x, t) \). It suffices to prove the convergence of series representation of \( \varepsilon^m u_{xx}(x,t) \) due to the fact that \( |\varepsilon^m u_{xx}(x,t)| = |\varepsilon^m u_{xx}(\pi - x, t)| \).

\[
|u_{xx}(x,t)| \leq |u_{10}(t)| + \sum_{k=1}^{\infty} \left( (2k + 1)^2 |u_{1k}(t)| + 4k^2 |u_{2k}(t)| \right).
\]

By means of Lemmata 4.1 and 4.2 alongside estimates (5.27) and (5.28), we have
\[
\varepsilon^m |u_{xx}(x,t)| \leq \frac{C_1}{1 - \varepsilon} \left( \sum_{n=0}^{m-1} \varepsilon^m \| \varphi_n \|_x + \varepsilon^m |f_{10}| \right)
\]
\[
+ \sum_{k=1}^{\infty} \frac{9C_1}{1 - \varepsilon} \left( \sum_{n=0}^{m-1} \frac{\varepsilon^m}{k^2} \| \varphi_n'' \|_x + \varepsilon^m |f_{1k}| \right)
\]
\[
+ \sum_{k=1}^{\infty} \frac{4C_1}{1 + \varepsilon} \left( \sum_{n=0}^{m-1} \frac{\varepsilon^m}{k^2} \| \varphi_n'' \|_x + \varepsilon^m |f_{2k}| \right).
\]

It is clear that \( u_{xx}(x,t) \) is bounded above by convergent numerical series. Accordingly, by the virtue of Weierstrass M-test, \( u_{xx}(x,t) \) represents a continuous function.

Uniqueness of the Solution: Let \( \{ u_1(x,t), f_1(x) \} \) and \( \{ u_2(x,t), f_2(x) \} \) be two regular solution sets of the inverse source problem (2.1)-(2.4). Then \( u_1(x_0, t) = u_2(x_0, t) \) for some point \( x_0 \in (0, \pi) \) implies \( f_1(x) = f_2(x) \). The proof can be obtained by following the strategy of Theorem 3.2 of [14].
REMARK 5.4. For \( m = 1, \xi_0 = 1 \) and \( \xi_1 = \zeta \), solution of inverse problem (2.1)-(2.4) that was obtained in [5.22] becomes

\[
u(x, t) = \left( \varphi_{10} e^{\xi,1(t; \lambda_1)} + \frac{\psi_{10} - \varphi_{10} e^{\xi,1(T; \lambda_1)}}{e^{\xi,1+1(T; \lambda_1)}} e^{\xi,1+1(t; \lambda_1)} \right) \sqrt{\frac{2}{\pi}} \sin x \\
+ \sum_{k=1}^{\infty} \left[ \left( \varphi_{1k} e^{\xi,1(t; \lambda_{2k+1})} + \frac{\psi_{1k} - \varphi_{1k} e^{\xi,1(T; \lambda_{2k+1})}}{e^{\xi,1+1(T; \lambda_{2k+1})}} e^{\xi,1+1(t; \lambda_{2k+1})} \right) \sqrt{\frac{2}{\pi}} \sin(2k + 1)x \right]
\]

which is exactly the same that was obtained in [22].

Next, we are concerned with problem (2.1)-(2.3) alongside the over-specified condition (2.5). We shall determine pair of functions \( \{u(x, t), a(t)\} \), whereas \( f(x, t) \) is known.

**Theorem 5.2.** Let \( |\varepsilon| < 1, 0 < \theta_m < 1 \) and \( \varphi, f(., t) \in C^2([0, \pi]) \) be such that \( \varphi_n(0) = 0 = \varphi_n(\pi) \), where \( n = 0, ..., m - 1 \), \( f(0, t) = 0 = f(\pi, t) \), and there exists \( M_2 \) satisfying \( 0 < \frac{1}{M_2} \leq |\int_0^\pi f(x, t) dx| \). Then there exists a regular solution of the inverse problem (2.1)-(2.3) together with the overdetermination condition (2.5).

**Proof.** As in the proof of Theorem 5.1, we shall first construct the solution of the time dependent inverse source problem.

Construction of Solution: Expanding \( u(x, t) \) and \( f(x) \) by means of orthogonal functions, we have

\[
u(x, t) = u_{10}(t)X_1(x) + \sum_{k=1}^{\infty} \left( u_{1k}(t)X_{2k+1}(x) + u_{2k}(t)X_{2k}(x) \right),
\]

and

\[
f(x, t) = f_{10}(t)X_1(x) + \sum_{k=1}^{\infty} \left( f_{1k}(t)X_{2k+1}(x) + f_{2k}(t)X_{2k}(x) \right).
\]
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In accordance with the same procedure as in proof of Theorem 5.1, we have

\[ u(x, t) = \left( \sum_{n=0}^{m-1} \varphi_{(10)n} e_{q_m,q_n+1}(t; \lambda_1) + e_{q_m,q_n}(t; \lambda_1) \ast a(t)f_{10}(t) \right) X_1(x) \]

\[ + \sum_{k=1}^{\infty} \left( \sum_{n=0}^{m-1} \varphi_{(1k)n} e_{q_m,q_n+1}(t; \lambda_{2k+1}) + e_{q_m,q_n}(t; \lambda_{2k+1}) \right) \]

\[ \ast a(t)f_{1k}(t) X_{2k+1}(x) + \sum_{k=1}^{\infty} \left( \sum_{n=0}^{m-1} \varphi_{(2k)n} e_{q_m,q_n+1}(t; \lambda_{2k}) \right) \]

\[ + e_{q_m,q_n}(t; \lambda_{2k}) \ast a(t)f_{2k}(t) X_{2k}(x). \]  

(5.34)

Applying the fractional Dzherbashian-Nersesian operator on over-determination and (5.36) are uniformly convergent i.e. for \( \epsilon \)

\[ a(t) = \left( \int_{0}^{t} f(x, t)dx \right)^{-1} \left( D_{0^+}^\theta_m E(t) + F(t) + \int_{0}^{t} K(t, \tau) a(\tau)d\tau \right), \]

where

\[ F(t) = 2(1 + \epsilon) \sqrt{\frac{2}{\pi}} \left( \sum_{n=0}^{m-1} \varphi_{(10)n} e_{q_m,q_n+1}(t; \lambda_1) + \sum_{k=1}^{\infty} (2k + 1) \right) \]

\[ \left( \sum_{n=0}^{m-1} \varphi_{(1k)n} e_{q_m,q_n+1}(t; \lambda_{2k+1}) \right), \]

(5.35)

and

\[ K(t, \tau) = 2(1 + \epsilon) \sqrt{\frac{2}{\pi}} \left( e_{q_m,q_n}(t - \tau; \lambda_1)f_{10}(\tau) \right) \]

\[ + \sum_{k=1}^{\infty} (2k + 1)e_{q_m,q_n}(t - \tau; \lambda_1)f_{1k}(\tau). \]

(5.36)

Define an operator \( B(a(t)) := a(t). \) We are determined to prove that the mapping \( B : C([0, T]) \rightarrow C([0, T]) \) is well defined and a contraction mapping. However, firstly we shall prove that the series involved in (5.35) and (5.36) are uniformly convergent i.e. for \( a(t) \in C([0, T]), \) we have \( B(a(t)) \in C([0, T]). \) Taking into account the Lemmata 3.1 and 4.1, we obtain

\[ t^\theta_m |F(t)| \leq 2 \sqrt{\frac{2}{\pi}} \left( \frac{1 + \epsilon}{1 - \epsilon} \right) C_1 \sum_{n=0}^{m-1} t^\theta_n \left( \| \varphi_n \|_x + \sum_{k=1}^{\infty} \frac{3}{k^3} \| \varphi_n'' \|_x \right), \]

\[ (t - \tau)|K(t, \tau)| \leq 2 \sqrt{\frac{2}{\pi}} \left( \frac{1 + \epsilon}{1 - \epsilon} \right) C_1 \sum_{n=0}^{m-1} \left( \| f(x, t) \|_{x,t} + \sum_{k=1}^{\infty} \frac{3}{k^3} \| f_{xx}(x, t) \|_{x,t} \right). \]
Hence by Weierstrass M-Test, the series in (5.35) and (5.36) are convergent. Thus, for \( a(t) \in C([0, T]) \), we have \( B(a(t)) \in C([0, T]) \). In addition, we may write

\[
\|K(t, \tau)\|_{txt} \leq K, \quad t \in (0, T],
\]

where \( K \) is some positive constant. Furthermore, we prove that the mapping \( B : C([0, T]) \rightarrow C([0, T]) \) is contraction. Consider

\[
|B(a) - B(b)| \leq \left( \int_0^\pi f(x, t)dx \right)^{-1} \int_0^t |a(\tau) - b(\tau)| |K(\tau, \tau)|d\tau,
\]

from inequality (5.37), we obtain

\[
|B(a) - B(b)| \leq TKM_2 \max_{0 \leq t \leq T} |a(\tau) - b(\tau)|.
\]

Accordingly, we have

\[
\|B(a) - B(b)\|_t \leq TKM_2 \|a - b\|_t.
\]

Consequently, by Banach fixed-point theorem, the mapping \( B(.) \) is a contraction for \( T < 1/KM_2 \), which promises the unique determination of \( a(.) \in C([0, T]) \).

Existence of the Solution: To show the existence of the solution of the time dependent inverse source problem, we will show that the series expansion of \( t^{\alpha_m}u(x, t) \) given by equation (5.34), \( t^{\alpha_m}D_{0+, t}^{\alpha_m}u(x, t) \), \( t^{\alpha_m}u_{xx}(x, t) \), and \( t^{\alpha_m}u_{xx}(\pi - x, t) \) are uniformly convergent. As \( a(t) \in C([0, T]) \), there exists a positive integer \( M_3 \), such that \( \|a(t)\| \leq M_3 \). Moreover, by using the same procedure as in the proof of Theorem 5.1 we obtain the estimates for \( u(x, t) \), \( D_{0+, t}^{\alpha_m}u(x, t) \) and \( u_{xx}(x, t) \):

\[
t^{\alpha_m}\|u(x, t)\| \leq C_1 \frac{1}{1 - \varepsilon} \left( \sum_{n=0}^{m-1} t^{\alpha_m} \|\varphi_n\|_x + M_3 t^{\alpha_m} \|f(x, t)\|_{x,t} \right)
\]

\[
+ C_1 \frac{1}{1 - \varepsilon} \sum_{k=1}^{\infty} \frac{1}{k^2} \left( \sum_{n=0}^{m-1} t^{\alpha_m} \|\varphi''_n\|_x + M_3 t^{\alpha_m} \|f(x, t)\|_{x,t} \right)
\]

\[
+ C_1 \frac{1}{1 + \varepsilon} \sum_{k=1}^{\infty} \frac{1}{k^2} \left( \sum_{n=0}^{m-1} t^{\alpha_m} \|\varphi''_n\|_x + M_3 t^{\alpha_m} \|f(x, t)\|_{x,t} \right).
\]

\[
t^{\alpha_m}\|D_{0+, t}^{\alpha_m}u(x, t)\| \leq C_1 \sum_{n=0}^{m-1} t^{\alpha_m} \|\varphi_n\|_x + M_3 (1 + C_1) t^{\alpha_m} \|f(x, t)\|_{x,t}
\]

\[
+ \sum_{k=1}^{\infty} \frac{2C_1}{k^2} \left( \sum_{n=0}^{m-1} t^{\alpha_m} \|\varphi_n''\|_x + M_3 (1 + C_1) t^{\alpha_m} \|f_{xx}(x, t)\|_{x,t} \right).
\]
\[ t^\eta |u_{xx}(x, t)| \leq \frac{C_1}{1 - \varepsilon} \left( \sum_{n=0}^{m-1} t^\eta \|\varphi_n\|_x + M_3 t^\eta \|f(x, t)\|_{x, t} \right) \\
+ \sum_{k=1}^{\infty} \frac{9}{k^2} \left( \frac{C_1}{1 - \varepsilon} \sum_{n=0}^{m-1} t^\eta \|\varphi'_n\|_x + M_3 t^\eta \|f_{xx}(x, t)\|_{x, t} \right) \\
+ \sum_{k=1}^{\infty} \frac{4}{k^x} \left( \frac{C_1}{1 + \varepsilon} \sum_{n=0}^{m-1} t^\eta \|\varphi''_n\|_x + M_3 t^\eta \|f_{xxx}(x, t)\|_{x, t} \right). \]

which on using Weierstrass M-test converge.

Uniqueness of the Solution: The uniqueness of the source term \( a(t) \) has already been proved by using the Banach fixed point theorem. Uniqueness of \( u(x, t) \) can be obtained by following the similar lines as in Theorem 2.5 of [23].

6. Conclusions

We investigated in this paper that fractional Dzherbashian-Nersesian operator is generalization to Riemann-Liouville, Caputo and Hilfer fractional derivatives. Moreover, the emphasis was on the inverse problems of finding a space dependent source term and a time-dependent source term of the diffusion equation from final temperature distribution and integral overdetermination datum respectively. Under some consistency and regularity conditions on the given datum, the existence and uniqueness of inverse problems are presented by using the Fourier Method alongside Weierstrass M-test and Banach fixed point theorem. Finally, under certain fixation of parameters in fractional Dzherbashian-Nersesian operator, our results generalize results of Torebek et al. [22].
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