Forbidden electron capture on $^{24}\text{Na}$ and $^{27}\text{Al}$ in degenerate oxygen-neon cores
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Background: Stars with an initial mass of roughly 7 to 11 solar masses form degenerate oxygen-neon cores following carbon burning [1–3]. Such stars mostly of AGB) stars following carbon burning [1–3]. Previous work constrained the contribution of the forbidden $0^+\rightarrow 2^+_\text{g.s.}$ transition to the $^{20}\text{Ne}(e^-,\nu_e)^{20}\text{F}$ rate and discussed its significance for the evolution of the core.

Purpose: We provide a detailed description of the formalism used in previous work and apply it to two further forbidden transitions that are relevant to degenerate oxygen-neon cores: the $4^+_\text{g.s.} \rightarrow 2^+_\text{g.s.}$ transition in $^{24}\text{Na}(e^-,\nu_e)^{24}\text{Ne}$ and the $5/2^+_\text{g.s.} \rightarrow 1/2^+_\text{g.s.}$ transition in $^{27}\text{Al}(e^-,\nu_e)^{27}\text{Mg}$. Using the stellar evolution code MESA (Modules for Experiment in Stellar Astrophysics) and through timescale arguments.

Results: In the relevant temperature range, the forbidden transitions substantially reduce the threshold densities for $^{24}\text{Na}(e^-,\nu_e)^{24}\text{Ne}$ and $^{27}\text{Al}(e^-,\nu_e)^{27}\text{Mg}$. In the MESA models, $^{24}\text{Na}(e^-,\nu_e)^{24}\text{Ne}$ now occurs immediately following the onset of $^{24}\text{Mg}(e^-,\nu_e)^{24}\text{Na}$. The impact on the overall evolution is uncertain: this is due to known difficulties in accounting for convective instabilities triggered by the $\Lambda = 24$ electron captures. The transition between $^{27}\text{Al}$ and $^{27}\text{Mg}$ may have a minor effect on the early evolution but is unlikely to affect the outcome.

Conclusions: The studied transitions should be included when calculating weak interaction rates between $^{24}\text{Na}$ and $^{24}\text{Ne}$ for temperatures $\log_{10}(T[\text{K}]) \lesssim 8.5$ and between $^{27}\text{Al}$ and $^{27}\text{Mg}$ for $\log_{10}(T[\text{K}]) \lesssim 8.8$.

I. INTRODUCTION

Stars with an initial mass of roughly 7 to 11 solar masses ($M_\odot$) form super asymptotic giant branch (Super-AGB) stars following carbon burning [1–3]. Such stars have a degenerate oxygen-neon (ONe) core composed mostly of $^{16}\text{O}$ and $^{20}\text{Ne}$, with minor amounts of other nuclei such as $^{23}\text{Na}$, $^{24}\text{Mg}$, $^{25}\text{Mg}$, and $^{27}\text{Al}$. Thermal pulses in the surrounding shells add mass to the core and causes it to contract. Eventually it may reach densities where exothermic electron capture processes ignite oxygen burning, triggering a thermal runaway. This event is traditionally known as an electron capture supernova (ECSN) and is believed to result in either a collapse (cECSN) to a neutron star [4, 5] or a thermonuclear explosion (tECSN) with an ONeFe white dwarf remnant [6, 7]. If the growth of the core is too slow the Super-AGB star will expel its envelope before an ECSN occurs. The resulting ONe white dwarf may still reach the threshold density for electron capture by accreting matter from a binary companion. This will lead to either a collapse or a thermonuclear explosion, analogous to the cECSN and tECSN scenarios described above.

The final outcome of an ECSN depends on both the ignition conditions and the physics of the subsequent runaway. In particular, collapse is expected if the central density at ignition $\rho_\text{ign}$ is larger than a critical density $\rho_\text{crit}$. Recent three-dimensional hydrodynamical simulations [7] indicate that $\rho_\text{crit} \approx (1 - 2) \times 10^{10} \text{ g cm}^{-3}$ while similar two-dimensional studies [5] suggest that $\rho_\text{crit} \approx (7.9 - 8.9) \times 10^{10} \text{ g cm}^{-3}$. Simulations of the evolution of ONe cores up to the point of ignition have shown that $\rho_\text{ign}$ is roughly of the order $\sim 10^{10} \text{ g cm}^{-3}$, but there is no consensus on whether it exceeds the above given values of $\rho_\text{crit}$ [2–4, 8–15]. Substantial uncertainties are related to the role of convection, the precise composition of the core, and the details of the different electron capture processes.

The effect of a given electron capture depends on the mass number $A$ of the parent nucleus. Capture on odd-$A$ nuclei generally results in an Urca process where cycles of electron capture and $\beta^-$ decay (e.g. $^{25}\text{Mg} + e^- \rightarrow ^{25}\text{Na} + \nu_e$ and $^{25}\text{Na} \rightarrow ^{25}\text{Mg} + e^- + \bar{\nu}_e$) cool through neutrino-antineutrino emission. On the other hand, for an even-$A$ parent nucleus the energy threshold for a subsequent capture on the odd-$A$ daughter is typically lower than for the initial capture. This leads to an exothermic double electron capture such as $^{20}\text{Ne}(e^-,\nu_e)^{20}\text{F}(e^-,\nu_e)^{20}\text{O}$.

Prior to ignition the electron capture and $\beta^-$ decay rates are in general determined by a limited number of transitions. This is because the relatively low temperatures ($kT \lesssim 100 \text{ keV}$) ensure that only low-lying excited states are thermally populated. The rate tabulations [16, 17] used historically only took allowed transitions into account. However, in Ref. [18] it was
shown that the second-forbidden non-unique transition ($\Delta J^z = 2^+$) between the ground states of $^{20}$Ne and $^{20}$F could have a substantial effect on the capture rate. Ref. [19] constrained the strength of this transition based on a combination of theory and experiment. The astrophysical impact was studied in Ref. [20], which found that the forbidden transition caused a moderate reduction of $\rho_{\text{EC}}$ while simultaneously shifting the point of ignition away from the center of the core.

This paper expands on the work of Ref. [19, 20] by providing a more complete account of the formalism, and by applying it to two further second-forbidden transitions of interest. The first of these is the transition between the $4^+_{gs}$ ground state in $^{24}$Na and the $2^+_1$ excited state in $^{24}$Ne. Its possible astrophysical implications has previously been explored in Ref. [15] for various estimates of the transition strength. We also investigate the $5/2^+_{gs} \rightarrow 1/2^+_1$ transition between the ground states of $^{27}$Al and $^{27}$Mg: it was ignored in previous studies [2, 21] of electron capture on $^{27}$Al in degenerate ONe cores. In addition to the above two transitions, we also test our approach by computing the previously measured $4^+_{gs} \rightarrow 2^+_1$ transition in the $\beta^-$ decay of $^{24}$Na.

The paper is organized in the following manner: In Section II we introduce the general expressions needed to calculate the weak interaction rates, while we discuss the corresponding nuclear matrix elements in Section III. We then present the calculated rates for the forbidden transitions in Section IV and discuss the astrophysical ramifications in Section V. Finally, we state our conclusions in Section VI.

II. WEAK INTERACTION RATES

During the evolution leading up to oxygen ignition the core reaches densities and temperatures of the order $\rho = 10^9-10^{10}$ g cm$^{-3}$ and $T = 10^7-10^8$ K. This means that the nuclei are completely ionized and the electrons can be described as a relativistic and degenerate Fermi gas. The weak interaction rates in such a plasma can be calculated as detailed by Fuller, Fowler and Newman in Ref. [22]. To also include the contribution of forbidden transitions we incorporate the formalism of Behrens and Bühring [23–25] in our treatment. We will now present a summary of this approach. The reader can find a more detailed account in Ref. [26].

A. Key quantities

The temperatures that we encounter are high enough to thermally populate excited nuclear states. Assuming that the nuclei are in thermal equilibrium with the environment the total electron capture or $\beta^-$ decay rate is

$$\lambda^{\text{EC/}\beta^-} = \frac{1}{G(Z,A,T)} \sum_{i,f} (2J_i + 1)\lambda^{\text{EC/}\beta^-}_{if} e^{-E_i/(kT)}$$ (1)

where the sum runs over all possible initial $i$ and final $f$ states. $Z$ and $A$ refer to the atomic and mass numbers of the parent nucleus and the quantity $G(Z,A,T) = \sum_i (2J_i + 1)e^{-E_i/(kT)}$ is the corresponding partition function.

The partial rates in (1) are given by the expressions

$$\lambda^{\text{EC}}_{if} = \frac{\ln 2}{K} \int_{w_i}^{\infty} C(w)wp_c(q_{if} + w)^2 F(Z,w) \times S_e(w)dw$$ (2a)

$$\lambda^\beta_{if} = \frac{\ln 2}{K} \int_{1}^{q_{if}} C(w)wp_c(q_{if} - w)^2 F(Z+1,w) \times [1 - S_e(w)]dw.$$ (2b)

From measurements of superallowed decays the value of the constant $K$ can be constrained to $K = 6144 \pm 2$ s [27]. The integration variable $w$ is the electron energy (including the rest mass) in units of $m_ec^2$, where $m_e$ is the electron mass. Similarly, $p_c = \sqrt{w^2 - 1}$ is the electron momentum in units of $m_ec$. We also define $q_{if}$ as the difference in energy between the final and initial states

$$q_{if} = \frac{Q_{if}}{m_ec^2} = \frac{M_p c^2 - M_d c^2 + E_i - E_f}{m_ec^2},$$ (3)

again in units of $m_ec^2$. Here $M_p$ and $M_d$ refer to the nuclear masses of the parent and daughter nuclei, whereas $E_i$ and $E_f$ are the initial and final excitation energies. For electron capture the lower limit of integration is

$$w_i = \begin{cases} |q_{if}| & \text{if } q_{if} < -1 \\ 1 & \text{if } q_{if} > -1. \end{cases}$$

In this work we only encounter electron capture reactions where $q_{if} < -1$ and thus $w_i = -q_{if}$.

$F(Z,w)$ is the Fermi function that arises from the Coulomb distortion of the electron wave function around the nucleus. Furthermore, the function $S_e(w)$ describes the energy distribution of the electrons in the degenerate Fermi gas. It is given by the Fermi-Dirac distribution

$$S_e(w) = \frac{1}{\exp\left(\frac{wm_ec^2 - \mu_e}{kT}\right) + 1}$$ (4)

with $\mu_e$ being the electron chemical potential, again including the rest mass. We can determine $\mu_e$ from the density $\rho$, electron fraction $Y_e$ and temperature $T$ by solving the equation

$$\rho Y_e = \frac{m_u}{\pi^2} \left(\frac{m_e c}{h}\right)^3 \int_0^{\infty} (S_e - S_p)p^2 dp$$ (5)

where $m_u$ is the atomic mass unit and $S_p$ is the positron energy distribution. The latter is like $S_e$ given by a
Fermi-Dirac distribution (4), but with the opposite sign of the chemical potential (i.e. $\mu_p = -\mu_e$).

All details on the nuclear structure of the involved nuclei are contained in the shape factor $C(w)$. For allowed transitions it is constant with respect to $w$. Typically we are only interested in Gamow-Teller transitions in which case we have

$$C(w) = g_A^2 \frac{|\langle f | \sum_k \sigma^k t^+_k | i \rangle|^2}{2J_i + 1}. \quad (6)$$

Here $g_A = -1.2762(5)$ [28] is the weak axial coupling constant, $\sigma^k$ is the spin operator and $t^+_k$ refers to the isospin lowering and raising operators (corresponding to $\beta^-$ decay and electron capture, respectively). The summation index $k$ runs over all $A$ nucleons.

For second-forbidden non-unique transitions the shape factor depends on $w$ and is given by an expression involving eight different nuclear matrix elements. We discuss the determination of the matrix elements in Section III and present the full expressions for $C(w)$ in Appendix A. The dependence on $w$ of the shape factor is of the form

$$C(w) = a_0 + \frac{a_1}{w} + a_2w + a_3w^2 + a_4w^3. \quad (7)$$

### B. Coulomb corrections

Coulomb interactions between the electrons and ions have a significant impact on the properties of the high-density plasma. As a consequence we must introduce corrections to some of the quantities presented in the preceding section. Here we follow the treatment of Ref. [29, 30].

The most important effect is an increase in the energy difference between nuclei with different charges. Consequently we must replace $q_{if}$ in (3) with in-medium values according to

$$q_{if}^{EC,med} = q_{if}^{EC} - \Delta q_{if}(Z) \quad (8a)$$

$$q_{if}^{\beta^-,med} = q_{if}^{\beta^-} + \Delta q_{if}(Z + 1). \quad (8b)$$

This translates to a larger energy barrier for electron capture, essentially delaying the onset of capture to higher densities.

A further correction arises due to the fact that the energy of the captured or emitted electron is modified in the presence of the background electron gas. To account for this we replace the electron chemical potential in (4) with

$$\mu_e^{med} = \mu_e - V_s. \quad (9)$$

We direct the reader to Ref. [29–31] for details on the calculation of $\Delta q_{if}(Z)$ and $V_s$.

### C. Specific heating rates

Under the assumption that the weak interactions are slow compared to the timescale needed to maintain thermal equilibrium the specific heating rates for electron capture and $\beta^-$ decay can be written

$$\dot{\epsilon}^{EC} = \frac{Y}{m_u} \mu_e + Q_{g.s.}^{EC} - \langle E_{\nu_f}^{EC} \rangle \lambda^{EC} \quad (10a)$$

$$\dot{\epsilon}^{\beta^-} = \frac{Y}{m_u} \mu_e - \langle E_{\nu_f}^{EC} \rangle \lambda^{\beta^-}. \quad (10b)$$

Here $Y$ is the abundance of the parent nucleus and $m_u$ is the atomic mass unit. Furthermore, $Q_{g.s.}$ denotes the energy difference between the ground states of the parent and daughter nuclei (including Coulomb corrections). Note that for the nuclei considered here we have $Q_{g.s.}^{EC} = -Q_{g.s.}^{EC} > 0$. $\langle E_{\nu_f}^{EC/\beta^-} \rangle$ is the average energy of the emitted neutrinos. Finally, $\mu_e$ is the electron chemical potential without the correction term in (9).

The average neutrino energy is given by the ratio

$$\langle E_{\nu_f}^{EC/\beta^-} \rangle = \frac{\xi^{EC/\beta^-}}{\lambda^{EC/\beta^-}} \quad (11)$$

where $\lambda^{EC/\beta^-}$ is the reaction rate (1) and $\xi^{EC/\beta^-}$ is the rate of energy loss through neutrino emission. The latter is calculated as

$$\xi^{EC/\beta^-} = \frac{1}{G(Z, A, T)} \sum_{if} (2J_i + 1) \xi_{if}^{EC/\beta^-} e^{-E_{\nu_f}/(kT)} \quad (12)$$

with the partial neutrino loss rates being

$$\xi_{if}^{EC} = m_e c^2 \frac{2 \ln 2}{K} \int_{w_i}^{\infty} C(w) w p_e(q_{if} + w)^3 dw \quad (13a)$$

$$\times F(Z, w) S_e(w) dw$$

$$\xi_{if}^{\beta^-} = m_e c^2 \frac{2 \ln 2}{K} \int_{1}^{q_{if}} C(w) w p_e(q_{if} - w)^3 \quad (13b)$$

$$\times F(Z + 1, w) [1 - S_e(w)] dw.$$ 

Note that we now have one extra power of the neutrino energy compared to (2a) and (2b).

### III. NUCLEAR MATRIX ELEMENTS

#### A. Form factor coefficients

The expressions for the shape factor $C(w)$ contain quantities $V^A F_{KLS}^{(N)}$ known as form factor coefficients. In the impulse approximation they correspond to nuclear matrix elements $V^A M_{KLS}^{(N)}$ according to

$$V_{KLS}^{(N)} = (-1)^{K-L} V^A F_{KLS}^{(N)} \quad (14a)$$

$$A_{KLS}^{(N)} = -g_A (-1)^{K-L} A^A M_{KLS}^{(N)}. \quad (14b)$$

Here $V$ and $A$ denote vector and axial matrix elements, respectively. Furthermore, $K$ is the rank of the corresponding spherical tensor operator, which arises by coupling the orbital angular momentum $L$ and spin $s$ of the
leptons. The label \( N \) refers to the order in which the coefficients appear when expanding the corresponding form factors in powers of \( qR \), where \( q \) is the momentum transfer and \( R \) is the nuclear radius.

In the leading order second-forbidden non-unique transitions depend on a total of eight form factor coefficients. These include \( V_{F211}^{(0)} \), \( V_{F220}^{(0)} \), \( A^{F221}_e \) and \( A^{F321}_e \), as well as four further coefficients denoted by \( V_{F220}^{(0)}(k_e, 1, 1, 1) \) and \( A^{F221}_e(k_e, 1, 1, 1) \), where \( k_e = 1, 2 \). The latter differ from \( V_{F220}^{(0)} \) and \( A^{F221}_e \) in that the corresponding operators contain an additional factor \( I(k_e, 1, 1, 1; r) \) that modifies their radial dependence. Note that only seven form factor coefficients appeared in Ref. [19]: The reason is that the factor coefficients appeared in Ref. [19]: The reason is that \( A^{F321}_e \) (corresponding to a rank 3 operator) does not satisfy the triangular selection rule for the \( 0^+ \) \( \rightarrow 2^+ \) transition that occurs in \( ^{20}\text{Ne}(e^-, \nu_e)^{20}\text{F} \). This is the opposite of second-forbidden unique transitions \( (\Delta J^e = 3^+) \), which only depend on \( A^{F321}_e \).

We discuss the \( I(k_e, 1, 1, 1; r) \) factors further in Appendix B and list the single-particle matrix elements corresponding to the different form factor coefficients in Appendix C.

### B. Shell model calculations

To determine the nuclear matrix elements we perform shell model calculations in the \( sd \)-shell valence space using the ANTOINE code [32, 33] and the USDB interaction [34]. In our calculations we assume harmonic oscillator single-particle wave functions. Following the procedure described in Ref. [35] we can relate the nuclear radius \( R \) and oscillator length \( b \) to measurements of the charge mean-square radius \( \langle r^2 \rangle \text{exp} \). We take the values of the latter from x-ray spectroscopy of muonic atoms [36]. For the mass number \( A = 24 \) we then get \( R = 3.947 \) fm and \( b = 1.829 \) fm, and for \( A = 27 \) we have \( R = 3.954 \) fm and \( b = 1.808 \) fm.

Our choice of valence space means that we ignore all \( 2\hbar\omega \) excitations. To account for this we should renormalize the operators in the nuclear matrix elements. The axial matrix elements may also be affected by the fact that the axial current is not conserved in the nuclear medium. Analogous to the approach used for Gamow-Teller and unique forbidden transitions (see e.g. Ref. [37–39]) we attempt to account for both effects by using two different values of the axial coupling constant: \( g_A = -1.276 \) (bare) and \( g_A \cdot (\nu_e) \) (quenched). We do not modify the operators contained in the coefficients of the type \( V_{F220}^{(0)} \); these are essentially of the same type as isovector \( E2 \) transitions, which are usually not renormalized in shell model calculations. Finally, \( V_{F211}^{(0)} \) is a special case which we discuss in the next section.

### C. Constraints from CVC theory

A limitation of our approach is that an \( sd \)-shell calculation with harmonic oscillator wave functions yields \( V_{F211}^{(0)} = 0 \) identically. To arrive at a non-zero value of \( V_{F211}^{(0)} \) we can instead relate it to \( V_{F220}^{(0)} \) via conserved vector current (CVC) theory as described in Ref. [24]. For \( \beta^- \) decay we then have the following relation:

\[
V_{F211}^{(0)} = -\frac{1}{\sqrt{10}} \left( \frac{E_e}{m_e c^2} \right) R V_{F220}^{(0)}. \tag{15}
\]

Here \( E_e \) is the energy of the analog \( E2 \) gamma decay in the \( \beta^- \) daughter nucleus and \( R \) is the nuclear radius in units of the reduced electron Compton wavelength \( \lambda_e = \hbar/(m_e c) \). For electron capture the same relation applies but with a positive sign.

In Ref. [19] we further related \( V_{F220}^{(0)} \) in the forbidden transition between \( ^{20}\text{F} \) and \( ^{20}\text{Ne} \) to the experimentally measured strength \( B(E2) \) of the analog gamma decay in \( ^{20}\text{Ne} \). When combined with (15) and the assumption that the ratios \( V_{F220}^{(0)}(k_e, 1, 1, 1)/V_{F220}^{(0)} \) are well-described by the shell model calculation this allowed us to determine the entire vector contribution. We do not use this method for the forbidden transitions between \( ^{24}\text{Na} \) and \( ^{24}\text{Ne} \) or \( ^{27}\text{Al} \) and \( ^{27}\text{Mg} \) as the corresponding \( B(E2) \) strengths are poorly constrained. In addition, in the \( ^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne} \) case the axial contribution appears to play a more important role than for the forbidden transition in \( ^{20}\text{Ne}(e^-, \nu_e)^{20}\text{F} \). This means that determining the exact magnitude of the vector form factor coefficients may not be as helpful in constraining the electron capture rate.

### IV. CALCULATED RATES

#### A. \(^{24}\text{Mg} \leftrightarrow ^{24}\text{Na}\)

Apart from the forbidden decay of \( ^{20}\text{F} \) studied in Ref. [19], there is only one [40] experimentally measured second-forbidden non-unique transition among nuclei with \( A < 36 \): the \( 4^+_\text{g.s.} \rightarrow 2^+ \) transition in the \( \beta^- \) decay of \( ^{24}\text{Na} \). We have calculated the corresponding form factor coefficients as presented in Table I. There are two sets of values: one (SM) taken directly from our shell model calculations and one (SM+CVC) where we have determined \( V_{F211}^{(0)} \) via the CVC relation (15). When applying (15) we used the value \( E_e = 8.148 \) MeV, which we deduced from the energy level data in Ref. [41]. For this particular transition \( A^{F221}_e \) is several times larger than the other form factor coefficients. However, this does not necessarily mean that it is several times more important in determining the decay rate: the impact of a form factor coefficient also depends on the factors multiplied by it in the expression for the shape factor \( C(w) \).
TABLE I. Form factor coefficients for the forbidden transition from the $4_{gs}^+$ state in $^{24}\text{Na}$ to the $2_{1}^+$ state in $^{24}\text{Mg}$. These values have been computed assuming $g_\alpha = -1.276$.

| Form factor coefficient | SM | SM+CVC |
|------------------------|----|--------|
| $V_F^{(0)}_{211}$      | 0  | 0.00144* |
| $V_F^{(0)}_{220}$      | -0.0279 | -0.0279 |
| $V_F^{(0)}_{221}(1, 1, 1, 1)$ | -0.0352 | -0.0352 |
| $V_F^{(0)}_{221}(2, 1, 1, 1)$ | -0.0339 | -0.0339 |
| $A_F^{(0)}_{221}$      | -0.0361 | -0.0361 |
| $A_F^{(0)}_{221}(1, 1, 1, 1)$ | -0.0452 | -0.0452 |
| $A_F^{(0)}_{221}(2, 1, 1, 1)$ | -0.0435 | -0.0435 |
| $A_F^{(0)}_{321}$      | -0.121 | -0.121 |

* Calculated from $V_F^{(0)}_{220}$ via the CVC relation.

TABLE II. $\log ft$ values calculated from Table I, with and without quenching of the axial form factor coefficients, compared with the experimental value given in Ref. [42].

| Form factor coefficients | $g_A$ | $\log ft$ |
|-------------------------|-------|-----------|
| SM                      | -1.276 | 12.24     |
| SM+CVC                  | -1.0   | 12.39     |
| SM+CVC                  | -1.276 | 12.48     |
| SM+CVC                  | -1.0   | 12.68     |
| Exp.                    | -      | 12.7      |

From the form factor coefficients and the resulting $\beta^-$ decay shape factors $C(w)$ we have calculated the $\log(ft)$ values listed in Table II. Our theoretical results can be compared with the measurement $\log(ft) = 12.7$ given in Ref. [42]. (Note that Ref. [41] also lists the value $\log(ft) = 11.34$: this is based on intensity balance arguments and not on any direct measurements.) To arrive at the total forbidden decay rate in Ref. [42] the authors had to extrapolate from the observed region of the electron energy spectrum. In doing so, they effectively assumed that the spectrum was shaped like that of an allowed transition. By their own estimate the transition may in reality be a factor two weaker, giving $\log(ft) = 13$.

The results in Table II indicate that we overestimate the transition strength by a factor $\sim 1$–3. Comparing with $\log(ft) = 13$, we instead get a factor $\sim 2$–6. The agreement is better using the non-zero value of $V_F^{(0)}_{211}$ given by the CVC relation, and the quenched axial contribution. Compared with previous calculations for second-forbidden unique transitions, where shell-model calculations in the sd-shell generally predict half-lives that are within a factor two experiment [37, 38], we seem to do somewhat worse. This is related to the complicated interferences between different matrix elements. However, the astrophysical scenarios studied in this work do not appear to be very sensitive to the exact strength of the forbidden transitions: as we shall see in Section V rates that differ by a factor 2–3 produce very similar results.

From Table I, with $g_\alpha = -1.276$, the transition strength by a factor $\sim 10$ is increased. By their own estimate the transition may in this case be closer to $12$–13. This means that ignoring the forbidden transition we at a factor two weaker, giving $\log(ft) = 13$.

The results in Table II indicate that we overestimate the transition strength by a factor $\sim 1$–3. Comparing with $\log(ft) = 13$, we instead get a factor $\sim 2$–6. The agreement is better using the non-zero value of $V_F^{(0)}_{211}$ given by the CVC relation, and the quenched axial contribution. Compared with previous calculations for second-forbidden unique transitions, where shell-model calculations in the sd-shell generally predict half-lives that are within a factor two experiment [37, 38], we seem to do somewhat worse. This is related to the complicated interferences between different matrix elements. However, the astrophysical scenarios studied in this work do not appear to be very sensitive to the exact strength of the forbidden transitions: as we shall see in Section V rates that differ by a factor 2–3 produce very similar results.

We illustrate the transitions relevant to the $^{24}\text{Mg}(e^-, \nu_e)^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne}$ double electron capture in Fig. 1. As the transitions between the ground states are fourth forbidden ($\Delta I^G = 4^+$) they are too weak to produce any significant electron capture rate. Instead, the $^{24}\text{Mg}(e^-, \nu_e)^{24}\text{Na}$ reaction proceeds via the allowed $0_{gs}^+ \rightarrow 1_{1}^+$ transition to the first excited state in $^{24}\text{Na}$ at 0.472 MeV. A subsequent $^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne}$ capture can then occur through $1_{1}^+ \rightarrow 0_{gs}^+$. Note that the reverse $\beta^-$ decay rate is Pauli blocked: since $\mu_e$ is at this point substantially larger than the maximal electron energy, the factor $[1 - S_e(w)]$ in (2b) vanishes in the interval of integration.

The situation is quite different if the temperature is so low that the population of the $1_{1}^+$ state becomes negligible. In this case the rate of the $^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne}$ capture is determined by the two transitions $4_{gs}^+ \rightarrow 2_{1}^+$ (second forbidden) and $4_{gs}^+ \rightarrow 4_{2}^+$ (allowed). Note that the energy threshold of the latter ($\sim 6.95$ MeV) is slightly higher than for the initial capture on $^{24}\text{Mg}$ ($\sim 6.59$ MeV). This means that ignoring the forbidden transition we at low temperatures expect to see two separate capture reactions: first $^{24}\text{Mg}(e^-, \nu_e)^{24}\text{Na}$ and then $^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne}$ at slightly higher densities.

Both of the above reactions are exothermic, i.e. the specific heating rate $\delta E$ is positive. For
predicted log gives an indication of the transition strength we list the $\beta^-$ capture shape factors, which are trivially related to elements. We should note that a lower $\log(ft)$ include the values obtained using quenched axial matrix addition to the SM and SM+CVC results we also in-

above equations yield

\[
\tilde{\varepsilon}_{EC} \approx \frac{Y}{m_u} \lambda_{0^g.s. \rightarrow 1^+} E_{1^+} \tag{16}
\]

which we can interpret as the heating arising from the gamma decay of the $1^+_g.s.$ state. Similarly, if the $^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne}$ capture proceeds via the $4^+_g.s. \rightarrow 4^+_g.s.$ transition there is an associated heating effect due to the subsequent gamma decay of the excited $4^+_g.s.$ state. The situation is somewhat different if electron capture instead occurs via the $1^+_g.s. \rightarrow 0^+_g.s.$ or $4^+_g.s. \rightarrow 2^+_g.s.$ transitions, whose energy thresholds are lower than for the preceding $^{24}\text{Mg}(e^-, \nu_e)^{24}\text{Na}$ reaction. For such superthreshold captures we naturally have $\mu_e + Q_{g.s.} > 0$ but also $\langle E_\nu \rangle_{EC} > 0$. The net effect is, however, still exothermic.

A subtlety in the evaluation of the $^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne}$ rate is the fact that the $1^+_g.s.$ state in $^{24}\text{Na}$ is an isomer. It decays to the $4^+_g.s.$ ground state via an M3 transition with a half-life of 20.18 ms [41]. As this is many orders of magnitude slower than typical gamma decays one might ask whether the population of the $1^+_g.s.$ state still follows a Boltzmann distribution as assumed in (1). In Appendix D we argue that this assumption is still appropriate.

To determine the effect of the forbidden transition on the electron capture rate we have calculated the corresponding form factor coefficients as listed in Table III. In contrast to the preceding section, here we list the form factor coefficients in the electron capture direction. As before we either let $V^{F(0)}_{211} = 0$ (SM) or use (15) to relate it to $V^{F(0)}_{220}$ (SM+CVC). Since there is no experimental value for $E_\nu$ in (15), i.e. the excitation energy of the isobaric analog of the $^{24}\text{Ne} 2^+_g.s.$ state in $^{24}\text{Na}$, we estimate it based on the Coulomb displacement energies between isobaric analog states [43]:

$$E_\nu = Q + \Delta E_C - (m_n c^2 - m_p c^2), \tag{17a}$$

$$\Delta E_C = 1.4136(1) Z/\Lambda^{1/3} - 0.91338(11) \text{ MeV} \tag{17b}$$

Here $Q = 4.959$ MeV is the energy difference between the initial and final states in the forbidden transition, and $m_n$ and $m_p$ are the neutron and proton masses. We have also introduced the quantity $Z = (Z_i + Z_f)/2$. The above equations yield $E_\nu = 7.90$ MeV.

From Table III we can derive the corresponding electron capture shape factors, which are trivially related to the ones of the reverse $\beta^-$ decay (see Appendix A). To give an indication of the transition strength we list the predicted $\log ft$ values for the $\beta^-$ decay in Table IV. In addition to the SM and SM+CVC results we also include the values obtained using quenched axial matrix elements. We should note that a lower $\log(ft)$ value does not always imply a higher electron capture rate: the $\beta^-$ decay rate is determined by the behaviour of the shape factor for electron energies below $Q_{EC}$, while electron capture occurs for energies above this value.

We have evaluated the forbidden electron capture rate for both the SM and SM+CVC cases as shown in Fig. 2. To calculate the allowed rates in the plot we used the transition strengths listed in Ref. [18]. In the relevant density range (roughly $\log,Y(g \text{ cm}^{-3}) = 9.3-9.4$) the SM rate is 2.5–3 times higher than the SM+CVC rate. Quenching of the axial matrix elements results in rates (not shown in the figure) that are 30% to 50% lower. In the upper panel of Fig. 2 we have assumed a temperature of $\log(T[K]) = 8.4$, which is roughly what is seen in simulations without Urca cooling (see Ref. [14]). In this case the forbidden transition increases the rate by up to 3 orders of magnitude for $\log(Y(g \text{ cm}^{-3})) \lesssim 9.4$, but without this contribution there would still be a substantial capture rate at low densities via the $1^+ \rightarrow 0^+$ transition. This is not the case in the lower panel, where we have plotted the rates for the temperature $\log(T[K]) = 7.8$. Such low temperatures are seen in models with substantial Urca cooling (see Ref. [15]). The population of the $1^+$ state in $^{24}\text{Na}$ is now so low that the contribution from the $1^+ \rightarrow 0^+$ transition is negligible and we would see no electron capture for $\log(Y(g \text{ cm}^{-3})) \lesssim 9.4$ if we did not include the forbidden transition. In general, the forbidden transition will have a significant contribution to the total capture

| Form factor coefficient | SM | $\log(ft)$ |
|-------------------------|----|------------|
| $F^{(0)}_{211}$         | 0  | 11.57      |
| $F^{(0)}_{220}$         | 0.0451 | 0.0451 |
| $F^{(0)}_{220}(1,1,1,1)$| 0.0630 | 0.0630 |
| $F^{(0)}_{220}(2,1,1,1)$| 0.0620 | 0.0620 |
| $A^{(0)}_{211}$         | -0.109 | -0.109 |
| $A^{(0)}_{220}(1,1,1,1)$| -0.128 | -0.128 |
| $A^{(0)}_{220}(2,1,1,1)$| -0.122 | -0.122 |
| $A^{(0)}_{220}$         | -0.00020 | -0.00020 |

* Calculated from $V^{F(0)}_{220}$ via the CVC relation.

TABLE III. Form factor coefficients for the forbidden transition from the $4^+_g.s.$ state in $^{24}\text{Na}$ to the $2^+_g.s.$ state in $^{24}\text{Ne}$. We use $g_a = -1.276$ when computing the axial coefficients.

| Form factor coefficient | $g_a$ | $\log(ft)$ |
|-------------------------|-------|------------|
| SM                     | -1.276 | 11.57      |
| SM+CVC                 | -1.0   | 11.69      |
| SM+CV                  | -1.276 | 12.14      |
| SM+CVC                 | -1.0   | 12.38      |
rate for temperatures $\log_{10}(T[K]) \lesssim 8.5$.

C. $^{27}$Al $\leftrightarrow ^{27}$Mg

![Energy level diagram](image)

In Fig. 3 we show the transitions that determine the rate for the $^{27}$Al($e^{-}, \nu_e$)$_{\beta^{-}}^{27}$Mg electron capture rate as well as the rate of the reverse $\beta^-$ decay. As $^{27}$Al and $^{27}$Mg are odd-even nuclei we would expect electron capture to trigger an Urca process. However, at low temperatures this can only occur via the forbidden transition between the two ground states. If we instead only consider allowed transitions electron capture is delayed until the threshold for the $5/2^+_{g.s.} \rightarrow 3/2^+_1$ transition is reached. At this point the reverse $\beta^-$ decay rate of $^{27}$Mg is negligible: there is no significant thermal population of the excited $3/2^+$ state and the $1/2^+_{1s.s.} \rightarrow 1/2^+_1$ transition from the ground state to the first excited state in $^{27}$Al has become Pauli blocked. Without $\beta^-$ decay there cannot be any Urca cycles and instead of a cooling effect we would see heating from the gamma decay of the excited $3/2^+$ state (see our discussion in the preceding section). Note that at higher temperatures ($\log_{10}(T[K]) \gtrsim 8.8$) Urca processes can occur via allowed transitions between excited states. This is demonstrated in Ref. [21], which did not include any forbidden transitions.

To establish whether any significant Urca cooling occurs via the forbidden transition between the ground states we must first constrain its strength. Following the same procedure as in the preceding sections we have calculated the form factor coefficients using shell model (SM) calculations and by also applying the CVC relation (15) (SM+CVC), where we used $E_\gamma = 6.814$ MeV [44] for the latter. We list the results in Table V. From these coefficients (with and without quenching of the axial part) we derive the corresponding shape factors. We show the resulting log $ft$ values of the reverse $\beta^-$ decay in Table VI.
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**FIG. 2.** Electron capture rate on $^{24}$Na as a function of density with Coulomb corrections included. We plot the total rate as well as the individual contributions from the four transitions that dominate the capture rate. The upper panel corresponds to $\log_{10}(T[K]) = 8.4$ and the lower panel to $\log_{10}(T[K]) = 7.8$.
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**FIG. 3.** Energy level diagram illustrating the transitions that determine the rate of the $^{27}$Al($e^{-}, \nu_e$)$_{\beta^{-}}^{27}$Mg electron capture as well as the reverse beta decay. The forbidden transition is in red. We list excitation energies as well as the ground state energy of $^{27}$Mg relative to the ground state of $^{27}$Al. Both are in units of MeV. The nuclear data has been taken from Ref. [44].

In Fig. 3 we show the transitions that determine the

$^{27}$Al($e^{-}, \nu_e$)$_{\beta^{-}}^{27}$Mg electron capture rate as well as the rate of the reverse $\beta^-$ decay. As $^{27}$Al and $^{27}$Mg are odd-even nuclei we would expect electron capture to trigger an Urca process. However, at low temperatures this can only occur via the second-forbidden transition between the two ground states. If we instead only consider allowed transitions electron capture is delayed until the threshold for the $5/2^+_{g.s.} \rightarrow 3/2^+_1$ transition is reached. At this point the reverse $\beta^-$ decay rate of $^{27}$Mg is negligible: there is no significant thermal population of the excited $3/2^+$ state and the $1/2^+_{1s.s.} \rightarrow 1/2^+_1$ transition from the ground state to the first excited state in $^{27}$Al has become Pauli blocked. Without $\beta^-$ decay there cannot be any Urca cycles and instead of a cooling effect we would see heating from the gamma decay of the excited $3/2^+$ state (see our discussion in the preceding section). Note that at higher temperatures ($\log_{10}(T[K]) \gtrsim 8.8$) Urca processes can occur via allowed transitions between excited states. This is demonstrated in Ref. [21], which did not include any forbidden transitions.

To establish whether any significant Urca cooling occurs via the forbidden transition between the ground states we must first constrain its strength. Following the same procedure as in the preceding sections we have calculated the form factor coefficients using shell model (SM) calculations and by also applying the CVC relation (15) (SM+CVC), where we used $E_\gamma = 6.814$ MeV [44] for the latter. We list the results in Table V. From these coefficients (with and without quenching of the axial part) we derive the corresponding shape factors. We show the resulting log $ft$ values of the reverse $\beta^-$ decay in Table VI.

**TABLE V.** Form factor coefficients for the forbidden transition from the $5/2^+_{g.s.}$ state in $^{27}$Al to the $1/2^+_{g.s.}$ state in $^{27}$Mg. For the axial coefficients we assumed $\alpha_A = -1.276$.

| Form factor coefficient | SM | SM+CVC |
|-------------------------|----|--------|
| $V_F^{(0)}_{211}$       | 0  | 0.0116$^a$ |
| $V_F^{(0)}_{220}$       | 0.269 | 0.269 |
| $V_F^{(0)}_{220(1,1,1,1)}$ | 0.316 | 0.316 |
| $V_F^{(0)}_{220(2,1,1,1)}$ | 0.300 | 0.300 |
| $A_F^{(0)}$             | 0.125 | 0.125 |
| $A_F^{(0)}_{221}$       | 0.139 | 0.139 |
| $A_F^{(0)}_{221(1,1,1,1)}$ | 0.130 | 0.130 |
| $A_F^{(0)}_{321}$       | -0.368 | -0.368 |

$^a$ Calculated from $V_F^{(0)}_{220}$ via the CVC relation.

In Fig. 4 we plot the electron capture and $\beta^-$ decay rates as a function of the density at a temperature of $\log_{10}(T[K]) = 8.3$. For the allowed transition between the $5/2^+_{g.s.}$ and $3/2^+_2$ states we used a transition strength corresponding to $\log ft = 5.51$ in the $\beta^-$ decay direction. We determined this value through a shell model calculation. As seen in the upper panel we are able to reproduce the rate from Ref. [21] by solely including allowed transitions. Per our earlier discussion there is no
TABLE VI. log ft values for laboratory β− decay corresponding to the form factor coefficients in Table V, with and without quenching applied to the axial coefficients.

| Form factor coefficients | gA  | log ft |
|--------------------------|-----|--------|
| SM                      | 0.1276 | 11.33 |
| SM+CVC  | 0.1276 | 11.13 |
| SM+CVC  | 0.10 | 11.23 |

Urca cooling in this case: excited states are not thermally populated at this temperature and the β− decay of the 27Mg ground state becomes Pauli blocked before electron capture on 27Al can occur. In contrast, in the lower panel we also include the contribution from the forbidden transition. This significantly alters both the electron capture and β− decay rates and the density ranges in which the two processes occur now overlap. The decay and capture rates become roughly equal at log10(ρYe/3g cm−3) ≈ 8.4. This is when we would expect the Urca process to be the most efficient. However, at this point the rates are only of the order 10−14 − 10−13 s−1. As a consequence, the Urca cooling is marginal in our models (see Section V B). Nevertheless, the forbidden transition has a large impact on both β− decay and electron capture rates at temperatures log10(T[K]) ≲ 8.5, and we recommend its inclusion in stellar evolution modeling.

V. ASTROPHYSICAL IMPACT

A. 24Na ↔ 24Ne

To illustrate the impact of the forbidden transition between 24Na and 24Ne we use the one-dimensional stellar evolution code MESA [45] (Modules for Experiments in Stellar Astrophysics, version 10398). We use MESA’s ability to calculate weak interaction rates on the fly, which we have extended to support second-forbidden transitions as described in Appendix E.

In our simulations we use the set up of Refs. [14, 15] to which we refer the reader for the full details. In short, a degenerate ONe core is prepared at a density of ρ = 0.40 × 109 g cm−3 and mass is then added at a constant rate M to simulate the core growth. For the initial composition we assume the default set of mass fractions used in Ref. [15]: X(16O) = 0.50, X(20Ne) = 0.39, X(23Na) = 0.05, X(24Mg) = 0.05 and X(25Mg) = 0.01. Furthermore, for the growth rate we use the values M = 10−7 M⊙ yr−1, 10−6 M⊙ yr−1 or 10−5 M⊙ yr−1. This is in line with simulations of thermally stable hydrogen and helium burning which predict core growth rates (4–7) × 10−7 M⊙ yr−1 [46] and (1.5–4.5) × 10−6 M⊙ yr−1 [47], respectively.

In Fig. 5 we show the evolution of the central temperature and density for the MESA simulations with the growth rate M = 10−6 M⊙ yr−1. The initial evolution is identical, with substantial cooling from the 25Mg ↔ 23Na and 23Na ↔ 24Ne Urca cycles. Differences between the simulations appear once the threshold density for capture on 24Mg is reached. If the forbidden transition is ignored capture occurs first on 24Mg and later on 24Na, as explained in Section IV B. If it is included we get the double electron capture 24Mg(e−, νe)24Na(e−, νe)24Ne when the electron chemical potential reaches the threshold for capture on 24Mg. The difference between using the SM and SM+CVC rates is minimal. Furthermore, the simulations converge for densities ρc ≈ 109 independently of the inclusion of the forbidden transition. As explained in Ref. [15] this is due to the core returning to the trajectory defined by the balance between compression heating and losses from thermal neutrinos.

The subsequent evolution follows the results presented in Ref. [20]: Electron capture on 20Ne sets in at ρc ≈ 6.8 × 109 g cm−3 within the second-forbidden transition between the ground states of 20Ne and 20F. As the
resulting rate is comparatively slow the heating from the $^{20}\text{Ne}(e^-, \nu_e)\text{F}(e^-, \nu_e)\text{O}$ double electron capture is gradual and it is temporary canceled by the cooling from the $^{25}\text{Na} \leftrightarrow ^{25}\text{Ne}$ Urca process. After the exhaustion of $^{25}\text{Na}$ in the center the heating resumes and eventually ignites runaway oxygen burning: Our simulations stop when the energy from the oxygen burning exceeds the thermal neutrino losses. Prior to this a substantial fraction of the central $^{20}\text{Ne}$ has been converted into $^{20}\text{O}$. If the depletion is large enough ignition occurs mildly off-center where there is more $^{20}\text{Ne}$ left.

TABLE VII. Ignition densities and radii with and without the forbidden transition between $^{24}\text{Na}$ and $^{24}\text{Ne}$ (assuming the SM+CVC rate).

| $\dot{M}$ (M$_\odot$ yr$^{-1}$) | $\rho_c^{\text{ign}}$ (g cm$^{-3}$) | $R_{\text{ign}}$ (km) |
|-----------------|-----------------|-----------------|
| $10^{-7}$       | 9.43            | 58              |
| $10^{-6}$       | 9.13            | 35              |
| $10^{-5}$       | 8.64            | $< 10$          |

In the final phase the simulations with and without the forbidden transition between $^{24}\text{Na}$ and $^{24}\text{Ne}$ again diverge, although only slightly. We summarize the effects on the ignition density and radii for the three different growth rates in Table VII. The only discernible change occurs in the simulations with off-center ignition: in these cases the ignition density is slightly reduced while the ignition radius grows by 4–7 km.

To also illustrate the off-center differences between the models Fig. 6 presents the temperature profiles at the end of the simulations. The spatial variation in temperature partially mirrors the temporal evolution in Fig. 5. Note that electron capture processes that have ceased in the center are still taking place further out where the density is lower. We have marked the approximate locations where electron capture on $^{24}\text{Mg}$ and (when occurring separately) $^{24}\text{Na}$ is taking place.

The above results would suggest that the forbidden transition only has a minor impact on the ignition conditions. However, as described in Ref. [15] the steep temperature gradient arising from electron capture on $^{24}\text{Mg}$ and $^{24}\text{Na}$ induces convective instabilities that cannot be modeled in the present version of MESA. Further work is needed to determine their implications. As the forbidden transition affects the appearance of the temperature gradients it should be included in future work.

The evolution of the core is of course sensitive to the details of the composition, which is determined by the preceding carbon burning. A special case arises when there is a substantial amount of residual $^{12}\text{C}$ in the core. This has recently been investigated in Ref. [48]. Following the same procedure, we have run MESA simulations presented in Fig. 7. The composition is taken as $X(^{12}\text{C}) = 0.01$ and $X(^{20}\text{Ne}) = 0.38$ with other mass fractions remaining the same as before. In all three cases, the electron captures ignite runaway carbon burning, but when the forbidden transition is included this occurs at significantly lower densities than before. The difference between using the SM and SM+CVC rates is as before negligible. Due to numerical difficulties resulting from convection triggered by the carbon burning (see Ref. [48]...
for details) we are unable to follow the subsequent evolution of the core towards oxygen ignition. Nevertheless, the above results indicate that the forbidden transition is of significance for cores with residual carbon.

B. $^{27}$Al $\leftrightarrow$ $^{27}$Mg

An Urca process affects the temperature if it has enough time to release a significant amount of neutrinos before it ceases to operate. In quantitative terms, the cooling timescale $t_{\text{cool}}$ must be shorter than the timescale $t_{\text{cross}}$ it takes to cross the density range where the Urca process is active. Ref. [15] derives the following approximations

$$t_{\text{cool}} \approx 4 \times 10^2 \left( \frac{T}{10^8 \text{ K}} \right)^{-3} \left( \frac{X}{0.01} \right)^{-1} \times \left( \frac{Q}{5 \text{ MeV}} \right)^{-2} \left( \frac{f t}{10^8 \text{ s}} \right) \text{ yrs}$$

$$t_{\text{cross}} \approx 2 \times 10^{-2} \left( \frac{T}{10^8 \text{ K}} \right) \left( \frac{\rho}{10^9 \text{ g cm}^{-3}} \right)^{-1/3} t_{\rho}.$$  

(18)

(19)

Here $X$ is the initial mass fraction of the parent nucleus, $Q$ is the energy difference between the initial and final states, and $f t$ describes the strength of the transition. Furthermore, $t_{\rho} = (d \ln \rho_c/dt)^{-1}$ is the compression timescale that sets the pace of the density growth. From Ref. [14] we have the expression

$$t_{\rho} \approx 5 \times 10^4 \left( \frac{\rho}{10^9 \text{ g cm}^{-3}} \right)^{-0.55} \times \left( \frac{M}{10^{-6} \text{ M}_\odot \text{ yr}^{-1}} \right)^{-1} \text{ yr}$$

(20)

which was derived by modeling the core as a zero-temperature white dwarf in hydrostatic equilibrium with $Y_e \approx 0.5$ and $\rho \sim 10^9 - 10^{10} \text{ g cm}^{-3}$. While the threshold density for capture on $^{27}$Al is somewhat lower than this ($\rho \approx 5 \times 10^8 \text{ g cm}^{-3}$) the approximation in (20) is still acceptable for our purposes.

For the forbidden transition, we have $Q \approx 3 \text{ MeV}$ and $\log f t \approx 11$. Furthermore, simulations [2, 3] of the carbon burning stage indicate that $X < 0.01$. Given a slow growth rate of $M = 10^{-7} \text{ M}_\odot \text{ yr}^{-1}$ we then have that $t_{\text{cool}} < t_{\text{cross}}$ at the threshold density only if $T \gtrsim 1.6 \text{ GK}$. For larger values of $M$ the required temperature is even higher. As we expect that $T \lesssim 1 \text{ GK}$ prior to oxygen ignition we can conclude that the Urca cooling due to the forbidden transition is negligible. At such high temperatures the electron capture and $\beta^-$ decay rates would in any case be dominated by allowed transitions.

Despite the weakness of the forbidden transition the timescale $(\lambda_{\text{forbidden}})^{-1}$ of the corresponding electron capture rate will still fall below the compression timescale $t_{\rho}$. This means that the onset of $^{27}$Al($e^-, \nu_e$)$^{27}$Mg is not delayed until the threshold density for the allowed $5/2^+_{\text{g.s.}} \to 3/2^+_1$ transition is reached. As a consequence the mild heating due to the gamma decay of the $3/2^+$ state, as seen in Fig. 8 of Ref. [48], would likely not occur. This effect is at any rate small and occurs comparatively early in the evolution of the core. It is thus reasonable to conclude that the forbidden transition does not have any significant impact on the ignition conditions.

VI. CONCLUSIONS

We have provided a more detailed account of the formalism used in Ref. [19, 20]. Furthermore, we have investigated two additional second-forbidden non-unique transitions ($\Delta J^m = 2^+$) of relevance to degenerate ONe cores: the $4^+_{\text{g.s.}} \to 2^+_1$ transition from $^{24}$Na to $^{24}$Ne, and the $5/2^+_{\text{g.s.}} \to 1/2^+_2$ transition from $^{27}$Al to $^{27}$Mg. The necessary nuclear matrix elements have been determined through shell-model calculations (SM) in combination with constraints from CVC theory (SM+CVC). We have calculated the axial matrix elements using both bare ($g_A \approx -1.276$) and quenched ($g_A \approx -1.0$) values of the axial coupling constant. To test our approach we have applied it to the previously measured $4^+_{\text{g.s.}} \to 2^+_1$ transition in the $\beta^-$ decay of $^{24}$Na.

For the decay of $^{24}$Na our calculated rate is within a factor 1 to 3 of the value given by Ref. [42]. However, when extrapolating from the measured region of the electron energy spectrum the authors of Ref. [42] had assumed an allowed spectrum shape: in reality the difference between the theoretical and measured rates may be as high as a factor 3 to 6. We arrived at the best agreement by using the SM+CVC approach, with quenching applied to the axial nuclear matrix elements.

The forbidden transition between $^{24}$Na and $^{24}$Ne has a substantial impact on the electron capture rate for tem-
temperatures \(\log_{10}(T[K]) \lesssim 8.5\). It lowers the threshold density for \(^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne}\) so that it can occur immediately following the onset of \(^{24}\text{Mg}(e^-, \nu_e)^{24}\text{Na}\). To illustrate the astrophysical impact we performed simulations using the stellar evolution code MESA according to the procedures detailed in Ref. [14, 15, 48]. The effects do not appear to be very sensitive to uncertainties in the rate: the SM and SM+CVC rates produce very similar results despite being up to a factor 3 different. In general the impact on the ignition conditions appears negligible, but there is a change in the radial temperature gradients arising from the \(A = 24\) captures. These gradients are known to cause convective instabilities that are not accounted for in our simulations and future work should include the forbidden transition. Finally, we note that in models where burning of residual \(^{12}\text{C}\) occurs the forbidden transition reduces the carbon ignition density.

The forbidden transition between the ground states of \(^{27}\text{Al}\) to \(^{27}\text{Mg}\) permits the onset of electron capture at lower densities, precluding the minor heating associated with capture into excited states. However, the transition strength is too small to produce any significant cooling during the time that the stellar core spends in the density range where Urca cycles occur. Considering the early onset and small impact of this electron capture reaction, we expect its significance for the ignition conditions to be minimal. However, we still recommend that this transition is included when calculating the electron capture and \(\beta^-\) decay rates between \(^{27}\text{Al}\) and \(^{27}\text{Mg}\) for conditions \(\log_{10}(T[K]) \lesssim 8.8\).
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APPENDIX A: Shape factors

For second-forbidden non-unique transitions the shape factor can be written (see Ref. [24]) as the sum

\[
C(w) = \sum_{k_e+k_\nu=3} \lambda_{k_e} \left\{ M_2^e(k_e, k_\nu) + m_2^e(k_e, k_\nu) \right\} - \frac{2\mu_{k_e}\gamma_{k_e}}{k_e w} M_2(k_e, k_\nu) m_2(k_e, k_\nu) \\
+ \sum_{k_e+k_\nu=4} \lambda_{k_e} \left\{ M_2^e(k_e, k_\nu) + \tilde{M}_2^e(k_e, k_\nu) \right\}
\]

where the indices \(k_e\) and \(k_\nu\) run over the positive integers. Furthermore, we have \(\gamma_k = \sqrt{k^2 - (\alpha Z)^2}\) and assume \(\lambda_{k_e} \approx 1\) and \(\mu_{k_e} \approx 1\). The two latter quantities arise due to the Coulomb interaction between the nucleus and the electron and the approximations are valid for the small \(Z\) we encounter in this work. \(M_2^e(k_e, k_\nu)\) and \(m_2^e(k_e, k_\nu)\) contain the form factor coefficients and are given by

\[
M_2(k_e, k_\nu) = \frac{2(p_e R)^{k_e-1}(p_\nu R)^{k_\nu-1}}{\sqrt{15}(2k_e - 1)!(2k_\nu - 1)!} \left\{ - \frac{\sqrt{3}}{2} F_{220}(0) + \frac{\alpha Z}{2k_e + 1} F_{220}(1, 1, 1) \right\}
\]

\[
+ \left[ \frac{wR}{2k_e + 1} \pm \frac{p_\nu R}{2k_\nu + 1} \right] \left\{ F_{220}(0) - \frac{\alpha Z}{2k_e + 1} \frac{3}{2} F_{221}(1, 1, 1) - \frac{wR}{2k_e + 1} \right\}
\]

\[
m_2(k_e, k_\nu) = \pm \frac{2(p_e R)^{k_e-1}(p_\nu R)^{k_\nu-1}}{\sqrt{15}(2k_e - 1)!(2k_\nu - 1)!} \frac{R}{2k_e + 1} \left\{ F_{220}(0) \pm \frac{\sqrt{3}}{2} A F_{221}(1, 1, 1) \right\}
\]

\[
\tilde{M}_2(k_e, k_\nu) = \pm 2 \frac{\sqrt{2}(p_e R)^{k_e-1}(p_\nu R)^{k_\nu-1}}{\sqrt{5}(2k_e - 1)(2k_\nu - 1)!} \frac{3}{2k_e + 1} \left\{ F_{220}(0) \pm \frac{k_e - k_\nu}{3} \frac{\sqrt{3}}{2} A F_{221} \right\}
\]

\[
\tilde{M}_3(k_e, k_\nu) = -2 \frac{2(p_e R)^{k_e-1}(p_\nu R)^{k_\nu-1}}{\sqrt{15}(2k_e - 1)!(2k_\nu - 1)!} A F_{321}^{(0)}.
\]

In these expressions \(p_e\) and \(p_\nu\) are the electron and neutrino momenta in units of \(m_e c\) and \(R\) refers to the nuclear radius in units of the reduced electron Compton wavelength \(\lambda_e = \hbar/(m_e c)\). Upper signs apply to \(\beta^-\) decay
while lower signs correspond to electron capture. Note that the latter case was derived in Ref. [24, 25] assuming orbital electron capture. We can with some modifications apply this derivation to continuum electron capture as shown in Ref. [26].

One can compare the shape factor for $\beta^-$ decay from an initial state $i$ to a final state $f$ with the shape factor of the reverse electron capture from $f$ to $i$. For a given electron energy $w$ the neutrino momentum has opposite signs in the two cases:

$$p_\nu^\beta = q_f^\beta - w = - (q_i^{EC} + w) = -p_i^{EC}. \quad (A6)$$

Furthermore, the form factor coefficients follow the relation

$$\left[\frac{V/A F(N)_{KLs}}{F_{KLs}}\right]_{f \rightarrow i}^{EC} = (-1)^{K - s + j_i - j_f} \times \sqrt{\frac{2J_i + 1}{2J_f + 1}} \left[\frac{V/A F(N)_{KLs}}{F_{KLs}}\right]_{i \rightarrow f}^{\beta^-}. \quad (A7)$$

which of course also applies to coefficients of the type $V/A F(N)_{KLs}(k_e, m, n, \rho)$. Note that Ref. [24, 25] arrived at a similar equation when exchanging initial and final states in the reduced lepton matrix elements. As shown in Ref. [49] the sign change in (A7) ultimately arises from the conjugation properties of the corresponding spherical tensor operators.

If we insert (A7) and (A6) into (A1)–(A5) we arrive at

$$C_{f \rightarrow i}^{EC}(w) = \frac{2J_i + 1}{2J_f + 1} C_{i \rightarrow f}^{\beta^-}(w). \quad (A8)$$

In other words the shape factors for $\beta^-$ decay and for the reverse electron capture are given by the same expression, up to a trivial factor correcting for the exchange of the initial and final angular momenta. The key difference instead lies in the domain of the two shape factors: for $\beta^-$ decay the electron energy cannot exceed the decay $Q$ value ($w < q_f$) whereas for electron capture the energy must instead be larger than this value ($w > q_f$, assuming $q_f > 1$). One can view $C_{f \rightarrow i}^{EC}(w)$ as an extension of $C^{\beta^-}(w)$ to higher energies.

One should note that (A8) does not apply when comparing stellar electron capture to $\beta^-$ decay measured in the laboratory. This is due to the Coulomb correction (8a) which means that $q_{ij}^{EC,med} \neq q_{ij}^\beta$, thus invalidating (A6). The relationship used in Ref. [19] between the forbidden $^{20}$Ne $\rightarrow ^{20}$F electron capture to the measured $\beta^-$ decay of $^{20}$F corrected for this fact by first computing the electron capture shape factor for arbitrary $q_{ij}^{EC,med}$ and then rescaling it by the same amount as the fitted $\beta^-$ decay shape factor so that (A8) was recovered in the limit of no Coulomb correction.

**Appendix B: $I(k_e, m, n, \rho)$ factors**

In addition to the regular matrix elements $V/A m_{KLs}^{(N)}$, we also need to calculate $V/A m_{KLs}^{(N)}(k_e, m, n, \rho)$ where the operator is multiplied by a factor $I(k_e, m, n, \rho; r)$. Although this factor depends on how the nuclear charge distribution is parameterized, it has been shown [23] that it is not very sensitive to the precise form. For simplicity, we can then assume a spherical uniform distribution for which the factors we need in this work can be written

$$I(k_e, 1, 1; r) = \begin{cases} 
3 & - \frac{2k_e + 1}{2(2k_e + 3)} \left( \frac{r}{R} \right)^2, 0 \leq r \leq R \\
\frac{2k_e + 1}{2k_e} \frac{R}{r} - \frac{3}{2k_e(2k_e + 3)} \left( \frac{R}{r} \right)^{2k_e + 1}, r \geq R.
\end{cases} \quad (B1)$$

Furthermore, one can show that we have the general property $I(k_e, m, n, 0) = 1$. This means that we can put matrix elements with and without these factors on an equal footing by writing

$$V/A m_{KLs}^{(N)} = V/A m_{KLs}^{(N)}(k_e, m, n, 0).$$

**Appendix C: Single-particle matrix elements**

The nuclear matrix elements can be decomposed as

$$V/A m_{KLs}^{(N)}(k_e, n, n, \rho) = \frac{1}{\sqrt{2J_i + 1}} \sum_{\alpha\beta} \langle \psi_f | [\hat{a}_\alpha^\dagger \otimes \hat{a}_\beta]^K | \psi_i \rangle \frac{\sqrt{2K + 1}}{\sqrt{2K + 1}} \times V/A m_{KLs}^{(N)}(k_e, m, n, \rho)(\alpha\beta) \quad (C1)$$

where $\psi_i$ and $\psi_f$ are the initial and final nuclear states and the summation indices $\alpha$ and $\beta$ run over all single-nucleon states in the valence space. Here $\langle \psi_f | [\hat{a}_\alpha^\dagger \otimes \hat{a}_\beta]^K | \psi_i \rangle$ is the reduced one-body transition density (which we get from our shell model calculations) and $V/A m_{KLs}^{(N)}(k_e, m, n, \rho)(\alpha\beta)$ is the associated single-particle matrix element. Note that for $\beta^-$ decay $\alpha$ denotes a proton and $\beta$ denotes a neutron, with the opposite being the case for electron capture.

A derivation of the single-particle matrix elements can be found in Ref. [24]. It should be noted that the authors follow the Biedenharn-Rose (BR) phase convention [50] while our shell model calculations use the Condon-Shortley (CS) convention [51]. This means that expressions for the single-particle matrix elements must be modified so that they can be used with one-body transition densities in the CS convention.

The formalism in Ref. [24] is fully relativistic and the single-nucleon states are thus given by spinors. If we follow the CS convention but otherwise adhere to the
where the quantum number \( \kappa \) determines both \( l \) and \( j \) and is defined by

\[
\kappa = \begin{cases} 
j + \frac{1}{2} & \text{for } l = j + \frac{1}{2} \\
-(j + \frac{1}{2}) & \text{for } l = j - \frac{1}{2}
\end{cases}
\]

and where \( \chi_{\kappa \mu} \) is the spin-angular part

\[
\chi_{\kappa \mu} = [Y_l(\hat{r}) \otimes \chi_{1/2}]_{\kappa \mu}.
\]

The functions \( g_n(r) \) and \( f_n(r) \) are solutions to the radial Dirac equation. As described in Ref. [24] we can relate these functions to non-relativistic nuclear models (such as the shell model) by taking the non-relativistic limit of the radial equations. \( g_n(r) \) then becomes the solution of the corresponding radial Schrödinger equation whereas \( f_n(r) \) is given by

\[
f_n(r) = \frac{1}{2M_N} \left( \frac{d}{dr} + \frac{\kappa + 1}{r} \right) g_n(r) \tag{C4}\]

with \( M_N \) being the nucleon mass in units of \( m_e \). For the harmonic oscillator basis we use in this work we have

\[
g_{n\kappa}(r) = \sqrt{\frac{2n!}{b^{n+l+1/2}} \left( \frac{r}{b} \right)^l} \times \exp(-r^2/(2b^2)) L^{l+\frac{1}{2}}_n(r/b^2)
\]

\[
f_{n\kappa}(r) = \frac{1}{2M_N} \left[ \left( \frac{1 + \kappa + l}{r} + \frac{r}{b^2} \right) g_{nl}(r) - \frac{2}{b} \sqrt{n + l + \frac{3}{2}} g_{nl+1}(r) \right] \tag{C6}\]

where \( L^{l+\frac{1}{2}}_n(x) \) is the associated Laguerre polynomial and \( b \) is the oscillator length. Note that \( r \) and \( b \) are like the nuclear radius \( R \) given in units of the reduced electron Compton wavelength \( \lambda_e = h/(m_e c) \).

To arrive at the single-particle matrix elements in the CS convention we replace the BR single-particle states in Ref. [24] with our new CS states given by (C2). We then have to factor out a global complex phase factor to keep our single-particle matrix elements real. We describe this in more detail in Ref. [26]. The final expressions are as follows:

\[
V_{m_{KK}^{(N)}}(k_e, m, n, \rho)(\alpha \beta) = \sqrt{2} \left\{ G_{KK0}(\kappa_\alpha, \kappa_\beta) \int_0^\infty g_{n_\alpha, \kappa_\alpha}(r) \left( \frac{r}{R} \right)^{K+2N} I(k_e, m, n, \rho; r) g_{n_\beta, \kappa_\beta}(r) r^2 dr + G_{KK0}(\kappa_\alpha, -\kappa_\beta) \int_0^\infty f_{n_\alpha, \kappa_\alpha}(r) \left( \frac{r}{R} \right)^{K+2N} I(k_e, m, n, \rho; r) f_{n_\beta, \kappa_\beta}(r) r^2 dr \right\} \tag{C7a}
\]

\[
A_{m_{KL}^{(N)}}(k_e, m, n, \rho)(\alpha \beta) = \text{sgn} (K - L + 1/2)
\times \sqrt{2} \left\{ G_{KL1}(\kappa_\alpha, \kappa_\beta) \int_0^\infty g_{n_\alpha, \kappa_\alpha}(r) \left( \frac{r}{R} \right)^{L+2N} I(k_e, m, n, \rho; r) g_{n_\beta, \kappa_\beta}(r) r^2 dr + G_{KL1}(\kappa_\alpha, -\kappa_\beta) \int_0^\infty f_{n_\alpha, \kappa_\alpha}(r) \left( \frac{r}{R} \right)^{L+2N} I(k_e, m, n, \rho; r) f_{n_\beta, \kappa_\beta}(r) r^2 dr \right\} \tag{C7b}
\]

\[
A_{m_{KK}^{(N)}}(k_e, m, n, \rho)(\alpha \beta) = \sqrt{2} \left\{ G_{KK0}(\kappa_\alpha, -\kappa_\beta) \int_0^\infty g_{n_\alpha, \kappa_\alpha}(r) \left( \frac{r}{R} \right)^{K+2N} I(k_e, m, n, \rho; r) g_{n_\beta, \kappa_\beta}(r) r^2 dr - G_{KK0}(\kappa_\alpha, \kappa_\beta) \int_0^\infty f_{n_\alpha, \kappa_\alpha}(r) \left( \frac{r}{R} \right)^{K+2N} I(k_e, m, n, \rho; r) f_{n_\beta, \kappa_\beta}(r) r^2 dr \right\} \tag{C7c}
\]

\[
V_{m_{KL}^{(N)}}(k_e, m, n, \rho)(\alpha \beta) = \text{sgn} (L - K + 1/2)
\times \sqrt{2} \left\{ G_{KL1}(\kappa_\alpha, -\kappa_\beta) \int_0^\infty g_{n_\alpha, \kappa_\alpha}(r) \left( \frac{r}{R} \right)^{L+2N} I(k_e, m, n, \rho; r) g_{n_\beta, \kappa_\beta}(r) r^2 dr - G_{KL1}(\kappa_\alpha, \kappa_\beta) \int_0^\infty f_{n_\alpha, \kappa_\alpha}(r) \left( \frac{r}{R} \right)^{L+2N} I(k_e, m, n, \rho; r) f_{n_\beta, \kappa_\beta}(r) r^2 dr \right\}. \tag{C7d}
\]

Our expressions contain the quantity \( G_{KLs}(\kappa_1, \kappa_2) \) which holds the spin-angular matrix element. In the CS con-
It is given by the expression

\[
G_{KLs}(\kappa_1, \kappa_2) = (-1)^{j_2-j_1+i_1}\sqrt{(2s+1)(2K+1)}\times \sqrt{(2j_1+1)(2j_2+1)}\sqrt{(2l_1+1)(2l_2+1)}
\]

\[
\times \sum_{j_1} \sum_{l_1} \left\langle l_1 l_2 0|L0 \right\rangle \left\{ \frac{K}{s} \right\}_{j_1}^{\frac{1}{2}} \left\{ \frac{L}{s} \right\}_{l_1}^{\frac{1}{2}} \left\{ \frac{K}{l} \right\}_{j_2}^{\frac{1}{2}} \left\{ \frac{L}{l} \right\}_{l_2}^{\frac{1}{2}}
\]

Appendix D: Population of isomeric state in $^{24}$Na

Ref. [14] argues that the population of the isomeric state in $^{24}$Na would follow a thermal distribution since the gamma decay rate, while slow, would still be substantially faster the electron capture rate. Here, we reexamine this issue by describing the population of the different states as the steady-state solution to a set of differential equations following the approach of Ref. [52].

Note that we only need to consider the first three states ($4_{g.s.}^+$, 1$^+_1$ and 2$^+_1$) since all others have excitation energies well above 1 MeV. We denote the number density of $^{24}$Na nuclei in the 4$^+_{g.s.}$ state by $n_1$ and let $n_2$ and $n_3$ be the corresponding quantities for the 1$^+_1$ and 2$^+_1$ states. Given this we can write

\[
\frac{dn_1}{dt} = -\left( \lambda_{12}^\gamma + \lambda_{13}^\gamma + \lambda_{14}^{EC} \right)n_1 + \lambda_{21}^{EC}n_2 + \lambda_{31}^{EC}n_3 \quad (D1)
\]

\[
\frac{dn_2}{dt} = \lambda_{12}^\gamma n_1 - \left( \lambda_{21}^\gamma + \lambda_{23}^\gamma + \lambda_{24}^{EC} \right)n_2 + \lambda_{32}^{EC}n_3 + \lambda_{p2}^{EC}n_p \quad (D2)
\]

\[
\frac{dn_3}{dt} = \lambda_{13}^{EC}n_1 + \lambda_{23}^{EC}n_2 - \left( \lambda_{31}^\gamma + \lambda_{32}^\gamma \right)n_3. \quad (D3)
\]

Here $\lambda_{id}^{EC}$ is the sum of all partial electron capture rates from a state $i$ to any state in the daughter nucleus $^{24}$Ne. Furthermore, $n_p$ is the number density of the parent nucleus $^{24}$Mg and $\lambda_{id}^{EC}$ is the total electron capture rate from $^{24}$Mg to a state $i$ in $^{24}$Na. Note that in (D1)–(D3) we only include the electron capture transitions shown in Fig. 1. Finally, $\lambda_{ij}^\gamma$ refers to the gamma decay or excitation rate from a state $i$ to a state $j$. We get the decay rates $\lambda_{21}^\gamma = 3.43 \times 10^3$ s$^{-1}$, $\lambda_{31}^\gamma = 6.78 \times 10^8$ s$^{-1}$ and $\lambda_{32}^\gamma = 1.86 \times 10^{10}$ s$^{-1}$ from Ref. [41] and the inverse excitation rates via detailed balance as

\[
\lambda_{ji}^\gamma = \frac{2J_i + 1}{2J_j + 1} \exp \left( \frac{-E_i - E_j}{kT} \right) \lambda_{ij}^\gamma. \quad (D4)
\]

The solution to (D1)–(D3) is in general time-dependent, but will approach a steady-state solution as time goes by. In this limit the ratio between the probabilities of occupying the 1$^+_1$ and 4$^+_{g.s.}$ states is given by

\[
\frac{P_2}{P_1} = \frac{n_2}{n_1} = \frac{\lambda_{12}^\gamma + \lambda_{13}^\gamma + \lambda_{14}^{EC} (\lambda_{31}^\gamma + \lambda_{32}^\gamma) - \lambda_{13}^\gamma \lambda_{31}^\gamma}{\lambda_{21}^\gamma (\lambda_{31}^\gamma + \lambda_{32}^\gamma) + \lambda_{23}^\gamma \lambda_{31}^\gamma}. \quad (D5)
\]

Note that if the electron captures are much slower than the internal transitions we have

\[
\lambda_{14}^{EC} \ll \lambda_{12}^\gamma + \lambda_{13}^\gamma \quad (D6)
\]

in which case (D5) can be shown to equal the thermal-equilibrium ratio

\[
\frac{P_2}{P_1} = \frac{2J_2 + 1}{2J_1 + 1} \exp \left( \frac{-E_2}{kT} \right). \quad (D7)
\]

This corresponds to the Boltzmann distribution assumed in (1) and (12).

![FIG. 8. Ratio between the probabilities of occupying the 1$^+_1$ and 4$^+_{g.s.}$ states as a function of the density. Solid lines correspond to the steady-state expression (D5) and dashed lines to the thermal-equilibrium limit (D7). Note that there is no dashed blue line as (D7) is negligible (log$_{10}(P_2/P_1) < −38$) for log$_{10}(T[K]) = 7.8$.](image-url)

We plot (D5) and (D7) as a function of the density in Fig. 8. For log$_{10}(T[K]) = 8.4$ the two coincide as long as log$_{10}(\rho Y_e [g \text{ cm}^{-3}]) \lesssim 9.5$. At higher densities $\lambda_{14}^{EC}$ is so large that (D6) no longer applies. As a consequence the thermal-equilibrium limit now underestimates the population of the 1$^+_1$ state. However, in our MESA simulations $^{24}$Na has already been depleted when this density is reached. This means that it is still appropriate to describe the population of the excited states using a Boltzmann distribution at this temperature. The situation is quite different for log$_{10}(T[K]) = 7.8$. At such low temperatures $\lambda_{12}^\gamma$ and $\lambda_{13}^\gamma$ are so small that (D6) is violated for all relevant densities, meaning that we cannot expect the thermal-equilibrium limit to be a good approximation to the steady-state solution at all. Indeed, (D7) underestimates the $P_2/P_1$ ratio by two orders of magnitude compared to (D5). Note that for log$_{10}(\rho Y_e [g \text{ cm}^{-3}]) \gtrsim 9.4$ the population of the 1$^+_1$ state is lower at log$_{10}(T[K]) = 8.4$ than at log$_{10}(T[K]) = 7.8$. This is because higher temperatures favors excitation from the 1$^+_1$ state to the 2$^+_1$ state. The latter is not an isomer and quickly decays to the ground state.
In Fig. 9 we illustrate the impact of the non-thermal population at \( \log_{10}(T[K]) = 7.8 \) on the \( ^{24}\text{Na}(e^-,\nu_e)^{24}\text{Ne} \) rate. Note that while the population of the \( 1^+_g \) state is dramatically higher relative to the thermal equilibrium on the ground state and the total rate is virtually unaffected. This would also be true even if we ignored the forbidden transition: \( \lambda_{id}^{EC} \) would then be essentially zero for \( \log_{10}(\rho Y_e/[\text{g cm}^{-3}]) \lesssim 9.4 \) and (D6) would still apply in this range. Given the above we conclude that assuming thermal equilibrium will still give us the correct total electron capture rate.

The reader may ask whether the non-thermal population could affect the neutrino loss rate (12). We have computed this quantity at \( \log_{10}(T[K]) = 7.8 \) as shown in Fig. 10. In this case the enhancement of the contribution from the \( 1^+_1 \rightarrow 0^+_g \) transition appears to be larger than in Fig. 9. However, the neutrino loss rate is still dominated by transitions from the ground state, which are not affected by the higher relative population of the \( 1^+_g \) state. In conclusion, a thermal distribution also appears to yield the correct neutrino loss rate.

**Appendix E: Calculation of the forbidden electron capture rate in MESA**

For allowed transitions MESA is able to calculate \( \beta^- \) decay and electron capture rates directly. This capability was introduced in Ref. [14, 53] and allows to avoid the interpolating errors associated with using tabulated rates. In practice, the implementation is based on rewriting the rate expressions in terms of Fermi integrals

\[
F_k(\eta) = \int_0^\infty \frac{x^k}{\exp(x-\eta)+1} \, dx \tag{E1}
\]

as MESA already includes efficient routines to evaluate such quantities. We wish to do the same for the electron capture via second-forbidden transitions and we will now provide the corresponding expressions.

As in Ref. [14] we start by writing

\[
\frac{\rho e}{w} F(Z, w) \approx \exp(\pi \alpha Z) \tag{E2}
\]

which is a valid approximation for light nuclei (\( \alpha Z \ll 1 \)) and ultra-relativistic electrons (\( p_e \approx w \)). After inserting the above into (2a) and (13a) we arrive at

\[
\lambda_{if}^{EC} = \exp(\pi \alpha Z) \frac{\ln 2}{K} \int_{q_{if}}^{\infty} C(w) w^2(q_{if} + w)^2 \, dw \tag{E3}
\]

\[
\xi_{if}^{EC} = m_e \alpha e^2 \exp(\pi \alpha Z) \frac{\ln 2}{K} \int_{-q_{if}}^{\infty} C(w) w^2(q_{if} + w)^3 \, dw \tag{E4}
\]

where we have used \( \beta = 1/(kT) \). If we then replace \( C(w) \) with the general form of a second-forbidden shape factor.
(7) we get

$$
\lambda_{ij}^{EC} = \exp(\pi \alpha Z) \frac{\ln 2}{K} \times \left( a_{-1}I_{-1} + a_0I_0 + a_1I_1 + a_2I_2 + a_3I_3 + a_4I_4 \right)
$$

$$
\xi_{ij}^{EC} = m_e c^2 \exp(\pi \alpha Z) \frac{\ln 2}{K} \times \left( a_{-1}J_{-1} + a_0J_0 + a_1J_1 + a_2J_2 + a_3J_3 + a_4J_4 \right)
$$

(E5)

where we have the integrals

$$
I_n = \frac{w^{2+n}(q_{ij} + w)^2}{1 + \exp[\beta(w - \mu_e)]}
$$

$$
J_n = \frac{w^{2+n}(q_{ij} + w)^3}{1 + \exp[\beta(w - \mu_e)]}
$$

(E7)

We can express $I_n$ in terms of Fermi integrals by first introducing the quantities $\eta = \beta \mu_e$ and $\zeta = \beta q_{ij}$ and then making the variable substitution $x = \beta(w + q_{ij})$. The result is

$$
I_{-1} = \frac{1}{\beta^4} \left[ F_3(\eta + \zeta) - \zeta F_2(\eta + \zeta) \right]
$$

$$
I_0 = \frac{1}{\beta^5} \left[ F_4(\eta + \zeta) - 2\zeta F_3(\eta + \zeta) + \zeta^2 F_2(\eta + \zeta) \right]
$$

$$
I_1 = \frac{1}{\beta^6} \left[ F_5(\eta + \zeta) - 3\zeta F_4(\eta + \zeta) + 3\zeta^2 F_3(\eta + \zeta) - \zeta^3 F_2(\eta + \zeta) \right]
$$

$$
I_2 = \frac{1}{\beta^7} \left[ F_6(\eta + \zeta) - 4\zeta F_5(\eta + \zeta) + 6\zeta^2 F_4(\eta + \zeta) - 4\zeta^3 F_3(\eta + \zeta) + \zeta^4 F_2(\eta + \zeta) \right]
$$

$$
I_3 = \frac{1}{\beta^8} \left[ F_7(\eta + \zeta) - 5\zeta F_6(\eta + \zeta) + 10\zeta^2 F_5(\eta + \zeta) - 10\zeta^3 F_4(\eta + \zeta) + 5\zeta^4 F_3(\eta + \zeta) - \zeta^5 F_2(\eta + \zeta) \right]
$$

$$
I_4 = \frac{1}{\beta^9} \left[ F_8(\eta + \zeta) - 6\zeta F_7(\eta + \zeta) + 15\zeta^2 F_6(\eta + \zeta) - 20\zeta^3 F_5(\eta + \zeta) + 15\zeta^4 F_4(\eta + \zeta) - 6\zeta^5 F_3(\eta + \zeta) + \zeta^6 F_2(\eta + \zeta) \right]
$$

(E6)

Applying the same approach to $J_n$ yields

$$
J_{-1} = \frac{1}{\beta^6} \left[ F_4(\eta + \zeta) - \zeta F_3(\eta + \zeta) \right]
$$

$$
J_0 = \frac{1}{\beta^6} \left[ F_5(\eta + \zeta) - 2\zeta F_4(\eta + \zeta) + \zeta^2 F_3(\eta + \zeta) \right]
$$

$$
J_1 = \frac{1}{\beta^7} \left[ F_6(\eta + \zeta) - 3\zeta F_5(\eta + \zeta) + 3\zeta^2 F_4(\eta + \zeta) - \zeta^3 F_3(\eta + \zeta) \right]
$$

$$
J_2 = \frac{1}{\beta^8} \left[ F_7(\eta + \zeta) - 4\zeta F_6(\eta + \zeta) + 6\zeta^2 F_5(\eta + \zeta) - 4\zeta^3 F_4(\eta + \zeta) + \zeta^4 F_3(\eta + \zeta) \right]
$$

$$
J_3 = \frac{1}{\beta^9} \left[ F_8(\eta + \zeta) - 5\zeta F_7(\eta + \zeta) + 10\zeta^2 F_6(\eta + \zeta) - 10\zeta^3 F_5(\eta + \zeta) + 5\zeta^4 F_4(\eta + \zeta) - \zeta^5 F_3(\eta + \zeta) \right]
$$

$$
J_4 = \frac{1}{\beta^{10}} \left[ F_9(\eta + \zeta) - 6\zeta F_8(\eta + \zeta) + 15\zeta^2 F_7(\eta + \zeta) - 20\zeta^3 F_6(\eta + \zeta) + 15\zeta^4 F_5(\eta + \zeta) - 6\zeta^5 F_4(\eta + \zeta) + \zeta^6 F_3(\eta + \zeta) \right]
$$

We have implemented the above expressions in the rate calculation routines in MESA. Note that the shape factor $C(w)$ must be reevaluated throughout the simulation as the Coulomb correction (8a) varies with density and temperature. (This quantity enters (A2)–(A5) via the neutrino momentum $P_{\nu}^{EC} = q_{ij}^{EC,med} + w$.) As a consequence we must write the coefficients $a_{-1}, a_0, \ldots, a_4$ in (7) as functions of $q_{ij}^{EC,med}$ so that MESA can compute their values at each simulation step. For the $0^+\to 2^+$ transition in $^{20}\text{Ne}(e^-, \nu_e)^{20}\text{F}$ we use the SM+CVC+E2 fit from Ref. [19], which gives us

$$
a_{-1} = (-5.191 - 0.3228q + 8.411q^2 + 0.3222q^3) \times 10^{-11}
$$

$$
a_0 = (-659.9 - 65.33q + 624.3q^2 + 48.01q^3 + 1.009q^4) \times 10^{-11}
$$

$$
a_1 = (-63.35 + 1248q + 135.6q^2 + 3.712q^3) \times 10^{-11}
$$

$$
a_2 = (1283 + 209.3q + 8.446q^2) \times 10^{-11}
$$

$$
a_3 = (116.5 + 9.469q) \times 10^{-11}
$$

$$
a_4 = 4.734 \times 10^{-11}.
$$

Here we have written $q = q_{ij}^{EC,med}$ for brevity (note that $q < 0$). Similarly, for the $4^+_\text{g.s.} \to 2^+_\text{t}$ transition in $^{24}\text{Na}(e^-, \nu_e)^{24}\text{Ne}$ the coefficients in the SM+CVC shape factor are

$$
a_{-1} = (-5.690 + 10.10q - 130.7q^2 - 10.08q^3) \times 10^{-13}
$$

$$
a_0 = (15.48 - 256.8q + 199.2q^2 + 38.81q^3 + 6.702q^4) \times 10^{-13}
$$

$$
a_1 = (-11.47 + 40.85q + 24.76q^2 + 3.692q^3) \times 10^{-12}
$$

$$
a_2 = (18.71 + 37.41q + 9.289q^2) \times 10^{-12}
$$

$$
a_3 = (1.596 + 1.119q) \times 10^{-11}
$$

$$
a_4 = 5.597 \times 10^{-12}.$$
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