Deep Learning in Ultrasound Elastography Imaging
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Abstract: It is known that changes in the mechanical properties of tissues are associated with the onset and progression of certain diseases. Ultrasound elastography is a technique to characterize tissue stiffness using ultrasound imaging either by measuring tissue strain using quasi-static elastography or natural organ pulsation elastography, or by tracing a propagated shear wave induced by a source or a natural vibration using dynamic elastography. In recent years, deep learning has begun to emerge in ultrasound elastography research. In this review, several common deep learning frameworks in the computer vision community, such as multilayer perceptron, convolutional neural network, and recurrent neural network are described. Then, recent advances in ultrasound elastography using such deep learning techniques are revisited in terms of algorithm development and clinical diagnosis. Finally, the current challenges and future developments of deep learning in ultrasound elastography are prospected.

1. Introduction

Changes in the mechanical properties of tissues are associated with the onset and progression of some diseases. For example, liver fibrosis is associated with an increased liver tissue stiffness, and manual palpation has been used for centuries by physicians to compress an organ and feel its stiffness for disease diagnosis. However, interpreting palpation remains
subjective to physicians. Ultrasound elastography seeks to objectively characterize tissue stiffness using ultrasound imaging. Specifically, tissue deformation is induced by internal or external vibrations. Then, the response of the tissue deformation is captured by ultrasound images from which elastography techniques can derive information on tissue stiffness.

Ultrasound techniques for mechanical tissue assessment have been very actively studied over the years and can be divided into two groups: quasi-static and dynamic elastography. The quasi-static methods can determine the elasticity or Young’s modulus $E$ by measuring the strain $\varepsilon$ caused by a known compressive force $\sigma$ and the area of such force. Since it is challenging to measure the compressive force locally at the site of deformation, scientists usually only measure the strain to provide contrast in terms of relative stiffness. As an alternative in quasi-static elastography, the natural pulsation of an organ is often used and strain $\varepsilon$ is measured to assess its rigidity. Dynamic methods in elastography can determine the complex shear modulus from which the elasticity $E$ and viscosity $\eta$ can be derived by tracing and analyzing a propagated shear wave into the specimen. Since the shear modulus of various tissues spans over orders of magnitude, dynamic methods provide high contrast among different tissues/organs regarding their mechanical properties. The source of vibration in shear wave elastography (SWE) can be external (actuator), internal (radiation pressure) or natural (e.g., shear waves produced by closing heart valves).

In recent years, deep learning has been widely developed by the computer vision community. However, the application of deep learning to analyze medical images is not straightforward. One reason is that the labeled medical data for training is not as readily available as computer vision images due to the higher costs and professional workload needed for their procurement. Ethical regulatory issues for use of medical images also have to be considered. In addition, medical images are more complex and less interpretable than scenic images. In the case of ultrasound, the inter- and intra-observer variabilities limit the clinical diagnosis capabilities using deep learning. Even so, more and more efforts have been explored
in ultrasound elastography research. The objective of this review is to focus on recent advances in ultrasound elastography using deep learning techniques in terms of algorithm development and clinical diagnosis.

The rest of the paper is divided into four sections: (i) an overview of ultrasound elastography, (ii) an overview of deep learning techniques used in ultrasound elastography, (iii) a literature review on the applications of deep learning in ultrasound elastography, and (iv) a summary and perspectives.

2. Ultrasound elastography
Most soft bio-tissues can be considered as fluid-like solids, as they contain more than 70-w% of water, and thus exhibit mechanical characteristics of both solids and fluids [1]. One way to characterize them is to analyze their viscoelastic properties.

Elasticity is a physical property that describes the ability of a material to return to its original shape after a stress is removed [2], and it mainly reflects the solid properties of the material. Three major moduli are used to describe the elasticity of a material: the bulk modulus $K$, Young’s modulus $E$, and shear modulus $G$. The modulus $K$ is defined as the ratio of the pressure and volume changes. The Young’s modulus $E$ corresponds to the ratio between tensile stress $\sigma$ and tensile strain $\varepsilon$ of a material, $E = \sigma / \varepsilon$ [3], while $G$ defines the ratio of shear stress and shear strain of a material. For an incompressible material (or a purely elastic material, which applies to many soft tissues as they are nearly incompressible), it can be assumed that $E = 3G'$, where $G'$ is the real component of $G$ (while $G = G'$ for a purely elastic material), also known as the shear storage modulus [4, 5]. Besides, $E$ and $G$ also have a broader dynamic range over different types of human tissues than $K$ [1]. The comparison between $K$ and $E$ (or $G$) is shown in Figure 1. Thus, $E$ and $G$ are more discriminant and of more interest/significance for the characterization of human soft tissues.
Figure 1. Moduli variance with different types of human tissues.

On the other hand, the viscosity $\eta$ describes the ability of a material to resist to the deformation due to tensile stress or shear stress $^{[2]}$, and it mainly reflects the fluid-like properties. The shear lost modulus ($G''$, which represents the imaginary component of $G$ can be used to describe the viscous behavior of a tissue). Alternatively, a Voigt mechanical model, as shown in Figure 2, is frequently used to describe viscoelastic materials. It is represented by a purely elastic spring connected in parallel to a purely viscous damper. Such a model can be used to describe either a tensile viscoelastic material or a shear viscoelastic material. A material with only elasticity is called a purely elastic material, while a material with only viscosity is called a Newtonian fluid. A soft tissue or soft tissue-like material falls between these two extreme conditions and can be called a viscoelastic material.
Figure 2. The Voigt material model described by a spring with a Young’s modulus $E$ and a dashpot in parallel with a viscosity $\eta$.

The popular methods for determining a material’s elasticity or viscosity are all based on the same objective, to detect the response of the target tissue after an excitation. Once the response is detected, the viscoelastic parameters can be derived from the mathematical relations between the response and the excitation \[^6\]. Those methods could be divided into two groups according to the temporal difference of the excitation: quasi-static measurements and dynamic measurements (also termed shear wave measurements).

2.1. Quasi-static elastography

Quasi-static elastography, also called strain imaging, measures the tissue strain under a stress induced by a compression and/or a relaxation. The first work on strain imaging utilized a manual compression on the top of a tissue to induce its deformation \[^7\]. The schematic and concept of strain imaging is shown in Figure 3. Here, an ultrasound transducer uniaxially applies a small compression on a soft phantom with a hard inclusion. The deformation process of the phantom can be regarded as the compression of a spring, where the parts with different stiffnesses give rise to different displacements according to Hooke’s law. Since the stress $\sigma$ may not be measured in practice, the absolute value of $E$ may not be determined. Instead, a relative stiffness is determinable, i.e. higher $\varepsilon$ represents softer whereas lower $\varepsilon$ represents stiffer materials. To measure these displacements at each depth, a cross-correlation method is
usually applied to analyze two radio-frequency (RF) echoes, namely pre-compression and post-compression signals. The position which provides the largest value in a cross-correlation map determines the displacement between pre-compression and post-compression signals.

Finally, the spatial gradient of the displacement field represents the strain distribution, which is also known as an elastogram.

![Figure 3](image.png)

**Figure 3.** Principle of ultrasound strain imaging. A minute compression is applied on a soft phantom with a hard inclusion. Two RF echoes, described as pre-compression and post-compression signals, are acquired and analyzed to obtain displacements at each depth. Finally, the spatial gradient of the displacement field represents the strain distribution. Reproduced with permission from [8]. Copyright 2015, Elsevier.

Another way to induce deformation is to exploit natural cardiovascular or respiratory movements. Likewise, previous displacement estimation methods such as the cross-correlation are also applicable to strain imaging [9-11]. However, the most commonly used cross-correlation method only provides displacements. An additional gradient operation on displacements is needed to derive strains, which could induce estimation variances due to signal decorrelation in the presence of noise. Utilizing an affine model-based method is an alternative way to estimate strains directly. In the framework of the Lucas-Kanade optical flow estimation method, a Lagrangian speckle model estimator (LSME) was proposed to
directly obtain affine motion components including displacements, strains and shears \cite{12, 13}.

Recently, the same group proposed a sparse model strain estimator (SMSE) to estimate a dense strain field at a high resolution and a high computation efficiency \cite{14}.

### 2.2. Dynamic elastography

Dynamic elastography uses shear wave (SW) measurement methods to determine the tissue viscoelasticity by tracing and analyzing the propagating wave into the specimen. Shear waves, also called transverse waves, are moving mechanical waves that consist of particle oscillations occurring perpendicular to the direction of the energy transfer. In a viscoelastic material, the SW propagation equations are given by \cite{15}:

\[
\rho \frac{\partial^2 u_i}{\partial t^2} - \mu \nabla^2 u_i = 0, \quad (1)
\]

\[
\mu = G' + jG'', \quad (2)
\]

where \( \rho \) is the density of the specimen, \( u_i \) is the particle displacement occurring in the \( i \) direction, and \( t \) is time. \( \nabla^2 u_i \) is the spatial Laplacian of the particle displacement. The parameter \( \mu \) is the second Lamé coefficient and it denotes the shear viscoelasticity represented by the shear storage and loss moduli, \( G' \) and \( G'' \), respectively, in which \( G' \) reflects the elastic property and \( G'' \) the viscous response.

Based on the Voigt model, \( G' \) and \( \eta \) have the following relationship with the velocity \( v_S \) and the attenuation \( \alpha_S \) of the SW, where \( \omega_S \) represents the angular frequency of the SW \cite{16}:

\[
G' = \frac{\rho \omega_S^2 v_S^2(\omega_S^2 - \alpha_S^2 v_S^2)}{(\omega_S^2 + \alpha_S^2 v_S^2)^2}, \quad (3)
\]

\[
\eta = \frac{\rho \omega_S^2 v_S^2 - 2 \alpha_S v_S}{(\omega_S^2 + \alpha_S^2 v_S^2)^2}, \quad (4)
\]

It is worth noting that for a soft biological tissue, the elastic property dominates the tissue mechanical property and the viscous behavior is often neglected. Therefore, in such case, it is considered as a purely elastic material and \( \alpha_S \) could be ignored, so that a specific material model is not necessarily required and thus \( G' \) can be expressed by:

\[
G' = \rho v_S^2. \quad (5)
\]
When the viscosity $\eta$ is taken into account for the tissue characterization, according to Equation (4), it can be determined either using both $v_S$ and $\alpha_S$, or alternatively by evaluating the dispersion of $v_S$ with respect to $\omega_S$ without determining the value of $\alpha_S$, i.e., solving Equation (3) by knowing multiple pairs of $v_S$ and $\omega_S$[17]. Alternatively, if no rheological model is assumed (e.g., the Voigt model), then it may be more convenient to assess the shear storage $G'$ and loss $G''$ moduli to describe the mechanical property of the tissue [18]. This is particularly relevant considering the fact that the simple Voigt model might not allow mimicking both normal and pathological tissues of different grades of severity.

2.3. Technical review of elastography methods

In the past decades, many notable methods and techniques have been proposed and developed to quantify and visualize the tissue viscoelasticity using ultrasound [4, 19-21]. They typically use acoustic transducers to collect the information of the compressive force or SW excitation response by means of the tissue displacement. In such a technique, the field of view (FOV) is limited by the penetration depth of the ultrasound beam. Thus, if the region of interest (ROI) is in a deeper area, occluded by air, or attenuated by adipose tissues in the case of obese patients, it may not be reached [22].

2.3.1. Quasi-static elastography developments

Jonathan Ophir and his colleagues in 1991 were among the firsts to propose and describe this quasi-static measurement method [7]. Considering that the method indirectly finds the elastic property of the tissue, it was named as “elastography” at that time. It is worth noting that after a widely referred review paper by Gao et al. in 1996, the term “elastography” was expanded to describe all types of elasticity imaging methods [23]. It should also be noted that with a quasi-static measurement, tissue viscosity can also be determined by knowing the elasticity and measuring the relaxation time of the tissue from the compressive force [24-26]. Later on, strains of the cardiac muscle were measured with natural cardiac pulsation as the mechanical stimulus, which is referred to myocardial elastography [27]. Elastography was also
explored to characterize the vessel wall with intravascular ultrasound (IVUS) images. The natural cardiac pulsation or the inflation of a compliant balloon on a catheter was used to differentiate the coronary calcified plaque component (less strain) from non-calcified tissues (higher strain) \textit{in vivo}\textsuperscript{[28,29]}. In 2004, non-invasive vascular elastography (NIVE) was proposed to show the potential of determining the stability or vulnerability of an atherosclerotic plaque using ultrasound imaging \textsuperscript{[12]}. NIVE could determine the strain field of the moving vessel wall of a superficial artery (e.g., the carotid) caused by the natural cardiac pulsation without the need of an external compression. This method was also introduced to study normal vessel walls \textsuperscript{[30]}. Due to the limited lateral resolution of ultrasound images compared with the axial resolution, the motion in the lateral direction is challenging to track. Angular compounding \textsuperscript{[9]}, coherent plane wave compounding imaging \textsuperscript{[13]}, and synthetic aperture imaging \textsuperscript{[31]} were proposed to enable more accurate lateral estimations, respectively. Out-of-plane motion is another potential factor causing estimation artifacts in the context of NIVE \textsuperscript{[32]}. In addition, it is not easy to perform 2D estimations in the frequency domain as lateral phase information is not available since there is no carrier frequency in the lateral direction with conventional ultrasound images. As an alternative, a dedicated transverse oscillation image reconstruction method \textsuperscript{[33,34]} can be used for image reconstruction before strain estimations, as in \textsuperscript{[35]}.

\subsection*{2.3.2. Dynamic elastography developments}

The dynamic methods derive the viscoelastic parameters according to Equations (1)-(5), by tracing and analyzing the SW propagation in a specimen of interest. In 1988, Lerner et al. proposed a method to map the propagation of a low frequency continuous SW with a Doppler ultrasound displacement detection technique \textsuperscript{[36]}, and such an image of the SW displacement could reflect the tissue stiffness. Later in 1990, Yamakoshi et al. proposed a measurement method using an external mechanical vibration source, and \( v_s \) was determined by analyzing the wavelength of a continuously propagated SW through an ultrasound Doppler technique.
Instead of measuring continuous SWs, Catheline et al. developed in 1999 an impulse SW measurement method, which used a high frame-rate ultrasound imaging system to trace the wavefront of the transient SW. With this method, an ultrasonic probe is located at one side of the specimen to capture the propagation of the impulse SW that is generated by a mechanical vibrator located at the other side of the specimen. Conventional focused ultrasound systems are triggering transducer elements sequentially from one side of the image to the other side producing a frame-rate of typically below 100 frames/sec. The development of plane wave beamforming allowed implementing SW imaging methods more efficiently. Indeed, a plane wave system triggers all transducer elements of the probe at the same time to emit a plane wavefield, enabling it to have a high frame-rate (more than 1,000 frames/sec and up to 10,000 frames/sec). Using this approach, $v_S$ is determined through a time-of-flight technique by measuring the time elapse of the impulse SW to travel through two locations with a known distance. Since such a method used impulse SW, it is also called transient SW imaging, or transient elastography.

The SW excitation can also be made inside the specimen by means of an ultrasound radiation force (or acoustic radiation force, ARF) technique. Among all, the supersonic shear imaging (SSI) technique is considered the most advanced SW measurement method. With this method, the ultrafast plane wave imaging method is used to track multiple ARF impulses that are excited consecutively and very quickly at different depths. Each excitation produces a point source-like SW, which then interfere constructively and result in two SW planes propagating in opposite directions, as can be seen in Figure 4. By using the ultrafast scanner to trace these SWs, a two dimensional (2D) shear wave speed image of $v_S$ can be obtained. Moreover, since this technique creates broadband SWs, tissue viscosity can also be estimated through the $v_S$ dispersion method. 

[37]
Over the past several years, many notable methods have been validated with different clinical datasets to diagnose several organ dysfunctions. For example, SW elastography was used to evaluate liver stiffness and diagnose patients with liver fibrosis and steatosis \(^{[42,43]}\). Breast SW elastography could provide quantitative or qualitative information on breast lesions, and was widely applied to diagnose breast cancer \(^{[44,45]}\). Dynamic elastography has also been shown as a good complementary method to detect the potential lesion area in

\[\text{Figure 4. Generation of supersonic plane shear waves. Reproduced with permission from }^{[39]}\]. Copyright 2004, IEEE.
prostate cancer [46]. When the lesion is identified, elastography may help clinicians make decisions on whether to carry out a biopsy in the lesion area. Additionally, dynamic elastography has been employed to differentiate thyroid cancers by evaluating the tissue stiffness [47]. Other applications, such as the characterization of the musculoskeletal system [48], Achilles tendon [49], lymph nodes [50], and many other organs [51-54], have also shown good results that reflect differences between normal and abnormal tissues.

At present, improving the measurement precision and accuracy of existing techniques is always an interesting and active topic. In addition, the most discussed parameter for clinical applications is still tissue elasticity, while viscosity is considered relatively less. Therefore, the development of a comprehensive measurement system for human soft tissue characterization including viscosity, anisotropy, and nonlinearity are interesting topics of elastography imaging [55-58], yet the innovations in the field have not received clinical approval.

3. Deep learning technologies
Deep learning is a special kind of artificial neural network (ANN) that tries to resemble the multilayered human cognition system. Even though ANN was first introduced in 1950, the development of deep learning methods took time primarily due to the lack of computing power and relevant data to train the systems. However, many limitations have been resolved and recent approaches have demonstrated comparable results to human performance in some situations. For example, image analysis of structures and abnormalities, tumor classifications, disease categorizations, and even composing preliminary radiology reports can now be handled well by deep learning tools. Previous computer-aided detection systems that were developed in the early 2000s for clinical applications were found to generate more false positives than humans [59]. It is expected that deep learning technology may help overcome the limitations of such systems by providing better detection accuracy.
The majority of the algorithms since 2015 employ supervised learning methods, namely convolutional neural networks (CNN)\cite{60}. The advancements in hardware development and the availability of large labeled datasets (i.e., datasets with known identification) resulted in improved CNN performance, encouraging their widespread use in medical imaging. The advantage of a deep neural network is to automatically learn significantly low level features such as lines or edges, and combine them with higher level features such as shapes in the subsequent layers. Krizhevsky et al.\cite{61} introduced several concepts such as rectified linear unit (RELU) functions in CNNs, data augmentation, and dropouts, which have become dominant architectures used in current medical imaging strategies. CNNs provide advantages by requiring fewer trainable parameters, fewer training examples, and a lesser training time. Another popular type of network is the recurrent neural network (RNN). RNNs contain an internal memory state that can store information about previous data points and are often used in sequential data such as text or speech\cite{62, 63}. Generator adversial networks (GANs) are another class of deep learning architecture that contain two networks: a generator and a discriminator\cite{64, 65}. The generator and discriminator networks are trained jointly with a backpropagation algorithm. The training makes the generative network better at generating more realistic samples and the discriminator network better at differentiating artificially generated samples. GANs have found applications for image reconstruction in medical imaging.

3.1. Multilayer perceptron
The multilayer perceptron (MLP) is a deep feedforward neural network. A MLP network includes three components, an input layer, one or more hidden layers, and an output layer. The neural nodes from adjacent layers have connections, which allow information to be transferred from the input layer to the output layer without feedback. Other than connections, each neural node is associated with a weight and an activation function. The weights are
learned during a training process. The activation function determines whether the output of a neural node should be activated, and the functional property can be linear or nonlinear.

3.2 Convolutional neural networks

Convolutional neural networks (CNNs) are the most successful and popular deep learning architecture in medical imaging research due to their ability to preserve spatial relationships when filtering input images. Spatial relationships in medical imaging define tissue interfaces, structural boundaries, or joints between muscle and bone; and thus, CNNs have found special attention. A CNN may take an input image of raw pixels and transform it via convolutional layers, rectified linear layers, and pooling layers. This is then fed into a fully connected layer, which assigns probabilities or class scores to categorize the input into the class with the highest probability. Pixels in an image can be processed by a different weight in a fully connected layer, or alternatively, every location can be processed using the same set of weights to extract various repeating patterns across the entire image. These trainable weights are referred to as kernels or filters; and are applied using a dot product or convolution and then processed by a nonlinearity function. Each convolutional layer may have several filters to extract multiple sets of patterns at each layer. Each convolutional layer is often followed by a pooling layer that reduces dimensionality and imposes translational invariance. These convolutional and pooling layers can be stacked together to form a multilayer network that often ends in one or more fully connected layers. A schematic diagram of a convolutional neural network is shown in Figure 5. The components of a CNN are briefly discussed below.
Figure 5. A schematic diagram of a convolutional neural network that has one convolutional layer.

3.2.1. Convolutional layer
The convolution layer performs a convolution operation between the function that consists of input values $I(t)$ (e.g., pixel values of an image) and another function that is a filter (or kernel) $K(t)$. Thus, the output $s(t)$ can be defined as $s(t) = I(t) * K(t)$. Convolution operations promote computationally efficient machine learning mainly due to their (a) sparse connections, (b) parameters (or weights) sharing, and (c) equivariant (or invariant) representation [66]. The CNN neurons make sparse connections, which means only some inputs are connected with the next layer. Convolutional neural networks reduce memory requirements by using each filter with its fixed weights across different positions of the input image. This is known as parameter sharing. Parameter sharing can improve the quality of the equivariant representation, meaning that input translations result in a corresponding feature translation. For a 2D image, a 2D convolution operation with input $I(m, n)$ and a kernel $K(a, b)$ can be defined as

$$s(t) = \sum_a \sum_b I(m - a, n - b) * K(a, b),$$

(6)

where $m, n$ denote the 2D image size and $a, b$ present the kernel size.

3.2.2. Rectified linear unit layer
The function of a rectified linear unit (RELU) layer is to set negative input values to zero to simplify and accelerate network computations and training. Mathematically, it can be expressed as

$$f(x) = \max(0, x).$$

(7)

where $x$ is the input. Other relevant activation functions include sigmoid, tanh, leaky RELUs, randomized RELUs, and parametric RELUs.

3.2.3. Pooling layer
The pooling layer is inserted in the network to reduce the dimensionality as well as the number of parameters to be computed. A common pooling method is max pooling, in which the largest input value within a filter is accepted and other values are discarded. This effectively
summarizes the strongest activations over a neighborhood. The relative location of a strongly
activated feature is considered more relevant than its exact location. Other pooling methods
include average pooling and L2-normalization pooling.

3.2.4. Fully connected layer
The final layer of a CNN is the fully connected layer, where every neuron in the preceding layer
is connected to every neuron in the fully connected layer. There can be more than one fully
connected layer in a CNN depending on the level of feature abstraction desired. The fully
connected layers take input from the preceding layer to compute the probability score by
looking at the most strongly activated features and perform classification accordingly.

3.3 Recurrent neural networks
Recurrent neural networks, generally considered a type of supervised deep network, are mainly
utilized for sequential data analysis, such as in text or speech processing or data with temporal
information. The depth of an RNN can be as long as the input sequence length. The output of a
layer in a plain recurrent neural network is connected to the next input as well as fed back into
the layer itself, resulting in a capacity for contextual ‘memory’. One of the major applications
of RNNs is in image segmentation [67].

The structural characteristics of the RNN give it an inherent advantage for modeling
sequence data [68, 69]. RNNs were not widely utilized until recently due to difficulties in
training them to capture long term dependencies. The new modifications of RNNs have
evolved into the long short term memory (LSTM) network and gated recurrent units (GRUs).
These modifications allow holding long term dependencies or discarding some of the
accumulated information.

3.4 Common problems and solution strategies in deep networks training
One of the major factors which determines success in deep learning performance is the
availability of a large labeled dataset. However, in the field of medical imaging in general and
in ultrasound elastography in particular, this requirement has been difficult to meet. Several
reasons include the requirement of a clinical expert in this specialized field, associated high costs, ethical, legal and governmental legislation issues, and having a small dataset for some diseases that are not so common. Most medical imaging studies struggle to recruit more than 1000 patients for data collection, while deep learning applications in computer vision or robotics may include well beyond 1 million labeled images. Therefore, having to train a deep neural network with limited training data is a challenge. A very common issue that arises due to training with limited data is overfitting. To avoid overfitting, several strategies have been developed that include well-designed initialization [70], stochastic gradient descent optimization [71], efficient activation functions [72, 73], dropouts [74], and other powerful intermediate regularization methods [75].

In addition, small datasets also suffer from the class imbalance problem, i.e. the number of samples in one class being not comparable to another class. It is known that an imbalance in the training set may reduce the accuracy of the ANN. Practically, this means that when collecting medical images, the number of normal/healthy image results may usually be significantly more than those with abnormal/unhealthy results. Many techniques are available to deal with this challenge, one can be to undersample (i.e. reduce the amount of the majority class group), to oversample (i.e. duplicate some samples of the minority class), or combine these two approaches. Data augmentation is also an effective weapon to combat the problem: one can artificially generate more samples without actually collecting new data. The most commonly used methods include cropping/padding, blurring, and rotating parts of the existing images. Although image transformation is a common approach for data augmentation, an under covered challenge in ultrasound imaging and especially ultrasound elastography is to consider the physics of wave propagation to better represent artifacts in image formation (e.g., wave attenuation, wave reverberation, wave diffraction, etc … impacting the quality of clinical images), and non-rigid motions. Alternatively, one may also attempt to assign
different weights to the cost function of different classes, so as to compensate for the imbalance issue, i.e. make it more costly when a minority sample is misclassified.

Another key solution is transfer learning, in which training of the network is performed with a partially related or unrelated dataset along with a labeled training dataset. The weights learned during the training of a CNN with the partially related or unrelated dataset are transferred to another CNN, which can be trained with the labeled medical dataset using these weights. Transfer learning can be divided into three categories: (a) Inductive transfer learning where regardless of whether target and source domains are the same or not, the target and source tasks are different; (b) Transductive transfer learning, where target and source domains are different while the target task is the same as the source task; and (c) Unsupervised transfer learning, where target and source domains may not be the same while the target task differs but is related to the source task [76]. Tajbakhsh et al. [77] proposed pre-training a CNN on a dataset of labeled natural images and then fine tune it using medical images. The study reported that a layer-wise fine-tuning scheme could improve the performance of a CNN network for the application at hand based on the amount of available data. Ravishankar et al. [78] observed that the detection performance depended upon the extent of the transfer and their study reported a 20% higher performance with a fine-tuned CNN. One of the main advantages of transfer learning is that it reduces expensive data-labeling efforts.

4. Deep learning applications in ultrasound elastography

4.1. Quasi-static elastography applications

In the last five years, deep learning has encouraged the development of new quasi-static elastography algorithms. For motion estimation problems, deep learning was originally applied to optical flow (OF) estimations in computer vision, in which a CNN-based architecture was constructed to perform end-to-end optical flow estimation without feature extractions, as shown in Figure 6. The first network called FlowNet [79] was proposed in 2015, which demonstrated competitive accuracy with conventional state-of-the-art OF
algorithms, but with a higher computation efficiency. Following it, other CNN-based networks were developed, such as FlowNet 2.0 [80], SpyNet [81], LiteFlowNet [82] and PWC-Net [83], to achieve better accuracy. To our knowledge, the first two contributions which utilized a CNN-based OF architecture for ultrasound quasi-static elastography were published in 2018. One used a retrained FlowNet 2.0 with an additional ultrasound dataset to estimate breast strains [84]. The other study utilized FlowNet 2.0 directly to get a coarse estimate, then the initial displacements were refined using a global ultrasound elastography method, named global ultrasound elastography network (GLUENet) [85]. Recently, the same group proposed a modified PWC-Net (MPWC-Net) to obtain similar performance as state-of-the-art conventional elastography methods for liver strain imaging [86]. A thorough evaluation of CNN-based OF networks for breast ultrasound strain elastography can be found in [87].

**Figure 6.** Architecture based on a neural network that learns to estimate end-to-end optical flow tracking of motions. The input is a pair of images and the output are optical flow estimations.

The straightforward translation from CNN-based OF architectures in computer vision to ultrasound quasi-static elastography is not adequate for accurate strain estimations. The main reason is that previous CNN-based networks were trained by datasets of photographs in which only rigid motions were represented [87]. However, tissue motions are more complex,
including both rigid displacements and non-rigid deformations and rotations. Thus, other CNN-based networks, which are trained with ultrasound simulation datasets based on biomechanical models and ultrasound physics, have recently been proposed to provide end-to-end strain estimations. Wu et al. exploited two cascaded CNNs to reconstruct displacements and strains directly from RF signals \cite{88}. A most recent network is shown in Figure 7, which incorporates a casual privileged information between the tissue displacement and strain. This learning-using-privileged-information (LUPI) paradigm corrects the intermediate state of the learning process \cite{89}, which allows the network to outperform state-of-the-art methods in terms of effectiveness and efficiency.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{LUPI_network.png}
\caption{Overview of the LUPI network to reconstruct the strain field directly from pre- and post-compression RF signals. Reproduced with permission from \cite{89}. Copyright 2019, Elsevier.}
\end{figure}

For myocardial elastography, FlowNet 2.0 was also incorporated to automatically assess myocardial function of the left ventricle in 2D echocardiography \cite{90}. Since robust motion estimation is difficult for a left ventricle because of large translations, rotations and strains, and out-of-plane motions, some biomechanical prior assumptions such as spatiotemporal smoothness, are explicitly embedded in motion tracking methods to regularize motion fields and alleviate unreliable motion estimations. Lu et al. \cite{91} proposed to use an MLP network that
was trained with a synthetic cardiac dataset to learn a latent representation of spatiotemporal regularization, which showed an improvement in tracking performance.

4.2. Dynamic elastography applications

The development of deep neural networks in dynamic elastography has resulted in several clinical applications detailed next, which include classification of breast tumors [92, 93], liver imaging [94-96], thyroid nodules imaging [97], elastography of plantar fasciitis [98] and prostate cancer [99]. Such studies have been in the recent trends of the last decade. Architectures based on convolutional neural networks remain the most popular choices, while most studies have focused on either the classification of benign and malignant tumors, or on estimating the tissue stiffness. Let us review these studies while categorizing them according to their application.

4.2.1 Applications in breast tumor classification

Shear wave elastography is being widely used for cancer screening, especially in breast cancer research. In general, malignant breast tissues are stiffer than healthy/benign ones, and morphological data can provide important clinical information. Ultrasound B-mode features have been widely used in conjunction with dynamic elastography data for breast tumor classification and the breast imaging reporting and data system (BI-RADS) has standardized the use of these approaches for diagnosis.

A shear wave elastography study based on a deep belief network of two-layer architecture comprising a point-wise Boltzmann machine and a restricted Boltzmann machine showed that deep learning features could achieve higher classification performance than conventional machine learning approaches with 93.4% accuracy, 88.6% sensitivity, and 97.1% specificity [92]. The continued development of deep learning showed great potential for classification, especially by utilizing a convolutional neural network architecture. A CNN based radiomics classification model for shear wave elastography data was first implemented by Zhou et al. [100]. The developed network could automatically extract a large number of features from the recorded dataset, including small structures/edges, as well as high level high-abstraction
information. Their model reported as much as 4224 features extracted by the whole CNN architecture\textsuperscript{[100]}. The first several layers of the CNN learned low level features that have small receptive fields such as edges, corners, etc… The middle layers learned to detect a part of the tumors. The top layers had larger receptive fields and could learn high-level, high-abstraction, and semantic features, such as parts, objects, etc… The only manual intervention required when using such architecture was selecting the ROI, which was done by experienced radiologists. There was no requirement for segmentation algorithms to extract crafted features such as contours, sizes, or shapes. Figure 8 shows a schematic diagram of the CNN architecture that was used in the latter study for tumor classification.

![Figure 8](image.jpg)

**Figure 8.** Schematic diagram of CNN for the classification of breast tumors on recoded SWE images. Reproduced with permission from \textsuperscript{[100]}. Copyright 2018, IEEE.

Often in deep learning based studies, ultrasound elastography is utilized as a supporting parameter to other clinical ultrasound images to quantify a tumor grade by using a standardized color scheme. Elastography is probably more useful than color Doppler imaging for differentiating small, oval, or round triple-negative breast cancer from fibroadenoma\textsuperscript{[101]}. A deep polynomial network artificial intelligence architecture for the automated extraction of dual-modal image features from both shear-wave elastography and B-mode ultrasound, with
the leave-one-out cross validation, resulted in an impressive sensitivity of 97.8%, a specificity of 94.1%, and an accuracy of 95.6% \[^{93}\]. Machine learning architectures based on support vector machines have also utilized tissue elasticity data for breast tumor segmentation \[^{102}\].

Compared to other imaging modalities such as X-ray mammography or magnetic resonance imaging, AI architecture has been utilized less often in the ultrasound field in general and ultrasound elastography in particular. One of the main reasons is that poor image quality is observed when a large amount of tissue is examined by the ultrasound field, and shadowing of tumors makes their contours unclear. Also, in shear wave elastography, images can be misinterpreted if the probe is pressed harder \[^{103}\]. Difficulty in data collection and recruiting a large number of patients, as mentioned earlier, are other reasons for fewer publications. The role of data augmentation, shown to be useful in avoiding overfitting and improving classification performance in various fields, has not been explored much in these studies on elastography and remains a low hanging fruit.

4.2.2 Applications in liver imaging

Chronic liver disease is a major health problem with most prevalently including non-alcoholic fatty liver disease (NAFLD) and viral hepatitis. Liver biopsy remains the common method for diagnosis, which is an invasive histologic reference standard with risk of complications. The liver imaging reporting and data system (LI-RADS) is the standardized classification system for imaging liver lesions and related diagnosis. Elastography for the assessment of liver stiffness by utilizing viscoelasticity biomarkers has replaced the need for a great majority of liver biopsies. However, an unequivocal advocacy of elastography as a complete replacement for a liver biopsy is still not established, and challenges in obtaining a perfect assessment of full-bodied patients with large body mass indexes, steatosis, or very stiff livers still need to be overcome \[^{104-106}\]. Recent developments include deep networks that estimate liver fibrosis severity from ultrasound texture \[^{107}\], deep learning radiomics of shear wave elastography \[^{95}\], and the continued study of artificial intelligence (AI) based methods for medical imaging of
the liver\cite{94,96}. Future objectives for the development of elastography systems include the diagnosis of inflammation, an important factor in the pathogenesis of non-alcoholic steatohepatitis (NASH) or viral hepatitis. A deeper understanding of the significance of the tissue mechanical properties as a standalone predictor of clinical outcomes is also desired. Elastography will continue to have rapid developments in the near future and artificial intelligence based diagnostic methods\cite{94,95,107,108} may have the potential to completely overturn the challenges faced in current state-of-the-art ultrasound B-mode and elastography imaging standards. Thus, AI studies in ultrasound B-mode liver imaging\cite{109-112}, as well as in elastography\cite{95,96}, have accelerated in recent years.

One of the first AI models was a machine learning study based on a support vector machine model and a computer-aided diagnosis system for the classification of chronic liver disease using 2D-SWE imaging\cite{113}. This study included a dataset of 126 subjects and a stiffness value clustering algorithm was employed to extract 35 features indicative of physical characteristics within SWE images. The study reported an accuracy of 87.3\% with sensitivity and specificity values of 93.5\% and 81.2\%, respectively\cite{113}. Wei et al.\cite{114} proposed to reconstruct a clinical scoring system for improved detection of advanced hepatic fibrosis and cirrhosis in hepatitis B and C virus patients. Recently, deep models have become a more popular choice due to their better performance, as summarized next.

A multicenter study named deep learning radiomics of elastography (DLRE) was conducted by Wang et al.\cite{95} to assess liver fibrosis stages on 398 patients from 12 hospitals with 1990 2D-SWE images. The patients had chronic hepatitis B and histology obtained from liver biopsy was used as a reference. They reported an area under the ROC curve (AUC) for cirrhosis of 0.97, for advanced fibrosis of 0.98, and for significant fibrosis of 0.85 with the use of the DLRE architecture. A schematic of the DLRE architecture is shown in Figure 9. Another study aimed at assessing chronic liver disease with multiple deep learning networks, including GoogLeNet, AlexNet, VGG16, testNet50, and DenseNet201, utilized shear wave
elastography images acquired from 200 patients and registered an accuracy ranging from 87.2% - 97.4%, which outperformed the radiologists’ performance at least by 10% [115]. Treacher et al. [107] focused on studying the texture pattern in grayscale elastography images to estimate shear wave velocity in liver fibrosis patients and investigated a total of 100 CNN architectures. Gatos et al. [116] performed a study to automatically detect and isolate areas of low and high stiffness temporal stability in shear wave elastography images to define their impact in chronic liver disease diagnosis.

Figure 9. Illustration of the DLRE architecture that takes a 2D-SWE image as input to predict liver fibrosis stages. The input layer follows a four convolution-pooling procedure (C1-P1 to C4-P4), and the last pooled maps are fully connected with 32 neural nodes that perform classification. Reproduced with permission from [95]. Copyright 2019, British Medical Association.

Deep learning studies for liver imaging face the challenge that the acquired dataset is not of superior quality, often due to ultrasound attenuation in large body size. In addition, differences in imaging systems could affect the image display. Moreover, the imaging acquisition and examination need to be unified among operators to construct a well-qualified imaging database. The implementation of transfer learning strategies and further deep learning advancements could improve classification accuracy.
4.2.3 Applications in thyroid nodule classification

Thyroid nodules are abnormal lumps in the organ, which may be indicators of cancer. As for other organs, the standardized diagnostic algorithm for thyroid imaging is the reporting and data system (TI-RADS), which provides a score to indicate the risk of malignancy of the thyroid gland. Confirmation of diagnosis still requires fine needle inspiration biopsy; however due to its complexity, about 10%–20% of thyroid nodule biopsies tend to be non-diagnostic [117]. Qin et al. [97] utilized a combined B-mode and elasticity image dataset as an input to a CNN architecture for combining depth features of these images to form a hybrid space for the classification of benign and malignant thyroid nodules. As far as we know, no other AI studies have been reported.

4.2.4 Other clinical applications

In addition to the three main applications discussed here, AI based diagnostic research is being carried out for several other clinical applications. One of the first such applications was in endoscopic ultrasound elastography for the diagnosis of focal pancreatic masses where a multilayer perceptron architecture was used [118]. In 2D shear wave elastography, Gao et al. [98] developed a deep Siamese framework with multitask learning (DS-MLTL) and transfer learning, which could learn discriminative visual features and effective recognition functions for the classification of plantar fasciitis, a common cause of heel pain. The study also reported that their network resulted in higher sensitivity and specificity compared to other popular deep learning methods, namely the CNN model, transfer learning model, and deep Siamese multitask learning model. The table below provides a summary of technical informations on different clinical applications. As seen, various AI models were used and training and test sets were limited with less than 1500 images from below 270 patients.

Table 1. A summary of clinical diagnostic applications using dynamic elastography and deep learning methods
| Disease/ application | AI classifier | Training dataset (images) | Testing dataset (images) | Accuracy (%) | Sensitivity/ Specificity (%) |
|----------------------|---------------|---------------------------|--------------------------|--------------|-------------------------------|
| Breast tumors[^93]   | Deep polynomial network | 227 dual mode (SWE and B-mode ultrasound) from 121 patients | 95.6 | 97.8/94.1 |
| Breast tumors[^100]  | CNN           | 400 (training) and 140 (testing) from 205 patients | 95.8 | 96.2/95.7 |
| Breast tumors[^92]   | Unified point-wise gated Boltzmann machine based two-layer deep learning architecture | 227 | 5 | 93.4 | 88.6/97.1 |
| Chronic liver disease[^115] | CNN   | 140 | 60 | 87.2-97.4 | - |
| Hepatitis B virus-associated fibrosis[^95] | CNN | 1330 from 266 patients | 660 from 132 patients | 0.98 (AUC[^a]) | 90.4/98.3 |
| Liver fibrosis[^116]  | CNN           | 200 from 200 patients | 82.5-95.5 | - |
| Thyroid nodule[^97]  | CNN           | 908 from 183 patients | 248 from 40 patients | 94.7 | 92.7/+97.9 |
| Plantar fasciitis[^98] | Deep siamese framework | 720 | 360 | 85.0 | 76.8/93.3 |

[^a]: Area under the receiver-operating curve

It is worth mentioning that artificial intelligence architectures have also been utilized in several system development related applications that could be used in elastography, such as beamforming[^119] and inverse problem solution in elasticity imaging[^120]. The scope for both deep learning based advanced architectures seems to be endless in medical diagnostics. It is expected that elastography data in combination with conventional ultrasound data could greatly improve the diagnostic accuracy and advantages are multifold. Rightly so, deep learning has been dubbed as a paradigm shift in medical imaging[^121] that could achieve optimal results cost-effectively, especially from large and compromised datasets, as well as for non-linear, non-convex, and overly complex problems.
5. Conclusions and perspectives

Deep neural networks provide automated solutions for several clinical problems that may require expert skills for humans. There are two major fields of clinical AI research: (a) image processing/analysis which involves denoising, feature extraction from images, segmentation etc…, and (b) image formation/reconstruction i.e., from data to images. Even though a deep network is fundamentally different from multi-resolution analysis or optimization models, the major virtue of deep networks is the non-linear learning and non-convex optimization ability. However, the lack of curated training data is a major limitation in advancing any AI model. The time needed to translate fully automated deep models for diagnosis tasks with acceptance by the clinical community may range from a few years to decades. There is a need to develop more advanced algorithms to solve more complex medical problems, especially in ultrasound imaging. There is also a need to validate diagnostic assistance methods (e.g., heatmaps[122]) providing feedback to clinicians instead of final diagnosis.

This article summarized several studies that implemented deep learning methodologies for ultrasound elastography applications, particularly for image analysis and feature extraction. In the next paragraphs, a discussion is given on some prospective topics of research that have not yet been explored much in ultrasound elastography AI research.

There has been relatively limited research conducted on image reconstruction in shear wave elastography applications, which remains a low hanging fruit[123]. Deep learning based reconstruction algorithms have data driven knowledge-enhancing abilities that provide smarter initial guess, more relevant features extraction, and application-specific regularized final images. If a dataset is severely compromised due to truncation, distortion, noise, or artifacts, a model-based iterative or analytical algorithm can be used for initial reconstruction and subsequently used as an input to deep network[124]. This two-step process for image reconstruction can be extremely useful in elastography applications. Such networks can become favorable since deep networks with images as inputs can easily be adapted and
domain-specific data can be incorporated as unprecedented prior knowledge. Bandwidth enhancement of recorded data is another open field\textsuperscript{[125]} that can improve reconstruction algorithms in ultrasound elastography.

The network design remains a popular topic of research in terms of both overall architecture and component characteristics\textsuperscript{[92, 93, 126, 127]}. This is equivalent to algorithmic design or computer architecture design, which still is a prominent topic for specific applications such as elastography. Another important field is unsupervised learning that includes generative adversarial networks, which can realize automated data curation by learning discriminatory features from an unlabeled dataset. Several studies have explored unsupervised learning in magnetic resonance and computed tomography imaging modalities and similar exploration is needed in ultrasound elastography applications. Artificial intelligence research can be further improved by mimicking neuroplasticity – the ability of the brain to reorganize itself by following new neural connections for better learning, adaption, and compensation.

Finally, deep models also have some limitations. For example, deep learning methods do not seem to be applicable widely in clinical practice, especially in ultrasound elastography, due to variability caused by the data itself. Such models may suffer from poor generalization that comes from different machines with different acquisition parameters. Another challenge is that these models are usually trained for only one task. Thus, it is almost impossible for AI to replace radiologists in the coming decades, however, radiologists who can use AI will ultimately replace conventional radiologists\textsuperscript{[94, 128]}.

Rigorous data collection criteria and uniform global ethical guidelines for AI need to be developed in order to establish its role in clinical practice and for advancing applications in elastography. Ethical and legal responsibilities for decision making will remain under the responsibility of physicians and AI should adapt to this context. Although it has been well demonstrated that humans and AI models working together can achieve a higher level of
accuracy in ultrasound elastography based diagnosis and prognosis, efforts, legislation strategies and legal issues will have to be addressed to include AI into clinical guideline practices.

One common obstacle across research groups is that it is not easy for single sites to generate a large amount of data and to label it. Multicenter initiatives, collaborative research, data sharing, and crowd sourcing are some possible approaches to unite useful resources for further deep learning based advancements in elastography. Scientists must consider sharing clinical data for further improvement in this field. Zhou et al [94] also called for creating a globally interconnected network of an open patient dataset to include diverse demographics and geographical locations. This would also promote AI research in countries where acquiring patient datasets is a challenge due to ethical, financial, or bureaucratic limitations. Artificial intelligence in medical research will only move forward in a socially responsible and globally beneficial way by promoting open access research and shared clinical datasets.
### Key Points

- Artificial intelligence models trained on multiple modalities (B-mode, shear wave elastography, Doppler ultrasound, etc…) could improve diagnostic accuracy multifold.

- Convolutional neural network architectures are the most popular for classification applications, especially in breast cancer screening and liver fibrosis grading.

- There is a greater need for datasets that are less operator and machine dependent. Providing unified guidance to operators would make ultrasound and shear wave elastography more intelligent.

- Deep learning based diagnostic approaches are more efficient than traditional machine learning approaches.
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