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Abstract

BERT models used in specialized domains all seem to be the result of a simple strategy: initializing with the original BERT and then resuming pre-training on a specialized corpus. This method yields rather good performance (e.g. BioBERT (Lee et al., 2020), SciBERT (Beltagy et al., 2019), BlueBERT (Peng et al., 2019)). However, it seems reasonable to think that training directly on a specialized corpus, using a specialized vocabulary, could result in more tailored embeddings and thus help performance. To test this hypothesis, we train BERT models from scratch using many configurations involving general and medical corpora. Based on evaluations using four different tasks, we find that the initial corpus only has a weak influence on the performance of BERT models when these are further pre-trained on a medical corpus.
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1. Introduction

Recent years have witnessed the widespread use of transfer learning techniques in Natural Language Processing (NLP) (Pan and Yang, 2010; Ruder, 2019). In fact, after being successful in speech processing (Wang and Zheng, 2015) and computer vision (He et al., 2017), transfer learning was applied in NLP as well with methods like ULMFiT (Howard and Ruder, 2018) showing that pre-trained language models can be successfully adapted through a sequential transfer learning process to bring performance gains to text classification. Shortly after, Radford et al. (2018) generalized these results to other tasks like natural language inference, text comprehension, etc. Following the excitement around transfer learning in NLP, word embedding models moved from the static embedding paradigm (e.g. GloVe (Pennington et al., 2014), fastText (Bojanowski et al., 2017)) to the more dynamic contextual embeddings (ELMo (Peters et al., 2018), BERT (Devlin et al., 2019)) that are able to compute context-dependent word representations. Despite the performance gains that are brought by such models (see GLUE benchmark), using them in practice is significantly more costly than earlier static methods. As a result, NLP practitioners tend to rely on pre-trained versions rather than training these models from scratch. Today, the most popular contextual embedding model seems to be BERT and the BERT-like models, for which there are pre-trained versions both for the general domain and for more specialized domains (e.g. BioBERT (Lee et al., 2020), BlueBERT (Peng et al., 2019), ClinicalBERT (Alsentzer et al., 2019a), and PubMedBERT (Gu et al., 2021) for the medical domain, SciBERT (Beltagy et al., 2019) for the scientific domain). Where general versions are pre-trained fully on general domain corpora, these specialized versions seem to all be the result of the same process: starting from a pre-trained general BERT and re-train it on a specialized corpus. This strategy brings undeniable improvements over using a general domain BERT (Alsentzer et al., 2019a; Si et al., 2019). However, the question remains: how do these re-trained models compare to models that are trained from scratch on specialized corpora without going through a general domain pre-training?

In this work, we will focus on the medical domain for which we will study the impact of three parameters on the downstream performance of BERT: the domain of its reference vocabulary (general vs. medical), the initial pre-training corpus (general vs. medical vs. both) and the second specialization corpus (none vs. medical). For a fairer comparison, we pre-train all the models ourselves using exactly the same hyper-parameters, then we evaluate these models on a variety of medical (clinical and biomedical) tasks: clinical concept detection (i2b2/VA 2010 (Uzuner et al., 2011)), clinical language inference (MEDNLI (Romanov and Shivade, 2018)), and biomedical relation extraction (ChemProt (Krailling et al., 2017) and DDI (Herrero-Zazo et al., 2013)). This work focuses on the English language.

Our contributions are the following:

- we conduct a preliminary analysis of the impact of the domain of BERT’s WordPiece vocabulary and show notable differences between a general and medical vocabulary when handling medical terms;
- we compare multiple BERT models with varying
Figure 1: Comparison of the tokenization of a medical corpus by vocabularies from different domains.

degrees of specialization and observe that the standard strategy that consists in re-training a general model on specialized texts performs at the same level as a model that is trained from scratch on a specialized corpus using a specialized vocabulary;

- we share our code and pre-trained models for the benefit of the NLP community and to help the reproducibility of our experiments.

We will first introduce the principles of BERT (Section 2), in particular, those relative to the hypotheses we would like to test (Section 3), then we present our experiments (Section 4) and their results (Section 5) before a final conclusion (Section 6).

2. The Problem of BERT’s Tokenization

BERT and BERT-like models such as RoBERTa (Liu et al., 2019), XLNet (Yang et al., 2019), or ALBERT (Lan et al., 2019), rely on a tokenization method that leverages subwords in order to keep the vocabulary small and handle potential out-of-vocabulary tokens by decomposing them into a sequence of known WordPieces (Wu et al., 2016). This allows striking a good balance between the efficiency of full words and the flexibility of characters, especially when constructing a model for a domain that is known in advance such as the default general domain. This WordPiece vocabulary is generally learned using the exact same corpus that is used for pre-training, which ensures this vocabulary is a perfect match for the pre-training domain. However, a mismatch occurs when the pre-trained model is used on a task from a different domain, which, given the cost of training domain-specific versions of such large models, is likely in practice. Furthermore, when the resources for training such models for the target domain are available, the most popular approach seems to be re-training existing general-domain systems on specialized corpora (e.g. SciBERT (Beltagy et al., 2019), ClinicalBERT (Alsentzer et al., 2019b)), probably in an attempt to leverage pre-existing knowledge within the model and speed up convergence. As a result, these models also re-use the original subword vocabulary, which could affect the pre-training procedure in a way that may be harmful, especially in specialized domains such as the medical domain where technical terms are very present.

3. Effect of BERT’s Vocabulary on Tokenization

To study the effect of using general-domain vocabularies in specialized domains, we first look into the tokenization results. Here, we assume that we have access to the

---

2The exact implementation used for BERT seems to be internal to Google. However, most subsequent iterations like RoBERTa rely on the supposedly comparable BPE algorithm (see https://github.com/google/sentencepiece#comparisons-with-other-implementations).

3There are versions of SciBERT that use a custom scientific vocabulary as well.
When training a specialized version of BERT, the usual general vocabulary holds against specialized texts in the medical domain. In practice, after learning a medical WordPiece vocabulary, we randomly select a large sample (~ 1 million tokens) from the same medical corpus and tokenize it using either BERT’s original vocabulary (general domain) or our custom specialized vocabulary (medical domain). Figure 1 shows the cumulative proportion of word types (i.e. distinct tokens) and word occurrences (i.e. counting each token as many times as they occur) against the number of resulting subwords after tokenization.

If we look at the frequency of splitting an unknown token into multiple WordPieces, we realize that the medical vocabulary produces overall fewer WordPieces than the general version. Moreover, we see that ≈ 13% of occurrences are never split as they are already part of the medical vocabulary but are decomposed into two or more WordPieces by the general vocabulary.

When looking closer at the quality of the produced WordPieces (see Table 1), we see that in addition to producing fewer subwords, the specialized vocabulary also seems to produce more meaningful units (e.g. choledoch andolithiasis).

4. Experiments

When training a specialized version of BERT, the usual approach consists in using a specialized corpus to resume the pre-training of the original BERT, which uses a general-domain vocabulary and was already pre-trained on a corpus of the general domain. In order to compare this approach with the other natural method consisting in pre-training a specialized version from scratch on a specialized corpus, we aim to reproduce the usual approach that re-trained a model from the general domain on a set of specialized texts. More precisely, while keeping the general vocabulary, we resume the pre-training of the previous model on a corpus made of clinical notes from MIMIC-III (Johnson et al., 2016) and biomedical paper abstracts from PubMed (Fiorini et al., 2018).

(V = medical, C1 = general, C2 = ∅) Contrary to previous models, this version is directly trained on medical texts. Moreover, here we use a medical vocabulary that we build from the medical corpus (see Table 1) made of English Wikipedia and a part of the OpenWebText corpus (Gokaslan and Cohen, 2019). We sample enough data from OpenWebText to achieve a final corpus that is comparable in size to the one used in Devlin et al. (2019).

(V = general, C1 = general, C2 = specialization corpus) For a fairer comparison, we pre-train our own general-domain model. Despite the redundancy with the open-source models from Devlin et al. (2019), pre-training our own general-domain model guarantees that all the models we compare were trained in the same conditions. However, we use the same vocabulary as the original BERT: a vocabulary built from English Wikipedia and BooksCorpus (Zhu et al., 2015). During pre-training, we use a general corpus (see Table 1) made of English Wikipedia and a part of the OpenWebText corpus (Gokaslan and Cohen, 2019). We sample enough data from OpenWebText to achieve a final corpus that is comparable in size to the one used in Devlin et al. (2019).

We represent each configuration with a tuple corresponding to the values of the studied parameters: (V = vocabulary, C1 = pre-training corpus, C2 = specialization corpus).

Table 1: Comparison of the tokenization of specific medical terms by vocabularies from different domains.

| Reference                  | Vocabulary | Tokenization       |
|----------------------------|------------|--------------------|
| paracetamol                | medical    | [paracetamol]      |
| paracetamol                | general    | [para, ce, tam, ol]|
| choledocholithiasis        | medical    | [choledoch,olithiasis] |
| choledocholithiasis        | general    | [cho, led, och, oli, thi, asi, s] |
| borborygmi                 | medical    | [bor, bor, yg, mi] |
| borborygmi                 | general    | [bo, rb, ory, gm, i] |

4.1. Different Configurations of BERT

| Domain | Corpora   | # of documents | # of words |
|--------|-----------|----------------|------------|
| General| Wikipedia (EN) | 1.19 million | 2.14 billion |
|        | OpenWebText | 3.15 million | 1.28 billion |
| Medical| MIMIC-III  | 4.17 million | 0.5 billion  |
|        | PubMed     | 4.65 million | 0.5 billion  |

Table 2: Detail of the pre-training corpora.

Given that the BooksCorpus is not available anymore, we replaced it with OpenWebText, which aims to reproduce the WebText corpus that was used for training the GPT-2 model from Radford et al. (2019).

It is important to note that the algorithm that was used to build the original BERT vocabulary is not available. Therefore, we need to use similar algorithms to build new vocabularies. 
(V = medical, C₁ = medical, C₂ = medical) From the model that is pre-trained directly on a medical corpus, we pre-train a second time on the same corpus, which is equivalent to performing the pre-training on the medical corpus for twice as many epochs. This is done to achieve a model that is trained as long as (V = general, C₁ = general, C₂ = medical).

4.2. Evaluation Tasks

Pre-trained models are evaluated on five medical tasks after adding task-specific output layers as detailed in Devlin et al. (2019).

Medical Entity Recognition We evaluate on the i2b2/V A 2010 (Uzuner et al., 2011) clinical concept extraction task, which aims to extract three types of medical concepts: PROBLEM (e.g. headache), TREATMENT (e.g. oxycodone), and TEST (e.g. MRI). An example is given in Figure 2.

Figure 2: Example from i2b2/VA 2010.

Natural Language Inference We also evaluate on the clinical natural language inference task MEDNLI (Romanov and Shivade, 2018), which aims to classify sentence pairs into three categories: CONTRADICTION, ENTAILMENT, and NEUTRAL. Examples are given in Figure 3.

Table 3: Number of examples of each evaluation task.

4.3. Implementation Details

In order to help reproduce our results, we share our pre-training and fine-tuning parameters. Moreover, we provide all of our pre-trained models as well as the code we used.

4.3.1. Pre-training Parameters

We train each model using 16 Tesla V100-SXM2-16GB GPUs and following the implementation and parameters in the NVIDIA codebase. Each complete pre-training phase consists of two steps:
we use a weight decay of 0.01 as is often the case with these models to further regularize training.

### 4.3.2. Fine-tuning Parameters

Each model is fine-tuned for a maximum of 15 epochs on the training data using a batch size of 32. After each iteration, we evaluate the model on the validation set and save the version with the best performance. After the 15 epochs are complete, we load the model from the best epoch and evaluate it on the test set.

### 5. Results and Discussion

To account for the randomness in the training and evaluation procedures, we run each fine-tuning with 10 different random seeds and compute a final model performance on each task as (mean ± std). The results are shown in Table 4.

**Pre-training Sanity Check**

Given the complexity of BERT’s pre-training procedure, it is useful to compare our general-domain model to the original BERT: BERT (base). We observe that both models have similar performances with an advantage to the original BERT. However, this difference may be explained by either the different pre-training corpora (OpenWebText in our case instead of BooksCorpus) or the different pre-training parameters.

Therefore, given the similarity of the results, we can suppose that our pre-training procedure is correct.

**One pre-training step: General BERT < Medical**

**BERT**

First, we compare the models that are only pre-trained once ($C_2 = \emptyset$). As expected, we can see that the model that is trained on a medical corpus using a medical vocabulary ($V = \text{medical}, C_1 = \text{medical}, C_2 = \emptyset$) gets systematically better results that the general-domain version: an average of $+3.14 \text{ F1}, +6.23 \text{ Acc}, +3.83 \text{ F1}, +3.59 \text{ F1}$ on i2b2, MEDNLI, ChemProt, and DDI respectively. Incidentally, it seems that using a medical vocabulary and training a model directly on a medical corpus ($V = \text{medical}, C_1 = \text{medical}, C_2 = \emptyset$) leads to better results than BlueBERT (except for MEDNLI), which re-trains the original BERT on a similar medical corpus ($V = \text{medical}$) when it leads to tasks in the biomedical domain (ChemProt and DDI).

**Two pre-training steps**

When we look at the performance of the same models after being re-trained on a medical corpus, both models get similar results: on average $+0.20 \text{ F1}, -0.59 \text{ Acc}, +0.68 \text{ F1}$ and $+1.29 \text{ F1}$ on i2b2, MEDNLI, ChemProt and DDI respectively. Interestingly, we outperform this model on ChemProt and DDI, both of which are from the biomedical domain.

---

**Table 4: Evaluation results.** The performance of i2b2/VA 2010 is computed in terms of strict F1 over the entities to detect, the performance of MEDNLI is given in terms of accuracy, and the performances of ChemProt and DDI are expressed in terms of micro-F1 measure. The best performance is shown in **bold** and the second best is **underlined**.

| Step | Updates | Batch size | Learning rate | Pre-training corpora | Performance |
|------|---------|------------|---------------|----------------------|-------------|
| 1    | 3,519   | 8,192      | 6.10$^{-3}$   | OpenWebText          |             |
| 2    | 782     | 4,096      | 4.10$^{-3}$   | OpenWebText          |             |

**During pre-training, we use the LAMB optimizer (You et al., 2020) as this has been shown to speed up convergence for large language models. We also use a linear schedule where the learning rate grows linearly during a certain number of training updates—i.e. 1000 steps for phase 1 and 100 steps for phase 2—before reaching its desired value and decreasing linearly to zero. Finally, we use a weight decay of 0.01.**

---

**10** We use gradient accumulation for larger batch sizes.

---

**Note:**

1. Due to server limitations, we trained our models for half the number of steps suggested in NVIDIA’s implementation. This could mean that our models are overall under-trained.
2. Their corpus, however, includes 8 times as many biomedical texts as we do. Interestingly, we outperform this model on ChemProt and DDI, both of which are from the biomedical domain.
gets better results than BlueBERT\footnote{This is the version of BlueBERT trained on PubMed and MIMIC-III.} on the biomedical tasks, especially on Chemprot (+3.07 F1), despite being pre-trained on similar corpora (MIMIC-III and PubMed).

Is Training from Scratch Really Better? Even though our medical model performs better than BlueBERT, a version that re-trains the original BERT on a medical corpus, we see that training from scratch with a specialized vocabulary is not necessarily better, since re-training our general model on a specialized corpus ($V = \text{general}, C_1 = \text{general}, C_2 = \text{medical}$) eventually leads to better results. This reaffirms the importance of training models in similar conditions and warrants the inclusion of a medical model that is trained a second time on the same medical corpus. In fact, by re-training the purely medical model a second time ($V = \text{medical}, C_1 = \text{medical}, C_2 = \text{medical}$), we manage to improve over the previously mentioned re-trained version on most evaluation tasks, except for MedNLI. This goes to show that the overall training time of these models does matter, and to a point where a purely specialized model may perform worse than a model relying on general-domain representations if the former is not trained properly.

6. Conclusion

In a context where BERT-like representation models are more and more popular, we evaluate the usual way such models are used in a specialized domain: re-training the original BERT on a specialized corpus before adapting it to a task of interest. While focusing on the medical domain, we compared two methods where the model is first pre-trained on an initial corpus (general domain vs. medical domain) using an appropriate vocabulary (general / medical) before being re-trained on a medical corpus. We observe that despite the initial differences between the two models both of them perform at a similar level when re-trained on a specialized corpus. We conclude, after taking into account the resource cost of each method, that it is preferable to re-train the original BERT on a specialized corpus instead of training a model from scratch with a specialized vocabulary.

Another strategy adopted by several recent studies \cite{Hong et al., 2021, Tai et al., 2020, Diao et al., 2021} for dealing with the discrepancy between the vocabulary of the general domain and the vocabulary of a more specialized domain like the medical domain is to propose methods for extending the vocabulary of the general domain model to include the vocabulary of the specialized domain or a part of it. The evaluation of these methods in the same framework as our work would be an interesting extension of the results presented in this article.
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