Maximal chaos from strings, branes and Schwarzian action
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ABSTRACT: In this article, we explicitly demonstrate that, for a sufficiently generic class of examples, an open string embedded in an AdS-background yields an effective Schwarzian action and, in the semi-classical description, the fluctuation modes of the open string couple to this Schwarzian sector. This leads to a maximal chaos, observed in the open string degrees of freedom, irrespective of the gravitational background. This corresponds to the dynamics of quark-like degrees of freedom in a strongly coupled large $N_c$ gauge theory. We also demonstrate a maximal chaos, resulting from an inherent D-brane horizon, by computing the four-point out-of-time-ordered correlator of spin-one operators. We also offer some observations and comments regarding a class of effective theories that is described by a generic functional of a Schwarzian derivative.
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1 Introduction

We will begin reviewing some basic ingredients that we will need for the rest of the article. The canonical statement of holographic duality, specially in the context of conformal field theories with large central charge, schematically takes the following form:

\[ Z_{\text{gravity}} = Z_{\text{QFT}}, \]  

(1.1)

where “gravity” implies a classical diffeomorphism invariant theory of fields, “QFT” implies a general quantum field theory with large number of degrees of freedom and \( Z \) generically represents the path integral in Lorentzian or Euclidean signature. The conjecture extends naturally to complex valued time-direction as well, which, in general, corresponds to Schwinger-Keldysh contours in QFT. Correspondingly, one can define a bulk realization of a given Schwinger-Keldysh contour.

Given the definition in (1.1), one calculates e.g. the Euclidean correlation functions \( \langle \ldots \rangle_{\text{QFT}} \). Towards that, the gravity Euclidean path integral is schematically defined as:

\[ Z_{\text{gravity}} [G, \phi_0] = \int DGD\phi e^{-S_E[G, \phi]}, \]  

(1.2)

where \( \{G, \phi\} \) are collective bulk gravitational data, \( \{G_0, \phi_0\} \) are the corresponding boundary data at the conformal boundary of AdS and \( S_E \) is the Euclidean action. The Euclidean path integral is defined over a particular integration measure, which we do not explicitly consider. The duality in (1.1) then ensures:

\[ Z_{\text{gravity}} [G_0, \phi_0] \equiv \langle e^{-\int \phi dO^{+\ldots}} \rangle_{\text{QFT}}, \]  

(1.3)

where \( O \) is the operator corresponding to the source \( \phi_0 \). The above equivalence, clearly, holds at a saddle point of the corresponding action. Thus, an \( n \)-point correlation function is simply computed by considering various fluctuation fields around this classical saddle, using:

\[ \langle O_1(x_1) \ldots O_n(x_n) \rangle = (-1)^{n+1} \left. \frac{\delta^{\text{con-shell}} S_E}{\delta \phi_0^1(x_1) \ldots \delta \phi_0^n(x_n)} \right|_{\phi_0 = 0}, \]  

(1.4)

where the operator \( O_i \) is sourced by the field \( \phi_0^i \) at the conformal boundary.

In the Lorentzian picture, the corresponding \( n \)-point correlation function can also be calculated using a similar prescription. However, the Lorentzian patch comes equipped with an additional feature. Suppose, we consider a saddle which is described by a black hole in the Lorentzian section. In the saddle, the maximal analytic extension of the black hole geometry, which is provided by the Kruskal extension, contains two conformal boundaries. This is a close analogue of the Schwinger-Keldysh picture in quantum field theory and was explored first in [3], in the context of AdS/CFT correspondence. Pictorially, this is represented in figure 1. Thus, given an Euclidean section, the corresponding thermal state can be thought of as obtained from a two-sided pure state (in the corresponding
Figure 1. The maximally extended geometry for an eternal black hole in AdS. This represents a pure state in which the complete dual CFT is a tensor product of the two CFTs, defined on the left and the right boundaries.

Lorentzian patch). The corresponding thermofield double (TFD) state is given by

\[ |\text{TFD} \rangle = \frac{1}{Z[\beta]} \sum_n e^{-\beta E_n/2} |n\rangle_L |n\rangle_R, \quad (1.5) \]

where \(|n\rangle_L \) and \(|n\rangle_R \) are energy eigenstates of the left and the right QFTs, whose actions are denoted by \(S[\phi^L_0] \) and \(S[\phi^R_0] \) in figure 1, respectively. The thermal density matrix of e.g. the right QFT is then obtained from tracing out the "left" QFT degrees of freedom in the pure density matrix \(\rho_{\text{TFD}} = |\text{TFD}\rangle \langle \text{TFD}| \). Running this argument backwards, given a thermal density matrix one can double the degrees of freedom such that the extended density matrix becomes a pure one.

On the other hand, an Euclidean path integral, can be interpreted as a state, denoted by \(|\psi\rangle \) in the Schrödinger picture. Such a state can then be time-evolved according to a unitary operator \(U(t, t_0) \). The expectation value of an one-point function is thus given by

\[ \langle \mathcal{O}_\psi(t) \rangle = \langle \psi(t)|\mathcal{O}_\psi|\psi(t)\rangle = \langle \psi|U(t, t_0) \mathcal{O}_\psi U(t_0, t) |\psi\rangle. \quad (1.6) \]

The second line above is pictorially presented in figure 2. For a more detailed discussion, see e.g. [4].

One can easily generalize this prescription for higher point functions. For example, consider a general four-point function, without any time-ordering [5–8]:

\[ C_{(4)} = \langle W(t)V(0)W(t)V(0) \rangle_{\beta} = \langle 0|e^{-\beta H}e^{-iHt}W(0)e^{iHt}V(0)e^{-iHt}W(0)e^{iHt}V(0)e^{-\beta H}|0\rangle. \quad (1.7) \]
Figure 2. A pictorial representation of gluing two arbitrary states along a Schwinger-Keldysh contour, after the insertion of an operator at real time $t$. The genus 3 surface in the picture is supposed to represent an arbitrary initial state. The choice of genus = 3 is simply representative. This picture is inspired from the discussions and figures in [4].

This requires us to first prepare the thermal state by $e^{-\beta H}|0\rangle$, and subsequently choosing a time contour according to the Hamiltonian evolution inside the correlation function, from right to left; with the insertion of the corresponding operator $V$ and $W$. In this article, we will specifically consider such 4-point out-of-time-order correlator (OTOC). Such correlation functions are calculated on Schwinger-Keldysh contours shown in figure 3. In this case, the correlator automatically becomes path ordered along the contour.

In our case, we will consider a specific class of probe degrees of freedom inside a bulk geometry. Thus, the corresponding Euclidean path integral takes the form:

$$Z_{\text{bulk}} = Z_{\text{gravity}}Z_{\text{probe}} \equiv Z_{\text{QFT}} = Z_{\text{bath}}Z_{\text{probe}}.$$  \hspace{1cm} (1.8)

Specifically, the QFT “bath” degrees of freedom consists of adjoint matter and the “probe” degrees of freedom consist of fundamental matter. In the bulk description, the $Z_{\text{probe}}$ corresponds to a probe fundamental string or a D-brane and all fluctuations modes thereof. For a typical large $N_c$ gauge theory, we have

$$Z_{\text{gravity}} = \int \mathcal{D}[g] e^{-\frac{1}{2\kappa}S_{\text{sugra}}} \equiv Z_{\text{QFT}} = \int \mathcal{D}[\phi] e^{-N_c^2 S_{\text{QFT}}},$$  \hspace{1cm} (1.9)

1Here $|0\rangle$ is the vacuum state.

2Strictly speaking, the bulk geometry for which one can construct the two-folded Schwinger-Keldysh contour is still not known explicitly. For our purpose, though, we will assume that such a description exists. We thank Gautam Mandal and Shiraz Minwalla for pointing this out and some discussion on related matters.
where, in the second line, we have converted the Newton’s constant $G_N$ into the rank of the gauge group, $N_c$. One can certainly consider fluctuations of the “gravity” modes and correspondingly an $n$-point correlation function, by expanding $S_{\text{sugra}}$ around a suitable saddle point and expanding up to a desired order.

We will focus on a similar idea, on the probe sector, which is given by

$$Z_{\text{probe}} = \int D[\varphi] e^{-T_{\text{probe}} S_{\text{probe}}} \equiv Z_{\text{QFT}} = \int D[\varphi_{\text{bdry}}] e^{-N_c N_f S_{\text{QFT}}},$$

where $T_{\text{probe}}$ is the tension of the probe, $N_f$ is the corresponding number of fundamental matter field and $S_{\text{QFT}}$ contains explicit factors of the ’t Hooft coupling. We do not specify the integration measure in the functional integral. To compute a 4-point correlation function, around a classical saddle, one simply expands the action up to quartic term and evaluates:

$$\langle O_1(x_1) \ldots O_4(x_4) \rangle = - \frac{\delta^4 S_{\text{QFT}}^{\text{on-shell}}}{\delta \varphi^i_{\text{bdry}}(x_1) \ldots \delta \varphi^i_{\text{bdry}}(x_4)} \bigg|_{\varphi^i_{\text{bdry}} = 0},$$

where $S_{\text{QFT}}^{\text{on-shell}}$ is evaluated on the on-shell configuration of the quadratic fluctuations.

Here the entire description is in the probe sector, while the background QFT degrees of freedom are merely spectators.

Given a classical profile for the probe sector, we can expand the action around this saddle, schematically:

$$S_{\text{QFT}}[\{\varphi_i\}] = S_{\text{QFT}}^{(0)}[0] + \frac{1}{2!} \varphi_i \varphi_j \frac{\partial^2 S_{\text{QFT}}^{(2)}}{\partial \varphi_i \partial \varphi_j} + \frac{1}{4!} \varphi_i \varphi_j \varphi_k \varphi_l \frac{\partial^4 S_{\text{QFT}}^{(4)}}{\partial \varphi_i \partial \varphi_j \partial \varphi_k \partial \varphi_l} + \ldots .$$
Here \( \{ \varphi_i \} \) denotes general fields in the probe sector. To compute the four-point function in (1.11), we can simply find the saddle corresponding to \( S_{\text{QFT}}^{(2)} \) and evaluate \( S_{\text{QFT}}^{(4)} \) on-shell, with the data from the saddle point.

We will use the eikonal approximation to calculate the four point function, expressed as a 2–2 scattering amplitude, pioneered in [7]. This approximation is valid for scattering processes with small angle and large incoming momenta. For our case, this holds true in the regime when \( T_{\text{probe}} \) is very large, with \( T_{\text{probe}}/s^\alpha \) held fixed.\(^3\) Here, \( s \) is Mandelstam variable, corresponding to the scattering, and \( \alpha \) is an appropriate number such that \( T_{\text{probe}}/s^\alpha \) becomes dimensionless.

This article is divided into the following sections: In section 2, 3 and 4, we describe a classical string dynamics in an \( \text{AdS}_3 \)-background and how one can already extract an effective Schwarzian action from the quadratic fluctuation analysis of the same. The next section is devoted to an explicit calculation of the Schwarzian sector with a generic fluctuation mode of the string, which is subsequently complemented by a path integral description of the effective description in the next section. Section 7 discusses the sources of explicit conformal symmetry breaking. In the next section, an explicit example of semi-classical fluctuations is discussed, in which the large diffeomorphisms on the worldsheet has a particularly simple realization in terms of the fluctuations of the embedding coordinates. After concluding the discussion with fundamental strings, we move on to the dynamics of D-branes. This is done in section 9, beginning with a discussion on the D1-brane. For our purposes, this is very similar to the discussion of fundamental strings, including the effective Schwarzian action. We subsequently discuss a probe sector of D5-branes, and obtain, in details, the Lyapunov exponent by calculating the two-two scattering amplitude of the D5-brane fluctuations. For analytical control, we discuss the gauge field fluctuations on this brane; in section 10, the corresponding Lyapunov exponent is determined by the event horizon in the corresponding open string metric, and yields a non-vanishing value (with appropriately excited gauge field on the D-brane worldvolume) even when the background gravity degrees of freedom do not see any event horizon. In the next section, we present another analytically tractable example in which the 4-point OTOC can be calculated: from the dynamics of a defect degree of freedom in a particular Lifshitz-type background. In section 12, we demonstrate how a general functional of Schwarzian action can yield maximal chaos, and can violate the chaos bound otherwise. Finally, we conclude in section 12, with some open problems and future directions. The main results of this article is summarized in [9], here we discuss a more detailed account, including additional observations, comments and remarks.

2 String in \( \text{AdS}_3 \)-BH

In this section, we will revisit the framework of [10],\(^4\) with a different perspective.\(^5\) In particular, we will extract an effective Schwarzian action, starting from the Nambu-Goto

\(^3\)In our case, \( T_{\text{probe}} \) plays the same role as the Newton’s constant \( G_N \) in [7].

\(^4\)See also [11].

\(^5\)Note that, in [12] the presence of a Schwarzian effective action on a string worldsheet was also proposed. However, we have a direct and explicit description.
action of the string, and studying the fluctuations thereafter. Towards that, we begin with
the AdS$_3$-BTZ geometry, in the Fefferman-Graham patch:
\[
 ds^2 = \ell^2 \left[ -\frac{1}{4} \left( r - \frac{r_H^2}{r} \right)^2 dt^2 + \frac{1}{4} \left( r + \frac{r_H^2}{r} \right)^2 dX^2 + \frac{dr^2}{r^2} \right].
\] (2.1)

In the above, $r_H$ denotes the location of the event horizon, which sets the temperature:
\[
 T = \frac{r_H}{2\pi}.
\] (2.2)

and $\ell$ denotes the curvature scale: Ricci scalar, $R = -6/\ell^2$.

It is straightforward to check that under the following map
\[
 r = e^{1/\ell} \left( R + \sqrt{R^2 - R_H^2} \right),
\] (2.3)

the FG-metric in (2.1) maps to the standard Poincaré patch BTZ, given by
\[
 ds^2 = -R^2 \left( 1 - \frac{R_H^2}{R^2} \right) dt^2 + R^2 dX^2 + \left( 1 - \frac{R_H^2}{R^2} \right)^{-1} dR^2 .
\] (2.4)

We will, however, work with the FG-patch description.

Similar to [10], we consider a string, which is described by a Nambu-Goto dynamics,
stretched in the AdS-radial direction. The end point of the string describes the trajectory
of a fundamental degree of freedom (e.g. a quark) in the thermal background of a large $N_c$
gauge theory. To describe this string, we need to solve an embedding problem.

In general, we need a map, denoted by $\Phi$, describing a hypersurface
$1+1$ into a three
dimensional pseudo-Riemannian manifold $\mathcal{M}_{2+1}$:
\[
 \Phi : \quad \Sigma \hookrightarrow \mathcal{M}.
\] (2.5)

Here $\mathcal{M}_{2+1}$ is described by the FG-patch metric in (2.1), and we choose the embedding
function $\Phi \equiv X(\tau, \sigma)$, where $\{\tau, \sigma\}$ define a patch for $\Sigma_{1+1}$, the string worldsheet. Furthermore, let us choose the static gauge for the hypersurface:
\[
 \tau = t, \quad \sigma = r.
\] (2.6)

The dynamics of the string is described by the Nambu-Goto action:
\[
 S_{NG} = -\frac{1}{2\pi \alpha'} \int d\tau d\sigma \sqrt{-\det \gamma} , \quad \gamma_{ab} = g_{\mu\nu} \partial_a X^\mu \partial_b X^\nu ,
\] (2.7)

where $g_{\mu\nu}$ is the FG-patch metric given in (2.1) and $\alpha'$ is the string tension. The resulting equation of motion is given by
\[
 \partial_a \left[ \sqrt{-\det \gamma} \gamma^{ab} (\partial_b X^\mu) G_{\mu\nu} (X) \right] - \frac{1}{2} \sqrt{-\det \gamma} \gamma^{ab} (\partial_b G_{\rho\sigma} (X)) (\partial_a X^\rho) (\partial_b X^\sigma) = 0 .
\] (2.8)
In deriving the above equation of motion, we view $G_{\mu\nu}(X)$ as a collection of the embedding functions $X(\sigma, \tau)$ and therefore explicitly included the variation of this collection of embedding functions, themselves. Alternatively, starting from the Polyakov action:

$$S_{\text{Pol}} = \frac{1}{4\pi \alpha'} \int d\sigma d\tau \sqrt{-\det h} h^{ab} G_{\mu\nu}(X) \left( \partial_\mu X^b \right) \left( \partial_\nu X^a \right),$$

one arrives at the following equations:

$$\partial_a \left[ \sqrt{-\det h} h^{ab} \left( \partial_b X^\mu \right) G_{\mu\nu} \right] - \frac{1}{2} \sqrt{-\det h} h^{ab} \left( \partial_c G_{\rho\sigma} \right) \left( \partial_\rho X^\nu \right) \left( \partial_\sigma X^\alpha \right) = 0,$$

$$T_{ab} = G_{\mu\nu} \left[ \left( \partial_\mu X^\nu \right) \left( \partial_b X^a \right) - \frac{1}{2} h_{cd} \left( \partial_c X^\mu \right) \left( \partial_d X^\nu \right) \right] = 0.$$  

Here $h_{ab}$ is the worldsheet metric, which, from (2.11), is obtained to be $h_{ab} = G_{\mu\nu} \left( \partial_\mu X^a \right) \left( \partial_b X^a \right)$. Therefore, as expected, $h_{ab} \equiv \gamma_{ab}$ in the NG-action. We will discuss the NG-action.

The simplest solution of the embedding function in (2.8) is given by $X(\tau, \sigma) \equiv X(t, r) = 0$. The corresponding worldsheet metric is obtained to be:

$$ds^2_{\Sigma} = \ell^2 \left[ \frac{1}{4} \left( r - \frac{r_H^2}{r} \right)^2 dt^2 + \frac{dr^2}{r^2} \right].$$

It is straightforward to observe that (2.12) is simply an AdS$_2$ in the corresponding FG-patch, whose curvature is given by $\mathcal{R}_{(2)} = -2\ell^2$.

Now, similar to [10], we can consider fluctuations of the embedding function around the classical profile:

$$X(t, r) = X_0(t, r) + \delta X(t, r),$$

which yields:

$$\gamma_{ab} = \gamma_{ab}^{(0)} \left[ X_0 \right] + \delta \gamma_{ab} \left[ \delta X \right].$$

In the above, the superscript $(0)$ denotes the quantities corresponding to the classical profile of the string. Under an arbitrary fluctuation $\delta X(t, r)$, the change in the worldsheet metric $\delta \gamma_{ab}$ does not preserve the corresponding two-dimensional Ricci-scalar; hence, a general off-shell fluctuation can not be regarded as a diffeomorphism on the worldsheet. Here, we want to motivate that under certain conditions, the transverse fluctuations can indeed be considered as diffeomorphisms.

The dynamics of the fluctuation fields are governed by the Nambu-Goto action, expanded in fluctuation fields up to the quadratic order:

$$S_{\text{NG}} [X] = S_{\text{NG}}^{(0)} \left[ X_0 \right] + S_{\text{NG}}^{(2)} \left[ \delta X \right].$$

The equation of motion for the fluctuation fields are obtained as:

$$\delta S_{\text{NG}}^{(2)} \left[ \delta X \right] = 0.$$  

\footnote{Note that, we will only consider transverse fluctuations here. Longitudinal fluctuations, i.e. fluctuations in the \{t, r\}-directions in our static gauge, can not be undone by a worldsheet diffeomorphism, once we have chosen a gauge. However, we have not considered those.}
Now, we can attempt a general solution of (2.16), in an FG-expansion. Towards that, we substitute an ansatz of the following form, in the equations of motion:

$$\delta X(t, r) = r^\Delta \sum_{n=0}^{\infty} \frac{\delta X^{(n)}(t)}{r^n}.$$  

(2.17)

The indicial equation yields the following two roots for the exponent:

$$\Delta = 0, -3.$$  

(2.18)

Thus, we expect, in the series expansion, the field $\delta X$ can be solved up to two arbitrary functions of time: $\delta X^{(0)}(t)$ and $\delta X^{(3)}(t)$. This can be explicitly checked by substituting (2.17) in (2.16), which yields:

$$\mathcal{A} \left[ \delta X^{(0)}, \delta X^{(3)} \right] = 0, \quad n \neq 0, -3,$$

(2.19)

where $\mathcal{A}$, collectively, represents algebraic expressions involving the argument data provided by the classical profile. Thus, from a UV CFT-perspective, the fluctuations $\delta X(t, r)$ consist of a marginal (corresponding to $\Delta = 0$) and a relevant (corresponding to $\Delta = -3$) deformation.

One can explicitly check, for any value of $n \neq 0, -3$, equations (2.19) can be solved explicitly:

$$\delta X^{(n)}(t) = \mathcal{F}^{(n)} \left[ \delta X^{(0)}(t), \delta X^{(3)}(t) \right].$$  

(2.20)

Here, the explicit form of $\mathcal{F}^{(n)}$ gets progressively involved, with increasing values of $n$. Thus, we refrain from explicitly presenting those.\footnote{Evidently, we cannot carry out this analysis for very large values of $n$, however, we have checked this claim explicitly to sufficiently high order of $n = 30$. The pattern repeats itself for higher values, but explicitly, become cumbersome to keep track of.}

Now, we can evaluate the change in the two-dimensional Ricci-scalar $\delta R^{(2)}$, as a function of $\delta \gamma_{ab}$. The generic structure of the Ricci-scalar, on-shell, takes the following form:

$$\delta R^{(2)} = r^{\beta} \sum_{n=0}^{\infty} \frac{\delta R^{(n)}(2) \left[ \delta X^{(0)}(t), \delta X^{(3)}(t) \right]}{r^n},$$

(2.21)

where $\beta$ is some number which is unimportant for us. Now, it can be checked that, setting

$$\delta R^{(2)} = 0 \quad \Rightarrow \quad \delta X^{(3)}(t) = -\frac{8}{3} \left[ \frac{2}{\mathcal{R}} \left( \partial_t \delta X^{(0)}(t) \right) - \left( \partial_t^2 \delta X^{(0)}(t) \right) \right].$$

(2.22)

Therefore, Ricci-scalar preserving fluctuation is, ultimately, one function worth of freedom, denoted by $\delta X^{(0)}(t)$. If we hold the radial gauge fixed, i.e. $\sigma = r$, then this one function worth of freedom is essentially the residual diffeomorphism, which also has a natural action at the conformal boundary. Thus, $\delta X^{(0)}(t)$ forms a representation of the Diff$(S^1)$ at the boundary. In this restricted sector, the physics of the fluctuations on the worldsheet can be viewed as a diffeomorphism invariant theory on the string worldsheet. In the next section we will discuss another such example.
3 Strings in AdS

Let us now consider the case where the string is embedded in a horizon-less background. Thus, we now consider an embedding problem in which $\mathcal{M}_{2+1}$ is purely AdS$_3$, given by the following Poincaré patch

$$ds^2 = \frac{R^2}{z^2} \left(-dt^2 + dX^2 + dz^2\right). \quad (3.1)$$

We will discuss the case where the end point of the string undergoes an uniform acceleration. An explicit solution was obtained in [13] and later analyzed in [14], specially in the context of the so-called ER=EPR conjecture. The embedding function is explicitly obtained as:

$$X(0)(t,z) = \pm \sqrt{a^2 + t^2 - z^2}, \quad (3.2)$$

where $a$ is the magnitude of the constant acceleration. The $\pm$ sign can be physically attributed to the identification of a quark or an anti-quark as the end point of the string.

The induced metric on the worldsheet is simply an AdS$_2$, which can be easily verified by calculating the two-dimensional Ricci-scalar:

$$R_{(2)} = -2/R^2.$$ The equations of motion for the fluctuations, $\delta X$, are given by

$$\partial_t \left( \frac{\partial}{\partial t} \sqrt{-\det(\gamma + \delta \gamma)} \right) + \partial_z \left( \frac{\partial}{\partial z} \sqrt{-\det(\gamma + \delta \gamma)} \right) = 0. \quad (3.3)$$

The above equation may be solved for $\delta X(t,z)$, with an appropriate ansatz. However, for us, the algebraic expression of, e.g. $\left(\partial_t^2 \delta X\right)$ in terms of $\delta X$ and its other derivatives is enough. Explicitly, this is given by

$$\delta X(t,z) = \frac{2(a^{-2} + z^2) \delta X(0,1)(t,z) + z(2a^{-2} - a^{-2}) \delta X(0,2)(t,z) + 2t(2a^{-2} + a^{-2}) \delta X(1,0)(t,z) + 2t(2a^{-2} + a^{-2}) \delta X(1,1)(t,z))}{z(a^{-2} + t^2)}. \quad (3.4)$$

Using the above equation of motion, it can now be explicitly checked that

$$\delta R_{(2)}[\delta X] = 0 + \mathcal{O}(\delta X)^3. \quad (3.5)$$

Thus, the fluctuation modes, on-shell, around the classical solution in (3.2) generate two-dimensional diffeomorphisms of the AdS$_2$ worldsheet.

4 Schwarzian from strings

Given the seminal work by Polyakov in [15], it is expected that an SL(2, $\mathbb{R}$) will play a pivotal role in describing the two-dimensional dynamics on the string worldsheet and therefore a Schwarzian effective action is also unsurprising. In this section, we will explicitly extract this Schwarzian sector. In the previous sections, we have explicitly demonstrated that, there exists a restricted set of worldsheet fluctuation modes on the worldsheet, which acts as a two-dimensional diffeomorphism on the worldsheet. Since the open string has a conformal boundary, it is natural to assume that there exists a natural sector of large
diffeomorphisms as well. We will not belabour on the proof of an isomorphism between the
diffeomorphism group and the set of worldsheet fluctuations. We will use this observation
as a motivation to obtain the effective action of the large diffeomorphisms, based on the
Nambu-Goto dynamics. In this respect, the presence of the conformal boundary breaks
conformal invariance spontaneously, in which the large diffeomorphisms act as the Nambu-
Goldstone bosons, similar to the ideas discussed in [16].

Towards that, we specifically seek an embedding of the string worldsheet in an asymp-
totically AdS$_3$ geometry. Generally, an asymptotically AdS$_3$ geometry is given by
\begin{equation}
 ds^2 = \ell^2 \left( L_+ dx_+^2 + L_- dx_-^2 - \left( \frac{2}{z^2} + \frac{z^2}{2} L_+ L_- \right) dx_+ dx_- + \frac{dz^2}{z^2} \right),
\end{equation}
where $L_{\pm} (x_{\pm})$ are two arbitrary smooth functions, which encodes the general diffeo-
morphism redundancy, after fixing the radial gauge. The patch in (4.1) describes a locally
AdS$_3$ geometry, with a non-trivial slicing. As is well-known, by selecting an appropriate
slicing, one can reproduce the standard Poincaré AdS$_3$ patch in (3.1) and the BTZ black
hole in (2.1). Here, we will borrow the explicit results of [19], which maps Poincaré AdS$_3$
to the patch in (4.1).

The explicit map is given by
\begin{equation}
 y_{\pm} = f_{\pm} (x_{\pm}) + \frac{2z^2 f'^2 f''}{8f_+^2 f_-'^2 - z^2 f_+^2 f_-'^2}, \quad \quad (4.2)
\end{equation}
\begin{equation}
 u = \frac{z}{8f_+^2 f_-'^2 - z^2 f_+^2 f_-'^2}, \quad \quad (4.3)
\end{equation}
which yields:
\begin{equation}
 ds^2 = \frac{\ell^2}{u^2} (-2dy_+ dy_- + du^2), \quad \quad (4.4)
\end{equation}
provided we identify:
\begin{equation}
 L_{\pm} = \frac{1}{2} \left\{ f_{\pm}, x_{\pm} \right\} = \frac{3f'^2 f''' - 2f'_+ f''_-}{4f_+^2}. \quad \quad (4.5)
\end{equation}
Thus, $L_{\pm}$ is precisely the Schwarzian derivative of the function $f_{\pm}$. Also, the metric in (4.4)
is the usual Poincaré slice of AdS$_3$, in the light-cone coordinates. Now, in the Poincaré
patch of (4.4), we can begin by describing the simplest embedding of the string worldsheet.

Towards that, let us define:
\begin{equation}
 y_{\pm} = \frac{1}{\sqrt{2}} (t + X), \quad y_{-} = \frac{1}{\sqrt{2}} (t - X).
\end{equation}
This maps (4.4) to precisely (3.1). The simplest embedding function is given by
\begin{equation}
 \Phi \equiv X (t, u) = 0, \quad \Rightarrow \quad y_+ = y_-.
\end{equation}
This trivial embedding yields a worldsheet AdS$_2$. Thus, any worldsheet fluctuation, which
is but a diffeomorphism, can simply be obtained by taking the $y_+ = y_-$ slice of the Poincaré

\footnote{See also [17, 18], in which the Schwarzian effective action is also obtained from slightly different perspectives.}
section of the embedding $\text{AdS}_3$. We further assume that a natural action corresponding to the large diffeomorphism also exists. In the examples above, we have described a class of worldsheet embedding $\Sigma_{1+1}$, embedded in $\mathcal{M}_{2+1}$. The explicit patches used to describe the manifold $\mathcal{M}_{2+1}$ are simply diffeomorphic to each other.

Starting from (4.1), we can easily take the $y_+ = y_-$ slice. This slicing implies $x_+ = x_-$ and $f_+ = f_-$, using (4.2) and therefore $L_+ = L_-$. Thus, on this slice, the metric on the string worldsheet is given by

$$
\text{d}s^2 = \ell^2 \left[ \frac{dz^2}{z^2} - \left( \frac{2}{z^2} + \frac{z^2}{2L(x)^2} - 2L(x) \right) \text{d}x^2 \right].
$$

The on-shell action coming from the Nambu-Goto action is therefore given by

$$
S_{\text{NG}} = -\frac{1}{2\pi \alpha'} \int \text{d}z \text{d}x \frac{z^2 L(x) - 2}{\sqrt{z^2}} = -\frac{1}{2\pi \alpha'} \int_{\partial \text{AdS}_2} \text{d}x \frac{1}{2} \left( zL(x) + \frac{2}{z} \right).
$$

Recall that the conformal boundary is located at $z \to 0$, and thus, the on-shell quadratic action in (4.9) contains a divergent piece and a vanishing contribution as $z \to 0$. We can introduce counter-terms to regulate the divergence at the UV. Note that, the $\partial \text{AdS}_2$ contains two points: one at the UV and one at the IR. Let us denote these two points by $\epsilon_{\text{UV}}$ and $\epsilon_{\text{IR}}$.

Thus, the complete renormalized on-shell action is given by

$$
S_{\text{NG}}^{(\text{ren})} = -\frac{1}{2\pi \alpha'} \int_{\partial \text{AdS}_2} \text{d}x \frac{1}{2} \left( zL(x) + \frac{2}{z} \right)
+ \frac{1}{2\pi \alpha'} \int \text{d}x \sqrt{\left( \frac{2}{z^2} + \frac{z^2}{2L(x)^2} - 2L(x) \right)} \bigg|_{z=\epsilon_{\text{UV}}}
= \frac{1}{\sqrt{2\pi \alpha'}} \int \text{d}x \left( \frac{1}{\epsilon_{\text{IR}}} + \frac{\epsilon_{\text{IR}}}{2L(x)} \right) + \mathcal{O}(\epsilon_{\text{UV}}).
$$

Here, $\epsilon_{\text{IR}}$ is a physical scale, such as the event horizon. The first term above is, therefore, simply a constant, which we can safely ignore for any dynamical aspect. The remaining piece in the effective action is therefore given by

$$
S_{\text{NG}}^{(\text{ren})} = -\frac{\epsilon_{\text{IR}}}{2\sqrt{2\pi \alpha'}} \int \text{d}x \left\{ f(x), x \right\},
$$

which is simply the Schwarzian action.

A few comments are in order: First, note that, keeping the $\epsilon_{\text{UV}}$-term in the renormalized action, we will obtain a Schwarzian effective action which is supported by $(\epsilon_{\text{IR}} - \epsilon_{\text{UV}})$, at the leading order in $\epsilon_{\text{UV}}$. Here, evidently, $\epsilon_{\text{IR}}$ is small, but $\epsilon_{\text{UV}}$ is unconstrained. Setting $\epsilon_{\text{IR}} = \infty$, we can still extract the effective Schwarzian action, provided we imagine a small but non-vanishing $\epsilon_{\text{UV}}$. Similar to [16], this $\epsilon_{\text{UV}}$ can be thought of as the explicit cut-off which breaks conformal symmetry spontaneously. Therefore, depending on the situation, there may be physically meaningful appearance of the Schwarzian effective action at the UV or at the IR.
Figure 4. A cartoon demonstrating how $\text{Diff}_2$ can be obtained from a $\text{Diff}_3$. The left dashed curve represents a fluctuating worldsheet, embedded in an AdS$_3$. If the fluctuation belongs to the soft sector, then a $\text{Diff}_2$ can be used to map the fluctuating worldsheet back to the classical profile.

5 Interacting system with the Schwarzian sector

In this section, we will obtain the Schwarzian effective action, in its linearized form, and its coupling to other open string modes, from a slightly different perspective. The basic idea is summarized in [9], and here we elaborate on that. Here, we will consider transverse fluctuations only, however, one can carry out a similar analyses for longitudinal modes as well. In the previous section, we have demonstrated that imposing a rigid worldsheet condition $R(2) = -2$, i.e. an exact AdS$_2$ worldsheet, does have non-trivial solutions for a fluctuating worldsheet as well. Therefore, physically, there exists an interesting and relevant class of transverse fluctuations which can be viewed as worldsheet diffeomorphisms, and therefore can be used to construct the large diffeomorphisms for the NG-theory. These diffeomorphisms can be easily constructed using the large diffeomorphisms of embedding AdS$_3$-background, as pictorially demonstrated in figure 4.

The NG-dynamics has the usual worldsheet diffeomorphism. In the context of holography, the worldsheet is a manifold with a (conformal) boundary, and therefore there is a natural notion of large diffeomorphism. Correspondingly, the large diffeos have a soft sector and we claim that this soft sector results in the maximal chaos, on the string worldsheet. Evidently, an arbitrary set of fluctuations around the $X = 0$ classical saddle will not preserve the rigid worldsheet structure; moreover, an arbitrary classical profile itself may not yield an AdS$_2$ worldsheet. However, given any classical profile, the notion of a conformal boundary holds and therefore there is always a large diffeo on the worldsheet.

\footnote{In fact, we will see in a subsequent discussion that the rigid worldsheet condition is obeyed by either ingoing or outgoing fluctuation modes at the worldsheet event horizon, corresponding to the simple classical embedding $X = 0$.}
To make the most general claim about the nature of such a large diffeo, one needs to carry out a worldsheet analysis for an arbitrary classical embedding. This may be a difficult task and we will not pursue this here. Instead, we will take a simple case in which an explicit calculation can be performed. We will focus on the cases in which the classical embedding yields a worldsheet $\text{AdS}_2$, but we will not restrict the fluctuations. Furthermore, we will work in the static gauge.

Given this, the rational is simple: We use the standard Brown-Henneaux three-dimensional large diffeos of the embedding $\text{AdS}_3$ background, and project them on the $\text{AdS}_2$ worldsheet. Now, given any solution of the quadratic fluctuations around the $\text{AdS}_2$ string worldsheet, one can act by the large diffeos to create a new physics solution. This action of the large diffeos on the fluctuation solutions yield a coupling of the soft sector with an arbitrary fluctuation.

Towards that, in the FG-patch, the Brown-Henneaux diffeomorphisms are defined as:

\begin{align}
\xi^\mu \partial_\mu &= r \xi^r \partial_r + \xi^t \partial_t + \xi^x \partial_x , \\
\xi^r &= -\epsilon'_+ - \epsilon'_- , \\
\xi^t &= \left(\epsilon'_+ + \epsilon'_-\right) + \frac{2}{r^2} \left(\epsilon''_+ + \epsilon''_-\right) + \frac{2r^2}{r^4} \left(\epsilon''''_+ + \epsilon''''_-\right) + \cdots , \\
\xi^x &= \left(\epsilon'_+ - \epsilon'_-\right) + \frac{2}{r^2} \left(\epsilon'''_+ - \epsilon'''_-\right) + \frac{2r^2}{r^4} \left(\epsilon'''''_+ - \epsilon'''''_-\right) + \cdots .
\end{align}

In the above, the ± sign corresponds to $(t \pm X)$-combinations. On the worldsheet, we can begin by projecting the Brown-Henneaux diffeomorphism on the worldsheet, using:

\begin{equation}
\xi_a = \frac{\partial x^\mu}{\partial \sigma^a} \xi_\mu ,
\end{equation}

where $x^\mu$ are the embedding space coordinates and $\sigma^a$ are the worldsheet coordinates. If one takes a pull-back projection of $\xi^\mu$ on the worldsheet, we need to further consider $x^\mu$ with the embedding function data. Once we have constructed the two-dimensional analogue of Brown-Henneaux diffeomorphisms, we can calculate the change in the worldsheet metric with the action of a Lie derivative on the worldsheet metric itself:

\begin{equation}
\gamma_{ab}^{\text{new}} = \gamma_{ab}^{\text{old}} + \delta \gamma_{ab} , \quad \delta \gamma_{ab} = \mathcal{L}_\xi \gamma_{ab} .
\end{equation}

To compute the interaction term, we can now evaluate the Nambu-Goto action, up to a certain order in the fluctuation.

Thus we evaluate:

\begin{equation}
S_{\text{NG}} \left[ \delta X^{(0)}(t), \epsilon(t) \right] = -\frac{1}{2\pi \alpha'} \left( \int_{\Sigma} dt dr \sqrt{-\det \gamma^{\text{new}}_{ab}} - \int_{\partial \Sigma} dt \sqrt{-\det h} \right) ,
\end{equation}

Note that, this is a fairly generic class of string embeddings. The so-called Mikhailov embedding falls under this category.

In principle, one should restrict a gauge condition for the complete analysis.

This projection is somewhat ambiguous, and we will elaborate more on this subsequently.

Note that, for a large class of string embedding in AdS, the classical worldsheet is exactly $\text{AdS}_2$ [20]. However, there are also physically very interesting configurations for which the classical worldsheet is no longer an $\text{AdS}_2$, e.g. [21].
where $\delta X^{(0)}$ is a non-normalizable (source) term of the fluctuation sector, see equation (2.17), $\epsilon(t)$ denotes the soft sector coming from the large diffeos, $\Sigma$ represents the worldsheet manifold and $\partial \Sigma$ is the conformal boundary of the worldsheet; finally, $(\det h)$ denotes the determinant of the boundary metric and this term is required for a UV-renormalization. On the worldsheet, $\epsilon_+$ and $\epsilon_-$ are locked together to produce a single field: $\epsilon(t) = \epsilon_+ = \epsilon_-$. Let us evaluate the on-shell contribution in the Euclidean signature: $t \to -i\tau$. A direct calculation now yields:

$$S_{\text{NG}}^{(E)} [\delta X^{(0)}(\tau), \epsilon(\tau)] = S^{(E)} [\delta X^{(0)}(\tau)] + S^{(E)} [\epsilon(\tau)] + S_{\text{int}}^{(E)} [\delta X^{(0)}(\tau), \epsilon(\tau)] , \quad (5.8)$$

where

$$S^{(E)} [\epsilon(\tau)] = c_1 \frac{\delta}{\pi \alpha'} \int d\tau \left[ \epsilon'(\tau) + \frac{\beta \epsilon''''(\tau)}{2\pi} \right] , \quad (5.9)$$

$$S^{(E)} [\delta X^{(0)}(\tau)] = c_2 \frac{\delta^2}{\beta \alpha'} \int d\tau \delta X'_{(0)}(\tau)^2 + O (\beta^3) ,$$

$$S_{\text{int}}^{(E)} [\delta X^{(0)}(\tau), \epsilon(\tau)] = c_3 \frac{3\delta^3}{\pi \alpha'} \int d\tau \left[ \delta X^{(0)}(\tau) \epsilon(\tau) \delta X''''_{(0)}(\tau) \right] + c_4 \frac{\delta^3}{\pi \alpha'} \int d\tau \left[ \delta X'_{(0)}(\tau) \epsilon(\tau) \delta X''''_{(0)}(\tau) \right] + O (\beta) . \quad (5.10)$$

Here $\{c_1, c_2, c_3, c_4\}$ are some numerical constants, which we do not keep track of. Furthermore, we have set the radius of AdS to unity. To obtain the above expressions, we have done the following: introduce a parameter $\delta$ which keeps track of the order of the fluctuation, which we will fix momentarily. Also, we have carried out a large temperature expansion, in which $\beta \ll 1$. In general, the above expressions receive corrections in powers of $\beta$.

Now, the Lie derivative action is a linear action and therefore we can only get a linear contribution in $\epsilon$. This is captured in (5.9). Note that, even though this is a total derivative term and can be integrated exactly, the linear term consists of a third derivative in $\epsilon$, which is precisely what one expects from the linearization of a Schwarzian effective action, see e.g. [16, 22]. Thus, one expects that the non-linear completion of the $\epsilon''''(\tau)$ term yields the Schwarzian effective action. To make connection with (4.11), we choose:

$$\epsilon_{\text{IR}} = \frac{\sqrt{2}}{\pi} \frac{\delta}{\sqrt{\alpha'}} . \quad (5.11)$$

The second term above is purely a functional of the boundary field $\delta X^{(0)}(\tau)$. In the absence of $\epsilon$ modes, an $n$-point correlation function can be calculated by taking functional derivatives of this action, in the path integral description. To have a canonically normalized kinetic term, we can renormalize the fluctuation fields as in [10], which amount to setting $\delta^2 \sim \alpha' \beta = \ell_s^2 \beta$, where $\ell_s$ is the string length. With this assignment, the Schwarzian action has a coupling constant $\sim \beta^{3/2}/\sqrt{\alpha'}$, the kinetic term has a coefficient $\sim O(1)$ and the interaction term has a coupling $\sim \beta^{3/2}/\sqrt{\alpha'}$. Therefore, the scrambling time can be estimated by dividing the interaction coupling by the coefficient of the Schwarzian action.
This yields: \( \sim \alpha' \), which yields: \( t_{scr} \sim \beta \log \sqrt{\lambda} \), where \( \lambda \) is the 't Hooft coupling. The assignment of \( \delta^{2} \sim \alpha' \) is therefore consistent with \([9, 10]\).

Finally, note that, as long as \( \beta^{3/2}/\sqrt{\alpha'} \gg 1 \), the Schwarzian action determines the saddle for \( \epsilon(\tau) \), which is therefore the usual thermal saddle. The fluctuations \( \delta X_{(0)} \) appear at \( \mathcal{O}(1) \) and are completely free at this order. Finally, the Schwarzian saddle configuration mixes with the fluctuation modes at the next order, \( \mathcal{O}(\sqrt{\alpha'}) \), and in computing the four-point correlator of a generic fluctuation mode, the Schwarzian propagator for \( \epsilon(\tau) \) can be used. This structure is very similar to what is discussed in \([16]\), for two-dimensional JT-gravity.

There is another way in which one can deduce a 2D diffeomorphism on the worldsheet, given the Brown-Henneaux transformations for the target space AdS\(_{3}\). In stead of \((5.5)\) we simply find how the AdS\(_{3}\) coordinates \(\{r, t\}\) transform on the points on the worldsheet under the finite Brown-Henneaux transformations. This is done by substituting \(x(r, t)\) corresponding to the static gauge worldsheet solution and not projecting the \(\xi^r\) component in \((5.4)\) onto the worldsheet. The finite version of such a 2D diffeomorphism has the following interpretation: we imagine that the fluctuating worldsheet has static coordinates which belong to a target space AdS\(_{3}\). This is related to the target space of the non-fluctuating worldsheet by the finite version of \((5.4)\). In such a case the actions are:

\[
S^{(E)}[\epsilon(\tau)] = \frac{\delta}{\pi \alpha'} \int d\tau \left[ -\epsilon'(\tau) + \frac{\beta}{2\pi} \epsilon''(\tau) \right],
\]

\[
S^{(E)}_{int}[\delta X_{(0)}(\tau), \epsilon(\tau)] = -\frac{\delta^{3}}{\beta \alpha'} \int d\tau \delta X^r_{(0)}(\tau) \left[ \delta X^r_{(0)}(\tau)\epsilon''(\tau) + \delta X^t_{(0)}(\tau)\epsilon'(\tau) \right] + \mathcal{O}(\beta) \quad (5.12)
\]

where setting \(\delta = l_s/r_H \sim \beta \sqrt{\alpha'}\) yields the scrambling time as observed in \([10]\).

6 Path integral description

Let us summarize the origin of the soft sector from an AdS/CFT perspective. Gauge-gravity duality enables us to write the generating functional of correlators of the boundary CFT as a path integral in the bulk (super-)gravity action, in which the boundary values of the bulk fields, properly renormalized, act as sources in the boundary generating functional. In the large-\(N\) limit – \(N\) being degrees of freedom in the boundary theory; the leading order contribution comes from on-shell solutions in the bulk.

Let us consider the case where the bulk consists of a fundamental string embedded in an AdS-background (with or without a horizon). The dynamics is governed by the Nambu-Goto theory. This introduces a quark-like degree of freedom, at the conformal boundary of the embedding AdS-space. This fundamental matter is coupled to a large-\(N\) Yang-Mills system. Now, one solves the equations of motion to obtain a classical profile of the string. This provides us with the classical saddle. To construct a semi-classical description, one now considers linearized fluctuations around the classical saddle.

In general, the fluctuations will have two distinct modes near the AdS boundary: non-normalizable and normalizable. The bulk solution is then taken as a linear combination of these two modes, while boundary value of the non-normalizable mode acts a source. The
normalizable mode is fixed by demanding regularity of the fluctuation in the deep interior. Usually the specific condition one imposes for regularity depends on the physics in question, but this, nonetheless, determines the normalizable mode in terms of the source.

The bulk Nambu-Goto action has a gauge symmetry associated with world-sheet diffeos. Since this is a (2d) gauge theory on a manifold with boundary, there can be relevant large gauge transformations to which one can associate a finite charge. We claim that this is the soft sector responsible for chaos, as seen in [10]. Further, the effective action associated with these modes is that of a Schwarzian action (if euclideanized) defined on a thermal time circle of periodicity $\beta$ associated to the event horizon temperature of the worldsheet geometry. The method used in [10] employs eikonal approximation, using shock-waves to calculate the 4pt. function beyond the probe approximation. This must therefore be similar to computing the bulk on-shell action perturbatively in string tension beyond the linearised fluctuations [23].

For a better analogy, we can contrast this case with that of a probe scalar field in AdS, as in [7]. There the scalar is coupled to gravity minimally. The first order in back-reaction of the scalar onto the background metric allowed for the scalar modes to couple to the soft modes which existed in the gravitational perturbation around a specific black hole solution.

Here, however the background gravity is just a spectator and the entire dynamics is in the Nambu-Goto action. Around a specific solution of the Nambu-Action, there would exist on-shell world-sheet fluctuations which solves the linearized NG eom. For every such fluctuation one can write another set of fluctuations which are generated by the large 2d diffeomorphisms acting on them. In other words, since diffeomorphisms generate new solutions of fluctuations, action of diffeomorphism on the fluctuations provides a coupling with the soft modes. Here, both the hard and soft sectors are therefore viewed as fluctuations on the world-sheet.

Since we discuss the derivation of the effective action associated with the soft modes, it would be useful to know how the eikonal approximation of [10] and [7] gets formally related to the path integral in the bulk. To explain this we take the case of the scalar field in the bulk [7, 23]. Let us consider a 4 pt. function of scalars in the bulk which are minimally coupled to gravity, following [24]:

$$G(x_1, x'_1; x_2, x'_2) = \int D[h]D[\phi_1]D[\phi_2] \phi_1(x_1)\phi_1(x'_1)\phi_2(x_2)\phi_2(x'_2) \exp \left\{ i \int d^4x \sqrt{-\det g(h)} \left[ -\frac{l}{16\pi G} (R(h) - \Lambda) - \frac{1}{2} \left( \nabla^\mu \phi_i \nabla_\mu \phi_i + m_i^2 \phi_i \phi_i \right) \right] \right\}. \tag{6.1}$$

We can latter take the bulk points to the boundary, taking an appropriate limit should yield the corresponding boundary 4pt. function sourced by the boundary values of the bulk scalar. Since putting the scalars to zero is a consistent truncation of the this theory we will work around a solution with no scalars, and consider linearised fluctuations in the metric denoted by $h$. If we are interested in the 4pt. functions computed from diagrams which

---

14 One can consider the Nambu-Goto string probing the background in a manner similar to [7].
receive contribution only from graviton lines connecting the different scalar lines and not the same scalar, then we can write the above path integral as

$$\int D[h] G^G(x_1, x_1'|h_{\mu\nu}) G^G(x_2, x_2'|h_{\mu\nu}) \exp\left\{ i \int d^4x' \frac{1}{2} h D^2 h \right\}, \quad (6.2)$$

where $G^G(x, x'|h_{\mu\nu})$ is the connected part of the scalar propagator evaluated upto first order in metric perturbation $h_{\mu\nu}$. As demonstrated in Kabat and Ortiz [24], in the eikonal limit for massless particles the above correlation function reduces to:

$$\int D[h] \exp\left\{ i \int d^4x \sqrt{-g} \left( \frac{1}{2} h D^2 h + \frac{1}{2} h_{\mu\nu} T_1^{\mu\nu} + \frac{1}{2} h_{\mu\nu} T_2^{\mu\nu} \right) \right\}, \quad (6.3)$$

where $T_1^{\mu\nu}$ and $T_2^{\mu\nu}$ are stress-tensors for massless particles along their null trajectories. Evaluating the above path-integral on saddle point implies that $h_{\mu\nu}$ be the back-reaction due to the stress tensor. This is precisely the origin of the phase factor $e^{i\delta(s)}$ in [7, 10].

Let us take step back to (6.2), here itself we could have taken the limit where the bulk points $x_1, x_1', x_2, x_2'$ are taken to the boundary, then (6.2) would look like:

$$\int D[h] O_1(x_1, x_1'|h_{\mu\nu}) O_2(x_2, x_2'|h_{\mu\nu}) \exp\left\{ i \int d^4x' \frac{1}{2} h D^2 h \right\}, \quad (6.4)$$

which is basically the next order in $G_N$ of the expression:

$$\langle O_1(x_1) O_1(x_1') O_2(x_2) O_2(x_2') \rangle = \frac{\partial^2}{\partial \phi_1^{(0)} \partial \phi_2^{(0)}} Z(\phi_1^{(0)}, \phi_2^{(0)}) |_{\phi_1^{(0)}=\phi_2^{(0)}=0}$$

$$Z(\phi_1^{(0)}, \phi_2^{(0)}) = \int D[g] D[\phi_1] \exp\left\{ \int \sqrt{-g} \left[ \frac{\Lambda}{16\pi G_N} (R - 2\Lambda) + (\partial \phi)^2 - m^2_{\phi} \phi^2 \right] \right\} \quad (6.5)$$

The above is evaluated in the probe approximation. In other words (6.4) can be written as:

$$\int D[g] O_1(x_1, x_1'|g_{\mu\nu}) O_2(x_2, x_2'|g_{\mu\nu}) \exp\left\{ \frac{i l}{16\pi G_N} \int d^4x \sqrt{-g} (R - 2\Lambda) \right\}, \quad (6.6)$$

upto some overall constant.

So, to sum up, the soft sector can be recovered from the bulk on-shell action evaluated about a saddle point and constrained by the boundary conditions imposed on the metric path integral. In the case of AdS$_3$, absence of bulk propagating degrees of freedom implies that all on-shell metrics continuously connected to a saddle point geometry (ex. a black hole) are parametrized by the functions on the boundary. In this case, it would be the functions parametrizing the CFT$_2$ conformal transformations. Furthermore, $O(x, x'|g_{\mu\nu})$ would correspond to knowing how the boundary CFT 2pt. function changes under conformal transformation, thus coupling to the action of the soft modes in the exponent. This would be similar to evaluating $Z(\phi_1^{(0)}, \phi_2^{(0)})$ for a family of AdS$_3$ geometries about a given metric and reading off the exponential series in terms of the sources.

The procedure is the same when dealing with the string governed by the Nambu-Goto action in AdS$_3$ [23]. The Brown-Henneaux large gauge diffeos in AdS$_3$ are the relevant large gauge transformations which are responsible for the soft sector. In the case of the
NG string, it would be the large world-sheet diffeos. One therefore needs to evaluate the NG action for an arbitrary linearised fluctuation and for some relevant large gauge diffeos. These diffeos can also be thought of as further fluctuations on the world-sheet metric associated with a particular linearised fluctuations, but explicitly showing this might be cumbersome and not required.

The path integral perspective for the NG string is as follows: For small fluctuations of the string, the boundary n-pt functions are generated by the bulk on-shell path integral:

$$e^{S_{NG}^{(0)} + S_{NG}^{(2)}(x^{(0)})} = Z_{CFT}[J]_{|J = x^{(0)}}$$

(6.7)

where $S_{NG}^{(0)}$ is the renormalized on-shell action for the solution to NG eom about which linearized fluctuations exist. The later are captured in $S_{NG}^{(2)}$, which is the on-shell quadratic action with boundary value $x^{(0)}(t)$. The effect of the soft modes is captured by doing large 2d diffeos on this configuration and re-evaluating the on-shell action, the path integral then becomes:

$$\int D[f] e^{S_{NG}^{(0)} + S_{NG}^{(2)}(x^{(0)}, f) + S_f} = Z_{CFT}[J]_{|J = x^{(0)}}$$

(6.8)

where $f(t)$ parametrizes the large diffeomorphisms, $S_{NG}^{(2)}(x^{(0)}, f)$ captures the change due to this and $S_f$ is the action associated with the soft modes. Notice that the above path integral in $f$ translates to computing n-pt functions by differentiating w.r.t. $x^{(0)}$ and contracting bilinears in $f$, using the propagator from $S_f$ as in the section-4.2 of [16]. Once one finds the effective action for the soft modes and how the 2pt. functions couple to them, one can work in an Euclidean setting and use the $ie$ prescription to get the required OTOC [8]. We will also explicitly carry out a similar computation in a later section.

7 Explicit breaking of conformal symmetry

Let us begin commenting on the backreaction of the fluctuations on the classical string worldsheet. As we have described in (2.17)–(2.18), the fluctuations source a marginal and a relevant deformation at the UV boundary. Therefore, it is reasonable to assume that the classical embedding receives vanishing contribution from the fluctuation backreaction. Now, at the IR, e.g. near $r = r_H$, the fluctuation equation for $\delta X(t, r)$ can be similarly solved in a Frobenius series:

$$\delta X(t, r) = (r - r_H)^{\Delta_{IR}} \sum_{n=0}^{\infty} \delta X_{IR}^{(n)}(t)(r - r_H)^n$$

(7.1)

where $\delta X_{IR}^{(n)}$ can be determined order by order. The indicial equation involves $\delta X_{IR}^{(0)}$ directly, which can be solved with an oscillatory ansatz: $\delta X_{IR}^{(n)} \sim e^{i\omega t}$. The indicial equation now yields:

$$\Delta_{IR}^2 + \frac{\omega^2}{4r_H^2} = 0, 1$$

(7.2)

Thus, there are two modes in the IR, with opposite signs. Depending on the spectrum of the theory, one obtains $\Delta_{IR}$, which can have a growing mode, a decaying mode or a marginal mode towards the UV.
On the other hand, the fluctuation modes grow towards the IR, as seen from the UV-perspective. In principle, this entire system is well-defined and closed, without invoking the need of any new physics either at the UV or at the IR. Naively, the fluctuation backreaction can also be consistently ignored, both at the UV and at the IR. However, this is not precisely correct and we will make this statement more quantitative momentarily. Therefore, it remains unclear how conformal symmetry is broken in the framework.

Before moving further, let us discuss the behaviour of $\delta X$, in terms of its near boundary and near horizon behaviour, when the embedding space is an $\text{AdS}_{d+1}$. Carrying out an expansion similar to (2.17), we recover $\Delta = 0, -3$ for the conformal boundary. Similarly, the IR expansion of (7.1) yields

$$\Delta_{\text{IR}} = -\frac{\omega^2}{d^2 r_H^2}. \quad (7.3)$$

These data are independent of the embedding $\text{AdS}_{d+1}$-background, except for the overall constant. As before, knowing the complete theory we can identify the nature of this mode at the IR.

We will offer a simple picture of the breaking of conformal invariance. We have considered the open string degrees of freedom as probes in a given supergravity geometry. Let us assume that we do not introduce any more stringy degrees of freedom (such as a D-brane, located at the UV, on which the string ends). Even in this case, the open strings will backreact on the classical supergravity geometry. In fact, it is known that backreaction of such open strings are not negligible in the deep IR, and they change the IR physics qualitatively [25, 26]. Let us imagine the $\text{AdS}_3$-background as the near-horizon geometry of a D1-D5 brane bound state. The corresponding supergravity solution is characterized by a metric, a constant dilaton and a three form flux. Explicitly, these data can be given by

$$ds^2 = \frac{r^2}{L^2} (-dt^2 + dx^2) + \frac{L^2 dr^2}{r^2} + L^2 d\Omega_3^2 + \left( \frac{Q_1}{Q_5} \right)^{1/2} ds_{\mathcal{M}_4}^2, \quad (7.4)$$

$$G_3 = 2Q_5 \left( \epsilon_3 + i *_6 \epsilon_3 \right), \quad (7.5)$$

$$e^{-2\phi} = \frac{Q_5}{Q_1}, \quad L^4 = Q_1 Q_5. \quad (7.6)$$

Here $d\Omega_3^2$ is the line element along an $S^3$, $ds_{\mathcal{M}_4}^2$ is the line element along a four-manifold which is, typically, a $T^4$ or the $K3$-manifold. The volume form of the $S^3$ is represented by $\epsilon_3$ and $*_6$ is the Hodge dual operation defined on the six-dimensional manifold: $\text{AdS}_3 \times S^3$.

Given the background in (7.4), we can compare the Einstein tensor of the geometry with the stress tensor of an open string with a worldsheet along the $\{t, r\}$-plane. For this, it is enough to consider the Nambu-Goto action, and vary the action with respect to the background metric. This yields:

$$T^{\mu\nu}_{\text{strings}} = \frac{2\kappa^2_{10}}{2\pi \alpha' \sqrt{-G}} \frac{\delta S_{\text{NG}}}{\delta G_{\mu\nu}} = \frac{\kappa^2_{10}}{\pi \alpha' \sqrt{-G}} \sqrt{-\gamma} \gamma^{\alpha\beta} \delta_{\mu}^{\alpha} \delta_{\nu}^{\beta}, \quad (7.7)$$

where $\kappa^2_{10}$ is the ten-dimensional Newton’s constant, $\gamma$ is the induced worldsheet and $G$ is the background metric. The background Einstein tensor and the string stress tensor are
given by
\[ E_{\text{background}}^{\text{background}} \sim \frac{r^2}{L^4}, \quad T_{\text{string}}^{\text{string}} \sim \frac{r\kappa_{10}^2}{4L\pi\alpha'}. \] (7.8)

Clearly, in the \( r \to 0 \) limit, \( T_{\text{string}}^{\text{string}} \) begins to dominate over \( E_{\text{background}}^{\text{background}} \). In fact equating \( E_{\text{background}}^{\text{background}} \) with \( T_{\text{string}}^{\text{string}} \) we can derive a radial scale, which is the lower bound for the probe approximation to remain valid:
\[ r_{\text{IR}} = \frac{L^3\kappa_{10}^2}{\pi\alpha'}. \] (7.9)

Beyond \( r_{\text{IR}} \), the string backreaction modifies the IR into a Lifshitz-symmetric background [26], in which the dilaton field acquires a non-trivial profile and breaks the conformal symmetry explicitly. Therefore, a natural radial IR cut-off is an event horizon \( r_H \geq r_{\text{IR}} \), which, qualitatively, signifies the presence of the explicit symmetry breaking.

In fact, embedding an open string in a general AdS\(_{d+1}\)-background yields identical results as compared to (7.8) and (7.9), except of overall numerical constants. Taking the AdS\(_5\)-background, in which we further identify:
\[ L^4 = 4\pi g_s N_c \alpha'^2, \quad \lambda = g_{\text{YM}}^2 N_c = 4\pi g_s N_c, \] (7.10)
\[ \kappa_{10}^2 \sim g_s^2 \alpha'^4. \] (7.11)

In this case, we get:
\[ r_{\text{IR}} \propto \frac{\sqrt{\lambda}}{16\pi^2 N_c^2}, \quad \text{with} \quad L^4 = 1. \] (7.12)

Finally, using (7.7), we can evaluate the stress-tensor of the fluctuation sector, as compared to the classical saddle configuration. In the BTZ background, around the simple \( X = 0 \) classical saddle, the stress-tensor behaves as:
\[ T_{\text{string}}^{\text{string}} \sim \frac{r^4}{4\left(r^2 + r_H^2\right)^2} + \frac{r^4}{4\left(r^2 - r_H^2\right)^2} \left(\partial_t \delta X\right)^2. \] (7.13)

Clearly, the fluctuation stress tensor grows towards the IR and as \( r \to r_H \), the second term above starts dominating. Equivalently, the classical profile start receiving backreaction from the fluctuation sector itself. Note that, there is still a limit of validity for a perturbative fluctuation analysis, as long as the energy associated with the fluctuation sector is small enough. For example, if we assume a simple oscillatory behaviour for \( \delta X \) in real time, i.e. \( \delta X \sim e^{i\omega t} \), the perturbative analysis remains valid provided:
\[ r^2 - r_H^2 \ll 1, \quad \omega \ll 1, \quad \text{with} \quad \frac{\omega^2}{(r^2 - r_H^2)^2} \ll 1. \] (7.14)

The frequency \( \omega \) can be tuned accordingly, provided there is no gap in the spectrum.

Let us now consider the same question in an AdS\(_{d+1}\) background:
\[ ds^2 = -r^2 f(r)dt^2 + r^2 d\vec{x}_d^2 + \frac{dr^2}{r^2 f(r)}, \quad f(r) = 1 - \frac{r_H^d}{r^d}. \] (7.15)
A similar calculation yields the following stress-tensor component:

\[
T_{tt}^{\text{string}} \sim \frac{r^{7-3d}}{r_H^2 (r^4 - r_H^4)} \left( r^d r_H^d r_H^d (\partial_t \delta X)^2 \right).
\] (7.16)

Here \( \delta X \) is the corresponding fluctuation. Clearly, near the horizon \( r \to r_H \), the fluctuation backreaction increases. As before, on the class of oscillatory (in time) solutions for \( \delta X \) can be analyzed purely within the perturbative regime, with an appropriate tuning of the frequency. Note that, in the above expressions, \( r, r_H \) etc are dimensionless\(^{15}\) and \( \omega \) is measured in units of the temperature. The denominator introduces a natural IR cut-off, denoted by \( \delta = r - r_H \). For the perturbative treatment to hold, we must impose: \( \omega^2 r_H^4 \ll \delta \).

Here, \( \delta \) is necessarily non-vanishing, and therefore it introduces a stretched horizon above the event horizon. This observation was already made in [27, 28] and a membrane-paradigm like interpretation was advocated.

Before leaving this section, we will offer a few comments on the UV nature of this system. The open string has an UV end point and presumably ends on a D-brane. The complete description of this system is based on the work of [29]. A typical such D-brane construction is made of \( N_c \) number of D3-branes and an \( N_f \) number of D7-branes. In this case, the string end point at the UV ends on the D7 brane and, in turn, the proper action of the string represents the mass of the matter field that is introduced in the dual gauge theory. The UV completion of such models can be rather rich and involved, including the generic possibility of the breaking of conformal symmetry. This is similar to conformal symmetry breaking in the UV of a two-dimensional dilaton gravity theory. Because of the possible backreaction of various fields, a similar description to the dilaton gravity model may exist, which we will not further explore in this article. Instead, as in [27], one can simply impose a Neumann boundary condition at the string end point at UV.

8 Fluctuations on the worldsheet: explicit example

Generically, the embedded string in an AdS\(_{d+1}\) background has a simple classical saddle denoted by \( X = 0 \). Around this saddle, the semi-classical fluctuation analyses yields the following action:

\[
S(2) = \frac{1}{4 \pi \alpha'} \int d^2 \sigma G_{IJ} \sqrt{-\det \gamma} \gamma^{ab} \left( \partial_a \delta X^I \right) \left( \partial_b \delta X^J \right),
\] (8.1)

\[
= -\frac{1}{4 \pi \alpha'} \int d^2 \sigma \text{ (EOM)} + \frac{1}{4 \pi \alpha'} \int d\sigma G_{IJ} \sqrt{-\det \gamma} \gamma^{ar} \left( \partial_a \delta X^I \right) \delta X^J.
\] (8.2)

where \( I, J \) denote the transverse directions. For AdS\(_3\) background, \( G_{IJ} \) contains only one component. The variation of (8.1) yields the following equation of motion:

\[
\text{EOM} = \frac{1}{\sqrt{-\det \gamma}} \partial_a \left[ \sqrt{-\det \gamma} \gamma^{ab} G_{IJ} \partial_b \delta X^J \right] = 0.
\] (8.3)

\(^{15}\)We have further set the AdS curvature scale to unity.
The fluctuations can be analytically solved in AdS$_3$-background [27]. In this section we will make direct use of the analytical solution to discuss the effective Schwarzian action and its coupling to other modes in the theory.

It’s particularly simple to work in the Poincaré patch, in which the general solution of (8.3) is given by [27]

$$
\delta X(t, r) = \frac{c_1(r - i\omega)}{r} \left( \frac{r - r_{H}}{r + r_{H}} \right)^{-\frac{i\omega}{\pi r_{H}}} + \frac{c_2(r + i\omega)}{r} \left( \frac{r - r_{H}}{r + r_{H}} \right)^{\frac{i\omega}{\pi r_{H}}} .
$$

(8.4)

In the above solution, both incoming and outgoing modes near the event horizon has been kept, and, so far, no boundary condition has been imposed. In keeping with the asymptotic expansion near conformal boundary, it is easy to check that the asymptotic expansion of (8.4) takes the form:

$$
\delta X(t, r) = \left( c_1 + c_2 \right) e^{i\omega t} + \frac{c_1 + c_2 \omega^2}{2} \frac{1}{r^2} e^{i\omega t} + i \frac{c_1 - c_2 \omega (\omega^2 + r_{H}^2)}{3} \frac{1}{r^3} e^{i\omega t} + \ldots
$$

(8.5)

Thus, the two independent modes correspond to $\Delta = 0, -3$. Evaluating the boundary term in (8.2) yields:

$$
S_{(2)} = \frac{1}{4\pi\alpha'} \int dt e^{2i\omega t} (c_1 + c_2) (c_1 - c_2) ,
$$

(8.6)

which can be naturally interpreted as the deformation in the boundary theory. Defined in terms of (8.2), both $\Delta = 0, -3$ modes are normalizable since they yield a finite action.

The string has two end points: one at the IR event horizon and one at the UV conformal boundary. To account for a finite mass of the open string degree of freedom, one can impose Neumann boundary condition at the UV, as in [27]: $\partial_r \delta X = 0$ at $r = r_{UV}$. The cut-off $r = r_{UV}$ can be identified with the bare mass of the matter sector, by simply evaluating the Nambu-Goto action of a rigid string extended between $r_{H}$ and $r_{UV}$. This yields [27]:

$$
m \sim r_{UV}/(\alpha' \beta) ,
$$

where $\beta$ is the period of the Euclidean time.

The Neumann boundary condition leaves free the leading-order non-normalizable term. On the other hand, the worldsheet metric receives a curvature correction, unless we impose $c_1 = 0$ or $c_2 = 0$. Interestingly, this choices are correlated with an IR boundary condition of selecting a purely ingoing or a purely outgoing mode at the event horizon. Thus, the fluctuations can be viewed as turning on a source at the boundary, which corresponds to a diffeomorphism on the worldsheet. Thus, for all physical aspects in which the black hole is a classical object and one selects the ingoing boundary condition in the Lorentzian patch, the fluctuations can be viewed as worldsheet diffeomorphisms. Note that, the stochastic physics of the string end point, which is captured in [27, 28] by also implementing Hawking radiation of the event horizon, falls outside this class.\footnote{On an aside, given the explicit solutions, we can calculate the on-shell action of the fluctuation as well as the classical string profile and estimate whether the quadratic fluctuations remain small compared to the classical profile. In the $r \to \infty$ limit, the on-shell action receives sub-leading contribution from the fluctuations. Near $r \to r_{H}$, however, the fluctuations can dominate over the classical profile. Similar to the discussion in the previous section, based on the stress tensor estimation, the fluctuations can be made sub-leading by inventing a fictitious IR cut-off [27]: $\delta = r - r_{H}$, which is conveniently small but non-vanishing. This cut-off is sensitive to the spectrum (i.e. whether $\omega$ are the normal modes or the quasi-normal modes) of the system and therefore on the IR boundary condition on the fluctuations.}

"
9 Branes in AdS

In this section we will consider a wide range of examples, consisting of D-brane embedding, which, on the worldvolume description, also exhibits the saturation of the chaos bound.

9.1 D1-brane probe: the classical profile

In this section we will consider a more general class of embedding hypersurfaces, in which a similar physics will emerge. The natural candidates of such hypersurfaces are D-branes, of various dimensions. Here, we will explicitly discuss a few examples which are analytically tractable. However, the general result is expected to hold true for sufficiently generic systems. The first simplest example is to consider a rotating D1-brane placed in an $\text{AdS}_{d+1} \times S^{9-d}$ background, previously considered in, e.g. [30]. The background can be explicitly given by the following patches

$$
\begin{align*}
    ds^2_{\text{Poincaré}} &= \frac{dr^2}{r^2} + r^2 (\eta_{\mu \nu} dx^\mu dx^\nu) + (d\theta^2 + \sin^2 \theta d\phi^2 + \cos^2 \theta d\Omega_{7-d}^2), \\
    ds^2_{\text{global}} &= \frac{dr^2}{f(r)} - f(r) dt^2 + r^2 \sum_{i=1}^{d-1} (dx^i)^2 + (d\theta^2 + \sin^2 \theta d\phi^2 + \cos^2 \theta d\Omega_{7-d}^2), \\
    f(r) &= 1 + r^2,
\end{align*}
$$

where $\mu, \nu = 0, \ldots, (d-1)$; $d\Omega_{7-d}^2$ is simply the metric on an $S^{7-d}$ of unit radius. For convenience, we have also set the AdS curvature scale to unity. The familiar background of $\text{AdS}_5 \times S^5$ is obtained by simply setting $d = 4$. The Poincaré patch certainly covers only a part of the global section of AdS.

Let us review the embedding discussed in [30]. We choose the gauge: $\xi^0 = t$, $\xi^1 = r$, where $\xi^a (a = 0, 1)$ represents the D1-brane worldvolume coordinates. To further sharpen the discussion, let us consider $\text{AdS}_5 \times S^5$ background, which is generated by a stack of D3-branes. The above embedding above can be represented by

|   | D3 | D1 |
|---|----|----|
| $r$ | $\times$ | $\sqrt{\times}$ |
| $t$ | $\sqrt{\times}$ | $\sqrt{\times}$ |
| $x^1$ | $\sqrt{\times}$ | $\times$ |
| $x^2$ | $\times$ | $\times$ |
| $x^3$ | $\times$ | $\times$ |
| $\theta$ | $\times$ | $\times$ |
| $\phi$ | $\times$ | $\times$ |
| $\Omega_3$ | $\times$ | $\times$ |

with an embedding function $\phi = \phi(t, r)$. We begin with the Poincaré patch embedding. The dynamics is governed by

$$
S_{\text{D1}} = -T_{\text{D1}} \int dt dr \sqrt{\sin^2 \theta (r^4 \phi^{(0,1)}(t, r)^2 - \phi^{(1,0)}(t, r)^2)} + 1 = -T_{\text{D1}} \int dt dr \mathcal{L}_{\text{D1}}, \quad (9.3)
$$

which yields the following equations of motion

$$
\partial_t \left( \frac{\sin^2 \theta \phi^{(1,0)}(t, r)}{\mathcal{L}_{\text{D1}}} \right) - \partial_r \left( \frac{r^2 \sin^2 \theta \phi^{(0,1)}(t, r)}{\mathcal{L}_{\text{D1}}} \right) = 0, \quad (9.4)
$$
which has the following simple solution

$$\phi(t, r) = \omega t + \varphi(r), \quad \theta = \frac{\pi}{2}, \quad \text{(9.5)}$$

with

$$\varphi'(r) = \pm \sqrt{\frac{\omega^2 - r^2}{r^4 - c_1 r^6}}. \quad \text{(9.6)}$$

Here $c_1$ is a hitherto undetermined constant. An explicit solution for $\varphi(r)$ can be obtained in terms of complete elliptic integral, denoted by $E$, as follows:

$$\varphi(r) = \pm \left( \frac{\sqrt{1 - c_1 r^2} (r^2 - \omega^2) - r \omega \sqrt{1 - \frac{r^2}{\omega^2}} E \left( \frac{r}{\omega} \right) \left| \omega^2 c_1 \right|}{r \sqrt{\omega^2 - r^2}} \right) + c_2. \quad \text{(9.7)}$$

In the above $c_1$ and $c_2$ are two arbitrary constants.

Now, the constant $c_1$ can be fixed by simply demanding that the solution in (9.6) is real-valued. This enforces the numerator and denominator in (9.6) to change sign at the same location and thus fixes $c_1 = 1/\omega^2$. With this, the solution for $\varphi(r)$ becomes:

$$\varphi(r) = c_2 + \frac{\omega}{r}. \quad \text{(9.8)}$$

It is straightforward to calculate the induced metric on the D1-brane worldvolume, which is given by

$$ds^2 = - \left( r^2 - \omega^2 \right) d\tau^2 + \frac{dr^2}{r^2 - \omega^2} , \quad \text{with} \quad d\tau = dt + \frac{dr}{r^2} + \frac{1}{\omega^2 - r^2}. \quad \text{(9.9)}$$

Note that, (9.9) is precisely the worldsheet metric in (2.12), with a corresponding Hawking temperature:

$$T_H = \frac{\omega}{2\pi}. \quad \text{(9.10)}$$

Before discussing the fluctuations, let us review the brane embedding in the global section of AdS. The corresponding action is similar to (9.3), with a Lagrangian density:

$$\mathcal{L}_{D1} = \sqrt{f(r) \sin^2 \theta \phi^{(1,0)}(t, r)^2 - \frac{\sin^2 \theta \phi^{(1,0)}(t, r)^2}{f(r)}} + 1. \quad \text{(9.11)}$$

The corresponding equation of motion is given by

$$\partial_t \left( \frac{\sin^2 \theta \phi^{(1,0)}(t, r)}{\mathcal{L}_{D1}} \right) + \partial_r \left( - \frac{f(r) \sin^2 \theta \phi^{(1,0)}(t, r)}{\mathcal{L}_{D1}} \right) = 0. \quad \text{(9.12)}$$

The solution is similar to the Poincaré section solution, namely:

$$\phi(t, r) = \omega t + \varphi(r), \quad \theta = \frac{\pi}{2}, \quad \text{(9.13)}$$

$$\varphi'(r) = \frac{\sqrt{f(r) - \omega^2}}{\sqrt{c_1 f(r)^2 - f(r)^2}} \quad \Rightarrow \quad c_1 = \frac{1}{\omega^2}. \quad \text{(9.14)}$$
With the constant $c_1$ fixed, the explicit solution for the embedding function is given by

$$\phi(t, r) = \omega t \pm \omega \tan^{-1}(r) . \quad (9.15)$$

The corresponding induced metric on the worldvolume is the global section of an AdS$_2$, given by

$$ds^2 = -(f(r) - \omega^2) d\tau^2 + \frac{dr^2}{f(r) - \omega^2} , \quad (9.16)$$

with

$$d\tau = dt + \frac{\omega^2}{f(r) (f(r) - \omega^2)} dr , \quad (9.17)$$

with a corresponding Hawking temperature:

$$T_H = \frac{\sqrt{\omega^2 - 1}}{2\pi} . \quad (9.18)$$

A subsequent fluctuation analyses can be carried out like the fundamental string. The resulting four-point OTOC can be computed by evaluating the quartic term in fluctuations, and subsequently evaluating the quartic interaction, on-shell. This analysis is, qualitatively, similar to [10] and at the end, one recovers a maximal Lyapunov exponent:

$$\lambda_L = 2\pi T_H , \quad (9.19)$$

where the corresponding Hawking temperature is given above. Furthermore, it is also straightforward to extract an effective Schwarzian action from the D1-brane theory, by embedding the D1-brane in an AdS$_3$ and by projecting the large diffeos of the AdS$_3$ on the brane worldvolume, similar to what we have done for the fundamental string. The presence of this Schwarzian effective action and its’ coupling with other heavier modes of the D-brane fluctuations ensures maximal chaos on the brane worldvolume.

There is, however, a clear difference compared to the fundamental string. In determining the scrambling time, tension of the underlying string or brane degree of freedom directly enters. For the D1-brane, the corresponding scrambling time can be estimated from the following:

$$O\left(T_{{D1}}^{-1} e^{\lambda t_{sc}}\right) = O(1) \quad \Rightarrow \quad t_{sc} \sim \frac{1}{2\pi T_H} \log \left| \frac{N_c}{\sqrt{\lambda}} \right| , \quad (9.20)$$

which is different from the scrambling time on a string worldsheet [10]: $t_{sc} \sim \beta \log \sqrt{\lambda}$, where $\lambda$ is the ’t Hooft coupling. Based on these generic argument, we can already estimate the scrambling time on a Dp-brane worldvolume:

$$t_{sc} \sim \frac{1}{2\pi T_H} \log \left| \frac{N_c}{\sqrt{\lambda}} \right| . \quad (9.21)$$

In general, therefore, the scrambling time may be further suppressed compared to the string worldsheet, but there is always a parametric separation between the dissipation time and the scrambling time, and correspondingly the worldvolume event horizon remains the fastest scramblers for the corresponding degrees of freedom [31, 32].
9.2 D5-brane probe: the classical embedding

Let us now consider a different example of a defect conformal field theory. The particular example consists of studying the dynamics of a probe D5-brane, as a defect degree of freedom, in the background of $N_c$ D3-branes. This particular defect conformal field theory was constructed and analyzed in [33], wherein the detailed matching of the geometric observables with the CFT observables was also identified. In brief, this describes an $\mathcal{N} = 4$ SYM theory in $\mathbb{R}^{3,1}$ coupled to a fundamental hypermultiplet in an $\mathbb{R}^{2,1} \subset \mathbb{R}^{3,1}$ defect. Gravitationally, this is represented by and AdS$_5 \times S^5$ geometry bisected by an AdS$_4 \times S^2$ geometry. In what follows, there is little dependence on the compact $S^5$. As long as the probe D5-brane can be meaningfully embedded with an AdS$_4 \subset$ AdS$_5$ worldvolume, all our conclusions remain valid.

Evidently, in the dual field theory there are two distinct classes of gauge-invariant observables: the ones living in $\mathbb{R}^{3,1}$ and constructed out of the adjoint degrees of freedom; and the ones living in $\mathbb{R}^{2,1} \subset \mathbb{R}^{3,1}$ defect and constructed out of the fundamental degrees of freedom. Let us denote these two classes of observables by $O_4$ and $O_3$. In general, therefore, we can define three classes of $n$-point correlation functions, as follows:

\begin{align}
C_n^{(1)} &= \left\langle O_4^{(1)} \cdots O_4^{(n)} \right\rangle, \quad (9.22) \\
C_n^{(2)} &= \left\langle O_3^{(1)} \cdots O_3^{(n)} \right\rangle, \quad (9.23) \\
C_{p,q}^{(3)} &= \left\langle O_4^{(1)} \cdots O_4^{(p)} O_3^{(1)} \cdots O_3^{(q)} \right\rangle, \quad \text{with } p + q = n. \quad (9.24)
\end{align}

In our discussion, we will explicitly calculate the 4-point OTOC in class (9.23). We will consider purely AdS$_5 \times S^5$ background, and therefore the $n$-point correlation function of class (9.22) will have no thermal imprint. Furthermore, the $n$-point correlation of class (9.24) are suppressed in our approximation: $N_f \ll N_c$. Here $N_f$ and $N_c$ are the number of D5 and D3-branes, respectively.

The geometry of AdS$_5 \times S^5$ is described by the following patch:

\begin{align}
rs^2 &= \frac{r^2}{R^2} \left( -f(r)dt^2 + dz^2 \right) + \frac{R^2}{r^2f(r)}dr^2 + R^2d\Omega_5^2, \quad (9.25) \\
2\Om_5^2 &= d\psi^2 + \cos^2 \psi \left( d\theta^2 + \sin^2 \theta d\phi^2 \right) + \sin^2 \chi \left( d\chi^2 + \sin^2 \chi d\zeta^2 \right), \quad (9.26) \\
f(r) &= 1 - \left( \frac{r_H}{r} \right)^4. \quad (9.27)
\end{align}

In the above, \{t, \vec{x}\} represents the $\mathbb{R}^{1,3}$, where the $\mathcal{N} = 4$ SYM is defined. For general purposes, we have kept a non-vanishing event horizon, denoted by $r_H$ and a corresponding temperature: $T = r_H/(2\pi R^2)$. The relative orientation of the D3 and the D5 branes can be represented in the table below:

|     | r | t | x¹ | x² | x³ | ψ | θ | φ | χ | ζ |
|-----|---|---|----|----|----|---|---|---|---|---|
| D3  | × | ✔| ✔| ✔| ✔| ×| ×| ×| ×| ×|
| D5  |✔| ✔| ✔| ✔| ×| ×| ×| ✔| ×| ×|
To proceed further, we need to define embedding functions. We choose the following embedding function data:

$$\psi = \psi(r), \quad x^3 = 0, \quad \chi = \text{constant}, \quad \zeta = \text{constant}. \quad (9.28)$$

The $x^3 = 0$ slice picks out the $\mathbb{R}^{2,1} \subset \mathbb{R}^{3,1}$ defect and the two angular coordinates simply imply that the D5-brane is a point on the corresponding $S^2$. The dynamics is governed by a DBI-action, similar to the D1 probe situation:

$$S_{D5} = -T_{D5} \int d^6\xi \sqrt{-\det (P[G] + (2\pi \alpha') F)} + g_s T_{D5} \int P[C_4] \wedge (2\pi \alpha') F,$$

$$= -T_{D5} \int d^6\xi L_{D5}, \quad (9.29)$$

where $F$ is the worldvolume U(1) gauge field, $C_4$ is the RR-potential sourced by the background D3 branes. In general the Lagrangian density is a functional of the embedding function $\psi(r)$, and the U(1) gauge field, provided we choose to excite the latter. To induce an event horizon in the probe sector, we will excite an appropriate component of the gauge field, following a similar idea in e.g. [34–38]. Let us choose:

$$A = (-Et - a_x(r)) dx^1, \quad \implies \quad F = -E dt \wedge dx^1 - a'_x(r) dr \wedge dx^1. \quad (9.30)$$

It is straightforward to check that: $P[C_4] \wedge F = 0$ and therefore:

$$L_{D5} = L_{D5} [\psi(r), \psi'(r), a'_x(r)]. \quad (9.31)$$

The resulting Euler-Lagrange equations of motion are given by

$$\frac{d}{dr} \left[ \frac{\partial L_{D5}}{\partial \psi'(r)} \right] - \frac{\partial L_{D5}}{\partial \psi(r)} = 0, \quad \frac{d}{dr} \left[ \frac{\partial L_{D5}}{\partial a'_x(r)} \right] = 0. \quad (9.32)$$

The general solution of (9.32) represents a class of functions $\psi(r)$ characterized by its asymptotic boundary values. For convenience, we will focus on the following solution:

$$\psi(r) = 0, \quad (9.33)$$

$$a'_x(r) = \frac{Dr^2}{(r^4 - r_H^4)} \sqrt{\frac{(r^4 - (r_H^4 + E^2 R^4))}{(r^4 - (r_H^4 + D^2))}}. \quad (9.34)$$

The reality condition of the function $a'_x(r)$ now imposes $D = ER^2$. Note that, this is independent of the value of $r_H$.

The physical picture is simple to understand. The scalar function $\psi(r)$, asymptotically has the information of source and the vev in the corresponding dual field theory. In fact, asymptotically, the solution of the two bulk fields $\psi(r)$ and $a'_x(r)$ can be obtained as:

$$\psi(r) = c_1 r^{-1} + c_2 r^{-2} + \ldots, \quad (9.35)$$

$$a'_x(r) = c_3 r^{-2} + \ldots. \quad (9.36)$$
In general, the non-normalizable mode in $\psi(r)$ correspond to the mass of the probe sector fundamental degree of freedom and the normalizable mode corresponds to the corresponding vev, which correspond to the constants $c_1$ and $c_2$, respectively. A similar identification holds true for $c_3$, which corresponds to a current in the boundary theory. It can be easily checked that $c_3$ is proportional to the constant $D$.

The open string degrees of freedom correspond to bound states of quark-like matter [29]. These are typically mesonic bound states. With our description above, there is no free fundamental matter. This can be incorporated by further exciting an appropriate gauge field on the D5-brane worldvolume, which we do not consider here. Thus, in the presence of a sufficiently large electric field, there will be pair creation resulting in a matter current. Clearly, this critical electric field depends on the mass of the pair created matter. In brief, the mesonic and the conducting phases are connected by a first order phase transition, similar to the ones studied in [35–37]. In the subsequent discussion here, we focus on the massless case. This is motivated by the analytical control in this corner. In principle, all subsequent calculations in the probe fluctuation sector can be carried out for a general massive case, with little qualitative difference.

9.3 D5-brane probe: fluctuations

Similar to the previous cases, we will now discuss the physics of the fluctuation fields on the D-brane worldvolume. The fluctuations can be divided into three categories: (i) scalar, (ii) vector and (iii) spinors. We will explicitly consider only the first two kind and further truncate them to a sector which is analytically tractable. Schematically, let us denote the worldvolume fields as follows:

$$X^I = X^I_{cl} + \delta X^I (\xi^a),$$

$$A_b = A^b_{cl} + \delta A_b (\xi^a).$$

In the above, $I = 6, \ldots, 9$ (transverse to the D5-brane) and $b = 0, \ldots, 4$ (parallel to the D5-brane). Collectively, $\xi^a$ denotes the D5-brane worldvolume directions.

These scalar fluctuations (along the transverse directions of the D5-brane) lead to fluctuations of the induced metric:

$$\delta \gamma_{ab} = 2 \left( \partial_a X^I_{cl} \partial_b \delta X^J G_{IJ} \right) + \left( \partial_a \delta X^I \right) \left( \partial_b \delta X^J \right) G_{IJ}$$

$$= \left( \partial_a \delta X^I \right) \left( \partial_b \delta X^J \right) G_{IJ},$$

where, the first term drops out because, for our case $X^I_{cl}$ is either zero or constant. Here $G_{IJ}$ are the background metric components along the directions transverse to the D5 brane. Similarly, the vector fluctuations lead to fluctuation of the field strength:

$$\delta F_{ab} = \partial_a \delta A_b - \partial_b \delta A_a.$$

In what follows we will absorb the factor of $(2\pi\alpha')$ inside the worldvolume field strength, for convenience. Note that $\delta \gamma_{ab}$ is quadratic in fluctuations whereas $\delta F_{ab}$ is linear. To find the dynamics of the fluctuations we look to expand the DBI action upto quadratic order in fluctuations.
This quadratic fluctuation piece can be calculated as below:

\[
S_{D5} = - T_{D5} \int d^6 \xi \sqrt{-\det (M + \delta M)} , \quad M = P [G] + F
\]

\[
= - T_{D5} \int d^6 \xi \sqrt{-\det M} \sqrt{\det (1 + X)} , \quad X = M^{-1} \delta M
\]

\[
= - T_{D5} \int d^6 \xi \sqrt{-\det M} \sqrt{\exp [\text{Tr} \log X]}
\]

\[
\approx - T_{D5} \int d^6 \xi \sqrt{-\det M} \left( 1 + \frac{1}{2} \\text{Tr} X + \frac{1}{8} (\text{Tr} X)^2 - \frac{1}{4} \text{Tr} X^2 \right) + O (X^3) .
\]  

(9.41)

Now since \( \delta \gamma_{ab} \) is quadratic while \( \delta F_{ab} \) is linear in fluctuation we shall check what contributions we have from the above expansion at every order.

### 9.4 At first order

At first order, only \( \text{Tr} X \) will contribute and this gives a contribution in the vector sector. Note that:

\[
\text{Tr} X = M^{ab} \delta M_{ba} = S^{ab} \delta \gamma_{ab} + A^{ab} \delta F_{ab} .
\]

Here \( S \) and \( A \) are completely symmetric and completely anti-symmetric matrices, respectively. So, clearly the second term contributes at the first order. However, on-shell, this vanishes:

\[
S_{D5}^{(1)} \approx - T_{D5} \int d^6 \xi \sqrt{-\det M} A^{ab} \delta F_{ab} + O \left( \delta F^4 \right)
\]

\[
= - 2 T_{D5} \int d^6 \xi \sqrt{-\det M} A^{ab} \partial_a \delta A_b
\]

\[
= 2 T_{D5} \int d^6 \xi \ \partial_a \left( \sqrt{-\det M} A^{ab} \right) \delta A_b + \text{boundary - terms} .
\]  

(9.42)

Thus, \( S_{D5}^{(1)} \) vanishes on-shell.

### 9.5 At second order

Let us again check term by term. \( \text{Tr} X \) now yields a contribution, which comes from the term \( S^{ab} \delta \gamma_{ab} \). Now\n
\[
(\text{Tr} X)^2 = \text{Tr} (S.\delta \gamma) \text{Tr} (S.\delta \gamma) + 2 \text{Tr} (S.\delta \gamma) \text{Tr} (A.\delta F) + \text{Tr} (A.\delta F) \text{Tr} (A.\delta F) ,
\]  

(9.43)

where the ‘dot’ product is simply defined as the matrix product. The first term is quartic in fluctuations whereas the second term is third order in fluctuations. At quadratic order, only the last term contributes. At this order, we have another contribution coming from the last term in (9.41), given by

\[
\text{Tr} X^2 = \{ \text{Tr} (S.\delta \gamma, S.\delta \gamma) + \text{Tr} (A.\delta \gamma, A.\delta \gamma) \} + \{ \text{Tr} (S.\delta \gamma, A.\delta F) + 2 \text{Tr} (S.\delta F, A.\delta \gamma) \}
\]

\[
\text{Tr} (A.\delta F, S.\delta \gamma) \} + \{ \text{Tr} (S.\delta F, S.\delta F) + \text{Tr} (A.\delta F, A.\delta F) \}
\]

Here first two terms are quartic in fluctuations and next three terms are third order in fluctuations. So only the last two terms will contribute.
So finally, we get the following quadratic action:

\[ S^{(2)}_{D5} = - T_{D5} \int d^6 \xi \sqrt{-\det \mathcal{M}} \left[ S^{ab} \delta \gamma_{ab} + \frac{1}{8} \text{Tr} (A. \delta F) \text{Tr} (A. \delta F) - \frac{1}{4} (\text{Tr} (S. \delta F.S. \delta F) + \text{Tr} (A. \delta F.A. \delta F)) \right] \]

\[ = - T_{D5} \int d^6 \xi \sqrt{-\det \mathcal{M}} \left( S^{ab} \delta \gamma_{ab} - \frac{1}{4} \text{Tr} (S. \delta F.S. \delta F) \right), \]

where the second equality follows from the fact that

\[ \frac{1}{8} \text{Tr} (A. \delta F) \text{Tr} (A. \delta F) = \frac{1}{4} \text{Tr} (A. \delta F.A. \delta F). \]

Note that, the above equality holds true even off-shell. Thus, the scalar and the vector fluctuations decouple at the second order. From now on, we set the scalar fluctuations to zero and focus only on the vector degrees of freedom. Therefore, the corresponding Lagrangian is given by

\[ S^{(2)}_{\text{vector}} = - \frac{1}{4} T_{D5} \int d^6 \xi \sqrt{-\det \mathcal{M}} \text{Tr} (S. \delta F.S. \delta F). \]  

The corresponding equation of motion are given by

\[ \partial_a \left( \sqrt{-\det \mathcal{M}} S^{ab} \delta F_{bc} S^{cd} \right) = 0. \]  

We will solve these equations in the Poincaré patch as well as in the corresponding Kruskal coordinate.

### 9.5.1 Specifying data

Recall that:

\[ \mathcal{M}_{ab} = \gamma_{ab} + F_{ab}, \]

where \( \gamma = P[G] \). Therefore:

\[ \mathcal{M}^{ab} = S^{ab} + \Lambda^{ab}, \]

where

\[ S^{ab} = \left[ (\gamma + F)^{-1}. \gamma. (\gamma - F)^{-1} \right]^{ab}, \]

\[ \Lambda^{ab} = - \left[ (\gamma + F)^{-1}. F. (\gamma - F)^{-1} \right]^{ab}. \]

The so-called open string metric, denoted by \( S_{ab} \), is the inverse of (9.47) and is given by

\[ S_{ab} = \gamma_{ab} - \left[ F. \gamma^{-1}. F \right]_{ab}. \]

Given the background geometry, the embedding and the worldvolume gauge field, we can compute the components of the osm. In this case, it turns out to be off-diagonal in the
the \( r,t \)-plane. However, under the coordinate transformation \( t = t + f(r) \), \( r \rightarrow R \) and then relabelling \((\tau, R)\) as \((t, r)\), the osm can be diagonalized in the following explicit form:

\[
\begin{align*}
\mathrm{d}s^2_{\text{osm}} &= -r^4_1 - r^4_2 \mathrm{d}t^2 + \frac{R^2r_1^2}{r^4_1 - r^4_4}\mathrm{d}r^2 + \frac{r_2^2}{R^2}(dx^2_1 + dx^2_2) + R^2(d\theta^2 + \sin^2 \theta d\phi^2) .
\end{align*}
\]

Here \( r^2_2 = D^2 + r^2_4 \) along with \( D^2 = E^2 R^4 \). We will consider the diagonal metric. On the other hand, the components of \( A^{ab} \) are given by

\[
\begin{bmatrix}
0 & 0 & D_4 \frac{D}{r^2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-D_4 \frac{D}{r^2} - \frac{D R^2}{r^2 \frac{r_4}{r^2} - r^4} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Here, we have used the explicit solution for the gauge fields: \( a^0_z(r) = \frac{D_4 r^2}{r^2 \frac{r_4}{r^2} - r^4} \). Now, we consider the following modes of the fluctuation:

\[
\delta A = \delta A_t(t, r) \mathrm{d}t + \delta A_\parallel(t, r) \mathrm{d}x^1 + \delta A_\perp(t, r) \mathrm{d}x^2 .
\]

Here, the symbols \( \parallel \) and \( \perp \) corresponds to gauge modes parallel and perpendicular to the electric field, respectively. With all these ingredients we look to solve the equations of motion in both \((t, r)\).

### 9.5.2 Solution in \((r, t)\) coordinates

The equation of motion in covariant form reads:

\[
\partial_a \left( \sqrt{-\det M} S^{ab} \delta F_{bc} S^{cd} \right) = 0 ,
\]

where \( \delta F_{ab} \) is obtained from the gauge fluctuations in (9.52). Written in components, these take the following form:

\[
\begin{align*}
\text{r equation : } & \quad \partial_r \left( r^2 \partial_r \delta A_t \right) = 0 . \\
\text{t equation : } & \quad \partial_t \left( r^2 \partial_r \delta A_t \right) = 0 .
\end{align*}
\]

On solving these two we get:

\[
\delta A_t(r, t) = c_1 - \frac{c_2}{r} .
\]

This mode will not have any dynamics and we shall set this mode to be identically zero \((c_1 = 0, c_2 = 0)\).

Let us now look at the following:

\[
\begin{align*}
\text{x}^1 & \text{ equation : } \quad \partial_t \left( r^2 S^{tt} \left( \partial_t \delta A_\parallel \right) S^{x^1 x^1} \right) + \partial_r \left( r^2 S^{rr} \left( \partial_r \delta A_\parallel \right) S^{x^1 x^1} \right) = 0 .
\end{align*}
\]

We look for a solution \( \delta A_\parallel(r, t) = f(r)e^{\omega t} \). Plugging this in, we get:

\[
\begin{align*}
\left( r^4 - r^4_4 \right)^2 f''(r) + 2 \left( r^8 - r^8_4 \right) f'(r) + R^2 r^5 \omega^2 f(r) = 0 .
\end{align*}
\]
This equation has the solution:

\[
\delta A_\parallel(t, r) = (C_1 e^{i\omega \tilde{r}} + C_2 e^{-i\omega \tilde{r}}) e^{i\omega t} \tag{9.59}
\]

where \(\tilde{r}\) is the tortoise coordinate we will shortly describe. Finally, we look at the \(x^2\)-equation: Because of the isotropy in the \(\{x^1 - x^2\}\)-plane, \(x^2\) equation is also identically same as the previous equation with the same solution. Thus,

\[
\delta A_\perp(t, r) = \delta A_\parallel(t, r) \cdot (C_1 e^{i\omega \tilde{r}} + C_2 e^{-i\omega \tilde{r}}) e^{i\omega t}. \tag{9.60}
\]

We will now discuss the Kruskal patch analysis.

9.5.3 Kruskal extension and solution in Kruskal patch

To find the explicit Kruskal patch, it is sufficient to look at the \(t; r\)-plane of the osm geometry. This is given by

\[
ds^2 = \frac{r^4 - r_*^4}{R^2 r^2} dt^2 + \frac{R^2 r^2}{r^4 - r_*^4} dr^2 + \ldots = \frac{r^4 - r_*^4}{R^2 r^2} \left(-dt^2 + dr_*^2\right), \tag{9.61}
\]

where the tortoise coordinate is given by

\[
r_* = \int dr_* = \int \frac{R^2 r^2}{r^4 - r_*^4} dr = \frac{R^2}{4r_E} \left[2 \tan^{-1} \left(\frac{r}{r_E}\right) + \log \left(\frac{r - r_E}{r + r_E}\right)\right]. \tag{9.62}
\]

Now, we define the Eddington-Finkelstein coordinates as:

\[
v = t + r_*, \tag{9.63}
\]

\[u = t - r_*. \tag{9.64}\]

Subsequently, the Kruskal coordinates are:

\[
V = \exp \left[2\frac{v r_E}{R^2}\right] = \sqrt{\frac{r - r_E}{r + r_E}} \exp \left[\frac{2tr_E}{R^2} + \tan^{-1} \left(\frac{r}{r_E}\right)\right] \tag{9.65}
\]

\[
U = -\exp \left[-\frac{2ur_E}{R^2}\right] = -\sqrt{\frac{r - r_E}{r + r_E}} \exp \left[\tan^{-1} \left(\frac{r}{r_E}\right) - \frac{2tr_E}{R^2}\right]. \tag{9.66}\]

Finally, we define:

\[
T = \frac{1}{2} (V + U) = \sqrt{\frac{r - r_E}{r + r_E}} \exp \left[\tan^{-1} \left(\frac{r}{r_E}\right) \sinh \left(\frac{2tr_E}{R^2}\right)\right], \tag{9.67}
\]

\[
Y = \frac{1}{2} (V - U) = \sqrt{\frac{r - r_E}{r + r_E}} \exp \left[\tan^{-1} \left(\frac{r}{r_E}\right) \cosh \left(\frac{2tr_E}{R^2}\right)\right]. \tag{9.68}\]

Now given the above map, we need to write the components of \(S_{ab}, \delta F_{ab}\) and \(A^{ab}\) in the \(\{T, Y\}\) coordinates. The osm is given by (using standard coordinated transformation
\[ ds^2 = \Omega(r) \left( -dT^2 + dY^2 \right) + \frac{r^2}{R^2} \left( dx_1^2 + dx_2^2 \right) + R^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right), \quad (9.69) \]

\[ \Omega(r) = \frac{R^2 (r_E + r)^2 (r^2 + r_E^2) \exp \left[ -2 \tan^{-1} \left( \frac{r}{r_E} \right) \right]}{4r^2 r_E^2}, \quad (9.70) \]

As far as the fluctuations are concerned we saw that \( \delta A_t \) has no dynamics. On the other hand, because of the isotropy in the \( \{x^1, x^2\}-\)plane, the parallel and the transverse fluctuations have exactly identical solution at the quadratic order. Furthermore, all these modes are decoupled from each other. From now on, we will concentrate only on the transverse fluctuation and set the remaining two modes to zero. This induces a drastic simplification in the subsequent analysis, since

\[ \text{Tr} \left( \mathcal{M}^{-1} \delta \mathcal{M} \right) = \mathcal{A}^{ab} \delta F_{ab} = 0, \quad (9.71) \]

which holds identically, even without performing the integration. Moreover, we will now write \( \delta A = \delta A \| (T, Y) \, dx^2 \), which is related to the Poincaré patch solution via the map: \( T = T(r, t) \) and \( Y = Y(r, t) \). Also, the explicit components of \( \mathcal{A}^{ab} \) are quite complicated in the \( \{Y, T\}\)-coordinates so we are not presenting those.

Gathering all these, in the Kruskal coordinates, the quadratic action (9.45) now becomes:

\[ \mathcal{S}^{(2)}_{\text{vector}} = \frac{1}{2} T_{D5} \int dT dY \, R^2 \left( \delta \mathcal{A}^2(T, Y) - \delta A^2(T, Y) \right) = \frac{1}{2} \int dT dY \left( \delta \mathcal{A}_{\text{ren}}^2(T, Y) - \delta A_{\text{ren}}^2(T, Y) \right), \quad (9.72) \]

where we have redefined the fields as \( \delta A_{\text{ren}} \equiv R \sqrt{T_{D5}} \delta A \) to canonically normalize the kinetic term. Also, \( \partial \equiv \partial_T, \quad \partial' \equiv \partial_Y \). We can freely drop the subscript “ren” from the redefined fluctuations. This results in the following equation of motion:

\[ (\partial_T^2 - \partial_Y^2) \delta A = 0, \quad (9.73) \]

which has the solution:

\[ \delta A = F(T + Y) + F(T - Y). \quad (9.74) \]

Here \( F \) is a completely arbitrary function, desired to be smooth on physical grounds. Note that this solution resembles (9.59), written in Kruskal coordinates. Also (9.73) follows from the general covariant equations in (9.46), by invoking the Poincaré to Kruskal map.

### 9.6 At 4th order

To compute the 4-point OTOC, we need to calculate the four-point interaction term in the probe sector. This can be simply done by evaluating the quartic piece in the fluctuation Lagrangian, and subsequently setting this term on-shell with respect to the quadratic action. Let us now evaluate the quartic interaction piece. We will set the scalar fluctuations...
to zero and also set $\text{Tr}\mathcal{X} = \text{Tr}\left(\mathcal{M}^{-1}\delta\mathcal{M}\right) = 0$. The last condition eliminates a cubic interaction term which is otherwise present in the fluctuation Lagrangian. Expanding the DBI action up to fourth order, we get:

$$S^{(4)}_{D5} = -T_{D5} \int d^6 \xi \sqrt{-\text{det} \mathcal{M}} \left( \frac{1}{32} \left(\text{Tr}\mathcal{X}^2\right)^2 - \frac{1}{8} \text{Tr}\mathcal{X}^4 \right)$$

$$= \frac{N}{16r_E^2} \frac{e^{\pi/2}}{R^2 T_{D5}} \int dT dR \left( \delta A_{\text{ren}}^2 - \delta A_{\text{ren}}^2 \right)^2 . \quad (9.75)$$

The last line above, we have used the rescaled $\delta A_{\text{ren}}$, defined below (9.72). Also, (9.75) has been evaluated near the horizon, i.e. at $U \approx 0$ and $V \approx 0$. The constant, denoted by $\mathcal{O}(1)$ constant, coming out of the integral over the angular coordinates. Substituting (9.74), we can recast this quartic action as:

$$S^{(4)}_{D5} = \frac{N}{2r_E^2} \frac{e^{\pi/2}}{R^2 T_{D5}} \left( \int d\zeta F'(')^2 \right)^2 . \quad (9.76)$$

At this order, the contribution is schematically similar to the one obtained in e.g. [10].

## 10 4-point OTO correlation

A schematic pictorial representation of the $2-2$ scattering process is demonstrated in figure 5. We are interested in computing the OTOC of the form: $\langle A(t_4)A(t_3)A(t_2)A(t_1) \rangle$, where $A$ is the boundary operator corresponding to the field $\delta A_{\text{ren}}$, which was introduced in the previous section. We are considering a thermal expectation value at temperature

$$T = \beta^{-1} = \frac{r_E}{\pi R^2} , \quad (10.1)$$

which is the temperature associated with the osm horizon.
This calculation, following the treatment in [7], can be set up as a $2-2$ scattering amplitude computation in the corresponding thermodual state. From a geometric point of view, this eventually corresponds to the elastic scattering process between two incoming high-energy pulses into two outgoing high-energy modes. Finally, this scattering amplitude in the thermodual state can be re-interpreted in terms of the one-sided thermal correlation function.

Thus, the “in” state corresponds to two high energy modes, with momenta $p^U_3$ and $p^V_4$; the “out” state corresponds to two high energy modes, with momenta $p^U_1$ and $p^V_2$, respectively. Therefore, the in and out states can be expanded in longitudinal momentum basis as follows:

$$ A(t_3) A(t_4) |\beta\rangle = \int dp^U_3 dp^V_4 \psi_3 (p^U_3) \psi_4 (p^V_4) \ |p^U_3 p^V_4\rangle_{\text{in}} \quad (10.2) $$

$$ A(t_2) A(t_1) |\beta\rangle = \int dp^U_1 dp^V_2 \psi_1 (p^U_1) \psi_2 (p^V_2) \ |p^U_1 p^V_2\rangle_{\text{out}} \ , \quad (10.3) $$

where the $\{\psi\}$ are the wavefunctions of the corresponding field dual to the operator. Mathematically, they are given by the Fourier transforms of the corresponding bulk-to-boundary propagators, as explained in [7]. The normalisation of the basis states are given by

$$ \langle q^V | p^V \rangle = \frac{4p^V}{\pi} \delta (p^V - q^V) \ , \quad \langle p^U | q^U \rangle = \frac{4p^U}{\pi} \delta (p^U - q^U) \ . \quad (10.4) $$

We are interested in high-energy $2-2$ elastic scattering. Elastic scattering implies that $p^U_1 \approx p^U_3$, $p^V_2 \approx p^V_4$, which is a simple consequence of momentum conservation along $U$ and $V$ directions. Furthermore, the elastic scattering implies that the “in” state and the “out” state differ only by a phase:

$$ |p^U_1 p^V_2\rangle_{\text{out}} \approx e^{i\delta(s)} |p^U_1 p^V_2\rangle_{\text{in}} \ , \quad (10.5) $$

where $s = 4p^U_1 p^V_2$ is the corresponding Mandelstam variable. Thus, finally, the OTOC is given by the overlap integral:

$$ \langle A(t_4) A(t_3) A(t_2) A(t_1) \rangle = \int dp^U_1 dp^V_2 p^U_1 p^V_2 e^{i\delta(s)} \psi_3^* (p^U_1) \psi_3 (p^V_3) \psi_4^* (p^U_2) \psi_4 (p^V_4) \psi_2 (p^V_2) \psi_4 (p^V_4) \psi_1 (p^U_1) \ , \quad (10.6) $$

where we have explicitly used momentum conservation conditions. One, therefore, needs to calculate the phase factor and the corresponding wave functions.

10.1 Phase factor

From the elastic eikonal gravity approximation, we immediately have $\delta(s) = S^{(4)}_{D_5}$, where $S^{(4)}_{D_5}$ is given by (9.76). Now, the energy of the wave packets is given by

$$ \Delta E = 2 \int d\zeta E'(\zeta)^2 , \quad (10.7) $$

and the corresponding Mandelstam variable is $s = (\Delta E)^2$. There are several ways to obtain (10.7). Perhaps the simplest is to notice that the fluctuation Lagrangian in (9.72) is
given by a term \( \left( \delta \hat{A}_{\text{ren}}^2 - \delta A_{\text{ren}}^2 \right) \), which yields a Hamiltonian, given by \( \left( \delta \hat{A}_{\text{ren}}^2 + \delta A_{\text{ren}}^2 \right) \).

Taking into account the solution in (9.74), and appropriately accounting the Jacobian corresponding to a co-ordinate transformation, one simply arrives at (10.7). So, using all these we finally get:

\[
\delta(s) = \frac{N e^{\pi/2}}{8 r_E^2 R^2 T_{D5}} s = \frac{N e^{\pi/2}}{2 r_E^2 R^2 T_{D5}} p_1^U p_2^V .
\]  

(10.8)

The phase shift, therefore, has an expected functional dependence with the Mandelstam variable \( s \), while the coefficient is determined by the tension of the D-brane. Evidently, we assume that, for this high energy scattering process, the DBI-action is a valid description and one thus obtains: \( \delta(s) \sim s \).

### 10.2 Wave function & bulk-to-boundary propagator

Given two bulk points \( \{t, r\} \) and \( \{t', r'\} \), we can construct the bulk-to-bulk propagator for the corresponding vector fluctuation, making use of the two analytically known solutions of the given fluctuation equation at the quadratic order. The corresponding solutions are given in (9.59).

The bulk-to-bulk propagator, denoted by \( G(t, r; t', r') \), satisfies the following equation:

\[
\mathcal{L} G(t, r; t', r') = \delta(t - t') \delta(r - r') ,
\]  

(10.9)

where \( G \) is the bulk-to-bulk propagator is given by

\[
G(t, r; t', r') = \int \frac{d\omega}{2\pi} e^{i\omega t} \left[ \theta(r - r') f_1(r) f_2(r) + \theta(r' - r) f_1(r') f_2(r) \right]
\]

\[
= \int \frac{d\omega}{2\pi} \left[ \theta(r - r') e^{i\omega(t + r - r')} + \theta(r' - r) e^{i\omega(t - r + r')} \right]
\]

\[
= \int \frac{d\omega}{2\pi} \left[ \theta(r - r') e^{i\omega(v - v')} + \theta(r' - r) e^{i\omega(u - u')} \right]
\]

\[
= \theta(r - r') \delta(v - v') + \theta(r' - r) \delta(u - u').
\]  

(10.10)

In the above, \( r_* \) is the tortoise co-ordinate defined in (9.62).

Now, near the boundary (9.60) behaves as:

\[
\delta A(t, r) \approx (C_1 r^{\Delta_+} + C_2 r^{\Delta_-}) e^{i\omega t} ,
\]  

(10.11)

where \( \Delta_+ = 0 \) and \( \Delta_- = -1 \). So the bulk-to-boundary propagator is given by

\[
K(r, t; t') = \lim_{r' \to \infty} (\Delta_+ - \Delta_-) r^{\Delta_+} G(r, t; r', t') = \delta \left( u - t + \frac{\pi R^2 \omega}{4 r_E} \right) .
\]  

(10.12)

Had we started with Kernel function \( e^{-i\omega(t-t')} \) then we would have had:

\[
K(r, t; t') = \delta \left( v - t - \frac{\pi R^2 \omega}{4 r_E} \right) .
\]  

(10.13)
Finally, the normalised OTOC is given by

\[ \langle A(t + \imath \epsilon_4)A(\imath \epsilon_3)A(t + \imath \epsilon_2)A(\imath \epsilon_1) \rangle = C \int_0^\infty dp dq \ lnpq \ e^{-p-q} I(p,q), \]

where

\[ I(p,q) = \exp \left[ i \ lnpq \ \frac{2 \pi R}{2R^2 \epsilon_1^2 \epsilon_2^2} \ \frac{N e^{\frac{4\pi}{\beta}}}{2R^2 \epsilon_1 \epsilon_2 \epsilon_3 \epsilon_4 T_{D5}} \right], \]

and

\[ \langle A(\imath \epsilon_3)A(\imath \epsilon_1)\rangle\langle A(t + \imath \epsilon_4)A(t + \imath \epsilon_2) \rangle = C \int_0^\infty dp dq \ lnpq \ e^{-p-q}. \]

In the above, we have also defined:

\[ \epsilon_{ij} = i \left( e^{\frac{2 \pi R}{R^2} \epsilon_i} - e^{\frac{2 \pi R}{R^2} \epsilon_j} \right), \]

\[ C = \frac{256r_E^4 \ e^{2\pi \omega} \ \exp \left[ \frac{2 \pi R}{R^2} \ (-\imath \epsilon_1 + \imath \epsilon_2 - \imath \epsilon_3 + \imath \epsilon_4) \right]}{\pi^2 e^{-2\pi R^2} (\epsilon_{13}^*)^2 (\epsilon_{24}^*)^2}. \]

Finally, the normalised OTOC is given by

\[ \frac{\langle A(t + \imath \epsilon_4)A(\imath \epsilon_3)A(t + \imath \epsilon_2)A(\imath \epsilon_1) \rangle}{\langle A(\imath \epsilon_3)A(\imath \epsilon_1)\rangle\langle A(t + \imath \epsilon_4)A(t + \imath \epsilon_2) \rangle} = 1 + \frac{iNe^{\frac{4\pi}{\beta}}}{2R^2 \epsilon_{13} \epsilon_{24} T_{D5}} e^{\frac{2 \pi R}{R^2} t}. \]

Recall that, the temperature associated with the osm event horizon is given by

\[ T = \frac{\pi R}{2 R^2} = \frac{1}{\beta}. \]
Now, we make the following choices for imaginary time parameters [7]: $\epsilon_1 = 0$, $\epsilon_2 = -\frac{\beta}{4}$, $\epsilon_3 = \frac{\beta}{2}$, $\epsilon_4 = \frac{\beta}{4}$. With these, and restoring the temperature dependence, (10.24) becomes:

$$\frac{\langle A(t + i\epsilon_4)A(i\epsilon_3)A(t + i\epsilon_2)A(i\epsilon_1) \rangle}{\langle A(i\epsilon_3)A(i\epsilon_1) \rangle \langle A(t + i\epsilon_4)A(t + i\epsilon_2) \rangle} = 1 - \frac{Ne^{\frac{3\pi}{8R^6r_E^6}}}{8R^6r_E^6} e^{\frac{2\pi}{T}t}. \quad (10.26)$$

Therefore, we finally recover a maximal chaos on the D-brane horizon: $\lambda_L = 2\pi T$, while the temperature is given by (10.25).

A few comments are in order. First, note that the scrambling time behaves as:

$$t_{sc} \sim \frac{1}{2\pi T} \log \left( \sqrt{\lambda N_c} \right), \quad (10.27)$$

which is obtained by substituting the D5-brane tension in terms of string length and string coupling. This result is consistent with the anticipated answer in (9.21). Moreover, the above calculation can be explicitly carried out when there is an event horizon in the background AdS$_5$ geometry. Suppose the corresponding background temperature is given by $T$, and the electric field on the brane is given by $E$, then the resulting Lyapunov exponent is given by

$$\lambda_L = 2\pi \left( T^4 + E^2 \right)^{1/4}. \quad (10.28)$$

Thus the brane degrees of freedom have a larger Lyapunov exponent compared to the gravity degrees of freedom. This is due to the lack of strict thermal equilibrium in this configuration, and the probe sector being an open system.

### 11 General soft sector

In this section, we will discuss the computation of a 4-point OTOC and the corresponding exponential growth of the same, for an one-dimensional system with soft degrees of freedom. This is, presumably, determined by a general functional of the Schwarzian derivative. Here we will not address the question of the UV-theory from which such an effective description may emerge. Therefore, our analyses and conclusions remain valid as a strict IR-physics.

Schematically, a general action is given by

$$S_{IR} = -\frac{1}{g^2} \int dt \mathcal{F} \{ \varphi(t), t \}, \quad \text{with} \quad \{ \varphi(t), t \} = \frac{-3\dot{\varphi}^2 + 2\dot{\varphi}\ddot{\varphi}}{2\varphi^2}. \quad (11.1)$$

Here, $g$ is the corresponding coupling and $t$ is the Euclidean time. The Lorentzian time is related to the Euclidean time via: $t = it_L$. The global symmetry of the action (11.1) is associated with the following SL($2, R$) transformation:

$$\varphi(t) = \frac{a\varphi(t) + b}{c\varphi(t) + d}. \quad (11.2)$$
The general equation of motion obtained from the above equation is given by
\[ \partial_t \left[ -\partial^2 \left( \frac{\mathcal{F}'}{\varphi} \right) + \mathcal{F}' \left( \frac{\varphi'}{\varphi^2} - 3 \frac{\varphi''}{\varphi^3} \right) - 3 \partial_t \left( \mathcal{F}' \frac{\varphi''}{\varphi^3} \right) \right] = 0, \tag{11.3} \]
\[ \mathcal{F}' = \frac{\partial \mathcal{F}}{\partial y}, \quad y = \{ \varphi(t), t \}. \tag{11.4} \]

The above is a sixth-order differential equation. It is easy to check that for \( \mathcal{F}(y) = y \), we get back the standard quartic equation of motion \( \partial_t \{ \varphi(t), t \} = 0 \). It is also straightforward to check that any solution of the purely Schwarzian derivative equation of motion is also a solution of (11.3), irrespective of the functional form of \( \mathcal{F} \). There can be special and new solutions of (11.3), which fall outside the solution space spanned by the solutions of the \( \partial_t \{ \varphi(t), t \} = 0 \) equation; however, we will not explore those cases.

In order to analyze the equations of motion in more explicit terms, let us use the co-ordinate transformation [16]: \( \varphi = \tan(\psi/2) \) with \( \mathcal{F} = \{ \varphi(t), t \}^n, n \in \mathbb{Z}_+ \). The action in (11.1) takes the following form:
\[ S_{\text{IR}} = -\frac{1}{g^2} \int dt \left[ \{ \psi(t), t \} \right] + \frac{1}{2} \left( \partial_t \psi \right)^2 \right]^n. \tag{11.5} \]

Using
\[ \psi(t) = t + \epsilon(t), \tag{11.6} \]
the action, at the leading order, is given by
\[ S_{\text{IR}} = -\frac{n}{2^n g^2} \int dt \left[ (2(n-1)\epsilon^{(3)}(t)^2 + (2n-1)\epsilon'(t)^2 + 2(2n-3)\epsilon^{(3)}(t)\epsilon'(t) - 3\epsilon''(t)^2 \right]. \tag{11.7} \]

The corresponding equation of motion is given by
\[ 4(n-1)\epsilon^{(6)}(t) + 4(2n-3)\epsilon^{(4)}(t) + 2(2n-1)\epsilon^{(2)}(t) + 6\epsilon^{(4)}(t) = 0. \tag{11.8} \]

The zero modes of this equation, on the solution space \( \epsilon(t) = e^{ikt} \), are given by
\[ k = 0, \pm 1, \pm \frac{\sqrt{2n-1}}{\sqrt{2n-2}}. \tag{11.9} \]

In above, we have assumed that \( \frac{\sqrt{2n-1}}{\sqrt{2n-2}} \) is an integer, which restricts the allowed space for \( n \). Clearly, the modes \( k = 0, \pm 1 \) is present irrespective of the value of \( n \). Typically, the presence of the additional zero modes imply there is a bigger symmetry, compared to an \( \text{SL}(2, R) \); however, it is not clear to us what physical symmetry this corresponds to and we will not elaborate on this. The corresponding propagator is given by
\[ G(t) = \sum_k e^{i2\pi kt/\beta} G_k, \quad G_k = \frac{1}{k^2 (k^2 - 1) (k^2 - k_n^2)}, \quad k_n = \frac{\sqrt{2n-1}}{\sqrt{2n-2}}. \tag{11.10} \]

In the above sum, we need to avoid the zero modes. The Matsubara summation can be carried out, using the following integral:
\[ G(t) = \int_{C} d\omega e^{i2\pi \omega/\beta} \frac{2\pi}{e^{2\pi \omega} - 1} \frac{1}{\omega^2 (\omega^2 + 1) (\omega^2 + k_n^2)}, \tag{11.11} \]
Figure 6. This is a pictorial representation of performing the Matsubara summation via a contour integration. On the left, one gathers the residues at each pole, except the zero modes. Using the bounded-ness of the integrand as $|\omega| \to \infty$, we can use an alternative contour, denoted by the dashed curve, which collects all the residues. When a similar contour is drawn in the lower half plane, the combined contour can equivalently be thought of as a contour around the zero-modes. Where the contour, $C$, is chosen such that the poles at the $\omega = -i\infty, \ldots + i\infty$ are included, except $\omega = 0, \pm i, \pm k_n$. Clearly, the integrand goes to zero as $|\omega| \to \infty$ for $t < 0$. To ensure a similar convergence, we can simply consider an integrand in which the exponential has a reversed time direction. Thus, all contributions to the above integral, from infinity, will be zero.

In turn, the integral now boils down to a sum of contour integrals around $\omega = 0, \pm i, \pm k_n$, which is pictorially demonstrated in figure 6. The resulting propagator is given by

$$G(t) = \frac{1}{6k_n^4(k_n^2 - 1)^2} \left[ (k_n^2 - 1) (6k_n^4(\pi - |t|) \sin |t| \\
+ (k_n^2 - 1) (k_n^2 (3|t|^2 - 6\pi|t| + 2\pi^2 - 6) - 6) \\
- 6\pi k_n \csc(\pi k_n) \cos(k_n(\pi - |t|))) + 3 (9 - 5k_n^2) k_n^4 \cos |t| \right]. \quad (11.12)$$

To make connection with already known result in [16], when $n = 1$ in (11.1), the propagator is given by

$$G(t) = \frac{1}{6} (3|t|^2 - 6\pi|t| + 6(\pi - |t|) \sin |t| - 15 \cos |t| + 2\pi^2 - 6). \quad (11.13)$$

In both the above expressions, we have ignored an overall constant. Note that, starting from the expression in (11.12), one cannot obtain (11.13) by simply substituting $n = 1$, since this is a singular substitution. Hence, the $n = 1$ case needs to be worked out separately.
Now, similar to [16], we want to evaluate the four point function \( \langle V(\varphi_1)V(\varphi_2)W(\varphi_3)W(\varphi_4) \rangle \). Using a large \( N \) factorization, the leading large \( N \) answer is given by

\[
\langle V(\varphi_1)V(\varphi_2)W(\varphi_3)W(\varphi_4) \rangle \sim \left( \frac{1}{\varphi_{12}} \right)^{2\Delta_1} \left( \frac{1}{\varphi_{34}} \right)^{2\Delta_2}, \quad \varphi_{ij} \equiv \varphi_i - \varphi_j , \tag{11.14}
\]

where \( \Delta_1 \) and \( \Delta_2 \) are the conformal dimensions of the field \( V \) and \( W \), respectively. Under the following transformaiton

\[
\varphi = \tan \left( \frac{\psi}{2} \right), \quad \psi(t) = t + \epsilon(t), \tag{11.15}
\]
we get

\[
\langle V(\varphi_1)V(\varphi_2)W(\varphi_3)W(\varphi_4) \rangle \sim \frac{(1 + \epsilon'(t_1))^\Delta_1 (1 + \epsilon'(t_2))^\Delta_1}{\sin \left( \frac{t_{12} + \epsilon(t_1) - \epsilon(t_2)}{2} \right)^{2\Delta_1}} \left( \frac{1 + \epsilon'(t_3))^{\Delta_2} (1 + \epsilon'(t_4))^{\Delta_2}}{\sin \left( \frac{t_{34} + \epsilon(t_3) - \epsilon(t_4)}{2} \right)^{2\Delta_2}} \right), \tag{11.16}
\]

which subsequently yields:

\[
C_{(4)} \equiv \frac{\langle V(t_1)V(t_2)W(t_3)W(t_4) \rangle}{\langle V(t_1)V(t_2)\rangle \langle W(t_3)W(t_4) \rangle} \tag{11.17}
\]

\[
\sim 1 + \Delta_1 \Delta_2 \left( \frac{\epsilon(t_1) - \epsilon(t_2)}{\tan \left( \frac{t_{12}}{2} \right)} - \epsilon'(t_1) - \epsilon'(t_2) \right) \left( \frac{\epsilon(t_3) - \epsilon(t_4)}{\tan \left( \frac{t_{34}}{2} \right)} - \epsilon'(t_3) - \epsilon'(t_4) \right). \tag{11.17}
\]

The formula above is already explicitly presented in [16]. When the low energy description is a non-trivial functional of Schwarzian derivative, we can now use the propagator in (11.12), which, for \( n = 1 \), reduces to (11.13). We will use the explicit form of the propagator with the following identifications:

\[
\epsilon(t_1)\epsilon(t_2) \equiv G(t_1 - t_2), \quad t_1 > t_2 , \tag{11.18}
\]

\[
\epsilon(t_1)\epsilon(t_2) \equiv G(-t_1 + t_2), \quad t_1 < t_2 . \tag{11.19}
\]

Thus, we need to evaluate the \( \epsilon \)-dependent terms in (11.17), with a particular time-ordering. The time-ordering is taken care by the definitions in (11.18)–(11.19), and the explicit function \( G(t) \) is given in (11.12). Let us first evaluate the correlator, which yields:

\[
C_{(4)} - 1 \sim \cot \left( \frac{t_1 - t_2}{2} \right) \left( -G^{(0,1)}(t_1, t_3) - G^{(0,1)}(t_1, t_4) + G^{(0,1)}(t_2, t_3) + G^{(0,1)}(t_2, t_4) \right) \]

\[
+ \cot \left( \frac{t_3 - t_4}{2} \right) \left( -G^{(1,0)}(t_1, t_3) + G^{(1,0)}(t_1, t_4) - G^{(1,0)}(t_2, t_3) + G^{(1,0)}(t_2, t_4) \right) \]

\[
+ G^{(1,1)}(t_1, t_3) + G^{(1,1)}(t_1, t_4) + G^{(1,1)}(t_2, t_3) + G^{(1,1)}(t_2, t_4) \]

\[
+ \cot \left( \frac{t_1 - t_2}{2} \right) \cot \left( \frac{t_3 - t_4}{2} \right) \left( G(t_1, t_3) - G(t_1, t_4) - G(t_2, t_3) + G(t_2, t_4) \right) \]

\[
(11.20)
\]
Depending on the theory, one can now directly substitute the propagator in (11.20). The information of the time-ordering is operationally implemented in the absolute value of the time-separation in each propagator, as is explicitly written in (11.12) and (11.13). To evaluate the time-ordered correlator, we impose the following ordering: \( t_1 > t_2 > t_3 > t_4 \). Similarly, the four-point OTO correlator is evaluated with the time ordering: \( t_1 > t_3 > t_2 > t_4 \).

In the former case, with \( t_1 > t_2 > t_3 > t_4 \), one does not observe any exponential growth or the correlator, for any generic value of \( n \), and we do not elaborate on this case any further. Now, with \( t_1 > t_3 > t_2 > t_4 \), and substituting \( t_1 = \text{i}a \), \( t_2 = 0 \), \( t_3 = \text{i}(t_L + b) \) and \( t_4 = \text{i}t_L \), we get:

\[
\begin{align*}
C_{(4)} - 1 &\sim -\text{i} \coth \left( \frac{a}{2} \right) \left( -G^{(0,1)}(\text{i}a, \text{i}(b+t_L)) - G^{(0,1)}(\text{i}a, \text{i}t_L) \right) \\
&\quad + G^{(0,1)}(\text{i}(b+t_L), 0) + G^{(0,1)}(0, \text{i}t_L) \\
&\quad + \text{i} \coth \left( \frac{b}{2} \right) \left( G^{(1,0)}(\text{i}a, \text{i}(b+t_L)) - G^{(1,0)}(\text{i}a, \text{i}t_L) + G^{(1,0)}(\text{i}(b+t_L), 0) - G^{(1,0)}(0, \text{i}t_L) \right) \\
&\quad + \coth \left( \frac{a}{2} \right) \coth \left( \frac{b}{2} \right) \left( -G(\text{i}a, \text{i}(b+t_L)) + G(\text{i}a, \text{i}t_L) + G(\text{i}(b+t_L), 0) - G(0, \text{i}t_L) \right) \\
&\quad + G^{(1,1)}(\text{i}a, \text{i}(b+t_L)) + G^{(1,1)}(\text{i}a, \text{i}t_L) + G^{(1,1)}(\text{i}(b+t_L), 0) + G^{(1,1)}(0, \text{i}t_L) .
\end{align*}
\tag{11.21}
\]

Now, using the explicit propagator in (11.12), it is easy to check that the leading behaviour in the real time coordinate \( t_L \) comes from the leading trigonometric function after performing analytic continuation. The relevant pieces are: \( \sin |t| \), \( \cos |t| \) and \( \cos (k_n \pi - k_n |t|) \). Each of these pieces yields an \( e^{\text{Lt}} \) or \( e^{k_n t_L} \) factor after the analytic continuation above. In the limit \( t_L \gg \{a, b\} \), this exponential piece will dominate the corresponding expression. This, schematically yields:\footnote{Note that, it is possible, for certain values of \( n \), the coefficient of the exponential growth vanishes and therefore the correlator has no growth with an \( e^{\lambda_L t_L} \) mode. However, this is not a generic situation and may happen for fine-tuned values of \( n \). We will not explore this possibility here.}

\[
C_{(4)} - 1 \sim e^{\lambda_L t_L} + \text{sub - leading} ,
\tag{11.22}
\]

with

\[
\lambda_L = \frac{2\pi}{\beta} \max (1, k_n) ,
\tag{11.23}
\]

where the explicit thermal factor of \((2\pi)/\beta\) has been restored. The max function selects the greatest real number in the list. In the regime \( 1 \geq k_n \), we obtain a canonical chaos bound saturation: \( \lambda_L = 2\pi T \). On the other hand, when \( k_n > 1 \), we obtain:

\[
\lambda_L = \frac{2\pi}{\beta} k_n = \frac{2\pi}{\beta} \frac{\sqrt{2n-1}}{\sqrt{2n-2}} .
\tag{11.24}
\]

Before moving on, let us make a simple observation. In [40], a corresponding chaos-bound was explored for a two-dimensional conformal field theory with higher spin currents, with a bound on the spin \( s \leq N \). Here \( N \) is a finite number and greater than two. In this case, the corresponding Lyapunov exponent is given by \( \lambda_L = (2\pi T)(N - 1) \). A simple algebraic
map $n = (1 - 2N^2)/(2 - 2N^2)$ directly relates this to the formula in (11.24). In particular, for $N = 3$, one obtains $n = 1 + \frac{1}{12}$.

The action functional $\mathcal{F}$ has imprints on the scrambling time as well, denoted by $t_{sc}$. In the case $k_n > 1$, this is determined by

$$\mathcal{O}\left(K(n)e^{\frac{2\pi k_n t_{sc}}{2}}\right) = \mathcal{O}(1) \quad \implies \quad t_{sc} \sim \frac{1}{2\pi T k_n} \log(K(n)).$$

Here $K(n)$ is a function of the index $n$ as well as the central charge of the system. The corresponding scrambling time is further suppressed. Evidently, in the case $k_n < 1$, the scrambling time is the standard $t_{sc} \sim \beta/(2\pi) \log(\text{central charge})$. As remarked in [40], the violation of the chaos bound or the too-fast scrambling (for $k_n > 1$) indicates potential problems with such theories. The $k_n < 1$ region is therefore, a priori, problem-free. This corresponds to $n \in (0, \frac{1}{2})$, for positive values of $n$. Clearly, $n = 1$ is the standard Schwarzian theory, which does not fall under the above analysis. Note also that, when $k_n$ is purely imaginary, the additional poles in figure 6 sit on the real $\omega$ axis (the horizontal axis). Correspondingly, the contour in the upper half plane in figure 6 can be appropriately deformed to avoid those. In turn, once again the resulting sum will be obtained by evaluating the residues around the zero modes. This has no bearing on the exponential growth of the four point OTOC, since, upon subsequent analytic continuation, these zero modes will contribute to oscillatory behaviour. This corresponds to the parametric space $n \in [\frac{1}{2}, 1]$. Incidentally, the entire $n < 0$ regime is also allowed by this consideration. Finally, note that, in the $n \to \infty$ limit, $k_n \to 1$, and thus the point at infinity also seems viable. However, this is a more subtle point since one needs to investigate how to close the contour at infinity when such a pole is present. Summarizing, the allowed range of the power in (11.1) is given by

$$n \in (-\infty, 0) \cup (0, 1],$$

in which $n$ takes values such that the zero modes occur at integers values.

Before concluding this section let us briefly look at the thermodynamic properties of the effective action (11.1). We have chosen the overall sign in front of the integral in (11.1) in congruence with [16], such that the $n = 1$ case readily reproduces the standard Schwarzian action. The general equation of motion can be derived from (11.5), which has a simple solution [16]: $\psi = (2\pi/\beta)t$. The factor of $(2\pi/\beta)$ is chosen such that $\psi = \psi + 2\pi$, upon the identification $t = t + \beta$. On this solution, the on-shell action can be evaluated which yields the logarithm of the corresponding partition function:

$$\log Z = \frac{2n\pi^2n}{g^2} \beta^{1-2n},$$

which yields the following entropy:

$$s = \log Z - \beta \frac{\partial \log Z}{\partial \beta} = \frac{2n+1n\pi^2n \beta^{1-2n}}{g^2}.$$  

The corresponding specific heat scales as $c_V \propto T^{2n-1}$, where the proportionality constant is positive. The sign of the proportionality constant is directly related to the sign of
the action in (11.1). Hence $c_V > 0$ is guaranteed by design. Note, however, that for $n = 1/2$, the specific heat becomes temperature independent. The entropy, therefore, can be completely attributed to be an extremal entropy. Moreover, for $n < 1/2$, the corresponding temperature scaling is rather unusual.

12 Conclusions

In this article we have explored a few aspects related to maximal chaos. First, we obtained an effective Schwarzian action from an open string embedded in an AdS-background, including the interaction term of this Schwarzian modes with a general fluctuation degree of freedom. Secondly, we explicitly demonstrated a few examples from a D-brane worldvolume perspective that, even without a strictly gravitational theory, maximal chaos can be obtained from a non-linear theory, such as a DBI-action. In fact, although we have not included the explicit example, one can consider more general backgrounds in which a similar analytical calculations can be performed. For example, take the so-called Lifshitz symmetric geometries, specially when the dynamical exponent is equal to two. Following [41], the gauge field fluctuations around a space-filling defect brane-like degree of freedom can be analyzed, similar to the D5-brane fluctuations that we have described in details. For this case, also, one observes a maximal chaos set by the constant electric field on the brane worldvolume. Finally, we have also demonstrated that for a general class of systems, described by a functional of the Schwarzian action, maximal chaos will occur.

We have left many stones unturned. For example, it is likely that a purely worldsheet analysis exists in describing the Schwarzian action and its’ coupling to other heavier modes. This will be a very interesting aspect to chalk out. More speculatively, a similar description may also exist for a general D-brane worldvolume, perhaps not in terms of a Schwarzian effective dynamics. In such cases, the corresponding Rindler dynamics dictates the maximal chaos and it is an interesting possibility if there exists an effective description of a soft sector around a Rindler geometry. In the context of a general semi-classical system, which may or may not have a holographic dual, it is also an interesting question to explore whether maximal chaos selects out a special class of systems, see e.g. [42, 43] for some related studies in CFTs.

There are certainly relatively straightforward follow-ups of the current work. For example, a comprehensive analysis of the fluctuation modes including the longitudinal fluctuations will complete the discussion. The apparent violation of the chaos bound for the D-brane fluctuations is intuitively due to the lack of a precise thermal equilibrium in the configuration, however, it will be useful to figure out precisely what step of [8] is violated by such a D-brane configuration.

Generally, it seems non-linearity is essential for the exponential growth of the corresponding OTOC, however, it remains unclear whether there is a special class of such non-linear theories. A four-point OTOC generally grows in time, but with a power law. It would be rather interesting to sharpen this difference, even on a class of examples. Moreover, one may investigate higher point OTOCs, although these are generally hard to calculate, except in relatively simple cases such as the IR-limit of the Sachdev-Ye-Kitaev-
type model itself [44]. Another intriguing aspect is the nature of growth of an OTOC in a generic state, which is not thermal. Certainly, from a classical perspective, one does not require a thermal state to define a Lyapunov exponent, and there may be an analogue in the semi-classical scenario. We hope to address some of these issues in near future.
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