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Abstract—An intelligent robot agent based on domain ontology, machine learning mechanism, and Fuzzy Markup Language (FML) for students and robot co-learning is presented in this paper. The machine-human co-learning model is established to help various students learn the mathematical concepts based on their learning ability and performance. Meanwhile, the robot acts as a teacher’s assistant to co-learn with children in the class. The FML-based knowledge base and rule base are embedded in the robot so that the teachers can get feedback from the robot on whether students make progress or not. Next, we inferred students’ learning performance based on learning content’s difficulty and students’ ability, concentration level, as well as teamwork spirit in the class. Experimental results show that learning with the robot is helpful for disadvantaged and below-basic children. Moreover, the accuracy of the intelligent FML-based agent for student learning is increased after machine learning mechanism.
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I. INTRODUCTION

Ontology model can provide knowledge representation and reasoning capabilities for machines to solve a task as well as to allow semantic interoperability between systems or agents [1]. Owning to the rapid advance in artificial intelligence (AI), Sophia, a social humanoid robot, came to the world in 2015. She was programmed to give pre-written responses to specific questions and also became the first ever to be granted a full Saudi Arabian citizenship in 2017 [2]. Additionally, Liu et al. [3] proposed a fuzzy ontology representation model to express common fuzzy knowledge. Meditskos and Kompatsiaris [4] presented iKnow to capitalize on the use of OWL ontological knowledge to capture domain relationships between low-level observations and high-level activities. Lee et al. used the ontology to represent the knowledge of patent technology requirement evaluation and recommendation [5] as well as proposed a type-2 fuzzy ontology for personal diabetic-diet recommendation [6].

Fuzzy Markup Language (FML) is a specific purpose markup language based on XML to describe the structure and behavior of a fuzzy system independently of the hardware architecture [13-14]. Since May 2016, FML has become one of the IEEE standards [15-16] and has been applied to a lot of researches like game of Go [11, 17], diet assessment [14, 18, 22], and so on. Nowadays, human and machine co-learning is an important topic for current societies. One way to provide a robot with such learning capability is to use machine learning [8]. Learning explores and understands the learning process of humans, and machine learning studies how algorithms learn from data [9]. Jain et al. [10] proposed an artificial-based student learning evaluation tool to test with students from undergraduate courses. There exists some FML-based real-world applications to persons’ learning. For example, Lee et al. proposed a FML-based intelligent adaptive assessment platform for learning materials recommendation [20], and an online self-learning platform construction based on genetic FML (GFML) and item response theory (IRT) agent [21]. They also proposed a FML-based dynamic assessment agent for human-machine cooperative system on game of Go [11]. By combining particle swarm optimization (PSO) with FML, called PFML, Lee et al. applied to human and machine co-learning on game of Go [12] and student learning performance evaluation [19].

Advancement in technology is bringing robots into interpersonal aspects of student’s learning [7]; therefore, including the robot into the class to co-learn with humans has been a trend for recent years. This paper brings the robots Palro, developed by FUJISOFT Japan and Zenbo, developed by ASUS, Taiwan, into an elementary school to co-learn mathematics with four-grade children. The objective of this paper is to represent the knowledge of the robot for student and robot co-learning. We first construct the student learning performance ontology for the robot agent to predict their learning performance. Then, we construct the student and robot co-learning ontology to recommend students for suitable learning contents. After that, we use FML to describe the knowledge base and rule base for the constructed ontologies. Finally, we apply the developed robot agent to the four-grade students for learning mathematical concepts of number line and groups of numbers. We also use machine learning techniques to optimize the involved student learning performance using GFML [17-18] and PFML [19]. The experiments show that the proposed ontology-based fuzzy markup language agent is feasible for student and robot co-learning.

The remainder of this paper is organized as follows: Section II introduces the ontology model for student and robot co-learning. Section III describes the fuzzy markup language agent, including the proposed system structure as well as knowledge base, rule base, and optimization model for the proposed student and robot co-learning. The experimental results are shown in Section IV and conclusions are given in Section V.
II. ONTOLOGY MODEL FOR STUDENT AND ROBOT CO-LEARNING

A. Student Learning Performance Ontology for Robot Agent

The structure of student learning performance ontology based on Fuzzy Markup Language (FML) for robot agent reasoning is shown in Fig.1. The domain name is defined as FML output variable which connects to the FML linguistic concepts of the output fuzzy variable. There are some FML input variables, for example, FML input variable 1, FML input variable 2, FML input variable 3, …, and FML input variable M, to connect to the linguistic concepts of FML input variables. Each FML input variable contains some linguistic concepts. The linguistic concept of FML input variable contains some attributes, such as Area, Grade, Subject, and so on. In addition, some operations are also defined in the linguistic concept, for example, operation Recommend.

![Fig. 1. Structure of FML-based student learning performance ontology.](image)

B. An Instance of Student Learning Performance Ontology

Fig. 2 shows an instance of FML-based student learning performance ontology. The domain name for FML output variable is Student Learning Performance (SLP), there are four FML input variables in the ontology, including: Student Ability (SA), Learning Content Difficult (LCD), Student Concentration Level (SCL), and Student Teamwork Spirit (STS). There are five linguistic concepts defined in FML output variable, including FallBehind, Insufficient, Basic, Good, and Excellent. Each FML input variable contains four linguistic concepts in this paper. For instance, LCD has an association relations with VeryEasy, Easy, Average, and Hard. Each linguistic concept contains some attributes like Area, Grade, and Subject, as well as operations like Recommend.

![Fig. 2. An instance of FML-based student learning performance ontology.](image)

C. Student and Robot Co-Learning Ontology

Fig. 3 shows student and robot co-learning ontology. The developed robot agent predicts the involved students’ learning performance in the class according to the constructed student learning performance ontology shown in Fig. 2. Next, according to the feedback of the students’ learning performance and students’ ability, the robot agent provides students with suitable learning contents for their next study. Fig. 3 also shows partial learning content ontology about the concepts of number line and groups of numbers. Categories Number and Calculation and Quantity and Measurement have concepts Number Line, Distance, Four fundamental operations of arithmetic, …, etc. For example, before knowing the concepts of Number Line, students should know the concepts of Positive Number which includes the concept of Positive Integer.

![Fig. 3. (a) Student and robot co-learning ontology and (b) an example of learning content ontology of the fourth-grade number line and groups of numbers.](image)
III. FML-BASED INTELLIGENT AGENTS FOR STUDENT AND ROBOT CO-LEARNING

A. System Structure for Student and Robot Co-Learning

We propose the FML-based intelligent agents, including an ontology agent, a teaching assistant agent, a co-learning learning, an assessment agent, and a recommendation agent, for student and robot co-learning in this section. Fig. 4 shows the structure of FML-based intelligent robot agents for student learning performance assessment and learning content recommendation. The publisher finds domain experts to write the textbook for teacher’s teaching and student’s learning after the government, for example, Ministry of Education, defines the learning outline for different grades of students. The ontology agent constructs the domain ontology based on the textbook for the teaching assistant agent. In addition, the co-learning agent helps teachers teach students in the class and the assessment agent classifies the student learning performance into five categories, including FallBehind, Insufficient, Basic, Good, and Excellent. Finally, the recommendation agent helps teachers and students choose suitable learning contents for their further study and learning. Fig. 5 shows the communication structure among the developed learning contents, students, and the robot Palro which communicates with the server via the developed robot socket client.

Fig. 4. Structure of FML-based intelligent robot agent for student learning performance assessment and learning content recommendation.

Fig. 5. Communication structure among the developed learning contents, students, and Palro.

B. Knowledge Base for Human and Robot Co-Learning

In this paper, we propose a FML Robot Agent for Student Learning Performance Prediction, the knowledge base for FML input variables are defined as follows: (1) Student Ability (SA) = {BelowBasic, Basic, Proficient, Advanced}; (2) Learning Content Difficulty (LCD) = {VeryEasy, Easy, Average, Hard}; (3) Student Concentration Level (SCL) = {Distracted, Nonfocused, Focused, Absorbed}; (4) Student Teamwork Spirit (STS) = {Passive, Normal, Initiative, Positive}. In addition, we define the knowledge base for FML output variable Student Learning Performance (SLP) = {FallBehind, Insufficient, Basic, Good, Excellent}. Figs. 6(a)-6(e) show the fuzzy sets for fuzzy variables SA, LCD, SCL, STS, and SLP, respectively.

Fig. 6. FML input variables (a) SA, (b) LCD, (c) SCL, (d) STS, and (e) FML output variable SLP.

C. Rule Base for Human and Robot Co-Learning

The FML robot agent first predicts students’ learning performance based on the knowledge base, and then provides suitable learning contents to students for next study according to the students’ learning performance. In 2017, we developed the mathematical learning contents using PHP and Java languages to construct the learning-content server which allows students to surf on it to learn in the class. Table I shows partial fuzzy rules and Table II shows partial knowledge base and rule base of FML that predicts students’ learning performance.

| No | SA          | LCD     | SCL   | STS   | SLP       |
|----|-------------|---------|-------|-------|-----------|
| 1  | BelowBasic | VeryEasy| Distracted | Passive| FallBehind|
| 2  | BelowBasic | VeryEasy| Distracted | Normal | FallBehind|
| 3  | BelowBasic | VeryEasy| Distracted | Initiative | FallBehind|
| 4  | BelowBasic | VeryEasy| Distracted | Positive | FallBehind|
| 5  | BelowBasic | VeryEasy| Nonfocused | Passive | FallBehind|
| 6  | BelowBasic | VeryEasy| Nonfocused | Initiative | FallBehind|
| 7  | BelowBasic | VeryEasy| Nonfocused | Positive | Insufficient|
| 8  | BelowBasic | VeryEasy| Focused | Passive | FallBehind|
| 9  | BelowBasic | VeryEasy| Focused | Normal | FallBehind|
| 10 | BelowBasic | VeryEasy| Focused | Normal | FallBehind|
### TABLE II. PARTIAL KNOWLEDGE BASE AND RULE BASE OF FML

| Parameter       | Value     |
|-----------------|-----------|
| Advanced        | Hard      |
| Focused         | Normal    |
| Excellent       |          |
| Positive        |          |
| Insufficient    |          |
| Nonfocused      |          |
| Absorbed        |          |
| Initiative      |          |
| Excellent       |          |
| Advanced        |          |
| Absorbed        |          |
| Initiative      |          |
| Excellent       |          |
| Positive        |          |
| Insufficient    |          |
| Nonfocused      |          |
| Absorbed        |          |
| Initiative      |          |
| Excellent       |          |
| Positive        |          |
| Insufficient    |          |
| Nonfocused      |          |
| Absorbed        |          |
| Initiative      |          |

### IV. EXPERIMENTAL RESULTS

There are three parts in the experimental results: (1) Parts 1 and 2 are to test the behavior for FML-based intelligent agent, including an assessment agent and a recommendation agent for student learning performance assessment and learning content recommendation, respectively. (2) Part 3 is to deploy the FML-based intelligent agent with different robots, Palro and Zenbo, to an elementary school for four-grade students who co-learned with the robots about mathematical concepts of number line and types of numbers in Nov. and Dec. 2017, respectively.

**A. Part 1: Student Learning Performance Assessment**

In Part 1 of the experiments, we propose a FML robot agent for student learning performance assessment. The knowledge base for FML input variables are defined as follows: (1) *Student Ability (SA)* = \{BelowBasic, Basic, Proficient, Advanced\} = [-4, -3.98, -3.95, -2.65, -1.11, -0.71, 0.05, 0.4, 0.95, 1.5, 0.92, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.11, -0.6, -0.71, 0.05, 0.4, 0.95, 1.5, 0.95, 1.5, 4, 4]; (2) *Learning Content Difficulty (LCD)* = \{VeryEasy, Easy, Average, Hard\} = [-4, -3.98, -3.95, -2.65, -1.11, -0.71, 0.05, 0.4, 0.95, 1.5, 0.95, 1.5, 4, 4]; (3) *Student Concentration Level (SCL)* = \{Distracted, Nonfocused, Focused, Absorbed\} = \{0, 0, 2, 3, 2, 3, 4, 5, 4, 5, 6, 7, 6, 7, 10, 10\}; (4) *Student Teamwork Spirit (STS)* = \{Passive, Normal, Initiative, Positive\} = \{0, 0, 2, 3, 2, 3, 4, 5, 4, 5, 6, 7, 6, 7, 10, 10\}. In addition, we define the knowledge base for FML output variable *Student Learning Performance (SLP)* = \{FullBehind, Insufficient, Basic, Good, Excellent\} = \{0.0, 0.0, 0.2, 0.3, 0.2, 0.3, 0.4, 0.5, 0.4, 0.5, 0.6, 0.7, 0.6, 0.7, 0.8, 0.9, 0.8, 0.9, 1, 1\}.

We first simulate 400 records and then use K-fold cross validation method to evaluate the performance. The fitness function is mean square error (MSE). In this paper, $K = 5$ which means that 80% of data for training and 20% for testing. Figs. 8 and 9 show the learned fuzzy sets for fuzzy variables SA, LCD, SCL, STS, and SLP, by applying GA (crossover rate / mutation rate = 0.9 / 0.1) and PSO with 84 particles learning mechanisms to learn 1000 and 3000 generations, respectively. Fig. 10 shows that learning 3000 generations performs better than the others for both GA and PSO. Additionally, the proposed PSO learning method has a better performance than GA learning.

**D. Machine Learning for knowledge base optimization**

This subsection describes the machine learning methods, including GFML [17, 18, 22] and PFML [19] to optimize the knowledge base of Fuzzy Markup Language. The former is to combine genetic algorithm with FML and the latter is to combine PSO with FML. Fig. 7 shows the FML-based intelligent agents with a machine learning mechanism for students learning. For GFML, three types of genes are defined, including knowledge-based genes (composed of the FML variables’ names and the objects with the linguistic terms of their own fuzzy variables), rule-based genes (a collection of the weight of the fuzzy rules), and fuzzy-hedged genes (linguistic terms’ hedge of the fuzzy variables) [22]. In this paper, the encoded chromosome has 266 genes, including the knowledge-based genes ($G_1$ to $G_5$), the rule-based genes ($G_6$ to $G_{261}$), and the fuzzy-hedged genes ($G_{262}$ to $G_{266}$).

![Fig. 7. FML-based intelligent agents with a machine learning mechanism for students learning.](image)

For PFML, the total number of parameters for each particle is 84 in this paper. The parameters of four FML input variables and one FML output variable represent the position of the particle in 5-dimensional space where are optimized by adjusting the moving velocity in order to reach convergence. The domain of the particle in each dimension is bounded in \{domain left, domain right\} of the FML variable [19]. In this paper, the domains of from the first to the fifth dimension are \([-4, 0, 10, 10, 0\] to \([0, 1\] for each of the parameters of FML variables SA, LCD, SCL, STS, and SLP, respectively.

![Image](image)
Performance (SLP) and the output fuzzy variable is Recommended Learning Content Rank (RLCR) with 8 linguistic terms including last-grade high intermediate level (LGHIL), last-grade advanced level (LGAL), current-grade elementary level (CGEL), current-grade intermediate level (CGIL), current-grade high intermediate level (CGHIL), current-grade advanced level (CGAL), next-grade elementary level (NGEL), and next-grade intermediate level (NGIL). The range of RLCR is between -4 and +4 and it is the same as student’s ability [20].

Table III shows partial knowledge base and rule base of learning content recommendation which is constructed according to the learned knowledge of PSO learning mechanism. The total number of fuzzy rules is 20 listed in Table IV. Table V lists partial input data that recommend the learning content rank and column RLCRPSO is the desired output (DO). Columns RLCRBLKB and RLCRALKB show partial inferred results when we extracted the parameters of input fuzzy variables SA and SLP from the before-learning and after-learning knowledge of PSO learning mechanism, respectively. Table V indicates that the robot agent with the learned knowledge recommends more suitable learning contents owing to an increase in accuracy from 78.75% to 87%.

**TABLE III. KNOWLEDGE BASE OF PART-2 EXPERIMENT.**

| No. | SA       | SLP      | RLCR  | No. | SA       | SLP      | RLCR  |
|-----|----------|----------|-------|-----|----------|----------|-------|
| 1   | Below Basic | Fall Behind | LGHIL | 11  | Proficient | Fall Behind | CGIL |
| 2   | Below Basic | Insufficient | LGAL  | 12  | Proficient | Insufficient | CGHIL |
| 3   | Below Basic | Basic | LGAL  | 13  | Proficient | Basic | CGAL |
| 4   | Below Basic | Good | CGEL  | 14  | Proficient | Good | CGAL |
| 5   | Below Basic | Excellent | CGIL  | 15  | Proficient | Excellent | NGEL |
| 6   | Basic | Fall Behind | LGAL  | 16  | Advanced Fall Behind | CGAL |
| 7   | Basic | Insufficient | CGEL  | 17  | Advanced Insufficient | CGAL |
| 8   | Basic | Basic | CGIL  | 18  | Advanced Basic | NGEL |
| 9   | Basic | Good | CGHIL | 19  | Advanced Good | NGIL |
| 10  | Basic | Excellent | CGAL  | 20  | Advanced Excellent | NGIL |

**TABLE IV. FUZZY RULES OF RECOMMENDING LEARNING CONTENT.**

B. Part 2: Learning Content Recommendation

The purpose of Part 2 of the experiments is to recommend learning contents for next students’ learning by feeding the learned knowledge from Part 1 into the robot. We categorize the learning contents into four levels, including elementary, intermediate, high intermediate, and advanced levels. The input fuzzy variables are Student Ability (SA) and Student Learning

Fig. 8. FML variables after GA learning (a) SA, (b) LCD, (c) SCL, (d) STS, and (e) SLP.

Fig. 9. FML variables after PSO learning (a) SA, (b) LCD, (c) SCL, (d) STS, and (e) SLP.

Fig. 10. MSE values of before learning, after GA learning, and after PSO learning with evolving 1000, 2000, and 3000 generations.
C. Part 3: FML-based Intelligent Agent for Student Learning

In Part 3 of the experiments, we deployed two different robots, Palro and Zenbo, with the proposed FML-based intelligent agent to an elementary school for students and robot co-learning. The involved fourth-grade elementary students were divided into two groups. Each group contains four students with different levels of ability. The purpose of group learning is to hope that students can learn together with the robots by teamwork and that students with stronger learning ability can guide weaker students along with the robot’s assistance. Fig. 11 shows the grouping learning diagram and actual teaching situation that the involved four-grade students and robot co-learning mathematics in the class in Kaohsiung, Taiwan on Nov. 25 and Dec. 23, 2017. Group A learns mathematics together with Palro and Zenbo but Group B does with Palro and iPads.

![Group A and Group B](image)

First deploy is to learn the concepts of the number line on Nov. 25, 2017 through play. The total number of the items is 22. The bigger the item number, the harder the item. The students input their response data to shoot the target of the number line shown on the screen of Zenbo (Group A) or iPad (Group B). Meanwhile, Palro provided students with some hints when they failed to hit the target but cheered for them when they made it. In addition, Palro will provide different levels of hints according to the number of incorrect answer. The more number of incorrect answer, the more detailed the hints.

Moreover, the students cannot do next item until they correctly answer the current item. Fig. 12 shows the average distance between two points (students’ response data and correct answer), on a number line from Item 1 to Item 22. If the average distance is small, then the students’ learning performance is good. We observe that Group B co-learns better with the robots than Group A.

![Average distance between points](image)

The second study was about learning the concept of groups of numbers on Dec. 23, 2017 through play. Palro and Zenbo also play the similar role to the first study on Nov. 25, 2017. We used three monsters, including MonsterA, MonsterB, and MonsterC, to represent the scores 8, 12, and −4, respectively. The involved students hit the exact number of monsters to complete their mission. For example, if their mission is to get score 56 by hitting three kinds of monsters, they can hit three MonsterAs, one MonsterB, and one MonsterC to get score $3 \times 8 + 3 \times 12 - 1 \times 4 = 56$. Their challenged difficulty is divided into three levels, including Easy, Average, and Hard. Each challenge has different numbers of missions. However, there is an upper bound of the number of making a response to each mission. Table VI shows the obtained score for each level. The score is calculated according to how many times students make a response to the mission and whether they successfully complete the mission or not in the end. The total score is bounded in $[0, 29]$.

| Item No. | Average Distance | Group A | Group B |
|---------|-----------------|---------|---------|
| 1       | 3.314           | 2.439   |         |
| 2       | 2.373           | 2.735   |         |
| 3       | 3.079           | 1.25    |         |
| 4       | 2.045           | 1.444   |         |
| 5       | 2.330           | 1.553   |         |
| Accuracy| 78.75%          | 87%     |         |

![Table VI](image)

Table VI. Score based on how many times students try to make a response.

| Times | Challenge Level |
|-------|----------------|
|       | Easy | Average | Hard |
| 1     | 2    | 3       | 3    |
| 2     | 1    | 2       | 2    |
| 3     | 0    | 1       | 1    |
| 4     | 0    | 0       | 0    |

Fig. 13 shows the number of making a response of each mission for Groups A and B on Dec. 23, 2017. The first mission of each challenge is to test if students fully understand their mission for the current challenge. Observe Fig. 13 that understanding their mission of the Average and Hard challenges is the most difficult one for both Groups A and B when we compare to the other missions. The symbol “×” of Fig. 13 denotes that the involved students failed this mission in the end. The total acquired score of Groups A and B is 23 and 22, respectively, which means that two-group students perform...
equally and grouping learning with the robot is feasible for the involved students.

Fig. 13. Number of making a response of each mission for Groups A and B on Dec. 23, 2017.

V. CONCLOSION AND FUTURE WORK

This paper presents an FML-based intelligent agent for students and robot co-learning. The student learning performance ontology and the student with robot co-learning ontology are proposed for the intelligent agent. In addition, the machine learning mechanism, including GA and PSO, are also adopted for the knowledge base refinement. The machine-human co-learning model is established to help various students learn the mathematical concepts based on their learning ability and performance. Experimental results show that learning with the robot is helpful for the involved students. In the future, the intelligent agent with different robots will be deployed in various learning environments to help more students’ learning.

ACKNOWLEDGMENT

The authors would like to thank Han-Ru Liu, Jou-Te Tsai, master students of Dept. of Education, National University of Tainan (NUTN), faculty of San Pi Elementary School in Kaoshiung for their help with introducing the developed learning contents into the teaching field. Finally, we also would like to thank the involved students of San Pi Elementary School.

REFERENCES

[1] E. Prestes, J. L. Carbonera, S. R. Fiorini, V. A. M. Jorge, M. Abel, R. Madhavan, A. Locoro, P. Goncalves, M. E. Barreto, M. Habib, A. Chibani, S. Gerard, Y. Amirat, and C. Schlenoff, “Towards a core ontology for robotics and automation,” Robotics and Autonomous Systems, vol. 61, pp. 1193-1204, 2013.
[2] H. Taylor, “Could you fall in love with this robot?,” Mar. 2016, [Online] Available: https://www.cnbc.com/2016/03/16/could-you-fall-in-love-with-this-robot.html.
[3] J. Liu, B. J. Zheng, L. M. Luo, J. S. Zhou, Y. Zhang, and Z. T. Yu, “Ontology representation and mapping of common fuzzy knowledge,” Neurocomputing, vol. 215, pp. 184-195, 2016.
[4] G. Mecitkos and I. Kompatsiaris, “Know: Ontology-driven situational awareness for the recognition of activities of daily living,” Pervasive and Mobile Computing, vol. 40, pp. 17-41, 2017.
[5] C. S. Lee, M. H. Wang, Y. C. Hsiao, B. H. Tsai, “Ontology-based GFML agent for patent technology requirement evaluation and recommendation,” Soft-Computing, 2017. (DOI: 10.1007/s00500-017-2859-1)
[6] C. S. Lee, M. H. Wang, and H. Hagras, “A type-2 fuzzy ontology and its application to personal diabetic-diet recommendation,” IEEE Transactions on Fuzzy Systems, vol. 18, no. 2, pp. 374-395, Apr. 2010.
[7] A. Edwards, C. Edwards, P. R. Spence, C. Harris, and A. Gambino, “Robots in the classroom: differences in students’ perceptions of credibility and learning between teacher as robot and robot as teachers,” Computers in Human Behavior, vol. 65, pp. 627-634, 2016.
[8] E. Sentif, P. Baxter, J. Kennedy, S. Lemaigre, and T. Belpaeme, “Supervised autonomy for online learning in human-robot interaction,” Pattern Recognition Letters, vol. 99, pp. 77-86, 2017.
[9] M. Vahdat, L. Oneto, D. Anguita, M. Funk, and M. Rauterberg, “Can machine learning explain human learning?” Neurocomputing, vol. 192, pp. 14-28, 2016.
[10] G. P. Jain, V. P. Gurupur, J. L. Schroeder, and E. D. Faulkenberry, “Artificial intelligence-based student learning evaluation: a concept map-based approach for analyzing a student’s understanding of a topic,” IEEE Transactions on Learning Technologies, vol. 7, no. 3, pp. 267-279, 2014.
[11] C. S. Lee, M. H. Wang, S. C. Yang, P. H. Hung, S. W. Lin, N. Shuo, N. Kubota, C. H. Chou, P. C. Chou, and C. H. Kao, “FML-based dynamic assessment agent for human-machine cooperative system on game of Go,” International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems, vol. 25, no. 5, pp. 767-705, 2017.
[12] C. S. Lee, M. H. Wang, S. C. Yang, and C. H. Kao, “From T2 FS-based MoGoTW system to DyNaDF for human and machine co-learning on Go,” in R. John, H. Hagras, and O. Castillo (editors), Type-2 Fuzzy Logic and Systems Dedicated to Professor Jerry Mendel for his Pioneering Contribution, Berlin, Springer, Mar. 2018, pp. 1-24.
[13] G. Acampora and V. Loia, Vincenzo, “Using FML and fuzzy technology in adaptive bnbient intelligence environments,” International Journal of Computational Intelligence Research, vol. 1, no. 2., pp. 171-182, 2005.
[14] C. S. Lee, M. H. Wang, G. Acampora, C. Y. Hsi, and H. Hagras, “Diet assessment based on type-2 fuzzy ontology and fuzzy markup language,” International Journal of Intelligent System, vol. 25, no. 12, pp. 1187-1216, 2010.
[15] G. Acampora, B. D. Stefano, and A. Vitiiello, IEEE 1855 TM, The first IEEE standard sponsored by IEEE Computational Intelligence Society, IEEE Computational Intelligence Magazine vol. 11, no. 4, pp. 4-6, 2015.
[16] IEEE Computational Intelligence Society, 1855-2016 IEEE Standard for Fuzzy Markup Language, 2016 [Online]. Available: http://ieeexplore.ieee.org/servlet/opac?punumber=7479439.
[17] C. S. Lee, M. H. Wang, M. J. Wu, O. Teytaud, and S. J. Yen, “T2FS-based adaptive linguistic assessment system for semantic analysis and human performance evaluation on game of Go,” IEEE Transactions on Fuzzy Systems, vol. 23, no. 2, pp. 400-420, Apr. 2015.
[18] C. S. Lee, M. H. Wang, and S. T. Lan, “Adaptive personalized diet linguistic recommendation mechanism based on type-2 fuzzy sets and genetic fuzzy markup language,” IEEE Transactions on Fuzzy Systems, vol. 23, no. 5, pp. 1777-1802, Oct. 2015.
[19] S. Lee, M. H. Wang, C. S. Wang, O. Teytaud, J. L. Liu, S. W. Lin, and P. H. Hung, “PSO-based fuzzy markup language for student learning performance evaluation and educational application,” IEEE Transactions on Fuzzy Systems, 2017. (Revised)
[20] C. S. Lee, M. H. Wang, J. L. Yu, K. H. Lin, T. T. Lin, S. C. Yang, and S. L. Cho, “FML-based intelligent adaptive assessment platform for learning materials recommendation,” 2015 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE 2015), Istanbul, Turkey, Aug. 2-5, 2015.
[21] C. S. Lee, M. H. Wang, K. H. Lin, S. C. Yang, and T. T. Lin, “GFML-based IRT agent for online self-learning platform construction,” 2016 World Congress on Computational Intelligence (IEEE WCCI 2016), Vancouver, Canada, Jul. 24-29, 2016.
[22] C. S. Lee, M. H. Wang, H. Hagras, Z. W. Chen, S. T. Lan, S. E. Kuo, H. C. Kuo, and H. H. Cheng, “A novel genetic fuzzy markup language and its application to healthy diet assessment,” International Journal of Uncertainty, Fuzziness, and Knowledge-Based Systems, vol. 20, no. 2, pp. 247-278, Oct. 2012.