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Abstract
The inactivity time, or lost lifespan specifically for mortality data, concerns time from occurrence of an event of interest to the current time point and has recently emerged as a new summary measure for cumulative information inherent in time-to-event data. This summary measure provides several benefits over the traditional methods, including more straightforward interpretation yet less sensitivity to heavy censoring. However, there exists no systematic modeling approach to inferring the quantile inactivity time in the literature. In this paper, we propose a semi-parametric regression method for the quantiles of the inactivity time distribution under right censoring. The consistency and asymptotic normality of the regression parameters are established. To avoid estimation of the probability density function of the inactivity time distribution under censoring, we propose a computationally efficient method for estimating the variance-covariance matrix of the regression coefficient estimates. Simulation results are presented to validate the finite sample properties of the proposed estimators and test statistics. The proposed method is illustrated with a real dataset from a clinical trial on breast cancer.
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I Introduction
Time-to-event data can be encountered in many research areas such as engineering, economics, medicine, and social sciences. Statistical methods to analyze time-to-event data mainly utilize cumulative information up to the time of analysis while there also exists a long history of statistical methods for residual information such as mean residual life,1 or life expectancy.2 On the other hand, inactivity time,3,4 also known as reversed residual life, has recently emerged as a new summary measure for cumulative information inherent in censored time-to-event data under the name of lost lifespan or life lost specifically for mortality data.5 Earlier Andersen6 defined “years lost” as a subtraction of the restricted mean lifetime from a prespecified time point under competing risks and extended it to a regression setting. The concept of inactivity time can be broadly applied to many research areas that involve time-to-event data such as survival analysis, reliability, and engineering. However, no systematic modeling approach exists to infer the quantile inactivity time under censoring, adjusting for confounding factors, in the literature.

When the primary outcome for a study is time to an event of interest, the popular hazard rates or survival probabilities may be compared between groups based on the cumulative information, say, up to year 10. On the other hand, the distributions of the remaining years beyond year 10 may also be compared, which might be an
alternative summary measure with more intuitive and straightforward interpretation, but they can be heavily
influenced by censored observations toward the tail of the distribution. The inactivity time is defined as the time
lost due to an event that has occurred before a given time point (see Figure 1). A clear distinction between residual
time and inactivity time is that the subgroup of subjects targeted by the inactivity time analysis consists of
subjects who do not survive up to time $t_0$, while the subgroup addressed by the residual lifetime only consists of
subjects who survive beyond time $t_0$. Thus, the inactivity time may be less influenced by heavy censoring that
occurs after the specified time point. Therefore, the major advantages of using the inactivity time, or life lost, in
survival analysis would be that (i) it is a new way of summarizing time-to-event data in terms of lifetime lost rather
than using the hazard function, survival probability and its inverse as quantiles, or residual life and (ii) it provides
straightforward interpretation as it has a time dimension like days, weeks, or years lost before a given time point
rather than more mathematical quantities like the hazard function defined as the limiting conditional probability
of instantaneous failure rate or other limiting concepts of probability.

The conditioning argument proposed here may be illustrated from the perspective of administrative censoring,
which is common in analyzing data with follow-up from clinical trials. In Figure 1, for example, the administrative
censoring is imposed at $t_0$, so that all the observations beyond $t_0$ will be censored at $t_0$. With this administratively
censored data, the usual analysis can be performed to investigate a clinical efficacy of an intervention based on the
hazard function or survival probability, adjusting for potential confounding factors. The only difference in our
inactivity regression model would be that the summary measure is reversed time to the event from the adminis-
tratively censored time, rather than the hazard function or survival function. In fact, the residual life analysis
could be implicitly conditional on two fixed time points; one being used to select a cohort surviving beyond and
the other being the administrative censoring time. In practice, the administrative censoring time can be chosen as a
clinically informative time point, e.g. 5-year or 10-year, or the maximum follow-up time.

The quantity of life lost may be carefully interpreted in the context of data analysis. Suppose a clinical trial on a
disease was performed, and data were collected on various patient characteristics, together with treatment group,
time to an event of interest, and event status for a study period. To analyze this type of observed data set with
some data points being right censored, the proposed quantile regression can provide a panoramic view of the
treatment effect on years lost due to the event of interest, adjusted for some confounding factors, as the condition-
ing time $t_0$ progresses. Thus, our methods can offer more detailed insights into the survival time of failure
cases. Among patients who experience the failure by a clinically meaningful year $t_0$, it may be of interest to
examine whether any treatment or patient characteristics contributed to shorter life lost within $t_0$ years. Such
analyses are important in cancer studies, where failures by a certain cut-off year are common, but there is still
substantial interest on the time of failure despite the failure status at $t_0$.

Another potential application of the proposed model might be to epigenetic data from studies on biological age
where subjects are treated with medications and followed until the end of the study period, at which time subjects’
genomes are measured to evaluate how many days, weeks, and years were reversed in biological clock. This type
of data would be different from the usual survival data in that events are not occurring as time progresses, but
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**Figure 1.** Description of inactivity time (dashed lines with left arrows) and residual lifetime at a fixed time point $t_0$. 
identified at the end of follow-up period as reversed biological clock. To maintain the feature of survival data, there could still be censored observations due to lost to follow-up, in which case the only available information would be that the length of reversed biological age would not have reached the observed censoring time point from the last follow-up. Under the setting of the proposed model, time-to-event can be defined as time from study entry to the time point where the age reverse has reached, and inactivity time can be renamed as reversed lifetime in this case.

Quantile regression, originally developed by Koenker and Basset,\(^8\) is a well-studied extension of linear regression.\(^2\) Methods have been also established for time-to-event data in the presence of censoring.\(^10\)–\(^14\) More recently, covariate effects on residual life were examined under the parametric proportional hazards and accelerated life models,\(^15\) and Bayesian modeling was also considered on the median residual life.\(^16\) Jung et al.\(^17\) developed a method of the quantile regression on residual life, which has been extended to cause-specific quantile residual life regression,\(^18\) and more recently to methods allowing for dynamic predictions.\(^19\) In this paper, we propose a semi-parametric regression method on the quantiles of the distributions of the inactivity time adjusting for potential confounding factors under right censoring.

In Section 2, we define the quantile inactivity time function and provide the notation to be used throughout the paper. In Section 3, we propose an estimating equation, variance estimator, and test statistics for the regression parameters. In Section 4, the proposed method is assessed via simulation studies, which is applied to a breast cancer dataset in Section 5. Finally, we provide concluding remarks in Section 6.

2 Quantile inactivity time function

Throughout the paper, \(T_i\) and \(C_i\) will denote the potential event time and censoring time for the \(i\)th subject with survival functions of \(S(t) = P(T_i \geq t)\) and \(G(t) = P(C_i \geq t)\), respectively. The random variable \(Y_i\) will represent the observed survival time as the minimum of \(T_i\) and \(C_i\), and \(A_i\) will be an event indicator (\(A_i = 1\) if \(Y_i = T_i\)). The censoring distribution to be used in our estimating equation later will be estimated by the Kaplan–Meier estimator (Kaplan and Meier, 1958) denoted \(\hat{G}(t)\). We will assume independence between \(T_i\) and \(C_i\).

The inactivity time, defined specifically as lost lifespan for mortality data in Balmert and Jeong,\(^5\) considers the time lost due to an event occurring prior to a specified time point, \(t_0\). Here \(t_0\) can be chosen such that the cumulative information up to \(t_0\) can be statistically meaningful in terms of number of events as well as clinically meaningful in terms of milestones during the disease treatment period such as 5-, 10-, or, 15-year cancer-free survival as in the routine time-to-event analysis.

Let us define the \(\lambda\)-percentile of the inactivity time distribution as

\[
\theta_{\lambda|t_0} = \lambda-\text{percentile}(t_0 - T_i | T_i \leq t_0)
\]

Then \(\theta_{\lambda|t_0}\) satisfies \(P(t_0 - T_i \leq \theta_{\lambda|t_0} | T_i \leq t_0) = \lambda\), or equivalently

\[
\frac{P(T_i \geq t_0 - \theta_{\lambda|t_0}) - P(T_i > t_0)}{1 - P(T_i > t_0)} = \lambda
\]

which can be rewritten in terms of the survival function as

\[
\frac{S(t_0 - \theta_{\lambda|t_0}) - S(t_0)}{1 - S(t_0)} = \lambda
\]

Here given observed data and \(\lambda, \theta_{\lambda|t_0}\) can be nonparametrically estimated after replacing \(S(t)\) with its consistent estimator \(\hat{S}(t)\).\(^5\) Practically, in clinical intervention studies, researchers might be interested in knowing what would be a robust measure of the center of the distribution of life years the patients lost due to their deaths given the data up to five years. These measures can be also compared among intervention groups to infer the intervention effect of a study drug with or without adjusting for confounding factors. The purpose of this paper is to propose the following log-linear quantile regression model for inactivity time to \(t_0\)

\[
\lambda-\text{percentile}\{\ln(t_0 - T_i) | T_i \leq t_0, Z_i\} = \beta'\theta_{\lambda|t_0}Z_i
\]
where $\beta'_{\mid t_0}$ is a vector of the regression coefficients, $(\beta_{\mid t_0,0}, \beta_{\mid t_0,1}, \ldots, \beta_{\mid t_0,p})'$, and $Z_i$ is a vector of covariates for the $i$th individual, $(1, Z_{1i}, \ldots, Z_{mi})$. Here the regression parameter can be interpreted as the difference of the two quantile inactivity times on a log-scale when the corresponding covariate is binary. For a continuous covariate, it can be interpreted as an increment or decrement of the quantile inactivity time on a log-scale when the associated covariate increases by one unit.

3 Estimation and inference

Since model (1) implies

$$\lambda = P(t_0 - T_i \leq \exp(\beta'_{\mid t_0} Z_i)| T_i \leq t_0)$$

we have

$$E[I(t_0 - T_i \leq \exp(\beta'_{\mid t_0} Z_i), T_i \leq t_0, T_i \leq C_i)] - \lambda I(T_i \leq t_0) = 0$$

Assuming conditional independence between $T_i$ and $C_i$ given $Z_i$ and the independence between $C_i$ and $Z_i$, which often occurs under administrative censoring in randomized clinical trials, it holds that

$$E\left[\frac{I(T_i \geq t_0 - \exp(\beta'_{\mid t_0} Z_i), T_i \leq t_0, T_i \leq C_i)}{G(T_i)}\right] = E[I(T_i \geq t_0 - \exp(\beta'_{\mid t_0} Z_i), T_i \leq t_0)]$$

Note that the independence assumption between $C_i$ and $Z_i$ can be relaxed so that $G(T_i)$ can be replaced by $G(\cdot)$ through some additional regression modeling of $T_i$ given $Z_i$. For example, a Cox model could be used to estimate $G(T_i|Z_i)$. Similarly we have

$$E\left[\frac{I(T_i \leq t_0, T_i \leq C_i)}{G(T_i)}\right] = E[I(T_i \leq t_0)]$$

Now that, given observed data, the events $\{T_i \geq t_0 - \exp(\beta'_{\mid t_0} Z_i), T_i \leq t_0, T_i \leq C_i\}$ and $\{T_i \leq t_0, T_i \leq C_i\}$ are equivalent to $\{t_0 - \exp(\beta'_{\mid t_0} Z_i) \leq Y_i \leq t_0, \Delta_i = 1\}$ and $\{Y_i \leq t_0, \Delta_i = 1\}$ respectively, equations (2) and (3) imply

$$E\left[I(Y_i \leq t_0, \Delta_i = 1) \times \left[I(t_0 - Y_i \leq \exp(\beta'_{\mid t_0} Z_i)) - \lambda\right]\right] = 0$$

Therefore, the regression parameter $\beta_{\mid t_0}$ can be estimated from the following equation under right censoring

$$Q_n(\beta_{\mid t_0}) = n^{-1/2} \sum_{i=1}^{n} Z_i \left[I(Y_i \leq t_0, \Delta_i = 1) \left[I(t_0 - Y_i \leq \exp(\beta'_{\mid t_0} Z_i)) - \lambda\right]\right] \approx 0$$

where $\hat{G}(Y_i)$ is the Kaplan–Meier estimate of the censoring distribution based on the observed data $(Y_i, 1 - \Delta_i)$, assuming $C_i$ and $Z_i$ are independent. This estimated survival function of the censoring distribution is based on the principle of Inverse Probability of Censoring Weighting (IPCW).

Note that equation (4) is the estimating equation for the weighted quantile regression with the weight function of $w_i = I(Y_i \leq t_0, \Delta_i = 1)/\hat{G}(Y_i)$. More specifically, an individual term in the estimating equation (4) takes the form of $w_i Z_i \psi(u_i)$, where $\psi(u_i) = \lambda - I(u_i < 0)$ and $u_i = \log(t_0 - Y_i) - \beta_{\mid t_0} Z_i$, which is the first derivative of the check function, i.e. $\rho(u_i) = u_i(\lambda - I(u_i < 0))$. The check function can be minimized by using a linear programming simplex-based
method such as Barrodale-Roberts algorithm, which was implemented as the default in the function `rq()` with the weight option in the R package `quantreg`. Suppose $\beta_{\text{true}}$ is the true value in the interior of a bounded convex region. Define

$$\xi_i(\lambda) = \mathbf{Z}_i I(Y_i \leq t_0, \Delta_i = 1) / G(Y_i) \left[ I\{\log(t_0 - Y_i) \leq \mathbf{Z}_i' \beta_{\text{true}} \} - \lambda \right]$$

and

$$\xi_2(\lambda) = E_{\mathcal{D}_i} \left[ -IF_i(Y_j) \mathbf{Z}_j I(Y_j \leq t_0, \Delta_j = 1) G^{-2}(Y_j) \left[ I\{\log(t_0 - Y_j) \leq \mathbf{Z}_j' \beta_{\text{true}} \} - \lambda \right] | \mathcal{D}_i \right]$$

where $\mathcal{D}_i = (Y_i, \Delta_i, \mathbf{Z}_i)$ denotes all observed data from the $i^{th}$ subject and

$$IF_i(t) = G(t) \int_0^t r(s)^{-1} dM_i^G(s)$$

where $r(t)$ is the limiting value of the risk process for all subjects and $M_i^G(t)$ is the martingale process of the censoring time for the $i^{th}$ subject. Also, define $B(\beta_{\text{true}}) = \partial \mu(\beta_{\text{true}}) / \partial \beta_{\text{true}} |_{\beta_{\text{true}} = \beta_{\text{true}}}$, where

$$\mu(\beta_{\text{true}}) = E \left[ \mathbf{Z}_i \frac{N(t_0)}{G(Y_i)} \left[ I\{Y \geq t_0 - \exp(\mathbf{Z}_i' \beta_{\text{true}}) \} - \lambda \right] \right]$$

and $N(t) = I(Y \leq t, \Delta = 1)$. Then the following theorem states the uniform consistency of $\hat{\beta}_{\text{true}}$ and asymptotic normalities of the estimating equation (4) and $\beta_{\text{true}}$.

**Theorem.** Under the regularity conditions that (i) there exists $\tau > 0$ such that $P(C_i = \tau) > 0$ and $P(C_i > \tau) = 0$, (ii) $P(\log(t_0 - T_i) \leq \tau) > 0$ and $\beta_{\text{true}} \leq \tau$ with probability 1, and (iii) the conditional probability density function of $T_i$ given $\mathbf{Z}_i$ is uniformly bounded.

1. $\hat{\beta}_{\text{true}} \to \beta_{\text{true}}$, a.s. as $n \to \infty$.
2. $Q_n(\beta_{\text{true}})$ follows a zero-mean Gaussian process in $\lambda$, with the covariance matrix at $\lambda$ and $\hat{\lambda} \in [0, 1]$ given by
   $$\Gamma_{\beta_{\text{true}}} = E[\xi(\hat{\lambda}) \xi(\hat{\lambda})^\top]$$
   where $\xi(\lambda) = \xi_1(\lambda) + \xi_2(\lambda)$.
3. $\sqrt{n}(\beta_{\text{true}} - \hat{\beta}_{\text{true}})$ weakly converges to a Gaussian process with the covariance matrix at $\lambda$ and $\hat{\lambda} \in [0, 1]$ given by,

$$B(\beta_{\text{true}})^{-1} E[\xi(\hat{\lambda}) \xi(\hat{\lambda})^\top] \{B(\beta_{\text{true}})^{\top}\}^{-1}$$

Assumptions in (i) are often satisfied in the presence of administrative censoring. In the general case, $C$ can be truncated by $\min(C_i, L)$, with $L$ being chosen as a constant slightly smaller than the observed upper bound of $C$’s support, in which case those assumptions hold. As long as $L$ is only slightly smaller than $C$, we expect truncating $C$ would incur very minimal information loss. The form of the variance–covariance matrix in equation (5) is different from those of the standard likelihood theory or the Cox’s partial likelihood approach, where the inverse of the negative Hessian matrix is the corresponding variance–covariance matrix. Under the regularity conditions (i)–(iii), we prove the consistency of $\hat{\beta}_{\text{true}}$ in Appendix 1, and establish the asymptotic normalities of the estimating equation $Q_n(\beta_{\text{true}})$ and the proposed estimator $\hat{\beta}_{\text{true}}$ in Appendix 2. Under the null hypothesis of $H_0 : \beta_{\text{true}} = \hat{\beta}_{\text{true}, 0}$, a test statistic for the global test can be constructed based on the asymptotic distribution of the estimating function $n^{-1/2} Q_n(\beta_{\text{true}})$ in equation (4) as

$$n^{-1/2} Q_n(\beta_{\text{true}, 0}) \Gamma_{\beta_{\text{true}}}^{-1} Q_n(\beta_{\text{true}, 0})$$

which approximately follows a $\chi^2$-distribution with $p + 1$ degrees of freedom, where $p$ is the number of covariates. However, a test statistic for a subset of $\beta_{\text{true}}$, e.g., $\beta^{(1)}_{\text{true}}$, would also include the remaining parameters not being
tested as nuisance parameters. A variation of the minimum dispersion statistic can be adopted to eliminate the nuisance parameters, but the computational burden could be enormously heavy especially when a large number of regression coefficients are included in the model.

For this reason and also to avoid estimation of the probability density function of \((t_0 - T_i)I(T_i < t_0)Z_i\) under censoring, we have employed a perturbation method to estimate the limiting distribution of \(\hat{\beta}_{[l_0]}\), from which confidence intervals could be obtained using the normal approximation of \(\hat{\beta}_{[l_0]}\). While the variance–covariance matrix of the estimating equation can be easily estimated from empirical counterparts (Appendix 2), the perturbation method is required to estimate the variance–covariance matrix of the regression parameters (Appendix 3).

Specifically, the weight function in the estimating equation (4) was perturbed by a set of independent random variates from the unit exponential distribution, i.e. \(\xi_1, \xi_2, \ldots, \xi_n\), and the regression parameters \(\hat{\beta}_{[l_0]}\) were estimated from

\[
n^{-1/2} \sum_{i=1}^{n} Z_i \xi_i \left[ I(Y_i \leq t_0, \Delta_i = 1) \right] \times \left[ I(\log(t_0 - Y_i) \leq \hat{\beta}_{[l_0]}^\top Z_i) - \lambda \right] \approx 0
\]

where \(G^*(Y_i)\) is obtained from perturbing the indicator functions for the risk sets and the event indicators in \(\hat{G}(Y_i)\) by the same exponential variates. Given data, the random variates \((\xi_1, \xi_2, \ldots, \xi_n)\) were repetitively generated and a large number of realizations of \(\hat{\beta}_{[l_0]}\) were obtained. Following the arguments of Jin et al., we can show that the conditional distribution of \(n^{1/2}(\hat{\beta}_{[l_0]} - \beta_{[l_0]}^0)\) given the observed data is asymptotically equivalent to the unconditional distribution of \(n^{1/2}(\hat{\beta}_{[l_0]} - \beta_{[l_0]}^0)\) as a process of \(\lambda\). For fixed \(\lambda^\star\), the variance–covariance matrix of \(\hat{\beta}_{[l_0]}\) can be estimated by the sample variance–covariance matrix of \(\hat{\beta}_{[l_0]}^\star\)'s, which can be used to infer an individual or a subset of the regression coefficients.

### 4 Simulation studies

Several simulation studies were performed to assess the performance of the proposed estimators and test statistics with finite samples. We generated data from a parametric proportional hazards model with a Weibull distribution as the baseline distribution and one group indicator as a covariate. Thus, the true survival function follows

\[S(t) = \exp(-\rho t^\eta \exp(\beta z_i))\] (6)

where the Weibull parameters \(\rho\) and \(\eta\) are set to be 0.2 and 2, respectively, throughout the simulation studies and \(\beta\) is the regression parameter associated with the group indicator \(z_i\) (\(z_i=0\) for the control and \(z_i=1\) for an intervention). Under the parametric Cox model (6), the true median inactivity time equals

\[\theta_\eta(z) = t_0 - \frac{1}{\rho} \left[ \exp(-\beta z_i) \{ \log(2) - \log(1 + \exp(-\rho t_0^\eta \exp(\beta z_i))) \} \right]^{1/\eta}\] (7)

Potential censoring times \(C_i\) were generated from a uniform distribution on \([a, b]\), where \(a\) and \(b\) were chosen to render the desired censoring proportions. Observed survival times \(Y_i\) were then determined as the minimum of potential failure times and potential censoring times, i.e. \(\min(T_i, C_i)\).

First, we evaluate the estimation performance of our proposed method. The true values of \(\theta_\eta\) in equation (7) when \(\beta = 0\) would be the same for both control and intervention groups as 10.8, 9.8, 8.8, and 7.8 at \(t_0 = 15, 14, 13,\) and 12, respectively. Let us consider a simple log-linear median regression model for inactivity time

\[\text{med}(\ln(t_0 - T_i)|T_i \leq t_0) = \beta_{l_0}^{(0)} + \beta_{l_0}^{(1)} z_{1i}\] (8)

where \(z_{1i}\) is a binary covariate indicating intervention group \((z_{1i} = 1)\) or control group \((z_{1i} = 0)\), and \(\beta_{l_0}^{(0)}\) and \(\beta_{l_0}^{(1)}\) are the intercept and a regression coefficient associated with \(z_{1i}\), respectively. Following the invariance property of the log-transformation, the model is equivalent to

\[\text{med}(t_0 - T_i|T_i \leq t_0) = \exp(\beta_{l_0}^{(0)} + \beta_{l_0}^{(1)} z_{1i})\]
implying that $\exp(\beta^{(0)}_t)$ and $\exp(\beta^{(0)}_t + \beta^{(1)}_t)$ can be interpreted as the median inactivity time in the control group and in the intervention group, respectively. Thus, the difference in median inactivity times between two groups is given by $\exp(\beta^{(0)}_t)/(\exp(\beta^{(1)}_t) - 1)$, and the ratio of two inactivity times by $\exp(\beta^{(1)}_t)$, so that testing a null hypothesis of $\beta^{(1)}_t = 0$ will be equivalent to testing whether the ratio of two median inactivity times equals 1.

In order to evaluate our parameter estimates, we compare $\hat{\beta}^{(1)}_t$ to 0 and $\exp(\beta^{(0)}_t)$ to the logarithm of the true median inactivity time from equation (7) under $H_0$. At time point 15, for example, the true median inactivity time of 10.8 corresponds to $\beta^{(0)}_t = 2.38$ and $\beta^{(1)}_t = 0$ under the simple log-linear regression model (8). As described in Section 3, we estimated the regression coefficients using the rq function with the weight function of $I(Y_i \leq t_0, \Delta_i = 1)/\hat{G}(Y_i)$. Then, we used the perturbation method to estimate the variance–covariance matrix of $\hat{\beta}_t$ and construct confidence intervals for $\beta^{(1)}_t$ using the normal approximation. Four hundred perturbations were implemented for each simulation.

Table 1 displays the results based on 1000 simulations with 200 observations per group. The bias and standard deviation of the parameter estimates were used to evaluate the empirical distribution of $\beta^{(0)}_t$ and $\beta^{(1)}_t$ given various $t_0$’s (15, 14, 13, and 12) and censoring proportions (10%, 20%, and 30%). For each simulation, the SE’s for the parameter estimates were calculated from 400 perturbations, which were used to construct confidence intervals for the true parameters. The average of those 1000 SE’s are presented under the column of “ASE”. One can notice that the biases are minimal under all scenarios, and the ASE’s are overall close to SD’s. Table 1 also presents the median inactivity time estimates for control and intervention groups.
the differences between parameter estimates and their true values slightly increase. The empirical standard deviations also inflate as the censoring proportion increases and as \( t_0 \) decreases.

We then assessed the proposed test statistic in terms of rejection probabilities of the null hypothesis of \( H_0 : \beta_{t_0} = 0 \) at a two-sided significance level of 0.05 for different values of \( \beta \), given various \( t_0 \)’s (15, 14, 13, and 12), censoring proportions (10\%, 20\%, and 30\%), and sample sizes (100 and 200). The rejection probability was calculated as the mean, over the 1000 simulations, of the proportions that 95\% confidence intervals from 400 perturbations do not include the null value of \( \beta_{t_0} = 0 \). Therefore, the column under \( \beta_{t_0} = 0 \) in Table 2 displays type I error probability for testing the null hypothesis of \( H_0 : \beta_{t_0} = 0 \). For power analysis, we have generated data under the parametric proportional hazards model in equation (6) by increasing the value of \( \beta_{t_0} \) to induce differences between control and intervention groups. We set the true coefficient \( \beta_{t_0} = -0.44, -0.82, \) and \(-1.18\) in equation (7), which is equivalent to increasing the differences in median inactivity time between control and intervention by 1, 2, and 3. The results are displayed in Table 2. Empirical type I error probabilities are generally close to 0.05 regardless of different censoring proportions or sample sizes. Power decreases as \( t_0 \) decreases since less observations are included in the analysis, and increases as \( \beta_{t_0} \) decreases, indicating a greater power to detect a larger difference between groups. Power decreases slightly as the censoring proportion increases, but we still have reasonable power to detect small absolute differences under heavy censoring with a smaller sample size of 100. Power also increases as sample size increases, as expected.

5 Application

In this section, we apply the proposed estimation procedure and test-statistic to a real dataset from a clinical trial on breast cancer, i.e. NSABP (National Surgical Adjuvant Breast and Bowel Project) B-04 dataset, which contains survival information on 1665 breast cancer patients. The primary outcome of interest in this analysis is time to death. In addition to follow-up information, surgery type, and nodal status, the dataset also contains other covariates including age at diagnosis and pathological tumor size. In our analysis, we consider the following covariates: nodal status as a binary covariate with 0 for node-negative and 1 for node-positive, and both age at diagnosis and pathological tumor size as continuous covariates. There were 1079 node-negative women and 586 node-positive women. Age at diagnosis ranged from 20 to 87 years with the mean of 55.4, and pathological tumor size ranged from 0 to 250 mm with the mean of 34.1 mm. Additionally, the median follow-up was 26 years with the overall censoring proportion of 23\%. In the models, the continuous covariates were multiplied by 0.01, for computational convenience. In our analysis, the main interest is how many more years the node-positive patients are expected to lose compared to the node-negative patients at various time points after surgery, adjusted for age at diagnosis and tumor size. In this particular cancer mortality dataset, the inactivity time, specifically referred to as lost lifespan in this section, is defined as the number of years lost due to death following a surgery. Our goal is to infer the effects of covariates on the median (or a quantile) of the lost lifespan distribution, and estimate the median lost lifespan adjusting for significant covariate effects.

First, we used the proposed method to evaluate the significance of nodal status in the univariate log-linear quartile regression model (1) \((\lambda = 0.25, 0.5, 0.75)\) that only includes nodal status as a covariate. The test statistic was calculated at three time points \((t_0 = 15, 20, \) and 25 years after surgery). Table 3 summarizes the results, including the parameter estimates \(\beta_{(t_0)}^{(\text{intercept})}\) for the intercept and \(\beta_{(t_0)}^{(\text{node})}\) for the effect of nodal status, and their 95\% confidence intervals calculated from the perturbation method. Significance of the nodal status parameter was indicated by a 95\% confidence interval not containing 0. Note that regardless of different time points specified, the quartile lost lifespans were significantly different between the two nodal groups. The node positive group had consistently longer quartile lost lifespans across all time points indicating worse prognosis in survival.

| \(\lambda\) | \(\beta_{(t_0)}^{(\text{intercept})}\) | \(t_0 = 15\) | \(t_0 = 20\) | \(t_0 = 25\) |
| --- | --- | --- | --- | --- |
| 0.25 | \(b_{0}\) | 1.71 (1.60, 1.83) | 2.03 (1.90, 2.16) | 2.23 (2.07, 2.38) |
| 0.50 | \(b_{0}\) | 0.30 (0.15, 0.45) | 0.33 (0.16, 0.51) | 0.42 (0.22, 0.63) |
| 0.75 | \(b_{0}\) | 2.25 (2.20, 2.30) | 2.58 (2.54, 2.63) | 2.81 (2.76, 2.87) |
| 0.25 | \(b_{1}\) | 0.12 (0.04, 0.20) | 0.13 (0.06, 0.19) | 0.15 (0.08, 0.23) |
| 0.50 | \(b_{1}\) | 2.50 (2.47, 2.52) | 2.81 (2.79, 2.83) | 3.05 (3.03, 3.07) |
| 0.75 | \(b_{1}\) | 0.07 (0.04, 0.11) | 0.07 (0.04, 0.10) | 0.07 (0.05, 0.10) |

Table 3. Parameter estimates and 95\% confidence intervals from the univariate log-linear quartile \((\lambda = 0.25, 0.5, 0.75)\) regression models.
50 mm is expected to have a median lost lifespan of 17.6 years (nodal status and age at diagnosis. For example, a 30-year-old woman with positive lymph nodes and tumor size of 50 mm is expected to have a median lost lifespan of 16.3 years at 20 years after diagnosis. In comparison, a 30-year-old patient with negative lymph nodes and tumor size of 50 mm is expected to have a median lost lifespan of 15.0 years at 20 years after diagnosis. In this paper, we proposed a new regression method for analyzing covariate effects on the quantiles of inactivity time. In this paper, we proposed a new regression method for analyzing covariate effects on the quantiles of inactivity time; however, incorporation of a constraint to ensure the function lies in \((0, 1)\) may also be considered. Specifically, the function \(\exp(\beta Z_t) / (1 + \exp(\beta_Z Z_t))\) may be considered to model the quantile of inactivity time. Asymptotic properties were then derived for the regression parameter estimators and test statistics. Simulation studies validated the estimation and inference procedure under various scenarios, and the proposed method was illustrated with an application to a breast cancer dataset. The proposed model does not have strong assumptions like proportional hazards, and provides a new and sensible perspective to understand treatment effects or covariate effects, so that it can be a useful alternative in survival modeling. While the proposed methodology is not suited for prediction, it can be used to obtain detailed insight regarding failure cases. Even if a direct comparison between the proposed model and the popular Cox’s proportional hazards model would not be fair due to different model assumptions and simply because they are different summary measures of time-to-event data, both approaches could be useful for clinicians from different perspectives to communicate intervention options to patients. The proposed methodology may also be distinguished from the existing restricted

| \(\lambda\) | \(\hat{\beta}\) | \(t_0 = 15\) | \(t_0 = 20\) | \(t_0 = 25\) |
| --- | --- | --- | --- | --- |
| 0.25 | \(\beta_{\text{intercept}}\) | 2.29 (1.87, 2.71) | 2.87 (2.15, 3.23) | 2.51 (1.95, 3.06) |
| | \(\beta_{\text{node}}\) | 0.24 (0.09, 0.38) | 0.25 (0.09, 0.41) | 0.37 (0.15, 0.58) |
| | \(\beta_{\text{age}}\) | -1.31 (-2.02, -0.60) | -1.55 (-2.12, -0.99) | -0.68 (-1.44, 0.08) |
| | \(\beta_{\text{size}}\) | 0.47 (0.19, 0.74) | 0.29 (-0.09, 0.67) | 0.36 (-0.04, 0.76) |
| 0.50 | \(\beta_{\text{intercept}}\) | 2.57 (2.40, 2.74) | 2.86 (2.69, 3.02) | 3.00 (2.87, 3.12) |
| | \(\beta_{\text{node}}\) | 0.06 (-0.01, 0.13) | 0.08 (0.01, 0.15) | 0.12 (0.07, 0.18) |
| | \(\beta_{\text{age}}\) | -0.70 (-0.94, -0.46) | -0.62 (-0.85, -0.40) | -0.45 (-0.64, -0.25) |
| | \(\beta_{\text{size}}\) | 0.24 (0.08, 0.39) | 0.24 (0.09, 0.39) | 0.24 (0.12, 0.36) |
| 0.75 | \(\beta_{\text{intercept}}\) | 2.55 (2.49, 2.62) | 2.87 (2.81, 2.93) | 3.11 (3.06, 3.17) |
| | \(\beta_{\text{node}}\) | 0.05 (0.02, 0.08) | 0.05 (0.02, 0.08) | 0.05 (0.02, 0.08) |
| | \(\beta_{\text{age}}\) | -0.20 (-0.31, -0.09) | -0.18 (-0.27, -0.08) | -0.17 (-0.26, -0.08) |
| | \(\beta_{\text{size}}\) | 0.16 (0.09, 0.22) | 0.13 (0.07, 0.19) | 0.12 (0.05, 0.19) |

The difference between nodal status groups also increased as time point increased or \(\lambda\) decreased. The results from the simple log-linear median regression model presented here are also consistent with the ones from the two-sample test statistic proposed in Balmert and Jeong.\(^5\)

Now we extend our analysis to a log-linear quartile regression model containing nodal status, age at diagnosis, and pathological tumor size as covariates. Using similar notations as before, let \(\beta^\text{node}\) and \(\beta^\text{size}\) denote the effects of additional covariates, age at diagnosis and pathological tumor size, respectively. Each covariate was tested separately for its significance using the confidence interval approach as previously described. The parameter estimates and corresponding 95% confidence intervals are shown in Table 4. Except the median regression analysis at \(t_0 = 15\), the nodal status remained statistically significant in all the other multivariate models. Additionally, the difference between node-negative and node-positive groups increased as \(t_0\) increased, similarly to the results from the simple log-linear median regression models, except the third quartile (\(\lambda = 0.75\)) regression model. Age at diagnosis was mostly significant except the first quartile (\(\lambda = 0.25\)) regression model at \(t_0 = 25\) while pathological tumor size was consistently significant in all models. The proposed regression model allows for estimating a patient’s median lost lifespan for a given time point based on significantly important factors, i.e. nodal status and age at diagnosis. For example, a 30-year-old woman with positive lymph nodes and tumor size of 50 mm is expected to have a median lost lifespan of 17.6 years \((= \exp(2.86 + 0.08 \times 1 - 0.62 \times (0.01 \times 30) + 0.24 \times (0.01 \times 50))\)) at 20 years after diagnosis. In comparison, a 30-year-old patient with negative lymph nodes and tumor size of 50 mm is expected to have a median lost lifespan of 16.3 years at 20 years after diagnosis.

### 6 Conclusions

The inactivity time, or lost lifespan specifically for mortality data, is a simple summary measure for time-to-event data that, similar to residual lifetime methods, provides more straightforward interpretation compared to hazard ratio based methods. Additionally, the proposed method may be less sensitive to right censoring compared to residual life. In this paper, we proposed a new regression method for analyzing covariate effects on the quantiles of the distribution of inactivity time. Of note, the proposed methodology uses \(\exp(\beta Z_t)\) to model the quantile of inactivity time; however, incorporation of a constraint to ensure the function lies in \((0, t_0)\) may also be considered. Specifically, the function \(t_0 \cdot \exp(\beta Z_t) / (1 + \exp(\beta Z_t))\) may be considered to model the quantile of inactivity time. Asymptotic properties were then derived for the regression parameter estimators and test statistics. Simulation studies validated the estimation and inference procedure under various scenarios, and the proposed method was illustrated with an application to a breast cancer dataset. The proposed model does not have strong assumptions like proportional hazards, and provides a new and sensible perspective to understand treatment effects or covariate effects, so that it can be a useful alternative in survival modeling. While the proposed methodology is not suited for prediction, it can be used to obtain detailed insight regarding failure cases.

Even if a direct comparison between the proposed model and the popular Cox’s proportional hazards model would not be fair due to different model assumptions and simply because they are different summary measures of time-to-event data, both approaches could be useful for clinicians from different perspectives to communicate intervention options to patients. The proposed methodology may also be distinguished from the existing restricted
mean survival time (RMST), which estimates the average survival from time 0 to a specified time point. Both methods have the advantages of interpretability and robustness to the proportional hazards assumption; however, the inactivity time approach offers an alternative interpretation in the context of time or life lost. While the RMST focuses on the mean, a measure of central tendency, the proposed method can be used to examine a range of quantiles for more comprehensive insights. Both methods are sensitive to the selection of the time point of analysis. However, inference on the proposed method is performed on the ratio of inactivity times, which can be further complemented by estimating and reporting the inactivity time within each group for additional context.

Another candidate model to be compared would be the accelerated failure time (AFT) model, which is a log-linear model in failure time that is also different from our proposed model in this paper in both model assumptions and definitions of the summary measure. Possible extensions of the proposed model would be to include time-dependent covariates, competing risks, and random effects, which will merit future research.
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Appendix 1. Consistency of \( \hat{\beta}_{j|0} \)

We start by defining

\[
\hat{Q}_n(\hat{\beta}_{j|0}) = n^{-1/2} \sum_{i=1}^{n} Z_i G(T_i)^{-1} \left[ P\{T_i \geq t_0 - \exp(\hat{\beta}_{j|0} Z_i), T_i \leq t_0, T_i \leq C_i \} \right.
\]
\[
- \lambda P(T_i \leq t_0, T_i \leq C_i) \left. \right] \nonumber
\]

which is equivalent to

\[
\hat{Q}_n(\hat{\beta}_{j|0}) = n^{-1/2} \sum_{i=1}^{n} Z_i G(Y_i)^{-1} \left[ P\{t_0 - \exp(\hat{\beta}_{j|0} Z_i) \leq Y_i \leq t_0, \Delta_i = 1 \} \right.
\]
\[
- \lambda P(Y_i \leq t_0, \Delta_i = 1) \left. \right] \nonumber
\]

since the events \( \{T_i \geq t_0 - \exp(\hat{\beta}_{j|0} Z_i), T_i \leq t_0, T_i \leq C_i \} \) and \( \{T_i \leq t_0, T_i \leq C_i \} \) are equivalent to \( \{t_0 - \exp(\hat{\beta}_{j|0} Z_i) \leq Y_i \leq t_0, \Delta_i = 1 \} \) and \( \{Y_i \leq t_0, \Delta_i = 1 \} \), respectively, as introduced following the equation.
(3) in Section 3. When $\beta_{z|0}$ is replaced with $\hat{\beta}_{z|0}$, the true value in the interior of a bounded convex region $D$, the above equation reduces to 0 approximately. Following Csorgo and Horvath, we know that for all $\epsilon > 0$

$$\sup_{s \leq \tau} |\hat{G}(s) - G(s)| = o(n^{-1/2+\epsilon}), \text{ a.s.}$$

where $\tau$ is a constant satisfying $P\{ \log(t_0 - Y_i) \leq \tau \} > 0$ and $\beta_{z|0}Z \leq \tau$, with probability 1. This can be used to show that for $\beta_{z|0} \in D$

$$\sqrt{n}[Q_n(\beta_{z|0}) - \hat{Q}_n(\beta_{z|0})]$$

$$= \sum_{i=1}^{n} Z_iG(Y_i)^{-1}[I\{t_0 - \exp(\beta_{i|0}^TY_i) \leq Y_i \leq t_0, \Delta_i = 1\} - P\{t_0 - \exp(\beta_{i|0}^TY_i) \leq Y_i \leq t_0, \Delta_i = 1\}]$$

$$- \lambda[I(Y_i \leq t_0, \Delta_i = 1) - P(Y_i \leq t_0, \Delta_i = 1)] + o(n^{1/2+\epsilon}), \text{ a.s.}$$

Since

$$\sup_{\beta_{z|0} \in D} \left| \sum_{i=1}^{n} G^{-1}(Y_i)[I(Y_i \leq t_0, \Delta_i = 1) - P(Y_i \leq t_0, \Delta_i = 1)] \right| = o(n^{1/2+\epsilon})$$

and

$$\sup_{\beta_{z|0} \in D} \left| \sum_{i=1}^{n} G^{-1}(Y_i)[I(Y_i \leq t_0, \Delta = 1) - P(Y_i \leq t_0, \Delta = 1)] \right| = o(n^{1/2+\epsilon})$$

it follows that

$$\sup_{\beta_{z|0} \in D} \left| n^{-1/2}Q_n(\beta_{z|0}) - n^{-1/2}\hat{Q}_n(\beta_{z|0}) \right| = o(n^{-1/2+\epsilon}), \text{ a.s.}$$

(10)

Using the nonexistent mean value theorem (MEMVT) for vector-valued function around $\beta_{z|0}$ and letting $\beta_{0}^*$ be some point between $\beta_{z|0}$ and $\hat{\beta}_{z|0}$, we have

$$n^{-1/2}(\hat{Q}_n(\beta_{z|0}) - \hat{Q}_n(\beta_{0}^*)) \approx (\hat{\beta}_{z|0} - \beta_{0}^*)A_n(\beta_{0}^*)$$

(11)

where $A_n(\beta) = n^{-1/2} \partial Q_n(\beta) / \partial \beta = -(1/n) \sum_{i=1}^{n} f_i(0) Z_i Z_i' f_i(0)$ being the probability density function of $\log(t_0 - T_i) - \beta_{i|0}^TY_i$, and hence $A_n(\beta_{z|0})$ is nonpositive definite. From the definition of $\hat{\beta}_{z|0}$, we know $n^{-1/2}Q_n(\beta_{z|0}) = 0$, and so by equation (10) $n^{-1/2}\hat{Q}_n(\beta_{z|0})$ will converge to 0, almost surely, as $n \to \infty$. Also with $n^{-1/2}\hat{Q}_n(\beta_{0}^*) = 0$ from equation (9) and $A_n(\beta_{z|0})$ being negative definite, equation (11) gives $\hat{\beta}_{z|0} \to \beta_{z|0}$, a.s. as $n \to \infty$.

### Appendix 2. Asymptotic normality of $Q_n(\beta_{z|0})$ and $\hat{\beta}_{z|0}$

Recall that we have the estimating equation
\[
Q_n(\beta_{\alpha n}) = n^{-1/2} \sum_{i=1}^{n} Z_i \frac{I(Y_i \leq t_0, \Delta_i = 1)}{G(Y_i)} \left[I(\log(t_0 - Y_i) \leq Z_i' \beta_{\alpha n} \lambda) - \lambda\right]
\]

Also define

\[
Q_n^G(\beta_{\alpha n}) = n^{-1/2} \sum_{i=1}^{n} Z_i \frac{I(Y_i \leq t_0, \Delta_i = 1)}{G(Y_i)} \left[I(\log(t_0 - Y_i) \leq Z_i' \beta_{\alpha n} \lambda) - \lambda\right]
\]

We first derive the limiting distribution of \(Q_n(\beta_{\alpha n})\), where

\[
Q_n(\beta_{\alpha n}) = Q_n^G(\beta_{\alpha n}) + Q_n(\beta_{\beta n}) - Q_n^G(\beta_{\beta n})
\]

(12)

The first item, \(Q_n^G(\beta_{\alpha n})\), clearly follows a zero-mean Gaussian process, because of the fact that \(F_1 = \{\lambda : \xi_1(\lambda)\} = \text{Donsker}\), where

\[
\xi_1(\lambda) = Z_i I(Y_i \leq t_0, \Delta_i = 1)G^{-1}(Y_i) \left[I(\log(t_0 - Y_i) \leq Z_i' \beta_{\alpha n} \lambda) - \lambda\right]
\]

The Donsker’s property holds because the class of indicator functions is Donsker, and due to the preservation properties of the Donsker’s class.33

Next, let us define \(N^G(t) = I(Y_i \leq t, \Delta_i = 0), R_i(t) = I(Y_i \geq t), r(t) = P(Y \geq t), N^G(t) = \sum_{i=1}^{n} N_i^G(t),\)

\(A^G(t) = n^{-1} \int_{0}^{t} r(s)^{-1} dN^G(s),\) and \(M_i^G(t) = N_i^G(t) - \int_{0}^{t} R_i(s)dA^G(s)\) is the martingale process of the censoring time for the \(i\)th subject. From Pepe,34 we have

\[
\sqrt{n}\{\tilde{G}(t) - G(t)\} = n^{-1/2} \sum_{i=1}^{n} IF_i(t) + o_p(1) \text{ for } t \in [0, t_0]
\]

where \(IF_i(t) = G(t) \int_{0}^{t} r(s)^{-1} dM_i^G(s)\) denotes the influence function of \(\tilde{G}(t)\) and \(\mathcal{F} = \{t \in (0, t_0) : IF_i(t)\}\) has been shown to be Donsker.33 It immediately follows that

\[
\sqrt{n}\{\tilde{G}^{-1}(t) - G^{-1}(t)\} = -n^{-1/2} \sum_{i=1}^{n} IF_i(t)/G^2(t) + o_p(1)
\]

Therefore, the second part of equation (12) can be further written as

\[
Q_n(\beta_{\alpha n}) - Q_n^G(\beta_{\alpha n}) = n^{-1/2} \sum_{j=1}^{n} Z_i \{I(Y_j \leq t_0, \Delta_j = 1)\} \left\{I(\log(t_0 - Y_j) \leq Z_j \beta_{\alpha n} \lambda) - \lambda\right\} - n^{-1/2} \sum_{j=1}^{n} Z_i \{I(Y_j \leq t_0, \Delta_j = 1)\} \left\{I(\log(t_0 - Y_j) \leq Z_j \beta_{\alpha n} \lambda) - \lambda\right\} + o_p(1)
\]

\[
= n^{-1/2} \sum_{j=1}^{n} Z_j \{I(Y_j \leq t_0, \Delta_j = 1)\} \left\{G^{-2}(Y_j) \left[I(\log(t_0 - Y_j) \leq Z_j \beta_{\alpha n} \lambda) - \lambda\right] n^{-1} \sum_{i=1}^{n} IF_i(Y_j) + o_p(1)\right\}
\]

\[
= n^{-1/2} \sum_{i=1}^{n} \xi_2(\lambda) + o_p(1)
\]

where
\[ \zeta_2(\lambda) = E_D \left[ -IF(Y)Z | Y_j \leq t_0, \Delta_j = 1 \right] G^{-2}(Y) \left[ I \{ \log(t_0 - Y_j) \leq Z / \mathbf{p}_0^0 \} - \lambda \right] | D_i \]

and \( D_i = (Y_i, \Delta_i, Z_i) \) denotes all observed data from the \( i \)-th subject. Again applying the preservation rule of the Donsker’s class, we see that \( F \) still maintains the Donsker’s properties. Combining these arguments and defining \( \zeta_2(\lambda) = \zeta_1(\lambda) + \zeta_2(\lambda) \), we have that

\[ Q_n(\mathbf{p}_0^0) = n^{-1/2} \sum_{i=1}^n \zeta_i(\lambda) + o_p(1) \]

The right handside follows a zero-mean Gaussian process, with the variance–covariance matrix of

\[ \Gamma_{\lambda | \lambda} = E[\zeta_i(\lambda) \zeta_j(\lambda^*)] \]

which can be consistently estimated using the estimated version of \( \zeta_i(\lambda) \).

To establish the asymptotic linearity and normality of \( \hat{\beta}_{\lambda | \lambda} \), let us define \( N(t) = I(Y \leq t, \Delta = 1) \) and

\[ \mu(\beta_{\lambda | \lambda}) = E \left[ ZN(t_0)/G(Y) | Y \geq t_0 - \exp(\beta_{\lambda | \lambda} Z) \right] - \lambda \]

Following similar steps as in Peng and Huang,\textsuperscript{14} we have

\[ -Q_n(\mathbf{p}_0^0) = Q_n(\hat{\beta}_{\lambda | \lambda}) - Q_n(\mathbf{p}_0^0) = \sqrt{n} \{ \mu(\hat{\beta}_{\lambda | \lambda}) - \mu(\mathbf{p}_0^0) \} + o_p(1) \]

\[ = \sqrt{n} B(\mathbf{p}_0^0)(\hat{\beta}_{\lambda | \lambda} - \hat{\beta}_{\lambda | \lambda}) + o_p(1) \]

where \( \mu(\hat{\beta}_{\lambda | \lambda}) - \mu(\mathbf{p}_0^0) \) is the expectation of \( n^{-1/2} \left( Q_n(\hat{\beta}_{\lambda | \lambda}) - Q_n(\mathbf{p}_0^0) \right) \) and \( B(\mathbf{p}_0^0) = \partial \mu(\hat{\beta}_{\lambda | \lambda}) / \partial \hat{\beta}_{\lambda | \lambda} |_{\hat{\beta}_{\lambda | \lambda} = \mathbf{p}_0^0} \).

Therefore

\[ \sqrt{n} \left( \hat{\beta}_{\lambda | \lambda} - \mathbf{p}_0^0 \right) = -n^{-1/2} \sum_{i=1}^n B(\mathbf{p}_0^0)^{-1} \zeta_i(\lambda) + o_p(1) \]

which weakly converges to Gaussian process with the variance-covariance matrix of

\[ B(\mathbf{p}_0^0)^{-1} E[\zeta_i(\lambda) \zeta_j(\lambda^*)] B(\mathbf{p}_0^0)^{-1} \]

**Appendix 3. Justification for the perturbation scheme**

Following the arguments in Jin et al.\textsuperscript{25} and Peng and Huang,\textsuperscript{14} it suffices to show that

\[ \sqrt{n} \left( \hat{\beta}_{\lambda | \lambda} - \hat{\beta}_{\lambda | \lambda} \right) = -n^{-1/2} \sum_{i=1}^n (\zeta_i - 1) B(\mathbf{p}_0^0)^{-1} \zeta_i(\lambda) + o_p(1) \]

(13)

where \( \{ \zeta_i \}_{i=1}^n \) are the i.i.d. positive random variables that satisfy \( E(\zeta_i) = \text{var}(\zeta_i) = 1 \). This can be justified by following the arguments in Appendix 2. Specifically, the perturbed version of the Kaplan-Meier estimator, \( G^*(t) \), satisfies the following asymptotic representation
\[ \sqrt{n}(G^*(t) - G(t)) = n^{-1/2} \sum_{i=1}^{n} \xi_i I(E_i(t) + o_p(1)) \text{ for } t \in (0, t_0) \tag{14} \]

Define

\[ Q_n^*(\beta_{j(i)}) = n^{-1/2} \sum_{i=1}^{n} \xi_i I(Y_i \leq t_0, \Delta_i = 1) \frac{I(t_0 - Y_i) \leq Z_i, \beta_{j(i)}}{G^*(Y_i)} \]

and

\[ Q_n^{G*}(\beta_{j(i)}) = n^{-1/2} \sum_{i=1}^{n} \xi_i I(Y_i \leq t_0, \Delta_i = 1) \frac{I(t_0 - Y_i) \leq Z_i, \beta_{j(i)}}{G(Y_i)} \]

Using equation (14) and following the arguments in Appendix 2, we can show that

\[ Q_n^*(\beta_{j(i)}) - Q_n^{G*}(\beta_{j(i)}) = n^{-1/2} \sum_{i=1}^{n} \xi_i \xi_2(\lambda) + o_p(1) \]

which further implies that \( Q_n^*(\beta_{j(i)}) = n^{-1/2} \sum_{i=1}^{n} \xi_i \xi_1(\lambda) + o_p(1) \).

Since \( \beta_{j(i)} \) is the root of the estimating equation \( Q_n^*(\beta_{j(i)}) = 0 \), we have \( Q_n^*(\beta_{j(i)}) - Q_n^{G*}(\beta_{j(i)}) = -n^{-1/2} \sum_{i=1}^{n} \xi_i \xi_1(\lambda) + o_p(1) \). We can then utilize the asymptotic linearity in the vicinity of \( \beta_{j(i)} \) as well as Taylor expansion to

\[ \sqrt{n}\left( \beta_{j(i)} - \beta_{j(i)} \right) = -n^{-1/2} \sum_{i=1}^{n} \xi_i B(\beta_{j(i)})^{-1}\xi_1(\lambda) + o_p(1) \]

which, when combined with the results in Appendix 2, leads to the expression in equation (13).