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Abstract

In some fields of applications of stable distributions, especially in economics, it appears, that data have distributions similar to stable in a large region, but do not have such heavy tails. Our aim in this note is to propose several methods of approximation of stable distributions by some discrete distributions, which may have different tail behavior. In a sense the introduced distributions form an alternative to tempered stable distributions that combine Gaussian and stable behavior.

1 Introduction

Stable distributions are on the rise in financial applications since Mandelbrot (1967) noted that Gaussian distribution does not provide a good fit for financial returns that exhibit leptokurtic behavior and heavy tails. However the infinite variance of stable distributions and the fact that financial returns have heavier tails on a short time scale and almost Gaussian on a long scale brings into question the appropriateness of the stable model of returns. Grabchak and Samorodnitsky (2010) studied this paradox and suggested that a more appropriate model for financial returns has tempered heavy tails. They show, using the pre-limit theorem by Klebanov et al. (1999), that the sum of a large number of independent and identically distributed random variables behave as a stable random variable even though the tails of the random variables are not heavy.

Stable distributions with exponentially tempered tails have been considered in the literature under different names - truncated Lévy flights (Koponen (1995)), CGMY model (Carr et al. (2002)) and finally tempered stable distributions (Rosiński 2007).
Tempered stable distributions appear by exponential tilting of the Lévy measure of stable distributions. The resulting distributions have finite moments of any order and exponential tails.

In this note, we focus on discrete approximations of stable distributions both with heavy tails and truncated heavy tails and therefore offer an alternative to the stable and tempered stable distributions. In the second and third section, we introduce two approximations of the stable characteristic function leading to discrete distributions that were introduced in Klebanov and Slámová (2013). Also we study two different approximations with Gaussian tails, appearing as a result of truncation and tempering the heavy tails of the discrete stable distributions. In the fourth section, we study a discrete approximation resulting from discretizing the Lévy measure of stable distributions. We obtain a discrete distribution that allow for the index of stability to be an arbitrary positive number.

2 First approximation

Let us first consider the case of symmetric $\alpha$-stable distributions. Their characteristic functions are given by the following formula

$$f(t) = \exp\{-\sigma^\alpha |t|^\alpha\},$$

with $\alpha \in (0,2]$ being the index of stability and $\sigma > 0$ being the scaling parameter. For arbitrary $t$ we write $|t|^\alpha = (t^2)^{\gamma}$, where $\gamma = \alpha/2$. Let us use the following approximation. We have

$$t^2 = \lim_{a \to 0} \frac{2}{a^2}(1 - \cos(at)),$$

therefore let us write $t^2 \sim \frac{2}{a^2}(1 - \cos(at))$, as $a \to 0$. Hence the characteristic function of symmetric $\alpha$-stable distribution can be approximated as

$$\log f(t) = -\sigma^\alpha |t|^\alpha \sim \log g(t, a) = -\sigma^{2\gamma} \frac{2^\gamma}{a^{2\gamma}} (1 - \cos(at))^\gamma,$$

for small values of $a$.

**Lemma 2.1.** The function

$$g(t, a) = \exp\left\{-\sigma^{2\gamma} \frac{2^\gamma}{a^{2\gamma}} (1 - \cos(at))^\gamma\right\}$$

is a characteristic function of a distribution given on the lattice $a\mathbb{Z} = \{0, \pm a, \pm 2a, \ldots\}$ for any positive $a$.

**Proof.** We can rewrite $g(t, a)$ as $g(t, a) = \exp\{-\lambda (1 - h(t, a))\}$, where

$$h(t, a) = 1 - (1 - \cos(at))^\gamma = \sum_{k=1}^{\infty} \binom{\gamma}{k} (-1)^{k-1} \cos(at)^k.$$

The series coefficients are positive for $\gamma \in (0, 1]$, moreover $h(0, a) = 1$, $h(t, a)$ is periodic with period $2\pi a$, hence the function $h(t, a)$ is a characteristic function of a
random variable on $a\mathbb{Z}$. Therefore $g(t, a)$ is a characteristic function of compound Poisson random variable with intensity of jumps $\lambda$ and jumps in $a\mathbb{Z}$ with characteristic function $h(t, a)$.

It is clear that
\[
\lim_{a \to 0} g(t, a) = f(t),
\]
and therefore $g(t, a)$ can be considered as discrete approximation of $f(t)$ for a sufficiently small $a$. This distribution with $a = 1$ was introduced in Klebanov and Slámová (2013) by considering a discrete analogue of the stability property $X = n^{-1/\alpha}(X_1 + X_2 + \cdots + X_n)$ and called symmetric discrete stable (SDS) distribution.

It is obvious from the construction of $\gamma$-symmetric discrete stable distribution that it belongs to the domain of normal attraction of $2\gamma$-stable distribution. From the known characterization of the domain of attraction of stable distributions (see, for example, Ibragimov and Linnik (1971)), a SDS random variable must satisfy the following tail assumptions as $x \to \infty$

\[
\lim_{x \to \infty} x^{2\gamma} \mathbb{P}(|X| > x) = \begin{cases} 
\lambda \frac{\alpha^{2\gamma}}{\Gamma(1-2\gamma) \cos(\pi \gamma)} & \text{if } \gamma \neq \frac{1}{2} \\
\lambda \frac{\alpha^{2\gamma}}{\pi} & \text{if } \gamma = \frac{1}{2} 
\end{cases}
\]

So far we have introduced a discrete approximation of the symmetric $\alpha$-stable distribution that has the same tail behavior. Another approximation leading to a distribution with exponential tails can be obtained in the following way. Let us consider a function

\[
g(t, a, M) = \exp \left\{ -\lambda \sum_{k=1}^{M} (-1)^k \binom{\gamma}{k} \cos(at)^k + \lambda \sum_{k=1}^{M} (-1)^k \binom{\gamma}{k} \right\}.
\]

For sufficiently large values of $M$ this function can be considered an approximation of the function $g(t, a)$, as

\[
\lim_{M \to \infty} g(t, a, M) = g(t, a).
\]

So it is also a discrete approximation of symmetric $\alpha$-stable distribution, as

\[
\lim_{a \to 0} \lim_{M \to \infty} g(t, a, M) = f(t).
\]

However we cannot exchange the order of the limits.

Both characteristic functions $g(t, a)$ and $g(t, a, M)$ are infinitely divisible as they correspond to compound Poisson distributions. The distributions of jumps are given by $h(t, a) = 1 - (1 - \cos(at))^{\gamma}$ and $h(t, a, M) = 1 - \sum_{k=1}^{M} (-1)^k \binom{\gamma}{k} \cos(at)^k + \sum_{k=1}^{M} (-1)^k \binom{\gamma}{k}$ respectively. It can be verified that these distributions have no mass at 0 and the second distribution has truncated jumps in absolute value larger than $aM$. We will therefore call the distribution given by characteristic function $g(t, a, M)$ truncated symmetric discrete stable distribution.

The characteristic function is an entire function hence the tails of the truncated symmetric discrete stable distribution behave like $o(\exp(-bx))$, as $x \to \infty$, for all
b > 0 by the Raikov’s theorem (Linnik (1964)). The truncated symmetric discrete stable distribution thus belongs to the domain of normal attraction of Gaussian distribution and as such has finite variance. It follows from the pre-limit theorem of Klebanov et al. (1999) that for not too large values of \( n \) the sum \( S_n = n^{-1/2\gamma}(X_1 + \cdots + X_n) \) behaves like symmetric \( \alpha \)-stable distribution with \( \alpha = 2\gamma \). This property is due to the truncation of the bigger jumps, therefore the distribution behaves like stable distribution in the middle, and like Gaussian on the tails.

### 3 Second approximation

In the previous section, we introduced a discrete approximation of symmetric \( \alpha \)-stable distribution. Here we give a discrete approximation of \( \alpha \)-stable distribution with index of stability \( \alpha \in (0, 1) \) and skewness \( \beta \in [-1, 1] \). The characteristic function of strictly \( \alpha \)-stable distribution with skewness parameter \( \beta \) and scale parameter \( \sigma > 0 \) is given by

\[
f(t) = \exp \left\{ -\sigma^\alpha |t|\alpha \left( 1 - i\beta \text{sign}(t) \tan \frac{\pi \alpha}{2} \right) \right\}.
\]

We can rewrite this as

\[
\log f(t) = -\lambda_1 (-it)^\alpha - \lambda_2 (it)^\alpha,
\]

where

\[
\lambda_1 = \frac{\sigma^\alpha}{\cos \frac{\alpha \pi}{2}} \frac{1 + \beta}{2}, \quad \lambda_2 = \frac{\sigma^\alpha}{\cos \frac{\alpha \pi}{2}} \frac{1 - \beta}{2}.
\]

We use the following approximation: \( it \sim (1 - e^{-iat})/a \) as \( a \to 0 \) and \( -it \sim (1 - e^{iat})/a \) as \( a \to 0 \), therefore the characteristic function of \( \alpha \)-stable distribution can be approximated by a characteristic function of a discrete distribution as

\[
\log f(t) \sim \log g(t, a) = -\frac{\lambda_1}{a^\alpha} (1 - e^{iat})^\alpha - \frac{\lambda_2}{a^\alpha} (1 - e^{-iat})^\alpha, \quad \text{as} \quad a \to 0.
\]

This distribution for \( a = 1 \) was introduced in Klebanov and Slámová (2013) as discrete stable distribution and it was shown there that \( g(t, a) \) is a characteristic function only for \( \alpha \in (0, 1] \). From the construction of the approximation we see that

\[
\lim_{a \to 0} g(t, a) = f(t).
\]

Discrete stable distribution has therefore the same behavior of tails as \( \alpha \)-stable distribution and it is again infinitely divisible.

We can obtain yet another discrete approximation of \( \alpha \)-stable distribution with Gaussian tails by tempering the tails of discrete stable distribution. Because discrete stable distribution is a compound Poisson distribution with intensity \( \lambda_1 + \lambda_2 \) and distribution of jumps with characteristic function

\[
h(t, a) = 1 - \frac{\lambda_1}{\lambda_1 + \lambda_2} (1 - e^{iat})^\alpha - \frac{\lambda_2}{\lambda_1 + \lambda_2} (1 - e^{-iat})^\alpha,
\]
the Lévy-Khintchine representation of discrete stable characteristic function takes the following form
\[
\log g(t, a) = \int_{-\infty}^{\infty} \left( e^{iatx} - 1 \right) \nu(dx),
\]
where \( \nu(dx) \) is the Lévy measure,
\[
\nu(dx) = (\lambda_1 + \lambda_2) \sum_{k=-\infty}^{\infty} p_k \delta_{ak}(dx),
\]
where
\[
p_k = \begin{cases} 
\frac{\lambda_1}{\lambda_1 + \lambda_2} (-1)^{k+1} \binom{\alpha}{k} & k > 0 \\
\frac{\lambda_2}{\lambda_1 + \lambda_2} (-1)^{k+1} \binom{\alpha}{|k|} & k < 0 \\
0 & k = 0,
\end{cases}
\]
and \( \delta_k \) is the Dirac measure, i.e. \( \delta_x(A) = 1 \) if \( x \in A \) and 0 otherwise. The classical idea leading to tempered infinitely divisible distribution consists of exponential tempering of the corresponding Lévy measure (Rosiński (2007)). We will use tempering function of the form \( q(x) = e^{-\theta_1 x} 1_{x>0} + e^{-\theta_2 |x|} 1_{x<0} \). The tempered infinitely divisible distribution is then obtained by multiplying the Lévy measure by this tempering function. As a result we obtain a distribution with characteristic function
\[
\log g(t, a, \theta_1, \theta_2) = -\lambda_1 \left( 1 - e^{-\theta_1} e^{iat} \right)^{\alpha} - \lambda_2 \left( 1 - e^{-\theta_2} e^{iat} \right)^{\alpha} + \lambda_1 \left( 1 - e^{-\theta_1} \right)^{\alpha} + \lambda_2 \left( 1 - e^{-\theta_2} \right)^{\alpha}.
\]

This characteristic function is an analytic function in the strip \( I(t) \subset (-\theta_2, \theta_1) \) and by the Raikov’s theorem (Linnik (1964)) the tails are \( O(\exp(-bx)) \), as \( x \to \infty \), for all \( b > 0 \). Therefore the tempered discrete stable distribution belong to the domain of normal attraction of Gaussian distribution. By the pre-limit theorem of Klebanov et al. (1999) we can show that for not too large values of \( n \), the normalized sum \( S_n = n^{-1/\alpha}(X_1 + \cdots + X_n) \) behaves like \( \alpha \)-stable distribution.

### 4 Third approximation

Another way to find a discrete approximation of strictly stable distributions is to discretize its Lévy (or spectral) measure. Stable distribution is an infinitely divisible distribution and as such has a Lévy-Khintchine representation of its characteristic function. This representation takes the following form (see, for example, Zolotarev, 1986, § 34) or Samorodnitsky and Taqqu (1994))
\[
\log f(t) = P \int_{0}^{\infty} \left( e^{itx} - 1 - itx 1_{|x| \leq 1} \right) \frac{dx}{x^{1+\alpha}} + Q \int_{-\infty}^{0} \left( e^{itx} - 1 - itx 1_{|x| \leq 1} \right) \frac{dx}{|x|^{1+\alpha}},
\]
where \( P, Q > 0, 0 < \alpha < 2 \). The Lévy measure is
\[
U(dx) = \frac{P}{x^{1+\alpha}} 1_{x>0}(x)dx + \frac{Q}{|x|^{1+\alpha}} 1_{x<0}(x)dx.
\]
Every infinitely divisible random variable is a limit of compound Poisson random variables, and the Lévy measure $U(dx)$ expresses the intensity of jumps of size $x$. The term $ix1_{|x|\leq 1}$ is the compensation of the small jumps that ensures that the integral converges. If we discretize the Lévy measure we obtain discrete infinitely divisible distribution. This can be achieved by discretizing the integrals in (2), as follows

\begin{equation}
(3) \quad \log f(t) \sim \log g(t, a) = P \sum_{k=1}^{\infty} \left( e^{itak} - 1 \right) \frac{a}{(ak)^{1+\alpha}} + Q \sum_{k=\infty}^{-1} \left( e^{itak} - 1 \right) \frac{a}{|ak|^{1+\alpha}}, \quad \text{as} \quad a \to 0.
\end{equation}

Here we omit the compensation of small jumps. The distribution given by characteristic function $g(t, a)$ is still infinitely divisible, with the Lévy measure given by

\[ V(dx) = \sum_{k=\infty}^{\infty} P \frac{a}{(ak)^{1+\alpha}} 1_{k>0}(k) \delta_{ak}(dx) + Q \frac{a}{|ak|^{1+\alpha}} 1_{k<0}(k) \delta_{ak}(dx), \quad k \in \mathbb{Z}. \]

As a result, we obtain a distribution with characteristic function

\[ \log g(t, a) = \frac{1}{a^\alpha} \left( P \text{Li}_{1+\alpha} \left( e^{iat} \right) + Q \text{Li}_{1+\alpha} \left( e^{-iat} \right) - (P + Q) \zeta(1 + \alpha) \right), \]

where $\text{Li}_{1+\alpha}(x)$ is the polylogarithm function and $\zeta(1 + \alpha)$ is the Zeta function. It is interesting to note that $g$ is a characteristic function for all positive values of $\alpha$. We can rewrite this with $\sigma = (P + Q)$ and $\beta = \frac{P}{P+Q}$ to obtain

\[ g(t, a) = \exp \left\{ \frac{\sigma}{a^\alpha} \left( \beta \text{Li}_{1+\alpha} \left( e^{iat} \right) + (1 - \beta) \text{Li}_{1+\alpha} \left( e^{-iat} \right) - \zeta(1 + \alpha) \right) \right\}. \]

By truncating the series in (3) we obtain yet another approximation of $\alpha$-stable distribution by an entire characteristic function.
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