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Abstract. We consider the problem of determining an unaccessible part of
the boundary of a conductor by means of thermal measurements. We study
a problem of corrosion where a Robin type condition is prescribed on the
damaged part and we prove logarithmic stability estimate.

1. Introduction

In this paper we consider the inverse problem of determining an inaccessible
portion $I$ of the boundary of a conducting body $\Omega \subset \mathbb{R}^n$ by means of thermal
measurements, performed on an accessible part $A$ of its boundary. In particular,
we analyze the situation when there might be a corrosion occurrence on $I$, modeled
by an impedance type condition on the portion $I$ itself. The purpose of the inverse
problem at hand is to recover information about both the unknown impedance and
the unknown damaged part that, as it happens in practical contexts, cannot be
directly inspected. Such an issue leads to the study of a parabolic equation with a
Robin type condition on the inaccessible part of $\partial \Omega$ and a Dirichlet or Neumann
condition, according to whether we prescribe a temperature or a heat flux, on $A$.
This kind of boundary condition is known as a mixed type.

Assuming $\partial \Omega = \overline{A} \cup \overline{I}$ and $\text{Int}_\partial \Omega(A) \cap \text{Int}_\partial \Omega(I) = \emptyset$ and denoting by $\gamma(x,t)$ the
surface impedance on $I$, we prescribe a heat flux $g$ on $A$ that induces a temperature
$u$ in $\Omega$ solution to

\[
\begin{cases}
  u_t = \Delta u, & \text{in } \Omega \times [0, T], \\
  u(x, 0) = 0, & \text{in } \Omega, \\
  \frac{\partial u}{\partial \nu}(x, t) = g(x, t), & \text{on } A \times [0, T], \\
  \frac{\partial u}{\partial \nu}(x, t) + \gamma(x, t)u(x, t) = 0, & \text{on } I \times [0, T],
\end{cases}
\]

where $\nu$ is the outer unit normal to $\partial \Omega$.

The inverse problem we are addressing is to recover information about the un-
known part $I$ of the boundary and on the impedance coefficient when thermal
measurements of the form $\{g, u|_{\Sigma}\}$, where $\Sigma \subset A$, are available. Particularly, we
are interested in the stability, i.e. the continuous dependence of $I$ and $\gamma$ from the
boundary data.
We remark that the mathematical model we consider here is a simplified version of the more general one in which the Robin condition is assumed on the whole boundary $\partial \Omega$, [5,6,13]. In fact, our mixed boundary conditions correspond to the case in which the Robin condition is assumed on the whole boundary $\partial \Omega$, [5,6,13]. Nevertheless, it is rather simple to adapt our mathematical treatment to such a general situation (see Remark 4.6). At the same time the mixed condition permits us to simplify the exposition of the proof of our main result of the paper.

Under the assumption that $\gamma \equiv 0$ (i.e. the Neumann condition on an inaccessible portion $I$) the analysis of stability has been carried out both in the framework of elliptic and parabolic equations. In [2,4], in which the problem is studied in the elliptic case, the authors show that, keeping as minimal as possible the a priori assumptions, the unknown boundary depends continuously on the known boundary measurements with a rate of continuity of logarithmic type, which is the best possible as shown in [9]. In the framework of parabolic equations, the stability issue has been studied in [8,10,23,24]. Also, in such papers logarithmic stability estimates have been obtained. A refined analysis of the problem has been proposed in [10]. In such a paper the authors give a detailed study about the optimality of the logarithmic rate of continuity in the parabolic case.

Under the assumption that $\gamma \neq 0$ the problem of determining the portion $I$ of the boundary and $\gamma$ has been considered in [3], where a uniqueness result in the stationary case is proved, provided two suitable measurements are performed. In view of the example given in [7], the number of measurements turns out to be optimal. The corresponding stability issue has been addressed in [22], where logarithmic stability estimates have been achieved. This result is optimal as well (see [9]). Let us finally mention [21], where a uniqueness result under weaker regularity assumptions on the boundary has been obtained. In the parabolic case the problem is considered in [14]. In such a paper a uniqueness result, both for the Robin coefficient and the unknown portion $I$ of the boundary, is proved under the additional assumptions that $\gamma$ and $g$ do not depend on $t$ (more precisely, it is required that $g$ is time independent on an interval $(T_1, T)$, $T_1 < T$).

The main novelty of the present paper is to consider the case in which the Robin coefficient on the unknown boundary depends on $x$ and $t$. Such an assumption can be considered as a first step in studying the case in which $\gamma$ also depends on the temperature $u$. In this paper we show that $I$ depends on thermal boundary measurements on the accessible portion of the boundary with a rate of continuity of logarithmic type. Although the precise results are written in Theorem 2.5 below, here we would like to anticipate something about them and briefly discuss the approach we follow to prove them. As in the elliptic case, we perform two boundary measurements. More precisely we prescribe two different heat fluxes, $\hat{g}$ and $\tilde{g}$, and we read the corresponding temperatures, $\hat{u}$ and $\tilde{u}$, on a portion $\Sigma$ of the accessible part of the boundary. For $i = 1, 2$, let $\hat{u}_i$ be the solution to (1.1) when $\Omega = \Omega_i$, $\gamma = \gamma_i$, $g = \hat{g}$ and let $\tilde{u}_i$ be the solution to (1.1) when $\Omega = \Omega_i$, $\gamma = \gamma_i$, $g = \tilde{g}$. We assume that $\hat{g}$ and $\tilde{g}$ are linearly independent and one of them with sign. We proved that if for a given $\varepsilon > 0$ we have

\begin{align}
\|\hat{u}_1 - \hat{u}_2\|_{L^2(\Sigma \times (0,T))} & \leq \varepsilon, \\
\|\tilde{u}_1 - \tilde{u}_2\|_{L^2(\Sigma \times (0,T))} & \leq \varepsilon,
\end{align}

(1.2)
then
\[ d_H(I_1, I_2) \leq C|\log \varepsilon|^{-\beta}, \]
where \( d_H(I_1, I_2) \) is the Hausdorff distance between \( I_1 \) and \( I_2 \) and \( C \) and \( \beta \) are positive constants that depend on the (a priori known) smoothness character of \( \Omega_i \) and \( \gamma_i \). Also a logarithmic stability estimate for the Robin coefficient holds true.

The main ideas and tools can be outlined as follows:

i) We introduce an auxiliary function \( \lambda_i = \frac{\alpha}{\gamma_i}, \ i = 1, 2 \) and we estimate how much the error \( \varepsilon \) can affect the error on \( \lambda_1 - \lambda_2 \). Such an estimate has been obtained by combining two arguments. The first relies on smallness propagation estimates based on an iterated use of two–sphere and one–cylinder inequality (11[24]). The latter is a lower bound for the solutions \( u_i \) achieved by combining the Harnack inequality up to the inaccessible boundary (see Proposition 1.3) with an iterated application of the interior Harnack inequality (19[20]).

ii) A lower bound for \( \lambda_i \) which has been established by the use of quantitative estimates of unique continuation and a proper choice of the given heat fluxes. Precisely, we also prescribe a quantitative control of the linear independence of \( \tilde{g} \) and \( \hat{g} \) described above.

iii) Using i) and ii) we prove a first rough estimate of log–log type for the Hausdorff distance between the unknown domains. Then, employing in a more refined way the above-mentioned estimates, in particular using the two–sphere one–cylinder inequality at the boundary (see Theorem 3.7 and 11[24]) and a geometric argument, we get the logarithmic estimate. The stability for the unknown impedance follows from stability estimates for the underlying Cauchy problem and the stability result for the unknown boundary.

For the sake of exposition, we have chosen to study the inverse problem for the constant coefficients equation. All proofs, though, can be simply adapted to the equation with coefficients depending on time and space with reasonable assumptions on them. Indeed, we deal with the auxiliary function \( \lambda_i \) that solves an equation with variable coefficients.

The plan of the paper is the following. The main result is stated in Section 2, where we also give notation and definitions. In Section 3 we provide a proof of this result based on some auxiliary propositions proved in the subsequent Sections 4–5.

2. MAIN RESULT

We begin by giving some notation and definitions. For every \( x \in \mathbb{R}^n \), \( n \geq 2 \), \( x = (x_1, \ldots, x_n) \), we set \( x = (x', x_n) \), where \( x' \in \mathbb{R}^{n-1} \) and \( x_n \in \mathbb{R} \). We denote by \( B_r(x) \) and \( B'_r(x') \) respectively the open ball in \( \mathbb{R}^n \) centered at \( x \) of radius \( r \) and the open ball in \( \mathbb{R}^{n-1} \) centered at \( x' \) of radius \( r \). Sometimes we shall write \( B_r \) and \( B'_r \) instead of \( B_r(0) \) and \( B'_r(0) \) respectively. For given numbers \( r, t > 0 \) and a function \( \varphi \) defined on \( \mathbb{R}^{n-1} \times \mathbb{R} \), we define \( \Omega_r = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > r \} \), \( Q_{r,\varphi} = \{ (x, s) \in B_r \times (t-r^2, t) : x_n > \varphi(x') \} \) and \( \Gamma_{r,\varphi} = \{ (x, s) \in B'_r \times (t-r^2, t) : x_n = \varphi(x') \} \).

Denoting by \( D \) an open subset of \( \mathbb{R}^{n+1} \), for a function \( f \) defined on \( D \) and \( \alpha \in (0, 1] \), we define
\[ [f]_{\alpha,D} = \sup \left\{ \frac{|f(x,t) - f(y,s)|}{(|x-y|^2 + |t-s|)^{\alpha/2}} : (x,t), (y,s) \in D, (x,t) \neq (y,s) \right\}. \]
If $\alpha \in (0, 2]$, we set
\[
\langle f \rangle_{\alpha;D} = \sup \left\{ \left| f(x, t) - f(y, s) \right| \frac{1}{|t - s|^{\alpha/2}} : (x, t), (y, s) \in D, \ t \neq s \right\}.
\]

Let $k$ be a positive integer, $D$ an open subset of $\mathbb{R}^{n+1}$, $f$ a sufficiently smooth function and $\alpha \in (0, 1]$.

We denote this by
\[
[f]_{k+\alpha;D} = \sum_{\beta \in \mathbb{N}} |\beta| + 2j = k \frac{\partial^{|\beta|+|\alpha|f}}{\partial x^{|\beta|} \partial t^{|\alpha|}},
\]
\[\langle f \rangle_{k+\alpha;D} = \sum_{\beta \in \mathbb{N}} |\beta| + 2j = k \frac{\partial^{|\beta|} \partial_t^{|\alpha|} f}{\partial x^{|\beta|} \partial t^{|\alpha|}},\]

where for a multi-index $\beta = (\beta_1, \ldots, \beta_n)$, $\beta_i \in \mathbb{N} \cup \{0\}$, $i = 1, \ldots, n$, we have used the notation $\partial^{|\beta|} \partial_t^{|\alpha|} f = \partial^{|\beta|+|\alpha|} f / \partial x^{|\beta|} \partial t^{|\alpha|}$, with $|\beta| = \sum_{i=1}^{n} \beta_i$. If $\alpha \in (0, 1]$ and $[f]_{\alpha;D}$ is finite, we shall say that $f$ belongs to $C^{0, \alpha}(D)$. Let $k$ be a positive integer, $\alpha \in (0, 1]$ and $D$ an open subset of $\mathbb{R}^{n+1}$. We shall say that $f$ belongs to the class $C^{k, \alpha}(D)$ whenever for every non-negative integer $j$ such that $|\beta| + 2j \leq k$, there exist the derivatives $\partial^{|\beta|} \partial_t^{|\alpha|} f$ and the quantities $\sup_D |\partial^{|\beta|} \partial_t^{|\alpha|} f|$, when $[f]_{k+\alpha;D}$ and $\langle f \rangle_{k+\alpha;D}$ are finite. If $f$ is a function not depending on $t$, we keep the definition above by considering a function $\tilde{f}$ defined on $\Omega \times \mathbb{R}$, $\Omega \subset \mathbb{R}^n$, such that $\tilde{f}(x, t) = f(x)$ for every $(x, t) \in \Omega \times \mathbb{R}$, and we shall say that $f \in C^{k, \alpha}(\Omega)$ whenever $\tilde{f} \in C^{k, \alpha}(\Omega \times \mathbb{R})$.

Throughout the paper we will make use of standard Sobolev spaces. We refer the reader to [IN] for details.

**Definition 2.1.** Let $\Omega$ be a domain in $\mathbb{R}^n$. Given $\alpha, \alpha' \in (0, 1]$ and $k \in \mathbb{N}$, we say that $\partial \Omega$ is of class $C^{k, \alpha}$ with constants $r_0, L$ if for any $P \in \partial \Omega$ there exists a rigid transformation of $\mathbb{R}^n$ under which we have $P \equiv 0$ and
\[
\Omega \cap B_{r_0} = \{ x \in B_{r_0} : x_n > \varphi(x') \},
\]
where $\varphi$ is a $C^{k, \alpha}$ function on $B'_{r_0}$ satisfying the condition $\varphi(0) = |\nabla x' \varphi(0)| = 0$ and $\|\varphi\|_{C^{k, \alpha}(B'_{r_0})} \leq Lr_0$.

**Remark 2.2.** We have chosen to normalize all norms in such a way that their terms are dimensionally homogeneous and coincide with the standard definition when $r_0 = 1$. For instance, for any $\varphi \in C^{k, \alpha}(B'_{r_0} \times (-r_0^2, r_0^2))$ we set
\[
\|\varphi\|_{C^{k, \alpha}(B'_{r_0} \times (-r_0^2, r_0^2))} = \sum_{l=0}^{k} r_0^l \sum_{|\beta|+2j=l} \|\partial^{|\beta|} \partial_t^{|\alpha|} \varphi\|_{L^\infty(B'_{r_0} \times (-r_0^2, r_0^2))} + r_0^{k+\alpha} \left( \langle \varphi \rangle_{k+\alpha;B'_{r_0} \times (-r_0^2, r_0^2)} + [\varphi]_{k+\alpha;B'_{r_0} \times (-r_0^2, r_0^2)} \right),
\]

Similarly we set
\[
\|u\|_{L^2(B'_{r_0} \times (-r_0^2, r_0^2))} = r_0^{n+1/2} \left( \int_{B'_{r_0} \times (-r_0^2, r_0^2)} u^2 \, dx \, dt \right)^{1/2}.
\]

We shall use the letters $C, C_0, C_1, \ldots$ to denote constants. The value of these constants may change from line to line and their dependance will be specified everywhere they appear.
Assumptions on the domain. Let $r_0, M, L$ be given positive numbers. We assume that $\Omega$ is a bounded domain in $\mathbb{R}^n$ such that
\begin{equation}
|\Omega| \leq Mr_0^n,
\end{equation}
where $|\Omega|$ denotes the Lebesgue measure,
\begin{equation}
\partial \Omega = \overline{A} \cup \overline{I},
\end{equation}
where $A$ and $I$ are open subsets of $\partial \Omega$, $A \cap I = \emptyset$, and $\partial \Omega$ is of class $C^{1,1}$ with constants $r_0, L$.

Also, we denote by $\Sigma$ an open portion of $A$ so that there exists a point $P_0 \in \Sigma$ such that
\begin{equation}
\partial \Omega \cap B_{r_0}(P_0) \subset \Sigma.
\end{equation}

Assumptions on the boundary data. Given positive constants $E, \Phi_0, \Phi_1$, on the accessible part $A$ of the boundary of $\Omega$, we shall prescribe two different heat fluxes $g$ and $\tilde{g}$ such that
\begin{equation}
g, \tilde{g} \in C^{0,1}(A \times [0, T]),
\end{equation}
\begin{equation}
\text{supp } g, \text{ supp } \tilde{g} \subset A \times [0, T],
\end{equation}
where $A = \{x \in A : \text{dist}(x, I) > r_0\}$,
\begin{equation}
\|g\|_{C^{0,1}(A \times [0, T])}, \|\tilde{g}\|_{C^{0,1}(A \times [0, T])} \leq E,
\end{equation}
\begin{equation}
\exists t_1 \in (0, T) \text{ such that } g(x, t) = \tilde{g}(x, t), \text{ for } 0 \leq t \leq t_1, x \in A.
\end{equation}

These last three assumptions on $g, \tilde{g}$ can be understood as visibility conditions:
\begin{equation}
g \geq 0 \text{ in } A \times [0, T],
\end{equation}
\begin{equation}
g(x, t) \geq \Phi_1 r_0^{-1} > 0, \text{ in } A^{2r_0} \times [0, T],
\end{equation}
assuming $A^{2r_0} \neq \emptyset$,
\begin{equation}
\left\| \frac{\tilde{g}}{g} - \left( \frac{\tilde{g}}{g} \right)_{A^{2r_0} \times [0, T]} \right\|_{L^2(A^{2r_0} \times [0, T])} \geq \Phi_0 > 0,
\end{equation}
where
\[
\left( \frac{\tilde{g}}{g} \right)_{A^{2r_0} \times [0, T]} = \frac{1}{|A^{2r_0}|} \int_{A^{2r_0} \times [0, T]} \frac{\tilde{g}}{g} \, d\sigma dt.
\]

Remark 2.3. We observe that, being $\left( \frac{\tilde{g}}{g} \right)_{A^{2r_0} \times [0, T]}$ the argmin of the function
\[
f : \mathbb{R} \rightarrow \mathbb{R}, \quad c \mapsto \left\| \frac{\tilde{g}}{g} - c \right\|_{L^2(A^{2r_0} \times [0, T])},
\]
we have that (2.2g) leads to
\[
\left\| \frac{\tilde{g}}{g} - c \right\|^2_{L^2(A^{2r_0} \times [0, T])} \geq \Phi_0, \quad \forall c \in \mathbb{R}.
\]
In this respect the hypothesis (2.2g) might be interpreted as a linear independence type condition in an integral form.
Assumptions on the surface impedance. Given a positive number $\gamma$, the surface impedance $\gamma$ of the unknown boundary $I$ is such that

$$\gamma \in C^{0,1}(I \times [0,T]), \quad \text{with} \quad \text{supp}\gamma \subset I \times [0,T]$$

and

$$0 \leq \gamma(x, t) \leq \gamma r_0^{-1}.$$

Remark 2.4. By [17], Theorem 6.46, page 141, if (2.1a)-(2.1c), (2.2a), (2.2b), (2.3) are fulfilled, there exists a unique solution $u$ of the problem (1.1), $u \in C^{1,\alpha}(\Omega \times [0,T])$ such that

$$\|u\|_{C^{1,\alpha}(\Omega \times [0,T])} \leq C_0\|g\|_{C^{0,1}(A \times [0,T])}, \quad \forall \alpha \in (0,1),$$

where $C_0$ is a positive constant depending on $n, \Omega, \gamma$.

From now on we shall fix an $\alpha, \alpha \in [1/2,1)$.

We denote by $\Omega_i, i = 1, 2$, two bounded domains in $\mathbb{R}^n$ satisfying (2.1) such that

$$\partial \Omega_i = \overline{A} \cup I_i, \quad A \cap I_i = \emptyset, \quad i = 1, 2,$$

where the accessible part $A$ of the boundary is the same for both sets and by $\gamma_i(x, t), i = 1, 2$, the boundary impedance on $I_i$. In the sequel we shall refer to the numbers $M, L, r_0, \Phi_0, \Phi_1, \gamma, r_0^2/T, \gamma r_0^2/t_1$, as the a priori data.

We denote then by $I_i^{r_0} = \{x \in I_i : \text{dist}(x, A) > r_0\}$.

Theorem 2.5. For $i = 1, 2$, let $u_i \in C^{1,\alpha}(\Omega \times [0,T])$ be the solution to (1.1) when $\Omega = \Omega_i, \gamma = \gamma_i$ and let $\tilde{u}_i \in C^{1,\alpha}(\Omega \times [0,T])$ be the solution to (1.1) when $\Omega = \Omega_i, \gamma = \gamma_i$, $g = \tilde{g}$. Let (2.1a)-(2.3) be satisfied. If, given $\varepsilon > 0$, we have

$$\|u_1 - u_2\|_{L^2(\Sigma \times (t_1,T))} \leq \varepsilon,$$

then

$$\|\tilde{u}_1 - \tilde{u}_2\|_{L^2(\Sigma \times (t_1,T))} \leq \varepsilon,$$

(2.5)

and

$$d_\mathcal{H}(\Omega_1, \Omega_2) \leq r_0 \eta(\varepsilon),$$

(2.6)

where $\eta$ is a continuous increasing function on $[0, +\infty)$ satisfying

$$\eta(s) \leq C|\log s|^{-\beta},$$

(2.7)

for every $0 < s < 1$, with $C > 0$ and $\beta$ depending on the a priori data only. Furthermore, for any $t \in (t_1, T)$,

$$\sup_{P \in I_2^{r_0}} |\gamma_2(Q, t) - \gamma_1(P, t)| \leq r_0^{-1}\eta(\varepsilon),$$

(2.8)

where $\eta$ is defined as in (2.7) up to a possible replacement of constants $C$ and $\beta$.

Here $d_\mathcal{H}$ stands for the Hausdorff distance.
3. Proof of Theorem 2.5

We first observe that the solution \( u_1 \in C^{1,\alpha}(\Omega_1 \times [0, T]) \) of problem (1.1) with boundary data \( g \) satisfying (2.2c) is such that
\[
(3.1) \quad u_1(x, t) > 0, \text{ in } \Omega_1 \times (0, T).
\]
Namely, by contradiction, if
\[
\min_{\Omega_1 \times [0, T]} u_1(x, t) = u_1(\bar{x}, \bar{t}) \leq 0,
\]
then, by maximum principle, the point \((\bar{x}, \bar{t})\) belongs to the parabolic boundary.

If \((\bar{x}, \bar{t}) \in A \times (0, T]\), by the Hopf lemma we would have \( \frac{\partial u_1}{\partial \nu}(\bar{x}, \bar{t}) < 0 \), which contradicts (2.2c). If \((\bar{x}, \bar{t}) \in I \times (0, T]\), again by the Hopf lemma we would have \( \frac{\partial u_1}{\partial \nu}(\bar{x}, \bar{t}) < 0 \), which contradicts the Robin condition that \( u_1 \) satisfies \( I \) because
\[
\frac{\partial u_1}{\partial \nu}(\bar{x}, \bar{t}) = -\gamma u_1(\bar{x}, \bar{t}) \geq 0.
\]
Then \((\bar{x}, \bar{t}) = (\bar{x}, 0)\),
\[
\min_{\Omega_1 \times [0, T]} u_1(x, t) = u_1(\bar{x}, 0) = 0
\]
and we get (3.1).

The same is true for \( u_2(x, t) \).

By (3.1) we can define, for \( i = 1, 2 \),
\[
(3.2) \quad \lambda_i(x, t) = \frac{\tilde{u}_i(x, t)}{u_i(x, t)} - 1, \text{ in } \Omega_i \times [t_1, T].
\]
By straightforward calculation we notice that \( \lambda_i(x, t) \) satisfies the problem
\[
(3.3) \begin{cases}
\partial_t \lambda_i(x, t) = \text{div}(u^2_i \nabla \lambda_i(x, t)), & \text{in } \Omega_i \times [t_1, T], \\
\lambda_i(x, t_1) = 0, & \text{in } \Omega_i, \\
u_i^2 \frac{\partial \lambda_i}{\partial \nu}(x, t) = u_i \tilde{g}(x, t) - \tilde{u}_i g(x, t), & \text{on } A \times [t_1, T], \\
u_i^2 \frac{\partial \lambda_i}{\partial \nu}(x, t) = 0, & \text{on } I_i \times [t_1, T].
\end{cases}
\]
With the change of variable (3.2) we can deal with the new problem (3.3), where we have a homogeneous Neumann condition on \( I_i \times [t_1, T] \).

By standard estimates of solutions of parabolic problems in [17], by (2.2b), (2.2c), (2.4), we have
\[
(3.4) \quad \|\lambda_i\|_{C^{1,\alpha}(\Omega_i \times [t_1, T])} \leq C,
\]
where \( \alpha \in (0, 1) \) and \( C \) depends on the a priori data only.

In the next propositions, whose proofs are postponed to Section 4, we provide stability estimates of unique continuation from Cauchy data when (2.5) holds true, and then a lower bound on \( u \), where \( u \) is a solution to (1.1), and a lower bound of the integral of \( \lambda_i \) in terms of the boundary data.

The proof of Theorem 2.5 will be obtained from such a sequence of propositions. We shall denote by \( G \) the connected component of \( \Omega_1 \cap \Omega_2 \) such that \( A \subset \overline{G} \).
Proposition 3.1 (Stability estimates of unique continuation from Cauchy data). Let the hypothesis of Theorem 2.5 be satisfied. Then there exists a positive constant $C$ depending on the a priori data only such that for $i = 1, 2$

\begin{equation}
(3.5) \quad \int_{\Omega_i \setminus G} u_i^2(x,t) \lambda_i^2(x,t) dx \leq C r_0^n \eta(\varepsilon) \quad \forall t \in [t_1, T],
\end{equation}

where $\eta$ is an increasing continuous function on $[0, +\infty)$ which satisfies

\[ \eta(s) \leq (\log |\log s|)^{-\beta_1}, \]

for every $0 < s < 1$, with $\beta_1 > 0$.

Proposition 3.2 (Improved stability estimates). Let the hypothesis of Proposition 3.1 be fulfilled. In addition, assume there exist constants $L_1 > 0$ and $r_1, 0 < r_1 \leq r_0$, such that $\partial G$ is of Lipschitz class with constants $r_1$ and $L_1$. Then there exists a positive constant $C$ depending on the a priori data and on $L_1, \frac{r_1}{r_0}$ such that, for $i = 1, 2$, (3.5) holds, where $\eta$ is an increasing continuous function on $[0, +\infty)$ satisfying

\[ \eta(s) \leq |\log s|^{-\beta_2}, \]

for every $0 < s < 1$, with $\beta_2 > 0$.

Proposition 3.3 (Lower bound on $u$). Let $u \in C^{1,\alpha}(\overline{\Omega} \times [0, T])$ be a solution to (1.1), where (2.1), (2.2a)–(2.2c), (2.2d), (2.2f) are satisfied. Let $t_1 \in (0, T)$. Then there exists a positive constant $c_0, 0 < c_0 < 1$, depending on the a priori data except $\Phi_0$, such that

\begin{equation}
(3.6) \quad u(x,t) \geq c_0 \quad \text{for } t \geq t_1, \ x \in \Omega.
\end{equation}

Proposition 3.4 (Lower bound on $\lambda_i$). Let the assumptions of Theorem 2.5 be satisfied. For every $\rho > 0$ and for every $x_0 \in \Omega_\rho$, we have for $i = 1, 2$, \n
\begin{equation}
(3.7) \quad \int_{t_1}^{T} \int_{B_\rho(x_0)} \lambda_i^2(x,t) dx dt \geq C_{\rho} r_0^{n+2} \Phi_0,
\end{equation}

where $C_{\rho} > 0$ is a constant depending on the a priori data and $\rho$ only.

To better deal with the Hausdorff distance, we recall the modified distance introduced in [2] (see also [10]).

Definition 3.5. We call the modified distance between $\Omega_1$ and $\Omega_2$ the number

\begin{equation}
(3.8) \quad d_m(\Omega_1, \Omega_2) = \max \left\{ \sup_{x \in \partial \Omega_1} \text{dist}(x, \overline{\Omega}_2), \sup_{x \in \partial \Omega_2} \text{dist}(x, \overline{\Omega}_1) \right\}.
\end{equation}

Note that

\begin{equation}
(3.9) \quad d_m(\Omega_1, \Omega_2) \leq d_H(\overline{\Omega}_1, \overline{\Omega}_2),
\end{equation}

but, in general, the reverse inequality does not hold. However, the following result holds true.

Proposition 3.6 ([2], Proposition 3.6). Let $\Omega_1$ and $\Omega_2$ be bounded domains satisfying (2.1c). There exist numbers $d_0 > 0, \tilde{r} \in (0, r_0]$, such that $\frac{d_0}{r_0}$ and $\frac{\tilde{r}}{r_0}$ depend on $L$ only and the following facts hold true. If

\begin{equation}
(3.10) \quad d_H(\overline{\Omega}_1, \overline{\Omega}_2) \leq d_0,
\end{equation}
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then there exists an absolute constant $C > 0$ such that
\begin{equation}
    d_H(\Omega_1, \Omega_2) \leq C d_m(\Omega_1, \Omega_2),
\end{equation}
and any connected component of $\Omega_1 \cap \Omega_2$ has a boundary of Lipschitz class with constants $\tilde{r}$, $L_1$ where $\tilde{r}$ is as above and $L_1 > 0$ depends on $L$ only.

The last tool we need for the proof of Theorem 2.5 is related to the quantitative form of the unique continuation property.

**Theorem 3.7** (Two–sphere one–cylinder inequality at the boundary). Let $\lambda, \Lambda$ and $R$ be positive numbers, with $\lambda \in (0, 1]$ and $t_0 \in \mathbb{R}$. Let $\mathcal{L}$ be a parabolic operator $\mathcal{L} = \partial_t (g^{ij}(x, t) \partial_j) - \partial_t$, where \( \{g^{ij}(x, t)\}_{i,j=1}^n \) is a real symmetric $n \times n$ matrix. For $\xi \in \mathbb{R}^n$, $(x, t), (y, \tau) \in \mathbb{R}^{n+1}$, assume that
\begin{equation}
    \lambda |\xi|^2 \leq \sum_{i,j=1}^n g^{ij}(x, t) \xi_i \xi_j \leq \lambda^{-1} |\xi|^2
\end{equation}
and
\begin{equation}
    \left( \sum_{i,j=1}^n (g^{ij}(x, t) - g^{ij}(y, \tau))^2 \right)^{1/2} \leq \frac{\Lambda}{R} (|x-y|^2 + |t-\tau|)^{1/2}.
\end{equation}
Let $u \in H^{2,1}(Q_{R,\varphi}^{t_0})$ be such that
\begin{equation}
    |\mathcal{L} u| \leq \Lambda \left( \frac{|\nabla u|}{R} + \frac{|u|}{R^2} \right), \quad \text{in } Q_{R,\varphi}^{t_0}
\end{equation}
and
\begin{equation}
    g^{ij} \frac{\partial u}{\partial x_j} (x, t) \nu_i = 0, \quad \forall (x, t) \in \Gamma_{R,\varphi}^{t_0}.
\end{equation}
There exist constants $s_1 \in (0, 1)$ and $C, C > 0$, depending on $\lambda, \Lambda$ and $L$ only such that for every $r, \rho \leq \rho \leq s_1 R$ we have
\begin{equation}
    \int_{B_r \cap \Omega} u^2(x, t_0) dx \leq \frac{CR^2}{\rho^2} \left( R^{-2} \int_{Q_{R,\varphi}^{t_0}} u^2 dx dt \right)^{1-\theta} \left( \int_{B_r \cap \Omega} u^2(x, t_0) dx \right)^\theta,
\end{equation}
where $\theta = \frac{1}{C \log \frac{R}{\rho}}$.

**Proof.** The proof can be obtained along the lines of [24, Theorem 3.3.5] through slight modifications due to the different boundary condition we have on $\Gamma_{R,\varphi}$ (see also [11], where a similar problem is studied). $\square$

An inequality similar to (3.12) can be obtained for cylinder and spheres entirely contained in the domain $\Omega$. We refer the interested reader to [24, Theorem 3.3.3].

We are now ready to begin with the proof of Theorem 2.5.

**Proof of Theorem 2.5** For the sake of brevity we denote $d = d_H(\Omega_1, \Omega_2)$ and $d_m = d_m(\Omega_1, \Omega_2)$. The proof follows the lines of the proof of [8, Theorem 4.1]. We shall sketch only the main items, using Propositions 3.1, 3.2, 3.3, 3.4, 3.6 and Theorem 3.7.

Let us prove first that if $\eta > 0$ is such that
\begin{equation}
    \int_{t_1}^T \int_{\Omega_1 \setminus G} u_1^2(x, t) \lambda_1^2(x, t) dx dt \leq r_0^{n+2} \eta,
\end{equation}
then there exists a constant $C$, depending on the a priori data only, such that
\begin{equation}
(3.14) \quad d_m \leq C r_0 \eta^K,
\end{equation}
where $K$ depends on the a priori data only.

By Proposition 3.3 (the lower bound on $u$) and by (3.13), we also have
\begin{equation}
(3.15) \quad \int_{t_1}^{T} \int_{\Omega \setminus G} \lambda_1^2(x,t) dx dt \leq c_0^{-2} r_0^{n+2} \eta.
\end{equation}

We may assume, without loss of generality, that there exists $x_0 = 0 \in I_1 \subseteq \partial \Omega_1$ such that
\[ \text{dist}(x_0, \overline{\Omega}_2) = d_m, \]
which implies, by (3.15),
\begin{equation}
(3.16) \quad \int_{t_1}^{T} \int_{B_{s_1} \cap \Omega_1} \lambda_1^2(x,t) dx dt \leq c_0^{-2} r_0^{n+2} \eta.
\end{equation}

We now apply to $\lambda_1(x,t)$ the two-sphere one-cylinder inequality at the boundary, that is, Theorem 3.7, with $r = d_m$, $\rho = s_1 r_0$ and $R = r_0$. First we observe that, by Proposition 3.3 and by the definition of $\lambda_1$,
\begin{equation}
(3.17) \quad \left( \int_{Q^0_{t_1 \varphi}} \lambda_1^2(x,t) dx dt \right) \leq c_0^{-2} \int_{Q^0_{t_1 \varphi}} \left| \tilde{u}_1(x,t) - u_1(x,t) \right|^2 dx dt \leq c_0^{-2} \int_{t_1}^{T} \int_{\Omega_1} \left| \tilde{u}_1(x,t) - u_1(x,t) \right|^2 dx dt = c_0^{-2} A r_0^{n+2}, \quad \forall t_0 \in [t_1, T],
\end{equation}
where $A = r_0^{-(n+2)} \int_{t_1}^{T} \int_{\Omega_1} \left| \tilde{u}_1(x,t) - u_1(x,t) \right|^2 dx dt$.

Integrating in (3.12) over the interval $[t_1, T]$, applying Holder’s inequality with exponent $\frac{1}{\theta}$, we get, assuming $d_m \leq s_1 r_0$ (since the other case follows trivially),
\begin{equation}
(3.18) \quad \int_{t_1}^{T} \int_{B_r \cap \Omega_1} \lambda_1^2(x,t) dx dt \leq \frac{C}{s_1^\theta} \left( \frac{1}{c_0} A r_0^{n+2} \right)^{1-\theta} \times \left( \int_{t_1}^{T} \int_{B_{s_1} \cap \Omega_1} \lambda_1^2(x,t) dx dt \right)^{\theta},
\end{equation}
with $\theta = \frac{1}{C \log \left( \frac{r_0}{d_m} \right)}$.

Let $x_1 \in B_{s_1 r_0} \cap \Omega_1$ such that $x_1 = 0 - \tau \sqrt{1 + L^2} \nu$. Then $B_\tau(x_1)$, with $\tau = \frac{d_m}{2(1 + \sqrt{1 + L^2})}$, is compactly contained in $B_{s_1 r_0} \cap \Omega_1$ and, by consequence,
\begin{equation}
(3.19) \quad \int_{t_1}^{T} \int_{B_\tau(x_1)} \lambda_1^2(x,t) dx dt \leq \int_{t_1}^{T} \int_{B_r \cap \Omega_1} \lambda_1^2(x,t) dx dt.
\end{equation}

By Proposition 3.4 (the lower bound on $\lambda_1$), we get
\begin{equation}
(3.20) \quad C_1 r_0^{n+2} \Phi_0 \leq \int_{t_1}^{T} \int_{B_\tau(x_1)} \lambda_1^2(x,t) dx dt,
\end{equation}
where $C_1$ depends on the a priori data.

Finally, collecting (3.16), (3.18), (3.19), (3.20), we get
\[ C_1 \Phi_0 \leq \frac{C}{s_1^\theta} \left( \frac{1}{c_0} A \right)^{1-\theta} c_0^{-2\theta} \eta^\theta, \]
that is,

\begin{equation}
\Phi_0 \leq C_4 \left( \frac{\eta}{A} \right)^{C \log \left( \frac{1}{d_m} \right)},
\end{equation}

where \( C_4 \) depends on the a priori data.

Assuming \( \frac{\eta}{A} < 1 \) (on the contrary \( 3.14 \) is trivial) and developing \( 3.21 \), we conclude that

\[
\left( \frac{d_m}{r_0} \right)^C \leq \left( \frac{\eta}{A} \right)^{C \log \frac{1}{d_m}},
\]

that is,

\[
d_m \leq C_5 r_0 \eta^{C \log \frac{1}{d_0}} = C_5 r_0 \eta^K,
\]

where \( C_5, K \) depend on the a priori data.

Let us now consider the Hausdorff distance \( d \). With no loss of generality, we may assume that there exists \( y_0 \in \overline{\Omega}_1 \) such that \( \text{dist}(y_0, \overline{\Omega}_2) = d \). Denote this by \( h = \text{dist}(y_0, \partial \Omega_1) \). We distinguish three cases:

i) \( h \leq \frac{d}{2} \).

Taking \( z_0 \in \partial \Omega_1 \) such that \( |y_0 - z_0| = h \), we have that \( d_m \geq \text{dist}(z_0, \overline{\Omega}_2) \geq d - h \geq \frac{d}{2} \), so that \( d \leq 2d_m \) and we get \( 3.14 \) for \( d \), instead of \( d_m \).

ii) \( h > \max \{ \frac{d}{2}, \frac{d_0}{2} \} \), with \( d_0 \) introduced in Proposition 3.6.

We want to apply to \( \lambda_1 \) the two-sphere one-cylinder inequality in the interior that is [24, Theorem 3.3.3], maintaining the notation of Theorem 3.7. Let us denote this by \( d_1 = \min \{ \frac{d}{2}, s_1d_0 \} \). Since \( d_1 < d \), we have \( B(d_1(y_0)) \subset \Omega_1 \setminus \Omega_2 \); since \( h > d_0/2 > s_1d_0/2 \), we have \( B_{s_2d_0/2}(y_0) \subset \Omega_1 \). We apply the above cited theorem with \( r = d_1, \rho = s_1d_0/2, R = d_0 \). Proceeding as in \( 3.17 \)–\( 3.21 \) we get \( 3.14 \) for \( d \).

iii) \( \frac{d}{2} < h \leq \frac{d_0}{2} \).

In this case \( d < d_0 \), and by Proposition 3.5 we get \( 3.14 \) for \( d \).

Finally, by using Propositions 3.1, 3.2, we get the thesis (2.8).

Let us now prove (2.8).

First we observe that, in general, the Hausdorff distances \( d_H(\overline{\Omega}_1, \overline{\Omega}_2) \) and \( d_H(\partial \Omega_1, \partial \Omega_2) \) are not equivalent. However, in our regularity assumptions, the estimate

\begin{equation}
d_H(\partial \Omega_1, \partial \Omega_2) \leq r_0 \eta(\varepsilon)
\end{equation}

can be derived from (2.6) using the arguments contained in the proof of Proposition 3.6 in [2]. We consider a point \( P \in I_1^{r_0} \), a point \( Q \in B_{2\eta(\varepsilon)}(P) \cap I_2^{r_0} \) and \( t \in (t_1, T) \).

With no loss of generality we may assume that \( P, Q \in \overline{\Omega}_1 \). Hence we have that for any \( t \in (t_1, T) \),

\[
|\gamma_2(Q, t) - \gamma_1(P, t)| \leq \left| \frac{\partial u_1}{\partial \nu}(P, t) \frac{1}{u_1(P, t)} - \frac{\partial u_1}{\partial \nu}(Q, t) \frac{1}{u_1(Q, t)} \right| + \left| \frac{\partial u_2}{\partial \nu}(Q, t) \frac{1}{u_2(Q, t)} - \frac{\partial u_1}{\partial \nu}(Q, t) \frac{1}{u_1(Q, t)} \right|.
\]

(3.23)
We can split the first term on the right hand side of (3.23) as follows:

$$\left| \frac{\partial u_1}{\partial \nu}(P,t) \frac{1}{u_1(P,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| \leq \left| \frac{\partial u_1}{\partial \nu}(P,t) \frac{1}{u_1(P,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| + \left| \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(P,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| .$$

From Remark 2.4 and Proposition 3.3 we can infer that

$$\left| \frac{\partial u_1}{\partial \nu}(P,t) \frac{1}{u_1(P,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| \leq C |P - Q| r_0^{-2},$$

where $C > 0$ is a constant depending on the a priori data only. Hence by (3.22) we can infer that

$$\left| \frac{\partial u_1}{\partial \nu}(P,t) \frac{1}{u_1(P,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| \leq r_0^{-1} \eta(\varepsilon),$$

up to a possible replacement of the constants $C$ and $\beta$ in (2.7).

Analogously we can split the second term on the right hand side of (3.23) as follows:

$$\left| \frac{\partial u_2}{\partial \nu}(Q,t) \frac{1}{u_2(Q,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| \leq \left| \frac{\partial u_2}{\partial \nu}(Q,t) \frac{1}{u_2(Q,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| + \left| \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_2(Q,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| .$$

From Remark 2.4 and Proposition 3.3 we can infer that

$$\left| \frac{\partial u_2}{\partial \nu}(Q,t) \frac{1}{u_2(Q,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| \leq C \left| \frac{\partial u_2}{\partial \nu}(Q,t) - \frac{\partial u_1}{\partial \nu}(Q,t) \right| + C |u_1(Q,t) - u_2(Q,t)| r_0^{-1},$$

where $C > 0$ is a constant depending on the a priori data only. Adapting to the present case the techniques of the proof of Proposition 3.2 we have that for any $t \in (t_1, T)$,

$$\|u_1(\cdot, t) - u_2(\cdot, t)\|_{C^1(I_2; r_0)} \leq \eta(\varepsilon).$$

Hence we have that

$$\left| \frac{\partial u_2}{\partial \nu}(Q,t) \frac{1}{u_2(Q,t)} - \frac{\partial u_1}{\partial \nu}(Q,t) \frac{1}{u_1(Q,t)} \right| \leq r_0^{-1} \eta(\varepsilon).$$

Combining (3.25) and (3.26) we obtain that for any $t \in (t_1, T)$,

$$|\gamma_2(Q,t) - \gamma_1(P,t)| \leq r_0^{-1} \eta(\varepsilon).$$

Being such an estimate independent from $P$, $Q$ and $t$, the thesis (2.8) follows. □
4. Proofs of Propositions

We proceed with the proof of Proposition 3.1. For this purpose we recall a result in [8] that will be used in the following (see also [10, 23]).

**Theorem 4.1.** Let Ω be a domain satisfying (2.1c). Let Σ be an open portion of ∂Ω satisfying

\[ \partial \Omega \cap B_{r_0}(P_1) \subset \Sigma, \]

for some \( P_1 \in \Sigma \). Let \( u \in H^{2,1}(\Omega \times (0, T)) \) be a solution to

\[
\begin{cases}
  u_t = \Delta u, & \text{in } \Omega \times (0, T), \\
  u(x, 0) = 0, & x \in \Omega,
\end{cases}
\]

satisfying

\[ \|u\|_{H^{3/2,3/4}(\Sigma \times (0, T))} \leq C \tau, \quad \|\frac{\partial u}{\partial \nu}\|_{H^{1/2,1/4}(\Sigma \times (0, T))} \leq C \tau, \]

where \( C \) depends on \( T, r_0 \). Then, for every \( t_0 \in [0, T] \), we have

\[ \|u(\cdot, t_0)\|_{L^2(B_{\bar{r}r_0}(P_2))} \leq C \|u\|_{H^{2,1}(\Omega \times (0, T))}^{1-\tau} \]

where \( P_2 = P_1 - \bar{t}r_0 \nu, \nu \) is the outer unit normal to \( \Omega \) at \( P_1, \tau, 0 < \tau < 1, \) is an absolute constant, \( \bar{t}, 0 < \bar{t} < 1/2, \) depends on \( L \) only, and \( C \geq 1 \) depends on \( L \) and \( r_0^2/T \) only.

**Proof of Proposition 3.1.** We prove the proposition for \( i = 1 \), the other case \( i = 2 \) being analogous. In [16] it is proved that there exists a function \( \tilde{d}(x) \), labeled regularized distance, \( \tilde{d} \in C^2(\Omega_1) \cap C^{1,1}(\bar{\Omega}_1) \), such that the following facts hold:

1. \( \xi_1 \leq \frac{\text{dist}(x, \partial \Omega_1)}{\tilde{d}(x)} \leq \xi_2, \)
2. \( |\nabla \tilde{d}(x)| \geq c_1 \) for every \( x \) such that \( \text{dist}(x, \partial \Omega_1) \leq br_0, \)
3. \( \|\tilde{d}\|_{C^{1,1}} \leq c_2r_0, \)

where \( \xi_1, \xi_2, c_1, c_2, b \) are positive constants depending on \( L \) only (see also [2] Lemma 5.2]). For \( r > 0 \) we define

\[ \tilde{\Omega}_{1,r} = \{ x \in \Omega_1 : \tilde{d}(x) > r \}. \]

By [2] Lemma 5.3], there exists a constant \( a, \) depending on \( L \) only, such that for every \( r, 0 < r \leq ar_0, \) \( \tilde{\Omega}_{1,r} \) is connected with boundary of class \( C^1 \) and the following facts hold true:

\[ \xi_1 r \leq \text{dist}(x, \partial \Omega_1) \leq \xi_2 r, \quad \forall x \in \partial \tilde{\Omega}_{1,r}, \]
\[ |\Omega_1 \setminus \tilde{\Omega}_{1,r}| \leq \xi_3 Mr_0^{n-1} r, \]
\[ |\partial \tilde{\Omega}_{1,r}|_{n-1} \leq \xi_4 Mr_0^{n-1}. \]

Also, for every \( x \in \partial \tilde{\Omega}_{1,r}, \) there exists \( y \in \partial \Omega_1 \) such that

\[ |y - x| = \text{dist}(x, \partial \Omega_1), \quad |\nu(x) - \nu(y)| \leq \xi_5 \frac{r}{r_0}. \]
Therefore plugging (4.9) into (4.10), we have

\[ \frac{1}{2} \int_{t_1}^{t} ds \int_{\omega_r} u^2 \lambda_{1t} \lambda_1 dx = \frac{1}{2} \int_{t_1}^{t} u^2 \lambda_1^2 |t_1| dx - \int_{t_1}^{t} ds \int_{\omega_r} \lambda_1^2 u_1 u_{1t} dx \]

(4.10)

Therefore plugging (4.9) into (4.10), we have

\[ C_1 \int_{t_1}^{t} \lambda_1^2 |x,t| dx + C_2 \left( \int_{t_1}^{t} ds \int_{\omega_r} \lambda_1^2 dx + T \max_{t_1 \leq t \leq T} \int_{\partial \omega_r} \left| \frac{\partial \lambda_1}{\partial \nu} \right| d\sigma \right) \]

(4.11)
for $t_1 \leq t \leq T$, where $C_1, C_2$ depend on a priori data, except $\Phi_0$. Denoting by $\tilde{t}$, $\tilde{t} \in [t_1, t]$, where the maximum is achieved, by the Gronwall inequality we obtain

$$\int_{\omega_r} \lambda_1^2(x, t) dx \leq C T \int_{\partial \omega_r} \left| \frac{\partial \lambda_1(x, \tilde{t})}{\partial \nu} \right| d\sigma, \quad \forall t \in [t_1, T],$$

(4.12)

where $C$ is a constant depending on the a priori data, except $\Phi_0$.

Recalling that $\partial \omega_r \subset \tilde{\Gamma}_{1,r} \cup \tilde{\Gamma}_{2,r}$, we distinguish two situations: either $x \in \tilde{\Gamma}_{1,r}$ or $x \in \tilde{\Gamma}_{2,r}$. Let $x \in \tilde{\Gamma}_{1,r}$. By (4.1) $\text{dist}(x, \partial \Omega_1) \leq \xi_2 r$. On the other hand $\text{dist}(x, \Sigma) > \xi_2 r$ (see [2, Proposition 3.1]). Hence there exists $y \in \partial \Omega_1 \setminus \Sigma$ such that $|y - x| = \text{dist}(x, \partial \Omega_1) \leq \xi_2 r$. Since $\frac{\partial \lambda_1}{\partial \nu} = 0$ on $I_1 \times [t_1, T]$, by (3.4), (4.1), (4.4)

$$\left| \frac{\partial \lambda_1(x, \tilde{t})}{\partial \nu} \right| \leq C \frac{r}{r_0^3},$$

(4.13)

which implies

$$\int_{\tilde{\Gamma}_{1,r}} \left| \frac{\partial \lambda_1(x, \tilde{t})}{\partial \nu} \right| d\sigma \leq C r r_0^{-3},$$

(4.14)

where $C$ is a constant depending on the a priori data, except $\Phi_0, \Phi_1$. Let us now consider $x \in \tilde{\Gamma}_{2,r}$. As before there exists $y \in \partial \Omega_1 \setminus \Sigma$ such that $|y - x| = \text{dist}(x, \partial \Omega_2) \leq \xi_2 r$. Since $\frac{\partial \lambda_2}{\partial \nu} = 0$ on $I_2 \times [t_1, T]$, we have that

$$\left| \frac{\partial \lambda_1(x, \tilde{t})}{\partial \nu} \right| \leq \left| \nabla \lambda_1(x, \tilde{t}) - \nabla \lambda_2(x, \tilde{t}) \right| + \left| \nabla \lambda_2(x, \tilde{t}) - \nabla \lambda_2(y, \tilde{t}) \right|.$$

Thus we get

$$\int_{\tilde{\Gamma}_{2,r}} \left| \frac{\partial \lambda_1(x, \tilde{t})}{\partial \nu} \right| d\sigma \leq C r r_0^{-3} + \int_{\tilde{\Gamma}_{2,r}} \left| \nabla \lambda_1(x, \tilde{t}) - \nabla \lambda_2(x, \tilde{t}) \right| d\sigma,$$

(4.15)

where $C$ is a constant depending on the a priori data, except $\Phi_0, \Phi_1$.

Let us consider the integral on the right hand side of (4.15). First observe that

$$\nabla \lambda_1 - \nabla \lambda_2 = \frac{1}{(u_1 u_2)^2} \left\{ u_1 u_2^2 (\nabla \tilde{u}_1 - \nabla \tilde{u}_2) - \tilde{u}_1 u_2^2 (\nabla u_1 - \nabla u_2) + u_2^2 \nabla \tilde{u}_2 (u_1 - u_2) - u_2^2 \nabla u_2 (\tilde{u}_1 - \tilde{u}_2) + (u_2^2 - u_1^2) (u_2 \nabla \tilde{u}_2 - \tilde{u}_2 \nabla u_2) \right\}.$$

(4.16)

Now labeling $w = u_1 - u_2$, $\tilde{w} = \tilde{u}_1 - \tilde{u}_2$ and taking into account (4.15) and (4.16), we get

$$\int_{\tilde{\Gamma}_{2,r}} \left| \frac{\partial \lambda_1(x, \tilde{t})}{\partial \nu} \right| d\sigma \leq C r r_0^{-2} \left( \frac{r}{r_0} + r_0 \max_{x \in \tilde{V}_r} \left| \nabla \tilde{w}(x, \tilde{t}) \right| + r_0 \max_{x \in \tilde{V}_r} \left| \nabla w(x, \tilde{t}) \right| + \max_{x \in \tilde{V}_r} \left| \tilde{w}(x, \tilde{t}) \right| + \max_{x \in \tilde{V}_r} \left| w(x, \tilde{t}) \right| \right),$$

where $C$ is a constant depending on the a priori data, except $\Phi_0, \Phi_1$. To evaluate the maximum of $w, \tilde{w}$ and their gradients we can proceed as in [8, Proposition 5.3].
Let us briefly sketch the main items of this proof for $\nabla w$, for instance. Suppose \[
\max_{x \in V_r} |\nabla w(x, \bar{t})| = |\nabla w(\bar{x}, \bar{t})| = \|\nabla w(\cdot, \bar{t})\|_{L^\infty(B_r(\bar{x}))},
\] with $\bar{r} \in V_r$. By interpolation inequality (see [8, A2, page 553, with $\alpha = 1/2$]), (2.2c) and (2.4), we have
\[
\|
\nabla w(\cdot, \bar{t})\|_{L^\infty(B_r(\bar{x}))} \leq \frac{C r_0}{r^{1 + \frac{1}{2(p-2)}}} \left( \int_{B_r(\bar{x})} w^2(x, \bar{t}) \, dx \right)^{\frac{1}{p-2}}.
\]
where $C$ depends on the a priori data, except $\Phi_0, \Phi_1$. Now, in order to apply Theorem 4.1, we estimate $\|w\|_{H^{3/2,1/2}(\Sigma \times (t_1, T))} = \|u_1 - u_2\|_{H^{3/2,1/2}(\Sigma \times (t_1, T))}$ in terms of $\|u_1 - u_2\|_{L^2(\Sigma \times (t_1, T))}$ and of the a priori data. The functions $w, w_t, w_{tt}$ satisfy the problem
\[
\begin{align*}
\Delta w(x, t) &= w_t(x, t), & \text{in } G, \\
\frac{\partial w}{\partial n}(x, t) &= 0, & \text{on } A.
\end{align*}
\]
and, similarly, we may think of $w_t(\cdot, t)$, for a fixed $t \in (0, T)$, as the solution of the elliptic problem
\[
\begin{align*}
\Delta w_t(x, t) &= w_{tt}(x, t), & \text{in } G, \\
\frac{\partial w_t}{\partial n}(x, t) &= 0, & \text{on } A.
\end{align*}
\]
By $L^p$ regularity estimates (see [12]), by (4.18), (4.19), by trace inequalities and by the immersion of $W^{2-1/p}_p$ in $H^{2-1/p}$ for $p > 2$, we have
\[
\sup_{t \in [0, T]} (\|w(\cdot, t)\|_{H^{2-1/p}(\Sigma)} + \|w_t(\cdot, t)\|_{H^{2-1/p}(\Sigma)}) \leq C \|g\|_{C^{1,1}(A \times (0, T))},
\]
for any $p > 2$, where $C$ depends on $L, r_0^2/T$ only. Therefore
\[
\|w\|_{H^{\alpha,\alpha/2}(\Sigma \times (0, T))} \leq C \|g\|_{C^{1,1}(A \times (0, T))},
\]
with $\alpha = 2 - 1/p > 3/2$, where $C$ depends on $L, r_0^2/T$ only. By interpolation we have
\[
\|w\|_{H^{3/2,3/4}(\Sigma \times (0, T))} \leq C \|w\|_{H^{\alpha,\alpha/2}(\Sigma \times (0, T))} \|w\|_{L^2(\Sigma \times (0, T))}^{\theta},
\]
where $\theta$ is given by $(1-\theta)\alpha = 3/2$ (see [18]). By (2.2c), (2.5), (4.20), (4.21), choosing $p = 4$ we have
\[
\|w\|_{H^{3/2,3/4}(\Sigma \times (0, T))} \leq C \varepsilon^{1/7},
\]
where $C$ depends on $L, E, r_0^2/T$ only. Let $P_1 \in \Sigma$ be such that $\partial \Omega \cap B_{r_0}(P_1) \subset \Sigma$. By Theorem 4.1 and (4.22), we get

$$\|w(\cdot, \bar{t})\|_{L^2(B_{r_0}(P_2))} \leq C \varepsilon^{7/4},$$

where $P_2, \bar{t}, \bar{r}$ are as in the above theorem, $C \geq 1$ depends on $L, E, r_0^2/T$ only and $\bar{t}$ is the point in (4.12). Let $\sigma$ be an arc in $\bar{V}_r$ joining $\bar{r}$ with $P_2$ (since $\bar{r}r_0 > r$, the point $P_2 \in \bar{V}_r$). Let us define $\{x_i\}, i = 1, 2, \ldots, s$, as follows: $x_1 = P_2, x_{i+1} = \sigma(\eta_i)$, where $\eta_i = \max\{\eta : |x_\sigma(\eta) - x_i | = 2\bar{r}\}$ if $|x_i - \bar{r}| > 2\bar{r}$; otherwise $i = s$ and stop the process. By construction, the balls $B_{\sigma}(x_i)$ are pairwise disjoint, $|x_{i+1} - x_i | = 2\bar{r}$, for $i = 1, 2, \ldots, s - 1$, $|x_s - \bar{r}| \leq 2\bar{r}$. Notice that $s \leq \frac{C}{\bar{r}}$, where $C$ depends on $M$ only. By an iterated application of the two-sphere one-cylinder inequality over the chain of balls $B_{\sigma}(x_i)$, for $r_1 = \frac{\bar{r}}{26\sqrt{2}} r$, by (2.24), (2.4), (4.8), (4.14), (4.15), (4.17), (4.12), (4.23), (4.17), we get, for $t_1 \leq t \leq T$,

$$\int_{\Omega_1 \setminus \bar{G}} u_1^2(x, t) \lambda_1^2(x, t) dx \leq Cr_0^2 \left( \frac{r_1}{r_0} + \frac{r_0}{r} \right)^{\frac{4n+10}{3n+6}} e^{\frac{2\bar{r} + \bar{r}}{3n+6}} ,$$

where $C$ depends on the a priori data, except $\Phi_0$. With a suitable choice of $r = r(\varepsilon)$, by standard arguments we get the thesis.

Proof of Proposition 3.2. By the use of the divergence theorem over the Lipschitz domains $\Omega_1$ and $G$ and the same arguments based on the application of the Gronwall inequality developed in Proposition 3.1 we have that

$$\int_{\Omega_1 \setminus \bar{G}} \lambda_1^2(x, t) dx \leq Cr_0^2 \int_{\partial(\Omega_1 \setminus \bar{G})} |\partial_\nu \lambda_1(x, \bar{t})| d\sigma,$$

where $\bar{t} \in [t_1, t]$ is the point where $\int_{\partial(\Omega_1 \setminus \bar{G})} |\partial_\nu \lambda_1(x, t)| d\sigma$ achieves its maximum, and $C > 0$ is a constant depending on the a priori data only. Moreover, we observe that $\partial(\Omega_1 \setminus \bar{G}) \subset (\partial \Omega_1 \setminus A) \cup (\partial \Omega_2 \cap \partial G \setminus A_{T_0}^{\frac{n}{2}})$, where $A_{T_0}^{\frac{n}{2}} = \{ x \in \bar{G}, \text{dist}(x, A_{T_0}^{\frac{r_0}{2}}) \leq \frac{r_0}{2} \}$.

Since $\partial_\nu \lambda_1 = 0$ on $\partial \Omega_1 \setminus A$ and since $\partial_\nu \lambda_2 = 0$ on $\partial \Omega_2 \setminus A$, we found that

$$\int_{\Omega_1 \setminus \bar{G}} \lambda_1^2(x, t) dx \leq Cr_0^2 \int_{(\partial \Omega_2 \cap \partial G) \setminus U_{T_0}^{\frac{n}{2}}} |\partial_\nu \lambda_1(x, \bar{t}) - \partial_\nu \lambda_2(x, \bar{t})| dx \leq C_1 r_0^{n+1} \max_{\partial G} |\nabla \lambda_1(x, \bar{t}) - \nabla \lambda_2(x, \bar{t})|,$$

where $C_1$ is a constant depending on the a priori data only. By the same argument of Proposition 3.1 and using the same notation we get

$$\int_{\Omega_1 \setminus \bar{G}} \lambda_1^2(x, t) dx \leq Cr_0^n \left( \max_{\partial G} |w| + \max_{\partial G} |\tilde{w}| + r_0 \max_{\partial G} |\nabla w| + r_0 \max_{\partial G} |\nabla \tilde{w}| \right),$$

where $C_2$ is a constant depending on the a priori data only.

In order to control the maximum of $w, \tilde{w}$ and their gradients we argue as in Proposition 5.4 of [9]. We carry out our analysis for the term $\nabla w$, the other cases being analogous. Let $P_1 \in \Sigma$ be such that $\partial \Omega \cap B_{r_0}(P_1) \subset \Sigma$. Now by Theorem 4.1, arguing as to achieve (4.23), we may obtain

$$\|w(\cdot, \bar{t})\|_{L^2(B_{r_0}(P_2))} \leq \tilde{C} \varepsilon^{\frac{\bar{r}}{T}},$$

where $P_2 = P_1 - \theta r_0 \nu, \theta, \bar{r}$ are as in the above theorem, and $\tilde{C} > 1$ depends on $L, E, r_0^2/T$. 
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Given $z \in \mathbb{R}^n, \xi \in \mathbb{R}^n, |\xi| = 1, \theta > 0, r > 0$, we shall denote by
\begin{equation}
(4.27) \quad C(z, \xi, \theta, r) = \{ x \in \mathbb{R}^n : \frac{(x-z) \cdot \xi}{|x-z|} > \cos(\theta), |x-z| < r \}
\end{equation}
the intersection of the ball $B_r(z)$ and the open cone having vertex $z$, axis in the direction $\xi$ and width $2\theta$. Since $\partial G$ is of Lipschitz class with constant $r_1, L_1$ for any $z \in \partial G$, there exists $\xi \in \mathbb{R}^n, |\xi| = 1$, such that $C(z, \xi, \theta, r_1) \subset G$, where $\theta = \arctan \frac{r}{L_1}$.

Let $(\bar{x}, \bar{t}) \in \partial G$ be such that $|\nabla w(\bar{x}, \bar{t})| = \|\nabla w(\cdot, \bar{t})\|_{L^\infty(\partial G)}$. Now dealing as in Proposition 5.4 in [8], we combine the inequality (4.26) with an iterated use of the two–sphere and one–cylinder inequality (Theorem 3.7) within the cone $C(\bar{x}, \xi, \theta, r_1)$ obtaining the following estimate:
\begin{equation}
(4.28) \quad \|w(\cdot, \bar{t})\|_{L^2(B_{\rho_{k}(r)}(x_k(r)))} \leq C \left(1 + \frac{T^2}{\rho_{k}(r)}\right)^{1-\frac{1}{k}} \varepsilon^{\beta_1+\frac{1}{k(r)-1}},
\end{equation}
with
\[ \rho_0 = a_1 \sin \theta, \quad \rho_k = \chi \rho_{k-1}, \quad d_1 = a_1(1 - \sin \theta), \]
\[ \frac{\log \frac{r}{\rho_0}}{\log \chi} \leq k(r) - 1 \leq \frac{\log \frac{r}{\rho_0}}{\log \chi} + 1, \]
where $0 < \bar{r} < 1, 0 < \beta_1 < 1, 0 < \chi < 1, a_1 > 0$ are positive constants depending on the a priori data only and where $x_k(r)$ is a point lying on the axis $\xi$ of the cone $C(\bar{x}, \xi, \theta, r_1)$ at a distance $\chi^{k(r)-1} d_1 + \rho_k(r)$ from $\bar{x}$ with $0 < r < d_1$. By the interpolation inequality (4.17) recalled in the proof of Proposition 3.1 and the definition of $\rho_k(r)$, we have that (4.28) leads to
\begin{equation}
(4.29) \quad \|\nabla w(\cdot, \bar{t})\|_{L^\infty(B_{\rho_{k}(r)}(x_k(r)))} \leq \frac{C}{r_0} \chi^{\beta_1(1-k(r))} \varepsilon^{\beta_2+\frac{1}{k(r)-1}},
\end{equation}
where $C > 0, 0 < \beta_2 < 1, 0 < \beta_3 < 1$ are constants depending on the a priori data only. We consider the point $x_r = \bar{x} + r \xi$. We have that $x_r \in B_{\rho_{k}(r)}(x_k(r))$. From (4.29) and from the $C^{1,\alpha}$ regularity of $w$ we have that
\begin{equation}
(4.30) \quad |\nabla w(\bar{x}, \bar{t})| \leq \frac{C}{r_0} \left( \left( \frac{r}{r_0} \right)^{\alpha} + \chi^{\beta_3(1-k(r))} \varepsilon^{\beta_2+\frac{1}{k(r)-1}} \right),
\end{equation}
where $C > 0$ depends on the a priori data only. Minimizing with respect to $r$ we obtain the desired estimate. \hfill \Box

Let us now consider the proofs of Proposition 3.3. For this purpose we need a Harnack inequality in the interior and its version at the boundary. The first tool can be found in [19]; we recall it for the reader’s convenience.

Let $A(x, t)$ be a symmetric matrix, $A(x, t) \in L^\infty(\mathbb{R}^{n+1})$, such that
\begin{equation}
(4.31) \quad \lambda^{-1} |\xi|^2 \leq A(x, t) \xi \cdot \xi \leq \lambda |\xi|^2, \quad \forall (x, t) \in \mathbb{R}^{n+1}, \forall \xi \in \mathbb{R}^n,
\end{equation}
with $\lambda \geq 1$.

Theorem 4.2 (Harnack inequality in the interior; [19], Theorem 2, page 104). Let $A(x, t)$ be a symmetric matrix, $A(x, t) \in L^\infty(\mathbb{R}^{n+1})$, satisfying (4.31); let $R > 0, d \in (0, R), T > 0$. Let $u(x, t) > 0$ be a weak solution of the equation
\[ \text{div}(A(x, t) \nabla u) - \partial_t u = 0, \quad \text{in} \quad B_R \times (0, T). \]
Let $T$ be a bounded domain, and let $\partial \Omega$ be of class $C^{1,\alpha}$ with constants $L, r_0$. Suppose $0 \in \partial \Omega$ and let

$\Gamma := \partial \Omega \cap B_{r_0}$.

Let $\gamma(x,t) \in L^\infty(\Gamma \times (0,T])$ such that

$$0 \leq \gamma(x,t) \leq \gamma_0^{-1} \quad \text{on } \Gamma \times (0,T] \text{ a.e.}$$

Let $u(x,t) > 0$ be a weak solution to the problem

$$\begin{cases}
\text{div}(A(x,t)\nabla u) - \partial_t u = 0, & (B_{r_0} \cap \Omega) \times (0,T], \\
A(x,t)\nabla u \cdot \nu + \gamma(x,t)u = 0, & \Gamma \times (0,T].
\end{cases}$$

Then, if $(y,s), (x,t) \in B_{R-d} \times (0,T]$, $d^2 \leq s < t \leq T$, we have

$$u(y,s) \leq C_1 \ u(x,t),$$

where $C_1 = \exp c_0 \left\{ \frac{|x-y|^2}{t-s} + \frac{t-s}{t^2} + 1 \right\}$, with $c_0$ depending only on $\lambda$ and $n$.

**Proposition 4.3** (Harnack inequality at the boundary). Let $\Omega \subseteq \mathbb{R}^n$ be a bounded domain, and let $\partial \Omega$ be of class $C^{1,\alpha}$ with constants $L, r_0$. Suppose $0 \in \partial \Omega$ and let

$\Gamma := \partial \Omega \cap B_{r_0}$.

Let $\gamma(x,t) \in L^\infty(\Gamma \times (0,T])$ such that

$$0 \leq \gamma(x,t) \leq \gamma_0^{-1} \quad \text{on } \Gamma \times (0,T] \text{ a.e.}$$

Let $u(x,t) > 0$ be a weak solution to the problem

$$\begin{cases}
\text{div}(A(x,t)\nabla u) - \partial_t u = 0, & (B_{r_0} \cap \Omega) \times (0,T], \\
A(x,t)\nabla u \cdot \nu + \gamma(x,t)u = 0, & \Gamma \times (0,T].
\end{cases}$$

Then, if $(y,s), (x,t) \in B_{R-d} \times (0,T]$, $d^2 \leq s < t \leq T$, we have

$$u(y,s) \leq C_1 \ u(x,t),$$

where $C_1 = \exp c_0 \left\{ \frac{|x-y|^2}{t-s} + \frac{t-s}{t^2} + 1 \right\}$, with $c_0$ depending only on $\lambda$ and $n$.

The proof of Proposition 4.3 is postponed to Section 5.

**Remark 4.4.** Let us observe that the result of the above Proposition 4.3 holds true, weakening the regularity assumptions on the boundary ($C^{0,1}$ instead of $C^{1,\alpha}$).

**Proof of Proposition 3.3.** Set $y_0 \in A_{2r_0}$ and set $t_2 := \frac{1}{2}$. First we prove that there exists $\delta \in (0,\frac{1}{4})$ and $K_0 > 0$ such that if $y_1 = y_0 - 2r_0\nu$, we get

$$u(y_1, t_2) \geq K_0,$$

where $\delta, K_0$ depend on $\Phi_1, E, M, L, \gamma$.

In fact, by the Lagrange theorem, we have, for $\tau > 0$,

$$u(y_0 - \tau \nu, t_2) - u(y_0 - 2\tau \nu, t_2) = \nabla u(y_0 - \eta \nu, t_2) \cdot \nu \tau,$$

where $\eta \in (\tau, 2\tau)$. By (2.4) we get

$$\nabla u(y_0 - \eta \nu, t_2) \cdot \nu \geq \nabla u(y_0, t_2) \cdot \nu - C_0 \|g\|_{C^{0,1}(A \times [0,T])} \frac{\eta^\alpha}{r_0^{1+\alpha}}.$$

Inserting (4.33) in (4.32), by (2.2f), (2.2c), we obtain

$$u(y_0 - \tau \nu, t_2) \geq \nabla u(y_0, t_2) \cdot \nu \tau - C_0 E \frac{\eta^\alpha}{r_0^{1+\alpha}} \tau$$

$$\geq g(y_0, t_2) \tau - C_0 E \frac{(2\tau)^\alpha}{r_0^{1+\alpha}} \tau \geq \frac{\tau}{r_0} (\Phi_1 - C_0 E (\frac{2\tau}{r_0})^\alpha).$$

Choosing $\tau = \gamma = \frac{r_0}{2} \min \left\{ \left( \frac{\Phi_1}{2 C_0 E} \right)^{1/\alpha}, 1 \right\}$, we conclude that

$$u(y_0 - \tau \nu, t_2) \geq \frac{\Phi_1}{2} \left( \frac{\Phi_1}{2 C_0 E} \right)^{1/\alpha} =: K_0.$$
Defining $2r_0\delta = \tau$, that is,
\begin{equation}
\delta = \min \left\{ \frac{1}{4}, \frac{1}{4}, \left( \frac{\Phi_1}{2C_0E} \right)^{1/\alpha} \right\},
\end{equation}
we get (4.35).

In order to estimate from below $u(x, t)$ for $(x, t) \in \Omega \times [t_1, T]$, we proceed in two steps. Let $\eta \in (0, \delta)$ to be determined later, while $\delta$ is defined in (4.40). In the first step we get such an estimate for $(x, t) \in \Omega_{\eta r_0} \times [\frac{3}{4}t_1, T]$, making use of the Harnack inequality in the interior. In the second step we achieve such an estimate for $(x, t) \in (\Omega \setminus \Omega_{\eta r_0}) \times [t_1, T]$, making use of the Harnack inequality at the boundary and of the result of the first step.

Recall that
\[ \Omega_{\eta r_0} = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \eta r_0 \}. \]

1st step. Let $x \in \Omega_{\eta r_0}$, $t \in [\frac{3}{4}t_1, T]$ and let $\sigma : [0, 1] \rightarrow \Omega_{\eta r_0}$ be a curve joining $y_1$ to $x$. As usual, we construct a chain of balls $B_{\eta r_0}(y_i)$, $i = 1, 2, \ldots, N$. Let us define $\{ y_i \}$, $i = 1, 2, \ldots, N$, as follows: $y_1 = y_1$, $y_{i+1} = \sigma(s_i)$, where $s_i = \max\{ s : \sigma(s) - y_i = \frac{\eta r_0}{2} \}$ if $|y_i - x| > \frac{\eta r_0}{2}$; otherwise $i = N$ and stop the process. By construction the balls $B_{\eta r_0}(y_i)$ are pairwise disjoint, $|y_{i+1} - y_i| = \frac{\eta r_0}{2}$, for $i = 1, \ldots, N - 1$, $|y_N - x| \leq \frac{\eta r_0}{2}$. Let us divide the interval $[t_2, t]$, where $t_2 = \frac{t_1}{2}$, into $N$ equal parts $h = \frac{T - t_1}{N}$ by the points $\tau_j$, where $\tau_1 = t_2$, $\tau_j = t_2 + (j - 1)h$, $j = 2, \ldots, N + 1$.

Now we apply, for $j \leq N - 1$ fixed, the Harnack inequality in the interior (Theorem 4.2) in the cylinder
\[ B_{\eta r_0}(y_j) \times (0, \tau_{j+1}]. \]
Since $(y_j, \tau_j)$, $(y_{j+1}, \tau_{j+1}) \in B_{\eta r_0}(y_j) \times (0, \tau_{j+1}]$ and $\tau_j \geq t_2$, denoting by
\begin{equation}
d_1 = \min\{ \sqrt{t_2}, \frac{\eta r_0}{2} \},
\end{equation}
we get
\[ u(y_j, \tau_j) \leq \exp \left\{ \frac{|y_j - y_{j+1}|^2}{\tau_{j+1} - \tau_j} + \frac{\tau_{j+1} - \tau_j}{d_1^2} + 1 \right\} u(y_{j+1}, \tau_{j+1}), \]
where $c$ is an absolute constant. Recalling $t \geq \frac{3}{4}t_1$, we estimate
\begin{equation}
\frac{|y_j - y_{j+1}|^2}{\tau_{j+1} - \tau_j} + \frac{\tau_{j+1} - \tau_j}{d_1^2} + 1 \leq \left( \frac{\eta r_0}{2} \right)^2 N \frac{T - \frac{t_1}{2}}{d_1^2} + 1 =: K_1.
\end{equation}
Iterating the process we get, by (4.39),
\begin{equation}
K_0 e^{-c(N-1)K_1} \leq u(y_N, \tau_N).
\end{equation}
We again apply Theorem 4.2 in
\begin{equation}
B_{\eta r_0}(y_N) \times (0, t].
\end{equation}
Since $y_N, x \in B_{\frac{3}{4}r_0}(y_N)$, denoting
\[ d_2 = \min\{ \sqrt{t_2}, \frac{\eta r_0}{4} \}, \]
we get
\begin{equation}
(4.45) \quad e^{-c'K_2}u(y_N, \tau_N) \leq u(x, t),
\end{equation}
where
\begin{equation}
(4.46) \quad K_2 = \frac{N(\eta r_0)^2}{t_1} + \frac{T - \frac{t_1}{2}}{\min\{16t_2, (\eta r_0)^2\}} + 1,
\end{equation}
with $c'$ an absolute constant.

By (4.43), (4.45), we obtain
\begin{equation}
(4.47) \quad K_0e^{-c(N-1)K_1-c'K_2} \leq u(x, t).
\end{equation}
Since $N \leq \frac{|\Omega|}{c_n(\frac{\eta r_0}{4})^n} \leq c_n \frac{M}{\eta^n}$, by (4.47) we can conclude that
\begin{equation}
(4.48) \quad K_3 \leq u(x, t), \quad \text{for } x \in \Omega_{\eta r_0}, \ t \in \left[\frac{3}{4}t_1, T\right],
\end{equation}
where
\begin{equation}
(4.49) \quad K_3 = K_0 \exp\left\{-c \left[\frac{r_0^2}{t_1} \frac{M^2}{\eta^{2n-1}} + \frac{M}{\eta^n} + \frac{T - \frac{t_1}{2}}{\min\{2t_1, (\eta r_0)^2\}} + 1\right]\right\},
\end{equation}
with $c$ an absolute constant.

2nd step. Let $(\bar{x}, \bar{t}) \in (\Omega \setminus \Omega_{\eta r_0}) \times [t_1, T]$. Let $x_0 \in \partial \Omega$ such that
\[|\bar{x} - x_0| = \min_{y \in \partial \Omega} |y - \bar{x}|,
\]
which implies $|\bar{x} - x_0| \leq \eta r_0$. Suppose $x_0 = 0$. Now we apply the Harnack inequality at the boundary; with reference to the notation of Proposition 4.3, we set
\begin{align}
(4.50) \quad r &= 8\eta r_0, \\
(4.51) \quad T_1 &= \bar{t} - r^2, \\
T &= \bar{t}.
\end{align}
We now have to satisfy condition (4.34) of Proposition 4.3 and the condition $T_1 = \bar{t} - r^2 \geq \frac{3}{4}t_1$, since estimate (4.48) holds for $t \in \left[\frac{3}{4}t_1, T\right]$.

The second condition implies, since $\bar{t} \geq t_1$,
\begin{equation}
(4.52) \quad \eta \leq \frac{\sqrt{T_1}}{16r_0}.
\end{equation}
The first condition is
\[8\eta r_0 \leq \min\{\bar{\theta}r_0, 8\eta r_0, \sqrt{\frac{3t_1}{4}}\},
\]where $\bar{\theta}$ as in Proposition 4.3; that is,
\begin{equation}
(4.53) \quad \eta \leq \min\left\{\frac{\bar{\theta}}{8}, \frac{\sqrt{3t_1}}{16r_0}\right\}.
\end{equation}
Taking into account $\eta \in (0, \delta]$, by (4.52) we can choose
\begin{equation}
(4.54) \quad \eta = \min\left\{\delta, \frac{\bar{\theta}}{8}, \frac{\sqrt{T_1}}{16r_0}\right\}.
\end{equation}
Applying the Harnack inequality at the boundary, by \((4.48)\) and since \(B_{2r_0} \cap \Omega_{r_0} \neq \emptyset\), we obtain

\[
K_3 \leq \max_{(B_{2r_0} \cap \Omega) \times [\tau - r^2, \tau - \frac{3}{4}r^2]} u(x, t) \leq C_1 \min_{(B_{2r_0} \cap \Omega) \times [\tau - r^2, \tau]} u(x, t) \leq C_1 u(x, t),
\]

where \(C_1\) depends on \(L, \tau\).

Finally, collecting \((4.55)\), \((4.48)\), we can conclude that

\[
\min(K_3, K_3) \leq u(x, t), \quad \text{in } \Omega \times [t_1, T],
\]

where \(K_3\) is defined in \((4.49)\), \(\eta\) is defined in \((4.54)\) and \(C_1\) depends on \(L, \tau\). We get the thesis, denoting it by \(c_0 = \min(K_3, K_3)\), where \(c_0\) depends on the a priori data except \(\Phi_0\).

In order to prove Proposition 3.4, we need a technical lemma. Let us introduce the following notation. We shall denote by \(b_0, b_1\) two positive constants such that

\[
b_0 \leq u(x, t) \leq b_1 \quad \forall (x, t) \in \Omega \times [t_1, T]
\]

(by \((3.6)\) we can take \(b_0 = c_0\), whereas the existence of \(b_1\) is guaranteed by \((2.26)\) and \((2.24)\)).

**Lemma 4.5.** Let the hypothesis of Theorem 2.5 be satisfied. We have that, for \(i = 1, 2\),

\[
\int_\Omega \lambda_i^2(x, t)dx + b_0^2 \int_{t_1}^t \int_{\Omega_i} |\nabla \lambda_i(x, t)|^2 dx dt \\
\leq C_0 r_0 b_0^2 (1 + e^{b_0 t_0 r_0^2}) \int_{t_1}^t \int_{\partial \Omega_i} |u_i^2(x, \tau) \partial_\nu \lambda_i(x, \tau)|^2 d\sigma d\tau, \quad \forall t \in [t_1, T],
\]

where \(C_0 > 0\) is a constant depending on the a priori data only.

**Proof.** For the sake of brevity, we shall denote along the proof \(h_i = u_i^2 \partial_\nu \lambda_i\) and we drop all the subindexes \(i\). By the weak formulation of problem \((3.3)\) satisfied by \(\lambda\), we obtain that

\[
\frac{1}{2} \int_{t_1}^t \int_{\Omega} (\lambda^2)_t dx dt + \int_{t_1}^t \int_{\Omega} u^2 |\nabla \lambda|^2 dx dt \\
= \int_{t_1}^t \int_{\partial \Omega} h \lambda d\sigma d\tau.
\]

By the Hölder inequality, we get

\[
\frac{1}{2} \int_{\Omega} \lambda^2 dx + \int_{t_1}^t \int_{\Omega} u^2 |\nabla \lambda|^2 dx dt \\
\leq \left( \int_{t_1}^t \int_{\partial \Omega} h^2 d\sigma d\tau \right)^{\frac{1}{2}} \left( \int_{t_1}^t \int_{\partial \Omega} \lambda^2 d\sigma d\tau \right)^{\frac{1}{2}}.
\]

We recall the following trace inequality (see [17]):

\[
\|\lambda(\cdot, t)\|_{L^2(\partial \Omega)} \leq C \left( r_0^{-1/2} \|\lambda(\cdot, t)\|_{L^2(\Omega)} + r_0^{1/2} \|\nabla \lambda(\cdot, t)\|_{L^2(\Omega)} \right),
\]
where $C > 0$ is a constant depending on $r_0$ and $L$ only. Raising to the square the latter and integrating over the interval $[t_1, t]$, we have that

$$\int_{t_1}^{t} \int_{\partial \Omega} \lambda^2 d\sigma d\tau \leq C \left( r_0^{-1} \int_{t_1}^{t} \int_{\Omega} \lambda^2 dxd\tau + r_0 \int_{t_1}^{t} \int_{\Omega} |\nabla \lambda|^2 dxd\tau \right).$$

Plugging the above estimate in the right hand side of (4.58), and using the Young inequality we get, for $\delta > 0$,

$$\frac{1}{2} \int_{t_1}^{t} \int_{\Omega} \lambda^2 dx + b_0^2 \int_{t_1}^{t} \int_{\Omega} |\nabla \lambda|^2 dxd\tau$$

$$\leq \frac{C r_0}{\delta} \int_{t_1}^{t} \int_{\partial \Omega} h^2 d\sigma d\tau + \delta r_0^{-2} \int_{t_1}^{t} \int_{\Omega} \lambda^2 dxd\tau + \delta \int_{t_1}^{t} \int_{\Omega} |\nabla \lambda|^2 dxd\tau, \quad \forall \ t \in [t_1, T].$$

Choosing $\delta = \frac{1}{2} b_0^2$ we obtain that

$$(4.60) \quad \int_{\Omega} \lambda^2 dx$$

$$\leq C r_0 b_0^2 \int_{t_1}^{t} \int_{\partial \Omega} h^2 d\sigma d\tau + \frac{1}{2} \int_{t_1}^{t} \int_{\Omega} \lambda^2 dxd\tau, \quad \forall \ t \in [t_1, T].$$

Moreover, by the Gronwall inequality we infer that

$$(4.61) \quad \int_{\Omega} \lambda^2 dx \leq C r_0 b_0^2 \int_{t_1}^{t} \int_{\partial \Omega} h^2 d\sigma d\tau.$$ 

Finally, integrating (4.61) over the interval $[t_1, t]$ and combining the obtained inequality with (4.60) we get the desired estimate (4.56). \hfill \Box

**Proof of Proposition 3.4.** In the sequel we shall maintain the notation $h_i = u_i^2 \partial_{x_i} \lambda$ and we drop all the subindexes $i$. After straightforward computation we observe that

$$\frac{\tilde{g}}{g} - 1 = \frac{1}{g} \partial_{x_i} \lambda + \lambda.$$

From this identity and by (2.4) we get

$$(4.62) \quad \left\| \frac{\tilde{g}}{g} - 1 \right\|_{L^2(A^{2r_0} \times [t_1, T])} \leq \frac{1}{C_0 b_1} \left\| h \right\|_{L^2(A \times [t_1, T])} + \left\| \lambda \right\|_{L^2(\partial \Omega \times [t_1, T])},$$

where $C_0$ has been introduced in (2.4). Now, by integrating the trace estimate (4.59) over the time interval $[t_1, T]$ and by (4.60) we get

$$\int_{t_1}^{T} \int_{\partial \Omega} \lambda^2 d\sigma d\tau \leq C \left( r_0^{-1} \int_{t_1}^{T} \int_{\Omega} \lambda^2 dxd\tau + r_0 \int_{t_1}^{T} \int_{\Omega} |\nabla \lambda|^2 dxd\tau \right)$$

$$\leq C C_0 \int_{t_1}^{T} \int_{\partial \Omega} h^2 d\sigma d\tau.$$

At this stage we use the above inequality to control the right hand side of (4.62) obtaining the following:

$$(4.64) \quad \left\| \frac{\tilde{g}}{g} - 1 \right\|_{L^2(A^{2r_0} \times [t_1, T])} \leq C_1 \left\| h \right\|_{L^2(A \times [t_1, T])},$$
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where \( C_1 = \left( \frac{1}{c_{0v}} + \left[ CC_0(1 + e^{b_0 \tau_0^2T})(1 + b_0^2 \tau_0^2T) \right]^{\frac{1}{2}} \right) \). Recalling that for every \( c \in \mathbb{R} \) we have

\[
\left\| \frac{\hat{g}}{g} - c \right\|_{L^2(A^{2r_0} \times [t_1, T])} \geq \left\| \frac{\hat{g}}{g} - \left( \frac{\hat{g}}{g} \right)_{A^{2r_0} \times [0, T]} \right\|_{L^2(A^{2r_0} \times [0, T])} \geq \Phi_0,
\]

from (4.64) we infer that

\[
\left\| \frac{\hat{g}}{g} - \left( \frac{\hat{g}}{g} \right)_{A^{2r_0} \times [0, T]} \right\|_{L^2(A^{2r_0} \times [0, T])} \leq C_1 \| h \|_{L^2(A \times [t_1, T])}.
\]

At this point we claim that for any \( \rho > 0 \) and for any \( x_0 \in \Omega_{\rho} \) it holds that

\[
\| h \|_{L^2(A \times [t_1, T])} \leq \frac{C}{r_0^{n+2}} \int_{t_1}^{T} \int_{B_{\rho}(x_0)} \lambda^2 dx d\tau,
\]

where \( C > 0 \) is a constant depending on the a priori data and on \( \rho \) only. Our claim, now, follows by standard arguments based on Theorem 3.7 and the corresponding version in the interior (see [24, Proposition 4.1.3]). \( \square \)

**Remark 4.6.** We observe that if, instead of problem (1.1), we consider the initial-boundary value problem with the Robin condition on the whole lateral boundary \( \partial \Omega \times [0, T] \), then the proof of the stability for the problem of determining the Robin coefficient on \( I \times [0, T] \), assuming that it is known on \( A \times [0, T] \), can be obtained by a slight change of the proof of Theorem 2.5.

More precisely, let \( u \) be the solution to

\[
\begin{cases}
  u_t - \Delta u = 0, & \text{in } \Omega \times [0, T], \\
  u(x, 0) = 0, & \text{in } \Omega, \\
  \frac{\partial u}{\partial \nu} + \gamma(x, t)u = g(x, t), & \text{on } A \times [0, T], \\
  \frac{\partial u}{\partial \nu} + \gamma(x, t)u = 0, & \text{on } I \times [0, T].
\end{cases}
\]

Assume that \( \Omega \) and \( g(x, t) \) satisfy assumptions (2.1) and (2.2) respectively. Moreover, assume that \( \gamma \) satisfies, instead of conditions (2.3), the conditions

\[
\gamma \in C^{0,1}(\partial \Omega \times [0, T])
\]

and

\[
0 \leq \gamma(x, t) \leq \gamma r_0^{-1}.
\]

Then the estimates (2.5), (2.6) and (2.7) of Theorem 2.5 continue to be true.

Indeed, it is a simple matter to check that an application of the Hopf lemma still implies (3.1) and, with an obvious interpretation of symbols, (3.3) and Propositions 3.2, 3.4 are equally true.

Concerning Proposition 3.3 the following simple changes in the proof of (4.35) are sufficient. Let \( y_0 \in A_{2r_0} \) and \( t_2 = \frac{t_1}{2} \); by the boundary condition and (4.67) we get

\[
\frac{\partial u}{\partial \nu}(y_0, t_2) = g(y_0, t_2) - \gamma(y_0, t_2)u(y_0, t_2) \geq \Phi_1 r_0^{-1} - \gamma r_0^{-1} u(y_0, t_2).
\]
Now, two cases occur: either
\begin{equation}
\left. u(y_0, t_2) \right|_{y_0} \leq \frac{\Phi_1}{2\gamma}
\end{equation}
or
\begin{equation}
\left. u(y_0, t_2) \right|_{y_0} \geq \frac{\Phi_1}{2\gamma}.
\end{equation}
If \(4.69\) occurs, then
\[ \frac{\partial u}{\partial \nu}(y_0, t_2) \geq \frac{\Phi_1 r_0^{-1}}{2\gamma}, \]
and \(4.35\) follows along the same lines as the proof of Proposition 3.3.
If case \(4.70\) occurs, then by the Lagrange theorem and inequality \(2.4\) we have
\[ u(y_0 - \tau_0 \nu, t_2) \geq \frac{\Phi_1}{4\gamma}, \]
where \(\tau_0 = r_0 \min\{\frac{\Phi_1}{4\gamma E_1}, 1\}\) and, again \(4.35\) is proved.

Under conditions \(4.66\) and \(4.67\) the second part (i.e. the 1st step and the 2nd step) of the proof of Proposition 3.3 remains unchanged.

5. PROOF OF PROPOSITION 4.3
(HARNACK INEQUALITY AT THE BOUNDARY)

Proof. Owing to the boundary regularity of \(\Omega\), the set \(B_{r_0} \cap \Omega\) is such that
\[ B_{r_0} \cap \Omega \equiv \{ x \in \mathbb{R}^n : x_n > \varphi(x') \}, \]
where \(\varphi \in C^{1,\alpha}(B_{r_0}^+)\) satisfies
\[ \varphi(0) = |\nabla \varphi(0)| = 0, \quad \|\varphi\|_{C^{1,\alpha}(B_{r_0}^+)} \leq L r_0. \]
We set \(B_{\rho}^+ = \{ x | < \rho, \ x_n \geq 0 \}. \)

We define the map \(x = \Psi(z)\), \(\Psi \in C^{1,\alpha}(B_{r_0})\) such that
\[ \Psi(B_{r_2}) \subset B_{r_1}, \]
\[ \Psi(z) := (z', \varphi'(z') + z_n), \]
\[ \Psi(B_{r_2}^+) \subset B_{r_1} \cap \Omega, \]
\[ \frac{1}{2} |z_1 - z_2| \leq |\Psi(z_1) - \Psi(z_2)| \leq C_2 |z_1 - z_2|, \quad \forall z_1, z_2 \in B_{r_2}, \]
\[ \frac{1}{2^n} \leq |\det D\Psi| \leq C_3, \]
where \(r_i = \theta_i r_0, 0 < \theta_i < 1, i = 1, 2\), and \(C_2, C_3, \theta_1, \theta_2\) only depend on \(L\).

Denoting
\[ \hat{A}(z, t) = |\det D\Psi| (D\Psi^{-1})(\Psi(z))A(\Psi(z), t)(D\Psi^{-1})^T(\Psi(z)), \]
we have
\[ \frac{\lambda^{-1}}{2^n + 1} |\xi|^2 \leq \hat{A}(z, t)\xi \cdot \xi \leq C_4 |\xi|^2, \quad \forall z \in B_{r_2}^+, \forall t \in [0, T], \forall \xi \in \mathbb{R}^n, \]
\[ |\hat{A}(z_1, t) - \hat{A}(z_2, t)| \leq \frac{C_5}{r_0} |z_1 - z_2|, \quad \forall z_1, z_2 \in B_{r_2}^+, \forall t \in [0, T], \]
where \(C_4, C_5\) only depend on \(\lambda, L\).
Denoting by \( \tilde{\gamma}(z,t) := \gamma(\Psi(z),t) \), the function \( \tilde{u}(z,t) := u(\Psi(z),t) \) satisfies the problem
\[
\begin{align*}
\text{div}(A(z,t)\nabla \tilde{u}) - \partial_t \tilde{u} &= 0, & B^+_2 \times (0, T], \\
A(z,t)\nabla \tilde{u} \cdot \nu + \tilde{\gamma}(z,t)\tilde{u} &= 0, & (|z| < r_2, \ z_n = 0) \times (0, T],
\end{align*}
\]
where \( \nu = (0, \ldots, 0, -1) \).

Let \( T_1 \in (0, T) \) and
\[
0 < r \leq \min\{\overline{\sigma}r_0, \ \sqrt{T - T_1}, \ \sqrt{T_1}\},
\]
where \( \overline{\sigma} = \frac{\sigma}{2} \).

Define
\[
v(y, s) := \tilde{u}(ry, r^2 s),
\]
\[
A(y, s) := \tilde{A}(ry, r^2 s),
\]
\[
\tilde{\gamma}(y, s) := \tilde{\gamma}(ry, r^2 s).
\]

Then \( v(y, s) \) satisfies the problem
\[
\begin{align*}
\text{div}(A(y, s)\nabla v) - \partial_s v &= 0, & B^+_2 \times (0, \frac{T}{r^2}], \\
A(y, s)\nabla v \cdot \nu + r\tilde{\gamma}(y, s)v &= 0, & (|y| < \frac{r_2}{r}, \ y_n = 0) \times (0, \frac{T}{r^2}].
\end{align*}
\]
Since \( \frac{r_2}{r} \geq 2 \) and \( \frac{T}{r^2} \geq \frac{T_1}{r^2} + 1 \), \( v(y, s) \) also satisfies
\[
\begin{align*}
\text{div}(A(y, s)\nabla v) - \partial_s v &= 0, & B^+_2 \times (0, \frac{T}{r^2} + 1], \\
A(y, s)\nabla v \cdot \nu + r\tilde{\gamma}(y, s)v &= 0, & \Gamma \times (0, \frac{T}{r^2} + 1],
\end{align*}
\]
where \( \Gamma = (|y| < 1, \ y_n = 0) \).

Now we state two lemmas that adapt to the solutions of parabolic equations with Robin boundary condition the Lemmas 1, 2 of J. Moser 20.

**Notation to Lemmas 5.1, 5.2.**

\( \sigma(x, t) \in L^\infty(\mathbb{R}^{n+1}) \) a symmetric matrix such that
\[
\lambda^{-1} |\xi|^2 \leq \sigma(x, t)\xi \cdot \xi \leq \lambda |\xi|^2, \ \forall (x, t) \in \mathbb{R}^{n+1}, \forall \xi \in \mathbb{R}^n,
\]
\[
S(\rho) = \{ |x| < \rho, \ x_n > 0; |t| < \rho^2 \},
\]
\[
S^+(\rho) = \{ |x| < \rho, \ x_n > 0; \ 0 < t < \rho^2 \},
\]
\[
S^-(-\rho) = \{ |x| < \rho, \ x_n > 0; -\rho^2 < t < 0 \}.
\]

**Lemma 5.1.** Let \( u(x, t) > 0 \) be a solution of the problem
\[
\begin{align*}
\text{div}(\sigma(x, t)\nabla u(x,t)) &= u_t(x,t), & B^+_2 \times (-2, 2), \\
\sigma(x, t)\nabla u(x,t) \cdot \nu(x,t) + \gamma_0(x,t) u(x,t) &= 0, & (|x| < 2, \ x_n = 0) \times (-2, 2).
\end{align*}
\]

Let \( \|\gamma_0\|_{L^\infty((|x|<2, x_n=0)\times(-2,2))} \leq \overline{\gamma}_0 \). Let \( \frac{1}{2} \leq \rho < r \leq 1 \); then there exists a constant \( C_6 \), depending on \( \overline{\gamma}_0, n \), such that
\[
\sup_{S(\rho)} u^p \leq \frac{C_6}{(r - \rho)^{n+2}} \int_{S(\rho)} u^p dx dt, \quad \forall p, \ 0 < p < \frac{1}{2\lambda},
\]
\[
\sup_{S^-(-\rho)} u^p \leq \frac{C_6}{(r - \rho)^{n+2}} \int_{S^-(-\rho)} u^p dx dt, \quad \forall p, \ -\frac{1}{2\lambda} < p < 0.
\]
Proof. Let \( \Phi(x,t) \) be a test function such that
\[
\begin{cases}
\Phi \in C^1(|x| \leq 1, |t| \leq 1), \\
\Phi = 0, & \text{for } |x| = 1, |t| \leq 1.
\end{cases}
\]

By (5.5), integrating over \( B_1^+ \times (t_1, t_2) \), \(-1 \leq t_1 < t_2 \leq 1\), taking into account the Robin condition and denoting by \( I(\rho) = \{|x| < \rho, x_n = 0\} \), we get
\[
\int_{t_1}^{t_2} \int_{B_1^+} u_t \Phi + \int_{t_1}^{t_2} \int_{B_1^+} \sigma \nabla u \cdot \nabla \Phi = \int_{t_1}^{t_2} \int_{B_1^+} \sigma \nabla u \cdot \nu \Phi
\]
\[
= - \int_{t_1}^{t_2} \int_{I(1)} \gamma_0(x,t) u \partial_t \Phi.
\]

Let us set \( v = u^\frac{p}{2} \), \( \Phi = u^{p-1} \psi^2 \); then we obtain
\[
\int_{t_1}^{t_2} \int_{B_1^+} \frac{2}{p} vv_t \psi^2 + \int_{t_1}^{t_2} \int_{B_1^+} \frac{4(p-1)}{p^2} \sigma \nabla v \cdot \nabla \psi^2 + \int_{t_1}^{t_2} \int_{B_1^+} \frac{4}{p} v \psi \sigma \nabla v \cdot \nabla \psi
\]
\[
= - \int_{t_1}^{t_2} \int_{I(1)} \gamma_0 u \psi^2.
\]

Multiplying for \( \frac{p}{4} \) and adding to both ends \( \int_{t_1}^{t_2} \int_{B_1^+} \frac{1}{4} \left( \frac{d}{dt} \psi^2 \right) v^2 \), we get
\[
\frac{1}{4} \int_{t_1}^{t_2} \int_{B_1^+} \frac{d}{dt} (\psi^2 v^2) + (1 - \frac{1}{p}) \int_{t_1}^{t_2} \int_{B_1^+} \sigma \nabla v \cdot \nabla \psi^2
\]
\[
= - \int_{t_1}^{t_2} \int_{B_1^+} v \psi \sigma \nabla v \cdot \nabla \psi + \frac{1}{2} \int_{t_1}^{t_2} \int_{B_2^+} \psi \xi \psi_t v^2 - \frac{p}{4} \int_{t_1}^{t_2} \int_{I(1)} \gamma_0 \psi^2 \psi^2.
\]
(5.6)

The term \( \int_{t_1}^{t_2} \int_{I(1)} \gamma_0 \psi^2 \psi^2 \) may be estimated by the trace theorem [11] Theorem 5.22 and Poincaré inequality (since \( \psi = 0 \) for \( |x| = 1, x_n > 0, |t| \leq 1 \)); that is,
\[
\left| \int_{t_1}^{t_2} \int_{I(1)} \gamma_0 \psi^2 \psi^2 \right| \leq C \gamma_0 \int_{t_1}^{t_2} \int_{B_1^+} |\nabla (\psi^2 \psi^2)|,
\]
(5.7)

where \( C \) is an absolute constant.

Then, by simple estimates, we get
\[
\left| \frac{p}{4} \int_{t_1}^{t_2} \int_{I(1)} \gamma_0 \psi^2 \psi^2 \right| \leq C \gamma_0 \frac{|\rho|}{4} \int_{t_1}^{t_2} \int_{B_1^+} |\nabla (\psi^2 \psi^2)| \leq \varepsilon \int_{t_1}^{t_2} \int_{B_1^+} |\nabla \psi^2 \psi^2|
\]
\[
\frac{1}{6} \varepsilon \frac{C^2 \sigma \pi^2}{16} \int_{t_1}^{t_2} \int_{B_2^+} v_2 \psi^2 \psi^2 + \frac{C \sigma \pi |\rho|}{4} \int_{t_1}^{t_2} \int_{B_1^+} v_2 (\psi^2 + |\nabla \psi|^2).
\]
(5.8)

We consider first the case \( (1 - \frac{1}{p}) > 0 \).

By (5.6), (5.8) and by
\[
|v \psi \sigma \nabla v \cdot \nabla \psi| \leq \frac{1}{4 \varepsilon} v^2 \nabla \psi \cdot \sigma \nabla \psi + \varepsilon \psi^2 \nabla v \cdot \sigma \nabla v,
\]
(5.9)
we obtain, taking \( \varepsilon = \frac{1}{\chi+1} \frac{1}{2} (1 - \frac{1}{p}) \),
\[
\frac{1}{4} \int_{t_1}^{t_2} \int_{B_1^+} \frac{d}{dt} (\psi^2 v^2) + \frac{1}{2} \chi (1 - \frac{1}{p}) \int_{t_1}^{t_2} \int_{B_1^+} |\nabla \psi^2 \psi^2|
\]
\[
\leq \frac{\lambda (\lambda + 1)}{2} \frac{p}{p-1} \int_{t_1}^{t_2} \int_{B_1^+} v^2 |\nabla \psi|^2 + \frac{1}{2} \int_{t_1}^{t_2} \int_{B_1^+} v^2 |\psi \psi_t|
\]
\[
+ \frac{C^2 \sigma \pi^2}{8} (\lambda + 1) \frac{1}{p-1} \int_{t_1}^{t_2} \int_{B_1^+} \psi^2 \psi^2 + \frac{C \sigma \pi |\rho|}{4} \int_{t_1}^{t_2} \int_{B_1^+} \psi^2 (\psi^2 + |\nabla \psi|^2).
\]
(5.10)
Collecting and estimating the last two terms we obtain
\[
\frac{1}{4} \int_{t_1}^{t_2} \int_{B^+ (1)} \frac{d}{dt} (v^2 \psi^2) + \frac{1}{2^\lambda (1 - \frac{1}{p})} \int_{t_1}^{t_2} \int_{B^+ (1)} |\nabla v|^2 \psi^2 \\
\leq \frac{1}{2} \lambda (\lambda + 1) \frac{p}{p - 1} \int_{t_1}^{t_2} \int_{B^+ (1)} v^2 |\nabla \psi|^2 + \frac{1}{2} \int_{t_1}^{t_2} \int_{B^+ (1)} v^2 |\psi \psi_t| \\
+C(\lambda, \gamma_0)(\frac{p^3}{p - 1} + |p|) \int_{t_1}^{t_2} \int_{B^+ (1)} v^2 (\psi^2 + |\nabla \psi|^2).
\]

(5.11)

In the case \((1 - \frac{1}{p}) < 0\), we multiply relation (5.6) by \(\psi\), we get the thesis of Lemma 5.1.

\[\varepsilon = \frac{1}{\lambda + 1} \frac{1}{2} (\frac{1}{p} - 1),\]

we obtain
\[
- \frac{1}{4} \int_{t_1}^{t_2} \int_{B^+ (1)} \frac{d}{dt} (v^2 \psi^2) + \frac{1}{2^\lambda (1 - \frac{1}{p})} \int_{t_1}^{t_2} \int_{B^+ (1)} |\nabla v|^2 \psi^2 \\
\leq \frac{\lambda (\lambda + 1)}{2} \cdot \frac{p}{p - 1} \int_{t_1}^{t_2} \int_{B^+ (1)} v^2 |\nabla \psi|^2 + \frac{1}{2} \int_{t_1}^{t_2} \int_{B^+ (1)} v^2 |\psi \psi_t| \\
+C(\lambda, \gamma_0)(\frac{p^3}{p - 1} + |p|) \int_{t_1}^{t_2} \int_{B^+ (1)} v^2 (\psi^2 + |\nabla \psi|^2).
\]

(5.12)

(5.11), (5.12) are analogous to the inequality in [20], page 737, with the addition of the term \(C(\lambda, \gamma_0)(\frac{p^3}{p - 1} + |p|) \int_{t_1}^{t_2} \int_{B^+ (1)} v^2 (\psi^2 + |\nabla \psi|^2)\). Proceeding in the same way, we get the thesis of Lemma 5.1.

**Lemma 5.2.** Let \(u(x, t) > 0\) be a solution of the problem
\[
\left\{ \begin{array}{l}
\text{div}(\sigma(x, t) \nabla u(x, t)) = u_t(x, t), \\
\sigma(x, t) \nabla u(x, t) \cdot \nu(x) + \gamma_0(x, t) u(x, t) = 0, \quad (|x| < 2 \cap \Omega = 0) \times (-2, 2).
\end{array} \right.
\]

Let \(\|\gamma_0\|_{L^\infty((|x| < 2, \Omega = 0) \times (-2, 2))} \leq \gamma_0\). Then there exist constants \(a, C_7\) such that

\[\text{meas}\{(x, t) \in S^+(1) : \log u < -s + a\} + \text{meas}\{(x, t) \in S^- (1) : \log u > s + a\} \leq \frac{C_7}{s},\]

for every \(s > 0\), where \(C_7\) depends on \((\lambda, \gamma_0, \gamma_0)\), while \(a\) depends on \(u\).

**Proof.** We consider the function
\[v = -\log u\]
that satisfies the problem
\[
\left\{ \begin{array}{l}
v_t - \text{div}(\sigma \nabla v) = -\nabla v \cdot \sigma \nabla v, \\
\sigma \nabla v \cdot \nu = \gamma_0, \quad (|x| < 2 \cap \Omega = 0) \times (-2, 2).
\end{array} \right.
\]

(5.13)

Let \(\psi^2(x)\) be a test function independent of \(t\) and such that \(\psi(x) \geq 0, \psi(x) = 0\) for \(|x| = 2, x_n > 0\). By (5.13), we get, adding the null term \(\frac{d}{dt} v^2\),
\[
\int_{t_1}^{t_2} \int_{B^+ (2)} \frac{d}{dt} (v \psi^2) + 2 \int_{t_1}^{t_2} \int_{B^+ (2)} \sigma \nabla v \cdot \nabla \psi \psi \\
- \int_{t_1}^{t_2} \int_{I(2)} \gamma_0 v^2 + \int_{t_1}^{t_2} \int_{B^+ (2)} \sigma \nabla v \cdot \nabla v \psi^2 = 0.
\]

(5.14)

By Schwartz inequality, since
\[
\int_{t_1}^{t_2} \int_{B^+ (2)} \sigma \nabla v \cdot \nabla \psi \psi \geq -\frac{1}{4} \int_{t_1}^{t_2} \int_{B^+ (2)} \sigma \nabla v \cdot \nabla v \psi^2 - \int_{t_1}^{t_2} \int_{B^+ (2)} \sigma \nabla \psi \cdot \nabla \psi,
\]
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we get, by (5.14),
\[ \int_{B_r^+} v \psi^2 |t_1^2 + \frac{1}{\varepsilon} \int_{I(2)} |\nabla \psi|^2 \psi^2 \leq 2 \int_{t_1}^{t_2} \int_{B_r^+} \sigma \nabla \psi \cdot \nabla \psi + \int_{I(2)} \gamma_0 \psi^2. \]

Again by the trace theorem [1 Theorem 5.22] and Poincaré inequality we finally obtain
\[ \int_{B_r^+} v \psi^2 |t_1^2 + \frac{1}{\varepsilon} \int_{I(2)} |\nabla \psi|^2 \psi^2 \leq 2 \int_{t_1}^{t_2} \int_{B_r^+} \sigma \nabla \psi \cdot \nabla \psi 
+ C \int_{t_1}^{t_2} \int_{B_r^+} (\psi^2 + |\nabla \psi|^2) \leq C(\gamma_0, \lambda) \int_{t_1}^{t_2} \int_{B_r^+} (\psi^2 + |\nabla \psi|^2). \]

(5.15) is analogous to the inequality in [1], page 121, with the addition of the term \( C(\gamma_0, \lambda) \int_{t_1}^{t_2} \int_{B_r^+} (\psi^2 + |\nabla \psi|^2) \). Proceeding in the same way, we get the thesis of Lemma 5.2.

**Conclusion of the proof of Proposition 4.2.** By Lemma 3 in [20], following the same lines as the proof of statement (5) in [20] page 734), we get the result
\[ \max_{B_{2}^{+} \times J_1} v(y, s) \leq C_1 \min_{B_{2}^{+} \times J_2} v(y, s), \]
where \( J_1 = [\frac{T_1}{T_2}, \frac{T_1}{T_2} + \frac{1}{3}] \), \( J_2 = [\frac{T_1}{T_2} + \frac{2}{3}, \frac{T_1}{T_2} + 1] \), and where, since
\[ \|v \gamma(y, s)\|_{L^\infty((\Omega \setminus (\frac{T_1}{T_2} + 1))} \leq \frac{r}{r_0} \leq \gamma, \]
the constant \( C_1 \) depends on \( \lambda, \gamma, L \) and \( n \).

Now, returning back to the plane \((z, t)\), we have for the function \( \hat{u}(z, t) \)
\[ \max_{B_2^{+} \times [T_1, T_1 + \frac{z^2}{\varepsilon}]} \hat{u}(z, t) \leq C_1 \min_{B_2^{+} \times [T_1, T_1 + \frac{z^2}{\varepsilon}, T_1 + r]} \hat{u}(z, t), \]
where \( C_1 \) depends on \( \lambda, \gamma, L \) and \( n \).

At last we return to the plane \((x, t)\), that is, to the function \( u(x, t) \). We use for this purpose the relation
\[ \Omega \cap B_2^+ \subset \Psi(B_2^+) \subset \Omega \cap B_{C_2 \beta}, \quad \forall \beta \leq r_2. \]
We choose \( \beta = \frac{\varepsilon}{2} \); then, by the above left inclusion, we get
\[ \max_{|x| \leq \frac{\varepsilon}{4}} u(x, t) \leq \max_{|x| \leq \frac{\varepsilon}{4},|z| \geq 0} \hat{u}(z, t), \]
and
\[ \min_{|x| \leq \frac{\varepsilon}{4},|z| \geq 0} \hat{u}(z, t) \leq \min_{|x| \leq \frac{\varepsilon}{4}} u(x, t). \]

By (5.17), (5.18), (5.19), we obtain the final thesis,
\[ \max_{|x| \leq \frac{\varepsilon}{4}} u(x, t) \leq C_1 \min_{|x| \leq \frac{\varepsilon}{4}} u(x, t), \]
where \( C_1 \) depends on \( \lambda, \gamma, L \) and \( n \). \( \square \)
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