Comparison of Image Smoothing Methods on Potholes Road Images
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Abstract. Before segmentation performed on potholes, road images is done first on the image smoothing. With the aim at the time of the next stage of the next process (segmentation) is expected to produce good accuracy. In this research, there will be a comparison of four smoothing methods consisting of lowpass filter, highpass filter, highboost filter and gaussian filter. The four smoothing methods applied to twenty pothole road image data that have been preprocessed using a combination of brightness and contrast methods. Comparative measurements of the four methods use the Means Square Error (MSE) value and Peak Signal to Noise Ratio (PSNR). Test results obtained from this research is the average value of MSE lowpass filter 68.12, MSE highpass filter is 569.99, MSE highboost filter is 838.54 and MSE Gaussian filter is 34.68. The average value of PSNR lowpass filter is 66.60 dB, PSNR highpass filter is 47.36 dB, PSNR highboost filter is 44.77 dB, and PSNR Gaussian filter is 75.94 dB. The measurement results obtained by the Gaussian filter method which is the best method for smoothing on potholes road images, because it produces the greatest PSNR value, and the smallest MSE value.

1. Introduction

In 2017, 20% of traffic accidents in Java were caused by damaged road conditions including potholes. Therefore, the DPU will immediately repair damaged roads including potholes that can result in traffic accidents [1]. In carrying out repairs to potholes, the DPU must know the exact depth and position of the potholes [2]. To find out the area of the pothole the smoothing process is done first [3]. The smoothing process has the aim to refine the image, reduce noise in the image and reduce deviation in the image caused by the process of taking pictures and the tools used are imperfect [4]. After the smoothing process is expected in the next process that is doing segmentation to find the surface area of the potholes resulting in high accuracy.

Smoothing or filtering methods on images a lot of filtering methods are used. The filtering method in the image is related to the frequency term. In the image, the term frequency is not related to time, but relates to space or spatial. Therefore, the image is said to have spatial frequency which states that spatial frequency is a characteristic of any structure that is periodic along the position in space.
Spatial frequency is a measure of how often structures occur repeatedly in a unit of distance. Spatial frequency in the image shows how often a gray level change occurs from one position to the next [5]. In the picture there is a low frequency (LPF) and there is a high frequency (HPF). So that an image before being processed to the next stage must be filtered first, to normalize its frequency form [6].

The smoothing process in this study will compare four smoothing methods, namely lowpass filter, highpass filter, highboost filter and Gaussian filter. The four methods will be applied to the pothole road image that has been preprocessed by a combination of gravity and contrast methods. The four smoothing methods were analyzed by calculating the value of Mean Square Error (MSE), Root Mean Squared Error (RMSE) and Peak Signal to Noise Ratio (PSNR) [7]. From the results of the analysis of the smoothing method which has the best value of MSE, RMSE, PNSR which is used as a smoothing method on potholes road images.

2. Methodology
In this study used twenty potholes as the trial data and consisted of four processes. The system design in this study is shown in figure 1.

![System design](image-url)

**Figure1.** System design

The first process is input the image of the hole with the results of brightness and contrast, the second process is smoothing the image of the hole with four methods, namely lowpass filter, highpass filter, highboost filter and gaussian filter. The third process of calculating the value of MSE, RMSE, and PSNR. The fourth process analyzes the results of the MSE, RMSE, and PSNR calculation values.

2.1. Lowpass filter
Low-pass filter is a filter that has the property of being able to pass the low frequencies and eliminate the high frequencies. This filter effect makes changes to the gray level softer. This filter is useful for smoothing noise and for the benefit of interpolating the edges of objects in an image [8]. Lowpass filter operation is carried out through convolution or without convolution. Convolution is often involved in pixel neighbor operations. Convolution in images is often referred to as two-dimensional convolution (2D convolution). 2D convolution is defined as the process of obtaining a pixel based on the value of the pixel itself and its neighbors, involving a matrix called a kernel that represents the weighting [9]. In this research, it involves convolution by using the kernel as shown in Figure 2 and equation 1.
Figure 2. Kernel lowpass filter

\[ G(x,y) = \frac{1}{16} (F(x-1,y-1)+2F(x-1,y)+F(x-1,y+1) + 2F(x,y-1)+ 4F(x,y) + 2F(x,y+1)+F(x+1,y-1)+2F(x+1,y) +F(x+1,y+1)) \]  

(1)

2.2. Highpass filter

Highpass filters are filters intended to pass high frequencies and remove low frequencies. This is commonly used to get the edges of objects in the image or sharpen the image [10]. In this study the convolution uses the kernel as shown in Figure 3 and equation 2.

Figure 3. Kernel highpass filter

\[ G(x,y) = F(x-1,y-1)-2F(x-1,y)+F(x-1,y+1)-F(x,y-1)+ 4F(x,y)-F(x,y+1)-F(x+1,y) \]  

(2)

2.3. Highboost filter

Highboost filter is used to sharpen the image through convolution, the kernel that can be used is a highpass kernel filter with a value at the center filled with values greater than the values in the matrix [6]. In this study the highboost kernel is used as shown in Figure 4 and equation 3.

Figure 4. Kernel highboost filter

\[ G(x,y) = -1*(F(x-1,y-1)+F(x-1,y)+F(x-1,y+1) + F(x,y-1)-8.5F(x,y) + F(x,y+1)+F(x+1,y-1)+F(x+1,y) +F(x+1,y+1)) \]  

(3)

2.4. Gaussian filter

Gaussian filter functions to reduce noise in the image [11]. The way Gaussian works is to eliminate high-frequency components from the image, so the Gaussian technique is said to be a low-pass filter. Gaussian filters use the Gaussian distribution function[12]. The Gaussian filter is written in equation (4).

\[ G(x,y) = e^{-\frac{x^2+y^2}{2\sigma^2}} \]  

(4)

In this case, \( \sigma \) is the standard deviation and the pixels at the center \((x, y)\) get the greatest weight in the form of 1 [13]. In this study the Gaussian kernel is used by entering the Gaussian function into the 5x5 matrix.
2.5. Mean Square Error (MSE) and Root Mean Square Error (RMSE)

MSE is the mean square error value of images that have been modified with the original image. The smaller the MSE value, the higher the image quality, whereas the greater the MSE value, the worse the image quality will be [14]. MSE calculations can be formulated in equation (5).

\[
MSE = \frac{1}{K \times L} \sum_{x=1}^{K} \sum_{y=1}^{L} (f(x, y) - G(x, y))^2
\]  

(5)

Where \( f(x, y) \) is input image, \( G(x, y) \) is smoothing image, \( K \) is number of rows image, \( L \) is number of columns image. RMSE is the square root of MSE equation (5). The smaller the RMSE value, the greater the similarity between image input and dismoothing image. RMSE calculations can be formulated like equation (6).

\[
RMSE = \sqrt{MSE}
\]  

(6)

2.6. Peak Signal to Noise Ratio (PSNR)

In this research, the quality of smoothing results on potholes will be assessed based on the size of the PSNR. The greater the PSNR value the better the quality of the image produced and vice versa the smaller the PSNR value the lower the quality of the image produced. The unit in PNSR is decibel (dB) [15]. PSNR calculations can be formulated like equation (7).

\[
PSNR = 10 \log_{10} \left( \frac{Max^2}{MSE} \right)
\]  

(7)

Where \( Max \) = the maximum value of pixels input.

3. Result and Discussion

The trial in this study used twenty pavement road image data in the form of grayscale with a size of 256x256 pixels. The image smoothing method used in this study uses lowpass filter, highpass filter, highboost filter and Gaussian filter.

3.1. Results of comparison of smoothing methods

The trial uses four methods with twenty data potholes. The results of the comparison of the number of pixels in the removed image can be shown in Table 1.

| Measurement of 20 data images | Lowpass filter | Highpass filter | Highboost filter | Gaussian filter |
|-------------------------------|----------------|----------------|-----------------|----------------|
| Average of MSE                | 86.12          | 569.99         | 838.54          | 34.68          |
| Average of RMSE               | 9.20           | 24.32          | 28.18           | 5.81           |
| Average of PSNR               | 66.60          | 47.36          | 44.77           | 75.94          |

Based on the results of the average measurement of the four smoothing methods, the Gaussian method has the smallest MSE value and the largest PSNR value. A comparison chart of the four methods with MSE, RMSE and PSNR measurements is shown in Figure 5.
Figure 5. (a) Chart of the results of MSE calculations using four methods; (b) Chart of the results of RMSE calculations using four methods; (c) Chart of the results of the PSNR calculation using four methods.

Based on the chart results from Figure 5. A good method for smoothing potholes on the road is the Gaussian filter method. Because the Gaussian filter method produces the lowest average MSE value, 34.68, the lowest average RMSE value is 5.811 and the highest average PSNR value is 75.939 compared to other methods. The comparison of the input image with the image of the smoothing result can be shown in Figure 6.

Figure 6. Comparison between image input with four smoothing methods

The Gaussian filter method is an appropriate method to be applied to smoothing the input image because it is proven at the largest PSNR value, the smallest MSE value, and the smallest RMSE value. The Gaussian filter method is also clearly shown in Figure 6, that the method produces the clearest picture.
4. Conclusion
In general, lowpass filter, highpass filter, highboost filter and Gaussian filter methods can be used as a method for image smoothing. But from the test results in this study the best Gaussian filter method is used for smoothing the image of potholes. The Gaussian filter method has an average value of MSE 34.68, RMSE 5.81 and PSNR 75.94 dB.
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