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Figure 1: Image inpainting results generated by the proposed system build on Texture Transfer Attention. Each triad displays the original image, the image with the damaged image masked in white, and the result of image inpainting. The results show high performance in expressing texture detail on variety of images.

Abstract

Over the last few years, the performance of inpainting to fill missing regions has shown significant improvements by using deep neural networks. Most of inpainting work create a visually plausible structure and texture, however, due to them often generating a blurry result, final outcomes appear unrealistic and make feel heterogeneity. In order to solve this problem, the existing methods have used a patch based solution with deep neural network, however, these methods also cannot transfer the texture properly. Motivated by these observation, we propose a patch based method. Texture Transform Attention network (TTA-Net) that better produces the missing region inpainting with fine details. The task is a single refinement network and takes the form of U-Net architecture that transfers fine texture features of encoder to coarse semantic features of decoder through skip-connection. Texture Transform Attention is used to create a new reassembled texture map using fine textures and coarse semantics that can efficiently transfer texture information as a result. To stabilize training process, we use a VGG feature layer of ground truth and patch discriminator. We evaluate our model end-to-end with the publicly available datasets CelebA-HQ and Places2 and demonstrate that images of higher quality can be obtained to the existing state-of-the-art approaches.

1. Introduction

Image inpainting is an approach to plausibly synthesize alternative contents into missing regions damaged or non-critical information. In computer vision, image inpaint-
ing has been focused on challenging topics and has produced a considerable progress over the decades \cite{4, 18, 19, 25} and it has been applied to many tasks such as old photo restoration, image super resolution, crop/stitching, video inpainting and many others.

The core challenge of image inpainting is to generate high-level semantically-reasonable and visually-realistic texture details for the missing regions \cite{4, 9, 15, 27, 33, 23}. Existing approaches are roughly divided into two broad groups: a texture synthesis approach using a low-level image feature and a feed-forward generative model using deep convolution networks. The texture synthesis approach \cite{1, 5} can synthesize plausible stationary texture, via level-diffusion and patch-based algorithm. The patch-based algorithm \cite{1} iteratively searches a similar patch in background and pastes it into the missing region to synthesize a visually-realistic result. This approach works especially well simple composition and complex textures such as natural scene, however, it cannot hallucinate a novel image that contain the missing regions with high-semantic context or does not have adequate patches in the background. To solve this problem, the feed-forward generative model approach \cite{12, 13, 15, 18, 20, 33, 23} proposes to encode the semantic context of image into a feature space using deep neural network and decode the semantic patch to generate semantically-reasonable results. Unfortunately, however, this approach looks visually-blurry due to the loss of details caused by the repeated convolutions and poolings.

In order to ensure high-quality image inpainting performance, we propose a method of extracting the feature of each multi-layer, and efficiently transmitting them to decoder via skip-connection. First we adopt U-Net structure \cite{26} that deliver multi feature from encoder to decoder. Second, we propose a Texture Transform Attention (TTA) module to efficiently transfer texture information to the result. The conventional patch-based networks \cite{33, 34, 35} method calculates the similarity of each patch through softmax in channel-wise and does summation by each weights. However, if there are many similar patches in the background, multiple patches are summed based on similar weights and the result appears blurry. To solve this problem, we search for the most similar patch and solely use the index and similarity weight on the patch to reflect in the result. Our method also applies a kernel of the same size to different resolutions for each layers, and changes the receptive field size to extract visual information such as semantic context of lower layers and texture details of upper layers. Third, we propose a highly simple approach of synthesis texture without using complex fusion or summation that cause blur.

This network is one refinement network for fast and accurate training to learn high-level contexts for realistic texture synthesis. The main pipeline without the skip-connection generates the contextual structure in the missing regions and synthesizes the texture components transferred through the Texture Transform Attention for each layer. The TTA-Net is optimized by minimizing the reconstruction loss, adversarial GAN loss \cite{6}, VGG based perceptual loss \cite{16} and style loss \cite{7}.

Experiments were conducted with publicly available datasets that could well represent inpainting performance such as faces, textures, and natural objects. Example results are shown in Figure \ref{fig:example}. We highlight our contributions as follow:

- We propose a novel network utilizing a U-Net structure that directly transfers the encoded texture to the decoder by adding skip-connection to the already verified encode-decode image inpainting network.
- For the more efficient texture transfer, we propose the Texture Transform Attention module that searches the most similar patch. The TTA module find the index and similarity weight of the patch, reassembles the texture accordingly, and deliver it to the decoder.
- Our model namely, TTA-Net, can synthesize an image of more fine texture by iterative application of deep and shallow textures using a feature synthesis module.
- Our feed-forward generative network achieves high-quality inpainting result on variety of challenging datasets including CelebA faces \cite{22}, CelebA-HQ faces \cite{17}, DTD textures \cite{3} and Places2 \cite{30}.

2. Related Work

In computer vision, image inpainting has been focused on challenging topics and has produced significant progresses during the last decades \cite{4, 1, 8, 20, 25}. Inpainting researches can be largely divided into two categories: non-learning and learning inpainting approaches. The non-learning approach, is traditional diffusion-based or patch-based with low-level features. However, the learning approach is based on the deep neural network method that is most actively studied recently. This method learns convolution layer that predict the contents and pixels of the missing regions.

Traditional non-learning approaches such as \cite{4, 2, 8, 5} can either propagate surrounding information or copying information from similar patches in the background to fill in missing regions. These methods are effective for stationary and repetitive texture information, but are limited only for non-stationary data that are locally unique. Huang et al. \cite{9} blended the known regions into target regions to minimize discontinuities. Simakov et al. \cite{24} proposed a bidirectional patch similarity-based scheme to better model
anomalous visual data for re-targeting and inpainting applications. However, the approaches [9, 24] require very high expensive operation that dense computation of patch similarity. To solve this problem, Barnes et al. [1] proposed a Patch-Match method, the fastest neighboring field algorithm using random initializations. Patch-Match shows a significantly better performance before the emergence of learning-based methods, and has been applied to a number of image editings.

In recent years, as researches on deep learning have been actively conducted, the paradigm of image inpainting has also been changed based on GAN-based approaches. The first deep neural networks for inpainting, Context encoder [25], firstly train deep neural networks for inpainting large holes, proposed a method of filling the missing regions with semantic information through feature learning and adversarial loss with novel encoder-decoder pipeline. However, it performs poorly in generating fine-detailed textures. Iizuka et al. [12] proposed a generative model for high-resolution images using local and global discriminator and expanded the receptive field using dilated convolution. However, additional post-processing step is required to maintain color consistency near hole boundaries. Yu et al. [23] proposed a generative network that create stacks that fill the pixels of missing regions with similar patches from the background to ensure color and texture consistency in the newly created areas and the surroundings. Pconv [21] is designed to eliminate the mask effect through re-normalization by distinguishing the valid pixels of irregular masks. Yu et al. [34] suggested learning of the dynamic feature selection mechanism for each channel and spatial location, which provides better visual results. PEN-net [35] proposed a network that can effectively transmit high-semantic information from encoder to decoder by using a U-net structure that utilizes skip connection for multiple layers.

3. Approach

In this section, we introduce the proposed Texture Transformer Attention for Realistic Image. We first describe the overview of an inpainting network in Figure 2 and details of Texture Transformer Attention in Figure 3.

3.1. The Overall Pipeline

The overall pipeline of proposed TTA-Net mechanism is illustrated in Figure 2. This framework is a single refinement network that consist of with 4 modules, i.e., an encoder feature extractor, a Texture Transform Attention with skip-connection, a texture fusion multi decoder and a discriminator. The TTA-Net is a U-Net structure based on performance verified in-painting model [13, 25, 21], which can extract multi-layered latent features from encode and transmits them to decode through skip-connection. The two-stage network, which is widely used in recent years, is unstable in training due to its long parameter length. To improve training stability and maintain semantic performance, we propose therefore a single refinement network that applies VGG losses. The convolutions used in this framework (Figure 2), uses gated convolutions [34], which are excellent for removal of mask effects, the discriminator and TTA module on the other hand use vanilla convolution.

The feature extractor in encoder works at each resolution
Figure 3: Illustration of the Texture Transform Attention layer. First, unfold the context feature and fine texture feature to same size for calculating the similarity weight (as convolution filters). These similarity weight of all patches are compared channel-wise compared to find the index and weight of the most similar patch. Then we generate reassembled texture map by folding texture features according to the index map. The texture map and weight map are sent to the feature synthesis module and synthesized with the context feature.

3.2. Texture Transform Attention

The proposed Texture Transform Attention is to compensate for the blurry decoding context information by using the encoded information with various fine features. Conventional attention methods usually use the sum of similarity weights [33, 34, 14], but if there are many similar patches (ground, sand, bushes, etc.), similar weights will overlap, resulting in a blur. To overcome blur issue, we refer to a reference SR [31, 37, 38] method of swap with or add fine texture components to the coarse image. When applied to inpainting network, we can assume that the coarse image is a context feature \( Q \) created by dilated convolutions or upsampling, and fine texture is a undamaged feature \( P \) extracted from encoder. Therefore, we aim to compare two different features as shown in Figure 3 reassemble the texture feature \( P \) semantically similar and synthesize it to the context feature \( Q \).

**Relevance Embedding.** Relevance embedding aims to embed the relevance between the encoded texture features \( P \) and decoded context features \( Q \) by calculating the matching score. We unfold \( P \) (without missing regions) and \( Q \) (missing regions) into 5x5 size patches of \( p_j \in P \) and \( q_i \in Q \) respectively. By unfolding different resolutions into patches of same size and changing the receptive fields of each layer, different attention maps are created to help consist inpainting performance even when a new semantic context is created. When calculating the similarity between \( P \) and \( Q \), we cut the resolution in half and reduce the patch size to 3x3 to speed up the comparison and save resources. We calculate the relevance \( s_{i,j} \) between these two patches by normalized inner product (cosine similarity):

\[
s_{i,j} = \frac{p_i \cdot q_j}{\|p_i\| \cdot \|q_j\|}
\]

(1)

where \( s_{i,j} \) represents similarity of patch of fine texture components \( p_i \) and coarse semantic patch \( q_j \). This similarity \( s_{i,j} \) is used to create a reassembled texture map \( T \) and fusion of \( Q \) and \( T \).

**Feature Swapping.** We propose a method of creating reassembled texture map \( T \) that reconstruct the details of the fine texture \( P \) in the form of the semantic feature \( Q \). The conventional attention methods take a weighted sum of channel-wise patches, but this weakens the transmission performance of the fine texture and lacks detail. Synthesizing solely the most relevant patch \( p_j \) at the position of \( q_i \) shows better performance in detail expression.

First, channel-wise comparison of the similarity \( s_{i,j} \) is performed on each patch to find the \( p_j \) patch most similar to \( q_i \) and generate an index map \( H \) for location.

\[
h_i = \arg \max_j \ s_{i,j}
\]

(2)

We adopt a patch discriminator [34, 14] for faster training and more stability. Also we use reconstruction loss and VGG loss [16] that compare the ground truth and output of network.
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where \( h_i \) is the index representing the location of the most relevant patch in the fine texture \( P \) for the \( i \)-th element patch of the semantic feature \( Q \). By applying the index map \( H \) to transfer the patches of fine texture \( P \), we can generate a reassembled texture layer \( T \) that can be applied to decoding.

\[
t_i = ph_i
\]

(3)

where \( t_i \) denotes the value of \( T \) in the \( i \)-th position, which is selected from \( h_i \)-th position of \( P \).

Summary, reassembled texture map \( T \) is obtained by reconstruction texture feature \( P \) according to the semantic shape of \( Q \), and transmitted to the decoder and reflect in the result

### 3.3. Similarity weight texture synthesis

**Fusion ration map.** We propose a method to synthesize a semantic feature \( Q \) and a reassembled texture \( T \) in the decoder. The context features that created in decoder may not have similar patches in the background or have low similarity, so we need to ensure that not all patches are synthesized at the same ratio for preventing a ghost effect. To solve the problem, our method refers to the similarity weight value \( s_{i,j} \) calculated above and does a channel-wise comparison to search the highest ratio \( r_i \) for fusion. The ratio map \( R \) represent confidence of the reassembled texture map for each position in \( T \):

\[
r_i = \max_{j} s_{i,j}
\]

(4)

where \( r_i \) denotes the \( i \)-th position of fusion ratio map of \( R \).

**Similarity Fusion.** The fusion ratio map \( R \) is used to synthesize the decoder context feature \( Q \) and reassembled texture map \( T \). Instead of directly applying \( R \) to \( T \), we first concatenate \( Q \) and \( T \) and perform convolution layer. The fused features are element-wisely multiplied by the ratio map \( R \) and added back to \( Q \). This operation can be represented as:

\[
F_{fus} = F + \text{Conv}(\text{Concat}(F, T)) \odot R
\]

(5)

where \( F \) is same to the semantic feature \( Q \) and \( F_{fus} \) indicated the synthesized output features. \( \text{Conv} \) represents a convolution layer and \( \text{Concat} \) indicates a concatenation operation. The operator \( \odot \) denotes an element-wise multiplication between feature maps.

However, since each patch is simply multiplied by a different ratio \( r_i \) and added to \( F \), a color distortion occurs that results checkerboard effect as shown in Figure [7]. To solve this problem, we used normalization factor \((1+R)\) and multiplied \( F_{fus} \) by element-wise.

\[
F_{out} = F_{fus} \odot (1 + H)^{-1}
\]

(6)

where \( F_{out} \) indicates the synthesized output features.

In summary, the Texture Transform Attention effectively transfers relevant fine texture \( P \) to semantic context feature \( Q \), making resulting images more realistic.

### 3.4. Training objective

The factors considered when choosing loss are: 1) to improve the spatial structure of inpainted missing region, 2) to create a plausible visual quality of resulting image, and 3) to take advantage of rich texture from the encode feature extractor. Our objective function combines reconstruction loss \( L_{rec} \), perceptual loss \( L_{per} \), adversarial loss \( L_{adv} \) and style loss \( L_{style} \). We experimentally tested the appropriate hyperparameters \( \lambda \) and experiments with the conditions of \( \lambda_{rec} = \lambda_{adv} = 1, \lambda_{per} = 0.1 \) and \( \lambda_{style} = 100 \).

\[
L_{overall} = \lambda_{rec}L_{rec} + \lambda_{adv}L_{adv}
+ \lambda_{per}L_{per} + \lambda_{style}L_{style}
\]

(7)

**Reconstruction loss.** The reconstruction loss contributes to create an approximate shape by comparing the predicted image to ground truth. We can generate a more accurate \( I_{pred} \) by adopting an \( l_1 \)-norm instead of a MSE

\[
L_{rec} = \|I_{gt} - I_{pred}\|
\]

(8)

**Adversarial loss.** Adversarial loss can significantly improve the structural/visual quality of this synthesized image. We adopt the SN-PatchGAN loss [34] for more stable training and improve semantic information and local texture. \( D_{sn} \) denotes a spectral-normalized discriminator and \( G \) indicates an inpainting network that receives an incomplete image \( z = I_{gt} \odot (1 - M) \) as input.

\[
L_{G} = -E_{z \sim \{z\}}[D_{sn}(G(z))]
\]

(9)

\[
L_{D} = E_{x \sim \{data\}(x)}[\text{ReLU}(1 - D_{sn}(x))]
+ E_{z \sim \{z\}(z)}[\text{ReLU}(1 + D_{sn}(G(z)))]
\]

(10)

**Perceptual loss.** We only use a single segmentation network for precise training, rather than a two-stage network consisting of coarse and refinement network that are widely used. We adopted perceptual loss [16] for visual quality improvement. \( L_{per} \) defines the Euclidean distance value of activation map using pre-trained VGG16, penalizing if the label and perceptual similarity are not close.

\[
L_{per} = \frac{1}{V}\sum_{i=1}^{C} \|\phi^v_{i\gamma}(I_{gt}) - \phi^v_{i\gamma}(I_{pred})\|_1
\]

(11)

where \( V \) and \( C \) indicate the volume and channel number of the feature map, respectively, and \( \phi_{i\gamma} \) is the activation map of the \( i \)-th layer of the pre-trained VGG network.

**Style loss.** We adopted style loss [7] to create more realistic texture detail. Style loss computes the difference between covariance in the activation map and uses a gram matrix \( G \) to avoid checkerboard artifacts due to convolution
layers.
\[ L_{style} = \| G(\phi_1^{vgg}(I_{comp}) - G(\phi_1^{vgg}(I_{pred})) \|_1 \] (12)

3.5. Segmentation mask generation

Inpainting is often used as an object removal, and we can therefore assume that the object to be person or something user do not want. Therefore, to create a mask that real user will make, we used an instance segmentation [11] algorithm to segment the objects in the places2 dataset and create a mask. Specially, the missing region of the mask is 10 \sim 40\% of the total size, and the category is limited to people, animal, statues and etc. About 1,000 masks were created and used as a validation mask set. In the training phase, we conducted various case studies using NVIDIA random masks [21], and we aimed to improve user-friendly performance using the created segmentation mask for validation.

4. Experimental Results

The proposed system was evaluated of Places2 [30], Celeb-HQ faces [18] and DTD textures [3], in term of quantitative and qualitative. Our model was trained using an NVIDIA RTX GPU with a 256x256 resolution size with batch size of 16. In the training phase, the datasets of CelebA-HQ and DTD were downsampled to 256x256 resolution from their original size and Places2 is randomly cropped for texture learning. Basically the model was trained with pytorch v3.6, CUDNN v7.0, CUDA v10.0. It took about 0.15 seconds to test a 512x512 resolution image, regardless of a hole size, and no additional pre- or post-

| Method     | L1 loss† | MS-SSIM¶ | FID† | LPIS‡ |
|------------|----------|----------|------|-------|
| DeepFillv1 | 6.99     | 80.26    | 110.9| 0.1195|
| DeepFillv2 | 4.46     | 85.58    | 48.62| 0.0687|
| EdgeConnect| 3.8      | 86.72    | 44.96| 0.0609|
| Ours       | 4.36     | 85.3     | 43.52| 0.0595|

Table 1: Quantitative comparison on validation images of Places2 with L1 Loss, MS-SSIM, FID and LPIS. We use free-form mask where the missing region is 10 to 40\% of mask size. † Lower is better. ¶ Higher is better.
processing is required.

4.1. Quantitative Results

Like other image generation tasks, image inpainting lacks good quantitative evaluation metrics. Even if the inpainted region is not the same as the ground truth, it is acceptable to the user if it has a plausible structure and texture. The results listed in Table 1 show the performance of our model and baseline on 512x512 resolution validation image of Places2 with free-form random masks.

We report our evaluation in terms of reconstruction $L_1$ loss, multi-scale structural similarity (MS-SSIM) [29], Frechet Inception Distance (FID) [10] and Learned Perceptual Image Patch Similarity (LPIPS) [36]. The $L_1$ roughly reflects model’s performance to reconstruct the original image content. MS-SSIM extracts and evaluates the similarity of structural information from paired images at multiple scales, providing results that approximate human visual perception. These metrics assume pixel-wise independence, which may assign favorable scores to perceptually inaccurate results. Therefore, we include evaluation metrics that use a deep feature based on human perception. FID measures a Wasserstein-2 distance between the feature space representations of real and inpainted images using a pre-trained Inception-V3 model [28]. LPIPS uses pre-trained VGG to measure the perceptual similarity distances to human judgment.

As shown in Table 1, our proposed method shows that $L_1$ loss and MS-SSIM are similar to other models and better in FID and LPIPS. These mean that our model have high-semantic inpainting performance similar to other models, but have better texture expression.

4.2. Qualitative Results

We compared the proposed model with previous state-of-the-art approaches [21, 33, 34, 23]. In order to compare the texture generating performance, a qualitative comparison was performed by challenging images from the places2 dataset with complex and irregular textures with an original size. In Figure 4, the entire image and enlarged image patch are displayed together to compare the semantic context and texture of the image. Figure 5 and Figure 6 show the results of our model using CelebA datasets and DTD texture datasets. We use user custom masks and free-form random masks to compare various cases.

As shown in Figure 4, Comparison of qualitative results with models that proven performance on Places validation sets. Best viewed (especially texture) with zoom-in. (a) Input is ground truth with mask. (b) Partial convolution [21]. (c) EdgeConnect [23]. (d) Gated conv [34]. (f) Ours., all models have succeeded in making the missing regions plausible, but they have different results. The result of EC [23] was used with similar texture patches repeatedly around the missing region without taking into account the semantic context, giving it a heterogeneous feel. The result of GC [34] has a semantic structure, but the texture looks blurry compared to the surroundings as it accumulates several similar patches. On the other hand, the result of our model has a composition that considers the semantic context of surrounding area, and it can be confirmed that...
a photo-realistic result appears by creating a texture similar to a background property. Our model is trained at a small resolution of 256x256 like other comparison models, but it shows better results even with test image in a larger size than the training size, as the surrounding features are transferred the low-level layer to the high-level layer in the network.

Also, as shown in Figure 6 and Figure 5, our model works well with human faces or complex and repetitive textures.

4.3. Ablation Study

Synthesis module comparison. We investigated the effectiveness of the synthesis module by comparing to other synthesis methods including a cross-scale feature synthesis [31], commonly used concatenation method [33, 34] and dilated convolution [35]. The concatenation method is difficult to predict or control how the texture will be reflected in the results simply by attaching texture information to the existing layer. The dilated convolution and cross-scale feature synthesis method naturally combine multiple textures and produce visually sharp results. However, we referenced a soft-attention approach [31] that uses a similarity weight because the performance improvement obtained in these modules is not significant compared to the consumed resources.

Whether to use normalization factor. We added normalized factor to our synthesis module. If we simply multiply the similarity weight pixel-wise, the result will have different color level for each region, generating in checkerboard artifacts. As we apply the normalize factor, color normalization can be performed according to the fusion ratio of each patch, which can achieve natural results. In Figure 7, we can see the comparison of results according to use of the normalization factor.

5. Conclusion

In this paper, we proposed a novel image inpainting system based on an end-to-end U-Net generative network with a Texture Transform Attention which efficiently transfers a fine texture from the encoder to the decoder. We showed that the TTA module significantly improves the texture representation while preserving the semantic context of result. Also, we proposed a highly simple and effective synthesis module to reflect fine texture in the results. Quantitative results and, qualitative comparisons demonstrated the superiority of our proposed TTA-Net. As a future work, we plan to improve the proposed network to image with a higher resolution and modify it to work well with videos.
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