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Abstract

In this paper, we consider a stochastic recursive optimal control problem under model uncertainty. In this framework, the cost function is described by solutions of a family of backward stochastic differential equations with uncertainty parameter \(\theta\), which is used to represent different market conditions. With the help of linearization techniques and weak convergence methods, we derive the corresponding stochastic maximum principle. Moreover, a linear quadratic robust control problem is also studied.
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1 Introduction

The nonlinear backward stochastic differential equations (BSDEs) formulated by Pardoux and Peng [18], provided a powerful tool for the research of stochastic control problem and partial differential equations. In particular, El Karoui, Peng, and Quenez [6] applied BSDEs to characterize the so-called stochastic recursive optimal control problem. In this framework, the asset price is described by \(x\) term and the cost function is defined by \(y(0)\) term of the following forward and backward stochastic differential equation (FBSDE) on a finite time horizon \([0, T]\):

\[
\begin{align*}
    x(t) &= x_0 + \int_0^t b(s, x(s), u(s))ds + \int_0^t \sigma(s, x(s), u(s))dW(s), \\
    y(t) &= \varphi(x(T)) + \int_t^T f(s, x(s), y(s), z(s), u(s))ds - \int_t^T z(s)dW(s),
\end{align*}
\]

(1)

where \(W = (W(t))_{0 \leq t \leq T}\) is a standard \(d\)-dimensional Brownian motion on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and \(u\) denotes an admissible control process taking value in some nonempty set \(U\) (see Section 2 for more details).

The stochastic recursive optimal control problems have important applications in mathematical finance and engineering. For instance, Chen and Epstein [3] considered the stochastic differential recursive utility with drift ambiguity, which can be characterized by a special kind of BSDE (see also Duffie and Epstein [5]). Moreover, the equation (1) reduces to the classical stochastic optimal control problem when the generator \(f\) is independent of the arguments \(y\) and \(z\).
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In practice, taking into account the model uncertainty, it is hard to know the actual drift and diffusion coefficients of $x$. For example, the share market is often described as being in either a bull market or a bear market. However, the coefficients may be different in a bull market and a bear market. Since bull markets or bear markets are difficult to predict, we do not know if the actual cost is $y_1(0)$ or $y_2(0)$, where $y_1(0)$ and $y_2(0)$ represent the costs in a bull market and a bear market, respectively. Suppose that the probability $\lambda$ of a bull market occurring is unknown. In this case, we could measure the cost in the following robust way

$$J(u) = \sup_{\lambda \in [0,1]} (\lambda y_1(0) + (1 - \lambda)y_2(0)) = \max(y_1(0), y_2(0)), \quad (2)$$

which can be regarded as a robust optimal control problem.

In the sequel, we use the parameter $\theta \in \Theta$ to represent different market conditions, where $\Theta$ is a locally compact Polish space. The corresponding cost $y_{\theta}(0)$ is given by

$$\begin{cases}
  x_{\theta}(t) = x_0 + \int_0^t b_{\theta}(s, x_{\theta}(s), u(s))ds + \int_0^t \sigma_{\theta}(s, x_{\theta}(s), u(s))dW(s), \\
  y_{\theta}(t) = \varphi_{\theta}(x_{\theta}(T)) + \int_T^t f_{\theta}(s, x_{\theta}(s), y_{\theta}(s), z_{\theta}(s), u(s))ds - \int_T^t z_{\theta}(s)dW(s),
\end{cases} \quad (3)$$

where the coefficients of the controlled FBSDEs depends on the market uncertainty parameter $\theta$. Suppose that $Q$ is the set of all possible probability distributions of $\theta$. Then, the robust cost function is defined by

$$J(u) = \sup_{Q \in Q} \int_\Theta y_{\theta}(0)Q(d\theta). \quad (4)$$

It is obvious that equation (2) is a special case of equation (4). Thus, an interesting question is to study the above stochastic recursive optimal robust control problem.

An important approach for optimal control problems is to derive maximum principle, namely, necessary condition for optimality. In the seminal paper $[19]$, Peng established a global maximum principle for the classical stochastic optimal control problem. Since then, the stochastic maximum principle was extensively investigated for various stochastic systems, such as mean field dynamics, infinite-dimensional case and so on. Indeed, Buckdahn, Li and Ma $[2]$ studied the optimal control problem for mean-field SDEs; Fuhrman, Hu and Tessitore $[7]$ considered maximum principle for infinite-dimensional stochastic control systems; Tang $[23]$ obtained a general partially observed maximum principle with correlated noises between the system and the observation. For more research on this topic, the reader is referred to $[4, 8, 12–14, 17, 22, 25, 27]$ and the references therein.

Furthermore, much research is also devoted to studying maximum principle for the stochastic recursive optimal control problems. Peng $[20]$ first studied the convex control domain case and established a local maximum principle. Then, Ji and Zhou $[15]$ obtained a local maximum principle for the convex case with terminal state constraints. Xu $[26]$ considered the nonconvex case when the diffusion coefficient does not include control variable. We refer the reader to $[11, 21, 22, 28]$ for a closest related research.

The present paper is devoted to the research of stochastic maximum principle for the above stochastic recursive optimal robust control problem. In order to illustrate the main idea, we will study the convex control domain case. Note that the robust cost is a supremum over a family of probability measures. Thus, the classical convex variational approach cannot be directly applied to this question. To overcome this difficult, we deal with the derivative of the value function through weak convergence methods.

In order to carry out the purpose, we assume that $Q$ is weakly compact and convex. With the help of the linearization techniques, we obtain the variation equation of the FBSDE for each uncertainty parameter $\theta$. Unlike the classical case, we need to establish the convergence for the variational
equation uniformly with respect to \( \theta \). Then, in the spirit of Sion’s minimax theorem, we prove that the variational inequality is the integral of the variational BSDE with respect to a reference probability \( Q \in \mathcal{Q} \). We also study the regularity of the Hamiltonian function to deal with some measurability issues with respect to the parameter \( \theta \). Based on the above results, the stochastic maximum principle is derived. Moreover, the stochastic maximum principle is also a sufficient condition under some convex assumptions.

The contribution of this paper is threefold. First, the stochastic recursive optimal robust control problem under model uncertainty is formulated. In particular, the robust cost involves a family of cost functions under different market conditions. Next, the stochastic maximum principle is obtained, which involves the integral of the Hamiltonian function with respect to the above probability \( Q \in \mathcal{Q} \). Finally, we apply the maximum principle to solving a linear quadratic robust control problem. Moreover, compared with [20], our problem is essentially an “inf sup problem”, which makes it more delicate and challenging.

The paper is organized as follows. In section 2, we formulate the stochastic recursive optimal robust control problem. Then, we state the maximum principle in section 3. The section 4 is devoted to the study of a linear quadratic robust control problem.

Notation.

Throughout this paper, let \((\mathcal{F}_t)_{0 \leq t \leq T}\) be the natural filtration generated by \( W \) augmented by the \( \mathbb{P} \)-null sets of \( \mathcal{F} \). For each Euclidian space, we denote by \( \langle \cdot, \cdot \rangle \) and \( | \cdot | \) its scalar product and the associated norm, respectively. Denote by \( \mathbb{R}^n \) the \( n \)-dimensional real Euclidean space, \( \mathbb{R}^{n \times d} \) the set of \( n \times d \) real matrices and \( \mathbb{S}_n \) the set of symmetric \( n \times n \) real matrices. Moreover, we use the notation \( \partial_x = (\frac{\partial}{\partial x_1}, \cdots, \frac{\partial}{\partial x_n}) \), for \( x \in \mathbb{R}^n \). Then, \( \partial_x \psi = (\frac{\partial \psi}{\partial x_1}, \cdots, \frac{\partial \psi}{\partial x_n}) \) is a row vector for \( \psi : \mathbb{R}^n \to \mathbb{R} \) and \( \partial_x \Psi = \begin{bmatrix} \frac{\partial \Psi}{\partial x} \end{bmatrix} \) is a \( d \times n \) matrix for \( \Psi = (\Psi_1, \cdots, \Psi_d)^\top : \mathbb{R}^n \to \mathbb{R}^d \). Finally, we consider the following Banach spaces: for any \( p \geq 1 \),

- \( L^p(\mathcal{F}_T; \mathbb{R}^n) \) is the space of \( \mathbb{R}^n \)-valued \( \mathcal{F}_T \)-measurable random vectors \( \xi \) satisfying \( \mathbb{E}[|\xi|^p] < \infty \);
- \( \mathcal{M}^p(0, T; \mathbb{R}^n) \) is the space of \( \mathbb{R}^n \)-valued \( \mathcal{F} \)-progressively measurable processes \( (u(t))_{0 \leq t \leq T} \) satisfying
  \[ \mathbb{E} \left[ \int_0^T |u(t)|^p dt \right] < \infty; \]
- \( \mathcal{M}^\infty(0, T; \mathbb{R}^n) \) is the space of \( \mathbb{R}^n \)-valued \( \mathcal{F} \)-progressively measurable processes \( (u(t))_{0 \leq t \leq T} \) satisfying
  \[ \text{ess sup}_{(t, \omega)} |u(t)| < \infty; \]
- \( \mathcal{H}^p(0, T; \mathbb{R}^n) \) is the space of \( \mathbb{R}^n \)-valued \( \mathcal{F} \)-progressively measurable processes \( (z(t))_{0 \leq t \leq T} \) satisfying
  \[ \mathbb{E} \left[ \left( \int_0^T |z(t)|^2 dt \right)^{\frac{p}{2}} \right] < \infty; \]
- \( \mathcal{H}^{1,p}(0, T; \mathbb{R}^n) \) is the space of \( \mathbb{R}^n \)-valued \( \mathcal{F} \)-progressively measurable processes \( (z(t))_{0 \leq t \leq T} \) satisfying
  \[ \mathbb{E} \left[ \left( \int_0^T |z(t)| dt \right)^p \right] < \infty; \]
\[ \mathbb{E} \left[ \sup_{0 \leq t \leq T} |y(t)|^p \right] < \infty; \]

- \( S^p(0, T; \mathbb{R}^n) \) is the space of \( \mathbb{R}^n \)-valued \( \mathcal{F} \)-adapted continuous processes \((y(t))_{0 \leq t \leq T}\) satisfying

- \( C(0, T; \mathbb{R}^n) \) is the space of \( \mathbb{R}^n \)-valued continuous functions on \([0, T]\).

In the sequel, for a given set of parameters \( \alpha \), \( C(\alpha) \) will denote a positive constant only depending on these parameters, and which may change from line to line.

### 2 Formulation of the problem

We now introduce the definition of admissible control. Assume \( U \) is a given nonempty convex subset of \( \mathbb{R}^k \) and \( p > 4 \).

**Definition 2.1** \( u : [0, T] \times \Omega \rightarrow U \) is said to be an admissible control, if \( u \in \mathcal{M}^p(0, T; \mathbb{R}^k) \). The set of admissible controls is denoted by \( \mathcal{U}(0, T) \).

In the market, assume that the agent can choose an admissible control \( u \in \mathcal{U}[0, T] \) to obtain some SDE on \([0, T]\). However, he does not know the actual drift and diffusion coefficients due to the model uncertainty. Instead, the agent just knows a family of coefficients which may occur in the market.

In this case, the corresponding SDE can be described by

\[
x_\theta(t) = x_0 + \int_0^t b_\theta(s, x_\theta(s), u(s))ds + \int_0^t \sigma_\theta(s, x_\theta(s), u(s))dW(s),
\]

where \( \theta \in \Theta \) and \( \Theta \) is a locally compact, complete separable space with distance \( \mu \). The corresponding cost is given by \( y_\theta(0) \) term of the following BSDE on \([0, T]\):

\[
y_\theta(t) = \varphi_\theta(x_\theta(T)) + \int_t^T f_\theta(s, x_\theta(s), y_\theta(s), z_\theta(s), u(s))ds - \int_t^T z_\theta(s)dW(s).
\]

In the above equations, \( b_\theta : [0, T] \times \mathbb{R}^n \times U \rightarrow \mathbb{R}^n \), \( \sigma_\theta = [\sigma^1_\theta, \cdots, \sigma^d_\theta] : [0, T] \times \mathbb{R}^n \times U \rightarrow \mathbb{R}^{n \times d} \), \( \varphi_\theta : \mathbb{R}^n \rightarrow \mathbb{R} \), \( f_\theta : [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R} \times U \rightarrow \mathbb{R} \) are Borel measurable functions. Note that the process \((x_\theta, y_\theta, z_\theta)\) depends on \( u \) and we omit the superscript \( u \) for convenience, unless otherwise specified.

Due to the model uncertainty, the cost function is defined by:

\[
J(u) = \sup_{Q \in \mathcal{Q}} \int_{\Theta} y_\theta(0)Q(d\theta),
\]

where \( \mathcal{Q} \) is a set of probability measures on \((\Theta, \mathcal{B}(\Theta))\). Note that at this stage, we cannot even conclude that the function \( \theta \rightarrow y_\theta(0) \) is measurable.

In this paper, we make use of the following assumptions.

**H1** There exists some positive constant \( L \) such that for any \( t \in [0, T], x, x' \in \mathbb{R}^n, y, y' \in \mathbb{R}, z, z' \in \mathbb{R}^d, u, u' \in U, \theta \in \Theta, \)

\[
|b_\theta(t, x, u) - b_\theta(t, x', u')| + |\sigma_\theta(t, x, u) - \sigma_\theta(t, x', u')| \leq L(|x - x'| + |u - u'|),
\]

\[
|\varphi_\theta(x) - \varphi_\theta(x')| + |f_\theta(t, x, y, z, u) - f_\theta(t, x', y', z', u')| \leq L ((1 + |x| + |x'| + |u| + |u'|)(|x - x'| + |u - u'|) + |y - y'| + |z - z'|),
\]

\[
|b_\theta(t, 0, 0)| + |\sigma_\theta(t, 0, 0)| + |f_\theta(t, 0, 0, 0, 0)| \leq L.
\]
(H2) $b_\theta, \sigma_\theta, \varphi_\theta, f_\theta$ are continuously differentiable in $(x, y, z, u)$ for any $\theta \in \Theta$.

(H3) There exists a modulus of continuity $\overline{\varphi}_\varepsilon: [0, \infty) \to [0, \infty)$ such that
\[
|\ell_\theta(t, x, y, z, u) - \ell_\theta(t, x', y', z', u')| \leq \overline{\varphi}_\varepsilon(|x - x'| + |y - y'| + |z - z'| + |u - u'|),
\]
for any $t \in [0, T], x, x' \in \mathbb{R}^n, y, y' \in \mathbb{R}, z, z' \in \mathbb{R}^d, u, u' \in U, \theta \in \Theta$, where $\ell_\theta$ is the derivative of $b_\theta, \sigma_\theta, \varphi_\theta, f_\theta$ in $(x, y, z, u)$.

(H4) For each $N > 0$, there exists a modulus of continuity $\overline{\varphi}_N: [0, \infty) \to [0, \infty)$ such that
\[
|\ell_\theta(t, x, y, z, u) - \ell_\theta(t, x, y, z, u)| \leq \overline{\varphi}_N(\mu(\theta, \theta')),
\]
for any $t \in [0, T], |x|, |y|, |z|, |u| \leq N, \theta, \theta' \in \Theta$, where $\ell_\theta$ is $b_\theta, \sigma_\theta, \varphi_\theta, f_\theta$ and their derivatives in $(x, y, z, u)$.

(H5) $Q$ is a weakly compact and convex set of probability measures on $(\Theta, B(\Theta))$.

**Example 2.2** Let $\Theta$ be a countable discrete space. Then, $\mu(\theta, \theta') = 1_{\theta \neq \theta'}$. Thus, under assumptions (H1)-(H3), it is easy to check that condition (H4) holds.

**Lemma 2.3** Assume that (H1) holds. Then, the FBSDE (5) and (6) admits a unique solution $(x_\theta, y_\theta, z_\theta) \in S^p(0, T; \mathbb{R}^n) \times S^q(0, T; \mathbb{R}) \times H^q(0, T; \mathbb{R}^d)$. Moreover, for any $q \in (2, p]$,
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |x_\theta(t)|^q + \sup_{0 \leq t \leq T} |y_\theta(t)|^{\frac{q}{2}} + \left( \int_0^T |z_\theta(t)|^2 dt \right)^{\frac{q}{2}} \right] \leq C(L, T, q) \mathbb{E} \left[ |x_\theta(0)|^q + \int_0^T |u(t)|^q dt \right].
\]

**Proof.** The proof is immediate from Lemma A.1 and Lemma A.2 in appendix A. $\blacksquare$

**Lemma 2.4** Assume that (H1) and (H4) hold. Then, $\theta \rightarrow y_\theta(0)$ is continuous and bounded.

**Proof.** The proof is immediate from Lemma 2.3 and Lemma B.1 in appendix B. $\blacksquare$

Suppose the conditions (H1) and (H4) hold. It follows from Lemma 2.4 that, $y_\theta(0)$ is continuous in $\theta$ and $J(u)$ is well-defined. Then, our stochastic optimal control problem is to minimize the robust cost $J(u)$ over $u \in U[0, T]$.

## 3 Stochastic maximum principle

In this section, we will establish the stochastic maximum principle by the linearization and weak convergence methods, which is different from the classical variational approach due to the model uncertainty.

### 3.1 Variational equation

Let $\pi \in U[0, T]$ be an optimal control and $(x_\pi, y_\pi, z_\pi)$ be the corresponding state process of equations (5) and (6) for each $\theta \in \Theta$. Note that the set $U[0, T]$ is convex. Then, for any $u \in U[0, T]$ and $\rho \in (0, 1)$, it is easy to check that the process $u^\rho := \pi + \rho(u - \pi)$ is also an admissible control. Denote by $(x_\rho^\theta, y_\rho^\theta, z_\rho^\theta)$ the trajectory corresponding to $u^\rho$ for any $\theta \in \Theta$.

First, we introduce the following variational SDE on the time interval $[0, T]$: for each $\theta \in \Theta$,
\[
\begin{align*}
\begin{cases}
d\tilde{x}_\theta(t) &= (\partial_x b_\theta(t)\tilde{x}_\theta(t) + \partial_y b_\theta(t)(u(t) - \pi(t))) dt + \sum_{i=1}^d \left( \partial_x \sigma_i^\theta(t)\tilde{x}_\theta(t) + \partial_u \sigma_i^\theta(t)(u(t) - \pi(t)) \right) dW^i(t),
\tilde{x}_\theta(0) = 0,
\end{cases}
\end{align*}
\]

(7)
where \( b_\theta(t) = b_\theta(t, x_\theta(t), \bar{\pi}(t)) \), \( \partial_x b_\theta(t) = \partial_x b_\theta(t, x_\theta(t), \bar{\pi}(t)) \) and \( \sigma_\theta^1(t), \partial_x \sigma_\theta^1(t), \partial_u \sigma_\theta(t), \partial_u \sigma_\theta^1(t) \) are defined in a similar way. It follows from assumption (H1) that \( \partial_x b_\theta, \partial_u b_\theta, \partial_x \sigma_\theta^1 \) and \( \partial_u \sigma_\theta \) are uniformly bounded. Then, from Lemma A.1 in appendix A, the SDE (7) admits a unique solution \( \tilde{x}_\theta \in \mathcal{S}^p(0, T; \mathbb{R}^n) \). Moreover, it holds that

\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |\tilde{x}_\theta(t)|^q \right] \leq C(L, T, q) \mathbb{E}\left[ \int_0^T \left(|u(t)|^q + |\bar{\pi}(t)|^q\right)dt \right], \quad \forall q \in [2, p].
\]

(8)

**Lemma 3.1** Assume that (H1)-(H3) hold. Then, for each \( \theta \in \Theta \),

(i) \( \mathbb{E}\left[ \sup_{0 \leq t \leq T} |\tilde{x}_\theta^p(t)|^4 \right] \leq C(L, T)\mathbb{E}\left[ \int_0^T (|u(t)|^4 + |\bar{\pi}(t)|^4)dt \right] \).

(ii) \( \lim_{\rho \to 0} \sup_{\theta \in \Theta} \mathbb{E}\left[ \sup_{0 \leq t \leq T} |\tilde{x}_\theta^p(t)|^4 \right] = 0 \), where \( \tilde{x}_\theta^p(t) := \rho^{-1} (x_\theta^p(t) - \bar{x}_\theta(t)) \).

**Proof.** By the definition of \( \tilde{x}_\theta^p \), we obtain that

\[
\begin{align*}
\left\{ \begin{array}{l}
d\tilde{x}_\theta^p(t) = \rho^{-1} \left\{ b_\theta^p(t) - b_\theta(t) - [\rho \partial_x b_\theta(t) \tilde{x}_\theta(t) + \rho \partial_u b_\theta(s)(u(t) - \bar{\pi}(t))] \right\} dt \\
&+ \sum_{i=1}^d \rho^{-1} \left\{ \sigma_\theta^1(t) - \sigma_\theta(t) - [\rho \partial_x \sigma_\theta^1(t) \tilde{x}_\theta(t) + \rho \partial_u \sigma_\theta(s)(u(t) - \bar{\pi}(t))] \right\} dW^i(t), \\
\tilde{x}_\theta^p(0) = 0.
\end{array} \right.
\end{align*}
\]

where \( b_\theta^p(t) = b_\theta(t, x_\theta^p(t), u^p(t)) \) and \( \sigma_\theta^1(t) = \sigma_\theta(t, x_\theta^p(t), u^p(t)) \). For convenience, set

\[
A_\theta^p(t) = \int_0^t \partial_x b_\theta(s, \bar{x}_\theta(s)) + \lambda(t)(\tilde{x}_\theta^p(s) + \tilde{x}_\theta(s)) ds,
\]

\[
B_\theta^p(t) = \int_0^t \partial_x \sigma_\theta^1(s, \bar{x}_\theta(s)) + \lambda(t)(\tilde{x}_\theta^p(s) + \tilde{x}_\theta(s)) ds,
\]

\[
C_\theta^p(t) = \int_0^t \left[ \partial_u b_\theta(s, \bar{x}_\theta(s)) + \lambda(t)(\tilde{x}_\theta^p(s) + \tilde{x}_\theta(s)) \right] ds,
\]

\[
D_\theta^p(t) = \int_0^t \left[ \partial_u \sigma_\theta^1(s, \bar{x}_\theta(s)) + \lambda(t)(\tilde{x}_\theta^p(s) + \tilde{x}_\theta(s)) \right] ds.
\]

Thus, the process \( \tilde{x}_\theta^p \) could be regarded as the solution to the following SDE:

\[
\tilde{x}_\theta^p(t) = \int_0^t \left( A_\theta^p(s) \tilde{x}_\theta^p(s) + C_\theta^p(s) \right) ds + \sum_{i=1}^d \int_0^t \left( B_\theta^p(s) \tilde{x}_\theta^p(s) + D_\theta^p(s) \right) dW^i(s).
\]

Note that \( \partial_x b_\theta, \partial_u b_\theta, \partial_x \sigma_\theta^1 \) and \( \partial_u \sigma_\theta^1 \) are bounded by some constant \( C(L) \). Then, applying Lemma A.1 in appendix A and inequality (8) yields that

\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |\tilde{x}_\theta^p(t)|^4 \right] \leq C(L, T)\mathbb{E}\left[ \int_0^T \left(|C_\theta^p(s)|^4 + \sum_{i=1}^d |D_\theta^p(s)|^4 \right) ds \right] \leq C(L, T)\mathbb{E}\left[ \int_0^T (|u(t)|^4 + |\bar{\pi}(t)|^4) dt \right],
\]

(9)
which establishes the first inequality.

Next, we prove the term (ii). It suffices to show that

$$\limsup_{\rho \to 0} \mathbb{E} \left[ \int_0^T |C_\theta^\rho(t)|^4 dt \right] = 0,$$

since the other case could be proved in a similar fashion. According to Hölder’s inequality, we get that

$$|C_\theta^\rho(t)|^4 \leq 8 \int_0^1 |\partial_u b_\theta(t, \overline{\theta}(t)) + \lambda \rho(\overline{\theta}(t) + \xi_\theta(t)), \overline{\theta}(t) + \lambda \rho(u(t) - \overline{\theta}(t)) - \partial_u b_\theta(t)|^4 |u(t) - \overline{\theta}(t)|^4 d\lambda$$

$$+ 8 \int_0^1 |\partial_x b_\theta(t, \overline{\theta}(t)) + \lambda \rho(\overline{\theta}(t) + \xi_\theta(t)), \overline{\theta}(t) + \lambda \rho(u(t) - \overline{\theta}(t)) - \partial_x b_\theta(t)|^4 |\xi_\theta(t)|^4 d\lambda.$$

From assumption (H3), we derive that,

$$|\partial_u b_\theta(t, \overline{\theta}(t)) + \lambda \rho(\overline{\theta}(t) + \xi_\theta(t)), \overline{\theta}(t) + \lambda \rho(u(t) - \overline{\theta}(t)) - \partial_u b_\theta(t)| \leq \overline{\rho}(2Np),$$

whenever $|\overline{\theta}(t) + \xi_\theta(t)| \leq N$ and $|u(t) - \overline{\theta}(t)| \leq N$ for each $N > 0$. Since $\partial_x b_\theta$ and $\partial_u b_\theta$ are bounded by some constant $C(L)$, it holds that

$$\mathbb{E} \left[ \int_0^T |C_\theta^\rho(t)|^4 dt \right] \leq 8 (\overline{\rho}(2Np))^4 \mathbb{E} \left[ \int_0^T (|u(t) - \overline{\theta}(t)|^4 + |\xi_\theta(t)|^4) dt \right]$$

$$+ C(L) \mathbb{E} \left[ \int_0^T (|u(t) - \overline{\theta}(t)|^4 + |\xi_\theta(t)|^4) \left( I_{\{|\overline{\theta}(t) + \xi_\theta(t)| \geq N\}} + I_{\{|u(t) - \overline{\theta}(t)| \geq N\}} \right) dt \right].$$

(10)

On the other hand, applying Hölder’s inequality yields that

$$\mathbb{E} \left[ \int_0^T |u(t) - \overline{\theta}(t)|^4 I_{\{|\overline{\theta}(t) + \xi_\theta(t)| \geq N\}} dt \right] \leq \mathbb{E} \left[ \int_0^T |u(t) - \overline{\theta}(t)|^p dt \right]^{\frac{4}{p}} \mathbb{E} \left[ \int_0^T I_{\{|\overline{\theta}(t) + \xi_\theta(t)| \geq N\}} dt \right]^{\frac{4}{p-4}}$$

$$\leq \mathbb{E} \left[ \int_0^T |u(t) - \overline{\theta}(t)|^p dt \right]^{\frac{4}{p}} \mathbb{E} \left[ \int_0^T \frac{|\overline{\theta}(t) + \xi_\theta(t)|}{N} dt \right]^{\frac{4}{p-4}}$$

$$\leq C(L, T, p) \left( 1 + \mathbb{E} \left[ \int_0^T (|u(t)|^p + |\overline{\theta}(t)|^p) dt \right] \right) N^{\frac{4-p}{p}},$$

where we have used estimates [3] and [4] in the last inequality. By a similar analysis, we could also get that

$$\mathbb{E} \left[ \int_0^T (|u(t) - \overline{\theta}(t)|^4 + |\xi_\theta(t)|^4) \left( I_{\{|\overline{\theta}(t) + \xi_\theta(t)| \geq N\}} + I_{\{|u(t) - \overline{\theta}(t)| \geq N\}} \right) dt \right] \leq C(L, T, u, \overline{\rho}, p) N^{\frac{4-p}{p}},$$

Consequently, with the help of inequality (10), we deduce that, for each $N > 0$,

$$\sup_{\theta \in \Theta} \mathbb{E} \left[ \int_0^T |C_\theta^\rho(t)|^4 dt \right] \leq C(L, T, u, \overline{\rho}, p) \left( (\overline{\rho}(2Np))^4 + N^{\frac{4-p}{p}} \right),$$

Sending $\rho \to 0$ and then $N \to \infty$, we could get the desired equation. ■
Next, we consider the corresponding variational BSDE on $[0, T]$: for each $\theta \in \Theta$,
\[
\hat{y}_\theta(t) = \partial_x \varphi_\theta(\varpi_\theta(T))\hat{x}_\theta(T) - \int_t^T \hat{z}_\theta(s)dW(s) \\
+ \int_t^T \left[ \partial_x f \theta(s)(\hat{x}_\theta(s) - \hat{y}_\theta(s)) + \partial_\gamma f \theta(s)(\hat{z}_\theta(s)) + \partial_u f \theta(s)(u(s) - \mathcal{W}(s)) \right] ds,
\]
where $f \theta(t) = f \theta(t, x \theta(t), \gamma \theta(t), \varpi \theta(t), \mathcal{W}(t))$ and $\partial_x f \theta(t), \partial_\gamma f \theta(t), \partial_u f \theta(t)$ are defined in a similar way. It follows from assumption (H1) that $\partial_x f \theta, \partial_\gamma f \theta, \partial_u f \theta$ are bounded by $C(L)(1 + |x| + |u|)$. Then, from Lemma A.2 in appendix A, the BSDE (11) admits a unique solution $(\hat{y}_\theta, \hat{z}_\theta) \in S^2 \times H^2(0, T; \mathbb{R}^n)$. Moreover, it holds that, for each $q \in [2, \frac{4}{3})$,
\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |\hat{y}_\theta(t)|^q + \int_0^T |\hat{z}_\theta(t)|^q dt \right]^\frac{2}{q} \leq C(L, T, q)\mathbb{E}\left[ |x_0|^q + \int_0^T (|u(t)|^q + |\mathcal{W}(t)|^q) dt \right].
\]

Lemma 3.2 Assume that (H1)-(H3) hold. Then, for each $\theta \in \Theta$,
(i) $\mathbb{E}\left[ \sup_{0 \leq t \leq T} |\hat{y}_\theta(t)|^2 + \int_0^T |\hat{z}_\theta(t)|^2 dt \right] \leq C(L, T)\mathbb{E}\left[ |x_0|^4 + \int_0^T (|u(t)|^4 + |\mathcal{W}(t)|^4) dt \right]$.

(ii) \[ \lim_{\rho \to 0} \sup_{\theta \in \Theta} \mathbb{E}\left[ \sup_{0 \leq t \leq T} |\hat{y}_\theta(t)|^2 + \int_0^T |\hat{z}_\theta(t)|^2 dt \right] = 0, \]
where $\hat{y}_\theta(t) := \rho^{-1}(y_\theta(t) - \gamma \theta(t)) - \hat{y}_\theta(t)$ and $\hat{z}_\theta(t) := \rho^{-1}(z_\theta(t) - \mathcal{W}(t)) - \hat{z}_\theta(t)$.

Proof. By the definition of $\hat{y}_\theta(t)$ and $\hat{z}_\theta(t)$, we obtain that
\[
\begin{align*}
\hat{y}_\theta(t) &= \rho^{-1} [\varphi(x_\theta(t)) - \varphi(\varpi_\theta(T)) - \rho \varphi_\theta(\varpi_\theta(T))\hat{x}_\theta(T)] - \int_t^T \hat{z}_\theta(s)dW(s) \\
+ \int_t^T \left[ \rho^{-1}(f_\theta(t) - f \theta(t)) - \partial_x f \theta(s)\hat{x}_\theta(s) - \partial_\gamma f \theta(s)\hat{\gamma}_\theta(s) - \partial_u f \theta(s)(\hat{\mathcal{W}}(s)) - \partial_u f \theta(s)(u(s) - \mathcal{W}(s)) \right] ds,
\end{align*}
\]
where $f_\theta(t) = f \theta(t, x_\theta(t), y_\theta(t), z_\theta(t), u_\theta(t))$. To simplify symbols, set $\gamma = (x, y, z)$ and
\[
J_\theta^{1, \rho} = \int_0^1 \partial_x \varphi_\theta(\varpi_\theta(T)) + \lambda \varphi(\tilde{x}_\theta(T) + \hat{x}_\theta(T)) d\lambda \tilde{x}_\theta(T), \\
J_\theta^{2, \rho} = \int_0^1 \partial_x \varphi_\theta(\varpi_\theta(T)) + \lambda \varphi(\tilde{\gamma}_\theta(t) + \hat{\gamma}_\theta(t)) - \partial_x \varphi_\theta(\varpi_\theta(T)) d\lambda \tilde{\gamma}_\theta(t), \\
E_\theta^{\rho}(t) = \int_0^1 \partial_x f \theta(t, \varpi_\theta(t)) + \lambda \varphi(\tilde{\gamma}_\theta(t) + \hat{\gamma}_\theta(t)), \mathcal{W}(t) + \lambda \varphi(u(t) - \mathcal{W}(t)) d\lambda, \\
F_\theta^{\rho}(t) = \int_0^1 \partial_\gamma f \theta(t, \varpi_\theta(t)) + \lambda \varphi(\tilde{\gamma}_\theta(t) + \hat{\gamma}_\theta(t)), \mathcal{W}(t) + \lambda \varphi(u(t) - \mathcal{W}(t)) d\lambda, \\
G_\theta^{\rho}(t) = \int_0^1 \partial_\gamma f \theta(t, \varpi_\theta(t)) + \lambda \varphi(\tilde{\gamma}_\theta(t) + \hat{\gamma}_\theta(t)), \mathcal{W}(t) + \lambda \varphi(u(t) - \mathcal{W}(t)) d\lambda, \\
H_\theta^{\rho}(t) = \int_0^1 \partial_u f \theta(t, \varpi_\theta(t)) + \lambda \varphi(\tilde{\gamma}_\theta(t) + \hat{\gamma}_\theta(t)), \mathcal{W}(t) + \lambda \varphi(u(t) - \mathcal{W}(t)) - \partial_u f \theta(t), \mathcal{W}(t) d\lambda + [E_\theta^{\rho}(t) - \partial_x f \theta(t)\tilde{\gamma}_\theta(t) + F_\theta^{\rho}(t) - \partial_\gamma f \theta(t)\tilde{\gamma}_\theta(t) + G_\theta^{\rho}(t) - \partial_u f \theta(t)(\tilde{\gamma}_\theta(t))] d\lambda.
\]
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Thus, the pair of processes \((\tilde{y}_\theta^\rho, \tilde{x}_\theta^\rho)\) satisfies the following BSDE on \([0, T]:\)

\[
\tilde{y}_\theta^\rho(t) = J_{1,\theta}^\rho + J_{2,\theta}^\rho + \int_t^T (E_\theta^\rho(s)(\tilde{y}_\theta^\rho(s)) + F_\theta^\rho(s)(\tilde{x}_\theta^\rho(s)) + G_\theta^\rho(s)(\tilde{x}_\theta^\rho(s))^\top + H_\theta^\rho(s)) \, ds - \int_t^T \tilde{z}_\theta^\rho(s) \, dW(s).
\]

Applying Lemma \([A.2]\) in Appendix A yields that

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |\tilde{y}_\theta^\rho(t)|^2 + \int_0^T |\tilde{z}_\theta^\rho(t)|^2 \, dt \right] \leq C(L, T) \mathbb{E} \left[ |J_{1,\theta}^\rho|^2 + |J_{2,\theta}^\rho|^2 + \int_0^T (|E_\theta^\rho(t)(\tilde{y}_\theta^\rho(t))| + |H_\theta^\rho(t)|) \, dt \right]^2.
\]

(13)

Recalling assumption (H1) and the fact that \(\rho(\tilde{y}_\theta^\rho(t) + \tilde{x}_\theta(t)) = x_\theta^\rho(t) - \tilde{x}_\theta(t)\), we could obtain that

\[
|J_{1,\theta}^\rho| \leq C(L)(1 + |\tilde{\tau}(T)| + |x_\theta^\rho(T)|)|\tilde{y}_\theta^\rho(T)|, \quad |J_{2,\theta}^\rho| \leq C(L)(1 + |\tilde{\tau}(T)| + |x_\theta^\rho(T)|)|\tilde{x}_\theta(T)|,
\]

\[
|E_\theta^\rho(t)| \leq C(L)(1 + |\tilde{\tau}(t)| + |x_\theta^\rho(t)| + |u(t)| + |\tilde{\tau}(t)|), \quad |H_\theta^\rho(t)| \leq C(L)(1 + |\tilde{\tau}(t)|^2 + |x_\theta^\rho(t)|^2 + |\tilde{\tau}(t)|^2 + |u(t)|^2 + |\tilde{\tau}(t)|^2 + |\tilde{y}_\theta^\rho(t)| + |\tilde{x}_\theta(t)|),
\]

which together with Lemma \([2.3]\) inequalities \([8.1], [9.1], [12.2] and [13.1]\) indicates that

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |\tilde{y}_\theta^\rho(t)|^2 + \int_0^T |\tilde{z}_\theta^\rho(t)|^2 \, dt \right] \leq C(L, T) \mathbb{E} \left[ |x_\theta|^2 + \int_0^T (|u(t)|^4 + |\tilde{\tau}(t)|^4) \, dt \right].
\]

(14)

Now, we are going to prove that the right side of inequality \([13.1]\) converges to 0 uniformly as \(\rho \to 0\). The remainder of the proof will be given in the following three steps.

**Step 1 (\(J_{1,\theta}^\rho + J_{2,\theta}^\rho\)-term).** By Hölder’s inequality and Lemma \([2.3]\) Lemma \([3.1]\) it holds that

\[
\lim_{\rho \to 0} \sup_{\theta \in \Theta} \mathbb{E} \left[ |J_{1,\theta}^\rho|^2 \right] \leq C(L, T) \lim_{\rho \to 0} \sup_{\theta \in \Theta} \mathbb{E} \left[ 1 + |\tilde{\tau}(\theta(T))|^4 + |x_\theta^\rho(T)|^4 \right] \frac{\mathbb{E} \left[ |\tilde{\tau}(\theta(T))^4 \right]}{4} = 0.
\]

On the other hand, by a similar analysis as Lemma \([3.1]\) we have that for each \(N > 0\),

\[
|J_{2,\theta}^\rho| \leq \mathbb{E} \left[ |\tilde{\tau}(N\rho)| |\tilde{x}_\theta(T)| \right] + C(L) \left( 1 + |\tilde{\tau}(T)|^2 + |x_\theta^\rho(T)|^2 + |\tilde{x}_\theta(T)|^2 \right) \mathbb{E} \left[ I_{\{|\tilde{\tau}(N\rho)| + |\tilde{x}_\theta(T)| \geq N\}} \right].
\]

Therefore, we deduce that

\[
\mathbb{E} \left[ |J_{2,\theta}^\rho|^2 \right] \leq 2|\mathbb{E} \left[ |\tilde{\tau}(N\rho)|^2 \right]| + C(L) \mathbb{E} \left[ 1 + |\tilde{\tau}(\theta(T))|^4 + |x_\theta^\rho(T)|^4 + |\tilde{x}_\theta(T)|^4 \right] \mathbb{E} \left[ I_{\{|\tilde{\tau}(N\rho)| + |\tilde{x}_\theta(T)| \geq N\}} \right].
\]

With the help of Hölder’s inequality, we conclude that

\[
\mathbb{E} \left[ 1 + |\tilde{\tau}(T)|^4 + |x_\theta^\rho(T)|^4 + |\tilde{x}_\theta(T)|^4 \right] \mathbb{E} \left[ I_{\{|\tilde{\tau}(N\rho)| + |\tilde{x}_\theta(T)| \geq N\}} \right]
\]

\[
\leq C \mathbb{E} \left[ (1 + |\tilde{\tau}(T)|^p + |x_\theta^\rho(T)|^p + |\tilde{x}_\theta(T)|^p)^\frac{4}{p} \right] \mathbb{E} \left[ \frac{|\tilde{\tau}(T) + \tilde{x}_\theta(T)|^4}{N} \right] \leq C(L, T, x_\theta, p) \left( 1 + \mathbb{E} \left[ \int_0^T (|u(t)|^p + |\tilde{\tau}(t)|^p) \, dt \right] \right) N^\frac{4}{4-p}.
\]

It follows that, for each \(N > 0\),

\[
\sup_{\theta \in \Theta} \mathbb{E} \left[ |J_{2,\theta}^\rho|^2 \right] \leq C(L, T, x_\theta, p) \left( 1 + \mathbb{E} \left[ \int_0^T (|u(t)|^p + |\tilde{\tau}(t)|^p) \, dt \right] \right) \left( |\mathbb{E} \left[ N\rho)^2 \right]| + N^\frac{4}{4-p} \right).
\]
Sending $\rho \to 0$ and letting $N \to \infty$, we could get the desired equation.

**Step 2** ($E^{p}_{\theta}(t)\Bar{\varphi}_{\theta}(t)$-term). Using Hölder’s inequality and Lemma 2.3 again, we conclude that

$$E \left[ \left( \int_{0}^{T} |E^{p}_{\theta}(t)\Bar{\varphi}_{\theta}(t)| dt \right)^{2} \right] \leq E \left[ \int_{0}^{T} |E^{p}_{\theta}(t)|^{4} dt \right] \frac{1}{2} E \left[ \int_{0}^{T} |\Bar{\varphi}_{\theta}(t)|^{4} dt \right] \frac{1}{2} \leq C(L, T, x_{0}) \left( 1 + E \left[ \int_{0}^{T} (|u(t)|^{4} + |\bar{\varphi}(t)|^{4}) dt \right] \right) E \left[ \sup_{t \in [0, T]} |\Bar{\varphi}_{\theta}(t)|^{4} \right] \frac{1}{2},$$

which together with Lemma 3.1 implies the desired equation holds.

**Step 3** ($H^{p}_{\theta}$-term). From assumption (H3), it holds that

$$|\partial_{x}f_{\theta}(t, \bar{\tau}_{\theta}(t) + \lambda \rho(\bar{\gamma}_{\theta}(t) + \tilde{\gamma}_{\theta}(t)), \bar{\varphi}(t) + \lambda \rho(u(t) - \bar{\varphi}(t)))| \leq \bar{\varphi}(4N\rho),$$

for $v = u, x, y, z,$

whenever $|\Bar{\varphi}_{\theta}(t) + \tilde{\gamma}_{\theta}(t)| \leq N$, $|\Bar{\gamma}_{\theta}(t) + \tilde{\gamma}_{\theta}(t)| \leq N$, $|\Bar{\varphi}_{\theta}(t) + \tilde{\gamma}_{\theta}(t)| \leq N$ and $|u(t) - \bar{\varphi}(t)| \leq N$ for each $N > 0$. Thus, by a similar analysis as step 1, we derive that

$$E \left[ \left( \int_{0}^{T} \left( |E^{p}_{\theta}(t) - \partial_{u}f_{\theta}(t)| \tilde{\varphi}_{\theta}(t) dt \right)^{2} \right) \right] \leq C(L, T, x_{0}, p) \left( 1 + E \left[ \int_{0}^{T} (|u(t)|^{p} + |\bar{\varphi}(t)|^{p}) dt \right] \right) \frac{1}{p} E \left[ \int_{0}^{T} \left( |\Bar{\gamma}_{\theta}(t) + \tilde{\gamma}_{\theta}(t)| + |u(t) - \bar{\varphi}(t)| \right) dt \right] \frac{1}{N} \frac{1}{p},$$

where we have used estimates 3.1, 10, 12 and 13 in the last inequality. As a result, we derive that for each $N > 0$

$$\sup_{\theta \in \Theta} E \left[ \left( \int_{0}^{T} \left( |E^{p}_{\theta}(t) - \partial_{x}f_{\theta}(t)| \tilde{\varphi}_{\theta}(t) dt \right)^{2} \right) \right] \leq C(L, T, x_{0}, p) \left( 1 + E \left[ \int_{0}^{T} (|u(t)|^{p} + |\bar{\varphi}(t)|^{p}) dt \right] \right) \left( \bar{\varphi}(4N\rho)|^{2} + N \frac{1}{p} \right).$$

By a similar argument, we could also obtain that, for each $N > 0$,

$$\sup_{\theta \in \Theta} E \left[ \left( \int_{0}^{T} |H^{p}_{\theta}(t)| dt \right)^{2} \right] \leq C(L, T, x_{0}, u, \bar{\varphi}, p) \left( \bar{\varphi}(4N\rho)|^{2} + N \frac{1}{p} \right).$$

Letting $\rho$ tend to $0$ and then $N$ tend to $\infty$, we could get the desired result. □
Remark 3.3 Since our value function involves a family of uncertainty parameters \( \theta \), we establish the convergence results for variational SDE and BSDE uniformly with respect to \( \theta \), which is crucial for the main result; see Lemma 3.6 below.

Finally, we are going to discuss the variational inequality. For this purpose, we introduce the following subset of \( Q \): for each \( u \in \mathcal{U}[0,T] \),

\[
Q^u = \left\{ Q \in Q \mid J(u) = \int_\Theta y_0(0)Q(d\theta) \right\}.
\]

**Theorem 3.4** Suppose that (H1)-(H5) hold. Then, there exists a probability \( \overline{Q} \in \mathcal{Q}^\pi \) such that

\[
\inf_{u \in \mathcal{U}[0,T]} \int_\Theta \hat{g}_\theta(0)\overline{Q}(d\theta) \geq 0.
\]

In order to prove Theorem 3.4, we need the following lemmas.

**Lemma 3.5** Assume (H1), (H4) and (H5) are satisfied. Then, the set \( Q^u \) is non-empty for each \( u \in \mathcal{U}[0,T] \).

**Proof.** By the definition \( J(u) \), there exists a sequence \( Q^N \in Q \) so that

\[
J(u) - \frac{1}{N} \leq \int_\Theta y_0(0)Q^N(d\theta) \leq J(u).
\]

Note that \( Q \) is weakly compact. Then, choosing a subsequence if necessary, we could find a \( Q^u \in Q \) such that \( Q^N \) converges weakly to \( Q^u \). From Lemma 3.4 the function \( \theta \to y_\theta(0) \) is continuous and bounded. It follows that

\[
J(u) \geq \int_\Theta y_0(0)Q^u(d\theta) = \lim_{N \to \infty} \int_\Theta y_0(0)Q^N(d\theta) \geq J(u),
\]

which ends the proof. \( \blacksquare \)

**Lemma 3.6** Assume that the conditions (H1)-(H5) hold. Then, for each \( u \in \mathcal{U}[0,T] \), there exists a probability \( \overline{Q} \in \mathcal{Q}^\pi \) so that

\[
\lim_{\rho \to 0} \frac{J(u^\rho) - J(\overline{\pi})}{\rho} = \sup_{Q \in \mathcal{Q}^\pi} \int_\Theta \hat{g}_\theta(0)Q(d\theta) = \int_\Theta \hat{g}_\theta(0)\overline{Q}(d\theta).
\]

**Proof.** The proof is divided into the following two steps.

**Step 1 (The convergence).** For each \( Q \in \mathcal{Q}^\pi \), we have

\[
J(u^\rho) \geq \int_\Theta y_0^\rho(0)Q(d\theta) \quad \text{and} \quad J(\overline{\pi}) = \int_\Theta \overline{y}_\theta(0)Q(d\theta),
\]

which implies that for each \( \rho \in (0,1) \),

\[
\frac{J(u^\rho) - J(\overline{\pi})}{\rho} \geq \int_\Theta \frac{y_0^\rho(0) - \overline{y}_\theta(0)}{\rho}Q(d\theta) = \int_\Theta (\hat{y}_\theta^\rho(0) + \hat{y}_\theta(0))Q(d\theta).
\]

On the other hand, by Lemma 3.2 we derive that

\[
\lim_{\rho \to 0} \sup_{\theta \in \Theta} |\hat{y}_\theta^\rho(0)| = 0.
\]
It follows that
\[
\liminf_{\rho \to 0} \frac{J(u^\rho) - J(\overline{u})}{\rho} \geq \int_\Theta \tilde{\gamma}_\theta(0)Q(d\theta).
\]
As a result, we get that
\[
\liminf_{\rho \to 0} \frac{J(u^\rho) - J(\overline{u})}{\rho} \geq \sup_{Q \in \mathcal{Q}^\pi} \int_\Theta \tilde{\gamma}_\theta(0)Q(d\theta).
\]
(15)

On the other hand, choosing a subsequence \(\rho_N \to 0\) such that
\[
\limsup_{\rho \to 0} \frac{J(u^\rho) - J(\overline{u})}{\rho} = \lim_{N \to \infty} \frac{J(u^{\rho_N}) - J(\overline{u})}{\rho}.
\]
For each \(N \geq 1\), recalling Lemma 3.5, we could find a probability \(Q^{\rho_N} \in \mathcal{Q}^{u^{\rho_N}}\) so that
\[
J(u^{\rho_N}) = \int_\Theta \gamma_\theta^{\rho_N}(0)Q^{\rho_N}(d\theta) \quad \text{and} \quad J(\overline{u}) \geq \int_\Theta \gamma_\theta(0)Q^{\rho_N}(d\theta),
\]
which indicates that
\[
\frac{J(u^{\rho_N}) - J(\overline{u})}{\rho} \leq \int_\Theta \gamma_\theta^{\rho_N}(0) - \gamma_\theta(0)Q^{\rho_N}(d\theta) = \int_\Theta \tilde{\gamma}_\theta(0)Q^{\rho_N}(d\theta).
\]
Choosing a subsequence if necessary, there is a \(Q^* \in \mathcal{Q}\) such that \((Q^{\rho_N})_{N \geq 1}\) converges weakly to \(Q^*\). With the help of Lemma 3.2 in appendix, the function \(\theta \to \tilde{\gamma}_\theta(0)\) is continuous and bounded. Thus, by Lemma 3.2 and the property of weak convergence, we derive that
\[
\limsup_{\rho \to 0} \frac{J(u^\rho) - J(\overline{u})}{\rho} \leq \lim_{N \to \infty} \sup_{\theta \in \Theta} |\gamma_\theta^{\rho_N}(0)| + \lim_{N \to \infty} \int_\Theta \tilde{\gamma}_\theta(0)Q^{\rho_N}(d\theta) = \int_\Theta \tilde{\gamma}_\theta(0)Q^*(d\theta).
\]
(16)
We claim that \(Q^* \in \mathcal{Q}^\pi\), which will be established in step 2. Consequently, putting inequalities (16) and (15) together, we deduce that
\[
\lim_{\rho \to 0} \frac{J(u^\rho) - J(\overline{u})}{\rho} = \int_\Theta \tilde{\gamma}_\theta(0)Q^*(d\theta) = \sup_{Q \in \mathcal{Q}^\pi} \int_\Theta \tilde{\gamma}_\theta(0)Q(d\theta),
\]
which is the desired result.

**Step 2 (The claim that \(Q^* \in \mathcal{Q}^\pi\)).** Note that \(y_\theta^\rho(t) - \gamma_\theta(t) = \rho(\tilde{\gamma}_\theta(t) + \gamma_\theta(t))\). Then, with the help of inequalities (12) and (14), we obtain that
\[
E \left[ \sup_{t \in [0, T]} |y_\theta^\rho(t) - \gamma_\theta(t)|^2 \right] \leq C(L, T, x_0) \left( 1 + E \left[ \int_0^T |u(t)|^4 + |\overline{u}(t)|^4 dt \right] \right) \rho^2,
\]
which implies that \(\limsup_{\rho \to 0} |y_\theta^\rho(0) - \gamma_\theta(0)| = 0\). It follows from the definition of \(J(u)\) that
\[
\lim_{N \to \infty} |J(u^{\rho_N}) - J(\overline{u})| \leq \limsup_{N \to \infty} |y_\theta^{\rho_N}(0) - \gamma_\theta(0)| = 0,
\]
\[
\lim_{N \to \infty} \int_\Theta |y_\theta^{\rho_N}(0) - \gamma_\theta(0)|Q^{\rho_N}(d\theta) \leq \limsup_{N \to \infty} |y_\theta^{\rho_N}(0) - \gamma_\theta(0)| = 0.
\]
Consequently, we have that
\[
J(\overline{u}) = \lim_{N \to \infty} J(u^{\rho_N}) = \lim_{N \to \infty} \int_\Theta \gamma_\theta^{\rho_N}(0)Q^{\rho_N}(d\theta) = \lim_{N \to \infty} \int_\Theta \gamma_\theta(0)Q^{\rho_N}(d\theta) = \int_\Theta \gamma_\theta(0)Q^*(d\theta),
\]
which completes the proof.

Now, we are ready to complete the proof of Theorem 3.4.

**Proof of Theorem 3.4.** Denote by $\hat{y}_u(0)$ the solution to variational BSDE (11) corresponding to the admissible control $u \in \mathcal{U}[0, T]$. By Lemma 3.6, we obtain that,

$$\lim_{\rho \to 0} J(u^\rho) - J(u) = \sup_{Q \in \mathcal{Q}^u} \int_\Theta \hat{y}_u(0)Q(d\theta) \geq 0,$$

which implies that

$$\inf_{u \in \mathcal{U}[0, T]} \sup_{Q \in \mathcal{Q}^u} \int_\Theta \hat{y}_u(0)Q(d\theta) \geq 0.$$

In the spirit of the fact that $\mathcal{Q}$ is convex and weakly compact, the subset $\mathcal{Q}^u$ is also convex and weakly compact. For each $\lambda \in [0, 1], u, u' \in \mathcal{U}[0, T]$, one can check that

$$\hat{y}_{\lambda u + (1 - \lambda)u'}(0) = \lambda \hat{y}_u(0) + (1 - \lambda) \hat{y}_u'(0).$$

Moreover, with the help of Lemma A.2 in appendix A, a direct computation yields that

$$|\hat{y}_u(0) - \hat{y}_u'(0)| \leq C(L, x_0, \mathfrak{w}) \mathbb{E}\left[ \int_0^T |u(t) - u'(t)|^4 dt \right]^{\frac{1}{2}},$$

from which we deduce that $u \to \int_\Theta \hat{y}_u(0)Q(d\theta)$ is continuous. It follows from Sion’s minimax theorem that

$$\inf_{u \in \mathcal{U}[0, T]} \sup_{Q \in \mathcal{Q}^u} \int_\Theta \hat{y}_u(0)Q(d\theta) = \sup_{Q \in \mathcal{Q}^u} \inf_{u \in \mathcal{U}[0, T]} \int_\Theta \hat{y}_u(0)Q(d\theta) \geq 0.$$

For each $\varepsilon > 0$, we can find a probability $Q^\varepsilon \in \mathcal{Q}^u$ so that

$$\inf_{u \in \mathcal{U}[0, T]} \int_\Theta \hat{y}_u(0)Q^\varepsilon(d\theta) \geq -\varepsilon.$$

Since $\mathcal{Q}^u$ is compact, there exists a subsequence $\varepsilon_n \to 0$ such that $Q^{\varepsilon_n}$ converges weakly to some $\overline{Q} \in \mathcal{Q}^u$. It follows that for each $u \in \mathcal{U}[0, T],$

$$\int_\Theta \hat{y}_u(0)\overline{Q}(d\theta) = \lim_{\varepsilon_n \to 0} \int_\Theta \hat{y}_u(0)Q^{\varepsilon_n}(d\theta) \geq 0,$$

which establishes the desired result.

**Remark 3.7** Note that the Sion’s minimax theorem is crucial for deriving the variational inequality with a common probability $\overline{Q} \in \mathcal{Q}^u$ for each $u \in \mathcal{U}[0, T]$. In order to use it, we assume that the control domain is convex, and use the convex variation method to ensure the solution $\hat{y}_u$ of variational BSDE is convex in $u$.

### 3.2 Maximum principle

In this section, we will consider the necessary condition for the optimal control with the help the previous variational SDEs and BSDEs.

First, we will introduce the adjoint equation for the variational BSDE (11). For this purpose, suppose that the solution to equation (11) satisfies that

$$\hat{y}_\theta(t) = \langle p^1_\theta(t), \hat{x}_\theta(t) \rangle + p^2_\theta(t),$$

(17)
According to equation (11), we get that

\[ dp_\theta^1(t) = -P_\theta^1(t)dt + \sum_{i=1}^{d} q_\theta^{1,i}(t) dW^i(t), \quad p_\theta^1(T) = (\partial_x \varphi_\theta(\varpi_\theta(T)))^T, \]

\[ dp_\theta^2(t) = -P_\theta^2(t)dt + \sum_{i=1}^{d} q_\theta^{2,i}(t) dW^i(t), \quad p_\theta^2(T) = 0. \]

Here the functions \( P_\theta^1 \) and \( P_\theta^2 \) will be determined later.

Recalling equation (7) and applying Itô’s formula to \( \langle p_\theta^1(t), \tilde{x}_\theta(t) \rangle + p_\theta^2(t) \) yields that

\[
d\left( \langle p_\theta^1(t), \tilde{x}_\theta(t) \rangle + p_\theta^2(t) \right)
= \left[ \langle p_\theta^1(t), \partial_x b_\theta(t) \tilde{x}_\theta(t) + \partial_y b_\theta(t)(u(t) - \varpi(t)) \rangle + \sum_{i=1}^{d} \langle q_\theta^{1,i}(t), \partial_x \sigma_\theta^1(t) \tilde{x}_\theta(t) + \partial_y \sigma_\theta^1(t)(u(t) - \varpi(t)) \rangle \right] dt
+ \sum_{i=1}^{d} \left[ \langle p_\theta^1(t), \partial_x \sigma_\theta^1(t) \tilde{x}_\theta(t) + \partial_y \sigma_\theta^1(t)(u(t) - \varpi(t)) \rangle + \langle q_\theta^{1,i}(t), \tilde{x}_\theta(t) \rangle \right] dW^i(t)
- \left[ \langle P_\theta^1(t), \tilde{x}_\theta(t) \rangle + P_\theta^2(t) \right] dt
\]

According to equation (11), we get that

\[
\langle P_\theta^1(t), \tilde{x}_\theta(t) \rangle + P_\theta^2(t) = \partial_x f_\theta(t) \tilde{x}_\theta(t) + \partial_y f_\theta(t) \hat{y}_\theta(t) + \sum_{i=1}^{d} \partial_{x,i} f_\theta(t) \tilde{z}_\theta^i(t) + \partial_y f_\theta(t)(u(t) - \varpi(t))
+ \langle p_\theta^1(t), \partial_x b_\theta(t) \tilde{x}_\theta(t) + \partial_y b_\theta(t)(u(t) - \varpi(t)) \rangle + \sum_{i=1}^{d} \langle q_\theta^{1,i}(t), \partial_x \sigma_\theta^1(t) \tilde{x}_\theta(t) + \partial_y \sigma_\theta^1(t)(u(t) - \varpi(t)) \rangle,
\]

\[
\tilde{z}_\theta^i(t) = \langle p_\theta^1(t), \partial_x \sigma_\theta^1(t) \tilde{x}_\theta(t) + \partial_y \sigma_\theta^1(t)(u(t) - \varpi(t)) \rangle + \langle q_\theta^{1,i}(t), \tilde{x}_\theta(t) \rangle + q_\theta^{2,i},
\]

which together with equation (17) implies that

\[
P_\theta^1(t) = (\partial_x f_\theta(t))^T + \left( (\partial_x b_\theta(t))^T + \partial_y f_\theta(t) + \sum_{i=1}^{d} \partial_{x,i} f_\theta(t)(\partial_x \sigma_\theta^1(t))^T \right) p_\theta^1(t)
+ \sum_{i=1}^{d} \left( \partial_{x,i} f_\theta(t) + (\partial_x \sigma_\theta^1(t))^T \right) q_\theta^{1,i}(t),
\]

\[
P_\theta^2(t) = \left( p_\theta^1(t), \partial_x b_\theta(t) + \sum_{i=1}^{d} \partial_{x,i} f_\theta(t) \partial_y \sigma_\theta^1(t) \right)(u(t) - \varpi(t)) + \sum_{i=1}^{d} \langle q_\theta^{1,i}(t), \partial_y \sigma_\theta^1(t)(u(t) - \varpi(t)) \rangle
+ \partial_y f_\theta(t)(u(t) - \varpi(t)) + \partial_x f_\theta(t)p_\theta^2(t) + \sum_{i=1}^{d} \partial_{x,i} f_\theta(t) q_\theta^{2,i}(t).
\]

From Lemma A.2 in appendix A, the BSDE (18) admits a unique solution

\[
\langle p_\theta^1, q_\theta^{1,1}, q_\theta^{2,1}, q_\theta^{2,2} \rangle \in S^0(0, T; \mathbb{R}^n) \times \mathcal{H}^p(0, T; \mathbb{R}^{n \times d}) \times \mathcal{S}^{q}(0, T; \mathbb{R}) \times \mathcal{H}^{q}(0, T; \mathbb{R}^d).
\]

Moreover, it holds that, for each \( q \in (2, p) \),

\[
E \left[ \sup_{0 \leq t \leq T} |p_\theta^1(t)|^q + \left( \int_0^T |q_\theta^{1,i}(t)|^q dt \right)^{\frac{1}{q}} \right] \leq C(L, T) E \left[ |x_0|^q + \int_0^T |\varpi(t)|^q dt \right]. \tag{19}
\]

Thus, we have the following.
Lemma 3.8 Suppose (H1)-(H4) hold. Then, it holds that
\[ \hat{\eta}(0) = p^\text{θ}_0(0). \]

Next, consider the following SDE:
\[ dm_{\text{θ}}(t) = \partial_y f_{\text{θ}}(t)m_{\text{θ}}(t)dt + \partial_z f_{\text{θ}}(t)m_{\text{θ}}(t)dW(t), \quad m_{\text{θ}}(0) = 1. \]  

(20)

Applying Itô’s formula to \( p^\text{θ}_0(t)m_{\text{θ}}(t) \) yields that
\[ p^\text{θ}_0(0) = \mathbb{E} \left[ \int_0^T \langle m_{\text{θ}}(t)\partial_u H_{\text{θ}}(t, \bar{\text{θ}}(t), \bar{\text{y}}(t), \bar{\text{z}}(t), \bar{\text{u}}(t), \bar{\text{v}}(t), p^\text{θ}_0(t), q^\text{θ}_0(t)), u(t) - \bar{\text{u}}(t) \rangle dt \right], \]

where the Hamiltonian \( H_{\theta} : [0, T] \times \mathbb{R}^n \times \mathbb{R}^d \times U \times \mathbb{R}^n \times \mathbb{R}^{n \times d} \rightarrow \mathbb{R} \) is defined by
\[ H_{\theta}(t, x, y, u, u', p, q) = \left\langle p, b_{\theta}(t, x, u) + \sum_{i=1}^d \partial_{x_i} f_{\theta}(t, x, y, z, u', \bar{\theta}(t), u) \right\rangle + \sum_{i=1}^d \langle q^i, \sigma^i_{\theta}(t, x, u) \rangle + f_{\theta}(t, x, y, z, u). \]

Recalling Theorem [5.4] and Lemma [6.5], we conclude that for each \( u \in U[0, T], \)
\[ \int_\Theta \mathbb{E} \left[ \int_0^T \langle m_{\theta}(t)\partial_u H_{\theta}(t, \bar{\theta}(t), \bar{\theta}(t), \bar{\theta}(t), \bar{\theta}(t), \bar{\theta}(t), p^\theta(t), q^\theta(t)), u(t) - \bar{\theta}(t) \rangle dt \right] Q(d\theta) \geq 0. \]  

(21)

Then, in order to derive a maximum principle, we need to study the measurability of the above integrand with respect to the argument \( \theta. \)

Lemma 3.9 Assume that (H1)-(H4) hold. Then, the map \( (\theta, t, \omega) \rightarrow \Pi_{\theta}(t, \omega) \) is a \( \mathcal{F} \)-progressively measurable process, i.e., for every \( t \in [0, T] \), the function \( \Pi_{\theta}(s, \omega) : \Theta \times [0, t] \times \Omega \rightarrow \mathbb{R} \) is \( \mathcal{B}({\Theta}) \times \mathcal{B}([0, t]) \times \mathcal{F}_t \)-measurable, where
\[ \Pi_{\theta}(t) = m_{\theta}(t)\partial_u H_{\theta}(t, \bar{\theta}(t), \bar{\theta}(t), \bar{\theta}(t), \bar{\theta}(t), \bar{\theta}(t), p^\theta(t), q^\theta(t)). \]

(22)

Proof. Note that \( \Theta \) is a Polish space. For each \( N > 1 \), choose a compact subset \( K^N \subset \Theta \) satisfying that \( \mathbb{Q}(\theta \notin K^N) \leq \frac{1}{N} \). Then, we could find a sequence of open neighborhoods \( (B(\theta, \frac{1}{2N}))^L_{l=1} \) \( \mathbb{N} \) such that \( K^N \subset \cup^L_{l=1} B(\theta, \frac{1}{2N}). \) Since \( \Theta \) is locally compact, by partitions of unity, there is a sequence of continuous functions \( \eta_l : \Theta \rightarrow \mathbb{R} \) taking value in \([0, 1]\) such that
\[ \eta_l(\theta) = 0, \quad \text{for } \theta \notin B \left( \theta_l, \frac{1}{2N} \right), \quad l = 1, \ldots, L_N \]
and \( \sum^L_{l=1} \eta_l(\theta) = 1, \quad \text{for } \theta \in K^N. \)

Now, choose some \( \theta^*_l \) such that \( \eta_l(\theta^*_l) > 0 \) and set
\[ \Pi_{\theta^*_l}(t) := \sum_{l=1}^{L_N} \Pi_{\theta^*_l}(t) \eta_l(\theta) I_{\{\theta \in K^N\}}. \]

It follows from assumption (H1) that
\[ |\Pi_{\theta}(t)| \leq C(L)m_{\theta}(t) \left( 1 + |p^\theta_0(t)| + |q^\theta_0(t)| + |\bar{\theta}(t)| + |\bar{u}(t)| \right), \quad \forall \theta \in \Theta, \]
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which together with inequality (19) and Lemma 2.3 implies that
\[
\sup_{\theta \in \Theta} \mathbb{E} \left[ \int_0^T |\Pi_\theta(t)| \, dt \right] \leq C(L, T) \mathbb{E} \left[ 1 + |x_0|^2 + \int_0^T |\Pi(t)|^2 \, dt \right]^{1/2}.
\]
Note that $\eta_1(\theta) = 0$ whenever $\mu(\theta, \theta_t) \geq \frac{1}{2N}$. Therefore, we derive that
\[
\mathbb{E} \left[ \int_0^T \left| \Pi_\theta^N(t) - \Pi_\theta(t) \right| \, dt \right] 
\leq \sum_{l=1}^{L_N} \mathbb{E} \left[ \int_0^T |\Pi_\theta^l(t) - \Pi_\theta(t)| \, dt \right] \eta_1(\theta) I_{\{\theta \in K^N\}} + \mathbb{E} \left[ \int_0^T |\Pi_\theta(t)| \, dt \right] I_{\{\theta \notin K^N\}}.
\]
As a result, we get that
\[
\int_{\Theta} \mathbb{E} \left[ \int_0^T |\Pi_\theta^N(t) - \Pi_\theta(t)| \, dt \right] d\mathbb{P} \leq \sup_{\mu(\theta, \theta') \leq \frac{1}{N}} \mathbb{E} \left[ \int_0^T |\Pi_\theta(t) - \Pi_\theta(t)| \, dt \right] + \frac{C(L, T, x_0, \Pi)}{N}.
\]
Recalling Lemma 3.3 in appendix B, we have that
\[
\lim_{N \to \infty} \int_{\Theta} \mathbb{E} \left[ \int_0^T |\Pi_\theta^N(t) - \Pi_\theta(t)| \, dt \right] d\mathbb{P} = 0.
\]
Since $\Pi_\theta^N(t)$ is a $\mathcal{F}$-progressively measurable process, the desired result holds. 

Finally, applying Lemma 3.9 and Fubini’s theorem to inequality (21) yields that, for each $u \in \mathcal{U}[0, T]$,
\[
\mathbb{E} \left[ \int_0^T \int_{\Theta} \langle m_\theta(t) \partial_u H_\theta(t, x_\theta(t), y_\theta(t), u_\theta(t), u(t), p_\theta(t), q_\theta^1(t)) \rangle \, d\mathbb{P} \, dt \right] \geq 0,
\]
which implies that, for any $u \in U$,
\[
\int_{\Theta} \langle m_\theta(t) \partial_u H_\theta(t, x_\theta(t), y_\theta(t), u_\theta(t), u(t), p_\theta(t), q_\theta^1(t)) \rangle d\mathbb{P} \, dt \geq 0, \quad dt \times d\mathbb{P} \text{-a.e. (23)}
\]
Summarizing the above analysis, we could get the main result of the section.

**Theorem 3.10** Suppose assumptions (H1)-(H5) are satisfied. Let $\overline{u}$ be an optimal control and $(x_\theta, y_\theta, u_\theta)$ be the corresponding trajectory. Then, there exists a reference probability $Q \in \mathcal{Q}^\mathbb{P}$ and $(m_\theta, p_\theta^1, q_\theta^1)$ satisfying equations (19), (21), such that the inequality (23) holds.

### 3.3 Sufficient condition

In this section, we will discuss the sufficient condition for the optimal control. For this purpose, denote $h_\theta : [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d \times U \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^d \times U \times \mathbb{R}^n \times \mathbb{R}^{n \times d} \to \mathbb{R}$ by
\[
h_\theta(t, x, y, z, u, x', y', z', u', p, q) = \left\langle p, b_\theta(t, x, u) + \sum_{i=1}^d \partial_{z_i} f_\theta(t, x, y', z', u') \sigma_{\theta'}^i(t, x, u) \right\rangle
\]
\[
+ \sum_{i=1}^d \left\langle q_i, \sigma_{\theta'}^i(t, x, u) \right\rangle + f_\theta(t, x, y, z, u).
\]
It is obvious that $H_\theta(t, x, y, z, u, u', p, q) = h_\theta(t, x, y, z, u, x, y, z, u', p, q)$.

**Theorem 3.11** Suppose conditions (H1)-(H5) hold. Assume that the function $h_\theta$ is convex with respect to $x, y, z, u$ and $\varphi_\theta$ is convex with respect to $x$. Let $\overline{\pi} \in \mathcal{U}[0, T]$ and $\overline{Q} \in \mathcal{Q}_{\overline{\pi}}$ satisfy that

$$
\int_{\Theta} \langle m_\theta(t) \partial_u H_\theta(t, \overline{\pi}_\theta(t), \overline{y}_\theta(t), \overline{\pi}(t), \overline{m}(t), \overline{p}(t), q_\theta(t), u \rangle \rangle - \overline{m}(t) \overline{Q}(d\theta) \geq 0, \quad \forall u \in U, \ dt \times d\overline{\pi}-a.e.,
$$

where $(\overline{\pi}, \overline{y}, \overline{\pi})$ is the solution to equations [5] and [6] corresponding to the admissible control $\overline{\pi}$, and $(m_\theta, p_\theta, q_\theta)$ satisfying adjoint equations [11], [20]. Then, the admissible control $\overline{\pi}$ is an optimal control.

**Proof.** For each $u \in \mathcal{U}[0, T]$ and $\theta \in \Theta$, let $(x_\phi, y_\phi, z_\phi)$ be the corresponding state processes of equations [5]-[10]. Denote $(\alpha_\theta, \beta_\theta, \zeta_\theta) := (x_\theta - \underline{\pi}, y_\theta - \underline{y}, z_\theta - \underline{z})$. Then, it holds that

$$
\alpha_\theta(t) = J_\theta + \int_{t}^{T} \left( \partial_t f_\theta(s) \alpha_\theta(s) + D_\theta^1(s) \right) dW(s),
$$

$$
\beta_\theta(t) = J_\theta + \int_{t}^{T} \left( \partial_t f_\theta(s) \beta_\theta(s) + \partial_z f_\theta(s) (\zeta_\theta(s)) \right) dW(s) - \int_{t}^{T} \zeta_\theta(s) dW(s),
$$

where $J_\theta = \varphi_\theta(x_\theta(T)) - \varphi_\theta(\underline{x}_\theta(T))$ and

$$
A_\theta(t) = b_\theta(t, x_\theta(t), y_\theta(t)) - b_\theta(t) - \partial_x b_\theta(t) \alpha_\theta(t), \quad D_\theta^0(t) = \sigma_\theta^1(t, x_\theta(t), u(t)) - \sigma_\theta^0(t) - \partial_x \sigma_\theta^0(t) \alpha_\theta(t),
$$

$$
L_\theta(t) = f_\theta(t, x_\theta(t), y_\theta(t), z_\theta(t), u(t)) - f_\theta(t) - \partial_y f_\theta(t) \beta_\theta(t) - \partial_z f_\theta(t) (\zeta_\theta(t)) \right)^\top.
$$

For convenience, set $h_\theta(t) = h_\theta(t, \overline{\pi}_\theta(t), \overline{y}_\theta(t), \overline{\pi}(t), \overline{m}(t), \overline{p}(t), \overline{p}(t), q_\theta(t))$. Then, applying Itô’s formula to $\langle m_\theta(t) p_\theta^1(t), \alpha_\theta(t) \rangle - m_\theta(t) \beta_\theta(t)$ yields that

$$
E [m_\theta(T) \partial_x \varphi_\theta(\overline{x}(T)) \alpha_\theta(T) - m_\theta(T) J_\theta + \beta_\theta(0)]
$$

$$
= \int_{0}^{T} m_\theta(t) \left[ -\partial_x f_\theta(t) \alpha_\theta(t) + \langle p_\theta^1(t), A_\theta(t) \rangle + \sum_{i=1}^{d} \left( \partial_z f_\theta(t) p_\theta^1(t) + q_\theta^1(t) \right) + L_\theta(t) \right] dt
$$

$$
= \int_{0}^{T} m_\theta(t) \left[ -\partial_x h_\theta(t) \alpha_\theta(t) - \partial_y h_\theta(t) \beta_\theta(t) - \partial_z h_\theta(t) (\zeta_\theta(t)) \right] dt,
$$

where $h_\theta^1(t) = h_\theta(t, x_\theta(t), y_\theta(t), z_\theta(t), u(t), \overline{\pi}_\theta(t), \overline{y}_\theta(t), \overline{\pi}(t), \overline{m}(t), \overline{p}(t), q_\theta(t))$.

Note that $h_\theta$ is convex with respect to $x, y, z, u$. Thus, we deduce that

$$
-\partial_x h_\theta(t) \alpha_\theta(t) - \partial_y h_\theta(t) \beta_\theta(t) - \partial_z h_\theta(t) (\zeta_\theta(t)) \right)^\top + h_\theta^1(t) - h_\theta(t) \geq \partial_u h_\theta(t) (u(t) - \overline{m}(t)).
$$

Similarly, we have that $\partial_z \varphi_\theta(\overline{x}(T)) \alpha_\theta(T) \leq J_\theta$. Note that

$$
\partial_u h_\theta(t) = \partial_u H_\theta(t, \overline{\pi}_\theta(t), \overline{y}_\theta(t), \overline{\pi}(t), \overline{m}(t), \overline{p}(t), q_\theta(t)).
$$

Thus, it follows that

$$
\beta_\theta(0) \geq E \left[ \int_{0}^{T} m_\theta(t) (\partial_u h_\theta(t), u(t) - \overline{m}(t)) dt \right],
$$

which together with inequality [23] implies that

$$
\int_{\Theta} \langle y_\theta(0), \overline{Q}(d\theta) \rangle - \int_{\Theta} \overline{y}_\theta(0) \overline{Q}(d\theta) \geq \int_{\Theta} \beta_\theta(0) \overline{Q}(d\theta) \geq 0.
$$
4 A linear quadratic robust control problem

For simplicity of presentation, suppose that $d = 1$, i.e., the Brownian motion is one-dimensional.

Assume that $\mathcal{U}[0,T] = \mathcal{M}^p(0,T;\mathbb{R}^k)$ for some constant $p > 4$. Suppose that $\Theta = \{1, 2\}$ is a discrete space and

$$Q = \{Q^\lambda : \lambda \in [0,1]\},$$

where $Q^\lambda$ is the probability such that $Q^\lambda(\{1\}) = \lambda$ and $Q^\lambda(\{2\}) = 1 - \lambda$.

Consider the following linear quadratic control problem, where the state equation is given by

$$
\begin{aligned}
&x_\theta(t) = x_\theta + \int_0^t [A_\theta(s)x_\theta(s) + B_\theta(s)u(s)] ds + \int_0^t [C_\theta(s)x_\theta(s) + D_\theta(s)u(s)] dW(s), \\
y_\theta(t) = \frac{1}{2} \langle G_\theta x_\theta(T), x_\theta(T) \rangle + \int_t^T \{ E_\theta(s)y_\theta(s) + F(s)z_\theta(s) + \frac{1}{2} \langle L_\theta(s)x_\theta(s), x_\theta(s) \rangle \} ds - \int_t^T z_\theta(s) dW(s).
\end{aligned}
$$

Here, $G_\theta \in S_n$ and $A_\theta, B_\theta, C_\theta, D_\theta, E_\theta, F, L_\theta, S_\theta, R_\theta$ are deterministic functions on $[0,T]$ satisfy the following conditions:

(H6) $A_\theta, C_\theta \in \mathcal{M}^\infty(0,T;\mathbb{R}^{n \times n}), B_\theta \in \mathcal{M}^\infty(0,T;\mathbb{R}^{n \times k}), D_\theta \in C(0,T;\mathbb{R}^{n \times k}), E_\theta, F \in \mathcal{M}^\infty(0,T;\mathbb{R}), L_\theta \in \mathcal{M}^\infty(0,T;\mathbb{R}^k), S_\theta \in \mathcal{M}^\infty(0,T;\mathbb{R}^{k \times k}), R_\theta \in C(0,T;\mathbb{R}^k);$ 

(H7) $G_\theta \succeq 0$, $L_\theta(t) - S_\theta(t)R_\theta^{-1}(t)S_\theta(t) \succeq 0$ and $R_\theta(t) \succeq 0$, i.e., there exists a constant $\delta > 0$ such that $R_\theta(t) \succeq \delta I_{k \times k}$ for each $t \in [0,T]$ and $\theta \in \{1, 2\}$.

In this case, the cost function is given by

$$J(u) = \sup_{Q^\lambda \in Q} \int y_\theta(0)Q^{\lambda}(d\theta) = \max(y_1(0), y_2(0)).$$

First, we characterize the explicit form of optimal control via our maximum principle. Let $\pi$ be an optimal control. Then, from Theorem 3.10 and the definition of $(p_\theta^1, q_\theta^1)$, there exists a probability $Q^{\pi} \in Q$ such that $\max(\langle \pi_1\rangle, \langle \pi_2\rangle) = -\langle \pi_1\rangle(0) + (1 - \lambda)\langle \pi_2\rangle(0)$ and

$$\begin{aligned}
\bar{m}_1(t) \left[ (B_1^T(t) + D_1^T(t)F(t))p_1^3(t) + D_1^T(t)q_1^3(t) + S_1(t)\pi_1(t) + R_1(t)\pi(t) \right] \\
+ (1 - \lambda \bar{m}_2(t) \left[ (B_2^T(t) + D_2^T(t)F(t))p_2^3(t) + D_2^T(t)q_2^3(t) + S_2(t)\pi_2(t) + R_2(t)\pi(t) \right] = 0,
\end{aligned}
$$

where $(p_\theta^1, q_\theta^1)$ is the solution of the following adjoint equation:

$$
\begin{aligned}
-p_\theta^1(t) = \{ L_\theta(t)\pi_\theta(t) + S_\theta^T(t)\pi(t) + [A_\theta^T(t) + E_\theta(t)I_{n \times n} + F(t)C_\theta^T(t)]p_\theta^1(t) + [F(t)I_{n \times n} + C_\theta^T(t)]q_\theta^1(t) \} dt - q_\theta^1(t) dW(t), \\
p_\theta^1(T) = G_\theta \pi_\theta(T).
\end{aligned}
$$

Note that

$$m_\theta(t) = \bar{m}_\theta(t) \exp \left( \int_0^t F(s) dW(s) - \frac{1}{2} \int_0^t F^2(s) ds \right) \text{ with } \bar{m}_\theta(t) = \exp \left( \int_0^t E_\theta(s) ds \right).$$
It follows from equation (26) that
\[
\overline{\lambda} \bar{m}_1(t) \left( [B_1^T(t) + D_1^T(t)F(t)]p_1^1(t) + D_1^T(t)q_1(t) + S_1(t)\bar{\pi}_1(t) \right) \\
+ (1 - \overline{\lambda}) \bar{m}_2(t) \left( [B_2^T(t) + D_2^T(t)F(t)]p_2^1(t) + D_2^T(t)q_2(t) + S_2(t)\bar{\pi}_2(t) \right) \\
+ [\overline{\lambda} \bar{m}_1(t) R_1(t) + (1 - \overline{\lambda}) \bar{m}_2(t) R_2(t)] \bar{\pi}(t) = 0.
\]

For convenience, set
\[
\bar{\pi} = \left[ \begin{array}{c} \bar{\pi}_1 \\ \bar{\pi}_2 \end{array} \right], \quad B = \left[ \begin{array}{c} B_1 \\ B_2 \end{array} \right], \quad D = \left[ \begin{array}{c} D_1 \\ D_2 \end{array} \right], \quad p^1 = \left[ \begin{array}{c} \bar{m}_1 p_1^1 \\ \bar{m}_2 p_2^1 \end{array} \right], \quad q^1 = \left[ \begin{array}{c} \bar{m}_1 q_1^1 \\ \bar{m}_2 q_2^1 \end{array} \right]
\]
and
\[
\overline{\lambda} = \left[ \begin{array}{cc} \overline{\lambda}_I & 0 \\ 0 & (1 - \overline{\lambda})I \end{array} \right], \quad R^\overline{\lambda} = \overline{\lambda} \bar{m}_1 R_1 + (1 - \overline{\lambda}) \bar{m}_2 R_2, \quad S = \left[ \begin{array}{cc} \bar{m}_1 S_1 & \bar{m}_2 S_2 \end{array} \right].
\]

Thus, the optimal control \( \bar{\pi} \) satisfies the following equation:
\[
\begin{aligned}
&\max\left( \overline{\lambda}_1(0), \overline{\lambda}_2(0) \right) = \overline{\lambda} \overline{\lambda}_1(0) + (1 - \overline{\lambda}) \overline{\lambda}_2(0), \\
&(B^T(t) + D^T(t)F)\overline{\lambda} p^1(t) + D^T(t)\overline{\lambda} q^1(t) + S(t)\overline{\lambda}\bar{\pi}(t) + R^\overline{\lambda}(t)\bar{\pi}(t) = 0,
\end{aligned}
\tag{26}
\]
where \( (p^1, q^1) \) is the solution of the following adjoint equation:
\[
\begin{aligned}
-dp^1(t) &= \left\{ \bar{L}(t)\overline{\lambda}(t) + S^T(t)\bar{\pi}(t) + \left[ \bar{A}^T + F(t)\bar{C}^T(t) \right] p^1(t) \\
&\quad + \left[ F(t) I_{2n \times 2n} + \bar{C}^T(t) \right] q^1(t) \right\} \right) dt - q^1(t) dW(t),
\end{aligned}
\tag{27}
\]
with
\[
\bar{A} = \left[ \begin{array}{cc} A_1 & 0 \\ 0 & A_2 \end{array} \right], \quad \bar{C} = \left[ \begin{array}{cc} C_1 & 0 \\ 0 & C_2 \end{array} \right], \quad \bar{L} = \left[ \begin{array}{cc} \bar{m}_1 L_1 & 0 \\ 0 & \bar{m}_2 L_2 \end{array} \right], \quad \bar{G} = \left[ \begin{array}{cc} \bar{m}_1(T) G_1 & 0 \\ 0 & \bar{m}_2(T) G_2 \end{array} \right].
\]

Next, we suppose that
\[
\overline{\lambda} p^1(t) = P(t)\bar{\pi}(t)
\]
with \( P \in C^1(0, T; S_{2n}) \). Note that
\[
d\bar{\pi}(t) = [\bar{A}(t)\bar{\pi}(t) + B(t)\bar{\pi}(t)] dt + [\bar{C}(t)\bar{\pi}(t) + D(t)\bar{\pi}(t)] dW(t).
\tag{28}
\]

Then applying Itô’s formula to \( P(t)\bar{\pi}(t) \) and recalling equation (27), we derive that
\[
\overline{\lambda} q^1(t) = P(t)\bar{C}(t)\bar{\pi}(t) + P(t) D(t)\bar{\pi}(t),
\]
and
\[
[\bar{P}(t) + P(t)\bar{A}(t) + \bar{L}(t)\overline{\lambda} \bar{\pi}(t) + [P(t) B(t) + \overline{\lambda} S^T(t)] \bar{\pi}(t) \\
+ [\bar{A}^T + F(t)\bar{C}^T(t)] p^1(t) + [F(t) I_{2n \times 2n} + \bar{C}^T(t)\overline{\lambda} q^1(t) + S(t)\overline{\lambda} \bar{\pi}(t)] = 0.
\]

In the sequel, the variable \( t \) will be suppressed for convenience. Therefore, it follows from equation (26) that the optimal control satisfies
\[
\bar{\pi} = - \left( R^\overline{\lambda} + D^T PD \right)^{-1} \left( (B + DF)^T P + D^T P\bar{C} + S\overline{\lambda} \right) \bar{\pi},
\tag{29}
\]
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where $P$ is the solution to the following Riccati equation on time interval $[0, T]$:

$$
\begin{align*}
\dot{P} + P(\tilde{A} + FC) + (\tilde{A} + FC)^\top P + CP\tilde{C} + \tilde{L} \Lambda \\
- \left( P(B + DF) + \tilde{L} \Lambda S^\top + C^\top PD \right) \left( R^\top + D^\top PD \right)^{-1} \left( (B + DF)^\top P + D^\top P\tilde{C} + S \tilde{C} \right) = 0,
\end{align*}
$$

(30)

**Remark 4.1** In the FBSDE (24), we assume that $F$ is independent of parameter $\theta$ to ensure all the coefficients are deterministic in the second equation of (26). Otherwise, the Riccati equation (30) would be a BSDE instead of ordinary differential equation (ODE). For this topic, we refer the reader to [24].

To ensure the well-posedness of the Riccati equation (30), we need the following result.

**Lemma 4.2** Assume (H7) hold. Then, we have for each $\tilde{\Lambda} \in [0,1],

$$
\tilde{L} \Lambda - \tilde{L} \Lambda S^\top (R^\Lambda)^{-1} S \Lambda \geq 0.
$$

**Proof.** For readers’ convenience, we shall give the sketch of the proof. It suffices to prove that, for any $x, y \in \mathbb{R}^n$

$$
\begin{align*}
\begin{bmatrix} x^\top & y^\top \end{bmatrix} \tilde{L} \Lambda \begin{bmatrix} x \\ y \end{bmatrix} - \begin{bmatrix} x^\top & y^\top \end{bmatrix} \tilde{L} \Lambda S^\top (R^\Lambda)^{-1} S \Lambda \begin{bmatrix} x \\ y \end{bmatrix} \\
= \tilde{\Lambda} \tilde{m}_1 x^\top L_1 x + (1 - \tilde{\Lambda}) \tilde{m}_2 y^\top L_2 y - \tilde{\Lambda}^2 \tilde{m}_3 (S_1 x)^\top (R^\Lambda)^{-1} S_1 x - (1 - \tilde{\Lambda})^2 \tilde{m}_2 (S_2 y)^\top (R^\Lambda)^{-1} S_2 y \\
- \tilde{\Lambda} (1 - \tilde{\Lambda}) \tilde{m}_1 \tilde{m}_2 [(S_1 x)^\top (R^\Lambda)^{-1} S_2 y + (S_2 y)^\top (R^\Lambda)^{-1} S_1 x] \geq 0.
\end{align*}
$$

By the condition (H7), we have that

$$
\tilde{\Lambda} \tilde{m}_1 x^\top L_1 x + (1 - \tilde{\Lambda}) \tilde{m}_2 y^\top L_2 y \geq \tilde{\Lambda} \tilde{m}_1 (S_1 x)^\top R_1^{-1} S_1 x + (1 - \tilde{\Lambda}) \tilde{m}_2 (S_2 y)^\top R_2^{-1} S_2 y.
$$

Recalling the definition of $R^\Lambda$, we get that

$$
R_1^{-1} = [\tilde{\Lambda} \tilde{m}_1 I_{k \times k} + (1 - \tilde{\Lambda}) \tilde{m}_2 R_1^{-1} R_2](R^\Lambda)^{-1} \quad \text{and} \quad R_2^{-1} = [\tilde{\Lambda} \tilde{m}_1 R_2^{-1} R_1 + (1 - \tilde{\Lambda}) \tilde{m}_2 I_{k \times k}](R^\Lambda)^{-1}.
$$

With the help of the above equations, we only need to prove that

$$
(S_1 x)^\top R_1^{-1} R_2 (R^\Lambda)^{-1} S_1 x + (S_2 y)^\top R_2^{-1} R_1 (R^\Lambda)^{-1} S_2 y \geq (S_1 x)^\top (R^\Lambda)^{-1} S_2 y + (S_2 y)^\top (R^\Lambda)^{-1} S_1 x,
$$

which is equivalent to

$$
\begin{align*}
\tilde{x}^\top R^\Lambda \tilde{x} + \tilde{y}^\top R^\Lambda \tilde{y} \geq \tilde{x}^\top \tilde{x} + \tilde{y}^\top \tilde{y} + \tilde{x}^\top \tilde{y} + \tilde{y}^\top \tilde{x},
\end{align*}
$$

(31)

where $\tilde{x} = (R^\Lambda)^{-1} S_1 x$ and $\tilde{y} = (R^\Lambda)^{-1} S_2 y$. With the help of the fact that $R^\Lambda = \tilde{\Lambda} \tilde{m}_1 R_1 + (1 - \tilde{\Lambda}) \tilde{m}_2 R_2$, the inequality (31) reduces to

$$
\begin{align*}
\tilde{x}^\top \tilde{R}_1 \tilde{x} + \tilde{y}^\top \tilde{R}_1 \tilde{y} \geq \tilde{x}^\top \tilde{R}_1 \tilde{y} + \tilde{y}^\top \tilde{R}_1 \tilde{x} \quad \text{and} \quad \tilde{x}^\top \tilde{R}_2 \tilde{x} + \tilde{y}^\top \tilde{R}_2 \tilde{y} \geq \tilde{x}^\top \tilde{R}_2 \tilde{y} + \tilde{y}^\top \tilde{R}_2 \tilde{x}.
\end{align*}
$$

(32)

On the other hand, since $R_\theta$ is positive definite, there is a positive definite matrix $R^\Lambda_\theta$ so that $R_\theta = R^\Lambda_\theta R^{\frac{1}{2}}_\theta$. It follows from Cauchy-Schwartz inequality that

$$
\begin{align*}
\tilde{x}^\top \tilde{R}_2 \tilde{x} + \tilde{y}^\top \tilde{R}_1 \tilde{R}_2^{-1} \tilde{R}_1 \tilde{y} \geq (\tilde{R}^{\frac{1}{2}}_2 \tilde{x})^\top (\tilde{R}^{\frac{1}{2}}_2 \tilde{R}^{\frac{1}{2}}_1 \tilde{y}) \geq \tilde{x}^\top \tilde{R}_1 \tilde{y} + \tilde{y}^\top \tilde{R}_1 \tilde{x},
\end{align*}
$$

(33)

$$
\begin{align*}
\tilde{x}^\top \tilde{R}_2 \tilde{x} + \tilde{y}^\top \tilde{R}_1 \tilde{R}_2^{-1} \tilde{R}_1 \tilde{y} \geq (\tilde{R}^{\frac{1}{2}}_1 \tilde{R}^{\frac{1}{2}}_2 \tilde{x})^\top (\tilde{R}^{\frac{1}{2}}_1 \tilde{R}^{\frac{1}{2}}_2 \tilde{R}^{\frac{1}{2}}_1 \tilde{R}^{\frac{1}{2}}_1 \tilde{y}) \geq \tilde{x}^\top \tilde{R}_2 \tilde{y} + \tilde{y}^\top \tilde{R}_2 \tilde{x},
\end{align*}
$$

(34)

which ends the proof. \blacksquare
Lemma 4.3 Suppose that the conditions (H6)-(H7) hold. Then, the Riccati equation (30) admits a unique solution $P \geq 0$.

Proof. From the condition (H7) and Lemma 4.2, it holds that
\[ \mathbf{XG} \geq 0, \quad \mathbf{LX} - \mathbf{XS}^\top (R^\top)^{-1}S \mathbf{X} \geq 0. \]
Thus, by Theorem 7.2 in Chap. 6 of [29], the Riccati equation (30) admits a unique solution
\[ P \in C^1(0, T; \mathbb{S}_{2n}). \]
In particular, $P(t) \geq 0$ for each $t \in [0, T]$. The proof is complete. $\blacksquare$

Now, putting equation (28) and equation (29) together, we can get the explicit form of the optimal control $u$ and the optimal state process $x$, which both depend on the constant $\mathbf{X}$. Moreover, the optimal robust cost is given by $\max(\mathbf{y}_1(0), \mathbf{y}_2(0))$, where $(\mathbf{y}_1, \mathbf{y}_2, \mathbf{u})$ satisfies equation (24).

Remark 4.4 Suppose that the cost function is given by $J(u) = y_1(0)$. Then, it is easy to check that the corresponding optimal control $\mathbf{u}_1 = \mathbf{u}$ with $\mathbf{X} = 1$; see [29].

Finally, we study the existence of the optimal control. By Theorem 4.11 if equation (26) holds, then $\mathbf{u}$ is an optimal control. Thus, we need to discuss the existence of solution to equation (26).

Theorem 4.5 Suppose that the assumptions (H6)-(H7) hold. Then, there exist a constant $\mathbf{X} \in [0, 1]$ and an admissible control $\mathbf{u} \in \mathcal{U}[0, T]$ satisfying equations (26), (30). Moreover, $\mathbf{u}$ is the optimal control.

Proof. Note that the optimal control $\mathbf{u}$ and the optimal state process $(\mathbf{y}_1, \mathbf{y}_2)$ satisfies equations (28), (29), (30) and (24) for some constant $\mathbf{X} \in [0, 1]$. Then, denote by $P^\mathbf{X}$ the solution to the Riccati equation (30) for each constant $\mathbf{X} \in [0, 1]$. Similarly, we can also define $\mathbf{y}^\mathbf{X}_1$, $\mathbf{y}^\mathbf{X}_2$ and $\mathbf{y}^\mathbf{X}_2$. By the construction of the Riccati equation (30), the second equality of equation (26) holds for any $(\mathbf{y}^\mathbf{X}_1, \mathbf{y}^\mathbf{X}_2)$ with $\mathbf{X} \in [0, 1]$. Thus, we only need to find a constant $\mathbf{X} \in [0, 1]$ so that the first equality of equation (26) holds. The proof is divided into the following three steps.

Step 1 $(y^0_1(0) \leq y^0_2(0) \text{ or } y^1_1(0) \geq y^1_2(0))$. Set
\[ (\mathbf{X}, \mathbf{u}) = \begin{cases} (0, \mathbf{u}^0), & \text{if } y^0_1(0) \leq y^0_2(0), \\ (1, \mathbf{u}^1), & \text{if } y^1_1(0) \geq y^1_2(0). \end{cases} \]
Then, the above linear quadratic control problem with model uncertainty reduces to the classical case, and one can easily check that the desired results hold.

Step 2 $(y^0_1(0) > y^0_2(0) \text{ and } y^1_1(0) < y^1_2(0))$. Note that all coefficients are uniformly bounded. From the proof Theorem 7.2 in Chap. 6 of [29], we could get that $P^\mathbf{X}$ is uniformly bounded on $[0, T]$. We claim that
\[ |P^\mathbf{X}(t) - P^\mathbf{X}(t)| \leq C(T, \delta, \ell^*)|\mathbf{X} - \mathbf{X}|, \quad \forall t \in [0, T], \]
whose proof will be given in step 3 and $\ell^* = (\bar{A}, \bar{C}, \bar{L}, G, B, S, D, E_1, E_2, F)$. Applying Lemma A.1 in appendix A and recalling equations (28), (29), we obtain that
\[ \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \mathbf{X}(t) - \mathbf{X}(t) \right|^4 + \sup_{0 \leq t \leq T} \left| \mathbf{u}(t) - \mathbf{u}(t) \right|^4 \right] \leq C(T, \delta, \ell^*)|\mathbf{X} - \mathbf{X}|^4, \]
which together with Lemma [A.2] in appendix A implies that
\[
\left|y_1^X(0) - y_1^Y(0)\right| + \left|y_2^X(0) - y_2^Y(0)\right| \leq C(T, \delta, \ell^*)|\lambda - \lambda'|.
\]

It follows that \(y_1^X(0) - y_2^X(0)\) is continuous in \(\lambda\).

Note that \(y_1^X(0) - y_2^X(0) > 0\) and \(y_1^Y(0) - y_2^Y(0) < 0\). Therefore, by intermediate value theorem, there exists a constant \(\lambda^* \in (0, 1)\) such that
\[
y_1^X(0) = y_2^X(0).
\]

Moreover, it holds that
\[
\max\left(y_1^X(0), y_2^X(0)\right) = \lambda^* y_1^X(0) + (1 - \lambda^*) y_2^X(0),
\]
which is the desired result.

**Step 3 (The proof of inequality [34])**. Denote \(\hat{P} = P^X - P^Y\). Then \(\hat{P}\) satisfies the following linear ODE:
\[
\begin{aligned}
\dot{\hat{P}} + \hat{P} &\cdot (A + FC) + (\hat{A} + FC)^\top \hat{P} + \hat{C}^\top \hat{P}C + \hat{L}(X - \lambda) \\
&- \left( \hat{P}(B + DF) + (X - \lambda)S^\top + C^\top \hat{P}D \right) \hat{R}^{-1} \left( (B + DF)^\top P^X + D^\top P^X \hat{C} + S\lambda \right) \\
&+ \left( P^X (B + DF) + X S^\top + C^\top P^X D \right) \hat{R}^{-1} (\hat{R} + D^\top \hat{P}D)(\hat{R}')^{-1} \left( (B + DF)^\top P^X + D^\top P^X \hat{C} + S\lambda \right) \\
&- \left( P^X (B + DF) + X S^\top + C^\top P^X D \right) (\hat{R}')^{-1} \left( (B + DF)^\top \hat{P} + D^\top \hat{P}C + S(X - \lambda) \right) = 0,
\end{aligned}
\]
where \(\hat{R} = \hat{R}^X - P^X, \hat{R} = (\hat{R}^X + D^\top P^X D)\) and \(\hat{R}' = (\hat{R}^X + D^\top P^X D)\). Note that \(\hat{R}^{-1}\) and \((\hat{R}')^{-1}\) are uniformly bounded due to the assumption (H7). Then, using Gronwall’s inequality, we could deduce that
\[
|\hat{P}(t)| \leq C(T, \delta, \ell^*)|\lambda - \lambda'|, \quad \forall t \in [0, T],
\]
which completes the proof. ■
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**Appendix A: SDEs and BSDEs**

In this appendix, we state some well-known results about SDEs and BSDEs for readers’ convenience. First, consider the following forward SDEs on \([0, T]\):
\[
x(t) = x_0 + \int_0^t b(s, x(s))ds + \int_0^t \sigma(s, x(s))dW(s),
\]
(34)

where \(b : [0, T] \times \Omega \times \mathbb{R}^n \to \mathbb{R}^n\) and \(\sigma : [0, T] \times \Omega \times \mathbb{R}^n \to \mathbb{R}^{n \times d}\) satisfy the following assumptions:

**B1** For each \(x \in \mathbb{R}^n\), \(b(\cdot, x) \in \mathcal{H}^{1, p}(0, T; \mathbb{R}^n)\) and \(\sigma(\cdot, x) \in \mathcal{H}^p(0, T; \mathbb{R}^{n \times d})\) for some \(p \geq 2\);
(B2) There exists some positive constant $L$ such that for any $x, x' \in \mathbb{R}^n$,
\[ |b(t, x) - b(t, x')| + |\sigma(t, x) - \sigma(t, x')| \leq L|x - x'|. \]

**Lemma A.1** Assume that the conditions (B1) and (B2) hold. Then, the SDE (34) admits a unique solution $x \in S^p(0, T; \mathbb{R}^n)$. Moreover, it holds that
\[ \mathbb{E} \left[ \sup_{0 \leq t \leq T} |x(t)|^p \right] \leq C(L, T, p) \mathbb{E} \left[ |x_0|^p + \left( \int_0^T |b(t, 0)| dt \right)^p + \left( \int_0^T |\sigma(t, 0)|^2 dt \right)^{\frac{p}{2}} \right]. \]

For the proof of Lemma A.1, we refer the reader to (16). Next, consider the following backward SDEs on $[0, T]$:
\[ y(t) = \xi + \int_t^T f(s, y(s), z(s)) ds - \int_t^T z(s) dW(s), \quad (35) \]
where $\xi \in L^p(\mathcal{F}_T; \mathbb{R}^m)$, $p > 1$ and $f : [0, T] \times \Omega \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m$ satisfies the following assumptions:

(B3) For each $(y, z) \in \mathbb{R} \times \mathbb{R}^d$, $f(\cdot, y, z) \in \mathcal{H}^{1-p}(0, T; \mathbb{R}^m)$;

(B4) There exists some positive constant $L$ such that for any $(y, z), (y', z') \in \mathbb{R}^m \times \mathbb{R}^{m \times d}$,
\[ |f(t, y, z) - f(t, y', z')| \leq L(|y - y'| + |z - z'|). \]

**Lemma A.2** Assume that the conditions (B3) and (B4) hold. Then, the BSDE (35) admits a unique solution $(y, z) \in S^p(0, T; \mathbb{R}^m) \times H^p(0, T; \mathbb{R}^{m \times d})$. Moreover, it holds that
\[ \mathbb{E} \left[ \sup_{0 \leq t \leq T} |y(t)|^p + \left( \int_0^T |z(t)|^2 dt \right)^{\frac{p}{2}} \right] \leq C(L, T, p) \mathbb{E} \left[ |\xi|^p + \left( \int_0^T |f(t, 0, 0)| dt \right)^p \right]. \]

**Appendix B: The complements proofs**

**Lemma B.1** Assume that (H1)-(H4) hold. Then,
\[ \lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |x_\theta(t) - x_{\theta'}(t)|^4 + \sup_{0 \leq t \leq T} |y_\theta(t) - y_{\theta'}(t)|^2 + \int_0^T |z_\theta(t) - z_{\theta'}(t)|^2 dt \right] = 0. \]

**Proof.** For any $\theta, \theta' \in \Theta$, set $(\alpha, \beta, \zeta) := (x_\theta - x_{\theta'}, y_\theta - y_{\theta'}, z_\theta - z_{\theta'})$. The proof is divided into the following two steps. For convenience, we omit the argument $u$.

**Step 1 (x-estimate)**. Denote
\[ A(t) = \int_0^1 \partial_x b_\theta(t, x_{\theta'}(t) + \lambda(x_\theta(t) - x_{\theta'}(t))) d\lambda, \quad B_\theta(t) = \int_0^1 \partial_x \sigma_\theta^i(t, x_{\theta'}(t) + \lambda(x_\theta(t) - x_{\theta'}(t))) d\lambda, \]
\[ C(t) = b_\theta(t, x_\theta(t)) - b_{\theta'}(t, x_{\theta'}(t)), \quad D_\theta(t) = \sigma_\theta^i(t, x_\theta(t)) - \sigma_{\theta'}^i(t, x_{\theta'}(t)). \]

Thus, the process $\alpha$ satisfies the following SDE:
\[ \alpha(t) = \int_0^t (A(s)\alpha(s) + C(s)) ds + \sum_{i=1}^d \int_0^t (B^i(s)\alpha(s) + D^i(s)) dW^i(s). \]
Applying Lemma A.1 yields that
\[ E \left[ \sup_{0 \leq t \leq T} |\alpha(t)|^4 \right] \leq C(L, T)E \left[ \int_0^T \left( |C(s)|^4 + \sum_{i=1}^d |D^i(s)|^4 \right) ds \right]. \]

From assumption (H4), we have that for each \( N > 0 \),
\[ |\ell(t)| \leq \overline{w}_N(\mu(\theta, \theta')) + C(L)(1 + |x_\theta(t)| + |u(t)|)(I_{\{|x_\theta(t)| \geq N\}} + I_{\{|u(t)| \geq N\}}), \]
where \( \ell = C, D^i \). Then, by a similar analysis as Lemma 3.1, we could get that
\[ E \left[ \sup_{0 \leq t \leq T} |x_\theta(t) - x_{\theta'}(t)|^4 \right] \leq C(L, T, x_0, u, p) \left( \overline{w}_N(\mu(\theta, \theta')) \right)^4 + N \frac{4^{\frac{4}{p-2}}}{\gamma}, \forall N > 0, \]
which implies that
\[ \lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} E \left[ \sup_{0 \leq t \leq T} |x_\theta(t) - x_{\theta'}(t)|^4 \right] = 0. \]  

**Step 2 (y-estimate).** Denote \( J^1 = \varphi_{\theta'}(x_\theta(T)) - \varphi_{\theta'}(x_{\theta'}(T)), \) \( J^2 = \varphi_{\theta}(x_{\theta'}(T)) - \varphi_{\theta'}(x_{\theta'}(T)) \) and \( \gamma = (x, y, z) \). Set
\[
E(t) = \int_0^1 \partial_x f_{\theta'}(t, \gamma_{\theta'}(t) + \lambda(\gamma_{\theta}(t) - \gamma_{\theta'}(t))) d\lambda, \quad F(t) = \int_0^1 \partial_y f_{\theta'}(t, \gamma_{\theta'}(t) + \lambda(\gamma_{\theta}(t) - \gamma_{\theta'}(t))) d\lambda, \\
G(t) = \int_0^1 \partial_z f_{\theta'}(t, \gamma_{\theta'}(t) + \lambda(\gamma_{\theta}(t) - \gamma_{\theta'}(t))) d\lambda, \quad H(t) = f_{\theta}(t, \gamma_{\theta'}(t)) - f_{\theta'}(t, \gamma_{\theta}(t)).
\]

Then, it follows from Lemma A.2 that
\[ E \left[ \sup_{0 \leq t \leq T} |\beta(t)|^2 + \int_0^T |\varsigma(t)|^2 dt \right] \leq C(L, T)E \left[ |J^1|^2 + |J^2|^2 + \left| \int_0^T |E(t)\alpha(t) + H(t)| dt \right|^2 \right]. \]

According to assumption (H1) and equation (36), we get that
\[ \lim_{\epsilon \to 0} E \left[ |J^1|^2 + \int_0^T |E(t)\alpha(t)| dt \right]^2 \leq C(L, T, x_0, u) \lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} E \left[ \sup_{0 \leq t \leq T} |x_\theta(t) - x_{\theta'}(t)|^4 \right] = 0. \]

On the other hand, by a similar analysis as in step 1, we have that
\[ \lim_{\epsilon \to 0} E \left[ |J^2|^2 + \int_0^T |H(t)| dt \right]^2 = 0, \]
which completes the proof. \( \square \)

**Lemma B.2** Suppose that (H1)-(H4) hold. Then,
\[ \lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} E \left[ \sup_{0 \leq t \leq T} |\tilde{x}_\theta(t) - \tilde{x}_{\theta'}(t)|^4 + \sup_{0 \leq t \leq T} |\tilde{y}_\theta(t) - \tilde{y}_{\theta'}(t)|^2 + \int_0^T |\tilde{z}_\theta(t) - \tilde{z}_{\theta'}(t)|^2 dt \right] = 0. \]
Proof. For any \( \theta, \theta' \in \Theta \), set \( (\tilde{\alpha}, \tilde{\beta}, \tilde{\zeta}) := (\tilde{x}_\theta - \tilde{x}_{\theta'}, \tilde{y}_\theta - \tilde{y}_{\theta'}, \tilde{z}_\theta - \tilde{z}_{\theta'}) \). The proof is divided into the following two steps. For convenience, we omit the argument \( \bar{\pi} \).

**Step 1 (\( \tilde{x} \)-estimate).** Denote
\[
\begin{align*}
\tilde{C}(t) &= (\partial_x b_\theta(s) - \partial_x b_{\theta'}(s))\tilde{x}_\theta(s) + (\partial_u b_\theta(s) - \partial_u b_{\theta'}(s))(u(s) - \bar{\pi}(s)), \\
\tilde{D}(t) &= (\partial_x \sigma_\theta^x(s) - \partial_x \sigma_{\theta'}^x(s))\tilde{x}_\theta(s) + (\partial_u \sigma_\theta^x(s) - \partial_u \sigma_{\theta'}^x(s))(u(s) - \bar{\pi}(s)).
\end{align*}
\]
Then, applying Lemma A.1 in appendix yields that
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |\tilde{\alpha}(t)|^2 \right] \leq C(L, T) \mathbb{E} \left[ \int_0^T \left( |\tilde{C}(s)|^4 + \sum_{i=1}^d |\tilde{D}_i(s)|^4 \right) ds \right].
\]
By the definition, it holds that
\[
\partial_x b_\theta(s) - \partial_x b_{\theta'}(s) = \partial_x b_\theta(s, \bar{\pi}_\theta(s)) - \partial_x b_{\theta'}(s, \bar{\pi}_{\theta'}(s)) + \partial_x b_{\theta'}(s, \bar{\pi}_\theta(s)) - \partial_x b_{\theta'}(s, \bar{\pi}_{\theta'}(s)).
\]
By a similar analysis as Lemma B.1 above, we could get that
\[
\lim_{\varepsilon \to 0} \sup_{\mu(\theta, \theta') \leq \varepsilon} \mathbb{E} \left[ \int_0^T |\partial_x b_\theta(s, \bar{\pi}_\theta(s)) - \partial_x b_{\theta'}(s, \bar{\pi}_{\theta'}(s))|^4 |\tilde{x}_\theta(s)|^4 ds \right] = 0.
\]
By assumption (H3), for each \( \varepsilon > 0 \), there exists a \( \delta > 0 \) such that
\[
|l(s, x, u) - l(s, x', u)| \leq \varepsilon \text{ for } l = \partial_x b_{\theta'}, \partial_u b_{\theta'}, \partial_x \sigma_{\theta'}, \partial_u \sigma_{\theta'},
\]
whenever \( |x - x'| \leq \delta \). From the above inequality, we get that
\[
|\partial_x b_{\theta'}(s, \bar{\pi}_\theta(s)) - \partial_x b_{\theta'}(s)| \leq \varepsilon + C(L)I_{\{|\bar{\pi}_\theta(s) - \bar{\pi}_{\theta'}(s)| \leq \delta\}}.
\]
Thus, a direct computation yields that
\[
\begin{align*}
\mathbb{E} \left[ \int_0^T |\partial_x b_{\theta'}(s, \bar{\pi}_\theta(s)) - \partial_x b_{\theta'}(s)|^4 |\tilde{x}_\theta(s)|^4 ds \right] &\leq C(L, T, x_0, \bar{\pi}) \left( |\varepsilon|^4 + \delta \frac{4^4}{\varepsilon} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |\bar{\pi}_\theta(t) - \bar{\pi}_{\theta'}(t)|^{\frac{4}{\varepsilon}} \right] \right),
\end{align*}
\]
which together with Lemma A.1 implies that
\[
\lim_{\varepsilon \to 0} \sup_{\mu(\theta, \theta') \leq \varepsilon} \mathbb{E} \left[ \int_0^T |\partial_x b_\theta(s, \bar{\pi}_\theta(s)) - \partial_x b_{\theta'}(s)|^4 |\tilde{x}_\theta(s)|^4 ds \right] \leq C(L, T, x_0, \bar{\pi}) |\varepsilon|^4.
\]
Sending \( \varepsilon \to 0 \), we obtain that the left side is equal to 0. As a result, we deduce that
\[
\lim_{\varepsilon \to 0} \sup_{\mu(\theta, \theta') \leq \varepsilon} \mathbb{E} \left[ \int_0^T |\partial_x b_\theta(s) - \partial_x b_{\theta'}(s)|^4 |\tilde{x}_\theta(s)|^4 ds \right] = 0.
\]
Using the same method, we could derive that
\[
\lim_{\varepsilon \to 0} \sup_{\mu(\theta, \theta') \leq \varepsilon} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |\tilde{\alpha}(t)|^2 \right] = 0.
\]
\[\text{25}\]
Step 2 ($\hat{y}$-estimate). Set $\gamma_\theta = (x_\theta, y_\theta, z_\theta)$ and

$$
\hat{f} = \partial_x \varphi_\theta (\varpi_\theta (T)) \hat{y} (T), \quad \hat{g} = \partial_x \varphi_\theta (\varpi_\theta (T)) \hat{z} (T), \quad \hat{E} (t) = \partial_x f_\theta (t, \varpi_\theta (t))
$$

Thus, applying Lemma A.2 in appendix A yields that

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |\hat{\beta}(t)|^2 + \int_0^T |\hat{\zeta}(t)|^2 dt \right] \leq C(L, T) \mathbb{E} \left[ |\hat{f}|^2 + |\hat{g}|^2 + \int_0^T \left( |\hat{E}(t)\hat{\alpha}(t)| + |\hat{H}(t)| \right) dt \right]^2.
$$

According to assumption (H1), we have that

$$
\lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} \mathbb{E} \left[ \hat{f}^2 \right] + \int_0^T \left| \hat{H}(t) \right| dt \right]^2 = 0.
$$

On the other hand, by a similar analysis as in step 1, we could get that

$$
\lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} \mathbb{E} \left[ \hat{f}^2 \right] + \int_0^T \left| \hat{H}(t) \right| dt \right]^2 = 0,
$$

which ends the proof.

Lemma B.3 Suppose that (H1)-(H4) hold. Then,

$$
\lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} \mathbb{E} \left[ \int_0^T |\Pi_\theta (t) - \Pi_{\theta'} (t)| dt \right] = 0,
$$

where the process $\Pi_\theta$ is given by equation (22).

Proof. The main idea is from Lemma B.2 and we only give the sketch of the proof. For convenience, we omit the argument $\overline{\eta}$. Using the same method as Lemma B.2, we derive that for each $q > 2$

$$
\lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |m_\theta (t) - m_{\theta'} (t)|^q + \sup_{0 \leq t \leq T} |p_\theta (t) - p_{\theta'} (t)|^q + \int_0^T |q_\theta (t) - q_{\theta'} (t)|^2 dt \right]^2 = 0.
$$

(37)

Then, by a similar analysis as step 1 in the proof of Lemma B.2, we could get that

$$
\lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} \mathbb{E} \left[ \int_0^T \left( |\ell_\theta (t) p_\theta (t) - \ell_{\theta'} (t) p_{\theta'} (t)|^4 + |\partial_\theta f_\theta (t, \varpi_\theta (t)) - \partial_{\theta'} f_{\theta'} (t, \varpi_{\theta'} (t))|^4 \right) dt \right] = 0
$$

where $\varpi_\theta = (\varpi_\theta, \overline{\varpi}_\theta, \sigma_\theta)$ and $\ell_\theta (t) = (\partial_\theta b_\theta (t, \varpi_\theta (t)))^T$, $\partial_\theta f_\theta (t, \varpi_\theta (t))(\partial_\theta \sigma_\theta (t, \varpi_\theta (t)))^T$ and $\partial_{\theta'} f_{\theta'} (t, \varpi_{\theta'} (t))(\partial_{\theta'} \sigma_{\theta'} (t, \varpi_{\theta'} (t)))^T$, which together with equations (19) and (37) implies that

$$
\lim_{\epsilon \to 0} \sup_{\mu(\theta, \theta') \leq \epsilon} \mathbb{E} \left[ \int_0^T \left( |m_\theta (t) \ell_\theta (t) p_\theta (t) - m_{\theta'} (t) \ell_{\theta'} (t) p_{\theta'} (t)|^4 + |m_\theta (t) \partial_\theta f_\theta (t, \varpi_\theta (t)) - m_{\theta'} (t) \partial_{\theta'} f_{\theta'} (t, \varpi_{\theta'} (t))|^4 \right) dt \right] = 0.
$$
On the other hand, a similar analysis yields that

$$
\lim_{\varepsilon \to 0} \sup_{\mu(\theta, \theta')} \mathbb{E} \left[ \int_0^T \left| m_\theta(t)(\partial_u \sigma_{\theta}(t, \mathbf{x}_\theta(t)))^\top q_1^{1,i}(t) - m_{\theta'}(t)(\partial_u \sigma_{\theta'}(t, \mathbf{x}_{\theta'}(t)))^\top q_1^{1,i}(t) \right| dt \right] = 0.
$$

Putting the above two equations together, we get the desired result. \qed
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