Application of artificial intelligence technologies in metallographic analysis for quality assessment in the shipbuilding industry

Vitalii Emelianov, Anton Zhilenkov, Sergei Chernyi, Anton Zinchenko, Elena Zinchenko

ABSTRACT

The necessity to improve the metallographic analysis systems to automate diagnostics of the condition of the metals for all their characteristics has been substantiated. The metallographic analysis algorithm based on the use of neural networks for recognizing metal microstructures and a case-based reasoning approach for determining the metal grade is proposed. The structure of a multilayer neural network to determine the metals quantitative parameters has been developed. The recognizing results by neural networks for determining the metal quantitative parameters are shown. The high accuracy of determining the metals quantitative parameters by neural networks is presented. The specialized metallographic software to automate the recognition of metal microstructures and to determine the metal grade has been developed. Comparative results of carrying out metallographic studies with the developed neural network software to determine the metals quantitative parameters are shown.

1. Introduction

Nowadays the level of industrial development is characterized not only by the overall production and the range of products as well as by indicators of their quality. An important means of solving the problem of controlling metal quality at metallurgical enterprises is the use of objective physical methods for diagnosing the technical condition of the objects, such as non-destructive methods and metallographic analysis [1]. The traditional methods of non-destructive testing are unsuitable for determining defects at an early stage of their development. The metallographic method [2, 3] is one of the methods of quality control of alloy and metal products, which is introduced into a number of existing standards. It should be noted the existing methods and tools do not solve the problems of complex automated diagnostics of the condition of the metals for all their characteristics. That’s why there is a necessity to improve the metallographic analysis systems to automate diagnostics of the condition of the metals for all their characteristics.

For the time being, there are various automated monitoring and diagnostic systems for industries. The following companies are engaged in the creation of automation systems for technological processes at enterprises: STC 'Pribor', PJSC "Metallurgavtomatika", Datasolution, INFOCOM LTD, RockwellAutomation, Inc., Siemens VAI, POSCO ICT, China Iron&Steel Research Institute Group and others. These companies have developed and implemented a number of systems for automation of technological processes at various enterprises around the world. However, in the existing automated systems, the possibility of monitoring and technical diagnostics is not fully implemented.

In the construction and repair of ships, various materials are used: metals, wood, plastics, etc., which have certain chemical, physical, mechanical and technological properties that are taken into account when building and repairing ship structures. Each batch of material supplied to the shipbuilding and ship repair yards is necessarily accompanied by a document - a certificate, which indicates all its qualities; in the laboratories of the factories, the material undergoes chemical, mechanical and technological tests.

Corrosion is a spontaneous process of destruction of the metal surface during its interaction with the external environment, proceeding in most cases without supplying energy from any external source. The physical process of corrosion is explained by the fact that in nature, ferrous or non-ferrous metals that corrode are not found in a free state, and energy is
expended to obtain them from minerals and ores. Metal corrosion can be divided into three types.

Chemical corrosion occurs from the action of dry gases or liquids that do not conduct electric current according to the laws of chemical reactions. Most often, chemical corrosion affects the internal surfaces of cargo tanks of oil tankers carrying light oil products with a high content of sulfur compounds and acid residues that enter into a chemical reaction with the metal. When this occurs, the destruction of the surfaces of the set in the form of local individual pits.

Biological corrosion is caused by the vital activity of various microorganisms on the underwater part of the ship’s hull. In this case, microorganisms use the metal as a nutrient medium or infect it with their secretions. Biological corrosion does not produce significant damage, but, as a rule, it is combined with other types of corrosion.

Electrochemical corrosion occurs when metal comes into contact with conductive liquids (electrolytes). In ship conditions, sea water acts as an electrolyte. The ship’s hull metal and its protective film are heterogeneous. A metal can have different internal stresses and physical conditions (temperature, water flow rate, etc.). Therefore, when a metal comes into contact with water, a lot of galvanic pairs are formed on it, as a result of which electrochemical corrosion occurs, in which the body metal, being an anode, partially passes into the electrolyte. Of all types of corrosion during electrochemical corrosion, the greatest destruction of the metal of the hull, pipelines and other ship equipment occurs. The intensity of corrosion depends on the salinity of the water, the content of oxygen in it and the chemical composition of the metal. In ship conditions, galvanic couples can most often be formed when dissimilar metals come into contact.

Corrosion causes irreparable damage to the hull, pipelines and other structures of the ship, as in places subject to corrosion, the metal becomes thinner, which leads to a decrease in the strength and density of the structures and the hull as a whole. Expensive repairs must be carried out to eliminate the consequences of corrosion. It should be taken into account that most parts of ship mechanisms and hull elements are subjected to simultaneous mechanical stress and corrosion damage.

2. Literature review

There are many significant studies in the field of automation metallographic analysis, one can single out papers [4, 5, 6, 7, 8], as well as software developments of companies such as DeepLab, SPECTR MET, SIAMS, etc. In the paper [9] have proposed recommendations for the software developments of companies such as DeepLab, SPECTR MET, factory laboratories of industrial enterprises to perform the metallographic analysis. In this paper, the insufficient level of automation of the central factory laboratories of industrial enterprises to perform the metallographic analysis is highlighted as well.

Authors in the study [10] resort to neural networks methods and achieve significant performance to classify microstructures images. In the study [11], convolution networks have been researched for semantic segmentation of the microstructure images. In paper [12], a fully convolutional neural network to segment the metallographic images of steels. In paper [13], the neural network was used for microstructures images segmentation. A neural network for automatic segmentation of nickel alloy secondary phases from metallographic images is proposed in study [14]. These methods achieved satisfactory results in point of view metallographic analysis but they fail to work well enough on devices with limited computation resources. In addition, these methods are too heavy to apply in real-time application.

The existing methods and tools do not solve the problems of complex automated diagnostics of the condition of the metals for all their characteristics (chemical composition, structure, properties, etc.), and the methods considered in previously noted studies allow perform only quantitative metallographic analysis. Thus, there is a need to improve automated tools and methods for metallographic analysis to automate diagnostics of the condition of the metals for all their characteristics.

Other steels with special physical or physico-mechanical properties are also used in shipbuilding: malleable steels for the manufacture of small parts, carbon and alloy steels for ship forgings, and stainless steels. The latter have high corrosion resistance, are well welded; of them, wings for hydrofoils, propeller shaft linings, turbine blades, etc. are made, but they have an increased cost, therefore their use is limited.

Painting materials are used to cover all ship surfaces. These include: oil, resin and silicate paints, lead and iron minimum, whitewash, varnishes, synthetic paints, enamels (based on pentaphthalic resins), ethanol paints, Kuzbass varnish, etc. For better protection of ship structures and ensuring their longer life services, paint and varnish coatings are applied to thoroughly cleaned and primed surfaces. The underwater surfaces of the hulls of marine vessels are covered with special paints that are more resistant to fouling of the hull with shells and algae.

Vessel sections are exposed to various aggressive environments: sea water, sea atmosphere, oil products, condensate, etc., which contribute to the occurrence of corrosion processes. The nature and intensity of destruction depend on many factors: the area of navigation, speed, duration of the voyage and the effectiveness of corrosion protection. Electrochemical corrosion leads to the destruction of welds and the metal around them due to the already mentioned potential difference between the weld material and the base material. If the weld metal has a more negative potential than the base material, then the weld is severely damaged. If its potential is more positive, then it is not the seam that is destroyed, but the metal in the surrounding area.

3. Methods

For preliminary processing of the metallographic images, the authors used binarization methods and filtering methods (the Prewitt filter). To recognize the metallographic images, artificial intelligence technologies such as artificial neural networks were used in the study. To solve new metallographic situations to determine the metal grade based on already known solutions, the case-based reasoning approach was used. The methods of statistical analysis to evaluate the results of the functioning of the developed automated metallographic system in the study were used. The IDEFO notation to formalize and describe the algorithm for automated metallographic analysis was used.

4. Algorithm for automated metallographic analysis of metals based on artificial intelligence technologies

Metallographic analysis means the determination of parameters characterizing the metallographic image, which can be considered as a description, presented in the form:

\[ I_i = f_j(x,y), m_{ri}, E_i(), N_i(), Q_i(), i=1,2...n, \]

where, \( f_j(x,y) \) is i-th metallographic image of the metal sample under examination;

\( m_{ri} \) is the metal grade (steel 10ChSND(S420N));

\( E_i() \) is the expert resolution of the technologist about the metal sample;

\( N_i() \) is an array of metal quantitative parameters;

\( Q_i() \) is an array of metal quality parameters.

The authors propose an algorithm for the automated metallographic analysis of metals in production, the implementation of which makes it possible to determine the arrays of qualitative (Q) and quantitative (N) metals parameters. The proposed algorithm includes the 6 main operations:

Operation 1. Formation of a microstructure image in form of a function \( f(x,y) \).

Operation 2. At the second operation, preliminary processing and analysis of the microstructure image are carried out. The array of the
metal quantitative parameters under study are formed, as well as the array of its qualitative parameters:

\[ N = \langle g_f, c_f, p_h, p_q, r_f \rangle, \quad (2) \]

\[ Q = \langle m_f, m_v \rangle \ldots C_1 \ldots C_3 \ldots >. \quad (3) \]

Operation 3. At the third operation, based on the obtained quantitative parameters and the metal chemical composition, the metal grade is determined.

Operation 4. At the 4th operation, the determination of the metal properties is performed based on the arrays data of its quantitative, qualitative parameters and existing defects.

Operation 5. At the 5th operation, the metal usage group (group) is determined and a conclusion on the analyzed metal (rf) for compliance with the production requirements is formed.

\[ E = \langle r_f, \text{group} \rangle. \quad (4) \]

Operation 6. At the 6th operation, sending the result of the metallographic analysis of the metal sample to the workshop is performed.

At the first operation, to form a digital metal microstructure image a metallographic microscope is used. After the metal microstructure image is formed, binarization of it is performed. It is proposed to use the Otsu’s method [15].

As it is known from source [15], from the point of view of objects recognition in the image, one of the most informative characteristics are the boundaries, i.e. image segment contours rather than the values of the object’s brightness in the image. The selection of microstructure image segment contours consists of the detection of the microstructure image objects boundaries and outlines of homogeneous regions using the Prewitt filter, as it is shown in the source [16].

Vessel sections are exposed to various aggressive environments – sea water, sea atmosphere, chemically active bulk cargo, oil products, condensate, air of various humidity, etc., which contribute to corrosion.

The intensity and nature of destruction depend on the area of navigation, speed, duration of the voyage and the effectiveness of corrosion protection. Of all the structural elements of the ship’s hull, the greatest damage is observed on oil tankers in the area of the longitudinal bulkheads between cargo and ballast tanks, where the corrosion rate of the upper belt reaches 0.3 mm/year, the lower – 0.25 mm/year. Great intensity of corrosion is also in the areas between cargo tanks, sets of sides and decks. The underwater part, the area of variable waterlines, the flooring of the second bottom in the area of ballast tanks, and the set inside the double bottom are subject to significant destruction (see Figure 1).

For most of the listed structures, which are subject to electrochemical corrosion, the destruction of welds and the near-weld zone is typical due to different stationary electrode potentials between the weld material and the base material. If the weld metal has a more negative potential than the base material, the weld is strongly destroyed, if it is more positive, the seam does not collapse, but the metal near the weld is destroyed [22, 23].

After detecting the base points on the metallographic image and its vectorization, the values characterizing the microstructure image segments are calculated. The calculated values of the sine and cosine of the segment elements of the metallographic image are the input data for the neural network. In addition, the input parameter is the Prewitt gradient of the base points [16].

At the next operation, neural network processing of the received input values is performed with the segmentation of the metallographic image in the hidden layer to classify the metal characteristics. To process calculated values, one can use multilayer neural networks (a multilayer perceptron and a radial basis function network). The number of neurons in the input layer is calculated by multiplying by “3” the base points number of the microstructure image (since one base point is characterized by 3 parameters: sine, cosine of the segment elements, and Prewitt gradient). The size of the output layer of the neural network is the number of metal grades to be classified.

The neural network structure for metallographic image classifying and for determining the metal quantitative characteristics is presented in Figure 2.

The backpropagation algorithm [17] to train neural networks was chosen. The mean-square error to assess the neural network classifying quality was calculated by the formula in paper [17].

The neural network was learnt on the basis of reference microstructure images described in the standards (GOST 8233-56, GOST 1778-70, GOST 1778-57, GOST 1778-82).
Examples of reference microstructure images of the steel grade 16GS(K01803) in accordance with GOST5520, which were used to train the neural network, are shown in Figure 3.

The training sample consisted of 1100 microstructure images, of which 550 images of the "true" class and 550 images of the "false" class. Microstructure images belonging to the "true" class are a set of reference microstructure images (from GOST 8233-56, GOST 1778-70, ASTME1382, etc.). The "false" class is a set of reference images distorted by noise, which makes it possible to recognition of the incorrect metallographic images by the neural network. As a control sample, 450 metallographic images were used.

The multilayer perceptron to classify the metal grain point according to the GOST 5639-82 has the structure 550-150-10, i.e. 550 neurons in the input layer of the multilayer perceptron, 150 neurons in the hidden layer of the multilayer perceptron, 10 neurons in the output layer. Graphs of the value of the learning and classifying errors for a multilayer perceptron are presented in Figure 4. To prevent the retraining process of the neural network [18], the set of metallographic images is divided into 2 subsets, namely learning and control ones. Based on the error graphs, the optimal number of learning epochs for the multilayer perceptron with structure 550-150-10 was calculated. In this case, it was 800 epochs and the mean-square error was 0.01938. Totally 920 metallographic images were used as a test sample. Of these, 898 images were classified correctly according to GOST 5639-82.

The results of the created multilayer perceptrons to classify metallographic images and to determine the metal quantitative characteristics are shown in Table 1.

At the next operation of the proposed algorithm, the metal grade is determined based on determined quantitative parameters and its chemical composition. The case-based reasoning approach was applied to solve the problem of determining a metal grade.

A base of precedents is creating regarding metals and their chemical composition. The algorithm to create the base of precedents consists of the 4 stages which is described in paper [19]. The experiments results of the metal grade determination based on the case-based reasoning approach are shown in Table 2.

Figure 2. The neural network structure for determining the metal quantitative parameters.

Figure 3. Examples of reference microstructure images (Ratio Ferrite/Perlite) of the steel 16GS(K01803) from the training set.

Figure 4. Graphs of the learning error (a) and classifying error (b) of the neural network.
To implement a case-based reasoning approach, the expert system has been developed. The expert system includes the following subsystems (Figure 6).

1. The subsystem for analyzing the problem situation, namely the main purpose of the subsystem is the formation of a set of input values based on the recognized image of the torpedo ladle car under study and its additional characteristics obtained. This subsystem is entrusted with the function of selecting the necessary methods for solving the current diagnostic situation with the torpedo ladle car under study in the process of its diagnostics.

2. Intelligent subsystem for search for solutions, namely the main subsystem, which is assigned the functions of solving the current diagnostic situation with a torpedo ladle car, based on the implementation of a set of models and methods proposed by the authors in [1, 2]. Within the framework of this subsystem, it is proposed to use a case-based solution method [2] for those diagnostic situations in which all the necessary quantities are known for comparison with the reference state of a torpedo ladle car in various situations. If the system does not have the necessary input values, then it is proposed to use a neural network model to solve the current diagnostic situation with a torpedo ladle car.

3. Subsystem of advice and explanations, namely a subsystem that is able, by means of an intelligent solution search subsystem, to offer advice or implement a solution to the task, i.e. derive a set of output values and a set of hypotheses for solving the current situation with a torpedo ladle car. At the same time, this subsystem is assigned the functions of supporting the solution of a diagnostic situation with a torpedo ladle car with various comments explaining the course of the reasoning.

4. The subsystem of knowledge acquisition and system modification is designed to obtain and identify new knowledge, both from the user through the user interface and from the intelligent solution search subsystem after solving a new diagnostic situation with a torpedo ladle car. Also, this subsystem is assigned the function of modifying models and methods and the function of modifying the system. The implementation of these functions will allow changing the structure of the expert system depending on the specifics of the diagnosed object, which will make it easy to adapt the expert system for different types of torpedo ladle cars.

5. The user interface is intended for the correct transmission of answers to the technologist in the process of diagnosing a torpedo ladle car in a form convenient for him or her and for manipulations with knowledge.

6. Information storage subsystem contains three components:
   - database – it is designed to store quantitative information about mobile mixers
     - base of precedents – it is designed to store a set of precedents used to solve a known situation with a torpedo ladle car;
     - knowledge base – it is designed to store facts about the torpedo ladle car and the rules for their definition in the form of products.

7. The subsystem of integration with external sources of knowledge is intended for the interaction of the expert system with different
information systems, with the aim of obtaining new knowledge and adapting the system to a new production complex.

In course of the study, the experiments were carried out to recognize metallographic images of different grades of steels by developed software. The results of the metallographic analysis to determine the percentage of carbon in steel grade 10ChSND(S420N) are summarized in Table 3.

The results of recognition of images of microstructures of steel casings of the torpedo ladle cars created by neural networks are summarized in Table 4. Metallographic studies of the torpedo ladle car casings are carried out after they are transferred from the operating mode to the diagnostic mode in order to determine the current state of the metal from which their casing is made. In the case of torpedo ladle cars, non-destructive metallographic testing is applied using portable metallographic microscopes. The formation of metallographic images of torpedo ladle cars is carried out after the torpedo ladle cars are taken out of normal operation, which is explained by the possible high temperature of the surface of the ladle car casing, with which it is necessary to contact by the metallographic microscope. As shown in [2, 3], under the influence of high temperatures, the steel from which the torpedo ladle car casing is made changes its structure.

The use of these created neural networks makes it possible to recognize defects in the steel of the torpedo ladle car casings, thereby automatically determining its technical condition after exposure to high temperatures. Experiments have shown that the best neural network structure in this problem is the “1100-600-200-50”-structure.

The developed software has passed the testing stage at the Alchevsk Iron and Steel Works in the Central Works Laboratory. By means of the developed software, an experiment was carried out to recognize images of steel microstructures. The results of an assessment of the developed software functioning are shown in Table 5. The set of metallographic images to assess the developed software was 290 images.
Table 3. Results of image analysis for carbon content and determination of the structural component.

| Analyzed steel microstructures | Processing time, min | Structural component of the steel | Carbon, % (C) | Non-metal inclusions | Resistance to rupture, MPa |
|-------------------------------|----------------------|----------------------------------|--------------|----------------------|--------------------------|
| #1 (steel S420N)              | 0.22                 | Ferrite and Perlit               | 0.23         | Oxides (amount – 2)  | 530                      |
| #2 (steel S420N)              | 0.34                 | Ferrite and Perlit               | 0.55         | Oxides (amount – 3)  | 550                      |
| #3 (steel S420N)              | 0.27                 | Ferrite and Perlit               | 0.80         | Oxides (amount – 3)  | 500                      |

The results of an experimental study of both systems in relation to the problem of determining the steel grain size are given in Table 6.

The experimental data in Table 5 indicate that in the proposed automated metallographic system in 96.7% of cases (58 out of 60) the value of the steel grain size was correctly calculated, and in the ordinary metallographic system (without proposed tools), it was done only in 89% of cases (96 out of 108).

6. Discussion

To assess the reliability of differences between the systems, a method for assessing the reliability of the results of a statistical study, based on the Student’s t-test, was used [21]. Determine the errors of representativeness and the number of degrees of freedom:

\[
m_1 = \sqrt{\frac{p_1 - q_1}{n_1}} = \sqrt{\frac{96.7 \cdot (100 - 96.7)}{60}} = 2.31
\]

\[
m_2 = \sqrt{\frac{p_2 - q_2}{n_2}} = \sqrt{\frac{89 \cdot (100 - 89)}{108}} = 3.01
\]

\[
k = n_1 + n_2 - 2 = 60 + 108 - 2 = 166
\]

Determine the reliability of the difference between systems \(P_1\) and \(P_2\): 

\[
t = \frac{P_1 - P_2}{\sqrt{m_1^2 + m_2^2}} = \frac{96.7 - 89}{\sqrt{2.31^2 + 3.01^2}} = 2.03
\]

The value of \(t\) obtained in the experiment is greater than the tabular value of \(t_{0.01}\), therefore, the differences between \(P_1\) and \(P_2\) can be considered significant at \(p < 0.01\). Thus, the reliability of the differences between options \(P_1\) and \(P_2\) suggests that the proposed automated metallographic system (with developed software) turned out to be more effective than the standard metallographic system in determining don’t of the main steel characteristic - steel grain size.

In the future, the proposed tools can be effectively used to assess a wide class of objects in the metallurgical industry, for example, to assess the metal state of the pipes, long steel products, etc. In addition, the developed algorithm and software can be used for metallographic testing of the ladle car hull to assess the current state of the metal from which their hull is made. In the case of ladle cars, non-destructive metallographic testing is applied using portable metallographic microscopes.
7. Conclusions

Due to corrosion damage to sea vessels, significant metal losses occur and, as a result, high economic costs for the elimination of these damage. The share of work on the elimination of corrosion damage accounts for 20–30% of the total cost of the ship’s factory repair approximately. During the operation of the ship, the crew does a lot of work to eliminate corrosion damage, especially in the areas of underwater sides, decks and superstructures, which also applies to corrosion costs. Dock repair of the ship can be attributed to the cost of corrosion elimination by at least 60%. Due to corrosion damage, frequent breakdowns and related repairs of many ship pipelines, pumps and ship structures occur. Taking into account the losses in the material, labor costs to eliminate the consequences of corrosion damage, it must be borne in mind that economic losses also include the cost of equipment that fails prematurely or is idle due to the destruction of individual parts and parts, so it is necessary to constantly look for sources of reduction these losses.

The general results of the study are:

1. An algorithm for automated metallographic analysis of metals based on artificial intelligence technologies has been proposed. The proposed algorithm uses neural networks and the case-based reasoning approach, which allows for the adaptation of the proposed metallographic analysis tools for any enterprise.

2. The expert system software was developed to recognize the metallographic images for determining the technical condition of torpedo ladle cars. Evaluation of the effectiveness of the developed expert system software demonstrated an increase in the efficiency of diagnostic operations, which is expressed in a decrease in the amount of time spent on diagnosing the state of torpedo ladle cars for individual indicators by 6 times. The developed software makes it possible to determine the grade and steel quantitative parameters (ratio Ferrite/Perlite, grain amount, etc.).
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