Chiral symmetry breaking through spontaneous dimerization in kagomé metals
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Due to an uprise in the variety of candidate compounds, kagome metals have recently gained significant attention. Among other features, kagome metals host Dirac cones as a key band structure feature away from half filling, and potentially yield an exceptionally large fine structure, beyond values found in other 2D Dirac materials such as graphene. We investigate the possibility of chiral symmetry breaking in kagome metals. Based on a heuristic lattice model, we determine the critical coupling strength and the ordering pattern by means of a Schwinger-Dyson mean-field analysis. As the leading instability we identify a dimerization pattern which spontaneously opens an excitation gap at the Dirac point and breaks the chiral symmetry.

I. INTRODUCTION

Recent years have seen a plethora of condensed matter research activities in the field of Dirac- and Weyl-type systems, where effective Lorentz covariance is preserved due to the linear dispersion relation in the crystal. One of the first systems that gained massive attention is graphene [1], but soon thereafter many more followed. Dirac systems exhibit a linear band crossing at isolated points in the Brillouin zone, which is locally protected by chiral and time reversal symmetry. As a result, Dirac systems for two spatial dimensions and higher show a semi-metallic density of states [1, 2]. A discussion that predates graphene, and has its counterpart in high energy physics [3], centers around the possibility to spontaneously break the chiral symmetry in a two-dimensional layer of graphite, first formulated by Khveshchenko [4, 5]. In contemporary condensed matter terms, this question translates into whether graphene at zero temperature is an (excitonic) insulator or not. The driving force behind the spontaneous gap formation in this scenario is Coulomb interaction whose strength is controlled by the dimensionless fine structure constant

$$\alpha = \frac{\epsilon^2}{4\pi\epsilon_0\epsilon_r v_F}.$$  (1)

Here, $\epsilon$ is the electric charge of the electron, $\epsilon_0$ the dielectric constant of vacuum, $\epsilon_r$ the relative permittivity of the medium, and $v_F$ the Fermi velocity of the electronic system. In typical condensed matter systems, $\alpha$ is a quantity that is below unity.

The problem of $N$ flavors of two-dimensional massless Dirac fermions with an effective speed $v_F$ coupled via long-range interactions has been investigated by a plethora of methods, ranging from renormalization group [6] to full lattice simulations using quantum Monte Carlo (for Dirac fermions this is possible without the sign problem due to the particle-hole symmetry of the system) [7]. There is a curious dichotomy in this field: perturbation theory based methods, including large-N approaches, suggest the irrelevance of Coulomb interaction irrespective of the value of the fine structure constant; on the other hand, strong coupling methods suggest the existence of a critical $\alpha_c$ beyond which there is spontaneous gap formation due to spontaneous chiral symmetry breaking, at least if $N$ is not too large. The finding of the strong coupling methods can be summarized in the schematic phase diagram shown in Fig. 1. The $x$-axis denotes the number of Dirac fermion flavors whereas the $y$-axis shows the value of the dimensionless coupling constant $\alpha$ (Eq. (1)). For $N$ smaller than $N_c$, there exists a critical coupling strength $\alpha_c(N)$ where a quantum phase transition between a semimetal and an insulator takes place.

![Schematic phase diagram of two dimensional Dirac theories with long-range Coulomb interactions.](image)

Figure 1. Schematic phase diagram of two dimensional Dirac theories with long-range Coulomb interactions. The $x$-axis denotes the number of Dirac fermion flavors whereas the $y$-axis shows the value of the dimensionless coupling constant $\alpha$ (Eq. (1)). For $N$ smaller than $N_c$, there exists a critical coupling strength $\alpha_c(N)$ where a quantum phase transition between a semimetal and an insulator takes place.
tial to show the interaction-driven phenomenon of chiral symmetry breaking. Kagomé metals have been investigated in a number of contexts. Descending from the established domain of Mott phases in kagomé layers as a host for quantum paramagnetism [12], kagomé metals such as FeSn and Fe₂Sn₅ were found to exhibit itinerant magnetism and, in particular, anomalous Hall responses [13, 14]. A host material for kagomé metals with a symmetry unbroken Fermi liquid parent state was most recently found in AV₃Sb₅ (A=K,Cs,Rb) featuring Vanadium kagomé nets [15, 16]. At half filling, the generic kagomé band structure is close to (possibly multiple) van Hove singularities, and hence prone to exhibiting Fermi surface instabilities [17–19]. While the degree of experimental exploration is still at an early stage, unconventional chiral charge order and superconductivity have already been theoretically ascribed to AV₃Sb₅ [20–24], which might appear possibly along with an onset of nematic order [16]. Reaching the Dirac cone filling in a kagomé metal, however, in general is a challenging task. Depending on the sign of the hybridization which dictates the flat kagomé band to locate above (below) the dispersive bands, a filling of 1/3 (2/3) has to be reached. While as of yet one is still short of an experimental realization, Sc-substituted Herbertsmithite has been identified as a promising candidate material [25]. In the context of establishing the notion of turbulent electron hydrodynamics, Sc-Herbertsmithite has subsequently been the pivotal candidate material consisting of a generic kagomé candidate materials. Herbertsmithite could be in realistic reach for tailored correlation phenomena of Dirac cones, kagomé Dirac materials appear as an eminently suited domain.

By employing a Schwinger-Dyson mean-field approach on the kagomé lattice, we show that if the chemical potential of a kagomé metal is tuned to its Dirac point, there is an instability towards the spontaneous formation of a dimerization pattern (related patterns have previously been discussed in Refs. [27, 28]). This pattern breaks the sublattice symmetry and hence parity. As such, it opens a gap in the single-particle excitation spectrum on the mean-field level. We further find that the critical coupling for the dimerization formation is \( \alpha_{\text{cr}} \approx 1.22 \), which from theoretical investigations for Sc-Herbertsmithite could be in realistic reach for tailored kagomé candidate materials.

Our paper is organized as follows. In Section II, we introduce our kagome model consisting of a generic tight-binding model supplemented by Coulomb interactions. We then proceed to the mean-field treatment of the model, and derive both the ordering pattern as well as the critical coupling in Section III. In Section IV we conclude that kagome metals promise to be among the most preferable systems to study spontaneous chiral symmetry breaking in Dirac materials.

\[ H = t \sum_{<i,j>,\sigma} \left( \psi^\dagger_{i\sigma} c_{j\sigma} + \psi_{j\sigma} c^\dagger_{i\sigma} \right) \quad (2) \]

The kagomé lattice has a three-site unit cell which we account for by introducing the three component vector \( \psi_i = (A_i, B_i, C_i)^T \) which contains the wave-functions of one unit-cell. We furthermore introduce the three lattice vectors \( \vec{a}_1 = a(2,0)^T, \vec{a}_2 = a(1,\sqrt{3})^T, \) and \( \vec{a}_3 = a(-1,\sqrt{3})^T \) as well as the nearest neighbor vectors \( \vec{\delta}_{AB} = a(1,0)^T, \vec{\delta}_{AC} = a/2(1,\sqrt{3})^T, \) and \( \vec{\delta}_{BC} = a/2(-1,\sqrt{3})^T \).

Assuming periodic boundary conditions we can solve the Hamiltonian (2) via Fourier transform. The resulting Hamiltonian assumes the form

\[ H = \sum_\sigma \sum_{\text{1st BZ}} \psi^\dagger_{\sigma,\vec{k}} \mathcal{H}(\vec{k}) \psi_{\sigma,\vec{k}} \quad (3) \]

with the Bloch Hamiltonian given by

\[ \mathcal{H}(\vec{k}) = 2t \begin{pmatrix} 0 & \cos(\vec{k} \cdot \vec{\delta}_{AB}) & \cos(\vec{k} \cdot \vec{\delta}_{AC}) \\ \cos(\vec{k} \cdot \vec{\delta}_{AB}) & 0 & \cos(\vec{k} \cdot \vec{\delta}_{BC}) \\ \cos(\vec{k} \cdot \vec{\delta}_{AC}) & \cos(\vec{k} \cdot \vec{\delta}_{BC}) & 0 \end{pmatrix} \quad (4) \]

The spectrum of this system is given by

\[ E_1(\vec{k}) = t \left( 1 + \sqrt{3 + 2 \sum_i \cos(2\vec{k} \cdot \vec{\delta}_i)} \right) \quad (5) \]

\[ E_2(\vec{k}) = t \left( 1 - \sqrt{3 + 2 \sum_i \cos(2\vec{k} \cdot \vec{\delta}_i)} \right) \quad (6) \]

\[ E_3(\vec{k}) = -2t \quad (7) \]

with \( \vec{\delta}_i = \vec{\delta}_{AB}, \vec{\delta}_{AC}, \vec{\delta}_{BC} \). The corresponding band structure is shown in Fig. 3. This Hamiltonian harbors a flat...
The 2\times 2 matrix in the upper-left corner resembles the structure of the Dirac theory of graphene which we are going to show now. The other terms couple the effective Dirac theory to the flat band of energy \(-2t\). To decouple the flat band, we integrate it out and derive an effective low energy theory. We do this perturbatively order by order, since the energy of the flat band is far removed from the Dirac point. For reasons of conciseness, we only sketch the procedure here: The leading order corrections are of the order \(k_1^2/(3t)\), \(k_2^2/(3t)\), and \(k_1k_2/(3t)\) and can consequently safely be ignored in the linear limit. To conclude, to leading order we can ignore the rest and focus on the 2 \times 2 submatrix, the upper left block:

\[
\mathcal{H}_{\text{Dirac}}(\vec{k}) = \hat{1} + v_F (k_1 \sigma_x + k_2 \sigma_z).
\] (13)

The effective dispersion of this Hamiltonian is given by the energy eigenvalues \(E_{\pm} = t \pm v_F \sqrt{k_1^2 + k_2^2}\).
The linearized Hamiltonian (13), valid around \( \vec{K} \), provides an excellent starting point for the discussion of potential mass terms. Excluding the possibility of hybridizing spin or valleys (for instance through disorder or short range interactions) for now, we concentrate on the two-dimensional matrix. The electron momenta are locked to the Pauli matrices \( \sigma_x \) and \( \sigma_z \), which leaves \( \sigma_y \) as the 'free' Pauli matrix. A term that cannot be eliminated by a momentum shift consequently is given by \( \Delta \sigma_y \). This leads to the dispersion \( E_{\pm} = t \pm \sqrt{\Delta^2 + \Delta^2} \) and consequently a gap of size \( 2|\Delta| \) at the Dirac points.

\[
E_{1,2}(\vec{k}) = t \left( 1 \pm \sqrt{3 \left( 1 + \frac{2}{3} \sum_j \cos(2\vec{k} \cdot \vec{\delta}_j) \right)} + \frac{2\Delta^2}{3t^2} \left( 1 - \frac{1}{3} \sum_j \cos(2\vec{k} \cdot \vec{\delta}_j) \right) \right),
\]

\[
E_3(\vec{k}) = -2t.
\]

We observe that this dimerization process does not influence the flat band at all. To conclude: we found that if we introduce a mass function proportional to the dimerization matrix, Eq. (15), we will be able to open an energy gap at the Dirac point.

### C. Effective interaction

In non-relativistic electronic system \( (v_F \ll c \) with \( c \) being the speed of light), Coulomb interaction assumes the form

\[
\frac{\epsilon^2}{8\pi\epsilon_0\epsilon_r} \int d^4r d^4r' \rho(\vec{r}) \frac{1}{|\vec{r} - \vec{r}'|} \rho(\vec{r}')
= \frac{\alpha v_F}{2} \int d^4r d^4r' \rho(\vec{r}) \frac{1}{|\vec{r} - \vec{r}'|} \rho(\vec{r}'),
\]

where \( \rho(\vec{r}) \) is the electron density at site \( \vec{r} \). The measure for the strength of the electronic interaction is the dimensionless fine-structure constant \( \alpha \) which was introduced in Eq. (1). For typical Dirac systems it is a quantity \( O(1) \), since \( v_F/c \approx 10^{-2} \sim 10^{-3} \) and \( \epsilon_r \approx 2 \sim 10 \). Typically, in finite density electronic systems, Coulomb interaction is dynamically screened through particle-hole excitations. Technically, this can described by the random phase approximation (RPA). RPA resums the whole

### B. Energy gap through dimerization

In a next step, we transform the mass term back to the full lattice problem which allows for a straightforward physical interpretation. Using the unitary matrix \( U \), we transform the mass term back to the \( 3 \times 3 \) lattice problem and end up with

\[
U \begin{pmatrix} \Delta \sigma_y & 0 \\ 0 & 0 \end{pmatrix} U^{-1} = \frac{i\Delta}{\sqrt{3}} \begin{pmatrix} 0 & 1 & 1 \\ -1 & 0 & -1 \\ -1 & 1 & 0 \end{pmatrix}.
\]

This term corresponds to an inequivalence in the hopping between the sublattices inside a unit cell. It can therefore be identified with a dimerization pattern. In view of our later lattice analysis it is useful to compare it with a lattice version of a dimerization pattern [27, 28] which is shown in Fig. 4. After Fourier transformation, the dimerization matrix reads

\[
\delta H(\vec{k}) = \frac{2\Delta}{3} \begin{pmatrix} 0 & \sin(\vec{k} \cdot \vec{\delta}_{AB}) & \sin(\vec{k} \cdot \vec{\delta}_{AC}) \\ -\sin(\vec{k} \cdot \vec{\delta}_{AB}) & 0 & \sin(\vec{k} \cdot \vec{\delta}_{BC}) \\ -\sin(\vec{k} \cdot \vec{\delta}_{AC}) & -\sin(\vec{k} \cdot \vec{\delta}_{BC}) & 0 \end{pmatrix}.
\]

At the Dirac point \( \vec{K} \), we reproduce Eq. (14) whereas at \( \vec{K}' \) we obtain a relative sign (this is required by time-reversal symmetry, otherwise the system would have a finite Chern number and consequently be a Chern insulator). The total Bloch Hamiltonian reads \( H_{\text{tot}}(\vec{k}) = H(\vec{k}) + \delta H(\vec{k}) \) and has the spectrum

\[
E_{1,2}(\vec{k}) = t \left( 1 \pm \sqrt{3 \left( 1 + \frac{2}{3} \sum_j \cos(2\vec{k} \cdot \vec{\delta}_j) \right)} + \frac{2\Delta^2}{3t^2} \left( 1 - \frac{1}{3} \sum_j \cos(2\vec{k} \cdot \vec{\delta}_j) \right) \right),
\]

\[
E_3(\vec{k}) = -2t.
\]
Figure 5. Band structure of a kagomé nearest-neighbor tight-binding model with a dimerization term \((t = 1 \text{ and } \Delta = 0.15)\). The band touching points are removed in the presence of the dimerization term.

(a) \[ \text{Diagrammatic representation of the RPA potential equation.} \]

(b) \[ \text{Diagrammatic representation of the self-consistent Schwinger Dyson equation.} \]

Figure 6. (a) Diagrammatic representation of the RPA potential equation. The double wiggly line is the renormalized Coulomb potential, whereas the single wiggly line is the bare Coulomb potential. The simple line is the fermion propagator and the closed bubble the polarization function. (b) The self-consistent Schwinger Dyson equation. The double line is the full fermion propagator.

diagrammatic series shown in Fig. 6 (a) and can formally be justified in the limit of a large number of fermion flavors. The double wiggly (single) line denotes the effective RPA potential (unscreened potential), \(V^{\text{RPA}}(\vec{k}, \omega)\), whereas the straight directed line is the bare Coulomb potential. The simple line is the fermion propagator and the closed bubble the polarization function. The self-consistent Schwinger Dyson equation. The double line is the full fermion propagator.

Figure 7. Polarization function for the Kagome lattice within the on-shell condition.

III. THE SCHWINGER-DYSON EQUATION

A. Meanfield analysis

The Schwinger-Dyson mean-field technique is a self-consistent technique which allows to estimate the critical coupling of a (quantum) phase transition. On a formal level, it can be derived from a Hubbard-Stratonovich decoupling of the Coulomb interaction in the respective instability channel, in this case the dimerization. It leads to a self-consistency equation of the type

\[ \delta \mathcal{H}(\vec{k}) = \int \frac{d^2 p}{(2\pi)^2} \frac{d\nu}{2\pi} V^{\text{RPA}}(\vec{k} + \vec{p}) G(\vec{p}, \nu) \ , \]
which is diagrammatically shown in Fig. 6 (b). In this expression,
\[ G^{-1}(\mathbf{k}, \omega) = -i\omega + \mathcal{H}(\mathbf{k}) + \delta\mathcal{H}(\mathbf{k}) , \]
is the Green function of the system taking into account the presence of the dimerization function. In Eq. (23), we have employed the on-shell condition for the interaction potential \( V_{\text{RPA}} \), i.e., it is only a function of \( \mathbf{k} + \mathbf{p} \). The poles in the \( \nu \)-integral reside at
\[ \nu_{1,2}(\mathbf{p}, \Delta) = -iE_{1,2}(\mathbf{p}) , \]
see Eq. (16). Interestingly, the flat band vanishes exactly from the gap equation, leaving only the Dirac cones. This is to be expected since according to Eq. (15) a finite dimerization leaves the flat band inert. We can now shift the frequency according to the chemical potential \( t \), namely \( \nu' \rightarrow \nu + it \). In this way the poles become symmetric around the real axis, i.e., \( \nu'_+ = \nu'_- - it \), and we can integrate the Schwinger-Dyson Eq. (23) using the residue theorem. The self-consistent equation for the gap becomes
\[ \Delta(\mathbf{k}) = \int_{\text{BZ}} \frac{d\mathbf{p}}{(2\pi)^2} \frac{V_{\text{RPA}}(\mathbf{k} + \mathbf{p})\Delta(\mathbf{p})}{2i\nu'_+(\mathbf{p}, \Delta(\mathbf{p}))} \frac{\sin(\mathbf{p} \cdot \mathbf{\delta}_j)}{\sin(\mathbf{k} \cdot \mathbf{\delta}_j)} . \]

(26)

It is important to note that compared to Eq. (15) we allow for a mean-field parameter \( \Delta \) that is a function of \( \mathbf{k} \), i.e., \( \Delta(\mathbf{k}) \). This expression is independent of the specific direction \( j \). Without loss of generality we choose \( \delta_{AB} \) leading to a gap function \( \Delta(\mathbf{p}) \) that is symmetric in all the Dirac points, i.e., symmetric under a rotation of the Brillouin zone of \( 2\pi/3 \) radians, in agreement with the symmetry of the underlying lattice. One comment about Eq. (26) is in order here: we are mostly interested in the gap function \( \Delta(\mathbf{k}) \) meaning at the Dirac point. Since \( V_{\text{RPA}}(\mathbf{k} + \mathbf{p}) \) gives the maximal contribution at \( \mathbf{p} = -\mathbf{k} \), this requires \( \mathbf{p} \approx -\mathbf{K} \). This implies that the self-consistency equation couples opposite Dirac points. In that situation, \( \sin(\mathbf{p} \cdot \mathbf{\delta}_j)/\sin(\mathbf{k} \cdot \mathbf{\delta}_j) \approx -1 \). This can be used to show that it is justified to carry out the Schwinger-Dyson mean-field treatment in the effective Dirac low-energy setting, as one should expect.

It is worth noting here that we calculated the RPA interaction, \( V_{\text{RPA}} \), using the bare propagator, \( G_0 \). While this results in a slightly inaccurate estimate of the gap term in the ordered phase, it does not influence the location of the critical point, which is our focus.

B. Spontaneous dimerization

The gap equation, Eq. (26), can now be solved numerically for different values of the coupling parameter \( \alpha \). On a technical level, we use Gaussian quadrature for the integration and find the solution through an iteration of the gap equation, which stops when convergence is reached. A representative example of the gap solution profile is shown in Fig. 8 for a value of \( \alpha = 2.0 \).

We have determined the phase diagram of this semimetal-insulator transition as a function of \( \alpha \). It shows a transition from a gapless semi-metallic phase to a gapped insulating phase. The value of the gap as a function of \( \alpha \) is shown in Fig. 9 which is the main result of this paper.

Figure 8. Numerical solution of the gap equation with coupling parameter \( \alpha = 2.0 \).

Figure 9. Mass gap at the Dirac point as a function of the coupling parameter \( \alpha \). We find that there is a spontaneous gap formation for values of \( \alpha > 1.224 \).

The critical coupling parameter is given by \( \alpha_c \approx 1.224 \): for \( \alpha > \alpha_c \) there is spontaneous mass generation, whereas for \( \alpha < \alpha_c \) the systems remains semi-metallic. It should be noted here, that this critical value is in good agreement with the value predicted from a simple two-component Dirac theory.

IV. CONCLUSION

Kagomé metals offer an exciting new platform to observe many-body physics, mostly due to the existence of
van Hove singularities. In this work we have focused on the Dirac metal structure also present in kagomé systems: at 2/3-filling, a kagomé metal such as Sc-Herbertsmithite, is expected to show physics characteristic of a Dirac metal. We have found that in that situation one can potentially observe the phenomenon of chiral symmetry breaking of Dirac fermions. This dynamic instability can be driven by long-range Coulomb interactions and on the microscopic level it corresponds to the formation of a dimerization pattern that opens a gap at the Dirac points. This instability occurs for values of $\alpha$ greater than $\alpha_c \approx 1.224$. It is the analogue of the excitonic insulator which was hypothesized to exist in suspended graphene. This has not been observed in experiments to date and a possible explanation is that realistic perturbations are too small ($O(1)$) or the gap is too small to be detected. Given that e.g. recent estimates for the fine structure constant in Sc-Herbertsmithite suggest $\alpha \approx 2.9$ leads us to conclude that kagomé Dirac semi-metals constitute a promising system to look for spontaneous chiral symmetry breaking of Dirac fermions.
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