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Abstract

This paper studies the exponential stability of random matrix products driven by a general (possibly unbounded) state space Markov chain. It is a cornerstone in the analysis of stochastic algorithms in machine learning (e.g. for parameter tracking in online-learning or reinforcement learning). The existing results impose strong conditions such as uniform boundedness of the matrix-valued functions and uniform ergodicity of the Markov chains. Our main contribution is an exponential stability result for the $p$-th moment of random matrix product, provided that (i) the underlying Markov chain satisfies a super-Lyapunov drift condition, (ii) the growth of the matrix-valued functions is controlled by an appropriately defined function (related to the drift condition). Using this result, we give finite-time $p$-th moment bounds for constant and decreasing stepsize linear stochastic approximation schemes with Markovian noise on general state space. We illustrate these findings for linear value-function estimation in reinforcement learning. We provide finite-time $p$-th moment bound for various members of temporal difference (TD) family of algorithms.
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1. Introduction

Consider the following linear stochastic approximation (LSA) recursion: for $n \in \mathbb{N}$,

$$
\theta_{n+1} = \theta_n + \alpha_{n+1} \{ -\bar{A}(Z_{n+1})\theta_n + \bar{b}(Z_{n+1}) \},
$$

(1)

where $(\alpha_i)_{i \in \mathbb{N}}$ is a sequence of positive step sizes, $\bar{A} : Z \to \mathbb{R}^{d \times d}$, $\bar{b} : Z \to \mathbb{R}^d$ are measurable functions on the state space $Z$, and $(Z_t)_{t \in \mathbb{N}}$ is a sequence of random variables on $Z$. The LSA recursion (1) encompasses a wide range of algorithms. LSA is central to the analysis of identification algorithms and control of linear systems. Early results have focused on these two applications and studied both the asymptotic behaviour of the sequence $(\theta_n)_{n \in \mathbb{N}}$ and the tracking error; see
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LSA is also a cornerstone in the analysis of linear value-function estimation (LVE) that are popular in reinforcement learning (Sutton, 1988; Bertsekas and Tsitsiklis, 1996). Seminal works on this topic (Bertsekas and Tsitsiklis, 1996; Tsitsiklis and Van Roy, 1997; Benveniste et al., 2012) established conditions for asymptotic convergence. Finite-time bound for LVE (and more generally LSA) has attracted a renewed interest. In the case when \((Z_i)_{i \in \mathbb{N}^+}\) is an i.i.d. sequence, (Lakshmimaranayanan and Szepesvari, 2018; Dalal et al., 2018) have investigated mean-squared error bounds for LSA. Recent developments (Bhandari et al., 2018; Srikanth and Ying, 2019; Chen et al., 2020) have considered the setting that \((Z_i)_{i \in \mathbb{N}^+}\) is a Markov chain, and provided finite-time analysis. On a related subject, (Gupta et al., 2019; Xu et al., 2019; Doan, 2019; Kaledin et al., 2020) considered linear two-timescale stochastic approximation that involves coupled LSA recursions.

Most of the existing results on LSA are limited by strong conditions such as (i) uniform geometric ergodicity (UGE) on the Markov chain and/or (ii) uniformly bounded \(\bar{A}, \bar{b}\), i.e. \(\sup_{z \in \mathbb{Z}} \{\|\bar{A}(z)\| + \|\bar{b}(z)\|\} < +\infty\). These conditions are restrictive since the UGE condition typically requires the state space to be finite or compact and do not extend to general (unbounded) state space. This is of course a limitation because many applications involve general unbounded state space; see e.g. Ljung (2002) and (Bertsekas and Tsitsiklis, 1996, p. 305).

In this paper, we aim to provide high-order moment bounds on the LSA with Markovian noise. Our results are applicable under the relaxed conditions: (i) \((Z_i)_{i \in \mathbb{N}^+}\) is a Markov chain on a general (possibly unbounded) state-space satisfying a super-Lyapunov drift condition, and (ii) for some constant \(C \geq 0\), for any \(z \in \mathbb{Z}\), \(\|\bar{A}(z)\| \leq CW_1(z)\), \(\|\bar{b}(z)\| \leq CW_2(z)\), with \(W_1, W_2 : \mathbb{R}_+ \rightarrow [1, +\infty)\) deduced from the drift condition in (i). They are strictly weaker than the conditions required in previously reported works. In particular, \(\bar{A}, \bar{b}\) can be potentially unbounded.

For \(m, n \in \mathbb{N}, m < n\) and \(z_{m+1:n} = (z_{m+1}, \ldots, z_n) \in \mathbb{Z}^{n-m}\), we define
\[
\Gamma_{m+1:n}(z_{m+1:n}) = \prod_{i=m+1}^{n} \{I_d - \alpha_i \bar{A}(z_i)\}.
\]

A key property used for deriving our bounds is an exponential stability result on the matrix product above, \(\Gamma_{m+1:n}(Z_{m+1:n})\), for \(m, n \in \mathbb{N}, m < n\). To motivate why this is relevant to LSA, suppose that the Markov chain \((Z_n)_{n \in \mathbb{N}^+}\) is ergodic so that, for all \(z \in \mathbb{Z}\), the limits \(A = \lim_{n \to \infty} \mathbb{E}_z[\bar{A}(Z_n)],\) \(b = \lim_{n \to \infty} \mathbb{E}_z[\bar{b}(Z_n)]\) exist. Assume that there exists a unique solution \(\theta^*\) to the linear system \(A\theta^* = b\). The \(n\)-th error vector \(\tilde{\theta}_n = \theta_n - \theta^*\) may be expressed, for all \(n \in \mathbb{N}\), by
\[
\tilde{\theta}_n = \sum_{j=1}^{n} \alpha_j \bar{A}(Z_j)\bar{b}(Z_j) - b - \{\bar{A}(Z_j) - A\}\theta^*.
\]

Obtaining a bound on \(p\)-th moments for \(\{\|\tilde{\theta}_n\|\}_{n \in \mathbb{N}}\) naturally requires that the sequence of random matrices \(\{\bar{A}(Z_j)\}_{j \in \mathbb{N}^+}\) to be \((V, q)\)-exponentially stable. Recall that for \(q \geq 1\) and a function \(V : \mathbb{Z} \rightarrow [1, +\infty)\), \(\{\bar{A}(Z_j)\}_{j \in \mathbb{N}^+}\) is said to be \((V, q)\)-exponentially stable if there exists \(a_q, C_q > 0\) and \(\alpha_{\infty, q} < +\infty\) such that, for any sequence of positive step sizes \(\{\alpha_i\}_{i \in \mathbb{N}^+}\) satisfying \(\sup_{i \in \mathbb{N}^+} \alpha_i \leq \alpha_{\infty, q}\), \(z \in \mathbb{Z}, m, n \in \mathbb{N}, m < n,\)
\[
\mathbb{E}_z[\|\Gamma_{m+1:n}(Z_{m+1:n})\|^q] \leq C_q \exp \left( -a_q \sum_{i=m+1}^{n} \alpha_i \right) V(z). \tag{3}
\]

Intuitively, \((V, q)\)-exponential stability means that the \(q\)-th moment of the product of random matrices \(\Gamma_{m+1:n}(Z_{m+1:n})\) behaves similarly to that of the product of deterministic matrices \(G_{m+1:n} = \)
\[ \Pi_{i=m+1}^{n} (I_d - \alpha_i A), \] provided that the matrix \(-A\) is Hurwitz (the real parts of its eigenvalues are strictly negative).

Fix \( p, q, r \in \mathbb{N}^* \) such that \( p^{-1} = q^{-1} + r^{-1} \). Assume that the sequence \( \{A(Z_k)\}_{k \in \mathbb{N}^*} \) is \((V, q)\)-exponentially stable for some \( q > 1 \), the \( r \)-th moments of the noise term \( \|\varepsilon(Z_n)\| \) and initialization error \( \tilde{\theta}_0 \) are bounded. Using (2), we can readily derive bounds for the \( p \)-th moment, \( \mathbb{E}_z^{1/p}[\|\tilde{\theta}_n\|^p] \) by applying the Hölder’s inequality. Note that the \( r \)-th moment bound for the “noise” terms may follow from classical Lyapunov drift conditions, which is implied by super-Lyapunov drift conditions.

**Contributions and Organization**  The contributions of this paper are three-fold:

- **We establish** \((V, q)\)-exponential stability of the sequence of matrices \( \{A(Z_k)\}_{k \in \mathbb{N}^*} \), and provide explicit expression for constants appearing in (3); see Theorem 1. Compared to the prior works, our result can be applied to the settings where the function \( A(\cdot) \) is unbounded, not symmetric and \( (Z_k)_{k \in \mathbb{N}^*} \) is a Markov chain on a general (unbounded) state-space not constrained to be uniformly geometrically ergodic. A discussion of how our results relax the restrictive conditions in previously reported works is given after the statement of Theorem 1.

- **We provide finite-time bound and first-order expansion for the** \( p \)-th moment of the error \( \|\tilde{\theta}_n\|_{\mathbb{N}^*} \) for LSA recursion (2). More precisely, we show that \( \mathbb{E}_z^{1/p}[\|\tilde{\theta}_n\|^p] = O(\alpha_n^{1/2}) V_p(z) \) both for constant \( \alpha_n \equiv \alpha \) (where \( \alpha \) is sufficiently small) or nonincreasing stepsizes under weak additional conditions including \( \alpha_n = C/(n + n_0)^{\beta} \), for any \( t \in (0, 1] \); see Theorem 3. From our analysis on the LSA error \( \tilde{\theta}_n \), we identify a leading term, denoted \( J_n^{(0)} \), which is a weighted additive linear functional of the error process \( (\varepsilon(Z_n))_{n \in \mathbb{N}^*} \). Furthermore, the leading term \( J_n^{(0)} \) and its remainder \( H_n^{(0)} = \tilde{\theta}_n - J_n^{(0)} \) admit a separation of scales. For example, when \( \alpha_n = C/(n + n_0) \), the leading term has a \( p \)-th moment bound of \( O(n^{-1/2} V_p(z)) \), and the remainder has a \( p \)-th moment bound of \( O(n^{-1} \log(n)) V_p(z) \); see Theorem 4.

- **Finally, we apply our results to TD-learning for LVE.** We give sufficient conditions for a Markov Reward Process on general (unbounded) state space (with unbounded reward and feature functions) to satisfy the assumptions of Theorem 3 and Theorem 4. Therefore, the convergence bounds we derive hold for these algorithms.

The rest of this paper is organized as follows. Section 2 introduces the formal conditions required for \((V, q)\)-exponential stability on \( \{A(Z_k)\}_{k \in \mathbb{N}^*} \) and states our main theorem. Section 2.1 outlines the major steps in the proof. We use this result in Section 3 to obtain upper bound on the \( p \)-th moments for the error vector (2); finally, we illustrate our results for LVE in TD learning framework.

**Notations**  Denote \( \mathbb{N}^* = \mathbb{N} \setminus \{0\} \). Let \( d \in \mathbb{N}^* \) and \( Q \) be a symmetric positive definite \( d \times d \) matrix. Denote by \( I_d \) the \( d \)-dimensional identity matrix. For \( x \in \mathbb{R}^d \), we denote \( \|x\|_Q = (x^\top Q x)^{1/2} \). For brevity, we set \( \|x\| = \|x\|_{I_d} \). We denote \( \|A\|_Q = \max_{\|x\|_Q = 1} \|Ax\|_Q \), and the subscriptless norm \( \|A\| = \|A\|_1 \) is the standard spectral norm. Let \( A_1, \ldots, A_N \) be \( d \)-dimensional matrices. We denote \( \prod_{i=1}^j A_i = A_j \ldots A_1 \) if \( i \leq j \) and with the convention \( \prod_{j=i}^j A_i = I_d \) if \( i > j \).

Throughout this paper, we let \( Z \) be a Polish space equipped with sigma-algebra \( \mathcal{Z} \) and fix a measurable function \( V : Z \to [1, \infty) \). For a measurable function \( g : Z \to \mathbb{R} \), we define its \( V \)-norm as \( \|g\|_V = \sup_{z \in \mathcal{Z}} |g(z)|/V(z) \). Furthermore, \( L^V_{\infty} \) denotes the set of all measurable functions \( g : Z \to \mathbb{R} \) satisfying \( \|g\|_V < \infty \). Let \( P : Z \times \mathcal{Z} \to \mathbb{R}_+ \) be a Markov kernel and \( V : Z \to \mathbb{R}_+ \) be a measurable function, the function \( PV : Z \to \mathbb{R}_+ \) is defined as \( PV(z) = \int_Z V(z') P(z, dz') \). For a measure \( \mu \) on \( (Z, \mathcal{Z}) \) and a function \( V : Z \to \mathbb{R}_+ \) we define \( \|\mu\|_V = \sup_{f : \|f\|_V \leq 1} \int_Z f(z) \mu(dz) \).
2. Main Results

Consider the Markov chain \((Z_k)_{k \in \mathbb{N}}\). We assume without loss of generality that \((Z_k)_{k \in \mathbb{N}}\) is the canonical process corresponding to \(P\) on \((\mathbb{Z}^N, \mathcal{Z}^{\otimes \mathbb{N}})\). We denote by \(P_\mu\) and \(E_\mu\) the corresponding probability distribution and expectation with initial distribution \(\mu\). In the case \(\mu = \delta_z\), \(z \in \mathbb{Z}\), \(P_\mu\) and \(E_\mu\) are denoted by \(P_z\) and \(E_z\). In addition, throughout this paper, we assume

\[\text{UE1} \quad \text{The Markov kernel } P : \mathbb{Z} \times \mathcal{Z} \to \mathbb{R}^+ \text{ is irreducible and aperiodic. There exist } c > 0, b > 0, \delta \in (1/2, 1], R_0 \geq 0, \text{ and } V : \mathbb{Z} \to [e, \infty) \text{ such that by setting } W = \log V, C_0 = \{z : W(z) \leq R_0\}, C_0^c = \{z : W(z) > R_0\}, \text{ we have}\]

\[PV(z) \leq \exp[-c W^\delta(z)]V(z)1_{C_0}(z) + b 1_{C_0^c}(z), \quad (4)\]

\[\text{in addition, for any } R \geq 1, \text{ the level sets } \{z : W(z) \leq R\} \text{ are } (m_R, \varepsilon_R \nu)-small \text{ for } P, \text{ with } m_R \in \mathbb{N}^*, \varepsilon_R \in (0, 1] \text{ and } \nu \text{ being a probability measure on } (\mathbb{Z}, \mathcal{Z}).\]

Since \((Z, \mathcal{Z})\) is a general state-space, irreducibility here means that the Markov kernel \(P\) admits an accessible small set; see (Douc et al., 2018, Chapter 9). The condition (4) in UE 1 is referred to as a multiplicative or super-Lyapunov drift condition and plays a key role in studying the large deviations of additive functionals of Markov chains; see Varadhan (1984); Kontoyiannis and Meyn (2003, 2005) and the references therein. UE 1 is satisfied for Gaussian linear vector auto-regressive process and also non-linear auto-regressive process under exponential moment condition for innovation process, see e.g. Priouret and Veretenikov (1998).

Eq. (4) implies the classical Foster-Lyapunov drift condition, \(PV(z) \leq \lambda V(z) + b 1_{C_0}(z)\) with \(\lambda = \exp(-c \inf_{C_0^c} W^\delta) \leq \exp(-c) < 1\).

It follows from (Douc et al., 2018, Theorem 15.2.4) that under UE 1 the Markov kernel \(P\) is \(V\)-uniformly geometrically ergodic and admits a unique stationary distribution \(\pi\), i.e. there exists \(\rho \in (0, 1)\) and \(B_V < \infty\) such that for each \(z \in \mathbb{Z}\) and \(n \in \mathbb{N}\),

\[\|P^n(z, \cdot) - \pi\|_V \leq B_V \rho^n V(z). \quad (6)\]

We also impose some constraints on \(\tilde{A}\).

\[\text{A1} \quad \text{Given } \varepsilon \in (0, 1) \text{ there exists } C_A > 0 \text{ such that for any } 1 \leq i, j \leq d, \text{ the } (i, j)\text{-th element of } \tilde{A} \text{ satisfies } \|\tilde{A}_{ij}\|_{W^\beta} \leq C_A, \text{ where } \beta < \min(2\delta - 1, \delta/(1 + \varepsilon)) \text{ and } \delta \text{ is given in UE 1.}\]

\[\text{A2} \quad \text{The square matrix } -A = -\mathbb{E}_n[\tilde{A}(Z_0)] \text{ is Hurwitz.}\]

A1, A2 are standard conditions on the parameter matrices in LSA. Under A2, there exists a positive definite matrix \(Q\) satisfying the Lyapunov equation [cf. Lemma 14]

\[A^\top Q + QA = I_d, \quad \text{and we define } \kappa_Q = \lambda_{\min}^{-1}(Q)\lambda_{\max}(Q), \quad a = \|Q\|^{-1}/2. \quad (7)\]

Consequently, we have \(\|I - \alpha A\|_Q \leq 1 - a\alpha/2\) for \(\alpha \in [0, \|Q\|^{-1}\|A\|_Q^{-2}/2]\) [cf. Lemma 15].

Our aim is to establish \((V, q)\)-exponential stability of the sequence \(\{\tilde{A}(Z_k)\}_{k \in \mathbb{N}}\). The following example illustrates that for the matrix product to be exponentially stable, it is necessary for the Markov chain \((Z_k)_{k \in \mathbb{N}}\) to be geometrically ergodic.
Example 1 Set $Z = \mathbb{N}^*$ and consider the forward time chain on $Z$ starting from $Z_0 = 1$ and defined based on an i.i.d. sequence $(Y_i)_{i \in \mathbb{N}}$, $Y_i \in Z$ by $Z_{k+1} = Z_k - 1$, if $Z_k > 1$ and $Z_{k+1} = Y_{k+1}$, if $Z_k = 1$. Douc et al. (2018, Proposition 8.1.5) shows that if $\mathbb{P}(Y_1 = z) > 0$ for $z \in Z$ and $m = \sum_{z \in Z} \mathbb{P}(Y_1 = z) < +\infty$, then $(Z_k)_{k \in \mathbb{N}}$ admits a unique stationary distribution $\pi$. For any $\varepsilon > 0$, set $A_\varepsilon(1) = 1$, and $A_\varepsilon(z) = -\varepsilon$ for $z \in Z \setminus \{1\}$. If $\varepsilon \in (0, \pi(1))$ then $\sum_{z \in Z} \pi(z) A_\varepsilon(z) = \pi(1) - \varepsilon (1 - \pi(1)) > 0$, so that both conditions $A_1, A_2$ are satisfied.

Consider the sequence defined recursively as $\theta^{e}_{n+1} = (1 - \alpha A_\varepsilon(Z_{n+1})) \theta^{e}_n$ with $\theta^{e}_0 > 0$. We show in Proposition 5, Appendix A, that as $(Z_k)_{k \in \mathbb{N}}$ is not geometrically ergodic, for any $\varepsilon \in (0, \pi(1))$ and $\alpha \in (0, 1)$, the sequence $u_n = \mathbb{E}[\|\theta^{e}_n\|] = \theta^{e}_0 \mathbb{E}[\prod_{k=0}^{n-1} (1 - \alpha A_\varepsilon(Z_{k+1}))]$ is not bounded.

The following theorem establishes the $(V, p)$-exponential stability of the sequence $\{\bar{A}(Z_k)\}_{k \in \mathbb{N}^*}$. For ease of notation, we simply denote $\Gamma_{m+1:n} = \Gamma_{m+1:n}(Z_{m+1:n})$.

Theorem 1 Assume $UE 1$, $A 1$ and $A 2$. Then for any $p \geq 1$, there exists $\alpha_{\infty, p} > 0$, given in (88), such that for any non-increasing sequence $(\alpha_k)_{k \in \mathbb{N}^*}$ satisfying $\alpha_1 \in (0, \alpha_{\infty, p})$, $z_0 \in Z$ and $m, n \in \mathbb{N}$, $m < n$, it holds

$$\mathbb{E}^{1/p}_{z_0} [\|\Gamma_{m+1:n}\|^p] \leq C_{st, p} e^{-(a/4) \sum_{\ell=m+1}^{n} \alpha_{\ell} V^{1/2p}(z_0)},$$

where $a$, $C_{st, p}$, and $h$ are defined in (7), (90), and (87), respectively.

The theorem shows that provided $(\alpha_k)_{k \in \mathbb{N}^*}$ satisfies $\sum_{k \in \mathbb{N}^*} \alpha_k = +\infty$, $\mathbb{E}^{1/p}_{z_0} [\|\Gamma_{m+1:n}\|^p] \to 0$ as $(n - m) \to \infty$ for any $p \geq 1$. Specifically, it has a similar convergence rate as the deterministic matrix result $\|G_{m+1:n}\| = \|\prod_{\ell=m+1}^{n} (I_d - \alpha_\ell A)\| \lesssim e^{-a \sum_{\ell=m+1}^{n} \alpha_\ell}.$

Theorem 1 generalizes previously reported works. Guo (1994); Guo and Ljung (1995a) used a slightly different definitions allowing to consider non-Markovian processes satisfying more general mixing conditions (like $\phi$- or $\beta$-mixing). As we will see later, when specialized to Markov chains, the results we obtain significantly improve the results reported in these works. Priouret and Veretenikov (1998) established $(V, q)$-exponential stability for general state-space Markov chain under a super-Lyapunov drift condition (similar to UE 1). However, the results in Priouret and Veretenikov (1998) assume constant stepsize and $\bar{A}(z)$ being symmetric and non-negative definite for any $z \in Z$. Non-negative definiteness plays a key role in the arguments: in such case, for any $z \in Z$, the spectral norm $\|I_d - \alpha \bar{A}(z)\| \leq 1$ provided that $\|\bar{A}(z)\| \leq \alpha^{-1}$ for $\alpha > 0$ which is no longer true for general matrix-valued function $\bar{A}(z)$. Similar results, also under the condition that $\bar{A}(z)$ is symmetric for any $z \in Z$, were obtained by Delyon and Yuditsky (1999) based on perturbation theory for linear operators in Banach space and spectral theory. However, the bounds provided in Delyon and Yuditsky (1999) are only qualitative. The restrictions imposed on these prior works have limited their applications to more general algorithms, in particular to most RL algorithms. As we will see below, the application to linear value-function estimation in temporal difference learning involves non-symmetric matrix function $\bar{A}$. In contrast, our result (cf. Theorem 1) can be applied to the setting where for some $z \in Z$, $\bar{A}(z)$ is not necessary non-negative symmetric but only Hurwitz.

Notice that the case of uniformly geometric ergodic Markov chain is covered by UE 1. In this case the set $Z$ is small and drift function $V$ can be chosen to be constant. Together with the assumption of bounded $\bar{A}(\cdot)$, the exponential stability of product of random matrices has been implicitly established in (Srikant and Ying, 2019; Doan, 2019; Kaledin et al., 2020; Chen et al., 2020). In particular, their results on LSA can be applied on the recursion $y_0 = y, y_{n+1} = \{I_d - \alpha_{n+1} \bar{A}(Z_{n+1})\} y_n$, where $\bar{A}(Z_{n+1}) = \bar{A}(Z_{n+1})$ is the conditional expectation of $\bar{A}(Z_{n+1})$ given $Z_{n}$.
\( n \in \mathbb{N} \). Through studying the decomposition:
\[
y_{n+1} = \{I_d - \alpha_{n+1}A\} y_n - \alpha_{n+1}(\bar{A}(Z_{n+1}) - A)y_n, \quad \forall \ n \in \mathbb{N},
\]
they derived bounds on \( \mathbb{E}_{z_0}[\|y_{n+1}\|^p] = \mathbb{E}_{z_0}[\|\Gamma_{1:n+1}y\|^p] \). However, generalizing this approach for other classes of Markov chains (e.g., UE I) or unbounded function appears to be impossible.

2.1. Proof of Theorem 1

First note that for any \( z_0 \in \mathbb{Z} \), by the Markov property,
\[
\mathbb{E}_{z_0}[\|\Gamma_{m+1:n}(Z_{m+1:n})\|^p] = \mathbb{E}_{z_0}[\|\Gamma_{m+1:n}(Z_{m+1:n})\|^p] = \mathbb{E}_{z_0}[\|\Gamma_{m+1:n}(Z_{1:n-m})\|^p].
\]
The first step is to fix some value \( Z_m = z_m \in \mathbb{Z} \) and to derive a bound on \( \mathbb{E}_{z_m}[\|\Gamma_{m+1:n}(Z_{1:n-m})\|^p] \). We denote by \( \kappa = \kappa_Q^{1/2} \) where \( \kappa_Q \) is defined in (7).

**Step 1: Extracting the deterministic matrix product and a block decomposition** Consider a block length \( h \in \mathbb{N} \) [to be defined in (88)] and define the sequence \( j_0 = m, j_{\ell+1} = \min(j_\ell + h, n) \) such that \( j_{\ell+1} - j_\ell \leq h \). Let \( N = \lceil(n-m)/h\rceil \), where \( \lceil \cdot \rceil \) is the ceiling function so that \( j_\ell = j_{N} = n \) for any \( \ell \geq N \). Then, we introduce the decomposition
\[
\Gamma_{m+1:n}(Z_{1:n-m}) = \prod_{\ell=1}^{N} \overline{B}_{\ell}, \quad \text{where} \quad \overline{B}_{\ell} := \prod_{i=j_{\ell-1}+1}^{j_\ell} \{I_d - \alpha_i \bar{A}(Z_{i-m})\}, \quad \ell \in \{0, \ldots, N\}. \tag{11}
\]
Using that \((Z_k)_{k \in \mathbb{N}}\) satisfies UE 1, it can be shown that if \( m \) is sufficiently large, then \( \overline{B}_{\ell} \) is close in \( L^p \) to the deterministic matrix \( B_{\ell} = \prod_{j=j_{\ell-1}+1}^{j_\ell} (I_d - \alpha_i A) \). However, it is not sufficient to conclude because we need to deal with the product of these terms in (11). Therefore, we consider
\[
\|\Gamma_{m+1:n}(Z_{1:n-m})\| \leq \kappa \|\Gamma_{m+1:n}(Z_{1:n-m})\| Q \leq \kappa \prod_{\ell=1}^{N} \{\|B_{\ell}\|Q + \|B_{\ell} - \overline{B}_{\ell}\|Q\}, \tag{12}
\]
where the last inequality follows from \( \overline{B}_{\ell} = B_{\ell} + (\overline{B}_{\ell} - B_{\ell}) \). Using A2, we have
\[
\|\Gamma_{m+1:n}(Z_{1:n-m})\| \overset{(a)}{\leq} \kappa \prod_{\ell=1}^{N} \{\prod_{i=j_{\ell-1}+1}^{j_\ell} (1 - \alpha_i a/2) + \|B_{\ell} - \overline{B}_{\ell}\|Q\}
\leq \kappa \prod_{\ell=1}^{N} \{\prod_{i=j_{\ell-1}+1}^{j_\ell} (1 - \alpha_i a/2)^h + \|B_{\ell} - \overline{B}_{\ell}\|Q\},
\]
where (a) is due to Lemma 15 and we assumed that \( \sup_{i \in \mathbb{N}} \alpha_i \leq (1/2) \|A\|_Q^{-2} \|Q\|^{-1} \), and (b) is due to the assumption \( \alpha_{i+1} \leq \alpha_i \). Assuming \( a \alpha_{\infty,p} \leq 1 \) and \( h \alpha_{\infty,p} \leq 1 \), we get \( (1 - a \alpha_j/2)^{-h} \leq e^a \) since for any \( t \in [0,1/2] \), \( (1-t)^{-1} \leq 1 + 2t \leq e^{2t} \), therefore, we obtain
\[
\|\Gamma_{m+1:n}(Z_{1:n-m})\| \leq \kappa \prod_{\ell=1}^{N} \{1 + \kappa e^a \|\overline{B}_{\ell} - B_{\ell}\|Q\}.
\]
Taking expectation leads to
\[
\mathbb{E}_{z_m}^{1/p}[\|\Gamma_{m+1:n}(Z_{1:n-m})\|^p] \leq \kappa \prod_{\ell=1}^{N} \{1 - a \alpha_j/2\}^h \mathbb{E}_{z_m}^{1/p}[\prod_{\ell=1}^{N} \{1 + \kappa e^a \|\overline{B}_{\ell} - B_{\ell}\|Q\}]^p \]
\[
\leq \kappa e^{h a_{\infty}} \exp(-(a/2) \sum_{i=m+1}^{n} \alpha_i) \mathbb{E}_{z_m}^{1/p}[\prod_{\ell=1}^{N} \{1 + \kappa e^a \|\overline{B}_{\ell} - B_{\ell}\|Q\}]^p, \tag{13}
\]
since \( \prod_{\ell=1}^{N} \{1 - a \alpha_j/2\}^h \leq C e^{-(a/2) \sum_{i=m+1}^{n} \alpha_i} \), with \( C = e^{h a_{\infty}} \), using \( \sup_{i \in \mathbb{N}} \alpha_i \leq \alpha_{\infty,p} \) and \( (\alpha_i)_{i \in \mathbb{N}} \) is non-increasing. In order to complete the proof, our next step is to show that the last term in (13) grows in the order \( O(e^{(a/4) \sum_{i=m+1}^{n} \alpha_i}) \).
Step 2: Bounding the product of differences $\overline{B}_\ell - B_\ell$: We now tackle the last term in (13). Note that for any sequence of square matrices $\{C_i\}_{i=1}^n$, $\prod_{i=1}^n (1 + C_i) = \sum_{r=0}^n \sum_{(i_1, \ldots, i_r) \in 1} \prod_{k=1}^r C_{i_k}$, where $J_r = \{(i_1, \ldots, i_r) \in \{1, \ldots, N\}^r : i_1 < \cdots < i_r\}$, with the convention $\prod_0 = 1$. Using this expansion, we may therefore decompose the difference $\overline{B}_\ell - B_\ell$ as follows:

$$\overline{B}_\ell - B_\ell = S_\ell + R_\ell - \tilde{R}_\ell,$$

where $S_\ell = \sum_{k=j_\ell-1+1}^{j_\ell} \alpha_k \{ \bar{A}(Z_{k-m}) - A \}$ is linear ($r = 1$) and the remainders collect the higher-order terms ($r \geq 2$) in the products

$$R_\ell = \sum_{r=2}^h (-1)^r \prod_{(i_1, \ldots, i_r) \in 1} \alpha_i A(Z_{i-r+m}), \quad \tilde{R}_\ell = \sum_{r=2}^h (-1)^r \prod_{(i_1, \ldots, i_r) \in 1} \alpha_i A^r,$$

where we have set $J_r = \{(i_1, \ldots, i_r) \in \{j_\ell-1 + 1, \ldots, j_\ell\}^r : i_1 < \cdots < i_r\}$. Since for $\{a_i\}_{i=1}^N \subset \mathbb{R}_+$, $(1 + \sum_{i=1}^N a_i) \leq \prod_{i=1}^N (1 + a_i)$, the Hölder’s inequality implies

$$\mathbb{E}_{z^m} \left[ \prod_{\ell=1}^N (1 + \kappa a^p \| B_\ell - B_\ell \|^2)^{2p} \right] \leq \prod_{\ell=1}^N (1 + \kappa a^p \| R_\ell \|)^{2p} \mathbb{E}_{z^m} \left[ \prod_{\ell=1}^N (1 + \kappa a^p \| S_\ell \|^2)^{2p} \right]^{1/(2p)}.$$

Consider first the two terms involving $\{R_\ell, \tilde{R}_\ell : \ell \in \{1, \ldots, N\}\}$. From (15), we observe that the order of terms in $R_\ell, \tilde{R}_\ell$ is at least quadratic in the step size. As such, a crude estimate suffices to establish that the relevant terms in (16) grow slowly with $N$ as shown in Lemmas 18 and 19 (postponed to the appendix):

$$\prod_{\ell=1}^N (1 + \kappa a^p \| R_\ell \|^2)^{2p} \leq \exp\left\{ pC^{(0)} h^2 \sum_{\ell=1}^N \alpha_{j_\ell-1+1}^2 \right\},$$

(17)

$$\prod_{\ell=1}^N (1 + \kappa a^p \| \tilde{R}_\ell \|^2)^{2p} \leq \exp\left\{ 2pC^{(1)} h^2 \sum_{\ell=1}^N \alpha_{j_\ell-1+1}^{1+\varepsilon} \sum_{k=j_\ell-1+1}^{j_\ell} \sum_{j_\ell} W^\delta (Z_{k-m}) \right\},$$

(18)

where $C^{(0)}, C^{(1)}$ are defined in (74), (75), respectively. The exponents in (17), (18) are of the order $O(\sum_{\ell=1}^N \alpha_{j_\ell-1+1}^2)$, $O(\sum_{\ell=1}^N \alpha_{j_\ell-1+1}^{1+\varepsilon})$, respectively, which are desirable for us.

However, similar crude estimates are not sufficient for controlling the last term $S_\ell$. We first apply the following useful bound (of independent interest):

**Lemma 2** (Lemma 17) Let $(\mathfrak{F}_\ell)_{\ell \geq 0}$ be some filtration and a sequence of non-negative random variables $(\xi_\ell)_{\ell \geq 0}$ which is $(\mathfrak{F}_\ell)_{\ell \geq 0}$-adapted. For any $P \in \mathbb{N}$, it holds

$$\mathbb{E} \left[ \prod_{\ell=1}^P \xi_\ell \right] \leq \left\{ \mathbb{E} \left[ \prod_{\ell=1}^P \mathbb{E}[\xi_\ell | \mathfrak{F}_{\ell-1}] \right] \right\}^{1/2}.$$  

(19)

By the Markov property, the previous Lemma allow us to write:

$$\mathbb{E}_{z^m} \left[ \prod_{\ell=1}^N (1 + \kappa a^p \| S_\ell \|^4)^{2p} \right] \leq \mathbb{E}_{z^m} \left[ \prod_{\ell=1}^N \mathbb{E} \left[ Z_{\ell-1} \| (1 + \kappa a^p \| S_\ell \|^4)^{2p} \right] \right].$$

(20)

Each of the conditional expectation on the r.h.s. can be controlled through studying the $p$-th moment of the linear statistics $\mathbb{E} \left[ Z_{\ell-1} \| S_\ell \|^4 \right]$. A tight bound can be obtained through applying the Rosenthal’s inequalities derived in Appendix C. Formally, this is done by Corollary 21 in the appendix. Namely, for any $\ell = 1, \ldots, N$, it holds

$$\mathbb{E} \left[ Z_{\ell-1} \| (1 + \kappa a^p \| S_\ell \|^4)^{2p} \right] \leq \exp \left\{ 4pC_p^{(2)} h^{3/2} \alpha_{j_\ell-1+1} W^\delta (Z_{j_\ell-1}) \right\}.$$  

(21)
where $C_p^{(2)}$ is defined in (81). Note that the exponent on the r.h.s. has a sublinear growth rate with respect to the block size $h$. Combining (17)-(18)-(20)-(21) lead to the upper bound:

$$E^{1/(2p)}_z \left[ \prod_{\ell=1}^{N} E_{Z_{j\ell-1}} \left[ (1 + ke^a \|T_{\ell} - B_{\ell}\|)^{2p} \right] \right] \leq \exp \left\{ C^{(0)} h^2 \sum_{\ell=1}^{N} \alpha_{j\ell-1+1}^2 \right\} \cdot T_1 \cdot T_2,$$  

where $T_1, T_2$ are defined as:

$$T_1 = E^{1/(2p)}_z \left[ \exp \left\{ 2p C^{(1)} h^{2} \sum_{\ell=1}^{N} \alpha_{j\ell-1+1} + \sum_{k=j\ell-1+1}^{j\ell} W^{\delta}\left(Z_{k-m}\right) \right\} \right],$$

$$T_2 = E^{1/(4p)}_z \left[ \exp \left\{ 4p C_p^{(2)} h^{1/2} \sum_{\ell=1}^{N} \alpha_{j\ell-1+1} W^{\delta}\left(Z_{j\ell-1-m}\right) \right\} \right].$$

Constructing an appropriately defined supermartingale (that we deduce from the super-Lyapunov drift condition) and assuming that $2^{h+1} p C^{(1)} \alpha_{\infty, p}^{1+\epsilon} \leq c$, $4 p C_p^{(2)} h^{1/2} \alpha_{\infty, p} \leq c$, in Lemmas 22 and 23 we show that $T_1, T_2$ can be bounded by:

$$T_1 \leq \exp \left\{ C^{(1)} h^{2} (\alpha_{\infty, p}^{1+\epsilon} W(z_m) + \tilde{b} h \sum_{\ell=1}^{N} \alpha_{j\ell-1+1}^2) \right\},$$

$$T_2 \leq \exp \left\{ C_p^{(2)} h^{1/2} (\alpha_{\infty, p} W(z_m) + (\tilde{b} - \log(1 - \lambda)) \sum_{\ell=1}^{N} \alpha_{j\ell-1+1}) \right\},$$

where $\tilde{b} = \log b + \sup_{r>0} \{ c_r, \delta - r \}$.

**Step 3: Collecting Terms** The proof is concluded by adjusting the block size and combining upper bounds on $\alpha_{\infty, p}$. The technical details are given in Appendix D.3.

### 3. Application to Linear Stochastic Approximation

This section illustrates how to apply Theorem 1 to analyze LSA schemes with Markovian noise. First, we state the assumptions on $\tilde{b}(\cdot)$ and step sizes which can be either constant or diminishing. For $K \in \mathbb{N}^*$, consider the following assumption:

**A3 (K)** There exists $C_{b,K} > 0$ such that $\max_{1 \leq \ell \leq d} \|\tilde{b}_\ell\|_{V_{\ell-1/k}} \leq C_{b,K}$, where $\tilde{b}_\ell$ is the $\ell$-th component of $\tilde{b}$.

**A4** There exists a constant $0 < c_\alpha \leq a/16$ such that for $k \in \mathbb{N}$, $\alpha_k/\alpha_{k+1} \leq 1 + \alpha_{k+1} c_\alpha$.

It is easy to check that A4 is satisfied by diminishing step sizes $\alpha_n = C_\alpha (n + n_0)^{-1}$, $t \in (0,1]$ and constant step sizes.

**Theorem 3** Let $K \geq 8$. Assume UE 1, A 1, A 2 and A 3(K). For any $2 \leq p \leq K/4$, there exists $\alpha_{\infty, p}^{(0)}$ defined in (25) such that for any non-increasing sequence $(\alpha_k)_{k \in \mathbb{N}^*}$ satisfying $\alpha_1 \in (0, \alpha_{\infty, p}^{(0)})$ and A 4, $z \in \mathbb{Z}$, and $n \in \mathbb{N}$, it holds

$$E_z^{1/p} \|\tilde{b}_n\|_p \leq M_0 C_{ST, 2p} e^{-(a/4) \sum_{\ell=1}^{n} \alpha_{\ell} V^{1/(4p)}(z)} + (C_{j, p}^{(0)} + C_{H, p}^{(0)}) \sqrt{\alpha_n} V^{2/(K+1/(4p))}(z),$$

where $M_0 = E_z^{1/(2p)} \|\tilde{b}_0\|_p$ and $C_{j, p}^{(0)}, C_{H, p}^{(0)}$ are defined in (32), (34), respectively.

Most often, the distribution of the initial value $\tilde{b}_0$ does not depend on the initial value of the Markov chain $z$. In this case $E_z^{1/(2p)} \|\tilde{b}_0\|_p$ is a constant. With a sufficiently small step size, Theorem 3 shows that the $L_p$ norm of error vector converges under UE 1 for the Markov chain. Compared to (Srikant and Ying, 2019), we consider relaxed conditions on the Markov chain and allow for diminishing step sizes in the LSA.
Finite-time $L_p$ error bound of LSA  

**Proof of Theorem 3**  
Define the following constraint on the step size  
\[ \alpha^{(0)}_{\infty, p} := \alpha_{\infty, 2p} \wedge \rho \wedge e^{-1}, \]  
where $\alpha_{\infty, 2p}$ and $\rho$ are defined in (88) and (6) respectively. Below, we show that the finite-time $L_p$ error bound can be derived through applying the stability of random matrix product (see Theorem 1). We recall that the error vector $\tilde{\theta}_{n+1} = \tilde{\theta}_{n+1} - \theta^*$ may be expressed as  
\[ \tilde{\theta}_{n+1} = \Gamma_{1:n+1} \tilde{\theta}_0 + \sum_{j=1}^{n+1} \alpha_j \Gamma_{j+1:n+1} \tilde{\varepsilon}(Z_j) \equiv \tilde{\theta}^{(\text{tr})}_{n+1} + \tilde{\theta}^{(0)}_{n+1}. \] 

Using the Hölder’s inequality and Theorem 1, the transient term $\tilde{\theta}^{(\text{tr})}_{n+1}$ can be bounded as follows  
\[ \mathbb{E}_z^{1/p}[\|\tilde{\theta}^{(\text{tr})}_{n+1}\|^p] \leq \mathbb{E}_z^{1/(2p)}[\|\Gamma_{1:n+1}\|^{2p}] \mathbb{E}_z^{1/(2p)}[\|\tilde{\theta}_0\|^{2p}] \leq M_0 C_{\text{st}, 2p} e^{-(a/4) \sum_{\ell=1}^{n+1} \alpha_{\ell} V^{1/(4p)}(z)}. \] 

As for the fluctuation term $\tilde{\theta}^{(0)}_{n+1}$, it can be verified that $\tilde{\theta}^{(0)}_{n+1} = J^{(0)}_{n+1} + H^{(0)}_{n+1}$, where the latter terms are defined by the following pair of recursions:  
\[ J^{(0)}_{n+1} = (I_d - \alpha_{n+1} A) J^{(0)}_n + \alpha_{n+1} \tilde{\varepsilon}(Z_{n+1}), \quad J^{(0)}_0 = 0, \] 
\[ H^{(0)}_{n+1} = (I_d - \alpha_{n+1} \tilde{A}(Z_{n+1})) H^{(0)}_n - \alpha_{n+1} \tilde{A}(Z_{n+1}) J^{(0)}_n, \quad H^{(0)}_0 = 0, \] 
and $\tilde{A}(z) = \tilde{A}(z) - A$. Furthermore, we observe that  
\[ J^{(0)}_{n+1} = \sum_{j=1}^{n+1} \alpha_j \tilde{\varepsilon}(Z_{j+1} n+1) \tilde{\varepsilon}(Z_j), \quad H^{(0)}_{n+1} = -\sum_{j=1}^{n+1} \alpha_j \Gamma_{j+1:n+1} \tilde{A}(Z_{j+1} n+1) J^{(0)}_n. \] 

From (29), we observe that $J^{(0)}_{n+1}$ is an additive functional of $\{\tilde{\varepsilon}(Z_j)\}_{j=1}^{n+1}$ whose $L_p$ norm can be bounded using a Rosenthal-type inequality for Markov chains (see Proposition 9). We obtain the following estimate for the function $\tilde{\varepsilon}(\cdot)$ and the coefficients $\alpha_k G_{k+1:n+1}$. By A1, A3(K), we have  
\[ \max_{1 \leq \ell \leq K} \|\tilde{\varepsilon}_\ell\|_{V^{1/K}} \leq C_{\tilde{\varepsilon}} = \sqrt{d} C_{b,K} + 2d(\beta K/e)^\beta C_A \|\theta^*\|. \] 

From A2, we recall that $\|G_{k+1:n+1}\| \leq \kappa \prod_{\ell=k+1}^{n+1} V^{1-\alpha_{\ell}}$ [cf. Lemma 15]. Together with A4, this implies that  
\[ \|\alpha_k G_{k+1:n+1} - \alpha_{k-1} G_{k+1:n+1}\| \leq \kappa(c_{\alpha} + 2\|A\|) \alpha_k \prod_{\ell=k+1}^{n+1} V^{1-\alpha_{\ell}}, \] 

By A4, we also have $\alpha_1 \|G_{2:n+1}\| \leq \kappa \alpha_{n+1} \prod_{\ell=2}^{n+1} (1 + c_{\alpha} \alpha_j)(1 - \alpha_{\ell}/2) \leq \kappa \alpha_{n+1}$. We can now apply the Rosenthal inequality (see Proposition 9) to obtain the following estimate:  
\[ \mathbb{E}_z^{1/p}[[J^{(0)}_{n+1}]]_{1/p} \leq d C_{\tilde{\varepsilon}} C_{\text{Ros}, p} V^{1/K}(z) \left\{ \kappa + 1 \right\} \alpha_{n+1} \] 
\[ + \left( \kappa^2 \sum_{k=1}^{n+1} \alpha_k \prod_{\ell=k+1}^{n+1} (1 - \alpha_{\ell/2}) \right)^{1/2} \] 
\[ + \kappa(c_{\alpha} + 2\|A\|) \sum_{k=1}^{n+1} \alpha_k \prod_{\ell=k+1}^{n+1} V^{1-\alpha_{\ell}} \right\}. \]

Using the inequality $\sum_{k=1}^{n+1} \alpha_k \prod_{\ell=k+1}^{n+1} V^{1-\alpha_{\ell}} \leq (4/a) \alpha_{n+1}$ [cf. Lemma 25] yields that  
\[ \mathbb{E}_z^{1/p}[[J^{(0)}_{n+1}]]_{1/p} \leq C_{J, p}^{(0)} \sqrt{\alpha_{n+1}} V^{1/K}(z), \quad C_{J, p}^{(0)} = d \kappa C_{\tilde{\varepsilon}} (2 + 4(c_{\alpha} + 2\|A\|)/a + 2/\sqrt{a}) C_{\text{Ros}, p}^{1/p}; \]
Finally, to analyze $H_{n+1}^{(0)}$, from (29) we apply the Hölder’s inequality twice to get
\[
\mathbb{E}_{z}^{1/p}[[H_{n+1}^{(0)}]^{p}] \leq \sum_{j=1}^{n+1} \alpha_{j} \mathbb{E}_{z}^{1/(2p)}[[|\Gamma_{j+1:n+1}|^{2p}]] \mathbb{E}_{z}^{1/(4p)}[[|\tilde{A}(Z_{j})|^{4p}]] \mathbb{E}_{z}^{1/(4p)}[[|J_{j-1}^{(0)}|^{4p}]].
\] (33)

Notice that $\mathbb{E}_{z}^{1/(4p)}[[|\tilde{A}(Z_{j})|^{4p}]] \leq \tilde{C}_{A} V^{1/K}(z)$ where $\tilde{C}_{A}$ is defined in (71) [cf. Lemma 13]. Using Theorem 1 and (32), we obtain
\[
\mathbb{E}_{z}^{1/p}[[H_{n+1}^{(0)}]^{p}] \leq C_{st,2p} C_{J,4p} \tilde{C}_{A} \sum_{j=1}^{n+1} \alpha_{j} \sqrt[4]{(a/4)^{\sum_{t=j+1}^{n+1} \alpha_{t} V^{2/K+1/(4p)}}(z)}
\]
\[
\leq \sqrt{1 + \alpha_{\infty,p} \alpha_{c} C_{st,2p} C_{J,4p} \tilde{C}_{A}} \sum_{j=1}^{n+1} \alpha_{j}^{3/2} \prod_{t=j+1}^{n+1} \left(1 - \alpha_{t} a/8\right) V^{2/K+1/(4p)}(z)
\] (34)

with $C_{H,p}^{(0)} = 16 \sqrt{1 + \alpha_{\infty,p} \alpha_{c} C_{st,2p} C_{J,4p} \tilde{C}_{A}/a}$. In the above, (a) is due to A4 and the inequality $e^{-\alpha_{t} a/4} \leq 1 - \alpha_{t} a/8$ since $\alpha_{t} a/4 \leq 1$, (b) is due to the inequality $\sum_{j=1}^{n+1} \alpha_{j}^{3/2} \prod_{t=j+1}^{n+1} \left(1 - \alpha_{t} a/8\right) \leq \left(16/a\right) \sqrt{1 + \alpha_{\infty,p} \alpha_{c}}$. By observing that
\[
\tilde{\theta}_{n+1} = \tilde{\theta}_{n+1}^{(tr)} + \tilde{\theta}_{n+1}^{(d)} = \tilde{\theta}_{n+1}^{(tr)} + J_{n+1}^{(0)} + H_{n+1}^{(0)},
\] (35)
applying Minkowski’s inequality yields the bound in (24).

Refining the error bound $\mathbb{E}_{z}^{1/p}[[\tilde{\theta}_{n+1}^{(d)}]^{p}]$ It is possible to obtain a bound on $\mathbb{E}_{z}^{1/p}[[H_{n}^{(0)}]^{p}]$ tighter than $\mathcal{O}(\sqrt{\alpha_{n}})$ obtained in (34). This establishes in particular that $J_{n}^{(0)}$ is the leading term in the decomposition of the fluctuation term $\tilde{\theta}_{n+1}^{(d)} = J_{n+1}^{(0)} + H_{n+1}^{(0)}$. To this end, we rely on an extra decomposition step similar to (28). We may further decompose the error term $H_{n}^{(0)}$ as $H_{n}^{(0)} = J_{n}^{(1)} + H_{n}^{(1)}$ such that
\[
J_{n+1}^{(1)} = (I_d - \alpha_{n+1} A)J_{n+1}^{(1)} - \alpha_{n+1} A(Z_{n+1})J_{n}^{(0)}, \quad J_{0}^{(1)} = 0,
\]
\[
H_{n+1}^{(1)} = (I_d - \alpha_{n+1} A(Z_{n+1}))H_{n}^{(1)} - \alpha_{n+1} A(Z_{n+1})J_{n}^{(1)}, \quad H_{0}^{(1)} = 0,
\] (36)

where $J_{n}^{(0)}$ is defined in (28). For diminishing step sizes, here we should strengthen the previous assumption A4 as:

**A5** We have $A_0 < \infty$, where $A_n = \sum_{t=n}^{\infty} \alpha_{t}^2$. There exists a constant $0 < c_{\alpha} \leq a/32$ such that for $k \in \mathbb{N}$, $\alpha_{k}/\alpha_{k+1} \leq 1 + \alpha_{k+1} c_{\alpha}$ and $\alpha_{k}/A_{k+1} \leq (2/3) c_{\alpha}$.

It is easy to check that A5 is satisfied by diminishing step sizes $\alpha_{n} = C_{n} (n + n_0)^{-t}, t \in (1/2, 1]$. Using the decomposition in (36), we obtain the following result:

**Theorem 4** (Theorem 30) Let $K \geq 32$ and assume UEI, A1, A2, and A3(K). For any $2 \leq p \leq K/16$ and any non-increasing sequence $(\alpha_{k})_{k \in \mathbb{N}}$ satisfying $\alpha_{0} \in (0, \alpha_{(1)}^{(1)} p)$ such that $\alpha_{k} \equiv \alpha$ or A5 holds. For any $z \in \mathbb{Z}, n \in \mathbb{N}$, it holds
\[
\mathbb{E}_{z}^{1/p}[[H_{n}^{(0)}]^{p}] \leq V^{3/K+9/(16p)}(z) \begin{cases} 
C_{p}^{(f)} \alpha \sqrt{\log(1/\alpha)}, & \text{if } \alpha_{n} \equiv \alpha, \\
C_{p}^{(d)} \sqrt{\alpha_{n} A_{n} \log(1/\alpha_{n})}, & \text{if under A5},
\end{cases}
\] (37)

where $\alpha_{(1)}^{(1)} p$, $C_{p}^{(f)}$, $C_{p}^{(d)}$ are given in (93), (95), respectively.
The theorem shows that the previous bound of $E_1^{1/p}[\|H_n^{(0)}\|^p] = O(\sqrt{\alpha_n})$ can be improved to $O(\alpha_n A_n \log(1/\alpha_n))$. Take for example a diminishing step size as $\alpha_n = C_a(n + n_0)^{-1}$, our result shows that the fluctuation term admits a clear separation of scales as

$$\tilde{\theta}_n^{(0)} = J_n^{(0)} + H_n^{(0)} \quad \text{with} \quad E_1^{1/p}[\|J_n^{(0)}\|^p] = O(n^{-1/2}), \quad E_1^{1/p}[\|H_n^{(0)}\|^p] = O(n^{-1/2} \log n).$$

**Proof Sketch** We study $J_{n+1}^{(1)}$ first. By (36) and the definition of $J_n^{(0)}$ in (28), we obtain

$$J_{n+1}^{(1)} = \sum_{j=1}^{n} \alpha_j S_{j+1:n+1} \bar{e}(Z_j), \quad \text{with} \quad S_{j+1:n+1} = \sum_{k=j+1}^{n+1} \alpha_k G_{k+1:n} \bar{A}(Z_k) G_{j+1:k-1}. \quad (38)$$

For illustrative purpose, in this proof sketch we will only consider the case when $\{Z_i\}_{i \geq 1}$ are i.i.d.. Here, we have $E[\sum_{j=1}^{n+1} \bar{e}(Z_j)|Z_{j+1}, \ldots, Z_{n+1}] = 0$ and therefore $J_{n+1}^{(1)}$ is a Martingale. It follows:

$$E_1^{1/p}[\|J_{n+1}^{(1)}\|^p] \lesssim \sqrt{\sum_{j=1}^{n+1} \alpha_j^2 \bar{e}^2(Z_j) \|S_{j+1:n+1}\|^p} \lesssim \sqrt{\sum_{j=1}^{n+1} \alpha_j^2 A_j \prod_{\ell=j+1}^{n+1} (1 - \alpha_\ell) \lesssim \sqrt{\alpha_n A_{n+1}}, \quad (39)$$

where (a) applied the Burkholder inequality (Hall and Heyde, 1980, Theorem 2.10) for Martingales, and (b) can be obtained by applying the Rosenthal inequality for i.i.d. random variables to the expectation $E_1^{1/p}[\|S_{j+1:n+1}\|^p]$ (Hall and Heyde, 1980, Theorem 2.12).

Furthermore, we observe that $H_{n+1}^{(1)} = \sum_{j=1}^{n+1} \alpha_j \bar{A}(Z_j) J_{j-1}^{(1)}$. Similar to (33), we can apply (39) and the H"older inequality to obtain $E_1^{1/p}[\|H_{n+1}^{(1)}\|^p] = O(\sqrt{\alpha_n A_{n+1}})$. Combining both bounds yields the conclusion of the theorem.

Unfortunately, in the Markovian case we cannot apply the same arguments directly since $J_{n+1}^{(1)}$ is no longer a martingale. Instead, we first decouple the dependent random variables $\bar{e}(Z_j)$ and $S_{j+1:n+1}$. This is done in Lemma 31 in the appendix by using the Berbee’s coupling construction exploiting the fact that $V$-uniformly ergodic Markov chains are special cases of $\beta$-mixing processes (Rio, 2017). We leave the detailed derivations in the appendix for interested readers.

### 3.1. Temporal Difference Learning Algorithms

Following the notation from (Sutton and Barto, 2018, Chapter 12), we consider a discounted Markov Reward Process (MRP) denoted by the tuple $(X, Q, R, \gamma)$, where $Q$ is the state transition kernel defined on a general state space $(X, \mathcal{X})$. We do not assume that $X$ is finite and countable, the only requirement being that $\mathcal{X}$ is countably generated: we may assume for example that $X = \mathbb{R}^d$. For any given state $x \in X$, the scalar $R(x)$ represents the reward of being at the state $x$. The reward function is possibly unbounded. Finally, $\gamma \in (0, 1)$ is the discount factor. The value function $V^* : X \to \mathbb{R}$ is defined as the expected discounted reward $V^*(x) = \mathbb{E}_x[\sum_{k=0}^{\infty} \gamma^k R(X_k)]$.

Let $d \in \mathbb{N}^*$, we associate with every state $x \in X$ a feature vector $\psi(x) \in \mathbb{R}^d$ and approximate $V^*(x)$ by a linear combination $V^*_\theta(x) = \psi(x)^\top \theta$ (see Tsitsiklis and Van Roy (1997); Sutton and Barto (2018)). Temporal difference learning algorithms may be expressed as

$$\theta_{k+1} = \theta_k + \alpha_{k+1} \varphi_k \{R(X_k) + \gamma \psi(X_{k+1})^\top \theta_k - \psi(X_k)^\top \theta_k\}, \quad (40)$$

where $\{\varphi_k\}_{k \in \mathbb{N}}$ is a sequence of eligibility vectors. For the TD(0) algorithm, $\varphi_k = \psi(X_k)$. For the TD($\lambda$) algorithm, $\varphi_k = (\lambda \gamma) \varphi_{k-1} + \psi(X_k)$. Note that for TD($\lambda$), (40) corresponds to (1) with the extended Markov chain $Z_k = (X_k, X_{k+1}, \varphi_k)$ and $\bar{A}(Z_k) = -\varphi_k(\psi(X_k)^\top - \gamma \psi(X_{k+1})^\top)$,
b(Z_k) = \varphi_k R(X_k). Srikant and Ying (2019) were able to study TD(\lambda) while that (Z_k)_{k \in \mathbb{N}^*} is not necessary uniformly ergodic. Indeed, a core argument in their application is the use of (Bertsekas and Tsitsiklis, 1996, Lemma 6.7) which implies that if Z is a finite state space and (X_k)_{k \in \mathbb{N}} is uniformly ergodic, then \( \| E_z[\tilde{A}(Z_k)] - A \| \leq C \rho^k \) and \( \| E_z[b(Z_k)] - b \| \leq C \rho^k \), for any \( z \in Z \), \( k \in \mathbb{N}^* \) and for some \( C \geq 0, \rho \in (0, 1) \). This is precisely the condition considered by Srikant and Ying (2019) to derive their bounds. Obviously (Bertsekas and Tsitsiklis, 1996, Lemma 6.7) does not extend to general (unbounded) state space.

As a replacement, to verify our assumption UE 1, we consider here a \( \tau \)-truncated version of the eligibility trace

\[
\varphi_k = \phi_\tau(X_{k-\tau+1:k}) \quad \text{where} \quad \phi_\tau(x_{\tau-1:0}) = \sum_{\delta=0}^{\tau-1} (\lambda \gamma)^\delta \psi(x_{\tau-1-\delta}).
\]

(41)

TD(0) algorithm is a special case of (41) with \( \tau = 1 \) and we recover the TD(\lambda) algorithm by letting \( \tau \to \infty \). The recursion (40) with eligibility vector defined in (41) is a special case of (1). To see this, we define \( \tilde{Z}_k = [X_{k-\tau}, \ldots, X_k]^T \) and observe that (40) can be obtained by using in (1) the following matrix/vector, for \( z = [x_0, \ldots, x_\tau]^T = x_{0:\tau} \in \mathcal{X}^{\tau+1}, \)

\[
\tilde{A}(z) = \phi_\tau(x_{\tau-1}) \{ \psi(x_{\tau-1}) - \gamma \psi(x_{\tau}) \}^T \quad \text{and} \quad \tilde{b}(z) = \phi_\tau(x_{\tau-1}) R(x_{\tau}).
\]

(42)

Consider the following assumptions.

**M1** The Markov kernel \( Q : \mathcal{X} \times \mathcal{X} \to \mathbb{R}_+ \) is irreducible and strongly aperiodic. There exist \( c > 0, b > 0, \delta \in (1/2, 1], R_0 \geq 0 \), and \( \tilde{V} : \mathcal{X} \to [0, \infty) \) such that by setting \( \tilde{W} = \log \tilde{V}, \)

\[
C_0 = \{ x : \tilde{W}(x) \leq R_0 \}, \quad C_0^\ell = \{ x : \tilde{W}(x) > R_0 \},
\]

we have

\[
Q \tilde{V}(x) \leq \exp[-c \tilde{W}^\delta(x)] \tilde{V}(x) \mathbb{1}_{C_0}(x) + b \mathbb{1}_{C_0^\ell}(x),
\]

(43)

in addition, for any \( R \geq 1 \), the level sets \( \{ x : \tilde{W}(x) \leq R \} \) are \( (1, \varepsilon_R \nu) \)-small for \( \nu \), with \( \varepsilon_R \in (0, 1] \) and \( \nu \) being a probability measure on \( (\mathcal{X}, \mathcal{X}) \).

It follows from (Douc et al., 2018, Theorem 15.2.4) that the Markov kernel \( Q \) admits a unique stationary distribution \( \pi_0 \).

**M2** \( \pi_0(\psi^T \psi) \) is positive definite.

In the following, we show that under M 1, M 2, the TD(\lambda) algorithm with truncated eligibility trace (40) satisfies the assumptions in Section 3. In this case, the state-space is set to be \( \mathcal{X} = \mathcal{X}^{\tau+1} \) and the Markov kernel \( P \) is given, for any \( z = x_{0:\tau} \in \mathcal{X}^{\tau+1} \), by

\[
P(x_{0:\tau}; dx_{0:\tau}^\prime) = \prod_{\ell=1}^{\tau} \delta_{x_\ell}(dx_{\ell-1}^\prime) Q(x_\tau, dx_\tau^\prime),
\]

(44)

where \( \delta_x \) denotes the Dirac measure at \( x \in \mathcal{X} \).

1. It follows from Lemma 35 that \( P \) is irreducible, aperiodic and has a unique invariant distribution \( \pi(dx_{0:\tau}) = \pi_0(dx_0) \prod_{\ell=1}^{\tau} Q(x_{\ell-1}, dx_\ell) \). By Lemma 36, the super-Lyapunov drift condition (4) is satisfied with

\[
V(x_{0:\tau}) = \exp\left( c_0 \sum_{i=0}^{\tau-1} (i+1) \tilde{W}^\delta(x_i) + \tilde{W}(x_\tau) \right),
\]

where \( c_0 \) is defined in (122). Hence, UE 1 is verified.
2. Let $\|\psi(x)\| \leq C_\psi W^{\beta/2}(x)$ and for $K \geq 1$, $|R(x)| \leq C_{R,K} V^{1/2K}(x)$, where $C_\psi, C_{R,K} > 0$ are some constants. Then $A_1$ and $A_3(K)$ are satisfied with

$$\bar{C}_A = (1 + \gamma) C_\psi^2 / (1 - \lambda \gamma), \quad \bar{C}_{b,K} = C_{R,K} C_\psi (\beta K / \epsilon)^{\beta/2} / (1 - \lambda \gamma).$$  

(45)

3. Eq. (42) implies

$$A = \sum_{\ell=0}^{\tau-1} E_{\pi_0} [\psi(X_{\tau-1-\ell}) \{\psi(X_{\tau-1}) - \gamma \psi(X_\tau)\}^\top].$$

Assumption $A_2$ follows from Lemma 34 in the appendix.

Collecting the above results shows that the assumptions required by Theorem 3 are satisfied, thereby proving that the $L_p$ error of TD($\lambda$) algorithm (40) (with truncated eligibility trace) converges according to the rate specified in (24).

**Conclusions** We have established the $(V, q)$-exponential stability of the sequence of random matrices $\{\bar{A}(Z_k)\}_{k \in \mathbb{N}}$ under relaxed conditions on the Markov chain and the matrix functions. The results are applied to obtain finite-time $p$-th moment bounds of LSA error, and a family of TD learning algorithms.
References

A. Benveniste, M. Méritier, and P. Priouret. *Adaptive algorithms and stochastic approximations*, volume 22. Springer Science & Business Media, 2012.

D. P. Bertsekas and J. N. Tsitsiklis. *Neuro-dynamic programming*. Athena Scientific, Belmont, MA, 1996.

J. Bhandari, D. Russo, and R. Singal. A finite time analysis of temporal difference learning with linear function approximation. In *Conference On Learning Theory*, pages 1691–1692, 2018.

S. Chen, A. Devraj, A. Busic, and S. Meyn. Explicit mean-square error bounds for monte-carlo and linear stochastic approximation. In *International Conference on Artificial Intelligence and Statistics*, pages 4173–4183. PMLR, 2020.

G. Dalal, Balázs Szörényi, G. Thoppe, and S. Mannor. Finite sample analyses for TD(0) with function approximation. In *Thirty-Second AAAI Conference on Artificial Intelligence*, 2018.

B. Delyon and A. Yuditsky. On small perturbations of stable markov operators: Unbounded case. *Theory Probab. Appl.*, 43(4):577–587, 1999.

T. T Doan. Finite-time analysis and restarting scheme for linear two-time-scale stochastic approximation. *arXiv preprint arXiv:1912.10583*, 2019.

R. Douc, E. Moulines, P. Priouret, and P. Soulier. *Markov chains*. Springer Series in Operations Research and Financial Engineering. Springer, Cham, 2018. ISBN 978-3-319-97703-4; 978-3-319-97704-1. doi: 10.1007/978-3-319-97704-1. URL https://doi.org/10.1007/978-3-319-97704-1.

E. Eweda and O. Macchi. Quadratic mean and almost-sure convergence of unbounded stochastic approximation algorithms with correlated observations. *Ann. Inst. H. Poincaré Sect. B (N.S.*), 19 (3):235–255, 1983. ISSN 0020-2347.

G. Fort and E. Moulines. Convergence of the monte carlo expectation maximization for curved exponential families. *Annals of Statistics*, 31(4):1220–1259, 2003.

L. Guo. Stability of recursive stochastic tracking algorithms. *SIAM Journal on Control and Optimization*, 32(5):1195–1225, 1994.

L. Guo and L. Ljung. Exponential stability of general tracking algorithms. *IEEE Transactions on Automatic Control*, 40(8):1376–1387, 1995a.

L. Guo and L. Ljung. Performance analysis of general tracking algorithms. *IEEE Transactions on Automatic Control*, 40(8):1388–1402, 1995b.

H. Gupta, R Srikant, and L. Ying. Finite-time performance bounds and adaptive learning rate selection for two time-scale reinforcement learning. In *Advances in Neural Information Processing Systems*, pages 4706–4715, 2019.

P. Hall and C. Heyde. *MartinG.e Limit Theory and Its Application*. Academic Press, 1980.
M. Kaledin, E. Moulines, A. Naumov, V. Tadic, and Hoi-To Wai. Finite time analysis of linear two-timescale stochastic approximation with markovian noise. In *Conference On Learning Theory*, 2020.

I. Kontoyiannis and S. Meyn. Large deviations asymptotics and the spectral theory of multiplicatively regular markov processes. *Electronic Journal of Probability*, 10:61–123, 2005.

I. Kontoyiannis and S. P. Meyn. Spectral theory and limit theorems for geometrically ergodic Markov processes. *Ann. Appl. Probab.*, 13(1):304–362, 2003. ISSN 1050-5164. doi: 10.1214/aoap/1042765670. URL https://doi.org/10.1214/aoap/1042765670.

C. Lakshminarayanan and C. Szepesvari. Linear stochastic approximation: How far does constant step-size and iterate averaging go? In *International Conference on Artificial Intelligence and Statistics*, pages 1347–1355, 2018.

Lennart Ljung. Recursive identification algorithms. *Circuits, Systems and Signal Processing*, 21(1):57–68, 2002.

A. Osekowski. *Sharp Martingale and Semimartingale Inequalities*. Monografie Matematyczne 72. Birkhäuser Basel, 1 edition, 2012. ISBN 3034803699, 9783034803694.

A. S. Poznyak. *Advanced Mathematical Tools for Automatic Control Engineers: Deterministic Techniques*. Elsevier, Oxford, 2008.

P. Priouret and A. Veretenikov. A remark on the stability of the LMS tracking algorithm. *Stochastic analysis and applications*, 16(1):119–129, 1998.

E. Rio. *Asymptotic Theory of Weakly Dependent Random Processes*. Springer, 2017.

R. Srikant and L. Ying. Finite-Time Error Bounds For Linear Stochastic Approximation and TD Learning. In *Conference on Learning Theory*, 2019.

R. S. Sutton. Learning to predict by the methods of temporal differences. *Machine Learning*, 3(1):9–44, Aug 1988. ISSN 1573-0565. doi: 10.1007/BF00115009.

R. S. Sutton and Andrew G. Barto. *Reinforcement Learning: An Introduction*. The MIT Press, second edition, 2018.

J. N. Tsitsiklis and B. Van Roy. An analysis of temporal-difference learning with function approximation. *IEEE Transactions on Automatic Control*, 42(5):674–690, May 1997. ISSN 2334-3303. doi: 10.1109/9.580874.

S. Varadhan. *Large deviations and applications*. SIAM, 1984.

Tengyu Xu, Shaofeng Zou, and Yingbin Liang. Two time-scale off-policy td learning: Non-asymptotic analysis over markovian samples. In *Advances in Neural Information Processing Systems*, pages 10633–10643, 2019.
Appendix A. Formal statement and Proof for Example 1

Proposition 5  Consider the Markov chain \((Z_k)_{k \in \mathbb{N}}\) defined by \(Z_{k+1} = Z_k - 1\), if \(Z_k > 1\) and \(Z_{k+1} = Y_{k+1}\), if \(Z_k = 1\) with \(Z_0 = 1\), where \((Y_k)_{k \in \mathbb{N}}\) is an i.i.d. sequence and \(Y_k \in \mathcal{Z}\). Consider the sequence \((\theta^n_k)_{n \in \mathbb{N}}\) starting from \(\theta_0 > 0\) and defined by the recursion \(\theta^n_{k+1} = \{1 - \alpha A_z(Z_{n+1})\} \theta^n_k\) with \(\alpha, \varepsilon > 0\) and \(A_z\) given by

\[
A_z(z) = \begin{cases} 1, & \text{if } z = 1, \\ -\varepsilon, & \text{otherwise}. \end{cases}
\]  

Then there exists \(\varepsilon \in (0, 1)\) such that for any \(\alpha \in (0, 1)\), \(\lim sup_{n \to +\infty} \mathbb{E}[|\theta^n_k|] = +\infty\).

Proof  Assume that \((Z_k)_{k \in \mathbb{N}}\) is not geometrically ergodic and let \(\alpha > 0\). First for any \(\varepsilon > 0\),

\[
\int_Z A_z(x) d\pi(x) = -\varepsilon [1 - \pi(\{1\})] + \pi(\{1\}).
\]

Then for any \(\varepsilon \in (0, \varepsilon)\), setting \(\bar{\varepsilon} = \pi(\{1\})\), we get that \(\int_Z A_z(x) d\pi(z) > 0\). In addition, we have by definition of \((\theta^n_k)_{n \in \mathbb{N}}\),

\[
\mathbb{E}[|\theta^n_k|] \geq \theta_0 (1 + \alpha \bar{\varepsilon})^n \mathbb{P}(Y_1 > n + 1).
\]  

By (Douc et al., 2018, Theorem 15.1.5), \((Z_k)_{k \in \mathbb{N}}\) is not geometrically ergodic and for any \(\eta > 0\), \(\mathbb{E}[(1 + \eta Y_1)^1] = +\infty\). Therefore, \(\lim sup_{n \to +\infty} [(1 + \alpha \bar{\varepsilon})^n \mathbb{P}(Y_1 \geq n)] = +\infty\), otherwise we would obtain that for any \(\varepsilon \in (0, \alpha \bar{\varepsilon})\), \(\mathbb{E}[(1 + \varepsilon)^{Y_1}] \leq \sup_{n \in \mathbb{N}} [1 + \alpha \bar{\varepsilon})^n \mathbb{P}(Y_1 \geq n)] \sum_{k=1}^{+\infty} (1 + \varepsilon)/(1 + \alpha \bar{\varepsilon})^k < +\infty\), which is absurd. Applying this result to (47) completes the proof.

Appendix B. Super-Lyapunov drift conditions UE 1

We gather the technical results needed for the proof of our main theorems. Define

\[
C_R = \{ z \in \mathcal{Z} : W(z) \geq R \}, \text{ for any } R \geq 0,
\]

\[
\varphi^\delta : z \mapsto c W^\delta(z).
\]

Lemma 6  Assume UE 1. Then for any \(n \in \mathbb{N}\), we have

\[
P^n V(z) \leq \lambda^n V(z) + b/(1 - \lambda), \quad P^n V(z) \leq e^{-\varphi(z)} V(z) + [b/(1 - \lambda)] I_{C_{R_1}}(z),
\]

where \(\lambda\) is defined in (5), \(C_R\) in (48) and

\[
R_1 = \inf \{ R \geq R_0 : \exp(R - c R^\delta) > [b/(1 - \lambda)^2] \}.
\]

Proof  We first show the left-hand side inequality in (50). First, UE 1 and (5) shows that \(PV \leq \lambda V + b\) which implies by a straightforward induction that for any \(n \in \mathbb{N}\),

\[
P^n V \leq \lambda^n V(z) + b \sum_{k=0}^{n-1} \lambda^k.
\]

Using \(\sum_{k=0}^{n-1} \lambda^k \leq (1 - \lambda)^{-1}\) completes the proof.

We now show the right-hand side inequality of (50). (52) applied for \(n - 1 \in \mathbb{N}\) and (4) implies that

\[
P^n V(z) \leq \lambda^{n-1} PV(z) + b \sum_{k=0}^{n-2} \lambda^k \leq e^{-\varphi(z)} \lambda^{n-1} V(z) + b \sum_{k=0}^{n-1} \lambda^k \leq e^{-\varphi(z)} (1 - \lambda) V(z) + b [1 - \lambda]^{-1}.
\]

Then, using by definition of \(R_1\) that for any \(z \in C_{R_1}^\delta\), \(e^{-\varphi(z)} V(z) \geq b [1 - \lambda]^{-2}\) completes the proof. ■
Lemma 7 Assume UE 1. Then, for any $\gamma > 0$,
\[ PW^{\gamma+1-\delta}(z) \leq W^{\gamma+1-\delta}(z) - c_\gamma W^{\gamma}(z) + b_\gamma 1_{C_{R_\gamma}}(z), \] 
where the constants $c_\gamma, R_\gamma$ and $b_\gamma$ are given by: if $\gamma \leq \delta$,
\[ R_\gamma = R_0, \quad c_\gamma = 1 \land [(\gamma + 1 - \delta)c], \quad b_\gamma = \log^{\gamma+1-\delta} b, \] 
and if $\gamma > \delta$,
\[ R_\gamma = R_0 \lor (2(\gamma + 1 - \delta)/c)^{1/\delta} \lor c^{1/(\delta-1)}, \quad b_\gamma = \log^{\gamma+1-\delta} \left[(b + e^{\gamma-\delta}) \lor (\exp(R_\gamma + e^{\gamma-\delta}))\right] \]
\[ c_\gamma = 1 \land [(\gamma + 1 - \delta)(1 - cR_\gamma^{2\delta-1}/2)^{\gamma-\delta}(c/2)]. \]

Proof We consider separately the cases $\gamma \leq \delta$ and $\gamma > \delta$.

If $\gamma \leq \delta$, the function $z \mapsto \log^{\gamma+1-\delta} z$ is concave. Using Jensen’s inequality and UE 1, we get that
\[ PW^{\gamma+1-\delta}(z) \leq (PW(z))^{\gamma+1-\delta} \leq (W(z) - cW^\delta(z))^{\gamma+1-\delta} 1_{C_0}(z) + \log^{\gamma+1-\delta}(b) 1_{C_0}(z) \]
\[ = W^{\gamma+1-\delta}(z)(1 - cW^{\delta-1}(z))^{\gamma+1-\delta} 1_{C_0}(z) + \log^{\gamma+1-\delta}(b) 1_{C_0}(z). \]
Note that UE 1 implies that for any $z \in C_0^\delta$, $1 \leq PV(z) \leq V(z) e^{-cW^\delta(z)}$ and therefore, $cW^{\delta-1}(z) \leq 1$ since $\delta \leq 1$. Then, using that $(1-x)^{\gamma+1-\delta} < 1 - (\gamma+1-\delta)x$ for all $x \in [0, 1]$ since $\gamma+1-\delta \leq 1$ and $cW^{\delta-1}(z) \leq 1$ on $C_0^\delta$, we get that
\[ W^{\gamma+1-\delta}(z)(1 - cW^{\delta-1}(z))^{\gamma+1-\delta} 1_{C_0}(z) \leq W^{\gamma+1-\delta}(z) - (\gamma + 1 - \delta)cW^\gamma(z), \]
which completes the proof for $\gamma \leq \delta$.

Consider now the case $\gamma > \delta$ and note that the function $z \mapsto \log^{\gamma+1-\delta} z$ is concave on $[\exp(\gamma - \delta), +\infty)$ and therefore $\psi_\gamma : z \mapsto \log^{\gamma+1-\delta}(z + e^{\gamma-\delta})$ is concave on $\mathbb{R}_+$. Using Jensen’s inequality, we obtain
\[ PW^{\gamma+1-\delta}(z) = P \log^{\gamma+1-\delta}(V(z)) \leq P \psi_\gamma \circ V(z) \leq \psi_\gamma[PV(z)]. \] 

Now by UE 1 and $a + b \leq a(b + 1)$ for $a, b \geq 1$, $e^c + 1 \leq e^{c+1}$, we get
\[ PV(z) + e^{\gamma-\delta} \leq (\exp(W(z) - cW^\delta(z)) + e^{\gamma-\delta}) 1_{C_0}(z) + (b + e^{\gamma-\delta}) 1_{C_0}(z) \]
\[ \exp(W(z) - cW^\delta(z) + \gamma + 1 - \delta) 1_{C_0}(z) + (b + e^{\gamma-\delta}) 1_{C_0}(z) \]
\[ \leq \exp(W(z) - (c/2)W^\delta(z)) 1_{C_0}(z) + (b + e^{\gamma-\delta}) \lor (\exp(R_\gamma + e^{\gamma-\delta})) 1_{C_{R_\gamma}}(z), \]
where we used for the last inequality that for any $z \notin C_{R_\gamma}$ and the definitions (48), (55), $W^\delta(z) \geq 2e^{\gamma-\delta}/c$ and $R_\gamma \geq R_0$. Using the previous result in (56), we get that
\[ PW^{\gamma+1-\delta}(z) \leq (W(z) - (c/2)W^\delta(z))^{\gamma+1-\delta} + b_\gamma 1_{C_{R_\gamma}}(z), \]

(57)
where $b_\gamma$ is given in (55). Note that $(1 - x)^{\gamma+1-\delta} \leq 1 - (\gamma + 1 - \delta)(1 - c R_\gamma^{\delta-1}/2)^{\gamma-\delta} x$ for all $x \in [0, c R_\gamma^{\delta-1}/2]$ since $c R_\gamma^{\delta-1}/2 \leq 1/2$ by definition of $R_\gamma$ (55). Therefore, using that on $C_{R_\gamma}$, we have $0 < c W^{\delta-1}(z)/2 \leq c R_\gamma^{\delta-1}/2$, we get $(W(z) - (c/2)W^{\delta}(z))^{\gamma+1-\delta} = W^{\gamma+1-\delta}(z)(1 - (c/2)W^{\delta-1})^{\gamma+1-\delta} \leq W^{\gamma+1-\delta}(z) - c_\gamma W^{\gamma}(z)$. Plugging this result in (57) concludes the proof of (53) for $\gamma > \delta$.

**Corollary 8** Assume UE 1. Then, for any $\gamma > 0$, it holds that $\pi(W^{\gamma}) \leq b_\gamma / c_\gamma$ and $\pi(V) \leq b/(1 - \lambda)$. where $b_\gamma, c_\gamma$ are given in Theorem 7.

**Proof** As mentioned previously (see (6)), $P$ has a unique stationary distribution satisfying $\pi(V) < +\infty$. Therefore, since $\|W\|_{V} < +\infty$, we can take the integral in (53) and (50) with respect to $\pi$. Rearranging terms completes the proof.

**Appendix C. Rosenthal inequality for Markov chains**

In this section, we state a general weighted Rosenthal inequality for $f$-ergodic Markov chain. This result is a simple adaptation of (Fort and Moulines, 2003, Proposition 12). In addition, we apply this result to obtain bounds which will be useful in the proof of our main results.

In all this section, $(Z_k)_{k \in \mathbb{N}}$ is the canonical Markov chain corresponding to the Markov kernel $P$ on the filtered canonical space $(\mathbb{Z}^N, \mathcal{Z}^\otimes \mathbb{N}, (\mathcal{F}_n)_{n \in \mathbb{N}})$, where $\mathcal{F}_n = \sigma(Z_0, \ldots, Z_n)$ for $n \in \mathbb{N}$. We still denote by $\mathbb{P}_\mu$ and $\mathbb{E}_\mu$ the corresponding probability distribution and expectation with initial distribution $\mu$. In the case $\mu = \delta_z, z \in \mathbb{Z}$, $\mathbb{P}_\mu$ and $\mathbb{E}_\mu$ are denoted by $\mathbb{P}_z$ and $\mathbb{E}_z$.

**Proposition 9 (Rosenthal’s inequality)** Let $p \geq 2$ and $f, W, \psi : \mathbb{Z} \to [1, +\infty]$ such that $\|f\|_W \leq 1$ and $\|W^p\|_{\psi} \leq 1$. Let $(\beta_k)_{k \in \mathbb{N}}$ be a real sequence. Assume that $P$ has a unique stationary distribution $\pi$ and satisfies for any $z \in \mathbb{Z}$,

$$\sum_{n \in \mathbb{N}} \|\delta_z P^n - \pi\|_f \leq C_f W(z), \quad \sum_{n \in \mathbb{N}} \|\delta_z P^n - \pi\|_{W^p} \leq C_{W^p} \psi(z),$$

(58)

for some constants $C_f, C_{W^p} < +\infty$. Then, for any $g \in L_{\infty}^f$, it holds that for any $z \in \mathbb{Z}$,

$$\mathbb{E}_z \left[ \sum_{k=1}^{n} \beta_k \{g(Z_k) - \pi(g)\} \right] \leq \|g\|_f^{p/2} C_{\text{Ros}, p} \left[ \sum_{k=1}^{n} \beta_k^2 \right]^{p/2} + \left[ \sum_{k=1}^{n-1} \beta_k - \beta_{k+1} \right] \psi(z),$$

(59)

where

$$C_{\text{Ros}, p} = \theta^p C_{f}^{p} (C_{W^p} + \pi(W^p))(p^p + 2).$$

(60)

**Proof** Let $g \in L_{\infty}^f$ and $z \in \mathbb{Z}$. Without loss of generality, we assume that $\|g\|_f \leq 1$. Denote by $S_n = \sum_{k=1}^{n} \beta_k \{g(Z_k) - \pi(g)\}$. By (58), the function $\hat{g}(x) = \sum_{n \in \mathbb{N}} \{P^n g(x) - \pi(g)\}$ is well defined, $\hat{g} \in L_{\infty}^{W^p}$,

$$\|\hat{g}\|_{W^p} \leq C_f$$

(61)
and is a solution of the Poisson equation \( \hat{g} - P\hat{g} = g - \pi(g) \). Then, we have

\[
S_n = M_n + R_{1,n} + R_{2,n},
\]

\[
M_n = \sum_{k=0}^{n-1} \beta_{k+1}\{\hat{g}(Z_{k+1}) - P\hat{g}(Z_k)\},
\]

\[
R_{1,n} = \sum_{k=1}^{n-1} (\beta_{k+1} - \beta_k)P\hat{g}(Z_k), \quad R_{2,n} = \beta_1P\hat{g}(Z_0) - \beta_nP\hat{g}(Z_n).
\]

Therefore, by Young inequality, we get that

\[
\mathbb{E}_z[|S_n|^p] \leq 3^{p-1}\{\mathbb{E}_z[|M_n|^p] + \mathbb{E}_z[|R_{1,n}|^p] + \mathbb{E}_z[|R_{1,n}|^p]\}. \tag{62}
\]

We now bound each term on the right-hand side.

First, since \( \hat{g} \in L^p_\mu \) and (58), note that \((M_k)_{k \in \mathbb{N}}\) is a \((\mathcal{F}_n)_{n \in \mathbb{N}}\)-martingale with martingale increment \( (\Delta M_k = \beta_{k+1}\{\hat{g}(Z_{k+1}) - P\hat{g}(Z_k)\})_{k \in \mathbb{N}}\). Therefore, using (Osekowski, 2012, Theorem 8.6) and Jensen inequality, we have

\[
\mathbb{E}_z[|M_n|^p] \leq p^p\mathbb{E}_z[\sum_{k=0}^{n-1} \Delta M_k^2]^{p/2}
\]

\[
\leq p^p\{\sum_{k=0}^{n-1} \beta_{k+1}^2\}^{p/2-1} \sum_{k=0}^{n-1} \beta_{k+1}^2\mathbb{E}_z[|\hat{g}(Z_{k+1})|^p] + |P\hat{g}(Z_k)|^p
\]

\[
\leq 2p^p\{\sum_{k=0}^{n-1} \beta_{k+1}^2\}^{p/2-1} \sum_{k=0}^{n-1} \beta_{k+1}^2\mathbb{E}_z[|\hat{g}(Z_{k+1})|^p] + |P\hat{g}(Z_k)|^p + \pi(\mathcal{W}p)
\]

\[
\leq 2p^p \|\hat{g}\|_{\mathcal{W}p}^p \{\sum_{k=0}^{n-1} \beta_{k+1}^2\}^{p/2} \{C_{\mathcal{W}p}\psi'(z) + \pi(\mathcal{W}p)\}. \tag{63}
\]

Using (58) and Jensen inequality, we get that

\[
\mathbb{E}_z[|R_{1,n}|^p] \leq \{\sum_{k=1}^{n-1} |\beta_k - \beta_{k+1}|\}^{p-1} \sum_{k=1}^{n-1} |\beta_k - \beta_{k+1}|\mathbb{E}_z[|P\hat{g}(Z_k)|^p]
\]

\[
\leq \{\sum_{k=1}^{n-1} |\beta_k - \beta_{k+1}|\}^p \|\hat{g}\|_{\mathcal{W}p}^p \{C_{\mathcal{W}p}\psi'(z) + \pi(\mathcal{W}p)\}. \tag{64}
\]

Finally, by (58) and Young inequality, we get

\[
\mathbb{E}_z[|R_{2,n}|^p] \leq 2p^{-1}\beta_1^p|\hat{g}(z)|^p + 2p^{-1}\beta_n^p\mathbb{E}_z[|P\hat{g}(Z_n)|^p]
\]

\[
\leq 2p^{-1}\{\beta_1^p + \beta_n^p\} \|\hat{g}\|_{\mathcal{W}p}^p \{C_{\mathcal{W}p}\psi'(z) + \pi(\mathcal{W}p)\}. \tag{65}
\]

Combining (61), (63), (64) and (65) in (62) completes the proof.

\[\Box\]

**Proposition 10 (Proposition 13, Fort and Moulines (2003))** Assume that \( P \) is irreducible and aperiodic and satisfies for \( \mathcal{W}, f : Z \to [1, +\infty], \|f\|_{\mathcal{W}} \leq 1, b \in \mathbb{R}_+ \) and \( C \subseteq \mathbb{Z} \),

\[
P\mathcal{W} \leq \mathcal{W} - f + b1_C.
\]

Assume in addition that \( C \cup \{f \leq 2b\} \subseteq \mathcal{D}, \) where \( \mathcal{D} \) is a \((m, \epsilon)\)-small set and \( \sup_\mathcal{D} \mathcal{W} < +\infty \). Then, for any distribution \( \lambda, \mu \) on \( Z \), \( \lambda(f), \mu(f) < +\infty \), we have

\[
\sum_{n \in \mathbb{N}} \|\lambda P^n - \mu P^n\|_f \leq 8\epsilon^{-1}\{bm + \sup_\mathcal{D} \mathcal{W}\} + 2\{\lambda(\mathcal{W}) + \mu(\mathcal{W})\},
\]
Proposition 11 Assume UE 1.

a) For any $\gamma > 0$, the inequality (58) holds with $f \leftarrow W^\gamma$, $W' \leftarrow W^{\gamma + 1 - \delta} / c_\gamma$ and $\nu' \leftarrow W^{p(\gamma + 1 - \delta) + 1 - \delta} / [c_\gamma^p c_p(\gamma + 1 - \delta)]$ and

$$C_f(\gamma) = \psi(\gamma), \quad C_{\nu'}(\gamma) = \psi(p(\gamma + 1 - \delta)) \quad (66)$$

where for any $\tilde{\gamma} > 0$, $\psi(\tilde{\gamma}) = 8\varepsilon R_\gamma \{c_\gamma / c_p m_{R_\gamma} + \tilde{R}_\gamma^{\gamma + 1 - \delta}\} + 2[b_\gamma + 1 - \delta / c_\gamma + 1 - \delta + 1], \tilde{R}_\gamma = \{2 b_\gamma / c_\gamma\}^{1/\gamma} \vee R_\gamma$, and $R_\gamma, b_\gamma, c_\gamma$ are given in Theorem 7.

b) For any $\gamma > 0$ and $p \geq 1$, (59) holds with $f \leftarrow W^\gamma$, $W' \leftarrow W^{p(\gamma + 1 - \delta) + 1 - \delta}$ and

$$C_{Ros,p} = 6^p C_f^p(\gamma) \{C_{\nu'}(\gamma) + b_p(\gamma + 1 - \delta) / [c_\gamma^p c_p(\gamma + 1 - \delta)]\} (p^p + 2) / [c_\gamma c_p(\gamma + 1 - \delta)] \quad (67)$$

where $C_f(\gamma), C_{\nu'}(\gamma)$ are defined in (66).

Proof First note that (b) is an easy consequence of (a), Proposition 9 and Theorem 8.

We now show (a). Let $\tilde{\gamma} > 0$. Theorem 7 shows that

$$c_\gamma^{-1} P W^{\gamma + 1 - \delta} \leq c_\gamma^{-1} W^{\tilde{\gamma} + 1 - \delta} - W^{\tilde{\gamma}} + b_\gamma / c_\gamma \leq C_{R_\gamma}.$$

Then, using that for any $R \geq 0$, $\{W \leq R\}$ is an $(e_R, m_R)$-small set for P under UE 1, $C_{R_\gamma} \cap \{W^{\tilde{\gamma}} \leq 2 b_\gamma / c_\gamma\} \subset C_{R_\gamma}$. Proposition 10 and Theorem 8, we get that for any $z \in Z$,

$$\sum_{n \in \mathbb{N}} \|\delta_z P^n - \pi\|_{W^{\tilde{\gamma}}} \leq \psi(\gamma) W^{\tilde{\gamma} + 1 - \delta}(z) / c_\gamma,$$

where $\psi$ is defined by (66). Applying this result for $\tilde{\gamma} \leftarrow \gamma$ and $\tilde{\gamma} \leftarrow p(\gamma + 1 - \delta)$ completes the proof.

Proposition 12 Assume UE 1.

a) For any $\tau \geq 1$, the inequality (58) holds with $f \leftarrow V^{1/\tau}$, $W' \leftarrow V^{1/\tau} / (1 - \lambda^{1/\tau})$ and $\nu' \leftarrow V / [(1 - \lambda)(1 - \lambda^{1/\tau})]$ and

$$C_f(\tau) = \phi(\tau), \quad C_{\nu'}(\tau) = \phi(1) \quad (68)$$

with for any $\tilde{\tau} > 0$, $\phi(\tilde{\tau}) = 8\varepsilon R_\tilde{\tau} \{b_\tilde{\tau} / (1 - \lambda^{1/\tilde{\tau}}) m_{R_\tilde{\tau}} + 2 b_\tilde{\tau} / (1 - \lambda^{1/\tilde{\tau}})\} + 2[b / (1 - \lambda) + 1], R_\tilde{\tau} = \log(R_0) \vee \log[2^{\tilde{\tau} b / (1 - \lambda^{1/\tilde{\tau}})}]$ and $\lambda$ is defined by (5).

b) For any $p \geq 1$, (59) holds with $f \leftarrow V^{1/p}$, $W' \leftarrow V$ and

$$D_{Ros,p} = 6^p C_f^p(p) \{C_{\nu'}(p) + b / (1 - \lambda)\} (p^p + 2) / [(1 - \lambda)(1 - \lambda^{1/p})] \quad (69)$$

where $C_f(p), C_{\nu'}(p)$ are defined in (68).
**Proof** First note that $b)$ is an easy consequence of $a)$, Proposition 9 and Theorem 8.

Let $\tilde{\tau} \geq 1$. First, Jensen inequality, the fact that $t \mapsto t^{1/\tilde{\tau}}$ is sub-additive on $\mathbb{R}_+$ and UE 1 and the definition of $\lambda$ in (5) imply that $PV^{1/\tilde{\tau}} \leq \lambda^{1/\tilde{\tau}}V^{1/\tilde{\tau}} + b^{1/\tilde{\tau}} 1_{C_0} = V^{1/\tilde{\tau}} - (1 - \lambda^{1/\tilde{\tau}})V^{1/\tilde{\tau}} + b^{1/\tilde{\tau}} 1_{C_0}$. Therefore, since $\lambda \in [0,1)$, $C_0 \cup \{V^{1/\tilde{\tau}} \leq 2 b^{1/\tilde{\tau}}/(1 - \lambda^{1/\tilde{\tau}})\} \subset C_{R\mathbb{R}}$, using Proposition 10 and by Theorem 8, $\pi(V^{1/\tilde{\tau}}) \leq \pi(V) \leq b/(1 - \lambda)$ we obtain that $\sum_{n \in \mathbb{N}} \|\delta_n P^n - \pi\|_{V^{1/\tilde{\tau}}} \leq \phi(\pi)V^{1/\tilde{\tau}}/(1 - \lambda^{1/\tilde{\tau}})$ for any $z \in \mathbb{Z}$. Applying this result twice for $\tilde{\tau} \leftarrow \tau$ and $\tilde{\tau} \leftarrow 1$ completes the proof.

**Lemma 13** Under assumptions of Theorem 3 for any $1 \leq q \leq K$, $z \in \mathbb{Z}$ and $j \in \mathbb{N}$

$$
\mathbb{E}_z^{1/q}[\|\bar{A}(Z_j)\|^q] \leq \bar{C}_A V^{1/K}(z),$$

$$
\mathbb{E}_z^{1/q}[\|\bar{b}(Z_j) - b\|^q] \leq \bar{C}_b V^{1/K}(z),
$$

where

$$
\bar{C}_A := (\|A\| + d C_A (\beta K/e) \beta \{1 + b/(1 - \lambda)\}^{1/K})
$$

and

$$
\bar{C}_b := (\|b\| + d C_b \{1 + b/(1 - \lambda)\}^{1/K}).
$$

**Proof** We first note that using

$$
\mathbb{E}_z^{1/q}[\|\bar{A}(Z_j)\|^q] \leq \|A\| + \mathbb{E}_z^{1/q}[\|\bar{A}(Z_j)\|^q] \leq \|A\| + d C_A \sup_{x \geq 1} \frac{\log^\beta x}{x^{1/K}} \{Pj V^{q/K}(z)\}^{1/q}
$$

$$
\leq (\|A\| + d C_A (\beta K) \beta^{-1} e^{-\beta} \{1 + b/(1 - \lambda)\}^{1/K}) V^{1/K}(z).
$$

Similarly, one may prove the second statement of the lemma.

**Appendix D. Proofs for Theorem 1**

In this section, we provide the core lemmas that are employed for the proof of Theorem 1 in Section 2.1.

**D.1. Technical and preliminary results**

**Lemma 14 (Lyapunov Lemma)** A matrix $A$ is Hurwitz if and only if for any positive symmetric matrix $P = P^\top > 0$ there is $Q = Q^\top > 0$ that satisfies the Lyapunov equation

$$
A^\top Q + QA = -P.
$$

In addition, $Q$ is unique.

**Proof** See (Poznyak, 2008, Lemma 9.1, p. 140).

**Lemma 15** Assume that $-A$ is a Hurwitz matrix. Let $Q$ be the unique solution of the Lyapunov equation $A^\top Q + QA = I$. Then, for any $\alpha \in [0, (1/2)\|A\|_Q^{-2}\|Q\|^{-1}]$, we get $\|I - \alpha A\|_Q^2 \leq (1 - \alpha \kappa) \alpha = (1/2)\|Q\|^{-1}$. In particular, for any $\alpha \in [0, (1/2)\|A\|_Q^{-2}\|Q\|^{-1}]$, $\|I - \alpha A\| \leq \sqrt{r_Q}(1 - \alpha \kappa/2)$, where $\kappa_Q = \lambda_{\min}(Q)\lambda_{\max}(Q)$. If in addition $\alpha \leq \|Q\|^2$ then $1 - \alpha \kappa \geq 1/2$. 


Proof For any $x \in \mathbb{R}^d \setminus \{0\}$, we get
\[
\frac{x^T(1 - \alpha A)^T Q (1 - \alpha A) x}{x^T Q x} = 1 - \alpha \frac{x^T Q x}{x^T Q x} + \alpha^2 \frac{x^T A^T Q A x}{x^T Q x}
\]

Hence, we get that for all $\alpha \in [0, (1/2)\|A\|^{-2}\|Q\|^{-1}]$,
\[
1 - \alpha \frac{x^T Q x}{x^T Q x} + \alpha^2 \frac{x^T A^T Q A x}{x^T Q x} \leq 1 - \alpha \frac{\|Q\|^{-1} + \alpha^2 \|A\|^2}{\|Q\|^{-1}} \leq 1 - (1/2)\|Q\|^{-1} \alpha.
\]

The proof is completed using that for any $t \in [0, 1]$, $(1 - t)^{1/2} \leq 1 - t/2$ and that for any matrix $A \in \mathbb{R}^{d \times d}$, $\|A\| \leq \kappa^{1/2}\|A\|$.

Lemma 16 Let $\alpha > 0$ and $(u_i)_{i \geq 1}$ be a sequence of non-negative numbers. Then, for any $n \in \mathbb{N}$, $n \geq 2$, and any $\epsilon \in (0, 1)$,
\[
1 + \alpha^n \prod_{i=1}^n u_i \leq \exp \left\{ \alpha^{1+\epsilon}(1 + \epsilon)^{-1} \sum_{i=1}^n u_i^{1+\epsilon} \right\}.
\]

Proof First note that for any $\beta \geq 1$ and $t \geq 0$, $1 \leq t^{1/\beta}(t^{-1} + 1)$ which implies that $1 + t \leq \exp(\beta t^{1/\beta})$. Using this inequality for $\beta = n/(1 + \epsilon)$ and the inequality of arithmetic and geometric means, we get
\[
1 + \alpha^n \prod_{i=1}^n u_i \leq \exp \left( \frac{n}{1+\epsilon} \alpha^{1+\epsilon} \left( \prod_{i=1}^n u_i \right)^{(1+\epsilon)/n} \right) \leq \exp \left( \frac{n}{1+\epsilon} \alpha^{1+\epsilon} \left( \frac{1}{n} \sum_{i=1}^n u_i \right)^{1+\epsilon} \right)
\]
where the last inequality follows from Jensen’s inequality.

Lemma 17 Let $(\mathcal{F}_\ell)_{\ell \geq 0}$ be some filtration and a sequence of non-negative random variables $(\xi_\ell)_{\ell \geq 0}$ is adopted to this filtration. Then, for any $N \in \mathbb{N}$, $p \in \mathbb{N}$, it holds
\[
\mathbb{E} \left[ \prod_{\ell=1}^N \xi_\ell^p \right] \leq \left\{ \mathbb{E} \left[ \prod_{\ell=1}^N \mathbb{E}[\xi_\ell^{2p} | \mathcal{F}_{\ell-1}] \right] \right\}^{1/2}.
\]

Proof Denote for any $k \in \mathbb{N}$, $p \in \mathbb{N}$,
\[
B_{k,p} = \prod_{\ell=1}^k \mathbb{E}[\xi_\ell^p | \mathcal{F}_{\ell-1}]^{-1}, \quad B_{0,p} := 1, \quad y_{k,p} : = \xi_k y_{k-1}, \quad y_{0,p} := 1.
\]

It is straightforward to check that for any $p \in \mathbb{N}$,
\[
\mathbb{E}[B_{k+1,p} y_{k+1,p}] = \mathbb{E}[B_{k+1,p} \mathbb{E}[\xi_{k+1}^p | \mathcal{F}_k] y_{k,p}] = \mathbb{E}[B_{k,p} y_{k,p}] = \cdots = \mathbb{E}[B_{0,p} y_{0,p}] = 1.
\]

This fact implies that
\[
\mathbb{E} \left[ \prod_{\ell=1}^N \xi_\ell \right] = \mathbb{E}[y_N] = \mathbb{E}[y_{N,p} B_{N,2p}^{1/2} B_{N,2p}^{-1/2}] \leq \left\{ \mathbb{E}[y_{N,p} B_{N,2p}] \right\}^{1/2} \left\{ \mathbb{E}[B_{N,2p}^{-1}] \right\}^{1/2} = \left\{ \mathbb{E} \left[ \prod_{\ell=1}^N \mathbb{E}[\xi_\ell^{2p} | \mathcal{F}_{\ell-1}] \right] \right\}^{1/2}.
\]

Hence, (73) is proved.
D.2. Core Lemmas

**Lemma 18** Assume that the conditions of Theorem 1 holds. Then, for any \( \ell \in \{1, \ldots, N\} \), and \( p \geq 1 \),
\[
(1 + \kappa_Q^{1/2} e^a \|R_\ell\|)^p \leq \exp\{ pC^{(0)} h^2 \alpha_{j_{\ell-1}+1}^2 \} ,
\]
where \( R_\ell \) is given in (15) and
\[
C^{(0)} = (1/2)\kappa_Q^{1/2} \|A\|^2 \exp(\|A\| + a) .
\] (74)

**Proof** Let \( \ell \in \{1, \ldots, N\} \), and \( p \geq 1 \). Using the definition of \( R_\ell \) and since \((\alpha_i)_{i\in\mathbb{N}}\) is non-increasing, we get
\[
\|R_\ell\| \leq \sum_{r=2}^{h} \left( \frac{h}{r} \right) \alpha_{j_{\ell-1}+1} \|A\|^r \leq \alpha_{2}^{2} \|A\|^2 \sum_{r=0}^{h-2} \left( \frac{h}{r+2} \right) \alpha_{j_{\ell-1}+1} \|A\|^r \\
\leq 2^{-1} \alpha_{j_{\ell-1}+1} h^2 \|A\|^2 (1 + \alpha_{j_{\ell-1}+1} \|A\|)^{h-2} \leq 2^{-1} \alpha_{j_{\ell-1}+1} h^2 \|A\|^2 \exp\{ \alpha_{j_{\ell-1}+1} h \|A\| \} ,
\]
where we have used for the last two inequalities, the upper bounds \((h/r) \leq (h^2/2)\) for any \( r \in \{0, \ldots, h-2\} \) and \((1 + t) \leq e^t\) for any \( t \geq 0 \). It yields using that \( \alpha_{\infty,p,h} \leq 1 \) that \( \|R_\ell\| \leq 2^{-1} \alpha_{j_{\ell-1}+1} h^2 \|A\|^2 e^{\|A\|} \). The proof is then completed using the bound \((1 + t) \leq e^t\) for any \( t \geq 0 \) again.

**Lemma 19** Assume that the conditions of Theorem 1 holds. Then, for any \( \ell \in \{1, \ldots, N\} \), and \( p \geq 1 \), almost surely it holds
\[
(1 + \kappa_Q^{1/2} e^a \|\bar{R}_\ell\|)^{2p} \leq \exp\{ (2^{h+1}) pC^{(1)} \alpha_{j_{\ell-1}+1}^{1+\varepsilon} \sum_{k=j_{\ell-1}+1}^{j_{\ell}} W^\delta(Z_{k-m}) \} ,
\]
where \( \bar{R}_\ell \) is defined by (15) and
\[
C^{(1)} = (\kappa_Q^{1/2} de^a C_A)^{1+\varepsilon} / (1 + \varepsilon) .
\] (75)

**Proof** Let \( \ell \in \{1, \ldots, N\} \), and \( p \geq 1 \). Using the definition of \( \bar{R}_\ell \), we consider the following decomposition
\[
\bar{R}_\ell = \sum_{r=2}^{h} \bar{R}_\ell^{(r)} , \quad \bar{R}_\ell^{(r)} = (-1)^r \sum_{(i_1, \ldots, i_r) \in \ell^r} (\prod_{u=1}^{r} \alpha_{i_u}) A^r .
\]
Then, using that \((1 + a + b) \leq (1 + a)(1 + b)\) for \( a, b \geq 0 \) and \((\alpha_i)_{i\in\mathbb{N}}\) is non-increasing yields
\[
(1 + \kappa_Q^{1/2} e^a \|\bar{R}_\ell\|)^{2p} \leq \prod_{r=2}^{h} (1 + \kappa_Q^{1/2} e^a \|\bar{R}_\ell^{(r)}\|)^{2p} \\
\leq \prod_{r=2}^{h} \prod_{(i_1, \ldots, i_r) \in \ell^r} (1 + \kappa_Q^{1/2} e^a \alpha_{j_{\ell-1}+1} \prod_{k=1}^{r} \|A(Z_{k-m})\|)^{2p} .
\]
Using Theorem 16, \( r \geq 2 \) and \( \varepsilon \in (0, 1) \) in A 1,
\[
(1 + \kappa_Q^{1/2} e^a \|\bar{R}_\ell\|)^{2p} \leq \prod_{r=2}^{h} \prod_{(i_1, \ldots, i_r) \in \ell^r} \exp\left( 2p(\kappa_Q^{1/2} e^a)^{1+\varepsilon} \alpha_{j_{\ell-1}+1}^{1+\varepsilon} \sum_{u=1}^{r} \|A(Z_{u-m})\|^{1+\varepsilon} \right) \\
\leq \exp\left( 2p(\kappa_Q^{1/2} e^a)^{1+\varepsilon} \alpha_{j_{\ell-1}+1}^{1+\varepsilon} \sum_{k=j_{\ell-1}+1}^{j_{\ell}} \|A(Z_{k-m})\|^{1+\varepsilon} \sum_{r=2}^{h} \prod_{(i_1, \ldots, i_r) \in \ell^r} \right) \\
\leq \exp\left( 2^{h+1} p(\kappa_Q^{1/2} e^a)^{1+\varepsilon} \alpha_{j_{\ell-1}+1}^{1+\varepsilon} \sum_{k=j_{\ell-1}+1}^{j_{\ell}} \|A(Z_{k-m})\|^{1+\varepsilon} \right) .
\]
The proof follows from A1 which implies that \( \| \tilde{A}(z) \|^{1+\varepsilon} \leq \| \tilde{A}(z) \|^1_F \leq d^{1+\varepsilon} C_A^{1+\varepsilon} W^\delta(z) \), for any \( z \in \mathbb{Z} \).

Under A1, define for \( n \in \mathbb{N} \), \( n \geq 1 \), \((\alpha_i)_{i \in \mathbb{N}}\) a non-increasing positive sequence,

\[
    r_A = \min \{ s \geq 0 : \beta \leq 2\delta - 1 - (1 - \delta)/s \}, \quad \tilde{S}_n = \sum_{k=1}^{n} \alpha_k(\tilde{A}(Z_k) - A).
\]  

(76)

**Lemma 20** Assume that the conditions of Theorem 1 holds. For any \( n \in \mathbb{N}^* \), \( p \geq 1 \lor (r_A/4) \),

\[
    \mathbb{E}^\frac{1}{4p}[(1 + \kappa_Q^{1/2} e^a \| \tilde{S}_n \|)^{4p}] \leq \exp \{ C_p^{(2)} \alpha_1 n^{1/2} W^\delta(z) \},
\]

where \( r_A, \tilde{S}_n \) are defined in (76), and

\[
    C_p^{(2)} = \kappa_Q^{1/2} e^a d C_A (4C_{Ros,4p})^{1/4p},
\]

with \( C_{Ros,4p} \) given in (67).

**Proof** First by Minkowski’s inequality, we get

\[
    \mathbb{E}^\frac{1}{4p}[(1 + \kappa_Q^{1/2} e^a \| \tilde{S}_n \|)^{4p}] \leq 1 + \kappa_Q^{1/2} e^a \mathbb{E}^\frac{1}{4p}[\| \tilde{S}_n \|^{4p}]\].
\]  

(78)

In addition, note that denoting by \( [\tilde{S}_n]_{i,j} \), the \((i, j)\)-th component of \( \tilde{S}_n \), using the Jensen inequality, we get

\[
    \mathbb{E}_z[\| \tilde{S}_n \|^{4p}] \leq \mathbb{E}_z[\sum_{i_1, i_2=1}^{d} [\tilde{S}_{n}]_{i_1, i_2}^{2}]^{4p/2}] \leq d^{4p-2} \mathbb{E}_z[\sum_{i_1, i_2=1}^{d} |[\tilde{S}_n]_{i_1, i_2}|^{4p}] \leq d^{4p} \max_{i_1, i_2 \in \{1, \ldots, d\}} \mathbb{E}_z|[\tilde{S}_n]_{i_1, i_2}|^{4p}].
\]  

(79)

Using UE 1 and applying Proposition 11-b) with \( \gamma \leftarrow \beta \) and using that \((\alpha_i)_{i \in \mathbb{N}}\) is non-increasing, we obtain that for any \( i_1, i_2 \in \{1, \ldots, N\}, \)

\[
    \mathbb{E}_z|[\tilde{S}_n]_{i_1, i_2}|^{4p} \leq C_{Ros,4p} C_A^{4p}(\alpha_1^{4p} n^{4p/2} + 3\alpha_1^{4p})W^{4p(\beta + 1 - \delta) + 1 - \delta} \leq 4C_{Ros,4p} C_A^{4p} \alpha_1^{4p} n^{2p} W^{4p\delta}(z),
\]

(80)

using for the last inequality that \( W(z) \geq 1 \) and \( 4p(\beta + 1 - \delta) + 1 - \delta \geq 4p\delta \) since \( 4p \geq r_A, \beta \leq 2\delta - 1 - (1 - \delta)/r_A \) by (76). Combining (78)-(79)-(80), we get

\[
    \mathbb{E}_z^\frac{1}{4p}[(1 + \kappa_Q^{1/2} e^a \| \tilde{S}_n \|)^{4p}] \leq 1 + \kappa_Q^{1/2} e^a [4C_{Ros,4p}]^{1/4p} d C_A \alpha_1 n^{1/2} W^\delta(z).
\]

Using that \( 1 + t \leq e^t \) completes the proof.

**Corollary 21** Assume that the conditions of Theorem 1 holds. For any \( n \in \mathbb{N}^* \), \( p \geq 1 \),

\[
    \mathbb{E}^\frac{1}{4p}[(1 + \kappa_Q^{1/2} e^a \| \tilde{S}_n \|)^{4p}] \leq \exp \{ C_p^{(2)} \alpha_1 n^{1/2} W^\delta(z) \},
\]

where \( r_A, \tilde{S}_n \) are defined in (76), and

\[
    C_p^{(2)} = \kappa_Q^{1/2} e^a d C_A (4C_{Ros,4p})^{1/4p}, \quad \tilde{p} = \max(p, r_A/4),
\]

(81)

with \( C_{Ros,4p} \) given in (67).
**Proof** The proof is a simple consequence of Lemma 20 and Jensen’s inequality.

Note that UE 1 implies for any \( z \in \mathbb{Z} \),

\[
P_V(z) \leq \exp \left( W(z) - cW^\delta(z) + \tilde{b} \mathbb{1}_{C_0}(z) \right),
\]

where

\[
\tilde{b} = \log b + \sup_{r > 0} \{ cr^\delta - r \}.
\]

Similarly, (80) implies for any \( h \in \mathbb{N} \) and \( z \in \mathbb{Z} \),

\[
P^h V(z) \leq \exp \left( W(z) - cW^\delta(z) + b' \mathbb{1}_{C_{R_1}}(z) \right),
\]

where

\[
b' = \log \{ b / (1 - \lambda) \} + \sup_{r > 0} \{ cr^\delta - r \}.
\]

**Lemma 22** Assume UE 1. Let \((\alpha_i)_{i \in \mathbb{Z}}\) be a non-increasing sequence, such that \( 0 < \alpha_i \leq 1 \) for any \( i \geq 1 \). Then, for any \( z \in \mathbb{Z} \) and \( n \in \mathbb{N} \),

\[
\mathbb{E}_z[\exp \left\{ c \sum_{k=0}^{n-1} \alpha_k W^\delta(Z_k) \right\}] \leq \exp \left\{ \tilde{b} \sum_{k=0}^{n-1} \alpha_k \right\} \exp \left\{ \alpha_1 W(z) \right\},
\]

where \( \tilde{b} \) is given in (83) and \( c \) in UE 1.

**Proof** Define, for \( n \geq 0 \),

\[
M_n = \exp \{ \alpha_n W(Z_n) + \sum_{k=0}^{n-1} \alpha_k (cW^\delta(Z_k) - \tilde{b} \mathbb{1}_{C_0}(Z_k)) \},
\]

with the convention \( \sum_{k=0}^{-1} = 0 \). Consider \((\mathcal{F}_n)_{n \in \mathbb{N}}\), the canonical filtration: \( \mathcal{F}_n = \sigma(Z_0, \ldots, Z_n) \). Then, we have for \( n \geq 1 \),

\[
\mathbb{E}[M_n | \mathcal{F}_{n-1}] = M_{n-1} \exp \left\{ -\alpha_{n-1} W(Z_{n-1}) + \alpha_{n-1} (cW^\delta(Z_{n-1}) - \tilde{b} \mathbb{1}_{C_0}(Z_{n-1})) \right\} \mathbb{E}[\exp^{\alpha_n W(Z_n)} | \mathcal{F}_{n-1}].
\]

Using the Markov property, \( \alpha_n \leq \alpha_{n-1} \leq 1 \), \( V \geq 1 \), (82) and Jensen’s inequality, for \( n \geq 1 \),

\[
\mathbb{E}[\exp^{\alpha_n W(Z_n)} | \mathcal{F}_{n-1}] = P^V^{\alpha_n}(Z_{n-1}) \leq P^V^{\alpha_{n-1}}(Z_{n-1}) \leq (P^V(Z_{n-1}))^{\alpha_{n-1}} \leq \exp \left\{ \alpha_{n-1} (W(Z_{n-1}) - cW^\delta(Z_{n-1}) + \tilde{b} \mathbb{1}_{C_0}(Z_{n-1})) \right\}.
\]

Therefore, \((M_n)_{n \geq 0}\) is \((\mathcal{F}_n)_{n \geq 0}\)-supermartingale, and \( \mathbb{E}_z[M_n] \leq \mathbb{E}_z[M_0] \leq \exp^{\alpha_1 W(z)} \). We conclude the proof upon noting that \( \mathbb{E}_z[\exp \left\{ c \sum_{k=0}^{n-1} \alpha_k W^\delta(Z_k) \right\}] \leq \exp \left\{ \tilde{b} \sum_{k=0}^{n-1} \alpha_k \right\} \exp \left\{ \alpha_1 W(z) \right\} \).

**Lemma 23** Assume UE 1. Let \((\alpha_i)_{i \in \mathbb{Z}}\) be a non-increasing sequence, such that \( 0 < \alpha_i \leq 1 \) for any \( i \geq 1 \). Then, for any \( z \in \mathbb{Z} \) and \( n, h \in \mathbb{N} \),

\[
\mathbb{E}_z[\exp \left\{ c \sum_{k=0}^{n-1} \alpha_k W^\delta(Z_{hk}) \right\}] \leq \exp \left\{ b' \sum_{k=0}^{n-1} \alpha_k \right\} \exp \left\{ \alpha_1 W(z) \right\},
\]

where \( b' \) is given in (85) and \( c \) in UE 1.

**Proof** The proof follows the same lines as Lemma 22, using (84) in place of (82).
D.3. Proof of Theorem 1

Details on the Step 3. We have all the elements to conclude the proof of the theorem. It is essentially a question of adjusting the constants and combining the different bounds obtained above. To simplify notations, we first introduce the auxiliary quantities:

\[
D^{(1)}_p = C^{(1)2h} \alpha^{1+\varepsilon}_\infty \alpha^{1/2}_\infty + C^{(2)h} \alpha^{1/2}_\infty
\]

\[
D^{(2)}_p = C^{(0)}h \alpha^{1+\varepsilon}_\infty \alpha^{1/2}_\infty + C^{(2)h} \alpha^{1/2}_\infty (b - \log(1 - \lambda)).
\]

Substituting (22), (23) into (13) and using that \(\sup_{i \in \mathbb{N}} \alpha_i \leq \alpha_{\infty,p}\), we get

\[
\|z_m\| \leq \kappa \exp(\alpha_{\infty,p} h) \exp \left\{ -\frac{a}{2} \sum_{i=m+1}^n \alpha_i + D^{(2)}_p h \sum_{\ell=1}^N \alpha_{j_{\ell-1}+1} \right\} \exp[D^{(1)}_p W(z_m)].
\]

We set the block size and the upper bound to the step sizes as

\[
\alpha_{\infty,p} = \min \left[ \frac{1}{a}, \frac{1}{2h}, \frac{1}{2aC^{(0)}}, \frac{a}{12hC^{(0)}}, \left( \frac{a}{2hC^{(1)2h}} \right)^{1/2}, \left( \frac{c}{2pC^{(1)2h}} \right)^{1/2}, \frac{c}{4pC^{(2)h^{1/2}}} \right].
\]

This yields \(D^{(1)}_p \leq 1/(2p)\), \(D^{(2)}_p \leq a/4\). Together with \( h \sum_{\ell=1}^N \alpha_{j_{\ell-1}+1} \leq \alpha_{\infty,p} + \sum_{i=m+1}^n \alpha_i\), we get

\[
\|z_m\| \leq \kappa e^{5\alpha_{\infty,p} h/4} \exp \left\{ -\frac{a}{4} \sum_{i=m+1}^n \alpha_i \right\} V^{1/(2p)}(z_m).
\]

Combining (89), (10), and Jensen’s inequality yields the statement of the theorem with the constant

\[
C_{st,p} = \kappa^{1/2} \exp \left(5a\alpha_{\infty,p} h/4\right) \left(\lambda^{m/(2p)} + |b/(1 - \lambda)|^{1/(2p)}\right).
\]

Appendix E. Proofs of Section 3

This section provides the missing lemmas and proofs that were required in Section 3.

E.1. Technical lemmas

**Lemma 24** Let \(a > 0\) and \((\alpha_k)_{k \geq 0}\) be a non-increasing sequence such that \(\alpha_0 < 1/a\). Then

\[
\sum_{j=0}^{n+1} \alpha_j \prod_{l=j+1}^{n+1} (1 - \alpha_l a) = \frac{1}{a} \left\{ 1 - \prod_{l=1}^{n+1} (1 - \alpha_l a) \right\}.
\]

**Proof** Let us denote \(u_{j+1;n+1} = \prod_{l=j}^{n+1} (1 - \alpha_l a)\). Then, for \(j \in \{1, \ldots, n+1\}\), \(u_{j+1;n+1} - u_{j;n+1} = a\alpha_j u_{j+1;n+1}\). Hence,

\[
\sum_{j=0}^{n+1} \alpha_j \prod_{l=j+1}^{n+1} (1 - \alpha_l a) = \frac{1}{a} \sum_{j=1}^{n+1} (u_{j+1;n+1} - u_{j;n+1}) = a^{-1}(1 - u_{1;n+1}).
\]
Lemma 25  Let \( b > 0 \) and \((\alpha_k)_{k \geq 0}\) be a non-increasing sequence such that \( \alpha_0 < 1/(2b) \).

- Assume \( \alpha_k - \alpha_{k+1} \leq c_\alpha \alpha_k^2 \) with \( c_\alpha \leq b/2 \). Then for \( p \in (1, 2] \),
  \[
  \sum_{k=1}^{n+1} \alpha_k^p \prod_{j=k+1}^{n+1} (1 - b\alpha_j) \leq (2/b)\alpha_{n+1}^{p-1}.
  \]

- Assume \( \alpha_k - \alpha_{k+1} \leq c_\alpha \alpha_k^2 \), \( \alpha_k/A_{k+1} \leq (2/3) c_\alpha \) with \( c_\alpha \leq b/4 \). We additionally assume that \( \alpha_0 \leq (2c_\alpha)^{-1} \). Then for any \( p \in (1, 2] \), \( q \in [0, 1] \)
  \[
  \sum_{k=1}^{n+1} \alpha_k^p A_k^q \prod_{j=k+1}^{n+1} (1 - b\alpha_j) \leq (2/b)\alpha_{n+1}^{p-1} A_{n+1}^q.
  \]

Proof  For the first part

\[
\sum_{k=1}^{n+1} \alpha_k^p \prod_{j=k+1}^{n+1} (1 - b\alpha_j) = \alpha_{n+1}^{p-1} \sum_{k=1}^{n+1} \alpha_k \prod_{j=k+1}^{n+1} \left( \frac{\alpha_{j-1}}{\alpha_j} \right)^{p-1} (1 - b\alpha_j)
\leq \sqrt{\alpha_{n+1}} \sum_{k=1}^{n+1} \alpha_k \prod_{j=k+1}^{n+1} (1 + c_\alpha \alpha_j)(1 - b\alpha_j)
\leq \alpha_{n+1}^{p-1} \sum_{k=1}^{n+1} \alpha_k \prod_{j=k+1}^{n+1} (1 - (b/2)\alpha_j) \leq (2/b)\alpha_{n+1}^{p-1},
\]

where on the last step we used Lemma 24. For the second part, we first note that

\[
\frac{A_{j-1}}{A_j} \leq 1 + \frac{\alpha_{j-1}^2}{A_j} \leq 1 + (2/3) c_\alpha \alpha_{j-1} \leq 1 + (2/3) c_\alpha \alpha_j + (2/3) c_\alpha^2 \alpha_j^2 \leq 1 + c_\alpha \alpha_j.
\]

Similarly to the first part,

\[
\sum_{k=1}^{n+1} \alpha_k^p A_k^q \prod_{j=k+1}^{n+1} (1 - b\alpha_j) = \alpha_{n+1}^{p-1} A_{n+1}^q \sum_{k=1}^{n+1} \alpha_k \prod_{j=k+1}^{n+1} \left( \frac{\alpha_{j-1}}{\alpha_j} \right)^{p-1} \left( \frac{A_{j-1}}{A_j} \right)^q (1 - b\alpha_j)
\leq \alpha_{n+1}^{p-1} A_{n+1}^q \sum_{k=1}^{n+1} \alpha_k \prod_{j=k+1}^{n+1} (1 + c_\alpha \alpha_j)^2 (1 - b\alpha_j)
\leq \alpha_{n+1}^{p-1} A_{n+1}^q \sum_{k=1}^{n+1} \alpha_k \prod_{j=k+1}^{n+1} (1 - (b/2)\alpha_j) \leq (2/b)\alpha_{n+1}^{p-1} A_{n+1}^q,
\]

where we also used Lemma 24. \( \blacksquare \)

To estimate moments of \( \|S_{j+1,n+1}\|^p \) that was defined in (38), we first derive an alternative expression for the term. For this aim we prove the following lemma. Define

\[
D_{j,k} := \sum_{\ell=j}^{k} \alpha_\ell \tilde{A}(Z_\ell).
\]
Here we also assume that $D_{j:k} = 0$ if $j > k$. Recall that $S_{j:k} = 0$ if $j > k$ and $G_{j:k} = 0$ if $j > k + 1$.

**Lemma 26** For any $0 \leq k \leq n$

$$S_{k+1:n+1} = - \sum_{\ell=k+1}^{n+1} \alpha_{\ell} G_{\ell+1:n+1} A D_{\ell:n+1} G_{k+1:\ell-2} + \sum_{\ell=k+1}^{n+1} \alpha_{\ell-1} G_{\ell+1:n+1} D_{\ell:n+1} A G_{k+1:\ell-2}. $$

**Proof** By definition of $D_{k:n+1}$

$$S_{k+1:n+1} = - \sum_{\ell=k+1}^{n+1} G_{\ell+1:n+1} (D_{\ell:n+1} - D_{\ell+1:n+1}) G_{k+1:\ell-1}. $$

Simple algebraic manipulations lead to

$$S_{k+1:n+1} = - \sum_{\ell=k+1}^{n+1} G_{\ell+1:n+1} D_{\ell:n+1} G_{k+1:\ell-1} + \sum_{\ell=k+1}^{n+1} G_{\ell:n+1} D_{\ell:n+1} G_{k+1:\ell-2}$$

$$- \sum_{\ell=k+1}^{n+1} (G_{\ell+1:n+1} - G_{\ell:n+1}) D_{\ell:n+1} G_{k+1:\ell-2}$$

$$- \sum_{\ell=k+1}^{n+1} G_{\ell:n+1} D_{\ell:n+1} (G_{k+1:\ell-1} - G_{k+1:\ell-2}).$$

Calculating the difference in the brackets we obtain the statement of this lemma.

**Lemma 27** Under assumptions of Theorem 3 for any $2 \leq p \leq K$ and $z \in \mathbb{Z}$,

$$\mathbb{E}_z^{1/p}[|D_{\ell:n+1}|^p] \leq 4dC_{\text{Ros},p}^{1/p} (C_A + \|A\|) V^{1/K}(z) A_{\ell:n+1}^{1/2}. $$

**Proof** Proof follows from Proposition 9 with $f = \mathcal{U}', \mathcal{V}' = V^{1/K}, \mathcal{V}' = V^{p/K}$.

**Lemma 28** Under assumptions of Theorem 3 for any $2 \leq p \leq K$ and $z \in \mathbb{Z}$,

$$\mathbb{E}_z^{1/p}[|S_{k+1:n+1}|^p] \leq C_{S,p} \sum_{\ell=k+1}^{n+1} \alpha_{\ell} A_{\ell:n+1}^{1/2} \prod_{j=k+1}^{n+1} (1 - a \alpha_j)^{1/2} V^{1/K}(z),$$

where

$$C_{S,p} := 24\kappa_{\text{Q}} d C_{\text{Ros},p}^{1/p} (C_A + \|A\|) \|A\|. $$

**Proof** Recall that

$$S_{k+1:n+1} = - \sum_{\ell=k+1}^{n+1} \alpha_{\ell} G_{\ell+1:n+1} A D_{\ell:n+1} G_{k+1:\ell-2} + \sum_{\ell=k+1}^{n+1} \alpha_{\ell-1} G_{\ell+1:n+1} D_{\ell:n+1} A G_{k+1:\ell-2}. $$
Applying Minkowski’s inequality and Lemma 27 we get
\[
\mathbb{E}_z^{1/p}[[S_{k+1:n+1}]^p] \leq C_{S,p} \sum_{\ell=k+1}^{n+1} \alpha_{\ell} \prod_{j=\ell+1}^{n+1} \sqrt{1 - a_{\alpha_j}} \prod_{j=k+1}^{\ell-1} \sqrt{1 - a_{\alpha_j}A_{\epsilon,n+1}^{1/2}} V^{1/K}(z).
\]

\[\square\]

**Lemma 29** Denote \( \bar{\mathcal{F}}_k := \sigma\{Z_s, s \geq k\}, k \geq 0 \). Let \( A_k \) be a sequence of \( d \times d \) random matrices such that \( A_k \) is \( \bar{\mathcal{F}}_k \)-measurable. Assume that \( Z_k^\ast \) is independent of \( \bar{\mathcal{F}}_k \). Then
\[
\mathbb{E}_z^{1/p}[[\sum_{k=1}^{n} A_k \bar{\varepsilon}(Z_k^\ast)]^p] \leq C_{B,p} \left( \sum_{k=1}^{n} \mathbb{E}_z^{1/2}[[A_k]^p] \right)^{1/2} V^{1/K}(z),
\]

where
\[
C_{B,p} := d^{3/2} \left\{ \frac{2B \mathcal{C}_\varepsilon}{\sqrt{1-\rho}} + 2\bar{\mathcal{C}}_{\varepsilon}(18\sqrt{2p}) \right\}.
\]

**Proof** We first reduce the problem to univariate one. Applying Minkowski’s inequality we get
\[
\mathbb{E}_z^{1/p}[[\sum_{k=1}^{n} A_k \bar{\varepsilon}(Z_k^\ast)]^p] = \mathbb{E}_z^{1/p}[[\sum_{\ell_1=1}^{d} \sum_{\ell_2=1}^{d} \sum_{k=1}^{n} [A_k]_{\ell_1 \ell_2} [\bar{\varepsilon}(Z_k^\ast)]_{\ell_2}^2]^{p/2}]
\]
\[
\leq \left\{ \sum_{\ell_1=1}^{d} \mathbb{E}_z^{2/p}[[\sum_{\ell_2=1}^{d} \sum_{k=1}^{n} [A_k]_{\ell_1 \ell_2} [\bar{\varepsilon}(Z_k^\ast)]_{\ell_2}^p]^{1/2}
\right\}^{1/2}
\]
\[
\leq \left\{ \sum_{\ell_1=1}^{d} \left( \sum_{\ell_2=1}^{d} \mathbb{E}_z^{1/p}[[\sum_{k=1}^{n} [A_k]_{\ell_1 \ell_2} [\bar{\varepsilon}(Z_k^\ast)]_{\ell_2}]^p] \right)^{2} \right\}^{1/2}.
\]

Consider
\[
I := \mathbb{E}_z^{1/p}[[\sum_{k=1}^{n} [A_k]_{\ell_1 \ell_2} [\bar{\varepsilon}(Z_k^\ast)]_{\ell_2}]^p].
\]

We decompose it into two parts, \( I \leq I_1 + I_2 \),
\[
I_1 := \mathbb{E}_z^{1/p}[[\sum_{k=1}^{n} [A_k]_{\ell_1 \ell_2} ([\bar{\varepsilon}(Z_k^\ast)]_{\ell_2} - \mathbb{E}_z[[\bar{\varepsilon}(Z_k^\ast)]_{\ell_2}])]^p],
\]
\[
I_2 := \mathbb{E}_z^{1/p}[[\sum_{k=1}^{n} [A_k]_{\ell_1 \ell_2} \mathbb{E}_z[[\bar{\varepsilon}(Z_k^\ast)]_{\ell_2}]^p]]
\]

The term \( I_2 \) may be estimated as follows
\[
|I_2| \leq 2B \mathcal{C}_\varepsilon \mathbb{E}_z^{1/p}[[\sum_{k=1}^{n} [A_k]_{\ell_1 \ell_2}]^k|^p] V^{1/K}(z)
\]
\[
\leq \frac{2B \mathcal{C}_\varepsilon}{\sqrt{1-\rho}} \mathbb{E}_z^{1/p}[[\sum_{k=1}^{n} [A_k]_{\ell_1 \ell_2}^2]^p] V^{1/K}(z)
\]
\[
\leq \frac{2B \mathcal{C}_\varepsilon}{\sqrt{1-\rho}} \left\{ \sum_{k=1}^{n} \mathbb{E}_z^{1/2}[[A_k]_{\ell_1 \ell_2}] \right\}^{1/2} V^{1/K}(z)
\]
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Applying Burkholder’s inequality, see (Hall and Heyde, 1980, Theorem 2.10), Minkowski’s inequality and lemma 13 we obtain

\[
\mathbb{E}_x^p \left[ \left\| \sum_{k=1}^n [A_k]_{\ell_1 \ell_2}[\xi_k]_{\ell_2} \right\|^p \right] \leq (18 \sqrt{2p}) \mathbb{E}_x^p \left[ \left\{ \sum_{k=1}^n \left( [A_k]_{\ell_1 \ell_2} \right)^2 \left( \mathbb{E}_x [\varepsilon(Z_k^*)]_{\ell_2} - \mathbb{E}_x [\varepsilon(Z_k^*)]_{\ell_2} \right)^2 \right\}^{p/2} \right]
\leq 2\mathbb{C}_x (18 \sqrt{2p}) \left\{ \sum_{k=1}^n \mathbb{E}_x^2 \left[ \left\| [A_k]_{\ell_1 \ell_2} \right\|^p \right] \right\}^{1/2} V^{1/K}(z)
\]

Finally,

\[
\mathbb{E}_x^p \left[ \left\| \sum_{k=1}^n A_k \varepsilon(Z_k^*) \right\|_2 \right] \leq \mathbb{C}_{B,p} \left( \sum_{k=1}^n \mathbb{E}_x^2 \left[ \left\| A_k \right\|^p \right] \right)^{1/2} V^{1/K}(z).
\]

\[\square\]

**E.2. Proof of Theorem 4**

Define the following constraint on the step size

\[
\alpha_{\infty,p}^{(1)} := \alpha_{\infty,2p} \land \rho \land e^{-1} \land (2c_\alpha)^{-1},
\]

where \(\alpha_{\infty,2p}\) and \(\rho\) are defined in (88) and (6) respectively, and \(c_\alpha\) is from A 5. Let us re-state Theorem 4 as follows.

**Theorem 30** Let \(K \geq 32\) and assume UE I, A1, A2, and A3. For any \(2 \leq p \leq K/16\), any non-increasing sequence \((\alpha_k)_{k \in \mathbb{N}}\) satisfying \(\alpha_0 \in (0, \alpha_{\infty,p}^{(1)})\) and such that \(\alpha_k \equiv \alpha\) or A5 holds, \(z \in \mathbb{Z}, n \in \mathbb{N}, it holds

\[
\mathbb{E}_x^{1/p} \left[ \left\| J_n^{(0)} \right\| \right] \leq V^{3/K+9/(16p)}(z) \left\{ \begin{array}{ll}
C_{p}^{(f)} \alpha^{\sqrt{\log(1/\alpha)}} & \alpha_n \equiv \alpha, \\
C_{p}^{(d)} \alpha_n A_n \log(1/\alpha_n) & \text{under A5},
\end{array} \right.
\]

where the constants \(C_{p}^{(f)}, C_{p}^{(d)}\) are defined as

\[
C_{p}^{(f)} := C_{H,p}^{(f)} + C_{J,p}^{(1,f)}, \quad C_{p}^{(d)} := C_{H,p}^{(d)} + C_{J,p}^{(1,d)}.
\]

**Lemma 31** Under conditions of Theorem 30:

1. If the step sizes are constant \(\alpha_k \equiv \alpha\), then

\[
\mathbb{E}_x^{1/p} \left[ \left\| J_n^{(1)} \right\| \right] \leq C_{J,p}^{(1,f)} \alpha^{\sqrt{\log(1/\alpha)}} V^{2 + 1 + \frac{1}{4p}}(z),
\]

where \(C_{J,p}^{(1,f)}\) is defined in (109).

2. If the step sizes \(\alpha_k, k \in \mathbb{N}\), satisfy A5, then

\[
\mathbb{E}_x^{1/p} \left[ \left\| J_n^{(1)} \right\| \right] \leq C_{J,p}^{(1,d)} \sqrt{\alpha_n A_n} V^{2 + 1 + \frac{1}{4p}}(z),
\]

where \(C_{J,p}^{(1,d)}\) is defined in (111).
Lemma 32  Under conditions of Theorem 30:
1. If the step sizes are constant \( \alpha_k \equiv \alpha \), then
\[
\mathbb{E}_\mathbb{P} \left[ \left\| H^{(1)}_n \right\|^p \right] \leq C^{(f)}_{H,p} \alpha \sqrt{\log(1/\alpha)} V^{3 + \frac{9}{p(9)}}(z),
\]
where \( C^{(f)}_{H,p} \) is defined in (113).
2. If the step sizes \( \alpha_k, k \in \mathbb{N} \), satisfy A5, then
\[
\mathbb{E}_\mathbb{P} \left[ \left\| H^{(1)}_n \right\|^p \right] \leq C^{(d)}_{H,p} \alpha_n \sqrt{\log(1/\alpha_n)} V^{3 + \frac{9}{p(9)}}(z),
\]
where \( C^{(d)}_{H,p} \) is defined in (115).

Proof [Proof of Lemma 31] For the second term \( J^{(1)}_n \), solving the recursion in (36) yields the double summation:
\[
J^{(1)}_n = - \sum_{k=1}^{n+1} \alpha_k G_{k+1:n+1} \tilde{A}(Z_k) J^{(0)}_{k-1} = - \sum_{k=1}^{n+1} \sum_{j=1}^{k-1} \alpha_j G_{k+1:n+1} \tilde{A}(Z_k) G_{j+1:k-1} \bar{\varepsilon}(Z_j).
\]
Changing the order of summation gives
\[
J^{(1)}_n = - \sum_{j=1}^{n} \alpha_j \left\{ \sum_{k=j+1}^{n+1} \alpha_k G_{k+1:n+1} \tilde{A}(Z_k) G_{j+1:k-1} \right\} \bar{\varepsilon}(Z_j) = \sum_{j=1}^{n} \alpha_j S_{j+1:n+1} \bar{\varepsilon}(Z_j),
\]
where for \( j \leq n \) we have defined
\[
S_{j:n} := - \sum_{k=j}^{n} \alpha_k G_{k+1:n} \tilde{A}(Z_k) G_{j:k-1}.
\]

Fix a constant \( m \geq 1 \) (to be determined later), we can further rewrite \( S_{j+1:n+1} \) as
\[
S_{j+1:n+1} = - \sum_{k=j+1}^{j+m} \alpha_k G_{k+1:n+1} \tilde{A}(Z_k) G_{j+1:k-1} - \sum_{k=j+m+1}^{n+1} \alpha_k G_{k+1:n+1} \tilde{A}(Z_k) G_{j+1:k-1}
\]
\[
= G_{j+m+1:n+1} S_{j+1:j+m} + S_{j+m+1:n+1} G_{j+1:j+m}.
\]

Let \( N := \lfloor n/m \rfloor \). In these notations, we can express \( J^{(1)}_{n+1} \) as the sum of three terms:
\[
J^{(1)}_{n+1} = \sum_{j=1}^{(m-1)N} \alpha_j G_{j+m+1:n+1} S_{j+1:j+m} \bar{\varepsilon}(Z_j) + \sum_{j=1}^{(m-1)N} \alpha_j S_{j+m+1:n+1} G_{j+1:j+m} \bar{\varepsilon}(Z_j)
\]
\[
+ \sum_{j=(m-1)N+1}^{n} \alpha_j S_{j+1:n+1} \bar{\varepsilon}(Z_j).
\]
Denote \( \bar{C}_\varepsilon := \bar{C}_A \| \theta^* \| + \bar{C}_b \). By Lemma 13 for any \( 1 \leq q \leq K \),

\[
\mathbb{E}_x^\frac{1}{q}[\| \bar{\varepsilon}(Z_j) \|_q^q] \leq \bar{C}_\varepsilon V^{1/K}(z). \tag{101}
\]

Let us consider the first term \( T_1 \). By the Minkowski inequality, Lemma 13 and Lemma 28 (see the definition for \( C_{S,p} \) in (91))

\[
\mathbb{E}_x^{1/p}[\| T_1 \|_p^p] \leq \sqrt{\kappa Q} \bar{C}_\varepsilon C_{S,p} \sum_{k=1}^{m-1} \sum_{j=k+1}^{k+m} \mathbb{E}_x \left[ \left( \sum_{j=k+1}^{k+m} \alpha_i \right)^{1/2} \left( \sum_{j=k+1}^{k+m} \alpha_i \right)^{1/2} \prod_{j=k+1}^{n+1} \sqrt{1 - a\alpha_j V^{2/K}(z)} \right]
\]

\[
\leq \sqrt{\kappa Q} \bar{C}_\varepsilon C_{S,p} \sum_{k=1}^{m-1} \sum_{j=k+1}^{k+m} \alpha_i \prod_{j=k+1}^{n+1} \sqrt{1 - a\alpha_j V^{2/K}(z)} \tag{102}
\]

\[
\leq \sqrt{\kappa Q} \bar{C}_\varepsilon C_{S,p} \sum_{k=1}^{m-1} \alpha_i \prod_{j=k+1}^{n+1} \sqrt{1 - a\alpha_j V^{2/K}(z)} \leq C_1 \sqrt{m\alpha_{n+1} V^{2/K}(z)},
\]

where we have defined

\[
C_1 := 8a^{-2}\bar{C}_\varepsilon C_{S,p} \sqrt{\kappa Q}.
\]

Similar bound holds for \( T_3 \),

\[
\mathbb{E}_x^{1/p}[\| T_3 \|_p^p] \leq C_1 \sqrt{m\alpha_{n+1} V^{2/K}(z)}. \tag{103}
\]

The second term \( T_2 \) may be rewritten as \( T_{21} + T_{22} \), where

\[
T_{21} := \sum_{k=0}^{N-1} \sum_{i=1}^{m} \alpha_{km+i} S_{(k+1)m+i+1:n+1}^{(1)} G_{km+i+1:k+1} \bar{\varepsilon}(Z_{km+i}^*),
\]

\[
T_{22} := \sum_{k=0}^{N-1} \sum_{i=1}^{m} \alpha_{km+i} S_{(k+1)m+i+1:n+1}^{(1)} G_{km+i+1:k+1} \bar{\varepsilon}(Z_{km+i}^*) - \bar{\varepsilon}(Z_{km+i}^*).
\]

In the above, the set of r.v. \( Z_{km+i}^* \) is constructed for each \( i \in [1, m] \), with \( \{Z_{km+i}^*\}_{k=0}^{N-1} \) and the following properties

1. \( Z_{km+i}^* \) is independent of \( \tilde{Z}_{(k+1)m+i} := \sigma\{Z_{(k+1)m+i}, \ldots, Z_{n+1}\} \);
2. \( \mathbb{P}_x(Z_{km+i}^* \neq Z_{km+i}) \leq 2B_{V} \rho^m V(z) \); \tag{104}
3. \( Z_{km+i}^* \) and \( Z_{km+i} \) have the same distribution,

where \( B_{V}, \rho \) are defined in (6). The existence of the r.v.s \( Z_{km+i}^* \) is guaranteed by Berbee’s lemma, see e.g. (Rio, 2017, Lemma 5.1). We also exploit the fact that the V-uniformly ergodic Markov chains are a special instance of \( \beta \)-mixing processes. We control \( \beta \)-mixing coefficient via total variation distance; see (Douc et al., 2018, Theorem F.3.3).
To analyze $T_{21}$ we use Lemma 29

$$\mathbb{E}^{1/p}_z[||T_{21}||^p] \leq \sum_{i=1}^{m} \mathbb{E}^{1/p}_z \left[ \left\| \sum_{k=0}^{N-1} \alpha_{km+i} S_{(k+1)m+i+1:n+1} G_{km+i+1:(k+1)m+i} \mathbb{E} \left[ \mathbf{Z}_{km+i}^{(2)} \right] \right\|^p \right]$$

$$\leq C_{B,p} \sqrt{k_Q} \sum_{i=1}^{m} \left( \sum_{k=0}^{N-1} \alpha_{km+i}^2 \mathbb{E}^2_z \left[ ||S_{(k+1)m+i+1:n+1}||^p \right] \prod_{\ell=km+i+1}^{(k+1)m+i} (1 - a \alpha_\ell) \right)^{1/2} V^{1/K}(z)$$

$$\leq C_{B,p} \sqrt{k_Q} \sum_{i=1}^{m} \left( \sum_{k=0}^{N-1} \alpha_{km+i}^2 \mathbb{E}^2_z \left[ ||S_{km+i+1:n+1}||^p \right] \prod_{\ell=k+1}^{k+m} (1 - a \alpha_\ell) \right)^{1/2} V^{1/K}(z),$$

where $C_B$ is defined in (92). Applying Lemma 28 we may estimate the term in the brackets by

$$\frac{4(C_{S,p})^2}{a^2} \sum_{k=1}^{n+1} \alpha_k^2 A_{\ell:n+1} \prod_{\ell=\ell+1}^{\ell} \sqrt{1 - a \alpha_j} \prod_{j=\ell+1}^{\ell} (1 - a \alpha_j) V^{2/K}(z)$$

$$\leq \frac{4(C_{S,p})^2}{a^2} \sum_{k=1}^{n+1} \alpha_k^2 A_{\ell:n+1} \prod_{\ell=\ell+1}^{\ell} \sqrt{1 - a \alpha_j} \prod_{j=\ell+1}^{\ell} (1 - a \alpha_j) V^{2/K}(z)$$

$$\leq \frac{16(C_{S,p})^2}{a^2} \sum_{k=1}^{n+1} \alpha_k^2 A_{\ell:n+1} \prod_{\ell=\ell+1}^{\ell} \sqrt{1 - a \alpha_j} V^{2/K}(z).$$

Finally

$$\mathbb{E}^{1/p}_z[||T_{21}||^p] \leq C_2 \sqrt{m} \left( \sum_{k=1}^{n+1} \alpha_k^2 A_{\ell:n+1} \prod_{\ell=\ell+1}^{\ell} \sqrt{1 - a \alpha_j} \right)^{1/2} V^{2/K}(z),$$

where

$$C_2 := 4a^{-1} C_{B,p} C_{S,p} \sqrt{k_Q}.$$

For the term $T_{22}$ we use Minkowski’s inequality

$$\mathbb{E}^{1/p}_z[||T_{22}||^p] \leq \sqrt{k_Q} \sum_{i=1}^{m} \sum_{k=0}^{N-1} \alpha_{km+i} \mathbb{E}^1_z \left[ ||S_{(k+1)m+i+1:n+1}||^{2p} \right]$$

$$\times \prod_{\ell=km+i+1}^{(k+1)m+i} \sqrt{1 - a \alpha_\ell} \mathbb{E}^{1/2}_z \left[ ||\mathbf{Z}_{km+i} - \bar{\mathbf{Z}}_{km+i}||^{2p} \right].$$

Using definition of $Z_{km+i}^*$ and and the Cauchy-Schwartz inequality

$$\mathbb{E}^{1/(2p)}_z[||\mathbf{Z}_{km+i} - \bar{\mathbf{Z}}_{km+i}||^{2p}]$$

$$= \mathbb{E}^{1/(2p)}_z[||\mathbf{Z}_{km+i} - \bar{\mathbf{Z}}_{km+i}||^{2p}] 1 \{ Z_{km+i}^* \neq Z_{km+i} \}$$

$$\leq 2 \mathbb{E}^{1/(4p)}_z[||\mathbf{Z}_{km+i}||^{4p}] \mathbb{E}^{1/(4p)}_z[||Z_{km+i}^* - Z_{km+i}||^{4p}]$$

$$\leq 4C_\varepsilon B^{1/(4p)} \rho^{m/(4p)} V^{1/(4p)+1/K}(z),$$
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where we used (104). The last two inequalities, Lemma 28 and Lemma 24 imply
\[
\mathbb{E}_z^{1/p}[|T_{22}|^p] \leq 4C_\varepsilon B_V^{1/(4p)} \rho^m \sum_{k=1}^{n+1} \alpha_k \sum_{\ell=k+1}^{n+1} \alpha_\ell A_{\ell,n+1}^{1/2} \prod_{\ell=k+1}^{n+1} \sqrt{1 - a\alpha_\ell V^{1/(4p)} + 2/K(z)}
\]
and obtain
\[
\mathbb{E}_z^{1/p}[|J_{n+1}^{(1)}|^p] \leq 3C_1 \sqrt{m\alpha_{n+1}} V^{2/K(z)} + C_2 \sqrt{m} \left\{ \sum_{k=0}^{n+1} \alpha_k^2 A_{k,n+1} \prod_{\ell=k+1}^{n+1} \sqrt{1 - a\alpha_\ell V^{1/(4p)} + 2/K(z)} \right\}^{1/2} V^{2/K(z)}
\]
where
\[
C_3 := 8a^{-1} \kappa_Q^{1/2} C_{5,p} C_\varepsilon B_V^{1/(4p)}, \quad \bar{\rho} := \rho^{1/(4p)}.
\]
Bounds (102), (103), (105), (107) together imply
\[
\mathbb{E}_z^{1/p}[|J_{n+1}^{(1)}|^p] \leq 3C_1 \sqrt{m\alpha_{n+1}} V^{2/K(z)} + C_2 \sqrt{m} \left\{ \sum_{k=0}^{n+1} \alpha_k^2 A_{k,n+1} \prod_{\ell=k+1}^{n+1} \sqrt{1 - a\alpha_\ell V^{1/(4p)} + 2/K(z)} \right\}^{1/2} V^{2/K(z)}
\]
where
\[
C_4 := 2C_1 + 2\sqrt{c} C_2 / a + \sqrt{2\pi} C_3 / a^{3/2}
\]
and we took \( m \) such that
\[
\bar{\rho}^m \leq \sqrt{\alpha}, \text{ i.e. } m = \left\lceil \frac{1 \log(1/\alpha)}{2 \log(1/\bar{\rho})} \right\rceil.
\]
We obtain
\[
\mathbb{E}_z^{1/p}[|J_{n+1}^{(1)}|^p] \leq C_{J,p}^{(1,f)} \alpha \log^{1/2}(1/\alpha) V^{1/(4p) + 2/K(z)},
\]
where
\[
C_{J,p}^{(1,f)} := 2\sqrt{p} C_4 \log^{-1/2}(1/\rho).
\]
2. Assume that A5 is satisfied. Then we apply Lemma 25 and obtain
\[
\mathbb{E}_z^{1/p}[|J_{n+1}^{(1)}|^p] \leq C_5 \sqrt{m} \sqrt{\alpha_{n+1} A_{n+1}} V^{1/(4p) + 2/K(z)},
\]
where
\[
C_5 := (3C_1 + 2C_2 / \sqrt{a} + 4C_3 / a)(\sqrt{c} + 1)
\]
and
\[
m = \left\lceil \frac{1 \log(1/\alpha_{n+1})}{2 \log(1/\bar{\rho})} \right\rceil.
\]
In both cases, we have
\[
\mathbb{E}_z^{1/[\|J_{n+1}^{(1)}\|^p]} \leq \mathcal{C}^{(1,d)}_{j,p} \sqrt{\alpha_{n+1} \mathcal{A}_{n+1} \log(1/\alpha_{n+1}) V^{1/(4p)+2/K} (z),}
\]
(110)
where
\[
\mathcal{C}^{(1,f)}_{j,p} := 2 \sqrt{p} C_5 \log^{-1}(1/p).
\]
(111)

**Proof** [Proof of Lemma 32] To estimate \( H_{n+1}^{(1)} \) we rewrite it as follows
\[
H_{n+1}^{(1)} = - \sum_{\ell=1}^{n+1} \alpha_{\ell} \Gamma_{\ell+1,n+1} A(Z_{\ell}) J_{\ell-1}^{(1)}.
\]
Using Minkowski’s and Cauchy-Schwarz inequality,
\[
\mathbb{E}_z^{1/[\|H_{n+1}^{(1)}\|^p]} \leq \sum_{\ell=1}^{n+1} \alpha_{\ell} \mathbb{E}_z^{1/(2p)} [\|\Gamma_{\ell+1,n+1}\|^2] \mathbb{E}_z^{1/(4p)} [\|A(Z_{\ell})\|^4] \mathbb{E}_z^{1/(4p)} [\|J_{\ell-1}^{(1)}\|^4].
\]
We apply Theorem 1 to estimate \( \mathbb{E}_z^{1/(2p)} [\|\Gamma_{\ell+1,n+1}\|^2] \) and Lemma 13 to estimate \( \mathbb{E}_z^{1/(4p)} [\|A(Z_{\ell})\|^4] \). These bounds lead
\[
\mathbb{E}_z^{1/[\|H_{n+1}^{(1)}\|^p]} \leq \bar{C}_A C_{\text{st,2p}} \sum_{\ell=1}^{n+1} \alpha_{\ell} e^{-a/4} \sum_{k=\ell+1}^{n+1} \alpha_k \mathbb{E}_z^{1/(4p)} [\|J_{k-1}^{(1)}\|^4] V^{1/K+1/(4p)} (z).
\]
We again consider two cases:

1. \( \alpha_k \equiv \alpha \) for any \( k \in \mathbb{N} \). Then applying (108) we get
\[
\mathbb{E}_z^{1/[\|H_{n+1}^{(1)}\|^p]} \leq \mathcal{C}^{(1,f)}_{j,p} \bar{C}_A C_{\text{st,2p}} \alpha^2 \log^{1/2} (1/\alpha) \sum_{k=1}^{n+1} e^{-\alpha a(n-k+1)/4 V^{3/K+9/(16p)} (z)}.
\]
This expression may be simplified. We come to the inequality
\[
\mathbb{E}_z^{1/[\|H_{n+1}^{(1)}\|^p]} \leq \mathcal{C}^{(f)}_{H,p} \alpha \sqrt{\log(1/\alpha)} V^{3/K+9/(16p)} (z),
\]
(112)
where
\[
\mathcal{C}^{(f)}_{H,p} := 8 \mathcal{C}^{(1,f)}_{j,p} \bar{C}_A C_{\text{st,2p}} / a.
\]
(113)

2. Assume A5, then we use (110) and inequality \( e^{-x} \leq 1 - x/2 \) valid for \( 0 \leq x \leq 1 \),
\[
\mathbb{E}_z^{1/[\|H_{n+1}^{(1)}\|^p]} \leq \mathcal{C}^{(1,d)}_{j,p} \bar{C}_A C_{\text{st,2p}} (1 + c_{\alpha} \alpha_{(2)}^{(2)} \sqrt{\log(1/\alpha_{n+1})})
\]
\[
\times \sum_{k=1}^{n+1} \alpha_k e^{-a/4} \sum_{k=\ell+1}^{n+1} \alpha_\ell \sqrt{\alpha_k A_k} V^{3/K+9/(16p)} (z)
\]
\[
\leq \mathcal{C}^{(1,d)}_{j,p} \bar{C}_A C_{\text{st,2p}} (1 + c_{\alpha} \alpha_{(2)}^{(2)} \sqrt{\log(1/\alpha_{n+1})})
\]
\[
\times \sum_{k=1}^{n+1} \alpha_k \sqrt{\alpha_k A_k} \prod_{\ell=\ell+1}^{n} (1 - (a/8) \alpha_\ell) V^{3/K+9/(16p)} (z).
\]
Applying Lemma 25 we get
\[ \mathbb{E}_\pi \left[ \| H_{n+1}^{(1)} \|^p \right] \leq C_{H,p}^{(d)} \sqrt{\alpha_{n+1} A_{n+1}} \sqrt{\log(1/\alpha_{n+1})} V^{3/(K+9/\alpha_p)}(z), \]

where
\[ C_{H,p}^{(d)} := 16 C_{J,2p}^{(1,d)} \bar{C}_A C_{\text{st},2p}(1 + c_{\alpha}(2)) a. \]

Appendix F. Temporal-Difference Learning

We preface the proof by a well-known elementary sufficient condition for a matrix \(-A\) to be Hurwitz. We give the proof for completeness.

**Lemma 33** Let \( A \) be a \( d \times d \) matrix. Assume that for all \( x \in \mathbb{R}^d, x^T A x > 0 \), then for any \( \ell \in \{1, \ldots, d\} \), \( \text{Re} \lambda(\ell) > 0 \), where \( \lambda(\ell) \), \( \ell \in \{1, \ldots, d\} \) are the eigenvalues of \( A \).

**Proof** Fix \( \ell = 1, \ldots, d \) and let \( \lambda = \lambda(\ell) = \mu + i\nu \) and \( z = x + iy \) be the eigenvector of \( A \) corresponding to \( \lambda \). Then
\[ (A - \lambda I)(x + iy) = (A - \mu I)x + \nu y + i(-\nu x + (A - \mu I)y) = 0. \]

This implies that
\[ \begin{cases} x^T (A - \mu I)x = -\nu x^T y \\ y^T (A - \mu I)y = \nu y^T x. \end{cases} \]

Taking the sum of these equations we get \( x^T (A - \mu I)x + y^T (A - \mu I)y = 0 \), or
\[ \mu = \frac{x^T A x + y^T A y}{x^T x + y^T y} > 0. \]

Recall that,
\[ A = \sum_{\ell=0}^{\tau-1} \mathbb{E}_{\pi_0} [\psi(X_{\tau-1-\ell}) \{ \psi(X_{\tau-1}) - \gamma \psi(X_{\tau}) \}]^T, \]

for \( \tau \in \mathbb{N}^* \).

**Lemma 34** Assume \( M2 \). Then for any \( \ell = 1, \ldots, d \)
\[ \text{Re} \lambda(\ell) > 0. \]

**Proof** We show that \( x^T A x > 0 \) for any \( x \in \mathbb{R}^d \) and then apply Lemma 33. Fix \( x \in \mathbb{R}^d \) and denote
\[ \rho(\ell) = \mathbb{E}_{\pi_0} [x^T \psi(x_0) \psi^T(X_\ell)x] \left[ \mathbb{E}_{\pi_0} [x^T \psi(x_0) \psi(x_0)^T x] \right]^{-1}. \]
Then
\[ x^\top A x = \mathbb{E}_{\pi_0}[x^\top \psi(X_0)\psi(X_0)^\top x] \{ \sum_{\ell=0}^{\tau-1} (\lambda \gamma)^\ell (\rho(\ell) - \gamma \rho(\ell + 1)) \}. \]

The sum in the brackets could be rewritten as
\[ \sum_{\ell=0}^{\tau-1} (\lambda \gamma)^\ell (\rho(\ell) - \gamma \rho(\ell + 1)) = 1 - \gamma \left\{ (1 - \lambda) \sum_{\ell=1}^{\tau-1} (\lambda \gamma)^{\ell-1} \rho(\ell) + (\lambda \gamma)^{\tau-1} \rho(\tau) \right\}. \]

Since by the Cauchy-Schwartz inequality \(|\rho(\ell)| \leq 1\), we obtain
\[ \sum_{\ell=0}^{\tau-1} (\lambda \gamma)^\ell (\rho(\ell) - \gamma \rho(\ell + 1)) \geq 1 - \gamma \{ (1 - \lambda) \sum_{\ell=1}^{\tau-1} (\lambda \gamma)^{\ell-1} + (\lambda \gamma)^{\tau-1} \} = 1 - \gamma \{ (1 - \lambda)(1 - (\lambda \gamma)^{\tau-1})(1 - \lambda \gamma)^{-1} + (\lambda \gamma)^{\tau-1} \} = \frac{1 - \gamma}{1 - \lambda \gamma} \{ 1 - (\lambda \gamma)^\tau \}. \]

Finally,
\[ x^\top A x \geq \frac{1 - \gamma}{1 - \lambda \gamma} \{ 1 - (\lambda \gamma)^\tau \} \mathbb{E}_{\pi_0}[x^\top \psi(X_0)\psi(X_0)^\top x] > 0, \]

where we applied M.2.

**Lemma 35** Assume M.1. Then the Markov kernel \( P \) defined in (44), is irreducible and aperiodic.

**Proof** Recall that the Markov kernel \( P \) is irreducible if it admits an accessible small set. We are going to construct such set.

Since the Markov kernel \( Q \) is strongly aperiodic, it admits an accessible \((1, \varepsilon \nu)\)-small set \( C \) with \( \nu(C) > 0 \) (see (Douc et al., 2018, Definition 9.3.5)). Let us take \( \tilde{C} = X \times \cdots \times X \times C \) and check that it is accessible and small for \( P \). Note that, for \( k \geq \tau \),
\[ \mathbb{P}_{(x_{-\tau}, \ldots, x_0)}(Z_k \in \tilde{C}) = \mathbb{P}_{x_0}(X_{k-\tau} \in C) = Q^{k-\tau}(x_0, C). \]

Since \( C \) is accessible for \( Q \), for any \( x_0 \in X \) we can choose \( k \), such that \( Q^{k-\tau}(x_0, C) > 0 \), showing that \( \tilde{C} \) is accessible for \( P \). To check that \( \tilde{C} \) is small, note that for any \( D_1, \ldots, D_{\tau+1} \in \mathcal{X} \), and \((x_{-\tau}, \ldots, x_0) \in \tilde{C} \),
\[ P^{\tau+1}((x_{-\tau}, \ldots, x_0), D_1 \times \cdots \times D_{\tau+1}) = \int \prod_{k=0}^{\tau} Q(x_k, dx_{k+1}) \prod_{k=1}^{\tau+1} \mathbb{1}_{D_k}(x_k) \geq \int \prod_{k=0}^{\tau} Q(x_k, dx_{k+1}) \prod_{k=1}^{\tau+1} \mathbb{1}_{D_k \cap C}(x_k) \geq \varepsilon^{\tau+1} \prod_{k=1}^{\tau+1} \nu(D_k \cap C) \geq (\varepsilon \nu(C))^{\tau+1} \nu(\tilde{C} \times D_1 \times \cdots \times D_{\tau+1}) \]

where (a) follows from \((\tau + 1)\) applications of the fact that \( C \) is \((1, \varepsilon \nu)\) small for \( Q \) and
\[ \nu(\tilde{C}) = \prod_{k=1}^{\tau+1} \nu(D_k \cap C) / \nu(C). \]
Hence, \( \tilde{C} \) is \( (\tau + 1, (\varepsilon \nu(C))^{\tau+1} \nu_C) \)-small and accessible. This implies that the Markov kernel \( P \) is irreducible. To check that \( P \) is aperiodic, we first note that, due to (Douc et al., 2018, Lemma 9.3.3), there exists such \( n_0 \in \mathbb{N} \), that for any \( k \geq n_0 \), set \( C \) is \( (k, \varepsilon_k \nu) \)-small for \( Q \) with \( \varepsilon_k > 0 \). Hence, for any \( k \geq n_0 + \tau \),

\[
\inf_{x-\tau,0 \in \tilde{C}} P^k(x-\tau,0, \tilde{C}) = \inf_{x_0 \in C} P_{x_0} (X_{k-\tau} \in C) \geq \varepsilon_{k-\tau} \nu(C) > 0 ,
\]

yielding that the Markov kernel \( P \) is aperiodic. \( \blacksquare \)

**Lemma 36** Assume MI. For \( \tau \in \mathbb{N}^\ast \) let us set

\[
V(x_{0: \tau}) = \exp \left( c_0 \sum_{i=0}^{\tau-1} (i + 1) \tilde{W}^\delta(x_i) + \tilde{W}(x_{\tau}) \right) ,
\]

and \( W(x_{0: \tau}) := \log V(x_{0: \tau}) \), where \( c_0 \) is defined in (122). Then the Markov kernel \( P \) (see (44)) satisfies the drift condition

\[
P V(x_{0: \tau}) \leq e^{-c_P^W(x_{0: \tau}) V(x_{0: \tau})} \mathbf{1}_{\{ W(x_{0: \tau}) \geq \nu_{R_P} \}} + b P \mathbf{1}_{\{ W(x_{0: \tau}) < \nu_{R_P} \}} ,
\]

with the constants \( c_P, b_P, \) and \( \nu_{R_P} \) defined in (124). Moreover, for any \( R \geq 1 \) the sublevel sets \( \{ x_{0: \tau} : W(x_{0: \tau}) \leq R \} \) are \( (\tau + 1, (\varepsilon R \nu(C_R))^{\tau+1} \nu_{C_R}) \)-small, where the measure \( \nu_{C_R} \) is defined in (125).

**Proof** Let us introduce the function \( V_\beta(x_0, \ldots, x_{\tau}) = e^{\beta c \sum_{i=0}^{\tau-1} (i + 1) \tilde{W}^\delta(x_i) + \tilde{W}(x_{\tau})} \) where \( c \) is defined in (43) and \( \beta \in (0, 1/\tau) \) is a parameter to be chosen later. Then

\[
P V_\beta(x_{0: \tau}) = \int \cdots \int e^{\beta c \sum_{i=0}^{\tau-1} (i + 1) \tilde{W}^\delta(x_i)} e^{\tilde{W}(x_{\tau})} \mathbf{1}_{\{ \prod_{i=0}^{\tau-1} \delta_{x_i+1}(dx_i') \}} Q(x_{\tau}, dx_{\tau})
\]

\[
(a) \leq \int \cdots \int e^{\beta c \sum_{i=0}^{\tau-1} (i + 1) \tilde{W}^\delta(x_i)} \left( e^{-c \tilde{W}^\delta(x_{\tau})} \tilde{V}(x_{\tau}) + b \right) \left( \prod_{i=0}^{\tau-1} \delta_{x_i+1}(dx_i') \right)
\]

\[
= e^{\beta c \sum_{i=0}^{\tau-1} \tilde{W}^\delta(x_i)} e^{-(1-\beta c) \epsilon \tilde{W}^\delta(x_{\tau})} \tilde{V}(x_{\tau}) + b e^{\beta c \sum_{i=0}^{\tau-1} \tilde{W}^\delta(x_i)} V_\beta(x_{0: \tau}) + b e^{\beta c \sum_{i=0}^{\tau-1} \tilde{W}^\delta(x_i)} ,
\]

where (a) follows from UE 1. The next step is to show how to select \( \beta \) and \( \tilde{c} \) in order to ensure that

\[
e^{-\beta c \sum_{i=0}^{\tau-1} \tilde{W}^\delta(x_i)} e^{-(1-\beta c) \epsilon \tilde{W}^\delta(x_{\tau})} \leq e^{-\tilde{c} W_\beta^\delta(x_{0: \tau})}
\]

where \( W_\beta(x_{0: \tau}) = \log V_\beta(x_{0: \tau}) \). For this purpose, we first notice that, we have

\[
W_\beta^\delta(x_{0: \tau}) \leq \sum_{i=0}^{\tau-1} ((i + 1) \beta c \epsilon \tilde{W}^\delta(x_i) + \tilde{W}^\delta(x_{\tau})
\]

\[
= \frac{\sum_{i=0}^{\tau-1} (1 - \beta c) \epsilon ((i + 1) \beta c) \tilde{W}^\delta(x_i) + (1 - \beta c) \epsilon \tilde{W}^\delta(x_{\tau})}{(1 - \beta c) c}.
\]
Let us select $\beta = \beta_0$, where
\[
\beta_0 = \inf \{ \beta \in (1/(2\tau), 1/\tau) \mid (1 - \tau \beta)(\tau \beta c)^\delta \leq \beta \} .
\]
(121)

Then, setting $\tilde{c} = (1 - \tau \beta_0)c$, we get
\[
\tilde{c}W(x_0; r) \leq \beta_0 c \sum_{i=0}^{r-1} W(x_i) + (1 - \tau \beta_0)cW(x_r) .
\]
Define now
\[
e_0 = \beta_0 c ,
\]
(122)

and put $V(x_0; r) = V_{\beta_0}(x_0; r)$, $W(x_0; r) = W_{\beta_0}(x_0; r)$. Then
\[
P V(x_0; r) \leq e^{-\tilde{c}W(x_0; r)}V(x_0; r) + b e_0 \sum_{i=1}^{r} iW(x_i) \\
\leq e^{-\tilde{c}W(x_0; r)}V(x_0; r) + b e_0 \tau W(x_r) .
\]
(123)

Let us fix $R_1 = \inf \{ r > 0 \mid r - (\tilde{c} + \tau_0)c^\delta - \ln b > 0 \}$. Note that, for $(x_0; r) \in \{ W(x_0; r) > R_1 \}$,
\[
b e_0 W(x_0; r) = e^{-\ln b + \tau_0 c^\delta} \leq e^{-\tilde{c}W(x_0; r)}V(x_0; r) .
\]

Hence,
\[
\left( e^{-\tilde{c}W(x_0; r)}V(x_0; r) + b e_0 \tau W(x_0; r) \right) \mathbf{1}(W(x_0; r) \geq R_1 \vee R_2) \leq 2e^{-\tilde{c}W(x_0; r)}V(x_0; r) \mathbf{1}(W(x_0; r) \geq R_1 \vee R_2) \\
\leq e^{-\tilde{c}/2}W(x_0; r) \mathbf{1}(W(x_0; r) \geq R_1 \vee R_2) ,
\]
where $R_2 = (2 \log 2/\tilde{c})^{1/\delta}$. Now (123) implies
\[
P V(x_0; r) \leq e^{-c_p W(x_0; r)}V(x_0; r) \mathbf{1}(W(x_0; r) \geq R_P) + b \mathbf{1}(W(x_0; r) < R_P) ,
\]
where we have defined
\[
c_p = \tilde{c}/2 = (1 - \beta_0 \tau)c/2, \quad b_p = \sup_{0 < r < R_1 \vee R_2} \{ e^{-\tilde{c}/2 + r} + b e_0 \tau^\delta \} , \quad R_P = R_1 \vee R_2 .
\]
(124)

Now let us define, for $R \geq 1$, the sublevel sets $C_R = \{ x \in X : \tilde{W}(x) \leq R \}$, $\tilde{C}_R = \{ x_0; r \in X^{r+1} : W(x_0; r) \leq R \}$. To check that $\tilde{C}_R$ is small, we proceed similarly to Lemma 35. For any $D_1, \ldots, D_{r+1} \in \mathcal{X}$, and $x_0; r \in \tilde{C}_R$,
\[
P^{\tau+1}(x_0; r, D_1 \times \cdots \times D_{r+1}) = \int \prod_{k=0}^{\tau} Q(x_{\tau+k}, dx_{\tau+k+1}) \prod_{k=1}^{\tau+1} I_{D_k}(x_{\tau+k}) \\
\geq \int \prod_{k=0}^{\tau} Q(x_{\tau+k}, dx_{\tau+k+1}) \prod_{k=1}^{\tau+1} I_{D_k}(x_{\tau+k}) \prod_{k=1}^{\tau+1} \nu(D_k \cap C_R) \\
\geq (\varepsilon_R \nu(C_R))^{\tau+1} \nu_{C_R}(D_1 \times \cdots \times D_{r+1}) ,
\]
where (a) follows from $(\tau + 1)$ applications of the fact that $C_R$ is $(1, \varepsilon_R \nu)$-small for $Q$ and
\[
\gamma_{C_R}(D_1 \times \cdots \times D_{r+1}) = \prod_{k=1}^{\tau+1} \nu(D_k \cap C_R)/\nu(C_R) .
\]
(125)

Hence, $\tilde{C}_R$ is $(\tau + 1, (\varepsilon_R \nu(C_R))^{\tau+1} \nu_{C_R})$-small for the Markov kernel $P$. ■