Application of the Kolmogorov-Smirnov test to CMB data: Is the universe really weakly random?

Sigurd K. Næss

Institute of theoretical Astrophysics, University of Oslo, P.O.Box 1029 Blindern, 0315 Oslo, Norway

Preprint online version: January 25, 2013

Abstract

A recent application of the Kolmogorov-Smirnov test to the WMAP 7 year W-band maps claims evidence that the CMB is “weakly random”, and that only 20% of the signal can be explained as a random Gaussian field. I here repeat this analysis, and in contrast to the original result find no evidence for deviation from the standard ΛCDM model.

Instead, the results of the original analysis are consistent with not properly taking into account the correlations of the ΛCDM power spectrum.
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1. Introduction

In astronomical data analysis, it is often useful to be able to test whether a set of data points follows a given distribution or not. For example, many analysis techniques depend on instrument noise being Gaussian, and to avoid bias, one must check that this actually is the case. There are many different ways in which two distributions can differ, and correspondingly many different ways to test them for equality. The simplest ones, such as comparing the means or variances of the distributions, suffer from the problem that there are many ways in which distributions can differ that they cannot detect no matter how many samples are available. For example, samples from a uniform distribution can easily pass as Gaussian if one only considers the mean and variance.

The popular Kolmogorov-Smirnov test (K-S test) resolves this problem by considering the cumulative distribution functions (CDF) instead: Construct the empirical CDF of the data points and find its maximum absolute difference from the theoretical CDF.$^{1}$

Due to the limited number of samples, the empirical CDF will be noisy, and the deviation is a random variable with its own CDF, which in the limit where the number of samples goes to infinity is given by

\begin{equation}
P(x < K) = F_{KS}(\sqrt{N_{\text{obs}}}K)
\end{equation}

with

\begin{equation}
F_{KS}(x) = 1 - 2 \sum_{i=1}^{\infty} (-1)^{i-1} e^{-2i^2x^2}.
\end{equation}

In contrast with the simplest tests, this test can detect any deviation in the distributions, but may require a large number of samples to do so, especially in the tails of the distribution.

Recently, a series of papers by Gurzadyan & Penrose (2010a,b, 2011) has applied this test to WMAP’s cosmic microwave background (CMB) maps, resulting in the remarkable claim that the CMB is “weakly random”, with only 20% of the CMB signal behaving as one would expect from a random Gaussian field. This result went on to be used in a much discussed series of papers (Gurzadyan & Penrose 2010a,b, 2011) claiming a strong detection of concentric low-variance circles in the CMB, which was taken as evidence for Conformal Cyclic Cosmology. Other groups failed to significantly detect the circles (Wehus & Eriksen 2010; Moss et al. 2011; Hajian 2010). The difference in significance was due different CMB models: Wehus & Eriksen (2010); Moss et al. (2011); Hajian (2010) used realizations of the best-fit ΛCDM power spectrum, while Gurzadyan & Penrose (2010b) used a “weakly random” CMB model.

Both in order to resolve this issue, and because a weakly random universe would be a strong blow against the ΛCDM model in its own right, it is important to test this result.

2. Method

Before applying the K-S test, one must be aware of its limited area of validity: Equation (1) requires an infinite number of independently identically distributed samples, while CMB maps actually consist of a limited number of correlated samples. However, both the correlations and number of samples can be compensated for, as we shall see.

2.1. Application of the K-S test to correlated data

Though the K-S test is not immediately applicable to a correlated data set, it is possible to perform an equivalent test on a transformed set of samples. The question we are trying to answer with the K-S test is “Do the samples follow the theoretical distribution?”. The truth or falseness of this is preserved if we apply the same transformation to both the samples and the distribution we test them against, and to be able to use the K-S test, the logical transformation to use is a whitening transformation, which results in an
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3. Does ΛCDM fail the K-S test?

With this in hand we can finally apply the K-S test on CMB data. Following Gurzadyan et al. (2011), we randomly pick 10,000 disks with a radius of 1.5 degrees from the WMAP 7 year W-band map (Jarosik et al. 2011), with the region within 30 degrees from the galactic equator excluded. Each disk contains on average 540 pixels, which are whitened using equation (5). A typical disk before and after the whitening operation can be seen in Fig. 3. After whitening, the values should follow the distribution N(0, 1) if our model is correct.

The histogram of resulting probabilities \( p_i = P(x < K_i) \) from of applying equation (5) to the hypothesis \( r \leftarrow N(0, 1) \) is shown in Fig. 4 together with the 68% and 95% intervals from 300 simulations. The data and simulations are consistent, and follow a uniform distribution as expected. The CMB map is fully consistent with ΛCDM + WMAP noise as far as the K-S test is concerned.

This is dramatically different from the curve found by Gurzadyan et al. (2011), which was strongly biased towards low values. Low values of \( P(x < K) \) would mean that the empirical CDF of the samples matches the theoretical one too well, i.e. even better than samples drawn directly from the theoretical distribution.

What could cause Gurzadyan et al. to get results so different from ours? One way biasing \( P(x < K) \) low is by basing the parameters of your test distribution on the values themselves. However, even without doing this, it is possible to get low values if the values used in the K-S test are correlated. This is also consistent with the presentation given by Gurzadyan et al. (2011) who apparently applied the K-S test directly to the raw samples \( d_i \), or equivalently, that they model the pixel values as coming from a 1-dimensional distribution. To check this, I repeated the analysis, this time using the theoretical distribution \( d \leftarrow N(\mu, \sigma^2) \), where \( \mu \) and \( \sigma^2 \) are the measured mean and variance of the samples in the disk. The result is also shown in Fig. 4. This time, the bias towards low values is clearly recreated.

It therefore seems likely that Gurzadyan et al.'s reported “weak randomness” is the result of not properly taking the CMB’s correlations into account. One is, of course, free to use whatever distribution one wants as the theoretical distribution in a K-S test, even a model where the CMB pixels are independently identically distributed, with no correlations at all. The problem lies in the interpretation of the test results. For Gurzadyan et al. (2011), the K-S test results are clearly not uniform, indicating that the chosen theoretical distribution has been disproven. However, Gurzadyan et al. then go on to create a set of simulations (linear combinations of 20% Gaussian and 80% static signal) that fail the test in the same way as the WMAP map does. But having two sets of samples fail the K-S test the
same way does not prove that they have the same properties. It simply means that the chosen test distribution was a poor choice.

4. Kolmogorov maps

While Gurzadyan et al.’s Kolmogorov statistics are biased by not taking the correlations into account, the approach of making sky maps of K-S test results introduced in Gurzadyan et al. (2009) is still an interesting way to search for regions of the sky that do not follow the expected distribution. Making an unbiased Kolmogorov map straightforwardly follows the procedure in Sect. 3 with the main difference being the selection of pixels. Instead of randomly selecting disks, we now systematically go through nside 16 pixels, using the 1024 nside 512 subpixels inside each one as the samples. These are then tested against $N(0, C)$ by whitening them via equation (3) and then comparing the whitened samples to $N(0, 1)$.

The result is the nside 16 map of $P(x < K)$ shown in Fig. 5. Regions that pass the test have a value uniformly distributed between 0 and 1, and we see that this applies to the CMB-dominated areas of the sky, while areas dominated by the galaxy fail the test as expected.

For comparison, Fig. 5 also includes the result of making the same map while ignoring correlations. In this case, the whole sky fails the test: The CMB-dominated areas are biased low, while the galaxy is biased high. This map is similar to the map in Gurzadyan et al. (2009), which is also too low outside the galaxy, and too high inside, which is, again, consistent with Gurzadyan et al. applying the K-S test directly to the raw samples.

5. Summary

The Kolmogorov-Smirnov test is a useful and general way of testing whether a data set follows a given distribution or not. However, it only applies to independently identically distributed samples. The CMB is strongly correlated, and thus not immediately compatible with the test. However, this can be resolved by the application of a whitening transformation, replacing the hypothesis $d \sim N(0, C)$ with the equivalent $C^{-1/2} d \sim N(0, 1)$. With this, we find that the $\Lambda$CDM passes the K-S test. This is incompatible with the original analysis by Gurzadyan et al. (2011), which claimed detection of an unknown non-random component making up 80% of the CMB based on the CMB failing the K-S test there. It turns out that this analysis did not take the CMB correlations into account, which we confirm by producing the same failure of the K-S test when we skip the whitening step. When the correlations are handled properly, there is no need for a weakly random universe.
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