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Abstract

Transfer Learning enables Convolutional Neural Networks (CNN) to acquire knowledge from a source domain and transfer it to a target domain, where collecting large-scale annotated examples is time-consuming and expensive. Conventionally, while transferring the knowledge learned from one task to another task, the deeper layers of a pre-trained CNN are finetuned over the target dataset. However, these layers are originally designed for the source task which may be over-parameterized for the target task. Thus, finetuning these layers over the target dataset may affect the generalization ability of the CNN due to high network complexity. To tackle this problem, we propose a two-stage framework called TASCNet which enables efficient knowledge transfer. In the first stage, the configuration of the deeper layers is learned automatically and finetuned over the target dataset. Later, in the second stage, the redundant filters are pruned from the fine-tuned CNN to decrease the network’s complexity for the target task while preserving the performance. This two-stage mechanism finds a compact version of the pre-trained CNN with optimal structure (number of filters in a convolutional layer, number of neurons in a dense layer, and so on) from the hypothesis space. The efficacy of the proposed method is evaluated using VGG-16, ResNet-50, and DenseNet-121 on CalTech-101, CalTech-256, and Stanford Dogs datasets. Similar to computer vision tasks, we have also conducted experiments on Movie Review Sentiment Analysis task. The proposed TASCNet reduces the computational
complexity of pre-trained CNNs over the target task by reducing both trainable
parameters and FLOPs which enables resource-efficient knowledge transfer. The
source code is available at: https://github.com/Debapriya-Tula/TASCNet.
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Pruning, Transfer Learning

1 Introduction

Deep CNNs have evolved as widely accepted machine learning algorithms for solv-
ing many real-world problems due to their ease of hierarchical feature extraction [1]
from raw input images. However, hand-designing a CNN for a specific problem is a
time-consuming task and also requires domain expertise [2, 3]. In recent years, the
problem of automatically learning the structure of CNNs, which is known as Neural
Architecture Search (NAS) (a sub-domain of Automated Machine Learning) [4] has
gained the attention of researchers. However, the NAS methods available in the liter-
ature are focused on finding better performing CNNs for popular image datasets such
as ImageNet [5], CIFAR-10/100 [6] which have a large number of training images.

Transfer Learning enables the utilization of pre-trained CNNs for transferring
knowledge learned from a source task to a target task [7]. Typically, the pre-trained
CNN layers are finetuned on the target dataset while transferring the knowledge from
one domain to another. It is worthwhile to note that these pre-trained CNN layers
were originally designed for the source task, which may not be appropriate for the
target task. Moreover, re-training the pre-trained model over the target dataset may
result in a high overfitting effect if the target dataset has fewer images.

This paper introduces a two-stage optimization framework that enables efficient
knowledge transfer from a source to a target task. Initially, the network hyperparam-
eters involved in the deeper layers (the top layers) of a pre-trained CNN are learned
w.r.t. the target task. Later, the CNN tuned in the first stage is utilized for pruning the
redundant filters. To perform the first step i.e., to automatically tune pre-trained CNN
layers w.r.t. the target dataset, we have used Bayesian Optimization [8]. In the second
stage, we prune the redundant filters that have similar weight values throughout the
network training.

2 Related Works

The ability of CNNs to extract hierarchical features enables them to transfer knowledge
from one domain to another. Transfer Learning is a popularly employed deep learn-
ing practice for domains such as medicine [9, 10], agriculture [11], medical [12], and
many more that have a limited amount of training data. Recently, an average-pooling-
based classifier has been proposed to detect and recognize breast cancer images. The

---
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Algorithm 1 Hyperparameter Tuning

Inputs: $\mathcal{M}$ (Pre-trained CNN), $\mathcal{H}$ (hyperparameters search space), Train$_{Data}$, Val$_{Data}$, Epochs (number of epochs for training proxy CNNs).

Output: A pre-trained CNN having suitable structure for target dataset for better image classification.

procedure Hyperparameter Tuning

Assume Gaussian Process (GP) prior on the objective $F$

Evaluate the objective function $F$ at initial $k_0$ points

$m = k_0$

while $i \in m + 1, \ldots, M$ do  \Comment{examine the hyperparameter search space}

Using the available data (prior) update the posterior distribution on $F$

Select the next point $x_i$ from $\mathcal{H}$ at which the acquisition function value is maximum

Evaluate and observe $y_i = F(x_i)$

end while

return $x_i$  \Comment{pre-trained CNN with target-dependant structure}

end procedure

The complexity of the base network (pre-trained CNN) is very high for a target task having a low number of training images when a pre-trained CNN is utilized for transfer learning. [13] proposed a new method for pruning network parameters in the transfer learning setting based on the Taylor expansion. The parameters that are less important for the target task are pruned to increase the generalization ability. A two-stage method is introduced in [14] to increase the generalization ability of a network using web data augmentation. Yosinski et al. [15] introduced a method to estimate the knowledge-transferring ability of each CNN layer.

Finding an optimal CNN architecture a.k.a Neural Architecture Search (NAS) for a given problem without human intervention has attracted researchers in recent years [4]. Before the evolution of NAS methods, Machine Learning (ML) algorithms were benefited by hyperparameter optimization [16, 17]. NAS methods require extensive computational resources along with search time for discovering desirable CNN architectures. To mention a few, a NAS method proposed by [18] explored 12,800 proxy (child) CNNs with the demand of 800 GPUs for 28 days. Similarly, NASNet [19] made use of 500 GPUs for about 4 days to train 20,000 child CNNs which were explored during the architecture search. Recently, a multi-objective NAS [20] is introduced, whose objective is to minimize both classification error on validation data and the large number of parameters involved in the network.

CNN pruning is another line of research that is aimed at removing redundant filters/neurons from a neural network to increase its generalization ability. CNN pruning can be performed in many ways such as introducing sparsity into the network parameters [21, 22], weight quantization-based pruning [23, 24], and filter pruning [25–27]. Especially, filter pruning is a generic method that enables network acceleration without the support of additional software and hardware. For example, the methods based on $\ell_1$-norm [28] and $\ell_1$-norm combined with capped $\ell_1$-norm are aimed at pruning convolutional filters.
For each layer, cosine similarity between filters belonging to the same filter pair is computed after each training cycle. In the diagram, a cuboid, \( i \) represents the collection of weights of the \( i^{th} \) filter over all the training epochs.

To re-use the knowledge learned from a source task, transfer learning is a better choice for obtaining competing performance with less data [29]. Re-training (finetuning) the last few layers of a pre-trained CNN over a target dataset yields comparable results over it. However, pre-trained or base CNN is originally proposed for the source data, which might not be relevant to the target data. A few attempts have been made in the literature to learn the deeper layers of a pre-trained CNN using the knowledge of a target dataset [30, 31].

In this direction, [30] showed that learning the configuration of the fully connected layers with the help of target data leads to better transfer learning ability. Later, [31], extended their previous work by proposing AutoTune which is aimed at learning suitable hyperparameters corresponding to the deeper layers of a pre-trained CNN. They have empirically shown that learning the target-aware deeper layers’ configurations improves the transfer learning performance. However, they have also reported that the AutoFCL and AutoTune methods produce more trainable parameters and FLOPs for CNNs such as ResNet-50 and DenseNet-121.

To achieve efficient knowledge transfer from a source task to a target task, we propose a two-stage framework called TASCNet. The hyperparameters involved in the deeper pre-trained CNN layers are learned by utilizing the target dataset in the first stage. Neural network pruning not only compresses the deep neural networks but also suggests better deep networks. This motivated us to prune redundant filters throughout the CNN re-training in the next stage. The key contributions of this research are as follows,

- A framework is proposed for reducing a pre-trained CNN’s capacity for target task.
- The hyperparameters in deeper layers of a pre-trained CNN are learned automatically.
- In the later stage, redundant filters are pruned to increase the model’s generalizability.
- Our transfer learning results are compared with the state-of-the-art.

## 3 Proposed Method

Tuning pre-trained CNN layers’ hyperparameters automatically for better transfer learning is formulated as a Bayesian Optimization problem. Here, we consider \( F \) as the objective function, and the goal of Bayesian Optimization is to find \( x^* \) which is
given as follows,
\[ x_\ast = \arg\max_{x \in \mathcal{H}} F(x) \]  \hspace{1cm} (1)

where the input \( x \in \mathbb{R}^d \) is a d-dimensional vector representing the hyperparameters and \( \mathcal{H} \) is the hyperparameter search space which is shown in Table 1. Finding the value of the objective \( F \) at any point in the given hyperparameter search space is an expensive operation. This value can be found by fine-tuning the weights involved in proxy CNN layers (with the hyperparameters explored during the architecture search) on the target dataset. The CNN layers with optimal hyperparameters configuration are denoted with \( x_\ast \). Therefore, the pre-trained CNN \( \mathcal{M} \) with the target-dependent CNN structure \( (x_\ast) \) is aimed at achieving the best classification performance on the validation data. After obtaining the target-specific CNN with the optimal structure of layers, the redundant filters in the CNN are pruned to increase the model’s generalization capacity. Next, we discuss how Bayesian Optimization is used to learn the target-aware CNN layers for better knowledge transfer.

### 3.1 Automatically Tuning the deeper layers of a pre-trained CNN

The primary objective of this paper is to increase the network’s generalization capacity over the target dataset which is achieved through two stages. In the first stage, the hyperparameters involved in the deeper layers of a pre-trained CNN are tuned automatically as depicted in Algorithm 1. Later, in the second stage, the redundant filters are pruned from convolutional layers to enable efficient knowledge inference. Algorithm 1 considers a pre-trained CNN \( \mathcal{M} \), hyperparameter space \( (\mathcal{H}) \), training data \( \text{TrainData} \) , held-out validation data \( \text{ValData} \), and the maximum number of epochs \( \text{Epochs} \) to train each child CNN explored during the hyperparameter tuning as input for tuning the pre-trained CNN layers automatically using Bayesian Optimization [8].

Bayesian Optimization is a popular approach adopted to tune the hyperparameters involved in deep ConvNets [17]. Bayesian Optimization Algorithm (BOA) is used to solve problems in which each function evaluation is expensive and there is no access to the gradients. So, typically BOA is employed to solve black-box optimization problems. BOA involves two steps in modeling the objective functions. Firstly, a Bayesian statistical surrogate model is utilized which is responsible for building an approximate for the objective function \( F \). In the second step, an acquisition function is involved to guide the Bayesian search by proposing the next best point. In this paper, we utilize Gaussian Processes (GP) [32] as the surrogate model and Expected Improvement (EI) as an acquisition function.

Algorithm 1 evaluates and observes the value of the objective at initial \( k_0 \) points (which is set to 20 in our experimental settings) that are chosen in a uniform manner. After observing the objective \( F \) at initial \( k_0 \) points, an optimal CNN with relevant hyperparameter configuration \( x^+ \) is the one for which the maximum validation accuracy \( F(x^+) \) is observed while finetuning over the target dataset. Now, we have to estimate the objective \( F \) at a new point \( x^1 \) i.e., \( F(x^1) \). At this point, the best objective value is either the previous best i.e., \( F(x^+) \) if \( F(x^+) \geq F(x^1) \) or \( F(x^1) \) if \( F(x^+) < F(x^1) \). Thus, the gain in the objective value is either \( F(x^1) - F(x^+) \), if \( F(x^1) \)
In each pruning iteration, the top 5% of the filter pairs with high similarity are chosen for optimization. During optimization, we improve the similarity between the filters by re-training the model using the custom regularizer. After optimization, the filter having a lower $\ell_1$-norm compared to the other filter in the same pair will be pruned.

$E_{k_0}(x) := E_{k_0}[F(x) - F(x^+)]$

$E_{k_0}$ denotes the expectation calculated under a posterior distribution given the function $F$ evaluations at initial $k_0$ points $x_1, x_2, ..., x_{k_0}$. The posterior probability distribution $F(x^1)$ given the previous function evaluations $F(x_{1:k_0})$ results in a multivariate normal distribution with mean $\mu_{k_0}(x^1)$ and variance $\sigma^2_{k_0}(x^1)$. The same can be presented as,

$F(x^1)|F(x_{1:k_0}) \sim Normal(\mu_{k_0}(x^1), \sigma^2_{k_0}(x^1))$

here, $\mu_{k_0}(x^1)$ and $\sigma^2_{k_0}(x^1)$ are computed using Equations 4 and 5, respectively.

$$\mu_{k_0}(x^1) = \sum_0^1 (x^1, x_{1:k_0}) \sum_0^1 (x_{1:k_0}, x_{1:k_0})^{-1} (F(x_{1:k_0}) - \mu_0(x_{1:k_0})) + \mu_0(x^1)$$

$$\sigma^2_{k_0}(x^1) = \sum_0^1 (x^1, x^1) - \sum_0^1 (x^1, x_{1:k_0}) \sum_0^1 (x_{1:k_0}, x_{1:k_0})^{-1} \sum_0^1 (x_{1:k_0}, x^1)$$

Expected Improvement (EI) is used in line 6 of Algorithm 1 to choose the next point to search from the hyperparameter space that results in a maximum gain in the EI.

$$x_{i+1} = \arg\max_{x \in \mathcal{X}} EI_i(x)$$

After each function evaluation, we update the posterior distribution using Eq. 3.
3.2 Pruning redundant filters

Even though the deeper layers of a pre-trained model are tuned and re-trained having access to the target dataset, the remaining pre-trained CNN layers are developed for the source task. This phenomenon limits the generalization ability of pre-trained CNN on the target task during the knowledge transfer from one task to another task due to over-parameterization. To tackle this problem, we consider the pre-trained CNN with an optimal hyperparameter configuration of CNN layers (learned in the first stage) to prune the redundant filters from the Conv layers in the next stage.

The objective of the second step is to make the CNN computationally more efficient without compromising the performance much. We can achieve this by pruning the redundant filters from the convolutional layers. The redundancy among the filters is determined using cosine similarity throughout network training. Very recently, [33] designed a filter pruning method based on the network training history. However, they have used the difference between the $\ell_1$ norms of filters as a metric to decide the redundancy between two filters. More concretely, the filter pairs having a similar $\ell_1$ norm value throughout the network training are chosen as the redundant filters. However, the filter’s $\ell_1$ norm does not take the order of filter elements (parameters) into consideration [33]. So, we propose a filter pruning method that uses the Cosine similarity between two filters throughout training. The abstract view of the pruning method is shown in Fig. 2. Our filter pruning method involves three sub-steps i) filter selection ii) optimization and iii) finetuning. An overview of the pruning algorithm is shown in Algorithm 2.

3.2.1 Filter Selection

In this stage, initially, we form filter pairs such that a filter in a pair has a high Cosine similarity with the other filter in the same pair. For instance, if a convolution layer has $n$ filters, we form $\binom{n}{2}$ filter pairs. In our experiments, we consider the convolutional layers which are having more than or equal to 256 filters (2048 in the case of ResNet-50) for pruning. For each convolutional layer, we calculate the similarity between the Conv filters that belong to the same filter pair. The cosine similarity between the two filters is computed as follows,

$$\cos(F_i, F_j) = \frac{F_i \cdot F_j}{||F_i|| \cdot ||F_j||}$$  \hspace{1cm} (7)

Throughout the model’s training, at every epoch, the filter parameters are collected and unrolled into column vectors. These column vectors, accumulated over the training epochs are concatenated which results in a single vector $F_i$. Consider a filter of dimensions $H \times W \times C$, where $H$, $W$, and $C$ represent the height, width, and number of channels, which is trained for $N$ epochs. Then the resulting vector will be of dimension $N \times H \times W \times C$ which is further used to calculate the cosine similarity. The pictorial representation of the filter selection process is shown in Fig. 1.

If two filters have a high cosine similarity, it means that the filters represent similar information and one of them is redundant. Our method computes the cosine similarity between the two filters throughout the training which helps to identify the filters that are redundant throughout the network training. Thus, after computing the cosine
Table 1 The hyperparameter search space considered for various convolutional neural network layers.

| Layer type     | Hyperparameters involved       | Hyperparameter values                  |
|----------------|--------------------------------|----------------------------------------|
| Convolution    | Convolution filter size        | {1, 2, 3, 5}                           |
|                | Stride                         | Always 1                               |
|                | #filters                       | {32, 64, 128, 256, 512}                |
| Max-pooling    | Filter size                    | {2, 3}                                 |
|                | Stride                         | Always 1                               |
| Fully Connected or Dense | #layers     | {1, 2, 3}                           |
|                | # neurons                      | {64, 128, 256, 512, 1024}              |
| Activation     | dropout factor                 | [0, 1] with offset 0.1                 |
|                | activation-type                | Sigmoid, TanH, ReLU, ELU, SELU         |

similarity for all pairs of filters, we choose the top $m\%$ of filter pairs with the highest cosine similarity. In the experiments, we prune 5\% of filters from the convolutional layers in each pruning iteration.

3.2.2 Optimization

Inspired by the two recent works [25, 33], we introduce an optimization step before filter pruning to decrease the information loss that will be incurred due to filter pruning. The regularizer aims at increasing the similarity between the filters belonging to each pair, which is computed using Eq. 9. This also helps in increasing the generalization ability of the network. During optimization, the model is fine-tuned using the weighted cross-entropy loss function [34] given as follows,

$$L'(y, \hat{y}) = \sum_{k=1}^{C} w_k (-y_k \log \hat{y}_k)$$

(8)

where $C$ is the number of classes, $y_k$ is ground truth and $\hat{y}_k$ is predicted label. Let $N_k$ be the number of training examples belong to the $k^{th}$ class, then the class weight $w_k$ for the $k^{th}$ class is computed as $w_k = \frac{1}{N_k}$.

The regularization term can be written as,

$$R = \exp \left( \sum_{F_i, F_j \in S} -\cos (F_i, F_j) \right)$$

(9)

here $S$ represents the set of filter pairs having high cosine similarity (which are selected for optimization). After adding the custom regularizer (given in Eq. 9) to the loss function shown in Eq. 8, the new objective function is given as follows,

$$W = \arg\min_{\mathbf{w}} \left( \sum_{k=1}^{C} w_k (-y_k \log \hat{y}_k) + R \right)$$

(10)
3.2.3 Pruning and Retraining:
The filter pairs having the high correlation are chosen in the filter selection step. After optimization, one of the filters from each pair is pruned. The filter in a pair with the least \( \ell_1 \)-norm is added to the set of filters to be removed [28]. During the filter selection step, some filters may appear more than once in the selected pairs, being paired up with different filters. Thus, they may be added to the set of filters to prune more than once. As a result, in most cases, the effective number of filters considered for pruning is lesser than 5% of the total filters in that convolutional layer.

Exception for ResNet-50: ResNet-50 contains skip connections which are merged into the main branch using an \textit{Add} layer. The output feature maps of the layers used for element-wise addition should have the same dimensional feature maps. Thus, to avoid any mismatch in the depth dimension, we ensure that exactly 5% of the filters are pruned from the convolutional layers (that have filters more than or equal to 2048). Let \( L_k^i \) be the \( k^{th} \) filter in the \( i^{th} \) convolutional layer and \( (L_1^i, L_7^i), (L_1^i, L_4^i) \) be two filter pairs chosen during the filter selection process. And consider \( L_1^i \) has a lower \( \ell_1 \)-norm compared to \( L_7^i \) and \( L_4^i \). To ensure the depth dimension compatibility, we choose \( L_4^i \) from the second pair for pruning whereas \( L_1^i \) is chosen from the first pair.

4 Search Space

Here, we discuss the search space used for hyperparameter tuning. The plain structured CNNs such as VGG-16 [35] and CNNs with skip connections such as ResNet-50 [3] and DenseNet-121 [36] are utilized to conduct the experiments. These models comprise various layers including convolutional layers, max-pooling layers, and dense layers. Various hyperparameters involved in these layers are tuned with the knowledge of the target dataset in the first stage of the proposed framework. It is observed from the literature that most of the CNNs [37, 38] have three fully connected layers that contain an output layer. Hence, we have chosen to search over the range \{1, 2, 3\} for the hyperparameter ‘number of layers’. We consider the search space as \{64, 128, 256, 512, 1024\} for the number of neurons hyperparameter. Each fully connected layer (except the output layer) is followed by a Batch Normalization layer and a Dropout [39] layer. The dropout factor [39] is tuned in the range \{0.1, 0.2, . . . 0.9\}. The hyperparameter search space for other layers like convolution and max-pooling is shown in Table 1.

5 Experimental Settings

This section describes the settings, such as the training details, CNNs used for tuning and pruning w.r.t. target dataset, and the datasets used to conduct the experiments.

5.1 Training Details

Training Proxy (Child) CNNs: The pre-trained CNN layers explored during the hyperparameter tuning in the first stage are trained using the Adagrad optimizer [45] for 50 epochs with the learning rate as \( 1.0 \times 10^{-2} \) using cross-entropy loss for image classification. Later, we decrease the learning rate by a factor of \( \sqrt{0.1} \) upon observing the degradation in the validation loss.
### Table 2: Summary of the CalTech-101, CalTech-256, Stanford Dogs, The 20 News Group and Movie Reviews Sentiment Analysis datasets.

| Dataset                  | # Images     | # Classes |
|---------------------------|--------------|-----------|
| CalTech-101               | Training: 7,316 Validation: 1,830 | 102       |
| CalTech-256               | Training: 24,485 Validation: 6,122 | 256       |
| Stanford Dogs             | Training: 16,464 Validation: 4,116 | 120       |
| The 20 News Group         | Training: 15,998 Validation: 3,999 | 20        |
| Movie Reviews Sentiment Analysis | Training: 28280 Validation: 7072 | 2         |

### Table 3: The optimal hyperparameter's configuration of CNN layers learned for better transfer learning using the proposed Efficient AutoTune framework which uses Bayesian Optimization for architecture search. The pre-trained CNN's layers are tuned automatically w.r.t. the target datasets CalTech-101, CalTech-256, and Stanford Dogs. Layers like pooling have no suggested hyperparameter changes for VGG-16, ResNet-50 and DenseNet-121.

| CNN      | Dataset | Convolutional Layers | Filter Size | # Filters | Activation | Dropout Factor | # Layers | # Neurons | Activation | Validation Accuracy |
|----------|---------|----------------------|-------------|-----------|------------|----------------|----------|-----------|------------|---------------------|
| VGG-16   | CalTech-101 | 2                     | [512, 256]  | ELU, SELU | 0.3, 0.4   | -               | -        | -         | -          | 92.66               |
|          | CalTech-256 | 1                     | [1024]      | SELU      | 0.4        | -               | -        | -         | -          | 81.47               |
| ResNet-50 | CalTech-101 | -                     | -           | -         | -          | -               | -        | -         | -          | 94.81               |
|          | CalTech-256 | -                     | -           | -         | -          | -               | -        | -         | -          | 83.6                |
| DenseNet-121 | CalTech-101 | -                     | -           | -         | -          | -               | -        | -         | -          | 96.25               |
|          | CalTech-256 | -                     | -           | -         | -          | -               | -        | -         | -          | 84.35               |

**Training details while Pruning CNNs:** From the target-aware pre-trained CNNs obtained in the first phase, filters are pruned to decrease the number of parameters and FLOPS. From VGG-16 and DenseNet-121, we prune filters from the convolutional layers having #filters greater than or equal to 256 to avoid possible loss of information on pruning layers having fewer #filters. For ResNet-50, we prune filters from the convolutional layers having #filters greater than or equal to 2048 due to the steep decrease in validation accuracy which we have observed empirically. Each pruning iteration involves re-training (optimizing) the model for 50 epochs with the custom loss function before pruning and retraining (finetuning) the model for 50 epochs after pruning the filters. The pruning process terminates when the difference between the
Algorithm 2 Similarity Based Filter Pruning

Inputs: $M$ (pre-trained CNN), Train\_Data, Valid\_Data, Epochs, Prune\_percentage

Output: $M'$ (A light-weight pre-trained CNN)

procedure FilterPrune
  Load $M$ (pre-trained CNN)
  $Curr\_Val\_Accuracy \leftarrow \text{Train}(M)$
  Let $Global\_Max\_Val\_Accuracy \leftarrow -\infty$  \hspace{1cm} $\triangleright$ Variable to keep track of the maximum validation accuracy
  \hspace{0.5cm} while $\text{Abs}(Global\_Max\_Val\_Accuracy - Curr\_Val\_Accuracy) \leq \text{Min\_Diff}$ do
    \hspace{1cm} if $Global\_Max\_Val\_Accuracy \leq Curr\_Val\_Accuracy$ then
      $Global\_Max\_Val\_Accuracy \leftarrow Curr\_Val\_Accuracy$ \hspace{0.5cm} $\triangleright$ Update the maximum validation accuracy
    \hspace{1cm} end if
    \hspace{1cm} $Filter\_Pairs \leftarrow \text{MakeFilterPairs}(M)$  \hspace{0.5cm} $\triangleright$ Make pairs of similar filters
    \hspace{1cm} Optimize($M$, $Filter\_Pairs$)  \hspace{0.5cm} $\triangleright$ Optimize the model with custom loss
    \hspace{1cm} $Pruned\_Model \leftarrow \text{DeleteFilters}(M, Filter\_Pairs)$ \hspace{0.5cm} $\triangleright$ Delete the redundant filters
    \hspace{1cm} $Curr\_Val\_Accuracy \leftarrow \text{Train}(Pruned\_Model)$ \hspace{0.5cm} $\triangleright$ Re-train the pruned model
    $M' \leftarrow Pruned\_Model$  \hspace{0.5cm} $\triangleright$ Update the model
  \hspace{1cm} end while
end procedure

| Deep CNN | Dataset | FC Layer | Convolution Layer | Validation Accuracy |
|----------|---------|----------|-------------------|---------------------|
| CNN-static | Movie Reviews Sentiment Analysis | 2 | [64, 512] | [RELU, RELU] | [0.9, 0.4] | - | - | - | - | 84.77 |

Table 4 The optimal hyperparameter's configuration of CNN layers learned for better transfer learning using the proposed Efficient AutoTune framework which uses Bayesian Optimization for architecture search.

maximum validation accuracy and the current iteration validation accuracy exceeds a threshold. In our experiments, this threshold was set to 0.02 for all the models.

5.2 Deep CNNs utilized for Tuning and Pruning

The proposed deep ConvNets from the literature can be classified into two kinds: viz, i) Chain-structured CNNs ii) CNNs containing skip-connections

Chain-structured (Plain) CNNs: The CNNs proposed during the early stage of deep CNNs [37, 38] follow a chain-structured hierarchy in which $n$ layers are stacked horizontally such that $i^{th}$ layer accepts the input from layer $i - 1$ and its output feature-map fed as input to layer $i + 1$. In this paper, we utilize VGG-16 to automatically tune the pre-trained CNN w.r.t. a target dataset, thereby pruning the redundant
| Dataset | Model | Method | Accuracy (in %) | Total Parameters (× 10⁶) | Trainable Parameters (× 10⁶) | Remaining FLOPs (× 10¹⁰) |
|---------|-------|--------|----------------|--------------------------|-----------------------------|--------------------------|
| CalTech-101 | VGG-16 | Traditional Transfer Learning | 90.92 | 134.6 | 14.45 | 204.43 (96%) |
| | | FCC [40] | 91.77 | 134.6 | 14.45 | 204.43 (96%) |
| | | AutoFCL [39] | 87.3 | 117.5 | - | - |
| | | AutoTime [3] | 92.72 | 14.715 | 14.45 | 204.43 (96%) |
| | | TASCNet-1 | 86.15 | 29.93 | 11.13 | 204.43 (96%) |
| | | TASCNet-2 | 89.43 | 14.25 | 5.67 | 87.42 (57.24%) |
| RosNet-50 | VGG-16 | Traditional Transfer Learning | 92.98 | 23.7 | 5.25 | 2.77 (0%) |
| | | FCC [40] | 80.15 | 23.481 | 5.25 | 2.52 (9.05%) |
| | | AutoFCL [39] | 92.0 | 26.561 | 4.21 | 2.52 (9.05%) |
| | | AutoTime [3] | 80.10 | 25.97 | 5.69 | 2.39 (13.72%) |
| | | TASCNet-1 | 89.25 | 25.97 | 5.99 | 2.39 (13.72%) |
| | | TASCNet-2 | 89.25 | 25.97 | 5.99 | 2.39 (13.72%) |
| DenseNet-121 | VGG-16 | Traditional Transfer Learning | 92.25 | 10.67 | 10.68 | 10.07 (98%) |
| | | FCC [40] | 80.14 | 20.87 | 11.35 | 10.09 (41%) |
| | | AutoFCL [39] | 85.8 | 19.08 | 12.43 | 9.96 (40%) |
| | | AutoTime [3] | 89.78 | 16.40 | 10.01 | 8.31 (17.28%) |
| CalTech-256 | VGG-16 | Traditional Transfer Learning | 94.61 | 135.3 | 14.45 | 204.43 (96%) |
| | | FCC [40] | 77.5 | 188.1 | - | - |
| | | AutoFCL [39] | 65.4 | 198.1 | - | - |
| | | AutoTime [3] | 77.19 | 27.692 | 14.45 | 204.43 (96%) |
| | | TASCNet-1 | 80.92 | 119.709 | 14.45 | 204.43 (96%) |
| | | TASCNet-2 | 82.21 | 114.63 | 11.14 | 163.54 (20%) |
| RosNet-50 | DenseNet-121 | Traditional Transfer Learning | 82.78 | 24.05 | 5.25 | 2.77 (0%) |
| | | FCC [40] | 80.14 | 25.843 | 5.25 | 2.77 (0%) |
| | | AutoFCL [39] | 82.99 | 25.843 | 5.25 | 2.77 (0%) |
| | | AutoTime [3] | 84.42 | 25.37 | 4.98 | 2.63 (5.05%) |
| | | TASCNet-1 | 84.03 | 24.50 | 4.49 | 2.38 (14.08%) |
| | | TASCNet-2 | 84.03 | 24.50 | 4.49 | 2.38 (14.08%) |
| Stanford Dogs | VGG-16 | Traditional Transfer Learning | 88.62 | 8.183 | 0.64 | 10.07 (99%) |
| | | FCC [40] | 81.6 | 8.183 | 0.64 | 10.07 (99%) |
| | | AutoFCL [39] | 83.43 | 8.183 | 0.64 | 10.07 (99%) |
| | | AutoTime [3] | 83.74 | 8.04 | 0.62 | 9.94 (4.27%) |
| | | TASCNet-1 | 82.04 | 7.77 | 0.55 | 8.77 (12.91%) |
| | | TASCNet-2 | 82.04 | 7.77 | 0.55 | 8.77 (12.91%) |
| RosNet-50 | Stanford Dogs | Traditional Transfer Learning | 83.97 | 141.7 | 14.45 | 204.43 (96%) |
| | | FCC [40] | 72.06 | 17.914 | 14.45 | 204.43 (96%) |
| | | AutoFCL [39] | 81.15 | 119.618 | 14.45 | 204.43 (96%) |
| | | AutoTime [3] | 82.5 | - | - | 163.544 (205%) |
| | | TASCNet-1 | 82.7 | 114.55 | 11.18 | 187.72 (9.17%) |
| | | TASCNet-2 | 82.7 | 114.55 | 11.18 | 187.72 (9.17%) |
| DenseNet-121 | CNN-static | Traditional Transfer Learning | 88.62 | 8.183 | 0.64 | 10.07 (99%) |
| | | FCC [40] | 81.6 | 8.183 | 0.64 | 10.07 (99%) |
| | | AutoFCL [39] | 83.43 | 8.183 | 0.64 | 10.07 (99%) |
| | | AutoTime [3] | 83.74 | 8.04 | 0.62 | 9.94 (4.27%) |
| | | TASCNet-1 | 82.04 | 7.77 | 0.55 | 8.77 (12.91%) |
| | | TASCNet-2 | 82.04 | 7.77 | 0.55 | 8.77 (12.91%) |

Table 5: Comparison of transfer learning results obtained using TASCNet with state-of-the-art methods in terms of classification accuracy, number of trainable parameters, and number of remaining FLOPs. Here, TASCNet-1, TASCNet-2 entries correspond to the top performing results in terms of accuracy and FLOPs reduction, respectively.

filters to increase the network’s generalization ability. Another class of CNNs has skip connections that allow a layer to accept input feature maps from more than one of their previous layers. For example, let us assume a CNN with \( n \) layers which is formally illustrated as \( \{ L_1, L_2, \ldots, L_{n-1}, L_n \} \). Here \( L_1, L_n \) be the input and the output layers of a CNN, respectively. To automatically tune the pre-trained CNNs and later prune the redundant filters, we used ResNet-50 and DenseNet-121.

CNNs containing Skip Connections: Another class of CNNs have skip connections which allow a layer to accept input feature maps from more than one of their previous layers.
5.3 Datasets

To justify the significance of the proposed method, we utilize three publicly available image datasets CalTech-101 [46], CalTech-256 [47], and Stanford Dogs [48]. The higher-level details of these datasets are shown in Table 2. The 20 News Group [49], Movie Reviews Sentiment Analysis [50] datasets are used as source and target datasets, respectively, to verify the robustness of the proposed method for NLP tasks.

6 Results and Discussions

The first stage proposed framework involves automatically tuning the hyperparameters involved in the deeper layers of a pre-trained CNN for a target dataset. We utilize the Bayesian Optimization [8] to tune the hyperparameters using the search space presented in Table 1. The procedure of this stage is described in Algorithm 1.

We have conducted experiments using VGG-16, ResNet50, and DenseNet121 on CalTech-101, CalTech-256, and Stanford Dogs datasets. The resulting structures of deeper layers after hyperparameter tuning are shown in Table 3. The original VGG-16 architecture contains 2 fully connected layers (excluding the output layer) each with 4096 neurons. Conventionally, the parameters corresponding to the last layer or last few layers are updated using the target dataset. We obtain 86.65% classification accuracy on CalTech-101 using traditional transfer learning. This is achieved by fine-tuning the target-independent CNN layers. After employing hyperparameter tuning for VGG-16 in the first stage, we observe that with 2 fully connected (FC) layers, one FC layer with 512 neurons, ELU activation, dropout rate of 0.3 and another FC layer with 256 neurons, SELU activation, dropout rate of 0.4 has achieved an improved accuracy of 92.66%. In the case of ResNet-50 and DenseNet-121, we can also observe the architectural changes in the convolutional layers.

The CNNs listed in Table 3 are designed to achieve SOTA performance on the ImageNet dataset. While the hyperparameter tuning stage of TASCNet has made some architectural changes, those changes are mostly limited to the fully connected layers or convolutional layers in some cases. In other words, the hyperparameters involved in the last few layers of a pre-trained CNN are learned using the target dataset. However, most of the other layers are designed for source dataset that may not be relevant to the target dataset. To address this problem, we prune the redundant filters from convolution layers in the second stage of TASCNet viz. the pruning stage.

In Table 5, we present a performance comparison of the proposed TASCNet method with state-of-the-art, including conventional transfer learning. We compare the proposed method results with the existing methods w.r.t. classification accuracy, the number of trainable parameters, and remaining FLOPS in the convolution layers from which the filters are pruned. We observe that over the CalTech-101 and CalTech-256 datasets, TASCNet performs better than the existing methods for VGG-16 and DenseNet-121. Whereas, for ResNet-50, our method achieves comparable results with AutoTune [31] on CalTech-101 and CalTech-256. However, for the fine-grained classification dataset, i.e., Stanford Dogs, the proposed TASCNet performs better in terms of validation accuracy and reduced total FLOPS, compared to other methods for both
VGG-16 and ResNet-50. For DenseNet-121, traditional transfer learning performs better.

To verify the efficacy of the proposed TASCNet method for NLP tasks, experiments are conducted for Movie Review Sentiment Analysis. Glove embeddings [51] are extracted for both the source and target datasets, which are considered as input to CNNs. The CNN-static model [52] is trained over “The 20 News Group” dataset [49], which is considered as the pre-trained model for further experiments. All layers of pre-trained CNN-static are fine-tuned on the Movie Review Sentiment Analysis dataset [50] except the embedding layer. Through this experiment, 83% accuracy is observed on the validation set. To compare the proposed method results with traditional transfer learning, hyperparameters of the CNN-static [52] are tuned w.r.t. target dataset, i.e., Movie Reviews Sentiment Analysis. The optimal hyperparameters learned are presented in Table 4. Later, the model with the learned hyperparameters is fine-tuned over the Movie Reviews Sentiment Analysis dataset. From table 4, we can observe that tuning the hyperparameters w.r.t. the target dataset leads to improved results (84.77%) compared to conventional fine-tuning. Finally, the fine-tuned model is considered as the pre-trained model to conduct pruning experiments. The TASCNet results of Movie Reviews Sentiment Analysis are compared with traditional fine-tuning in Table 5. It is evident from this table that TASCNet produces improved results compared to traditional fine-tuning with less storage (trainable parameters) and compute resources (FLOPs).

6.1 Advantages & Disadvantages of TASCNet

TASCNet’s superior performance, while having less number of FLOPS and trainable parameters than other methods, can be attributed to i) the efficient hyperparameter optimization over both convolutional layers and dense layers of a pre-trained CNN, ii) pruning the redundant filters. This enables better generalization ability of the CNN and ensures that the remaining filters take an active part in learning features essential for the target task. From Table 5, we can note that using the TASCNet method, better transfer results are achieved with fewer computations and memory requirements. However, the proposed method involves two-stage process to find optimal pre-trained CNN configuration for efficient transfer learning, which may be achieved in single stage in the near future.

7 Conclusion and Future Scope

This paper proposes a two-stage framework to find a lightweight pre-trained CNN for a given target dataset that allows resource-efficient knowledge inference. In the first stage, the hyperparameters involved in the top layers of a pre-trained CNN are automatically tuned with the knowledge of the target dataset. Later, in the second stage, we prune the filters that are redundant throughout training by pairing them based on cosine similarity. Using the proposed TASCNet method, we can reduce both trainable parameters and FLOPs required for transfer learning. Our empirical results show that the pre-trained CNN’s transfer learning ability is improved using this two-stage framework. We believe that these methods are best suited for applications where
quick inference plays a vital role. Pruning the less significant filters for the target task and fine-tuning specific filters may be a potential research direction. The proposed method can be extended by combining the current two stage approach to single stage so that human intervention can be minimized.
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