Optimised Features for Speaker Identification using Daubechies Wavelet based Variance Spectral Flux
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Abstract: An important application of speech processing is speaker recognition, which automatically recognizes the person speaking in an audio recording, basis of which is speaker-specific information included in its speech features. It involves speaker verification and speaker identification. This paper presents an efficient method based on discrete wavelet transform and optimized variance spectral flux to enhance the enactment of speaker identification system. An effective feature extraction technique uses Daubechies 40 (db40) wavelet to compress and denoised the speech signal by its decomposition into approximations and details coefficients at level 1. The approximation coefficients contain 99.9% of speech information as compared to detailed coefficients. So, the optimized variance spectral flux is applied on wavelet approximation coefficients which efficiently extract the frequency contents of the speech signal and gives unique features. The distance between extracted features has been obtained by applying traditional Bayesian information criteria. Experimental results were computed on recording data of 33 speakers (23 female and 10 males) for text independent identification of speaker. Evaluation of effectiveness of the proposed system is done by applying detection error trade-off curves, receiver operating characteristic, and area under curve. It shows 94.38% of speaker identification results when compared with traditional method using Mel frequency spectral coefficients which is 90.70%.
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1. INTRODUCTION

Speaker recognition is a process to determining identity of speaker’s from the utterance present in the database. Two basic steps of speaker recognition system are there i.e. speaker identification (SI) and another is speaker verification (SV). These systems are generally used
for person authentication as in biometric, in forensic labs for voice identification. Other applications related to security are transactions over Telephone, computer access control and banking access. In speaker identification system, features of a person is compared with all the speakers feature stored in a database and for speaker verification, the features of the speaker is compared only with its stored voice in a database. Over the past years, the performance of speaker recognition systems and speech and has improved efficaciously. The conventional approaches, like Gaussian mixture models and Hidden Markov model have attain high accuracies results on refine speech as compared to real innate speeches [1][2], resulting in degradation of their performance. To improve on and to minimize this drop in performance, this paper proposes to inflate the robustness of the speaker recognition system by feature matching techniques and extracting more robust features. Mel-frequency spectral coefficients (MFCC) [3] technique is used for speaker recognition tasks.

The paper is organised as follows. Second section defines the algorithms of feature extraction for detecting the unique features of speakers. Feature matching using Bayesian information criteria is presented in third section and fourth section illustrates the performance evaluation criteria. The proposed speaker identification system is discussed in section five. Section six illustrates and evaluates various experimental results including recognition tests. The final remarks are concluded in last section based on our findings.

2. FEATURE EXTRACTION ALGORITHMS

The objective of feature extraction is to reduce data and save memory space, transmission bandwidth and power by capturing the essential characteristics of speaker. Various algorithms for extracting features of speech signal are discrete wavelet transform(DWT), Variance spectral flux(VSF) and Mel Frequency Cepstral Coefficients (MFCCs).

Artificial Intelligence and machine learning can be employed in different domains like drug discovery [11-12], fraud prediction [13-14], cancer prediction [15-16], etc. Authors in [17-19] describe the security and privacy aspects of the information especially the sensitive attributes like location and user identification present in the datasets used for empirical studies, while some good works discusses the same issue for discrete point dataset used for publishing the user data publicly [20-21].
2.1 Discrete Wavelet Transform (DWT) for doing Speech Compression

Since 1990’s DWT has been extensively used to solve engineering problems due to its high frequency and time resolution property. It can examine a signal simultaneously in time-frequency domain. It also denoised the speech signal and improves its strength \[4\]. In the process of transforming wavelet, the signal (speech) is decomposed into successive levels of low and high frequency components. The low frequency components are known as approximations and high frequency components are details. When DWT is applied on speech signal, about 98% of its information lies in approximation coefficients as shown in Fig. 1.

![Fig. 1 Decomposition of speech signal using DWT to get noise free compressed signal](image)

So, it is used as a best compression technique in speech processing. The definition of wavelet transform is the inner product of a input signal \(x(t)\) and mother wavelet \(\psi(t)\) represented as:

\[
W_\psi x(m,n) = \frac{1}{\sqrt{m}} \int_{-\infty}^{\infty} x(t) \psi^* \left( t - \frac{n}{m} \right) dt,
\]

(1)

In above, mother wavelet is:

\[
\Psi_{m,n}(t)=\psi \left( \frac{t-n}{m} \right)
\]

(2)

Where, \(n\) and \(m\) are shift and scale parameters respectively. The DWT functions at level \(N\) and time location \(t_N\) can be expressed as:

\[
D_N(t_N) = x(t) \psi_m \left( \frac{t-t_N}{2^N} \right)
\]

(3)

Where, \(\psi_N\) is known as decomposition filter at frequency level \(N\) that scaled the output by a factor \(2^N\).
2.2 Variance spectral flux (VSF)

VSF feature extraction process flow diagram is shown in Fig. 2. The spectrum flux (SF) is the ordinary Euclidean norm of the Δ spectrum magnitude, and is as follows:

\[
SF = \|S_i - S_{i-1}\|_2 = \frac{1}{N} \left( \sum_{k=0}^{N-1} (S_i(k) - S_{i-1}(k))^2 \right)^{\frac{1}{2}}
\]  

(4)

Where \(S_i\) is the spectrum magnitude vector of frame and is defined as:

\[
S_i(k) = \left| \sum_{n=0}^{N-1} s(n + \frac{N_i}{2}) w(n) \exp \left( -\frac{2\pi kn}{N} \right) \right| \quad k \in [0, N-1]
\]  

(5)

Where \(s(n + \frac{N_i}{2})\) is audio data, \(N\) is the window size, \(w(n)\) and is the window function. In this case hanning window is used [5].

When equation (5) is applied on the frames of approximation coefficients obtained from DWT, it detects the variance in the frequency of speech signal.

2.3 Mel Frequency Spectral Coefficients (MFCC)

The most important part of speech processing is feature extraction to reduce the data size. Mel frequency cepstral coefficient is a common technique to extract features of speech signal in speaker identification system. Its performance degrades in noisy environment. The term Mel is a unit of pitch and an abbreviation of the word melody. The relation between linear frequency scale and mel scale is expressed as: \(f_{\text{mel}} = 2595\log(1+f/700)\). Coefficient calculation steps are as follows [6]:

1. Take the discrete fourier transform of(a windowed signal.

\[
h(n) = \begin{cases} 1, & 0 \leq n \leq N - 1 \\ 0, & \text{else} \end{cases}
\]  

(6)

\[
X(K) = \sum_{n=0}^{N-1} x(n) e^{-j2\pi nK/N}, \quad (0 \leq n, K \leq N - 1)
\]  

(7)
2. After converting the powers of the spectrum into mel scale, take its log as follows:
\[ L_M = \ln \sum |X(K)|^2 |H_M(K)|, \quad (0 \leq m \leq M) \]  
Finally coefficients of MFCC are obtained by taking discrete cosine transform of equation (8) and is shown in Fig. 3.
\[ c(n) = \sum L_M \cos \left( \frac{\pi n (m+\frac{1}{2})}{M} \right). \]  

![Compressed Signal and Output of Mel frequency Cepstral Coefficients](image)

Fig. 3 Compressed speech signal and its coefficient of MFCC

3. SPEAKER CLASSIFICATION USING BAYESIAN INFORMATION CRITERION

Many speaker classification algorithms were proposed in past for speaker identification. Widely used techniques are Bayesian information criteria, generalized likelihood ratio and cross likelihood ratio. In this research work, for doing speaker identification, delta Bayesian Information Criterion (BIC) is used to find distance between two speakers, which expand the log-likelihood penalized by the intricacy of the model [7]. We considered two speakers i and j of parameterized acoustic vectors of X_i and X_j of frame lengths N_i and N_j respectively, and with mean and standard deviation values μ_i, σ_i and μ_j, σ_j. On fusing the speaker’s features into
X, their mean and variance is $\mu$, $\sigma$ respectively with frame length N. The distance between two speakers is given as follows:

$$\Delta \text{BIC} = \frac{N}{2} \log |\sum X| - \frac{N_i}{2} \log |\sum X_i| - \frac{N_j}{2} \log |\sum X_j| - \lambda P$$

(10)

Where, $\lambda$ is a free design parameter and it depends on the data being modelled, its value is 10, $P$ is the penalty term, and is a function of the number of free parameters in the model.

$$P = \frac{1}{2} \left( d + \frac{1}{2} d(d + 1) \right)$$

(11)

### 4. PERFORMANCE EVALUATION CRITERIA

In this research work the speaker identification system performance is evaluated by two techniques to check whether a given speaker belongs to the specified database or not. During evaluation two types of errors were detected: missed detections and false alarms [8].

- Missed detection: Speaker is not attributed when speaker’s speech exists in the database.
- False alarms: Speaker is attributed when there is no speaker’s speech in the database.

#### 4.1 Receiver operating characteristic (ROC)

The ROC is a frequently used methodology to compare the performance of classifier in speaker recognition system. It is based on hit and error detection probabilities. The maximum value of ROC curve is 1 and minimum value is 0 on both axes. The horizontal axis represents false positive rate and perpendicular axis is for true positive rates. It can be calculated as [9]:

True positive rate (TPR) = \frac{\text{No. of outputs greater than or equal to threshold}}{\text{No. of one targets}}

(12)

False positive rate (FPR) = \frac{\text{No. of outputs greater than threshold}}{\text{No. of zero targets}}

(13)

The area under ROC curve is calculated as:

$$\text{AUC} = \left\{ \frac{0.5 \ast [TPR(2: \text{end}) + TPR(1: \text{end} - 1)] \ast}{[FPR(2: \text{end}) - FPR(1: \text{end} - 1)]} \right\}$$

(14)

The value of AUC will always lies in between 0 and 1.

#### 4.2 Detection Error Trade-off (DET)

In speaker recognition system, the performance of detection task is represented by DET curves. It involves the trade-off between two errors: missed speech and false alarm. The operating point at which two errors rates are equal is called equal error rate (EER). The performance of system
is determined by the value of EER. When the DET curve is closed to the origin, EER will be low, and then the quality of the system is improved [10].

5. Proposed Methodology

Speaker Identification system flow chart follows the same procedure of conventional identification system but with some alteration. The flow chart is shown in Fig.4. Based on the discrete wavelet transform, the audio signals were first enhanced and compressed in the ratio of 1:2 at level 1 using Daubechies 40 (db40) wavelet with energy of 99.9% (approx.). DWT based MFCC and VSF are used for extracting the features of compressed signal. Then BIC is used for speaker classification. The performance of proposed method was evaluated by ROC, DET and area under curve.

![Flow Chart](image)

Fig. 4 Proposed diagram of speaker identification system

6. EXPERIMENTS AND RESULTS

6.1 Database

The recordings of utterances of 33 speakers (23 females and 10 males) of 15-20 seconds were used in this research work. Recordings of 11 speakers were taken from Personal Digital
Assistant (PDA) speech dataset. In this dataset, the speech of various speakers was recorded by four small microphones mounted around a PDA. Remaining 22 recordings were taken by using mobile phone in MP3 format. Further these recordings were converted into .wav form to use it in MATLAB software. Sampling frequency of each recording is 44100Hz.

6.2 Results and Discussion
After doing the audio signal compression and framing, their features extraction is done by using MFCC and DWT based VSF with distance metrics delta BIC. For testing, the distance between speaker number 5 and all other 33 speakers is calculated using MFCC and BIC and shown in Fig. 5. It shows that when speaker 5 is compared with itself its value is negative otherwise its value is positive. Similar test is applied on our proposed method using DWT based VSF and BIC and its output is shown in Fig. 6. It also shows that the value of distance between two same speakers is negative and for different speakers is positive. The performance of proposed system shows that the dissimilarity measure is improved as compared to existing system.

![Distance between Speaker 5 and all the 33 Speakers](image)

*Fig. 5 Output (MFCC vs Distance Metric Delta BIC)*
Proposed algorithm performance for speaker identification system is weigh by traditional ROC curve. In this graph, true positive rate (miss speech rate) is plotted in function of the false positive rate (false alarm rate) for different cut-off points. The ROC curves for two techniques are shown in Fig. 7 and AUC for these curves are calculated using equation (14) and given in Table 1.

Fig. 6 Output (Distance Metric Delta BIC vs proposed algorithm)

Fig. 7 ROC curves for MFCC and proposed method using VSF
Proposed method performances can also be weighed by Detection Error Trade-off (DET) curves as shown in Fig. 8. It is a graph of two error rates: false alarm rate and miss rate, drawn on the x and y axis respectively.

![Fig. 8 DET curves for BIC with MFCC and VSF algorithm.](image)

The curve for BIC with DWT based VSF is close to the origin, so, it performs better. The equal error rate by using BIC with MFCC is 17.9487 and that of proposed method based on DWT is 10.3564. Table 1 compares the results attained by MFCC and proposed algorithm using ROC and DET. After the estimation of the area under the ROC curve, it is found that BIC with proposed method cover max. area of 94.38%.

| Algorithm       | Area under curve (%) | Equal Error Rate |
|-----------------|-----------------------|------------------|
| MFCC            | 90.70                 | 17.9487          |
| Proposed Method | 94.38                 | 10.3564          |

**7. CONCLUSIONS AND FUTURE SCOPE**

This research work, presents an efficient algorithm for the speaker identification system which is performed on recordings of independent speech of 33 speakers. For extracting the features
of speech signal of different speakers, proposed algorithm based on DWT and optimized VSF is applied. Initially Daubechies 40 (db 40) wavelet is used to compress and denoised the speech signal. Its approximation coefficient carries 99.9% of speech information on which optimized VSF is applied to extract its unique features. Moreover, for the classification of speakers, feature matching technique using traditional BIC classifier is applied. The system performance is evaluated by ROC curves, DET graphs and AUC. Their results are compared with traditional method using MFCC and observed that, AUC is increased and EER is reduced by using proposed method. Further research can be done on the classification of small utterances of length less than five seconds.
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