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Abstract: One-minute and five-minute Apgar scores are good measures to assess the health status of newborns. A five-minute Apgar score can predict the risk of some disorders such as asphyxia, encephalopathy, cerebral palsy and ADHD. The early prediction of Apgar score before or during birth and ranking the risk factors can be helpful to manage and reduce the probability of birth producing low Apgar scores. Therefore, the main aim of this study is the early prediction of the neonate 5-min Apgar score before or during birth and ranking the risk factors for a big national dataset using big data analytics methods. In this study, a big dataset including 60 features describing birth cases registered in Iranian maternal and neonatal (IMAN) registry from 1 April 2016 to 1 January 2017 is collected. A distributed big data analytics method for the early prediction of neonate Apgar score and a distributed big data feature ranking method for ranking the predictors of neonate Apgar score are proposed in this study. The main aim of this study is to provide the ability to predict birth cases with low Apgar scores by analyzing the features that describe prenatal properties before or during birth. The top 14 features were identified in this study and used for training the classifiers. Our proposed stack ensemble outperforms the compared classifiers with an accuracy of 99.37 ± 1.06, precision of 99.37 ± 1.06, recall of 99.50 ± 0.61 and F-score of 99.41 ± 0.70 (for confidence interval of 95%) to predict low, moderate and high 5-min Apgar scores. Among the top predictors, fetal height around the baby’s head and fetal weight denote fetal growth status. Fetal growth restrictions can lead to low or moderate 5-min Apgar score. Moreover, hospital type and medical science university are healthcare system-related factors that can be managed via improving the quality of healthcare services all over the country.
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1. Background

The Apgar score has been measured at 1 and 5 min after birth for neonates, and they are good predictors of birth outcome [1,2]. Apgar score ranges from 0 to 10 points, and its higher values are more desired. The Apgar scores have been considered as standardized, effective and convenient assessments for newborn infants, with widespread application by obstetricians.

An Apgar score of 7 or higher shows that the newborn has good to excellent health situations. Low Apgar scores at 5 min after birth have been diagnosed as an important risk factor poor survival for neonates [3], birth asphyxia [4] and ADHD [5].

Moreover, previous studies have shown that neonates having low 1-min or 5-min Apgar scores have been more likely to have a low IQ score [6]. Other previous studies have
demonstrated that the developmental vulnerability at 5 years old is associated with a 5-min Apgar score [7].

To reduce neonate morbidity and mortality, identifying high-risk newborns based on 1-min and 5-min Apgar scores has been recommended in order to provide the required and appropriate healthcare services.

The previous studies have shown that the newborn mortality rate has been highest for 5-min Apgar scores lower than 3 independent of gestational age [8].

Previous studies have focused on identifying the main risk factors resulting in poor Apgar scores [9–13]. Their aim has been recognizing the risk factors that are manageable during pregnancy and delivery in order to produce childbirth resulting in a higher Apgar score.

However, to the best of our knowledge, most previous studies have considered a few risk factors on a small dataset that is collected from a small geographical region. Many previous studies have focused on data collected from only one hospital or care-providing center.

In this study, our aim is to use a big data analytics method for predicting the neonatal 5-min Apgar score and ranking pregnancy, labor and fetal risk factors for a big national dataset.

The rest of the paper is organized as follows: Section 2 states related works, and Section 3 describes the methodology of this research. In Section 4, the results and findings are reported. Section 5 discusses about the main findings of this study. The concluding remarks are presented in Section 6.

2. Related Works

In this section, we will review the previously related studies for Apgar score prediction. For this purpose, the related works are considered from several aspects, including the analyzed dataset characteristics, analytical model and the considered features and risk factors.

2.1. Dataset Characteristics Used in the Previous Studies

A previous study has conducted a case–control study in which the data have been collected from the obstetric discharge records for 1985-89. The dataset has included 939 newborns with Apgar scores lower than 7 and 2817 newborns with 1-min Apgar scores of 7 or higher [14].

Suka et al. considered 102 birth cases and 204 control cases producing full-term deliveries at a Japanese hospital. They have divided cases into 1-min low Apgar score (<8) and high (≥8) score [15].

Dassah et al. performed a retrospective cross-sectional study of vaginal deliveries at a teaching hospital in Ghana from 1 January to 31 December 2009. They have classified 1-min and 5-min Apgar scores into very low (≤3) and not very low (>3) classes. [16].

A cross-sectional, institutional study has been conducted considering 3058 deliveries during 2014 and 2015 in Portugal to find risk factors for 1-min Apgar scores lower than 7 [10].

A previous study conducted a cross-sectional study on singleton 261 live births from March to May 2013. Data gathering has been performed from mother/newborn index using a structured and pre-tested questionnaire. They have tried to find risk factors for 5-min Apgar score lower than 7 [12].

Another study performed a retrospective, cohort study of 58,429 term singleton birth cases at a hospital in Australia in 2007–2013 to find important variables discriminating low (≤3) or moderate (4–6) and high (≥7) 5-min Apgar scores [13].

Knutzen et al. analyzed data describing 8759 neonates at a single UK teaching hospital between 23 June 2005 and 31 December 2009 to assess the association of some specific features on 5-min Apgar scores below 7 [17].
Menreiros et al. collected 552 birth cases for assessing the association between fetal heart rate and 1-min and 5-min Apgar scores [18].

Deliveries numbering 4556 at the Federal Teaching Hospital, Abakaliki, from 1 January 2016 to 30 June 2018 have been analyzed by Enze et al. to verify the association between the considered features and 1-min and 5-min Apgar scores lower than 7 [11].

A cross-sectional study has been performed by considering patient records for cesarean deliveries from 1 January 2016 to 30 December 2016 at a general hospital in Southern Ethiopia. They have focused on identifying the associated risk factors of 1-min poor Apgar scores ($\leq 7$) [19].

A retrospective study analyzing the maternal and neonatal clinical data of about 10,550 infants with gestational ages of 37 to 42 weeks of singleton pregnancies with vaginal delivery for January 2013 to July 2018 has been considered for identifying the risk factors of 1-min Apgar scores lower than 7 [20].

Another previous study has considered 4475 newborns producing an Apgar score higher than 3 and 154 newborns with a 1-min Apgar score lower than 3 [9].

2.2. Data Analytical Methods in the Previously Related Works

Some researchers have used statistical univariate and multivariate analyses for comparing the risk factors of different levels of Apgar scores [13,19]. Statistical multivariate analysis has been performed to find the association between risk factors and a low Apgar score [9].

Suka et al. performed multiple conditional logistic regression analyses on the input features for assessing the association between different risk factors with low Apgar scores [15].

Dassah et al. used binomial regression with a log-link function and population-attributable fractions for examining the association between risk factors and low Apgar scores [16].

Logistic regression has been used for investigating the predictive power of the considered features to predict occurring low Apgar scores as an adverse outcome [12,13,17,20].

Medeiros et al. used multivariate linear regression models for predicting the Apgar score from the input variables [18].

Enze et al. used elementary statistical analysis such as Student’s t-test and Pearson’s chi-squared test as well as the logistic regression method for assessing the effect of birth time on Apgar scores [11].

2.3. The Considered Predictors and Risk Factors in the Previous Studies

Different features and risk factors have been considered in the previous studies for Apgar score analyses.

A previous study concluded that low fetal weight and gestational age less than 37 weeks are risk factors associated with low Apgar scores, but race has not shown significant relation with Apgar scores [14].

Suka et al. considered maternal characteristics and pregnancy complications for predicting Apgar scores for neonates [15].

Background descriptors, maternal history and the vital status of the baby at birth have been considered in a previous study. The association between the risk factors with very low Apgar scores has been investigated [16].

Costa et al. showed that different delivery teams illustrate significantly different impacts on Apgar scores [10].

Maternal demographics and pregnancy factors and socio-economic descriptors were examined to find their association with Apgar scores [13].

A previous study has identified non-vertex fetal presentation, prolonged labor, presence of meconium stained liquor, induced/augmented labor and low birth weight as the main risk factors associated with low Apgar scores [12].
Previous studies have assessed the importance of some predictors of adverse outcomes among term neonates including low 5-min Apgar scores [17]. Knutzen et al. investigated the impact of arterial pH and arterial base deficit (ABD) on Apgar scores, and they have shown that there has been no significant association [17].

Medeiros et al. evaluated and confirmed the predictive ability of intrapartum fetal heart rates on Apgar scores [18].

The association between different delivery times and low Apgar scores has been investigated, and no significant relation has been confirmed [11].

A previous study has shown that anesthesia type, type of surgery, occurring pre-term birth, maternal preeclampsia and maternal anemia have had significant associations with poor Apgar scores in cesarean deliveries [19].

Maternal education, maternal body mass index (BMI), gestational age, pathological pregnancy, a longer duration of the second stage of labor, forceps delivery or vacuum extraction, neonatal weight and gender, and meconium-stained amniotic fluid have been identified as independent risk factors for low Apgar scores [20].

Finally, the associations between maternal, delivery and neonatal features with low Apgar scores have been examined in a previous study. They have concluded that eclampsia, twin pregnancy, analgesia, preterm birth and cesarean delivery have been the risk factors of low Apgar scores [9].

2.4. Summarizing the Previous Studies and Comparing with Our Study

To the best of our knowledge, many previous studies have focused on identifying risk factors associated with low 1-min Apgar scores and fewer studies have considered 5-min Apgar score. However, according to previous studies, a 5-min Apgar score is an important measure showing some abnormalities and disorders for neonates after birth. Therefore, our main focus in this study is prediction and ranking the predictors of low, moderate and high 5-min Apgar scores.

Moreover, the size of our considered dataset is very large and to the best of our knowledge, it is one of the largest dataset analyzed for Apgar score analysis until now.

From the aspect of data analytics methods, most previous studies have used statistical univariate or multivariate analysis or regression models such as logistic regression, linear regression and conditional models. This study has a main difference with the previous studies reviewed in this study in that it uses a distributed big data analytics method based on machine learning models in this study to predict and find the most important predictors of low, moderate and high 5-min Apgar scores.

The features and predictors considered in this study for Apgar score prediction are a combination of maternal characteristics and history, fetal features and delivery descriptors, which include some different features compared to the considered features in previous studies.

The main novelties of our proposed method lie in several dimensions, including the following:
- Proposing a distributed big data analytics method for neonate Apgar score prediction;
- Proposing a distributed big data-feature ranking method for ranking the predictors of neonate Apgar score;
- Analyzing one of the biggest datasets for neonates Apgar score prediction;
- Analyzing different feature sets for Apgar score prediction.

3. Materials and Methods

The main steps of our research methodology are shown in Figure 1.

As shown by Figure 1, the distributed big data pipelines for Apgar score prediction and feature ranking include data understanding, data distributing and sampling, data preparation, distributed multi-level ensemble feature ranking, training the distributed classifiers and performance assessment. These steps are designed by considering the cross-industry standard process for data mining (CRISP-DM) methodology as the standard methodology that has been proposed for data mining and machine learning tasks.
3. Materials and Methods

The main steps of our research methodology are shown in Figure 1.

3.1. Data Understanding

In this study, a large dataset including about 1,431,597 birth cases, which is registered in the Iranian maternal and neonatal (IMAN) registry from 1 April 2016 to 1 January 2017, was collected. From these records, the instances having a gestational age more than 27 weeks and 6 days are used in this study for 5-min Apgar score predictions and feature ranking. Among the instances, 7949, 3380 and 1,404,294 instances have 5-min Apgar score less than 4, between 4 and 6 and more than 6, respectively.

Table 1 lists the information describing the dataset features including the feature code; feature description; whether the feature describes maternal (M), fetal (F) or delivery (D); and the type of the feature. We analyze 63 different features describing maternal and fetal characteristics and delivery properties.

The perinatal outcome of 5-min Apgar score is considered as the target variable. A 5-min Apgar score (AS) is discretized into low (AS ≤ 3), moderate (3 < AS < 7) and high (7 ≤ AS). Therefore, we have a multi-class classification task in this study in which 4 different classes were considered to correspond to different levels of discretized 5-min Apgar score. The discretization cut points are chosen based on previous studies [13].

Table 2 denotes the average of some numeric features for different classes of Apgar scores in our dataset.

As listed in Table 2, the average numbers of maternal age and birth number have not shown significant difference for birth with low, moderate or high Apgar scores. Gestational age, fetal weight and around the fetal head have lower average for instances with low or moderate AS compared to high AS. Moreover, the averages of the miscarriage numbers for low and moderate AS are higher than for high AS.
Table 1. Our data characteristics and features.

| Feature Code | Feature Description                                           | D/F/M | Feature Type |
|--------------|---------------------------------------------------------------|-------|--------------|
| F.01         | Pregnancy risk factors                                       | M     | Binary       |
| F.02         | Gestational diabetes                                         | M     | Binary       |
| F.03         | Maternal Cardiovascular disease                              | M     | Binary       |
| F.04         | Maternal other underlying diseases                           | M     | Nominal      |
| F.05         | Chronic hypertension                                         | M     | Binary       |
| F.06         | Fetal abnormality                                             | F     | Binary       |
| F.07         | Intervention during delivery                                 | D     | Binary       |
| F.08         | Intervention for episiotomy                                  | D     | Binary       |
| F.09         | Intervention for labor induction                              | D     | Binary       |
| F.10         | Intervention for making contractions stronger and more painful | D     | Binary       |
| F.11         | Intervention for using forceps or vacum                      | D     | Binary       |
| F.12         | IUGR                                                          |       | Binary       |
| F.13         | Preeclampsia or eclampsia                                    | M     | Binary       |
| F.14         | VDRL+                                                         |       | Binary       |
| F.15         | HIV+                                                          | M     | Binary       |
| F.16         | Previous infant death                                         | M     | Binary       |
| F.17         | Previous stillbirth                                           | M     | Binary       |
| F.18         | Type-1 or Type-2 Diabetes                                    | M     | Binary       |
| F.19         | Hepatitis B                                                  | M     | Binary       |
| F.20         | Chorioammoniotoitis                                          | M     | Binary       |
| F.21         | Drug or Alcohol addiction                                   | M     | Binary       |
| F.22         | Maternal smoking in the current pregnancy                    | M     | Binary       |
| F.23         | Fetal abnormality in nervous system                          | F     | Binary       |
| F.24         | Fetal cardiovascular abnormalities                            | F     | Binary       |
| F.25         | Fetal Musculoskeletal Abnormalities                          | F     | Binary       |
| F.26         | Fetal Chromosome abnormalities                                | F     | Binary       |
| F.27         | Fetal digestive system abnormalities                         | F     | Binary       |
| F.28         | Fetal urogenital abnormalities                                | F     | Binary       |
| F.29         | Fetal skin abnormalities                                     | F     | Binary       |
| F.30         | Placenta abruption                                           | F     | Binary       |
| F.31         | Meconium-stained amniotic fluid                              | F     | Binary       |
| F.32         | Irregular fetal heartbeat                                    | F     | Binary       |
| F.33         | Early rupture of the amniotic sac                            | F     | Binary       |
| F.34         | Risks or dangerous causes of delivery                        | F     | Binary       |
| F.35         | Maternal autoimmune disease                                  | F     | Binary       |
| F.36         | Epidural anesthesia                                          | D     | Binary       |
| F.37         | IVF in the current pregnancy                                 | F     | Numerical    |
| F.38         | Placenta accreta                                             | F     | Binary       |
| F.39         | Around the baby’s head                                       | M     | Binary       |
| F.40         | Number of the pregnancies                                   | M     | Numerical    |
Table 1. Cont.

| Feature Code | Feature Description                                      | D/F/M | Feature Type |
|--------------|----------------------------------------------------------|-------|--------------|
| F.41         | Number of the previous deliveries                        | M     | Numerical    |
| F.42         | Miscarriage number                                       | M     | Numerical    |
| F.43         | Gestational age                                          | M     | Numerical    |
| F.44         | Fetal weight (grams)                                     | F     | Numerical    |
| F.45         | Birth number                                             | M     | Numerical    |
| F.46         | Number of live children from the previous pregnancies    | M     | Numerical    |
| F.47         | Type of delivery (natural delivery or cesarean)          | D     | Binary       |
| F.48         | Cesarean main cause                                      | D     | Nominal      |
| F.49         | Medical science university operator the hospital          | D     | Nominal      |
| F.50         | Province                                                 | M     | Nominal      |
| F.51         | Hospital                                                  | D     | Nominal      |
| F.52         | Hospital type                                             | D     | Nominal      |
| F.53         | Fetal gender                                             | F     | Nominal      |
| F.54         | Maternal nationality                                     | M     | Nominal      |
| F.55         | Maternal education                                       | M     | Ordinal      |
| F.56         | Consanguinity with spouse                                | M     | Binary       |
| F.57         | City                                                      | M     | Nominal      |
| F.58         | Fetal height (cm.)                                       | F     | Numerical    |
| F.59         | Father nationality                                       | M     | Nominal      |
| F.60         | Maternal age                                             | M     | Numerical    |
| Target Variable | 5-min Apgar Score                                        | F     | Numerical    |

Table 2. The average of some numeric features for different classes of Apgar scores in our dataset.

| Feature                     | Average for Instances Having Low AS | Average for Instances Having Moderate AS | Average for Instances Having High AS |
|-----------------------------|-------------------------------------|------------------------------------------|--------------------------------------|
| Maternal age                | 29.78                               | 29.42                                    | 29.59                                |
| Gestational age             | 34.80                               | 34.60                                    | 38.41                                |
| Fetal weight                | 2308.56                             | 2285.48                                  | 3153.82                              |
| Around fetal’s head         | 20.13                               | 23.92                                    | 33.46                                |
| Number of pregnancies       | 2.49                                | 2.36                                     | 2.05                                 |
| Number of previous deliveries| 1.18                                | 1.01                                     | 0.83                                 |
| Miscarriage number          | 0.31                                | 0.36                                     | 0.22                                 |
| Birth number                | 1.03                                | 1.08                                     | 1.01                                 |

3.2. Data Distributing and Sampling

The number of data chunks in this study is 145. The instances belonging to high AS class are partitioned by random into equal-sized samples based on sampling without replacement methods. Each partition is considered as the instances of high AS class of an individual data chunk.

However, the numbers of instances having low and moderate AS are lower than 10% of the number of high AS instances. Therefore, they are chosen to contribute in data chunks based on sampling with the replacement method.
The number of the instances belonging to each class in every data chunk are the same for different classes. Therefore, the number of the instances of low AS class is equal to the number of the instances of moderate AS class and is the same as the number of the instances of high AS class for each data chunk. Using this method, data distribution per class is balanced for the individual data chunks.

The training set for each data chunk comprises all of its instances and its corresponding test set is all instances of another data chunk chosen randomly from the remaining data chunks.

3.3. Data Preparation

Data preparation in this study includes missing value imputation, dummy variable insertion and data normalization.

Since our dataset has a large number of instances, simple and fast missing value imputation methods are used in this study.

The features in this study are some binary, ordinal, numeric and nominal features. Missing values for ordinal and numeric features are replaced with the feature median because of its robustness against noise and outliers. Missing values of binary and nominal features are replaced with the mode (maximum frequency) of the feature.

Nominal features are converted into dummy binary variables in this study according to previously proposed methods [21].

The ordinal and numerical features are replaced with their normalized version based on the min-max normalization method, which has been proposed in previous studies [21]. Data normalization is performed to prevent the domination of the feature with a smaller range of variation with features having larger ranges of variation. The min-max normalization of the feature is computed by using Equation (1):

$$F_i = \frac{F_i - \min (F_i)}{\max (F_i) - \min (F_i)}$$

where $F_i$ is the ith input feature, and $\min (F_i)$ and $\max (F_i)$ show the lowest and highest values of the $F_i$ feature, respectively.

3.4. Distributed Multi-Level Ensemble Feature Ranking

Different feature ranking methods have been proposed in previous studies, which have been divided into filter-based, wrappers and embedded methods [22].

Filter-based feature scoring methods are fast and simple methods that do not rely on any classifier. They have high generalization ability but we can say nothing about their impact on improving the classifiers’ performance before training and evaluating the classifiers on the features selected based on filter methods. Different measures have been proposed and used for feature scoring in filter-based feature ranking methods, including dependency [23], distance [24], mutual information [25] and consistency [26] measures. In this study, a correlation between the feature and the class label as a common and popular dependency measure is used for filter-based feature ranking.

The linear correlation coefficients between pairs of features $F_p$ and $F_q$ are calculated using Equation (2):

$$\text{Corr}(F_p, F_q) = \sum \frac{(F_{i,p} - m_p)(F_{i,q} - m_q)}{\sqrt{\sum (F_{i,p} - m_p)^2 \sum (F_{i,q} - m_q)^2}}$$

where $F_{x,p}$ ($F_{x,q}$) indicates the xth row of the feature $F_p$ ($F_q$), and $m_p$ ($m_q$) denotes the average of feature $F_p$ ($F_q$), respectively. If two features $F_p$ and $F_q$ have low (high) correlation, $\text{Corr}(F_p, F_q)$ tends to zero ($-1$ or $+1$).

Wrappers evaluated different feature subsets as the input variables for training the classifiers [27]. Then, the performance of the classifier is compared based on their fed input
feature subsets. The feature subset leading to the best performance for the classifier is considered as the best feature set. Another method of feature scoring based on wrapper methods is using the mean decrease in accuracy as the feature scoring measure. Using this method, once the classifier is trained on all features, its accuracy is reported. With another method, the classifier’s accuracy is calculated when it is trained on all features excluding one. The difference between these two accuracies is considered as the importance score of the excluded feature. This method has no generalization ability because feature importance depends on the used classifier. Therefore, one feature may be very important for one classifier and not important for another one. However, for a specific classifier that is used to evaluated the feature score, it can be concluded which features have more importance.

Embedded feature scoring methods do not separate feature subset search and evaluation steps. They measure the importance of features during training the classifiers. Random forest [28] and gradient boosting classifier [29] are two ensemble classifiers that are used as embedded feature scoring methods too.

In this study, a combination of filter and wrapper feature selection methods is used. Moreover, embedded feature scoring methods are exploited too. Graph-based methods for the features are considered in the proposed method for feature scoring in this study as well.

The architecture of the proposed distributed multi-level ensemble feature ranking is shown in Figure 2.

As illustrated in Figure 2, different ensembles of feature selection methods are designed and used, including ensemble of filter-based (a), wrappers (b), embedded methods (c) and graph-based methods (d) for feature scoring.

Each step from a to d performs one module of feature selection for each data chunk $i$ for $1 \leq i \leq p$. Correlation-based feature scoring is performed in the substeps of a.1–a.p. Wrappers with the feature ranking based on mean decrease accuracy (MDA) are applied on data chunks in the substeps of b.1–b.p. For this purpose, the body classifiers of the wrapper feature selection methods are DT, LR and SVM. Step c uses embedded feature selection methods including GBC and RF for each data chunk separately and then combines their

Figure 2. The architecture of our proposed distributed multi-level ensemble feature ranking method.
results in the corresponding ensemble method. Finally, a graph-based method for ranking the features is used in the substeps of d.1–d.p.

A graph-based method for each substep of d.i for $1 \leq i \leq p$ is performed as the following steps:

- Three graphs $G_{Li}, G_{Mi}$ and $G_{Hi}$ are constructed for data chunk, in which the nodes are features $\{F_1, F_2, \ldots, F_m\}$, where $m$ is the number of input features in this study. An edge between $F_u$ and $F_v$ with weight of $w_{u,v}$ is drawn where $w_{u,v}$ denotes the similarity between the columns of $F_u$ and $F_v$ in data chunk $i$. The columns of $F_u$ in $G_{Li}, G_{Mi}$ and $G_{Hi}$ consist of all instances of data chunk $i$ belonging to class low, moderate and high AS, respectively.
- The similarity between two columns in a data chunk is calculated based on the cosine-similarity measure, as described by Equation (3):

$$\text{cosine similarity}(r_a, r_b) = \frac{\sum_{i=1}^{m} (F_{ai} \cdot F_{bi})}{\sqrt{\sum_{i=1}^{m} F_{ai}^2} \sqrt{\sum_{i=1}^{m} F_{bi}^2}}$$  \hspace{1cm} (3)

where $r_a$ and $r_b$ are the $a$th and $b$th instances. $r_a = \{F_{a1}, F_{a2}, \ldots, F_{am}\}$ and $r_b = \{F_{b1}, F_{b2}, \ldots, F_{bm}\}$ where $F_{ji}$ is the $i$th feature of the $j$th instance.
- The edges having weights lower than the first quartile of the weights’ matrix are removed.
- For each node $F_u$, its corresponding centrality measures in $G_{Li}, G_{Mi}$ and $G_{Hi}$ are calculated, and their pairwise distance is calculated, and the average of the pairwise distances is considered as the $F_u$ importance score.

Node degree is the number of its adjacent edges. Betweenness centrality for graph nodes has been introduced by Bavelas [30] and is calculated as Equation (4). If a node lies in many shortest paths between pairs of nodes, its Betweenness centrality will be high. Nodes with high Betweenness centrality are bridges for information flow.

$$\text{Betweenness}(v_i) = \sum_{j<k} \frac{\text{number of the shortest paths between } v_j \text{ and } v_k \text{ passing } v_i}{\text{number of the shortest paths between } v_j \text{ and } v_k}$$  \hspace{1cm} (4)

Node closeness centrality measures the reciprocal of the sum of the length of the shortest paths between the node and all other nodes in the graph.

Node Eigen vector centrality is higher when the node is pointed to by many important nodes.

The clustering coefficient of a node is calculated with Equation (5).

$$\text{clusteringCoefficient}(v_i) = \frac{\text{number of triangles connected to } v_i}{\text{number of triples centered around } v_i}$$  \hspace{1cm} (5)

After completing the steps of a–d, the final feature ranking is performed in step e. For this purpose, the average and standard deviation of each group of the feature selection methods, which have performed on different data chunks, are calculated. The scores having higher standard deviations than a predefined threshold are excluded. The remaining scores are averaged again for each feature, and its final score is derived.

3.5. Training the Distributed Classifiers

In this study, a distributed ensemble of the classifiers trained on data chunks is shown in Figure 3.

As shown by Figure 3, each data chunk is used as the training set for one decision tree (DT), one logistic regression (LR), one gradient boosting classifier (GBC) and one support vector machines (SVM). Steps a–i, b–i, c–i, d–i and e–i show DT, LR, GBC and SVM trained on the $i$th data chunk, respectively, for $1 \leq i \leq 145$. Since we have $p = 145$ data chunks, 145 DT, 145 LR, 145 GBC and 145 SVMs are trained.
Figure 3. The architecture of our proposed distributed ensemble classifiers for Apgar score prediction.

Then, ensembles of different combinations of the same-type classifiers are constructed in steps f.1, f.2, f.3, f.4 and f.5. Each time, the classifiers trained on two-thirds of all data chunks considered as a combination of the classifiers in an ensemble. For example, during first time, the classifiers trained on the data chunks 1–97 are considered. The ensembles are aggregated in step f.6 based on three different aggregation rules, including majority voting, weighted voting and vote-boosting, and the aggregated classifiers are constructed in step f.7.

For weighted voting, the accuracy of each classifier on a random data chunk as its test set is considered. Vote-boosting as an aggregation strategy assigns weights to the instances based on the degree of the agreement or disagreement among its assigned labels by the base classifiers in the ensemble. Previous studies have demonstrated that vote-boosting has the ability of robustness to label noise [31].

Their performance is evaluated in step f.8 by applying them on the remaining 48 data chunks that are not considered for training any classifier in steps f.1–f.5. The best combination and best aggregation rule are considered for the final classification of data in step f.9.

3.6. Performance Assessment

The performance of the classifiers will be assessed by applying them to the test dataset after training them on their associated training datasets. For evaluating classifier performance, some common and popular measures are used, including Accuracy, Precision, Recall and F1-Score.

To overcome sampling bias, the procedure, including sampling the training dataset and test dataset, training the model and evaluating it, is repeated 30 times. The average and standard deviation values of the performance measures are calculated on 30 different data distribution and sampling with a confidence interval of 95%.

Since our problem is multi-class classification, calculating the average of F1 score, precision and recall measures is required. For each measure, there are microaverages and macroaverages that will compute slightly different values. A macroaverage will compute the measure separately for each class and then calculate their average by considering all classes equally, whereas a microaverage will sum up the contributions of all categories
to compute the average of the measure. Equations (6)–(13) indicate the equations for calculating the mentioned measures:

\[
\text{micro - averaged precision} = \frac{\sum_{c=1}^{4} \text{true positive}_c}{\sum_{c=1}^{4} \text{true positive}_c + \sum_{c=1}^{4} \text{false positive}_c} \tag{6}
\]

\[
\text{micro - averaged recall} = \frac{\sum_{c=1}^{4} \text{true positive}_c}{\sum_{c=1}^{4} \text{true positive}_c + \sum_{c=1}^{4} \text{false negative}_c} \tag{7}
\]

\[
\text{micro - averaged F1 score} = 2 \times \frac{\text{micro - averaged precision} \times \text{micro - averaged recall}}{\text{micro - averaged precision} + \text{micro - averaged recall}} \tag{8}
\]

\[
\text{precision}_c = \frac{\text{true positive}_c}{\text{true positive}_c + \text{false positive}_c} \tag{9}
\]

\[
\text{macro - averaged precision} = \frac{1}{4} \sum_{c=1}^{4} \text{precision}_c \tag{10}
\]

\[
\text{recall}_c = \frac{\text{true positive}_c}{\text{true positive}_c + \text{false negative}_c} \tag{11}
\]

\[
\text{macro - averaged recall} = \frac{1}{4} \sum_{c=1}^{4} \text{recall}_c \tag{12}
\]

\[
\text{macro - averaged F1 score} = \frac{1}{2} \sum_{c=1}^{4} \frac{\text{precision}_c \times \text{recall}_c}{\text{precision}_c + \text{recall}_c} \tag{13}
\]

where \(\text{true positive}_c\) is the number of instances belonging to class \(c\), and the classifier has assigned them the class \(c\) too. \(\text{false positive}_c\) denotes the number of instances not belonging to class \(c\), but the classifier has assigned them class \(c\). \(\text{false negative}_c\) is the number of instances belonging to class \(c\), but the classifier has assigned them other class labels. Finally, \(\text{true negative}_c\) shows the number of the instances not belonging to class \(c\), and the classifier has not assigned them to class \(c\) too.

4. Results

Our experimental results lie in two dimensions, including ranking the features according to their predictive ability for 5-min Apgar score prediction and assessing the performance of different classifiers to predict 5-min Apgar scores.

Figure 4 denotes the average of the feature scores assigned to the features by an ensemble of filter-based methods.

As shown by Figure 4, the top-ranked features according to the scoring with filter-based methods are maternal age, city, gestational age, around the baby’s head and fetal weight.

Figure 5 indicates the average and standard deviation of the feature scores assigned by an ensemble of Wrapper methods, including SVM and LR.

As illustrated by Figure 5, high-ranked features based on wrapper methods are gestational age, fetal weight, type of delivery, medical science university operator of the hospital and maternal age.

Figure 6 demonstrates the feature scores assigned by ensemble of embedded methods including DT, GBC and RF.

As shown by Figure 6, the top features identified by embedded methods are maternal age, medical university operator of the hospital, around the baby’s head and fetal weight.

Figure 7 shows the feature scores calculated based on our proposed complex network feature-ranking method.
Figure 4. The average of the feature scores obtained by ensemble of filter-based feature scoring method. As shown by Figure 4, the top-ranked features according to the scoring with filter-based methods are maternal age, city, gestational age, around the baby’s head and fetal weight.

Figure 5. The average and standard deviation of the feature scores assigned by an ensemble of Wrapper methods, including SVM and LR. As illustrated by Figure 5, high-ranked features based on wrapper methods are gestational age, fetal weight, type of delivery, medical science university operator of the hospital and maternal age.

Figure 6. The average and standard deviation of the feature scores assigned by ensemble of embedded methods including DT, GBC and RF. As shown in Figure 7, the best-ranked feature resulting from the complex network analysis method is fetal height.

Table 2 lists the summary statistics describing the feature scores obtained by different methods in this study for Apgar score prediction. Based on the results shown in Table 2, the features having average score more than 0.08 and their maximum score higher than 0.2 are considered as the final high-ranked features for predicting 5-min Apgar scores, and they are listed in Table 3.
Figure 6. The average and standard deviation of the feature scored based on embedded methods used in this study.

As shown by Figure 6, the top features identified by embedded methods are maternal age, medical university operator of the hospital, around the baby’s head and fetal height.

Figure 7 shows the feature scores calculated based on our proposed complex network feature-ranking method.

Figure 7. The feature scores obtained by complex network analysis in this study.

As shown in Figure 7, the best-ranked feature resulting from the complex network analysis method is fetal height.

Table 2 lists the summary statistics describing the feature scores obtained by different methods in this study for Apgar score prediction.

Based on the results shown in Table 2, the features having average score more than 0.08 and their maximum score higher than 0.2 are considered as the final high-ranked features for predicting 5-min Apgar scores, and they are listed in Table 3.

Table 3. Summary statistics for feature scores assigned by four different ensemble feature scoring methods in this study.

| Feature Description                              | Minimum | Average | Maximum | Standard Deviation |
|--------------------------------------------------|---------|---------|---------|-------------------|
| Pregnancy risk factors                           | 0       | 0/08    | 0/17    | 0/08              |
| Gestational diabetes                             | 0       | 0/06    | 0/18    | 0/09              |
| Maternal Cardiovascular disease                  | 0       | 0/04    | 0/15    | 0/07              |
| Maternal other underlying diseases               | 0       | 0/03    | 0/11    | 0/05              |
| Chronic hypertension                             | 0       | 0/05    | 0/14    | 0/07              |
| Fetal abnormality                                | 0       | 0/11    | 0/23    | 0/12              |
| Intervention during delivery                    | 0       | 0/06    | 0/16    | 0/07              |
| Intervention for episiotomy                      | 0       | 0/05    | 0/08    | 0/04              |
| Intervention for labor induction                 | 0       | 0/09    | 0/23    | 0/11              |
| Intervention for making contractions stronger and more painful | 0      | 0/04    | 0/18    | 0/09              |
| Intervention for using forceps or vaccum         | 0       | 0/04    | 0/15    | 0/07              |
| HIV                                              | 0       | 0/04    | 0/15    | 0/07              |
| VDRL+                                            | 0       | 0/04    | 0/15    | 0/07              |
| Preeclampsia or eclampsia                        | 0       | 0/05    | 0/12    | 0/06              |
| IUGR                                             | 0       | 0/05    | 0/16    | 0/08              |
| Previous infant death                            | 0       | 0/05    | 0/15    | 0/07              |
| Previous stillbirth                              | 0       | 0/06    | 0/18    | 0/08              |
| Type-1 or Type-2 Diabetes                        | 0       | 0/05    | 0/17    | 0/08              |
| Hepatitis B                                      | 0       | 0/04    | 0/17    | 0/08              |
| Chorioamnionitis                                  | 0       | 0/04    | 0/16    | 0/08              |
| Drug or Alcohol addiction                        | 0       | 0/05    | 0/15    | 0/07              |
| Maternal smoking in the current pregnancy        | 0       | 0/05    | 0/15    | 0/07              |
| Fetal abnormality in nervous system              | 0       | 0/07    | 0/16    | 0/08              |
| Fetal cardiovascular abnormalities               | 0       | 0/05    | 0/15    | 0/07              |
| Fetal Musculoskeletal Abnormalities              | 0       | 0/06    | 0/15    | 0/07              |
| Fetal Chromosome abnormalities                   | 0       | 0/06    | 0/17    | 0/08              |
| Fetal digestive system abnormalities             | 0       | 0/05    | 0/15    | 0/07              |
| Fetal urogenital abnormalities                   | 0       | 0/05    | 0/15    | 0/07              |
| Fetal skin abnormalities                         | 0       | 0/04    | 0/15    | 0/07              |
| Placenta abruption                               | 0       | 0/06    | 0/15    | 0/08              |
| Meconium-stained amniotic fluid                  | 0       | 0/06    | 0/16    | 0/08              |
| Irregular fetal heartbeat                       | 0       | 0/05    | 0/14    | 0/07              |
| Early rupture of the amniotic sac                | 0       | 0/03    | 0/10    | 0/05              |
| risks or dangerous causes of delivery            | 0       | 0/09    | 0/21    | 0/09              |
| Maternal autoimmune disease                      | 0       | 0/04    | 0/15    | 0/07              |
| Epidural anesthesia                              | 0       | 0/05    | 0/14    | 0/07              |
| Placenta accreta                                 | 0       | 0/04    | 0/12    | 0/06              |
| IVF                                              | 0       | 0/04    | 0/15    | 0/07              |
| Around the baby’ head                            | 0       | 0/18    | 0/46    | 0/20              |
Table 3. Cont.

| Feature Description                                      | Minimum | Average | Maximum | Standard Deviation |
|----------------------------------------------------------|---------|---------|---------|-------------------|
| Number of the pregnancies                                | 0       | 0/10    | 0/21    | 0/09              |
| Number of the previous deliveries                        | 0       | 0/10    | 0/22    | 0/10              |
| Miscarriage number                                        | 0       | 0/06    | 0/14    | 0/06              |
| Gestational age                                           | 0/03    | 0/22    | 0/46    | 0/22              |
| Fetal weight (grams)                                     | 0/03    | 0/17    | 0/44    | 0/19              |
| Birth number                                              | 0       | 0/05    | 0/13    | 0/05              |
| Number of live children from the previous Pregnancies     | 0       | 0/08    | 0/17    | 0/07              |
| Type of delivery (natural delivery or cesarean)           | 0/02    | 0/11    | 0/27    | 0/11              |
| Cesarean main cause                                       | 0/02    | 0/07    | 0/19    | 0/08              |
| Medical science university operator the Hospital           | 0       | 0/08    | 0/24    | 0/11              |
| City                                                      | 0       | 0/06    | 0/17    | 0/08              |
| Hospital                                                  | 0       | 0/07    | 0/18    | 0/08              |
| Hospital type                                             | 0/02    | 0/13    | 0/25    | 0/12              |
| Fetal gender                                              | 0       | 0/05    | 0/15    | 0/07              |
| Maternal nationality                                      | 0       | 0/05    | 0/15    | 0/07              |
| Maternal education                                        | 0       | 0/08    | 0/17    | 0/08              |
| Consanguinity with spouse                                 | 0       | 0/08    | 0/17    | 0/08              |
| Fetal height (cm.)                                        | 0/03    | 0/19    | 0/48    | 0/21              |
| City                                                      | 0/04    | 0/30    | 0/85    | 0/38              |
| Father’s nationality                                      | 0       | 0/04    | 0/15    | 0/07              |
| Maternal age                                              | 0       | 0/23    | 0/48    | 0/20              |

Table 3 indicates the ranks assigned to the selected features by each feature scoring method used in this study and shows their total rank.

The top 10 features are city, maternal age, fetal height, gestational age, around the baby’s head, fetal weight, type of delivery, hospital type, medical science university operator of the hospital and fetal abnormalities. Intervention for labor induction, number of previous deliveries and pregnancies and risk or dangerous causes of delivery form the 11th to 14th top features.

Therefore, the classifiers are trained on two different feature sets, and their performances are compared to find the best classifier and the best feature set for predicting 5-min Apgar scores. The first feature set (FS1) includes all input features listed in Table 1. The second feature set (FS2) consists of features listed in Table 3.

Since we encounter a multi-class classification task, the performance assessment measures must be averaged according to different averaging strategies used in previous studies for the evaluation of multi-class classification performance, including macroaverage and weighted average. Microaverage is not reported because it leads to the same values for all different measures per classifier. The macroaverage of the performance measures of different classifiers is listed in Table 4.

As shown in Table 4, a new classifier is added to the list named as stack ensemble. It is a meta-ensemble of different ensembles including an ensemble of DTs, ensemble of LRs, ensemble of GBCs, ensemble of RFs and ensemble of SVMs. Its aggregation rule comprises majority voting.

Tables 5 and 6 illustrate the weighted average of the performance measures for different classifiers by considering different feature sets.

As shown in Tables 5 and 6, stack ensemble outperforms the compared classifiers when trained on FS2.
### Table 4. Top features selected by different feature scoring methods in this study.

| Feature Description                  | Rank in Filter Methods | Rank in Wrapper Methods | Rank in Embedded Methods | Rank in Complex Network Method | Total Rank |
|--------------------------------------|------------------------|-------------------------|--------------------------|--------------------------------|-------------|
| F06 Fetal abnormality                | 7                      | 12                      | 14                       | >14                            | 10          |
| F09 Intervention for labor induction | 12                     | 6                       | 13                       | >14                            | 11          |
| F34 Risks or dangerous causes of delivery | 9                | >14                     | 14                       | 2                              | 14          |
| F39 Around the baby’s head           | 4                      | 10                      | 3                        | 2                              | 5           |
| F40 Number of the pregnancies        | 10                     | 9                       | 13                       | 2                              | 13          |
| F41 Number of the previous deliveries | 11                    | 8                       | 14                       | 2                              | 12          |
| F43 Gestational age                  | 3                      | 1                       | 8                        | 2                              | 4           |
| F44 Fetal weight (grams)             | 5                      | >14                     | 7                        | 2                              | 6           |
| F47 Type of delivery (natural delivery or cesarean) | >14 | 3                  | 10                       | 2                              | 7           |
| F49 Medical science university operator the Hospital  | >14 | 4                  | 2                        | >14                            | 9           |
| F52 Hospital type                    | 6                      | 7                       | 9                        | 2                              | 8           |
| F58 Fetal height (cm.)               | >14                    | 2                       | 5                        | 1                              | 3           |
| F57 City                             | 2                      | 11                      | 6                        | 2                              | 1           |
| F60 Maternal age                     | 1                      | 5                       | 1                        | >14                            | 2           |

### Table 5. Macroaverage of performance measures for different classifiers considering different feature sets.

| Feature Set | Classifier       | Accuracy  | Recall  | Precision | F-Score  |
|-------------|------------------|-----------|---------|-----------|----------|
|             | Ensemble of DTs  | 94.35 ± 1.44 | 93.08 ± 2.49 | 75.92 ± 12.29 | 80.86 ± 9.95 |
|             | Ensemble of GBCs | 95.33 ± 1.16 | 91.48 ± 2.65 | 85.19 ± 8.23 | 88.29 ± 5.81 |
|             | Ensemble of LRs  | 92.71 ± 0.43 | 90.11 ± 4.38 | 72.12 ± 14.15 | 72.74 ± 14.36 |
|             | Ensemble of RFs  | 94.26 ± 0.68 | 93.54 ± 1.27 | 78.68 ± 8.09 | 82.10 ± 7.67 |
|             | Ensemble of SVMs | 93.57 ± 1.12 | 93.88 ± 1.64 | 73.67 ± 10.25 | 75.59 ± 9.01 |
| FS1         | Stack ensemble   | 98.86 ± 1.08 | 98.20 ± 1.23 | 96.55 ± 1.86 | 97.36 ± 1.69 |
|             | Ensemble of DTs  | 93.29 ± 1.19 | 92.89 ± 2.01 | 84.93 ± 8.30 | 88.73 ± 7.96 |
|             | Ensemble of GBCs | 94.18 ± 1.58 | 93.83 ± 1.88 | 86.64 ± 5.77 | 90.09 ± 5.49 |
|             | Ensemble of LRs  | 93.50 ± 1.30 | 93.52 ± 2.17 | 91.19 ± 7.21 | 92.25 ± 7.16 |
|             | Ensemble of RFs  | 94.87 ± 1.47 | 95.41 ± 1.93 | 87.97 ± 8.64 | 91.53 ± 6.39 |
|             | Ensemble of SVMs | 94.17 ± 1.23 | 93.83 ± 1.79 | 90.64 ± 3.85 | 92.01 ± 2.46 |
|             | Stack ensemble   | 99.37 ± 1.06 | 98.66 ± 1.10 | 97.02 ± 0.88 | 98.21 ± 1.02 |

### Table 6. Weighted average of performance measures for different classifiers considering different feature sets.

| Feature Set | Classifier       | Accuracy  | Recall  | Precision | F-Score  |
|-------------|------------------|-----------|---------|-----------|----------|
|             | Ensemble of DTs  | 94.35 ± 1.44 | 94.35 ± 1.44 | 94.46 ± 0.50 | 94.39 ± 0.46 |
|             | Ensemble of GBCs | 95.33 ± 1.16 | 95.33 ± 1.16 | 95.43 ± 1.17 | 95.32 ± 0.72 |
|             | Ensemble of LRs  | 92.71 ± 0.43 | 92.71 ± 0.43 | 94.09 ± 1.20 | 93.35 ± 0.86 |
|             | Ensemble of RFs  | 94.26 ± 0.68 | 94.26 ± 0.68 | 94.50 ± 0.66 | 94.41 ± 0.69 |
|             | Ensemble of SVMs | 93.57 ± 1.12 | 93.57 ± 1.12 | 93.91 ± 1.20 | 93.70 ± 1.19 |
| FS1         | Stack ensemble   | 98.86 ± 1.08 | 98.86 ± 1.08 | 98.47 ± 1.15 | 98.52 ± 1.33 |
|             | Ensemble of DTs  | 93.29 ± 1.19 | 93.29 ± 1.19 | 93.81 ± 1.72 | 93.51 ± 1.09 |
|             | Ensemble of GBCs | 94.18 ± 1.58 | 94.18 ± 1.58 | 94.52 ± 1.38 | 94.26 ± 1.50 |
|             | Ensemble of LRs  | 93.50 ± 1.30 | 93.50 ± 1.30 | 93.65 ± 1.79 | 93.53 ± 1.65 |
|             | Ensemble of RFs  | 94.87 ± 1.47 | 94.87 ± 1.47 | 96.88 ± 1.47 | 95.82 ± 1.62 |
|             | Ensemble of SVMs | 94.17 ± 1.23 | 94.17 ± 1.23 | 94.52 ± 1.86 | 94.26 ± 1.92 |
|             | Stack ensemble   | 99.37 ± 1.06 | 99.37 ± 1.06 | 99.50 ± 0.61 | 99.41 ± 0.70 |
5. Discussion

In this study, the considered features are ranked based on our proposed distributed multi-level feature scoring method, and the top 14 features are fed to the classifiers for 5-min Apgar score prediction.

Table 7 illustrates the findings in the previous studies related to some top-14 features identified in this study for Apgar score prediction.

| Feature | The Related Findings in the Previous Studies |
|---------|---------------------------------------------|
| City    | Different delivery teams has leaded to different AS according to [10]. |
| Gestational age | It has been associated with AS according to [9,14,20]. Occurring pre-term birth could lead to low AS [19]. |
| Around the baby’s head | - |
| Fetal weight | Its association with low AS has been shown in [12,14]. |
| Type of delivery | Prolonged labor in vaginal delivery has been associated with AS according to [12]. Anesthesia type and type of surgery have shown associations with AS according to [19]. Cesarean delivery has been approved as a risk factor of low AS [9]. |
| Hospital type | Different delivery teams resulted in different AS according to [10]. |
| Medical science university operator of the hospital | Different delivery teams resulted in different AS according to [10]. |
| Fetal abnormalities | Non-vertex fetal presentation as a factor related to some fetal abnormalities has been associated with low AS according to [12]. |
| Intervention for labor induction | Induced/augmented labor has been associated with AS according to [12]. |

As listed in Table 7, the association between most top features identified in this study with Apgar scores has been shown in previous studies.

Our experimental results show that our proposed method outperformed the compared classifiers. Moreover, considering only the top-14 features does not worsen the Apgar score prediction’s accuracy. Therefore, they show good predictive ability for discrimination and the prediction of low, moderate and high 5-min Apgar scores.

It is recommended to categorize the top-14 features into manageable and unmanageable categories. Some manageable factors are hospital type, medical science university operator of the hospital, delivery type and city. As further research topics, finding the factors differentiating the impact of the various hospital types on their corresponding birth Apgar scores is recommended, as well as trying to manage undesirable factors. Performing these steps is recommended for other healthcare related factors too. Some perinatal abnormalities can be prevented by following the related medical instructions and nutrition guidelines. Therefore, dividing fetal abnormalities into preventable and unpreventable groups can help manage the preventable ones.

On the other hand, fetal height and weight and around the baby’s head show the growth status for newborns. Fetal growth restrictions can lead to low or moderate Apgar scores. Taking inappropriate maternal nutritional diets during pregnancies and having some preeclampsia risk factors may lead to fetal insufficient growth. The management of these factors via taking the appropriate diet and medications can be helpful to increase fetal growth rates.
6. Conclusions

This study aims at 5-min Apgar score prediction and related risk factor scoring. For this purpose, a large national dataset with 60 input variables including maternal, fetal and delivery descriptors is analyzed using a novel distributed data analytics method. Our experimental results show that our proposed method has superior performance compared to the other popular classifiers. Top-14 features are identified in this study among 60 considered features that describe fetal growth and abnormalities, maternal age, healthcare systems related factors and some other features. Training the classifiers with the top 14 identified features does not decrease classification performance. It shows that they are good predictors for 5-min Apgar scores.

However, some previous studies have examined other features describing maternal and fetal anatomical characteristics that are not included in our dataset. Augmenting the national dataset with other related risk factor for Apgar scores is proposed as a future research direction.

Considering national data for several years can inhibit seasonal and annual trends and differences among the considered features for Apgar score prediction. Therefore, it is suggested as another future research opportunity.

Different Apgar score systems have been proposed in recent years [32]. It is recommended to use the proposed methods in this study for predicting other Apgar scores obtained by other scoring methods.
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