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The origin-destination (OD) matrices express the number and the pattern of trips distributed between OD pairs. OD matrix structural comparison can be used to identify different mobility patterns in the cities. A comparison of two OD matrices could express their difference from both numerical and structural aspects. Limited methods, such as the mean structural similarity (MSSIM) index and geographical window-based structural similarity index (GSSI), have been developed to compare the structural similarity (SSIM) of two matrices. These methods calculate the structural similarities of two OD matrices by grouping the OD pairs into local windows. The obtained results from the MSSIM entirely depend on the dimensions of the chosen windows. Meanwhile, the GSSI method only focuses on the geographical adjacency and correlation of zones while selecting local windows. Accordingly, this paper developed a novel method named Socioeconomy, Land-use, and Population Structural Similarity Index (SLPSSI) in which local windows are selected according to socioeconomic, land-use, and population properties for SSIM comparison of OD matrices. The proposed method was tested on Tehran’s OD matrix extracted from cell phone Geographic Position System (GPS) data. The advantage of this method over two previous ones was observed in determining the new pattern of trips on local windows and more precise detection of SSIM of the weekdays. The SLPSSI approach is up to 10 percent more accurate than the MSSIM method and up to 5.5 percent more accurate than the GSSI method. The proposed method also had a better performance on sparse OD matrices. It is capable of better determining the SSIM of sparse OD matrices by up to 8% compared with the GSSI method. Finally, the sensitivity analysis results indicate that the suggested method is robust and reliable since it is sensitive to applying both constant and random coefficients.

1. Introduction

An origin-destination (OD) matrix of urban trips indicates the demand for trips between different traffic zones [1]. The matrix provides transportation engineers with important information on the characteristics and patterns of trips in cities. There are two aspects in an OD matrix comparison:

1. The numerical value of each cell of the matrix, which indicates the number of trips between OD pairs

2. The structure of trip distribution among different traffic zones, which shows the matrix structure

In comparing the OD matrices, both mentioned aspects are important. A difference between each cell’s numerical values when comparing two OD matrices indicates the difference in the number of trips between them and consequently the probability of difference in the flow in links after assigning the matrices to the network. Hence, a difference in trip distribution structures raises the possibility of different analyses of the trip
patterns. Therefore, it is crucially important to consider both numerical and structural aspects between the estimated matrix and the real matrix in OD matrix estimation processes. Previous studies have employed various methods to compare two OD matrices. Some of these methods, namely, traditional ones in this paper, only consider the numerical difference or similarity of two matrices, while some called structural methods consider both numerical and structural differences simultaneously. Two matrices are identical when they are structurally similar and have no difference in cells’ numerical values. For a better description, Figure 1 presents two sample matrices with structural and numerical differences.

Figures 1(a) and 1(b) illustrate 2 different OD matrices, that is, $T_1$ and $T_2$, in which the number of trips from a location in a zone listed in the left column to other zones listed in the top row is shown. There are no similarities in the structure of the matrices. As shown in $T_1$, the preferred order of destinations for trips from origin $A$ is $B$, $C$, $A$, and $D$. Meanwhile, the preferred order of destinations for trips from origin $A$ in the $T_2$ matrix is $A$, $D$, $C$, and $B$. Hence, the preference of trips from origin $A$ is different in the two matrices. Rows $B$ has no structural similarity (SSIM) in the above matrices too. However, for both matrices, $C$, $B$, $D$, and $A$ are the preferred destinations for trips from origin $C$. Thus, rows $C$ in the two matrices are dominantly consistent in terms of the structural framework while having different numerical values. The fourth rows of both matrices demonstrate the trip demand from origin $D$ to other traffic zones, and they are structurally and numerically identical. Though, from a statistical point of view and during comparing any two identical rows, a slight difference in the values of each cell could be neglected.

In previous studies, many traditional methods have been used for comparing OD matrices, including root mean square error (RMSE) [2–4], normalized root mean square error (RMSN) [1, 5], mean square error (MSE) [6], mean absolute error ratio (MAER) [7], mean absolute percentage error (MAPE) [8, 9], the goodness of Theil’s fit (GU) [10], R-squared ($R^2$) [11], and entropy measure ($E$) [12]. These methods use mathematical formulation to compare cell-to-cell of OD matrices and are not capable of doing group comparison of origins and destinations. It means that they cannot analyze the structural difference of matrices caused by the difference in choosing the trip destinations [13]. For instance, these mathematical relations could not detect the structural difference between two matrices when, for example, one of them is obtained from multiplication of a constant number to a base OD matrix, and the other is chosen from random arrays [14].

Unlike the traditional methods, the structural methods used for comparison of OD matrices are not much in the literature and can be summarized as follows:

1. Mean structural similarity (MSSIM) index [15]
2. Geographical structural similarity index (GSSI) [13]
3. Wasserstein distance [16]
4. Normalized Levenshtein distance for OD matrices (NLOD) [14]

The MSSIM consists of three components. The mean and standard deviation mathematical relations determine the numerical similarity between two OD matrices, while the covariance measure detects the SSIM. Therefore, it can define the similarity or difference between OD matrices [15]. However, it has some disadvantages, including the following:

1. The results depend on the dimensions of the chosen window
2. Smaller and more precise windows require higher temporal calculation costs
3. Since the OD pairs have no correlation with each other in a local window, the SSIM value does not necessarily illustrate any particular concept [17].

The GSSI method, which has been designed based on the MSSIM to overcome the problems, has not been able to overcome all weaknesses either. For instance, it used the geographical locations of zones to design local windows and solved the problem concerning the dimensions of chosen windows. However, the boundaries mostly predefined according to the geographical location of zones can be defined based on socioeconomic indices, land use, and population. While the Wasserstein distance method carefully detects the structural and numerical similarity between two OD matrices, it is very time-consuming due to its optimization nature. The NLOD method has also been developed based on the Levenshtein distance method, and it has been used for comparing two strings of texts. Like the Wasserstein distance method, this method compares OD matrices’ flows using optimization techniques. This method calculates the minimum structural distance between two OD matrices to convert one matrix to another.

This paper focuses on the MSSIM and GSSI methods to make effective changes and modify the mentioned problems. Regardless of the geographical locations of Traffic Analysis Zones (TAZs), this study has considered the following properties to offer a new tool for developing the MSSIM:

1. The socioeconomic properties of the TAZs, such as the level of residents’ employment and private vehicle ownership per capita
2. Land-use properties, such as the area of each land-use class
3. Population properties, that is, the population of each zone

In this research, the computational structure of the MSSIM method was improved with new windows designed according to the socioeconomic indices, land use, and population. Accordingly, Socioeconomy, Land-use, and Population Structural Similarity Index (SLPSSI) is introduced and implemented during this research.

The remainder of the paper is structured as follows: Section 2 reviews the literature on the use of statistical measures for OD matrices comparison; Section 3 presents the methodology and explains in detail the development process of the proposed measure, SLPSSI; Section 4 compares the proposed method with MSSIM and GSSI.
methods through case study application using GPS-OD dataset from Tehran city. Section 5 tests its robustness through sensitivity analysis; and finally, the paper concludes in Section 6.

2. Literature Review

Extensive studies addressed the development of performance assessment indices for transportation using numerical comparison of OD matrices [18]. However, there is little attention devoted to structural comparison methods. As mentioned before, traditional methods are not capable of comparing a group of OD matrices and cannot determine the SSIM or difference between two matrices as well [14].

2.1. Structural Comparison Indices. Limited studies have been conducted on the structural comparison of OD matrices. Most indices in this field are from other scientific fields as explained in the following sections.

2.1.1. MSSIM Index. Wang et al. [19] used the MSSIM for the first time to compare two images. They showed that two images with equal MSEs relative to a base image may have different MSSIMs compared to the same original image. Djukic [17] suggested using MSSIM to compare two OD matrices assuming that each cell represents one pixel in the image. In this method, by defining a local virtual window, a group of OD pairs is compared. Finally, the values associated with each window for the whole matrix are averaged. The dimensions of the selected windows are necessarily smaller than the matrix dimensions. For example, for an \( M \times N \) matrix, the dimensions of the chosen \( m \times n \) window are such that \( m \leq M \) and \( n \leq N \). Figure 2 demonstrates a sample window for an assumed constant \( T \) matrix and how a \( 2 \times 2 \) local window moves. The dimensions of the chosen local window do not have to be the same for calculating the MSSIM.

In order to calculate the local SSIM, each figure (a–i) is compared with a matrix that has a similar local window (the matrix that is decided to evaluate its similarity with matrix \( T \)). For instance, matrices \( T_1 \) and \( T_2 \) illustrated in Figure 1 are compared in the first local window (a), as shown in Figure 3.

The MSSIM calculation consists of three mathematical relations. These relations evaluate the similarity or difference of the chosen window by comparing the mean, standard deviation, and covariance values. Equation (1) compares the means of the selected windows, that is, \( \mu_x \) and \( \mu_y \). This equation determines luminance \( l(x, y) \). Equation (2) compares the standard deviations (\( \sigma_x \) and \( \sigma_y \)). It is called contrast and is shown by \( c(x, y) \). Finally, equation (3) compares the covariance (\( \sigma_{xy} \)) between the entries of the chosen local window in two OD matrices. It is called structure and represented by \( \text{str}(x, y) \). The first two sections evaluate the numerical similarity/difference between two matrices, while the third section assesses their SSIM. In these equations, \( x \) and \( y \) are a group of origins and destinations located in the same window in matrices \( X \) and \( Y \). Equation (4) is determined from the multiplication of equations. Parameter \( c_1 \), \( c_2 \), and \( c_3 \) stabilize the solutions when the mean or standard deviation is zero. Generally, \( c_3 \) is considered equal to \( c_2/2 \). Previous studies reported the values of \( 10^{-10} \) and \( 10^{-2} \) for the coefficients \( c_1 \) and \( c_2 \), respectively [20]. These parameters could be zero unless the mean and standard deviation of the windows are zero. Powers \( \alpha \), \( \beta \), and \( \gamma \) in equation (4) denote the importance and effects of the proposed parameters, that is, mean, standard deviation, and covariance, respectively. These powers are normally set to one. With these assumptions, the SSIM relationship leads to equation (5). Equation (6) could generate the average value of SSIMs belonging to \( L \) local windows. The MSSIM varies between \(-1 \) and \( 1 \). The value of \( 1 \) indicates two identical matrices; meanwhile, comparing two inverse matrices leads to \(-1 \).
Although the MSSIM can recognize the structural difference of two matrices, it has the following flaws:

(1) No report has addressed the procedure for choosing the dimensions of local windows and its relation with the result of the comparison between two matrices. On the other hand, no article is found showing how MSSIM can identify the structural difference of two matrices when the whole matrices are considered as one window. The reduction in the dimensions of local windows increases the accuracy and the computational cost.

(2) Since this method is based on comparing images, it is sensitive to the adjacency of image pixels. In other words, since the numerical order of the origin and destination numbers does not necessarily indicate the closeness of the origin and destination [20], errors may occur during calculating the correlation between zones in the local window. Therefore, previous studies have suggested considering the whole matrix as one window [13].

(3) It is not clear how to propose the constant coefficients and further investigation is required to determine these constants.

(4) In this method, the OD pairs located in the same window do not necessarily have any correlation with each other, and the SSIM has no particular meaning for each local window. When the matrix is ordered based on the value of flow between origins and destinations, although the zones with high volumes are positioned beside each other, it is not suitable to calculate MSSIM on the ordered matrices when comparing various days with different flow volumes.
considering the second matrix assignment pattern [16]. The goal of this method is to match two matrices to determine the lowest travel time. So, it can naturally determine the numerical and structural differences of two matrices. It is a linear programming issue and uses an optimization technique. Although this method detects the difference between distributions in various matrices properly or in other words recognizes the structural difference between two matrices, it computationally costs too much. However, this method cannot be easily used for OD matrices with large dimensions. In other words, this method is not suitable for complex urban networks [16].

The normalized Levenshtein distance for OD matrices (NLOD) method [14] calculates the structural and numerical differences between two matrices using an optimization tool by determining the similarity between two strings. Levenshtein distance calculates the minimum cost required to cross over two strings, similar to mutation and crossover operations performed in Genetic Algorithm (GA) optimization technique by insertion, deletion, or substitution of parameters, or value of trips between zones in here. The normalized Levenshtein distance has rarely been used in transportation engineering. In most studies, this method is used for manipulation of a string that may consist of characters, variables, numbers, and so on, for example, the comparison between the license plates of vehicles [22], time-series comparison [23], sequences of trip purposes, and cluster activity-travel patterns [24]. In the NLOD method, each row of the OD matrix is sorted according to its traffic flow. Afterward, the minimum changes for converting each
row of the intended matrix to the main matrix considering the numbers in the cells and distribution of trips in each row are determined. Eventually, for the whole matrix, a normalized number between zero and one is reported (zero for two identical matrices) [14].

2.2. Summary of the Literature Review. The primary methods for comparing OD matrices that only focus on the numerical cell-to-cell comparison of two matrices cannot specify the structural difference of two matrices despite their overall numerical similarity. Other methods, such as MSSIM and its developed versions, including GSSI and 4D-MSSIM, can successfully detect the SSIM/difference between two OD matrices. However, given the points mentioned above, such as the way to choose a local window in the GSSI method, ignoring the socioeconomic, land-use, and population parameters when choosing local windows, and the error in selecting the adjacent zones are not considered in the 4D-MSSIM method, even if the developed methods require more supplementary progress. On the other hand, more complex methods like NLOD and Wasserstein distance have high computational costs because of the problem’s optimization nature. Therefore, by improving the MSSIM method with the developed approach in this study, an opportunity to more precisely calculate the structural difference of OD matrices is provided.

3. Methodology

Firstly, the proposed method tries to classify traffic zones based on their ability to generate and attract trips. Five indices (FI) define each TAZ, that is, the resident population, car ownership per capita, population of employees, and lands used for commercial and administrative purposes (land uses). These indices are potential factors for producing and attracting trips in traffic zones. The first three indices produce trips, while the last two, that is, areas of commercial and administrative land use, attract trips. In this process, TAZs are divided into a given number of classes. To categorize similar zones, each zone is assigned a number between zero and one (the normalized value) for each of the above five indices. The total score of each zone is the average of all indices. Then, considering the conducted scoring for each zone using the k-means method, the zones are clustered according to the highest similarity to each other. Numerous methods had been used to cluster traffic data and zones, among which the k-means method has provided the best results [25, 26]. There are TAZs in each class having similar production and attraction potential for trips. The local windows are located on these classes to compare OD matrices (Figure 4).

According to equation (5), the SSIM value can be calculated on the selected local windows considering the socioeconomic, land-use, and zone population properties. That equation is applied on L local windows in this paper with the symbol SLPSSI according to equation (8).

\[
SLPSTR(X, Y) = \frac{1}{L} \sum_{i} STR(x_i, y_i) \tag{7}
\]

\[
SLPSSI(X, Y) = \frac{1}{L} \sum_{i} SSI(x_i, y_i) \tag{8}
\]

In this equation, X and Y denote the proposed matrices for comparison. Furthermore, \(x_i\) and \(y_i\) indicate a series of OD pairs on the \(i\)th local window. The SLPSSI varies from –1 to 1. Equation (7) only gives the structural difference of two matrices, which also varies between –1 and 1.

Figure 5 provides the steps of employing the suggested method.

3.1. Implementation of the Suggested Windowing Method on the OD Matrix of Tehran. In order to investigate the appropriateness of using the developed method in this paper, the suggested windowing method is evaluated on the network of Tehran. The city of Tehran and its surroundings have 731 TAZs, 699 of which are inside the internal boundary of the city. This classification is the finest one considered for Tehran, and comprehensive urban and suburb transportation studies of the city have been conducted at this zoning level. It is called Zone Level 1 (ZL 1) hereafter. On the upper level, the city has been divided into 122 urban zones. Most likely, these zones have been separated based on geographical characteristics and natural features (such as floodways) and manmade ones (like highways). It is called Zone Level 2 (ZL 2) hereafter. Finally, on the topmost level, Tehran consists of 22 municipal districts. These districts form the urban management framework. It is called Zone Level 3 (ZL3) hereafter. Figure 6 demonstrates the zoning of Tehran considering the area level of zones.

In order to compare OD matrices, the matrix estimated by GPS data recorded through navigation software is used. In this procedure, the total data of locations recorded by more than 400 thousand Neshan application users in Tehran throughout one month has been used. It is worth mentioning that numerous methods have previously been used to estimate OD matrices using cellphone data [27] and GPS data [28]. In the present study, the OD matrix of the flow estimated from the GPS data is used only to evaluate the suggested method in actual conditions. The matrix is obtained by daily analyses in one month of the users’ location data, including 326 million records. For estimating the matrix, computational rules are employed to detect the stops and movements of individuals. It should be noted that the obtained matrix is not necessarily the actual OD matrix of trips; in other words, the start and end of trips in this matrix are not necessarily the start and end of the main trips of the citizens. The matrix is only used to test the proposed method.

After estimating the OD matrix of Tehran at ZL 1, the OD matrix is aggregated on ZL 2 to be used in the present study. The aggregation eliminates the sparsity of the OD matrix, leading to a 122 \(\times\) 122 matrix during investigation. The whole stages of choosing and clustering similar zones are determined in ZL 2. The five parameters consist of the ratio of the employees to the total population, car ownership per capita, area of...
administrative land uses, area of commercial land uses, and population aggregated for each zone on ZL 2. The zones with the highest similarity in producing and attracting trips are clustered, as shown in Table 1. The group of zones with the highest scores is classified as SLP Group5, and the other zones are classified accordingly.

Figure 7 indicates the number of zones in each cluster. The local windows used in the SLPSSI equations are defined on the zones with similarity on ZL 2 (Figure 8).

The suggested method is also compared with basic MSSIM and GSSI to evaluate its performance and advantage. Accordingly, to design local windows in the GSSI method, 122 urban zones (ZL 2) are divided into northern, southern, eastern, western, and central zones in a higher layer as shown in Figure 9.

4. Results

In this section, the results of the proposed method (SLPSSI) are compared with MSSIM and GSSI and its advantages are discussed. It should be noted that the working days in Iran are from Saturday to Wednesday, Thursday is the weekend of many companies and offices, and also Friday is the national weekend.

4.1. Evaluation of Travel Patterns in Local Windows. The local windows suggested by the proposed method allow for comparing the travel patterns between a group of zones with similar socioeconomic, land-use, and population properties. Since the windows are fixed, each window can reveal the nature of the structural difference or similarity within trips. This feature cannot be concluded from the base MSSIM method because the local windows are not fixed in MSSIM. Moreover, the GSSI method only expresses the travel patterns that coincident with the geographical locations, while the proposed method can extract patterns independent of the geographical locations of zones. For this purpose, the OD matrix of Sunday (a working day), on 13 October 2019, was compared with Friday (weekend), on 18 October 2019, using the SLPSSI method. Table 2 addresses the
local SLPSSI values of travel from zones with the lowest potential of trip production and attraction (SLP Group 1) relative to other SLP groups.

According to Table 2, the highest SSIM between the trips on Sunday and Friday belongs to trips from zones with the lowest trip attraction and production (SLP Group 1) to those with the highest trip attraction and production (SLP Group 5). The properties of SLP Group 5 zones seem to be able to attract trips regardless of weekdays. Therefore, it seems that urban traffic planners and policymakers should establish demand management policies between these two groups of zones independent of the weekdays. It is also apparent that, to improve the quality of the public transportation system’s services, a specific program should be considered for public transportation lines between these pairs of zones on holidays. On the other hand, the lowest SSIM exists between the trips of Sunday and Friday from SLP Group 1 to SLP Group 3. This means that the pattern of trips from the origin of SLP Group 1 zones to the destination of SLP Group 3 zones on holidays is completely different from working days. Accordingly, the local SSIM between the trips from the origin of SLP Group 1 to the destinations of SLP Group 3 and SLP Group 5 is 0.6345 and 0.9210, respectively.

According to Table 3, the SLP Group 3 zones have the lowest SSIM with SLP Group 1 zones. Thus, the trips from SLP Group 3 zones to SLP Group 1 zones follow a different pattern on holidays. It seems that the pattern of trips between the OD pair zones of SLP Group 1 and SLP Group 3 is completely different.

| Cluster name | Feature                      |
|--------------|------------------------------|
| SLP Group 1  | Very low trip production-attraction potential |
| SLP Group 2  | Low trip production-attraction potential       |
| SLP Group 3  | Medium trip production-attraction potential    |
| SLP Group 4  | High trip production-attraction potential      |
| SLP Group 5  | Very high trip production-attraction potential |
on holidays from working days. Therefore, public transportation program between these pairs of zones could be completely different on holidays. The evaluation of local windows in the SLPSSI method provides more information with more precise details about the travel pattern of each pair of zones.

4.2. Dimension Comparison of Local Windows Based on the Results. To display the sensitivity of MSSIM results considering the dimensions of the selected windows, the OD matrix obtained from GPS (GPS-OD) of an arbitrary Sunday is compared with two OD matrices of Monday and Friday. During this comparison, the dimensions of local windows vary from $2 \times 2$ to $122 \times 122$ as shown in Figure 10. The horizontal axis represents the chosen window dimensions, and the vertical axis shows the MSSIM values. The upper line indicates the MSSIM results obtained from comparing Sunday and Monday. The lower line shows the MSSIM results of comparing Sunday with Friday. As can be seen, the MSSIM values increase with the increase in local window dimensions. In other words, larger dimensions of local windows lead to lower accuracy of MSSIM during determining the SSIM between two matrices. The change in the MSSIM value is more noticeable when comparing Sunday and Friday due to the different travel patterns on these two days. It can be concluded that when the dimensions of the selected local window are smaller, the similarity between two compared OD matrices is expected to be better identified.

The dimensions of the local windows in the SLPSSI method are determined according to the number of zones located in similar groups in terms of socioeconomic, land-use, and population properties. Meanwhile, the.
dimensions of local windows in the GSSI are determined by the number of zones located in the same geographical location. These windows are fixed but not necessarily square. The dimensions of local windows are variable in both SLPSSI and GSSI methods. For instance, for SLP Group 1 and SLP Group 2, the local window size is $12 \times 20$, while it is $29 \times 8$ for SLP Group 3 and SLP Group 5. Figure 11 demonstrates the results of comparing the average OD matrix of Sunday and other days of the week within one month of data gathering for the base MSSIM method with local windows of different sizes using SLPSSI and GSSI methods.

As shown in Figure 11, by focusing on the value of SSIM between the averaged OD matrices of Sundays, Thursdays, and Fridays, it can be found that GSSI calculates the value of SSIM of two matrices close to the local window of size $10 \times 10$ while SLPSSI calculates them close to the local window of size $5 \times 5$ in the MSSIM method. While having windows with larger dimensions, the GSSI and SLPSSI methods produce results closer to reality due to the smart and logical selection of zones inside a window.

4.3. Structural Comparison of Weekdays. In this section, GSSI, MSSIM, and SLPSSI methods are compared. For this purpose, the data of one week (from the 5 of October to 11 of October 2019) is chosen and used from the total data of one month. In this process, Sunday, which is an ordinary working day, is compared with other days of the week using the three methods. As mentioned before, 25 local windows with particular dimensions are defined for GSSI, and 25 local windows with dimensions corresponding with the number of zones in each window are defined for SLPSSI. In the MSSIM method, the whole matrix is considered a single window. Figure 12 and Table 4 provide the results of the comparison. According to Figure 12, all three methods are capable of recognizing the structural and numerical differences between OD matrices of daily trips. All three

| Origin | SLP Group1 | SLP Group2 | SLP Group3 | SLP Group4 | SLP Group5 |
|--------|------------|------------|------------|------------|------------|
| SLP Group1 | 0.7497 | 0.7161 | 0.6345 | 0.7357 | 0.9210 |

| Origin | SLP Group1 | SLP Group2 | SLP Group3 | SLP Group4 | SLP Group5 |
|--------|------------|------------|------------|------------|------------|
| SLP Group3 | 0.6631 | 0.6990 | 0.7304 | 0.7946 | 0.7923 |
methods detect the difference in the travel patterns of Thursday and Friday in comparison to Sunday.

According to Table 4, the SLPSSI method catches the dissimilarity between Sunday and Friday more precisely. The values of SSIM of Sunday with Friday in MSSIM, GSSI, and SLPSSI are 0.8500, 0.8074, and 0.7630, respectively. Therefore, the SLPSSI method is up to 10% more accurate than MSSIM and up to 5.5% more accurate than the GSSI method. Moreover, the utilized methods indicate the SSIM of all working days. Similar trip distribution patterns in
Tehran on Sunday, Monday, and Tuesday can be observed using all three methods. The structural difference of the OD matrices in the first working day (Saturday) and the last full working day (Wednesday) compared with Sunday can only be observed using the SLPSSI. It is worth reminding that part of enterprises are inactive on Thursday, and this day is considered a weekend for them.

According to Table 4, the SSIM calculated by MSSIM for Thursday is negligible (0.9853), although the travel patterns on this day are completely different from other working days. This difference has been recognized by GSSI (0.9675) and SLPSSI (0.9324). Moreover, given its precise classification of zones with respect to socioeconomic, land-use, and population properties, the SLPSSI is able to assign zones with more similarity to each group and design more logical local windows compared to GSSI. Therefore, it has given more accurate results in calculating the structural difference/similarity of OD matrices. Although all three methods detect the structural difference between Sunday and Friday’s travel patterns, the details of these differences can only be evaluated by GSSI and SLPSSI. Tables 5 and 6 provide these details considering the local windows for the two methods.

According to Table 5, the lowest SSIM between Sunday (working day) and Friday (weekend) is observed in the trips with the origins and destinations in the south of Tehran. On the other hand, the highest SSIM can be observed in the trips with origins and destinations in the west of Tehran.

According to Table 6, SLPSSI calculates the SSIM of the OD matrices of Sunday and Friday in each local window. It seems that the suggested method better identifies the lack of SSIM of the zones located in each local window. The lowest SSIM can be observed in the zones with medium socioeconomic, land-use, and population properties (SLP Group3) between Sunday and Friday. Furthermore, no noticeable structural difference is observed between the travel patterns of Sunday and Friday in zones with a high potential of trip production and attraction (SLP Group5). The lack of SSIM observed in the SLPSSI between the zones with different properties does not necessarily depend on their geographical locations. Therefore, it shows a new aspect of difference in daily travel patterns.

4.4. Computational Time. In the MSSIM method, by assuming \(m \times n\) local windows from \(M \times N\) matrix, \((M - m + 1) \times (N - n + 1)\) local windows could be extracted. For instance, \((122 - 2 + 1) \times (122 - 2 + 1) = 14641\), \(2 \times 2\) local windows could be formed for calculations out of a \(122 \times 122\) matrix. Meanwhile, there are only 25 local windows for

---

**Table 4: The value comparison of GSSI, MSSIM, and SLPSSI between Sunday and other days.**

|                  | Saturday (5-Oct-19) | Sunday (6-Oct-19) | Monday (7-Oct-19) | Tuesday (8-Oct-19) | Wednesday (9-Oct-19) | Thursday (10-Oct-19) | Friday (11-Oct-19) |
|------------------|---------------------|-------------------|-------------------|--------------------|----------------------|----------------------|-------------------|
| MSSIM            | 0.9739              | 1.0000            | 0.9977            | 0.9947             | 0.9925               | 0.9853               | 0.8500            |
| GSSI             | 0.9743              | 1.0000            | 0.9979            | 0.9948             | 0.9921               | 0.9675               | 0.8074            |
| SLPSSI           | 0.9564              | 1.0000            | 0.9972            | 0.9943             | 0.9857               | 0.9324               | 0.7630            |

---
calculating the SSIM using the GSSI and SLPSSI methods in this study. Calculations for each window are time-consuming, and the required computation time increases with the dimensions of selected windows. The smaller the dimensions of the selected local window, the longer the calculation time for the whole OD matrix. The shortest calculation time is for the $122 \times 122$ matrix (with a local window of the same size), and the longest calculation time is for a $2 \times 2$ local window in the MSSIM method. Figure 13 shows the computational time needed to compare 30 GPS-OD matrices with Sunday OD matrix on 6 of October 2019 using different window sizes for MSSIM, GSSI, and SLPSSI. Accordingly, the GSSI and SLPSSI methods are more efficient in terms of computational cost compared to the MSSIM with smaller window sizes. The same discussion is true when comparing Sunday with Thursday. Furthermore, with a large size local window, MSSIM is not capable of detecting the structural difference between the traffic flow patterns of Sunday and Thursday. According to Table 7, the highest similarity between Sunday and Friday matrices (0.8075) is shown by MSSIM. Meanwhile, the GSSI and SLPSSI methods have better recognized the discrepancy of these two days, that is, 0.7671 and 0.7048, respectively. Consequently, the proposed approach is able to catch the SSIM in sparse OD matrices in comparison to the GSSI method by up to 8%. The same discussion is true when comparing Sunday with Wednesday.

4.5. Performance Evaluation of the Suggested Method with Sparse OD Matrices. In the previous sections, the performance of SLPSSI was discussed using a matrix aggregated in ZL 2. The OD matrix at this level is very dense. However, in most traffic flow patterns studies in cities, matrices in lower levels (e.g., ZL1) with smaller size are considered for calculations. The OD matrix at this level has remarkable sparsity. Thus, evaluation of the suggested approach performance at this level seems necessary. For this purpose, the OD matrix obtained from GPS data is evaluated in ZL 1. Since this OD matrix shows part of daily trips, it has the required sparsity for evaluation. Twenty-five local windows are used for each of the SLPSSI and GSSI methods. However, in the MSSIM method, the zones should be ordered according to trip production. Since the ordered matrices for the weekdays are different, the local window should be of the same size as the whole matrix.

According to Table 7, the highest similarity between Sunday and Friday matrices (0.8075) is shown by MSSIM. Meanwhile, the GSSI and SLPSSI methods have better recognized the discrepancy of these two days, that is, 0.7671 and 0.7048, respectively. Consequently, the proposed approach is able to catch the SSIM in sparse OD matrices in comparison to the GSSI method by up to 8%. The same discussion is true when comparing Sunday with Thursday. Furthermore, with a large size local window, MSSIM is not capable of detecting the structural difference between the traffic flow patterns of Sunday and Thursday. According to Table 7, when comparing Sunday and Monday, the MSSIM is 0.9478, which is slightly different from the MSSIM when comparing Sunday and Thursday (0.9431). The closeness of these values indicates the weakness of the MSSIM method in recognizing the structural difference between the OD matrices of Monday and Thursday. The SLPSSI method also better recognizes the structural difference of two sparse OD matrices. In sparse matrices, choosing zones with similar properties in a local window is more important. The structural similarities for dense matrices are shown in Table 1. The SSIM difference identified when comparing Sunday and Friday using the GSSI and SLPSSI methods for dense matrices is $0.8074 - 0.7630 = 0.0444$, while the difference for the sparse matrix is $0.7671 - 0.7048 = 0.0623$ according to Table 7. Therefore, the performance of the suggested method is much more suitable for sparse OD matrices as well.

5. Sensitivity Analysis

The sensitivity analysis is a process that measures the level of uncertainty and difference in the results of a mathematical model to the uncertainty and variation of input data [29]. To examine the suggested method’s efficiency and robustness, a sensitivity analysis framework is designed in this section and the efficiency of the model considering any changes in the

| Table 5: SSIM obtained from GSSI for Sunday in comparison with weekend. |
|----------------|----------------|----------------|----------------|----------------|----------------|
|                | Tehran center area | Tehran east area | Tehran north area | Tehran south area | Tehran west area |
| Tehran center area | 0.8520 | 0.8161 | 0.8250 | 0.7589 | 0.9040 |
| Tehran east area   | 0.8362 | 0.8232 | 0.7525 | 0.7290 | 0.8915 |
| Tehran north area  | 0.8313 | 0.7226 | 0.7835 | 0.6855 | 0.8633 |
| Tehran south area  | 0.7527 | 0.7466 | 0.6819 | 0.6609 | 0.8078 |
| Tehran west area   | 0.8644 | 0.8735 | 0.8977 | 0.8370 | 0.9879 |

Sunday (6-Oct-2019) versus Friday (11-Oct-2019), GSSI method

| Table 6: SSIM obtained from SLPSSI for Sunday in comparison with the weekend. |
|----------------|----------------|----------------|----------------|----------------|----------------|
|                | SLP Group1     | SLP Group2     | SLP Group3     | SLP Group4     | SLP Group5     |
| SLP Group1     | 0.7775 | 0.7115 | 0.6580 | 0.7215 | 0.8515 |
| SLP Group2     | 0.7043 | 0.7560 | 0.7231 | 0.7439 | 0.8076 |
| SLP Group3     | 0.6877 | 0.7249 | 0.7575 | 0.7618 | 0.7595 |
| SLP Group4     | 0.7587 | 0.7179 | 0.7728 | 0.7666 | 0.8133 |
| SLP Group5     | 0.8347 | 0.8118 | 0.7735 | 0.8064 | 0.8730 |

Sunday (6-Oct-2019) versus Friday (11-Oct-2019), SLPSSI method
input data is evaluated. The model efficiency is evaluated under different conditions, such as a change in the structure of the OD matrix or a change in the numerical values of its cells without any change in the structure. Therefore, the sensitivity of the SLPSSI and SLPSTR to the changes in the input variables is determined. The sensitivity analysis is performed on the OD matrix obtained from GPS data of Tehran. The OD matrix of the working day, Sunday 6 of October 2019, is considered the base matrix and shown by symbol X. This matrix aggregates in ZL 2, so it is a $122 \times 122$ matrix. The sensitivity analysis matrices are performed by manipulating the base matrix in two stages:

1. Applying a constant coefficient: in this mode, a constant coefficient is applied to the base matrix and the robustness of the suggested method in recognizing. The SSIM of the developed matrix is compared with the base matrix. Applying the constant coefficient $\alpha$, the base matrix is compared with itself ($\text{Mode 1}$). If a constant coefficient other than one is applied, a difference is formed in the numerical values of the base matrix cells, but the trip distribution structure does not change ($\text{Mode 2}$).

2. Applying random coefficients on the base matrix: in this case, the changes are applied to the values of the base matrix cells and their trip distribution structure ($\text{Mode 3}$).

5.1. Sensitivity Analysis Design for SLPSSI. This section discusses the sensitivity analysis of SLPSSI. The suggested method’s robustness is measured in each of the three modes defined in the previous sections.

5.1.1. Applying Constant Coefficients. The sensitivity of SLPSSI and SLPSTR is measured by applying constant coefficients. Matrix $Y$ is determined from matrix $X$, by multiplying it to a constant factor $\alpha$ between 0.1 and 2, $Y = \alpha \times X$. In this case, the suggested method will be efficient and robust if

1. SLPSTR equals 1 for any value of $\alpha$
2. SLPSSI equals 1 for $\alpha = 1$, and SLPSSI is lower than 1 for any other factor

Figure 14 shows the values of SLPSSI and SLPSTR after applying constant values for $\alpha$. As can be seen, by applying different factors, the SLPSTR does not vary, which indicates that no change in the structure of the two matrices occurs after applying a constant factor. By multiplying one, the SLPSSI is still one while it alters with values lower than one. Moreover, the factors lower than one are more effective in reducing the SSIM between two matrices compared to the factors more than one. Thus, the suggested method is efficient and robust in the case of applying constant factors.

| Table 7: Comparison of the GSSI, MSSIM, and SLPSSI methods on a sparse matrix at AL 1. |
|---------------------------------------------------------------|
| Sunday versus Thursday | Sunday versus Friday | Sunday versus Monday |
|-------------------------|----------------------|----------------------|
| MSSIM                   | 0.9431               | 0.8075               | 0.9478               |
| GSSI                    | 0.9191               | 0.7671               | 0.9480               |
| SLPSSI                  | 0.8858               | 0.7048               | 0.9455               |

Figure 13: Comparison of computational time of different methods.
5.1.2. Applying Variable Coefficients. In this case, the sensitivity of SLPSSI and SLPSTR is evaluated in three probable scenarios, which are usually used in modeling the traffic demand [30]. The random coefficients in four modes are considered equal to \( \theta = [5\%, 10\%, 15\%, 20\%] \) for each of these scenarios:

1. A scenario for OD matrices obtained from old studies (low demand)
2. A scenario for OD matrices similar to the base matrix (medium demand)
3. A scenario for OD matrices in heavy traffic conditions in the network (high demand)

For each of the above modes, the base matrix \( X \) is compared with 100 replication of matrix \( Y \) and the mean SLPSSI and SLPSTR are calculated for each scenario.

Scenario with low demand: in this scenario, SLPSSI and SLPSTR for matrices \( X \) and \( Y_i, \theta \) are calculated.

\[
Y_{i, \theta} = X (0.6 + \theta \times \text{rand}[0, 1]) \text{ and } i \in [1, 100]. \quad (9a)
\]

For example, for \( \theta = 20\% \), \( Y_{i, \theta} \) varies from 80% to 100% of \( X \).

Scenario with medium demand: in this scenario, SLPSSI and SLPSTR for \( X \) and \( Y_{i, \theta} \) matrices are calculated.

\[
Y_{i, \theta} = X (1.05 + \theta \times \text{rand}[0, 1]) \text{ and } i \in [1, 100]. \quad (9b)
\]

For example, for \( \theta = 20\% \), \( Y_{i, \theta} \) varies from 105% to 125% of \( X \).

Scenario with high demand: in this scenario, SLPSSI and SLPSTR for \( X \) and \( Y_{i, \theta} \) matrices are calculated.

\[
Y_{i, \theta} = X (1.05 + \theta \times \text{rand}[0, 1]) \text{ and } i \in [1, 100]. \quad (9c)
\]

The proposed method is efficient and robust when the SSIM/difference varies with respect to the value of the simulated matrix in each scenario for both SLPSSI and SLPSTR. This change is appropriate when the difference between the two matrices rises with an increase in the random coefficient; that is, the SSIM between the two OD matrices reduces. The results of calculating the average SLPSSI and SLPSTR for the iterations conducted for different demand scenarios and random coefficients can be observed in Table 8.

According to Table 8, with an increase in \( \theta \) (in each scenario), the average SLPSSI between the base matrix and the one made by random coefficients decreases. This trend can also be observed in the average of SLPSTR, which only compares the structure of two matrices. Therefore, the suggested method has the required efficiency and robustness to detect different SSIM of matrices by applying random coefficients.

\[ \text{(Figure 14: The sensitivity of SLPSSI and SLPSTR to applying constant coefficients.)} \]
6. Conclusion

The presented study outlines a new method called SLPSSI for OD matrices comparison. A comprehensive evaluation of the similarity or difference between two OD matrices should recognize the difference between them numerically (difference in the value of each cell of the matrix) and structurally (the difference between trips distribution in the whole matrix). In general, the traditional methods only calculate the numerical deviation of two matrices and do not consider their structural differences. A limited number of studies have investigated the structural differences of matrices. Most of these methods have been taken from other scientific fields than transportation engineering including MSSIM. This method recognizes the SSIM of two matrices by choosing the local windows and their movements on two matrices. The accuracy of the MSSIM results depends on the dimensions of the selected windows. Supplementary methods like GSSI have also been developed on MSSIM. In this method, local windows are defined only concerning the geographical locations of zones. The geographical windows cannot put the zones with the same characteristics in one group in the best form. Thus, the presented paper has suggested a new method to classify the zones concerning the similarity between the socioeconomic, land-use, and population properties. The following can be concluded:

(1) The suggested method is capable of detecting travel patterns in local windows. This means that, given the logical selection of local windows, it allows for analyzing the traveling patterns between zones in each pair of local windows.

(2) The proposed method has a lower computational time compared to the base MSSIM method. By choosing fixed local windows with particular dimensions, as GSSI, the suggested method enjoys higher computational speed. It is shown that the proposed approach is 11 times faster than the MSSIM method.

(3) The method is capable of identifying the SSIM of the weekdays with higher accuracy compared to the previous methods. The main goal of designing this method is to provide the ability to detect the SSIM (numerical values of cells and trip distribution) between OD matrices. The SLPSI method precisely recognizes the SSIM/difference between two matrices by evaluating the OD matrices of different days of a week with various patterns. The proposed method is up to 10% and 5.5% more accurate than MSSIM and GSSI methods, respectively.

(4) The proposed method could also be used for sparse matrices and is capable of catching the SSIM in sparse OD matrices in comparison to the GSSI method up to 8%.

(5) The sensitivity analysis results proved that the proposed SLPSI approach is a robust statistical measure and is readily deployable to practical applications that involve OD matrices comparison. The sensitivity analysis results indicate that the suggested method is sensitive to applying both constant and random coefficients. Applying constant coefficients shows that the SLPSI could be used to compare similar matrices, for example, two working days of a week. The sensitivity of the proposed method by applying random coefficients proved its ability to recognize the similarity/difference between different matrices. Therefore, it could be used in the validation of predicted matrices. Thus, SLPSI is a robust index and reliable from a statistical point of view.
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