1. INTRODUCTION

The extragalactic background light (EBL) from the infrared (IR), through the optical, and into the ultraviolet (UV) is dominated by emission from all the stars in the observable universe, either directly or through dust absorption and reradiation. It contains information about the cosmological expansion, star formation history, dust extinction, and radiation in the universe, so it can provide constraints on a number of cosmologically interesting parameters. However, its direct detection is hampered by the bright foreground emission from the Earth’s atmosphere, the solar system, and the Galaxy. This can be avoided by making measurements from spacecraft outside of the Earth’s atmosphere (e.g., Dwek et al. 1998; Hauser et al. 1998; Bernstein et al. 2002; Mattila 2003; Bernstein 2007) or the solar system (Toller 1983; Leinert et al. 1998; Edelstein et al. 2000; Murthy et al. 2001; Matsuoka et al. 2011), or through galaxy counts, which in general give lower limits (e.g., Madau & Pozzetti 2000; Marsden et al. 2009). See, for example, Hauser & Dwek (2001) for a review of EBL measurements, constraints, and models.

Shortly after the discovery of the cosmic microwave background (CMB) radiation (Penzias & Wilson 1965), it was realized that this and other radiation fields would interact with extragalactic γ-rays, producing electron–positron pairs, effectively absorbing the γ-rays (Nikishov 1962; Gould & Schröder 1967; Fazio & Stecker 1970). In the 1990s, extragalactic high-energy γ-ray astronomy took major leaps forward with the launch of the Compton Gamma-Ray Observatory and the first detections of extragalactic sources at high energies (MeV–GeV) by EGRET (Hartman et al. 1992), and at very-high energies (VHE; >0.1 TeV) by ground-based imaging atmospheric Cherenkov telescopes (IACTs; Punch et al. 1992; Mohanty et al. 1993). It was almost immediately realized that γ-ray observations of extragalactic blazars could be used to constrain the EBL (Stecker et al. 1992; Stecker & de Jager 1993; Dwek & Slavin 1994; Biller et al. 1995; Madau & Phinney 1996). The detection of Mrk 501 out to 20 TeV (Aharonian et al. 1999) was not consistent with the EBL models of the time (Aharonian et al. 1999; Protheroe & Meyer 2000). The detection of the hard spectrum from the BL Lac 1ES 1101–232 with H.E.S.S. seems to put strong constraints on the EBL, ruling out models that predict high opacity if one assumes that the intrinsic VHE spectrum cannot be harder than Γ = 1.5, where the differential photon flux \( \Phi(E) = dN/dE \propto E^{-\Gamma} \) (Aharonian et al. 2006). However, the Γ = 1.5 constraint has been questioned, and a number of theoretical possibilities have been raised that could account for harder VHE spectra (Stecker et al. 2007; Böttcher et al. 2008; Aharonian et al. 2008). Nonetheless, the basic idea that the deabsorbed VHE photon index cannot be harder than a certain value has been used by many authors to constrain the EBL (e.g., Schroedter 2005; Aharonian et al. 2007d; Mazin & Raue 2007; Albert et al. 2008; Finke & Razzano 2009). EBL constraints from γ-ray observations have been used to constrain the contribution of Population II and III stars to the EBL star formation (Raue et al. 2009; Raue & Meyer 2012;
Gilmore 2012), including the contribution of dark matter-powered stars (Maurer et al. 2012).

The new era of γ-ray astronomy, which began with the launch of the Fermi Gamma-Ray Space Telescope, has brought additional constraints on the EBL. The Fermi Large Area Telescope (LAT) is sensitive to γ-rays from 20 MeV to greater than 300 GeV (Atwood et al. 2009) and surveys the entire sky every ∼3 hr, collecting an unprecedented number of γ-ray photons from the entire sky. At the energies observed by the LAT, the extragalactic γ-ray sky below ∼10 GeV is expected to be entirely transparent to γ-rays, at least back to the era of recombination (z ∼ 1000) (e.g., Oh 2001; Finke et al. 2010), while photons observed in the 10–300 GeV range should be attenuated by UV/optical photons if they originate from sources at z ≥ 0.5. This suggests a possible way to constrain the EBL (Chen et al. 2004). The LAT spectrum below 10 GeV can be extrapolated to higher energies, and should be an upper limit on the intrinsic spectrum in the range where the EBL attenuates the γ-rays. This seems to be a reasonable assumption, since no spectrum that contradicts this has been observed, and it is difficult to imagine theoretical ways to produce one, although see, e.g., Aharonian et al. (2002, 2008); Lefa et al. (2011). Abdo et al. (2010) have used this technique to put upper limits on the optical/UV EBL absorption optical depth (τγ) for sources z ≥ 0.5, and rule out with high significance some models that predict high τγ with data from the first 11 months of LAT operation from 5 blazars and 2 gamma-ray bursts (GRBs). More recently, Ackermann et al. (2012) used a similar technique in a composite fit to 150 BL Lacs with 46 months of LAT data to constrain the high-z EBL even further, and found agreement with most recent models (Franceschini et al. 2008; Gilmore et al. 2009, 2012; Finke et al. 2010; Kneiske & Dole 2010; Domínguez et al. 2011). Abramowski et al. (2013) performed a combined analysis of HESS blazar spectra and found them to be consistent with EBL absorption using the model of Franceschini et al. (2008). Georganopoulos et al. (2008) suggested that the Compton-scattering of EBL photons by high-energy electrons in the radio lobes of Fornax A could be detected by the Fermi-LAT, leading to another possible method for constraining EBL intensity.

Below 100 GeV, the universe is expected to be transparent out to z ∼ 0.1, although VHE photons from this redshift range should be attenuated by interactions with IR EBL photons. Georganopoulos et al. (2010) suggested a very similar technique to Abdo et al. (2010), applied to the VHE range. For those sources detected by both LAT and an IACT, one can extrapolate the LAT spectrum (which should be unattenuated for these sources at low z) into the VHE range, and use it as an upper limit on the intrinsic VHE flux. As with the LAT-only case, a comparison of this upper limit with the observed VHE flux allows one to compute an upper limit on τγ. Georganopoulos et al. (2010) used this technique to show that models that predicted high τγ in the VHE range were strongly disfavored. Another possible way to estimate the intrinsic spectrum of a source, and thus estimate τγ, comes from modeling the full radio to GeV γ-ray spectral energy distribution (SED) of a γ-ray blazar with a standard synchrotron/synchrotron self-Compton (SSC) model. The SSC spectrum can be extrapolated to the VHE regime, and compared with observations to estimate τγ (Mankuzhiyil et al. 2011). Domínguez et al. (2013) have applied this technique to a sample of ∼15 LAT and IACT-detected blazars to constrain the cosmic γ-ray horizon, i.e., the energy where τγ = 1 for a certain redshift. Dwek & Krennrich (2013) present a comprehensive review of recent attempts to constrain the EBL with γ-ray observations.

These constraints come with caveats, however. A major one is that the GeV and VHE γ-rays must come from the same region in the jet. But the VHE γ-rays could have a different origin: namely, they could be created in a different region of the jet (Böttcher et al. 2008), or from ultra-high-energy cosmic rays (UHECRs) that originate from the blazar and interact with the CMB and IR–UV EBL to produce VHE γ-rays (Essey & Kusenko 2010; Essey et al. 2010, 2011b; Razzazet al. 2012). Another possibility is that the electrons that are produced by the γ-ray–EBL photon interactions Compton-scatter CMB photons, producing GeV γ-ray emission which could itself be absorbed by interactions with the EBL, producing a cascade (Aharonian et al. 1994; Plaga 1995; Dai et al. 2002). If the intergalactic magnetic field (IGMF) strength is low, the pairs will not be significantly deflected from our line of sight and this could produce an observable feature in the LAT bandpass (e.g., Neronov & Semikoz 2009). This cascade component was taken into account in the EBL constraints of Meyer et al. (2012) and could be an important component that should be included in the broadband spectral modeling of BL Lac objects (e.g., Tavecchio et al. 2011; Tanaka et al. 2014). In recent years several authors have used the non-detection of these cascades to put lower limits on the IGMF strength (e.g., Neronov & Vovk 2010; Tavecchio et al. 2010; Dolag et al. 2011; Essey et al. 2011a). In general these efforts depend on the fact that emission from VHE blazars is relatively constant over long periods of time (z ≥ 10⁶ years). Some VHE blazars have been seen to have non-variable emission on timescales of years (e.g., Aharonian et al. 2006, 2007d), but other blazars are highly variable at these energies (e.g., Aharonian et al. 2007a). Indeed observing and studying the time-dependent EBL-induced pair cascades from GRBs and blazar flares has been suggested as a way to probe the IGMF parameters (Razzaz et al. 2004; Ichiki et al. 2008; Murase et al. 2008). The possibility of variable VHE emission has led to caveats in interpreting the IGMF constraints from apparently non-variable TeV blazars (Dermer et al. 2011; Taylor et al. 2011). Other uncertainties such as the EBL intensity and VHE spectra errors, blazar jet geometry, and Doppler factor, can further decrease the lower limits on the IGMF (Arlen et al. 2014). For higher values of the IGMF strength, the cascade emission is not expected to be a point source, so it would result in γ-ray “halos” in the ∼0.1–100 GeV energy range around VHE-detected blazars (Neronov & Semikoz 2009). The detection of these halos was reported by Ando & Kusenko (2010), but it was contested by Neronov et al. (2011) and Ackermann et al. (2013). The cascades might also be suppressed by plasma beam instabilities (Broderick et al. 2012; Schlickeiser et al. 2012a, 2012b; Menzel & Schlickeiser 2015), although this is controversial (Venters & Pavlidou 2013; Miniati & Elyiv 2013; Chang et al. 2014; Sironi & Giannios 2014).

In this paper we report on our efforts to constrain the IGMF strength (B) and coherence length (L) using γ-ray observations of blazars from both LAT and IACTs. This technique can be seen as an extension of previous work by Georganopoulos et al. (2010), where the focus was on constraining the EBL. We make use of data from the first 70 months of LAT operation,
the analysis of which is described in Section 2, and IACT spectra from the literature. We describe our technique in Section 3 and report on our constraints on IGMF parameters in Section 4. Finally we discuss the implications and implications of our results in Section 5.

2. LAT ANALYSIS

To determine the LAT spectra of our sources, listed in Table 1\(^7\), we considered all LAT data collected since the start of the mission in 2008 August 4 (MJD 54682) until 2014 June 30 (MJD 56838), i.e., for 70 months of operation. This constitutes a significant increase in statistics with respect to previous efforts (e.g., Neronov & Vovk 2010; Tavecchio et al. 2010). The data were analyzed using an official release of the Fermi ScienceTools (v9r34p1), P7REP_SOURCE_V15 instrument response functions and considering photons satisfying the SOURCE event selection. We exclude photons detected at instrument zenith angles greater than 100° to avoid contamination from the Earth’s limb, and we exclude data taken with the Earth within the LAT’s field of view by requiring a rocking angle less than 52°.

For completeness, we created and used LAT spectra both >0.1 and >1.0 GeV. The source 1ES 0229+200 is significantly contaminated at low energies by albedo \(\gamma\)-ray emission from the moon (Johannesson et al. 2013), so for this object we excluded data while the source was near the Sun or moon (angular distance less than 15°), reducing the exposure by about 10%. For all of our sources, we excluded time intervals around bright GRBs and solar flares, as recommended by Acero et al. (2015).

The spectral analysis of each source is based on the maximum likelihood technique using the standard likelihood analysis software. In addition to Galactic and isotropic diffuse background components\(^8\), we considered all point-like sources within 15° from the source position that we found in the second Fermi catalog (2FGL; Nolan et al. 2012) and a preliminary version of the third Fermi catalog (3FGL, Acero et al. 2015). Sources within 5° of the source had their normalizations and spectral parameters (i.e., spectral index and log-parabola width parameter if appropriate) free to vary. Sources between 5° and 10° had their normalizations free to vary but their spectral parameters fixed to the catalog values. Sources farther than 10° had their normalizations fixed to their catalog as well. Any residual hotspots in the Test Statistic (TS; Mattox et al. 1996) maps with TS > 10 and less than 10° from the source were modeled as point sources at the location of the maximum TS value. A likelihood ratio test was used to find the best spectral model (power law, broken power law, or log parabola) that fit the data. In all cases, there was insufficient evidence to reject the simple power-law model. The power-law spectral parameters resulting from our fits can be found in Table 1, including the TS, total photon flux \((F_{\text{LAT}})\), spectral index (\(\Gamma\)), and the off-diagonal term in the covariance matrix (\(\text{cov}(F_{\text{LAT}}, \Gamma) = \sigma_F \sigma_\Gamma \rho_F\); e.g., Abdo et al. 2009). Using the off-diagonal terms in the covariance matrix ensures that we take into account the correlation between the errors in the parameters \(F_{\text{LAT}}\) and \(\Gamma\) in our error analysis, described in Section 3.3.

\(^7\) We describe our source selection in Section 3.2.

\(^8\) The LAT background models are available on the web at \url{http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html}.

In addition to the standard maximum likelihood analysis performed to find the best fit to the data, the log-of-the-likelihood (LL) profile as a function of the source’s photon flux \((F_{\text{LAT}})\) was calculated in order to fully characterize the uncertainty on this parameter. While stepping through the source’s flux, the other parameters, such as the source’s spectral index, the free parameters from nearby sources, and the normalizations of the diffuse models, were left free to vary. Thus, instead of assuming a perfect normal (Gaussian) distribution for the error of \(F_{\text{LAT}}\) and using 1, 2, and 3 standard deviations to calculate the 68%, 95%, and 99% confidence intervals, we used the LL profile to calculate the actual confidence intervals assuming that \(-2\Delta(\text{LL})\) is distributed as the chi-square probability distribution with one degree of freedom. We found that this approach is necessary in order to correctly determine the flux probability distribution of weak LAT sources such as 1ES 0229+200, 1ES 0347–121 and 1ES 1101–232. See Section 3.4 for the details of the probability distributions used in our Monte Carlo (MC) analysis, which is described in Section 3.3. We also used this technique for the spectral indices and found that their errors are well-represented by normal distributions.

3. METHOD FOR CONSTRAINING MODELS

3.1. Assumptions

Our technique for constraining the IGMF is based on Georganopoulos et al. (2010), with extensions including a sophisticated MC technique to more accurately determine the significance of the constraints, and the addition of a pair cascade component. We make the following assumptions, the first three of which are identical to those of Georganopoulos et al. (2010).

1. We assume that the MeV–TeV fluxes from BL Lacs in our sample are produced cospatially from the sources themselves and not UHECR interactions in intergalactic space (Essey & Kusenko 2010), and that the deabsorbed VHE data points never exceed the extrapolated LAT spectra (within errors). The latter is a fairly common assumption made for the purposes of constraining the EBL (e.g., Georganopoulos et al. 2010; Meyer et al. 2012; Sanchez et al. 2013), and we consider it likely, since there is not yet evidence for concave upward \(\gamma\)-ray spectra. In the third LAT AGN catalog (Ackermann et al. 2015), 131 sources significantly prefer a log parabola to a power-law spectrum, yet not one has a concave upward \(\gamma\)-ray spectrum. See Costamante (2013) for a different opinion on this assumption.

2. We assume that the objects are not variable at \(\gamma\)-ray energies within the statistical uncertainties of the measurements. Indeed, we have selected sources for our sample for which little or no \(\gamma\)-ray variability has been reported, in either the LAT or IACTs.

3. We assume that the \(\gamma\)-rays will not convert to axion-like particles or avoid absorption via some other exotic mechanism (e.g., de Angelis et al. 2007; Sánchez-Conde et al. 2009; Meyer et al. 2014; Reesman & Walker 2014) and that their absorption is correctly described by the EBL model used. We use three EBL models, the “Model C” model of Finke et al. (2010), the lower limit model of Kneiske & Dole (2010), and the model of Franceschini et al. (2008).
Table 1
Sources and Results of LAT Analysis

| Source Name  | 3FGL Name | $\zeta$ | VHE Instrument | VHE Reference | LAT Energy Range | $F_{LAT}$ | $\Gamma$ | $\rho_{\gamma}\sigma_{\gamma}$ | $V$ |
|--------------|-----------|--------|----------------|--------------|------------------|-----------|--------|----------------|---|
| IES 0229+200 | J0232.8+2016 | 0.139 | HESS | Aharonian et al. (2007d) | 0.1–300 GeV | 58.0 | 1.76 ± 0.09 | 1.71 ± 0.16 | 0.014 | 49 |
| IES 0229+200 | J0232.8+2016 | 1.0–300 GeV | 52.4 | 0.30 ± 0.08 | 1.62 ± 0.17 | 7.9 × 10$^{-3}$ | 44 |
| IES 0347–121 | J0349.2–1158 | 0.185 | HESS | Aharonian et al. (2007c) | 0.1–300 GeV | 48.8 | 1.18 ± 0.49 | 1.66 ± 0.14 | 5.7 × 10$^{-3}$ | 44 |
| IES 0347–121 | J0349.2–1158 | 1.0–300 GeV | 50.2 | 0.30 ± 0.07 | 1.77 ± 0.17 | 3.9 × 10$^{-3}$ | 44 |
| IES 0414+009 | J0416.8+0104 | 0.287 | HESS | Abramowski et al. (2012) | 0.1–300 GeV | 127 | 3.10 ± 0.99 | 1.74 ± 0.10 | 0.092 | 56 |
| IES 0414+009 | J0416.8+0104 | 1.0–300 GeV | 127 | 0.56 ± 0.09 | 1.73 ± 0.12 | 4.7 × 10$^{-3}$ | 56 |
| IES 1101–232 | J1103.5–2329 | 0.186 | HESS | Aharonian et al. (2007b) | 0.1–300 GeV | 75.6 | 1.57 ± 0.67 | 1.63 ± 0.14 | 0.084 | 37 |
| IES 1101–232 | J1103.5–2329 | 1.0–300 GeV | 70.3 | 0.34 ± 0.08 | 1.59 ± 0.15 | 5.9 × 10$^{-3}$ | 37 |
| IES 1218+304 | J1221.3+3010 | 0.182 | VERITAS | Acciari et al. (2009) | 0.1–300 GeV | 1690 | 15.6 ± 1.5 | 1.68 ± 0.03 | 0.040 | 92 |
| IES 1218+304 | J1221.3+3010 | 1.0–300 GeV | 1603 | 32.3 ± 1.8 | 1.69 ± 0.04 | 0.024 | 92 |

Notes.

a Redshift.
b Integrated LAT flux in units 10$^{-9}$ ph cm$^{-2}$ s$^{-1}$ from power-law fit.
c Spectral index from LAT power-law fit.
d Off-diagonal term of the covariance matrix from the LAT power-law fit in units of 10$^{-9}$ ph cm$^{-2}$ s$^{-1}$.
e Variability Index from the 3FGL.
4. We assume that pairs created by γ-ray–EBL photon interactions will Compton-scatter the CMB, and will lose energy primarily through scattering and not through intergalactic plasma beam instabilities (Broderick et al. 2012; Schlickeiser et al. 2012a, 2012b). Our technique for including the cascade component is similar to the one used by Meyer et al. (2012).
5. We assume that the IGMF does not change significantly with redshift. The IGMF strength is expected to be larger at earlier redshifts as \( B \propto (1 + z)^2 \) (Neronov & Semikoz 2009). For the low redshifts probed in this paper, \( z < 0.3 \), the variation in \( B \) with redshift will be negligible in comparison with the spacing in our grid of tested values.
6. We assume that all of the cascade flux is produced inside the LAT point-spread function (PSF). It is possible the cascade could be extended as observed by the LAT, due to the pair halo effect (e.g., Neronov & Semikoz 2009).

We constrain the IGMF in two ways. If the cascade flux resulting from the absorption of VHE γ-rays exceeds the observed LAT flux, low values of \( B \) can be ruled out. This technique was used previously by Neronov & Vovk (2010) and others. If \( B \) is high, the cascade will be minimal. If the deabsorbed VHE points are above the extrapolated LAT spectrum, one could interpret this as ruling out a particular EBL model, as discussed by Georganopoulos et al. (2010). However, this technique neglects the contribution of the cascade flux to the observed LAT emission. So we interpret this constraint as ruling out high \( B \) values: if the deabsorbed VHE spectral points are above the extrapolated LAT spectrum, it must mean that there is a contribution to the LAT spectrum from the cascade component, so that one cannot know how much of the observed LAT spectrum comes directly from the source. A minimum necessary cascade implies an upper limit on \( B \).

3.2. Source Selection
We selected sources that met the following criteria.
1. We select blazars that are found in the preliminary version of the 3FGL and in the TeVCat with a published VHE spectrum and a measured redshift.
2. We select sources that have a variability index \( <100 \) in the 3FGL, corresponding to a significance of 4.8σ that the source is variable. We prefer sources with little variability, since one of our method’s assumptions is that they have little variability (see Section 3.1).
3. We restrict ourselves to sources with measured redshifts \( z \lesssim 0.3 \). This is because the cascade calculation we use, from Dermer et al. (2011) and Dermer (2013), is not valid at redshifts \( z \gtrsim 0.3 \). This excludes some sources that will certainly be very constraining. In particular, PKS 1424+240 (Acciari et al. 2010) has its redshift constrained to \( z \gtrsim 0.6 \) (Furniss et al. 2013), and could be highly constraining.
4. Finally, for the remaining sources, we deabsorbed the VHE spectra with the EBL model of Finke et al. (2010) and plotted them with the LAT spectra, extrapolated into the VHE regime. We chose sources that had deabsorbed VHE spectra above or nearly above their extrapolated LAT spectra (e.g., Figure 1). Although 1ES 1218+304 did not meet this criterion, we included it anyway because it previously gave strong EBL constraints (Georganopoulos et al. 2010).

Our sources, the details of their LAT spectra, and the sources of their VHE spectra, are given in Table 1.

3.3. Ruling out Models
Our technique for ruling out a model is illustrated in Figure 2 and has the following steps.
1. Select the model that we wish to consider. This includes selecting an EBL model from the literature, selecting an IGMF strength (\( B \)) and coherence length (\( L_B \)). It is also necessary to select a blazar opening angle.
2. Given the integrated 0.1–300 GeV LAT flux (\( F_{\text{LAT}} \)) and photon index (\( \Gamma \)) and their errors for a particular blazar found with the analysis discussed in Section 2, we draw a random \( F_{\text{LAT}} \) and \( \Gamma \) from a probability distribution function (PDF) that represents their errors. The distribution function used is discussed in Section 3.4.
3. For each energy bin of the VHE spectrum, with a measured flux and error, we draw a random flux, \( F_{\text{VHE}} \), assuming that the flux errors are distributed as a normal distribution (see Section 3.4). Each randomly drawn \( F_{\text{VHE}}(E) \) is deabsorbed with the EBL model that we are testing to give an intrinsic flux, \( F_{\text{VHE,in}}(E) = \exp(\Gamma_{\text{MC}}(E))F_{\text{VHE}}(E) \).
4. From \( F_{\text{VHE,in}}(E) \), the contribution of the \( e^+e^- \) pairs Compton-scattering the CMB is calculated. Two of these cascades are calculated: \( F_{\text{cascade,min}} \), a cascade with the parameters \( t_{\text{blazar}} \) and \( E_{\text{max}} \) chosen to minimize the cascade; and \( F_{\text{cascade,max}} \), with the parameters chosen to maximize the cascade. These cascades are calculated in the same energy range as the LAT flux, i.e., 0.1–300 GeV. Here \( t_{\text{blazar}} \) is the length of time the blazar has been emitting γ-rays with its current luminosity (Dermer et al. 2011), and \( E_{\text{max}} \) is the maximum energy of the VHE emission used to calculate the cascade. Calculating two cascade components allows us to provide more conservative constraints. The cascade flux \( F_{\text{cascade}} \) is calculated using the formula of Dermer et al. (2011) and Dermer (2013). The minor corrections to this formula from Meyer et al. (2012) should have no effect on the results, since they affect the lowest flux portion of the cascade spectrum. This calculation is compared with MC cascade calculations from the literature in Appendix A.
5. The randomly drawn LAT power-law spectrum from step 2 is extrapolated to the VHE regime. For this MC iteration, the model is considered rejected if one of two criteria are met: (i) the minimum cascade flux from step 4, \( F_{\text{cascade,min}} \), integrated over the LAT bandpass exceeds the randomly drawn LAT integrated flux from step 2, \( F_{\text{LAT}} \); or (ii) any one of the deabsorbed flux bins from step 2, \( F_{\text{VHE,in}}(E) \) exceed the extrapolated LAT flux, \( F_{\text{LAT,ext}} \), unless \( 0.01F_{\text{LAT}} \leq F_{\text{cascade,max}} \), in which case the model is never rejected for this iteration. If the cascade flux makes up a significant fraction of the observed LAT flux, we do not believe that it can be extrapolated to the VHE regime and used to constrain models, since in this case we cannot know the intrinsic spectrum in this energy range. The rejection criteria in

---

Footnote 9: The TeVCat can be found on the web at http://tevcat.uchicago.edu.
this step are based on ones from Georganopoulos et al. (2010) and Meyer et al. (2012).

6. Steps 2–5 above are repeated \( N_{\text{trials}} \) times (we use \( N_{\text{trials}} = 10^6 \)) and the number of times the model is rejected \( N_{\text{reject}} \) is counted. From this, a test statistic is created: \( TS = -2 \ln(N_{\text{accept}} / N_{\text{trials}}) \). Assuming that the TS is distributed as a \( \chi^2 \) distribution, the \( p \)-value for ruling out a model is calculated. For models ruled out by the cascade constraint, this distribution has 2 degrees of freedom; for models ruled out by the VHE points exceeding the extrapolated LAT spectrum, it has \( 2N_{\text{VHE}} \) degrees of freedom, where \( N_{\text{VHE}} \) is the number of VHE points. That is, the significance for ruling out a model was calculated from Fisher’s method.

In Step 3, each energy bin of the VHE spectra is deabsorbed assuming that the entire bin is at the central energy of the bin. Although this could conceivably introduce a systematic error, under the reasonable assumption that \( \tau_{\gamma\gamma}(E) \) is not changing rapidly within each energy bin, we expect the effect to be negligible.

In Step 5, the fraction 0.01 was chosen because if the cascade spectrum contributes less than 1% to the LAT spectrum, the LAT spectrum can be safely extrapolated into the VHE range. This is an arbitrary choice, but also a very conservative one. If the cascade spectrum contributed more than 1% (say, 10%) then the LAT spectrum could still probably be safely extrapolated into the VHE regime.

3.4. Probability Distribution Function

Many of the sources used in our sample are not very bright in the LAT, and have relatively large errors on their integrated photon flux, \( F_{\text{LAT}} \). Consequently, we found that a bivariate normal probability distribution did not accurately describe the errors in \( F_{\text{LAT}} \) and the photon index, \( \Gamma' \), from the likelihood analysis to the LAT data. This PDF faced the problem that there is a significant probability that \( F_{\text{LAT}} < 0 \), which is clearly unphysical. We plotted the PDF error points determined from the LL function with several functions representing the PDF for each source spectrum; an example is seen in Figure 3. Based on these plots, we determined that a log-normal distribution was a good representation of the PDF for the \( >100 \text{MeV} \) spectra, while a Gamma distribution was a good representation for the \( >1 \text{GeV} \) spectra. Consequently we used a bivariate normal distribution to represent the joint PDF for the parameters from the \( >100 \text{MeV} \) LAT power-law fit, \( \Gamma_{\text{LAT}} \),

\( Figure 1. \gamma\text{-ray spectra for the sources. Blue (violet) curves indicate the LAT spectra at >0.1 (1.0) GeV, and dashed curves indicate the LAT spectra extrapolated into the VHE region. Circles indicate the observed VHE spectrum from ground-based atmospheric Cherenkov telescopes, and squares indicate the VHE spectrum deabsorbed with the EBL model of Finke et al. (2010). \)
and \( w = \log_{10}(F_{\text{LAT}}) \),

\[
p(F_{\text{LAT}}, \Gamma) = \frac{1}{2\pi \sigma_{w} \sigma_{\Gamma} \sqrt{1 - \rho^{2}}} \times \exp \left\{ - \frac{(w - \mu_{w})^{2}}{2(1 - \rho^{2})\sigma_{w}^{2}} - \frac{(\Gamma - \mu_{\Gamma})^{2}}{2(1 - \rho^{2})\sigma_{\Gamma}^{2}} - \frac{\rho(w - \mu_{w})(\Gamma - \mu_{\Gamma})}{\sigma_{w} \sigma_{\Gamma}(1 - \rho^{2})} \right\}
\]

(1)

where \( \mu_{w} (\mu_{\Gamma}) \) is the measured \( \log_{10}(F_{\text{LAT}}) (\Gamma) \), \( \sigma_{w} (\sigma_{\Gamma}) \) is the standard error from the power-law fit to the LAT data for \( \log_{10}(F_{\text{LAT}}) (\Gamma) \), and \( \rho \) is the correlation coefficient between \( \log_{10}(F_{\text{LAT}}) \) and \( \Gamma \) (i.e., the covariance is \( \rho \sigma_{w} \sigma_{\Gamma} \)). The error in \( \log_{10}(F_{\text{LAT}}) \) is calculated from the error in the flux \( (\sigma_{F_{\text{LAT}}}) \) with \( \sigma_{w} = \sigma_{F_{\text{LAT}}} / (F_{\text{LAT}} \ln(10)) \).

For the >1 GeV spectra, where a gamma distribution best represented the flux from the power-law fit, we created an ad hoc bivariate probability distribution based on a gamma distribution. It is given by

\[
p(F_{\text{LAT}}, \Gamma) = \frac{e^{F_{\text{LAT}} - \mu_{\Gamma}}}{\Gamma_{F}(\alpha_{F}) \beta_{F} \Gamma_{F}} \frac{1}{\Gamma_{F}(\alpha_{F}) \beta_{F}} \exp \left\{ - \frac{1}{\sigma_{F_{\text{VHE}}}^{2}} \left[ F_{\text{VHE}} - \mu_{\Gamma} \right] \right\} \times \exp \left\{ - \frac{(\Gamma - \mu_{\Gamma})^{2}}{2(1 - \rho^{2})\sigma_{\Gamma}^{2}} + \frac{\rho(F_{\text{LAT}} - \mu_{F})(\Gamma - \mu_{\Gamma})}{\sigma_{F} \sigma_{\Gamma}(1 - \rho^{2})} - \frac{\rho^{2}(F_{\text{LAT}} - \mu_{F})^{2}}{2(1 - \rho^{2})\sigma_{F}^{2}} \right\},
\]

(2)

where \( \mu_{F} (\mu_{\Gamma}) \) is the measured \( F_{\text{LAT}} (\Gamma) \), and \( \sigma_{F} (\sigma_{\Gamma}) \) is the standard error from the power-law fit to the LAT data for \( F_{\text{LAT}} (\Gamma) \), \( \alpha_{F} = (\mu_{F} / \sigma_{F})^{2} \), \( \beta_{F} = \sigma_{F}^{2} / \mu_{F} \), \( \rho \) is the correlation coefficient between \( F_{\text{LAT}} \) and \( \Gamma \) (i.e., the covariance is \( \rho \sigma_{F} \sigma_{\Gamma} \)), and \( \Gamma_{F}(\alpha, \beta) \) is the standard gamma function. This distribution was constructed to resemble a gamma distribution for \( F_{\text{LAT}} \), a normal distribution for \( \Gamma \), preserve the correlated errors of a bivariate normal distribution, be normalized to unity, and reduce to a bivariate normal distribution for \( \alpha_{F} \gg 1 \). The latter two properties are explored in Appendix B. This bivariate PDF is not unlike the gamma-normal distribution explored by Alzaatreh et al. (2014), although their distribution does not preserve the correlation between the two variables, so it is not useful for our purposes.

The errors on the flux of each VHE bin are assumed to be described by a normal (Gaussian) distribution, given by

\[
p(F_{\text{VHE}}) = \frac{1}{\sigma_{F_{\text{VHE}}} \sqrt{2\pi}} \exp \left\{ - \frac{1}{2\sigma_{F_{\text{VHE}}}^{2}} \left[ F_{\text{VHE}} - \mu_{F_{\text{VHE}}} \right]^{2} \right\},
\]

(4)

where \( F_{\text{VHE}} \) is the randomly drawn flux in that energy bin, and \( \mu_{F_{\text{VHE}}} \) and \( \sigma_{F_{\text{VHE}}} \) are the reported flux and measurement error, respectively.

### 3.5. Combined Constraints

For a given model (Step 1 in Section 3.3), we wish to combine the constraints from all of our objects (Table 1) to provide the strongest constraint possible for a given model. Since the results for different objects are entirely independent, this is done with Fisher’s method (Fisher 1925; Mosteller & Fisher 1948). We first created a TS for all the sources,

\[
TS = -2 \sum_{k=0}^{N} \ln(P_{\text{accept},k})
\]
from the individual p-values for each source, $P_{\text{accept,}k}$, where $N_s$ is the number of sources. Fisher’s method assures that the TS is distributed as a $\chi^2$ distribution with $2N_s$ degrees of freedom. This $\chi^2$ distribution is integrated, giving the overall p-value of acceptance, $P_{\text{accept,com}}$. We choose to present the combined results for rejecting a model as the equivalent number of sigma for which the model is rejected if the errors were distributed as a normal distribution. That is, the number of sigma a model is rejected is $\Sigma = \sqrt{2} \cdot \text{erf}^{-1}(P_{\text{accept,com}})$.

4. RESULTS

4.1. Results with Conservative Assumptions

Here we show the results for our conservative assumptions. We choose a jet opening angle of $\theta_j = 0.1$ rad, roughly consistent with values from VLBI measurements (Jorstad et al. 2005), and the EBL model from (Finke et al. 2010, their “model C”). For the calculation of $F_{\text{cascade,min}}$ we use $f_{\text{blazar}} = 3$ years and $E_{\text{max}}$ equal to the central energy of the maximum observed bin from the IACTs. This $f_{\text{blazar}}$ is the typical time between observations for the objects in our sample, and the typical time for which we know the sources are not variable. For calculation of $F_{\text{cascade,max}}$ we use $f_{\text{blazar}} = 1/H_0$, i.e., we assume the blazar has been emitting VHE $\gamma$-rays at the level currently observed for the entire age of the universe; and $E_{\text{max}} = 100$ TeV. For calculation of $F_{\text{cascade,max}}$ the deabsorbed VHE points are fit with a power law and extrapolated to 100 TeV to calculate the cascade component. The VHE spectrum is assumed to have a hard cutoff at $E_{\text{max}}$. That is, this assumes that the source does not emit any $\gamma$-rays above $E_{\text{max}}$.

Our conservative results can be seen in Figure 4. One can see that high magnetic field values ($B \gtrsim 10^{-12}$ G for $L_B \gtrsim 1$ Mpc) are not significantly ruled out, while low values ($B \lesssim 10^{-16}$ G at $10^{-10}$ Mpc; $B \lesssim 10^{-21}$ G for $L_B \gtrsim 1$ Mpc) are ruled out at $\approx 7.2\sigma$. For $L_B \gtrsim 1$ Mpc, the allowed $B$ is essentially independent of $L_B$, since above this $L_B$ the electrons will lose most of their energy from scattering within a single coherence length. For $L_B \lesssim 1$ Mpc, the allowed $B$ goes as $B \propto L_B^{-1/2}$ due to the random change in direction of $B$, and hence the direction of the electrons’ acceleration, as they cross several coherence lengths. This overall dependence of the constraints on $B$ and $L_B$ has been pointed out previously by Neronov & Semikoz (2009) and Neronov & Vovk (2010). There is a strange shape in the contours at 1–10 Mpc due to this transition region, and due to the coarseness of our grid, which is one order of magnitude in both $B$ and $L_B$.

Low magnetic field values are inconsistent with the data at $\gtrsim 5\sigma$. We consider this to be quite a significant constraint. Since many authors (e.g., Neronov & Vovk 2010; Dermer et al. 2011) have ruled out low $B$ values if the cascade component is above the LAT $2\sigma$ upper limits, those authors are implicitly ruling out the $B$ values at the $2\sigma$ level. The high magnetic field values are not significantly ruled out. The most constraining sources in our sample for low $B$ values turned out to be 1ES 0229+200, 1ES 0347–121, and 1ES 1101–232, all of which individually ruled out low $B$ values at $\gtrsim 4.5\sigma$.

Our lower limits on $B$ are lower than what many previous authors have found in a similar fashion, but assuming $f_{\text{blazar}} = 1/H_0$ (e.g., Neronov & Vovk 2010; Tavecchio et al. 2010, 2011; Dolag et al. 2011). We compute a constraint with this less conservative assumption on $f_{\text{blazar}}$ below in Section 4.3 for comparison. Several authors have constrained the IGMF to be $B \gtrsim 10^{-18}$ G for $L_B = 1$ Mpc by using a shorter $f_{\text{blazar}}$ as we do (e.g., Dermer et al. 2011; Taylor et al. 2011; Vovk et al. 2012). Our lower limits are generally consistent with these authors, although slightly lower ($B > 10^{-19}$ G). The minor difference could be due to the fact that we assume a sharp cutoff at high energies in the intrinsic spectrum at the maximum VHE energy bin observed from a source, while other authors extrapolate above this energy in some way, typically with an exponential form. This makes our results more conservative.

4.2. Robustness

In general, we consider our assumptions, and the results found in Section 4.1, to be quite reasonable, and indeed quite conservative. However, to be thorough, we have tested the robustness of these results by varying some of the assumptions, particularly those that would weaken the constraints, and seeing if this made a significant difference in our results.

The first item we explored is the EBL model. One would expect that the parameter space will be ruled out with greater significance if a more intense and absorbing EBL model is used, while it would be ruled out with lesser significance if a less intense EBL model is used. We performed simulations for a less intense EBL model, namely the model of Kneiske & Dole (2010). This model was designed to be as close as possible to the observed lower limits on the EBL from galaxy counts; however, note that for some regions of parameter space, other EBL models predict less absorption. The results can be seen in Figure 5. The low $B$ values are ruled out at 5.5$\sigma$, while the high $B$ values are still unconstrained. We also performed simulations with the model of Franceschini et al. (2008), which has a similar overall normalization as the Finke et al. (2010) model, but its SED has a bit different shape. With this model we found that low $B$ values are ruled out at 6.7$\sigma$, and high $B$ values are again unconstrained.

There has been some evidence in recent years that the source 1ES 0229+200 is variable at VHE energies (Aliu et al. 2014), as is 1ES 1218+304. We have therefore left out these sources when computing our constraints, and the results can be seen in Figure 6. Similar regions of parameter space are ruled out, but at much less significance; low values of $B$ are ruled out at 6.0$\sigma$. 
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**Figure 4.** Values of parameter space of $B$ and $L_B$ ruled out for the combined conservative results of Section 4.1 for all of our objects. The contours represent the significance a particular region of parameter space is ruled out, in number of sigma, as indicated by the bar. These constraints assume the Finke et al. (2010) EBL model and $\theta_j = 0.1$ rad.
We performed simulations with both larger ($\theta_j = 0.2$ rad) and smaller ($\theta_j = 0.05$ rad) values of the jet opening angle. A larger value of $\theta_j$ led to larger cascades, and increased significance for ruling out the lower $B$ values, but a decreased significance for ruling out the larger $B$ values. Smaller values led to smaller cascades, and a decreased significance for ruling out the lower $B$ values, and an increased significance for ruling out the larger $B$ values. However, we found in all cases tested that the different jet opening angles made a minuscule difference, at the level of hundreds of a sigma.

We have so far used the >0.1 GeV LAT spectra for all sources. If we use >1 GeV spectra for all sources, making sure we use Equation (2) for the PDF, we find that the low values of $B$ are ruled out at 6.2$\sigma$.

Our method is sensitive to the highest energy points from an IACT spectrum and this could lead to a bias if such points are overestimated. Therefore, we compute our constraints throwing away the highest two VHE energy bins. In this case, the significance of ruling out the low $B$ values decreases to 5.9$\sigma$.

We note that a log-normal distribution does not perfectly describe the LAT PDF for the >100 MeV spectra, so we also performed our simulations with the LAT PDF described by Equation (2) rather than Equation (1). This increased the significance of ruling out the lower $B$ values slightly, to 7.6$\sigma$.

There is some evidence of inaccuracies in the cross-calibration between the LAT and IACTs, on the order of 10%–15% (Meyer et al. 2010). We performed our simulations with the VHE points scaled down by 10% and find that this decreases the significance for ruling out low $B$ values to 6.9$\sigma$.

Arlen et al. (2014) use a $\chi^2$ fitting technique to LAT and VHE data with a primary plus cascade model with IGMF strength $B = 0$, and use the quality of the fits to determine if the data are consistent with $B = 0$. None of their spectra extend down to 100 MeV; thus the spectra we use that most resembles theirs are our >1 GeV spectra. For 1ES 0229+200, for two EBL models, which most resemble the model of Kneiske & Dole (2010), they found that the data are not consistent with $B = 0$ at the >2$\sigma$ level. This is consistent with our results, since we found for all of our EBL models that $B > 0$ at >3.5$\sigma$ for this source with >1 GeV spectra. Arlen et al. (2014) also do a fit with an EBL model with an intensity less than 2 nW m$^{-2}$ s$^{-1}$ in the 10–20 $\mu$m range (their “EBL model 3”) and find that their data are consistent with $B = 0$ at the 2$\sigma$ level. This EBL model is below all of the EBL models explored here, and indeed it is inconsistent with a 15 $\mu$m galaxy count lower limit from Infrared Space Observatory observations (Metcalfe et al. 2003). For IES 0347–121, and 1101–232, Arlen et al. (2014) find that they cannot rule out $B = 0$ at >2$\sigma$ with their technique. With our technique, for the Kneiske & Dole (2010) EBL model and using >1 GeV LAT spectra, we are also not able to rule out these sources at >2$\sigma$, so that these results are also consistent with those of Arlen et al. (2014). Combining the constraints for all sources with the Kneiske & Dole (2010) EBL model and using >1 GeV LAT spectra, lower $B$ values (including naturally $B = 0$) are ruled out at only 2.6$\sigma$. This is greater than the 2$\sigma$ criterion of Arlen et al. (2014), but is a much lower significance than the >5$\sigma$ constraints from our other assumptions. We also found that using the EBL model of Franceschini et al. (2008), low $B$ field values were ruled out at 4.8$\sigma$, combining the results of all of our sources. Ruling out low $B$ field values at >5$\sigma$ significance depends on using >100 MeV spectra and the EBL model used.

### 4.3. Results with Less Conservative Assumptions

We have also computed constraints with less conservative assumptions. We did this by modifying step 4 in our procedure (Section 3) as follows: we used $F_{\text{cascade,min}} = F_{\text{cascade,max}}$, where both were calculated assuming $\mu_{\text{blazar}} = 1/H_0$ and using the maximum observed VHE photon bin for $E_{\text{max}}$. These less conservative constraints are computed here primarily for comparison with other authors, who have used similar assumptions to constrain the IGMF (e.g., Neronov & Vovk 2010; Tavecchio et al. 2010, 2011; Dolag et al. 2011).

The less conservative constraints can be seen in Figure 7. The constraints are similar to the conservative constraints (Figure 4), with similar significance of rejection; however, a much greater region of parameter space is ruled out. In particular, $B$ is constrained to be 2–3 orders of magnitude higher than the conservative constraint. Indeed, for a given value of $L_B$, $B$ is constrained to within two orders of magnitude. For instance, for $L_B = 1$ Mpc, the magnetic field strength is constrained to $B \gtrsim 10^{-16}$ G at 7$\sigma$. In general, the lower limit is roughly consistent, although still lower than what previous authors have found, who generally constrain $B \gtrsim 10^{-15}$ G at $L_B = 1$ Mpc (Tavecchio et al. 2010; Dolag et al. 2011) although Neronov & Vovk (2010) found a lower limit of $B = 3 \times 10^{-16}$
the >1 GeV spectra with the EBL models of Kneiske & Dole (2010) and Franceschini et al. (2008). Using the former EBL model, low \( B \) values are ruled out at 2.6\( \sigma \), and using the latter EBL model they are ruled out at 4.8\( \sigma \). We were not able to constrain high values of the IGMF, despite our efforts with a new method for doing so. We used several novel techniques in our analysis, including an MC scheme and a new bivariate probability distribution to describe the errors in the LAT power-law fit. In a preliminary analysis using 42 months of data, we (Finke et al. 2013) found that large values of \( B \) were ruled out at >5\( \sigma \) using 1ES 0229+200 and 1ES 1101–232. We were unable to verify this with more data and our updated analysis (more nearby point sources, exclusion of the Sun and Moon; see Section 2) and updated method for ruling out models (Section 3.3).

These results have several possible interpretations. The most straightforward is to take the constraints in Figure 4 at face value. In this interpretation, low magnetic field values are highly unlikely, at the >5\( \sigma \) level, while high magnetic field values are unconstrained. In all cases, the VHE spectra are consistent with the extrapolated LAT spectra. If all our assumptions are correct, and the constraints can be taken at face value, our results have implications for the formation of the IGMF and the era of inflation. A non-helical IGMF generated from an electroweak phase transition in the radiation dominated era is essentially ruled out (Neronov & Semikoz 2009; Wagstaff & Banerjee 2014). The BICEP2 collaboration has claimed the detection of inflation-originating gravitational waves in the CMB polarization (Ade et al. 2014). If the IGMF originates from inflationary magnetogenesis, there is some tension between the BICEP2 result and constraints for \( B \gtrsim 10^{-15} \) G (Fujita & Mukhyama 2012; Ferreira et al. 2014; Fujita & Yokoyama 2014). However, a joint analysis by the Planck and BICEP2/Keck Array Collaborations (Ade et al. 2015) found that the original BICEP2 analysis did not properly take into account a dust contribution to the observed polarization, so the claimed detection of gravitational waves was in error.

We do not find any evidence for a contribution from cascade emission to the LAT flux of our sources. Thus, another possible interpretation is that plasma beam instabilities eliminate the cascade (Broderick et al. 2012, see assumption #4 in Section 3.1). See Vecters & Pavlidou (2013), Mniati & Elyiv (2013), and Sironi & Giannios (2014) for critical assessments of the application of plasma beam instabilities to VHE blazars. Chang et al. (2012) argue that blazars’ VHE emission is absorbed by EBL interactions, and the resulting pairs interacting via this plasma beam instability contribute to the heating of the intergalactic medium. This in turn would prevent the formation of dwarf galaxies at late times (\( z \lesssim 2 \)), possibly reconciling the sparsity of dwarf galaxies with respect to predictions of \( \Lambda \)CDM cosmology (Pfrommer et al. 2012).

We assume that the LAT and VHE gamma-rays are produced cospatially in the jet of the BL Lac object (Assumption #1). However, it is possible that UHECRs produced by the object escape into intergalactic space, where they produce the VHE gamma-rays observed with IACTs (Essey & Kusenko 2010; Essey et al. 2010, 2011b). If this is the case, our results will not be valid, although it is still possible to constrain the IGMF (Essey et al. 2011a). Since a UHECR origin for VHE gamma-rays would not predict any variability, if the objects used here were to be observed in the future with an IACT to be at a flux...
level much lower than measured previously, this would be strong evidence for the copatiability of the LAT and IACT-detected γ-rays.

If axion-like particles existed with the relevant parameters, the VHE γ-rays could avoid EBL attenuation (assumption #3; de Angelis et al. 2007; Sánchez-Conde et al. 2009; Horns et al. 2012; Meyer et al. 2014; Reesman & Walker 2014). This would allow VHE photons to avoid much of the γ-ray attenuation, meaning that our deabsorbed VHE spectra would not be correct, and the cascade component would be lower. This would mean our B constraints are not valid. If we had significantly ruled out high magnetic field values, this could have been interpreted as evidence for this mechanism for avoiding γ-ray attenuation.

The assumption that all of the cascade flux is produced inside the PSF (assumption #6) should not affect our low B constraints, since the extended halos should only be observable for higher B values (Neronov & Semikoz 2009). It is possible that the reason we cannot constrain the highest B values is that the cascade emission is not present because it is outside the PSF.

Therefore, one of the most straightforward ways to confirm our results would be the detection of resolved γ-ray halos by LAT or the future Cherenkov Telescope Array. These halos are expected to be resolved by the LAT if $10^{-16} \lesssim B \lesssim 10^{-14}$ G for $L_B \gtrsim 1$ Mpc, and at higher values of $B$ for lower $L_B$ (Neronov & Semikoz 2009). We note that both our conservative (Figure 4) and non-conservative (Figure 7) constraints allow for this region of parameter space. The detection of these halos would essentially imply that all of our assumptions (Section 3.1) are correct, except possibly assumption #1. It is possible that UHECR interactions with the EBL and CMB could also produce these γ-ray halos. The IGMF could also be constrained by observations of anisotropy in the extragalactic γ-ray background (Venters & Pavlidou 2013; Tashiro et al. 2014; and Chen et al. 2015) find a preference for photons of decreasing energy in the LAT extragalactic γ-ray background to be preferentially bent to the left. They interpret this as evidence for a helical IGMF with $B \sim 10^{-14}$ G and $L_B \sim 10$ Mpc, which would be consistent with our results.
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APPENDIX A

COMPARISON OF CASCADE CALCULATION WITH CALCULATIONS FROM THE LITERATURE

We have made use of the simple analytic cascade calculation described by Dermer et al. (2011) and Dermer (2013). This calculation has the advantage of being relatively quick to calculate numerically. In this appendix, we compare it to more extensive MC cascade calculations from the literature, those from Taylor et al. (2011), Kachelrieß et al. (2012), and Arlen et al. (2014). We will use cascades calculated for 1ES 0229+200, a common source used for these sorts of constraints. The primary $\nu F_\nu$ spectrum from the source in all cases can be parameterized as

$$F(E) = F_0 \left( \frac{E}{E_0} \right)^{\Gamma} e^{-E/E_{\text{cut}}},$$

with free parameters $F_0$, $\Gamma$, and $E_{\text{cut}}$. We choose to normalize the primary spectrum at $E_0 = 1$ TeV. The parameters for our cascade calculation are listed in Table 2.

In Figures 8 and 9 we attempt to reproduce several of the results of Taylor et al. (2011) with our simple cascade calculation. Figure 8 can be compared with the first panel of Figure 7 of Taylor et al. (2011). This calculation assumes that the blazar has been producing the primary γ-ray spectrum for the age of the universe. The cascade results appear to be in very good agreement. In Figure 9 we perform a calculation with parameters similar to the second panel of Figure 7 from Taylor et al. (2011), where the blazar has been producing VHE γ-rays for three years. In this case, the agreement is less good. In general, our calculation predicts lower emission at the lower energies than the MC of Taylor et al. (2011). We conclude that our results are thus very conservative, since they underpredict the cascade from more detailed calculations.

In Figure 10 we produce a cascade calculation with the same parameters as those from the right panel of Figure 3 of Kachelrieß et al. (2012). Again, our calculation underpredicts the lower energy emission compared to their detailed calculations, which implies that our results are very conservative.

In Figure 11 we reproduce Figure 9 from Arlen et al. (2014), who test $B = 0$. Our cascade calculation is similar to theirs, but is a bit lower, by a factor of $\approx 1.4$. 
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APPENDIX B
PROPERTIES OF PDF

In this appendix, we explore two properties of the PDF given by Equation (2),

\[
p(x, y) = \frac{\Gamma_f(\alpha_x)\Gamma_y(\alpha_y)\Gamma(\alpha_x + \alpha_y)\Gamma(\alpha_x + \alpha_y + \alpha_z)}{\Gamma_f(\alpha_x)\Gamma(\alpha_x + \alpha_y + \alpha_z)} \frac{1}{(1 - \rho)^{\alpha_x + \alpha_y + \alpha_z}} \times \exp\left\{ -\frac{(y - \mu_y)^2}{2(1 - \rho^2)\sigma_y^2} \right\} + \frac{\rho(\mu_x - \mu_y)(y - \mu_y)}{(1 - \rho^2)\sigma_x\sigma_y} - \frac{\rho^2(\mu_x - \mu_y)^2}{2(1 - \rho^2)\sigma_x^2},
\]

Table 2
Parameters for Cascade Calculation in Figures

| Parameter | Figure 8 | Figure 9 | Figure 10 | Figure 11 |
|-----------|----------|----------|-----------|-----------|
| $\gamma$  | 1.2      | 1.2      | 0.67      | 1.3       |
| $E_{cut}$ (TeV) | 5.0      | 5.0      | 20        | 12        |
| $F_0$ ($10^{-12}$ erg cm$^{-2}$ s$^{-1}$) | 4.6      | 4.6      | 1.1       | 1.1       |
| $B_0$ (G) | $v$      | $v$      | $10^{-17}$ | 0.0       |
| $L_0$ (Mpc) | 1.0      | 1.0      | 1.0       | 1.0       |
| $t_{blur}$ (year) | $H_0^{-1}$ | 3        | $v$       | $H_0^{-1}$ |
| EBL model | KD10$^a$ | KD10$^a$ | F08$^b$  | F10$^c$  |

Notes. Parameters that are varied within each figure are labeled as “v.”

$^a$ Kneiske & Dole (2010).
$^b$ Franceschini et al. (2008).
$^c$ Finke et al. (2010).

Figure 8. Cascade spectrum of 1ES 0229+200, calculated with parameters similar to those of the calculation shown in Figure 7, first panel of Taylor et al. (2011). The HESS spectrum (Aharonian et al. 2007d) is shown as the diamonds, the primary, unabsorbed spectrum is shown as the dashed line, and the primary absorbed spectrum is shown as the solid line going through the HESS data points. The cascade spectra are labeled by the IGMF strength used in the calculation. Other parameters are shown in Table 2.

Figure 9. Cascade spectrum of 1ES 0229+200, calculated with parameters similar to those of the calculation shown in Figure 7, second panel of Taylor et al. (2011). The HESS spectrum (Aharonian et al. 2007d) is shown as the diamonds, the primary, unabsorbed spectrum is shown as the dashed line, and the primary absorbed spectrum is shown as the solid line going through the HESS data points. The cascade spectra are labeled by the IGMF strength used in the calculation. Other parameters are shown in Table 2.

Figure 10. Cascade spectrum of 1ES 0229+200, calculated with parameters similar to those of the calculation shown in the right panel of Figure 3 of Kachelriess et al. (2012). The HESS spectrum (Aharonian et al. 2007d) is shown as the diamonds, the primary, unabsorbed spectrum is shown as the dashed line, and the primary absorbed spectrum is shown as the solid line going through the HESS data points. The cascade spectra are labeled by the jet time used in the calculation. Other parameters are shown in Table 2.

Figure 11. Cascade spectrum of 1ES 0229+200, calculated with parameters similar to those of the calculation shown in the right panel of Figure 9 of Arlen et al. (2014). The HESS spectrum (Aharonian et al. 2007d) is shown as the diamonds, the primary, unabsorbed spectrum is shown as the dashed line, and the primary absorbed spectrum is shown as the solid line going through the HESS data points. The cascade spectra are labeled by the jet time used in the calculation. Other parameters are shown in Table 2.

APPENDIX B
PROPERTIES OF PDF

In this appendix, we explore two properties of the PDF given by Equation (2),
where the notation has been simplified by letting $F_{\text{LAT}} \to x$ and $\Gamma \to y$.

First we show that Equation (6) reduces to a bivariate normal distribution for $a \approx (\mu_x/\sigma_x)^2 \gg 1$ and $x$ is close to $\mu_x$. We begin by making use of the Sterling Approximation,

$$\Gamma(\alpha) \approx \sqrt{\frac{2\pi}{\alpha}} \left(\frac{\alpha}{e}\right)^\alpha, \quad \alpha \gg 1$$

(7)

which leads to

$$p(x, y) = \frac{1}{2\pi\sigma_x\sigma_y\sqrt{1 - \rho^2}} \exp\left\{ \frac{\mu_x^2 - x\mu_x}{\sigma_x^2} \right\} \times \exp\left\{ -\frac{(y - \mu_y)^2}{2(1 - \rho^2)\sigma_y^2} \right\}$$

$$+ \frac{\rho(x - \mu_x)(y - \mu_y)}{(1 - \rho^2)\sigma_x\sigma_y} - \frac{\rho^2(x - \mu_x)^2}{2(1 - \rho^2)\sigma_x^2} \right\}.$$  

(8)

The Taylor expansion of the natural logarithm is

$$\ln(1 + x) = x - \frac{x^2}{2} + \frac{x^3}{3} - \ldots,$$

(9)

which can be rewritten

$$\left(1 + \frac{x}{a}\right)^a = \exp\left\{ x - \frac{x^2}{2a} + \frac{3x^3}{3a^2} - \ldots \right\}$$

(10)

for $x/a \ll 1$. Using this one can show, with some algebraic manipulation, that

$$\frac{x^{\alpha-1}}{\mu_x^\alpha} \approx \left(1 - \frac{x}{\mu_x}\right)^{\alpha}, \quad \alpha \approx 1 + \frac{(x - \mu_x)}{\mu_x\alpha}\right)$$

$$= \left(1 + \frac{(x - \mu_x)}{\mu_x\alpha}\right)^{\alpha}$$

$$\approx \exp\left\{ -\frac{(x - \mu_x)^2}{2\sigma_x^2} \right\}$$

$$\approx \exp\left\{ \frac{x\mu_x - \mu_x^2}{\sigma_x^2} - \frac{(x - \mu_x)^2}{2\sigma_x^2} \right\}.$$  

(11)

Substitution of this into Equation (8) results in

$$p(x, y) \approx \frac{1}{2\pi\sigma_x\sigma_y\sqrt{1 - \rho^2}} \times \exp\left\{ -\frac{(x - \mu_x)^2}{2(1 - \rho^2)\sigma_x^2} \right\}$$

$$- \frac{(y - \mu_y)^2}{2(1 - \rho^2)\sigma_y^2} + \frac{\rho(x - \mu_x)(y - \mu_y)}{(1 - \rho^2)\sigma_x\sigma_y} \right\},$$  

(12)

which is the bivariate normal distribution.

Next, we show that the PDF, Equation (6), is normalized to unity. That is,

$$1 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dy \, dx \, p(x, y) \equiv J.$$

(13)

We begin by performing the integral over $y$,

$$J_y = \int_{-\infty}^{\infty} dy \exp\left\{ \frac{-(y - \mu_y)^2}{2(1 - \rho^2)\sigma_y^2} + \frac{\rho(x - \mu_x)(y - \mu_y)}{(1 - \rho^2)\sigma_x\sigma_y} \right\}.$$  

(14)

We make the substitution

$$\frac{(y - \mu_y)^2}{2(1 - \rho^2)\sigma_y^2} = u^2,$$

(15)

giving $dy = [2(1 - \rho^2)]^{1/2}\sigma_y \, du$ and

$$J_y = \sigma_y \left[2(1 - \rho^2)\right]^{1/2} \int_{-\infty}^{\infty} du \exp\left\{ -u^2 + u \frac{\rho(x - \mu_x)}{\sigma_x}\right\}.$$  

(16)

This integral is tabulated, and the result is

$$J_y = \sigma_y \left[2(1 - \rho^2)\right]^{1/2} \exp\left\{ \frac{\rho^2(x - \mu_x)^2}{2\sigma_x^2(1 - \rho^2)} \right\},$$  

(17)

Next we must find the integral over $x$. Putting this result into Equation (13) gives

$$J = \frac{1}{\Gamma(\alpha)\beta^\alpha} \int_{-\infty}^{\infty} dx \, x^{\alpha-1} e^{-x/\beta},$$  

(18)

which is the integral of the gamma distribution. It is well-known to be normalized to unity.
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