Lossy Data Compression Effects on Wall-bounded Turbulence: Bounds on Data Reduction
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Abstract Postprocessing and storage of large data sets represent one of the main computational bottlenecks in computational fluid dynamics. We assume that the accuracy necessary for computation is higher than needed for postprocessing. Therefore, in the current work we assess thresholds for data reduction as required by the most common data analysis tools used in the study of fluid flow phenomena, specifically wall-bounded turbulence. These thresholds are imposed a priori by the user in $L_2$-norm, and we assess a set of parameters to identify the minimum accuracy requirements. The method considered in the present work is the discrete Legendre transform (DLT), which we evaluate in the computation of turbulence statistics, spectral analysis and resilience for cases highly-sensitive to the initial conditions. Maximum acceptable compression ratios of the original data have been found to be around 97%, depending on the application purpose. The new method outperforms downsampling, as well as the previously explored data truncation method based on discrete Chebyshev transform (DCT).
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1 Introduction

The field of computational fluid dynamics (CFD) is data intensive, particularly for high-fidelity simulations. Direct and large-eddy simulations (DNS and LES, respectively) of turbulent flows, which are framed in this high-fidelity regime, involve a wide range of flow scales leading to a high number of degrees of freedom. Besides the computational bottleneck brought by the large size of the problem, a less explored aspect in the context of flow simulations is the data management. Large amounts of disk space and also slow speed of I/O (input/output) impose limitations on large-scale simulations. Typically the computational requirements for well-resolved flow structures are far higher than those needed for post-processing. Despite the wealth of strategies for truncating the data, such as using wavelets [1–3], reduced-order models [4], or orthogonal transforms [5], only few studies [2, 3, 6–9] have considered an analysis of the impact of data truncation on the accuracy of the postprocessed data from a physical point of view. Here we focus on one particular lossy data compression strategy, which has been equipped with an a-priori error estimator in $L_2$-norm, and explore different levels of accuracy of the compressed data. The purpose is to identify bounds within which computational data can be reduced without affecting the ulterior postprocessing, i.e., determination of relevant flow quantities such as turbulence statistics, power-spectral densities or coherent structures. Also we underline the superiority of a data compression strategy over a common approach in engineering applications, namely to downsample the data set when it becomes computationally cumbersome.

In the present work we use the spectral-element code Nek5000 [10] to produce the data under analysis. The method considered here is an orthogonal-transform-based method inspired by the discrete Chebyshev transform (DCT), widely used in the image compression community [11], as well as in CFD applications [12]. However, as we previously identified (see the work by Marin et al. [13]), it is preferable to employ a spectral transform tailored to the spectral discretization of the underlying code. Since the numerical code under consideration is based on a Gauss–Lobatto–Legendre (GLL) grid, we employ an orthogonal transform based on Legendre grids, to which we shall refer as the discrete Legendre transform (DLT). However similar ideas using orthogonal transforms can be used on grids that do not correspond to spectral discretizations, such as finite volumes or finite differences. The difficulty in these cases though would pertain to adapting to curvilinear surfaces and achieving efficiency, both issues that are easily addressed in conjunction with variational formulations and finite element type of discretization. Also on equidistant grids it would be more suitable to apply the discrete Cosine transform since the mapping to a spectral grid is not stable for very high polynomial orders. The current choice of compression algorithm adapted to the mesh and spectral discretization is nonetheless convenient in the context of turbulence simulations which are widely performed using spectral element discretizations.

Some relevant techniques used to analyze turbulent flows include the computation of turbulence statistics, which are based on averages of flow realizations in time and in any homogeneous direction; the assessment of power-spectral density maps, based on Fourier analysis performed in the homogeneous directions; and identification of coherent structures in the flow, which is based on the extraction of relevant flow features from the instantaneous flow fields. In the present study we consider these analysis techniques in a canonical flow case, namely the turbulent flow through a straight pipe [14], and also on a more complex geometry, i.e. the turbulent flow around a NACA4412 wing section [15]. Additionally, we consider the impact of data truncation on restarts from previous flow fields stored in disk, assessed in a highly sensitive case of transitional flow, namely the jet in cross flow [16].
The article is organized as follows: in Sections 2 and 3, a description of the lossy data compression under consideration, namely the DLT, is provided from a mathematical and the implementation point of view, respectively; the test cases used for investigation are described in Section 4; an assessment of the impact of such compression on visualizations, turbulence statistics, spectral analysis, and simulation resilience in several test cases is presented in Section 5; finally, a summary of the conclusions of the present study is given in Section 6.

2 Mathematical Formulation of Data Compression Algorithm

Orthogonal transforms have been reported to yield high energy-compactness ratios [5]. This feature makes them very good candidates for data compression, especially on spectral grids which are widely used in direct numerical simulations (DNS) of turbulent flows [17]. Additional benefits, such as high computational efficiency due to tensor-product implementations on hexahedral grids [18], further increase their advantage due to the fact that data compression should be designed to be of negligible computational cost and low accuracy loss.

The data for a spectral-element implementation using a Galerkin formulation is typically mapped to reference elements where the computation is performed with spectral accuracy. For a domain $\Omega$ discretized in quadrilateral (hexahedral in 3 dimensions) elements $\Omega_e$, the total mesh can be represented as in Fig. 1, such that $\Omega = \bigcup \Omega_e$. A local restriction of the global velocity field $u$ down to the element level is $u_e = u|_{\Omega_e}$.

The solution is defined via an expansion in orthogonal polynomials $\phi$ defined at the element level as $u = \sum_{i=0}^{N} a_i \phi_i$ which for higher dimensions is easily expanded via separability to $u = \sum_{ijk=0}^{ijk} a_{ijk} \phi_{ijk}$. Therefore it is natural to make all theoretical considerations in one dimension and they naturally carry to any higher dimension. The partial differential equation $Lu = f$ is solved in weak form via a continuous Galerkin approach by minimizing the projection of the residual on a space of test functions $v$, details can be found in e.g. [17]. The approach ensures $C_0$ continuity between elements, i.e. the function values are the same, but not derivatives. Here we concentrate on connecting the orthogonal transform to the polynomial expansion and use an orthogonal transform tailored to the numerical scheme employed by the code. The specific implementation in the code Nek5000 [10] uses Legendre polynomials for the expansion of the solution and hereby we use the Discrete Legendre Transform (DLT) as outlined in [13].

Fig. 1 Sample of spectral-element mesh. Figure extracted from [17]
The compression will be performed element-wise by applying an orthogonal transform to obtain the equivalent of the data field in spectral space. The transform here is denoted by $T$ and can either be a discrete cosine or discrete Legendre transform, however we focus here on the DLT which is given by Legendre polynomials. A spectral space transformed field $v$ is related to the original field $u$ as $v = Tu$, and the transform matrix $T$ is given by:

$$T_{ij} = f_j \phi_i(x_j), \quad i, j = 0, \ldots, N,$$

(1)

where in the case of the DLT the Legendre polynomials $\phi_i$ are obtained via the recurrence relation:

$$(i + 1)\phi_{i+1}(x) = (2i + 1)x\phi_i(x) - i\phi_{i-1}(x), \quad i = 1, \ldots, N,$$

(2)

where $\phi_0(x) = 1$, $\phi_1(x) = x$, and:

$$f_j = \begin{cases} \sqrt{(2(j + 1) - 1)/2}, & 0 \leq j \leq N - 1, \\ \sqrt{(N - 1)/2}, & j = N. \end{cases}$$

(3)

The $L_2$-norm over a field can be obtained via the discrete equivalent approximation given as $\int_{\Omega} u^2\,d\Omega \approx u^T W u$, where $W$ is the integration weight matrix given by:

$$W_{ij} = \frac{2}{N(N + 1)} \frac{1}{\phi_N^2(x_i)} \delta_{ij}, \quad i, j = 0, \ldots, N.$$

(4)

Furthermore, orthogonal transforms such as DLT (or DCT), since they stem from orthogonal polynomials, have the property that discretely $T^T WT = I$, where $W$ is again the diagonal weight matrix.

Now using Eqs. 1 and 4 we can construct the forward and backward transform. Once the data is transformed into spectral space, the decay is much faster and it is easy to perform a truncation such that it satisfies an a-priori error threshold imposed by the user.

Regarding the truncation procedure, note that since for general curvilinear meshes certain elements in the computational domain may be significantly distorted, the $L_2$-norm of the global velocity field $\|u\|_{L_2}$ needs to be weighted by $V = \int_{\Omega} d\Omega$, i.e. the volume of the domain. We denote this weighted norm as:

$$\|u\|_v = \left(\int_{\Omega} u^2\,d\Omega\right)^{1/2}.$$

(5)

Given the fact that the entire mesh is decomposed into hexahedral elements $e$, we have $u|_{\Omega_e} = u_e$. Then it is possible to write the global $L_2$-norm as a sum of local norms as:

$$\|u\|_v^2 = \sum_e \|u_e\|_{v_e}^2,$$

(6)

where $v_e = \int_{\Omega_e} d\Omega_e$ is the volume per element. Straightforward algebra yields that a volume-weighted error threshold down to the element level is identical to the one over the entire mesh, i.e. $\|u\|_v \leq \epsilon$ translates into $\|u_e\|_{v_e} \leq \epsilon$.

Moreover, the fact that we operate on curvilinear meshes which are mapped to a reference element leads to a rescaling by the Jacobian of the orthogonality relation $T^{-1} W T = I$ as described in [13]. The truncation procedure relies on the fact that the $L_2$-norm in spectral space over one element is equal to the $L_2$-norm in real space given as $\|u\|_{v_e}^2 = \|v\|_{v_e}^2$. Thus, imposing a threshold over the entire velocity field $u$, $\|u\|_v^2 \leq \epsilon$, is equivalent to $\|v\|_{v_e}^2 \leq \epsilon$. 
To summarize, the algorithm for the DLT-based data compression proposed in [13] is illustrated in Fig. 2 distinguished from DCT with the subscript "DLT" and consists of the following steps:

- Convert data field to spectral space: \( v = T u \).
- Truncate in spectral space: \( v \) being truncated to \( \tilde{v} \) (remove low-magnitude spectral coefficients).
- Write to disk compressed data field: \( \tilde{v} \).
- Recover data field: \( \tilde{u} = T^{-1} \tilde{v} \).

It is important to note that the truncation algorithm is identical irrespective of the applied transform, and all throughout the remainder of this manuscript we shall refer to the DLT or DCT algorithms, although the only difference is given by the orthogonal transform applied. This will be further discussed in the next section.

3 Implementation of the Method

3.1 Description of the compression procedure

Figure 2 gives a general overview of the compression procedure used for this investigation, where both the DLT and the DCT methods can be used to convert the data to spectral space (and vice versa). As it can be observed, the difference between the DLT and the DCT compression is the additional mapping into a Chebyshev grid required for the latter. The user has control over the level of compression by prescribing an error threshold as an input to the truncation. Once the truncation is performed, the resulting compression ratio is obtained. Therefore, the error threshold is an input, and the compression ratio is an output of the truncation process.

![Fig. 2 Schematic representation of the compression procedure considering both DLT and DCT to convert the data to spectral space and vice-versa. Physical data expressed on the Chebyshev grid is denoted by (·)', and (·) indicates compressed data](image-url)
A simplified description of the truncation algorithm [13] is given in Algorithm 1, where \( w = Tu_{el} \) (line 2) is the mode amplitude vector for element \( el \), \( \epsilon_{el} \) (line 4) is the error threshold adapted to the volume of the element \( el \), \( w_{trunc} \) (line 6) is the resulting mode amplitude vector for element \( el \) after truncation, \( Cr_{el} \) (line 7) is the compression ratio for element \( el \), and \( n_{tot} \) (line 7) is the total number of grid points per element.

Algorithm 1 Truncation algorithm on a spectral element \( el \)

1: procedure TRUNCATION
2: sort(\( w \))
3: \( w_{trunc} \leftarrow w \)
4: \( n \leftarrow 0 \)
5: while \( \sqrt{\sum_{j=1}^{n+1} w_j^2} < \epsilon_{el} \) do
6: \( n \leftarrow n + 1 \)
7: \( \omega_{trunc}(n) \leftarrow 0 \)
8: \( Cr_{el} \leftarrow \frac{n}{n_{tot}} \)

In fact the truncation is defined as opposed to downsampling exclusively in terms of mode amplitude and it is performed up to a user-controlled error level (line 4). Therefore, this compression method truncates data in an adaptive way by setting to zero the modes with lowest energy contribution to the flow (line 6). These modes are first sorted by increasing energy content through the function sort (line 2). Finally, the error estimator allows to control the error incurred through the truncation by comparing the \( L_2 \)-norm of the error being applied, with the provided error threshold (line 4). The implementation of the whole algorithm was performed with high efficiency in mind by employing tensor products as described in [13].

In this work we define the overall compression ratio \( Cr \) as the arithmetic average of the compression ratios \( Cr_{el} \) over all the elements. The compression ratio can be then defined as \( Cr = \frac{\text{lost data size}}{\text{original data size}} \) computed as the number of entries set to zero over the total number of grid points averaged over the elements. Thus, higher compression ratios imply smaller file sizes.

Figure 3 illustrates the behavior of the DLT truncation on a test case, namely the turbulent flow through a straight pipe, which is further described in Section 4 and in [14]. In this figure we also show the compression-ratio results obtained by using the DCT, as in our previous work [19]. Note that, as discussed in Fig. 2, the only difference between using DLT and DCT is the employed transform, and that the truncation part of the algorithm is identical in both cases. This figure shows that, for the same error threshold of \( 10^{-4} \), the \( Cr \) curve exhibits qualitatively similar behavior when using both transforms, although DLT leads to higher compression ratios. As described above, the compression ratio \( Cr \) is defined for each local element, and therefore in Fig. 3 (left) it is possible to identify the spectral-element mesh distribution in the cross-sectional area of the pipe. Despite the wide variation in the values of \( Cr \), which range from around 10.5% to 98.2% in a particular streamwise position of the pipe, it can be observed that the \( Cr \) field exhibits a certain structure, which is connected to that of the instantaneous flow field. The highest \( Cr \) values are located close to the pipe walls, then the compression ratio decreases farther from the wall before increasing again towards the core of the pipe. This is confirmed by the results in Fig. 3 (right), which show the \( Cr \) profile value averaged in time, streamwise and azimuthal directions as a function of the wall-normal direction \( y^+ \). Note that in this study the superscript ‘+’ indicates scaling...
in viscous units, i.e. in terms of the fluid kinematic viscosity $v$ and the friction velocity $u_\tau = \sqrt{\tau_w/\rho}$ (where $\tau_w$ is the wall-shear stress and $\rho$ is the fluid density).

A very important conclusion inferred from Fig. 3 (right) is the fact that the highest compression ratios can be achieved when the turbulence level is low: $Cr$ values above 80% are observed within the viscous sublayer ($y^+ < 7$ approximately). The increase in streamwise velocity fluctuations (see Section 5.2 for a detailed description of the turbulence statistics) significantly reduces the average compression ratio below 60%, before increasing again up to around $Cr = 70\%$. It is important to note that the particular trend observed in Fig. 3 (right) is also determined by the non-uniform grid distribution in the wall-normal direction, and the fact that the value of $Cr$ is unique for each spectral element. In any case, this result is consistent with the fact that it is much more complicated to compress a highly-turbulent signal, spanning a wide range of scales, than a close-to-laminar one which contains little information in addition to its mean component. Also note how the lowest instantaneous $Cr$ of 10.5% is much lower than the average one, a fact that is connected with the highly-varying instantaneous turbulence intensities in wall-bounded turbulent flows.

The error threshold considered for the turbulent pipe in Fig. 3, $10^{-4}$, was also employed to compress the fields of the turbulent flow around the NACA4412 wing section (Fig. 4) described in Section 4 and [20]. As opposed to the pipe, which is an internal flow where the only location with zero turbulent fluctuations is essentially the wall, in the external flow around a wing section there is a significant region of the domain, beyond the boundary layers developing around the wing, where the fluctuations are zero as well. This significantly affects the possibilities of data compression, as shown for the spanwise domain centerplane in Fig. 4. It can be observed how the obtained $Cr$ is above 99.9% throughout most of the computational domain, essentially outside the turbulent boundary layers. On the other hand, the average $Cr$ is 82%, only slightly higher than that obtained for the pipe. This is due to the fact that the $Cr$ is much lower around the boundary layers, which require a significantly larger number of elements to be accurately simulated than the farfield. Since the compression ratio does not depend on the element size but on the number of grid points per element (which is the same for all the elements), the resulting difference in $Cr$ is not as high as

![Fig. 3 DLT truncation with an input error threshold of $10^{-4}$, resulting in an averaged compression ratio of 79\%. (Left) Instantaneous compression ratio distribution per element at a certain streamwise location in the pipe-flow case described in Section 4. (Right) Compression ratio profile averaged in time, streamwise and azimuthal directions as a function of the inner-scaled wall-normal distance. Results from both DLT and DCT are shown for comparison purposes](image-url)
expected. Moreover, $Cr$ increases in the wake as the outflow is approached, due to the significant decrease of turbulent fluctuations farther downstream from the wing trailing edge. It is important to highlight that a number of different factors determine the achievable $Cr$ for a certain error threshold: the flow around the wing section was computed with LES, a fact that explains the relatively lower $Cr$ values observed on the boundary layers, compared with those in the pipe. Moreover, the friction Reynolds number on the wing suction side ranges from $Re_\tau \simeq 76$ up to around 139 (below the Reynolds number in the pipe).

### 3.2 Comparison of DLT and downsampling

In DLT, the truncation algorithm is based on the amplitude of the modes and not on the mode number as it is the case in the downsampling method. The DLT truncation eliminates data in an adaptive way by removing the weak modes with less energetic contribution to the whole flow field. Since turbulent flows contain a wide range of scales, both in space and in time, it is possible that for a particular instantaneous flow realization certain higher-order modes contain more energy than some of the lower-order modes.

This is illustrated schematically in Fig. 5, which shows the difference between both methods. By performing downsampling, the contribution of high-order modes with significant energy contribution may be eliminated, while preserving less energetic lower-order modes. On the other hand, the DLT-based truncation preserves all the modes above a certain amplitude level, regardless of their position in the spectrum. Therefore, it should in principle be possible to obtain higher $Cr$ values using DLT than using downsampling, for the same level of accuracy.
3.2.1 Description of the downsampling procedure

The compression ratio applied with our downsampling implementation is controlled by a diagonal matrix $D$, and applied to the solution in the spectral space as:

$$\tilde{u}_{DS} = V^{-1}DvV^T (V^{-1})^T,$$

where $V$ is the nodal-to-modal transform matrix. Note that, in the notation of Fig. 2, $v_{DS} = VuV^T$ and $\tilde{v}_{DS} = Dv_{DS}D^T$. The compression ratio specific to the downsampling is then defined as:

$$Cr_{DS} = \frac{n_{tot}^3 - d^3}{n_{tot}^3},$$

with $n_{tot}^3$ being the number of grid points per element in three dimensions and $d$ the number of diagonal elements set to 1 in $D$. Note that the filtering is also done in spectral space, as well as the truncation (see Eq. 7 and Fig. 2). Moreover, contrary to the DCT implementation, the spectral space used for the downsampling and the DLT truncation is the same.

The results presented in Section 5 will focus on the DLT performance, which will be compared with the one obtained by means of downsampling.

4 Summary of Test Cases

The first case under consideration is the turbulent flow through a smooth straight pipe, obtained through a fully-resolved DNS by El Khoury et al. [14]. Although this is one of the three main canonical flow cases in wall-bounded turbulence, it has not been investigated numerically as thoroughly as channels [21, 22] or zero-pressure-gradient boundary layers [23, 24], due to the numerical problems associated with the singularity at the pipe center. It is however a very important flow case since it allows direct comparisons with experimental studies due to the lack of problems such as the development of side-wall boundary layers or secondary flows [25]. El Khoury et al. [14] considered a bulk Reynolds number $Re_b = 5,300$, based on bulk velocity and pipe diameter, which corresponds to a friction Reynolds number of $Re_\tau = 181$ (which is formed in terms of the pipe radius and the friction velocity).
The spectral-element code Nek5000 [10] was used to perform the simulations, and a total of 36,480 spectral elements were considered to discretize the domain. Since the polynomial order was $N = 7$, the computational mesh contained a total of 18.67 million grid points. An instantaneous streamwise velocity field and the spectral-element mesh are shown in Fig. 6 (left). The flow is periodic in the streamwise direction, in which the domain has a length of 25 pipe radii, and that a total of 205 instantaneous flow fields were stored in the simulation. Additional details about the simulation procedure are provided in [14].

The second test case is the well-resolved LES of turbulent flow around a NACA4412 wing section at a Reynolds number based on inflow velocity and chord length $Re_c = 100,000$, computed by Vinuesa and Schlatter [20]. This case constitutes a moderately complex scenario for the study of wall-bounded turbulence due to the streamwise pressure gradients imposed on the boundary layers developing on the suction and pressure sides of the wing, the incipient separation around the trailing edge and the development of a turbulent wake. The assessment of pressure-gradient and flow-history effects on turbulent boundary layers is a challenging problem which has received considerable attention in the wall-bounded turbulence community in recent years [26]. In the case under consideration, an angle of attack of $5^\circ$ is introduced, and the spanwise periodic direction has a length of 10% of the wing chord. The computational mesh, which is shown in Fig. 6 (right), consists of 28,000 spectral elements with $N = 11$, which amount to a total of 48.4 million grid points. Additional simulation details, including the implementation in Nek5000, can be found in [15, 27].

Finally, we also consider results from a simulation of jet in cross-flow (JCF), reported in [16, 28]. This case was chosen due to its sensitivity to the initial conditions, and we select a stable configuration [16, 28] with a polynomial order of $N = 7$, and a velocity ratio of $R = 0.63$ defined as $R = V/U_\infty$. Note that $V$ and $U_\infty$ are the peak jet velocity and the free-stream velocity, respectively. A detailed view of the computational mesh, as well as an instantaneous visualization of the vortical structures present in the flow, are shown in Fig. 7.

After defining the various test cases, the impact of data compression on the various analysis techniques is assessed below.

Fig. 6  (Left) Instantaneous field showing streamwise velocity and the spectral-element mesh of the pipe flow case. (Right) Two-dimensional visualization of the computational domain used to simulate the NACA4412 wing section case

Springer
5 Data Analysis on Truncated Data Sets

In this section we investigate the impact of data compression on various analysis techniques commonly used to characterize wall-bounded turbulent flows. This analysis is performed on the test cases described in the previous section (Section 4).

5.1 Flow visualization and vortex identification

In Fig. 8 we show the instantaneous in-plane horizontal velocity in a Cartesian frame of reference at a specific streamwise position of the pipe, for a number of compression ratios ranging from 0% to 97.5%. In this figure it can be observed that, for simple visualization purposes, a compression ratio of around 95.7% is acceptable. Higher compression ratios show discontinuities across element boundaries, as observed in the case with $Cr = 97.5\%$.

The impact of compression on the vortical structures present in the turbulent flow through the pipe, and around the wing section, is studied in Fig. 9. The vortical structures [30] are identified using the $\lambda_2$ criterion [29], fixing the value of the represented isosurface in viscous units. Doing so, we account for the changes in friction velocity derived from the compression. It is interesting to observe that in the pipe case the vortical structures obtained with 88.5% compression are in very good agreement with those obtained in the original field. The additional $Cr$ cases, 95.7% and 97.5%, exhibit progressively larger distortion in the structure topology and as well more noisy fields. Regarding the turbulent boundary

Fig. 7 (Left) Computational mesh of the jet in cross-flow mesh case and (right) instantaneous vortical structures identified in the flow using the $\lambda_2$ method [29]

Fig. 8 Instantaneous in-plane horizontal velocity at a streamwise position of the pipe, for compression ratios of (from left to right) 0%, 88.5%, 95.7% and 97.5% using DLT
layers around the wing, the visualization with $Cr = 84.9\%$ exhibits very good agreement with the uncompressed data for the two regions of the wing shown in Fig. 9: the first one at a streamwise distance of around 30\% of the chord from the leading edge, and the second one at around 80\%. Note that whereas the first region is subjected to a small streamwise pressure gradient, the second one exhibits a strong adverse pressure gradient, a fact that significantly affects the topology and energy content of the vortical structures. As in the case of the pipe, the larger $Cr$ values of 88.1\% and 89.2\% lead to progressively more distorted structures, as well as larger noise levels. Regarding the compression levels yielding a certain error in the instantaneous visualizations, it is important to note that whereas the pipe flow was obtained from a DNS, the wing fields were obtained from a LES. This implies that the lower resolution employed in the latter already establishes a more restrictive bound regarding attainable data compression for a certain level of accuracy.

5.2 Turbulence statistics

In Fig. 10 we analyze the effect of various compression ratios on several turbulence statistics calculated based on the 205 instantaneous fields from the pipe case. We computed the inner-scaled mean velocity profile $U^+$, as well as the streamwise and azimuthal velocity fluctuations (denoted by $u'^+$ and $w'^+$, respectively) and the Reynolds-shear stress $\overline{uv}^+$. To this end, we first computed the mean profile and Reynolds stresses based on time and streamwise averages of the three-dimensional fields. The resulting two-dimensional field was then interpolated on a number of radial profiles distributed along the azimuthal direction, and the in-plane velocity components were rotated before performing the averaging in the homogeneous azimuthal direction. Additional details regarding the computation of turbulence statistics and interpolations in Nek5000 are provided in [31]. The turbulence
Fig. 10 Turbulence statistics for the turbulent pipe case at $Re_\tau = 180$, obtained from fields with different levels of compression. The results obtained with DLT and downsampling are labelled as DLT and DS, respectively. All the cases include the corresponding $Cr$, where the uncompressed data corresponds to 0%.

statistics were computed based on the original, uncompressed fields, and also based on the same fields after applying several levels of compression by means of both DLT and downsampling. Figure 10 shows that using DLT it is possible to apply compression ratios up to 97.5% and obtain excellent agreement with the original data in the four profiles under consideration. On the other hand, using downsampling already leads to noticeable deviations with $Cr = 94.7\%$, especially in the azimuthal velocity fluctuation profile. This figure also indicates that the mean flow is less sensitive to the effect of compression than the fluctuations, since all the cases under consideration are in reasonably good agreement with the uncompressed data, which is not the case in the Reynolds-stress profiles. This observation is related to the findings by Örlü and Schlatter [32], who documented the attenuation in the fluctuating wall-shear stress after applying downsampling to a turbulent boundary layer data set obtained through DNS. Also note that when considering a larger $Cr \simeq 98\%$ the DLT method clearly outperforms the downsampling, since the latter shows significant deviations with respect to the reference profiles in all the fluctuating quantities.

In the following we perform a more detailed analysis of the effect of the compression on the statistics, namely regarding the increased errors with respect to the uncompressed case (which is considered as the baseline result). In particular, we consider the indicator $e$ defined below, which is the relative difference between compressed and original data evaluated at
each wall-normal location, and integrated over $y^+$. This indicator is defined as follows for a given quantity of interest $\phi$:

$$
e = \frac{1}{Re^\tau - 1} \int_{Re^\tau} \sqrt{\frac{\left(\phi_i^+ - \phi_o^+\right)^2}{\phi_o^+}} \, dy^+, \tag{9}$$

where $\phi_i^+$ and $\phi_o^+$ are the original and compressed quantities of interest, respectively. The following quantities of interest are considered in the present study: $U^+, u^2+, v^2+, w^2+$ and $\overline{uv}^+$. This equation can be used as well with any other turbulence statistics to be analyzed. Note that the integration in Eq. 9 is started at $y^+ = 1$ to avoid the contribution of the very small velocities below this wall-normal location, which lead to very large local values of $e$ that spuriously affect the overall calculation of the error.

In Fig. 11 we show the value of $e$ for each of the five quantities of interest mentioned above as a function of $Cr$, for compressed fields obtained based on DLT and downsampling. Note that we also include statistics results based on the DCT algorithm, which were previously discussed in [19]. As expected, the values of $e$ increase for all the statistical quantities with $Cr$, and interestingly the increase of the error associated with the mean velocity profile is less steep than that from the other quantities. This is consistent with the observations.
made from simple inspection of the profiles, and can be explained by the fact that the compression operation is linear; we can exchange averaging and filtering (i.e. they commute), and thus filtering of the smooth mean flow is likely to induce less errors. Also note that the mean flow converges much faster in time than the fluctuating quantities when computing flow statistics.

Furthermore, in the present work we consider that the maximum admissible level of $e$ is 1%, a threshold which can be used to define a bound on the compression level before the resulting statistics are considered to be inaccurate. Note that typical statistical uncertainty in the evaluation of turbulence quantities from DNS data is on the order of 1%, a fact that motivates this choice as an acceptable error level induced by the compression. Based on this threshold, the compression obtained by means of DLT would yield acceptable values for all the statistics up to $Cr = 97.5\%$, which is consistent to what was observed in Fig. 10, and interestingly if one restricts the analysis to the streamwise mean flow and velocity fluctuations it would be possible to increase $Cr$ up to almost 99% keeping the value of $e$ below 1%. Regarding the compression based on downsampling, a maximum compression ratio of about 90% can be applied with all the statistics within acceptable levels of error, whereas the value of $Cr$ could be increased to 94.7% if only the mean flow and the Reynolds-shear stress are considered. Note that these results indicate that it is possible to apply an additional 7.5% compression ratio (97.5% compared to 90%), while keeping the error levels acceptable, when using DLT with respect to downsampling. Interestingly, these values are significantly larger than the ones obtained when using DCT, which allows a maximum level of compression of 67.7%.

Although the reasons for this discrepancy between DLT and DCT are not fully understood at the moment, we believe that it is related to the fact that the data reduction is performed on the Chebyshev grid in the case of DCT, rather than on the GLL grid where the data is actually represented (as it is the case of DLT and downsampling). In fact these results clearly show, as well as [13], that having an orthogonal transform that corresponds to the original grid, i.e. here GLL grid (Fig. 2), is better than mapping to the Chebyshev grid (Figs. 2 and 11) even though the DCT is a good approximation of the optimal Karhunen-Loève transform [5, 33, 34], allowing a higher compression ratio [35]. The additional error incurred in practical applications on complex curvilinear grids by mapping to a Chebyshev grid (or for the cosine transform on the original equidistant grid) proves to be detrimental for postprocessing. The reason for this lies in the fact that for the same compression ratio the error is higher when a mapping is required, see Fig. 12 and [13].

In addition to the analysis above, where the statistics obtained without compression are used as a baseline, it is possible to define another reference result to assess the impact of the various compression techniques. As discussed for instance in [36], the inner-scaled total shear in fully-developed turbulent channel flows (as well as in straight pipe flows) is a linear function of the outer-scaled wall-normal coordinate $y/h$ (where $h$ is the channel half-height or the pipe radius). This is a direct result of integrating the streamwise momentum balance equation, and is therefore a feature of a canonical turbulent channel or pipe flow. This result was used by Vinuesa et al. [37] to define a convergence criterion for wall-bounded turbulence simulations. Essentially, the turbulence statistics can be considered to be converged when the deviation between the total shear and a linear profile, denoted by $\varepsilon$, is below a certain value. The parameter $\varepsilon$, which is defined as follows:

$$
\varepsilon = \left[ \frac{1}{h} \int_0^h \left( \frac{dU^+}{dy^+} - \bar{u}v^+ - \left(1 - \frac{y}{h}\right) \right)^2 dy \right]^{1/2},
$$

(10)
Fig. 12  Performance comparison between DLT and DCT truncation measured through the compression ratio obtained per error level. Compression applied on fields from the turbulent pipe case at $Re_\tau = 180$

can also be considered to evaluate the impact of the compression on the computed turbulence statistics. In Fig. 13 (left) we show the various terms in Eq. 10, namely the viscous and turbulent stresses, their sum and the linear profile, for the case without compression. At the wall, the total stress corresponds to the viscous term, the contribution of which quickly decays together with the increase of the Reynolds-shear stress profile. As expected, the sum of both is in very good agreement with the linear total stress profile, which implies that the statistics from the uncompressed data are representative of the canonical fully-developed pipe flow. The total stress is also computed for the fields compressed using the DLT technique, and it is interesting to note that although the case with 98.5% compression

Fig. 13 (Left) Inner-scaled stress, where the 0% lines correspond to the uncompressed profiles of : (yellow) $dU^+ / dy^+$, (purple) $-\overline{uv}^+$ and (green) the total stress $dU^+ / dy^+ - \overline{uv}^+$. The rest of solid lines correspond to the total stress with various compression levels and techniques. (Right) Evolution of the indicator $\varepsilon$, defined in Eq. 10, with $Cr$ and compression technique
exhibits deviations from the linear profile, especially up to \( y/h \simeq 0.15 \), the case with 88.5\% compression is in excellent agreement throughout the whole pipe. Note that significant deviations with respect to the linear profile are also observed when a value of \( Cr = 94.7\% \) is considered for downsampling. These deviations are explored in further detail by analyzing the evolution of \( \varepsilon \) with \( Cr \), both from the DLT and the downsampling compression methods. In the work by Vinuesa et al. [37], the authors established that a value of \( \varepsilon \simeq 10^{-3} \) was necessary for the turbulence statistics to be completely converged. When using the original flow fields without any compression to calculate turbulence statistics, we obtained a slightly larger value of \( \varepsilon = 2.5 \times 10^{-3} \), comparable to that of the simulation by Kim et al. [38], and slightly lower than the ones in the work by Moser et al. [39]. On the other hand, note that the statistics reported by El Khoury et al. [14]i were not computed based on the 205 instantaneous flow fields, but rather on more frequent sampling performed during the simulation, as described in [31]. The value of \( \varepsilon \) obtained from the statistics reported by El Khoury et al. [14] is \( \varepsilon = 1.3 \times 10^{-3} \), which indicates that the statistics are completely converged. In any case, the purpose of the present work is to assess the effect of compression with respect to the original data, and the statistics based on the instantaneous flow fields can be considered to be sufficiently converged for this purpose.

In Fig. 13 (right) it can be observed that \( \varepsilon \) remains approximately constant and equal to the uncompressed value \( 2.5 \times 10^{-3} \) in DLT, and before a slight reduction to \( \varepsilon \simeq 2 \times 10^{-3} \) the value of \( \varepsilon \) increases strongly beyond \( Cr = 97.5\% \). In the case of downsampling, a mild reduction with \( Cr \) is observed, from \( \varepsilon = 2.5 \times 10^{-3} \) to around \( 2 \times 10^{-3} \), before the increase at \( Cr = 87.5\% \). Despite the mild reduction in both DLT and downsampling techniques, which might be associated to the fact that the initial uncompressed fields were not completely converged from the statistical point of view, these results indicate that the maximum acceptable \( Cr \) values are 97.5\% and 87.5\% for DLT and downsampling, respectively. Note that these results are in excellent agreement with the ones discussed above in terms of the error indicator \( e \).

5.3 Spectral analysis

Although the turbulence statistics discussed above provide a good indication of the impact of the compression on the flow field, an analysis of the power-spectral density maps in the pipe yields even more detailed information. This is due to the fact that the power-spectral density distributions allow to assess, for each wall-normal position, the scales on which the energy resides, thus providing a more complete picture of the various contributions to the flow field. It is also important to note that, although in the context of the present work we computed turbulence statistics based on instantaneous fields in order to compare various compression levels, in practice those statistics would be computed directly during the simulation as described in [37]. On the other hand, spectral analysis of the flow is typically performed on the instantaneous fields, and therefore it is important to determine the maximum level of possible compression without negatively impacting the spectra, since this would be an analysis method that would greatly benefit from the storage savings associated with compression.

Power-spectral density maps are shown in Fig. 14 for the original data set, as well as for several compression levels with DLT and downsampling. In Fig. 14 (top) we show the premultiplied azimuthal power-spectral density of the streamwise velocity \( k_{\theta} \Phi_{uu}/u_{\tau}^2 \) as a function of the wall-normal direction. The uncompressed data shows the characteristic near-wall spectral peak, located at \( y^+ \simeq 15 \) and \( \lambda_{\theta}^+ \simeq 120 \) (where \( \lambda_{\theta}^+ \) is the inner-scaled wavelength in the azimuthal direction), indicative of the spacing between near-wall streaks.
reported for instance by Kline et al. [40] or Gupta et al. [41]. Note that the integration of this power-spectral density map over all the azimuthal wavelengths would result in the streamwise velocity fluctuation profile reported in Fig. 10.

By increasing the $Cr$ with DLT it can be noted that the resulting power-spectral density distribution is in excellent agreement with the uncompressed data up to $Cr = 97.5\%$, and only the larger compression ratio of 98.8% reveals small differences in the spectrum. Regarding the downsampling, the maximum compression ratio in good agreement with the uncompressed data is 87.5%, with significant deviations emerging at higher $Cr$. A very
interesting observation can be made by comparing DLT at $C_r = 98.8\%$ and downsampling at $C_r = 94.7\%$: whereas in the former the contours start to smoothly deviate from the reference data, in the latter a significant impact in all the small scales (below wavelengths of around $\lambda_r^+ \simeq 40$) is observed. This is even more noticeable when considering $C_r = 98.8\%$ with downsampling, where all the contours below $\lambda_r^+ \simeq 60$ become significantly affected. In this case, the near-wall spectral peak becomes completely distorted as well. This reflects the essence of the DLT and downsampling methods, as also illustrated in Fig. 5: whereas in the DLT method we keep the modes with the largest energy content, in downsampling all the modes beyond a certain threshold are made zero, regardless of their energy contributions. This is the reason why, at progressively larger $C_r$ values, a broader range of the small-scale spectral range becomes significantly distorted by the compression based on downsampling.

The premultiplied streamwise power-spectral density $k_x \Phi_{uu}/u_+^2$ shown in Fig. 14 (middle) confirms the observations made for the azimuthal spectrum, namely the maximum acceptable $C_r$ values of 97.5% and 87.5% for DLT and downsampling, respectively. This spectrum also reveals the different effect of DLT and downsampling on the smaller scales, where a progressively smaller distortion on the shortest streamwise wavelengths close to the wall is noticeable for higher $C_r$ when employing downsampling. The near-wall spectral peak is located in this case at $y^+ \simeq 15$ and $\lambda_r^+ \simeq 1,000$, which is in agreement with the pipe-flow DNS results by El Khoury et al. [42]. The premultiplied two-dimensional power-spectral density $k_{r\theta} k_x \Phi_{uu}/u_+^2$ is shown in Fig. 14 (bottom) at $y^+ = 15$. This spectral map combines the information from the two previous one-dimensional spectra, exhibiting a clear near-wall spectral peak at $\lambda_{r\theta}^+ \simeq 120$ and $\lambda_x^+ \simeq 1,000$, also in excellent agreement with the values reported by El Khoury et al. [42] for pipe flow up to $Re_\tau = 1,000$. This spectral map also shows the effect of the downsampling-based compression method on the smaller scales, which is consistent with the two previous one-dimensional spectra. These results indicate that DLT significantly outperforms downsampling, since at very high compression ratios up to 97.5% the small-scale energy content is well preserved.

5.4 Restart and resilience

Finally, we analyze the impact of data compression on the simulation restart using the jet in cross-flow case. As already indicated in Section 4, this case has been chosen for its strong sensitivity to the initial conditions, which will allow us to clearly detect any impact coming from the additional noise added by the compression of the restart files.

Figure 15 (top) shows the evolution in time of the streamwise velocity $U$ for different restart points, from fields without and with compression for comparison. As indicated in this figure, we perform a restart at around 5,000 convective time units from the beginning of the simulation, using files with different levels of compression, namely with compression ratios of 90%, 95.6%, and 97.4%. In Fig. 15 (bottom) we compare the solution from a restart with uncompressed files and from compressed files. It can be observed that the impact of restarting from compressed files with 90% compression ratio is negligible. Higher compression ratios such as 97.4%, as shown in Fig. 15 (top), clearly reflect the sensitivity of the case to the initial conditions, producing right from the restart point a first phase of strong instability. A lower compression ratio of 95.6%, as shown in Fig. 15 (bottom), certainly provides a much more stable restart, but still not close enough to the original values requiring a very long transient phase.

This implies that in less sensitive cases, such as turbulent simulations, highly-compressed files could potentially be used for restart purposes, which would lead to significant benefits in terms of checkpointing and resilience in large-scale simulations.
Fig. 15 Restart procedure on the JCF case. (Top) Time evolution of the streamwise velocity $U$ with restart points from fields without (magenta) and with compression ratios: 90% (green) and 97.4% (blue). (Bottom) Zoom applied towards the end of the simulation. Comparison of the restart from a field without compression (magenta) and the restart using compressed files with 90% (green), 95.6% (red) compression ratio.

6 Conclusions

In the present work we propose a lossy data compression algorithm, with which we have obtained high levels of acceptable compression ratios for the turbulent flow through a straight pipe and the turbulent boundary layers developing around a wing section. In the case of a turbulent flow through a straight pipe, it was possible to truncate up to about 98% of the data for the computation turbulence statistics, whereas with downsampling the maximum acceptable compression ratios were about 90%. The DLT based truncation method also outperforms DCT, which could compress up to a maximum of 70%. These results were also consistent with the spectral analysis, which in addition also reflected that downsampling significantly affects the smallest scales in the power-spectral density distributions.

For visualization and vortex identification purposes, the results were slightly more sensitive to the compression. It was possible to compress up to around 90% of the original data with DLT, while preserving the topology of the vortex clusters in the turbulent pipe flow case. On the other hand, the maximum compression ratio is case-dependent, and lower $Cr$
values were obtained in the case of the turbulent flow around a NACA4412 wing section. It is also important to note that whereas the former data set was based on a DNS, the latter was obtained from a well-resolved LES, a fact that is related to the lower attainable compression ratios. Moreover, we have observed that a strong data compression could be applied for a restart procedure in simulations of transition, which are typically highly-sensitive to the initial conditions. Hence, the DLT method highly compresses the data, while preserving the most relevant flow physics with control on the error incurred. The new DLT based method [13], which removes data in an adaptive way depending on the flow properties in the domain, strongly outperformed downsampling as well as the previous DCT based truncation method [19].

Further work could concern a quantitative analysis of the impact of the compression on the coherent structures to, among other aspects, derive a correlation between the amount of structures and the compression ratio. Similarly, the shape and size of identified structures, as a function of compression, could be assessed to give further quantitative bounds on the maximum compression. Relating to more implementational details of the method, the actual reading and writing of the compressed data should be extended with an Huffman encoding [13] for a final user application in the simulation software (in our case Nek5000 [10]). It should be noted that in principle our approach is suitable for any element-wise discretization in which a spectral representation within an element can be formulated. In the case of other basis functions than the Legendre polynomials, further investigation could be necessary to deeply understand the effect of the additional mapping to e.g. a Chebyshev grid on the compression performance, as observed with DCT truncation. Finally an interesting extension of the present work would be to assess, for canonical flow case, the attainable $Cr$ for a certain error threshold as a function of Reynolds number. By knowing the necessary data size in boundary layers for various $Re$, potentially a model for the necessary information in more general cases could be derived.
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