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Abstract

A part-of-speech tagged corpus is a very important knowledge source for natural language processing researchers. Today, several part-of-speech tagged corpora are readily available for research use. However, because there is wide diversity of morphological information systems (word-segmentation, part-of-speech system, etc.), it is difficult to use tagged corpora with an incompatible morphological information system. This paper proposes a method of converting tagged corpora from one morpheme system to another.

1 Introduction

Recently, many natural language processing researchers have concentrated on corpus-based approaches. Linguistic corpora can be classified as word-segmented corpora, part-of-speech tagged corpora, and parsed corpora. Because a part-of-speech tagged corpus is the most important corpus, much corpus-based natural language processing research has been performed using part-of-speech tagged corpora.

However, building a large part-of-speech tagged corpus is very difficult. It is even more difficult to build a corpus for languages without explicit word boundary characters, such as Japanese. Therefore, researchers always complain of the scarcity of data in the corpus.

To solve this data scarcity problem, previous works proposed methods of increasing the productivity of the labor required for building a part-of-speech tagged corpus. [1].

This paper proposes another method of acquiring large part-of-speech tagged corpora: restructuring tagged corpora by using morpheme adjustment rules. This method assures good use of the sharable part-of-speech tagged corpora that are already available such as the ATR Dialog Database (ADD) [2; 3].

Ideally, these corpora could be used by all researchers and research groups without any modifications. However, actual part-of-speech tagged corpora have the following problems:

- Diversity of orthography: A word can be spelled in various ways. In Japanese, there are three types of character sets: kanji (漢字), hiragana (ひらがな), and katakana (カタカナ). Also, people can use these character sets at their discretion.
- Diversity of word segmentation: Because the Japanese language has no word boundary characters (i.e. blank spaces), there are no standards of word segmentation. A single word in a certain corpus may be considered multiple words in other corpora, and vice versa.
- Diversity of part-of-speech systems: There are no standards for part-of-speech systems. It is true that a detailed part-of-speech system can help the application of part-of-speech information, but the labor required for building corpora will continue to increase. This problem is language-independent.

Diversities of word-segmentation and part-of-speech systems are fatal problems. The simplest way to solve these problems is to perform a morphological analysis on the raw text in the corpus, with no regard to the word-segmentation and part-of-speech information. However, making a high-quality morphological analyzer demands much time and care. Additionally, it is wasteful to ignore the word-segmentation and part-of-speech information that has been acquired with much effort.

In restructuring tagged corpora with morpheme adjustment rules, the word-segmentation and part-of-speech information of the original corpus is rewritten, making good use of the original corpus information. This method is characterized by reduced manual effort.

In the next section, the method of restructuring tagged corpora is described in detail. Section 3 reports the result of an experiment in rewriting the corpus using this method.

2 Restructuring Tagged Corpora

Restructuring tagged corpora involves the following three steps:
- preparation of training set
- extraction of morpheme adjustment rules
- rewriting of corpora
2.1 Preparation of Training Set

First, sentences for the training set are chosen from the corpus to be rewritten. New word-segmentation and part-of-speech information (morphological information) is given to the sentences by a morphological analyzer or by hand. Consequently, the training set has two sets of morphological information for the same raw text. Figure 1 shows an example of the training set.

A large number of training sentences is desirable, but preparing many sentences requires much time and effort. A vast number of sentences would be required to extend coverage to content words (such as nouns, verbs, etc.), but functional words (such as particles, auxiliary verbs, etc.) can be covered with a smaller number of sentences.

| raw text | 詩歌はあるとでしようか |
|-----------|-----------------------|
| morphological information A | (尊爵略称 n-com) (是postp-topic) |
| morphological information B | (尊爵略称 普通名詞) (是auxv-past-aux-kom) |

Figure 1: An Example of the Training Set

2.2 Extraction of Morpheme Adjustment Rules

The method of extracting morpheme adjustment rules from the training set involves finding correspondence between rewriting units and extracting rules for unknown words:

2.2.1 Correspondences of Rewriting Units

In languages without explicit word boundary characters, such as Japanese, a single word in a certain morphological information system may be divided into multiple words (one-to-many correspondence) in other morphological information systems, multiple words may be unified (many-to-one correspondence), or the segmentation of multiple words may be changed (many-to-many correspondence). Figure 2 shows these correspondences.

We developed an algorithm to find these correspondences (Appendix A). By using this algorithm, morpheme rewriting rules (Figure 3) can be extracted.

2.2.2 Rules for Unknown Words

Rewriting rules such as those shown in Figure 3 can rewrite only the words that appeared in the training set. If the training set is small, the coverage of the rules will be limited. However, because this morpheme adjustment is a method of rewriting part-of-speech tagged corpora, the treatment of unknown words is easier than with an ordinary morphological analyzer, because that our method can make good use of the part-of-speech information of the original corpus. Rules for unknown words without word-segmentation changes between two morphological information systems can be extracted automatically from one-to-one correspondence rules in the rewriting rules.

Rules for unknown words with word-segmentation changes can also be extracted automatically by using information concerning the length of the word’s characters. For example, when a single verb with two characters in a certain morphological information system corresponds to two words (verb-stem with one character and verb-inflection with one character) in another morphological information system, the following rewriting rule is extracted.

2(verb) → 1(verb-stem) 1(verb-inflection)

Figure 4 shows sample rules for unknown words.

The heuristic knowledge of character sets that an ordinary Japanese morphological analyzer uses (such as “katakana words are usually proper nouns”, “verb inflection words are spelled using hiragana”, etc.) are also available in this morpheme adjustment technique.

2.3 Rewriting of Tagged Corpora

2.3.1 Application of Rewriting Rules

By applying the rewriting rules described in the last subsection to the tagged corpus, a lattice structure...
Morpheme Adjuster

Figure 5: An Example of the Lattice Formed by the Morpheme Adjuster

**Figure 6: An Example of the Lattice Formed by an Ordinary Morphological Analyzer**

(Figure 5) is formed because of the ambiguity in rewriting rules.

However, this ambiguity is not as great as the ambiguity that occurs in ordinary morphological analysis because our method makes good use of the information of the original corpus. Figure 6 shows the lattice structure formed when using the ordinary morphological analysis on the same raw text. Note that the size of this lattice is greater than the size of the lattice made by our method.

### 2.3.2 Lattice Search

The last step in restructuring tagged corpora can be considered a lattice search problem. In this step, all of the following knowledge sources for ambiguity resolution used in ordinary morphological analysis is also available in our method:
- connection matrix
- heuristic preferences (longest word preference, minimum phrase preference, etc.)
- stochastic preferences (word n-gram, HMM, etc.)

By using these knowledge sources, the most plausible candidate is chosen. In effect, the original corpus is converted to a new corpus that uses a different morphological information system.

### 3 Experiment

#### 3.1 Experimental Condition

The targets in our experiment are a morphological information system for the ATR Dialog Database[3] and a morphological information system for the unification-based Japanese grammar used in ATR's spoken language parser[4]. These two morphological information systems have the following characteristics:

- The ATR Dialog Database was developed as material for analyzing the characteristics of spoken-style Japanese. Therefore, the part-of-speech granularity is coarse. Additionally, because the word-segmentation is based on a morphological and etymological criterion, compound nouns and compound words that function as a single auxiliary verb (e.g. "ている") are divided into several shorter word units. On the other hand, because this database gives little consideration to mechanical processing, stems and inflections of inflectional words are not segmented.
- The unification-based Japanese grammar has a medium-grained part-of-speech (pre-terminal) system to make it both efficient and easy to maintain[5]. Because the objective of the grammar is to extract the syntactic structures of Japanese sentences automatically and efficiently, compound words that function as a single word are usually recognized as a single word. On the other hand, stems and inflections of inflectional words are segmented for convenience of mechanical processing.

The above descriptions show that these morphological information systems differ. The objective of this experiment is to examine whether our method can adjust the differences between the two morphological information systems to a considerable extent.

First, we chose 1,000 sentences from the ATR Dialog Database as the training set and provided the morphological information (word-segmentation and part-of-speech) of the unification-based Japanese grammar. We prepared 350 sentences as the test set, separate from the training set. The test sentences were also given the morphological information.

We extracted 1,538 correspondences of rewriting units (i.e. rewriting rules) and 428 rules for unknown words. These rules can be used for the bi-directional rewriting experiment.

As the knowledge source in searching lattices, word bigrams and part-of-speech bigrams were trained with the training set. To perform the bi-directional rewriting experiment, these bigrams were trained in both morphological information systems.

To compare our method with ordinary morphological analysis, we developed a simple stochastic morphological analyzer that uses the same bigrams as the knowledge sources. Because this morphological analyzer has been developed for the comparative experiment, it cannot manage unknown words. Therefore, the rewriting test was performed by using not only the

---

1. This ambiguity mainly comes from the difference in part-of-speech granularity between the two morphological information systems.
2. Of course, the ordinary morphological analyzer can rewrite the corpus much more accurately by using richer knowledge sources. However, it must be noted that our method also can use such knowledge sources.
The experiment was performed bi-directionally between the morphological information system of the ATR Dialog Database (ADD) and the morphological information system of unification-based Japanese grammar.

3.2.1 From Unification-Based Grammar to ADD

This experiment rewrites from a medium-grained morphological information system to a coarse-grained morphological information system. Table 3.2.1 shows the result of this rewriting. The segmentation error rate and part-of-speech error rate were calculated using the same definition as in [1]. Table 2 shows the result.

The error rates seem to be rather large, but it should be noted that only simple knowledge sources are used both in our method (the morpheme adjuster) and by the morphological analyzer. Also, it is significant that our targets are spoken-style Japanese sentences. Ordinary morphological analyzers can analyze written-style Japanese sentences with a less than 5% error rate, by using richer knowledge sources[1]. However, previous work reported that the error rate for automatic morphological analysis of the ADD text is more than 15%[6].

In comparing the two methods, the part-of-speech error rates of our method are clearly better than those of the morphological analyzer. This shows that our method can make good use of the original part-of-speech information.

### Table 1: Experimental Condition

| Morphological Information | Unification-Based Japanese Grammar | ATR Dialog Database |
|---------------------------|-----------------------------------|---------------------|
| Training Set sentences (words) | 1,000 (10,510) | 1,000 (10,723) |
| Test Set (Full) sentences (words) | 350 (3,894) | 350 (4,066) |
| Test Set (Sub) sentences (words) | 148 (904) | 148 (949) |
| Vocabulary | 1,234 | 1,168 |
| POS System | 75 | 26 |
| Word Bigram | 4,325 | 4,292 |
| POS Bigram | 503 | 262 |

3.2.2 From ADD to Unification-Based Japanese Grammar

This experiment is more difficult because this rewriting is from the coarse-grained morphological information system to the medium-grained morphological information system. Table 3 shows the result.

The part-of-speech error rates of our method are better in this rewriting experiment, too.

4 Conclusion

This paper proposed restructuring of tagged corpora by using morpheme adjustment rules. The eventual goal of this work is to make precious knowledge sources truly sharable among many researchers. The results of the experiment seem promising.

Our morpheme adjustment method has some resemblance to Brill's part-of-speech tagging method[7]. Brill's simple part-of-speech tagger can be considered a morpheme adjuster that adjusts differences between initial (default) tags and correct tags.

As Brill applied his part-of-speech tagging technique to the syntactic bracketing technique[8], we believe that our method can be applied to the adjustment of parsed corpora. In the work of Grishman et al.[9], tree rewriting rules to adjust differences between Tree Bank and their grammar were probably prepared manually. By applying our method to parsed corpora, such rewriting rules can be extracted automatically.
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| Method                      | segmentation error rate | part-of-speech error rate | Total     |
|-----------------------------|-------------------------|---------------------------|-----------|
| Test Set (Full)             | 7.8%                    | 2.8%                      | 10.6%     |
| Test Set (Sub)              |                         |                           |           |
| Morpheme Adjuster (Morphological Analyzer) | 5.1%                   | 1.5%                      | 6.6%      |
| Training Set (close test)   |                         |                           |           |
| Morpheme Adjuster (Morphological Analyzer) | 0.2%                   | 1.5%                      | 1.7%      |

Table 2: From Unification-Based Grammar to ADD

| Method                      | segmentation error rate | part-of-speech error rate | Total     |
|-----------------------------|-------------------------|---------------------------|-----------|
| Test Set (Full)             | 8.2%                    | 6.9%                      | 15.1%     |
| Test Set (Sub)              |                         |                           |           |
| Morpheme Adjuster (Morphological Analyzer) | 4.2%                   | 3.1%                      | 7.3%      |
| Training Set (close test)   |                         |                           |           |
| Morpheme Adjuster (Morphological Analyzer) | 0.5%                   | 3.3%                      | 3.8%      |

Table 3: From ADD to Unification-Based Grammar

Appendix
A. The Rule Extraction Algorithm

type
word = record
  symbol : string; {ex. "会議"}
  part-of-speech : string; {ex. "NOUN"
end

wordlist = record
  elem : array[1..MAXLENGTH] of word
  last : integer
end

procedure FIND_CORRESPONDENCES(A,B: wordlist);
{The arguments of this procedure are two kinds of morphological information of the same sentence.}
For example:
A = "(かみ 本飯)(りvinfl)
   (ふaux-stem)(aux-inf1)
   (たaux-tense)
B = "(かみ 本飯)(まし 助動詞)
   (た 助動詞)
The OUTPUT subroutine outputs the correspondences such as:
   (かみ 本飯)(りvinfl)<---(かみ 本飯)
Because the total "LENGTHs" of two arguments are the same, this algorithm is guaranteed to be completed normally.}
var
  lhs,rhs: wordlist;
  cur_a, cur_b: integer; {cursors}
begin
  cur_a := 1; cur_b := 1;
  lhs.last := 1; rhs.last := 1; {initialize}
  lhs.elem[lhs.last] := A.elem[cur_a];
  lhs.last := lhs.last+1;
  rhs.elem[rhs.last] := B.elem[cur_b];
  rhs.last := rhs.last+1;
  while (A.last > cur_a) do begin
if LENGTH(lhs) = LENGTH(rhs) then begin
  OUTPUT(lhs, rhs);
  cur_a := cur_a+1; cur_b := cur_b+1;
  Initialize(lhs,rhs);
  lhs.elem[lhs.last] := A.elem[cur_a];
  lhs.last := lhs.last+1;
  rhs.elem[rhs.last] := B.elem[cur_b];
  rhs.last := rhs.last+1;
end
else if LENGTH(lhs) > LENGTH(rhs) then begin
  cur_b := cur_b+1;
  rhs.elem[rhs.last] := B.elem[cur_b];
  rhs.last := rhs.last+1;
end
else begin
  cur_a := cur_a+1;
  lhs.elem[lhs.last] := A.elem[cur_a];
  lhs.last := lhs.last+1;
end;
end;

function LENGTH(A: wordlist);
{This function returns the total length of wordlist. When the arg is "((さ
  本飯))", this function returns 3.}
var
  length, count : integer;
begin
  length := 0;
  for count := 1 to A.last do
    length := length+|A.elem[count].symbol|;
  return length;
end;

573