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The SPEC CPU Benchmarks are used extensively for evaluating and comparing improvements to computer systems. This ubiquity makes characterization critical for researchers to understand the bottlenecks the benchmarks do and do not expose and where new designs should and should not be expected to show impact. However, in characterization there is a tradeoff between accuracy and reusability: The more precisely we characterize a benchmark’s performance on a given system, the less usable it is across different micro-architectures and varying memory configurations. For SPEC, most existing characterizations include system-specific effects (e.g., via performance counters) and/or only look at aggregate behavior (e.g., averages over the full application execution). While such approaches simplify characterization, they make it difficult to separate the applications’ intrinsic behavior from the system-specific effects and/or lose the diverse phase-based behaviors.

In this work we focus on characterizing the applications’ intrinsic memory behaviour by isolating them from micro-architectural configuration specifics. We do this by providing a simplified generic system model that evaluates the applications’ memory behavior across multiple cache sizes, with and without prefetching, and over time. The resulting characterization can be reused across a range of systems to understand application behavior and allow us to see how frequently different behaviors occur. We use this approach to compare the SPEC 2006 and 2017 suites, providing insight into their memory system behaviour beyond previous system-specific and/or aggregate results. We demonstrate the ability to use this characterization in different contexts by showing a portion of the SPEC 2017 benchmark suite that could benefit from giga-scale caches, despite aggregate results indicating otherwise.
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1 INTRODUCTION

Benchmarks enable computer architects to evaluate and compare designs. This makes it particularly important that the benchmark suites themselves are characterized so that researchers understand which behaviors and bottlenecks the benchmarks expose. Characterization is particularly important in the transition to newer versions, such as from SPEC CPU 2006 \cite{spec2006} to SPEC CPU 2017 \cite{spec2017}. Indeed, this transition has spawned a flurry of papers characterizing the changes \cite{13,15,19,25,26,30}.

While there are many challenges in characterizing a benchmark suite, one of the largest is providing a balance between accurate results (e.g., correct for a particular system) and reusable results (e.g., applicable across a wide range of systems and configurations). One choice on this spectrum can be seen in recent works \cite{13,15,19,26} that provide accuracy by using hardware performance counters to report aggregate statistics (e.g., application misses-per-thousand-instructions (MPKI) averages). While these studies are highly accurate for their particular system, the results present a combination of the system-specific micro-architectural behaviors and the intrinsic application behaviors, making them difficult to reuse in other contexts.

For example, characterizing memory-system-related performance requires evaluating the micro-architectural configuration, including cache sizes, replacement policies, prefusers, miss status handling registers (MSHRs), Re-order buffer (ROB) sizes, and so on. The resulting complex interaction between the application and these micro-architectural features means that performance results give the combined effects of both the hardware and software, making it hard to extract the application’s intrinsic behaviors.

In this work we use simplified simulation to minimize complex hardware interactions, and thereby making the applications’ intrinsic behaviors more visible. Specifically, our generic system model provides insight into the applications’ sensitivities to the two most important memory system parameters: cache size and prefetching. We achieve this by using an instrumentation-driven simulator to evaluate MPKI for a generic cache model (single-level, LRU, 8-way associative, 64B line) across a range of sizes from 32 KB to 1 GB, both with and without a generic prefetcher (next-4 strides for loads and stores). Further, we collect these statistics for each 100M instruction window in the applications’ executions, enabling us to examine behavior over time. Our generic cache and prefetcher provide a simplified view of the applications’ interactions with the memory system without the complexity of detailed micro-architectural components. Our use of MPKIs represents a tradeoff to provide first-order insights into the memory system behavior of the applications without tying the results to the micro-architectural specifics needed to determine performance.

This use of a simplified simulation model allows us to see the application’s intrinsic memory access behavior, disentangled from the complexity of a specific micro-architecture. As a result of this simplification, we can identify the applications’ behaviors that will be present across a broad range of systems, and see how the applications’ overall sensitivities to cache size and prefetching change during their execution.

For example, we can see that adding a prefetcher is significantly more effective than doubling the cache size for lbm 2017 on a system with a 16-MB cache (MPKI reduction from 48 to 9.8 with prefetching, vs. 30 with the larger cache).

Similarly, our analysis over time shows that while gcc 2017 has an average MPKI of 2.4 with a 1GB cache and prefetching, 57% of its total misses occur during only 6% of its execution, with that portion of the application’s execution experiencing an MPKI of greater than 20.\textsuperscript{1} These examples show how our generic system model provides insight into what type of optimizations should be

\textsuperscript{1}As our generic system model does not model performance, percentage of execution refers to the percentage of executed instructions, not cycles or seconds.
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applied and how time-varying (non-aggregate) analysis tells us where we should optimize, despite the lack of micro-architectural specific simulation.

To explore our characterization, we first present aggregate application characterizations in Section 4. This provides a view of the application’s behavior across its full execution, which allows us to see how sensitive the applications are overall to changes in memory system architecture. In particular, we compare the behavior of SPEC CPU 2017 to 2006 in terms of both cache and prefetcher sensitivity. This analysis shows the larger working set size of the newer benchmarks that others have reported but also identifies places where newer benchmarks are more cache and prefetcher friendly.

We then look at the applications’ time-varying behavior in Section 5. We first examine cache sensitivity as a function of both cache size and execution time. While this analysis clearly shows the individual phases of the applications, it is a challenge to interpret due to the complexity of the combined phase and cache size behavior. To address this, we propose aggregating the data by the amount of execution experiencing a given MPKI to understand what percentage of each application’s execution that experiences a certain MPKI, as a function of cache size. This directly reveals short but very memory-intense phases across the applications. Finally, we provide an example of using this data to identify regions where the benchmarks benefit significantly from giga-scale caches, despite their aggregate memory behavior indicating otherwise. This article makes the following contributions:

- The first detailed characterization of the intrinsic application memory behavior of SPEC 2017 across a broad range of cache sizes with and without prefetching, with both aggregate and time-based data.
- The first time-based analysis reporting the portion of the applications that experience significant memory system pressure as a function of cache size.
- A comparison of the SPEC 2017 and SPEC 2006 benchmarks in terms of their per-application and overall benchmark suite cache and prefetcher sensitivity.
- Detailed aggregate and time-based data for all SPEC 2017 and SPEC 2006 applications provided for direct comparison, with all raw and analyzed data available in an online appendix [7, 8].
- An example of using this analysis to show that despite low aggregate MPKIs, there are still significant portions of the applications that benefit significantly from giga-scale caches.

2 CAVEATS OF WORKLOAD CHARACTERIZATION

As performance is a combination of the application, compiler, and hardware, characterizing workload memory behavior involves tradeoffs in accuracy and generality. An overview of this tradeoff is provided in Figure 1. At one extreme are algorithmic analyses that provide high-level insights into the reuse in an algorithm, but only crude insights into behavior on a particular system. At the other extreme, cycle-accurate simulations or hardware performance counters provide full accuracy, but incur very system-specific effects. In this article we strive to choose a middle-ground
with our generic system model to provide sufficient generality to reveal the applications’ inherent behaviors, while being realistic enough to provide meaningful insights for future work. To put our tradeoff in context, we first review the range of characterization techniques available.

**Hardware Performance Counters:** At the most accurate, but least flexible, end of the spectrum, hardware performance counters provide fast and accurate characterization for a particular system. But the specific micro-architectural details, such as the number of MSHRs in the L1, the size of the load queue, the L1 cache latency, and so on, all have significant impact on the performance. Further, there is limited flexibility in evaluating memory configurations other than the one provided by the system. As a consequence, hardware performance counter characterizations have a limited ability to provide insight into the intrinsic behavior of the application and how it might behave on other systems.

**Cycle Accurate Simulators:** Cycle accurate simulators provide more flexibility than performance counters, as they can be re-configured to provide a range of data points. However, while they are highly accurate for their own performance model, the systems they model do not faithfully represent actual hardware. Unfortunately this flexibility comes at the cost of simulation times that are thousands-to-tens-of-thousands of times slower [21], making them unsuitable for full application analysis and broad parameter exploration.

**Statistical Cache Analysis:** Statistical cache models typically sample memory accesses and use mathematical models to predict cache behavior[2, 3, 5, 24, 31]. These can provide faster and potentially more flexible analysis of an application’s memory behavior, but at the expense of a limited ability to model memory system details. For example, reuse distance analysis can rapidly model different cache capacities, but has a limited ability to handle set-associative caches and replacement policies, and, importantly does not handle prefetching.

Even more abstractly, Weinberg et. al. [29] developed an even more architecturally-independent method to score an application’s temporal and spatial locality. While they showed a correlation between their scores and application performance, they were unable to use them to predict performance based on memory behavior, as they could not connect the degree of temporal or spatial locality to specific cache sizes or prefetching.

**Algorithmic Analysis:** The most extreme architecturally-independent analysis is a first-principle investigation of the algorithm’s data reuse characteristics. While this can help identify potential reuse opportunities, it is extremely difficult to apply to system optimization without first making concrete choices about the systems micro-architecture (e.g., cache size, prefetcher, etc.).

**This work:** In this work our goal is to provide enough memory system detail to make our results relevant to modern systems, but without obscuring the intrinsic behavior of the applications with micro-architectural specifics. This goal motivates our decision to use a generic system model to capture sensitivities to the key memory system parameters of cache size and prefetching, and to report MPKI, as it can be obtained from the memory system without the need for a detailed micro-architectural model. While our particular cache hierarchy, sizes, associativity, replacement policy, and prefetcher are specific micro-architectural choices, we believe they represent a sufficiently generic baseline to observe the inherent memory behaviour of the benchmarks. These choices provide results that are more widely applicable than micro-architecturally specific performance results while being more accurate than micro-architecturally independent techniques.

Further by using a binary-instrumentation driven approach, we are able to obtain our results with only a 10× to 50× slowdown over native execution, which allows us to model a wide range of cache configurations across the full execution of (nearly) all applications. With this tradeoff, we hope to avoid most of the detailed micro-architectural effects while retaining most of the valuable application memory system behaviors.
Fig. 2. Box/Whiskers: Cache MPKIs across a range of micro-architectural configurations and cache sizes (x-axis) obtained from cycle-accurate simulator ChampSim [1], demonstrating the wide range of results when combining architecture and application behavior. Boxes show the 25-50-75 percentile MPKI values, and the whiskers show the min/max MPKI values. These results include multiple L2, L3 cache sizes, big (B) and little (L) cores, and various prefetchers. Lines: Generic system model MPKIs without prefetching (blue) and with prefetching (dashed orange) showing overall application sensitivity. The generic system model uses a single-level LRU cache (of the cache size denoted in the x-axis) and a stride prefetcher.

2.1 The Perils of Micro-architectural Details
While performance results that take into account as many micro-architectural details as possible are generally considered more accurate, it is important to understand just how large an impact these details have on application memory system behavior. To demonstrate the magnitude of these effects, we plot the MPKI across 32 cache/prefetcher/out-of-order configurations obtained from the ChampSim [1] cycle-accurate simulator in Figure 2. The box plots show the very large range of “cycle-accurate” results that can be obtained for the same applications and cache sizes, by simply varying the micro-architectural details. While each of these values is “accurate” in the “cycle-accurate” sense, it is not at all clear which configuration provides meaningful insight into the applications’ intrinsic memory system behaviors.

In our approach we gave up much of the micro-architectural details to try and capture the overall application behavior. The blue lines in Figure 2 show that the MPKI reported from our simplified, generic cache simulation without prefetching meaningfully reflects the overall application behavior across a range of cache sizes. The dashed orange line includes our prefetching model, and demonstrates the challenge of trading off micro-architectural details: While mcf’s performance range is quite well represented, neither omnetpp nor lbm are. In particular, omnetpp (Figure 2(b)) benefits from the next-line prefetcher present in some of the cycle-accurate configurations. If this prefetcher is removed from the cycle-accurate configurations (Figure 2(c)), then we see that our simplified results fit much more closely. Similarly, lbm (Figure 2(d)) benefits from the store prefetching present in our prefetcher (dashed orange line), as can be seen when they are disabled in our model (dotted green line).

This analysis makes two points: First, while detailed micro-architectural simulations are precise, their results span a tremendous range depending on the processor and prefetcher configurations. And, second, while our generic system model does not cover all possible configurations (prefetchers, hierarchies, and replacement policies), it does provide a good overall characterization of the application’s intrinsic memory behavior, covering a wide range of micro-architectural choices.
Table 1. Length of the SPEC CPU 2017 Floating-point Benchmarks (in Trillions of Instructions) and the Phase Error (Euclidean Distance between Aggregate Phase Vectors) for the First Five Trillion Instructions with Respect to the Full Execution

| Benchmark    | Total Instructions | Cumulative Phase Error |
|--------------|--------------------|------------------------|
| cactuBSSN    | 9.6 T              | 1%                     |
| fotoni3d     | 6.2 T              | 0.9%                   |
| pop2         | 23 T               | 0.2%                   |
| roms         | 22 T               | 10%                    |
| wrf          | 24 T               | 3.9%                   |
| cam4         | 17 T               | 0.2%                   |
| bwaves (1)   | 32 T               | 5%                     |
| bwaves (2)   | 33 T               | 5.9%                   |
| nab          | 13 T               | 13%                    |
| imagick      | 66 T               | 88%                    |

3 METHODOLOGY

We use Intel’s Pin [12] to collect address traces and feed them into our in-house developed cache/prefetcher simulator (which was validated against Dinero[4]) to generate MPKIs for each 100M instruction window, for a range of cache sizes and prefetcher configurations. Benchmarks are compiled with the SPEC recommended flags and optimizations (gcc/g++ v.5.4.0, x86_64, -O3 optimization). For comparing between SPEC 2017 (speed) and 2006, we chose the input pairs that provide the longest execution for applications with multiple input pairs. The numbering of different input pairs in our figures and online-raw data follows the order generated by the specinvoke tool. We ran each benchmark with all the possible inputs reported by specinvoke tool as different input lead to different memory behaviour.

Our generic system model implements a cache simulator that evaluates 16 cache sizes (single-level, 32 KB to 1 GB, eight-way set-associative, 64B lines, LRU replacement). Our prefetcher tracks strided misses (both loads and stores) based on the miss Program Counter, fetches the next 4 cache lines in the pattern, and continues on hits to prefetched lines. Prefetched addresses are modeled as installed immediately. As the simulator only looks at data addresses, it models neither performance (Instructions per Cycle) nor instruction cache behavior. As a result, we obtain MPKIs for the net capacity of a multi-level hierarchy from our simpler single-level simulation.

We parallelized the simulation by dividing each benchmark into regions of 500B instructions with 3B instructions of cache warming. For the extremely long floating-point benchmarks, we only simulated the first 5 trillion instructions and compared the phases found in that region to those of the whole application via an online phase detection tool [23].

For all but roms, imagick, and nab the first 5T instructions are highly representative (Table 1). Due to the significant phase error in first 5T instructions, we exclude imagick from our evaluation.

4 AGGREGATE CHARACTERIZATION

We begin by analyzing the aggregate memory system behavior using our generic system model: e.g., average MPKI for the applications’ full execution across different cache sizes and with/without a prefetcher. This analysis provides insight into the applications’ working set sizes, cache-sensitivity, access behaviour and the effects of prefetching. We study the working set size and prefetching sensitivity of benchmarks by analyzing the variation of their MPKI with cache size and prefetching. As the largest cache size we simulated is 1 GB, we cannot determine working sets larger than 1 GB.
Figure 3 shows the aggregate (averaged over time) cache- and prefetcher-sensitivities, with the benchmarks that are common to both SPEC 2006 and 2017 together at the top. The expected conclusion from this figure is that the working set of many applications has increased from SPEC 2006 to 2017. And, indeed, this effect can be clearly observed as shifts to the right (larger cache sizes) in the MPKI curves for several applications, such as gcc, cactusADM and lbm. However, omnetpp, mcf, and bwaves show increased cache and prefetcher friendliness in the 2017 versions compared to the 2006 versions, although their working sets are larger. These changes likely come from new algorithms that are more cache-friendly. In comparison, lbm has an identical cache curve that is pushed out to the right, indicating similar behavior but with a larger dataset. Bwaves 2017 is more cache friendly at small cache sizes than its 2006 counterpart, but still has an MPKI of 1 or higher even with a 1 GB cache. The largest differences between the 2006 and 2017 benchmarks can be found in cactuBSSN and cactusADM, where the difference in MPKI is as high as 100 at 32 KB cache.

For prefetching, with the exception of deepsjeng, most benchmarks from (a) to (m) show similar prefetching sensitivity in both SPEC 2017 and SPEC 2006. For example neither video encoding benchmark (SPEC 2017 x264 and SPEC 2006 h264) show much benefit from prefetching. With regards to general prefetcher-sensitivity, we see that gcc, lbm, mcf, xalancbmk, and bwaves achieve significant benefit from prefetching, while cactuADM-cactuBSSN, omnetpp, leela, x264, and perlbench gain little. Note that we found very similar aggregate cache- and prefetcher-sensitivity across the various input pairs for gcc, x264, perlbench, xx, and bwaves. Both mcf and lbm benefit greatly from prefetching at small cache sizes where the difference can be high as 40 MPKI. mcf 2017 is more cache friendly than mcf 2006, showing a difference of almost 40 MPKI at 32 KB cache with prefetching. Though lbm 2017 benefits greatly from prefetching, it still has >1 MPKI at 1 GB, even with prefetching.

While the aggregate MPKI data in Figure 3 provides extensive details about the applications’ intrinsic memory behaviors, it is difficult to use to categorize them at a high-level. To address this, we define two metrics from this data to categorize applications in terms of their sensitivity to cache size and prefetching. For cache sensitivity, we define the cache working set size as the cache size at which the application’s MPKI drops below 1 with prefetching enabled. This cache size indicates how much capacity is required to capture the majority of the application’s working set with the help of a prefetcher. Similarly for prefetcher sensitivity, we define the prefetcher point-of-no-benefit (PoNB) as the cache size above which enabling prefetching reduces the MPKI by less than 1 or there is no benefit of having prefetching enabled. A large PoNB shows that the benchmark benefits from the prefetcher even with larger cache sizes, whereas smaller PoNB point shows that the effect of the prefetcher diminishes as cache capacity is increased. For example, for deepsjeng, the difference in MPKI with and without prefetching is less than 1 at 32-KB cache size, thus deepsjeng is defined to have a low PoNB. While for lbm, the difference is 20 MPKI even at 1-GB cache size, so lbm has a large PoNB.

Figure 4 shows the overall working set size and PoNB for the benchmarks, and compares the changes between SPEC 2006 and SPEC 2017 by connecting those benchmarks with lines. The x-axis shows the working set size of the benchmarks while the y-axis shows the PoNB. The low PoNB (or prefetcher-insensitive) benchmarks are located in the bottom half of the plot.

The benchmarks that have moved toward the upper-right corner of the plot have experienced an increase in cache working set size and need the prefetcher even with larger caches. From this we can see dramatic changes in some of the applications: mcf, gcc, bwaves, and lbm have all seen their cache working set sizes increase to 1 GB (or greater, as we did not simulated more than 1 GB cache), while omnetpp, xx, and wrf see a decreased benefit from prefetching. Conversely, x264 and xalancbmk have reduced cache working set sizes compared to their 2006 counterparts. The changes in prefetcher behavior between 2006 and 2017 are listed in Table 2 with the benchmarks.
Fig. 3. Aggregate (average over execution) cache/prefetcher sensitivity for SPEC 2017 and SPEC 2006. The y-axis plots MPKI for the given cache size on the x-axis. Similar applications from the two suites are plotted together.
Fig. 4. Aggregate application cache and prefetcher sensitivity and the change between SPEC 2006 and SPEC 2017. Cache working set size is shown on the x-axis while y-axis shows prefetcher point of no benefit (PoNB).

Table 2. Changes in Prefetcher Effectiveness between 2006 and 2007

| 2006→2017          | Pref.Insensitive | Pref. Sensitive |
|---------------------|------------------|-----------------|
| PoNB Increased      | bwaves, gcc, lbm |                 |
| PoNB Decreased      | leela, omnetpp,xz, x264, perlbench, deepsjeng | wrf, xalancbmk |
| (new in 2017)       | exchange2, nab   | cam4, fotoni3d, pop2 |

categorized by their prefetcher sensitivity. We define a benchmark as prefetcher-sensitive if the MPKI difference with and without prefetching is more than 3 at 32 kB. From 2006 to 2017, bwaves, cactusBSSN, gcc, lbm, omnetpp, perlbench, wrf, and xz increased their cache working set sizes, while leela, deepsjeng, x265, mcf, and xalancbmk remained the same or shrank.

5 TIME-BASED CHARACTERIZATION

While the aggregate results presented in Section 4 provide a high-level view of the applications’ behaviors, they fail to show how the behaviours change during execution. This is particularly problematic as many benchmarks have phases with very high MPKIs across a wide range of cache sizes, while the whole-execution average remains low. While obscured by aggregate metrics, these short, but very intense, phases can account for a large proportion of the total cache misses, and therefore a large portion of the DRAM energy and memory system performance loss.

Figure 5 demonstrates the importance of time-based characterization. Figure 5(b) shows that the aggregate MPKI for gcc 2017 with a 1 GB cache without prefetching is 4.5. However, over 9% of the application’s execution has an MPKI of greater than 20 (Figure 5(a)). This represents 73B instructions that are executed during highly memory-bound phases, even with a 1 GB cache. Due to the high MPKI at this time, this 9% of the execution accounts for 79% of the total misses, as will be discussed in Section 5.1, (Figure 8(b)) and (Figure 9(b)).

Yet without time-based information, the aggregate MPKI of 4.5 would suggest that a 1-GB cache is reasonably effective, while with the time-based information it is clear that there are
Fig. 5. Time-based analysis of gcc 2017 vs. an aggregate analysis. While both show the impact of varying the cache size, the aggregate analysis hides the fact that there are phases of very intense activity (MPKIs over 60) across nearly all cache sizes.

(a) MPKI heatmap over time (labels are in billions of instructions) as a function of cache size

(b) Aggregate MPKI as a function of cache size

Fig. 6. MPKI heatmap as a function of cache size for mcf 2006 (above) and mcf 2017 (below). The y-axis shows cache size and the x-axis shows number of instructions in billions. The plots are similarly scaled, showing how much longer and more complex the 2017 execution is compared to the 2006 execution.

A non-negligible set of phases for which even a 1-GB cache is vastly inadequate. Our generic system model’s time-based and cache-size information allows us to understand the behavior even further: At 650B and 800B instructions into the execution there are two phases that experience very high MPKIs up to cache sizes of 512 and 256 MB, respectively, while the majority of the program is satisfied with caches of 32 MB (50B to 650B) or even 64 KB (810B to 1250B). This insight is important for understanding where we can expect micro-architectural improvements to have an impact, which is essential for knowing how to evaluate their effectiveness.

Time-based analysis is also valuable for comparing the 2006 and 2017 variants of benchmarks. Figure 6 shows a time-based cache heatmap (with prefetching) for both mcf 2006 (top) and mcf 2017 (bottom). The figures have been drawn to scale, and dramatically show the change in execution length between mcf 2006 (300B instructions) and mcf 2017 (1650B instructions), as well as the significantly changed cache behavior of the phases. This time-based perspective is lost in aggregate
Fig. 7. MPKI heatmap as a function of cache size for xalancbmk 2006 (above) and xalancbmk 2017 (below). The y-axis shows cache size and x-axis shows number of instructions in billions.

statistics. Though the aggregate statistics in Figure 3 show clearly that mcf 2017 has a significantly lower MPKI (39) than mcf 2006 (77) (at 32 KB cache with prefetching), it hides the fact that there are still periodic phases with very high (over 100) MPKIs. Another example is xalancbmk where both 2006 and 2017 show very similar phases of execution in Figure 7. The first phase where the heatmap rises shows a common curve, with slightly higher overall MPKIs in the 2017 version for caches up to 16 MB. In the third phase that plateaus until the end, the newer benchmark has a dramatically higher miss intensity, that continues up to 256 KB caches, compared to a lower overall miss intensity for the 2006 benchmark, but continued MPKIs of about 5 up to caches of 16 MB. The full range of time-based benchmark analysis for both benchmark suites is provided in the online appendix.

5.1 MPKI Bins

Although the heatmap representation of gcc’s time-based behavior in Figure 5(a) provides a vivid illustration of its phases and MPKI variation, it is difficult to use to quantify the importance of the phase behaviors. For example, while the heatmap shows that even with a 512MB cache gcc’s MPKI is greater than 70 in multiple phases, it does not quantify what percentage of the application’s execution occurs in those phases. To simplify the analysis of the time-based statistics, we propose aggregating the data into MPKI bins. Specifically, each MPKI bin tells what percentage of the program execution experience a given MPKI for each cache size.

Figure 8 presents the MPKI bins for gcc from the time-based data in Figure 5(a). With the MPKI bins we can immediately see that for a cache of 512 MB without prefetching (Figure 8(b)) 14% of the application’s execution time has an MPKI of 20 or higher. This represents 178B instructions, which is roughly as long as the full SPEC 2006 gcc benchmark. To put this in perspective, the off-chip energy consumption in these high-MPKI phases from SPEC 2017 would be greater than the entire off-chip energy consumption of the SPEC 2006 application. In fact, the number of misses gcc 2017 incurs with 512 MB cache and no prefetching in regions with >20 MPKI is more than the

---

As we are not modeling performance, we use percentage of executed instructions in place of execution time.
Fig. 8. For each cache size (y-axis), each window of execution sorted into its corresponding MPKI bin (x-axis), and the labels and color of each box represent the percentage of the windows that reside in that MPKI bin. This figure shows the results for gcc 2017 with (a) and without (b) prefetching, and the impact (difference) from prefetching (c).

total number of misses in gcc 2006. Without the time-based information we would be unable to see that these accesses are highly concentrated in only a few phases, suggesting that future memory system designs should look particularly closely at those behaviors.

We can further use the MPKI bins to understand the behavior of prefetching for a given application. Figure 8(a) shows the distribution of execution in different MPKI bins with prefetching enabled. Here we can see that for a 2 MB cache the portion of execution that gcc experiences an MPKI of 20 or higher decreases from 60% without prefetching (Figure 8(b)) to 15.2% with prefetching (Figure 8(a)). Conversely, the portion of execution with an MPKI of 10 to 20 increases from 4.1% to 46%, showing us the portion of the benchmark’s execution that has been improved by prefetching.

To see the effects of enabling prefetching more explicitly, we plot the change in percentage of execution in each MPKI bin (delta between Figure 8(b) and (a)) when prefetching is enabled in Figure 8(c). Here we directly see how enabling prefetching, as expected, reduces the percentage of execution the application spends in high MPKI regions (red), leading to an increase in execution in lower MPKI regions (blue). This shows the application’s sensitivity to prefetching across both cache sizes (vertically) and phase intensity (horizontal) for the first time.

This data helps explain the behavior seen in the aggregate data. For example, for gcc 2017 Figure 5(b) ➀ shows that the prefetcher caused a drop of 10 MPKI for a cache size of 2 MB. Figure 8(c) goes further and shows that this aggregate MPKI reduction came from 45.3% of the program execution moving from >20 to less than 20 MPKI region, plus an additional 5.3% reduction in the 1–3 and 3–10 regions. This tells us that the prefetching delivered benefits for 51% of the benchmark’s execution. Such insight is not available from aggregate data and is difficult to quantify from the time-based heatmaps.

The MPKI bins in Figure 8 show how the application’s execution (instructions) is spread across different MPKI intensities.

However, it does not show the percentage of misses that each MPKI bin accounts for. To present this data we report the percentage of total misses for each MPKI bin for gcc 2017 in Figure 9. Comparing Figures 8 and 9, we can identify which parts of the execution are responsible for the majority of the misses, not just how the misses are spread across regions of different MPKI intensity.
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Fig. 9. Percentage of cache misses that occur in each MPKI bin (x-axis) for each cache size (y-axis for gcc 2017, with (a) and without (b) prefetching.

For example, gcc 2017 with a 1 GB cache and without (with) prefetching spends 9% (6%) of its execution with an MPKI > 20, (Figure 8 ➃ and ➄) but almost 79% (57%) of its total misses happen in those high MPKI regions (Figure 9 ➅ and ➆).

Another example is mcf2017, which has an MPKI of 1.2 at 1 GB cache with prefetching and only 2% of the execution has an MPKI > 20. But that 2% of execution causes 53% of the total misses. This emphasizes that time-based characterization is important to reveal small transient phases that can account for a large share of the total misses, which makes it easier to develop techniques to address them.

As the MPKI bin plots provide a compact way of understanding the distributions of cache and prefetcher sensitivities across applications, we now use them to analyze the broader benchmark suites. Figure 10(a) shows the MPKI bins for five of the SPEC 2017 benchmarks and their corresponding SPEC 2006 versions. Figure 10(b) shows the corresponding difference in MPKI with and without prefetching (change in percentage of execution in each MPKI bin).

5.2 Analyzing SPEC2006 vs. 2017 with MPKI Bins

The first row in Figure 10(a) shows the MPKI bins (percentage of execution experiencing different MPKIs) for several SPEC 2006 applications. Both gcc 2006 and lbm 2006 show very simple behavior patterns with essentially all of their execution experiencing MPKIs of less than 1 for caches of sizes 128 MB and 8 MB or larger, respectively. gcc has some execution with MPKIs greater than 3 for smaller caches, but lbm does not. mcf and omnetpp show much greater sensitivity to cache size as seen by the horizontal shift from the lower right (high percentage at high MPKIs at small cache sizes) to the upper left (high percentage of time at low MPKIs at large caches). For omnetpp, beyond 128 MB cache the application essentially never sees MPKIs greater than 1, while mcf has up to 20% of its time with MPKIs as high as 10 even for caches as large as 512 MB.

5.2.1 Cache Behavior Changes. The second row of Figure 10(a) shows the same benchmarks from SPEC 2017:

- bwaves 2017 is more cache- and prefetcher-friendly as more than 80% of its execution has an <1 MPKI (at 32 KB cache with prefetching) while bwaves 2006 has less than 20% of execution with <1 MPKI.
Fig. 10. Percentage of execution (instructions) experiencing different MPKIs by cache size for a selection of SPEC 2006 and 2017 benchmarks with prefetching (top) and the change without prefetching (bottom).

(a) Heatmaps of MPKI bins with prefetching
(b) Heatmaps of MPKI bins showing difference of prefetching with no-prefetching. Color indicates percentage of application execution.
• gcc 2017 has a much greater portion of execution in higher MPKI bins (10–20) at up to 8 MB compared to 2006. We also see that 14% of its execution experiences >3 MPKI for 1 GB caches (Figure 8(a) and (b)), vs. 0.1% for gcc 2006.
• Even with a 1 GB cache, the majority of lbm 2017 experiences an MPKI of 3–10, vs. <1 for 2006.
• mcf 2017 has a smaller cache working set size with majority of its execution at <1 MPKI starting at 32 MB for 2017 vs. 1 GB for 2006.
• omnetpp 2017 shows a reduction in high MPKI bins, most noticeably at 32 KB (97% >20 MPKI for 2006 vs. < 20% for 2017) and 8 MB, but generally follows the same trend. At 32 MB, omnetpp 2017 has 96% of its execution in 1–3 MPKI, vs. 40% for 2006.

5.2.2 Prefetcher Impacts. The applications’ prefetcher sensitivities are shown in Figure 10(b).
These graphs show the change in percent of execution in each MPKI range when enabling the prefetcher. We expect to see a shift to the left (more execution in lower MPKI bins), which is visible as blue squares (increased execution percentage) to the left of red squares (decreased execution percentage).
• In gcc and lbm the prefetcher is less effective in 2017 vs. 2006. Prefetching in gcc 2006 significantly reduced the >20 MPKI bin down to the <1 MPKI bin; however, gcc 2017 sees a reduction from the >20 bin to the 10–20 bin (e.g., the blue and red are closer together for 2017, showing that the impact of the prefetcher was less for small caches sizes in 2017 compared to 2006. This likely indicates a more complex data access pattern that is less amenable to stride prefetching in the 2017 benchmark).
• bwaves 2017 shows less effect overall from prefetching, which is not surprising given that its overall cache miss intensity is far lower. (Most of the bwaves 2017 execution is in the 0–1 MPKI bin.)
• mcf 2017 shows a large shift in MPKI from the 3–10, 10–20, and >20 bins to the 0–1 bin, while mcf 2006 shows a much more concentrated transfer from just the higher MPKI bins. This is consistent with the overall lower aggregate MPKI of the 2017 version.
• omnetpp has a distinct behavior where the prefetcher is effective at reducing misses at certain sizes of caches: for 256 KB, 8 MB, and 32 MB cache sizes in 2006, and 32 KB, 2 MB, and 32 MB in 2017.

5.2.3 Gigascale Caches. The SPEC 2017 suite introduced benchmarks that experience significant misses even with 1 GB of cache. At the same time, the advent of embedded and stacked DRAM has made such large-scale caches practical. In this section, we explore how some of the benchmarks behave on such gigascale caches. We present the effects of larger caches on MPKI for applications with at least 10% of their execution experiencing MPKI greater than 0.3 with a 1 GB cache in Figure 11.

We found that the MPKI distribution across execution of cactuBSSN, fotonik3d, mcf, and pop is consistent with what one would expect from the aggregate MPKI results: the applications have low average MPKIs at 1 GB cache size, and the time-based results show little time spent in high MPKI phases. However, for the other three benchmarks, the aggregate MPKI results could be misleading. lbm has an aggregate MPKI of 4.1, yet the time-based results show that 70.5% of the execution of lbm experiences MPKI between 5 and 10. Similarly, gcc and bwaves have aggregate MPKIs of 2.42 and 1.98, yet more than 13.4% and 10.7% of their executions experience MPKIs greater than 5 and 10, respectively. These results underscore the importance of looking at the time-based behaviors of the applications to understand the impact of the memory system, as the aggregate results hide the fact that there are phases with very significant memory system challenges.
The MPKI bin plots presented here provide the first quantitative view of how the SPEC benchmarks are sensitive to cache size and prefetching in a manner that allows researchers to understand how much of an impact (percent of execution) they can expect from designs that target these sensitivities.

6 RELATED WORK

There has been extensive work to characterize SPEC 2006 and 2017 suites using a wide variety of data for a range of purposes, including identifying common behavior across benchmarks to reduce simulation time, analyzing benchmarks execution to understand how they utilize different parts of the processor, and analyzing the benchmarks’ interactions with the memory system, as we have done in this work.

6.1 Micro-architecture-dependent Characterizations

The majority of benchmark characterization studies have used hardware performance counters to measure micro-architecturally-specific behavior due to the ease of collecting and the accuracy for the specific system evaluated: Phansalkar et al. [16, 17] applied PCA and clustering to find redundancy in SPEC 2006 to reduce simulation time, while Limaye and Adegbija [13] and Panda et al. [15] did so for SPEC 2017. Prakash and Peng [18] reported IPC, execution time, L1/L2 cache miss rates, and branch miss rates for 2006 on an Intel Core 2 Duo, while Kejariwal et al. [11] characterized both 2006 and 2000 for memory and branch misses and found higher cache miss rates for 2006. Hebbar and Milenkovic [20] reported performance and energy efficiency analysis of 2017 on an Intel Core i7-8700K. Limaye and Adegbija [13] compared 2017 to 2006, and used PCA to find redundancies in the benchmark suite for reduced simulation time. Panda et al. [15] found that three benchmarks from each category of SPEC 2017 can predict around 93% of program performance. They studied differences and similarities among different input sets, rate and speed versions of benchmarks, and compared application domain coverage, power, and performance of 2017 vs. 2006.

Wu et al. [30] studied phase-based behaviour of SPEC 2017 using periodically sampled hardware performance counters, and used this data to determine that up to 12 simpoints are needed for each benchmark. Navarro-Torres et al. [14] characterized SPEC 2017 on an Intel Xeon Skylake processor and studied sensitivity of the benchmarks to the LLC capacity by varying its allocation as well as enabling/disabling hardware prefetching. They reported L1, L2, and L3 cache MPKI for 2006 and 2017. They noted that the 2017 benchmarks had fewer L2 and L3 misses than 2006. This work is the closest to ours but was limited in exploring cache sizes supported by the hardware: 32 KB, 1 MB, and 1.75 MB to 19.25 MB LLC, with smaller LLC partitions suffering from increased conflict misses due to the hardware way-partitioning reducing the associativity. They further studied phase-based behaviour of applications over time with L3 cache MPKI and correlated with simpoints to conclude that 3 simpoints are insufficient to cover all the memory phases.
Table 3. Comparison of Prior Work with Regards to Exploration (Cache, Prefetcher, Time-based vs. Aggregate) and Benchmarks (2006 and 2017)

| Prior work | System-independent | Prefetch | Phases | SPEC 06 | SPEC 17 |
|------------|--------------------|----------|--------|---------|---------|
| [20]       |                    |          | ✔      | ✔       | ✔       |
| [18], [11] |                    |          | ✔      | ✔       | ✔       |
| [15], [13] |                    |          | ✔      | ✔       | ✔       |
| [22]       |                    | ✔        | ✔      | ✔       | ✔       |
| [26]       |                    | ✔        | ✔      | ✔       | ✔       |
| [14]       |                    | ✔        | ✔      | ✔       | ✔       |
| [25]       |                    | ✔        | ✔      | ✔       | ✔       |
| [10]       |                    | ✔        | ✔      | ✔       | ✔       |
| This work  |                    | ✔        | ✔      | ✔       | ✔       |

The use of performance counters in these works provides highly accurate data for the specific platforms evaluated, but the analyses conflate the intrinsic application sensitivities and platform characteristics and are unable to provide insight into how the applications will behave on other systems with different micro-architectures.

6.2 Micro-architecture Independent Analysis

The importance of characterizing memory system behavior for these benchmarks has motivated a range of work that has looked at the application sensitives in a micro-architecturally-independent manner. Singh and Awasthi [25] characterized SPEC 2017 memory characteristics using binary instrumentation to report aggregate cache sensitivities for cache sizes up to 32 MB, and performance counters to measure memory bandwidth and memory capacity utilization. They varied the associativity with cache size, starting from 32 KB direct-mapped cache up to a 32 MB 1,024 way cache, making a direct comparison problematic. In this work we showed that most applications benefit significantly from far larger caches, and that even evaluating caches up to 1 GB does not fully characterize applications.

Jaleel [10] did an extensive memory characterization of SPEC 2006 and 2000 using a Pin-based cache simulator based on stack distances. That work showed time-based phase behaviour of the benchmarks for three different cache levels. However, the analysis was limited to 128 MB of cache size without the effects of prefetching. Sembrant et al. [22] presented a fast technique for combining hardware sampling with statistical modeling to evaluate cache miss ratios. They presented data for two applications as an example of their technique. Their modeling technique did not address prefetching and only modeled fully associative caches. Henning [9] and Gove [6] measured OS virtual memory footprints and actually used physical memory size for SPEC 2006.

Weinberg et al. [29] scored applications on their temporal and spatial locality, which is purely architecture-independent technique. However, while they were able to make broad comparisons among applications, their techniques were unable to predict memory system performance in the presence of prefetching and set associative caches, or with regards to particular cache sizes.

Table 3 summarizes the prior work. In this work, we covered key aspects for understanding applications’ memory system behavior: large and diverse cache sizes, the effect of prefetching, and time-based behavior. By doing so, we have produced memory behavior characterization that we believe to be more reusable as it provides more insight into both the intrinsic sensitivities of the applications and how they vary over time.
7 CONCLUSION

In this work, we have sought to provide insight into the intrinsic memory behavior of the SPEC CPU 2017 and 2006 applications. We have done so by explicitly trading off detailed micro-architectural simulation for a more generic system model that captures the key elements of memory system behavior: sensitivity to cache size and prefetching, both in aggregate and over time. To motivate this tradeoff, we demonstrated how our simplified generic system model covers the broad range of behaviors found in cycle-accurate simulators, while being fast enough to enable detailed exploration of the applications’ full execution.

With this approach, we provided an aggregate cache sensitivity analysis of the full SPEC 2006 and 2017 benchmark suites across a broad range of cache sizes, both with and without prefetching. This analysis allowed us to identify the changes in memory system behavior from 2006 to 2017, including cases where the newer benchmarks increased cache pressure (as expected) but also where they reduced it. From this, we categorized both benchmark suite’s applications by their cache- and prefetcher-sensitivity.

We then went beyond the aggregate analysis to show the phase-based behavior of the benchmarks. However, in looking at the data it quickly became apparent that it is difficult to draw quantitative conclusions due to the complexity of the phases, particularly when analyzed across a range of cache sizes. To address this, we introduced our MPKI binning technique. This transforms the phase-based data to instead report the aggregate amount of execution that experiences a particular miss rate. We used this approach to analyze the intensities of different miss rates and the impact of prefetchers. This allowed us to understand the relative importance of different phases and how they contribute to the application’s overall misses. With this analysis, we were able to find multiple applications that had low aggregate (average) miss rates, but where the majority of the total misses were concentrated in a few phases. By identifying these high-intensity phases that represent the majority of the total misses, this will allow future research to develop more accurately targeted solutions.

In addition to the data and analysis presented in this article, we provide the full analysis and raw data for the SPEC 2006 and 2017 benchmark suite in an online appendix [7, 8] to enable other researchers to identify areas of particular interest.
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