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Taif Najm Mhawes, Fatima Hasan flayeh
najmtaif@gmail.com
Fatima.altalib@mail.ru

Abstract. Methods of differentiating functions defined parametrically, complex functions, and implicitly defined functions can be used to replace variables in differential expressions to solve differential equations. In this clause, and implicitly given a function of one of the main X ways, we will consider only the computational aspect of the replacement of variables, without affecting the problems of theoretical justification of the operations.

1. Introduction

Methods for differentiating functions defined parametrically, complex functions, and implicitly defined functions can be used to replace variables in differential expressions - one of the main methods for solving differential equations. In this section, we will consider only the computational aspect of changing variables, without affecting the problems of theoretical substantiation of the operations performed.

Let a differential expression be given:

\[ \frac{\text{d}y}{\text{d}x} = \frac{\text{d}^2y}{\text{d}x^2} = \ldots = \frac{\text{d}^n y}{\text{d}x^n} \]

it requires to go to the new variable \( t \) and the new function \( u(s) \) by the formulas:

\[ X = f(s, u) \]
\[ Y = f(s, u) \] (1.1)

Since \( u(s) \) is a function of \( s \) then the system (1.1) under certain conditions determines parametrically the function \( y(x) \):

Therefore, the derivative \( y\prime(x) \) can be expressed as follows:

\[ y\prime(x) = \frac{y_s}{x_t} = \frac{f_u u_t}{f_t} \] (1.2)

Let \( Z = y(x) \) Formula (1.2) shows the dependence of \( Z \) on \( s \) and \( u \) i.e. \( Z = h(t,u) \): Consider the system

\[ \begin{cases} X = f(s, u), \\ Y = h(s, u). \end{cases} \]

Conducting arguments similar to the previous, we find \( z\prime x \), i.e. \( y\prime x^2 \). This derivative will be expressed through \( s, u, u, u, \ldots, u^n \). Thus, we can find the derivative of the function \( y(x) \) of any order. Substituting the values found in, get a new differential expression:

\[ \psi(s, u, u, u, \ldots, u^n) \].

In the particular case when only the independent variable \( x \) changes to the variable \( s \) i.e.

\[ \begin{cases} X = f(s, u), \\ Y = h(s, u). \end{cases} \]

formulas are simpler. Namely, differentiating the true equality \( y(f(S))=u(s) \) will get
\[ y_1 f_1' = u_1', \quad y_2 f_2' = u_2' \]

from where:
\[ y_1 f_1' (u_1')^2 + y_2 f_2' (u_2')^2 = \frac{u_1'^2 f_1'-u_2' f_2'}{(f_2')^2} \]

Let a differential expression be given differential variables containing partial derivatives
\[ \Phi(x, y, z, \frac{\partial z}{\partial x}, \frac{\partial z}{\partial y}, \frac{\partial^2 z}{\partial x^2}, \frac{\partial^2 z}{\partial x \partial y}, \frac{\partial^2 z}{\partial y^2}, \ldots) \]  

it is required to pass to the new independent variables \( u, v \) and new feature \( w = w(u, v) \), according to the formulas:
\[ \begin{align*}
  x &= f(u, v, w), \\
  y &= g(u, v, w), \\
  z &= h(u, v, w)
\end{align*} \]

Substituting in the last formula:
\[ Z = z(x, y), \quad X = f(u, v, w), \quad Y = g(u, v, w), \quad W = w(u, v), \]

we get the correct equality:
\[ z(f(u, v, w), g(f(u, v, w))) = h(u, v, w). \]

Find the partial derivatives concerning \( u, v \) From both sides of this equality:
\[ \begin{align*}
  z' x f'_u + z' y g'_u &= w'_u \]
\[ z' x f'_v + z' y g'_y &= w'_y
\]

Solving this system concerning \( u'_u, v'_v \) we find their expressions through partial derivatives of functions \( f, g, h \) and partial derivatives of the new function \( w \).

calculating then the partial derivatives concerning \( u, v \) in the equations of system (1-4), we get a new system of four equations for determining four quotients second-order derivatives of the function \( z(x, y) \).

In the particular case when only independent variables change and the values of the function in the particular case when only independent variables, and function values \( z = z(x, y) \) remain the same \( x = f(u, v), \quad y = g(u, v), \quad z(u, v) = w(u, v) \), the formulas are simpler :
\[ \begin{align*}
  z'_x f'_u + z'_y g'_u &= w'_u \\
  z'_x f'_v + z'_y g'_v &= w'_v
\] \]

Finally, if the replacement formulas do not express the old variables in terms of the new, but vice versa, then in the Formulas(1.2) and (1.4) the derivatives of the old and new functions simply change roles.

**Definition:** The partial derivative of the function \( z = f(x, y) \) with respect to the variable \( x \) at the point \((x_0, y_0)\) indicated by one of the following characters \( \frac{\partial f}{\partial x} (x_0, y_0), \frac{\partial z}{\partial x} (x_0, y_0), \)
\( f'_x(x_0, y_0), z'_x(x_0, y_0) \) and is calculated by the formula
\[ \frac{\partial f}{\partial x} (x_0, y_0) = \lim_{\Delta x \to 0} \frac{f(x_0+\Delta x, y_0)-f(x_0, y_0)}{\Delta x} \]

Similarly, the partial derivative of a function \( z = f(x, y) \) by variable \( y \) at the point \((x_0, y_0)\) calculated by the formula :
\[ \frac{\partial f}{\partial y} (x_0, y_0) = f'_y(x_0, y_0) = \lim_{\Delta y \to 0} \frac{f(x_0, y_0+\Delta y)-f(x_0, y_0)}{\Delta y} \]

**Definition:**

The function \( f(x, y) \) is said to be differentiable at the point \((x_0, y_0)\), if its increment can be represented as the sum of the principal part, linear concerning increments of variables, and infinitely small of a higher order than the norm of the vector \((\Delta x, \Delta y)\), composed of increments of variables:
\[ \Delta f(x_0, y_0) \]

**Example.** Find by definition partial derivatives of a function
\[ Z = x \cos y \text{ at the point } (1, 0). \]

**Solution:** By definition, the partial derivative of the function \( f \) concerning the variable \( x \) is calculated by the formula
\[ \frac{\partial f}{\partial x} (x_0, y_0) = f'_x(x_0, y_0) = \lim_{\Delta x \to 0} \frac{f(x_0+\Delta x, y_0)-f(x_0, y_0)}{\Delta x} \]
\[ \frac{\partial z}{\partial x}[1,0] = \lim_{\Delta x \to 0} \frac{f(1+\Delta x,0)-f[1,0]}{\Delta x} = \lim_{\Delta x \to 0} \frac{f(1+\Delta x,0).\cos 0 - \cos 0}{\Delta x} = 1 \]

By definition, the partial derivative of \( f \) concerning \( y \) is calculated by the formula:

\[ \frac{\partial z}{\partial y}[1,0] = \lim_{\Delta y \to 0} \frac{f(1,0+\Delta y)-f[1,0]}{\Delta y} = \lim_{\Delta y \to 0} \frac{\cos (0+\Delta y) - \cos 0}{\Delta y} \]

\[ \lim_{\Delta y \to 0} \frac{-\sin \Delta y}{\Delta y} = \lim_{\Delta y \to 0} \frac{2 \cos ^2 \frac{\Delta y}{2}}{\Delta y} = \lim_{\Delta y \to 0} \frac{2 \frac{\Delta y}{2}}{\Delta y} = \lim_{\Delta y \to 0} \frac{\Delta y}{\Delta y} = 0. \]

You can calculate the partial derivative in the same way as the derivative of a function of one variable, using the rules and the table of derivatives. When calculating the partial derivative concerning the variable \( x \), we consider the second variable \( y \) to be fixed. So, for the function from the last example:

\[ \frac{\partial z}{\partial x} = (x \cdot \cos y)_x = \cos y \cdot x' = \cos y; \quad \frac{\partial z}{\partial x}(1,0) = \cos 0 = 1. \]

\[ \frac{\partial z}{\partial y} = (x \cdot \cos y)_y = x \cdot (\cos y)' = x \cdot \sin y; \quad \frac{\partial z}{\partial y}(1,0) = \sin(0) = 0. \]

2. **Theorem (sufficient condition for differentiability).**

Let the function \( f(x, y) \) has both partial derivatives in some neighborhood of the point \((x_0, y_0)\), which are continuous at the point itself \((x_0, y_0)\). Then the function is differentiable at the point \((x_0, y_0)\).

*Proof:* We write the increment of the function in the form

\[ \Delta f = f(x_0 + \Delta x, y_0 + \Delta y) - f(x_0, y_0) \left( f(x_0 + \Delta x, y_0 + \Delta y) - f(x_0, y_0 + \Delta y) + f(x_0, y_0 + \Delta y) - f(x_0, y_0) \right) \]

By the Lagrange theorem, the increment of a function in a variable \( X \) standing in the first bracket can be represented as a partial derivative with respect to a variable \( X \) at some intermediate point times the increment of the variable. Similarly, we can write the term in the second bracket. Then

\[ \Delta f = \frac{\partial f}{\partial x}(x_0 + \theta_1 \cdot \Delta x, y_0 + \Delta y) \cdot \Delta x + \frac{\partial f}{\partial y}(x_0, y_0 + \theta_2 \cdot \Delta y) \cdot \Delta y \]

We verify the differentiability condition:

\[ \frac{\left| \Delta f - df \right|}{\sqrt{(\Delta x)^2 + (\Delta y)^2}} \leq \frac{\left| \frac{\partial f}{\partial x}(x_0 + \theta_1 \cdot \Delta x, y_0 + \Delta y) \cdot \Delta x + \frac{\partial f}{\partial y}(x_0, y_0 + \theta_2 \cdot \Delta y) \cdot \Delta y \right|}{\sqrt{(\Delta x)^2 + (\Delta y)^2}} + \frac{\left| \frac{\partial f}{\partial x}(x_0, y_0) \right| \cdot \left| \frac{\partial f}{\partial y}(x_0, y_0) \right|}{\sqrt{(\Delta x)^2 + (\Delta y)^2}} \]

As \( \frac{\left| \Delta x \right|}{\sqrt{(\Delta x)^2 + (\Delta y)^2}} \leq 1, \frac{\left| \Delta y \right|}{\sqrt{(\Delta x)^2 + (\Delta y)^2}} \leq 1 \), by continuity of partial derivatives at the point \((x_0, y_0)\), the differences of partial derivatives under the sign of the module tend to zero, then the differentiability condition

\[ \frac{\left| \Delta f - df \right|}{\sqrt{(\Delta x)^2 + (\Delta y)^2}} \to 0 \quad \text{done. The theorem is proved.} \]

**Example:** In differential expression:

\[ \Phi(x, y, z, \frac{\partial z}{\partial x}, \ldots, \frac{\partial z}{\partial y}) = \frac{\partial^2 z}{\partial x^2} + 2 \frac{\partial^2 z}{\partial x \partial y} + \frac{\partial^2 z}{\partial y^2} \]

New variables are required to introduce \( u = x \cdot y \), \( v = x \cdot y \cdot x \) and a new function \( w = x \cdot y \cdot z \).

Substituting in the last equation the values of the functions entering into it from \( x \), \( y \):

\[ w(x + y, x - y) = xy - z(x, y) \]

Find the partial derivatives for \( x \) and \( y \) of the equations of this system:

\[
\begin{align*}
\mathcal{W}_u^2 + \mathcal{W}_{uv} + \mathcal{W}_w^2 + \mathcal{W}_v^2 &= -z_{x^2}^2 \\
\mathcal{W}_u^2 - \mathcal{W}_{uv} + \mathcal{W}_u^2 + \mathcal{W}_v^2 &= 1 - z_{xy}^2 \\
\mathcal{W}_u^2 + \mathcal{W}_{uv} - \mathcal{W}_u^2 - \mathcal{W}_v^2 &= 1 - z_{yx}^2 \\
\mathcal{W}_u^2 - \mathcal{W}_{uv} + \mathcal{W}_u^2 + \mathcal{W}_v^2 &= -z_{y^2}^2
\end{align*}
\]
From here:

\[ z_{x^2} = W_{u^2} - W_{uv} - W_{v^2} . \]
\[ z_{xy} = 1 - W_{u^2} + W_{uv} - W_{v^2} . \]
\[ -z_{y^2} = -W_{u^2} + W_{uv} + W_{v^2} . \]

We deliver the found values in \( \Phi \):

\[ 2-4W_{u^2} + 2W_{uv} - 2W_{v^2} = \psi(W_{u^2}, W_{uv}, W_{v^2}). \]

If the function \( z(x, y) \) of the mixed derivatives coincided:

\[ \frac{\partial^2 z}{\partial x \partial y} = \frac{\partial^2 z}{\partial y \partial x} , \]

The fact that, as follows from the system (1.5), they coincide with the functions \( w(u, v) \). Then the expression will take on a very simple form:

\[ \psi = \psi(W_{u^2}) = 2 - 4W_{u^2} . \]
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