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Abstract

Objectives

Using a nationally-representative, cross-sectional cohort, we examined nutritional markers of undiagnosed type 2 diabetes in adults via machine learning.

Methods

A total of 16429 men and non-pregnant women ≥ 20 years of age were analysed from five consecutive cycles of the National Health and Nutrition Examination Survey. Cohorts from years 2013–2016 (n = 6673) was used for external validation. Undiagnosed type 2 diabetes was determined by a negative response to the question “Have you ever been told by a doctor that you have diabetes?” and a positive glycaemic response to one or more of the three diagnostic tests (HbA1c > 6.4% or FPG >125 mg/dl or 2-hr post-OGTT glucose > 200mg/dl). Following comprehensive literature search, 114 potential nutritional markers were modelled with 13 behavioural and 12 socio-economic variables. We tested three machine learning algorithms on original and resampled training datasets built using three resampling methods. From this, the derived 12 predictive models were validated on internal- and external validation cohorts. Magnitudes of associations were gauged through odds ratios in logistic models and variable importance in others. Models were benchmarked against the ADA diabetes risk test.

Results

The prevalence of undiagnosed type 2 diabetes was 5.26%. Four best-performing models (AUROC range: 74.9%-75.7%) classified 39 markers of undiagnosed type 2 diabetes; 28
via one or more of the three best-performing non-linear/ensemble models and 11 uniquely
determined by the logistic model. They comprised 14 nutrient-based, 12 anthropometry-based, 9 socio-
behavioural, and 4 diet-associated markers. AUROC of all models were on a par with ADA
diabetes risk test on both internal and external validation cohorts ($p>0.05$).

Conclusions

Models performed comparably to the chosen benchmark. Novel behavioural markers such as
the number of meals not prepared from home were revealed. This approach may be useful in nutritional epidemiology to unravel new associations with type 2 diabetes.

Introduction

Diabetes is one of the most wide-spread non-communicable diseases in the world, which is
expected to affect 552 million people by year 2030 [1]. Primary prevention of the most prevalent form of diabetes i.e. type 2 diabetes [2] is driven by healthy lifestyle-focused interventions and policies [3, 4]. However, different principles and policies may underpin prevention and management of other less prevalent phenotypes such as type 1 diabetes [5], latent autoimmune diabetes in adults [6], or rare monogenic diabetes [7]. Nutritional aspects including food habits, dietary constituents, and anthropometric measures offer value since these are relatively easily modifiable at an individual level [8] compared to socio-economic factors such as income, education, or occupation, the modification of which would often require higher policy-level and broader societal interventions [9]. However, there is a dearth of nutritional information for optimising type 2 diabetes prevention [10]. Further studies are needed to deepen our understanding of dietary factors associated with type 2 diabetes risk and specific physiological and systemic pathways underlyng those associations.

Extraneous factors such as cooking practices and food contaminants as well as individual metabolic heterogeneity such as variations in genetics, epigenetics, and microbiome may further confound diet-type 2 diabetes associations, resulting in even contradictory findings that are not uncommon in the literature [11]. As such, studies which model these associations should strive to adjust for these factors to derive meaningful evidence [12]. With increasingly available multidimensional big data and machine learning (ML) techniques, such precision nutrition approaches are needed to understand nutritional aetiology of disease and to develop tailored programs [13]. Presently, ML is sparingly used in nutrition research [14], despite its promise and broadening applications in other areas of research including type 2 diabetes [15].

It should be noted that the current screening tools of type 2 diabetes are heavily hinged on non-modifiable markers such as age and family history, with less emphasis on modifiable, behavioural aspects including little to no nutritional inputs. The American Diabetes Association (ADA) type 2 diabetes risk test comprises age, gender, history of gestational diabetes mellitus (in women), family history of diabetes, history of hypertension, body mass index (BMI) and physical activity [16]. Similarly, the Australian type 2 diabetes risk assessment tool (AUSRISK) incorporates age, gender, ethnicity/country of birth, family history of diabetes, history of hyperglycaemia and history of hypertension as well as some lifestyle or anthropometric factors such as smoking, physical activity, and waist circumference, and a single dietary question (frequency of fruit/vegetables intake) [17]. The Finnish diabetes risk score (FINDRISC) is derived from age, gender, history of hypertension, history of hyperglycaemia, family history of...
diabetes, immediate relatives with history of diabetes, BMI, waist circumference, physical activity and the frequency of fruit/vegetable intake [18]. It has been found that the available screening tools composed of a few known predictors result in the underdiagnosis of early dysglycaemia [19]. A study which assessed four type 2 diabetes risk assessment tools based on these few predictors reported of sub-standard performance and low external validity on new populations [20].

At present, evidence-based nutritional practices for primary prevention of type 2 diabetes in adults include lower consumption of dietary fat and energy as well as sufficient intake of dietary fibres (14 g fibres/1000 kcal) and whole-grain foods (equivalent to 50% of grain intake). These dietary practices should be combined with lifestyle interventions focussed on moderate weight loss (7% body weight) and steady exercises (150 minutes/week). Consumption of low glycaemic index (GI) foods enriched with fibres and nutrients is encouraged despite lack of direct evidence that low GI food per se prevents the onset of type 2 diabetes. Alcohol use is not recommended for individuals at high-risk of type 2 diabetes regardless of the beneficial effects associated with its moderate use revealed by observational studies [21].

A thorough understanding of the role of nutrition and its complex interplay with other factors in the natural history of type 2 diabetes is key to developing personalised prevention programs as well as managing overt diabetes [10]. Therefore, there is a need to explore opportunities to expand on and improve the existing sparse models to achieve higher predictive ability by incorporating more granular information on modifiable predictors of type 2 diabetes such as nutritional aspects. From a translational perspective, cost-effective, scalable markers derived from self-reports may be preferred over costly nutritional biomarkers (e.g. blood concentrations) that are not collected or measured in resource-constrained contexts or faced with implementation challenges [22]. Moreover, the validity of self-reported dietary assessment methods is well-documented [23, 24].

Classical statistics have developed mathematical models to explain inferential relationships between variables and outcomes such as type 2 diabetes, which are sometimes used to predict events although it is often inferential statistics underpinning these algorithms [25, 26]. Inferential statistics is constrained in the task of predictive modelling due to a number of reasons including that it struggles incorporating collinear factors and complex interactions. The pure prediction world is anti-parsimonious [27]; there will be a multitude of potential factors that combined together in complex non-linear ways can produce more accurate predictions for particular events. Real prediction is done using ML algorithms that are capable of detecting complex patterns and handling collinear factors, and are designed with the primary aim to predict future events [28]. Examining new factors as potential candidate predictors for type 2 diabetes or other clinical conditions using ML and large datasets formulate an extensive knowledge discovery process. Machine learning also has broadened our abilities to detect patterns between predictors and outcomes not previously possible [27]. With the increasing availability of big data, the scope to investigate a multitude of other possible predictors is now a reality. Together, large datasets and new analytical approaches with ML, have provided us with the opportunity to expand the knowledge base on other factors associated with type 2 diabetes. It is envisioned that identifying the best cohort of these predictors, many of which will have small effects, may be used to eventually build the best predictive tools with high predictive abilities and give clinicians and their patients the best certainty in risk prediction probabilities.

To date, no study has applied ML to explore nutritional markers of undiagnosed type 2 diabetes which could be used to improve its early diagnosis and understand its pathology beyond routinely-used risk factors. In this context, the present study used prediction models and ML, coupled with serial cross-sectional data from five consecutive cycles of the National Health and Nutrition Examination Survey (NHANES) (https://www.cdc.gov/nchs/nhanes/index
over the years 2007–2016, with the aim of identifying nutritional markers that could predict undiagnosed type 2 diabetes together with routinely used non-modifiable, behavioural and socio-economic predictors. We also benchmarked the performance of these models against a national risk assessment method (i.e. ADA diabetes risk test) [16].

The rest of the manuscript is structured as follows: We first describe the database and study cohort followed by an account of the operationalisation of outcome variable. Thereafter, we detail the statistical analysis including data pre-processing, ML, and benchmarking steps. We then present results of univariate analyses followed by details of best-performing ML models derived by each algorithm and the elucidated nutritional markers. Results section is concluded with information on the findings from benchmarking and algorithmic performance comparison steps. Next, we discuss the strengths, limitations, novel aspects, and potential clinical implications of the study. Finally, conclusions of the study are presented.

Materials and methods

Data source and study sample

The NHANES is a series of biennial cross-sectional surveys conducted by the Centres for Disease Control and Prevention (CDC) [29]. This is a large database containing voluminous information from nationally-representative samples of non-institutionalised US civilians, which can be used for predictive analytic purposes.

For this study, we pooled five consecutive cycles in order to maximise the number of adult participants with undiagnosed type 2 diabetes and to enable robust adjustment for potential confounders. Each survey cycle had been approved by the National Centre for Health Statistics Institutional Ethics Review Board and all adult participants had provided written informed consent. Additionally, Monash University Human Research Ethics Committee approved this study (#24888). The approach to participant selection is presented in Fig 1.

The resulting sample (n = 16429) included men and non-pregnant women ≥ 20 years of age with nutritional, behavioural, socio-economic and non-modifiable demographic data collected using pre-defined and uniform methods, from five consecutive data collection cycles of the NHANES spanning years 2007–2016. Design and methods of NHANES are well-documented (https://www.cdc.gov/nchs/nhanes/index.htm). In brief, dietary information was collected via two 24-hour dietary recall interviews; the first was an in-person visit in specially-designed Mobile Examination Centres (MECs) and the second was by telephone 3–10 days later. All dietary data were collected using similar methods in each survey cycle, enabling accurate total nutrient intake estimations and comparisons. Other health information was gathered by home-based interviews and via clinical examination in MECs. Although NHANES also collected serum biomarker data in MECs, these were not included, as we aimed to incorporate only easily collected, cost-effectively scalable nutritional and other clinical information frequently associated with dysglycaemia.

Outcome variable

undiagnosed type 2 diabetes among men and non-pregnant women ≥ 20 years of age was determined using all three diagnostic tests administered in NHANES: fasting plasma glucose [FPG], oral glucose tolerance test [OGTT], and haemoglobin A1c [HbA1c]. A participant was classified as having undiagnosed type 2 diabetes if they had a negative response to the question “Have you ever been told by a doctor that you have diabetes?” and a positive glycaemic response to the above diagnostic tests [HbA1c ≥ 48 mmol/mol (≥ 6.5%) or FPG ≥ 126 mg/dl or 2-hr post-OGTT glucose ≥ 200mg/dl] as per ADA criteria [30]. All diagnosed diabetes cases, defined by a positive response to the question above and a positive glycaemic response
HbA1c $\geq 48$ mmol/mol ($\geq 6.5\%$) or FPG $\geq 126$ mg/dl or 2-hr post-OGTT glucose $\geq 200$ mg/dl were removed. Since the aim was to elucidate markers of overt type 2 diabetes as opposed to normoglycaemia, individuals with prediabetes according to ADA criteria [HbA1c = 39–47

Fig 1. Flowchart depicting the analytic workflow adopted in the study. a-adjusted by resampling methods incl. oversampling, under-sampling, random oversampling (ROSE) and synthetic minority oversampling technique (SMOTE).
mmol/mol (5.7–6.4%) or FPG = 100–125 mg/dl or 2-hr post-OGTT glucose = 140–199 mg/dl [31] were also removed. Normoglycaemia was defined as a negative response to the question above and a negative glycaemic response for all three diagnostic tests [HbA1c <39 mmol/mol (< 5.7%) and FPG < 100mg and OGTT < 140mg].

Statistical analysis

The analytic workflow of this study was based on our previously published proof-of-study exploring predictors of prediabetes [32]. However, substantial modifications were made including analysing nutritional variables (omitted in the previous study) and excluding serum biomarkers in order to consider only those predictors which are simple, scalable and based on self-reported or easily measurable parameters. Another advancement was that, to be consistent with the cross-sectional design of NHANES, only undiagnosed type 2 diabetes was modelled in the present analysis whereas such a refinement was not applied to define the prediabetes cohort in the previous proof-of-concept study. We also used different benchmarking instruments in congruence with the two different conditions analysed in respective studies and we included much larger cohorts for training, testing, external validation and benchmarking. Finally, to identify all potential nutritional associations, we did not incorporate any statistical feature selection.

Data pre-processing. All analyses were performed using R statistical software [33]. Variables with ≥ 30% missing data were excluded, after which 139 variables that are potentially associated with undiagnosed type 2 diabetes (114 nutritional/dietary/food-intake associated; 13 other modifiable/health behaviour associated; 12 socio-economic/demographic) were included as independent variables, selected based on comprehensive literature surveys as summarised in S1 Table. The rationale for inclusion of behavioural and socio-economic variables was to enable robust adjustment of resulting multivariate models for these factors and to elucidate nutritional markers jointly with information that are routinely incorporated into type 2 diabetes screening.

Statistical feature selection was omitted as we aimed to identify all potential predictors of undiagnosed type 2 diabetes from the repertoire of 139 variables. The multiple imputation by chained equations (MICE) package [34] was used with default functions for imputing missing values; predictive mean matching, polytomous, and binary logistic regression for numeric, multi-level (> 2 levels) categorical and dichotomous categorical variables, respectively. Summary measures and variable distributions in the original and complete datasets were compared to evaluate goodness of fit.

The distribution of characteristics for individuals with undiagnosed type 2 diabetes and those with normoglycaemia within the entire cohort is outlined in S2 Table. NHANES 2013–2016 data were set aside as external validation sample to temporally validate constructed models. We performed random 50/50 split of the remaining NHANES 2007–2012 data to generate training samples (n = 4879) and internal validation samples (n = 4877).

Machine learning. We applied three ML algorithms, including logistic regression (LR) (linear), artificial neural network (ANN) (non-linear), and random forests (RF) (ensemble). To resolve the effect of class imbalance, resampling algorithms including minority class oversampling, Random OverSampling Examples (ROSE) [35], and Synthetic Minority Oversampling TEchnique (SMOTE) [36], were incorporated and trained in conjunction with each ML algorithm. Thus, a total of four models were built with: 1) original data, 2) oversampling, 3) ROSE, and 4) SMOTE per each ML algorithm. For ANN, parameter tuning and 5-fold cross-validation were conducted whereas default R package parameters and 10-fold cross validation were used for training the other two algorithms [37–39]. In detail, ANN settings were as
follows: tuning grid composed of three weight decay parameters (0, 0.1, 0.01) and the size parameter was set from 1 to a maximum of 139 to be equivalent with the number of features. Bagging option was set to false and variable standardisation was performed via centering and scaling. The maximum number of iterations was 500. All other parameters were trained under default values.

This resulted in 12 ML models which were built on training data and tested on internal and external validation cohorts (Figs 2–7). Confusion matrix metrics such as sensitivity, specificity, and negative and positive predictive values as well as area under the receiver operating characteristic curve (AUROC) were used to assess the predictive performance of these models. Adjusted odds ratios (OR) indicated the relative impact of predictors in LR models with confidence intervals (CI) used to measure variability and significance. Predictors from the other two algorithms were identified by variable importance values, as calculated by default R software functions (Figs 8–10) [37–39].

Four best-performing models which produced highest AUROC per algorithm were identified: 1 each by LR and RF; 2 by ANN with the same AUROC. These models and the respective markers identified are summarised in Tables 1 and 2.

Fig 2. Overlapped ROC curves demonstrating predictive performance of logistic regression models on internal validation data. Using unbalanced, original training data and re-structured with oversampling, ROSE and SMOTE resampling. https://doi.org/10.1371/journal.pone.0250832.g002

Fig 3. Overlapped ROC curves demonstrating predictive performance of logistic regression models on external validation data. Using unbalanced, original training data and re-structured with oversampling, ROSE and SMOTE resampling. https://doi.org/10.1371/journal.pone.0250832.g003
Benchmarking. We compared the predictive performance of best-performing models on internal and external validation data against the performance of an appropriate benchmark (i.e. ADA diabetes risk test) [16]. As there were discrepancies between ADA risk test criteria and NHANES variables, the instrument needed to be adapted suitably in order to estimate its parameter scores. Thus, we modified the ADA diabetes risk test enabling to use it on the NHANES cohorts as shown in Table 3. The ADA diabetes risk test collects information on 7 risk factors: age, gender, previous gestational diabetes (if female), first degree relative with diabetes, hypertension, physical activity and BMI. Total risk score is in the range of 0–10 whereas the cut-point indicating high risk of diabetes is 5. Therefore, we categorised participants with a total risk score ≥5 as at high risk of diabetes and those with <5, not at high risk. We performed this classification on both internal and external validation cohorts. Next, AUROC achieved by the ADA risk test on these cohorts were calculated and compared to the corresponding AUROC estimates of best-performing models using DeLong test [40] (Table 4; Fig 11). Finally, algorithmic performances across all models were compared using Hanley and McNeil test for comparing ROC curves [41] (S3 Table).

Fig 4. Overlapped ROC curves demonstrating predictive performance of random forests models on internal validation data. Using unbalanced, original training data and re-structured with oversampling, ROSE and SMOTE resampling.

https://doi.org/10.1371/journal.pone.0250832.g004

Fig 5. Overlapped ROC curves demonstrating predictive performance of random forests models on external validation data. Using unbalanced, original training data and re-structured with oversampling, ROSE and SMOTE resampling.

https://doi.org/10.1371/journal.pone.0250832.g005
Results

Undiagnosed type 2 diabetes defined by all three diagnostic tests (FPG, OGTT, and HbA1c) was prevalent in 5.6% (n = 16429) of the sample. The age distribution of the sample ranged from 20–80 years, with a mean ± SD of 47 ± 17.24 years.

As per univariate analysis of categorical variables, the normoglycaemic cohort (n = 15564) included a significantly greater number of Non-Hispanic White, self-reported citizens as well as participants who: self-reported vigorous or moderate work activity; walking or bicycling; vigorous or moderate recreational activities; considered themselves underweight or about the right weight; liked to weigh more or stay about the same; self-reportedly used ordinary salt and community supply as their tap water source; consumed shellfish during the past 30 days; and took dietary supplements. Univariate analysis of numeric variables revealed that normoglycaemic individuals had significantly higher education, income-poverty ratio, self-rated general health, self-reported dietary health, household food security category, adult food security category, monthly family income, family monthly income-poverty level index, family monthly income-poverty level category, standing height, upper leg length, upper arm length, current
self-reported height, total plain water drank the previous day and total tap water drank the previous day. A number of dietary constituents were also significantly higher in the normoglycaemic group, namely, dietary protein, total monounsaturated fatty acids (MFA), added alpha-tocopherol (vitamin E), lutein + zeaxanthin, thiamin (vitamin B1), total folate, folic acid, food folate, folate, dietary folate equivalents (DFE), vitamin B12, vitamin D (D2 + D3), phosphorus, sodium, caffeine, dietary water content/moisture and MFA 18:1 (octadecenoic) levels (S2 Table).

As per univariate analysis of categorical variables, males, those who received household (HH) emergency food, smoked at least 100 cigarettes in life, considered themselves
overweight, liked to weigh less, did not use/add salt products at the table, and did not drink tap water were significantly higher in those with undiagnosed type 2 diabetes (n = 865). Univariate analysis of numeric variables revealed that the undiagnosed type 2 diabetes group were older in age, had significantly greater BMI, arm- and waist- circumference, weight (including self-reported current weight, weight 1-year ago, self-reported greatest weight), age when heaviest weight, and minutes of sedentary activity, reported significantly greater amount of money spent on eating out, past 30-day milk product consumption, number of meals not home prepared, number of meals from fast food or pizza places, number of ready-to-eat foods in the past 30 days, and the number of frozen meals/pizzas in the past 30 days. Moreover, among those with undiagnosed type 2 diabetes, a greater number of individuals self-reported that HH food did not last or HH could not afford balanced meals while higher dietary intakes of energy, carbohydrate, total fat, total saturated fatty acids (SFA), SFA 10:0 (decanoic) (gm), SFA 12:0 (dodecanoic), and SFA 16:0 (hexadecanoic) levels were also observed among them (S2 Table).

The best-performing LR model was based on original, un-resampled training data and produced an AUROC of 75.7% and 74.6% on internal- and external validation data, respectively (Fig 2). As shown in Table 1, the model identified 16 significant predictors of undiagnosed type 2 diabetes encompassing nutritional, behavioural, and socio-economical markers. Among nutritional markers, 2 diet-related (how healthy is the diet, number of meals from fast food or pizza place), 3 anthropometric (weight, BMI, waist circumference), and 7 nutrient intake-related (total fat, beta-cryptoxanthin, folic acid, food folate, calcium, caffeine, vitamin B12) predictors could be identified. Smoking at least 100 cigarettes in life was also a significant behavioural predictor of undiagnosed type 2 diabetes. The 3 socio-economic/demographic markers were the age, ethnicity, and the total number of people in the household.

Using non-linear or ensemble ML algorithms, three best-performing models were generated. Of random forests models, RF with ROSE resampling was the best-performing model with AUROC of 75.2% on internal validation data. Two best-performing models were produced by ANN, namely, ANN with ROSE resampling and ANN with SMOTE resampling, which had approximately the same AUROC of 74.9% on internal validation data (Table 2).
These two ANN models had following specifications: logistic output functions; feed-forward, 5-fold cross-validated neural networks; automatically standardised input variables with tuned parameters. Five neural networks were trained and the mean values of resulting predictions comprised the model output. The best-performing RF model was built using 10-fold cross-validation and also consisted of automatically standardised variables with default R package functions and parameters.

Out of the 39 markers of undiagnosed type 2 diabetes, 30 were nutritional. Moreover, 11 of the 39 markers were uniquely identified by the LR model, while the remaining 28 markers emerged from one or more of the three best-performing non-linear/ensemble models. Of these 28 markers, 12 were common across all three models whilst eight were unique to each of the RF and ANN models. Notably, of the 16 significant predictors identified by the best-performing LR model, 11 were exclusive. Four markers including age, waist circumference, BMI, and weight were common to all four models, while one marker, dietary caffeine intake, was elucidated by both logistic and RF models.

Table 1. Nutritional and other markers of undiagnosed type 2 diabetes identified by the best-performing logistic model (AUC = 75.7%).

| GLM original a | (AUC internal = 75.7%) b | (AUC external = 74.6%) c |
|---------------|--------------------------|--------------------------|
| Marker        | OR (95% CI)              |                          |
| Nutrient-intake/Diet related                                        |
| Diet related d      |                          |                          |
| How healthy is the diet?  | 0.85 (0.72, 0.99)        |                          |
| Number of meals from fast food or pizza place | 1.01 (1.00, 1.02)        |                          |
| Anthropometry related e                                    |
| Weight          | 1.07 (1.01, 1.13)        |                          |
| Body mass index  | 1.06 (1.03, 1.09)        |                          |
| Waist circumference | 1.06 (1.04, 1.09)        |                          |
| Nutrient intake related e                                    |
| Total fat        | 1.14 (1.02, 1.27)        |                          |
| Beta-cryptoxanthin | 0.99 (0.98, 1.00)        |                          |
| Folic acid       | 0.83 (0.69, 0.99)        |                          |
| Food folate      | 0.84 (0.74, 0.96)        |                          |
| Calcium          | 0.97 (0.94, 1.00)        |                          |
| Caffeine         | 0.998 (0.997, 1.000)     |                          |
| Vitamin B12      | 0.99 (0.98, 1.00)        |                          |
| Other modifiable/behavioural d                                   |
| Smoked at least 100 cigarettes in life? = yes (ref = no) | 1.09 (1.00, 1.19)        |                          |
| Socio-economic/Demographic d                                   |
| Age              | 1.05 (1.03, 1.07)        |                          |
| Ethnicity = other (ref = White)                                | 1.04 (1.01, 1.08)        |                          |
| Total number of people in the household | 1.23 (1.01, 1.47)        |                          |

a: logistic regression model on original, un-resampled data
b: area under receiver operating characteristic curve on the internal validation data
c: area under receiver operating characteristic curve on the external validation data
d: self-reported
e: measured via two 24-hour dietary recalls.
AUC = area under receiver operating characteristic curve.

https://doi.org/10.1371/journal.pone.0250832.t001
Internal (n = 4877) and external (n = 6673) validation data acquired AUROC estimates of 73.7% and 74.0%, respectively, for the ADA diabetes risk test. When ROC curves were compared using the DeLong test, the AUROC estimates from the four best-performing models did not differ significantly from the corresponding ADA diabetes risk test estimates ($p > 0.05$), with AUROC differences ranging from 0.2–2.8% and 0.0–2.5% on internal and external validation data, respectively. Performance of the ADA diabetes risk test using NHANES data,
compared to performance of the best-performing classifier with the highest AUROC is outlined in Table 4.

As depicted in S3 Table, comparison of models derived using each algorithm indicated that none were significantly different from each other (p > 0.05) within both internal- and external-validation cohorts.

Table 3. Creation of variables analogous to those in the American Diabetes Association (ADA) diabetes risk test using National Health and Nutrition Examination Survey (NHANES) data.

| Variable                                    | Information used/modified from NHANES                                                                 | Score* |
|---------------------------------------------|--------------------------------------------------------------------------------------------------------|--------|
| Age                                         | Age in years at screening was categorised with following cut-points to ascribe scores                  |        |
| <40                                         | 0                                                                                                       |        |
| 40–49                                       | 1                                                                                                       |        |
| 50–59                                       | 2                                                                                                       |        |
| ≥60                                         | 3                                                                                                       |        |
| Gender                                      | Self-reported gender                                                                                   |        |
| Female                                      | 0                                                                                                       |        |
| Male                                        | 1                                                                                                       |        |
| Previous gestational diabetes (if female)   | Self-reported history of gestational diabetes                                                           |        |
| No                                          | 0                                                                                                       |        |
| Yes                                         | 1                                                                                                       |        |
| 1st degree relative with diabetes          | NHANES questionnaire collects information on familial diabetes, but not on 1st degree relatives with diabetes per se, so the self-reported family history of diabetes was used as a proxy variable. |
| No                                          | 0                                                                                                       |        |
| Yes                                         | 1                                                                                                       |        |
| Hypertension (self-reported history of hypertension, prescribed antihypertensive medication, and/or BP ≥140/90) | NHANES provides information on all 3 criteria; self-reported history of hypertension ("Ever told you had high blood pressure?"), prescribed antihypertensive medication ("Taking prescription for hypertension?") and/or BP ≥140/90 (objectively measured and averaged over 3 or 4 measurements of SBP and DBP). |        |
| Absence of all 3 criteria                   | 0                                                                                                       |        |
| Presence of history of self-reported hypertension or prescribed antihypertensive medication, or BP ≥140/90 | 1                                                                                                       |        |
| Physically active (self-reported)           | Derived a binary variable by checking if any of the following activities were done in 5 or more days of a typical week: vigorous or moderate work, recreational work, walk or bicycle |        |
| Yes                                         | 0                                                                                                       |        |
| No                                          | 1                                                                                                       |        |
| BMI, kg/m²                                   | Available in NHANES. Objectively measured.                                                              |        |
| <25                                         | 0                                                                                                       |        |
| 25 to <30                                    | 1                                                                                                       |        |
| 30 to <40                                    | 2                                                                                                       |        |
| ≥40                                         | 3                                                                                                       |        |

* Cumulative scores ≥5 should be formally screened for diabetes, per ADA guidelines, which was chosen as the cut-point for classifying individuals.

ADA = American Diabetes Association; BMI = body mass index; BP = blood pressure; NHANES = National Health and Nutrition Examination Survey.

https://doi.org/10.1371/journal.pone.0250832.t003
Discussion

In summary, this analysis revealed several nutritional markers of undiagnosed type 2 diabetes comprising diet-related, anthropometric, and nutrient-based variables that can be used in concert with regularly obtainable behavioural and socio-economic information to optimise current prediction models. Despite being readily available or easily collected, most of the nutritional predictors revealed by this analysis, are not presently used in type 2 diabetes risk assessment instruments and procedures.

As this is the first study to apply ML to ascertain nutritional markers of undiagnosed type 2 diabetes, our findings provide important groundwork for precision nutrition approaches in diabetes prevention which are currently lacking [42], through identification of a diverse set of simple, cost-effective nutritional markers. Whilst it has been argued that policy-level management of obesogenic environments would be more prudent, precision nutrition approaches are

Table 4. Performance comparison of the ADA diabetes risk test versus the best-performing model on NHANES data.

Benchmarking with the best-performing ML model *

| Criterion                  | ADA diabetes risk test                                                                 | Performance upon the external validation dataset a (N = 4877) | Performance upon the internal validation dataset b (N = 6673) | Best-performing ML model a | Performance upon the external validation dataset a (N = 4877) | Performance upon the internal validation dataset b (N = 6673) |
|----------------------------|-----------------------------------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|-----------------------------|---------------------------------------------------------------|---------------------------------------------------------------|
| AUROC                      | 0.737028                                                                               | 0.7401352                                                   | 0.7366544                                                   | 0.7464869                   |                                                               |                                                               |
| Sensitivity                | 0.688716                                                                               | 0.7639015                                                   | 0.6810036                                                   | 0.7745098                   |                                                               |                                                               |
| Specificity                | 0.690244                                                                               | 0.6109271                                                   | 0.7105263                                                   | 0.6148893                   |                                                               |                                                               |
| Accuracy                   | 0.690164                                                                               | 0.6319564                                                   | 0.7088374                                                   | 0.6222089                   |                                                               |                                                               |
| PPV                        | 0.147892                                                                               | 0.1092312                                                   | 0.1249178                                                   | 0.0881368                   |                                                               |                                                               |
| NPV                        | 0.912503                                                                               | 0.9219408                                                   | 0.9734803                                                   | 0.9826807                   |                                                               |                                                               |

a = This was a logistic regression model on original, unbalanced training data without any resampling
b = A randomly partitioned sample from NHANES 2007–2012
c = from NHANES 2013–2016.
ADA = American Diabetes Association; AUROC = area under the receiver operating characteristic curve; ML = machine learning; PPV = positive predictive value; NPV = negative predictive value.

https://doi.org/10.1371/journal.pone.0250832.g011

Fig 11. Benchmarking with the ADA diabetes risk test. Comparison of predictive performance of ADA diabetes risk test on internal validation data (AUC = 0.737028) and the best-performing predictive model on internal validation data (AUC = 0.7566544), as per DeLong test for comparing two ROC curves, was non-significant (p = 0.3201) indicating performances on a par with each other. Comparison of predictive performance of ADA diabetes risk test on external validation data (AUC = 0.7401352) and the best-performing predictive model on external validation data (AUC = 0.74646), as per DeLong test for comparing two ROC curves, was also non-significant (p = 0.0643).

https://doi.org/10.1371/journal.pone.0250832.t004
critical for understanding the impact of nutrition on individual risk of type 2 diabetes and providing stratified care [43]. Notably, our emphasis in this analysis was on modifiable markers, including an array of nutritional markers which stands different to the status quo as the current approach to type 2 diabetes risk assessment is leveraged on non-modifiable markers. As shown by our findings, the broad array of nutritional and behavioural markers of undiagnosed type 2 diabetes may collectively augment contemporary risk prediction efforts, although most of their individual impact may be smaller. In addition, these markers may be modified to optimise glycaemic status, following deeper understanding of the aetiological pathways by which they are associated with type 2 diabetes.

A recent meta-analysis of ML models for type 2 diabetes prediction in community settings revealed that external validation was conducted by none suggesting poor generalisability [44]. However, we conducted temporal external validation in the present study thereby achieving higher generalisability to the US population. Applicability beyond the US is likely to be limited by the contextual nature of certain predictors as well as geographic, ethnic, and other variations among target populations. Moreover, nutrients like beta-cryptoxanthin as markers pose challenges to translation and implementation strategies, whereas food-based prediction may facilitate seamless translation. Since food-based dietary guidelines are easier to upscale than traditional nutrient-based guidelines [45, 46], food-based predictive modelling is a necessary consideration for future research and could yield directly translatable findings in terms of type 2 diabetes management and dietary recommendations. A recent study revealed that food-based dietary guidelines (FBDG) currently set up in 90 countries, contained universal as well as variable recommendations. It also underscored that socio-cultural aspects should be considered in the development of country-specific FBDG [47]. While these FBDG are non-specific and targeted to the general population, findings from food-based predictive modelling studies on specific cohorts such as people with type 2 diabetes might offer opportunities to implement disease-specific FBDG. Such advancements would create pathways to provide more tailored, disease-specific nutritional care. Although residual confounding cannot be ruled out, it should be noted that we adjusted our models for multiple variables to minimise the impact of confounding while only undiagnosed type 2 diabetes was modelled to acquiesce with the cross-sectional design of NHANES. Also, ML algorithms are tolerant of complexities inherent in multidimensional data, allowing for multivariate modelling with large datasets and numerous variables to gain meaningful insights [48].

Although all three algorithms performed in a comparable manner, disparities in the nutritional markers identified by them are notable. This underscores the importance of applying an array of algorithms instead of a single learner to get comprehensive insights. Only 5 predictors were identified by both linear and non-linear/ensemble algorithms, which can be explained by differences in underlying prediction dynamics. LR models reveal linear associations whereas ensembles and non-linear learners unearth more complex, non-linear associations [49]. Neural networks modelled after the architecture of the human nervous system, are non-linear organisations consisting of input-, hidden-, and output- layers capable of handling large quantities of data and yielding novel patterns, interactions, and features [50]. Random forests algorithm is structured as an ensemble of trees in which each tree represents a vector of random variables. It offers high computational efficiency and interpretable outputs via variable importance estimates [51, 52]. Therefore, structural and functional differences of the applied algorithms would have contributed to the variations in the predictors identified by each. Most of our findings are supported by contemporary studies. Anthropometric markers were identified by all algorithms, offering solid support for their high predictive value in type 2 diabetes prediction. Findings indicate that a much broader set of anthropometric markers beyond BMI may be useful for improving the existing type 2 diabetes prediction paradigm.
Noteworthily, ultra-processed food consumption has been found an emerging risk factor of type 1- [53], type 2- [54] as well as gestational [55] diabetes by recent studies which is supported by findings in the present study as well. Similarly, caffeine intake has been associated with reduced risk of type 2 diabetes in previous studies as well [56, 57]. Overall, it seems that all models are equivalent to the ADA diabetes risk test, which is possibly because of the disproportionately high importance of age and BMI. In addition, the mediating effects of BMI and other anthropometric variables may have contributed to the lack of importance of some nutritional factors. Since the primary goal in the current analysis was prediction rather than aetiology, studies are needed to further explore the aetiological pathways. As a whole, the markers of undiagnosed type 2 diabetes found in the present study are simple and scalable including a number of self-reported predictors. Higher evidence on these associations should therefore be gathered via designs such as longitudinal, follow-up studies or pragmatic trials to be incorporated into future nutritional guidelines for prevention of type 2 diabetes.

A limitation in NHANES data is that there is no direct information on type 1- or type 2- or other diabetes phenotypes and previous studies used different strategies for defining diabetes phenotypes [58–61]. Consequently, there may have been a negligible number of adults with undiagnosed type 1 diabetes in our samples. Moreover, the prevalence of undiagnosed type 2 diabetes in this study may have increased with the use of all 3 glycaemic tests for its definition whereas only 1 or 2 glycaemic tests were used in previous studies and with comparative differences in other criteria adopted in its operationalisation [58–61].

This study demonstrated that the proof-of-concept ML workflow previously proposed by us [32] is viable, when applied to different research contexts with appropriate modifications, indicating a high degree of generalisability and adaptability. As the obstacles to implementing ML interventions in healthcare are widespread and systemic [62], those requiring only customarily compiled health information would offer more realistic solutions. Therefore, deliberate exclusion of serum biomarkers from the present analysis has produced prototypical models containing information that can be broadly and easily integrated into the nutritional management of people with type 2 diabetes. While predictors such as serum biomarkers and -omics data form an important and sought-after part of precision nutrition [63], the current analysis showed that the exhaustive usage of regularly available information may help identify novel nutritional markers of type 2 diabetes and enhance prediction hence should not be overlooked.

**Conclusion**

In conclusion, we report a smorgasbord of novel and classic nutritional markers that could be used concomitantly with known behavioural and non-modifiable markers to optimise the prediction of undetected type 2 diabetes in adults. Our findings may have practical implications as a step towards personalised clinical nutrition, such as risk-stratified nutritional recommendations and early preventive strategies aimed at high risk individuals as well as in the nutritional management of people with type 2 diabetes.

**Supporting information**

S1 Table. List of nutritional and other variables from NHANES 2007–2016 included as independent variables in machine learning.
(DOCX)

S2 Table. Distribution of features in the entire cohort (N = 16429) between undiagnosed T2D and non-T2D (normoglycaemic) individuals.
(DOCX)
S3 Table. Comparison of algorithmic performance across internally- and externally-validated models.

(DOCX)

Author Contributions

Conceptualization: Kushan De Silva, Siew Lim, Aya Mousa, Andrew Forbes, Ryan T. Demmer, Joanne Enticott.

Data curation: Kushan De Silva.

Formal analysis: Kushan De Silva.

Funding acquisition: Kushan De Silva.

Investigation: Kushan De Silva.

Methodology: Kushan De Silva, Siew Lim, Aya Mousa, Helena Teede, Andrew Forbes, Ryan T. Demmer, Daniel Jönsson, Joanne Enticott.

Project administration: Joanne Enticott.

Resources: Helena Teede, Joanne Enticott.

Software: Kushan De Silva.

Supervision: Siew Lim, Aya Mousa, Helena Teede, Andrew Forbes, Ryan T. Demmer, Daniel Jönsson, Joanne Enticott.

Validation: Siew Lim, Aya Mousa, Helena Teede, Andrew Forbes, Ryan T. Demmer, Daniel Jönsson, Joanne Enticott.

Visualization: Kushan De Silva.

Writing – original draft: Kushan De Silva.

Writing – review & editing: Kushan De Silva, Siew Lim, Aya Mousa, Helena Teede, Andrew Forbes, Ryan T. Demmer, Daniel Jönsson, Joanne Enticott.

References

1. Whiting DR, Guariguata L, Weil C, Shaw J. IDF diabetes atlas: global estimates of the prevalence of diabetes for 2011 and 2030. Diabetes Res Clin Pract. 2011; 94(3):311–21. https://doi.org/10.1016/j.diabres.2011.10.029 PMID: 22079683

2. DeFronzo RA, Ferrannini E, Groop L, Henry RR, Herman WH, Holst JJ, et al. Type 2 diabetes mellitus. Nat Rev Dis Primers. 2015; 1:15019. https://doi.org/10.1038/nrdp.2015.19 PMID: 27189025

3. Schlesinger S, Neuenschwander M, Ballon A, Nöthlings U, Barbaresko J. Adherence to healthy lifestyles and incidence of diabetes and mortality among individuals with diabetes: a systematic review and meta-analysis of prospective studies. J Epidemiol Community Health. 2020; 74(5):481–7. https://doi.org/10.1136/jech-2019-213415 PMID: 32075860

4. Zhang Y, Pan XF, Chen J, Xia L, Cao A, Zhang Y, et al. Combined lifestyle factors and risk of incident type 2 diabetes and prognosis among individuals with type 2 diabetes: a systematic review and meta-analysis of prospective cohort studies. Diabetologia. 2020; 63(1):21–33. https://doi.org/10.1007/s00125-019-04985-9 PMID: 31482198

5. Skyler JS. Primary and secondary prevention of Type 1 diabetes. Diabet Med. 2013; 30(2):161–9. https://doi.org/10.1111/dme.12100 PMID: 23231526

6. Buzzetti R, Tuomi T, Mauricio D, Pietropaolo M, Zhou Z, Pozzilli P, et al. Management of latent autoimmune diabetes in adults: a consensus statement from an international expert panel. Diabetes. 2020; 69(10):2037–47. https://doi.org/10.2337/dbi20-0017 PMID: 32847960
7. Rubio-Cabezas O, Hattersley AT, Njelstad PR, Mlynarski W, Ellard S, White N, et al. The diagnosis and management of monogenic diabetes in children and adolescents. *Pediatr Diabetes*. 2014; 15(S20):47–64. https://doi.org/10.1111/pedi.12192 PMID: 25182307

8. Martino P, Fraticelli L, Giboreau A, Dussart C, Bourgeois D, Carrouel F. Nutrition as a key modifiable factor for periodontitis and main chronic diseases. *J Clin Med*. 2021; 10(2):197. https://doi.org/10.3390/jcm10020197 PMID: 33430519

9. Mackenbach JP, Bakker MJ. Tackling socioeconomic inequalities in health: analysis of European experiences. *Lancet*. 2003; 362(9393):1409–14. https://doi.org/10.1016/S0140-6736(03)14639-9 PMID: 14585645

10. Forouhi NG. Can nutritional biomarkers help to provide the ‘missing link’ in diet-diabetes associations? *Diabetes Management*. 2013; 3(2):93. https://doi.org/10.2217/dmt.12.83

11. Hite AH, Feinman RD, Guzman GE, Satin M, Schoenfeld PA, Wood RJ. In the face of contradictory evidence: report of the Dietary Guidelines for Americans Committee. *Nutrition*. 2010; 26(10):915–24. https://doi.org/10.1016/j.nut.2010.08.012 PMID: 20888548

12. Zeisel SH. Precision (personalized) nutrition: understanding metabolic heterogeneity. *Annu Rev Food Sci Technol*. 2020; 11:71–92. https://doi.org/10.1146/annurev-food-032519-051736 PMID: 31928426

13. Rodgers GP, Collins FS. Precision nutrition—the answer to “what to eat to stay healthy”?. *JAMA*. 2020; 324(8):735–6. https://doi.org/10.1001/jama.2020.13601 PMID: 32766768

14. de Moraes Lopes MH, Ferreira DD, Ferreira AC, da Silva GR, Caetano AS, Braz VN. Use of artificial intelligence in precision nutrition and fitness. In: *Artificial Intelligence in Precision Health* 2020 (pp. 465–496). Academic Press. https://doi.org/10.1016/B978-0-12-817133-2.00020-3

15. Kavakiotis I, Tsave O, Salifoglou A, Maglaveras N, Vlahavas I, Chouvarda I. Machine learning and data mining methods in diabetes research. *Comput Struct Biotechnol J*. 2017; 15:104–16. https://doi.org/10.1016/csbi.2016.12.005 PMID: 28138367

16. Lindström J, Tuomilehto J. The diabetes risk score: a practical tool to predict type 2 diabetes risk. *Diabetes Care*. 2003; 26(3):725–31. https://doi.org/10.23736/diacare.26.3.725 PMID: 12610029

17. Chen L, Magliano DJ, Balkau B, Colagiuri S, Zimmet PZ, Tonkin AM, et al. AUSDRISK: an Australian Type 2 Diabetes Risk Assessment Tool based on demographic, lifestyle and simple anthropometric measures. *Med J Aust*. 2010; 192(4):197–202. https://doi.org/10.5694/j.1326-5377.2010.tb03507.x PMID: 20170456

18. Saaristo T, Peltonen M, Lindström J, Saarikoski L, Sundvall J, Eriksson JG, et al. Cross-sectional evaluation of the Finnish Diabetes Risk Score: a tool to identify undetected type 2 diabetes, abnormal glucose tolerance and metabolic syndrome. *Diab Vasc Dis Res*. 2005; 2(2):67–72. https://doi.org/10.3132/dvdr.2005.011 PMID: 16305061

19. Dall TM, Narayan KV, Gillespie KB, Gallo PD, Blanchard TD, Solcan M, et al. Detecting type 2 diabetes and prediabetes among asymptomatic adults in the United States: modeling American Diabetes Association versus US Preventive Services Task Force diabetes screening guidelines. *Popul Health Metr*. 2014; 12(1):12. https://doi.org/10.1186/1478-7954-12-12 PMID: 24904239

20. Rathmann W, Martin S, Haastert B, Icks A, Holle R, Löwel H, et al. Performance of screening questionnaires and risk scores for undiagnosed diabetes: the KORA Survey 2000. *Arch Intern Med*. 2005; 165(4):436–41. https://doi.org/10.1001/archinte.165.4.436 PMID: 15738374

21. Bantle JP, Wylie-Rosett J, Albright AL, Apovian CM, Clark NG, Franz MJ, et al. Nutrition recommendations and interventions for diabetes: a position statement of the American Diabetes Association. *Diabetes Care*. 2008; 31:S61–78. https://doi.org/10.2337/dc08-S061 PMID: 18165339

22. Frangogiannis NG. Biomarkers: hopes and challenges in the path from discovery to clinical practice. *Transl Res*. 2012; 159(4):197–204. https://doi.org/10.1016/j.trsl.2012.01.023 PMID: 22424424

23. Notario-Barandiaran L, Freire C, García-de-la-Hera M, Compañ-Gabucio LM, Torres-Collado L, González-Palacios S, et al. Reproducibility and Validity of a Food Frequency Questionnaire for Dietary Assessment in Adolescents in a Self-Reported Way. *Nutrients*. 2020; 12(7):2081. https://doi.org/10.3390/nu12072081

24. Hooson J, Hutchinson J, Warthon-Medina M, Hancock N, Greathead K, Knowles B, et al. A systematic review of reviews identifying UK validated dietary assessment tools for inclusion on an interactive guided website for researchers: www.nutrifools.org. *Crit Rev Food Sci Nutr*. 2020; 60(8):1265–89. https://doi.org/10.1080/10408398.2019.1566207 PMID: 30882230

25. Wiemken TL, Kelley RR. Machine learning in epidemiology and health outcomes research. *Annu Rev Public Health*. 2020; 41:21–36. https://doi.org/10.1146/annurev-publhealth-040119-094437 PMID: 31577910

26. Bzdok D. Classical statistics and statistical learning in imaging neuroscience. *Front Neurosci*. 2017; 11:543. https://doi.org/10.3389/fnins.2017.00543 PMID: 29056896
27. Efron B. Prediction, Estimation, and Attribution. *J Am Stat Assoc.* 2020; 115(530):636–55. https://doi.org/10.1111/insr.12409

28. Chen JH, Asch SM. Machine learning and prediction in medicine—beyond the peak of inflated expectations. *N Engl J Med.* 2017; 376(26):2507. https://doi.org/10.1056/NEJMp1702071 PMID: 28657867

29. Johnson CL, Dohrmann SM, Burt VL, Mohadjer LK. National health and nutrition examination survey: sample design, 2011–2014. US Department of Health and Human Services, Centers for Disease Control and Prevention, National Center for Health Statistics; 2014.

30. Armstrong C. ADA updates standards of medical care for patients with diabetes mellitus. *Am Fam Physician.* 2017; 95(1):40–3. PMID: 28075100

31. American Diabetes Association. 2. Classification and Diagnosis of Diabetes: Standards of Medical Care in Diabetes-2019. *Diabetes Care.* 2019; 42(Suppl 1):S13–S28. https://doi.org/10.2337/dc19-S002 PMID: 30559228

32. De Silva K, Jönsson D, Demmer RT. A combined strategy of feature selection and machine learning to identify predictors of prediabetes. *J Am Med Inform Assoc.* 2020; 27(3):396–406. https://doi.org/10.1093/jamia/ocz204 PMID: 31889178

33. R Core Team. R: A language and environment for statistical computing. R Foundation for Statistical Computing, Vienna, Austria. 2021. URL: http://www.R-project.org/

34. Buuren SV, Groothuis-Oudshoorn K. mice: Multivariate imputation by chained equations in R. *J Stat Softw.* 2010:1–68.

35. Lunardon N, Menardi G, Torelli N. ROSE: A Package for Binary Imbalanced Learning. *R Journal.* 2014; 6(1).

36. Chawla NV, Bowyer KW, Hall LO, Kegelmeyer WP. SMOTE: synthetic minority over-sampling technique. *J Artif Intell Res.* 2002; 16:321–57. https://doi.org/10.1613/jair.953

37. Kuhn M. Building predictive models in R using the caret package. *J Stat Softw.* 2008; 28(5):1–26.

38. Ripley B, Venables W, Ripley MB. Package ‘nnet’. R package Version 7.3–14. 2020. Available from: https://cran.r-project.org/web/packages/nnet/nnet.pdf

39. Liaw A, Wiener M. Classification and regression by randomForest. *R News.* 2002; 2(3):18–22.

40. DeLong ER, DeLong DM, Clarke-Pearson DL. Comparing the areas under two or more correlated receiver operating characteristic curves: a nonparametric approach. *Biometrics.* 1988:837–45. https://doi.org/10.2307/2531595 PMID: 3203132

41. Hanley JA, McNeil BJ. A method of comparing the areas under receiver operating characteristic curves derived from the same cases. *Radiology.* 1983; 148(3):839–43. https://doi.org/10.1148/radiology.148.3.6878708 PMID: 6878708

42. O’Sullivan A, Henrick B, Dixon B, Barile D, Zivkovic A, Smilowitz J, et al. 21st century toolkit for optimizing population health through precision nutrition. *Crit Rev Food Sci Nutr.* 2018; 58(17):3004–15. https://doi.org/10.1080/10408398.2017.1348335 PMID: 28678528

43. Chatelan A, Bochud M, Frohlich KL. Precision nutrition: hype or hope for public health interventions to reduce obesity?. *Int J Epidemiol.* 2019; 48(2):332–42. https://doi.org/10.1093/ije/dyy274 PMID: 30544190

44. Silva K, Lee WK, Forbes A, Demmer RT, Barton C, Eintcott J. Use and performance of machine learning models for type 2 diabetes prediction in community settings: A systematic review and meta-analysis. *Int J Med Inform.* 2020; 143:104268. https://doi.org/10.1016/j.ijmedinf.2020.104268 PMID: 32950874

45. Springmann M, Spajic L, Clark MA, Poore J, Herforth A, Webb P, et al. The healthiness and sustainability of national and global food based dietary guidelines: modelling study. *BMJ.* 2020; 370. https://doi.org/10.1136/bmj.m2322 PMID: 32669369

46. Bromage S, Zhang Y, Holmes M, Fawzi W, Sachs S, Fanzo J, et al. A Novel Food-Based Diet Quality Score Is Associated with Nutrient Adequacy and Reduced Anemia Among Rural Adults in Ten African Countries. *Curr Dev Nutr.* 2020; 4(Supplement_2):1381. https://doi.org/10.1093/cdn/rzaa061_009

47. Herforth A, Arimond M, Álvarez-Sánchez C, Coates J, Christianson K, Muehlhoff E. A global review of food-based dietary guidelines. *Adv Nutr.* 2019; 10(4):590–605. https://doi.org/10.1093/advances/nmy130 PMID: 31041447

48. Orphanioudou C, Wong D. Machine learning models for multidimensional clinical data. In: Handbook of Large-Scale Distributed Computing in Smart Healthcare 2017 (pp. 177–216). Springer, Cham. https://doi.org/10.1007/978-3-319-58280-1_8

49. Ayodele TO. Types of machine learning algorithms. In: New Advances in Machine Learning, 2010; 3:19–48. https://doi.org/10.5772/225
50. Wang H, Czermins ki R, Jamieson AC. Neural Networks and Deep Learning In: The Machine Age of Customer Insight, Emerald Publishing Limited. 2021:91–101. https://doi.org/10.1108/978-1-83909-694-520211010

51. Breiman L. Random Forests. Machine Learning, 2001; 45:5–32. https://doi.org/10.1023/A:101093404324

52. Cutler A, Cutler DR, Stevens JR. Random Forests. In: Zhang C, Ma Y. (eds) Ensemble Machine Learning. Springer, Boston, 2012:157–175. https://doi.org/10.1007/978-1-4419-9326-7_5

53. Aguayo-Patrón SV, Calderón de la Barca AM. Old fashioned vs. ultra-processed-based current diets: possible implication in the increased susceptibility to type 1 diabetes and celiac disease in childhood. Foods. 2017; 6(11):100. https://doi.org/10.3390/foods6110100 PMID: 29140275

54. Srour B, Fezeu LK, Kesse-Guyot E, Allès B, Debras C, Druesne-Pecollo N, et al. Ultraprocessed Food Consumption and Risk of Type 2 Diabetes Among Participants of the NutriNet-Santé Prospective Cohort. JAMA Intern Med. 2020; 180(2):283–91. https://doi.org/10.1001/jamainternmed.2019.5942 PMID: 31841598

55. Sartorelli DS, Crivellenti LC, Zuccolotto DC, Franco LJ. Relationship between minimally and ultra-processed food intake during pregnancy with obesity and gestational diabetes mellitus. Cad Saude Publica. 2019; 35(4):e00049318. https://doi.org/10.1590/0102-311X00049318 PMID: 31066773

56. Iso H, Date C, Wakai K, Fukui M, Tamakoshi A. The relationship between green tea and total caffeine intake and risk for self-reported type 2 diabetes among Japanese adults. Ann Intern Med. 2006; 144(8):554–62. https://doi.org/10.7326/0003-4819-144-8-200604180-00005 PMID: 16618952

57. Jiang X, Zhang D, Jiang W. Coffee and caffeine intake and incidence of type 2 diabetes mellitus: a meta-analysis of prospective studies. Eur J Nutr. 2014; 53(1):25–38. https://doi.org/10.1007/s00394-013-0603-x PMID: 24150256

58. Demmer RT, Zuk AM, Rosenbaum M, Desvarieux M. Prevalence of diagnosed and undiagnosed type 2 diabetes mellitus among US adolescents: results from the continuous NHANES, 1999–2010. Am J Epidemiol. 2013; 178(7):1106–13. https://doi.org/10.1093/aje/kwt088 PMID: 23887044

59. Nowlin SY, Cleland CM, Vadiveloo M, Melkus GD, Hagan H. Explaining racial/ethnic dietary patterns in relation to type 2 diabetes: an analysis of NHANES 2007–2012. Ethn Dis. 2016; 26(4):529. https://doi.org/10.18865/ed.26.4.529 PMID: 27773980

60. Berkowitz SA, Meigs JB, Wexler DJ. Age at type 2 diabetes onset and glycaemic control: results from the National Health and Nutrition Examination Survey (NHANES) 2005–2010. Diabetologia. 2013; 56(12):2593–600. https://doi.org/10.1007/s00125-013-3036-4 PMID: 23995472

61. Chasens ER, Dinardo M, Vohl MC. Precision nutrition: a review of personalized nutritional approaches for the prevention and management of metabolic syndrome. Nutrients. 2017; 9(8):913. https://doi.org/10.3390/nu9080913 PMID: 28829397