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We show an equivalence relation between fault-tolerant circuits for a stabilizer code and fault-tolerant adiabatic processes for holonomic quantum computation (HQC), in the case where quantum information is encoded in the degenerated ground space of the system Hamiltonian. By this equivalence, we can systematically construct a fault-tolerant HQC scheme, which can geometrically implement a universal set of encoded quantum gates by adiabatically deforming the system Hamiltonian. During this process, quantum information is protected from low weight thermal excitations by an energy gap that does not change with the problem size.
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I. INTRODUCTION

Quantum computers are superior to classical ones in solving specific difficult problems, yet they are extremely vulnerable to errors during the computation process. It has been shown that if the errors of each type are local, and their rates are below a certain threshold, it is possible to implement quantum algorithms reliably with arbitrarily small error [1–4]. These quantum threshold theorems are based on the idea of quantum error correction (QEC).

In addition to QEC, there have also been proposals to deal with noise by designing the “hardware” to provide inherent robustness. One of such method is holonomic quantum computing (HQC) [5]—an all-geometric, adiabatic method of computation that uses a non-Abelian generalization of the Berry phase [6]. This approach is robust against certain types of errors during the adiabatic evolution [7–9] and offers some built-in resilience.

Another method is to use the adiabatic quantum computing (AQC) [10,11] model instead of the standard quantum circuit model, which slowly drags the ground state of the system to the final Hamiltonian, whose ground state encodes the solution of the problem. AQC would take advantage of the energy gap between the ground state and other excited states to suppress thermal noise when evolution is very slow [12,13].

The combination of fault-tolerant techniques and HQC was studied in Ref. [14,15], where the system Hamiltonian is an element of the stabilizer group or gauge group. Single qubit or two-qubit unitary operations are realized through continuously deforming the system Hamiltonian. During this process, the path in the parameter space forms an open loop and results in the desired unitary transformation. After a sequence of such elementary operations, a closed-loop holonomy is obtained in the code space. However, this approach does not protect quantum information from thermal noise since there is no energy gap between the code space and error spaces. Also, while considerable work has been done in [12,16], a fault-tolerant theory for AQC is still lacking. The system’s minimal energy gap, which determines the time scale of evolution, scales as an inverse polynomial in the problem size [17,18], so that the temperature must be lowered polynomially to prevent thermal excitation.

In this paper, we present a scheme combining advantages of all three methods mentioned previously. First, we show an equivalence relation between fault-tolerant circuits and fault-tolerant adiabatic processes for holonomic quantum computation (HQC), in the case where quantum information is encoded in a code space, which is also the ground space of a system Hamiltonian. Based on this, we present an alternative way to systematically construct a fault-tolerant HQC process that takes advantage of the energy gap between the ground space and other excitation states. Unlike AQC, this gap does not change with the problem size, and we know the exact value of the gap during the process, which greatly enhances the ability to prevent low-weight thermal excitation. With a lower error rate at the physical level of the fault-tolerant scheme, it may help to reduce the number of qubits needed and the frequency of error detection and error correction.

The structure of this paper is as follows. In Sec. II we review the preliminaries that we will use to formulate our problem. Specifically, after defining HQC in Sec. IIA, we review the geometrical setting of the holonomic problem in Sec. II B and the basic ideas of fault-tolerant quantum computing in Sec. IIC. We connect fault-tolerant techniques and HQC in Sec. III. In Sec. III A, we describe our method to construct an adiabatic process from a fault-tolerant circuit to implement encoded unitary operations. Then in Sec. III B we prove that our method of constructing encoded unitary operations is fault-tolerant, and discuss how it can realize uni-
versal fault-tolerant quantum computation. Several examples are given in Sec. [V]. In Sec. [V A] we show how our scheme works on the simplest 3-qubit repetition code. A less trivial example, of the encoded CNOT gate for the Steane code, is given in Sec. [V B]. We summarize our results and conclude in Sec. [VI].

II. PRELIMINARIES

A. Holonomic quantum computation

Consider a family of Hamiltonians \( \{ H_\lambda \} \) on an \( N \)-dimensional Hilbert space. The point \( \lambda \), parametrizing the Hamiltonian, is an element of a manifold \( \mathcal{M} \) called the control manifold, and the local coordinates of \( \lambda \) are denoted by \( \lambda^i \) (\( 1 \leq i \leq \dim \mathcal{M} \)). Assume there are only a fixed number of eigenvalues \( \varepsilon_k(\lambda) \) (this is the case we are interested in) and suppose the \( n \)th eigenvalue \( \varepsilon_n(\lambda) \) is \( K_n \)-fold degenerate for any \( \lambda \). The degenerate subspace at \( \lambda \) is denoted by \( \mathcal{H}_n(\lambda) \). The orthonormal basis vectors of \( \mathcal{H}_n(\lambda) \) are denoted by \( \{ | \phi^n_{\alpha}; \lambda \rangle \} \), satisfying

\[
H_\lambda | \phi^n_{\alpha}; \lambda \rangle = \varepsilon_n(\lambda) | \phi^n_{\alpha}; \lambda \rangle ,
\]

and

\[
\langle \phi^n_{\beta}; \lambda | \phi^n_{\alpha}; \lambda \rangle = \delta_{\alpha\beta} .
\]

Now assume the parameter \( \lambda \) is changed adiabatically, which means that

\[
(\varepsilon_n(\lambda(t)) - \varepsilon_{n'}(\lambda(t))) T \gg 1
\]

is satisfied for \( n \neq n' \) during \( 0 \leq t \leq T \). Suppose the initial state at \( t = 0 \) is an eigenstate \( | \psi^n(0) \rangle = | \phi^n_{\alpha}; \lambda(0) \rangle \). The Schrödinger equation is

\[
i \frac{d}{dt} | \psi^n(t) \rangle = H(\lambda(t)) | \psi^n(t) \rangle,
\]

whose solution will have the form

\[
| \psi^n(t) \rangle = \sum_{\beta = 1}^{K_n} | \phi^n_{\beta}; \lambda(t) \rangle U_{\beta\alpha}(t) .
\]

where we have used the adiabatic approximation from Eq. (3). Substituting Eq. (5) into Eq. (4), one finds that \( U_{\beta\alpha} \) satisfies

\[
U_{\beta\alpha}(t) = -i \varepsilon_\alpha(\lambda(t)) U_{\beta\alpha}(t) \]

\[
- \sum_{\mu} \langle \phi^n_{\beta}; \lambda(t) | \phi^n_{\mu}; \lambda(t) \rangle U_{\mu\alpha}(t).
\]

The solution can be expressed as

\[
U(t) = \exp\left( -i \int_0^t \varepsilon_n(\lambda(s)) ds \right) \mathcal{T} \exp\left( - \int_0^t A^n(\tau) d\tau \right),
\]

where \( \mathcal{T} \) is the time-ordering operator and

\[
A^n(\beta; \lambda)(t) = \frac{d}{dt} | \phi^n_{\alpha}; \lambda(t) \rangle
\]

is the Wilczek-Zee (WZ) connection [6]. Define the connection

\[
A^n_{i,\beta\alpha}(t) = \langle \phi^n_{\beta}; \lambda(t) | \frac{\partial}{\partial \lambda^i} | \phi^n_{\alpha}; \lambda(t) \rangle,
\]

through which \( U(t) \) can be expressed as

\[
U(t) = \exp\left( -i \int_0^t \varepsilon_n(\lambda(s)) ds \right) \mathcal{P} \exp\left( - \int_0^t \sum_\lambda A^n_{i,\alpha}(d\lambda^i) \right),
\]

where \( \mathcal{P} \) is the path-ordering operator. Suppose the path \( \lambda(t) \) is a loop \( \lambda \) in \( \mathcal{M} \) such that \( \lambda(0) = \lambda(T) = \lambda_0 \). Then after transporting through \( \lambda \), states are transformed to

\[
| \psi^n(0) \rangle = \sum_{\beta = 1}^{K_n} | \phi^n_{\beta}; \lambda_0 \rangle U_{\beta\alpha}(T) .
\]

The unitary matrix

\[
\Gamma_\lambda = \mathcal{P} \exp\left( - \oint_{\lambda_0} \sum_\lambda A^n_{i,\alpha}(d\lambda^i) \right)
\]

is called the holonomy associated with the loop \( \lambda(t) \). \( \Gamma_\lambda \) is a purely geometric object, and is independent of the parametrization of the path. Note that for a given \( \Gamma_\lambda \), there exist infinitely many paths \( \lambda \). Given a path \( \lambda \), to find the holonomy is easy. However, the inverse problem—given a holonomy, to find the the proper path \( \lambda \)—is in general not trivial at all. In the rest of the paper, we will discuss how to find a proper path \( \lambda \) to realize a certain holonomy in the code space, and thus perform an encoded quantum gate operation.

B. Formulation of geometric problem

The definition introduced in Sec. [II A] is not easy to use for our purpose. In this section, we outline the geometric setting of the holonomic problem as described in Refs. [19, 20], which gives a clearer picture and more concise formulation of the problem. We focus on the ground space of the Hamiltonian to simplify the problem. However, this formalism is quite general, and can be applied to any eigenspace of the system Hamiltonian.

Suppose we have a family of Hamiltonians acting on the Hilbert space \( \mathbb{C}^N \), and the ground state of each Hamiltonian is \( K \)-fold degenerate \((K < N)\). The natural mathematical setting to describe this system is the principal bundle \((S_{N,K}(\mathbb{C}), G_{N,K}(\mathbb{C}), \pi, U(K))\), which consists of the Stiefel manifold \( S_{N,K}(\mathbb{C}) \), the Grassmann manifold \( G_{N,K}(\mathbb{C}) \), the projection map \( \pi : S_{N,K}(\mathbb{C}) \rightarrow G_{N,K}(\mathbb{C}) \), and the unitary structure group \( U(K) \). We explain the meaning of these mathematical objects below.

The Stiefel manifold is defined as:

\[
S_{N,K}(\mathbb{C}) = \{ V \in M(N, K; \mathbb{C}) | V^\dagger V = I_K \},
\]

where \( \mathbb{C} \) is the Wilczek-Zee (WZ) connection [6]. Define the connection

\[
A^n_{i,\beta\alpha}(t) = \langle \phi^n_{\beta}; \lambda(t) | \frac{\partial}{\partial \lambda^i} | \phi^n_{\alpha}; \lambda(t) \rangle,
\]

through which \( U(t) \) can be expressed as

\[
U(t) = \exp\left( -i \int_0^t \varepsilon_n(\lambda(s)) ds \right) \mathcal{P} \exp\left( - \int_0^t \sum_\lambda A^n_{i,\alpha}(d\lambda^i) \right),
\]

where \( \mathcal{T} \) is the time-ordering operator and

\[
A^n(\beta; \lambda)(t) = \frac{d}{dt} | \phi^n_{\alpha}; \lambda(t) \rangle
\]

is the Wilczek-Zee (WZ) connection [6]. Define the connection

\[
A^n_{i,\beta\alpha}(t) = \langle \phi^n_{\beta}; \lambda(t) | \frac{\partial}{\partial \lambda^i} | \phi^n_{\alpha}; \lambda(t) \rangle,
\]

through which \( U(t) \) can be expressed as

\[
U(t) = \exp\left( -i \int_0^t \varepsilon_n(\lambda(s)) ds \right) \mathcal{P} \exp\left( - \int_0^t \sum_\lambda A^n_{i,\alpha}(d\lambda^i) \right),
\]

where \( \mathcal{T} \) is the time-ordering operator and

\[
A^n(\beta; \lambda)(t) = \frac{d}{dt} | \phi^n_{\alpha}; \lambda(t) \rangle
\]

is the Wilczek-Zee (WZ) connection [6].
where $M(N,K;\mathbb{C})$ is the set of $N \times K$ complex matrices and $I_K$ is the $K$-dimensional unit matrix. Physically, each column of $V \in S_{N,K}(\mathbb{C})$ can be viewed as a normalized state in $\mathbb{C}^N$, and $V$ can be viewed as an orthonormal set of $K$ basis of the ground space of Hamiltonian. Since we have freedom to transfer from one orthonormal basis of ground space to another through unitary transformation, we can then define the unitary group $U(K)$ that acts on $S_{N,K}(\mathbb{C})$ from the right:

$$S_{N,K}(\mathbb{C}) \times U(K) \to S_{N,K}(\mathbb{C}), \quad (V,h) \to Vh, \quad (14)$$

by the matrix product of $V$ and $h$. $V$ and $Vh$ can be viewed as two different orthonormal basis corresponding to the ground space.

During the adiabatic evolution, the ground space of the Hamiltonian may change. The ground space can be viewed as a $K$-dimensional hyperplane in $\mathbb{C}^N$. So we introduce the Grassmann manifold in $\mathbb{C}^N$:

$$G_{N,K}(\mathbb{C}) = \{ P \in M(N,N;\mathbb{C}) | P^2 = P, P^\dagger = P, \text{Tr} P = K \},$$

where $P$ is a projection operator onto the hyperplane in $\mathbb{C}^N$, and the condition Tr $P = K$ indicates that the hyperplane is $K$-dimensional. In our scenario, $P \in G_{N,K}(\mathbb{C})$ can be regarded as the projector onto the $K$-dimensional ground space of the Hamiltonian.

The relationship of the orthonormal basis $V$ and ground space projector $P$ can be seen as follows. We define the projection map $\pi: S_{N,K}(\mathbb{C}) \to G_{N,K}(\mathbb{C})$ as

$$\pi: V \mapsto P := V V^\dagger.$$  \hspace{1cm} (16)

So, given an orthonormal basis, we can obtain the corresponding ground space projector. We can check that the basis $V$ and basis $Vh$ with $h \in U(K)$ belong to the same ground space, since

$$\pi(Vh) = (Vh)(Vh)^\dagger = VhV^\dagger = VV^\dagger = \pi(V). \quad (17)$$

In our scenario of HQC, we want to transform the ground space adiabatically during the procedure. To formulate such a process, we also define the left action of the unitary group $U(N)$ on both $S_{N,K}(\mathbb{C})$ and $G_{N,K}(\mathbb{C})$ by the matrix product:

$$U(N) \times S_{N,K}(\mathbb{C}) \to S_{N,K}(\mathbb{C}), \quad (g,V) \to gV, \quad (18)$$

and

$$U(N) \times G_{N,K}(\mathbb{C}) \to G_{N,K}(\mathbb{C}), \quad (g,P) \to gPg^\dagger. \quad (19)$$

It is easy to see that $\pi(gV) = g\pi(V)g^\dagger$. This action is transitive: there is a $g \in U(N)$ for any $V,V' \in S_{N,K}(\mathbb{C})$ such that $V' = gV$. There is also a $g \in U(N)$ for any $P,P' \in G_{N,K}(\mathbb{C})$ such that $P' = gPg^\dagger$. So this action is sufficient to describe any ground space transformation.

The canonical connection form on $S_{N,K}(\mathbb{C})$ is defined as a $\mathfrak{u}(K)$-valued one-form on $G_{N,K}(\mathbb{C})$:

$$A = V(P)^\dagger dV(P),$$

which is a generalization of the WZ connection in Eq. (8). This is the unique connection that is invariant under the transformation in Eq. (14):

$$\tilde{A} = h^1 V(P)^\dagger d(V(P)h) = h^1 Ah + h^1 dh,$$  \hspace{1cm} (21)

which can be recognized as a gauge transformation.

Now we apply this formalism to the system dynamic of HQC. The state vector $\psi(t) \in \mathbb{C}^N$ evolves according to the Schrödinger equation,

$$\frac{d}{dt}\psi(t) = H(t)\psi(t). \quad (22)$$

The Hamiltonian has a spectral decomposition,

$$H(t) = \sum_{i=0}^{L} \varepsilon_i(t)P_i(t),$$

with projection operators $P_i(t)$. Therefore, the set of energy eigenvalues $\{\varepsilon_0(t), \ldots, \varepsilon_L(t)\}$ and orthogonal projectors $\{P_0(t), \ldots, P_L(t)\}$ encodes the information of the control parameters of the system. For the ground space, without loss of generality, the energy is assumed to be zero: $\varepsilon_0(t) = 0$. We write $P_0(t)$ as $P(t)$ for simplicity. Suppose the degeneracy $K = \text{Tr} P(t)$ is constant. For each $t$, there exists $V(t) \in S_{N,K}(\mathbb{C})$ such that $P(t) = V(t)V^\dagger(t)$. By the adiabatic approximation, we can substitute for $\psi(t) \in \mathbb{C}^N$ a reduced state vector $\phi(t) \in \mathbb{C}^K$:

$$\psi(t) = V(t)\phi(t). \quad (24)$$

Since $H(t)\psi(t) = \varepsilon_0(t)\psi(t) = 0$, the Schrödinger equation (22) becomes

$$\frac{d\phi}{dt} + VV^\dagger \frac{dV}{dt}\phi(t) = 0,$$  \hspace{1cm} (25)

and the solution can be represented formally as

$$\phi(t) = \mathcal{P} \exp \left( - \int V^\dagger dV \right) \phi(0).$$ \hspace{1cm} (26)

Therefore, $\psi(t)$ can be written

$$\psi(t) = V(t)\mathcal{P} \exp \left( - \int V^\dagger dV \right) V^\dagger(0)\phi(0). \quad (27)$$

In particular, if the system comes back to its initial point, as $P(T) = P(0)$, the holonomy $\Gamma \in U(K)$ is defined as

$$\Gamma = V^\dagger(0)V(T)\mathcal{P} \exp \left( - \int V^\dagger dV \right),$$ \hspace{1cm} (28)

and the final state is

$$\psi(T) = V(0)\Gamma\phi(0).$$ \hspace{1cm} (29)

According to the formula above, an operation $\Gamma \in U(K)$ is applied to the ground space.
If the condition
\[ V^\dagger \frac{dV}{dt} = 0 \] (30)
is satisfied for all \( t \), the curve \( V(t) \) in \( S_{N,K}(\mathbb{C}) \) is called a horizontal lift of the curve \( P(t) = \pi(V(t)) \) in \( G_{N,K}(\mathbb{C}) \). Then the holonomy \([28]\) is greatly simplified to
\[ \Gamma = V^\dagger(0) \cdot V(T) \in U(K). \] (31)

Now we are ready to reformulate the problem stated at the end of Sec. II A. Given a desired unitary operation \( U_{\text{op}} \in U(K) \) and a fixed initial point \( P(0) \in G_{N,K}(\mathbb{C}) \), we want to find a loop \( P(t) \in G_{N,K}(\mathbb{C}) \) with base points \( P(0) = P(T) \) whose horizontal lift \( V(t) \in S_{N,K}(\mathbb{C}) \) produces the holonomy \( \Gamma = U_{\text{op}} \) according to Eq. (31). In Sec. II A we will discuss in detail how to find such a loop \( P(t) \) whose horizontal lift gives the desired holonomy in the code space.

![Diagram](image)

FIG. 1: Horizontal lift as a specified curve in \( S_{N,K}(\mathbb{C}) \) whose projection is \( P(t) \). The initial condition \( V(0) \) becomes \( V(T) \), which is generally different from \( V(0) \). The difference is the holonomy.

A visualization of a horizontal lift is shown in Fig. 1. Without loss of generality, we can always restrict ourselves to the case where \( P(t) \) has the form
\[ P(t) = U(t,0)P(0)U^\dagger(t,0) = U(t,0)v_0v_0^\dagger U^\dagger(t,0), \] (32)
for some smooth \( U(t,0) \in U(N) \) according to Eq. (19). Note that, \( U(t,0) \) should be chosen such that, at any time \( t \)
\[ U(t + \tau,t)P(t)U^\dagger(t + \tau,t) \neq P(t), \] (33)
for some neighborhood of \( t \). This condition can also be stated as
\[ \left[ \frac{\partial}{\partial \tau} U(t + \tau,t)|_{\tau = 0}, P(t) \right] \neq 0. \] (34)

The case where Eq. (34) equals 0 is allowed only at a finite number of points in \([0,T]\). The horizontal curve should satisfy the following set of equations:
\[ V^\dagger \frac{dV}{dt} = 0, \] (35)
\[ P(t) = V(t)V^\dagger(t) = U(t,0)v_0v_0^\dagger U^\dagger(t,0). \]
The general solution to these equations can be written as:
\[ V(t) = U(t,0)v_0h(t,0) \] (36)
for some \( h(t,0) \in U(K) \). Substituting Eq. (36) into Eq. (35) we get:
\[ \dot{h}(t,0) = -v_0^\dagger U^\dagger(t,0)\dot{U}(t,0)v_0h(t,0). \] (37)

A well known result of differential geometry about the uniqueness of a horizontal lift curve \([21]\) can now be directly proved in this specific scenario, which will be used later.

**Lemma 1.** Let \( P : [0,T] \rightarrow G_{N,K}(\mathbb{C}) \) be a curve in \( G_{N,K}(\mathbb{C}) \) and let \( v_0 \in \pi^{-1}(P(0)) \). Then there exists a unique horizontal lift \( V(t) \) in \( S_{N,K}(\mathbb{C}) \) such that \( V(0) = v_0 \).

**Proof.** It’s easy to show that \( v_0^\dagger U^{-1}(t,0)\dot{U}(t,0)v_0 \) is anti-Hermitian, so \( h(t,0) \in U(K) \) for all \( t \). Define \( V'(t) = U(t,0)V(0) \) to be a particular curve in principal bundle that gives a corresponding WZ connection \( A' = V'M^{-1}V' \). With initial condition \( h(0,0) = I_K \), the solution of Eq. (37) can be written as:
\[ h(t,0) = \mathcal{P} \exp \left( - \int A' \right), \] (38)
and hence there exists an unique horizontal lift \( V(t) \).

\[ \square \]

**C. Stabilizer codes and fault-tolerant computation**

A quantum error-correcting code is formally defined as a subspace \( \mathcal{C} \) of some larger Hilbert space. A necessary and sufficient condition for a set of errors \( \{ E_i \} \) to be correctable is \([14]\):
\[ PE_i^\dagger E_j P = \alpha_{ij} P, \quad \forall i,j, \] (39)
for some Hermitian matrix \( \alpha \). Here \( P \) is the projector onto \( \mathcal{C} \). Since any linear combination of \( \{ E_i \} \) is also correctable, we define
\[ \mathcal{E} = \text{Span}\{ E_i \} \] (40)
to be a correctable error set for code \( \mathcal{C} \).

The codes we are interested in are the stabilizer codes \([22]\). We briefly review the formalism of stabilizer codes. Let \( G_n \) be the Pauli group acting on \( n \) qubits. An Abelian subgroup \( S \) of \( G_n \) is called a stabilizer group if \(-P \notin S \). The stabilizer group defines a subspace of the \( n \)-qubit Hilbert space by
\[ \mathcal{C} = \{ |\psi\rangle : S|\psi\rangle = |\psi\rangle \text{ for all } S \in S \}. \] (41)
This \( C \) is called the code space. \( C \) is nonzero since \(-I \notin S\). A state in \( C \) is called a codeword. This subspace is the simultaneous +1 eigenspace of the stabilizer group. If the subspace has dimension \( 2^k \) (\( k \) logical qubits), the stabilizer code can be specified by \( n - k \) commuting stabilizer generators. It is the minimum distance of the code, which is equal to the minimum weight of all nontrivial elements in the normalizer group of \( S \).

With the use of stabilizer codes, it is possible to build a quantum processor that is fault-tolerant [1, 4, 22]. A quantum information processor is called fault-tolerant if the information is encoded in a quantum error-correcting code at all times during the procedure, and a failure at any point in the procedure can only propagate to a small number of qubits, so that error correction can remove the errors. It has been shown that fault-tolerant computation is possible on any stabilizer code [4, 22] for some error model. Typically, there are three elementary quantum “gadgets”: encoded state preparation, encoded unitary operations and encoded state measurement. Through enlarging or concatenating the fault-tolerant gadgets, a computation can achieve arbitrary accuracy, if the error rate is low enough [4]. Encoded Clifford unitary operations play a key role in fault-tolerant computation, since for most proposed schemes of fault-tolerant quantum computation, like concatenation of the Steane code [11], C4 code [23] or surface code [24], we can prepare encoded non-Clifford magic states using techniques like state distillation, which can be implemented by encoded Clifford unitary operations. So we will focus on encoded Clifford operations and their holonomic implementation.

\begin{equation}
U = \begin{pmatrix}
g_1 \\
g_2 \\
\vdots \\
g_{p-1} \\
g_p
\end{pmatrix}
\end{equation}

FIG. 2: A logical unitary quantum operation is realized as a series of quantum gates from a universal set of gates in the circuit model.

In the standard circuit model, an encoded unitary operation can be realized by a series of quantum gates, say \( p \) gates chosen from a universal set of gates as shown in Fig. 2. Commonly, the universal set of gates \( \mathcal{U}_1 = \{\text{Hadamard, CNOT, } S, \pi/8\} \) is used to describe the circuit, which is good for certain fault-tolerant schemes. Here, we choose another universal set:

\begin{equation}
\mathcal{U}_2 = \{R^x = \exp(-i\frac{\pi}{4}X), R^{\pi} = \exp(i\frac{\pi}{4}Z \otimes Z), S, \pi/8\},
\end{equation}

which proves to be much more suitable for our adiabatic scheme. Errors can occur anytime during the process, both between and during gate operations. Noisy gates are always equivalent to a perfect gate followed by an error operator, so we can just focus on the errors occurring between the gates. If an error \( E' \in \mathcal{E} \) occurs between gates \( q - 1 \) and \( q \), it will propagate to

\[
E' = \prod_{l=q}^{p} g_{p+q-l} \cdot E' \cdot \left( \prod_{l=q}^{p} g_{p+q-l} \right)^\dagger.
\]

If a circuit is fault-tolerant, we can suppose that \( E' \) would be still in the same correctable error set \( \mathcal{E} \). According to our observation, we give a generalized definition of a fault-tolerant circuit for a code \( C \):

Definition 1. Given a code \( C \) and a particular correctable error set \( \mathcal{E} \) for this code, a circuit \( \mathcal{G} \) that realizes an encoded unitary operation is called a fault-tolerant circuit for \( C \) if for any \( 1 \leq q < p \), \( U_{qp} = \prod_{l=q}^{p} g_{p+q-l} \) maps any subset of \( \mathcal{E} \) to another subset of \( \mathcal{E} \).

This definition of a fault-tolerant circuit may be, however, too strong. In practice, it may be very difficult to find such a code and corresponding circuit. For a practical error model, strongly correlated errors happen with much lower probability than weakly correlated or local ones, so we will focus on local errors. For example, if our codes are stabilizer codes, the error set \( \mathcal{E}_{\text{local}} \) can be spanned by Pauli operators with weight less than \( \lfloor \frac{d-1}{2} \rfloor \), which occur with relatively high probability. If we limit ourselfs to such a high-probability correctable local error set \( \mathcal{E}_{\text{local}} \), then we get a weaker version of the definition of a fault-tolerant circuit:

Definition 2. Given a stabilizer code \([n,k,d] \) with a correctable error set \( \mathcal{E} \) and \( \mathcal{E}_{\text{local}} \), a circuit \( \mathcal{G} \) that realizes an encoded unitary operation is called a fault-tolerant circuit for this code if for any \( 1 \leq l < p \), \( U_{lp} = \prod_{l=q}^{p} g_{p+q-l} \) maps \( \mathcal{E}_{\text{local}} \) to some subset of \( \mathcal{E} \).

Remark 1. According to this definition, the encoded fault-tolerant unitary operation does not necessarily need to be transversal, although the reverse is always true. If a circuit built of gates from \( \mathcal{U}_1 \) is fault-tolerant, then we can decompose its gates into gates from \( \mathcal{U}_2 \), and the new circuit we obtain is also fault-tolerant. So, in the rest of the paper, we assume that the given circuits are composed of gates from \( \mathcal{U}_2 \).

Remark 2. We should mention here that in the following discussion, we only consider circuits that contain no \( \pi/8 \) gates. In other words, we limit ourselves to Clifford circuits, since non-Clifford circuits will cause tremendous complexity. This restriction will be further discussed in Sec. IIIB. Fortunately, fault-tolerant encoded Clifford operations for stabilizer codes are made of Clifford circuits, that do not contain \( \pi/8 \) gates. Encoded non-Clifford operations usually do contain \( \pi/8 \) gates. We will not directly implement encoded non-Clifford operations, but instead make use of magic state distillation, so this is not a serious restriction.
III. FAULT-TOLERANT HOLONOMIC QUANTUM COMPUTATION

To combine the advantages of holonomic quantum computation with fault-tolerant computation techniques, the basic idea is to obtain a holonomy on the code space, which is the ground space of the system Hamiltonian, during an adiabatic evolution. One must make sure that the encoded quantum information is protected by a suitable error-correcting code throughout the Hamiltonian deformation. For simplicity, we assume that error correction is applied at the end of the cyclic adiabatic evolution. However, this may not necessarily be true in practice. We require that an error occurring during the deformation be correctable at the end:

Proposition 1. Given a code \( C \) with a correctable error set \( E \), suppose the initial state is \( |\psi(0)\rangle \in C \), and the deformation of the Hamiltonian is adiabatic. Then, in general, each eigenspace will undergo some transformation. Given a desired encoded operation (in our case, a holonomy) \( \Omega_g \) on the code space, suppose a series of errors \( \{E^{(i)}\} \) occur at times \( t_i \) during the evolution. Then \( \{E^{(i)}\} \) is correctable only if the final state \( |\psi(T)\rangle \approx E^{(f)} \Omega_g |\psi(0)\rangle \), for some \( E^{(f)} \in E \).

In the case when \( \{E^{(i)}\} \) is empty, the statement is obvious. The fault-tolerance of this process is well defined in the case when \( \{E^{(i)}\} \) just has one element, say \( E^{(t)} \). Following the spirit of fault-tolerant quantum computation in the circuit model, we define fault-tolerance for an adiabatic process:

Definition 3. Given a code \( C \), defined by the ground space of an initial Hamiltonian with a correctable error set \( E \), a desired encoded operation (holonomy) \( \Omega_g \), and an initial state \( |\psi(0)\rangle \in C \), the corresponding cyclic adiabatic process is called fault-tolerant if any \( E^{(t)} \in E \) local occurring at time \( t \) leads to a final state \( E^{(f)} \Omega_g |\psi(0)\rangle \) for some \( E^{(f)} \in E \).

Unlike AQC, we need to measure the stabilizer generators and do error correction after a single or multiple cycles of encoded operations. At those points, we turn off the Hamiltonian and apply a standard error correction procedure. If this scheme is robust to low-weight thermal noise, and also evolves slowly enough that the adiabatic error is well below the threshold (which we will examine in some detail in Sec. III-B), then the frequency of error recovery operations can be greatly reduced.

We will show how to construct a fault-tolerant adiabatic process to do a holonomic encoded quantum unitary operation starting from a fault-tolerant circuit, and we will prove that such a process is fault-tolerant by Def. 3.

A. Scheme

Given a stabilizer code with stabilizer group \( S \) for \( n \) qubits (\( 2^n = N \)), we set the system Hamiltonian at the very begin-

\[
H(0) = - \sum_j S_j. \tag{44}
\]

Thus the code space is the ground space of the Hamiltonian with dimension \( K = 2^k \). We deform the Hamiltonian as follows:

\[
H(t) = \sum_j C_j(t) S_j(t) = \sum_j C_j(t) U(t,0) S_j U^\dagger(t,0), \tag{45}
\]

with \( S_j(t) = U(t,0) S_j U^\dagger(t,0) \), and \( [S_i(t), S_j(t)] = 0 \) for all \( i,j \). \( C_j(t) \in [-1,0] \) is the weight of \( S_j(t) \) which is assumed to be controllable. The \( \{S_j(t)\} \) can be viewed as a set of generators of an Abelian group, such as a stabilizer group.

The Hamiltonian also has a spectral decomposition

\[
H(t) = \sum_s \varepsilon_s(t) P_s(t). \tag{46}
\]

Here, the \( \{P_s(t)\} \) are projectors onto the simultaneous eigenspace of all the \( S_j(t) \), with eigenvalues:

\[
\varepsilon_s(t) = \sum_j C_j(t) s_j, \tag{47}
\]

where the labels \( s_j = \pm 1 \) form a vector:

\[
s = \{s_1, s_2 \ldots s_{n-k}\}. \tag{48}
\]

When the Hamiltonian changes, as shown previously in Eq. (19), the ground space will also evolve. This defines a time-dependent code \( C_t \). Let \( P_s(t) = U(t,0) P_s(0) U^\dagger(t,0) \) be the projector onto the ground space of the Hamiltonian \( H(t) \) such that \( s_j = 1 \) for all \( j \). We emphasize that \( U(t,0) \) should be chosen such that

\[
\frac{\partial}{\partial \tau} U(t+t,\tau)|_{\tau=0} P_s(t) \neq 0 \text{ for all } s, \tag{49}
\]

except for a finite set points \( t \), so that the deformation procedure is non-trivial for all eigenspaces.

This method will work only if the adiabatic condition for each eigenspace \( P_s \) is satisfied, so that each eigenspace undergoes some non-trivial holonomy during the cyclic evolution, in case an error takes the system to \( P_s \) during the process. The standard adiabatic condition \( 25 \) can be reformulated for the eigenspace \( P_{s_\alpha} \):

\[
\| P_{s_\alpha}(t) \frac{\partial}{\partial \tau} H(t) P_{s_\alpha}(t) \|_1 \ll K \left( \varepsilon_{s_\alpha}(t) - \varepsilon_{s_\beta}(t) \right)^2 = 0, \text{ for any } \alpha \neq \beta. \tag{50}
\]

This must hold for all \( t \in [0,T] \), where \( \| \cdot \|_1 \) is the trace norm (\( \| A \|_1 = \text{Tr} \sqrt{A^\dagger A} \)). For Hamiltonians of the form in Eq. (15), it is very likely that different \( P_{s}(t) \)’s share the same eigenvalues so the adiabatic condition would not be directly satisfied. We will show later a systematic way to engineer the deformation procedure so that each eigenspace \( P_s(t) \) satisfies this condition during the adiabatic process.
In addition, each eigenspace should undergo the same holonomy to satisfy Prop. 1. Let’s see how it works. Define:

\[
U(t_0)U(t_0) = iQ(t_0),
\]

(51)

where \( Q(t, 0) \) is Hermitian. In order to obtain the same holonomy for each \( P_s \), according to Eq. (57), \( P_s(0)Q(t_0)P_s(0) \) should be related to \( P_s(0)Q(t_0)P_s(0) \) in some way. If we can make \( P_s(0)Q(t_0)P_s(0) \) either equal to the zero matrix or proportional to \( P_s(0) \) for all \( s \), then the character of the horizontal lift of \( P_s(t_0) \) is completely determined by \( U(t_0) \).

Now we are ready to describe the scheme to construct a fault-tolerant adiabatic process for a holonomic unitary operation, starting from a fault-tolerant circuit. First, we divide the time of evolution \([0, T]\) into \( p \) segments. The \( i \)th segment is \([t_{i-1}, t_i]\), and we set \( t_0 = 0 \) and \( t_p = T \). Given a fault-tolerant circuit \( \mathcal{G} \) that realizes an encoded operation \( \Omega_\mathcal{G} = \prod_{i=1}^p g_{p-i+1} \), we can follow the steps listed below:

1. Set \( l = 1 \) and \( t_0 = 0 \).

2. Check the number of \( S_j(t_{i-1}) \) such that \([S_j(t_{i-1}), g_l] \neq 0\). If this number is odd, go to step 3, else go to step 4.

3. For the \( i \)th time segment \([t_{i-1}, t_i]\), choose a unitary operator \( U_i(t_{i-1}, t_i) = g_i(t_{i-1}) \), with \( f_i : [t_{i-1}, t_i] \to [0, 1] \) a monotonic smooth function with boundary conditions \( f(t_{i-1}) = 0 \) and \( f(t_i) = 1 \). We deform the Hamiltonian such that \( H(t) = U_i(t_{i-1}, t_i)H(t_{i-1}, t_i)U_i(t_{i-1}, t_i) \) in the interval \([t_{i-1}, t_i]\). All \( S_j(t_{i-1}) \) are replaced at \( t_i \) by \( S_j(t_i) = g_j S_j(t_{i-1}) g_j^\dagger \), and \( H(t_i) = -\sum_j S_j(t_i) \). Then go to step 5.

4. We need an additional operation to break the degeneracy in this case, in order that the adiabatic condition be satisfied for all \( P_s(t) \). From those \( S_j(t) \) such that \([S_j(t_{i-1}), g_l] \neq 0\), we arbitrarily select one element, say \( S_j(t_{i-1}) \), and change the Hamiltonian to \( H(t_{i-1}) = H(t_{i-1}) + C_0 S_j(t_{i-1}) \). \( C_0 \) is a constant between 0 and 1; we will choose it to be 0.5. This procedure can be done arbitrarily fast, and it will not affect a state entirely contained in any \( P_s \), so we can just set \( t'_{i-1} = t_{i-1} \). We choose \( U_i(t_{i-1}, t_i) = g_i(t_{i-1}) \) in this case, where \( f_i : [t_{i-1}, t_i] \to [0, 1] \) is a monotonic smooth function with boundary conditions \( f(t_{i-1}) = 0 \) and \( f(t_i) = 1 \). At time \( t'_{i} \), the Hamiltonian becomes \( H(t'_{i}) = -\sum_j S_j(t'_{i}) + C_0 S_j(t'_{i}) \) with \( S_j(t'_{i}) = g_i S_j(t_{i-1}) g_i^\dagger \). Then we remove the additional term in the Hamiltonian, leaving \( H(t_i) = -\sum_j S_j(t_i) \), where \( S_j(t_i) = S_j(t'_{i}) \). Again, this can be done arbitrarily fast, so, we can set \( t_i' = t_i \). Go to step 5.

5. If \( l = p \), the process is finished. Else, set \( l = l + 1 \) and go to step 2.

First, we will prove that in the case where no error happens during the adiabatic evolution this process indeed gives an encoded operation \( \Omega_\mathcal{G} \) on the code space. For a circuit \( \mathcal{G} \), we define a set \( \mathcal{F}(\mathcal{G}) = \{Z_m\} \cup \{X_m\} \cup \{Z_m \cdot Z_{m'}\} \), where \( m \) ranges over all qubits in \( \mathcal{G} \) and \( m_1, m_2 \) range over all pairs of qubits shared by any two-qubit gates in \( \mathcal{G} \).

**Theorem 1.** Given a fault-tolerant circuit \( \mathcal{G} \) defined for a stabilizer code \( \mathcal{C} \), with \( \mathcal{E} \supseteq \mathcal{E}_{\text{local}} \supseteq \mathcal{F}(\mathcal{G}) \), then following the steps listed above we can perform a holonomic encoded operation \( \Omega_\mathcal{G} = \prod_{i=1}^p g_{p-i+1} \) for the code space \( P_0 \).

**Proof.** It is easy to check that there is always a finite energy gap between \( P_0(t) \) and any other \( P_s(t) \) during the process. So if we choose the time scale properly, \( P_0(t) \) can always satisfy the adiabatic condition. Consider the \( q \)th step of the implementation. If the \( q \)th gate is single qubit gate, it acts on some qubit \( m \). If it is a two qubit gate, it acts on a pair of qubits \( m_1 \) and \( m_2 \). According to Eq. (51), for the \( q \)th step, we define

\[
iQ(t,q_{q-1}) = P_0(t_{q-1})U_q^\dagger(t,q_{q-1})U_q(t,q_{q-1})P_0(t_{q-1}).
\]

(52)

Assume we are in step 3 (the argument for step 4 is the same with a trivial modification). \( U_q(t,q_{q-1}) \) is chosen to be \( f_q(t) \), where \( g_q \) is one of the gates from \( \mathcal{E}_2 \). \( U_q(t,q_{q-1}) \) can be represented explicitly for this set of gates as follows:

\[
U_q^{R_m}(t,q_{q-1}) = \exp \left(-\frac{\pi}{4} f_q(t) X_m \right),
\]

\[
U_q^{Z_m,Z_{m'}}(t,q_{q-1}) = \exp \left(i\frac{\pi}{4} f_q(t) Z_m Z_{m'} \right),
\]

\[
U_q^{S_m}(t,q_{q-1}) = \exp \left(-i\frac{\pi}{4} f_q(t) Z_m \right),
\]

\[
U_q^{Z_{m'}}(t,q_{q-1}) = \exp \left(-\frac{\pi}{8} f_q(t) Z_m \right).
\]

(53)

Define the code \( \mathcal{C}_{q-1} \) as the ground space of \( H(t_{q-1}) \), i.e., the space projected onto by \( P_0(t_{q-1}) \), and assume \( V_0(t_{q-1}) \) to be the horizontal lift of \( P_0(t_{q-1}) = V_0(t_{q-1})V_0^\dagger(t_{q-1}) \). According to Def. 1 \( \prod \mathcal{E}_2 \), \( g_{q+1} \) maps \( \mathcal{E}_{\text{local}} \) to a subset of \( \mathcal{E} \), which is the correctable error set of our code \( \mathcal{C} \), so it’s easy to check that \( \mathcal{E}_{\text{local}} \) is a correctable error set for code \( \mathcal{C}_{q-1} \), defined by \( P_0(t_{q-1}) \). Since \( \mathcal{F}(\mathcal{G}) \subseteq \mathcal{E}_{\text{local}} \), according to Eq. (39), we could have:

\[
\hat{Q}_m^{R_m}(t,q_{q-1}) = -P_0(t_{q-1})\frac{\pi}{4} \hat{f}_q(t) X_m P_0(t_{q-1}) = \alpha_1(t) P_0(t_{q-1}),
\]

\[
\hat{Q}_m^{Z_m,Z_{m'}}(t,q_{q-1}) = P_0(t_{q-1})\frac{\pi}{4} \hat{f}_q(t) Z_m Z_{m'} P_0(t_{q-1}) = \alpha_2(t) P_0(t_{q-1}),
\]

\[
\hat{Q}_m^{S_m}(t,q_{q-1}) = P_0(t_{q-1})\frac{\pi}{4} \hat{f}_q(t) Z_m P_0(t_{q-1}) = \alpha_3(t) P_0(t_{q-1}),
\]

\[
\hat{Q}_m^{Z_{m'}}(t,q_{q-1}) = P_0(t_{q-1})\frac{\pi}{8} \hat{f}_q(t) Z_m P_0(t_{q-1}) = \alpha_4(t) P_0(t_{q-1}).
\]

(54)

It is easy to see that \( \alpha_r(t) \), \( r = 1, 2, 3, 4 \) are all real. It is necessary to check that, for each step, Eq. (49) is satisfied. We have

\[
P_0(t) = U_q(t,q_{q-1})P_0(t_{q-1})U_q^\dagger(t,q_{q-1}).
\]

(55)
We will just show the case where an $R^x$ gate is applied at the $q$th stage; the calculations for other gates are just the same.

\[
\left[ \frac{\partial}{\partial \tau} U_q^X(t + \tau, t) \right]_{\tau=0}, P_0(t) = -i \frac{\pi}{4} \left[ \tilde{f}_q(t) X_m, P_0(t) \right]
\]

= \frac{-i}{4} U_q^X(t, t_{q-1}) \left[ \tilde{f}_q(t) X_m, P_0(t_{q-1}) \right] U_q^{X_m \dagger}(t, t_{q-1}). \tag{56}

We multiply $P_0(t_{q-1})$ by $[X_m, P_0(t_{q-1})]$ and have

\[
P_0(t_{q-1}) [X_m, P_0(t_{q-1})] = P_0(t_{q-1})(X_m P_0(t_{q-1}) - P_0(t_{q-1}) X_m)
\]

\[
= - P_0(t_{q-1}) \left( \frac{4 \alpha(t)}{\tilde{f}_q(t) \pi} I + X_m \right) \neq 0.
\]

So, $[X_m, P_0(t_{q-1})] \neq 0$, if $X_m \notin \{S_j(t_{q-1})\}$. This is indeed true in this case, since for a well-defined circuit, $X_m \notin \{S_j(t_{q-1})\}$. Otherwise, $P_0(t_{q-1})$ would have no effect at the $q$th stage. Then we have

\[
\left[ \frac{\partial}{\partial \tau} U_q^X(t + \tau, t) \right]_{\tau=0}, P_0(t) \neq 0, \tag{58}
\]

when $\tilde{f}_q(t) \neq 0$.

For any $\hat{O}(t, t_{q-1})$, from Eq. (37) we get

\[
\left[ \frac{\partial}{\partial t} \hat{O}(t, t_{q-1}) \right] = -i \frac{\pi}{4} \left[ \tilde{f}_q(t) \right] \hat{O}(t, t_{q-1}) V_0(t_{q-1}) h(t, t_{q-1})
\]

\[
= -i \alpha(t) h(t, t_{q-1}). \tag{59}
\]

The solution of this equation is:

\[
h(t, t_{q-1}) \propto h(t_{q-1}, t_{q-1}) = I_K. \tag{60}
\]

So the horizontal lift during $[t_{q-1}, t_q]$ is completely determined by $U_q(t, t_{q-1})$ up to an unimportant global phase:

\[
V_0(t) \propto U_q(t, t_{q-1}) V_0(t_{q-1}). \tag{61}
\]

At the end of this step, $V_0(t_q) \propto g_q V_0(t_{q-1})$. From Eq. (27), we could obtain the final state for a given initial state $\psi(0) \in C$:

\[
\psi(T) \propto V(T) V_0^\dagger(0) \psi(0) = \prod_{I=1}^{p} g_{p-I+1} V_0^\dagger(0) \psi(0)
\]

\[
= \Omega_q P_0(0) \psi(0) = \Omega_q \psi(0), \tag{62}
\]

which is the encoded operation we desired. Note that the final Hamiltonian $H_f = \sum_s \varepsilon_s \Omega_s P_s(0) \Omega_s^\dagger = H_1$, so our evolution is cyclic.

\[\square\]

**Remark 3.** Theorem 1 solves the problem stated in Sec. 4 to find a proper path $\lambda$ for given holonomy. Note that the requirement of a fault-tolerant circuit in the implementation is crucial here. If it is not satisfied, the horizontal lift of $P_0(t)$ may not be completely determined by $U_q$ at each step. The condition that $\mathcal{F}(\mathcal{G}) \subset \mathcal{E}_{local}$ is not a very strong restriction. Indeed, it is always satisfied by stabilizer codes with $d \geq 5$, and will generally be satisfied if we start with a fault-tolerant construction. Also note that in principle this theorem is not restricted to Clifford circuits that contain no $\pi/8$ gates. In practice, it is difficult to build the corresponding Hamiltonians constructed in our procedure, because they are hard to represent. The following theorem will show that, in order to make this process fault-tolerant, Clifford circuits are sufficient and preferred.

**B. Fault-Tolerance of the Scheme**

In this section, we will discuss the fault-tolerance of the steps to realize holonomic quantum computation as presented above.

**Theorem 2.** Suppose we are given a fault-tolerant circuit $\mathcal{G}$ defined for a stabilizer code $C$ with $\mathcal{E} \supseteq \mathcal{E}_{local} \supseteq \mathcal{F}(\mathcal{G})$. If $\mathcal{G}$ doesn’t contain $\pi/8$, then by following the steps of the scheme listed in Sec. 4, we will get a fault-tolerant cyclic adiabatic process by the meaning of Def. 3.

**Proof.** Without loss of generality, we assume an error happens at time $t_q$ (the extension of the proof to any time $t$ is trivial). Let $P_0(t_q) = V_0(t_q) V_0^\dagger(0) t_q$ be the projector for the code $C_{t_q}$. Since the circuit we follow is fault-tolerant, $\prod_{t=q+1}^p g_{p-I+1}$ maps $\mathcal{E}_{local}$ to a subset of $\mathcal{E}$, which is a correctable error set of our final code $C$ (since the evolution is cyclic). It is easy to check that $\mathcal{E}_{local}$ is a correctable error set for code $C_{t_q}$. Assuming that $E_{t_q} \in \mathcal{E}_{local}$ is the error that happens at time $t_q$, it can be represented as $E_{t_q} = \sum_{\mu} c_{\mu} E_{p_{\mu}}$, where $\{ E_{p_{\mu}} \}$ is a finite set of operators that spans $\mathcal{E}_{local}$. $\{ E_{p_{\mu}} \}$ can always be chosen to satisfy the following error-correction condition:

\[
P_0(t_q) E_{p_{\mu}} \dagger P_0(t_q) = d_{\mu \nu} P_0(t_q), \tag{63}
\]

where $d_{\mu \nu}$ is a diagonal matrix whose elements are either one or zero. Those $E_{p_{\mu}}$ with $d_{\mu \nu} = 0$ have no effect on the code space. We can always pick $K' = 2^{n-k}$ operators from $\{ E_{p_{\mu}} \}$ with $d_{\mu \nu} = 1$ to form a set $\{ E_{p_{\mu}}^{\alpha} \}$. We can then construct another set of correctable errors with linear combination of element in $E_{p_{\mu}}^{\alpha}$:

\[
F_{\alpha}^{\mu} = \sum_{\mu=1}^{K'} E_{p_{\mu}}^{\alpha} R_{\mu \alpha}, \tag{64}
\]

with some unitary matrix $R$ (such a unitary matrix always exists and is not unique) such that:

\[
F_{\alpha}^{\mu} P(t) F_{\alpha}^{\mu \dagger} = P_{s_\alpha}(t), \tag{65}
\]

It is easy to verify that $\{ E_{p_{\mu}}^{\alpha} \}$ still satisfies the error correction condition:

\[
P_0(t_q) F_{\alpha}^{\mu} F_{\alpha}^{\mu \dagger} P_0(t_q) = d_{\alpha \beta} P_0(t_q). \tag{66}
\]

\[\square\]
Now, $E^{t_q}$ can be represented by: $E^{t_q} = \sum_\beta c_\beta E^{t_q}_\beta$. As long as we can correct each $E^{t_q}_\beta$, we can correct $E^{t_q}$. So we consider these errors individually. If no error happens, according to the Theorem\[ the horizontal lift of $P_0(t)$ is $V_0(t) \propto U(t, 0) V_0(0)$, and the final state is

$$\psi(T) \propto \Omega_s \psi(0),$$  \tag{67}$$

for $\psi(0) \in C$. The state after an error $F^{t_q}_\beta$ occurs is

$$\psi(t_q) \propto F^{t_q}_\beta V_0(t_0) V_0^+(0) \psi(0).$$ \tag{68}$$

According to Eq.\(65\), $F^{t_q}_\beta V_0(t_q)$ represents an orthonormal frame of $P_s(t_q)$.

Next, we prove for $P_s(t), t > t_q$, that the adiabatic condition Eq.\(50\) is satisfied by this scheme. We need consider only a single time segment $[t_q, t_{q+1}]$. Again, we just treat the case of $g_{q+1} = R_m^\beta$ gate; the arguments for the other gates are exactly the same, since the generators of these gates are all Pauli operators. For any $\alpha \neq \beta$,

$$P_s(t) \frac{\partial H(t)}{\partial t} P_s(t) =$$

$$-i \frac{\pi}{4} f_{q+1}(t) \cdot U_{q+1}^\dagger \left(P_s(t) X_m H(t_q) P_s(t_q) U_{q+1}^\dagger \right),$$  \tag{69}$$

where

$$P_s(t) = U_{q+1}^\dagger \left(P_s(t_q) U_{q+1}^\dagger(t_q), t_q\right),$$ \tag{70}$$

for $r = \alpha$ or $\beta$. Define the index set $\mathcal{J} = \{1, 2, \ldots, n - k\}$, and two sets $\mathcal{J} = \{j \in \mathcal{J} | [S_j(t_q), g_{q+1}] \neq 0\}$ and $\mathcal{B} = \mathcal{J} \setminus \mathcal{J}$. We have

$$P_s(t_q) = \prod_{j \in \mathcal{J}} \frac{I + s_{\alpha j} S_j(t_q)}{2} \prod_{j \in \mathcal{B}} \frac{I + s_{\beta j} S_j(t_q)}{2},$$ \tag{71}$$

$\mathcal{G}$ is composed of gates from $\mathcal{H}_2$, whose elements are in the normalizer of $G_n$, so at any stage $q$, $S_j(t_q) \in G_n$. So we have

$$P_s(t_q) X_m H(t_q) P_s(t_q) =$$

$$\varepsilon_s(t_q) X_m \prod_{j \in \mathcal{J}} \frac{I - s_{\alpha j} S_j(t_q)}{2} P_{s^\dagger}(t_q) P_{s_\alpha^\dagger}(t_q) P_{s_\beta^\dagger}(t_q).$$ \tag{72}$$

Similarly, we have

$$P_s(t_q) H(t_q) X_m P_s(t_q) =$$

$$\varepsilon_s(t_q) P_{s^\dagger}(t_q) P_{s_\alpha^\dagger}(t_q) P_{s_\beta^\dagger}(t_q) \prod_{j \in \mathcal{J}} \frac{I - s_{\beta j} S_j(t_q)}{2} X_m.$$ \tag{73}$$

If $s_{\alpha j} \neq s_{\beta j}$ for any $j \in \mathcal{J}$, then Eq.\(72\) and Eq.\(73\) would be zero, and the adiabatic condition is automatically satisfied. For those $s_\alpha$ such that $s_{\alpha j} = s_{\beta j}$ for all $j \in \mathcal{J}$, we have

$$P_s(t_q) X_m H(t_q) P_s(t_q) =$$

$$\varepsilon_s(t_q) X_m \prod_{j \in \mathcal{J}} \frac{I - s_{\alpha j} S_j(t_q)}{2} P_{s_\alpha^\dagger}(t_q) P_{s_\alpha^\dagger}(t_q) P_{s_\beta^\dagger}(t_q),$$ \tag{74}$$

and

$$P_s(t_q) H(t_q) X_m P_s(t_q) =$$

$$\varepsilon_s(t_q) P_{s_\alpha^\dagger}(t_q) P_{s_\alpha^\dagger}(t_q) \prod_{j \in \mathcal{J}} \frac{I + s_{\alpha j} S_j(t_q)}{2} P_{s_\alpha^\dagger}(t_q) P_{s_\alpha^\dagger}(t_q) \frac{I - s_{\beta j} S_j(t_q)}{2} X_m.$$ \tag{75}$$

The above two expressions are nonzero only if $s_{\beta j} = -s_{\alpha j}$ for all $j \in \mathcal{J}$. Therefore, there is only one $\beta$ such that $P_s(t_q) H(t_q) P_{s_\beta^\dagger} = 0$ and hence needs further calculation. For that specific $s_\beta$, we have a simple relation:

$$X_m P_s(t_q) X_m = P_s(t_q).$$ \tag{76}$$

We obtain

$$\left| P_s(t_q) \frac{\partial \hat{h}_s}{\partial t} P_s(t_q) \right|_1 =$$

$$\frac{\pi}{4} f_{q+1}(t) \left| \varepsilon_s(t_q) X_m P_{s_\alpha^\dagger}(t_q) - \varepsilon_s(t_q) P_{s_\alpha^\dagger}(t_q) X_m \right|_1 =$$

$$\frac{\pi}{4} f_{q+1}(t) K \left| \varepsilon_s(t_q) - \varepsilon_{s_\beta}(t_q) \right|.$$ \tag{77}$$

So the LHS of Eq.\(50\) reduces to

$$\frac{\pi}{4} f_{q+1}(t) \left| \varepsilon_s(t_q) - \varepsilon_{s_\beta}(t_q) \right|.$$ \tag{78}$$

If we are in Step 3, since $|\mathcal{J}|$ is odd, we have

$$\left| \varepsilon_s(t_q) - \varepsilon_{s_\beta}(t_q) \right| = \left| - \sum_{j \in \mathcal{J}} 2s_{\alpha j} \right| \geq 2,$$ \tag{79}$$

and if we are in Step 4, because of our operation to break the degeneracy by setting $C_b = 0.5$, we have

$$\left| \varepsilon_s(t_q) - \varepsilon_{s_\beta}(t_q) \right| = \left| - \sum_{j \in \mathcal{J}} 2s_{\alpha j} - s_{\alpha j} \right| \geq 1.$$ \tag{80}$$

If $\frac{\pi}{4} f_{q+1}(t) \ll 1$ is satisfied, which is always possible, then $P_{s_\beta^\dagger}$ satisfies the adiabatic condition for time segment $[t_q, t_{q+1}]$. The same argument can be applied to the rest of the time segments to show that the adiabatic condition can always be satisfied by choosing appropriate functions $f(t)$. 
Now, we can use the evolution equation Eq. (27):

\[ \psi_\beta(T) = V_{s_\beta}(T) V_0(t_q) F^{t_q}_{\beta} F^{t_q}_{\beta} V_0(t_q) V_0(0) \psi(0) \]
\[ = V_{s_\beta}(T) V_0(t_q) V_0(t_q) V_0(0) F^{t_q}_{\beta} F^{t_q}_{\beta} \]
\[ \times V_0(t_q) V_0(t_q) V_0(0) \psi(0) \]
\[ = V_{s_\beta}(T) V_0(0) \psi(0), \]

where the third equality follows from Eq. (66). Here, \( V_{s_\beta}(t) \) is defined as

\[ V_{s_\beta}(t) = U(t, t_q) F^{t_q}_{\beta} V_0(t_q) h(t, t_q), \quad t > t_q, \]

as the horizontal lift of \( P_{s_\beta}(t) \) given initial condition \( V_{s_\beta}(t_q) = F^{t_q}_{\beta} V_0(t_q) \).

Again, we just focus on one time segment \( t \in [t_q, t_{q+1}] \) and the single gate \( R_m \), since the rest are just the same:

\[ \tilde{Q}^{R_m}_{s}(t, t_q) = P_{s_\beta}(t_q) Q^{R_m}_{s}(t, t_q) P_{s_\beta}(t_q) \]
\[ = -\frac{\pi}{4} \tilde{f}_q(t) P_{s_\beta}(t_q) X_m P_{s_\beta}(t_q) = 0. \]

So \( h(t, t_q) = I_K \), and according to Lemma 1

\[ V_{s_\beta}(t) = U(t, t_q) F^{t_q}_{\beta} V_0(t_q) \]

is the only horizontal lift of \( P_{s_\beta}(t) \) for \( t > t_q \). Following Eq. (81), we have

\[ \psi_\beta(T) = U(T, t_q) F^{t_q}_{\beta} V_0(t_q) V_0(0) \psi(0) \]
\[ = F^{T}_{\beta} U(T, t_q) V_0(t_q) V_0(0) \psi(0) \]
\[ = F^{T}_{\beta} \Omega_\gamma \psi(0), \]

where \( F^{T}_{\beta} \) is defined as \( U(T, t_q) F^{t_q}_{\beta} U(T, t_q) \), with \( U(T, t_q) = \prod_{p=0}^{p} g_{p+q-1} \). Since the circuit we follow is fault-tolerant, \( F^{T}_{\beta} \in \mathcal{E} \). Taking dynamic phases into account, if \( E^{\text{dyn}} \) occurs, the final state should be

\[ \psi(T) = \sum_{\beta} c_{\beta} \exp \left( -i \int_{t_1}^{T} \mathcal{E}_{\beta}(t) dt \right) F^{T}_{\beta} \Omega_\gamma \psi(0), \]

so the adiabatic process we propose here is fault-tolerant by the meaning of Def. 3.

\[ \Box \]

Remark 4. We now discuss some details of the adiabatic theorem and its application to our scheme. The traditional version of the adiabatic theorem stated in [25] guarantees that the adiabatic approximation is satisfied with precision \( \delta \leq \epsilon^2 \) during the adiabatic evolution, if the condition

\[ \sup_{t \in [0, T]} \left\| P_{s_\alpha}(t) \frac{\partial}{\partial t} H(t) P_{s_\beta}(t) \right\|_1 \leq \epsilon, \quad \text{for any } \alpha \neq \beta, \]

\[ \inf_{t \in [0, T]} K(s_{\alpha}(t) - s_{\beta}(t))^2 \geq \epsilon, \]

is satisfied (note that \( K = 2^N \) is the dimension of the code space), which is equivalent to:

\[ \sup_{t \in [0, T]} \frac{\pi \tilde{f}_q(t)}{4} \leq \epsilon \]

in our case. However, it is known that this statement is neither sufficient nor necessary, and under certain conditions on the Hamiltonian, we can obtain better results [26, 27]. According to Ref. [27], for a Hamiltonian \( H(\theta)(\theta = t/T) \) that is analytic near \([0, 1] \) in the complex plane, with the absolute value of the imaginary part of the nearest pole being \( \gamma \), and the first \( N \geq 1 \) derivatives at boundaries equal to zero, i.e., \( H^{(i)}(0) = H^{(i)}(1) = 0 \) for \( i < N \), if we set

\[ T = \frac{e}{\gamma} N \xi^2 d_{\text{min}}^3, \]

(\( \cdot \) is standard operator norm, and \( d_{\text{min}} \) is the minimum spectral gap) then the adiabatic approximation error satisfies

\[ \delta_{\text{ad}} \leq (N + 1)^{\gamma+1} e^{-N}, \]

or equivalently,

\[ \delta_{\text{ad}} \leq (cT + 1)^{\gamma+1} e^{-cT}, \]

with \( c = \frac{2\delta^3}{\pi \xi^2} \). This means that we can decrease the adiabatic error exponentially with evolution time \( T \), which is proportional to \( N \). Applying this theorem to our piecewise adiabatic evolution, for the \( q \)th segment, we set \( T_q = t_q - t_{q-1} \) to be \( \frac{\pi \xi}{2N} \), where \( \xi_0 \) is \( \xi \) defined on the \( q \)th time segment, and \( \tilde{f}_q(t) \) is chosen such that a) the boundary condition mentioned above is satisfied, and b) \( H(\theta) \) is analytic near \([0, 1] \). The adiabatic error for an encoded unitary operation composed of \( p \) gates can therefore be bounded by

\[ \delta_{\text{ad}} \leq p \cdot \sup_{t \in [0, T]} \left( c_q T_q + 1 \right)^{\gamma+1} e^{-c_q T_q}. \]

During the adiabatic process, the energy gap between the ground state and any other eigenspace is lower-bounded by 1, and this does not decrease with the size of the problem or the number of levels of code concatenation. Again, we assume the qubits are independently coupled to the thermal environment and the corresponding thermal errors are local and low-weight during certain period of evolution time. Those low-weight thermal excitations will cause transitions from the ground state to higher energy excited spaces. Their rate will
decrease exponentially with the existence of an energy gap \( \delta_{\text{thermal}} \sim O(\exp(-d_{\text{min}})) \), while Eq. (89) shows that the time needed to finish the process grows inversely as the cube of the minimum gap. The system error can be bounded by the sum of these two errors [16]:

\[ \delta_s < \delta_{\text{thermal}} + \delta_{\text{ad}}. \]  

(94)

So, qualitatively, we can make both the adiabatic error and thermal excitation exponentially small with sufficient overhead in processing time. (However see the discussion in Sec. V for possible limitations of this argument.)

Theorem 2 builds an equivalence relation between a fault-tolerant encoded Clifford circuit and a fault-tolerant adiabatic process that gives the same encoded unitary operation. For most stabilizer codes (e.g., Steane code, the surface code, or the C4 code), encoded operations in the Clifford group can all be realized by such fault-tolerant circuits. Standard techniques, like magic state injection and distillation, can realize fault-tolerant encoded non-Clifford gates like the encoded \( \pi/8 \) and encoded Toffoli gates. Magic state distillation can be implemented by fault-tolerant encoded unitary gates from the Clifford group. Thus, this holonomic scheme is universal for fault-tolerant quantum computation.

IV. EXAMPLES

In this section, we apply the procedure developed above to construct adiabatic processes for specific codes. For pedagogical purposes, our first example realizes the encoded \( X \) for the simplest 3-qubit repetition code. Our second example is the 7 qubit Steane code. This example is of practical importance because through concatenation of this simple code, fault-tolerant quantum computation can be achieved when the error rate is lower than the threshold.

A. 3-qubit repetition code

There are two stabilizer generators for this code, as shown below:

| \( S_1 \) | \( S_2 \) |
|---|---|
| \( Z \) | \( I \) |
| \( Z \) | \( Z \) |
| \( I \) | \( Z \) |

The encoded \( X \) operator for this code is \( \overline{X} = X_1X_2X_3 \). The encoded \( X \) gate can be performed by a circuit like \( \overline{X} = R^x_2R^y_1R^z_3R^x_2R^z_3R^x_2 \), so the process takes 6 steps. The initial Hamiltonian is

\[ H(0) = -Z_1Z_2 - Z_2Z_3. \]  

(95)

For the first step of the adiabatic process, we have \( [X_1, Z_1Z_2] \neq 0 \) for \( t \in [0, t_1] \). So the Hamiltonian during that interval is

\[ H(t) = -\cos\left(f_1(t)\frac{\pi}{2}\right)Z_1Z_2 + \sin\left(f_1(t)\frac{\pi}{2}\right)Y_1Z_2 - Z_2Z_3, \]  

(96)

with \( H(t_1) = Y_1Z_2 - Z_2Z_3 \). In the second step, for \( t \in [t_1, t_2] \), the Hamiltonian is:

\[ H(t) = \cos\left(f_2(t)\frac{\pi}{2}\right)Y_1Z_2 + \sin\left(f_2(t)\frac{\pi}{2}\right)Z_1Z_2 - Z_2Z_3, \]  

(97)

with \( H(t_2) = Z_1Z_2 - Z_2Z_3 \). In the third step, we see that \( [X_2, Z_1Z_2] \neq 0 \) and \( [X_2, Z_2Z_3] \neq 0 \), which implies that there might exist a \( P_4 \) that doesn’t satisfy the adiabatic condition. Actually, as shown on the left side of Fig. 3 we have

\[ \{s_1 = 1, s_2 = 1\} \quad \{s_1 = 1, s_2 = -1\} \quad \{s_1 = -1, s_2 = 1\} \quad \{s_1 = -1, s_2 = -1\} \]

\[ \{s_1 = 1, s_2 = -1\} \quad \{s_1 = -1, s_2 = 1\} \quad \{s_1 = -1, s_2 = -1\} \]

\[ \{s_1 = 1, s_2 = 1\} \quad \{s_1 = 1, s_2 = 1\} \]

FIG. 3: The variation of the energy diagram at the beginning of the third and fourth step to break the degeneracy of space \( \{s_1 = 1, s_2 = -1\} \) and \( \{s_1 = -1, s_2 = 1\} \).

\[ [P_{s(1,-1)}(t_2) + P_{s(-1,1)}(t_2), X_2] = 0, \]  

which means both \( P_{s(1,-1)}(t_2) \) and \( P_{s(-1,1)}(t_2) \) will not satisfy the adiabatic condition during the evolution if we do not break this degeneracy. Following the scheme in Sec. IIIA we alter the Hamiltonian at \( t_2 \) to be \( H(t_2) = Z_1Z_2 - 0.5Z_2Z_3 \). The corresponding energy diagram is shown on the right side of Fig. 3. Then we vary the Hamiltonian in the following way for \( t \in [t_2, t_3] \):

\[ H(t) = \cos\left(f_3(t)\frac{\pi}{2}\right)Z_1Z_2 - \sin\left(f_3(t)\frac{\pi}{2}\right)Z_1Y_2 - 0.5\cos\left(f_3(t)\frac{\pi}{2}\right)Z_2Z_3 + 0.5\sin\left(f_3(t)\frac{\pi}{2}\right)Y_2Z_3, \]  

(98)

with \( H(t_3) = -Z_1Y_2 + Y_2Z_3 \). We continue to break the degeneracy in the fourth step, since \( X_2 \) again does not commute with both \( P_{s(1,-1)}(t_3) \) and \( P_{s(-1,1)}(t_3) \). So for \( t \in [t_3, t_4] \), the Hamiltonian is:

\[ H(t) = -\cos\left(f_4(t)\frac{\pi}{2}\right)Z_1Y_2 - \sin\left(f_4(t)\frac{\pi}{2}\right)Z_1Z_2 + 0.5\cos\left(f_4(t)\frac{\pi}{2}\right)Y_2Z_3 + 0.5\sin\left(f_4(t)\frac{\pi}{2}\right)Z_2Z_3, \]  

(99)

with \( H(t_4) = -Z_1Y_2 + 0.5Z_2Z_3 \), which can then be restored to \( H(t_4) = -Z_1Z_2 + Z_2Z_3 \). The fifth and sixth steps are just like the first and the second steps. The final Hamiltonian is \( H(T = t_6) = -Z_1Z_2 - Z_2Z_3 \), which is equal to the initial Hamiltonian, and we obtain our geometric encoded \( X \) operation.
The encoded $Z$ operator for this code is $Z = Z_1 Z_2 Z_3$. However, we cannot use our scheme to build the adiabatic process according to this circuit, since $Z_1$, $Z_2$ and $Z_3$ all commute with the initial Hamiltonian $H(0)$. We can see that for this simple code, there doesn’t exist an $\mathcal{E}$ that includes $\{Z_1, Z_2, Z_3\}$, so the conditions for both Theorem 1 and Theorem 2 are not satisfied.

B. The Steane code

Fault-tolerant quantum computation can be realized through concatenation of Steane code. In our scheme, we only apply our scheme at the bottom level of concatenation. For higher levels, encoded unitary operations and error correction are done in the usual way. By doing so, we keep the constant energy gap between the ground space and error spaces and thus maintain the ability to suppress low weight thermal errors, and we can bound the weight of terms in the system Hamiltonian. One set of generators of the stabilizer group of the Steane code is listed below:

| $j$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|-----|---|---|---|---|---|---|---|
| $S_1$ | $X$ | $I$ | $X$ | $X$ | $I$ | $X$ | $I$ |
| $S_2$ | $I$ | $X$ | $X$ | $I$ | $X$ | $X$ | $I$ |
| $S_3$ | $X$ | $I$ | $X$ | $X$ | $I$ | $X$ | $I$ |
| $S_4$ | $Z$ | $I$ | $Z$ | $I$ | $Z$ | $I$ | $Z$ |
| $S_5$ | $I$ | $Z$ | $I$ | $Z$ | $I$ | $Z$ | $I$ |
| $S_6$ | $Z$ | $I$ | $Z$ | $I$ | $Z$ | $I$ | $Z$ |

The circuits for the encoded Hadamard, encoded $S$ and encoded $X$ and $Z$ gates are all bit-wise transversal, and thus naturally fault-tolerant. Note that each Hadamard can be decomposed into $SR^z S$ up to a global phase. The geometric realizations of such gates are similar to that of the encoded $X$ for the 3-qubit repetition code shown above. So in this section we focus on the CNOT gate.

1. CNOT Gate

For the Steane code, the fault-tolerant encoded CNOT$_{1\rightarrow 2}$ (control qubit encoded in block 1, target qubit encoded in block 2) can be realized transversally between two blocks of qubits. We illustrate our scheme for one pair of qubits from the two blocks, all the other operations are the same. The initial Hamiltonian $H(0)$ can be written as $-\sum_{j=1}^{7} (S_j^+ + S_j^-)$, where $S_j^+$ is the $j$th generator for the $j$th block. Each physical CNOT can be decomposed into

$$
\text{CNOT} = R^{z z} S = R^{z z} S
$$

up to a global phase.

As we can see, there are nine gates in the circuit. The transformation of the first and last four single qubit gates has been discussed before. We will just show the Hamiltonian during time interval $[t_4, t_5]$ when the two-qubit gate is performed.

The Hamiltonian at time $t_4$ can be shown to be:

$$
H(t_4) = -\sum_{j=1}^{7} S_j^1 - S_2^2 - S_5^2 - Z_1^2 X_3^2 X_4^2 X_6^2 - Z_1^2 X_3^2 X_5^2 X_7^2 - Y_1^2 Z_3^2 Z_4^2 Z_6^2 - Y_1^2 Z_3^2 Z_5^2 Z_7^2.
$$

(100)

For an $R^{zz}$ gate acting on qubit 1 in both blocks, we have $[Z_1^2 Z_2^2 X_1^4 X_4^4 X_6^4 X_7^4 X_8^4 X_9^4] \neq 0$, $[Z_1^2 Z_2^2 X_1^4 X_4^4 X_6^4 X_7^4 X_8^4 X_9^4 X_10^4] \neq 0$ and $[Z_1^2 Z_2^2 Y_1^2 Z_3^2 Z_4^2 Z_5^2 Z_6^2] \neq 0$ for $t \in [t_4, t_5]$, so the Hamiltonian during this interval can be chosen to be:

$$
H(t) = -\sum_{j=1}^{7} S_j^1 - S_2^2 - S_5^2 - Z_1^2 X_3^2 X_4^2 X_6^2 - Z_1^2 X_3^2 X_5^2 X_7^2 - \cos\left(\frac{f_5(t) \pi}{2}\right) X_1^2 X_3^2 X_4^2 X_6^2 + \sin\left(\frac{f_5(t) \pi}{2}\right) Y_1^2 X_3^2 X_4^2 X_6^2 Z_1^2
$$

$$
- \cos\left(\frac{f_5(t) \pi}{2}\right) X_1^2 X_3^2 X_4^2 X_7^2 + \sin\left(\frac{f_5(t) \pi}{2}\right) Y_1^2 X_3^2 X_4^2 X_7^2 Z_1^2
$$

$$
- \cos\left(\frac{f_5(t) \pi}{2}\right) Y_1^2 Z_3^2 Z_4^2 Z_6^2 - \sin\left(\frac{f_5(t) \pi}{2}\right) Z_1^2 X_3^2 Z_4^2 Z_6^2 Z_7^2
$$

$$
- 0.5 \cos\left(\frac{f_5(t) \pi}{2}\right) Y_1^2 Z_3^2 Z_4^2 Z_6^2 Z_7^2
$$

$$
- 0.5 \sin\left(\frac{f_5(t) \pi}{2}\right) Z_1^2 X_3^2 Z_4^2 Z_6^2 Z_7^2,
$$

(101)

with

$$
H(t_5) = -\sum_{j=1}^{7} S_j^1 - S_2^2 - S_5^2 - Z_1^2 X_3^2 X_4^2 X_6^2 - Z_1^2 X_3^2 X_5^2 X_7^2 + Y_1^2 X_3^2 X_4^2 X_7^2 + Y_1^2 X_3^2 X_5^2 X_7^2 Z_1^2
$$

$$
- Z_1^2 X_3^2 Z_4^2 Z_6^2 Z_7^2 - Z_1^2 X_3^2 Z_4^2 Z_6^2 Z_7^2.
$$

(102)

After all nine gates have been performed, the Hamiltonian will be:

$$
H(T_1) = -\sum_{j=1}^{7} (S_j^1 + S_j^-)
$$

$$
- X_1^1 X_3^1 X_4^1 X_6^1 X_7^1
$$

$$
- Z_1^1 Z_3^1 Z_4^1 Z_6^1 Z_7^1.
$$

(103)

After repeating this procedure on all 7 pairs of qubits, the
The maximum weight of any term is 6. This Hamiltonian is equal to the following form:

\[
H(T_3) = -X_1^4 X_2^4 X_3^4 X_4^4 X_5^4 X_6^4 - X_1^2 X_2^2 X_3^2 X_4^2 X_5^2 X_6^2 - X_1^4 X_2^4 X_3^4 X_4^4 X_5^4 X_6^4 - Z_1^4 Z_2^4 Z_3^4 Z_4^4 Z_5^4 Z_6^4
- X_2^2 X_3^2 X_4^2 X_5^2 X_6^2 X_7^2
- X_1^4 X_2^4 X_3^4 X_4^4 X_5^4 X_6^4 - Z_1^4 Z_2^4 Z_3^4 Z_4^4 Z_5^4 Z_6^4 - Z_1^2 Z_2^2 Z_3^2 Z_4^2 Z_5^2 Z_6^2
- Z_1^4 Z_2^4 Z_3^4 Z_4^4 Z_5^4 Z_6^4 - Z_1^2 Z_2^2 Z_3^2 Z_4^2 Z_5^2 Z_6^2
- Z_1^2 Z_2^2 Z_3^2 Z_4^2 Z_5^2 Z_6^2 Z_7^2
\]

(107)

which again has maximum weight of 6. Note that the transition between these two Hamiltonian representations can be arbitrarily fast, since they are equal. Then, if we perform the remaining four transversal CNOTs by an adiabatic process, the final Hamiltonian will return to the initial one represented by \(H(T) = -\sum_j S_j^z + S_j^x\). During the whole process, the maximum weight of terms in the Hamiltonian is reduced from 8 to 6. The weight does not increase when the codes are concatenated, since we just apply our scheme to the bottom level of concatenation and do higher levels operations in their usual way. So we can realize HQC fault-tolerantly with maximum Hamiltonian weight 6 while keeping the constant energy gap. For a small code like the Steane code, this may be the best we can do. For larger block codes, especially for topological codes like the surface code, it is very likely that the weight of the Hamiltonian terms during the adiabatic process can be well bounded.

V. SUMMARY AND CONCLUSION

We have described a scheme for fault-tolerant HQC on a stabilizer code, which takes advantage of a constant energy gap during the process as well as of the intrinsic resilience of HQC. We've shown that from a fault-tolerant circuit without \(\pi/8\) gates, we can systematically construct a fault-tolerant adiabatic process that implements the very same encoded unitary operation as the original circuit, with information encoded in the ground state of the system Hamiltonian. As long as we can realize holonomic versions of gates in the Clifford group, we can implement fault-tolerant universal quantum computation by using magic state distillation.

Holonomic single-qubit operation has been recently realized on trapped single \(^{40}\text{Ca}^+\) ion system through adiabatic evolution \([31]\). Theoretical work on non-adiabatic non-abelian HQC has also been proposed \([32]\), and corresponding experiments have recently been realized in superconducting qubits \([33]\) and NMR \([34]\). Applying our strategy to actual physical systems will need certain techniques, like quantum gadgets \([29,30]\) or the digital quantum simulator \([28]\), to build the many-body interactions. If the system Hamiltonian is built in one of these effective ways, rather than being fundamental, it may dramatically change the local error model we have assumed. This effect needs further investigation.

Our fault-tolerant HQC scheme differs from adiabatic gate teleportation (AGT) \([35]\), and the scheme in Refs. \([14,15]\), in

\[
H(T) = -X_1^4 X_2^4 X_3^4 X_4^4 X_5^4 X_6^4 - X_1^2 X_2^2 X_3^2 X_4^2 X_5^2 X_6^2 - X_1^4 X_2^4 X_3^4 X_4^4 X_5^4 X_6^4 - Z_1^4 Z_2^4 Z_3^4 Z_4^4 Z_5^4 Z_6^4 - X_2^2 X_3^2 X_4^2 X_5^2 X_6^2 X_7^2
- X_1^4 X_2^4 X_3^4 X_4^4 X_5^4 X_6^4 - Z_1^4 Z_2^4 Z_3^4 Z_4^4 Z_5^4 Z_6^4 - Z_1^2 Z_2^2 Z_3^2 Z_4^2 Z_5^2 Z_6^2
- Z_1^4 Z_2^4 Z_3^4 Z_4^4 Z_5^4 Z_6^4 - Z_1^2 Z_2^2 Z_3^2 Z_4^2 Z_5^2 Z_6^2
- Z_1^2 Z_2^2 Z_3^2 Z_4^2 Z_5^2 Z_6^2 Z_7^2
\]

(104)
the following ways: 1. Instead of focusing on single qubit unitary operations or two-qubit unitary operations, our scheme obtains holonomy through directly dragging the ground space (code space) of the system, whose path in the Grassmann manifold forms a closed loop. 2. During the adiabatic procedure, the energy spectrum of system basically remains the same, and there always exists an energy gap between the code space and the excited spaces, so that information is protected from low weight thermal excitation by an energy gap.

There are several advantages over other schemes here. We can reduce the low-weight error rate at the bottom level of code concatenation due to the existence of an energy gap, so that the frequency of error correction procedure can be greatly reduced at bottom physical level. The measurement of stabilizer generators and subsequent error correction can themselves introduce more errors, and this is one of the reasons why thresholds for current fault-tolerant schemes are so low. Moreover, the number of physical qubits needed in a fault-tolerant scheme is strongly dependent on the error rate at the physical level. Error rates substantially smaller than the threshold allow much smaller numbers of physical qubits. Eventually, our scheme may reduce the resource overhead needed to do fault-tolerant quantum computation.

On the other hand, our scheme seems naturally compatible with Hamiltonian-protected quantum memories [36], and has the potential to do fault-tolerant computation based on those kind of memories, especially those with self-correcting ability [37] [38]. No dynamical method seems capable of manipulating the topological degrees of freedom encoded in the ground space of these memory in the presence of a system Hamiltonian, as far as we know, since they would introduce terms that do not commute with the system Hamiltonian. However, our method of locally deforming these Hamiltonians could potentially do quantum computation on such systems. We conjecture that during this kind of local deformation procedure, the system will keep its self-correction capability in a thermal environment while quantum computation is implemented. This interesting topic requires further investigation, and may open a new way of studying quantum computer architecture.

We note that this method to construct fault-tolerant HQC is basically a serial procedure from gate to gate. For circuits with large depth, we could investigate the possibility of parallel operation. For large block codes or topological codes, such parallelization can be done, and is crucial in practice. We hope to apply our method to fault-tolerant schemes based on large block codes and topological codes, which may have higher thresholds than fault-tolerant schemes that concatenate small codes. Very likely, the maximum weight of the Hamiltonian terms used to describe topological codes during adiabatic evolution will be small and well bounded.
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