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Abstract. The mapping of galaxy clustering from real space to redshift space introduces the anisotropic property to the measured galaxy density power spectrum in redshift space, known as the redshift space distortion (RSD) effect. The mapping formula is intrinsically non-linear, which is complicated by the higher order polynomials due to indefinite orders of cross correlations between density and velocity fields, and the Finger–of–God (FoG) effect due to the randomness of the galaxy peculiar velocity field. In previous works, we have verified the robustness of advanced TNS mapping formula in our hybrid RSD model in dark matter case, where the halo bias models are not taken into account for the halo mapping formula in redshift space. Using 100 realizations of halo catalogs in N-body simulations, we find that our halo RSD model with the known halo bias model and the effective FoG function accurately predicts the halo power spectrum measurements, within 1~2% accuracy up to $k \sim 0.2h\text{Mpc}^{-1}$, depending on different halo masses and redshifts.
1 Introduction

Since the discovery of cosmic acceleration a couple of decades ago [1, 2], it remains as an unresolved issue to explain its physical cause. Many theoretical models have been proposed to resolve the problem, and those can be classified into two different kinds of models. One is dark energy model in which the unknown energy component is added, and the other is modified gravity model in which the gravitational physics based upon Einstein’s relativity theory is modified at cosmological scales [3–12]. Although the cosmic distances are precisely measured with multiple experiments in these days, both different models are not distinguishable exploiting those cosmic distances alone. When the growth functions are additionally observed, the mass screening effect caused by modified gravity can be probed. Then we are able to exclude either theoretical models to explain the cosmic acceleration [13–28].

We pay attention to redshift space distortion (hereafter RSD) observation of large scale structure as a promising tool to probe both cosmic expansion and growth functions simultaneously. The anisotropic features of correlation function along the line of sight are caused by peculiar motion of galaxies [29–34]. The careful analysis on this feature provides the information of structure formation [35–47]. The same observation is also known to probe cosmic expansion history precisely through the method of baryon acoustic oscillation [48–58] and Alcock-Paczynski test [59–61]. Thus we are able to observe two key cosmological observations exploiting one single observation of RSD. However the accurate and precise theoretical prediction of RSD is extremely difficult due to the contamination caused by the unknown non–linear physics, the indefinite higher order polynomials in the RSD mapping formula and the random velocity effects [31, 62–99].
We have made efforts to provide more accurate RSD theoretical models recently. Being different from the conventional belief, higher order polynomials such as trispectrum related term should be included for the high precision experiment such as DESI, EUCLID and PFS. Based upon this RSD mapping formula, the hybrid RSD model has been proposed in our previous work, which was verified using particle simulations. We extend our previous study into halo case in this manuscript. The halo catalogs are generated using the same particle simulations which are used to test the hybrid RSD model previously.

Halo bias is the key issue to be resolved in this manuscript. It consists of two parts, halo velocity bias $b_v$ and halo density bias $b_h$. Prior to this study, the detailed investigation on halo velocity bias has been made. In authors provided an accurate fitting formula of $b_v$ at $k \leq 0.25 \, h \, \text{Mpc}^{-1}$, valid for various halo mass bins at different redshifts. By calculating through this formula, we find no significant halo velocity biases for our analyzed halo catalogs at targeting scales. Thus we could approximately set $b_v = 1$ and use the measured dark matter velocity field to directly represent the halo velocity field. Furthermore, in practical data analysis, galaxy distribution is fitted with the theoretical galaxy density bias model. We will apply the density bias model developed by to describe the halo distribution. As we will see, this model accurately predicts the two–point halo clustering from the measured dark matter clustering. Although the prediction of linear bias model fails for the higher order polynomial calculation in the RSD model, the alternative resolution of the effective FoG function is suggested to minimize this contamination to at the scale of $k < 0.2 \, h \, \text{Mpc}^{-1}$.

The paper is organized as follows. In section 2, we introduce our halo RSD mapping formula, halo density and velocity bias models for the test. In section 3 we first test the halo mapping formula against halo catalogs and prove its accuracy. Then we combine the mapping formula with halo density and velocity bias models and test the halo RSD model against halo catalogs. The conclusions and discussions are given in section 4.

2 Theoretical RSD model for halo clustering

Understanding the halo clustering in redshift space is a key stepstone towards theoretically describing the observed galaxy clustering in the Universe. In our previous work, the RSD model for dark matter clustering in redshift space was studied in detail. The model has been proved to accurately reconstruct the linear growth rate within 1% at $k < 0.18 \, h \, \text{Mpc}^{-1}$ for simulations of different cosmologies with different Hubble parameters. This theoretical RSD model will be applied to the halo clustering case in this manuscript. We will describe the RSD model in this section. Besides, the halo density bias model and halo velocity bias model adopted in this paper will be presented as well.

2.1 The advanced TNS model for halos

Matter distribution in the universe is inhomogeneous at small scales. The gravitational attraction arising from this inhomogeneity perturbs galaxies and causes their motions deviating from the Hubble flow. These deviations, named peculiar velocities of galaxies, disturb the galaxy redshifts and hence the galaxy distribution in redshift space in an anisotropic way. This induces anisotropic properties in galaxy clustering statistics in redshift space, such as galaxy power spectrum and bispectrum (two– and three–point correlation function).

If the galaxies are observed in redshift space by a sufficiently distant observer, the plane parallel approximation is applicable for transformation from real space position $r$ to redshift.
space position \( s \) of a galaxy,
\[
s = r + \frac{v \cdot \hat{z}}{a(z)H(z)} \hat{z},
\]
where \( \hat{z} \) denotes a directional unit vector of the line of sight, and \( v \cdot \hat{z} \) represents the physical velocity component along the \( \hat{z} \) direction. The expansion scale factor and Hubble parameter at the given redshift \( z \) are denoted as \( a(z) \) and \( H(z) \) respectively. The mass in the given unit volume is conserved in both real and redshift spaces, which formulates the transformation between two spaces as \((1 + \delta(r))d^3r = (1 + \delta(s))d^3s\). The power spectrum observed in the redshift space is then given by [73],
\[
P^{(S)}(k, \mu) = \int d^3x e^{i k \cdot x} \langle e^{i j_1 A_1 A_2 A_3} \rangle,
\]
in which we define
\[
\begin{align*}
    j_1 &\equiv -i k \mu, \\
    A_1 &\equiv u_z(r) - u_z(r'), \\
    A_2 &\equiv \delta(r) + \nabla_z u_z(r), \\
    A_3 &\equiv \delta(r') + \nabla_z u_z(r'),
\end{align*}
\]
where \( x \) and \( u \) are defined by \( x \equiv r - r' \) and \( u \equiv -v/(aH) \). \( u_z \) is the radial direction component of \( u \). \( \mu \) denotes the cosine of the angle between \( k \) and the line of sight.

Firstly we revise the dark matter RSD modelling in [95]. Eq. (2.2) is a non-linear convolution of density and velocity field. The pairwise velocity field, \( A_1 \), when expanded from the exponent, produces an indefinite series of higher-order polynomials, illustrating that non-linear mapping induces non-perturbative non-Gaussian corrections in the two-point statistics. We rewrite the integrand of eq. (2.2) in terms of the connected moments (cumulants), using the following relation:
\[
\langle e^{j_1 A_1 + j_2 A_2 + j_3 A_3} \rangle = \exp \left[ \langle e^{j_1 A_1} \rangle \langle e^{j_2 A_2} \rangle \langle e^{j_3 A_3} \rangle \right].
\]
Here, the ensemble \( \langle \cdots \rangle_c \) stands for the cumulant. In the above, taking the derivative twice with respect to the variables \( j_2 \) and \( j_3 \) and then setting them to zero, we obtain [73]
\[
\langle e^{j_1 A_1} A_2 A_3 \rangle = \exp \left\{ \left[ \langle e^{j_1 A_1} \rangle \right] \left[ \langle e^{j_1 A_1} A_2 A_3 \rangle_c + \langle e^{j_1 A_1} A_2 \rangle_c \langle e^{j_1 A_1} A_3 \rangle_c \right] \right\}.
\]
Then eq. (2.2) is recast as
\[
P^{(S)}(k, \mu) = \int d^3x e^{i k \cdot x} \exp \left\{ \left[ \langle e^{j_1 A_1} \rangle \right] \left[ \langle e^{j_1 A_1} A_2 A_3 \rangle_c + \langle e^{j_1 A_1} A_2 \rangle_c \langle e^{j_1 A_1} A_3 \rangle_c \right] \right\}.
\]
The Finger-of-God (FoG) related term \( \exp \left\{ \langle e^{j_1 A_1} \rangle \right\} \) could be separated into two parts by its dependence on the separation vector \( x \) [88, 95]. The “one-point” part \( D^{\text{FoG}}_{1pt} \) consists of only one-point velocity cumulants. It is moved outside the integral and represents the overall FoG term of the RSD model. The “correlated” part \( D^{\text{FoG}}_{\text{corr}} \) includes auto velocity correlations. It will be Taylor expanded together with \( \langle e^{j_1 A_1 A_2 A_3} \rangle_c + \langle e^{j_1 A_1 A_2} \rangle_c \langle e^{j_1 A_1 A_3} \rangle_c \).

RSD effect shows a 2-dimensional cylindrically symmetric anisotropy depending on \( k \) and \( \mu \). It is natural to perturbatively expand the formula in terms of \( j_1 = -ik \mu \). This perturbative approach is assumed to be applicable up to quasi-linear regime, and the truncation is made in a consistent order in terms of \( j_1 \). We proved in [95, 96] that, if we truncate the expansion at the second order of \( j_1 \), the dark matter mapping formula is accurate.
within 2% at \( k < 0.2 \, h \text{ Mpc}^{-1} \), and it could reconstruct the linear growth rate within 1% at \( k < 0.18 \, h \text{ Mpc}^{-1} \). The perturbed expression of \( P^{(S)}(k, \mu) \) has only one free parameter, the line-of-sight velocity dispersion \( \sigma_z^2 \), and it is given by

\[
P^{(S)}(k, \mu) = D_{\text{FoG}}(k \mu \sigma_z) P_{\text{perturbed}}(k, \mu) = D_{\text{FoG}}(k \mu \sigma_z) \left[ P_{\delta \delta} + 2 \mu^2 P_{\delta \theta} + \mu^4 P_{\theta \theta} + A(k, \mu) + B(k, \mu) + F(k, \mu) + T(k, \mu) \right],
\]  

(2.5)

in which

\[
A(k, \mu) = j_1 \int d^3 x \, e^{i k \cdot x} \langle A_1 A_2 A_3 \rangle_c, \\
B(k, \mu) = j_1^2 \int d^3 x \, e^{i k \cdot x} \langle A_1 A_2 \rangle_c \langle A_1 A_3 \rangle_c, \\
F(k, \mu) = -j_1^2 \int d^3 x \, e^{i k \cdot x} \langle u_z u_z' \rangle_c \langle A_2 A_3 \rangle_c, \\
T(k, \mu) = \frac{1}{2} j_1^2 \int d^3 x \, e^{i k \cdot x} \langle A_1^2 A_2 A_3 \rangle_c.
\]  

(2.6)

The FoG term \( D_{\text{FoG}} \) could be approximated by a Gaussian function, whose validity was proved in simulations \[95\],

\[
D_{\text{FoG}}(k \mu \sigma_z) = \exp \left( -k^2 \mu^2 \sigma_z^2 \right).
\]  

(2.7)

In this paper, the RSD model for halo clustering is formulated exploiting the same perturbative approach as for dark matter clustering. The density fluctuation \( \delta_h \) and velocity divergence \( \theta_h \) for halos are substituted to eq. (2.5) and \( P^{(S)}_h(k, \mu) \) for halos is given by,

\[
P^{(S)}_h(k, \mu) = D_{\text{FoG}}(k \mu \sigma_{z,h}) P_{\text{perturbed},h}(k, \mu) = D_{\text{FoG}}(k \mu \sigma_{z,h}) \left[ P_{\delta \delta} + 2 \mu^2 P_{\delta \theta} + \mu^4 P_{\theta \theta} + A_h(k, \mu) + B_h(k, \mu) + F_h(k, \mu) + T_h(k, \mu) \right].
\]  

(2.8)

We will test three functional forms to formulate \( D_{\text{FoG}}(k \mu \sigma_{z,h}) \), namely,

\[
D_{\text{FoG}}(k \mu \sigma_{z,h}) = \begin{cases} 
\exp \left( -k^2 \mu^2 \sigma_{z,h}^2 \right) & \text{Gaussian}, \\
\left( 1 + k^2 \mu^2 \sigma_{z,h}^2 \right)^{-1} & \text{Lorentzian}, \\
\left( 1 + k^2 \mu^2 \sigma_{z,h}^2/2 \right)^{-2} & \text{Squared Lorentzian},
\end{cases}
\]  

(2.9)

where \( \sigma_{z,h} \) is set to be a free parameter. This effectively allows more degrees of freedom in the FoG modelling.

The accuracy of eq. (2.8) will be tested in section 3.1. After this, we will combine the mapping formula with robust halo bias models introduced in section 2.2. This complete RSD model will be introduced and tested in section 3.2.

### 2.2 Halo density and velocity bias model

In order to describe the relation between halo and dark matter density fields, we utilize a non-linear and non-local halo density bias model \( \delta_h = \delta_h(\delta) \). This model was developed in [109] and has been used in observational data analysis (e.g. [110, 111]).
Following definitions of [109] and [110], we expand the halo density field $\delta_h(x)$ in terms of the dark matter density field $\delta(x)$ and its tidal tensor field $s(x)$,

$$
\delta_h(x) = b_1 \delta(x) + \frac{1}{2} b_2 \delta^2(x) - \sigma_2 + \frac{1}{2} b_{s2} |s(x)|^2 - \langle s^2 \rangle + \text{higher order terms}.
$$

(2.10)

Here $s(x) = s_{ij}(x)s_{ij}(x)$, with $s_{ij}(x) = \partial_i \partial_j \Phi(x) - \delta_{ij} \delta^2(x)$. $\Phi(x)$ is the gravitational potential. $b_1$ is the linear bias parameter, $b_2$ is the second-order local bias parameter and $b_{s2}$ is the second-order non-local bias parameter. The terms $\sigma_2$ and $\langle s^2 \rangle$ are introduced to ensure the condition $\langle \delta_h \rangle = 0$.

In Fourier space, eq. (2.10) turns out to be [109, 110],

$$
\delta_h(k) = b_1 \delta(k) + \frac{1}{2} b_2 \int \frac{dq}{(2\pi)^3} \delta(q) \delta(k-q) + \frac{1}{2} b_{s2} \int \frac{dq}{(2\pi)^3} \delta(q) \delta^2(k-q) S_2(q, k-q) + \text{higher order terms},
$$

(2.11)

with

$$
S_2(k_1, k_2) = \frac{(k_1 \cdot k_2)^2}{(k_1 k_2)^2} - \frac{1}{3}.
$$

(2.12)

To be complete up to one-loop order, $P_{\delta_h \theta_h}$, the cross-power spectrum between halo density and velocity fields , and $P_{\delta_h \delta}$, the cross-power spectrum between halo density and dark matter density fields , are separately expressed as

$$
P_{\delta_h \theta_h}(k) = b_v P_{\delta \theta}(k) = b_v \left( b_1 P_{\delta \theta}(k) + b_2 P_{\delta \theta}(k) + b_{s2} P_{\delta s2}(k) + b_{3nl} \sigma_3^2(k) P_m(k) \right),
$$

(2.13)

$$
P_{\delta_h \delta}(k) = b_1 P_{\delta \delta}(k) + b_2 P_{\delta \delta}(k) + b_{3nl} \sigma_3^2(k) P_m(k) .
$$

(2.14)

Here $\theta_h = b_v \theta$ with $b_v$ being the halo velocity bias, $b_{3nl}$ is the third-order non-local bias parameter which contributes to the second-order corrections in the power spectrum, and $P_m$ is the linear dark matter power spectrum. For simplicity, we will assume that the density bias is local in Lagrangian space. This implies that the non-local bias parameters could be related to the linear bias parameter as [112–114],

$$
b_{s2} = -\frac{4}{7} (b_1 - 1), \quad b_{3nl} = \frac{32}{315} (b_1 - 1).
$$

In the above formulas, $P_{\delta \theta}$ and $P_{\delta \delta}$ are the dark matter density-velocity cross-power spectrum and density-density auto-power spectrum respectively. They will be directly measured from simulations in the following tests. The other power spectrum ingredients in the above formulas will be evaluated using linear perturbation theory, and their expressions are presented in Appendix A.

As will be described in section 3.2.1, $P_{\delta_h \delta_h}$, the measured halo density auto-power spectrum from simulations, could be decomposed into two parts,

$$
P_{\delta_h \delta_h} = P_{\delta_h \delta_h} + P_{\epsilon \epsilon},
$$

$$
P_{\delta_h \delta_h} = P_{\delta_h \delta_h}^2 / P_{\delta \delta}.
$$

(2.15)

Here $P_{\epsilon \epsilon}$ is the shot noise term, and it will be directly measured from simulations in section 3.2.1, whose proper modelling is beyond the scope of this paper. $P_{\delta_h \delta_h}$, the determinant part of $P_{\delta_h \delta_h}$, will be modelled following eqs. (2.14) and (2.15).
| parameter     | physical meaning            | value      |
|---------------|----------------------------|------------|
| $\Omega_m$   | present fractional matter density | 0.3132     |
| $\Omega_{\Lambda}$ | $1 - \Omega_m$      | 0.6868     |
| $\Omega_b$   | present fractional baryon density   | 0.049      |
| $h$           | $H_0/(100 \text{ km s}^{-1}\text{Mpc}^{-1})$ | 0.6731     |
| $n_s$         | primordial power spectral index   | 0.9655     |
| $\sigma_8$   | r.m.s. linear density fluctuation | 0.829      |
| $L_{\text{box}}$ | simulation box size       | 1890 $h^{-1}\text{Mpc}$ |
| $N_p$         | simulation particle number   | 1024$^3$   |
| $m_p$         | simulation particle mass     | $5.46 \times 10^{11} h^{-1} M_\odot$ |
| $N_{\text{snap}}$ | number of output snapshots | 13        |
| $z_{\text{ini}}$ | redshift when simulation starts | 49.0       |
| $z_{\text{final}}$ | redshift when simulation finishes | 0.0       |

Table 1. The parameters and technical specifications of the N-body simulations for this work.

For simplicity, we only consider the linear bias $b_1$ in calculating the higher order corrections ($A_h$, $B_h$, $F_h$, and $T_h$) in the model,

\begin{align}
A_h(k, \mu) &= b_1^3 A(k, \mu, f/b_1), \\
B_h(k, \mu) &= b_1^4 B(k, \mu, f/b_1), \\
F_h(k, \mu) &= b_1^4 F(k, \mu, f/b_1), \\
T_h(k, \mu) &= b_1^4 T(k, \mu, f/b_1).
\end{align}

The detailed expressions are listed in appendix B. The accuracy of this linear approximation and its impacts on RSD model accuracy will be studied in section 3.2.3.

Besides $b_h$, we also consider the halo velocity bias model in this work. $b_v(k, z)$, the halo velocity bias, describes how much the halo velocity field traces that of the underlying dark matter field. $b_v$ of realistic halos, after correcting the otherwise significant sampling artifact [105, 106], was first measured in [103]. Recently, [104] developed a novel strategy to overcome the sampling artifact problem and determined this important bias parameter to 0.1–1% accuracy at $k \leq 0.4 h \text{Mpc}^{-1}$ and $0 < z < 2$, for various halo mass bins. An accurate fitting formula of $b_v(k, z)$ at $k \leq 0.25 h \text{Mpc}^{-1}$ was provided by [104],

\begin{align}
b_v(k | M, z) &\simeq 1 - [c_0 + c_1 (b_h(M, z) - 1)] \tilde{k}^2,\end{align}

where $\tilde{k} \equiv k/ (h \text{Mpc}^{-1})$. $c_0 = -0.138 \pm 0.01$ and $c_1 = 0.186 \pm 0.007$ are the best fitted values found in [104]. In section 3.1 we will use eq. (2.20) to calculate the velocity bias of halo catalogs analyzed in this paper.

3 Verification of theoretical model

The same set of simulations in our previous paper [95] is used to verify the halo RSD model here. The 100 N-body simulations were made using GADGET2 [115] with $L_{\text{box}} = 1.89 h^{-1}\text{Gpc}$ box length and $N_p = 1024^3$ particles. The volume of the simulation is close to the DESI survey volume between $z = 0.8$ and $z = 1.0$ [100]. The cosmological parameter set for the simulations is the best fit LCDM model from PLANCK15 [116], except the neutrino...
mass \( m_\nu = 0 \). The Gaussian initial conditions of simulations are made by 2LPT code [117] at \( z = 49 \). Four snapshots at different redshifts \( z = (0.0, 0.5, 0.9, 1.5) \) are exploited to be analyzed. The detailed simulation parameters are listed in table 1.

The hybrid RSD model for dark matter was verified with the simulations introduced above in our previous work [95, 96]. In this manuscript, we test the hybrid RSD model for halos on the halo catalogs generated from the same simulations. The halo catalogs are generated by running the phase space Friends-of-Friends (FoF) ROCKSTAR halo finder [118], with the linking length \( b = 0.28 \). The gravitationally bounded halos are selected with two virial mass ranges of \( 10^{13} M_\odot/h - 10^{13.5} M_\odot/h \) and \( 10^{13.5} M_\odot/h - 10^{14} M_\odot/h \). The position and velocity of halos are determined by the mean position and velocity of particles at inner part of halos. The detailed specifications of the simulated halos are presented in Table 2.

We present the stepwise test below in the order of the followings: 1) the prior test on halo RSD mapping formulation, 2) test on the bias model, and 3) verification of halo RSD formulation combined with bias modelling.

### 3.1 The prior test on halo RSD mapping formula

Before the halo RSD model is fully verified, an intermediate step is introduced in this subsection. It is assumed that both density fluctuations and peculiar velocities of halos in real space are known. Then we are able to test the mapping formulation of halos itself.

The anisotropic halo density power spectrum \( P_h^{(S)}(k, \mu) \) in redshift space is measured to begin with. The nearest grid point (NGP) is used to sample the redshift space halo density field \( \delta_h^s \) on \( 512^3 \) regular grid points in configuration space. This measured \( \delta_h^s(x) \) field is transformed to \( \hat{\delta}_h^s(k) \) in Fourier space by Fast Fourier Transform (FFT). The power spectrum \( P_h^{(S)} \) in redshift space is computed by \( P_h^{(S)}(k, \mu) = \sum \hat{\delta}_h^s(k) \hat{\delta}_h^s(-k) \) using the transformed \( \hat{\delta}_h^s(k) \) in Fourier space.

The measurements of real space power spectra and higher order polynomials in eq. (2.8) require the sampling of volume-weighted halo velocity field. However, since halos are sparsely and inhomogeneously distributed, this sampled velocity field is severely contaminated by the sampling artifact even at the linear scales of \( k \sim 0.1 \ h \text{Mpc}^{-1} \) [105, 106]. As shown in eq. (2.20), [104] developed a novel strategy to overcome this sampling artifact problem and proposed an accurate fitting formula for \( b_v(k, z) \) at \( k \lesssim 0.25 \ h \text{Mpc}^{-1} \). We estimate the halo

| Set ID | log \( M \) range | \( N_h/10^5 \) | \( n_h \) | \( b_1 \) |
|--------|-----------------|-------------|-------|-----|
| LB \((z = 0.0)\) | 13.0-13.5 | 19.8 | 2.9 | 1.29 |
| \( z = 0.5 \) | 13.0-13.5 | 16.3 | 2.4 | 1.80 |
| \( z = 0.9 \) | 13.0-13.5 | 12.1 | 1.8 | 2.37 |
| \( z = 1.5 \) | 13.0-13.5 | 6.1 | 1.0 | 3.54 |
| HB \((z = 0.0)\) | 13.5-14.0 | 6.7 | 1.0 | 1.74 |
| \( z = 0.5 \) | 13.5-14.0 | 4.6 | 0.7 | 2.52 |
| \( z = 0.9 \) | 13.5-14.0 | 2.7 | 0.4 | 3.42 |
| \( z = 1.5 \) | 13.5-14.0 | 0.8 | 0.1 | 5.19 |

Table 2. Two sets of halo mass bins. LB: light bin, HB: heavy bin. The logarithmic mass unit is \( M_\odot/h \) and the halo number density \( n_h \) has unit of \( 10^{-4}(\text{Mpc}/h)^{-3} \). \( N_h \) is the total halo number in a halo mass bin. The linear density bias \( b_1 \) is fitted in figure 4.
velocity bias by substituting the linear halo density biases in Table 2 to eq. (2.20). Figure 1 shows the calculated velocity biases. In figure 1, the solid and dash curves represent \( b_v \) of light and heavy halos respectively, and the differently colored curves represent the measurements at diverse redshifts of \( z = (0.0, 0.5, 0.9, 1.5) \) from the top to bottom. Most of the estimated velocity biases have no bigger than 1% deviation from unity at \( k \lesssim 0.2 h \text{Mpc}^{-1} \), and it supports the method of using sampled dark matter velocity fields to represent halo velocity fields, throughout all redshifts. Equivalently, the velocity bias is set to be \( b_v = 1 \) hereafter. The only exception is the large velocity bias of heavy halo bin at \( z = 1.5 \), and its effect will be separately discussed in this manuscript later.

Now then the halo velocity fields \( \theta_h \) are described using \( \theta \), the volume–weighted dark matter velocity fields. The dark matter velocity fields are computed by the nearest particle method (NP method) \[88\]. In other words, the velocity of the nearest dark matter particle to each grid is assigned to this grid for computing \( \theta \). The dark matter particles have much higher number density than that of halos. The sampling artifact is controlled to be less than 1% in our simulations at \( k \lesssim 0.2 h \text{Mpc}^{-1} \) \[119\]. Thus both \( P_{\delta_h \theta_h} \) and \( P_{\theta_h \delta_h} \) are replaced by \( P_{\delta_h \theta} \) and \( P_{\theta \delta_h} \) in our test. The same treatment is applied to higher order polynomial measurements, which are computed by combining fields such as of \( u_z(r), \nabla_z u_z(r), \delta_h u_z(r) \) and \( u_z \nabla_z u_z(r) \). The detailed methodology of higher order polynomial calculation is explained in \[95\] with dark matter particles as an example. The key strategy is that we compute these various field combinations in the configuration space, and transform them into the Fourier space, where we complete all two–point statistical measurements and derive \( P_{\text{perturbed},h} \). With the measured \( P^{(S)}(k, \mu) \) and \( P_{\text{perturbed},h} \) on hand, we could test the accuracy of eq. (2.8) by fitting the FoG term through the least-\( \chi^2 \) method. The fitting range of \( k \) is chosen to be \( 0.035 - 0.205 h \text{Mpc}^{-1} \), with bin size \( \Delta k = 0.01 h \text{Mpc}^{-1} \).

As pointed out in \[87, 95\], the FoG term is an exponential function whose index contains indefinite orders of terms to be formulated in the closed form. It was verified in \[88, 95\] that this FoG term could be effectively formulated with a simple Gaussian function, as the leading
order term dominates in our interesting range of scales. In our test, we define $D_\text{res}^{\text{FoG}}$, the measured residual FoG term, as $P_0^h(k, \mu)/P_{\text{perturbed},h}$. If the perturbed term $P_{\text{perturbed},h}$ is correctly estimated, the residual FoG will be well represented by the single Gaussian function in terms of $k\mu$, regardless of different $k$. Figure 2 shows the fractional difference between the measured $P_h^S(k, \mu)$ and our model with Gaussian FoG function for both halo mass bins at 4 redshifts. It is effectively the fractional difference between $D_\text{res}^{\text{FoG}}$ and the best fitted Gaussian FoG function. Our RSD mapping formula is proven to be accurate within $1 \sim 2\%$ at $k \lesssim 0.2 \, h \, \text{Mpc}^{-1}$, depending on halo bins with different masses and redshifts. In addition, the reduced $\chi^2/\text{dof}$ of three FoG forms in eq. (2.9) do not show much difference and Gaussian function is verified to be a good FoG approximation.

We further compare the effects of different higher order term combinations to our model in figure 3. The top and bottom panels represent light and heavy halo cases respectively, at the fixed redshift of $z = 0.5$. We present the various combinations of higher order polynomials from the left to the right. “Scoccimarro” denotes the model proposed in \cite{69} where no higher order polynomials are considered, as $P_{\text{perturbed},h} = P_{\delta h, \delta h} + 2\mu^2 P_{\delta h, \theta h} + \mu^4 P_{\theta h, \theta h}$. It certainly unfit to the measurements. Conventionally, only $A + B$ combinations are adapted for most RSD data analysis, which shows the good fit only at $k \lesssim 0.1 \, h \, \text{Mpc}^{-1}$. When all combinations of $A_h + B_h + F_h + T_h$ are used, the residual deviates from the simple Gaussian function within $1 \sim 2\%$ accuracy at $k \lesssim 0.2 \, h \, \text{Mpc}^{-1}$.

Finally, we would like to address the influence by the velocity bias issue. Although eq. (2.8) is observed to have good accuracy in the targeted scales, some interesting features
need to be noted. In figure 1, the velocity bias deviates from $b_v = 1$ by more than 1% for the case of heavy halo at $z = 1.5$. However the residual FoG does not deviate from the simple Gaussian FoG by more than 1% in figure 2. It states that the uncertainty caused by the velocity bias is effectively absorbed into FoG term. How this effective absorption will affect the linear growth rate reconstruction will be studied in our following paper. On the other hand, it was reported that the significant velocity bias could mimic the scale dependent growth rate signal in some modified gravity models [120]. Thus it is possible that scale dependent growth rate signal could also be absorbed into the effective FoG term as well. It would be interesting to check this possibility and its influence on scale dependent growth rate reconstruction using high resolution modified gravity simulations in the future.

3.2 Test of the halo RSD model with full bias models

We have verified that the measured anisotropic halo power spectrum is well fitted with the halo RSD mapping formulation itself. In practice, halo or galaxy density fields are not directly predictable from the given cosmological models. In this subsection, we continue our test in the previous subsection with halo bias models in addition to the measured dark matter fields.

3.2.1 Shot noise term in halo density auto-power spectrum

We have halos with limited number density, which undergo through nonlinear evolution and have discrete and stochastic distribution. The resultant shot noise or stochastic influence needs to be controlled. For a more precise test, this uncertainty due to the stochastic term needs to be removed from the measured halo density fields.

If halos are distributed by Poisson process, the shot noise term is a constant, simply given by the inverse of halo number density, $1/\bar{n}_h$. However in reality, the measured shot noise at large scales exhibits the scale dependence due to the halo exclusion and nonlinear
Figure 4. Left: The triangles with error bars are measured halo density bias $b_h = P_{\delta_h \delta}/P_{\delta\delta}$ from simulations. The dotted lines are fitted bias models from eq. (2.15) with corresponding fitted $b_1$ and $b_2$ also shown beside lines. Right: The calculated stochastic terms divided by the corresponding Poisson noise term. The error bars are standard errors of the measurements. The scale dependent sub- and super-Poissonian property of the halo density stochastic terms are clearly visible.

enhancement of clustering outside the exclusion scale [121]. This scale dependent shot noise term should be taken into account in our test.

First we describe the way to calculate the stochastic term. The measured halo density fluctuations $\tilde{\delta}_h(k)$ can be decomposed into two components, the deterministic halo density fluctuations $\delta_h(k)$ and the stochastic uncertainty $\epsilon(k)$ [122, 123],

$$\tilde{\delta}_h(k) = \delta_h(k) + \epsilon(k) = b(k)\delta(k) + \epsilon(k).$$

By definition, the dark matter density fluctuations $\delta(k)$ does not correlate with the halo stochastic noise field $\epsilon(k)$, $<\epsilon(k)\delta^*(k)> = 0$. Here $b(k)$ is the deterministic halo density bias, and it can be measured by

$$b(k) = P_{\delta_h \delta}(k)/P_{\delta\delta}(k).$$

The measured halo density bias $b(k)$ are plotted as data points in the left panel of Fig. 4. The error bars are estimated by 100 realizations of simulations. Generally it shows that, the bias becomes more non-linear, and its scale dependence becomes larger with increasing redshift and halo mass.

Next, the stochastic power spectrum $P_{\epsilon\epsilon}$ can be calculated by

$$P_{\epsilon\epsilon} = P_{\delta_h \epsilon} - P_{\delta_h \delta} = P_{b_h \delta} - b^2(k)P_{\delta\delta}. \quad (3.2)$$

We compare the measurement of $P_{\epsilon\epsilon}$ with $1/\bar{n}_h$ of Poisson shot noise power spectrum in the right panel of Fig. 4. The measured stochastic terms show visible scale dependence even at linear scales. The scale dependent variation of $P_{\epsilon\epsilon}$ could reach 10% in some cases, invalidating a constant parametrization for $P_{\epsilon\epsilon}$. Meanwhile, the $P_{\epsilon\epsilon}$ amplitudes of two halo
mass bins show opposite trends. From $z = 0.0$ to $z = 1.5$, that of heavy bin increases from sub-Poissonian to super-Poissonian while that of light bin decreases from super-Poissonian to sub-Poissonian. Furthermore, both evolving trends are not purely monotonic.

Comparison to a Poisson random point field, halo distribution consists of two extra properties, the halo exclusion and nonlinear clustering enhancement outside the exclusion scale \cite{121}. On one hand, halos have finite sizes. Within its radius, it is forbidden to randomly sample another halo from the dark matter density field. This halo exclusion breaks the Poisson assumption and causes a sub-Poissonian shot noise term. On the other hand, the nonlinear enhancement of clustering outside the exclusion scale will lead to a positive stochasticity correction of $P_{\delta\delta}$. The competition of these two factors results in the complicated $P_{\delta\delta}$ behavior as shown in figure 4.

In our RSD model test, we will directly use the measured shot noise term for the fitting. The modelling of this stochastic term is beyond the scope of this paper. In realistic galaxy RSD analysis, the shot noise could be dramatically reduced by weighting halos with different masses \cite{122} or robustly modelled by proper fitting formula (e.g. \cite{121, 124–126}).

3.2.2 Test of the halo density bias model

In this subsection, the accuracy of halo density bias model is tested in detail. The velocity bias keeps to be set $b_v = 1$, and halo density fields are described by the model. Thus the cross–power spectrum $P_{\delta_h\delta_h}(k)$ is given by,

$$P_{\delta_h\delta_h}(k) = b_1 P_{\delta\delta}(k) + b_2 P_{\delta_2\delta}(k) + b_3 P_{\delta_3\delta}(k) + b_{3nl} \sigma_3^2(k) P_{m}(k).$$

(3.3)

where eq. (2.13) is applied. For the auto–power spectrum $P_{\delta_h \delta_h}$, we substitute eq. (2.14) into eq. (2.15), which leads to,

$$P_{\delta_h \delta_h}(k) = \left( b_1 P_{\delta\delta}(k) + b_2 P_{\delta_2\delta}(k) + b_3 P_{\delta_3\delta}(k) + b_{3nl} \sigma_3^2(k) P_{m}(k) \right)^2 / P_{\delta\delta}(k).$$

(3.4)
Figure 6. Test of halo density bias model for predicting $P_{\delta_h\theta}$. Left: the triangles with error bars are measured $P_{\delta_h\theta}$. The dotted lines are fitted bias models from eq. (2.13) with corresponding fitted $b_1$ and $b_2$ also shown beside lines. Right: the fractional difference between the measurement and model.

We directly measure the $P_{\delta\theta}$ and $P_{\delta\delta}$ from simulations, and evaluate other power spectra in these two formulas by linear perturbation theory as described in Appendix A. Then we fit two free parameters, $b_1$ and $b_2$, to test the accuracy of eqs. (3.4) and (3.3) in figures 5 and 6 respectively. In the left panels of figures, the triangles with error bars are simulation measurements, and the dotted lines are the fitted models. The fitted $b_1$ and $b_2$ are written besides the power spectra. In the right panels of the figures, the fractional differences between the measurements and models are plotted. We see that for all halo mass bins and redshifts, the adopted halo density bias model reaches 1% accuracy and its uncertainty will not be a major systematic error in our RSD model test. Furthermore, the fitted $b_1$ from $P_{\delta_h\delta_h}$ and $P_{\delta_h\theta_h}$ are consistent with each other, showing the consistency of the halo density bias model.

Next, the accuracy of higher order polynomial measurements under bias model are tested. It is still not clearly understood what should be the precise bias models for higher order terms, particularly for $T_h$, the trispectrum-related one. Considering these higher order terms are not leading contributions in comparison to $P_{\delta_h\delta_h}$, $P_{\delta_h\theta_h}$ and $P_{\theta_h\theta_h}$, we simply approximate them with linear density bias here, as explained from eq. (2.17) to eq. (2.19) and in appendix A. On the left panel of figure 7, from top to bottom, the differences between model predictions and measurements are respectively shown for $A_h$, $B_h$, $F_h$, and $T_h$ terms at $z = 0.5$. Except $B_h$ term, $A_h$, $F_h$, and $T_h$ terms could not be well predicted by the linear bias model. The differences are evident and the heavy halo mass bin presents larger deviations. Since heavy bin has more nonlinear density bias (e.g. larger fitted $b_2$ parameter), this deviation indicates the necessity of including higher order bias parameters in the modelling of higher order terms. Instead of implicitly including higher order bias parameters into calculation, we first check the model uncertainty of $A_h + B_h + F_h + T_h$ combination on the right panel of figure 7.

Here we define the model uncertainty of $A_h + B_h + F_h + T_h$ combination as $\Delta P_{h.o.t}$
Figure 7. **Left:** From top to bottom, the differences between linear bias model predictions and direct measurements are respectively shown for $A_h$, $B_h$, $F_h$, $T_h$ terms and their combination $A_h + B_h + F_h + T_h$ at $z = 0.5$. **Right:** The calculated $1 + \Delta P_{\text{h.o.t.}} / P_{\text{perturbed,lin}}$ of all halo mass bins and redshifts are shown.

("h.o.t" denotes "higher order terms"),

\[
\Delta P_{\text{h.o.t.}} = A_h(k, \mu) + B_h(k, \mu) + F_h(k, \mu) + T_h(k, \mu) - b_3^1 A(k, \mu, f/b_1) - b_4^1 B(k, \mu, f/b_1) - b_3^1 F(k, \mu, f/b_1) - b_3^1 T(k, \mu, f/b_1) \quad (3.5)
\]

Inserting eq. (3.5) into eq. (2.8), we have

\[
P_h^{(S)}(k, \mu) = D_{\text{FoG}}(k \mu \sigma_{z,h}) P_{\text{perturbed,lin},h}(k, \mu)
\]

\[
= D_{\text{FoG}}(k \mu \sigma_{z,h}) \left( P_{\text{perturbed,lin},h}(k, \mu) + \Delta P_{\text{h.o.t.}} \right)
\]

\[
= D_{\text{FoG}}(k \mu \sigma_{z,h}) P_{\text{perturbed,lin},h}(k, \mu) \left( 1 + \frac{\Delta P_{\text{h.o.t.}}}{P_{\text{perturbed,lin},h}} \right)
\]

\[
= D_{\text{FoG}}(k \mu \sigma_{z,h}) P_{\text{perturbed,lin},h}(k, \mu), \quad (3.6)
\]
Figure 8. Similar to figure 2, but during the fitting procedure, we calculate the higher order terms using linear bias model.

where $P_{\text{perturbed,lin,}h}(k, \mu)$ denotes

$$
P_{\text{perturbed,lin,}h}(k, \mu) = P_{\delta_h \delta_h} + 2 \mu^2 P_{\delta_h \theta_h} + \mu^4 P_{\theta_h \theta_h} + b_3^1 A(k, \mu, f/b_1) + b_3^1 B(k, \mu, f/b_1) + b_4^1 F(k, \mu, f/b_1) + b_4^1 T(k, \mu, f/b_1).
$$

The final step of eq. (3.6) shows that, the extra term $1 + \Delta P_{h.o.t.}\big/P_{\text{perturbed,}h}$, induced by the inaccuracy of linear bias model in describing higher order terms, is absorbed into the FoG term and formulates an effective FoG term $D_{\text{FoG}}(k \mu \sigma_{z,h})$. We plot the calculated $1 + \Delta P_{h.o.t.}\big/P_{\text{perturbed,}h}$ of all halo mass bins and redshifts on the right panel of figure 7. Firstly these fractional ratios are shown to be simple functions of $k \mu$ within error bars, which coincides with our adopted FoG functional form. Secondly the fractional differences are relatively small, roughly within 3%, they could thus be well absorbed into the FoG term during fitting procedure and will not affect the model accuracy much.

To further confirm the influence of linear bias model for higher order terms to the RSD model accuracy, we start to test the accuracy of eq. (3.6). The test is similar to that of eq. (2.8), except that we replace the directly measured higher order terms with the linear bias model calculations. The results are shown in figure 8. As expected, we see that the inaccuracy of linear bias model for higher order terms does not affect the RSD model accuracy much, and eq. (3.6) is shown to be accurate within $1 \sim 2\%$ for all halo mass bins and redshifts.

Finally, the theoretical reason of the accidental cancellation of individual higher order term inaccuracy is interesting, together with the possibility of improving the individual higher order term model accuracy by including more higher order density bias parameters. Though beyond the scope of this paper, we will study these issues elsewhere.
Figure 9. Similar to figure 2, but we incorporate the full bias model into the halo mapping formula. We calculate real space $P_{\delta_h \delta_h}$, $P_{\delta_h \theta}$ and higher order terms using bias models in the fitting procedure.

3.2.3 Test of the halo RSD model using full bias models

The full halo RSD model is given by incorporating halo bias model which has been tested in the previous subsection as,

$$F_h^{(S)}(k, \mu) = D_{\text{FoG}}(k \mu \sigma_{\text{eff}}^z) [P_{\delta_h \delta_h}(k, b_1, b_2) + P_{\delta_h \theta}(k, b_1, b_2) + \mu^2 P_{\theta \theta}(k) + b_1^4 A(k, \mu, f/b_1) + b_1^4 B(k, \mu, f/b_1) + b_1^4 F(k, \mu, f/b_1) + b_1^4 T(k, \mu, f/b_1)]. \quad (3.8)$$

Here we set $b_v = 1$, and it is assumed that there is no uncertainty in the functional form of FoG given by the simple Gaussian function. When the underlying cosmology is known, there are three free parameters, $b_1$, $b_2$ and $\sigma_{\text{eff}}^z$, to be varied to fit the theoretical model to the measurements.

The residual spectra for light and heavy halos are presented in the top and bottom panels of figure 9 respectively. The reduced $\chi^2$ and the best fit $(b_1, b_2)$ are given at each panel. The tested results at different redshift of $z = (0.0, 0.5, 1.0, 1.5)$ are shown from the first to fourth panels from the left. The dotted lines at each panel represent the tolerance of theoretical prediction up to 2% level of accuracy. If the residual exceeds those bounds, then it indicates the failure of the theoretical halo RSD model. Shown in the figure, our model based upon eq. (3.8) accurately predicts the measurement within $1 \sim 2\%$ up to $k \lesssim 0.2h$/Mpc, which is made possible by several contributions; (1) the accurate halo mapping formula of eq. (2.8) verified in the section 2.1, (2) the accurate halo density bias model of eq. (2.15) and eq. (2.13) explained in the section 3.2.2, (3) the absorption of several uncertainties from inaccurate bias model predictions into FoG term and $D_{\text{FoG}}$ is well described by a Gaussian form, (4) the accurately measured dark matter templates (real space dark matter power spectra and higher order terms) from simulations.

We further discuss the above fourth point here. In RSD cosmology inference, the advantage of calculating dark matter templates from simulations rather than perturbation theory...
has been verified in [96, 119]. The improvement of numerical power will make our hybrid RSD model implementable in future data analysis. In general, “hybrid” denotes the combination of simulation and theoretical calculation. The key spirit of our methodology is to search for the balance between these two and maximize the RSD model performance. Considering the model accuracy we have achieved, we expect that our hybrid RSD model will be a competitive data analysis tool for next generation dark energy projects.

4 Conclusion and discussions

In this paper, we verify the accuracy of the halo RSD model [73, 95] which combines the advanced TNS formula [95] with halo bias model developed in [109]. The halo velocity bias is tested to be consistent with the unity at the targeted range of scale, which allows it to be hardwired $b_v = 1$. The averaged measurement of halo anisotropic power spectra using 100 halo catalogs is exploited for the verification test. $A_h + B_h + F_h + T_h$, the complete higher order polynomial combination up to 2nd order of $k\mu$, is used to compute the perturbative part of RSD model, and the FoG function is tested to be closed to Gaussian with only one free parameter of velocity dispersion. The real space dark matter templates in the perturbative part of model are computed using simulations rather than theoretical calculations, which makes the test immune from the uncertainty caused by perturbative description of non-linear physics. Halo clustering is constructed from dark matter clustering using both linear and non-linear biases. Three unknown parameters, FoG velocity dispersion $\sigma_{\text{eff}}^v$, linear bias $b_1$ and non-linear bias $b_2$, are varied to fit the measured spectrum. We find that our model prediction is accurate within $1 \sim 2\%$ at $k \lesssim 0.2 \ h \, \text{Mpc}^{-1}$ for all halo mass bins and redshifts.

While halo bias models work fine for two-point spectra like $P_{\delta_h \delta_h}$ and $P_{\theta_h \theta_h}$, the prediction for higher order polynomials does not work well. Since the non-linear bias modelling for higher order correlation functions is not known well, the linear bias model is solely used in this manuscript. This simple bias model does not predict correct individual higher order polynomial. Fortunately, the model uncertainties of higher order polynomials are canceled with each other, and the net effect becomes smaller. In addition, the pattern of this uncertainty in $k\mu$ space is consistent with FoG effect. Thus the effective FoG function is introduced to absorb this discrepancy. However, we would like to understand the bias model for higher order polynomials in a more rigorous way in our future work, by formulating the non-linear halo bias for these higher order polynomials.

We confirm the scale dependence of shot noise spectrum at linear scales in this work. While the direct measurement is used in this paper, a proper modelling of $P_{\epsilon \epsilon}$ will be necessary for the RSD analysis of next generation galaxy survey. Furthermore, $P_{\epsilon \epsilon}$ will be largely suppressed in the cross-power spectrum between different halo mass bins. It is interesting to verify our RSD model to this cross-power spectrum. We would like to address these issues in the future.
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A Higher order bias terms in power spectrum

In this appendix, we present the detailed formulas to calculate the necessary parts of halo density bias model \[109\]. We formulate \(P_{\delta_h\delta_h}\) and \(P_{\delta_h\theta}\) as

\[
P_{\delta_h\delta_h}(k) = (b_1 P_{\delta\delta}(k) + b_2 P_{\delta2,\delta}(k) + b_{s2} P_{bs2,\delta}(k) + b_{3nl} \sigma_3^2(k) P_{m}^{L}(k))^2 / P_{\delta\delta}(k),
\]

\[
P_{\delta_h\theta}(k) = b_1 P_{\delta\theta}(k) + b_2 P_{\delta2,\theta}(k) + b_{s2} P_{bs2,\theta}(k) + b_{3nl} \sigma_3^2(k) P_{m}^{L}(k).
\]

Here \(P_{\delta\delta}\) and \(P_{\delta\theta}\) are nonlinear dark matter power spectra, which are measured from simulation in this paper. \(P_{m}^{L}\) is the linear dark matter power spectrum. We assume that the density bias is local in Lagrangian space. This implies \([112–114]\)

\[
b_{s2} = -\frac{4}{7}(b_1 - 1), \quad b_{3nl} = \frac{32}{315}(b_1 - 1).
\]

Three kernel functions are needed in the following formulations. They are generally expressed as

\[
F_2(k_1, k_2) = \frac{5}{7} + \frac{1}{2} \frac{k_1 \cdot k_2}{k_1 k_2} \left( k_1 + k_2 \right) + \frac{2}{7} \left[ \frac{k_1 \cdot k_2}{k_1 k_2} \right]_2^2, \quad (A.1)
\]

\[
G_2(k_1, k_2) = \frac{3}{7} + \frac{1}{2} \frac{k_1 \cdot k_2}{k_1 k_2} \left( k_1 + k_2 \right) + \frac{4}{7} \left[ \frac{k_1 \cdot k_2}{k_1 k_2} \right]_2^2, \quad (A.2)
\]

\[
S_2(k_1, k_2) = \left[ \frac{k_1 \cdot k_2}{k_1 k_2} \right]_2^2 - \frac{1}{3}. \quad (A.3)
\]

The necessary power spectra in eq. (A.1) are calculated by

\[
P_{b2,\delta} = \int \frac{d^3 q}{(2\pi)^3} P_{m}^{L}(q) P_{m}^{L}(|k - q|) F_2(q, k - q) = \frac{1}{(2\pi)^2} \int dq \mu^2 P_{m}^{L}(q) P_{m}^{L}((\sqrt{k^2 - 2qk\mu + q^2})_S^{(2)}(q, k - q)), \quad (A.4)
\]

\[
P_{bs2,\delta} = \int \frac{d^3 q}{(2\pi)^3} P_{m}^{L}(q) P_{m}^{L}(|k - q|) F_2(q, k - q) S_2(q, k - q), \quad (A.5)
\]

\[
\sigma_3^2(k) = \int \frac{d^3 q}{(2\pi)^3} P_{m}^{L}(q) \left[ \frac{5}{6} + \frac{15}{8} S_2(q, k - q) S_2(-q, k) - \frac{5}{4} S_2(q, k - q) \right] = \frac{1}{(2\pi)^2} \int dq \mu^2 P_{m}^{L}(q) \left[ \frac{5}{6} + \frac{15}{8} S_2(q, k - q) S_2(-q, k) - \frac{5}{4} S_2(q, k - q) \right], \quad (A.6)
\]
in which we have kernels
\[
F_2(q, k - q) = \frac{5}{7} + \frac{1}{2} \frac{q k \mu - q^2}{q \sqrt{k^2 - 2q k \mu + q^2}} \left( \frac{q}{\sqrt{k^2 - 2q k \mu + q^2}} + \frac{\sqrt{k^2 - 2q k \mu + q^2}}{q} \right) + \frac{2}{7} \left[ \frac{q k \mu - q^2}{q \sqrt{k^2 - 2q k \mu + q^2}} \right]^2,
\]
\[
S_2(q, k - q) = \left[ \frac{q k \mu - q^2}{q \sqrt{k^2 - 2q k \mu + q^2}} \right]^2 - \frac{1}{3}.
\]
Similar to the necessary power spectra in eq. (A.1) are calculated by
\[
P_{02, \theta} = \int \frac{d^3q}{(2\pi)^3} P_m^L(q) P_m^L(|k - q|) G_2(q, k - q) = \frac{1}{(2\pi)^2} \int dq d\mu q^2 P_m^L(q) P_m^L(\sqrt{k^2 - 2q k \mu + q^2}) G_2(q, k - q), \tag{A.7}
\]
\[
P_{b02, \theta} = \int \frac{d^3q}{(2\pi)^3} P_m^L(q) P_m^L(|k - q|) G_2(q, k - q) S_2(q, k - q) \]
\[
= \frac{1}{(2\pi)^2} \int dq d\mu q^2 P_m^L(q) P_m^L(\sqrt{k^2 - 2q k \mu + q^2}) G_2(q, k - q) S_2(q, k - q), \tag{A.8}
\]
in which
\[
G_2(q, k - q) = \frac{3}{7} + \frac{1}{2} q \frac{k \mu - q^2}{q \sqrt{k^2 - 2q k \mu + q^2}} \left( \frac{q}{\sqrt{k^2 - 2q k \mu + q^2}} + \frac{\sqrt{k^2 - 2q k \mu + q^2}}{q} \right) + \frac{4}{7} \left[ q \frac{k \mu - q^2}{q \sqrt{k^2 - 2q k \mu + q^2}} \right]^2.
\]

**B Higher order polynomial calculations**

We present the details of higher order term calculation using linear bias model in this appendix. We assume \( b_v = 1 \). In linear density bias model, we have \( \delta_h(\mathbf{x}) = b_1 \delta(\mathbf{x}) \), \( \delta_h(\mathbf{x}) = b_1 \delta(\mathbf{x}) \), thus
\[
A_h(k, \mu) = j_1 \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \langle A_1 A_2 A_3 \rangle_c,
\]
\[
j_1 \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \langle (u_{z,h} - u'_{z,h})(\delta_h + \nabla_z u_{z,h})(\delta_h' + \nabla_z u'_{z,h}) \rangle_c \tag{B.1}
\]
\[
\approx j_1 \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \langle u_{z,h} \delta \delta' \rangle_c + b_1 \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \langle u_{z,h} \nabla_z u'_{z,h} \rangle_c + b_1 \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \langle u_{z,h} \nabla_z u_{z,h} \rangle_c
\]
\[
- b_1^2 \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \langle \delta u'_{z} \delta' \rangle_c - b_1 \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \langle \delta u'_{z} \nabla_z u_{z,h} \rangle_c - b_1 \int d^3x e^{i\mathbf{k} \cdot \mathbf{x}} \langle \delta u'_{z} \nabla_z u'_{z,h} \rangle_c \tag{B.2}
\]
In a similar way, \( B(k, \mu) \) could be expressed as

\[
B_h(k, \mu) = \frac{j_1^2}{2} \int d^3 x \ e^{i k \cdot x} \langle A_1 A_2 \rangle_c \langle A_1 A_3 \rangle_c \\
= \frac{j_1^2}{2} \int d^3 x \ e^{i k \cdot x} \langle (u_{z,h} - u_{z,h}') (\delta_h + \nabla_z u_{z,h}) \rangle_c \langle (u_{z,h} - u_{z,h}') (\delta_h' + \nabla_z u_{z,h}') \rangle_c \\
\approx -j_1^2 \left[ b_1^2 \int d^3 x \ e^{i k \cdot x} \langle \delta u_{z,h}' \rangle_c \langle \delta u_{z,h}' \rangle_c + b_1 \int d^3 x \ e^{i k \cdot x} \langle \nabla_z u_{z,h}' \rangle_c \langle \nabla_z u_{z,h}' \rangle_c \\
+ b_1 \int d^3 x \ e^{i k \cdot x} \langle \nabla_z u_{z,h}' \rangle_c \langle \nabla_z u_{z,h}' \rangle_c \right] (B.3)
\]

\( F(k, \mu) \) could be expressed as

\[
F_h(k, \mu) = -j_1^2 \int d^3 x \ e^{i k \cdot x} \langle u_{z,h} u_{z,h}' \rangle_c \langle A_2 A_3 \rangle_c \\
= -j_1^2 \int d^3 x \ e^{i k \cdot x} \langle u_{z,h} u_{z,h}' \rangle_c \langle (\delta_h + \nabla_z u_{z,h}) (\delta_h' + \nabla_z u_{z,h}') \rangle_c \\
\approx -j_1^2 \left[ b_1^2 \int d^3 x \ e^{i k \cdot x} \langle u_{z,h}' \rangle_c \langle \delta u_{z,h}' \rangle_c + b_1 \int d^3 x \ e^{i k \cdot x} \langle u_{z,h}' \rangle_c \langle \nabla_z u_{z,h}' \rangle_c \\
+ b_1 \int d^3 x \ e^{i k \cdot x} \langle u_{z,h}' \rangle_c \langle \nabla_z u_{z,h}' \rangle_c \right] (B.4)
\]

\( T(k, \mu) \) could be expressed as

\[
T_h(k, \mu) = \frac{1}{2} j_1^2 \int d^3 x \ e^{i k \cdot x} \langle A_1 A_2 A_3 \rangle_c \\
= \frac{1}{2} j_1^2 \int d^3 x \ e^{i k \cdot x} \left\{ \langle (u_{z,h} - u_{z,h}') \rangle_c \langle (\delta_h + \nabla_z u_{z,h}) \rangle_c \langle (\delta_h' + \nabla_z u_{z,h}') \rangle_c - \langle A_1 \rangle_c \langle A_2 \rangle_c \langle A_3 \rangle_c \right\} \\
\approx \frac{1}{2} j_1^2 \left[ b_1^2 \int d^3 x \ e^{i k \cdot x} \langle u_{z,h}' \rangle_c \langle \delta u_{z,h}' \rangle_c + b_1 \int d^3 x \ e^{i k \cdot x} \langle u_{z,h}' \rangle_c \langle \nabla_z u_{z,h}' \rangle_c \\
- 2b_1 \int d^3 x \ e^{i k \cdot x} \langle u_{z,h}' \rangle_c \langle \nabla_z u_{z,h}' \rangle_c \right] (B.5)
\]

Here \( \sigma^2_{z,h} \) is directly measured from the sampled dark matter velocity field, rather than treated as a free parameter.
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