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Typical sensors detect small perturbations by measuring their effects on a physical observable, using a linear response principle (LRP). It turns out that once LRP is abandoned, new opportunities emerge. A prominent example is resonant systems operating near $N$th-order exceptional point degeneracies (EPDs) where a small perturbation $\varepsilon \ll 1$ activates an inherent sublinear response $\sim \sqrt{\varepsilon}$ in resonant splitting. Here, we propose an alternative sublinear optomechanical sensing scheme that is rooted in Wigner’s cusp anomalies (WCAs), first discussed in the framework of nuclear reactions: a frequency-dependent square-root singularity of the differential scattering cross section around the energy threshold of a newly opened channel, which we use to amplify small perturbations. WCA hypersensitivity can be applied in a variety of sensing applications, besides optomechanical accelerometry discussed in this paper. Our WCA platforms are compact, do not require a judicious arrangement of active elements (unlike EPD platforms), and, if chosen, can be cavity free.

**INTRODUCTION**

High-sensitivity accelerometers are critical for a variety of technological applications ranging from navigation, gravity gradiometry, structural health, and earthquake monitoring, to platform stabilization for space applications, intruder detection, airbag deployment sensors in automobiles, and consumer electronics protection (1–7). Their operation relies on the displacement of a test mass that measures acceleration based on a linear response principle (LRP). Developing schemes that go beyond LRP might lead to marked enhancement of small acceleration sensing that, at the same time, does not sacrifice the dynamic range of the sensor. The latter is an important metric in the characteristics of the sensor, and it is defined as the ratio between the maximum and the minimum acceleration that an accelerometer can measure. A prominent example of such sensing protocols is resonant systems operating near $N$th-order exceptional point degeneracies (EPDs) (8, 9), where a small perturbation $\varepsilon \ll 1$ activates an inherent sublinear response $\sim \sqrt{\varepsilon}$ in resonant splitting (10–13). Its implementation using microresonators (14, 15) led to the realization of a class of EPD-based avionic devices such as EPD gyroscopes (16, 17). The latter is typically formed by judiciously distributing gain between interacting modes of a (photonic) cavity, often leading to excessive quantum noise effects that might inhibit the enhanced sensing (11, 17, 18). Here, we propose and demonstrate a class of accelerometers with enhanced sensitivity that rely on sublinear variations of scattering cross sections to small perturbations. This response is a consequence of the photonic implementation of Wigner’s cusp anomalies (WCAs) occurring at the threshold between an open and closed scattering channel (19, 20).

Let us first outline the fundamental principle associated with WCA (19). Although we are using quantum-mechanical language, the description is generic to any linear wave framework. From the principle of detailed balance, one has the following relation between the reaction cross sections $\frac{d\sigma_{fi}}{d\Omega_f} = \frac{d\sigma_{if}}{d\Omega_i}$, where the subindexes i (f) indicate incident (final) states during the scattering process, $v_i$ ($v_f$) are the corresponding group velocities, and $i^*$ ($f^*$) denote the time-reversed states. Just above threshold of the i $\rightarrow$ f process, $v_i \sim \sqrt{\varepsilon} \rightarrow 0$, where $\varepsilon \equiv E - E_i$ with $E_i$ being the threshold energy determined by the properties of the scattering channel and $E$ being the energy of the incident particle. Consider the reverse process f $\rightarrow$ i at $v_i \rightarrow 0$. In this limit, from general principles (21), the differential cross section $\frac{d\sigma_{fi}}{d\Omega_f} \sim 1/v_i$. Substituting the latter in the detailed balancing relation, we obtain

$$\frac{d\sigma_{if}}{d\Omega_i} \sim v_f^2 \cdot \left( \frac{1}{v_f} \right) \sim \sqrt{\varepsilon}$$ (1)

which is, loosely speaking, a manifestation of Wigner’s cusp (21) (see Fig. 1A). The expression Eq. 1 vanishes at $\varepsilon = 0$ since it assumes a single open channel. For the generic case and more details and rigorous derivation, see the Supplementary Materials. In simple terms, the behavior $\frac{d\sigma_{if}}{d\Omega_i} \sim v_f$ near threshold demonstrates the well-known fact that in scattering processes between propagating modes carrying currents $J_i$ and $J_f$, the transmittance is $T_{if} \sim J_f / J_i \sim v_f / v_i$ where $v_i \sim \sqrt{\varepsilon}$.

Inspired by the sublinear hypersensitivity associated with the resonant detuning near EPDs, we propose to use the sublinear Puiseux expansion for the reflectance/transmittance, near threshold, for hypersensitive sensing. It is important to stress that, as opposed to current sublinear EPD sensing proposals (14–17), our WCA protocol is based on intensity measurements (i.e., transmittance/reflectance) and does not rely on measuring the resonant shift. The latter is sometimes masked by broadening of the transmission (or the reflection) spectrum or, in case of gain elements, by the unavoidable addition of quantum noise into the system (11, 17, 18). We therefore propose the WCA as a simple, yet powerful hypersensing platform for a variety of applications ranging from avionics to bio- and chemical sensing.

**RESULTS**

WCAs in different physical platforms

The simplest example leading to WCA is one-dimensional scattering of a nonrelativistic particle by a step potential of height $U$ extending...
over $x \geq 0$ (see Fig. 1B). For $x < 0$, the energy dispersion relation is $E = k_f^2$ (units of $\hbar^2/2m = 1$) where $E$ and $k_f$ are the incident energy and the wave vector, while for $x > 0$, we have $k_f = \sqrt{E-U}$. Threshold occurs at energy $E_t = U$, signifying a transition from a real (for $E > E_t$) to an imaginary (for $E < E_t$) wave vector $k_f$ (corresponding to an evanescent wave). Above (below) threshold $E > U(E < U)$, the reflectance is $R = \left(\frac{k_i-k_f}{k_i+k_f}\right)^2 \approx 1 - 4\sqrt{\frac{E-U}{E}}$ ($R = 1$), while the corresponding transmittance is $T = 4\frac{1}{k_i} \frac{k_f}{(k_i+k_f)^2} \approx 4\sqrt{\frac{E-U}{E}}$ ($T = 0$), which nicely demonstrates the leading square-root term of the systematic Puiseux expansion.

The analogous scenario in optics is associated with light scattering through a dielectric interface from a medium with high refractive index $n_i = n_H$ to a medium with a low refractive index $n_i = n_L$ (see Fig. 1C). Assuming that the direction of the normal from the boundary plane is along the $z$ axis, the problem is rotation-invariant around this axis. Consequently, without loss of generality, the direction of propagation can be taken to lie in the $x z$ plane. The dispersion relations on each side of the interface are $k_{i,f}^2 = \sqrt{\varepsilon n_i} \omega^2 - (k_z^i)^2$, where $k = (k_x, k_y, k_z)$. Furthermore, $k_z = \frac{\omega}{c} n_i \sin \theta_i$, where $\theta_i$ is the incidence angle with respect to the normal to the interface and Snell’s law guarantees continuity of $k_z$. Here, threshold behavior occurs at the critical angle $\theta_c = \theta_i = \arcsin(\frac{\omega}{c} n_i)$, corresponding to $k_z^c = 0$. The reflection $r$ and transmission $t$ amplitudes are given by the same expressions as in the quantum step example, with $k_i$ and $k_f$ substituted by $k_{i,f}^c$. Just below the critical angle $\theta = \theta_c - \epsilon (0 < \epsilon \ll 1)$, we can expand $r$, $t$ in a Puiseux series, leading to the polarization-dependent reflectance

$$R \equiv |r|^2 \approx 1 - 2A_{\delta}\sqrt{\epsilon}, T \equiv |t|^2 \approx 2A_{\delta}\sqrt{\epsilon} \quad (2)$$

where $A_{\delta} = 2\gamma_{\delta}^2(\sqrt{\frac{\epsilon}{\epsilon}} - 1)$, $\vec{n} = n_H/n_L$ is a refractive index ratio between the two media, $\delta = p, s$ denotes the $s$- and $p$-polarized light, respectively, and $\gamma_{\delta=s} = 1$, while $\gamma_{\delta=p} = \tilde{\epsilon} n$. These equations show that this scattering process results in the formation of a WCA associated with the opening/closing of a scattering channel $k_z$ at a critical incidence angle $\theta_c$.

WCAs are ubiquitous and can be implemented in a variety of other photonic platforms. We can, for example, implement them in one-dimensional coupled resonator optical waveguides (CROW) that this scattering process results in the formation of a WCA associated with the opening/closing of a scattering channel $k_z$ at a critical incidence angle $\theta_c$. Arrays at the vicinity of a band edge. A simple realization is shown in Fig. 1D, where two CROW arrays with resonant detuning $0 < U < 2|t_{1} + t_{2}|$ and coupling constants $t_{1,2} < 0$ are brought together. When the detuning $U$ varies (e.g., due to exposure of one of the two CROWs to a biological agent or changes of the ambient temperature or illumination), the transmittance/reflectance exhibits WCA for frequencies near the band edges associated with the common transmission frequency domain (see the Supplementary Materials for detailed analysis). Another implementation of WCA involves a uniform multimode waveguide (see Fig. 1E) in the vicinity of a mode threshold. In this case, cross-sectional variations (e.g., due to pressure variations) will induce the closing/opening of a channel at one portion of the waveguide, which, in turn, will be sensed as a transmission change following a sublinear WCA (see the Supplementary Materials).

**Experimental implementation of a WCA avionic sensor**

As proof of concept, we have demonstrated the hypersensitive nature of WCA sensors for acceleration measurements. The experimental platform (see Materials and Methods) is shown in Fig. 2 (A and C) and uses the square-root threshold behavior due to total internal reflection (TIR). It involves a Gaussian linear polarized beam,
produced by a continuous wave (CW) laser source at wavelength $\lambda = 635$ nm, which is completely deflected to the right from a polarizing beam splitter and then passes through a $\lambda/4$ plate. After retroreflection from a “tilting mirror” (see Fig. 2, A and B), it goes through the $\lambda/4$ plate again, thus resulting in a total of 90° polarization rotation of the beam. Then, the beam goes first through the polarizing beam splitter and subsequently through a 50:50 beam splitter with half of the light propagating straight while the other half is being reflected by 90°. Each of the two beams scatters by a 90° prism (prism 1 and prism 2 in Fig. 2, A and C), which are mounted on high-precision tunable rotational stages. These prisms are positioned in such a way that light is incident on their bottom interface (orange dashed lines in Fig. 2, A and C) at a critical angle whenever the rotating mirror is tilted by an angle $\Delta \theta = 0^\circ$ with respect to a reference plane (green axis in Fig. 2C). Last, the light reflected back from the bottom interface reaches the power meters where it is detected. If the rotating mirror is tilted counterclockwise, the signal on the first power meter $I_1$ (corresponding to the reflected power) will decrease from its maximum value $I_{\text{max}}$ (achieved in the case of TIR) following a square-root behavior (see Eq. 1). Conversely, the light detected by the second sensor $I_2$ will undergo TIR, yielding maximal measured signal $I_2 = I_{\text{max}}$ and vice versa if the mirror is tilted clockwise. To compensate for any low-frequency power instabilities of the laser, it is better to measure the differential signal

$$I = I_1 - I_2 = \frac{R_1 - R_2}{R_1 + R_2}$$

where $R_1$ and $R_2$ are the reflectances from the bottom interface of prisms 1 and 2, respectively. The differential signal $I$ takes values within the interval $I \in [-1, 1]$. Its magnitude indicates the amount that the rotating mirror has been tilted, while its sign indicates the tilt direction of the mirror.

Let us lastly point out that our setup was arranged in such a way that the incident beam at the two prisms 1 and 2 is $p$-polarized. This choice is motivated by the fact that the reflection coefficient $A_p$ in the vicinity of the critical angle $\theta_c$ is enhanced for a $p$-polarized light as compared to the reflection coefficient of an $s$-polarized light (see Eq. 2). As a result, sensitivity to the applied acceleration is also enhanced, allowing us to use smaller mirror tilts for acceleration sensing.

We turn our platform into a highly sensitive accelerometer by attaching the tilting mirror to a spring-mass system (see the inset of Fig. 2B). The latter consists of a pivoting steel mass connected to a pair of torsional springs (see Materials and Methods). This design allows us to sense the in-plane accelerations by monitoring the direction and magnitude of the angular displacement of the mass with the attached mirror. The setup is mounted on a platform that is attached to an electronically controlled rotational stage that monitors the in-plane component of the gravity acceleration $\alpha$ by inclining the stage from the horizontal position. In Fig. 2D, we show the measured differential signal $I$ versus the applied in-plane acceleration $\alpha$ (filled blue circles). The data agree with the Puiseux expansion $I \propto \sqrt{\alpha}$ (black line), which is applicable in the vicinity of WCA, thus establishing our sensing scheme as a hypersensitive accelerometer.

In Fig. 3A, we report the experimental data for the differential signal $I$ versus the in-plane acceleration $\alpha$ in a log-log plot. We observe that for very small accelerations, $\alpha \leq \alpha_{\text{GHS}} \approx 10^{-3}$ g, the differential signal deviates from the square-root behavior (black dotted line) and becomes a linear function of the acceleration, i.e., $I \propto \alpha$ (black dashed line). These deviations are attributed to the Gaussian shape of our beam and the associated beam divergence. The latter leads to Fresnel filtering and to an angular Goos–Hänchen shift (GHS) (22–24), which is the source of departure from the sublinear square-root behavior (see the Supplementary Materials). To substantiate this statement, we have performed calculations that take into consideration the beam divergence ($\theta_{\text{GHS}} = 0.3$ mrad) of the laser used in our experiments (red solid line). We have found that $\alpha_{\text{GHS}}$ is determined by a mirror tilt that is comparable with the laser beam half-divergence $\theta_{\text{GHS}} = \frac{\lambda}{2 \cdot 4 \cdot \tan(\theta/2)}$ (see Materials and Methods and the Supplementary Materials). Obviously, a laser beam with a shorter...
wavelength and/or a larger waist $w_0$ will further reduce the GHS bound and enhance the sublinear range. Nevertheless, even in the GHS linear range, the response of our WCA platform is superior to typical linear accelerometers as discussed below.

To quantify its efficiency, we have introduced the sensitivity (25) $\chi \equiv dI/d\alpha$. In Fig. 3B, we report the experimentally measured sensitivity together with the corresponding theoretical results, which incorporate the beam divergence of our laser source (red line). We have found that the WCA sensitivity $\chi$ increases as we move toward smaller accelerations, reaching a constant value that is approximately $41.6g^{-1}$ in the GHS regime. To demonstrate the effect of beam divergence on sensitivity, we are also reporting at the same Fig. 3B the theoretical predictions for two other $\chi$'s, corresponding to larger beam divergences (see the dark red and purple dashed-dotted lines).

At the same time, our analysis indicates that at large accelerations ($\alpha \approx \alpha_{\text{max}} = 1.5 g$), the differential signal approaches a saturation value $I_{\text{max}} = 1$ (see Fig. 3A). This upper bound is associated with a tilt of the test-mass mirror that leads to zero reflection of the $p$-polarized light from either of the two sensing prisms 1 or 2. The latter occurs whenever the angle of the incident beam at the bottom interfaces of these prisms is equal to the Brewster angle $\theta_b$.

In contrast, a conventional linear accelerometer with the same upper bound of dynamic range ($\alpha_{\text{max}} = 1.5 g$ corresponding to $I_{\text{max}} = 1$) has constant sensitivity $\chi = I_{\text{max}}/\alpha_{\text{max}} = 0.67 g^{-1}$ for any applied acceleration (see black dashed line in Fig. 3B). We deduce, therefore, that even in the GHS regime, our proposed WCA protocol demonstrates a 60-fold improved performance as compared to conventional linear accelerometers (see the green arrow in Fig. 3B). The latter is translated to a similar enhancement of the lower bound of the dynamic range $\alpha_{\text{min}}$ (see the green arrow in Fig. 3A).

### Noise analysis

To further characterize the performance of the WCA accelerometer, we have analyzed the various sources of noise that might affect its sensitivity. The fundamental limit of sensitivity for all test-mass accelerometers is given by the thermal motion of the mass, which is known as the thermal noise equivalent acceleration $\alpha_{\text{th}} = \sqrt{k_b/\tau}$. In this expression, $k_b$ is the Boltzmann’s constant, $T = 293.15$ K is the ambient temperature, $m = 0.027$ kg is the mass, $\sigma_t$ is the natural angular frequency, and $Q$ is the quality factor of the resonant mode of the mechanical test mass. Notice that $\alpha_{\text{th}}$ can be further reduced by maximizing the mass-$Q$ product at a given $\sigma_t$ [see (3)]. We extracted these parameters for our system by analyzing the power spectral density (PSD) $S(f)$ of the time-dependent differential signal $I$. These measurements were performed over a long period of time with the sensor at rest and with data being recorded with a sampling frequency of 16.6 Hz. The measured frequency response is shown in Fig. 4A (blue line) and demonstrates a resonant peak at $\omega = 2\pi \times 3.95$ Hz. From a Lorentzian fit (green line), we extracted the mechanical $Q$ factor $\approx 28$.

Knowledge of these parameters allows us to estimate $\alpha_{\text{th}} \approx 7.4 \times 10^{-11} g \cdot Hz^{1/2}$ [corresponding to lower bound of the measured acceleration ($\alpha = \sigma_t \cdot \sqrt{\Delta f} \approx 10^{-10} g$ where $\Delta f = \sigma_t/2\pi$)] (28). There are also other types of noise sources related to, e.g., displacement read-out noise ($\alpha_{\text{det}}$) or added noises ($\alpha_{\text{add}}$) associated with the laser source and electronics used in the measurements. Although $\alpha_{\text{det}}$ and $\alpha_{\text{add}}$ can be actively minimized, their presence usually prohibits the total noise equivalent acceleration $\alpha_{\text{nea}} \equiv \sqrt{\alpha_{\text{th}}^2 + \alpha_{\text{det}}^2 + \alpha_{\text{add}}^2}$ from reaching its minimal value $\alpha_{\text{th}}$.

To obtain cumulative quantification of noise effects on the measured signal $I$, we have evaluated the Allan deviation ($\sigma_{\alpha}$) (see Eq. 10 in Materials and Methods) for two cases corresponding to $\alpha = 0 g$ (blue line) and $\alpha = 0.026 g$ (dotted magenta line) (see Fig. 4B). The corresponding colored highlights indicate 1 SD $\sigma_1 \pm \delta\sigma_1$. Allan deviation describes the stability of the system as a function of the sampling time $\tau$. From our analysis, we find that both cases result in (essentially) identical $\sigma_1$, indicating that the noise in the measured signal $I$ is not enhanced by the proximity of the system to the WCA.

In Fig. 4C, we report the normalized Allan deviation $\sigma_\alpha = \sigma_\alpha/\chi$, thus providing an estimate of the total noise effect on the measured acceleration. In particular, the short-time decay of the Allan deviation [velocity random walk (VRW)] behaves like $\sigma_{\alpha VRW}(\tau) = \sigma_{\alpha_{\text{nea}}} \cdot \tau^{-1/2}$, with best fit $\sigma_{\alpha_{\text{nea}}} = 0.65 \times 10^{-3} g \cdot Hz^{1/2}$ for $\alpha = 0 g$ (red dashed line in Fig. 4C) and $\sigma_{\alpha_{\text{nea}}} = 5.46 \times 10^{-3} g \cdot Hz^{1/2}$ for $\alpha = 0.026 g$ (red dashed line in Fig. 4C). In addition, the large-time growing part of $\sigma(\tau)$ allows us to extract the so-called acceleration random walk...
flickering of electronics or other components. The extracted value is the smallest possible reading of our sensor because of the random (black dashed line) is indicative of the bias instability (BI) and sets

\[
\sigma_{nea},
\]
and therefore, it has negligible effect on Allan deviation at the vicinity of the WCA.

\[
\text{BI} = 8.58 \times 10^{-5}
\]

The proposed protocol is likely to have advantages compared to other sensor schemes whose operational principle relies on abrupt intensity variations. A typical example is offered by fiber Bragg gratings (FBG) sensors (30, 31) that detect the variations in the transmission \(T(\lambda)\) due to spectral shifts induced by small perturbations \(\varepsilon\) that modify the effective index of the fiber modes. The largest possible change in the transmitted power (which is used to infer the strength of the applied perturbation) occurs when probe light is injected at a wavelength \(\lambda_{probe}\) tuned to the steepest portion of the transmission spectrum. Ideal candidates are slow light resonances with high Q factor (large group delay \(\tau_g\)). They occur either at \(\pi\)-shifted gratings or at the edges of a bandgap in a strong FBG. Their implementation leads to FBG sensors with sensitivity

\[
\chi = (dT/d\lambda) \big|_{\lambda_{probe}} = (dT/d\lambda) \big|_{\lambda_{probe} = \lambda_B} \approx \tau_g.\]

Apart from the fact that these schemes rely on high-Q resonances (compared with our proposal that does not require any cavity), they also suffer from a trade-off between minimum and maximum detectable measurands. As the slope of the resonance increases (higher sensitivity), the maximum detectable measurand decreases in an inversely proportional manner, thus leading to a reduced dynamic range—the other important metric that characterizes the efficiency of a sensor.

WCA sensors might also be advantageous compared to recent Puiseux-based sensors that use EPDs. The latter, depending on the optical platform used to implementing them, might suffer from quantum-noise effects related to the strong mode nonorthogonality in the proximity of an EPD. Specifically, recent experiments with EPD-based Brillouin ring laser gyroscopes indicated that the enhanced sensitivity is exactly counterbalanced by an excess quantum noise whose origin has been traced to the increase of the Petermann factor in the proximity of the EPD (17, 18). These EPD-based sensors require a judicious arrangement of gain and near a threshold frequency of an open-to-close channel. At such frequencies, the scattering matrix elements develop a square-root behavior, i.e., WCA with respect to small perturbations, in contrast to the linear response used in standard arrangements. As an example, we have demonstrated the efficiency of our protocol by designing a hypersensitive WCA accelerometer.

The proposed protocol is likely to have advantages compared to other sensor schemes whose operational principle relies on abrupt intensity variations. A typical example is offered by fiber Bragg gratings (FBG) sensors (30, 31) that detect the variations in the transmission \(T(\lambda)\) due to spectral shifts induced by small perturbations \(\varepsilon\) that modify the effective index of the fiber modes. The largest possible change in the transmitted power (which is used to infer the strength of the applied perturbation) occurs when probe light is injected at a wavelength \(\lambda_{probe}\) tuned to the steepest portion of the transmission spectrum. Ideal candidates are slow light resonances with high Q factor (large group delay \(\tau_g\)). They occur either at \(\pi\)-shifted gratings or at the edges of a bandgap in a strong FBG. Their implementation leads to FBG sensors with sensitivity

\[
\chi = (dT/d\lambda) \big|_{\lambda_{probe}} = (dT/d\lambda) \big|_{\lambda_{probe} = \lambda_B} \approx \tau_g.\]

Apart from the fact that these schemes rely on high-Q resonances (compared with our proposal that does not require any cavity), they also suffer from a trade-off between minimum and maximum detectable measurands. As the slope of the resonance increases (higher sensitivity), the maximum detectable measurand decreases in an inversely proportional manner, thus leading to a reduced dynamic range—the other important metric that characterizes the efficiency of a sensor.

WCA sensors might also be advantageous compared to recent Puiseux-based sensors that use EPDs. The latter, depending on the optical platform used to implementing them, might suffer from quantum-noise effects related to the strong mode nonorthogonality in the proximity of an EPD. Specifically, recent experiments with EPD-based Brillouin ring laser gyroscopes indicated that the enhanced sensitivity is exactly counterbalanced by an excess quantum noise whose origin has been traced to the increase of the Petermann factor in the proximity of the EPD (17, 18). These EPD-based sensors require a judicious arrangement of gain and
loss elements as opposed to our proposal that is easy to manufacture and can be cavity free. Last, we point out that the proposed WCA sensor is based on intensity measurements, thus avoiding undesirable resolution limitations due to potential resonance broadening.

**MATERIALS AND METHODS**

**Experimental setup**

A photograph of the experimental optical setup is shown in Fig. 2A. It is assembled using Thorlabs 30-mm cage components. The source is a CW 635-nm, 1.2-mW, round beam diode laser CPS635R with 0.017° (0.3 mrad) half-beam divergence. The polarizing beam splitter is a 30-mm cube CCM1-PBS251, while the nonpolarizing 50:50 beam splitter is a 30-mm cube CCM1-BS013. The quarter-wave plate used in the setup is WQP01ME-635. The setup also incorporates two ultraviolet (UV)–fused silica 25-mm 90° prisms (see prism 1 and prism 2 in Fig. 2, A and C), mounted on a mechanically controlled high-precision 30-mm cage rotational stage B4CRP. The beam passing through the prism was focused using a 1-inch-diameter lens with a focal distance of 25.4 mm on the photodiode power meter PM16-120 with a 9.5-mm aperture, which allows the beam to reach the sensor area when it is deflected owing to the mirror tilt.

For the acceleration sensing measurements (see Figs. 2D and 3A), a backside polished broadband dielectric mirror BB1-E02P was mounted inside an aluminum frame with an added steel mass of 0.027 kg on one side that is pivoting on a pair of torsional right- and left-handed springs TMR/L-0160-017 and is mounted inside the 30-mm cage cube on a mechanically controlled rotational stage B4CRP (see Fig. 2B). This mechanical piece was designed using the structural mechanical module of the COMSOL multiphysics software. It acts as a spring mass tilting the mirror in clockwise/counterclockwise direction depending on the direction of the applied in-plane acceleration. The whole sensing platform was mounted on the optical breadboard attached to the rotational stage Newport URS100BCC with 2 mdg (0.035 mrad) minimal angular increment, electronically controlled with a Newport ESP301 controller. The setup allows us to control the horizontal tilt of the platform and, thus, the in-plane component of the gravity acceleration. Before taking the measurements, the setup was precisely tuned by aligning the system to the close vicinity of the critical angle of propagation through both prisms simultaneously. This was done by monitoring the power on each power meter independently while rotating the relevant 90° prism and matching the received power with the numerical calculations of the Gaussian beam propagation through the fused silica/air interface. The signal on the power meters was calibrated to account for uneven beam splitting provided by the beam splitter CCM1-BS013, which was found to be 47:53. The measured signal at each power meter was sampled with $10^{-5}$ mW resolution with its maximum value in the TIR regime being as high as 0.538 mW. The corresponding resolution of the differential signal is as low as $I_{\text{min}} = 0.53801 - 0.538 = 10^{-5}$, which is 1.5 orders of magnitude smaller than the minimal value of the unnormalized Allan deviation $\sigma_I$ reported in Fig. 4B. The same difference of 1.5 orders of magnitude applies also between the acceleration resolution $a_{\text{min}} = 0.53801 - 0.538 = 2.2 \times 10^{-7} \, g$ and the measured bias instability $a_{\text{min}} = 8.58 \times 10^{-5} \, g$ (for $\alpha = 0 \, g$) reported in Fig. 4C. We conclude, therefore, that the resolution with which the differential signal is measured is sufficient for the results reported in the noise analysis.

**Fundamental limits associated with beam divergence**

Real optical beams with finite width have distributed plane wave spectra and are subjected to several lateral and angular shifts (24). It is, therefore, important to study the ramifications of these effects in the reflection $r$ and transmission $t$ amplitudes in the vicinity of the critical angle $\theta_c$. For instance, at the vicinity of the critical angle $\theta_c$, the reflection and the transmission of a Gaussian beam (the typical beam shape produced by a laser) experience deviations from Fresnel’s laws due to Fresnel filtering (22) and the associated angular GHS (23). This effect can be understood as follows: When the Gaussian beam (or any other beam with finite width) propagates toward the dielectric interface at the critical angle, it contains angular components that have incident angles larger/smaller than the critical one. The former/latter beam components are totally/partially reflected (Fresnel filtering), forming a combination of propagating and reflected beams with central wave vectors that have an angular shift with respect to the ones predicted by Fresnel’s theory (angular GHS on transmission/reflection). Consequently, the reflection $r$ and transmission $t$ amplitudes of a diverging incident beam deviate from the predictions of Fresnel’s equations. The reflection components of the divergent beam with a central wave vector $k_d$ develop small in-plane and out-of-plane components $k_{1d}$, $k_{2d}$, $k_{1d} \ll 1$. In the $s$- and $p$-polarization basis, these components are related to their corresponding incident components via the following Jones matrix (24)

$$
\begin{pmatrix}
E_r^{\text{in}}(0)
\v E_r^{\text{in}}(\theta) \\
E_t^{\text{in}}(\theta)
\end{pmatrix} =
\begin{pmatrix}
1 + r_p(\theta + \mu) & v r_p(\theta) (1 + r_p(\theta) \cot(\theta)) \\
vr_p(\theta) (1 + r_p(\theta) \cot(\theta)) & r_p(\theta + \mu)
\end{pmatrix}
\begin{pmatrix}
E_p^{\text{in}} \\
0
\end{pmatrix}
$$

(4)

where $\theta$ is the angle of incidence of the central wave vector $k_0$, and we have parametrized the in-plane and out-of-plane components as $k_{1d} = k_0$ and $k_{2d} = k_0 \mu$, with $\mu \ll 1$. Furthermore, in Eq. 4, $r_p$ and $r_t$ are the reflection amplitudes for the $p$- and $s$-polarization, while $E_{p/s}^{\text{in}}$ are the electric field amplitudes associated with the $p$-, $s$-polarization of an incident (in) and reflected (r) wave.

Next, we consider the case of an incident normalized $p$-polarized Gaussian beam with a waist $w_0$. Such a beam is described as

$$
E^{\text{in}}(\theta; \mu, v) = \left( \frac{w_0}{2\pi} \right) e^{-\left( \frac{-(x/w_0)^2}{2} \right)}
$$

(5)

The reflected in-plane and out-of-plane beam components are written as

$$
E^r(\theta; \mu, v) = \frac{E_{p/s}^{\text{in}}}{E_p^{\text{in}}} \begin{pmatrix}
r_p(\theta + \mu) \\
v r_p(\theta) (1 + r_p(\theta) \cot(\theta))
\end{pmatrix}
$$

(6)

The total $p$-polarized and $s$-polarized electric field components of the reflected beam can be found by substituting Eq. 6 on the right-hand-side of Eq. 4. We thus obtain

$$
E_p^r = \int E_p^{\text{in}} r_p(\theta + \mu) \, dk_{1d} \, dk_{2d}
$$

$$
E_s^r = \int E_s^{\text{in}} \, v r_p(\theta) (1 + r_p(\theta) \cot(\theta)) \, dk_{1d} \, dk_{2d}
$$

(7)

where integration is carried over the entire $k_{1d}$ and $k_{2d}$ real axes.
From Eq. 7, we find that \( E'_p = 0 \) since the (symmetric \( \nu \)-)integration is over an odd function of \( \nu \). Therefore, the linear polarization of the beam is preserved during the reflection from the interface. At the same time, we have that at the vicinity of the critical angle \( \theta_c \) of incidence \( E'_p(\theta_c - \epsilon - \mu) \approx 1 - A_p \sqrt{\epsilon + \mu} \), where \( A_p = \frac{2\pi i}{\sqrt{\epsilon \mu}}(\sqrt{\epsilon} - 1)^{-\frac{3}{4}} \) (see Eq. 2). Inserting this relation in Eq. 7, we derive the following expression for the \( p \)-polarized component of the reflected beam

\[
E'_p = \int E^m \cdot (1 - A_p \sqrt{\epsilon + \mu}) \, dk, \quad dk
\]  

(8)

case of very small deviations of angle of incidence from the critical angle \( \epsilon \approx \mu \), we can further expand the square root appearing in the parenthesis of Eq. 8 as \( \sqrt{\epsilon + \mu} \approx \sqrt{\mu} + \frac{\epsilon}{2\mu} \). Substituting the latter expression in Eq. 8 together with the Gaussian form of the incident wave Eq. 6, we arrive at the expression for the reflection coefficient for the incident \( p \)-polarized wave. The same analysis can be done for the \( s \)-polarized light yielding the equations

\[
\Re(r_s) = 1 - A_s \cdot \frac{\Gamma^2(\frac{3}{4})}{\frac{3}{4} \sqrt{k_0 \omega_0}} - A_s \cdot \frac{\Gamma^2(\frac{3}{4})}{\frac{3}{4} \sqrt{k_0 \omega_0}} \quad \text{and} \quad \Im(r_s) = A_s \cdot \frac{\Gamma^2(\frac{3}{4})}{\frac{3}{4} \sqrt{k_0 \omega_0}} + A_s \cdot \frac{\Gamma^2(\frac{3}{4})}{\frac{3}{4} \sqrt{k_0 \omega_0}}
\]  

(9)

where we have used the fact that the incident Gaussian beam is normalized and \( \delta = \rho \) indicates the polarization of the incident beam. In Eq. 9, \( k_0 = \frac{2\pi}{\lambda} \) with \( \lambda \) being a wavelength, and \( \omega_0 \) is a Gaussian beam waist. Equation 9 holds whenever the deviation from the critical angle \( |\epsilon| \) is smaller than or equal to half of the Gaussian beam divergence: \( |\epsilon| \leq \frac{\Delta \theta}{2} \). Therefore, the beam divergence establishes a bound on how close one can approach the Fresnel limit on the basis of parameters of an incident Gaussian beam. A numerical evaluation of the reflection amplitudes \( \Re(r_p) \) and \( \Im(r_p) \) of a \( p \)-polarized Gaussian beam and their comparison with the Fresnel predictions and the associated linear approximation in Eq. 9 is reported in fig. S1.

Allan deviation

The Allan deviation \( \sigma(\tau) \) is extracted from the long-term measurement of the differential signal \( I \) with the sensor at rest. It is evaluated from the PSD \( S(f) \) as (29, 32)

\[
\sigma(\tau) = 2 \left( \int_0^{\infty} S(f) \sin^4 \left( \frac{\pi \tau f}{2} \right) \frac{df}{fn} \right)^{1/2}.
\]  

(10)

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/7/23/eabg8118/DC1
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