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Abstract—The advent of Cloud Computing enabled the proliferation of IoT applications for smart environments. However, the distance of these resources makes them unsuitable for delay-sensitive applications. Hence, Fog Computing has emerged to provide such capabilities in proximity to end devices through distributed resources. These limited resources can collaborate to serve distributed IoT application workflows using the concept of stateless micro Fog service replicas, which provides resiliency and maintains service availability in the face of failures. Load balancing supports this collaboration by optimally assigning workloads to appropriate services, i.e., distributing the load among Fog nodes to fairly utilize compute and network resources and minimize execution delays. In this paper, we propose using ELECTRE, a Multi-Criteria Decision Analysis (MCDA) approach, to efficiently balance the load in Fog environments. We considered multiple objectives to make service selection decisions, including compute and network load information. We evaluate our approach in a realistic unbalanced topological setup with heterogeneous workload requirements. To the best of our knowledge, this is the first time ELECTRE-based methods are used to balance the load in Fog environments. Through simulations, we compared the performance of our proposed approach with traditional baseline methods that are commonly used in practice, namely random, Round-Robin, nearest node, and fastest service selection algorithms. In terms of the overall system performance, our approach outperforms these methods with up to 67% improvement.
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I. INTRODUCTION

Fog Computing complements Cloud Computing to support delay-sensitive IoT applications and to support mobility, geodistribution, and location awareness for these applications [1]. It saves the network bandwidth by reducing the traffic between end devices and the Cloud. In addition, it increases the security and privacy of IoT applications by pre-processing and encrypting data closer to its source [2]. Fog resources extend from the edge of the network to the Cloud, i.e., cloud-to-thing continuum, while Edge Computing limits these resources within one-hop distance from those things [3] (see Fig. 1). Hence, the Fog is more complex than the Edge; indeed, the Edge can be viewed as a subcategory of the Fog as shown in Fig. 1. Only modular applications, like workflow and bag-of-tasks [4], allow for distributed Fog deployments as pipelined workflows [5]. In contrast, monolithic applications cannot be divided into multiple logical modules, and hence each shall run as a single module in a single computing entity.

Estimating the volume of IoT workloads in advanced can help building Fog environments, from scratch or by extending existing infrastructures, to support IoT frameworks and their applications [6]. However, it is almost impossible to accurately estimate the expected volume of IoT workloads, a problem that is imposed by the ever-growing number of IoT devices and their applications. Therefore, optimal resource management becomes critical to cope with these increasing demands,
which is done through optimal resource provisioning and resource allocation schemes. In addition, optimally balancing IoT workload among Fog resources helps achieving optimal utilization of existing resources without requiring additional hardware resources. Although, optimal load balancing is not sufficient when the total available hardware resources can not provide enough computational power to serve all generated IoT workloads at a given point in time.

Time-dependent data rate fluctuations, uneven sensor distribution, and sensor mobility are usually the main reasons for dynamic workloads in realistic IoT networks. Hence, efficient management of the network’s scarce resources is essential to improve the performance of these systems. In mobile networks, for example, this requires understanding the behavior of network traffic [7]. These dynamic environment changes increase the complexity of efficient workload distribution across Fog nodes [11]. This led researchers to oversimplify their experiments using many pre-assumptions, which makes their proposed solutions far from being applicable to realistic environments [9]. For example, Kashani et al. [9] proposed to use a three-layer hierarchical architecture, where the Cloud resides at the top, Fog nodes in the middle, and IoT devices at the bottom of the hierarchy. However, flat mesh-like architectures and semi-hierarchical architectures are more realistic, where Fog nodes can communicate with adjacent Fog nodes without the concept of layers [8]. This can be achieved by interconnecting Fog nodes with each other to allow offloading workloads and traffic among themselves, if needed, without necessarily going through the Cloud.

Load balancing becomes critical to achieving resource efficiency by avoiding bottlenecks, underload, and overload situations [9]. For this to work, the total available resources should be equal or greater than the requirements of all incoming requests at a given time [10]. Hence, load balancing methods try to maximize resource utilization while minimizing the execution delay to satisfy the deadline requirements for delay-sensitive tasks. In addition, to distribute workloads among interconnected Fog nodes without migrating data and services, these nodes must have redundant service replicas of the requested modules [11].

Using redundant micro services for Fog-based applications is essential, especially for resource-hungry real-time IoT applications that are used globally, such as trending online games, Internet of Vehicles (IoV), and health monitoring systems. Balancing the load of such heavy applications is critical, and avoiding migration while serving the global population can be only achieved through service replication. These Fog-based micro services can be deployed globally as background services, and only loaded when triggered, i.e., when requested by an IoT application. Hence, the compute resources of those Fog nodes will only be consumed while serving those workloads. If workloads of some applications are less frequent in a specific region, their corresponding micro-services that are deployed in the Fog nodes in that region will be idle most of the time, hence saving their compute resources.

Considering redundant micro Fog services with resource-demanding real-time applications saves compute and network resources from the overhead of service and data migration. Migration overhead is a heavy burden in Fog networks, especially the overhead of transmission, allocation, and security of the migrated services and their associated data [12]. In addition, redundancy allows performing load balancing through Fog service selection decisions, where a Fog service in a given Fog node is selected to serve a given request. Hence, an up-to-date directory of available services in every available Fog node must be presented for the node that performs load balancing. Such directory represents a virtual sub-network, i.e., local view of the network, for every workload, where multiple Fog nodes host the required service. Hence, the goal of the load balancing algorithm is to select one of these Fog nodes to serve this workload.

Service selection decisions depend on whether Fog modules need cached data to process IoT requests, a concept referred to as the state of the flow of requests [13]. For stateless requests,
where cached data is not needed, incoming requests can be offloaded to other service replicas without migration [13]. However, migration is needed for stateful, i.e., not stateless, requests during the offloading process. Hence, to be able to use service selection decisions to balance the load between redundant micro Fog services while avoiding migration, workloads/requests must be assumed stateless, i.e., serverless. All these assumptions are common in Fog environments, in fact, considering stateless requests with redundant micro services provides resilience for the system by maintaining service availability in case of the failure of one or more Fog nodes in the system [14].

Service selection decisions range from sophisticated load balancing algorithms to simple random node selection [15]. Round-Robin (RR), nearest node, and fastest service selection algorithms are other simple service selection methods. Using the nearest node minimizes communication delay and energy consumption in the network while using the fastest service increases resource utilization and minimizes task processing time. But, smarter algorithms simultaneously include workload requirements, resource capabilities of computing nodes and network links, and their current load information. Search-based optimization algorithms can be used to balance the load in such fully observable environments, where the network load information is accessible to the load balancing algorithm.

Even though search-based algorithms may require higher processing power than simple traditional approaches, they can provide optimal, or near-optimal, results that can be used as a baseline for other algorithms. Such algorithms can be deployed in resource-rich network controllers, like SDN Controllers, to provide service selection decisions for every generated workload in the network. Therefore, we propose, in this paper, a multi-objective search-based optimization approach using an outranking Multi-Criteria Decision Analysis (MCDA) algorithm called ELECTRE [16]. Our approach outperformed traditional service selection algorithms, i.e., random, RR, nearest node, and fastest service selection algorithms, to improve the overall system performance. These traditional methods are widely considered for practical Fog deployments because of their simplicity while they are wrongly assumed to work well in arbitrary Fog architectures.

We considered using an MCDA-based approach to balance the load in Fog networks as it recently showed good performance in Mobile Crowd Computing systems by making optimal resource selection decisions [17]. They were also used to solve the service selection problem in Cloud Computing environments [18]. In addition, these algorithms were used to solve the service placement problem in Fog Computing systems [19]. However, this is the first time an MCDA-based method is used to balance the load in Fog systems to increase the overall Fog system performance.

We also provide in this work a generic network architecture (see Fig. 3) with heterogeneous and unbalanced resources, unbalanced load distribution, heterogeneous workload requirements, and a semi-hierarchical topology. It demonstrates the need for load balancing in unbalanced Fog environments with bottlenecks in computational and communication resources.

It is used to evaluate and compare the performance of our approach with other service selection methods. This architecture avoids common simplifications in the literature, like using hierarchical topologies with homogeneous resource and workload requirements [8].

We then evaluate our approach in a more realistic experimentation setup, which consists of multiple Fog nodes that are randomly configured to simulate unbalanced resource and load distribution. This larger setup confirms both the performance of our proposed approach, as well as the effectiveness of our generic architecture in evaluating load balancing algorithms in a simplified setup. In addition, we consider pipelined IoT application workflows with computational modules that span from the edge of the network to the Cloud (see Fig. 4). This consideration avoids simplifying Fog problems into Edge problems, where atomic IoT workloads are assigned to a single computing entity that then sends feedback to the source IoT device in response [20].

Hence, our main contributions can be summarized as the:

1) Design and implementation of a generic Fog architecture that can be used to evaluate load balancing algorithms away from the common simplifications in the literature.
2) Design and implementation of ELECTRE MCDA-based
load balancing algorithm that simultaneously considers five selection criteria for its decision-making process.
3) Comparison of our proposed approach with traditional methods that are commonly used in practice, which are wrongly assumed to behave well in Fog environments.
4) Evaluation of our proposed load balancing solution in a larger and more realistic setup to confirm our findings.

The rest of the paper is organized as follows. Section II presents a comparison between this work and existing work in the literature. We introduce the ELECTRE algorithm in Section III. Section IV presents the generic architecture used to evaluate the proposed solution. Section V discusses the results and the superior performance of our approach. Finally, Section VI concludes the paper and presents some future directions for the work.

II. RELATED WORK

Increasing the performance of IoT applications using Fog resources can be done in two ways: (1) Constructing Fog infrastructures that match the expected IoT traffic in a system [21]. (2) Allocating the resource of existing Fog infrastructures to run IoT applications, and optimally distributing the load of these applications to those resources in real-time. The first approach works for geographical regions that do not have existing Fog infrastructures. The goal here is to find the optimal geographical locations of Fog nodes and to determine their optimal resource requirements, i.e., CPU, memory, and storage. In contrast, the second approach is more realistic as we simply use the resources of existing hardware in the network using optimal resource allocation and load distribution.

Before balancing the load in Fog environments, we need to allocate Fog resources to distributed application modules. This problem is also called the Fog placement problem, i.e., where to deploy service instances of IoT application modules. The allocation of resources can be static or dynamic [22]. With static allocation, services do not migrate after their initial deployments, while they can migrate during their lifetime when dynamic allocation is used, which is more realistic in dynamic mobile environments. In this case, efficient mobility-aware bandwidth reservation schemes are required to support real-time IoT applications to preserve the valuable and scarce bandwidth resources [23]. In addition, the overhead of migrating services and their associated data can be unacceptable in realistic deployments, which is often underestimated in the literature [24]. It can be ignored only when migration is done on micro Fog services that are not associated with user data.

Velasquez et al. [25], for example, reduced network latency in Fog environments by optimizing service placement using Integer Linear Programming (ILP). The optimization is based on the popularity of each application, i.e., the number of requests for each application. Then, they proposed a faster, but near-optimal, heuristic solution based on the PageRank algorithm. Their results showed that the heuristic approach was better in balancing the load between Fog nodes with latency values close to those of the ILP optimal solution. They used the YAFS simulator [26] to test their solution and compared their results with the First Fit (FF) placement algorithm. However, they only solved the initial placement problem, i.e., static resource allocation, in Fog environments, which cannot adapt to dynamic environments with mobile nodes.

The Fog placement problem was also addressed using other optimization algorithms, including Genetic algorithms [27], Particle Swarm Optimization (PSO) [28], Gravitational Search Algorithm (GSA) [29], Monte Carlo simulations [30], and linear programming [31]. However, solving the Fog placement problem does not necessarily provide resiliency in the system and it might require service and data migration to support mobile networks, which introduces a huge overhead in dynamic systems. Ni et al. [32] compared static allocation strategies with dynamic resource allocation in the Fog, where they filtered, classified, and grouped Fog nodes based on their computing capabilities and their credibility. They considered the price and time costs needed to complete the tasks along with the credibility of end-users and Fog resources. However, users or resources can have similar credibility, which can cause sub-optimal behavior when breaking ties. In addition, the dynamic nature of users’ and resources’ credibility can cause deviations when calculating these values.

Téllez et al. [33] balanced the load between Fog nodes and the Cloud by finding the optimal task allocation using an ILP-based Tabu search method. They transformed multi-objective optimization into a single-objective problem using the Pareto Frontier method. They used a Task Scheduling Coordinator to receive the tasks, schedule them, and assign them to suitable computing nodes. Puthal et al. [34] used Breadth-First Search to choose the best computing node in the network to improve resource utilization and job response time in the system.

Xu et al. [35] balanced the load between Fog nodes based on CPU, RAM, and bandwidth resources using static resource allocation and dynamic service migration. Services were partitioned to Fog nodes based on their type and predefined request generation rates. They compared their approach with FF, Best-Fit (BF), FF-Decreasing (FFD), and BF-Decreasing (BFD). Pereira et al. [36] proposed a priority-based load balancing algorithm with two predefined priority levels. They used a centralized controller with a global knowledge of system resources and workload requirements. The controller uses a search table to select the best available computing node and can create more nodes if needed. High priority tasks are sent to the node with the lowest load and latency and the highest number of cores and available memory. While low priority tasks wait for nodes with low load or will be sent to the Cloud.

Pinto Neto et al. [11] compared their multi-tenant load distribution algorithm with a delay-driven load distribution strategy. They considered homogeneous Fog environments with redundant services replicas. In their hierarchical architecture, a management node in the upper layer manages all Fog nodes in the lower layer. It keeps a table for the resource utilization in each Fog node as well as the communication delay between adjacent nodes. When a Fog node receives a task, it consults the management node to select the best node to run this task based on its priority and delay requirements. If all nodes are fully loaded, tasks are kept in a queue in the management node. When a node becomes available, the management node sends it the task with the highest priority.
Despite their near-optimality, machine learning based solutions have also been considered for load balancing problems in Fog systems. Mseddi et al. [37], for example, used Deep Q-networks (DQN) to maximize user satisfaction with mobile Fog nodes that are free to join or leave the network. It runs in multiple controllers, where each controller is responsible for a group of Fog nodes in its region. To build the state of the environment, they included the location of Fog nodes and IoT devices and the requirements of computational tasks. Each controller selects the best Fog node in its region that can perform the task within a predefined delay threshold. They compared their results with ILP, random, and nearest node selection algorithms. However, they assumed identical independent tasks with homogeneous workloads, which violates the characteristics of distributed IoT applications.

Talaat et al. [38] also used a Master controller for each isolated Fog region, which continuously monitors traffic, collects resource and load information, and fairly distribute requests to Fog nodes in their regions. They used RL and genetic algorithms to allocate and migrate tasks using Adaptive Weighted-RR (AWRR), where the decisions are based on the CPU, RAM, and Cache values of each node and other predefined conditions. They compared their approach with RR, Weighted-RR (WRR), and Least-Connection (LC) selection methods. Baek et al. [39] used SDN controllers to lower the overloading probability of Fog nodes while reducing job latency, which was achieved by offloading the optimal number of tasks to neighboring Fog node. They calculated a load index value using Q-Learning to represent the computational load on a given node based on a global system average. They compared their work with random, nearest, and least-queue node selection schemes.

Wang and Varghese [4] used Cloud-based DQN agents to decide on the number of services that should be offloaded from the Cloud to the Fog layer, and their optimal placement, considering QoS and running costs. They formulated Fog nodes as the environment and nodes’ characteristics as the state of the agent. They compared their approach with a static predetermined service distribution. However, they did not consider dynamically changing environments, where the number of users and workload generation rates can change over time. In addition, they did not consider multi-tenancy, where multiple Fog applications are deployed on a single Fog node simultaneously.

Approximation-based approaches provide semi-optimal results through function approximation. Conversely, random-based load balancing approaches provided good performances with simple implementations and minimum resource requirements while avoiding complex coordination between Fog nodes. For instance, Beraldi and Alnuweiri [40] proposed a simple load balancing algorithm that leverages the power of random choice property. In their solution, every time a node receives a job, it sends a request to a randomly selected node to take this task. The selected node informs the task initiator in case it accepts it. Otherwise, it repeats the process sequentially by sending another request to another randomly selected node. This sequential solution is equal to their parallel solution, proposed in [41], with a fan-out value equal to 1, which means sending the request to a single random node.

In another work, Fog nodes probe random nodes to offload tasks if their current load exceeds a predefined threshold [42]. This is similar to the work in [43] except for probing a predefined number of random nodes, then selecting the least loaded. Similarly, Beraldi et al. [44] proposed sequential and adaptive random forwarding algorithms. Here, if the job is already offloaded more than a predefined threshold, it is executed locally or dropped based on the available resources. Otherwise, the node decides between processing the task locally and offloading it to a random node based on its current load. The sequential algorithm uses a predefined load threshold for each node, while the adaptive algorithm tunes this threshold based on the number of times the job was already forwarded.

There are many limitations in existing load balancing approaches in the literature (summarized in Table I). That motivated us to propose a solution that mitigates these limitations. Our proposed load balancing solution optimizes multiple objectives simultaneously using an MCDA-based method to improve the overall system performance. MCDA-based methods were used to make resource selection decisions in different domains, including Mobile Crowd Computing systems, where smart mobile devices are utilized as computing resources [17]. These methods achieved satisfactory performance and provided quality of service by selecting the most suitable resources. Furthermore, MCDA methods were also used to efficiently solve the service selection problem in Cloud Computing environments [13].

The varying significance of the selection criteria makes MCDA methods suitable for load balancing problems in the Fog. ELECTRE, for example, is an effective outranking MCDA method that was used to solve the Cloud service selection [18] and the Fog service placement [19] problems. However, to the best of our knowledge, MCDA-based methods have never been used to balance the load in Fog environments using service selection decisions of stateless micro Fog service replicas. To fill this gap, we propose in this work an MCDA-based load balancing solution using the ELECTRE algorithm, where we simultaneously minimize the hop count, propagation delay, processing delay, execution delay, and waiting delay to improve the overall system performance. We compare the performance of our approach against traditional service selection methods, i.e., random, RR, nearest node, and fastest service selection. Evaluating load balancing algorithms against such baselines is a common practice in the literature (see Table I). To advance the state of the art, the proposed solutions must mitigate the limitations of existing approaches in the literature before improving the system performance in terms of execution delay and resource utilization.

Table I shows that our proposed solution addresses a number of limitations in existing work in the literature. For example, our solution provides a near-optimal solution for the load balancing problem in Fog environments. Unlike randomized methods (e.g., [40] [41] [42] [43] [44]), which do not guarantee optimal load distribution, and can unnecessarily waste compute and network resources. In addition, our proposed approach can easily adapt to dynamic changes in the topology of the system, availability of compute and network resources,
Optimization Objectives

- Minimize network latency
- Minimize computational cost using Fog or Cloud
- Minimize task completion time and processing price
- Minimize network congestion, network latency, and application execution delay
- Optimal placement considering QoS & running cost

Limitations

- Can unnecessarily waste resources as it does not guarantee optimality
- Credibility deviation and ties
- Predefined priorities and thresholds that must be determined by experts
- Single Application per Fog node
- Minimize computational cost and overhead on the system

How We Address these limitations

- Consider dynamic service selection to adjust to system changes
- Consider improving service utilization and execution delay
- Avoid pre-training/retraining and consider heterogeneous tasks
- Avoid pre-training/retraining and consider unbalanced scenarios
- Avoid pre-training/retraining and consider multiple applications

as well as the changes in load distribution and its generation rate. In contrast to static allocation solutions (e.g., [25] [35]), with initial service placement of Fog services, which can only perform well in unrealistic static environments that never change over time. Our proposed solution also avoids predefined priorities and thresholds that are common in existing solutions (e.g., [36]), which are hard to be estimated even by experts. Avoiding such predetermined parameters allows for dynamic load balancing solutions that can easily adjust to system changes.

We also carefully address the problem of having ties between alternatives, which is a problem in credibility-based grouping approaches (e.g., [32]). Hence, in case of a tie, i.e., more than one alternative is identified as top-ranked, the nearest Fog node is selected to save network resources. Additionally, our approach aims to improve service utilization in computing nodes while minimizing execution delay; this is different from price-based task assignment solutions (e.g., [33]) that only focus on minimizing the offloading monetary cost without considering about system performance. Moreover, we evaluate our approach in unbalanced Fog architectures with unbalanced load distribution, heterogeneous resources and workloads, and multiple simultaneous applications. In the literature, however, the evaluation is often simplified by considering balanced and homogeneous system architectures (e.g., [34] [11] [39]), identical or homogeneous workloads (e.g., [37]), and even considering a single application service in each Fog node (e.g., [4]).

Considering redundant stateless micro Fog services provide resiliency in the system by maintaining service availability in case of possible failures in Fog nodes or network links. In addition, this also avoids the need for service and data migration during the load balancing and workload offloading process. Avoiding migration also means avoiding its induced cost and overhead on the system, which is often ignored for simplicity in existing contributions in the literature (e.g., [35] [38]). Furthermore, the cost of training for RL-based algorithms, and retraining in case of dynamic environments, is also often ignored in the literature (e.g., [37] [38] [39] [4]). This cost is usually huge since RL agents need to train for hundreds of thousands of training steps using powerful GPUs and/or CPUs before reaching an optimal solution. With our approach, no training or retraining is needed as it simply builds a number of matrices to make a service selection decision; this enables our approach to work with a small overhead, especially in dynamically changing environments.

III. ELECTRE

Balancing the load in Fog networks includes minimize network congestion, network latency, and application execution delay while maximizing the resource utilization of all computing nodes in the system. These objectives can be optimized simultaneously using a multi-objective optimization approach, a subcategory of MCDA methods. MCDA methods, also referred to as Multi-Criteria Decision-Making (MCDM) methods, aim to explicitly evaluate multiple conflicting criteria in a decision-making process. Having MCDA methods solve the Cloud service selection problem, the Fog placement problem, and the resource selection problem in Mobile Crowd Computing motivated us to use it to efficiently distribute the load in Fog networks.

ELECTRE, for instance, is a greedy outranking MCDA method that is based on pairwise comparisons between multiple criteria [16]. This category of search-based optimization methods can optimize Fog service selection decisions by removing outranked alternatives. It is a search-based method because it works by checking whether one alternative is better or worse than the other using pairwise comparisons between all possible alternatives in the solution space. Search-based methods quickly adapt to dynamically changing environments.
since they do not require training or predefined parameters. ELECTRE, which is a French acronym for ELimination and Choice Expressing the REality, was first proposed in 1965 by Bernard Roy. Since then, different versions of ELECTRE methods have emerged, including ELECTRE III [45].

ELECTRE III solves some limitations in ELECTRE II, like dealing with data inaccuracies, imprecision, and uncertainties. In this method, a binary outranking relationship between two alternatives $a$ and $b$ is represented as $aSb$, which means that $a$ is at least as good as $b$. This relationship is not symmetric, and hence four different scenarios exist:

$$S(a,b) = \begin{cases} 
    aSb \& \text{not}(bSa) & \Rightarrow a \text{ is preferred to } b \\
    \text{not}(aSb) \& bSa & \Rightarrow b \text{ is preferred to } a \\
    aSb \& bSa & \Rightarrow \text{indifference} \\
    \text{not}(aSb) \& \text{not}(bSa) & \Rightarrow \text{incomparability}
\end{cases}$$

Alternatives are evaluated by $K$-related criteria that are weighted by importance factors $w_i > 0$, where $\sum_i^K w_i = 1$. For every criterion $g_i$: $g_i(a) > g_i(b)$ when alternative $a$ is preferred to $b$ according to that criterion. The novelty of ELECTRE III is the introduction of the concept of pseudo-criteria using discriminating thresholds for every criterion, i.e., indifference $g_i(g_i(a))$ and preference $p_i(g_i(a))$ thresholds. These thresholds can be constant or can dynamically vary along the scale of the values of each criterion, such that $p_i \geq g_i \geq 0$ for every criterion $i$.

ELECTRE III defines a credibility matrix $\sigma(aSb)$ for the outranking relation $aSb$ using a concordance matrix $c(aSb)$ and a discordance matrix $d(aSb)$. This credibility matrix is given as follows: $\sigma(aSb) = c(aSb) \prod_{i=1}^K T_i(aSb)$, where:

$$T_i(aSb) = \begin{cases} 
    1 - \frac{d_i(aSb)}{1 + c(aSb)}, & \text{iff } d_i(aSb) > c(aSb) \\
    1, & \text{otherwise}
\end{cases}$$

$c(aSb)$ is defined as $\sum_i^K w_i c_i(aSb)$, where:

$$c_i(aSb) = \begin{cases} 
    1 & \text{if } g_i(b) \leq g_i(a) + q_i(g_i(a)) \\
    0 & \text{if } g_i(b) < g_i(a) - p_i(g_i(a)) \\
    \frac{g_i(b) - g_i(a) + p_i(g_i(a))}{g_i(a) - g_i(a) - p_i(g_i(a))} & \text{otherwise}
\end{cases}$$

while the discordance matrix is defined as:

$$d_i(aSb) = \begin{cases} 
    1 & \text{if } g_i(b) > g_i(a) + v_i(g_i(a)) \\
    0 & \text{if } g_i(b) \leq g_i(a) + p_i(g_i(a)) \\
    \frac{g_i(b) - g_i(a) - p_i(g_i(a))}{v_i(g_i(a)) - g_i(a) - p_i(g_i(a))} & \text{otherwise}
\end{cases}$$

The concordance represents the majority among all different criteria that favor an alternative to another one. While the discordance represents, when the concordance condition holds, the minority criteria that strongly oppose that assertion.

Also, ELECTRE III uses the concept of veto thresholds for each criterion, i.e., $v_i(g_i(a))$, which is a variable threshold such that $v_i > p_i$ for every criterion $i$. This threshold represents the power of a given criterion to be against that assertion when the performance difference between the two alternatives for that criterion is greater than this threshold. In ELECTRE III, veto thresholds are used to define the discordance matrix, hence, they can be set large enough to make the discordance values equal to zero, and hence, making $\sigma(aSb) = c(aSb)$.

At least three criteria are needed to build an ELECTRE-based decision model. However, ELECTRE methods are more adequate when there are between five and thirteen criteria. Also, the criteria should be heterogeneous with ordinal, or weakly interval, scales, where the loss of one criterion does not benefit another. In addition, small differences are eliminated with the help of indifference and preference thresholds that dynamically scale to the data.

IV. SYSTEM DESIGN

To formulate our Fog environment, we use capital letters to refer to the set of items, i.e., nodes, links, modules, or messages. To refer to a single item in that set we use the lower case of that letter with a subscript. Fog environments are composed of a set of $N$ nodes, i.e., computing nodes ($N_C$ Cloud nodes and $N_F$ Fog nodes) and non-computing nodes ($N_{IoT}$ IoT nodes and $N_O$ other nodes), where node $n_x$ is defined by its compute ($IPT_x$) and memory ($RAM_x$) resources, as shown below:

$$N = N_C \cup N_F \cup N_{IoT} \cup N_O$$

$$= n_1, n_2, n_3, \cdots, n_z, \text{ where } n_x = \langle IPT_x, RAM_x \rangle$$

$N_{IoT}$ represents sensors and actuators with pure source and sink nodes, respectively, $N_O$ represents routers, switches, proxy servers, and firewalls. For load balancing algorithms, nodes must be characterized by identifiers (IDs), the number of instructions performed per unit of time (IPT), and their memory capacity (RAM). These nodes are connected through $L$ wired/wireless bidirectional links, where each link $l_x$ is characterized by the pair ($n_i, n_j$) that it connects, its bandwidth $BW_x$, and its propagation delay $PR_x$:

$$L = l_1, l_2, l_3, \cdots, l_z, \text{ where } l_x = \langle n_i, n_j, BW_x, PR_x \rangle$$

IoT distributed applications are represented using distributed data flow (DDF) models [46]. There can be several distributed applications simultaneously running in the system; let $A$ be the set of these applications. The workflow of each application $a_x \in A$ is represented by a set of modules $M_x$ and a set of dependencies between these modules $D_x$, as shown here:

$$A = a_1, a_2, a_3, \cdots, a_z, \text{ where } a_x = \langle M_x, D_x \rangle$$

Application modules can be categorized into three main classes, i.e., computing modules ($M_C$), pure source modules ($M_{SRC}$), and pure sink modules ($M_{SNK}$):

$$M = M_C \cup M_{SRC} \cup M_{SNK}$$

$$= m_1, m_2, m_3, \cdots, m_z, \text{ where } m_x = \langle RAM_x \rangle$$

Pure source/sink modules are implemented in IoT nodes as they do not perform computations on the generated/consumed data. Computing modules, in contrast, are deployed in computing nodes, i.e., Cloud, Fog, and Edge nodes. They serve incoming workloads and often generate a new workload for each processed request. They can also act as non-pure source and sink modules by periodically emitting aggregate or sync information based on the data they receive over a certain period. In addition, they can collect data without emitting messages in response, i.e., storing data for future analysis.
Application workflows are represented as a Directed Acyclic Graph (DAG), where nodes represent the modules and edges represent the dependencies between those modules. Message transfer between module \( m_i \) and module \( m_j \) represents the dependency, denoted by \( d_{x} \), between these modules. Each message, i.e., IoT workload, is characterized by the number of instructions \( (I_x) \) required by the workload from the compute entity and the size of the message in bytes \( (B_x) \):

\[
D = d_1, d_2, d_3, \ldots, d_z, \quad \text{where } d_x := (m_i, m_j, I_x, B_x)
\]

Now that we formally formulated our nodes, links, and applications, we can define our environment \( (E) \) by the set of nodes \( N \), the set of links \( L \), and the set of applications \( A \), as follows:

\[
E := (N, L, A)
\]

For a realistic evaluation of our proposed approach, we provide a generic Fog architecture (see Fig. 3) to demonstrate the need for load balancing through network bottlenecks, unbalanced Fog resources, and unbalanced workload distribution. Then, we use a more realistic Fog topology to evaluate our proposed approach, with more Fog nodes that are randomly assigned resources under the constrain of creating unbalanced architectures. In both those evaluation scenarios, we consider heterogeneous computation and communication resources with heterogeneous workload requirements to mimic realistic Fog environments. We also consider non-hierarchical architectures to mimic flat Fog systems instead of layered ones.

Starting with the simple generic architecture in Fig. 3, \( F_{og2} \) acts as a computation bottleneck as it has the least amount of computational resources, represented by the smallest square in the figure, while being directly connected to the largest number of IoT devices. In addition, the longest communication link, i.e., higher propagation delay, is the one that connects the fastest Fog node \( (F_{og3}) \) with the Cloud. This link has the lower bandwidth, i.e., represented by a thinner line, compared to the links that connect the Cloud with the other two Fog nodes. Hence, this link is a communication bottleneck when \( F_{og3} \) is used to process IoT workloads.

Fig. 5 shows a simple implementation of this generic architecture using YAFS [26], a Discrete-event Simulator (DES) that mimics realistic deployment of Fog-based IoT applications. In this implementation, the Cloud is connected to three interconnected Fog nodes with heterogeneous resources. We simulate the Cloud with one order of magnitude more resources than \( F_{og3} \), which has one order of magnitude more resources than \( F_{og1} \), that also has an order of magnitude more resources than \( F_{og2} \).

A communication bottleneck exists between the fastest Fog node, i.e., \( F_{og3} \), and the Cloud. In addition, the slowest Fog node, i.e., \( F_{og2} \), is connected to an order of magnitude more IoT devices than \( F_{og1} \). While the fastest Fog node only accepts offloaded workloads from the other two Fog nodes, since it is not connected to any IoT devices. This unbalanced resource distribution creates a computation bottleneck, which, alongside the communication bottleneck, emphasizes the need for load balancing in this architecture.

In this generic architecture, three applications with heterogeneous workload requirements are deployed in the system, following the distributed application workflow shown in Fig. 4. It has four modules with three dependencies, i.e., messages, requests, or workloads, between them. Service replicas for Sensor and Actuator modules are deployed in IoT devices. A single service replica for the Cloud module is deployed in the Cloud, and each Fog node has a stateless service replica of the Fog module. This is a local view of the network, for the load balancer, with the available Fog nodes that can serve a given workload.

Each IoT device has instances of the three Sensor and three Actuator modules, one for each application. Fog nodes and the Cloud have instances of the three Fog and Cloud modules, respectively, one for each application. Workload requirements were chosen relatively to the resources of computing nodes to simulate resource-demanding, moderate, and light workloads. This was done by defining the workload requirements of \( App_i \) with one order of magnitude more compute instructions than \( App_j \) to simulate resource-demanding and moderate workloads, respectively. In addition, \( App_{i} \) was defined with one order of magnitude less workload requirements than \( App_j \) to represent light workloads.

Sensor messages are generated by IoT devices using a Poisson Point Process. These messages wait for their turn to access network links since nodes and links are modeled in YAFS as M/M/1 queuing models. Modeling resources with infinite queue sizes allows studying network saturation as a performance measure instead of workload dropping probability. The next messages in the workflow, i.e., Fog messages, are triggered after Fog nodes are done serving Sensor messages. The same happens when the Cloud finishes processing Fog messages, when it triggers Cloud messages as a response. Cloud messages are finally consumed by the Actuator module in the IoT device that initiated that particular loop.

Load balancing takes place by selecting the proper Fog node to serve an incoming IoT workload. Selecting the nearest Fog node to the source IoT device creates a computation bottleneck on \( F_{og2} \), which has the least amount of resources while being connected to around 91% of the system’s IoT devices. In contrast, selecting the fastest node creates communication bottlenecks on the links connecting \( F_{og3} \), because they have smaller bandwidths and larger propagation delays.

Another simple approach is for each IoT device to select between the three Fog nodes in a Round-Robin manner, which we called Distributed Round-Robin (DRR). We also included a random service selection approach, which leverages the power of random choice property to randomly select a Fog node for every newly generated workload. This approach is similar to the sequential randomization load balancing solution proposed in [20] with the difference that the selected node must accept the assigned request. Hence, the process of informing the task initiator about accepting or rejecting the request, and the process of repeating the selection process in case of a rejection are no longer needed. This helps us study workload saturation rather than studying the dropping probability of workloads.

Our proposed ELECTRE-based method, however, considers five criteria (see Table II) to select an optimal Fog node, i.e.,
alternative, to process each generated workload based on the outranking relation \( aSb \). Each criteria \( i \) for each two alternatives, i.e., \( g_i(a) \) & \( g_i(b) \), is represented by the concordance and discordance matrices \( c_i(aSb) \) and \( d_i(aSb) \), respectively. The objective is to find alternatives that minimize these criteria to determine their outranking relationships. Alternatives that are dominated by others are then identified and eliminated based on these relationships; this results in a smaller set of alternatives. In an iterative procedure, this results in an ordering/ranking of alternatives with the possibility of having ties in the ranks.

The shortest path between the source and destination is used for calculating the hop count, propagation time, and execution delay. If there are multiple shortest paths, i.e., same number of links, the path with the smallest propagation time is selected. Given a request \( r \) to travel \( L \) links between its source \( s \) and a destination candidate Fog node \( x \), along with \( T \) tasks that are currently waiting to be processed in this candidate Fog node, we can formally define these five criteria as follows:

\[
C_{s,x} = \sum_{l=0}^{L} 1
\]

\[
D_{s,x}^{PR} = \sum_{l=0}^{L} D_{l}^{PR}
\]

\[
D_{x,r}^{P} = \frac{I_{r}}{IP_{T_{x}}}
\]

\[
D_{s,x,r}^{E} = D_{x,r}^{P} + D_{s,x}^{PR} + \sum_{l=0}^{L} D_{l,r}^{T}
\]

where \( D_{l,r}^{T} = \frac{S_{r}}{BW_{l}} \)

\[
D_{x}^{W} = \sum_{r=0}^{T} D_{x,r}^{P}
\]

Fig. 5. A simple generic Fog architecture with three interconnected Fog nodes.
The link propagation delay is a constant value for each link representing the time required to transmit a single bit from one end of the link to the other. It represents the physical link properties and the distance between the pair of nodes it connects, i.e., material and length, respectively. The link communication delay is determined by the transmission delay ($D_{trans}^l$) of the request $r$, which is given by dividing the message size in bytes ($S_r$) by the link bandwidth in Bps ($BW_l$). This represents the time required to push the whole message into the communication link. Both propagation and transmission delays represent the time required for the whole message to reach the other side of the link.

The execution delay is calculated based on the network communication delay and the processing time ($D_{proc}^p$) of request $r$ on the candidate Fog node $x$. The network communication delay is given by adding propagation and transmission delays for every link between the source and the destination. The service time, i.e., processing delay ($D_{proc}^p$), is calculated by dividing the workload’s required instructions ($I_r$) by the computational capabilities of the candidate Fog node, i.e., $P_{Fog}$. Finally, the expected waiting delay ($D_{wait}^w$) in a computing node ($x$) represents the load information for that node. It is calculated by adding the processing delay ($D_{proc}^p$) of every task that is currently waiting to be served by node ($x$).

Except for the expected waiting delay, all other criteria need information about the resource capabilities of candidate Fog nodes, which can be collected using triggered updates only, i.e., during upgrades or downgrades of these resources. However, the current load in Fog nodes, i.e., their resource availability, requires an active monitoring system that collects this information from candidate Fog nodes. This real-time information allows adapting to recurring topological changes and fluctuations in workload generation rates.

The criteria, in our simulations, have identical weights $w_i = 1/K = 1/5 = 0.2$ for every criterion $i$, where $K$ is the number of criteria used in the algorithm. This gives equal importance for every criterion since, in ELECTRE, the weights are a measure of relative importance of the criteria [47], [48]. These weights do not depend neither on the ranges nor the scales of the values in each criteria [49]. In this case, weights can be viewed as the number of votes given to a criterion in a voting procedure, which indicates the relative importance of each criterion [50], [51]. The algorithm avoids alternatives, i.e., Fog nodes, that maximize these criteria, which means that, indeed, it chooses alternatives that minimize all criteria for every incoming workload. Therefore, ELECTRE can simultaneously optimize these criteria, given their equal importance, to optimize the overall system performance.

The algorithm dynamically calculates the preference and indifference thresholds, in every decision epoch, using percentile ranking. The veto threshold, for example, was set to the 100th percentile rank of every criterion to avoid discarding alternatives that surpass that threshold. On the other hand, we use an indifference threshold of one-third of the 10th percentile rank while having the preference threshold equal to the 20th percentile rank. This was done to avoid considering small differences of preferences as significant.

To rank Fog nodes from best to worst, ELECTRE outranks the worst alternatives until the best alternative is identified, according to the thresholds discussed above. However, because of indifference thresholds, the possibility of having ties among alternatives exists, and hence a set of alternatives can be identified as top-ranked instead of a single one. In case of a tie, we choose the nearest Fog node to the source device to avoid unnecessary utilization of network links. In 30 experiment runs, the average number of ties in the generic architecture was $15.35 \pm 0.1\%$, and the nearest Fog node to the workload source was selected instead.

To validate our findings from the simple generic Fog architecture, a larger and more complex Fog architecture is used. Fig. 6 shows a YAFS implementation of such architecture, which is produced from a randomized graph generator that simulates the Internet Autonomous System (AS) network [52]. To create a Fog system out of this graph, we compute the shortest-path betweenness centrality for each node; it is a measure of centrality in the graph based on shortest paths. In other words, for each node, the betweenness centrality is the number of the shortest paths that pass through this node [53].

To add a Cloud in the center of the architecture, we create a Cloud node and connect it to the two nodes that have the highest betweenness centrality in this randomized graph. Nodes with zero centrality, i.e., edge nodes in the graph, are identified as IoT devices, while the rest of the nodes are identified as Fog nodes. Fog nodes are then assigned their compute resources based on their betweenness centrality to resemble unbalanced resources with unbalanced load distribution. To do this, Fog nodes with high centrality get smaller IPT values compared to Fog nodes with smaller centrality.

In addition to the use of a more complex Fog architecture to validate the performance of our approach, we also use a more complex application workflow to execute in these complex Fog environments. Instead of using a single application loop for each application workflow, we now consider two loops for each application workflow (see Fig. 7). Loop 1 represents the immediate feedback, through what we called Fog Down
Fig. 6. Internet Autonomous System (AS) inspired randomized unbalanced Fog environment with 21 IoT devices (purple), 11 Fog nodes (orange), and a Cloud (green). The size of the node represents its compute capabilities.

Fig. 7. A complex distributed application workflow for the AS-inspired Fog architecture, with two application loops.

messages. These messages travel from Fog nodes to IoT devices after processing Sensor workloads, where 100% of Sensor workloads trigger this feedback.

On the other hand, Loop 2 represents data aggregation and Cloud feedback through Cloud messages, where only 10% of Sensor workloads will trigger messages to the Cloud (Fog Up messages) and only 50% of those Fog Up messages will trigger Cloud feedback to the initiating IoT device. This way we mimic the workflow of many realistic applications, where immediate feedback is needed from Fog nodes for every processed Sensor workload. While the Cloud is only involved on a portion of those processed messages to perform data aggregation and/or providing feedback based on the aggregated data. This distributed application workflow reasonably represents existing IoT applications, such as online games, IoV applications, and health monitoring systems.

The AS-inspired architecture with this distributed application workflow mimics realistic online Virtual-Reality (VR) games, for example, Electroencephalogram (EEG) online game [54]. In this game, groups of players play collaboratively over the Internet using their brain signals (see Fig. 8). This game is composed of five distributed application modules with seven dependencies (see Fig. 9), players have EEG sensors that send brain signals to their devices, which are preprocessed in their local client modules before being sent to the concentration-calculator module in the Fog node. Fog modules in Fog nodes, i.e. resource-rich gateways, send concentration levels back to the clients to display the status of the player using their display modules. In addition, Fog modules periodically send the state of each player to the coordinator module in the Cloud, which periodically broadcasts the global game state to all client modules.

V. EVALUATION OF ELECTRE METHOD

In Table III we show the system’s parameters used to perform our experiments on the generic Fog architecture. In these experiments, IoT workloads, i.e., Sensor messages, are generated as a Poisson Point Process using an exponential distribution with a scale parameter $\beta$ of 100, which is common for IoT workload generation rates [19]. The scale parameter is the inverse of the rate parameter $\lambda$, which is another widely used parameter for the exponential distribution that represents
TABLE III
SIMULATION SYSTEM PARAMETERS FOR THE GENERIC ARCHITECTURE.

| Parameters | Details |
|------------|---------|
| Algorithms | Service Selection | Random, DRR, nearest, fastest, & ELECTRE |
| Simulation | Number of Iterations | 10 experiment runs each with a different random seed |
| Simulation | Simulation Duration | 10000, 100000, & 1000000 Time-steps |
| Applications | Number of Apps | 3 Heterogeneous Apps with three modules in each App, i.e., Source, Fog, & Cloud modules |
| Applications | Workload Instructions | 100, 1000, & 10000 IPT for each App |
| Applications | Workload Sizes | 10, 100, & 1000 Bytes for each App |
| Nodes | IoT, Fog, Cloud | 22 devices with CPU power of 10 IPT each |
| Nodes | | 3 nodes with CPU power of 1000, 10000, & 100000 IPT for Fog2, Fog1, & Fog3, respectively |
| Nodes | | 1 Cloud with CPU power of 1000000 IPT |
| Links | IoT-Fog, Fog1-Fog3, & Fog2-Fog3, Fog-Cloud | BW=10000 & PR=1 |
| | | BW=1000 & PR=2 |
| | | BW=100000 & PR=10, & Fog3-Cloud (BW=1000 & PR=20) |

Fig. 10. Poisson vs. Exponential Distributions to represent a Poisson-point-process over $10^4$ time-steps.

The rate of occurrences in a Poisson process. The exponential distribution is the probability distribution of the time between events in a Poisson Point Process (see Fig. 10), i.e., a process in which events occur continuously and independently at a constant average rate [56].

With exponential distribution, the average time between events, i.e., average inter-arrival time, is constant and known through its scale parameter (100 time-steps in our simulations). This distribution is supported on the interval $[0, \infty)$, but 0 is replaced by 1 in our simulations to avoid generating simultaneous tasks in the DES environment, i.e., to create gap intervals between events. Exponential distribution is selected because it easily simulates, using a DES environment, the expected time interval between generated workloads in a Poisson process. Unlike Poisson distribution, which simulates the expected number of workloads that are generated between two time-steps in that process (see Fig. 10), Figure 10 shows that smaller intervals are generated with a higher probability; this means that most workloads are generated with small inter-arrival intervals. This is why exponential distribution realistically mimics real-time IoT applications with heterogeneous, but frequent, generation rates.

In our experiments, simulation time-steps refer to seconds for easier analogy and they will be used interchangeably throughout the rest of the text. For instance, the processing power in Table III is measured in Instructions Per Time-step (IPT) or Instructions per Second (IPS). Similarly, the bandwidth (BW) and the propagation delay (PR) are defined in our simulations in Bytes per second (Bps) and seconds, respectively. The values for the bandwidth and the propagation delay in our simulations were chosen to simulate available link resources in shared, i.e., public, network environments, especially at peak hours.

In the AS-inspired evaluation environment, workloads are generated using the same exponential distribution. However, a different network topology is generated, in each of the 10 experiment runs, using a random AS graph generator. PR and BW resources, for every link in the network, are uniformly chosen from the range of values listed in Table IV. These network parameters are inspired from [19], and they were chosen relatively to workload requirements to simulate resource-demanding workloads in networks with scarce resources. Considering scarce resources helps demonstrate the effectiveness of load balancing algorithms in extreme conditions. Likewise, the resource capabilities of computing nodes and the resource requirements of application workloads were chosen relatively to each other to simulate high-demand workloads that require large computing power from limited computing resources.

The implementations of the random offloading and the DRR selection algorithms are straightforward, where in the former, IoT devices randomly select one of the three Fog nodes to serve Sensor workloads. For DRR, the three Fog nodes are alternatively selected by each IoT device in a Round-Robin manner. With the nearest node selection algorithm, IoT devices select directly connected Fog nodes to serve Sensor workloads, which means that Fog3 is never selected using this method. Fog2 receives around 91% of load as it is directly connected to around 91% of IoT devices, while Fog1 receives workloads from only two IoT devices. This approach, which is common in practice in Edge Computing environments, wastes compute and communication resources that shall be utilized to increase the overall system performance.

Using the fastest service selection algorithm, the Fog node with the smallest total execution delay is always selected, which is calculated by adding the service time to the network...
BW and PR values are drawn from a uniform distribution over the intervals $[10^3, 10^4]$, values are then assigned to Fog nodes inversely proportional to their betweenness centrality. The Cloud is connected to the two Fog nodes with the highest betweenness centrality, and assigned CPU power of $10^6$ IPT.

### Table IV

| Parameter                  | Values                                                                 |
|----------------------------|------------------------------------------------------------------------|
| IoT devices                | Nodes with 0 betweenness centrality, each with CPU power of 10 IPT     |
| Fog nodes                  | IPT values are evenly spaced integers over the interval $[10^3, 10^4]$, values are then assigned to Fog nodes inversely proportional to their betweenness centrality |
| The Cloud                  | Connected to the two Fog nodes with the highest betweenness centrality, and assigned CPU power of $10^6$ IPT |
| IoT-Fog links              | BW and PR values are drawn from a uniform distribution over the intervals $[10^2, 10^3]$ and $[1, 2]$, respectively |
| Fog-Fog links              | BW and PR values are drawn from a uniform distribution over the intervals $[10^3, 10^4]$ and $[2, 4]$, respectively |
| Fog-Cloud links            | BW and PR values are drawn from a uniform distribution over the intervals $[10^2, 10^3]$ and $[10, 20]$, respectively |

**Fig. 11.** The distribution of workloads between Fog nodes in the generic architecture.

**Fig. 12.** Number of received messages from each Sensor (over $10^4$ time-steps).

Latency as we have discussed in the previous section. In the simple generic architecture, the fastest service for IoT devices 4 & 5 is always their directly connected Fog node ($Fog_1$) (see Fig. [1](#)). However, for the rest of IoT devices, only less demanding workloads are sent to the directly connected Fog node, i.e., $Fog_2$, because of its scarce resources. While high-demanding workloads, i.e., from $App_3$, are sent to $Fog_3$ as it has the fastest service for such workload requirements. Our proposed approach, however, has a different behavior for IoT devices that are directly connected to $Fog_2$ (see Fig. [1](#))

ELECTRE distributes high-demand workloads, i.e., $App_3$ requests, between $Fog_1$ and $Fog_2$ to avoid the communication bottleneck between $Fog_3$ and the Cloud. This is because of the transmission of large workload data over limited network resources, which significantly affects the performance of the application loop as a whole. However, ELECTRE chooses to send smaller workloads to the fastest Fog node as they have less impact on network transmission between $Fog_1$ and the Cloud. Fig. [1](#) confirms these findings, where $Fog_1$ is always selected for IoT devices 4 & 5 using the nearest node, the fastest service, and the ELECTRE algorithms. While for the rest of IoT devices, $Fog_2$, $Fog_2$ & $Fog_3$, and the three Fog nodes are chosen by these three algorithms, respectively.

Since the network is modeled as an M/M/1 queue model, we can calculate the number of messages that are, by the end of the simulation, still waiting to access a network link. Typically, these messages will have to stay in a network buffer during the simulation until they get their turn to access the network link, which is done in a First-Come-First-Served (FCFS) manner. Fig. [1](#) shows that the nearest node selection algorithm produces the fewest number of waiting messages as it pumps the least number of messages into the network. The reason for this is choosing the slowest Fog node ($Fog_2$) 91% of the time, because it is directly connected to the majority of IoT devices in our unbalanced generic architecture. Hence, $Fog_2$ will act as a computation bottleneck, emitting a smaller number of messages through the application workflow.

Fig. [1](#) supports this analogy by showing the number of transmitted messages, i.e., messages that traveled a communication link. It confirms that the nearest node selection algorithm sends the least number of messages to the system for the reason discussed above. Fig. [1](#) shows the number of messages that were served by each service, which also supports the same fact regarding $Fog_2$ acting as the bottleneck of the system due to its poor computation resources. The number of workloads served by the Cloud module using the nearest service selection algorithm is less than all other algorithms, which is due to the number of workloads served by the system computation bottleneck ($Fog_2$).
mean latency time.
worst performance compared to the rest of the algorithms. The random-based approach achieves a slightly better performance by increasing the system’s resource utilization using random load distribution between Fog nodes.

Our proposed ELECTRE-based method achieved the best overall system performance, i.e., highest loop transfer rate, compared to other methods in this study. Over $10^4$ simulation time-steps, our approach achieves a 1% improvement over the second best approach in our study, i.e., fastest service selection. However, the performance of our approach significantly increases when running the simulation over longer time-steps, i.e., $10^5$ and $10^6$, where it achieves 20% and 23% improvement over the second best approach, respectively. Thus, over $10^6$ time-steps, our approach achieved an improvement between 23% and 67% over the other approaches used in this study.

Fig. 19 shows the module utilization that was achieved by each one of these algorithms. The fastest Fog node ($Fog_1$) is never utilized using the nearest node selection algorithm, while it is used the most using the fastest service selection algorithm. In contrast, the slowest Fog node ($Fog_2$) was used the most using the nearest node selection algorithm, while it was used the least using the fastest service selection algorithm. A better utilization for both $Fog_1$ and $Fog_2$ is very important since they are directly connected to IoT devices. Unlike $Fog_1$, which must be carefully used since it requires traveling more network links to be reached from IoT devices.

In our generic architecture, we see this behavior using ELECTRE, where it utilizes $Fog_3$ for lighter workloads as discussed earlier (see Fig. 11). On the other hand, it distributes resource-demanding workloads that are initiated from the majority of IoT devices, i.e., those connected to the slowest Fog node, between $Fog_1$ & $Fog_2$. This is why $Fog_1$ is utilized the most using ELECTRE, while it uses $Fog_2$ more than all other algorithms except the nearest node method. Considering workload requirements, resource capabilities of Fog nodes, and their resource availability allows our proposed method to outperform other traditional methods with better load balancing in this generic unbalanced Fog architecture.

To confirm our findings in the generic architecture, we evaluate these algorithms in the Fog environment shown in Fig. 6 using the distributed application workflow shown in Fig. 7. Figure 20 shows the performance of the five service selection algorithms in the AS-inspired topology averaged over the two application loops of each application. It shows how the mean loop execution delay and the number of served requests increase by increasing the simulation duration in our experiments. Figure 20 shows how the nearest node selection algorithm performs the worst in this environment, i.e., with the largest mean loop execution delay and the smallest number of requests served along the application loops.

The fastest service selection algorithm has the second worst performance in terms of the mean loop execution delay. However, the largest number of served requests was achieved using this method. Although, the number of served requests along application loops using our proposed method is very closed to that achieved by the fastest service selection algorithm. Nevertheless, our proposed method achieved the best mean loop execution delay in this complex environment. To check why the nearest node and the fastest service selection algorithms performed the worst in the AS-inspired architecture,
we examine the distribution of workloads in this environment (see Fig. 21).

In Figs. 21(a) & 21(b), we see the distribution of workloads from IoT devices to Fog nodes in the AS-inspired architecture using the fastest service and the nearest node selection algorithms, respectively. Fog nodes 2 & 3 were never selected by any IoT device using the nearest node selection algorithm since they were not directly connected to any IoT device. Using the fastest service selection algorithm, Fog node 3 was never used while Fog node 2 is used for most resource-demanding workloads. The reason for choosing Fog node 2 for these type of workloads is having more resources compared to the resources of directly connected Fog nodes of most IoT devices (see Fig. 6). Interestingly, our proposed ELECTRE-based method smartly distributes the load between all Fog nodes in the system (see Fig. 21(c)).

ELECTRE distributes the load of every application module between a number of Fog nodes, which increases their resource utilization while minimizing the number of waiting requests in each node. This allows the ELECTRE algorithm to achieve the smallest average waiting delay in the AS-inspired environment (see Fig. 21(b)). Although, the nearest node and fastest service selection algorithms achieved the smallest average latency and service time (Figs. 21(a) and 21(c)), respectively. However, the effect of reducing the waiting delay is significant, which is why ELECTRE has achieved the best response time (see Fig. 21(d)), and the best execution delay accordingly (total response time in Fig. 21(e)).

The results on the randomized AS-inspired Fog architectures confirm our findings on the generic Fog architecture. These results help understand the reasons for outperforming traditional baseline approaches using our proposed method. However, this performance gain does not come without a cost, which is in our case the computational complexity of the ELECTRE algorithm compared to these simple traditional methods. Still, this complexity can be acceptable when the performance gain is significant for the whole system. Moreover, the algorithm can run in resource-rich controllers that act as load balancers for the system to mitigate its complexity. This can be done through SDN-based Fog systems, where SDN controllers make offloading decisions to distribute the load in the system. In addition, ELECTRE can be used as a baseline to evaluate new load balancing algorithms, besides traditional baseline approaches.

VI. CONCLUSION

Fog Computing is one of the main building blocks that enable the development of distributed, real-time, and delay-sensitive IoT applications. IoT devices are often resource-limited and battery-powered, which calls for the exploitation of Internet-based computing and storage resources. The Cloud was the first source of such resources, but Fog Computing quickly emerged to provide these resources in proximity to IoT devices. However, the vast number of IoT devices requires
efficient utilization of such distributed resources, which can be only done through efficient load distribution. But load balancing in the Fog is very complex due to various factors, including but not limited to:

- Heterogeneity of Fog, IoT, and network resources as well as IoT application modules.
- Using undedicated, public, and slow network links.
- Fluctuations in workload generation rates.
- Physical distribution of IoT devices and Fog nodes, i.e., IoT and Fog communities.
- Proximity of Fog resources to IoT devices, i.e., number of network links and communication latency.
- Fog/IoT mobility and their re-association process, i.e., dynamically changing environments.

In this work, we provide an efficient load balancing algorithm for Fog environments through efficient task assignment decisions, i.e., by selecting optimal Fog service replicas to serve IoT workloads. Considering stateless micro Fog service replicas provides network resilience in such environments by maintaining service availability in the face of faults and challenges to normal operation. To demonstrate the effectiveness of our approach in a realistic setup, we evaluated our approach in two Fog architectures with unbalanced resource and load distribution, heterogeneous resources, heterogeneous workload requirements, and a semi-hierarchical topology.

We start evaluating our approach on a simple and generic Fog architecture, which can be used to evaluate, evolve, and advance load balancing algorithms. Then, we evaluate our proposed solution in a randomized, complex, and realistic Fog setup that is inspired from the architecture of Internet Autonomous System (AS) networks. We compared our ELECTRE-based MCDA method with four traditional service selection algorithms that are commonly used in practice. The first one is a random-based algorithm inspired from a sequential randomization load balancing solution from the literature. This simple randomized approach exploits the power of random choice property to achieve good results with minimal overhead. In addition, we also implemented DRR, nearest node, and fastest service selection algorithms to be compared against our proposed approach.
The results of this study helps understanding the importance of efficient load distribution in unbalanced Fog networks, especially with resource-demanding heterogeneous workload requirements. Efficient load distribution is achieved by increasing Fog resource utilization while minimizing the average loop execution delay of distributed IoT applications. Our proposed ELECTRE-based method outperformed the other traditional baseline methods used in this study with improvements of up to 67% in the generic architecture. Our proposed method has also outperformed the other methods in the AS-inspired randomized architecture over 10 randomized experiment trials.

Using our proposed approach, more messages were sent over the network while achieving a better loop transfer rate, mean execution delay, mean network latency, and utilization of computing resources in Fog nodes. However, this performance gain comes with the cost of requiring more storage and processing power when compared to simple traditional methods. However, this overhead can be acceptable when there is a significant gain for the overall system performance. In addition, the overhead of running these algorithms can be minimized when load balancing is done through resource-rich network controllers, like SDN Controllers.

As a future work, we want to evaluate approximation-based RL algorithms in large-scale Fog environments. The use of Deep Neural Networks (DNN) in approximation-based solutions makes them suitable to run in resource-limited devices, like IoT, Edge, and Fog devices. In addition, RL agents can learn in partially observable environments, which will allow them to perform without the need for collecting real-time load information from every computing node in the system. Instead, approximating load information can be enough to provide efficient load distribution between Fog nodes while minimizing the overhead of transmitting real-time load information over the network. Hence, using such lightweight solutions will allow implementing efficient distributed load balancing algorithms that minimize compute, storage, and network overhead.

REFERENCES

[1] S. Yi, C. Li, and Q. Li, “A survey of fog computing: Concepts, and issues,” in Proceedings of the 2015 Workshop on Mobile Big Data (Mobidata ’15). New York, NY, USA: Association for Computing Machinery, 2015, p. 37–42. [Online]. Available: https://doi.org/10.1145/2757384.2757397
[2] Y. Guan, J. Shao, G. Wei, and M. Xie, “Data security and privacy in fog computing,” IEEE Network, vol. 32, no. 5, pp. 106–111, 2018.
[3] M. Antonini, M. Vecchio, and F. Antonelli, “Fog computing architectures: A reference for practitioners,” IEEE Internet of Things Magazine, vol. 2, no. 3, pp. 19–25, 2019.
[4] N. Wang and B. Varghese, “Context-aware distribution of fog applications using deep reinforcement learning,” arXiv preprint, 2020. [Online]. Available: https://arxiv.org/abs/2001.09228
[5] O. Rana, M. Shaikub, M. Ali, A. Anjum, and L. Bittencourt, “Vertical workflows: Service orchestration across cloud & edge resources,” in Proceedings of the 6th International Conference on Future Internet of Things and Cloud (FiCloud). IEEE, 2018, pp. 355–362.
[6] I. Martinez, A. S. Hafid, and A. Jaray, “Design, resource management, and evaluation of fog computing systems: A survey,” IEEE Internet of Things Journal, vol. 8, no. 4, pp. 2494–2516, 2021.
[7] A. Nadembega, A. Hafid, and T. Taleb, “A destination and mobility path prediction scheme for mobile networks,” IEEE Transactions on Vehicular Technology, vol. 64, no. 6, pp. 2577–2590, 2015.
[8] V. Karagiannis and S. Schulte, “Comparison of alternative architectures in fog computing,” in Proceedings of the 4th International Conference on Fog and Edge Computing (ICFEC). IEEE, 2020, pp. 19–28.
[9] M. H. Kashani, A. Ahmadvazdeh, and E. Mahdipour, “Load balancing mechanisms in fog computing: A systematic review,” arXiv preprint, 2020. [Online]. Available: https://arxiv.org/abs/2011.14706
[10] S. Shapat, J. Thompson, N. M. Robertson, and J. R. Hopgood, “Computational load balancing on the edge in absence of cloud and fog,” IEEE Transactions on Mobile Computing, vol. 18, no. 7, pp. 1499–1512, 2019.
[11] E. C. Pinto Neto, G. Callou, and F. Aires, “An algorithm to optimise the load distribution of fog environments,” in Proceedings of the 2017 International Conference on Systems, Man, and Cybernetics (SMC). IEEE, 2017, pp. 1292–1297.
[12] C. Puliafito, E. Mingozzi, and G. Anastasi, “Fog computing for the internet of mobile things: Issues and challenges,” in 2017 IEEE International Conference on Smart Computing (SMARTCOMP), 2017, pp. 1–6.
[13] Y. Yu, X. Li, and C. Qian, “SDLB: A scalable and dynamic software load balancer for fog and mobile edge computing,” in Proceedings of the Workshop on Mobile Edge Communications, ser. MECOMM ’17. New York, NY, USA: Association for Computing Machinery, 2017, p. 55. [Online]. Available: https://doi.org/10.1145/3095968.3099218
[14] B. Wagner and A. Sohoni, “Economics of resource-rich fog services,” in 2016 IEEE International Conference on Software Quality, Reliability and Security Companion (QRS-C), 2016, pp. 368–374.
[15] R. Beraldi, C. Canali, R. Lancelotti, and G. P.Mattia, “Distributed load balancing for heterogeneous fog computing infrastructures in smart cities,” Pervasive and Mobile Computing, vol. 67, p. 101221, 2020. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1571065019300970
[16] K. Govindan and M. B. Jepsen, “ELECTRE: A comprehensive literature review on methodologies and applications,” European Journal of Operational Research, vol. 250, no. 1, pp. 1–29, 2016. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0377221715006529
[17] P. D. Pramanik, S. Biswas, S. Pal, D. Marinovici, and P. Choudhury, “A comparative analysis of multi-criteria decision-making methods for resource selection in mobile cloud computing,” Symmetry, vol. 13, no. 9, 2021. [Online]. Available: https://www.mdpi.com/2073-8994/13/9/1713
[18] M. Whaiduzzaman, A. Gani, N. B. Anuar, M. Shiraz, M. N. Haque, and I. T. Haque, “Cloud service selection using multicriteria decision analysis,” The Scientific World Journal, vol. 2014, pp. 1–10, 2014. [Online]. Available: https://doi.org/10.1155/2014/459375
[19] I. Lera, C. Guerrero, and C. Juiz, “Analyzing the applicability of a multi-criteria decision method in fog computing placement problem,” in Proceedings of the Fourth International Conference on Fog and Mobile Edge Computing (FMEC). IEEE, 2019, pp. 13–20.
[20] Q. Fan and N. Ansari, “Towards workload balancing in fog computing empowered IoT,” IEEE Transactions on Network Science and Engineering, vol. 7, no. 1, pp. 253–262, 2020.
[21] I. Martinez, A. Jaray, and A. S. Hafid, “Scalable design and dimensioning of fog-computing infrastructure to support latency-sensitive IoT applications,” IEEE Internet of Things Journal, vol. 7, no. 6, pp. 5504–5520, 2020.
[22] A. Chandak and N. K. Ray, “A review of load balancing in fog computing,” in Proceedings of the 2019 International Conference on Information Technology (ICIT). IEEE, 2019, pp. 460–465.
[23] A. Nadembega, A. Hafid, and T. Taleb, “Mobility-prediction-aware bandwidth reservation scheme for mobile networks,” IEEE Transactions on Vehicular Technology, vol. 64, no. 6, pp. 2561–2576, 2015.
[24] C. Puliafito, D. M. Goncalves, M. M. Lopes, L. L. Martins, E. Madeira, E. Mingozzi, O. Rana, and L. F. Bittencourt, “Mobfogsim: Simulation of mobility and migration for fog computing,” Simulation Modelling Practice and Theory, vol. 101, p. 102062, 2020, modeling and Simulation of Fog Computing. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1569190X19301935
[25] K. Velasquez, D. P. Abreu, L. Paquete, M. Curado, and E. Monteiro, “A rank-based mechanism for service placement in the fog,” in Proceedings of the 2020 IFIP Networking Conference (NETWORKING). IEEE, 2020, pp. 64–72.
[26] I. Lera, C. Guerrero, and C. Juiz, “YAFS: A simulator for IoT scenarios in fog computing,” IEEE Access, vol. 7, pp. 91 745–7 758, 2019.
[27] C. Puliafito, I. Lera, and C. Juiz, “Genetic algorithm for container subjective optimization of container allocation in cloud architecture,” Journal of Grid Computing, vol. 16, no. 1, pp. 113–135, Mar 2018. [Online]. Available: https://doi.org/10.1007/s10723-017-9419-x
[28] X. He, Z. Ren, C. Shi, and J. Fang, “A novel load balancing strategy of software-defined cloud/fog networking in the internet of vehicles,” China Communications, vol. 13, no. Supplement2, pp. 140–149, 2016.

[29] A. Karamoozian, A. Hafid, and E. M. Aboulhamid, “On the fog-cloud cooperation: How fog computing can address latency concerns of IoT applications,” in Proceedings of the Fourth International Conference on Fog and Mobile Edge Computing (FMEC). IEEE, 2019, pp. 166–172.

[30] A. Brogi and S. Forti, “QoS-aware deployment of IoT applications through the fog,” IEEE Internet of Things Journal, vol. 4, no. 5, pp. 1185–1192, 2017.

[31] K. Velasquez, D. P. Abreu, M. Curado, and E. Monteiro, “Service placement for latency reduction in the internet of things,” Annals of Telecommunications, vol. 72, no. 1, pp. 105–115, Feb 2017. [Online]. Available: https://doi.org/10.1007/s10470-016-0524-9

[32] L. Ni, J. Zhang, C.iang, C. Yan, and K. Yu, “Resource allocation strategy in fog computing based on priced timed petri nets,” IEEE Internet of Things Journal, vol. 4, no. 5, pp. 1216–1228, 2017.

[33] N. Téllez, M. Jimeno, A. Salazar, and E. Nino-Ruiz, “A tabu search method for load balancing in fog computing,” International Journal of Artificial Intelligence, vol. 16, pp. 78–105, 09 2018.

[34] D. Puthal, M. S. Obaidat, P. Nanda, M. Prasad, S. P. Mohanty, and A. Y. Zomaya, “Secure and sustainable load balancing of edge data centers in fog computing,” IEEE Communications Magazine, vol. 56, no. 5, pp. 60–65, 2018.

[35] X. Xu, S. Fu, Q. Cai, W. Tian, W. Liu, W. Dou, X. Sun, and A. X. Liu, “Dynamic resource allocation for load balancing in fog environment,” Wireless Communications and Mobile Computing, vol. 2018, p. 6421607, Apr 2018. [Online]. Available: https://doi.org/10.1155/2018/6421607

[36] E. Pereira, F. A. Fischer, R. D. Medina, E. D. Carreno, and E. L. Padoin, “A load balancing algorithm for fog computing environments,” in Proceedings of the Latin American High Performance Computing Conference, J. L. Crespo-Marinho and E. Meneses-Rojas, Eds. Cham: Springer International Publishing, 2020, pp. 65–77.

[37] A. Mseddli, W. Jaafar, H. Elbiaze, and W. Ajib, “Intelligent resource allocation in dynamic fog computing environments,” in Proceedings of the 8th International Conference on Cloud Networking (CloudNet). IEEE, 2019, pp. 1–7.

[38] F. M. Talaat, M. S. Saraya, A. I. Saleh, H. A. Ali, and S. H. Ali, “A load balancing and optimization strategy (LBOS) using reinforcement learning in fog computing environment,” Journal of Ambient Intelligence and Humanized Computing, vol. 11, no. 11, pp. 4951–4966, Nov 2020. [Online]. Available: https://doi.org/10.1007/s12676-020-01684-2

[39] J. Baek, G. Kaddoun, S. Garg, K. Kaur, and V. Gravel, “Managing fog networks using reinforcement learning based load balancing algorithm,” in Proceedings of the 2019 Wireless Communications and Networking Conference (WCNC). IEEE, 2019, pp. 1–7.

[40] R. Beraldi and H. Alnuweiri, “Sequential randomization load balancing for fog computing,” in Proceedings of the 26th International Conference on Software, Telecommunications and Computer Networks (SoftCOM). IEEE, 2018, pp. 1–6.

[41] R. Beraldi, C. Canali, R. Lancellotti, and G. Proietti Mattia, “Randomized load balancing under loosely correlated state information in fog computing,” in Proceedings of the 23rd International ACM Conference on Modeling, Analysis and Simulation of Wireless and Mobile Systems, ser. MSWiM ‘20. New York, NY, USA: Association for Computing Machinery, 2020, p. 123–127. [Online]. Available: https://doi.org/10.1145/3416010.3423244

[42] R. Beraldi and H. Alnuweiri, “Exploiting power-of-choices for load balancing in fog computing,” in Proceedings of the 2019 International Conference on Fog Computing (ICFC). IEEE, 2019, pp. 80–86.

[43] R. Beraldi and G. Proietti Mattia, “Power of random choices made efficient for fog computing,” IEEE Transactions on Cloud Computing, pp. 1–1, 2020.

[44] R. Beraldi, C. Canali, R. Lancellotti, and G. P. Mattia, “A random walk based load balancing algorithm for fog computing,” in Proceedings of the Fifth International Conference on Fog and Mobile Edge Computing (FMEC). IEEE, 2020, pp. 46–53.

[45] B. Roy, “ELECTRE III: Un algorithme de classements fondé sur une représentation floue des préférences en présence de critères multiples,” Cahiers du CERO, vol. 20, no. 1, pp. 3–24, 1978.

[46] H. Gupta, A. Vahid Dastjerdi, S. K. Ghosh, and R. Buyya, “iFogSim: A toolkit for modeling and simulation of resource management techniques in the internet of things, edge and fog computing environments,” Software: Practice and Experience, vol. 25, no. 2, pp. 163–177, 2001. [Online]. Available: https://doi.org/10.1080/0022240X.2001.9990239

[47] M. Rogers, M. Bruen, and L.-Y. Maystre, “Weighting Criteria for Use within ELECTRE.” Boston, MA: Springer US, 2000, pp. 87–113. [Online]. Available: https://doi.org/10.1007/978-1-4757-5057-7_4

[48] M. RogerS and M. Bruen, “A new system for weighting environmental criteria for use within electre iii,” European Journal of Operational Research, vol. 107, no. 3, pp. 552–563, 1998. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0377221797001549

[49] S. Greco, J. Figueira, and M. Ehrgott, Multiple criteria decision analysis. Springer, 2016, vol. 37.

[50] P. Vincke, Multicriteria decision-aid. John Wiley & Sons, 1992.

[51] J. R. Figueira, S. Greco, B. Roy, and R. Slowiński, ELECTRE Methods: Main Features and Recent Developments. Berlin, Heidelberg: Springer Berlin Heidelberg, 2010, pp. 51–89. [Online]. Available: https://doi.org/10.1007/978-3-540-92828-7_3

[52] A. Elmokashfi, A. Kvalbein, and C. Dovrolis, “On the scalability of bgp: The role of topology growth,” IEEE Journal on Selected Areas in Communications, vol. 28, no. 8, pp. 1250–1261, 2010.

[53] U. Brandes, “A faster algorithm for betweenness centrality,” The Journal of Mathematical Sociology, vol. 25, no. 2, pp. 125–127, 2001. [Online]. Available: https://doi.org/10.1080/0022250X.2001.9990239

[54] J. K. Zao, T.-T. Gan, C.-K. You, C.-E. Chung, Y.-T. Wang, S. J. Rodríguez Méndez, T. Mullen, C. Yu, K. Kothe, C.-T. Hsiao, S.-L. Chu, C.-K. Shieh, and T.-P. Jung, “Pervasive brain monitoring and data sharing based on multi-tier distributed computing and linked data technology,” Frontiers in Human Neuroscience, vol. 8, p. 370, 2014. [Online]. Available: https://www.frontiersin.org/article/10.3389/fnhum.2014.00370

[55] P. Z. Peebles Jr, Probability, random variables, and random signal principles. McGraw-Hill, 2001.
**Maad Ebrahim** is currently a Ph.D. candidate at the Department of Computer Science and Operations Research (DIRO), University of Montreal, Canada. He received his M.Sc. degree in 2019 from the Computer Science Department, Faculty of Computer and Information Technology, Jordan University of Science and Technology, Jordan. His B.Sc. degree in Computer Science and Engineering has been received from the University of Aden, Yemen, in 2013. His research experience includes Computer Vision, Artificial Intelligence, Machine learning, Deep Learning, Data Mining, and Data Analysis. His current research interests include Fog and Edge Computing technologies, Internet of Things, Reinforcement Learning, and Blockchains.

**Abdelhakim Hafid** spent several years as the Senior Research Scientist with Bell Communications Research (Bellcore), NJ, USA, working in the context of major research projects on the management of next generation networks. He was also an Assistant Professor with Western University (WU), Canada, the Research Director of Advance Communication Engineering Center (venture established by WU, Bell Canada, and Bay Networks), Canada, a Researcher with CRIM, Canada, the Visiting Scientist with GMD-Fokus, Germany, and a Visiting Professor with the University of Evry, France. He is currently a Full Professor with the University of Montreal. He is also the Founding Director of the Network Research Laboratory and Montreal Blockchain Laboratory. He is a Research Fellow with CIRRELT, Montreal, Canada. He has extensive academic and industrial research experience in the area of the management and design of next generation networks. His current research interests include the IoT, fog/edge computing, blockchain, and intelligent transport systems.