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Abstract: Sea surface wind plays an essential role in the simulating and predicting ocean phenomena. However, it is difficult to obtain accurate data with uniform spatiotemporal scale. A high-resolution (10 km) sea surface wind hindcast around the Korean Peninsula (KP) is presented using the weather research and forecasting model focusing on wind speed. The hindcast data for 39 years (1979–2017) are obtained by performing a three-dimensional variational analysis data assimilation, using ERA-Interim as initial and boundary conditions. To evaluate the added value of the hindcasts, the ASCAT-L2 satellite-based gridded data (DASCAT) is employed and regarded as “True” during 2008–2017. Hindcast and DASCAT data are verified using buoy observations from 1997–2017. The added value of the hindcast compared to ERA-Interim is evaluated using a modified Brier skill score method and analyzed for seasonality and wind intensity. Hindcast data primarily adds value to the coastal areas of the KP, particularly over the Yellow Sea in the summer, the East Sea in the winter, and the Korean Strait in all seasons. In case of strong winds (10–25 m s⁻¹), the hindcast performed better in the East Sea area. The estimation of extreme wind speeds is performed based on the added value and 50-year and 100-year return periods are estimated using a Weibull distribution. The results of this study can provide a reference dataset for climate perspective storm surge and wave simulation studies.
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1. Introduction

Sea surface wind plays an essential role in air–sea interaction, thus influencing ocean dynamics. It significantly affects the occurrence and response to natural and manmade maritime hazards, such as abnormal extreme waves, storm surges, search and rescue efforts, and oil spills. In particular, waves and storm surge prediction are determined by the quality of the sea surface wind data [1,2]. In addition, extreme sea surface wind events significantly affect defense infrastructure, offshore wind power, shipping routes, tourism, and leisure activities; thus, it is imperative to have an accurate long-term sea surface wind dataset to better encapsulate wind variability.

The Korean Peninsula (KP) comprises an indented coastline, many islands, and a complex terrain. Accordingly, there is growing interest in obtaining consistent sea surface wind data with a high spatiotemporal resolution for the region [3,4]. Thus far, there is considerable uncertainty regarding sea surface wind data using ocean prediction and research on the reproduction of past waves and storm surges [5,6]. In situ observation data have been used to represent the region despite spatial inadequacies. A higher spatial coverage can be obtained using a satellite scatterometer; however, this has the disadvantage of irregular spatiotemporal scales. Therefore, many previous studies have turned to reanalysis data as an alternative [7–9]. These data are considered quasi-observational for variables such as temperature and wind [10], are generated on a global scale by numerical
models, and maintain high accuracy by considering all available observations at the time [11]. This can provide consistent atmospheric coverage over the climate-scale, but it is not possible to extract local wind characteristics over complex terrains. Therefore, dynamic downscaling needs to be performed using reanalysis data as boundary conditions.

The regional climate models (RCMs) have been used to estimate climate variability at a detailed spatiotemporal resolution [12] and many studies have investigated the quantitative added value of dynamic downscaled hindcast [12–18]. Sea surface wind can be observed using The National Aeronautics and Space Administration (NASA) Quick Scatterometer (QuikSCAT) satellite with a root mean square error (RMSE) less than 2 m·s$^{-1}$ [19]. Therefore, the added value of the ocean surface wind was evaluated using QuikSCAT. Winterfeldt et al. [20] evaluated the value added to the National Centers for Environmental Prediction and the National Center for Atmospheric Research (NCAR) reanalysis (NCEP/NCAR reanalysis) using the hindcast data of sea surface winds produced in Europe from QuikSCAT Level 2 B 12.5 km swath data. Menendez et al. [21] produced two hindcast datasets over the Mediterranean region by dynamically downsampling NCEP/NCAR reanalysis and European Center for Medium-Range Weather Forecasts (ECMWF) reanalysis (ERA-Interim) data using the Weather Research and Forecasting model (WRF) and found that the hindcast performed better when using ERA-Interim for the boundary conditions. Li et al. [22] produced reanalysis data using a high-resolution the consortium for small-scale model (COSMO) in climate mode (CLM) model with ERA-Interim as a boundary for the Bohai and Yellow Sea areas and verified them via in situ observations and satellite data. Conclusively, each of these studies added value to boundary data in coastal areas with complex topography when considering QuikSCAT data as “True.” After QuikSCAT finished observation, the Advanced Scatterometer (ASCAT) has been widely used to measure sea surface wind speeds and directions. Sivareddy et al. [23] has shown that the daily gridded ASCAT wind product (DASCAT) has a higher accuracy than QuikSCAT data during rainfall. Park et al. [24] evaluated DASCAT provides accurate wind speeds around the KP, with RMSE $\leq$ 3.5 m·s$^{-1}$.

Research of the sea surface winds around the KP began with a study that used average monthly sea level air pressure and observed that wind data controlled the distribution of wind stress and curl [25]. Subsequent studies explored model verification by comparing in situ observation data [26–28] and satellite data [24,29–32]. Research on high-resolution sea surface wind estimation has mainly focused on the creation of wind resource maps [4,33,34]. Additionally, a coordinated regional climate downscaling experiment for East Asia was carried out as an international regional climate model inter-comparison project (CORDEX-EA) by focusing on the sea surface winds around the KP at a horizontal resolution of 50 km [35]. The spectral nudging technique was used to produce long-term hindcast data of sea surface winds [20–22]. There are many case studies using 3DVAR data assimilation to improve the model initial field around KP [36–38]. However, there are few studies that adopted 3DVAR data assimilation to produce climate scale hindcast data [5,39].

Consequently, reliable long-term and homogeneous sea surface wind data in the coastal seas around the KP are limited. The present study aimed to produce and verify long-term hindcast sea surface wind data with high spatiotemporal resolutions with 3DVAR data assimilation. Many regions around the KP have complex topographies and coastlines and high-resolution simulations would add value to the boundary data as mesoscale atmospheric phenomena play a significant role in determining the climate. The Yellow Sea (YS), Korean Strait (KS), and East Sea (ES) regions around the KP were considered in this study [40]. The remainder of this paper is organized as follows: Regional atmospheric hindcast production, in situ data, satellite data, and methodologies are described in Section 2; Section 3 presents the results of the hindcast data compared with satellite data and the estimation of extreme wind speeds. A discussion is presented in Section 4 and summary and conclusions are presented in Section 5.
2. Model and Data
2.1. Regional Atmospheric Hindcast

The WRF with the Advanced Research dynamical solver (WRF-ARW) [41] v.3.7.1 was used to obtain regional hindcast data over the KP. The WRF employs the Arakawa-C horizontal grid and a terrain-following hydrostatic pressure vertical coordinate. The numerical model uses a third-order Runge-Kutta time integration scheme with a time interval of 60 s and the 6th-order centered differencing method was introduced for the advection term. It also preserves the mass, momentum, entropy, and scalar using flux-type diagnostic equations. The model domain covers ~20–50° N, ~110–150° E (Figure 1), the horizontal grid resolution is 436 × 436 grids, with 10 km intervals centered on the KP and 60 vertical layers.

The atmospheric planetary boundary layer (PBL) plays a crucial role in simulating sea surface winds because it determines the supply of heat, momentum, and moisture from the sea surface to the free atmosphere [42,43] even around the complex coastlines of the KP. A corresponding sensitivity test was performed for four simulations (see supplementary materials for detail). We selected the period from November to December 2015 (High average wind speed and large swell wave event in ES). Physical configuration of each simulation was considered based on Heo et al. [39] and Carvalho et al. [44] (see Table S1). At first, two sets of simulations were performed for the sensitivity test, one using the ERA-Interim as the initial and boundary conditions and the other one using NCEP FNL data. After confirming previous study results that ERA-Interim shows better performance than NCEP FNL [39] (see Figure S1), PBL schemes were evaluated except NCEP FNL based simulations. The Yonsei University (YSU) PBL scheme [45] was adopted, as it showed the best performance (see Figures S2 and S3, Table S2). The WRF single-moment 6-class
(WSM6) was used for simulating the microphysics [46], in addition to the rapid radiative transfer model (RRTM) scheme for long-wave radiation and short-wave radiation [47], the Kain–Fritsch scheme [48] for cumulus parameterization, and Noah land surface model scheme [49]. The detailed model specifications are described in Table 1.

Table 1. Overview of the WRF model configuration for the present analyses of sea surface wind hindcasting around the Korean Peninsula during 1979–2017.

| Model Used                                      | WRF v.3.7.1                                |
|------------------------------------------------|--------------------------------------------|
| Initial and boundary conditions                 | ERA-Interim 0.25° × 0.25° (6 h intervals)  |
| Horizontal and vertical resolution              | 10 km × 10 km, 60 layers to 50 hPa          |
| Horizontal grid points in the X-Y direction    | 436 × 436                                  |
| Cumulus parameterization scheme                | Kain–Fritsch scheme                        |
| Planetary boundary layer parameterization scheme| YonSei University (YSU) PBL scheme         |
| Microphysics parameterization scheme           | WRF Single-moment (WSM) 6-class scheme     |
| Radiation parameterization schemes             | Rapid radiative transfer model (RRTM) long-wave and short-wave radiation scheme |
| Surface-layer scheme                           | Fifth-Generation Mesoscale Model (MM5) similarity |
| Land surface scheme                            | Noah land surface model scheme             |

The WRF hindcast data from 1979 to 2017 were obtained from the ERA-Interim reanalysis data. The WRF was reinitialized daily with this data, providing initial and lateral boundary conditions and then run for 30 h. The NCEP daily global sea surface temperature (SST) analysis (RTG_SST_HR) was used to represent the sea surface wind patterns for better accuracy and the 6 h SST data interpolated from RTG_SST_HR were employed as the initial condition. The three-dimensional variational data assimilation (3DVAR) technique was adopted to improve the model’s initial conditions. The 3DVAR had been run every 6 h before 00 UTC. The analysis field is generated by merging observations and background forecasts through iterative minimization of the cost function. NCEP automated data processing (ADP) global air and surface weather observation data and NCEP global data assimilation system (GDAS) satellite data were used as observation data from 1999 to 2017. Before this period, NCEP global telecommunications system (GTS) data were used to determine the optimal initial condition of the WRF. Even with frequent data assimilation, forecast errors dramatically increased with time after each day; therefore, a one-day reinitialization approach was adopted and available observational data were assimilated every 6 h, including the initial hour. The first 6 h of each run was considered to be required for model spin-up and removed from the calculation; data from the remaining one-day periods were combined to create a continuous time series [5]. Most previous studies recommended a spin-up time of 12 h [50]. However, when using the 3DVAR with a similar domain size, spin-up time could be 6 h or shorter [51,52].

2.2. Reanalysis Data

ERA-Interim reanalysis data were adopted as the initial and boundary conditions for obtaining the WRF hindcast data. ERA-Interim is a third-generation reanalysis produced by the European Center for Medium-Range Weather Forecasts (ECMWF) [11]. It covers the period from 1 January 1979 to 31 December 2017. The horizontal spatial resolution of ERA-Interim is approximately 80 km (T255 spectral) with 60 vertical levels. It has been suggested that ERA-Interim has a better performance for wind hindcasts over KP compared to other popular global reanalysis data, such as the global final analysis (FNL) from NCEP [39]. Li et al. [53] compared NCEP reanalysis, NCEP climate forecast system reanalysis (CFSR), Japanese 55-year reanalysis data (JRA-55) as the initial and boundary conditions. ERA-Interim showed best performance in Bohai Sea and YS.
2.3. In Situ Data

In this study, observation data provided by the Korea Meteorological Administration (KMA) were used from 12 meteorological buoys that consistently collected data (Figure 1, Table 2). Wind speed (m \( \cdot \) s\(^{-1} \)), wind direction (°), gust wind speed (m \( \cdot \) s\(^{-1} \)), pressure (hPa), humidity (%), air temperature (°C), sea surface temperature (°C), maximum wave height (m), significant wave height (m), average wave height (m), wave period (s), and wave direction (°) are collected and provided 10 min intervals. These data follow the World Meteorological Organization (WMO) standard and it has been observed around the KP from the earliest time beginning in 1997. The KMA buoy data covers the longest period during the research period (Figure 1, Table 2).

| Station       | Standard Station Number | Longitude (°E) | Latitude (°N) | Period       |
|---------------|-------------------------|----------------|---------------|--------------|
| DeokJeokDo (DJ) | 22101                  | 126.019        | 37.236        | 01/1997–12/2017 |
| ChilBalDo (CB)   | 22102                  | 125.777        | 34.793        | 01/1997–12/2017 |
| GeoMunDo (GM)    | 22103                  | 127.501        | 34.001        | 05/1997–12/2017 |
| GeoJeDo (GJ)     | 22104                  | 128.900        | 34.767        | 05/1998–12/2017 |
| DongHae (DH)     | 22105                  | 129.950        | 37.481        | 04/2001–12/2017 |
| PoHang (PH)      | 22106                  | 129.783        | 36.350        | 11/2008–12/2017 |
| MaRaDo (MR)      | 22107                  | 126.033        | 33.083        | 11/2008–12/2017 |
| OeYeonDo (OY)    | 22108                  | 125.750        | 36.250        | 10/2008–12/2017 |
| UlleungDo (UL)   | 21229                  | 131.100        | 37.450        | 12/2011–12/2017 |
| SeoGwiPo (SG)    | 22187                  | 127.023        | 33.128        | 12/2015–12/2017 |
| UlSan (US)       | 22189                  | 129.841        | 35.345        | 12/2015–12/2017 |
| UlJin (UJ)       | 22190                  | 129.874        | 36.906        | 12/2015–12/2017 |

2.4. Satellite Data

Since the completion of the QuikSCAT mission, ASCAT has been widely used to measure sea surface wind speeds and directions over the ocean surface. ASCAT measurements are based on the Bragg resonant scattering mechanism, for which the backscatter power is directly proportional to the distribution and density of capillary and short gravity waves on the sea surface [54]. In the present study, Level-3 gridded products (DASCAT) that contain wind fields from the L2-swath passes were employed [55] and the objective method was used for interpolation onto a regular grid of 0.25° longitude and latitude. Previous research has shown that the wind observation data obtained through DASCAT has a higher accuracy than QuikSCAT data during rainfall [23]. Moreover, DASCAT provides accurate wind speeds around the KP, with RMSE ≤ 3.5 m \( \cdot \) s\(^{-1} \) [24].

2.5. Evaluation Methods

To evaluate the WRF hindcast performance, several statistical parameters were used, including the mean, standard deviation (STD), bias, RMSE, and correlation coefficient (r). Furthermore, the modified Brier skill score (BSS) was used to assess the added value of ERA-Interim using dynamic downscaling described as follows (Equation (1)) [20,56]:

\[
BSS = \begin{cases} 
1 - \frac{\sigma^2(x_w, x_D)}{\sigma^2(x_E, x_D)} & \text{if } \sigma^2(x_w, x_D) \leq \sigma^2(x_E, x_D) \\
\frac{\sigma^2(x_E, x_D)}{\sigma^2(x_w, x_D)} - 1 & \text{if } \sigma^2(x_w, x_D) > \sigma^2(x_E, x_D)
\end{cases}
\]

where \( \sigma^2(x_E, x_D) \) denotes the square of the error variance of the ERA-Interim reanalysis wind speeds and \( \sigma^2(x_w, x_D) \) is the square of the error variance in the WRF hindcast wind speeds compared to DASCAT. The BSS varies between -1 and 1 where a more negative BSS value indicates that ERA-Interim is more consistent with DASCAT and positive BSS values support the added value of WRF hindcast data over the ERA-Interim forcing data. DASCAT is advantageous due to its consistent temporal coverage with ERA-Interim over
the study period. Since modified BSS was introduced to evaluate the added value of sea surface wind hindcast [20], many studies used modified BSS to evaluate added value quantitatively [13,21,22,57,58].

3. Results
3.1. DASCAT-Based Assessment of Hindcast Data

The hindcast data for 39 years (1979–2017) were obtained using ERA-Interim as initial and boundary data. DASCAT and KMA buoy data were used for the verification. The data were employed for their available period (2008–2017 for DASCAT and 1997–2017 for KMA buoy). Due to the lack of observation data, DASCAT was considered to be “True” to assess WRF hindcast data, but it was first compared to buoy observation data for validation. DASCAT wind speeds around KP varied between 4.0 and 8.5 m·s\(^{-1}\), with lower values along the coastal area and relatively higher values in the offshore areas. The spatial patterns of wind speed around the KP, East China Sea (ECS), and Kuroshio/Kuroshio Extension were similar to those observed in previous studies [22,35]. The maximum wind speeds in the KS varied from 6.8 to 8.5 m·s\(^{-1}\); in the ES, it varied from 5.6 to 7.2 m·s\(^{-1}\) near the coastal area and from 7.2 to 7.6 m·s\(^{-1}\) in the offshore area; and the YS displayed the lowest wind speed values near the coastal area (4.8 m·s\(^{-1}\)) which never exceeded 8 m·s\(^{-1}\), ultimately indicating a wide range of mean wind speeds in each sea area (Figure 2a). The highest wind speeds were observed in the ECS and the Kuroshio/Kuroshio Extension; however, the present study focused on the KP as the region of interest. Wind speed variability was also the greatest over the open sea (Figure 2b). The KS had the highest wind variability in the coastal region (~3.2–3.8 m·s\(^{-1}\)) and the offshore area (~3.0–3.6 m·s\(^{-1}\)), illustrating that wind speed over the KP was spatially diverse within each sea area as well.

![Figure 2. Spatial distribution of (a) annual mean wind speeds (m·s\(^{-1}\)) and (b) wind speed variability (m·s\(^{-1}\)) (standard deviation) based on DASCAT during 2008–2017.](image)

Since DASCAT only provided daily wind speed data, the time scale of the observation data was scaled up for comparison. DASCAT data were extracted from the closest grids to the location of observation buoys. Buoy wind speeds for each location—YS (DJ, CB, and OY), KS (GM, GJ, MR, and SG), and ES (DH, PH, UL, UJ, and US)—were compared with DASCAT estimates (Figure 3) and detailed statistics are shown in Table 3. The quantile distributions showed deviations for the extremes and also DASCAT data had a positive
bias at all buoy stations. Since DASCAT was derived from ASCAT level 2b with auxiliary ECMWF analysis data, scatterometer data from some YS and some KS locations are missing. ES buoy locations had a relatively lower bias, RMSE, and higher correlation coefficients than those in the YS and KS. The positive bias of DASCAT estimates increased with buoy wind speeds. These results were similar to those found previously [55], as well as to those from the YS and Bohai Sea [22].

Table 3. Error metrics for the daily wind speeds derived from buoy observation stations (OBS) and DASCAT.

| Name | Num. | Bias (m·s\(^{-1}\)) | Corr. (-) | RMSE (m·s\(^{-1}\)) | Mean (m·s\(^{-1}\)) (DASCAT) | Mean (m·s\(^{-1}\)) (OBS) | STD (m·s\(^{-1}\)) (DASCAT) | STD (m·s\(^{-1}\)) (OBS) |
|------|------|----------------------|-----------|----------------------|-------------------------------|-----------------------------|-----------------------------|-----------------------------|
| DJ   | 3211 | 1.89                 | 0.79      | 2.58                 | 6.32                          | 4.44                        | 2.84                        | 2.41                        |
| CB   | 3173 | 1.61                 | 0.85      | 2.21                 | 6.26                          | 4.66                        | 2.81                        | 2.71                        |
| GM   | 3395 | 1.81                 | 0.71      | 2.84                 | 7.92                          | 6.11                        | 2.88                        | 2.83                        |
| GI   | 3490 | 1.19                 | 0.66      | 2.55                 | 7.23                          | 6.04                        | 2.94                        | 2.45                        |
| DH   | 3229 | 0.58                 | 0.82      | 1.74                 | 6.22                          | 5.64                        | 2.9                          | 2.38                        |
| PH   | 3046 | 0.79                 | 0.84      | 1.83                 | 6.96                          | 6.17                        | 3.03                        | 2.58                        |
| MR   | 2882 | 0.59                 | 0.88      | 1.69                 | 7.47                          | 6.88                        | 3.3                          | 2.92                        |
| OY   | 2643 | 0.8                  | 0.87      | 1.72                 | 5.85                          | 5.05                        | 3.06                        | 2.53                        |
| UL   | 2150 | 1.13                 | 0.86      | 1.91                 | 6.99                          | 5.86                        | 2.98                        | 2.55                        |
| SG   | 739  | 0.89                 | 0.86      | 1.92                 | 7.55                          | 6.66                        | 3.37                        | 2.95                        |
| US   | 734  | 1.85                 | 0.79      | 2.52                 | 8.24                          | 6.39                        | 2.74                        | 2.47                        |
| UJ   | 753  | 1.19                 | 0.76      | 2.06                 | 6.97                          | 5.78                        | 2.55                        | 2.26                        |

An hourly comparison of the WRF hindcast values was conducted against buoy observations (Figure 4) and detailed error metrics are described in Table 4. Correlation coefficients >0.6 were recorded across all stations, with a slight positive bias in quantiles with speeds >10 m·s\(^{-1}\). Moreover, the quantiles displayed nearly identical distribution. The RMSE was <2.5 m·s\(^{-1}\), except at GM and GJ. The positive bias was <1 m·s\(^{-1}\), except at MR and CB. The WRF hindcast wind speeds tended to be overestimated at wind speeds >10 m·s\(^{-1}\). Although DASCAT data were inconsistent with buoy data across analyzed points, the WRF hindcast showed consistency.

Table 4. Error metrics for the wind speed derived from buoy observation stations (OBS) and the Weather Research and Forecasting (WRF) model hindcast.

| Name | Num. | Bias (m·s\(^{-1}\)) | Corr. (-) | RMSE (m·s\(^{-1}\)) | Mean (m·s\(^{-1}\)) (WRF) | Mean (m·s\(^{-1}\)) (OBS) | STD (m·s\(^{-1}\)) (WRF) | STD (m·s\(^{-1}\)) (OBS) |
|------|------|----------------------|-----------|----------------------|----------------------------|-----------------------------|-----------------------------|-----------------------------|
| DJ   | 152303 | 0.90                 | 0.78      | 2.17                 | 5.28                        | 4.38                        | 3.03                        | 2.87                        |
| CB   | 152449 | 1.03                 | 0.78      | 2.33                 | 5.58                        | 4.55                        | 3.13                        | 3.15                        |
| GM   | 148100 | 0.56                 | 0.68      | 2.77                 | 6.69                        | 6.13                        | 3.40                        | 3.41                        |
| GI   | 154996 | 0.18                 | 0.62      | 2.85                 | 6.34                        | 6.16                        | 3.33                        | 3.16                        |
| DH   | 118756 | 0.45                 | 0.77      | 2.28                 | 6.09                        | 5.63                        | 3.41                        | 3.09                        |
| PH   | 73394  | 0.34                 | 0.79      | 2.21                 | 6.51                        | 6.17                        | 3.45                        | 3.27                        |
| MR   | 69374  | −0.14                | 0.82      | 2.07                 | 6.74                        | 6.88                        | 3.39                        | 3.47                        |
| OY   | 65320  | 0.41                 | 0.84      | 1.80                 | 5.50                        | 5.09                        | 3.20                        | 3.07                        |
| UL   | 51412  | 0.77                 | 0.80      | 2.26                 | 6.62                        | 5.85                        | 3.54                        | 3.19                        |
| SG   | 17279  | −0.15                | 0.82      | 2.11                 | 6.51                        | 6.67                        | 3.43                        | 3.63                        |
| US   | 17167  | 0.12                 | 0.78      | 2.17                 | 6.50                        | 6.38                        | 3.35                        | 3.20                        |
| UJ   | 17925  | 0.29                 | 0.75      | 2.23                 | 6.04                        | 5.75                        | 3.21                        | 3.02                        |
Figure 3. Scatter and quantile-quantile plots of daily wind speed (red dots) between in situ buoy Scheme 2008 (a–l). Colors indicate the density of data in each 50 × 50 bin. Panels are ordered according to observation starting dates.
Figure 4. Scatter and quantile-quantile plots of hourly wind speed between in situ observations (x-axis) and WRF hindcast data (y-axis) during 1997–2017 (a–l). Colors indicate the percentage of data in each 100 × 100 bin and red dots represent the percentile values of the quantile-quantile plots.

3.2. Added Value Evaluation

The WRF hindcast data were obtained through dynamic downscaling. It was assumed that the regional model could have added value compared to the ERA-Interim global model and simulations around the KP were evaluated using the modified BSS defined
in Section 2.5 (Figure 5). Assuming DASCAT data as “True,” the spatial and temporal domain of ERA-Interim and hindcast data were interpolated and compared. Offshore wind speeds in the ECS, west of the YS, and in the far seas of the ES had negative BSS values, indicating no added value from the hindcast data. Positive BSS values appeared along the coastal areas, supporting the use of the added hindcast data. In the coastal areas of the KS, Japan, and the southern region of the ES, hindcast data displayed an added value. Wind characteristics originating from the land, sea breeze circulation, or topographical factors mostly occur near coastal areas rather than offshore; therefore, the added value of the WRF hindcast data may depend on such wind features. These results are similar to those of previous studies in the Mediterranean and Western European regions [21], the YS, and the Bohai Sea [22].

3.2. Added Value Evaluation

The WRF hindcast data were obtained through dynamic downscaling. It was assumed that the regional model could have added value compared to the ERA-Interim global model and simulations around the KP were evaluated using the modified BSS defined in Section 2.5 (Figure 5). Assuming DASCAT data as “True,” the spatial and temporal domain of ERA-Interim and hindcast data were interpolated and compared. Offshore wind speeds in the ECS, west of the YS, and in the far seas of the ES had negative BSS values, indicating no added value from the hindcast data. Positive BSS values appeared along the coastal areas, supporting the use of the added hindcast data. In the coastal areas of the KS, Japan, and the southern region of the ES, hindcast data displayed an added value. Wind characteristics originating from the land, sea breeze circulation, or topographical factors mostly occur near coastal areas rather than offshore; therefore, the added value of the WRF hindcast data may depend on such wind features. These results are similar to those of previous studies in the Mediterranean and Western European regions [21], the YS, and the Bohai Sea [22].

3.2.1. Seasonality of the Added Value

As East Asia has a monsoonal climate, seasonality accounts for a large proportion of wind speed variability. In order to investigate the seasonal added value of hindcast data, the data were divided into spring (MAM), summer (JJA), autumn (SON), and winter (DJF) and the BSS was calculated following the same methods (Figure 6). The correlation between DASCAT and hindcast data tended to be higher in the YS and offshore of the ES in the autumn and winter than in spring and summer (Figure 6a–d). Data in the YS and ECS had a higher correlation (>0.85) than that in the Bohai Sea, northeastern part of the ES, and coastal region of Japan (<0.6). Along the KP coast, the correlation was lower than that offshore across all seasons. Moreover, the correlations were lower in the spring.
and summer than in the autumn and winter. The hindcast data underestimated the wind speeds in all seasons near the coast of the KP (Figure 6e–f).

Figure 6. Spatial distribution of the following: (a–d) correlation, (e–h) bias, (i–l) RMSE, and (m–p) modified BSS throughout the four seasons, where MAM, JJA, SON, and DJF indicate spring, summer, autumn, and winter, respectively.

Regionally, WRF underestimated wind speeds by up to 2 m·s$^{-1}$ in the Bohai Sea from autumn to winter and along the ES coast during the winter. The open sea area had a negative bias of >1 m·s$^{-1}$ across all seasons except the summer and the coast of the ECS showed a negative bias of >3 m·s$^{-1}$ for all seasons. Whereas the WRF hindcast data had a negative bias, DASCAT showed a positive bias when compared to the buoy observation (Figure 3, Table 3) and was thus deemed acceptable. In Figure 6i–l, YS had a slightly lower seasonal variability of RMSE than other areas and its overall value was relatively low. The RMSE of the coastal areas of KP was higher than that of the open sea, regardless of the season, and never exceeded 3 m·s$^{-1}$. As shown in Figure 6m–p, the most significant
differences in BSS were between summer and winter. YS, the Bohai Sea, and most of the KS showed a strongly positive BSS in the summer and a negative BSS in the spring, autumn, and winter, except for coastal KP. The added value of the WRF hindcast data was well represented along the entire KP coast, across all seasons (except for the northeastern ES during spring and summer). This means that the WRF hindcast data around the coast of the KP reproduced sea surface wind speeds better than ERA-Interim.

3.2.2. Added Value in Wind Intensities

It has been well-established in the literature that DASCAT wind speed data are significantly correlated within the range of 3–25 m·s$^{-1}$ [23]; therefore, it was divided into weak (3–5 m·s$^{-1}$), moderate (5–10 m·s$^{-1}$), and strong wind speeds (10–25 m·s$^{-1}$) for added value comparison. In the WRF hindcast data for the coastal area of the KP, >60% of all wind speeds were weak or moderate and <20% were strong (Figure 7a–c). Regionally, KS appeared to experience more moderate and strong wind speeds compared to ES and YS. The bias of the KP coast is approximately $-1$ for weak, $-1$ to $-2$ for moderate, and $-2$ to $-3$ for strong wind speeds. Thus, as the wind speed increased, a stronger negative bias appeared (Figure 7d–f). The coastal areas of the KP showed a slightly higher RMSE than open sea areas across all wind speeds analyzed. Most notably, WRF hindcasts added the predictive value in the coastal areas of YS and KS, regardless of wind speed (Figure 7g–l). Although the ES coast did not express an obvious added value under weak and moderate wind speeds, a high added value was observed under strong wind speeds. Moreover, a significant added value under strong wind conditions was noticed for a considerable range of open sea areas of the ES. Overall, WRF hindcast data in coastal regions of KP added value across all wind intensities analyzed, which was especially true under strong wind conditions, indicating a more accurate simulation than ERA-Interim alone across the coastal regions under the influence of regional-scale circulation and topographical effects.

3.3. Estimation of Extreme Wind Speeds

To estimate extreme wind speeds, it is necessary to evaluate the extreme value distribution of the time-series data. To this end, empirical studies have demonstrated that wind speed can be statistically evaluated to follow the characteristics of the two-parameter Weibull distribution [21,59–61], where the probability distribution function (PDF) of the random variable $x$ is defined according to Equation (2):

$$f(x|\alpha, \kappa) = \frac{\kappa}{\alpha} \left(\frac{x}{\alpha}\right)^{\kappa-1} \exp\left(-\frac{x}{\alpha}\right)^\kappa$$

where $\alpha$ is the scale parameter related to the mean wind speed and $\kappa$ is the shape parameter representing the magnitude of the deviation of the wind speed. There are numerous mathematical methods to calculate the scale and shape parameters, such as the method of momentum (MOM), maximum likelihood estimator (MLE), and L-moment. In general, MOM is employed when population and sample sizes match, MLE is used when estimating parameters from an assumed distribution pattern, and the L-moment is useful when the sample size is small. Accordingly, MLE was adopted for parameter estimation, where the wind speed followed a two-parameter Weibull distribution at confidence intervals of 95%.

Maximum daily wind speed was extracted from the WRF hindcast data and parameter estimation was performed with MLE. Figure 8 shows the spatial distribution of the shape and scale parameters of the Weibull distribution from the WRF hindcast data. The shape parameters were $\sim2.6$–2.9 for the YS, $\sim2.9$ for KS, and $\sim2.8$ for ES. In particular, the shape parameters on the coast of KS, ES, Bohai Sea, and Chinese coasts were $>$3.0. The scale parameters were $\sim9$–10 for the YS, $\sim10$–10.5 for KS, and $>$10.4 for ES. The scale parameter of the Bohai Sea was $>$10 and that of the Chinese coastal waters was <8.6.
Figure 7. Spatial distributions of different wind intensities: 3–5 m·s$^{-1}$ (a,d,g,j); 5–10 m·s$^{-1}$ (b,e,h,k); and 10–25 m·s$^{-1}$ (c,f,i,l). (a–c) displays the percentage of each wind intensity within the valid range of DASCAT (3–25 m·s$^{-1}$), (d–f) shows the mean bias of hindcast and DASCAT data, (g–i) displays the RMSE of hindcast and DASCAT data, and (j–l) display the BSS of the hindcast relative to ERA-Interim when DASCAT is considered as “True”.
3.3. Estimation of Extreme Wind Speeds

To estimate extreme wind speeds, it is necessary to evaluate the extreme value distribution around the KP. Steady winds with weak variability were the reason for the lower shape parameter recorded in YS than in the ES or KS. Alternatively, regional differences in climatic land–sea breeze circulation may have been caused by higher shape parameters along the coast of the ES and KS. The scale parameters of the ES were the highest ($\geq 10.2$), and those of the YS were the lowest ($\leq 9.4$), indicating that the annual mean wind speed was of the same order. The spatial distribution of the Weibull parameters showed a significant difference in the climatic characteristics of the sea surface wind distribution across the KP; however, the physical and dynamic processes that resulted in these statistical results require further research.

Extreme wind speed estimates are a critical external force condition to consider for designs that consider wind resistance and for structural safety evaluations of offshore structures [61]. Although long-term observation data are unequivocal for extreme wind speed estimation, it is difficult to obtain reliable and continuous long-term oceanic observation data. Individual observations by marine meteorological buoys are often missing due to weather conditions, thus inhibiting accurate estimates of extreme values. In addition, because data are acquired in the form of observation point data, it is difficult to estimate the spatial distribution of extreme values. To overcome this limitation, prior studies obtained long-term reanalysis or hindcast data through numerical simulations to calculate extreme wind speeds [21]. For a given return period (typically 50 or 100 years), the extreme wind speeds can be estimated based on the parameters of the Weibull distribution. Therefore, 50-year and 100-year return period wind speeds were estimated in the present study following the quantile function of the Weibull distribution according to Equation (3) as described as follows:

$$Q(p|\alpha, \kappa) = -\alpha \left[ \ln(1 - p) \right]^{1/\kappa}$$

(3)

where $p$ is the probability of the return period derived from $r/T_r$, for which $r$ is the annual time interval of the data and $T_r$ is the return period. The spatial variabilities of the wind speed for 50-year and 100-year return periods were similar (Figure 9). The 100-year return period wind speed was $\sim 18$–$20$ m s$^{-1}$ YS, $\sim 22$–$23$ m s$^{-1}$ for the KS, and $>23$ m s$^{-1}$ for the ES. The occurrence of extreme wind speeds in the Bohai Sea and along the coast of China was relatively rarer than around the KP. The spatial distribution of the Weibull parameters and the extreme wind speed along the ES coast had different characteristics because of the

![Spatial distribution of the (a) shape and (b) scale parameter of the Weibull distribution from the daily maximum WRF hindcast wind speed data (1979–2017).](image-url)
montane topographic effects and sea–land breeze circulations. The results of extreme wind speeds can be used by practitioners as a reference for evaluating the stability of structures (e.g., wind turbines) along the KP.

4. Discussion

In this study, 39 years of historical data for all sea areas surrounding the KP were produced and validated for sea surface winds using ERA-Interim for initial and boundary conditions. Sensitivity experiments were performed for the PBL scheme, crucial for developing sea surface wind hindcasts. The YSU PBL scheme was selected for obtaining the same results as in previous studies [21,38]. Implementation of 3DVAR data assimilation was performed and the WRF hindcast data were produced by combining daily simulations. To verify hindcasts, DASCAT data were adopted which were generated based on the ASCAT-L2 satellite data. DASCAT data was then compared with KMA buoy data observed across the KP coasts from 1997–2017 to support using spatially uniform gridded DASCAT data as “True.” This assumption may cause uncertainty in WRF hindcast evaluation. The uncertainty may change depending on which data were referred as “True.” However, there are not many spatiotemporally consistent data in the seas around the KP. Since the previous study presented high accuracy of DASCAT in comparison with other reanalysis data [24], satellite-based DASCAT data were referred as “True” in this study. In addition, the KMA buoy data was used as reference in situ data because it can cover the most extended period. However, most of all, in order to verify the accuracy of RCM simulation with respect to considering the observation uncertainty, it is essential to improve the quality of observation data.

Regardless of the area analyzed, a positive bias with a value of <2 m·s⁻¹ were observed. A further comparison against KMA buoy data was carried out to evaluate the reliability of the WRF hindcast data and the bias of all buoy stations (except CB) was <1 m·s⁻¹. Moreover, the RMSE was <2.5 m·s⁻¹ for all buoy stations, except GM and GJ. Overall, the statistics showed good agreement between in situ observations and WRF hindcast data. A modified BSS was used to evaluate the added value of the WRF hindcast data obtained via the dynamic downscaling of ERA-Interim. Over the entire period (2008–2017), the added value of the hindcast primarily manifested in the coastal regions. The added value was also analyzed in terms of seasonal variability and wind speed; as the variability of wind speeds

Figure 9. Distributions of estimated (a) 50-year and (b) 100-year return period wind speeds (m·s⁻¹).
for each season in East Asia are different owing to the monsoonal climate, it was assumed that the added value would also vary seasonally. The added value manifested along the coast of the YS during the summer and along the coast of the ES during the winter, while it manifested regardless of the season in the coastal area of the KS. As for the added value with respect to wind speed, stronger winds resulted in a lower RMSE. An added value was observed along the coast of the KP under strong wind conditions, revealing a different result from that in previous research [22] where sea surface winds of the KP coast could have resulted in an added value owing to the high spatiotemporal resolution and data assimilation. The presence of this added value indicated adequate reproduction of the large-scale atmospheric circulation of westerly and monsoonal climates.

The negative BSS appears in the offshore and open sea areas of ES and YS in all wind speeds and seasons. These results are consistent with the previous studies [20,22] and it has been expressed that there is no added value of RCM simulation in offshore and open sea area. Nevertheless, the accuracy of the WRF hindcast can be evaluated relatively low because DASCAT data filled with ERA-Interim where there was no direct satellite observation. In addition, it seems that the wind speed in the open sea areas is determined by global-scale circulation and dynamics. Further study is needed for precise analysis.

This study provided long-term and homogeneous sea–surface wind data for the seas around the KP and the added value was the greatest in the coastal areas rather than in open sea areas. These results are corroborated by previous research in other regions [20,22]. In detail, comparison results show the improvement of this study from the lowest RMSE buoy points compared with hindcast. At OY station in YS, Heo and Ha [5] showed RMSE of 1.83 m·s\(^{-1}\), a bias of 0.59 m·s\(^{-1}\), and correlation of 0.86 samples using FNL as initial and boundary conditions. Heo et al. [39] assessed RMSE of 2.08 m·s\(^{-1}\), bias of 0.40, and correlation of 0.87 using ERA-Interim as initial and boundary conditions. Both studies only used one year (2014) hindcast data with 8426 samples. In this study, RMSE of 1.80 m·s\(^{-1}\), bias of 0.41 m·s\(^{-1}\), and correlation of 0.84 were obtained from 65320 samples from October 2008. Considering that buoy observation compared from the start date, these results show the improvement of this study well.

The WRF hindcast showed reliable accuracy regardless of season and wind speed. However, the wind direction was not considered because this study focused on the statistical characteristics of long-term hindcast data. For the analysis of wind direction, dynamics must be considered. The physical and dynamic processes that result in the added value of the developed model were not investigated. Accordingly, synoptic processes that are known factors that affect local wind climates, such as sea and land breeze circulation, were not investigated [62]. Additionally, tropical cyclones (TCs) strongly affect the weather system around KP. Although TCs may be correlated with the added value of strong wind conditions revealed here, detailed processes were not considered. Added value was primarily assessed using statistical analyses and further studies will be required to investigate the underlying dynamic processes.

The extreme wind speed estimates were based on the well-established credibility of the WRF hindcast data with a high spatiotemporal resolution. The climatological and statistical characteristics of wind speed over the entire study period were expressed using a Weibull distribution. On the coast of the KP, the shape parameter was 2.75–3.1 and the scale showed a distribution similar to that of the climatology. The return period wind speed along the coast of the KP was ~20 m·s\(^{-1}\) in YS and KS and ~23 m·s\(^{-1}\) in ES.

5. Summary and Conclusions

This study provided long-term and high spatiotemporal resolution sea surface wind hindcast data for the seas around the KP. A summary of the key findings from this study is as follows:

- A long-term hindcast data produced by state of the art WRF model using ERA-Interim as initial and boundary conditions. Adoption of 3DVAR data assimilation was conducted for a 39 year (1979–2017) simulation to make accurate initial conditions.
• By comparison with KMA buoy data, DASCAT was employed and regarded as “True”. The WRF hindcast was also compared with the buoy data for reliability and it showed high accuracy.
• The added value was evaluated using modified BSS and analyzed for seasonality and wind intensity. The WRF hindcast adds value to the coastal areas of KP, particularly over YS in the summer, ES in the winter, and KS in all seasons. In the case of strong winds, the hindcast performed better in the coastal areas of KP.
• The extreme wind speed estimates were performed by using the parameters of the Weibull distribution for the 50 year and 100 year return period based on the produced hindcast data on the climate scale.

The long-term WRF hindcast data can provide useful information for maritime activities, shipping routes, structural safety evaluations, etc. In addition, these results can serve as a reference dataset for climate perspective storm surge and wave simulation studies.
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