Adopting a new sample strategy to predict miRNA-disease associations
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Abstract. Exploring unknown miRNA-disease associations by computational tools is a new way to study the correlations between genes and diseases. In this paper, we proposed a new model named ABPUSVM, which consisted of a new sample strategy based on Positive-Unlabeled learning and a prediction model that combined AdaBoost and SVM. When ABPUSVM was applied to predict unknown associations of miRNA-disease, the AUC of 0.9383 improved greatly based on 5 folds cross-validation and showed its excellent performance, which indicated ABPUSVM was significantly better than other classic models. Afterward, a case study confirmed that 46 out of the top predicted 50 miRNAs of breast cancer by ABPUSVM were supported by three databases. Whose results showed the dataset by ABPUSVM were significantly better than that of the other methods. All results have shown that ABPUSVM is a promising and potential tool for exploring the associations of miRNA-disease.
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1. Introduction
A computational method for exploring miRNA-disease associations has gradually gained attention due to its high efficiency and speed and is mainly categorized into two types[1], which includes similarity calculation and machine learning[2][3][4]. The core component of machine learning models to predict miRNA-disease association includes sample strategy and prediction model[5]. However, the positive sample data can be obtained completely by experiments but many bioinformatics-related datasets have no way to obtain the true negative sample. As for a negative sample of miRNA-disease it means that the association of a miRNA and a disease is unclear by now[6]. Therefore, it’s particularly important to choose sample strategy to combine positive samples and negative samples when training machine learning models to predict unknown associations of miRNA-disease[7], the results may change greatly by different strategies to combine positive samples and negative samples[8].

To address the above problems, in this paper, we proposed a new model named ABPUSVM to improve performance from two aspects. First, ABPUSVM adopted a new strategy to combine positive samples and negative samples based on the Positive-Unlabeled (PU) Learning[9]; Second, ABPUSVM combined AdaBoost[10] and SVM[11] into an integrated model to predict the associations of potential miRNA-disease. Performance evaluation, case study, and comparisons with other method show that ABPUSVM is significantly better than other methods and has huge potential to explore miRNA-disease associations.
2. MATERIAL AND METHOD

2.1. Materials
5430 known miRNA-disease associations matrix $A$ between 495 miRNAs and 383 diseases were collected from Chen[7]. Matrix $A$ consists of 495 rows in which the $i-th$ row represents miRNA$_i$ ($i\in\{1,2,...,495\}$) and $j-th$ column represents disease$_j$($j\in\{1,2,...,383\}$). $A_{ij}$ signifies the association between miRNA$_i$ and disease$_j$ and its value is 1 if there exists validated association otherwise 0; Meanwhile the integrated similarity matrix $SM$ between 495 miRNAs and the integrated similarity matrix $SD$ between 383 diseases was obtained( please refer to Chen for more details of $SM$ and $SD$).

2.2. Sample Strategy
Based on a concept that among all unknown associations of miRNA-disease sample the probability that a miRNA or a disease sample are correlated with known associations of other diseases or miRNAs is more likely to a negative sample[12]. According to matrix $A$ between 495 miRNAs and 383 human diseases, in which 1 of $A_{ij}$ signifies the association between miRNA$_i$ and disease$_j$. The forms of $i-th$ row in $A$ are [disease$_2$, disease$_2$, disease$_3$,...,disease$_{383}$] and the count of 1 represents the known associations of miRNA$_i$ with 383 diseases. The number of known associations confirmed by the literature or
experiments was defined as research hot. The 495 miRNAs were ranked according to the research hot and the larger research hot represented the greater priority to be a negative sample. Similarly, 383 diseases were conducted by the same means.

Then we combined the integrated similarity matrix $S_M$ and $S_D$ into a feature matrix $S$, which contained 495*383 feature vectors and then were divided into matrix $U$ according to the associations between the corresponding miRNA and disease was known. Then other feature vector of $U$ were collected into $K$; Referred to Rayhan[13], the matrix $U$ was clustered into 23 sub-categories ($U_1, U_2... U_{23}$) by k-mean[14]; And then a total of 5430 feature vectors were extracted from according to the proportion of $U_i$ to $U$ and miRNA or disease of each feature vector must rank top 120 of research hot. Next 5430 feature vectors and $K$ were combined to training dataset (dataset5) for ABUPSVM. And then the trained model was obtained and the unknown associations of miRNA-disease were predicted and ranked.

2.3. ABPUSVM model

We proposed an improved machine learning model which consisted of an improved strategy to sample and an improved model to explore potential associations of miRNA-disease. The improved strategy to sample was described in the above section. As for the improved model which was inspired by Li[15], we combined the AdaBoost and SVM to explore potential association for a miRNA-disease pair[16], in which SVM and AdaBoost were integrated into a classifier to boost performance. So, our model was called ABPUSVM. Fig. 1 shows the pipeline of ABPUSVM.

**Algorithm of ABPUSVM**

Input: (1) miRNA-disease interactions matrix $A$ for 495 miRNAs and 383 diseases
(2) Integrated similarity matrix $S_M$ of 495 miRNAs.
(3) Integrated similarity matrix $S_D$ of 383 diseases.
Output: potential miRNA-disease s ranking score.

Step 1: let $S$ as feature matrix with the row of (495*383) and the column of (495+383)
for $i$ ($i = 1, 2...495$) do
  for $j$ ($j = 1, 2...383$) do
    for $m$ ($m = 1, 2...495$) do
      $S_{(i,j)} \leftarrow S_M_{(i,m)}$
      end for
    for $n$ ($n = 1, 2...383$) do
      $S_{(i,j,495+n)} \leftarrow S_M_{(i,n)}$
      end for
  end for
for each $sample_i$ in $S$
  if the value of $miRNA_i - disease_j$ for $sample_i$ is 0 in $A$ then
    add $sample_i$ to $U$
  if the value of $miRNA_i - disease_j$ for $sample_i$ is 1 in $A$ then
    add $sample_i$ to $K$

Step 2: Clustering $U$ into 23 clusters ($U_1, U_2... U_{23}$) by k-means
Step 3: Based on miRNA-disease interactions $A$ to make miRNA hot matrix $HM$ (1*495) and disease hot matrix $HD$ (1*383)
  for $row_i$ in $A$
    $HM_i \leftarrow \text{sum} (A_{(i,j)})$

end for
for \textit{column}_i in A
\begin{align*}
\text{HD}_i &\leftarrow \text{sum} (A(i,j)) \\
\end{align*}
end for

Rank \textit{HM} and \textit{HD}

Step 4: \texttt{dataset5$\leftarrow$U} (separately select the same proportion of \textit{U}_i to \textit{U} feature vector from \textit{U}_i and miRNA or disease of feature vector rank in the top 120 in 23 clusters) $\cup$ \textit{K}

\texttt{dataset4$\leftarrow$U} (separately select the same proportion which depends on the number of each cluster account for \textit{U} in 23 clusters) $\cup$ \textit{K}

\texttt{dataset3$\leftarrow$U} (select the same number with \textit{K} by turn) $\cup$ \textit{K}

\texttt{dataset2$\leftarrow$U} (select the same number with \textit{K} by random) $\cup$ \textit{K}

\texttt{dataset1$\leftarrow$U} (separately select the 240 samples in 23 clusters by random) $\cup$ \textit{K}

Step 5: Applying \texttt{dataset5} to train ABUPSVM to predict the scores of the potential of miRNA-disease and potential miRNA-disease rank by predictive score.

\section*{3. Result}

\subsection*{3.1. Validation of improved sample strategy}

In step 4, \textit{U} and \textit{K} were respectively collected into \texttt{dataset1}, \texttt{dataset2}, \texttt{dataset3}, \texttt{dataset4} and \texttt{dataset5} according to different strategies. For evaluation of the sample strategy of ABUPSVM, five datasets were applied to the PBMDA\cite{17} to train predicted classifiers, each predictive result was evaluated by 5-folds cross-validation. ROC and P-R curve\cite{18} was drawn to compare performance intuitively. As shown in Fig. 2, the \texttt{dataset5} by ABPUSVM could improve the overall performance effectively, which directly proved the effectiveness of the sample strategy of ABUPSVM.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{ROC and P-R curve of \texttt{dataset1}, \texttt{dataset2}, \texttt{dataset3}, \texttt{dataset4} and \texttt{dataset5} by PBMDA}
\end{figure}

\subsection*{3.2. Performance evaluations of ABPUSVM}

In step 3, based on the known miRNA-disease associations from the HMDD V2.0\cite{19}, 5-fold cross-validation was executed to ABPUSVM to evaluate the performance. And the predictive performance was evaluated by AUC, AUPR, precision, recall and F1-Score\cite{20}. The AUC, AUPR, precision, recall and F1-Score of ABPUSVM were 0.9383, 0.9478, 0.8313, 0.8803 and 0.8551. Then we compared...
ABPUSVM with EKRRMDA [21] and KBMFMDA [22] for those two methods used the same datasets and also was verified by 5-fold cross-validation. The overall performance of ABPUSVM improved greatly compared with EKRRMDA and KBMFMDA. The AUC of ABPUSVM was 0.9383 which was higher than that of EKRRMDA (0.9282) and KBMFMDA (0.9052). In terms of AUC, the results of EKRRMDA were better than, HDMP (0.8342 ± 0.0010), MaxFlow (0.8579 ± 0.001), NCPMDA (0.8763 ± 0.0008), PBMDA (0.9127 ± 0.0007), LRSSLMDA (0.9181 ± 0.0004), WBSMDA (0.8185 ± 0.0009), MCMMDA (0.8767 ± 0.0011), RLSMDA (0.8569 ± 0.0020), BNPMDA (0.8980 ± 0.0013), MDHGI (0.8794 ± 0.0021) and IMCMDA (0.8367 ± 0.0005) [21]. So, those facts confirmed that ABPUSVM was better than those methods.

3.3. Case study

To further validate the prediction performance, the top 50 miRNAs of breast cancer were extracted from the prediction results of ABPUSVM, and then the prediction results were compared and analyzed with the DBDEMC [23], miRCancer [24] and HMDD3.0 [25]. In Table 3, 46 miRNAs of the top 50 predicted miRNAs of breast cancer were supported by DBDEMC, miRCancer and HMDD3.0; and 9 out of the top 10 predicted miRNAs of breast cancer were supported by those three databases. Especially has-mir-503 and has-mir-498 were included in the top 10 predicted miRNAs, Long [26] et al has verified that has-mir-503 was significantly down-regulated in breast cancer tissues and cells and its overexpression would reduce cell proliferation [27]. Chai [28] showed that has-mir-498 in breast cancer cells promoted cell proliferation and migration by targeting the tumor suppressor PTEN, and inhibiting the overexpression of has-mir-498 could weaken its effect on cell proliferation and migration [29].
4. Conclusion

In recent years research involving cancer-related fields has increasingly and has become a research focus. With the deepening of cancer research, a type of single-stranded endogenous short non-coding RNA (miRNA) has entered the research field, and more increasing research evidence shows that miRNAs are closely associated with many human diseases[30][31]. In this paper, a new model called ABPUSVM was proposed, which improved the predicting performance of miRNA-disease associations from two aspects. First, ABPUSVM adopted a new sample strategy based on research hot ranking to collect positive samples and negative samples. Second, BPUSVM combined AdaBoost and SVM into an integrated model to predict unknown association scores of miRNA-diseases. Datasets by different sample strategies were applied to PBMDA and the result showed dataset by ABPUSVM’s sample strategy boosted performance greatly. Performance evaluation showed the AUC value by ABPUSVM improved greatly and outperformed than many other methods, which meant prediction accuracy improved greatly. Then the case study confirmed that three databases supported 46 miRNAs in the top 50 predicted miRNA-disease associations. Conclusively ABPUSVM paved the way for future research to obtain better performance in exploring miRNA-disease associations.
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