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ABSTRACT
This paper studies how competition affects machine learning (ML) predictors. As ML becomes more ubiquitous, it is often deployed by companies to compete over customers. For example, digital platforms like Yelp use ML to predict user preference and make recommendations. A service that is more often queried by users, perhaps because it more accurately anticipates user preferences, is also more likely to obtain additional user data (e.g., in the form of a Yelp review). Thus, competing predictors cause feedback loops whereby a predictor’s performance impacts what training data it receives and biases its predictions over time. We introduce a flexible model of competing ML predictors that enables both rapid experimentation and theoretical tractability. We show with empirical and mathematical analysis that competition causes predictors to specialize for specific sub-populations at the cost of worse performance over the general population. We further analyze the impact of predictor specialization on the overall prediction quality experienced by users. We show that having too few or too many competing predictors in a market can hurt the overall prediction quality. Our theory is complemented by experiments on several real datasets using popular learning algorithms, such as neural networks and nearest neighbor methods.

1 Introduction
This paper studies what happens when machine learning predictors compete against each other. Machine learning (ML) systems are deployed in ever more ubiquitous applications ranging from commerce to healthcare. And it is becoming increasingly common for competing companies in similar markets to use ML to improve their services and attract customers. For example, firms like Yelp and Tripadvisor both use ML to predict what item a user likes and make recommendations.

Competing ML predictors can emerge in diverse settings. Competing lenders use their ML predictors to assess client credit and offer loan packages. In the ML-as-a-service industry, companies routinely compete to sell their ML algorithms to clients. While the details of the competition vary across settings, a key characteristic is that competition generates temporal dynamics and feedback loops for the learning algorithms. A predictor’s performance at one time instance could impact the training data it (and its competitors) receives. Training sets are no longer independent samples from the population distribution (this is the statistical definition of sample bias). In turn, this affects the performance and bias of the predictor over time.

In this paper, we propose a model of competing ML predictors that captures the key features of these interactions and feedback loops. We investigate several common classes of predictors, including neural networks and nearest-neighbor models. Through experiments and theoretical analysis, we demonstrate that competition leads to specialization: while predictors perform better for specific sub-populations, they perform worse on the whole data distribution compared to when there is no competition. Moreover, we show that the overall performance of this ecosystem of ML predictors—i.e., the quality of service experienced by the user—is non-monotonic. The overall quality is diminished when there are too few or too many competing ML predictors. There is an optimal number of competing predictors that provides the...
best overall performance. This optimal number depends on several factors that we analyze, one critical factor being how well the users can individually identify the predictor that’s best suited for them.

Contributions As ML systems become ever more widely used, often by competing companies, it is increasingly important to model and characterize the effects and biases of competition on ML. This topic has been relatively under-explored in ML. We summarize our main contributions as follows:

1. We introduce a novel model for competing predictors, which enables both rapid experimentation and theoretical analysis. Our model can be generally useful for exploring statistical, algorithmic, and economic phenomena concerning the feedback dynamics between populations of competing predictors and users.

2. Through empirical and theoretical analysis, we show that user decisions create a feedback loop through which each ML predictor specializes toward a particular sub-population over time, often at the cost of worse performance over the general population.

3. We analyze the effect of predictor specialization on the overall performance quality received by the users. We show that the overall quality can be non-monotonic in the number of competing ML predictors.

2 Model for competing predictors

The initial training data $D_0^{(i)}$ corresponds to the data that each predictor starts with—e.g. data from an initial pilot. We typically think of $|D_0^{(i)}|$ as small. SELECT captures the probability that each predictor is selected as a function of the true label $y_t$ and all of the predictions $\{\hat{y}_t^{(i)}\}$. It is important to consider what are the desirable properties for SELECT. Intuitively, users should be more likely to query a model that makes a correct prediction. We can refer to this as user bias. In the real-world, users have some signal about the predictors, perhaps based on past experiences or hearsay. Because users are seeking to get the highest quality predictions, it makes sense they should be able to do better than random guessing. Thus, even though the users do not know the true $y_t$ (otherwise there’s no need for the predictors), they do have some noisy notion of which $\hat{y}_t^{(i)}$ is more likely to be correct. Formally, for relevant loss function $\ell$ and for all $u,v \in \mathcal{Y}$, we assume $\Pr(u_i = i|\hat{y}_t^{(i)} = u) > \Pr(u_i = j|\hat{y}_t^{(j)} = v) \iff \ell(y_t,u) < \ell(y_t,v)$. In a strict sense, this mathematical formalization of user bias may not hold in the real-world if users act irrationally or under misinformation, but this is largely outside the scope of this work.

In our experiments and analyses, we use a widely-used softmin parametric model for SELECT:

$$\Pr(\text{SELECT} = i) = \exp\left(-\alpha \ell(y_t,\hat{y}_t^{(i)})\right)/\sum_{i \in [k]} \exp(-\alpha \ell(y_t,\hat{y}_t^{(i)}))$$

This softmin model is commonly used to capture user decision making because it satisfies Luce’s choice axioms [1, 2, 3, 4] and emerges from the established information-theoretic notion of rational inattention in economics [5, 6, 7, 8]. The softmin model can be derived from optimal decision making under information processing constraints [9, 10, 11]. We choose this model because while it satisfies the realistic user bias assumption, it is sufficiently generic to avoid the pitfall of overly extrapolating from the specific details of a narrower model. Crucially, it is also easily parameterized. The temperature parameter $\alpha$ captures how informed the selection is. When $\alpha = 0$, user has zero information and uniformly randomly selects a predictor. As $\alpha$ increases, the user is more likely to select the algorithm that makes the correct prediction. We can view $\alpha$ as a metric of information efficiency in the multi-agent system. We re-emphasize that although SELECT depends on the correct prediction, this is not that same thing as the users knowing the correct prediction. This dependency merely captures the assumption that users have some degree of side-information about the correctness of the predictions.

A simplification that we make in our model is that only the selected predictor receives $(x_t, y_t)$. There are several possible modeling variation on this: for example, one could allow the non-selected predictors to add $x_t$ (not $y_t$) to its database and this could be used for semi-supervised learning. One could also allow the user selection to depend not just on the current predictions but also on predictor reputation. These are interesting directions for follow up exploration. In this paper, we make the simplification in order to capture the key essence due to competition in purely supervised learning. More details and formal definition of the model is provided in Appendix C.

3 Experiments

We present simulations of competing learners in the supervised (3.1) and collaborative filtering settings (3.2). We investigate the effects of competition on the predictors and the users and empirically characterize predictor specialization and non-monotonicity of the quality-of-prediction.

3.1 Supervised Learning

We use several popular benchmark datasets for $\mathcal{D}$: Postures [12, 13], Adult Income [13], and FashionMNIST [14]. For Postures and Adult Income in particular, each datum corresponds to data from one individual, which is particularly appropriate for our motivating competition setting. We explore the effects of different information efficiency value $\alpha$. For each dataset, we fix a small number of i.i.d seed samples (order $10^0 \cdot 10^2$) and run the simulation for a
large number of rounds (order $10^3$ to $10^4$). We perform our experiments with the widely-used multi-layer perceptron (MLP) as an example of parametric predictors and nearest-neighbors (NN) as an example of non-parametric predictors. In Appendix B we also report similar simulations conducted with a logistic regression model as well as full details of all the experiments. While there are many other classes of predictors to explore, we believe that the standard models used here cleanly capture the key insights.

**Competition drives predictor specialization** We performed experiments with four competing predictors (similar results are seen for other number of predictors). In Fig. 1 we present heatmaps indicating the accuracy of the four competing predictors on each of the label classes. Red (blue) indicates that a predictor is better (worse) than the average predictor on that class.

![Figure 1: Predictor specialization heatmaps for FashionMNIST (top row) and Postures (bottom row) with nearest-neighbors classification (NN, left column) and multi-layer perceptrons (MLP, right column). For each dataset and algorithm we include heatmaps of $\alpha$ at low (0), medium (2), and high (8) values (left to right). Each heatmap is a $(\#(classes) \times \#(predictors)$ grid. The $ij$-th block in a grid indicates the difference between the average class-conditional accuracy for the $i$-th class and the $j$-th predictor’s class-conditional accuracy for the $i$-th class. Predictors are indexed by an arbitrary id number and classes are labeled on the left. Red indicates an accuracy that is higher than average, blue indicate an accuracy that is lower than average, and white is average.](image-url)

When $\alpha = 0$, the user randomly selects a predictor and the lack of competition results in all of the predictors being close to average. As $\alpha$ increases, we see a clear trend towards greater variations in class-conditional accuracy among the predictors, indicating specialization. A stark example of this can be observed for the competing MLPs on the Postures dataset. For large $\alpha$, the four predictors specialize over the five classes such that each predictor strongly favors only one particular class (except for predictor 3 which favors 2 classes). Predictor 0 specializes in detecting stop, predictor 2 specializes in fist, predictor 3 specializes in fingers and predictor 1 is split between point and grab. Outside of each predictor’s specialty class, the performance is low across the board. Larger $\alpha$ creates positive feedback loop that leads to specialization. Random variation in the initial training batches generates some heterogeneity in the predictors. Users are likely to select the predictor that is best suited for them with large $\alpha$. This leads that predictor to improve its model specifically for that sub-population. In turn, this results in an increased likelihood that members of that sub-population select said predictor. While a common business strategy is for firms to intentionally specialize to particular sub-populations from the onset [15][16], the interesting aspect of the phenomena here is that specialization emerges naturally (and unintentionally) due to the competition over data.

We next quantify how specialization affects the predictor’s performance on the overall population distribution, which is measured as its average accuracy over $D$. Note that $D$ is different from the distribution of users that actually selects the predictor—as we shall see next, the predictor does better on the latter distribution. Fig. 2 measures the change in accuracy over $D$ compared to the $\alpha = 0$ baseline, which uses the same number of training samples but removes competition.
There is a consistent trend that increasing the information efficiency $\alpha$ at any number of predictors results in lower accuracy on $D$. The drop in accuracy is largest when there is an intermediate number of predictors. This is because the average number of samples each predictor receives decreases when there are more predictors, since the total number of rounds/samples is fixed. With fewer data points, there’s less feedback to bias the predictor. The decrease in accuracy for the overall distribution could be costly when the company tries to broaden its user-base to the entire $D$. This is an important consequence of specialization.

**Prediction quality for users** We shift our focus to analyze the prediction quality experienced by the users. We define the **prediction quality for users** as the average accuracy of the selected predictor averaged over all the rounds of competition. Fig. 3 shows how this quality varies as the number of predictors (x-axes) and $\alpha$ (different colors) change for NN and MLP applied to three datasets. In each panel, the total number of datapoints (i.e. users) is fixed. Prediction quality for users is consistently higher when users have more information (larger $\alpha$) when picking the predictor. Interestingly, we find that the prediction quality for users can be non-monotonic. For example, in Postures data with competing NNs, the highest quality is achieved with 16 competing predictors; having too few or too many predictors decreases quality. The intuition for this phenomenon is as follows. When there is just one predictor, a user has no choice and changing $\alpha$ has no effect. With more predictors and relatively high information efficiency, each user can select the predictor that’s likely to be accurate for it, and hence the prediction quality improves. However, when there are too many predictors, each predictor gets fewer training data (recall that the total number of data points is fixed). Hence none of the predictors is very accurate and the overall quality starts to decline. In Section 4, we show this phenomena is a mathematical consequence of the learning competition under some mild conditions. The prediction quality over a full range of information efficiencies depicting the monotone increasing and decreasing regimes (for near-infinite and near-zero $\alpha$) can be found in Appendix B.

### 3.2 Extension to Collaborative Filtering

Previous experiments capture the setting where each user is a single data point that appears once. Here we experimentally investigate a collaborative filtering extension where each user contributes multiple data points. Collaborative filtering competitions follow the same structure as described in Sec. 2, with the primary differences being a new `SELECT` operation and allowing repeated samples from each user. As before, we have a set of $k$ competing recommenders. We also have a set of $m$ distinct users, $\{U_t^{(1)},...,U_t^{(m)}\}$ that are seeking recommendations over a set of $r$ items (for simplicity, we assume that these items are shared across the recommenders). At each round, a uniformly at random user $U_t$ selects one of $k$ recommenders: $w_t = \text{SELECT}(U_t)$. Then recommender $w_t$ recommends an item for $U_t$: $A_t^{(w_t)}(U_t) \in [r]$. There is a
Figure 3: Prediction quality for users: number of predictors (log-scale) vs. avg. prediction quality for users with nearest-neighbors (NN) and multilayer perceptrons (MLP) on 3 datasets. Prediction quality is averaged over all of the rounds in the simulation. Confidence intervals are standard error of the mean for 5 replicates.

The latent preference matrix $M \in [0,1]^{r \times m}$, where $M_{ij}$ is the probability that user $j$ interacts with item $i$ (pCTR). The interaction between a user and item is feedback for the “winning” recommender, $w_t$. This recommender observes $(x_t, \tilde{y}_t)$ where $\tilde{y}_t \sim \text{Bern}(M_{ij})$ when item $i$ is recommended to user $j$. As before: $D_t^{(w_t)} = D_t^{(w_{t-1})} \cup (x_t, \tilde{y}_t)$ and $D_t^{(i)} = D_t^{(i-1)}$ for $i \neq w_t$.

Users want to maximize the preference scores of the items that they get recommended to them, and predictors want to maximize the number of queries for items they receive from users. In our experiments, each user keeps track of the quality of past recommendations from each recommender and individually solves a multi-arm bandit [17] problem when it is their turn to SELECT. Each recommender similarly solves an online matrix factorization problem [18] based on the observed user-item interactions using alternating least-squares [19]. We generate $M$ as the product of low-rank factors with i.i.d. Gaussian entries. We run the simulations for $2 \times 10^5$ rounds. Appendix B contains the formal description of the model and full details of the experimental protocol and implementation.

Fig. 4 shows the collaborative filtering results. Fig. 4(left) is analogous to Fig. 2; the y-axes quantifies how well each recommender performs over the population distribution of users. This performance is measured as the expected probability that a randomly selected user decides to interact with the item suggested by this recommender. As in the setting of competing predictors, competition and specialization leads to a decrease in the performance of recommenders for the general user distribution. Fig. 4(right) is analogous to Fig. 3; the y-axes there is the prediction quality experienced by the users (i.e. average $M_{ij}$ of the recommended items). We find a similar phenomenon as before: having too few or too many recommenders can decrease the quality experienced by users. These collaborative filtering experiments demonstrate that the phenomena that competition leads to algorithmic specialization and that there is a sweet spot for the number of ML models can hold in diverse settings.

4 Theoretical analysis

We carry out theoretical analysis to further understand and support our empirical findings. Here we assume a binary classification task for simplicity. Complete proofs for all of the claims are in Appendix C. The analysis in this section can be interpreted as formalizing sufficient conditions for the effects of competition to emerge.

4.1 Cost of competition for predictors

Our experiments show that competition causes each predictor to specialize on a sub-population and perform worse on the overall population distribution. We show for simple parametric and non-parametric models that competition results
we use a mean-square error (MSE) loss to measure expected risk. Theorem 4.1. Suppose the data is generated from a linear model $X \sim \mathcal{D}$, where $X,Y \sim \mathcal{D}$, and each predictor is trained using a non-parametric method [20] given that they are finite number of seed samples, but requires the users to have perfect information (i.e., the perfect information limit) for any finite seed set. Next we show that a risk gap still exists for finite seed data may be less helpful in mitigating the cost of competition with parametric methods than with non-parametric.

Theorem 4.2. Suppose users have perfect information ($\alpha = \infty$) and each predictor is trained using a non-parametric method that is asymptotically a $C$-approximation to the Bayes rate. Then, for any seed set size $s = |D_0|$, there exists $\mathcal{D}$ such that for any $k > 1$, and $\lim_{t \to \infty} \frac{R_t^k}{R_t^1} = \infty$.

The intuition for Thm. 4.1 is as follows. In the case that $Y$ is deterministic given $X$, the ML problem is effectively an interpolation. In this case, the Bayes error rate is 0 and this error rate is asymptotically achieved by most non-parametric methods [20] given that they are $C$-approximations to the Bayes rate. However, when $\alpha = \infty$ in a competition, an unlucky seed set could result in a predictor never achieving 0 error rate, which breaks the $C$-approximation. Furthermore, this probability can be bounded away from 0 for any finite seed set. Next we show that a risk gap still exists for finite $\alpha$.

Theorem 4.2. Suppose $k = 2$ and both predictors use the nearest-neighbor algorithm. Let $s = |D_0|$ be the number of i.i.d. seed samples that each predictor starts with and assume $s \geq 2$. If $\alpha > \log(2)$, then there exists $\mathcal{D}$ such that

$$\lim_{t \to \infty} \frac{R_t^2}{R_t^1} \geq 1 + \frac{1}{\sqrt{8} s^{5/2}} \left( 8 - \frac{9}{\sqrt{8}} \right)^{s/2} \left( 1 - \frac{2}{2 + e^\alpha} \right)^2$$

The risk ratio decreases quickly in $s$, indicating that sufficient seed data may be an effective counter-measure for the non-parametric case. Also, the risk ratio grows larger for larger $\alpha$, which also coincides with intuition.

We next investigate the parametric setting by analyzing an ordinary linear least squares regression. For this analysis, we use a mean-square error (MSE) loss to measure expected risk $R_t^k$. We present two lower bounds. The first holds for any positive information efficiency $\alpha > 0$ and depends on the number of seed samples. The second holds for any finite number of seed samples, but requires the users to have perfect information ($\alpha = \infty$).

Theorem 4.3. Suppose the data is generated from a linear model $Y = XW + \epsilon$ with $\mathbb{E}(\epsilon | X) = 0$. Assume each predictor uses an ordinary least-squares linear regression. Let $s \geq 1$ be the number of i.i.d. seed samples each predictor starts with and assume $k \geq 2$. We have the following:

(i) If $\alpha > 0$ then $\lim_{t \to \infty} \sup_{\mathcal{D}} \frac{R_t^k}{R_t^1} \geq 1 + \frac{1}{\sqrt{7056 s^{5/2}}}$

(ii) If $\alpha = \infty$ then $\lim_{t \to \infty} \sup_{\mathcal{D}} \frac{R_t^k}{R_t^1} \geq \frac{2k}{k+1}$

Thm. 4.3 tells us that when $\alpha$ is large, there is a large penalty (close to $2 \times$ factor) incurred when there are many competing predictors. When $\alpha$ is small, the penalty is also smaller but does not vanish if the number of seed samples is not too large. Notice that for regression, the worst-case ratio of expected risks vanishes at a low-degree polynomial rate in $s$. This decays far slower than the exponentially vanishing bound for non-parametric methods. This suggests that seed data may be less helpful in mitigating the cost of competition with parametric methods than with non-parametric.
4.2 Trade-off between # predictors and the overall prediction quality experienced by users

We analyze how the number of competing predictors affects the overall prediction quality experienced by users. We want to characterize the dependence of quality on the number of predictors, $k$, and the information efficiency, $\alpha$.

To make the analysis tractable, we make four natural modeling assumptions. We are most interested in cases where there is at least enough data to train one or a few models well. This means that there is sufficient data so that in the single agent case, the model’s accuracy is not too far from 1 (assumption 1). Concretely, we assume $R_1^2 > \frac{2}{c}$. Also, we should have enough data to experience diminishing marginal returns from additional samples. This means that the individual accuracy for one predictor is not much better than the individual accuracies for two predictors each with approximately half as many samples (assumption 2). Concretely, we instantiate this as $0 < R_1^2 - R_2^2 < \frac{1}{4}$. Thus, $R_1^2 - R_2^2$ should not be too large. Recall that we are primarily interested in regimes when seed sets are small, which implies that the initial predictors are weak models (assumption 3). Concretely, we assume $\frac{1}{2} < R_1^2 < \frac{3}{4}$. Furthermore, we assume that a single predictor by itself, $R_1^2$, is not too perfect relative to the accuracy gap between one and two predictors, given by $R_1^2 - R_2^2$. Otherwise, if the solo accuracy $R_1^2$ is too close to 1, there is little room for improvement from having multiple competing predictors (assumption 4). Concretely, we will assume $R_1^2 < 1 - \omega((R_1^2 - R_2^2)^2)$, where little-omega $\omega(\cdot)$ denotes a strict lower bound. Finally, while we allow the predictors to be correlated, they cannot be extremely correlated or anti-correlated (assumption 5).

Our result shows that in the regimes described above, there necessarily exists an interval of intermediate information efficiencies, $0 < c_1 < c_2 < \infty$ such that for $\alpha \in (c_1, c_2)$, the optimal number of predictors is neither 1 or $\infty$. This means that there is a finite “sweet spot” in the number of competing predictors that produce the best user quality.

**Theorem 4.4.** Assume a learning competition at round $t$ under the conditions stated above. Define $\delta = R_1^2 - R_2^2$. Let $\rho$ be the pairwise covariance between two predictors. If we have $\rho < R_1^2 - (R_2^2)^2 - 2\delta$ then there exists $0 < c_1 < c_2 < \infty$ such that if $c_1 < \alpha < c_2$ then the expected prediction quality for users at round $t$ is maximized by some $k^*$ number of predictors such that $1 < k^* < \infty$. In particular, $c_1 = \log \frac{R_2^2 - (R_2^2)^2}{(R_2^2 - (R_2^2)^2 + 2\delta)}$ and $c_2 = \log \frac{R_2^2 + \delta}{2(1 - R_2^2 - \delta)}$.

To make the result concrete, we instantiate $R_1^2 \leftarrow 0.85$, $\delta \leftarrow 0.05$, $\epsilon \leftarrow 0.1$ and $\rho \leftarrow 0$. Thm 4.4 tells us that prediction quality for users is non-monotonic if $0.65 < \alpha < 2.2$. This agrees reasonably well with our empirical measurements. The intuition for the theorem is as follows. When $\alpha$ is not too large, having many weak predictors is not necessarily better for users than having a few smart ones (consider the extreme case of $\alpha \rightarrow 0$). However, if $\alpha$ is exactly zero, then having a single predictor is better than having even two predictors since the user is not more likely to select the correct predictor and the two predictors have split the data. But, there is a sweet spot in $\alpha$ for which the user benefit from being slightly more likely to select the correct predictor outweighs the benefit that a single predictor has in terms of volume of training data. This is due to the near-universal phenomena in ML of diminishing marginal returns in number of training samples.

5 Discussion

**Related works** In Mixture-of-experts (MOE) and related ensemble learning methods, multiple predictors work together to train for a prediction task [21][22][23][24]. There, the algorithms work together in the ensemble to optimize a common objective, and data can be shared between the algorithms. This differs from our setting where the predictors directly compete over user queries and training data.

Recent literature in multi-agent reinforcement learning (MARL) has largely focused on emergent behaviour in collaborative dynamics between multiple agents [25][26][27][28][29][30][31]. In the fully-competitive setting, MARLs are typically modeled as zero-sum Markov games, and span a variety of applications such as exploration [30][32], control [33], and others [34][35]. Existing RL approaches in multi-agent competition have studied competitions between two agents [36][37][38] with a focus on the expected equilibrium outcome and agent strategies. In particular, [39] proposes that the Nash equilibrium for two firms in similarly motivated data acquisition learning game tends toward monopoly at the expense of consumer welfare. We differ from this line of work by explicitly modeling both the predictors and user decisions, incorporating user and sampling biases into our model, and by allowing for any number of predictors and users. This flexibility is critical as we find that the quality of prediction experienced by users heavily depends on the number of competing predictors. Another substantial difference between our analysis and that proposed in [39] is that ours takes into the account the particular structure of a given supervised learning algorithm. On the other hand, the analysis in [39] generically assumes learning algorithms can be replaced by black-boxes that simply behave according to canonical minimax error rates.

Another body of work examines prediction on examining and addressing single-agent direct feedback loops present in sample selection, namely sample bias [40][41][42][43][44][45][46], but the problem remains under-explored in the case of multi-agent competition. Other forms of feedback loop in ML systems that have been explored include: social media filter bubbles [47], risk assessment [48], and algorithmic policing [49]. Dueling algorithms have been explored in [50], though they did not consider any statistical learning settings.

---

To see why this is necessary, consider the case in which the predictors are perfectly correlated. They always give the same output, and in this case, the competition among them is not meaningful. This is because if $\rho = 1$, then $R_1^2 - R_2^2 = 0$ and the benefit from having two predictors is negligible. Therefore, having just one predictor is sufficient for obtaining high accuracy. However, if the predictors are not perfectly correlated, the situation becomes more complex. The pairwise covariance $\rho$ measures the extent to which the predictors are correlated, and it should be carefully considered when analyzing the trade-off between the number of predictors and overall prediction quality.
Extensions, limitations and future works  This paper proposes a model of competing predictors that enables both empirical and theoretical investigations. We characterize several interesting phenomena, namely how competition leads predictors to specialize and how too little or too much competition can both hurt the quality of prediction experienced by users. Because this is a relatively new direction of research in ML, we make several simplifications that allow the model to capture the essence of competition without overly complicating the insights. Most of our experiments and theory focus on the setting where each user corresponds to a single data point and only appears once. This is reasonable in applications with large populations of users and relatively infrequent repeated interaction. We conduct collaborative filtering experiments in which users and recommenders repeatedly interact over time, and find the phenomena remain. Additional investigation of repeated interactions is a fertile direction for future study.

A simplification we have made is that predictors do not directly interact with other predictors except through their competition over data. In practice, companies behind the ML predictors may merge, intentionally differentiate (which could lead to further specialization) or spend money to acquire data. A more general model that captures the full game dynamics would define strategy spaces and payoffs for each predictor and user, and characterize incentive compatible strategies. Finally, we have assumed that the predictor that is selected receives the true label. In practice, there could be additional noise and time lag in the outcome that the predictor observes. This could also be interesting to model.
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A Extended Discussion

Due to space constraints, we continue a supplementary discussion here. Experimental Details can be found in Appendix B and Mathematical Details can be found in Appendix C.

A.1 Economic & Multi-Agent Theory

Many of the concepts and quantities we study in this work have parallels in economic theory [51, 52, 53, 54, 55, 56, 57, 58, 59, 60]. For example, quality of prediction is a notion of consumer welfare. The economics literature tends to focus on competition between firms or mathematical agents, rather than on specific ML predictors. It would be an interesting direction for future work to connect and extend our learning competition framework from the economic perspective.

A.2 Feedback Loops in ML Systems

Feedback loops, where two systems repeatedly influence and have access to only the decisions of the other, have been studied in supervised and reinforcement learning [47]. A related and interesting example includes the feedback in online reviews on digital media platforms [61, 62, 63]. Existing works examine feedback loops in the single-agent setting [64], with particular branches proposing metrics to recover counterfactuals of consumer preferences fixing consumer strategy [65, 66]. The effects of competition in ML holds significant implications to sociology [67, 68], economics [69, 70, 71], electoral systems [72, 73], and recommendation systems [74, 75, 76, 77]. [78] studies an interesting but substantially different model of bandits in matching markets. The model we study here is also distinct from standard settings for online learning or active learning, where typically a single algorithm gets to explore and select data. In our setup, each data selects one among several competing algorithms.

B Experimental Details

B.1 Supervised Learning

We ran three datasets for our supervised learning simulations: Postures [12, 13], Adult Income [13], and FashionMNIST [14]. Postures has 5 classes. Adult Income has 2 classes. FashionMNIST has 10 classes. In the main text we reported results for NN and MLP. Our implementation is in Python [79] using Pytorch [80] and Numpy [81] frameworks.

\begin{algorithm}
\caption{Competing predictors}
\label{alg:competing} \\
\textbf{Input}: Set of predictors $A$, set of consumers $U$, ground-truth distribution $P_{UY}$, loss function $l$, predictor observation channel $\Theta$  \\
# To initialize, all predictors warm-start with s i.i.d seed samples \\
\textbf{for} $a \in A$ \textbf{do} \\
\hspace{0.5cm} $(U,Y) \sim P_{UY}$ (i.i.d) \\
\hspace{0.5cm} $a$.\text{train}((U,Y)^a) \\
\textbf{end for} \\
# The competition begins \\
\textbf{for} $0 \leq t < T$ \textbf{do} \\
\hspace{0.5cm} $U_t \sim P_U$ # User sampled from general population \\
\hspace{0.5cm} $a_t \leftarrow U_t$.query() # User decides which predictor to query based on private information \\
\hspace{0.5cm} $a_t$.\text{reward} $\leftarrow a_t$.\text{reward} + 1 # predictors seek to maximize number of queries \\
\hspace{0.5cm} $\hat{Y}_t \leftarrow a_t$.predict($U_t$) # predictor responds to user query \\
\hspace{0.5cm} $U_t$.\text{reward} $\leftarrow 1-l(\hat{Y}_t, U_t)$ # User payoff determined by quality of the response \\
\hspace{0.5cm} $a_t$.\text{train}($U_t, (\Theta(Y))$) # predictor updates model based on noisy feedback from user \\
\textbf{end for}
\end{algorithm}

B.1.1 Hyperparameters and Training Protocols

\textbf{Seed samples} For each data set we set a number of seed samples that was sufficient to train a model to perform slightly (a few percentage points) better than random guessing. For Postures and Adult we set a seed size of 3 samples. For FashionMNIST we set a seed size of 100.

\textbf{NN} For NN, we always use one nearest-neighbor to keep things simple. Because the method is non-parametric, training the model just consists of appending each new sample to the data matrix. Refer to [82, 83] for more details on the nearest-neighbor algorithm.
We describe the protocol for the collaborative filtering experiments in detail. Recall that at each round we used a batch size of (up to) 50. We randomly shuffled the data for each training instance. We trained until we had reached 32 epochs (whichever was met first – this depended on the number of data samples the predictor had observed).

For Postures the input width is 16 and the hidden width is 16. We used a learning rate of $10^{-3}$. After the initial training on the seed samples, we retrained after every 4th new data point was added to the set. When training, we used the batch size of (up to) 32. We randomly shuffled the data for each training instance. We trained until we had updated on 1,000 data points or reached 32 epochs.

For Adult Income the input width is 50 and the hidden width is 64. We used a learning rate of $10^{-3}$. After the initial training on the seed samples, we retrained after every 32nd new data point was added to the set. When training, we used the batch size of (up to) 32. We randomly shuffled the data for each training instance. We trained until we had updated on 1,000 data points or reached 32 epochs.

For FashionMNIST the input width is 784 and the hidden width is 400. We used a learning rate of $10^{-4}$. After the initial training on the seed samples, we retrained after every 500th new data point was added to the set. When training, we used the batch size of (up to) 50. We randomly shuffled the data for each training instance. We trained until we had reached 30 epochs.

**Number of Iterations** The simulation takes time (roughly) quadratic in the number of iterations because of the frequent retraining that takes place. For Postures and Adult, we run the competition for 2,000 rounds when using the NN and we run the competition for 4,000 rounds when using the MLP. For FashionMNIST we run the competition for 10,000 rounds for both algorithms.

### B.2 Collaborative Filtering

We describe the protocol for the collaborative filtering experiments in detail. Recall that at each round $t$, one of $m$ users is sampled uniformly at random. The sampled user at time $t$, denoted $U_t$, must then query one of $k$ recommenders. The selected recommender then recommends one of $r$ items. We have an underlying preference matrix, $M \in \{0,1\}^{r \times m}$ such that $M_{ij}$ is the $j$-th user’s preference score for item $i$. The goal of the users is to maximize the preference score $\hat{M}_{ij}$.

**Preference Matrix** For our simulation we set $r \leftarrow 12$ and $m \leftarrow 64$. We sweep over $k$ as seen in Fig. 4. We sample $W_{ij} \sim N(0,1)$ for $W \in \mathbb{R}^{m \times 3}$ and we sample $V_{ij} \sim N(0,1)$ for $V \in \mathbb{R}^{r \times 3}$. We compute $M' = VW^T$ and then affine scale $M'$ onto $[0,1]$ to produce the final preference matrix $\hat{M}$. The final rank of $M$ is 4 (the rank increases by 1 due to the affine scaling).

**Users** Each user operates independently of the others without sharing data or otherwise communicating. Users treat each recommender as an arm in a $k$-arm bandit problem. Users operate as if the arms are stationary in time (although this is actually false since the recommenders can improve in time). The reward each user obtains from each recommendation is the underlying preference matrix. Each user uses an $\epsilon$-greedy strategy to SELECT a recommender. When user $i$ is selecting $\epsilon \leftarrow \tau_i^{-0.3}$ where $\tau_i$ is the total number of rounds in which user $i$ has participated thus far.

**Recommenders** Recruiters use online matrix factorization to reconstruct the underlying preference matrix. Each recommender uses an $\epsilon$-greedy strategy to recommend items to users based on their current representation. Recruiters do not directly observe $M_{ij}$ when they recommend item $i$ to user $j$. Instead, they observe noisy feedback sampled from a Bernoulli trial with mean $M_{ij}$. Recommitter $a$ has their own copy of $W_a \in \mathbb{R}^{m \times 4}$ and $V_a \in \mathbb{R}^{r \times 4}$ which are initialized with independent uniform random entries. See algorithm below for the psuedo-code for this implementation. The dependence on $a$ is implicit (again, each recommender solves their own instance of the problem with their own data).

**Algorithm 2: Online Matrix Factorization Update for Collaborative Filtering**

- **Input:** User index $i$, item index $j$, $\hat{Y} \sim \text{Bern}(M_{ij})$, number of observations for pair $(i,j)$, denoted $\nu_{ij}$, learning rate $\gamma$ and regularization penalty $\lambda$

  \[ M_{ij} \leftarrow \frac{\nu_{ij} - 1}{\nu_{ij}} M_{ij} + \frac{1}{\nu_{ij}} \hat{Y} \text{ # Update running average pair} \ (i,j) \]

  \[ V_i \leftarrow V_i - \gamma (M_{ij} - V_i W_j^T) W_j - \lambda V_i \text{ # Update row from user matrix} \]

  \[ W_j \leftarrow W_j - \gamma (M_{ij} - V_i W_j^T) V_i^T - \lambda W_j \text{ # Update row from item matrix} \]
For our simulation we use $\lambda = 10^{-4}$ and $\gamma = 0.1$. When recommender $a$ chooses an item to select for user $i$ they select $\max_j \{ \hat{V}^{(a)}_i \hat{W}^{(a)}_j \}$ with probability $1 - \epsilon$ and a uniformly random item with probability $\epsilon$. For consistency with the users, we set $\epsilon \leftarrow \tau_a^{-0.3}$ where $\tau_a$ is the number of recommendations given out by the recommender $a$ thus far.

### B.3 Additional Experiments

We include some additional experiments and figures. In particular, we sweep wider ranges of $\alpha$ and we also include some additional simulations using logistic regression as the prediction algorithm.

In Fig. 5 we report the experiment in Fig. 3 but for a wider range of $\alpha$. When $\alpha$ is large the prediction quality for users is monotone increasing and when $\alpha$ it is monotone decreasing.

In Fig. 6 we report the experiment in Fig. 2 using the logistic regression model. The trends are similar to what we saw with the MLP and NN models.
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**Figure 5**: Figure 3 experiment with a larger sweep of $\alpha$ reported

### C Mathematical Details

We include mathematical and theoretical details here. This includes formal definitions for the learning competition as well as proofs of the theorems in Sec. 4. We also include a discussion of predictor incentives.

#### C.1 Definitions

We proceed by formally defining the details of the competition dynamics for which the Theorems in the main text use. This particular instance can be generalized to include a wider range of scenarios, including the collaborative filtering simulations.

**Definition C.1.** *(Supervised Prediction Competition)*
Prediction competition $G = (\mathcal{D}, A, \text{SELECT}, T)$ where

1. $\mathcal{D}$ is a distribution over $\mathbb{R}^d \times \{0,1\}$ defining a supervised classification task
2. $A = \{A^{(1)}, \ldots, A^{(k)}\}$ is set of $k$ competing predictors such that each predictor $A^{(i)}$ specifies a training algorithm mapping a data set to a (possibly randomized) hypothesis function $h : \mathbb{R}^d \to \{0,1\}$
3. A selection rule $\text{SELECT}(x, y)$ that specifies a conditional distribution over $A$ given $(x, y) \in (\mathbb{R}^d \times \{0,1\})$ and $A$ itself.
4. $T \in \mathbb{N}$ is the number of rounds in the competition.

When it is unambiguous we may identify a predictor $A^{(i)}$ with their index, $i$. As mentioned in Sec. 2, we will use the softmin rule, parameterized by $0 \leq \alpha \leq \infty$ as our selection rule at each round. We use 0-1 loss for $\ell$.

C.2 Proofs

Note that all logarithms $\log$ denote the natural logarithm in base $e$.

C.2.1 Proof of Theorem 4.1

We proceed to restate and prove Thm 4.1. Note that many non-parametric methods are $C$-approximations to the Bayes error rate. For example, the nearest neighbors method is a 2-approximation [86]. Here, we use the standard notion of a $C$-approximation ratio in optimization (see [87]).

**Theorem C.2.** (Theorem 4.1)

Suppose users have perfect information ($\alpha = \infty$) and each predictor is trained using a non-parametric method that is asymptotically a $C$-approximation to the Bayes error rate. Let $s = |D_0|$ be the number of i.i.d. seed samples that each predictor starts with and assume $s \geq 5$. Then there exists $\mathcal{D}$ such that for any $k > 1$, $\lim_{t \to \infty} \frac{R_k}{R_t} = \infty$.

**Proof.** It will suffice to construct a distribution that can be easily analyzed. Let $P$ denote this distribution. At a high-level, the strategy will be to construct a noise-free ground truth $P$ that results in any particular predictor’s expected error rate to be bounded away from 0. This suffices to complete the claim, since any non-zero expected risk is sufficient.

We proceed to define the distribution $P$. Let $P_X$ be a distribution over $\mathbb{R}$.

$$P_X(x) = \begin{cases} \frac{1}{s} & x = 1 \\ \frac{1}{s} - \frac{1}{s} & x = 0 \\ 0 & \text{else} \end{cases}$$

and the marginal $P_{Y|X}$ is defined by $Y = X$. 

Figure 6: Figure 2 experiment with Log. Reg.
Fix an arbitrary predictor. Let $E$ be the event that this fixed predictor’s seed set will lack any points labeled 1. Then:

$$\Pr(E) = \left(1 - \frac{1}{s}\right)^s \geq \frac{1}{4} \quad (1)$$

Where the inequality holds for any positive $s$. On the other hand, let $F$ be the event that at least one other of the $k - 1$ remaining predictors do sample a seed set that does contain a point labeled 1. Then:

$$\Pr(F) = 1 - \left(1 - \frac{1}{s}\right)^{s(k-1)} \geq 1 - e^{-k+1} \quad (2)$$

Since the events are independent, combining them yields:

$$\Pr(F \cap E) \geq \frac{1}{4}(1 - e^{-k+1}) \quad (3)$$

Finally, to complete the argument, we point out that in the event $F \cap E$, the fixed predictor will never obtain a sample labeled 1 because they cannot predict a 1 due to the fact that they lack any such points in their seed sets. Meanwhile, there exists another predictor who does have a seed point labeled 1 and will correctly predict all points labeled 1. Thus, the fixed predictor will never obtain a zero error rate. In particular we have that

$$R^k_t \geq \Pr(F \cap E \cap \{Y = 1\}) = \frac{1}{4s}(1 - e^{-k+1}) > 0 \quad (4)$$

for all $t$.

Of course, it is unavoidable that the error rate not decay to 0 for large $s$, but the linear rate of decay in the seed size is also not particularly fast.

It is clear that because $P_{Y|X}$ is deterministic, a $C$-approximation should also converge to zero in large $t$, but we have shown that $R^k_t$ is bounded away from 0 for all $t$ when $k > 1$. This completes the proof.

\[\square\]

### C.2.2 Proof of Theorem 4.2

It is worth clarifying that for the Thm 4.2, proved below, we will be assuming that the nearest-neighbor algorithm uses a majority vote tie-breaking procedure when the nearest-neighbor is non-unique.

**Theorem C.3. (Theorem 4.2)**

Suppose $k = 2$ and both predictors use the nearest-neighbor algorithm. Assume that $\Pr(Y = f(X)) > 1 - \epsilon$ for some function $f$ and $\epsilon < \frac{1}{2}$, and $\alpha > \log\left(\frac{1}{\epsilon}\right)$. Let $s = \vert D_0 \vert$ be the number of i.i.d. seed samples that each predictor starts with and assume $s \geq 2$. Then there exists $D$ such that

$$\lim_{t \to \infty} \frac{R^2_t}{R^*_t} \geq 1 + \frac{4\epsilon(1-\epsilon)^{s/2}}{9\sqrt{2s}} \left(\frac{1}{2} - e^{-\frac{1}{2}\epsilon}\left(1 - 2 - \frac{1-\epsilon}{1-\epsilon + \epsilon e^\alpha}\right)^2\right)$$

A slightly looser version that removes $\epsilon$ dependence holds whenever $\alpha > \log(2)$:

$$\lim_{t \to \infty} \frac{R^2_t}{R^*_t} \geq 1 + \frac{1}{54\sqrt{2s}} \left(\frac{8}{9\sqrt{s}}\right)^{s/2} \left(1 - \frac{2}{2 + e^\alpha}\right)^2$$

**Proof.** Suppose $X = 0$. Let $f$ be constant with $f(\cdot) = 1$. Let $Y = 1$ with probability $1 - \epsilon$ and $Y = 0$ with probability $\epsilon$ for some $\epsilon < \frac{1}{2}$. This joint distribution $P_{XY}$ satisfies the assumptions. The fact that $Y|X$ is non-deterministic is essential. Without this, as long as $\alpha$ is finite, an interpolating non-parametric method would asymptotically $\epsilon$-cover the input domain, which would result in no penalty.

We will use the following proof strategy with $P$ as our example distribution. For some event $E$:

$$R^2_t \geq \Pr(E)R^2_t|E + (1 - \Pr(E))R^* \quad (5)$$
which implies

\[ \frac{\mathcal{R}_t^2}{\mathcal{R}^*} \geq 1 + \frac{\Pr(\mathcal{E})(\mathcal{R}_t^2 | \mathcal{E} - \mathcal{R}^*)}{\mathcal{R}^*} \]  

(6)

where \( \mathcal{R}_t^2 | \mathcal{E} \) denotes the expected error rate conditioned on event \( \mathcal{E} \) and \( \mathcal{R}^* \) is the Bayes error rate. We will also show that under \( P \):

\[ \lim_{t \to \infty} \frac{\mathcal{R}_t^1}{\mathcal{R}^*} = \epsilon \]

(7)

Combining (6) and (7) will then yield the claim. To show (7), we can simply note that the fraction of 1s in the predictor's data set will concentrate around \( 1 - \epsilon \) due to the law of large numbers \[88\]. Since this will be the majority, the majority tie-breaker will be in effect, meaning that the predictor will always predict 1. This prediction is the Bayes optimal prediction. This implies (7) holds.

To finish the proof, we must give expressions or bounds for \( \Pr(\mathcal{E}) \) and \( \mathcal{R}_t^2 | \mathcal{E} \) under a suitably defined event \( \mathcal{E} \).

Let \( Q_0(t) \) and \( Q_1(t) \) be the fraction of 1s in the data sets for each predictor, respectively, at round \( t \). Thus, \( Q_i(0) \) is the fraction of 1s in the seed set of agent \( i \).

\[ sQ_i(0) \sim \text{Bin}(s, 1 - \epsilon) \]

(8)

We can use the following bounds on the deviations of a Binomial \[89,90,91\] to yield the following bounds:

\[ \exp \left( -sD(\frac{1}{2} || 1 - \epsilon) \right) \geq \Pr(Q_i(0) < \frac{1}{2}) \geq \frac{1}{\sqrt{2s}} \exp \left( -sD(\frac{1}{2} || 1 - \epsilon) \right) \]

(9)

Where \( i \in \{0,1\} \) and \( D(a||b) \) is the binary relative entropy, given by

\[ D(a||b) = a \log(\frac{a}{b}) + (1-a) \log(\frac{1-a}{1-b}) \]

(10)

Using elementary logarithmic identities we can simplify:

\[ \exp \left( -sD(\frac{1}{2} || 1 - \epsilon) \right) = (4\epsilon(1-\epsilon))^{s/2} \]

(11)

The tail bound inequalities simplify into:

\[ \sqrt{2s} \mathcal{B} \geq \Pr(Q_i(0) < \frac{1}{2}) \geq \mathcal{B} \]

(12)

Where, as a shorthand, we let \( \mathcal{B} = \frac{(4\epsilon(1-\epsilon))^{s/2}}{\sqrt{2s}} \).

We proceed to define a suitable \( \mathcal{E} \). In order to do so, we define event \( \mathcal{F}(\tau) \), parameterized by \( 0 \leq \tau \leq \infty \), as follows:

\[ \mathcal{F}(\tau) = \left( \bigcap_{0 \leq t < \tau} \{ Q_0(t) < \frac{1}{2} \} \right) \cup \left( \bigcap_{0 \leq t < \tau} \{ Q_1(t) < \frac{1}{2} \} \right) \]

(13)

Let \( \tau = \arg\min_i \{ Q_i(0) \} \) and \( \bar{\tau} = \arg\max_i \{ Q_i(0) \} \). Let \( \mathcal{E} = \mathcal{F}(\infty) \). Recall that \( \hat{Y}_i^{(j)} \) is agent \( j \)'s prediction at time \( t \). Observe that \( \mathcal{F}(t) \) implies both \( \hat{Y}_i^{(i)} = 0 \) and \( \hat{Y}_i^{(\bar{i})} = 1 \) due to the majority rule. With \( \mathcal{E} \) now defined, we proceed to concoct a bound for \( \Pr(\mathcal{E}) \).

In event \( \mathcal{F}(0) \), it must be the case that predictor \( \epsilon \) has at least one fewer 1s than 0s in the seed set and predictor \( \bar{\epsilon} \) has at least one more 1 than 0. En route for our bound on \( \Pr(\mathcal{E}) \) we derive the lower bound for \( \Pr(\mathcal{F}(0)) \) as follows. Notice that \( \mathcal{F}(0) \) can be easily expressed in terms of \( \{ Q_i(0) < \frac{1}{2} \} \) which makes \( \mathcal{B} \) an ideal expression for bounding \( \Pr(\mathcal{F}(0)) \).

\[ \Pr(\mathcal{F}(0)) \geq \mathcal{B}(1 - \sqrt{2s} \mathcal{B}) \]

(14)
In turn, this yields us the following:

$$\Pr(\mathcal{E}) \geq \Pr(\mathcal{E}|\mathcal{F}(0))\Pr(\mathcal{F}(0)) \geq \Pr(\mathcal{E}|\mathcal{F}(0))(2\mathcal{B}(1-\sqrt{2\mathcal{B}}))$$

(15)

Thus, we are left with the task of bounding $\Pr(\mathcal{E}|\mathcal{F}(0))$ to find an expression to bound $\Pr(\mathcal{E})$. We proceed by using random walk theory ([92] [93] are suitable references for the uninitiated). We will study an integer-valued stochastic process over the integers. At time $t \in \mathbb{N}$, $X_t \in \mathbb{Z}$. Furthermore, $X_{t+1} \in \{X_t - 1, X_t, X_t + 1, \}$, the distribution over the increments is defined by $(q, p, r)$ as follows:

$$\Pr(X_{t+1} = X_t - 1) = q \text{ and } \Pr(X_{t+1} = X_t + 1) = p \text{ and } \Pr(X_{t+1} = X_t) = r$$

(16)

We define the random walk distribution by $RW(q, p, r)$ and write $\{X\}_{t=0}^{\infty} \sim RW(q, p, r)$ to associate the random variable to the distribution. We will also define and use an independent copy of the random walk, denoted by $\{X'\}_{t=0}^{\infty} \sim RW(q', p', r')$. The analysis of random walks is a rich subject and many techniques are known for computing various probabilities for events of interest. Of particular utility here is the fact that if $X_0 = 1$ and $\frac{q}{q+p} < \frac{1}{2}$, then the probability that the walk never reaches the origin is given by

$$\Pr(X_t > 0, \forall t) = 1 - \frac{2q}{q+p}$$

(17)

This result that can be obtained by solving a recurrence relation, as in [92] [93]. Notice that the probability that a random walk with bias $(q, p, r)$ ever reaches the origin is the same as a random walk with bias $(\frac{q}{q+p}, \frac{p}{q+p}, 0)$. We will assume that the random walks start at 1: $X_0 = X'_0 = 1$.

For convenience, we will define events $H(\tau)$ as follows.

$$\mathcal{H}(\tau) = \bigcap_{0 \leq t \leq \tau} (\{X_t > 0\} \cap \{X'_t > 0\})$$

(18)

As we will see, our target $\Pr(\mathcal{E}|\mathcal{F}(0))$ can be bounded by the probability that the random walks in question never reach the origin: $\Pr(H(\infty)) = \Pr(X_t > 0, X'_t > 0, \forall t)$. To see how this works, we begin by considering the following choices for $(q, p, r)$ and $(q', p', r')$:

$$(q, p, r) = \left(\frac{\epsilon}{1+e^\alpha}, \frac{(1-\epsilon)e^\alpha}{1+e^\alpha}, \frac{1-\epsilon+\epsilon e^\alpha}{1+e^\alpha}\right)$$

(19)

$$(q', p', r') = \left(\frac{1-\epsilon}{1+e^\alpha}, \frac{\epsilon e^\alpha}{1+e^\alpha}, \frac{(1-\epsilon)e^\alpha + \epsilon}{1+e^\alpha}\right)$$

(20)

Also note that it is easy to give $\Pr(H(\infty))$ in terms of $(q, p, r)$ and $(q', p', r')$ by noting that $\Pr(H(\infty)) = \Pr(X_t > 0, \forall t)\Pr(X'_t > 0, \forall t)$.

$$\Pr(H(\infty)) = \left(1 - \frac{2q}{q+p}\right)\left(1 - \frac{2q'}{q'+p'}\right)$$

(21)

The reason for this choice will be made apparent later. By assumption we know that $\alpha$ is not too small and $\epsilon$ is not too large. Precisely, the conditions are: $\alpha > \log \frac{1}{1-e}$ and $\epsilon < \frac{1}{2}$. With elementary algebra one can verify these conditions are sufficient to imply that $\frac{q}{q+p} < \frac{1}{2}$ and $\frac{q'}{q'+p'} < \frac{1}{2}$.

We proceed to construct a relationship between $X_t$ and $Q_t(t)$ and between $X'_t$ and $Q'_t(t)$. We introduce $S(t) = SELECT(t)$ as a shorthand notation. Let $\mathbb{I}(\cdot)$ denote the indicator function. Consider $W_t$ and $W'_t$ defined as below:

$$W_t = \left(s + \sum_{l=1}^{t} \mathbb{I}(S(t) = \overline{i})\right)(2Q_t(t) - 1)$$

(22)

$$W'_t = \left(s + \sum_{l=1}^{t} \mathbb{I}(S(t) = i)\right)(1-2Q'_t(t))$$

(23)
Intuitively, $W$ is renormalizing $Q_t$ from $\frac{\# \text{ of } 1s}{\# \text{ total } \#}$ to ($\# \text{ of } 1s$) − ($\# \text{ of } 0s$) (and analogously for $W'_t$ and $Q_t$). Under this transform, we can express $F(\tau)$ in terms of $W$ and $W'$ as follows:

$$F(\tau) = \bigcap_{0 \leq t < \tau} (\{W_t > 0\} \cap \{W'_t > 0\})$$

(24)

Because, of course, $W_t > 0$ if and only if $Q_t > \frac{1}{2}$ (and analogously for $W'_t$ and $Q_t$). Recalling that SELECT uses the softmax rule and with Bayes rule, we can obtain the following expressions for the distribution over the increments to $W$ and $W'$. Notice that when conditioning on $F(t−1)$, we know that $Y_t(i) = 0$ because learner $\iota$’s dataset must have a majority of 0s. Similarly, $\hat{Y}_t(i) = 1$.

$$\Pr(W_t = W_{t-1} - 1|F(t−1)) = \Pr(S(t) = \iota, Y_t = 0|F(t−1)) = \frac{\epsilon}{1+\epsilon^\alpha} = q$$

(25)

$$\Pr(W_t = W_{t-1} + 1|F(t−1)) = \Pr(S(t) = \iota, Y_t = 1|F(t−1)) = \frac{(1-\epsilon)\epsilon^\alpha}{1+\epsilon^\alpha} = p$$

(26)

$$\Pr(W_t = W_{t-1} |F(t−1)) = \Pr(S(t) = \iota|F(t−1)) = \frac{1-\epsilon + \epsilon^\alpha}{1+\epsilon^\alpha} = \tau$$

(27)

$$\Pr(W'_t = W'_{t-1} - 1|F(t−1)) = \Pr(S(t) = \iota, Y_t = 1|F(t−1)) = \frac{1-\epsilon}{1+\epsilon^\alpha} = q'$$

(28)

$$\Pr(W'_t = W'_{t-1} + 1|F(t−1)) = \Pr(S(t) = \iota, Y_t = 0|F(t−1)) = \frac{\epsilon\epsilon^\alpha}{1+\epsilon^\alpha} = p'$$

(29)

$$\Pr(W'_t = W'_{t-1} |F(t−1)) = \Pr(S(t) = \iota|F(t−1)) = \frac{(1-\epsilon)\epsilon^\alpha + \epsilon}{1+\epsilon^\alpha} = \tau'$$

(30)

This reveals the reasoning behind the choices for $(q, p, \tau)$ and $(q', p', \tau)$. We proceed to bound the increments of $W$ and $W'$ by using $\mathcal{X}$ and $\mathcal{X}'$, but this requires a bit more work. Observe that $(W, W')$, are coupled whereas $(\mathcal{X}, \mathcal{X}')$, are independent. The trick will be the couple $(W, W')_t$ and $(\mathcal{X}, \mathcal{X}')_t$, in a prudent way. To this end, we will introduce a third random process, $(Z, Z')_t$. First, define $\hat{p}(t)$ and $p(t)$ as follows:

$$\hat{p}(t) = \min_{m \in S_t(\mathcal{X}^\epsilon)} m$$

(31)

$$p(t) = \min_{m \in S_t(\mathcal{X}')} m$$

(32)

where $S_t$ is a set-valued function defined over sequences $\{x_j\}_{j=0}^t$ as:

$$S_t(\{x_j\}) = \{i : i \in \mathbb{N}, \sum_{j=0}^t 1(x_j \neq 0) \geq t\}$$

(33)

where $\mathbb{N}$ is the set of natural numbers (including zero). Intuitively, $\hat{p}(t)$ is computing the index of process $\mathcal{X}$ that corresponds to $t$-th non-zero increment (and analogously for $p(t)$ and $\mathcal{X}'$). As for $Z_t$ and $Z'_t$:

$$Z_t = \mathcal{X}_{\hat{p}(t)}$$

(34)

$$Z'_t = \mathcal{X}'_{p(t)}$$

(35)

Intuitively $Z_t$ corresponds to the sequence one would obtain from $\mathcal{X}_t$ with the zero increments deleted (and analogously for $Z'_t$ and $\mathcal{X}'_t$). Let

$$Z(\tau) = \bigcap_{0 \leq t < \tau} (\{Z_t > 0\} \cap \{Z'_t > 0\})$$

(36)

Any $\mathcal{X}_t$ sequence that reaches the origin in finite time will do so with the non-zero increments deleted, which implies that $Z_t$ will also reach the origin (and analogously for $Z'_t$ and $\mathcal{X}'_t$). This implies the key fact that event $Z(\infty)$ occurs
if \( \mathcal{H}(\infty) \) occurs. Also, \( \mathcal{H}(\infty) \) occurs almost surely if \( \mathcal{Z}(\infty) \) occurs. Events \( \mathcal{Z}(\infty) \) and \( \mathcal{H}(\infty) \) are equivalent up to a set of measure zero. Namely, the measure zero event that either \( \mathcal{X}_t \) or \( \mathcal{X}'_t \) produces a finite number of non-zero increments.

\[
\Pr(\mathcal{Z}(\infty)) = \Pr(\mathcal{H}(\infty))
\]

(37)

It remains to couple \( W_t \) with \( Z_t \) and \( W'_t \) with \( Z'_t \). We do so as follows by defining \( \tilde{\psi}(t) \) and \( \psi(t) \)

\[
\tilde{\psi}(t) \sim \text{Bin}(t, r)
\]

(38)

\[
\psi(t) = t - \tilde{\psi}(t)
\]

(39)

\[
W_t = Z_{\tilde{\psi}(t)} + W_0 - 1
\]

(40)

\[
W'_t = Z'_{\psi(t)} + W'_0 - 1
\]

(41)

Notice that because \( r + r' = 1 \), the marginals are preserved which makes this a valid coupling. Also notice that the event \( \mathcal{Z}(\infty) \) implies \( \mathcal{F}(\infty) | \mathcal{F}(0) \) outside of the measure zero event that either \( \tilde{\psi}(t) \) or \( \psi(t) \) remain bounded as \( t \to \infty \):

\[
\Pr(\mathcal{F}(\infty) | \mathcal{F}(0)) \geq \Pr(\mathcal{Z}(\infty))
\]

(42)

\[
\Pr(\mathcal{E} | \mathcal{F}(0)) = \Pr(\mathcal{F}(\infty) | \mathcal{F}(0)) \geq \Pr(\mathcal{Z}(\infty)) = \Pr(\mathcal{H}(\infty))
\]

(43)

We proceed to establish the bound on \( \Pr(\mathcal{E} | \mathcal{F}(0)) \). Consider the following:

\[
\Pr(\mathcal{E} | \mathcal{F}(0)) = \Pr(\mathcal{F}(\infty) | \mathcal{F}(0)) \geq \Pr(\mathcal{H}(\infty)) = \left(1 - \frac{2q}{q + p}\right) \left(1 - \frac{2q'}{q' + p'}\right)
\]

(44)

Thus, we can combine our bounds for \( \Pr(\mathcal{F}(0)) \) and \( \Pr(\mathcal{E} | \mathcal{F}(0)) \) to obtain a bound on \( \Pr(\mathcal{E}) \):

\[
\Pr(\mathcal{E}) \geq \mathfrak{B}(1 - \sqrt{2s}) \left(1 - \frac{2q}{q + p}\right) \left(1 - \frac{2q'}{q' + p'}\right)
\]

(45)

It now remains to get a bound for \( \mathcal{R}^2_t | \mathcal{E} \). Of course, this is easy now that we have ascertained that in event \( \mathcal{E} \), we know that \( \epsilon(t) \) always has a majority 0s (1s) thus always predicts 0 (1). From this it follows immediately by taking an average that

\[
\mathcal{R}^2_t | \mathcal{E} = \frac{1}{2} \quad \forall t \implies \lim_{t \to \infty} \mathcal{R}^2_t | \mathcal{E} = \frac{1}{2}
\]

(46)

Combining the bounds gives:

\[
\lim_{t \to \infty} \frac{\mathcal{R}^2_t}{\mathcal{R}^*} \geq 1 + \frac{\Pr(\mathcal{E})(\mathcal{R}^2_t | \mathcal{E} - \mathcal{R}^* \mathcal{E} \text{-dependent})}{\mathcal{R}^*} \geq 1 + \mathfrak{B}(1 - \sqrt{2s}) \left(\frac{1}{2} - \epsilon\right) \left(1 - \frac{2q}{q + p}\right) \left(1 - \frac{2q'}{q' + p'}\right)
\]

(47)

At the expense of a looser bound, we can simplify the bound by a series of additional approximations in order to obtain an interpretable expression:

\[
\left(1 - \frac{2q}{q + p}\right) \left(1 - \frac{2q'}{q' + p'}\right) \geq \left(1 - \frac{2q}{q + p}\right)^2 = \left(1 - \frac{2q - 1 - \epsilon}{1 - \epsilon + \epsilon e^{\alpha}}\right)^2
\]

(48)

Which follows because \( \frac{q'}{q' + p'} > \frac{q}{q + p} \).

We can also crudely simplify the \( \mathfrak{B} \)-term under the assumption that \( \epsilon \leq \frac{1}{3} \):

\[
\mathfrak{B} \leq \frac{1}{\sqrt{2s}}
\]

(49)
In turn, this implies,

\[ B(1 - \sqrt{2sB}) \geq \frac{B}{9} \]  

(50)

Thus, we arrive at a neater expression in terms of \( \epsilon, s, \) and \( \alpha \):

\[
\lim_{t \to \infty} \frac{R^2_t}{R^2_t} \geq 1 + \frac{(4\epsilon(1-\epsilon))^{s/2}}{9\sqrt{2s}} \left( \frac{1}{2} - \epsilon \right)^2 \left( 1 - 2 \frac{1-\epsilon}{1-\epsilon+e\alpha} \right)^2
\]  

(51)

Finally, we can remove the dependence on \( \epsilon \) by fixing \( \epsilon = \frac{1}{3} \):

\[
\lim_{t \to \infty} \frac{R^2_t}{R^2_t} \geq 1 + \frac{1}{54} \frac{8}{\sqrt{2s}} \left( \frac{8}{9\sqrt{s}} \right)^{s/2} \left( 1 - \frac{2}{2+e\alpha} \right)^2
\]  

(52)

C.2.3 Proof of Theorem 4.3

It will be helpful to separately prove a lemma for use in Theorem 4.3’s proof. This lemma upper bounds the variance of a symmetrical truncated Binomial with the variance of a usual Binomial with the same number of trials as support left in the truncated Binomial. To clarify notion in the proof of the lemma, note that we define \( f(x) \propto g(x) \) to mean:

\[
f(x) = C g(x) \quad \forall x \in X
\]  

(53)

where \( C \) is some fixed constant independent of \( x \) and the equation holds over all choices of \( x \) in some set \( X \) which can be inferred from context.

**Lemma C.4.** If \( X \sim \text{Bin}(2n, \frac{1}{2}) \), then for any integer \( c \) such that \( n > c > 0 \):

\[
\text{Var}(X | n-c \leq X \leq n+c) \geq \text{Var}(\text{Bin}(2c, 1/2)) = \frac{c}{2}
\]

Proof. As a notional shorthand, we will use \( X_{tr} \) to denote the truncated version of \( X \):

\[
X_{tr} \sim X \{ n-c \leq X \leq n+c \}
\]  

(54)

By the definition of truncation, \( \Pr(X_{tr} = x) \propto \Pr(X = x) \) for all \( x \) in the truncated support. From this, it follows that \( X_{tr} \) inherits symmetry and unimodality from \( X \). Furthermore, from the Binomial pmf it also directly follows that \( \Pr(X = x) \propto \binom{n}{x} \) because \( p = \frac{1}{2} \). Let \( X_{sup} \) denote the usual Binomial defined over the truncated support:

\[
X_{sup} \sim \text{Bin}(2c, 1/2) + n-c
\]  

(55)

The constant translation is just an aesthetic to keep the supports of \( X_{sup} \) and \( X_{tr} \) identical. Observe that for both \( X_{sup} \) and \( X_{tr} \), \( n \) is both the mean and the mode outcome (keep in mind the symmetry and unimodality of both). We will complete the proof by showing that:

\[
1 \geq \frac{\Pr(X_{tr} = n+j)}{\Pr(X_{tr} = n)} \geq \frac{\Pr(X_{sup} = n+j)}{\Pr(X_{sup} = n)} \quad \text{for all } j \text{ in the support}
\]  

(56)

Notice that this inequality would imply that \( X_{tr} \) is strictly less concentrated than \( X_{sup} \), and since they have the same support, are unimodal, and are symmetric, it follows that \( X_{tr} \) has higher variance. We proceed to demonstrate this key inequality.

Based on our established proportionality rules we can express the inequality in terms of factorials:

\[
\frac{\Pr(X_{tr} = n+j)}{\Pr(X_{tr} = n)} = \frac{\binom{2n}{n+j}}{\binom{2n}{n}} = \frac{(n!)^2}{(n+j)!(n-j)!} = \prod_{i=1}^{j} \frac{n-i}{n+i}
\]  

(57)
\[ \frac{\Pr(X_{\text{sup}} = n+j)}{\Pr(X_{\text{sup}} = n)} = \left( \frac{2c}{c+j} \right) \left( \frac{c}{j} \right)^2 \frac{(c+j)!}{(c-j)!} = \prod_{i=1}^{j} \frac{c-i}{c+i} \] (58)

In order to compare these quantities, consider the following:

\[ \prod_{i=1}^{j} \frac{c+i-1}{c+i} > \prod_{i=1}^{j} \frac{c-i}{c+i} \] (59)

In order to see the correctness of the above inequality, consider any particular term in the product:

\[ \frac{c+i-1}{c+i} > \frac{c-i}{c+i} \] (60)

\[ (c+i-1)(c+i) > (c+i)(c-i) \] (61)

\[ 2i > 0 \] (62)

From which we can conclude that the inequality over the entire product: \( \prod_{i=1}^{j} \frac{c+i-1}{c+i} > \prod_{i=1}^{j} \frac{c-i}{c+i} \) must hold since it holds over each term and all are positive. By inductively applying the product inequality, we can then conclude the key inequality because \( n > c \):

\[ \prod_{i=1}^{j} \frac{n-i}{n+i} > \prod_{i=1}^{j} \frac{c-i}{c+i} \] (63)

**Theorem C.5. (Theorem 4.3)**

Suppose the data is generated from a linear model \( Y = Xw + \epsilon \) with \( E(\epsilon | X) = 0 \). Assume each predictor is uses an ordinary least-squares linear regression. Let \( s \geq 1 \) be the number of i.i.d. seed samples each predictor starts with. We have the following:

(i) If \( \alpha > 0 \) and \( k \geq 2 \) then \( \lim_{t \to \infty} \sup_{D} \frac{\mathcal{R}_t^k}{\mathcal{R}_t^1} \geq 1 + \frac{1}{3567\alpha^{3/2}} \)

(ii) If \( \alpha = \infty \) then \( \lim_{t \to \infty} \sup_{D} \frac{\mathcal{R}_t^k}{\mathcal{R}_t^1} \geq \frac{2k}{k+1} \)

**Proof.** For both parts it will be helpful to recall the seminal result of White which shows the consistency of the OLS estimate for linear models [95]. Thus, \( \mathcal{R}_t^1 \) converges to the minimum mean square error.

**Proof of (ii)** We first prove part (ii). It is sufficient to construct a \( P_{XY} \) satisfying the linear model assumptions that can be easily analyzed. In this proof, we construct \( P_{XY} \) such that with perfect information and OLS updates, the learning dynamics reduce into the sequential \( K \)-means dynamics studied in [96]. To be more precise, the resultant random process over the tuple of each predictor’s OLS weight estimates is almost the same as that over the tuple of centroids in sequential \( K \)-means, in a sense that will be made formal in this proof. First we restate the notion of a sequential \( K \)-means process, originally defined in [96].

**Definition C.6. (Sequential \( K \)-means process)**

Let \( P \) be a non-atomic distribution over \( \mathbb{R}^K \) with bounded first and second moments. Let \( V(t) \in \mathbb{R}^K \) be a vector-valued random process. At time \( t = 0 \), define \( V_k(0) \sim Q \) under the product coupling (i.e. independently sampled) and \( N(t) = 0 \in \mathbb{N}^K \).

We define \( V_k(t) \) for \( t > 0 \) recursively as follows. \( Z(t) \sim Q \) is an i.i.d sample from the distribution. Let \( i(t) = \arg\min_{k \in \{1, \ldots, k\}} |V_k(t) - Z(t)| \). Then, \( N(t) = N(t-1) + 1_i(t) \) where \( 1_i(t) \) is the one-hot vector at index \( i(t) \) and

\[
V_j(t) = \begin{cases} 
\frac{1}{N_i(t)} (N_j(t-1)V_j(t-1) + Z(t)) & j = i(t) \\
V_j(t-1) & j \neq i(t)
\end{cases}
\]

For sequential \( K \)-means processes, the following holds [96]:

\[
\]
Lemma C.7. (J. MacQueen, 1967)

Let $V \in \mathbb{R}^d$ be a a sequential k-means process. Then $V$ converges a.s. to an unbiased partition jointly satisfying:

\[(i) V_j(\infty) = \arg\min_{v \in S_j} \int_{z \in S_j} (v - z)^2 dQ(z) \]

and

\[(ii) S_j = \{ z : j = \arg\min_{[K]} |V_j(\infty) - z| \} \subset \mathbb{R} \]

Equivalently, these conditions state that $V_j$ is the centroid of its Voronoi interval \([97, 98]\) with respect to the vector $V$.

We proceed to give a reduction from the competitive learning market with OLS predictors with a particular choice of $P_{XY}$. In turn, this will enable us to concretely characterize the weight estimates asymptotically via MacQueen’s lemma.

Let $W = 1$. Let $P_X$ be a point mass at 1. Let $\epsilon_t \sim \text{Unif}(\epsilon, \epsilon)$ for $0 < \epsilon$. In this construction, $P_Y \sim \text{Unif}(1 - \epsilon, 1 + \epsilon)$ since $Y = 1 + \epsilon$. In the scalar case, the OLS rule is $W = \frac{X \bullet y}{||X||^2}$. For the assumed distribution, the weight estimate is determined by the empirical mean:

$$W = \frac{\sum y_i}{n} = 1 + \epsilon = \bar{Y} \quad (64)$$

Let $\bar{W}_t(i)$ denote the $i$-th predictor’s weight estimate at round $t$, with $\bar{W}_0(i)$ being the initial estimate based on the seed samples. Let $\nu_t(a) = s + \sum_{j=0}^t 1(\text{SELECT}(j) = a)$ denote the total number of observations made by agent $a$ by round $t$ (where $1(\cdot)$ is the indicator function). When there is no ambiguity, we will write $a_t = \text{SELECT}(t)$ as shorthand.

At round $t$, the OLS update is given by:

$$\bar{W}_t(a) \leftarrow \frac{\nu_t(i) - 1}{\nu_t(i)} \bar{W}_{t-1}(a) + \frac{1}{\nu_t(i)} y_i \quad (65)$$

Under the assumption of perfect information and rational consumers ($\alpha = \infty$) we have that:

$$a_t = \arg\min_{a \in A} |\bar{W}_t(a) - y_i| \quad (66)$$

In prose, at time $t$, the sample $Y_t$ is averaged into the closest of the OLS estimates at time $t$. This is precisely the update rule use in \([96]\) to describe the sequential $K$-means. However, while the update rule is the same, there remains one blemish that we must smooth over before we can apply MacQueen’s lemma. Namely, that the intializations between our process and the sequential $K$-means are not the same, since here the seed dataset can consist of more than one example. It turns out, however, that this issue is easily remedied by noting that the new tail of any sequential $K$-means process is conditionally independent of $Y(t)$ given only $V(t)$ and $N(t)$. In other words, for $\tau > 0$:

$$V(t+\tau) \perp\!
\!\!\perp (Y(0), ..., Y(t))(V(t), N(t)) \quad (67)$$

Therefore, when we have $s$ seed points per $k$ agents, we may construct an equivalence relation between the our process at time 0 and the sequential $K$-means process at time $(s-1)k$ via:

$$\forall i : N_i((s-1)k) \leftarrow \nu_i(0) = s \quad (68)$$

and

$$V((s-1)k) \leftarrow \bar{W}(0) \quad (69)$$

Thus, we can treat our process $\bar{W}_t$ as a sequential $K$-means process conditioned on the sequence head as just stated. From the definition of the sequential $K$-means process, it is clear that conditioning on this measure zero event remains well-posed. Furthermore, we can conclude that it does not alter the convergence of the tail because for any $I \subset \mathbb{R}^K$ we have that

$$\Pr(\bar{W}(0) \in I) > 0 \quad (70)$$

if and only if

$$\Pr(\{V((s-1)k) \in I\} \cap \{N_i((s-1)k) = s, \forall i\}) > 0 \quad (71)$$
which establishes absolute continuity \[99\] of the corresponding probability measures over the possible initialization. From this follows the a.s. convergence of \(W\) \[100\], and we may dispense with the issue of the initialization and conclude that \(\hat{Y}\) converge a.s. to an unbiased partition (recalling that \(\hat{Y} = \hat{W}\) for our chosen \(P_{XY}\)).

It remains to make use of MacQueen’s lemma to finish our claim. To do so, we point out the well-known result that there is only one unbiased partition of the uniform distribution over an interval \((1 - \delta, 1 + \delta)\) \[101\], namely, the uniform quantization that sets:

\[
\hat{Y}_i(\infty) = \frac{i2\delta}{k+1} - \delta + 1
\]

or some permutation thereof. Also notice that this result is translation invariant. Translating the interval corresponds to a translation of the quanta.

It remains to compute the expected MSE over the \(Y_i(\infty)\), noting that \textit{a priori}, each predictor is uniformly likely to converge to any of the quanta.

\[
E[(Y - \hat{Y}(\infty))^2] = \sum_{i=1}^{n} \Pr[\hat{Y}(\infty) = \frac{i2\delta}{k+1} - \delta + 1]E[(Y - \frac{i2\delta}{k+1} + \delta - 1)^2]
\]

\[
= \sum_{i=1}^{k} \Pr[\hat{Y}(\infty) = \frac{i2\delta}{k+1} - \delta] \int_{-\delta}^{\delta} \frac{1}{2\delta} (\delta - \frac{i2\delta}{k+1} + y)^2 dy
\]

\[
= \frac{1}{k} \sum_{i=1}^{k} \int_{-\delta}^{\delta} (\delta - \frac{i2\delta}{k+1} + y)^2 dy
\]

\[
= \frac{1}{k} \sum_{i=1}^{k} \frac{8\delta^3(3i^2 + 3i(k+1) + (k+1)^2)}{3(k+1)^2}
\]

\[
= \frac{25\delta^2 k}{3(k+1)}
\]

To complete the proof, we point out that \(W^* = 1\) and that the MMSE for predicting \(Y\) given \(X\) is given by:

\[
\text{MSE}^*(P_{Y|X}) = \frac{\delta^2}{3}
\]

And that we may lower bound the \(\sup_P \frac{R^k_T}{R^k_T}\) with our particular choice of \(P_{XY}\).

Thus, taking the limit:

\[
\lim_{T \to \infty} \sup_P \frac{R^k_T}{R^k_T} \geq \lim_{T \to \infty} \frac{E[(Y - \hat{Y}(T))^2]}{E[(Y - \hat{Y}(\infty))^2]} = \frac{2k}{(k+1)}
\]

This completes the proof of part (ii).

**Proof of (i)** We now turn out attention to the proof of part (i). It will suffice to construct a different distribution that can be easily analyzed. Let \(X = \frac{1}{2} \Delta\) and define \(\epsilon\) as follows:

\[
\epsilon = \begin{cases} 
\frac{1}{2} \Delta & \text{with prob. } \frac{1}{2} \\
-\frac{1}{2} \Delta & \text{with prob. } \frac{1}{2}
\end{cases}
\]

Thus, we have that \(Y = 0\) with prob. \(1/2\) and \(Y = \Delta\) with prob. \(1/2\). The MMSE estimate \(W^* = 1\) and the corresponding MSE is \(\frac{1}{2} \Delta^2\). Let \(\mu_i = \frac{1}{\text{samples for } i} \sum_j y_j\) denote the empirical mean of the samples observed by agent \(i\). The OLS estimate will satisfy \(\hat{Y}_i = \frac{1}{2} \Delta \hat{W}_i = \mu_i\). Due to the OLS-specified bijection between \(\hat{Y}\) and \(\hat{W}\) we will work with \(\hat{Y}\) for convenience without loss of precision.

25
Recall we have \( n \) predictors. At round \( t = 0 \), each has been seeded with \( s \) i.i.d samples. Let \( \mu_i \) be the empirical mean of the seed samples for the \( i \)-th predictor. Recall that OLS estimate \( \hat{Y}_t = \mu_i \).

Let \( \hat{a}_t = \text{SELECT}(t) \). In the limit as \( \Delta \rightarrow \infty \) we have that only the two extreme predictors, \( a_{i+} \) and \( a_{i-} \) will ever win consumer queries: \( \Pr(\hat{a}_t = a_{i+} | Y = \Delta) \rightarrow 1 \) and \( \Pr(\hat{a}_t = a_{i-} | Y = 0) \rightarrow 1 \) as \( \Delta \rightarrow \infty \). To see this, observe that:

\[
\frac{\Pr(\hat{a}_t = a_{i+} | Y = \Delta)}{\Pr(\hat{a}_t = a_j | Y = \Delta)} = \frac{\exp(\alpha(\Delta - \mu_{i+}^2))}{\exp(\alpha(\Delta - \mu_j^2))} = \exp(\alpha(\mu_{i+}^2 - \mu_j^2 + 2\Delta(\mu_{i+} - \mu_j)))
\]

(80)

And so, when \( j \neq i^+ \) and \( \alpha > 0 \):

\[
\lim_{\Delta \rightarrow \infty} \frac{\Pr(\hat{a}_t = a_{i+} | Y = \Delta)}{\Pr(\hat{a}_t = a_j | Y = \Delta)} = \infty
\]

(81)

because of the fact that \( \mu_{i+} \geq \mu_j \). In the case when the inequality is strict, we can immediately conclude that:

\[
\lim_{\Delta \rightarrow \infty} \Pr(\hat{a}_t = a_{i+} | Y = \Delta) = 1
\]

(82)

and more precisely, for some \( \varphi > 0 \)

\[
\Pr(\hat{a}_t = a_{i+} | Y = \Delta) = 1 - \Theta(e^{-\varphi \Delta})
\]

(83)

Due to the fact that number outcomes (i.e. the consumer decision) is finite and a probability vector is normalized. If the \( \text{argmax} \) is not unique, then in the first round at which \( Y = \Delta \), one of the maximizing predictors will be selected arbitrarily, which will break the equality. Along those lines, note that \( \hat{W}_{i+} \) is monotone increasing after observing more samples of \( Y = \Delta \). A similar argument holds in the case when \( Y = 0 \).

Combining these two cases, we conclude that only the 2 extreme predictors will ever receive additional samples, whereas the other \( n-2 \) predictors will maintain the weight estimates based solely on their seed samples.

Later on, it will be useful to let \( \Delta \) scale with the number of rounds \( T \). This does not pose a difficulty when the scaling is chosen judiciously. With \( \Delta = \sqrt{T} \), it is easy to verify that the aforementioned limits hold over all rounds. Let \( \mathcal{E}(\tau) \) be the event that \( \hat{a}_t = a_{i+} \) for all \( 1 \leq t < \tau \) with \( Y_t = \Delta \). Then:

\[
\Pr(\mathcal{E}(T)) \geq \prod_{1 \leq t < T} \Pr(\hat{a}_t = a_{i+} | Y_t = \Delta, \mathcal{E}(t-1)) \geq \prod_{1 \leq t < T} \Pr(\hat{a}_0 = a_{i+} | Y_0 = \Delta)
\]

(84)

because of the conditional independence of consumer decisions and monotone increasing trajectory of \( \hat{W}_{i+} \) in time. However, recalling the convergence rate in \( \Delta \) previously established:

\[
\Pr(\mathcal{E}) = \Theta(1 - e^{-\varphi \sqrt{T}})^T
\]

(85)

And thus, with the superpolynomial convergence we still obtain:

\[
\lim_{T \rightarrow \infty} \Pr(\mathcal{E}) = 1
\]

(86)

We will return to this analysis later to complete the proof. For now, we can proceed to lower bound the gap by taking a weighted average of the MSE in between the extremal and non-extremal predictors. For the two extreme predictors, we will have that \( Y \rightarrow \Delta \) and \( Y \rightarrow 0 \). In this case the MSE is \( \frac{1}{2} \Delta^2 \) for both.

For the remaining non-extremal predictors, we can bound the expected MSE as follows. Since they do not obtain further samples beyond the seed set, we can directly analyze the expected MSE of the OLS estimate under \( s \) seed samples. However, we must still account for the fact that we are conditioning on the event that these are non-extremal estimates. This is rather cumbersome and is difficult to do exactly, but we can use the following 3 steps of approximations to obtain a lower bound.

(i) The conditional variance of a non-extremal estimate is most reduced when \( n = 3 \).

\[
\hat{Y}_{i+} = \max\{\hat{Y}_j\}_{j=1}^n
\]

(87)
\[ \hat{Y}_{i-} = \min\{\hat{Y}_j\}_{j=1}^n \]  

(88)

Thus, we have that \( \hat{Y}_j \in [\hat{Y}_{i-}, \hat{Y}_{i+}] \) for all \( j \). Recall we are seeking a lower bound on

\[ \text{Var}(\hat{Y}_j | j \neq i^+, j \neq i^-) = \text{Var}(\hat{Y}_j | \hat{Y}_j \in [\hat{Y}_{i-}, \hat{Y}_{i+}]) \]  

(89)

From this, we immediately obtain that for \( n'' \geq n' \):

\[ \text{Var}(\hat{Y}_j | j \neq i^+, j \neq i^-, n = n') \leq \text{Var}(\hat{Y}_j | j \neq i^+, j \neq i^-, n = n'') \]  

(90)

because the cdf of \( \hat{Y}_{i+} \) (\( \hat{Y}_{i-} \)) is monotone increasing (decreasing) in \( n \), given that it is the maximum (minimum) of \( n \) i.i.d random variables. Therefore, lowering bounding the case when \( n = 3 \) is sufficient to lower bound all cases.

(ii) We may lower bound the probability of a lower tail deviations of \( \hat{Y}_{i-} \) by (ignoring that it is the minimum – treating it as a generic i.i.d sample) and by using the standard bound [90]:

\[ \Pr(\text{Bi}(s, \frac{1}{2}) < k) \geq \frac{1}{16 \exp(\frac{16}{k/2 - k^2})} \]  

(Recalling that \( \hat{Y} \sim \frac{1}{2} \text{Bi}(s, \frac{1}{2}) \)).

Setting a deviation of \( \frac{s}{4} \) results in a lower bound of \( \frac{1}{150} \) on the lower tail. We can use symmetry to apply the argument to \( \hat{Y}_{i+} \) as a lower bound to the upper tail. Thus, we have that

\[ \Pr\left( \frac{\Delta}{2} + \frac{\Delta \sqrt{s}}{4} \leq \hat{Y}_{i-} \leq \frac{\Delta}{2} - \frac{\Delta \sqrt{s}}{4} \right) \geq \frac{1}{1764} \]  

(91)

(iii) Once an interval has been established, we can treat the non-extremal estimate \( \hat{W}_j \) as a truncated Binomial. By Lemma [C.4] we can lower bound the variance of the truncated Binomial with a Binomial over the truncated support. If \( Z \sim \text{Bi}(s, \frac{1}{2}) \) then

\[ \text{Var} \left( Z | \frac{\sqrt{s}}{4} \leq Z - \frac{s}{2} \leq \frac{\sqrt{s}}{4} \right) \geq \frac{\sqrt{s}}{8} \]  

(92)

and

\[ \text{Var} \left( \frac{\Delta}{2s} Z | \frac{\sqrt{s}}{4} \leq Z - \frac{s}{2} \leq \frac{\sqrt{s}}{4} \right) \geq \frac{\Delta}{16s^{3/2}} \]  

(93)

Recalling that \( \hat{Y}_j \sim \frac{1}{2} \text{Bi}(s, \frac{1}{2}) \), we have the variance conditioned on event \( \mathcal{H} = \{ j \neq i^+, j \neq i^- \} \) is lower bounded as follows:

\[ \text{Var}(Y_j | \mathcal{H}) = \text{Var}(Y_j | \mathcal{H}, \mathcal{F}) \Pr(\mathcal{F}) + \text{Var}(Y_j | \mathcal{H}, \mathcal{F})(1 - \Pr(\mathcal{F})) \geq \text{Var}(Y_j | \mathcal{H}, \mathcal{F}) \Pr(\mathcal{F}) \]  

(94)

And since we know have a bound for \( \Pr(\mathcal{F}) \) and \( \text{Var}(Y_j | \mathcal{H}, \mathcal{F}) \) we conclude:

\[ \text{Var}(Y_j | \mathcal{H}) \geq \text{Var}(Y_j | \mathcal{H}, \mathcal{F}) \Pr(\mathcal{F}) \geq \frac{\Delta^2}{(7056 \times 4)s^{3/2}} \]  

(95)

Where \( \mathcal{F} = \{ \hat{Y}_{i-} \leq \frac{\Delta}{2} - \frac{\Delta \sqrt{s}}{4}, \hat{Y}_{i-} \geq \frac{\Delta}{2} + \frac{\Delta \sqrt{s}}{4} \} \).

Note that \( \hat{Y}_j \) is unbiased. From this, it follows that the excess MSE risk is given by its variance. Define \( \delta = \hat{Y}_j - \mathbb{E}Y_j = \hat{Y}_j - \frac{\Delta}{2} \).

\[ \text{MSE}(\hat{Y}_j) = \mathbb{E}\left[ \left( \frac{1}{2} \frac{\Delta}{2} - \delta \right)^2 + \frac{1}{2} \left( \frac{\Delta}{2} + \delta \right)^2 \right] = \frac{\Delta^2}{4} + \mathbb{E}\delta^2 = \text{MSE}^* + \text{Var}(\hat{Y}_j) \]
Note that we have established that for the extremal predictors, the asymptotic MSE is $\frac{\Delta^2}{2}$, and for the non-extramal predictors, the asymptotic MSE is at least $\frac{\Delta^2}{4} + \frac{\Delta^2}{(7056 \times 4)s^{3/2}}$. Combining these in-expectation gives:

$$\frac{k-2}{k} (\frac{\Delta^2}{4} + \frac{\Delta^2}{(7056 \times 4)s^{3/2}}) + \frac{2}{k} \frac{\Delta^2}{2}$$

Thus, to conclude the proof, let us scale $\Delta = \sqrt{T}$:

$$\lim_{T \to \infty} \sup_{\rho} \frac{R_W}{R^*} \geq \lim_{T \to \infty} \frac{k-2}{k} (\frac{\Delta^2}{4} + \frac{\Delta^2}{(7056 \times 4)s^{3/2}}) + \frac{2}{k} \frac{\Delta^2}{2} \geq 1 + \frac{1}{7056s^{3/2}} + \frac{2}{k}$$

which yields the inequality in part (ii).

\[ \square \]

**C.2.4 Proof of Theorem 4.4.**

As a clarification, when we refer to pairwise covariance $\rho$, we refer to:

$$\rho = \text{Cov}(W_1, W_2) = E(W_1W_2) - E(W_1)E(W_1)$$

where $W_1 = 1(\hat{Y}^1 = Y)$ and $W_2 = 1(\hat{Y}^2 = Y)$ for $\hat{Y}^1$ and $\hat{Y}^2$ denote the predictions from agent 1 and agent 2 respectively. Notice that $E(W_1W_2)$ equals the probability that both predictions are correct. Notice that the marginal probability of a correct prediction is given by $R^*_t$ when there are two predictors. Thus, the basic definition of covariance already constrains $\rho$ as follows:

$$-R^2 + (R^2)^2 < \rho < R^2 - (R^2)^2$$

Recall this is related to the Pearson correlation, which we denote by $\bar{\rho}$, via normalization:

$$\bar{\rho} = \rho / (R^2 - (R^2)^2)$$

**Theorem C.8.** Assume a learning competition at round $t$. Let $\rho$ be the pairwise covariance between two predictors. Assume the following holds:

Assume a learning competition at round $t$. Define $\delta = \mathcal{R}^1_t - \mathcal{R}^2_t$. Let $\rho$ be the pairwise covariance between two predictors. Assume the following holds:

1. $0 < \delta < \frac{1}{5}$
2. $1 - 5\delta^{19/10} > \mathcal{R}^1 > \frac{2}{3}$
3. $\mathcal{R}^0_0 < \frac{2}{3}$
4. $\rho < \mathcal{R}^2 - (R^2)^2 - 2\delta$

Then there exists $0 < c_1 < c_2 < \infty$ such that if $c_1 < \alpha < c_2$ then the expected prediction quality for users at round $t$ is maximized by some $k^*$ number of predictors such that $1 < k^* < \infty$. In particular, $c_1 = \log \frac{\mathcal{R}^2 - (R^2)^2}{\mathcal{R}^2 - (R^2)^2 + 2\delta}$ and $c_2 = \log \frac{\mathcal{R}^2 + \delta}{2(1 - \mathcal{R}^2 - \delta)}$.

**Proof.** By assumption, we have that predictors at round 0 are weak predictors, meaning they are independently accurate with probability $\mathcal{R}^0_k = \frac{1}{2} + \epsilon$. Note we thus have $\epsilon < 1/6$ by the assumption. As we will see shortly, in the limit of infinite predictors, the algorithm’s performance after obtaining additional samples is immaterial.

$A(\tau)$ be the expected model accuracy when trained with i.i.d $\tau$ samples. We define $A_t(k)$ as the expected model accuracy at round $t$ of $\mathcal{G}_t$ taken over to the consumer decision distribution. In other words, $A_t(k)$ is the expected prediction quality for users when the competition has $k$ learners. Let $\hat{Y}_t^{(i)}$ be the $i$-th learner’s prediction at time $t$ (or equivalently let $\hat{Y}_t^{(a)}$ be learner $a$’s prediction). When it is unambiguous to do so, we will define $a_t = \text{SELECT}(t)$. Because most of the variables in this proof are implicit at time $t$, when the time is not explicitly stated or sub-scripted, assume that the variable refers to time $t$.

$$A_t(k) = \sum_{a \in A} \text{Pr}[a = a_t] \text{Pr}[\hat{Y}_t^{(a)} = Y_t | a = a_t]$$

(99)
where we recall from the definition of SELECT used in $\mathcal{G}$ that:

$$\Pr[a = a_t] = \frac{\exp(\alpha \mathbf{1}\{Y^a_t = Y_t\})}{Z_t + \exp(\alpha \mathbf{1}\{Y^a_t = Y_t\})}$$

where $Z_t = \sum_{a \in \mathcal{A}} \exp(\alpha \mathbf{1}\{Y^a_t = Y_t\})$

We proceed to give an expression for $\Pr[a = a_t]$ in the limit as $k \to \infty$. Let $B_t \subset \mathcal{A}$ be the subset of predictors that have been queried at least once by time $t$. It follows that $\frac{|B_t|}{|\mathcal{A}|} \leq \frac{1}{2}$ which implies $\frac{|B_t|}{|\mathcal{A}|} \to 0$ as $n \to \infty$. From this, it follows that the $\Pr[a \in B_t] \leq \frac{te^a}{|\mathcal{A}|}$ which also vanishes as $k$ gets large. With this, we can revise Eq. 99 as follows:

$$\hat{A}_t(n) = \sum_{a \in \mathcal{B}_t} \Pr[a = a_t | a \in \mathcal{B}_t] \Pr(\hat{Y}^a = Y | a \in \mathcal{B}_t) + \sum_{a \notin \mathcal{B}_t} \Pr[a = a_t | a \notin \mathcal{B}_t] \Pr(\hat{Y}^a = Y | a \notin \mathcal{B}_t)$$

We give the following lower and upper bounds for $\hat{A}_t$, which can be easily derived using the law of total probability and the fact that $0 \leq \hat{A}_t \leq 1$:

$$\Pr(a_t \notin B_t) \hat{A}_t(k) \leq \hat{A}_t(k) \leq \Pr(a_t \notin B_t) \hat{A}_t(k) + \Pr(a_t \in B_t)$$

Taking the limit in $k$ vanishes $\Pr[a \in B_t]$, yielding:

$$\hat{A}_t(\infty) = \hat{A}_t(\infty) \{a_t \notin B_t\}$$

We proceed to compute this quantity $\hat{A}_t(\infty) \{a_t \notin B_t\}$. To do so, we make use of the weak predictor assumption. From that, may treat the aggregate predictions of predictors not in $B_t$ as following a Binomial distribution with success probability $\frac{1}{2} + \varepsilon$. Define $k_t = |A|/|B_t| \in [k - t, k - 1] = \Theta(k)$. Let $V_t$ be the number of weak predictors with correct predictions at time $t$. Then $V \sim \text{Bin}(k_t, \frac{1}{2} + \varepsilon)$. Let $\mu$ denote the mean of $V$, $\text{EV} = \mu$. Then, the conditional probability that consumer $a_t$ selects a correct weak predictor is:

$$\Pr(\hat{Y}^a_t = Y | a_t \notin B_t, V = \nu) = \frac{\mu e^\alpha}{\nu (e^\alpha - 1) + \kappa}$$

Let us rewrite $V$ in terms of its deviation from its mean: $V = \mu + \Delta$ for implicitly defined random deviation $\Delta$. By the central limit theorem, we know that deviations of the Binomial with $\nu$ trials are order $\Theta(\sqrt{\nu})$ implying $\Pr(|\Delta| \geq C\sqrt{\nu}) \to 0$ as $k \to \infty$ for any finite $C$. Thus, let us introduce the deviation into the above equation and normalize by $\kappa$:

$$\Pr(\hat{Y}^a_t = Y | a_t \notin B_t, \Delta = \Delta) = \frac{(\frac{1}{2} + \frac{\Delta}{\kappa})e^\alpha}{(\frac{1}{2} + \frac{\Delta}{\kappa})(e^\alpha - 1) + 1} = \frac{(\frac{1}{2} + \varepsilon + \frac{\Delta}{\kappa})e^\alpha}{(\frac{1}{2} + \varepsilon)(e^\alpha - 1) + 1}$$

By the aforementioned line of reasoning, because the the risk is bounded, we may ignore any large deviations for $\Delta$ with respect the mean when taking a limit in $k$. Computing the limit is direct and yields:

$$\lim_{k \to \infty} \frac{(\frac{1}{2} + \varepsilon + \frac{\Delta}{\kappa})e^\alpha}{(\frac{1}{2} + \varepsilon)(e^\alpha - 1) + 1} = \frac{(\frac{1}{2} + \varepsilon)e^\alpha}{(\frac{1}{2} + \varepsilon)(e^\alpha - 1) + 1} = \frac{e^\alpha}{e^\alpha + 1 - \chi}$$

For $\chi = \frac{e^\alpha}{e^\alpha + 1}$. Notice that $\varepsilon < \frac{1}{2}$ implies $\chi < \frac{1}{2}$. From this we establish: $\hat{A}_t(\infty) = \frac{e^\alpha}{e^\alpha + 1 - \chi}$. By definition, we know $\hat{A}_t(1) = \mathcal{R}_1^2$. Given that the joint distribution for 2 predictors is determined by the marginals and the covariance, we can solve for $\hat{A}_t(2)$. We find:

$$\hat{A}_t(2) = \rho + (\mathcal{R}^2)^2 + \frac{2e^\alpha(\mathcal{R}^2 - \rho - (\mathcal{R}^2)^2)}{e^\alpha + 1}$$

where we recall $\mathcal{R}^2 = \mathcal{R}_1^2 - \Delta$. Note that if both $\hat{A}_t(2) > \hat{A}_t(1)$ and $\hat{A}_t(2) > \hat{A}_t(\infty)$ hold, then the theorem stands. Recall that $\mathcal{R}^2 - (\mathcal{R}^2)^2 \geq 0 \geq \rho$ based on the definition of covariance. Let us examine the constraints placed on key
quantities $R^1, \rho, \delta, \varepsilon,$ and $\alpha$ based on the two inequalities. Of course, there are an intrinsic set of constraints on these five quantities by assumption or definition:

\begin{align*}
1 > R^1 > \frac{2}{3} \quad & (108) \\
\frac{1}{5} > \delta > 0 \quad & (109) \\
\alpha \geq 0 \quad & (110) \\
R^2 - (R^2)^2 \geq \rho \geq -R^2 \quad & (111) \\
\frac{1}{2} > \chi > 0 \quad & (112)
\end{align*}

The question remains what intervals remain that satisfy both $A_t(2) > A_t(1)$ and $A_t(2) > A_t(\infty)$. We begin with former:

$$\rho + (R^1 - \delta)^2 + \frac{2 e^\alpha (R^1 - \delta - \rho - (R^1 - \delta)^2)}{e^\alpha + 1} > R^1$$

(113)

It is not difficult to check (perhaps by using a computer algebra system such as Mathematica) that this inequality is satisfied if the additional constraints hold:

$$-R^2 < \rho < \psi - 2\delta$$

(114)

$$R^1 < \frac{1 + 2\delta + \sqrt{1 - 4\delta}}{2} = 1 - \omega(\delta^2)$$

(115)

$$\alpha > \log \frac{\psi - \rho}{\psi - \rho - 2\delta}$$

(116)

$$\psi = R^1 - (R^1)^2 + 2\delta R^1 - \delta^2$$

(117)

Loosely, these conditions say that $\rho$ cannot be too large. This is natural since the users gain no benefit from two learners when they are perfectly correlated. And, interestingly, they say that $R^1$ cannot be too large either (notice that here we use the usual notion of asymptotic little-omega with respect to the limit as $\delta \to 0$). This is also fairly natural because if $R^1$ is too close to perfect, then there is little space for improvement based on two models that achieve an individual accuracy of $R^2 = R^1 - \delta$. In particular, for a little bit of slackness, we can simplify the upper bound on $R^1$ since

$$1 - 5\delta^{19/10} < \frac{1 + 2\delta + \sqrt{1 - 4\delta}}{2}$$

(118)

for all $0 < \delta < \frac{1}{5}$. This can also be easily verified. Of course, both of these restrictions vanish at least linearly in $\delta$. We can now proceed to resolve the additional constraints implied by the second key inequality, $A_t(2) > A_t(\infty)$:

$$\rho + (R^2)^2 + \frac{2 e^\alpha (R^2 - \rho - (R^2)^2)}{e^\alpha + 1} > \frac{e^\alpha}{e^\alpha + 1 - \chi}$$

(119)

\[\text{For example, using the following one line Mathematica command:} \quad \text{Reduce}\left\{1 > rho > -1, \expalpha > 1, 1 > R1 > 2/3, 1/5 > delta > 0, (-delta + R1)^2 + 2 (\expalpha (-delta + R1 - (-delta + R1)^2 - rho))/(1 + \expalpha) + rho > R1\right\}, \{\expalpha\}\]

\[\text{For example, using the following one line Mathematica command:} \quad \text{Reduce}\left\{1/2 + delta + Sqrt[1 - 4 delta]/2 > 1 - 5 delta^{19/10}, delta\right\}\]
As before, with the aid of computer algebra, we can translate the above inequality into constraints on the quantities of interest. The following additional constraints are sufficient to imply $\mathcal{A}_t(2) > \mathcal{A}_t(\infty)$:

$$\alpha < \log \frac{R^2}{2(1 - R^2)}$$  \hspace{1cm} (120)

Thus, in contrast to before, we can see that we now have an upper bound on $\alpha$ as well. Finally, we can verify that

$$\frac{\psi}{\psi + 2\delta} < \frac{R^2 + \delta}{2(1 - R^2 - \delta)}$$  \hspace{1cm} (121)

holds if $R^2 < 1 - \delta$ which trivially holds by definition. This implies that given the assumptions on $\mathcal{R}^1$, $\varepsilon$, $\delta$, and $\rho$ there always exists an interval for $\alpha$ that will allow the two key inequalities, $\mathcal{A}_t(2) > \mathcal{A}_t(\infty)$ and $\mathcal{A}_t(2) > \mathcal{A}_t(1)$ to simultaneously hold. To reiterate, if the following assumptions hold:

$$-R^2 < \rho < R^2 - (R^2)^2 - 2\delta$$  \hspace{1cm} (122)

$$0 < \varepsilon < \frac{1}{6}$$  \hspace{1cm} (123)

$$0 < \delta < \frac{1}{5}$$  \hspace{1cm} (124)

then there exists an interval for $\alpha$ given by:

$$\log \frac{R^2 - (R^2)^2}{R^2 - (R^2)^2 + 2\delta} < \alpha < \log \frac{R^2 + \delta}{2(1 - R^2 - \delta)}$$  \hspace{1cm} (125)

such that we can guarantee:

$$1 < k^* < \infty$$  \hspace{1cm} (126)

\[\Box\]

---

4 For example, using the following one line Mathematica command: \texttt{Reduce}\{\{R2 - R2^2 > rho > -R2, expalpha > 1, 1 > R2 > 2/3, rho + (2 expalpha (R2 - R2^2 - rho))/(1 + expalpha) + R2^2 > expalpha/(1/2 + expalpha)\},\{rho\}\}

For example, using the following one line Mathematica command: \texttt{Reduce}\{\{(R2 - R2^2)/(2 delta + R2 - R2^2) < (delta + R2)/(2 (1 - delta - R2)), 1 > R2 > 2/3, 1/5 > delta > 0\},\{R2\}\}