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ABSTRACT

In this paper, we present corrections to the spectroscopic parameters of DB and DBA white dwarfs with \(-10.0 \leq \log\) (H/He) \(\leq -2.0\), \(7.5 \leq \log g \leq 9.0\) and \(12000\) K \(\leq T_{\text{eff}} \leq 34000\) K, based on 282 3D atmospheric models calculated with the CO\textsuperscript{5}BOLD radiation-hydrodynamics code. These corrections arise due to a better physical treatment of convective energy transport in 3D models when compared to the previously available 1D model atmospheres. By applying the corrections to an existing SDSS sample of DB and DBA white dwarfs, we find significant corrections both for effective temperature and surface gravity. The 3D \log g corrections are most significant for \(T_{\text{eff}} \leq 18000\) K, reaching up to \(-0.20\) dex at \(\log g = 8.0\). However, in this low effective temperature range, the surface gravity determined from the spectroscopic technique, can also be significantly affected by the treatment of the neutral van der Waals line broadening of helium and by non-ideal effects due to the perturbation of helium by neutral atoms. Thus, by removing uncertainties due to 1D convection, our work showcases the need for improved description of microphysics for DB and DBA model atmospheres. Overall, we find that our 3D spectroscopic parameters for the SDSS sample are generally in agreement with \textit{Gaia} DR2 absolute fluxes within \(1-3\sigma\) for individual white dwarfs. By comparing our results to DA white dwarfs, we determine that the precision and accuracy of DB/DBA atmospheric models are similar. For ease of user application of the correction functions, we provide an example Python code.
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1 INTRODUCTION

White dwarfs are the most common class of stellar remnants, with around 97% of all stars in the Milky Way destined to become this type of compact object (Althaus et al. 2010). As such, they are important for studies of stellar evolution and of remnant planetary systems (Veras 2016; Vanderburg et al. 2015; Manser et al. 2019; Gänscicke et al. 2019; Doyle et al. 2019; Vanderbosch et al. 2019; Vanderburg et al. 2020), given that all known planet-hosting stars will end their lives as white dwarfs. These stellar remnants do not undergo any nuclear burning in their cores, resulting in a relatively simple and well-understood evolution, which makes them accurate clocks for ageing different stellar populations, such as local stars (Tremblay et al. 2014; Fouesneau et al. 2019; Fantin et al. 2019) or the inner halo of the Milky Way (Kalirai 2012; Kilic et al. 2019).

The intense gravitational field of a white dwarf results in gravitational settling of the heaviest elements, leading to an atmosphere made up of the lightest element present (Schatzman 1948). White dwarf classification is based on their spectral appearance, with around 80% of white dwarfs in magnitude-limited samples having hydrogen-dominated (DA) atmospheres (Kleinman et al. 2013; Kepler et al. 2019). The rest are referred to as non-DA white dwarfs, most of them exhibiting helium-dominated atmospheres. White dwarfs that show only He \(\text{I}\) lines in their spectra are identified as DB, and are found in the effective temperature (\(T_{\text{eff}}\)) range of \(11000\) K \(\leq T_{\text{eff}} \leq 40000\) K (Bergeron et al. 2011). Around 60-70% of these white dwarfs are contaminated with traces of hydrogen and are therefore classified as DBA (Bergeron et al. 2011; Koester & Kepler 2015; Rolland et al. 2018; Genest-Beaulieu & Bergeron 2019a). The origin of hydrogen in DBA stars is not yet understood, but has been proposed to be either residual (MacDonald & Vennes 1991; Rolland et al. 2020) or accreted from external sources, such as remnant planetary material around the white dwarf (Bergeron et al. 2011; Koester & Kepler 2015; Gentile Fusillo et al. 2017; Cunningham et al. 2020). A sub-class of helium-atmosphere white dwarfs are DBZ or DBAZ stars which alongside helium and/or hydrogen show metal lines. For these types of white dwarfs the association with remnant planetary material is much clearer (Zuckerman et al. 2007; Wilson et al. 2015; Vanderburg et al. 2015) and is correlated with the presence of hydrogen (Gentile Fusillo et al. 2017).

It is assumed that helium-dominated atmosphere white dwarfs have lost the majority of their outer hydrogen shell either through...
the born-again scenario or during the final AGB thermal-pulse (Iben et al. 1983; Straniero et al. 2003; Werner & Herwig 2006). Therefore, a better understanding of the helium-dominated atmosphere white dwarfs can shed light on these processes. These stellar remnants also raise important questions about their place in the overall picture of white dwarf evolution. By studying the atmospheric parameters and numbers of helium-dominated atmosphere white dwarfs (alongside other types of white dwarfs) as a function of $T_{\text{eff}}$, we can pinpoint other processes that compete against gravitational settling in terms of governing the chemical composition of compact objects as they evolve. For example, the small fraction of DB white dwarfs in the range $30 000 \text{ K} < T_{\text{eff}} < 45 000 \text{ K}$ (Fontaine & Wesemael 1987; Eisenstein et al. 2006) is taken as evidence for helium-dominated atmosphere white dwarfs with very thin hydrogen layers transforming into DA stars at $45 000 \text{ K}$ through the process of hydrogen diffusing upwards to the surface (Fontaine & Wesemael 1987; Rolland et al. 2020; Bédard et al. 2020). Below $T_{\text{eff}} \approx 30 000 \text{ K}$, DA white dwarfs with the thinnest hydrogen layers ($M_{\text{H}}/M_{\text{WD}} < 10^{-14}$) turn into DB or DBA stars due to the convective dilution of the thin hydrogen layer by the more massive, underlying, convective helium layer (Fontaine & Wesemael 1987; MacDonald & Vennes 1991; Genest-Beaulieu & Bergeron 2019b). Additionally, a large fraction of DA white dwarfs are predicted to transform into DB, DBA or DC stars due to convective mixing, which occurs below $\approx 18 000 \text{ K}$ (Blouin et al. 2019; Cunningham et al. 2020). In this runaway process, the hydrogen convection zone reaches the underlying helium layer where it gets mixed into the more massive helium convection zone, turning the star into a helium-atmosphere white dwarf. Thus, it is important to determine accurate DB and DBA atmospheric parameters to understand these processes.

For DB and DBA white dwarfs, there is a small systematic difference between the parameters derived using spectroscopic and photometric techniques (Tremblay et al. 2019; Genest-Beaulieu & Bergeron 2019a,b). Before the advent of Gaia DR2 (Gaia Collaboration et al. 2018), the spectroscopic technique was assumed to be more precise, due to the uncertainties associated with white dwarf parallaxes. By employing the much more accurate and precise parallaxes from Gaia, the photometric technique now rivals the precision of the spectroscopic technique. The surface gravities, $\log g$, (and therefore masses) of DB and DBA white dwarfs derived from photometry show a more uniform distribution as a function of $T_{\text{eff}}$, compared to the $\log g$ distribution of the spectroscopic technique, which suggests that spectroscopic results may be subject to additional uncertainties from the underlying convection model or input microphysics (Tremblay et al. 2019). Historically, the spectroscopic $\log g$ distribution of cool DB white dwarfs ($T_{\text{eff}} \leq 16 000 \text{ K}$) has been plagued by the so-called high-log $g$ problem, where the spectroscopically determined values are much larger than predicted by evolutionary models and photometric colours (Beauchamp et al. 1996; Bergeron et al. 2011; Koester & Kepler 2015). More recent results show that by calibrating the line broadening and eliminating very cool DB stars with weak lines and uncertain instrumental resolution, the high-log $g$ problem is greatly diminished (Genest-Beaulieu & Bergeron 2019b). The photometric technique is much less sensitive to the details of line broadening, but the absolute accuracy of the stellar parameters depends more critically on the uncertain relative flux calibration, for which DA white dwarf models are often employed (Narayan et al. 2019; Gentile Fusillo et al. 2020).

In most studies the dominant uncertainty in the atmospheric parameters of cool DB white dwarfs ($T_{\text{eff}} \leq 16 000 \text{ K}$) is attributed to the implementation of van der Waals line broadening due to the neutral helium atom (Beauchamp et al. 1996; Bergeron et al. 2011; Koester & Kepler 2015). The two most common implementations for this type of line broadening used in DB and DBA studies are the Unsöld (1955) theory, used in, for example, Beauchamp et al. (1996) and Bergeron et al. (2011) and the modified Deridder & van Rensbergen (1976) treatment, used in Beauchamp et al. (1996) and Genest-Beaulieu & Bergeron (2019a,b). Beauchamp et al. (1996) showed that the modified Deridder & van Rensbergen (1976) version produces a much smoother distribution of spectroscopically-determined $\log g$ as a function of $T_{\text{eff}}$. Genest-Beaulieu & Bergeron (2019a,b) later showed that neither implementation gives a perfect agreement between the spectroscopic and the photometric techniques, or between the spectroscopic technique and the predictions of evolutionary models. However, from their samples it is clear that the modified Deridder & van Rensbergen (1976) treatment agrees better with Gaia data. Either way, a more accurate implementation is needed since the Deridder & van Rensbergen (1976) version of the line broadening has been altered by Beauchamp et al. (1996) to agree better with observations.

Additionally, there is the issue of non-ideal effects due to the neutral helium atom, which also become significant for $T_{\text{eff}} \leq 16 000 \text{ K}$. The current implementation used for white dwarf atmosphere models is the Hummer & Mihalas (1988) model, which depends on a free parameter, $r_B$, that determines the radius of the hydrogen or helium atom as a fraction of atomic radius according to the Bohr model. The commonly utilized value is 0.5 and it has been calibrated based on DA white dwarf spectra, specifically the line profiles of the higher hydrogen Balmer lines (Bergeron et al. 1988, 1991). A discussion on the effect of $r_B$ on $\log g$ can be found in Tremblay et al. (2010). This free parameter can potentially be adjusted to obtain a smoother $\log g$ distribution for DB and DBA white dwarfs.

The treatment of convective energy transport in atmospheric models of DB and DBA white dwarfs is another source of uncertainty influencing the spectroscopic parameters. In 1D white dwarf atmosphere modelling the ML2/α version (Tassoul et al. 1990) of the Mixing Length Theory (MLT; Böhm-Vitense 1958) is employed. This theory relies on a free parameter called the mixing length parameter, ML2/α, which for DB/DBA white dwarfs has been determined to be 1.25 from a comparison between the atmospheric parameters ($\log g$ and $T_{\text{eff}}$) derived from UV and optical spectra (Beauchamp et al. 1999; Bergeron et al. 2011). Tremblay et al. (2013b) showed that it is precisely the shortcomings in the MLT theory that cause a similar high-log $g$ problem for DA white dwarfs (where the spectroscopically-determined log $g$ are larger than predicted by evolutionary models and determined by photometry). They showed that this problem can be solved with the help of 3D radiation-hydrodynamical models, which treat convection from first principles and do not depend on any free parameters. Cukanovaite et al. (2018) calculated the first 3D DB atmospheric models and found that while a single value of ML2/α = 1.25 can reproduce reasonably well the temperature distribution and UV fluxes of DB white dwarfs, no single ML2/α value can mimic the 3D spectra below $T_{\text{eff}} \approx 18 000 \text{ K}$, resulting in strong 3D $\log g$ corrections1. Nevertheless, Cukanovaite et al. (2018) found that 3D $\log g$ corrections do not result in obviously more accurate stellar parameters. Tremblay et al. (2019) cemented this by showing that 1D and 3D DB models provide spectroscopic parallaxes (calculated from spectroscopically-determined values of $T_{\text{eff}}$ and $\log g$, and observed magnitude) that are in similar agreement with Gaia parallaxes. It was postulated by Cukanovaite et al.

1 See Cukanovaite et al. (2019) for an alternative ML2/α calibration relevant for the size of the convection zone.
(2018) that inclusion of traces of hydrogen in their 3D models could potentially lead to a better agreement with Gaia. However, given the known issues with the microphysics of line broadening in cool DB and DBA white dwarfs and concerns with the photometric calibration (Tremblay et al. 2019; Maíz Apellániz & Weiler 2018), it is unclear if Gaia can provide an accurate test of 3D convection.

In this paper we propose to use the new 3D DBA models of Cukanovaite et al. (2019) alongside 3D DB models already presented in Cukanovaite et al. (2018) to finalise the determination of the atmospheric parameters of DB and DBA white dwarfs with our accurate treatment of convective energy transport. We first introduce our 3D and reference 1D models in Sect. 2. The 3D spectroscopic corrections are determined in Sect. 3 and we apply them to observations in Sect. 4. In that section we also investigate van der Waals broadening and non-ideal effects and we conclude in Sect. 5.

2 NUMERICAL SETUP

2.1 3D atmospheric models

We computed 282 3D DB and DBA models using the CO$^5$BOLD radiation-hydrodynamics code (Freytag et al. 2012; Freytag 2013, 2017). The models have already been presented in Cukanovaite et al. (2018) and Cukanovaite et al. (2019), therefore we only briefly describe the model atmospheres and focus on the new spectral synthesis done in this work. Our 3D grid of models covers the hydrogen-to-helium abundance, log (H/He), of $-10.0 \leq \log (\text{H}/\text{He}) \leq -2.0$. Models at $\log (\text{H}/\text{He}) = -10.0$ are the same as the pure-helium models discussed in Cukanovaite et al. (2018) and this hydrogen abundance is used for pure-helium atmosphere models since all known DB white dwarfs have upper limits on hydrogen larger than this value. Including even less hydrogen in the calculations makes no meaningful difference to the predictions. The grid also spans 7.5 dex $\leq \log g $ $\leq 9.0$ dex in steps of 0.5 dex, and 12 000 K $\leq T_{\text{eff}} \leq 34 000$ K in steps of around 2 000 K. We show the exact values of the atmospheric parameters in Fig. 1. Additional data on the models can be found in Appendix 1 of Cukanovaite et al. (2019).

The input parameters of CO$^5$BOLD include boundary conditions, log g, an equation of state (EOS) and an opacity table. The $T_{\text{eff}}$ is calculated only after the model has finished its run. The EOS and opacity table define the hydrogen abundance of DBA simulations. The opacity tables are binned and more details on the binning procedure can be found in Nordlund (1982), Ludwig et al. (1994), Vögler et al. (2004) and Cukanovaite et al. (2018). We use 10 bins with boundaries at $\log \tau_K = [99.0, 0.25, 0.0, -0.25, -0.5, -1.0, -1.5, -2.0, -3.0, -4.0, -5.0]$ based on reference 1D models of Bergeron et al. (2011). As discussed in Cukanovaite et al. (2018), due to interpolation issues we do not include the $\log \tau_K = [-5.0, -9.9, 0]$ bin.

Each model is run using the box-in-a-star setup of CO$^5$BOLD (Freytag et al. 2012), where a portion of an atmosphere is modelled in a Cartesian box made up of $150 \times 150 \times 150$ grid points. The side boundaries are periodic and horizontally we make sure that at least $4 \times 4$ convective granules are included. The grid spacing in the vertical (z) direction is non-equidistant. The top boundary of the simulation box is open both to material and radiative outflows. For all models this boundary is higher than log $\tau_R = -5.0$, such that the top of the photosphere is contained within the model.

The bottom boundary for all models is around log $\tau_R = 3.0$, but in some cases the models had to be extended deeper to include the negative convective flux region found below the Schwarzschild boundary of the convection zone (Cukanovaite et al. 2019). In those cases, the vertical extent of the box was also increased, resulting in some of the models being increased up to 250 grid points vertically. We use two types of bottom boundary prescriptions depending on the size of the convection zone (Freytag 2017). At the highest $T_{\text{eff}}$ of our 3D grid, the convection zones become small enough to be fully vertically simulated. In those cases, we use the closed bottom boundary, which means that the bottom of the simulation is closed to material inflows, but is open to radiative flux flows. Additionally, the vertical velocity at this boundary is enforced to be zero, which we make sure is physical for any given closed bottom model. The effective temperature for these models is set by changing the value of the inflowing radiative flux at the bottom boundary. For the majority of our 3D models, however, we use the open bottom boundary, which is open both to material and radiative flux inflows. In order for this boundary to be realistic, we have to make sure we simulate enough of the convection zone such that the inflowing material at the boundary can be described by adiabatic convection. In this case, $T_{\text{eff}}$ is set by specifying the entropy of the inflowing material. There is some evidence which suggests that a layer within two pressure scale heights, $H_p$, can be affected by the boundaries of the 3D simulation (Grimm-Strele et al. 2015). Therefore, we ensure that both the top and the bottom of the photosphere is at least two $H_p$ away from either top or bottom boundary of the simulation. The top and bottom of the photosphere is determined based on the minimum and maximum optical depth at which the plasma becomes optically thin for photons of frequency $\nu$, i.e. log $\tau_R (\nu = 1)$ (see Cukanovaite et al. 2018 for more information).

In order to be able to derive meaningful information from 3D models, we ensure that each model is relaxed in the second half of the run. We determine relaxation by monitoring the $T_{\text{eff}}$ of the models as a function of time, making sure the fluctuations are below 1% level. Similarly, we track the fluctuations of total flux at all depths and convergence of the velocity field as a function of run time. We spatially average the pressure, $P$, and temperature to the power of four, $T^4$, over contours of constant optical depth. We also average them temporally using more than 12 snapshots over the last quarter of the simulation. We refer to these models as (3D) and we discuss errors associated with such averaging in Sect. 2.3.

2.2 1D atmospheric models

In order to calculate 3D spectroscopic corrections, we use a differential fitting approach between 3D and reference 1D synthetic spectra. The EOS and opacity tables for the 3D models were calculated using the white dwarf atmosphere code of Bergeron et al. (2011), referred to as ATMO in the following. However, we use the 1D LHD code (Caffau & Ludwig 2007) for determining the 3D corrections. This is because both the 3D CO$^5$BOLD code and 1D LHD code treat microphysics (EOS and opacity tables) in the same fashion, whereas 1D LHD and 1D ATMO treat convective energy transport in terms of the ML2/$\alpha$ approximation (Cukanovaite et al. 2018). Therefore, by using the 1D LHD code to calculate the 3D corrections, any corrections arising from microphysics issues (such as the opacity binning) are largely eliminated, and thus only the 3D corrections arising from the treatment of convective energy transport are recovered.

Fig. 12 of Cukanovaite et al. (2018) shows that the differences between DB ATMO and LHD models are due to the binning proce-
Figure 1. The atmospheric parameters of 3D DB and DBA models averaged over time and over contours of constant log $\tau_R$. 3D simulations with open and closed bottom boundaries are indicated as open and filled circles, respectively. The hydrogen abundance of the models is indicated on each individual panel.

dure used in opacity tables. ATMO uses 1745 individual frequencies when computing the opacities, whereas for both 3D and LHD models we only use 10 opacity bins. As the number of bins increases, Cukanovaite et al. (2018) found that the agreement between DBLHD and ATMO models gets better. We performed the same test for the log (H/He) = −2 grid and found similar results. Thus, as a precaution, we utilised the 1D LHD models for calculating the 3D DBA spectroscopic corrections, given that 1D LHD models were used by Cukanovaite et al. (2018) to derive the 3D DB corrections.

Our 1D LHD grid spans a parameter space slightly extended compared to that of our 3D models. It covers $-10.0 \leq \log (\text{H/He}) \leq -2.0$, $7.0 \leq \log g \leq 9.5$ and $10,000 \leq T_{\text{eff}} \leq 40,000$ K. The models are in LTE and use ML2/$\alpha = 1.25$, as well as the same EOS and opacity tables as those used in 3D models, which include the physics described in Bergeron et al. (2011) and Genest-Beaulieu & Bergeron (2019a,b).

To compute the spectra for 1D LHD and averaged 3D (see below) structures, we use the 1D ATMO code. This is because neither CO$^5$BOLD nor LHD is capable of calculating synthetic spectra. We utilise ATMO consistently to calculate spectra for CO$^5$BOLD and LHD using the exact same numerical setup apart from the input temperature and pressure stratification. In terms of van der Waals broadening, we use the Unsöld (1955) treatment, unless otherwise specified, such as in Sect. 4.1. We have tested and confirmed that the particular choice of line broadening theory does not impact the final 3D corrections if the line broadening is used consistently in both 1D and 3D models.

2.3 3D synthetic spectra

Ideally, one would calculate a synthetic spectrum from a 3D atmospheric model using a 3D spectral synthesis code such as Linfor3D (Ludwig & Steffen 2008). This way all of the information from a given 3D simulation would be used, including the horizontal fluctuations. However, this process is time-consuming and typically limited to a small portion of a spectrum, e.g. a few atomic lines. Instead, to calculate synthetic spectra of DB and DBA white dwarfs from 3D atmospheric models, we average the models spatially and temporally as explained in Sect. 2 to calculate the so-called (3D) structure, which we then feed into the ATMO code to calculate a (3D) synthetic spectrum. This completely neglects any horizontal fluctuations in the 3D models. For DA white dwarfs it was shown that synthetic spectra (Hβ line) derived from 3D and (3D) structures were identical within 1% level (Tremblay et al. 2013b). However, for extremely low mass DA white dwarfs, the differences could reach a few per cent (Tremblay et al. 2015). For a discussion on why 3D and (3D) synthetic spectra can agree in some cases and disagree in others see Tremblay et al. (2013b) and Tremblay et al. (2015).

To test whether the horizontal fluctuations have any effect on the
derived 3D spectroscopic corrections, Cukanovaite et al. (2018) computed 1.5D spectra (Steffen et al. 1995). This type of spectra is calculated by assuming that each column in the 3D simulation box is an individual plane-parallel 1D model atmosphere, and for each of these atmospheres a separate spectrum is calculated. These individual spectra are then averaged together to calculate the final 1.5D spectrum. They are also averaged over three different snapshots in time. In the 1.5D method the horizontal fluctuations are enhanced (Tremblay et al. 2015) compared to a 3D synthetic spectrum which connects nearby grid points through inclined light rays. The 1.5D and (3D) spectra represent two extremes of combining grid points in a 3D model, such that these two types of spectra encompass a given 3D synthetic spectrum (Tremblay et al. 2013b).

For DB white dwarfs, 1.5D spectra were found to be identical to (3D) spectra within the observational errors and thus (3D) spectra were used for final 3D DB spectroscopic corrections. We performed the same test for DBA models with log \((\text{H/He})\) = −2.0 and log \(g\) = 8.0 and found that the corrections derived using either type of spectra gave the same results. Therefore, this agrees with the conclusions reached for 3D DB, with the difference between (3D) and 1.5D for DBA models being even smaller, resembling the results of 3D DA models. Therefore, we use (3D) synthetic spectra when calculating 3D DBA corrections.

### 3 3D DBA CORRECTIONS

#### 3.1 Fitting code

In order to determine the 3D corrections, we want to find a 1D LHD synthetic spectrum that best matches a given (3D) spectrum. To do this we wrote a code that fits a (3D) synthetic spectrum with a grid of 1D LHD synthetic spectra. We define the 3D spectroscopic corrections as

\[ x_{\text{correction}} = x_{\text{(3D) value}} - x_{\text{1D LHD fit}} \]  

(1)

where \(x\) can be log \((\text{H/He})\), log \(g\) or \(T_{\text{eff}}\). The code fits the optical part of the spectrum, namely the wavelength range \(3500 \leq \lambda \leq 7200\) Å. This is the same range used by Bergeron et al. (2011) for fitting observations and in Cukanovaite et al. (2018) for 3D DB corrections. All spectra are normalised by dividing the flux at all wavelengths by the flux value at 5500 Å, a wavelength at which there are no helium or hydrogen lines.

The code first fits for \(T_{\text{eff}}\) and log \(g\) assuming a value of log \((\text{H/He})\). The initial value of the log \((\text{H/He})\) parameter does not matter, but the code converges faster if the log \((\text{H/He})\) is set equal to the 3D model abundance. Once \(T_{\text{eff}}\) and log \(g\) are found, the spectrum is then fitted for log \((\text{H/He})\) at fixed values of \(T_{\text{eff}}\) and log \(g\). In the previous step. This procedure is then repeated until convergence of 0.1% is achieved across all three parameters. If the hydrogen lines are not visible or insignificant then we do not fit for log \((\text{H/He})\). This happens mostly for log \((\text{H/He})\) = −10.0 and −7.0 models, as well as models with higher hydrogen abundances but large \(T_{\text{eff}}\) values.

Using this fitting code, we can recover the 3D DB spectroscopic corrections of Cukanovaite et al. (2018), which relied on the Bergeron et al. (2011) fitting code. The corrections agree within typical observational errors, except for three models where the \(T_{\text{eff}}\) corrections agree within 2-3\(\sigma\).

#### 3.2 Line cores

Tremblay et al. (2013a,b) showed that convective overshoot cools the upper layers (log \(T_{\text{eff}} < -2.0\)) of 3D DA models, causing them to deviate significantly from their 1D counterparts. The cores of H\(\alpha\) and H\(\beta\) appear too deep in 3D when compared to observations. It was found that the discrepancy is unlikely to be a numerical, structure averaging or microphysics issues with 3D DA models. Tremblay et al. (2013b) chose to remove the line cores from their fitting when determining 3D DA corrections. In contrast, Cukanovaite et al. (2018) determined that removal of line cores did not impact 3D DB corrections. This is because helium lines are not formed as high-up in the atmosphere as the hydrogen lines, despite a similar strength for convective overshoot. However, hydrogen lines do appear in the spectra of DBA white dwarfs and therefore we review the properties of the line cores in this section.

In Fig. 2 we compare the line cores between 3D, 1D LHD and 1D ATMO synthetic spectra at \(T_{\text{eff}} = 12000\) K, log \(g\) = 8.0 and log \((\text{H/He})\) = −2.0. We chose this particular hydrogen abundance as it is the highest in our grid and thus we assume that the line core issue will be most apparent. The 3D line core is deeper for H\(\alpha\) but the difference is less pronounced for H\(\beta\) when compared to DA models at the same temperature. We also find that the 1D LHD synthetic spectrum has shallower cores than 1D ATMO. Therefore it appears that the EOS and opacity tables contribute to a significant uncertainty on the prediction of the line cores, but with an effect in the opposite direction compared to 3D convective overshoot.

In Fig. 3 we compare the 3D DBA \(T_{\text{eff}}\) corrections for log \((\text{H/He})\) = −2.0 derived when fitting the spectrum with and without line cores. We remove line cores by removing any wavelength range corresponding to flux that was formed above a given value of log \(T_{\text{eff}}\). As shown in Fig. 3 the values of log \(T_{\text{eff}}\) = [−2.0, −3.0, −4.0] are tested. At low \(T_{\text{eff}}\), this will mostly remove the cores of hydrogen lines, as helium lines are formed lower in the atmosphere than log \(T_{\text{eff}}\) = −2.0, but as the \(T_{\text{eff}}\) increases the cores of the helium lines will also be removed. We find that the removal of line cores does not affect the 3D corrections (not just \(T_{\text{eff}}\), but also log \((\text{H/He})\) and log \(g\)).

To see how the synthetic and observed line cores compare, we selected a number of SDSS spectra from Genest-Beaulieu & Bergeron (2019b). These white dwarf spectra were fitted with grids of (3D) and 1D spectra and the fitted parameters are indicated in the sub plots of Fig. 4. The (3D) and 1D fits to the observed spectra are also plotted on Fig. 4. The spectra are compared in the regions of H\(\alpha\) and He I 5876 Å lines. We chose this particular He I line, because it is formed highest up in the atmosphere of all the He I lines, and thus it is most likely to show issues with line cores.

We find that in some cases, the H\(\alpha\) is deeper in 3D models when compared to observed spectra (the top and the two bottom sub plots on the left), but in three of the cases the 1D line core is also too deep (three bottom left sub plots). The He I 5876 Å does not show significant disagreement in the line cores between the observations and the synthetic spectra. The fact that H\(\alpha\) shows issues with line cores, but He I 5876 Å line does not, agrees with the conclusions of Tremblay et al. (2013b), i.e. the deeper line cores are caused by overshoot in the upper layers, since the He I 5876 Å is not formed as high up as the H\(\alpha\) line.

Recently, Klein et al. (2020) showed that DB white dwarfs in a particular effective temperature range show an emission core in the He I 5876 Å line. They concluded that this cannot be explained by current models. This finding in combination with the information shown in Fig. 4 and in the results of Tremblay et al. (2013b) for 3D DA white dwarfs, clearly indicates that there are some missing physics in both (3D) and 1D models. However, it is clear that the (3D) DB and DBA spectroscopic corrections are not affected by line core issues as demonstrated in Fig. 3 and Cukanovaite et al. (2018).
Thus, we do not remove line cores in the rest of our analysis. Note also, Fig. 4 shows that although the 1D and (3D) fits are of similar quality outside the line cores, the fitted atmospheric parameters, especially log g, are significantly different.

### 3.3 3D correction function

For the ease of user application of 3D DB and DBA corrections, we provide correction functions that can be applied directly to spectroscopic log (H/He), log g and $T_{\text{eff}}$ parameters found using 1D synthetic spectra. This removes the need for users to interpolate the 3D DB and DBA corrections, as well as provides definitive corrections that do not vary between studies, since different studies can use non-identical interpolation methods. Our fitted corrections are not based in any physical arguments. Unlike interpolation, we do not aim to have a perfect fit between our correction functions and the 3D DB and DBA corrections. This is because we do not want to preserve the small fluctuations of our results, which could be the result of e.g. issues arising due to the finite size of the simulation or the effects of boundary conditions.

To determine our correction functions we have written a code following the description of the recursive fitting procedure from Ludwig et al. (1999), Sbordone et al. (2010) and Allende Prieto et al. (2013). This code not only provides the values of the fitted coefficients but also determines the function to fit. Our aim is to determine three correction functions for 3D log (H/He), log g and $T_{\text{eff}}$ corrections, in the form $f$(log g, $T_{\text{eff}}$, log (H/He); $\hat{A}$), where $\hat{A}$ is the vector of fitted coefficients. The code begins by fitting a simple function of $f$(log g, $T_{\text{eff}}$, log (H/He); $\hat{A}$) = $A_0$, where $A_0$ is the average of the corrections. The next step is then to replace $A_0$ with $(A_0 + A_1 \exp[A_2 + A_3g_x + A_4T_x + A_5y_x])$, where

$$g_x = (\log g - 7.0)/7.0,$$
$$T_x = (T_{\text{eff}} - 10 000.0)/10 000.0,$$
$$y_x = -\log (\text{H/He})/(10.0).$$

For this subsequent fit, the initial values are set as

$$A_0 = A_0,$$
$$A_1 = 0.7 \times A_0,$$
$$A_2 = 0.5 \times A_0,$$
$$A_3 = 0.2 \times A_0,$$
$$A_4 = 0.1 \times A_0,$$
$$A_5 = 0.01 \times A_0,$$

and are all based on the value of $A_0$ found during the first fit. At this point, we begin our recursive fitting procedure, where each coefficient of $A_i$ in the previous step is replaced one at a time by $(A_1+A_6 \exp[A_7+$
functions are

\[ \Delta T_{\text{eff}} = b_0 + b_1 \exp \left( b_2 + (b_6 + b_{11}) \times \exp \left( b_{12} + b_{13} g_x + b_{14} T_x + b_{15} y_x \right) \right) \times \exp \left[ b_7 + b_{8} g_x + b_9 T_x + b_{10} y_x \right] + b_3 g_x + b_4 T_x + b_{5} y_x, \]

where \( \Delta \log g \) is the 3D \( \log g \) correction and \( \Delta T_{\text{eff}} \) is the 3D \( T_{\text{eff}} \) correction. These corrections were derived using \( g_x, T_x \) and \( y_x \), therefore they have to be added in the following way to the 1D spectroscopically-determined parameters

\[ \log g_{3D} = \log g_{1D} + 7 \times \Delta \log g \]

\[ T_{\text{eff, 3D}} = T_{\text{eff, 1D}} + 10,000 \times \Delta T_{\text{eff}}. \]
In Figs. 6 and 7 we show the 3D log $g$ and $T_{\text{eff}}$ correction functions for all values of log (H/He), log $g$ and $T_{\text{eff}}$ considered in this study. There are significant 3D log $g$ corrections for $T_{\text{eff}}$ below around 20000 K depending on the hydrogen abundance, such that 3D synthetic spectra predict lower log $g$ than 1D models. Uncertainties in the van der Waals broadening (discussed in the following section) fall in a similar parameter range (Beauchamp et al. 1996; Bergeron et al. 2011). $T_{\text{eff}} \leq 16000$ K, which overlaps well with our 3D log $g$ corrections especially for log (H/He) $\geq -4.0$ models. Significant $T_{\text{eff}}$ corrections are observed for 18 000 $\leq T_{\text{eff}} \leq 28$ 000 K depending on the log $g$ value. This is the temperature range where the issue of cool/hot solutions appears (Bergeron et al. 2011). In this region the He i lines reach maximum strength, such that the they look identical with decreasing or increasing $T_{\text{eff}}$ near this maximum point. This means that in this region the fitting becomes insensitive to $T_{\text{eff}}$ and this could explain the significant 3D $T_{\text{eff}}$ corrections. Nevertheless, the 3D $T_{\text{eff}}$ corrections could have a strong effect on the spectroscopic parameters of the white dwarfs in the V777 Her (DBV) instability region. There is currently an issue with the empirical blue edge, which is too cool in comparison with observations by around 2 000 K (at log $g \approx 8.0$) (Shipman et al. 2002; Provencal et al. 2003; Hermes et al. 2017; Van Grootel et al. 2017). However, our 3D $T_{\text{eff}}$ corrections at log $g \approx 8.0$ and $T_{\text{eff}} \approx 31$ 000 K (the atmospheric
Table 1. The fitted coefficients of the 3D correction functions described in Eqs. 4 and 5.

| Coeff. | Coeff. |
|--------|--------|
| $a_0$  | 1.032681e-03 | $b_0$  | -1.726331e-03 |
| $a_1$  | -4.056833e-02 | $b_1$  | 2.018858e-02 |
| $a_2$  | 2.224059e-01 | $b_2$  | -6.121790e-01 |
| $a_3$  | 6.512899e+00 | $b_3$  | -3.942139e+00 |
| $a_4$  | -3.736203e+00 | $b_4$  | 3.002973e+00 |
| $a_5$  | 1.552502e+00 | $b_5$  | 1.974865e-01 |
| $a_6$  | -2.384917e+00 | $b_6$  | -3.983912e+00 |
| $a_7$  | 8.543144e+00 | $b_7$  | 5.171429e+00 |
| $a_8$  | 3.559676e+00 | $b_8$  | -7.523787e+00 |
| $a_9$  | -3.504216e+00 | $b_9$  | 3.786523e+00 |
| $a_{10}$ | -1.751281e+00 | $b_{10}$ | -4.768727e+01 |
| $a_{11}$ | - $b_{11}$ | -3.889600e-04 |
| $a_{12}$ | - $b_{12}$ | -2.195071e+00 |
| $a_{13}$ | - $b_{13}$ | -6.955563e+00 |
| $a_{14}$ | - $b_{14}$ | 1.417272e+00 |
| $a_{15}$ | - $b_{15}$ | 4.767425e+01 |

parameters of the empirical blue edge) are insignificant and therefore cannot solve the disagreement between theory and observations.

4 DISCUSSION

For a demonstration of 3D corrections, the sample of SDSS DB and DBA white dwarfs is by far the largest spectroscopic sample available (Koester & Kepler 2015; Kepler et al. 2019; Gentile Fusillo et al. 2019a; Genest-Beaulieu & Bergeron 2019b). We rely specifically on the 1D spectroscopic parameters published in Genest-Beaulieu & Bergeron (2019b). We cross-matched this sample with the Gaia DR2 white dwarf catalogue (Gentile Fusillo et al. 2019a,b). As Genest-Beaulieu & Bergeron (2019b) remarked, only around 90% of DB and DBA white dwarfs can be cross-matched with the Gaia white dwarf catalogue and we report a similar percentage. We removed all white dwarfs with spectroscopic signal-to-noise ratio (S/N) below 20. This results in a sample of 126 DB and 402 DBA white dwarfs. We require data with the highest precision possible to apply 3D corrections for an appropriate H/He ratio and in order to inspect systematic model issues.

We have used 1D and 3D corrected spectroscopic parameters to predict synthetic Gaia absolute $G$ magnitudes from our model atmospheres\(^2\). From the distance modulus linking the observed apparent Gaia $G$ magnitude with our predicted absolute magnitude, we derive so-called 1D and 3D spectroscopic parallaxes. These values can be compared to observed parallaxes. Fig. 8 (upper panel) shows the comparison between 1D spectroscopic parallaxes and Gaia parallaxes, which is similar to the results presented in Genest-Beaulieu & Bergeron (2019b). Overall, for individual white dwarfs the agreement is satisfactory within 1-3\(\sigma\). In general, spurious large spectroscopic log $g$ values should appear above zero on the figure because as log $g$ increases at constant $T_{\text{eff}}$, the absolute $G$ magnitude increases, i.e. the white dwarf becomes dimmer. Thus, for the same apparent $G$ magnitude the white dwarf must be closer, and therefore its spectroscopic parallax must be larger. If we take the median of the parallax difference in bins of 1 000 K as shown in Fig. 8, it is clear that the so-called high-log $g$ problem is not apparent in the spectroscopic parallax distribution unlike the results of previous studies of DB and DBA white dwarfs such as Koester & Kepler (2015) and Rolland et al. (2018) as highlighted in Tremblay et al. (2019). In fact, it appears that the 1D spectroscopic results of Genest-Beaulieu & Bergeron (2019b) may have some leaning towards low log $g$ values. Genest-Beaulieu & Bergeron (2019b) attribute the high-log $g$ problem seen in earlier studies to the inclusion of DB and DBA white dwarfs with weak helium lines where the spectroscopic technique becomes unreliable, as well as the use of Unsöld (1955) treatment of van der Waals line broadening. Neither of these two issues affecting spectroscopic parameters are fully resolved and may also depend on the flux calibration and instrumental resolution of the observations.

Before we investigate this further, in Fig. 8 we also compare the 3D spectroscopic parallaxes with Gaia. The 3D spectroscopic parallaxes where calculated as outlined previously, but with atmospheric parameters corrected for 3D effects. For individual white dwarfs, both 1D and 3D results are in satisfactory agreement with Gaia, suggesting it is not possible to differentiate between 1D and 3D models on a case by case basis, although 3D parameters should be favoured as a starting point because of the superior input physics. When looking at the median in bins of 1 000 K, the bump which is seen in the 1D-Gaia comparison at around 19 000 K seems to largely disappear with the use of 3D models. The $T_{\text{eff}}$ range where the bump is observed largely agrees with the $T_{\text{eff}}$ range of 3D DB corrections discussed at length in Cukanovaitė et al. (2018) and shown in Fig. 6. At lower $T_{\text{eff}}$ values, where the high-log $g$ problem was historically reported, 3D models do not produce a better agreement with Gaia, since the 1D log $g$ values are already on average too low in comparison with Gaia observations.

The spectroscopic parallaxes were computed from a combination of log $g$ and $T_{\text{eff}}$ values as well as Gaia $G$ magnitudes. In order to investigate the current status of the accuracy of spectroscopic parameters in better detail, in Figs. 9 and 10 we plot a comparison of log $g$ and $T_{\text{eff}}$ values determined from spectroscopic (with and without 3D corrections) and photometric Gaia observations. The photometric parameters have been determined using only Gaia data and have been extracted from the Gaia DR2 white dwarf catalogue of Gentile Fusillo et al. (2019a,b). The photometric parameters are based on pure-helium models but the presence of hydrogen makes a negligible contribution to the Gaia photometric parameters of DBA white dwarfs (Genest-Beaulieu & Bergeron 2019b), which is not the case for cooler DC white dwarfs with much weaker helium opacity (Bergeron et al. 2019). It was also previously shown that photometric parameters of DB and DBA white dwarfs have a fairly smooth log $g$ distribution as a function of temperature, but the accuracy of the parameters is directly subject to the accuracy of photometric $G_{\text{BP}} - G_{\text{RP}}$ colour calibration (Tremblay et al. 2019). This is an additional uncertainty that did not play a role in our comparison of spectroscopic parallaxes as it only depends on the absolute flux calibration which is tied to the observed flux of Vega (Bohlin et al. 2014).

From Fig. 9 it is apparent that both 1D and 3D spectroscopic models result in higher $T_{\text{eff}}$ values when compared with photometrically derived values. It is unclear whether the offset is due to photometric colour calibration, SDSS spectral calibration, reddening or any issue with the spectroscopic parameters. In Fig. 10, the comparison between log $g$ values derived from spectroscopy and photometry is also shown. We confirm that within the errors of Genest-Beaulieu & Bergeron (2019b) the high-log $g$ problem previously observed in Koester & Kepler (2015) and Rolland et al. (2018) is non-existent. The effect of 3D corrections on log $g$ values is fairly similar to that of 3D corrections on spectroscopic parallaxes observed in Fig. 8. This

\(^2\) We use 1D ATMO model atmospheres to predict absolute $G$ magnitudes in all cases as 3D effects on absolute fluxes are negligible.
Figure 5. A comparison between the results of the correction functions and the 3D DBA corrections for the grid with log (H/He) = -5. 3D corrections for log g = 7.5, 8.0, 8.5 and 9.0 models are shown as orange circles, green triangles, red stars and blue diagonal crosses, respectively. The results of the correction functions for log g = 7.5, 8.0, 8.5 and 9.0 models are shown as solid orange, dashed green, dotted red and dot-dashed blue lines, respectively.

is not surprising given that the photometric log g distribution is fairly smooth as a function of temperature (Tremblay et al. 2019; Genest-Beaulieu & Bergeron 2019a), and fluctuations appear to be related to spectroscopic log g values, which are employed in both Figs. 8 and 10.

We now attempt to understand better the systematic differences between photometric and spectroscopic studies by reviewing the input microphysics and comparing to external data from DA white dwarfs with vastly different microphysics.

4.1 van der Waals line broadening

There are two types of van der Waals line broadening commonly used in spectroscopic analyses of DB and DBA white dwarfs. These are the Unsöld (1955) broadening, used in studies such as Bergeron et al. (2011), and the modified line broadening of Deridder & van Renspergen (1976) recently resurrected by Genest-Beaulieu & Bergeron (2019a,b). In this section, we aim to investigate the effect of van der Waals broadening on the values of the atmospheric parameters and to explain the disappearance of the high-log g problem. In order to achieve this we employ the 1D ATMO code to calculate two grids of models, one utilising the Unsöld (1955) broadening theory and the other using Deridder & van Renspergen (1976) with the prescriptions of Beauchamp et al. (1996). We fit the latter grid with the former and in Fig. 11 we show the van der Waals atmospheric parameter corrections. It is apparent that log g is most affected by the choice of the broadening, with Unsöld (1955) broadening resulting in larger values of log g for models with log (H/He) < -3.0. This has already been noted by Beauchamp et al. (1996).

To investigate further, we derive van der Waals correction functions for log (H/He), log g and $T_{\text{eff}}$ to transform from Deridder & van Renspergen (1976) to Unsöld (1955) spectroscopically-determined parameters. We use the same technique as before. The resulting corrections are

$$
\Delta \log g_{\text{vdw}} = \left( d_0 + d_6 \exp \left( d_7 + d_8 g_x + d_9 T_x \right) \right) + d_1 \exp \left( d_2 + d_3 g_x + d_4 T_x + d_5 y_x \right),
$$

$$
\Delta T_{\text{eff, vdw}} = \left( e_0 + e_6 \exp \left( e_7 + e_8 g_x + e_9 T_x \right) \right) + e_1 \exp \left( e_2 + e_3 g_x + e_4 T_x + e_5 y_x \right),
$$
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Figure 6. 3D correction functions for log g shown for all log (H/He), log g and T_{\text{eff}} values covered by our study. In solid orange, dashed green, dotted red and dot-dashed blue we show the log g corrections for log g = 7.5, 8.0, 8.5 and 9.0 values, respectively. The abundances are indicated on each panel.

and the values of the fitted coefficients can be found in Table 2. As before, the corrections on log (H/He) are negligible.

As an illustration we apply these corrections to the Genest-Beaulieu & Bergeron (2019b) sample. Recall that Genest-Beaulieu & Bergeron (2019b) sample uses the Deridder & van Renspergen (1976) broadening. Due to the way the corrections were derived, they have to be subtracted from the values of the atmospheric parameters derived using the Deridder & van Renspergen (1976) broadening theory, such that

\[
\begin{align*}
\log g_U &= \log g_D - 7 \times \Delta \log g_{\text{vdw}} \\
T_{\text{eff}, U} &= T_{\text{eff}, D} - 1000 \times \Delta T_{\text{eff}, \text{vdw}},
\end{align*}
\]

where D and U denote the parameters derived using models with Deridder & van Renspergen (1976) and Unsöld (1955) line broadenings, respectively. In Fig. 12 we show a comparison between the photometric and van der Waals corrected spectroscopic log g values. From Figs. 11 and 12, it is clear that the Unsöld (1955) theory does lead to higher values of log g at low T_{\text{eff}}. Using Deridder & van Renspergen (1976) broadening is, however, not the final answer, since this theory was adapted in the DB and DBA case to better fit observations when using 1D model atmospheres (Beauchamp et al. 1996). Instead, the aim should be to determine a better prescription of van der Waals line broadening. Additionally, it is therefore not surprising that 1D models produce a slightly better agreement with Gaia observations compared to 3D models when using Deridder & van Renspergen (1976). In Fig. 12 we also show a comparison between spectroscopic and photometric log g values, when the SDSS
Figure 7. Same as Fig. 6, but for 3D $T_{\text{eff}}$ corrections.

spectroscopic parameters of Genest-Beaulieu & Bergeron (2019b) are corrected for both the van der Waals broadening and 3D effects. We see that in this case, the 3D models show a slightly better agreement with observations, hinting that Unsöld (1955) van der Waals broadening is closer to the real prescription of the broadening. However, this combination of corrections still leaves an irregular log $g$ distribution below $T_{\text{eff}} \approx 14,000$ K. We conclude that 3D corrections should be employed alongside properly adjusted line broadening using Eqs. 7 and 8 until a better prescription is developed.

4.2 Non-ideal effects

In this section we derive corrections due to non-ideal gas perturbations from neutral atoms (i.e. neutral helium) on the atomic levels of light-absorbing helium atoms. To do this, we calculate new grids of 1D ATMO models with different parameterisations of the Hummer & Mihalas (1988) theory currently used in all DB model atmospheres. We use different multiplicative factors to the Bohr radius $r_B$, namely $r_B = [0.25, 0.75, 1.00]$, which are then used to scale the size of neutral helium atom. The standard 1D ATMO grid used in previous sections was calculated at $r_B = 0.5$ and we shall use this grid as a reference for fitting. All previous studies using the ATMO code have relied on this parameterisation (Bergeron et al. 2011; Rolland et al. 2018; Cukanovaite et al. 2018; Genest-Beaulieu & Bergeron 2019a,b). The derived corrections for log $g$ and $T_{\text{eff}}$ for select DB and DBA grids are shown in Fig. 13. We omit the log (H/He) corrections because they are insignificant, at most a few per cent. Similarly to van der Waals broadening corrections, we find a significant effect on log $g$ values. Increasing the value of $r_B$ from 0.5 to 1.0 results in an increase of around 0.4 dex in most extreme cases. For the highest hydrogen
Figure 8. A comparison between the Gaia parallaxes and the parallaxes derived from spectroscopic parameters without (top panel) and with (bottom panel) 3D DB and DBA corrections for the Genest-Beaulieu & Bergeron (2019b) SDSS sample. The orange filled circles represent fractional difference between the observed and theoretical parallax, $\varpi$, and in light grey we show the error on the difference. The dotted black line illustrates a perfect agreement. The running median of the fractional difference in bins of 1000 K is shown in dashed green. The block-coloured green area indicates the 95% confidence limit of the median, which has been calculated using bootstrapping.

Table 2. The fitted coefficients of the van der Waals correction functions described in Eqs. 7 and 8.

| Coeff. | Coeff. |
|--------|--------|
| $d_0$  | 5.844446e-05 | $e_0$  | 2.765480e-04 |
| $d_1$  | -3.316185e+00 | $e_1$  | 5.078408e+02 |
| $d_2$  | 4.709833e+00 | $e_2$  | 2.030607e+01 |
| $d_3$  | 1.401743e+00 | $e_3$  | -2.762396e+00 |
| $d_4$  | -5.285209e+00 | $e_4$  | -7.481534e+00 |
| $d_5$  | -1.725072e+00 | $e_5$  | -1.417904e+02 |
| $d_6$  | 3.097952e+00 | $e_6$  | -4.104236e-02 |
| $d_7$  | 4.778176e+00 | $e_7$  | 6.809893e+00 |
| $d_8$  | 1.401012e+00 | $e_8$  | 9.994226e+00 |
| $d_9$  | -5.283561e+00 | $e_9$  | -1.903287e+01 |
| $d_{10}$ | -5.097423e+00 | $e_{10}$ | 1.247415e+01 |
| $d_{11}$ | 1.362931e+00 | $e_{11}$ | -8.114644e+00 |
| $d_{12}$ | 9.057052e-01 | $e_{12}$ | 1.691382e+00 |
| $d_{13}$ | 7.534572e-04 | $e_{13}$ | 1.460991e+00 |
| $d_{14}$ | -1.824838e-03 | $e_{14}$ | -2.023648e+00 |
| $d_{15}$ | 7.971757e-05 | $e_{15}$ | -3.645338e-01 |


Figure 9. A comparison between the spectroscopically- and photometrically-determined values of $T_{\text{eff}}$ for the Genest-Beaulieu & Bergeron (2019b) sample. The spectroscopic parameters have been computed without (top panel) and with (bottom panel) 3D $T_{\text{eff}}$ corrections taken in to account. The photometric parameters are from Gentile Fusillo et al. (2019a). They are calculated based on Gaia data alone and include a reddening correction. The orange filled circles represent the fractional difference between the spectroscopic and photometric $T_{\text{eff}}$, and the error on the difference is shown in light grey. The dotted black line illustrates a perfect agreement. The running median of the fractional difference in bins of 1000 K is shown in dashed green. The block-coloured green area indicates the 95% confidence limit on the median.

abundances ($\log (\text{H}/\text{He}) = -2.0$), we find that the non-ideal effects do not change with varying value of $r_B$. The reason why $r_B$ does not seem to have much effect on this particular $\log (\text{H}/\text{He})$ grid is because the hydrogen lines are so strong that they overwhelm the fitting in that particular range of $T_{\text{eff}}$.

Because the agreement of current 1D and 3D spectroscopic parameters with Gaia is reasonable and the non-ideal and line broadening corrections are partially degenerate, we argue that the commonly used value of $r_B = 0.5$ is still an optimal choice. However, a more physical treatment of non-ideal effects will be needed before we can verify the accuracy of 3D corrections in this regime.

### 4.3 Comparison between He- and H-atmosphere white dwarfs

A comparison of the atmospheric parameter distributions for both DA and DB/DBA white dwarfs can help to understand systematic trends. Line broadening physics is dramatically different between the two spectral types, i.e. in warmer DA white dwarfs hydrogen is broadened by the linear Stark effect, while helium is subject to the quadratic Stark effect and van der Waals broadening. As a consequence, if there were any issues caused by microphysics we expect systematic trends to be different between spectroscopic parameters of DA and DB stars. In contrast Gaia photometric parameters have a much weaker dependence on atmospheric composition above 12 000 K (Bergeron et al. 2019) and the median masses of DA and DB stars are found to be the same to within a few per cent (Tremblay et al. 2019).

In Fig. 14 we compare the $T_{\text{eff}}$ derived from spectroscopic and Gaia photometric observations of several different samples of DA and DB/DBA white dwarfs. In the plot we show the binned median of the fractional difference of each sample in bins of 2000 K for $12 000 \leq T_{\text{eff}} \leq 20 000$ K, and bins of 5 000 K for $T_{\text{eff}} > 20 000$ K. We rely on the same DB/DBA sample of Genest-Beaulieu & Bergeron (2019b) as discussed previously, using our 3D corrections and also the Unsöld (1955) prescription of van der Waals broadening (with original atmospheric parameters corrected according to Section 4.1). We also use the DB/DBA sample of Rolland et al. (2018) where we have applied our new 3D DB/DBA corrections. The sample of Rolland et al. (2018) is already using the Unsöld (1955) prescription of van der Waals broadening. Our DA white dwarf samples are drawn from Gianninas et al. (2011) and SDSS (Tremblay et al. 2019). For SDSS sample we imposed the restriction to spectroscopic S/N $> 20$, the same as for the DB and DBA samples. In both cases we have applied 3D DA corrections (Tremblay et al. 2013b). These DA samples are effectively the same as the 3D spectroscopic samples.
Figure 10. Similar to Fig. 9 but for spectroscopically- and photometrically-determined values of log g.

described in Tremblay et al. (2019). All spectroscopic samples have been cross matched with the Gaia white dwarf catalogue of Gentile Fusillo et al. (2019a,b) to obtain photometric atmospheric parameters based on dereddened photometry.

The different samples show similar offsets between photometric and spectroscopic $T_{\text{eff}}$. The offset is not obviously caused by calibration issues of SDSS spectra (Kleinman et al. 2004; Tremblay et al. 2019), since the samples of Gianninas et al. (2011) and Rolland et al. (2018) do not use SDSS data. An issue with the approximate treatment of dereddening in Gentile Fusillo et al. (2019a) is unlikely because there is no obvious correlation between the observed offset and distance (Tremblay et al. 2019), e.g. the offset is similar even for bright DA white dwarfs within 40 pc (Tremblay et al. 2020a) for which reddening is expected to be negligible. It cannot be due to 3D spectroscopic effects, as 1D DB/DBA models predict a similar offset (see Fig. 9) and 3D effects for DA white dwarfs are essentially negligible above a temperature of 13 000 K. It is unlikely to be caused by microphysics issues, such as van der Waals or Stark broadening, as the offset seems to be more or less constant over the entire $T_{\text{eff}}$ range and is very similar for DA and DB stars, whereas line opacities vary significantly as a function of $T_{\text{eff}}$ and spectral type. Therefore, they are unlikely to cause offsets of similar magnitude.

Therefore, this leaves the possibility that the offset is due to calibration issues with Gaia colours, which are the direct input in the determination of photometric $T_{\text{eff}}$ values, given that the sensitivity of surface gravity to colours is weak. Similar offsets have been observed in other studies of photometric Gaia data (Maíz Apellániz & Weiler 2018; Tremblay et al. 2019; Genest-Beaulieu & Bergeron 2019a; Tremblay et al. 2020a) but our work provides more robust constraints based on 3D spectroscopic parameters of both DA and DB white dwarfs. The calibration of Gaia astrometry (Lindegren et al. 2018) is not expected to have a significant role in the determination of surface temperatures. Finally, the larger scatter observed for DB/DBA samples above $T_{\text{eff}} \approx 20 000$ K could be explained by spectral fitting issues regarding the maximum strength of He i lines as discussed in this work. For DA white dwarfs spectral fitting is straightforward in this temperature range.

In Fig. 15 we show a comparison between the spectroscopically- and photometrically-derived log g values. The remnant high-log g issue for DB and DBA white dwarfs can be seen in the (corrected for 3D effects and van der Waals broadening according to Unsöld 1955) Rolland et al. (2018) and Genest-Beaulieu & Bergeron (2019b) samples below $T_{\text{eff}} \approx 15 000$ K. Similarly to the $T_{\text{eff}}$ comparison, the agreement between spectroscopically- and photometrically-derived log g is not perfect. When deriving the photometric atmospheric parameters, the temperature almost only depends on observed colours, while for a fixed temperature value and mass-radius relation, the surface gravity only depends on mean absolute flux. Therefore, it means that if an offset is observed in $T_{\text{eff}}$ and is caused by Gaia colour calibration, then an offset similar in shape is likely to be seen in log g values, as the radius must compensate for the offset in temperature to match absolute fluxes. However, the diagnostic potential is
complicated by the fact that spectroscopic $T_{\text{eff}}$ and $\log g$ values have different sensitivities and possibly different systematics with respect to the line profiles. For DA white dwarfs in Fig. 15 we find that photometric $\log g$ values are systematically lower. This results in larger corrections in the $T_{\text{eff}}$ range where the high-$\log g$ problem was historically reported for these types of white dwarfs. When applying our 3D corrections to the spectroscopic sample of Genest-Beaulieu & Bergeron (2019b) we find a similar agreement between 1D and 3D spectroscopic parameters when compared with Gaia data. We nevertheless recommend using 3D parameters as a standard starting point because of the superior input physics. We provide 3D correction functions that are differential and can be applied to 1D atmospheric parameters from any study and with any input model atmospheres. We provide an example Python code for application of the correction functions.

The currently employed Deridder & van Renspergen (1976) theory of van der Waals broadening has been specifically adapted to produce a smooth distribution of 1D atmospheric parameters for $T_{\text{eff}} \leq 16,000$ K, albeit this has not been updated for the most recent constraints from Gaia DR2. Nevertheless, it is not surprising that 3D corrections do not lead to a better agreement with Gaia photometry and astrometry in this regime. When applying 3D corrections to spectroscopically derived values relying on the Unsöld (1955) theory of van der Waals broadening, we find that 3D results are in better agreement with Gaia. However, we stress that the treatment of non-ideal effects due to neutral helium atoms also plays a significant role in this

5 CONCLUSIONS

Using 282 3D atmospheric models of DB and DBA white dwarfs, we have determined the corrections for the spectroscopically-derived atmospheric parameters of $\log (\text{H}/\text{He})$, $\log g$ and $T_{\text{eff}}$. These corrections are due to a more physical treatment of convection in 3D models when compared with their 1D counterparts. We find significant $\log g$ corrections in the $T_{\text{eff}}$ range where the high-$\log g$ problem was historically reported for these types of white dwarfs. When applying our 3D corrections to the spectroscopic sample of Genest-Beaulieu & Bergeron (2019b) we find a similar agreement between 1D and 3D spectroscopic parameters when compared with Gaia data. We nevertheless recommend using 3D parameters as a standard starting point because of the superior input physics. We provide 3D correction functions that are differential and can be applied to 1D atmospheric parameters from any study and with any input model atmospheres. We provide an example Python code for application of the correction functions.
Figure 12. A comparison between the spectroscopically and photometrically-derived log g values corrected for van der Waals broadening only (top plot) and corrected both for van der Waals broadening and 3D effects (bottom plot). Solid orange circles represent the difference in log g with errors shown in light grey. The running median in bins of 1000 K is shown in dashed green, with the 95% confidence limit being represented by the green colour blocked area. For reference, the dotted black line illustrates a one-to-one agreement.

By comparing spectroscopic and photometric atmospheric parameters of various samples of DA, DB and DBA white dwarfs, we have been able to identify a prominent offset in $T_{\text{eff}}$ and a possible smaller offset in log g. By ruling out a number of possibilities that could be responsible for such an offset, we conclude that it is most likely caused by the Gaia colour calibration. A similar offset has been reported in other studies. In general, it seems that the offsets are remarkably similar for both DA and DB/DBA white dwarfs. Thus, the atmospheric models of DB and DBA white dwarfs can be considered to be of similar precision and accuracy to that of DA models. Additionally, the same test can be employed in the future to assess the colour calibration of Gaia DR3.
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6 DATA AVAILABILITY

The observational data used this article are published in Gianninas et al. (2011); Rolland et al. (2018); Gentile Fusillo et al. (2019a,b); Tremblay et al. (2019); Genest-Beaulieu & Bergeron (2019a) and Genest-Beaulieu & Bergeron (2019b). Simulation data underlying this article will be shared on reasonable request to the corresponding author. The final 3D correction functions derived in this work are available in the article and in its online supplementary material.
Figure 13. The corrections in log $g$ and $T_{\text{eff}}$ arising from varying the value of the multiplying factor to the Bohr radius, $r_B$, in the Hummer & Mihalas (1988) non-ideal gas theory with respect to the standard value of 0.5. In solid orange, dotted green and dashed red we show the corrections for $r_B = 1.0$, 0.75 and 0.25, respectively. The log (H/He) value is indicated on each panel.
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Figure 14. A comparison between the $T_{\text{eff}}$ derived using spectroscopic and Gaia photometric observations for samples of DA and DB/DBA white dwarfs. The median fractional difference of each sample was plotted in bins of 2000 K for $T_{\text{eff}} \leq 20000$ K and of 5000 K above that temperature. The difference in $T_{\text{eff}}$ for the SDSS DA sample of Tremblay et al. (2019), with spectroscopic S/N > 20 and 3D corrections, is shown in dashed orange. The dashed green curve corresponds to the DA sample of Gianninas et al. (2011) with 3D corrections (see Tremblay et al. 2019 for the comparison with Gaia). In dashed red and dashed blue the difference is shown for the SDSS DB/DBA sample of Genest-Beaulieu & Bergeron (2019b) and the DB/DBA sample of Rolland et al. (2018), respectively, both corrected for 3D effects presented in this work. The Genest-Beaulieu & Bergeron (2019b) sample is also corrected for Unsöld (1955) van der Waals broadening (using corrections from Section 4.1), while Rolland et al. (2018) is already using this type of line broadening. The coloured areas represent the corresponding 95% confidence limit on the medians calculated using bootstrapping. The dashed black line indicates a perfect agreement between spectroscopy and photometry.
Figure 15. Same as Fig. 14 but for a comparison between the \( \log g \) derived using spectroscopic and \textit{Gaia} photometric observations for samples of DA and DB/DBA white dwarfs.
APPENDIX A: PYTHON 3D CORRECTION CODE

The following Python code can be used to determine the 3D corrections for given 1D \( \log (\text{H}/\text{He}) \), \( \log g \) and \( T_{\text{eff}} \) values. Brief description of how to use the code is also provided. The 3D corrections should only be applied to spectroscopically-determined 1D atmospheric parameters in the ranges \( 7.5 \leq \log g \leq 9.1 \) dex, \( 11900 \leq T_{\text{eff}} \leq 33900 \) K and \( -10.0 \leq \log (\text{H}/\text{He}) \leq -2.0 \) dex.
import numpy as np

""" Correction functions:
corr_g → log(g) correction function
corr_t → Teff correction function """

def corr_g(x, u1, v1, w1):
    if u1 < 7.5 or u1 > 9.1 or v1 < 11900.0 or v1 > 33900 or w1 > -2.0:
        a = 0.*u1
    elif w1 < -10.0:
        w1 = -10.0
    else:
        u = (u1 - 7.0)/7.0
        v = (v1 - 10000.0)/10000.0
        w = w1/(-10.)
        x = [1.032668078e-03, -4.05683312e-02, 2.22405930e-01, 6.51289937e+00,
             -3.7362038e+00, 1.55250184e+00, -2.38491665e+00, 8.54314405e-01,
             3.55666663e+00, -3.50421472e+00, -1.75128098e-02]
        a = (x[0] + x[1]*np.exp(x[2]+x[3]*u+x[4]*v+(x[5]+x[6]*np.exp(x[7]+x[8]*u+x[9]*v+x[10]*w))*w))
        return a

def corr_t(x, u1, v1, w1):
    if u1 < 7.5 or u1 > 9.1 or v1 < 11900.0 or v1 > 33900 or w1 > -2.0 or w1 < -10.0:
        a = 0.*u1
    elif w1 < -10.0:
        w1 = -10.0
    else:
        u = (u1 - 7.0)/7.0
        v = (v1 - 10000.0)/10000.0
        w = w1/(-10.)
        x = [-1.72633108e-03, 2.01885776e-02, -6.12179013e-01, -3.94213896e+00,
             3.00297254e+00, 1.97486482e-01, -3.98391235e+00, 5.17142871e-01,
             -7.52378709e+00, 3.78652321e+00, -4.76872681e+01, -3.88959969e-04,
             -2.19507125e+00, -6.95556318e+00, 1.41727246e+00, 4.76742530e+01]
        a = (x[0] + x[1]*np.exp((x[2]+(x[6] + x[11]*np.exp(x[12]+x[13]*u+x[14]*v+
            +x[15]*w))*np.exp(x[7]+x[8]*u+x[9]*v+x[10]*w))+x[3]*u+x[4]*v+x[5]*w))
        return a

""" How to use:
For example, you want to find 3D log(g) correction for a 1D spectroscopically-determined values of
log(H/He) = -2.3, log(g) = 8.45, Teff = 23890 K. Can also use lists of Teff, logg, logH/He. """

correction_in_logg = corr_g(8.45, 23890, -2.3)

""" This will give the correction in log(g) which must be ADDED to 1D log(g) value in
order to correct for 3D effects.
Same procedure can be repeated for 3D Teff and log(H/He) corrections."""

correction_in_teff = corr_t(8.45, 23890, -2.3)

corrected_logg = 8.45 + 7.*correction_in_logg
corrected_teff = 23890 + 10000.*correction_in_teff