Relations between allometric scalings and fluctuations in complex systems: The case of Japanese firms
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To elucidate allometric scaling in complex systems, we investigated the underlying scaling relationships between typical three-scale indicators for approximately 500,000 Japanese firms; namely, annual sales, number of employees, and number of business partners. First, new scaling relations including the distributions of fluctuations were discovered by systematically analyzing conditional statistics. Second, we introduced simple probabilistic models that reproduce all these scaling relations, and we derived relations between scaling exponents and the magnitude of fluctuations.

PACS numbers: 89.75.Da, 89.75.Fb, 89.65.Gh

1. INTRODUCTION

In physiology and anatomy, “allometric scalings” are empirical power laws among percentiles related to size. For example, the brain mass of mammals scales as the corresponding body mass to the power about 0.7 [1]. One of the most famous laws in this field is that between body mass and metabolic rate (i.e., the speed of metabolism), which has the scaling exponent 2/3 [2]. From the viewpoint of statistical physics, this nontrivial scaling relation is explained by the geometric structure of vessel networks and an assumption regarding minimum energy consumption [2].

Recently, allometric scalings have been observed in the real world in various complex systems other than biological systems, and there are many attractive societal applications; for example, economic indices as a function of urban population [3, 4], energy consumptions vs urban population [5], surface area of roads vs that of cities [6], or economic indices vs national populations [7].

Fluctuations associated with these scalings in complex systems have also been studied. In these studies, the distribution of growth rates is one of the main topics, which we can roughly categorize into three families:

1. Flow variables; such as annual sales, profit, incomes, or tax payments.
2. Stock variables; such as the number of employees, number of branches, or number of factories.
3. Business relations; such as the number of business partners or number of affiliated firms.

Quite interestingly, one body of statistics based on these quantities is generally approximated by a power law distribution that is typically independent of country and observation year; namely, the universal Zipf law for annual sales or profits [11, 12, 19]. There have been many attempts, typically based on mathematical toy models based on stochastic scale-free dynamics, to clarify why such a power law should hold for a one-body distribution [20].

A few pioneering works exists on allometric scaling of business firms. For example, Fujiwara et.al. reported that employee numbers and incomes scale with the corresponding universal conditional distribution for Japanese business firms (up to intermediate size) [21]. Watanabe et.al have also analyzed these financial scalings by using the production function [22] and Saito et.al have showed a scaling relationship between numbers of business partners and annual sales [23].

In this study we analyze two- and three-body statistics of typical business variables from the three data categories of annual sales, number of employees, and number...
of business partners. In particular, we focus on the relation between the scalings among the three quantities and the fluctuations associated with them. By analyzing data from about 500,000 Japanese firms, we find in Sec. 2 that some pairs of these quantities follow power laws. In addition, we show that the distribution functions for different parameters converge to a unique scaling function through these scaling relations of conditional medians. In the same section, we also find, for three-body relations, scalings of the conditional median of sales and employees as a function of the other two variables. In Sec. 3, we introduce simple stochastic models that reproduce the all empirical scalings and discuss the relations between these scalings and fluctuations. Finally, we conclude with a discussion in Sec. 4.

2. DATA ANALYSIS

The data set was provided by the governmental research institute RIETI (Research Institute of Economy, Trade and Industry) and was based on data collected by Tokyo Shoko Research, Ltd. (TSR) for 2005. It contains approximately one million firms covering practically all active firms in Japan. For each firm, the data set contains various flow variables, stock variables, and a list of business partners categorized into suppliers and customers [24]. From this list, we count the total number of business partners, by superposing all business interactions. We focus on the three basic scale indicators of firms from the three categories: sales $s$, number of employees $l$, and number of business partners, which we call the degree $k$. We neglect those firms for which the three data are not available, thus that the number of firms we analyze is 529,291.

2.1. Correlations between two variables

In general, all information regarding three-body statistics for stochastic variables $\{X, Y, Z\}$ is contained in the three-body probability density function (PDF), $P(X, Y, Z)$. To clarify the structure of this function, using the definition of the conditional probability, we decompose it into the three density functions as $P(X, Y, Z) = P(X|Y, Z)P(Y|Z)P(Z)$, where we denotes the conditional probability density of $Y$ for given value of $Z$ by $P(Y|Z)$, and where $P(X|Y, Z)$ is the conditional probability density of $X$ for simultaneously given values of $Y$ and $Z$. We pay attention to the properties of these conditional probability densities. Firstly, we are going to observe the probability densities conditioned by one variable, $P(Y|Z)$, and then the probability densities conditioned by two variables $P(X|Y, Z)$. We begin by analyzing the two-body relations between the number of employees $l$ and degree $k$. Fig. 2(a) shows the log-log plot of the number of employees as a function of degree $k$. We find that all such plots have similar forms for the 5th, 25th, 50th (equivalent to the median), 75th, and 95th percentiles of the number of employees $l$ for a given degree $k$. In Fig. 2(b), we shift these plots along the vertical axis so that they all lie on the median plot at $k = 100$. All these conditional percentile curves essentially coincide with each other. In particular, for $k \geq 30$, this relation can be described by the following scaling relation:

$$<l|k>_q = B^{(l|k)}_q \cdot k^{\gamma_l(k)} \quad (q = 0.05, 0.25, 0.5, 0.75, 0.95),$$

(1)

where $\gamma_l(k) = 1.0$, $<l|k>_q$ is the 100$q$ conditional percentile of $l$ given $k$ and $B^{(l|k)}_q$ is a proportional constant for percentile $100q$. The values of $B^{(l|k)}_q$ are estimated to be 0.3 for the 5th percentile, 0.7 for the 25th percentile, 1.6 for the 50th percentile, 4.0 for the 75th percentile and 12 for the 95th percentile. $B^{(l|k)}_q$ can be interpreted as the number of employees per business partner. We find the typical value at the median is 1.6. According to these percentile scaling relations, the PDF of $l$ for a given value of $k$, $P(l|k)$, is

$$P(l|k) = \frac{1}{f_1(k)} \cdot \Psi_1(\frac{l}{f_1(k)}),$$

(2)

where $f_1(k) = <l|k>_0.5$ is the scaling function and $\Psi_1(\cdot)$ is the PDF of the normalized quantity, $l_1 \equiv l/f_1(k)$, which does not depend on $k$. Noted that, because the lower limit of the number of employees is 1, the PDF has a cut off for small $k$. In Fig. 2(c), we plot the conditional PDF $P(l|k)$ for several values of $k$, which shifts right with increasing degree $k$. In Fig. 2(d), we see that plot of $\Psi_1(l_k)$ actually does not depend on the value of $k$.

We apply a parallel analysis for relations between sales $s$ and the degree $k$. Thus, Figs. 2(a) and (b), we can confirm that, for all range of $k$, all of these conditional percentile curves essentially coincide with each other after shifting them along the vertical axis. For $k$ ranging from 30 to 1000, the following nontrivial scaling relation holds for the conditional percentile values $<s|k>_q$.

$$<s|k>_q = B^{(s|k)}_q \cdot k^{\gamma_s(k)} \quad (q = 0.05, 0.25, 0.5, 0.75, 0.95),$$

(3)

where $\gamma_s(k) = 1.3$, $B^{(s|k)}_{0.05} = 3.8 \times 10^6$ (yen), $B^{(s|k)}_{0.25} = 14 \times 10^6$ (yen), $B^{(s|k)}_{0.5} = 32 \times 10^6$ (yen), $B^{(s|k)}_{0.75} = 60 \times 10^6$ (yen) and $B^{(s|k)}_{0.95} = 190 \times 10^6$ (yen). Note that this scaling exponent value, $\gamma_s(k) = 1.3$, differs significantly from that for the employees, $\gamma_l(k) = 1.0$. This result implies that the mean of “sales per degree” increases with increasing number of business partners. The conditional PDFs of sales for different $k$, $P(s|k)$ are plotted in Fig. 2(c). This function is expected to be expressed by a scaling function as

$$P(s|k) = \frac{1}{f_2(k)} \cdot \Psi_2(\frac{s}{f_2(k)})$$

(4)

where $f_2(k) = <s|k>_0.5$ is the scaling between $s$ and $k$ at the median point. The PDF of sales normalized by
(d) Conditional PDF of the normalized number of employees $\bar{l}_k = l/ < l|k >_{0.5}$ given degree $k$. The data shown are 5th percentile (black triangles), 25th percentile (red plus signs), 50th percentile (green nablas), and 95th percentile (purple crosses). (b) Corresponding percentiles obtained by shifting plots in panel (a), along the vertical axis so that they overlap with the median plots at $k = 100$. The black dashed-dotted line shows the slope of $k^{1.0}$. (c) Conditional PDF of number of employees $l$ for given degree $k$, $P(l|k)$, where the conditional parameter $k$ was evenly divided in logarithmic space into eight boxes. (d) Conditional PDF of the normalized number of employees $\bar{l}_k = l/ < l|k >_{0.5}$ given degree $k$.

FIG. 1: Scaling relations for number of employees conditioned by degrees. (a) Conditional percentile of the number of employees $l$ given degree $k$. The data shown are 5th percentile (black triangles), 25th percentile (red plus signs), 50th percentile (green nablas), 75th percentile (blue squares), and 95th percentile (purple crosses). (b) Corresponding percentiles obtained by shifting plots in panel (a), along the vertical axis so that they overlap with the median plots at $k = 100$. The black dashed-dotted line shows the slope of $k^{1.0}$. (c) Conditional PDF of number of employees $l$ for given degree $k$, $P(l|k)$, where the conditional parameter $k$ was evenly divided in logarithmic space into eight boxes. (d) Conditional PDF of the normalized number of employees $\bar{l}_k = l/ < l|k >_{0.5}$ given degree $k$.

FIG. 2: Scaling relations of sales conditioned by degrees. (a) Conditional percentile of sales $s$ given degree $k$. The data for the 5th percentile (black triangles), 25th percentile (red plus signs), 50th percentile (green nablas), 75th percentile (blue squares), and 95th percentile (purple crosses). (b) Corresponding percentiles obtained by shifting plots in panel (a), along the vertical axis so that they overlap with the median plot at $k = 100$. The black dashed-dotted line shows a slope of $k^{1.3}$. (c) Conditional PDF of sales $s$ for given degree $k$, $P(s|k)$, where the conditional parameter $k$ was evenly divided into eight boxes in logarithmic space. (d) Conditional PDF of normalized sales $\bar{s}_k = s/ < s|k >_{0.5}$ given degree $k$. 
using this scaling, \( s_k \equiv s/f_2(k) \), \( \Psi_2(\cdot) \) is plotted in Fig. 2(d), and we confirm that \( \Psi_2 \) is independent of degree \( k \).

Finally, we investigate the relation between sales and number of employees by a parallel analysis just like that of the other pairs. As shown in Figs. 3(a) and 3(b), we obtain the following scaling relation between sales and number of employees:

\[
< s|l >_q = B_q^{(s|l)} \cdot l^{\gamma|l} \quad (q = 0.05, 0.25, 0.5, 0.75, 0.95),
\]

where \( < s|l >_q \) denotes the percentile 100\( q \) of sales given by employee numbers \( l \), \( \gamma_{s|l} = 1.3 \), \( B_{0.05}^{(s|l)} = 5.5 \cdot 10^5 \) (yen), \( B_{0.25}^{(s|l)} = 22 \cdot 10^5 \) (yen), \( B_{0.5}^{(s|l)} = 47 \cdot 10^5 \) (yen), \( B_{0.75}^{(s|l)} = 80 \cdot 10^5 \) (yen) and \( B_{0.95}^{(s|l)} = 19 \cdot 10^6 \) (yen). The conditional PDF of sales, \( P(s|l) \), is plotted in Fig. 3(c) and the corresponding PDF of the normalized variable, \( \Psi_3(s/f_3(l)) \), is plotted in Fig. 3(d). The normalized variable \( \Psi_3(s/f_3(l)) \) is defined by,

\[
P(s|l) = \frac{1}{f_3(l)} \cdot \Psi_3(s/f_3(l)),
\]

where \( f_3(l) = < s|l >_{0.5} \). The results shown in Fig. 3(d) demonstrate that all conditional PDFs collapse into a single function as expected. This scaling relation agrees with Eqs 3 and Eqs 4.

Integrating over the conditioned variables we have the PDF of a single body variable from the conditioned PDF. For each variable, \( k \), \( l \) and \( s \), the PDF is plotted in Fig. 4 (black solid lines) on a loglog scale. We have the following power laws:

\[
P(k) \propto k^{-\zeta_k - 1}; \quad P(l) \propto l^{-\zeta_l - 1}; \quad P(s) \propto s^{-\zeta_s - 1},
\]

where \( \zeta_k = 1.3 \), \( \zeta_l = 1.3 \) and \( \zeta_s = 1.0 \). These exponents are directly related to the scaling exponents, as shown below.

Assuming that \( X \) obeys the following power-law distribution with the PDF:

\[
p_X(X) \propto X^{-\zeta_X - 1}
\]

and also assuming that \( X \) and \( Y \) satisfy the allometric scaling relation

\[
Y \propto X^{\gamma_{Y|X}},
\]

where \( \gamma_{Y|X} \) is the scaling exponent, then by a simple variable transformation, the PDF of \( Y \) is given as

\[
p_Y(Y) \propto p_X(X) \cdot \left| \frac{dX}{dY} \right| \propto Y^{-\zeta_X/\gamma_{Y|X} - 1}.
\]

Thus, we get the following relation between the power law indices:

\[
\gamma_{Y|X} = \zeta_X/\zeta_Y.
\]

This relation is confirmed in our data analysis, \( \gamma_{l|k} = \zeta_k/\zeta_l = 1.0 \), \( \gamma_{s|k} = \zeta_k/\zeta_s = 1.3 \) and \( \gamma_{l|s} = \zeta_l/\zeta_s = 1.3 \).

FIG. 3: Scaling relations of sales conditioned by number of employees. (a) Conditional percentile of sales \( s \) for a given number of employees \( l \). The data shown are 5th percentile (black triangles), 25th percentile (red pluses signs), 50th percentile (green nablas), 75th percentile (blue squares), and 95th percentile (purple crosses). (b) Corresponding percentiles obtained by shifting these plots so that they along the vertical axis to overlap with the median curve at \( l = 100 \). The black dashed-dotted line has a slope of \( l^{1.3} \). (c) Conditional PDF of sales \( s \) for a given number of employees \( l \), \( P(s|l) \), where the conditional parameter \( l \) is evenly divided in the logarithmic space into eight boxes. (d) Conditional PDF of normalized sales \( s_t = s/s|l >_{0.5} \) for a given number of employees \( l \).
2.2. Correlations among three variables

In this subsection, we investigate the dependence of a given variable on the others. Here we plot only the median values of $X$ to characterize of the conditional probability density $P(X|Y, Z)$ because the number of observable samples is not sufficiently large by conditioning two variables $Y$ and $Z$. Although the mean value is another candidate for characterizing the probability density, the median value is much more robust than the mean value for outliers, thus we use the median value because the data we are analyzing include outliers.

Fig. 5 shows contour plots of $< s|k, l >_{0.5}$, $< l|k, s >_{0.5}$, and $< k|l, s >_{0.5}$, where $X|Y, Z >_{0.5}$ is
FIG. 6: (a) Dependence of $< s|k,l >_{0.5}$ on sales $k$ regarding $l$ as fixing parameter for $1 \leq l < 2$ (black triangles), $10 \leq l < 20$ (red pluses signs), $100 \leq l < 200$ (green nablas) and $1000 \leq l < 2000$ (blue diamonds). All supporting lines are proportional to $\propto k^{0.4}$.

(b) Dependence of $< s|k,l >_{0.5}$ on sales $l$ regarding $k$ as fixing parameter for $1 \leq k < 2$ (black triangles), $10 \leq k < 20$ (red pluses signs), $100 \leq k < 200$ (green nablas) and $1000 \leq k < 2000$ (blue diamonds). All supporting lines are proportional to $\propto l^{0.9}$.

(c) Dependence of $< l|k,s >_{0.5}$ on the employee $k$ regarding $s$ as fixing parameter for $1 \cdot 10^3 \leq s < 2 \cdot 10^4$ (1000 yen) (black triangles), $1 \cdot 10^7 \leq s < 2 \cdot 10^7$ (1000 yen) (red pluses signs), $1 \cdot 10^9 \leq s < 2 \cdot 10^9$ (1000 yen) (blue diamonds). All supporting lines are proportional to $\propto k^{0.1}$.

(d) Dependence of $< l|k,s >_{0.5}$ on the employee $s$ regarding $k$ as fixing parameter for $1 \leq k < 2$ (black triangles), $10 \leq k < 20$ (red pluses signs), $100 \leq k < 200$ (green nablas) and $1000 \leq k < 2000$ (blue diamonds). All supporting lines are proportional to $\propto s^{0.7}$.

From Fig. 6(b) we see that $< s|k,l >_{0.5}$ depends on the degree $l$ when we regard $k$ as a fixed parameter. We find that $< s|k,l >_{0.5}$ is proportional to $l^{0.9}$. Combining these two results, we have the following scaling law:

$$< s|k,l >_{0.5} \propto k^{\gamma_{s|k,l}^{(k)}} \cdot l^{\gamma_{s|k,l}^{(l)}}.$$  \hspace{1cm} (12)

where $\gamma_{s|k,l}^{(k)} = 0.4$ and $\gamma_{s|k,l}^{(l)} = 0.9$.

Fig. 6(c) shows how $< l|k,s >_{0.5}$ depends on the degree $k$ when we regard $s$ as a fixed parameter. From this figure, we can see that $< l|k,s >_{0.5}$ is proportional to $k^{0.1}$. Similarly, from Fig. 6(d), we find that $< l|k,s >_{0.5}$ is proportional to $s^{0.7}$. Thus, we have the following scal-
ing law:

$$<l|k,s>_{0.5} \propto k^{-\gamma_{|k,s|}(k)} \cdot s^{-\gamma_{|k,s|}(s)},$$

(13)

where $\gamma_{|k,s|}(k) = 0.1$ and $\gamma_{|k,s|}(s) = 0.7$. Note that the non-trivial scaling relations, Eqs. 12 and 13, can be derived by carefully analyzing the conditional statistics of three variables.

3. THE MODELS

To clarify any mutual relation between the above-mentioned empirical scalings, we now introduce simple models. First, note that the empirical relations, Eqs. 12 and 13, can be derived by carefully analyzing the conditional statistics of three variables.

First, let us introduce the model in which we choose shuffled actual degrees $k_i$ ($i = 1, 2, \cdots, N$), and $B$ and $A$ are similarly chosen randomly from shuffled actual data,

$$l_{i/k_i} (i = 1, 2, \cdots, N), s_{i/(k_i^3 \cdot l_i^\alpha}) (i = 1, 2, \cdots, N)$$

respectively. Figs. 4(a), (b), and (c), show the comparisons between simulation results and actual results with respect to $<l|k,s>_{0.5}$, $<l|k,s>_{0.5}$, and $<l|k,s>_{0.5}$. The results shown in these figures confirm that the model shown by black solid lines almost reproduces contours of the actual data, which are shown by red dashed lines. In addition, we also confirm that the model reproduces the conditional probabilities between two variables, $P(l|k)$, $P(s|k)$, and $P(l|s)$, which are shown by the red dashed line in Fig. 5 and the marginal distributions $P(k)$, $P(l)$, and $P(s)$ shown by the red dashed line in Fig. 4. In all cases the distributions are nicely reproduced by this shuffled model.

The differences between this model and actual phenomena as follows: (i)The correlation between $B$ and $k$ is removed. (ii)The correlation between $A$ and $l^\alpha k^\beta$ is removed. (iii)With respect to Eqs. 14 and 15, there are non-power-law regions for small values for the case of actual observations. However, we approximate the single power laws for all regions of the model for simplification. (iv)Discrete quantities for actual data are approximated by continuous quantities.

In addition, in general, this model is not only the one that can reproduce empirical scaling relations, for example, we can change the order of the variables. By checking all combinations we find that this model with the given order of construction produces most accurate results upon comparing with the real data in our framework. This simple reconstruction model is based on the definition of conditional probability for three-body stochastic variables and uses the empirically derived scaling relations for the conditional probability densities.

3.2. Lognormal distribution model

Next, we investigate how the scaling exponents depend on the magnitude fluctuations. HereCthe analytical calculation is done by approximating the dis-
FIG. 7: (a) Conditional median of sales \( s \) for given degree \( k \) and number of employees \( l \), \( s|k, l > 0.5 \), for shuffled model. The black lines are the contour lines for a given \( s \) (the numbers on the lines denote the digits of annual sales in multiples of 1000 yen; for example, “5” in the figure means 10^5 yen). The red dashed line provides the corresponding contours for actual data (we plot the other cases in a similar manner). (b) Conditional median of the number of employees \( l \) for given degree \( k \) and sales \( s \), \( l|k, s > 0.5 \), for shuffled model. The contour lines of \( l \) are plotted in a similarly manner as for panel (a) (the numbers on the lines show the digits; for example, “3” in the figure means \( l = 10^3 \)). (c) Conditional median of degree \( k \) given by number of employees \( l \) and sales \( s \), \( k|l, s > 0.5 \), for shuffled model. (d)-(f) Panels corresponding to panels (a)-(c), respectively, for lognormal distribution model.
P(k degree dashed lines) and lognormal distribution model (green dash-dotted lines). (a) Conditional PDF of employee

\[ l \leq 100 \] for conditional PDFs of sales

model, the PDF is given by Eq. (B2). (b) Corresponding plots

FIG. 8: Comparison of conditional PDFs, \( P(l|k) \), \( P(s|k) \), and \( P(s|l) \) for actual data (black solid lines), shuffle model (red dashed lines) and lognormal distribution model (green dashed-dotted lines). (a) Conditional PDF of employee

\[ l \leq 100 \] interval 100 \( \leq \) for conditional PDFs of sales

for given

\[ s \]

sufficient number of samples: \( k = 14 \cdot 10 \approx \sqrt{100 \cdot 200} \) for the interval 100 \( \leq k < 200 \) and \( k = 14 \cdot 10^2 \approx \sqrt{1000 \cdot 2000} \) for the interval 1000 \( \leq k < 2000 \). For the lognormal distribution model, the PDF is given by Eq. (16). (b) Corresponding plots for conditional PDFs of sales \( s \) for given \( k \), \( P(s|k) \). For the lognormal distribution model, the PDF is given by Eq. (18).

(c) Conditional PDFs of sales \( s \) for given \( l \), \( P(s|l) \), for \( l = 3 \) (thin lines), \( l = 14 \cdot 10 \) (medium lines) and \( l = 14 \cdot 10^2 \) (thick lines). For actual data and the shuffle model, we apply the following conditions: \( l = 14 \cdot 10 \approx \sqrt{100 \cdot 200} \) for the interval 100 \( \leq l < 200 \) and \( l = 14 \cdot 10^2 \approx \sqrt{1000 \cdot 2000} \) for the interval 1000 \( \leq l < 2000 \). For the lognormal distribution model, the PDF is given by Eq. (18).

FIG. 9: (a) PDF of coefficient. \( A \) given by Eq. (16) for actual data (black solid line: by definition the shuffle model gives the same PDF), and for the lognormal distribution model (red dashed line). (b) PDF of \( B \) given by Eq. (15) for actual data (black solid line: by definition the shuffle model gives the same PDF) and for the lognormal distribution model (red dashed line). For both cases, the central parts of the real distributions are approximated by the lognormal distribution model.

Distributions of \( A \) and \( B \) by log-normal distributions \( \phi'(A; \mu_A, \sigma_A) \), \( \phi'(B; \mu_B, \sigma_B) \) and \( K \) by the Pareto distribution \( q(K; \lambda, k_m) \), where

\[
\phi'(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma x}} \exp\left(-\frac{(\ln(x) - \mu)^2}{2\sigma^2}\right) \quad (0 < x < \infty)
\]

(17)

\[
q(x; \lambda, x_m) = \frac{\lambda x_m^\lambda}{x^{\lambda+1}} \quad (x_m \leq x < \infty).
\]

(18)

The real data is approximated at best with the set of parameters; \( \mu_A = 9.7, \sigma_A = 0.88, \mu_B = 0.72 \) and \( \sigma_B = 1.2, \lambda = 1.3 \) and \( k_m = 3 \). In this study, we refer to the set of these values as the best parameter set. Here, \( \mu_A \) and \( \mu_B \) are estimated by the mean of the actual values \( A \) and \( B \), \( \sigma_A \) and \( \sigma_B \) are estimated by the standard deviation of the data. The quantities of \( \lambda \) and \( k_m \) are determined by the fitting of Eq. (18) to the real data shown in Fig. 9(a).
by the green-dash-dotted lines. From Fig. 3 we see that the central part of the actual distributions is reasonably approximated by these lognormal distributions for $A$ and $B$. However, significant disagreement occurs for the tail parts. In addition, for $K$, the tail part of the empirical distribution (i.e., above $k_m$) is well approximated by the above-mentioned Pareto distribution, which is shown by the green dash-dotted lines in Fig. 4(a).

3.2.1. Correlations among three variables

Here, we discuss the relation between $< s|k,l > 0.5$, $< l|k,s > 0.5$ and $< k|l,s > 0.5$. If $A$ and $B$ follow a log-normal distributions and $K$ follows the Pareto distribution, we can calculate these values rigorously. The details of the derivation are given in Appendix A. In this section, we give only the results.

$$< s|k,l > 0.5 \text{ and } < l|k,s > 0.5 \text{ can be written as}$$

\begin{equation}
< s|k,l > 0.5 \propto l^{\alpha} \cdot k^3
\end{equation}

\begin{equation}
< l|k,s > 0.5 \propto k^{-\nu_{k+l}+1} \cdot s^{\kappa_l}
\end{equation}

where $\nu = \alpha + \beta$ and $\kappa_l = \frac{\alpha}{\alpha + \beta^2/2 \sigma_B^2}$. These equations agree well with the real data [see Figs. 4(d) and (e)]. Here, the scaling indices for the conditional scaling relations are given by the model's parameters as $\gamma_{s|k,l} = \beta$, $\gamma_{l|k,s} = \alpha$, $\gamma_{l|k,l} = \frac{\alpha + \beta}{\alpha + \beta^2/2 \sigma_B^2} + 1$ and $\gamma_{l|s} = \frac{\alpha}{\alpha + \beta^2/2 \sigma_B^2}$. For the best parameter set, $\gamma_{s|k,l} = 0.4$, $\gamma_{l|k,l} = 0.9$, $\gamma_{l|k,s} = 0.1$ and $\gamma_{l|s} = 0.7$, which agrees with the empirical scaling indices (see Table 1). Note that Eq. 20 implies that the scaling exponent of $< l|k,s > 0.5$ depends on the magnitude of the fluctuations of $A$ and $B$. For example, in the limit $\sigma_A^2 \rightarrow 0$, we have $< l|k,s > 0.5 \propto k^{-\beta/\alpha} \cdot s^{1/\alpha}$, which corresponds to the analytical solution of $s = A \cdot l^{\alpha} \cdot k^3$ given by Eq. 16, with respect to $l$ neglecting the fluctuation. Conversely, for $\sigma_A^2 \rightarrow 0$, $< l|k,s > 0.5 \propto k$, which corresponds to the solution of $l = B \cdot k$ given by Eq. 15.

From the rigorous formula of $< s|l,s > g$ given by Eq. (13) and in the case of best parameter setCwe can get the following scaling law for $z \rightarrow -\infty$:

\begin{equation}
< k|l,s > 0.5 \propto l^{-\nu_{k+l}+1} \cdot s^{\kappa_k}
\end{equation}

where $\kappa_k = \beta/(\beta^2/2 + \sigma_A^2/2 \sigma_B^2)$.

In the central region, the theoretical curves roughly agree with actual curves; however, they disagree near the extremities. Comparing Fig. 7(c) with Fig. 7(f), we see that the cause for disagreements around the edges of the contour lines comes from the deviation in the tail portion of the distributions of $A$ and $B$ (shown in Fig. 2).

3.2.2. Correlations between two variables

Here, we calculate the conditional distributions for two variables theoretically based on the log-normal model. The details of derivation are given in Appendix B.

From Eqs. (B3) and (B9), the conditional percentiles of $l$ given by $k$ and the conditional percentiles of $s$ given $k$ can be written as:

\begin{equation}
< l|k > q \propto k^\gamma \quad (0 \leq q \leq 1)
\end{equation}

\begin{equation}
< s|k > q \propto k^{\nu} \quad (0 \leq q \leq 1),
\end{equation}

which corresponds to the empirical equations Eq. 11 and equation Eq. 3 respectively. Thus, $\gamma_{l|k} = 1$ and $\gamma_{s|k} = \nu = \alpha + \beta = 1.3$ for the best parameter set. Similarly, from Eq. (B112), we have the conditional percentiles of $s$ given $l$,

\begin{equation}
< s|l > q \propto l^{\nu} \quad (l \rightarrow \infty; \quad \sigma_A^2/\sigma_B^2 > \alpha \beta)
\end{equation}

where $0 \leq q \leq 1$. This equation corresponds to the empirical equation Eq. 19, namely, $\gamma_{s|l} = \nu = \alpha + \beta = 1.3$.

We can also analytically calculate the conditional distributions, $P(l|k), P(s|k)$ and $P(l|k)$. From Fig. 8, we see that, except for the tail portions, the empirical curves plotted as black lines agree well with the green dash-dotted lines, which ensures the validity of Eqs. (B2), (B5) and (B10). Note that the discrepancies are again because of the deviations in the tail portions of the distributions of coefficients for $A$ and $B$.

3.2.3. Marginal distributions

Finally, we calculated the conditional distributions for the marginal distributions. The details of the derivation are given in Appendix C.

The marginal distribution of $K$ is given by the distribution of $K, q(K; \lambda, k_m)$. With $k$ is given by Eq. (14), we have the following power law distribution:

\begin{equation}
P(k) \propto k^{-\lambda-1} \quad (k_m \leq k < \infty).
\end{equation}

Thus, $\zeta_k = \lambda$, which takes 1.3 for the best parameter set. The asymptotic behavior of the marginal distributions of $l$ and $s$ are derived as:

\begin{equation}
P(l) \propto l^{-\lambda-1} \quad (l \rightarrow \infty).
\end{equation}

\begin{equation}
P(s) \propto s^{-\nu+1} \quad (s \rightarrow \infty).
\end{equation}

Thus, for the best parameter set, $\zeta_l = \lambda$, which takes 1.3, and $\zeta_s = \nu = \lambda/(\alpha + \beta)$ which takes 1.0. These equations correspond to the empirical PDF given by Eq. (7).

The green dash-dotted lines in Figs. 3(a)-(c) are the theoretical curves given by Eqs. (C1), (C3) and (C7). These figures show that the empirical distribution are closely fit by the theoretical curves.

Table 4 summarizes the scaling exponents mentioned in Sec. 2 derived from empirical observations and the corresponding theoretical exponents discussed in Sec. 3.2.
4. DISCUSSION AND CONCLUSION

In this study, we analyzed the scaling behavior of scale indicators for Japanese firms. In particular, we focused on three basic scale indicators: sales (flow value), number of employees (stock value), and number of business partners (business relation). First, by analyzing the financial data of about 500,000 Japanese firms, we established the following relations:

(i) The conditional percentiles scale with the exponent about 1.0 for number of employees based on degrees, with exponent about 1.3 for sales based on degrees, and with exponent about 1.3 for sales based on the number of employees;

(ii) Corresponding conditional distribution functions converge into a unique scaling function, through the scaling relations of the conditional medians, respectively;

(iii) New scaling relations appear between three variables, such as the scalings of conditional median of sales based on the numbers of business partners and employees.

Second, we introduced simple stochastic models that reproduce all empirical scaling relations consistently, and we derived the nontrivial relation between scalings indices and fluctuations. To provide a consistent explanation of these three-body scaling relations, we show that it is necessary to consider the effects of fluctuations in coefficients. In other words, scaling indices depend on the magnitude of the fluctuations. It is interesting that for two-body relations, which have been well cultivated, the fluctuations do not modulate the exponents. To clarify such an effect on the allometric scaling relations, a more in-depth study is required into situations involving more than three variables.

Regarding the scaling of the metabolic rate of mammals, the geometric structure of a vessel network has been shown to explain the allometric properties. Similarly, we can pose a basic question: namely, can we explain our empirical scaling relations from the network structure of the interfirm trading relation? In our recent study, we showed that the scaling of sales based on degree and with exponent 1.3 and the power law distribution of sales with the exponent 1 are explained by the transport of money through the interfirm trading network \[25\]. Moreover, this transport model explains the scaling of sales based on employees with exponent 1.3. However, in the present form, this transport model cannot reproduce all the scaling relations for the three variables. It is our task in the near future to pursue the network model, so that the key coefficients \(A\) and \(B\) in Eqs. \([4]–[10]\) can be estimated by the information of the network structure. We can also associate these properties with the interfirm trading network. A detailed survey of along these lines will be reported in a future presentation.
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Appendix A: Conditional medians, \(< s|k,l >0.5, l >0.5,\text{ and } <s|k,l >0.5>\)

Here, we calculate the median of \(s\) for given \(k\) and \(l\), \(< s|k,l >0.5>\). Taking the logarithm, Eqs. \([A1]–[A3]\) can transform into

\[k' = K'\]
\[l' = B' + k'\]
\[s' = A' + \alpha l' + \beta k'\]

where \(s' = \log(s), k' = \log(k), l' = \log(l), A' = \log(A), B' = \log(B)\) and \(K' = \log(K)\). Thus, the PDF of \(A'\) is \(\phi(A'; \mu_A, \sigma_A)\), the PDF of \(B'\) is \(\phi(B'; \mu_B, \sigma_B)\) and the PDF of \(K'\) is \(\lambda \exp(\lambda \cdot (K' - \log(km)))\). Here, \(\phi(x, \mu, \sigma)\) is the PDF of the normal distribution whose mean is \(\mu\) and standard deviation is \(\sigma\). Because \(A'\) obeys the normal distribution, the conditional mean of logarithmic sales \(< s'|k',l' >\) is

\(< s'|k',l' > = < A' > + \alpha l' + \beta k' = \mu_A + \alpha l' + \beta k'\)

Thus, we get

\(< s|k,l >0.5> = \exp(< s'|k',l' >) = \exp(\mu_A)l^\alpha k^\beta, \)

where we use a property of the lognormal distribution, namely, if \(x\) has the lognormal PDF \(\phi(x, \mu, \sigma)\), then the median of \(x\) is \(\exp(\mu)\). This equation is Eq. \([19]\) in Sec. 3.2.1.

Similarly, we calculate the value of \(< l|k,s >0.5>\) from Eqs. \([A2]\) and \([A3]\), we have

\[s' = A' + \beta k' + \alpha(B' + k') = \nu k' + c\]

where \(c = A' + \alpha B'\) and \(\nu = \alpha + \beta\). Here, \(c\) is fixed for a given \(k\) and \(s\) is determined. Therefore, the condition by \(k\) and \(s\) is equivalent to the condition by \(c = s' - \nu k'\):

\(< B'|k',s' > = < B'|c >\).

From Bayes’ theorem \(C\) the conditional probability of \(B'\) is estimated using

\[P(B'|c) \propto \phi(c|B')P(B')\]
\[\propto \phi(c; \mu_A + \alpha B', \sigma_A) \cdot \phi(B'; \mu_B, \sigma_B)\]
\[\propto \phi(B'; \mu_B|c, \sigma_B|c\).

(A8)
where $\mu_{B'|c} = \kappa_{c} + \tau_{l}$, $\sigma_{B'|c} = \sigma_{A}\sqrt{\kappa_{l}/\alpha}$, $\lambda_{l} = \alpha/(\alpha^{2} + \sigma_{B}^{2})$, and $\tau_{l} = \kappa_{l}/\alpha$. Thus, we have $<B'|c> = \kappa_{c} + \tau_{l}$. We take the conditional mean of Eq. (A2) and substitute it into Eq. (A7), which gives
\[
<l'|k', s'> = k + <B'|k', s'> = (-\nu\kappa_{l} + 1)k' + \kappa_{l}s' + \tau_{l},
\]
(A9)

Therefore,
\[
<l|k, s >_{0.5} = \exp(<l'|k', s'>_{0.5}) \propto k^{-\nu\kappa_{l} + 1}s^{\kappa_{l}}.
\]
(A10)

This equation gives Eq. (20) in Sec. 3.2.1. Here, we use a property of the lognormal distribution; that is, if $x$ has the lognormal PDF $\phi'(x, \mu, \sigma)$, then the median of $x$ is given by $\exp(\mu)$.

We also calculate $<k|l, s >_{0.5}$. Because $A'$ and $B'$ obey the normal distributions [from Eqs. (A2) and (A3)], the conditional probability of $l'$ and $s'$ for given $k'$ is written as:
\[
P(l', s'|k') = f(l', s'; \mu_{s'|k'}, \mu_{l'|k'}, \sigma_{s'|k'}, \sigma_{l'|k'}, \rho) \tag{A11}
\]
where
\[
\begin{align*}
\mu_{s'|k'} &= \nu k' + \mu_{A} + \alpha \mu_{B}, \\
\mu_{l'|k'} &= k' + \mu_{B}, \\
\sigma_{s'|k'}^{2} &= \sigma_{A}^{2} + \alpha^{2}\sigma_{B}^{2}, \\
\sigma_{l'|k'}^{2} &= \sigma_{B}^{2}, \\
\rho &= \frac{\alpha}{\sigma_{s'|k'}}.
\end{align*}
\]
and $f$ is the PDF of the multivariate normal distribution:
\[
\begin{align*}
&f(x, y; \mu_{x}, \mu_{y}, \sigma_{x}, \sigma_{y}, \rho) = \\
&\frac{1}{2\pi\sigma_{x}\sigma_{y}\sqrt{1-\rho^{2}}} \exp\left(-\frac{1}{2(1-\rho^{2})}(\frac{(x-\mu_{x})^{2}}{\sigma_{x}^{2}} + \frac{(y-\mu_{y})^{2}}{\sigma_{y}^{2}} - \frac{2\rho(x-\mu_{x})(y-\mu_{y})}{\sigma_{x}\sigma_{y}})\right).
\end{align*}
\]
Applying the Bayes’ theorem, we have the following relation:
\[
P(k'|l', s') \propto P(l, s|k')P(k') \propto \phi(k'; \mu_{k'|l', s'}, \sigma_{k'|l', s'}), \tag{A12}
\]
where
\[
\begin{align*}
\mu_{k'|l', s'} &= (-\nu\kappa_{l} + 1)l' + \kappa_{s'} + \tau_{l}, \\
\sigma_{k'|l', s'}^{2} &= \sqrt{(1-\rho^{2})\kappa_{l}^{2}/\kappa_{l} + \alpha^{2}\beta^{2}/\sigma_{B}^{2}}, \\
\kappa_{s'} &= \beta / (\beta^{2} + \alpha^{2}\sigma_{B}^{2}), \\
\tau_{l} &= -(\beta \mu_{A} + \beta \mu_{B}^{2}/\sigma_{B}^{2}) \kappa_{s'} - \lambda\sigma_{A}^{2}/\sigma_{B}^{2},
\end{align*}
\]
and the support of $P(k'|l', s')$ is $\log(\kappa_{m}) \leq k' < \infty$. In other words, $k'|l', s'$ obeys the truncated normal distribution with the following parameters; the mean is $\mu_{k'|l', s'}$, the standard deviation is $\sigma_{k'|l', s'}$, the minimum value is $\log(\kappa_{m})$ and the maximum value is $\infty$. Applying a general formula of the median of a truncated normal distribution, we get
\[
<k'|l', s' >_{0.5} = \sigma_{k'|l', s'}^{-1} \left( \Phi_{0}(z) + \frac{1}{2} \left( 1 - \Phi_{0}(z) \right) \right) + \mu_{k'|l', s'}. \tag{A13}
\]

where
\[
z = \log(\kappa_{m} - \mu_{k'|l', s'}) / \sigma_{k'|l', s'}
\]
and,
\[
\Phi_{0}(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp\left(-\frac{t^{2}}{2}\right) dt.
\]

Therefore, we have the following scaling relation:
\[
<k|l, s >_{0.5} \propto l^{-\nu\kappa_{l} + 1}, s^{\kappa_{l}} \quad (z \to -\infty). \tag{A14}
\]

This equation is Eq. (21) in Sec. 3.2.1.

**Appendix B: Conditional distributions of $l|k$, $s|k$ and $s|l$**

We now calculate the conditional distribution for two variables. Let us consider the conditional random variable $l$ for given $k$, $l|k$. From Eq. (A2), we get the conditional distribution of $l'$ given by $k'$ as
\[
P(l'|k') = \phi(l'; \mu_{B} + k', \sigma_{B}). \tag{B1}
\]
Thus, the distribution of $l|k$ is given by
\[
P(l|k) = \phi'(l; \mu_{B} + \log(k), \sigma_{B}). \tag{B2}
\]

Therefore, the conditional percentile $100q$ of $l|k$ is written as
\[
<l|k >_{q} = \exp(<l'|k' >_{q}) \propto \exp(\log(k)) \propto k. \tag{B3}
\]
Eq. (B3) corresponds to Eq. (22) in Sec. 3.2.1.

Next, we discuss $s|k$. From Eqs. (A1) and (A2), we obtain
\[
P(s'|k') = \phi(s'; \mu_{A} + \beta \mu_{B} + (\alpha + \beta)k', \sigma_{s'|k'}), \tag{B4}
\]
where $\sigma_{s'|k'} = \sqrt{\sigma_{A}^{2} + \alpha^{2}\sigma_{B}^{2}}$. Accordingly, the distribution of $s|k$ is
\[
P(s|k) = \phi'(s'; \mu_{A} + \beta \mu_{B} + \nu \log(k), \sigma_{s'|k'}). \tag{B5}
\]

Thus, the conditional percentile $100q$ of $s|k$ is written as:
\[
<s|k >_{q} = \exp(<s'|k' >_{q}) \propto \exp(\nu \log(k)) \propto k'. \tag{B6}
\]
This equation is Eq. (23) in Sec. 3.2.2. Similarly, we consider $s'|ID$ From Eq. (11) and Bayes’ theorem:

$$P(k'|l') \propto P(l'|k')P(k') \propto \phi(k'; l' - \mu_B - \lambda \sigma_B^2, \sigma_B^2),$$  

where the support of this distribution is $\log(k_m) \leq k' < \infty$. Here, from Eq. (13), we have the following relation:

$$s'|l' = A' + \alpha l' + \beta k'l'.$$

Note that $A$ and $k'|l'$ are independent of each other, so by taking a convolution of the probability distribution function of $A$ and $k'|l'$, we arrive at the following relation:

$$P(s'|l') \propto \int_{\log(k_m)}^{\infty} \phi(s' - x; \mu_A + \alpha l', \sigma_A)$$  

\[\cdot \phi(x; \beta(l' - \mu_B - \lambda \sigma_B^2, \beta \sigma_B)dx \propto \phi(s'; M_1'(l'), S_1) \cdot \{1 - \Phi(\beta \log(k_m)); M_2'(s', l'), S_2\}, (B9)\]

where

$$M_1'(l') = \nu l' + \mu_A + \beta(-\mu_B - \lambda \sigma_B^2),$$

$$S_1 = \sqrt{\sigma_A^2 + \beta^2 \sigma_B^2},$$

$$M_2'(s', l') = \kappa_K \left( -\alpha \beta + \frac{\sigma_A^2}{\sigma_B^2} \right) l' + \beta \kappa_k s'$$

$$- \kappa_K \left( \beta \mu_A + \frac{\sigma_A^2}{\sigma_B^2} \mu_B + \lambda \sigma_B^2 \right),$$

$$S_2 = \left( \frac{1}{\sigma_A^2} + \frac{1}{\beta^2 \sigma_B^2} \right)^{-\frac{1}{2}},$$

and

$$\Phi(x; \mu, \sigma) = \int_{-\infty}^{x} \phi(t; \mu, \sigma)dt.$$  

Consequently, the distribution of $s|l$ is estimated by using

$$P(s|l) \propto \frac{1}{s} \phi(\log(s); M_1(l), S_1)$$  

$$\cdot \{1 - \Phi(\beta \log(k_m)); M_2(s, l), S_2\}, (B10)$$

where $M_1(l) = M_1'(\log(l))$ and $M_2(s) = M_2'(\log(s))$. If $\sigma_A^2/\sigma_B^2 > \alpha \beta$, we can get the following asymptotic behavior for $l \to \infty$:

$$P(s|l) \propto \frac{1}{s} \phi(\log(s); M_1(l), S_1) \propto \phi'(s; M_1(l), S_1).$$  

(B11)

Therefore, we have the following scaling relation:

$$< s|l >_{\nu \to \infty} \propto \nu \log(l) \propto l'. \quad (l \to \infty). \quad (B12)$$

This equation is Eq. (24) in Sec. 3.2.2.

### Appendix C: Marginal distributions of $k$, $l$, and $s$

Finally, we calculate the marginal distributions of $k$, $l$, and $s$. Because of the definition of $k$, the marginal distribution of $k$ is the same as the distribution of $K$. Therefore,

$$P(k) = \frac{\lambda k_m^\lambda}{k_m^{\lambda+1}} \propto k^{-\lambda - 1} \quad (k_m \leq k < \infty). \quad (C1)$$

This equation corresponds to Eq. (25) in Sec. 3.2.3.

Next, we consider the marginal distribution of $l$. Eqs. (A1) and (A2) mean that $l$ is the sum of two independent random variables: $K'$ and $B'$. Therefore, taking the convolution of the PDF of $B'$ and $K'$, we have

$$P(l') = \int_{\log(k_m)}^{\infty} \phi(l' - x; \mu_B, \sigma_B)\lambda \exp(-\lambda(x - x_m))dx$$  

$$\propto \exp(-l'\lambda) \{1 - \Phi(\log(k_m)); l' - \mu_B - \sigma_B^2 \lambda, \sigma_B)\}. \quad (C2)$$

Thus, the marginal distribution of $l$ is

$$P(l) \propto l^{-\lambda - 1} \{1 - \Phi(\log(k_m)); \log(l) - \mu_B - \sigma_B^2 \lambda, \sigma_B)\}. \quad (C3)$$

Because $\Phi(\log(k_m)); \log(l) - \mu_A - \sigma_A^2 \lambda, \sigma_A) \to 0$ for $l \to \infty$, we have the following asymptotic behavior:

$$P(l) \propto l^{-\lambda - 1}. \quad (C4)$$

This is Eq. (26) in Sec. 3.2.3.

Similarly, we calculate the marginal distribution of $s|D$ From Eqs. (A1), (A2) and (A3), we get

$$s' = \nu K' + A' + \alpha B'. \quad (C5)$$

Then, its PDF is obtained by taking the convolution $A + \alpha B$ with the PDF $\phi(x; \mu_A + \alpha \mu_B, \sigma_s|k')$ and $\nu K$ with the PDF $\lambda/\nu \exp(\lambda/\nu(x - x_m))$:

$$P(s') = \int_{\log(k_m)}^{\infty} \phi(s' - x; \mu_A + \alpha \mu_B, \sigma_s|k')$$  

$$\cdot \lambda \exp(-\lambda/x_m)dx \propto \exp(-s'/\nu)$$

$$\cdot \left\{1 - \Phi(\log(k_m)); s' - \mu_A - \alpha \mu_B - \frac{\lambda \sigma_B^2}{\nu}, \sigma_s|k')\right\}. \quad (C6)$$

Thus, the marginal distribution of $s$ is

$$P(s) \propto s^{-\lambda - 2} \quad (l \to \infty)$$  

$$\cdot \left\{1 - \Phi(k_m; \log(s) - \mu_A - \alpha \mu_B - \frac{\lambda \sigma_B^2}{\nu}, \sigma_s|k')\right\}. \quad (C7)$$
For \( s \to \infty \), we get the following asymptotic behavior:

\[
P(s) \propto s^{-\frac{1}{\alpha \beta} - 1} \quad (s \to \infty). \tag{C8}
\]

This is Eq. \[27\] in Sec. 3.2.3.
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