Classification of ground states and normal modes for phase-frustrated multicomponent superconductors
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We classify ground states and normal modes for \(n\)-component superconductors with frustrated intercomponent Josephson couplings, focusing on \(n = 4\). The results should be relevant not only to multiband superconductors, but also to Josephson-coupled multilayers and Josephson-junction arrays. It was recently discussed that three-component superconductors can break time-reversal symmetry as a consequence of phase frustration. We discuss how to classify frustrated superconductors with an arbitrary number of components. Although already for the four-component case there are a large number of different combinations of phase-locking and phase-antilocking Josephson couplings, we establish that there are a much smaller number of equivalence classes where properties of frustrated multicomponent superconductors can be mapped to each other. This classification is related to the graph-theoretical concept of Seidel switching. Numerically, we calculate ground states, normal modes, and characteristic length scales for the four-component case. We report conditions of appearance of new accidental continuous ground-state degeneracies.

I. INTRODUCTION

The generalisation of BCS theory to the multiband case with two coupled gaps was predicted in 1959\(^{12}\) but was long widely considered a theoretical speculation. It attracted wide interest only after the 2001 discovery\(^3\) of superconductivity in MgB\(_2\): a clear-cut example of a two-band superconductor.\(^4\) In parallel, theoretical works explored to what extent two-band superconductivity differs from that in ordinary single-band BCS theory. Since the condensates in two-band superconductors are not independently conserved, they share the same broken \(U(1)\) symmetry as their single-band counterparts. [For brevity, and without loss of generality, we do not distinguish between global and local \(U(1)\) symmetry.] That is, although a simple two-band superconductor can under certain conditions be described by a pair of complex fields \(\psi_i = |\psi_i|e^{i\phi_i}\) (\(i = 1, 2\)), there is a term of the form \(-\eta|\psi_1||\psi_2|\cos(\phi_1 - \phi_2)\), so that two-band systems attain their free-energy minimum either when the phases are locked (phase difference equal to zero), or when the phases are antilocked (phase difference equal to \(\pi\)).

Nevertheless, as first discussed by Leggett, the individual phases are important degrees of freedom in two-component systems. First, there exist collective excitations associated with fluctuations of the phase difference around its ground-state value.\(^5\) Second, the existence of several phases can under certain conditions give rise to fractional vortices.\(^6\)

Another qualitatively new feature which can exist in two-component superconductors is that of two coherence lengths \(\xi_1\) and \(\xi_2\). (For the definition of coherence lengths in the presence of inter-component coupling in Ginzburg-Landau models, see Ref. \(^7\) for microscopic models, see Refs. \(^8\) and \(^9\).) This feature can give rise to what was recently termed type-1.5 superconductivity. That is, since there exist two coherence lengths, a vortex in a two-band superconductor will typically have two cores of different sizes. In the case where \(\xi_1 < \lambda < \xi_2\), where \(\lambda\) is the penetration depth, there can exist thermodynamically stable vortices with long-range attractive and short-range repulsive interaction, giving rise to type-1.5 superconductivity.\(^{10-12}\) This regime possesses an additional phase, in which there is macroscopic phase separation into domains of Meissner state and vortex state. For a recent review of type-1.5 superconductivity, see Ref. \(^13\).

More than half a century after two-band superconductivity was introduced, the problem of three-band superconductivity became highly relevant following the discovery of iron-based superconductors\(^14\) which is a subject of rapidly growing interest.\(^{15-21}\) This raised the question if qualitatively new physics can result from the addition of a third superconducting band. It was realized that systems with three components may display phase frustration, i.e., it is not necessarily the case that the Josephson-coupling terms \(-\eta_{ij}|\psi_i||\psi_j|\cos(\phi_i - \phi_j)\) can each simultaneously be minimized. Such frustration may lead to time-reversal-symmetry breaking (TRSB).\(^{22-24}\) States with TRSB break \(U(1) \times \mathbb{Z}_2\) symmetry.\(^{13}\) This phase frustration and new broken symmetry leads to interesting new physics. Recently, the scenario of such \(U(1) \times \mathbb{Z}_2\) symmetry breaking in some iron-based superconductors was put on more solid ground\(^{25}\) related states in other superconductors have also been discussed.\(^{26}\) The growing number of recently discovered multiband systems has resulted in the growing opinion that multiband superconductivity is the rule rather than the exception. This has prompted investigation of multiband generalizations of various states, including the Fulde-Ferrell-Larkin-Ovchinnikov state.\(^{27}\)

In Ref. \(^14\) it was discussed that phase-frustration-induced TRSB leads to new collective mixed phase-density modes, different from the phase-only Leggett mode. Normal modes were also discussed for some multiband cases in Ref. \(^27\). Phase frustration can have a
dramatic effect on the magnetic response of three-band superconductors. This is because, due to frustration, the system can have large characteristic length scales associated with field variations even in the case of strong Josephson coupling. At the TRSB transition point, the length scale of one of the phase-difference modes diverges (as has also been discussed earlier in a London phase-only mode); this is a necessary consequence of the continuous transition to a ground state with higher discrete degeneracy. This divergence places systems with at least three components in contrast to two-component systems, in which increasing Josephson coupling typically diminishes disparities of the density variations. Also, this divergence implies that even if the system is type 2 $\xi$ phase transition the divergence of one coherence length makes the system type 1.5 with $\xi < \lambda < \xi_j$ (provided that the phase transition is continuous). For dynamical aspects of the aforementioned mixed phase-density modes, see Refs. [24] and [30]. Other new physics which have been discussed in connection with three-component systems are possible (meta)stable flux-carrying excitations characterized by a $\mathbb{C}P^2$ topological invariant and fractional fluxons in long Josephson junctions, with flux quantization similar to that in fractional vortices in $[U(1)]^3$ superconductors. Aside from that, the system can have an anomalous normal state where fluctuations destroy superconductivity, and yet the resulting normal state retains broken time-reversal symmetry.

The above reviewed appearance of new physics in the three-component case raises the question of whether superconductors with four or more components are analogous to those with three components, or whether further new physics appears due to the additional components. Experimentally, four or more Josephson-coupled components can be realized using proximity effects in layered superconducting systems, in a similar way as in the earlier proposal to realize a three-component TRSB state in a bilayer of $s_\pm$ and $s$-wave superconductors.

In this paper, we present a classification of superconducting states in $n$-component systems ($n \in \mathbb{N}$) with various possible frustration-inducing combinations of signs of Josephson couplings. This classification is related to the graph-theoretical concept of Seidel switching. Furthermore, we calculate ground states, normal modes, and characteristic length scales for four-component systems. In doing this, we find that the case of four and larger numbers of components is substantially richer, and allows a number of qualitatively new phenomena, as compared to the two- and three-component cases.

### II. EQUIVALENT SIGNATURES

We consider multicomponent superconductors that are modelled by the London free-energy density

$$f = \frac{1}{2}(\nabla \times A)^2 + \sum_i \frac{1}{2} D \phi_i^2 - \sum_{j > i} \eta_{ij} \cos \phi_{ij}. \quad (1)$$

### TABLE I. Representatives of the classes of strongly equivalent signatures for four components. For frustrated signatures, the ground-state phase configuration is given. For singly frustrated signatures, the discriminatory coupling is given.

| #  | $\eta_{12}$ | $\eta_{13}$ | $\eta_{14}$ | $\eta_{23}$ | $\eta_{24}$ | $\eta_{34}$ | Weak-equivalence class |
|----|-------------|-------------|-------------|-------------|-------------|-------------|----------------------|
| 1  | +           | +           | +           | +           | +           | +           | + + + + + + + + + + |
| 2  | +           | +           | +           | +           | +           | +           | Singly frustrated ($\eta_{14}$) |
| 3  | +           | +           | +           | +           | +           | -           | Singly frustrated ($\eta_{14}$) |
| 4  | +           | +           | +           | +           | +           | +           | Multiply frustrated |
| 5  | +           | +           | +           | -           | -           | -           | Multiply frustrated |
| 6  | +           | +           | +           | -           | -           | -           | Multiply frustrated |
| 7  | +           | +           | +           | -           | -           | -           | Multiply frustrated |
| 8  | +           | +           | +           | -           | -           | -           | Multiply frustrated |
| 9  | +           | +           | +           | -           | -           | -           | Multiply frustrated |
| 10 | +           | +           | +           | -           | -           | -           | Multiply frustrated |
| 11 | -           | -           | -           | -           | -           | -           | Multiply frustrated |

Here, $A$ is the vector potential, $D = \nabla + i e A$, the $\psi_i = |\psi_i| e^{i \phi_i}$ are complex fields representing the superconducting components, and $\phi_{ij} = \phi_i - \phi_j$. Although we here consider a London model (in which $|\psi_i| = $ const), the results in this section are valid also for Ginzburg-Landau models, as well as under the inclusion of arbitrary non-phase-dependent terms in $[1]$. We will not discuss related models here.

We initially focus on the four-component case, although we will find results pertaining to the $n$-component case. We define the signature of the Josephson couplings to be the tuple

$$(\text{sgn } \eta_{12}, \text{sgn } \eta_{13}, \text{sgn } \eta_{14}, \text{sgn } \eta_{23}, \text{sgn } \eta_{24}, \text{sgn } \eta_{34}),$$

where sgn denotes the sign function, i.e.

$$\text{sgn } x = \begin{cases} 0 & x = 0 \\ + & x > 0 \\ - & x < 0. \end{cases}$$

The signature is of interest since each Josephson coupling sets a preferential value for a certain phase difference: if $\eta_{ij} > 0$, then $\phi_i$ and $\phi_j$ want to lock ($\phi_{ij} = 0$), whereas if $\eta_{ij} < 0$, then $\phi_i$ and $\phi_j$ want to antilock ($\phi_{ij} = \pi$). We now proceed to discuss similarities between signatures.

Under the assumption that the Josephson-coupling coefficients $\eta_{ij}$ are all nonzero, there are $2^6 = 64$ distinct signatures. If two signatures can be mapped to each other via relabelling of the components, then they are obviously equivalent. In this case we say that the signatures are strongly equivalent. It is easily seen that there are 11 classes of strongly equivalent signatures; representatives of these classes are given in Table I. However, it is not necessary to study each of these equivalence classes. Instead, the signatures can be divided into three equivalence classes in such a way that it is sufficient to study a single representative of each class. We now establish this.
TABLE II. Number $N_J$ of Josephson couplings, $N_{\text{sign}}$ of signatures, $N_s$ of strong-equivalence classes (of which $N_{\text{su}}$ unfrustrated and $N_{\text{fr}}$ frustrated), and $N_w$ of weak-equivalence classes (of which $N_{\text{wu}}$ unfrustrated and $N_{\text{wf}}$ frustrated) for $n$ components. We assume that the couplings are all nonzero.

| $n$ | $N_J$ | $N_{\text{sign}}$ | $N_s$ | $N_{\text{su}}$ | $N_{\text{fr}}$ | $N_w$ | $N_{\text{wu}}$ | $N_{\text{wf}}$ |
|-----|-------|------------------|------|----------------|----------------|------|----------------|----------------|
| 2   | 1     | 2                | 2    | 0              | 1              | 1    | 1              | 0              |
| 3   | 3     | 8                | 4    | 2              | 2              | 2    | 1              | 1              |
| 4   | 6     | 64               | 11   | 3              | 8              | 3    | 1              | 2              |
| 5   | 10    | 1024             | 34   | 3              | 31             | 7    | 1              | 6              |
| 6   | 15    | 32768            | 156  | 4              | 152            | 16   | 1              | 15             |

We define the following operators, which act on the phases and coupling coefficients, respectively:

\[ P_i : \phi_i \mapsto \phi_i + \pi, \quad \text{and} \quad Q_i : \eta_{ij} \mapsto -\eta_{ij} \quad (\forall j \neq i). \]

Here, by $(ij)$ we mean the tuple obtained by sorting $i$ and $j$ in ascending order [e.g., $(12) = (21) = 12$]. In words, $P_i$ inverts the $i$th phase, and $Q_i$ changes the sign of all Josephson-coupling coefficients that involve the $i$th component. The free energy is clearly invariant under the simultaneous application of $P_i$ and $Q_i$.

Motivated by this observation, we now define another equivalence relation on the set of signatures. Two signatures are considered weakly equivalent if one of the signatures can be obtained from the other by relabelling of the components and application of $Q_i$’s. Clearly, signatures which are strongly equivalent are also weakly equivalent. If two signatures are weakly equivalent, it is sufficient to study one of them. The reason for this is that the phase behaviour of the second signature can be obtained from the phase behaviour of the first signature via application of the appropriate $P_i$’s, and all characteristics apart from the phase behaviour are identical for the two signatures.

As a very simple example of the above, consider the cases of attractive and repulsive coupling for a two-component system (in which the phases are, respectively, locked and antilocked in the ground state). These cases are weakly equivalent since they can be mapped to each other via either of the two $Q_i$’s.

A. Graph-theoretical approach for classification of frustrated $n$-component superconductors

Our discussion so far has in no significant way been specific to the four-component case. Before moving on to the specifics of this case, we consider the general $n$-component case. In doing this, it is convenient to take a graph-theoretical approach. We let the $n$ components be represented by the (unlabeled) vertices in a graph of order $n$. The Josephson couplings are represented by edges in this graph. If a particular coupling coefficient is negative, we let the corresponding edge be red; if a coupling coefficient is positive, we let the corresponding edge be blue; if a coupling coefficient is zero, there is no corresponding edge. As long as we consider the case in which the coupling coefficients are all nonzero, we could avoid coloring the edges by letting the presence of an edge indicate one sign and the absence of an edge indicate the other sign. That the vertices are unlabeled means precisely that if two signatures are strongly equivalent, then they are represented by the same graph.

For $n$ components, there are clearly $n(n-1)/2$ possible Josephson couplings. Thus, under the assumption that the coupling coefficients are all nonzero, there are $2^{n(n-1)/2}$ signatures (removing this assumption, we get $3^{n(n-1)/2}$ signatures). The questions of how many strong-equivalence and weak-equivalence classes there are, are much more difficult to answer. However, using our graph-theoretical approach, we will make progress in this regard. Presently, we continue to assume that all of the couplings are nonzero; subsequently, we briefly consider the case in which some couplings vanish (which is relevant for multilayer or Josephson-junction-array realizations of frustrated systems).

Each strong-equivalence class corresponds to a unique complete graph on $n$ (unlabelled) vertices with edges colored red and blue. As suggested above, by removing the edges of one particular color we obtain a bijection from the set of graphs of the aforementioned type to the set of graphs on $n$ vertices (without colored edges). Thus, the number $N_s(n)$ of strong-equivalence classes for $n$ components is equal to the number of graphs on $n$ (unlabelled) vertices. Although there is no known closed-form formula for this number, the corresponding enumeration problem has been solved using Pólya’s enumeration theorem. The values of $N_s(n)$ for $2 \leq n \leq 6$ are given in Table II. The sequence $N_s(n)$ is Sloane’s A000088.

Each weak-equivalence class corresponds to an equivalence class of complete graphs on $n$ (unlabelled) vertices with edges colored red and blue. The operation on such a graph corresponding to $Q_i$ is switching of the colors of all edges connected to a particular vertex. This is
known as Seidel switching, and the equivalence classes of graphs that can be transformed into each other via Seidel switching are known as switching classes [Fig. [1]].

Thus, the number $N_w(n)$ of weak-equivalence classes for $n$ components is equal to the number of switching classes of complete graphs on $n$ vertices with edges colored red and blue. As before, there is no closed-form formula for this number, but the corresponding enumeration problem has been solved. The values of $N_w(n)$ for $2 \leq n \leq 6$ are given in Table [1]. The sequence $N_w(n)$ is Sloane's A002854.

We now illustrate the physical interpretation of the above by considering the question of how many unfrustrated strong-equivalence classes there are for $n$ components. We denote this number $N_{su}(n)$. Without loss of generality, we assume that $\phi_1 = 0$. Clearly, each phase must have a value of 0 or $\pi$ in order for there to be no phase frustration. This creates a partition of the phases into two sets, within which there may only be attractive couplings, and between which there may only be repulsive couplings. In terms of our graph-theoretical approach, this means that the corresponding strong-equivalence classes are represented by graphs such that the subgraph corresponding to the blue edges is a complete bipartite graph (note that this includes edgeless graphs; cf. Fig. [1]).

Thus, we see that $N_{su}(n) = \text{floor}(n/2 + 1)$.

Finally, we remark that there is a single unfrustrated weak-equivalence class, regardless of the number of components. This is clear since any unfrustrated phase configuration can be mapped via $P_i$'s to the configuration in which all phases are locked.

B. Vanishing couplings

We now briefly discuss the topic of systems in which some Josephson couplings vanish. We do this in the most general setting allowed by our model. The most natural goal in this context is to enumerate the weak-equivalence classes for an arbitrary number of components, without the assumption of all couplings being nonzero. In terms of our graph-theoretical approach, this means enumerating the switching classes of (not necessarily complete) graphs on $n$ vertices with edges colored red and blue. Naturally, the switching operation corresponding to a particular vertex switches the colors of edges connected to this vertex, but does not affect the presence or absence of edges. As far as we are aware, this problem has not been solved. Furthermore, we suspect that it is a very difficult problem. However, for any given moderate number of components, it is straightforward to identify the weak-equivalence classes using brute force.

C. Four components

We now apply the above to the four-component case, which we shall consider in greater detail. As mentioned above, there are three weak-equivalence classes of four-component signatures. We refer to the signatures in these classes as unfrustrated, singly frustrated, and multiply frustrated, respectively. The reasons for choosing these terms will become clear. Table [II] shows to which weak-equivalence class the signatures in each strong-equivalence class belong. Figure [I] illustrates the three switching classes of graphs on four vertices which correspond to the three weak-equivalence classes of four-component signatures.

In the next section, we calculate ground states, normal modes, and characteristic length scales for $n$-component systems. Thereafter, we apply these calculations to the two weak-equivalence classes of frustrated signatures in the four-component case.

III. GROUND STATES AND NORMAL MODES

We now proceed to consider the full Ginzburg-Landau free-energy density corresponding to [1], i.e.,

$$f = \frac{1}{2}(\nabla \times A)^2 + \sum_{i} \frac{1}{2} |D \psi_i|^2 + \alpha_i |\psi_i|^2 + \frac{1}{2} \beta_i |\psi_i|^4$$

$$- \sum_{j > i} \eta_{ij} |\psi_i||\psi_j| \cos \phi_{ij}. \quad (2)$$

It is straightforward to generalize the discussion to include terms which depend on products of $|\psi_i|$ with higher powers using the methods of Ref. [12]. In the following, we briefly comment also on the case of inclusion of higher Josephson harmonics. First, let us generalize some results from the case of three components to the case of an arbitrary number of components.

Our goal in this section is twofold. First, we seek to determine the ground-state values of the $\psi_i$, i.e., the ground-state values of the densities and phases. Second, we wish to determine the normal modes of fluctuations around these ground states, as well as over what characteristic length scales such fluctuations decay. Both of these goals will be attained by expanding the relevant fields around their ground-state values, as follows:

$$\psi_i = [u_i + \epsilon_i(r)] \exp{i[\phi_i + \varphi_i(r)]}, \quad (3)$$

$$A = \frac{a(r)}{r} (-\sin \theta, \cos \theta, 0) = \frac{a(r)}{r} \hat{\theta}. \quad (4)$$

Here $u_i$ and $\phi_i$ are ground-state amplitudes and phases, respectively. Also, $r$ and $\theta$ are radial and azimuthal cylindrical coordinates, respectively. We now proceed to determine the ground states of the system in question.

A. Ground states

Inserting the field expansions (3) and (4) into the free-energy density (2) and retaining only those terms which
are first order in the fluctuations, we obtain

\[
\sum_i 2u_i \epsilon_i (\alpha_i + \beta_i u_i^2) - \sum_{j>i} \eta_{ij} (u_i \epsilon_j + u_j \epsilon_i) \cos \tilde{\phi}_{ij} \\
- \eta_{ij} u_i u_j (\varphi_i - \varphi_j) \sin \tilde{\phi}_{ij},
\]  

where \(\tilde{\phi}_{ij} = \bar{\phi}_i - \bar{\phi}_j\). A necessary condition for the values of \(u_i\) and \(\bar{\phi}_i\) to be ground-state values is that the free-energy density \(2\) is stationary with respect to fluctuations around these values. This means precisely that the prefactor of each \(\epsilon_i\) and \(\varphi_i\) in \((5)\) should be zero. Requiring this, we obtain

\[
0 = \alpha_i u_i + \beta_i u_i^3 - \frac{1}{2} \sum_{j \neq i} \eta_{ij} u_j \cos \bar{\phi}_{ij},
\]

and

\[
0 = \sum_{j \neq i} (-1)^{(i < j)} \eta_{ij} u_i u_j \sin \bar{\phi}_{ij},
\]

for \(1 \leq i \leq 4\). When we write a statement in brackets, as in \((i < j)\), we understand this to be an expression that equals one if the statement is true, and zero if the statement is false.

Unfortunately, we are unable to solve \((6)\) and \((7)\) analytically. Therefore, we determine the ground-state values \(u_i\) and \(\bar{\phi}_i\) numerically.

Finally, we note that it is convenient to set one of the phases to zero; this is allowed since an overall phase rotation is a pure gauge transformation. We do this in our numerical minimization, and thus the minimization is actually performed on a space with seven degrees of freedom (not eight degrees of freedom). However, in the following, we continue to work with eight degrees of freedom for reasons that will become clear.

B. Length scales and normal modes

Having considered the terms in the free-energy density \(2\) which are first order in the fluctuations, we now proceed to consider the second-order terms (which is equivalent to linearising the Ginzburg-Landau equations). In doing this, we switch to a slightly different basis; more precisely, we replace \(\varphi_i\) by \(\pi_i \equiv u_i \varphi_i\). The reason for this is that the so-called mass matrix, which we determine in this section, becomes symmetric in this new basis. We also introduce the notation

\[
v = (\epsilon_1, \ldots, \epsilon_n, \pi_1, \ldots, \pi_n)^T,
\]

i.e. we collect the fluctuations of the matter fields in the vector \(v\).

Inserting the field expansions \(3\) and \(4\) into the free-energy density \(2\) and retaining only terms that are second order in the fluctuations or the gradients thereof, we obtain

\[
\frac{1}{2} (\nabla v)^2 + \frac{1}{2} v^T \mathcal{M}^2 v + \frac{1}{2 r_2} (\nabla a)^2 + \frac{\epsilon^2}{2 r_2} \sum_i u_i^2 a^2.
\]

We note that here the fluctuations in \(A\) decouple from the fluctuations in the matter fields. The matrix \(\mathcal{M}^2\) is the (squared) mass matrix. Writing the corresponding terms in the free energy explicitly, we find that

\[
\frac{1}{2} v^T \mathcal{M}^2 v = \sum_i \epsilon_i^2 (\alpha_i + 3\beta_i u_i^2) - \sum_{j>i} \eta_{ij} \epsilon_i \epsilon_j \cos \bar{\phi}_{ij} - \eta_{ij} \left[ (u_i \epsilon_j + u_j \epsilon_i) \left( \frac{\pi_i}{u_i} - \frac{\pi_j}{u_j} \right) \sin \bar{\phi}_{ij} + \frac{u_i u_j}{2} \left( \frac{\pi_i}{u_i} - \frac{\pi_j}{u_j} \right)^2 \cos \bar{\phi}_{ij} \right].
\]

From this we can determine \(\mathcal{M}^2\). For brevity, we introduce the notation \(\bar{\eta}_{ij} = (\eta_{ij}/2) \cos \bar{\phi}_{ij}\) and \(\eta_{ij} = (\eta_{ij}/2) \sin \bar{\phi}_{ij}\). Also, we divide \(\mathcal{M}^2\) into four submatrices of equal size, and extract a factor of 2, so that

\[
\mathcal{M}^2 = 2 \begin{pmatrix} M_{ee} & M_{e\pi} \\ M_{\pi e} & M_{\pi\pi} \end{pmatrix}.
\]

We are now ready to write general expressions for the above submatrices. These are

\[
M_{ee} = \begin{pmatrix} 0 & -\bar{\eta}_{ij} \\ -\bar{\eta}_{ji} & 0 \end{pmatrix} + \text{diag} \left( \alpha_i + 3\beta_i u_i^2 \right),
\]

\[
M_{\pi e} = \begin{pmatrix} 0 & -\bar{\eta}_{ij} \\ -\bar{\eta}_{ji} & 0 \end{pmatrix} + \text{diag} \left( \frac{1}{u_i} \sum_{k \neq i} u_k \bar{\eta}_{ik} \right),
\]

and

\[
M_{e\pi} = M_{\pi e}^T = \begin{pmatrix} 0 & -\bar{\eta}_{ij} \\ \bar{\eta}_{ji} & 0 \end{pmatrix} + \text{diag} \left( \frac{1}{u_i} \sum_{k \neq i} (-1)^{(k < i)} u_k \bar{\eta}_{ik} \right),
\]

where \(i\) and \(j\) are row and column indices, respectively.

Having written the (squared) mass matrix \(\mathcal{M}^2\), let us consider its physical interpretation. First, the eigenvectors of \(\mathcal{M}^2\) are the normal modes of the system. If such an eigenvector has more than one nonzero element, we say that this normal mode is mixed. We are especially interested in cases where there is both a nonzero density element and a nonzero phase element, corresponding to mixed phase-density modes. Second, the eigenvalues
of $M^2$ are the squared masses of the corresponding normal modes, i.e., the inverse squared characteristic length scales for the decay of small excitations of these modes.

We have seen that by diagonalizing $M^2$ one can determine the normal modes and characteristic length scales of the system. Unfortunately, in general this cannot be done analytically. However, since we have included all eight (for the case of four components) degrees of freedom, we can immediately identify a normal mode, namely the gauge rotation, as well as the mass of this mode, which is zero. (Note that in an electrically charged system, this mode can acquire a mass via the Anderson-Higgs mechanism.[23] Thus we could have limited ourselves to the seven physically relevant degrees of freedom. However, we choose not to do this, since the aforementioned knowledge about the eigenvectors and eigenvalues of $M^2$ provides a useful way to check our numerical results.

C. Massless modes

It is a rather general feature of frustrated multicomponent superconductors that they may undergo continuous transitions whereby discrete ground-state degeneracy arises. Examples of this are the aforementioned TRSB transitions in three-component superconductors, as well as other such transitions which are studied below. Also, such transitions may appear in phase-only models.[23] These transitions are quite generally accompanied by the presence of at least one massless normal mode, i.e., by the divergence of a characteristic length scale for the decay of such a mode.

Indeed, consider a potential $U(x, \alpha)$, which depends on the (generalized) coordinate vector $x \in \mathbb{R}^n$ and the parameter $\alpha \in \mathbb{R}$. In our case, $U$ is the Ginzburg-Landau potential in [2], and $x$ is a vector of densities and phases (or some other parametrization of the state space). The parameter $\alpha$ can in our case have several meanings; for example, $\alpha$ could be a Josephson-coupling coefficient. We choose the above notation in order to emphasize the generality of the material in this section.

Assume that $U(x, \alpha) \in C^2(\mathbb{R}^{n+1})$. Assume further that, as $\alpha$ is varied, the system undergoes a continuous transition whereby a ground state splits into two degenerate ground states. This situation is illustrated in Fig. 2. (The argument applies more generally to any situation where a local minimum is continuously transformed into several local minima, but this is the main case of interest to us.) We choose our coordinate system so that the Hessian of $U(x)$ is diagonal at the transition point. This is possible since the Hessian is symmetric, and thus diagonalizable (by an orthogonal transformation). Also, we observe that this choice of coordinates is such that each coordinate corresponds to a normal mode at the critical point $\alpha = \alpha_c$, at which the transition takes place.

Choose a coordinate $x_i$ in which there is discrete degeneracy for $\alpha > \alpha_c$, and consider the curve of ground states in $(x_i, \alpha)$-space which is illustrated schematically in Fig. 2. Obviously, each ground-state point (blue curve) is such that $\partial_i U = 0$ and $\partial_i^2 U \geq 0$ ($\partial_i$ denotes differentiation with respect to $x_i$). Now, fix a value $\alpha > \alpha_c$, and consider how $\partial_i U$ varies as $x_i$ is varied; in other words, as one moves along a vertical line in the right hand side of Fig. 2. Immediately above the lower ground-state curve $\partial_i U > 0$, since $\partial_i U = 0$ and $\partial_i^2 U \geq 0$ on the curve and $\partial_i U \neq 0$ immediately above the curve (lest points immediately above the curve also be ground states). Similarly, $\partial_i U < 0$ immediately below the upper curve. Hence there is a point between the curves such that $\partial_i U = 0$ and $\partial_i^2 U \leq 0$. By the assumed continuity of $\partial_i^2 U$, we have that $\partial_i^2 U = 0$ at the critical point. This implies the existence of a massless mode at this point. Finally, we note that since each of the coordinates we use correspond to a normal mode at the critical point, there will be a massless mode for each coordinate in which discrete degeneracy arises at this point.

IV. SINGLY FRUSTRATED SIGNATURES

In this section, and the next, we apply the results of the previous section to the four-component case. Recall that we named the two frustrated weak-equivalence classes of four-component signatures singly frustrated and multiply frustrated. The singly frustrated signatures are the frustrated signatures for which there exists a phase configuration in which only one Josephson coupling is frustrated. We call such a phase configuration a singly frustrated phase configuration, and we call other frustrated phase configurations multiply frustrated phase configurations. For each singly frustrated signature there is a unique singly frustrated phase configuration [up to the overall $U(1)$ symmetry]. Thus there is, for each singly frustrated signature, a unique coupling which is frustrated in the singly frustrated phase configuration. We call these couplings the discriminatory couplings (Table I). We now consider the effects of varying a discriminatory coupling.

FIG. 2. The ground-state value of the (generalized) coordinate $x_i$ as a (potentially multivalued) function of the parameter $\alpha$. By assumed continuity, we have that $\partial_i^2 U = 0$ at the critical point. Thus there exists a massless mode at this point.
A. Discriminatory couplings

If, for a given singly frustrated signature, the discriminatory coupling is sufficiently weak, then the phases will assume the singly frustrated configuration (at least, the singly frustrated configuration will be the ground-state configuration). Conversely, if the discriminatory coupling is sufficiently strong, then the phases will assume a multiply frustrated configuration. At the transition between singly frustrated and multiply frustrated phase configurations, there is a massless mode (apart from the mode corresponding to the gauge symmetry). This is an example of the general fact that continuous phase transitions are accompanied by massless modes. At the transition, time-reversal symmetry is broken, and the spontaneously broken symmetry changes from $U(1)$ to $U(1) \times Z_2$. The transformation corresponding to the $Z_2$ symmetry is complex conjugation of the $\psi_i$. Furthermore, for strong discriminatory couplings the corresponding phases may lock (for attractive couplings) or antilock (for repulsive couplings) leading to a second transition, this time from $U(1) \times Z_2$ back to $U(1)$. In cases of TRSB, the normal modes are generally mixed. Evidently, the case of singly frustrated signatures is largely analogous to the case of frustrated three-component signatures. This is true despite the fact that for three components there is no discriminatory coupling.

We now consider a specific example of a singly frustrated signature. Arbitrarily, and without loss of generality, we choose signature 7. We use the free-energy parameters in (2) given by $\alpha_i = -1$, $\beta_i = 1$, and $|\eta_{ij}| = 1$ except that we vary the coefficient of the discriminatory coupling. The singly frustrated phase configuration for signature 7 is

$$\phi_1 = \phi_2 + \pi = \phi_3 + \pi = \phi_4.$$ 

This is the ground-state phase configuration for values of the discriminatory coupling coefficient $\eta_{12}$ smaller than the critical value $\eta_{12}^c = 1.21$. For $\eta_{12} > \eta_{12}^c$, the phases $\phi_1$ and $\phi_2$ approach each other by breaking their locking with $\phi_4$ and $\phi_3$, respectively, by equal and opposite amounts (Fig. 3). The ground states, normal modes and characteristic length scales for the present parameters with $0 \leq \eta_{12} \leq 3$ are shown in Fig. 3. As we observed in the previous section, the normal modes are given by the eigenvectors of the (squared) mass matrix, and the characteristic length scales are given by the corresponding eigenvalues. We note that here, in contrast to the case considered in Ref. [3], there is a phase-only mode (mode 3) also in the TRSB regime. Thus, such modes are possible, even though in the case of TRSB the modes are typically mixed phase-density modes. Finally, the corresponding plots for other singly frustrated signatures are identical (up to relabelling of components), except that the ground-state phase configurations are different.

B. Higher ground-state degeneracy

An interesting question is whether there exist ground states with higher than twofold degeneracy [we here ignore the overall $U(1)$ symmetry, which is always present]. We now go some way towards answering this question for singly frustrated signatures. One way in which higher discrete degeneracy may arise is through equivalence of components: If two (or more) components are equivalent, and if the ground-state values of the corresponding fields are not equal, then exchanging the values of these fields will map a given ground state to a distinct but equivalent state. We begin by noting that for singly frustrated signatures, no more than two components can be equivalent. To see this, note that neither of the two phases coupled by the discriminatory coupling (for signature 2: $\phi_3$ and $\phi_4$ in Fig. 3) can be equivalent to either of the other two phases.

Furthermore, apart from equivalence of components, one could imagine that higher degeneracy could arise through what may reasonably be called ground-state equivalence of phases. By this we mean the following: Consider a given ground state, and in particular components $i$ and $j$. If $\eta_{ikj} |\psi_i| = \eta_{jik} |\psi_j| (i \neq k \neq j)$ for the ground-state values of $|\psi_i|$ and $|\psi_j|$, then exchanging the values of $\phi_i$ and $\phi_j$ will have no effect on the potential energy. Thus, if it is also the case that $\phi_i \neq \phi_j$ in a ground state, then there is corresponding ground-state degeneracy. As far as we are aware, each component always has a unique ground-state value of the density. Assuming this, we have that equivalence of components is a special case of ground-state equivalence of phases.

Let $\phi_i$ and $\phi_j$ be equivalent in a ground state. Note that upon application of $P_i$ and $Q_j$, $\phi_i$ and $\phi_j$ need no longer be equivalent in the above sense. Nonetheless, any ground-state degeneracy is unaffected by this transformation. We understand that $\phi_i$ and $\phi_j$ are in fact still equivalent in some weaker sense. For simplicity, we consider signature 2, for which this question does not arise.
Now, if \( \phi_1 \) and \( \phi_2 \) are equivalent in a ground state, this can only give rise to higher degeneracy in the aforementioned way if \( \phi_1 \neq \phi_2 \). Somewhat less obvious is the fact that if \( \phi_3 \) and \( \phi_4 \) are equivalent in a ground state, then it is again necessary to have \( \phi_1 \neq \phi_2 \) in order for this to yield higher degeneracy. The reason for this is that if \( \phi_3 \) and \( \phi_4 \) are equivalent, and \( \phi_1 = \phi_2 \) in the ground state, then the degeneracy corresponding to exchange of \( \phi_3 \) and \( \phi_4 \) coincides with the degeneracy corresponding to complex conjugation.

We now show that if two phases are equivalent in a ground state, then \( \phi_1 = \phi_2 \) in this state, whence higher degeneracy cannot arise in the aforementioned way for singly frustrated signatures. However, we will find that such degeneracy can occur for multiply frustrated signatures. We now in turn consider the cases of \( \phi_1 \) and \( \phi_2 \) being equivalent, and of \( \phi_3 \) and \( \phi_4 \) being equivalent.

We parametrize the three relevant degrees of freedom in the phases as shown in the left half of Fig. 5. For brevity, we introduce the notation \( \tilde{\eta}_{ij} = -\eta_{ij} |\psi_i||\psi_j| \).

The part of the potential energy which depends on \( \gamma \) is

\[
F_\gamma = \tilde{\eta}_{13} \cos(\delta_1 - \gamma) + \tilde{\eta}_{23} \cos(\delta_1 + \gamma) + \tilde{\eta}_{24} \cos(\delta_2 - \gamma) + \tilde{\eta}_{14} \cos(\delta_2 + \gamma) + \tilde{\eta}_{12} \cos 2\gamma.
\]

By the assumed equivalence of \( \phi_1 \) and \( \phi_2 \), we have that \( \tilde{\eta}_{13} = \tilde{\eta}_{23} =: \tilde{\eta}_1 \) and \( \tilde{\eta}_{14} = \tilde{\eta}_{24} =: \tilde{\eta}_2 \). Thus, using a trigonometric identity, we can write \( F_\gamma \) as

\[
F_\gamma = 2(\tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2) \cos \gamma + \tilde{\eta}_{12} \cos 2\gamma. \tag{9}
\]

If \( \tilde{\eta}_{12} < 0 \), as we assume, then the last term in (9) is

FIG. 4. Ground states (cf. Fig. 3), (inverse) length scales, and normal modes for signature 7 with \( \alpha_i = -1 \), \( \beta_i = 1 \), and \( |\eta_{ij}| = 1 \) for \( ij \neq 12 \). \( \eta_{12} \) is plotted on the \( x \)-axes. Note that there is a second massless mode at the critical point \( \eta_{12} = \eta_{12}^c = 1.21 \). Also, several of the modes are mixed phase-density modes when \( \eta_{12} > \eta_{12}^c \), whereas none of the modes are mixed phase-density modes when \( \eta_{12} < \eta_{12}^c \).

FIG. 5. Parametrizations of the three relevant degrees of freedom in the phases.
minimized for \( \gamma = 0 \) and \( \gamma = \pi \), both corresponding to \( \phi_1 = \phi_2 \). Clearly, one of these values of \( \gamma \) also minimizes the first term in (9), and thus we have that \( \phi_1 = \phi_2 \) in the ground state.

We now parametrize the three relevant degrees of freedom in the phases as shown in the right half of Fig. 5. The part of the potential energy which depends on \( \gamma_1 \) and \( \gamma_2 \) is

\[
F_\gamma = \tilde{\eta}_{13} \cos(\delta - \gamma_1) + \tilde{\eta}_{23} \cos(\delta + \gamma_2) + \tilde{\eta}_{24} \cos(\delta - \gamma_2) + \tilde{\eta}_{14} \cos(\delta + \gamma_1) + \tilde{\eta}_{12} \cos(\gamma_1 + \gamma_2).
\]

By the assumed equivalence of \( \phi_3 \) and \( \phi_4 \), we have that \( \tilde{\eta}_{13} = \tilde{\eta}_{14} =: \tilde{\eta}_1 \) and \( \tilde{\eta}_{23} = \tilde{\eta}_{24} =: \tilde{\eta}_2 \). Thus we can write \( F_\gamma \) as

\[
F_\gamma = 2(\tilde{\eta}_1 \cos \gamma_1 + \tilde{\eta}_2 \cos \gamma_2) \cos \delta + \tilde{\eta}_{12} \cos(\gamma_1 + \gamma_2). \tag{10}
\]

Without loss of generality, we assume that \( \cos \delta \geq 0 \). Since we also have that \( \tilde{\eta}_1 < 0 \) and \( \tilde{\eta}_2 < 0 \), we can conclude that the first term in (10) is minimized by \( \gamma_1 = \gamma_2 = 0 \). Also, the second term in (10) is clearly minimized precisely if \( \gamma_1 + \gamma_2 = 0 \). Thus, we again have that \( \phi_1 = \phi_2 \) in the ground state.

V. MULTIPLY FRUSTRATED SIGNATURES

The multiply frustrated signatures are the frustrated signatures for which more than one of the Josephson couplings are frustrated, regardless of the phase configuration. For such signatures, the ground-state degeneracy can be greater than for singly frustrated four-component signatures, or for fewer than four components. First, for some values of the free-energy parameters, there exists continuous ground-state degeneracy corresponding to rotation of a pair of phases relative to the other two phases. Such rotations can occur when the phases are pairwise equivalent in the aforementioned sense, and occur despite all phases being coupled. Second, for certain other values of the free-energy parameters, there can exist other types of additional continuous ground-state degeneracy. This can occur when two or three phases are equivalent.

A. Energetically free phase rotations

We now say something about what parameter values give rise to energetically free phase rotations of the aforementioned type. In doing this, and in the remainder of this section, we choose to consider signature 11 (Table I). For this signature, energetically free phase rotations may exist in cases where the phases are pairwise antilocked in the ground state. Assume that \( \phi_1 = \phi_2 + \pi \) and \( \phi_3 = \phi_4 + \pi \), and let \( \gamma = \phi_3 - \phi_1 \). This situation is illustrated in the rightmost part of Fig. 6. In order for this to be a ground-state configuration with \( 0 \neq \gamma \neq \pi \), it is necessary that

\[
\tilde{\eta}_{13} = \tilde{\eta}_{14} = \tilde{\eta}_{23} = \tilde{\eta}_{24}. \tag{11}
\]

FIG. 6. Examples of ground-state phase configurations for multiply frustrated signatures with complete intercomponent symmetry. The phases are pairwise locked or antilocked. The phase rotations corresponding to alteration of the angle \( \gamma \) are energetically free.

where \( \eta_j = -\eta_j |\psi_i||\psi_j| \). To see that these equalities are necessary, note that if they do not hold, one of the phases will be subject to a net force, which will tend to alter the phase configuration. Apart from being necessary ground-state conditions, the conditions in (11) are sufficient for the \( \gamma \)-rotation to be energetically free: the portion of the potential energy which depends on \( \gamma \) is

\[
\tilde{\eta}_{13} \cos \gamma + \tilde{\eta}_{23} \cos(\pi - \gamma) + \tilde{\eta}_{24} \cos \gamma + \tilde{\eta}_{14} \cos(\pi - \gamma) = (\tilde{\eta}_{13} + \tilde{\eta}_{24} - \tilde{\eta}_{23} - \tilde{\eta}_{14}) \cos \gamma. \tag{12}
\]

Conditions equivalent to those in (11) can of course be given for the other multiply frustrated signatures. Note that the conditions in (11) are equivalent to the condition of pairwise ground-state equivalence of phases.

In order for the phase configurations parametrized by \( \gamma \) to correspond to ground states, it is necessary that

FIG. 7. Classification of ground states for signature 11 under the assumption of pairwise ground-state equivalence of phases. In region A there is no TRSB, in region B there is TRSB, and in region C there are energetically free phase rotations and thus degeneracy between states with and without TRSB. Representative ground states are shown for the three regions. We set \( \tilde{\eta}_{13} = \tilde{\eta}_{14} = \tilde{\eta}_{23} = \tilde{\eta}_{24} = 1 \). Along the curve \( \eta_{13}\eta_{24} = 1 \), the situation is more complicated than this classification suggests (Fig. 11).
the couplings between the paired phases be sufficiently strong, so that antilocking is maintained. In fact, we find numerically that the condition is

$$\tilde{\eta}_{12}\tilde{\eta}_{34} \geq \tilde{\eta}^2,$$

where $$\tilde{\eta} := \tilde{\eta}_{13} = \tilde{\eta}_{14} = \tilde{\eta}_{23} = \tilde{\eta}_{24}$$. Hence, we have found that the necessary and sufficient conditions for additional ground-state degeneracy in the form of energetically free phase rotations are $$(1)$$ and $$(13)$$. Figure 7 classifies the possible ground states under the assumption of $$(11)$$. (Without loss of generality, we set $$\tilde{\eta} = 1$$.) In cases for which $$\tilde{\eta}_{12} \leq 1$$ and $$\tilde{\eta}_{34} \leq 1$$ (region A), the ground state only breaks $$U(1)$$ symmetry. The energetically free phase rotations correspond to region C. The remaining possibilities (region B) give rise to ground states that break $$U(1) \times Z_2$$ symmetry.

We now consider the case of complete symmetry between the four components, which of course leads to fulfilment of $$(11)$$ and $$(13)$$ in the ground state. For illustrative purposes, we choose the parameter values $$\alpha_i = -1$$, $$\beta_i = 1$$ and $$\eta_{ij} = -1$$. For this completely symmetric case, the ground-state phase configurations are precisely those for which the phases are pairwise antilocked. Thus, there is continuous ground-state degeneracy. Figure 8 illustrates the ground-state phase configurations for this signature, as well as the corresponding phase configurations for the other two multiply frustrated signatures. As we expect, the ground states for the different signatures can be mapped to each other via relabelling of the components and inversion of the phases (application of $$\varphi_i$$’s).

We note that although rotation by the angle $$\gamma$$ (rotation, Fig. 6) does not alter the potential energy, such rotation does alter the normal modes and the corresponding length scales. This is clear from Fig. 8, which displays the ground states, normal modes, and characteristic length scales for the system in question. Also noteworthy is the fact that $$\gamma$$-rotation does not in itself lead to exploration of the entire family of ground states, since the pairwise antilocking of phases can occur in three ways, and rotation by $$\gamma$$ does not change the antilocking. This is illustrated schematically in Fig. 9.

Now, choose an angle $$\gamma$$ such that $$0 < \gamma < \pi/2$$, and consider the corresponding phase configuration in Fig. 8. From Fig. 8 it is clear that no two values of $$\gamma$$ in the aforementioned range give rise to equivalent normal modes. Due to the complete intercomponent symmetry, any permutation of $$\varphi_2$$, $$\varphi_3$$ and $$\varphi_4$$ will give an equivalent state (Fig. 9). Furthermore, complex conjugation of each $$\psi_i$
also yields an equivalent state. Thus, for a given ground state, there are typically twelve ground states that are equivalent to this state. However, there are special cases for which the number of equivalent states is three (special case 1 in Fig. 9) or six (special case 2 in Fig. 9).

Consider the ground states for which antilocked phase pairs are parallel. As can be seen from Fig. 8 there is a third massless mode in these states (the first two massless modes being gauge rotation and $\gamma$-rotation). Naturally, this third mode corresponds to the other possible way of maintaining pairwise antilocking. The occurrence of this mode is another example of the general situation discussed in Sec. III C. One might object that in this case there is no parameter actually modifying the potential. Nevertheless, we can simply replace $\alpha$ by $\gamma$ without invalidating the argument.

In the above, we have considered a multiply frustrated signature with maximal intercomponent symmetry. We now consider a case with less intercomponent symmetry. We choose the parameters to be as before, except that we change $\eta_{12}$ from $\eta_{12} = -1$ to $\eta_{12} = -2$. This has the effect of limiting the set of ground-state phase configurations. Whereas previously any configuration with pairwise antilocking was a ground-state configuration, the ground-state configurations are now those for which $\phi_1 = \phi_2 + \pi$ and $\phi_3 = \phi_4 + \pi$ (central circle in the left part of Fig. 9). Since $\phi_1$ and $\phi_2$ are now more strongly coupled, they are necessarily antilocked in the ground state. Consequently there is no longer any third massless mode, as can be seen from Fig. 10 which displays ground states, normal modes and characteristic length scales for the case we now consider.

We have found that in the cases considered above, different ground states may be inequivalent in the sense of having quite different normal modes and characteristic length scales. This suggests that these new degeneracies do not correspond to broken symmetries. Also, the number of equivalent states is not the same for all ground states. Furthermore, note that in the case of complete intercomponent symmetry, the set of ground states does not form a manifold. (Too see this, consider the special points at which there exists a third massless mode.) Thus there can be no corresponding Lie group.

We note that for multiply frustrated signatures it is of no significance whether a particular coupling is attractive or repulsive; only the strengths of the couplings matter. This follows immediately from the fact that any multiply frustrated signature can be mapped to the signature for which all couplings are repulsive. This observation is also germane to the below, in which we consider frustrated three-component systems.

B. Phase rotations: Other possibilities

We are interested to know as generally as possible when energetically free phase rotations of the aforementioned type can occur. We begin by noting that phase frustration is required, and thus at least three components are required. The frustrated three-component signatures are all weakly equivalent; we choose the signature for which all Josephson couplings are repulsive. For this signature, one could imagine that two of the phases antilock due to strong repulsive coupling. See the central image in Fig. 6 for an illustration (imagine that the two locked phases are one and the same). If the third phase is equally coupled to the two antilocked phases, then the third phase could rotate relative to the antilocked phases at no energy cost. We now show that this is not possible.

Requiring that the potential energy be stationary with respect to variations in the phase $\phi_1$, we obtain

$$-\eta_{12}|\psi_1||\psi_2|\sin(\phi_1 - \phi_2) - \eta_{13}|\psi_1||\psi_3|\sin(\phi_1 - \phi_3) = 0.$$  

Assuming that $\phi_1$ and $\phi_2$ are antilocked, so that $\phi_1 - \phi_2 = \pi$, we find that the first term above is equal to zero. Thus the second term must also be equal to zero, whence $\phi_1$ and $\phi_3$ are either locked or antilocked. Thus there can
be no energetically free phase rotations with fewer than four components.

The physical reason for the impossibility of energetically free phase rotations with only three components is clear: Firstly, antilocking is required, since without it the third phase will prefer certain values over others (recall that we assume that all couplings are repulsive; locking is an equivalent possibility for frustrated three-component signatures with attractive couplings). Assume, therefore, that $\phi_1$ and $\phi_2$ are antilocked, and envisage the insertion of $\phi_3$ so that $\phi_3 \neq \phi_i$ for $i \in \{1, 2\}$. The couplings involving $\phi_3$ will cause $\phi_1$ and $\phi_2$ to be subjected to a net force, and thus antilocking will be broken. By the same argument, energetically free phase rotations are not possible for any singly frustrated signature.

C. Condition for other continuous degeneracies

We have studied multiply frustrated four-component systems with pairwise equivalence of phases in the ground states, and found that such systems can possess the aforementioned energetically free phase rotations. We now consider four-component systems with ground-state equivalence of two or three phases. Such systems can possess other types of continuous degeneracies.

We begin by considering the case of ground-state equivalence of two phases. (The case of ground-state equivalence of three phases is of course a special case of the case we now consider, as are the two cases previously considered.) We seek to investigate whether in the present case degeneracy can arise in the way described in Section IV B and if so under what conditions. To this end, we again parametrize the three relevant degrees of freedom in the phases as in the left half of Fig. 8. The phases assumed to be equivalent are $\phi_1$ and $\phi_2$.

The part of the potential energy which depends on the rotational angle $\gamma$ (Fig. 6) is plotted on the $x$-axes. Note that there is no third massless mode at the points $\gamma = 0, \pi$. Also, the modes corresponding to pure density excitations (modes 5 and 7) do not have the same length scales.

\[
F = \tilde{\eta}_{12} \cos 2\gamma + \tilde{\eta}_{34} \cos (\delta_1 + \delta_2) + \tilde{\eta}_{13} \cos (\delta_1 - \gamma) + \tilde{\eta}_{23} \cos (\delta_1 + \gamma) + \tilde{\eta}_{24} \cos (\delta_2 - \gamma) + \tilde{\eta}_{14} \cos (\delta_2 + \gamma),
\]

where we assume that $0 \leq \gamma \leq \pi/2$ (the other possibility $-\pi/2 \leq \gamma \leq 0$ is obtained by complex conjugation). In the following, $\delta_i$ and $\gamma$ are ground-state values unless the opposite is stated. By our assumption of ground-state equivalence of $\phi_1$ and $\phi_2$, we have that $\tilde{\eta}_{13} = \tilde{\eta}_{23} = : \tilde{\eta}_1$.
and \( \tilde{\eta}_{14} = \tilde{\eta}_{24} =: \tilde{\eta}_2 \). Thus we can rewrite (14) as

\[
F = 2(\tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2) \cos \gamma \\
+ \tilde{\eta}_{12} \cos 2\gamma + \tilde{\eta}_{34} \cos(\delta_1 + \delta_2).
\]

Requiring that this energy be stationary with respect to variations of \( \delta_1 \) and \( \gamma \), we obtain

\[
\frac{\partial F}{\partial \delta_1} = -2\tilde{\eta}_1 \sin \delta_1 \cos \gamma - \tilde{\eta}_{34} \sin(\delta_1 + \delta_2) = 0 \tag{15}
\]

\[
\frac{\partial F}{\partial \gamma} = -2(\tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2) \sin \gamma - 2\tilde{\eta}_{12} \sin 2\gamma = 0. \tag{16}
\]

As discussed in Sec. [V B] it is only if \( \gamma \neq 0 \) that higher degeneracy can arise in the way described in that section. Therefore we assume that \( \gamma \neq 0 \); this happens precisely if \( 2\tilde{\eta}_{12} > |\tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2| \). Furthermore, it is easily seen that if \( \gamma = \pi/2 \) in a ground state, then there are energetically free phase rotations of the type described above. Therefore, we also assume that \( \gamma \neq \pi/2 \); this happens precisely if \( \tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2 \neq 0 \). In summary, we assume that \( 0 < \gamma < \pi/2 \), whence \( 0 < |\tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2| < 2\tilde{\eta}_{12} \).

Under the aforementioned assumptions, we have that (15) and (16) are equivalent to the following set of equations:

\[
0 = \tilde{\eta}_1 \sin \delta_1 - \tilde{\eta}_2 \sin \delta_2 \tag{17}
\]

\[
0 = 2\tilde{\eta}_1 \sin \delta_1 \cos \gamma + \tilde{\eta}_{34} \sin(\delta_1 + \delta_2) \tag{18}
\]

\[
0 = 2\tilde{\eta}_{12} \cos \gamma + \tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2. \tag{19}
\]

We note that the first equation above implies that \( \delta_1 = 0 \) mod \( \pi \) precisely if \( \delta_2 = 0 \) mod \( \pi \). This is of interest since if both \( \delta_1 = 0 \) mod \( \pi \) and \( \delta_2 = 0 \) mod \( \pi \), then the degeneracy corresponding to exchange of \( \phi_1 \) and \( \phi_2 \) will coincide with the degeneracy corresponding to complex conjugation. We thus assume that \( \delta_1 \neq 0 \) mod \( \pi \), whence \( \delta_2 \neq 0 \) mod \( \pi \).

We proceed by using (19) to substitute for \( \cos \gamma \) in (14). (In doing so we use a trigonometric identity to substitute \( \cos 2\gamma \), so that the only remaining variables are the \( \delta_i \).) The energy expression we thus obtain can, upon multiplying by a constant factor and disregarding an additive constant, be written as

\[
G = -\frac{1}{2}(\tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2)^2 + \tilde{\eta}_{12} \tilde{\eta}_{34} \cos(\delta_1 + \delta_2).
\]

Considering \( G \) amounts to restricting attention to a certain surface in phase space, which intersects all minima of interest. The variables \( \delta_1 \) and \( \delta_2 \) parametrize this surface. If, under our assumptions, \( \delta_1 \) and \( \delta_2 \) minimize \( F \), then these same values will of course minimize \( G \). We thus seek minima of \( G \) by requiring stationarity with respect to variations of the \( \delta_i \):

\[
\frac{\partial G}{\partial \delta_1} = (\tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2)\tilde{\eta}_1 \sin \delta_1 \\
- \tilde{\eta}_{12} \tilde{\eta}_{34} \sin(\delta_1 + \delta_2) = 0. \tag{20}
\]

Using the assumption that \( \delta_1 \neq 0 \) mod \( \pi \), as well as (17), we can rewrite (20) as

\[
(\tilde{\eta}_1 \tilde{\eta}_2 - \tilde{\eta}_{12} \tilde{\eta}_{34})(\tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2) = 0.
\]

We see that if \( \tilde{\eta}_1 \tilde{\eta}_2 - \tilde{\eta}_{12} \tilde{\eta}_{34} \neq 0 \) then \( \tilde{\eta}_1 \cos \delta_1 + \tilde{\eta}_2 \cos \delta_2 = 0 \), contradicting one of our assumptions. Thus it is only in cases for which

\[
\tilde{\eta}_1 \tilde{\eta}_2 - \tilde{\eta}_{12} \tilde{\eta}_{34} = 0 \tag{21}
\]

that higher degeneracy can arise in the way described in Sec. [V B] without there being energetically free phase rotations of the type investigated above. In fact, in some cases for which (21) holds there is additional continuous degeneracy. One such case is that of complete intercomponent symmetry considered above; we consider other such cases below.

The fact that continuous degeneracy can arise for parameter values that fulfill (21) is made plausible by the following considerations. First, if (21) holds then (under our assumptions) one can reduce (17)–(19) to two equations. With only two equations for three variables, it is not surprising that one can have continuously connected degenerate minima of the potential energy. Second, consider the physical role of the (effective) coupling coefficients \( \tilde{\eta}_1, \tilde{\eta}_2, \tilde{\eta}_{12} \) and \( \tilde{\eta}_{34} \). The couplings corresponding to \( \tilde{\eta}_1 \) and \( \tilde{\eta}_2 \) together favour a phase configuration in which \( \phi_1 = \phi_2 = \phi_3 = \phi_4 + \pi \). In contrast, the couplings corresponding to \( \tilde{\eta}_{12} \) and \( \tilde{\eta}_{34} \) favour a phase configuration in which \( \phi_1 = \phi_2 + \pi \) and \( \phi_3 = \phi_4 + \pi \). In the case of (21), there is a balance between these two tendencies which one could imagine gives rise to continuous ground-state degeneracy.
D. Properties of other continuous degeneracies

We now proceed to investigate the continuous ground-state degeneracies that can occur if (21) is fulfilled [note that the assumption of ground-state equivalence of \( \phi_1 \) and \( \phi_2 \) is implicit in (21)]. Without loss of generality, we set \( \tilde{\eta}_2 = 1 \). This leaves us with two degrees of freedom in the \( \tilde{\eta}_{ij} \). We choose to let these degrees of freedom be parametrized by \( \tilde{\eta}_{12} \) and \( \tilde{\eta}_{13} \); note that variation of these this implies variation of \( \tilde{\eta}_1 \). We consider the ranges \( 0 < \tilde{\eta}_{12}, \tilde{\eta}_{13} < 3 \). For each corresponding point in the space of the \( \tilde{\eta}_{ij} \), we determine the size of the range over which a given phase difference can be varied without leaving the set of ground states (Fig. 11). (We avoid the term ground-state manifold since the ground states do not necessarily form a manifold.) We see that there are regions with no degeneracy in phase differences, regions with complete degeneracy in certain phase differences, and regions with partial degeneracy in phase differences.

We now consider the example of three components being equivalent; this leads to fulfillment of (21), at least under appropriate relabeling. Let the free-energy parameters be such that \( \alpha_i = -1, \beta_i = 1 \) and \( \eta_{23} = \eta_{24} = \eta_{34} = -1 \). The magnitude of the parameter \( \eta := \eta_{12} = \eta_{13} = \eta_{14} \) is plotted on the x-axes. There are continuous ground-state degeneracies for a range of values of \( \eta \). Note that for \( \eta = -1 \) the situation illustrated here is equivalent to that for \( \gamma = \pi/2 \) in Fig. 8 for this value of \( \eta \) there are energetically free phase rotations. For some \( \eta \neq -1 \) there are other types of continuous degeneracies; \( \eta = -0.5 \) corresponds to Fig. 13 and \( \eta = -1.5 \) corresponds to Fig. 14.

Consider the lines given by \( \tilde{\eta}_{12} = 1 \) in Fig. 11. It is easily seen that along these lines \( \phi_1, \phi_2 \) and \( \phi_4 \) are equivalent; we express this by saying that \( \phi_3 \) is the special phase. Due to this equivalence of phases, we expect...
the lines corresponding to $\phi_{12}$ and $\phi_{14}$ to be equivalent; the same can be said of the lines corresponding to $\phi_{13}$ and $\phi_{34}$. Looking at Fig. 11, we see that this appears to be the case. In particular, we see that for $\hat{\eta}_{34} \leq 1$ there is complete degeneracy in the phase differences $\phi_{13}$ and $\phi_{34}$, whereas for large values of $\eta_{34}$ there is no degeneracy in these phase differences. This is relevant for the cases studied in Fig. 12, in which $\phi_1$ is the special phase. Furthermore, it is easily seen that the same information can be obtained by considering the lines given by $\eta_{34} = 1$. In this case, it is $\phi_4$ that is the special phase. Also, the scale along these lines is inverted, so that taking the limit $\hat{\eta}_{12} \to 0$ along these lines corresponds to taking the limit $\eta_{34} \to \infty$ along lines given by $\eta_{12} = 1$, and vice versa. Inspection of Fig. 11 appears to confirm this.

We close this section by considering two more values of the parameter $\eta$ that is varied in Fig. 12 (in addition to the value $\eta = -1$ already considered). We begin by considering the value $\eta = -0.5$ (Fig. 13). On the basis of the discussion in the previous paragraph, we expect this value to give rise to complete ground-state degeneracy in the phase differences $\phi_{12}$, $\phi_{13}$ and $\phi_{14}$. This is indeed what we find. Thus, is may seem reasonable to say that there are energetically free phase rotations. However, note that here it is not the case that one set of phases can be rotated rigidly relative to another at no energy cost. This is evident both from the plot of ground-state phases in Fig. 13, and from the plot of the second massless mode in the same figure. The topology of the ground-state manifold is $|U(1)|^2 \times \mathbb{Z}_2$; this is the product of the broken symmetry $U(1) \times \mathbb{Z}_2$ and an additional factor of $U(1)$ stemming from accidental degeneracy.

We now consider the value $\eta = -1.5$ (Fig. 14). By minimizing the potential energy for while keeping $\phi_{12}$ fixed, we find that $\phi_{12}$ can be varied in the range $1.62 \leq \phi_{12} \leq 4.67$ without leaving the ground-state manifold. By the equivalence of $\psi_2$, $\psi_3$ and $\psi_4$, this is also true of $\phi_{13}$ and $\phi_{14}$. Note that the ground-state degeneracy found here is roughly what one would expect on the basis of the results presented in Figs. 11 and 12. Finally, note that whereas the broken symmetry is $U(1) \times \mathbb{Z}_2$, the topology of the ground-state manifold is in fact $|U(1)|^2$. In other words, ground states that are related by the $\mathbb{Z}_2$ symmetry are in fact connected by accidental continuous degeneracy.
In general, the presence of such higher harmonics considerably complicates the situation. In particular, higher harmonics can give rise to metastability. In this section we make some observations pertaining to the case of second harmonics.

Consider chiral \( p \)-wave superconductors, which in certain cases can be modeled by a two-component model with biquadratic phase-coupling terms \((\psi_1 \psi_3^* + \text{c.c.})^2\), corresponding to \( n = 2 \) in (22) (see, e.g., Ref. [58]). When expanding the potential to first order in fluctuations of the densities and phases around the ground state, the factor of 2 in the second-harmonic Josephson coupling simply rescales the strength of the coupling, as compared to a first harmonic. Thus, the normal modes of two-band superconductors with either first-harmonic (s or s\( \pm \)) or second-harmonic interband Josephson coupling are the same. This is true regardless of the signs of the couplings, and thus there are four equivalent possibilities.

From the above we conclude that mixing of phase and density modes is not a generic feature of systems with nontrivial (not 0 or \( \pi \)) ground-state phase differences (in particular, it is not a consequence of TRSB). Rather, such mixing occurs when the cosine function in a Josephson coupling term is not stationary in the ground state, so that perturbation of the densities causes perturbation of the ground-state values of the phases, and vice versa. We now proceed to give what is perhaps the simplest example of this, in a system with only two components.

Consider the following Ginzburg-Landau free-energy density:

\[
f = \frac{1}{2} (\nabla \times \mathbf{A})^2 + \sum_{i=1}^2 \frac{1}{2} |\mathbf{D}_{\psi_i}|^2 + \alpha_i |\psi_i|^2 + \frac{1}{2} |\beta_i| |\psi_i|^4 \\
- \eta_{12} |\psi_1||\psi_2| \cos \phi_{12} - \kappa_{12} |\psi_1|^2 |\psi_2|^2 \cos 2\phi_{12}.
\]

But for the presence of the second-harmonic Josephson coupling, this is the same as \( \Psi^2 \) with \( n = 2 \). The inclu-
sion of a second harmonic can lead to the ground state value of $\phi_{12}$ being nontrivial. We set $\eta_{12} = 1$ and vary $\kappa_{12}$ over the range $-0.5 < \kappa_{12} < 0$. For definiteness, we also set $\alpha_i = -1$ and $\beta_i = 1$. By straightforward extension of the calculations of Sec. III one can determine the normal modes and corresponding length scales for this system. The results are displayed in Fig. 15. We note that there is indeed phase-density mode mixing when Josephson coupling terms are not stationary in the ground state.

VII. CONCLUSION

The abundance of recently discovered multiband superconductors with more than two bands (e.g., iron-based superconductors), and especially the possibility of creating Josephson-junction arrays using these materials, raises the need of also understanding more general multiband superconducting states. Here, we considered phenomenological Ginzburg-Landau and London models with an arbitrary number of superconducting components, with particular focus on four-component systems. It should be emphasized that realization of such systems does not require an intrinsically multiband system; rather, this can be achieved using real-space Josephson-coupled multilayers or Josephson-junction arrays.

We discussed the fact that the free energies (1) and (2) are invariant under the transformation which (i) inverts a given phase (i.e., adds $\pi$ to this phase), and (ii) changes the sign of all coupling coefficients involving this phase. Thus, apart from the trivial equivalence of signatures (corresponding to relabeling of components) which we call strong equivalence, there exists another equivalence of signatures (involving the aforementioned transformation), which we call weak equivalence.

We considered a graph-theoretical approach that allowed us to establish equivalence classes of multicomponent systems with frustrated intercomponent Josephson couplings. In this approach, we used a mapping where each component corresponds to a vertex and each Josephson coupling corresponds to an edge. We thus found the following for an $n$-component system: The number of strong-equivalence classes is equal to the number of graphs on $n$ (unlabeled) vertices, and the number of weak-equivalence classes is equal to the number of switching classes of such graphs, i.e., the number of equivalence classes under Seidel switching.

We calculated ground states, normal modes and characteristic length scales for frustrated multicomponent superconductors modeled by the free-energy density (2). We emphasize that the reported mixed phase-density modes are decoupled from the $U(1)$ sector. In the systems considered here, there can be fluctuation-driven phase transitions to anomalous normal states with broken discrete symmetry. The mixed modes can survive in these states due to the decoupling. For the case of four-component superconductors, we considered the two weak-equivalence classes of frustrated signatures that we call singly frustrated and multiply frustrated. We found that the properties of singly frustrated four-component systems are largely similar to those of phase-frustrated three-component systems.

In contrast, we found that multiply frustrated four-component signatures allow for qualitatively new features not present in the cases of two and three components. These are associated with accidental continuous ground-state degeneracies, e.g., in the form of energetically free phase rotations. These degeneracies exist despite Josephson coupling between all phase pairs. More precisely, the
degeneracies we have found can arise when at least two phases are equivalent in a ground state (in the weaker sense mentioned in Sec. [VI]). The existence of massless modes for some points in parameter space could lead to a number of interesting states for a range of parameters. For example, near such points in parameter space one of the coherence lengths can be anomalously large, leading to type-I.5 superconductivity.\textsuperscript{[33]}

Note that the aforementioned continuous ground-state degeneracies, which do not correspond to spontaneously broken symmetries of the free energy, are such that the ground states do not all have the same length scales and normal modes. Furthermore, in the frustrated case of complete intercomponent symmetry, we found that the ground states do not form a manifold, whence there can be no corresponding Lie group.

Finally, we briefly considered systems with higher harmonics in the Josephson couplings. In doing so, we found that such systems typically display phase-density mode mixing, even in the simplest case of only two components. However, this is not the case for chiral $p$-wave superconductors\textsuperscript{[33]} rather, these have the same normal modes as two-component $s$-wave superconductors.

In this paper we used an entirely phenomenological approach. Our results suggest that the case of four components is substantially richer than the better-investigated frustrated three-component case. This calls for further microscopic investigation of these new states based on approaches like those in, e.g., Refs.\textsuperscript{[24] and [39]}
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