ISOPERIMETRIC WEIGHTS AND GENERALIZED
UNCERTAINTY INEQUALITIES IN METRIC MEASURE
SPACES

JOAQUIM MARTÍN AND MARIO MILMAN

In memory of Nigel Kalton

Abstract. We extend the recent $L^1$ uncertainty inequalities obtained in [14]
to the metric setting. For this purpose we introduce a new class of weights,
named “isoperimetric weights”, for which the growth of the measure of their
level sets $\mu(\{ w \leq r \})$ can be controlled by $rI(r)$, where $I$ is the isoperimeter-
ric profile of the ambient metric space. We use isoperimetric weights, new
“localized Poincaré inequalities”, and interpolation, to prove $L^p$, $1 \leq p < \infty$,
uncertainty inequalities on metric measure spaces. We give an alternate char-
acterization of the class of isoperimetric weights in terms of Marcinkiewicz
spaces, which combined with the sharp Sobolev inequalities of [21], and in-
terpolation of weighted norm inequalities, give new uncertainty inequalities in
the context of rearrangement invariant spaces.

1. Introduction

In a recent paper, Dall’ara-Trevisan [14] extended the classical uncertainty in-
equality (cf. [39])

$$\|f\|_{L^2(\mathbb{R}^n)}^2 \leq 4n^{-2} \| |\nabla f||_{L^2(\mathbb{R}^n)} \| |x| f||_{L^2(\mathbb{R}^n)}, \quad f \in C_0^\infty(\mathbb{R}^n),$$

to a large class of homogeneous spaces $M$ for a (Lie or finitely generated) group $G$
such that the isotropy subgroups are compact and, furthermore, $M$ is endowed
with an invariant measure $\mu$, an invariant distance $d$, and an invariant gradient
which is compatible with $d$. To describe the weights considered in [14] let us observe
that for each $r > 0$, the elements of $B(r)$, the class of balls of radius $r$ in $M$, have
equal measure and, consequently, one can consider the class of weights $w : M \to \mathbb{R}^+$
that satisfy

$$\mu(\{ w \leq r \}) \leq \Upsilon_M(r) := \mu(B(r)).$$

In this setting, Dall’ara-Trevisan [14] show that, for all weights that satisfy (1.2),
there exists $c > 0$ such that for all $p \in [1, \infty)$,

$$\|f\|_{L^p(M,\mu)}^p \leq cp \| |\nabla f||_{L^p(M,\mu)} \| w f\|_{L^p(M,\mu)},$$
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for all smooth functions $f$ satisfying suitably prescribed cancellations$^2$.

A new feature of the result is the fact that it is crucially valid for $p = 1$. Indeed, the inequalities for $L^p$, $p > 1$, follow from the $L^1$ case by a familiar argument using the chain rule (cf. [14], [32]). Furthermore, as in the classical theory of Sobolev inequalities of Maz’ya (cf. [25], [26]), the $L^1$ uncertainty inequalities are naturally connected with isoperimetry. For example, when $M$ is compact, the “weak isoperimetric inequality” property used in [14] asserts the existence of a constant $C > 0$, such that for all Borel sets $A$ and $E$, with $\mu(A) \leq \mu(M)/2$, and $\mu(E) \leq T_M(r)$, we have

$$\mu(A \cap E) \leq Cr\mu^+(A),$$

(1.4)

where $\mu^+$ is a suitable notion of perimeter$^4$ (cf. [14], and also [13]). The proof of (1.3) in [14] uses (1.2) and (1.4) combined with Poincaré’s inequality; furthermore, the group structure associated with $M$ also plays a rôle.

The purpose of this paper is to extend (1.3) to the more general context of metric measure spaces. In particular, we will eliminate the dependence on any type of group structure as well as the requirement that the measure of a ball depends only on its radius. In particular, our uncertainty inequalities are also valid in the Gaussian setting. We are also able to extend (1.3) to rearrangement invariant norms and establish a principle that allows the transference of uncertainty inequalities between different geometries, under the assumption that the underlying isoperimetric profiles can be compared pointwise.

To explain in somewhat more detail the motivation behind the results, and the methods we shall develop in this paper, we need to introduce some notation.

Let $(\Omega, \mu, d)$ be a connected metric measure space$^5$, such that $\mu(K) < \infty$, for compact sets $K \subset \Omega$. The modulus of the gradient of a Lip function $f$ is defined by

$$|\nabla f(x)| = \limsup_{d(x,y) \to 0} \frac{|f(x) - f(y)|}{d(x,y)}.$$

The perimeter or Minkowski content of a Borel set $A \subset \Omega$, is defined by

$$\mu^+(A) = \liminf_{h \to 0} \frac{\mu(A_h) - \mu(A)}{h},$$

where $A_h = \{x \in \Omega : d(x,A) < h\}$. The isoperimetric profile$^6$ $I := I(\Omega,\mu,d)$ associated with $(\Omega,\mu,d)$, is the function $I : [0,\mu(\Omega)) \to \mathbb{R}_+$, defined by

$$I(t) = \inf_{\mu(A)=t} \{\mu^+(A)\}.$$

We shall always assume that $I$ is concave, continuous, and zero at zero. In the case of finite measure spaces, i.e. when $\mu(\Omega) < \infty$, we shall also assume that $I$ is symmetric around $\mu(\Omega)/2$. In particular, in this case $I$ will be increasing on

---

$^2$For example, if $M$ is compact, a natural normalization condition is $\int f d\mu = 0$, and in the non-compact case (cf. [13]) it is natural to require that the functions have compact support. In this paper $Lip_0(\Omega)$, will always denote the set of Lip functions with compact support.

$^3$For more on this we refer to [14] and Section 3 below.

$^4$Roughly speaking “$\mu^+(A) = ||\nabla (\chi_A)||_{L^1}$”.

$^5$We shall list further assumptions on $(\Omega,\mu,d)$ as needed.

$^6$While isoperimetric profiles are very hard to compute exactly, most of the estimates in this paper hold true if replace $I$ by a lower bound estimator function, usually referred to as "an isoperimetric estimator" (cf. [21]).
(0, μ(Ω)/2), and decreasing on (μ(Ω)/2, μ(Ω)). Moreover, if μ(Ω) = ∞, we assume that I is increasing.

In what follows metric measure spaces having all the properties listed above shall be simply referred to as "measure metric spaces".

Our main focus will be on the validity of $L^1$ inequalities of the form
\[
\|f\|_{L^1(\Omega, \mu)}^2 \leq c \|\nabla f\|_{L^1(\Omega, \mu)} \|wf\|_{L^1(\Omega, \mu)},
\]
for all smooth functions $f$ that satisfy suitably prescribed cancellations. As in [14], one of our main tools will be local Poincaré inequalities, but in our case, they are formulated using the isoperimetric profile, and are valid for arbitrary measurable sets, rather than balls. For example, if μ(Ω) < ∞, we localize the usual Poincaré inequality (cf. [8, 21]),
\[
(1.5) \quad \int_{\Omega} |f - m(f)| \, d\mu \leq \frac{\mu(\Omega)}{2I(\mu(\Omega)/2)} \int_{\Omega} |\nabla f| \, d\mu,
\]
as follows: For all $f \in \text{Lip}(\Omega)$ and for all measurable $A \subset \Omega$ we have (cf. Theorem 1 below)
\[
(1.6) \quad \int_{A} |f - m(f)| \, d\mu \leq \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})} \int_{A} |\nabla f| \, d\mu,
\]
where $m(f)$ is a median of $f$ (cf. Section 2).

A key role in our analysis is played by a class of weights, which we call *isoperimetric* weights. A positive measurable function $w : \Omega \to \mathbb{R}_+$ will be called an *isoperimetric weight* if there exists a constant $C = C(w)$ such that
\[
(1.7) \quad \frac{\min\{\mu(\{w \leq r\}), \mu(\Omega)/2\}}{I(\min\{\mu(\{w \leq r\}), \mu(\Omega)/2\})} \leq Cr, \quad r > 0.
\]
In particular, when $\mu(\Omega) = \infty$, the condition (1.7) takes the simpler form
\[
(1.8) \quad \mu(\{w \leq r\}) \leq CrI(\mu(\{w \leq r\})), \quad r > 0.
\]
As a consequence, the growth of the measure of the level sets of isoperimetric weights is controlled by the isoperimetric profile associated with the geometry. To get some insight on the difference between (1.5) and (1.2) we shall now briefly compare them in the context of $\mathbb{R}^n$. The classical weight used for Euclidean uncertainty inequalities (cf. [14] above) is $w(x) = |x|$. For this weight, both conditions, (1.5) and (1.2), are satisfied, but the calculations needed for their verifications are different. Indeed, let $\mu_{\mathbb{R}^n}$ denote the Lebesgue measure on $\mathbb{R}^n$, and let $w(x) = |x|$, then we have
\[
\mu_{\mathbb{R}^n}(\{w \leq r\}) = \mu_{\mathbb{R}^n}(\{|x| \leq r\}) = \beta_n r^n,
\]
where $\beta_n$ is the measure of the unit ball; on the other hand, since $I_{\mathbb{R}^n}(r) = n (\beta_n)^{1/n} r^{(1-1/n)}$, we also have
\[
\begin{align*}
\mu_{\mathbb{R}^n}(\{w \leq r\}) &= \mu_{\mathbb{R}^n}(\{|x| \leq r\}) = \beta_n r^n, \\
\int_{\mathbb{R}^n} (\mu(\{w \leq r\})) &= \int_{\mathbb{R}^n} (\mu_{\mathbb{R}^n}(\{|x| \leq r\})) = \beta_n r^n.
\end{align*}
\]

\[\begin{align*}
\text{Below we will also develop methods to treat uncertainty inequalities for rather general re-} \\
\text{arrangement invariant norms.}
\end{align*}\]

\[\begin{align*}
\text{To understand the reason why condition (1.7) is slightly more complicated when }\mu(\Omega) < \infty, \\
\text{note that if } \mu(\{w \leq r\}) = 1, \text{ then, since } I(1) = 0, I(\mu(\{w \leq r\})) = 0 \text{ and (1.2) has no meaning.}
\end{align*}\]

A comparable phenomenon occurs with condition (1.2), which has no meaning when $r >$ diameter of $M$.\]
Thus, \( w(x) = |x| \) satisfies both (1.8) and (1.2). In fact, more generally, for geometries that satisfy the assumptions of [14] and, moreover, have concave isoperimetric profiles, we will show that if a weight \( w \) satisfies (1.2) then it is an *isoperimetric weight* in our sense (cf. Section 5, Theorem 6).

For isoperimetric weights we will show (cf. Theorem 3 below) that there exists a universal constant \( c = c(w) \) such that, for all suitably normalized Lipschitz functions \( f \), the following uncertainty inequality holds

\[
\|f\|^2_{L^1(\Omega, \mu)} \leq c \|\nabla f\|_{L^1(\Omega, \mu)} \|wf\|_{L^1(\Omega, \mu)}.
\]

Moreover, a weak converse holds. Namely, if (1.9) holds for a given weight \( w \), then it is easy to see that the growth of the measure of the level sets of \( w \) must be controlled in some fashion by their corresponding perimeters. More precisely, we have (cf. Remark 1 below),

\[
\mu(\{w \leq r\}) \leq cr\mu^+(\{w \leq r\}).
\]

From a technical point of view, the class of isoperimetric weights is useful for our development in this paper since these weights are directly related to the local Poincaré inequalities described above (cf. (1.6)). In fact, with these tools at hand, combined with interpolation, we are able to adapt the main argument of [14] to prove \( L^1 \) uncertainty inequalities in our setting. As it turns out, there is still a different characterization of the class of isoperimetric weights through the use of rearrangements. Indeed, we will show that isoperimetric weights are functions that belong to a Marcinkiewicz space whose fundamental function behaves essentially like \( \frac{I(t)}{t} \). We then observe that, in view of a classical inequality of Hardy-Littlewood, the usual self improvements of Sobolev inequalities can be formulated as weighted norm inequalities, where the weights are precisely the isoperimetric weights! At this point we use interpolation theory to derive new uncertainty inequalities for rearrangement invariant norms.

Let \( \Phi(t) := \Phi_I(t) = \min \{\mu(\Omega)/2\}, t \in (0,\mu(\Omega)) \), then, since we assume that \( I(t) \) is concave, the function \( \Phi \) is non-decreasing. It can be readily seen (cf. Lemma 1 in Section 2.3 below) that \( w \) is an isoperimetric weight if and only if \( W := \frac{1}{w} \) belongs to the Marcinkiewicz space \( M(\Phi) = M(\Phi)(\Omega, \mu) \), of functions on \( \Omega \) such that

\[
\|f\|_{M(\Phi)} = \sup_{t > 0} t\Phi(\mu(\{|f| > t\})) < \infty.
\]

In terms of rearrangements (cf. [34] and Section 2.3 below) we can also write

\[
\|f\|_{M(\Phi)} = \sup_{t > 0} f^*_\mu(t)\Phi(t).
\]

In other words, \( w \) is an *isoperimetric weight* if and only \( W := \frac{1}{w} \) satisfies

\[
\|W\|_{M(\Phi)} = \sup_{t > 0} W^*_\mu(t)\Phi(t) = \sup_{t > 0} W^*_\mu(t) \frac{t}{I(t)} < \infty.
\]

To set the stage for the more general developments we shall present in Section 6, let us briefly develop, in the more familiar Euclidean setting, the connection of uncertainty inequalities with sharp Sobolev inequalities, interpolation of weighted norm inequalities, and explain the rôle of the Marcinkiewicz space \( M(\Phi) \).

\[
(1.10)
\]
The idea here is that the classical Gagliardo-Nirenberg inequality

$$
\|f\|_{L^{\frac{n}{n-\gamma}}(\mathbb{R}^n)} \leq \frac{1}{n (\beta_n)^{1/n}} \|\nabla f\|_{L^1(\mathbb{R}^n)}, \quad f \in \text{Lip}_0(\mathbb{R}^n),
$$

self improves \(^9\) to (cf. [36])

(1.11)

$$
\|f\|_{L^{\frac{n-\gamma}{n}}(\mathbb{R}^n)} := \int_0^{\infty} f^*(s)s^{1-1/n} \frac{ds}{s} \leq \frac{n'}{(\beta_n)^{1/n}} \|\nabla f\|_{L^1(\mathbb{R}^n)}, \quad f \in \text{Lip}_0(\mathbb{R}^n).
$$

This self improvement can be re-interpreted as an $L^1(\Omega, \mu)$ weighted inequality. Indeed, suppose that $W \in M(\Phi)(\mathbb{R}^n, \mu)$, where $\Phi(t) = t^{1/n}$, and $d\mu(x) = dx$ is the Lebesgue measure. Then, for $f \in \text{Lip}_0(\mathbb{R}^n)$, we have,

$$
\|fW\|_{L^1(\mathbb{R}^n)} = \int_{\mathbb{R}^n} |f(x)| W(x)dx \\
\leq \int_{\mathbb{R}^n} f^*(t)W^*(t)dt \leq \|W\|_{M(\Phi)} \int_{\mathbb{R}^n} f^*(t)t^{1-1/n} \frac{dt}{t} \leq \frac{n'}{(\beta_n)^{1/n}} \|\nabla f\|_{L^1(\mathbb{R}^n)}, \quad f \in \text{Lip}_0(\mathbb{R}^n) \ (\text{by } \text{(1.11)}).
$$

(1.12)

A simple interpolation \(^10\) between the inequality (1.12) and the trivial inequality

$$
\int_{\mathbb{R}^n} |f(x)| w(x)dx \leq \int_{\mathbb{R}^n} |f(x)| w(x)dx,
$$

yields \(^11\)

$$
\int_{\mathbb{R}^n} |f(x)| dx \leq c_n \|W\|_{M(\Phi)}^{1/2} \|\nabla f\|_{L^1(\mathbb{R}^n)}^{1/2} \|fW\|_{L^1(\mathbb{R}^n)}^{1/2}.
$$

The weighted norm inequality (1.12) appears already in [15], and corresponds to one of the end points of the Strichartz inequalities (cf. [35] Sec II, Theorem 3.6, page 1049),

(1.13) \quad $\|fW\|_{L^p(\mathbb{R}^n)} \leq c_n(p) \|W\|_{L^{\infty}(\mathbb{R}^n)} \|\nabla f\|_{L^1(\mathbb{R}^n)}, \quad 1 < p < n, \quad f \in \text{Lip}_0(\mathbb{R}^n).$

---

\(^9\)Here and in what follows we let $\text{Lip}_0(\Omega) = \{f \in \text{Lip}(\Omega) : f \text{ has compact support}\}$.

\(^10\)Note that

$$
\|f\|_{L^{\frac{n}{n-\gamma}}(\mathbb{R}^n)} \leq \frac{n}{n-1} \|f\|_{L^{\frac{n}{n-\gamma-1}}(\mathbb{R}^n)}.
$$

\(^11\)We always provide direct proofs of the interpolation argument using explicit decompositions. However, since the abstract method can be used to prove more general results and establish connections with other inequalities, we also briefly indicate a proof using abstract interpolation theory in Section 5.5 below.

Recall that we are interpolating between $w$ and $w^{-1} = W$. Interpolation with a parameter $\theta$, yields a weighted norm inequality and the weight $w^{1-\theta}(\frac{1}{\theta})^\theta$ appears on $L^1$ norm on the left hand side. This explains the choice $\theta = \frac{1}{2}$, which eliminates the weight.
In fact, taking as a starting point the sharp Sobolev inequality of Hardy-Littlewood-O’Neil\(^\text{13}\) \([30]\)
\[
\|f\|_{L^{p,p}(\mathbb{R}^n)} \leq c_n \|\nabla f\|_{L^p(\mathbb{R}^n)}, \quad \frac{1}{p} = \frac{1}{p} - \frac{1}{n}, \quad 1 \leq p < n,
\]
and following the argument that led us to (1.12) gives a proof of (1.13) (cf. Section 5.6 below). More generally, it is perhaps a new observation that the corresponding weighted norm inequalities implied by the sharp Sobolev inequalities of \([21]\) extend the Strichartz \([35]\) and Faris \([15]\) inequalities to the setting of r.i. norms (cf. Section 5.6 below). Finally, let us remark that this discussion gives another proof of the Euclidean space version of the uncertainty inequality of Dall’ara-Trevisan \([14]\).

Indeed, for \(w(x) = |x|\), then \(W(x) = |x|^{-1}\), and
\[
c(W) = \| |x|^{-1}\|_{M(\Phi)} \approx \| |x|^{-1}\|_{L^{n,\infty}(\mathbb{R}^n)} = \beta^{1/n}.
\]

As a bonus, this approach to (1.3) allow us to also replace the \(L^1\) norms by rearrangement invariant norms. In fact, the argument can be also adapted to deal Besov type conditions (cf. Section 5.7 below). The connection with Marcinkiewicz spaces makes it also easy to actually construct isoperimetric weights for given geometries where we have a lower bound on the corresponding isoperimetric profiles, as we show with examples in Section 5 below. In particular, we show how to construct *isoperimetric weights* for Gaussian or more generally log concave measures (cf. Section 5.3).

For perspective, the connection between (the classical) Sobolev inequalities and Lorentz-Marcinkiewicz spaces \(L^{p,\infty}\), has been known for a long time, and already appears, albeit implicitly, in the work of Hardy-Littlewood, and is already fully developed and exploited in the celebrated work of O’Neil on convolution inequalities (cf. \([30]\)). It is in \([30]\) that one finds explicitly the idea of using Marcinkiewicz spaces in order to treat abstractly convolution with potentials of the form \(w = f(d(x,x_0))\). In our context, the “good weights” belong to Marcinkiewicz spaces whose very definition is given in terms of the underlying isoperimetric profile. In the metric setting the use of weight functions of the form \(w = f(d(x,x_0))\), where \(d\) is the underlying metric, is classical (cf. \([29]\) and the references therein). In particular, we remark that for geometries where the measure of a ball is independent of the radius\(^\text{15}\), the functions of the form \(w(x) = d(x_0,x)\), where \(x_0\) is a fixed element of \(\Omega\), trivially satisfy the condition (1.2) with equality.

We should also mention that the characterization of *isoperimetric weights* using Marcinkiewicz spaces also readily leads to a transference result for uncertainty inequalities which we formulate in Section 5.4 below. Finally, and without any claim to completeness, we give a sample of recent references that treat uncertainty inequalities in different contexts and with different levels of generality, where the reader may find further references to the large literature in this field (cf. \([10], [11], [24], [29], [31]\)), we also should mention the classical papers by Fefferman \([16]\) and Beckner \([3], [4]\).

\(^{13}\)Comparing methods, in \([15]\), (1.13) is proved directly and then (1.14) is obtained as a corollary.

\(^{14}\)Here the notation \(f \approx g\) indicates the existence of a universal constant \(c > 0\) (independent of all parameters involved) such that \((1/c)f \leq g \leq cf\).

\(^{15}\)This condition fails for Gaussian measure (cf. \([15], [38]\) Proposition 5.1, page 52.).
2. Preliminaries

In this section we establish some further notation and background information and we provide more details about isoperimetric weights. Let \((\Omega, \mu, d)\) be a metric measure space as described in the Introduction.

2.1. Medians. In this subsection we assume that \(\mu(\Omega) < \infty\).

**Definition 1.** Let \(f : \Omega \to \mathbb{R}\) be an integrable function. We say that \(m(f)\) is a median of \(f\) if

\[
\mu\{f \geq m(f)\} \geq \frac{\mu(\Omega)}{2}; \quad \text{and} \quad \mu\{f \leq m(f)\} \geq \frac{\mu(\Omega)}{2}.
\]

For later use we record the following elementary estimate of the median, and provide the easy proof for the sake of completeness,

\[
|m(f)| \leq \frac{2}{\mu(\Omega)} \int_\Omega |f| d\mu.
\]

**Proof.** We use Chebyshev’s inequality and the definition of median as follows. On the one hand,

\[
m(f) = m(f)\mu\{f \geq m(f)\} \cdot \frac{1}{\mu\{f \geq m(f)\}} \\
\leq \frac{1}{\mu\{f \geq m(f)\}} \int_{\{f \geq m(f)\}} f d\mu \\
\leq \frac{2}{\mu(\Omega)} \int_\Omega |f| d\mu.
\]

On the other hand, we similarly have

\[
m(f) = m(f)\mu\{f \leq m(f)\} \cdot \frac{1}{\mu\{f \leq m(f)\}} \\
= \frac{m(f)}{\mu\{f \leq m(f)\}} \int_{\{f \leq m(f)\}} d\mu \\
\geq \frac{1}{\mu\{f \leq m(f)\}} \int_{\{f \leq m(f)\}} f d\mu.
\]

Hence,

\[
-m(f) \leq \frac{1}{\mu\{f \leq m(f)\}} \int_{\{f \leq m(f)\}} -f d\mu \\
\leq \frac{1}{\mu\{f \leq m(f)\}} \int_\Omega |f| d\mu \\
\leq \frac{2}{\mu(\Omega)} \int_\Omega |f| d\mu.
\]

Combining estimates (2.1) follows. \(\square\)

2.2. Rearrangement invariant spaces. Let \(u : \Omega \to \mathbb{R}\), be a measurable function. The distribution function \(\mu_u(t)\) of \(u\) is given by

\[
\mu_u(t) = \mu\{x \in \Omega : |u(x)| > t\} \quad (t \geq 0).
\]
The decreasing rearrangement of a function $u$ is the right-continuous non-increasing function from $[0, \mu(\Omega))$ into $\mathbb{R}^+$ which is equimeasurable with $u$. It can be defined by the formula

$$u^*_\mu(s) = \inf \{ t \geq 0 : \mu_u(t) \leq s \}, \ s \in [0, \mu(\Omega)),$$

and satisfies

$$\mu_u(t) = \mu \{ x \in \Omega : |u(x)| > t \} = m \{ s \in [0, \mu(\Omega)) : u^*_\mu(s) > t \}, \ t \geq 0,$$

(where $m$ denotes the Lebesgue measure on $[0, \mu(\Omega))$). It follows from the definition that

$$\mu_u(t) = m \{ x \in \Omega : |u(x)| > t \} = m \left\{ s \in [0, \mu(\Omega)) : u^*_\mu(s) > \frac{m}{t} \right\}, \ t > 0.$$

The maximal average $u^{**}_\mu(t)$ is defined by

$$u^{**}_\mu(t) = \frac{1}{t} \int_0^t u^*_\mu(s) \, ds = \frac{1}{t} \sup \left\{ \int_E |u(s)| \, d\mu : \mu(E) = t \right\}, \ t > 0.$$

The operation $u \to u^{**}_\mu$ is sub-additive, i.e.

$$\mu^{**}_\mu(t) = \mu^{**}_\mu(s) \leq u^{**}_\mu(s) + v^{**}_\mu(s),$$

and moreover,

$$\int_0^t (uv)^{**}_\mu(s) \, ds \leq \int_0^t u^{**}_\mu(s) v^{**}_\mu(s) \, ds, \ t > 0.$$

On occasion, when rearrangements are taken with respect to the Lebesgue measure or when the measure is clear from the context, we may omit the measure and simply write $u^*$ and $u^{**}$, etc.

We now recall briefly the basic definitions and conventions we use from the theory of rearrangement-invariant (r.i.) spaces and refer the reader to [5] for a complete treatment. We say that a Banach function space $X(\Omega)$, on $(\Omega, d, \mu)$, is a rearrangement-invariant (r.i.) space, if $g \in X$ implies that all $\mu$-measurable functions $f$ with the same rearrangement with respect to the measure $\mu$, i.e. such that $f^*_\mu = g^*_\mu$, also belong to $X$, and, moreover, $\|f\|_X = \|g\|_X$.

When dealing with r.i. spaces we will always assume that $(\Omega, d, \mu)$ is resonant in the sense of [5, Definition 2.3, pag 45].

For any r.i. space $X(\Omega)$ we have

$$L^\infty(\Omega) \cap L^1(\Omega) \subset X(\Omega) \subset L^1(\Omega) + L^\infty(\Omega),$$

with continuous embeddings. In particular, if $\mu$ is finite, then

$$L^\infty(\Omega) \subset X(\Omega) \subset L^1(\Omega).$$

An r.i. space $X(\Omega)$ can be represented by a r.i. space on the interval $(0, \mu(\Omega))$, with Lebesgue measure, $X = X(0, \mu(\Omega))$, such that (see [5, Theorem 4.10 and subsequent remarks])

$$\|f\|_X = \|f^*_\mu\|_{\overline{X}},$$

for every $f \in X$. Typical examples of r.i. spaces are the $L^p$-spaces, Lorentz spaces, Marcinkiewicz spaces and Orlicz spaces.

\[\text{We use the definition of Banach function space that one can find in [7] which, in particular, assumes that the spaces have the Fatou property.}\]
A useful property of r.i. spaces states that if
\[ \int_0^t |f|^*_\mu(s)ds \leq \int_0^t |g|^*_\mu(s)ds, \]
holds for all \( t > 0 \), and \( X \) is a r.i. space, then,
\[ \|f\|_X \leq \|g\|_X. \]

2.3. Isoperimetric weights. We give a formal discussion of the notion of isoperimetric weight and its characterization in terms of Marcinkiewicz spaces.

**Definition 2.** We will say that a locally integrable function \( w : \Omega \to \mathbb{R}_+ \) is an isoperimetric weight, if \( w > 0 \) a.e., and there exists a constant \( C := C(w) > 0 \) such that
\[ \frac{\min\{\mu(\{w \leq r\}), \mu(\Omega)/2\}}{I(\min\{\mu(\{w \leq r\}), \mu(\Omega)/2\}))} \leq Cr, \quad r > 0. \]

It is easy to see that (2.6) is equivalent to
\[ \frac{\min\{\mu(\{w < r\}), \mu(\Omega)/2\}}{I(\min\{\mu(\{w < r\}), \mu(\Omega)/2\}))} \leq Cr, \quad r > 0. \]

In what follows we write
\[ C(w) := \sup_{r > 0} \frac{1}{r} \frac{\min\{\mu(\{w \leq r\}), \mu(\Omega)/2\}}{I(\min\{\mu(\{w \leq r\}), \mu(\Omega)/2\}))}. \]

Let \( \Phi(t) = \frac{\min\{\mu(\{w < r\}), \mu(\Omega)/2\}}{I(\min\{\mu(\{w < r\}), \mu(\Omega)/2\}))}, \quad t \in (0, \mu(\Omega)). \) The Marcinkiewicz \( M(\Phi)(\Omega) \) is defined by the condition
\[ \|f\|_{M(\Phi)} = \sup_{t > 0} t\Phi(\mu_f(t)) < \infty. \]

Since \( f^*_\mu \) and \( \mu_f \) are generalized inverses of each other a simple argument (cf. [34]) shows that \( f \in M(\Phi)(\Omega) \) if and only if
\[ \|f\|_{M(\Phi)} = \sup_{t > 0} f^*_\mu(t)\Phi(t) < \infty. \]

The previous discussion leads to the following

**Lemma 1.** \( w \) is an isoperimetric weight if and only if \( W := \frac{1}{w} \in M(\Phi)(\Omega). \)

**Proof.** From (2.7) and the fact that \( \mu(\{w < r\}) = \mu_W(\frac{1}{r}) \), we have
\[ C(w) = \sup_{r > 0} \frac{1}{r} \frac{\min\{\mu(\{w < r\}), \mu(\Omega)/2\}}{I(\min\{\mu(\{w < r\}), \mu(\Omega)/2\}))} = \sup_{r > 0} \frac{1}{r} \frac{\min\{\mu_W(\frac{1}{r}), \mu(\Omega)/2\}}{I(\min\{\mu_W(\frac{1}{r}), \mu(\Omega)/2\}))} = \sup_{r > 0} r\Phi\mu_W(r) = \|W\|_{M(\Phi)}. \]

}\]
Remark 1. In some sense we don’t have too many choices of weights in order for uncertainty inequalities to be true. For example, suppose that $\mu(\Omega) = \infty$, and $w$ is a weight such that
\begin{equation}
\|f\|_{L^1(\Omega)}^2 \leq c \|\nabla f\|_{L^1(\Omega)}\|w\|_{L^1(\Omega)}
\end{equation}
holds for all $f \in \text{Lip}_0(\Omega)$. Suppose that $\mu(\{w \leq t\}) < \infty$, then,
\begin{equation}
\mu(\{w \leq t\}) \leq ct\mu^+(\{w \leq t\}).
\end{equation}

Proof. We can select $f_n \in \text{Lip}_0(\Omega)$ such that
\begin{equation}
||f_n\|_{L^1(\Omega)} \to \mu^+(\{w \leq t\})
\end{equation}
while
\begin{equation}
\|w f_n\|_{L^1(\Omega)} \to \int_{\{w \leq t\}} wd\mu
\end{equation}
and
\begin{equation}
\|f_n\|_{L^1(\Omega)}^2 \to \mu^2(\{w \leq t\}).
\end{equation}

Inserting this information back in (2.8), we have
\begin{equation}
\mu^2(\{w \leq t\}) \leq c\mu^+(\{w \leq t\}) \int_{\{w \leq t\}} wd\mu
\end{equation}
\begin{equation}
\leq c\mu^+(\{w \leq t\})t\mu(\{w \leq t\}),
\end{equation}

and (2.9) follows. \qed

We now prove the localized Poincaré inequality described in the Introduction.

Theorem 1. Suppose that $\mu(\Omega) < \infty$. Then, for all $f \in \text{Lip}(\Omega)$, and for all measurable $A \subset \Omega$, we have
\begin{equation}
\int_A |f - m(f)| \, d\mu \leq \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})} \int_\Omega |\nabla f| \, d\mu.
\end{equation}

Before giving the simple proof we recall the following important consequence of the co-area formula and the definition of isoperimetric profile (cf. [8], [21]).

Theorem 2. (i) Suppose that $\mu(\Omega) < \infty$ (resp. $\mu(\Omega) = \infty$). Then, for all $f \in \text{Lip}(\Omega)$ (resp. for all $f \in \text{Lip}_0(\Omega)$), we have
\begin{equation}
\int_{-\infty}^\infty I(\mu(\{f > s\})) \, ds \leq \int_\Omega |\nabla f| \, d\mu.
\end{equation}

Proof. (of Theorem 1) Let $f \in \text{Lip}(\Omega)$, and let $A \subset \Omega$ be a measurable set. We compute
\begin{equation}
\int_A |f - m(f)| \, d\mu = \int_{A \cap \{f \geq m(f)\}} (f - m(f)) \, d\mu + \int_{A \cap \{f < m(f)\}} (m(f) - f) \, d\mu
\end{equation}
\begin{equation}
= \int_0^\infty \mu(\{f - m(f) > s\} \cap A) \, ds + \int_0^\infty \mu(\{m(f) - f \geq s\} \cap A) \, ds
\end{equation}
\begin{equation}
= \int_{m(f)}^\infty \mu(\{f > s\} \cap A) \, ds + \int_{-\infty}^{m(f)} \mu(\{f \leq s\} \cap A) \, ds.
\end{equation}
\begin{equation}
(\text{I}) + (\text{II}).
\end{equation}

We estimate (I). Suppose that $s > m(f)$. We claim that
\begin{equation}
\mu(\{f > s\} \cap A) \leq \min\{\mu(A), \mu(\Omega)/2\}.
\end{equation}
It is plain that (2.13) will follow if can show that \( \mu(\{ f > s \}) \leq \mu(\Omega)/2 \). Suppose, to the contrary, that \( \mu(\{ f > s \}) > \mu(\Omega)/2 \). Then, since \( \{ f > s \} \) and \( \{ f \leq m(f) \} \) are disjoint sets, \( \mu(\{ f > s \} + \mu(\{ f \leq m(f) \}) \leq \mu(\Omega) \). It follows that \( \mu(\{ f \leq m(f) \}) < \mu(\Omega)/2 \), which is impossible since \( m(f) \) is a median of \( f \).

From (2.13), and the fact that \( t/I(t) \) increases, we get

\[
\mu(\{ f > s \} \cap A) \leq I(\mu(\{ f > s \} \cap A)) \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})}.
\]

Since \( I \) is increasing on \((0, \mu(\Omega)/2)\), and \( \mu(\{ f > s \}) \leq \mu(\Omega)/2 \), we see that

\[
I(\mu(\{ f > s \} \cap A)) \leq I(\mu(\{ f > s \})).
\]

Updating (2.14) we have

\[
\mu(\{ f > s \} \cap A) \leq I(\mu(\{ f > s \})) \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})}.
\]

Integrating we obtain

\[
(I) \leq \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})} \int_{m(f)}^{\infty} I(\mu(\{ f > s \})) ds.
\]

In a similar way we can estimate \((II)\)

\[
(II) \leq \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})} \int_{-\infty}^{m(f)} I(\mu(\{ f \leq s \})) ds.
\]

Inserting the estimates (2.15) and (2.16) in (2.12) we obtain

\[
\int_A |f - m(f)| d\mu \leq \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})} \left( \int_{m(f)}^{\infty} I(\mu(\{ f > s \})) ds + \int_{-\infty}^{m(f)} I(\mu(\{ f \leq s \})) ds \right).
\]

We now show that the integrals inside the parenthesis can be combined. Indeed, when \( s < m(f) \) we have \( \mu(\{ f \leq s \}) < \mu(\Omega)/2 \), therefore, by the symmetry of \( I \) around the point \( \mu(\Omega)/2 \), we find that

\[
I(\mu(\{ f \leq s \})) = I(\mu(\Omega) \setminus \mu(\{ f \leq s \})) = I(\mu(\Omega \setminus \{ f \leq s \})) = I(\mu(\{ f > s \})).
\]

Whence,

\[
\int_{-\infty}^{m(f)} I(\mu(\{ f \leq s \})) ds = \int_{-\infty}^{m(f)} I(\mu(\{ f > s \})) ds.
\]

Inserting the last equality in (2.17) yields

\[
\int_A |f - m(f)| d\mu \leq \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})} \int_{-\infty}^{\infty} I(\mu(\{ f > s \})) ds
\]

\[
\leq \frac{\min\{\mu(A), \mu(\Omega)/2\}}{I(\min\{\mu(A), \mu(\Omega)/2\})} \int_\Omega \|\nabla f\| d\mu \quad \text{(by (2.11))},
\]

as we wished to show.

\( \square \)

**Remark 2.** Note that (2.10) reduces to (1.5) when \( A = \Omega \). Moreover, since

\[
\frac{1}{2} \int_\Omega \left| f - \frac{1}{\mu(\Omega)} \int_\Omega f d\mu \right| d\mu \leq \int_\Omega |f - m(f)| d\mu,
\]

we also get

\[
\int_\Omega \left| f - \frac{1}{\mu(\Omega)} \int_\Omega f d\mu \right| d\mu \leq \frac{\mu(\Omega)}{I(\mu(\Omega)/2)} \int_\Omega \|\nabla f\| d\mu.
\]
3. **L¹ Uncertainty Inequalities via local Poincaré inequalities**

Let \((\Omega, \mu, d)\) be a metric measure space. In this section we prove our main result concerning \(L^1\) uncertainty inequalities.

**Theorem 3.** Let \(w\) be an isoperimetric weight, and let \(\alpha > 0\). Suppose that \(\mu(\Omega) < \infty\) (resp. \(\mu(\Omega) = \infty\)), then, for all \(f \in \text{Lip} \Omega\), with \(m(f) = 0\) or \(\int_\Omega f d\mu = 0\) (resp. for all \(f \in \text{Lip}_0(\Omega)\)), we have

\[
\|f\|_1 \leq 2C(w)r \|\nabla f\|_1 + r^{-\alpha} \|w^\alpha f\|_1, \text{ for all } r > 0.
\]

**Proof.** Case of finite measure.

Suppose that \(f \in \text{Lip} \Omega\). We consider each normalization separately.

(i) Suppose \(m(f) = 0\). Then, for all \(r > 0\), we have

\[
\int_\Omega |f| d\mu = \int_{\{w \leq r\}} |f| d\mu + \int_{\{r < w\}} |f| d\mu
\]

\[
= \int_{\{w \leq r\}} |f - m(f)| d\mu + \int_{\{r > w\}} |f| d\mu
\]

\[
\leq \min\{\mu(\{w \leq r\}), \mu(\Omega)/2\} \int_\Omega |\nabla f| d\mu + \int_{\{r > w\}} |f| d\mu \quad \text{(by (2.11))}
\]

\[
\leq C(w)r \int_\Omega |\nabla f| d\mu + \int_{\{r > w\}} |f| d\mu \quad \text{(since } w \text{ is an isoperimetric weight)}
\]

\[
= C(w)r \int_\Omega |\nabla f| d\mu + \int_{\{r > w\}} \left(\frac{w}{w}\right)^\alpha |f| d\mu
\]

\[
\leq C(w)r \int_\Omega |\nabla f| d\mu + r^{-\alpha} \int_\Omega w^\alpha |f| d\mu,
\]

as desired.

(ii) Suppose that \(\int_\Omega f d\mu = 0\). Let \(r > 0\), and write

\[
\int_\Omega |f| d\mu = \int_{\{w \leq r\}} |f| d\mu + \int_{\{r > w\}} |f| d\mu
\]

\[
\leq \int_{\{w \leq r\}} |f - m(f)| + |m(f)| \mu(\{w \leq r\}) + \int_{\{r > w\}} |f|
\]

\[
= A(r) + B(r) + C(r).
\]

The terms \(A(r)\) and \(C(r)\) can be estimated as the corresponding terms in (i), above. To estimate the remaining term we proceeds as follows:

\[
B(r) = |m(f)| \mu(\{w \leq r\}) = \left|m(f) - \frac{1}{\mu(\Omega)} \int_\Omega f d\mu\right| \mu(\{w \leq r\})
\]

\[
\leq m(\{w \leq r\}) \mu(\Omega) \int_\Omega |f - m(f)| d\mu
\]

\[
\leq \frac{\mu(\{w \leq r\})}{\mu(\Omega)} \int_\Omega |\nabla f| d\mu \quad \text{(by (1.5)).}
\]

Since \(I\) increases on \((0, \mu(\Omega)/2)\) and decreases on \((\mu(\Omega)/2, \mu(\Omega))\), we have

\[
I(\mu(\{w \leq r\})) \leq I(\mu(\Omega)/2).
\]
Consequently,
\[
\frac{\mu(\{w \leq r\})}{2I(\mu(\Omega)/2)} \leq \frac{\mu(\{w \leq r\})}{2I(\mu(\{w \leq r\}))} \leq C(w)r \text{ (since } w \text{ is an isoperimetric weight).}
\]

It follows that
\[
B(r) \leq C(w)r \int_\Omega |\nabla f| \, d\mu.
\]
Combining the previous estimates the desired result follows.

**Case of infinite measure.** \( f \in \text{Lip}_0(\Omega) \). For all \( r > 0 \) we write
\[
\|f\|_1 = \int_{\{w \leq r\}} |f| \, d\mu + \int_{\{w > r\}} |f| \, d\mu = (I) + (II).
\]
(3.2)
The term \((II)\) can be estimated exactly as in the previous case. It remains to estimate
\[
(I) = \int_0^\infty \mu(\{|f| > s\} \cap \{w \leq r\}) \, ds.
\]
The integrand can be estimated as follows,
\[
\mu(\{|f| > s\} \cap \{w \leq r\}) \leq I(\mu(\{|f| > s\} \cap \{w \leq r\})) \frac{\mu(\{w \leq r\})}{I(\mu(\{w \leq r\}))} \quad \text{(since } s \frac{I}{I(s)} \text{ increases)}
\leq C(w)r I(\mu(\{|f| > s\} \cap \{w \leq r\})) \quad \text{(since } w \text{ is an isoperimetric weight)}
\leq C(w)r I(\mu(\{|f| > s\})) \quad \text{(since } I \text{ increases).}
\]
Consequently,
\[
\int_{\{w \leq r\}} |f| \, d\mu \leq C(w)r \int_0^\infty I(\mu(\{|f| > s\})) \, ds
\leq C(w)r \int_\Omega |\nabla f| \, d\mu \quad \text{(by (2.11))}
\leq C(w)r \int_\Omega |\nabla f| \, d\mu.
\]
Inserting the estimates that we have obtained for \((I)\) and \((II)\) into (3.2) gives the desired result.

**Remark 3.** Selecting the value \( r = \left(\frac{\|w^a f\|_1}{2C(w)\|\nabla f\|_1}\right)^{\frac{1}{\alpha+1}} \) to compute (3.1) balances the two terms and we obtain the multiplicative inequality
\[
\|f\|_1 \leq (2C(w))^{\frac{1}{\alpha+1}} \|\nabla f\|_1^{\frac{\alpha}{\alpha+1}} \|w^a f\|_1^{\frac{1}{\alpha+1}},
\]
for all \( f \in \text{Lip}(\Omega) \) such that \( m(f) = 0 \), or \( \int_\Omega f \, d\mu = 0 \) if \( \mu(\Omega) < \infty \) (or for all \( f \in \text{Lip}_0(\Omega) \), if \( \mu(\Omega) = \infty \)).

Following closely the chain rule argument used in [14, Section 6.5] we now show that Theorem 3 implies the corresponding \( L^p \) version of itself. More precisely, we have
Theorem 4. Let \( w \) be an isoperimetric weight, let \( p > 1 \), and let \( \alpha > 0 \). Suppose that \( \mu(\Omega) < \infty \) (resp. \( \mu(\Omega) = \infty \)), then, there is a constant \( D = D(w, p, \mu(\Omega)) \) (resp. \( D = D(w, p) \) in case that \( \mu(\Omega) = \infty \)) such that, for all \( f \in \text{Lip}(\Omega) \) with \( m(f) = 0 \), or \( \int_\Omega f \, d\mu = 0 \) (resp. for all \( f \in \text{Lip}_0(\Omega) \)), we have

\[
\|f\|_p^p \leq Dr \|\nabla \|f\|_p + r^{-\alpha} \|\alpha \|f\|_p, \quad r > 0.
\]

Proof. The main technical difficulty to prove the Theorem is that, as we attempt to apply Theorem 3, by replacing \( f \) with powers of \( f \), we may lose the required normalizations in the process. Let us first record the following well known elementary version of the chain rule for power functions, which is valid in the metric setting,

\[
|\nabla |f|^p(x)| \leq 2p |f(x)|^{p-1} |\nabla |f|(x)| \leq 2p |f(x)|^{p-1} |\nabla f(x)|, \quad f \in \text{Lip}(\Omega),
\]

and

\[
|\nabla (f |f|^{p-1})(x)| \leq 2p |f(x)|^{p-1} |\nabla f(x)|, \quad f \in \text{Lip}(\Omega).
\]

Applying Hölder’s inequality we find

\[
\begin{align*}
\|\nabla |f|^p\|_1 & \leq 2p \|\nabla |f| |f|^{p-1}\|_1 \leq 2p \|\nabla f\|_p \|f\|^{p-1}_p, \\
\|\nabla (f |f|^{p-1})\|_1 & \leq 2p \|\nabla f\|_p \|f\|^{p-1}_p.
\end{align*}
\]

Let us also note here that Hölder’s inequality gives us,

\[
\|w^\alpha |f|^p\|_1 = \|w^\alpha |f| |f|^{p-1}\|_1 \leq \|w^\alpha |f|\|_p \|f\|^{p-1}_p.
\]

We now divide the proof in several cases. The easiest case to deal with the normalizations issue is when \( \mu(\Omega) = \infty \). Indeed, if \( f \in \text{Lip}_0(\Omega) \), we also have \( |f|^p \in \text{Lip}_0(\Omega) \). Thus, by (3.1) we have,

\[
\|\|f\|_p^p\|_1 \leq 2C(w)r \|\nabla |f|^p\|_1 + r^{-\alpha} \|w^\alpha |f|^p\|_1, \quad \text{for all } r > 0.
\]

Then, from (3.3) and (3.5), we get,

\[
\|f\|_p^p \leq 4C(w)p \|\nabla f\|_p \|f\|^{p-1}_p + \|w^\alpha |f|\|_p \|f\|^{p-1}_p, \quad \text{for all } r > 0,
\]

and the desired result follows.

Suppose that \( \mu(\Omega) < \infty \). Let \( f \in \text{Lip}(\Omega) \). It is not difficult to verify that \( m(f) |m(f)|^{p-1} \) is a median of \( |f|^{p-1} \) (cf. [14]). To take advantage of this fact we estimate \( \|\|f\|_p^p\|_1 \) as follows

\[
\begin{align*}
\int_{\Omega} |f|^p \, d\mu &= \int_{\{w \leq r\}} |f|^p \, d\mu + \int_{\{r < w\}} |f|^p \, d\mu \\
&\leq \int_{\{w \leq r\}} |f| \, d\mu \int_{\{w \leq r\}} |m(f)|^{p-1} \, d\mu + \int_{\{w \leq r\}} (m(f) - f) \, d\mu \int_{\{w \leq r\}} |m(f)|^{p-1} \, d\mu \mu(\{w \leq r\}) \\
&\quad + \int_{\{w > r\}} |f|^p \\
&= A(r) + B(r) + C(r).
\end{align*}
\]
A(r) can be estimated using the local Poincaré inequality, the fact that \( w \) is an isoperimetric weight and (3.3):

\[
A(r) \leq C(w) r \left\| \nabla \left( f |f|^{-1} \right) \right\|_1 \\
\leq 2pC(w) r \left\| \nabla f \right\|_p \left\| f \right\|_p^{p-1} \quad \text{by (3.3)).}
\]

The term \( C(r) \) can be readily estimated in a familiar fashion:

\[
C(r) \leq r^{-\alpha} \left\| w^\alpha \left| f \right|_p \right\|_1 \\
\leq \left\| w^\alpha \left| f \right|_p \right\|_p \left\| f \right\|_p^{p-1} \quad \text{by (3.3)).}
\]

It remains to estimate \( B(r) \), and for this purpose we consider two cases. If \( m(f) = 0 \), then \( B(r) = 0 \) and we are done. Suppose now that \( \int f d\mu = 0 \). We estimate each of the factors of \( B(r) \). Using (1.5) and Hölder’s inequality, we get

\[
\left| \int_{\{ w \leq r \}} \left( m(f) - f \right) d\mu \right| \leq \int_{\Omega} \left| m(f) - f \right| d\mu \\
\leq \frac{\mu(\Omega)}{2I(\mu(\Omega)/2)} \int_{\Omega} \left| \nabla f \right| d\mu \\
\leq \frac{\mu(\Omega)}{2I(\mu(\Omega)/2)} \left( \int_{\Omega} \left| \nabla f \right|^p d\mu \right)^{1/p} \mu(\Omega)^{1/p'}.
\]

To estimate \( \left| m(f) \right|^{p-1} \) we observe that \( m(f) \left| m(f) \right|^{p-2} \) is a median of \( \left| f \right| \left| f \right|^{p-2} \). Therefore, by (2.1) and Hölder’s inequality,

\[
\left| m(f) \right|^{p-1} = \left| m(f) \left| m(f) \right|^{p-2} \right| \\
\leq \frac{2}{\mu(\Omega)} \int \left| f \right| \left| f \right|^{p-2} d\mu \\
= \frac{2}{\mu(\Omega)} \int \left| f \right|^{p-1} d\mu \\
\leq \frac{2}{\mu(\Omega)} \left( \int_{\Omega} \left| f \right|^p d\mu \right)^{1/p'} \mu(\Omega)^{1/p}.
\]

Inserting these estimates we find

\[
B(r) \leq \frac{\mu(\Omega)}{2I(\mu(\Omega)/2)} \left( \int_{\Omega} \left| \nabla f \right|^p d\mu \right)^{1/p} \frac{2}{\mu(\Omega)} \left( \int_{\Omega} \left| f \right|^p d\mu \right)^{1/p'} \mu(\Omega)^{1/p} \mu(\{ w \leq r \}) \\
\leq C(w) \mu(\Omega) r \left\| \nabla f \right\|_p \left\| f \right\|_p^{p-1}.
\]

Combining estimates we see that

\[
\left\| f \right\|_p \leq C(2p + \mu(\Omega)) r \left\| \nabla f \right\|_p \left\| f \right\|_p^{p-1} + r^{-\alpha} \left\| w^\alpha \right\|_p \left\| f \right\|_p^{p-1},
\]

as desired. \( \Box \)

**Remark 4.** If we select \( r = \left( \frac{\| w^\alpha f \|_p}{\| \nabla f \|_p} \right)^{\frac{1}{1-\alpha}} \) to compute (3.1), then we obtain the multiplicative inequality

\[
\left\| f \right\|_p \leq D \frac{\| w^\alpha f \|_p}{\| \nabla f \|_p} \left\| \nabla f \right\|_p \left\| w^\alpha f \right\|_p^{\frac{1}{1-\alpha}},
\]

for all \( f \in \text{Lip}(\Omega) \) such that \( m(f) = 0 \) or \( \int f d\mu = 0 \) if \( \mu(\Omega) < \infty \) (or for all \( f \in \text{Lip}_0(\Omega) \) if \( \mu(\Omega) = \infty \)).
4. Isoperimetric weights vs Dall’Ara-Trevisan weights

Dall’Ara-Trevisan [14] proved versions of Theorems 3 and 4 for homogeneous spaces $M$, and for weights $w : M \to \mathbb{R}^+$ that satisfy the growth condition

\[(4.1) \quad \mu(\{w \leq r\}) \leq \Upsilon_M(r) := \mu(B(r)).\]

In this section we compare the weights in the Dall’Ara-Trevisan class with the corresponding isoperimetric weights defined on $M$. In preparation for this task let us introduce some notation and recall useful information.

In this section we shall consider homogeneous spaces $M$ that satisfy the assumptions of [14] and, moreover, are metric measure spaces in the sense of the present paper\footnote{We refer to the Introduction for the basic assumptions on $M$, and [14] for complete details.}. We shall simply refer to these spaces as "homogeneous metric measure spaces".

We now recall the weak isoperimetric inequality used in [14] (cf. also [13]).

**Theorem 5.** Let $M$ be an homogeneous space satisfying the assumptions of [14]. Then the following statements hold.

1. Suppose that $M$ is non-compact. Then, there exists $C > 0$ such that for all $r > 0$, and for all Borel sets $A \subset M$ such that $\mu(A) \leq \Upsilon_M(r)$, we have

\[(4.2) \quad \mu(A) \leq Cr\mu^+(A).\]

2. Suppose that $M$ is compact. Then,
   
   (i) There exists $C > 0$ such that for $r > 0$, and all Borel sets $E$ with $\min\{\mu(E), \mu(E^c)\} \leq \frac{\Upsilon_M(r)}{2}$, we have

   \[\min\{\mu(E), \mu(E^c)\} \leq Cr\mu^+(E)\]

   (ii) If $\mu(E) \leq \Upsilon_M(r)$, then, for all $r > 0$, and for all Borel sets $A \subset M$ such that $\mu(A) \leq \mu(M)/2$,

\[(4.3) \quad \mu(A \cap E) \leq Cr\mu^+(A).\]

**Theorem 6.** Let $M$ be an homogeneous metric measure space. Then, the class of isoperimetric weights contains the class of weights satisfying the growth condition \[(4.4).\]

The next result will be useful in the proof.

**Lemma 2.** (i) Let $M$ be an homogeneous metric measure space. Then, there exists $C > 0$ such that, for all $r > 0$, with $\Upsilon_M(r) \leq \frac{\mu(M)}{2}$, it holds that

\[(4.4) \quad \Upsilon_M(r) \leq CrI(\Upsilon_M(r)).\]

In particular, if $\Upsilon_M(r) \leq \frac{\mu(M)}{2}$, then, for any Borel set $E$ such that $\mu(E) \leq \Upsilon_M(r)$,

\[(4.5) \quad \mu(E) \leq CrI(\mu(E)).\]

**Proof.** Let $r > 0$ be fixed. Suppose that $\Upsilon_M(r) \leq \frac{\mu(M)}{2}$, and let $A \subset M$ be a Borel set such that

\[\mu(A) = \Upsilon_M(r).\]
Using Theorem 5, we see that
\[ \Upsilon_M(r) \leq rC\mu^+(A). \]
Indeed, if \( M \) is compact this follows directly from (4.3), while in the non-compact case we can use (4.2), with \( E = A \), to arrive to same conclusion. Taking infimum we obtain,
\[ \Upsilon_M(r) \leq rC \inf \{ \mu^+(A) : \mu(A) = \Upsilon_M(r) \} \]
and therefore (4.4) holds.

Suppose now that \( 0 < \mu(E) \leq \Upsilon_M(r) \leq \mu(M)^2 \).
Then, since \( t/I(t) \) increases, we have
\[ \frac{\mu(E)}{I(\mu(E))} \leq \frac{\Upsilon_M(r)}{I(\Upsilon_M(r))} \leq Cr, \]
as desired. \( \Box \)

We can now proceed with the proof of Theorem 6.

**Proof.** We assume that \( w \) is a weight such that \( \mu(\{ w \leq r \}) \leq \Upsilon_M(r) \). We are aiming to prove
\[
\min \left\{ \mu(\{ w \leq r \}), \frac{\mu(M)}{2} \right\} \leq C r I \left( \min \{ \mu(\{ w \leq r \}), \frac{\mu(M)}{2} \} \right).
\]

**Case I:** Compact case. (i) Suppose that \( \Upsilon_M(r) \leq \mu(M)^2 \). Then by (4.5),
\[ \mu(\{ w \leq r \}) \leq C r I(\{ \mu(\{ w \leq r \}) \}). \]
Since our assumptions on \( w \) and \( \Upsilon_M(r) \) force \( \mu(\{ w \leq r \}) \leq \frac{\mu(M)}{2} \), we see that (4.6) holds.

(ii) Suppose that \( \Upsilon_M(r) > \frac{\mu(M)}{2} \). Suppose also that \( \mu(\{ w \leq r \}) > \frac{\mu(M)}{2} \). Then, since \( t/I(t) \) increases,
\[
\frac{\mu(M)}{2} \leq \frac{\mu(\{ w \leq r \})}{I(\mu(\{ w \leq r \}))} \leq \frac{C r I(\mu(\{ w \leq r \}))}{I(\mu(\{ w \leq r \}))} \text{ (by (4.5))} \]
\[ = Cr. \]
In other words, (4.6) holds in this case as well.

(iii) It remains to consider the case \( \Upsilon_M(r) > \frac{\mu(M)}{2} \), \( \mu(\{ w \leq r \}) \leq \frac{\mu(M)}{2} \). By [14], the function \( \Upsilon_M(s) \) is continuous and increasing. Let \( r' \) be such that \( \Upsilon_M(r') = \frac{\mu(M)}{2} \). Since \( t/I(t) \) increases,
\[
\frac{\mu(\{ w \leq r \})}{I(\mu(\{ w \leq r \}))} \leq \frac{\Upsilon_M(r')}{I(\Upsilon_M(r'))} \leq \frac{C r' I(\Upsilon_M(r'))}{I(\Upsilon_M(r'))} \text{ (by (4.4))} \]
\[ \leq Cr \text{ (since } r' \leq r). \]
Therefore, (4.6) holds in this case as well, concluding the proof of Case I.
Case II: Non compact case. In this case we must have $\mu(M) = \infty$ (cf Remark 5 below), then $\Upsilon_M(r) \leq \frac{\mu(M)}{2}$, and $\mu(\{w \leq r\}) \leq \frac{\mu(M)}{2}$, therefore we see that (4.6) holds by (4.5).

□

Remark 5. In [14] the dichotomy for the normalization conditions is given in terms of whether the space $M$ is compact or not. On the other hand, the assumptions of [14] force $\mu(M) < \infty$, when $M$ is compact and $\mu(M) = \infty$, if $M$ is not compact. Indeed, in Section 4.1 of [14] the authors show that for $M$ non compact, $\Upsilon_M(r) < \infty$, for all $r > 0$, and that $\Upsilon_M(r) + \Upsilon_M(s) \leq \Upsilon_M(r + s)$, for all $r, s > 0$. In particular, $n \Upsilon_M(1) \leq \Upsilon_M(n)$, for all $n \in \mathbb{N}$, and therefore we have $\Upsilon_M(n) \to \infty$.

5. Examples and applications

Let $(\Omega, \mu, d)$ be a metric measure space. We will use the following general scheme to construct isoperimetric weights in different settings. Let $g : [0, \mu(\Omega)] \to [0, \infty)$, be such that $g > 0$ a.e., and

\begin{equation}
\sup_{0 < t < \mu(\Omega)} g^*(t) \min\{t, \mu(\Omega)/2\} \frac{\min\{t, \mu(\Omega)/2\}}{I(\min\{t, \mu(\Omega)/2\})} < \infty,
\end{equation}

where the rearrangement is taken with respect to the Lebesgue measure on $[0, \mu(\Omega)]$. It is known (cf. [5, Corollary 7.8 pag. 86]) that there exists a measure-preserving transformation $\sigma : \Omega \to [0, \mu(\Omega)]$ such that $g^* \circ \sigma$ and $g^*$ are equimeasurable. In particular,

$$(g^* \circ \sigma)^*_\mu (t) = g^*(t) \quad t \in [0, \mu(\Omega)].$$

It follows that the function \( \frac{1}{g^*(\sigma(x))}, \quad x \in \Omega, \) is an isoperimetric weight. Indeed, by Lemma 1 \( W(x) = \frac{1}{w(x)} = g^*(\sigma(x)) \in M(\Phi)(\Omega). \) Consequently,

$$\|f\|_p \leq D^{\frac{\alpha p}{1+p}} \left\|\nabla f\right\|_p \left(\frac{1}{g^* \circ \sigma}\right)^\alpha \left\|f\right\|_p^{\frac{1}{1+p}},$$

for all $f \in \text{Lip}(\Omega)$, such that $m(f) = 0$ or $\int_\Omega fd\mu = 0$ if $\mu(\Omega) < \infty$ (or for all $f \in \text{Lip}_0(\Omega)$ if $\mu(\Omega) = \infty$).

In the examples below we consider specific metric measure spaces and make explicit calculations following the above scheme.

5.1. Euclidean case.

5.1.1. $\mathbb{R}^n$ with Lebesgue measure. The isoperimetric profile is given by

$$I_{\mathbb{R}^n}(r) = n (\beta_n)^{1/n} r^{(1-1/n)}.$$ 

Theorem 7. Let $g : [0, \infty) \to [0, \infty)$ be such that $g > 0$ a.e., and, moreover, suppose that

$$\sup_{0 < t < \infty} g^*(t)t^{1/n} < \infty.$$

Let $w : \mathbb{R}^n \to \mathbb{R}^+$, be defined by

$$w(x) = \frac{1}{g^*(\beta_n |x|^n)}.$$
Then, \( w \) is an isoperimetric weight.

**Proof.** Let \( W = \frac{1}{w} \). Then, \( W(x) = g^*(\beta_n |x|^n) \) and \( W^*(t) = g^*(t) \) (cf. [37]). Consequently, \( W \in M(\Phi)(\mathbb{R}^n) \), and the result follows. \( \square \)

5.1.2. The closed upper half of Euclidean space \( \mathbb{R}^n \). For simplicity we assume that \( n = 2 \).

Let \( H_2 = \{ (x, y) \in \mathbb{R}^2 : y \geq 0 \} \). By reflection across the boundary of \( H_2 \), combined with the classical isoperimetric inequality in \( \mathbb{R}^2 \), it follows that the corresponding isoperimetric profile, \( I_{H_2} \), is given by (cf. [37])

\[
I_{H_2}(t) = \beta_2^{1/2} t^{1/2}.
\]

**Theorem 8.** Let \( g : [0, \infty) \to [0, \infty) \) be such that \( g > 0 \) a.e., and

\[
\sup_{0 < t < \infty} g^*(t) t^{1/2} < \infty.
\]

Let \( k > 0 \), and let \( w : H_2 \to \mathbb{R}^+ \) be defined by

\[
w(x) = \frac{1}{g^* \left( \frac{1}{k+1} B \left( \frac{k+1}{2}, \frac{1}{2} \right) \left( x^2 + y^2 \right)^{k/2+1} \right)}.
\]

where \( B \) denotes the Euler beta function. Then, \( w \) is an isoperimetric weight.

**Proof.** Let \( W = \frac{1}{w} \). Then, \( W(x) = g^* \left( \frac{1}{k+1} B \left( \frac{k+1}{2}, \frac{1}{2} \right) \left( x^2 + y^2 \right)^{k/2+1} \right) \) and \( W^*(t) = g^*(t) \) (cf. [37]). It follows that \( W \in M(\Phi)(\mathbb{R}^n) \). \( \square \)

5.2. The unit sphere. Let \( n \geq 2 \) be an integer, and let \( S^n \subset \mathbb{R}^{n+1} \) be the unit sphere. For each \( n \geq 2 \), the \( n \)-dimensional Hausdorff measure of \( S^n \) is given by \( \omega_n = 2 \pi^{n/2} / \Gamma(\frac{n}{2}+1) \). On \( S^n \) we consider the geodesic distance \( d \), and the uniform probability measure \( \sigma_n \). For \( \theta \in [-\pi/2, \pi/2] \), let

\[
\varphi_n(\theta) = \frac{\omega_n-1}{\omega_n} \cos^{n-1} \theta \quad \text{and} \quad \Phi_n(\theta) = \int_{-\pi/2}^{\theta} \varphi_n(s) ds.
\]

It is known that the isoperimetric profile of the sphere \( I_{S^n} \) coincides with \( I_n = \varphi_n \circ \Phi_n^{-1} \) (cf. [1]).

**Theorem 9.** Let \( g : [0, 1] \to [0, \infty) \) be such that \( g > 0 \) a.e., and

\[
\sup_{0 < t < 1} g^*(t) \min \{ t, 1/2 \} \left/ I_n(\min \{ t, 1/2 \} \right) < \infty,
\]

where the rearrangement is taken with respect to the Lebesgue measure on \([0, 1]\). Let \( w : S^n \to \mathbb{R}^+ \), be defined by

\[
w(\theta_1, \ldots, \theta_{n+1}) = \frac{1}{g^*(\Phi_n(\theta_1))}.
\]

Then, \( w \) is an isoperimetric weight.

**Proof.** Let

\[
W(\theta) = \frac{1}{w(\theta_1, \ldots, \theta_{n+1})} := g^*(\Phi_n(\theta_1)), \quad (\theta_1, \ldots, \theta_{n+1}) \in S^n.
\]
We need to show that $W = \frac{1}{w} \in M(\Phi)(\mathbb{S}^n, \mu)$. Let $m_f(t)$ denote the distribution function of $f$ with respect to the Lebesgue measure on $[0,1]$, and let $\mu := \sigma_n$. Then, $W$ and $g$ are equimeasurable. Indeed,

$$
\mu_W(t) = \mu\{\theta \in \mathbb{S}^n : W(x) > t\}
= \mu\{\theta \in \mathbb{S}^n : g^*(\Phi_n(\theta)) > t\}
= \mu\{\theta \in \mathbb{S}^n : \Phi_n(\theta) \leq m_g(t)\}
= \mu\{\theta \in \mathbb{S}^n : \Phi_n(\theta) \leq m_g(t)\}
= m_g(t).
$$

Therefore,

$$
W^*_\mu(t) = g^*(t).
$$

Consequently, in view of our assumptions on $g$, $W = \frac{1}{w} \in M(\Phi)(\mathbb{S}^n, \mu)$.

5.3. **Log concave measures.** We consider product measures on $\mathbb{R}^n$ that are constructed using the measures on $\mathbb{R}$ defined by the densities

$$
d\mu_\Psi(x) = Z_\Psi^{-1} \exp(-\Psi(|x|)) dx = \varphi(x) dx, \quad x \in \mathbb{R},$$

where $\Psi$ is convex, $\sqrt{\Psi}$ concave, $\Psi(0) = 0$, and such that $\Psi$ is $C^2$ on $[\Psi^{-1}(1), +\infty)$, and where, moreover, $Z_\Psi^{-1}$ is chosen to ensure that $\mu_\Psi(\mathbb{R}) = 1$.

Let $H : \mathbb{R} \to (0,1)$ be the distribution function of $\mu_\Psi$, i.e.

$$
H(r) = \int_{-\infty}^r \varphi(x) dx = \mu_\Psi([-\infty, r]).
$$

It is known that the isoperimetric profile for $(\mathbb{R}, d_n, \mu_\Psi)$ is given by (cf. [9] and [7])

$$
I_{\mu_\Psi}(t) = \varphi(H^{-1}(\min\{t, 1-t\})) = \varphi(H^{-1}(t)), \quad t \in [0,1].
$$

We shall denote by $\mu_\Psi^\otimes n = \mu_\Psi \otimes \mu_\Psi \otimes ... \otimes \mu_\Psi$, the product probability measures on $\mathbb{R}^n$. It is known that the isoperimetric profiles $I_{\mu_\Psi^\otimes n}$ are dimension free (cf. [2]): there exists a universal constant $c(\Psi)$ such that for all $n \in \mathbb{N}$

$$
c(\Psi) I_{\mu_\Psi}(t) \leq I_{\mu_\Psi^\otimes n}(t) \leq I_{\mu_\Psi}(t).
$$

**Theorem 10.** Let $g : [0,1] \to [0,\infty)$ be such that $g > 0$ a.e., and

$$
\sup_{0 < t < 1} \frac{g^*(t) \min\{t, 1/2\}}{I_{\mu_\Psi}(\min\{t, 1/2\})} < \infty,
$$

where the rearrangement is taken with respect to the Lebesgue measure on $[0,1]$. Let $w : \mathbb{R}^n \to \mathbb{R}^+$ be defined by,

$$
w(x_1, ..., x_n) = \frac{1}{g^*(H(x_1))}.
$$

Then, $w$ is an isoperimetric weight.

**Proof.** Let

$$
W(x) = \frac{1}{w(x_1, ..., x_n)} := g^*(H(x_1)), \quad x \in \mathbb{R}^n.
$$

A calculation, similar to the one given during the course of the proof of Theorem [9] shows that $W$ and $g$ are equimeasurable. Thus,

$$
W^*_\mu(t) = g^*(t),
$$

$$
W^*_\mu(t) = g^*(t).
$$
and we see that $W \in M(\Phi)(\mathbb{R}^n)$, as we wished to show. \hfill \Box

**Example 1.** The prototype function $g$ that satisfies (5.3) is given by $g(t) = \frac{I_{\mu_2}(\min\{t, 1/2\})}{\min\{t, 1/2\}}$. In fact, since $\frac{I_{\mu_2}(t)}{t}$ decreases, we see that $g^*(t) = g(t)$. In particular, for $\Psi(|x|) = \frac{|x|^p}{p}$, $p \in [1, 2]$, the isoperimetric profile $I_{\mu_2}(t)$ satisfies (cf. [37])

$$I_{\mu_2}(t) \simeq t \left(\log \frac{1}{t}\right)^{1-p}, \quad 0 < t \leq 1/2.$$ 

Thus, if we let $g : [0, 1] \to [0, \infty)$ be such that $g > 0$ a.e., and suppose that

$$\sup_{0 < t < 1/2} g^*(t) \frac{1}{(\log \frac{1}{t})^{1-1/p}} < \infty,$$

it follows that the function

$$W(x_1, \ldots, x_n) = \frac{1}{w(x_1, \ldots, x_n)} := g^* \left( Z_{\Psi}^{-1} \int_{-\infty}^{x_1} \exp \left( - \frac{|x_1|^p}{p} \right) dx_1 \right)$$

is an isoperimetric weight.

**5.4. Transference.** We indicate a simple transference result that follows directly from the characterization of isoperimetric weights in terms of Marcinkiewicz spaces. Suppose that $(\Omega_i, \mu_i, d_i), i = 1, 2$, are two measure metric spaces as above, such that, moreover with $\mu_1(\Omega_1) = \mu_2(\Omega_2)$, and $I_1 := I_{(\Omega_1, \mu_1, d_1)} \geq I_2 := I_{(\Omega_2, \mu_2, d_2)}$. Then, the corresponding uncertainty inequalities for $(\Omega_2, \mu_2, d_2)$ can be transferred to $(\Omega_1, \mu_1, d_1)$ in the sense that, for all $f \in \text{Lip}(\Omega_1)$ that satisfy suitably prescribed cancellations, \footnote{The key point of this transfer is that, by abuse of notation, we have “switched” the isoperimetric weights of $(\Omega_1, \mu_1)$ by the “isoperimetric weights” of $(\Omega_2, \mu_2)$. In this sense the transfer is apparently connected with the construction of representations of the space $M(\Phi)$ for different metric measure spaces. It would be interesting to study the connection of our transference result with the recent results on the transport of weighted Poincaré inequalities (cf. [12]).}

$$\tag{5.4} \|f\|_{L^1(\Omega_2, \mu_2)} \leq C \|w\|_{M(\Phi_1)}^{1/2} \|\nabla f\|_{L^1(\Omega_1, \mu_1)}^{1/2} \|wf\|_{L^1(\Omega_1, \mu_1)}^{1/2}, \quad w \in M(\Phi_2)(\Omega_1, \mu_1),$$

where $\Phi_i(t) = \frac{I_{\mu_i}(t)}{t}$. Indeed, if $I_1 \geq I_2$, then $M(\Phi_2) \subset M(\Phi_1)$. Therefore, the result follows from Lemma 4 and Remark 3.

**5.5. A connection with interpolation theory.** While many of the arguments we have used in this paper have been inspired by real interpolation theory, we have avoided making explicit use of the general theory. In this subsection we give a brief, somewhat informal, discussion of the formal connection with interpolation theory, since the method is useful for other related inequalities and generalizations. In particular, as another application of the method we discuss briefly a recent result by E. Milman \footnote{[27]}.

Our general reference for all unexplained notation and background will be \footnote{[6]}. We consider a pair of weights, i.e. positive functions $w_1 : \Omega \to [0, \infty)$, and consider the $K$–functional.
Let us define
\[
K(t, f; L_{w_0}^1, L_{w_1}^1) = \inf_{f = f_0 + f_1, f_i \in L_{w_i}^1} \{ \| f_0 \|_{L_{w_0}^1} + t \| f_1 \|_{L_{w_1}^1} \}
\]
\[
= \inf_{f = f_0 + f_1, f_i \in L_{w_i}^1} \left\{ \int_\Omega |f_0| w_0 d\mu + t \int_\Omega |f_1| w_1 d\mu \right\}.
\]
It is well known and easy to see that (cf. [6])
\[
K(t, f; L_{w_0}^1, L_{w_1}^1) = \int_\Omega |f| \min\{w_0, tw_1\} d\mu.
\]
Indeed, for any decomposition \( f = f_0 + f_1, f_i \in L_{w_i}^1, \) and all \( t > 0, \) we have
\[
\int_\Omega |f| \min\{w_0, tw_1\} d\mu \leq \int_\Omega |f_0| \min\{w_0, tw_1\} d\mu + \int_\Omega |f_1| \min\{w_0, tw_1\} d\mu
\]
\[
\leq \int_\Omega |f_0| w_0 d\mu + t \int_\Omega |f_1| w_1 d\mu
\]
\[
= \| f_0 \|_{L_{w_0}^1} + t \| f_1 \|_{L_{w_1}^1}.
\]
Consequently
\[
\int_\Omega |f| \min\{w_0, tw_1\} d\mu \leq \inf_{f = f_0 + f_1} \{ \| f_0 \|_{L_{w_0}^1} + t \| f_1 \|_{L_{w_1}^1} \}
\]
\[
= K(t, f; L_{w_0}^1, L_{w_1}^1).
\]
The converse inequality follows using the decomposition
\[
f = f \chi_{\{w_0 \leq tw_1\}} + f \chi_{\{tw_0 > w_1\}}.
\]
Let us define
\[
\| f \|_{(L_{w_0}^1, L_{w_1}^1)_{1/2,1,K}} := \int_0^\infty K(t, f; L_{w_0}^1, L_{w_1}^1) t^{-1/2} \frac{dt}{t}
\]
and
\[
(L_{w_0}^1, L_{w_1}^1)_{1/2,1,K} = \{ f : \| f \|_{(L_{w_0}^1, L_{w_1}^1)_{1/2,1,K}} < \infty \}.
\]
Using (5.5) and Fubini’s theorem, we readily see that
\[
\| f \|_{(L_{w_0}^1, L_{w_1}^1)_{1/2,1,K}} \equiv \int_\Omega |f| w_0^{1/2} w_1^{1/2} d\mu.
\]
In other words (cf. [6])
\[
(L_{w_0}^1, L_{w_1}^1)_{1/2,1,K} = L_{w_0^{1/2} w_1^{1/2}}^1.
\]
In particular, if we let \( w_0 = \frac{1}{w}, w_1 = w, \) we have
\[
(L_{w_0}^1, L_{w_1}^1)_{1/2,1,K} = L_1^{1/2} = L_1.
\]
A different class of Lions–Peetre interpolation functors can be constructed using the so called \( J-\)functional leading, in particular, to the \((L_{w_0}^1, L_{w_1}^1)_{1/2,1,\alpha}\) spaces.

\[\text{\textsuperscript{20}}\text{This is part of a family of interpolation inequalities}
\]
\[
(L_{w_0}^1, L_{w_1}^1)_{\alpha,1,K} = L^1(w_0^{1/2} w_1^{1/2}), \quad \alpha \in (0,1).
\]
Without entering into the specifics of this classical construction we mention two important consequences for our example. Firstly, we have with norm equivalence that (cf. [6])

\[ \left( L^{1/2}_{1/1}, L^{1/2}_{1/1} \right)_{1/2,1,K} = \left( L^{1/2}_{1/1}, L^{1/2}_{1/1} \right)_{1/2,1,J}. \]

The interpolation result we use in this paper is not (5.7) proper but the following consequence of (5.8). The \( \left( L^{1/2}_{1/1}, L^{1/2}_{1/1} \right)_{1/2,1,J} \) spaces have the special embedding property

\[ \left( L^{1/2}_{1/1}, L^{1/2}_{1/1} \right)_{1/2,1,J} \subset L^1 \]

is equivalent to (cf. [6, page 49 equation 1])

\[ \| f \|_{L^1} \leq c \left( \| f \|_{L^1}^{1/2} \right)^{1/2} \| f \|_{L^1}^{1/2}, \]

for all \( f \in L^{1/2}_{1/1} \cap L^{1/2}_{1/1} \), where \( c \) is an absolute constant.

Consequently, from (5.7) and (5.8) we see that (5.9) holds. Therefore, if we know that for all suitably normalized smooth \( f \), with \( \| \nabla f \|_{L^1} < \infty \), we have

\[ \| f \|_{L^1} \leq C \| \nabla f \|_{L^1}, \]

we arrive to the following uncertainty inequality: for all suitably normalized smooth \( f \), with \( \| \nabla f \|_{L^1} < \infty \), \( f \in L^1 \) we have

\[ \| f \|_{L^1} \leq \tilde{c} \| \nabla f \|_{L^1}^{1/2} \| f \|_{L^1}^{1/2}. \]

The analysis described above can be extended in different directions. In particular, let us note that for any Banach lattice of functions \( X \) on \((\Omega, \mu)\) we have the following extension of (5.5)

\[ K(t, f; X_{w_0}, X_{w_1}) = \| f \| \min\{w_0, t w_1\} \|_{X}, \]

where

\[ \| f \|_{X_w} = \| f \|_{X}. \]

In retrospect one can see that the weighted norm estimates in this paper were all based on the use of decompositions of the type (5.6).

We give another illustration of the interpolation method outlining briefly, and rather informally, an interpolation approach to some of the recent new functional inequalities of E. Milman [27].

**Example 2.** In this illustration we shall proceed formally and focus on the derivation of a functional inequality presented in [27], ignoring the background and the underlying assumptions. Let \( \alpha \in (0, 1) \), and suppose that the inequality

\[ \| f \|_{L^{\alpha,1}(\Omega)} \leq c \| \nabla f \|_{L^1(\Omega)} \]

holds for a class of suitably normalized Lip functions. Then (cf. [27]),

\[ \| f \|_{L^1} \leq C \| \nabla f \|^{1-\alpha}_{L^1} \| f \|^{1-\alpha}_{L^\infty}. \]

**Proof.** One can approach the result using explicit decompositions to compute the corresponding \( K \)-functional

\[ K(t, f; L^{\alpha,1}, L^\infty) = \inf_{f=f_0+f_1, f_0 \in L^{1,\alpha}, f_1 \in L^\infty} \{ \| f_0 \|_{L^{\alpha,1}} + t \| f_1 \|_{L^\infty} \}. \]
The actual computation is again known. We have (cf. [4])

\[
K(t, f; L^{1, \infty}) \approx \int_0^t f^\ast(s) s^{1/\alpha} \frac{ds}{s}.
\]

Then, if we let

\[
\|f\|_{(L^{1, \infty})^{1-\alpha, 1,K}} := \int_0^\infty K(t, f; L^{1, \infty}) t^{-(1-\alpha)} \frac{dt}{t},
\]

it follows readily by Fubini that we have, with norm equivalence,

\[
(L^{1, \infty})^{1-\alpha, 1,K} = \{ f : \|f\|_{(L^{1, \infty})^{1-\alpha, 1,K}} < \infty \} = L^1.
\]

Moreover, since we also have (with norm equivalence that depends on \(\alpha\))

\[
(L^{1, \infty})^{1-\alpha, 1,J} = (L^{1, \infty})^{1-\alpha, 1,K} = L^1
\]

we see that

\[
\|f\|_{L^1(\Omega)} \leq \|f\|_{(L^{1, \infty})^{1-\alpha, 1,K}} \|f\|_{L^{1, \infty}(\Omega)}^{1-\alpha}.
\]

Therefore, from the validity of (5.10) we can deduce the validity of (5.11) for a suitable class of smooth normalized functions.

One can, of course, deal with more general spaces, in particular replacing the \(L^{1, \infty}\) spaces by more general quasi Banach spaces, and use slightly more general versions of the real method of interpolation to obtain estimates of the form

\[
\|f\|_{L^1(\Omega)} \leq \|f\|_{(L^{1, \infty})^{1-\alpha, 1,K}} \|f\|_{L^{1, \infty}(\Omega)}^{1-\alpha} \Psi(\|f\|_{L^{1, \infty}(\Omega)}),
\]

with \(\Psi\) concave, on the right hand side. We shall leave a fuller discussion of such matters for another occasion.

5.6. **Strichartz inequalities and Sobolev inequalities.** The initial step of the interpolation process that leads to uncertainty inequalities is directly connected with the following inequality that one finds in Strichartz [35]. A different proof with sharp constants was later found by Faris [15]

\[
\|fg\|_{L^p(\mathbb{R}^n)} \leq c_n(p) \|g\|_{L^{n, \infty}} \|\nabla f\|_{L^p(\mathbb{R}^n)}, \quad f \in C_0^\infty(\mathbb{R}^n), \quad 1 \leq p < n.
\]

These inequalities are connected with the classical Sobolev inequality via the sharp form of the Sobolev inequality involving Lorentz spaces (cf. [36] and the references therein),

\[
\left\{ \int_0^\infty (f^\ast(s)s^{1/p})^p \frac{ds}{s} \right\}^{1/p} \leq C_n(p) \|\nabla f\|_{L^p(\mathbb{R}^n)}, \quad f \in C_0^\infty(\mathbb{R}^n), \quad 1 \leq p < n, \quad \frac{1}{p} = \frac{1}{n} - \frac{1}{n}.
\]

\[21\] Here we shall not be concerned with the best value of the constants involved but we do note that \(c_n(p) \to \infty\) as \(p \to n\).
Indeed, suppose that \( f \in C_0^\infty(\mathbb{R}^n) \), \( g \in L^{n,\infty} \), and let \( 1 \leq p < n \); then

\[
\|fg\|_{L^p(\mathbb{R}^n)}^p \leq \int_0^\infty f^*(s)^p g^*(s)^p \, ds
\]

\[
\leq \|g\|_{L^{n,\infty}}^p \int_0^\infty f^*(s)^p s^{-p/n} \, ds
\]

\[
= \|g\|_{L^{n,\infty}}^p \int_0^\infty f^*(s)^p s^{p/n} \, ds / s
\]

\[
\leq C_n(p)^p \|\nabla f\|_{L^p(\mathbb{R}^n)}^p.
\]

Faris’ method is closely connected with the above presentation. Note that in the context of (5.12) the class of isoperimetric weights can be described as

\[
\{ w : \frac{1}{w} \in M(\Phi) \} = \{ w : \frac{1}{w} \in L^{n,\infty} \} = \{ w : \frac{1}{w} \text{ is a Strichartz multiplier} \}.
\]

When \( p \to n \) the constant \( C_n(p) \) blows up. The sharp end point result for \( p = n \) is provided by the Brezis-Wainger inequality. Let \( \Omega \) be a domain in \( \mathbb{R}^n \). Then, for all functions \( f \in C_0^\infty(\Omega) \),

\[
\left\{ \int_0^{\|\Omega\|} \frac{f^*(s)^n}{(1 + \log \frac{\|\Omega\|}{s})^n} \, ds \right\}^{1/n} \leq c_n \|\nabla f\|_{L^n(\mathbb{R}^n)}.
\]

Thus, in this case, the corresponding Strichartz inequality holds if we replace the condition “\( g \in L^{n,\infty}(\Omega) \)” by “\( g \in L^{\log(n,\infty)}(\Omega) \)” where

\[
\|g\|_{L^{\log(n,\infty)}(\Omega)} = \sup_t \left\{ g^*(t) t^{1/n} (1 + \log \frac{\|\Omega\|}{s}) \right\}.
\]

In this notation we have,

\[
\|fg\|_{L^n(\mathbb{R}^n)} \leq C_n(n)^n \|g\|_{L^{\log(n,\infty)}(\Omega)} \|\nabla f\|_{L^n(\mathbb{R}^n)}.
\]

More generally, let us consider Sobolev inequalities on a metric measure space \((\Omega, \mu, d)\) using rearrangement invariant norms. Let \( I \) be an isoperimetric estimator for \((\Omega, \mu, d)\) and on measurable functions on \((0, \mu(\Omega))\) let us define the isoperimetric Hardy operator \( \tilde{Q}_I \) by

\[
\tilde{Q}_I f(t) = \frac{I(t)}{t} \int_t^{\mu(\Omega)/2} f(s) \, ds / I(s).
\]

We give the details for the case \( \mu(\Omega) = \infty \), the case \( \mu(\Omega) < \infty \) follows mutatis mutandis. From Theorem 11 part 2, below,

\[
\left\| f_\mu^*(t) \frac{I(t)}{t} \right\|_X \leq \left\| \tilde{Q}_I \right\|_{X \to \tilde{X}} \|\nabla f\|_X, \quad f \in \text{Lip}_0(\Omega).
\]

We can then reinterpret the last inequality as a weighted norm inequality (“the Strichartz inequality in \( X^* \)”): for \( f \in \text{Lip}_0(\Omega) \), and \( g \in M(\Phi) \),

\[
\|fg\|_X \leq \left\| f_\mu^*(t) g^* \right\|_X
\]

\[
\leq \|g\|_{M(\Phi)} \left\| f_\mu^*(t) \frac{I(t)}{t} \right\|_X
\]

\[
\leq \|g\|_{M(\Phi)} \left\| \tilde{Q}_I \right\|_{X \to \tilde{X}} \|\nabla f\|_X.
\]
5.7. **Besov Inequalities.** In this brief section we indicate how the inequalities can be extended to suitable Besov spaces. Here we are aiming to illustrate the method rather than to prove the most general results. Thus, we shall focus on \((\Omega, d, \mu) = \mathbb{R}^n\), and \(L^q\) spaces.

Our starting point is the following equivalence (cf. [6]) which here we may take as a definition: Let \(1 \leq q \leq \infty\), \(0 < s < 1\),

\[
\left\| \frac{t^{-s/n} \omega_q(t^{1/n}, f)}{t^{1/q}} \right\|_{L^q(0, \infty)} \approx \| f \|_{B^s_{q,q}(\mathbb{R}^n)},
\]

where \(\omega_q\) is the \(q\)-modulus of continuity defined by

\[
\omega_q(t, f) = \sup_{|h| \leq t} \| f(\circ + h) - f(\circ) \|_{L^q(\mathbb{R}^n)}.
\]

Suppose that \(f^{**}(\infty) = 0\), then following estimate is well known (cf. [5], [20] and the references therein)

\[
(5.13) \quad f^{**}(t) \leq c \int_t^\infty \frac{\omega_q(s^{1/n}, f)}{s^{1/q}} \frac{ds}{s}.
\]

Let \(w\) be an isoperimetric weight (i.e. \(\frac{1}{w} \in L^{n,\infty}\)). Let \(\alpha > 0\), \(1 \leq q < \infty\), \(0 < \theta < 1\), with \(\theta < n/q\). Then the following estimate holds,

\[
\| f \|_{L^q} \leq c r \| f \|_{B^\theta_{q,q}(\mathbb{R}^n)} + r^{-\alpha} \| w^{\theta\alpha} f \|_{L^q},
\]

where \(c > 0\) is an absolute constant. Indeed, following a familiar argument we have

\[
\| f \|_{L^q} = \left\| f \left( \frac{w}{w} \right)^\theta \right\|_{L^q} \leq \left\| f \left( \frac{w}{w} \right)^\theta \chi_{\{w \leq r^{1/q}\}} \right\|_{L^q} + \left\| f \left( \frac{w}{w} \right)^\theta \chi_{\{w > r^{1/q}\}} \right\|_{L^q}
\leq r \left\| f \left( \frac{1}{w} \right)^\theta \right\|_{L^q} + r^{-\alpha} \| w^{\theta\alpha} f \|_{L^q}
\leq r \left\| f \left( \frac{1}{w} \right)^\theta \right\|_{L^q} + r^{-\alpha} \| w^{\alpha} f \|_{L^q},
\]

where \(c > 0\) is an absolute constant. Indeed, following a familiar argument we have
It remains to estimate the first term,
\[
\left\| f \left( \frac{1}{w} \right)^\theta \right\|_{L^\theta} \leq \left\| f^*(t) \left( \frac{1}{w} \right)^\theta \right\|_{L^\theta} L^{\theta/n} L^{-\theta/n} \\
\leq \left\| \frac{1}{w} \right\|_{L^{\theta/n},\infty} \left\| f^*(t) L^{-\theta/n} \right\|_{L^\theta} \\
\leq c \left\| \frac{1}{w} \right\|_{L^{\theta/n},\infty} \left\| f^*(t) L^{-\theta/n} \right\|_{L^\theta} \\
= c \left\| \frac{1}{w} \right\|_{L^{\theta/n},\infty} \left\| t^{-\theta/n} \int_0^\infty \frac{\omega_q(s^{1/n}, f)}{s^{1/q}} \frac{ds}{s} \right\|_{L^\theta} \\
\leq C \left\| \frac{1}{w} \right\|_{L^{\theta/n},\infty} \left\| \frac{\theta n}{s^{1/q}} \right\|_{L^\theta} \\
= C \left\| \frac{1}{w} \right\|_{L^{\theta/n},\infty} \left\| f \right\|_{B^{\theta,q}_q(\mathbb{R}^n)}.
\]

Using the inequalities of [23] it is possible to extend these results to Besov spaces on metric spaces but the development is too long and technical, and falls outside the scope of the present paper.

### 6. Rearrangement Invariant Uncertainty Inequalities

In this section we obtain uncertainty inequalities modeled on (5.1), where \( L^1 \) is replaced by a suitable r.i. space.

Our approach is based on the following Sobolev inequalities for r.i. spaces (cf. [21] where results of this type were obtained with more restrictions on the ambient measure space).

**Theorem 11.** Let \( X \) be an r.i. space on \( \Omega \) such that \( \tilde{Q} \) is bounded on \( \tilde{X} \). The following statements hold

1. Suppose that \( \mu(\Omega) < \infty \). Then,

\[
(6.1) \quad c_{X,1} = \left\| \frac{I(t)}{t} \chi(0,\mu(\Omega)/2)(t) \right\|_{\tilde{X}} < \infty,
\]

and for all \( f \in \text{Lip}(\Omega) \), we have

\[
(6.2) \quad \left\| f^*(t) \frac{I(t)}{t} \chi(0,\mu(\Omega)/2)(t) \right\|_{\tilde{X}} \leq \left\| \tilde{Q} I \right\|_{\tilde{X} \to \tilde{X}} \left\| \nabla f \right\|_X + \frac{2c_{X,1}}{\mu(\Omega)} \int_{\Omega} \left| f(x) \right| d\mu.
\]

2. If \( \mu(\Omega) = \infty \), then

\[
(6.3) \quad \left\| f^*(t) \frac{I(t)}{t} \right\|_{\tilde{X}} \leq \left\| \tilde{Q} I \right\|_{\tilde{X} \to \tilde{X}} \left\| \nabla f \right\|_X, \quad f \in \text{Lip}_0(\Omega).
\]

The proof of this theorem will be given at the end of this section. First we consider the corresponding uncertainty inequalities.
Theorem 12. Let $X$ be an r.i. space on $\Omega$ such that $\hat{Q}$ is bounded on $\tilde{X}$. Let $w$ be an isoperimetric weight and let $\alpha > 0$, Then, there exists a constant $C = C(w, X)$ such that

$$
\|f\|_X \leq rC \|\nabla f\|_X + r^{-\alpha} \|w^\alpha f\|_X,
$$

for all $r > 0$.

Proof. a. Suppose that $\mu(\Omega) < \infty$. Let $f \in \text{Lip}(\Omega)$, and let $w$ be an isoperimetric weight. Then, for all $\alpha > 0$, we have

$$
(6.4) \quad \|f\|_X = \|\frac{1}{w} f\|_X \leq \|\frac{1}{w} \chi_{\{w \leq r\}}\|_X + \|\frac{1}{w} \chi_{\{w > r\}}\|_X
$$

To estimate the first term in (6.4), we write

$$
\left\| \frac{1}{w} \right\|_X = \left\| \left( \frac{1}{w} \right)_\mu \right\|_{\tilde{X}}
$$

$$
\leq \left\| f_\mu^*(s) \left( \frac{1}{w} \right)_\mu (s) \right\|_{\tilde{X}} \quad \text{(by (2.4) and (2.5))}
$$

$$
\leq 2 \left\| f_\mu^*(s) \left( \frac{1}{w} \right)_\mu (s) \chi_{(0, \mu(\Omega)/2)}(s) \right\|_{\tilde{X}}
$$

$$
= 2 \left\| f_\mu^*(s) \left( \frac{1}{w} \right)_\mu (s) \chi_{(0, \mu(\Omega)/2)}(s) \right\|_{\tilde{X}}
$$

$$
\leq 2 \left( \sup_{0 < s < \mu(\Omega)/2} \left( \frac{1}{w} \right)_\mu (s) \chi_{(0, \mu(\Omega)/2)}(s) \right) \left\| f_\mu^*(s) \frac{I(s)}{s} \chi_{(0, \mu(\Omega)/2)}(s) \right\|_{\tilde{X}}
$$

$$
= 2 \|W\|_{M(\Phi)} \left\| f_\mu^*(s) \frac{I(s)}{s} \chi_{(0, \mu(\Omega)/2)}(s) \right\|_{\tilde{X}}
$$

$$
\leq 2 \|W\|_{M(\Phi)} \left\| Q_I \right\|_{\tilde{X} \rightarrow X} \|\nabla f\|_X + \frac{2c_X I}{\mu(\Omega)} \int_{\Omega} |f| d\mu \quad \text{(by (6.2))}
$$

Let $f \in \text{Lip}(\Omega)$ be such that $m(f) = 0$ or $\int_{\Omega} f d\mu = 0$, by Poincaré’s inequality (cf. Remark 2)

$$
\int_{\Omega} |f| d\mu \leq \frac{\mu(\Omega)}{I(\mu(\Omega)/2)} \int_{\Omega} |\nabla f| d\mu
$$

$$
\leq \frac{\mu(\Omega)}{I(\mu(\Omega)/2)} \|\nabla f\|_X \frac{\mu(\Omega)}{\|\chi\|_X} \quad \text{(by Hölder’s inequality)}.
$$

Summarizing,

$$
\|f\|_X \leq rC \|\nabla f\|_X + r^{-\alpha} \|w^\alpha f\|_X,
$$

where $C = 2 \|W\|_{M(\Phi)} \left\| Q_I \right\|_{\tilde{X} \rightarrow X} + \frac{2c_X I}{I(\mu(\Omega)/2) \|\chi\|_X}$.

b. $\mu(\Omega) = \infty$. We follow the same steps as in the previous case, but now we use (6.3) instead of (6.2). Notice that the extra $L^1$ term does not appear in this case. □
6.0.1. The proof of Theorem 17 In this section we prove Theorem 11. We need the following Lemma (see [23], [22]).

Lemma 3. Let $(\Omega, \mu, d)$ be a metric space and let $I$ be an isoperimetric estimator for $(\Omega, \mu, d)$. Let $h$ be a bounded Lip function on $\Omega$. Then there exists a sequence of bounded functions $(h_n)_n \subset \text{Lip}(\Omega)$, such that

(1)

\[ |\nabla h_n(x)| \leq (1 + \frac{1}{n}) |\nabla h(x)|, \quad x \in \Omega. \]

(2)

\[ h_n \to h \text{ in } L^1. \]

(3) The functions $(h_n)_\mu$ are locally absolutely continuous and for any r.i. space $X$ on $\Omega$

\[ \left\| \left( - |h_n|_\mu^* \right)'(\cdot) I(\cdot) \right\|_X \leq \|\nabla h_n\|_X, \quad \text{for all } n \in \mathbb{N}. \]

Proof. (of Theorem 11)

a. Suppose that $\mu(\Omega) < \infty$. The fact that $c_{X,t} = \left\| \frac{I(t)}{t} \chi_{(0,\mu(\Omega)/2)}(t) \right\|_X < \infty$, follows easily from the fact that $\tilde{Q}_t$ is bounded. Indeed, for $0 < t < \mu(\Omega)/4$, we have that

\[ \tilde{Q}_t \chi_{(0,\mu(\Omega)/2)}(t) = \frac{I(t)}{t} \int_t^{\mu(\Omega)/2} \frac{dr}{I(r)} + \frac{I(t)}{t} \int_{\mu(\Omega)/4}^{\mu(\Omega)/2} \frac{dr}{I(r)}. \]

and (6.1) follows.

If $f \in \text{Lip}(\Omega)$ then $f$ is bounded. Let $(f_n)_n$ be the sequence associated to $f$ that is provided by Lemma 3. Since $(f_n)_\mu$ is locally absolutely continuous, by the fundamental theorem of calculus we have

\[ A(t) = (f_n)_\mu^*(t) \frac{I(t)}{t} \chi_{(0,\mu(\Omega)/2)}(t)\]

\[ = \frac{I(t)}{t} \int_t^{\mu(\Omega)/2} \left( -(f_n)_\mu^*(r) dr + (f_n)_\mu^*(\mu(\Omega)/2) \frac{I(t)}{t} \chi_{(0,\mu(\Omega)/2)}(t) \right) \]

\[ = \frac{I(t)}{t} \int_t^{\mu(\Omega)/2} \left( -(f_n)_\mu^*(r) dr + (f_n)_\mu^*(\mu(\Omega)/2) \frac{I(t)}{t} \chi_{(0,\mu(\Omega)/2)}(t) \right) \]

\[ = \tilde{Q}_t \left( \left( -(f_n)_\mu^*(\cdot) I(\cdot) \right)^\prime(t) + (f_n)_\mu^*(\mu(\Omega)/2) \frac{I(t)}{t} \chi_{(0,\mu(\Omega)/2)}(t) \right). \]

Thus,

\[ \|A(t)\|_X \leq \tilde{Q}_t \left( \left( -(f_n)_\mu^*(\cdot) I(\cdot) \right)^\prime(t) \right) \|_X + (f_n)_\mu^*(\mu(\Omega)/2) \left\| \frac{I(t)}{t} \chi_{(0,\mu(\Omega)/2)}(t) \right\|_X \]

\[ = I + II. \]

Now,

\[ I \leq \|\tilde{Q}_t\|_{X \to X} \left\| \left( -(f_n)_\mu^*(\cdot) I(\cdot) \right)^\prime(t) \right\|_X \leq \|\tilde{Q}_t\|_{X \to X} \|\nabla h_n\|_X \quad \text{(by (6.7))} \]

\[ \leq \|\tilde{Q}_t\|_{X \to X} \left( 1 + \frac{1}{n} \right) \|\nabla f\|_X \quad \text{(by (6.5))}, \]
and
\[ II \leq \left( \frac{2}{\mu(\Omega)} \right) \int_{\Omega} |f_n(x)|d\mu \left( \left\| \frac{I(t)}{t} \chi_{(0,\mu(\Omega)/2)}(t) \right\|_X \right) \]
\[ = \frac{2c}{\mu(\Omega)} \int_{\Omega} |f_n(x)|d\mu. \]

Therefore,
\[ \left\| f_n^*(t) \frac{I(t)}{t} \right\| \leq \lim \inf_{n \to \infty} \left( \left\| \tilde{Q}_t \right\|_{X \to \tilde{X}} (1 + \frac{1}{n}) \left\| \nabla f \right\|_X + \frac{2c}{\mu(\Omega)} \int_{\Omega} |f_n(x)|d\mu \right) \]
\[ = \left\| \tilde{Q}_t \right\|_{X \to \tilde{X}} \left\| \nabla f \right\|_X + \frac{2C}{\mu(\Omega)} \int_{\Omega} |f(x)|d\mu \quad (\text{by } (6.6)) \]
\[ = D \left( \left\| \nabla f \right\|_X + \frac{2}{\mu(\Omega)} \int_{\Omega} |f(x)|d\mu \right). \]

b. \( \mu(\Omega) = \infty. \) The proof follows the same argument. Indeed, if \( f \in Lip_0(\Omega), \) then \( f \) is bounded. Let \( (f_n)_n \) the sequence associated to \( f \) that is provided by Lemma 3. Note that \( (f_n)^*_\mu \) is locally absolutely continuous, and \((f_n)^*_{\mu}(\infty) = 0.\)

Using the fundamental theorem of calculus we find
\[ \left( (f_n)^*_\mu(t) \frac{I(t)}{t} \right) = \int_{t}^{\infty} \left( (f_n)^*_\mu \right)'(r)dr \]
\[ = \tilde{Q}_t \left( \left( (f_n)^*_\mu \right) (\cdot) I(\cdot) \right)(t), \]
and we conclude the proof as in the previous case. \( \square \)

6.1. Final Remarks.

a. We should mention that in the literature one can find \( L^1 \) uncertainty type inequalities that are not directly related to those treated in our paper. For example, in [19], sharp constants are obtained for inequalities of the following type (here \( \Omega = \mathbb{R} \)),
\[ \|f\|_1 \|f\|_2^2 \leq c \left\| \xi \hat{f} \right\|_{2}^2 \left\| x^2 f \right\|_1 \]
or
\[ \|f\|_2 \leq c \left\| x^2 f \right\|_1^{2/7} \left\| \xi \hat{f} \right\|_2^{5/7}. \]

b. Multiplier inequalities have a long history. We mention two somewhat related directions of inquiry that we find intriguing. The multiplier inequalities exemplified by [33], and the long list of references therein, and the potential spaces of radial functions exemplified by [28] and the references therein.

c. In this paper we have not considered discrete inequalities. We hope to discuss the discrete world elsewhere.
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