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ABSTRACT

Ecosystem level ozone (O3) fluxes during four different years were examined at a subalpine forest site in the Colorado Rocky Mountains. The local mountain–valley wind system and the proximity of the Denver Metropolitan area leads to high summertime ozone episodes on many afternoons. The timing between these episodes and the ecosystem processes controlling photosynthesis during the growing season plays a critical role in determining the amount of ozone deposition. Light and vapor pressure deficit (VPD) were the most dominant environmental drivers controlling the deposition of O3 at this site through their influence on stomatal conductance. 81% of the daytime O3 uptake was predicted to occur through the stomata. Stomatal uptake decreased at high VPD and temperatures leading to an overall decrease in O3 flux; however, we did observe a non-stomatal conductance for O3 that increased slightly with temperature before leveling off at higher values. During the growing season, O3 deposition fluxes were enhanced after midday precipitation events and continued at elevated levels throughout the following night, implying a role for surface wetness. From nighttime data, evidence for both the presence of water films on the needles and non-closure of the plant stomata were observed. During the winter (non-growing) season, the ozone deposition velocity showed a consistent dependency on the latent heat flux. Although the mechanism is unclear, it is apparent that precipitation events play a role here through their influence on latent heat flux.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Increases in ground-level ozone (O3) have been of great concern over the past 100 years (Vingarzan, 2004 and references therein). These increases are due mainly to the photochemical production of O3 from anthropogenically emitted nitrogen oxides (NOx) combining with hydrocarbons (both anthropogenic and biogenic). Since O3 is a respiratory irritant in humans (Curtis et al., 2006) and deleterious to plant growth (Jacobson, 1982; Heck et al., 1984; Pye, 1988; Chappelka and Samuelson, 1998), it is critical to fully understand both the production and loss mechanisms of tropospheric O3 in order to accurately arrive at mitigation strategies (Jacobson, 1982; US EPA, 1996; Führer and Booker, 2003; Bytnerowicz et al., 2004).

A major loss process for O3 is surface deposition. A large fraction of this deposition occurs through direct uptake by vegetation through the stomatal pores (Wesely, 1989; Wesely and Hicks, 2000). As quantitation of this loss is important toward predicting plant damage caused by O3, it has been argued that O3 concentration alone (as measured by many monitoring networks) is not adequate to predict damage to vegetation (US EPA, 1996; Musselman and Massman, 1999; Cieslik, 2004; Karlsson et al., 2004; Massman, 2004; Emberson et al., 2007). To this end, there have been numerous studies of ozone deposition to vegetation over the past 50 years (e.g., Regener, 1957; Wesely et al., 1978; Fuentes et al., 1992; Coe et al., 1995; Munger et al., 1996; Lamad et al., 2002; Kurius and Goldstein, 2003; Mikkelson et al., 2004; Hogg et al., 2007), and these results have formed the basis for deposition models aimed at predicting vegetative ozone uptake (Wesely, 1989; Zhang et al., 2002).

Although a significant fraction of the O3 flux occurs through plant stomata, other pathways (hereafter grouped together as "non-stomatal") appear to be important in many conditions (Kurius and Goldstein, 2003; Hogg et al., 2007). Environmental factors such as temperature, humidity and light are known to have important impacts in regulating stomatal uptake; however, they also likely play a role in non-stomatal uptake as well. For example, the non-stomatal portion of O3 uptake has been shown to be
sensitive to temperature and attributed to either surface thermal decomposition (Fowler et al., 2001), reactions of \( \text{O}_3 \) on surfaces (Fruekilde et al., 1998), or reactions with reactive species emitted by the ecosystem (e.g., NO and hydrocarbon species) (Kurpius and Goldstein, 2003; Mikkelsen et al., 2004; Hogg et al., 2007). Surface wetness also appears to play a role in \( \text{O}_3 \) deposition (Altimir et al., 2006); however, this effect can be variable depending on the ecosystem studied (Massman, 2004).

The Niwot Ridge AmeriFlux site lies in a subalpine conifer forest in the Rocky Mountains to the west of the Denver Metropolitan area. It is situated on the leeward side of the mountains and experiences a mountain–valley type of wind system, resulting in upslope air flows from the Front Range urban corridor. Many studies have documented the occurrence of high concentrations of \( \text{O}_3 \) and other pollutants in areas surrounding Niwot Ridge during these ‘upslope’ conditions (Fehsenfeld et al., 1983; Parrish et al., 1986a,b; Ridley et al., 1990). However, there have not been any studies with the aim of quantitatively measuring the flux of \( \text{O}_3 \) into the subalpine forest ecosystem under these affected conditions. In the present work, we describe the results from 4 years of ecosystem level \( \text{O}_3 \) flux measurements made at the Niwot Ridge AmeriFlux site with the goals of understanding: (1) the timing of upslope events at higher elevations and the degree to which they occur simultaneously with periods of high plant activity (i.e., high capacity for stomatal uptake); (2) separation of the stomatal and non-stomatal contributions to the \( \text{O}_3 \) flux to the forest; and (3) the environmental controls over the stomatal and non-stomatal components of the flux.

2. Experimental

2.1. Site description

The study was conducted at the Niwot Ridge AmeriFlux site in the Roosevelt National Forest in the Rocky Mountains of Colorado located at 40°1’58.4”N and 105°32’47.0”W at an elevation of 3050 m. Thorough descriptions have been presented by Monson et al. (2002) and Turnipseed et al. (2002, 2003) and only a brief summary will be given here. Measurements were made from a 27-m scaffolding tower within a coniferous subalpine forest. Table 1 lists the dominant species and other important descriptive parameters that have been reported for this site.

The mountain–valley winds which predominate at this site have a profound effect on atmospheric \( \text{O}_3 \) dynamics. Thermally induced upslope flows from the east occur on many summer afternoons (~1/3 of the days) bringing high concentrations of anthropogenic pollutants from the Denver/Boulder Metropolitan area (Fehsenfeld et al., 1983). The upward movement of warm, moist air from lower elevations during these upslope events also often contributes to convective thunderstorm activity. Although upslope flow can also result from synoptic storm systems which are also accompanied by precipitation, this is less common during the summer growing season (Losleben et al., 2000). Despite the clear importance of upslope winds to \( \text{O}_3 \) dynamics at the study site, the predominant wind direction is from the west, including most nocturnal flows, which are often katabatic in nature (Brazel and Brazel, 1983; Turnipseed et al., 2003). Westerly flow is not impacted by any nearby anthropogenic sources.

2.2. Methodology

Ozone fluxes were measured by the technique of eddy covariance. Three-dimensional wind velocities were measured with a sonic anemometer (Campbell Scientific, CSAT-3) located at 21.5 m and recorded at 10 Hz using a datalogger (Campbell Scientific, CR23x). Fast fluctuations in \( \text{O}_3 \) concentrations were measured at 10 Hz with a sensor similar to that described by Güsten et al. (1992) and Güsten and Heinrich (1996) (Fig. 1). Air was drawn at a constant rate of 7 L min\(^{-1}\) through a 4 m Teflon...
inlet line located at the base of the sonic anemometer head. The sampled air was then passed over a dye-impregnated (Comnair 152) target where O₃ was detected from the chemiluminescent reaction of O₂ with the dye. Light emissions were measured with a photomultiplier tube (Hamamatsu, 1P28) and the ensuing photo-current was converted to an analog voltage and measured using the same datalogger collecting the sonic anemometer data. Other atmospheric species have been shown not to produce light or interfere with the O₃ measurement (Güsten et al., 1992). Laboratory tests indicated that the response time (1/e) to a step change in O₃ concentrations was <0.2 s with a measurement precision of ~0.4 ppbv making it suitable for eddy covariance measurements.

Over time, as the dye reacts with O₃, the sensitivity of the sensor changes; therefore, a slower, more stable UV- absorption O₃ monitor (TEC Model 49C) was operated concurrently with the fast sensor for calibration purposes and as a reference monitor; the analog voltage from this sensor was also recorded by a datalogger (Campbell Scientific, CR23x). The fast O₃ sensor was zeroed every 4 h by shutting off the air flow through the target area, resulting in the rapid reaction of all the O₃ near the surface of the target (<3 s). The calibration of the fast sensor involved taking a given 30 minute flux averaging period into six subsets (5 min each) and relating the average signal of the fast sensor (minus the zero signal) from each of these subsets to the O₃ concentration measured with the slow sensor. Typical sensitivities ranged from 2 to 6 mV/ppbv. When the sensitivity dropped below a value of 1.8 mV/ppbv (usually after 1–2 weeks of use), the target was replaced. If the sensitivity was ≥1.9 mV/ppbv and varied less than 15% over the 30 min period, data was assumed to be valid for further analysis. The calibration of the slower UV- absorption monitor was checked periodically by comparison with other UV- absorption based instruments, both in the laboratory and in the field, and found to agree within ±5%.

Mean concentration values and fluxes were calculated as a block average over a half-hour time period. Lag times between the fast O₃ signal and the vertical wind velocity, w, caused by transit time in the inlet tubing were calculated by varying the lag between the two time series and finding the maximum correlation. Signals were shifted in time by this lag (typical lag = 0.4 s) relative to w before covariances were calculated. The wind coordinate frame was rotated using the planar fit method described by Wilczak et al. (2001) which has been shown to be effective for this site (Turnipseed et al., 2003). Ozono fluxes were then calculated from the covariance between the vertical wind velocity and the O₃ concentration measured with the fast sensor. Co-spectral analysis (data not shown) comparing wT/D to that of the kinematic vertical turbulent heat flux from the sonic anemometer (wT) indicated that the O₃ fluctuations at frequencies >1 Hz were within the random noise of the instrument; therefore, we corrected for this high frequency loss by a factor of wT/wTf where wTf was the covariance after the temperature time series was filtered using an exponential low pass filter with a cutoff frequency of 1.5 Hz. On average, the correction was <10% for daytime fluxes. Flux data was also omitted during periods of very low turbulence intensity (when friction velocity, u* < 0.2 m s⁻¹), as well as during violations of tests for nonstationarity and integral wind statistics (Foken and Wichura, 1996). This resulted in approximately 16% of the daytime flux periods and 68% of the nighttime data (particularly for low u*) being omitted.

Continuous meteorological (temperature, humidity, wind speed/direction, radiation, etc.) and flux (sensitive and latent heat, CO₂ flux) measurements, both within and above the canopy, were provided by the Niwot Ridge AmeriFlux site as part of their ongoing studies of ecosystem carbon cycling in the Rocky Mountains. These measurements have been described in previous publications (Monson et al., 2002; Turnipseed et al., 2002) and a thorough description of the instrumentation, methodology and measurement heights is given at http://public.ornl.gov/ameriflux/Site_Info/sitelnfo.cfm?KEYID=us.niwot_ridge.01.

Sap flow measurements were made in all three conifer species (a total of nine trees) using the heat ratio method and sensors described in Burgess et al. (2001). Each sensor included a heater (which emits a heat pulse) located between two thermocouples (which detect the dispersion of the heat pulse) inserted vertically within the tree bole at breast height. Multiple sensors were positioned radially within a single tree. Data collection and control over heat pulsing was accomplished using dataloggers with integrated multiplexers (Campbell Scientific, model CR10X and AM416, respectively).

2.3. Measurement periods

Growing season measurements presented here were taken from 2002 (June–August), 2003 (May–September), and 2005 (May–August). Instrumental problems curtailed our 2004 measurements to only the early season (May–June). Fluxes were measured semi-continuously as targets were not always replaced before their sensitivity degraded. The time coverage for flux measurements during the growing season was ~62%, with a minimum of 2.5 weeks of flux measurements/month. Ozone fluxes were measured in several “campaign mode” studies during the non-growing season (~November to April). In these cases, flux measurements were made at different times, to capture different aspects of the annual ecosystem cycle including springtime initiation of forest net CO₂ uptake (April–May, 2004, 2005), fall cessation of net CO₂ uptake (September–October, 2003, 2004) and winter dormancy (November, 2003, January–March, 2004, March, 2005).

2.4. Data analysis

Deposition velocities were determined as Vd(0₃) = −Fₙs/ρ₀ where ₀ is the mean O₃ density and Fₙs is the flux. For this study, we used a single-layer resistance model to relate the deposition to a series of individual component resistances which reflect physical constraints on the flux (Wesely, 1989; Wesely and Hicks, 2000).

\[ \frac{1}{V_d(0₃)} = \frac{R_s(z - d)}{R_o} + \frac{1}{R_c}. \]

Here, Rₛ is the stability-corrected aerodynamic resistance to mass transfer at the measurement height (Garland, 1977; Turnipseed et al., 2006) of \( z - d = 13.7 \text{ m} \) (Table 1), and Rₒ is the resistance to mass transfer across the laminar sublayer near the surfaces. We have used the formulation for Rₒ following the equations provided by Hicks et al. (1987). The value of Rₒ is the total surface resistance and is obtained via difference between the reciprocal of the measured deposition velocity and the sum of Rₛ and Rₒ.

Over vegetation, O₃ can be deposited either through plant stomata or to plant or ground surfaces. By estimating the average canopy stomatal resistance (Rₛ), we can further separate Rₒ into a set of parallel resistances (or their inverse, conductances) (Wesely, 1989):

\[ \frac{1}{R_c} = \frac{1}{R_{st}} + \frac{1}{R_{ns}} \]

where \( R_{ns} \) represents all non-stomatal processes. In terms of conductances:

\[ \frac{1}{R_c} = G_{st}, \quad \frac{1}{R_{st}} = G_{st}, \quad \frac{1}{R_{ns}} = G_{ns}, \quad G_c = G_{st} + G_{ns} \] (10)

The non-stomatal processes include deposition to cuticular surfaces, elements in the lower canopy (e.g., branches, bark) and to the ground surface. However, this definition also encompasses
the possibility of other loss processes (e.g., chemical reactions) below the sensor height.

The separation of the stomatal and non-stomatal components of scalar uptake for dry canopies is typically estimated either relative to CO₂ uptake (Büker et al., 2007), transpiration flux (Monteith and Unsworth, 1990) or by empirical relationships (Jarvis, 1976; Büker et al., 2007). For O₃, it is typically derived relative to the water vapor flux, assumed to come primarily from plant transpiration. Gerosa et al. (2007) have recently reviewed the two most common methods used to estimate the canopy-level stomatal resistance: (1) resistance analogies used to obtain the vapor pressure deficit at the scalar (temperature and water vapor) roughness length, z₀, which is assumed to be equivalent to that at the leaf surface (Thom, 1975; Monteith and Unsworth, 1990), denoted as the Evaporative/Resistance (ER) method:

\[ R_{st}(O₃) = D_{er} \left( \rho C_p \frac{e_{sat}(T(z_0)) - e(z_0)}{\gamma \cdot E_{z'}} - R_T \right), \]  

and (2) the inverted form of the Penman–Monteith equation (PM method):

\[ R_{st}(O₃) = D_{er} \left( R_{st}(H₂O) - \frac{[R_{st}(R_{n} - G - \lambda E_T) + \rho C_p(e_{sat}(T_{z'=21m}) - e_{z'=21m})]}{\gamma \cdot E_{T}} - R_T \right). \]

Here, Dₑₑₑ is the ratio of diffusion coefficients of H₂O to O₃ (1.65, Gerosa et al., 2003), Rₜ is the sum of the aerodynamic and sublayer resistances for water vapor (Rₑₑₑ + Rₑₑₑ), Cₑₑₑ is net radiation, Gₑₑₑ is the soil heat flux, sₑₑₑ is the slope of the saturation vapor curve (dₑₑₑ/dₑₑₑ), ρₑₑₑ is atmospheric density, Eₑₑₑ is the transpiration water vapor flux, γₑₑₑ is the psychrometric constant, Cₑₑₑ is the molar heat capacity of air, and λₑₑₑ is the latent heat of vaporization. Eqs. (11) and (12) both rely on the measurement of the water vapor pressure deficit (VPD = eₛₑₑ−eₑₑₑ) and e is the saturation and ambient water vapor pressures, respectively) at either the measurement height, zₑₑₑ, or at the leaf surface, z₀. With the assumption of a balanced surface energy budget, these two approaches are essentially identical (Monteith and Unsworth, 1990; Gerosa et al., 2007) and have been shown to give reasonable agreement in the stomatal/non-stomatal partitioning of O₃ fluxes (Gerosa et al., 2007). We have used and compared both of these methods (as well as some of the variations described in Gerosa et al., 2007) in separating the stomatal and non-stomatal contributions to the observed O₃ flux.

Both of the above formulations require the measurement of the transpiration flux, λₑₑₑ. However, what is measured above the canopy is the total water vapor flux (or latent heat flux, λₑₑₑ), which includes contributions from soil evaporation (λₑₑₑ). In this work, we have used two independent methods to estimate the partitioning of the latent heat flux into its soil and vegetation components. The first method is based completely on measured eddy covariance fluxes above (z = 21.5 m) and below (z = 2.5 m) the canopy: λₑₑₑ = λₑₑₑ - 21.5 m - λₑₑₑ - 2.5 m and assumes that λₑₑₑ - 2.5 m represents the water flux due to evaporation from the soils. The second method combines measured latent heat fluxes with the SIPNET ecosystem process model (Moore et al., 2008) which uses an optimization scheme to determine carbon and water flux partitioning conditioned on eddy flux observations. This analysis was based on the assimilation of 7 years of half-daily averaged fluxes of both λₑₑₑ and net ecosystem CO₂ exchange (NEE), and validated against measurements of λₑₑₑ made independently using sap flow techniques. As the SIPNET model is based on optimization to half-daily values, it does not always capture hour-to-hour flux variations well; therefore, we used the fractional partitioning of (λₑₑₑ/λₑₑₑ) derived from SIPNET, and multiplied it by the measured

30-min λₑₑₑ to estimate λₑₑₑ. A comparison of λₑₑₑ derived from these two methods is shown in Fig. 2 for the summer of 2003. As seen in the figure, on average the two methods predict similar behavior of λₑₑₑ. For midday summer fluxes, the average λₑₑₑ - 21.5 m/λₑₑₑ - 21.5 m was typically about 8–10%, whereas, combining SIPNET with measured λₑₑₑ - 21.5 m predicted a slightly larger evaporative fraction (λₑₑₑ/λₑₑₑ ~ 15–18%). However, both of these estimates are well within the range of values found in other studies of conifer canopies (Kellner et al., 1993; Schäfer et al., 2002). We feel that the combination of the model with measured latent heat fluxes above the canopy led to a more robust data set as the comparison of within and above-canopy fluxes of water vapor can be problematic (for example, mismatch of flux footprints, decoupling of above and within-canopy air during stable periods, understory transpiration). Therefore the results presented below are derived using the SIPNET approach.

3. Results and discussion

3.1. Summertime upslope flow and O₃ deposition

During the summer growing season, O₃ fluxes are regulated by both plant activity (stomatal uptake) and meteorology. Afternoon upslope winds bring air containing processed pollutants from the Denver metropolitan corridor, along with elevated concentrations of O₃ that tend to drive higher deposition rates. Fig. 3 shows a time series from August 2–5, 2003 which was representative of typical high pollution, upslope days. The mountain–valley wind signature was clearly evident in the wind direction data (Fig. 3b), whereby nocturnal winds from the west (downslope) transitioned during the morning to upslope flow from the east. As reduced solar heating weakened the upslope flow in the late afternoon, downslope drainage winds were re-established. Prolonged upslope flow and clear skies (as in Fig. 3) tends to facilitate O₃ production and transport to the site. Transitions to upslope flow can also occur later in the day and are typically accompanied by rapid increases in O₃ concentrations. Observed O₃ fluxes were in good agreement with previous measurements over a similar subalpine forest (Zeller and Nikolov, 2000) and tended to be
correlated with patterns in the net CO₂ flux \( F(\text{CO}_2) \). The peak in \( F(\text{O}_3) \), however, tended to occur later in the day than that for \( F(\text{CO}_2) \), driven by increasing \( \text{O}_3 \) concentration. Late afternoon reductions in \( F(\text{O}_3) \) were correlated with reductions in the photosynthetic photon flux density (PPFD) and higher VPDs (data not shown); although ozone concentration continues to rise until nearly 18:00 local time. This is likely due to reductions in stomatal conductance as evidenced by decreasing \( F(\text{CO}_2) \). This effectively limits the observed ozone flux into the plant even with increasing ozone concentration. Therefore, this offset in timing tends to lessen the impact of anthropogenic ozone from the Denver Metro area on high elevation Front Range forests to some degree.

### 3.2. Factors influencing \( V_d(\text{O}_3) \)

From Fig. 3 it is obvious that light exhibits a major control over \( F(\text{O}_3) \) in a similar fashion to \( F(\text{CO}_2) \). However, the differences described in the last section suggest that there are differences in how these environmental drivers (PPFD, temperature, VPD) influence ozone deposition. However, these environmental factors are often not independent from each other (e.g., high PPFD and high VPD often occur along with high temperature) and, the actual controlling variables are not always easily deciphered. The Niwot Ridge site has the advantage that there are some important differences between the two primary wind regimes (upslope and downslope) and these differences can be used to deduce which environmental factor(s) exerts the most influence on observed measurements. One clear observation that was apparent during each year of our observations was that \( V_d(\text{O}_3) \) was higher during upslope periods. Over the entire growing season, average daytime \( V_d(\text{O}_3) \) were statistically smaller by 17\% \((p < 0.01, \text{two-tailed} \ t\)-test) during periods of downslope winds (see Table 2). Average temperatures were nearly the same during upslope and downslope flow regimes; however, mean wind speed \( (U) \) was smaller and relative humidity \( (\text{RH}) \) was higher during upslope flow (Table 2). Lower wind speeds could suggest lower measured fluxes due to

![Fig. 3. Time series of (a) incoming photosynthetic photon flux density (PPFD), (b) wind direction, (c) O₃ concentration and flux and (d) CO₂ flux during a 4-day period in August, 2003 which experienced strong daytime upslopes and high O₃ photochemical production.](image)
reduced turbulent transport (Turnipseed et al., 2002), yet larger fluxes were observed. Greater deposition rates are consistent with higher relative humidity (or lower VPD) which lead to greater stomatal conductances.

Fig. 4 shows plots of how daytime $V_d(O_3)$ and transpiration latent heat fluxes ($\lambda E_T$) behave as a function of the major environmental drivers (light, temperature, VPD). These trends were consistent for each year studied. $\lambda E_T$ tends to increase with incident PPFD (Fig. 4b). As VPD also increases steadily with PPFD (data not shown), this suggests regulation over stomatal openings. In turn, $V_d(O_3)$ shows only a small variation over most of the range ($PPFD < 1700 \mu\text{mol m}^{-2} \text{s}^{-1}$). However, $V_d(O_3)$ tends to be consistently higher during periods of upslope flow ($p < 0.01$ for $PPFD > 500 \mu\text{mol m}^{-2} \text{s}^{-1}$) contrary to $\lambda E_T$. Since humidity is consistently higher for upslope flow, this suggests greater stomatal conductances during these periods. The behavior of $V_d(O_3)$ as a function of temperature is similar to that previously published for gross photosynthesis rate at this site (Huxman et al., 2003), exhibiting a maximum and then declining at higher temperatures. The majority of data lies between 9 and 16 °C (Fig. 4d). Within this range, $\lambda E_T$ for upslope and downslope flow regimes are statistically the same ($p > 0.10$) and, yet we observed higher $V_d(O_3)$ during the more humid upslope flows ($p < 0.01$). At higher temperatures, there is little wind direction difference in $V_d(O_3)$; however, $\lambda E_T$ is smaller during upslope periods. These observations are, again, all consistent with greater average stomatal conductances during upslope flow.

As seen in Fig. 4e, $V_d(O_3)$ shows a steady decrease with VPD, consistent with lower stomatal conductances during drier conditions. Measurements during both upslope and downslope flows collapse onto a single line, showing no statistical differences in each of the bins ($p > 0.10$). At high VPD, there are wind direction divergences in the predicted $\lambda E_T$ that are not reflected in $V_d(O_3)$. However, one must keep in mind the non-stomatal component of the ozone flux which we examine in the next section.

### 3.3. Stomatal and non-stomatal contributions to O$_3$ deposition

From the relationships shown in Figs. 3 and 4, we can infer a strong role for stomatal conductance as a factor controlling O$_3$ uptake. In this study, we estimated the stomatal resistance during daylight hours (07:00–19:00) relative to the water vapor flux, as we have more direct methods for ascertaining the reliability of these flux measurements (e.g., multiple instrumentation systems and surface energy budgets, Turnipseed et al., 2002). Using the ER method (Section 2.4) and assuming that ambient air temperature measured within the canopy ($z = 8 \text{ m}$) was equivalent to leaf temperature, Fig. 5 shows a plot of modeled stomatal conductance.
of O$_3$ ($G_{st}$) vs. the total conductance ($G_c$) for the 2005 measurement period. The ratio of $G_{st}/G_c$ was, on average, less than unity suggesting non-stomatal depositional pathways. The summertime, daytime stomatal contribution to the flux averaged 81 ± 2% (Table 2), which is consistent with previously reported values (Lamaud et al., 2002; Cieslik, 2004).

The temperature at the roughness length for heat, $T(z_0)$, can also be estimated through a resistance model analogous to Eq. (11) using the sensible heat flux, $H$ (Gerosa et al., 2007):

$$T(z_0) = T_{z-21m} + \frac{(R_a + R_h)H}{\rho C_p},$$

where $R_h$ in this instance is the laminar sublayer resistance for heat. Eq. (13) tended to give leaf temperatures that were ~2–4 °C above the measured within-canopy air temperature. When $T(z_0)$ derived from Eq. (13) was used to calculate $G_{st}$ from Eq. (11), it led to a smaller stomatal partitioning (59 ± 2%, standard error). This indicates the sensitivity of $e_{sat}(T(z_0))$ to the leaf temperature used. As the morphology of conifer needles facilitates the rapid dissipation of excess heat to the surrounding air, this large temperature difference seemed unlikely. Gerosa et al. (2007) also noted that using the sensible heat flux to obtain $T(z_0)$ over an onion field led to slightly higher leaf temperatures than measured directly. They postulated that cooling from evaporation was likely responsible for the bias.

Gerosa et al. (2007) showed that using ambient within-canopy temperature to calculate stomatal ozone flux agreed very well with those calculated using measured leaf temperatures; yet they recommended using the sensible heat flux to determine leaf temperatures since it had less sensitivity to measurement errors. However, measurement errors in ambient air temperatures are typically much smaller than errors in flux measurements (especially in non-ideal terrain where advection can be significant), which is why we preferred to rely on a measured environmental scalar (e.g., temperature), rather than the calculated sensible heat flux. It should also be noted that $e(T(z_0))$ (see Eq. (11)) was determined by both using within-canopy humidity and by a resistance model for water vapor flux analogous to Eq. (13) for $T(z_0)$. Both of these methods for $e(T(z_0))$ gave nearly equivalent $G_{st}/G_c$ partitioning (0.76 ± 0.02, using RH$_z$ = 8 m$^{-1}$ and 0.81 ± 0.02, using the resistance model, Table 2). This is due to the small water vapor gradients observed and the lower sensitivity of the calculations to $e(T(z_0))$ as compared with $T(z_0)$.

Use of the inverted Penman–Monteith equation (Eq. (12)) gave nearly identical results to the ER method (assuming $T_{sm} = T(z_0)$). Daytime median $G_{al}/G_c$ ratios of 0.79 ± 0.02 (standard error) were found using all of the data. Ratios computed for individual years/seasons were also consistent when calculated for both methods. However, we did observe differences in these two methods when looking at trends with different environmental drivers. These are small differences that only become statistically significant due to the large data set used for this analysis.

Fig. 5 shows the derived $G_{st}$ and $G_{ns}$ for O$_3$ as functions of PPFD, temperature and VPD by both the ER and PM methods. The PPFD dependencies predicted by the ER method are consistent with the transpiration flux and $V_d$(O$_3$) data (Fig. 4); higher $G_{st}$ during upslope flows (Fig. 4f, Table 2) due to greater stomatal conductance, which is, in turn, driven by the higher humidity observed. However, the PM model predicts nearly identical $G_{st}$ for both upslope and downslope flows. This results in a distinct upslope/downslope bias in the non-stomatal contribution to the flux. Regardless of the mechanism of non-stomatal deposition (including gas phase chemistry), the behavior of the PM model seems difficult to reconcile without invoking major changes in forest characteristics from east to west. Conversely the Evaporation/Resistance method predicts identical $G_{st}$ regardless of wind direction. At the highest PPFD levels, an increase in $G_{st}$ was observed from both the ER and PM methods; however, over most of the range (<1700 μmol m$^{-2}$ s$^{-1}$) both models predict a decreasing behavior of $G_{st}$ (except for the PM model for upslope conditions which appears to be light independent). It is possible that within-canopy photochemistry, driven by the high photon fluxes and associated high air temperatures (with high hydrocarbon emission rates from the trees) drives a larger loss of O$_3$ at the highest PPFD levels.

The temperature dependency of $G_{st}$ using the ER method follows trends similar to those of the O$_3$ deposition velocity (Figs. 4c and 6c). Between 7.5 and 16 °C, larger $G_{st}$ are predicted during upslope flow as expected due to the higher humidity during these periods. However, the PM method shows no clear wind direction dependence for $G_{st}$. As a result, $G_{ns}$ predicted by the PM method is markedly different for upslope and downslope flows, again requiring us to invoke a wind direction bias in the non-stomatal component of the flux (Fig. 6d). Finally, both models predict decreasing $G_{st}$ with VPD as expected, but again, the PM model predicts an upslope/downslope bias in the variation of $G_{st}$ and $G_{ns}$.

From this analysis, we conclude that one must use caution in the selection of a stomatal conductance model as the PM model appears to lead to biases in the behavior of the flux components that are difficult to explain. The cause of this appears to be within the resistances derived for turbulent transport ($R_u$) and diffusion across the laminar sublayer ($R_h$). Since models of both $R_u$ and $R_h$ are dependent on the inverse of the friction velocity ($u'$), the lower wind speeds and $u'$ observed during typical upslope events led to larger values of $R_u$ and $R_h$. In total magnitude, these differences are small (<10 s m$^{-1}$), so that in summation (for example, Eqs. (6) or (11)), $R_e (=R_u + R_h)$ is a small term relative to the total stomatal or surface resistance and this behavior is of little consequence. However, in Eq. (12) it is used to relate the energy balance measured at $z = 21$ m to the leaf surface and appears as a multiplicative term. In this fashion, the wind direction tendencies of $R_e$ are expressed and somewhat amplified by errors in the surface energy budget. Our past work at this site has shown that the residual gap left over after closure of the surface energy balance is around 15–20% (Turnipseed et al., 2002), leading to an
overestimate of the energy balance term in Eq. (12). As VPD is typically smaller during upslope periods, larger upslope resistances in the energy balance term of Eq. (12) tend to offset the expected behavior of stomatal conductance with VPD (see Fig. 6b and d). Our calculations using the ER method (with $T_z = T(z_0)$) are more consistent with VPD variability being the primary driving force behind stomatal conductance as expected from previous studies (Jarvis, 1976).

Further insight into these resistances to mass transfer ($R_T$) can be found by using measured temperature gradients and Eq. (13). Daytime sensible heat fluxes showed no statistical differences between upslope and downslope airflow as a function of incident radiation. Daytime temperature gradients between 21 and 8 m also tended to show no upslope/downslope differences until high PPFD values ($>1200 \mu\text{mol m}^{-2} \text{s}^{-1}$) where $\Delta T = (T_z - 8 \text{ m} - T_z - 21 \text{ m})$ was actually slightly smaller for upslope flow (data not shown). Via Eq. (13), this implies that $R_T$ (and likely, $R_a$) for upslopes should be equivalent or less than those during downslope flows, converse to what is predicted by the typical formulations (Garland, 1977; Hicks et al., 1987) used here. It is likely that these formulations (which were derived for the surface layer over flat surfaces), including stability functions (Dyer, 1974), may not adequately describe mass transport in the roughness sublayer over a tall rough canopy. We also suspect that this may also play a role in the higher leaf temperatures derived via Eq. (13). This lends more support to our preference of the ER method using measured environmental variables within the canopy.

The ratio of the median $G_{st}$ to $G_c$ (data from Fig. 6) varied between 0.6 and 1, with the variation due primarily to changes in $G_{st}$ as opposed to a changing $G_c$. $G_{st}$ reaches its largest fractional uptake at either low light levels or high temperatures and VPD. These conditions are typified by low plant activity,
limited either by low radiation or by water constraints during hot, dry periods (Monson et al., 2002). However, under these same conditions, the non-stomatal flux contribution either remains unchanged or perhaps increases slightly. The variations of plant stomatal conductance with PPFD, T and VPD and the impact on ozone deposition has been well studied; however, very few studies have looked at the effect of these environmental drivers on the non-stomatal component of the flux. Past studies have reported that $G_{ns}$ exhibits a diel behavior (Rondón et al., 1993; Granat and Richter, 1995; Coe et al., 1995; Gerosa et al., 2003; Hogg et al., 2007) reaching a maximum during midday periods. However, the covariance of PPFD and temperature has made it difficult to determine whether this trend is driven by temperature (Fowler et al., 2001; Kurpius and Goldstein, 2003; PPFD (Rondón et al., 1993; Coe et al., 1995), or some combination of the two. The study of Hogg et al. (2007) is the only study to show independent responses of $G_{ns}$ for both PPFD and temperature.

In our results it appears that $G_{ns}$ decreased with PPFD over most of the range. This is contrary to the study of Hogg et al. (2007), who observed a steady increase of $G_{ns}$ with PPFD, suggesting either a photochemical loss of $O_3$ at the surfaces or a photolytically driven biological process that interacts with $O_3$. We only see some evidence of this at high PPFD levels where an increase in $G_{ns}$ was observed. As mentioned above, this may be indicative of within-canopy photochemistry driving a larger loss of $O_3$ and bears further study. There also appears to be no clear trend in $G_{ns}$ with VPD. The large variations in $G_{ns}$ (and $G_{st}$) which occur at low VPD (<0.5 kPa) likely reflect the difficulties (and associated higher measurement errors) of determining $G_{st}$ at low VPD since the difficulties of accurately partitioning $\lambda E_f$ from evaporative water flux are magnified. $G_{ns}$ tends to show a slight increase with temperature between 8°C (where $G_{ns}$ ~ 0) and 13°C, but then levels off and remains nearly constant at higher temperatures. The increase in $G_{ns}$ at low temperature (<5°C) must be viewed with caution as the amount of growing season data in this temperature range is sparse (<2% of the total data set) and it is unclear whether models designed to predict $G_{st}$ are robust at these low temperatures. Fowler et al. (2001), Mikkelsen et al. (2004) and Kurpius and Goldstein (2003) have all observed steady increases in $G_{ns}$ with temperature. This has been attributed to either thermal decomposition of $O_3$ (Fowler et al., 2001) or rapid chemical reactions with other trace species (such as NO or hydrocarbons) either on the plant surfaces (Fruekilde et al., 1998) or that are emitted (Mikkelsen et al., 2004; Kurpius and Goldstein, 2003). Our data is more similar to that reported by Hogg et al. (2007), who observed an increase in $G_{ns}$ that reached a maximum at ~22–25°C, followed by a decrease at higher temperatures. These authors suggested some form of biological process with an optimum temperature to explain their observations; however, the identification of this process remains speculative. As also noted by Hogg et al. (2007), these observations are inconsistent with simple thermal decomposition of ozone on surfaces.

3.4. Wetness effects and nocturnal $O_3$ uptake

Unexpectedly large $O_3$ deposition fluxes were sometimes observed during late afternoon upslope periods; we determined that these large fluxes often followed precipitation events. Massman (2004) has presented a synopsis of past studies concerning surface wetness and $O_3$ deposition, and noted that the presence of surface wetness often (but not always) tends to increase $O_3$ uptake (e.g., Fuentes et al., 1992; Grantz et al., 1995; Pleijel et al., 1995; Lamaud et al., 2002; Zhang et al., 2002). This is surprising in light of the low solubility of $O_3$. Chamber studies by Fuentes et al. (1993) indicated that the effect of surface wetness was species-dependent, reporting increases in $O_3$ uptake with wetness for a hypostomatous red maple and decreases for a hybrid amphistomatous poplar. Altimir et al. (2006) recently presented a study indicating that wetness effects are a dominant driver of the non-stomatal flux at a relatively moist boreal forest site. In general, the wetness effects on total $O_3$ uptake represent a balance between various stomatal effects (physical stomatal blockage, lowering of VPD) and apparent enhancements of the non-stomatal flux (Altimir et al., 2006).

In analyzing the wetness effects on $O_3$ deposition, we have only looked at the variations in the total conductance ($G_c$), as models which predict stomatal conductance are not valid during wet conditions (Monteith and Unsworth, 1990). The wetness effects on $O_3$ deposition at the Niwot Ridge site is somewhat simplified by the fact that dew formation is virtually nonexistent. Consistent nocturnal drainage winds tend to dry the canopy at night and do not allow a build-up of $H_2O$ vapor within the canopy from soil evaporation ($RH_{2 m}$ > 95% only 2.8% of the nighttime periods). Therefore wetness effects are primarily due to precipitation. We can again take advantage of the meteorology at Niwot Ridge where convective thunderstorm activity sometimes accompanies afternoon upslope flows. When we restricted our data analysis to days with precipitation (>5 mm) during the hours between 12:00 and 16:00 local time, the surface conductance ($G_c$) was significantly higher following afternoon precipitation events and remained between 1.5 and 3 times larger through the nighttime hours, compared to dry days (Fig. 7). It was observed that, on average, nocturnal $G_c$ increased from 1.9 to 5.4 mm s$^{-1}$ following afternoon precipitation events. From the diel trends shown in Fig. 7, it

![Fig. 7. (a) Average diel profiles of $O_3$ surface conductance, $G_c$ and (b) latent heat fluxes above (21.5 m) and below (2.5 m) the canopy during days with varying precipitation. Black circles/solid lines = dry day with dry previous day (172 days averaged), white circles/gray lines = wet day with precipitation (>5 mm) on previous day (36 days), and white triangles/black dashed lines = dry previous day with precipitation (>5 mm) between 12/00 and 16:00 local time (28 days).]
appears that this enhancement lasted through the night following precipitation, but was not present the following night (after a dry day). One further note of interest is that daytime fluxes on days following precipitation (after the leaf surfaces have dried) increased along with increases in water vapor fluxes. Although $\lambda E_{2.5} = 2.5 \text{ mmol m}^{-2} \text{s}^{-1}$ does increase (suggesting larger soil evaporation), the latent heat flux difference ($\lambda E_{2.15} = 21.5 \text{ mmol m}^{-2} \text{s}^{-1} - \lambda E_{2.5} = 2.5 \text{ mmol m}^{-2} \text{s}^{-1}$) increases by a much larger amount, suggesting higher transpiration rates (Fig. 7b) after replenishment of the soil water reserves; thus, it appears that both $G_{st}$ and $G_{ns}$ were enhanced following precipitation, but with differing time responses.

At the present time, we do not fully understand the nature of the enhanced $O_3$ uptake immediately following rain events. Altimir et al. (2006) discussed the possibilities of either (1) chemical reactions of $O_3$ that are modulated by water films on the surface, (2) incomplete closure of plant stomates during nocturnal hours when leaves were wet and (3) enhanced reactive hydrocarbon emissions which can subsequently react with $O_3$. There is some evidence from this study to support all three of these hypotheses. Fig. 8a shows plots of the observed nocturnal $G_c$ ($\text{PPFD} < 15 \text{ mmol m}^{-2} \text{s}^{-1}$, $u^* > 0.2 \text{ m s}^{-1}$) vs. the measured relative humidity. Even though the majority of data occurs under "dry" conditions ($RH < 65\%$), the variability of $G_c$ with relative humidity is similar to that reported by Altimir et al. (2004), showing a strong increase when $RH > 60-70\%$. Previous studies have shown that liquid water films form on the surfaces of leaves and needles when $RH > 70\%$ (Burkhardt and Eiden, 1994; Altimir et al., 2006). Although the presence of water films was not directly measured in this study, the strong increase in $G_c$ at high humidity lends support to their importance toward $O_3$ deposition.

Nighttime $G_c$ binned as a function of temperature under typical dry conditions ($RH < 65\%$) are shown in the inset of Fig. 8a. Nocturnal $G_c$ tends to decrease with increasing temperature. This is contrary to the study by Mikkelsen et al. (2004), who showed increasing nighttime $O_3$ deposition with temperature in a spruce forest, regardless of season. They suggested that reactions with NO and volatile organics (VOCs) may be responsible for their observed temperature dependence. These contributions would be expected to be small at the Niwot Ridge site due to low emission rates of VOCs (Rinne et al., 2000; Karl et al., 2002) and the nocturnal atmospheric structure (high stability within the canopy and associated drainage flows, Yi et al., 2005) which effectively decouples within-canopy airflows (which may be impacted by $O_3$-reactive species like NO) from that above the canopy where $O_3$ fluxes were measured.

However, we do observe that nocturnal $G_c$ tends to vary with the latent heat flux above the canopy (Fig. 8b) up to values of about 75 $\text{W m}^{-2}$. It is typically assumed that nighttime latent heat flux is due solely to evaporation; however, recent studies have shown that most trees actually do experience nighttime transpiration (Dawson et al., 2007; Fisher et al., 2007). Dawson et al. (2007) have shown that nocturnal transpiration is strongly tied to available soil water. In relatively dry ecosystems (similar to Niwot Ridge), they found stronger nocturnal transpiration following rain events. Although nighttime $\lambda E$ is a measure of both evaporation and transpiration, decoupling of within and above-canopy flows tends to limit influences from the soil surface and lower canopy where most of the evaporation occurs. Sap flow measurements conducted

---

**Fig. 8.** Plot of the binned nocturnal $O_3$ surface conductance, $G_c$, vs. (a) relative humidity and (b) latent heat fluxes with $RH < 65\%$. Bars denote the number of flux periods within each bin. Error bars are the standard error. The inset in (a) shows the relationship of nocturnal $G_c$ with temperature for $RH < 65\%$.

**Fig. 9.** Time series of (a) $V_d(O_3)$, (b) measured sap flow in Engelmann spruce and subalpine fir and (c) precipitation during 12 days of August, 2005.
at Niwot Ridge in August of 2005 indicated nonzero sap flow in all three conifer species with nearly 15% of the total sap flow occurring during nighttime hours. An example of the August data is shown in Fig. 9. Nonzero sap flow occurred on two thirds of the nights in this month, and, following the criteria relating nocturnal transpiration to VPD described by Dawson et al. (2007), most of these appeared to be the result of nocturnal transpiration (as opposed to xylem refilling). Although there were nights showing both elevated sap flow and ozone deposition (for example, Fig. 9, DOY = 238), the overall correlation for this month between nocturnal sap flow with either \( G_c \) or \( \lambda E \) was relatively poor. This is likely due to the relatively small data set and the complication of inadequate nocturnal turbulence affecting the flux measurements. However, the relationship of nocturnal \( G_c \) with \( \lambda E \) (Fig. 8b) and the enhancement of \( G_c \) after rainfall (Figs. 7 and 9) may be suggestive of a causative relationship between nighttime stomatal opening and \( O_3 \) flux. Such a relationship may be important as open plant biochemical detoxification mechanisms are down-regulated at night, making the plants more susceptible to nighttime \( O_3 \) damage (Matyssek et al., 1995; Musselman and Minnick, 2000).

The final mechanism that may explain the higher \( V_d(O_3) \) following precipitation events involves the enhanced emission of volatile hydrocarbons as a reactive sink for \( O_3 \). The premise of open stomates at night does not discount this mechanism as the stomates are often pathways for these compounds to be released to the atmosphere. Preliminary measurements suggest that fluxes of monoterpenes are enhanced by nearly a factor of 5 following a precipitation event (Matyssek, unpublished results). However, it is not known whether this enhancement occurs following smaller, less intense, rain events, as the observed emission increase could be due to physical damage from the hail to the vegetation. The duration of this emission enhancement is also not currently known. Furthermore, VOCs which could react rapidly enough with \( O_3 \) to affect the measured flux were not detected in the ambient air at that time.

3.5. Transition season fluxes

Spring and fall represent transition periods in the ecosystem carbon balance from either \( C_0 \) loss to accumulation (spring turn-on) or vice versa (fall shutdown). Fig. 10 shows diurnal patterns of \( C_0 \) flux, \( \lambda E \) and \( V_d(O_3) \) during the spring turn-on of 2005. \( O_3 \) deposition is tightly correlated with \( F(CO_2) \) and \( \lambda E \), again showing the importance of springtime opening of plant stomates on the \( O_3 \) flux. This linkage to stomatal uptake was especially true during the autumn seasons that are relatively dry. From stomatal conductance estimates using the ER method, it appeared that stomatal uptake of \( O_3 \) accounted for nearly all of the measured deposition during these periods (data not shown).

In springtime, separation of \( G_{st} \) and \( G_{ns} \) is complicated by the interception of snow by the canopy and subsequent sublimation or evaporation. During mid- and early-spring periods, the modeled stomatal \( O_3 \) flux (based on \( \lambda E \) fluxes) is often larger than the total measured \( O_3 \) flux. A previous study at this site (Molotch et al., 2007) indicated that only 37% of the total observed wintertime sublimation originated at the ground surface snowpack. The remainder was assumed to be due to sublimation of snow intercepted by the canopy. Even though melting and evaporation also play a role during the spring (in contrast to the Molotch et al., 2007 study), the large amount of spring snowfall observed during this study (average precipitation of 160 mm Snow Water Equivalent from April to mid-May) suggests that canopy snow interception must be accounted for in order to properly determine the stomatal component of the flux. Although the model logic of SIPNET includes an explicit attempt to estimate snow sublimation within its partitioning of water fluxes, it is only roughly parameterized. Furthermore, the difference in \( \lambda E \) with height (at 21.5 and 2.5 m) would include canopy sublimation/evaporation as transpiration. At the end of the spring season, when snow interception was insignificant (i.e., no further snowfall) and the trees were fully active, the stomatal fraction of the flux behaved similarly to summertime fluxes (as described in the previous section).

3.6. Non-growing season flux measurements

Wintertime \( O_3 \) fluxes were small, with corresponding \( V_d(O_3) \) averaging only about 0.7 mm s\(^{-1}\). Since the forest is photosynthetically inactive during these periods, we assume that this represents only non-stomatal uptake of \( O_3 \). There was no statistical difference observed between measurements during the different years. These measurements were similar in magnitude to most previous measurements over snow-covered surfaces (Munger et al., 1996; Helming et al., 2007); however, it should be noted that although there was constant snow coverage over soils during these measurements (~1 m depth), vegetation foliage and branches were typically uncovered and this could have led to larger estimated deposition rates than might have occurred on the snow surface alone. \( V_d(O_3) \) still exhibited a small diurnal trend with nighttime values near 0.5 mm s\(^{-1}\) and midday values reaching nearly 1.2 mm s\(^{-1}\). There was no clear dependence of \( V_d(O_3) \) on the major environmental drivers (PPFD, temperature, humidity) and much of the observed diurnal trend can be explained by changes in turbulence. When binned as a function of \( \lambda E \), there appeared to be a distinct dependence of \( V_d(O_3) \) on the latent heat flux (Fig. 11), although there was substantially less data at \( \lambda E > 45 \) W m\(^{-2}\) with considerably more scatter. Monson et al. (2005) noted small isolated bursts of carbon uptake at this site during late winter (March) which would imply partial stomatal opening. However, these were sporadic and short-lived. In general, wintertime \( \lambda E \) at
Surface wetness appeared to play an important role in O₃ deposition. During the growing season, surface conductance (Gₛ) to O₃ increased after midday precipitation events and continued at an elevated level throughout the night. Nocturnal deposition velocities for O₃ were well correlated with latent heat fluxes suggesting that stomata remained open at night and caused the increased O₃ flux. This has implications for plant health as it is possible that detoxification mechanisms within the plants may be down-regulated at night, leaving them more susceptible to damage from atmospheric oxidants. Further studies are necessary to elucidate the link between O₃ deposition and nocturnal stomatal conductance. Vₑ(O₃) showed a consistent dependency on latent heat fluxes during the winter as well. As wintertime latent heat fluxes have been shown to be tied to precipitation events, this leads to a role for precipitation in wintertime ozone deposition as well. The exact mechanism of this enhancement in the O₃ fluxes is uncertain and merits further study.
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