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1. Introduction

Much of natural language processing (NLP) has been oriented towards extracting propositional content: who did what to whom. Examples include semantic annotations (e.g., Propbank [Kingsbury et al., 2002] and the related OntoNotes [Hovy et al., 2006] and Abstract Meaning Representation [O’Gorman et al., 2018], and FrameNet [Baker et al., 1998]) and entity-relation-event annotations (such as [Song et al., 2015]). Over the last ten years, interest has grown in not only understanding what content (propositions) is mentioned in text, but propositional attitudes of different agents towards this content (e.g., [Mather et al., 2021]). A propositional attitude is a cognitive attitude, including belief and sentiment, towards a proposition. The set of propositional attitudes of an agent is her cognitive state (also called “private state”). The author can use language to report her own propositional attitudes, but she can also use language to report on other agents’ propositional attitudes. One of the goals of NLP is, given a set of propositions mentioned in a text, to also understand who, according to the author, believes in those propositions with what level of commitment, and who has what sentiment towards the propositions and the entities mentioned in them.

The first corpus to address such concerns is the MPQA (Multi-Purpose Question-Answer) corpus of [Wiebe et al., 2005], which grew out of Wiebe’s interest in modeling and detecting private state, i.e., cognitive state, which includes sentiment and belief/factuality. FactBank [Saurí and Pustejovsky, 2009] simplifies MPQA and concentrates on belief/factuality. The BeSt corpus which we present in this paper follows FactBank closely but extends it to sentiment and adds multiple genres and more languages.

This paper is structured as follows: Section 2 discusses related work in more detail. In Section 3 and Section 4 we present the goals and basic conceptual structure of the corpus. Section 5 provides details about the corpus, including annotation mechanism and size, and Section 6 discusses some example annotations. We summarize some initial work using the corpus in Section 7 and conclude.

2. Related Corpora

Many corpora explore the notion of belief/factuality and/or sentiment. Those include: LU [Diab et al., 2009], FactBank (FB) [Saurí and Pustejovsky, 2009], MPQA 3.0 [Deng and Wiebe, 2015], UW [Lee et al., 2015], LDCCB (Prabhakaran et al., 2015), MEAN-TIME (MT) [Minard et al., 2016], MegaVeridicality (MV) [White et al., 2018], UDS-IH2 (UD2) [Rudinger et al., 2018], CommitmentBank (CB) [de Marnette et al., 2019], and RP [Ross and Pavlick, 2019]. All of those corpora tackle similar issues, such as identifying whether an event is considered a fact or what attitude does the source have toward the event, in order to better understand cognitive state. Below we highlight several dimensions that differentiate the corpora.

The most salient differences are what type of data are used to build the corpus, and whether or not the data are manipulated. For example, MV utilizes the MegaAttitude dataset and selects only 6 syntactic frames and lexically “bleaches” the sentences. Lexical bleaching replaces noun phrases for persons in subject positions by someone (or in subjects of passive constructions, a particular person), noun phrases for things by a particular thing, entire finite embedded clause by a particular thing happened, and entire embedded clauses under a control verb by to do a particular thing, all inflected appropriately. The goal is to concentrate annotator effort on the matrix verb and its effect on annotation. In contrast, FactBank tags all events introduced in a corpus of complete, naturally occurring texts.

The next difference is the definition of annotatable event. In MV only past events are taken into consideration (the corpus does not contain other events); in UD2, both past and present events (the annotators are
instructed to ignore future events, though all three exist in the corpus); UW, LU, FB, and LDCCB consider also future events.

Another dimension concerns the annotators themselves: FB, LDCCB, LU, and MPQA use trained annotators, while CB, RP, UDS-IH2, and UW argue for the value of crowd-sourced judgements collected from naive annotators. This correlates with whether or not an annotator should use her world knowledge to indicate her judgments. For example, the RP and LU annotators were explicitly directed not to use any information unavailable in the data presented, while the UDS-IH2 instructions were ambiguous about the matter. Unclear instructions may affect the quality of the judgements.

The events can be annotated with belief and/or sentiment values on various scales. Annotations can be continuous numerical values (often derived from averaging naive annotators’ judgments), typically [-3,3] (CB, UW or UDS-IH2), or categorical labels (FB, LU, and LDCCB). Those corpora distinguish between committed belief (CT in FactBank) and non-committed belief (NCB). In LU and LDCCB, the cases where an event is not presented as factual (but as a wish or hypothetical) are marked with NA. FactBank uses a more fine-grained scale, where NCB is subdivided into possible (PS), and probable (PR). These labels are augmented with polarity marks, e.g. PS-. There is also a label for types of non-factuals such as reported beliefs, wishes, and hypotheticals; for FactBank, this is UU, while LDCCB distinguishes between reported beliefs (ROB) and wishes and Hypotheticals (NA).

MPQA 3.0 differs from other corpora. In addition to distinguishing factual from non-factual presentation of events, it focuses on other properties of events, e.g., a distinction is drawn between direct subjective and objective speech events. In addition, sentiment and polarity of the source(s) toward the event are also annotated. The annotation instructions may or may not be specific with regards to the perspective of the event. CB, UW, and MT annotate the text from the author’s perspective. On the other hand, LDCCB and LU instruct annotators to report what they believe about the factuality. In RP and MV, the perspective of annotation is unclear. FB follows MPQA (Wiebe et al., 2005, Deng and Wiebe, 2015) in annotating factuality judgments of the author and other agents mentioned in the text. Both FactBank and MPQA use a nested source reference, so that they are attributed to the agent “according to the author” (as we have no independent evidence of that agent’s factuality assessment), leading to attribution chains.

While nested sources are useful for identifying possibly different attitudes towards an event, they complicate the annotation procedures. In an attempt to unify the representation and to allow comparison across datasets, Stanovsky et al. (2017) remove the FB non-author perspective annotation and map the discrete annotations of factuality in FB and MT onto the continuous scale used in UW.

One important contribution of both CB and MPQA, which distinguishes these from other corpora, is the consideration of the context of annotatable sentences. In CB, the clause containing the event at issue is preceded by up to 2 prior sentences creating discourse segments. In MPQA, the trained annotators are specifically directed to analyze sentences “with respect to the context in which they appear”. It has been suggested that context (Tonhauser et al., 2018), as well as other grammatical factors, such as tense or number and person (de Marneffe et al., 2019) matter in making inferences about events.

3. Corpus Annotation Goals

The goal of BeSt annotation is to determine from text what the writer’s and other agents’ cognitive states are. Specifically, we are interested in beliefs and sentiments. Note that this is the technical notion of belief as used in cognitive science, AI, and philosophy. It should not be confused with a common usage of belief which contrasts with knowledge and which connotes absence of certainty, or even absence of truth. The notion of “factuality” is closely related to belief. The term factuality refers to the presentation by an agent (the author) of a proposition as true. Belief differs from factuality when the author is lying: if the author is lying, a proposition presented by her as factual does not actually correspond to her belief. However, BeSt does not assess whether the author is lying, and the same is true of all corpora discussed in Section 2. We therefore consider belief and factuality to be the same concept for the purpose of this paper. Furthermore, the BeSt corpus is not interested in whether a proposition is actually true in the world, only in cognitive states, i.e., whether agents use language to express that they believe something to be true. The same is true of all corpora discussed in Section 2. For a fuller discussion of these concepts, and a direct comparison with FactBank, please see (Prab hakaran et al., 2015) Section 2).

Like FactBank, BeSt is annotated on top of an existing corpus annotated with propositional content. In the case of BeSt, this is an annotation of entities, relations, and events (ERE), which is described fully in the work of Song et al. (2015). One important consequence is that the private states are only annotated with respect to what the ERE annotation provides. Only certain types of entities are annotated (and these entities are the sources or bearers of private states), and only certain types of events and relations are annotated.

With respect to the dimensions used to discuss the previous literature in Section 2 our annotation goals are as follows:

- BeSt annotates naturally occurring texts. It is based on entire news stories, and parts of web forum discussions (written conversations). The data is not changed.
- The annotatables are given by the prior ERE annotation (see above).
• Annotation is carried out by trained annotators.
• Annotation is from the point of view of the author: what does her language use tell us about her cognitive state, and her model of others’ cognitive state?
• Annotators use the whole text, but not world knowledge, to deduce this cognitive state.

We refer to Section 5 for the details on how the annotation happened.

4. Conceptual Corpus Structure
The conceptual basis of the BeSt annotation are private state tuples (PSTs), which are 7-tuples of the following form:

\[(\text{type}, \text{source-entity}, \text{target-object}, \text{value}, \text{polarity}, \text{sarcasm}, \text{anchor})\]

The 7-tuples express the belief or sentiment of the source-entity (which is always an entity) towards the target-object (which can be an entity, a relation, or an event). The meaning of the remaining components of the PST is as follows.

1. The type is either “belief” or “sentiment”.
2. The value is used only for belief and is empty for sentiment. It can take the following values:
   (a) CB = committed belief, meaning that the source is convinced the target is true. Note that this does not mean it “happened” in the past, a source can hold a committed belief about an event in the past, present, or future.
   (b) NCB = non-committed belief, meaning that the source thinks it is possible or probable that the target is true, but is not certain.
   (c) ROB = reported belief. Sometimes, a writer reports on a different source’s belief, without letting the reader know what her own belief state is.
   (d) NA = not applicable. This is not a belief at all, but a wish, desire, or hypothetical.
3. The polarity is a binary flag indicating the following:
   (a) For sentiment, whether the sentiment is positive (a like) or negative (a dislike).
   (b) For belief, whether the proposition that the belief value is about is affirmed or negated. Note that negation can happen in the expression of the proposition (I think John will not come) or in the context (I doubt John will come) – in both examples the annotation for the coming event would carry the negative polarity annotation.
4. Sarcasm is a flag indicating whether the identified belief or sentiment is expressed sarcastically by the author, i.e., the reader is intended to interpret the utterance as meaning the opposite of its surface interpretation. Thus, even when sarcasm is detected, polarity is annotated based only on the surface characteristics of the language.
5. The anchor is a pointer to the text passage which supports the identified claim about belief or sentiment. Specifically, the anchor is the target mention ID, along with the file name.

Note that we do not annotate a “trigger”, i.e., a linguistic item (such as a word or syntactic construction or morphological feature) that signals the private state. The reason for this is that we want the corpus to allow researchers to determine the triggers (presumably using machine learning) rather than the annotators.

All the private states expressed in a document collection can be expressed as a collection of PSTs. The same (source-entity, target-object) pair can occur several times with different values. There are two reasons for this:

1. A source can have several different private states with respect to the same target. For example, the writer can have positive sentiment towards the election of Clinton, and also have a non-committed belief towards it. A source can even have conflicting private states, for example both positive and negative sentiment. This happens when someone changes their mind, or when they react to different aspects of the target.
2. Because the provided ERE files only record in-document co-reference, it is possible that what is in fact the same source and target and the same private state get recorded multiple times (if they are expressed in multiple documents).

We discuss some examples in Section 6.

5. Corpus Details
Three languages are annotated in the BeSt corpus: English, Mandarin, and Spanish. The documents annotated in the BeSt corpus come from two genres: news and discussion forums. The source documents were manually selected using a topic-driven approach to ensure appropriate coverage of certain features in documents slated for annotation (including target language, coverage of annotatable entity, relation, and event types, etc.). News documents always include the full text of the news article, while discussion forum documents may include partial threads due to the extreme length of many forum threads. For annotation, discussion forum threads are truncated to consist of a continuous run of posts approximately 800 words in length (excluding metadata and text within <quote> elements). When taken from a short thread, a document
may comprise the entire thread. However, when taken from longer threads, a document is a truncated version of its source.

The source data consists of news documents and discussion forum threads from a variety of sources. The source texts were drawn from existing LDC collections as well as new collection, and were selected to serve as a shared source data collection for use in multiple annotation tasks within the Defense Advanced Research Projects Agency (DARPA) Deep Exploration and Filtering of Text (DEFT) program and the National Institute of Standards and Technology (NIST) Text Analysis Conference Knowledge Base Population (TAC KBP) evaluations. As such, the source texts were not specifically selected for sentiment or belief features, but rather as a broad sample of formal and informal text suitable for several different annotation and evaluation tasks.

There is no specific topic focus in the source texts, and the documents come from a variety of news sources and discussion forum websites. Many of the factors considered in selection of documents, beyond language and genre distribution, were oriented toward the entity, relation, and event annotations that comprise the targets of the belief and sentiment annotated in BeSt (e.g., presence of event types, multiple mentions of the same entities and events across documents and languages, etc.). All annotation was fully manual and performed by trained annotators with native fluency in the language, using a custom web-based annotation interface that presents annotators with the source document and the existing ERE annotations. The annotators who performed the BeSt annotation were not the same annotators who performed the ERE annotation that served as input to the BeSt annotation task.

Average inter-annotator agreement on a first-pass annotation is 70% (the range is 66%-76% for belief, and 55%-78% for sentiment). To address the low agreement by first-pass annotators (especially on sentiment), we conducted additional training with one senior annotator (especially on sentiment), as input to the BeSt annotation task.

The BeSt corpus consists of three data sets: a training data set, a 2016 test set, and a 2017 test set. All three sets are include annotated texts in English, Mandarin, and Spanish Genres include news and discussion forums, with an emphasis on discussion forums in the training set (in fact, only English contains any news documents in the training set). The distribution by language and genre is summarized in Table 1.

The Belief and Sentiment annotations have as the target of belief or sentiment the entities, relations, and events annotated as part of the DEFT ERE task. Each event and relation annotated in ERE is labeled for belief and sentiment, and each entity is labeled for sentiment. Belief annotation marks the belief-holder’s commitment to a belief in the occurrence of an event (event-target), the participation of an entity in an annotated event (entity-target), and/or the existence of a relation (relation-target), while sentiment annotation takes entities (independent of their role in an event or relation), relations, and events as targets. Thus, the number of possible belief and sentiment targets is determined by the presence of the ERE annotations. Table 2 lists the number of annotated entity, relation, and event mentions available as targets of belief and sentiment annotation in each data set.

Table 3 shows the breakdown of belief annotations in each data set (CB or committed, NCB or non-committed, ROB or reported, and NA or not a belief). There are several observations we can make about expressed beliefs.

- The distribution of belief and sentiment types is different in the two genres represented in the BeSt corpus, newswire (NW) and discussion forums (DF). Note that these are not evenly distributed among the training and two test corpora, nor across the languages (see Table 1).
- We see that non-committed beliefs (NCB) are very rare, as is already found in the LU, LDCCB, and FactBank corpora. This holds for both genres and all three languages.
- News has more reported belief (ROB) than discussion forums. This holds across languages, with the exception of English in the Training corpus. Reported news stories (but not necessarily opinion pieces) typically attribute much of the conveyed information to specific sources. We also note that the percentages of reported belief in discussion forums are somewhat higher in Mandarin than in English, and higher in Spanish than in Mandarin. This may be due to the selection of forums in these languages.
- Concerning non-belief statements (wishes, hypotheticals, etc., marked NA), we see that discussion
| Data Set   | Belief/Sentiment Targets |
|------------|--------------------------|
|            | English                  | Mandarin     | Spanish     |
| Training   | 29,279 entities          | 21,397 entities | 10,335 entities |
|            | 4,216 relations          | 3,531 relations | 2,255 relations |
|            | 4,729 events             | 2,959 events | 1,277 events |
| 2016 Test  | 16,674 entities          | 13,296 entities | 11,625 entities |
|            | 4,045 relations          | 3,056 relations | 2,528 relations |
|            | 4,099 events             | 2,426 events | 2,369 events |
| 2017 Test  | 13,860 entities          | 15,726 entities | 12,297 entities |
|            | 3,505 relations          | 3,913 relations | 3,115 relations |
|            | 4,375 events             | 3,884 events | 3,428 events |

Table 2: Number of annotated entity, relation, and event mentions available as targets of belief and sentiment annotation in each data set

| Sentiment | English | Mandarin | Spanish |
|-----------|---------|----------|---------|
|           | CB      | NCB      | ROB     | NA      | CB      | NCB      | ROB     | NA      | CB      | NCB      | ROB     | NA      |
| Training  |         |          |         |         |         |          |         |         |         |          |         |         |         |
| NW        | 4268    | 36       | 317     | 394     | n/a     | n/a      | n/a     | n/a     | n/a     | n/a      | n/a     | n/a     |
| DF        | 9355    | 256      | 1180    | 3109    | 8522    | 167      | 1822    | 2681    | 4264    | 214      | 1956    | 2972    |
|           | 67%     | 2%       | 8%      | 22%     | 65%     | 1%       | 14%     | 20%     | 45%     | 2%       | 21%     | 32%     |
| 2016 Test |         |          |         |         |         |          |         |         |         |          |         |         |         |
| NW        | 9164    | 80       | 4782    | 1054    | 5572    | 24       | 1688    | 320     | 4400    | 59       | 2587    | 787     |
| DF        | 3856    | 71       | 410     | 1949    | 3304    | 47       | 396     | 832     | 3034    | 83       | 770     | 891     |
|           | 61%     | 1%       | 32%     | 7%      | 73%     | 0%       | 22%     | 4%      | 56%     | 1%       | 33%     | 10%     |
| 2017 Test |         |          |         |         |         |          |         |         |         |          |         |         |         |
| NW        | 8024    | 61       | 3395    | 950     | 8174    | 43       | 2825    | 644     | 5862    | 50       | 2449    | 618     |
| DF        | 4704    | 226      | 693     | 1977    | 5263    | 49       | 793     | 1063    | 4100    | 186      | 1060    | 1203    |
|           | 65%     | 0%       | 27%     | 8%      | 70%     | 0%       | 24%     | 6%      | 65%     | 1%       | 27%     | 7%      |

Table 3: Distribution of belief labels by language and subcorpus

forums have a higher percentage than do news stories. This observation holds across languages. We attribute this to the goal of newswire (informing about what happened) as opposed to discussion forums (frequently, writing about the wishes or ideas of authors without regard to what has happened).

• We note an interesting difference between the languages. Mandarin has more committed belief (CB) in both newswire and discussion forums than English and Spanish, and less non-belief (NA) than the other two languages, again across both genres. Future research will need to investigate why this is the case.

We now turn to sentiment. Table 4 shows the sentiment annotations (pos, neg, none) in each data set.

• First, we see that no sentiment is expressed towards most targets (entities, relations, events): label “none” is by far the most common, with percentages over 90% for most subcorpora. This contrasts with belief, where the non-belief label NA is far less common. This is because that any simple declarative sentence (such as Paolo is coming to dinner) will be interpreted as expressing a belief (in our example, a committed belief or CB towards the event of Paolo coming), but not necessarily a sentiment (in our example, there is no sentiment expressed).

• Furthermore, we see that, contrary to expectations, discussion forums do not actually have substantially more sentiment than newswire texts, with the exception of the English Training corpus (and to a lesser degree, the Mandarin corpora). This is presumably because of reported sentiment in newswire, rather than sentiment expressed by the journalists.

• We see that across languages and genres, there is more negative sentiment expressed than positive sentiment. Furthermore, for all three languages there is more negative sentiment in the forums compared to news. Presumably, people with positive sentiment are less likely to use a discussion forum to express such positive sentiments.

• Comparing the languages to each other, Mandarin
has far less negative sentiment than English and Spanish. Future work with the BeSt corpus will probe whether these differences are artifacts of the particular discussion forums that got annotated, or whether they perhaps reflect different communication styles or cultural values.

6. Example Annotations

We discuss two examples in detail in this section. The examples are taken from English discussion forums, and the bold-faced names are the names of the poster.

1) Fat.The.Gangster: I have tickets to this Friday’s Brewers/Cubs game but the memory of my three hour nightmare getting to Miller Park last time is making me nauseous.

In the underlying ERE annotation, the identified entities are: the person Fat.The.Gangster, who is co-referenced with I, my, and me; the two teams Brewers and Cubs; the location Miller Park.

There is one identified relation: the location relation between Fat.The.Gangster and Miller Park.

There is one event, the transportation event which results in Fat.The.Gangster being at Miller Park.

For the BeSt annotation, we find the location relation and the transportation event annotated as committed belief of the author (Fat.The.Gangster). Interestingly, both are evoked in complicated syntax (the memory of my [...] nightmare getting to Miller Park) – the complement of a noun phrase which is itself the complement of a noun phrase which is the subject of a main clause. Here, it is only the specifics of lexical items that confirm the CB annotation for the getting event and the resulting location relation; compare:

2) The thought of a three hour nightmare getting to Miller Park next time is making me nauseous.

In [2], we change memory to thought and make nightmare indefinite, and the event becomes a non-belief (NA) since we are not told whether the author (Fat.The.Gangster) believes it had or would happen, just that he or she is entertaining the thought of it.

In terms of sentiment, the sentence makes clear that Fat.The.Gangster has negative sentiment towards the getting event, and the larger context makes clear that he or she has positive sentiment towards the location relation (he or she really did want to be at Miller Park). We now turn to the second example.

3) NeoNerd: It’s just appeared on the AP wires and the BBC live coverage. People who spilled over from the “protest” attacked their car as it went down Regent Street. No harm done to them, apparently.

In this example, we will concentrate on the harm event evoked in the last sentence. NeoNerd is relaying what the AP and BBC are reporting (as underlined by the use of apparently), so from his or her perspective, the harm event is labeled as a reported belief (ROB). However, from the perspective of the AP and the BBC, it is labeled as committed belief (CB), since they are doing the reporting. Thus, the harm event is annotated three times, with three different sources (NeoNerd, the AP, the BBC). In all annotations, the polarity is negative (it did not actually happen). Note that for FactBank and MPQA, the belief attribution of committed belief to the AP and BBC are reporting (as underlined by the use of apparently) is labeled as being “according to” NeoNerd: the BeSt corpus omits this nested attribution, because it captures it indirectly through the additional belief annotation for NeoNerd as ROB.

7. Initial Experiments

The BeSt corpus has been used in the DARPA DEFT program as a basis for evaluations in 2016 and 2017, resulting in the two test sets labeled with these years. For 2016, a summary of the evaluation can be found in (Rambow et al., 2016). Four system descriptions for the submitted systems are available at https://tac.nist.gov/publications/.

| Sentiment | English | Mandarin | Spanish |
|-----------|---------|----------|---------|
|           | positive | negative | none    | positive | negative | none    | positive | negative | none    |
| Training  | NW      | 110      | 296     | 5653    | n/a      | n/a      | n/a      | n/a      | n/a      |
|           | DF      | 2%       | 5%      | 93%     | n/a      | n/a      | n/a      | n/a      | n/a      |
|           | NW      | 26%      | 15%     | 79%     | 0%       | 2%       | 98%      | 3%       | 9%       |
|           | DF      | 114      | 440     | 27428   | 367      | 1236     | 12696    |          |
| 2016 Test | NW      | 620      | 663     | 12434   | 168      | 85       | 8077     | 450      |
|           | DF      | 526      | 555     | 10681   | 126      | 561      | 9963     | 273      |
|           | NW      | 250      | 780     | 9938    | 82       | 227      | 9958     | 165      |
|           | DF      | 363      | 668     | 10371   | 227      | 499      | 12768    | 219      |
| 2017 Test | NW      | 3%       | 6%      | 91%     | 2%       | 4%       | 95%      | 2%       |
|           | DF      |          |         |         |          |          |          |          |

Table 4: Distribution of sentiment labels by language and subcorpus
The corpus will be distributed through the Linguistic Data Consortium (LDC). It will become part of the regular catalog in the near future; at the time of publication of this paper, the catalog number has not yet been determined. The LDC catalog can be searched at https://catalog.ldc.upenn.edu The reader will be able to find the BeSt corpus by searching on “TAC KBP Belief and Sentiment”.
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