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Abstract

We discuss the notion of an effective, average, quantum mechanical path which is a solution of the dynamical equations obtained by extremizing the quantum effective action. Since the effective action can, in general, be complex, the effective path will also, in general, be complex. The imaginary part of the effective action is known to be related to the probability of particle creation by an external source and hence we expect the imaginary part of the effective path also to contain information about particle creation. We try to identify such features using simple examples including that of effective path through the black hole horizon leading to thermal radiation. Implications of this approach are discussed.

1 Introduction

The study of a quantum mechanical system interacting with an externally specified classical background is of importance in several physical contexts. Such an external classical source will, in general, lead to vacuum polarization and particle production. Well known examples of these phenomena occur in the study of Schwinger effect [1, 2, 3], particle creation in expanding universe [2, 4] and black hole evaporation [2, 5]. A powerful technique to study such external source problems is that of the effective action which captures the quantum effects through a c-numbered effective action functional, \( S_{\text{eff}} \equiv \Gamma \) of the dynamical variables [2, 3]. In general, the effective action will be a complex quantity with its real and imaginary parts being related to vacuum polarization and particle production respectively. Conventionally, one writes down the effective dynamical equations for the system by varying only the real part of the effective action thereby identifying the quantum corrections to the classical equations. For example, in the case of electromagnetic field, such an approach will lead to the Euler-Heisenberg effective action which can provide quantum corrections to classical Maxwell’s equations [3, 6]. The imaginary part of the effective action is not usually considered in such a variational principle since in many applications the effect of vacuum polarization dominates over that due to particle production.

It is interesting to ask whether one can extend the above formalism to include the effects of imaginary part of the effective action as well since it could, potentially, provide a formal procedure for handling the back reaction due to particle production. The obvious procedure would be to look for the solutions of \( \delta \Gamma = 0 \) where both the real and imaginary part of \( \Gamma \) are retained. These equations will, in general, be complex rendering the solutions also to be complex. For example, in the elementary context of non-relativistic quantum mechanics, such a solution is the effective average path \( X(t; x_2,t_2; x_1, t_1) \) obeying the
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appropriate boundary conditions at the end points. This function will, in general, be complex and one would presume that its imaginary part will contain some information about the particle production due to the external source. The primary aim of this paper is to investigate the properties of this function.

It might seem that, since the effective path $X(t)$ is a solution to the effective field equation $\delta \Gamma = 0$, it can be determined only after $\Gamma$ is explicitly obtained which in turn would depend on the system under consideration. We shall see, however, that there is a simple way of characterizing $X(t)$ as a path integral average of all paths so that it can be expressed as an integral involving the standard path integral kernel. (This idea was first developed in [7] but we could not find any follow up of this idea in the literature, hence we shall provide fair amount of details of the approach in this paper.) This is the approach we shall use to investigate the properties of $X(t)$ in this paper.

In the above discussion, we have made a correspondence between the imaginary part of the action with the existence of phenomena like particle production or vacuum instability. This is indeed the case for the specific examples which we will be concerned with in this paper. However, it should be mentioned that one can have situations in which imaginary terms arise in the Euclidean action due to other reasons, which are usually topological. One key example of this is in the context of terms in the Minkowski action which are odd under time reversal. When analytically continued to the Euclidean sector such terms can give rise to an imaginary part in the Euclidean action. Examples of this include topological terms, Wess-Zumino term, Chern-Simons term etc. (see for e.g. ref. [8]). We will not be concerned with actions containing such terms in this paper.

The plan of the paper is as follows. In Section 2 we briefly review the concept of the effective path as a solution to the effective action equations and its connection with the path integral. We evaluate the effective path in the case of a harmonic oscillator interacting with an external source in Section 3. We show that the effective path for this case is complex and its modulus square can be related to the total energy input into the system by the external source due to the production of particles. (Interestingly, the effective path in this case is similar to a complex quantity constructed by Landau and Lifshitz in [9] to solve the problem of a forced oscillator in classical mechanics.) We next consider (Section 4.1) the effective path for a non-quadratic system with potential $-1/x^2$ and evaluate the modulus square in a suitable approximation. We find that this quantity has a rather curious form in that it contains a ‘Planck spectrum’. We know, however, from previous work [10] that the problem of thermal radiation from a horizon can be mapped to that of quantum mechanics in an inverse square potential. We study (Section 4.3) the properties of the effective path in this context and show that its modulus square can be related to the Hawking temperature (except for a factor of 2, the origin of which has been discussed extensively in the literature [11]). In Appendix B we also extend the results of [7] to a more general class singular potentials with the hope that it will be of future use.

2 Effective action and the concept of effective path

We shall begin by introducing the notion of effective path and its relation to the standard effective action. We shall work in the context of point quantum mechanics because it is adequate for our purposes; the generalization to a field theoretic context is conceptually similar though mathematically more involved. In the context of point quantum mechanics, the path integral kernel describing the system is given by the Feynman path integral

$$K(x_2,t_2|x_1,t_1) = \langle x_2,t_2|x_1,t_1 \rangle = \int \mathcal{D}x(t) \exp \frac{i}{\hbar} S[x(t)]$$

(1)
where the sum is over all the paths satisfying the indicated boundary conditions. This suggests a very natural definition of an effective average path using the path integral average:

$$X(t) \equiv \frac{\int \mathcal{D}x \exp[\mathcal{i}S/\hbar]}{\int \mathcal{D}x \exp[\mathcal{i}S/\hbar]} = \frac{\langle x_2, t_2 | \hat{x}(t) | x_1, t_1 \rangle}{\langle x_2, t_2 | x_1, t_1 \rangle}. \quad (2)$$

In terms of the path integral kernel, the effective path can be expressed as

$$X(t) = \frac{\langle x_2, t_2 | \hat{x}(t) | x_1, t_1 \rangle}{\langle x_2, t_2 | x_1, t_1 \rangle} = \int_{-\infty}^{\infty} dx \frac{K(x_2, t_2 | x, t) K(x, t | x_1, t_1)}{K(x_2, t_2 | x_1, t_1)} \quad (3)$$

We can evaluate this function once we know the path integral kernel for the system. While the path integral average in Eq. (2) appears to be a natural quantity to define, it is in general a complex integral average in Eq. (2) appears to be a natural quantity to define, it should be noted that — being a transition matrix element rather than the expectation value of an operator — it is in general a complex quantity (which is probably why it has not received any attention in the literature; we could not find any published study of this quantity except in ref. [7]). But what makes $X(t)$ important is that it is a solution to the effective action equations $\delta \Gamma = 0$ including the imaginary part of the effective action. We shall now provide a short proof of this claim for the sake of completeness.

The standard procedure for defining the effective action is as follows. We introduce an external source $J(t)$ and define

$$\exp\left(\frac{\mathcal{i}}{\hbar} W[J(t)]\right) = \langle x_2, t_2 | x_1, t_1 \rangle_J \equiv \int \mathcal{D}x(t) \exp\left(\frac{\mathcal{i}}{\hbar} S[x(t)] + \int dt J(t)x(t)\right) \quad (4)$$

where $W[J]$ is the generating functional for Green functions. Functional differentiation of the generating function with respect to $J$ then immediately leads to something very similar to the quantity in Eq. (2), and, of course, is used in the literature:

$$X[J] \equiv \frac{\delta W[J]}{\delta J} = \frac{\langle x_2, t_2 | \hat{x}(t) | x_1, t_1 \rangle_J}{\langle x_2, t_2 | x_1, t_1 \rangle_J} \quad (5)$$

which is the effective average path of the system for the specified boundary conditions but in the presence of the external source. This relation can be inverted to get $J = J[X]$ and hence allows us to naturally define a functional of $X$, $\Gamma[X]$, as the Legendre transform of $W[J]$ with respect to $J$ as

$$\Gamma[X] \equiv W[J] - \int J(t) X(t) dt \quad (6)$$

where $J$ is now considered a functional of $X$. It is easy to see that the functional derivative of $\Gamma[X]$ is given by

$$\frac{\delta \Gamma[X]}{\delta X} = -J. \quad (7)$$

Thus, the extremum condition for effective action, giving the effective, quantum corrected, dynamical equation, $\delta_X \Gamma = 0$, implies $J = 0$. Therefore its solution is just $X[J]$ evaluated at $J = 0$ which is

$$X[0] \equiv \frac{\delta W[J]}{\delta J} \bigg|_{J=0} = \frac{\langle x_2, t_2 | \hat{x}(t) | x_1, t_1 \rangle}{\langle x_2, t_2 | x_1, t_1 \rangle}, \quad (8)$$

the effective path given by Eq. (2) in the absence of the source. Since the effective action can, in general, be complex, it follows that the complex nature of $X(t)$ contains information about the complex nature of effective action. It is this aspect of the effective path which we will focus our attention on using simple examples.
3 Effective path for forced harmonic oscillator

We begin by considering the case of a harmonic oscillator coupled linearly to an external source, \( J(t) \). We will assume that \( J(t) \) was switched on and switched off sufficiently fast when \( t \to \pm \infty \). The oscillator evolves from the initial vacuum state in the asymptotic past to the final vacuum state in the asymptotic future. The in-out vacuum-to-vacuum amplitude can be calculated \[12\] to be

\[
\langle 0_{\text{out}} | 0_{\text{in}} \rangle = \exp \left( -\frac{1}{4\hbar \omega} |\tilde{J}(\omega)|^2 \right)
\]  

(9)

where \( \tilde{J}(\omega) \) is the Fourier mode of \( J(t) \) at the oscillator’s natural frequency, \( \omega \). Since the oscillator can only absorb quanta at its natural frequency \( \omega \), we see that only the fourier mode of \( J(t) \) at the natural frequency of the oscillator is relevant for particle production.

The calculation of the effective action for this system proceeds in a straightforward manner. By definition,

\[
\exp[iW[J(t)]/\hbar] = \int Dx(t) \exp iS[J(t), x(t)]/\hbar.
\]  

(10)

where the action is given by

\[
S[x, J] = -\int \left( \frac{1}{2} x \hat{D} x - J(t) x \right) dt
\]  

(11)

with \( \hat{D} \) as the standard harmonic oscillator differential operator. The path integral for the system can be computed by elementary procedures to give

\[
\exp[iW[J(t)]/\hbar] = (\det D)^{-1/2} \exp \frac{i}{2\hbar} \int dt \int dt' J(t)G_F(t, t')J(t').
\]  

(12)

where \( G_F \) is the Feynman Green function for the harmonic oscillator. The corresponding generating function is given by

\[
W[J(t)] = \frac{1}{2} \int J(t)J(t')G_F(t, t') dt dt'
\]  

\[
= \frac{i}{4\omega} |\tilde{J}(\omega)|^2 + \int J(t)J(t') \frac{\sin \omega |t - t'|}{4\omega} dt dt'
\]  

(13)

apart from a \( J \)-independent part from the \((\det D)^{-1/2}\) which is irrelevant for our purpose. Using the definition

\[
|\tilde{J}(\omega)|^2 = \int dt dt' e^{i\omega (t-t')} J(t)J(t')
\]  

(14)

we see that the imaginary part of \( \Gamma[J] \) is precisely the in-out matrix element (which, of course, can be evaluated directly in this simple case):

\[
\langle 0_{\text{out}} | 0_{\text{in}} \rangle = \exp \left( -\frac{1}{4\hbar \omega} |\tilde{J}(\omega)|^2 \right).
\]  

(15)

The transition probability is the modulus squared of the amplitude

\[
|\langle 0_{\text{out}} | 0_{\text{in}} \rangle|^2 = \exp \left( -\frac{1}{\hbar \omega} |\tilde{J}(\omega)|^2 \right)
\]  

(16)

from which we can read off the energy transferred to the oscillator by the external source to be

\[
E = \frac{1}{2} |\tilde{J}(\omega)|^2.
\]  

(17)
Thus, a time-dependent source with non-zero $\tilde{J}(\omega)$ driving a harmonic oscillator does produce transitions of eigenstates so that the ‘in’ and the ‘out’ states are different with the amplitude given by imaginary part of the effective action.

All this is fairly standard and we shall now introduce the effective path for the system as a solution to the effective dynamical equations obtained by extremizing the effective action. It is obvious that while the equation of motion is the same as the classical one,

$$\ddot{x} + \omega^2 x = J(t)$$

its solution should be now obtained in terms of the Feynman Green function (rather than the standard retarded Green function) which makes the effective path complex:

$$X(t) = \int dt' G_F(t,t')J(t') + x^H(t).$$

Here $x^H(t)$ is the solution to the homogenous equation of motion without the external source. The oscillator in the absence of external force evolves as

$$x^H(t) = x_1 \frac{\sin \omega (t_2 - t)}{\sin \omega (t_2 - t_1)} + x_2 \frac{\sin \omega (t - t_1)}{\sin \omega (t_2 - t_1)}$$

between the boundary points $x_1(t_1)$ and $x_2(t_2)$. Letting $t_2 = -t_1 = T$ and taking the limit $iT \to \infty$, we see that $x^H(t)$ vanishes in our case when we consider sufficiently large time intervals. This gives the effective path to be

$$X(t) = \int dt' G_F(t,t')J(t') = \int dt' J(t') \frac{e^{-i\omega |t-t'|}}{2\omega}$$

$$= \int dt' J(t') \frac{i}{2\omega} \left[ e^{-i\omega (t-t') \theta(t-t')} + e^{i\omega (t-t') \theta(t'-t')} \right]$$

$$= \int_{-\infty}^{t} dt' J(t') \frac{i}{2\omega} e^{-i\omega (t-t')} + \int_{t}^{\infty} dt' J(t') \frac{i}{2\omega} e^{i\omega (t-t')}$$

(21)

with the real and imaginary parts

$$\text{Re}X(t) = \int_{-\infty}^{t} dt' J(t') \frac{\sin \omega (t-t')}{\omega} - \frac{1}{2} \int_{-\infty}^{\infty} dt' J(t') \frac{\sin \omega (t-t')}{\omega}$$

$$= x_{cl}(t) - \frac{1}{2} \int_{-\infty}^{\infty} dt' J(t') \frac{\sin \omega (t-t')}{\omega}$$

(22)

$$\text{Im}X(t) = \frac{1}{2} \int_{-\infty}^{\infty} dt' J(t') \frac{\cos \omega (t-t')}{\omega}$$

(23)

where $x_{cl}(t)$ is the classical solution to the driven oscillator evaluated with retarded boundary conditions.

$$x_{cl}(t) = \int dt' G_R(t,t')J(t') = \int dt' J(t') \frac{\sin \omega (t-t')}{\omega} \theta(t-t')$$

$$= \int_{-\infty}^{t} dt' J(t') \frac{\sin \omega (t-t')}{\omega}$$

(24)

It is obvious that the net effect of the source is to introduce an imaginary part to $X(t)$ and modify the real part by an extra term.
Since we have already shown that the effective path $X(t)$ is a solution to the effective action equations, one can also compute the effective action for our system by evaluating it for the effective complex path given above. An elementary calculation shows that the result is given by

$$\Gamma[X_{\text{eff}}] = -\frac{1}{2} \int dt \ (X_{\text{eff}} J - 2J X_{\text{eff}}) = \frac{1}{2} \int dt J X_{\text{eff}}$$

so that

$$\text{Im} \Gamma[X_{\text{eff}}] = \frac{1}{2} \int dt J \text{Im} X_{\text{eff}} = \int dt dt' \frac{\cos \omega(t - t')}{4\omega} J(t) J(t') = \frac{1}{4\omega} |\tilde{J}(\omega)|^2$$

which agrees with the result obtained in Eq. (15).

We will now highlight the above aspects with an explicit example. Consider the source $J(t) = |t| e^{-\lambda |t|}$, which is chosen specifically to distinguish the cases in which the particle production occurs from those in which it does not. We have seen that the energy that goes into the system from external source is proportional to the modulus square of fourier mode of the source evaluated at $\omega$, natural frequency of the oscillator. For our choice of $J(t) = |t| e^{-\lambda |t|}$ we have:

$$|\tilde{J}(\omega)|^2 = \frac{(\lambda^2 - \omega^2)^2}{(\omega^2 + \lambda^2)^4}$$

which vanishes for the parameter $\lambda = \omega$ and hence there is no particle production in that case. We have tabulated the results for the two cases, one with a general $\lambda$ and the other with $\lambda = \omega$:

| $J(t)$ | $|t| e^{-\lambda |t|}$ | $|t| e^{-\omega |t|}$ |
|-------|-----------------|-----------------|
| $x_{cl}(t)$ | $\frac{2(\lambda^2 - \omega^2) \sin \omega t}{\omega(\omega^2 + \lambda^2)^2} + \frac{e^{-\lambda t} (\lambda (2 + \lambda t) + \omega^2 t)}{(\omega^2 + \lambda^2)^2} \theta(t) - \frac{e^{-\omega t} (\omega (2 + \omega t) + \lambda^2 t)}{4(\omega^2 + \lambda^2)^2} \theta(t) - \frac{e^{-\lambda t} (\lambda (2 + \lambda t) + \omega^2 t)}{4(\omega^2 + \lambda^2)^2} \theta(-t)$ | $x_{cl}|\lambda=\omega$ |
| $\text{Re} X(t)$ | $\frac{(\lambda^2 - \omega^2) \sin \omega t}{\omega(\omega^2 + \lambda^2)^2} + \frac{e^{-\lambda t} (\lambda (2 + \lambda t) + \omega^2 t)}{(\omega^2 + \lambda^2)^2} \theta(t) - \frac{e^{-\omega t} (\omega (2 + \omega t) + \lambda^2 t)}{4(\omega^2 + \lambda^2)^2} \theta(t) - \frac{e^{-\lambda t} (\lambda (2 + \lambda t) + \omega^2 t)}{4(\omega^2 + \lambda^2)^2} \theta(-t)$ | $x_{cl}$ |
| $\text{Im} X(t)$ | $\frac{(\lambda^2 - \omega^2) \cos \omega t}{\omega(\omega^2 + \lambda^2)^2}$ | $0$ |
| $|X|t=\infty$ | $\frac{(\lambda^2 - \omega^2)^2}{\omega^2(\omega^2 + \lambda^2)^2}$ | $0$ |
| $|\tilde{J}(\omega)|^2 = 2\text{Im} W$ | $\frac{(\lambda^2 - \omega^2)^2}{(\omega^2 + \lambda^2)^2}$ | $0$ |

It is obvious that the imaginary part of the effective path is related to the particle production and vanishes when there is no particle production. Further, when $\lambda t \to \infty$ we can approximate the real and imaginary parts of $X(t)$ by

$$\text{Re} X(t) \approx \frac{(\lambda^2 - \omega^2) \sin \omega t}{\omega(\omega^2 + \lambda^2)^2}, \quad \text{Im} X(t) \approx \frac{(\lambda^2 - \omega^2) \cos \omega t}{\omega(\omega^2 + \lambda^2)^2}.$$
It follows that
\[
\mathcal{E} = \frac{\omega^2 |X|_t^2}{2} = \frac{|\tilde{J}(\omega)|^2}{2} = \text{Im} W
\]
giving a direct relation between the particle production rate and the squared modulus of the effective path. It is also worth mentioning here that the effective path which we get as the solution of effective action equation of motion, interestingly, gives an interpretation to the complex quantity,
\[
\xi(t) = \dot{x} + i\omega x
\]
constructed in [9] purely as a mathematical trick for solving the problem of forced harmonic oscillator. The energy input into the system in terms of \(\xi\) is
\[
\mathcal{E} = \frac{|\xi(\infty)|^2}{2}.
\]
We can identify the corresponding real and imaginary parts in \(X(t)\) and \(\xi(t)\) apart from a factor of \(\omega\). This elementary illustration shows that even in the context of such a simple system the concept of effective path can be related to a tangible result.

4 Inverse square potential in quantum mechanics and applications to horizon thermodynamics

The results in the above case are rather simple because the coupling was linear. We next investigate the complex path formalism in the case of a nontrivial example, involving one-dimensional inverse square potential. The primary motivation for this arises from the fact that the problem of a scalar field in Schwarzschild background — and, more generally, in any spacetime in which the near horizon geometry can be approximated as Rindler — can be reduced to dynamics of a particle in an inverse square potential across the singularity. We explore the nature of the effective path in this potential and show that it has some curious features which find application to the problem of black hole evaporation.

4.1 Complex effective path for the inverse square potential

We will consider an inverse square potential of the form
\[
V(x) = -\frac{\hbar^2}{2m} \left( a^2 + \frac{1}{4} \right) \frac{1}{x^2} = -\tilde{\alpha}x^{-2}.
\]
where \(a, \tilde{\alpha}\) are constants. Since \(a\) is real, \(\tilde{\alpha} > \hbar^2/8m\). To calculate the effective path in this case, we will use the path integral average. The kernel for a particle to propagate from points \((x_1, t_1)\) to \((x_2, t_2)\) in an inverse square potential, \(V = -\tilde{\alpha}x^{-2}\) is given by (see Appendix A.1 for details),
\[
K(t_2, x_2|t_1, x_1) = e^{-\frac{1}{2}i\pi(\gamma+1)} \left( \frac{m}{2h(t_2 - t_1)} \right)^{1/2} \exp \left[ \frac{im(x_1^2 + x_2^2)}{2h(t_2 - t_1)} \right] H_\gamma^{(2)} \left( \frac{mx_1x_2}{h(t_2 - t_1)} \right)
\]
where \(H_\gamma^{(2)}(z)\) is the Hankel function of the second kind of order
\[
\gamma = \sqrt{\frac{1}{4} - \frac{2m\tilde{\alpha}}{\hbar^2}} = ia.
\]
which is a dimensionless constant and we have substituted for \(\tilde{\alpha}\) from Eq. (33). The effective path defined in Eq. (3) is given by the integral,
\[
X(t) = \frac{\langle x_2, t_2 | \tilde{x}(t) | x_1, t_1 \rangle}{\langle x_2, t_2 | x_1, t_1 \rangle} = \frac{1}{K(x_2, t_2 | x_1, t_1)} \int_{-\infty}^{\infty} dx \ x' K(x_2, t_2 | x, t) K(x, t | x_1, t_1).
\]
Substituting the kernel from Eq. (34), we get,

$$X(t) = \lambda \exp \left[ -\frac{i\pi}{2} (ia + 1) \right] \exp \left[ \frac{im}{2\hbar} \left( \frac{x_2^2}{t_2 - t} + \frac{x_1^2}{t - t_1} - \frac{(x_1^2 + x_2^2)}{t_2 - t_1} \right) \right] \left[ H_{in}^{(2)} \left( \frac{mx_1x_2}{\hbar(t - t_1)} \right) \right]^{-1}$$

$$\int_{-\infty}^{\infty} dx \, x^2 e^{i\alpha x^2} H_{in}^{(2)}(px) H_{in}^{(2)}(qx)$$

where we have defined,

$$\lambda \equiv \frac{m(t_2 - t_1)}{2\hbar(t_2 - t)(t - t_1)}, \quad p \equiv \frac{mx_1}{\hbar(t - t_1)} \quad \text{and} \quad q \equiv \frac{mx_2}{\hbar(t_2 - t)}.$$  

Note that $\lambda$ has the dimension of inverse length squared while $p$ and $q$ both have dimensions of inverse length. Since the interesting physics takes place when a particle crosses the singularity at the origin, $x = 0$, we will take $x_1 = -x$ at $t_1 = 0$ and $x_2 = x$ as $t_2 \to \infty$ with limit $\epsilon \to 0^+$ taken eventually so that the particle has to cross from left to right in the late-time limit. To begin with it is convenient to keep $t_1$ and $t_2$ arbitrary and take the limit at the end of the calculation. Under these conditions, the effective path can be expressed as,

$$X(t) = \lambda e^{-i\tilde{\Phi}_{(ia+1)}} \left[ H_{in}^{(2)} \left( \frac{-m\epsilon x^2}{\hbar(t - t_1)} \right) \right]^{-1} \int_{-\infty}^{\infty} dx \, x^2 e^{i\alpha x^2} H_{in}^{(2)} \left( \frac{-m\epsilon x}{\hbar(t - t_1)} \right) H_{in}^{(2)} \left( \frac{m\epsilon x}{\hbar(t_2 - t)} \right)$$

Unfortunately, the integral in the above expression cannot be evaluated exactly in closed from but we can calculate it under the limit $\epsilon \to 0^+$ as follows. We first express the Hankel functions in the integrand in terms of the Bessel functions which reduces the integral to the form,

$$I = \int_{-\infty}^{\infty} dx \, x^2 e^{i\lambda x^2} H_{in}^{(2)} \left( \frac{-m\epsilon x}{\hbar(t - t_1)} \right) H_{in}^{(2)} \left( \frac{m\epsilon x}{\hbar(t_2 - t)} \right)$$

$$= (1 - \coth \pi a)^2 \int_{-\infty}^{\infty} dx \, x^2 e^{i\lambda x^2} J_{ia}(px) J_{ia}(qx) + \frac{1}{\sinh^2 \pi a} \int_{-\infty}^{\infty} dx \, x^2 e^{i\lambda x^2} J_{-ia}(px) J_{-ia}(qx)$$

$$+ \frac{(1 - \coth \pi a)}{\sinh \pi a} \int_{-\infty}^{\infty} dx \, x^2 e^{i\lambda x^2} \left( J_{ia}(px) J_{-ia}(qx) + J_{-ia}(px) J_{ia}(qx) \right).$$

Now we can use the following identity (see [13]),

$$\int_{0}^{\infty} dx \, x^{\lambda+1} e^{-\alpha x^2} J_{\nu}(\beta x) J_{\nu}(\gamma x) = \frac{\beta^{\nu} \alpha^{1/2} (\nu + 1)}{2^{\nu+\mu+1} \Gamma(\nu + 1) \Gamma(\mu + \nu + \lambda + 2)} \sum_{m=0}^{\infty} \frac{\Gamma(m + \frac{1}{2} (\nu + \mu + \lambda + 2))}{\Gamma(m + \mu + 1) \Gamma(m + 1)} \left( -\beta^2 \right)^m$$

$$F(-m, -m - \mu; \nu + 1; \frac{\gamma^2}{\beta^2})$$

and evaluate the integral in the limit of $\epsilon \to 0^+$ (see Appendix A.2 for details). In the same limit the Hankel function in the denominator which reduces the integral to the form,

$$H_{in}^{(2)}(z) \approx \frac{i2^{-ia}e^{-\pi a} \Gamma(-ia) z^{ia}}{\pi} + \frac{i2^{ia} \Gamma(ia) z^{-ia}}{\pi}$$

With these manipulations the effective path can be expressed as,

$$X(t) = -i\lambda e^{\pi a/2} \frac{I}{D}$$
where
\[ I = \left\{ -\frac{e^{\pi a/2}}{2\pi^2} 2^{-ia} [\Gamma(-ia)]^2 \left( \frac{me^2}{\hbar(t_2 - t_1)} \right)^{ia} \left( 1 + e^{-2\pi a} \right) (-i\lambda)^{-3/2}(ia + 1/2)\Gamma(ia + 1/2) \right. \]
\[ \left. - \frac{e^{-\pi a/2} 2^{ia}}{\pi^2} [\Gamma(ia)]^2 \left( \frac{me^2}{\hbar(t_2 - t_1)} \right)^{ia} \left( 1 + e^{-2\pi a} \right) (-i\lambda)^{-3/2}(-ia + 1/2)\Gamma(-ia + 1/2) \right. \]
\[ \left. - \frac{e^{\pi a}}{2\pi a \sinh \pi a} (-i\lambda)^{-3/2} \left[ e^{\pi a} \left( \frac{t_2 - t}{t - t_1} \right)^{ia} + e^{-\pi a} \left( \frac{t_2 - t}{t - t_1} \right)^{-ia} \right] \right\} \]  (44)

and
\[ D = \left[ \frac{i2^{-ia}\Gamma(-ia)}{\pi} \left( \frac{me^2}{\hbar(t_2 - t_1)} \right)^{ia} + \frac{i2^{ia}\Gamma(ia)}{\pi} \left( \frac{me^2}{\hbar(t_2 - t_1)} \right)^{-ia} e^{-\pi a} \right]. \]  (45)

Based on our previous analysis of forced harmonic oscillator in Section 3, we would suspect \(|X|^2\) to contain information about the analogue of particle creation in a quantum theory. It is obvious that \(|X|^2\) arising from the above expression will be quite complicated partially due to the fact that it is evaluated for finite time and space interval. To understand the physical significance of this quantity it is again arising from the above expression will be quite complicated partially due to the fact that it is evaluated for finite time and space interval. To understand the physical significance of this quantity it is again useful to take the limit of \(t_2 \to \infty\) with \(t_1 = 0\) and \(\epsilon \to 0^+\). In this limit, one can ignore transient terms which oscillate rapidly and obtain a simpler expression for \(|X|^2\). Somewhat tedious but straightforward algebra (see Appendix A.3) yields an interesting final result: We find that \(|X|^2\) increases linearly with time allowing us to define a constant, finite, rate which itself takes a very suggestive form as:
\[ \frac{d|X(t)|^2}{dt} = \left( \frac{4\hbar}{ma} \right) \left( a^2 + \frac{1}{4} \right) \left[ N + \frac{1}{2} \right] \]  (46)

where
\[ N = \frac{1}{e^{2\pi a} - 1} \]  (47)
has the form of a Planckian spectrum of particles. If one thinks of \(d|X|^2/dt\) as the rate of production of particles, then it is rather curious that we have a thermal radiation term related to a parameter in the potential, \(a\). Obviously, in this particular quantum mechanical example, this result has no physical interpretation but we will next show how this result connects up with radiation from a horizon.

4.2 Quantum mechanics of the scalar field near the horizon

It turns out that the problem of a scalar field near a black hole spacetime (more generally in any spacetime with a horizon when we consider the Rindler limit of the horizon) can be reduced to that of a quantum mechanical particle in an inverse square potential. In that context, the \(d|X|^2/dt\) can be thought of as rate of production of particles by the horizon and the mathematical result obtained above acquires a physical meaning.

We shall first briefly sketch how the problem of a scalar field near a horizon can be mapped to a quantum mechanical problem of a particle in an inverse-square potential [10]. Consider a scalar field in a 1+1 spacetime with the metric
\[ ds^2 = B(r)dt^2 - B^{-1}(r)dr^2 \]  (48)
where \(B(r)\) has a simple zero at \(r = r_0\) with \(B'(r) = dB/dr\) being finite and nonzero at \(r_0\). (We will work with (1+1) dimensional system since it captures all the essential physics.) The vanishing of \(B(r)\) at point \(r = r_0\) indicates the presence of a horizon. Near the horizon, we can expand \(B(r)\) as
\[ B(r) = B'(r_0)(r - r_0) + O((r - r_0)^2) \approx B'(r_0)(r - r_0). \]  (49)
Note that in the Schwarzschild case, \( B'(r_0) = r_0^{-2} \) with \( r_0 = 2M \) as the Schwarzschild radius. The field equation for the scalar field \( \Phi(t, r) \),
\[
\left( \Box + \frac{m_0^2 c^2}{r^2} \right) \Phi = 0
\]
when written for the metric in Eq. (48) becomes
\[
c^{-2} B(r)^{-1} \partial_t^2 \Phi - \partial_r (B(r) \partial_r \Phi) = -m_0^2 c^2 h^{-2} \Phi.
\]
We substitute the following ansatz for \( \Phi \) in the above equation,
\[
\Phi(r, t) = e^{-i\omega t} \frac{\psi(r)}{\sqrt{B(r)}}
\]
and find that \( \psi(r) \) satisfies the equation
\[
-\frac{\hbar^2}{2m} \frac{d^2 \psi(r)}{dr^2} - \frac{\alpha}{(r-r_0)^2} \psi(r) = 0
\]
where \( \alpha = \hbar^2 \omega^2/2c^2|B'(r_0)|^2 \) near the horizon (Note that in the near-horizon limit, the term with \( m_0 \) does not contribute in the leading order). For the Schwarzschild metric, \( \alpha = \hbar^2 \omega^2 r_0^2/2c^2 \) hence we see that \( \alpha \) has dimensions of \( \hbar^2 \), as it should. With \( x = (r-r_0) \), and mass, \( m \) put in, this equation is same as the Schrödinger equation for a particle in an inverse square potential, \(-\tilde{\alpha}/x^2\),
\[
-\frac{\hbar^2}{2m} \frac{d^2 \psi(x)}{dx^2} - \frac{\tilde{\alpha}}{x^2} \psi(x) = E \psi(x)
\]
where \( \tilde{\alpha} = \alpha/m \) and we take the energy eigenvalue \( E \to 0 \) at the end of the calculations. Thus the problem of scalar field in Schwarzschild background is equivalent to quantum mechanics of a particle in an inverse square potential near the origin.

### 4.3 Horizon thermodynamics

With the problem of a scalar field in the Schwarzschild background reduced to an effective quantum mechanical problem in an inverse square potential, we can identify the parameters of potential in the two situations.

\[
V(x) = \frac{\hbar^2}{2m} \left( a^2 + \frac{1}{4} \right) \frac{1}{x^2} = -\frac{\hbar^2 \omega^2 r_0^2}{2mc^2} \frac{1}{x^2}
\]
which gives for \( a \),
\[
a = \left( \frac{\omega^2 r_0^2}{c^2} + \frac{1}{4} \right)^{1/2} \approx \frac{\omega r_0}{c}
\]
in the high-frequency limit. In this case, substituting for \( a \) in our expression for \( d|X|^2/dt \) obtained earlier gives,
\[
\frac{d|X(t)|^2}{dt} = \frac{8GM}{mc^3} \left[ \hbar \omega \left( N + \frac{1}{2} \right) \right]
\]
where
\[
N = \frac{1}{e^{2\pi a} - 1} = \frac{1}{e^{\hbar \omega/k_B T} - 1}
\]
with the temperature being given by
\[
T = \frac{\hbar \omega^3}{4\pi GM k_B} = \frac{1}{4\pi M}
\]
where the second result is valid in natural units. (The time asymmetry in our boundary conditions, \(t_1 = 0, t_2 \to \infty\) makes it meaningful to treat \(d|X|^2/dt\) as a rate.) The expression \(N\), of course, represents a Planckian spectrum of particles at temperature \(T\) and the part \(N + (1/2)\) correctly describes the Planckian energy density of a cavity at temperature \(T\) along with the zero point contribution. The temperature \(T = 1/4\pi M\) however is twice the usual temperature associated with black holes. This feature is well-known in the tunneling derivation of black hole temperature and has been extensively discussed in the literature [11]. While the topic is still somewhat controversial, the origin of this extra factor is attributed to using singular coordinates at horizon [12]. Since we have started with Schwarzschild coordinates (which are ill-defined at the horizon) it is probably natural that we get this result.

Thus the effective path approach seems to capture the Planck spectrum (with the temperature off by factor 2 which occurs in some other tunneling computations as well) along with zero-point energy. So the squared modulus of \(X(t)\) does contain information related to the production of particles, this time in a fairly non-trivial setting.

5 Conclusions

The concept of effective action is a well-known technique that is used in the literature to study various aspects of quantum field theories in classical backgrounds. The effective action is in general complex and its real and imaginary parts contain information about the vacuum polarization and particle production. In using the effective action to describe the back reaction effects, one usually uses the real part of the effective action and discards the imaginary part in order to obtain real equations of motion.

On the other hand if we retain both real and imaginary parts of the effective action and obtain the equations of motion, then the solutions will be — in general — complex. Because the imaginary part of the effective action contains information about the particle production, it seems likely that the solutions to the complex effective action will give us a handle to explore particle production. This motivates us to study a quantum effective path \(X(t)\) (in the context of QM) which is a solution to \(\delta \Gamma[X] = 0\). Fortunately, this \(X(t)\) can be expressed as an integral over the path integral kernel and hence can be evaluated, in principle, if the kernel is known.

In practice, the calculation turns out to be quite complicated. To gather a preliminary insight we studied two important examples in this paper. First one is the case of a forced harmonic oscillator in which we could directly link the complex effective path to particle production in the asymptotic limit. The imaginary part of the effective path is generated solely by the non-zero Fourier mode of the external source at the natural frequency of the oscillator. The modulus square of the complex effective path gave the particle production rate in the system. (We also found that the complex effective path obtained in this case also provided a nice interpretation to a quantity which was purely a mathematical construction by Landau used in the case of forced harmonic oscillator.)

The second case we studied was that of an attractive, inverse-square potential. It was known from previous work that the problem of a scalar field in a spacetime with a horizon (in which the near-horizon geometry can be approximated as Rindler geometry) can be mapped to the Schrödinger problem in an inverse square potential. We expect the emission of particles by the black hole to be mapped to propagation of particle through the singularity at the origin in the equivalent Schrödinger problem, even though there are no time-dependent sources. In this case the modulus square of the effective path can be interpreted as a rate of emission of particles. This expression correctly gives the Planckian distribution along with the zero point contribution for the Hawking radiation. The temperature of the Planckian distribution turns out to be \(T = h/4\pi M\) which is twice the standard value for Hawking temperature. This factor of two discrepancy has been noticed in the literature previously and arises when one uses coordinates which are singular at the horizon and hence is probably understandable.

Finally we would like to make some comments regarding the nature of the potential \(V(x) \propto -x^{-2}\) considered in the last section and the existence of imaginary part in the trajectory. The first example
we studied in section 3 has an explicitly time-dependant external source and hence it is not surprising that we encounter particle production and an imaginary part to the classical trajectory. In the case of an inverse square potential there is no explicit time-dependance but we still obtain an imaginary part to the trajectory. In fact, the wave equation for a scalar field in the black hole spacetime — which contains the physics of black hole evaporation — does get mapped to such a static potential. It is, however, known from previous work that particle creation can occur even in the absence of explicit time-dependance.

A well studied example of this is the Schwinger effect in which one obtains a steady particle production in the presence of static electric field. In this particular case the wave equation can be mapped to an inverted harmonic oscillator \[10\] for which the Hamiltonian is unbounded. In a way, it is this singular behavior of the Hamiltonian which leads to the particle production. (In contrast, the wave equation in the presence of a constant magnetic field gets mapped to a normal harmonic oscillator with a bounded Hamiltonian and — as expected — one does not have any particle creation in a constant magnetic field.)

The current situation is very similar: The wave equation in the black hole spacetime gets mapped to an inverse square potential and it is well-known that this potential leads to a Hamiltonian which is not hermitian. In the previous work \[10\] which connects up particle production in blackhole spacetime with the inverse square potential one crucially used the singular structure of the potential (and an integration around a singularity in complex plane) to obtain the result. This work has established the essential connection between the singular nature of the Hamiltonian in these potentials (both in the context of black hole spacetimes as well as in the context of constant electric field) and the production of particles. We, therefore, believe that path integral formalism studied in this paper leads to complex trajectories for essentially the same reason viz. that the Hamiltonian is non-Hermitian. It would be interesting to investigate this question further and see whether one can provide a direct and rigorous proof for the the existence of complex paths for certain class of Hamiltonians which are unbounded or non-Hermitian.
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**A Detailed calculation of some results**

**A.1 Path integral kernel for an inverse square potential**

The path integral kernel is defined by,

\[
K(x_2, T|x_1, 0) = \int \mathcal{D}x(t) e^{\frac{i}{\hbar} \int_0^T dt \left( \frac{1}{2} m \dot{x}^2 - \alpha x^2 \right)}
\]

To evaluate the kernel, we use the perturbative series expansion, which gives

\[
K(x_2, T|x_1, 0) = K_0(x_2, t_2|x_1, t_1) + \sum_{n=1}^{\infty} \left( \frac{-i\alpha}{\hbar} \right)^n \int_0^T dt_n \int_0^{t_n} dt_{n-1} \cdots \int_0^{t_1} dt_1 \prod_{j=1}^n \int_{x_j}^{x_{j+1}} dx_j K_0(x_{j+1}, t_{j+1}|x_j, t_j)
\]

where \(K_0(x_2, t_2|x_1, t_1)\) is the free particle kernel. Introducing

\[
G(x_2, x_1; E) \equiv \int_0^\infty dTe^{-\frac{f(T)}{\hbar} E} K(x_2, T|x_1, 0)
\]
we have,

\[
G(x_2, x_1; E) = G_0(x_2, x_1; E) + \sum_{n=1}^{\infty} \left( -\frac{i\alpha}{\hbar} \right)^n \int_0^\infty \frac{dx}{x^n} \left( \prod_{j=0}^{n-1} G_0(x_{j+1}, x_j; E) \right)
\]

\[
= G_0(x_2, x_1; E) + \sum_{n=1}^{\infty} \left( -\frac{i\alpha}{\hbar} \right)^n G_n
\]

We need to sum up the above series so as to get the closed form for the Kernel. To do this we employ a trick [17] in which we first express the free particle propagator, \(G_0(x_2, x_1; E)\) in terms of the Hankel functions and then use their orthogonality relation to evaluate the \(n^{th}\) order product, \(G_n\).

\[
G_0(x_2, x_1; E) = \frac{1}{i} \left( \frac{m}{2E} \right)^{1/2} e^{ik|x_2-x_1|}
\]

\[
= \left( \frac{m}{2i\hbar} \right) (x_1 x_2)^{1/2} H_{1/2}^{(1)}(k x_1) H_{1/2}^{(2)}(k x_2)
\]

\[
= \left( \frac{m}{i\hbar} \right) (x_1 x_2)^{1/2} \int_0^\infty d\nu \frac{\nu \sinh(\nu\pi)}{\nu^2 + 1/4} H_{\nu}^{(1)}(k x_2) H_{\nu}^{(1)}(k x_1)
\]

where \(k = \sqrt{2mE/c^2}\). Upon inserting the expression for \(G_0\), the \(n\)-fold integrations can be performed using the orthogonality relation

\[
\int_0^\infty \frac{dx}{x} H_{\nu}^{(1)}(k x) H_{\nu}^{(1)}(k x) = \frac{2\delta(\nu - \nu')}{\nu \sinh \nu \pi}
\]

and we obtain

\[
G_n(x_2, x_1; E) = \left( \frac{2m}{i\hbar} \right)^{n+1} (x_1 x_2)^{1/2} \int_0^\infty d\nu \frac{\nu \sinh(\nu\pi)}{\nu^2 + 1/4} H_{\nu}^{(1)}(k x_2) H_{\nu}^{(1)}(k x_1)
\]

We substitute this expression for \(G_n\) and sum the resulting geometric series to get

\[
G(x_2, x_1; E) = \left( \frac{m}{i\hbar} \right) (x_1 x_2)^{1/2} \int_0^\infty d\nu \frac{\nu \sinh(\nu\pi)}{\nu^2 + 1/4 + 2m\alpha \pi^2} H_{\nu}^{(1)}(k x_2) H_{\nu}^{(1)}(k x_1)
\]

which is the exact expression and is similar to the free Green function in Eq. 63 with an addition to the denominator of the integrand. Noting that the free particle Kernel can be written as,

\[
K_0 = \left( \frac{m}{2\pi i\hbar T} \right)^{1/2} \exp \left[ \frac{i m}{2\hbar T} (x_2 - x_1)^2 \right]
\]

\[
= e^{-\frac{i\pi}{4}} \left( \frac{m}{2\hbar T} \right) (x_1 x_2)^{1/2} \exp \left[ \frac{i m (x_1^2 + x_2^2)}{2\hbar T} \right] H_{1/2}^{(2)} \left( \frac{m x_1 x_2}{\hbar T} \right)
\]

We can obtain the Kernel for the problem by suitable replacements in the free particle Kernel due to modified denominator in (59) from (57) as

\[
K(t_2, x_2| t_1, x_1) = e^{-\frac{i\pi}{4}(\gamma+1)} \left( \frac{m}{2\hbar T} \right) (x_1 x_2)^{1/2} \exp \left[ \frac{i m (x_1^2 + x_2^2)}{2\hbar T} \right] H_{\gamma}^{(2)} \left( \frac{m x_1 x_2}{\hbar T} \right)
\]

where

\[
\gamma = \sqrt{\frac{1}{4} + \frac{2m\alpha}{\hbar^2}}
\]

When \(\alpha = 0\), we have \(\gamma = 1/2\) and the expression reduces to the free-particle Kernel.
A.2 Evaluation of the integral in Eq. (40)

We have,

\[ I = \int_{-\infty}^{\infty} dx x^2 e^{i\lambda x^2} H_{1\alpha}^{(2)} \left( \frac{-m \epsilon x}{h(t-t_1)} \right) H_{1\alpha}^{(2)} \left( \frac{m \epsilon x}{h(t_2-t)} \right) \]

\[ = (1 - \coth \pi a)^2 \int_{-\infty}^{\infty} dx x^2 e^{i\lambda x^2} J_{\alpha}(px) J_{\alpha}(qx) + \frac{1}{\sinh^2 \pi a} \int_{-\infty}^{\infty} dx x^2 e^{i\lambda x^2} J_{-\alpha}(px) J_{-\alpha}(qx) \]

\[ + \frac{(1 - \coth \pi a)}{\sinh \pi a} \int_{-\infty}^{\infty} dx x^2 e^{i\lambda x^2} (J_{\alpha}(px) J_{-\alpha}(qx) + J_{-\alpha}(px) J_{\alpha}(qx)) \]  

(70)

Using the following identity (see Eq. 13),

\[ \int_{0}^{\infty} dx x^\lambda e^{-\alpha x^2} J_\mu(\beta x) J_\nu(\gamma x) = \frac{\beta^\mu \alpha^\nu e^{-\frac{\lambda}{\beta^2}} (\nu + \lambda + 2)}{2^{\nu+\mu+1} \Gamma(\nu + 1)} \sum_{n=0}^{\infty} \Gamma(n + \mu + 1) \Gamma(n + \nu + 1) \left( \frac{-\beta^2}{4\alpha} \right)^n \]

F\left(-n, -\mu - \nu; \frac{\beta^2}{4\alpha} \right)  

(71)

the three integrals in \( I \) can be evaluated in the following manner.

\[ I_1 = (1 - \coth \pi a)^2 \int_{-\infty}^{\infty} dx x^2 e^{i\lambda x^2} J_{\alpha}(px) J_{\alpha}(qx) \]

\[ = \frac{e^{-2\pi a}}{(\sinh \pi a)^2} \frac{1 + e^{2\pi a}}{2} \int_{-\infty}^{\infty} dx x^2 e^{i\lambda x^2} J_{\alpha}(px) J_{\alpha}(qx) \]

\[ = (1 + e^{-2\pi a}) \frac{(pq)^{ia} (-i\lambda)^{-ia-\frac{3}{2}}}{(\sinh \pi a)^2} 2^{2ia+1} \Gamma(ia+1) \sum_{n=0}^{\infty} \frac{\Gamma(n + ia + 3/2)}{n! \Gamma(n + ia + 1)} \left( \frac{p^2}{4\lambda} \right)^n \]

\[ + \frac{e^{\pi a/2}}{2(\sinh \pi a)^2} \frac{me^2}{h(t_2-t)} \frac{(-i\lambda)^{-3/2-ia}}{\Gamma(ia+1)} \sum_{n=0}^{\infty} \frac{\Gamma(n + ia + 3/2)}{n! \Gamma(n + ia + 1)} \left( \frac{(t_2-t_1)me^2}{2hi(t-t_1)(t_2-t)} \right)^n \]

\[ F\left(-n, -ia + n; \frac{(t_2-t_1)}{t_2-t} \right) \]  

(72)

This expression cannot be simplified further in the general case. However, we are interested in the \( \epsilon \to 0 \) limit when only the \( n = 0 \) term contributes and the expression reduces to:

\[ I_1 = \frac{e^{\pi a/2}}{2(\sinh \pi a)^2} \frac{(pq)^{ia} (-i\lambda)^{-ia}}{\Gamma(ia+1)^2} \Gamma(ia + 3/2) \left( \frac{me^2}{h(t_2-t_1)} \right)^{ia} \]

\[ = -\frac{e^{\pi a/2}}{2\pi^2} \frac{(pq)^{ia} (-i\lambda)^{-ia}}{2^{ia} \Gamma(ia+1)^2} \Gamma(-ia + 3/2) \left( \frac{me^2}{h(t_2-t_1)} \right)^{ia} \]  

(72)

The integral \( I_2 \) is same as \( I_1 \) with \( a \to -a \). Therefore,

\[ I_2 = \frac{1}{\sinh \pi a} \int_{-\infty}^{\infty} dx x^2 e^{i\lambda x^2} J_{-\alpha}(px) J_{-\alpha}(qx) \]

\[ = e^{-2\pi a} I_1(a \to -a) \]

\[ = -\frac{e^{-\pi a/2}}{2\pi^2} \frac{(pq)^{ia} (-i\lambda)^{-ia}}{2^{ia} \Gamma(ia+1)^2} \Gamma(-ia + 3/2) \left( \frac{me^2}{h(t_2-t_1)} \right)^{-ia} \]  

(73)
Similarly, we can evaluate the third integral as well,

\[
I_3 = \frac{(1 - \coth \pi a)}{\sinh \pi a} \int_{-\infty}^{\infty} dx \, x^2 e^{\lambda x^2} \left[ J_{-ia}(px)J_{-ia}(qx) + J_{ia}(qx)J_{-ia}(px) \right]
\]

\[
= -\frac{2e^{-\pi a}}{(\sinh \pi a)^2} \int_{0}^{\infty} dx \, x^2 e^{\lambda x^2} \left[ J_{-ia}(px)J_{-ia}(qx) + J_{ia}(qx)J_{-ia}(px) \right]
\]

\[
= -\frac{2e^{-\pi a}}{\sinh^2 \pi a} \left[ \frac{\sinh(a \lambda)}{2\pi(1-a)} \sum_{n=0}^{\infty} \frac{\Gamma(n+\frac{3}{2})}{n!\Gamma(n+ia+1)} \left( \frac{\lambda^2}{4\lambda} \right)^n \right] F \left(-n, -ia - n; -ia + 1; \frac{q^2}{\lambda} \right) + (a \to -a)
\]

Combining the results,

\[
I = I_1 + I_2 + I_3
\]

\[
= \left\{ -\frac{e^{\pi a/2}}{2\pi^2} 2^{-ia} [\Gamma(-ia)]^2 \left( \frac{me^2}{\hbar(t_2 - t_1)} \right)^{ia} \Gamma(ia + 1/2) \right\}
\]

\[
-\frac{e^{-\pi a/2} 2^{ia} [\Gamma(ia)]^2}{\pi^2} \left( \frac{me^2}{\hbar(t_2 - t_1)} \right)^{-ia} \Gamma(-ia + 1/2)
\]

\[
-\frac{e^{-\pi a} \sqrt{\pi}}{2\pi a \sinh \pi a} (-i\lambda)^{-3/2} \left[ e^{\pi a} \left( \frac{t_2 - t}{t - t_1} \right)^{ia} + e^{-\pi a} \left( \frac{t_2 - t}{t - t_1} \right)^{-ia} \right]
\]

(74)

A.3 Evaluation of $|X|^2$ in the Eq. (46)

We have the effective path,

\[
X(t) = -i\lambda e^{\pi a/2} \frac{I}{D}
\]

(76)

where $I$ is given by Eq. (75) above and

\[
D = \left[ \frac{i^2 - ia}{\pi} \left( \frac{me^2}{\hbar(t_2 - t_1)} \right)^{ia} + \frac{i^{2ia}[\Gamma(ia)]^2}{\pi} \left( \frac{me^2}{\hbar(t_2 - t_1)} \right)^{-ia} e^{-\pi a} \right].
\]

(77)

In general, $|X|^2$ arising from the above expression will be quite complicated. But, working in the limit of $t_2 \to \infty$ with $t_1 = 0$ and $\epsilon \to 0^+$, we will be able to extract a meaningful result. To see this, first note that $I_1$, $I_2$ and $D$ can be written as

\[
I_1 = -\frac{e^{\pi a/2}(1 + e^{-2\pi a})}{2\pi a(-i\lambda)^{1/2} \sinh \pi a} \sqrt{\frac{\pi}{\cosh \pi a}} \sqrt{a^2 + \frac{1}{4}} \exp \left[ i(2\theta + \psi + \phi) + ia \ln \frac{me^2}{2\hbar(t_2 - t_1)} \right]
\]

\[
I_2 = -\frac{e^{-\pi a/2}(1 + e^{-2\pi a})}{2\pi a(-i\lambda)^{1/2} \sinh \pi a} \sqrt{\frac{\pi}{\cosh \pi a}} \sqrt{a^2 + \frac{1}{4}} \exp \left[ -i(2\theta + \psi + \phi) - ia \ln \frac{me^2}{2\hbar(t_2 - t_1)} \right]
\]

\[
D = \frac{i}{\pi} \sqrt{\frac{\pi}{a \sinh \pi a}} \left\{ \exp \left[ i\theta + ia \ln \frac{me^2}{2\hbar(t_2 - t_1)} \right] + e^{-\pi a} \exp \left[ -i\theta - ia \ln \frac{me^2}{2\hbar(t_2 - t_1)} \right] \right\}
\]

(78)

where,

\[
\theta = \arg[\Gamma(-ia)], \quad \phi = \arg[\Gamma(ia + 1/2)] \quad \text{and} \quad \psi = \arg[ia + 1/2]
\]

(79)
Then, one sees immediately, that
\[
\frac{I_1 + I_2}{D} = \frac{ie^{\pi a/2}(1 + e^{-2\pi a})}{2a(1-\lambda)^3/2 \sinh \pi a} \sqrt{\frac{\sinh \pi a}{\cosh \pi a}} \sqrt{a^2 + \frac{1}{4}} e^{i(\theta + \phi + \psi)} \\
\frac{1}{1 + e^{-\pi a} \exp \left[-i(4\theta + 2\phi + 2\psi) - 2ia \ln \left(m^2/2h(t_2 - t_1)\right)\right]} \\
\frac{1}{1 + e^{-\pi a} \exp \left[-i2\theta - 2ia \ln \left(m^2/2h(t_2 - t_1)\right)\right]}
\]
(80)

Similarly,
\[
\frac{I_3}{D} = \frac{ie^{-\pi a}}{2(1-\lambda)^{-3/2} \sqrt{\alpha \sinh \pi a}} \exp \left[i\theta + ia \ln \left(\frac{m^2}{\sqrt{2h(t_2 - t_1)}}\right)\right] + e^{-\pi a} \exp \left[-i\theta - ia \ln \left(\frac{m^2}{\sqrt{2h(t_2 - t_1)}}\right)\right]
\]
(81)

Imposing the late time condition \(t_2 \rightarrow \infty\) with \(t_1 = 0\) and \(\epsilon \rightarrow 0\), and ignoring the oscillatory terms which do not contribute on the average we can simplify this expression. In this limit, we can neglect the contribution from \(I_3/D\) term altogether while pre-factor in the \((I_1 + I_2)/D\) term gives
\[
|X(t)|^2 = \frac{\lambda^2 e^{2\pi a}(1 + e^{-2\pi a})^2 \sinh \pi a}{4a^2 \lambda^3 \sinh^2 \pi a} \cosh \pi a \left(a^2 + \frac{1}{4}\right)
\]
\[
= \frac{4\hbar t}{ma} \left[N + \frac{1}{2}\right] (a^2 + 1/4)
\]
(82)

or
\[
\frac{d|X(t)|^2}{dt} = \frac{4\hbar}{ma} \left[N + \frac{1}{2}\right] (a^2 + 1/4)
\]
(83)

where
\[
N = \frac{1}{e^{2\pi a} - 1}
\]
(84)

It is worth mentioning here that if we include the leading transient terms, then the above expression gets modified by an extra term:
\[
\frac{d|X(t)|^2}{dt} = \frac{4\hbar}{ma} \left[N + \frac{1}{2} + \sqrt{N(N + 1)} \cos \xi\right] (a^2 + 1/4)
\]
(85)

where
\[
\xi = 2a \left(\frac{m^2}{2\hbar(t_2 - t_1)}\right) + 4\theta + 2\phi + 2\psi
\]
(86)

The factor \(\sqrt{N(N + 1)}\) has the physical meaning of the root-mean-square fluctuation of the photons in Planck spectrum (see e.g. [16]). Given the large phase in the cosine term (when \(\xi \gg 1\)), one may say that the relevant term varies rapidly between \(-\sqrt{N(N + 1)}\) and \(\sqrt{N(N + 1)}\), matching the magnitude of thermal fluctuations of photons in a bath. What is probably remarkable is that a similar result was obtained years back [16] in a completely different context. In [16], the authors showed that the Fourier transform of a classical plane wave with respect to the Rindler time coordinates leads to a very similar expression with exactly the three terms. It is not obvious why the effective path method should lead to such a result and this similarity is worth investigating. We hope to do this in a future publication.

**B Effective path for a class of inverse square potentials**

In general, evaluation of the effective path requires the knowledge of the path integral kernel and tractability of the integral which appears in Eq. [5]. In many cases of interest, algebraic difficulties prevent the
analysis of the effective path in an explicit form. Given the fact that it could be a useful tool in probing particle production, we present in this appendix some specific cases in which such a calculation can be performed. We also provide the calculational details for $X(t)$ including the case considered in [7] since we could not find these details in the literature.

The simplest context in which the relevant equations are tractable occurs for a special class of inverse square potentials having the form $V(x) = l(l + 1)\hbar^2(2m)^{-1}x^{-2}$ where $l$ is an integer. Note that this potential has $\alpha > 0$ unlike the case in the previous section and we would like to probe the nature of effective path across the singularity in order to display the tunneling feature via a complex path. For such a case, $\gamma = (l + 1/2)$, and we can use the property of Hankel functions of half-integral orders [13],

$$H_{n+\frac{1}{2}}(z) = i^n H_{\frac{n}{2}}(z) \sum_{k=0}^{n} \frac{(n+k)!}{k!(n-k)!} \frac{1}{(2iz)^k}, \quad (87)$$

write the generic kernel as

$$K_\gamma(x_2, t_2|x_1, t_1) = K_{\frac{1}{2}}(x_2, t_2|x_1, t_1) \sum_{k=0}^{\gamma-1/2} \frac{(\gamma + k - 1/2)!}{(\gamma - k - 1/2)! k!} \left( \frac{\hbar(t_2 - t_1)}{2imx_1x_2} \right)^k \quad (88)$$

where $K_{1/2}$ is the free particle kernel. The result is a finite series for any particular choice (half-integral) of $\gamma$ and can, in principle, be used to evaluate the effective path for any given value of $\gamma$.

As an example of the use of this result we will consider the nature of the effective path near the origin along the lines studied in [7] for a more general case. For this purpose, we will see that it suffices to look at two starting simple non-zero values, $l = 1$ and 2. For the first case, $\alpha = h^2 m^{-1}$ and $\gamma = 3/2$, so that we have result which is obtained earlier in [7], viz.

$$K_{3/2}(x_2, t_2|x_1, t_1) = \left\{ 1 - \frac{i\hbar(t_2 - t_1)}{mx_1x_2} \right\} K_{1/2}(x_2, t_2|x_1, t_1). \quad (89)$$

The effective trajectory for this case is

$$X_{3/2}(t) = \frac{1}{K_{3/2}(x_1, t)} \int dx K_{3/2}(x, t) x K_{3/2}(x, t)|1\rangle$$

$$= \frac{1}{K_{3/2}(x_1, t)} \int dx K_{1/2}(x, t) x K_{1/2}(x, t)|1\rangle \left\{ 1 - \frac{i\hbar(t_2 - t_1)}{mx_1x_2} \bar{x} - \frac{\hbar^2}{m^2} \frac{(t_2 - t)(t_2 - t_1)}{x_1x_2} \right\}$$

$$= \bar{x} + \frac{i\hbar^2}{(2\pi\hbar)^{1/2}m} \frac{\sqrt{(t_2 - t)(t - t_1)}}{x_1x_2} \frac{\bar{x} - \hbar(t_2 - t_1)}{\sqrt{(1/2)i\pi\lambda} \exp(i\lambda\bar{x}^2)} \Phi(\bar{x}(i\lambda)^{1/2}) \quad (90)$$

where

$$\bar{x} = \frac{x_2(t_2 - t_1) + x_1(t_2 - t)}{(t_2 - t_1)}$$

and $\Phi(x)$ is the probability integral. To study the small $\hbar$ behavior, that is, $\epsilon = \hbar(t_2 - t_1)/(mx_1x_2) \ll 1$, we use the properties of $\Phi(x)$ [13], and get

$$X_{3/2}(t) = \bar{x}(t) - \frac{\hbar^2}{m^2x_1x_2} \frac{(t_2 - t)(t_1 - t)}{\sqrt{(1/2)i\pi\lambda} \exp(i\lambda\bar{x}^2)} + \cdots \quad (91)$$

To the same order in $\epsilon$ the classical trajectory is given by

$$x_{cl}(t) = \bar{x} - \frac{\hbar^2}{m^2x_1x_2} \frac{(t_2 - t)(t_1 - t)}{\sqrt{(1/2)i\pi\lambda} \exp(i\lambda\bar{x}^2)} + O(\epsilon^3). \quad (92)$$
In the limit $\hbar \to 0$, effective trajectory becomes,
\[
X_{3/2}(t) = \bar{x} - \frac{\hbar^2(t_2 - t)(t - t_1)}{m^2x_1x_2}[\bar{x}^{-1} - i\pi\delta(\bar{x})].
\] (93)

Using
\[
\lim_{\eta \to 0} (\bar{x} + i\eta)^{-1} = \bar{x}^{-1} - i\pi\delta(\bar{x})
\] (94)
we can rewrite this as
\[
X_{3/2}(t) = \bar{x} - \frac{\hbar^2(t_2 - t)(t - t_1)}{m^2x_1x_2(\bar{x} + i\eta)}
\] (95)

We shall now evaluate the effective path for $l = 2$ (for which $\gamma = 5/2$) to the same order. In this case the kernel is a series with three terms,
\[
K_{5/2}(x_2, t_2|x_1, t_1) = \left\{ 1 - \frac{i\hbar(t_2 - t_1)}{m x_1 x_2} - \frac{3\hbar^2(t_2 - t_1)^2}{m^2 x_1^2 x_2^2} \right\} K_{1/2}(x_2, t_2|x_1, t_1).
\] (96)

The calculation for effective path proceeds in the same way although the algebra becomes tedious. Working out the effective path to the same order in $\epsilon$ again shows similar pattern as Eq. (93):
\[
X_{5/2}(t) = \bar{x} + \frac{9\hbar^2(t_2 - t_1)^2}{m^2 x_1^2 x_2^2} \bar{x} - \frac{5\hbar^2(t_2 - t)(t - t_1)}{m^2 x_1 x_2(\bar{x} + i\eta)}
\] (97)

Note that classically the particle cannot cross the origin and in fact the classical trajectory in Eq. (92) has a singularity at $\bar{x} = 0$. However, the complex effective trajectories in Eqs. (95-97) are non-singular at $\bar{x} = 0$ since it can move over to the imaginary axis. The trend persists for higher values of $\gamma$ as well, displaying the excursion into the complex plane near the origin. This can be shown quickly in symbolic terms. For any $\gamma > 5/2$, we will have,
\[
K_{5}(2|1) = K_{1/2}(2|1) \left\{ 1 + \frac{C_1}{x_1 x_2} + \frac{C_2}{(x_1 x_2)^2} + \cdots + \frac{C_{\gamma-1/2}}{(x_1 x_2)^{\gamma-1/2}} \right\}
\] (98)

Now, the effective path is
\[
X_{\gamma}(t) = \frac{1}{K_{\gamma}(2|1)} \left[ \int dx x K_{1/2}(2|x, t) K_{1/2}(x, t|1) \left( 1 + \frac{A_1}{x x_2} + \frac{A_2}{(x x_2)^2} + \cdots + \frac{A_{\gamma-1/2}}{(x x_2)^{\gamma-1/2}} \right) \right. \\
\left. \left( 1 + \frac{B_1}{x_1 x} + \frac{B_2}{(x_1 x)^2} + \cdots + \frac{B_{\gamma-1/2}}{(x_1 x)^{\gamma-1/2}} \right) \right]
\] (99)

For the first few terms we have,
\[
X_{\gamma}(t) = \frac{1}{K_{1/2}(2|1)} \left\{ 1 - \frac{C_1}{x_1 x_2} - \frac{C_2}{(x_1 x_2)^2} - \cdots \right\} \left[ \bar{x} K_{1/2}(2|1) + (A_1/x_2 + B_1/x_1) K_{1/2}(2|1) + \\
f(A_1, A_2, B_1, B_2, x_1, x_2) \int \frac{dx}{x} K_{1/2}(2|x, t) K_{1/2}(x, t|1) + \cdots \right]
\] (100)

Then, we can easily see that in our limit of $\epsilon \ll 1$,
\[
X_{\gamma}(t) = \text{Re}X_{\gamma} + i\text{Im}X_{\gamma}
\] (101)

where the imaginary part essentially comes from the integral in the Eq. (100) which is the probability integral. Thus the result obtained for $\gamma = 3/2$ in [7] turns out to be true for a much wider class of potentials.
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