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Abstract

We propose DEFR, a DEtection-FRee method to recognize Human-Object Interactions (HOI) at image level without using object location or human pose. This is challenging as the detector is an integral part of existing methods. In this paper, we propose two findings to boost the performance of the detection-free approach, which significantly outperforms the detection-assisted state of the arts. Firstly, we find it crucial to effectively leverage the semantic correlations among HOI classes. Remarkable gain can be achieved by using language embeddings of HOI labels to initialize the linear classifier, which encodes the structure of HOIs to guide training. Further, we propose Log-Sum-Exp Sign (LSE-Sign) loss to facilitate multi-label learning on a long-tailed dataset by balancing gradients over all classes in a softmax format. Our detection-free approach achieves 65.6 mAP in HOI classification on HICO, outperforming the detection-assisted state of the art by 18.5 mAP, and 52.7 mAP in one-shot classes, surpassing the SOTA by 27.3 mAP. Different from previous work, our classification model (DEFR) can be directly used in HOI detection without any additional training, by connecting to an off-the-shelf object detector whose bounding box output is converted to binary masks for DEFR. Surprisingly, such a simple connection of two decoupled models achieves SOTA performance (32.35 mAP).

Figure 1. Detection-Assisted v.s Detection-Free HOI classifiers. Although the detection-free baseline (using ImageNet pre-trained ViT-B/32 [8] as backbone) degrades severely from the detection-assisted HAKE [28], DEFR, our method, achieves significant improvement by leveraging language embedding as classifier initialization and the proposed LSE-Sign loss. DEFR/16 (ViT-B/16 backbone) achieves 65.6 mAP on the HICO dataset.

1. Introduction

Human-Object Interaction (HOI) recognition has drawn significant interest for its important role in scene understanding. HOI recognition aims to retrieve multiple <verb, object> pairs in the entire image. Previous studies on image-level HOI classification [5, 9, 12, 14, 29, 36, 45] mostly rely on object detectors to detect humans and objects in the first stage, and then infer interactions between human-object pairs. The pipelines are becoming more complicated as human pose and body part states [29, 35] are added as additional features. In contrast, this paper shifts focus to a detection-free solution without affecting the performance.

By eliminating the use of object and human keypoint detections, our detection-free approach has a significantly simplified pipeline. However, the goal is nontrivial as the positions of the HOI-related human and object are unknown. A naive baseline with a vision transformer backbone pretrained on ImageNet-1K experiences a considerable performance degradation compared to the state of the art [28] (37.8 mAP vs. 47.1 mAP in Figure 1).

In this paper, we show that the performance of a detection-free approach can be significantly boosted by using language embedding as classifier initialization and the proposed log-sum-exp sign loss function. The former not only encodes the structure of HOI classes to guide training, but also provides
proper weight initialization for few-shot classes in the linear classifier. The latter successfully handles multiple HOI labels per image in a long-tailed dataset. Our method, named Detection-Free (DEFR) HOI recognition, is based upon these two pillars.

We find using language embeddings as classifier initialization is crucial for HOI recognition. This is because HOI classes are semantically highly correlated, since HOIs are combined phrases of verbs and objects. This distinguishes HOI from traditional image classification tasks like ImageNet. Language models like BERT can encode the semantic structure of HOI classes effectively (Fig. 2). To leverage language, we use language embeddings of HOI labels as weight initialization in the classification head, which not only guides the training but also provides proper weight initialization for few-shot classes. We successfully boost the performance from 37.8 mAP to 50.6 mAP with ViT-B/32 backbone pre-trained on ImageNet-1K, and the gain is maximized when the language model is jointly trained with the image encoder. This technique, later referred to as Language Embedding Initialization, is generally effective for different backbones and pre-trainings.

In terms of the loss function, we propose Log-Sum-Exp Sign (LSE-Sign) loss to handle multiple labels per image. Compared to binary entropy loss which considers each class independently, LSE-Sign loss enables interaction between classes by balancing the gradients over all classes in a softmax format. This encourages more attention towards the class with maximum loss, and benefits the learning on a long-tailed dataset.

Based upon these two new findings, our detection-free HOI classification model outperforms previous detection-assisted approaches [9,28,29] by a clear margin. Our best model achieves 65.6 mAP on the HICO [5] dataset, surpassing the state of the art (SOTA) [28] that uses both object and human keypoint detections, by 18.5 mAP. On few-shot subsets, our model achieves 52.7 mAP for 1-shot and 56.9 mAP for 5-shot, respectively 27.3 and 24.4 mAP gains over the existing SOTA. Furthermore, we tackle HOI detection by connecting our classification model with an off-the-shelf object detector to recognize the regional HOI. Surprisingly, the model without additional training achieves SOTA performance (32.35 mAP) on the HICO-Det dataset, outperforming the SOTA [49] that is trained on HICO-Det.

2. Related work

HOI Classification: For HOI classification, a key challenge is the co-occurrence of multiple humans and objects when the positions of HOIs in an image are not labeled. Existing work [9,14,29,36] depend on object or human keypoint detectors and use Multiple Instance Learning (MIL) to train on non-localized HOIs [37]. Girdhar et al. [12] utilizes attention maps guided by human pose and removes MIL. PastaNet [9] achieve state-of-the-art performance by conducting body part-level action classification to parse the HOI.

HOI Detection: Instance level HOI detection on HICO-Det [4] is attracting growing interest. Existing work can be categorized into three streams. Two-stage methods [10,11,13,22,29,33,50] require object detection prior to HOI classification to extract regional features. Graph neural networks are often used [50] to classify the verbs between human-object pairs. For training, two-stage methods usually initialize their backbone from a pre-trained object detector. One-stage methods [20,30,51] execute object detection and HOI detection in parallel and match them afterwards. Recent studies [6,21,42,49,52] achieve end-to-end HOI detection based on DETR [3] and benefit from the wider perception field of transformers [42]. Language is used as priors or features. [22] considers verb-object co-occurrence priors and [10,28] use text embeddings of detected objects or part-level body actions as features.

Scene Graph Generation: As in connection with HOI, scene graphs [25] are also pairwise relationships. A scene graph is a graph representation in which the nodes are objects and edges are relationships. The IMP [45] method detects objects first and then region features are iteratively fine-tuned in a graphical network. To reduce the compute, [26] constructs sparsely connected sub-graphs, and [46] applies a Relationship Proposal Network. [38] reveals the strong statistical bias in the Visual Genome [25] dataset, and [43] suggests unbiased post-processing to neutralize the model from biased training. [7] and [47] use frequency priors from the dataset and text as external knowledge to improve performance.

3. Detection-free HOI recognition

In this section, we introduce our detection-free solution (DEFR) for Human-Object Interaction (HOI) recognition.
The goal of DEFR is to eliminate the dependency of object and human keypoint detection without performance degradation. Surprisingly, we find that performance can be boosted by using language embedding of HOI classes as classifier initialization and the proposed log-sum-exp sign (LSE-Sign) loss function.

### 3.1. Detection-free HOI recognition pipeline

Our DEFR method has a simple pipeline (shown in Figure 3), including a vision transformer [8] as the backbone and a linear layer as the classifier. The classifier is initialized with language embeddings, instead of the conventional random initialization methods [15, 16]. Compared to detection-assisted methods [9, 10, 28, 29], our approach simplifies the pipeline significantly and enables learning in an end-to-end manner.

With the simple pipeline, the problem becomes challenging due to the elimination of detection input, which provides accurate spatial information about humans and objects. To validate this, we fine-tune a vision transformer (ViT-B/32) backbone pre-trained on ImageNet-1K on the HICO [5] dataset. A severe degradation (to 37.8 mAP) is observed when compared with the detection-assisted approaches (47.1 mAP in HAKE [28]).

### 3.2. Language Embedding Initialization

HOI classes have strong semantic correlations as they are combinatorial phrases of verbs and objects. Such correlation differentiates HOI recognition from traditional classification tasks like ImageNet classification, and is vital to the performance of HOI recognition. Language models can effectively encode the structure of HOI classes, which can not be effectively learned by the image backbone alone (see Fig. 2).

Based on this observation, we use language embedding to initialize the linear classifier layer to guide training and successfully boost the model performance. We refer to this technique as Language Embedding initialization.

Specifically, we convert the HOI classes (e.g., “<ride, bicycle>”) to prompts (e.g., “a person riding a bicycle”) and generate language embeddings with a text encoder. The embeddings are normalized and used as the initial weight in the final linear layer which produces class logits. During training, the output logit for the $i^{th}$ class is the dot product of the image feature and $w_i$, a row vector in the classifier’s weight $w$, if bias is not used (see Fig. 3). Since dot product is the unnormalized cosine similarity, $w_i$ is often considered as the proxy for a given class [41, 44]. Using language embeddings of HOI classes to initialize $w$ (proxies) in the classifier not only encodes the structure of HOI classes to guide training, but also provides proper weight initialization for few-shot classes.

In our scenario, language embedding initialization using BERT fires a performance boost of 12.8 mAP for an ImageNet-1K pre-trained ViT-B/32 backbone. More importantly, the applicability generalizes to backbone architectures (ViT and ResNet [17]) pre-trained in different ways. The gain is maximized when the language model is jointly trained with the image encoder (e.g., CLIP). Figure 4 visualizes the linear classifier’s weight vectors per class before (left-column) and after fine-tuning with both CLIP (middle-column) and ImageNet-1K (right-column) pre-trained backbones. The weight vectors initialized with language embeddings maintains clustered after fine-tuning. However, this structure is difficult to learn when fine-tuned with random initialization, together with lower performance (shown in Figure 4 bottom row).
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Figure 4. TSNE visualization of classifier weights. **Left Column**: the CLIP-encoded text embeddings of 600 HOI class labels. Each point represents the embedding of an HOI class. Text embeddings encode the structure of HOI classes: as is shown in the zoomed view, points that represent similar semantic meanings locate closely. **Middle Column**: the weight vectors of 600 HOI classes (i.e. row vectors in linear classifier’s weight matrix) after fine-tuning, when CLIP pre-trained ViT-B/32 backbone is used. The top and bottom use language embedding initialization and random initialization, respectively. **Right Column**: the weight vectors of 600 HOI classes after fine-tuning, when ImageNet-1K pre-trained ViT-B/32 backbone is used. The top and bottom use text embedding and random initialization for the linear classifier, respectively. Text embeddings are clearly clustered before fine-tuning, and the overall structure changes slightly after fine-tuning. However, this clustered structure is not clearly learned when fine-tuned with random initialization, reflected in lower model performance (see mAP results in the plots).

### 3.3. Log-Sum-Exp Sign (LSE-Sign) loss

We propose a log-sum-exp sign (LSE-Sign) loss function to facilitate multi-class learning, as an image usually contains multiple interactions (e.g. cut carrot, hold carrot, peel carrot). Let \( x \) denote a feature vector from the backbone and \( y = \{y_1, y_2, \ldots, y_C\} \) denote multiple class labels, where \( C \) is the number of HOI classes, and \( y_i \in \{1, -1\} \), indicating positive and negative classes, respectively. We first normalize the logit output per class and re-scale it as follows:

\[
s_i = \gamma \frac{x^T w_i}{\|x\|\|w_i\|},
\]

where \( w_i \) is the \( i^{th} \) row in the weight matrix of the linear classifier, corresponding to the \( i^{th} \) HOI class, and \( \gamma \) is a scalar hyper-parameter, controlling the output range. It is equivalent to scaling cosine similarity such that the output value is between \( \pm \gamma \). The losses of both positive and negative classes can be unified into \( e^{-y_i s_i} \), where the label \( y_i \) controls the sign. The overall loss is defined as the log-sum-exp function of \(-y_i s_i\) as follows:

\[
L = \log \left(1 + \sum_{i=1}^{C} e^{-y_i s_i}\right)
\]

where the constant term 1 in the log function sets the zero lower bound for the loss. Log-sum-exp is a smooth approximation of the maximum function, and its gradient is the softmax function as follows:
\[
\frac{\partial L}{\partial s_i} = \frac{-y_i e^{-y_i s_i}}{1 + \sum_{j=1}^{C} e^{-y_j s_j}} = \frac{-1_{i \in \text{pos}} e^{-s_i} + 1_{i \in \text{neg}} e^{s_i}}{1 + \sum_{i \in \text{pos}} e^{-s_i} + \sum_{i \in \text{neg}} e^{s_i}},
\]

where \(1_{i \in \text{pos}}\) is a Dirac delta function that returns 1 if the \(i^{th}\) class is positive and 0 otherwise. Compared to the binary cross entropy loss and focal loss that consider each class separately, LSE-Sign loss considers the dependency across classes as the magnitude of the gradients are normalized over all classes and distributed by a softmax function. This facilitates multi-label learning on an long-tailed dataset as it encourages learning of classes with larger loss values and suppresses the learning of classes with smaller loss values.

4. Experiments

We evaluate the proposed DEFR on both HOI classification and HOI detection.

4.1. HOI Classification

**Dataset:** For image-level HOI classification, we conduct experiments on two commonly used datasets: HICO and MPII. The HICO dataset [5] contains 600 HOI categories which have 117 unique verbs and 80 COCO [32] object classes. Each image may contain multiple HOI classes and multiple human-object pairs. The training set has 38,116 images and test set has 9,658 images. Following existing methods, we randomly reserve 10% images from the training set for validation and report performance on the test set. The MPII dataset [1] contains 15,205 training images and 5,708 test images. Unlike HICO, each image is labeled with only one of 393 interaction classes. We follow [9, 36] to report performance on the validation set that contains 6,987 images.

**Pre-training:** The backbone is ViT-B/32, and we investigate three different strategies to pre-train the backbone at resolution 224.

1. Image classification task on ImageNet-1K or ImageNet-21K referred to as CLS1K and CLS21K, respectively.

2. Masked language modeling task motivated by [23], where the network input includes both an image and the associated text. Both modalities are fully attended to each other in each transformer block. The pre-training datasets are Google Conceptual Captions [40], SBU [38], COCO [32] and Visual Genome [25]. This is referred to as MLM.

3. Image-text contrastive learning task based on CLIP [39]. The image encoder is jointly trained with a text encoder and the two modalities are contrasted on the encoder output representations. Only the image encoder is used as the backbone. Here, we directly use the released CLIP model\(^1\), and reuse the term CLIP to refer to the image encoder as pre-training.

**Fine-tuning:** All models have a ViT-B/32 backbone fine-tuned at resolution 672 with the AdamW [24] optimizer without weight decay. We use a batch size of 128 on 8 V100 GPUs. We set the base learning rate as 1.5e-5 for CLIP pre-trained backbones and 1e-4 otherwise, and use cosine scheduling with warm restarts [34] every 5 epochs. The best model is fine-tuned for 10 epochs. Data augmentation of random color jittering, horizontal flipping, and resized cropping is used. To reduce class imbalance, we adopt over-sampling so that each class has at least 40 samples per epoch.

4.2. Experiment results on HOI classification

**HICO dataset:** Table 1 compares our detection-free method (DEFR) with the prior works that need assistance from object detection or human keypoint detection. Our method achieves significantly better accuracy without detection assist. Specifically, DEFR achieves 65.6 mAP on the HICO, gaining over the state-of-the-art HAKE [28] by 18.5 mAP.

**Few-shot analysis:** Our model outperforms existing methods considerably in few-shot subsets on HICO, by leveraging language embedding initialization and LSE-Sign loss. As shown in Tab. 2, DEFR achieves 52.7 mAP in one-shot classes, gaining over the detection-assisted SOTA [28] by 27.3 mAP.

**MPII dataset:** we evaluate HOI classification on the MPII dataset in addition to HICO. As shown in Tab. 3, our model achieves SOTA performance of 55.3 mAP. Importantly, DEFR with ResNet101 backbone still outperforms [9] which is detection-assisted by a large margin. This proves that our

| Method | Dependencies | mAP  |
|--------|--------------|------|
|        | Bbox | Pose | PaSta |
| R*CNN [14] | ✓  | ✓  | ✓  | 28.5 |
| Girdhar et al. [12] | ✓  | ✓  | ✓  | 34.6 |
| Mallya et al. [36] | ✓  | ✓  | ✓  | 36.1 |
| Pairwise-Part [9] | ✓  | ✓  | ✓  | 39.9 |
| PastaNet [29] | ✓  | ✓  | ✓  | 46.3 |
| HAKE [28] | ✓  | ✓  | ✓  | 47.1 |

| Method | Dependencies | mAP  |
|--------|--------------|------|
|        | Bbox | Pose | PaSta |
| DEFR/32 | ✓  | ✓  | ✓  | 60.5 |
| DEFR/16 | ✓  | ✓  | ✓  | 65.6 |

\(^1https://github.com/openai/CLIP\)
Table 2. **Few-shot performance** evaluated on HICO. Few@i means classes that the number of training images is i. The number of HOI classes for Few@1, 5, 10 are 49, 125 and 162, respectively.

| Method          | mAP  | Few@1 | Few@5 | Few@10 |
|-----------------|------|-------|-------|--------|
| Pairwise-Part [9] | 39.9 | 13.0  | 19.8  | 22.3   |
| PastaNet [29]   | 46.3 | 24.7  | 31.8  | 33.1   |
| HAKE [28]       | 47.1 | 25.4  | 32.5  | 33.7   |
| **DEFR/16**     | 65.6 | 52.7  | 56.9  | 57.2   |

Table 3. **Comparison on the MPII dataset**. We additionally apply the proposed approach on ResNet101 backbone for fair comparison. We follow [9, 14, 36] to report performance on the validation set that contains 6,987 images. Different from HICO, the MPII dataset has only one interaction label per image.

| Method | Backbone | mAP  |
|--------|----------|------|
| R*-CNN [14] | VGG16   | 21.7 |
| Girdhar et al. [12] | ResNet101 | 30.6 |
| Pairwise-Part [9] | ResNet101 | 32.0 |
| **DEFR** | ResNet101 | 43.6 |
| **DEFR** | ViT-B/16  | **55.3** |

Table 4. **The path from baseline to DEFR** evaluated on HICO. The baseline uses ImageNet-1K pre-trained ViT-B/32 as backbone, random initialization for the classifier, and binary cross entropy loss. Language embeddings are generated by BERT and CLIP’s text encoder as classifier’s weight initialization.

| Pre-training | LSE-Sign Loss | Embedding Initialization | mAP  |
|--------------|---------------|--------------------------|------|
| Baseline     |               |                          | 37.8 |
| CLS1K        | ✓             | ✓                        | 44.1 |
| CLS1K        | ✓             | ✓                        | 53.5 |
| CLS1K        | ✓             | ✓                        | 54.7 |
| DEFR/32      | ✓             | ✓                        | **60.5** |
| DEFR/16      | ✓             | ✓                        | **65.6** |

Table 5. **Ablations on backbone pre-training and classifier initialization**. Numbers are mAP on the HICO dataset. **Random:** the default random initialization; **Embedding:** language embedding initialization using BERT or CLIP’s text encoder. The backbone is ViT-B/32 and fine-tuned with LSE-Sign loss.

| Pre-training | Classifier Initialization | Baseline mAP | BERT Embedding mAP | CLIP Embedding mAP |
|--------------|--------------------------|---------------|-------------------|-------------------|
| Random       |                          |               |                   |                   |
| BERT         |                          |               |                   |                   |
| CLS1K        |                          | 44.1          | 53.5 (+9.4)       | 54.7 (+10.6)      |
| CLS21K       |                          | 44.2          | 53.9 (+9.7)       | 55.1 (+10.9)      |
| MLM          |                          | 43.6          | 47.0 (+3.4)       | 47.1 (+3.5)       |
| CLIP         |                          | 36.8          | 51.0 (+14.2)      | **60.5 (+23.7)**  |

Table 6. **Binary Cross Entropy (BCE) Loss vs. LSE-Sign Loss** evaluated on HICO for four differently pre-trained models. The classifier is initialized with CLIP text embeddings.

| Pre-training | Loss Function | Baseline mAP | BERT Embedding mAP | CLIP Embedding mAP |
|--------------|---------------|---------------|-------------------|-------------------|
| BCE          |               |               |                   |                   |
| CLS1K        |               | 50.6          | 53.5 (+2.9)       |                   |
| CLS21K       |               | 51.0          | 53.9 (+2.9)       |                   |
| MLM          |               | 45.8          | 47.0 (+1.2)       |                   |
| CLIP         |               | 44.4          | 51.0 (+6.6)       |                   |

proposed approach is effective on ResNet architectures as well.

### 4.3. Ablations

Several ablations were performed that focus on key components of DEFR: (a) the image backbone, (b) language embedding initialization and (c) the loss function.

**From baseline to our solution:** Table 4 shows the path from baseline to our DEFR. The baseline uses ImageNet pre-trained ViT-B/32 as backbone, random initialization for the classifier, and binary cross entropy loss. It achieves 37.8 mAP, much lower than the detection-assisted approaches (see Fig. 1). The LSE-Sign loss gains 6.3 mAP, and language embedding initialization adds another 9.4 mAP with BERT as the language model. Performance is further improved when the language model is jointly trained with the image backbone (to 60.5 mAP). It is worth mentioning that using the CLIP image backbone along scores 34.2 mAP after fine-tuned on this task, much lower than our final solution. This demonstrates that our proposed approaches are effective and complementary mechanisms for HOI recognition.

**Pre-training:** We evaluate three different pre-training tasks for the backbone: (a) image classification (CLS1K/CLS21K), (b) masked language modeling (MLM), and (c) image-text contrastive learning (CLIP). Tab. 5 (the first column) shows the results for these pre-training tasks using random initialization in the linear classifier.

**Classifier initialization:** Table 5 compares the conventional random initialization and language embedding initialization. Clearly, the language embedding initialization with both language models provides a consistent improvement over all pre-training methods. It is worth noting that ImageNet pre-trained models (CLS1K/CLS21K) gain 10+ points from language embedding initialization.
Weighted cross entropy loss is intended to impose a weighted BCE loss and focal loss \cite{lin2017focal} on our model. With other alternatives: binary cross entropy (BCE) loss, and treat HOI recognition as a set of binary classification problems. Focal loss uses $\gamma = 2$ and $\alpha = 0.25$ as recommended in \cite{lin2017focal}.

Table 7. **Comparison between LSE-Sign loss and other loss functions** evaluated on HICO. We change the loss function of our best model with ViT-B/32 backbone and language embedding initialization. Weighted BCE is the binary cross entropy loss weighted by positive-negative-ratio per-class. Focal loss uses $\gamma = 2$ and $\alpha = 0.25$ as recommended in \cite{lin2017focal}.

| Loss function          | mAP  |
|------------------------|------|
| Weighted BCE           | 54.7 |
| BCE                    | 57.9 |
| Focal Loss             | 53.2 |
| **LSE-Sign Loss (ours)** | **60.5** |

Table 8. **Ablation of scalar $\gamma$ in Equation 1** evaluated on HICO dataset. The highest accuracy is achieved at $\gamma = 100$. The backbone is CLIP pre-trained ViT-B/32, the classifier is embedding initialized and LSE-Sign loss is used for fine-tuning.

| $\gamma$ | 50 | 100 | 150 | 300 | 500 |
|----------|----|-----|-----|-----|-----|
| mAP      | 60.4 | 60.5 | 59.1 | 57.2 | 53.0 |

**Loss function:** The choice of loss function is vital in fine-tuning. Previous works use binary cross entropy (BCE) loss and treat HOI recognition as a set of binary classification problems. Table 6 shows that the proposed LSE-Sign loss outperforms BCE loss on all four differently pre-trained backbones. Table 7 compares LSE-Sign loss with other alternatives: binary cross entropy (BCE) loss, weighted BCE loss and focal loss \cite{lin2017focal} on our model. Weighted cross entropy loss is intended to impose a weight on the loss of each class so that each category is balanced among the positive samples and negative samples. It is not effective if the dataset is severely long-tailed. Focal loss \cite{lin2017focal} reduces the weight of the massive negative samples, but requires manual tuning of two hyper-parameters. Our LSE-Sign loss outperforms all others by a clear margin.

**Scalar $\gamma$ in Equation 1:** LSE-Sign loss has a scalar $\gamma$ which controls the magnitude of output per class $s_i$. Table 8 shows the accuracy under different values of $\gamma$. The maximum performance is achieved when $\gamma = 100$.

**Backbone architecture:** We train DEFR with different backbone architectures on HICO as in Tab. 9. We see all backbones outperform the current SOTA \cite{chen2020crossleg} by using our proposed methods.

### 4.4. HOI Detection

We find a properly trained HOI classification model can aid HOI detection effectively. We connect our frozen classification model with an off-the-shelf object detector to recognize the regional HOI. This detector-decoupled pipeline achieves SOTA performance in HOI detection, without training DEFR on HICO-DET.

**Dataset:** We evaluate HOI detection performance on the HICO-DET dataset \cite{bilen2018detecting}. HICO-DET contains 117,871 annotated human–object pairs in the training set and 33,405 in the test set. HICO-DET and HICO share the same images and classes, but HICO-DET provides bounding box localized HOI annotations.

**Evaluation metric:** Following existing studies, we use the standard evaluation protocol \cite{yao2016fine}. Each positive prediction should have the correct HOI class together with a pair of human-object bounding boxes with IoU greater than 0.5 in reference to ground truth. Similar to the classification task, the average precision (AP) of each HOI class is separately computed and then averaged (mAP).

**HOI detection pipeline:** Leveraging the frozen DEFR classification model, we build an HOI detection pipeline without additional training, by simply connecting DEFR to an off-the-shelf object detector. The detected bounding boxes are converted to self-attention masks consumed by the last transformer layer in the ViT backbone (details in Appendix Sec. 7.1.1). Therefore, the CLS token in the last layer attends only to the region of interest specified by the pair of human and object bounding boxes. Object probabilities are multiplied to corresponding HOI classes.

By doing so, we treat HOI detection as a special case of HOI classification, as in this task, DEFR classifies only the regional HOI. This pipeline requires no training on instance-level HOI annotation thanks to the properly learned feature in the classification task (see Fig. 5). Our approach has decoupled object detection from HOI recognition, hence more robust to the change of the detector (see Appendix Sec. 7.2).

### 4.5. Comparison on HOI detection

Table 10 compares the HOI detection performance on the HOI-DET dataset. Detectors used in this table are fine-tuned on the HICO-DET dataset. We use the detector from \cite{chen2020crossleg, he2020deformable}.

Surprisingly, though DEFR is never trained under instance-level HOI supervision from HICO-DET, our
method achieves 32.35 mAP, outperforming existing SOTA that are trained on HICO-DET. Specifically, on rare sets (classes with less than 10 samples), our method outperforms current studies by a clear margin (7.7 mAP), which is consistent with our image-level classification results. Different from previous works, our method showcases the strong correlation between HOI-Classification and HOI-Detection in a very simple format that HOI-Detection is a special case of HOI-Classification with additional input of bounding boxes of human and objects. Note that these detected boxes is obtained from an object detector trained separately. This also demonstrates that our DEFR model is effective to learn a good representation for human-object interaction.

5. Discussion of Limitations

Although this paper reveals that language embedding initialization and LSE-Sign loss function play important roles for detection-free HOI recognition, we have not shown if these two components can work together with detection supervision to further push the state of the arts. In HOI detection, our performance on non-rare classes is lower than the state of the art. We will investigate these in future work.

6. Conclusion

In this paper, we decouple object and human keypoint detection from Human-Object Interaction (HOI) recognition. Our proposed detection-free method not only simplifies the pipeline, but also achieves higher accuracy than the detection-assisted counterparts. DEFR builds upon two findings. Firstly, we show that the structure of HOI classes can be effectively leveraged by using language embedding as classifier initialization. Secondly, we propose the LSE-Sign loss to facilitate multi-label learning on a long-tailed dataset. A combination of DEFR and an object detector achieves SOTA performance on HOI detection without additional fine-tuning. We hope that our work opens up a new direction for HOI recognition.
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7. Appendix

7.1. Ablations for HOI Detection Implementation

We compare two methods for using DEFR (ViT backbone) to classify the regional HOI in our HOI detection pipeline, given the bounding boxes for a human-object pair:

- **ave-pool**: use the *average feature* of the patches inside the bounding boxes for classification.
- **mask-n**: extract a *regional CLS* token for classification by applying self-attention masks in the last $n$ transformer layers. The mask prevents CLS attending to patches outside the bounding boxes.

7.1.1 Implementation Details

The self-attention mask $\Phi$ is applied in the *Attention* [36] function of a transformer layer:

$$ Attention(Q, K, V) = \text{softmax}(\Phi + \frac{QK^T}{\sqrt{d_k}})V \quad (4) $$

$\Phi$ is a binary mask converted from the bounding boxes. $\Phi_{i,j}$ equals $-\infty$ if $i$ is the CLS token and $j$ a patch outside the given bounding boxes, and 0 otherwise. $d_k$ is the dimension of $Q$, $K$ and $V$. The *Attention* function is used in each head as:

$$ \text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^V $$

$$ \text{where } \text{head}_i = Attention(QW^iQ, KW^iK, VW^iV) \quad (5) $$

where $W^V, W^Q_i, W^K_i, W^V_i$ are trainable projection matrices as in [36].

For *ave-pool*, Eq. (4) is changed to:

$$ Attention(Q, K, V) = \text{softmax}(\Phi)V \quad (6) $$

where $\Phi_{i,j}$ equals $-\infty$ if $i$ is the CLS token or a patch outside the given bounding boxes, and 0 otherwise. Then, the CLS output becomes the mean of tokens inside the area of interest and is used for classification.

Both methods do not change the dimension of the backbone output, which makes it possible to reuse the pre-trained classification head directly.

7.1.2 Results

Table 11 shows that applying self-attention mask in the final layer achieves the best performance, since it is most similar to training. Specifically, simply averaging the features inside the boxes (ave-pool) performs much worse, because the informative feature is diluted by the background inside the bounding boxes, besides, the pre-trained $Q$, $K$ matrices are not utilized in that layer. Using the self-attention effectively is essential to leverage the full potential of DEFR for HOI detection.

| Method              | Full     | Rare     | Non-rare  |
|---------------------|----------|----------|-----------|
| DEFR (ave-pool)     | 15.32    | 11.64    | 16.42     |
| DEFR (mask-6)       | 31.27    | 32.45    | 30.91     |
| DEFR (mask-5)       | 31.29    | 32.52    | 30.92     |
| DEFR (mask-4)       | 31.37    | 32.48    | 31.04     |
| DEFR (mask-3)       | 31.41    | 32.60    | 31.06     |
| DEFR (mask-2)       | 31.59    | 32.53    | 31.31     |
| DEFR (mask-1)       | 32.35    | 33.45    | 32.02     |

![Figure 6. Analysis of robustness to detector change](image)

7.2. HOI Detection Robustness Analysis

Our detector-decoupled design allows our method to work with any off-the-shelf object detector without additional training. Since DEFR is not jointly trained with the detector, our method can be more robust to the change of the detector. In this experiment, we add noise of various levels to the bounding box coordinates to simulate using different detectors, and compare the performance degradation with SCG [50]. Our model shows less performance degradation.

Specifically, Gaussian noise is added to the bounding box coordinates as:

$$ X' = X + N(0, r \cdot W) $$

$$ Y' = Y + N(0, r \cdot H) \quad (7) $$

where $X, Y$ are original bounding box coordinates, $W, H$ the widths and heights of the original bounding boxes, and $X', Y'$ the noise-disturbed box coordinates used for HOI detection. The result in Fig. 6 shows that our detector-decoupled method has more robust performance.