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Abstract: IC technology has witnessed miniaturization consistently over a period of time. Enormous number of devices are placed densely compared to their older counterparts. 3D IC packaging is one of the famous packaging technologies where in IC contains multiple dies having various modules or sub-systems interconnected through TSVs (Through Silicon Via). One of major challenges in 3D IC packaging is thermal management. This paper proposes a partitioning technique that helps to improve heat sinking in especially Flip-chip packaged 3D ICs. The main motive of the proposed partitioning technique is to place more heat producing modules in the netlist closer to heat sink, so that it helps for maximum heat removal during IC operation.
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I. INTRODUCTION

Human life has changed and made easy greatly after the invention of IC technology. This has become the base of modern communication technology, computer technology, information technology and many more. Semiconductor industry has witnessed huge miniaturization of device in order to improvise the device characteristics, reduce power consumption and to make it faster and faster. Today we are in VLSI (Very Large-Scale Integration) era and we are leading to ULSI (Ultra Large-Scale Integration).

One of the very important steps of VLSI technology is physical design of ICs. An IC with excellent logic design but poor physical design will certainly fail. Physical design deals with actual fabrication of the design on silicon wafer along with meeting all chip logic implementation and meeting all chip constraints. Parameters that are verified in every stage of physical design are timing, power density and connectivity etc.

Partitioning of modules is the very first step in physical design of any ICs. This step is the base for efficient physical design. Input for partitioning is the netlist of IC, technology libraries and constraint files. Partitioning step divides the overall logic devices into different groups such that the overall wire length is optimal while meeting all circuit constraints. Based on the constraints, the partitioning output varies for same input netlist. In earlier ICs bigger than sub-micron technologies, wire length reduction was the main constraint in physical design. But as the technology entered sub-micron dimensions, different parameters also started playing key role in proper and sustainable performance of ICs. One of such vital parameters is Temperature. More and more device scaling and packaging techniques such as 3D IC stacking led to increase in Power densities of ICs leading to creation of Thermal hotspots in ICs during their operation. This will eventually lead to IC damage and will reduce the mean time-to failure (MTTF) of the chips.

Few relevant research papers have been studied related to existing partition techniques of 3D ICs. In [1], authors have proposed a partitioning technique for 3D ICs that is based on process called layer assignment. The technique proposed uses adjacency matrix of a graph for layer assignment problem. [2] proposes a netlist partitioning technique that aims to minimize the inter-layer interconnections while maintaining area constraints. In [3], authors have proposed a novel procedure to reduce TSV count as well as total wire length of circuit simultaneously. A partitioning technique that helps to reduce rise in temperature is proposed in [4]. This algorithm is based on Compact resistive Network Thermal Model and Integer Linear Programming (ILP) approach. In [5], authors propose a successive two-way partitioning method for 3D ICs that divide the circuit in to k-layers, under power density constraints. This algorithm also tries to minimize signal TSV and area overhead while maintaining power considerations. Electro-migration aware partitioning technique for 3D ICs is proposed in [6]. In [7], authors propose Thermal aware 3D partitioning technique in which modules with high power densities are placed at the bottom in the 3D stack structure and modules with relatively low power densities are placed at the top.

This paper proposes a simple but effective partitioning technique that helps to improvise heat sinking from 3D IC designs in which heat sink is present closer to the bottom layer, for example Flip-chip packaging. The idea here is to arrange the modules in different layers in such a way that maximum heat is removed from the IC during its operation so that there is less chance of IC damage due to temperature rise or thermal hot spots.
II. PROPOSED PARTITIONING TECHNIQUE FOR 3D ICs

The proposed Partitioning technique for 3D ICs focuses on arranging the modules in such a way that maximum heat sinking is facilitated from IC. This algorithm is not based on complex mathematical functions, rather it is based on a specific logic of module movement among different layers in 3D IC. This algorithm would estimate the heat produced by each module in the netlist based on its power density. The basic understanding is that the module that has maximum power density will lead to higher power dissipation. Thus, this partitioning technique doesn’t employ complex thermal modelling and hence this easy to understand and implement. Below sub-sections explain the proposed partitioning technique in detail.

A. Inputs to the Partitioning Technique

Following are the inputs to the proposed Partitioning technique for 3D ICs:

i) Unpartitioned netlist of the design with module list
ii) Number of layers in which the given netlist needs to be partitioned
iii) Area info of each module in the netlist
iv) Power density values for each module in the netlist

B. Steps Involved in Proposed Partitioning Technique

The steps involved in proposed Partitioning technique are explained below in sequential steps:

1) Read all inputs of the algorithm as shown below:
   a) Let set ‘V’ represent the input netlist with list of modules in it
   b) Let set ‘V_area’ contain area of each module in netlist ‘V’ in the same order
   c) Let set ‘V_power’ contain power density values of each module in netlist ‘V’ in the same order
   d) Let ‘K’ represent the number of layers in which given netlist needs to be partitioned

2) Sort the modules of input netlist ‘V’ in descending order of their power density values. Let the new set be ‘V_sorted’. Thus after sorting, the first module in set ‘V_sorted’ will contain module with highest power density and the last module will be the module with least power density. Update sets ‘V_power’ and ‘V_area’ in the same order such a way that the power density and area values in these sets correspond to modules in ‘V_sorted’ in the same order.

3) Read the number of modules present in input netlist ‘V’. Call it as ‘module_count’.

4) Calculate average layer area considering all the modules present in the netlist as shown below:

\[
A_{avg} = \frac{Total\ area\ of\ all\ modules\ in\ the\ netlist}{module\ count}
\]

where \( A_{avg} \) represents the average layer area.

5) Consider an array (say) ‘A_layer’ of K number of elements for calculation. Let all the array elements hold the value ‘0’ initially. This array will hold the final partitioned netlist after the following step. Also consider following variables with initial values as mentioned below, which are needed for further calculation:

\[
\begin{align*}
temp\_l &= 0 \\
temp\_m &= 0 \\
demark\_ref[] &= NULL
\end{align*}
\]

Here, demark_ref[] array is considered to keep a record of from which module in ‘V_sorted’ each layer has been assigned with.

6) The logic of partitioning the modules among different layers is given in pseudocode below:

\[
\begin{align*}
&while \ ((temp\_l \neq K) \ OR \ (temp\_m \neq module\_count)):
&\quad if ((A\_layer[temp\_l] + V\_area[temp\_m]) \leq A_{avg}):
&\quad\quad A\_layer[temp\_l] = A\_layer[temp\_l] + V\_area[temp\_m]
&\quad\quad if (temp\_m < module\_count):
&\quad\quad\quad temp\_m = temp\_m + 1
&\quad\quad else if (temp\_l < K):
&\quad\quad\quad temp\_l = temp\_l + 1
&\quad\quad\quad demark\_ref[temp\_l + 1] = V[temp\_m]
&\quad\quad else
&\quad\quad\quad Do\ nothing
&\quad\quad end\ if
&\quad end\ if
&end\ while
\]

7) If there are modules left out after step (VI) in set ‘V_sorted’, then assign those modules to top layer.

Above mentioned partitioning technique tries to assign modules in ‘V_sorted’ set from bottom to top layer satisfying following two criteria:

a) If sum of area of the modules present in a layer in 3D IC doesn’t exceed \( A_{\text{avg}} \) after appending a module from ‘V_sorted’ set then, that module can be moved to the layer. If this condition is not satisfied, then assign this module from ‘V_sorted’ set to the next layer. Note that module assignment from ‘V_sorted’ set is carried out from its first module with highest power density in sequential order.

b) If there are modules left in ‘V_sorted’ set which don’t satisfy criterion explained above in (i) for any layer, then those modules will be assigned to top layer of 3D IC. These would be the modules with lower power density values.

By this approach, highest power density modules are assigned to bottom layer of 3D IC and lower power density modules will be assigned to top layers. In Flip-chip packaging technology, the IC is flipped to make electrical contacts with the base PCB. Thus, bottom layer comes closer to the heat sink after IC is flipped. Modules which produce highest amount of heat are assigned to bottom layer in this partitioning technique, which is placed closer to the heat sink after packaging. This facilitates removal of maximum amount of heat from the chip, avoiding the rise in chip temperature and creation of thermal hotspots. Thus, the proposed partitioning technique helps for better thermal management and hence it helps to improve the life time of the chips. A pictorial representation of Flip-chip 3D IC is shown in Figure 1.

![Figure 1. Pictorial representation of Flip-chip packaging of 3D IC [8]](image)

III. EXPERIMENTAL RESULTS AND ANALYSIS

The proposed partitioning technique is implemented using C language on a PC with 16GB RAM and with Linux OS. A set of example netlist was considered for validating the proposed partitioning technique. Table I shows a simple netlist considered for experiment with 10 modules in with their area and power density values. This technique can be applied on any netlist given that area and power density values of each module in netlist are available. As mentioned in the below table, there are 10 modules (m1 to m10) in the netlist which need to be partitioned in 3 layers. 3 number of layers are considered for testing the proposed technique. However, implemented algorithm is flexible enough to take different number of layers as input given the condition that the number doesn’t exceed the number of modules present in the input netlist. Here no specific unit of dimension is considered as the proposed technique doesn’t depend on unit of dimensions

| Module list | Area of each module | Power density of each module |
|-------------|---------------------|-----------------------------|
| m1          | 3.1 units           | 2.2 units                   |
| m2          | 4.2 units           | 5.9 units                   |
| m3          | 3.8 units           | 3.1 units                   |
| m4          | 2.15 units          | 1.0 units                   |
| m5          | 5.8 units           | 7.8 units                   |
| m6          | 4.9 units           | 6.2 units                   |
| m7          | 0.8 units           | 2.0 units                   |
| m8          | 3.9 units           | 5.4 units                   |
| m9          | 1.2 units           | 1.8 units                   |
| m10         | 2.8 units           | 3.5 units                   |
Here, No. of input modules in the list = 10. Thus, module_count = 10.
No. of 3D layers in which partition should take place = 3. Thus, K = 3.
Total area of all input modules = 32.65 units
Average area of each layer, $A_{avg} = \frac{\text{Total Area}}{\text{No. of layers}} = \frac{32.65}{3} = 10.883$ units

First, the modules are sorted in descending order of their power density values. Table II shows modules after sorting in descending order of their power densities. According to the algorithm, the modules with highest power density will be assigned to bottom most layer and the modules with lower power densities will be assigned to upper layers with constraint: area of each layer should not exceed $A_{avg}$. Top layer is an exception for this constraint which may have area more than $A_{avg}$ in some cases. Top layer with larger area will not affect the balance of the structure as top layer will come at the bottom after flipping the IC during packaging. Advantage of having area constraint is to distribute the modules among different layers in such a way that there will not be imbalanced area among different layers of the 3D IC. If few layers get considerably large area than other layers then, there is a chance of having dead spaces in 3D IC. Figure 1 shows the results obtained for input netlist mentioned in Table I.

| Module list | Area of each module | Power density of each module |
|-------------|---------------------|-----------------------------|
| m5          | 5.8 units           | 7.8 units                   |
| m6          | 4.9 units           | 6.2 units                   |
| m2          | 4.2 units           | 5.9 units                   |
| m8          | 3.9 units           | 5.4 units                   |
| m10         | 2.8 units           | 3.5 units                   |
| m3          | 3.8 units           | 3.1 units                   |
| m1          | 3.1 units           | 2.2 units                   |
| m7          | 0.8 units           | 2.0 units                   |
| m9          | 1.2 units           | 1.8 units                   |
| m4          | 2.15 units          | 1.0 units                   |

Figure 2. Screenshot showing results of proposed partitioning technique for inputs mentioned in Table I
Figure 3 shows power density distribution among three layers of the 3D IC. As we can see, after the area constraint the bottom layer has 14 units, middle layer has 14.8 units and top layer has 10.1 units of power density.

IV. CONCLUSIONS

This paper proposes a simple yet effective partitioning technique for facilitating maximum heat removal from 3D IC during its operation. This helps in reducing the overall temperature of IC and creation of thermal hotspots and hence helps to avoid damage to the IC. The proposed partitioning technique is implemented using C language on a machine with Linux OS. A sample set of modules is considered for validating the proposed partitioning technique. Results are presented and analyzed. It can be seen that bottom layers are assigned higher power density modules which produce more heat compared to top layers in 3D IC. As heat sink will be closer to the bottom layer of the IC after Flip-chip packaging, it helps to improve heat sinking from IC during its operation.
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