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Abstract
Sign Languages (SLs) are the primary means of communication for at least half a million people in Europe alone. However, the development of SL recognition and translation tools is slowed down by a series of obstacles concerning resource scarcity and standardization issues in the available data. The former challenge relates to the volume of data available for machine learning as well as the time required to collect and process new data. The latter obstacle is linked to the variety of the data, i.e., annotation formats are not unified and vary amongst different resources. The available data formats are often not suitable for machine learning, obstructing the provision of automatic tools based on neural models. In the present paper, we give an overview of these challenges by comparing various SL corpora and SL machine learning datasets. Furthermore, we propose a framework to address the lack of standardization at format level, unify the available resources and facilitate SL research for different languages. Our framework takes ELAN files as inputs and returns textual and visual data ready to train SL recognition and translation models. We present a proof of concept, training neural translation models on the data produced by the proposed framework.
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1. Introduction
More than 70 million people worldwide are deaf. In Europe alone, for approximately half a million of deaf and hard of hearing (DHWH) people, Sign Languages (SLs) are the main or preferred means of communication (Pasikowska-Schnass, 2018). SLs are natural languages which exploit the visual-gestural channel. Ethnologue lists 150 sign languages (Eberhard et al., 2021); however, this list is far from exhaustive, and many SLs remain undocumented. Even in the case of recognised and described SLs, the limited amount of data available relegates them into the category of low resource languages.

In recent years, there has been a growing interest in applying natural language processing techniques to SLs (Camgoz et al., 2018; Camgoz et al., 2020; De Coster et al., 2021; Zhou et al., 2021; Yin et al., 2021; Moryossef et al., 2021) and, in particular, in developing tools for automatic translation between SLs and spoken languages. Namely, the progress in deep learning has drawn an inspiring context to develop tools to automatically translate SLs. The two main tasks involved to automatically translate signs to spoken language words using neural networks are: (1) SL recognition, in which each signer interaction should be recognized and matched with the correct sign meaning; and (2) SL translation, which focuses on generating translations into spoken or other sign languages. Unfortunately, there are several issues that hamper the progress in these research areas.

In 2021, two large-scale European projects started working on developing communication services for sign and spoken languages, SignON (Shterionov et al., 2021; Saggion et al., 2021) and EASIER. The research efforts by these and other researchers world-wide have pushed the state-of-the-art to a new level, while at the same time they have stumbled upon various challenges. A severe obstacle to the advances of SL recognition and translation is data sparseness. As stated by Bragg et al. (2019), SL corpora are generally extremely smaller than speech recognition corpora. SL corpora usually
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contain less than 100,000 articulated signs in contrast to millions or even billions of words in a typical speech corpus. In the context of neural machine translation (NMT), typically one would require a couple of millions of parallel sentences to achieve decent quality. However, the German SL (DGS) corpus (Prillwitz et al., 2008) — one of the largest annotated SL corpora — encompasses 50 hours of publicly available data (video material and transcriptions) which correspond to around 60 thousand parallel sentences. In addition to that, annotation is mostly a manual process, which makes it very time-consuming. Consequently, the completion of the annotation task is often delayed in comparison to the other tasks within a project; even sometimes it is still in progress at the time of data release. Accordingly, the amount of data collected does not always correspond to the amount of data that is actually annotated. For instance, the Corpus VGT (Van Herreweghe et al., 2015) contains 140 hours of conversations in VGT (Flemish SL); however, only 10% of it is currently annotated. Similarly, only 25% of the videos in NGT (SL of The Netherlands) of the Corpus NGT (Crasborn et al., 2020) have annotations. For other datasets, not dubbed as sign language corpora, the situation is worse, as they often consist of television broadcasts augmented with an SL interpreter. The quality of the SL in such cases is often debatable, depending on the concrete setting in which the interpretation was made. Most often, the interpreter is a non-native signer, trying to convey the meaning of the spoken message, as good and as quickly as possible. Another limit of similarly-obtained data is that the SL is the target language, hence, the SL stream will always be somehow affected by the source spoken language from which it was interpreted. This results in translationese SL.

Using non-native and/or interpreted data to train translation systems that should be able to recognise, and generate, spontaneous authentic/native language will lead to less natural and very likely inaccurate translations (or transcriptions). Besides the aforementioned problems, things do not get easy even once SL corpora with authentic signers as informants and SL as the source language, have been identified. Projects on SL recognition and translation still face a number of challenges, such as: (1) the difficulty in acquiring data as downloadable datasets, (2) the lack of a common annotation format, and (3) the limited usability of the available data formats for machine learning.

In the present paper we discuss these challenges and propose a methodology to facilitate the interoperability across corpora and their usability in automatic SL recognition and translation. We focus on processing ELAN (Sloetjes and Wittenburg, 2008) files from various SL corpora into a unified data format which is suited for machine translation.

We will make the code and the data which do not have copyright nor GDPR limitations available.

2. Issues when Acquiring Sign Language Datasets

2.1. Access to Sign Language Corpora

Traditionally, SL corpus collection was targeted towards SL linguists and not towards the language technology community. EASIER’s deliverable 6.1 (Kopf et al., 2021) provides a very useful overview of existing datasets for SL in Europe, including a short description of how the data were collected and a table with relevant metadata such as licence, project URL, etc.

That the datasets are not geared towards the language technology community is apparent in the fact that these corpora are often accessible only through a web interface. Whereas individual files (video and corresponding annotations) can be downloaded, the corpus as a whole, e.g., in a single file or archive, is often not available. In some cases this limitation could be resolved by personally contacting the website owners and asking whether such a single file download could be foreseen. Thankfully, large parts of these corpora are unrestricted. However, accessing them in pieces hinders their usability for the machine learning community.

The ECHO (European Cultural Heritage Online) corpus is a freely available multilingual corpus including video materials and annotations in three SLs (Nonhebel et al., 2004). In order to download it one needs to use the dataset persistent identifier and download separate files one by one.

The British SL (BSL) Corpus (Schembri et al., 2011) is a collection of videos of people using BSL, together with background information about the signers and written descriptions of the signing in ELAN. In order to download the unrestricted data in the BSL corpus, we first had to contact the website owners as the provided link was outdated. Then, we could browse the archive and download 454 separate files.

The Corpus VGT (Van Herreweghe et al., 2015) is a collection of 140 hours of videos in Flemish SL. 120 deaf people contributed to the Corpus VGT as informants. Age, region and gender were taken into account when selecting the informants. The corpus was only available through its online search interface. While it probably would have been possible to scrape the website, after contacting the authors, the complete corpus
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4One of the most commonly used corpora for MT, Europarl (Koehn, 2005), contains approximately 2 million parallel sentences for the high-resource language pairs and around 500 thousands for the low-resource ones. On the extreme side, consider the work of Hassan et al. (2018) which claims achieving human parity and presents a model trained on more than 25 million parallel sentences.
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has been made available and will soon be downloadable for research purposes through the CLARIN infrastructure [8].

The Corpus Nederlandse Gebarentaal (NGT) (Crasborn et al., 2020) was available for download at the Language Archive [9] but again not as a single file. In collaboration with the corpus authors and their system administrators, the corpus will also be made available for download as a single file through the CLARIN infrastructure [10].

iSignos (Cabeza and García-Miguel, 2018) was created within the RADIS (Actantial Relations and Signed Discourse) project of the University of Vigo with the purpose of facilitating the investigation of grammatical processes used in Spanish SL (LSE) (Pérez et al., 2018). The annotated corpus contains 20 recordings of eight signers mostly telling a story or giving elicited examples [11]. The source LSE videos have glosses and a Spanish translation. The corpus can be consulted on the project website [12], but cannot be downloaded. A parallel Spanish-LSE corpus was compiled by Porta (2014) using material from a psycholinguistic study (Rodríguez Ortiz, 2005). The corpus contains Spanish texts of various topics which were translated by an interpreter into LSE. The resulting LSE videos were transcribed into glosses and then re-translated into Spanish by a CODA (Child Of Deaf Adults) interpreter; this was done in order to verify the accuracy of the LSE translations (Porta, 2014, p. 37). The data provided by Porta (2014) contain the LSE glosses and both source and translated Spanish texts. The corpus is available in the appendix of Porta’s thesis (Porta, 2014).

The Fundación CNSE (State Confederation of Deaf [7]) has produced various material in LSE, such as an online driving license manual platform [13]. The (probably interpreted) signed videos are accessible online but the source texts do not appear to be available.

A corpus of Catalan SL (LSC) was created for a thesis project at the University Pompeu Fabra in Barcelona (Sanabre, 2012). Weather forecast texts in Catalan were extracted from the website of the Meteorological Service of Catalonia and then translated into LSC by two native signers, two LSC professors from the Deaf Cultural Recreation Centre of Barcelona and the Barcelona Deaf House. The recordings have been annotated with iLex [14] (Hanke, 2002) in terms of manual articulator glosses, non-manual articulator glosses, morphemes associated with movement, place of articulation and orientation, and Catalan text (Sanabre, 2012, p. 109). Unfortunately, the corpus and its annotations are not publicly available.

The Signs of Ireland corpus (Leeson and Nolan, 2008) is one of the largest, most richly annotated SL corpora with Irish SL (ISL) in natural use by male and female adult signers across a range of ages. It contains annotated signed data of ISL, but is not (yet) available for online search nor for download. Through personal contacts with the authors we were able to get hold of this corpus and its annotations.

It is clear that the authors of the above-mentioned corpora have not prepared the corpora for ease-of-use by the machine learning community.

2.2. Machine Learning Datasets

Some SL datasets are not geared towards SL linguistics but are explicitly aimed at SL machine translation or SL recognition. A downside of these datasets is that they often consist of non-authentic SL: TV broadcasts that have been augmented with a SL interpretation, possibly with additional parallel information streams, such as OpenPose (Cao et al., 2019) coordinates providing information on body part positions in the source videos and a written representation in the form of autocues or closed caption subtitles. In these cases we cannot assume that the signers belong to the respective SL community of the SL they sign, as most often they are hearing SL interpreters.

The Content4All dataset (Camgoz et al., 2021) [15] (not present in Kopf et al., 2021) contains such TV broadcast material with signing and its associated subtitles. A login and password had to be requested and at a first attempt there were some broken links, but after contacting the webmaster, this was quickly fixed.

The BBC-Oxford British Sign Language Dataset (BOBSL) (Albanie et al., 2021) is not usable as the licence states that each researcher has to request access individually, which is rather unpractical, and that any cooperation with commercial partners is not allowed. For consortia like SignON or EASIER or other groups involving industry partners, the use of this dataset is prohibited.

The RWTH-PHOENIX-Weather 2014T dataset (Camgoz et al., 2018) contains TV broadcast material, more specifically weather broadcasts, interpreted from spoken German to DGS by hearing interpreters. It is available for download on the website of the research group that first published it [16]. It is designed for research into machine translation for SLs and is available as a single archive file, with the file format (CSV) directly usable for training translation models. It could serve as an example of openness and ease of use, as it poses no issue [17].
whatsoever in its usage in a machine learning context. The How2Sign Dataset (Duarte et al., 2021) contains 83 hours of instructional videos from How2 translated from English into American SL (ASL). The videos are recorded from multiple viewpoints and the annotations contain, besides glosses, OpenPose and 3D pose estimation. The parallel corpus is designed for research and is downloadable from the website however, currently only the video modalities and the English texts can be downloaded.

3. Different Annotation Formats and Content

3.1. Different Annotation Formats

Given the multimodal characteristics of SL data, most of the available corpora are annotated using ELAN (Sloetjes and Wittenburg, 2008), an annotation tool that supports multiple layers of annotations, called tiers, which are synchronized with the audio or video timeline. The fact that sign language corpora are stored using the ELAN format is of great aid for research. Furthermore, the fact that ELAN files are in fact in XML format — containing annotations and timestamps — makes it suitable to use any XML processing library. While using ELAN is indeed helpful in sharing data, challenges arise due to the lack of standardised annotation format.

For instance, the Signs of Ireland corpus contains tiers for describing the activity of various non-manual articulators (i.e., eyebrows, eye aperture, eye gaze, etc.). The ECHO dataset for BSL, besides non-manual articulator features, also includes direction and spatial location of the two hands (Nonhebel et al., 2004). The corpus VGT has annotations for some non-manual articulators, i.e., head movement and eye blinking; more non-manual articulators are mentioned in the guidelines (Van Herreweghe et al., 2013) pp. 9-11, however, they do not appear to be implemented in some annotation files. The BSL and NGT corpora, instead, mainly focus on manual articulators ( Cormier et al., 2017; Crasborn et al., 2020). The only non-manual articulator tiers in the corpus NGT have information about head shakes and mouthing (Crasborn et al., 2020 p. 41).

In addition, information might be organised differently across tiers. For instance, the NGT, VGT and BSL corpora, and the ECHO dataset for BSL have two different tiers for glosses, depending on whether the sign is produced by the right or the left hand; the Signs of Ireland corpus, instead, has a unique tier for Lexical Gloss. Other corpora examined in this paper are not annotated using ELAN, which adds a large spectrum of variation concerning data format as well as its content.

The iSignos corpus (Cabeza and García-Miguel, 2018) uses a CSV format, which contains values for left hand and right hand glosses, a Spanish translation, and start and end timestamps in milliseconds of the annotated event.

In Porta’s Spanish-LSE parallel corpus, each sentence is displayed in three versions, namely the Spanish source, the LSE translation, in the form of glosses, and the Spanish re-translation (Porta, 2014 p. 37). The Content4All dataset uses a JSON format, which contains OpenPose, time and frame information, and the annotation, which consists of the Belgian Dutch or Swiss German sentences that were translated into VGT or DSGS (Swiss German SL). As the dataset is aimed at end-to-end machine translation, no further annotations, such as glosses, are included.

As mentioned above, The RWTH-PHOENIX-Weather 2014T dataset is in a format suitable for machine translation. Its CSV files have a field for annotation; this contains the transcription into DGS glosses of the original German spoken weather broadcasts. The glosses do not exhibit supplementary information such as pointing signs or classifiers; however, this might be due to the specific and limited semantic field of the material.

3.2. Differences in Content Organisation and Glossing Conventions

When turning to content-motivated organisation of annotations, another layer of discrepancy which constitutes an issue for employing SL corpora data in automatic translation is the lack of common glossing conventions. Consequently, the type and format of information included in the glosses does not always coincide in the various corpora, and, in some cases might not be fully compatible.

The first major difference is constituted by the spoken language used for glosses: glosses are generally based on lexicalized representations borrowed from a language spoken in the country where the SL is used. Consequently, while the NGT and VGT corpora have Dutch-based glosses, glosses in the BSL and ISL corpora are based on English, those in the RWTH-PHOENIX-Weather 2014T dataset on German, and those in iSignos and Porta’s parallel corpus on Spanish.

As could be inferred from the naming of the gloss tier in the Signs of Ireland corpus, i.e., Lexical Gloss, the glosses annotated in it only concern lexical units, or lemmas, which coincide with lexical entries of a dictionary, with no other supplementary semantic information. In the BSL dataset from the ECHO project, the gloss tiers for right and left hand (Gloss RH and Gloss LH) either indicate the lemma, e.g., “MOUSE”, or a short periphrasis of the action taking place, e.g.,

---

22Classifiers in SL are used to describe properties, such as movement, location and shape, of an entity or an object. Constructions including classifiers are part of the productive lexicon, hence, are not-conventionalised nor predefined. Therefore, they cannot be encoded in a dictionary nor linked to a lexical entry. See also (Zwitserlood, 2012).
“mouse move around trapped lion”\footnote{Examples from the file BSL_CN_fab3.eaf, ANNOTATION_ID: a200 and a199}

Additional information about how many hands articulate the sign (i.e., 1h, 2h), pointing signs (i.e., IND) and many-meaning components (i.e., p., which stands for poly) — usually involving classifier constructions — are also included in the annotations\cite{Nonhebel:04}. The glossing annotations of the BSL, NGT, VGT, iSignos and Porta’s Spanish-LSE parallel corpora include supplementary information besides the lemma; nevertheless, the conventions used in those corpora are not identical. For instance, the BSL and NGT corpora annotation guidelines follow similar conventions for annotating classifier constructions. Both guidelines distinguish four types of classifier predicates based on their type of movement, namely (1) MOVE, i.e., from one location to another, (2) PIVOT, i.e., change of position of a referent, (3) AT, i.e., localization of a referent, and (4) BE, i.e., none of the previous mentioned\cite{Crasborn:19; Cormier:17}. However, in BSL annotations, this classification is preceded by another distinction made according to function of depicting signs, namely if the classifier construction refers to (1) a whole entity, (2) part of an entity, (3) the handling of an object or (4) size and shape\cite{Cormier:17}. In iSignos annotation conventions, a classifier construction is introduced with an initial cl. followed by an abbreviation which defines its type, namely (1) entity, e, (2) manual interaction, m, (3) descriptive, d, and (4) corporal, c; meaning follows the abbreviations and is structured into three elements: the meaning related to the hand configuration, the predicate and the referent of the non-dominant hand\cite{Perez:18}. Classifiers are annotated in the Spanish-LSE corpus by\cite{Porta:14} based on a six type distinction: descriptive constructions (CLD), locative constructions (CLL), pronominal constructions (CLS), body-as-subject related actions (CLC), body-part related actions (CLCP) and instrumental constructions\cite{Porta:14}. Nevertheless, marking does not seem to have been applied uniformly and consistently\cite{Porta:14}. The corpus VGT guidelines do not refer to classifier constructions.

The five corpora use different strategies for glossing pointing signs to signer and interlocutor. For example, if we focus on the pointing sign to refer to the signer, BSL annotations use PT:PRO1SG\cite{Cormier:17} p. 8), in which ‘PT’ indicates that it is a pointing sign, and ‘PRO1SG’ encodes the first person singular pronoun; in the Corpus NGT the annotation is IK ‘I’\cite{Crasborn:20} p. 30, and in the Corpus VGT the annotation is WG-1, in which ‘WG’ stands for wijsgebaren, ‘pointing sign’. Finally, in iSignos this is represented as INDX.PRO:1sg\cite{Perez:18} and in Porta’s Spanish-LSE parallel corpus as YO ‘I’. In addition to that, not all corpora have guidelines which are easily accessible; consequently, the conventions used during data annotation are not always fully transparent. This poses significant limits to determining the compatibility of annotations across corpora.

The corpora discussed in this section all have a tier, a key-value pair or an entry with text in a spoken language. However, it is important to stress the difference between the cases in which the text into a spoken language is the source from which SL was interpreted, and those in which this is a translation of the originally signed utterances. The Signs of Ireland corpus, BSL, iSignos, VGT and NGT corpora and the BSL dataset of the ECHO corpus are part of the second group. Whereas most of these corpora have one translation tier, the Corpus NGT has both a TranslationNarrow and a TranslationFree tier, hence, distinguishing between a text as close as possible to the source language, and a text more adapted to the target language requirements. As mentioned above, Porta’s Spanish-LSE parallel corpus contains two types of transcriptions in Spanish: one that constitutes the source language, and one which is the re-translation from LSE. In Content4All, the source Belgian Dutch or Swiss German text is in the key/value annotation. In the RWTH-PHOENIX-Weather dataset, the German source text is displayed in the entry translation\footnote{This might seem counter-intuitive, but German is the source from which DGS utterances were interpreted.}

Even if at a first look the texts in spoken languages in the various datasets could appear similar, they deeply differ in relation to the signed stream and in terms of their function in the dataset. These discrepancies in what information is annotated and how, and in the types of glossing used in the corpora, constitute a serious obstacle to the building of a multilingual corpus. In particular, the glossing styles and their granularity vary significantly; hence, they might be difficult to combine if not incompatible. A common standardized glossing format is needed in order to facilitate the interoperability between corpora. Another challenge in terms of glossing is added when we consider that the data might consist of either monologues or dialogues. In the case of the latter, one or two extra gloss tiers will be included in the annotation. The NGT, VGT and BSL corpora contain dialogues, which means two gloss tiers for each informant, one for each hand, for a total of four gloss tiers in each file. The data of the Signs of Ireland corpus, iSignos, Porta’s Spanish-LSE parallel corpus and of the ECHO corpus BSL dataset, instead, consist of monologues in which informants tell a story, one signer at a time; hence, they only have gloss tiers or values referring to one informant.

Table\footnote{Table I summarizes the properties and differences of the available SL corpora and SL machine learning datasets that were outlined in this and the previous Section 23.} summarizes the properties and differences of the available SL corpora and SL machine learning datasets that were outlined in this and the previous Section 23.
4. A Framework to Unify SL Corpora

In order to alleviate the standardisation issues at format level in SL corpora, we provide a framework to process raw ELAN files and generate data ready to be fed to machine learning algorithms. As ELAN is a widely used tool to annotate SL corpora, we focus on this particular format here; although the framework can be easily extended to other input formats.

As Figure 1 shows, the proposed output data are organized in a folder structure that allows direct access to annotation segments and media data contained in ELAN files. Additionally, parallel text files ready to train NMT systems (Item 2 in Figure 1) are generated by aligning and merging annotations previously stored in separate files (Item 1 in Figure 1). Text data are stored in raw files using UTF-8 encoding, and video frames are saved as JPG files easily identifiable by timestamps (Item 4 in Figure 1).

The proposed framework comprises the following steps:

(1) **ELAN file parsing.** It is very common to find that all corpus annotations are in different ELAN files contained in a top folder (this is the case for NGT, VGT, ECHO and other SL corpora). The proposed method reads all these files and extracts the target data from the different data containers (or tiers). As can be observed in Figure 2a, this step involves skipping irrelevant information and/or empty annotation containers, and recognising the different participants (if more than one). To fulfil the ML tasks at hand, we extracted the media information (paths or URLs to videos), all annotations and their timestamps. This information is stored in different directories creating a hierarchical folder structure for the sake of a proper data organization. Namely, the annotations along with their timestamps are stored in the `single_text` folders as CSV-like format as it is shown in 2b, whereas media data are stored in files (Item 3 in Figure 1) in the folders created for each ELAN file.

(2) **Aligning and merging annotations.** In order to train NMT models, we need to generate parallel text files with the source and target annotations (or data modalities). To this aim, the user must define one leading text modality and the required modalities to process. Then, the timestamps presented in the leading modality files will be used to align the required modalities, and create aligned sequence of text segments. The recommended choice is using the sign transcriptions or translations as the leading modality, since these annotations usually have the longest timeslots; and setting other annotations (such as right/left hand annotations and mouthing annotations) as the required modalities. This process is recursively applied to each subfolder producing one text file per modality (both the leading and required) which are stored in the top output folder as Figure 1 describes (Item 2). The ELAN files in which leading and required modalities were not annotated are skipped in this step. Finally, annotation timestamps are included in aligned text files using the special markers `<timestamp1;timestamp2>` to avoid information loss (Figure 2c).

(3) **Video frames extraction.** Finally, to train neural models with visual information, the video frames in which the participants are producing signs must be accessible. Obviously, this task can only be success-
fully performed when videos are available and correctly match participants. In this regard, we found difficulties to match videos and corresponding signers in some of the examined corpora. Thus, automatic video-participant matching is planned for future releases of this framework. In the cases in which videos are clearly identified with the corresponding participants, the files generated in (1) are used to check the timestamps in which signers are producing information, and those video frames are extracted, resized (to 224 by 224 pixels) and stored in a subfolder called videoframes (Figure 1, Item 4). As high resolution images will be needed in future research stages, we plan to leverage this step to meet this requirement.

Through the presented framework, we are able to process SL corpora in ELAN format to extract text and visual data to train neural networks. For the former, ELAN annotations are parsed (1), merged and aligned to produce parallel text files to experiment with NMT models (2). For the latter, video frames with participants signing are extracted and labelled with timestamps (3). The data outputted in (1) and (3) can be used to incorporate visual information in SL translation and recognition models.

Through the preliminary results presented in the next section we aim to assess the effectiveness of our framework.

5. Empirical Evaluation

To showcase the effectiveness of our framework, i.e. reducing the manual efforts to extract datasets ready to train NLP models with, we train and evaluate two neural models. Namely, we use the parallel data generated by our framework to train Transformer models (Vaswani et al., 2017) for gloss to text translation.

5.1. Experimental Settings

We process the NGT corpus using our framework selecting the Free Translation tier as leading modality; and GlossL, GlossR and Mouth as required modalities. As results, we obtained four text files containing 8344 aligned utterances for these data tiers. Afterwards, the resulting parallel segments were split in training, validation and test subsets using 20% and 10% of the data for validation and test respectively. In this experiment, we consider GlossL, GlossR and Mouth as inputs to the transformer and Free translation as output. We trained two NMT models, one including all inputs and one excluding mouthing.

The goal of our experiment is not to obtain the highest performance from the translation models, but rather to create a proof of concept with the data generated by our framework. Therefore, we used a simple transformer architecture without an extensive hyperparameter tuning. The encoder and decoder have the same architecture consisting of 3 transformer layers with 4 attention heads, and a hidden dimension of 1024; the embedding vector size used is 512. We employed Huggingface’s implementations for our model. To tokenize the input sequences, we trained a Sentence Piece model (Kudo and Richardson, 2018) on the training partitions with a joint vocabulary size of 5000 tokens.

Finally, we use a batch size of 64 sentences and train the model for 250 epochs using the Adam optimizer (Kingma and Ba, 2015) with $10^{-5}$ as learning rate; we apply beam search decoding with 5 beams during generation.
5.2. Results

To evaluate the translation quality, we use the BLEU metric (Papineni et al., 2002) as implemented in the SacreBLEU package (Post, 2018). We also analyze the loss curves for the training and validation partitions.

Figure 3 shows the loss curves for the model including mouthing data. We can observe that training and validation losses decrease between 1 and 50 training epochs, showing that the employed model is able to learn from the annotations generated by our framework. After this point, the curves follow the typical behaviour when a model is overfitted on training data: the training loss continues to drop, whereas the validation loss increases. Further hyperparameter tuning could be used to reduce overfitting, but this is out of scope for this paper. The loss curves for the model with mouthing exhibited a similar behaviour to the plotted in Figure 3.

Figure 4 plots the BLEU scores per training epoch for the two models. As can be observed, the models can learn from the different annotation modalities outputted by our framework: the model including mouthing improves consistently between 1 and 160 epochs reaching its highest values around 3.35 BLEU and converging. The model without mouthing follows a similar trend in the beginning of the training, but the curve for this model is generally less steep and the convergence is not as clear as for the previous model. Interestingly, we can note that including mouthing modality in the model boosted the performance metric. The BLEU scores on the test partition at the end of the training process for both models are: 3.04 BLEU for the model including mouthing and 2.57 for the model without mouthing.

While neither the transformer with mouthing nor the one without mouthing reach significant quality levels, it is important to note that these models can in fact learn (judging by the progressively increasing performance curves as well as the decreasing loss curves) from the data generated by the proposed framework. Furthermore, our framework generates parallel data, i.e. data aligned along all tiers, which is directly suitable for sequence to sequence tasks, as shown above with our NMT experiments.

6. Conclusion and Future Work

By comparing the availability and properties of various SL corpora and SL datasets, we outlined the challenges which are currently limiting the advances of the fields of SL recognition and translation. We described the difficulty in acquiring data and the divergences amongst the various resources in terms of data and annotation formats. The type, granularity, and amount of information annotated in SL corpora and datasets varies extremely. In addition, often the same or similar information is encoded following different conventions. This fact poses limits to the compatibility of data from different datasets and to the creation of multilingual datasets. The only solution in this case is introducing standardized annotation and glossing conventions.

In order to approach the challenges concerning the lack of a common data format, we proposed a framework that adapts ELAN files into a unified format which is suitable for SL recognition and translation models. We employed the annotation data outputted by our framework to train an NMT model; and our preliminary results prove that neural models can indeed learn from data in the proposed format.

Future work is needed in order to expand the potential of these preliminary findings. Firstly, the proposed framework may be improved to deal with video-participant matching and higher resolution video frame extraction. Besides, our framework only processes ELAN format, and can be extended to other formats as iLex 26. Regarding the experimental side, the data generated by our framework for different corpora will be used to train multilingual models for SLs.
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