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Abstract
In the paper (Greenblatt in J Funct Anal, https://doi.org/10.1016/j.jfa.2018.05.014, 2018) the author proved Lp Sobolev regularity results for averaging operators over hypersurfaces and connected them to associated Newton polyhedra. In this paper, we use rather different resolution of singularities techniques along with oscillatory integral methods applied to surface measure Fourier transforms to prove Lp Sobolev regularity results for a class of averaging operators over surfaces which can be of any codimension.
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1 Background and the Statement of Theorem 1.1
Let m ≥ 1 and n > 1 be integers. For i = 1, . . . , n let γi(t1, . . . , tm) be a nonconstant real analytic function on a neighborhood U of the origin in Rm with γi(0) = 0 for each i. Assume that for each i < n, on the set {t ∈ U : γi(t) ̸= 0} one has

\[
\lim_{t \to 0} \frac{\gamma_{i+1}(t)}{\gamma_i(t)} = 0
\]  

(1.1)
We consider operators of the following form, acting on functions on $\mathbb{R}^n$.

$$Tf(x) = \int_{\mathbb{R}^n} f(x - \gamma(t))K(t)\,dt$$  \hspace{1cm} (1.2)

Here the kernel $K(t_1, \ldots, t_m)$ is supported in $U$ and is $C^1$ on $U' = \{ t \in U : t_i \neq 0$ for all $i \}$ such that for some $a_1, \ldots, a_m$ with $0 \leq a_i < 1$ for each $i$ and some constant $C > 0$, on $U'$ one has the estimates

$$|K(t_1, \ldots, t_m)| \leq C|t_1|^{-a_1} \cdots |t_m|^{-a_m} \hspace{1cm} (1.3a)$$

$$|\partial_{t_i} K(t_1, \ldots, t_m)| \leq C \frac{1}{|t_i|}|t_1|^{-a_1} \cdots |t_m|^{-a_m} \text{ for all } i \hspace{1cm} (1.3b)$$

Examples of operators satisfying (1.1) include when $\gamma_i(t) = \prod_{j=1}^i g_j(t)$ where $g_j(t)$ are nonconstant real analytic functions with $g_j(0) = 0$. Another class of examples are $\gamma_i(t) = \sum_{j=1}^m c_{ij}t_j^{2i}$ for positive constants $c_{ij}$. Also, whenever $m = 1$ one can do a linear transformation after which (1.1) is satisfied since one can make the orders of the zeroes of the $\gamma_i(t)$ at $t = 0$ strictly increasing in $i$. (Note that one might end up with one or more $\gamma_i(t)$ identically zero in this situation, which reduces things to a lower-dimensional scenario.)

The conditions (1.3a)–(1.3b) on $K(t)$ describe $K(t)$ as a kind of multiparameter fractional integral kernel, and one can often use resolution of singularities in the $t$ variables to reduce various other $K(t)$ to finite sums of operators where (1.3a)–(1.3b) hold, as will be described at the end of this section. Traditional Radon transforms (where $K(t)$ is smooth) fall under the situation where each $a_i = 0$ and our sharp estimates will also be sharp for such Radon transforms.

Our goal will be to prove $L^p(\mathbb{R}^n)$ to $L^p(\mathbb{R}^n)$ boundedness results with $\beta > 0$ for the operator (1.2) that are sharp up to endpoints for $p$ in a (not necessarily small) interval containing $p = 2$. Our theorem will be a local result, and will hold for $K(t)$ satisfying (1.3a)–(1.3b) supported on a sufficiently small neighborhood of the origin. It follows from considerations similar to those of [3] that for any $1 < p < \infty$ there will be some $\beta_p > 0$ such that $T$ is bounded from $L^p(\mathbb{R}^n)$ to $L^p(\mathbb{R}^n)$. This paper will describe up to endpoints, for the class of averaging operators being considered here, the optimal value of this $\beta_p$ for $p$ in an interval containing $p = 2$ and shows it is independent of $p$ in this interval, so long as this $\beta_p < \frac{1}{n}$.

The level of smoothing in our theorems will be expressed in terms of the suprema $s_0$ of all $s$ such that there is a neighborhood $V$ of the origin such that $\int_V |\gamma_n(t)|^{-s}|t_1|^{-a_1} \cdots |t_m|^{-a_m}$ is finite. One can show using resolution of singularities that this supremum is positive and furthermore is independent of $V$ if $V$ is a small enough neighborhood of the origin. In fact one has a more precise statement. Let $d\mu$ denote the measure $|t_1|^{-a_1} \cdots |t_m|^{-a_m} dt$. Then there is an $s_0 > 0$ and an integer $0 \leq d_0 < m$ such that if $r$ is sufficiently small there is an asymptotic expansion of the following form as $\epsilon \to 0$, where $C_r \neq 0$.

$$\mu(\{ t : |r| < s, |\gamma_n(t)| < \epsilon \}) = C_r \epsilon^{s_0} |\ln(\epsilon)|^{d_0} + o(\epsilon^{s_0} |\ln(\epsilon)|^{d_0}) \hspace{1cm} (1.4)$$
An elementary argument then shows that $s_0$ is the supremum of the $s$ for which the integral $\int_{|t|<r} |\gamma_n(t)|^{-s} |t_1|^{-a_1} \ldots |t_m|^{-a_m} \, dt$ is finite. We refer to the reference [1] for more background on statements such as (1.4) and related matters.

Our main theorem is as follows.

**Theorem 1.1** Let $T$ be as in (1.2).

1. Let $A$ be the open triangle with vertices $(0,0)$, $(0,1)$, and $(\frac{1}{2},\frac{1}{n})$, and let $B = \{(x,y) \in A : y < s_0\}$. There is a neighborhood $V$ of the origin such that if $K(t)$ supported in $V$, then $T$ is bounded from $L^p(\mathbb{R}^n)$ to $L^q_B(\mathbb{R}^n)$ for $(\frac{1}{p},\beta)$ in $B$.

2. Suppose $s_0 < 1$, $K(t)$ is nonnegative, and there exists a constant $C_1 > 0$ and a neighborhood $W$ of the origin such that $K(t) > C_1 t_1^{-a_1} \ldots t_m^{-a_m}$ for all $t \in W$ with $t_i \neq 0$ for all $i$. Then if $1 < p < \infty$ and $T$ is bounded from $L^p(\mathbb{R}^n)$ to $L^q_B(\mathbb{R}^n)$, we must have $\beta \leq s_0$.

Observe that if $s_0 < \frac{1}{n}$, when taken together the two parts of Theorem 1.1 imply that for $\frac{1}{p} \in (\frac{n s_0}{2}, 1 - \frac{n s_0}{2})$, the amount of $L^p$ Sobolev smoothing given by part 1, $s_0$ derivatives, is optimal except possibly missing the endpoint $\beta = s_0$. When $s_0 = \frac{1}{n}$ the same is true for $p = 2$. A natural question to ask is whether or not the endpoint estimate $\beta = s_0$ also holds. It can be shown that when $p = 2$ the endpoint estimate holds if and only if $d_0 = 0$ in (1.4). The author does not know what happens in the $p \neq 2$ situation.

In a sense Theorem 1.1 will be proven by viewing a general operator $T$ satisfying (1.1) and (1.3a)–(1.3b) as an average of Radon transforms along curves (the $m = 1$ case), using resolution of singularities to disentangle the curves appropriately. One then uses the Van der Corput lemma in one dimension on each of these curves in the blown up coordinates. Integrating the resulting estimates in the remaining $m - 1$ variables will then give a desired result for the original operator $T$. To obtain a result for $p \neq 2$, this process will be done in the context of an analytic interpolation.

As for the condition that $s_0 < 1$ in part 2) of Theorem 1.1, note that by (1.1) the order of the zero of $\gamma_{l+1}(t)$ at the origin is greater than the order of the zero of $\gamma_l(t)$ at the origin. So in particular $\gamma_n(t)$ has a zero of order at least $n$ at the origin, so that $|\gamma_n(t)| \leq C |t|^n$ for some constant $C$. Suppose $m < n$, which is the usual situation when dealing with Radon transforms and their singular variants. Then $s_0$ is maximized when each $a_i = 0$ in (1.3a)–(1.3b), in which case $s_0$ will be no greater than the value of $s_0$ if $\gamma_n(t)$ is replaced by $|t|^n$ in (1.4). But a simple calculation reveals $s_0 = \frac{m}{n} < 1$ in this situation. Thus whenever $m < n$, in the setting of Theorem 1.1 we have $s_0 < 1$ and thus part 2) of Theorem 1.1 gives that the maximum possible amount of Sobolev smoothing for $T$ is given by $s_0$.

**Example 1** Consider the case where $m = 1$, so that $\gamma(t)$ is of the form $(c_1 t^{b_1} + o(t^{b_1}), \ldots, c_n t^{b_n} + o(t^{b_n}))$ for some $b_1 < \cdots < b_n$ and some and nonzero $c_i$. Naturally, this example can be analyzed directly without resolution of singularities, but this example is still useful in understanding the statement of Theorem 1.1.

The conditions (1.3a)–(1.3b) translate into $|K(t)| \leq C t^{-a}$ and $|\frac{dK}{dt}(t)| \leq C t^{-a-1}$ for some $0 \leq a < 1$. In view of (1.4), $s_0$ is given in terms of the statement that if $r$ is sufficiently small, one has that $\mu(\{t : |t| < r, |t^{b_n}| < \epsilon\}) = c_r \epsilon^{a_0} |\ln(\epsilon)|^{d_0} + \epsilon^{s_0}$ for some $a_0,
\( o(\epsilon^{\alpha}) \ln(\epsilon)^{|d_0|} \) for some \( c_r \neq 0 \). Since \( d\mu = t^{-a} \, dt \), \( s_0 \) is given by the exponent in
\[ \int_0^{e^{1/b_n}} t^{-a} \, dt, \]
namely \( s_0 = \frac{1-a}{b_n} \). So for example when \( b_i = i \) for each \( i \), if \( a = 0 \) then Theorem 1.1 gives (other than the endpoint) the well known \( \frac{1}{2} \) derivatives of \( L^2 \) Sobolev improvement one obtains for such Radon transforms, while if \( a > 0 \) one obtains \( \frac{1-a}{n} \) derivatives of Sobolev space improvement for a range of \( p \) containing \( p = 2 \) that grows as \( a \) increases.

It is worth pointing out that by [21], when \( a = 0 \) and \( \gamma(t) = (\cos t, \sin t, t) \), which after a linear coordinate change falls into the \( b_1 = 1, b_2 = 2, b_3 = 3 \) situation here, one obtains Sobolev improvement in a larger range than the closure of the region provided by Theorem 1.1.

**Example 2** Suppose each \( a_i = 0 \) and each \( \gamma_i(t) \) is a monomial \( t_1^{\alpha_1} \ldots t_m^{\alpha_m} \) such that the multiindices \( \alpha_i = (\alpha_{i1}, \ldots, \alpha_{im}) \) are strictly increasing in \( i \) under the lexicographical ordering. Then \( s_0 \) is given by the condition that for small but fixed \( r \) the Lebesgue measure of \( \{ t : |t| < r, |t|^{\alpha} \leq \epsilon \} \sim \epsilon^{n_0} |\ln(\epsilon)|^{d_0} \) as \( \epsilon \to 0 \). A direct calculation reveals that \( s_0 = \frac{1}{\max_j a_n} \) and \( d_0 \) is one less than the number of times that the number \( a_n \) appears in the multindex \( \alpha_n \).

**Example 3** Suppose \( \gamma_i(t) = \sum_{j=1}^m c_{ij} t_i^{2j} \) for positive constants \( c_{ij} \). Then \( s_0 \) is determined by the condition that for small but fixed \( r \) we have \( \mu(\{ t : |t| < r, \sum_{j=1}^m c_{nj} t_i^{2j} < \epsilon \}) \sim \epsilon^{s_0} |\ln(\epsilon)|^{d_0} \) as \( \epsilon \to 0 \). Thus \( s_0 \) is determined by
\[ \int_{\{ |t_i| < \epsilon^{1/n} \}} \prod_{j=1}^m |t_j|^{-a_j} \, dt \sim \epsilon^{s_0} |\ln(\epsilon)|^{d_0} . \]
Thus we have \( s_0 = \frac{m}{2n} - \frac{1}{2n} \sum_{j=1}^m a_j \).

**Extensions to more general \( K(t) \)**

Suppose that instead of satisfying (1.3a)–(1.3b) the function \( K(t) \) is of the form
\[ \prod_{i=1}^M |g_i(t)|^{-\alpha_i} \beta(t) \]
for a cutoff function \( \beta(t) \) supported near the origin and some real analytic functions \( g_i(t) \) on a neighborhood of the origin with \( g_i(0) = 0 \). Here \( \alpha_i \geq 0 \) such that the resulting \( K(t) \) is integrable near the origin. Then one can reduce to the case of \( K(t) \) satisfying (1.3a)–(1.3b) using resolution of singularities. For this, can use various forms of such theorems, including either Hironaka’s famous work [16,17] or the author’s paper [12]. If \( \phi(t) \) is a smooth nonnegative bump function supported sufficiently near the origin and equal to one on a neighborhood of the origin, then by these resolution of singularities theorems one can write \( \phi = \sum_{i=1}^N \phi_i(t) \) such that for each \( i \) there is a coordinate change \( \Psi_i \) with \( \Psi_i(0) = 0 \) such that \( \phi_i(\Psi_i(t)) \) is smooth and supported on a neighborhood of the origin, and such that each \( g_i(\Psi_i(x)) \) and the Jacobian determinant of each \( \Psi_i(t) \) are both of the form \( b_i(t)m_i(t) \) where \( b_i(t) \) is smooth and nonvanishing on the support of \( \phi_i(\Psi_i(t)) \), and where \( m_i(t) \) is a monomial.

Hence if \( \beta(t) \) is supported in a neighborhood \( V \) of the origin small enough that \( \phi(t) = 1 \) on \( V \), in (1.2) one can write \( K(t) = \sum_{i=1}^N K(t)\phi_i(t) \), and then do the coordinate changes \( \Psi_i \) on the corresponding integrals (1.2). The result is that
\[ Tf = \sum_{i=1}^N T_i f , \]
where
\[
T_i f(x) = \int f(x - \gamma(\Psi_i(t))) \prod_{i=1}^M |g_i(\Psi_i(t))|^{-a_i} \times |Jac(\Psi_i)(t)| \phi_i(\Psi_i(t)) \beta(\Psi_i(t)) \, dt
\]
Here $\text{Jac}(\Psi_i)(t)$ denotes the Jacobian determinant of $\Psi_i(t)$. Because $\text{Jac}(\Psi_i)(t)$ and the $g_i(\Psi_i(x))$ are monomialized in the above sense, the operator $T_i$ is of the form (1.2) with a kernel satisfying (1.3a)–(1.3b). The condition (1.1) automatically holds in the blown up coordinates.

Suppose instead of satisfying (1.3a)–(1.3b), $K(t)$ satisfies multiparameter fractional integral inequalities. In other words, suppose as in the author’s previous paper [10] we write $t = (t_1, \ldots, t_p)$, where $t_i$ denotes $(t_{i1}, \ldots, t_{il_i})$ such that the various $t_{ij}$ variables comprise the whole list $t_1, \ldots, t_m$. Suppose there exist $0 \leq \alpha_i < l_i$ and a constant $C > 0$ such that the following estimates hold:

\begin{align}
|K(t)| &\leq C \prod_{k=1}^{p} |t_k|^{-\alpha_k} \quad \text{(1.6a)} \\
|\partial_{t_{ij}} K(t)| &\leq C \frac{1}{|t_{ij}|} \prod_{k=1}^{p} |t_k|^{-\alpha_k} \quad \text{for all } i \text{ and } j \quad \text{(1.6b)}
\end{align}

Then one can do the above resolution of singularities process on the functions $|t_k|^2$ to again reduce consideration to a finite sum of operators satisfying (1.3a)–(1.3b).

Some history

There has been quite a bit of work on the boundedness properties of Radon transforms and related operators on various function spaces, so we focus our attention on the $L^p$ Sobolev regularity questions being considered here. The following history is largely taken from [10].

For translation-invariant Radon transforms over curves $\gamma(t) = (t, t^m)$ in the plane, $m \geq 2$, optimal $L^p$ to $L^p_\beta$ boundedness properties are proven in [2,5]. These papers go beyond the results of this paper in that they also prove endpoint results. For example, when the function $K(t)$ is smooth the results of [5] imply that one has $L^p$ to $L^p_\beta$ boundedness in the closure of the region $A$ of Theorem 1.1 other than at $(1/p, \beta) = (1/m, 1/m)$ and $(1/p, \beta) = (1 - 1/m, 1/m)$, and [2] shows that one does not have $L^p$ to $L^p_\beta$ boundedness for these two points.

For general non translation-invariant averages over curves in $\mathbb{R}^2$, again with smooth densities, thorough $L^p_\alpha$ to $L^q_\beta$ boundedness results are proven in [23] that are sharp up to endpoints. As mentioned in Example 1, in the case where $\gamma(t) = (\cos t, \sin t, t)$, [21] provides $L^p$ Sobolev regularity results that go beyond those that are provided by Theorem 1.1 after a linear change in coordinates.

For the case of translation-invariant Radon transforms over two-dimensional hypersurfaces in $\mathbb{R}^3$, there have been several papers. When $p = 2$, a level of $L^2$ Sobolev improvement is equivalent to a statement on the decay rate of the Fourier transform of the surface measure in question, and for the case of smooth density functions the stability results of Karpushkin [19,20] provide sharp decay estimates. These estimates can then be interpreted in terms of Newton polygons using [26]. Generalizations from real analytic to smooth surfaces then follow from [18]. When one has a singular density function, the paper [11] proves some results that go beyond those that can be derived from those of this paper. Other results for singular density functions appear in [8].
For higher-dimensional hypersurfaces, in the situation of multiparameter fractional integral kernel $K(t)$, if the density functions are sufficiently singular then there is an interval $I$ containing $p = 2$ such that sharp $L^p$ Sobolev improvement results for $p$ in $I$ follow from [25]. These results extend the results in [6]. There is also the author’s aforementioned paper [10] which proves $L^p$ Sobolev regularity theorems for hypersurfaces when $K(t)$ is a multiparameter fractional integral kernel. The paper [10] also uses resolution of singularities but in quite a different way from this paper. In the papers [10,11], when one gets estimates that are sharp up to endpoints analogously also uses resolution of singularities but in quite a different way from this paper. In the papers [10,11], when one gets estimates that are sharp up to endpoints analogously

Additional results for higher-dimensional hypersurfaces are in [4], and the paper [22] proves Sobolev space regularity theorems for certain translation-invariant Radon transforms over curves. More generally, there have been several papers connecting $L^p$ Sobolev regularity of Radon transforms to Fourier integral operators, including [13–15].

2 The Proof of Part 1 of Theorem 1.1

2.1 Overview of Argument

We will prove part 1 of Theorem 1.1 by embedding $T$ in an analytic family of operators as follows. We define the operator $T^z$ by

$$T^z f(x) = e^{i z^2} \int_{\mathbb{R}^m} |\gamma_n(t)|^z f(x - \gamma(t)) K(t) \, dt \tag{2.1}$$

We will readily see that if $0 > t_0 > \max(-s_0, -\frac{1}{n})$, then for $z$ on the line $Re(z) = t_0$ if $2 < p < \infty$ one has estimates $||T^z f||_{L^p} \leq C_{t_0} ||f||_{L^p}$. We will then show that if $t_1 > \max(0, \frac{1}{n} - s_0)$, then on the line $Re(z) = t_1$ one has estimates $||T^z f||_{L^2} \leq C_{t_0} ||f||_{L^2}$. Interpolating between these two estimates gives a Sobolev space estimate for $T = T^0$. Then letting $p$ go to infinity, $t_0$ go to $\max(-s_0, -\frac{1}{n})$, and $t_1$ go to $\max(0, \frac{1}{n} - s_0)$, part 1 of Theorem 1.1 will follow.

The argument for the line $Re(z) = t_0$ is straightforward. Since $T^z f$ is of the form $f \ast \sigma_z$ for a surface-supported measure $\sigma_z$, we have that $||T^z||_{L^p} \to L^p$ is bounded by the integral of the magnitude of the density function in (2.1), which in turn is bounded by $C_{t_0} \int_{\mathbb{R}^m} |\gamma_n(t)|^{t_0} |K(t)| \, dt$. Since $s_0$ is defined to be the supremum of the $s$ for which the integral $\int_V |\gamma_n(t)|^{-s} t_1^{-a_1} \ldots t_m^{-a_m} \, dt$ is finite for sufficiently small neighborhoods of the origin, since $K(t)$ satisfies (1.3a) and $t_0 > -s_0$ we have that $C_{t_0} \int_{\mathbb{R}^m} |\gamma_n(t)|^{t_0} |K(t)| \, dt$ is finite. Hence $||T^z||_{L^p} \to L^p$ is uniformly bounded on the line $Re(z) = t_0$ for any $p < \infty$ as needed.
2.2 $L^2$ Estimates

Thus the main effort will go into proving the $L^2$ Sobolev estimates on the line $\text{Re}(z) = t_1$. For our purposes it will not matter exactly which resolution of singularities procedure we use for the $L^2$ estimates and either Hironaka’s famous work [16,17] or the author’s [12] will suffice. By these resolution of singularities results as applied simultaneously to the functions $\gamma_1(t), \ldots, \gamma_n(t)$, there is an $r_0 > 0$ and variable change maps $\Psi_j(t)$ such that the following hold. Suppose $0 < r_2 < r_1 < r_0$ and $\phi(t)$ is a $C^\infty$ function such that $\phi(t)$ is supported on $\{ t : |t| < r_1 \}$ and such that $\phi(t) = 1$ on $\{ t : |t| < r_2 \}$. Then $\phi(t)$ can be written as $\sum_{j=1}^{M} \phi_j(t)$ such that each $\phi_j(\Psi_j(t))$ is a $C^\infty$ function on whose support each function $\gamma(t)(\Psi_j(t))$ can be written in the form $a_{ij}(t)m_{ij}(t)$, where $a_{ij}(t)$ doesn’t vanish on the support of $\phi_j(\Psi_j(t))$ and $m_{ij}(t)$ is a nonconstant monomial $t_1^{\alpha_{i1}} \ldots t_m^{\alpha_{im}}$. It can also be arranged that $0$ is in the support of each $\phi_j(\Psi_j(t))$ and that $\Psi_j(0) = 0$.

Write $a_{ij}$ to denote the multiindex $(\alpha_{ij1}, \ldots, \alpha_{ijm})$. If we had resolved the singularities of each $\gamma_1(t) - \gamma_2(t)$ for $i_1 \neq i_2$ simultaneously with the $\gamma_i(t)$, we automatically have that in the resolved coordinates for a given $j$ some permutation of the multiindices $\{a_{ij}\}^n_{i=1}$ is lexicographically ordered.

In fact, (1.1) ensures that we may further assume that the multiindices $a_{ij}$ are strictly lexicographically increasing in $i$ for a given $j$. To see why this is so, suppose for some $j$ this were not the case, and there is an $i$ such that $\alpha_{ij} \geq \alpha_{i+1,j}$. Then since $\gamma_1(\Psi_j(t)) \sim t_1^{\alpha_{i1}} \ldots t_m^{\alpha_{im}}$ and $\gamma_1(\Psi_j(t)) \sim t_1^{\alpha_{i+1,1}} \ldots t_m^{\alpha_{i+1,m}}$, there is a constant $C > 0$ such that $|\gamma_{i+1}(\Psi_j(t))| > C|\gamma_i(\Psi_j(t))|$ for all $t$ in the set $A$ defined as the set of points in the support of $\phi_j(\Psi_j(t))$ for which $t_k \neq 0$ for each $k$. In view of (1.1), one must have that $\Psi_j(A)$ does not have the origin as a limit point, contradicting that $\Psi_j(0) = 0$ and that $0$ is in the support of $\phi_j(\Psi_j(t))$. Thus we may assume that the multiindices $a_{ij}$ are strictly lexicographically ordered in $i$ for a given $j$.

Let $a_j(t)m_j(t)$ denote $(a_{ij}(t)m_{ij}(t), \ldots, a_{nj}(t)m_{nj}(t))$. Since $\phi(t) = 1$ on $|t| < r_2$, if the support of $K(t)$ is contained in the set on which $\phi(t) = 1$ then we may write $K(t) = \sum_{j=1}^{M} K_j(t)$, where $K_j(t) = K(t)\phi_j(t)$. We write $T^\gamma f = \sum_j T_j^\gamma$ in accordance with the decomposition $K(t) = \sum_{j=1}^{M} K_j(t)$, and then perform the coordinate changes $\Psi_j$, obtaining

$$T_j^\gamma f(x) = e^{\gamma_2} \int |a_{nj}(t)m_{nj}(t)|^2 f(x - a_{j}(t)m_{j}(t)) Jac_j(t) K_j(\Psi_j(t)) dt$$

(2.2)

Here $Jac_j(t)$ denotes the Jacobian determinant of the coordinate change $\Psi_j(t)$. The resolution of singularities can always be done in such a way that $Jac_j(t)$ is also comparable to a monomial. If we had resolved each coordinate function $t_k$ simultaneously with the other functions in the above resolution of singularities process, then by the chain rule each $K_j(\Psi_j(t)) = K(t_1(\Psi_j(t)), \ldots, t_n(\Psi_j(t)))\phi_j(\Psi_j(t))$ will satisfy (1.3a)–(1.3b) as well, possibly with different $a_i$. Hence the same will be true of $L_j(t) = Jac_j(t) \times K_j(\Psi_j(t))$. We now write (2.2) succinctly as
Here \( L_j(t) \) satisfies (1.3a)–(1.3b), possibly with different \( a_i \). Our goal is to show for \( \Re(\zeta) = t \) an estimate of the form \( ||T_j^\zeta f||_{L_1^n} \leq C t \||f||_{L_1^n} \) for each \( j \). Since \( T_j^\zeta f = f * \sigma_j^\zeta \) for a measure \( \sigma_j^\zeta \), this in turn is equivalent to showing an estimate of the form \( ||\hat{\sigma}_j^\zeta(\lambda)|| \leq C(1 + |\lambda|)^{-\frac{1}{n}} \). Writing out \( \hat{\sigma}_j^\zeta(\lambda) \), we have

\[
\hat{\sigma}_j^\zeta(\lambda) = e^{i\zeta} \int |a_{nj}(t)m_{nj}(t)|^\zeta e^{-i\lambda a_j(t)m_j(t)} L_j(t) dt
\]  

(2.4)

It will simplify our arguments if for any given \( j \) there is a single \( k \) for which the exponent \( a_{ijk} \) is strictly increasing in \( k \). This will automatically be the case for \( m = 1 \). In order to ensure this is the case when \( m > 1 \), we perform an additional (relatively simple) resolution of singularities. We proceed as follows. We divide \( \mathbb{R}^m \) (up to a set of measure zero) into \( m! \) regions \( \{A_k\}_{k=1}^{m!} \), where each \( A_k \) is a region of the form \( t \in \mathbb{R}^m : |t_{i_1}| < |t_{i_2}| < \cdots < |t_{i_m}| \), where \( t_{i_1}, \ldots, t_{i_m} \) is a permutation of the \( t \) variables. We write (2.4) as \( \sum_{k=1}^{m!} I_{jk}(\lambda) \), where

\[
I_{jk}(\lambda) = e^{i\zeta} \int_{A_k} |a_{nj}(t)m_{nj}(t)|^\zeta e^{-i\lambda a_j(t)m_j(t)} L_j(t) dt
\]  

(2.5)

We focus our attention one one such \( A_k \) and we let \( u_i = \prod_{p=1}^{m} y_p \). In the \( y \) variables, \( A_k \) becomes the rectangular box \((-1, 1)^{n-1} \times \mathbb{R} \) and (2.5) can be written in the form

\[
I_{jk}(\lambda) = e^{i\zeta} \int_{(-1,1)^{n-1} \times \mathbb{R}} |b_{njk}(y)p_{njk}(y)|^\zeta e^{-i\lambda \cdot b_{jk}(y)p_{jk}(y)} M_{jk}(y) dy
\]  

(2.6)

Here \( b_{jk}(y)p_{jk}(y) \) is of the form \((b_{1jk}(y)p_{1jk}(y), \ldots, b_{njk}(y)p_{njk}(y))\), where the \( p_{ijk}(y) \) are again monomials, the \( b_{ijk}(y) \) are nonvanishing real-analytic functions, and \( M_{jk}(y) \) again satisfy (1.3a)–(1.3b), but with different exponents. Note that each \( p_{ijk}(y) \) is of the form \( y_1^{\beta_{ijk_1}} \cdots y_m^{\beta_{ijk_m}} \) where \( \beta_{ijkm} \) is the overall degree of the monomial \( m_{ij}(t) \). Since the multiindices \( a_{ij} \) are strictly increasing, the exponent \( \beta_{ijkm} \) is strictly increasing in \( i \) for fixed \( j \) and \( k \).

The above considerations were for the situation when \( m > 1 \), but we can incorporate the \( m = 1 \) case into the above by simply letting there be one \( k \) for each \( j \) and take the \( y \) variable to be the original \( t \) variable. So in the following we assume no restrictions on \( m \) and (2.6) will still hold in this sense.

The idea behind the analysis of (2.6) is as follows. For fixed values of \( y_1, \ldots, y_{m-1} \), the phase function \( \lambda \cdot b_{jk}(y)p_{jk}(y) \) is effectively of the form \( c_1 y_1^{\beta_{1jk_m}} + \cdots + c_n y_m^{\beta_{njkm}} \) for \( c_i = \lambda_i b_{ijk}(y_1, \ldots, y_{k-1}, 0) y_1^{\beta_{ijk_1}} \cdots y_{m-1}^{\beta_{ijk_{m-1}}} \) and thus the Van der Corput lemma can be used in the \( y_m \) variable since the exponents \( \beta_{ijkm} \) are distinct for \( i = 1, \ldots, n \).
To simplify our notation, we let $\rho_i$ denote $\beta_{ijkm}$. Write $g(y_m) = \sum_{i=1}^{n} c_i y_{m_i}^{\beta_i}$. Since the $\rho_i$ are distinct, the vectors $\{(\rho_1^p, \ldots, \rho_n^p) : p = 1, \ldots, n\}$ are linearly independent (as can be shown using the Vandermonde determinant). As a result, using row operations the vectors $w_p = (\prod_{q=0}^{p-1}(\rho_1 - q), \ldots, \prod_{q=0}^{p-1}(\rho_n - q))$ are linearly independent for $p = 1, \ldots, n$. Consequently, there exists an $\epsilon > 0$ such that for any vector $v$ in $\mathbb{R}^n$ there is some $p$ with $1 \leq p \leq n$ such that

$$|w_p \cdot v| \geq \epsilon |v| \quad (2.7)$$

Letting $v = c_i y_{m_i}^{\beta_i}$, Eq. (2.7) implies that for each $y_m$ there necessarily exists a $p$ with $1 \leq p \leq n$ (which can depend on $y_m$) such that

$$\frac{d^p g}{dy^p_m}(y_m) > \epsilon \frac{1}{|y_m|^p} \sum_{i=1}^{n} |c_i y_{m_i}^{\beta_i}| \quad (2.8)$$

Since there is a constant $C$ such that $\frac{d^{p+1} g}{dy^{p+1}_m}(y_m) < C\frac{1}{|y_m|^{p+1}} \sum_{i=1}^{n} |c_i y_{m_i}^{\beta_i}|$ for all $p$ and all $y$, in view of (2.8) each dyadic interval in $y_m$ can be written as the union of boundedly many subintervals on each of which we have for some $1 \leq p \leq n$ that

$$\frac{d^p g}{dy^p_m}(y_m) > \frac{\epsilon}{2} \frac{1}{|y_m|^p} \sum_{i=1}^{n} |c_i y_{m_i}^{\beta_i}| \quad (2.9)$$

Going back to (2.6), in order to use the Van der Corput Lemma we would like (2.9) to hold with $g(t)$ replaced by the phase function in (2.6). That is, we would like (2.9) to hold if one replaces $c_i = \lambda_i b_{ijk}(y_1, \ldots, y_{m-1}, 0) y_1^{\beta_ijk1} \ldots y_{m-1}^{\beta_ijk_{m-1}}$ with the function of $y_m$ given by $\lambda_i b_{ijk}(y_1, \ldots, y_{m-1}, y_m) y_1^{\beta_ijk1} \ldots y_{m-1}^{\beta_ijk_{m-1}}$. Since each $b_{ijk}(y_1, \ldots, y_{m-1}, y_m)$ is real analytic and nonvanishing, this will hold if $|M_{jk}(y)|$ is supported on $|y_m| < \delta$ for $\delta$ sufficiently small; the effect of a $y_m$ derivative landing on $b_{ijk}(y_1, \ldots, y_{m-1}, y_m)$ is to introduce a bounded factor, which will be much smaller than the $C\frac{1}{|y_m|}$ factor that drives the estimate (2.9) if $|y_m|$ is sufficiently small.

So the question becomes whether or not we can assume $|y_m| < \delta$ for $\delta$ small enough so that the analogue of (2.9) holds for the phase function in (2.6). To see why the answer is yes, first note that in terms of the $t$ variables, one will have that each $|y_m| < \delta$ if one has $|t| < \delta'$ for some $\delta'$ depending on $\delta$.

Next, let $t'$ be in the support of some $\phi_j(P_j(t'))$ such that $P_j(t') = 0$. There is a neighborhood of $t'$ on which we may shift coordinates to become centered at $t = t'$ instead of $t = 0$; the functions that were monomialized before will be monomialized in the shifted coordinates, and the multiindices in the shifted coordinates will be lexicographically ordered in the shifted coordinates for the same reason as before. Note also that this shift may change one or more $a_p$ in (1.3a)–(1.3b) into zero if the $p$th component of $t'_j$ is nonzero.

We let $D_{t'}$ be a disk centered at $t'$ such that the above considerations hold on $D_{t'}$, and such that each $|t|$ is less than the associated $\delta'$ in the coordinates centered at $t'$. 

\[\text{Birkhäuser}\]
By compactness, we may let $W_j$ be a neighborhood of the points in the support of $\phi_j(\Psi_j(t))$ with $\Psi_j(t) = 0$ that is a finite union of such $D_{t'}$. There is then an $r_{W_j} > 0$ such that if $\tilde{\phi}(t)$ is a smooth function supported on $|t| < r_{W_j}$ and equal to 1 on a neighborhood of the origin, then if we write $\tilde{\phi}_j(t) = \tilde{\phi}(t)\phi_j(t)$, then $\sum_j \tilde{\phi}_j(t) = \tilde{\phi}(t)$ and $\tilde{\phi}_j(\Psi_j(t))$ is a smooth function supported in $W_j$.

We can then use a partition of unity subordinate to the $D_{t'}$ comprising $W_j$ to write $\tilde{\phi}_j(\Psi_j(t))$ as a finite sum $\sum_j h_{jl}(t)$ of smooth functions such that each $h_{jl}(t)$ is supported on one of the $D_{t'}$. We denote the $t'$ corresponding to $h_{jl}(t)$ by $t_{jl}'$. If we use the $h_{jl}(t + t_{jl}')$ in place of $\tilde{\phi}_j(\Psi_j(t))$ and the $h_{jl}(\Psi_j^{-1}(t) - t_{jl}')$ in place of $\phi_j(t)$, then the associated $\|y_m\|$ will be as small as needed above. Thus if $\tilde{\phi}(t)$ is supported on $\{t : |t| < \min_j r_{W_j}\}$, then if the neighborhood $V$ on which $K(t)$ is supported is contained in the set on which $\tilde{\phi}(t) = 1$, one can write $K(t) = \sum_j K_{jl}(t)$ where $K_{jl}(t) = K(t)h_{jl}(\Psi_j^{-1}(t) - t_{jl}')$ and decompose $T = \sum_j T_{jl}$ accordingly. For each $j$ and $l$, in the blown up and shifted coordinates the $\|y_m\|$ will be smaller than $\delta'$ as desired.

Thus replacing our original decomposition $T = \sum_j T_j$ by the decomposition $T = \sum_j T_{jl}$ if necessary, we assume that we always have $\|y_m\| < \delta'$. As a result, we can assume that the $\|y_m\|$ are small enough for fixed $(y_1, \ldots, y_{m-1})$ such that each dyadic interval in the $y_m$ variable can be written as the union of boundedly many subintervals on which for some $1 \leq p \leq n$ we have

$$
\left| \frac{\partial^p_{y_m}(\lambda \cdot b_jk(y)p_{jk}(y))}{\partial y_m^p} \right| > \frac{\epsilon}{4\|y_m\|^p} \sum_{i=1}^n |c_i y_m^i| \tag{2.10}
$$

On each of these intervals in the $y_m$ variable, we will apply the Van der Corput lemma in conjunction with (2.10) in the integral (2.6). When $p > 1$, we use the standard Van der Corput lemma (see p. 334 of [24]):

**Lemma 2.1** Suppose $h(x)$ is a $C^k$ real-valued function on the interval $[a, b]$ such that $|h^{(k)}(x)| > A$ on $[a, b]$ for some $A > 0$. Let $\phi(x)$ be $C^1$ on $[a, b]$. If $k \geq 2$ there is a constant $c_k$ depending only on $k$ such that

$$
\left| \int_a^b e^{ih(x)} \phi(x) \, dx \right| \leq c_k A^{-k} \left( |\phi(b)| + \int_a^b |\phi'(x)| \, dx \right) \tag{2.11}
$$

If $k = 1$, the same is true if we also assume that $h(x)$ is $C^2$ and $h'(x)$ is monotone on $[a, b]$.

When $p = 1$, we will make use of the following variant of Lemma 2.1 for $k = 1$.

**Lemma 2.2** (Lemma 2.2 of [9]) Suppose the hypotheses of Lemma 2.1 hold with $k = 1$, except instead of assuming that $h'(x)$ is monotone on $[a, b]$ we assume that $|h''(x)| < \frac{B}{(b-a)} A$ for some constant $B > 0$. Then we have

$$
\left| \int_a^b e^{ih(x)} \phi(x) \, dx \right| \leq A^{-1} \left( (B + 2) \sup_{[a,b]} |\phi(x)| + \int_a^b |\phi'(x)| \, dx \right) \tag{2.12}
$$
In the integral (2.6) in the $y_m$ variable, the function denoted by $\phi(x)$ in (2.11) and (2.12) is given by $|b_{njk}(y)p_{njk}(y)|^2 M_{jk}(y)$. Recall that $M_{jk}(y)$ satisfies (1.3a)–(1.3b) except with different exponents. So for some $b_1, \ldots, b_m$ we have

$$|M_{jk}(y)| \leq C|y_1|^{-b_1} \ldots |y_m|^{-b_m}$$  \hspace{1cm} (2.13a)

$$|\partial y_i M_{jk}(y)| \leq C \frac{1}{|y_i|} |y_1|^{-b_1} \ldots |y_m|^{-b_m} \text{ for all } i$$  \hspace{1cm} (2.13b)

Recall also that $p_{njk}(y)$ is a monomial and that $b_{njk}(y)$ is real analytic function which doesn’t vanish on the support of the integrand of (2.6). Hence for some constant $C' > 0$ we have

$$|b_{njk}(y)p_{njk}(y)|^2 M_{jk}(y) | \leq C'|p_{njk}(y)|^\text{Re}(z) |y_1|^{-b_1} \ldots |y_m|^{-b_m}$$  \hspace{1cm} (2.14a)

$$|\partial y_m b_{njk}(y)p_{njk}(y)|^2 M_{jk}(y) | \leq C'|z| \frac{1}{|y_m|} |p_{njk}(y)|^\text{Re}(z) |y_1|^{-b_1} \ldots |y_m|^{-b_m}$$  \hspace{1cm} (2.14b)

For fixed $y_1, \ldots, y_{m-1}$, we now apply Lemma 2.1 or 2.2 in the $y_m$ directions on one of the boundedly many subintervals of some dyadic interval $2^{-q-1} \leq |y_m| < 2^{-q}$ on which (2.9) holds. Denote this subinterval by $J$ and let $y'_m$ denote the center of this interval. Then we obtain

$$\left| \int_J |b_{njk}(y)p_{njk}(y)|^2 e^{i \lambda \cdot b_{njk}(y)p_{njk}(y)} M_{jk}(y) d y_m \right|$$

$$\leq C''|z| |p_{njk}(y_1, \ldots, y'_m)|^\text{Re}(z) \times |y'_m| \times |y_1|^{-b_1} \ldots |y_m|^{-b_m}$$

$$\times \left( \sum_{i=1}^n |c_i(y'_m)^{\rho_i} \right)^{-\frac{1}{p}}$$  \hspace{1cm} (2.15a)

Since $y_m \sim y'_m$ on $J$, this can be reexpressed as

$$\left| \int_J |b_{njk}(y)p_{njk}(y)|^2 e^{i \lambda \cdot b_{njk}(y)p_{njk}(y)} M_{jk}(y) d y_m \right|$$

$$\leq C'''|z| \int_J |p_{njk}(y_1, \ldots, y_m)|^\text{Re}(z) \times |y_1|^{-b_1} \ldots |y_m|^{-b_m}$$

$$\times \left( \sum_{i=1}^n |c_i y_m^\rho_i | \right)^{-\frac{1}{p}} d y_m$$  \hspace{1cm} (2.15b)

Notice that on $J$, $c_i = \lambda_i b_{ijk}(y_1, \ldots, y_{m-1}, 0)^{\beta_{ijk}} \ldots y_{m-1}^{\beta_{ijkm-1}}$ is comparable in magnitude to $\lambda_i b_{ijk}(y_1, \ldots, y_{m-1}, y_m)^{\beta_{ijk1}} \ldots y_{m-1}^{\beta_{ijkm-1}}$. Since $\rho_i$ was defined to be $\beta_{ijkm}$, the term $|c_i y_m^\rho_i |$ is comparable in magnitude to $\lambda_i b_{ijk}(y_1, \ldots, y_{m-1}, y_m)^{\beta_{ijk1}} \ldots y_{m}^{\beta_{ijkm}}$. Note that there is some $i$ for which $|\lambda_i| > \frac{1}{n} |\lambda_i|$, and since the
multiindices \((\beta_{ijk1}, \ldots, \beta_{ijkm})\) are lexicographically increasing in \(i\), this \(|\lambda_i b_{ijk}(y_1, \ldots, y_m)|\) is bounded below by a constant times \(|\lambda_i b_{ijk}(y_1, \ldots, y_m)\). Since \(b_{ijk}(y_1, \ldots, y_m)\) is nonvanishing on the support of the integrand in question, we also have a lower bound of a constant times \(|\lambda_i y_1^{\beta_{ijk1}} \ldots y_m^{\beta_{ijkm}}|\). Hence we have

\[
\sum_{i=1}^n |c_i y_m^{\beta_i} | \geq C^\prime |\lambda| |y_1^{\beta_{ijk1}} \ldots y_m^{\beta_{ijkm}}| \tag{2.16}
\]

As a result, the right-hand side of (2.15b) is bounded by

\[
C_0 |z| \int |p_{njk}(y)|^{Re(z)} |y_1|^{-b_1} \ldots |y_m|^{-b_m} \left(|\lambda||y_1^{\beta_{ijk1}} \ldots y_m^{\beta_{ijkm}}\right)^{-\frac{1}{p}} dy_m \tag{2.17}
\]

Adding (2.17) over the boundedly many intervals \(J\) comprising the dyadic interval \(2^{-q-1} \leq |y_m| < 2^{-q}\) and then integrating the result in the \(y_1, \ldots, y_{m-1}\) variables leads to the following, where \(J_q\) denotes \(\{y_m : 2^{-q-1} < |y_m| < 2^{-q}\}\).

\[
\left| \int_{(-1,1)^{n-1} \times J_q} |b_{njk}(y)p_{njk}(y)|^z e^{i\lambda b_{jk}(y)p_{jk}(y) M_jk(y)} \right| \leq C_1 |z| \int_{(-1,1)^{n-1} \times J_q} |p_{njk}(y)|^{Re(z)} |y_1|^{-b_1} \ldots |y_m|^{-b_m} \times \left(|\lambda||y_1^{\beta_{ijk1}} \ldots y_m^{\beta_{ijkm}}\right)^{-\frac{1}{p}} dy \tag{2.18}
\]

Simply by taking absolute values of the integrand and integrating, we also have

\[
\left| \int_{(-1,1)^{n-1} \times J_q} |b_{njk}(y)p_{njk}(y)|^z e^{i\lambda b_{jk}(y)p_{jk}(y) M_jk(y)} \right| \leq C_2 \int_{(-1,1)^{n-1} \times J_q} |p_{njk}(y)|^{Re(z)} |y_1|^{-b_1} \ldots |y_m|^{-b_m} dy \tag{2.19}
\]

Combining (2.18) and (2.19) we get a bound of

\[
\leq C_3 (1 + |z|) \int_{(-1,1)^{n-1} \times J_q} |p_{njk}(y)|^{Re(z)} |y_1|^{-b_1} \ldots |y_m|^{-b_m} \times \min(1, \left(|\lambda||y_1^{\beta_{ijk1}} \ldots y_m^{\beta_{ijkm}}\right)^{-\frac{1}{p}}) dy \tag{2.20}
\]

Since \(1 \leq p \leq n\), the right-hand side of (2.20) is maximized for \(p = n\). Inserting \(p = n\) and adding (2.20) over all intervals \(J_q\), we get the following bound for (2.6) for some \(\delta_0 > 0\):

\[\text{Birkhäuser}\]
\[ |I_{jk}^z| \leq C_4 (1 + |z|) e^{RE(z)^2 - Im(z)^2} \int_{(-1,1)^n-1} |P_{njk}(y)|^{Re(z)} |y_1|^{-b_1} \ldots |y_m|^{-b_m} \\
\times \min(1, (|\lambda| |y_1|^{\beta_{njk1}} \ldots y_m|^{\beta_{njkm}})^{-\frac{1}{n}}) \, dy \tag{2.21} \]

Note that \((1 + |z|) e^{RE(z)^2 - Im(z)^2}\) is uniformly bounded in \(Im(z)\) for fixed \(Re(z)\). Hence we can replace \(C_4 (1 + |z|) e^{RE(z)^2 - Im(z)^2}\) by \(C_{t_1}\) where \(t_1\) denotes \(Re(z)\). Furthermore, the form of (2.21) is such that if we replace \(\delta_0\) by a smaller \(\delta_1\), inequality (2.21) will still hold, but with a different constant \(C_{t_1, \delta_1}\). So we have

\[ |I_{jk}^z| \leq C_{t_1, \delta_1} \int_{(-1,1)^n-1} |P_{njk}(y)|^{t_1} |y_1|^{-t_1} \ldots |y_m|^{-t_m} \min(1, (|\lambda| |y_1|^{\beta_{njk1}} \ldots y_m|^{\beta_{njkm}})^{-\frac{1}{n}}) \, dy \tag{2.22} \]

In particular, we may assume \(\delta_1\) is small enough so that the pullback of \((-1,1)^n-1 \times [-\delta_1, \delta_1]\) under the coordinate changes of the above resolution of singularities is contained in a set \(\{ t : |t| < r \}\) on which (1.4) is valid. Converting back into the original \(t\) coordinates through these coordinate changes, recalling that \(C_1 < |b_{njk}(y_1, \ldots, y_m)| < C_2\) for some \(C_1, C_2 > 0\), Eq. (2.22) then gives

\[ |I_{jk}^z| \leq C_{t_1}' \int_{\{|t| < r\}} |y_n(t)|^{t_1} |t_1|^{-a_1} \ldots |t_m|^{-a_m} \min(1, (|\lambda| |y_n(t)|)^{-\frac{1}{n}}) \, dy \tag{2.23a} \]

In the notation of (1.4), (2.23a) is simply

\[ |I_{jk}^z| \leq C_{t_1}' \int_{\{|t| < r\}} |y_n(t)|^{t_1} \min(1, (|\lambda| |y_n(t)|)^{-\frac{1}{n}}) \, d\mu \tag{2.23b} \]

Recall that we are trying to show that \(|I_{jk}^z| \leq C_4 (1 + |\lambda|)^{-\frac{1}{n}}\) for \(t_1 > max(0, \frac{1}{n} - s_0)\), where \(s_0\) is as in (1.4). If \(|\lambda| < 1\) this is immediate from taking absolute values of the integrand in (2.6) and integrating, so we assume \(|\lambda| > 1\). It is natural to break the integral in (2.23b) into \(|y_n(t)| < \frac{1}{|\lambda|}\) and \(|y_n(t)| \geq \frac{1}{|\lambda|}\) parts. Equation (2.23b) then becomes

\[ |I_{jk}^z| \leq C_{t_1}' \int_{\{|t| < r, |y_n(t)| \leq \frac{1}{|\lambda|}\}} |y_n(t)|^{t_1} \, d\mu + C_{t_1}' |\lambda|^{-\frac{1}{n}} \\
\times \int_{\{|t| < r, |y_n(t)| \leq \frac{1}{|\lambda|}\}} |y_n(t)|^{t_1-\frac{1}{n}} \, d\mu \tag{2.24} \]

Since \(t_1 > \frac{1}{n} - s_0\), the exponent \(t_1 - \frac{1}{n}\) in the second integral of (2.24) is greater than \(\frac{1}{n} - s_0\). Since \(s_0\) satisfies (1.4), this integral has a finite bound independent of \(|\lambda|\). Hence the second term in (2.24) has the desired bound of \(C_{t_1}' |\lambda|^{-\frac{1}{n}}\). As for the first term of (2.24), we write it as...
In a given term of (2.25), \(|\gamma_n(t)|^{t_1} \leq |\lambda|^{-t_1} 2^{-j t_1}\), and by (1.4) for any \(s < s_0\) the measure of the domain of integration of (2.25) is bounded by \(C_s |\lambda|^{-s} 2^{-j s}\). Thus (2.25) is bounded by \(C_{t_1, s} |\lambda|^{-s - t_1} \sum_{j=0}^{\infty} 2^{-j (s+t_1)} = C'_{t_1, s} |\lambda|^{-s - t_1}\). Since \(t_1 > \frac{1}{n} - s_0\), if \(s\) is close enough to \(s_0\) we have \(s + t_1 > \frac{1}{n}\), and we have a bound of \(C''_{t_1} |\lambda|^{-\frac{1}{n} - \epsilon}\) for some \(\epsilon > 0\), better than what is needed.

Thus we conclude that \(|I_{j,k}^z| \leq C''_{t_1}(1 + |\lambda|)^{-\frac{1}{n}}\) for some constant \(C''_{t_1}\) as desired.

Adding this over all \(j\) and \(k\) then gives the estimate \(|\tilde{\sigma}_z(\lambda)| \leq C'''_{t_1}(1 + |\lambda|)^{-\frac{1}{n}}\), where \(\sigma_z\) is such that \(T^z f = f \ast \sigma_z\). Consequently we obtain the desired estimate \(||T^z||_{L^2 \to L^2} \leq C'''_{t_1}\) whenever \(t_1 = Re(z) > \max(0, \frac{1}{n} - s_0)\).

### 2.3 The End of the Proof of Part 1 of Theorem 1.1

The argument here is very similar to the interpolation arguments in [10,11]. We just saw that if \(Re(z) = t_1 > \max(0, \frac{1}{n} - s_0)\) we have \(||T^z f||_{L^2_\frac{1}{n}} \leq C_{t_1} ||f||_{L^2_\frac{1}{n}}\). At the beginning of this section, we saw that if \(p < \infty\) and \(Re(z) = t_0 > \max(-s_0, -\frac{1}{n})\), then we have an estimate \(||T^z f||_{L^p} \leq C_{t_0} ||f||_{L^p}\).

Note that \(0 = \alpha \max(-s_0, -\frac{1}{n}) + (1 - \alpha)(\max(0, \frac{1}{n} - s_0))\), where \(\alpha = \max(0, 1 - s_0 n)\). Thus if \(1 > \alpha' > \alpha\), one can write \(0 = \alpha't_0 + (1 - \alpha')t_1\), where \(0 > t_0 > \max(-s_0, -\frac{1}{n})\) and \(t_1 > \max(0, \frac{1}{n} - s_0)\). Hence by complex interpolation \(T = T^0\) is bounded from \(L^q\) to \(L^q_\beta\), where \(\frac{1}{q} = \alpha' \frac{1}{p} + (1 - \alpha') \frac{1}{2}\) and \(\beta = \alpha' 0 + (1 - \alpha') \frac{1}{n}\). Explicitly, we have \(q = \frac{1 - \alpha'}{\alpha' + \alpha'(\frac{1}{p} - \frac{1}{2})}\) and \(\beta = \frac{1 - \alpha'}{\alpha'}\).

Using interpolation again, we have that \(T\) is bounded from \(L^r\) to \(L^r_\gamma\) for \((\frac{1}{r}, \gamma)\) in the closed triangle with vertices \((0, 0), (1, 0)\), and \((\frac{1}{q'}, \beta')\). Taking the union of these triangles as \(\alpha'\) approaches \(\alpha\) and \(p\) approaches \(\infty\), we get that \(T\) is bounded from \(L^r\) to \(L^r_\gamma\) for \((\frac{1}{r}, \gamma)\) in the open triangle with vertices \((0, 0), (1, 0)\), and \((\frac{1}{q'}, \beta')\), where \(q' = \frac{1}{\frac{1}{2} - \frac{1}{\alpha'}} = \frac{2}{\min(1, s_0 n)} = \max(2, \frac{2}{s_0 n})\) and where \(\beta' = \frac{1 - \alpha}{\alpha} = \min(\frac{1}{n}, s_0)\).

In the case where \(s_0 \geq \frac{1}{n}\), the union of these triangles is the open triangle with vertices \((0, 0), (1, 0)\), and \((\frac{1}{q'}, \frac{1}{n})\), which is the boundedness region stipulated by part 1 of Theorem 1.1 in this case. If \(s_0 < \frac{1}{n}\), the union of these triangles is the open triangle with vertices \((0, 0), (1, 0)\), and \((\frac{s_0 n}{2}, s_0)\). So \(T\) is bounded from \(L^r\) to \(L^r_\gamma\) for \((\frac{1}{r}, \gamma)\) in this region. By duality, it is also bounded from \(L^r\) to \(L^r_\gamma\) for \((\frac{1}{r}, \gamma)\) in this region, giving the triangle with vertices \((0, 0), (1, 0)\), and \((1 - \frac{s_0 n}{2}, s_0)\). Thus \(T\) is bounded from \(L^r\) to \(L^r_\gamma\) for \((\frac{1}{r}, \gamma)\) in the open trapezoidal region with vertices \((0, 0), (1, 0), (\frac{s_0 n}{2}, s_0)\), and \((1 - \frac{s_0 n}{2}, s_0)\). This is the region stipulated by Theorem 1.1 in the case where \(s_0 < \frac{1}{n}\). This completes the proof of part 1 of Theorem 1.1.
3 The Proof of Part 2 of Theorem 1.1

The proof of the second part of Theorem 1.1 is much easier than the first part and does not require resolution of singularities. Effectively the argument reduces to showing (up to endpoints) the well-known fact that the sublevel set measure growth rate is at least as fast as the scalar oscillatory integral decay rate when the latter index is less than 1. While resolution of singularities can be used for this part, we instead use a more direct approach very similar to the corresponding argument in [10].

We suppose the hypotheses of part 2 of Theorem 1.1 hold. That is, we assume that $s_0 < 1$, $K(t)$ is nonnegative, and there exists a constant $C_1 > 0$ and a neighborhood $W$ of the origin such that $K(t) > C_1 t_1^{-a_1} \ldots t_m^{-a_m}$ for all $t \in W$ with $t_i \neq 0$ for all $i$. Suppose that $T$ is bounded from $L^p(\mathbb{R}^n)$ to $L^p_\beta(\mathbb{R}^n)$ for some $1 < p < \infty$. Then by duality, $T$ is bounded from $L^q(\mathbb{R}^n)$ to $L^q_\beta(\mathbb{R}^n)$ where $q$ is such that $\frac{1}{p} + \frac{1}{q} = 1$.

Since either $p \leq 2 \leq q$ or $q \leq 2 \leq p$, using interpolation we have that $T$ is bounded from $L^2(\mathbb{R}^n)$ to $L^2_\beta(\mathbb{R}^n)$. As a result, if $\sigma$ denotes the measure such that $Tf = f * \sigma$, we have the estimate $|\hat{\sigma}(\lambda)| \leq C(1 + |\lambda|)^{-\beta}$. Explicitly, this means that

$$\left| \int_{\mathbb{R}^n} e^{-i \lambda \cdot \gamma(t)} K(t) \, dt \right| \leq C(1 + |\lambda|)^{-\beta} \quad (3.1)$$

In particular, (3.1) holds in the $(0, \ldots, 0, 1)$ direction. So for all $\tau \in \mathbb{R}$ we have

$$\left| \int_{\mathbb{R}^n} e^{i \tau \gamma_n(t)} K(t) \, dt \right| \leq C(1 + |\tau|)^{-\beta} \quad (3.2)$$

Denote the integral on the left of (3.2) by $U(\tau)$. Let $B(x)$ be a bump function on $\mathbb{R}$ whose Fourier transform is nonnegative, compactly supported, and equal to 1 on a neighborhood of the origin, and let $\epsilon$ be a small positive number. If $0 < \beta' < \min(\beta, 1)$, then (3.2) implies that for some constant $A$ independent of $\epsilon$ one has

$$\int_{\mathbb{R}} |U(\tau)\tau^{\beta' - 1} B(\epsilon \tau)| \, d\tau < A \quad (3.3)$$

Inserting the definition of $U(\tau)$ we have

$$\left| \int_{\mathbb{R}^{m+1}} e^{i \tau \gamma_n(t)} K(t) |\tau|^{\beta' - 1} B(\epsilon \tau) \, d\tau \, dt \right| < A \quad (3.4)$$

We do the integral in $\tau$ in (3.4). Letting $b_\epsilon(y)$ denote the convolution of $|y|^{-\beta'}$ with $\frac{1}{\epsilon} \hat{B}(\frac{\cdot}{\epsilon})$, for a constant $A'$ independent of $\epsilon$ we get

$$\left| \int_{\mathbb{R}^m} b_\epsilon(-\gamma_n(t)) K(t) \, dt \right| < A' \quad (3.5)$$

\[\text{Birkhäuser}\]
Note that both $b_\epsilon (-\gamma_n(t))$ and $K(t)$ are nonnegative here. Thus we may remove the absolute value and let $\epsilon \to 0$ to obtain

$$\int_{\mathbb{R}^m} |\gamma_n(t)|^{-\beta'} K(t) < \infty \quad (3.6)$$

Since $K(t)$ is bounded below by $C_1 t_1^{-a_1} \ldots t_m^{-a_m}$ on a neighborhood $W$ of the origin, we therefore have

$$\int_W |\gamma_n(t)|^{-\beta'} \prod_{k=1}^m |t|^{-a_k} dt < \infty \quad (3.7)$$

In other words, $|\gamma_n(t)|^{-\beta'}$ is in $L^1(W)$ with respect to the measure $\mu$. Hence it is in weak $L^1$, and we have the existence of a constant $C$ such that

$$\mu(\{t \in W : |\gamma_n(t)|^{-\beta'} > \epsilon\}) \leq C \frac{1}{\epsilon} \quad (3.8)$$

Replacing $\epsilon$ by $\epsilon^{-\beta'}$, we get

$$\mu(\{t \in W : |\gamma_n(t)| < \epsilon\}) \leq C \epsilon^{\beta'} \quad (3.9)$$

In view of (1.4), we have $\beta' \leq s_0$. Since this holds for each $\beta'$ satisfying $0 < \beta' < \min(\beta, 1)$, we conclude that $\min(\beta, 1) \leq s_0$. Since we are assuming $s_0 < 1$, we obtain that $\beta \leq s_0$ as needed. This completes the proof of part 2 of Theorem 1.1.
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