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Abstract: Automating sheet steel visual inspection can improve quality and reduce costs during its production. While many manufacturers still rely on manual or traditional inspection methods, deep learning-based approaches have proven their efficiency. In this paper, we go beyond the state-of-the-art in this domain by proposing a multi-task model that performs both pixel-based defect segmentation and severity estimation of the defects in one two-branch network. Additionally, we show how incorporation of the production process parameters improves the model’s performance. After manually constructing a real-life industrial dataset, we first implemented and trained two single-task models performing the defect segmentation and severity estimation tasks separately. Next, we compared this to a multi-task model that simultaneously performs the two tasks at hand. By combining the tasks into one model, both segmentation tasks improved by 2.5% and 3% mIoU, respectively. In the next step, we extended the multi-task model using sensor fusion with process parameters. We demonstrate that the incorporation of the process parameters resulted in a further mIoU increase of 6.8% and 2.9% for the defect segmentation and severity estimation tasks, respectively.
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1. Introduction

Producing sheet steel material involves a cumbersome process consisting of many delicate steps, which include heating, rolling, drying, and cutting. In each of these steps, different machines manipulate the sheet steel material, which can all induce surface defects on the product. To ensure a qualitative end product, visual inspection of the sheet steel material is a crucial part of the production process. With a rolling speed of multiple meters per second, this remains a challenging task.

Over the years, many researchers have studied this field. In [1], a broad overview of the most common methods that have been used to date can be found, ranging from statistical methods, e.g., thresholding, clustering, edge-based; spectral methods, i.e., Fourier transforms, Gabor filters, wavelet transforms; and model-based methods, i.e., Markov random fields, Weibull models, to the latest, more modern research on machine learning, which includes supervised, unsupervised, and reinforcement learning. While the classic approaches have proven their efficiency, these methods heavily depend on a fixed environment, i.e., no change in lighting, surface finish, change in defect occurrence, etc., which will impact the performance of the algorithm drastically. On the other hand, machine learning algorithms will learn to generalize and are more robust to these changes in the environment.

However, the downside of the machine learning methods is that these are very data-hungry. Since these algorithms learn by example, the performance of the model will increase with an increasing dataset that exists of manually labeled image examples. Constructing such a dataset is a very labor-intensive task performed by trained employees, which is why many manufacturers still rely on the conventional computer vision approaches. However, due to publicly released datasets such as the NEU (North Eastern
University) dataset [2] and the Severstal Kaggle challenge [3], researchers can investigate this problem and implement new methods.

However, from a real-life industrial point of view, we conclude that these academic datasets over-simplify the task. In real-life cases, the number of different defect classes to be detected is much higher than the three or six types in these datasets. Moreover, real quality inspection systems must also produce a severity grade for each surface defect.

In this paper, we tackled this advanced sheet steel inspection research question while focusing on a deep learning approach using convolutional neural networks (CNNs) ([4]). Since the rise of deep learning, many computer vision tasks such as image classification, object detection, and image segmentation have seen significant progress for many industrial applications, including autonomous driving [5], medical analysis [6], geosensing [7], topology optimization [8], etc. This has been due to the many advancements in model architectures and training improvements.

This paper brings three novelties in the field of visual inspection of steel sheet material:

• Inspired by the real-life industrial dataset that we gathered, we study the detection of 16 different types of steel surface defects, of which some are almost visually similar but have a different root cause. Moreover, for each detected surface defect, a severity grading is also to be produced by the inspection system in order to produce a fine-grained quality report. We demonstrate that the joint training of these two tasks simultaneously yields better results than when treating them separately.

• We strive towards pixel-perfect segmentation of the surface defects. We show that our network can produce these, although some of the annotations of our dataset are in the less precise but cheaper bounding boxes format instead of pixel-perfect segmentation maps.

• We demonstrate that fusing the image data with steel production process parameters during classification is very advantageous for the detection accuracy of the proposed system.

While recent research including [9–12] only focuses on one task, i.e., detecting or classifying defects into 1 to up to 6 classes, our industrially inspired goal is to perform three tasks: detect defects, classify them into 16 different types, and make an estimate of the severity level of each defect. While the first task enables the manufacturers to improve the quality of the end product by cutting out the detected defects, the second task provides an insight into the occurrence of different types of defects. This can be an indicator of process malfunction, which induces the defects. Moreover, some defect types have to be immediately detected to prevent damage to the machinery. The last task, i.e., estimating a severity level, is another process malfunction indicator, which can be responded to. In addition, the severity estimation can be a deciding factor to remove certain defects or not. This enables the manufacturer to indicate a quality label for the end product, which indicates if there are minor defects present or more severe ones.

Some of the more popular deep learning methods that can be used to tackle this problem are image classification and object detection. The first approach (e.g., [9,11]) classifies entire images without an indication of where the defects occur in that particular image. The second approach (e.g., [10,12]) draws a bounding box around each defect, which gives additional information on the location and size of the defect. However, the bounding box is a crude estimation of the defect and will contain a significant portion of defect-free material. Another approach is image segmentation, which segments the image into background/foreground pixels. An extension to this method is semantic segmentation ([13,14]), which additionally classifies the foreground pixels into different classes. This algorithm provides a pixel-perfect defect mask, in contrast to bounding boxes, where a large portion contains background pixels.

In our approach, we propose to use a semantic segmentation approach to segment each defect from the camera input which comes in at a high frame rate depending on the roller speed. The reason that we chose to segment the pixels of the images instead of using object detection is that, besides the crude bounding box approximations that object
detection provides, the surface defects that we target are not rigid objects. Whereas object detection methods would work better on rigid-objects datasets, our dataset consists of non-rigid objects and is, therefore, better suited to segmentation.

Since deep learning algorithms are very data-hungry, we first constructed a real-life industrial, manually labeled dataset containing thousands of images. Ideally, these should all be annotated with pixel-perfect segmentation maps. However, as bounding box labels around the defects are easier to annotate, our dataset partly contains these. In this paper, we show that we can treat these bounding-box annotations as crude rectangular segmentation maps and demonstrate that our network still learns to produce pixel-perfect maps.

We trained a multi-branch segmentation network that simultaneously performs two tasks: to segment different types of defects and to estimate their severity level. The network can segment 16 different defect types and estimates a suitable severity level between one and three.

Additionally, we extended the multi-branch network by incorporating process parameters to improve both the defect segmentation and severity estimation. Indeed, we know that, for human quality inspectors, the context is important in detecting some defects. They know by experience that some defects have a higher chance of occurring in certain circumstances: when the cylinder pressure is above a certain value, for a specific material alloy, when the temperature of a certain heater is too high or too low, etc. Because, for every image in our dataset, a large number of such process parameters are known, we indeed successfully were able to train our neural network in order to take such context as additional input.

Figure 1 shows an overview of our approach.

![Figure 1. Overview of our approach. A multi-task model segments the input image into 16 different defect classes while also estimating a suitable pixel-based severity level. To enhance the segmentation performance, additional steel production process parameters are fed into the model.](image)

2. Method

2.1. Dataset

To train our model, we gathered a dataset of around 10K images, of which 4K have a resolution of $280 \times 780$ and 6K have a varying resolution of $128 \times 1920$ to $1920 \times 1920$. As mentioned before, some of the images are annotated with pixel-perfect masks and the remainder with bounding box masks to speed up labeling. Figure 2a gives an overview of the amount of bounding-box and pixel-perfect labeled pixels per defect type, while Figure 2b shows how these defect type pixels are distributed among the different severity
levels. Remarkably, we noticed that we are able to treat the bounding-box labels as weakly labeled pixel-perfect labels. We use the filled-in bounding boxes as rectangular-shaped segmentation maps, and observe that the segmentation network after training produces maps that better shrink around the actual defect pixels. In the future, these bounding-box labels will be fine-tuned to pixel-perfect labels using model-assisted labeling. The influence of the bounding-box labels is slightly noticeable, with some bounding-box-like output predictions visible. However, since some classes are highly imbalanced, these bounding-box labels are needed in order to have extra examples for these underrepresented classes. Nevertheless, to reduce the influence of the false-positive pixels within the bounding-box targets, a weight is applied to the pixel-perfect labels to increase their influence during training.

Our dataset contains 16 types of defects, which, from now on, we will further refer to as A-P, and which can be seen in Figure 3. Some types can be easily distinguished. Other types share visual features and are harder to distinguish from each other. Moreover, each defect is annotated with a severity score of 1 to 3, indicating the severity of the defect. This severity level is given by a trained labeler and is based on pre-determined quality regulations. Some examples of different severity levels can be seen in Figure 4. While severity 3 defects are clearly visible, low-severity defects are harder to distinguish from the background, which makes them difficult to detect. Due to the difficulty of visually detecting and distinguishing defects from each other, we are aware that our dataset is not 100% error-free and may contain missing or erroneous annotations, which will impact the training of the model. Nevertheless, due to the size of our dataset, we will neglect these deficiencies for now and this will be investigated in future work.

Figure 2 shows that the dataset deals with two imbalance problems: both the occurrence of different defect types and the severity levels are highly imbalanced. The first imbalance is due to the fact that some defects occur on a regular basis, while other defects only occur on a monthly or yearly basis, which makes it difficult to gather many examples. The severity imbalance is due to the fact that some defect types are inherently extremely severe (e.g., holes, folds, etc., which can cause damage to the machinery) and will primarily appear as a level 3 severity defect (e.g., defect type ‘G’). Other defect types, such as rough patches, stains, etc., are primarily classified as lower-level severity defects and will therefore contain less severity 3 defects (e.g., defect type ‘A’).

![Figure 2.](image-url) (a) Number of bounding-box and pixel-perfect labeled pixels per defect type. (b) Severity occurrence per defect type. It is clear that our dataset deals with two imbalance problems: both defect type (across dataset) and severity levels (per defect class) are imbalanced.
Figure 3. Defect types (first column: A–H, second column I–P). For illustration purposes only, bounding boxes are drawn around each defect. However, during training, the segmentation label consists of either a pixel-perfect or filled-in bounding-box mask as supervision.
Figure 4. Defects with different severity levels. Each column represents a certain defect class with, for each row, a different severity. Top row shows severity level 3 defects, while the bottom shows level 1 defects. It is clear that level 3 defects are easier to detect than the lower-severity-level defects.

Additionally, all images have a set of parameters as extra supervision. These parameters include oven temperature, steel surface finish, and so on. Many works (e.g., [15–17]) have shown that, during the several processing steps needed to produce sheet steel material, the different process settings during the melting (e.g., oven temperature), hot rolling (e.g., rolling speed, furnace temperature, heating time, coiling temperature), and cold rolling steps (e.g., rolling speed, surface finish) have an influence on the defect occurrence rate.

Since we have these parameters available during inference, it is of interest to investigate whether there is any correlation between the presence of defects and the current parameter settings. By incorporating these parameters during training by using sensor-fusion-like approaches, the model might be able to learn these correlations and provide better predictions.

2.2. Semantic Segmentation Using U-Net

In our approach, we will use one of the popular semantic segmentation networks called U-Net [18] (Figure 5). The U-Net architecture follows the encoder–decoder structure. The goal of the encoder part is to capture the global context of the image, explaining ‘what’ is in the image, by gradually reducing the size of the image while increasing the depth of the image. This is done using only convolutional and max-pooling layers. The decoder’s goal is to translate this information back to the original pixel location, by up-sampling the image using transposed convolution layers. These layers increase the size of the image while reducing the depth. Additionally, to improve the up-sampling of the image, at every step of the decoder, skip connections are used that concatenate the feature maps of the encoder to the output of the transposed convolution layers. These feature maps contain the original spatial information, which was lost during the encoder’s compression and will help the decoder to construct a more precise segmentation result. It is easy to derive its name by looking at the symmetric U-shape of the network due to the skip connections. As only convolutional layers are used, this model is an end-to-end fully convolutional network and will enable us to train the model on any image resolution size.

To improve the model’s performance, instead of using U-Net’s standard encoder, we will use a ResNet model [19] as the encoder. Specifically, our experiments showed that a ResNet34 is a good compromise between both performance and execution time.
Multi-Branch U-Net

Since we have two tasks at hand, i.e., the prediction of the defect class as well as the defect severity, we decided to expand the U-Net segmentation model to simultaneously output two segmentation maps. By inserting an extra decoder branch after the encoder, the model can output both the defect class segmentation map and the defect severity map. Each branch decoder has the same bottleneck as its input, meaning the encoder is shared between the two tasks. We have evaluated different shared decoder levels (instead of only sharing the encoder, some of the decoder layers can also be shared), but concluded that splitting the branches right after the encoder gives the best results. Figure 6 gives an overview of our approach.

Since we have to distinguish defects between 16 different classes, the first branch will output 17 channels (background included), which will be evaluated with an argmax function to indicate the predicted class. Similarly, the second branch will output 3 channels, with each channel representing the probability for each severity level. Again, these channels are evaluated with an argmax to indicate the predicted severity per pixel.

As described above, the first branch, or defect class branch, will output a probability for the background class. This means that this branch inherently learns the binary segmentation between back- and foreground. Since the second branch, or severity branch, learns to predict a severity instead of a defect class, this branch could also include a probability for the background class. This, however, would mean that both branches would learn the binary segmentation task, which is redundant. Therefore, we let only the defect class branch learn the semantic segmentation task including the background, while the severity branch only learns to predict a severity for each defect pixel. To achieve this, the severity branch will only receive gradients for defect pixels, i.e., only the pixels for which the branch has to learn a severity, by masking out the loss function with the pixel-perfect ground truth mask. The final severity mask can then be computed by masking out the output of the severity decoder with the foreground–background map of the defect type decoder.
Figure 6. An overview of our multi-branch network. We expanded the U-Net architecture by adding an additional decoder branch. Each branch learns a specific segmentation task. The first branch (defect type branch) learns the segmentation of defect types. The second branch (severity branch) learns to generate a severity heatmap. The defect type mask generated by the first branch is then used to mask out the severity heatmap to generate the defect severity mask.

2.3. Loss Function

Two of the more popular loss functions for training a semantic segmentation network are the DICE (Sørensen–Dice) loss (Equation (1)) and the pixel-wise cross-entropy (CE) loss (Equation (2)).

\[
L = 1 - \frac{2 \sum_{\text{pixels}} y_{\text{true}} y_{\text{pred}}}{\sum_{\text{pixels}} y_{\text{true}}^2 + \sum_{\text{pixels}} y_{\text{pred}}^2} \tag{1}
\]

\[
L = - \sum_{\text{classes}} y_{\text{true}} \log(y_{\text{pred}}) \tag{2}
\]

After some initial experiments, we have established that the CE loss works slightly better than the DICE loss. Therefore, we will use the CE in all the subsequent sections. Because of the class imbalance in our dataset, we will weigh the CE loss using the class weights originally implemented by ENet [20], as seen in Equation (3). The main advantage of these weights is that they are bounded as the probability approaches zero, in contrast to the inverse class probability weighting. We adopt the same value as [20], namely 1.02, for the c hyper-parameter, meaning that the weights will be restricted to the interval of [1, 50].

\[
w_{\text{class}} = \frac{1}{\ln(c + \text{freq}_{\text{class}})} \tag{3}
\]

We will train each branch with its CE loss weighted with the branches’ class weights. As the severity branch is only trained on foreground pixels, the frequencies for these severity classes are calculated with respect to the total amount of foreground pixels instead of the total amount of pixels.

3. Experiments and Results

In the following experiments, we will first train the two tasks (i.e., defect type and defect severity) separately. This way, we have a benchmark for the multi-task network when these are learned simultaneously using the multi-branch U-Net network (Figure 6).
In the last experiment, we will incorporate the process parameters during training and investigate the effect on the model performance. All experiments were executed using the PyTorch framework [21] with a 80/20 training/validation dataset split on an Nvidia V100.

3.1. Single Task Networks

For both tasks, we will use the (single-branch) U-Net model together with the cross-entropy loss (Equation (2)). The defect type model’s output consists of 17 channels, while for the severity model, the output consists of 4 channels. Inherently, learning the background/foreground segmentation is exactly the same for both tasks. The difference is that the two models have to learn a different classification for the foreground pixels.

To compensate for the data imbalance present in both tasks as seen in Figure 2, we used the ENet class weighting as described in the previous section (Equation (3)). Each model was trained using the Adam optimizer [22] with a learning rate of $3 \times 10^{-4}$. To avoid over-fitting of the models, we experimented with different data augmentation techniques. Since our dataset consists of multiple resolutions, we already have to crop the images to provide the model with fixed resolutions during training. However, we have found that different crop sizes have significant effects on the segmentation output. In our experiments, we have found that, while a binary defect segmentation model can be trained with a small crop size, training a semantic segmentation network, which has to perform a dense prediction, requires a larger crop size. This can be explained by the fact that cropping a defect might make it similar to other defect types, resulting in confusion between different classes. However, while the majority of the images have a height of 280 pixels, some images have a height of 128. A crop size of height 128 showed a significant decrease in performance for both tasks. Therefore, the smaller images are padded using reflective padding to a height of 280 before taking a random crop of size $224 \times 608$.

Both models trained for 2500 epochs (3–4 min per epoch). An example of a training curve can be seen in Figure 7. We evaluated the model’s performance on the validation set after each epoch. The model with the highest mIoU (mean Intersection over Union) validation score is chosen as the best model, since this metric is the most important for our application. The first row of Table 1 gives an overview of the performance on the validation set for both single-task models. Apart from the mIoU scores, the table also shows other metrics such as mean accuracy (mACC), frequency weighted IoU (fwIoU), and pixel accuracy (pACC) for comparison. Figures 8 and 9 show the pixel-wise confusion matrices for the different classes (validation data). For each task, we have plotted both the class matrices, i.e., the defect type and severity matrices and the background/foreground matrices. The first gives an insight into the confusion between the foreground pixels. The latter shows how many pixels were confused between background and foreground.

Figure 7. Training curve for the single-task defect type model. The chart shows both the loss curve on the training set and the mIoU score on the validation set for each epoch. The model with the highest mIoU validation score is chosen as the best model.
Figure 8. Confusion matrices for the defect type segmentation network (validation set). The first chart shows the confusion matrix for the foreground pixels. Most of the defect classes (A to P) show no or very low confusion with other classes. However, it is clear that for some classes, e.g., class E or P, the segmentation can still improve. This is mainly due to the fact that these classes are less represented in the dataset or that these are more difficult to detect. The second matrix shows the background/foreground confusion matrix.

Figure 9. Confusion matrices for the severity segmentation network (validation set). The first chart shows the confusion matrix for the foreground pixels. Severity level 3 has the highest accuracy, with some confusion with level 2 defects. Severity 1 and 2 clearly show confusion with the other severity levels, especially severity 1, which are mostly segmented as level 2 defects. The second chart shows the background/foreground confusion matrix. Here, we can see that this network performed better on the back- and foreground task than the defect type network shown in Figure 8.

Table 1. This table summarizes the performance metrics of the single-task, multi-branch, and multi-branch model extended with process parameters on the validation set. The table shows the following metrics: mean IoU, mean accuracy, frequency weighted IoU, and pixel accuracy. For both tasks, the performance increased when combining the two tasks into one multi-task model (second row). Moreover, after extending the multi-branch model with process parameters, the performance of both tasks increased significantly (third row).

| Defect Type | Severity |
|-------------|----------|
| Model       | mIoU     | mACC | fwIoU | pACC  | mIoU     | mACC | fwIoU | pACC  |
| Single-Task | 31.9     | 49.8 | 83.2  | 88.6  | 37.8     | 55.3 | 81.2  | 85.6  |
| Multi-Branch| 33.4     | 51.7 | 84.1  | 89.2  | 40.8     | 59.5 | 82.3  | 86.1  |
| Multi-Branch with Process Params | 40.2 | 73.9 | 85.4  | 90.1  | 43.7     | 66.4 | 83.4  | 88.2  |
Some example output predictions from the validation set of the defect type and severity models can be found in Figures 10 and 11, respectively.

**Figure 10.** Example predictions of the defect type segmentation model (validation data). It is clearly visible that, although a large portion of the dataset includes rectangular target masks, the segmentation of the defects has a more confined border. However, sometimes, the segmentation can have a rectangular shape as in the example image in the second last row. Nevertheless, it is clear that the model is capable of segmenting most defects while also predicting the right class.
Figure 11. Example predictions of the severity segmentation model (validation data). The model succeeds in detecting most defects while accurately estimating the severity. However, the performance on level 1 severity defects still needs improvement due to erroneous labels, i.e., unlabeled or wrongly labeled defects.

3.2. Multi-Branch Network Combining Defect Type and Severity

In the previous section, we trained a model to perform the defect type segmentation as well as the defect severity segmentation tasks separately. This way, we had an idea of how the model performs when training on only one task. We already achieved good results using the single-task networks. However, we aim to perform a real-time quality inspection. Having two models running simultaneously is a huge computational burden and will slow down the pipeline. Therefore, by combining the two tasks into one model, the computational burden can be lowered drastically. Additionally, recent works on multi-branch learning, e.g., [23,24], have shown that if two tasks are learned together, each task might learn from the other, resulting in increased performance.
Multi-Branch U-Net

The U-Net model uses the encoder–decoder structure with skip connections between the encoder and decoder, transferring spatial information from the encoder to the decoder to improve the up-sampling. To achieve a multi-branch network, we will insert a second decoder into the network. This decoder receives the same encoder’s output and skip connections. Each decoder branch will be responsible for one task and receives gradients from its own loss function. Since the cross-entropy loss has proven its efficiency in the single-task setups, we will adopt the same loss for each branch of the multi-branch model. A visual representation of the setup can be seen in Figure 6.

Having an extra decoder also introduces extra computation. This might be reduced by, instead of only sharing the encoder’s layers between the tasks, also sharing some early layers of the decoder. However, for our application, initial experiments have shown that the best segmentation results are achieved by using completely separate decoders while having a shared encoder.

The training of the network is straightforward and is similar to the single-task setup. However, as described above, both the defect type and severity single-task models inherently learn the binary segmentation task. Therefore, it is only reasonable to learn this task in one branch only. In our experiments, the defect class branch will learn the binary segmentation task. With the background class discarded from the severity branch, this branch now outputs a probability for only three classes, i.e., the three severity levels. Since this is only required for foreground pixels, during training, we only provide gradients to the foreground pixels by masking the loss out with the target label. This means that, during inference, the output from the severity branch is only valid for foreground pixels, which are predicted by the defect class branch. Therefore, the severity output map has to be masked out by the background/foreground prediction of the defect type branch as seen in Figure 6.

Again, we train the model with the Adam optimizer and a learning rate of $3 \times 10^{-4}$ for both branches. Both branch losses use the ENet class weighting. However, the severity weights are now relative to the foreground pixels only, instead of the total amount of pixels, since the loss is only applied to the foreground. The model trained for 2500 epochs (4–5 min per epoch) with a batch size of 16. We applied the same data augmentations as in the single-task setups, i.e., the random scaling between 0.8 and 1.2, and the random cropping of size $224 \times 608$ after conditional reflective padding if the height of the image is smaller than the crop size. The confusion matrices of the background/foreground, defect type and severity segmentation tasks of the trained multi-branch model can be found in Figure 12, Figure 13 and Figure 14 respectively. The second row of Table 1 gives an overview of the model’s performance. It is clear that both the defect type and severity tasks have been improved by using the multi-branch setup, while reducing the computational burden of having two separate models.
Figure 12. Confusion matrices for the multi-branch model. (a) Confusion matrix of the multi-branch model for the background/foreground task. (b,c) Confusion matrix difference between the current confusion matrix and the matrices from the single task defect type and severity models displayed in Figures 8 and 9. It is clear that the multi-branch model performs better than the two single-task models on the background/foreground task.

Figure 13. (a) Confusion matrix for the defect type task of the multi-branch model. (b) Accuracy improvement of the multi-branch model compared to the single-task model (defect type) from Figure 8. The model shows both a decrease and increase in accuracy for different classes. However, the overall performance of the task increased, as shown in Table 1.
Figure 14. (a) Confusion matrix for the severity estimation task of the multi-branch model. (b) Accuracy improvement of the multi-branch model compared to the single-task model (severity) from Figure 9. The model shows both a decrease and increase in accuracy for different classes. However, the overall performance of the task increased, as shown in Table 1.

3.3. Using Process Parameters as Extra Supervision

Training the model with the annotated images supervises the model to determine which pixels contain defects and to predict the correct type and severity. However, due to different process parameters such as oven temperature or surface finish, the occurrence rate of specific defects and severity levels can differ. Therefore, we believe that there is a correlation between these parameters and the presence of certain defects which could help to improve the semantic segmentation. Without manually deriving these statistics, the model can learn the correlation between these parameters and the defect occurrence by incorporating them during training as extra supervision. Since these parameters are also available during inference, we do not have to treat them as target labels, as with the segmentation labels, but as inputs. Therefore, this can be seen as a form of sensor fusion, where we have both our camera images and the process parameters as inputs to our model.

There are many ways of incorporating the parameters into our model [25]. More specifically, we can insert them at the earlier layers, mid-layers, or the last layers of our model. Since the parameters are all integers, we have decided to insert them at the bottleneck of the network, i.e., the output of the encoder. Here, the activation tensor codes a very condensed, global representation of the image, in which it is logical to add other global data such as these process parameters. This is also referred to as ‘mid-fusion’, where the sensor’s data are fused with the output of one of the middle layers of the model. This can be seen in Figure 15.

The parameters are a mix of discrete and analog values. However, since the analog values are integers in the range of 0–1000, we treat them the same as the discrete parameters and feed them directly into the model as is. As described above, the U-Net architecture is a fully convolutional network, meaning that the network can be trained on different input resolutions. However, the shape of the bottleneck, i.e., the output of the encoder, where we will feed in the process parameters, will change based on the input resolution. In the case of our U-Net model, the output of the encoder when training on 224 × 608 crops is a tensor of size 512 × 7 × 19, meaning 512 channels of 7 × 19 size feature maps. To incorporate the parameters, we will expand (copy) our 11 parameters into a tensor of size 11 × 7 × 9, each of the 11 feature maps containing the corresponding parameter value at each pixel location, and concatenate it to the bottleneck. The fused tensor will then be fed into both the defect type and severity branch as seen in Figure 15.
Figure 15. Incorporation of process parameters to improve model performance. After expanding the process parameter vector into a three-dimensional tensor, it is concatenated with the encoder output. The fused tensor then goes through both branches.

We trained the model for 2000 epochs (4-5 min per epoch). The same setup as in the previous experiment (using the multi-branch network) was used: Adam optimizer with a learning rate of $3 \times 10^{-4}$, cross-entropy loss with ENet class weighing for each branch, equally weighed. The same data augmentations were used: random scaling between 0.8 and 1.2 and a random crop of $224 \times 608$ with conditional reflective padding for images smaller than the crop size. Figures 16 and 17 compare the confusion matrices for the networks trained with and without the process parameters. The last row of Table 1 summarizes the performance metrics for the model.

Figure 16. (a) Confusion matrix for the defect type segmentation task using the multi-branch model with process parameters. The first chart shows that the accuracy has improved over the model without the process parameters in Figure 13. (b) Improvement compared to the model without the process parameters. Most of the classes’ accuracy has been significantly improved.
Figure 17. (a) Confusion matrix for the severity segmentation task using the multi-branch model with process parameters. The first chart shows that the accuracy has significantly improved over the model without the process parameters in Figure 14. (b) Improvement compared to the model without the process parameters. The chart shows a significant increase for severity level 1, while severity level 3 has a slight accuracy drop, showing an increase in confusion with level 2 severity defects.

Table 1 shows that the incorporation of the parameters drastically improved the performance on both tasks, with an increase of around 7% mIoU on the defect type task and a 3% increase on the severity task. If we look at the mean accuracy, the defect type task increased by 22% while the severity task increased by 7%.

4. Discussion

In this work, we have shown that the multi-branch network is able to detect the defects, classify the pixels, and estimate severity better than two single-task networks. However, the results show that the mean IoU is still beneath 50% and that a large portion of foreground pixels are segmented as background. Nevertheless, visual analysis of the results shows that nearly all of the defects are detected and accurately classified. The severity estimation is nearly as accurate as the defect type; however, there seems to be some confusion between the lower severity levels. This will be further investigated in future work, but we have to indicate that, due to the difficult distinction between background and level 1 severity defects, these are easily missed by both the labeling team and the trained model.

One other important point to make is the fact that our dataset consists of a large portion of rectangular target masks, resulting from the coarse bounding-box annotations. This adds confusion during the training phase, but also during the evaluation. Because the bounding boxes encompass also a large amount of defectless pixels, a portion of the false-negative pixels might be subjected to the wrong interpretation. Since the model is able to segment the defects with a finer mask than a rectangular shape, a portion of the false-negative pixels are correctly segmented as background, since these are the background pixels in the rectangular target masks. Moreover, due to missing labels in our dataset, some of the false-positive pixels are unlabeled defects, which the model is able to detect. Hence, we argue that the achieved mIoU metrics are actually an underestimation of the true accuracy of the model.

However, we have already stated that we will investigate this further and will improve our in-house dataset using model-assisted labeling, building further on this work. This will enable the semi-manual conversion of all bounding-box labels to full pixel-perfect segmentation maps.
5. Conclusions

In this work, we have successfully implemented and trained a multi-task U-Net segmentation network to detect steel sheet surface defects. The model is able to detect and recognize up to 16 different defect classes and also estimates a defect severity level between 1 and 3. We showed that training both tasks simultaneously yields substantially better accuracy results as compared to separately trained distinct models. We also demonstrated that incorporating extra context information in the form of steel production process parameters is also very advantageous. The resulting model achieves a mean IoU score of 40% for the defect class task and around 43% mean IoU for the defect severity task, despite the partially coarse training and test annotations.
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