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Abstract. In recent years, deep learning has become prevalent to solve applications from multiple domains. Convolutional Neural Networks (CNNs) particularly have demonstrated state of the art performance for the task of image classification. However, the decisions made by these networks are not transparent and cannot be directly interpreted by a human. Several approaches have been proposed to explain to understand the reasoning behind a prediction made by a network. In this paper, we propose a topology of grouping these methods based on their assumptions and implementations. We focus primarily on white box methods that leverage the information of the internal architecture of a network to explain its decision. Given the task of image classification and a trained CNN, this work aims to provide a comprehensive and detailed overview of a set of methods that can be used to create explanation maps for a particular image, that assign an importance score to each pixel of the image based on its contribution to the decision of the network. We also propose a further classification of the white box methods based on their implementations to enable better comparisons and help researchers find methods best suited for different scenarios.
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1 Introduction

Deep learning approaches which are a part of methods we call today Artificial Intelligence (AI), have become indispensable for a wide range of applications requiring analysis and understanding of a large amount of data. They can produce promising results that outperform human capabilities in various decision tasks relating to visual content classification and understanding such as face detection, object detection and segmentation, image denoising, video-based tasks like sports action recognition and saliency detection amongst others. The success of deep learning-based systems in these tasks have also paved the way for their applications to be developed for a variety of medical diagnosis tasks like cancer detection, and Alzheimer’s disease detection on different imaging modalities just to name a few. Along with the usefulness of these tools, the trustfulness and reliability of such systems is also being questioned.
 Though the results of deep learning models have been exemplary they are not perfect, can produce errors, are sensitive to noise in data and often lack the transparency to have verifiability of the decisions that they make. A specific example is related to the visual task of object classification from an image. The study by Ribeiro et al. showed that the trained network that performed supervised image classification, used the presence of snow as the distinguishing feature between the ”Wolf” and ”Husky” named classes present in the dataset. Such limitations raise ethical and reliability concerns that need to be addressed before such systems can be deployed and adopted on a wider scale. The objective of explainable AI/Deep learning is to design and develop methods that can be used to understand how these systems produce their decisions.

The behaviour described in the case of the wolf/husky classification has been termed as the problem of a trained classifier behaving like a ”Clever Hans” predictor. Explanation methods aid in the unmasking of such spurious correlations and biases in the model or data and also understand the failure cases of the system. If we can comprehend the reasoning behind the decision of a model, it could also help in uncovering associations that had been previously unobserved, which could aid in furthering the future research trends. It is important to mention that explainability focuses on the attribution of the output based on the input. It does not deal with answering the causality of the features or factors that have lead to a decision that has been taken. That is the explainers are only correlation-based (input-output) and do not make causal inferences.

The current study focuses on the task of supervised image classification using specific deep neural network architectures ,i.e. Convolutional Neural Networks (CNNs). CNNs have become one of the most successful architectures concerning AI tasks relating to images and hence the methods presented in the subsequent sections are focused on finding the relation between the predicted output classes and the input features that are the pixels of the image. In the remainder of the
paper, the topology for the methods is presented in Sec. 2 and the detailed problem definition in Sec. 3. The other sections present the different explanation methods in detail and Sec. 7 provides the analyses and discussions of the methods that have been discussed in this study.

2 Topology of Explanation Methods for Image Classification Tasks

In the book by Samek et al.,\textsuperscript{10} the authors present recent trends in the research in explainable AI and some of the directions for future explorations. They have presented a topology for the various explanations methods like meta-explainers, surrogate/sampling-based, occlusion based and propagation-based to name a few. However, with the addition of newer methods and their adaptations to different types of neural networks and datasets, we propose to update the topology based on the domain to which the methods are applied and their inherent design. Comparing recent studies, two major types of explanation methods exist i) Black-box methods and ii) White Box methods. In this review, for both cases, we mainly focus on the explanations of decisions of trained Deep Neural Network (DNN) classifiers. This means that for each sample of the data the methods we review explain the decision of the network. This is why they are called "sample-based" methods.\textsuperscript{11} In the following, we will briefly explain the "Black box" methods and focus on "White box" methods in image classification tasks.

2.1 Black Box Methods

\textit{Black Box} refers to an opaque system. The internal functioning of the model is kept hidden or is not accessible to the user. Only the input and the output of the system are accessible and such methods are termed as black box methods as they are model agnostic.

There are multiple ways to examine what a black-box model has learned.\textsuperscript{12} A prominent group
of methods are focused on explaining the model as a whole by approximating the black-box model like the neural networks with an inherently interpretable model. One such example is the use of decision trees. Decision trees are human-interpretable as the output is based on a sequence of decisions starting from the input data. To approximate a black-box trained network Frosst et al. have used multiple input-output pairs generated by the network to train a soft decision tree that could mimic the network’s behaviour. Each node makes a binary decision and learns a filter $w$ and a bias $b$ term and the probability of the right branch of the tree being selected is given by Eq. (1) where the function $\sigma(x) = \frac{1}{1+e^{-x}}$ is the sigmoid logistic function, $x$ is the input and $i$ is the current node.

$$p_i(x) = \sigma(xw_i + b_i)$$

The leaf nodes learn a simple distribution $Q$ for the different $k$ classes present in the dataset. This method can be qualified as a Dataset-based explanation, as the decision tree is built for the whole dataset of pairs input-output.

Sample-based black-box methods deal with explaining a particular output of the model. These methods are not focused on understanding the internal logic of the model for all the classes on a whole but are restricted to explaining the prediction for a single input. The Local Interpretable Model-agnostic Explanations (LIME) method is one such approach that derives explanations for individual predictions. It generates multiple perturbed samples of the same input data and the corresponding outputs from the black box and trains an inherently interpretable model like a decision tree or a linear regressor on this combination to provide explanations.

Taking into account human understanding of visual scenes, such as attraction by meaningful objects in visual understanding tasks, for image classification tasks the regions of the image where
the objects are present should have a higher contribution to the prediction. Based on this logic, some methods attempt to occlude different parts of the image iteratively using a sliding window mask.\textsuperscript{15} Figure 1 illustrates how the gray-valued window is used for occluding different parts of the images by sliding it across the image. By observing the change in the prediction of the classifier when different regions are hidden, the importance of regions for the final decision is calculated.

Fong et al.\textsuperscript{17} also build the explanations on which region contributes to the DNN decision the most by masking. Instead of using a constant grey-value mask, they formulate the explanation as a search for the minimal mask which changes the classification score for the given image the most. The mask applies a meaningful transformation which models image acquisition process like blurring. They find the mask by minimizing the expectation of output classification score of the network on the image perturbed using the blurred mask. Instead of using a single mask to perform the search, they apply the perturbation mask stochastically to the image. Also, L1 and total variation regularization are used to ensure that the final mask deletes the smallest subset of the image and has a regular structure.

Nevertheless, these methods only aid in identifying if the network is predicting based on a non-intuitive region in the image. The explanations are not useful to identify which layers or filters in a DNN classifier cause these wrong correlations between the input image regions and the prediction. Thus they cannot be used to improve the network performance. Hence the white box methods,
which allow for analyzing internal layers of the network are more interesting.

2.2 White Box Methods

The term "white box" implies a clear box that symbolizes the ability to see into the inner workings of the model i.e. its architecture and the parameters. Due to the extensive research in DNNs, they are not unknown architectures anymore and studies like Yosinski et al.\textsuperscript{18} have been able to show the types of features that are learnt at the different layers in a DNN. Therefore, multiple methods aim to exploit the available knowledge of the network itself to create a better understanding of the prediction and the internal logic of the network thus allowing for further optimization of the architecture and hyperparameters of the model.

In this review work, we propose to deal with the specific case of Deep neural network classifiers such as convolutional neural networks (CNNs). We propose the following taxonomy for existing "white-box" methods based on their approach used for generating explanations: i) Methods based on Linearization of the Deep-CNN, ii) Methods based on network structure, iii) Methods based on Adversarial approach. Due to the exploding research in the field, we do not claim to be complete in our taxonomy, but believe to have addressed the main trends.

3 Problem Definition

This section provides the basic terminology and the definitions required to understand the type of network that we will be focusing on, the notations used and how the results are to be visualized.

3.1 Network Definition

The problem under consideration is the image classification task. To define the task, first consider a convolutional neural network (CNN). A simple AlexNet-like\textsuperscript{19} CNN is illustrated in Fig. 2. The
network consists of a series of convolutional layers, a non-Linear activation layer and a pooling layer that form the convolution (conv) block as illustrated by Fig. 3. The conv blocks are followed by fully connected layers (FC) that are simple feed-forward neural networks. The Rectified Linear Unit (ReLU) activation shown in Eq. (2) and Max Pooling are the most commonly used while building CNN classifiers. The last layer of the network has the same dimension as the number of classes in the problem, in the example in Fig. 2 it is 10 implying there are 10 categories of objects to recognize.

$$ReLU(t) = \max(0, t)$$ (2)

3.2 Notations

Consider a CNN that takes as input an image $x$ of size $N \times N$ expressed as $x = [x_{11}, ..., x_{NN}] \in \mathbb{R}^{N \times N}$ and the output of the classification is a $C$-dimensional vector $S(x) = [S_1(x), ..., S_C(x)] \in \mathbb{R}^C$. Here $C$ represents the number of classes and the image $x$ represents the input features for the network. The scores $S_c(x)$ would be the output classification score for the image $x$ for the
class $c$. The network thus models a mapping $f : \mathbb{R}^{N \times N} \rightarrow \mathbb{R}^C$. The output score vector is usually normalized to approximate the probability, thus $\mathbb{R}^C$ is restricted to the $[0, 1]$ interval and the score’s vector $S(x)$ sums to 1. The problem of explanations consists in assigning, to each pixel $x_{ij}, i = 1, ..., N, j = 1, ..., N$, an importance score $R^c_{ij} \in [0, 1]$ with respect to its contribution to the output $S_c(x)$. Otherwise to produce a relevance score map $R^c = [R^c_{11}, ..., R^c_{NN}] \in \mathbb{R}^N$ for each of the pixels and/or features of internal convolutions layers of the network to the output $S_c(x)$ where the class $c$ can either be the correct label class or a different class where it can be used to analyze the cause for that classification.

To ”explain” pixel importance to the user a visualization of the scores in $R^c$ is usually performed by computing ”Saliency/ Heat maps” and superimposing them on the original image.

3.3 Saliency/ Heat maps

A saliency/heat map is the visualization of the relevance score map $R^c$ with colour Look-up-Tables (LuTs) mapping $[0, 1]$ onto a colour scale from blue to red as illustrated by Fig. 4. This form of visualizations is necessary for the user to understand and glean insights from the results of the explanation methods. In the current illustration, we have used the ”jet” colour map that has a linear transition from the maximum value mapping to red, the middle to yellow-green colour, and the lowest to blue. Other LuTs can also be used for the visualization of the heat maps but we have
chosen “jet” as it is one of the more popular colour maps and is intuitively understandable for a human observer.

Given this kind of network classifier and problem formulation, several methods have been proposed that can be employed for the visualization of relevance score maps given a particular image.

4 Methods based on Linearization of the Deep-CNN

A (Convolutional) Neural Network is a non-linear classifier. It can be defined as a mapping $f(x)$ from the input (feature space) $X$ to the output score space $S$. The methods based on the linearization of a CNN produce explanations approximating the non-linear mapping $f(x)$. One of the commonly used approximations is the linear approximation

$$S_c(x) \approx w^T x + b$$  \hspace{1cm} (3)$$

where the $w$ are the weights, $x$ is the input and $b$ is the bias related to the network. Different methods employ different ways to calculate the weight and bias parameters of the network approximation and thus produce different explanations.
4.1 Deconvolution Network based method

The Deconvolution Network (DeconvNet) proposed by Zeiler et al.\textsuperscript{15} was a network that reversed the mapping of a CNN. It builds a mapping of the output score $S_c$ to the space of the input pixels $x_{ij}$. It does not require retraining and directly uses the learned filters of the CNN. Starting with the input image $x$, a full forward pass through the CNN is done to compute the feature activation throughout the layers. To visualize the features of a particular layer the corresponding feature maps from the CNN layer are passed onto the DeconvNet. In the DeconvNet the three steps i) Unpooling ii) Rectification iii) Filtering are done at each layer iteratively till we reach the input features layer.

- **Unpooling**: Max Pooling operation in a CNN is non-invertible, Hence to reverse this, during the forward pass in the network, at each layer the maxima locations are saved to a matrix called the *Max location switches*. During the unpooling, the values from the previous layers are mapped to only the locations of maxima and the rest of the positions have a 0 assigned to them.

- **Rectification**: After applying the unpooling, a ReLU function (Eq. 2) is applied onto the matrix to ensure that only positive influences on the output are backpropagated.

- **Filtering**: This operation is the inverse operation to the convolution in the forward pass. To achieve this the DeconvNet convolves the rectified maps with the vertically and horizontally flipped version of the filter that has been learned by that layer in the CNN. The authors show that filters thus defined from learnt CNN filters are the deconvolution filters. We show the mathematical derivation of this in Appendix A.

Performing these operations iteratively from the layer of our choice to the input pixel layer helps
to reconstruct the features from the layer that correspond to different regions in the input image \( x \).

The importance of pixels is then expressed with a heat map.

### 4.2 Gradient Backpropagation

The gradient backpropagation method\(^{22} \) was proposed to explain prediction of a model based on its locally evaluated gradient. The local gradient of the output classification score \( S_c \) with respect to the input \( x \) at a particular image \( x_0 \) is used to calculate the weights parameter \( w \) from Eq. (3). This means that the linear approximation of the non-linear mapping \( f(x) \) is formulated as a Taylor First Order Expansion of \( f(x) \) in the vicinity of a particular image \( x_0 \), and \( b = f(x_0) \). The weight parameters are thus calculated as in Eq. (4).

\[
w = \left. \frac{\partial S_c}{\partial x} \right|_{x_0}
\]

The partial derivative of the output classification score with respect to the input corresponds to the gradient calculation for a single backpropagation pass for a particular input image \( x \). It is equivalent to the backpropagation step that is performed during training which usually corresponds to a batch of images. For this method, the notation of gradient at \( x_0 \) is to show that the backpropagation is for just one image. Also, during the training of a CNN, the backpropagation step stops at the second layer of the network for efficiency as the aim is not to change the input values. But with this method, the backpropagation is performed till the input layer to inspect which pixels affect the output the most.

The final heat map relevance scores \( R_{ij} \) for a particular pixel \( i, j \) in the input 2D image are
calculated as shown in Eq. (5) in the case of a gray-scale image.

\[ R_{ij} = \left\| \frac{\partial}{\partial x_{ij}} S_c \right\| \]  

(5)

For an RGB image, the final map is calculated as the maximum weight of that pixel from the weights matrices from each of the three channels as shown in Eq. (6), where \( k \) corresponds to the different channels in the image.

\[ R_{ij} = \max_k |w(i, j, k)| \]  

(6)

Also, these gradients can be used for performing a type of sensitivity analysis. The magnitude of the derivatives that have been calculated could be interpreted to indicate the input pixels to which the output classification is the most sensitive. The gradient value would correspond to the pixels that need to be changed the least to affect the final class score the most.

Simonyan et al.\textsuperscript{22} have also shown that the gradient backpropagation is a generalization of DeconvNet (Sec. 4.1). Indeed, this can be shown by comparing the three operations that DeconvNet performs with the gradient calculation.

- **Unpooling:** During basic backpropagation at a max-pooling layer the gradients are backpropagated to only those positions that had the max values during the forward pass. This is exactly the same operation that is achieved by the use of the \textit{Max location switches} matrix in the DeconvNet, see Sec. 4.1.

- **Rectification:** For a CNN with the output of a convolution layer \( n \) as \( Y \) the application of the ReLU activation is performed as \( Y_{n+1} = \max(Y_n, 0) \), where \( Y_{n+1} \) then is the input for the
next layer in the network. During the gradient backpropagation the rectification applied on the gradient map is based on the input, i.e. on those position where $Y_n > 0$. Whereas, in the DeconvNet the rectification is applied on the unpooled maps and hence corresponds to the condition of $Y_{n+1} > 0$. Figures 5(b) and 5(c) show the changes in the calculation of the two matrices based on this difference in the operations.

- **Filtering**: As shown in Appendix A, the vertical and horizontally flipped filter that is used during the filtering step in the DeconvNet corresponds to the gradient calculation of the convolution with respect to the input $x$. This is the same step as the gradient backpropagation method performs and hence this step is equivalent for the two methods.

Except for the rectification step, the two methods are equivalent in their calculations and therefore, the gradient backpropagation method can be seen as a generalization of the DeconvNet.

### 4.3 Guided Backpropagation

Computing a saliency map based on gradients gives an idea of the various input features (pixels) that have contributed to the neuron responses in the output layer of the network. The primary idea proposed by Springenberg et al. is to prevent the backpropagation of negative gradients found in the deconvolution approach as they decrease the activation of the higher layer unit we aim to visualize. This is achieved by combining the rectification operation performed by the DeconvNet and the gradient backpropagation. As shown in Fig. 5(d), guided backpropagation proposes to restrict the flow of the gradients that have a negative value during backpropagation and also those values that had a negative value during the forward pass. This nullification of negative gradient values is called the **guidance**. Using the guidance step results in sharper visualizations for the descriptive
regions in the input image. Figure 6 shows the heat maps generated by the gradient backpropagation and guided backpropagation methods for the network trained on ResNet34 architecture. It can be seen that the guidance steps result in reducing the number of pixels that have a higher importance score and hence produce slightly sharper visualization.

4.4 Integrated Gradients

Sundararajan et al. proposed to calculate the saliency map as an integration of the gradients for a set of images that are created from the transformation of a baseline image \( x' \) to the input image \( x \). They propose the baseline \( x' \) as a black image, then the series of images is produced by a linear transformation \( x(\alpha) = x' + \alpha \times (x - x') \). Thus if we denote by \( x_i \) the value of \( i \)-feature in our \( x \) then Eq. (7) shows the calculation of the integrated gradients for the network with output classification for a class \( c \) as \( S_c(x) \). This forms the map of relevance scores \( R^c \) with a corresponding score for each input pixel \( x_i \).

\[
R^c_i = (x_i - x'_i) \times \int_{\alpha=0}^{1} \frac{\partial S_c(x' + \alpha \times (x - x'))}{\partial x_i} d\alpha
\]
Fig 6 Samples showing the saliency maps for the (a) Sample image given by (b) Gradient backpropagation (c) Guided backpropagation methods. Sample taken from MexCulture Architectural Styles dataset.

Fig 7 Transformation of the baseline image for integrated gradients for 7 values of $\alpha = [0, 1]$. Image has been taken from ImageNet database.

The parameter $\alpha$ varies in $[0, 1]$ and the term within the partial derivative would go from the baseline image to the final input as we integrate over $\alpha$ as shown in Fig. 7. In practice, the integral is approximated by a summation over a fixed number of samples i.e. Riemann approximation.

The authors observed that if there were slight changes in the pixel value of the image $x$ such that visually the image did not appear to have changed, the gradients calculated by the gradient backpropagation methods showed large fluctuations in their values. For a small amount of noise present in the image, the visualization with gradient backpropagation was different to that of the original image. They propose that integrated gradients perform an averaging operation over a sample of images and so the final relevance maps would be less sensitive to these fluctuating gradient values when compared with the other gradient-based methods.

4.5 SmoothGrad

An alternative method to circumvent the issue of noisy saliency maps called the SmoothGrad was proposed by Smilkov et al. The idea of this method is to have a smoother map with sharper
visualizations by averaging over multiple noisy maps. To achieve this, the authors propose to add small noise vectors sampled from a Gaussian distribution $\mathcal{N}(0, \sigma^2)$, where $\sigma$ is the standard deviation, to the input image $x$. Thus, they create $n$ samples of the input image with a small amount of noise added to its pixels. The relevance score maps are calculated for each of these images and the average of these $n$ generated maps gives the final relevance score map for the image $x$ as shown in Eq. (8). SmoothGrad is not a standalone method rather it can be used as an extension to other gradient-based methods to reduce the visual noise of the saliency maps. The authors observe that adding about $10 - 20\%$ noise to sampled images produced sharper maps. The parameter $\sigma$ was chosen such that $\frac{\sigma}{x_{\text{max}} - x_{\text{min}}}$ was in the range of $[0.1, 0.2]$. Here, $x_{\text{max}}$ and $x_{\text{min}}$ refer to the maximum and minimum values of the pixels of the image.

$$x_i = x + \mathcal{N}(0, \sigma^2)$$

$$\hat{R}^c(x) = \frac{1}{n} \sum_{i=1}^{n} R^c(x_i)$$

(8)

4.6 Gradient-Class Activation Mapping (Grad-CAM)

Gradient Class Activation Mapping (Grad-CAM)\textsuperscript{28} is a post-hoc explanation via visualization of class discriminative activations for a network. Similar to gradient-based methods, Grad-CAM leverages the structure of the CNN to produce a heat map of the pixels from the input image that contribute to the prediction of a particular class.

A key observation that Grad-CAM relies on is that the deeper convolutional layers of a CNN act as high-level feature extractors.\textsuperscript{29} So the feature maps of the last convolution layer of the network would contain the structural spatial information of objects in the image. Therefore, instead of prop-
agating the gradient till the input layer like other gradient-based methods, Grad-CAM propagates the value from the output till the last convolutional layer of the network.

The features maps from the last convolution layer cannot be used directly as they would contain information regarding all the classes present in the dataset. Assuming that the last convolution layer of the network has \( k \) feature maps named \( A^1, A^2, \ldots, A^k \), the Grad-CAM method proposed to determine an importance value for each of the \( k \) maps to the class \( c \) predicted by the network. This value is calculated as the global average pooling of the gradient of the classification score \( S_c(x) \) with respect to the activation values \( A^k \) for that feature map. As shown in Eq. (9), \( \alpha^c_k \) is the importance value for the feature map \( k \) and there are \( k \) such weights that are computed.

\[
\alpha^c_k = \frac{1}{Z} \sum_i \sum_j \frac{\partial S_c(x)}{\partial A^k_{ij}}
\] (9)

Here \( Z = h \times w \) where \( h \) and \( w \) correspond to the height and width dimension of each feature map.

The \( \alpha^c_k \) weights are then used to weight each feature in the \( k \) feature maps, the latter are then averaged. This gives us the relevance score map \( R^c \) and a ReLU (rectification) function is applied over this map, see Eq. (10), to nullify the features that are negative and retain only those values that have a positive influence. At this stage, the relevance map \( R^c \) is a 2-D map with the same spatial dimension as the feature maps of the last convolution layer. To have a correspondence to the input image \( x \), \( R^c \) is upsampled to the spatial dimension of \( x \) using interpolation methods and scaled to the interval of \([0, 1]\) to visualize the final heat map.

\[
R^c = ReLU \left( \sum_k \alpha^c_k A^k \right)
\] (10)
Grad-CAM is the generalization of previously proposed by Zhu et al.\textsuperscript{30} CAM method which requires squeezing of the feature maps of the last conv layer by average pooling to form the input of the FC layer in the network. Grad-Cam on the contrary can be applied to all the architectures of Deep CNNs.

4.6.1 Guided Grad-CAM

The heat maps produced by Grad-CAM are coarse, unlike the other gradient-based methods.\textsuperscript{28} As the feature map of the last convolutional layer has a smaller resolution compared to the input image $x$, Grad-CAM maps do not have fine-grained details that are generally seen in other gradient-based methods. To refine the maps, a variant of the method called the Guided Grad-CAM has been proposed which is a combination of the Grad-CAM and the guided backpropagation method by doing an element-wise multiplication of the two maps. The heat map that is obtained by this operation has been observed to have a higher resolution.\textsuperscript{28} We illustrate maps obtained by Grad-Cam and Guided Grad-CAM in Fig. 8.

5 Methods based on network structure

This category of methods integrates the architecture of the network while explaining the output. Starting from an output neuron, they employ different local redistribution rules to propagate the prediction to the input layer to obtain the relevance score maps. In this section, we present the
details of the methods that belong to this category and differ in the rules that they use for the redistribution process.

5.1 Layer-wise Relevance Propagation (LRP)

Layer-wise Relevance Propagation (LRP) is an explanation method proposed by Bach et al.\textsuperscript{31} that explains the decision of a network for a particular image by redistributing the classification score $S_c$ for a class $c$ backwards through the network. The method does not use gradient calculations but defines the activation of the output neuron (either the predicted class or another class that is being considered) as the relevance value and a set of local rules for the re-distribution of this relevance score backwards till the input, layer by layer. The first rule that they propose is that of relevance conservation. Let the neurons in the different layers of the network be denoted by $\nu, \xi, o$ etc. and $S_c(x)$ the classification score for the input image $x$ regarding the class $c$. Then according to the relevance conservation rule, the sum of the relevance scores of all the neurons in each layer is a constant and equals $S_c(x)$ as shown in Eq. (11).

\[
\sum_{\nu} R_{\nu} = \ldots = \sum_{\xi} R_{\xi} = \sum_{o} R_{o} = \ldots = S_c(x) \tag{11}
\]

Let $l$ and $l+1$ be two consecutive layers in the network and $i, j$ denote the neurons belonging to these layers respectively. The relevance of the neuron $j$ based on $S_c(x)$ can be written as $R^c_j$. If neuron $i$ is connected to neuron $j$ then it is assigned a relevance value of $R^c_j$ weighted by the activation of the neuron $a_i$ and the weight of the connection between the two neurons $w_{ij}$. Similarly, neuron $i$ receives a relevance value from all the neurons that it is connected to in the next layer ($l+1$). The sum of all the relevance contributions that the neuron receives from the neurons it was connected to in the next layer is the final relevance value $R^c_i$ that is assigned to the neuron.
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as shown in Eq. (12). The denominator term in Eq. (12) is the normalization value that is used to ensure relevance conservation rule Eq. (11). This rule is termed as the LRP-0 rule.\textsuperscript{32}

\[
R^c_i = \sum_j \frac{a_i w_{ij}}{\sum_{0,q} a_q w_{qj}} R^c_j
\]  

(12)

In this equation, the summation \(\sum_{0,q} a_i w_{qj}\) is done for all the neurons in the lower layer \(q = 0, \ldots, Q_l\) including the bias neuron in the network. The activation of the bias neuron is considered as \(a_0 = 1\) and the weight of the connection is denoted as \(w_{0j}\). For the relevance propagation, the bias neuron is considered only for this term and is not considered elsewhere. Note that the authors propose these rules only for the specific case of rectifier networks i.e. for networks with ReLU as the non-linearity. The relevance of the output neuron is considered as its activation taken before the Softmax layer.

Similarly there exist a few other rules that improve on the LRP-0 rule for the propagation of relevance as presented in the following list.

- **Epsilon Rule (LRP-\(\epsilon\)):** To improve the stability of the LRP-0 rule a small positive term \(\epsilon\) is added to the denominator as shown in Eq. (13). The \(\epsilon\) term also reduces the flow of the relevance if the activation of the neuron is very small or there is a weak connection between the two neurons. If the value of \(\epsilon\) is increased then it aids in ensuring only the stronger connections receive the redistributed relevance.\textsuperscript{32}

\[
R^c_i = \sum_j \frac{a_i w_{ij}}{\sum_{0,q} a_q w_{qj} + \epsilon} R^c_j
\]  

(13)

- **LRP-\(\gamma\):** The parameter \(\gamma\) was introduced to improve the contributions of the connections
that had a positive weight \((w_{ij}^+)\) as shown in Eq. (15). The function \((f)^+ = \max(0, f)\) and so the neurons with a positive weight connection receive a higher relevance score during propagation.

\[
R^c_i = \sum_j a_i \cdot (w_{ij} + \gamma w_{ij}^+) \sum_{0,q} a_q \cdot (w_{qj} + \gamma w_{qj}^+) R^c_j
\]

\(\text{(14)}\)

- **LRP }\alpha\beta\text{ rule:** Two parameters }\alpha\text{ and }\beta\text{ are used to control separately the positive and negative contributions to the relevance propagation. The function } \(f)^+ = \max(0, f)\text{ and } \(f)^- = \min(0, f)\text{ and the parameters are constrained under the rule of } \alpha = \beta + 1.

\[
R^c_i = \sum_j \left( \alpha \frac{(a_i w_{ij})^+}{\alpha_{0,q} (a_q w_{qj})^+} - \beta \frac{(a_i w_{ij})^-}{\alpha_{0,q} (a_q w_{qj})^-} \right) R^c_j
\]

\(\text{(15)}\)

### 5.1.1 LRP as Deep Taylor Decomposition (DTD)

Montavon et al.\(^{33}\) propose a framework to connect a rule-based method like LRP and the Taylor decomposition method as a way to theoretically explain the choice of the relevance propagation rules.\(^{31}\) They propose a method called the Deep Taylor Decomposition (DTD) which treats LRP as consecutive Taylor expansions applied locally at each layer and neuron. The main idea that DTD uses is that a deep network can be written as a set of subfunctions that relate the neurons of two consecutive layers. Instead of treating the whole network as a function }f, DTD expresses LRP as a series of mapping of neurons }i at a layer }l to the relevance }R_j\text{ of the neuron }j\text{ in layer }l + 1.

The Taylor expansion of the relevance score }R_j\text{ can be expressed as function of the activations }a_i\text{ at some root point }\tilde{a}\text{ in the space of the activations as shown in Eq. (16).

\[
R_j(a) = R_j(\tilde{a}) + \sum_{0,i} (a_i - \tilde{a}_i)[\nabla R_j(\tilde{a})]_i + ...
\]

\(\text{(16)}\)
The first-order term in this expansion can be used to determine how much of the relevance $R_j$ is redistributed to the neurons in the lower layer. The main challenge in the computation of the Taylor expansion, in this case, is that of finding the appropriate root point $\tilde{a}$ and compute the local gradients.

To compute the function $R_j(a)$, the authors propose to substitute it with a relevance model that is simpler to analyze. From the relevance propagation rules of LRP (Sec. 5.1), it can be seen that the relevance score of a neuron can be written as function of its activations as $R_i = a_i \cdot r_i$, where $r_i$ in the case of the LRP-0 rule Eq. (12) can be written as $r_i = \sum_{i} w_{ij} \frac{a_i w_{ij}}{\sum_{0,i} a_i w_{ij}} R_j$. As the LRP rules are described for deep rectifier networks, the relevance function $R_j(a)$ is expressed based on the ReLU activation as:

$$R_j(a) = \max(0, \sum_{0,i} a_i w_{ij}) \cdot r_j$$  \hspace{1cm} (17)

A Taylor expansion of this function gives:

$$R_j(a) = R_j(\tilde{a}) + \sum_{0,i} (a_i - \tilde{a}_i) \cdot w_{ij} r_j$$  \hspace{1cm} (18)

Due to the linearity of the ReLU function on the domain of positive activations the higher order terms in the expansion are zero. The choice of the root point would ensure that the zero order terms can be made small. The first order term computation is fairly straightforward and would identify how much of the relevance value $R_j$ should be redistributed to the neurons of the lower layer. Different LRP rules that have been presented previously can be derived from Eq. (18) based on the choice of the reference point $\tilde{a}$. For instance, LRP-0 rule shown in Eq. (12) can be derived by choosing $\tilde{a} = 0$ and LRP-$\epsilon$ as shown in Eq. (13) by choosing $\tilde{a} = \epsilon \cdot (a_j + \epsilon)^{-1}$. 
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5.2 Deep Learning Important Features (DeepLIFT)

The primary idea of DeepLIFT, a method proposed by Shrikumar et al., is similar to the LRP method explained in Sec. 5.1. The major difference between the two methods is that DeepLIFT establishes the importance of neurons in each layer in terms of the difference of their response to that one of a reference state. The reference state is either a default image or is an image chosen based on domain-specific knowledge. This reference could be an image that has the specific property against whose differences in the explanations are meant to be calculated. For example, it could be a black image in the case of the MNIST dataset as the backgrounds of the images in that dataset are all black. DeepLIFT aims to explain the difference in the output produced by the input image and the output of the reference state based on the difference between the input image and the chosen reference image.

For the output classification score $S_c$ of the input image $x$ and the output score of reference state as $S^0_c$, the difference term $\Delta S_c$ is defined as $S_c - S^0_c$. For the neurons $y_1, \ldots, y_i, \ldots, y_n$ belonging to a layer, the relevance is denoted by $R_{\Delta y_i, \Delta S_c}$. $\Delta y_i$ denotes the difference between the activations of the neuron $y_i$ for the input image and the reference state. Similar to the LRP method, DeepLIFT has the Summation to delta rule where the summation of the relevance of neurons at each is constant and equal to $\Delta S_c$ as shown in Eq. (19).

$$\sum_{i=1}^{n} R_{\Delta y_i, \Delta S_c} = \Delta S_c \tag{19}$$

In order to explain the propagation rules, the authors define a term multiplier $- m_{\Delta y \Delta S_c}$, which is defined as the contribution $R_{\Delta y, \Delta S_c}$ of the difference in the reference and input image
activations $\Delta y$ to the difference in the output prediction $\Delta S_c$ divided by $\Delta y$ as shown in Eq. (20).

$$m_{\Delta y \Delta S_c} = \frac{R_{\Delta y \Delta S_c}}{\Delta y} \quad \text{(20)}$$

The multiplier is a term that is similar to a partial derivative but defined over finite differences.\textsuperscript{34} They also define the Chain rule for multipliers similar to the chain rule used with derivatives as shown in Eq. (21) where $z_j$ denotes the neurons in intermediate layers between the neurons $y$ and the output $S_c$.

$$m_{\Delta y_i \Delta S_c} = \sum_j m_{\Delta y_i \Delta z_j} m_{\Delta z_j \Delta S_c} \quad \text{(21)}$$

Similar to LRP, the authors also separate the relevance values into two terms: positive and negative as they can then be treated differently if required. For each neuron $y$, the two terms $\Delta y^+$ and $\Delta y^-$ are the positive and negative components respectively. These components can be found by grouping the positive and negative terms that contribute to the calculation of $\Delta y$. Based on this idea the difference in the neuron activations of the input image and the reference state, and the relevance contribution can be written as shown in Eq. (22).

$$\Delta y = \Delta y^+ + \Delta y^- \quad \text{(22)}$$

$$R_{\Delta y \Delta S_c} = R_{\Delta y^+ \Delta S_c} + R_{\Delta y^- \Delta S_c}$$

Using these terms, DeepLIFT proposes three rules that can be applied to a network for different layers to propagate the relevance from the output to the input layer.
• **Linear Rule**: The linear rule is applied for the FC and Convolution layers (not applicable for the non-linearity layers). Considering the function \( z = \sum_i w_i y_i + b \), where \( z \) is the activation of the neuron in the next layer, \( y_i \) are the activations to the neuron from the previous layer and \( w_i \) is weights of the connections, then we have \( \Delta z = \sum_i w_i \Delta y_i \) based on the difference taken with the activations of the reference state neurons. The relevance contribution is then written as \( R_{\Delta y_i \Delta z} = w_i \Delta y_i \). The multiplier in this case is given by \( m_{\Delta y_i \Delta z} = w_i \).

• **Rescale Rule**: The Rescale rule is applied to layers with the non-linearities like the ReLU. Consider the neuron \( z \) to be the non linear transformation of \( y \) as \( z = g(y) \). In the case of the ReLU function (Eq. (2)) denoted by \( g(y) \). Considering the summation to delta property, the relevance contribution is \( R_{\Delta y \Delta z} = \Delta z \) as there is only one input \( y \). Hence, the multiplier in this case would be \( m_{\Delta y \Delta z} = \frac{\Delta z}{\Delta y} \).

• **RevealCancel Rule**: The RevealCancel rule treats the positive and negative contributions to relevance values separately. The impact of the positive and negative components of \( y \) given as \( \Delta y^+ \) and \( \Delta y^- \) on the components of \( z \) given by \( \Delta z^+ \) and \( \Delta z^- \) are calculated separately. Instead of the straightforward calculation, the value of \( \Delta z^+ \) is computed as the average of two terms. The first term is the average impact of the addition of only \( \Delta y^+ \) terms on the output of the nonlinearity \( g \). With \( y^0 \) as the value of the reference state at that neuron, the impact of \( \Delta y^+ \) is calculated by comparing the difference in the function value when it is included on top of \( y^0 \), and is given as \( g(y^0 + \Delta y^+) - g(y^0) \). The second term computes the impact of \( \Delta y^+ \) after the negative terms have been included. So the term \( g(y^0 + \Delta y^+ + \Delta y^-) - g(y^0 + \Delta y^-) \) measures the impact of \( \Delta y^+ \) when both the reference
and negative terms are present. This computation is shown in Eq. (23).

\[ \Delta z^+ = \frac{1}{2}(g(y^0 + \Delta y^+) - g(y^0)) + \frac{1}{2}(g(y^0 + \Delta y^+ + \Delta y^-) - g(y^0 + \Delta y^-)) \quad (23) \]

Similarly for the calculation of \( \Delta z^- \), the average individual \( \Delta y^- \) term is first computed in the absence of the positive term \( \Delta y^+ \) and then another term with the inclusion of \( \Delta y^+ \) is added to get the total impact as shown in Eq. (24).

\[ \Delta z^- = \frac{1}{2}(g(y^0 + \Delta y^-) - g(y^0)) + \frac{1}{2}(g(y^0 + \Delta y^- + \Delta y^+) - g(y^0 + \Delta y^+)) \quad (24) \]

Thus two multipliers that will be computed using this rule are as shown in Eq. (25), where \( \Delta z^+ \) and \( \Delta z^- \) are calculated using Eqs. (23), (24) and \( \Delta y^+ \) and \( \Delta y^- \) correspond to the sum of the positive and negative terms of \( \Delta y \).

\[ m_{\Delta y^+\Delta z^+} = \frac{R_{\Delta y^+\Delta z^+}}{\Delta y^+} = \frac{\Delta z^+}{\Delta y^+} \]

\[ m_{\Delta y^-\Delta z^-} = \frac{R_{\Delta y^-\Delta z^-}}{\Delta y^-} = \frac{\Delta z^-}{\Delta y^-} \quad (25) \]

The authors propose that the relevance scores that have been assigned to \( \Delta y^+ \) and \( \Delta y^- \) are then distributed to the input features using the Linear Rule.

5.3 Feature based Explanation Method (FEM)

Feature based Explanation Method (FEM) proposed by Fuad et al.,\(^{35}\) similar to Grad-CAM, employs the observation that deeper convolutional layers of the network act as high-level feature extractors.
Let us consider a CNN that comprises a single Gaussian filter at each convolution layer. Then the consecutive convolutions of the input image $x$ with the Gaussian filters followed by the pooling (downsampling) would be the same operation that would be performed to create a multi-resolution Gaussian pyramid. In this pyramid, the image at the last level would have only the spatial information of the main objects which are present in the image. Considering a standard CNN, the learned filters at the deeper convolution layers behave similar to the high-pass, i.e. derivative filters on the top of Gaussian pyramid (some examples are given in\textsuperscript{21}). This would imply that the information contained in the feature maps of the last convolution layer correspond to the main object that has been detected by the network from the given input image $x$.

Hence, FEM proposes that the contribution of the input pixels for the network decision can be directly inferred from the features of $x$ that have been detected at the last conv layer of the network. Also, FEM proposes that the final decision of the output would be influenced by the \textit{strong} features from $k$ maps in the last conv layer. FEM supposes that the $k$ feature maps of the last convolutional layer have a Gaussian distribution. In this case, the \textit{strong} features from these maps would correspond to the \textit{rare} features. The authors propose a K-sigma filtering rule to identify these \textit{rare} and \textit{strong} features. Each of the feature maps in layer $k$ is thresholded based on the K-sigma rule to create binary maps $B_k(a_{i,j,k})$ where $i,j$ denote the spatial dimension of the $k$ feature maps as shown in Eq. (26). The mean $\mu_k$ and standard deviation $\sigma_k$ are calculated for each of the $k$ feature maps followed by the thresholding to create $k$ binary maps ($B_k$). K is the
parameter that controls the threshold value and is set to 1 by the authors in their work.

\[
B_k(a_{i,j,k}) = \begin{cases} 
1 & \text{if } a_{i,j,k} \geq \mu_k + K \times \sigma_k \\
0 & \text{otherwise}
\end{cases}
\]  
(26)

The hyperparameters of a DNN such as the number of filters to train at each layer is often set arbitrarily, as the hyperparameter optimization process is a heavy computational problem. Hence channel attention mechanisms have been proposed in the DNNs\textsuperscript{36} to improve classification accuracy. These mechanisms select important feature channels (maps) in an end-to-end-training process. Inspired by these models, the authors hypothesize that not all feature maps will be important for the classification. The importance is always understood as the magnitude of positive features in the channels. Hence, a weight term equal to the mean of the initial feature maps \( w_k = \mu_k \) is assigned to each of the binary maps \( B_k \). The importance map \( R \) is computed as the linear combination of all the weighted binary maps \( B_k \) and then normalized to the interval \([0, 1]\). The importance map \( R \) is upsampled to the same spatial resolution as the input image \( x \) by interpolation.

FEM eliminates the need to calculate the gradients from the output neuron and provides a faster and simpler method to get an importance score of the input pixels based only on the features that have been extracted by the network. It does not examine the classification part of the network but uses only the feature extraction part of the CNN to explain the important input pixels that have been extracted by the network to produce the decision. The method is applicable both for 2D and 3D images or video, considered as a 2D +t volume. We will now illustrate it in the problem of image classification from ImageNet database performed with the VGG16.\textsuperscript{37} We propose the reader to visually compare the heat maps presented in Fig. 9 obtained by using different LRP rules\textsuperscript{31} and
Figs 9 Explanation heat maps obtained for (a) Sample Image by (b) LRP-ε (c) LRP-ε ignore bias (d) LRP-αβ with $\alpha = 1, \beta = 0$ (e) FEM

FEM.

It can be seen from the figure that LRP heat maps are dependent on the rule that is used. In this case, the LRP-ε assigns equal weight to both positive and negative features, and in the Fig. 9(a) most of the input pixels get assigned a higher relevance score. LRP-ε without bias from Fig. 9(c) results in a heat map that has the importance only in a smaller region of the tiger near the top. Without the added bias term the relevance scores are not distributed properly to the other regions. The $\alpha\beta$ rule with $\alpha = 1$ and $\beta = 0$ only considers the features with a positive influence. As illustrated in the figure, this rule only highlights the contours with higher contrast in the image. Though FEM also considers the positive features (features are taken after the ReLU), the heat map that is more holistic and highlights the important regions in the image.

6 Methods based on Adversarial approach

Many recent works have used adversarial attacks on CNNs to demonstrate the susceptibility of the networks to simple methods that could lead the network to make completely wrong predictions. Different adversarial attacks on the network can be used to interpret its behaviour. Sample images that produce adversarial results give hints about the behaviour of the network. For example, the one-pixel attack proposed by Su et al. showed that the network can have a completely wrong prediction by changing just one pixel in input image. Studying these adversarial attacks we can
interpret the regions of the image that the network focuses on to make a decision.

In addition to the adversarial attack based interpretation of the network, we bring focus on a recent adversarial learning-based explanation method proposed by Charachon et al.\textsuperscript{43} that uses a Generative Adversarial Network (GAN)\textsuperscript{44} based model. GAN is a type of network architecture with two components: i) Generator ii) Discriminator, that simultaneously trains the generator (G) to learn the data distribution and the discriminator (D) to estimate if the sample belongs to the dataset or has been generated by G.

For the case of a binary classification task on medical images, the authors along with their CNN classifier, use two generator networks i) Similar image generator $\bar{g}_s$ ii) Adversarial image generator $\bar{g}_a$ to produce explanations. The network $\bar{g}_s$ is trained to generate an image that has the same output as the input image $x$ by the network. The $\bar{g}_a$ network is trained to produce an image with a prediction that is opposite to that of the $x$ (adversarial). Consequently, the authors propose that the difference in these two generated images forms the explanation of the output by the network. For a given image $x$ the explanation of the classifier is then given as shown in Eq. (27).

$$R(x) = |\bar{g}_s(x) - \bar{g}_a(x)|$$ (27)

The approach of just one network to generate an adversarial image ($x_a$) and use the difference in the input image $x$ and the $x_a$ as the explanation was observed to produce noisy and non-intuitive features. To improve this, the authors use the two-generator approach and train $\bar{g}_s$ and $\bar{g}_a$ to sample from the same adversarial space, to have minimal differences in their learnt parameters but produce images with opposite classifications by the CNN.
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7 Discussion

A saliency map is a representative of what the network has learnt and it is not guaranteed that the explanations match human intuition. However, it is observed that a network with a higher classification accuracy generally produces more intuitive maps. A desirable property of every explanation map is that it is non-random and highlights only the relevant regions in the image and no more. Many of the methods use a qualitative assessment based on human inspection to evaluate and compare different maps. To evaluate the Grad-CAM maps, the authors conduct user surveys to find which maps and models they find reliable. Although human measurements on the quality of these maps are useful, they are time-consuming, could introduce bias and inaccurate evaluations. Another way to compare the generated explanation/saliency maps is to use different metrics proposed in the long-term research on the prediction of visual attention in images and video. For FEM the authors compare the saliency maps obtained by FEM with gradient-based methods. They show that the most similar explanations in terms of usual metrics of comparison of saliency maps such as Pearson Correlation Coefficient, $L_1$-Similarity are given by Grad-CAM method we presented in Sec. 4.6.

Also, methods based on the computation of gradients like the backpropagation, guided backpropagation and DeconvNet suffer from gradient shattering, whereas the depth of the layers increased the gradients of the progressively resembled white noise. This causes the importance scores to have high-frequency variations and makes them highly sensitive to small variations in the input. Galli et al. perform adversarial perturbations to their input image using the fast gradient method and DeepFool. They compare the explanation maps of Guided Grad-CAM for the image and its perturbed variations using the Dice similarity coefficient. They observe that pertur-
bations in the image strongly affected the saliency maps. The maps of the images before and after perturbations are different, though they note that these differences are not easily perceived by a human viewer. LRP, DeepLIFT and FEM are not sensitive to this problem as they do not compute gradients.

Cruciani et al.\textsuperscript{52} demonstrate the usefulness of LRP to visualize relevant features on brain magnetic resonance imaging modality (MRI) for multiple sclerosis classification. It is observed that the LRP heat maps are sparse and not always as intuitive which is also illustrated by Fig. 9. It is therefore important to consider the user, who will be using the maps while choosing a method to explain a network. For the domain of medical images, the specialist might require a map that provides holistic explanations for them to be able to interpret and trust the network decision.

Computation times of different methods also limit their application when dealing with a larger set of images. Fuad et al.\textsuperscript{35} observe that gradient-based methods including Grad-CAM have longer computation times and FEM was faster in comparison.

Selvaraju et al. use datasets with manually annotated bounding boxes on objects in the image to compare the saliency map and human annotation using Intersection over Union to determine the quality of their explanations. Muddamsetty et al.\textsuperscript{53} also create a dataset comprising the user saliency maps in the form of eye-tracking details of medical experts on retinal images. They compare the two saliency maps based on metrics like Area Under the Curve (AUC) and Kullback-Leibler Divergence (KL-Div)\textsuperscript{47} and show that the saliency map closely aligns with human experts.

These are some of the first attempts that directly comparing the maps generated by a method to a human expert to determine which method is best suited based on the user application. The methods that we have presented in this paper focus on creating explanations aimed at humans and involving human feedback and intuition is thus a necessity for the choice and evaluation of these
methods.

8 Conclusion

In this paper, we proposed a topology for the types of explanation methods: Black box and White box methods. We focused on white box methods as they can leverage the extra information that is available from the knowledge of the architecture of the network. Though there are multiple domains where different DNNs have been successful, we restrict our discussion to the explanations on image classification tasks using CNNs as the results have better intuitive interpretation and extensive applications in different modalities of images.

The methods that we have discussed are focused on explaining the decision for a single input image by creating saliency maps that attribute importance scores to each of its pixels based on its contribution to the final output. Multiple approaches have been used to calculate this contribution and based on the recent works, we proposed a categorization of methods to understand the similar approaches and compare the performance of one with the other. Based on our study, we can see that the choice of a method depends on the user for whom the explanation map is created. Evaluations of the methods based on simple human inspection might not always be the best way but we must consider some form of user-saliency to determine if the explanation method can represent human intuition and is easily interpretable.
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Appendix A: Filtering operation in DeconvNet and Gradient calculation

Consider a convolution neuron as shown in Fig. 10 where the operation performed is \( Y \ast F = O \), with \( Y \) as the input, \( F \) the convolution layer filter and \( O \) the output. In a standard CNN during backpropagation of the loss \( L \), the neuron receives a partial gradient of \( \frac{\partial L}{\partial O} \) and the gradients to be calculated are \( \frac{\partial L}{\partial Y} \) and \( \frac{\partial L}{\partial F} \).

According to the chain rule, the calculation of the partial gradient \( \frac{\partial L}{\partial Y} \) is given by Eq. (28).

\[
\frac{\partial L}{\partial Y} = \frac{\partial L}{\partial O} \cdot \frac{\partial O}{\partial Y} \quad (28)
\]

To go through a step-by-step calculation of these gradients we suppose that the input \( Y \) is a matrix of \( 3 \times 3 \), the filter \( F \) is a matrix of size \( 2 \times 2 \) and the convolution operation is the one with a stride of 1. Then the corresponding matrices and the loss gradient that is backpropagated from the
The following layer would be as shown in Eq. (29).

\[
Y = \begin{bmatrix}
y_{11} & y_{12} & y_{13} \\
y_{21} & y_{22} & y_{23} \\
y_{31} & y_{32} & y_{33}
\end{bmatrix},
F = \begin{bmatrix}
f_{11} & f_{12} \\
f_{21} & f_{22}
\end{bmatrix},
O = \begin{bmatrix}
o_{11} & o_{12} \\
o_{21} & o_{22}
\end{bmatrix},
\frac{\partial L}{\partial O} = \begin{bmatrix}
\frac{\partial L}{\partial o_{11}} & \frac{\partial L}{\partial o_{12}} \\
\frac{\partial L}{\partial o_{21}} & \frac{\partial L}{\partial o_{22}}
\end{bmatrix}
\] (29)

The equations for the calculation of the convolution during the forward pass yields the expressions of the \(O\) as shown in Eq. (30).

\[
o_{11} = y_{11}f_{11} + y_{12}f_{12} + y_{21}f_{21} + y_{22}f_{22}
\]

\[
o_{12} = y_{12}f_{11} + y_{13}f_{12} + y_{22}f_{21} + y_{23}f_{22}
\]

\[
o_{21} = y_{21}f_{11} + y_{22}f_{12} + y_{31}f_{21} + y_{32}f_{22}
\]

\[
o_{22} = y_{22}f_{11} + y_{23}f_{12} + y_{32}f_{21} + y_{33}f_{22}
\]

(30)

So to calculate the partial gradient of the loss w.r.t. the input, the first calculation that needs to be done is \(\frac{\partial O}{\partial Y}\). A single calculation of this expression is shown in Eq. (31) based on the Eqs. (30).

The rest of the terms can be calculated similarly.

\[
\frac{\partial o_{11}}{\partial y_{11}} = f_{11}, \quad \frac{\partial o_{11}}{\partial y_{12}} = f_{12}, \quad \frac{\partial o_{11}}{\partial y_{21}} = f_{21}, \quad \frac{\partial o_{11}}{\partial y_{22}} = f_{22}
\] (31)
Subsequently, the partial gradient of the loss w.r.t the input would be given by Eqs. (32).

\[
\frac{\partial L}{\partial y_{11}} = \frac{\partial L}{\partial o_{11}} \cdot f_{11}, \quad \frac{\partial L}{\partial y_{12}} = \frac{\partial L}{\partial o_{11}} \cdot f_{12} + \frac{\partial L}{\partial o_{12}} \cdot f_{11}, \quad \frac{\partial L}{\partial y_{13}} = \frac{\partial L}{\partial o_{12}} \cdot f_{12}
\]

\[
\frac{\partial L}{\partial y_{21}} = \frac{\partial L}{\partial o_{11}} \cdot f_{21} + \frac{\partial L}{\partial o_{21}} \cdot f_{11}, \quad \frac{\partial L}{\partial y_{22}} = \frac{\partial L}{\partial o_{11}} \cdot f_{22} + \frac{\partial L}{\partial o_{12}} \cdot f_{21} + \frac{\partial L}{\partial o_{21}} \cdot f_{12} + \frac{\partial L}{\partial o_{22}} \cdot f_{11}
\]

\[
\frac{\partial L}{\partial y_{23}} = \frac{\partial L}{\partial o_{12}} \cdot f_{22} + \frac{\partial L}{\partial o_{22}} \cdot f_{12}, \quad \frac{\partial L}{\partial y_{31}} = \frac{\partial L}{\partial o_{21}} \cdot f_{21}
\]

\[
\frac{\partial L}{\partial y_{32}} = \frac{\partial L}{\partial o_{21}} \cdot f_{22} + \frac{\partial L}{\partial o_{22}} \cdot f_{21}, \quad \frac{\partial L}{\partial y_{33}} = \frac{\partial L}{\partial o_{22}} \cdot f_{22}
\]

(32)

Thus the partial gradient \( \frac{\partial L}{\partial y} \) when calculated using the chain rule can be written as a full convolution (when the loss matrix is zero-padded to have full convolution operation) of the 180° inverted filter, i.e. the filter matrix has been flipped vertically and then horizontally as shown in Eq. (33), and the loss gradient matrix \( \frac{\partial L}{\partial o} \).

\[
F = \begin{bmatrix} f_{22} & f_{21} \\ f_{12} & f_{11} \end{bmatrix}
\]

(33)

DeconvNet (Sec. 4.1) uses the same operation at the filtering step. Thus, the deconvolution step of the DeconvNet and the calculation of the gradient with respect to the input at a convolution layer are equivalent.
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