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Abstract

Building on our previously introduced Multi-cell Monte Carlo (MC)$^2$ method for modeling phase coexistence, this paper provides important improvements for efficient determination of phase equilibria in solids. The (MC)$^2$ method uses multiple cells, representing possible phases. Mass transfer between cells is modeled virtually by solving the mass balance equation after the composition of each cell is changed arbitrarily. However, searching for the minimum free energy during this process poses a practical problem. The solution to the mass balance equation is not unique away from equilibrium and consequently the algorithm is in risk of getting trapped in nonequilibrium solutions. Therefore, a proper stopping condition for (MC)$^2$ is currently lacking. In this work, we introduce a consistency check via a predictor-corrector algorithm to penalize solutions that do not satisfy a necessary condition for equivalence of chemical potentials and steer the system towards finding equilibrium. The most general acceptance criteria for (MC)$^2$ is derived starting from the isothermal-isobaric Gibbs Ensemble for mixtures. Using this ensemble, translational MC moves are added to include vibrational excitations as well as volume MC moves to ensure the condition of constant pressure and temperature entirely with a MC approach, without relying on any other method for relaxation of these degrees of freedom. As a proof of concept the method is applied to two binary alloys with miscibility gaps and a model quaternary alloy, using classical interatomic potentials.
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I. MOTIVATION

Knowing the stability of phases is of great importance for materials research and development. A precise determination of phase coexistence using atomistic simulations poses great challenges due to the long time scales needed to reach thermodynamic equilibrium. Unlike molecular dynamics methods which generate successive atomic configurations by integrating Newton’s equation of motion, Monte Carlo (MC) methods are able to sample various arrangements of atoms that depend only on the previous state. This provides an efficient procedure of sampling states that would be otherwise separated by large energy barriers and with events that occur at disparate timescales. Yet, size effects are difficult to surmount. Direct atomistic simulations of phase coexistence within a single simulation cell require capturing interfaces that might occupy a significant part of the simulation. Moreover, the interface can result in significant lattice mismatch which yield strain fields with profound size-effects. Therefore, significant computational capabilities are required to include these effects correctly.

From a modeling point-of-view, capturing the full detail of the interface region is not necessary in order to predict the overall stability in bulk phase coexistence. Indeed, various techniques have been devised which seek to determine phase boundaries without simulating interfaces directly. These approaches fall into two main categories: (1) a direct approach that seeks to find the free-energy of all possible phases in coexistence, and (2) an indirect approach which attempts to find phase coexistence by performing simulations in separate regions in such a way that the thermodynamic conditions of phase equilibrium are satisfied. In the direct approach, the free energy can be calculated using thermodynamic integration to relate the fugacity via a series of simulations that connects the state of interest to a reference state with known properties, although other methods to approximate the free energy such as cluster expansion method can be used. This method is very reliable, but inherently inefficient as it requires a number of simulations at “uninteresting” state points. The difficulty of this approach lies in determining free energies (or chemical potentials) with sufficient accuracy, and as such, its implementation remains applicable to mixtures with small number of components.

The pioneering approach by Panagiotopoulos, known as the Gibbs ensemble technique, proposed the use of two simulation cells for the first time. This approach introduces
particle displacements, volume fluctuations, and particle transfer between cells in such a manner that the cells are in thermal, mechanical and chemical equilibrium with each other. This method does not require absolute free energies, rather only changes in energy that result from perturbing the system according to Monte Carlo moves. Unlike thermodynamic integration, the Gibbs ensemble technique involves only few simulations per coexistence point, hence its simplicity and efficiency make it ideal for phase exploration. However, in its present formulation it works only in situations where particle transfer between the cells is applicable, i.e. dilute fluids or gases, since particle insertion/deletion in solids creates point defects[23–25]. Motivated by this shortcomings, Kofke and co-workers combined direct and indirect approaches and introduced a method known as Gibbs-Duhem integration[12, 16]. The idea proposed by Kofke is to determine phase equilibria by integration of the Claysius-Clapeyron equation to determine phase coexistence in regions where particle insertions using the Gibbs-ensemble method fail. Various independent simulations under isobaric-isothermal conditions of each phase are performed along the saturation line. The method presumes the accurate knowledge of an initial equilibrium point at a given temperature, from this point, the pressure is adjusted to satisfy chemical potential equality according to the Gibbs-Duhem equation. This method surpasses the need to particle insertion, and has successfully explored coexistence of vapor-fluid, vapor-solid, fluid-fluid, or solid-fluid systems[13, 16]. Yet, the application to solid-solid phase equilibrium is rare, see for example [19]. Moreover, the method requires another technique in order to find an initial starting point, quasi-harmonic approximation in solids or the Gibbs ensemble itself.

Recently, we have introduced the Multi-Cell MC approach, abbreviated as (MC)$^2$, for simulation of phase coexistence in solids. This method was first introduced as a simulated annealing technique for energy minimization of multi component systems[21]. In its original form, the method imposed a strong restriction on composition variations in each cell and as such, did not allow for prediction of the phase boundaries.

To address this issue, we introduced an alternative MC move which maintains mass balance in multiple cells via application of the lever rule. This method effectively circumvents the particle insertion/deletion moves, required by the Gibbs ensemble MC [20]. Moreover, unlike Semi-grand Canonical Simulations in the $\mu, V, T$-ensemble, which require specification of the chemical potential, (MC)$^2$ self-regulates the chemical potentials in each phase. However, since the balance of chemical potentials is not directly imposed, the system can get stuck in
a metastable solution, which does not satisfy the condition of chemical potentials equivalence at equilibrium. In other words, application of the lever-rule alone, does not provide a well-defined criterion for when to stop the simulation.

Here, we propose an addition to the (MC)² method that checks for the condition of chemical potential equivalence in addition to mass balance. This condition is imposed via a predictor-corrector approach involving changes in chemical potential differences of species in different phases.

This manuscript is organized as follows. Section II introduces relevant terminology where we derive the thermodynamic ensemble, sampled by (MC)², starting from the Gibbs ensemble and propose the additional check, via a predictor-corrector algorithm, to confirm that thermodynamic equilibrium is reached. Section III presents the details of our computational technique. Unlike our previous works [20, 21], we are using classical interatomic potentials to demonstrate proof of concept. Notable new features with respect to our previous work is the addition of translational MC moves to include vibrational excitations as well as volume MC moves to ensure the condition of constant pressure and temperature entirely with MC and without relying on any other method for relaxation of these degrees of freedom. Section IV applies the methodology to determine phase equilibrium in model binary and multicomponent alloys. Use of interatomic potentials allows for large simulations, based on which a discussion of size effect in (MC)² is also provided. Finally, Section V summarizes the results and presents an outlook and potential improvements on the (MC)² method.

II. PHASE COEXISTENCE OF MIXTURES

The physical problem to be explored in this work involves finding thermodynamic equilibrium for mixtures, specifically those phases coexisting in the solid state. At the heart of any discussion about equilibrium phase diagrams is the Gibbs phase rule [6], which states that the number of independent intensive variables or the number of degrees of freedom of the system, F, is a function of the number of components, C and the number of phases, φ:

\[ F = C - \phi + 2 \]  

(1)

For a unary systems in two-phase coexistence (\(\phi = 2, C = 1\)), only one independent intensive variable can be imposed. That is, once the temperature is specified there is only
one value of pressure that will satisfy the equilibrium conditions, or vice versa. For binary systems, on the other hand, two-phase coexistence \((\phi = 2, C = 2)\) can be retained by imposing an additional intensive variable. For practical purposes, it becomes convenient to specify both pressure and temperature in order to trace out phase coexistence at various concentrations. For systems with more than one component \((C > 1)\), it will be convenient to search for phase coexistence under isobaric-isothermal conditions, that is the maximum number of phases that shall be considered according to the phase rule is \(\phi = C\). Note that in general, the number of phases could be larger than this, but in those cases both temperature and pressure cannot be independently specified.

Consider now a binary system that initially starts in a metastable single phase \(\gamma\) whose energy minimum is given at concentration \(X_2^0 = n_2/N\) as shown in Fig. II.1. The notation \(n_2\) describes the number of atoms of species 2 and \(N\) is the total number of particles in the system.

![Figure II.1. Schematic representation of free energy of mixing for a solution that separates into phases \(\alpha\) and \(\beta\), starting from a homogeneous phase-\(\gamma\). \(X_2^\alpha\) and \(X_2^\beta\) are the equilibrium concentrations of phases \(\alpha\) and \(\beta\) respectively and are obtained from the common tangent, shown by the (straight) solid line. The dashed line shows a non-equilibrium state where multiple concentrations can satisfy the conservation of mass. At equilibrium, the minimum molar free energy \(G_m\) lies on the common tangent where the condition of equivalence of chemical potentials in both phases is met.](image-url)
This phase is unstable with respect to thermodynamic fluctuations, and the system can lower its overall energy by decomposing into neighboring phases denoted by $\alpha$ and $\beta$. In general, these phases can represent different crystal structure or amorphous phases (liquid, gas) depending on the nature of the atoms and imposed thermodynamic conditions. Conservation of the total number of atoms requires that $n^\alpha + n^\beta = N$, while conservation in the number of species implies that $n_1^\alpha + n_1^\beta = n_1$ and $n_2^\alpha + n_2^\beta = n_2$. Any mass transport between the two phases should leave the initial concentration of the entire system unchanged. This is the basis for the lever rule. Hence, the overall concentration in one of the components (say component 2) can be written as

$$X_2^\alpha = \frac{n_2^\alpha + n_2^\beta}{N} = \frac{n_2^\alpha}{n^\alpha N} + \frac{n_2^\beta}{n^\beta N} = X_2^\alpha f^\alpha + X_2^\beta f^\beta$$

where the molar fractions $f^\alpha$ and $f^\beta$ denote the relative amount of matter in each phase, and $X_2^\alpha$ and $X_2^\beta$ denote their respective concentrations. The molar fraction plays an important role in relating extensive thermodynamic variables. For example, the total energy can also be written in terms of the molar free energy\[15\] as

$$G_m = \frac{G_\alpha^\alpha}{n^\alpha N} + \frac{G_\beta^\beta}{n^\beta N}$$

$$= G_m^\alpha f^\alpha + G_m^\beta f^\beta$$

where $G_m^\alpha$ and $G_m^\beta$ are the molar free energy of phase $\alpha$ and $\beta$ respectively. Graphically, the value of the molar energy will lie along the tie-line connecting the energy between the two phases, and its position along the line is constrained by the initial concentration of the overall system. For the scenario depicted in Fig.\[II.1\], a lower energy can be obtained if the system spontaneously decomposes into two phases $\alpha$ and $\beta$. Two possible states for arbitrary concentrations are shown with lines connecting the corresponding energy values in each phase. The values connected by the dashed line are not in equilibrium since the gradients in the energy of the phases with respect to concentration, i.e. chemical potentials, are not equal to one another. On the other hand, points connected by the solid line can be considered to be in thermodynamic equilibrium according to the common tangent criterion. Once the overall system attains a minimum in free energy it can be shown that that the
subsystems will be in thermal, mechanical, and chemical equilibrium with one another[6]. The \((MC)^2\) seeks to satisfy these conditions. Before describing this method, it is useful to first understand the main ideas behind the Gibbs Ensemble, upon which the \((MC)^2\) formalism is rooted.

A. Gibbs Ensemble Monte-Carlo

The idea behind the Gibbs Ensemble Monte Carlo introduced by Panagiotopoulos[23–26] was to model phase coexistence by imposing conditions of thermal equilibrium in separate cells representing different phases. The equilibrium phase diagram of mixtures is typically measured under constant temperature and pressure. Therefore, it is appropriate to perform the simulations under the isobaric-isothermal condition, where the volume of the cells are allowed to change independently in order to reach the overall target pressure. For a full a review of the Gibbs ensemble approach, the reader is referred to [23–26]

We begin with the partition function for the isobaric-isothermal Gibbs Ensemble for a mixtures in two cells, as given in [10]. The partition function \(Q_{\text{Gibbs}}^{\text{NPT}}\) provides the number of ways of arranging \(N = n_1 + n_2\) particles amongst the two regions (cells) \(\alpha\) and \(\beta\) while \(P\) and \(T\) are kept constant:

\[
Q_{\text{Gibbs}}^{\text{NPT}} = \frac{1}{n_1!\Lambda^{3n_1}V_0} \frac{1}{n_2!\Lambda^{3n_2}V_0} \sum_{n_1^{\alpha} = 0}^{n_1} \frac{n_1!}{n_1^{\alpha}!n_1^{\beta}!} \frac{n_2!}{n_2^{\alpha}!n_2^{\beta}!} \int_0^\infty dV^{\alpha} \exp \left( -\frac{PV^{\alpha}}{kT} \right) \int_0^\infty dV^{\beta} \exp \left( -\frac{PV^{\beta}}{kT} \right) \times \int d(r^{\alpha}_1)^{n_1^{\alpha}} \int d(r^{\alpha}_2)^{n_2^{\alpha}} \int d(r^{\beta}_1)^{n_1^{\beta}} \int d(r^{\beta}_2)^{n_2^{\beta}} \exp \left[ \frac{-U^{\alpha}(n^{\alpha})}{kT} \right] \exp \left[ \frac{-U^{\beta}(n^{\beta})}{kT} \right]
\]  

(5)

where \(\Lambda\) is the thermal de Broglie wavelength, \(V_0\) is a unit of volume chosen to make the partition function dimensionless [38], \(k_B\) is the Boltzmann constant, \(r^{\nu}_i\) are the positions of particles of type \(i\) in subsystem \(\nu\), and \(U^{\nu}(n^{\nu})\) is the energy of subsystem \(\nu\). It is convenient to use rescaled coordinates \(\xi^{\nu}_i = r^{\nu}_i/L^{\nu}\) to write volume and energy terms independently. The ensemble average of a variable \(A\) can be written using the above partition function as:
\[
\langle A \rangle_{NPT}^{\text{Gibbs}} = \frac{1}{Q_{NPT}^{\text{Gibbs}}} \frac{1}{n_1!n_2!} \frac{1}{V_0} \sum_{n_1} \frac{n_1!}{n_1!n_1!} \sum_{n_2} \frac{n_2!}{n_2!n_2!} \int_0^\infty dV^\alpha \exp \left( \frac{-PV^\alpha}{kT} \right) (V^\alpha)^{n^\alpha} \times \int_0^\infty dV^\beta \exp \left( \frac{-PV^\beta}{kT} \right) (V^\beta)^{n^\beta} \times \int d(\xi_1)^{n_1} \int d(\xi_2)^{n_2} \int d(\xi_1)^{n_1} \int d(\xi_2)^{n_2} \exp \left[ \frac{-U^\alpha(n^\alpha)}{kT} \right] \exp \left[ \frac{-U^\beta(n^\beta)}{kT} \right] A
\]

(6)

whence it follows that a probability density for this ensemble can then be written as [10]:

\[
\varphi_{NPT}^{\text{Gibbs}} = \exp \left[ \ln \left( \frac{n_1!}{n_1!n_1!} \right) + \ln \left( \frac{n_2!}{n_2!n_2!} \right) + n^\alpha \ln V^\alpha + n^\beta \ln V^\beta - \frac{PV^\alpha}{kT} - \frac{PV^\beta}{kT} - \frac{U^\alpha}{kT} - \frac{U^\beta}{kT} \right]
\]

(7)

In accordance with the Metropolis criteria [17], the probability of accepting a new configuration in this ensemble is given by \(\min\{1, \frac{\varphi'}{\varphi}\}\), where \(\varphi\) and \(\varphi'\) are the probability densities of the new and old configurations respectively. Therefore, the corresponding acceptance criteria for different MC moves can be derived as follows.

The simplest type of MC moves, under the above ensemble, involves translational displacement of the atoms. Within a given cell, say cell \(\nu\), a translational perturbation of the atoms results in a change in the potential energy \((\Delta U^\nu)\). An acceptance probability for this type of move is given by

\[
\varphi_{\text{transl.}}^{\text{acc}} = \min\{1, e^{-\left(\Delta U^\nu\right)/k_BT}\},
\]

(8)

Another move with a similar acceptance criteria involves sampling the configurations of the atomic species inside the same cell. This can be achieved by swapping the species on any two atoms within a given cell; we shall refer to these moves as \(\text{intra-cell}\) swap. The rearrangement of atomic species (for a pair of distinct atoms) results in a change in the potential energy of the cell \(\nu\). Thus, an acceptance probability similar to the one above is given by

\[
\varphi_{\text{intra-cell}}^{\text{acc}} = \min\{1, e^{-\left(\Delta U^\nu\right)/k_BT}\},
\]

(9)

where \(\Delta U^\nu\) is the change in potential energy, this time, due to the inter-cell swap.
Next, volume changes are performed on the two cells to arrive at a target pressure on the whole system. In this case, volume rearrangements of the two regions \( V^{\alpha'} \rightarrow V^{\alpha} + \Delta V^{\alpha} \) and \( V^{\beta'} \rightarrow V^{\beta} + \Delta V^{\beta} \) can be performed on each cell, where volume changes \( \Delta V^{\alpha} \) and \( \Delta V^{\beta} \) are typically chosen from a uniform distribution between a minimum and maximum value. Thus, the acceptance probability for fluctuating volumes is given by

\[
\psi_{\text{volume}}^{\text{acc}} = \min\{ 1, \left( \frac{V^{\alpha} + \Delta V^{\alpha}}{V^{\alpha}} \right)^{n^{\alpha}} \left( \frac{V^{\beta} + \Delta V^{\beta}}{V^{\beta}} \right)^{n^{\beta}} e^{-\left( \Delta U^{\alpha} + \Delta U^{\beta} + \Delta \rho(\Delta V^{\alpha} + \Delta V^{\beta})/kT \right)} \} 
\]

(10)

Notice that in the moves described above, the acceptance criteria is identical to the product of two independent NPT-ensembles corresponding to two uncorrelated systems. This is no longer the case when a MC move couples the two systems, for example during direct mass transfer from one cell to the other. Suppose that a particle of species 1 from phase \( \alpha \) is transferred to phase \( \beta \), i.e. \( n^{\alpha'} \rightarrow n^{\alpha} - 1 \) and \( n^{\beta'} \rightarrow n^{\beta} + 1 \), while \( n^{\alpha}_1 \rightarrow n^{\alpha}_1 - 1 \), and \( n^{\beta}_1 \rightarrow n^{\beta}_1 + 1 \). From the ratio of probabilities given by Eq.7 the acceptance criterion for this move can be written as,

\[
\psi_{\text{transfer}}^{\text{acc}} = \min\{ 1, \frac{n^{\alpha}_1 V^{\beta}}{(n^{\beta}_1 + 1)V^{\alpha}} e^{-\left( \Delta U^{\alpha} + \Delta U^{\beta} \right)/k_B T} \} 
\]

(11)

Vapor-liquid and liquid-liquid coexistence of mixtures have been successfully modeled using the above ensemble[23, 38]. Yet this technique has been shown to be inefficient as the density increases since the insertion of particles for systems of considerable densities (i.e. solids) these moves are mostly rejected.

However, in the case of mixtures, transferring particles between the two cells can be done indirectly. A particle identity exchange approach occurs by changing a particle of type 1 into one of type 2 in one of the two regions with a simultaneous reverse change in the other cell [26]. This inter-cell swap, or exchange move is accepted with a probability

\[
\psi_{\text{exchange}}^{\text{acc}} = \min\{ 1, \frac{n^{\alpha}_1 n^{\beta}_2}{(n^{\alpha}_1 + 1)(n^{\beta}_2 + 1)} e^{-\left( \Delta U^{\alpha} + \Delta U^{\beta} \right)/k_B T} \} 
\]

(12)

Recently, Niu et al [21] have used a similar MC move in a multi-cell MC relaxation of solids. The exchange MC move has the advantage of maintaining equal chemical potentials between the cells, but poses an unnecessary additional restriction on the final equilibrium compositions. Assuming the overall chemistry of the whole system \((\alpha + \beta)\) to be constant,
conservation of mass requires that the total number of each species among all cells be constant, i.e. \( n_1^\alpha + n_1^\beta = n_1 \) and \( n_2^\alpha + n_2^\beta = n_2 \) (See Section II). However, \( n_1^\alpha \) and \( n_1^\beta \) (and similarly \( n_2^\alpha \) and \( n_2^\beta \)) can change independently as long as their total sum is conserved. On the other hand, during the exchange move, an increase (decrease) in \( n_1^\alpha \) is always accompanied by a similar decrease (increase) in \( n_1^\beta \) which restricts the compositional variation in each cell. In reality, both the composition and size of each phase should be able to change independently as to find most stable phase. In order to satisfy the conservation of mass, the relative amounts of each phase can change and the corresponding phase fractions (relative sizes) can be obtained from the lever rule.

Note that the insertion/deletion move of the original Gibbs ensemble solves this problem. However, insertion/deletion of atoms in crystalline systems creates vacancies and interstitials, and makes it impossible to apply the original Gibbs ensemble MC to crystalline solids. To overcome this restriction, Niu and coworkers\[20\] proposed a new method to explore variable compositions and the corresponding phase fractions. We briefly describe this method next and show its relationship to the original Gibbs ensemble.

**B. Multi-Cell Monte Carlo**

In the (MC)\(^2\) method for phase prediction, Niu and coworkers\[20\] have recently proposed a novel method to eliminate the composition restriction, discussed above. Instead of exchanging particles between different cells, the composition of each cell is randomly changed, while the overall composition of the system is maintained numerically by enforcing the lever rule over the different phases. This way, the atomic fractions within each cell are allowed to fluctuate independently to the extent that they don’t violate the conservation of mass across all cells/phases.

In a multicomponent system, the mass balance equation can be written by generalizing Equation 2 as

\[
X_1^\nu = X_1^\alpha f^\alpha + X_1^\beta f^\beta + \cdots \\
X_2^\nu = X_2^\alpha f^\alpha + X_2^\beta f^\beta + \cdots \\
X_m^\nu = X_m^\alpha f^\alpha + X_m^\beta f^\beta + \cdots
\]  

(13)

where the indices \( \nu = \{\alpha, \beta, \cdots, \phi\} \) represent phases, indices \( i = \{1, 2, \cdots, m\} \) denote
chemical components, the terms \( X_i^\nu = (n_{i}^\alpha + n_{i}^\beta + ...) / N \) are the initial concentration of the \( i^{th} \) species for the overall system where \( N \) is the total number of particle in the system, viz \( N = (n^\alpha + n^\beta + ...) \), and the extensive variable \( f^\nu = n^\nu / N \) (molar fraction) captures the relative amount of phase \( \nu \). Niu et al proposed to solve for this scaling variable numerically, by writing Equation (13) in matrix form and solving it via Cramer’s rule\[20\]. Obtaining the phase fractions throughout the simulation, provides a way to mimic the growth of new phases, without performing mass transfer physically.

Mimicking mass transfer has been done in the past. Allen et al used the concept of a “pseudo-Gibbs ensemble” to simulate mass transfer in dense phases (liquid-vapor) by altering the volumes of two cells in such a manner that the response is equivalent to particle transfer\[2\]. In a similar vein, the molar fractions are determined self-consistently in (MC)\(^2\) by changing the chemical composition of the various phases (cells) provided they satisfy the lever-rule constraint (Eq. 13). In this manner, the evolution of the molar fractions captures the relative growth of the phases, with respect to their initial values.

Composition fluctuations within each cell is achieved via a flip move \[20\]. During a flip move, a particle is randomly selected and its chemical identity is changed to another type, while enforcing the total composition of the system via the application of the lever rule. The flip moves are similar to those implemented in the Semi-Grand Canonical Ensemble (SGCE) \[9\] where atomic species are swapped with an imaginary reservoir, while keeping a chemical potential gradient between the system and the reservoir fixed. In the SGCE, the chemical composition is adjusted by choosing the appropriate chemical potentials, often done by trial and error, which can be time consuming and not very convenient when a specific composition is targeted. In the (MC)\(^2\) approach, however, the other cells are used to accommodate the mass transfer that results from the virtual mass exchanges, and an initial concentration can be set in advance where phase coexistence is to be investigated.

In order, to write acceptance rules based on this approach, all extensive variables are re-written in the probability density of the Gibbs-NPT ensemble (Eq\[7\]) to show the explicit dependence of molar fraction variables. For clarity, let us focus on two phases (\( \alpha \) and \( \beta \)). The total number of atoms in phase \( \alpha \) is given by \( n^\alpha = f^\alpha N \), while the number of component 1 can be written as \( n_{1}^\alpha = N f_{a} X_{1}^\alpha \), where \( X_{1}^\alpha = n_{1}^\alpha / n^\alpha \). Similarly, the potential energy and volume of phase \( \alpha \) can be written as \( U^\alpha = N f_{a} u_{\alpha} \), and \( V^\alpha = N f_{a} v_{\alpha} \) respectively, where \( u^\alpha = U^\alpha / n^\alpha \) and \( v^\alpha = V^\alpha / n^\alpha \). Using similar expression for phase-\( \beta \), Eq\[7\] can be written as
The above expression can be simplified by making use of the Stirling approximation: \( \ln N! \approx N \ln N - N \) to reduce the above expression to

\[
\phi(f^\alpha, N, P, T) \sim e^{-N(f^\alpha u^\alpha + f^\beta u^\beta + P(f^\alpha v^\alpha + f^\beta v^\beta))/k_B T}
\]

A few constant terms where the molar fraction does not appear explicitly have been omitted for clarity. Note that the Stirling formula above is valid for large \( N \) values. For small \( N \) values, we recommend including the next order terms, or using alternative approximations for increased accuracy.

The acceptance criterion for a flip move can now be defined according to the above pseudo-Boltzmann factor as follows. Once a particle (or a group of particles) is (are) randomly flipped, new values of \( f^\nu \) and \( f'^\nu \) can be calculated from Eq. 13 where the initial concentration \((X^0)\) is kept fixed, and the new molar energies \( u^\alpha \) and \( u^\beta \) and molar volumes \( v^\alpha \) and \( v^\beta \) are obtained from the simulation. The flip acceptance criterion is given by the ratio of the statistical weights of states before and after flipping the particles, viz

\[
\phi_{\text{flip}}^{\text{acc}} = \min\{1, \frac{\phi(f^\alpha, N, P, T)}{\phi(f'^\alpha, N, P, T)}\}
\]

\[
= \min\{1, e^{-\Delta G_m/k_B T}\}
\]

where the second line above has been written as a Boltzmann probability with

\[
\Delta G_m = N \sum_{\nu} (f^\nu v^\nu - f'^\nu v'^\nu) + N \cdot P \sum_{\nu} (f^\nu v'_\nu - f'^\nu v'^\nu) - Nk_B T \left[ \sum_{\nu} (f^\nu \ln v^\nu - f'^\nu \ln v'^\nu) \right] + \sum_{\nu} f^\nu \sum_j X^\nu_j \ln X^\nu_j - \sum_{\nu} f'^\nu \sum_j X^\nu_j \ln X^\nu_j.
\]
The primed (unprimed) quantities above refer to quantities after (before) the flip move.

Deriving the most general acceptance criterion for \((MC)^2\) is the first new result of this paper. Using this acceptance criterion, the Metropolis MC can search for a minimum in the molar free energy, provided that a self-consistent value for the molar fractions can be obtained from the lever-rule constraint. In this manner, phase growth is mimicked by coupling the phases in their molar energy which provides a great leap forward towards finding solutions to solid phases self-consistently, in the spirit of the Gibbs ensemble approach, without having to resort to determination of the free energy directly.

However, in practice, relying on mass balance only, does not define a proper stopping condition to ensure the equilibrium solution is found. Recall Figure I.1. The flip moves in \((MC)^2\) are equivalent to spanning the concentration space along each parabola. Let’s say flip moves have brought the concentration of species 2 in phase (cell) \(\alpha\) to \(X_{2\alpha}'\) and that in phase \(\beta\) to \(X_{2\beta}'\). The total molar energy will then lie along the tie-line connecting the energy between the two phases (the dashed line), and its position along the line is constrained by the initial concentration of the overall system, i.e \(X_{20}\). It immediately follows that, \(X_{2\alpha}''\) and \(X_{2\beta}''\) will result in exactly the same molar energy.

In fact, except for the common tangent, any line between the two phases, intersects each parabola at two points. In other words, for each molar energy \(G_m\) the mass balance equation does not have a unique solution. As \(G_m\) is minimized, the dashed line approaches the common tangent, with a unique solution. \((MC)^2\) seeks to minimize \(G_m\) numerically, by spanning different points along each parabola. During this process, very different sets of concentrations and molar fractions can give exactly the same energy value. Consequently, even though the energy may seem to have reached a plateau the molar fractions may not have converged to the equilibrium values. This issue becomes particularly important when \(G_m\) has decreased, within numerical accuracy, close to the minimum value, but is not exactly at the minimum and still has degenerate sets of concentrations and molar fractions. Therefore, it is necessary to define a stopping criterion for the simulation to ensure that in the end, the solution closest to the common tangent condition has been found. The common tangent condition is equivalent to the balance of chemical potentials at equilibrium.

Note that this issue does not arise in Gibbs ensemble, since there, mass is physically transferred between the cells at any given step, so that there is no ambiguity about the composition and size of each phase. However, in \((MC)^2\) mass transfer is only mimicked
through solving the mass balance equation, which can have more than one solution except exactly at equilibrium.

Therefore, to avoid getting trapped into these solutions and to define a proper stopping criterion for \((\text{MC})^2\), here we propose a consistency check on the energy variations as a result of the virtual mass changes. This check is performed via a predictor-corrector approach that aims to penalize solutions not satisfying the common-tangent criterion as follows. Every time a number of particles are flipped \((i \rightarrow j)\), a predicted energy change is compared with the actual energy change in a modified acceptance criteria given by (see appendix A2):

\[
\Delta \tilde{G}_m = \Delta G_m \cdot (1 - w) + w \cdot \frac{\delta n_{ij}^2}{2} \left[ f^\alpha (\Delta \mu_{ij}^\alpha - \Delta \mu_{ij}^\beta) + f'^\alpha (\Delta \mu_{ij}'^\alpha - \Delta \mu_{ij}'^\beta) \right]
\]  

(18)

where \(w\) is a numerical weight between 0 and 1, \(\delta n_{ij}\) is the number of replacements \((i \rightarrow j)\), and \(\Delta \mu_{ij} \equiv \mu_i - \mu_j\) is the difference in the chemical potential between species i and j. Note that in the limit of \(w \rightarrow 0\), the acceptance criterion reduces to that of Eq.17 and the predicted-corrected terms are not used. On the other hand, for non-zero values of the weights, the accepted trial moves will now attempt to minimize the molar energy difference \(G'_m - G_m\), and the difference in the chemical potential gradients between the phases, i.e. \((\Delta \mu_{ij}^\alpha - \Delta \mu_{ij}^\beta)\). We emphasize that the equality of the chemical potential differences, is a weaker form for the equilibrium condition than the equality of the chemical potentials. In other words, it is a necessary but not sufficient condition for equilibrium.

In order to satisfy the common tangent criterion within \((\text{MC})^2\), \(\Delta \mu_{ij}\) for each phase needs to be evaluated with a high degree of accuracy. To do so, a variation of Widom’s test particle proposed by Frenkel [9, 33] method is employed (see Appendix A). One major drawback of this method is that it requires large statistics to determine the chemical potential gradients accurately and this can be computationally expensive. Nevertheless, once the system reaches equilibrium, it can be shown that changes in the chemical potential caused by fluctuations in chemistry will tend to be centered around a mean value \((\Delta \bar{\mu}_{ij})\), with fluctuations around that mean given by \((\sigma_{\Delta \mu_{ij}})\). For this reason, it is not necessary to evaluate the chemical potential (differences) every time a flip is made, rather a random sampling of the chemical potential on each cell is enough to determine whether the system is approaching thermodynamic equilibrium, and if not add an energy penalty to steer the search towards satisfying the
Defining a stopping criterion for \((MC)^2\) via this predictor-corrector approach is the second major result of this paper.

In the following sections, we demonstrate that the modified algorithm introduced here can avoid falling into metastable solutions during \((MC)^2\), by seeking to find a minimum in free energy and common tangent of the two (or more) phases simultaneously. The computational scheme used to perform these simulations is described next.

### III. COMPUTATIONAL SCHEME

All simulations are performed using the LAMMPS\(^\text{[27]}\) package with in-house routines that take advantage of the partition framework to run multiple cells in parallel. Fig[III.I] shows a schematic flow chart of various steps employed in this work. Prior to starting the Monte Carlo search, an initial concentration of the cells is set by the user, and the cells are brought to the target pressure and temperature via Nose-Hoover NPT ensemble for roughly 50 ps using standard couplings for the thermostat and barostat. This step is not necessary, but is a convenient starting point for the \((MC)^2\) algorithm described next.

Thermal equilibrium is introduced by using either MC translational moves or molecular dynamics (MD) coupled to a thermostat/barostat. In the first case, a random displacement vector is chosen on a given particle \((\vec{r}_{\text{max}} = 0.20 \text{ Å})\) and the moves are accepted according to the MC acceptance (Eq.8). Efficient sampling using this approach requires \(O(N)\) evaluations, where \(N\) is the number of atoms in the cell. However, a less expensive approach can be used to introduce the translational movements via molecular dynamics while temperature of the system is controlled by a thermostat. For this work, we chose a Langevin thermostat with a coupling timescale of \(\tau = 100 \times \delta t\), where \(\delta t = 0.001\) ps is the MD timestep, and the system is evolved for \(10 \times \tau\) to reach thermal equilibrium.

After the translation moves are sampled (either by MC scheme or MD using a thermostat), a random number is used to pick between the following MC moves:

1. Intra-cell swap (Eq.9)
2. Inter-cell swap, or exchange (Eq.12)
3. Flip move (Eq. 16)
The first three moves in the above list are selected with roughly equal probability, whereas the volume changes is only selected 10% of the time. After a MC move in the above list is attempted, the system is again evolved with the translational moves as before; one complete loop in Fig[III.1] will be referred to as a cycle. Note, that in addition to the Metropolis acceptance criterion, MC moves involving mass transfer between cells are accepted only if the molar fractions yield a physical solution after the proposed moved. This is because it is possible to obtain a numerical solution outside the range: 0 ≤ f ν ≤ 1, depending on the starting concentration. The computational scheme is now applied to various alloys systems
using the embedded atomic methods (EAM) to describe chemical bonding of various metallic systems as described next. Details of the EAM potential and size of various simulations are presented in the corresponding sections.

IV. RESULTS

We apply the generalized \((\text{MC})^2\) method to compute phase boundaries of a few binary alloys with a miscibility gap and study the effect of simulation size on the predictions. We then apply the method to a quaternary model system as a proof of concept. The results are compared against thermodynamic integration and/or experimental data when available.

A. Prediction of Au-Pt alloy phase boundary using \((\text{MC})^2\)

In this section, we reproduce the phase diagram of a model binary (Au-Pt) system showing a miscibility gap with a Pt-rich FCC solid solution phase and an Ag-rich FCC solid solution phase.

The computational scheme described in the previous section is now applied at various target temperatures to arrive at a solid-solid phase coexistence under zero pressure, using two simulation cells. Here, the interatomic potential developed by O’Brien et al is employed, where the energies of the interatomic potential were parameterized using force matching with density functional theory on inter-metallics and disordered configurations[22].

Fig IV.1 shows the evolution of various thermodynamic variables using 108 atoms per cell for two phases. In addition, this figure examines the role of weight \(w\) used in the predictor-corrector scheme using two values of \(w = 0\) vs \(w = 0.75\). The chemical potential gradients were randomly evaluated with a frequency of 3% of the simulation duration.

Comparing the evolution of the two cells, we see that the corresponding concentration and molar fractions grow initially in similar directions, but after about 10,000 cycles an important bifurcation occurs. In the case where the predictor-corrector correction is applied, the Au-rich phase continues to grow after reaching 10,000 cycles but the molar fractions appear to remain fixed hereafter. Conversely, in the case where the predictor-corrector is not used, the molar fractions continue to evolve continuously until they get closer to one-another, while the concentration in the Au-rich phase remains around the \(X_{Pt} \sim 20\%\) mark.
Figure IV.1. Comparison of various thermodynamic quantities vs the number of cycles for a Au-Pt system (T=400 K, P=0 GPa) with and without the predictor-corrector approach. Starting from top to bottom, molar fraction, concentration, chemical potential difference, and molar enthalpy $\bar{H}_m$.

Note that the two colors correspond to distinct phases.

An estimate to the free energy of the coupled system can be obtained from an ensemble average of the enthalpies, i.e. $\bar{H}_m = \langle f^\alpha h^\alpha_m + f^\beta h^\beta_m \rangle$ where $h^\alpha$ and $h^\beta$ are the enthalpies (per atom) of the phase $\alpha$ and $\beta$ respectively (see Eq. [6]). Note that an absolute value of the free energy requires defining an integration path that includes a thermodynamical state of well-defined free energy [9]. Nevertheless, the ensemble average of $H_m$ can be used to estimate the converged molar free energy up to a constant of integration.

As shown at the bottom of Fig. IV.1, the two solutions attempt to lower the overall molar enthalpies of the binary system. In fact, the final plateau in the molar enthalpies are essentially identical in both cases. Yet, in the case where the predictor-corrector is not used, the final solution obtained cannot be considered to be in equilibrium since the chemical potential gradients show a larger difference, whereas introducing an internal consistency
check on the common tangent (i.e. \( w \neq 0 \)) leads to a different state with the same overall enthalpy, but with closer chemical potential differences.

Fig IV.2(a) traces the coexistence of the two phases using various weights in \((MC)^2\) (symbols), compared against the values obtained by the standard method of thermodynamic integration by O’Brien et al. [22] (dashed lines) and experimental data (solid lines)[35]. The final concentration of each cell is obtained by averaging over the last 20% of the simulation cycles and the error bars illustrate the standard errors of the concentration values.

Without the predictor-corrector correction, i.e. \( w = 0 \), the reproduced phase diagram matches the reference curves only in some cases. An optimal value of \( w \sim 0.75 \) emerges from considering different weights, where the predictions (squares) reproduce entirely the main features of the phase diagram compared to the references. Therefore, while it is possible that the algorithm without the predictor-corrector finds the equilibrium state, it is necessary to use the predictor-corrector approach to improve the search efficiency and screen the solution closest to equilibrium.

Fig IV.2(b) shows the estimates of the molar enthalpy \( \bar{H}_m \) vs temperature for various weight values, averaged over the last 20% of the simulation cycles. It is evident that the optimal weight of \((w \sim 0.75)\) also yields the lowest values of this quantity over the entire temperatures range explored.

An independent consistency check on the previous results can be done by comparing the chemical potential gradients \((\Delta \mu^\nu)\) of each phase \( \nu \). Fig IV.3(b) plots the chemical potential gradients in each phase \( \Delta \mu \) at various temperatures, where the values of the chemical potentials gradients are measured using the Widom test (see App. A). For reference, a value obtained from the Gibbs-Duhem integration approach is also shown (dashed line) which can be obtained numerically via [19]

\[
\frac{d\Delta \mu^{eq}}{dT} = \frac{\Delta h}{T \Delta X},
\]  

(19)

where \( \Delta X = X^\alpha - X^\beta \) is the difference in concentration and \( \Delta h = h^\alpha - h^\beta \), is the difference in enthalpy (per atom) between the two phases. Note, that the Gibbs-Duhem approach only allows us to get this curve up to a constant. Nevertheless, the shape of the curve can be contrasted with the values obtained using \((MC)^2\). The case with \( w = 0.75 \) reproduces a smooth curve similar to the Gibbs-Duhem approach. On the other hand, extreme values of the weight, i.e. \( w = 0 \) or \( w = 1 \), tend to show discontinuities in the \( \Delta \mu-T \) curves which
Figure IV.2. Effect of the predictor-corrector scheme on \((MC)^2\) predictions. (a) shows the calculated phase diagram of the Au-Pt system (symbols) for different weights \(w\) used in the predictor-corrector approach. Predictions are compared against Thermodynamic Integration calculations of O’Brian et al. \cite{22} (dashed-lines) and experimental data from Vesnin et at. \cite{35} (solid-lines). (b) shows the molar enthalpy \((H_m)\) for various weights (symbols) as a function of temperature.

are not expected while traversing the coexistence line of miscible alloy mixture. Note that \((MC)^2\) does not require additional methods in order to find a constant of integration, rather these values are found self-consistently.

As is customary in MC searches, acceptance rates based on MC moves need to be adjusted to be large enough to find a convergence state, but not too large to accept any spurious configuration. In flip attempts, the designated number of particle to be “flipped” is determined by choosing a random number of particles \(n_{\text{max}}\) to be flipped within a given cell.
This number is adjusted during the simulation roughly every 500 cycles, by increasing (or decreasing) the maximum number of particles to be flipped in order to arrive at a predetermined acceptance rate. It was found that acceptance rates that are larger than 30% became problematic at larger temperatures. Hence in this work, we stick to a 20% acceptance rate on the flip MC moves, which for 108 atoms cell correspond to a maximum of about 3 flips at the same time ($n_{max} \sim 3$). Likewise, translational displacements ($\vec{r}_{max}$) and volume changes $\Delta V$ cutoffs used to maintain the isobaric-isothermal state are adjusted to arrive at a target acceptance rate below 50% and 10%, respectively. It is recommended that volume changes are not accepted too often as this can lead to instabilities in the search process[9].

Lastly, we point out that one can speed up the search process by evolving the translational degrees-of-freedom (DOFs), as well as volume/shape changes using molecular dynamics and a thermostat/barostat, instead of sampling these DOFs using a metropolis approach. Most results in this paper were reproduced using a hybrid MD/MC approach, except for the case of the smallest cells. In this case, the temperature fluctuations are limited by the size of the box, and the magnitude of such fluctuations grows as the inverse of the cell size[11, 14]. Thus, we found that as the temperature increases, the cells tend to melt at lower temperatures compared to the larger cell counterparts. On the other hand, a pure MC approach introduces temperature only through the metropolis acceptance criterion, and in this manner melting is avoided. Based on our simulations for the Au-Pt system, we recommend a pure MC
approach when sampling small cells (N<200) and temperatures beyond 1000 K.

B. Size Effects

Fig IV.4 shows the effect of different cell sizes on the prediction of phase boundaries using \((MC)^2\). The phase diagram for various system sizes using \((MC)^2\) are shown in Fig. IV.4(a) and are compared against the values obtained by thermodynamic integration obtained from Ref. [22] and experimental data [35]. All \((MC)^2\) results are obtained considering the predictor-corrector algorithm with the optimal weight of \(w = 0.75\). It can be seen that for temperatures below \(T<900\) K, the coexistence boundaries for various cell sizes are essentially identical. However, at larger temperatures the algorithm seems to find another solution in larger cells (N=500 atoms) distinct from the smaller systems. Inspection of the larger cells show that the Pt-rich phase starts to form an interface inside the cell (Fig. IV.5).

As discussed in the previous section, we can verify the \((MC)^2\) predictions of the equilibrium phase boundaries by measuring the difference in chemical potentials in each phase using the Widom test and comparing against an estimate via Gibbs-Duhem integration approach. These values are shown as a \(\Delta \mu - T\) plot shown in Fig. IV.4(b) where the chemical potentials obtained in \((MC)^2\) are in symbol for various cell sizes and dashed line corresponds to the Gibbs-Duhem estimate; the curves obtained using the Gibbs-Duhem integration are essentially identical for all system sizes therefore only a single curve is shown here for clarity.

Cases where the coexistence lines in the phase diagram deviates from the main trend, also show a deviation in \(\Delta \mu - T\) with respect to the Gibbs-Duhem solution. Note that as the simulation cell increases, the chemical potential gradients for the two phases, \(\Delta \mu^\alpha\) and \(\Delta \mu^\beta\), get closer to one another. Such finite-size effects are expected to vanish in the thermodynamic limit \((N \to \infty)\). The non-vanishing gap between these values is also consistent with the hysteresis seen in Semi-Grand Canonical Ensemble (SGCE) simulations where the transition \(\Delta \mu\) observed depends on which side (\(\alpha\) or \(\beta\)) the SGCE simulations is chosen as the starting point [37].

Consider now a Fe-Cr binary system which shows a solid-solid miscibility gap with a Fe-rich BCC solid solution phase and a Cr-rich BCC solid solution phase. Here, the inter-atomic potential, proposed by Bonny et al, is used to recreate the phase diagram. This potential was fitted to thermodynamic parameters and point-defect properties obtained from DFT
Figure IV.4. Effect of simulation size on (MC)$^2$ predictions. (a) shows the predicted phase diagram of the Au-Pt system (symbols), using various simulations sizes and $w = 0.75$ in the predictor-corrector algorithm. Results are compared against Thermodynamic Integration calculation of O’Brian et al. [22] (dashed-lines) and experimental data from Vesnin et al. [35] (solid-lines). (b) shows the $\Delta\mu$-T plot (symbols) from simulations compared against the Gibbs-Duhem integration method (dashed-lines) calculations and experiments.[1]

Fig IV.6(a) compares the MC$^2$ predictions to the thermodynamic integration performed by Bonny et al (dashed lines) and experimental data (solid lines). Similar to the previous case, the values obtained below 900 K are in reasonable agreement with the values obtained using standard thermodynamic integration approach. Above this temperature, differences in the phase boundaries start to emerge. As in the Pt-Au case, the largest cells start to
Figure IV.5. Representative configurations of the Au-rich and Pt-rich phases at $T=1100$ K found for two cell sizes. For clarity, the atomic size of the most abundant species has been shrunk. Larger cells are prone to spinodal decomposition.

form interfaces within the cell (see Fig. IV.7), and as a result the predicted coexistence boundaries at higher temperatures are not valid in these cases. The chemical potential difference measured in the simulation (symbols) are compared against the estimate from the Gibbs-Duhem integration (dashed-line) in Fig. IV.6(b). Similar to the previous alloy, the gap between chemical potential gradients between the two phases becomes smaller as the system size increases.

Near the top of the miscibility curve, an identity issue arises for some cell sizes where the concentration of the cells tend to flip occasionally. The solutions of the molar fractions are bound by the number of atoms in the cells, that is, these solutions are discrete. As the concentration of the two cells become closer to each other, energetically equivalent configuration can be chosen spontaneously if the molar fractions and concentrations of the cells suddenly change identities. As the number of particle in the cell increases, the number of discrete solution increases and therefore the jumps that give rise to a change in identity become less likely. A similar effect has been also reported near the vicinity of the critical
Figure IV.6. Phase diagram of Fe-Cr system, predicted by (MC)$^2$. (a) Calculated phase diagram of the Fe-Cr system (symbols) compared against Thermodynamic Integration calculations of Bonny et al. [1] (dashed-lines) and experimental data from Chen et al. [4] (solid-lines). (b) $\Delta\mu$-T plot (symbols) compared against the Gibbs-Duhem integration method (dashed-lines)

To summarize, in this section we find that the results obtained via (MC)$^2$ can reproduce the main features of phase diagrams obtained using well established methods which compare the actual free energies of the two phases. However, as the size of the cells increases and the temperatures sampled become large ($T>1000K$), it is not possible to retain the lowest free energy solution with the current scheme. This is likely because the current implementation of the predictor-corrector approach only checks for a vanishing energy variation to the first order in mass variation, but does not check that such variations are positive definite to
Figure IV.7. Representative configurations of the Fe-rich and Cr-rich phases at $T=1100$ K found for two cell sizes. For clarity, the atomic size of the most abundant species has been shrunk.

second order. Therefore, if cell sizes are large enough, they can individually undergo spinodal decomposition as shown in Figures IV.5 and IV.6. A more stringent condition that also satisfies this condition can be explored in the future. Also, we emphasize that all simulations shown here were run independently from one another. It is feasible to also make use of thermodynamic information from adjacent temperature regimes, i.e. Gibbs-Duhem relation, in order to remain close to the coexistence line as is done in the approach of Kofke and co-workers[12, 19] and avoid falling into metastable solutions. Such approach will be explored in future. Having shown a good correspondence with phase diagrams of binary alloys and the current limitation thereof, next we explore the stability of a model quaternary alloy.

C. Phase coexistence on a multicomponent alloy

Reliable interatomic potentials beyond binaries are essentially non-existent. Here, we demonstrate the application of our method to a model NiCoFeTi-alloy using the Zhou-Johnson potential [40]. Previously, the deformation properties of this quaternary alloy in FCC and BCC structures have been explored by Rao et al, showing good agreement in yield strength for similar complex concentrated alloys[29, 30]. In that work, optimal composition
and structure for this quaternary alloy at zero temperature were found by sampling the composition space that maintained the stability of the lattice with respect to Bain deformation, elastic stresses and large shear deformations on the (111) planes for FCC and (110) planes for BCC. The result of this search found that the structures FCC-\(Ni_{0.36}Co_{0.30}Fe_{0.16}Ti_{0.16}\)\[30]\ and BCC-\(Ni_{0.16}Co_{0.16}Fe_{0.366}Ti_{0.30}\)\[29]\ satisfied the above conditions.

In this work, we explore the same quaternary alloy, but instead we use the \((MC)^2\) method to find the most stable crystal structure and phase compositions. Using Eq.1, we assume that the maximum number of phases that can be achieved for this quaternary system are \(\phi = C = 4\), since both \(P\) and \(T\) will be used as independent intensive variables. Consider a coupled quaternary system starting with four elemental phases in their pure form: (I) FCC-Ni with 250 atoms, (II) BCC-Fe with 256 atoms, (III) HCP-Co with 250 atoms, and (IV) HCP-Ti with 250 atoms in each cell. To ensure that crystal structure of the different cells remain unchanged during as the algorithm progresses, only isotropic volume changes are introduced in the search process.

Fig.IV.8(a) shows the evolution of the molar fractions of each phase (cell) as the algorithm searches over the most stable configuration at \(T=400\) K and zero pressure conditions. At this temperature, the algorithm finds two dominant phases corresponding to FCC and BCC structures, whereas the other phases considered are not energetically favored given that the molar fraction of cells III and IV (HCP structures) are negligible compared to cell-I (FCC) and cell-II (BCC).

The evolution in composition of each cell/phase during the search process is shown in Fig.IV.8(b)-(c) for cells I and II respectively. After about 20000 cycles, the algorithm converges towards the structures: FCC-\(Ni_{0.53}Co_{0.26}Fe_{0.02}Ti_{0.18}\) (Cell-I) and BCC-\(Ni_{0.10}Co_{0.24}Fe_{0.36}Ti_{0.29}\) (Cell-II). A slice in two atomic layers along the (001) plane is shown in Fig.IV.8(d)-(e) for the final compositions. Inspection of the FCC phase shows that Ti atoms prefer to avoid each other. This is expected in closest packed structures since Ti atoms have a larger atomic size (~20%) relative to all the other elements\[32, 40\]. On the other hand, the BCC structure appears to show a propensity for Fe-Ti bonds. These bonds are known to favor an ordered B2 phase at \(Fe_{0.50}Ti_{0.50}\), yet for this composition, complete ordering of the phase B2 phase is not favored as there are significant traces of Co seen in the final BCC structure. Notably, the BCC phases is close in composition to that found by Rao et al \[30\], using mechanical stability of the lattice as the only criterion, while the FCC
Figure IV.8. $(MC)^2$ prediction for stable phases of the model NiCoFeTi system. (a) shows the progression of the Molar fractions vs the number of cycles using $(MC)^2$ on a four component systems (NiCoFeTi) starting from their pure elemental form at T=400K and zero pressure. (b)-(c) show the change in concentration of cells I and II and (d)-(e) project the corresponding atomic snapshots, where the different colors represent different elements.
phase found by Rao et al is much less rich in Fe. Nevertheless, the final concentrations depend on temperature as well.

Fig IV.9 shows the effect of temperature on the final molar fractions and composition for all the dominant phases. Only the molar fraction for Cells I, II, and III are shown explicitly since the molar fraction for Cell-IV is significantly smaller than all the other cells considered over the whole temperature range. For this reason, Cells I, II and III are hereafter referred to as FCC phase, BCC phase, and HCP phase, respectively. (MC)² shows that for this quaternary system, a BCC phase is expected to be energetically favored for the entire temperature range since its molar fraction shows the largest value. Moreover, a second FCC phase is also favored up to about $T \sim 900K$, at which point a third HCP phase starts to emerge at the expense of the FCC phase.

In order to visualize the phase compositions for this quaternary alloy, we project “pseudo phase diagrams” for each of the elements making up the system (NiCoFeTi). This is shown in Fig IV.9(b), where the different symbols indicate whether the system belongs the BCC-phase ($\bigcirc$), FCC-phase ($\bigdiamond$), or HCP-phase ($\triangle$). Note that below, (T<900K) the HCP is not shown since its molar fraction is negligible compared to the other phases. As expected, the concentration of each element in different phases are not independent, that is $X_{Ni}^{FCC} + X_{Co}^{FCC} + X_{Fe}^{FCC} + X_{Ti}^{FCC} = 1$, and similarly for all the other phases.

Inspection of the various pseudo-phase diagrams shows various pseudo-miscible gaps between the FCC, BCC, and HCP lattice structures over all the elements in this system. Nickel shows the widest miscible gap starting from 80% Ni-rich phase in FCC, and 0% Ni-rich BCC phase at the lowest temperature sampled (T=100K). As the temperature increases the gap starts to rapidly close around $T = 1000K$, at which point the Ni concentration on all the phases considered is about the same, i.e. 25%. Iron and Titanium show similar trends and miscible critical temperatures ($T_c \sim 1000K$), although the overall ranges in the concentration of the miscible gaps tend to be narrower compared to that of Nickel. Interestingly, Cobalt shows oscillation in concentration around the equiatomic composition throughout the whole temperature range. As the temperature increases, a progression towards equiatomic compositions for all the phases, indicates that the entropic terms start to contribute significantly to the free energies of mixing. Notice that above $T>900K$, the concentration in the FCC and HCP phases trace very similar paths for all the elements, indicating that above this temperature these two crystal structures have similar energetics.
Figure IV.9. Stable phases of model NiCoFeTi alloy at different temperatures as predicted by (MC)$^2$. (a) shows the equilibrium molar fractions vs temperature for the dominant phases considered in the NiCoFeTi alloy during the MC search. (b) “Pseudo phase diagrams” showing the composition of every element vs temperatures for the three phases considered: FCC (◯), BCC (◊) and HCP (△); the dashed line is a reference at 0.25

This is also evidenced by the fact that the molar fraction of both of these phases appear to be anti-correlated in this temperature range.

The results obtained for the “pseudo-phase diagrams” in this multicomponent alloy will depend largely on the interatomic potentials [40], and thus are valid to the extent of the
reliability of the potential. The intent here is to show that the $(MC)^2$ formalism can be readily applied to multicomponent alloys to search for solid-solid phase coexistence without introducing additional complexity into the search process. Such approach can be used as a predictive tool for phase equilibria of multicomponent systems using first-principles calculations [20].

V. SUMMARY

We presented important improvements to the $(MC)^2$ method for modeling phase coexistence. The $(MC)^2$ method, is similar to Gibbs ensemble MC in the sense of using multiple simulation cells. While Gibbs ensemble technique has been a successful approach to study liquid-gas and liquid-liquid coexistence, its direct adaption to crystalline solids has been prohibitive because particle transfer between crystalline cells creates highly energetic point defects. In reference [20], Niu et al. proposed a virtual mass transfer method, by randomly changing the chemical identity of species in each phase, while maintaining the overall composition via solving the mass balance equation, i.e. the lever rule. In this work, we first derived the most general acceptance criteria for $(MC)^2$ moves, starting from the NPT Gibbs ensemble for mixtures, and show that $(MC)^2$ samples a pseudo-Gibbs ensemble. The term “pseudo” is chosen in accordance with previous literature and is meant to differentiate between the virtual mass transfer and actual insertion/deletion of particles.

Next, we showed that relying on lever rule alone to search for the minimum free energy poses a practical shortcoming. Away from equilibrium, the solution to the mass balance equation is not unique. During the search for equilibrium, very different sets of concentrations and molar fractions can correspond to the same energy value. Consequently, even though the energy may seem to reach a plateau after several steps, the molar fractions and corresponding concentrations may not have converged to the proper equilibrium values. Therefore, it is necessary to define a stopping criterion for the simulation to ensure that in the end, the common tangent has been found. This is equivalent to the balance of chemical potentials at equilibrium.

We then proposed an additional check on equilibrium via a predictor-corrector approach that aims to penalize solutions not satisfying the common-tangent criterion. We emphasize that our correction involves the difference in chemical potential between species in different
phases, rather than the chemical potentials themselves. This is necessary but not sufficient for equilibrium. The intent is to check whether or not the final phases are in equilibrium, and to steer the system towards equilibrium. Constraints involving the individual chemical potentials in each phase guarantee equilibrium directly and will be pursued to further improve the method.

The improved (MC)$^2$ was applied to binary and quaternary systems, using EAM potentials. Our findings highlighted the necessity to use the additional chemical potential constraint to avoid falling into nonequilibrium solutions. In case of binary alloys, the predictions were in good agreement with those of the standard thermodynamic integration. The thermodynamic integration approach is tedious and time consuming due to the fact that many simulations need to be performed around the neighborhood of the stable concentration of each phase for a given $\Delta \mu$[37]. (MC)$^2$ requires only a minimal number of coupled simulation at a given temperature, and as such lends itself easily towards the investigation of multicomponent system without excessive complication. We demonstrated this by applying (MC)$^2$ to a model quaternary system.

Lastly, we studied the role of simulation size on the predictions of the the phase boundaries and observed that larger cells are prone to spinodal decomposition. Another future direction is to incorporate conditions for the second derivatives of the free energy into the acceptance criteria to avoid decomposition within cells. However, we note that small cell sizes perform well, particularly at low to moderate temperatures. This is in fact advantageous when using the method with first principles calculations to predict stable phases of crystalline solids well below the solidus curve, which was the initial motivation for (MC)$^2$.
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Appendix A: Appendix

1. Widom test

A method for calculating the difference between chemical potentials of solutes and solvents in the non-dilute solution in the isothermal isobaric ensemble has been proposed by Frenkel et al. [33], which is based on an extension of Widom’s potential distribution method [36]. Assuming the contribution due to the ideal gas is negligible, the difference in the (excess) chemical potential can be obtained by using the following recipe:

**Widom test particle method**

1. Attempt a virtual move, or flip:
   - change a particle of species 1 into species 2
2. Compute the change in energy of the cell: $\Delta U$
3. Try many flips, but do not accept the move (otherwise composition changes)
4. Collect statistics

The chemical potential difference is given by

$$\Delta \mu \equiv \mu_1 - \mu_2 = -k_B T \ln \langle \frac{N_1}{N_2 + 1} e^{-\frac{\Delta U}{k_B T}} \rangle$$

where $N_1$ and $N_2$ are the number of species 1 and 2 respectively, and the $\langle \cdot \rangle$ is the ensemble average obtained from many flip attempts at various random sites occupied by species 1. Alternatively, changing species 2 to species 1 results in the negative of the above estimate. Large statistics on the above two average, ie $(1 \rightarrow 2)$ and $(2 \rightarrow 1)$, can be used to estimate weighted average based on how frequently each species is flipped. This approach is used in the predictor-corrector method (see Section II.B) to measure the difference in chemical potential for each phase.

2. Predictor-Corrector Formula

In thermodynamic equilibrium, the local energy variation in mass needs to vanish to first order. This condition is demonstrated by assuming that the free energy is a homogeneous
function in the concentration of its chemical components\[^{[15]}\], and expanding the energy changes with respect to the number of components to first order as:

\[
G^{\alpha}(f^{\alpha} \cdot (n^{\alpha}_1 + \delta n^{\alpha}_1), f^{\alpha} \cdot (n^{\alpha}_2 + \delta n^{\alpha}_2), \ldots, f^{\alpha} \cdot (n^{\alpha}_m + \delta n^{\alpha}_m)) \\
= f^{\alpha}G^{\alpha}(n^{\alpha}_1 + \delta n^{\alpha}_1, n^{\alpha}_2 + \delta n^{\alpha}_2, \ldots, n^{\alpha}_m + \delta n^{\alpha}_m) \\
\approx f^{\alpha}[G^{\alpha}(n^{\alpha}_1, n^{\alpha}_2, \ldots, n^{\alpha}_m) + \frac{\partial G^{\alpha}}{\partial n^{\alpha}_1} \delta n^{\alpha}_1 + \frac{\partial G^{\alpha}}{\partial n^{\alpha}_2} \delta n^{\alpha}_2 + \ldots] \\
\approx f^{\alpha}[G^{\alpha}(n^{\alpha}_1, n^{\alpha}_2, \ldots, n^{\alpha}_m) + \mu^{\alpha}_1 \delta n^{\alpha}_1 + \mu^{\alpha}_2 \delta n^{\alpha}_2 + \ldots] \quad (A1)
\]

where the partial derivatives hold pressure and temperature constant. The variation in energy in phase-\(\alpha\) is:

\[
\delta G^{\alpha} = f^{\alpha}[\mu^{\alpha}_1 \delta n^{\alpha}_1 + \mu^{\alpha}_2 \delta n^{\alpha}_2 + \ldots + \mu^{\alpha}_m \delta n^{\alpha}_m]
\]

(A2)

and the variation in energy (for all phases) is then given by

\[
\sum_{\nu} \phi \delta G^{\nu} = \sum_{\nu} \sum_{i} m f^{\nu} \mu^{\nu}_i \delta n^{\nu}_i \quad (A3)
\]

Since at equilibrium, \(\mu_i \equiv \mu^{\alpha}_i = \mu^{\beta}_i = \ldots = \mu^{\phi}_i\), and the overall system is closed such that mass transport between the phases satisfies the lever rule (\(\sum_{\nu} f^{\nu} \delta n^{\nu}_i = 0 \forall i\)). It follows that the above expression vanishes, viz

\[
\sum_{\nu} \phi \delta G^{\nu} = \sum_{i} \sum_{\nu} \mu_i \phi f^{\nu} \delta n^{\nu}_i = 0 \quad \text{ (A4)}
\]

In the implementation of the (MC)^2 algorithm described in reference\[^{[20]}\] did not check for the equality of chemical potentials directly. Since mass is not physically transferred between phases, i.e. it is only mimicked, it is not guaranteed that common tangent criterion is satisfied. Thus, to avoid falling into these solutions, a consistency check on the energy variations as a result of the virtual mass changes is proposed. Every time a particle of “type \(j\)” is replaced by another “type \(i\)” in phase \(\alpha\), the variation in mass of each species is \(\delta n^{\alpha}_i = +1\) and \(\delta n^{\alpha}_j = -1\). (See Eq.\(^{[A2]}\)). Hence the energy change due to the change in chemistry (\(j \rightarrow i\)) is given by
\[ \delta G^\alpha (j \rightarrow i) = f^\alpha [(\mu_i^\alpha - \mu_j^\alpha)] \quad (A5) \]

Clearly if more than one replacement of the same kind \((j \rightarrow i)\) occurs, the energy change is a multiple of this value, i.e.

\[ \delta G^\alpha (j \rightarrow i) = f^\alpha \Delta \mu_{ij}^\alpha \delta n_{ji}^\alpha \quad (A6) \]

where, \(\Delta \mu_{ij} = \mu_i - \mu_j\) and \(\delta n_{ji}\) is the number of lattice sites where a replacement \((j \rightarrow i)\) has occurred. After a flip move takes place, mass is transferred (at least conceptually) to another phase. This phase is chosen at random, from all the other possible phases, say phase-\(\beta\). The change in chemistry in phase-\(\beta\) that occurs as result of flipping particles \((j \rightarrow i)\) in phase-\(\alpha\) can be written as

\[ \delta n_{ji}^\beta = -(f^\alpha / f^\beta) \delta n_{ji}^\alpha \forall (i, j) \quad (A7) \]

while chemistry in all other phases remains unchanged. Since we know how much mass is transferred to and from each phase, this allows us to predict energy changes based on current molar fractions values, and gradients of the chemical potentials \((\Delta \mu_{ij})\).

An explicit method (Euler method) can be used to predict the energy change due to mass transfer between phases \(\alpha\) and \(\beta\), as a result of the replacements \((j \rightarrow i)\),

\[ \tilde{G}^{predicted}_m = f^\alpha G_m^\alpha + f^\beta G_m^\beta + f^\alpha \Delta \mu_{ij}^\alpha \delta n_{ji}^\alpha + f^\beta \Delta \mu_{ij}^\beta \delta n_{ji}^\beta \quad (A8) \]

An implicit method (the trapezoidal rule) can be used to correct the prediction based on the slopes at the next step

\[ \tilde{G}^{corrected}_m = f^\alpha G_m^\alpha + f^\beta G_m^\beta + \delta n_{ji}^\alpha \frac{f^\alpha \Delta \mu_{ij}^\alpha + f^\alpha \Delta \mu_{ij}^\alpha}{2} + \delta n_{ji}^\beta \frac{f^\beta \Delta \mu_{ij}^\beta + f^\beta \Delta \mu_{ij}^\beta}{2} \quad (A9) \]

where the terms with primes denote quantities evaluated at the next step. Note, that the slopes of the current and proposed steps are combined in the above expression in order to correct the prediction by the Euler method. It is reasonable to also combine actual energy
measurement of the next proposed step with the predicted values for that energy. To do so, a weighted value of the measured and predicted energies can be combined for the next step.

\[ G'_m(w) = (1 - w) \cdot G'_m + w \cdot \tilde{G}^{\text{corrected}}_m \]  

(A10)

where \(0 \leq w \leq 1\). This approach is similar to Kalman-filter method\[5\] where measured values and predicted values are combined based on the uncertainties of their respective values, here the weight \((w)\) is used as a tuning variable.

The proposed trials are accepted or rejected through the usual Metropolis-like criterion by looking at the difference between the corrected-predicted value and the energy value at the previous step, ie

\[ \min \left\{ 1, e^{-\Delta \tilde{G}_m(w)/kT} \right\} \]  

(A11)

where \(\Delta \tilde{G}_m(w) = G'_m(w) - G_m\). It is worthwhile to expand this expression (using Eq.A7) to arrive at a modified acceptance criterion, namely Eq.18 used throughout this manuscript.

[1] G. Bonny, R. C. Pasianot, D. Terentyev, and L. Malerba. Iron chromium potential to model high-chromium ferritic alloys. Philosophical Magazine, 91(12):1724–1746, 2011.
[2] P. J. Camp and M. P. Allen. Phase coexistence in a pseudo gibbs ensemble. Molecular Physics, 88(6):1459–1469, 1996.
[3] G. A. Chapela, S. E. Martínez-Casas, and C. Varea. Square well orthobaric densities via spinodal decomposition. The Journal of chemical physics, 86(10):5683–5688, 1987.
[4] S.-L. Chen, J.-Y. Zhang, X.-G. Lu, K.-C. Chou, and Y. A. Chang. Application of graham scan algorithm in binary phase diagram calculation. Journal of phase equilibria and diffusion, 27(2):121–125, 2006.
[5] C. K. Chui, G. Chen, et al. Kalman filtering. Springer, 2017.
[6] R. DeHoff. Thermodynamics in materials science. CRC Press, 2006.
[7] D. Dubbeldam, A. Torres-Knoop, and K. S. Walton. On the inner workings of monte carlo codes. Molecular Simulation, 39(14-15):1253–1292, 2013.
[8] S. M. Foiles. Evaluation of harmonic methods for calculating the free energy of defects in solids. Physical Review B, 49(21):14930, 1994.
[9] D. Frenkel and B. Smit. Understanding molecular simulation: from algorithms to applications, volume 1. Elsevier, 2001.

[10] D. G. Green, G. Jackson, E. de Miguel, and L. F. Rull. Vapor–liquid and liquid–liquid phase equilibria of mixtures containing square-well molecules by gibbs ensemble monte carlo simulation. The Journal of chemical physics, 101(4):3190–3204, 1994.

[11] J. Hickman and Y. Mishin. Temperature fluctuations in canonical systems: Insights from molecular dynamics simulations. Phys. Rev. B, 94:184311, Nov 2016.

[12] D. A. Kofke. Gibbs-duhem integration: a new method for direct evaluation of phase coexistence by molecular simulation. Molecular Physics, 78(6):1331–1336, 1993.

[13] M. H. Lamm and C. K. Hall. Molecular simulation of complete phase diagrams for binary mixtures. AIChE journal, 47(7):1664–1675, 2001.

[14] J. L. Lebowitz, J. K. Percus, and L. Verlet. Ensemble dependence of fluctuations with application to machine computations. Phys. Rev., 153:250–254, Jan 1967.

[15] C. H. Lupis. Chemical thermodynamics of materials. Elsevier Science Publishing Co., Inc., 1983, 1983.

[16] M. Mehta and D. Kofke. Coexistence diagrams of mixtures by molecular simulation. Chemical engineering science, 49(16):2633–2645, 1994.

[17] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and E. Teller. Equation of state calculations by fast computing machines. The journal of chemical physics, 21(6):1087–1092, 1953.

[18] Y. Mishin. Atomistic modeling of the γ and γ′-phases of the ni–al system. Acta Materialia, 52(6):1451–1467, 2004.

[19] A. Mori, B. B. Laird, Y. Kangawa, T. Ito, and A. Koukitu. Semigrand canonical monte carlo simulation with gibbs-duhem integration technique for alloy phase diagrams. Mater. Phys. Mech, 6:49–57, 2003.

[20] C. Niu, Y. Rao, W. Windl, and M. Ghazisaeidi. Multi-cell monte carlo method for phase prediction. arXiv:1811.04092, 2019.

[21] C. Niu, W. Windl, and M. Ghazisaeidi. Multi-cell monte carlo relaxation method for predicting phase stability of alloys. Scripta Materialia, 132:9–12, 2017.

[22] C. O’Brien, C. Barr, P. Price, K. Hattar, and S. Foiles. Grain boundary phase transformations in ptau and relevance to thermal stabilization of bulk nanocrystalline metals. Journal of
[23] A. Panagiotopoulos. Exact calculations of fluid-phase equilibria by monte carlo simulation in a new statistical ensemble. *International Journal of Thermophysics*, 10(2):447–457, 1989.

[24] A. Panagiotopoulos, N. Quirke, M. Stapleton, and D. Tildesley. Phase equilibria by simulation in the gibbs ensemble: alternative derivation, generalization and application to mixture and membrane equilibria. *Molecular Physics*, 63(4):527–545, 1988.

[25] A. Z. Panagiotopoulos. Direct determination of fluid phase equilibria by simulation in the gibbs ensemble: a review. *Molecular simulation*, 9(1):1–23, 1992.

[26] A. Z. Panagiotopoulos. *Gibbs Ensemble Techniques*. Springer Netherlands, Dordrecht, 1995.

[27] S. Plimpton. Fast parallel algorithms for short-range molecular dynamics. Technical report, Sandia National Labs., Albuquerque, NM (United States), 1993.

[28] H. Ramalingam, M. Asta, A. Van de Walle, and J. Hoyt. Atomic-scale simulation study of equilibrium solute adsorption at alloy solid-liquid interfaces. *Interface science*, 10(2-3):149–158, 2002.

[29] S. Rao, C. Varvenne, C. Woodward, T. Parthasarathy, D. Miracle, O. Senkov, and W. Curtin. Atomistic simulations of dislocations in a model bcc multicomponent concentrated solid solution alloy. *Acta Materialia*, 125:311–320, 2017.

[30] S. I. Rao, C. Woodward, T. A. Parthasarathy, and O. Senkov. Atomistic simulations of dislocation behavior in a model fcc multicomponent concentrated solid solution alloy. *Acta Materialia*, 134:188–194, 2017.

[31] J. M. Sanchez, J. Stark, and V. Moruzzi. First-principles calculation of the Ag-Cu phase diagram. *Physical Review B*, 44(11):5411, 1991.

[32] O. Senkov and D. Miracle. Effect of the atomic size distribution on glass forming ability of amorphous metallic alloys. *Materials Research Bulletin*, 36(12):2183–2198, 2001.

[33] P. Sindzingre, G. Ciccotti, C. Massobrio, and D. Frenkel. Partial enthalpies and related quantities in mixtures from computer simulation. *Chemical physics letters*, 136(1):35–41, 1987.

[34] A. van de Walle and G. Ceder. Automating first-principles phase diagram calculations. *Journal of Phase Equilibria*, 23(4):348, 2002.

[35] Y. I. Vesnin and Y. V. Shubin. The equilibrium decomposition of au-pt solid solutions. *Journal of the Less Common Metals*, 142:213–219, 1988.

[36] B. Widom. Potential-distribution theory and the statistical mechanics of fluids. *The Journal*
of Physical Chemistry, 86(6):869–872, 1982.

[37] P. Williams, Y. Mishin, and J. Hamilton. An embedded-atom potential for the Cu–Ag system. Modelling and Simulation in Materials Science and Engineering, 14(5):817, 2006.

[38] W. Wood. Physics of Simple Liquids ed HNV Temperley, GS Rushbrooke and JS Rowlinson. Amsterdam: North-Holland, 1968.

[39] Q. Yan, H. Liu, and Y. Hu. Simulation of phase equilibria for lattice polymers. Macromolecules, 29(11):4066–4071, 1996.

[40] X. W. Zhou, R. A. Johnson, and H. N. G. Wadley. Misfit-energy-increasing dislocations in vapor-deposited cofe/nife multilayers. Phys. Rev. B, 69:144113, Apr 2004.

[41] R. R. Zope and Y. Mishin. Interatomic potentials for atomistic simulations of the ti-al system. Physical Review B, 68(2):024102, 2003.