DEPTH SEPARATION FOR REDUCED DEEP NETWORKS IN NONLINEAR MODEL REDUCTION: DISTILLING SHOCK WAVES IN NONLINEAR HYPERBOLIC PROBLEMS
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Abstract. Classical reduced models are low-rank approximations using a fixed basis designed to achieve dimensionality reduction of large-scale systems. In this work, we introduce reduced deep networks, a generalization of classical reduced models formulated as deep neural networks. We prove depth separation results showing that reduced deep networks approximate solutions of parametrized hyperbolic partial differential equations with approximation error \( \varepsilon \in (0, 1) \) with \( O(|\log(\varepsilon)|) \) degrees of freedom, even in the nonlinear setting where solutions exhibit shock waves. We also show that classical reduced models achieve exponentially worse approximation rates by establishing lower bounds on the relevant Kolmogorov N-widths.
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1. Introduction. We propose reduced deep networks (RDNs), which are deep neural network (DNN) constructions that generalize classical reduced models [21, 41]. We show that RDNs achieve exponentially faster error decay with respect to number of degrees of freedom when approximating solution manifolds of certain nonlinear hyperbolic partial differential equations (PDEs) in contrast to classical reduced models. Our arguments yield lower bounds on the smallest number of degrees of freedom necessary to achieve a given accuracy with classical reduced models, by estimating the Kolmogorov N-width [44, 21]. The lower bounds apply in general to a function class we call sharply convective and advances the existing results [40, 20, 63] beyond constant-speed problems. The two results indicate a type of depth separation: RDNs can achieve dimensionality reduction where shallow approximations such as classical reduced models cannot. The results are shown for representative hyperbolic problems, the color equation (variable-speed transport) and the Burgers’ equation in a single spatial dimension.

Classical reduced models fail to be efficient not only for hyperbolic problems but for transport-dominated problems in general [52, 39]. Nonlinear model reduction techniques are developed to overcome the limitations. These include the removal of symmetry [52], dynamical low-rank (DLR) approximations or dynamically orthogonal (DO) method [25, 53, 35], method of freezing [39], approximated Lax-Pairs [18], reduction of optimal transport maps [24], calibrated manifolds [6, 37], shock curve estimation [58], adaptive online low-rank updates [43, 42], adaptive h-refinement [7], shifted proper orthogonal decomposition (sPOD) [47], Lagrangian basis method [34], transport reversal [50], transformed snapshot interpolation [63, 64], generalized Lax-Phillips representation [49, 48] deep autoencoders [30], characteristic dynamic mode decomposition [55], registration methods [57], Wasserstein barycenters [14], unsupervised traveling wave identification with shifting truncation [33], a generalization of the moving finite element method (MFEM) [3], and Manifold Approximations via Transported Subspaces (MATS) [51]. A common feature among these new methods is the dynamic adaptation of the low-rank representation. The adaptation is achieved using low-rank updates, adaptive refinements, or nonlinear transformations.
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The works [64, 30] make use of DNNs. There also has been efforts to approximate the solution manifold of parametric PDEs directly with DNNs [26, 46, 27, 17], by exploiting the expressive power of DNNs for approximating solutions of PDEs and nonlinear functions in general [11, 59, 65, 45, 12, 54]. DNNs also have been used to compute the reduced coefficients [62]. The key challenge in these approaches is in achieving the level of computational efficiency desired in model reduction, as these DNN constructions are more computationally expensive to evaluate or manipulate than the classical reduced models.

MATS is a nonlinear reduced solution that is written as a composition of two low-rank representations, which allows efficient computations. The efficiency is equivalent to that of classical reduced models and thus enables it to be used directly with the governing differential equations and achieve significant speed-ups [51]. MATS was motivated by the distinguishing feature of hyperbolic PDEs, namely that the solution propagates along characteristic curves [16, 31]. However, there are limitations in its applicability, as the numerical experiments in [51] indicate that the efficiency of MATS depends on the regularity of the characteristic curves.

The RDN introduced here is a generalization of MATS with additional hidden layers, where each layer has a low-rank representation. We will show that RDNs yield efficient approximations of singular characteristic curves by using additional hidden layers with regular representations. Thus, RDNs can approximate solution manifolds of nonlinear hyperbolic PDEs, even when nonlinear shocks are present.

The RDN is reminiscent of the compression framework for deep networks that is being studied theoretically for improving generalization bounds [36, 2], or being utilized in practice to accelerate the performance of large networks in practical applications [8, 38, 9]. However, the fact that an RDN is a set of networks with a specifically designed degree of freedom, rather than a single network exhibiting low-rank structure in its weights, distinguishes it from the compression frameworks. Furthermore, the specific architecture we use includes special components, such as layers that compute the inverse of a function, not very common in generic architectures used in machine learning.

RDNs are different from deep network approximations that have sparse connections [4, 29]. An RDN can be viewed as a dense network with a large number of activations, albeit with very few number of effective parameters. But beyond the differences in the architecture, the RDNs are constructed to maintain important properties that are indispensible in model reduction. While sparse approximations lead to efficient approximations of general function classes [60], such approximations are difficult to deploy in model reduction applications. For example, the choice of $N$ best terms is not necessarily regular with respect to the target of approximation, whereas the success of the reduced system rely crucially on such regularity.

In the machine learning literature, distillation or model compression refers to the transferring of the learned knowledge from an accurate model to another specialized model that is more efficient for deployment [5, 22]. Model reduction is driven by an identical motivation.
2. Reduced deep networks. In this section, we introduce RDNs and the notion of deep reduction. We first provide a brief overview of model reduction for computing reduced solutions and then show that reduced solutions can be represented as shallow networks. We then derive a deep-network representations of reduced solutions, resulting in RDNs.

2.1. Model reduction. We give a brief overview of model reduction. For a comprehensive review, we refer the reader to the references [41, 21].

Our goal is in approximating solutions of PDEs. The specific PDEs will be defined later. For now, it is only important that the solution functions $u$ depend on the spatial variable $x$, time $t$, and parameters $\mu$. Let us denote by $M$ the solution manifold,

$$\mathcal{M} := \{u(\cdot; t, \mu) \in \mathcal{V} : \Omega \to \mathbb{R} | t \in [0, t_F], \mu \in \mathcal{D}\},$$

which is a set of functions in a real Hilbert space $\mathcal{V} := L^2(\Omega)$ over the spatial domain $\Omega := (0, 1)$. The parameter domain is $\mathcal{D} \subset \mathbb{R}^P$ ($P \in \mathbb{N}$) and the time interval is $[0, t_F]$, where $\mathbb{N}$ denotes the set of natural numbers.

A full solution (or a full-model solution) is an approximation of a solution $u \in \mathcal{M}$ in a finite-dimensional subspace spanned by $N_\delta \in \mathbb{N}$ basis functions $\{\varphi_n\}_{n=1}^{N_\delta} \subset \mathcal{V}$,

$$u_{N_\delta}(\cdot; t, \mu) := \sum_{n=1}^{N_\delta} w_n(t, \mu) \varphi_n(x),$$

with coefficients $\{w_n(t, \mu)\}_{n=1}^{N_\delta}$ that depend on time and parameter. For ease of exposition, we consider in the following full solutions that are piecewise linear in the spatial variable $x$ on an equidistant grid with $N_\delta$ grid points and $\{\varphi_n\}_{n=1}^{N_\delta}$ being the canonical nodal point basis [56]. Then, for all $\delta \in (0, 1)$, there is $N_\delta$ large enough so that for each $(t, \mu) \in [0, t_F] \times \mathcal{D}$ the full solution $u_{N_\delta}(\cdot; t, \mu)$ of the form (2.2) approximates the solution $u(\cdot; t, \mu) \in \mathcal{M}$ with

$$\|u(\cdot; t, \mu) - u_{N_\delta}(\cdot; t, \mu)\|_{\mathcal{V}} < \delta.$$

For a fixed $N_\delta$, the approximate solution manifold is

$$\mathcal{M}^{(f)} := \{u_{N_\delta}(\cdot; t, \mu) : (t, \mu) \in [0, t_F] \times \mathcal{D}\}.$$

Full solutions typically are computed with finite-difference, finite-element or finite-volume methods, which can be computationally expensive if a large $N_\delta$ is required to achieve the desired tolerance $\delta$. Model reduction aims to construct reduced solutions in problem-dependent subspaces of much lower dimension $M \ll N_\delta$ to reduce computational costs [41, 21]. Model reduction consists of an offline stage and an online stage. During the offline stage, the basis of the low-dimensional subspace, the reduced space $\mathcal{V}_M$, is constructed. A reduced basis is typically computed by collecting a finite subset $\mathcal{M}_S^{(f)} = \{u_{N_\delta}^{(f)}(\cdot; t_i, \mu_i)\}_{i=1}^S \subset \mathcal{M}^{(f)}$ of full solutions, where $S \in \mathbb{N}$ and $\{(t_i, \mu_i)\}_{i=1}^S \subset [0, t_F] \times \mathcal{D}$, and then computing a low-dimensional basis using, e.g., the singular value decomposition (SVD) [19]. Let $\{\xi_m\}_{m=1}^M \subset \mathcal{V}$ be the set of the reduced-basis functions.

In the online phase, a reduced solution (or a reduced-model solution) is derived in the space spanned by the reduced basis,

$$u_{M}(\cdot; t, \mu) := \sum_{m=1}^M \gamma_m(t, \mu) \xi_m(x).$$
The coefficients \( \{ \gamma_m(t, \mu) \}_{m=1}^{M} \) of the reduced solutions are obtained by solving a system of equations for any given \((t, \mu) \in [0, t_f] \times D\). The reduced system is derived using the PDE. The computational complexity of solving the reduced system scales with the dimension of the reduced space \( M \) and is independent of the dimension of the full solutions \( N_\delta \). If the dimension \( M \) of the reduced space is small compared to the dimension \( N_\delta \) of the full solutions, then solving for the reduced solution can be computationally cheaper than solving for the full solution. At the same time, the dimension \( M \) of the reduced space needs to be chosen sufficiently large so that the reduced solution are sufficiently accurate.

Analogously to (2.2), we assume in the following that for all \( \varepsilon \in (0, 1) \), there exists \( M \in \mathbb{N} \) such that for each \((t, \mu) \in [0, t_f] \times D\), the solution \( u(\cdot; t, \mu) \in \mathcal{M} \) can be approximated with a reduced solution \( u^{(i)}_{M}(\cdot; t, \mu) \) of the form (2.5) satisfying
\[
(2.6) \quad \left\| u(\cdot; t, \mu) - u^{(i)}_{M}(\cdot; t, \mu) \right\|_V < \varepsilon.
\]

Note that in the model reduction literature, the error (2.6) is typically obtained with respect to the full solution \( u^{(i)}_{N_\delta} \), rather than the (exact) solution \( u \). For a fixed reduced basis \( \{ \xi_m \}_{m=1}^{M} \) with \( M \) basis functions, we call the set of reduced solutions \( \mathcal{M}^{(i)} \) that satisfies (2.6) the reduced solution manifold,
\[
(2.7) \quad \mathcal{M}^{(i)} := \left\{ u^{(i)}_{M}(\cdot; t, \mu) : (t, \mu) \in [0, t_f] \times D \right\}.
\]

2.2. Deep neural networks (DNNs). We will define deep feed-forward neural networks. We define the set \( \mathbb{P} \) to contain two possible choices of activation functions in our networks. Let \( \mathbb{P} := \{ \sigma(x), \varsigma(x) \} \), where \( \sigma(x) := \max \{0, x\} \) is the rectified linear unit (ReLU) and \( \varsigma(x) := \sigma'(x) \) is the threshold function. The input variable \( x \) is in \( \Omega = [0, 1] \) unless specified otherwise, and the output in \( \mathbb{R} \). Note that the inclusion of threshold functions \( \varsigma \) in \( \mathbb{P} \) is not strictly necessary, but simplifies the exposition. On the other hand, other activations yielding universal approximations can be used without affecting the results in this work (see, e.g. [15]).

We denote by \( \odot \) the entry-wise composition: Given a vector of functions \( \xi := [\xi_1, ..., \xi_N]^T \), \( \xi_1, ..., \xi_N : \mathbb{R} \rightarrow \mathbb{R} \) and a real vector \( y := [y_1, ..., y_N]^T \in \mathbb{R}^{N \times 1} \), the entrywise composition is given by \( \xi \odot y := [\xi_1(y_1), ..., \xi_N(y_N)]^T \).

For specified total number of layers \( L \in \mathbb{N} \) and the widths \( \mathbf{N} = [N_1, ..., N_{L+1}] \in \mathbb{N}^{L+1} \), we denote the weights, biases, and activations
\[
(2.8) \quad \begin{cases} W_\ell \in \mathbb{R}^{N_{\ell+1} \times N_\ell}, \ell = 1, ..., L, \\ b_\ell \in \mathbb{R}^{N_{\ell+1}}, \ell = 1, ..., L, \\ \rho_\ell \in \mathbb{P}^{N_{\ell+1}}, \ell = 1, ..., L - 1, \end{cases} \quad \begin{cases} \mathbf{W} := (W_1, ..., W_L), \\ \mathbf{b} := (b_1, ..., b_L), \\ \mathbf{\rho} := (\rho_1, ..., \rho_{L-1}). \end{cases}
\]

We define the corresponding set of weights, biases and activations
\[
(2.9) \quad \begin{cases} \mathcal{W}(\mathbf{N}) = \mathbb{R}^{N_2 \times N_1} \times \cdots \times \mathbb{R}^{N_{L+1} \times N_L}, \\ \mathcal{B}(\mathbf{N}) = \mathbb{R}^{N_2 \times 1} \times \cdots \times \mathbb{R}^{N_{L+1} \times 1}, \\ \mathcal{P}(\mathbf{N}) = \mathbb{P}^{N_2 \times 1} \times \cdots \times \mathbb{P}^{N_{L+1} \times 1}. \end{cases}
\]

Let us define the affine maps \( A_\ell \) for \( \ell = 1, 2, ..., L \),
\[
(2.10) \quad A_\ell(z) = W_\ell z + b_\ell, \quad W_\ell \in \mathbb{R}^{N_{\ell+1} \times N_\ell}, \quad b_\ell \in \mathbb{R}^{N_\ell}.
\]
Entries of $W_\ell$ and those of $b_\ell$ are called weights and biases, respectively. A deep network is formed by the alternating compositions of these affine functions with activations in $P$.

A deep neural network (DNN) or a deep network with $L$ layers $\mathbf{f}_P : \Omega \to \mathbb{R}$ is given by

$$
(2.11) \quad \mathbf{f}_P(x) = A_L \circ \rho_{L-1} \circ A_{L-1} \circ \ldots \circ \rho_2 \circ A_2 \circ \rho_1 \circ A_1,
$$

where $W \in \mathcal{W}(N), B \in \mathcal{B}(N), P \in \mathcal{P}(N)$ for some $N \in \mathbb{N}^{L+1}$. We denote the class of such networks by $\overline{M}$,

$$
(2.12) \quad \overline{M} := \{f_P \mid f_P \text{ of the form } (2.11) \text{ with } N \in \mathbb{N}^{L+1}, L \in \mathbb{N}\}.
$$

A full deep network solution and the corresponding solution manifold is defined analogously to the full solution and the approximate solution manifold defined in subsection 2.1.

**Definition 1** (Full deep network solution).

(i) Given an error threshold $\delta \in (0, 1)$, if for each $u(\cdot; t, \mu) \in \mathcal{M}$ corresponding to $(t, \mu) \in [0, t_F] \times \mathcal{D}$ there exists $\pi_P(\cdot; t, \mu) \in \overline{M}$ that

- has dimensions $N_\delta \in \mathbb{N}^{L\delta+1} (L_\delta \in \mathbb{N})$ and the choice of activations $P \in \mathcal{P}(N_\delta)$, both independent of $(t, \mu)$,
- weights $W(t, \mu) \in \mathcal{W}(N_\delta)$, biases $B(t, \mu) \in \mathcal{B}(N_\delta)$,
- satisfies the estimate

$$
(2.13) \quad \|u(\cdot; t, \mu) - \pi_P(\cdot; t, \mu)\|_y < \delta,
$$

then we call $\pi_P$ a full deep network solution.

(ii) We denote the full deep network solution manifold by

$$
(2.14) \quad \overline{M}^{(f)} := \{\pi_P(\cdot; t, \mu) \in \overline{M} \mid (t, \mu) \in [0, t_F] \times \mathcal{D}\},
$$

and say that $\overline{M}^{(f)}$ has the dimensions $N_\delta$.

**2.3. Reduced deep networks and deep reduction.** We now introduce RDNs, a deep network generalization of classical reduced models. They are derived by writing down the low-rank approximation to the weight matrices in DNNs.

Suppose we are given a finite sample $\overline{M}_S$ of deep networks in $\overline{M}$ with identical dimensions $N \in \mathbb{N}^{L_0+1} (L_0 \in \mathbb{N})$ and activations $P \in \mathcal{P}(N)$. That is,

$$
(2.15) \quad \overline{M}_S := \{f_P^{(i)}(x) \in \overline{M} \mid i = 1, \ldots, S\}.
$$

Then let us denote the weights and biases of the $\ell$-th layer of $f^{(i)}_P \in \overline{M}_S$ by $W_{\ell i}, b_{\ell i}$ for $i = 1, \ldots, S$ and $\ell = 1, \ldots, L_0$. Then we may write

$$
(2.16) \quad \begin{cases} 
W_{\ell i} = U_\ell \Gamma_{\ell i} V_\ell^T, & U_\ell \in \mathbb{R}^{N_\ell \times N_\ell}, V_\ell \in \mathbb{R}^{N_{\ell-1} \times N_\ell}, \Gamma_{\ell i} \in \mathbb{R}^{N_\ell \times N_{\ell-1}}, \\
b_{\ell i} = U_\ell c_{\ell i}, & c_{\ell i} \in \mathbb{R}^{N_{\ell-1}}.
\end{cases}
$$

in which $U_\ell$ and $V_\ell$ contain orthogonal columns.

Now, suppose that there are low-rank approximations $\bar{W}_{\ell i}$ and $\bar{b}_{\ell i}$ of the form

$$
(2.17) \quad \bar{W}_{\ell i} = \bar{U}_\ell \bar{\Gamma}_{\ell i} \bar{V}_\ell^T, \quad \bar{b}_{\ell i} = \bar{U}_\ell \bar{c}_{\ell i}
$$
in which $\hat{U}_\ell \in \mathbb{R}^{N_{\ell-1} \times M_\ell}$, $V_\ell \in \mathbb{R}^{N_\ell \times M_\ell}$, $\hat{\Gamma}_\ell \in \mathbb{R}^{M_\ell \times M_{\ell-1}}$, and $\hat{c}_\ell \in \mathbb{R}^{M_\ell \times 1}$ with $M_\ell \ll N_\ell$, the columns of $U_\ell$, $V_\ell$ are columns of $\hat{U}_\ell$, $V_\ell$, and $\|W_\ell - \hat{W}_\ell\|_2$ and $\|b_\ell - \hat{b}_\ell\|_2$ are sufficiently small. Then $A_\ell$ has a truncated version $\tilde{A}_\ell$ given by $\tilde{A}_\ell(z) := \hat{W}_\ell z + \hat{b}_\ell$. Projecting the input to the column space of $V_\ell$, we obtain the reduced affine maps

$$(2.21) \quad B_\ell(y) := \Gamma_\ell y + c_\ell, \quad \Gamma_\ell \in \mathbb{R}^{M_\ell \times M_{\ell-1}}, c_\ell \in \mathbb{R}^{M_\ell \times 1}.$$  

By including a dummy input in $y$ for every $B_\ell$, we may drop the bias $\hat{c}_\ell$. Hence, we let without loss of generality

$$(2.22) \quad B_\ell(y) := \Gamma_\ell y, \quad \Gamma_\ell \in \mathbb{R}^{M_\ell \times M_{\ell-1}}.$$  

Let us define the reduced activations $\xi_\ell : \mathbb{R}^{M_\ell} \rightarrow \mathbb{R}^{M_\ell}$

$$(2.23) \quad \xi_\ell(y) := \hat{U}_{\ell+1}^T \rho_\ell \circ (\hat{\Gamma}_\ell y), \quad (\rho_\ell \in \mathbb{P}^N_\ell).$$  

Collecting all the weights and reduced activations, let

$$(2.24) \quad \Gamma := (\Gamma_1, ..., \Gamma_{L_0}), \quad \Xi := (\xi_1, ..., \xi_{L_0-1}),$$

and define the space of weights given by $M = [M_1, ..., M_{L_0+1}] \in \mathbb{R}^{M_{L_0+1}}$

$$(2.25) \quad G(M) = \mathbb{R}^{M_2 \times M_1} \times \cdots \times \mathbb{R}^{M_{L_0+1} \times M_{L_0}}.$$  

**Definition 2** (Reduced deep network). Given $M \in \mathbb{N}^{L+1}$, reduced weights $\Gamma \in G(M)$, and reduced activations $\Xi = (\xi_1, ..., \xi_{L-1})$ of the form (2.20), and $B_\ell$ of the form (2.19), we define a reduced deep network (RDN) $\tilde{f}^{(r)} : \Omega \rightarrow \mathbb{R}$ as given by

$$(2.26) \quad \tilde{f}^{(r)}(x) := B_L \circ \xi_{L-1} \circ B_{L-1} \circ \cdots \circ \xi_2 \circ B_2 \circ \xi_1 \circ B_1(x).$$  

We will denote the class of reduced deep networks by

$$(2.27) \quad \mathcal{N}^{(r)} := \left\{ \tilde{f}^{(r)} | \tilde{f}^{(r)} \right\} \text{ of the form (2.26) with } M \in \mathbb{N}^{L+1}, L \in \mathbb{N} \}.$$  

We call the procedure of obtaining RDNs $\mathcal{N}^{(r)}$ from a subset $\mathcal{N}_S$ of $\mathcal{N}$ discussed above **deep reduction**. The RDN is determined by the reduced activations $\Xi$, the reduced weights $\Gamma$, and the total number of degrees of freedom in the weight parameters is small, equal to $\sum_{\ell=1}^L M_\ell M_{\ell+1}$ minus the number of shared weights or biases.

The primary utility of RDN from the model reduction point of view is in finding $\pi^{(r)} \in \mathcal{N}^{(r)}$ with small degrees of freedom such that, for each $u \in \mathcal{M}$ it satisfies $\|u - \pi^{(r)}\|_Y < \varepsilon$.

**Definition 3** (Reduced deep network solution). 

(i) Given an error threshold $\varepsilon \in (0, 1)$, if for each $u(\cdot; t, \mu) \in \mathcal{M}$ corresponding to $(t, \mu) \in [0, t_F] \times \mathcal{D}$ there exists $\pi^{(r)}\Xi \in \mathcal{N}^{(r)}$ that

- has dimensions $M \in \mathbb{N}^{L+1} (L \in \mathbb{N})$ and reduced activations $\Xi = (\xi_1, ..., \xi_{L-1})$ of the form (2.20) both independent of $(t, \mu)$
- has reduced weights $\Gamma(t, \mu) \in G(M)$
- satisfies the estimate

$$(2.28) \quad \|u(\cdot; t, \mu) - \pi^{(r)}\Xi(\cdot; t, \mu)\|_Y < \varepsilon,$$
we call $\pi^{(r)}_\Xi$ a reduced deep network solution.

(ii) Denote the reduced deep network solution manifold by

$$\mathcal{M}^{(r)} := \left\{ \pi^{(r)}_{\Xi}(\cdot; t, \mu) \in \mathcal{N}^{(r)} \mid (t, \mu) \in [0, t_F] \times \mathcal{D} \right\}.$$  

and say that $\mathcal{M}^{(r)}$ has the dimensions $M$.

2.4. Example: Full and reduced solutions as 2-layer networks. As an example, we will show that classical model reduction framework from subsection 2.1 can be expressed in terms of neural networks. A 2-layer network is a member in $\mathcal{N}$ ((2.12)) with two layers ($L = 2$ in (2.11)). Such a network $f_\rho : \Omega \to \mathbb{R}$ of width $N_\delta \in \mathbb{N}$ can be written in the form

$$f_\rho(x) = \sum_{n=1}^{N_\delta} w_{2,n} \rho_n(w_{1,n}x + b_{1,n}) + b_{1,2} = w_2 \rho \odot (w_1 x + b_1) + b_2,$$

where $w_1 = [w_{1,1}, ..., w_{1,N_\delta}]^T \in \mathbb{R}^{N_\delta \times 1}$, $w_2 = [w_{2,1}, ..., w_{2,N_\delta}] \in \mathbb{R}^{1 \times N_\delta}$, $b_1 \in \mathbb{R}^{N_\delta}$, $b_2 \in \mathbb{R}^{1 \times 1}$, $\rho = [\rho_1, ..., \rho_{N_\delta}]^T \in \mathbb{R}^{N_\delta \times 1}$, $\mathbf{W} = (w_1, w_2)$, and $\mathbf{B} = (b_1, b_2)$.

We defined full solutions (2.2) as piecewise linear functions on an equidistant grid with $N_\delta$ grid points, which can be represented as a specific 2-layer network whose weights and biases in the hidden layer is fixed. With grid-width $\Delta x := 1/(N_\delta - 1)$ and the number of grid-points $N_\delta \in \mathbb{N}$, set

$$w_1 := \frac{1}{\Delta x} [1, ..., 1] = \frac{1}{N_\delta} \mathbf{1}, \quad b_1 := [1, 0, -1, -2, ..., -N_\delta],$$

$$\rho := [\sigma, ..., \sigma]^T, \quad b_2 := 0.$$

Having fixed these weights and biases, only $w_2 = [w_{2,1}, ..., w_{2,N_\delta}]$ is allowed to vary, so we will simplify the notation by newly denoting the variable weights $w_2$ by $\mathbf{w} = [w_{1,1}, ..., w_{N_\delta}]$, and write

$$f_{\mathbf{w}_\delta}(x) := \mathbf{w} \rho \mathbf{1}(\mathbf{w}_1 x + \mathbf{b}_1).$$

We will denote the class of this specific networks given by (2.28) and (2.29)

$$\mathcal{N}' := \left\{ f_{\mathbf{w}_\delta}(x) \mid f_{\mathbf{w}_\delta}(x) \text{ of the form (2.29), } N_\delta \in \mathbb{N} \right\}.$$  

Then $\mathcal{N}'$ is equivalent to the set of continuous piecewise linear functions on the equidistant grid: Any $f_{\mathbf{w}_\delta} \in \mathcal{N}'$ can be written as a special case of a full solution (2.2),

$$f_{\mathbf{w}_\delta}(x) = \sum_{n=1}^{N_\delta} w_n \varphi_n(x), \quad \varphi_n(x) := \frac{1}{\Delta x} \sigma(x - \Delta x(n - 2)),$$

and $\{\varphi_n\}_{n=1}^{N_\delta}$ forms a basis of the space of continuous piecewise linear functions on a equidistant grid on $\Omega = [0, 1]$ of grid-width $\Delta x = 1/N_\delta$. Since $\mathcal{N}'$ is dense in $\mathcal{V}$, its members can serve the role of full solutions (2.3). Thus we can find the approximate solution manifold using the 2-layer networks in $\mathcal{N}'$, and denote it by

$$\mathcal{M}'^{(r)} = \left\{ \pi_{\mathbf{w}_\delta}(\cdot; t, \mu) \in \mathcal{N}' \mid (t, \mu) \in [0, t_F] \times \mathcal{D} \right\}.$$
The set \( \mathcal{M}^{(f)} \) corresponds to the set of full solutions \( \mathcal{M}^{(f)} \) (2.4) in classical model reduction. If the full 2-layer network solutions \( u_{N\delta}^{(2.32)} \in \mathcal{M}^{(f)} \) have weights \( w(t, \mu) \) that lie in a low-dimensional subspace with dimension \( M \ll N\delta \), then one may write

\[
2.33 \quad w(t, \mu) = \gamma(t, \mu)V_T, \quad \gamma(t, \mu) = [\gamma_1(t, \mu), \ldots, \gamma_M(t, \mu)] \in \mathbb{R}^{1 \times M}, \quad V \in \mathbb{R}^{N\delta \times M},
\]

in which \( V \) has orthogonal columns. Then one obtains the reduced representation

\[
2.34 \quad \xi(x) = [\xi_1(x), \ldots, \xi_M(x)]^T := V_T \rho \odot (w_1x + b_1).
\]

Each entry of \( \xi \) is a reduced activation function (2.20). This leads to a reduced 2-layer network,

\[
2.35 \quad f_r^{(2.35)}(x) := \gamma \xi(x) = \sum_{m=1}^{M} \gamma_m \xi_m(x).
\]

We shall denote the class of such 2-layer networks

\[
2.36 \quad \mathcal{N}^{(r)} := \left\{ f_M^{(r)} \mid f_M \in \mathcal{M}^{(r)}, M \in \mathbb{N} \right\}.
\]

The set of reduced solutions in \( \mathcal{N}^{(r)} \) that approximate the solution manifold \( \mathcal{M} \) form the reduced 2-layer network solution manifold,

\[
2.37 \quad \mathcal{M}^{(r)} := \left\{ u_M^{(r)}(\cdot; t, \mu) \in \mathcal{N}^{(r)} \mid (t, \mu) \in [0, t_F] \times \mathcal{D} \right\}.
\]

Then the reduced activations \( \xi \) (2.34) correspond to the reduced basis functions (2.5) in classical model reduction, and the reduced 2-layer network solution \( u_M^{(r)} \in \mathcal{M}^{(r)} \) (2.35) to a reduced solution with \( M \) degrees of freedom.

3. The Kolmogorov \( N \)-width of sharply convective class. In this section, we recall the notion of Kolmogorov \( N \)-width and define the sharply convective class of functions. Then, we will prove a key lemma that establishes a lower bound of the Kolmogorov \( N \)-width of this class, showing that it decays with an algebraic rate with respect to \( N \). This will be used to show the limitations of classical reduced models (2.5) and reduced 2-layer networks (2.35).

3.1. Kolmogorov \( N \)-width. Let us begin by defining the Kolmogorov \( N \)-width. Within this section, we will let \( \Omega = [0, 1]^d \), \( d \in \mathbb{N} \) since the results apply to dimensions \( d > 1 \), and recall that we let \( \mathcal{V} = L^2(\Omega) \).

Definition 4 ([44]). The Kolmogorov \( N \)-width of the set of functions \( \mathcal{M} \) is

\[
3.1 \quad d(N; \mathcal{M}) = \inf_{V_N} \sup_{u \in \mathcal{M}} \inf_{v \in V_N} \|u - v\|_V,
\]

where the first infimum is taken over all \( N \)-dimensional subspaces \( V_N \) of \( \mathcal{V} \).

When the Kolmogorov \( N \)-width of a solution manifold \( \mathcal{M} \) (2.1) is known, the smallest possible dimension of its reduced manifold \( \mathcal{M}^{(r)} \) (2.7) that satisfies the estimate (2.6) for given \( \varepsilon \in (0, 1) \) is also known. This implies that classical reduced models of the form (2.35) are not efficient for problems whose solution manifolds do not have a fast decaying Kolmogorov \( N \)-width [21, 41]. For example, an exponential decay implies that an efficient classical reduced model exists, whereas an algebraic decay implies the contrary.
3.2. Sharply convective class. Here, we describe a key criteria we use to determine if a profile with a sharp gradient is being convected. Then we show that a set of functions satisfying this criteria have the Kolmogorov $N$-width which decays slowly with respect to $N$.

**Definition 5.** A set $\mathcal{M} \subset V$ is said to generate a $2^N$-ball ($N \in \mathbb{N}$) if there is a set $B_{2^N} = \{\phi_n\}_{n=1}^{2^N}$ of linearly independent functions given by the sum

$$\phi_n = \sum_{k=1}^{\infty} a_{nk} u_{nk}, \quad u_{nk} \in \mathcal{M}, \quad a_{nk} \in \mathbb{R}.$$  

For such $B_{2^N}$ we will associate a real number $A_{N,p}$ given by

$$A_{N,p} := \begin{cases} \sup_n (\sum_{k=1}^{\infty} |a_{nk}|), & \text{if } p = 1, \\ \sup_n (\sum_{k=1}^{\infty} k^p |a_{nk}|)^{\frac{1}{p}}, & \text{if } p \in (1, \infty). \end{cases}$$

We use the notation $g \lesssim h$ for real functions $g$ and $h$ to state that $g \leq ch$ for some constant $c$ that does not depend on the arguments of $g$ and $h$. We also write $g \sim h$ if $g \lesssim h$ and $h \lesssim g$. We say $B_{2^N} = \{\phi_n\}_{n=1}^{2^N}$ is orthogonal if the functions $\phi_1, \ldots, \phi_{2^N}$ are pairwise orthogonal with respect to the inner product of $V$.

**Definition 6 (Sharply convective class).** Let $\mathcal{M} \subset V$.

(i) $\mathcal{M}$ is said to be $p$-convective for $p \in [1, \infty)$ if it generates a $2^N$-ball $B_{2^N} = \{\phi_n\}_{n=1}^{2^N}$, with $A_{N,p} \lesssim 1$ for all $N \in \mathbb{N}$.

(ii) If each $B_{2^N}$ ball generated by $\mathcal{M}$ generates an orthogonal $2^N$-ball $B'_{2^N} = \{\psi_n\}_{n=1}^{2^N}$ with $A'_{N,p} \lesssim 1$ for certain $p \in [1, \infty)$ and $\|\psi_n\|_V \gtrsim N^{-\alpha}$ for some $\alpha \in \mathbb{R}_+$, $\mathcal{M}$ is said to be $(\alpha, p)$-Sharply convective. If $\mathcal{M}$ is $(\alpha, p)$-Sharply convective for all $p \in [1, \infty)$, then it is called $\alpha$-Sharply convective.

Examples of $\alpha$-Sharply convective class of functions are shown in Figure 1.

**Lemma 7 (Kolmogorov $N$-width of convective classes).** Let $\mathcal{M} \subset V$.

(i) If $\mathcal{M}$ is $p$-convective with the associated $2^N$-ball $B_{2^N}$ then $d(N; \mathcal{M}) \gtrsim d(N; B_{2^N})$.

(ii) If $\mathcal{M}$ is $(\alpha, p)$-Sharply convective, then $d(N; \mathcal{M}) \gtrsim N^{-\alpha}$.
Proof. Suppose \( B_{2N} = \{ \phi_n \}_{n=1}^{2N} \) satisfies (3.2). Then we have for any \( w_n \in \mathbb{V} \),

\[
\sum_{k=1}^{\infty} |a_{nk}| \| u_{nk} - w_{nk} \|_\mathbb{V} \geq \left\| \sum_{k=1}^{\infty} a_{nk}(u_{nk} - w_{nk}) \right\|_\mathbb{V} = \| \phi_n - v_n \|_\mathbb{V},
\]

for \( v_n := \sum_{k=1}^{\infty} a_{nk} w_{nk} \). If \( p \in (1, \infty) \) with \( A_{N,p} \) as in (3.3), by Hölder’s inequality

\[
\left( \sum_{k=1}^{N} k^p |a_{nk}|^p \right)^{\frac{1}{p}} \left( \sum_{k=1}^{\infty} \left\| \frac{u_{nk} - w_{nk}}{k} \right\|^{qk} \right)^{\frac{1}{qk}} \geq \sum_{k=1}^{\infty} |a_{nk}| \| u_{nk} - w_{nk} \|_\mathbb{V},
\]

where \( 1/p + 1/q = 1 \). Then using the fact that \( C_p = \| \phi_n - v_n \|_\mathbb{V} \),

\[
\sup_{k} \| u_{nk} - w_{nk} \|_\mathbb{V} \geq C_p \frac{1}{A_{N,p}} \| \phi_n - v_n \|_\mathbb{V},
\]

This inequality is derived similarly for the case \( p = 1 \). Noting that \( w_{nk} \) was arbitrary, for any arbitrary subspace of \( N \) dimensions \( \mathbb{V}_N \) of \( \mathbb{V} \) it follows,

\[
\sup_{k} \inf_{w_{nk} \in \mathbb{V}_N} \| u_{nk} - w_{nk} \|_\mathbb{V} \geq C_p \frac{1}{A_{N,p}} \| \phi_n - v_n \|_\mathbb{V} \geq \sup_{w_{nk} \in \mathbb{V}_N} \inf_{v \in \mathbb{V}_N} \| \phi_n - v \|_\mathbb{V},
\]

and thus

\[
\sup_{u \in \mathcal{M}} \inf_{w_{nk} \in \mathbb{V}_N} \| u - w \|_\mathbb{V} \geq C_p \frac{1}{A_{N,p}} \| \phi_n - v \|_\mathbb{V},
\]

because \( u_{nk} \in \mathcal{M} \). Since the above holds for any \( \phi_n \in B_{2N} \) we take the supremum on the right-hand side,

\[
\sup_{u \in \mathcal{M}} \inf_{w_{nk} \in \mathbb{V}_N} \| u - w \|_\mathbb{V} \geq C_p \frac{1}{A_{N,p}} \| \phi_n - v \|_\mathbb{V},
\]

Taking the infimum on both sides over arbitrary \( N \)-dimensional subspaces \( \mathbb{V}_N, \mathbb{W}_N \) of \( \mathbb{V} \)

\[
\inf_{\mathbb{V}_N} \sup_{u \in \mathcal{M}} \inf_{w_{nk} \in \mathbb{V}_N} \| u - w \|_\mathbb{V} \geq C_p \frac{1}{A_{N,p}} \inf_{\mathbb{W}_N} \sup_{\phi \in B_{2N}} \inf_{v \in \mathbb{W}_N} \| \phi - v \|_\mathbb{V}.
\]

Since \( A_{N,p} \leq 1 \) for the given \( p \), this proves \( d(N; \mathcal{M}) \geq d(N; B_{2N}) \), the first part of the lemma.

Suppose each \( B_{2N} \) itself generates a 2N-ball, \( B_{2N}' = \{ \psi_n \}_{n=1}^{2N} \) with \( A'_{N,p} \leq 1 \). Then \( d(N; B_{2N}) \geq d(N; B_{2N}') \) for all \( N \in \mathbb{N} \). If \( B_{2N}' = \{ \psi_n \}_{n=1}^{2N} \) is orthogonal, we can normalize with \( D_n := 1/\| \psi_n \|_\mathbb{V} \) and set \( \tilde{\psi}_n := D_n \psi_n \) with \( 1/D_n \geq N^{-\alpha} \). Recalling that \( 1/A_{N,p} \geq 1/C' \) for some constant \( C' \) by (3.3),

\[
d(N; \mathcal{M}) \geq C_p \frac{1}{A_{N,p}} \inf_{\mathbb{V}_N} \sup_{n \in \{1, \ldots, 2N\}} \frac{1}{D_n} \inf_{v \in \mathbb{V}_N} \| \tilde{\psi}_n - v \|_\mathbb{V} \geq \left( \frac{C_p}{\sqrt{2C'}} \right) N^{-\alpha},
\]

proving \( d(N; \mathcal{M}) \geq N^{-\alpha} \).

The rate \( \alpha \) in Lemma 7 is independent of \( p \in [1, \infty) \), which means that \( p \) only affects the constants.
3.3. Example: Constant-speed transport. Numerical experiments suggest that \( \mathcal{M} \) described by transport-dominated problems such as (4.1) exhibit algebraic decay rates in their Kolmogorov \( N \)-width [1]. The following result is a rigorous lower bound for the solution manifold of a constant coefficient advection equation.

**Lemma 8 ([40]).** Consider the advection equation with constant speed \( \mu \in [0, 1] \)

\[
    u_t(x, t; \mu) + \mu u_x(x, t; \mu) = 0, \quad u(x, 0; \mu) = 0, \quad u(0, t; \mu) = 1.
\]

Let \( \mathcal{M}_A := \{u(\cdot, t; 1) : t \in [0, 1]\} \subset L^2([0, 1]) \) then \( d_N(\mathcal{M}_A) \gtrsim N^{-\frac{1}{2}} \).

The solution manifold is plotted in Figure 1. The slow decay of the lower bound \( N^{-\frac{1}{2}} \) in Lemma 8 implies that an efficient model reduction is provably impossible. That is, the lower bounds on the Kolmogorov \( N \)-width proves that, for a reduced solution \( u_M^{(r)} \) or a reduced 2-layer network solution \( u^{(r)} \in A^{(r)} \) to satisfy the error estimate (2.6) and (2.25), respectively, for some \( \varepsilon \in (0, 1) \) their dimension must be considerably large.

Lemma 8 was proved directly in [40], and the \( L^1 \)-norm version was proved in [63]. An analogous result is proved for the wave equation in [20]. The ideas in the proof share commonalities with those in [13]. Our notion of sharply convective solution manifolds provides a concise proof.

**Proof.** \( \mathcal{M}_A \) is \( \frac{1}{2} \)-sharply convective, as seen if one lets \( a_{n1} = 1, a_{n2} = -1 \), and \( a_{nk} = 0 \) for other \( k \)'s, and \( u_{n1} = u_1(\cdot, \frac{n}{N_+T}), u_{n2} = u_1(\cdot, \frac{n-1}{N_+T}) \).

4. Depth separation. We show by construction that even when the Kolmogorov \( N \)-width of a solution manifold decays slowly, there can exist an RDN that approximates the solution manifold with an approximation error that decreases at a geometric rate respect to the total degrees of freedom.

Throughout, we will be concerned with a particular type of parametrized PDEs that determine the solution manifold \( \mathcal{M} \) (2.1), namely the scalar conservation law on \( \Omega := (0, 1) \) that depends on the parameter \( \mu \in \mathcal{D} \) of the form

\[
    \begin{aligned}
    u_t + F(u, x; \mu)_x = \psi(u, x; \mu), & \quad \text{in } \Omega \times (0, t_F), \\
    u(x, 0; \mu) = u_0(x; \mu), & \quad \text{for } x \in \Omega, \\
    u(0, t; \mu) = u_0(0; \mu). & \quad \end{aligned}
\]

(4.1)

Here \( F(\cdot, \cdot; \mu) \in C^\infty(\mathbb{R} \times \Omega) \) and \( F(\cdot, x; \mu) \) is strictly convex. For theoretical and numerical results regarding the PDE, we refer the reader to standard references [28, 16, 31].

4.1. MATS architecture. We introduce a special architecture to be used in our constructive RDN approximations, by extending the MATS approximation [51]. A specialized component is the implementation of the inverse using the network architecture, so we briefly discuss how we can approximate the inverse of a monotonically increasing function, using a deep network. In particular, we focus on the case the given function is itself also a network in \( \mathcal{N} \).

**Lemma 9.** Given non-constant \( f \in \mathcal{N} \) defined on \( \Omega = [0, 1] \) with \( L \) layers satisfying \( f' \geq 0 \) in the sense of distributions, there is an approximate inverse \( f^0 \in \mathcal{N} \) which has \( (L + 4)L_{\text{inv}} \) layers such that \( \|f^{-1} - f^0\|_{L^\infty(\Omega)} \leq |\Omega| 2^{-L_{\text{inv}}} \). We will call \( f^0 \) approximate inverse with \( L_{\text{inv}} \) layers.
Proof. The proof implements the bisection algorithm and is given in Appendix A.

In the case where \( f \in \mathcal{N} \) has a jump of positive magnitude, the bisection algorithm converges to the location of of the jump. The construction is easily extended to multiple spatial dimensions, although we will not make use of such extensions here.

Let us define,

\[
\mathcal{N}_t := \{ f \in \mathcal{N} \mid f' \geq 0 \}, \quad \mathcal{N}_t^{(r)} := \{ f^{(r)} \in \mathcal{N}_t^{(r)} \mid (f^{(r)})' \geq 0 \},
\]

\[
\mathcal{N}_\mathcal{S} := \{ f^0 \mid f \in \mathcal{N}_\mathcal{S} \}, \quad \mathcal{N}_\mathcal{S}^{(r)} := \{ g^b \mid g \in \mathcal{N}_\mathcal{S}^{(r)} \}.
\]

Now, we specify the architecture we will use in the remainder of the work,

\[
\mathcal{N}_{\mathcal{M} \mathcal{T} \mathcal{S}} := \{ v \circ T_{L-1} \circ \ldots \circ T_1 \mid v \in \mathcal{N}, T_1, \ldots, T_{L-1} \in \mathcal{N}_\mathcal{S}^{(r)} \cup \mathcal{N}_\mathcal{S}, L \in \mathbb{N} \},
\]

\[
\mathcal{N}_{\mathcal{M} \mathcal{T} \mathcal{S}}^{(r)} := \{ v \circ T_{L-1} \circ \ldots \circ T_1 \mid v \in \mathcal{N}^{(r)}, T_1, \ldots, T_{L-1} \in \mathcal{N}_\mathcal{S}^{(r)} \cup \mathcal{N}_\mathcal{S}^{(r)} \cup \mathcal{N}_\mathcal{S}^{(r)}, L \in \mathbb{N} \}.
\]

4.2. The regular and linear case: the color equation. Let us begin by defining two classes of functions. Let \( \mathcal{U} \) denote piecewise analytic functions. That is, \( u \in \mathcal{U} \) if and only if there exists a finite partition \( \Omega \) of \( \Omega \) by intervals so that \( u|_{\Omega'} \) is analytic for each \( \Omega' \subseteq \Omega \).

Then, let \( T := \{ T : T \in \mathcal{U}, T' \geq 0, T' \neq 0 \} \) where the derivative is in the sense of distributions.

Note that if \( T \in \mathcal{T}, T^{-1} \) is well-defined near \( T(x_0) \) for any \( x_0 \in \Omega \) if \( T'(x_0) > 0 \). Since the set \( \{ T(x) : x \in \Omega, \exists y \in \Omega, x \neq y \text{ s.t. } T(x) = T(y) \} \) has zero measure, \( T^{-1} \) is defined almost everywhere in \( T(\Omega) \), so for any \( v \in \mathcal{U}, v \circ T^{-1} \in \mathcal{U} \) is defined almost everywhere.

4.2.1. Limitation of classical reduced models. Consider the solutions to the color equation (variable-speed transport) for which \( F(u, x; \mu) = c(x; \mu)u \) and \( \psi(u, x; \mu) = c_x(x; \mu)u \) in (4.1), with a given set of initial conditions \( \mathbb{U}_0 := \{ u_0(\cdot; \mu) : \mu \in \mathcal{D} \} \subset \mathcal{U} \).

**Assumption 10.** Let us assume that

(i) for each \( u_0(\cdot; \mu) \in \mathbb{U}_0 \), the maximal interval \( \Theta' \subset \Theta \) containing \( x \in \Theta \) on which it is analytic satisfies, \( |\Theta'| > \gamma|\Theta| \) for some constant \( \gamma > 0 \),

(ii) the Kolmogorov \( N \) width of \( \mathbb{U}_0 \) decays exponentially with respect to \( N \),

(iii) \( \| u_0(\cdot; \mu) \|_{L^\infty(\Theta)}, \| u_0(\cdot; \mu) \|_{\mathcal{T} V(\Theta)} \lesssim 1 \) where \( \| \cdot \|_{\mathcal{T} V(\Theta)} \) is the essential supremum and \( \| \cdot \|_{L^\infty(\Theta)} \) is the total variation,

(iv) for all \( \mu \in \mathcal{D}, c(w; \mu) \) is analytic in \( R := \{ w \in \mathbb{C} \mid |w - x_0| < b, x_0 \in \Omega \} \) for some \( b > b_0 > 0 \) and \( 0 < c_0 \leq c(x; \mu) \lesssim 1 \),

(v) final time \( t_F < b/\sup_{w \in R, \mu \in \mathcal{D}} |c(w; \mu)| \).

We will denote by \( \mathcal{M}_C \) the solution manifold of such a parametrized PDE.

One can solve for each solution in \( \mathcal{M}_C \) by the method of characteristics by integrating along the characteristic curves [16]. We will denote the characteristic curve for the initial condition \( x_0 \) by \( X(t; x_0, \mu) \). Then the ODEs for the characteristic curves are

\[
\begin{align*}
X'(t; x_0, \mu) &= c(X(t; x_0; \mu)), & t \in (0, t_F), \\
X(0; x_0, \mu) &= x_0.
\end{align*}
\]

By classical ODE theory [10, Theorem 8.1], \( X(t; x_0) \) \( x_0 \in \Omega \) is analytic with respect to the variable \( t \) in the neighborhood of \( (0, t_F) \). We will write \( X \) also as a function of its initial condition, \( X(t; x, \mu) := X(t; x, \mu) \). Since \( c \) is bounded away from zero, \( \partial_x X > 0 \) for \( t \in (0, t_F) \) ensuring that the the map is strictly increasing function of \( x \). Furthermore, the following lemma shows that \( X \) is analytic with respect to \( t \).
Fig. 2: A solution manifold of the color equation with speed (4.6) with parameters values \( \mu = (0.3, 2\pi, \pi) \), along with characteristic curves \( X(\cdot, x_0; \mu) \) (4.4) (left), an example of a 2N-ball \( \{\phi_n\}_{n=1}^{2N} \) derived from a finite difference stencil (4.11) (middle), an orthogonalized 2N-ball \( \{\psi_n\}_{n=1}^{2N} \) obtained by the Gram-Schmidt process (4.19) (right).

**Lemma 11.** The characteristics \( X(t, x; \mu) \) (4.4) in which \( c \) satisfies the conditions in Assumption 10, is analytic in \( x \in \Omega \).

**Proof.** The proof is straightforward and is given in Appendix B.

We express the transformation of the domain by

(4.5) \[ T_{(t, \mu)} : \Omega \to X(t, \Omega; \mu) \text{ given by } T_{(t, \mu)}(x) := X(t, x; \mu) \]

so that \( u_0(T_{(t, \mu)}^{-1}(x)) = u(x, t; \mu), \) \( u_0(x) = u(T_{(t, \mu)}(x), t; \mu) \). Since \( T_{(t, \mu)}' > 0 \), by virtue of Lemma 11 \( T_{(t, \mu)} \in T \).

**Example 12.** Consider the variable speed,

(4.6) \[ c(x; \mu) = 1.5 + \mu_1 \sin(\mu_2 x) + 0.1 \cos(\mu_3 x), \]

where \( \mu = (\mu_1, \mu_2, \mu_3) \in [0.25, 0.50] \times [2\pi, 6\pi] \times [x, 1.1\pi] \). The the characteristic curves \( X(t, x_0) \) and the corresponding transport maps \( X(t_0, x) \) (4.4) for two different values of \( \mu \) are shown in Figure 2. For a numerical experiment concerning this example, see [51].

Now we prove the lower bound for the Kolmogorov N-width of \( M_C \) in the special case the solution is not analytic over the entire domain \( \Omega \).

**Theorem 13.** If certain \( u_0 \in U_0 \) is at most \( s \)-times continuously differentiable, that is, there is \( s \in \mathbb{N}_0 \) for which \( u^{(s)}_0 \in C(\Omega) \) but \( u^{(s+1)}_0 \notin C(\Omega) \), then \( d(N; M_C) \gtrsim N^{-s-\frac{1}{2}} \).

**Proof.** The lower bound holds for the solutions of the PDE for a single fixed parameter. Let us fix \( \mu^* \in D \), and \( u_0 \in U_0 \) be chosen to satisfy the hypothesis, then let

(4.7) \[ M_C^* := \{u(\cdot, t; \mu^*) : u(\cdot, 0; \mu^*) = u_0, t \in [0, t_F]\} \]

Then \( M_C^* \subset M_C \) so \( d(N; M_C^*) \geq d(N; M_C^*) \). Let us introduce the shorthands \( T(x, t) := T_{(t, \mu^*)}(x) \), and \( T^t(x, t) := T_{(t, \mu^*)}^{-1}(x) \).
Recall that the maximal intervals \( \Omega_\ell \subset \Omega \) in which \( u_0 \) is analytic satisfy \(|\Omega_\ell| \geq \gamma|\Omega|\). Then there exists a \( s \in \mathbb{N} \) for which \( u_0^{(s+1)} \) has a jump discontinuity at \( \inf \Omega_\ell \) for some \( \ell \). Set \( x_0 \in \Omega \) as the location of the jump. By the chain rule,

\[
\partial_i^{(s+1)} u(x, t) = \partial_i^{(s+1)} u_0(T^i(x, t)) = u_0^{(s+1)}(T^i(x, t)) \partial_i^{(s+1)}(T^i(x, t)) + \ldots,
\]

so \( \partial_i^{(s+1)} u(\cdot, t) \) has a jump at \( T(x_0, t) \) as well.

We further restrict the functions in \( M^*_C \) to \( \Omega_\ell \), letting \( M^*_{C, \ell} := \{ u|_{\Omega_\ell} : u \in M^*_C \} \) then \( d(N; M^*_{C, \ell}) \geq d(N; M^*_C) \).

We will make use of a finite difference approximation to \( \partial_t^k u \) with \( s_1 > s \). Let us fix \( N \), and choose a (scaled) finite difference stencil of size \( K \), \((b_k)_{K=1}^K \) over an equidistant grid near \( \tau_n \in [0, t_1], t_1 \in (0, t_F) \) being the finite time during which \( u(\cdot, t) \) is analytic in \( \Omega_\ell \setminus \{ T(x_0, t) \} \) for \( t \in [0, t_1] \). We denote the equidistant grid by

\[
\tau_{nk} := \tau_n + (k-1)(\Delta t), \quad n = 1, \ldots, 2N, \quad k = 1, \ldots, K.
\]

To approximate the \( \partial_t^s u \) with \( K \) orders of accuracy, we use the scaled stencil given by the Vandermonde system, which solves for \((b_k)_{K=1}^K \) with \( K > s_1 > s \) and \( i = 1, \ldots, K \)

\[
\sum_{k=1}^K \frac{(\tau_{nk} - \tau_n)^{i-1}}{(i-1)!} b_k = \sum_{k=1}^K \frac{(k-1)^{i-1}}{(i-1)!} b_k = \begin{cases} (\Delta t)^{s_1}, & \text{if } i - 1 = s_1 \\ 0, & \text{otherwise}, \end{cases}
\]

(see for example [32, Ch2]). Dividing through the \( i \)-th equation by \( (\Delta t)^{i-1} \) yields

\[
\sum_{k=1}^K \frac{(k-1)^{i-1}}{(i-1)!} b_k = \begin{cases} 1, & \text{if } i - 1 = s_1 \\ 0, & \text{otherwise}, \end{cases}
\]

so each \( b_k \) is independent of \( \Delta t \). We choose \( \{\tau_n\}_{n=1}^{2N} \) and the stencil width \( \Delta t \) small enough so that \( \Delta t \leq \frac{1}{2}, \Delta t \lesssim N^{-1} \) and

\[
S_n := \{ x \in \Omega_\ell \mid |x - T(x_0, \tau_n)| \leq \bar{c} K \Delta t \}, \quad \bar{c} := \sup_{x \in \Omega} c(x; \mu^*),
\]

are pairwise disjoint for \( n = 1, \ldots, 2N \).

Take \( \phi_n := \sum_{k=1}^K b_k u_{nk} \), in which \( u_{nk} := u(\cdot, \tau_{nk}) \). Then since \( u_{nk} \) is analytic in \( \Omega_\ell \setminus S_n \),

\[
|\phi_n(x) - (\Delta t)^{s_1} \partial_t^{s_1} u(x, \tau_n)| \lesssim (\Delta t)^K \text{ in } x \in \Omega_\ell \setminus S_n, \quad \text{for } n = 1, \ldots, 2N,
\]

as can be derived from the the relation (4.11). Now \( u(\cdot, \tau_n) \) is analytic in \( \Omega_\ell \setminus \{T(x_0, \tau_n)\} \) therefore \( |\phi_n| \lesssim (\Delta t)^{s_1} \) in \( \Omega_\ell \setminus S_n \) because for \( x \in \Omega_\ell \setminus S_n \),

\[
|\phi_n(x)| \leq |\phi_n(x) - (\Delta t)^{s_1} \partial_t^{s_1} u(x, \tau_n)| + |(\Delta t)^{s_1} \partial_t^{s_1} u(x, \tau_n)| \lesssim (\Delta t)^{s_1}.
\]

In contrast, in \( S_n \) that contains the location of singularities of \( \phi_n \), finite-difference error estimates ([32]) yield \( |\phi_n| \sim (\Delta t)^{s_1} \).

Noting that \( S_n \) (4.12) has the measure \( |S_n| = \bar{c} K(\Delta t) \),

\[
\|\phi_n\|^2_{L^2(\Omega_\ell)} = \left( \int_{\Omega_\ell \setminus S_n} + \int_{S_n} \right) |\phi_n(x)|^2 \, dx \lesssim |\Omega_\ell| (\Delta t)^{2s_1} + |S_n| (\Delta t)^{2s_1} \lesssim (\Delta t)^{2s_1+1}.
\]
A similar calculation yields the lower bound \( \| \phi_n \|_{L^2(\Omega_t)}^2 \gtrsim (\Delta t)^{2s+1} \), so \( \| \phi_n \|_{L^2(\Omega_t)} \sim (\Delta t)^{s+\frac{1}{2}} \), and furthermore

\[
(4.16) \quad \left| (\phi_n, \phi_m)_{\Omega_t \setminus (S_n \cup S_m)} \right| \lesssim (\Delta t)^{2s}, \quad \left| (\phi_n, \phi_m)_{S_n \cup S_m} \right| \lesssim (\Delta t)^{s+1+1}.
\]

If we let \( \hat{\phi}_n := \phi_n / \| \phi_n \|_{L^2(\Omega_t)} \), then for \( n \neq m \),

\[
(4.17) \quad \left| (\hat{\phi}_n, \hat{\phi}_m) \right| = \frac{|(\phi_n, \phi_m)|}{\| \phi_n \|_{L^2(\Omega_t)} \| \phi_m \|_{L^2(\Omega_t)}} \lesssim (\Delta t)^{s_1 - 2s - 1},
\]

in which \( C_7(K, s_1) = \left( \frac{1}{2} C_5(K, s_1) + C_6(K, s_1) \right) / c_4(K, s_1) \).

\[
(4.18) \quad \sum_{m \neq n} \left| (\hat{\phi}_n, \hat{\phi}_m) \right| \lesssim 2N(\Delta t)^{s_1 - 2s - 1} \lesssim (\Delta t)^{s_1 - 2s - 2}.
\]

So for any \( s_1 > 2s + 2 \), if \( \Delta t \) is smaller than a constant \( C_1 \) that depends only on \( s_1 \) and \( K \), the matrix \( C_{nm} := (\hat{\phi}_n, \hat{\phi}_m) \) is strictly diagonally dominant and thus invertible \([23, \text{Corollary 5.6.17}]\), and so \( \{ \phi_n \} \) is linearly independent. Letting \( B_{2N} = \{ \phi_n \}_{n=1}^{2N} \), it follows that \( M_{\times}^* \) is \( p \)-convective, and by the first part of Lemma 7, \( d(N; M_{\times}^*) \gtrsim d(N; B_{2N}) \).

We now show that each \( B_{2N} \) generates an orthogonal \( 2N \)-ball \( B_{2N}^* \) with \( p = 1 \) and \( A_{N,p}^* \lesssim 1 \). By the Gram-Schmidt process (without normalization), define \( \{ \psi_n \}_{n=1}^{2N} \),

\[
(4.19) \quad \psi_n := \phi_n - \sum_{m<n} (\phi_n, \psi_m) \hat{\psi}_m = \phi_n + \sum_{m<n} \theta_{nm} \psi_m,
\]

in which \( \hat{\psi}_m := \psi_m / \| \psi_m \|_{L^2(\Omega_t)} \), and \( \theta_{nm} := -(\phi_n, \psi_m) / \| \psi_m \|_{L^2(\Omega_t)}^2 \). Then writing (4.19) as a linear system,

\[
(4.20) \quad [\phi_1, \phi_2, ..., \phi_{2N}] = [\psi_1, \psi_2, ..., \psi_{2N}] \Theta, \quad \Theta := \begin{bmatrix}
1 & \theta_{21} & \cdots & \theta_{(2N)1} \\
1 & \theta_{22} & \cdots & \theta_{(2N)2} \\
\vdots & \ddots & \ddots & \vdots \\
1 & & & \theta_{(2N)(2N-1)}
\end{bmatrix}.
\]

We claim that \( |\theta_{nm}| \lesssim (\Delta t)^{s_1 - 2s - \frac{1}{2}} \). Firstly,

\[
(4.21) \quad \frac{|(\phi_n, \psi_m)|}{\| \psi_m \|_{L^2(\Omega_t)}} \lesssim \sum_{m<n} \frac{|(\phi_n, \phi_m)|}{\| \phi_m \|_{L^2(\Omega_t)}} \lesssim \frac{(\Delta t)^{s_1} (2N)^{\frac{1}{2}}}{\min_{p \leq m} \| \phi_p \|_{L^2(\Omega_t)}} \lesssim (\Delta t)^{s_1 - s - 1},
\]

Secondly,

\[
(4.22) \quad \| \phi_n \|_{L^2(\Omega_t)} - \| \psi_n \|_{L^2(\Omega_t)} = \| \phi_n \|_{L^2(\Omega_t)} - \| \phi_n - \sum_{m<n} (\phi_n, \hat{\psi}_m) \hat{\psi}_m \|_{L^2(\Omega_t)} \leq \sum_{m<n} |(\phi_n, \hat{\psi}_m)| \lesssim \sum_{m<n} |(\phi_n, \hat{\psi}_m)| \| \phi_m \|_{L^2(\Omega_t)} \lesssim 2N(\Delta t)^{s_1 - 2s - 1} \| \phi_n \|_{L^2(\Omega_t)} \lesssim (\Delta t)^{s_1 - 2s - 2} \| \phi_n \|_{L^2(\Omega_t)}.
\]
Since we will choose \( s_1 > 2s + 2 \), for \( \Delta t \) smaller than a constant \( C_2 \) that depends only on \( s_1 \) and \( K \), we have \( \| \phi_n \|_{L^2(\Omega_t)} \lesssim \| \psi_n \|_{L^2(\Omega_t)} \) and so \( \| \psi_n \|_{L^2(\Omega_t)} \gtrsim (\Delta t)^{s+\frac{1}{2}} \). This proves the upper bound on \( |\theta_{mn}| \).

Now let \( \psi_n := \sum_{k=1}^{n} a_{nk} \phi_k \) for \( n = 1, \ldots, 2N \) in which \( a_{nk} \) is the \((k, n)\)-th entry of \( \Theta^{-1} \) in which \( \Theta \) was defined in (4.20). The strictly upper triangular entries of \( \Theta^{-1} \) must scale equivalently with those of \( \Theta \). Thus we have \( |a_{nk}| \lesssim (\Delta t)^{s_1-2s-\frac{3}{2}} \) for \( k < n \) and \( a_{nn} = 1 \) \((n = 1, \ldots, 2N)\). So for any \( s_1 > 2s + 2 \) as above,

\[
\sum_{k=1}^{n} |a_{nk}| \lesssim 1 + \sum_{k=1}^{2N} \frac{1}{N^{s_1-2s-\frac{3}{2}}} \lesssim 1. \tag{4.23}
\]

We let \( \Delta t \sim N^{-1} \), where \( \Delta t \) is ensured to be smaller than constants \( C_1, C_2 \) that depend on \( s_1 \) and \( K \) defined above. Then we have shown that \( B_{2N} \) itself generates the \( 2N \)-ball \( B_{2N}' = \{ \psi_n \}_{n=1}^{2N} \), with \( A_{1}' \lesssim 1 \). Since \( B_{2N}' \) is orthogonal and \( \| \psi_n \|_{L^2(\Omega_t)} \lesssim \| \phi_n \|_{L^2(\Omega_t)} \gtrsim (\Delta t)^{s+\frac{1}{2}} \sim N^{-s-\frac{1}{2}} \), we obtain that \( d(N; M_C) \gtrsim N^{-s-\frac{1}{2}} \) by applying the second part of Lemma 7.

### 4.2.2. An efficient RDN approximation.

We will first approximate \( T(t, \mu) \) using Chebyshev polynomials, as its analyticity (Lemma 11) implies that its polynomial approximation will converge geometrically. The convergence rate of the Chebyshev basis to an analytic function is expressed in terms of the radii of Bernstein ellipses [61].

**Assumption 14.** Let \( \rho(t, \mu) \) denote the radius of the closed Bernstein ellipse \( \hat{E}_\rho(t, \mu) \) in which \( T(t, \mu) \) is analytic. Suppose that

\[
\rho_* := \inf_{t, \mu} \rho(t, \mu) > 1, \quad \text{and} \quad \sup_{t, \mu} |T(t, \mu)(x)| < \infty. \tag{4.24}
\]

**Lemma 15.** If Assumption 14 holds, then we have

\[
||T(t, \mu) - \mathfrak{T}_m^{M}(t, \mu)||_{L^\infty(\Omega)} \lesssim \rho_*^{-M}, \quad ||T'(t, \mu) - (\mathfrak{T}_m^{M}(t, \mu))'||_{L^\infty(\Omega)} \lesssim \rho_*^{-M}. \tag{4.25}
\]

in which \( \mathfrak{T}_m^{M}(t, \mu) \) is a Chebyshev polynomial of degree \( M \) which is expressed in terms of the Chebyshev basis \( \{p_n\}_{n=1}^\infty \) as

\[
\mathfrak{T}_m^{M}(t, \mu)(x) = \sum_{m=1}^{M} \gamma_m(t, \mu)p_m(x). \tag{4.26}
\]

**Proof.** Follows directly from Lemma 11 and [61, Theorem 8.6].

Since Chebyshev polynomials are smooth, they can be approximated by a 2-layer network \( \xi_m \in \mathcal{N} \) of width \( N_\delta \) that satisfies \( \|p_m - \xi_m\|_{L^\infty(\Omega)} < \varepsilon, \|p'_m - \xi'_m\|_{L^\infty(\Omega)} < \varepsilon \) for any given \( \varepsilon \in (0, 1) \). This yields the approximation of \( T_m^{M}(t, \mu) \) in \( \mathcal{N}^{(2)} \) of the form

\[
T_m^{M}(t, \mu)(x) = \sum_{m=1}^{M} \gamma_m(t, \mu)\xi_m(x) \tag{4.27}
\]

that satisfies the same estimates as (4.25)

\[
||T(t, \mu) - T_m^{M}(t, \mu)||_{L^\infty(\Omega)} \lesssim \rho_*^{-M}, \quad ||T'(t, \mu) - (T_m^{M}(t, \mu))'||_{L^\infty(\Omega)} \lesssim \rho_*^{-M}. \tag{4.28}
\]
Due to the derivatives being uniformly accurate, and since \( T_{(t, \mu)}' \geq c_0/c_1 > 0 \) in which \( c_1 = \sup_{x, \mu} \Omega x \cdot D c(x; \mu) \), we have that \( (T_{(t, \mu)})' > c_0/c_1 - \varepsilon \) for \( M \gtrsim \log \varepsilon \).

Next, we construct an RDN approximation using \( \{\xi_m\}_{m=1}^M \) as reduced activations in the hidden layer.

**Theorem 16.** Suppose the solution manifold \( M_C \) satisfying Assumption 10 also has characteristic curves \( T_{(t, \mu)} \) that satisfy Assumption 14. Then for any error threshold \( \varepsilon \in (0, 1) \) there exists a reduced deep network solution manifold \( \mathcal{M}^{(r)}_C \subset \mathcal{N}^{(r)}_{\text{MATS}} \) with total degrees of freedom \( M \lesssim \log \varepsilon \).

**Proof.** In this proof, we will fix \((t, \mu)\) and denote \( T = T_{(t, \mu)}, T_{M_1} = T_{(t, \mu)}^{M_1}, T_{M_1}^b = (T_{(t, \mu)}^{M_1})^b \) and \( T_{M_1}^{-1} = (T_{(t, \mu)}^{M_1})^{-1} \), where \( T_{M_1}^{M_1} \) is the approximation (4.27) in \( \mathcal{N} \).

Let us choose a reduced 2-layer network \( \mathcal{U}_0^{(2)} \in \mathcal{N}_{\text{MATS}}^{(r)} \) so that for all \( \mu \in \mathcal{D} \) it satisfies,

\[
\|u_0(\cdot; \mu) - \mathcal{U}_0^{(r)}(\cdot; \mu)\|_V < \rho_{*}^{-M_1},
\]

in which \( \rho_* > 1 \) is the lower bound on the Bernstein radii as denoted in (4.24), and \( M_1 \) is chosen to satisfy

\[
\|T - T_{M_1}\|_V \lesssim \rho_{*}^{-M_1}.
\]

By Assumption 10, the Kolmogorov \( N \)-width of \( \mathcal{U}_0 \) decays exponentially, so \( M_2 \) can be chosen to satisfy \( M_2 \sim M_1 \).

We propose the following reduced deep network solution in \( \mathcal{N}_{\text{MATS}}^{(r)} \),

\[
\pi^{(r)}(x) := \mathcal{U}_0^{(r)} \circ T_{M_1}^b(x).
\]

The approximation satisfies,

\[
\left\| u_0 \circ T^{-1} - \mathcal{U}_0^{(r)} \circ T_{M_1}^b \right\|_V \leq \left\| u_0 \circ T^{-1} - u_0 \circ T_{M_1}^b \right\|_V + \left\| u_0 \circ T_{M_1}^b - \mathcal{U}_0^{(r)} \circ T_{M_1}^b \right\|_V.
\]

We will use the approximate inverse with \( L_{\text{inv}} \) layers for \( T_{M_1}^b \) (Lemma 9), for which we choose \( L_{\text{inv}} \) sufficiently large so that \( 2^{-L_{\text{inv}}} < \rho_{*}^{-M_1} \) and \( L_{\text{inv}} \sim M_1 \). We bound the first term on the right,

\[
\left\| u_0 \circ T^{-1} - u_0 \circ T_{M_1}^b \right\|_V \leq \left\| u_0 \circ T^{-1} - u_0 \circ T_{M_1}^{-1} \right\|_V + \left\| u_0 \circ T_{M_1}^{-1} - u_0 \circ T_{M_1}^b \right\|_V.
\]

and for the second term

\[
\left\| u_0 \circ T_{M_1}^b - \mathcal{U}_0^{(r)} \circ T_{M_1}^b \right\|_V \leq \left\| T_{M_1}^b \right\|_{L^\infty(\Omega)} \left\| u_0 \circ T_{M_1}^b - \mathcal{U}_0^{(r)} \circ T_{M_1}^b \right\|_V + \varepsilon_1,
\]

\[
\leq \left\| T_{M_1}^b \right\|_{L^\infty(\Omega)} \left( \| u_0 - \mathcal{U}_0^{(r)} \|_V + \varepsilon_1 \right).
\]
in which $\varepsilon_1 \lesssim 2^{-L_{\text{inv}}}$ since $T_{M_1}^T \circ T_{M_1}$ is a piecewise constant approximation of the identity on a grid with $2^{L_{\text{inv}}}$ grid-points.

Then putting it together,

$$\left\| u_0 \circ T^{-1} - u_0^{(r)} \circ T_{M_2}^\gamma \right\|_{V} \lesssim \left( \|u_0\|_{L^\infty(\Omega)} + \|u_0\|_{TV(\Omega)} \right) \left( \|T_{M_1}^{-1}\|_{L^\infty(\Omega)} \rho_*^{-M_1} + |\Omega| \|u_0\|_{L^\infty(\Omega)} 2^{-L_{\text{inv}}} \right) \|
\frac{T_{M_1}'}{L^\infty(\Omega)}(\rho_*^{-M_1} + 2^{-L_{\text{inv}}}) \lesssim \rho_*^{-M_1}.
$$

Thus we can choose $M_1 \sim |\log \varepsilon|$ for the error to be within the threshold $\varepsilon$. Observe that the total number of degree of freedom in our approximation is $M \lesssim M_1 + M_2 + L_{\text{inv}} \lesssim M_1$, so the claim is proved.

### 4.3. The singular and nonlinear case: the Burgers’ equation

In this section, we will show that the strategy of separately approximating the initial condition and the smooth characteristic curves, used in Theorem 16 cannot apply to nonlinear problems that possess characteristic curves that are singular. However, one may still find an RDN that approximates the solution manifold with small degrees of freedom, simply by utilizing more hidden layers.

We will simplify our discussion by considering a single representative initial value problem with a particular monotonically non-increasing initial condition. The results in this subsection regarding the Kolmogorov $N$-widths and the RDN construction for the Burgers’ equation are not restricted to this simple setting, and apply to solution manifold with initial conditions in $U_0 \subset U$ satisfying Assumption 10 (i-iii), upon suitable localizations of the solution manifold.

#### 4.3.1. Shock formation and singular characteristics

We consider the solution manifold of the Burgers’ equation. This section relies on well-established facts about the equation, such as weak solutions, Rankine-Hugoniot jump conditions, shock formation, found in standard references [28, 31, 16].

Consider the PDE (4.1) with the flux function $f(u, x; \mu) = \frac{1}{2}u^2$ and no source term $\psi(u, x; \mu) = 0$. We will fix the initial condition $u_0 \in U$ given by

$$u_0(x) = \begin{cases} 0, & x > x_0 + \gamma, \\ \frac{1}{2} - \frac{1}{2} \sin \left( \frac{\pi}{2\gamma} (x - x_0) \right), & |x - x_0| \leq \gamma, \\ 1, & x < x_0 - \gamma, \end{cases}$$

in which we set $\gamma = 0.2$. We choose the final time $t_F = 3$ and denote the solution manifold by

$$\mathcal{M}_B := \{ u(x, t) : t \in [0, t_F] \}.$$

Let $X(t, x)$ denote the characteristic curves for the solution in $\mathcal{M}_B$. The time shock appears is the smallest time $t_1 \in [0, t_F]$ when $\partial_t X > 0$ fails to hold: this is when the following equation has multiple roots in $t$,

$$\frac{1}{t} + u_0'(x) = \frac{1}{t} - \frac{\pi}{4\gamma} \cos \left( \frac{\pi}{2\gamma} (x - x_0) \right) = 0$$

so $t_1 = 4\gamma/\pi$. At a later time, a shock of unit height forms, then the solution becomes a single jump that propagates at constant speed. We will denote by $t_2 \in (t_1, t_F)$ the time at which the shock formation is complete.
Denote by $x_S(t)$ the shock location derived from the Rankine-Hugoniot jump condition. Let us denote,

\begin{equation}
\Gamma(t) := \{ x \in \mathbb{R} \mid x_S(t) = x(t; x) \}, \quad I(t) := (\inf \Gamma(t), \sup \Gamma(t))
\end{equation}

where we define $I(t)$ to be empty before shock formation ($t < t_1$). Using this notation, the characteristics for the weak solution is given by

\begin{equation}
X(t, x) := \begin{cases} 
x + u_0(x)t, & x \notin I(t), \\
x_S(t), & x \in I(t).
\end{cases}
\end{equation}

So $X(t, \cdot)$ is continuous, piecewise analytic and is continuous in $t$, and satisfies $\partial_x X \geq 0$.

To show that $\mathcal{M}_B$ is $\frac{1}{2}$-sharply convective, one simply observes that the solution is a traveling jump function when $t > t_2$, which reduces the problem to the case of $\mathcal{M}_A$ (Lemma 8) up to scaling. Now, we show that the collection of these characteristic curves $X(t, \cdot)$ themselves form a sharply convective class, in contrast to the regular and linear case in subsection 4.2.

**Theorem 17.** $\mathcal{M}_B^X := \{ X(t, x) : t \in (0, t_F) \}$ has $d(N; \mathcal{M}_B^X) \gtrsim N^{-\frac{1}{2}}$.

**Proof.** Denote $\Omega_S := \{ x \in \Omega : x > \inf I(t_S) \}$, and let $Y(t, \cdot) := X(t, \cdot) - X(0, \cdot)$. We will consider the two time intervals $(t_1, t_2)$ and $(t_2, t_F)$ separately. While it is sufficient to prove the lower bound for either one of these intervals, we will provide a proof for both cases.

(The case $t \in (t_1, t_2)$) $Y(t, \cdot)_{|\Omega_S}$ is piecewise analytic with separate pieces in $\Omega_S \cap I(t)$ and $\Omega_S \cap [\sup I(t), 1)$. It is $Y(t, \cdot) = x_S(t) - x$ in the former where it is linear, whereas $Y(t, \cdot) = u_0(\cdot)t$ in the latter where it is analytic. At the point $\sup I(t)$, $\partial_x Y$ has a jump. Hence, we apply the arguments of the proof of Theorem 13 with minor changes. Applying
the finite difference stencil \((b_k)_{k=1}^K\) over the equidistant grid \(\tau_{nk}\) near \(\tau_n\) (4.9) for sufficiently large \(K\) and \(s_1 = 2\) in (4.11), we take \(\phi_n(x) := \sum_{k=1}^K b_k Y(\tau_{nk}, x)\) for \(n = 1, ..., 2N\). Then \(|\phi_n| \sim N^{-1}\) in the neighborhood \(S_n = X(t_n, x_0)\) of measure \(\sim N^{-1}\), with \(\{S_n\}_{n=1}^{2N}\) mutually disjoint, and one has \(\|\phi_n\|_{L^2(\Omega^1)} \lesssim (\Delta t)^{2s_1}\). Using the first part of Lemma 7 and a Gram-Schmidt process, we obtain an orthogonal \(\{\psi_n\}_{n=1}^{2N}\) with \(\|\psi_n\|_{L^2(\Omega^1)} \lesssim N^{-\frac{1}{2}}\). Therefore, we obtain the result by the second part of Lemma 7.

(Case \(t \in (t_2, t_F)\)) We have that \(Y(t, \cdot)\) is linear and supported in \(I(t)\), is zero for \(x > I(t)\), from which a direct argument follows. We choose \(\{\tau_{nk}\}_{k=1}^K\), with which we can construct for \(n = 1, ..., 2N\), \(\phi_n(x) := \sum_{k=1}^K a_{nk} Y(\tau_{nk}, x)\) so that the set \(\mathcal{S}_n := \text{supp} \phi_n \cap \Omega_S\) with \(|\mathcal{S}_n| \sim N^{-1}\) is pairwise disjoint in \(n\). In particular, we may take \((a_{n1}, a_{n2}, a_{n3}) = (-1, 2, -1)\) with \((\tau_{n1}, \tau_{n2}, \tau_{n3})\) chosen so that

\[
(4.41) \quad x_S(\tau_{nk}) = x_S(t_S) + (3(n - 1) + (k - 1))\nu, \quad \nu := \frac{\|\Omega_S\|}{6N} \quad k = 1, 2, 3.
\]

Then \(\|\phi_n\|_{L^2(\Omega^1)} \gtrsim N^{-\frac{1}{2}}\) and \(\phi_n\) has support in \(\mathcal{S}_n = (x_S(\tau_{n1}), x_S(\tau_{n3}))\), and therefore pairwise disjoint. Therefore \(\mathcal{M}^B_X\) is \(\frac{1}{2}\)-sharply convective, and the result follows by Lemma 7.  

4.3.2. A deep RDN approximation of singular characteristics. Now, we construct an efficient RDN approximation of the solution manifold \(\mathcal{M}_X\) exhibiting singular characteristics. The construction is obtained by using more layers.

**Theorem 18.** For any given error threshold \(\varepsilon \in (0, 1)\), there exists an reduced deep network solution manifold \(\mathcal{M}_X^{(r)} \subset N^{(r)}\text{MATS}\) with total degrees of freedom \(M \lesssim |\log \varepsilon|\).

**Proof.** Let us define,

\[
(4.42) \quad T_{11}(x; t) := x + w_{111}(t)\varsigma(x + w_{112}(t)), \quad T_1(x; t) := T_{12} \circ T_{11}(x; t), \\
T_{12}(x; t) := x + w_{12}(t)u(x), \quad T_2(x; t) := x + w_{21}(t)\varsigma(x + w_{22}(t)).
\]

For \(t \in [0, t_F]\), we choose the weights

\[
(4.43) \quad w_{12}(t) = t, \quad w_{111}(t) = w_{21}(t) = |I(t)|, \quad w_{112}(t) = w_{22}(t) = -x_S(t).
\]

Note that \(T'_{11}, T'_{2} \geq 0\). Let us construct,

\[
(4.44) \quad T_{12}(x; t) := x + w_{12}(t)u_0(x), \quad T_1(x; t) := T_{12} \circ T_{11}(x; t),
\]

in which \(T_{12}\) is an approximation to \(T_{12}\), obtained by approximating \(u_0 \in U\) by \(u_0 \in \mathcal{N} \cap \mathcal{N}_\varepsilon\), satisfying

\[
(4.45) \quad \|T^{-1}_1 - T^{-1}_{12}\|_{L^\infty(\Omega)} = \|(T_{12} \circ T_{11})^{-1} - (T_{12} \circ T_{11})^{-1}\|_{L^\infty(\Omega)} < \varepsilon_1.
\]

Observe the true solution is \(u = u_0 \circ T_2 \circ T_1^{-1}\) with the weights (4.43). We will now show that \(\mathcal{M}_X^{(r)} \subset \mathcal{N}_\text{MATS}\) of the form

\[
(4.46) \quad \mathcal{M}^{(r)} := u_0 \circ T_2 \circ T_1^{-1} \quad \text{satisfies}
\]

\[
(4.47) \quad \|u_0 \circ T_2 \circ T_1^{-1} - u_0 \circ T_2 \circ T_1^{-1}\|_{\psi} < \varepsilon.
\]
Next, we have

\[
\left\| u_0 \circ T_2 \circ T_1^{-1} - u_0 \circ T_2 \circ T_1^\flat \right\|_V \\
\leq \left\| u_0 \circ T_2 \circ T_1^{-1} - u_0 \circ T_2 \circ T_1^\flat \right\|_V + \left\| u_0 \circ T_2 \circ T_1^\flat - u_0 \circ T_2 \circ T_1^\flat \right\|_V \\
\leq \| u_0 \|_{L^\infty(\Omega)} \left\| T_2 \circ T_1^{-1} - T_2 \circ T_1^\flat \right\|_V \\
+ (\| u_0 \|_{L^\infty(\Omega)} + \| u_0 \|_{L^\infty(\Omega)}) \| \Omega \| 2^{-L_{\text{inv}}} + \left\| (T_2 \circ T_1^{-1})' \right\|_{L^\infty(\Omega)} \| u - u_0 \|_V.
\]

(4.48)

In the first term, due to \( T_2 \) being an identity almost everywhere,

\[
\left\| T_2 \circ T_1^{-1} - T_2 \circ T_1^\flat \right\|_V \leq (\| \Omega \| + |I(t)|) \left\| T_1^{-1} - T_1^\flat \right\|_{L^\infty(\Omega)},
\]

in which we have,

(4.50)

\[
\left\| T_1^{-1} - T_1^\flat \right\|_{L^\infty(\Omega)} + \left\| T_1^{-1} - T_1^\flat \right\|_{L^\infty(\Omega)} < \varepsilon + |\Omega| 2^{-L_{\text{inv}}}.
\]

In the second term, we may suppose \( \| u_0 - \tilde{u}_0 \|_V < \varepsilon_1 \), so we have for \( L_{\text{inv}} = \log \varepsilon_1 \) and \( \varepsilon_1 \sim \varepsilon \) small enough

(4.51)

\[
\left\| u_0 \circ T_2 \circ T_1^{-1} - u_0 \circ T_2 \circ T_1^\flat \right\|_V < \varepsilon.
\]

Let \( M \) denote the total degrees of freedom. Then counting the number of weights in (4.42) as well as the number of inversion layers, we have \( M \lesssim L_{\text{inv}} \lesssim |\log \varepsilon| \).

\[ \square \]
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\textbf{Appendix A. Proof of Lemma 9.}

We provide an explicit construction that implements the bisection method. Given the neural network \( f \), we first construct a neural network \( g_f \) with input and output

\[
g_f([a, b, x]) = [a', b', x],
\]

supposing that \( \Omega = (a, b) \) and \( x \in f(\Omega) \). First \( L + 1 \) layers are given by

\[
\begin{bmatrix}
\text{Id} \\
\text{Id} \\
\text{Id}
\end{bmatrix}
\odot
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
x
\end{bmatrix}
= \begin{bmatrix}
a \\
b \\
x
\end{bmatrix},
\]

\[
\begin{bmatrix}
\frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{1}{2} & 0
\end{bmatrix}
\begin{bmatrix}
a + b \\
x \\
\frac{a+b}{2}
\end{bmatrix}
= \begin{bmatrix}
a + b \\
x \\
\frac{a+b}{2}
\end{bmatrix}.
\]
in which \( f \) appears as an activation for ease of exposition, although it actually is itself a network with \( L \) layers. Layer \( L + 2 \) is given by

\[
\begin{bmatrix}
\text{Id} \\
\text{Id} \\
\sigma \\
\sigma
\end{bmatrix} \odot
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & -1 & 1
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
x \\
\tau
\end{bmatrix} =
\begin{bmatrix}
a \\
b \\
x \\
\sigma(\tau - x)
\end{bmatrix},
\]

layer \( L + 3 \) is given by \((c := b - a = |\Omega|)\)

\[
\begin{bmatrix}
\text{Id} \\
\text{Id} \\
\sigma \\
\sigma
\end{bmatrix} \odot
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -c
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
x \\
w_2
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
-e
\end{bmatrix} =
\begin{bmatrix}
a \\
b \\
x \\
\sigma(-c\gamma + \frac{b-a}{2}) + \sigma(c\gamma - 1) + \frac{b-a}{2}
\end{bmatrix},
\]

and layer \( L + 4 \)

\[
\begin{bmatrix}
\text{Id} \\
\text{Id} \\
\text{Id} \\
\text{Id}
\end{bmatrix} \odot
\begin{bmatrix}
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
x \\
0
\end{bmatrix} =
\begin{bmatrix}
a + s_1 \\
b \\
x - s_2 \\
0
\end{bmatrix}.
\]

Thusly defined \( g_f \) has \( L + 4 \) layers. Then \( L_{\text{inv}} \) compositions of \( g_f \)

\[
g_f \circ g_f \circ ... \circ g_f = [a, b, x]^T
\]

outputs the values \( a, b \) whose distance to \( f^{-1}(x) \) is less than \( |\Omega|2^{-L_{\text{inv}}} \). Taking the mid-point,

\[
\hat{g}_f(x) := \left[ \begin{array}{c}
\frac{1}{2} \\
\frac{1}{2} \\
\end{array} \right]^T (g \circ g \circ ... \circ g)([1, 0, 0]^T(x) + [0, a, b]) = \frac{1}{2}(a + b) = y_*,
\]

for which it holds \( |f^{-1}(x) - y_*| \leq |\Omega|2^{-L} \). Let \( f^*(x) := \hat{g}_f(x) \).

Appendix B. Proof of Lemma 11.

Let

\[
x_1 := X(t_1, x_0) = x_0 + \int_0^{t_1} c(X(\tau, x_0)) \, d\tau.
\]

Then the partial derivative of \( X \) with respect to \( x \) is,

\[
\lim_{x_1 \to x_0} \frac{X(t, x_1) - X(t, x_0)}{x_1 - x_0}
\]

\[
= \lim_{x_1 \to x_0} \frac{(x_1 + \int_0^{t_1} c(X(\tau, x_1)) \, d\tau) - (x_0 + \int_0^{t_1} c(X(\tau, x_0)) \, d\tau)}{x_1 - x_0}
\]

\[
= \lim_{x_1 \to x_0} \frac{\int_0^{t_1} c(X(\tau, x_0)) \, d\tau + \int_0^{t_1} c(X(\tau, x_1)) \, d\tau - \int_0^{t_1} c(X(\tau, x_0)) \, d\tau}{x_1 - x_0}
\]

\[
= \lim_{x_1 \to x_0} \frac{\int_0^{t_1} c(X(\tau, x_0)) \, d\tau}{x_1 - x_0}
\]

\[
= \frac{\left( \lim_{t_1 \to t_0} \int_0^{t_1} c(X(\tau, x_0)) \, d\tau \right)}{t_1 - t_0} \cdot \frac{t_1 - t_0}{x_1 - x_0} = \frac{c(X(t, x_0))}{c(x_0)}.
\]
By the semi-group property of the solution \( X(t_1 + t, x_0) = X(t, x_1) \), so that
\[
\int_0^t c(X(\tau, x_1)) \, d\tau = \int_{t_1}^{t+t_1} c(X(\tau, x_0)) \, d\tau.
\]
So \( X(t, \cdot) \) is the solution to the ODE
\[
\begin{cases}
\partial_x X(t, x) = \tilde{c}(X, x) := \frac{c(X(t, x))}{c(x)}, \\
X(t, x_0) = x_0.
\end{cases}
\]
Since \( c > c_0 > 0 \), \( \tilde{c} \) is also analytic.
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