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ABSTRACT
Most of the existing studies on meteorological drought suggest more intense and frequent drought events due to changing climate. However, basin-scale assessment of future agricultural drought is lacking due to many reasons. In this study, the intensity and frequency of future agricultural drought (characterized by the Standardized Soil Moisture Index, SSMI) for 226 sub-basins across India are analyzed, and vulnerable basins are identified. The prediction of the future agricultural drought status is achieved using the wavelet-based drought temporal consequence modeling of meteorological drought with the best performing bias-corrected Coordinated Regional Downscaling Experiment (CORDEX) simulations, selected by Multi-Criteria Decision-Making frameworks. This study reveals a geographically contrasting change in future agricultural drought that indicates more intense agricultural drought in north, north-east, and central India as compared with south India. The area under drought is also expected to increase, and about 20 and 50% of the Indian mainland is expected to suffer from extreme (SSMI ≤ −2) and moderate (SSMI ≤ −1) agricultural drought conditions by the end of this century. Sub-basins lying in north and central India are expected to have a longer time under drought conditions. Thus, the findings of this study will be useful for future planning and preparedness against agricultural productivity.
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HIGHLIGHTS
• Future agricultural drought status reveals new insights into its spatial variation.
• The concept of drought translation is a useful one for making use of the best potential of climate model simulations.
• More intense droughts in north, north-east and central India are expected as compared with south India.
• In future, about 20 and 50% of the area in India is expected to face extreme and moderate agricultural droughts, respectively.
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Agricultural drought is defined as a prolonged period of soil moisture deficit, which affects agricultural production. For a country like India, which is heavily dependent on agricultural economy (constituting 16% of the gross domestic product according to the Ministry of Finance, India (2018)), agricultural droughts have a significant impact on its socio-economic well-being. Hence, monitoring, assessment, and prediction of agricultural drought are of immense importance. With prior knowledge of vulnerable regions in terms of drought propensity, policies/plans can be developed to mitigate the adverse effects of agricultural drought.

Previous studies suggest that, in general, drought risk has increased globally (Dai et al. 2004; Dai 2011; Vicente-Serrano et al. 2014; Wang et al. 2015; Xu et al. 2015; Zhao et al. 2018). However, some studies suggest no significant or little change in observed drought series (Seneviratne et al. 2012; Sheffield et al. 2012; Greve et al. 2014). While there might not be a consensus for the past, the research community largely agrees with the expected future changes in drought conditions globally. With the changing climate, air temperature is expected to increase, resulting in a drying tendency in soil moisture and stream flow (Trenberth et al. 2005; Trenberth 2011; Annamalai et al. 2013) along with higher and intense precipitation (Maity et al. 2016a). Due to these future changes, more intense and frequent droughts along with an increase in the area under drought are predicted (Sheffield & Wood 2008; Dai 2011, 2013; Field et al. 2012; Stocker et al. 2013). Additionally, flash droughts (drought events with rapid onset primarily due to intense heat waves) are expected to become more common in the future (Gerken et al. 2018; Yuan et al. 2019). Many regional studies suggest that drought is expected to become more severe and frequent, and areas under drought are expected to increase with local variation in the future (Burke & Brown 2010; Chen & Sun 2017; Kang & Sridhar 2017; Spinoni et al. 2018).

For instance, according to Burke & Brown (2010), the intensity and frequency of droughts may increase over the entire UK with regional variation, but it is difficult to ascertain whether these changes will result from natural variability or from the effect of the changing climate. According to Chen & Sun (2017), the drought severity, frequency, and duration are expected to increase in the future in eastern China. Similarly, the severity and frequency of droughts in Europe are expected to increase with spatio-temporal variations due to the changing climate (Spinoni et al. 2018). Hence, the spatio-temporal distribution of drought and risk, thereof, are nonuniform with local variations under changing climate, which, if understood well, can help in managing/mitigating the future droughts (Thomas et al. 2015; Xu et al. 2015).

In the Indian context, the characterization of drought has been attempted in multiple studies (Mishra & Singh 2009; Pai et al. 2011; Naresh et al. 2012; Ojha et al. 2013; Suman & Maity 2021).
Mishra et al. 2014; Thomas et al. 2015; Mallya et al. 2016; Sharma & Mujumdar 2017; Zhang et al. 2017; Bisht et al. 2019). According to Mishra & Singh (2009), meteorological drought in the Kansawati basin is expected to become more severe and frequent. Pai et al. (2011), in their district-wise analysis of drought conditions using the seasonal Standardized Precipitation Index (SPI), found that there is spatial variation in drought characteristics throughout India. For instance, most districts in north and central India show an aggravating meteorological drought condition; however, most districts in south and west India show a decreasing risk of meteorological drought. Naresh et al. (2012) reported an increase in drought severity across India using the SPI as a meteorological drought index. An analysis of multiple meteorological drought indices by Mallya et al. (2016) and an analysis of the spatial extent of concurrent meteorological droughts and heatwaves by Sharma & Mujumdar (2017) using observed data suggested that, along with an increase in drought severity and frequency across India in the past, droughts are also becoming more regional in nature. According to them, the most affected regions are coastal south India, central Maharashtra, and the Indo-Gangetic plain, all being major agricultural areas. Zhang et al. (2017) suggested an increase in drought severity over the wheat-growing areas of India and estimated its impact on wheat production. Bisht et al. (2019) analyzed future meteorological drought and reported that despite a long-term increase in drought severity and intensity across the Indian mainland, regional variations in these drought characteristics are expected.

Most of the above-mentioned studies analyzed meteorological drought using indices, such as the SPI, the Standardized Precipitation Evapotranspiration Index (SPEI), and the Palmer Drought Severity Index (PDSI), using coarse resolution data (usually from General Circulation Models (GCMs)) in the future. A pan-India, basin-wise assessment of future agricultural drought across all basins is lacking. To address this issue, the use of finer resolution is necessary to reveal a local variation in drought condition(s) in a better way from many perspectives. Additionally, the fine-resolution analysis of soil moisture deficit may help in assessing other climatic variables, as the soil moisture is expected to have a feedback to many climatic variables/phenomena, such as heatwave (Hirabayashi et al. 2013; D’Andrea et al. 2016), monsoon in Asia and Africa (Douville 2002), summer air temperature (Douville et al. 2016), and others. A large-scale assessment of agricultural drought is also important from the food security point of view. Thus, the objectives of this study are to analyze the change in the intensity and frequency of future agricultural drought across India, divided into 226 sub-basins, and to identify the vulnerable basins/regions. The Standardized Soil Moisture Index (SSMI) is used as the drought characterizing index.

The rest of the article is organized as follows. In the next section, details of the study area, showing the river basins and sub-basins across India, and data used are presented. In the section ‘Methodology’, details of the methodological approach are outlined. In the subsequent ‘Results and discussion’ section, the major findings of this study are presented. Finally, the conclusions are provided in the last section.

### STUDY AREA AND DATA USED

A total of 226 contiguous sub-basins that cover the entire Indian mainland are selected as individual study areas. These sub-basins are from 21 groups, including major river basins, as shown in Figure 1. The area of these sub-basins ranges from 111 to 91,268 km², with the circularity ratio ranging from 0.068 to 0.642. Most of the sub-basins receive the maximum amount of rainfall during the monsoon months (June–September); however, the climatology of these sub-basins is diverse. The daily precipitation, maximum and minimum air temperature, and total soil moisture content obtained from six CORDEX models (Table 1) are regridded to common 0.5° (latitude) × 0.5° (longitude) for the period 1961–2100. 1961–2005 is termed the historical period, and future simulations for two representative concentration pathways (RCP 8.5 and RCP 4.5) are available for the period 2006–2100. These CORDEX simulated variables are then bias-corrected using the observed precipitation obtained from the India Meteorological Department (Pai et al. 2014), air temperature and soil moisture reanalysis data obtained from the European Centre for Medium-Range Weather Forecasts Re-Analysis-5 (ERA5) (Hersbach 2016), respectively. The ERA5 data are available from 1979 onward. Hence, limited by the availability of ERA5 data, the bias correction
is carried out using the data for the period 1979–1995, and the performance of bias correction is tested for the period 1996–2005. The calibrated bias-correction technique is then used to bias-correct the future CORDEX simulations (2006–2100) for both RCPs. For modeling the temporal consequences of predictor drought indices (either of the SPI or SPEI), the data from the period 1979–1999 are used for calibrating the model performance. The rest of the historical period (i.e., 2000–2005) is used for testing the model performance. The calibrated model is used for predicting the status of agricultural drought for the future period (2006–2100) for both RCPs.

### METHODOLOGY

The methodological overview is shown in Figure 2. The methodology can be divided into five modules: (i) bias-correction of precipitation, temperature, and soil moisture obtained from CORDEX simulation and estimation of...
evapotranspiration, (ii) selection of the best performing CORDEX model based on its skill to simulate sub-basin precipitation, (iii) drought characterization using the bias-corrected data from the selected model, (iv) modeling of the temporal consequences of meteorological drought over agricultural drought, and (v) frequency and trend analysis of agricultural drought. It should be noted that a major issue with assessing the future status of agricultural drought is the comparatively high uncertainty associated with soil moisture estimates from the GCM/Regional Climate Model (RCM) (Stevens & Bony 2013; Lauer et al. 2017; Sharma et al. 2018). In this study, agricultural drought is modeled using bias-corrected soil moisture values from the best performing CORDEX model and the concept of the temporal consequences of meteorological drought (obtained from the meteorological variables with comparatively less uncertainty). Different modules of the methodology are discussed in subsequent subsections.

**Bias-correction of CORDEX simulation outputs**

Future CORDEX simulated precipitation, soil moisture, and near-surface air temperature are used for characterizing meteorological drought, agricultural drought, and estimation of evapotranspiration, respectively. However, the CORDEX simulations may have bias, and the bias characteristics are not expected to be the same/similar for all variables. For instance, the bias characteristics differ from
the variable(s) with many zero values (such as precipitation) to other variables, such as air temperature and soil moisture, that do not have any specific repetitive value. Hence, a suitable bias-correction approach should be utilized depending upon the variable being bias-corrected.

In the case of precipitation, a copula-based bias-correction approach (Maity et al. 2019) is applied. The copula-based bias-correction technique is used due to its benefit in the context of zero-inflated precipitation series. This method does not suffer from some of the shortcomings faced by many of the existing bias-correction techniques, such as empirical- or distribution-based Quantile Mapping (QM) and linear or nonlinear transfer function. Examples of such shortcomings include correcting bias in the first- or second-order statistics only, ignoring zero values, unable to preserve the shape of the probability distribution of the precipitation including zero values, etc. The copula-based bias-correction approach was formulated to achieve better results than other methods, as this approach properly considers the significant percentage of zero values. The bias-correction approach employs bivariate-copula functions for modeling the relationship between observed and CORDEX simulated precipitation with proper consideration to zero precipitation values.

QM is used for correcting bias for variables like air temperature and soil moisture. This mapping technique is used for bias-correcting the variables not having many zero values, because it considers all statistical moments in simulated data in bias correction (Thrasher et al. 2012), and hence, it gives satisfactory results at reasonable computational requirements compared with other alternatives. In the case of daily near-surface air temperature records, the maximum air temperature and diurnal temperature range (the difference of the daily maximum and minimum air temperature) are bias-corrected using QM. The daily minimum air temperature is obtained as the difference of the bias-corrected daily maximum air temperature and the bias-corrected diurnal temperature range. This scheme of bias-correcting daily minimum air temperature ensures that the daily minimum air temperature is always less than the daily maximum air temperature and is recommended (Thrasher et al. 2012). QM corrects the bias based on the assumption of stationarity of the probability distribution of the observed and simulated values of the same variable in the future. During the calibration of the QM method, the cumulative probability function for both observed data and simulated values is ascertained, which is deemed the same for the future period. For bias-correcting a simulated value from the future, the value is converted to nonexceeding quantile (or reduced variate) using the corresponding calibrated distribution. The bias correction is then carried out by using this reduced variate against the calibrated distribution of the observed data. Hence, the bias-corrected value (\( \tilde{S} \)) for a simulated variable (say \( S \)) using QM is expressed as follows:

\[
\tilde{S} = F_o^{-1}(F_s(S))
\]

where \( F_o \) and \( F_s \) are the calibrated cumulative distribution functions for the observed data and simulated values, respectively.

### Selection of the best performing CORDEX model

Bias correction cannot be considered as a solution to inadequate modeling of climatic systems by climate models (Maraun et al. 2017). For instance, many RCMs (including CORDEX models) are not able to reproduce seasonality well, and some RCM models also show a drizzle effect (i.e., very low rainfall simulation for dry days; Schmidli et al. 2006; Fowler et al. 2007; Christensen et al. 2008; Teutschbein & Seibert 2010; Elia et al. 2017). Hence, even after the bias correction, not all CORDEX simulations have the same skill. Before hydrological modeling, an analysis of the relative skill of the CORDEX model and the selection of the best model based on the skill can be helpful. The relative skills of multiple CORDEX models are quantified by using the Multi-Criteria Decision-Making (MCDM) methods of outranking nature, such as Compromise Programming (CP) (Kumar 2010; Raju et al. 2017) and Preference Ranking Organization METHod of Enrichment Evaluation-2 (PROMETHEE-2; Brans et al. 1986; Kumar 2010; Pomerol & Barba-Romero 2012; Raju & Kumar 2014). For the application of these MCDM methods, multiple performance statistics are calculated for historical CORDEX simulations by comparing them with the observed data. The MCDM methods utilize these performance statistics for making decisions.
Compromise programming

CP ranks different CORDEX simulations based on the distance of their performance statistics from the best possible values of performance statistics. The distance measure for a CORDEX simulation is defined as follows:

\[ L_p(m) = \left[ \sum_{i=1}^{s} w_i^p |f_i - f_i(m)|^p \right]^{\frac{1}{p}} \]  

where subscript \( i \in \{1, 2, \ldots, s\} \) and \( s \) is the total number of performance statistics. The \( f_i \) and \( w_i \) are the best value and weight of \( i \)th performance statistics, respectively; \( f_i(m) \) and \( L_p(m) \) are the values of \( i \)th performance statistics and the distance measure for \( m \)th CORDEX simulation with parameter \( p \). In this study, \( p = 2 \), and hence, \( L_2 \) distance measure (or the weighted Euclidean distance) has been used. The weight for performance statistics is estimated using the entropy method, as discussed in the subsequent section.

Preference Ranking Organization METHOD of Enrichment Evaluation-2

PROMETHEE-2 ranks different alternatives (CORDEX simulations in this study) based on the preference/criterion function. It has been employed to rank GCMs (Raju & Kumar 2014). The preference function (denoted by \( P_i(m_j, m_k) \)) utilizes the pairwise difference in the \( i \)th performance measure (denoted by \( d_i(m_j, m_k) \)) between two CORDEX simulations (denoted by \( m_j \) and \( m_k \)). There are six types of preference functions, namely, (i) usual criterion, (ii) quasi criterion, (iii) linear preference with no indifferent area, (iv) linear preference with indifferent area, (v) level criterion, and (vi) Gaussian criterion. In this study, the usual criterion function is utilized to rank the CORDEX simulation. Using the usual criterion function, the preference function for different performance measures and pairs of CORDEX models are expressed as follows:

\[ P_i(m_j, m_k) = (d_i(m_j, m_k) > 0) \]  

The preference functions for different performance measures are weighted-averaged to obtain the multicriteria preference index for a pair of CORDEX models, \( I(m_j, m_k) \),

\[ I(m_j, m_k) = \frac{\sum_{i=1}^{s} w_i P_i(m_j, m_k)}{\sum_{i=1}^{s} w_i} \]  

where \( w_i \) is the weight for the \( i \)th performance measure, and \( s \) is the number of performance measures used. The weight for different performance measures can be estimated using their entropy, as discussed in the next section. It should be noted that the model \( m_j \) is better than \( m_k \) pairwise if \( I(m_j, m_k) > I(m_k, m_j) \). In the case of multiple CORDEX models, the mean net difference of \( I(m_j, m_k) \) and \( I(m_k, m_j) \), known as the outranking index (denoted by \( \phi(m_j) \) for the \( j \)th model), is used for ranking.

\[ \phi(m_j) = \frac{\sum_{k=1}^{N} (I(m_j, m_k) - I(m_k, m_j))}{N - 1} \]  

for \( j \in \{1, 2, \ldots, N\} \)

where \( N \) is the total number of CORDEX simulations being compared. The CORDEX simulation having the highest \( \phi(m_j) \) is considered to be the best among the options.

Entropy method for weighting performance statistics

In the MCDM methods for ranking CORDEX simulation, the relative weights for different performance measures are calculated by the entropy of performance measures (i.e., the amount of information present in the performance measures). Before calculating the entropy, the performance measures are normalized using their sum to reduce the effect of scale, if any. If \( f_{ij} \) denotes the value of the \( i \)th performance measure for the \( j \)th model, then the normalized performance measure for the model is expressed as follows:

\[ f_{ij} = \frac{f_{ij}}{\sum_{j=1}^{N} f_{ij}} \]  

where \( N \) is the number of CORDEX simulations. The normalized values of the performance measures lie between 0
and 1. It should be noted that the entropy can be calculated only for the performance measures that are positive or zero. Based on this criterion, four performance measures are selected to rank the CORDEX simulations on the basis of their skill, namely, $R^2$, TSS, MAE, and uRMSE. All of these performance measures are positive and lower bounded by 0. The $R^2$ is the fraction of variance of the observed variable explained by using the modeled/simulated variable. For the best performing model, $R^2$ will be 1. TSS was proposed by Taylor (2001), with an assumption that a skillful model should be able to accurately simulate both the amplitude and the pattern of variability. Hence, TSS considers both the linear correlation and the ratio of variance and is expressed as follows:

$$\text{TSS} = \frac{4(1 + r^2)}{\left(\frac{\sigma_i}{\sigma_f} + 1/\beta\right)^2(1 + r_0)^4}$$

(7)

where $r$ and $r_0$ are the Pearson’s Correlation Coefficient and the maximum Pearson’s Correlation Coefficient possible, given the climatic variation between the modeled/simulated variable and the observations. $\sigma_i$ represents the ratio of the standard deviation of the modeled and observed values of the variable. The TSS ranges between 0 and 1 (the best possible model). The uRMSE is the Root Mean Square Error (RMSE) between the ‘deviation from respective mean’ series of the observed and modeled/simulated variable. The MAE is the average of absolute deviation between the observed and modeled/simulated variable. The measures of error, both uRMSE and MAE, are lower bounded by zero (the best performing model) and have no upper bound.

Using the normalized performance measures, the entropy of the $i$th performance measure (denoted as $E_i$) is calculated as (notations explained earlier):

$$E_i = -\frac{1}{\ln(N)} \sum_{j=1}^{N} f_{ij} \ln(f_{ij})$$

(8)

For a performance measure with high entropy, the uncertainty is also high, and it should have less weightage. The degree of diversification of the information provided by the $i$th performance measure ($D_i$) is calculated as $(1 - E_i)$. Hence, for a performance measure with high entropy, the degree of diversification of information will be low. The weight of the $i$th performance measure is expressed as:

$$w_i = \frac{D_i}{\sum_i D_i}$$

(9)

where $s$ is the total number of performance measures used. High weightage, as calculated above, means low relative uncertainty, and hence, higher importance (as compared with others) for the performance measure.

### Drought characterization using bias-corrected CORDEX output

Drought can be characterized on a long- or short-temporal scale. As the primary objective of this study is to predict the status of agricultural drought, a short-term drought characterization for the 3-month averaging period is carried out. This short duration is well-suited for analyzing agricultural drought as crops are planted and rotated seasonally (~3 months in India). The drought is characterized using the standardized index. In this study, the SPI and SPEI are used for meteorological drought quantification. Similarly, the SSMI is used for characterizing agricultural drought. These standardized indices are mathematically consistent with each other, which is desirable in a study involving their inter-relation. The methodology for calculating the SPI and SSMI is discussed in Maity et al. (2016b).

The SPEI is the standardized index similar to the SPI, with the difference that instead of monthly precipitation, monthly water deficit or climatic water balance is used for calculating the index (Vicente-Serrano et al. 2010; Beguería et al. 2014). Monthly climatic water balance is the difference between monthly precipitation and potential evapotranspiration (PET) (i.e., the difference between available water and atmospheric evaporation demand); hence, it should be a more reliable measure for drought. However, the use of monthly climatic water balance gives rise to an additional issue as values less than zero are possible. Hence, a three-parameter log-logistic distribution is used instead of a two-parameter gamma distribution (as in the case of the SPI). As the SPEI is derived from monthly climatic water balance, it is a more desirable drought index.
in a warming world (Vicente-Serrano et al. 2010; Beguería et al. 2014; Hernandez & Uddameri 2014; Liu et al. 2016).

Multiple methodologies exist for estimating PET, such as Penman–Monteith (Liu et al. 2016; Feng et al. 2017), Thornthwaite (Hernandez & Uddameri 2014; Feng et al. 2017), Hargreaves (Hargreaves 1994; Oguntunde et al. 2017; Spinoni et al. 2018), Artificial Intelligence-based models (Ghorbani et al. 2018) and others. Of these methods, the Penman–Monteith method is considered the most accurate; however, this method is data-intensive (Bisht et al. 2019). The Thornthwaite method is considered inferior to both the Penman–Monteith and Hargreaves methods (Bandyopadhyay et al. 2012), and it requires monthly mean temperature for estimating PET. The Hargreaves method utilizes the daily maximum, minimum, and average near-surface air temperature, and solar declination for the area to estimate PET. In this study, the PET (say ET₀ in mm/day) is estimated using the Hargreaves method as follows:

\[
ET_0 = 0.0023 \times Ra(T_{avg} \pm 17.8) \sqrt{(T_{max} - T_{min})}
\]

(10)

where \(T_{max}, T_{min}\), and \(T_{avg}\) are the maximum, minimum, and average daily air temperature, respectively in °C; \(Ra\) is extra-terrestrial radiation (radiation received on the top of the atmosphere) expressed in mm/day. \(Ra\) at a location with latitude \(l\) (in radian) is estimated as follows:

\[
Ra = 4.08 \times \frac{118r_d}{\pi} \left[ \omega \sin(l) \sin(S_d) + \cos(l) \cos(S_d) \sin(\omega) \right]
\]

\[
\omega = \arccos \left( -\tan(S_d) \tan(l) \right)
\]

\[
S_d = M_d \sin \left( \frac{2\pi}{365} (d - 80) \right)
\]

\[
r_d = 1 + \left( \frac{1}{30} \cos \frac{2\pi d}{365} \right)
\]

(11)

where \(S_d, r_d,\) and \(M_d\) are the solar declination in degrees for the \(d\)th day of the year, the relative distance between the Earth and the Sun for the \(d\)th day of the year, and the mean axial tilt of the Earth (taken as 23.43673°), respectively. It should be noted that the relative temporal estimation of PET is used when it is included in the drought index (SPEI); hence, the method used for the estimation of PET is not crucial (Vicente-Serrano et al. 2010, 2014).

**Modeling of the temporal consequences of meteorological drought**

It is established that droughts translate from one type to another (Maity et al. 2016b; Suman & Maity 2016; Shamshirband et al. 2020). For instance, meteorological drought (rainfall deficit) may lead to agricultural drought (soil moisture deficit) and further to hydrological drought (stream flow/groundwater/reservoir storage deficit). Secondly, climate models are more efficient in the simulation of primary hydroclimatic variables (e.g., precipitation) as compared with secondary (e.g., soil moisture, stream flow) and tertiary (drought indices) hydroclimatic variables (Moss et al. 2010; Stevens & Bony 2013). Thus, it may be beneficial to use the potential of climate models at primary hydroclimatic variables to investigate the change in drought characteristics in the past and future for a better assessment. Thus, temporal consequence or inter-relation between different types of droughts is utilized for making a future assessment of agricultural droughts.

The wavelet-based models for analyzing the temporal consequence of meteorological drought to agricultural and hydrological droughts were developed by Maity et al. (2016b). The models linking meteorological drought (characterized by the SPI) to agricultural drought (characterized by the SSMI) are used in this study. It should be noted that these models are framed based on a hypothesis that the inter-relation between drought should be continuous in time, and hence, it should be studied on the constituent frequency or component level of drought indices. Wavelet Transform is used to separate these constituent components of drought indices. Fourier Transform is avoided as it averages out temporal information while identifying the constituent frequencies, which is not desirable in a model assessing temporal consequence on predecessor drought on successor drought. Details of the utilized models are provided in Table 2. First, the series of drought indices are transformed into their constituent wavelet components using Multi-Resolution Stationary Wavelet Transform (MRSWT) up to level 2, resulting in three components for each drought index. Next, the inter-relation between drought indices is modeled on the component level. For instance, models 1 and 2 predict the SSMI series using Multiple Linear Regression (MLR) of the wavelet components of predecessor drought indices (the SPI and/or
SSMI) time series. Model 1 uses the information of the SPI only for SSMI prediction, and it assumes that the memory in the SSMI is not significant. However, model 2 additionally uses the memory of the SSMI while predicting the SSMI. Model 3 predicts the wavelet components of the SSMI series using the wavelet components of the SPI and SSMI time series, which are transformed into the SSMI series using inverse wavelet transform. These models were found to capture the temporal consequence of drought satisfactorily in the Upper Mahanadi Basin (Maity et al. 2016b). The same models are also run with the SPEI as input for assessing its performance of the SPEI compared with SPI in predicting the SSMI.

The models are run using two validation schemes (i.e., validation schemes I and II; Figure 3). Under validation scheme I (also known as a fixed development and testing period), the model is calibrated once over the development period and the SSMI is predicted over the testing period using the same calibrated model parameters. However, in the case of validation scheme II (also known as a moving window approach), the model is calibrated on the development period, and using the calibrated parameters, a single value after the development period is predicted. In the next iteration, the development period window is moved forward by one time step, and the process of model calibration on the shifted development period followed by the prediction of the single value after the development period is repeated. The shifting of the development period continues until prediction for all of the time steps is complete. Due to the shifting window and repeated calibrations, validation scheme II is more suitable for the cases in which the relationship is expected to change with time.

The performance of the models is evaluated using the Pearson’s Correlation Coefficient (r), Refrined Index of Agreement (Dr), Nash–Sutcliffe Efficiency (NSE), and uRMSE (Krause et al. 2005; Willmott et al. 2012; Maity et al. 2019). The first two performance measures (r and Dr) measure the association between the predicted and the observed SSMI. The maximum value of these performance measures is 1 for the best performing model. The NSE and uRMSE are dependent upon the error/deviation between the predicted and the observed SSMI. An error variance equal to zero (the best performing model) will result in the NSE being equal to 1. For the positive error variance, the NSE < 1. In the case of the uRMSE (i.e., the RMSE between the ‘deviation from mean’ series of the predicted and observed SSMI), the best performing model is expected to have a uRMSE of 0.

\[
r = \frac{\text{cov}(\bar{Y}, Y)}{\delta_Y \delta_Y}
\]

\[
Dr_{\text{frac}} = \frac{\sum |\bar{Y} - Y|}{2 \sum |Y - \bar{Y}|}
\]

\[
Dr = \begin{cases} 
1 - Dr_{\text{frac}} & \text{for } Dr_{\text{frac}} \leq 1 \\
1 - \frac{1}{Dr_{\text{frac}}} & \text{for } Dr_{\text{frac}} > 1 
\end{cases}
\]

\[
\text{NSE} = 1 - \frac{\sum (Y - \bar{Y})^2}{\sum (Y - \bar{Y})^2}
\]

Table 2: Models for the temporal consequences of meteorological drought on agricultural drought

| S. No. | Model description |
|-------|-------------------|
| 1     | \( \text{SSMI}(t) = f(\text{SPL}_{a_1}(t - T_1), \text{SPL}_{a_2}(t - T_1), \text{SPL}_{a_2}(t - T_1), \text{SPL}_{a_2}(t - T_1)) \) |
| 2     | \( \text{SSMI}(t) = f(\text{SPL}_{a_1}(t - T_1), \text{SPL}_{a_2}(t - T_1), \text{SPL}_{a_2}(t - T_1), \text{SPL}_{a_2}(t - T_1)) \) |
| 3     | \( \text{SSMI}(t) = g(\text{SSMI}_1, \text{SSMI}_2, \text{SSMI}_3) \) |

The symbols \( f \) and \( g \) represent Multiple Linear Regression (MLR) and inverse wavelet functions, respectively. \( T_2 = T_1 + 1; T_1 = 2 \), where \( T \) is highest MRSWT level (6, 2 in this study).
where $Y$ and $\hat{Y}$ represent the observed and predicted SSMI series. Similarly, $\overline{Y}$ and $\overline{\hat{Y}}$ represent the mean of the observed and predicted SSMI series. $S_Y$, $S_{\hat{Y}}$, and $\text{cor}(\hat{Y}, Y)$ are the standard deviation of the observed SSMI, the standard deviation of the predicted SSMI, and the covariance of the observed and predicted SSMI, respectively.

**RESULTS AND DISCUSSION**

**Bias-correction of CORDEX simulation and their skill-based selection**

As stated earlier, the daily precipitation, being a zero-inflated variable, is bias-corrected using the copula-based bias-correction scheme (Maity et al. 2019). Other variables, i.e., maximum daily temperature, diurnal temperature range, and daily total soil moisture are bias-corrected using
the QM method. It should be noted that the bias-correction of precipitation was satisfactory (Maity et al. 2019). The performance for the bias-correction of maximum temperature during the testing period is shown in Figure 4. It can be observed from the figure that the spatial distribution of QM Corrected (QMC) values matches better than that of the observed mean daily maximum temperature for a month. Across the months, the correspondence between

Figure 4 | Spatio-temporal comparison of bias-corrected monthly mean daily maximum near-surface air temperature (QMC) with the corresponding observed (OBS) values and CORDEX simulation (second column) for selected months during the period 1996–2005. The results are shown for the RegCM4 RCM model forced by MPI-ESM-MR GCM.
the QMC and observed data is also better than the correspondence between the CORDEX simulation and observed data. The better spatio-temporal correspondence with the observed data suggests the efficacy of QM in reducing bias in the maximum daily temperature. Similar results are obtained for the bias-corrected values of the diurnal temperature range and soil moisture (figures not shown).

In general, the QMC values of these variables are better than the original CORDEX simulations for hydrological modeling. From the bias-corrected values of the diurnal temperature range and daily maximum air temperature, the bias-corrected daily minimum air temperature is obtained. From the bias-corrected values of daily maximum and minimum air temperature, the daily PET is estimated by using the Hargreaves formula at each grid point.

Next, the bias-corrected variables are converted to their monthly values by accumulating them across days. The bias-corrected variables including monthly PET are then spatially averaged over each of the sub-basins using the Thiessen polygon method. The effectiveness of the CORDEX model in reproducing seasonality in monthly precipitation series is evaluated using two MCDM methods, namely, CP and PROMETHEE-2. The performance measures used to characterize the skill of different CORDEX models are $R^2$, TSS, MAE, and uRMSE. The highest-ranked CORDEX model for each of the sub-basins is shown in Figure 5. It should be noted that the rankings of the CORDEX models from both of the MCDM methodologies are not expected to be the same, as the ranking criteria followed are different in the MCDM methodologies. CP compares the performance of the CORDEX models with respect to the best possible performance. However, PROMETHEE-2 with the usual criterion inter-compares the CORDEX models using their performance measures.

Despite the differences in ranking from these methodologies, RegCM4 RCM driven by MPI-ESM-LR and CSIRO-Mk3.6.0 GCMs is found to be the best models for simulating the monthly precipitation in most of the sub-

![Figure 5](http://iwaponline.com/jwcc/article-pdf/12/6/2400/935669/jwc0122400.pdf)
basins across north and north-east India. On the other hand, the best selected CORDEX models show more variability for the sub-basins in south India. However, REMO2009 RCM driven by MPI-ESM-MR GCM is found to be the best in most sub-basins of this region. The spatial variation of the performance quantification of CORDEX model (along with driving GCM) reveals the effect of differences in modeling parameters and assumptions involved in simulations. Furthermore, it should be noted that despite the better performance of some of the CORDEX models (and their driving GCMs) for the majority of sub-basins, any single CORDEX simulation (and driving GCM) is found incompetent to capture the majority diverse climatology of the Indian mainland. These observations show the importance of performance quantification of GCM/RCM models on a regional scale (in any study involving multiple GCM/RCM simulations) before using them in any further hydrological analysis. The data from the best ranking CORDEX model under either of CP or PROMETHEE-2 are used for studying the temporal consequence of meteorological drought to an agricultural one. It should be noted that the effectiveness of the CORDEX models is not evaluated for other variables, which might have resulted in another set of rankings. The selection of a CORDEX model based on only one variable (i.e., precipitation) ensures that the values of all variables are generated by the same model and, hence, have the same model assumption and parametrization. The translation of meteorological drought to agricultural drought (as discussed in the next section) is then modeled using the bias-corrected values from selected CORDEX models.

Modeling of the temporal consequence of drought

Using the bias-corrected values of monthly precipitation and monthly soil moisture, the SPI and SSMI are calculated at the 3-month running mean of the respective variables. Similarly, the SPEI is calculated using the 3-month running mean of the monthly climatic water balance series (the difference of monthly precipitation and PET series). Wavelet-based models 1–3, as shown in Table 1, are used for predicting the SSMI.

The models are calibrated during the period 1979–1999 and tested during the period 2000–2005. Both validation schemes (I and II) are used in this study. The performance of different models during the development period is shown in Figure 6 for the case when the SPI is used for characterizing meteorological drought. From Figure 6, the performance of model 2 is found to be the best among all of the models as evident by the high values of $R^2$, Dr, NSE and low values of the uRMSE for sub-basins across India. The performance of model 2 is found to be slightly better for the sub-basins in north India on an average as compared with that for the sub-basins in south India. The better performance of models using the past values of the SSMI series (models 2 and 3) as compared with model 1 (which does not use any information from the SSMI series) indicates the high innate memory of soil moisture throughout the sub-basins across India.

The models are also run using the SPEI. Model 2 is found to work marginally better in the case when the SPI is used as input rather than SPEI. This might be due to (i) the warming during the development period might be insignificant (Thomas et al. 2015), leading to less evapotranspiration, hence there is no benefit of prediction using the SPEI over SPI (Shamshirband et al. 2020); however, it might not be the case in the future as warming is expected, and the SPEI captures the effect of warming climate better than SPI (Vicente-Serrano et al. 2010; Beguería et al. 2014; Liu et al. 2016) and (ii) the memory of the SSMI is comparatively more significant for modeling the temporal consequence of meteorological drought over agricultural drought. However, in the future, with comparatively warm weather, the near-surface air temperature might affect the SSMI more due to higher evapotranspiration. Hence, the SPEI-based prediction of the SSMI is more desirable for a future period. The performance of model 2 for both validation schemes during the testing period is shown in Figure 7 for the case when the SPI is used for characterizing meteorological drought.

Comparing Figures 6 and 7, the performance of model 2 is found to be comparable during both development and testing periods. This suggests that model 2 is not under- or over-fitting. Additionally, it should be noted that the performance across validation schemes (a comparison of Figure 7(a) and 7(b)) suggests no significant advantage for validation scheme II, which was designed to capture any dynamic relationship (if any) during the testing period. Thus, there may not be any significant warming effect during this period. Among all of the model options, model 2 (i.e., the
Analysis of future agricultural drought

The predicted SSMI series for the future period, obtained from a modeling of the temporal consequence of meteorological drought using either of the SPI or SPEI in model 2, are assessed for the state of agricultural drought in sub-basins throughout India. It should be noted that 16 realizations of the SSMI series are obtained – combinations of two choices for each of (i) the validation schemes, (ii) the predecessor meteorological drought indices (the SPI and SPEI), (iii) the best CORDEX model selected on the basis of the CP and PROMETHEE-2 methods, and (iv) RCP scenarios (RCP 4.5 and RCP 8.5). In this section, the results for the SSMI series obtained from the SPEI-based modeling and validation scheme II are discussed. This combination of predecessor drought series and validation scheme is chosen as is expected in warming and changing climates.

A trend analysis of the SSMI series in the future (obtained from the SPEI-based models for validation scheme II; Figure 8) carried out using the Mann–Kendall Test at a 5% level of significance suggests that most of the sub-basins in south India show a more wetting (an increasing trend in the SSMI series) condition. However, most of
the sub-basins in north, central, and north-east India show the condition of dryness (or a decreasing trend in the SSMI series). This geographically contrasting change in future agricultural drought is in agreement with the expected changes in precipitation in south India as compared with that in north and central India, as suggested by the literature (Suman & Maity 2020). The future period is then separated into three epochs: (i) E1 (2006–2035), (ii) E2 (2036–2070), and (iii) E3 (2071–2100) for the analysis of temporal changes in agricultural drought. This epoch-wise analysis suggests that the trend of the SSMI series in the south Indian sub-basins is expected to become insignificant or dry by the end of this century. The analysis of the trend in the SSMI series predicted using other combinations of the validation scheme and predecessor meteorological drought indices indicates a similar wetting trend in south India and a drying trend in north and central India.

The percentage area under both moderate (SSMI ≤ −1) and extreme (SSMI ≤ −2) agricultural drought conditions for the SSMI index simulated by model 2 using the SPEI and validation scheme II on a monthly scale is expected to increase, as shown in Figure 9. By the end of the century, more than 50% of the Indian mainland is expected to be under moderate agricultural drought for the RCP 8.5 scenario. Similarly, more than 20% of the Indian mainland is expected to be under extreme agricultural drought by the end of the century for the RCP 8.5 scenario. Additionally, it is noticed that CORDEX models selected on the basis of CP show more areas under drought as compared with CORDEX models selected on the basis of PROMETHEE-2.

The distribution of the percentage time for a sub-basin to be under extreme drought conditions for different periods in the future is shown in Figure 10. From the figure, the percentage time for a sub-basin under extreme drought conditions is found to be higher in most of the sub-basins in north, central, and north-east India. Sub-basins in central India are more vulnerable to extreme drought conditions. On the other hand, the vulnerability, and thus, the percentage time under extreme drought conditions is found to be less for most of the sub-basins in south India and for some large sub-basins in western India. Additionally, the epoch-wise analysis shows that the area under drought is increasing with time in the
future. It should be noted that most of the sub-basins in the Gangetic plain, a major agricultural region in India, show high vulnerability to extreme drought conditions. Hence, an increased vulnerability of these regions to agricultural drought may have adverse consequences for food security in the Indian sub-continent.
CONCLUSIONS

This study investigates the future status of agricultural drought in 226 sub-basins across India. The translation of meteorological droughts to agricultural droughts is modeled using a recently developed wavelet-based approach. At first, the CORDEX simulation of precipitation, air temperature and others are bias-corrected, and the best performing CORDEX model for simulating precipitation is selected for each sub-basin. Based on the data from the selected CORDEX model, the temporal consequence of predecessor drought to a successor one is modeled. In this study, agricultural drought (characterized by the SSMI) is considered as a successor drought. The temporal consequence modeling is found to perform satisfactorily across India despite varying climatology. Given that the models are not over- or under-fitting, the models are then utilized to estimate the future state of agricultural drought in different sub-basins across India. The major findings regarding the state of future agricultural drought across India are as follows:

(i) The study has identified a geographically contrasting change in the spatial pattern of future agricultural drought over south and north India. Agricultural drought shows an increasing trend in most of the sub-basins in the Indian mainland, except for some of the sub-basins that are situated in south India.

(ii) Sub-basins in north and central India are expected to be vulnerable to frequent agricultural droughts, with the sub-basins in central India expected to be comparatively more vulnerable. However, the vulnerability of sub-basins in south India is found to be comparatively less.

(iii) In general, the percentage area of the Indian mainland under extreme or moderate drought conditions is expected to increase by the end of this century. On average, more than 20% area of the Indian mainland is expected to suffer from extreme agricultural drought conditions (SSMI ≤ −2). Moderate drought conditions (SSMI ≤ −1) will be experienced as much as 50% of the area.

(iv) The percentage time under extreme drought conditions is found to be higher for many sub-basins in north India. It is also noticed that most of the sub-basins in the Gangetic plain exhibit high vulnerability to extreme drought conditions in future. This may have an adverse effect on food production in this region.

Overall, the analysis has identified vulnerable basins across India considering future agricultural drought. It also underlines the geographically contrasting agricultural drought between north and south India. These findings are expected to be highly useful for policymakers for future planning and preparedness in terms of agricultural productivity. Utilizing the temporal consequence of meteorological drought to analyze agricultural drought leads to a reduction in the uncertainty associated with simulated soil moisture; however, simulated precipitation also has uncertainty (though less than a secondary variable like soil moisture). As a way forward, it should be noted that this study is carried out with CORDEX simulations driven...
by the climate models used in Coupled Model Intercomparison Project Phase 5 (CMIP5). With the availability of Coupled Model Intercomparison Project Phase 6 (CMIP6), the analysis can be carried out with improved simulations from CMIP6.
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