A Compact Fermion to Qubit Mapping Part 2:
Alternative Lattice Geometries

Charles Derby¹ and Joel Klassen²

¹²Phasecraft Ltd.
¹University College London

January 27, 2021

Abstract

In recent work [DK20] a novel fermion to qubit mapping – called the compact encoding – was introduced which outperforms all previous local mappings in both the qubit to mode ratio, and the locality of mapped operators. There the encoding was demonstrated for square and hexagonal lattices. Here we present an extension of that work by illustrating how to apply the compact encoding to other regular lattices. We give constructions for variants of the compact encoding on all regular tilings with maximum degree 4. These constructions yield edge operators with Pauli weight at most 3 and use fewer than 1.67 qubits per fermionic mode. Additionally we demonstrate how the compact encoding may be applied to a cubic lattice, yielding edge operators with Pauli weight no greater than 4 and using approximately 2.5 qubits per mode. In order to properly analyse the compact encoding on these lattices a more general group theoretic framework is required, which we elaborate upon in this work. We expect this framework to find use in the design of fermion to qubit mappings more generally.

1 Introduction

The simulation of fermionic systems is a promising application of quantum computing which is likely to find use in fields such as quantum chemistry, material science, and high energy physics. An indispensable part of such simulations is a mapping from the modes of some fermionic system to the qubits of a quantum computer via a fermion to qubit mapping.

For the purposes of quantum simulation a desirable feature of any fermion to qubit mapping is that commonplace fermionic operators are mapped to qubit operators that act on a small number of qubits (are algebraically local) which are nearby in terms of the interaction hardware of the device (are geometrically local). This reduces the circuit depth required to perform unitary operations...
generated by these operators, such as simulating the time evolution of the system or performing VQE. Typically these fermionic operators will conform to some natural local structure of the system under consideration, the canonical example being a square lattice.

Early instances of fermion to qubit mappings [WJ28; BK02] are neither algebraically nor geometrically local. These mappings employ $M$ qubits to represent $M$ fermionic modes, but map local fermionic interactions to qubit operators whose Pauli weights scale with system size by at least a logarithmic factor (shown to be optimal for encodings of this kind [Jia+20]).

Subsequently a number of mappings have been developed to solve this problem. These mappings achieve Pauli weights for fermionic operators – tailored to specific lattices – which do not scale with the system size while also preserving the geometric locality of the fermionic system (presuming the available hardware has similar connectivity) [BK02; VC05; WHT16; Jia+19; CKR18; SW19; Set+19; CW20]. All of these mappings are stabilizer codes which encode the fermionic system into an entangled subspace of a multi-qubit system. Accordingly, these encodings use a greater number of qubits than the number of modes being simulated. We refer to such mappings as fermionic encodings.

It is worth noting that none of these fermionic encodings on qubits are truly local. Levin an Wen argue in [LW03] that for any spin system with fermionic excitations, pairs of creation operators are necessarily connected by non-trivial string like structures, even if acting in geometrically separated regions.

In recent work [DK20] we introduced a new fermionic encoding – which we call the compact encoding – that outperforms all other local encodings in the Pauli weights of the “edge” and “vertex” generators of the even fermionic algebra and also in the ratio of qubits to simulated fermionic modes. We demonstrated the compact encoding for square and hexagonal lattices. For these lattice geometries the encoding gives rise to generators of the even fermionic algebra with maximum Pauli weight 3, and a qubit to mode ratio of less than 1.5. Contrast this with the Verstraete-Cirac (VC) encoding [VC05] which encodes these generators with maximum weight 4 with a qubit to mode ratio of 2, the lowest out of prior encodings in both these metrics. We closed that work with the suggestion that the scheme presented there could be generalized to other lattice geometries. In this work we go into more detail how this can be done.

We illustrate how the compact encoding may be applied to all uniform tilings with degree less than 4. In these cases the generators of the even fermionic algebra are maximum weight 3, and the qubit to mode ratios range from $< 1.25$ to $< 1.67$. Some readers may be particularly interested in the 4.8.8 uniform tiling, in which a spinful fermionic system on a square lattice may be embedded. Additionally we demonstrate how the compact encoding may be applied to a cubic lattice. In this case the generators of the even fermionic algebra are maximum weight 4, and the qubit to mode ratio is less than 2.5. Again, this is in contrast to the VC encoding which has maximum weight 4 and qubit to mode ratio of 3 for this geometry. To facilitate the analysis of these encodings, we explain the general group theoretic features of this encoding scheme. A surprising emergent property of some of the encodings presented here is the disparity between the
size of the code space and the fermionic space to be encoded. In the cases where
the code space is larger, multiple species of Majorana particles emerge in the
encoded system. We show how additional stabilizers may be defined to remove
these species.

The paper is structured as follows. In Section 2 we describe a group theoretic
framework for understanding local fermionic encodings, which we will make use
of throughout. In Section 3 we review the compact encoding on a square lattice.
In Section 4 we discuss the emergence of particle species in local fermionic
encodings, and give a bound on their number. In Section 5 we define a restricted
family of compact encodings on planar graphs about which we are able to prove
some useful properties, and in 6 we apply this restricted family to all uniform
planar graphs with degree less than 4. In Section 7 we describe how the compact
encoding may be applied to a cubic lattice.

2 Local Fermionic Encodings on Graphs

The aim of any fermionic mapping is to represent fermionic operators by qubit
operators. All such mappings are necessarily restricted to discrete sets of
fermionic modes, since the qubit system is finite dimensional. An important
feature of natural fermionic systems is parity superselection, which forbids ob-
servables that do not commute with fermion number parity. Thus, insofar as
one is concerned with representing natural observables, it suffices for fermionic
mappings to represent operators which preserve parity, so called even fermionic
operators.

The even fermionic operators form a group algebra \( \mathbb{C}[M_E] \) where \( M_E \) is the
group of even products of Majorana operators, with factors ±1 and ±i:

\[
M_E = \left\{ \pm^{0/1} \prod_j b_j^{b_{2j}} \bar{b}_{2j+1} \mid b \text{ is an even parity bit string} \right\} \\
\gamma_j = a_j + a_j^\dagger, \quad \tau_j = (a_j - a_j^\dagger)/i.
\]

Here \( a_j^\dagger \) (\( a_j \)) are the standard fermionic creation (annihilation resp.) operators.
Thus a fermionic encoding must at minimum constitute a group representation
\( \tau \) of \( M_E \):

\[
\tau : M_E \to L(\mathcal{H}), \quad \mathcal{H} \text{ is the Hilbert space of a system of qubits.}
\]

The group \( M_E \), and by extension the group algebra \( \mathbb{C}[M_E] \), are generated
by the “edge” \( E_{ij} \) and “vertex” \( V_j \) operators

\[
E_{ij} := -i\gamma_i\gamma_j, \quad V_j := -i\gamma_j\bar{\gamma}_j.
\]
and phases \(\{\pm 1, \pm i\}\), which satisfy the relations \(^1\)

\[
E_{ij}^2 = \mathbb{I}, \quad V_j^2 = \mathbb{I}, \quad E_{ij}^\dagger = E_{ij}, \quad V_j^\dagger = V_j, \quad E_{ij} = -E_{ji}, \quad i \neq j \neq k \neq l \neq m : \quad [V_i, V_j] = 0, \quad [E_{ij}, V_k] = 0, \quad [E_{ij}, E_{kl}] = 0, \quad \{E_{ij}, V_j\} = 0, \quad \{E_{ij}, E_{jk}\} = 0 \quad (5)
\]

and for any ordered set of modes \(L = (i_1, i_2, \ldots, i_{|L|})\), with \(i_1 = i_{|L|}\) so that \(L\) constitutes a cyclic path, the relation

\[
i^{[L]} \prod_{x=1}^{|L|-1} E_{i_x, i_{x+1}} = \mathbb{I}. \quad (6)
\]

These relations completely fix the group structure of \(M_E\) and thus the group representation \(\sigma\) is completely specified by qubit operators satisfying these relations. The edge and vertex operators are self-inverse, hermitian, and only mutually commute or anticommute. This makes multi-qubit Pauli operators natural candidates for their representation. Indeed every existing fermionic mapping represents edge and vertex operators as Pauli operators – in some cases projected onto a subspace.

There are two notions of locality which a design of a local fermionic encoding may wish to pursue: algebraic locality, wherein the number of fermionic modes or qubits an operator acts upon is bounded; and geometric locality, wherein the maximum distance – for some distance measure – between modes or qubits an operator acts upon is bounded. The compact encoding, and generalizations presented here, aims to preserve the geometric locality of operators, while minimizing the algebraic locality on qubits. We consider a distance measure on a fermionic system represented by a connected graph – which we call a fermionic graph – whose vertices correspond to fermionic modes, with distance given by the minimal path between modes. In the examples we consider the graphs are embedded in real space, and we employ proximity in real space as the distance measure on the qubit system. To this end it suffices to encode the vertex and edge operators associated with the edges and vertices of the graph to local edge and vertex operators on qubits, all other operators may be decomposed into these edge and vertex operators in a way that inherits this locality.

In general it is not feasible to assign local Pauli operators to the edges and vertices of the fermionic graph which satisfy all of relations 5 and 6. This is because Relation 6 has a highly non-local character. Instead the strategy is to assign local Pauli operators which satisfy relations 5 and project via the stabilizer formalism into the subspace which respects Relation 6. In this case the stabilizers are the products of closed loops of edges in the fermionic graph. In this way, one is constructing a representation of a group structure on the graph, defined by relations 5, and quotienting out the subgroup corresponding to the cycle space of the graph.

\(^1\)In the context of a group the relations \([x, y] = 0\) and \(\{x, y\} = 0\) indicate \(xy = yx\) and \(xy = -yx\) resp.
Formally, given an undirected, connected graph \( G = (E = \{(v_i, v_j)\}, V = \{v_i\}) \) we define the finitely presented group \( M_G \) whose presentation comprises the vertices \( V \), the directed versions of the edges \( E_D := \{e_{ij} = (v_i, v_j), e_{ji} = (v_j, v_i) \mid \forall\{v_i, v_j\} \in E\} \) and \( \{\pm 1, \pm i\} \), along with the relations

\[
\begin{align*}
    e_{ij}^2 &= I, \quad v_j^2 = I, \quad e_{ij} = -e_{ji}, \\
    i \neq j \neq k \neq l \neq m : \quad [v_i, v_j] &= 0, \quad [e_{ij}, v_k] = 0, \quad [e_{ij}, e_{kl}] = 0, \\
    \{e_{ij}, v_j\} &= 0, \quad \{e_{ij}, e_{jk}\} = 0.
\end{align*}
\]

In the notation of group presentations:

\[
M_G := \langle V \cup E_D \cup \{\pm 1, \pm i\} \mid \text{Eqs. 7} \rangle
\]  

We define the abelian normal subgroup of directed cycles \( C_G \) (see Appendix A for details)

\[
C_G = \left\{ e \in E_D \right\}
\]

We note that \( C_G \) is isomorphic to the cycle space of \( G \) (see Appendix A), and its elements are invariant under a choice of first and last element, or total orientation.

In Appendix A we show that given a fermionic system, and a corresponding connected fermionic graph \( G \), the group of even Majorana operators \( M_E \) is isomorphic to the quotient group \( M_G / C_G \). Thus if we can identify a representation

\[
\sigma : M_G \to L(\mathcal{H}) \ , \ \mathcal{H} \text{ is the Hilbert space of a system of qubits}
\]

such that all elements of \( \sigma(C_G) \) have a common \(+1\) eigenspace \( \mathcal{U} \subseteq \mathcal{H} \), then we may construct a representation \( \tau \) of \( M_E \) by considering the projection of \( \sigma \) into \( \mathcal{U} \) ie

\[
\sigma_\mathcal{U} := \text{Proj}_\mathcal{U} \circ \sigma
\]

Noting that \( C_G \subseteq \ker(\sigma_\mathcal{U}) \) we are free to define the action of \( \tau \)

\[
\tau(mC_G) = \sigma_\mathcal{U}(m) , \ \forall m \in M_G
\]

which constitutes a faithful representation of \( M_E \). If we choose a representation \( \sigma \) which maps into the multi qubit Pauli group

\[
\{\pm 1, \pm i\} \times i^N \{I, X, Y, Z\},
\]

then since \( C_G \) is abelian, and provided that \(-1 \notin \sigma(C_G)\), \( \mathcal{U} \) automatically exists \cite{Got97} and corresponds to a stabilizer code space of the stabilizer group \( S := \sigma(C_G) \).

To summarize, given a connected fermionic graph \( G \), corresponding to some fermionic system, to construct a local fermionic encoding it suffices to specify
a local mapping $\sigma$ of the edges and vertices of the graph to multi-qubit Pauli operators, satisfying the relations 7, such that no element of $C_G$ is mapped to $-1$. An example is the Jordan Wigner encoding, where the fermionic graph is a line, there are no cycles and so $C_G$ is trivial, and $\sigma(e_{ij}) = X_i Y_j$, $\sigma(v_i) = Z_i$.

Throughout the text, we use the tilde superscript to denote the representation of an operator, i.e., $\tilde{e}_{ij} := \sigma(e_{ij})$ and $\tilde{E}_{ij} := \tau(E_{ij})$. In cases where we set $\tilde{E}_{ij}$ or $\tilde{V}_{ij}$ equal to a Pauli operator, it is implicit that this Pauli operator is projected into the subspace $U$. Thus in the case where $e_{ij}$ is defined for some edge $(i, j)$, $\tilde{E}_{ij}$ and $\tilde{e}_{ij}$ may be used interchangeably (similarly for $\tilde{V}_i$ and $\tilde{v}_i$), as was the case in [DK20]. Nevertheless we wish to emphasize here the conceptual difference between $e_{ij}$, $v_i$ and $E_{ij}$, $V_i$. The former are elements of an abstract group $M_G$ corresponding only to edges and vertices of a particular graph, while the latter are elements of the group of even Majorana monomials $M_E$, which has no particular graph structure.

2.1 Counting Stabilizers

Using the construction described in the previous section, one specifies a representation $\sigma$ of $M_G$ which prescribes how the even Majorana monomials $M_E$ of a fermionic system are encoded into a stabilizer code space $U$. However the logical operators that may possibly act on $U$ – the operators which commute with the stabilizer group $S := \sigma(C_G)$ – may be larger than the group algebra $C[M_E]$. In other words the code space may encode more than just parity preserving fermionic states, there may be additional structure.

This additional structure will be indicated by the dimension of the code space. The dimension of a fermionic system with $M$ modes is $2^M$. Fixing parity reduces the dimension by half, i.e., $2^{M-1}$. The dimension of the code space $\dim(U)$ will depend on the dimension of the original Hilbert space, and the size of the minimal set of generators of $S$, and may diverge from this value.

For a group $X$ we denote the minimum size of a set of generators – the rank – of $X$ by $D(X)$. For an encoding employing $N$ qubits, the dimension of the code space is $\dim(U) = 2^{N-D(S)}$. For our purposes it is most useful to consider how the degrees of freedom in the encoded space differ from the usual degrees of freedom of the fermionic space:

$$\dim(U) = 2^{M+\Delta}$$ (14)

$$\Delta := N - M - D(S)$$ (15)

We call $\Delta$ the disparity. When the disparity is $-1$ the code space encodes only the even fermionic states. When the disparity is 0 the code space encodes the full fermionic Hilbert space. When the disparity is positive, the code space encodes $\Delta$ additional qubit degrees of freedom.

Here and throughout an important subgroup of $M_G$ is the group of all cycles that are mapped to the identity under $\sigma$, i.e., $\ker(\sigma|_{C_G})$, where $\sigma|_{C_G}$ is the restriction of the representation $\sigma$ to the subgroup $C_G$. For notational ease we
define
\[ K := \ker(\sigma|_{C_G}) \] (16)

**Theorem 1.** Given a fermionic encoding \( \sigma \) for a connected fermionic graph \( G \), the rank of the stabilizer group \( S \) is 
\[ D(S) = D(C_G) - D(K). \]

**Proof.** \( S \) corresponds to a faithful representation of the quotient group \( C_G/K \), and so \( |S| = |C_G/K| \). Furthermore, by Lagrange’s theorem 
\[ |C_G/K| = |C_G|/|K|. \]

Because \( a^2 = I \), \( \forall a \in C_G \), the elements of \( C_G \) correspond to the elements of the vector space \( \mathbb{Z}_2^{D(C_G)} \) so that \( |C_G| = |\mathbb{Z}_2^{D(C_G)}| = 2^{D(C_G)} \). Similarly for \( S \) and \( K \): 
\[ |S| = 2^{D(S)} \] and \( |K| = 2^{D(K)} \). Thus
\[ D(S) = D(C_G) - D(K) \] (17)

**Corollary 1.**
\[ \Delta = (N - M) - (D(C_G) - D(K)) \] (18)

**Proposition 1.** \( D(C_G) = |E| - |V| + 1 \)

**Proof.** Recalling that \( C_G \) is isomorphic to the cycle space of \( G \), \( D(C_G) \) is equal to the circuit rank of \( G \), which satisfies:
\[ D(C_G) = |E| - |V| + \beta_0 \] (19)

\( \beta_0 \) is the zeroth Betti number, i.e., the number of connected components of the graph, in this case 1. \( \square \)

### 3 A Review of the Compact Encoding

The Low Weight encoding introduced in [DK20] can be understood through the concepts explained in the previous sections. This encoding uses the fermionic graph formalism introduced in section 2, where the graph is a square lattice, with each vertex corresponding to a fermionic mode. It defines qubit representations of the edge and vertex operators from eq. (4) such that any local interaction term has a Pauli weight no greater than 3 and does this with a qubit to mode ratio of \(< 1.5 \). A review of the encoding follows.

For each vertex \( j \) assign a vertex qubit indexed by \( j \). Label the faces of the lattice even and odd in a checkerboard pattern and for each odd face assign a face qubit as shown in fig. 1. Give an orientation to each edge on the lattice such that they circulate around even faces, clockwise or anticlockwise, alternating every row of faces, also illustrated in fig. 1.
Let $f(i,j)$ index the unique odd face adjacent to edge $(i,j)$. For every edge $(i,j)$, with $i$ pointing to $j$, define the following encoded edge operators:

\[
\tilde{e}_{ij} := \begin{cases} 
X_i Y_j X_{f(i,j)} & \text{if } (i,j) \text{ is oriented downwards} \\
-X_i Y_j X_{f(i,j)} & \text{if } (i,j) \text{ is oriented upwards} \\
X_i Y_j Y_{f(i,j)} & \text{if } (i,j) \text{ is horizontal}
\end{cases}
\] (20)

\[
\tilde{e}_{ji} := -\tilde{e}_{ij}.
\] (21)

For those edges on the boundary which are not adjacent to an odd face, we omit the third Pauli operator which is meant to be acting on the non-existent face qubit. For every vertex $j$ define the encoded vertex operators

\[
\tilde{v}_j := Z_j
\] (22)

This specifies all encoded vertex and edge operators. These operators satisfy the conditions in 7. This encoding is illustrated in fig. 1.

The cycle group $C_G$ of a planar graph is generated by the cycles around faces. However the cycles around odd faces are mapped to the identity under $\sigma$. Thus $K$ is minimally generated by the cycles around odd faces, and so

\[
D(K) = OF
\] (23)

where $OF$ denotes the number of odd faces on the lattice. Since the cycles on any planar graph are minimally generated by all face cycles, the stabilizer group is then generated by the even face cycles (see Theorem 3 in Section 5).

From eqs. (18) and (23) and the fact that $N - M = OF$ and $D(C_G) = EF + OF$, where $EF$ is the number of even faces, we have that

\[
\Delta = OF - EF
\] (24)

for the encoding on a square lattice.

---

2The difference in sign introduced between the vertical up and down arrows is merely to ensure that cycles around odd faces are equal to 1 and not $-1$. 

---

Figure 1: (Left) Edge orientation for the encoding on a $4 \times 5$ square lattice. (Right) Examples of encoded edge and vertex operators based on this layout.
Figure 2: Loops of edge operators around faces on the square lattice. Note that loops around even faces are non-trivial Pauli operators and loops around odd faces cancel out to identity. Phases have been omitted.

4 Particle Species on Fermionic Encodings

Different values of the disparity $\Delta$ cause an encoding to have different properties. In cases where $\Delta > 0$ one can define what we call distinct particle species. These find use in defining stabilizers to restrict excess space in these encodings and to detect errors. To illustrate this we will first demonstrate the effects of different disparities on the square lattice encoding and then present a result on particle species for general values of $\Delta$.

On a square lattice with a checkerboard pattern there are either equal numbers of even and odd faces or one more even/odd face so the disparity $\Delta$ may take the values -1, 0, 1. One may wonder what these different values imply, in particular the case where the encoding represents a larger space than the fermionic system it simulates.

In the $\Delta = -1$ case the codespace has dimension $2^{M-1}$, the even fermionic operators on $M$ modes provide a faithful representation of the set of linear operators on a space of this size so no other operators may be defined. The fact that only even fermionic operators are represented implies that this is a fixed fermion parity sector. The operator $\prod_j V_j$ is equal to identity up to stabilizers in this case, identifying the parity sector as even. The odd parity sector may also be simulated by flipping the sign of one vertex operator (or indeed any odd number).

In the $\Delta = 0$ case the codespace has dimension $2^M$. The even fermionic operators do not fully represent all linear operators over this space, the representation is only complete with the inclusion of odd (parity violating) fermionic operators. It suffices to define a representation of a single Majorana operator, since all other subsequent odd operators may be generated by applying edge
Consider the corners of the lattice associated with an odd face. Such a corner $j$ either has arrows pointing into it or pointing away from it. If the arrows point into the corner then define the encoded Majorana operator $\tilde{\gamma}_j := X_j$, otherwise define it to be $\tilde{\gamma}_j := Y_j$ (the encoded Majorana of the second kind, $\tilde{\gamma}_j$, is given, up to a phase, by multiplying by a vertex operator). These single Majorana operators may be moved around the lattice by multiplication with strings of edge operators as shown in fig. 3. From this it is clear that encoded single Majorana operators $\{\tilde{\gamma}_i, \tilde{\gamma}_i\}$ and $\{\tilde{h}_i, \tilde{h}_i\}$ are examples of what we refer to as distinct Particle species.
Definition 1 (Particle Species). Given a fermionic encoding, a set of Pauli operators $\mathcal{M} = \{M_i, \bar{M}_i\}$, indexed over vertices is called a Particle Species if it satisfies the algebraic relations of single Majorana operators with respect to the encoded fermionic operators, i.e.

$$\{M_i, M_j\} = 0, \quad \{\bar{V}_i, M_i\} = 0, \quad \{\bar{V}_i, M_j\} = 0 \quad j \neq i$$

$$\{\bar{E}_{ij}, M_i\} = 0, \quad [\bar{E}_{ij}, M_j] = 0 \quad k \neq j \quad k \neq i$$

$$M_i^2 = I, \quad \bar{E}_{ij} M_j = M_i, \quad \bar{V}_i M_i = i\bar{M}_i.$$  \hfill (26)

Definition 2 (Distinct Particle Species). Particle Species $\mathcal{M}$ and $\mathcal{M}'$ are said to be distinct if

$$\{M_i, M'_j\} = 0, \quad [M_i, M'_j] = 0, \quad j \neq i.$$  \hfill (27)

In the $\Delta = 1$ case the codespace is larger than the fermionic system with dimension $2^{M+1}$, we interpret this as simulating the full fermionic system and an extra logical qubit degree of freedom, i.e. $\mathcal{F} \otimes \mathbb{C}^2$. As with $\Delta = 0$, single particle operators may be “injected” at the odd corners but instead there are four choices, meaning that four distinct particle species may be simultaneously defined. One may always choose one of these species to be the encoded single Majorana operators of the fermionic system $\{\bar{\gamma}_i, \bar{\gamma}_i\}$. The other three Majorana species correspond to $h_i \otimes X, \ h_i \otimes Y, \ h_i \otimes Z$ where the Paulis act on the extra logical qubit degree of freedom. The Paulis may be assigned to species arbitrarily so long as they form an anticommuting set. These Pauli operators can be isolated by fusing pairs of these Majorana species on the same vertex such that the fermionic part cancels to identity. As shown in fig. 4, the Paulis have a non-local string like form across the lattice. Having isolated these non-local Pauli operators, one of them may be taken as a stabilizer such that only the fermionic space is encoded.

It may be desirable to restrict this excess Hilbert space via this stabilizer as it reduces the number of logical operators that act nontrivially on the fermionic space and therefore reduces the number of possible errors. In particular, restricting via one of these stabilizers on the $\Delta = 1$ square lattice means that single $X$ and $Y$ errors may only occur on two of the corners rather than 4.

Other encodings introduced in this paper have $\Delta > 1$. This greater disparity precipitates more particle species.

Theorem 2. For any fermionic encoding, the number $m$ of distinct Majorana species is bounded from above by

$$m \leq 2\Delta + 2,$$  \hfill (28)

Proof. The earlier arguments for the $\Delta = -1, 0$ cases on the square lattice apply generally and the number of particles in each case is consistent with eq. (28).

Consider the $\Delta \geq 1$ case, in which the encoding represents a Hilbert space of dimension $2^{M+\Delta}$ which may be taken to be a fermionic system of $M$ modes composed with $\Delta$ qubits, $\mathcal{F} \otimes (\mathbb{C}^2)^{\otimes \Delta}$. 
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Figure 4: Non-local $\tilde{X}$ and $\tilde{Y}$ operators formed by fusing different particle species. The pictured operators are formed by fusing particles from the right two corners and the bottom two corners respectively. The string operator may be deformed by applying stabilizers but will remain anchored at these corners, meaning they will always commute with single $X$ or $Y$ errors that may occur there.

Consider a set of $m$ different simultaneously defined species $\{\mathcal{M}_i^{(k)}\}^{m}_{k=1}$. Any one of these may be chosen to be the encoded single Majoranas, choose $\mathcal{M}^{(1)} = \{\hat{\gamma}_i, \tilde{\gamma}_i\}$. For any given vertex, consider the set of operators

$$\{P^i_k\}^{m}_{k=2} = \{i \mathcal{M}_i^{(1)} \mathcal{M}_i^{(k)} \prod_j \hat{V}_j \}^{m}_{k=2} = \{-i \hat{h}_i \mathcal{M}_i^{(k)}\}^{m}_{k=2}. \quad (29)$$

Note that for any two vertices $i$ and $j$, $P^i_k$ and $P^j_k$ are related by a loop of edge operators and are therefore in fact the same operator, accordingly the vertex index is now redundant and will be dropped.

By the relations in definitions 1 and 2, each operator $P_k$ commutes with every fermionic operator, including our chosen single Majoranas $\mathcal{M}^{(1)}$ and so each element only acts non-trivially on the excess $(\mathbb{C}^2)^{\otimes \Delta}$ space. All $P_k$ are Pauli operators as they are the product of Pauli operators (all single particle operators must be Paulis otherwise they could not be mapped to Majorana operators). Finally all $P_k$ are mutually anticommuting.

Combining the above properties we see that $\{P_k\}^{m}_{k=2}$ is a set of mutually anticommuting Paulis acting only on the $(\mathbb{C}^2)^{\otimes \Delta}$ with an element for each defined single particle species except $\mathcal{M}^{(1)}$. The maximum size of such a set is $2\Delta + 1$ by Lemma 4.5 from [SB19] and by Corollary 4.6 from the same paper, a set of this size exists so there can therefore be a maximum of $2\Delta + 1$ $P_k$ operators and the maximum number of single particle species is $2\Delta + 2$.

From the above proof we see that particle species not chosen to be encoded Majoranas constitute Pauli operators on the excess space which can be isolated...
by fusion of different species on the same vertex. Thus in the case where a maximal set of these particle species can be identified they may be used to define stabilizers which restrict the code space to one with $\Delta = 0$.

5 Generalizing the Compact Encoding

The essential form of the compact encoding is as follows. A graph is supplied, and every edge of the graph is assigned an orientation. A vertex qubit is associated with every vertex of the graph. The vertex operators are defined to be $Z$ operators on their associated vertex qubits, and the edge operators are tentatively defined to act with an $X$ operator on the vertex which the edge is pointing away from, and a $Y$ operator on the vertex which the edge is pointing towards. Finally, auxiliary qubits are introduced, and the edge operators are made to act additionally on these auxiliary qubits in order to resolve any instances where pairs of edge operators sharing a vertex do not yet commute. The essential feature which makes the compact encoding compact is that the vertex operators are weight 1, and the tentative edge operators are weight 2, with an increase in weight bounded by the number of remaining anti-commutation relations needing to be resolved. An important additional feature which appears in the particular implementation of this encoding procedure is that the auxiliary qubits may be used to resolve many anti-commutation relations, thus significantly reducing the number of auxiliary qubits required.

In the square lattice encoding, the auxiliary qubits are confined to faces adjacent to the edges, and edges are only permitted to act on those adjacent auxiliary qubits. However in principle there is no reason why this must be the case. Auxiliary qubits could be used to resolve anti-commutation relations between edges not sharing a face. Furthermore, in the square lattice encoding, each face is associated with at most one auxiliary qubit. This is also not essential. However, one valuable consequence of imposing these kinds of constraints is that it makes the design and analysis of the encoding simpler. This motivates introducing a particular subclass of the compact encoding which lends itself well to analysis, and to which the square and hexagonal cases belong. This subclass aims to preserve the geometric locality and extremely low Pauli weight of the edge and vertex operators.

**Definition 3 (Weight 3 Planar Encoding).** A fermionic encoding on a planar fermionic graph where:

- Every vertex has one vertex qubit assigned;
- Every auxiliary qubit is associated with a unique face;
- Every face is associated with at most one auxiliary qubit;
- Every vertex operator is a single Pauli $Z$ on the assigned vertex qubit;
• Every edge operator is composed of a Pauli $X$ or $Y$ on each incident vertex qubit and a Pauli $X$, $Y$ or $Z$ on at most one face qubit from an adjacent face.

The following theorem allows the disparity of codes that fit definition 3 to be easily determined by counting faces. We note here that for conceptual simplicity we exclude the “unbounded” face surrounding the graph when considering faces, but it may be included with minor modifications.

**Theorem 3.** Given a Weight 3 planar encoding, $K$ (as defined in eq. 16) is minimally generated by face cycles.

**Proof.** The full set of face cycles on a planar graph form an independent basis of the cycle space so any subset of these will also be independent. It suffices now to prove that any element of $K$ can be reduced to identity by application of face cycles in the kernel.

For a planar graph, every cycle has a unique decomposition into a product of face cycles. First we argue that for a cycle in $K$, at least one of the face cycles in its unique decomposition must be in $K$. Consider a cycle $c \in K$, for any vertex in the cycle, the edge operators in $\sigma(c)$ must cancel to identity on the corresponding vertex qubit. Let one of the edge operators act on this qubit with $X$, label this operator $\tilde{E}_1$. Since edge operators may not apply $Z$ to vertex qubits the only way to cancel this is with another edge operator that applies $X$, label this $\tilde{E}_2$. These edge operators must anticommute so they must share a face and each act on the qubit with different Paulis ($X$ and $Y$). The product $E_1E_2$ then applies a $Z$ to this face qubit which can only be cancelled by other edge operators around the associated face.

The $Z$ may be cancelled by a single edge operator acting with a $Z$ or two acting with $X$ and $Y$. Let $E_Z$ be an edge operator applying $Z$ to the face qubit. $E_Z$ must anticommute with $E_1$ and $E_2$ so it must share vertex qubits with both, forming a 3-edge loop (to commute with either of them it would also need to share vertex qubits but this would require it to anticommute anyway), furthermore it would need to act with the same Paulis as $E_1$ and $E_2$ on their respective shared vertex qubits. The product $i^4E_1E_2E_Z$ (with the appropriate orientation) must be identity, meaning the associated face cycle is in $K$ (see fig. 5).

For the other case, let $E_X$ and $E_Y$ be edge operators around the face that act with $X$ and $Y$ on the face qubit respectively. For similar reasons to above, $E_Y$ ($E_X$) must anticommute with $E_1$ ($E_2$) meaning they will share a vertex qubit, as well as that, $E_X$ and $E_Y$ must anticommute and share a vertex themselves with the edges forming a 4-edged loop. As above, the edges that share vertex qubits will act on them with the same Paulis and the product $i^4E_1E_2E_XE_Z$ (with appropriate orientation) will be identity and the associated face cycle is in $K$ (see fig. 5).

Consider a cycle $c \in K$, which admits a decomposition into a set of face cycles $F \subseteq K$

$$c = \prod_{f \in F} f. \quad (30)$$
We may construct a new cycle \( c' \) by removing all cycles in \( F \cap K \)

\[
c' = \left( \prod_{f \in F \cap K} f \right) c
\]  

(31)

However \( c' \) must be in \( K \), which is a contradiction since it includes no face cycles in \( K \).

The fact that face qubits may only be cancelled to identity in two ways yields the following corollary.

**Corollary 2.** The face cycles in \( K \) of a Weight 3 planar encoding may only be around 3 sided or 4 sided faces.

**Corollary 3.** The disparity of a Weight-3 Planar Encoding is given by:

\[
\Delta = F_K - EF,
\]  

(32)

\( F_K \) denoting the number of face cycles in \( K \), and \( EF \) denoting the faces without a qubit.

**Proof.** Recalling that \( \Delta = N - M - (D(C_G) - D(K)) \) we note that \( N - M \) is the number of faces with a qubit, and \( D(C_G) - D(K) = F - F_K \) where \( F \) is the number of faces. Thus \( D(C_G) - D(K) = EF + N - M - F_K \), and so \( \Delta = F_K - EF \).

\[\square\]

### 6 Examples of Weight-3 Planar Encodings

In this section we present weight 3 planar encodings for every possible uniform tiling of degree \( \leq 4 \), except for the square and hexagonal tilings which are presented in [DK20]. With each encoding we also give the qubit to mode ratio and how their disparity \( \Delta \) scales with lattice size and shape.
6.1 Diagram Notation

For each lattice structure we include a diagram showing the lattice connectivity and a unit cell of the encoding which shows the form of the edge operators. To simplify diagrams, we use the following shorthand for the unit cell diagrams.

An edge incidence on a vertex will either be an arrow or a blank line. As before, an arrow denotes that the corresponding edge operator will act on that qubit with a $Y$ and a blank line denotes an $X$.

\[
\begin{align*}
\text{\textbullet-\textbullet} & = \text{\textbullet-\textbullet} \\
\text{\textbullet-\textbullet} & = \text{\textbullet-\textbullet}
\end{align*}
\]

With these choices of Pauli acting on the vertex qubits, the vertex operators $V_j$ on these codes are represented by $Z$ on the corresponding qubit as before.

All the encodings in the following sections have odd faces (faces with a qubit assigned) of only two forms. We use the following shorthands to denote how their surrounding edge operators act on the face qubit

\[
\begin{align*}
\begin{array}{c}
\text{\textbullet-\textbullet} \\
\text{\textbullet-\textbullet}
\end{array} & = \begin{array}{c}
\text{\textbullet-\textbullet} \\
\text{\textbullet-\textbullet}
\end{array}, \\
\begin{array}{c}
\text{\textbullet-\textbullet} \\
\text{\textbullet-\textbullet}
\end{array} & = \begin{array}{c}
\text{\textbullet-\textbullet} \\
\text{\textbullet-\textbullet}
\end{array}
\end{align*}
\]

(33)

Edge incidences may be switched arbitrarily provided that incidences on the same vertex qubit commute and anticommute in the same manner. The Paulis acting on face qubits may also be changed provided that opposite edges act with the same Pauli in the square case and that all three are different in the triangular case.

6.2 The 4.8.8 Uniform Tiling

We begin with the 4.8.8 uniform tiling, illustrated in Figure 6. This tiling has the notable property that it may be readily used to represent a spinful fermionic system on a square lattice, as illustrated in Figure 7. Using the compact encoding on a 4.8.8 uniform tiling, a spinful fermi-hubbard model on a square lattice may be represented on a planar hardware interaction architecture, with weight-2 spin-spin interactions, and weight-4 hopping terms.

Loops around octagonal faces are non-trivial Paulis and generate the stabilizer, loops around square faces are identity. The qubit to mode ratio is $< 1.25$.

This tiling pattern has the same even/odd face pattern as the square lattice with octagons in place of the even square faces and so the disparity follows the same rules. That is, for a rectangular shaped lattice such as the one shown in fig. 6 the disparity is given by

\[\Delta = OF - EF\]  

(34)
6.3 The 6.4.3.4 Uniform Tiling

See fig. 8 for the lattice structure and the unit cell of the encoding. Loops around triangular and hexagonal faces are non-trivial Paulis and generate the stabilizer, loops around square faces are identity. The qubit to mode ratio is $< 1.5$.

**Proposition 2.** For a connected 6.4.3.4 lattice without holes and with all hexagonal faces fully surrounded by square and triangular faces (e.g. fig. 8), the disparity is

$$\Delta = -1.$$ 

**Proof.** Consider a 6.4.3.4 lattice with a single fully surrounded hexagonal face. Clearly the disparity is -1 in this case as there are seven even faces and six odd faces. Consider constructing a lattice by adding fully surrounded hexagonal faces. Each hexagonal face added will amount to adding one of the following combinations of faces:

Figure 6: The 4.8.8 Uniform Tiling and the unit cell of its encoding.

Figure 7: Layout of a spinful fermionic system on a square lattice, embedded in the 4.8.8 uniform tiling.

and may take values of -1, 0 or 1.
These combinations all have the same number of even and odd faces and will not change the disparity from -1.

The lattice can be made to simulate the full fermionic algebra by adding a single square face to the outer edge where single particle operators may be injected at its corners.

6.4 The 4.6.12 Uniform Tiling
See fig. 9 for the lattice structure and the unit cell of the encoding. Loops around hexagonal and dodecagonal faces are non-trivial Paulis and generate the stabilizer, loops around square faces are identity. The qubit to mode ratio is $< 1.25$.

This tiling has the same odd/even face pattern as the 6.4.3.4 tiling and so its disparity follows a similar rule in that a 4.6.12 lattice with no holes and fully surrounded dodecagonal faces will have disparity

$$\Delta = -1.$$ 

### 6.5 The Kagome Lattice (3.6.3.6 Uniform Tiling)

So far we have presented Weight-3 Planar encodings whose disparity does not grow with the bulk, this is because the unit cells have as many faces in $K$ as they do faces with no auxilliary qubits. However the Weight-3 planar encoding we have found for the Kagome lattice does not have this property.

![Figure 10: (Left) A Kagome lattice with two triangular corners. (Right) The unit cell of the encoding showing all possible edge operators and faces.](image)

Figure 10: (Left) A Kagome lattice with two triangular corners. (Right) The unit cell of the encoding showing all possible edge operators and faces.

See fig. 10 for the lattice structure and the unit cell of the encoding. Loops around hexagonal faces are non-trivial Paulis and generate the stabilizer, loops around triangular faces are identity. The qubit to mode ratio is $< 1.67$.

**Proposition 3.** The disparity of the encoding for a connected Kagome lattice of any shape without holes is given by

$$\Delta = HF + TC - 2 = \frac{1}{2}(TF + TC - 2) \quad (35)$$

where $HF$ is the number of hexagonal faces, $TF$ is the number of triangular faces and $TC$ is the number of triangular corners, that is, the number of vertices on the lattice boundary which belong only to a triangular face.

**Proof.** Consider a triangular face, the product of any two encoded edge operators around the face gives the third one up to some phase, therefore if an encoding on a lattice includes two edge operators around such a face (e.g. on the lattice boundary), then the third is included in the lattice automatically (illustrated below).
From this we can see that for a lattice of any shape, the triangular faces between hexagonal faces are automatically included in the encoding.

Now consider adding a Hexagonal face to the boundary of an existing lattice with no triangular corners. No matter where it is added, it will create two "slots" between itself and other hexagonal faces which induce a triangular face as shown above. All contexts in which a Hexagonal face can be added are shown below to illustrate this (the fifth is captured in the previous diagram), the extra vertices and edges forming the new hexagon are shown in blue and the third edge of the induced triangle face is shown in red.

Any Kagome lattice without triangular corners may be constructed this way, beginning with a single hexagonal face and adding further hexagons one at a time.

From Corollary 3 the disparity of this encoding is

$$\Delta = TF - HF$$

where $TF$ is the number of triangular faces and $HF$ is the number of hexagonal faces. A single hexagonal face has $\Delta = -1$. A hexagonal face added to it will change the delta by +1 as it will bring two triangular faces with it as shown earlier. From this it is clear that $\Delta = HF - 2$ for a lattice with no triangular corners.

A lattice with triangular corners may be constructed by simply adding triangular faces to the boundary of a lattice with no such corners. Each added triangular corner will increase $\Delta$ by 1 so the general formula is therefore $\Delta = HF + TC - 2$.

For the equivalent expression in terms of $TF$ rather than $HF$ consider the lattice with no triangular corners once more. When constructed as before it is clear that every Hexagonal face added also adds two triangular faces except for the first one so in this case:

$$TF = 2HF - 2.$$  \hfill (37)

If triangular corners are added to such a lattice then they will each necessarily add another triangular face so in general the relationship is

$$TF = 2HF + TC - 2.$$  \hfill (38)
Solving for $HF$ and substituting into the first expression in eq. (35) yields the second.

From the above we can see that the disparity of the encoding on a Kagome lattice actually grows with the lattice size and so, by theorem 2, does the number of distinct single particle species one can simultaneously define. As discussed in section 4 the appropriate fusions of these species can produce any Pauli operator on the extra $(\mathbb{C}^2)^{\Delta}$ space attached to the encoding. To reduce errors, this space can be restricted to a single state by finding a set of commuting Paulis to act as a stabilizer, all that remains is to find a maximal set of particle species and to work out how to produce a stabilizer from them.

As with the square lattice encoding, vertices on which edge operators act with only one type of Pauli operator can serve as injection points for distinct species. These are only found on triangular corners on the lattice boundary and some lattices may not even have these so there must be other ways to define single particle species.

These other injection points take a more involved form. Consider a triangular face, the three edge operators around a triangular face will act on their vertex qubits with Pauli, $X$ and each of them will act on the face qubit with a different Pauli (see (33)). This argument also applies to triangular faces where edge operators act with $Y$ on vertex qubits, simply substitute $X$ with $Y$ where appropriate. Label these edge operators $E_X$, $E_Y$ and $E_Z$ according to their face qubit support. Also label the vertex qubits $q_X$, $q_Y$ and $q_Z$ according to the edge operator opposite, so $q_X$ is opposite $E_X$ etc. Now define an operator which acts with an $X$ on $q_Z$ and with a $Z$ on the face qubit. This operator will anticommute with the vertex operator on $q_Z$, all edge operators incident on $q_Z$ and will commute with all other edge and vertex operators. By definition 1 this is a member of a single particle species. Consider a single operator defined similarly on $q_X$ ($X$ on $q_X$ and $X$ on the face qubit), it is also a single particle operator but it anticommutes with the particle on $q_Z$, by definition 2 this makes them members of the same species. This is confirmed by seeing that the two are related by the edge operator $E_Y$. See fig. 11 for illustration.

From this we see that, as well as triangular corners, distinct single particle species may be associated with any triangular face and injected at any of its vertices (including triangular faces that form triangular corners). Particles injected at different triangular faces and corners satisfy definition 2 as distinct species so we may have a set of simultaneously defined distinct species for every triangular face and triangular corner. Substituting the second expression in eq. (35) into eq. (28) reveals that this set is maximal and so the species may be used to define any operator on the excess Hilbert space. See fig. 12 for examples of single particle operators on a Kagome lattice encoding.

With a maximal set of single particle species we can now define stabilizers to restrict the excess Hilbert space of the encoding. To do this, simply group $2\Delta$ of the particle species into $\Delta$ disjoint pairs and fuse a each pair on any vertex to get $\Delta$ commuting Pauli operators. It is preferable to pair up particles with injection sites that are close to each other, that way their fusion will have a low
Figure 11: (a) Labelling of edge operators and qubits around a triangular face on the Kagome Lattice encoding. (b) Single particle operators on the circled vertices. These are all of the same species and may be transformed into each other by edge operators. On an equivalent face where the edge operators act on vertices with $Y$, the particle operators also act on vertices with $Y$.

Figure 12: Single particle operators on a Kagome lattice at the circled vertices. **Bold black:** A single particle operator at a triangular corner. **Orange:** A single particle operator transported from a triangular corner by edge operators. **Green:** A single particle operator defined at a triangular face as in fig. 11. **Blue:** A single particle operator transported from a triangular face via edge operators. Pauli weight, see fig. 13 for illustration. As only $2\Delta$ species are involved in the pairings there are 2 left, these are then chosen to represent the single Majorana operators and the hole operators on the remaining encoded fermionic space.

### 6.6 The 3.12.12 Uniform Tiling

See fig. 14 for the lattice structure and the unit cell of the encoding. Loops around dodecagonal faces are non-trivial Paulis and generate the stabilizer, loops around triangular faces are identity. The qubit to mode ratio is $< 1.34$.

This tiling has the same even/odd face pattern as the Kagome lattice, with dodecagons instead of hexagons, accordingly the disparity of this encoding is

$$\Delta = DF + TC - 2$$  \hspace{1cm} (39)$$

where $DF$ is the number of dodecagonal faces and $TC$ is the number of triangular corners. The argument in the proof for proposition 3 is easily modified for this case.
7 A Cubic Encoding

We now introduce a specific 3d fermionic encoding on a cubic lattice. This encoding is a generalization of the 2d square encoding reviewed in Section 3 in the following sense. We wish to define an orientation for each edge in the lattice as in the 2d case, with the condition that any 2d slice of the lattice has an edge orientation identical to a 2d encoding. There are a number of ways to do this.

Consider the \((0,0,0)\) corner of the cubic lattice. This corner has three edges extending away from it in the \(\hat{x}\), \(\hat{y}\) and \(\hat{z}\) direction. Specifying the orientation of those three edges completely specifies the orientation of all other edges, given the condition that any 2d slice looks identical to the edge orientation of a 2d encoding. Since we do not care about the case where all orientations are inverted, there are four different ways to orientate these three edges. In one case, all arrows point away from the corner, and in the three other cases, two arrows point away from the corner, and a third arrow points into the corner. This is illustrated in fig. 15. Thus there are four possible ways to give an orientation to the edges of the lattice.

In the case of the 2d encoding, the orientations of the edges are in accordance
Figure 15: Four possible orientations to the edges of the cubic lattice. Odd faces are coloured blue and have a circle in the center to denote the extra qubit. The rightmost cell is odd and the remaining three are even.

Figure 16: The unit cell of the encoding which includes two odd cells (front top right, back bottom left) and six even cells in different orientations.

with a checkerboard labelling of the faces, so that an even face has oriented edges circulating around it, and an odd face has all edges around it touching head to head or tail to tail. A similar checkerboard labelling is induced by ones choice of edge orientation for the corner \((0,0,0)\), with all three faces surrounding that corner being odd in the case where all edges point away from the corner, and with only one face being odd in the other three choices of edge orientation.

Regardless of ones choice of orientation, a given cubic cell in the lattice will either have all six faces odd, which we call an odd cell, or exactly two opposite faces odd, which we will call an even cell (see fig. 15). There are no other possibilities. This is most easily seen by checking the four possible edge orientations of the \((0,0,0)\) corner in the case of a \(2 \times 2 \times 2\) cubic lattice. The cells will be oriented in the cubic lattice such that every odd cell shares its faces only with even cells, and every even cell shares its odd faces only with odd cells, as illustrated in fig. 16. Thus every odd face can either be associated with a unique odd cell, or else it is a face on the boundary of the cubic lattice. We call those odd faces on the boundary of the cubic lattice that are not also faces of an odd cell isolated odd faces.

Having specified an orientation of the lattice, and an even/odd labelling of all of the faces and cells, we may now describe the encoding. In fact the encoding is almost exactly the same as in the 2d case. We associate a qubit with every
Figure 17: Edge operators of the cubic encoding along edges aligned in the $x$, $y$ and $z$ directions (shown from left to right). If an edge is part of an isolated odd face then it will only act on one face qubit, if it is only part of two even faces then it will only act on vertex qubits.

vertex of the lattice, and a qubit with every odd face of the lattice. The vertex operator at vertex $i$ is given by $\tilde{V}_i = Z_i$, and the edge operator for edge $(i, j)$, with $i$ pointing to $j$ is given by $E_{ij} := X_i Y_j P(i, j)$ ($E_{ji} := -E_{ij}$) where $P(i, j)$ is the same Pauli operator $P$ on every face qubit adjacent to $(i, j)$, where if the edge $(i, j)$ is aligned to the $\hat{x}$ ($\hat{y}$, $\hat{z}$) direction, then $P = X$ ($Y$, $Z$) respectively. This ensures that any two edges, going in orthogonal directions, which share an adjacent odd face, will act on that face qubit with different Pauli operators.

Finally, for every isolated odd face, we must choose a single adjacent edge $(i, j)$, with $i$ pointing to $j$, and modify the definition of the operator for that edge to be $\tilde{E}_{ij} := -X_i Y_j P(i, j)$. This ensures that the product of the edges around that face is equal to 1 and not $-1$. fig. 17 illustrates the operators of this encoding.

The maximum weight of the edge operators in this encoding is 4. In the bulk the number of qubits per mode is 2.5.

The disparity of the encoding, $\Delta$, is more complicated to compute than for the planar cases. In particular, $D(K)$ is not simply equal to the number of odd faces, as in the square lattice encoding.

**Lemma 1.**

\[
D(K) = \text{IOF} + 2\text{OC}. \tag{40}
\]

Where IOF denotes the number of isolated odd faces, and OC denote the number of odd cells.

**Proof.** Since $K$ is an abelian finitely generated group, its rank $D(K)$ is the size of a maximal independent subset of elements.

Note that for cycles $a$ around isolated odd faces $\sigma(a) = 1$, and so $a \in K$. Furthermore, for a cycle $a$ around an odd face that is bounding an odd cell, the cycle $b$ on the opposite face of that cell satisfies $\sigma(a) = \sigma(b)$ (see Figure 18), and so the cycle $ab$ around that pair of faces is in $K$.

Consider a subset $g \subseteq K$ consisting of the cycles around:

- each isolated odd face.
- one pair of opposite faces for every odd cell.
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We claim that $K = \langle g \rangle$, and that no element of $g$ can be generated by any other elements of $g$. Thus $D(K) = |g| = IOF + 2OC$.

First we argue that every element of $g$ is independent. This can be seen straightforwardly by noting that every odd face only shares edges with odd faces bounding a common odd cell. Thus all the isolated odd faces are independent. Furthermore each cycle $ab$ around a pair of opposite odd faces in $g$ only shares edges with the other pair of opposite odd faces $cd \in g$, and $ab \neq cd$. Thus all elements are independent.

Secondly we argue that $K$ is generated by $g$, via proof by contradiction. Assume there exists an element $a \in K$ that is not in $\langle g \rangle$. We first note that there exists a set of odd face cycles $F$ such that

$$a = \prod_{b \in F} b$$  \hspace{1cm} (41)

This can be seen by noting that if a cycle $a$ is in $K$ then for every edge $e_1$ in $a$ pointing into (away from) a vertex $v$ there exists another edge $e_2$ in $a$ which also points into (away from resp.) vertex $v$. Furthermore by inspection $e_1$ and $e_2$ must bound a unique common odd cell. Thus $a$ may be decomposed into a product of cycles, where each of these cycles are confined to the edges bounding a unique odd cell. Such cycles may be generated by the odd face cycles bounding the odd cell.

For any odd cell $c$, we may define $F_c = \{ b \in F \text{ and } b \text{ bounds } c \}$, and the
corresponding product

\[ a_c := \prod_{b \in F_c} b. \]

W.l.o.g. we may assume to have chosen an \( a \) s.t. no \( b \in F \) is an isolated odd face. Thus \( a = \prod_c a_c \). We note that any two odd face cycles \( b \) and \( b' \) that bound different odd cells have representations \( \sigma(b) \) and \( \sigma(b') \) that act on disjoint qubits. It must follow that \( a_c \in K \). It can be seen by enumerating cases that all possible forms of \( a_c \), ie all possible combinations of products of face cycles bounding a given odd cell whose product yields an element of \( K \), may be generated by elements in \( g \). Thus \( a \in \langle g \rangle \), which is a contradiction.

Given this expression for \( D(K) \), the disparity \( \Delta \) may now be determined from counting arguments.

**Theorem 4.** Let an odd corner vertex of a cubic lattice be a corner vertex of the lattice whose associated corner cell is odd. Given a cubic lattice encoding as defined above, the disparity is given by

\[ \Delta = \frac{OCV}{2} - 1 \in \{-1, 0, 1, 3\} \]

Where \( OCV \) denotes the number of odd corner vertices.

**Proof.** Let \( V \) denote the number of vertices, \( E \) the number of edges, \( F \) the number of faces, \( C \) the number of cells, \( OF/EF \) the number of odd/even faces, \( OC/EC \) the number of odd/even cells, \( IOF \) the number of isolated odd faces, \( N \) the number of qubits, and \( M \) the number of fermionic modes.

Note that for this encoding

\[ N - M = OF. \tag{42} \]

Note also that

\[ IOF = OF - 6OC. \tag{43} \]

Note also that the Euler characteristic of a cubic lattice is given by

\[ V - E + F - C = 1. \tag{44} \]

This can be seen most easily by counting the edges vertices faces and cells of a cubic lattice with a single cell, and noting that the Euler characteristic is an invariant of the lattice size, since it is a topological invariant. Thus, using Equation 19 we retrieve

\[ D(C_G) = F - C \tag{45} \]

Substituting these expressions, and eq. (40), into eq. (18) gives

\[ \Delta = OF - EF - 3OC + EC \tag{46} \]
We need only count odd/even faces and cells. For a given vertex in the lattice, we define:

$$\Delta_v = OF_v/4 - EF_v/4 - 3OC_v/8 + EC_v/8$$  \hspace{1cm} (47)$$

where $OF_v, EF_v, OC_v, EC_v$ are the number of odd faces, even faces, odd cells and even cells, respectively, containing the vertex $v$. $\Delta_v$ counts the number of odd/even faces and cells per vertex, with the factors of $1/4$ or $1/8$ corresponding to the number of other vertices sharing respectively a face or a cell. Thus

$$\Delta = \sum_v \Delta_v$$  \hspace{1cm} (48)$$

We now proceed by computing $\Delta_v$ for vertices in the bulk ($\deg(v) = 6$), on the face ($\deg(v) = 5$), on an edge ($\deg(v) = 4$), and on a corner ($\deg(v) = 3$) of the cubic lattice, by inspection of the vertex neighbourhoods illustrated in fig. 19.

For a vertex $v$ in the bulk of the lattice

$$\Delta_v = 6/4 - 6/4 - 3 \times 2/8 + 6/8 = 0.$$  \hspace{1cm} (49)$$

For a vertex $v$ on the face of the lattice

$$\Delta_v = 4/4 - 4/4 - 3 \times 1/8 + 3/8 = 0.$$  \hspace{1cm} (50)$$

For a vertex $v$ on the edge of the lattice, either

$$\Delta_v = 2/4 - 3/4 - 3 \times 0/8 + 2/8 = 0,$$  \hspace{1cm} (51)$$

or

$$\Delta_v = 3/4 - 2/4 - 3 \times 1/8 + 1/8 = 0.$$  \hspace{1cm} (52)$$

Finally, for a vertex $v$ on the corner of the lattice, either

$$\Delta_v = 3/4 - 0/4 - 3 \times 1/8 + 0/8 = 3/8$$  \hspace{1cm} (53)$$

if $v$ is adjacent to an odd cell (an odd corner vertex), or

$$\Delta_v = 1/4 - 2/4 - 3 \times 0/8 + 1/8 = -1/8$$  \hspace{1cm} (54)$$

if $v$ is adjacent to an even cell (an even corner vertex). Thus, since there are 8 corner vertices, which are either even corner vertices or odd corner vertices

$$\Delta = \frac{3}{8} OCV - \frac{1}{8} (8 - OCV) = \frac{1}{2} OCV - 1.$$  \hspace{1cm} (55)$$

All that remains is to show that $\Delta \in \{-1, 0, 1, 3\}$.

First note that an odd cell only shares faces with even cells, an even cell only shares odd faces with odd cells, and the face opposite an odd face on an even cell is also an odd face. Therefore, if we consider the three columns of cells extending away from a given odd cell in the three cardinal directions, each column will consist of alternating even and odd cells. Thus, given an odd corner
cell, a corner opposite to it in one of the three cardinal directions will be odd if
the side length of the lattice in that direction is even, and even if the side length
is odd.

Second note that any cell sharing an even face with an even cell must also
be an even cell. Furthermore, the face opposite an even face on an even cell is
also an even face. Therefore, if we consider the three columns of cells extending
away from a given even cell in the three cardinal directions, only the cells in
one of those columns contain odd cells, and the other two columns must only
contain even cells. Thus, for a given even corner cell, of the three corner cells
opposite this corner cell along the cardinal directions, at least two of them must
be even corner cells, and the other is odd if and only if the side length of the
lattice in that direction is odd.

If a lattice has no odd corners, then the disparity is $\Delta = -1$. If on the
other hand a lattice has at least one odd corner vertex, then the observations
above completely fix the even or oddness of the remaining corner vertices based
solely on the even/oddness of the side lengths of the lattice. This is illustrated
in fig. 20. In these cases the number of corner vertices is 8, 4 or 2, which yields
disparities of 3, 1 and 0.

One notable feature of this construction is that for a lattice with infinite
extent in any direction, there are no corner vertices, and so the disparity is 0,
corresponding to an encoding representing the full fermionic Hilbert space. The
2d square encoding is formally a subcase of the cubic encoding outlined here,
Figure 20: The possible configurations of even and odd corners on the cubic encoding, assuming there is at least one odd corner. The letters denote whether a lattice edge has an even or odd number of vertices.

and so this also applies to the 2d square encoding.

Since every edge is adjacent to at most 2 odd faces, the maximum Pauli weight of an edge operator is 4. In the bulk the number of odd faces per qubit is $6/4 = 1.5$, so the mode to qubit ratio is less than 1.5.

7.1 Majorana Species for $\Delta = 1$ and $\Delta = 3$

If all of the edge operators in a given fermionic encoding act with the same Pauli operator on a vertex qubit, then there exists a weight-1 Pauli operator acting on that vertex qubit which anti-commutes with all fermionic edge and vertex operators on that site. This Pauli operator is a logical Majorana operator. In the square lattice encoding, as well as the cubic encoding, this occurs at odd corner vertices. Majoranas may be “injected” into the lattice by applying a Majorana operator at a corner vertex, followed by a string of edge operators, translating the Majorana to the desired location.

In the case where the disparity $\Delta = -1$ there are no odd corner vertices where a Majorana may be injected. This corresponds to the fact that only the even fermionic Hilbert space is encoded in this case. When $\Delta = 0$, there are two odd corner vertices where a Majorana may be injected. If one takes by convention one odd corner vertex to correspond to the injection of a Majorana, then the other odd corner vertex corresponds to the injection of a Majorana hole, which anti-commutes with the Majorana particle. In this sense both corners correspond to the injection of the same species of Majorana, since they are equivalent up to stabilizers and the action of logical even fermionic operators.

If the disparity $\Delta = 1$, then the lattice has four odd corner vertices, and the additional qubit degree of freedom manifests as four species of mutually anti-commuting Majorana particles, each species distinguished by which of the four odd corner vertices the particle was originally "injected" into the lattice. These particles correspond to logical operations acting jointly on both the encoded fermionic Hilbert space, and the additional qubit degree of freedom. Specifically, one particle can be taken to be the canonical Majorana operator $\gamma$, and the other
three particles then correspond to operators acting jointly on the logical qubit degree of freedom and the fermionic Hilbert space as a tensor product of a Pauli operator and a Majorana hole operator:

\[ h \otimes Z, h \otimes X, h \otimes Y \]

Importantly, the mutual anti-commutation relations are preserved in this logical representation. This feature appears in both the 2d square lattice encoding, as well as the cubic encoding, when \( \Delta = 1 \).

Unlike the square lattice encoding, the cubic lattice encoding may also have a disparity of \( \Delta = 3 \), corresponding to 8 odd corner vertices, and 3 additional qubit degrees of freedom. In this case, there are 8 species of mutually anti-commuting Majorana particles which may be injected at the different corners. It is no coincidence that the size of the largest set of mutually anti-commuting Pauli operators on 3 qubits is 7, and so the 8 Majorana particles may be chosen to correspond to the following 8 mutually anti-commuting operators on the joint fermionic-qubit logical space:

\[
\begin{align*}
\gamma \otimes III, & \ h \otimes ZXI, \ h \otimes ZYI, \ h \otimes XIZ, \\
& \ h \otimes YIZ, \ h \otimes IZX, \ h \otimes IZY, \ h \otimes ZZZ
\end{align*}
\]

Note that all logical Pauli operators acting exclusively on the three qubit space can be generated by even products of the 7 operators associated with holes, for example:

\[
I \otimes X \| = (h \otimes XIZ) (h \otimes ZXI) (h \otimes ZYI) (h \otimes ZZZ).
\]

Thus all logical Paulis correspond to pairings of different species of Majorana particles.

8 Discussion

We have illustrated how the compact encoding may be applied to many other lattices, including all uniform tilings of degree less than 4, and the cubic lattice. Most importantly we have illustrated how to analyse the code spaces of these encodings. Our hope is that these examples may be useful to others in tailoring the compact encoding to their own specific needs.

It would be valuable to have a general procedure for constructing these encodings. In particular a general procedure for choosing the orientations of the edges of the graphs, and assignment of auxiliary qubits, so that the weights of the edge operators are minimal and act locally. The constructions we present here were not too difficult to find, but ultimately emerged from a process of trial and error. We expect the problem can be straightforwardly framed as a combinatoric optimization problem, however this suggests that a generic set of instructions for optimal constructions is unlikely, especially given that ultimately
the optimization problem will be dependent on the particular notion of locality furnished by the quantum computing device.

As in [DK20], the encodings presented here have a low code distance with a single $Z$ physical error on any vertex qubit inducing an undetectable logical error. In [Bau+20] the error mitigating properties of the compact encoding on the square lattice were discussed. We expect that many of these properties also apply to the encodings presented here.

In [DK20] it was shown how the compact encoding may be thought of as a method for condensing the particle excitations of the toric code into the low energy subspace. In this case removing the vertex qubits from the stabilizer generators reveals toric code stabilizers on the auxiliary qubits. We would like to understand better how this feature translates to the 3d cubic encoding. The structure of the encoding bears some resemblance to a 3d generalization of the toric code presented in [Cha05; BLT11], which has qubits living on the faces of cubes, and employs weight 6 stabilizers on each cube. The cubic encoding also has its auxiliary qubits living on the faces of cubes, however these are more sparsely arranged, and the simplest stabilizers around faces, when considering only auxiliary qubits, have weights 4 and 8 (see Figure 18). We have as yet been unable to identify a code in the literature which has stabilizers obviously resembling these [Den+02; LW03; Haa11; WB20]. This motivates further study of the structure and properties of this underlying code.
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A Properties of the cycle group $C_G$

The cycle group $C_G$ is defined by Equation 9. Here we prove some properties of this group. We say a cycle $c \in C_G$ contains an edge if its expression as a product of edges contains that edge. We say a cycle $c$ contains a vertex if it contains an edge incident on that vertex.

**Proposition 4.** $C_G$ is in the centralizer of $M_G$.

*Proof.* Consider an element $c \in C_G$. For every vertex contained in $c$, $c$ contains an even number of edges incident on that vertex. $M_G$ is generated by edge and vertex operators. First we note that $c$ commutes with all vertex operators since it contains an even number of edge operators incident on that vertex. Next we note that $c$ commutes with all edge operators, since for every edge operator $e$, $c$ contains an even number of edge operators not equal to $e$ and incident on common vertices with $e$ (this is true even if $c$ contains $e$). Thus $C_G$ commutes with $M_G$. 

**Corollary 4.** $C_G$ is an abelian normal subgroup of $M_G$.

**Definition 4 (Eulerian Graph).** A graph is eulerian if each of its vertices has an even number of incident edges.

**Definition 5 (Simple Cycle).** A connected eulerian subgraph in which all vertices have degree two.

**Definition 6 (Cycle Space $\Gamma$ of $G$).** Given a graph $G = (E, V)$, let $\mathcal{E} = P(E)$ be the power set of edges in the graph, also known as the edge space. The edge space forms an abelian group, with the product operation being the disjunctive union $ab = a \cup b - a \cap b$. The cycle space $\Gamma$ is the set of edge spaces of eulerian subgraphs of $G$, and it is a subgroup under this group operation. Every element of the cycle space can be expressed as the product of simple cycles, thus there exists a basis – called a cycle basis – consisting of independent simple cycles which generates $\Gamma$.

**Proposition 5.** $C_G$ is isomorphic to the cycle space $\Gamma$ of $G$.

*Proof.* Every simple cycle $a \in \Gamma$ is a set of undirected edges which may be given an ordering and directedness such that one may traverse the cycle, passing over each vertex in $a$ exactly once. The choice of ordering is unique up to the choice of starting point and the direction of travel. For every simple cycle $a \in \Gamma$ define the function $f : \Gamma \to C_G$ in accordance with an arbitrary choice of starting point and direction of travel

$$f(a) = i^{[a]} \prod_{e_{i,i+1} \in a} e_{i,i+1}.$$  \hfill (58)

We may note that $f(a)$ is invariant under any choice of starting point and direction of travel by noting that a simple cycle never goes over the same vertex twice and so

$$e_{1,2}e_{2,3}...e_{[a],1} = e_{2,3}...e_{[a],1}e_{1,2}$$ \hfill (59)
and furthermore inverting direction of travel yields

\[
e_{1,|a|}...e_{3,2}e_{2,1} = (-1)^{|a|}e_{|a|,1}...e_{2,3}e_{1,2} \tag{60}
\]

\[
= (-1)^{|a|}e_{1,2}(e_{|a|,1}...e_{2,3}) \tag{61}
\]

\[
= (-1)^{|a|}e_{1,2}e_{2,3}(-1)^{|a|}(e_{|a|,1}...e_{3,4}) \tag{62}
\]

\[
= (-1)^{|a|}e_{1,2}e_{2,3}...e_{|a|-1,|a|}(-1)^{|a|}e_{|a|,1} \tag{63}
\]

\[
= e_{1,2}e_{2,3}...e_{|a|,1} \tag{64}
\]

Thus one may uniquely retrieve \(a\) from \(f(a)\), and so \(f\) is invertible on the simple cycles. Choose a cycle basis \(B\) of \(\Gamma\). Define \(f\) on all of \(\Gamma\) as the product of its action on \(B\), ie if \(c = \prod b_i, b_i \in B\), then \(f(c) = \prod f(b_i)\). We can see by construction that \(f\) is a homomorphism. Furthermore, since \(f\) is invertible on all simple cycles, it is invertible on the cycle basis, and is thus an isomorphism. □

**Proposition 6.** \(M_E\) is isomorphic to \(M_G/C_G\)

**Proof.** It is not difficult to identify the isomorphism. For all vertices \(i\) in \(G\) define the invertible transformation

\[
f : v_iC_G \rightarrow V_i \tag{65}
\]

for every edge \(\{v_i, v_j\}\) in \(G\) define the invertible transformation

\[
f : e_{ij}C_G \rightarrow E_{ij}, \ e_{ji}C_G \rightarrow E_{ji} \tag{66}
\]

Since \(G\) is connected, all other edge operators \(E_{ij}\) for \(\{v_i, v_j\}\) not in \(G\) may be constructed by composition of defined edge operators, using the recursion relation

\[
E_{ij}E_{jk} = -iE_{ik} \tag{67}
\]

By this construction Relation 6 is satisfied for cyclic paths not in \(G\), and it is also satisfied for paths in \(G\) since

\[
f^{-1}\left(i^{\mid L\mid} \prod_{x=1}^{\mid L\mid-1} E_{ix,i_{x+1}}\right) = i^{\mid L\mid} \prod_{x=1}^{\mid L\mid-1} f^{-1}(E_{ix,i_{x+1}}) \tag{68}
\]

\[
= i^{\mid L\mid} \prod_{x=1}^{\mid L\mid-1} e_{ix,i_{x+1}}C_G \tag{69}
\]

\[
= \mathbb{C}_G \tag{70}
\]

Thus

\[
\boxed{
\begin{align*}
&
\end{align*}
}\]