SOLVABLE LIE ALGEBRAS AND GRAPHS
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Abstract. We define a solvable extension of the graph 2-step nilpotent Lie algebras of [5] by adding elements corresponding to the 3-cliques of the graph. We study some of their basic properties and we prove that two such Lie algebras are isomorphic if and only if their graphs are isomorphic. We also briefly discuss some metric properties, providing examples of homogeneous spaces with nonpositive curvature operator and solvsolitons.

1. Introduction

Attaching algebraic objects to combinatorial structures is a well-known tool to study properties both on the combinatorial, and on the algebraic side. Often it also has applications in geometry. One such example is [5], where Dani and Mainkar defined a 2-step nilpotent Lie algebra associated to any simple graph. Later, Mainkar [12] showed that such algebras are isomorphic if and only if the corresponding graphs are isomorphic. The construction has been used to study various geometric properties of the Lie algebras of graph type and, in particular, the existence of symplectic structures [13], possible nilsolitons and Einstein solvmanifolds defined by solvable extensions [10]. Often additional structures on graphs lead to similar constructions - in [15] a 3-step nilpotent metric Lie algebra has been associated to Schreier graph. Recently [13], the uniform nilpotent Lie algebras, which have extensions as Einstein solvmanifolds, have been encoded via a class of regular edge-colored graphs called uniformly colored graphs.

In this paper we initiate a study of solvable Lie algebras associated to another structure on a graph - the set of its 3-cliques (or 3-cycles). The definitions and constructions extend easily to $k$-cliques for any $k \geq 3$ and thus are related to one of the well-known NP-complete problems - the description of $k$-cliques in a graph. For a better clarity however, we focus on the case $k = 3$. This case also provides most of the examples relevant to the metric properties of the corresponding Lie group studied in Section 4.

The solvable Lie algebras constructed in the present paper are extensions of the nilpotent graph Lie algebras of [5] obtained by adding also elements corresponding to the 3-cliques with diagonal adjoint endomorphisms. In Section 2 we collect some of the basic properties of these algebras and, in particular, we characterize the center and the nilradical. Our main result (Section 3) is that two such algebras are isomorphic if and only if their defining graphs are isomorphic. The proof uses properties of maximal tori of the automorphism group, but its construction is slightly different from the one in the nilpotent case [12]. One of the main difficulties here is that the toral group generated by the automorphisms acting diagonally on the standard basis is no longer maximal and thus requires a more detailed analysis. In the last section, we describe some metric properties for solvable 3-clique graph algebras for which every vertex is adjacent to a 3-clique. They provide examples of homogeneous spaces of nonpositive curvature operator. The commutator of such algebras is the nilpotent algebra from [5] of the graph. Using this fact we also show that they define solvsolitons if and only if
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their commutator defines a nilsoliton, and that the natural basis we choose is stably Ricci diagonal. Finally we mention that the simply connected Lie groups of such algebras, endowed with left-invariant metrics, are isometric if and only if the corresponding graphs are.

2. Cliques and solvable Lie algebras

In this section we define a Lie algebra associated to a graph, which extends the definitions in [5] [12]. Recall that for a Lie algebra $g$ we have two descending series of subalgebras: $g^k = [g, g^{k-1}]$ and $g^{(k)} = [g^{(k-1)}, g^{(k-1)}]$, where $g^1 = g^{(1)} = g' = [g, g]$. The Lie algebra $g$ is called $n$-step nilpotent if $g^n = 0$ but $g^{n-1} \neq 0$, and $g$ is called $n$-step solvable if $g^{(n)} = 0$, $g^{(n-1)} \neq 0$.

Let $k$ be an arbitrary field. For a simple finite graph $G$ with a set of vertices $V(G)$ numbered by 1, 2, \ldots, $n$ and edges $E(G)$ denoted by $(ij)$, we assign a vector $e_i$ to each of vertex and we define the spaces

$$V = \text{span}_k \{e_i | i \in V(G)\} \quad \text{and} \quad W = \text{span}_k \{e_i \wedge e_j | (ij) \in E(G)\} \subset \Lambda^2(V).$$

Let $C(G)$ be the set of 3-cliques $(ijk)$, $i < j < k$, of the graph $G$ and consider the space $U$ defined by

$$U = \text{span}_k \{e_{ijk} = e_i \odot e_j \odot e_k \in S^3(V) | i < j < k, (ijk) \in C(G)\}.$$

To simplify the notations in rest of the paper, we omit the explicit dependence on the field $k$, unless we need to consider spaces and algebras with respect to different fields.

**Definition 2.1.** Define nontrivial brackets between elements of the set $\{e_i | i \in V(G)\} \cup \{e_i \wedge e_j | (ij) \in E(G)\} \cup \{e_{ijk} | (ijk) \in C(G)\}$ as follows:

$$[e_i, e_j] = e_i \wedge e_j, \quad \text{if} \ (ij) \in E(G),$$

$$[e_a, e_{ijk}] = e_a, \quad \text{if} \ a \in \{i, j, k\},$$

$$[e_a \wedge e_b, e_{ijk}] = 2(e_a \wedge e_b), \quad \text{if} \ \{a, b\} \subset \{i, j, k\},$$

$$[e_a \wedge e_b, e_{ijk}] = e_a \wedge e_b, \quad \text{if} \ \text{exactly one of} \ a \ \text{and} \ b \ \text{is in} \ \{i, j, k\},$$

and extend it to a Lie bracket on $g = V \oplus W \oplus U$ by linearity.

**Remark 2.2.** Note that the space $V \oplus W$ is closed under this bracket and corresponds to the 2-step nilpotent Lie algebra defined in [5] [12] where only the vertices and edges are considered. The space $U$ is a subspace of $\text{span}_k \{e_{ijk} \in S^3(V) | i < j < k\}$, which is invariant under the action of the symmetric group $S_n$ of all permutations, but is not an irreducible representation when its dimension is greater than 1.

With the above definition we can prove the following theorem.

**Theorem 2.3.** The vector space $g$ with the bracket $[\cdot, \cdot]$ from Definition 2.1 is a Lie algebra.

**Proof.** We need only to check that the Jacobi identity holds for elements from the basis $\{e_i, e_j \wedge e_{ijk} | (ijk) \in C(G)\} \cup \{e_i | i \in V(G)\} \cup \{e_i \wedge e_j | (ij) \in E(G)\}$. Since $V \oplus W$ is a Lie algebra and brackets between elements in $U$ are always 0, it is sufficient to check the Jacobi identity when one or two of the elements correspond to 3-cliques.

**Case 1.** One 3-clique $e_{klm}$ and two elements from $V \oplus W$. Note that if the elements from $V \oplus W$ correspond to a vertex and an edge, or two edges, all terms vanish. Thus we only need to consider the Jacobi identity for two vertices $e_i, e_j$ and the 3-clique $e_{klm}$ and we can have nonzero terms only if $(ij)$ is an edge and $(i, j) \cap \{k, l, m\} \neq \emptyset$. There are two possible sub-cases:

1.1 If $(i, j) \subset \{k, l, m\}$, say $k = i$ and $l = j$, and we have

$$[e_i, [e_j, e_{ijm}]] + [e_j, [e_{ijm}, e_i]] + [e_{ijm}, [e_i, e_j]] = [e_i, e_j] + [e_j, -e_i] + [e_{ijm}, e_i \wedge e_j]$$

$$= e_i \wedge e_j + e_i \wedge e_j - 2(e_i \wedge e_j) = 0.$$
1.2 If \( \{i, j\} \cap \{k, l, m\} \) consists of one element, say \( k = i \), but \( j \neq l, m \). Then

\[
[e_i, [e_j, e_{klm}]] + [e_j, [e_{klm}, e_i]] + [e_{klm}, [e_i, e_j]] = [e_i, 0] + [e_j, -e_i] + [e_{klm}, e_i \wedge e_j]
\]

\[
= 0 + e_i \wedge e_j + (-e_i \wedge e_j) = 0.
\]

**Case 2.** Two 3-cliques and one element corresponding to a vertex or an edge.

2.1 In the case of two 3-cliques and one vertex: \( e_{ijk}, e_{lmn}, e_o \) we may assume \( o = i = l \) (otherwise all terms are 0) and we have

\[
[e_{ijk}, [e_{lmn}, e_i]] + [e_{lmn}, [e_i, e_{ijk}]] + [e_i, [e_{ijk}, e_{lmn}]] = [e_{ijk}, -e_i] + [e_{lmn}, e_i] + [e_i, 0]
\]

\[
= e_i + (-e_i) + 0 = 0.
\]

2.2 Two 3-cliques and one edge: \( e_{ijk}, e_{lmn}, e_o \wedge e_p \). By definition \([e_o \wedge e_p, e_{ijk}] = \alpha(e_o \wedge e_p)\) and \([e_o \wedge e_p, e_{lmn}] = \beta(e_o \wedge e_p)\), where \( \alpha, \beta \in \{0, 1, 2\} \), hence

\[
[e_o \wedge e_p, [e_{ijk}, e_{lmn}]] + [e_{ijk}, [e_{lmn}, e_o \wedge e_p]] + [e_{lmn}, [e_o \wedge e_p, e_{ijk}]]
\]

\[
= 0 - \beta[e_{ijk}, e_o \wedge e_p] + \alpha[e_{lmn}, e_o \wedge e_p] = \alpha \beta(e_o \wedge e_p) - \alpha \beta(e_o \wedge e_p) = 0,
\]

competing the proof.

In order to describe the descending series \( g^k \) and \( g^{(k)} \) of subalgebras we introduce the following notations. For a graph \( G \) we denote by

\[
\Delta = (V_\Delta, E_\Delta)
\]

the subgraph of \( G \) with vertices which belong to some 3-clique and the edges between them. Thus every vertex and edge of \( \Delta \) is included in some 3-clique. Similarly let

\[
\Gamma = (V_\Gamma, E_\Gamma)
\]

be the graph containing the remaining vertices in \( G \): \( V_\Gamma = V(G) \setminus V_\Delta \) and the edges between them. Also denote by \( E_{\Delta, \Gamma} \) the edges with one vertex in \( V_\Delta \) and another in \( V_\Gamma \). In particular we have:

\[
V(G) = V_\Delta \cup V_\Gamma \quad \text{and} \quad E(G) = E_\Delta \cup E_\Gamma \cup E_{\Delta, \Gamma}.
\]

With these notations, it is straightforward to describe explicitly the descending series \( g^k \) and \( g^{(k)} \).

**Proposition 2.4.** For the Lie algebra \( g \) constructed from a graph \( G \) we have:

(a) \( g' = \text{span}\{e_\alpha | \alpha \in V(G)\} \cup \text{span}\{e_\alpha \wedge e_\beta |able\} \in E(G)\}; \)

(b) \( g^{(2)} = \text{span}\{e_\alpha \wedge e_\beta | (\alpha \beta) \in E_\Delta\}; \)

(c) \( g^{(3)} = 0; \)

(d) \( g^k = \text{span}\{e_\alpha | \alpha \in V_\Delta\} \cup \text{span}\{e_\alpha \wedge e_\beta | (\alpha \beta) \in E_\Delta \cup E_{\Delta, \Gamma}\} \) for \( k \geq 2. \)

In particular, from the above proposition we see that \( g \) is solvable.

**Corollary 2.5.** The Lie algebra \( g \) constructed from the graph \( G \) is solvable, obtained as an abelian extension of a nilpotent Lie algebra.

Note also that the Lie algebra \( g \) is not nilpotent if the graph \( G \) has at least one clique. Next we characterize the center of \( g \). Since specific linear combinations of elements in \( U \) belong to the center, it is convenient to present the conditions in terms of the 3-clique incidence matrix.

**Definition 2.6.** The 3-clique incidence matrix of a graph is a matrix \( A \) with rows corresponding to the vertices and columns corresponding to 3-cliques, such that the entry of \( A \) in the row corresponding to the vertex \( i \) and 3-clique \( (klm) \) is 1 if \( i \in \{k, l, m\} \) and 0 otherwise.

We can think of the matrix \( A \) as a linear transformation from \( U \) to \( V \) and therefore \( \ker(A) \subset U \). Using this definition, we obtain the following description of the center and the nilradical (the maximal nilpotent ideal) of \( g \).
Proposition 2.7. If char(k) ≠ 2 then
   (i) The center Z(g) of the solvable Lie algebra g is:
   
   \[ Z(g) = \text{span}\{e_\alpha | \alpha \text{ is an isolated vertex}\} \oplus \text{span}\{e_\alpha \wedge e_\beta | (\alpha \beta) \in E_r\} \oplus \ker(A) \quad (2.1) \]

   where A is the 3-clique incidence matrix of the graph G.

   (ii) The nilradical NR(g) is given by
   
   \[ NR(g) = V \oplus W \oplus \ker(A). \quad (2.2) \]

Proof. Note first that if \([l, e_i] = 0\) for all vertices i, then \([l, e_i \wedge e_j] = 0\) for all edges \((ij)\). This follows from the Jacobi identity for the elements \(l, e_i\) and \(e_j\):

\[ [e_i, [e_j, l]] + [e_j, [l, e_i]] + [l, e_i \wedge e_j] = 0. \]

Thus, \(l \in Z(g)\) if and only if \(l\) commutes with the elements in \(g\) corresponding to all vertices and 3-cliques. To compute these brackets, we introduce more notations:

\[ V(i) = \{\alpha|(\alpha i) \in E(G)\}, \]
\[ C(i) = \{(\alpha i\beta)|(\alpha \beta i) \in C(G)\}. \]

We can write an element \(l \in g\) as a linear combination

\[ l = \sum_{i \in V(G)} a_i e_i + \sum_{(ij) \in E(G)} b_{ij} (e_i \wedge e_j) + \sum_{(ijk) \in C(G)} c_{ijk} e_{ijk}. \quad (2.3) \]

We can assume that initially all multi-indices above are ordered in increasing order of the vertices, i.e. \(i < j \) in \(e_i \wedge e_j\) and \(i < j < k\) in \(e_{ijk}\) for any pairs or triples of indices. Then we can extend and think of \(b_{ij}\) as a skew-symmetric function of the indices (i.e. \(b_{ij} = -b_{ji}\)) and interpret \(c_{ijk}\) as a symmetric function of the indices \(i, j, k\). The commutator of \(l\) with elements corresponding to a vertex and a 3-clique are given by the following formulas:

\[ [l, e_i] = \sum_{j \in V(i)} a_j (e_j \wedge e_i) - \left( \sum_{(jk) \in C(i)} c_{ijk} \right) e_i, \quad (2.4) \]
\[ [l, e_{ijk}] = \sum_{\alpha \in V(i)} b_{\alpha} (e_{\alpha} \wedge e_\alpha) + \sum_{\alpha \in V(j)} b_{\alpha} (e_j \wedge e_\alpha) + \sum_{\alpha \in V(k)} b_{\alpha} (e_k \wedge e_\alpha). \quad (2.5) \]

Suppose first that \(l \in Z(g)\). From (2.4) it follows that \(a_j = 0\) for every nonisolated vertex \(j \in V(G)\) and therefore \(l_1 = \sum_{i \in V(G)} a_i e_i \in \text{span}\{e_\alpha | \alpha \text{ is an isolated vertex}\}\). Similarly, from (2.5) it follows that \(b_{ij} = 0\) for every \((ij) \in E_\Delta \cup E_{r,\Delta}\) proving that \(l_2 = \sum_{(ij) \in E(G)} b_{ij} (e_i \wedge e_j) \in \text{span}\{e_\alpha \wedge e_\beta | (\alpha \beta) \in E_r\}\).

Finally, equation (2.4) shows that \(l_3 = \sum_{(ijk) \in C(G)} c_{ijk} e_{ijk} \in \ker(A)\), completing the proof in this direction.

Conversely, from (2.4) and (2.5) it is easy to see that every element in the right-hand side of equation (2.1) belongs to \(Z(g)\), completing the proof of the first part.

For the second part we note that \(V \oplus W \oplus \ker(A)\) is clearly a nilpotent ideal and for every element \(l \in U \setminus \ker(A)\), \(\text{ad}_l\) has a non-zero diagonal entry. Therefore there is no nilpotent ideal which properly contains \(V \oplus W \oplus \ker(A)\). \(\square\)

Remark 2.8. From equations (2.3) and (2.4) we see that if

\[ l = \sum_{(ijk) \in C(G)} c_{ijk} e_{ijk} \in \ker(A) = Z(g) \cap U, \]

Remark 2.8. From equations (2.3) and (2.4) we see that if

\[ l = \sum_{(ijk) \in C(G)} c_{ijk} e_{ijk} \in \ker(A) = Z(g) \cap U, \]
Note that

\[ \text{Example 2.10.} \]

Let 

\[ \text{More generally, we can show that} \quad \operatorname{rank}(A) = \sum_{j \in V_\Delta} \sum_{(ijk) \in C(G)} c_{ijk} = 0. \]

Remark 2.9. If \( \operatorname{char}(k) = 2 \), then \( Z(g) \) may contain also elements from \( \operatorname{span}\{e_\alpha \land e_\beta | (\alpha, \beta) \in E_\Delta \} \).

We say that \( g \) has a non-trivial center if \( \ker(A) \neq \{0\} \).

Example 2.10. Let \( g \) be the Lie algebra constructed from the complete graph \( K_n \) and \( \operatorname{char}(k) \neq 2, 3 \). Note that \( A \) is an \( n \times \frac{(n-1)(n-2)}{6} \) matrix and it is easy to see that \( g \) has a trivial center for every \( n \leq 4 \). When \( n \geq 5 \), \( g \) has a non-trivial center, since \( x = e_{123} - e_{134} + e_{145} - e_{125} \in Z(g) \). The automorphism group of \( K_n \) is \( S_n \) and \( \ker(A) \) is an \( S_n \)-invariant subspace of \( U \). Since the sum of all \( e_{ijk} \) is a fixed vector under this action, Remark 2.9 corresponds to the fact that in \( U \) non-intersecting invariant subspaces are orthogonal under the natural scalar product. A quick check shows that the elements \( \{x , (12)x, (34)x, (12)(45)x, (143)x \} \) are linearly independent and thus

\[ Z(g) = \ker(A) = \operatorname{span}_k \{x , (12)x, (34)x, (12)(45)x, (143)x \} \quad \text{when} \ n = 5. \]

More generally, we can show that \( \operatorname{rank}(A) = n \) for \( n \geq 5 \) and therefore

\[ \dim(Z(g)) = \dim(\ker(A)) = \frac{n(n-1)(n-2)}{6} - n \quad \text{for every} \ n \geq 5. \]

To see this, consider the \( n \times n \) submatrix \( \hat{A} \) of \( A \), obtained by taking all rows and the columns corresponding to the 3-cliques \( (123), (124), (134), (234), (12j) \) for \( j = 5, 6, \ldots, n \). Note that for \( j \geq 5 \) the \( j \)-th row has only one nonzero entry in the column corresponding to the 3-clique \( (12j) \). Thus, \( \hat{A} \) will be nonsingular if and only if the submatrix \( \hat{A}_4 \), obtained from \( \hat{A} \) by taking the first 4 rows and the columns corresponding to the 3-cliques \( (123), (124), (134), (234) \) is nonsingular. Since

\[ \hat{A}_4 = \begin{pmatrix} 1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 \end{pmatrix} \]

and \( \det(\hat{A}_4) = -3 \),

we conclude that \( \operatorname{rank}(A) = n \).

Remark 2.11. It is known that the description of \( k \)-cliques in a graph is \( \text{NP complete} \) - existence or non-existence of polynomial time algorithm is equivalent to \( \text{P versus NP} \) problem. We can extend the constructions to define a Lie algebra associated to the set of all \( k \)-cliques for fixed \( k \geq 3 \) as follows. Let \( C_k(G) \) denote the set of all \( k \)-cliques \( (i_1i_2\ldots i_k) \), \( i_1 < i_2 < \cdots < i_k \) of the graph \( G \) and let \( U_k \) be the space defined by

\[ U_k = \operatorname{span}_k \{e_i \land e_j \mid e_i \in C_k(G) \}. \]

Similarly to Definition 2.1, we can define \( g(k) = V \oplus W \oplus U_k \) with nontrivial brackets

\[ [e_i, e_j] = e_i \land e_j, \quad \text{if} \ (ij) \in E(G), \]

\[ [e_a, e_{i_1\ldots i_k}] = e_a, \quad \text{if} \ a \in \{i_1, \ldots, i_k\}, \]

\[ [e_a \land e_b, e_{i_1\ldots i_k}] = 2(e_a \land e_b), \quad \text{if} \ \{a, b\} \subset \{i_1, \ldots, i_k\}, \]

\[ [e_a \land e_b, e_{i_1\ldots i_k}] = e_a \land e_b, \quad \text{if exactly one of} \ a \text{and} b \text{is in} \ \{i_1, \ldots, i_k\}. \]

The proofs of Theorem 2.3 and Proposition 2.4 can be easily extended to show that \( g(k) \) is a solvable Lie algebra and its descending series, center and nilradical can be described by analogous extensions of the constructions above.
Remark 2.12. The constructions can also be generalized by considering weights $\omega_i \in k$ on the vertices and by replacing the relations in Definition 2.1 with
\[
[e_i, e_j] = e_i \wedge e_j, \quad \text{if } (ij) \in E(G),
\]
\[
[e_a, e_{ijk}] = \omega_a e_a, \quad \text{if } a \in \{i, j, k\},
\]
\[
[e_a \wedge e_b, e_{ijk}] = \left( \sum_{s \in \{a, b\} \cap \{i, j, k\}} \omega_s \right) (e_a \wedge e_b), \quad \text{if } \{a, b\} \cap \{i, j, k\} \neq \emptyset.
\]

The proof of Theorem 2.3 can be easily extended to this case and Proposition 2.4 still holds if we assume in addition that
\[
\omega_i \neq 0 \quad \text{for all } i \in V(G). \tag{2.6}
\]
Finally, if (2.6) holds and
\[
\omega_i + \omega_j \neq 0 \quad \text{for all } (ij) \in E(G), \tag{2.7}
\]
then Proposition 2.7 describes the center and the nilradical of the corresponding Lie algebra (cf. Remark 2.9). In particular, if $k = \mathbb{C}$ or $\mathbb{R}$ and if $\omega_i > 0$ for all vertices $i$, then equations (2.6)-(2.7) are automatically satisfied and all statements established in this section apply for the weighted construction. We thank an anonymous referee for suggesting this weighted generalization of Definition 2.1.

3. Functorial properties

3.1. Preliminary results. In this subsection we assume that the underlying field $k$ is algebraically closed and we set $k^* = k \setminus \{0\}$. We collect below several preliminary facts needed for the proof of the main theorem.

Let $\text{Aut } g$ be the group of Lie algebra automorphisms of $g$, and let $(\text{Aut } g)^{\circ}$ be the identity component of $\text{Aut } g$ in the Zariski topology. For an $n$-tuple $\lambda = (\lambda_1, \ldots, \lambda_n) \in (k^*)^n$ we define an element $g_{\lambda} \in \text{Aut } g$ by
\[
g_{\lambda}(e_i) = \lambda_i e_i \text{ for every vertex } i,
g_{\lambda}(e_i \wedge e_j) = \lambda_i \lambda_j (e_i \wedge e_j) \text{ for every edge } (ij),
g_{\lambda}(e_{ijk}) = e_{ijk} \text{ for every 3-clique } (ijk),
\]
and extended to $g$ by linearity. The torus $T_d$ generated by all $g_{\lambda}$ is contained in $(\text{Aut } g)^{\circ}$ and we denote by $Z_{(\text{Aut } g)^{\circ}}(T_d)$ its centralizer.

Since every algebraically closed field is infinite, it is not hard to show (say, by induction on $n$) that there exists an $n$-tuple $\Lambda = (\lambda_1, \ldots, \lambda_n) \in (k^*)^n$ as above, for which the numbers: 1, $\lambda_i$ for $i \in V(G)$, and $\lambda_i \lambda_j$ for $(ij) \in E(G)$ are distinct.

Lemma 3.1. If $g \in Z_{(\text{Aut } g)^{\circ}}(T_d)$, then $g$ acts diagonally on all $e_i$ and $e_i \wedge e_j$.

Proof. Consider $g_{\lambda} \in T_d$ such that the numbers 1, $\lambda_i$ for $i \in V(G)$, and $\lambda_i \lambda_j$ for $(ij) \in E(G)$ are distinct. For every vertex $i$ we have
\[
\lambda_i e_i \text{ and therefore applying } g \text{ we find } g_{\lambda}(g(e_i)) = \lambda_i g(e_i).
\]
Since the eigenspace of $\lambda_i$ is one-dimensional it follows that $g(e_i) = \mu_i e_i$ for some $\mu_i \in k^*$. Then for every $(ij) \in E(G)$ we have $g(e_i \wedge e_j) = g([e_i, e_j]) = \mu_i \mu_j (e_i \wedge e_j)$.

Lemma 3.2. Suppose that $g \in Z_{(\text{Aut } g)^{\circ}}(T_d)$ is diagonalizable. Then
(i) $g(V) = V$, $g(W) = W$ and $g(U) = U$.
(ii) For every 3-clique $(ijk) \in C(G)$ we have $g(e_{ijk}) - e_{ijk} \in Z(g)$.
(iii) If $g(x) = \mu x$ for some $x \in U$ and $\mu \neq 1$, then $x \in Z(g)$.
Proof. (i) Suppose that \( x \in \mathfrak{g} \) is an eigenvector for \( g \). We can decompose \( x \) as \( x = v + w + u \) where \( v \in V, \ w \in W \) and \( u \in U \). The main point is to show that if \( g(x) = \mu x \), then \( g(v) = \mu v \), \( g(w) = \mu w \) and \( g(u) = \mu u \). Take arbitrary \( \lambda \in \mathbb{K}^* \) and consider the \( n \)-tuple \( \Lambda = (\lambda, \lambda, \ldots, \lambda) \). Then \( g_{\Lambda}(x) = \lambda v + \lambda^2 w + u \) and since \( g_{\Lambda}g = gg_{\Lambda} \) we see that
\[
\lambda g(v) + \lambda^2 g(w) + g(u) = gg_{\Lambda}(x) = g_{\Lambda}g(x) = \mu(\lambda v + \lambda^2 w + u).
\]
Since the above is true for all \( \lambda \in \mathbb{K}^* \) (and there are infinitely many such \( \lambda \)'s), it follows that \( g(v) = \mu v \), \( g(w) = \mu w \) and \( g(u) = \mu u \).

(ii) From Lemma 3.3, we know that \( g(e_a) = \mu_a e_a \) for every vertex \( a \). By definition,
\[
[e_a, e_{ijk}] = e_{a}, \quad \text{where } \epsilon = 1 \text{ if } a \in \{i, j, k\} \text{ and } \epsilon = 0 \text{ if } a \not\in \{i, j, k\}. \tag{3.1}
\]
Applying \( g \) we see that \([\mu_a e_a, g(e_{ijk})] = \mu_a e_a \), hence \([e_a, g(e_{ijk})]\) is an eigenvector for \( g \).

Finally, since \( g(e_{ijk}) \in U \) we see that \( g(e_{ijk}) = e_{ijk} \in Z(\mathfrak{g}) \).

(iii) If \( x = \sum e_{ijk} e_{ijk} \in U \), then from (ii) it follows that \( g(x) = x + z \), where \( z \in Z(\mathfrak{g}) \). On the other hand \( g(x) = \mu x \) and if \( \mu \neq 1 \), then \( x = \frac{1}{\mu} z \in Z(\mathfrak{g}) \).

\[\Box\]

Corollary 3.3. If \( g \in Z(\mathbb{K}^*)^\circ(T_d) \) is diagonalizable and \( \mu \neq 1 \) is a simple eigenvalue of \( g \), then the corresponding eigenspace is

- either \( \mathbb{K} e_i \) for a vertex \( i \in V(\mathcal{G}) \),
- or \( \mathbb{K}(e_i \wedge e_j) \) for an edge \((ij) \in E(\mathcal{G})\),
- or a one-dimensional subspace of \( Z(\mathfrak{g}) \).

3.2. Isomorphisms between graphs and Lie algebras. We are now ready to prove the main theorem in this section for arbitrary (not necessarily algebraically closed) field \( \mathbb{K} \).

Theorem 3.4. Two solvable Lie algebras constructed from graphs are isomorphic if and only if the graphs are isomorphic.

Proof. Clearly, by construction, isomorphic graphs lead to isomorphic Lie algebras, so we focus below on the opposite direction.

Note first that if two Lie algebras \( \mathfrak{g} \) and \( \hat{\mathfrak{g}} \) over a field \( \mathbb{K} \), which is not algebraically closed, are isomorphic, then the natural extensions of these algebras: \( \mathbb{K} \otimes_k \mathfrak{g} \) and \( \hat{\mathfrak{g}} \otimes_k \mathbb{K} \) to the algebraic closure \( \hat{\mathbb{K}} \) of \( \mathbb{K} \) are also isomorphic. Thus, without any restriction, we can assume that \( \mathbb{K} \) is algebraically closed. Moreover, using the isomorphism we can identify \( \mathfrak{g} \) and \( \hat{\mathfrak{g}} \) and therefore the main point is to show that if a solvable Lie algebra \( \mathfrak{g} \) can be constructed from two graphs \( \mathcal{G} \) and \( \hat{\mathcal{G}} \), then the graphs \( \mathcal{G} \) and \( \hat{\mathcal{G}} \) are isomorphic.

Let \( T_d \) and \( \hat{T}_d \) be the tori constructed in the previous subsection from \( \mathcal{G} \) and \( \hat{\mathcal{G}} \), respectively, and let \( T \supset T_d \) and \( \hat{T} \supset \hat{T}_d \) be maximal tori in \( (\mathbb{K}^*)^\circ \). Since \( (\mathbb{K}^*)^\circ \) is a connected linear algebraic group, there exists \( g \in (\mathbb{K}^*)^\circ \) such that \( T = g^{-1} T \hat{g} \). Fix \( g_{\Lambda} \in T_d \) such that the numbers 1, \( \lambda_i \) for \( i \in V(\mathcal{G}) \), and \( \lambda_i \lambda_j \) for \((ij) \in E(\mathcal{G})\) are distinct and let \( \hat{g} = gg_{\Lambda}g^{-1} \in \hat{T} \). Note that for every vertex \( i \in V(\mathcal{G}) \) we have \( \hat{g}(g(e_i)) = g_{\Lambda}(g(e_i)) = \lambda_i g(e_i) \). Since \( \lambda_i \) is a simple eigenvalue of \( \hat{g} \in Z(\mathbb{K}^*)^\circ(\hat{T}_d) \), Corollary 3.3 implies that \( g(e_i) \) is

- either \( \mu_i \hat{e}_i \), for a vertex \( i' \in V(\hat{\mathcal{G}}) \) and \( \mu_i \in \mathbb{K}^* \),
- or \( \mu_i (\hat{e}_i \wedge \hat{e}_j) \) for an edge \((i', j') \in E(\hat{\mathcal{G}})\) and \( \mu_i \in \mathbb{K}^* \),
- or belongs to \( Z(\mathfrak{g}) \).

We show next that if \( i \in V(\mathcal{G}) \) is a non-isolated vertex, then \( g(e_i) = \mu_i \hat{e}_i \) for a non-isolated vertex \( i' \in V(\hat{\mathcal{G}}) \). Indeed, it is clear that \( g(e_i) \notin Z(\mathfrak{g}) \). Moreover, if \( (ik) \in E(\mathcal{G}) \), then \( g(e_k) \) must also be either \( \mu_k \hat{e}_k \) for a non-isolated vertex \( k' \in V(\hat{\mathcal{G}}) \) or \( \mu_k (\hat{e}_k \wedge \hat{e}_l) \) for an edge \((k', \ell') \in E(\hat{\mathcal{G}})\). From
Definition 2.1 it follows that \( g(e_i \wedge e_k) = [g(e_i), g(e_k)] \) can be nonzero only if \( g(e_i) = \mu_i \hat{e}_\nu \) and \( g(e_k) = \mu_k \hat{e}_\nu \).

The above argument shows that the number of non-isolated vertices of \( \mathcal{G} \) is less or equal than the number of non-isolated vertices of \( \hat{\mathcal{G}} \). Exchanging the roles of \( \mathcal{G} \) and \( \hat{\mathcal{G}} \) we see that they must contain the same number of non-isolated vertices, and for every non-isolated vertex \( i \in V(\mathcal{G}) \) there exists a unique non-isolated vertex \( i' \in V(\hat{\mathcal{G}}) \) such that \( g(e_i) = \mu_i \hat{e}_\nu \) for some \( \mu_i \in \mathbb{K}^* \). Moreover, for non-isolated vertices \( i, j \in V(\mathcal{G}) \) we have
\[
g([e_i, e_j]) = \mu_i \mu_j [\hat{e}_\nu, \hat{e}_\xi].
\]

The left-hand side is nonzero if and only if \((ij)\) is an edge in \( \mathcal{G} \), while the right-hand side is nonzero if and only if \((i'j')\) is an edge in \( \hat{\mathcal{G}} \).

If \( \mathcal{G}' \) and \( \hat{\mathcal{G}}' \) are the subgraphs obtained by removing the isolated vertices from \( \mathcal{G} \) and \( \hat{\mathcal{G}} \), respectively, then the map \( i \to i' \) defines an isomorphism between the graphs \( \mathcal{G}' \) and \( \hat{\mathcal{G}}' \). In particular, this implies that \( \mathcal{G} \) and \( \hat{\mathcal{G}} \) have the same number of non-isolated vertices, edges and 3-cliques, and therefore they must also have the same number of isolated vertices (by computing the dimension of \( g \) using \( \mathcal{G} \) and \( \hat{\mathcal{G}} \)). It is easy to see now that the graphs \( \mathcal{G} \) and \( \hat{\mathcal{G}} \) are also isomorphic. \( \square \)

**Remark 3.5.** The proof of Theorem 3.4 can be easily extended to the solvable Lie algebras constructed from \( k \)-cliques defined in Remark 2.11. More precisely, for fixed \( k \geq 3 \), two solvable Lie algebras \( g(k) \) and \( \hat{g}(k) \) constructed from graphs are isomorphic if and only if the graphs are isomorphic. The isomorphisms of the Lie algebras defined in Remark 2.12 are more delicate since rescaling even some of the weights may lead to isomorphic Lie algebras.

4. Metric properties

As an application, in this section we point out some metric properties of the solvable Lie algebras constructed from graphs. The most interesting properties appear on algebras corresponding to graphs with "many" 3-cliques - such that every vertex belongs to some 3-clique. Since we are interested in the metric properties, in this section we fix \( \mathbb{K} = \mathbb{R} \).

Recall that a solvable Lie algebra over \( \mathbb{R} \) is completely solvable if all inner derivations have only real eigenvalues (see e.g. [6]). For a Lie algebra \( g \) and an element \( B \in g \) we use \( \text{ad}_B \) to denote the adjoint map \( \text{ad}_B : g \to g \) defined by \( \text{ad}_BC = [B,C] \). If \( g = a \oplus g' \) for a vector space \( a \), then \( g \) is completely solvable if and only if \( \text{ad}_B \) has only real eigenvalues for all \( B \in a \). We will make use of the following:

**Proposition 4.1.** The solvable Lie algebra \( g \) corresponding to a graph in which every vertex belongs to some 3-clique is completely solvable.

**Proof.** We only have to note that the condition leads to \( g' = V \oplus W \) and all basic elements of \( U \) have adjoint endomorphisms acting diagonally on the basis \( \{e_i\}_{i \in V(\mathcal{G})} \cup \{e_i \wedge e_j\}_{(ij) \in E(\mathcal{G})} \) with eigenvalues 0, 1, or 2. \( \square \)

Every solvable Lie algebra has an associated simply connected solvable Lie group and the metric structures of such groups have been studied by several authors. The emphasis is on the study of the left-invariant metrics, which are determined by a scalar product on the Lie algebra. Let \( G \) be the simply connected Lie group with Lie algebra \( g \) constructed from the graph \( \mathcal{G} \). Let \( g \) be an inner product on \( g \) which defines a left-invariant Riemannian metric on \( G \). Denote by \( R(X,Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{\{X,Y\}} Z \) the curvature of \( g \) where \( \nabla \) denotes the Levi-Civita connection. Then \( R \) is determined by:
A metric has nonpositive curvature if \( g(R(X,Y)Y,X) \leq 0 \) for all vectors \( X \) and \( Y \). The curvature tensor \( g(R(X,Y)Z,T) \) which is obtained by polarization from \( g(R(X,Y)Y,X) \) defines also the curvature operator \( \mathcal{R} : \Lambda^2(\mathfrak{g}) \to \Lambda^2(\mathfrak{g}) \) as \( g(\mathcal{R}(X \wedge Y), Z \wedge T) = g(R(X,Y)Z,T) \). From the basic curvature properties it follows that \( \mathcal{R} \) is a symmetric operator and a metric for which \( \mathcal{R} \) is negative semi-definite is called a metric with nonpositive curvature operator. A metric with nonpositive curvature operator has nonpositive curvature, while the converse is not always true. It is known that a Riemannian homogeneous space with nonpositive curvature operator is a direct product of a flat space and solvable Lie group with left-invariant metric with some "Iwasawa type" condition [3, 16].

A metric solvable Lie algebra \((\mathfrak{g},g)\) is said to be of Iwasawa type if it satisfies (see [6, p. 302]) the following:

(a) \( \mathfrak{g} = \mathfrak{a} \oplus \mathfrak{g}' \), for an abelian complement \( \mathfrak{a} \) orthogonal to \( \mathfrak{g}' \).

(b) All operators \( \text{ad}_B \) for \( B \in \mathfrak{a} \) are symmetric on \( \mathfrak{g} \) with respect to \( g \), and nonzero for \( B \neq 0 \).

(c) There exists a vector \( B^0 \in \mathfrak{a} \), such that \( \text{ad}_{B^0} |_{\mathfrak{g}'} \) is positive definite.

According to [10] Theorem 3.2 a metric solvable Lie algebra of Iwasawa type admits a scalar product \( g' \) with nonpositive curvature operator.

The Ricci curvature is given by \( \text{Ric}(X,Y) = \sum_{i} g(R(X,E_i)E_i,Y) \), for an orthonormal basis \( E_i \) of the tangent space. It defines a Ricci operator \( \mathcal{Ric}(X) \) as \( g(\mathcal{Ric}(X),Y) = \text{Ric}(X,Y) \). If \( \text{tr} A \) is the trace of the endomorphism \( A : \mathfrak{g} \to \mathfrak{g} \) and \( H_g \) is defined as \( g(H_g,Y) = \text{tr}(\text{ad}_Y) \), the formula for the Ricci tensor on the metric solvable Lie algebra \( \mathfrak{g} \) satisfying (a) and (b) of the conditions for Iwasawa type above is given by [6]:

\[
\text{Ric}(X,X) = -\frac{1}{2} \text{tr}(\text{ad}_X^2) - \frac{1}{2} \text{tr}(\text{ad}_Y \text{ad}_X^t) + \frac{1}{4} \sum_{i<j} g([E_i,E_j],X)^2 - g(\text{ad}_{H_g}X,X). \quad (4.1)
\]

The metric with the property \( \text{Ric}(X,Y) = \lambda g(X,Y) \) for a scalar \( \lambda \) is called Einstein. Such metrics are of significant interest in Riemannian geometry and the only known examples of homogeneous Einstein manifolds with negative \( \lambda \) are provided by solvable Lie groups. Although our solvable Lie algebras arising from graphs do not provide new examples of Einstein metrics, they satisfy certain related conditions. One of them, which appeared in the development of the Ricci flow is \textit{Ricci soliton}. A metric \( g \) is called a \textit{Ricci soliton} if there is a constant \( \lambda \) and a vector field \( X \) such that \( \text{Ric} = cg + \text{Lie}_X g \) where \( \text{Lie}_X g \) is the Lie derivative of \( g \) in direction of \( X \), given by \( (\text{Lie}_X g)(Y,Z) = X(g(Y,Z)) - g([X,Y],Z) - g(Y,[X,Z]) \) for arbitrary vector fields \( Y,Z \). A Ricci soliton on a solvable (resp. nilpotent) Lie algebra is also called a \textit{solvsoliton} (resp. \textit{nilsoliton}). Sometimes the Lie algebras admitting solvsolitons (or nisolsitions) metrics are also called solvsoliton (nilsoliton respectively). It is known that a sufficient condition for a metric \( g \) to be a solvsoliton is

\[
\mathcal{Ric}(X) = cX + D(X) \quad \text{for every } X,
\]

where \( c \) is some constant, and \( D \) is a derivation of the Lie algebra. Another notion which appears in relation to the Ricci flow on parallelizable manifolds is \textit{stable Ricci-diagonal basis} [11]. A basis \((X_1, X_2, ..., X_n)\) of vector fields of a Lie algebra \( \mathfrak{g} \) is called \textit{stably Ricci-diagonal} if the Ricci operator of any diagonal invariant metric \( g \) (so \( g(X_i, X_j) = 0 \) for \( i \neq j \)) in \( \mathfrak{g} \) is diagonal in it.

The main metric properties for algebras arising from graphs with 3-cliques adjacent to every vertex are given in the following:
Theorem 4.2. Let every vertex of the graph $G$ belong to some 3-clique. Then the simply-connected solvable Lie group $G$ with Lie algebra $\mathfrak{g}$ constructed from $G$ satisfies:

1. There is a metric $g$ such that $(G, g)$ has a nonpositive curvature and is isometric to a product of $G_1 \times G_2$ where $G_2$ is an abelian Lie group, corresponding to the center of $\mathfrak{g}$ with a flat metric and $G_1$ is solvable Lie group with Lie algebra $\mathfrak{g}/Z(\mathfrak{g})$. Moreover $G_1$ has a metric with nonpositive curvature operator with no flat factor. We show that $G_1$ is an orthogonally decomposable with corresponding decomposition of simply connected Lie groups $G = G_1 \times G_2$. We claim that this decomposition has the properties mentioned in part (1). Clearly, $G_2$ is an abelian Lie group, corresponding to the center $\mathfrak{g}_2 = Z(\mathfrak{g})$ with a flat metric. To check that $G_1$ has nonpositive curvature operator with no flat factor we show that $\mathfrak{g}_1$ is of Iwasawa type. Notice first that $\mathfrak{g}' = [\mathfrak{g}, \mathfrak{g}] = [\mathfrak{g}_1, \mathfrak{g}_1] = \mathfrak{g}_1$. Observe also that for any $B \in \mathfrak{g}$, $ad_B$ is diagonal on the orthonormal basis of $\mathfrak{g}'$ and therefore symmetric. Moreover, $ad_B|_{\mathfrak{g}'} = 0$ if and only if $B \in Z(\mathfrak{g}) = \ker A$, hence $ad_B|_{\mathfrak{g}'} \neq 0$ for $0 \neq B \in \mathfrak{g}$. Finally, from Remark 2.4 we see that

$$B^0 = -\sum_{(ijk) \in C(\mathfrak{g})} e_{ijk} \in \mathfrak{g}.$$ 

Since $ad_{B^0}|_{\mathfrak{g}'}$ is positive definite, $\mathfrak{g}_1$ is of Iwasawa type and the proof of (1) follows from [16].

To prove parts (2) and (3), note that we only have to check them for $\mathfrak{g}_1$. The Ricci tensor satisfies the following (see equation (4.11) or [3] Lemma 4.4):

$$\text{Ric}(B, C) = -\text{tr}(ad_B ad_C)$$
$$\text{Ric}(B, X) = 0$$
$$\text{Ric}(X, Y) = \text{Ric}_{\mathfrak{g}'}(X, Y) - g([H_{\mathfrak{g}}, X], Y)$$

for $B, C \in \mathfrak{g}$ and $X, Y \in \mathfrak{g}'$. From this and the fact that $ad_{H_{\mathfrak{g}}}$ is diagonal part (2) follows. Then (3) follows from [18] Theorem 4.3. \hfill \Box

Example 4.3. Consider again the complete graph $K_n$. The algebra $\mathfrak{g}'$ is the 2-step nilpotent Lie algebra of $[5]$ and is the only one of type $(m, n)$ with $m = \frac{1}{3}n(n-1)$. Recall that a 2-step nilpotent algebra is of type $(m, n)$ if its dimension is $m + n$ and its commutator has dimension $m$. The algebra $\mathfrak{g}'$ is an Einstein nilradical which is equivalent to being nilsoliton - see [9] for example.

A further study of nilpotent graph Lie algebras which are nilsolitons and their possible extensions to solvsolitons is presented in [10] [7]. The existence of nilsoliton metric is equivalent to the existence of a positive solution of a linear system with variables corresponding to weights of the edges. [10]. A graph for which such solution exists is called positive. It is noted in [10] that a regular graph (in which all vertices have the same degree) is positive. In particular, apart from the complete graph $K_n$ in the example above, the dodecahedron graph also satisfies the conditions of Theorem 4.2 and provides an example of a solvsoliton. In [7] a necessary condition for existence of solutions for this system for a graph $G$ is related to a simpler graph called the coherence graph of $G$. To describe it, first call two vertices similar, if they have the same neighbors. Then the vertices of the coherence graph are the coherent components (equivalence classes) of vertices in $G$ and between two components there is an edge, if there is at least one edge connecting the respective sets of vertices. Since a graph containing...
only one component is either the complete graph, or graph with no edges, the graphs satisfying
Theorem 4.2 are precisely the ones for which all components are complete graphs. A solution for the
system of equations for the nilsoliton reduces to a solution of a lower order system for weights of the
edges of the coherence graph. In this way we can see that there are more examples of solvsolitons
arising from graphs with 3-cliques mentioned in Section 5 of [4].

Finally we consider the question whether the graphs corresponding to two isometric solvable Lie
algebras are isomorphic. We note that for general metric solvable Lie algebras of nonpositive curvature
this is not true [2, 4]. However in our case we have the following:

**Theorem 4.4.** Let $\mathfrak{g}$ and $\tilde{\mathfrak{g}}$ be two solvable Lie algebras arising from graphs, for which every vertex
belongs to some 3-clique. Assume that there are left-invariant metrics $\mathfrak{g}$ and $\tilde{\mathfrak{g}}$ which are isometric,
meaning that there is an isometry between the corresponding simply connected Lie groups. Then the
Lie algebras as well as the corresponding graphs are isomorphic.

**Proof.** By a theorem of Alekseevskii [1], if two metric completely solvable Lie algebras are isometric,
then they are isomorphic. By Proposition 4.1, $\mathfrak{g}$ and $\tilde{\mathfrak{g}}$ are completely solvable, so they are isomorphic.
Then from Theorem 3.4 the graphs of $\mathfrak{g}$ and $\tilde{\mathfrak{g}}$ are isomorphic. □
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