Non-explosion by Stratonovich noise for ODEs
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Abstract

We show that the addition of a suitable Stratonovich noise prevents the explosion for ODEs with drifts of super-linear growth, in dimension $d \geq 2$. We also show the existence of an invariant measure and the geometric ergodicity for the corresponding SDE.

1 Introduction and main result

An ODE on $\mathbb{R}^d$, with $d \geq 2$,

$$dX = b(X)dt, \quad X_0 = x_0, \quad (1.1)$$

with locally Lipschitz drift $b : \mathbb{R}^d \to \mathbb{R}^d$, can exhibit explosion in finite time: this is the case, for example, when

$$b(x) = |x|^{m-1}x,$$

with $m > 1$, as it can be checked computing the explicit solution. The main result of this paper is that the addition of a suitable Stratonovich noise can prevent the explosion. Precisely, we take the SDE on $\mathbb{R}^d$, with $d \geq 2$,

$$dX = b(X)dt + \sigma(X) \circ dW, \quad X_0 = x_0. \quad (1.2)$$

Here $x_0$ is given in $\mathbb{R}^d$, $W$ is a $d$-dimensional Brownian motion on a filtered probability space $(\Omega, \mathcal{A}, (\mathcal{F}_t)_t, \mathbb{P})$ (satisfying the standard assumption), $\circ$ denotes the Stratonovich integration and $b$ and $\sigma$ satisfy the following:
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Assumption 1.1. We take \( m > 1 \) and \( \eta > (m-1)/2 \). The drift \( b : \mathbb{R}^d \to \mathbb{R}^d \) is locally Lipschitz and verifies, for some \( C \geq 0 \),

\[
|b(x)| \leq C(1 + |x|^m), \quad \forall x \in \mathbb{R}^d.
\]

The diffusion coefficient \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is \( C^1 \) with locally Lipschitz derivative and satisfies, for some \( R > 0 \),

\[
\sigma(x) = |x|^\eta+1 \left( I_d - \frac{1}{\eta} \frac{xx^T}{|x|^2} \right), \quad \forall x \in B_R^c.
\]

We have used the notation \( I_d \) for the \( d \times d \)-dimensional matrix, \( B_R \) for the open ball of centre 0 and radius \( R \). Under Assumption 1.1, the SDE admits a unique local strong solution.

Here is our main result:

**Theorem 1.2.** Under Assumption 1.1, the SDE (1.2) in \( \mathbb{R}^d \), with \( d \geq 2 \), admits a global-in-time (unique, strong) solution.

The particular form of the noise is due to the following remark: under the transformation

\[
y = \phi(x) := |x|^{-\eta-1} x, \quad (1.3)
\]

the noise \( \sigma(x) \circ dW \) simply becomes an additive noise. This remark reveals the idea behind the non-explosion: by applying the transformation \( \phi \), the explosion becomes a passage through 0, and such passage can be prevented, for \( d \geq 2 \), by an additive noise. We will give two proofs of this theorem: one exploits directly this idea of transforming explosion in passage through 0, the other uses the Lyapunov function method.

The second proof (by the Lyapunov function method) may be useful in infinite dimensions and yields also important consequences for invariant distributions for the SDE. Indeed the Lyapunov function structure gives not only the existence of an invariant distribution for the SDE, but also a strong form of geometric ergodicity, whose bounds are independent of the initial conditions, as soon as the noise is non-degenerate on the whole space. These results on invariant measures are given and proved in Section 4.

The first proof exploits crucially the fact that \( d \geq 2 \): indeed, in dimension 1, a diffusion can hit 0 in general. Actually, not only Theorem 1.2 does not hold for \( d = 1 \), but, when the explosion occurs for the deterministic ODE.
in $d = 1$ and the drift $b$ has a distinguished sign, then the explosion also happens $\mathbb{P}$-a.s. with a quite general Stratonovich noise. This fact is shown in Section 5.

The possibility to use the noise to restore existence or uniqueness or stability has been widely explored. Many works deal with uniqueness and regularity for ODEs with irregular drifts, perturbed by an additive noise, transport equations, perturbed by a linear transport noise, and fluid dynamic models, see e.g. [Ver80, FGP10, CG16, MNP15, Pla11, BF20]. Concerning the stabilization by noise, we mention [CF98, BHY16] among many others.

The non-explosion by noise is also widely studied. The work [Sch93] proves non-explosion and existence of an invariant measure for a two-dimensional example perturbed by an additive noise (possibly degenerate in one direction), by exhibiting a Lyapunov function for the SDE. The papers [HM15a, HM15b, BHW12, AKM12] prove similar results for other examples, in particular [AKM12] proposes a meta-algorithm to find Lyapunov functions. In these examples, on one side the directions of explosion are isolated, hence the idea behind the non-explosion phenomenon is that the noise moves the solution out of those directions. On the other side only additive noise is allowed, as often dictated by applications (for example, the equation in [HM15a] comes from models in turbulent transport). The difficulty in proving non-explosion in such examples is often to find an appropriate, anisotropic Lyapunov function, in order to deal with different (explosive or not) behaviours in different regions of the space (see e.g. [AKM12, Section 2.1]).

In the present paper instead a different viewpoint is considered: on one side every direction is possibly explosive, on the other side we search for a multiplicative noise which could avoid explosion. This research direction has also been studied in a number of works, see [MMR02, WH09, LS12] among many others, mostly exploiting the Lyapunov function method. The closest results to ours seem [AMR08, Gar88] and [Hm60]. The results [AMR08, Proposition 3.3] and [Gar88, Example 5.4] show non-explosion by noise for a large class of drifts and diffusion coefficients, using respectively power-type and logarithmic Lyapunov functions. In particular, by writing our SDE (1.2) in Itô form, outside the ball $B_R$,

$$dX = b(X)dt - \frac{1}{2}(1 + \frac{1}{\eta})(d - 1 - \frac{1}{\eta})|X|^{2\eta}Xdt$$
$$+ |X|^\eta+1 \left(I_d - (1 + \frac{1}{\eta}) \frac{XX^T}{|X|^2} \right) dW,$$
we can recognize that our SDE falls in the class of [AMR08, Gar88] for \( d \geq 3 \). The novelties here, with respect to [AMR08, Gar88], are the idea behind the first proof, based on the Stratonovich noise and the transformation in (1.3), and the use of \((\log|x|)^\alpha\), for some \( \alpha < 1 \), as Lyapunov function, to deal with the case \( d = 2 \) (in [CK14, Remark 3] the use of a similar Lyapunov function is suggested). The Stratonovich noise arises as limit of smooth noises and is also widely used in SPDEs. In the SPDE context, we point out the papers [GG19, GS19], among others, which also take non-linear noises to show regularization properties. We also mention the recent paper [KCSW19], which shows non-explosion for a Hamiltonian ODE perturbed by an additive noise and a suitable drift term, which preserves the Hamiltonian structure. The paper [Hm60] establishes a criterion, sometimes called Khasminskii’s test (generalization of Feller’s test), for non-explosion for a multi-dimensional diffusion. According to this criterion (in the version in [McK69, Section 4.5] and [SV06, Theorem 10.2.3]), explosion is avoided if a certain integral condition holds for suitable radial functions of the coefficients of the SDE (in Itô form). For our example, by the isotropic form of Assumptions 1.1, it is not difficult to show such integral condition; hence we could prove our Theorem 1.2 also by an application of Khasminskii’s test. With respect to this possible approach, the differences here are again the idea behind the first proof and the use of an explicit Lyapunov function in the second proof. As already mentioned, such Lyapunov function has important consequences at the level of invariant measures, see Section 4.

Once non-explosion from any fixed \( x_0 \) is established, one could ask about finer properties, like global existence of a stochastic flow solving the SDE (1.2). We expect the answer to be negative. Indeed, in [CE83], the authors construct an SDE by applying a similar transformation to bring \( \infty \) into 0 and vice versa and show the lack of a stochastic flow solution of that SDE; see also [LS11] and [LS17] for a similar phenomenon respectively for a drift-less SDE with bounded, smooth coefficients and for the example in [HM15a].

2 First proof

In the first proof, we apply the transformation \( Y = \phi(X) \) to the SDE (1.2); by the specific form of \( \sigma \) we get an SDE for \( Y \) with irregular drift \( g(Y) \) and additive noise. The conditions on \( m \) and \( \alpha \) in Assumption 1.1 guarantee that this SDE for \( Y \) admits a unique solution, whose law is equivalent to
the Wiener measure (by Girsanov theorem). Since, for \(d \geq 2\), the Wiener measure does not see the 0 \(\mathbb{P}\)-a.s., we conclude that \(Y\) does not hit 0 and hence \(X\) does not explode \(\mathbb{P}\)-a.s..

**First proof.** Let \((X_t)_{t \in [0, \tau)}\) be the local maximal solution to the SDE (1.2). Recall that \(\tau\) is the explosion time of \(X\), or equivalently, on \(\{\tau < \infty\}\), there holds \(\lim_{t \uparrow \tau} |X_t| = \infty \mathbb{P}\)-a.s. (see e.g. [Elw82] Corollary 6.2). We have to show that \(\tau = \infty \mathbb{P}\)-a.s.. For all \(t\) such that \(X_t \neq 0\), we let \(Y_t = \phi(X_t)\), where \(\phi\) is defined as in (1.3). More precisely, to avoid the times when \(X\) hits 0 (and so \(Y\) is not defined), we will show first that, \(\mathbb{P}\)-a.s., \(X\) enters \(B_R\) before exploding, then we will use this fact to conclude the proof of non-explosion.

**First part:** We use the notation \(\mathbb{P}^{x_0}\) to keep track of the initial condition \(x_0\). We define \(\tau^{0,R}_{0} = \inf\{t \geq 0 \mid X_t \in B_R\}\). We will show that \(\mathbb{P}^{x_0}\{\tau \geq \tau^{0,R}_{0}\} = 1, \forall x_0 \in B^{c}_{R+1}\). (2.1)

We start applying Itô formula to \(Y_t = \phi(X_t)\) for \(t < \tau \wedge \tau^{0,R}_{0}\) (this is possible because \(\phi\) is smooth on \(B^{c}_{R}\)). Assumption 1.1 on \(\sigma\) gives

\[
D\phi(x) = |x|^{-\eta-1}(I_d - (\eta + 1)\frac{xx^T}{|x|^2}) = \sigma(x)^{-1}, \forall x \in B^{c}_{R}.
\]

Note that

\[
\tau = \rho^Y := \inf\{t \geq 0 \mid \lim_{s \uparrow t} Y_s = 0\}, \quad \tau^{0,R}_{0,R} = \rho^{Y,R_{-\eta}} := \{t \geq 0 \mid Y_t \in B^{c}_{R-\eta}\}. \quad (2.2)
\]

Hence the following SDE holds for \(Y\) on \([0, \rho^Y \wedge \rho^{Y,R_{-\eta}}):\)

\[
dY = |Y|^{(\eta+1)/\eta}(I_d - (\eta + 1)\frac{Y Y^T}{|Y|^2})b(|Y|^{-1/\eta - 1}Y)dt + dW
\]

\[=: g(Y)dt + dW,\]

\[
Y_0 = \phi(x_0) \in \bar{B}_{(R+1)^{-\eta}} \setminus \{0\}.
\]

Since \(Y\) lives in \(B_{R-\eta}\), we can set \(g = 0\) on \(\bar{B}^{c}_{R-\eta}\). Since \(b\) is locally Lipschitz, \(g\) is locally Lipschitz on \(\bar{B}_{R-\eta} \setminus \{0\}\). Moreover, Assumption 1.1 for \(b\) gives, for some constant \(C\),

\[
|g(y)| \leq C|y|^{(\eta+1)/\eta} \cdot (|y|^{-1/\eta})^m = C|y|^{(\eta+1-m)/\eta}, \forall y \in B_{R-\eta}.
\]
By Assumption 1.1 on $m$ and $\eta$, we have $(\eta + 1 - m)/\eta > -1$, so the drift $g$ is in $L^p(\mathbb{R}^d)$ for some $p > d$ (and $d \geq 2$). We are now in the position to apply [FF11, Theorem 1, Corollary 16]: the SDE (2.3) admits a global (strong) solution $\tilde{Y}$ whose law is equivalent to the $d$-dimensional Wiener measure starting from $\phi(x_0)$. But the SDE (2.3) admits also a unique strong solution before exiting $B_{R-\eta} \setminus \{0\}$, by the local Lipschitz property of $g$, and hence $\tilde{Y} = Y$ on $[0, \rho^Y \wedge \rho^{Y,R-\eta})$. In particular, 

$$\text{Law}(Y \mid_{[0,\rho^Y \wedge \rho^{Y,R-\eta})}) \text{ and Law}(W^{x_0} \mid_{[0,\rho^{W^{x_0}} \wedge \rho^{W^{x_0},R-\eta})})$$

are equivalent, where $W^{x_0} := W + \phi(x_0)$ and $\rho^{W^{x_0}}$ and $\rho^{W^{x_0},R-\eta}$ are defined for $W^{x_0}$ as in (2.2). Now, for $d \geq 2$, for any $x_0$, $W + \phi(x_0)$ does not hit 0 with probability 1, that is $\rho^{W^{x_0}} = \infty$ $\mathbb{P}$-a.s. (see e.g. [RY99, Chapter V, Proposition 2.7]). Hence we have $\rho^Y \geq \rho^{Y,R-\eta} \mathbb{P}$-a.s. and so $\tau \geq \tau^{0,R} \mathbb{P}$-a.s., that is (2.1).

**Second part:** We use a standard argument. We recall that $\tau^{0,R} = \inf\{t \geq 0 \mid X_t \in B_R\}$ and we define recursively, for $i$ nonnegative integer,

$$\tau^{i+1,R+1} = \inf\{t > \tau^{i,R} \mid X_t \notin B_{R+1}\}, \tau^{i+1,R} = \inf\{t > \tau^{i+1,R+1} \mid X_t \in B_R\},$$

that is the $(i+1)$-th exit time from $B_{R+1}$ and the $(i+1)$-th hitting time of $B_R$. The property (2.1) and the strong Markov property of $X$ imply, by induction taking $x_0 = X_{\tau^{i,R+1}}$ at each step, that $\tau \geq \tau^{i,R} \mathbb{P}$-a.s. for every $i$. On the other hand, since $\lim_{t \to \tau} |X_t| = \infty \mathbb{P}$-a.s. on $\{\tau < \infty\}$, then $\mathbb{P}$-a.s., the sequence $\tau^{i,R}$ has no finite accumulation point, that is $\sup_i \tau^{i,R} = \infty \mathbb{P}$-a.s.. It follows that $\tau = \infty \mathbb{P}$-a.s.. The proof is complete.

3 **Second proof**

In the second proof, we show that $\log |x|^\alpha$, with $0 < \alpha < 1$, is morally a Lyapunov function for the SDE (1.2). This argument not only implies non-explosion, but has also consequences on invariant measures for the SDE, as we will see in the next section.

**Second proof.** We fix $0 < \alpha < 1$ and take a $C^2$ function $V : \mathbb{R}^d \to \mathbb{R}$ such that, for a constant $a > 0$,

$$V(x) = (\log |x|)^\alpha, \quad \forall x \in B_{2\sqrt{R}}^c,$$

$$V(x) \geq a, \quad \forall x \in \mathbb{R}^d,$$
and we show that such \( V \) is a Lyapunov function for the SDE (1.2), that is

- \( V \) is nonnegative and \( \inf_{|x|>r} V(x) \) tends to \( \infty \) as \( r \to \infty \) and
- \( LV \leq cV \) on \( \mathbb{R}^d \) for a constant \( c > 0 \), where \( L \) is the generator of the SDE (1.2).

The first condition is clearly satisfied. For the second condition, we write the SDE (1.2) in Itô form:

\[
dX = \tilde{b}(X)dt + \sigma(X)dW,
\]

where \( \tilde{b} \) is locally Lipschitz and

\[
\tilde{b}(x) = b(x) - \frac{1}{2}(1 + \frac{1}{\eta})(d - 1 - \frac{1}{\eta})|x|^{2\eta}x, \quad \forall x \in B_c^c.
\]

This can be verified through a tedious computation of the Itô-Stratonovich correction of (1.2) or applying Itô formula (in Itô form) to \( X = \phi^{-1}(Y) \), where \( Y \) satisfies (2.3). For \( x \) in \( B_{2\nu R}^c \), we have then

\[
\nabla V(x) = \alpha (\log |x|)^{\alpha-1}|x|^{-2}x,
\]

\[
D^2 V(x) = \alpha (\log |x|)^{\alpha-1}|x|^{-2} \left( I_d - (2 + (1 - \alpha)(\log |x|)^{-1}) \frac{xx^T}{|x|^2} \right),
\]

\[
\sigma(x)\sigma(x)^T = |x|^{2\eta+2} \left( I_d - (1 + \frac{1}{\eta}) \frac{xx^T}{|x|^2} \right)^2 = |x|^{2\eta+2} \left( I_d + \left( 1 + \frac{1}{\eta^2} \right) \frac{xx^T}{|x|^2} \right),
\]

and so

\[
LV(x) = \tilde{b}(x) \cdot \nabla V(x) + \frac{1}{2} \text{tr} [\sigma(x)\sigma(x)^T D^2 V(x)]
\]

\[
= \alpha (\log |x|)^{\alpha-1}b(x) \cdot |x|^{-2} - \frac{1}{2} \alpha (\log |x|)^{\alpha-1} |x|^{2\eta}(1 + \frac{1}{\eta})(d - 1 - \frac{1}{\eta})
\]

\[
+ \frac{1}{2} \alpha (\log |x|)^{\alpha-1} |x|^{2\eta} \text{tr} \left[ I_d - \left( 1 + \frac{1}{\eta^2} \right) \frac{xx^T}{|x|^2} \right]
\]

\[
= \alpha (\log |x|)^{\alpha-1}b(x) \cdot |x|^{-2} - \frac{1}{2} \alpha (\log |x|)^{\alpha-1} |x|^{2\eta} \left( \frac{d - 2}{\eta} + \frac{1 - \alpha}{\eta^2 \log |x|} \right)
\]

\[
\leq (\log |x|)^{\alpha-1} \left( c_1 |x|^{m-1} - c_2 \frac{1}{\log |x|} |x|^{2\eta} \right)
\]

(3.1)
for some constants $c_1, c_2 > 0$. By the condition $2\eta > m - 1$ in Assumption 1.1, there exists $r > 0$ such that $LV(x)$ is negative for all $x$ outside $B_r$. Therefore, since $LV$ is locally bounded and $V \geq a > 0$, the condition $LV \leq cV$ is satisfied on $\mathbb{R}^d$ for a suitable $c$ and so $V$ is a Lyapunov function. Hence, by [Kha12, Theorem 3.5], there exists a global solution to the SDE (1.2). The proof is complete.

4 Invariant measures and geometric ergodicity

In this section we exploit the Lyapunov function structure to show existence and uniqueness of an invariant probability measure for the SDE and a strong form of geometric ergodicity. We remind that a probability measure $\mu$ on $\mathbb{R}^d$ is invariant for the SDE (1.2) if it is invariant under the Markov semigroup associated with (1.2), or equivalently if there exists $X^\mu$ solution to (1.2) (with random initial condition) such that $X^\mu_t$ has law $\mu$ for any $t \geq 0$.

The existence of an invariant (probability) measure for the SDE (1.2) is a consequence of the existence of a Lyapunov function:

**Proposition 4.1.** Under Assumption 1.1, the SDE (1.2) in $\mathbb{R}^d$, with $d \geq 2$, admits an invariant probability measure.

**Proof.** The inequality (3.1) implies that

$$\sup_{|x|>r} LV(x) \to -\infty \quad \text{as } r \to \infty.$$  

Hence the result follows from [Kha12, Theorem 3.7].

Actually the inequality (3.1) gives more than the Lyapunov function property and the existence of an invariant measure. Indeed, in the language of [AKM12], (3.1) shows that $V$ is a super-Lyapunov function. As a consequence, if the noise is non-degenerate on $B_R$, we get geometric ergodicity in the total variation norm, whose bounds are independent of the initial conditions (see the discussion at the end of this section).

In the following, we use the notation $(P_t)$, for the Markov semigroup associated with the SDE (1.2) and, given a probability measure $\mu$ on $\mathbb{R}^d$, we use $P_t^*\mu$ for the transformation of $\mu$ under the semigroup $P_t$, namely

$$P_t f(x_0) = \mathbb{E}^{x_0}[f(X_t)], \quad x_0 \in \mathbb{R}^d, f \in C_b(\mathbb{R}^d),$$

$$\int_{\mathbb{R}^d} f(x) P_t^* \mu(dx) = \int_{\mathbb{R}^d} P_t f(x) \mu(dx), \quad f \in C_b(\mathbb{R}^d).$$
\( \mathcal{P}(\mathbb{R}^d) \) denotes the set of probability measures on \( \mathbb{R}^d \) and \( d_{TV} \) denotes the total variation distance between measures. We also introduce the following weighted total variation distance:

\[
d_1(\mu_1, \mu_2) = \sup_{\varphi \in C(\mathbb{R}^d), \|\varphi/(1+V)\|_{\infty} \leq 1} \int_{\mathbb{R}^d} \varphi d(\mu_1 - \mu_2), \quad \mu_1, \mu_2 \in \mathcal{P}(\mathbb{R}^d).
\]

It is easy to check that \( d_{TV} \leq d_1 \).

**Theorem 4.2.** Assume Assumption 1.1. Assume also that, for some constant \( \lambda > 0 \),

\[
\sigma(x)\sigma(x)^T \geq \lambda I_d, \quad \forall x \in B_R.
\]

Then the invariant distribution for the SDE (1.2) on \( \mathbb{R}^d \), with \( d \geq 2 \), is unique and the following geometric ergodicity property holds in the total variation distance: there exist \( C > 0, \eta > 0 \) such that,

\[
d_1(P^*_{\mu_1} \mu_1, P^*_{\mu_2} \mu_2) \leq Ce^{-\eta t} d_{TV}(\mu_1, \mu_2), \quad \forall t \geq 0, \quad \forall \mu_1, \mu_2 \in \mathcal{P}(\mathbb{R}^d).
\]

In particular, there holds

\[
d_{TV}(P^*_{\mu_1} \mu_1, P^*_{\mu_2} \mu_2) \leq Ce^{-\eta t} d_{TV}(\mu_1, \mu_2), \quad \forall t \geq 0, \quad \forall \mu_1, \mu_2 \in \mathcal{P}(\mathbb{R}^d).
\]

The proof is morally a consequence of [AKM12, Lemma 6.1, Proposition 6.2, Theorem 12.1]; these results are given in [AKM12] for an SDE on \( \mathbb{R}^2 \), but the arguments in the proofs hold for a general SDE on \( \mathbb{R}^d \) (for any \( d \)) with locally Lipschitz drift and diffusion coefficients. The following result follows immediately from [AKM12, Lemma 6.1, Proposition 6.2, Theorem 12.1]:

**Theorem 4.3.** Assume that \( V : \mathbb{R}^d \to \mathbb{R} \) is a super-Lyapunov function for the SDE (1.2), namely a \( C^2 \), strictly positive function such that \( \lim_{|x| \to \infty} V(x) = \infty \) and, for suitable constants \( \gamma > 1, c, d > 0 \),

\[
LV(x) \leq -cV(x)^\gamma + d, \quad \forall x \in \mathbb{R}^d.
\]

Assume also the following minorization condition: there exist \( T > 0, \alpha > 0, r > 0 \) and a probability measure \( \nu \) on \( \mathbb{R}^d \) such that

\[
\inf_{z \in \mathbb{R}^d, |z| \leq r} P_T^z \delta_z(B) \geq \alpha \nu(B), \quad \forall B \in \mathcal{B}(\mathbb{R}^d),
\]

with \( r \) satisfying

\[
r > K_T := \max\{(2d/c)^{1/\gamma}, (c(\gamma - 1)T/2)^{-1/(\gamma - 1)}\}.
\]

Then the conclusions of Theorem 4.2 hold.
Proof of Theorem 4.2. By Theorem 4.3, it is enough to show the super-Lyapunov function property (4.3) and the minorization condition (4.4).

The property (4.3) follows immediately from (3.1) (and positivity of $V$), by the condition $m - 1 > 2\eta$ from Assumption 1.1.

For the minorization condition, we note that, by the explicit computation of $\sigma(x)\sigma(x)^T$ on $B_{cR}$, the uniform ellipticity condition 1.1 holds actually on the whole $\mathbb{R}^d$. Hence a classical Gaussian lower bound holds (see e.g. [AS67, Theorem 7]): for every $r > 0$, there exist $c_1, c_2 > 0$ such that, for all $z \in B_r$, for all $t > 0$ sufficiently small,

$$P^*_t \delta_z \geq c_1 t^{-d/2} e^{-c_2|x-z|^2/t} 1_{|x-z| < 2r} dx.$$ 

Hence the minorization condition (4.4) holds for any $r > 0$, taking as $\nu$ the normalized Lebesgue measure on $B_r$. The proof is complete. \hfill \Box

The main strength of Theorem 4.2 is in the exponential convergence to the invariant measure and in the use of the total variation distance, instead of the weighted $d_1$ distance, in the right-hand side of (4.2). It is known that condition (4.3) with $\gamma = 1$ and a mixing condition guarantee exponential convergence to the invariant measure, but only in the $d_1$ norm, see e.g. [MT09, HM11]: roughly speaking, this gives, calling $\bar{\mu}$ the invariant measure for the SDE,

$$d_{TV}(P^*_t \delta_z, \bar{\mu}) \leq C e^{-\eta t}(1 + V(z)).$$

When condition (4.3) is satisfied only with $\gamma < 1$, then polynomial convergence holds instead of exponential convergence (see e.g. [Ver97, Ver99, DFG09]). As discovered in [AKM12], the existence of a super-Lyapunov function gives exponential convergence in the total variation norm: in particular, one has

$$d_{TV}(P^*_t \delta_z, \bar{\mu}) \leq C e^{-\eta t},$$

without any weight on $z$ in the right-hand side; in this sense, the bounds in Theorem 4.2 are independent of the initial conditions.

5 Counterexample in one dimension

In this section we show a counterexample to Theorem 1.2 when $d = 1$; actually, we show that an explosive ODE does also explode under a very
general Stratonovich noise. The fact that noise cannot avoid explosion when $d = 1$ has been already proved in [Sch95] in the case of additive noise.

We consider the SDE (1.2) on $\mathbb{R}$, with $b$ locally Lipschitz and $\sigma$ $C^1$ with locally Lipschitz derivative. We assume that $b$ and $\sigma$ are always strictly positive. Under these conditions, it is well-known that, for every $x_0$, the solution to the ODE (1.1) on $\mathbb{R}$ admits the explicit representation

$$x(t) = B^{-1}(B(x_0) + t),$$

where $B(x) = \int_0^x 1/b(y)dy$. In particular, explosion holds for the ODE (1.1) if and only if

$$\int_0^\infty \frac{1}{b(z)}dz < \infty. \quad (5.1)$$

**Proposition 5.1.** Assume that $b : \mathbb{R} \to \mathbb{R}$ is locally Lipschitz and that $\sigma : \mathbb{R} \to \mathbb{R}$ is $C^1$ with locally Lipschitz derivative; assume that $b$ and $\sigma$ are always strictly positive. Assume condition (5.1). Then, in dimension $d = 1$, for every $x_0$ in $\mathbb{R}$, the SDE (1.2) explodes $\mathbb{P}$-a.s.

The idea of the proof is not far from the first proof of Theorem 1.2: we use the transformation $\phi$ with $D\phi(x) = \sigma(x)^{-1}$.

**Proof.** We let

$$\phi(x) = \int_0^x \sigma(y)^{-1}dy, \quad \phi(-\infty) < x < \phi(\infty).$$

By Itô formula, $Y = \phi(X)$ satisfies the following SDE:

$$dY = A(Y)dt + dW, \quad Y_0 = \phi(x_0),$$

where

$$A(y) = \frac{b(\phi^{-1}(y))}{\sigma(\phi^{-1}(y))}.$$ 

Hence it is enough to show that $Y$ hits $\phi(\infty)$ in finite time $\mathbb{P}$-a.s. We distinguish two cases: $\phi(\infty) < \infty$ or $= \infty$. If $\phi(\infty) < \infty$, since $Y_t \geq \phi(x_0) + W_t$, then $Y$ hits $\phi(\infty)$ in finite time $\mathbb{P}$-a.s. If $\phi(\infty) = \infty$, we have, by condition (5.1) and a change of variable,

$$\int_0^\infty \frac{1}{A(y)}dy = \int_0^\infty \frac{1}{b(y)}dx < \infty.$$
By [Sch95, Corollary 2], we get
\[
2 \int_0^\infty \int_0^\infty \exp \left[ -2 \int_y^{y+z} A(u) du \right] dy \, dz \leq \int_0^\infty \frac{1}{A(y)} dy < \infty.
\]

Hence we can apply Feller’s test for explosion, in the form of [KS91, Proposition 5.32 (point (ii))], and get that \( Y \) hits \( \infty = \phi(\infty) \) in finite time \( \mathbb{P} \)-a.s.. The proof is complete. \( \square \)

Acknowledgements

I thank two anonymous referees for their valuable comments and suggestions, in particular for suggesting most of the results and proofs in Sections 4 and 5. I thank also Franco Flandoli for useful discussions. I acknowledge support from the Hausdorff Research Institute for Mathematics in Bonn under the Junior Trimester Program ‘Randomness, PDEs and Nonlinear Fluctuations’ and from the Italian Ministry of Education, University and Research under the project PRIN 2015233N54_002 ‘Deterministic and stochastic evolution equations’.

References

[AKM12] Avanti Athreya, Tiffany Kolba, and Jonathan C. Mattingly. Propagating Lyapunov functions to prove noise-induced stabilization. *Electron. J. Probab.*, 17:no. 96, 38, 2012.

[AMR08] John A. D. Appleby, Xuerong Mao, and Alexandra Rodkina. Stabilization and destabilization of nonlinear differential equations by noise. *IEEE Trans. Automat. Control*, 53(3):683–691, 2008.

[AS67] D. G. Aronson and James Serrin. Local behavior of solutions of quasilinear parabolic equations. *Arch. Rational Mech. Anal.*, 25:81–122, 1967.

[BBY16] Luigi Amedeo Bianchi, Dirk Blömker, and Meihua Yang. Additive noise destroys the random attractor close to bifurcation. *Nonlinearity*, 29(12):3934–3960, 2016.
[BF20] Luigi Amedeo Bianchi and Franco Flandoli. Stochastic Navier-Stokes equations and related models. Milan J. Math., 88(1):225–246, 2020.

[BHW12] Jeremiah Birrell, David P. Herzog, and Jan Wehr. The transition from ergodic to explosive behavior in a family of stochastic differential equations. Stochastic Process. Appl., 122(4):1519–1539, 2012.

[CE83] A. P. Carverhill and K. D. Elworthy. Flows of stochastic dynamical systems: the functional analytic approach. Z. Wahrsch. Verw. Gebiete, 65(2):245–267, 1983.

[CF98] Hans Crauel and Franco Flandoli. Additive noise destroys a pitchfork bifurcation. J. Dynam. Differential Equations, 10(2):259–274, 1998.

(CG16] R. Catellier and M. Gubinelli. Averaging along irregular curves and regularisation of ODEs. Stochastic Process. Appl., 126(8):2323–2366, 2016.

[CK14] Pao-Liu Chow and Rafail Khasminskii. Almost sure explosion of solutions to stochastic differential equations. Stochastic Process. Appl., 124(1):639–645, 2014.

[DFG09] Randal Douc, Gersende Fort, and Arnaud Guillin. Subgeometric rates of convergence of f-ergodic strong Markov processes. Stochastic Process. Appl., 119(3):897–923, 2009.

[Elw82] K. D. Elworthy. Stochastic differential equations on manifolds, volume 70 of London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge-New York, 1982.

[FF11] E. Fedrizzi and F. Flandoli. Pathwise uniqueness and continuous dependence of SDEs with non-regular drift. Stochastics, 83(3):241–257, 2011.

[FGP10] F. Flandoli, M. Gubinelli, and E. Priola. Well-posedness of the transport equation by stochastic perturbation. Invent. Math., 180(1):1–53, 2010.
[Fla11] Franco Flandoli. Random perturbation of PDEs and fluid dynamic models, volume 2015 of Lecture Notes in Mathematics. Springer, Heidelberg, 2011. Lectures from the 40th Probability Summer School held in Saint-Flour, 2010.

[Gar88] Thomas C. Gard. Introduction to stochastic differential equations, volume 114 of Monographs and Textbooks in Pure and Applied Mathematics. Marcel Dekker, Inc., New York, 1988.

[GG19] Paul Gassiat and Benjamin Gess. Regularization by noise for stochastic Hamilton-Jacobi equations. Probab. Theory Related Fields, 173(3-4):1063–1098, 2019.

[GS19] Benjamin Gess and Scott Smith. Stochastic continuity equations with conservative noise. J. Math. Pures Appl. (9), 128:225–263, 2019.

[Hm60] R. Z. Has’minskii. Ergodic properties of recurrent diffusion processes and stabilization of the solution of the Cauchy problem for parabolic equations. Teor. Verojatnost. i Primenen., 5:196–214, 1960.

[HM11] Martin Hairer and Jonathan C. Mattingly. Yet another look at Harris’ ergodic theorem for Markov chains. In Seminar on Stochastic Analysis, Random Fields and Applications VI, volume 63 of Progr. Probab., pages 109–117. Birkhäuser/Springer Basel AG, Basel, 2011.

[HM15a] David P. Herzog and Jonathan C. Mattingly. Noise-induced stabilization of planar flows I. Electron. J. Probab., 20:no. 111, 43, 2015.

[HM15b] David P. Herzog and Jonathan C. Mattingly. Noise-induced stabilization of planar flows II. Electron. J. Probab., 20:no. 113, 37, 2015.

[KCSW19] Tiffany Kolba, Anthony Coniglio, Sarah Sparks, and Daniel Wei thers. Noise-induced stabilization of perturbed Hamiltonian systems. Amer. Math. Monthly, 126(6):505–518, 2019.
[Kha12] Rafail Khasminskii. Stochastic stability of differential equations, volume 66 of Stochastic Modelling and Applied Probability. Springer, Heidelberg, second edition, 2012. With contributions by G. N. Milstein and M. B. Nevelson.

[KS91] Ioannis Karatzas and Steven E. Shreve. Brownian motion and stochastic calculus, volume 113 of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1991.

[LS11] Xue-Mei Li and Michael Scheutzow. Lack of strong completeness for stochastic flows. Ann. Probab., 39(4):1407–1421, 2011.

[LS12] Lei Liu and Yi Shen. Noise suppresses explosive solutions of differential systems with coefficients satisfying the polynomial growth condition. Automatica J. IFAC, 48(4):619–624, 2012.

[LS17] Matti Leimbach and Michael Scheutzow. Blow-up of a stable stochastic differential equation. J. Dynam. Differential Equations, 29(2):345–353, 2017.

[McK69] H. P. McKean, Jr. Stochastic integrals. Probability and Mathematical Statistics, No. 5. Academic Press, New York-London, 1969.

[MMR02] Xuerong Mao, Glenn Marion, and Eric Renshaw. Environmental Brownian noise suppresses explosions in population dynamics. Stochastic Process. Appl., 97(1):95–110, 2002.

[MNP15] Salah-Eldin A. Mohammed, Torstein K. Nilssen, and Frank N. Proske. Sobolev differentiable stochastic flows for SDEs with singular coefficients: applications to the transport equation. Ann. Probab., 43(3):1535–1576, 2015.

[MT09] Sean Meyn and Richard L. Tweedie. Markov chains and stochastic stability. Cambridge University Press, Cambridge, second edition, 2009. With a prologue by Peter W. Glynn.

[RY99] Daniel Revuz and Marc Yor. Continuous martingales and Brownian motion, volume 293 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of
[Sch93] M. Scheutzow. Stabilization and destabilization by noise in the plane. Stochastic Anal. Appl., 11(1):97–113, 1993.

[Sch95] Michael Scheutzow. An integral inequality and its application to a problem of stabilization by noise. J. Math. Anal. Appl., 193(1):200–208, 1995.

[SV06] Daniel W. Stroock and S. R. Srinivasa Varadhan. Multidimensional diffusion processes. Classics in Mathematics. Springer-Verlag, Berlin, 2006. Reprint of the 1997 edition.

[Ver80] A. Ju. Veretennikov. Strong solutions and explicit formulas for solutions of stochastic integral equations. Mat. Sb. (N.S.), 111(153)(3):434–452, 480, 1980.

[Ver97] A. Yu. Veretennikov. On polynomial mixing bounds for stochastic differential equations. Stochastic Process. Appl., 70(1):115–127, 1997.

[Ver99] A. Yu. Veretennikov. On polynomial mixing and the rate of convergence for stochastic differential and difference equations. Teor. Veroyatnost. i Primenen., 44(2):312–327, 1999.

[WH09] Fuke Wu and Shigeng Hu. Suppression and stabilisation of noise. Internat. J. Control, 82(11):2150–2157, 2009.