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Stoquastic Hamiltonians play a role in the computational complexity of the local Hamiltonian problem as well as the study of classical simulatability. In particular, stoquastic Hamiltonians can be straightforwardly simulated using Monte Carlo techniques. We address the question of whether two or more Hamiltonians may be made simultaneously stoquastic via a unitary transformation. This question has important implications for the complexity of simulating quantum annealing where quantum advantage is related to the stoquasticity of the Hamiltonians involved in the anneal. We find that for almost all problems no such unitary exists and show that the problem of determining the existence of such a unitary is equivalent to identifying if there is a solution to a system of polynomial (in)equalities in the matrix elements of the initial and transformed Hamiltonians. Solving such a system of equations is NP-hard. We highlight a geometric understanding of this problem in terms of a collection of generalized Bloch vectors.

I. INTRODUCTION

The efficient simulation of quantum phenomena is essential to understanding chemistry, materials, and physics, and similarly the lack of efficient classical simulation is critical to the long-term applicability of quantum computing. One of the key properties that can make a Hamiltonian easy to simulate classically is stoquasticity \cite{PhysRevLett.108.280502}. A basis dependent property where the off-diagonal matrix elements are real and non-positive \cite{Bremner2010}. Such stoquastic Hamiltonians do not suffer from the sign problem allowing classical simulation of their ground state properties via Monte Carlo techniques \cite{PhysRevA.73.042314,PhysRevB.84.064434}.

Stoquastic Hamiltonians have been especially important in the development of quantum annealing \cite{techreport} and quantum adiabatic computation \cite{Chiaraluce2013}. Adiabatic quantum computing is quantum universal \cite{Aharonov2008}, but the proof relies on non-stoquastic Hamiltonians. There is growing evidence that adiabatic computing with stoquastic Hamiltonians is no more powerful than classical computing \cite{Bremner2010,PhysRevB.83.195128,PhysRevB.84.064434,PhysRevA.88.032321} except in contrived highly non-local settings \cite{PhysRevA.77.022318}. In complexity theory, stoquastic Hamiltonians appear in the definition of the complexity class \textbf{StoqMA}, which characterizes the computational hardness of the local Hamiltonian problem for stoquastic Hamiltonians \cite{Papadimitriou1989}.

A large body of literature has been built up around the problem of finding stoquastic \cite{Bremner2010,PhysRevLett.105.100505} or nearly stoquastic \cite{PhysRevLett.112.110504,PhysRevLett.113.030502} bases for Hamiltonians. The corresponding unitary basis change is said to “cure” the non-stoquastic Hamiltonian. While the existence of such a basis is guaranteed by the diagonalizability of Hermitian matrices (the locality of such a basis is not guaranteed), finding such a basis change is an NP-hard problem \cite{PhysRevA.88.032321,PhysRevA.83.183602,PhysRevA.89.062336}.

However, this literature has mostly focused on just curing a single Hamiltonian’s sign problem. In order to run simulated quantum annealing \cite{PhysRevA.78.032321,PhysRevA.79.022316} or otherwise simulate the behavior of adiabatic computation, both annealing Hamiltonians must be stoquastic. This raises the question not just of how to find a basis in which two Hamiltonians are simultaneously stoquastic but further whether such a basis even exists. Our work along this direction is complementary to the results in Ref. \cite{PhysRevA.87.042319} where the authors consider the problem of stoquasticizing a local Hamiltonian consisting of a sum of local terms and showed that this Hamiltonian can be stoquasticized if and only if all terms can be simultaneously stoquasticized. Furthermore, they showed that it is NP-hard to find a basis that accomplishes this.

To formally state our problem of interest: let \textbf{Stoq} be the set of all stoquastic matrices. Given a set of Hamiltonians $S = \{H_1, H_2, \cdots, H_m\}$ defined on a $d$-dimensional Hilbert space $\mathcal{H}_d$, does there exist a single unitary $U$ that simultaneously cures the non-stoquasticity of (“stoquastizics”) all $H_j \in S$; that is, $\exists U$ such that $UH_jU^\dagger \in \textbf{Stoq}$ for all $j$?

Using the mathematical theory of simultaneous unitary similarities \cite{Chung1991,Georgiou2014,Georgiou2015,Georgiou2016}, we find that the problem reduces to determining if there exists a solution to a system of polynomial (in)equalities. For $m > 2$ and/or $d > 2$, the resulting system of polynomial equations does not generically have a solution, and therefore a simultaneously stoquasticizing unitary does not always exist. In fact, we show almost every set $S$ of Hamiltonians is not simultaneously stoquasticizable. By considering a generalized Bloch vector representation, we can geometrically interpret our results, connecting to the literature on the geometry of quantum states \cite{Lloyd2000,Levi2016,Neven2016,Neven2018,Wootton2021,Georgiou2017}.

This result has broad implications for adiabatic quantum computing, where annealing between two Hamiltonians that are not simultaneously stoquasticizable should
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be hard to simulate classically, independent of basis. The more general theory of simultaneous transformation of two or more Hermitian operators plays a key role in other areas of quantum physics, the most obvious being simultaneous diagonalizability governing the commutativity and compatibility of observables. Similarly simultaneous unitary congruence has been used to show that quantum separability is connected to the simultaneous hollowability of matrices [32], and simultaneous orthogonality connects to local unitary equivalence of a pair of quantum states [33].

II. LIE ALGEBRAS AND LIE GROUPS

Formally, any Hamiltonian $H \in \mathbb{C}^{d \times d}$ is (up to a physically irrelevant shift by a multiple of identity) an element of the Lie algebra $\mathfrak{su}(d)$. Here, we take the usual physicist convention that $\mathfrak{su}(d)$ consists of the set of all $d \times d$ traceless, Hermitian matrices. This is known as the fundamental representation. The Lie algebra $\mathfrak{su}(d)$ has real dimension $d^2 - 1$ and, therefore, any element of the Lie algebra may be expanded in a basis of $d^2 - 1$ elements of the algebra, which we choose to obey the standard orthonormality condition

$$\text{Tr}(\hat{\lambda}_i \hat{\lambda}_j) = 2\delta_{ij}. \quad (1)$$

We also have that

$$\hat{\lambda}_i \hat{\lambda}_j = \frac{2}{d} \delta_{ij} I + i f_{ijk} \hat{\lambda}_k + d_{ijk} \hat{\lambda}_k, \quad (2)$$

where $I$ is the identity matrix and $f_{ijk}$ and $d_{ijk}$ are the totally anti-symmetric and symmetric structure constants, respectively. We use the convention of summing over repeated indices. A standard choice of basis is the generalized Gell-Mann basis. It is made up of $d(d - 1)/2$ symmetric matrices,

$$\hat{\lambda}^{(s)}_{jk} = |j\rangle \langle k| + |k\rangle \langle j|, \quad (1 \leq j < k \leq d), \quad (3a)$$

$d(d - 1)/2$ skew-symmetric matrices,

$$\hat{\lambda}^{(u)}_{jk} = -i |j\rangle \langle k| + i |k\rangle \langle j|, \quad (1 \leq j < k \leq d), \quad (3b)$$

and $d - 1$ diagonal matrices,

$$\hat{\lambda}^{(\text{diag})}_{j} = \frac{2}{j(j + 1)} \text{diag}(1, \ldots, 1, -j, 0, \ldots, 0), \quad (3c)$$

where in this final equation we have $j \in \{1, \ldots, d - 1\}$. For $\mathfrak{su}(2)$, the generators defined in this way are the familiar Pauli operators, which motivates the $x, y$ superscripts for the symmetric and skew-symmetric generalized Gell-Mann matrices, respectively. For $\mathfrak{su}(3)$, they are the Gell-Mann matrices.

We can write any traceless Hamiltonian $H$ in this basis as

$$H = b \cdot \hat{\lambda}, \quad (4)$$

where $\hat{\lambda}$ is a vector of basis elements and $b \in \mathbb{R}^{d^2 - 1}$ is the so-called (generalized) Bloch vector corresponding to $H$. We consider grouping the components of $\hat{\lambda}$ into subsets matching the basis elements defined in Eqs. (3a)-(3c) as follows: let $X, Y$ and $D$ be the sets of indices corresponding to the symmetric, skew-symmetric, and diagonal generalized Gell-Mann matrices, respectively. We have $\{X, Y, D\} = \{1, \ldots, d^2 - 1\}$.

Therefore, there exists an isomorphism $S \cong B$ between a set $S = \{H_1, H_2, \ldots, H_m\}$ of traceless Hamiltonians and a set of corresponding Bloch vectors $B = \{b^{(1)}, b^{(2)}, \ldots b^{(m)}\}$. These Bloch vectors will simplify a number of proofs and provide a valuable geometric interpretation of our results.

III. SIMULTANEOUS STOQUASTICITY

Given the set $S = \{H_1, H_2, \ldots, H_m\}$ we want to solve the decision problem: Does there exist a unitary $U$ such that $H'_j = U H_j U^\dagger \in \text{Stoq}$ for all $H'_j \in S' := \{U H_1 U^\dagger, U H_2 U^\dagger, \ldots, U H_m U^\dagger\}$?

Observe that the choice of trace of the Hamiltonians and of the Hermitian generators of $U$ can be chosen to be zero with no physical consequence. Therefore, without loss of generality, we restrict our consideration to traceless $H_j \in S$ and to special unitaries $U \in SU(d)$.

This assumption allows us to directly describe the problem in terms of Bloch vectors as detailed in the previous section. In particular, consider the sets of Bloch vectors $B \cong S$ and $B' \cong S'$. In the space of Bloch vectors $\text{Stoq}$ corresponds to the subset of Bloch vectors such that $b_j = 0$ for $j \in Y$ and $b_j \leq 0$ for $j \in X$. The decision problem is now that of finding whether there exists a unitary $U$ such that the vectors $b' \in B'$ all fall in this subspace.

When $d = 2$, the Bloch space is of dimension $d^2 - 1 = 3$ and $\text{Stoq}$ is easily visualizable as the $+\hat{\sigma}^{(x)}$, $-\hat{\sigma}^{(x)}$ half-plane, as depicted in Fig. 1. In this case, it is well-known that $SU(2)$ is a double-cover of $SO(3)$, and therefore we can visualize the action of unitaries on $S$ as rotations of the collection of vectors $B$. It is simple to observe that the answer to our decision problem is yes if and only if the vectors $B$ all lie in a single half-plane. This plane can then be rotated via some unitary to align with the $\text{Stoq}$ half-plane. This is always possible if $m \leq 2$ and $d = 2$.

We seek to generalize and formalize this geometric intuition for $d > 2$. We will make use of the mathematical theory of simultaneous unitary similarities [22–24, 34] and the related theory of simultaneous invariants [35]. Two ordered sets of $m$ matrices $S, S'$ are simultaneously unitarily similar if there exists a unitary $U$ such that $H'_j = U H_j U^\dagger$ for all $H_j \in S$, $H'_j \in S'$. In this terminology our goal is to determine if the set $S$ of Hamiltonians is simultaneously unitarily similar to a set $S' \in \text{Stoq}$.

Define a word on a set $T$ as any formal product of nonnegative powers of the elements $t_j \in T$. We then have the following theorem due to Ref. [24].
Theorem 1. The ordered sets of Hermitian matrices
\[ S = \{ H_1, \cdots, H_m \} \]
and \[ S' = \{ H'_1, \cdots, H'_m \} \]
are simultaneously unitarily similar if and only if
\[ \text{Tr}[w(S')] = \text{Tr}[w(S)] \]
for all words \( w \) in \( S, S' \).

The quantities \( \text{Tr}[w(S)] \) are known as trace invariants under simultaneous unitary similarity. Unfortunately, Theorem 1 is a practically useless condition since it requires the checking of all words in \( S \) and \( S' \). To get around this issue, one must demonstrate that only a finite set of independent words exist [34, 36–38].

When checking the unitary similarity of a single pair of Hermitian matrices \( H, H' \), it is often quoted in the physics literature (typically in the context of density matrices) that it is sufficient to check the equivalence of the trace invariants \( \text{Tr}[H^k] \) and \( \text{Tr}[H'^k] \) for \( k \in [1, d] \) [27, 39–41]. While perhaps intuitively obvious—as Hermitian matrices have \( d \) real eigenvalues—this is typically stated without proof. For completeness, we give such a proof in the Appendix.

More generally, for \( m \geq 2 \), we can show that it is sufficient to consider word lengths up to
\[
\ell_{\text{max}} = \min \left\{ \left\lfloor \frac{\sqrt{c^2 + 2}}{c} \right\rfloor, \sqrt{\frac{2(c - 1)^2}{c^2 - 1}} + \frac{3}{2} + \frac{c}{2} - 2 \right\},
\]
where \( c \) is the minimum integer such that \( (c^2 - 3c + 2)/2 \geq m \). For instance, if \( m = 2, \ c = 4 \). The proof mostly follows Refs. [24, 36, 37], and the derivation of this expression is demonstrated in the Appendix.

Therefore, the decision problem of whether there exists a unitary that simultaneously stoquasticizes \( S \) is equivalent to determining if there exists a solution to the system of polynomial (in)equalities in the matrix elements of \( H' \in S' \):
\[
\begin{align*}
\text{Tr}[w(S)] &= \text{Tr}[w(S')], \quad \forall |w| \leq \ell_{\text{max}} \quad (6a) \\
\text{Re}(H'_{jk}) &\leq 0, \quad \forall j \neq k, H' \in S' \quad (6b) \\
\text{Im}(H'_{jk}) &= 0, \quad \forall j \neq k, H' \in S'. \quad (6c)
\end{align*}
\]

This amounts to a system of \( \sum_{\ell=2}^{\ell_{\text{max}}} m^\ell + md(d-1)/2 \sim mO((cd)^{3/2}) \) polynomial equations and \( md(d-1)/2 \) inequality constraints on \( md^2 \) real variables. Many of the equations for different words in Eq. (6a) will end up being redundant due to symmetries such as the cyclicity of the trace and algebraic dependence of the resulting trace invariants. Independent of if one can identify the minimal set of such constraints, solving the decision problem of whether or not a solution exists to this set of polynomial (in)equalities is NP-hard and lies in PSPACE [42]. Therefore, identifying if \( S \) is simultaneously stoquasticizable is completely intractable for large problem instances.

IV. A NO-GO RESULT

Given this computational difficulty, we also present the following no-go result.

Theorem 2. A necessary condition for \( S \) to be simultaneously stoquastizable is that for every eigenvalue \( \lambda \neq 0 \) of \( [H_i, H_j] \) there is another eigenvalue \( -\lambda \) of \( [H_i, H_j] \) (paired eigenvalue condition) for all \( H_i \neq H_j \in S \).

Proof. Any two matrices \( H'_i, H'_j \in \text{Stoq} \) have all real matrix elements. Therefore, the Hermitian matrix \( C' = ([H'_i, H'_j]) \) must be skew-symmetric. Skew-symmetric matrices have the property that all eigenvalues are paired. As eigenvalues remain unchanged under action by a unitary and if we act on \( H'_i, H'_j \) by a unitary, \( C' \) changes equivalently, this paired property must exist for any simultaneously stoquasticizable \( H_i, H_j \). This holds for all pairs of Hamiltonians in \( S \).

This theorem provides a straightforward condition to rule out if \( S \) is simultaneously stoquasticizable. However, the presence of paired eigenvalues does not guarantee simultaneous stoquasticity as: (a) stoquastic matrices must have negative, as well as real, off-diagonal elements; (b) it is possible for simultaneously non-stoquastic Hamiltonians to have a commutator with paired eigenvalues.

This condition also relates to the dynamical Lie algebra from quantum control theory [43, 44] which for simultaneously real Hamiltonians (in any basis) neatly breaks up into a Cartan decomposition with every other layer of the dynamical Lie algebra (i.e. nested commutators with even numbers of our original Hamiltonians) corresponding to purely imaginary Hamiltonians (transformed into a given basis). Therefore, finding a basis in which a set of Hamiltonians are simultaneously real, a necessary condition for simultaneous stoquasticization, is equivalent to identifying whether there is a Cartan decomposition of \( \mathfrak{su}(d) = \mathfrak{p} \oplus \mathfrak{so}(d) \) where the set of Hamiltonians is contained in \( \mathfrak{p} \).
V. BLOCH VECTOR APPROACH

We now reexpress the trace invariants in terms of Bloch vectors. This provides a geometric interpretation that neatly connects back to the intuition from the one qubit example given earlier, while highlighting a number of symmetries between words that are less clear in the alternative formalism. This approach will also allow us to prove another no-go result, from which the following theorem establishing the rareness of simultaneous stoquasticity immediately follows.

**Theorem 3.** For almost every $S$ with $m \geq 2$, $d \geq 3$, $S$ is not simultaneously stoquasticizable.

“Almost every” is used in the technical sense that the set of simultaneously stoquasticizable $S$ are measure zero.

With this goal in mind, let us consider expressing the trace invariants from Theorem 1 in terms of Bloch vectors. For words of arbitrary length $|w|$, we have

$$\text{Tr}[w(S)] = \text{Tr} \left[ \prod_{j=1}^{d^2-1} \sum_{\mu_j=1}^{2} \hat{b}^{(w_j)}_{\mu_j} \hat{\lambda}_{\mu_j} \right],$$  

(7)

where we have denoted the $j$-th element of $w$ as $w_j$.

Now consider evaluating Eq. (7) explicitly for words of small length. By our assumption of tracelessness, the trace invariant for any $w(S)$ of length one is zero. A general trace invariant for $|w| = 2$ is

$$\text{Tr}[H_i H_j] = \text{Tr}[(b^{(i)} \cdot \hat{\lambda})(b^{(j)} \cdot \hat{\lambda})] = 2b^{(i)} \cdot b^{(j)},$$

(8)

where we used Eq. (2) to evaluate the trace. Therefore, the lengths (from the $i = j$ case) and relative angles (from the $i \neq j$ case) of the Bloch vectors corresponding to pairs of Hamiltonians in $S$ are simultaneous trace invariants.

This result is intuitively satisfying. For a qubit, recalling that $SU(2)$ is homomorphic to $SO(3)$, this precisely what we would expect to be invariant for a rigid collection of vectors being rotated simultaneously about the origin.

We should also expect this to be the only constraint for a qubit. This expectation is validated by computing the trace invariant for words of length three:

$$\text{Tr}[H_i H_j H_k] = 2d_{\mu \nu \xi}b^{(i)}_{\mu}b^{(j)}_{\nu}b^{(k)}_{\xi} = 2(b^{(i)} \ast b^{(j)}) \cdot b^{(k)},$$

(9)

where we have introduced the star product, defined component-wise, using the symmetric structure constants, as,

$$(b^{(i)} \ast b^{(j)})_{\xi} = d_{\mu \nu \xi}b^{(i)}_{\mu}b^{(j)}_{\nu}.$$  

(10)

For $su(2)$, the symmetric structure constants are all zero, so, as expected for a qubit, words of length greater than two provide no further constraints.

Various properties of the star product are detailed in the Appendix. In particular, observe that the star product is not associative and that Eq. (9) is completely symmetric in the input word. Similar observations allow us to show that any trace invariant can be written as $v \cdot b^{(i)}$ for some $i \in [1, m]$, where $v$ is any vector in the set $B$ of all possible combinations of star products between Bloch vectors in $B$. That is $B = \{b^{(j)} (b^{(j)} \ast b^{(k)}) (b^{(j)} \ast b^{(k)}) \ast b^{(j)} \ast \cdots \}$. This can be verified by direct computation, but we provide explicit proof in the Appendix.

Given this formalism, we can pick a finite set of Bloch trace invariants using Eq. (5) and then construct an equivalent decision problem to Eqs. (6a)-(6c) to test for simultaneous stoquasticity. The stoquasticity conditions in this context are $b_{j}^{(i)} = 0$ for $j \in \mathcal{Y}$ and $b_{j}^{(i)} \leq 0$ for $j \in \mathcal{X}$ for all $i$.

We also obtain the following no-go result.

**Theorem 4.** Let $S$ be a set of Hermitian matrices with corresponding Bloch vectors $B = \{b^{(1)}, b^{(2)}, \ldots b^{(m)}\}$. Let $\mathcal{B}$ be the set of all possible star products between elements of $B$. A necessary condition for $S$ to be simultaneously stoquasticizable is that $\dim(\text{span}(\mathcal{B})) \leq (d^2 + d - 1)/2$.

**Proof sketch.** Observe that for all $H_i \in \text{Stoq}$, $b_{j}^{(i)} = 0$ for $j \in \mathcal{Y}$. From the definition of the star product and the form of the non-zero symmetric structure constants of $su(d)$ [45], one observes that if $S \in \text{Stoq}$ all vectors in $\mathcal{B}$ are also in this subspace. The dimension of $\mathcal{B}$ is invariant under unitary transformations, so this is a necessary condition for simultaneous stoquasticity.

Full details are provided in the Appendix. Most importantly, this result leads directly to Theorem 3, the proof of which we sketch below, again leaving the algebraic details to the Appendix.

**Proof sketch of Theorem 3.** From similar analysis of the star products, we can prove that for almost every $S$, $\dim(\mathcal{B}) = d^2 - 1$. That is, $\mathcal{B}$ spans the full Bloch vector space for almost every $S$. Combining this result with Theorem 4, Theorem 3 immediately follows.

VI. CONCLUSION AND OUTLOOK

Quantum annealing relies on the interaction of two non-commuting Hamiltonians, and there are clear connections between the power of that computation and the stoquasticity of the Hamiltonians. Our results provide proof that a general quantum annealing procedure does not possess any basis in which it can be described completely stoquastically. We know that classical computing can be described using simultaneously diagonal Hamiltonians, and the seeming power of non-stoquasticity speaks to the idea that quantum advantage might lie further past simultaneously stoquastic Hamiltonians. More work is needed to determine how tightly quantum advantage is bound up merely with these notions of simultaneous stoquasticity and how much other factors, such as locality of the simultaneous basis, play a role.
Furthermore, our results provide a definitive set of conditions for simultaneous stoquasticity, which are, as expected, difficult to calculate in practice given the computational complexity of this problem. The commutator condition of Theorem 2, while enticing from its connections to simultaneous diagonalizability (see the Appendix for a further exploration of how these geometric ideas relate to simultaneous diagonalizability) and dynamical Lie algebras, provides only a necessary but not sufficient condition and then only on a simultaneous real basis, not specifically a simultaneous stoquastic basis. The other no-go result in Theorem 4 suffers a similar flaw.

Further work is also possible by extending these results beyond just stoquasticity to the full class of Hamiltonians lacking sign problems. General sign problem free Hamiltonians take a Vanishing Geometric Phase (VGP) form [46, 47]. This form generalizes the notion of stoquastic Hamiltonians to all Hamiltonians generated from stoquastic Hamiltonians via diagonal unitary transformations. While this is a more general form that should be studied in the context of simultaneous transformations, it lacks linearity, meaning that linear combinations of VGP Hamiltonians are not necessarily VGP, hinting that simultaneous stoquasticizability is a more fundamental concept to consider for multiple Hamiltonians.
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Appendix A: Some properties of the star product

Here we demonstrate a number of useful identities regarding the star product introduced in the main text. Some of these properties do not seem to be well documented in the literature on generalized Bloch vectors due to the focus on single density matrices. In these contexts, only star products between the same Bloch vector arise, which obscures some of the more general properties of the product. In particular, we emphasize that the product is non-associative.

We define the star product of two vectors \( a, b \in \mathbb{R}^{d^2 - 1} \) component-wise as

\[
(a \ast b)_\xi = d_{\mu \nu} a_\mu b_\nu, \tag{A1}
\]

where \( d_{\mu \nu} \) are totally symmetric structure constants for \( \mathfrak{su}(d) \). Observe that this product is basis-dependent due to the structure constants.

The star product has the following properties which can be verified by explicit component-wise computation:

\[
\begin{align*}
(a \ast b) \ast c &= a \ast (b \ast c) \quad \text{(non-associative)} \\
(a \ast b) + (c \ast d) &= (a + c) \ast (b + d) \\
(a \ast b) \ast c &= (b \ast c) \ast a = (a \ast c) \ast b.
\end{align*}
\]

The last identity can be used to show that

\[
((a \ast b) \ast c) \ast d = (a \ast b) \ast(c \ast d). \tag{A3}
\]

Finally, we introduce the notation that \( b^{*k} \) denotes the \( k \)-fold star product \( b \ast b \ast \cdots \ast b \), such that \( b^{*1} = b, \ b^{*2} = b \ast b \) and so on.

Appendix B: Proof of sufficient word length for unitary similarity of a pair of Hermitian matrices

**Theorem 5.** Two Hermitian matrices \( H, H' \in \mathbb{C}^{d \times d} \) are unitarily similar if and only if \( \text{Tr}[H^k] = \text{Tr}[H'^k] \) for \( k \in [1, d] \).
Proof. In general, from Theorem 1, it is necessary to check the trace conditions for all words $H^k, H'^k$. We show it is only necessary to check the first $d$ such words. That is, $\text{Tr}[H^k] = \text{Tr}[H'^k]$ for $k \in [1, d]$ implies $\text{Tr}[H^k] = \text{Tr}[H'^k]$ for $k > d$.

Observe that traces are basis-independent so we may write the given set of equivalences for $k \in [1, d]$ as

$$\text{Tr}[H^k] = \text{Tr}[H'^k] \implies \sum_{j=1}^{d} \lambda_j^k = \sum_{j=1}^{d} \lambda_j'^k,$$

where $\{\lambda_j\}$, $\{\lambda_j'\}$ are the eigenvalues of $H, H'$, respectively. Because $H, H'$ are Hermitian these are real. The sums in Eq. (B1) are known as the power sums $p_k(\lambda_1, \cdots, \lambda_d)$ and $p_k(\lambda_1', \cdots, \lambda_d')$. Via the Newton-Girard identities, one can explicitly write the first $d$ elementary symmetric polynomials $e_1, \cdots, e_d$ in these eigenvalues in terms of the power sums $p_k$ for $k \in [1, d]$. By the equivalence of the power sums between the variables $\{\lambda_j\}$, $\{\lambda_j'\}$, the elementary symmetric polynomials in these two variables are also equivalent.

The elementary symmetric polynomials then allow us to write the chain of equalities via a standard expansion of a polynomial in some variable $x$ with roots $\{\lambda_j\}$:

$$\prod_{j=1}^{d} (x - \lambda_j) = \sum_{k=0}^{n} (-1)^k e_k(\lambda_1, \cdots, \lambda_n)x^{n-k} = \sum_{k=0}^{n} (-1)^k e_k(\lambda_1', \cdots, \lambda_n')x^{n-k} = \prod_{j=1}^{d} (x - \lambda_j'),$$

(B2)

This implies that $\lambda_j = \lambda_j'$ for all $j \in [1, d]$. This in turn implies that $\text{Tr}[H^k] = \text{Tr}[H'^k]$ for $k > d$, proving the result. \hfill \Box

We remark that Theorem 5 is often stated without proof in the context of giving the independent trace invariants of density matrices $\rho \in \mathbb{C}^{d \times d}$ [27, 40, 41]. Given that Hermitian matrices have $d$ eigenvalues, the theorem is intuitively obvious, but we have not seen the explicit proof of this statement in the physics literature.

We also provide an alternative statement of the theorem and a corresponding proof which makes use of the Bloch vector formalism for trace invariants.

Theorem 6. Two traceless Hermitian matrices $H, H' \in \mathbb{C}^{d \times d}$ are unitarily similar if and only if $a^{*k} \cdot a = b^{*k} \cdot b$ for $k \in [1, d - 1]$, where $a, b$ are the Bloch vectors corresponding to $H, H'$, respectively.

Proof. Consider the infinite set of vectors $A = \{a, a \ast a, a \ast a \ast a, \cdots\}$. The invariants of $A$ under unitary transformations are $\nu \cdot a$ for any $\nu \in \text{span}(A)$.

Any Hermitian matrix can be diagonalized via a unitary matrix and the invariants are unchanged under this transformation so assume that we have diagonalized $A$. Suppose we are using a generalized Gell-Mann basis, as described in the main text. Then the corresponding $a$ has $a_j = 0$ for $j \in \chi, \gamma$. That is, $a$ is in a subspace $T$ of dimension $d - 1$ spanned by $\lambda^{(\text{diag})}$, with corresponding indices $\mathcal{D}$. We have that

$$(a \ast a)_k = d_{ijk}a_i a_j,$$ (B3)

where the only non-zero terms in the sum correspond to non-zero $d_{ijk}$ with $i, j \in \mathcal{D}$. The only non-zero $d_{ijk}$ satisfying this condition have $k \in \mathcal{D}$. Therefore, $a \ast a \in T$. This is true for all $\nu \in A$. As $T$ is of dimension of $d - 1$, only up to $d - 1$ of the vectors in $A$ are independent. Adding in the traceless condition, this makes for a maximum of $d$ independent invariants. Therefore, to determine the simultaneous similarity of $H, H'$ it is sufficient to check the equivalence of only the $d$ invariants in the theorem statement. \hfill \Box

We remark if $H, H'$ are not traceless one can merely check if the matrices have the same trace and then apply the theorem above.

Appendix C: Bound on the length of words

This section seeks to prove the bound on $\ell_{\text{max}}$, the maximum length of word we need to check to capture all independent invariants, given in Eq. (5). This proof is just an application of the bound and construction provided in Ref. [24].

The idea of simultaneous unitary similarity is derived in Ref. [24], starting from whether two complex matrices are unitarily similar. It is a known result that two $n \times n$ complex matrices, $A$ and $B$ (with $A^*$ and $B^*$ denoting their complex conjugates), are unitarily similar if and only if $\text{Tr}[(A, A^*)] = \text{Tr}[(B, B^*)]$ for every word $w(s,t)$ of two non-commuting matrices whose length is less than or equal to

$$\ell'_{\text{max}} = \min \left\{ \frac{n^2 + 2}{n} \right\}.$$

(C1)

The $O(n^2)$ bound is due to Paz [36] and the asymptotically better $O(n^{3/2})$ bound is due to Pappacena [37]. This result holds for arbitrary complex matrices, and as we discussed in the preceding section, the bound on considered words can be much tighter if we consider just the unitary similarity of two Hermitian matrices. However, this more general bound is important in the context of the unitary similarity of sets of matrices. In Ref. [24], the authors produce an encoding of sets of matrices into two larger matrices such that if those two larger matrices are unitarily similar then all the individual pairs of matrices from the two sets must be unitarily similar under the same transformation. Furthermore, the word trace condition for unitary similarity of these larger matrices is equivalent to a word trace condition on all words of that same length compared between words made entirely
of one of the sets and words made entirely from the other set.

Specifically, given two sets of matrices \( S = \{ s_1, s_2, \ldots, s_m \} \) and \( S' = \{ s'_1, s'_2, \ldots, s'_{m'} \} \) where each matrix is of size \( d \times d \), we can encode these sets into matrices \( A \) and \( B \). \( A \) will be a block matrix constructed of \( d \times d \) matrices, and the diagonal and all blocks below it are zero. Immediately above the diagonal are \( d \times d \) identity matrix blocks, and into the remaining portion of the upper triangular portion, we slot the matrices from \( S \) into the blocks. In order to do this, we need \( m \) spaces remaining in the upper triangle. If the \( A \) matrix is \( c \) blocks long, then there will be \((c^2 - 3c + 2)/2\) spaces for matrices from our set \( S \). Thus, we must choose \( c \) such that \((c^2 - 3c + 2)/2 \geq m\). Any unused blocks are set to zero. The \( B \) matrix is constructed similarly except using \( S' \) instead of \( S \). These matrices will both be of size \( n = cd \).

In Ref. [24] it is proven that the matrices \( A \) and \( B \) are unitarily similar if and only if the sets \( S \) and \( S' \) are unitarily similar. Furthermore, the trace word conditions on \( A \) and \( B \) being unitarily similar is equivalent to the condition that all words have equal traces between sets \( S \) and \( S' \) with the lengths of these necessary words being bounded by the same length as the words necessary to check unitary similarity of \( A \) and \( B \). Therefore, it is sufficient to check words up to length based off Eq. (5) with \( n = cd \), recovering Eq. (5).

**Appendix D: Trace invariants in terms of Bloch vectors**

In this section, we demonstrate the claim from the main text that all trace invariants under simultaneous unitary transformations can be expressed as linear combinations of invariants \( v \cdot b^{(j)} \) for \( v \in \mathcal{B} \) and \( b^{(j)} \) a Bloch vector corresponding to the Hamiltonian \( H_j \). Recall, we define \( \mathcal{B} \) to be the set of all possible star products between Bloch vectors in \( \mathcal{B} \).

Furthermore, recall that for a trace invariant for a word of arbitrary length we have

\[
\text{Tr}[w(S)] = \text{Tr} \left[ \prod_{|w|} \sum_{j=1}^{d^2-1} b_{\mu_j}^{(w_j)} \lambda_{\mu_j} \right], \tag{D1}
\]

where we have denoted the \( j \)-th element of \( w \) as \( w_j \). We can flip the order of the product and the sum and write

\[
\text{Tr}[w(S)] = \sum_{\{\mu_1, \ldots, \mu_{|w|}\}} \text{Tr} \left[ \prod_{j=1}^{|w|} b_{\mu_j}^{(w_j)} \lambda_{\mu_j} \right], \tag{D2}
\]

where the sum is over all ordered sets (with replacement) of indices \( i \in [1, d^2 - 1] \) and indices \( X_{jk}, Y_{jk} \) and \( D_j \) corresponding to the sets of symmetric, skew-symmetric and diagonal basis element, respectively, as follows:

\[
X_{jk} = k^2 + 2(j - k) - 1 \tag{E1}
\]

\[
Y_{jk} = k^2 + 2(j - k) \tag{E2}
\]

\[
D_j = j(j+2), \tag{E3}
\]

identity terms and the terms with symmetric structure constants. As the basis elements are all traceless, what ultimately survives the trace once we fully expand out all products are the terms proportional to identity.

Under an expansion of the products and evaluation of the trace the term with the most symmetric structure constants is proportional to

\[
(d_{\mu_1 \nu_1} d_{\mu_2 \nu_2} d_{\mu_3 \nu_3} d_{\mu_4 \nu_4} \cdots d_{\mu_{|w|-1} \nu_{|w|-1}} d_{\nu_{|w|-2} \mu_{|w|}} )
\times (b_{\mu_1}^{(w_1)} \cdots b_{\nu_{|w|}}^{(w_{|w|})}), \tag{D3}
\]

where we use the convention of summing over repeated indices. After staring at the proliferation of indices, one observes that this term can be compactly written as

\[
((b_{w_1}^{(w_1)} \ast b_{w_2}^{(w_2)}) \ast b_{w_3}^{(w_3)}) \ast \cdots \ast b_{w_{|w|}}^{(w_{|w|})}) \tag{D4}
\]

All other terms in the expansion of the products of basis elements of \( \mathfrak{su}(d) \) consist of fewer symmetric structure constants and more Kronecker deltas. These other terms amount to dot products between terms similar to this one but with smaller word length. Therefore, this term is the only one that is not dependent on invariants established from smaller length words. By the commutativity of the star product we may permute any products we like, provided we respect the lack of associativity. From this, and the fact that all words yield trace invariants, we establish the intended claim.

This result implies a nice geometric interpretation of the trace invariants. In particular, the relative angles between all vectors in \( \mathcal{B} \) are the invariants under unitary transformations. This is a manifestation of the fact that \( SU(d) \subset SO(d^2 - 1) \). Due to the asymmetry in Bloch space of the symmetric structure constants, the set of star products \( \mathcal{B} \) are not, in general, rotationally invariant—the rotations where this infinite set of vectors do rotate rigidly picks out the rotations corresponding to \( SU(d) \).

**Appendix E: Simultaneous stoquasticizability is rare**

For all the proofs in this section it will be necessary to identify the non-zero symmetric structure constants of \( \mathfrak{su}(d) \) in the generalized Gell-Mann basis. We take the explicit form of these from Ref. [45], with some slight differences in indexing to account for our conventions differing from those used by those authors [48]. We identify these symmetric structure constants based on whether the indices correspond to symmetric (Eq. 3a), skew-symmetric (Eq. 3b), or diagonal (Eq. 3c) basis elements. In particular, we give a one-to-one mapping between indices \( i \in [1, d^2 - 1] \) and indices \( X_{jk}, Y_{jk} \) and \( D_j \) corresponding to the sets of symmetric, skew-symmetric and diagonal basis element, respectively, as follows:
where $1 \leq j < k \leq d$. Let $\mathcal{X} = \{X_{jk}\}$, $\mathcal{Y} = \{Y_{jk}\}$, and $\mathcal{D} = \{D_j\}$. Given such an identification, we have the following non-zero symmetric structure constants:

$$
d_{X_{jk}X_{lj}X_{lk}} = d_{X_{jk}Y_{lj}Y_{lk}} = d_{X_{jk}Y_{kl}Y_{lj}} = -d_{X_{jk}Y_{lj}Y_{lk}} = \frac{1}{2}$$

$$
d_{X_{jk}X_{lj}D_{l,-1}} = d_{Y_{jk}Y_{lj}D_{l,-1}} = \frac{\sqrt{j-1}}{2j}, \quad j < l < k$$

$$
d_{X_{jk}X_{lj}D_{l,-1}} = d_{X_{jk}D_{l,k-1}} = \frac{1}{2(l-1)}, \quad j < l$$

$$
d_{X_{jk}X_{lj}D_{l,-1}} = d_{Y_{jk}Y_{lj}D_{l,-1}} = \frac{2-k}{\sqrt{2k(k-1)}}, \quad k < l$$

$$
d_{D_{l,-1}D_{k,-1}D_{l,-1}} = \sqrt{\frac{2}{j(j-1)}}, \quad k < j$$

$$
d_{D_{l,-1}D_{j,-1}D_{j,-1}} = (2-j)\sqrt{\frac{2}{j(j-1)}} \tag{E4}$$

We shall find for the following proofs that it is sufficient to observe which symmetric structure constants are non-zero, but for explicit application of these theorems these analytic expressions would be convenient.

As implied by the structure constants being considered, we will make use of the generalized Gell-Mann basis throughout these proofs, but we observe that all trace invariants are basis independent. Consequently, the dimensions of spaces spanned by the star products of Bloch vectors are also basis independent quantities.

We begin with a simple theorem describing the maximum size of the set of star products arising from simultaneously stoquastic matrices.

**Theorem 7** (Theorem 4 from the main text). Let $S = \{H_1, \ldots, H_m\}$ be a set of Hermitian matrices with corresponding Bloch vectors $B = \{b_1, b_2, \ldots, b_n\}$. Let $\mathcal{B}$ be the set of all possible star products between elements of $B$. A necessary condition for the elements of $S$ to be simultaneously stoquastic is that $\dim(\text{span}(\mathcal{B})) \leq (d^2 + d - 1)/2$.

**Proof.** Suppose $H \in \text{Stoq}$ for all $H \in S$. Observe from the list of non-zero symmetric structure constants in Eq. (E4) that any star products between elements of $B$ necessarily have all components $j \in \mathcal{Y}$ equal to zero. That is, any star product between vectors in the $\mathcal{X}, \mathcal{D}$ subspace remain in that subspace. Therefore, $\dim(\text{span}(\mathcal{B})) \leq (d^2 + d - 1)/2$, where $(d^2 + d - 1)/2$ is the dimension of this subspace. The dimension of this subspace is preserved under unitary transformations as the relative angles between all elements of $B$ are preserved under unitary transformations. This establishes the necessary condition for simultaneous stoquasticity in the theorem statement.

From here, our goal will be to look at the space of star products arising from general Bloch vectors and show that this space is generally much larger than the space spanned by simultaneously stoquastic Bloch vectors. We begin with a useful lemma.

**Lemma 1.** Let $H$ be a traceless Hermitian matrix with corresponding Bloch vector $b$. Let $\mathcal{B} = \{b^k | k \in \mathbb{Z}^+\}$ be the (infinite) set of all possible star products of $b$. Then $\dim(\text{span}(\mathcal{B})) \leq d - 1$

**Proof.** As $\dim(\text{span}(\mathcal{B}))$ is a basis-independent property, assume that $H$ is diagonal without loss of generality. Therefore, the generalized Gell-Mann basis $b_j = 0$ for all $j \in \{\mathcal{X}, \mathcal{Y}\}$. From the definition of the star product and the form of the structure constants in Eq. (E4) observe that the only non-zero components of the star $b \ast b$ are those with index $j \in \mathcal{D}$. This holds for the star product of any pair of vectors $u, v$ with $u_j, v_j = 0$ for all $j \in \{\mathcal{X}, \mathcal{Y}\}$. Therefore, all $v \in \mathcal{B}$ are necessarily contained in the $d - 1$ dimensional subspace with indices $\mathcal{D}$.

If $H$ in the above lemma is generic—i.e. has non-degenerate eigenvalues—$\dim(\text{span}(\mathcal{B})) = d - 1$. For non-generic Hamiltonians, there exist additional symmetries which leads to dependence between the elements of $\mathcal{B}$ and, consequently, a reduction in the dimension of $\text{span}(\mathcal{B})$. For instance, in the extreme case of $H$ corresponding to a pure state density matrix $\rho$—which has zero as a $(d-1)$-fold degenerate eigenvalue—we have that $b \ast b = b$, implying that $\dim(\text{span}(\mathcal{B})) = 1$ [28].

We will also make use of the following lemma, proving a linear algebra fact that will be useful later on.

**Lemma 2.** Let $R \in \mathbb{R}^{2n \times 2n}$ be a diagonal matrix with all non-zero, 2-fold degenerate matrix elements such that $R_{jj} = R_{kk}$ for $k = 2j$ and $R_{jj} \neq R_{kk}$ otherwise. Let $u, v \in \mathbb{R}^{2n}$ be vectors with all unique elements such that $u_j = 0$, $v_{2j} = 0$ for some particular $j^*$. Then the vectors in the set $\{R^k u, R^k v\}$ for $k \in \mathbb{Z}^+ \text{ span } \mathbb{R}^{2n}$.

**Proof.** With the exception of the zero vector, $\text{span}\{R^k u\}$ is completely disjoint from $\text{span}\{R^k v\}$ from the uniqueness conditions on $R, u, v$ and the fact that $u_j = 0, v_{2j} = 0$. In particular, there exists no non-trivial $q_k, r_k \in \mathbb{R}$ such that $\sum_k q_k R^k u = \sum_k r_k R^k v \Rightarrow \sum_k q_k u = \sum_k r_k v$, as this would require $\sum_k q_k u_{2j^*} = 0$ and $\sum_k r_k v_{2j^*} = 0$, implying $\sum_k q_k r_k = 0$.

Now consider the span of $\{R^k u\}$. As the components of $u$ are unique and $R$ has $n$ unique components, these vectors will span a space of dimension $n$. This is because for $R^k u$ to be linearly dependent on $\{R^l u\}$ for $l < k$ requires that there not exist constants $c_l \in \mathbb{R}$ such $R^k u = \sum_{l=1}^{k-1} c_l R^l u$, which, by the uniqueness of the components of $u$, implies we require $R^k = \sum_{l=1}^{k-1} c_l R^l$ for dependence. Such constants only exist for $k \geq n$ due to the uniqueness conditions on $R$. 


An identical argument holds for the span of \( \{ R^k u \} \). As the two spans are completely disjoint, together they span the full vector space of dimension \( 2n \).

Armed with the preceding two lemmas, we are now prepared to prove the following important theorem. Here, “almost every” is used in a technical sense, in that the set of possibilities not obeying the given condition are (Lebesgue) measure zero.

**Theorem 8.** Let \( S = \{ H_1, \cdots, H_m \} \) be a set of Hermitian matrices with corresponding Bloch vectors \( B = \{ b^{(1)}, b^{(2)}, \cdots b^{(m)} \} \). Let \( B \) be the (infinite) set of all possible star products between elements of \( B \). For almost every \( S \) with \( m \geq 2, d \geq 3, \dim(\text{span}(B)) = d^2 - 1 \). That is, \( B \) spans the full Bloch vector space for almost every \( S \).

**Proof.** It is sufficient to consider \( m = 2 \) as the dimension of the space spanned by this subset is less than or equal to that of the full set \( B \). Without loss of generality, assume that \( H_1 \) is diagonal so that in the generalized Gell-Mann basis \( b_j^{(1)} = 0 \) for all \( j \in \{ \mathcal{X}, \mathcal{Y} \} \). By Lemma 1 and the discussion that follows it, the star products \( (b^{(1)})^k \) for \( k \in \mathbb{Z}^+ \) span the \( d - 1 \) dimensional space corresponding to indices \( j \in D \) for any \( H_1 \) with non-degenerate eigenvalues. Hermitian matrices with degenerate eigenvalues are measure zero in the space of traceless, Hermitian matrices [49] and, therefore, almost every \( H_1 \) is such that \((b^{(1)})^k \) for \( k \in \mathbb{Z}^+ \) span the full \( d - 1 \) dimensional space corresponding to indices \( j \in D \).

As these products of the form \((b^{(1)})^k \) span the \( d - 1 \) dimensional space corresponding to indices \( j \in D \), we now seek to show that other elements of \( B \) span the remaining \( \mathcal{X}, \mathcal{Y} \) components for almost every \( b^{(2)} \). To this end, consider the vectors \( b^{(2)} \) and \( b^{(2)} \ast b^{(2)} \). Then, consider just the components of these vectors in the \( \mathcal{X}, \mathcal{Y} \) subspace. Call these restricted vectors \( u, v \). That is, \( u_j = 0 \) for \( j \in D \) and \( u_j = b_j^{(2)} \) for \( j \in \{ \mathcal{X}, \mathcal{Y} \} \), and similarly for \( v \). For almost all \( b^{(2)} \), the corresponding \( u, v \) are linearly independent. Therefore, we can construct via linear combinations two new vectors \( u', v' \) such that \( u'_{\mathcal{X}_1} = 0, u'_{\mathcal{Y}_1} = 0 \). Such linear combinations are, by definition, in the span of \( B \).

Now, consider acting from the right on this linear combinations by star products of the form \((b^{(1)})^k \) i.e. consider elements in the span of \( B \) of the form \((u' \ast b^{(1)}) \ast b^{(1)} \ast \cdots \). From the definition of the star product, the fact that \( b_j^{(1)} = 0 \) for all \( j \in \{ \mathcal{X}, \mathcal{Y} \} \), and the form of the structure constants in Eq. (E4) we observe that such star products by \((b^{(1)})^k \) (from the right) act to scale the \( \mathcal{X}, \mathcal{Y} \) components of \( u', v' \) by symmetric structure constant-dependent factors. We can write this scaling behavior as

\[
    u^{(k)} = R^k u',
\]

where \( R \) is a diagonal matrix with components given by

\[
    R_{jj} = \begin{cases} 
        \sum_{i \in D} d_{jj} b_i^{(1)}, & j \in \{ \mathcal{X}, \mathcal{Y} \} \\
        0, & j \in D 
    \end{cases}
\]

which comes from identifying the non-zero terms in the corresponding star product. There is an identical equation to Eq. (E5) for \( v' \). Importantly, we observe that \( R_{jj} = R_{kk} \) for \( j = i, j = k \). This can be determined by observing in Eq. (E4) that \( d_{i,i,j} = d_{j,j,i} \) for all \( i \in D \). Otherwise, for almost every \( H_1, R_{ij} \neq R_{kk} \) for \( j, k \in \{ \mathcal{X}, \mathcal{Y} \} \). From Lemma 2, \( \{ u^{(k)}, v^{(k)} \} \) span the \( \mathcal{X}, \mathcal{Y} \) subspace of Bloch vector space for almost all \( H_1, H_2 \).

Finally, we arrive at the following theorem which establishes that simultaneous stoquasticity is rare.

**Theorem 9** (Theorem 3 from main text). Let \( S = \{ H_1, \cdots, H_m \} \) be a set of Hermitian matrices. For almost every \( S \) with \( m \geq 2, d \geq 3, S \) is not simultaneously stoquasticizable.

**Proof.** This is an immediate consequence of Theorem 7 and Theorem 8.

**Appendix F: Results on simultaneous diagonalizability**

Similar results to those in the previous section can also be obtained for the problem of determining the simultaneous diagonalizability of a set of Hermitian matrices. This problem is, of course, well-known to be related to the problem of mutual compatibility of observables. Therefore, while taking an approach similar to that in our paper for this problem is largely overcomplicated compared to applying the simple condition that a set of Hermitian matrices are simultaneously diagonalizable if and only if they all commute, it is useful to compare the formalism established in this work to such conditions.

In particular, as discussed in the main text, we expect that a deeper understanding of how our conditions relate to commutator conditions will enable connections to the dynamical Lie algebra of quantum optimal control theory. The case of simultaneous diagonalizability, with its well-known commutation condition provides a possible route forward.

We have the following theorem, which is analogous to Theorem 7 (Theorem 4 from the main text). The logic is also similar to that of Lemma 1, but extended to multiple matrices.

**Theorem 10.** Let \( S = \{ H_1, \cdots, H_m \} \) be a set of Hermitian matrices with corresponding Bloch vectors \( B = \{ b^{(1)}, b^{(2)}, \cdots b^{(m)} \} \). Let \( B \) be the (infinite) set of all possible star products between elements of \( B \). A necessary condition for the elements of \( S \) to be simultaneously diagonalizable is that \( \dim(\text{span}(B)) \leq d - 1 \).
Proof. The proof is identical to that of Theorem 7, except, in this case, the star products of Bloch vectors corresponding to simultaneously diagonal Hermitian matrices are confined to the $d - 1$ dimensional subspace of Bloch vector space with all components $j \in \mathcal{X}, \mathcal{Y}$ equal to zero. Therefore, a set of simultaneously diagonal Hermitian matrices has $\dim(\text{span}(\mathcal{B})) \leq d - 1$. Again, the dimension of this subspace is preserved under unitary transformations, proving the result.

Combined with Theorem 8 we have the following corollary as an immediate consequence.

**Corollary 1.** Let $S = \{H_1, \ldots, H_m\}$ be a set of Hermitian matrices. For almost every $S$ with $m \geq 2$, $d \geq 3$, $S$ is not simultaneously diagonalizable.

One also expects that amongst simultaneously stoquastic Hamiltonians simultaneously diagonalizable Hamiltonians are vanishingly rare. Proving this would follow a similar line of reasoning to that in the previous section. In particular, it would be sufficient to prove that for almost every set of stoquastic Hamiltonians the inequality in Theorem 7 is tight. Unfortunately, the approach in Theorem 8 doesn’t immediately apply here since we can’t diagonalize one of the matrices in a set of stoquastic Hamiltonians and keep all Hamiltonians stoquastic.
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