Forest Fire Clustering for single-cell sequencing combines iterative label propagation with parallelized Monte Carlo simulations

Zhanlin Chen, Jeremy Goldwasser, Philip Tuckman, Jason Liu, Jing Zhang & Mark Gerstein

In the era of single-cell sequencing, there is a growing need to extract insights from data with clustering methods. Here, we introduce Forest Fire Clustering, an efficient and interpretable method for cell-type discovery from single-cell data. Forest Fire Clustering makes minimal prior assumptions and, different from current approaches, calculates a non-parametric posterior probability that each cell is assigned a cell-type label. These posterior distributions allow for the evaluation of a label confidence for each cell and enable the computation of "label entropies", highlighting transitions along developmental trajectories. Furthermore, we show that Forest Fire Clustering can make robust, inductive inferences in an online-learning context and can readily scale to millions of cells. Finally, we demonstrate that our method outperforms state-of-the-art clustering approaches on diverse benchmarks of simulated and experimental data. Overall, Forest Fire Clustering is a useful tool for rare cell type discovery in large-scale single-cell analysis.
Clustering analysis is an important statistical method with many application scenarios. In single-cell sequencing, clustering analysis groups individual cells into subtypes, such as categorizing subtypes of cancer cells for targeted therapy\(^1\). However, single-cell sequencing measurements are sparse and uncertain, and solely categorizing cells into different groups is not enough to develop a statistical view of the cell identity\(^2\). In addition to clustering, we should also quantify the confidence of cell-type labels assigned to each cell. Indeed, one of the biggest challenges in single-cell sequencing analysis is validating a computational analysis method\(^3\).

Most current clustering methods can be roughly grouped into five general categories: centroid-based, distribution-based, connectivity-based, density-based, and graph-based methods\(^5\). Centroid-based clustering methods, such as K-means clustering, rely on optimizing a central vector to find data clusters\(^6\). In distribution-based clustering methods, clusters are defined as samples from certain distributions (e.g., Gaussian distributions in Gaussian mixture models)\(^7\). Connectivity-based clustering methods, also known as agglomerative or hierarchical clustering, iteratively merge data points into the same group based on linkage to form a hierarchical structure\(^8\). Similar to linkages in connectivity-based methods, density-based clustering methods, such as DBSCAN and OPTICS, produce clusters based on reachability\(^9\),\(^10\). Graph-based methods, such as Louvain and Leiden, maximize the modularity to find communities in the data graph (e.g., the K-nearest neighbor (KNN) graph)\(^11\),\(^12\). These methods can discover the number of communities or clusters in the data indirectly specified by the resolution hyperparameter.

Overall, a suitable clustering algorithm for single-cell data should have these three important features:

1. A single-cell clustering algorithm should make relatively weak assumptions about the data (e.g., the shape of the data) for rare cell-type discovery. Each clustering method makes certain assumptions about the data distribution, in part reflected by their hyperparameters. The number and strength of the assumptions influence the clustering results. A number of well-known clustering methods (such as K-means and Gaussian mixture models) make relatively strong prior assumptions about the data, which can bias and mislead investigators to overlook rare but important cell types. For example, K-means is biased toward identifying equal-sized clusters, which may result in rare cell types being hidden among a larger group\(^9\). Indeed, previous works have suggested that these rare cell types could challenge many of our assumptions about data distribution and cellular composition\(^13\),\(^14\). Comparatively, the resolution parameter in Louvain is a weaker assumption than the K in K-means. Therefore, a clustering method should have a small number of hyperparameters while making minimal assumptions about the data.

2. A single-cell clustering method should have the ability to internally validate its clustering results. Currently, only hierarchical clustering can perform internal validation by testing whether a particular cluster exists in the data using bootstrap resampling techniques\(^15\). Potentially, a more interpretable and useful statistic is the probability of having the label at each point. In single-cell analysis, this probability could be understood as a confidence measure for the cell type of each cell.

3. A single-cell clustering algorithm should be computationally efficient. As the number of cells sequenced continues to grow, single-cell RNA-sequencing (scRNA-seq) datasets can have more than a million cells, and clustering once on such a large dataset can take days\(^16\). Therefore, it is important to design a scalable clustering algorithm for large single-cell datasets.

To meet these specifications, we developed Forest Fire Clustering inspired by self-organized criticality in forest fire dynamics. By modeling label propagation similar to the spread of forest fires, we can cluster data given only a “fire temperature” hyperparameter, similar to the resolution hyperparameter in Louvain. Through simulating label propagations from different starting points, we can compute point-wise posterior exclusion probabilities (PEP), similar to P values, to quantify the probability that a data point takes on the other cluster labels. We can also compute the point-wise label information entropy to measure the general uncertainty of the labels at each data point. Lastly, Forest Fire Clustering can be used for online clustering, which is a useful feature for analyzing high-throughput data. As experimental data accumulate over time or as data stream over a network, the computational cost of re-clustering continues to rise as the number of cells sequenced increases. Due to the inductive nature of the algorithm, Forest Fire Clustering can make online inferences on a small number of newly arrived data points without re-clustering.

Here, we provide an overview of Forest Fire Clustering and show how it performs against other clustering methods. However, it is difficult to evaluate the performance of our algorithm because ground-truth labels are hard to obtain for unsupervised tasks. Therefore, we applied two general strategies to benchmark the accuracy, efficiency, and robustness of Forest Fire Clustering. First, we simulated synthetic and scRNA-seq data from known distributions with ground-truth labels, and we compared clustering labels to ground-truth labels using metrics such as the adjusted Rand index (ARI) and the purity score. Second, we benchmarked Forest Fire Clustering against other clustering methods on different single-cell sequencing technologies, tissues and data scales with labels generated by marker genes, cell-surface antibodies, jointly profiled scATAC-seq (single-cell Assay for Transposase-Accessible Chromatin followed by sequencing), and subject matter experts (Supplementary Figs. 1 and 2). With these strategies, we demonstrate the utility of Forest Fire Clustering in discovering rare cell types, highlighting transition cells in developmental pseudotime, and making accurate online inferences.

**Results**

**Method overview.** The main idea of Forest Fire Clustering is to envision data points as trees in a forest and cluster labels as fires that repeatedly propagate through the forest. Modeling forest fire dynamics generates interpretable clusters by iteratively propagating labels through the data manifold. To minimize prior assumptions, the algorithm has only one effective hyperparameter that indirectly governs the number of clusters discovered. In addition, a point-wise posterior label distribution for internal validation is constructed by simulating label propagations from random starting points via Monte Carlo.

There are three main steps in the Forest Fire Clustering algorithm:

1. **Preprocessing:** The data matrix \( W \) with rows as cells and columns as genomic features is used to compute the cell-to-cell pairwise \( L^2 \) distance matrix \( M \). Then, \( M \) is transformed into an affinity matrix \( A \) using the kernel method (Fig. 1a, Steps 1–2). The affinity matrix serves as the adjacency matrix of the data graph, with data points as vertices and similarities as edges. With only local affinities, the data graph connects data points to reflect global relationships and represents the data geometry in a low-dimensional manifold. The data graph can be approximated with a KNN graph, and an adaptive kernel can be used to accurately capture both the local structure and the long-range interactions between data points.
2. Label propagation: On the data graph, a random unlabeled vertex \( r \) is selected as a seed to take on a new label (Fig. 1a, Step 3). Each unlabeled vertex \( i \) has a label acceptance threshold \( T_i \), which is defined as the inverse of its degree. In dense regions of the graph, where the vertices have higher degrees, the inverse relationship results in lower label acceptance thresholds. Thus, highly connected vertices can accept and propagate labels more easily, and vertices in dense regions tend to be in the same cluster. The labeled seed \( r \) radiates label influence \( H_{r,i} \) (or heat) to all other unlabeled vertices \( i \) computed by multiplying the user-defined “fire temperature” parameter \( c \) with the affinity \( A_{r,i} \). Hence, the farther the unlabeled vertices are from the seed, the less label influence they experience. If the average label influence \( H_{\text{labeled},i} \) from all labeled vertices on the unlabeled vertex \( i \) exceeds the acceptance threshold \( T_i \), then vertex \( i \) takes on the label of the seed (Fig. 1a, Steps 4–5). Even if \( H_{\text{labeled},i} \) is not high enough to cross the threshold \( T_i \), it is possible to cross the threshold as more vertices are labeled later on (Fig. 1a, Steps 6–7). Therefore, Forest Fire Clustering checks the remaining unlabeled vertices each time new vertices are labeled until the average label influence cannot exceed the threshold of any unlabeled vertices (Fig. 1a, Step 8).

3. Iterative label propagation: New label propagations are iteratively performed until all vertices have been labeled, and each round of label propagation defines a cluster (Fig. 1a, Steps 9–10). Between rounds of label propagation, labeled vertices from the previous rounds are considered to be exhausted and can no longer be replaced by new labels. By doing so, nonlinear clusters in the data manifold can be found by propagating labels in the data geometry. Sparse regions in the data manifold form natural cluster boundaries, which can be outlined by iterative label propagation.

We can evaluate the confidence of Forest Fire Clustering labels using Monte Carlo simulations (Fig. 1c). After performing Forest Fire Clustering, we store the initial clustering results \( S_{1\ldots n} \) for all \( n \) vertices. Then, a posterior label distribution for each data point can be constructed using label permutations. In each permutation, a random seed vertex \( i \) is selected, and the seed vertex takes on the same label \( S_i \) as it did in the initial clustering results. Labels on all other vertices are cleared. The seed label \( S_j \) is allowed to propagate until the average label influence can no longer cross the threshold of the remaining unlabeled vertices. Vertices that accepted the seed label \( S_j \) add one occurrence of that seed label in their records. We repeat with another randomly chosen seed vertex \( j \) with a seed label \( S_j \) which could come from a different initial cluster than the previous seed \( (S_i \neq S_j) \). After many Monte Carlo trials, the accepted seed labels are tabulated at each data point to construct a discrete label frequency distribution, which we call the posterior label distribution.

Similar to the posterior distribution in Bayesian inference, the posterior label distribution is an updated probability distribution over the labels of a data point after accounting for new information from the Monte Carlo simulations. The posterior exclusion probability, which quantifies label confidence using the posterior label distribution, is defined as the posterior probability that a data point accepts the other labels rather than the initial label. Similar to \( P \) values, the posterior exclusion probability is a simulated, retroactive probability that the initial label was not accepted across all Monte Carlo trials. Having a high posterior exclusion probability means that the initial label is less likely to be the true label for the data point, whereas a low value means that...
the initial label is more robust. The information entropy of the posterior label distribution can be used to measure general uncertainty of the labels at each data point. In addition, simulating many Monte Carlo trials can be efficiently parallelized because each trial is independent of one another.

Clustering labels can be extended to a small number of new data points in an online-learning context (Supplementary Fig. 3). As a new data point arrives, we can iteratively check whether label influences from existing clusters can cross the threshold of the new vertex. If multiple label influences from different clusters exceed the threshold, then the new data point takes on the label with the highest average influence. If none of the average label influences can cross the threshold, then the data point becomes the seed vertex for a new cluster. Thus, in contrast to previous online clustering methods, Forest Fire Clustering can discover new clusters in newly arrived data, which reduces the computational cost for re-clustering and scales with the growth of high-throughput technologies.

Evaluating forest fire clustering on synthetic data. We first examined the performance of Forest Fire Clustering on simulated Gaussian mixtures (Fig. 2a, c). We constructed two Gaussian mixture models ($\sigma = 0.15$ and $\sigma = 0.2$) with eight distributions located evenly around the unit circle ($n = 500$). Forest Fire Clustering identified a cluster corresponding to each Gaussian in the mixture. As fire temperature $c$ indirectly determines the cluster sizes, Forest Fire Clustering can infer the number of clusters in the data by separating different Gaussians with the sparse regions in between.

Interestingly, the number of clusters can also be inferred from the number of peaks in the average label influence plot (Fig. 2b). This plot records the average label influence $H_{\text{label}}(i)$ of each vertex $i$ when it accepts a label, which traces the dynamics of the clustering process and provides a new perspective for interpreting the clustering results. As the cluster size increases, the unlabeled vertices become farther away from the cluster center and experience less average heat. With a low Gaussian variance, every spike corresponds to a meaningful cluster that was discovered. With a higher Gaussian variance, eight clusters were discovered, although two clusters were separated differently from the ground truth (shown in green and orange). Accordingly, the average label influence over time plot indicated different spikes for those clusters (Fig. 2f). Therefore, these plots enhance interpretability and could serve as a heuristic in determining the quality of the clustering results.

To internally validate the previous clustering results, we constructed posterior label distributions using Monte Carlo simulations, and we computed the posterior exclusion probability and label entropy of each data point in the Gaussian mixtures (Fig. 2c, d). The validation shows higher-label entropies over a particular cluster and between a few clusters. Further, data points on the boundaries of clusters have higher posterior exclusion probabilities, indicating that Forest Fire Clustering is less confident about the labels on those data points. In single-cell analysis, the posterior exclusion probabilities can be used to control the quality of the cell types for each cell.

In addition to conducting internal validation, we evaluated the quality of the clusters discovered by Forest Fire Clustering. By varying our only effective hyperparameter $c$, we investigated whether the algorithm could consistently find high-quality clusters. We verified our hypothesis that as the fire temperature $c$ increases, the average cluster size also increases (Fig. 2g). Therefore, the fire temperature $c$ is an intuitive parameter used for generating clusters of different sizes. In addition, we discovered the number of clusters $K$ using Forest Fire Clustering and compared with $K$-means using the same $K$ (Fig. 2h). As the fire temperature $c$ increases, the silhouette score of Forest Fire Clustering converges to that of $K$-means. Since the silhouette score of $K$-means is locally optimal given the number of clusters $K$, this suggests that Forest Fire Clustering can generate approximately optimal clusters with an appropriate fire temperature $c$. In “Methods”, we further explain the ability for Forest Fire Clustering to generate high-quality clusters without an objective
function and demonstrate the asymptotic convergence of Forest Fire clustering to true cluster distributions.

We performed simulated experiments to examine whether Forest Fire Clustering can infer the emergence of new clusters in out-of-sample data. With only four training clusters ($\sigma = 0.1$), Forest Fire Clustering demonstrated strong performance as the number of unseen clusters in the out-of-sample data increased, with average ARI and purity score both greater than 0.90 throughout (Supplementary Fig. 4). In addition, the out-of-sample cluster discovery remains robust with increasing Gaussian noise. However, Forest Fire Clustering can only guarantee consistently high online-learning performance when there is more training data than test data, because large training datasets create well-defined manifolds that are less impacted by various test data arrival sequences.

**Comparing forest fire clustering with other clustering methods.** As mentioned previously, Forest Fire Clustering is designed to overcome the weaknesses of many clustering methods on single-cell sequencing datasets (Fig. 3a). When compared with other clustering methods, Forest Fire Clustering can generate clusters with minimal prior assumptions and can compute a non-parametric point-wise posterior probability for internal validation. In addition to these unique advantages, we benchmarked Forest Fire Clustering with many existing clustering methods on a large number of synthetic datasets (Fig. 3b and Supplementary Figs. 5 and 6).

For ring-shaped or half-moon-shaped data (Fig. 3b), distribution-based methods like Gaussian mixture modeling could not accurately categorize these datasets and achieved a relatively low purity score of 0.5 and 0.85, respectively. Both distribution-based and centroid-based methods are limited in identifying non-convex clusters. In contrast, the cluster boundaries from our method are more flexible because label propagation in the data manifold makes minimal assumptions about the shape of the data. Moreover, the results suggest that Forest Fire Clustering can better uncover the number and size of the clusters than connectivity-based methods, especially when the intra-cluster distance is larger than the inter-cluster distance. Similar to the linkage function in hierarchical clustering, Forest Fire Clustering propagates its labels to the closest data points when the fire temperature is above a certain threshold. In essence, both methods cluster by locally linking the closest data points into the same group.

Our method also maintains robust performance when the clusters overlap, whereas density-based methods like DBSCAN and OPTICS perform poorly in this scenario. In particular, given three overlapping clusters in the data, the $\epsilon$ hyperparameter in DBSCAN and OPTICS must be sufficiently small to discover the three clusters, but a small $\epsilon$ hyperparameter reduces the reachability and misclassifies some data points between clusters as singleton clusters (with singleton points in black). In contrast, Forest Fire Clustering can be seen as a continuous version of DBSCAN. The smooth nonlinear Gaussian kernel allows for a more flexible representation of the data manifold and serves as a better alternative than the hard $\epsilon$ cutoff. Compared to Spectral Clustering, Forest Fire Clustering can find the number of clusters in the data more accurately. Because label propagation only labels each data point once, Forest Fire Clustering also has a significantly shorter runtime compared to Louvain.

**Evaluating forest fire clustering on simulated scRNA-seq data.** SC3 and Seurat are considered popular and widely used single-cell clustering methods$^{17–19}$. In particular, SC3 performs hierarchical clustering on a consensus matrix constructed by repeated $K$-means clustering on different partitions of the Laplacian eigenvectors, and Seurat maximizes the modularity in a KNN data graph using Leiden. We compared the performance of Forest Fire Clustering with SC3 and Seurat on simulated scRNA-seq data. Using the Splatter package in R$^{20}$, we generated two types of simulated data for benchmarking: a mixture of discrete cell populations ($n = 20$ datasets) and continuous stem cells along paths of differentiation ($n = 20$ datasets).

For simulated discrete cell types (Fig. 4a), Forest Fire Clustering outperformed SC3 in terms of ARI and purity scores (Wilcoxon signed-rank $P = 9.5 \times 10^{-7}$). Forest Fire Clustering also outperformed Seurat in ARI (Wilcoxon signed-rank $P = 7.7 \times 10^{-5}$) but showed no statistically significant difference in purity score. We observed a similar performance in ARI and purity score for continuous cell types (Fig. 4b). This indicates that both Forest Fire Clustering and Seurat can generate homogenous clusters, yet Forest Fire Clustering is better at correctly discovering the intrinsic number of cell types and subcommunities. Further, Forest Fire Clustering outperformed SC3 and Seurat in runtime with an average of 80 ms compared to 12 min and 1 s, respectively (Fig. 4c).

Moreover, the internal validation reveals that the label entropy of a cell negatively correlates with the pseudo-time steps along the paths of differentiation (Fig. 4d, e). As transition cells differentiate and become more specialized along the developmental trajectories, the identities of the cells also become more well-defined (Fig. 4f). Point-wise label entropy through Forest Fire internal validation can capture the change in the uncertainty of the cell identity: transition cells tend to have high-label entropy while differentiated cells tend to have low label entropy. Therefore, Forest Fire Clustering can highlight transition populations in developmental pseudotime and lend deeper insights into single-cell analyses compared to many existing clustering methods.

**Evaluating forest fire clustering on PBMC single-cell data.** To demonstrate the advantage of Forest Fire Clustering on experimental data, we analyzed single-cell sequencing of around 10,000 peripheral blood mononuclear cells (PBMCs) from two datasets. In the first dataset, PBMCs were sequenced with CITE-seq, which measures single-cell gene expression with cell-surface proteins levels$^{21}$. We used signature cell-surface proteins to categorize PBMCs into various cell types and clustered each cell based on gene expression. In the second dataset, multiomic sequencing jointly profiled the single-cell chromatin accessibility (scATAC-seq) and gene expression$^{22}$. We labeled the cells using PBMC marker genes and clustered each cell based on the ATAC peaks. For benchmarking, the Louvain method is a popular single-cell clustering algorithm that maximizes modularity, and Leiden improves upon Louvain in runtime and finding well-connected communities. PARC is a fast combinatorial graph clustering method that incorporates pruning before applying Leiden$^{23}$.

The results suggest that our method can correctly categorize major PBMC cell types (Fig. 5). Clustering quality benchmarks indicate that Forest Fire Clustering can consistently produce clusters with similar ARI and purity scores compared with other state-of-the-art single-cell clustering methods (Fig. 5d, f). In addition, Forest Fire Clustering can discover high-quality clusters at different cluster resolutions and cell population sizes (Fig. 5b and Supplementary Fig. 7). For online clustering, each cell type was ablated from the training data, and batch effects were corrected using Mutual Nearest Neighbors correction$^{24}$. Clustering quality metrics suggest robust performance in discovering new cell types in the testing data (Supplementary Figs. 8 and 9).

We then evaluated the effect of internal validation on the Forest Fire Clusters. By focusing on cells with high-confidence
labels (PEP < 0.1), we can improve the cluster ARI by more than 20% compared to existing methods (Fig. 5d, f and Supplementary Fig. 10). When analyzing discrete cell types, our internal validation can robustly discover prototypical cells, which could potentially benefit downstream analyses such as differential expression and cell-to-cell communication network modeling. Similar clustering benchmarks on human cortex scRNA-seq and mouse skin multiomic sequencing further support these conclusions (Supplementary Figs. 11 and 12).

In addition, Forest Fire Clustering can analyze continuous cell types. Recapitulating results from our simulation studies, the label entropies decreased as diffusion pseudotime increased within each cell type, and progenitor cells in diffusion pseudotime analysis matched the cells highlighted by Forest Fire label entropy (Fig. 5i). However, as a top-down approach, diffusion pseudotime analysis risks making incorrect assumptions about the signature genes expressed in transitional cells, which could lead to the wrong choice of root for diffusion. Instead, Forest Fire Clustering adopts a bottom-up approach by empirically uncovering cells with high differentiation potency along the data manifold. Compared with diffusion pseudotime, our method has the unique advantage of assuming no prior knowledge about transition cells a priori (e.g., signature gene expression). By initiating label propagation from various cells in their developmental trajectories, Forest Fire can find transition cell types at the intersections of these label propagations where the label entropy is high. We further demonstrated this capability with scRNA-seq data on mouse hematopoietic stem cells (mHSCs) and human...
embryonic stem cells (hESCs) spanning physiological developmental days (Supplementary Fig. 13). Therefore, our method can naturally uncover branching points along developmental trajectories and reveal new biological insights from single-cell sequencing.

Evaluating forest fire clustering on large-scale mouse single-cell data. As the number of cells sequenced by single-cell technologies grows, the scalability of clustering algorithms becomes increasingly important. Here, we demonstrate the efficiency of Forest Fire Clustering compared with other state-of-the-art clustering methods.
algorithms on large heterogeneous datasets. Specifically, the Mouse Cell Atlas (MCA) contains gene expression data of around 400,000 cells from various mouse tissue profiled using Microwell-seq\textsuperscript{29}. Compared to other large-scale sequencing datasets, the tissue of origin for cells in MCA can serve as ground-truth labels for comparisons among clustering algorithms.

The results indicate that Forest Fire Clustering is faster than state-of-the-art single-cell clustering algorithms while generating similar quality clusters (Fig. 6d, e). In addition, Forest Fire Clustering uses less memory compared to existing methods. The runtime and memory usage benchmarks suggest that Forest Fire Clustering can efficiently scale to larger datasets. As expected, benchmarking on 1.3 million mouse brain cells from 10× Genomics supported these findings (Supplementary Fig. 14).

Next, we investigated the effect of internal validation on Forest Fire clusters (Fig. 6e). For a heterogeneous dataset like MCA, focusing on cells with high-label confidence (PEP < 0.1) improved the ARI from 0.38 to 0.72. In addition, neonatal and fetal mouse tissues exhibit higher-label entropies, supporting our previous findings (Supplementary Fig. 14).

Discussion

Currently, there are many open challenges associated with the unsupervised clustering of scRNA-seq data\textsuperscript{30}. First, many clustering methods make strong explicit or implicit prior assumptions about the data. For example, Gaussian mixture models assume that the data are Gaussian distributed. However, previous studies have shown that scRNA-seq data do not follow any known distribution\textsuperscript{31}. Second, existing clustering methods cannot internally validate their clustering results. For rare cell-type discovery in single-cell analysis, it is crucial to cluster with minimal prior assumptions and report the confidence of the labels at each point for validation. Third, while it is known that discrete cell types exist in single-cell data, some cells can be placed in a continuous gradient of two or more end states without clear boundaries\textsuperscript{4}. To tackle these existing challenges associated with clustering high-dimensional single-cell data, a clustering algorithm should be specifically designed to meet single-cell analysis needs.

Here, we developed Forest Fire Clustering inspired by forest fire dynamics\textsuperscript{32}. By reformulating the label-propagation algorithm to iteratively find clusters in the data manifold, Forest Fire Clustering offers an efficient and intuitive approach to clustering data. With only one effective hyperparameter that indirectly governs cluster size, our method can discover the number of clusters in the data with minimal prior assumptions. Forest Fire Clustering outperforms previous clustering methods on common benchmarks and shows robust performance on scRNA-seq datasets. Moreover, Forest Fire Clustering can conduct internal validation using Monte Carlo simulations. Clustered labels are randomly propagated to produce point-wise posterior exclusion probabilities, which can quantify the label confidence of each data point and serve as a metric for quality control. In addition, point-wise label entropies can highlight branching points and key transition cells in developmental pseudotime.

Further, Forest Fire Clustering can potentially be used as a soft clustering method. In hard clustering, a data point either belongs to completely to a cluster or not at all, while a data point under soft clustering can fall in multiple categories. Since soft clustering labels, the posterior label distribution models the probabilities of a data point being in different clusters. Generating soft clusters that correspond to the hard clusters could help analyze cell types without clear cut-offs in the feature space. Since...
continuous cell groups can exist in single-cell sequencing data, Forest Fire Clustering is a softer alternative than partitioning continuous cell groups into discrete categories. Distribution-based clustering algorithms could be used to produce parameterized label posteriors. However, these label posteriors assume that single-cell data are well distributed. In contrast, our non-parametric label posteriors makes minimal assumptions about the shape of the data and are more useful for single-cell analysis. Currently, there are two ways to calculate a non-parametric significance value: bootstrap resampling or permutations. Bootstrap resampling methods (from hierarchical clustering) can only calculate a P value indicating whether a particular cluster is significant with respect to other data points. Hence, this significance value is tied to a group of points. In order to compute a confidence measure for each data point, we can rely on permutation-based methods. However, to our knowledge, many other clustering methods are generally limited in generating cluster permutations, or variations of a cluster that are equivalent across rounds of clustering. For example, there is no definitive correspondence between two sets of K-means clustering results because the cluster labels are mathematically invariant. Forest Fire Clustering establishes an equivalence relationship between cluster permutations. New clusters simulated using the seeds from the original cluster are defined as permutations and variations of the original cluster. Then, we can construct a posterior by attributing the permuted cluster labels to a data point. More importantly, permutation-based methods do not resample from the data and do not suffer from “double-dipping” issues compared to bootstrap resampling methods.

Many existing methods mimic diffusion or use Monte Carlo for information processing. Indeed, the label propagation in Forest Fire Clustering represents a simplified version of diffusion and is similar to region-growing algorithms for image processing. However, performing repeated label propagations to determine where labels often overlap is unique to Forest Fire Clustering. Crucially, we seek to model self-organized criticality, a concept from statistical physics that governs forest fires, for data mining. Moreover, our approach avoids expensive matrix operations like eigendecomposition on the graph Laplacian, making our methods more scalable and efficient compared to diffusion-based methods. Further, existing graph-based methods rely on objective functions and iterate over the data multiple times. By propagating labels through the data manifold, Forest Fire Clustering makes only one pass through the data, making our approach faster than current graph-based methods.

As the dimensionality of the data increases, the distances between data points become more uniform, which decreases the signal-to-noise ratio when distinguishing data points from one another. Similar to other clustering methods, Forest Fire Clustering is also limited by the curse of dimensionality. Nevertheless, the impact of the high dimensionality of the data can be reflected in the internal validation of Forest Fire Clustering, as homogenous data points tend to have higher-label entropies and posterior exclusion probabilities. Forest Fire Clustering has the advantage of making users aware of the pitfalls in high-dimensional data by providing the validation metrics. In a related way, Forest Fire Clustering is sensitive to high dimensionality because our approach aims to mimic real fire propagation, which is a low-dimensional process. Hence, Forest Fire Clustering should be performed with nonlinear dimensionality reduction (e.g., UMAP, t-SNE, PHATE) to increase the separation between data points (Supplementary Fig. 15).

Guided by clustering and internal validation results, Forest Fire Clustering can be used to discover rare cell types and reveal branching points along developmental trajectories in single-cell experiments. A future goal of single-cell analysis is to construct a cell-to-cell communication network using interactions between different cell types. Our method offers the possibility of generating robust cell-type definitions for network construction and analysis. In addition to single-cell sequencing, our method can be generalized to problems in other domains that involve clustering and evaluating the confidence of the clustered labels.

**Methods**

**Forest-fire clustering.** Given a set of data points, \(x_1, x_2, \ldots, x_n\), each with \(m\) features arranged in a data matrix \(W \in \mathbb{R}^{n \times m}\), we calculate the distance matrix \(M \in \mathbb{R}^{n \times n}\) containing the \(L^2\) distance between every pair of data points. However, representing the distance matrix for large datasets (>1 million data points) is computationally expensive. Therefore, we can approximate the distance matrix by using the \(L^2\) distance between the KNNs of each data point. Then, the distances are converted into affinities \(A \in \mathbb{R}^{n \times n}\) using the kernel method. We can use a Gaussian kernel or an adaptive kernel on the KNNs to preserve local distances and encode longer trajectory structures. Similar to preprocessing steps in t-SNE and UMAP, the most suitable kernel bandwidth can be estimated using a binary search on the nearest neighbor distances (e.g., SmoothKNNDist in UMAP). By doing so, a similarity graph \(G = (V, E)\) is constructed, with each vertex \(v\) representing a data point \(x_i\) and the corresponding pairwise affinities as edges. The affinity matrix \(A\) acts as the adjacency matrix for graph \(G\). In terms of implementing these preprocessing steps, the scikit-learn package in Python has a highly efficient and stable function called “sc.pp.neighbors” that implements the approximate KNN search with adaptive kernel transformations. Hence, we directly use this function in our preprocessing step to obtain the affinity matrix \(A\) from the data matrix \(W\).

For the label-propagation steps, we iteratively cast a label on a vertex and allow the label to propagate until an equilibrium is reached. If one label cannot propagate to all vertices, the procedure is repeated with different labels until all of the vertices in \(G\) have been given a label. Each vertex \(i\) starts without a label, corresponding to the state \(S_i = 0\), and accepts a label \(S_i = k\) during the \(k\)th label propagation.

**Threshold for accepting neighboring labels.** The label acceptance threshold \(T_i\) is analogous to flashpoints in forest fire dynamics. A tree in a forest would start burning when the heat surrounding it reaches a certain level, which corresponds to \(T_i\) of a vertex in graph \(G\). In order for label propagation to slowly stop at the cluster edges where the data is sparse, \(T_i\) should be closely related to the density of the graph. Therefore, \(T_i\) is defined to be the inverse of the degree of a vertex \(D_i\). As the degree \(D_i\) increases, the threshold \(T_i\) for accepting a label decreases. Then, label propagation drifts towards regions of high data density when estimating the cluster centers. The threshold is analogous to the activation energy in chemical reactions.

**Heat and fire temperature.** In a forest fire, heat decays non-linearly with increasing distance and is proportional to the fire temperature. Here, the kernel affinity between two vertices \(i\) and \(j\) is used to model the nonlinear decay in heat as distance increases, and the user-determined hyperparameter \(c\) governs the fire temperature. The pairwise label influence between two vertices \(i\) and \(j\) during the \(k\)th label propagation is defined as follows.

\[
H_{ij}^k = c \cdot A_{ij} \cdot \delta(k \text{th label propagation})
\]

Centered on an unlabeled vertex \(i\), label influence accumulates from vertices with label \(k\) during the \(k\)th label propagation. Therefore, the average label influence \(H_{i\text{labelled}}^k\) can be modeled as the average pairwise label influence between the unlabeled vertex \(i\) and all vertices with label \(k\).

\[
H_{i\text{labelled}}^k = \sum_j \frac{H_{ij}^k}{\sum_j \left(\sum_k H_{ij}^k\right)}
\]

There are two ways to reach a threshold \(T_i\), by setting a higher fire temperature or by using a kernel with a slower decay (or larger bandwidth). When using adaptive kernels, the kernel bandwidth for each vertex is calculated using the distance from its \(K\)-nearest neighbors. The affinity matrix \(A\) is better approximated...
by using higher numbers of nearest neighbors K. However, we show experimentally that the parameter K could only marginally increase the clustering quality after a certain threshold (Supplementary Fig. 18). An effective hyperparameter is a hyperparameter that influences the size and number of the clusters found. Since the choice K does not play a big role in clustering after a certain threshold, the fire temperature c is the only effective hyperparameter in our clustering algorithm. The fire temperature c plays an important role in clustering and strongly influences the size and number of the clusters discovered, similar to the resolution parameter in Louvain and Leiden. As fire temperature c increases, labels are more likely to propagate to other vertices, causing Forest Fire Clustering to discover larger clusters. On the contrary, smaller clusters are discovered as the fire temperature c decreases.

For each unlabeled vertex i, the clustering algorithm iteratively checks whether the average heat $H_i^k$ is higher than the threshold $T_i$ and adds the vertex to the cluster $k$ if it is. With k clusters and n data points, the algorithm has an approximate worst-case runtime of $O(kn^2)$ when every data point is a cluster. The labels propagate until the following condition is met for every unlabeled point a at the end of the kth label propagation.

$$\forall u \in S_u = 0, H_{\text{labeled,}i}^k > T_i$$

After the kth label propagation reaches a stopping point, another unlabeled vertex will be randomly selected as the starting vertex for the $k+1$th label propagation. The algorithm continues until all vertices have been labeled, as shown in the pseudo-code of the algorithm below.

**Algorithm 1: Forest Fire Clustering**

**Data:** Data matrix $W \in \mathbb{R}^{n \times n}$, fire temperature $c$

**Result:** Clustering labels $S_{1:n}$

Let $S_v$ be a label array for each vertex $v$, initialize values $S_v \leftarrow 0$; Compute pairwise distance matrix $M \in \mathbb{R}^{n \times n}$ from $W$; Kernel transformation $D$ into affinity matrix $A \in \mathbb{R}^{n \times n}$, $k \leftarrow 1$ (denoting cluster number);

while # of unlabeled vertices $> 0$ do

Randomly choose a vertex $r$ and set $S_r \leftarrow k$;

for every unlabeled vertex $i$ do

Compute average pairwise heat $H_{\text{labeled,}i}^k$;

if $H_{\text{labeled,}i}^k > T_i$ then $S_i \leftarrow k$;

$k \leftarrow k + 1$;

After the $k$th label propagation reaches a stopping point, another unlabeled vertex will be randomly selected as the starting vertex for the $k+1$th label propagation. The algorithm continues until all vertices have been labeled, as shown in the pseudo-code of the algorithm below.

Since Forest Fire Clustering is a randomized algorithm, we can employ the method of conditional probabilities to improve the stability and lower bound the accuracy when choosing random seeds, similar to a method of conditional probabilities to improve the stability and lower bound the accuracy when choosing random seeds, similar to a method of conditional probabilities to improve the stability and lower bound the accuracy when choosing random seeds.
not realistic to discover only one cell type in the data, therefore the practicalities of single-cell sequencing could guide our analysis away from this edge case.

Algorithm 2: Monte Carlo validation

Data: Affinity matrix $A \in \mathbb{R}^{n \times n}$, fire temperature $c$, initial label $S_{-t}$, total trial number $T$

Result: Posterior exclusion probability $P_{PBMC}$, entropy $E_{PBMC}$

Let $S_t$ be a label matrix for vertex $v$ at trial $t$, initial values $S_t \leftarrow 0$;

for $t = 1$ to $T$ do

Randomly choose a vertex $v$ with initial label $S_t$, set $S_t \leftarrow S_t$;

while # of unlabeled vertices $> 0$ do

Calculate average label influence $P_{lab}^{(v)}$;

if $P_{lab}^{(v)} > 0$ then $S_t \leftarrow S_t$;

$P_{PBMC} \leftarrow \sum_{v} P_{lab}^{(v)}$, $E_{PBMC} \leftarrow -\sum_{v} P_{lab}^{(v)} \log(P_{lab}^{(v)})$.

Other Python libraries were used to reduce runtime. For example, the numpy package was used for linear algebra operations. The scipy package was used for discrete cell group simulations, 1k cells and 5k genes were simulated for 20 datasets. After normalization and Louvain, the dataset with four clusters was simulated and with Gaussian simulated with Splatter (in R). Experimental scRNA-seq data were downloaded from existing public repositories. CITE-seq and multiomic sequencing of PBMC datasets are simulated with Splatter (in R). Experimental scRNA-seq data were clustered with simulated and clustered based on previous labels using the same set of parameters.

Analysis of simulated data. Gaussian mixtures were generated by sampling from Gaussian distributions evenly centered on the unit circle. Two Gaussian bandwidths were used in the analysis, $c = 0.15$ and $c = 0.2$. Both sets of Gaussian mixture data were clustered with $K = 30$ and fire temperature $c = 50$. For online clustering, a dataset with four clusters was simulated and with Gaussian $K = 5$ and fire temperature $c = 0.2$ and $c = 10$. Then, another dataset with eight clusters (four of which were from the same distribution as the previous dataset) was simulated and clustered based on previous labels using the same set of parameters. The performance was evaluated on the out-of-sample testing data points. Synthetic data of different shapes were produced by the sklearn package in Python. The other clustering algorithms in the benchmark were selected because they are representative and widely used clustering algorithms implemented in the sklearn package. In general, clustering parameters for alternative methods were chosen to generate around the same number of clusters as the ground truth. For example, discrete cell groups were clustered with $K = 5$ for SC3 and resolution $= 0.5$ for Louvain.

Simulated scRNA-seq data were generated using the R package Splatter. In total, 1k cells and 5k genes were simulated for 20 datasets. After normalization and standardization, the first 30 principal components were used for clustering.

For discrete cell group simulations, five groups were generated (0.45, 0.15, 0.15, 0.15, 0.1) with parameters (out. prob = 0.20, out. facScale = 1.5), and the cells were clustered with fire temperature $c = 50$ and $K = 50$. For continuous cell group simulations, four groups were generated (0.35, 0.25, 0.25, 0.15) with parameters (out. prob = 0.1, out. facScale = 0.5, de.facLoc = 0.25, de.facScale = 0.2) along the differentiation path (0, 0, 0, 0), and the cells were clustered with $K = 50$ and fire temperature $c = 50$. For visualizations, Savitzky–Golay filters were used to fit local polynomials and highlight the inverse relationship between developmental pseudotime and label entropy.

Analysis of experimental data. The RNA gene expression count data for both PBMC datasets were preprocessed using the "zheng17" recipe in the scppy package in Python. For CIT-seq, cell-surface proteins were used to label PBMC cell types using marker genes available from 10x Genomics. The first 30 principal components were used to generate other low-dimensional embeddings (UMAP, t-SNE, Diffusion Maps, PHATE). For graph-based methods (like Louvain, Leiden, and PARC), $K = 50$ was used to generate a KNN graph from the low-dimensional embeddings. In addition, the K-sparse affinity matrix used by Forest Fire Clustering is constructed from the same KNN graph. Therefore, clustering was performed on the low-dimensional embeddings with different hyperparameter configurations (with resolution $= 0.05, 0.1, 0.2, 0.5, 1, 5$) for Louvain, Leiden, and PARC. $K = (2, 4, 6, 8, 10)$ for Forest Fire Clustering.

The clustering results were evaluated using cell-surface-protein labels. To generate a stronger baseline for benchmarking, the best performance across the hyperparameter configurations and dimensionality reduction methods was used for comparison between clustering methods. Leiden clusters with Prec marker expression were used as roots for diffusion pseudotime analysis. For multimomic sequencing, cell-type labels were inferred from RNA gene expression count using the pegasus package in Python with the "pg.infer_cell_types" function and the "human_immune" marker gene set. The ATAC peak counts were log-transformed and standardized, and the top 10,000 highly variable ATAC peaks were selected for PCA. Similarly, the first 30 principal components were used to generate other low-dimensional embeddings (UMAP, t-SNE, Diffusion Maps, PHATE). For graph-based methods (like Louvain, Leiden, and PARC), $K = 50$ was used to generate a KNN graph from the low-dimensional embeddings. In addition, the K-sparse affinity matrix used by Forest Fire Clustering is constructed from the same KNN graph. Therefore, clustering was performed on the low-dimensional embeddings with different hyperparameter configurations (with resolution $= 0.05, 0.1, 0.5, 1, 5$) for Louvain, Leiden, and PARC. $K = (2, 4, 6, 8, 10)$ for $K$-means, and $c = (20, 40, 60, 80, 100)$ for Forest Fire Clustering. In MCA, t-SNE embeddings (with perplexity = 75) produced a better separation between cell types than other methods. Therefore, t-SNE embeddings were used for visualizations. The tissue labels were used as ground truths for benchmarking. Differentially expressed genes were given by using scapy’s “rank_genes_groups function” with the Wilcoxon test and Bonferroni corrections. Error bars were generated by repeating each experiment ten times.

Online clustering. In certain scenarios, it is more convenient to make inferences on a small number of new data points without re-clustering, especially when the number of data points is initially large (>1 million cells), also known as the “n+1” clustering problem. Therefore, we formulated Forest Fire Clustering to allow for the continuous integration of a new few out-of-sample data points. The dataset previously cluster can be seen as the training data, and the newly arrived data can be viewed as the testing data. The goal of online clustering is to correctly classify the cluster labels in the testing data, which may contain new clusters. Data preprocessing and clustering are first performed on the training data. Then, we independently normalize and log-transform the testing data, as if they arrived at different times. Further, we assume that the training and testing data will share the same set of features. If the features of the training and testing data are disjoint, then it would not be possible to extrapolate clusters from the training data to the testing data. Therefore, we subset the testing data to contain only the top genes from the training data features, and we correct batch effects between the training and testing data with mutual nearest neighbor batch correction. Then, the testing data are projected onto the low-dimensional representations of the training dataset. A joint affinity matrix of the training and testing data is then calculated from the joint low-dimensional embeddings. After the joint affinity matrix is computed, we then extend the cluster predictions to the testing data.

For each data point in the testing data, Forest Fire Clustering checks whether the average label influence from the clustered data can cross the threshold of the testing data point. If there are multiple label influences that can cross the threshold, then the testing data point takes on the label with the highest influence. If there are no label influences that can cross the threshold, then the testing data point becomes a new cluster. Therefore, after seeds for new clusters are selected in the testing data, Forest Fire Clustering propagates the new labels through the testing data manifold, allowing new clusters to be discovered in the testing data.

Data availability

Synthetic data were simulated using sklearn (in Python), and scRNA-seq data were simulated with Splatter (in R). Experimental scRNA-seq data were downloaded from existing public repositories. CIT-seq and multiomic sequencing of PBMC datasets are available from 10x Genomics at https://www.10xgenomics.com/resources/datasets.
The Mouse Cell Atlas dataset is also publicly available to download from their website http://msca2.seas.upenn.edu/MCA/

Code availability
Tutorials and all source code for Forest Fire Clustering are available on Github at https://github.com/gersteinlab/forest-fire-clustering or https://zenodo.org/badge/latestdoi/432892882.
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