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Abstract: Based on the Convolutional Neural Network, we consider finding an automatic recognition method of signal modulation. Electronic warfare (EW) is one of the most important forms of war, and the outcome of the war depends largely on it. Fast, accurate, secure and continuous communication is increasingly important, and the identification of signal modulation is one of the key links to ensure communication. The traditional recognition method is artificial recognition, which is inefficient and error-prone. In this paper, aiming at several common modulation signals, the automatic recognition system of modulation signals based on Convolutional Neural Network is designed by analyzing mathematical models and important parameters, then upgrade and improve the feasibility and effectiveness of the project.

1. Introduction

1.1. Research Significance and Research Status
As the number of radio application services increases, so does the demand for spectrum to find the signal[1]. However, the traditional modulation recognition method relies on the experience of professionals. It is not only slow to identify the signal, but also wastes manpower and resources. In addition, when the SNR is relatively low or the channel is not ideal, the signal features are often not easy to extract, and multiple features need to be integrated. The traditional recognition algorithm is often complex and has a poor real-time performance. Compared with artificial recognition, automatic recognition has a great advantage, which can overcome the situation of low recognition rate and artificial error, and greatly improve the efficiency of modulation type recognition, so as to liberate manpower. Automatic modulation classification was used in the military to identify signals of the enemy in warfare[2]. Efficient electronic countermeasures also require automatic modulation classification[3]. However, automatic recognition also has its own defects. In today's increasingly complex electromagnetic environment, noise interference leads to the reduction of SNR and decreases modulation recognition accuracy. Therefore, it is urgent to study a new modulation signal recognition system to improve the real time and accuracy of signal modulation type recognition.

In recent years, Deep Learning has played an important role in the research of video, speech and image processing[4]. In Deep Learning, Convolutional Neural Network is a typical model, because of its simple structure and mature theory, it is used in image recognition and other fields widely[5].
1.2. Main Work of the Paper
This paper realizes modulation signal recognition based on CNN. Eight modulation types: BPSK, QPSK, 8-PSK, GFSK, CPFSK, 4-PAM, 16-QAM and 64-QAM are contained in the data set. For these data set, we designed a Convolutional Neural Network for training and recognition. In addition, we accomplished the following 3 tasks:

(1) On the basis of the constructed neural network, the training set was modified, random noise was added, and the robustness of the training results was improved by adding the background fitting the actual complex electromagnetic environment.

(2) To improve the success of training results, the random data feeding method was improved into the specified data feeding method.

(3) The classifier is used in the military background, assuming that the enemy has a similar classifier, the method to decrease the probability of the enemy decoding our signal is studied by modifying the test set.

2. Related Theories and Techniques

2.1. Modulation Automatic Classification System
Feature extraction and classification algorithm make up the modulation automatic classification system. The former extracts feature from the receiving signal, while the latter preprocesses each received signal, and outputs the modulation of the signal with the features formed in the previous stage as input. As shown in FIG 1:

![Modulation automatic classification system](image)

FIG 1. Modulation automatic classification system [6].

2.2. Convolutional Neural Network
Convolutional Neural Network is a kind of Deep Neural Network with a convolutional structure. The characteristics of convolutional structure are reducing the amount of memory occupied and the number of parameters. Weight sharing, pooling and other operations can alleviate the problem of overfitting.

The hierarchical structure of Convolutional Neural Network mainly includes input layer, convolution computation layer, activation function, pooling layer and full connection layer. The flow chart of the Convolutional Neural Network model is shown in FIG 2. The Convolutional Neural Network learns from the training data, optimizes the performance of the classifier, and thus predicts the output results for the input.

The Convolutional Neural Network is characterized by simplified network structure, strong adaptability and high efficiency in processing high-dimensional data. In addition, the Convolutional Neural Network has strong operability because it omits the feature extraction steps.
2.3. The Data Set

The data set used in this paper is radio machine learning (RML) data set[8]. The RML data set contains 11 modulation classes, which has 8 digital modulation classes and 3 analog modulation classes, with SNR values ranging from -20db to 18dB and step sizes is 2.

Since this paper only involves digital modulation scheme, the analog modulation part will be deleted. The final data set consists of 8 digital modulation classes, with SNR values ranging from -20db to 18dB. The data set are in the form of a Python dictionary. After selecting only the numeric modulation type, we get 160 (modulation, SNR) pairs, each of which is assigned an array (1000,2,128), which means that there are 1,000 samples in each dictionary key, and each sample is an array (2,128). In total, there are 160,000 samples. Therefore, the given data set is an array (160000,2,128). The Convolutional Neural Network is trained on the original time series data rather than on the characteristics of the design. From each pair of samples (modulation, SNR), half of the samples were randomly selected to be included in the training set and the other half was left as the test set, so that the Convolutional Neural Network could be trained on 80,000 samples and tested on 80,000 samples. The first step is to standardize the data so that all the features are in the same range. Each sample is a (2,128) array. Therefore, the input is treated as an image with a height of 2 and a width of 128.

3. Data Feeding Method

The original neural network batch_size is constant 1024. Random function is used to randomly select 1024 groups of training data from the data set and feed them into the network for training. In this way, the feeding data can be guaranteed to cover range of 20 db and 8 modulation methods, which will make the feeding training data more random. Then, this data feeding method is improved: dividing the training set and defining parameter named x. Parameter x is used as the limit, the training set with an SNR greater than x db is divided into the part with a higher SNR, and the training set with a smaller SNR is divided into the part with a lower SNR. Defining batch size = 1024, and then defining a constant “n”, which is relatively small. From the training set of the part with high SNR, we took batch_size - n data, and then took “n” data from the part with low SNR and added them up to get 1024 sets of training data, which were fed into the neural network for learning.

This approach did not change the total amount of the feed data, but artificially adjusted the type of the feed data to reduce the random range of the feed data, so as to increase the recognition accuracy of the neural network model.

When n=50 and x=-14db, the two network recognition accuracy rates before and after the improvement are compared:
FIG 3. When n=50 and x=-14db, the two network recognition accuracy rates are compared.

Table 1. Accuracy of CNN when x=-12 and x=-14.

| SNR   | Original | Improved |
|-------|----------|----------|
|       | -14      | -12      |
| 2 db  | 77.95%   | 80.12%   |
| 4 db  | 80.73%   | 82.30%   |
| 6 db  | 80.22%   | 82.16%   |
| 8 db  | 81.09%   | 83.01%   |
| 10 db | 81.62%   | 83.36%   |
| 12 db | 81.45%   | 83.21%   |
| 14 db | 81.46%   | 82.89%   |
| 16 db | 81.81%   | 83.24%   |
| 18 db | 81.83%   | 84.43%   |

As shown in Table 1, the recognition accuracy of the improved part is promoted to 83% in the part greater than 0 db.

We next investigate the effect of the feeding data method furtherly, define n=50, x=-10 and -18 db. Keep consistent with the original network training number of 80,000 times, then make n=50, x=-10 training 40,000 times and make n=50, x=-18 training 40,000 times too. The results are as follows:

FIG 4. Accuracy when n=50 and x=-10&-18db.
As shown in FIG 4, the improved neural network significantly improves the accuracy in the above 0 db and the -8 to -4 db part. when n=30, we work in the same way.

### Table 2. Accuracy of CNN when n=30 and n=50.

| SNR       | Original n=30 | Improved n=30 | Improved n=50 |
|-----------|---------------|---------------|---------------|
| 4 db      | 80.73%        | 82.43%        | 82.96%        |
| 6 db      | 80.22%        | 82.42%        | 82.47%        |
| 8 db      | 81.09%        | 83.07%        | 83.31%        |
| 10 db     | 81.62%        | 84.23%        | 82.99%        |
| 12 db     | 81.45%        | 83.89%        | 83.49%        |
| 14 db     | 81.46%        | 83.22%        | 83.17%        |
| 16 db     | 81.81%        | 82.71%        | 83.84%        |
| 18 db     | 81.83%        | 82.88%        | 83.35%        |

### 4. Defense

In battlefield environment, the two sides tried to get the other's intelligence. Our purposes not only minimize the accuracy of the intruder by adding artificial noise interference but also ensure that the expected receiver can still restore the messages.

#### 4.1. Add Interference to the Training Set

In the actual electromagnetic environment, there is a lot of noise interference to the signal. Therefore, for the training set whose data are all sampled from ideal signals, the training is carried out after adding noise to improve the robustness of the training results. The three variables of the training set interval, the data dimension and the variance of the added noise are studied.

Firstly, the interval of the training set with added noise is studied. Keep the 2*8 dimension of added noise and the noise variance of 0.001 unchanged, and set the parameter threshold. Add interference to the part which is greater than the threshold. It is found that there is some improvement in the condition of negative SNR -12 to -6db.

### Table 3. Accuracy of CNN 2*8 dimension.

| SNR  | -12db | -10db | -8db | -6db |
|------|-------|-------|------|------|
| Original | 16.98% | 19.42% | 26.87% | 34.66% |
| Improved | **18.22%** | **22.97%** | **28.05%** | **37.35%** |

Next, the dimension range of added noise is studied: The threshold is 10 and the noise variance were kept unchanged at 0.01. We found that the accuracy of the neural network was significantly improved from 0 db to 18 db when the noise was added to the 2*18 to 2*26 dimensions data.

### Table 4. Accuracy of CNN different dimension.

| SNR | Dimension | Original | Improved |
|-----|-----------|----------|----------|
| 2   | 2*18      | 77.95%   | **80.70%** |
|     | 2*20      | 79.73%   | 80.30%   |
Then the noise variance is studied. When threshold is 10, the 2*26-dimensional data was un-
changed and the variance was 0.0007, the recognition accuracy was significantly improved in the
range of -12 to -6 and 0 to 18 db, especially in the condition of negative SNR.

![FIG 5. Accuracy of CNN when variance is 0.0007.](image)

When the variance is 0.0007, it improves the recognition accuracy in different dimensions, which is
showed in Table 5.

Table 5. Accuracy in different dimensions when variance is 0.0007.

| SNR | Original | Improved |
|-----|----------|----------|
|     | 2*26     | 2*32     | 2*36     |
| -10 | 19.42%   | 23.01%   | 20.65%   | 21.10%   |
| -8  | 26.87%   | 28.89%   | 28.29%   | 29.41%   |
| -6  | 34.66%   | 37.37%   | 38.19%   | 37.54%   |
| -4  | 49.03%   | 49.03%   | 51.21%   | 52.10%   |
| -2  | 63.23%   | 63.23%   | 65.28%   | 65.78%   |
| 0   | 72.92%   | 72.92%   | 74.65%   | 75.13%   |

4.2. Add Interference to the Test Set

In this section, we consider the ideal case of no additional environment noise interference signal and
reduces the recognition accuracy of the enemy classifier.

The solution proposed in this paper is to add artificial noise n to signal S and find the following so-

\[ S_{after} \approx S + n \]  

(1)
Make $n$ in a range as small as possible to reduce the recognition accuracy when enemy receiving the signal $S_{after}$.

In order to mask our signal modulation scheme while maintaining a reasonable bit error rate, our objective is to seek to minimize human perturbation $n$ to maximize the misleading effect of the enemy classification identifier. Appropriate artificial perturbation $n$ can successfully achieve the effect of interfering with the enemy classifier. However, in practical applications, we can only control the input $x$ of the channel, and the output is not only influenced by the input but also by the channel noise. Therefore, this study is based on an ideal scenario. In addition, this part is based on the state of the known enemy classifier, such a method is called white box attack.

In the program, the constant $n$ was added to the I and Q channels. We found that the recognition accuracy of the model in the part of high SNR was reduced to 50% when $n$ is about 0.000003, which could effectively interfere with the work of the enemy in recognizing our signals.

![FIG 6. Accuracy of CNN adding constant.](image)

5. Conclusions
This paper realizes the establishment of Convolutional Neural Network. Through training, the visualization of the results is realized. Finally, we established a model with a high accuracy rate and stored the trained model to preliminarily realize the application of Convolutional Neural Network in signal classification and recognition. However, there are still many deficiencies that need further discussion. Firstly, the algorithm discussed is simple and only the Convolutional Neural Network is simply analyzed. Secondly, our paper lacks horizontal comparison. Thirdly, there is no corresponding research on other branches of machine learning.
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