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Abstract: Health Insurance industry is producing a massive amount of heterogeneous data. Detecting fraud from these data is a challenging task. Highly imbalanced data causes huge challenge to the Insurance Data Analysis. Classification of imbalanced data is a critical issue faced by the fraud detection methodologies. Fraud only covers less than 10% of the whole data. In this study, we use highly imbalanced data and propose a hybrid method for fixing class imbalance problem by using a combination of SMOTE, Cross Validation, and Random Forest. We used Medicare data, which will be applied to various sampling techniques, and further a classification model was built. We observed that SMOTE with Random forest with cross validation produced excellent results. Our model should be capable of identifying all the relevant(fraud) instances, i.e., the model should have a high recall value. SMOTE with Random forest had average recall of 86% and an overall accuracy of 90%, which could be considered as good among the existing models.
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1. INTRODUCTION

Health Insurance systems have become one of the major concerns of modern life. These systems financially help people to pay high costs healthcare expenses. Healthcare services had been utilizing the conservative strategy for determination and treatment, where most specialists relied upon their individual experience and aptitudes in diagnosing maladies in patients, bringing about a less exact and patient-driven. Digitization, progression in innovation, the requirement for evidence-based medication, powerlessness to outgrowth and get knowledge from consistently growing different medicinal information are a portion of the drivers for embracing health care analytics [1]. Insurance plays a central role in the healthcare field. More than 80 percent of healthcare expenditures are funded by insurance companies, either public or private. Insurance thus offers the money that motivates and cares for the health care system [2].

The health insurance industry generates a massive amount of data. These data involve details such as patient records, providers data, treatment information, drug details, etc. Detecting fraud from this enormous information is a challenging task. Insurance fraudulent claims setback a severe harm over billions for many insurance organizations. Fraudulent claims create a negative impact on the insurance firms; it also terribly hurt socio-economic structures. The effect of loss to an organization or an economy is very high. While implementing machine learning algorithms to these kinds of problem, working on unbalanced data has unavoidably become a major challenge to data analysts [3].

There are two main problem imposed by fraud detection data due to class imbalance. First one is a higher probability of instances belonging to non-fraudulent classes. This imbalance may lead the classifiers to classify new observations to the non-fraudulent class. If 99% of the cases in a dataset belongs to the same class, when a classification model is built from the above-said data the classifier will label the test cases with these majority of non-fraudulent classes, it may lead to an accuracy of 99%. This can be merely considered as “accuracy paradox,” i.e., a high level of accuracy is not considered as an indicator of higher classification performance [4]. Fraud detection is one of the examples for such models where the data is highly imbalanced, and accuracy cannot be taken in to account. The second problem in fraud detection the cost of False Negatives, which should be considered much seriously than False Positives. Classifiers penalize both at a similar weight. Cost of missing even a single case of fraud (say, False negatives) is high.

An appropriate model is necessary that classifies unbalanced nature of data in fraud detection problem. There are some methods introduced to address the issue of data imbalance; these methods can reduce the impact of skewed data on classification performance. These methods are classified into two levels, data level and algorithm level [5]. In the algorithmic approach, the algorithm itself will be modified to increase the predictive performance of the minority class. Data level approach consists of oversampling and under sampling the minority or majority classes in order to lessen the effect carried by class imbalance. In this paper, we have used data level approaches for balancing the data. Several sampling approaches are used here such as SMOTE, ADASYN, Random Over Sampling. In order to evaluate performance metrics on fraud detection four learning algorithms (Random Forest, XGBoost, Light GBM, (GradientBoostingClassifier) using Python framework. All the above said unbalanced data sampling techniques are applied to all four learning algorithms. Random Forest Classifier with SMOTE produced good overall results.

The work is organized as follows. Section 2 discusses Revised Manuscript Received on July 22, 2019.
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previous works related to class imbalance and fraud detection in health insurance.

Section 3 gives a brief introduction to the algorithms used throughout the study, which includes classification and data sampling algorithm. Section 4 provides an idea of the data used in the study. Section 5 discusses the results obtained from the study. Section 6 concludes the work.

II. RELATED WORKS
An excellent survey on fraud detection was conducted by Aisha et al. [6], which explains Issues and challenges associated with health insurance domain. Tahir Ekin et al. [7] used a Bayesian approach in healthcare fraud detection to identify providers or beneficiaries who exhibits fraudulent behavior. A novel hybrid approach was built in the paper [3] by Youjun Zhang et al., which was handling data imbalance problem using a combination of both K Reverse Nearest Neighborhood and One Class support vector machine (OC-SVM). Several other learning algorithms were also employed in this dataset. The model was producing an overall accuracy of 91.89% on Insurance dataset, but could not see any balancing techniques applied in the model. Richard Bauder et al., in their paper [8] made an effort to asses’ providers fraudulent activities by examining the payment done to them for the services they have rendered. The author proposed a novel method for detecting fraud, which deals with detecting outliers in payment data using multiple predictors as model input. Richard Bauder et al. had further extended their work combining Medicare databases and building a model with a Random Forest model using five cross-validations which yielded an accuracy of 87.3% [9]. The effects of class imbalance problem have been reported as a significant hindrance on machine learning performance [9], [10]. Chawla [11] presented a detailed review of the issues and challenges related to data unbalancing. The studies state that the problem of unbalanced data classification persists in the real-world scenario. Similar studies were carried out by Foster [12]. In his paper, he discussed sampling strategies. The author also believes that a proper understanding of the unbalanced data problem will create broader implications for ML and AI areas. Paper [5] states that four factors affect the performance of the classifier on unbalanced data sets. They are Imbalanced class distribution, data sample size, class separability and within-class concept. Kubat and Matwin [13] used data sampling methods in their paper. They applied one-sided selection techniques by keeping the minority class as fixed and under sampled the majority class. Then they categorized the minority classes into noise overlapping. There are many other studies related to a class imbalance in credit card fraud detection[14], [15]. There are only a few studies into class unbalancing in health insurance fraud detection. To name a few of them are [16], [17]. In this section, we describe related work from the perspective of data sampling techniques available to handle health insurance data and fraud detection in the Medicare database..

III. EXPERIMENT

3.1 Data Sampling Techniques Used

3.1.1 SMOTE (Synthetic Minority Over-sampling Technique)
SMOTE is a systematic algorithm used to create synthetic samples. It is even called Synthetic Minority Over-Sampling as it creates synthetic samples from the minor classes rather than multiplying the copies. SMOTE Algorithm selects two or more similar instances and modifying the individual attributes in an instance with a random value which is in between the boundary of the neighboring instances attribute. In this study, we use SMOTE to mitigate the problem arising due to unbalanced classes. We applied various sampling techniques on the data. Among them, SMOTE was providing better results. SMOTE synthesizes new minority samples in between the existing classes based on its nature [18]. Figure 1 and 2 shows the data distribution before and after the sampling. Considering the quality of the data, the model tends to focus on oversampling minority classes (Fraud classes). For each fraud samples, SMOTE calculates the k nearest neighbors. By oversampling the minority classes, we are trying to create a balance between majority and minority class here, this helped us improving the model performance.

![Figure 1 Class distribution before sampling](image1)

![Figure 2 Class distribution after SMOTE](image2)

3.1.2 ADASYN
ADASYN is much similar to SMOTE but could be attributed as better off considering its accuracy. ADASYN is more fine-tuned and improved. Once you create the samples, the algorithm tries adding small random values to the points. This will make ADASYN more approximate towards reality. Unlike SMOTE where the samples are more related to its neighboring sample or the parent, ADASYN adds more
variance and thus are more scattered across.

3.1.3 Random Oversampling (ROS)
Random Oversampling or ROS algorithm tries to add on to the samples with multiple copies of selected minority classes. You can repeat the algorithm to any number of times you prefer to run.

Also, here instead of blindly cloning every sample, some might be selected with a complete replacement.

3.1.4 Random Under-Sampling (RUS)
RUS is an algorithm where it tries to remove samples from the majority class, and this removal could be with or without a replacement. This is considered to be one of the most uncomplicated technique. It helps in to narrow down the high imbalance in the samples. Said this, it could also result in high variance amongst the records.

3.2 Classification techniques Used
This section provides a brief explanation of the classifiers used throughout the study.

3.2.1 Random Forest
Random Forest classifier is an ensemble method which is highly flexible and can be used in both classification and regression tasks. We have used Random forest classifier in our study to assess the performance of the dataset. Several classifiers were tested against the synthetic oversampled data; among them, Random Forest classifier yielded better results [19]. Random Forest can also be used in feature selection. It uses the Gini index, which assigns score and rank features based on the score. The most important feature will be assigned the highest score.

Random forest classifier was used to find the variable importance. Figure 3 shows the results of the scoring and ranking of the top 8 variables. Random Forest classifier is an ensemble method in which decision trees will be generated based on the samples of data. At each node of the tree, the ultimate goal of RF classifier is to reduce the entropy and increase the information gain [20].

The study proposes a hybrid method for fraud detection, which effectively deals with the highly imbalanced dataset.

3.2.2 Light GBM
Light GBM (LGBM) is a tree-based learning algorithm. Tree-based algorithm grows horizontally (level-wise), but LGBM grows vertically, i.e., leaf-wise. Leaf wise algorithm is capable of reducing more loss, i.e., it will lower the error faster than level wise. LGBM uses gradient boosting framework [21].

3.2.3 XGBoost (eXtreme Gradient Boosting)
XGBoost is an implementation of gradient boosted decision trees. It is an ensemble algorithm because it offers solutions by combining multiple classification algorithms. It is prevalent because of its performance and time optimization.

3.2.4 Gradient Boosting
Gradient boosting is a boosting the algorithm, which converts weak learners into strong learners. Gradient boosting algorithm applies three elements to train the models they are additive, gradual and sequential. Gradient boosting contains a loss function; It uses gradients in the loss function to optimize the loss. This algorithm allows the user to optimize a specified cost function, which makes it more ideal for real-world applications.

3.3 Cross-Validation
We have used K fold cross-validation in our work; It helps in further resampling the data. The value of K chosen was 5. Cross-validation involves dividing a group of data samples into k folds of similar size. In that 1st group or fold is considered as a training data set and this set will be further fitted in to the remaining folds.

IV. DATA
In this section, we describe the dataset used in the study. Two CMS Medicare datasets are used for the study, Part B and LEIE [22][23]. The initial dataset provides details of treatment or procedure a physician performs for a year, basically the claims information. The above-said database is available at the CMS website for the years 2012-2016 calendar years. Part B data set contains variables such as NPI (Provider Identifier Number) of a physician, which is a unique number. Healthcare Common Procedure Coding System (HCPCS) code, Claims Information including average payment and charges, number of procedures, number of beneficiaries, facility or non-facility and more.

LEIE (List of Excluded Individuals and Entities) is a list of data which contains the details of providers excluded from Medicare facility. This database includes information such as, the reason for exclusion, date of exclusion and waiver date of physicians who are found unsuited to practice. This dataset is maintained by the Office of Inspector General (OIG). OIG has the authority to waive off providers from these kinds of funded programs if they are found guilty.

As the last stage, a new data set was formed, which is a labelled dataset. LEIE database which contains the excluded providers are matched with their NPIs and matching NPI is considered as fraud else non fraud. There was 18 provider type in total; only eight providers are used in the study.

V. RESULTS AND DISCUSSIONS
The study proposes a hybrid method for fraud detection, which effectively deals with the highly imbalanced dataset. Figure 4 describes the model. The model uses a combination of SMOTE, Random Forest...
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with cross-validation in the study. The classes were highly unbalanced with the distribution of 99:1 (majority: minority). 99% of the data set covers legitimate transactions, and 1% includes illegitimate transactions. To start of Random forest classifier was applied to the data without any data sampling techniques, the model produced an accuracy of 99%. Though the accuracy and precision were high, the recall was very low. Where precision(P) is calculated by P=FP/(FP+TN) and Recall(R) is calculated by R=TP/(TP+FN). AUC curve is considered as a right performance metrics while dealing with fraud detection, from the above results average AUC was less.

As a next step four sampling techniques were applied to random forest algorithm. SMOTE was performing well compared to other data sampling techniques. The combination of the above-said methods produced 90% AUC and 86% average precision-recall values. Figure 5 shows the AUC and precision-recall curve. The model outperforms the existing models in terms of AUC for 99:1 class distribution.

VI. CONCLUSION

Health Insurance is a significant contribution to the overall expenditure of an individual. This makes fraud detection in health insurance a necessity to smooth processing of funds for the health care expenditure. Data imbalance is found as a major problem while processing health insurance data. In our study, we presented an efficient method for fraud detection, which also deals with class imbalance. We have used a hybrid combination of SMOTE, Random Forest with Cross-Validation. This hybrid combination is exhibiting good data balancing capabilities. We obtained AUC 0.90 for a 99:1 class distribution, which is considered as a highly imbalanced dataset. Future work will be focused on extending the database with more related data from the Medicare database and additionally performing Real-time fraud detection which effectively handles class imbalance problem promptly.
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