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Abstract

We propose a second-order method for unconditional minimization of functions \( f(z) \) of complex arguments. We call it the Mixed Newton Method due to the use of the mixed Wirtinger derivative \( \frac{\partial^2 f}{\partial z \partial \overline{z}} \) for computation of the search direction, as opposed to the full Hessian \( \frac{\partial^2 f}{\partial z^2} \) in the classical Newton method. The method has been developed for specific applications in wireless network communications, but its global convergence properties are shown to be superior on a more general class of functions \( f \), namely sums of squares of absolute values of holomorphic functions. In particular, for such objective functions minima are surrounded by attraction basins, while the iterates are repelled from other types of critical points. We provide formulas for the asymptotic convergence rate and show that in the scalar case the method reduces to the well-known complex Newton method for the search of zeros of holomorphic functions. In this case, it exhibits generically fractal global convergence patterns.

1 Introduction

Wireless network communication systems are using digital linear and nonlinear filters, which allow keeping specified characteristics of the system if operating conditions change. The adaptation procedure can be reduced to an optimization problem on the complex-valued parameters of the filters, which can be realized as a software subroutine or as hardware intellectual property cores (IP-cores) on mobile phone chipsets.

The optimization problem can be formulated as follows. For \( D \subset \mathbb{C}^n \) a domain and \( g_j : D \to \mathbb{C} \) holomorphic functions, \( j = 1, \ldots, m \), find

\[
\min_{z \in D} f(z) := \sum_{j=1}^{m} |g_j(z)|^2,
\]

which is in general a non-convex optimization task. The function \( f(z) \) is real-valued and can be described as a function \( f(z, \overline{z}) \) of two independent variables \( z \) and \( \overline{z} \), in which it is, respectively, holomorphic and anti-holomorphic when the value of the other variable is fixed.

Different approaches have been tried to solve problem (1), or in general the problem of minimization of a real-valued function of complex variables, numerically. One possibility is to consider the domain \( D \) as a subset of real space \( \mathbb{R}^{2n} \) and to apply usual iterative minimization methods such as gradient descent or the Newton method. However, in practice these methods show undesirable behavior, they tend to get stuck in the neighbourhood of saddle points of \( f \) or even converge to such points. In addition, Newton’s method uses the Hessian matrix

\[
H = \begin{pmatrix}
\frac{\partial^2 f(z, \overline{z})}{\partial z \partial \overline{z}} & \frac{\partial^2 f(z, \overline{z})}{\partial \overline{z} \partial z} \\
\frac{\partial^2 f(z, \overline{z})}{\partial \overline{z} \partial z} & \frac{\partial^2 f(z, \overline{z})}{\partial z^2}
\end{pmatrix},
\]

which contains every second-order partial derivative with respect to \( z \) and \( \overline{z} \).
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As an alternative to Newton’s method, a simplified algorithm has been proposed and implemented by the first author empirically. It shows superior global convergence properties while having lower computational complexity. This Mixed Newton Method (MNM) uses only one block of mixed second derivatives from the Hessian \( \frac{\partial^2 f}{\partial z \partial \bar{z}} \) and generates iterates according to the formula

\[
z_{k+1} = z_k - \left( \frac{\partial^2 f}{\partial z \partial \bar{z}} \right)^{-1} \frac{\partial f}{\partial \bar{z}},
\]

where the derivatives are to be understood as Wirtinger derivatives, evaluated at the current iterate \( z = z_k \), and the gradient is interpreted as a column vector. The use of the Hessian \( \frac{\partial^2 f}{\partial z \partial \bar{z}} \) is less efficient since it requires the calculation and processing of a matrix in \( \mathbb{C}^{2n \times 2n} \). A short introduction to Wirtinger derivatives and a formal definition are provided in the Appendix in Section A.

Wirtinger derivatives have been used previously for solving optimization problems in complex spaces. In \([11]\) classical first- and second-order optimization methods such as L-BFGS have been rewritten in terms of complex derivatives. This allows for faster computation in comparison to a decomposition of the complex variable in a real and imaginary part. However, the Newton method has been applied to complex spaces already in \([14]\), and the use of complex derivatives for signal processing applications has been proposed in \([12]\), see also \([1, 3, 10]\).

In this paper, we study the theoretical properties of the Mixed Newton Method and present experimental results. We provide a theoretical ground for its observed preference to converge to minima rather than saddle points. We also construct counter-examples against further going conjectures which have been made based on first observational evidence, namely convergence to minima a.s. or exclusive convergence to global minima. A separate subject of study in this paper is the effect of symmetry groups. This is motivated by the aforementioned application in wireless communication, in which the holomorphic functions are often multi-linear in two or more subsets of complex variables.

The remainder of the paper is structured as follows. In Section 2, we prove the convergence of the MNM to minima and its repulsion from saddle points (Theorem 2.5). The main idea which leads to this result is to link the spectrum of the real Hessian at a critical point to the spectrum of the coefficient matrix of a linear dynamical system that asymptotically describes the behavior of the MNM in the vicinity of this critical point. Section 2 references Appendix A which contains an overview over Wirtinger calculus. In Section 3, we specify the derived formulas for the asymptotic convergence rates to two special cases, first where the holomorphic functions \( g_j \) are complex-affine (Lemma 3.3), and second where \( f = |g|^2 \) is the squared modulus of a single scalar holomorphic function \( |g| \). This provides also a transparent interpretation of the MNM. Namely, it can be seen as approximating the objective function \( f \) in \( (1) \) by truncating the Taylor polynomials of the functions \( g_j \) to first order and then going to the minimum of the resulting convex quadratic approximation. In Subsection 3.3 we present an example where the global dynamics induced by the MNM has an easy interpretation. In Section 4, we study the impact of symmetry groups on the MNM iterates. We show that in this case, it is necessary to introduce a regularization for numerical stability, but this regularization has no impact on the sequence of iterates generated by the method (Lemma 4.3). In Section 5 we provide examples of functions that refute further going conjectures which could have been made on the basis of initial observational evidence. In particular, we present functions where the MNM may converge to local minima (Subsection 5.1), and functions where the MNM may not converge at all, instead of approaching a stable periodic cycle (Subsection 5.2). Finally, we summarize our results in Section 6.

2 Behavior at critical points

In this section we derive the asymptotic dynamics of the MNM in a neighbourhood of a critical point of the objective function \( f \), given by \( (1) \). Here critical point is understood in the classical sense that the real gradient of \( f \) vanishes. In view of \( (14) \) this is equivalent to the condition \( \frac{\partial f}{\partial \bar{z}} = 0 \). Let \( z^* \in \mathbb{C}^n \) be a critical point of \( f \), and denote \( \delta_k = z_k - z^* \). We shall derive the asymptotic behavior of the sequence of mismatches \( \delta_k \) in the regime \( \|\delta_k\| \to 0 \).

First, we make the MNM iteration more explicit for the class of objective functions we consider. Ac-
According to (17), we get the formulas
\[
\frac{\partial f}{\partial z} = \sum_{j=1}^{m} g_j \overline{g_j'}, \quad \frac{\partial^2 f}{\partial z \partial \overline{z}} = \sum_{j=1}^{m} \overline{g_j'}(g_j')^T.
\]

(4)

We recall that $g_j'$ is interpreted as a column vector composed of the holomorphic derivatives of $g_j$ with respect to the different elements of the vector $z$ of complex arguments of the function.

In order for the MNM iteration (3) to be defined, we have to ensure that the mixed Hessian $\frac{\partial^2 f}{\partial z \partial \overline{z}}$ is an invertible matrix. The explicit formula above represents this matrix as a sum of rank 1 positive semidefinite complex Hermitian matrices with images generated by the vectors $\overline{g_j'}$. We shall make the following assumption:

**Assumption 2.1.** In the neighbourhood of the critical point $z^*$ the derivatives $g_j'$ span the whole complex vector space $\mathbb{C}^n$.

This guarantees that the complex Hermitian matrix $\frac{\partial^2 f}{\partial z \partial \overline{z}}$ is positive definite.

We shall now consider the behavior of the MNM near the stationary point $z^*$. The stationarity condition is given by
\[
\frac{\partial f}{\partial z} \bigg|_{z=z^*} = \sum_{j=1}^{m} g_j(z^*) \overline{g_j'(z^*)} = 0.
\]

We then obtain that the mismatch between the iterate and the stationary point evolves according to
\[
\delta_{k+1} = \delta_k - \left( \sum_{j=1}^{m} \overline{g_j'(z_k)}(g_j'(z_k))^T \right)^{-1} \sum_{j=1}^{m} g_j(z_k) \overline{g_j'(z_k)}.
\]

Developing the functions $g_j$ and its derivatives around $z = z^*$, we obtain
\[
g_j(z_k) = g_j(z^*) + \delta_k^T g_j'(z^*) + O(\|\delta_k\|^2), \quad g_j'(z_k) = g_j'(z^*) + g_j''(z^*) \delta_k + O(\|\delta_k\|^2).
\]

Hence
\[
\delta_{k+1} = \delta_k - \left( \sum_{j=1}^{m} \overline{g_j'(z^*)} + O(\|\delta_k\|) \right) (g_j'(z^*) + O(\|\delta_k\|))^T \cdot \left( \sum_{j=1}^{m} \overline{g_j'(z^*)} + O(\|\delta_k\|) \right)^{-1} \sum_{j=1}^{m} g_j(z_k) \overline{g_j'(z_k)}
\]
\[
= \delta_k - \left( \sum_{j=1}^{m} \overline{g_j'(z^*)} \right)^{-1} \sum_{j=1}^{m} \left( g_j(z^*) \overline{g_j'(z^*)} + g_j''(z^*) \delta_k + O(\|\delta_k\|^2) \right)
\]
\[
= - \left( \sum_{j=1}^{m} \overline{g_j'(z^*)} \right)^{-1} \left( \sum_{j=1}^{m} g_j(z^*) \overline{g_j'(z^*)} \right) \delta_k + O(\|\delta_k\|^2).
\]

Therefore we obtain
\[
\delta_{k+1} = -B^{-1} A \delta_k + O(\|\delta_k\|^2), \quad B = \sum_{j=1}^{m} \overline{g_j'(z^*)}(g_j'(z^*))^T, \quad A = \sum_{j=1}^{m} g_j(z^*) \overline{g_j''(z^*)}.
\]

(5)

Note that $B = B^*$ is positive definite by Assumption 2.1, while $A = A^T$ is symmetric.

When computing the MNM iterate we have to solve a linear system with coefficient matrix
\[
\sum_{j=1}^{m} \overline{g_j'(z_k)}(g_j'(z_k))^T = B + O(\|\delta_k\|).
\]
This is accomplished by finding a Cholesky factor of this matrix and subsequently solving two triangular linear systems. Hence after making an iteration an approximation of the lower-triangular Cholesky factor $L$ of $B = LL^*$ is available.

In the study of the Newton method it is convenient to use the Hessian of the objective as a metric to measure the length of vectors $\|z\|$, in particular, of the mismatch $\delta_k$. We, therefore, introduce the scaled mismatch

$$\eta_k = L^* \delta_k,$$

such that $\delta_k^* B \delta_k = \|\eta_k\|^2$. In terms of $\eta_k$ rule (3) becomes

$$\eta_{k+1} = L^* \delta_{k+1} = -L^* B^{-1} A L^* \eta_k + O(\|\delta_k\|^2) = -L^{-1} A L^T \eta_k + O(\|\eta_k\|^2) = S \eta_k + O(\|\eta_k\|^2). \quad (6)$$

Hence the convergence rate is determined by the singular values of the complex symmetric matrix $S = -L^{-1} A L^* = S^T$.

**Lemma 2.2.** Assume above notations and Assumption 2.1. Then the following assertions hold:

(a) if $\sigma_{\text{max}}(S) < 1$, then the sequence $z_k$ of iterates tends to $z^*$ if the initial point $z_0$ is close enough to $z^*$,

(b) if $\sigma_{\text{max}}(S) > 1$, then the sequence $z_k$ is repulsed from $z^*$ for almost all initial values $z_0$,

(c) in the first case and under the additional assumption $S \neq 0$, for almost all initial values $z_0$ the convergence rate is linear, and the distance to $z^*$ decreases asymptotically by a factor of $\sigma_{\text{max}}(S)$ per iteration.

**Proof.** Let $S = U \Sigma U^T$ be the singular value decomposition of $S$. Here $U$ is unitary, and $\Sigma = \text{diag}(\sigma)$, $\sigma$ being the vector of singular values of $S$. Let us decompose $\eta_k$ in the basis of singular vectors of $S$, $\eta_k = U d_k$. Here the vector $d_k = U^* \eta_k$ contains the coefficients of $\eta_k$ in this basis. We then obtain from (6) that

$$d_{k+1} = U^* \eta_{k+1} = U^* S \eta_k + O(\|\eta_k\|^2) = U^* U \Sigma U^T U d_k + O(\|d_k\|^2) = \Sigma d_k + O(\|d_k\|^2). \quad (7)$$

Thus the elements of $d_k$ are conjugated and multiplied by the corresponding singular value of $S$ at each iteration, up to quadratic error terms. Assertion (a) now readily follows, as in this case, all elements of $d_k$ tend to zero if their initial values are small enough.

The dynamics of the MNM are dominated by the dynamics of the first component of $d_k$, which corresponds to the maximal singular value $\sigma_{\text{max}}(S)$. The modulus of this component is multiplied by $\sigma_{\text{max}}(S)$ at each iteration, up to higher-order terms, while the other components are multiplied by smaller constants.

Suppose now that $\sigma_{\text{max}}(S) > 1$. Let $V \subset \mathbb{C}^n$ be the complex subspace spanned by the singular vectors of $S$ which have singular values not exceeding 1. If the dynamics is ideally linear, $d_{k+1} = U^* \eta_{k+1} = \Sigma d_k$, then for every initial point $z_0 \not\in V$, and hence for almost every initial point, the sequence of iterates diverges. The addition of the analytic higher-order terms distorts the subspace $V$ of non-diverging initial points into some real-analytic variety in the neighbourhood of $z^*$, but the set of initial points outside this variety is still open and dense. This proves (b).

The assertions in (c) are proven similarly to (b), with $V \subset \mathbb{C}^n$ defined as the subspace spanned by the singular vectors associated to singular values $\sigma$ which are strictly smaller than $\sigma_{\text{max}}(S)$. Linear convergence is evident from (7).

The lemma hence yields a criterion of convergence to the critical point $z^*$. Namely, the point is attractive if $\sigma_{\text{max}}(S) < 1$, and repulsive if $\sigma_{\text{max}}(S) > 1$. We shall now link this criterion to the nature of the critical point, i.e., whether it is a (non-degenerate) minimum, saddle point, or maximum of $f$. This in turn depends on the signature of the real Hessian of $f$ at $z^*$. In the case of a degenerate minimum, no claims can be made with the techniques employed in this paper.

**Lemma 2.3.** Assume above notations and Assumption 2.1. The real Hessian of $f$ at $z = z^*$ has the same signature as the permuted block-diagonal matrix $\left( \begin{array}{cc} I & \Sigma \\ -\Sigma & I \end{array} \right)$ with eigenvalues $1 \pm \sigma_j(S)$, where $\sigma_j(S)$ are the singular values of $S$. 


Proof. The real Hessian \( H_R \) is a real symmetric matrix of second partial derivatives of \( f \) with respect to \( \text{Re} \, z \) and \( \text{Im} \, z \) (see (11)). From (12) we get
\[
\begin{pmatrix}
\frac{\partial^2 f}{\partial z^2} & \frac{\partial^2 f}{\partial z \partial \overline{z}} \\
\frac{\partial^2 f}{\partial \overline{z} \partial z} & \frac{\partial^2 f}{\partial \overline{z}^2}
\end{pmatrix} = \frac{1}{4} \begin{pmatrix} I & -iI \\ I & iI \end{pmatrix} H_R \begin{pmatrix} I & -iI \\ I & iI \end{pmatrix}^T.
\]
Hence \( H_R \) has the same signature as the complex Hermitian matrix
\[
\begin{pmatrix}
\bar{B} & \bar{A} \\
A & B
\end{pmatrix} = \begin{pmatrix} I & -iI \\ I & iI \end{pmatrix} \left( \frac{\partial^2 f}{\partial \text{Re} \, z^2} & \frac{\partial^2 f}{\partial \text{Re} \, z \partial \text{Im} \, z} \\
\frac{\partial^2 f}{\partial \text{Im} \, z \partial \text{Re} \, z} & \frac{\partial^2 f}{\partial \text{Im} \, z^2} \end{pmatrix} \begin{pmatrix} I & -iI \\ I & iI \end{pmatrix}^*,
\]
which is obtained from the previous one by interchanging the two-column blocks. Here the matrices \( A, B \) are defined in (5). Recall that all derivatives are evaluated at the critical point \( z \) which is obtained from the previous one by interchanging the two-column blocks. Here the matrices

\[
\begin{pmatrix} I & -iI \\ iI & -iI \end{pmatrix},
\]

which is obtained from the previous one by interchanging the two-column blocks. Here the matrices \( A, B \) are defined in (5). Recall that all derivatives are evaluated at the critical point \( z = z^* \).

Recall that the lower-triangular matrix \( L \) was defined above as the Cholesky factor of the positive definite matrix \( B \). We get
\[
\begin{pmatrix} \bar{B} & \bar{A} \\
A & B
\end{pmatrix} = \begin{pmatrix} L & 0 \\ 0 & L \end{pmatrix} \begin{pmatrix} I & -iI \\ L \bar{A} \bar{L}^{-1} & I \end{pmatrix} \begin{pmatrix} L & 0 \\ 0 & L \end{pmatrix}^* = \begin{pmatrix} L & 0 \\ 0 & L \end{pmatrix} \begin{pmatrix} I & -S \\ -S & I \end{pmatrix} \begin{pmatrix} L & 0 \\ 0 & L \end{pmatrix}^*.
\]

and the real Hessian has the same signature as the matrix
\[
\begin{pmatrix} I & -S \\ -S & I \end{pmatrix} = \begin{pmatrix} U & 0 \\ 0 & U \end{pmatrix} \begin{pmatrix} I & -\Sigma \\ -\Sigma & I \end{pmatrix} \begin{pmatrix} U & 0 \\ 0 & U \end{pmatrix}^*.
\]

This matrix in turn has the same signature as the central factor \( \begin{pmatrix} I & -\Sigma \\ -\Sigma & I \end{pmatrix} \), which by a permutation of rows and columns can be brought to a block-diagonal form with \( 2 \times 2 \) blocks \( \begin{pmatrix} 1 & -\sigma_j(S) \\ -\sigma_j(S) & 1 \end{pmatrix} \), which have eigenvalues \( 1 \pm \sigma_j(S) \).

As a direct consequence we obtain the following result.

**Corollary 2.4.** Assume Assumption 2.1. Let \( z^* \) be a critical point of \( f \), and let \( S \) be the matrix defined as above. Let \( k_+ \) be the number of singular values of \( S \) strictly greater than \( 1 \), \( k_0 \) the number of singular values equal to \( 1 \), and \( k_- \) the number of singular values strictly smaller than \( 1 \). Then the real Hessian of \( f \) at \( z = z^* \) has \( n + k_+ \) positive eigenvalues, \( k_0 \) zero eigenvalues, and \( k_- \) negative eigenvalues.

In particular,
- if \( \sigma_{\max}(S) < 1 \), then \( z^* \) is a strict local minimum of \( f \) with positive definite Hessian,
- if \( \sigma_{\max}(S) > 1 \), then \( z^* \) is a saddle point of \( f \) with both positive and negative eigenvalues of the Hessian, and the number of positive eigenvalues of the Hessian is at least as large as the number of negative eigenvalues,
- if \( z^* \) is a degenerate minimum (with rank-deficient real Hessian), then \( \sigma_{\max}(S) = 1 \),
- the function \( f \) has no local maxima.

Combining this corollary with Lemma 2.2, we obtain the following result.

**Theorem 2.5.** Assume above notations and Assumption 2.1.

- if \( z^* \) is a strict minimum of \( f \) with positive definite Hessian, then \( \sigma_{\max}(S) < 1 \) and the minimum is attractive for the MNM in some neighbourhood of \( z^* \),
- if \( z^* \) is a saddle point of \( f \) with the Hessian at \( z^* \) having negative eigenvalues, then \( \sigma_{\max}(S) > 1 \) and the saddle point is repulsive for the MNM for almost all initial points.

This explains the observed global behavior of the MNM, which is attracted to minima and repelled from critical points of other types. Let us remark that at every critical point \( z^* \) of \( f \) the Hessian \( H_R \) has at least \( n \) strictly positive eigenvalues.
3 Special cases

In this section we study two special cases when the matrix $A$ defined in [5] vanishes.

In the first case the holomorphic functions $g_j$ defining the objective $f$ are complex-affine, and hence $g''_j = 0$. In the second case $f$ is the squared modulus of a complex-scalar holomorphic function. The first special case sheds light on the philosophy behind the MNM, especially when compared to the ordinary Newton method, and the precise use it makes of the complex structure of the problem. The second special case yields convergence behaviors which are different from those observed in the general case, and serves as a precaution not to draw too far-going conclusions from observed phenomena when studying these simplest examples.

3.1 Sums of squares of complex-affine functions

Let us assume that the holomorphic functions $g_j$ are given by complex-affine expressions

$$g_j(z) = \langle a_j, z \rangle + b_j,$$

where $a_j \in \mathbb{C}^n$, $b_j \in \mathbb{C}$, $j = 1, \ldots, m$. Here the scalar product is the usual hermitian one, $\langle y, z \rangle = y^* z$, where $y, z$ are complex columns vectors, and $y^*$ denotes the complex conjugate transpose of $y$.

In [6] one squared modulus of a complex-linear function has been minimized under a linear constraint, by providing an analytic expression for the solution.

**Lemma 3.1.** The function

$$f(z) = \sum_{j=1}^m |\langle a_j, z \rangle + b_j|^2$$

is convex.

It is strictly convex if and only if the vectors $a_j$ span the whole space $\mathbb{C}^n$, i.e., if Assumption 2.1 holds.

**Proof.** For the convexity of $f$ it suffices to show that every summand $|\langle a_j, z \rangle + b_j|^2$ is convex.

If $a_j = 0$, then $|\langle a_j, z \rangle + b_j|^2 = |b_j|^2$ is a constant.

Suppose that $a_j \neq 0$. Then the complex-affine function $\langle a_j, z \rangle + b_j$ is constant on complex-linear subspaces of complex co-dimension 1, or real co-dimension 2. The same holds for its squared modulus. On 1-dimensional complex-linear subspaces which are transversal to the level subsets of $\langle a_j, z \rangle + b_j$ this function is a complex-affine scalar, whose squared modulus is a non-degenerate convex quadratic function. Hence on $\mathbb{R}^{2n} \sim \mathbb{C}^n$ the summand $|\langle a_j, z \rangle + b_j|^2$ is a convex quadratic function with signature $(+ + 0 \ldots 0)$.

This proves the first assertion.

Now if the linear functionals $a_j$ have a common kernel vector, then along this vector the function $f$ is constant and hence not strictly convex. On the other hand, if the $a_j$ span the whole space, then along any direction at least one of the complex-affine functions $\langle a_j, z \rangle + b_j$ is non-constant and hence its squared modulus strictly convex.

This proves the second assertion.

For the holomorphic derivatives we have $\overline{g'}_j = a_j$, and by virtue of (4)

$$\frac{\partial f}{\partial \bar{z}} = \sum_{j=1}^m (\langle a_j, z \rangle + b_j) a_j, \quad \frac{\partial^2 f}{\partial z \partial \bar{z}} = \sum_{j=1}^m a_j a_j^*.$$

We obtain the following consequence.

**Corollary 3.2.** The function $f(z) = \sum_{j=1}^m |\langle a_j, z \rangle + b_j|^2$ has a unique minimum on $\mathbb{C}^n$ if and only if the mixed Hessian $\frac{\partial^2 f}{\partial z \partial \bar{z}}$ is invertible, and hence the mixed Newton iteration is well-defined.

**Proof.** The matrix $\sum_{j=1}^m a_j a_j^*$ is non-singular if and only if the vectors $a_j$ span the whole space $\mathbb{C}^n$ and by virtue of Lemma 3.1 if and only if $f$ is strictly convex. In this case it clearly has a unique minimum as a strictly convex quadratic function.

On the other hand, if $f$ is not strictly convex, then the matrix $\sum_{j=1}^m a_j a_j^*$ is singular, hence has a kernel vector, along which $f$ is constant. Therefore its minimum is achieved on an affine subspace of positive dimension and is not unique.
We now come to the main result concerning this special case.

**Lemma 3.3.** Suppose that the vectors \( a_j \) span the whole space. Then the Mixed Newton Method reaches the unique minimum of \( f \) in a single iteration regardless of the initial point.

**Proof.** Let \( z_0 \) be an arbitrary initial point. Then the next iterate is given by

\[
z_1 = z_0 - \left( \sum_{j=1}^{m} a_j a_j^* \right)^{-1} \sum_{j=1}^{m} (\langle a_j, z_0 \rangle + b_j) a_j = z_0 - \sum_{j=1}^{m} (\langle a_j, z_0 \rangle + b_j) \left( \sum_{l=1}^{m} a_l a_l^* \right)^{-1} a_j.
\]

This yields

\[
\langle a_k, z_1 \rangle + b_k = \langle a_k, z_0 \rangle - \sum_{j=1}^{m} (\langle a_j, z_0 \rangle + b_j) a_k^* \left( \sum_{l=1}^{m} a_l a_l^* \right)^{-1} a_j + b_k = \langle a_k, z_0 \rangle + b_k - \sum_{j=1}^{m} (\langle a_j, z_0 \rangle + b_j) A_{kj},
\]

where we denoted \( A_{kj} = a_k^* \left( \sum_{j=1}^{m} a_j a_j^* \right)^{-1} a_j \). However, the matrix \( A = (A_{kj})_{k,j=1,...,m} \) is nothing else than the projector on the image of the matrix \((a_1,\ldots,a_m)^*\), and hence we have the relation \( \sum_{k=1}^{m} A_{kj} a_k = a_j \) for all \( j = 1,\ldots,m \). It follows that

\[
\frac{\partial f}{\partial z} \bigg|_{z=z_1} = \sum_{k=1}^{m} (\langle a_k, z_1 \rangle + b_k) a_k = \sum_{k=1}^{m} \left( (\langle a_k, z_0 \rangle + b_k - \sum_{j=1}^{m} (\langle a_j, z_0 \rangle + b_j) A_{jk}) a_k \right)
\]

\[
= \sum_{k=1}^{m} ((\langle a_k, z_0 \rangle + b_k) a_k - \sum_{j=1}^{m} (\langle a_j, z_0 \rangle + b_j) a_j) = 0.
\]

Hence \( z_1 \) is a critical point of \( f \). However, this function is strictly convex quadratic with a unique minimum, which is hence the unique critical point and must coincide with \( z_1 \).

This yields a transparent interpretation of the mixed Newton step in the general case. Note that by virtue of (4) the next iterate \( z_{k+1} \) depends only on the values \( g_j(z_k) \) and the derivatives \( g_j'(z_k) \) of the functions \( g_j \) at the current iterate. Hence \( z_{k+1} \) remains the same if we replace each \( g_j \) by its first order Taylor approximation. But then \( z_{k+1} \) can be interpreted as the minimum of the resulting approximation of \( f \).

Hence the MNM constructs and minimizes a quadratic approximation of \( f \) by using only first-order information on the \( g_j \), while the ordinary Newton method constructs and minimizes a full-blown second-order Taylor approximation of \( f \).

### 3.2 Squared modulus of a scalar holomorphic function

We now turn to the second special case. Let \( g(z) \) be a scalar-valued holomorphic function, and let \( f(z) = |g(z)|^2 \).

If \( g \) is not constant, then \( \log |g(z)| = Re \log g(z) \) is a non-constant harmonic function, defined everywhere on the domain of definition of \( g \) except the zeros of \( g \). Since a non-constant harmonic function cannot have local minima, the minima of \( f \) can be located only at the zeros of \( g \). On the other hand, every zero of \( g \) is clearly a local, even a global minimum of \( f \). Thus the problem of minimizing \( f \) is equivalent to the problem of finding the zeros of \( g \).

The iteration of the MNM is by virtue of (4) given by

\[
z_{k+1} = z_k - \left( g'(z_k)g'(z_k) \right)^{-1} g(z_k)g'(z_k) = z_k - \frac{g(z_k)}{g'(z_k)}.
\]

(8)

The similarity with an ordinary Newton iteration is not only superficial. Indeed, the method encodes an ordinary Newton iteration for the search of a zero of \( g(z) \), interpreted as a vector field on \( D \subset \mathbb{C} \), the domain of definition of \( g \).

The Newton method, applied to the search of a zero of a holomorphic function, has been studied, e.g., in [8] or in [2, Section 1.9], but the problem has its roots in the work of Cayley [4]. We have the following result.
Corollary 3.4. [Section 1.9] Let \( z^* \) be a zero of \( g \) and suppose \( g'(z^*) \neq 0 \). Then the MNM converges quadratically to \( z^* \) if the initial point is close enough.

This is in contrast to the generally linear convergence behavior of the MNM on sums of several squares of holomorphic functions. However, linear convergence is recovered if the zero of \( g \) is degenerated. Indeed, let \( g(z) = c(z-z^*)^j + O(|z-z^*|^j+1) \) for some \( c \in \mathbb{C} \setminus \{0\} \) and \( j > 1 \). Then \( g'(z) = j(c(z-z^*)^{j-1} + O(|z-z^*|^j)) \) and hence

\[
\begin{align*}
z_{k+1} - z^* &= z_k - z^* - \frac{c(z_k - z^*)^j + O(|z_k-z^*|^{j+1})}{j(c(z_k-z^*)^{j-1} + O(|z_k-z^*|^j))} \\
&= z_k - z^* - \frac{z_k - z^* + O(|z_k-z^*|^2)}{j + O(|z_k-z^*|)} \\
&= (1 - j^{-1})(z_k - z^*) + O(|z_k-z^*|^2).
\end{align*}
\]

The convergence is therefore linear with rate \( 1 - j^{-1} \), i.e., the higher the degeneration of the zero, the slower the convergence.

3.3 Explicit example

In this section we provide an example where the dynamics of the MNM can be globally expressed by a simple analytic iteration, namely \( w \mapsto w^2 \) for a suitable coordinate \( w \). This example enters in the framework of the second special case described in the previous section. In this special case the MNM iteration itself is a holomorphic map, and hence enjoys the larger symmetry group of conformal isomorphisms. This group can be used to transform the iteration into a particularly simple map. The example has been taken from [S].

Consider the cost function

\[ f(z) = |g(z)|^2, \quad g(z) = z^2 - a, \]

where \( a \) is a non-zero complex number.

It is clear that the minima of this cost function lie at the roots of \( g \), i.e., at \( z^* = \pm \sqrt{a} \). On the other hand, the critical points which are not minima are given by the relation \( g'(z) = 0 \), yielding the unique degenerate saddle point \( z = 0 \).

Lemma 3.5. The map \( z_0 \mapsto z_k \), defined by \( k \)-fold application of the mixed Newton iteration, is rational with degrees \( d_N = 2^k \), \( d_D = 2^k - 1 \) of the numerator and the denominator.

Proof. We have \( g'(z) = 2z \). By virtue of [S] one iteration of the MNM is given by the map

\[
z_k \mapsto z_{k+1} = z_k - \frac{z_k^2 - a}{2z_k} = \frac{z_k^2 + a}{2z_k}.
\]

This proves the assertion of the lemma for \( k = 1 \).

The assertion for general \( k \) is proven by induction. Suppose that \( z_{k-1} = \frac{N(z_0)}{D(z_0)} \), where \( N, D \) are polynomials of degrees \( 2^{k-1}, 2^{k-1} - 1 \), respectively, with no common roots. We then get

\[
z_k = \frac{z_{k-1}^2 + a}{2z_{k-1}} = \frac{N^2 + aD^2}{2ND}.
\]

Since every root of \( 2ND \) must be either a root of \( N \) or a root of \( D \), the polynomials \( N^2 + aD^2, 2ND \) have again no common roots. Clearly their degrees equal \( 2 \cdot 2^{k-1} = 2^k \) and \( 2^{k-1} + (2^{k-1} - 1) = 2^k - 1 \), respectively, completing the proof. \( \square \)

We may extend the definition of the map \( z \mapsto \frac{z^2 + a}{2z} \) to \( z = 0 \) and \( z = \infty \), defining the image of both points to be the infinitely far point \( \infty \). Then the MNM defines a rational dynamical system on the Riemann sphere \( \mathbb{S} = \mathbb{C} \cup \{\infty\} \). Including \( \infty \) this system has three fixed points, of which \( \infty \) is repelling, and the other two attracting.

Corollary 3.6. The finite fixed points of the operator \( z_0 \mapsto z_k \) are given by the roots of a polynomial of degree \( 2^k \).
Proof. The fixed points are found by resolving the equation \(z_k = z_0\) with respect to \(z_0\).

From (10) it follows that the leading coefficient of the numerator \(N\) of the rational function \(z_k = z_k(z_0) = z_k(z_0) = D(z_0)\) equals \(1\), because it is squared at each step. On the other hand, by virtue of (10) the leading coefficient of the denominator polynomial \(D\) is multiplied by \(2\) at each step and hence equals \(2^k\).

The leading coefficient of the numerator polynomial \(z_0D(z_0) - N(z_0)\) of the difference \(z_0 - z_k\) hence equals \(2^k - 1\) and is non-zero.

But the fixed points of the map \(z_0 \mapsto z_k\) are the roots of this numerator polynomial, and because the denominator \(D\) has no common roots with \(N\), it cannot have common roots with the numerator \(z_0D - N\) of the difference \(z_0 - z_k\) either. 

It follows that the number of fixed points of the operator \(z_0 \mapsto z_k\) grows exponentially with \(k\), defining finite periodic orbits of the mixed Newton iterate. Every non-trivial such orbit consists of points which do not converge to a minimum of the objective.

However, all these points lie on a line through the origin which is orthogonal to the segment linking the two minima of \(f\). This line actually divides the attraction basins of the minima. Moreover, the dynamics inside the attraction basins can be described by the following coordinate transformation.

Lemma 3.7. \([8\text{ p. 12]}\) Let \(\beta = \sqrt{a}\) be one of the minima of \(f\), and let \(H = \{z \in \mathbb{C} \mid \text{Re}(z \cdot \bar{\beta}) > 0\}\) be an open half-plane containing \(\beta\). Introduce the coordinate \(w = \frac{z - \beta}{z + \beta}\). Then \(w\) runs through the open unit disc \(\mathbb{D}\) if \(z\) runs through \(H\), and the dynamics in terms of the \(w\) coordinate is given by \(w \mapsto w^2\).

Proof. Indeed, the boundary \(\{w \in \mathbb{C} \mid |w| = 1\}\) of the unit disc corresponds to the set \(\{z \mid |z - \beta| = |z + \beta|\}\), which is easily verified to be identical with the line \(\{z \in \mathbb{C} \mid \text{Re}(z \cdot \bar{\beta}) = 0\}\). Further, the point \(z = \beta \in H\) corresponds to \(w = 0 \in \mathbb{D}\), so \(H\) is mapped to the interior of \(\mathbb{D}\).

Let \(w_0\) be the value of \(w\) corresponding to \(z_0\), and \(w_1\) the value corresponding to \(z_1\). From the formulas

\[
\begin{align*}
    w_0 &= \frac{z_0 - \beta}{z_0 + \beta}, &
    z_1 &= \frac{z_0^2 + \beta^2}{2z_0}, &
    w_1 &= \frac{z_1 - \beta}{z_1 + \beta}
\end{align*}
\]

we easily obtain the desired relation \(w_1 = w_0^2\). 

A similar behavior can be observed in the opposite open half-plane \(H_- = \{z \in \mathbb{C} \mid \text{Re}(z \cdot \bar{\beta}) < 0\}\). All periodic orbits hence lie on the line \(l = \{z \in \mathbb{C} \mid \text{Re}(z \cdot \bar{\beta}) = 0\}\) separating the two half-planes.

It follows that all points in \(H\) lie in the attraction basin of the minimum \(\beta\), the convergence to the minimum is quadratic, and in order to reach a precision of \(|w_k| = \varepsilon\), a number of

\[
k = \log_2 \frac{\log \varepsilon}{\log |w_0|} = \log_2 \frac{\log \varepsilon}{\log \frac{|z_0 - \beta|}{|z_0 + \beta|}}
\]

steps is needed.

The quantity \(\log \frac{|z_0 - \beta|}{|z_0 + \beta|}\) can hence be seen as a measure of close-ness to the line \(l\). While the convergence rate to the minima is quadratic, the recession rate from the line \(l\) is linear. This is best seen when we consider the dynamics in the \(w\) coordinate. We have \(|w_{k+1}| = |w_k|^2\), and if \(|w_k|\) is close to 1, the distance from \(|w_{k+1}|\) to 1 will be approximately two times as large as the distance from \(|w_k|\) to 1. The contour lines of \(\log \frac{|z_0 - \beta|}{|z_0 + \beta|}\) are depicted on Fig. 1.

We hence come to the following conclusion:

Although the dynamics is no more asymptotically linear in the neighbourhood of the saddle point \(\hat{z} = 0\), it is still asymptotically linear in the neighbourhood of the line \(l\) as a whole, approximately doubling the distance from this line at each iteration. Being close to the infinitely far point is no worse in terms of iteration count than being close to the origin or to any other point of the line \(l\).

The dynamics on the line \(l\) itself is isomorphic to a dynamical system on the unit circle which doubles the argument at each step. In particular, the periodic orbits are dense in \(l\), and there are \(2^k - 1\) periodic orbits of length \(k\) (including those having a length dividing \(k\)).
Figure 1: Lines whose points are equidistant from the minima in terms of the number of iterates, for $a = -1 + i$.

4 Symmetry groups

The presence of continuous symmetry groups may inhibit the validity of Assumption 2.1. Namely, if the minima of $f$ are not isolated but rather form orbits of the group action, the real Hessian at the minima must necessarily have zero eigenvalues. In the case which is relevant for practice, namely when the functions $g_j$ are multi-linear up to an additive constant, the mixed Hessian $B = \frac{\partial^2 f}{\partial \bar{z} \partial z}$ is singular, as the following result shows.

Lemma 4.1. Suppose that the argument vector $z$ consists of two sub-vectors $z_1, z_2$, and the functions $g_j$ satisfy the relation

$$g_j(\zeta z_1, \zeta^{-1} z_2) = g_j(z_1, z_2) \quad \forall \, \zeta \in \mathbb{C}_x,$$

where $\mathbb{C}_x = \mathbb{C} \setminus \{0\}$ is the multiplicative group of complex scalars. Then the vector $\xi = \begin{pmatrix} z_1 \\ -z_2 \end{pmatrix}$ is both orthogonal to the gradient $\frac{\partial f}{\partial \bar{z}}$ and contained in the kernel of the mixed Hessian $\frac{\partial^2 f}{\partial \bar{z} \partial z}$. In particular, the latter is singular.

Proof. Clearly we have

$$f(\zeta z_1, \zeta^{-1} z_2) = f(z_1, z_2) \quad \forall \, \zeta \in \mathbb{C}_x.$$

For $\zeta = 1 + \varepsilon$ with $\varepsilon \in \mathbb{C}$ small we have

$$\begin{pmatrix} \zeta z_1 \\ \zeta^{-1} z_2 \end{pmatrix} = \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} + \begin{pmatrix} \varepsilon z_1 \\ -\varepsilon z_2 \end{pmatrix} + O(\varepsilon^2) = z + \varepsilon \xi + O(\varepsilon^2).$$
Hence the derivative of $f$ in the direction $a\xi$ vanishes for all $a \in \mathbb{C}$. In particular, we have

$$2\Re \left( a \frac{\partial f^T}{\partial \bar{z}} \xi \right) = a \frac{\partial f^T}{\partial \bar{z}} \xi + \bar{a} \frac{\partial f^T}{\partial \bar{z}} \bar{\xi} = 0 \quad \forall \ a \in \mathbb{C},$$

which implies $\frac{\partial f^T}{\partial \bar{z}} \xi = (\frac{\partial f}{\partial \bar{z}}, \xi) = 0$. Here we used (14). This proves the first assertion.

Differentiating the relation $\frac{\partial f}{\partial \bar{z}} \xi = 0$ with respect to $\bar{z}$ and noting that the vector field $\xi$ is holomorphic and hence $\frac{\partial \xi}{\partial \bar{z}} = 0$, we obtain the second assertion $\frac{\partial f}{\partial \bar{z}} \xi = 0$.

In the arising particular situation that the kernel of the mixed Hessian $\frac{\partial^2 f}{\partial z \partial \bar{z}}$ is orthogonal to the gradient $\frac{\partial f}{\partial \bar{z}}$, we can circumvent the degeneracy of the former by virtue of the following result.

**Lemma 4.2.** Let $B \succeq 0$ be a positive semi-definite complex Hermitian matrix with kernel $V \subset \mathbb{C}^n$ of dimension $k$. Let further $u \in \mathbb{C}^n$ be a vector which is orthogonal to all kernel vectors $v \in V$. Let $F \in \mathbb{C}^{n \times k}$ be a matrix with columns forming a basis of the subspace $V$. Then for every positive definite complex Hermitian $k \times k$ matrix $P$ the sum $B + FPF^*$ is invertible, and the product $(B + FPF^*)^{-1}u$ does not depend on $P$.

**Proof.** Since the images of $B$ and $F$ are orthogonal, we find a coordinate system in $\mathbb{C}^n$, by applying a unitary transformation, such that $B, F$ decompose in blocks

$$B = \begin{pmatrix} B' & 0 \\ 0 & 0 \end{pmatrix}, \quad F = \begin{pmatrix} 0 \\ F' \end{pmatrix}$$

for some $B'$ complex Hermitian positive definite of size $n - k$, and some $F' \in \mathbb{C}^{k \times k}$ invertible. Then we have

$$B + FPF^* = \begin{pmatrix} B' & 0 \\ 0 & F'P(F')^* \end{pmatrix} > 0$$

for every $P \succ 0$. In particular, the sum in question is invertible. Moreover, the vector $u$ is in the image of $B$, and hence can also be decomposed as $u = \begin{pmatrix} u' \\ 0 \end{pmatrix}$ for some $u' \in \mathbb{C}^{n-k}$. Then we obtain

$$(B + FPF^*)^{-1}u = \begin{pmatrix} B' & 0 \\ 0 & F'P(F')^* \end{pmatrix}^{-1} \begin{pmatrix} u' \\ 0 \end{pmatrix} = \begin{pmatrix} (B')^{-1}u' \\ 0 \end{pmatrix},$$

which is independent of $P$. \hfill $\Box$

In particular, the limit $\lim_{P \to 0} (B + FPF^*)^{-1}u$ is well-defined for every sequence of positive definite matrices $P$ tending to zero, and is given by the product $(B + FPF^*)^{-1}u$ for arbitrary $P \succ 0$.

We obtain the following consequence.

**Lemma 4.3.** Suppose the vector $z$ is divided into sub-vectors $z_1, \ldots, z_l$, and every holomorphic function $g_j(z)$ is of the form

$$g_j(z) = g_j(z_1, \ldots, z_l) = \tilde{g}_j(z_1, \ldots, z_l) + c_j,$$

where $c_j \in \mathbb{C}$ are constants and $\tilde{g}_j(z_1, \ldots, z_l)$ is multi-linear in the sub-vectors of $z$. Assume further that the kernel of the mixed Hessian $\frac{\partial^2 f}{\partial z \partial \bar{z}}$ is spanned by the columns of the matrix

$$\Xi = \begin{pmatrix} z_1 & z_1 & \ldots & z_1 \\ -z_2 & 0 & \ldots & 0 \\ 0 & -z_3 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & -z_l \end{pmatrix}.$$
Then the MNM can be regularized by adding the term $\Xi \Xi^*$ to the mixed Hessian. More concretely, performing the iteration according to the rule

\[
z \leftarrow z - \left( \frac{\partial^2 f}{\partial \bar{z} \partial z} + \Xi \Xi^* \right)^{-1} \frac{\partial f}{\partial \bar{z}}
\]

leads to the same result as using the iteration

\[
z \leftarrow z - \lim_{\varepsilon \to 0} \left( \frac{\partial^2 f}{\partial \bar{z} \partial z} + \varepsilon \Xi \Xi^* \right)^{-1} \frac{\partial f}{\partial \bar{z}}.
\]

Proof. First note that the columns of $\Xi$ are both in the kernel of $\frac{\partial^2 f}{\partial \bar{z} \partial z}$ and orthogonal to $\frac{\partial f}{\partial \bar{z}}$. The proof is by an obvious adaptation of the proof of Lemma 4.1. The assertion then follows from Lemma 4.2.

In the sequel, if we speak of the MNM for bi-linear or multi-linear models, we always mean the regularized MNM as presented in Lemma 4.3.

The results from Section 2 with some adaptations carry over to the situation considered in this section. Instead of the matrices $A, B$ we have to consider their restrictions to the orthogonal complement of the column space of $\Xi$, and the matrix $S$ whose singular values determine the convergence behavior has to be computed from those restrictions. The convergence (or repulsion) has to be understood not to a particular critical point $z^*$, but to its orbit under the symmetry group.

5 Counter examples

5.1 Uniqueness of minima

As was shown in the previous section, on the class of problems given by (1) the MNM is converging to minima while avoiding saddle points. In this section, we provide examples of such problems with several minima, not all of which are global. All examples are sums of squares of scalar holomorphic functions.

Example 5.1. Consider the objective function

\[
f(z) = |\exp((2 + 0.2i)z + 5 - 2i)|^2 + |\log((1 - i)z - 1 - 0.1i)|^2 + \frac{2z + 5}{3z + 4}^2.
\]

For this function, we have two minima, see Fig. 2.

Example 5.2. Consider the objective function

\[
f(z) = |\exp((-2 + 5i)z - 2 - 3i)|^2 + |\log((0.1 + 0.5i)z - 1 - i)|^2 + \frac{2z + 5}{3z + 4}^2.
\]

For this function, we have three minima, see Fig. 3.

Example 5.3. Consider the objective function

\[
f(z) = |\exp((-2 + 5i)z - 2 - 3i)|^2 + |\log((0.1 + 0.5i)z - 1 - i)|^2 + \left( \frac{2 + i}{-1 + i} \right)^2.
\]

For this function, we have four minima, see Fig. 4.

5.2 Attractive cycles

In this section, we consider more examples that fall in the framework of the second special case described in Section 3. Other examples with pictures of attraction basins can be found in [1, Section 3], but here we concentrate on the presence of non-trivial attracting periodic cycles.
The fact that the mixed Newton iterates are attracted to minima and repelled from saddle points does not yet imply that every initial point in a generic position gives rise to a sequence of iterates that converges to a minimum. Namely, the iterates may also accumulate to a periodic cycle or behave chaotically. In this section, we confirm the former possibility by presenting examples of functions on which the MNM has attractive periodic cycles.

Let us generalize the example of Section 3.3. Consider a non-linear rational function \( g(z) \) and the corresponding objective \( f(z) = |g(z)|^2 \). By virtue of (8) the mixed Newton step corresponds to the application of a rational function. It is convenient to include the infinitely far point into consideration, and to study the dynamics on the Riemann sphere \( S \).

**Lemma 5.4.** Let the function \( g \) be meromorphic in a neighbourhood of \( z = \infty \). Then \( z = \infty \) is a fixed point of the Mixed Newton Method. If the function \( g \) remains finite at infinity, then the point \( \infty \) is attractive, otherwise, it is repulsive.

**Proof.** Let the two leading terms of the expansion of \( g \) around \( z = \infty \) be \( c_mz^m + c_{m'}z^{m'} \), \( m, m' \in \mathbb{Z}, \; m > m' \). Then (8) yields

\[
\begin{align*}
z_{k+1} &= z_k - \frac{c_mz_k^m + c_{m'}z_k^{m'}}{c_mz_{k}^{m-1} + c_{m'}z_{k}^{m'-1} + o(z_{k}^{m'-1})} = \begin{cases} 
- \frac{m-1}{m}z_k - o(z_k), & m \neq 0, \\
- \frac{m}{m'}z_k^{1-m'} + O(z_k), & m = 0.
\end{cases}
\end{align*}
\]

If \( m > 1 \), then \( \left| \frac{m-1}{m} \right| < 1 \), and \( \infty \) is repulsive with a linear rate of recession. If \( m = 1 \), then \( z_{k+1} = o(z_k) \), and \( \infty \) is repulsive with a super-linear rate of recession. If \( m = 0 \), then \( m' < 0 \), and \( z_{k+1} = O(z_k^{1-m'}) \) grows at least as fast as \( z_k^2 \). Hence \( \infty \) is attractive with a super-linear rate of convergence. If \( m < 0 \), then \( \left| \frac{m-1}{m} \right| > 1 \), and \( \infty \) is attractive with a linear rate of convergence.

Note that if \( m < 0 \), then the function \( g \) has a zero at \( z = \infty \), and hence \( f \) has a local minimum. This
Figure 3: Attraction basins of the three minima for the objective function in Example 5.2.

Figure 4: Attraction basins of the four minima for the objective function in Example 5.3.
minimum is attractive like finite minima. However, if \( m = 0 \), then \( z = \infty \) is neither a minimum nor a maximum of \( f \). Nevertheless the method "wrongly" converges to that point.

The theory of iterates of rational maps (on general Riemann surfaces) is quite advanced. A central place in the description of the dynamics is played by the Julia set and the Fatou sets.

**Definition 5.5.** Let \( h : S \to S \) be a non-constant holomorphic map. The Fatou set \( F(h) \) of \( h \) is the largest open subset of \( S \) on which the family of iterates of \( h \), \( \{h^n\}_{n \geq 0} \), is normal (has compact closure in the topology of uniform convergence on compact subsets). The Julia set \( J(h) \) is defined to be the complement of \( F(h) \).

Here \( h^n \) is the operator of \( n \)-fold application of \( h \). In other words, the Fatou set is the largest subset of \( S \) such that for a given point in \( F(h) \) any of its nearby points experience a qualitatively similar behavior when the map \( h \) is iterated on them. On the contrary, the Julia set separates domains containing points whose iterates behave in a qualitatively different manner. In the example of Section 3.3, the line \( l \) (including \( \infty \)) is the Julia set, while the open half-planes \( H, H_- \) are the two connected components of the Fatou set.

The general theory [2],[8] yields the following assertions:

- The minima of \( f \) together with their attraction basins lie in the Fatou set, while saddle points lie in the Julia set.
- The backwards orbit of any point \( z_0 \in J(h) \) is dense in \( J(h) \).
- The Julia set is the closure of the union of repelling periodic points.
- Connected components of \( F(h) \) are mapped to each other, and the dynamics of these components becomes eventually periodic.

Let \( H \) be a Fatou component which is mapped to itself by the power \( h^p \). Then the dynamics of \( h^p \) is of one of the following four types:

- an attractive basin if \( h^p \) has a fixed point that attracts all points of \( H \) under iteration;
- a parabolic basin if some point on the boundary of \( H \) attracts all points of \( H \);
- a Siegel disk if the dynamical system defined by \( h^p \) is conformally isomorphic to an irrational rotation of the unit disk;
- a Herman ring if this dynamical system is conformally isomorphic to an irrational rotation of some annulus.

In the context of the MNM the main question to analyze is the following:

**Do there exist periodic Fatou components other than attractive basins with a period \( p = 1 \)?**

An affirmative answer to this question implies that the only points which do not converge to minima of \( f \) or the infinitely far point (if that happens) are the points of the Julia set. A negative answer implies that there exists an open subset of \( \mathbb{C} \) all whose points do not converge to a minimum, nor to infinity.

**Example:** The following example shows that the answer to the question is, in general, negative. Consider the rational function

\[
g(z) = \frac{(-10 + 4i)z^2 + 4z + 16 - 15i}{3z^2 + (-23 + 3i)z - 7 + 3i}.
\]

This leads to the iterate

\[
z_{k+1} = \frac{(30 - 12i)z_k^4 - 24z_k^3 + (6 + 65i)z_k^2 + (646 - 786i)z_k + 67 - 153i}{(206 - 122i)z_k^2 + (20 - 26i)z_k + 295 - 381i}.
\]

The function \( f = |g|^2 \) has two minima with corresponding attraction basins. However, a starting point \( z_0 \in \mathbb{C} \) in generic position can yield also a sequence that

- converges to the infinitely far point;
converges to the periodic cycle \{-1.893587299330874 + 3.118941827800031i, -1.623493978443789 - 2.198560522966791i\} of length 2.

The Fatou set consists of infinitely many connection components, and the dynamics of these components is such that any sequence of iterates finally ends up either in one of three fixed components (corresponding to the two minima and the infinitely remote point) or in the periodic cycle of length two.

The attraction basins of the four attracting objects are depicted in Fig. 5. In Fig. 6 we depict the number of iterations which is needed from a given initial point to reach an \(\epsilon\)-neighbourhood of one of the attracting objects (in the case of the infinitely far point, to surpass an absolute value of \(\epsilon^{-1}\)). It can be seen that convergence to the periodic orbit is slower (in fact, linear, while convergence to the fixed points of the map is quadratic). The boundary between the attraction basins is the Julia set of the rational map.

**Example:** Let us give another example with a polynomial function

\[
g(z) = z^3 + (1.33 + 0.81i)z^2 + (1.38 + 1.20i)z + 0.82 - 0.03i
\]

This function is from the class studied in [5], where attracting cycles of different lengths have been found for cubic polynomials \(g(z)\).

The mixed Newton iterate for the above example takes the form

\[
z_{k+1} = \frac{2z_k^3 + (1.33 + 0.81i)z_k^2 - 0.82 + 0.03i}{3z_k^2 + (2.66 + 1.62i)z_k + 1.38 + 1.20i}.
\]
The function $f = |g|^2$ has three minima with corresponding attraction basins. However, there exists also the attractive periodic cycle $\{-0.429935304964516 - 0.28076328984984i, -0.604967059812480 + 0.456563910615763i\}$ of length 2 with its own attraction basin. A starting point in this basin will not converge to any of the minima, and this behavior is robust against small perturbations.

The attraction basins of the four attracting objects are depicted in Fig. 7, left. In the right part of Fig. 7, we depict the number of iterations which is needed from a given initial point to reach an $\varepsilon$-neighbourhood of one of the attracting objects. Again the convergence to the periodic orbit is linear, while convergence to the fixed points of the map is quadratic.

6 Conclusion

In this work, we propose and study an alternative to the Newton method for minimization of functions of complex variables $z$ of the form (1). Instead of using the full complex Hessian, only the mixed derivative with respect to $z$, $\bar{z}$ is computed at each iteration. The method is less demanding computationally and has superior global convergence properties, both theoretically and in practice. In particular, its iterates are attracted to minima, while they are repelled from saddle points.

While the Newton method builds and minimizes a quadratic Taylor approximation of the objective, in the MNM builds the quadratic approximation by linearizing the holomorphic functions $g_j$ in (1). For the case of one scalar holomorphic function, the method reduces to the well-known complex Newton method for the search of zeros and exhibits a fractal structure of the attraction basins.

We illustrate the properties of the method with a number of examples. For the use in applications in wireless communications, a degeneracy problem arises which, as we show, can be surmounted by a
regularization procedure.

A Wirtinger derivatives

In this section, we provide basic notions on Wirtinger derivatives and gradients and Hessians of functions in the complex variables \(z, \bar{z}\). For further information we refer to [9, Section 1.4]. A more detailed review of the application to optimization can be found in [11, Section 2].

Consider a real-valued function \(f(z)\) of a complex vector-valued variable \(z \in D \subset \mathbb{C}^n\). The canonical way to compute the derivatives of \(f\) is to consider it as a function of \(2n\) real-valued variables, organized into two vectors \(\text{Re}z, \text{Im}z\) of dimension \(n\) each. This gives rise to the gradient and Hessian

\[
\nabla_R f = \begin{pmatrix} \frac{\partial f}{\partial z} \\ \frac{\partial f}{\partial \bar{z}} \end{pmatrix}, \quad H_R f = \begin{pmatrix} \frac{\partial^2 f}{\partial z \partial z} & \frac{\partial^2 f}{\partial z \partial \bar{z}} \\ \frac{\partial^2 f}{\partial \bar{z} \partial z} & \frac{\partial^2 f}{\partial \bar{z} \partial \bar{z}} \end{pmatrix}.
\]

The Wirtinger derivatives are obtained by a formal complex-linear change of coordinates. Consider \(z = \text{Re} z + i\text{Im} z, \bar{z} = \text{Re} z - i\text{Im} z\) as new independent coordinates, then we obtain

\[
\nabla_C f = \left( \frac{\partial f}{\partial z} \right)^{-T} (\nabla_R f), \quad H_C f = \left( \frac{\partial^2 f}{\partial z \partial z} \right)^{-T} (H_R f) \left( \begin{array}{cc} 1 & i \\ 1 & -i \end{array} \right)^{-1}.
\]

Here the coefficient matrix whose inverse pre- and post-multiplies the real derivatives is defined by the Jacobian \(\frac{\partial (z, \bar{z})}{\partial (\text{Re} z, \text{Im} z)}\).

More generally, the Wirtinger derivatives are explicitly defined by the action of the operators

\[
\frac{\partial}{\partial z} = \frac{1}{2} \left( \frac{\partial}{\partial \text{Re} z} - i \frac{\partial}{\partial \text{Im} z} \right), \quad \frac{\partial}{\partial \bar{z}} = \frac{1}{2} \left( \frac{\partial}{\partial \text{Re} z} + i \frac{\partial}{\partial \text{Im} z} \right),
\]

where \(\frac{\partial}{\partial \text{Re} z}, \frac{\partial}{\partial \text{Im} z}\) are vectors of \(n\) partial derivatives defined with respect to the corresponding coordinates in real space \(\mathbb{R}^{2n} \sim \mathbb{C}^n\).
In particular, for a real-valued function $f$ it follows that

$$\frac{\partial f}{\partial z} = \overline{\frac{\partial f}{\partial \bar{z}}},$$  \hspace{1cm} (14)

i.e., the derivatives $\frac{\partial f}{\partial z}, \frac{\partial f}{\partial \bar{z}}$ are complex conjugates of each other. We also have that if $g$ is holomorphic, then

$$\frac{\partial g}{\partial z} = g', \quad \frac{\partial g}{\partial \bar{z}} = 0,$$  \hspace{1cm} (15)

where $g' = \frac{dg}{dz}$ is the vector of ordinary holomorphic derivatives of $g$. This is a well-known consequence of the Cauchy-Riemann equations linking the partial derivatives of the real and imaginary parts of a holomorphic function. Likewise, for an anti-holomorphic function (i.e., whose complex conjugate is holomorphic) $u$ we have

$$\frac{\partial u}{\partial z} = 0, \quad \frac{\partial u}{\partial \bar{z}} = (\overline{u})'.$$  \hspace{1cm} (16)

Together with the Leibniz product rule we obtain

$$\frac{\partial |g|^2}{\partial z} = g' \cdot \overline{g}, \quad \frac{\partial |g|^2}{\partial \bar{z}} = g \cdot \overline{g}', \quad \frac{\partial^2 |g|^2}{\partial z \partial \bar{z}} = \overline{g} \cdot (g')^T$$  \hspace{1cm} (17)

for the Wirtinger derivatives of the squared modulus of a holomorphic function $g$.
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