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ABSTRACT

In this paper, we discuss the method of obtaining symmetries for second order non-homogeneous neutral differential equations with variable coefficients. We use Taylor’s theorem for a function of several variables to obtain a Lie type invariance condition and the determining equations. Further we make a complete group classification of the second order linear neutral differential equation, for which there is no existing literature. As a special case, we present a complete group classification of the corresponding second order linear delay differential equation.
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1 Introduction

Functional differential equations are equations containing some functions along with some of their derivatives at different arguments values. These equations are widely used in different fields such as heat transfer problems, signal processing, evolution of species, etc. [5, 6, 11]. In this paper we restrict our attention to a class of functional differential equations called neutral differential equations. Neutral differential equations are differential equations in which the unknown function and its derivative appear with time delays. More information on the applications and methods of solving neutral differential equations can be found in [1, 10, 20, 21, 24]. Our focus, is to obtain the equivalent symmetries and the corresponding generators of the Lie group under which neutral differential equations are invariant.

Symmetries are transformations that leave an object unchanged or invariant and are very useful in the formation and study of laws of nature. For more details one can see [17, 18]. The main idea in Lie’s theory of symmetry analysis of differential equations relies on the invariance of the latter under a transformation of dependent and independent variables. In this paper, we do symmetry analysis of the second order neutral differential equation

\[ x''(t) = f(t, x(t), x'(t), x(t-r), x'(t-r), x''(t-r)), \]  

where \( f \) is defined on \( I \times D^5 \), \( D \) is an open set in \( \mathbb{R} \) and \( I \) is any interval in \( \mathbb{R} \). \( r > 0 \) is the delay, \( x'(t-r) \) and \( x''(t-r) \) mean \( \frac{dx}{dt}(t-r) \) and \( \frac{d^2x}{dt^2}(t-r) \) respectively. We shall first find a group under which equation (1) is invariant. We call this the admitted Lie group by which we mean that one solution curve is carried to another solution curve of the same equation. We then use this group to obtain the desired symmetries. As most neutral (and delay) differential equations cannot be solved explicitly, group analysis and classification of these differential equations is the best way to study their properties which aid in modeling problems arising in different fields of Mathematics, Physics, Engineering and Mechanics.
In [22, 23] symmetries of delay differential equations are obtained by defining a certain operator equivalent to the canonical Lie-Bäcklund operator. In [19], equivalent symmetries of a second order delay differential equation are obtained. However, in [19] too, an operator equivalent to the canonical Lie-Bäcklund operator and suitable other operators are defined. In [4] authors exhaustively describe the Lie symmetries of systems of second order linear ordinary differential equations with constant coefficients over both real and complex fields. They propose an algebraic approach to obtain bounds for the dimensions of the maximal Lie invariance algebras possessed by such systems. Further, such systems are thoroughly provided their group classification in [15, 16], with extensions to linear systems of second order ordinary differential equations with more than two equations. Higher order symmetries for ordinary differential equations are studied in [8]. In [12] author suggests a group method to study functional differential equations with constant coefficients is defined and corresponding generators of the Lie group for invariants consisting of universal and differential invariants. Recently, in [13] an admitted Lie group for first order delay differential equations with constant coefficients is defined and corresponding generators of the Lie group for this equation are obtained. The approach in [13] consists of using Lie Backlund operators to obtain the determining equations. More recently in [14], Lie symmetries of first order neutral differential equations have been found using a Lie type invariance condition obtained from Taylor’s theorem for a function of several variables.

We need the following definition of one-parameter groups of transformations:

**Definition 1.1.** [22] Consider transformations given by, 
\[ \bar{t}_i = g_i(t_j, \delta), i = 1, 2, \cdots, n, \] 
where \( \delta \) is the parameter and these transformations depend continuously on \( \delta \).

Let for each \( i \), \( g_i \) be a smooth function of the variables \( t_j \) having a convergent Taylor series in \( \delta \).

We say that, this set of transformations form a one-parameter group of transformations, called Lie Groups, if:

1. (Identity) The value \( \delta = 0 \) characterizes the identity transformation, 
\[ t_i = g_i(t_j, 0), i = 1, 2, \cdots, n. \]

2. (Inverse) The parameter \( -\delta \) characterizes the inverse transformation, 
\[ t_i = g_i(t_j, -\delta), i = 1, 2, \cdots, n. \]

3. (Closure) The product of two transformations of the set is again a transformation of the set, 
\[ \bar{t}_i = g_i(t_j, \delta), i = 1, 2, \cdots, n, \] 
and 
\[ \bar{t}_i = g_i(t_j, \epsilon), i = 1, 2, \cdots, n, \] 
then \( \bar{t}_i = g_i(t_j, \delta + \epsilon), i = 1, 2, \cdots, n. \)

**Remark 1.2.** We shall be using following notations.

If the Lie group is given by \( \bar{t} = f_1(t, x; \delta), \bar{x} = f_2(t, x; \delta) \) where \( f_1 \) and \( f_2 \) are smooth functions in \( t \) and \( x \) having a convergent Taylor series in \( \delta \), then

\[ \omega(t, x) = \frac{\partial f_1(t, x; 0)}{\partial \delta} \] 
and 
\[ T(t, x) = \frac{\partial f_2(t, x; 0)}{\partial \delta}. \]

\( \omega \) and \( T \) are called coefficients of the infinitesimal transformations or simply infinitesimals.

**Remark 1.3.** By an equivalent Lie group we mean, a Lie group of transformations of the dependent and independent variables, and their coefficients, which preserve the differential structure. This group allows simplifying the coefficients of the equations.

We have the following definitions:

**Definition 1.4.** Let \( J \) be an interval in \( \mathbb{R} \), and let \( D \) be an open set in \( \mathbb{R} \). Sometimes \( J \) will be \( [t_0, \beta] \), and sometimes it will be \( (\alpha, \beta) \), where \( \alpha \leq t_0 \leq \beta \). Let \( f \) map \( J \times D^2 \to \mathbb{R} \). Conveniently, a second order neutral differential equation is expressed as,

\[ x''(t) = f(t, x(t), x(t-r), x'(t), x'(t-r), x''(t-r)). \] 

(2)

We consider equation (2) for \( t_0 \leq t \leq \beta \) together with the initial function

\[ x(t) = \theta(t), \text{ for } \gamma \leq t \leq t_0. \] 

(3)

where \( \theta \) is a given initial function mapping \( [\gamma, t_0] \to D \), for some \( \gamma \in \mathbb{R} \), \( \gamma < t_0 \).

**Definition 1.5.** By a solution of the neutral differential equations (2) with (3), we mean a differentiable function \( x: [\gamma, \beta_1] \to D \), for some \( \gamma \in \mathbb{R} \), \( \gamma < t_0 \), \( \beta_1 \in (t_0, \beta] \) such that,

1. \( x(t) = \theta(t) \) for \( \gamma \leq t \leq t_0 \),

2. \( x(t) \) reduces equation (2) to an identity on \( t_0 \leq t \leq \beta_1 \).
We understand \(x'(t_0)\) and \(x''(t_0)\) to mean the right-hand derivative.

In this paper, we do group classification of

\[
x''(t) + \alpha(t)x'(t) + \beta(t)x'(t-r) + \gamma(t)x(t) + \rho(t)x(t-r) + \kappa(t)x''(t-r) = h(t).
\]

(4)

By following a completely different approach from the existing literature for delay differential equations, we, in this paper, extend the results of obtaining symmetries of ordinary differential equations [2, 3, 7, 9] to obtain a complete group classification of second order non homogeneous linear neutral differential equations with variable coefficients. We shall use Taylor’s theorem for a function of several variables to obtain a Lie type invariance condition for neutral differential equations. Using this, we suitably define an operator, its prolongation and extension and use it to obtain our determining equations. These equations are then split with respect to the independent variables to obtain an over-determined system of partial differential equations, which are then solved to obtain the most general generator of the Lie group and the corresponding equivalent symmetries. It may be noted that our approach does not lead to any magnification of the delay terms in the determining equations as compared to the existing literature. It is seen that in most cases, we do not get an explicit solution due to the arbitrariness of the variable coefficients. As such, we do not get explicit infinitesimal generators. By then choosing particular values of the variable coefficients or restricting our equation by choosing certain values of the obtained constants (which does not alter the symmetries obtained), we illustrate the infinitesimal generators of the admitted group, which are explicitly obtained, for these special cases. We then obtain the group classification of this second order neutral differential equation and as a special case obtain a group classification of the corresponding second order delay differential equation. It is noteworthy to point out here that there is no existing literature on the group classification of neutral differential equations.

This paper is organised as follows: In the next section we obtain the Lie type invariance condition for equation (2). In section 3, symmetries of equation (4) are obtained. In the subsequent section 4, we illustrate the results obtained.

2 Lie type invariance condition for Second Order Neutral Differential Equations

In this section we obtain Lie type invariance condition for second order neutral differential equations. In order to determine this neutral differential equation completely, we need to specify the delay term. Otherwise the problem is not fully determined.

We establish the following Lie type invariance condition:

**Theorem 2.1.** For the second order neutral differential equation

\[
\frac{d^2 x}{dt^2} = F(t, x, t-r, x(t-r), x'(t), x'(t-r), x''(t-r)),
\]

(5)

where \(F\) be defined on a 7-dimensional space \(I \times D \times I \times r \times D^4\), \(D\) is an open set in \(\mathbb{R}\), \(I\) is any interval in \(\mathbb{R}\) and \(I-r = \{y-r : y \in I\}\), then with the notations, \(\omega' = \omega(t-r, x(t-r))\) and \(\Upsilon^r = \Upsilon(t-r, x(t-r))\), the Lie type invariance condition is given by

\[
\omega F_t + \Upsilon F_x + \omega F_{t-r} + \Upsilon^r F_{x(t-r)} + \Upsilon'_t F_{x'(t)} + \Upsilon'_t[F_{x'(t-r)} + \Upsilon'_t[F_{x''(t-r)} + \Upsilon'_t[F_{x''(t-r)} = \\
\Upsilon_{tt} + (2\Upsilon_{tx} - \omega t t) x' + (\Upsilon_{xx} - 2\omega t t) x'' - \omega x x x' + (\Upsilon_x - 2\omega t) x'' - 3\omega x x' x'',
\]

where,

\[
\Upsilon_{tt} = D_t(\Upsilon') - x'D_t(\omega),
\]

\[
\Upsilon_{tt} = D_t(\Upsilon'_t) = x''D_t(\omega), \quad \text{where} \quad D_t = \frac{\partial}{\partial t} + x' \frac{\partial}{\partial x} + x'' \frac{\partial}{\partial x'} + \cdots,
\]

\[
\Upsilon'_t = (\Upsilon'_t)(t-r) + (\Upsilon'_t)(x(t-r) - (\omega x)(t-r) x'(t-r) - (x'(t-r))^2(\omega x)(x(t-r)) - \omega x x x' + (\Upsilon'_t)(x(t-r) - 2\omega t x(t-r)) x'(t-r) + (\Upsilon'_t)(x(t-r) - 2\omega t x(t-r)) x''(t-r)) = \\
- \omega x x x' + (\Upsilon'_t)(x(t-r) - 2\omega t x(t-r)) x''(t-r) - 3\omega x x' x''(t-r).
\]

**Proof.** Let the neutral differential equation be invariant under the Lie group \(t = t + \delta w(t, x) + O(\delta^2), \quad x = \delta \Upsilon(t, x) + O(\delta^2)\), where \(\omega\) and \(\Upsilon\) are as defined above.

We then naturally define,

\[
\tilde{t} - r = t - r + \delta w(t-r, x(t-r)) + O(\delta^2).
\]
and
\[ x(t-r) = x(t-r) + \delta t(t-r, x(t-r)) + O(\delta^2) \]

Then,
\[
\frac{dx}{dt} = [dx/dt + (\mathcal{T}_t + \mathcal{T}_x x')\delta + O(\delta^2)] [1 - (\omega_t + \omega_x x')\delta + O(\delta^2)] \\
= \frac{dx}{dt} + [\mathcal{T}_t + (\mathcal{T}_x - \omega_t)x' - \omega_x x'^2]\delta + O(\delta^2).
\]

With the notation \( D_t = \frac{\partial}{\partial t} + x' \frac{\partial}{\partial x} \), we can write,
\[
\frac{dx}{dt} = \frac{d\bar{x}}{dt} + (D_t(T) - x'D_t(\omega))\delta + O(\delta^2) \\
= \frac{d\bar{x}}{dt} + \mathcal{T}_{[t]} \delta + O(\delta^2),
\]

where \( \mathcal{T}_{[t]} = D_t(T) - x'D_t(\omega) = \mathcal{T}_t + (\mathcal{T}_x - \omega_t)x' - \omega_x x'^2 \).

Considering the second-order extended infinitesimals:
\[
\frac{d^2\bar{x}}{dt^2} = \left( \left( \frac{dx}{dt} + D_t(\mathcal{T}_{[t]})\delta + O(\delta^2) \right) (1 - \delta D_t(\omega) + O(\delta^2)) \right) \\
= \frac{d^2\bar{x}}{dt^2} + (D_t(\mathcal{T}_{[t]}) - D_t(\omega)x'')\delta + O(\delta^2).
\]

So \( \mathcal{T}_{[t]} = D_t(\mathcal{T}_{[t]}) - x''D_t(\omega) \). As \( \mathcal{T}_{[t]} \) contains \( t, x \) and \( x' \), we need to extend the definition of \( D_t \). Hence we have
\( D_t = \frac{\partial}{\partial t} + x' \frac{\partial}{\partial x} + x'' \frac{\partial}{\partial x'} + \cdots \)

Expanding \( \mathcal{T}_{[t]} \), gives,
\[
\mathcal{T}_{[t]} = \left[ t \mathcal{T}_{[t]} + (2\mathcal{T}_{xx} - \omega_t)x' + (\mathcal{T}_{xx} - 2\omega_{tx})x'^2 - \omega_{xx} x'^3 + (\mathcal{T}_x - 2\omega_x)x'' - 3\omega_x x' x'' \right].
\]

With the notations \( \omega^r = \omega(t-r, x(t-r)) \) and \( \mathcal{T}^r = \mathcal{T}(t-r, x(t-r)) \), it follows that,
\[
\mathcal{F}(t-r) = x'(t-r) + \left( (\mathcal{T}^r)_{t-r} + ((\mathcal{T}^r)_{x(t-r)}) \right) (x'(t-r) - (x'(t-r))^2(\omega^r)_{x(t-r)})\delta + O(\delta^2).
\]

and
\[
\mathcal{F}'(t-r) = x''(t-r) + \left( (\mathcal{T}^r)_{t-r} + ((\mathcal{T}^r)_{x(t-r)}) \right) (x''(t-r) - (x'x')^2(\omega^r)_{x(t-r)})\delta + O(\delta^2).
\]

Let
\( \mathcal{T}^r_{[t]} = (\mathcal{T}^r)_{t-r} + ((\mathcal{T}^r)_{x(t-r)}) - (\omega^r)_{x(t-r)}(t-r) - (x'(t-r))^2(\omega^r)_{x(t-r)} \)
and
\( \mathcal{T}^r_{[t]} = (\mathcal{T}^r)_{t-r} + ((\mathcal{T}^r)_{x(t-r)}) \). If \( \omega^r = \omega(t-r, x(t-r)) - x'(t-r)^2(\omega^r)_{x(t-r)} \) and \( \mathcal{T}^r_{[t]} = (\mathcal{T}^r)_{t-r} + ((\mathcal{T}^r)_{x(t-r)}) \), we have
\[
\frac{d^2\bar{x}}{dt^2} = \mathcal{F}(t, x, t-r, x(t-r), x'(t-r), x''(t-r)) + \mathcal{T}_{[t]} \delta + O(\delta^2).
\]

For invariance,
\[
\frac{d^2\bar{x}}{dt^2} = \mathcal{F}(t, x, t-r, x(t-r), x'(t-r), x''(t-r)) + \mathcal{T}_{[t]} \delta + O(\delta^2).
\]
Comparing the coefficient of \( \delta \), we get
\[
\omega F_t + \Upsilon F_x + \omega' F_{t \tau} + \Upsilon' F_{x(t-\tau)} + \Upsilon[\frac{t}{t}] F_{x'(t)} + \Upsilon[\frac{t}{t}] F_{x'(t-\tau)} + \Upsilon'[\frac{t}{t}] F_{x''(t-\tau)} = 0
\]
Equation (6) is a Lie type invariance condition.

We define a prolonged operator for equation (4) as
\[
\zeta = \frac{\partial}{\partial t} + \omega' \frac{\partial}{\partial (t - \tau)} + \Upsilon \frac{\partial}{\partial x} + \Upsilon' \frac{\partial}{\partial x(t-\tau)}.
\]
We then, naturally define the extended operator, for equation (4) as:
\[
\zeta^{(1)} = \frac{\partial}{\partial t} + \omega' \frac{\partial}{\partial (t - \tau)} + \Upsilon \frac{\partial}{\partial x} + \Upsilon' \frac{\partial}{\partial x(t-\tau)} + \Upsilon[\frac{t}{t}] \frac{\partial}{\partial x'} + \Upsilon'[\frac{t}{t}] \frac{\partial}{\partial x''(t-\tau)}.
\]
Defining, \( \Delta = \frac{d^2}{dt^2} - F(t, x(t), t - r, x(t), x'(t), x''(t)), \) we get,
\[
\zeta^{(1)} \Delta = \Upsilon[\frac{t}{t}] - \omega F_t - \Upsilon F_x - \omega' F_{t \tau} - \Upsilon' F_{x(t-\tau)} - \Upsilon[\frac{t}{t}] F_{x'(t)} - \Upsilon'[\frac{t}{t}] F_{x'(t-\tau)} - \Upsilon[\frac{t}{t}] F_{x''(t-\tau)}.
\]
Comparing equation (8) with equation (6), we get,
\[
\Upsilon[\frac{t}{t}] = \Upsilon[\frac{t}{t}] + (2t - \omega(t)) x' + (\Upsilon_x - 2\omega(t)) x'^2 - \omega_x x'^3 + (\Upsilon_x - 2\omega(t)) x'' - 3\omega_x x' x''.
\]
On substituting \( x'' = F \) into \( \zeta^{(1)} \Delta = 0 \), we get an invariance condition
\[
\zeta^{(1)} \Delta |_{\Delta = 0} = 0
\]
for the equation (4), from which we shall obtain determining equations.

3 Symmetries of Non-homogeneous Linear Second Order Neutral Differential Equation

In this section we shall obtain symmetries of the non homogeneous second order neutral differential equation with continuously differentiable variable coefficients given by,
\[
x''(t) + a(t)x'(t) + b(t)x(t - r) + c(t)x(t) + d(t)x(t - r) + k(t)x''(t - r) = h(t).
\]
We have the following.

**Proposition 3.1.** If \( x_1(t) \) is an arbitrary solution of equation (9), then by employing the change of variables \( \bar{t} = t, \ x = x - x_1(t) \), the neutral differential equation (9) gets transformed into a homogeneous neutral differential equation
\[
x''(t) + a(t)x'(t) + b(t)x(t - r) + c(t)x(t) + d(t)x(t - r) + k(t)x''(t - r) = 0.
\]

**Proof.** The proposition easily follows by substituting \( t = \bar{t} \) and \( x(t) = \bar{x} + x_1(\bar{t}) \) in (9), by noting that
\[
x''(t) + a(t)x'(t) + b(t)x_1(t - r) + c(t)x_1(t) + d(t)x_1(t - r) + k(t)x''_1(t - r) = h(t).
\]

**Proposition 3.2.** By employing a suitable transformation, the neutral differential equation with twice differentiable variable coefficients
\[
x''(t) + a_1(t)x'(t) + b_1(t)x'(t - r) + c_1(t)x(t) + d_1(t)x(t - r) + k_1(t)x''(t - r) = 0,
\]
can be reduced to a one in which the first order ordinary derivative term is missing.

**Proof.** By employing the transformation, \( x = u(t)s(t) \), where \( u(t) \neq 0 \) is some twice differentiable function in \( t, \)
\[
s(t) = \exp(-\int \frac{a_1(t)\xi dt}{2}) + s_0, \ s_0 \text{ is an arbitrary constant, equation (11), can be reduced to } u''(t) + b_2(t)u'(t - r) + c_2(t)u(t) + d_2(t)u(t - r) + k_2(t)u''(t - r) = 0,
\]
where \( b_2(t) = \frac{b_1(t)s(t - r) + 2k(t)s(t - r)}{s(t)} \), \( c_2(t) = \frac{s''(t) + a_1(t)s'(t) + c_1(t)s(t)}{s(t)} \), \( d_2(t) = \frac{b_1(t)s'(t - r) + d_1(t)s(t - r) + k_1(t)s''(t - r)}{s(t)} \) and \( k_2(t) = \frac{k_1(t)}{u(t)} \).
This is similar to what is done to second-order ordinary differential equations to remove the coefficient of the first derivative term. This change does not alter the group classification of (9).

Now we shall consider equivalent symmetries of

\[ x''(t) + b(t)x'(t - r) + c(t)x(t) + d(t)x(t - r) + k(t)x''(t - r) = 0. \]  

(12)

Let us specify the delay point,

\[ t^r = g(t) = t - r. \]  

(13)

Applying operator \( \zeta^{(1)} \) defined by equation (7) to equation (13), we get,

\[ \omega^r = \omega. \]  

(14)

Applying operator \( \zeta^{(1)} \) defined by equation (7) to equation (12), we get,

\[
Y_{tt} + (2Y_{tx} - \omega_{tt})x' + (Y_{xx} - 2\omega_{tx})x'^2 - \omega_{xx}x'^3
+ (T_x - 2\omega_t)(-b(t)x'(t - r) - c(t)x - d(t)x(t - r)
- k(t)x''(t - r))
- k(t)x''(t - r)) = 3\omega_x(-b(t)x'(t - r) - c(t)x - d(t)x(t - r) - k(t)x''(t - r))

= -[\omega(b'(t)x'(t - r) + c'(t)x(t) - d'(t)x(t - r) + k'(t)x''(t - r))
+ c(t)Y + d(t)Y^r + b(t)(Y^r_{x(t-r)} - \omega^r_{x(t-r)})x'(t - r) - \omega^r_{x(t-r)}x'^2(t - r))
+k(t)(2Y^r_{x(t-r)}(t - r) + (2Y^r_{x(t-r)}x(t - r) - \omega^r_{x(t-r)}x'(t - r) + (Y^r_{x(t-r)} - 2\omega^r_{t-r})x''(t - r)
- 2\omega^r_{x(t-r)}x''(t - r) - \omega^r_{x(t-r)}x'(t - r) + (Y^r_{x(t-r)} - 2\omega^r_{t-r})x''(t - r)
- 3\omega^r_{x(t-r)}x''(t - r) + \omega^r_{x(t-r)}x'(t - r)x'^2(t - r) + (Y^r_{x(t-r)} - 2\omega^r_{t-r})x''(t - r)
- 3\omega^r_{x(t-r)}x'(t - r)x''(t - r))]. \]  

(15)

Splitting equation (15) with respect to \( x'^3(t - r) \), we get,

\[ k(t)\omega^r_{x(t-r)}x'(t-r) = 0, \]  

which can be easily solved to get,

\[ \omega(t, x) = \alpha(t)x + \beta(t). \]  

(16)

Differentiating equation (15) with respect to \( x''(t - r) \), we get,

\[ k(t)(2\omega_t - T_x) + 3k(t)\omega_xx' = 3k(t)\omega^r_{x(t-r)}x'(t-r) - \omega^r_{x(t-r)}k(t) + (Y^r_{x(t-r)} - 2\omega^r_{t-r})x''(t-r) \]

Splitting this equation with respect to \( x'(t - r) \), and using the fact that \( k(t) \neq 0 \) we get, \( \omega_x = 0. \)

This with equation (16) gives,

\[ \omega(t, x) = \beta(t). \]  

(17)

Splitting equation (15) with \( x'^2 \), we get, \( Y_{xx} = 0 \), which solves to give,

\[ T(t, x) = \gamma(t)x + \rho(t). \]  

(18)

Substituting equations (17) and (18) into the determining equation (15), we get,

\[
\gamma''(t)x + \rho''(t) + (2\gamma'(t) - \beta''(t))x' + (\gamma(t) - 2\beta'(t))(-b(t)x'(t - r) - c(t)x)
- d(t)x(t - r) - k(t)x''(t - r)) = -[\beta(t)(b'(t)x'(t - r) + c'(t)x(t) - d'(t)x(t - r)
+k'(t)x''(t - r)) + c(t)(\gamma(t)x + \rho(t)) + d(t)(\gamma(t)x + \rho(t)) + (\gamma(t) - \beta'(t))x'(t - r)
+k(t)(\gamma'(t)x + \rho(t)) + (\gamma(t) - \beta'(t))x'(t - r)
+ (\gamma(t) - 2\beta'(t))x''(t - r)]]. \]  

(19)

From (14), we have,

\[ \beta(t) = \beta(t - r). \]  

(20)

Splitting (19) with respect to \( x(t) \), we get,

\[ \gamma''(t) + 2\beta'(t)c(t) + \beta(t)c'(t) = 0 \]  

(21)

Splitting (19) with respect to \( x'(t) \), we get,

\[ \gamma(t) = \frac{1}{2}[\beta'(t) + c_1] \]  

(22)

Using (20), we get,

\[ \gamma(t) = \gamma(t - r) \]  

(23)
Splitting (19) with respect to the constant terms, we get,
\[ \rho''(t) + b(t)\rho'(t - r) + c(t)\rho(t) + d(t)\rho(t - r) + k(t)\rho''(t - r) = 0. \]  
(24)
That is, \( \rho(t) \) satisfies the homogeneous neutral differential equation of second order given by (10).
Splitting (19) with respect to \( x(t - r) \), and using (20) and (23), we get,
\[ \beta(t)k'(t) = 0 \]  
(25)

**Theorem 3.3.** The neutral differential equation given by equation (12) for which \( k(t) \neq \text{constant} \) admits a two dimensional group generated by
\[ \zeta_1^* = x \frac{\partial}{\partial x}, \quad \zeta_2^* = \rho(t) \frac{\partial}{\partial x}. \]

*Proof.* Equation (25), having to be true for an arbitrary \( \beta(t) \) and \( k(t) \) implies that for a non-constant \( k(t) \), we must have, \( \beta(t) = 0 \), and consequently,
\[ \omega(t, x) = 0 \] and \( T(t, x) = \frac{c_1}{2} x + \rho(t) \).
The infinitesimal generator of the Lie group is given by,
\[ \zeta^* = \frac{c_1}{2} \frac{\partial}{\partial x} + \rho(t) \frac{\partial}{\partial x} \]  
(26)
where \( c_1 \) is an arbitrary constant and \( \rho(t) \) satisfies (10).

Having obtained the infinitesimal generator for the case when \( k(t) \) is non-constant, we now perform symmetry analysis and a complete group classification of the second order neutral differential equation given by (2), for which,
\[ k(t) = c_2 \]  
(27)
where \( c_2 \) is an arbitrary constant.
Splitting (19) with respect to \( x(t - r) \), and using (23), we get,
\[ k(t)\beta''(t) + 2\beta(t)d'(t) + 4\beta'(t)d(t) + 2b(t)\gamma'(t) = 0 \]  
(28)
Splitting (19) with respect to \( x'(t - r) \), and using (20) and (23), we get,
\[ b(t)\beta'(t) + \beta(t)b'(t) = 0 \]  
(29)
Equation (29) can be easily integrated to give,
\[ b(t)\beta(t) = c_3 \]  
(30)
where \( c_3 \) is an arbitrary constant.
Using (17), we can rewrite equations (18), (21), (22), (28) and (30) respectively as,
\[ T(t, x) = \left[ \frac{1}{2} (\omega_t + c_1) \right] x + \rho(t), \]  
(31)
\[ \omega_{ttt} + 4c(t)\omega_t + 2c'(t)\omega = 0, \]  
(32)
\[ \gamma(t) = \frac{1}{2}(\omega_t + c_1), \]  
(33)
\[ c_2\omega_{ttt} + 2d'(t)\omega(t) + 4d(t)\omega_t + b(t)\omega_{tt} = 0 \]  
(34)
and
\[ \omega(t, x) = \frac{c_3}{b(t)} \]  
(35)
where \( c_1, c_2 \) and \( c_3 \) are arbitrary constants.
Next we shall obtain a complete classification of equation (12):

**Theorem 3.4.** The neutral differential equation given by equation (12) for which \( b(t) \neq 0, d(t) \neq 0, k(t) = c_2 \) admits a three dimensional group generated by
\[ \zeta_1^* = x \frac{\partial}{\partial x}, \quad \zeta_2^* = \frac{1}{b(t)} \frac{\partial}{\partial t} + x \left( \frac{1}{b(t)} \right)' \frac{\partial}{\partial x}, \quad \zeta_3^* = \rho(t) \frac{\partial}{\partial x}. \]
Proof. If \( c_3 \neq 0 \), from (35) we get
\[
b(t) = \frac{c_3}{\omega(t, x)}.
\] (36)

From (31), we can write,
\[
Y(t, x) = \left[ \frac{1}{2} \left( c_2 \left( \frac{1}{b(t)} \right)' + c_1 \right) \right] x + \rho(t).
\] (37)

Using (36) in (34), we get,
\[
c_2 \omega(t, t) + 2 \omega^2 d'(t) + 4 \omega d(t) + c_3 \omega_t = 0.
\] (38)

Equation (38) can be easily integrated to give,
\[
c_2 \omega(t, t) - \frac{c_0}{2} \omega_t^2 + 2 \omega^2 d(t) + c_3 \omega_t = c_4,
\] (39)

where \( c_4 \) is an arbitrary constant.

Using (35), we can solve (39) for \( d(t) \) to get,
\[
d(t) = \frac{1}{2} \left[ c_3 b^2(t) + b'(t) + c_2 \left( \frac{b''(t)}{b(t)} - 2 \left( \frac{b'(t)}{b^2(t)} \right)^2 + \frac{b'(t)}{b^2(t)} \right) \right], \text{ where } c_5 = c_2 c_3.
\]

Since \( \omega = \omega_x \), we get, \( b(t) = b(t - r) \).

Using (35) in (32), we get,
\[
c'(t) - 2 \frac{b'(t)}{b(t)} c(t) = -\frac{1}{2} b(t) \left[ 6 \frac{b'(t) b''(t)}{b^3(t)} - \frac{b'''(t)}{b^2(t)} - 6 \frac{b^2(t)}{b^4(t)} \right].
\] (40)

Equation (40) is a first order linear ordinary differential equation which can be solved to give
\[
c(t) = \frac{1}{2} \left[ \frac{b''(t)}{b(t)} - 3 \left( \frac{b'(t)}{b(t)} \right)^2 + \frac{c_6}{2} b^2(t) \right],
\] (41)

where \( c_6 \) is an arbitrary constant.

In this case, we have obtained the coefficients of the infinitesimal transformation as
\[
\omega = \frac{c_3}{b(t)}, \quad Y = \frac{x}{2} \left[ c_3 \left( \frac{1}{b(t)} \right) \right]' + c_1 + \rho(t).
\] (42)

The infinitesimal generator in this case is given by
\[
\zeta^* = \frac{c_1}{2} x \frac{\partial}{\partial x} + c_3 \left( \frac{1}{b(t)} \frac{\partial}{\partial t} + \frac{x}{2} \left( \frac{1}{b(t)} \right)' \frac{\partial}{\partial x} \right) + \rho(t) \frac{\partial}{\partial x},
\]

where \( \rho(t) \) is an arbitrary solution of equation (12).

If \( c_3 = 0 \) then,
\[
\omega(t, x) = 0, \quad Y(t, x) = \frac{c_3}{2} x + \rho(t).
\] (44)

The infinitesimal generator is given by,
\[
\zeta^* = \left( \frac{c_1}{2} x + \rho(t) \right) \frac{\partial}{\partial x}.
\] (45)

**Theorem 3.5.** The neutral differential equation given by equation (12) for which \( b(t) \neq 0, d(t) = 0, k(t) = c_2 \) admits the infinitesimal generator given by
\[
\zeta^* = \Phi_1(t) \frac{\partial}{\partial t} + \Psi_1(t, x) \frac{\partial}{\partial x},
\]

where \( \Phi_1(t) \) solves \( \int_{t}^{\omega(t)} \frac{c_2}{E \tan A} \, d\theta - t - c_9 = 0 \), for \( \omega(t) \) and \( A \) is a root (or zero) of \( B \ln \left( \frac{B^2 (1 + \tan^2 y)}{c_2^2 \theta} \right) + D + 2c_3y \) for \( y \), with \( B = \sqrt{2c_7c_5 - c_9^2}, \quad D = c_8B, \quad E = c_9 + B, \) and \( \Psi_1(t, x) = \frac{1}{2} \left[ (\Phi_1(t))_t + c_1 \right] x + \rho(t) \).
The infinitesimal generator in this case is

\[ c_2 \omega_{ttt} + c_3 \omega_{tt} = 0. \]  

(46)

This is a non-linear third order differential equation, the solution \( \omega(t) \) of which is given by,

\[ \int \omega(t) \frac{c_2}{E \tan A} d\theta - t - c_3 = 0, \]

(47)

where \( A \) is a root (or zero) of \( B \ln \left( \frac{B^2 (1 + \tan^2 y)}{c_2 \theta} \right) + D + 2c_3y \) for \( y \), with

\[ B = \sqrt{2c_7c_2^2 - c_3^2}, \quad D = c_8B \quad \text{and} \quad E = c_3 + B. \]

It is to be noted that the expression in (47) may be complex valued and we are finding the zeroes for \( y \). In this solution, \( c_7, c_8 \) and \( c_9 \) are arbitrary constants. For obtaining the corresponding infinitesimal generator, we have to solve (47) for \( \omega(t) \). The infinitesimal generator in this case is given by

\[ \zeta^* = \Phi_1(t) \frac{\partial}{\partial t} + \Psi_1(t, x) \frac{\partial}{\partial x}, \]

(48)

where \( \Phi_1(t) \) solves (47) for \( \omega(t) \) and \( \Psi_1(t, x) = \frac{1}{2} \left( [\Phi_1(t)]_t + c_1 \right) x + \rho(t). \)

Remark 3.6. In the above, we see that \( \zeta^* \) is not easy to solve in general. So choosing \( B = 0 \) that is \( k(t) = \frac{c_3}{\sqrt{2c_7}} \), we see that, \( \omega(t, x) = \frac{c_3}{c_2} (t + c_{10}) \), solves (47).

But the condition \( \omega = \omega^* \) gives \( c_3 = 0 \).

Consequently, \( \omega(t, x) = 0 \quad T(t, x) = \frac{1}{2} c_1 x + \rho(t) \), and the infinitesimal generator is given by

\[ \zeta^* = \frac{1}{2} x \frac{\partial}{\partial x} + \rho(t) \frac{\partial}{\partial x}. \]

(49)

By considering a very special case in which \( c_2 = 1 = c_3 \), we obtain from (54).

\[ \omega_{ttt} + \omega_{tt} = 0. \]

(50)

Equation (50) yields a solution for which some infinitesimal generators can be explicitly found. It’s solution is given by

\[ \int \omega(t) \frac{d\theta}{1 + c_{11} \tan G} - t - c_{13} = 0, \]

(51)

where \( G \) is a root (or zero) of \( \left[ \ln \left( \frac{c_{11}}{\cos^2 y} \right) c_{11} - c_{11} \ln \theta + c_{11} c_{12} + 2y \right] \) for \( y \).

In (51), \( c_{11}, c_{12} \) and \( c_{13} \) are arbitrary constants.

The infinitesimal generator in this case is

\[ \zeta^* = \Phi_2(t) \frac{\partial}{\partial t} + \Psi_2(t, x) \frac{\partial}{\partial x}, \]

(52)

where \( \Phi_2(t) \) solves (51) for \( \omega(t) \) and \( \Psi_2(t, x) = \frac{1}{2} \left( [\Phi_2(t)]_t + c_1 \right) x + \rho(t). \)

Corollary 3.7. The neutral differential equation given by equation (72) for which \( b(t) \neq 0, d(t) = 0, k(t) = 1 = c_3, c_{11} = 0 \) admits the three dimensional group given by

\[ \zeta^*_1 = \frac{\partial}{\partial t}, \quad \zeta^*_2 = \frac{x}{2} \frac{\partial}{\partial x}, \quad \zeta^*_3 = \rho(t) \frac{\partial}{\partial x}. \]

Proof. It can be easily seen that the generators corresponding to \( c_{11} = 0 \) can be explicitly obtained. In this case \( \omega(t, x) = c_{14} x + c_{15} \) is a solution of (50), where \( c_{14} \) and \( c_{15} \) are arbitrary constants.

The condition \( \omega = \omega^* \) implies \( c_{14} = 0 \). Hence \( \omega(t, x) = c_{15} \) and

\[ T(t, x) = \frac{c_{11}}{2} x + \rho(t). \]

If \( c_{15} \neq 0 \), then infinitesimal generator is given by

\[ \zeta^*_1 = c_{15} \frac{\partial}{\partial t} + \frac{1}{2} c_{11} x \frac{\partial}{\partial x} + \rho(t) \frac{\partial}{\partial x}. \]

(53)
The neutral differential equation given by equation (12) for which $b(t) = 0$, $d(t) \neq 0$, $k(t) = c_2$ admits the infinitesimal generator given by

$$\zeta^* = \Phi_3(t) \frac{\partial}{\partial t} + \Psi_3(t, x) \frac{\partial}{\partial x},$$

where $\Phi_3(t)$ solves $c_2 \omega \omega_{tt} - c_2 \frac{\omega^2}{2} + 2 \omega^2(t)d(t) = c_{16}$, for $\omega(t)$, and $\Psi_3(t, x) = \frac{1}{2} \left[ (\Phi_3(t))_t + c_1 \right] x + \rho(t)$.

**Proof.** Then from equation (34),

$$c_2 \omega_{tt} + 2d(t)\omega(t) + 4d(t)\omega_t = 0.$$  \hspace{1cm} (54)

Equation (54) can be integrated once to obtain,

$$c_2 \omega_{tt} - c_2 \frac{\omega^2}{2} + 2 \omega^2(t)d(t) = c_{16},$$  \hspace{1cm} (55)

where $c_{16}$ is an arbitrary constant.

Equation (55) is extremely difficult to solve for an arbitrary $d(t)$.

If $\omega(t) = \Phi_3(t)$ solves equation (55), then, infinitesimal generator in this case is given by

$$\zeta^* = \Phi_3(t) \frac{\partial}{\partial t} + \Psi_3(t, x) \frac{\partial}{\partial x},$$  \hspace{1cm} (56)

where $\Phi_3(t)$ solves (55) for $\omega(t)$ and $\Psi_3(t, x) = \frac{1}{2} \left[ (\Phi_2(t))_t + c_1 \right] x + \rho(t)$.

**Remark 3.9.** As can be seen the infinitesimal generator given by (56) cannot be explicitly solved due to the arbitrariness of $d(t)$. However, by choosing a few explicit values of $d(t)$, we obtain corresponding different infinitesimal generator.

**Corollary 3.10.** The neutral differential equation given by equation (12) for which $b(t) = 0$, $d(t) = e^t$, $k(t) = c_2$ admits the five dimensional Lie group generated by

$$\zeta^*_1 = \left( J_0 \left( 2\lambda \right) \right)^2 \frac{\partial}{\partial t} + \frac{xe^t}{\sqrt{k(t)e^t}} J_0 \left( 2\lambda \right) \frac{\partial}{\partial x}, \hspace{1cm} \zeta^*_2 = \left( J_0 \left( 2\lambda \right) \right)^2 \frac{\partial}{\partial t} - \frac{xe^t}{\sqrt{k(t)e^t}} Y_0 \left( 2\lambda \right) Y_1 \left( 2\lambda \right) \frac{\partial}{\partial x},$$

$$\zeta^*_3 = J_0 \left( 2\lambda \right) Y_0 \left( 2\lambda \right) \frac{\partial}{\partial t} - \frac{xe^t}{\sqrt{k(t)e^t}} \left( J_1 \left( 2\lambda \right) Y_0 \left( 2\lambda \right) + J_0 \left( 2\lambda \right) Y_1 \left( 2\lambda \right) \right) \frac{\partial}{\partial x},$$

$$\zeta^*_4 = \frac{x}{2} \frac{\partial}{\partial x}, \hspace{1cm} \zeta^*_5 = \rho(t) \frac{\partial}{\partial x},$$

where $\lambda = \frac{\sqrt{k(t)e^t}}{k(t)}$.

**Proof.** Taking $d(t) = e^t$, equation (55) becomes $c_2 \omega_{tt} - c_2 \frac{\omega^2}{2} + 2 e^t \omega^2(t) = c_{16}$, which can be solved to give

$$\omega(t) = \frac{1}{4} c_{23}^2 \left( 1 + 2c_{16} \right) \left( J_0 \left( 2\sqrt{c_2 e^t} \right) \right)^2 + c_{22} \left( J_0 \left( 2\sqrt{c_2 e^t} \right) \right)^2$$

$$\hspace{5cm} + c_{23} J_0 \left( 2\sqrt{c_2 e^t} \right) Y_0 \left( 2\sqrt{c_2 e^t} \right),$$  \hspace{1cm} (57)

where $c_{22}$ and $c_{23}$ are arbitrary constants.

From (31), we get

$$Y(t, x) = \frac{1}{2} \left[ -\frac{1}{2} \frac{e^{c_2 \sqrt{c_2 e^t}} \left( 1 + 2c_{16} \right) J_0 \left( 2\sqrt{c_2 e^t} \right) J_1 \left( 2\sqrt{c_2 e^t} \right) - c_{22} e^t Y_0 \left( 2\sqrt{c_2 e^t} \right) Y_1 \left( 2\sqrt{c_2 e^t} \right) + c_1 \right] x + \rho(t).$$

Using (32), we see that,

$$c(t) = \left[ \int q(t) r(t) e^{-4 \int p_1(t) dt} \frac{p_1(t)}{p_2(t)} dt + c_{24} \right] e^{4 \int s_1(t) s_2(t) dt},$$
where,

\[ p_1(t) = e^t \left[ (1 + 2c_{16})c_{23}^2 J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) J_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right. \\
+ 2c_{22}c_{23} \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right. \\
+ J_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \left) \right) + 4c_{22}^2 Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \left] \right], \\
\]

\[ p_2(t) = \sqrt{c_2^e} e^t \left[ (1 + 2c_{16})c_{23}^2 \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right)^2 \\
+ 4c_{22}c_{23} J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) + 4c_{22}^2 \left( Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right)^2 \right], \\
\]

\[ q(t) = (1 + 2c_{16})c_{23}^2 e^t \sqrt{c_2^e} \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right)^2 \right. \\
+ 4c_{22}^2 e^t \sqrt{c_2^e} \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) c_{23} + \left( Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right)^2 \right) c_{22} \\
- 4(1 + 2c_{16})e^{2t} c_{23}^2 J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) J_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \\
- 8c_{22}c_{23}^2 e^{2t} \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) + J_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right) \\
- 16e^{2t} c_{22}^2 Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right), \\
\]

\[ r(t) = c_2 \sqrt{c_2^e} \left[ (1 + 2c_{16})c_{23}^2 \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right)^2 \right. \\
+ 4c_{22} \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) c_{23} + \left( Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right)^2 \right) c_{22} \right], \\
\]

\[ s_1(t) = c_2^2 e^{3t} \left[ (1 + 2c_{16})c_{23}^2 J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) J_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) + 2c_{22}c_{23} \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right. \\
+ J_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \left) + 4c_{22}^2 Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) Y_1 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \left] \right], \\
\]

and

\[ s_2(t) = (c_2 e^t)^{5/2} \left[ (1 + 2c_{16})c_{23}^2 \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right)^2 + 4c_{22} Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \left( J_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) \right) c_{23} \right. \\
+ Y_0 \left( \frac{2\sqrt{2}c_2^e t}{c_2} \right) c_{22} \right],
where \(c_{24}\) is an arbitrary constant.

The infinitesimal generator is given by
\[
\zeta^* = \frac{c_{24}^2(1 + 2c_{16})}{4c_{22}} \left[ \left( J_0 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) \right)^2 \frac{\partial}{\partial t} - \frac{x e^t}{\sqrt{c_{24}e}} J_0 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) J_1 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) \frac{\partial}{\partial x} \right]
+ c_{22} \left[ \left( Y_0 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) \right)^2 \frac{\partial}{\partial t} - \frac{x e^t}{\sqrt{c_{24}e}} Y_0 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) Y_1 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) \frac{\partial}{\partial x} \right]
+ c_{24} \left[ J_0 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) Y_0 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) \frac{\partial}{\partial t} - \frac{x e^t}{\sqrt{c_{24}e}} \left( J_1 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) Y_0 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) \right) \frac{\partial}{\partial x} \right]
+ J_0 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) Y_1 \left( 2 \sqrt{\frac{c_{24}e}{c_2}} \right) \frac{\partial}{\partial x} \right] + c_1 \frac{x}{2} \frac{\partial}{\partial x} + \rho(t) \frac{\partial}{\partial x}.
\] (58)

**Corollary 3.11.** The neutral differential equation given by equation (12) for which \(b(t) = 0, d(t) = \sin t, k(t) = c_2\) admits the five dimensional Lie group generated by
\[
\zeta_1^* = \left( \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \right)^2 \frac{\partial}{\partial t}
+ \frac{x}{2} \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuCPrime} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial x},
\]
\[
\zeta_2^* = \left( \text{MathieuS} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \right)^2 \frac{\partial}{\partial t} + \frac{x}{2} \text{MathieuS} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuSPrime} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial x},
\]
\[
\zeta_3^* = \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuS} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial t} + \frac{x}{2} \left( \text{MathieuCPrime} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \right) \frac{\partial}{\partial x},
\]
\[
\zeta_4^* = \text{MathieuS} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial t} + \frac{x}{2} \left( \text{MathieuSPrime} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \right) \frac{\partial}{\partial x}.
\]

**Proof.** Taking \(d(t) = \sin t\), equation (58) becomes
\[
c_{20}\omega_{tt} - c_{20}^2 \omega_{tt} + 2\omega^2(t) \sin t = c_{16},
\]
which can be solved to give,
\[
\omega(t) = \frac{1}{4} c_{20}^2 (1 + 8c_{16}) \left( \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \right)^2
+ c_{25} \left( \text{MathieuS} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \right)^2
+ c_{26} \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuS} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right),
\] (59)

where \(c_{25}, c_{26}\) are arbitrary constants. Using (57), equation (31) gives,
\[
\zeta(t, x) = \frac{1}{2} \left[ \frac{1}{4} c_{20}^2 (1 + 8c_{16}) \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuCPrime} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right)
+ c_{25} \text{MathieuS} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuSPrime} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right)
+ \frac{1}{2} c_{26} \text{MathieuCPrime} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuS} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right)
+ \frac{1}{2} c_{26} \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) \text{MathieuSPrime} \left( 0, -\frac{2}{k(t)}, -\frac{\pi}{4} + \frac{t}{2} \right) + c_1 \right] x + \rho(t).
\]

Using (32), we see that,
\[
c(t) = e^{-2 \int r_1(t) dt} \int \frac{q_1(t)}{q_2(t)} e^{2 \int r_1(t) dt} dt + c_{27} e^{-2 \int r_1(t) dt}.
\]
where,

\[
r_1(t) = (c_{26}(1 + 8c_{16})^2 \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuCPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \\
+ 2c_{25}c_{26} \left[ \mathit{MathieuCPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \\
+ \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuSPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right] \\
+ 4c_{25}^2 \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuSPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right) \left( c_{26}(1 + 8c_{16})^2 \\
+ 4c_{25}c_{26} \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \\
+ 4c_{25}^2 \left( \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right)^2 \right) \\qquad q_1(t) = 2c_{26}(1 + 8c_{16})^2 \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuCPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \sin t \\
+ 4c_{25}c_{26} \left[ \mathit{MathieuCPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \\
+ \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuSPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right] \sin t \\
+ 8c_{25}^2 \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuSPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \sin t \\
+ c_{26}(1 + 8c_{16})^2 \left( \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right)^2 \cos t + 4c_{25}c_{26} \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \\
\mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \cos t + 4c_{25}^2 \left( \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right)^2 \cos t, \\and

\[
q_2(t) = k(t) \left( c_{26}(1 + 8c_{16})^2 \left( \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right)^2 + 4c_{25}c_{26} \\
\mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) + 4c_{25}^2 \left( \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right)^2 \right),
\]

where \(c_{27}\) is an arbitrary constant.

The infinitesimals generator in this case is explicitly given by,

\[
\zeta^* = \frac{1}{4} c_{26}^2 (1 + 8c_{16}) \left[ \left( \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right)^2 \partial / \partial t \\
+ \frac{x}{2} \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \mathit{MathieuCPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \partial / \partial x \right] \\
+ c_{25} \left[ \left( \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right)^2 \partial / \partial t + \frac{x}{2} \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \partial / \partial x \right] \\
\mathit{MathieuSPrime}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \partial / \partial x \right] + c_{26} \left[ \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \\
\mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) + \mathit{MathieuC}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right] + c_{25} \left[ \mathit{MathieuS}\left(0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2}\right) \right)^2 \partial / \partial x \right] + c_{25} x \partial / \partial x + \rho(t) \partial / \partial x \right]
\]
Corollary 3.12. The neutral differential equation given by equation (13) for which \( b(t) = 0, d(t) = t^m \) where \( m \) is any constant, \( k(t) = c_2 \) admits the five dimensional Lie group generated by

\[
\begin{align*}
\zeta_1^* &= t(J_\nu(\mu)) \frac{\partial}{\partial t} + \left( \frac{1}{2} J_\nu(\mu) \right)^2 + \frac{2}{m+2} J_\nu(\mu) \left( -J_{\nu+1}(\mu) + J_\nu(\mu) \right) \tau(m/2 + 1) \frac{\partial}{\partial x}, \\
\zeta_2^* &= t(Y_\nu(\mu)) \frac{\partial}{\partial t} + \left( \frac{1}{2} Y_\nu(\mu) \right)^2 + \frac{2}{m+2} Y_\nu(\mu) \left( -Y_{\nu+1}(\mu) + Y_\nu(\mu) \right) \tau(m/2 + 1) \frac{\partial}{\partial x}, \\
\zeta_3^* &= t J_\nu(\mu) J_\nu(\mu) \frac{\partial}{\partial \nu} + \chi \left( \frac{1}{2} J_\nu(\mu) Y_\nu(\mu) + \frac{1}{m+2} \left( -J_{\nu+1}(\mu) + \frac{J_\nu(\mu)}{2\tau} \right) + \frac{Y_\nu(\mu)}{2\tau} \right) \tau(m/2 + 1) \frac{\partial}{\partial \nu},
\end{align*}
\]

where \( \zeta_4^* = \frac{x}{2} \frac{\partial}{\partial \nu}, \quad \zeta_5^* = \rho(t) \), where \( \nu = (m+2)^{-1}, \quad \tau = \sqrt{k(t)} T t^{m/2 + 1}, \mu = \frac{c}{2t}. \)

Proof. Taking \( d(t) = t^m \), where \( m \) is any constant, equation (55) becomes

\[
c_2 \omega \omega_x - c_2 \frac{\omega^2}{2} + 2 c \omega^2(t) t^m = c_{16},
\]

which can be solved to give

\[
\omega(t, x) = \frac{1}{4} c_{29}^2 \left( 1 + 2 c_{16} \right) \left( J_{(m+2)}(1 - 2 \sqrt{c_2^{-1} t^{m/2 + 1}}) \right)^2 + c_{28} t \left( Y_{(m+2)} - 2 \sqrt{c_2^{-1} t^{m/2 + 1}} \right)^2 + c_{29} t J_{(m+2)} \left( 2 \sqrt{c_2^{-1} t^{m/2 + 1}} \right)^2,
\]

where \( c_{28} \) and \( c_{29} \) are arbitrary constants. From (51), we get

\[
T(t, x) = \frac{1}{4} \left( 1 + 2 c_{16} \right) \left( J_{(m+2)}(1 - 2 \sqrt{c_2^{-1} t^{m/2 + 1}}) \right)^2 + c_{28} \left( J_{(m+2)} - 2 \sqrt{c_2^{-1} t^{m/2 + 1}} \right)^2 + c_{29} J_{(m+2)} \left( 2 \sqrt{c_2^{-1} t^{m/2 + 1}} \right)^2,
\]

Using (52), we see that,

\[
c(t) = \left[ \int -l(t) \frac{e(t)}{c_2 j(t)} + \int e(t) j(t) dt + c_{30} \right] e \int y(t) j(t) dt,
\]
where

\[ e(t) = \sqrt{c_1^{-1}(1 + 2c_{16})c_{29}J_{(3+m)(m+2)}^{-1}} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) J_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) t^{m/2+1} \]

\[ + 2 \sqrt{c_1^{-1}c_{28}c_{29}} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) t^{m/2+1} \]

\[ + J_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) Y_{(3+m)(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) t^{m/2+1} \]

\[ + 4 \sqrt{c_1^{-1}c_{28}Y_{(3+m)(m+2)}} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) t^{m/2+1} \]

\[ - (1 + 2c_{16})c_{29}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) ^2 - 4c_{28}Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) \]

\[ \left( J_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) c_{29} + Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) c_{28} \right) , \]

\[ j(t) = t \left[ (1 + 2c_{16})c_{29}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) ^2 + 4c_{28}Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) \]

\[ \left( J_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) c_{29} + Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) c_{28} \right) \right] , \]

\[ l(t) = 4 \sqrt{c_2^{-1}(1 + 2c_{16})c_{29}J_{(3+m)(m+2)}^{-1}} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) J_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) t^{3m/2+1} \]

\[ - 2mc_{29}c_{16} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) ^2 t^{m} + 8 \sqrt{c_2^{-1}c_{28}c_{29}} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) \]

\[ Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) + J_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) Y_{(3+m)(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) t^{3m/2+1} \]

\[ + 16 \sqrt{c_2^{-1}c_{28}Y_{(3+m)(m+2)}} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) t^{3m/2+1} \]

\[ - 8c_{29}c_{16} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) ^2 t^{m} - mc_{29} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) ^2 t^{m} \]

\[ - 4mc_{28}c_{29}J_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) t^{m} \]

\[ - 4mc_{28} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) ^2 t^{m} - 4c_{28} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) ^2 t^{m} \]

\[ - 16c_{28}Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) \left( J_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) c_{29} + Y_{(m+2)}^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1}} \right) c_{28} \right) t^{m} \]
y(t) = \sqrt{c_2^{-1}c_{29}(1 + 2c_{16})J(3+m)(m+2)^{-1}} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \frac{d}{dt} \left(\sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) + 2 \sqrt{c_2^{-1}c_{28}c_{29}J(3+m)(m+2)^{-1}} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \frac{d^2}{dt^2} \left(\sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) + 4 \sqrt{c_2^{-1}c_{28}}Y(3+m)(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right)^2 - 4c_{28}Y(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \frac{d}{dx} \left(\sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) c_{29} + Y(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) c_{28},

where \( c_{30} \) is an arbitrary constant.

The infinitesimal generator is given by

\[
\zeta^* = \frac{c_2^2}{4c_{28}}(1 + 2c_{16}) \left[t \left(J(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right)^2 \frac{d}{dt} + \left(\frac{x}{2} \left(J(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right)^2 + \frac{2x}{m + 2} \frac{d}{dx} \left(\sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right) + \frac{2x}{m + 2} \frac{d}{dx} \left(Y(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right)^2 \frac{d}{dt} + \left(\frac{x}{2} \left(Y(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right)^2 + \frac{2x}{m + 2} \frac{d}{dx} \left(\sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right) \right] + c_{28} \left[t \left(J(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right)^2 \frac{d}{dt} + \left(\frac{x}{2} \left(Y(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right)^2 + \frac{2x}{m + 2} \frac{d}{dx} \left(\sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \right) \right] + \frac{2x}{m + 2} Y(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) \frac{d}{dx} \left(\sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) c_{29} + Y(m+2)^{-1} \left(2 \sqrt{c_2^{-1}t^{m/2+1} m + 2} \right) c_{28} \right].
\]

Remark 3.13. In all our cases above, we gave assumed \( k(t) \neq 0 \), that is \( c_2 \neq 0 \). However, if \( c_2 = 0 \), then equation (9) reduces to a second order delay differential equation. As special cases of our group classification, we study the cases for which \( c_2 = 0 \).

Theorem 3.14. The delay differential equation given by equation (12) for \( b(t) \neq 0, d(t) \neq 0, k(t) = 0 \) admits a three dimensional group generated by

\[
\zeta_1 = x \frac{\partial}{\partial x}, \quad \zeta_2 = \frac{1}{b(t)} \frac{\partial}{\partial t} + \frac{x}{2} \left(\frac{1}{b(t)} \right)^{1} \frac{\partial}{\partial x}, \quad \zeta_3 = \rho(t) \frac{\partial}{\partial x}.
\]
Proof. Equation (32) reduces to,
\[ \omega_{ttt} = -(2c'(t) + 4c(t)\omega_t) \text{ or } \omega_{tttt} = -(2c'(t) + 4c(t)\omega_t). \]
Integrating this, we get,
\[ \omega_{tt} - \frac{\omega^2}{2} + 2c(t)\omega^2 = c_{31}, \]
where \( c_{31} \) is an arbitrary constant.
If \( c_3 \neq 0 \), then from equation (35),
\[ \omega = \frac{c_3}{b(t)}. \]
From equation (31),
\[ \mathcal{Y}(t, x) = \frac{1}{2} \left( c_3 \left( \frac{1}{b(t)} \right) + c_1 \right) + \rho(t). \]
From equation (34), we get,
\[ d'(t) - \frac{b'(t)}{b(t)}d(t) = \frac{1}{2} \left( b''(t) - \frac{2(b'(t))^2}{b(t)} \right). \]
This is a linear differential equation yielding solution
\[ d(t) = c_{32}b^2(t) + \frac{b'(t)}{2}, \]
where \( c_{32} \) is an arbitrary constant.
From equation (63),
\[ c(t) = \frac{1}{2} \left[ c_{33}b^2(t) - \frac{3}{2} \left( \frac{b'(t)}{b(t)} \right)^2 + \frac{b'(t)}{b(t)} \right], \]
where \( c_{33} = \frac{c_{31}}{c_3} \) is an arbitrary constant.
Since, \( \omega = \omega' \), we get, \( b(t) = b(t - r) \).
In this case we get coefficients of the infinitesimal transformation as
\[ \omega(t, x) = \frac{c_3}{b(t)}, \quad \mathcal{Y}(t, x) = \frac{1}{2} \left( c_3 \left( \frac{1}{b(t)} \right)' + c_1 \right) + \rho(t). \]
The infinitesimal generator in this case is
\[ \zeta^* = \frac{c_1}{2} x \frac{\partial}{\partial x} + c_3 \left( \frac{1}{b(t)} \right) \frac{\partial}{\partial t} + \frac{x}{2} \left( \frac{1}{b(t)} \right)' \frac{\partial}{\partial x} + \rho(t) \frac{\partial}{\partial x}, \]
where \( \rho(t) \) is an arbitrary solution of equation (12).
If \( c_3 = 0 \), then the coefficients of the infinitesimal transformation are given by (44) and the infinitesimal generator is given by (45).

**Theorem 3.15.** The delay differential equation given by equation (72) for which \( b(t) \neq 0, d(t) = 0, k(t) = 0 \) admits a three dimensional group generated by
\[ \zeta^*_1 = \frac{\partial}{\partial t}, \quad \zeta^*_2 = x \frac{\partial}{\partial x}, \quad \zeta^*_3 = \rho(t) \frac{\partial}{\partial x}. \]

Proof. From equation (34),
\[ b(t)\omega_t = 0, \] which can be solved to give, \( \omega(t, x) = c_{34}t + c_{35}, \) where \( c_{34} \) and \( c_{35} \) are arbitrary constants.
From equation (63), \( c(t)\omega^2(t, x) = c_{36}, \) where \( c_{36} = \frac{c_{31}}{2} \) is an arbitrary constant.
Further, as \( \omega = \omega' \), we get \( c_{34} = 0 \) and hence, \( \omega(t, x) = c_{35}. \)
If \( c_{35} \neq 0 \), then
\[ c(t) = \frac{c_{36}}{c_{35}}, \quad b(t) = \frac{c_3}{c_{35}}. \]
The infinitesimal generator in this case is given by
\[ \zeta^* = \frac{c_{35}}{c_{35}} \frac{\partial}{\partial t} + \left( \frac{c_1}{2} x + \rho(t) \right) \frac{\partial}{\partial x}. \]
If \( c_{35} = 0 \), then \( \omega(t, x) = 0 \) and \( \mathcal{Y}(t, x) = \frac{c_1}{2} x + \rho(t). \)
The infinitesimal generator in this case is given by (45).
Theorem 3.16. The delay differential equation given by equation (12) for which \( b(t) = 0, d(t) \neq 0, k(t) = 0 \) admits a four dimensional group generated by

\[
\zeta^1 = \frac{1}{\sqrt{d(t)}} \frac{\partial}{\partial t}, \quad \zeta^2 = \left[ -\left( \frac{d'(t)}{d^{3/2}(t)} \right) x \right] \frac{\partial}{\partial x}, \quad \zeta^3 = \frac{x}{2} \frac{\partial}{\partial x}, \quad \zeta^4 = \rho(t) \frac{\partial}{\partial x}.
\]

Proof. From equation (34), we get,

\[
\omega(t, x) = \frac{\sqrt{c_{37}}}{d(t)}, \text{ where } c_{37} \text{ is an arbitrary constant.}
\]

Then from equation (31),

\[
Y = \frac{1}{2} \left( \left( \sqrt{\frac{c_{37}}{d(t)}} \right)' + c_1 \right) x + \rho(t)
\]

= \left( -\sqrt{\frac{c_{37}}{4}} \frac{d''(t)}{d^{3/2}(t)} + \frac{c_1}{2} \right) x + \rho(t).

If \( c_{37} \neq 0 \), then from equation (63),

\[
c(t) = \frac{1}{2} \left[ \frac{c_{31}}{c_{37}} d(t) + \frac{d''(t)}{2d(t)} - \frac{5}{8} \left( \frac{d'(t)}{d(t)} \right)^2 \right].
\]

The infinitesimal generator in this case is given by,

\[
\zeta^* = \sqrt{\frac{c_{37}}{d(t)}} \frac{\partial}{\partial t} + \left( -\frac{d''(t) \sqrt{c_{37}}}{4d^{3/2}(t)} + \frac{c_1}{2} \right) x + \rho(t) \frac{\partial}{\partial x}.
\]  \hspace{1cm} (69)

If \( c_{37} = 0 \), then \( \omega(t, x) = 0, Y(t, x) = \frac{c_1}{2} x + \rho(t) \).

Hence, the infinitesimal generator in this case is given by (45). \( \square \)

4 Some Illustrative Examples

Example 4.1. Consider the second order neutral differential equation given by \( x''(t) + x''(t - \pi) = 0 \). The solution of this differential equation is \( x(t) = \sin t \).

Following the procedure given in the previous section, we can show that,

\( \omega(t, x) = c_{38}, \text{ a constant, and } Y(t, x) = \frac{c_1}{2} x + \sin t \).

Solving the system,

\[
\frac{d\bar{t}}{d\delta} = \omega(\bar{t}, \bar{x}) = c_{38} \text{ and } \frac{d\bar{x}}{d\delta} = Y(\bar{t}, \bar{x}) = \frac{c_1}{2} x + \sin t, \text{ subject to the conditions, } \bar{t} = t \text{ and } \bar{x} = x, \text{ when } \delta = 0, \text{ we get the above neutral differential equation invariant under the Lie group}
\]

\( \bar{t} = t + c_{38} \delta, \bar{x} = \frac{2}{c_1} \left[ e^{c_{38}/2} \left( \frac{c_1}{2} x + \sin t \right) - \sin(t + c_{38} \delta) \right] \).

The generators of the Lie group (or vector fields of the symmetry algebra) corresponding to this neutral differential equation are given by,

\[
\zeta^1 = \frac{\partial}{\partial \bar{t}}, \zeta^2 = x \frac{\partial}{\partial \bar{x}} \text{ and } \zeta^3 = \sin t \frac{\partial}{\partial \bar{x}}.
\]

Example 4.2. Consider the Cauchy problem,

\( x'(t) = \int_{-r}^{0} x(s) ds \).

This is equivalent to the second order delay differential equation given by,

\( x''(t) - x(t) + x(t - r) = 0 \).

Following the procedure in the previous section, from case 6, we get,

\( \omega(t, x) = c_{39}, \text{ where } c_{39} = \sqrt{c_{37}}, \text{ is a constant and } Y(t, x) = \frac{c_1}{2} x + \tilde{x}(t) \).

Solving the system,

\[
\frac{d\bar{t}}{d\delta} = \omega(\bar{t}, \bar{x}) = c_{39} \text{ and } \frac{d\bar{x}}{d\delta} = Y(\bar{t}, \bar{x}) = \frac{c_1}{2} x + \tilde{x}(t), \text{ subject to the conditions, } \bar{t} = t \text{ and } \bar{x} = x, \text{ when } \delta = 0, \text{ we get the above neutral differential equation invariant under the Lie group}
\]
\[ \ddot{x} = \frac{2}{c_1^3} \left[ e^{c_1 \delta/2} \left( \frac{c_1}{2} x + \ddot{x}(t) \right) - \ddot{x}(t + c_3 \delta) \right]. \]

The generators of the Lie group (or vector fields of the symmetry algebra) corresponding to this delay differential equation are given by,

\[ \zeta^1 = \frac{\partial}{\partial t}, \quad \zeta^2 = x \frac{\partial}{\partial x} \quad \text{and} \quad \zeta^3 = \ddot{x}(t) \frac{\partial}{\partial x}. \]

5 Conclusion

We have obtained the infinitesimal generators of equation (12) and based on the various cases we can classify the linear second-order neutral differential equation as follows:

1. The neutral differential equation (12) with \( b(t) \neq 0, d(t) \neq 0, k(t) \) a non constant function, admits the infinitesimal generator given by equation (26).

2. The neutral differential equation (12) with \( b(t) \neq 0, d(t) \neq 0, k(t) \) a non-zero constant, admits the infinitesimal generator given by equation (43).

3. The neutral differential equation (12) with \( b(t) \neq 0, d(t) = 0, k(t) \) a non-zero constant, admits the infinitesimal generator given by equation (48).

4. The neutral differential equation (12) with \( b(t) \neq 0, d(t) = 0, k(t) = 1 \), admits the infinitesimal generator given by equation (53).

5. The neutral differential equation (12) with \( b(t) = 0, d(t) \neq 0, k(t) \) a non-zero constant, admits the infinitesimal generator given by equation (56).

6. The neutral differential equation (12) with \( b(t) = 0, d(t) = e^t, k(t) \) a non-zero constant, admits the infinitesimal generator given by equation (58).

7. The neutral differential equation (12) with \( b(t) = 0, d(t) = \sin t, k(t) \) a non-zero constant, admits the infinitesimal generator given by equation (60).

8. The neutral differential equation (12) with \( b(t) = 0, d(t) = t^m, k(t) \) a non-zero constant, admits the infinitesimal generator given by equation (62).

9. The neutral differential equation (12) with \( b(t) = 0, d(t) = 1, k(t) \) a non-zero constant, admits the infinitesimal generator given by equation (64).

10. The delay differential equation (12) with \( b(t) \neq 0, d(t) \neq 0, k(t) = 0 \), admits the infinitesimal generator given by equation (67).

11. The delay differential equation (12) with \( b(t) \neq 0, d(t) = 0, k(t) = 0 \), admits the infinitesimal generator given by equation (68).

12. The delay differential equation (12) with \( b(t) = 0, d(t) \neq 0, k(t) = 0 \), admits the infinitesimal generator given by equation (69).

The results can be summarized as a table below:
Table 1: Group Classification of the Second Order Neutral Differential Equation

| Type of Second order Neutral Differential Equation | Generators |
|--------------------------------------------------|------------|
| $x''(t) + b(t)x'(t - r) + c(t)x(t) + d(t)x(t - r) + k(t)x''(t - r) = 0$, $k(t) \neq constant$ | $\zeta^1 = x \frac{\partial}{\partial x}$, $\zeta^2 = \rho(t) \frac{\partial}{\partial x}$ |
| $x''(t) + b(t)x'(t - r) + c(t)x(t) + d(t)x(t - r) + k(t)x''(t - r) = 0$, $k(t) = c_2$, $d(t) = \frac{1}{2} \left[ c_3 b^2(t) + b'(t) + c_4 \left( \frac{b''(t)}{b'(t)} - 2 \left( \frac{b'(t)}{b(t)} \right)^2 + \frac{c_6 b'^2(t)}{2} \right) \right]$, | $\zeta^1 = x \frac{\partial}{\partial x}$, $\zeta^2 = \frac{1}{b(t)} \frac{\partial}{\partial t} + \frac{x}{2} \left( \frac{1}{b(t)} \right)' \frac{\partial}{\partial x}$, $\zeta^3 = \rho(t) \frac{\partial}{\partial x}$ |
| $x''(t) + b(t)x'(t - r) + c(t)x(t) + k(t)x''(t - r) = 0$, $k(t) = \frac{c_4}{\sqrt{2c_7}}$, $c(t) = \frac{1}{2} \left[ c_6 b^2(t) + b'(t) + c_2 \left( \frac{b''(t)}{b(t)} - \frac{3}{2} \left( \frac{b'(t)}{b(t)} \right)^2 + \frac{c_6 b'^2(t)}{2} \right) \right]$, | $\zeta^1 = x \frac{\partial}{\partial x}$, $\zeta^2 = \rho(t) \frac{\partial}{\partial x}$ |
| $x''(t) + b(t)x'(t - r) + c(t)x(t) + k(t)x''(t - r) = 0$, $k(t) = 1$, $c(t) = \frac{1}{4} c_6 c_3^2$, $c_3 = 1$ | $\zeta^1 = \frac{\partial}{\partial t}$, $\zeta^2 = \frac{x}{2} \frac{\partial}{\partial x}$, $\zeta^3 = \rho(t) \frac{\partial}{\partial t}$ |
| $x''(t) + c(t)x(t) + d(t)x(t - r) + k(t)x''(t - r) = 0$, $d(t) = 1$, $c(t) = \left( 2c_{18} \cos \left( \frac{4t}{\sqrt{c_2}} \right) - 2c_{19} \cos \left( \frac{4t}{\sqrt{c_2}} \right) - 4c_{18} c_{19} \sin \left( \frac{4t}{\sqrt{c_2}} \right) - 4c_{19} \sin \left( \frac{4t}{\sqrt{c_2}} \right) \right)$, | $\zeta^1 = \sin \left( \frac{2t}{\sqrt{k(t)}} \right) \frac{\partial}{\partial t}$, $\zeta^2 = \cos \left( \frac{2t}{\sqrt{k(t)}} \right) \frac{\partial}{\partial x}$, $\zeta^3 = \frac{x}{\sqrt{k(t)}} \cos \left( \frac{2t}{\sqrt{k(t)}} \right) \frac{\partial}{\partial t}$, $\zeta^4 = \sin \left( \frac{2t}{\sqrt{k(t)}} \right) \frac{\partial}{\partial x}$, $\zeta^5 = \rho(t) \frac{\partial}{\partial x}$ |

| $c_{20} c_2$ | $\left( 2 \cos \left( \frac{4t}{\sqrt{c_2}} \right) c_{22}^2 - 2 \cos \left( \frac{4t}{\sqrt{c_2}} \right) c_{22}^2 \right)$ |
| $- 4 \sin \left( \frac{4t}{\sqrt{c_2}} \right) c_{21} c_{19} - 4 \cos \left( \frac{4t}{\sqrt{c_2}} \right) c_2 c_{17} c_{19}$ | $- 4 \sin \left( \frac{4t}{\sqrt{c_2}} \right) c_2 c_{17} c_{18} - 6c_{21}^2$ |
| $- 6c_{21} c_{19} - 2c_{16}$ | $- 6c_{21}^2 - 6c_{21} c_{19} - 2c_{16}$ |
Table 2: Group Classification of the Second Order Neutral Differential Equation

| Type of Second order Neutral Differential Equation | Generators |
|--------------------------------------------------|------------|
| $x''(t) + c(t)x(t) + d(t)x(t - \tau) + k(t)x''(t - r) = 0$, $d(t) = e^t$, | $c(t) = \int \frac{q(t)}{r(t)} \int \frac{p_1(t)}{p_2(t)} dt - \int \frac{p_1(t)}{p_2(t)} dt + e^{c_{24}} \int \frac{s_1(t)}{s_2(t)} dt$ |
| $p_1(t) = e^t \left[ (1 + 2c_{16})c_{23} J_0(\lambda) J_1(\lambda) + 2c_{22}c_{23} \left( J_0(\lambda) Y_0(\lambda) + J_1(\lambda) Y_0(\lambda) \right) \right]$ | $p_2(t) = \sqrt{c_2 e^t} \left[ (1 + 2c_{16})c_{23} (J_0(\lambda))^2 + 4c_{22}c_{23} J_0(\lambda) Y_0(\lambda) + 4c_2^2 (Y_0(\lambda))^2 \right]$ |
| $q(t) = (1 + 2c_{16})c_{23} \sqrt{c_2 e^t} J_0(\lambda) J_1(\lambda) + 4c_{22} e^t \sqrt{k e^t} \left( J_0(\lambda) Y_0(\lambda) + 4c_2^2 (Y_0(\lambda))^2 \right)$ | $r(t) = c_2 \sqrt{c_2 e^t} \left[ (1 + 2c_{16})c_{23} (J_0(\lambda))^2 + 4c_{22} \left( J_0(\lambda) Y_0(\lambda) + J_1(\lambda) Y_0(\lambda) \right) \right]$ |
| $s_1(t) = c_2^2 e^{2t} \left[ (1 + 2c_{16})c_{23} J_0(\lambda) J_1(\lambda) + 2c_{22}c_{23} \left( J_0(\lambda) Y_0(\lambda) + J_1(\lambda) Y_0(\lambda) \right) \right]$ | $s_2(t) = (c_2 e^t)^{5/2} \left[ (1 + 2c_{16})c_{23} (J_0(\lambda))^2 + 4c_{22} \left( J_0(\lambda) c_{23} + Y_0(\lambda) c_{22} \right) \right]$ |

With $\lambda = \frac{\sqrt{k(t)e^t}}{k(t)}$, $\zeta_1 = J_0 \left( 2\lambda \right) \frac{\partial}{\partial t} + \frac{xe^t}{\sqrt{k(t)e^t}} J_0 \left( 2\lambda \right) J_1 \left( 2\lambda \right) \frac{\partial}{\partial x}$, $\zeta_2 = Y_0 \left( 2\lambda \right) \frac{\partial}{\partial t} - \frac{xe^t}{\sqrt{k(t)e^t}} Y_0 \left( 2\lambda \right) Y_1 \left( 2\lambda \right) \frac{\partial}{\partial x}$, $\zeta_3 = J_0 \left( 2\lambda \right) Y_0 \left( 2\lambda \right) \frac{\partial}{\partial t} - \frac{xe^t}{\sqrt{k(t)e^t}} \left( J_0 \left( 2\lambda \right) Y_0 \left( 2\lambda \right) + J_0 \left( 2\lambda \right) Y_1 \left( 2\lambda \right) \right) \frac{\partial}{\partial x}$, $\zeta_4 = \frac{x}{2} \frac{\partial}{\partial x}$, $\zeta_5 = \rho(t) \frac{\partial}{\partial x}$. |
### Table 3: Group Classification of the Second Order Neutral Differential Equation

| Type of Second Order Neutral Differential Equation | Generators |
|--------------------------------------------------|------------|
| \( x''(t) + c(t)x(t) + d(t)x(t - r) + k(t)x'(t - r) = 0 \), \( d(t) = \sin t \), \( c(t) = e^{-\int r_1(t)dt} \int \frac{q_1(t)}{q_2(t)} e^{\int r_1(t)dt} dt + e^{2\int r_1(t)dt} \) | \( \zeta_1^1 = \left( \text{MathieuC} \left( 0, -\frac{2}{k(t)} \right), \right. \) \( -\frac{-\pi}{4} + \frac{t}{2} \) \( \Big) \frac{\partial}{\partial t} \) + \( \frac{\pi}{2} \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \) MathieuCPrime \( \left( -\frac{-\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial x} \) \( \zeta_2^2 = \left( \text{MathieuS} \left( 0, -\frac{2}{k(t)} \right), \right. \) \( -\frac{-\pi}{4} + \frac{t}{2} \) MathieuSPrime \( \left( -\frac{-\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial x} \) + \( \frac{\pi}{2} \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \) MathieuCPrime \( \left( -\frac{-\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial t} \) MathieuSPrime \( \left( -\frac{-\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial t} \) MathieuSPrime \( \left( -\frac{-\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial x} \) MathieuSPrime \( \left( -\frac{-\pi}{4} + \frac{t}{2} \right) \frac{\partial}{\partial x} \) |

where, 

\[
\begin{align*}
  r_1(t) &= \left( c_26(1 + 8c_{16})^2 \text{MathieuC} \left( 0, -\frac{2}{k(t)}, \frac{-\pi}{4} + \frac{t}{2} \right) \text{MathieuCPrime} \right. \\
  &\left. + 2c_{25}c_{26} \left( \text{MathieuCPrime} \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \right) \right)
\end{align*}
\]

\[
\begin{align*}
  MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) + MathieuC \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) MathieuSPrime \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) + 4c_{25}^2
\end{align*}
\]

\[
\begin{align*}
  MathieuC \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) + 4c_{25}^2 \\
  \left( MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \right)^2
\end{align*}
\]

\[
\begin{align*}
  q_1(t) &= 2c_{26}(1 + 8c_{16})^2 \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) MathieuCPrime \\
  &+ c_{25}^2(1 + 8c_{16})^2 \left( MathieuC \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \right)^2 + 4c_{25}^2c_{26}
\end{align*}
\]

\[
\begin{align*}
  MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \sin t + 4c_{25}c_{26} \\
  MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) MathieuCPrime \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) + MathieuC \\
  MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) MathieuCPrime \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \sin t + 8c_{25}^2 \\
  MathieuC \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \cos t + 4c_{25}c_{26}
\end{align*}
\]

\[
\begin{align*}
  MathieuC \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \cos t \\
  + 4c_{25}^2 MathieuC \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \cos t,
\end{align*}
\]

and,

\[
\begin{align*}
  q_2(t) &= k(t) \left( c_{26}(1 + 8c_{16})^2 \left( MathieuC \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \right)^2 \right. \\
  &\left. + 4c_{25}c_{26} \text{MathieuC} \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) \right)
\end{align*}
\]

\[
\begin{align*}
  MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right) + 4c_{25}^2 MathieuS \left( 0, -\frac{2}{k(t)}, -\frac{-\pi}{4} + \frac{t}{2} \right)^2 \\
\end{align*}
\]
Table 4: Group Classification of the Second Order Neutral Differential Equation

| Type of Second order Neutral Differential Equation | Generators |
|--------------------------------------------------|------------|
| \( x''(t) + c(t)x(t) + d(t)x(t-r) + k(t)x''(t-r) = 0 \), where \( m \) is a constant, |
| \( c(t) = \left[ \int -\frac{l(t)}{c_2 j(t)} t e^{-4 \int \frac{e(t)}{j(t)} dt} dt + c_{20} \right]^{4 \int \frac{y(t)}{j(t)} dt} \) |
| With \( \theta = \left( \frac{2 \sqrt{(k(t))^{-1}} m^{3/2+1}}{m+2} \right) \), |
| \( e(t) = \sqrt{(k(t))^{-1}} \left( 1 + 2 c_1 e \right) c_2^2 J_{3(m+2)-1} (\theta) \left( J_{3(m+2)-1} (\theta) \right)^{3 m^{3/2+1}} - 2 m c_2 c_1 \left( J_{3(m+2)-1} (\theta) \right)^2 t^m + 8 \sqrt{(k(t))^{-1}} c_2 J_{3(m+2)-1} (\theta) Y_{(m+2)-1} (\theta) \left( J_{3(m+2)-1} (\theta) \right)^{3 m^{3/2+1}} + 16 \sqrt{(k(t))^{-1}} c_2^2 Y_{3(m+2)-1} (\theta) Y_{(m+2)-1} (\theta) t^{3 m^{3/2+1}} - 8 c_2 J_{3(m+2)-1} (\theta) t^m - m c_2^2 \left( J_{3(m+2)-1} (\theta) \right)^2 t^m - 4 m c_2 c_2 J_{3(m+2)-1} (\theta) Y_{(m+2)-1} (\theta) t^m - 4 m c_2^2 J_{3(m+2)-1} (\theta) t^m - 4 c_2 J_{3(m+2)-1} (\theta) \left( J_{3(m+2)-1} (\theta) \right)^2 t^m - 16 c_2 Y_{(m+2)-1} (\theta) \left( J_{3(m+2)-1} (\theta) \right)^2 t^m, \) |
| \( y(t) = \sqrt{(k(t))^{-1}} c_2^2 \left( 1 + 2 c_1 e \right) J_{3(m+2)-1} (\theta) \left( J_{3(m+2)-1} (\theta) \right)^{3 m^{3/2+1}} + 2 \sqrt{(k(t))^{-1}} c_2 c_2 \left( J_{3(m+2)-1} (\theta) \right)^{m^{3/2+1}} + 4 \sqrt{(k(t))^{-1}} c_2^2 Y_{3(m+2)-1} (\theta) Y_{(m+2)-1} (\theta) \left( J_{3(m+2)-1} (\theta) \right)^{m^{3/2+1}} + 4 \sqrt{(k(t))^{-1}} c_2^2 \left( J_{3(m+2)-1} (\theta) \right)^2 t^m - 4 c_2 Y_{(m+2)-1} (\theta) \left( J_{3(m+2)-1} (\theta) \right)^2 t^m, \) |
| With \( \nu = (m+2)^{-1}, \tau = \sqrt{(k(t))^{-1}} t^{m^{3/2+1}}, \mu = 2\tau \nu, \) |
| \( \zeta_1 = \left( \frac{1}{2} J_{\nu} (\mu) \right) \frac{d}{d t} \) |
| \( + x \left( \frac{1}{2} J_{\nu} (\mu) \right)^2 + \frac{2}{m+2} J_{\nu} (\mu) \) |
| \( \left( -J_{\nu+1} (\mu) + \frac{J_{\nu} (\mu)}{2\tau} \right) \tau (m/2 + 1) \) |
| \( \frac{d}{dx} \) |
| \( \zeta_2 = t Y_{\nu} (\mu) \frac{d}{d t} \) |
| \( + x \left( \frac{1}{2} Y_{\nu} (\mu) \right)^2 + \frac{2}{m+2} Y_{\nu} (\mu) \) |
| \( \left( -Y_{\nu+1} (\mu) + \frac{Y_{\nu} (\mu)}{2\tau} \right) \tau (m/2 + 1) \) |
| \( \frac{d}{dx} \) |
| \( \zeta_3 = t J_{\nu} (\mu) Y_{\nu} (\mu) \frac{d}{d t} \) |
| \( + x \left( \frac{1}{2} J_{\nu} (\mu) Y_{\nu} (\mu) \right)^2 + \frac{1}{m+2} \left( \left( -J_{\nu+1} (\mu) \right) + \frac{J_{\nu} (\mu)}{2\tau} \right) \tau (m/2 + 1) \) |
| \( \frac{d}{dx} \) |
| \( \zeta_4 = \frac{x}{2} \frac{d}{d x} \) |
| \( \zeta_5 = \rho(t) \frac{d}{d x} \) |
Table 5: Group Classification of the Second Order Delay Differential Equation

| Type of Second order Delay Differential Equation | Generators |
|-----------------------------------------------|-------------|
| \( x''(t) + b(t)x'(t - r) + c(t)x(t) + d(t)x(t - r) = 0 \), \( d(t) = c_{32}b^2(t) + \frac{b'(t)}{2} \), \( c(t) = \frac{1}{2} \left[ c_{33}b^2(t) - \frac{3}{2} \left( \frac{b'(t)}{b(t)} \right)^2 + \frac{b''(t)}{b(t)} \right] \) | \( \zeta_1 = x \frac{\partial}{\partial x} \), \( \zeta_2 = \frac{1}{b(t)} \frac{\partial}{\partial t} + \frac{x}{2} \left( \frac{1}{b(t)} \right)' \frac{\partial}{\partial x} \), \( \zeta_3 = \rho(t) \frac{\partial}{\partial x} \) |
| \( x''(t) + b(t)x'(t - r) + c(t)x(t) = 0 \), \( c(t) = \frac{c_{36}}{c_{35}} \) | \( \zeta_1 = \frac{\partial}{\partial t} \), \( \zeta_2 = x \frac{\partial}{\partial x} \), \( \zeta_3 = \rho(t) \frac{\partial}{\partial x} \) |
| \( x''(t) + c(t)x(t) + d(t)x(t - r) = 0 \), \( c(t) = \frac{1}{2} \left[ \frac{c_{31}}{c_{37}} \frac{d''(t)}{2d(t)} + 5 \left( \frac{d'(t)}{d(t)} \right)^2 \right] \) | \( \zeta_1 = \frac{1}{\sqrt{d(t)}} \frac{\partial}{\partial t} \), \( \zeta_2 = \left( \frac{d'(t)}{d^{3/2}(t)} \right) x \frac{\partial}{\partial x} \), \( \zeta_3 = \frac{x}{2} \frac{\partial}{\partial x} \), \( \zeta_4 = \rho(t) \frac{\partial}{\partial x} \) |
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