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Abstract—Which joint interactions in the human gait cycle can be used as biometric characteristics? Most current methods on gait recognition suffer from the lack of interpretability. We propose an interpretable feature representation of gait sequences by the graphical Granger causal inference. Gait sequence of a person in the standardized motion capture format, constituting a set of 3D joint spatial trajectories, is envisaged as a causal system of joints interacting in time. We apply the graphical Granger model (GGM) to obtain the so-called Granger causal graph among joints as a discriminative and visually interpretable representation of a person’s gait. We evaluate eleven distance functions in the GGM feature space by established classification and class-separability evaluation metrics. Our experiments indicate that, depending on the metric, the most appropriate distance functions for the GGM are the total norm distance and the Ky-Fan 1-norm distance. Experiments also show that the GGM is able to detect the most discriminative joint interactions and that it outperforms five related interpretable models in correct classification rate and in Davies-Bouldin index. The proposed GGM model can serve as a complementary tool for gait analysis in kinesiology or for gait recognition in video surveillance.

I. Introduction

Human gait can be seen as a process in which joints of the corresponding skeleton interact in time and space. The movement of each joint represents a time series of spatio-temporal values. Such motion data were first collected and examined for gait recognition by Tanavongsuwan and Bobick [32] in 2001 to compose the gait features as four lower-body joint angle signals projected onto the walking plane. But the research has gone a long way since. Our colleagues have introduced various appearance models [37], relational features [27], geometric features [1], [9], [22].

More recently, graphical representations [26] and advanced machine learning methods [23], [35], [36] have been brought in. Balazia et al. [4] propose two sets of latent features learned by the maximum margin criterion and by a combination of principal component analysis and linear discriminant analysis, respectively. Kastaniotis et al. [18], [19] fuse information from feature representations from both Euclidean and Riemannian spaces by mapping data in a reproducing kernel Hilbert space. All these methods, however, lack one thing in common: interpretability.

In this paper we ask: Which joint interactions in the human gait cycle can be used as biometric characteristics? We approach this question by applying the Granger causality [14] to compute a directed graph which expresses spatio-temporal interactions between body landmarks as temporal variables by the so-called graphical Granger models (GGM) [3], [16]. Illustrated in Figure 1, the graph encodes the feature representation of one gait sequence, which we call the GGM gait feature. As of now, it is a conceptually unique model for visualizing and interpreting structured gait data and can serve as a tool for gait analysis in medical physiology or for gait recognition in video surveillance. Main contributions of this paper are:

- Construction of a graphical Granger model for identifying temporal interaction of joints by Granger causality.
- Investigation of eleven distance functions on how well they discriminate identities in the GGM feature space.
- Experimental evaluation demonstrating that the GGM detects the most discriminative joint interactions and outperforms five related interpretable models.

Fig. 1. Visualization of the GGM gait feature of one gait sequence. Vertices denote joints and directed edges denote the Granger causal relations between them.
II. Motion Capture Data

The proposed approach uses an advanced 3D motion acquisition technology that captures video clips of moving individuals and derives structural kinematic data. The format maintains an overall structure of the human body and holds estimated 3D positions of the main anatomical landmarks at a sequence of frames of synchronized and regular time intervals as the person moves. These so-called motion capture data (MoCap) can be collected online by the RGB-D sensors such as Microsoft Kinect [20] or Vicon [34].

![Figure 2. MoCap data. Skeleton is represented by a stick figure of 31 joints.](image)

For a schematic visualization of MoCap, we typically use a simplified stick figure representing the human skeleton, a graph of joints connected by bones, as shown in Figure 2. These stick figures can be automatically recovered from body point spatial (Cartesian) coordinates in time as the person moves. The topology contains major body components (head, torso, hips, arms, thighs, knees and ankles) of proportional length, width and position. The model is constructed with justifiable assumptions, only accounting for physiologically normal gait.

III. Related Interpretable Models

In order to reduce the high-dimensional MoCap data and to retain the discriminatory information at the same time, many research groups propose interpretable geometric features. These typically combine static body parameters (bone lengths, person’s height) with dynamic gait features such as step length, walk speed, joint angles and inter-joint distances, sometimes along with various statistics (mean, standard deviation or local/global extremes) of their signals. Leveraging their temporal variations, these signals form gait templates and are compared by the dynamic time warping (DTW) usually with one of the Levenshtein distances such as $L_1$ (Manhattan, CityBlock) or $L_2$ (Euclidean).

Jiang *et al.* [17] extract 4 distances between joints as dynamic gait features. Ahmed *et al.* [1] fuse 20 joint relative distances and 16 joint relative angles. Krzeszowski *et al.* [21] and Kwolek *et al.* [22] combine 26 pose attributes, such as bone angles (bone rotations around three axes), inter-joint distances, and the person’s height. Their DTW-based baseline 1-NN classifier uses a distance function that measures differences in Euler angles, step length and height. Sedmidubsky *et al.* [30] concludes that only the two arm angle signals are discriminatory enough to be used for recognition.

One practice of these methods is to feed the extracted features into various statistical machine learning models, such as naïve Bayes or multilayer perceptron, which completely shroud any interpretable information. Another practice is to use the features while keeping their geometric properties, allowing for interpretation and so for evaluation. For the evaluations in this work, we follow the second practice and implement their features in geometric form.

IV. Granger Causal Inference

Since its introduction for bivariate case [14], Granger causality has been widely used for causal inference among temporal variables, e.g. [6], [31]. The concept of Granger causality between two variables $x$ and $y$ represented by two multivariate time series is defined as follows. Let $x_1^n = \{x'_t | t = 1, \ldots, n\}$ and $y_1^n = \{y'_t | t = 1, \ldots, n\}$ be two time series up to time $n$. Based on the following regression models, Granger causality between $x$ and $y$ with lag $d = 1$ is defined as

$$y_1^n = B_1 \cdot x_1^{n-1} + B_2 \cdot x_1^{n-1} + e_1^n \quad \text{(4.1)}$$

$$y_1^n = B_1 \cdot y_1^{n-1} + e_1^n \quad \text{(4.2)}$$

where $x'_t, t = 1, \ldots, n$ and $y'_t$ are a Gaussian error time series with zero mean and $B_1$ and $B_2$ are matrices of coefficients for time series $y_1^n$ and $x_1^n$, respectively. Here, $x$ is said to Granger-cause $y$ if the first model in Eq. (4.1) results in a significant improvement over the second model in Eq. (4.2).

In the last decade, Granger causal inference among $p \geq 3$ variables has been generalized in the form of GGMs by means of penalized regression models, e.g. [3], [24], defined as follows. Given a multivariate series of observations $\{x'_j\}_{t=1, n j=1, \ldots, p}$ where $n$ is the length of the time series and $p$ its dimension, let

$$x_{i,d}^{\text{lag}} = x_{i+k}^{\text{lag}} \quad \text{(4.3)}$$

for an integer $0 < d < n$ denote a concatenated vector of all the lagged variables with maximal lag $d$ up to time $t$. The goal of the GGM is to compute a directed graph $G = (V, E)$ with vertices $V = \{1, \ldots, p\}$ as joints of the skeleton and directed edges $E \subseteq V^2$ as existing causal directions between them. The edges $e_{ij} \in E$ correspond
to the non-zero solutions of coefficients \( \beta_i = [\beta^1_i \cdots \beta^p_i] \) of \( p \) regression problems

\[
x_i = x_{t,d}^\text{lag} \beta_i, \quad i = 1, \ldots, p.
\]

(4.4)

Calculation of \( \beta_i \) directly from Eq. (4.4) through normal equations would lead to the form

\[
\beta_i = \left( (X^\text{lag})^\top X^\text{lag} \right)^{-1} (X^\text{lag})^\top x_i
\]

(4.5)

although the above inverse might not exist as matrix \( (X^\text{lag})^\top X^\text{lag} \) is highly collinear due to its construction from the lagged variables.

Therefore, we use a lasso penalization method [33] allowing optimization with highly collinear matrices of covariates. Lasso penalization with the GGM was first proposed by Arnold et al. in [3] in the form

\[
\hat{\beta}_i = \arg \min_{\beta_i} \sum_{i=1}^n \left| x_i^\text{lag} - (X^\text{lag})^\top \beta_i \right|^2 + \lambda | \beta_i |
\]

(4.6)

The regularization parameter \( \lambda > 0 \) controls the amount of shrinkage of the least squares and the variable selection, which, in moderation, can improve both prediction accuracy and interpretability. Cross-validation is usually used to select \( \lambda \) within a given interval. The optimization of Eq. (4.6) can be calculated from the input \( X \), lag \( d \) and an upper bound for \( \lambda \), \( \lambda_{\text{max}} \), for example by the coordinate descent (CD) method or by the least-angle regression (LARS) algorithm [10].

**Definition.** A Granger causal relation between two time series is defined based on the estimated coefficients \( \hat{\beta}_i \). For a fixed lag \( d > 0 \), the time series \( x_j \) Granger-causes the time series \( x_i \), denoted by \( x_j \rightarrow x_i \), if at least one of the coefficients in the \( j \)-th column of \( \hat{\beta}_i \) is non-zero.

Unfortunately, linear regression with lasso does not provide a unique general solution [38], i.e. it is not consistent so Granger causality conclusions from Eq. (4.6) can be spurious. To guarantee consistency, we use the GGM with the adaptive lasso. Moreover, in the following section we propose a generalization of the GGM for 3D time series.

V. Graphical Granger Model for 3D Time Series

In this section we construct a GGM for three-dimensional time series of MoCap data of human gait. Assume a realistic model of the model of a human body with \( p \) joints, such as in Fig. 2, and a digitally captured motion sequence of length \( n \) video frames. The tensor representation of a raw motion data sample has the form

\[
X = \begin{bmatrix}
x^1(x) & \cdots & x^p(x) \\
x^1(y) & \cdots & x^p(y) \\
x^1(z) & \cdots & x^p(z) \\
\vdots & \ddots & \vdots \\
x^1(x) & \cdots & x^p(x) \\
x^1(y) & \cdots & x^p(y) \\
x^1(z) & \cdots & x^p(z)
\end{bmatrix}
\]

(5.7)

of concatenated 3D spatial coordinates. Data in this format are considered the raw input for extracting the GGM gait feature. Since each of the \( p \) time series in Eq. (5.7) is 3-dimensional and one cannot apply the GGM from Eq. (4.6) directly, we order all dimensions of \( x_i \), in one row \( x_i = \left[ x^1_d(x) \ x^2_d(y) \ x^3_d(z) \cdots \ x^p_d(x) \ x^p_d(y) \ x^p_d(z) \right] \)

(5.8)

Instead of using \( X^\text{lag} \) depending on \( t \) as in Eq. (4.4), we construct a fixed design matrix

\[
X^\text{lag} = \begin{bmatrix}
x^1_d(\cdots) & \cdots & x^p_d(\cdots) & \cdots & x^1_d(\cdots) \\
x^1_d(y) & \cdots & x^p_d(y) & \cdots & x^1_d(y) \\
x^1_d(z) & \cdots & x^p_d(z) & \cdots & x^1_d(z) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
x^n_d(\cdots) & \cdots & x^{n-p}_d(\cdots) & \cdots & x^n_d(\cdots) \\
x^n_d(y) & \cdots & x^{n-p}_d(y) & \cdots & x^n_d(y) \\
x^n_d(z) & \cdots & x^{n-p}_d(z) & \cdots & x^n_d(z)
\end{bmatrix}
\]

(5.9)

for the corresponding regression problem.

**Remark.** Vectors \( X^\text{lag} \) from Eq. (4.3) are not rows of the matrix \( X^\text{lag} \). Instead, the matrix \( X^\text{lag} \) is constructed to allow the generalization of GGM problem, from one-dimensional \( x_i \), resulting in a single row in \( X^\text{lag} \), to three dimensions. We see that \( X^\text{lag} \beta_j = \left( X^\text{lag} \beta_j \right)^\top \) holds for each \( t = d+1, \ldots, n \) where \( (\cdot)^\top \) denotes the \( i \)-th coordinate of a vector \( \cdot \).

Now, substituting \( X^\text{lag} \) with \( X^\text{lag} \) and considering the 3D \( x_i \) from Eq. (5.8), we obtain an equivalent problem to Eq. (4.4),

\[
x_i = X^\text{lag} \beta_i, \quad i = 1, \ldots, p.
\]

(5.10)

Even though also Eq. (5.10) cannot be solved by normal equations due to the same invertibility issue as in Eq. (4.4), a penalized version of Eq. (5.10) can be solved. We use the adaptive lasso penalty which was introduced in [38] for the general linear regression. The GGM problem has now the form

\[
\hat{\beta}_i = \arg \min_{\beta_i} \sum_{i=1}^n \left\| \left( X_i \right)^\top - (X^\text{lag} \beta_i) \right\|^2_2 + \lambda \sum_{j=1}^p \sum_{l=1}^p w_{jl} | \beta_{jl} |
\]

(5.11)

for a given positive regularization parameter \( \lambda \geq 0 \) and with the weights \( w_{jl} = \left( \hat{\beta}_{jl}^{\text{MLE}} \right)^{-1} \)

(5.12)

as the total norm of the initial maximum likelihood (ML) estimate \( \hat{\beta}_{jl}^{\text{MLE}} \) of parameters \( \beta_{jl} \) which can be computed from the input \( X \) using the iteratively reweighted least squares (IRLS) algorithm [15].

**Remark.** For a Gaussian regression with adaptive lasso, the solution to the Eq. (5.11) is unique [38] and converges to the global optimum, that is, the problem is guaranteed to be consistent. In the experimental Section VII-B, we provide setup specifications of this model on MoCap data.

**Remark.** A common way to select the lag parameter \( d \) for the Granger model with lasso is to try these penalized regressions with various values of lag \( d \) and track
the Akaike information criterion (AIC) [2] or the Bayes
information criterion (BIC) [29] values.

Finally, the estimated values \( \hat{\beta}_{ij} \), \( i, j = 1, \ldots, p \) be-
tween the pairs of time series \( x_i, i = 1, \ldots, p \) serve as the
edges in the resulting causal graph GGM if there exists a
non-zero causality

\[
e_{ij} \in E \iff \exists t, 0 < t < d : |\hat{\beta}_{ij}(t)| > 0. \quad (5.13)
\]

Figure 1 illustrates the GGM gait feature from a gait
sequence. Positioned on a circle in the counter-clockwise
order, the 28 vertices represent the joints described in
Figure 2, with the exceptions of root, lhip and rhip, as in our
data they have static spatial coordinates over time.
The vertices are ordered systematically: left and right leg
in the upper right segment, torso in the upper left segment,
and left arm in the bottom left segment, and right arm
in the bottom right segment. Directed edges between the
vertices indicate the Granger causality of the source on the
target. Specifically in this figure, one can observe causal
directions from the legs to the upper torso. Furthermore,
the joints with the highest in-going node degree are the
left and right hand, which are the targets of mostly the
leg joints. We interpret this observation with the fact that
legs are the driving forces of a walk and that the arm
movements are a consequence of the leg movements.
In addition, the figure confirms the intuition that the upper
body joint movements are not causal to the movements of
remaining joints. To pose hypotheses from the point of
view of physiology of musculoskeletal system or sport
medicine is however beyond our expertise. We believe that
the discriminative and interpretable GGM gait feature can
provide a complementary tool to analyze gait of specific
persons and extend the expert knowledge of researchers
and medical professionals.

**Algorithm 1** Compute the GGM Gait Feature

**Input:** \( X = \{x_i\} \) from Eq. (5.7), \( d, \lambda_{\text{max}} \)

**Output:** GGM causality graph as adjacency matrix \( A \)

```python
1: function COMPUTEGGM(X, d, \lambda_{\text{max}})
2: Compute design matrix \( X^{\text{lag}} \) using X from Eq. (5.9)
3: Compute initial ML estimate \( \hat{\beta}_{ij} \) using IRLS
4: for \( x_i \in X \) do
5: Compute \( \hat{\beta}_i \) using \( X, d, \lambda_{\text{max}}, \hat{\beta}_{ij} \) from
6: Eq. (5.11) by LARS
7: for \( \hat{\beta}_{ij} \) do
8: \( A(j, i) \leftarrow 0 \)
9: if \((\exists t, 0 < t < d)\) such that \( |\hat{\beta}_{ij}(t)| > 0 \) then
10: \( A(j, i) \leftarrow 1 \)
11: end if
12: end for
13: return A
14: end function
```

Algorithm 1 for computation of the GGM gait feature
consists of these major steps: First, for \( X \) we construct the
lagged matrix \( X^{\text{lag}} \) of temporal variables as in Eq. (5.9).
Second, initial maximum likelihood estimates \( \hat{\beta}_{ij} \) of the
parameters \( \beta_{ij} \) are computed for all \( j = 1, \ldots, p \) using the
IRLS algorithm. Third, the estimates \( \hat{\beta}_{ij} \), \( i = 1, \ldots, p \), \( \hat{\beta} \in \mathbb{R}^{1 \times p} \) are computed from matrix \( X^{\text{lag}} \) lag \( d \), parameter
\( \lambda_{\text{max}} \) and the initial ML estimate \( \hat{\beta}_{ij} \) by solving the
problem in Eq. (5.11) with adaptive lasso. The optimization
can be done by the coordinate descent or by the LARS
algorithm. Fourth, the adjacency matrix \( A \) of the causal
graph GGM is constructed as follows: If at least one of the
\( d \) coefficients in the \( j \)-th row of \( \hat{\beta} \) is non-zero, then we
assign \( A(j, i) = 1 \). The algorithm finally outputs \( A \).

VI. Distance Functions on Causal Graphs

A Granger causal graph is a directed graph that can be
described by an adjacency matrix. Therefore, possible candidates for distance functions on such graphs include the
well-known matrix norms. Assume a pair of \( p \times p \) output causal adjacency matrices \( A = [a_{ij}]_{i,j=1}^p \) and \( A' = [a'_{ij}]_{i,j=1}^p \). We assess the following distance functions \( \delta(A, A') \):

**Distance functions defined over vector norms**

- **Total (absolute) norm distance**: \( \delta_T(A, A') = \|A - A'\| \) with
  \( \|B\| = \sum_{i,j=1}^p |b_{ij}| \) as the total (absolute) norm of \( B \).
- **Frobenius norm distance**: \( \delta_F(A, A') = \|A - A'\|_2 \) with
  \( \|B\|_2 = \sqrt{\sum_{i,j=1}^p (b_{ij})^2} \) as the Frobenius norm of \( B \).
- **Max norm distance**: \( \delta_M(A, A') = p \cdot \|A - A'\|_M \) with
  \( \|B\|_M = \max_{i,j=1,...,p} |b_{ij}| \) as the max norm of \( B \).
- **Jaccard distance**: \( \delta_J(A, A') = \frac{\max(A \cdot A')}{\max(A, A')} \) with \( \min(\cdot, \cdot) \) and \( \max(\cdot, \cdot) \) are matrices of element-wise minima and
  maxima, respectively.
- **Hamming distance**: \( \delta_H(A, A') = \frac{\max(A \cdot A') - \min(A \cdot A')}{\min(a_{ij}^n \rightarrow \infty)} \) with
  \( \min(\cdot, \cdot) \) and \( \max(\cdot, \cdot) \) as above.

**Distance functions defined by operator norms**

- **Absolute row sum norm distance**: \( \delta_{\|.\|_\infty}(A, A') = \|A - A'\|_{\infty} \) with
  \( \|B\|_{\infty} = \max_{i=1,...,p} \sum_{j=1}^p |b_{ij}| \) as the absolute row
  sum norm of \( B \).
- **Absolute column sum norm distance**: \( \delta_{\min}(A, A') = \|A - A'\|_1 \) with
  \( \|B\|_1 = \max_{i=1,...,p} \sum_{j=1}^p |b_{ij}| \) is the absolute column
  sum norm of \( B \).
- **Spectral norm distance**: \( \delta_S(A, A') = \|A - A'\|_{'\|B\|_s = \sqrt{\lambda_1(B^T B)} \text{ as the spectral norm of } B \text{ and } \lambda_k(B') \text{ as the}
  k-th largest eigenvalue of } B' \).

**Distance functions defined by singular values**

- **Ky-Fan k-norm distance**: \( \delta_{\sum_{i=1}^k}(A, A') = \sum_{i=1}^k \sigma_i \) with \( \sigma_i \) as the
  i-th singular value of \( |A - A'| \).
- **Hilbert-Schmidt norm distance**: \( \delta_{\sum}(A, A') = \sqrt{\sum_{i=1}^p \sigma_i^2} \)
  with \( \sigma_i \) as the i-th singular value of \( |A - A'| \) and \( r = \text{rank } (|A - A'|) \).
Distance functions induced by weighted vector norms

- Mahalanobis distance: a weighted Euclidean distance
  \[ \delta_M(A, A') = \sqrt{(A - A')^{\top} \Sigma_T^{-1} (A - A')} \]
  with \( \Sigma_T \) as the total scatter matrix of all adjacency matrices and \( \|B\| = \Sigma_p \sum_{i,j=1}^p |b_{ij}| \) as the total norm of \( B \).

VII. Evaluation

A. Data: We have extracted 302 gait samples of 16 identities from the CMU MoCap dataset [8] recorded with the optical marker-based system Vicon [34]. Data are stored in the standard ASF/AMC data format where the ASF files contain each person’s static 31-joint skeleton parameters and the AMC files describe bone rotational data during motion. 3D joint coordinates are calculated using bone lengths and rotations. The second dataset is KinectUNITO [12], [13] acquired with the optical marker-free system Microsoft Kinect [20]. Kinect provides a 20-joint skeleton and this dataset contains 400 gait samples of 20 identities.

To ensure skeleton invariance, we use one prototypical skeleton as the mean of all skeletons in the dataset. To ensure translation and rotation invariance, the center of the coordinate system \([0,0,0]\) is translated to the root joint and the axes are rotated according to the walker’s perspective: \(X\) axis is from right (negative) to left (positive), \(Y\) axis is from down (negative) to up (positive), and \(Z\) axis is from back (negative) to front (positive). For each skeleton, we consider \(p = 28\) of the 31 joints modeled in Figure 2 of CMU MoCap and \(p = 17\) of the 20 joints of KinectUNITO, with the three exceptions of root, lhip and rhip, as they are static over time and without an impact on causality. As a repetitive unit pattern of walking, each complete gait cycle is used as a biometric sample.

We further set a fixed length \(n = 156\) frames for each gait cycle, which is selected as the average gait cycle length.

B. Optimal Configuration of GGM: Before applying the GGM approach to the given dataset, we proved its feasibility in Section V. By statistical testing we confirmed Gaussianity and stationarity of all time series, so the GGM method is feasible for causal inference among the joints.

An appropriate lag \(d\) for time series in Eq. (5.1) can be calculated by AIC or BIC assuming that the degrees of freedom are equal to the number of non-zero parameters, which is only known to be true for the lasso penalty [38] but it is unknown for adaptive lasso. To select the lag, we followed the observation of Behzadi et al. [5] that varying the lag parameter from 1 to 50 has a negligible impact on the performance of GGM with adaptive lasso. In our experiments we therefore consider the lag \(d = 1\).

For computation of Eq. (5.11) via coordinate descent, we used adaptive lasso from package [25] and selected \(\lambda\) from interval \((0, \lambda_{\text{max}}]\) with \(\lambda_{\text{max}} = 5\). We found \(\hat{\beta}_i\) and \(\lambda\) using 5-fold cross-validation with respect to \(\lambda\).

The final GGM parameter to be optimized is the distance function. We evaluate all distance functions in Section VI by correct classification rate (CCR) and clustering criteria Davies-Bouldin index (DBI) and Dunn index (DI).

C. Results: We provide the results on an evaluation of GGM’s distance function as an ablation study, a comparison against related models, and an analysis of discriminativeness of all pairs of joint interactions. Additional analyses of lag value, dataset size and interpretability of related graphical models are provided in the supplementary material.

1) Distance Function: The goal was to find a distance function on adjacency matrices of causal graphs optimizing all CCR, DBI and DI at the same time. Our experimental results on both datasets CMU MoCap and KinectUNITO are reported in Table I. The main observation is that the total norm and the Ky-Fan 1-norm outperform other distance functions in CCR and DBI by a noticeable margin.

| distance function | CMU MoCap [8] | KinectUNITO [12] |
|-------------------|---------------|------------------|
| CCR | DBI | DI | CCR | DBI | DI |
| total norm | 0.9250 | 0.7051 | 1.2057 | 0.8541 | 0.7523 | 1.7286 |
| Frobenius norm | 0.8509 | 0.5347 | 1.6013 | 0.7626 | 0.5644 | 1.6903 |
| max norm | 0.7556 | 0.5150 | 1.7429 | 0.8032 | 0.6044 | 1.5359 |
| Jaccard | 0.6938 | 0.5187 | 1.9078 | 0.7523 | 0.8044 | 1.7286 |
| Hamming | 0.5940 | 0.5095 | 1.9987 | 0.7626 | 0.6538 | 1.6903 |
| abs. row sum norm | 0.7873 | 0.6441 | 1.3680 | 0.7217 | 0.6251 | 1.5359 |
| abs. col. sum norm | 0.7752 | 0.5062 | 1.7954 | 0.7338 | 0.6287 | 1.7497 |
| spectral norm | 0.7727 | 0.5551 | 1.6330 | 0.6710 | 0.6598 | 1.6607 |
| Ky-Fan 1-norm | 0.7966 | 0.4981 | 1.8393 | 0.6934 | 0.5267 | 1.7844 |
| Hilbert-Schmidt norm | 0.8380 | 0.5793 | 1.5488 | 0.8206 | 0.5901 | 1.4889 |
| Mahalanobis | 0.8059 | 0.5672 | 1.5909 | 0.8133 | 0.5772 | 1.7905 |

2) Comparison to Related Interpretable Models: Our method is compared to all interpretable models from Section III. All methods have been implemented with the highest scoring configuration reported in the respective papers. Results in terms of CCR, DBI and DI are shown in Table II. Our GGM with total norm distance scored the highest CCR, the one with Ky-Fan 1-norm distance has the lowest DBI and the one with Mahalanobis distance falls second/third by DI behind the model of Kwolok et al. [22]. Overall, we interpret the comparative evaluation as that the GGM gait feature is an interpretable MoCap-based gait recognition model of a high discrimination ability.

| dataset | CMU MoCap [8] | KinectUNITO [12] |
|---------|---------------|------------------|
| model | CCR | DBI | DI | CCR | DBI | DI |
| Ahmed [1] | 0.7705 | 0.6617 | 1.7051 | 0.7273 | 0.7219 | 1.7225 |
| Jiang [17] | 0.7199 | 0.7387 | 1.5104 | 0.6948 | 0.8345 | 1.6372 |
| Krzeczkowski [21] | 0.8258 | 0.6260 | 1.8033 | 0.8037 | 0.6031 | 1.8158 |
| Kwolok [22] | 0.9046 | 0.5639 | 1.8652 | 0.8520 | 0.7692 | 1.8627 |
| Sedmidubsky [30] | 0.6854 | 0.9410 | 1.2757 | 0.7609 | 0.6914 | 1.6630 |
| GGM (proposed) | 0.9250 | 0.4981 | 1.8393 | 0.8541 | 0.5267 | 1.7905 |
3) Joint Interactions: In this part we answer the question from the introduction about the discriminative ability of all joint interactions. The proposed experiment compares a large series of GGMs, each modified by removing one particular joint pair. Discriminative ability of an individual joint interaction is quantified as the percentual decrease in the evaluation metrics; lower CCR, higher DBI and lower DI. As the distance function, we select the optimal one in each metric given by the results in Table I. Figure 3 shows the percentual decrease in CCR, DBI and DI of GGMs modified by removing all pairs joint causalities, one at a time. For illustration, the value in the CCR matrix between *ltibia--rtibia* is 32, which means that disregarding the causal edge between ankles lowers the CCR by 32% compared to the complete model. Joint pairs of the highest discriminative causalities are ankles (*ltibia--rtibia*), toes (*ltoes--rtoes*) and elbows (*lhum--rhum*). Another observation is a high variability in discriminativess across joint pairs. And the final remark is that CCR is the least sensitive, while DI is the most.

VIII. Conclusion

We proposed a new feature representation of gait sequences in the standardized MoCap format by Granger causal inference, called the GGM gait feature, to encode temporal interactions of joints during walk. To the best of our knowledge, this is the first work applying the graphical Granger causality to feature representation of gait.

To define the similarity of GGM gait features of different persons, we investigated eleven distance functions on their separability of the identity classes by three evaluation metrics CCR, DBI, and DI. Our experiments on CMU MoCap and KinectUNITO indicate that the most effective distance functions for GGM gait features are the total norm in terms of CCR and the Ky-Fan 1-norm distance by DBI and DI. We further discovered that the most discriminatory interactions are those between ankles, toes, and elbows. Finally, we compared the optimal configuration GGM against five related interpretable models and obtained the highest CCR, the lowest DBI and the second/third highest DI.

In our future research, we proceed with analyzing the impact of additional skeleton schemes of OpenPose [7], AlphaPose [11] and LCRNet [28], which consider fewer joints. We believe that pathways for improvement can be established by advancing deep neural networks designed on principles of interpretable or explainable AI.
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