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People are ingesting various information from different sense organs all the time to complete different cognitive tasks. The brain integrates and regulates this information. The two significant sensory channels for receiving external information are sight and hearing that have received extensive attention. This paper mainly studies the effect of music and visual-auditory stimulation on electroencephalogram (EEG) of happy emotion recognition based on a complex system. In the experiment, the presentation was used to prepare the experimental stimulation program, and the cognitive neuroscience experimental paradigm of EEG evoked by happy emotion pictures was established. Using 93 videos as natural stimuli, fMRI data were collected. Finally, the collected EEG signals were removed with the eye artifact and baseline drift, and the \( t \)-test was used to analyze the significant differences of different lead EEG data. Experimental data shows that, by adjusting the parameters of the convolutional neural network, the highest accuracy of the two-classification algorithm can reach 98.8%, and the average accuracy can reach 83.45%. The results show that the brain source under the combined visual and auditory stimulus is not a simple superposition of the brain source of the single visual and auditory stimulation, but a new interactive source is generated.

1. Introduction

The study of audiovisual synchrony induced electroencephalogram (EEG) is an important part of the brain-computer interface (BCI) system. The BCI system provides a new way for humans to communicate without relying on peripheral nerves and muscles, that is, to communicate and control the outside world by measuring brain waves or other electrophysiological signals in the human brain. By studying the cognitive mechanism of the brain, exploring its efficient way of information processing, and popularizing the research results in the fields of intelligent systems such as computers, the intelligent processing ability of computers can be improved, so as to promote the rapid development of information science.

By converting the original brainwave signal into characteristic space in the form of string to a certain extent, the signal noise can be reduced, the change mode of brainwave signal can be abstracted, and the local information of brainwave signal can be kept to the maximum extent. In order to overcome the shortcomings of traditional methods, we extract the modal functions related to specific EEG signal tasks, which greatly improves the performance of emotion classification tasks based on EEG signals.

In the practical application of EEG signal analysis and processing, signal analysis methods such as time domain and frequency domain are successively introduced. Lawhern believes that the BCI uses neural activity as a control signal to communicate directly with the computer. For a given BCI example, the feature extractor and classifier are customized for the different features of the EEG control signal expected to limit its application to this specific signal. Here, he proposed whether it is possible to design a CNN architecture to accurately classify EEG signals from different BCI paradigms while making it as compact as possible. In this work, he introduced EEGNet, a compact convolutional network based on EEG’s BCI. He introduced the use of deep convolution and separable convolution to construct an EEG-
specific model, which encapsulates the famous EEG feature extraction concept of BCI. He compared EEGNet with the current state-of-the-art methods of the four BCI paradigms: P300 visual evoked potential, error-related negative response (ERN), motor-related cortical potential (MRCP), and sensorimotor rhythm (SMR). Although the conclusions of his research are correct, the research objects are rather vague [1]. Zhang believes that regularization has become a way to prevent overfitting of the brain-computer interface EEG classification. The effectiveness of regularization is usually highly dependent on the choice of regularization parameters usually determined by cross-validation (CV). However, CV imposes two main restrictions on BCI: (1) the user needs a large amount of training data; (2) it takes a relatively long time to calibrate the classifier. These restrictions will greatly reduce the practicality of the system and may cause users to be reluctant to use BCI. They introduced the sparse Bayesian method to classify EEG by using the Laplacian prior, SLaplace. Under the framework of Bayesian evidence, they use Laplacian priors to learn sparse discriminant vectors in a hierarchical manner. All required model parameters can be automatically estimated from the training data without the need for CV. Although their research is more targeted, it is not comprehensive enough [2]. Van believes that many variables in social sciences, physical sciences, and biological sciences (including neuroscience) are nonnormally distributed. In order to improve the statistical properties of such data or to allow parameter testing, logarithmic or logarithmic transformations are usually used. Box-Cox transformation or ad hoc method is sometimes used for parameters, and for these parameters, there is no known transformation that approximates normality. However, these methods are not always consistent with Gaussian. They discussed a transformation that maps the probability distribution to the normal distribution as much as possible and has precise consistency for the continuous distribution. To illustrate this point, the transformation was applied to the theoretical distribution and applied to quantitative electroencephalogram (qEEG) measurements from repeated recordings of 32 highly abnormal subjects. Consistency with Gauss is better than using logarithm, logarithm, or Box-Cox transformation. Their research lacks experimental data [3].

The main contributions of this paper are as follows: (1) an effective experimental paradigm of cognitive neuroscience is established, and the cognitive law of visual emotion is obtained, which improves the classification recognition rate; (2) the analysis and processing process of EEG signal is improved to promote the better integration of computer science and medicine; (3) the feature extraction and classification algorithm improvement of EEG data are carried out by using ERP technology.

2. Emotional Cognition and EEG Signals

2.1. Emotional Cognition Based on Complex System. Emotion is a kind of psychological evaluation made by the body for the things in the surrounding environment relative to its own needs. It can be seen that the cognitive process has a very important meaning for the generation and adjustment of emotions. The body constantly uses cognitive mechanisms to evaluate and judge whether things in the surrounding environment can meet the body’s adaptation needs, and on this basis, there are positive or negative emotional reactions. When the body adopts a more concise and clear cognitive structure and strategies, the way the body evaluates things will be relatively simple, and the emotional experience generated at this time is more likely to be in a strong state; and when the human body adopts more complex and changeable cognitive structures and cognitive strategies, the body will evaluate the surrounding things from multiple aspects and multiple levels, and the emotional experience generated at this time is more likely to tend to a mild state; that is, the complexity of the cognitive structure and the difference in cognitive strategies can greatly affect the generation and experience of emotions [4].

Complex system theory is a frontier direction in system science, and its main purpose is to reveal some dynamic behaviors that are difficult to explain with existing scientific methods. Different from the traditional reductionist method, the complex system theory emphasizes the combination of holism and reductionism to analyze the system. Complex systems are very sensitive to changes in individual parameters and partial structures in the system, while the human brain and nervous system are nonlinear and extremely complex systems. Therefore, when conducting research on emotional cognition, people will use the theory of complex systems to better feel the changes in the human body and achieve a high degree of correlation in many fields such as psychology, physiology, and neuroscience.

2.2. EEG Signal. When the external stimulation acts on the neurons, the potential difference between the inner and outer sides of the cell membrane decreases, and the excitability is enhanced. As the active potential is generated, a peak pulse will be generated on both sides of the cell membrane, which changes the positive and negative values from the inside to the outside. Synapses are the processes needed to transmit excitability between different neurons, and synapses play a very important role in transmitting excitability. In the process of transmission is excited, excited feeling of cells before contact position after pulse synapses, capsule into the hot spring active, after the release of the neurotransmitter substance synaptic relaxation, like a receiver cell membrane, it can be felt on the surface of the neurotransmitter substance and catch the body cause a series of changes of cell membrane ion channels, to cause the membrane potential of, namely the trigger synapses potential [5].

Brain waves can be roughly regarded as the dominant waveform of sine waves, so the waveform of brain waves can be represented by parameters such as frequency, amplitude, and phase. (1) Alpha waves appear when you are awake and close your eyes quietly. The frequency is 8~13 Hz, and the amplitude is 20~100 μV. This is the most rhythmic waveform in brain waves. During visual stimulation or related cognition, the alpha wave will be immediately replaced by the beta wave. (2) Beta waves appear when the brain is excited,
which is related to mental tension and emotional excitement. The frequency is 14~30 Hz and the amplitude is 5~20 µV, which is a fast wave. (3) When Cida waves indicate sleepiness or mental anxiety, the frequency is 4~7 Hz and the amplitude is 10~50 µV when satisfied. (4) Delta waves are under deep anesthesia, hypoxia, or organic brain diseases, with a frequency of 0.5 to 3 Hz and an amplitude of 20 to 200 µV. The actual measured brain wave is a signal composed of the above-mentioned multiple frequency components, which usually contains a lot of background noise [6].

The characteristics of EEG are as follows: (1) EEG is weak and interference noise is strong. Generally, the amplitude of EEG is only about 50 µV. In the observation, the signal of the non-study object is very strong; for example, some unavoidable interference factors will cause strong interference noise. Due to these interference factors, the requirements for EEG extraction and processing devices need to be increased. For example, EEG detection systems and analysis systems require high input impedance, high common mode removal ratio, and low noise amplification technology. (2) EEG is unstable and random. The instability of the signal means that the statistical characteristics of the signal have nothing to do with the time of statistical analysis. In fact, the rhythm of brain waves is related to changes in mental state. The nonstationarity of brain waves is caused by certain changes in the physiological factors that constitute brain waves, and it has a relatively strong ability to automatically adapt to the outside world. (3) The frequency domain characteristics of EEG are clear, and power spectrum analysis and various frequency processing technologies decide to occupy a more important position than other physiological telecommunication. (4) There is very important mutual information between each read signal. This is because EEG generally uses multichannel signals obtained by a multielectrode measuring device [7].

2.3. Emotional Classification of EEG Signals. Emotional brainwave signals are generated by test subjects under specific emotional stimuli. Compared with sleep-related brain wave analysis tasks, the brain wave signal generated by emotional stimulation is longer. All points of the entire brain wave signal have nothing to do with a specific emotion, and most of the emotions are generated in local parts [8].

The Gaussian process is a collection of probability variables, which are distributed according to the combined Gaussian. In the Gaussian process regression, these probability variables represent the values of independent variable functions. Gaussian process regression assumes that the average value of the independent variable function distribution is 0, and the correlation between them is represented by the covariance function. The commonly used covariance function is as follows [9]:

\[
K_{i,j} = K(X_i, X_j) = \theta_0 \exp \left\{ -\frac{1}{2} \sum_{d=1}^{C_l} \eta_d (x_{i,d} - x_{j,d})^2 \right\}.
\]  

The fully connected layer usually uses the Softmax model to solve multiclassification problems. The loss function of Softmax is as follows:

\[
J(\theta) = -\frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{k} I[y^{(i)} = j] \log \frac{e^{\theta_j}}{\sum_{j=0}^{k} e^{\theta_j}}.
\]  

In the formula, \( \theta_j \) represents the input of the jth neuron node of the lth layer (usually the last layer), and \( \sum e^{\theta_j} \) represents the sum of the inputs of all the neuron nodes of the entire l layer. In order to prevent the local optimization of \( J(\theta) \), the weight attenuation term is introduced. The specific expression is as follows:

\[
J(\theta) = -\frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{k} I[y^{(i)} = j] \log \frac{e^{\theta_j}}{\sum_{j=0}^{k} e^{\theta_j}} + \frac{\lambda}{2} \sum_{i=1}^{k} \sum_{j=0}^{n} \theta_{i,j}^2.
\]

Human beings do not recognize things by pixel by pixel but get local information from a part of the area, collect all the local information, and finally integrate it into the global information. In general, in any image, the closer the distance between two pixels is, the greater the correlation between them will be, while the correlation between two pixels that are far away is relatively small [10]. In fact, human neurons can only capture the local information of a picture and do not respond to global information. But in the end, the currently selected attribute is classified according to the impurity function. If selecting this attribute can reduce the impurity, then this attribute can separate the data. If the impurity function is denoted as \( \Delta i(t) \), the purity gain is denoted as

\[
\Delta i(t) = i(t_p) - E[i(t_c)] = i(t_p) - P_l[i(t_c)] + P_r[i(t_c)].
\]

Dice similarity coefficient calculation formula is as follows:

\[
\text{DICE} = \frac{2|\text{SEG} \cap \text{GT}|}{|\text{SEG}| + |\text{GT}|}.
\]

\[
y = \alpha w y + \beta_1 x - W \beta_2 x + \varepsilon,
\]

\[
\ln g d p_{it} = a_0 + a_1 d u^* d t + \sum_{i=1}^{N} b_j X u + \varepsilon_u.
\]

Video coefficient calculation formula is as follows:

\[
\text{SEN} = \frac{|\text{SEG} \cap \text{GT}|}{\text{GT}}.
\]

\[
I_{\text{sim}} = 1 - \frac{2 \mu_s \mu_y + C_s}{(\mu_s + \mu_y + C_s)(\sigma^2_s + \sigma^2_y + C_s)} \left( \left( \frac{2 \mu_s \mu_y + C_s}{(\mu_s + \mu_y + C_s)(\sigma^2_s + \sigma^2_y + C_s)} \right) \right).
\]

\[
\psi = \sum_{x=1}^{\theta} V x = \sum_{x=1}^{\theta} \left( \frac{W x}{\sum_{i=1}^{n} W x} \right).
\]
VOE coefficient calculation formula is as follows:

\[
VOE = 1 - \frac{|SEG \cap GT|}{|SEG \cup GT|}
\]  

(11)

\[
U_2 = \left\{ \begin{array}{ll}
 s - p_1 - kx_2, \\
x - p_2 - k(1 - x_2).
\end{array} \right.
\]  

(12)

RVD coefficient calculation formula is as follows:

\[
RVD = 100\% \times \left( 1 - \frac{|SEG| - |GT|}{|GT|} \right).
\]  

(13)

Jaccard coefficient calculation formula is as follows:

\[
\text{Jaccard} = \frac{|SEG \cap GT|}{|SEG \cup GT|}
\]  

(14)

\[
x_H = \frac{p_2 - p_1 + 1}{2}.
\]  

(15)

2.4. Physiological Basis of Music- and Image-Induced EEG. There is a close relationship between emotion and emotion, which is both difference and connection. The process of emotion is accompanied by human emotions and emotions. It comes from the process of cognition and affects the conduct of cognition and activities.

When we have different emotions such as joy, anger, and sadness, we usually have emotions first and then emotions. The generation of emotion does not need conditioned reflex, while emotion is gradually acquired and evolved in the society. Emotions are extremely unstable and emotions are relatively stable. Generally, the emotion is not stable, which is situational and temporary. Compared with emotion, emotion is more stable, which is an embodiment of essence and will not change at any time. Inducing different emotions is the most important premise of emotion research. Emotion can be induced by external stimulation and internal response. At present, the common methods of emotion induction can be divided into two types: subjective induction and event induction. The subject elicitation is to make the subjects recall the memory fragments with emotional color or imagine the scene with a specific emotional state to induce the specific emotions of the subjects. The disadvantage of this method is that it cannot ensure that the participants can recall the corresponding memory fragments or imagine the scene of a specific emotional state, so it is difficult to ensure that the subjects can successfully induce specific emotions; even if the induction is successful, it is difficult to measure the duration of the corresponding emotions. Event elicitation is based on the mirror neuron theory, using external means to induce subjects to produce corresponding emotions. It is the most common event inducing method to induce the subjects’ different emotions through external stimuli such as pictures, music, and video, and it is also the most commonly used emotion-inducing method by researchers. Emotion induction is the precondition of emotion recognition research. If the subjects’ emotion cannot be induced successfully, the follow-up research will not be conducted or the wrong results will be obtained [11, 12].

3. EEG Experiment on Emotional Cognition under Visual and Auditory Synergy Stimulation

3.1. Experimental Data Set. The DEAP data set includes a preprocessed version of the original EEG signal, and its main content is shown in Table 1. This version downsamples the original signal, and the sampling frequency is after 128 Hz. The signal is filtered at 4 to 45 Hz through a bandpass filter, and then the traces of the electrical signal are removed by blind source separation. In this experiment, 32 induced EEG signals in the data set were set to 5.0, and joy, arousal, and excitement were classified as low (score < 5.0) and high (score ≥ 5.0), respectively; in 3 emotional dimensions, two classifications were made separately [13].

3.2. Experimental Platform. The experiment uses presentation to write the experimental stimulation program. Presentation can interact well with ERP, MEG, fMRI, and so on and is often used for stimulus presentation and experimental process control in cognitive experiments. It runs under the Windows environment and can reach millisecond time accuracy [14].

3.3. Experimental Process

(1) fMRI data collection was performed using 93 videos as natural stimuli. These videos were divided into eight large segments and played to three subjects using an MRI-compatible VR eyewear device, while they were scanned by fMRI. Parameters were 30-axis slice, matrix size 64 × 64, layer thickness 4 mm, 220 mmFOV, TR = 1.5 s, TE = 25 ms, and ASSET = 2 [15].

(2) In order to prevent subjects from being stimulated by strong picture colors during the experiment, the experiment adopted a black background with a resolution of 640 × 480 and a size equal to half of the screen. Moreover, the experimental pictures had the same brightness and contrast. The pictures were randomly divided into 5 sections and presented in a random manner to effectively avoid the practice effect and fatigue effect. Each image presented 3 s, and images were continuously presented between stimuli in each bar. After the end of each section of the experiment, the subjects could choose whether to take a rest. The experiment lasted for 5 minutes [16].

(3) EEG data acquisition: firstly, set the storage path of EEG data; then the EEG signals recorded on the screen of the subjects were observed. When the EEG signals stabilized, the audiovisual stimulation experimental paradigm was presented on the screen of the subjects. Finally, in accordance with the designed experimental paradigm flow, the subjects were induced by emotional pictures and sounds to collect EEG signals [17].
The entropy of the state of the subjects is more relaxed when watching the picture, which makes the law of brain waves weaker, and thus the power spectrum entropy becomes larger. The importance of emotion to human life is self-evident, and it affects the individual’s evaluation of external things and affects the individual’s behavior mode in dealing with external things. The relationship between emotion and executive function has also become a research hotspot in recent years. Through research on patients with anxiety and depression, people have found that emotions affect individual working memory, renewal, transformation, and other abilities [19, 20].

Figure 3 shows the accuracy comparison of the two-category emotion recognition of the five algorithms. The horizontal axis in the figure represents the tester number, and the vertical axis represents the accuracy rate. It can be seen from the figure that when using statistical features as input, two algorithms, RBF-SVM and Linear-SVM, are used for emotion recognition, and their accuracy is generally lower than that of the algorithm in this paper.

As shown in Table 4, through the comparison of the accuracy of the algorithm in this paper and the algorithm in the literature, it can be found that this paper uses the preprocessed brain wave signal as input. By adjusting the parameters of the convolutional neural network, the highest accuracy rate of the two-class algorithm can reach 98.8%, and the average accuracy rate is 83.45%; compared to the emotion recognition algorithm of the convolutional neural network that uses statistical features as input, it is significantly improved [21].

As shown in Figure 4, with the increase in sparsity, the clustering coefficient C under different sparsity levels increases monotonically, and the clustering coefficient can measure the clustering characteristics and tightness of the brain function network. Under high arousal conditions, the clustering coefficient of the brain network with low pleasure is smaller than the brain network of high pleasure; under the condition of low pleasure, the clustering coefficient of low arousal is greater than the clustering coefficient of high arousal.

As shown in Figure 5 and Table 5, this may indicate that, under higher pleasure conditions, the brain nerves are more excited, local connections between brain regions increase, and brain function connections are enhanced, and under the same conditions of low pleasure, the brain function of the brain with low arousal is higher than the high arousal. The brain function of the brain network has more connections between brain regions, and the local connection function is stronger. The research results on local efficiency are consistent with the research results of clustering coefficients. Both of these two attributes can reflect the differentiation ability of local brain functions. Together, the two indicate that high-pleasure emotions promote the local information processing and processing of the brain [22].

### 3.4. Data Processing

(1) Data format conversion (convert .cnt to .mat format): since the original data is a .cnt format file collected by the Scan software, this article uses the EEGLab toolbox to import it into Matlab and then process it. The data saved after processing is in the .mat format, and the data in the .mat format can be used. The data generated by subsequent feature extraction and other works can also use the .mat format.

(2) Complete the independent component analysis processing of the data. Use the ICA algorithm in the EEGLab toolbox to decompose the data, and remove the artifact signals such as ocular electricity and myoelectricity to achieve denoising [18].

### 4. EEG Analysis of Emotional Cognition under Visual and Auditory Costimulation Based on Complex System

#### 4.1. Analysis of Global Feature Difference Results

First, select the initial value of the weight vector in the convolutional layer, the learning rate is 1e−5, and the momentum factor is 0.9. Under the eight probability distribution conditions of uniform distribution, zero-point distribution, and normal distribution, the effects of different initialization weight vectors on the accuracy of emotion recognition are shown in Figure 1. It can be found from the table that the classification accuracy is the highest when the initialization weight vector is uniformly distributed. The power spectrum entropy of P area, PT area, and O area does not change significantly with the level, which also shows that these areas have a small relationship with emotions.

As shown in Figure 2 and Table 2, the power spectrum entropy of F zone, AT zone, and C zone fluctuates greatly with the level change, especially in F zone. And the power spectrum entropy of the F zone has an upward trend with the level change. This may be due to the fact that the brain is in a highly stressed state when viewing lower-level pictures, which makes the regularity of the brain waves stronger, so that the power spectrum entropy is higher.

As shown in Table 3, as the level of the picture increases, the state of the subjects is more relaxed when watching the picture, which makes the law of brain waves weaker, and thus the power spectrum entropy becomes larger. The importance of emotion to human life is self-evident, and it affects the individual’s evaluation of external things and affects the individual’s behavior mode in dealing with external things. The relationship between emotion and executive function has also become a research hotspot in recent years. Through research on patients with anxiety and depression, people have found that emotions affect individual working memory, renewal, transformation, and other abilities [19, 20].

As shown in Figure 3 and Table 5, this may indicate that, under higher-pleasure conditions, the brain nerves are more excited, local connections between brain regions increase, and brain function connections are enhanced, and under the same conditions of low pleasure, the brain function of the brain with low arousal is higher than the high arousal. The brain function of the brain network has more connections between brain regions, and the local connection function is stronger. The research results on local efficiency are consistent with the research results of clustering coefficients. Both of these two attributes can reflect the differentiation ability of local brain functions. Together, the two indicate that high-pleasure emotions promote the local information processing and processing of the brain [22].
problem of image classification, the input is unstructured image data; that is, we do not need to extract all the features of an image. At the same time, the operation of each layer in the convolutional neural network is equivalent to extracting the image features with a feature operator, and the parameters of the feature operator can be adjusted and updated continuously during the whole network training process, so as to optimize the classification results.

As shown in Figure 6, the number of features that can be extracted in the whole network is closely related to the scale...
The impact of different initialization weight vectors on the accuracy of emotion recognition

**Figure 3:** The impact of different initialization weight vectors on the accuracy of emotion recognition.

| Item          | Stimulate | Neurons | Cell membrane | Polarization | Elimination state |
|---------------|-----------|---------|---------------|--------------|-------------------|
| Positive      | 1.63      | 1.76    | 0.8           | 1.99         | 1.02              |
| Overlapping   | 2.65      | 1.94    | 3.32          | 3.68         | 1.28              |
| Galvanic      | 4.15      | 2.18    | 4.58          | 3.7          | 2.83              |
| pF            | 2.33      | 3.53    | 4.26          | 1.77         | 5.86              |
| LO            | 3.42      | 4.44    | 3.61          | 2.12         | 3.86              |
| PPA           | 6.32      | 2.84    | 3.09          | 5.63         | 4.65              |

**Table 4:** The parameters of the convolutional neural network.

- **Figure 4:** the clustering coefficient of high arousal.
of the network model. The larger the scale of the network model is, the more features can be extracted and the more types can be effectively distinguished [23]. In addition, since the convolution kernel parameters are constantly updated and adjusted throughout the training process, there is no need to pay special attention to the processing result of each layer, but to adjust the parameters of each layer within a reasonable range based on the output error of the network, and finally complete. From autonomous learning to abstract feature expression, image classification is realized. Instead, we use the average intensity of all voxels in the selected brain area as a benchmark. Such a choice has an advantage over the same conversion factor in the expansion result.

As shown in Figure 7 and Table 7, compared to the gray matter intensity calculated separately, it affects the change in signal percentage. A brain with 35% white matter is 15% brighter than gray matter, and the average signal percentage using the whole brain is reduced by 5% of the baseline using only gray matter. Generally, the magnitude of this difference is small compared to other errors. Similarly, the threshold used to cover the whole brain only has a small effect on the reasonable range of the threshold [24].

4.3. Synchronous Analysis of EEG Induced by Visual and Auditory Perception. The results of the EEG phase synchronization index t-test are shown in Figure 8 and Table 8. The results show that there are significant differences between the EEG synchrony index of happy emotion cognition (positive emotion) and anger, sadness, surprise, disgust, and fear emotion cognition (negative emotion). When receiving pleasant facial expression pictures and sound synchronization stimulation, the parietooccipital lobe and the left frontal lobe have a high EEG phase synchronization; that is, the visual area and the left emotional area have a synchronized oscillation phenomenon, and the synchronization of the glume lobe and the left frontal lobe is not high; that is, the phenomenon of synchronous oscillation is not obvious.

As shown in Figure 9 and Table 9, it can be inferred that the visual channel plays a dominant role in the perception of pleasure. When receiving the stimulus of the sad expression picture and the sound synchronization, the occipital lobe and glume lobe have a high EEG phase synchronization with the right frontal lobe; that is, the visual area and auditory area have synchronized oscillations with the right emotional area, but the leaves are displayed. Compared with the
synchronization of the right frontal lobe, the synchronization between the occipital lobe and the right frontal lobe is higher. From this, it can be inferred that, in the cognition of sad emotions, the auditory channel plays a leading role and the visual channel plays a supporting role. When neurons are in a resting state, positive and negative charges are evenly distributed inside and outside the cell membrane, but due to the overlap of the positive and negative centers, all neurons neither will exhibit electrical properties on the outside nor will form galvanic couples [25,26].

As shown in Figure 10 and Table 10, when a neuron is stimulated, the cell membrane is in a state of polarization cancellation, the internal and external charge distribution are uneven, and the centers of positive and negative charges do not overlap, thus forming a pair of galvanic couples. Under sound conditions, a similar situation occurs. The three brain regions pF, LO, and PPA form a network, but they have nothing to do with STS. STS can perceive three modal stimuli: single vision, single hearing, and audiovisual integration, so it is possible that this mode of sound is only processed in STS and has nothing to do with the network formed by those three brain regions. According to the results of multivoxel mode analysis, we see that the STS brain area is also involved in representing

Table 7: Comparison of the effects of gray matter intensity and white matter on the brain.

| N  | Angle | Edge | Information gain | Area | Ridge | NLP |
|----|-------|------|------------------|------|-------|-----|
| 1  | 0.6   | 0.86 | 0.29             | 0.95 | 0.69  | 0.14|
| 2  | 1.62  | 3.95 | 3.08             | 3.27 | 1.46  | 3.44|
| 3  | 5.81  | 5.38 | 2.6              | 5.73 | 5.52  | 3.81|
| 4  | 2.5   | 3.57 | 1.03             | 4.4  | 4.52  | 3.61|
| 5  | 4.21  | 3.19 | 3.81             | 4.7  | 3.25  | 3.28|
| 6  | 6.79  | 5.39 | 2.97             | 4.04 | 2.16  | 6.99|

As shown in Figure 6: Average accuracy of discrete dimensions.

Figure 6: Average accuracy of discrete dimensions.

Figure 7: The number of features that can be extracted and the size of the network model.

Figure 7: The number of features that can be extracted and the size of the network model.
The phenomenon of synchronous oscillation is not obvious

**Figure 8:** EEG synchronicity index of happy emotion cognition.

**Table 8:** Synchronized oscillation phenomenon.

| Visual channel | Pleasure | Sound synchronization | Glume leaf | Right frontal lobe | Auditory channel |
|----------------|----------|-----------------------|------------|--------------------|------------------|
| 1.14           | 0.46     | 1.46                  | 1.61       | 1.78               | 1.69             |
| 2.58           | 1.88     | 2.08                  | 2.08       | 3.57               | 2.1              |
| 5.79           | 4.93     | 5.46                  | 2.9        | 3.72               | 3.98             |
| 4.43           | 4.41     | 3.59                  | 4.97       | 4.61               | 2.26             |
| 3.87           | 1.15     | 1.19                  | 4.8        | 1.88               | 3.27             |
| 3.6            | 4.13     | 1.75                  | 6.87       | 3.03               | 3.77             |

**Figure 9:** Visual channels play a leading role in pleasure.
the semantic similarity between the scene and the sound, so we further explored the whole brain that is functionally connected to the STS under the sound and scene tasks.

As shown in Figure 11, the results found that there are common parts of the brain areas that are jointly responsible for processing scenes and sound tasks with STS: perception related (insular lobes), spatial imagery and memory (middle occipital region), semantic related (back of middle temporal gyrus) and object perception related brain area (LOC), and auditory integration. As the number of decomposition layers increases, the smoother the waveform is, the more the information is lost; on the contrary, the less the number of decomposition layers, the more the interference in the waveform. It can be obtained by plotting the approximation coefficients and detail coefficients of the above layers, and the preprocessed EEG signal is subjected to 5-layer wavelet decomposition, and the obtained waveform has good smoothness while retaining the details more completely.

Therefore, the wavelet coefficients of the fifth layer are algorithmically reconstructed to extract the P300 characteristics of evoked EEG in the visual, auditory, and visual and auditory target stimulation modes. Whether it is visual, auditory, or visual-auditory joint stimulation mode, the wavelet transform method can effectively extract the P300 characteristic of the evoked EEG signal, so that the target stimulus in the three modes can be effectively distinguished from the nontarget stimulus [27, 28].

As shown in Figure 12 and Table 11, in the ERP induced by different valence emotion pictures as a stimulus, the middle component and late component also showed significant differences in amplitude. In the right brain, the negative wave amplitude induced by high-pleasure pictures is significantly higher than the negative wave amplitude induced by low pleasure pictures. This phenomenon can indicate that positive stimulation can get more cognitive resources in the right brain, and emotions are in the right

| Item    | Stimulate | Neurons | Cell membrane | Polarization | Elimination state |
|---------|-----------|---------|---------------|--------------|-------------------|
| Positive| 1.63      | 1.76    | 0.8           | 1.99         | 1.02              |
| Overlapping| 2.65 | 1.94    | 3.32          | 3.68         | 1.28              |
| Galvanic| 4.15      | 2.18    | 4.58          | 3.7          | 2.83              |
| pF      | 2.33      | 3.53    | 4.26          | 1.77         | 5.86              |
| LO      | 3.42      | 4.44    | 3.61          | 2.12         | 3.86              |
| PPA     | 6.32      | 2.84    | 3.09          | 5.63         | 4.65              |
brain. Subject to more refined evaluation processing, this cognitive process involves attention and memory cognitive processes. Different processing of visual information with different valence exists in every stage of mental processing.

As shown in Figure 13, whether under high arousal conditions or low arousal conditions, after 300 ms, the left and right brains have different processing methods for different valence of visual information, but they are all involved in the emotional processing process, both in the frontal and central regions. Reflect this difference in processing. The research on the ERP effect of emotional valence mainly focuses on negative bias, but there is no obvious

---

**Figures and Tables**

**Figure 11:** The effect of the number of decomposition layers on the lost information.

**Figure 12:** EEG phase synchronization index t-test results.

**Table 11:** The emotional effect of ERP fluctuations.

| Emotional processing | Emotional price | ERP role | Up negative | Negative stimulus |
|----------------------|-----------------|----------|-------------|-------------------|
| Left brain           | 1.42            | 0.55     | 1.43        | 1.21              | 0.46             |
| Right brain          | 1.44            | 2.1      | 1.24        | 2.79              | 3.82             |
| Vi-info              | 5.7             | 4.51     | 4.05        | 5.71              | 5.76             |
| Fron-lobe            | 4.28            | 3.9      | 3.46        | 2.72              | 5.03             |
| Cent-area            | 1.7             | 3.75     | 3.58        | 2.43              | 3.79             |
negative bias in this experiment. This is because negative bias mainly occurs when attention resources are relatively lacking, and negative stimuli are allocated to more psychological resources. When psychological resources are sufficient, there is no difference in advantage between positive and negative emotional information processing.

5. Conclusions

This paper mainly studies the changes of EEG under the synergy of music and image visual and auditory stimuli based on complex systems. The event-related potential technology is used to analyze and study the rules of visual emotion cognition. The brain activity analysis method based on emotional valence and the brain activity analysis method based on emotional arousal are used to compare the tester’s emotions on the two indicators of valence and arousal. Marking as a label, by selecting music videos as the tester’s emotional inducing material, it effectively induces the tester to produce obvious emotional changes. Let the tester watch the video intermittently, collect the physiological signals generated by the body during the viewing process, preprocess the collected human physiological signals to construct a new data set, and finally use the data set for the algorithm test.

Feature extraction is performed on the preprocessed visual, auditory, and visual-auditory joint evoked EEG signals. When a single channel (visual or auditory) stimulation is given to complete positive emotional cognition, the right frontal lobe has a higher synchronization with the visual or auditory areas of the brain, which is related to the brain receiving visual or auditory stimuli; while completing the negative during emotional cognition, the left frontal lobe and other functional areas did not show synchronized activities. The results of this study show that when receiving a single channel (visual or auditory) stimulation to complete emotional cognition, positive emotions can cause synchronized electrical activity in related areas of the brain more than negative emotions.

The body’s emotional state affects the pattern of attention distribution. If the body is in a positive emotional state, it is more likely to adopt a top-down approach to information processing, which relies on the body’s already formed knowledge and experience structure. On the contrary, the organism in a negative emotional state is more likely to adopt a more systematic information processing strategy, which is a bottom-up information processing method, which does not depend on the knowledge and experience of the body. Meanwhile, the organism adopting this method will pay more attention to the details of the current stimulus.
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