Image Segmentation Parameter Selection and Ant Colony Optimization for Date Palm Tree Detection and Mapping from Very-High-Spatial-Resolution Aerial Imagery
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Abstract: Accurate mapping of date palm trees is essential for their sustainable management, yield estimation, and environmental studies. In this study, we integrated geographic object-based image analysis, class-specific accuracy measures, fractional factorial design, metaheuristic feature-selection technique, and rule-based classification to detect and map date palm trees from very-high-spatial-resolution (VHSR) aerial images of two study areas. First, multiresolution segmentation was optimized through the synergy of the F1-score accuracy measure and the robust Taguchi design. Second, ant colony optimization (ACO) was adopted to select the most significant features. Out of 31 features, only 12 significant color invariants and textural features were selected. Third, based on the selected features, the rule-based classification with the aid of a decision tree algorithm was applied to extract date palm trees. The proposed methodology was developed on a subset of the first study area, and ultimately applied to the second study area to investigate its efficiency and transferability. To evaluate the proposed classification scheme, various supervised object-based algorithms, namely random forest (RF), support vector machine (SVM), and k-nearest neighbor (k-NN), were applied to the first study area. The result of image segmentation optimization demonstrated that segmentation optimization based on an integrated F1-score class-specific accuracy measure and Taguchi statistical design showed improvement compared with objective function, along with the Taguchi design. Moreover, the result of the feature selection by ACO outperformed, with almost 88% overall accuracy, several feature-selection techniques, such as chi-square, correlation-based feature selection, gain ratio, information gain, support vector machine, and principal component analysis. The integrated framework for palm tree detection outperformed RF, SVM, and k-NN classification algorithms with an overall accuracy of 91.88% and 87.03%, date palm class-specific accuracies of 0.91 and 0.89, and kappa coefficients of 0.90 and 0.85 for the first and second study areas, respectively. The proposed integrated methodology demonstrated a highly efficient and promising tool to detect and map date palm trees from VHSR aerial images.
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1. Introduction

Since prehistoric times, date palm trees have been one of the most commonly cultivated trees in the world, due to their significant societal, commercial, and environmental importance [1]. They are regarded as a symbol of life because they can endure high temperatures, water scarcity, and soil salinity. The palm tree is mostly located in West Asia and North Africa, and it is generally grown in arid and semi-arid environments [2]. The date palm tree industry in the United Arab Emirates (UAE) has exponentially increased over the years; the number of date palm trees planted was estimated to be over 40 million in 2010 [3]. Proper knowledge of the distribution, number, and health of date palm trees is essential for their monitoring, irrigation, yield estimation, and the determination of their effects on water resources and climate conditions.

Remote sensing technologies provide a cost-effective and feasible means of vegetation mapping and monitoring, compared to field-based studies [4,5]. Considering the growing availability of very-high-spatial-resolution (VHSR) remote sensing data from various platforms and sensors, a broad spectrum of research has adopted geographic object-based image analysis (GEOBIA) as a successful classification approach to map various vegetation species, such as oil palm trees [6,7], mangrove trees [8,9], rubber plantations [10], and olives [11,12]. In fact, GEOBIA has extensively been used in the literature as a fundamental approach for feature extraction from VHSR images, due to its advantages over the traditional per-pixel classifiers [13–15]. While pixel-based classification methods only consider the spectral properties of individual pixels, GEOBIA enables the recognition of multiscale objects from a single image or across several images, and makes the best use of integration between spectral, spatial, textural, thermal, and backscattering values, vector data, and contextual information to accurately extract natural and human-made features [16–19]. However, GEOBIA performance might be affected by the image segmentation quality, the selection of the most relevant features, the selection of the representative training samples, and the classification method [20].

The generic objective of the current study was to accurately map date palm trees from VHSR aerial images using GEOBIA. To effectively achieve the major objective of this research, this study attempted to (a) integrate an F1-score accuracy measure with the Taguchi statistical technique to find the optimal combination of multiresolution segmentation (MRS) parameters for date palm mapping; (b) apply ant colony optimization (ACO) for the GEOBIA feature selection to find the most relevant features from an aerial image and compare its performance with various feature-selection techniques; (c) apply a decision tree (DT) rule-based classification scheme and investigate the transferability of the developed model in detecting date palm trees; and (d) compare the performance of the rule-based classification in the proposed method with supervised GEOBIA classification methods, namely random forest (RF), support vector machine (SVM), and k-nearest neighbor (k-NN).

Background

The general framework of GEOBIA consists of two main steps: (1) image segmentation to produce homogenous non-intersecting objects from the image-pixel level, and (2) classification of the generated objects [21]. One of the most popular image segmentation algorithms is MRS. MRS is controlled by three user-defined parameters: (a) scale, (b) shape/color weight, and (c) compactness/smoothness weight. The size and the shape of the created image objects are critically dependent on the combinations of these parameters [16,22]. Therefore, changing these combinations using a trial-and-error approach can be a very subjective and time-consuming process, leading to various choices of delineating the features of interest that may not produce meaningful segments [23,24]. Owing to the fact that attaining high classification accuracy is vastly reliant on image segmentation quality, implementing an optimization technique to find the optimal combinations of these parameters is important to reduce the time and effort required to obtain image segments and ensure adequate delineation of the objects of interest to produce promising results [16,25,26]. Various methods can be used for the evaluation of segmentation quality, including (a) visual assessment, (b) supervised methods (empirical discrepancy method), (c) unsupervised methods (empirical goodness method), and (d) system/application-level methods [27].
In a visual assessment, various segmentation outputs are compared with one another, and MRS parameters that closely resemble real-world objects are selected. This method can be extremely subjective and time-consuming, because imaged objects from various scales are interpreted visually [28]. In the supervised evaluation method, segmentation quality is assessed by measuring the discrepancy between ground truth samples (reference objects) and corresponding image segments from segmentation outputs. One of the shortcomings of this technique is that it requires the manual preparation of reference objects, and is thus laborious and time-consuming, especially when image segmentations from large images are assessed [16,27].

In contrast to supervised evaluation methods, unsupervised methods allow the evaluation of image segmentation performance, scoring, and ranking of multiple image segmentations, and the selection of optimum MRS through the use of statistical quality measures instead of reference objects [28–30]. Espindola et al. [31] proposed the use of unsupervised global quality scores (GSs), which act as a quality measure of image segmentation by maximizing intrasegment homogeneity and heterogeneity. Espindola et al.’s GS function is expressed as the combination of normalized spatial autocorrelation (Global Moran’s Index (MI)) and normalized weighted variance [31]. This function may also be used to evaluate local segmentation quality since Moran’s index, and weighted variance can be calculated for individual objects [28]. Johnson et al. [30] proposed an overall goodness (OG) metric that combines under- and over-segmentation metrics by using the F1-score with an adjustable weighting parameter to allow for the identification of multiscale segmentation parameters. Grybas et al. [25] compared three unsupervised image segmentation optimization techniques, including Espindola’s GS, Johnson’s OG, and local variance. The study concluded that the local variance method was the least successful, while GS and OG produced similar results regardless of the differences in their approaches. These unsupervised quality evaluation methods have been used in different applications as image segmentation quality measures to statistically judge and rank all MRS-examined scales, and select the optimum scale value(s) [28,30,32–34]. The vast majority of unsupervised quality measures focus on optimizing the scale parameters only, and not much attention has been paid to finding the optimum combination of MRS parameters [35,36]. However, the synergy of the robust Taguchi statistical technique and the unsupervised Espindola GS function were successfully used to find the optimum combination of MRS parameters in various applications [16,18,35–39]. Finally, the system/application-level method is made from a land-cover mapping perspective. In this method, the quality of segmentation is evaluated through the classification accuracy assessment. This concept is based on the fact that high classification accuracy implies high segmentation quality [40,41].

Despite the advantages of GEOBIA in enabling the utilization of large numbers of spectral, textural, geometrical, and contextual features in the analysis, using all of these features in the classification process may consequently increase the processing time and degrade classification accuracy [42]. Moreover, overfitting might be encountered, and the complexity of the model is increased. Therefore, the selection of relevant features is a key step in any image analysis procedure [43]. Recent studies have successfully applied a variety of feature-selection approaches with GEOBIA, including RF [34,44], SVM with recursive feature elimination [45], correlation-based feature selection (CFS) [46], and chi-square [47]. Recently, only a few studies have integrated the metaheuristic optimization technique with the GEOBIA framework, such as particle swarm optimization (PSO) [42] and ACO [13,17]. Sameen et al. [17] integrated ACO to select the most relevant features to classify LIDAR data using GEOBIA. ACO provides the highest accuracy when compared to the results of the RF, SVM, and chi-square feature-selection techniques applied to the k-nearest neighbor classifier. Ridha et al. [13] compared the RF, CFS, and ACO techniques to improve the identification of shallow and deep-seated landslide types and pointed out that CFC, followed by ACO, provided the highest accuracy for distinguishing between landslide types.

The remainder of this paper is organized as follows: in Section 2, the proposed method, study area, and data sets are demonstrated briefly. This section also describes image segmentation evaluation methods and optimization techniques employed in this study, specifically ant colony optimization
for feature selection and rule-based classification based on DT. The results of the experiments and the accuracy assessments are reported in Section 3. In Section 4, the interpretation of the results and the effectiveness of the proposed method are discussed. Finally, Section 5 presents the conclusions.

2. Methodology

2.1. Overview

In this study, the object-based approach, class-specific accuracy measure, robust Taguchi-based statistical design, and ACO were integrated for date palm tree detection and mapping using VHSR aerial imagery. The generic framework of this study is summarized in Figure 1. This framework encompasses six main steps. First, the optimum combination of MRS parameters, namely scale, shape, and compactness, were selected through the synergy of the F1-score accuracy measure and the robust Taguchi statistical technique. Second, the spectral difference segmentation algorithm was applied to merge adjacent objects with a small spectral difference to produce more homogenous image objects. Third, the most relevant features were selected for further analysis through ACO. Fourth, the significant features were utilized to develop a decision tree model via a selected training sample. Afterward, image objects were classified through rule-based classification and supervised GEOBIA classifiers. The first study area was dedicated to developing the methodology, while the second study area was used to investigate the efficiency and transferability of the proposed method in the detection of the date palm trees from VHSR aerial images. Ultimately, accuracy assessment and post-processing were performed to evaluate and produce date palm maps.

Figure 1. Flowchart of the proposed methodology.

2.2. Study Areas and Aerial Images

The proposed framework was applied to two study areas in Ajman City, a city located in the northern part of the UAE along the northern coast of the Arabian Gulf of the Arabian Peninsula (central coordinates of 25.4° N, 55.5° E). Ajman City has a dry, semi-arid climate with a daily high temperature of 24–42 °C and a daily mean temperature of 18–34 °C. Ajman City and the UAE in general have faced massive urbanization and expansion since the 1970s [48]. Figure 2a,b show the UAE map with respect to its neighboring countries and the study area of Ajman City, respectively. Two areas were adopted for this study to apply the suggested algorithm and its verification in sequence. Study
Area 1 extended over 1.5 km$^2$, while Study Area 2 covered about 0.8 km$^2$ (Figure 2c,d). The VHSR aerial-rectified imagery used in this study was provided by the Ajman municipality; the aerial images with Red, Green, and Blue (RGB) spectral bands were captured in summer 2015 and had a 15 cm spatial resolution.

![Figure 2. The study area: (a) location map; (b) Ajman City; (c) Study Area 1; (d) Study Area 2.]

### 2.3. Image Segmentation

In this research, the MRS algorithm, one of the most widely used remote sensing image segmentation algorithms, was used for the generation of image objects from aerial imagery. MRS is
a bottom-up region-merging technique that uses spectral and spatial information to produce homogeneous and non-intersecting polygons; it enables the merging of neighboring pixels or existing objects to large ones according to three user-defined values [49,50]: scale, color/shape weight, and compactness/smoothness weight. The scale is one of the significant parameters in the segmentation process because it can be used to control the size of a generated object. Given that the selection of a large-scale value results in the generation of massive image objects and the discarding of small objects and vice versa, it directly influences classification accuracy [16,51]. Shape and compactness parameters are used for determining the weight of the shape and the smoothness of an object generated by the segmentation process [52].

2.3.1. MRS Parameter Optimization

Having a variety of MRS outputs is common, since the parameters that control MRS output might take ranges of values within their spaces (i.e., shape and compactness ranges from 0.1–0.9), or the various combinations of these parameters [53]. Proper image segmentation is usually achieved when generated image objects correspond to real-world objects of interest. Such objects are achieved only when the combinations of MRS parameters are optimal. In this study, a system/application-level method [40], based on the evaluation of the classification accuracy of date palm tree class, was used to measure the quality of multiple image segmentation outputs. This method was also compared with the performance of an unsupervised segmentation evaluation method based on an objective statistical function [31], which is one of the widely used unsupervised segmentation quality measures.

2.3.2. System/Application-Level Quality Measure

Since this research focused on mapping date palm trees, a class-specific classification accuracy measure (F1-score) was used as a segmentation quality indicator. The aim of using an F1-score accuracy measure in this study was not only to determine optimum scale parameters, but also to find the best combination among the three parameters. In this research, the best segmentation level attained from MRS combinations was defined as the level with the highest date palm classification accuracy. The applied F1-score measure [14] was defined as the harmonic mean values of precision and recall measures, which were expressed in Equations (1)–(3):

\[
F1 - score = 2 \frac{Precision \times Recall}{Precision + Recall} \tag{1}
\]

\[
Precision = \frac{True \ Positive}{True \ positive + False \ positive} \tag{2}
\]

\[
Recall = \frac{True \ positive}{True \ positive + False \ negative} \tag{3}
\]

2.3.3. Unsupervised Evaluation Quality Measure

In the present study, the performance of the objective function (OF), proposed by Espindola et al. [31], was compared to that of the F1-score accuracy measure to assess the performance of image segmentation in the mapping of date palm trees. This OF was defined as the combination between intrasegment homogeneity (weighted variance) and intersegment heterogeneity (MI), and can be expressed in Equations (4) and (5):

\[
WV = \frac{\sum_{i=1}^{n} a_i \cdot v_i}{\sum_{i=1}^{n} a_i} \tag{4}
\]

where WV is the weighted variance, and \( a_i \) and \( v_i \) are the area and variance of object \( i \), respectively.
\[
\text{MI} = \frac{n \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} (y_i - \bar{y})(y_j - \bar{y})}{\left( \sum_{i=1}^{n} (y_i - \bar{y})^2 \right) \left( \sum_{i \neq j} \sum_{j=1}^{n} w_{ij} \right)}
\]  
(5)

where \( n \) is the total number of objects; \( y_i \) and \( y_j \) are the means of the spectral values of object \( i \) \((O_i)\) and object \( j \) \((O_j)\), respectively; \( \bar{y} \) is the mean spectral value of the total objects in an image or a particular band; \( w_{ij} \) is a spatial proximity measure. The value of \( w_{ij} \) is 1 when \( O_i \) and \( O_j \) are contiguous. Otherwise, \( w_{ij} \) is 0. Given that WV and MI do not have the same range of magnitudes, they must be normalized before they can be combined in a single function. The OF in normalized form is shown in Equation (6):

\[
\text{OF} = \text{WV}_{\text{norm}} + \text{MI}_{\text{norm}}
\]  
(6)

where \( \text{WV}_{\text{norm}} \) and \( \text{MI}_{\text{norm}} \) are the normalized weighted variance and MI value, respectively. The normalization function can be expressed as:

\[
F(X) = \frac{X_{\text{max}} - X}{X_{\text{max}} - X_{\text{min}}}
\]  
(7)

High OF values indicate high segmentation quality and they can be obtained at a low weighted variance (within-object homogeneity is high) and low MI (between-object homogeneity is low) [28,31].

2.3.4. Taguchi-Based MRS Optimization

The well-known Taguchi statistical technique, developed by Genichi Taguchi, is an optimization technique that involves the use of an orthogonal array for the minimization of the number of trials. In this technique, essential experiments are primarily used for analyzing experiment outputs and determining the optimal settings of parameters; this approach reduces costs, time, and effort [54]. The result of each experiment, that is, the F1-score measure or OF value, is converted into a signal-to-noise ratio (SNR) value for the identification and measurement of a quality characteristic that deviates from a desired value [55]. In this research, the amalgamation of the F1-score, a specific class accuracy measure, and the Taguchi statistical technique were used to identify the best combinations of MRS parameters for the mapping of date palm trees.

First, we performed a preliminary analysis on the basis of scale, shape, and compactness in different ranges to determine the possible levels and ranges of MRS parameters that closely delineate date palm trees. The MRS parameters, and their levels used and investigated in this study to keep undersegmentation as low as possible, are shown in Table 1.

Table 1. Multiresolution segmentation (MRS) parameters and their selected ranges used for optimization.

| Levels | 1 | 2 | 3 | 4 | 5 |
|--------|---|---|---|---|---|
| Scale  | 4 | 8 | 12| 16| 20|
| Shape  | 0.5| 0.4| 0.3| 0.2| 0.1|
| Compactness | 0.1| 0.125| 0.15| 0.175| 0.2|

Second, an orthogonal array (L25) was selected and designed according to the number of levels and parameters. Third, segmentation experiments were conducted, and each segmentation level in the orthogonal array was exported as a vector layer. Every exported segmentation level contains several features that include color invariants, textural features, and geometrical features. Fourth, representative training samples (points) were selected and overlaid with each segmentation level. The attributes of each segmentation level were spatially joined with the class attribute of the training samples in order to be used for classification. Fifth, the DT algorithm was applied to classify image objects in each segmentation level. Afterwards, accuracy was computed using stratified cross-validation with 10 folds [56,57]. The overall accuracy, kappa coefficient (K), user and producer accuracy, and F1-score
measure were estimated for each 25 MRS levels. Finally, the effect of each parameter on the classification accuracy was measured by computing the SNR, where the best level of each MRS parameter was selected as an optimal parameter. The SNR with the “higher-the-better” characteristic was employed in this study and expressed as in Equation (8):

$$\text{SNR} = -10 \log \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{y_i} \right)$$  \hspace{1cm} (8)

where $n$ is the number of experiments and $y_i$ represents the F1-score values computed from each segmentation.

2.4. Feature Acquisition and Computation

Given that a high-spatial-resolution orthophoto contains only three spectral bands, which cannot be used in the accurate extraction of date palm trees, a set of color invariants, textural features, and geometrical features were investigated and are listed in Table 2. Six spectral features, two geometrical features, and 17 textural features were computed from the image objects for further analysis. The color invariants that were examined in this research are listed below.

First, a vegetation color invariant ($v$) was studied. This index was used in previous studies for the detection of vegetation areas from aerial images on the basis of green (G) and blue (B) spectral bands [58, 59]. It was expressed with the following equation:

$$v = \frac{4}{\pi} \arctan \left( \frac{G - B}{G + B} \right)$$  \hspace{1cm} (9)

Second, the shadow invariant, $s$, proposed by Cretu and Payeur [60], was modified and investigated by using the following formula:

$$s = \frac{4}{\pi} \arctan \left( \frac{1 - \sqrt{R^2 + G^2 + B^2}}{1 + \sqrt{R^2 + G^2 + B^2}} \right)$$  \hspace{1cm} (10)

Third, several color invariants proposed by Gevers et al. [61] were investigated and denoted in this research as Ratio-R, Ratio-G, and Ratio-B, which were expressed with the following formulas:

$$\text{Ratio} - G = \frac{G}{G + B + R}$$  \hspace{1cm} (11)

$$\text{Ratio} - B = \frac{B}{G + B + R}$$  \hspace{1cm} (12)

$$\text{Ratio} - R = \frac{R}{G + B + R}$$  \hspace{1cm} (13)

| Tested Feature Name | Description | Reference |
|---------------------|-------------|-----------|
| Mean-R, Mean-G, and Mean-B | Mean intensity of an image object of reflectance RGB band | [62] |
| SD-R, SD-G, and SD-B | Standard deviation of an image object of the reflectance bands | [62] |
| Ratio-G | $\frac{G}{G + B + R}$ | [61] |
| Ratio-B | $\frac{B}{G + B + R}$ | [61] |
| Ratio-R | $\frac{R}{G + B + R}$ | [61] |
| $V$ | $\frac{4}{\pi} \arctan \left( \frac{G - B}{G + B} \right)$ | [58] |
| $S$ | $\frac{4}{\pi} \arctan \left( \frac{1 - \sqrt{R^2 + G^2 + B^2}}{1 + \sqrt{R^2 + G^2 + B^2}} \right)$ | [60] |
Table 2. Cont.

| Tested Feature Name | Description | Reference |
|---------------------|-------------|-----------|
| GLCM_Mean_R, GLCM_Mean_G, GLCM_Mean_B | Gray level co-occurrence matrix mean sum of all directions from the red, green, and blue spectral bands, respectively | [63] |
| GLCM_homogeneity_R, GLCM_homogeneity_G, GLCM_homogeneity_B | Gray level co-occurrence matrix homogeneity sum of all directions from the red, green, and blue spectral bands, respectively | [63] |
| GLCM_contrast_R, GLCM_contrast_G, GLCM_contrast_B | Gray level co-occurrence matrix contrast sum of all directions from the red, green, and blue spectral bands, respectively | [63] |
| GLCM_Entropy_R, GLCM_Entropy_G, GLCM_Entropy_B | Gray level co-occurrence matrix entropy sum of all directions from the red, green, and blue spectral bands, respectively | [63] |
| GLCM_StdDe_R, GLCM_StdDe_G, GLCM_StdDe_B | Gray level co-occurrence matrix standard deviation sum of all directions from the red, green, and blue spectral bands, respectively | [63] |
| GLDV_Mean_R, GLDV_Mean_G, GLDV_Mean_B | Gray level difference vector matrix mean sum of all directions from the red, green, and blue spectral bands, respectively | [63] |
| LengthWidth | Ratio of length and width | [62] |
| Rectangular Fit | How well an image object fits into a rectangle | [62] |

Based on the preceding steps, the 31 mentioned features were calculated and examined in this research using the ACO feature-selection technique.

2.5. Ant Colony Optimization

The aim in adopting ACO for feature selection is to determine the most significant features that can be used for achieving a high classification accuracy. ACO, developed by Dorigo and Di Caro [64], is a nature-inspired algorithm that solves an optimization problem by imitating the cooperative social behavior of ants searching for the shortest path between their nests and food sources. Because ants cannot see, they release odorous substances known as pheromones as a medium of communication on the routes between the food source and their nests. The quantities of the pheromones are dependent on the food’s quality, quantity, and distance. The routes with a high concentration of pheromones are most often selected by ants. Accordingly, the shortest path is considered to be the optimum solution to an optimization problem.

The selection of several features from a variety of spectral, textural, and geometrical features through the use of ACO is generally considered to be an optimization problem, and the most significant selected features that provide high classification accuracies are the solutions to that problem. The process commences with the random placement of artificial ants (equal to the number of the examined features) on a graph for the generation of a solution space. Each node in the graph corresponds to a particular feature, and each ant can initiate different path constructions in a feature. The pheromone is laid on the edges between the nodes. Each ant starts with a feature and constructs a route that contains different nodes (features) according to the concentration of the pheromones on the edges. The ants from the initial positions traverse nodes probabilistically until a stopping criterion is satisfied. The resultant feature subsets are collected and evaluated with a classifier, and the classification result is evaluated by computing the error matrix. In this study, feature subsets were evaluated by applying a Naïve Bayes (NB) classifier. The image objects used in ACO were divided into training (70%) and testing (30%) samples in the evaluation process [17]. The algorithm stops if the optimal subset is found, or the algorithm is executed for a certain number of cycles, and the best feature subset is returned as an output; otherwise, the process is reiterated by updating the pheromone, and a new set of ants are employed.
2.6. Rule-Based and Decision Tree Classification

The development of proper rule sets for distinguishing date palm trees from other land-cover classes using selected relevant features requires thorough scrutiny of the ranges of all features and their thresholds needed to assign objects to classes. This process can be challenging and time consuming. Thus, in this study, the DT algorithm was employed to identify feature thresholds. This non-parametric algorithm creates a binary decision to separate a particular class or some of the classes from the remaining classes [65]. The advantage of DT is that it is swift, it makes no assumptions regarding the distribution of data, and, most importantly, it can easily fit into a GEOBIA framework [66].

A total of 2400 random training samples were selected with the aid of ground truth data to represent seven different classes. These samples were selected carefully to ensure that they represented the variation of each class. Given that date palm objects might differ slightly due to age, height, water content, and the presence of shadow, the samples were selected from different parts of the trees. The selected features through ACO were spatially linked with the training samples and prepared for classification. The image objects were classified by the DT rule-based classifier into seven different classes: date palm, grass, other vegetation, bare soil, roads, built-up areas, and shadow. The classification results were assessed by computing the confusion matrix for both study areas to derive overall accuracy (OA), the Kappa coefficient (KC), the user accuracy (UA), the producer accuracy (PA), and the F1-score.

Three supervised GEOBIA algorithms—RF, SVM, and k-NN—were used in the current study to classify image objects and to compare their performance with rule-based classifications based on DT to map date palm trees. These algorithms were employed to classify the optimized image segments with the selected features through ACO. The theoretical background of RF, SVM, and k-NN can be found in the literature [67–71].

3. Results

3.1. MRS Parameter Optimization Results

As stated in Section 2, the L25 orthogonal array adopted in this research limited the experiment to only 25 trials. Table 3 lists the essential 25 MRS parameter combinations that needed to be examined. First, a DT classifier was used to classify image objects of the 25 experiments, and the F1-score for date palm tree class accuracy measure, using Equation (1), was computed to represent the output of each experiment. Second, the computed F1-score values were used as an input for the second phase to calculate SNR using Equation (8), as shown in Table 3. For the sake of comparison, the F1-score was compared with the OF. The computation of the OF followed the same procedure but used the combination of the normalized WV and MI as represented in Equation (6) first as a segmentation quality indicator. The normalized WV and MI were computed for each band of the three RGB bands and then averaged. The OF values were used as an input to compute SNR, using Equation (8), as shown in Table 3.

Since some experiments resulted in similar F1-score values, SNR pinpointed the optimal combination of MRS parameters, as shown in Table 4. The highest values of SNR for each parameter, highlighted in gray in Table 4, represent the optimum level of each parameter that correspond to the examined levels in Table 1. The optimal levels of MRS obtained from the Taguchi technique and the F1-score were as follows: (a) a scale of 20, (b) a shape parameter of 0.3, and (c) a compactness parameter of 0.125. The use of the Taguchi technique and OF resulted in the optimum combination of 20:0.5:0.2 for the scale, shape, and compactness parameters.

The effectiveness of integrating the F-score and the Taguchi technique was assessed by comparing the results of the Taguchi with OF. The two segmentation results were classified using the DT algorithm. The use of the F1-score and Taguchi statistical design showed improvement over the use of OF and the Taguchi design, with a class-specific accuracy of 0.919 and 0.891 for the two methods, respectively.
Table 3. L25 orthogonal array and the corresponding F1-score, objective function (OF), and signal-to-noise ratio (SNR) for the MRS parameters.

| Run | Scale | Shape | Compactness | No. of Objects | F1-Score | SNR  | Average WV | Average MI | OF    | SNR  |
|-----|-------|-------|-------------|----------------|----------|------|------------|------------|-------|------|
| 1   | 4     | 0.5   | 0.1         | 895,932        | 0.772    | −2.248| 0.078      | 0.898      | 0.976 | −0.209|
| 2   | 4     | 0.4   | 0.125       | 1,021,070      | 0.763    | −2.350| 0.050      | 0.880      | 0.930 | −0.626|
| 3   | 4     | 0.3   | 0.15        | 1,135,021      | 0.773    | −2.236| 0.029      | 0.874      | 0.904 | −0.881|
| 4   | 4     | 0.2   | 0.175       | 1,234,614      | 0.751    | −2.487| 0.013      | 0.839      | 0.852 | −1.196|
| 5   | 4     | 0.1   | 0.2         | 1,316,702      | 0.767    | −2.304| 0.000      | 0.797      | 0.797 | −1.974|
| 6   | 8     | 0.5   | 0.125       | 269,068        | 0.832    | −1.598| 0.364      | 0.690      | 1.054 | 0.456 |
| 7   | 8     | 0.4   | 0.15        | 297,699        | 0.820    | −1.724| 0.311      | 0.668      | 0.979 | −0.188|
| 8   | 8     | 0.3   | 0.175       | 320,201        | 0.826    | −1.660| 0.270      | 0.660      | 0.929 | −0.635|
| 9   | 8     | 0.2   | 0.2         | 340,688        | 0.815    | −1.777| 0.239      | 0.525      | 0.764 | −2.339|
| 10  | 8     | 0.1   | 0.1         | 348,918        | 0.792    | −2.025| 0.217      | 0.496      | 0.713 | −2.906|
| 11  | 12    | 0.5   | 0.15        | 131,704        | 0.867    | −1.240| 0.605      | 0.586      | 1.191 | 1.521 |
| 12  | 12    | 0.4   | 0.175       | 144,675        | 0.857    | −1.340| 0.532      | 0.544      | 1.076 | 0.636 |
| 13  | 12    | 0.3   | 0.2         | 155,140        | 0.863    | −1.280| 0.475      | 0.692      | 1.167 | 1.342 |
| 14  | 12    | 0.2   | 0.1         | 160,510        | 0.833    | −1.587| 0.432      | 0.399      | 0.831 | −1.608|
| 15  | 12    | 0.1   | 0.125       | 164,253        | 0.832    | −1.598| 0.402      | 0.271      | 0.672 | −3.450|
| 16  | 16    | 0.5   | 0.175       | 78,252         | 0.876    | −1.150| 0.817      | 0.509      | 1.326 | 2.450 |
| 17  | 16    | 0.4   | 0.2         | 85,979         | 0.878    | −1.130| 0.722      | 0.410      | 1.132 | 1.075 |
| 18  | 16    | 0.3   | 0.1         | 90,689         | 0.889    | −1.022| 0.651      | 0.359      | 1.010 | 0.084 |
| 19  | 16    | 0.2   | 0.125       | 94,645         | 0.891    | −1.002| 0.600      | 0.258      | 0.858 | −1.334|
| 20  | 16    | 0.1   | 0.15        | 96,337         | 0.835    | −1.361| 0.561      | 0.123      | 0.685 | −3.290|
| 21  | 20    | 0.5   | 0.2         | 52,291         | 0.891    | −1.002| 1.000      | 0.383      | 1.383 | 2.815 |
| 22  | 20    | 0.4   | 0.1         | 56,723         | 0.895    | −0.964| 0.884      | 0.330      | 1.214 | 1.683 |
| 23  | 20    | 0.3   | 0.125       | 60,540         | 0.919    | −0.734| 0.804      | 0.254      | 1.057 | 0.485 |
| 24  | 20    | 0.2   | 0.15        | 62,863         | 0.883    | −1.081| 0.744      | 0.084      | 0.828 | −1.639|
| 25  | 20    | 0.1   | 0.175       | 63,925         | 0.911    | −0.810| 0.702      | 0.000      | 0.702 | −3.079|

Table 4. Statistical evaluations of SNR of the results of F1-score and OF for the MRS parameters.

| Level | Scale | Shape | Compactness | F1-Score | OF    | Scale | Shape | Compactness |
|-------|-------|-------|-------------|----------|-------|-------|-------|-------------|
| 1     | −2.325| −1.619| −1.5692     | −1.017   | −2.94598 | 0.59714 |
| 2     | −1.7568| −1.5869| −1.4561     | −1.12854| −1.66329 | −0.89402|
| 3     | −1.4089| −1.3864| −1.5282     | −0.31178| 0.07911   | −0.89546|
| 4     | −1.133| −1.5015| −1.4895     | −0.20314| 0.516     | −0.40469|
| 5     | −0.918| −1.4474| −1.4987     | 0.05304  | 1.40673   | 0.18389 |
| Delta | 1.407 | 0.233 | 0.113       | 1.18158  | 4.35271   | 1.07935 |
| Rank  | 1     | 2     | 3           | 2        | 1        | 3      |

3.2. Results of Feature Selection through ACO

The ACO algorithm for feature selection was carried out in MATLAB 2017b at a workstation with a double 2.4 GHz processor and 32 GB RAM. The NB classifier was trained and tested using image objects containing 31 features prepared in ArcGIS and Microsoft Excel. Due to significant variations in the range and value of the tested features, the data were normalized from 0 to 1.

To determine the effectiveness of ACO, we compared it with other various feature-selection methods, such as chi-square, CFS, gain ratio, information gain, SVM, and principal component analysis (PCA) by applying the NB classifier. The procedure of feature selection implemented by Sameen et al. [17] was adopted in the present research. The process was carried out to classify image objects into six classes: date palm trees, grass, other vegetation, bare soil, built-up areas, and shadow. Accuracy assessment was conducted through 10-fold cross-validation to the training data set. Figure 3 shows the selected number of features against the OA and the K values for ACO and other feature-selection techniques. The highest OA and K were achieved through ACO with 12 selected features out of 31 features. The most significant features selected by ACO were Ratio-G, Ratio-B, V, S, Mean-B, GLCM_Mean_G, GLCM_Mean_B, GLCM_homogeneity_G, GLCM_homogeneity_B, GLCM_StdDe_B, GLCM_Entropy_R, and GLDV_Mean_R. Utilization of the selected significant features in the classification procedure improved the GEOBIA classification accuracy, minimized the processing time, and contributed to the development of a simple and transferable classification model.
3.3. Classification Result

As stated in Section 1, this research mainly focused on mapping date palm trees from VHSR aerial imagery through GEOBIA. Figure 4 presents the generated DT from the most significant features to classify date palm trees and the remaining land-use/land-cover (LULC) classes. The generated DT was first implemented to classify the optimized image objects of the first study area. Table 5 shows the confusion matrix generated from the pixel level in the ENVI software using validation testing sets.

Table 5. Confusion matrix for DT rule-based classification of the first aerial image.

|                          | Date Palm Trees | Other Vegetation | Grass | Bare Soil | Built-Up Area | Roads | Shadow | Total | PA % | UA % |
|--------------------------|-----------------|------------------|-------|-----------|---------------|-------|--------|-------|------|------|
| Date palm trees          | 3311            | 90               | 0     | 0         | 182           | 0     | 70     | 3653  | 90.54| 90.64|
| Other vegetation         | 267             | 3362             | 143   | 0         | 46            | 46    | 58     | 3922  | 94.92| 85.72|
| Grass                    | 43              | 46               | 2659  | 0         | 0             | 0     | 0      | 2748  | 94.9 | 96.76|
| Bare soil                | 0               | 18               | 0     | 2856      | 284           | 0     | 0      | 3078  | 97.91| 92.79|
| Built-up area            | 24              | 22               | 0     | 0         | 2267          | 132   | 24     | 2469  | 80.99| 91.82|
| Roads                    | 0               | 0                | 61    | 0         | 100           | 2472  | 0      | 2633  | 93.28| 93.89|
| Shadow                   | 12              | 4                | 0     | 0         | 0             | 1075  | 0      | 1091  | 87.61| 98.53|
| Total                    | 3657            | 3542             | 2802  | 2917      | 2799          | 2650  | 1227   | 19594 |      |      |

Figure 5 shows the classification output of the first study area. The use of the proposed classification scheme showed a strong capacity for mapping date palm trees from aerial images with an overall classification accuracy of 91.9%, a KC of 0.90, a UA of 90.6%, and a PA of 90.5%. The date palm class-specific accuracy measure, namely the F1-score, was 0.91.

The transferability check was conducted by applying the optimum MRS parameters, the features selected through ACO, and the generated DT to classify the second study area and to further investigate the performance of the proposed method. Figure 6 and Table 6 show the results and the error matrix assessment of the second study area. The obtained results included an OA of 87.0336%, a KC of 0.846, a UA of 93.44%, and a PA of 85.15%. The particular class of date palm accuracy measure, namely the F1-score, was 0.89.
Figure 4. Decision tree (DT) generated for developing rule sets for rule-based classification.
Figure 5. Date palm trees detected in the first study area using the proposed method.
The optimized image objects of the first study image were also classified by applying different supervised GEOBIA classifiers to evaluate the performance of detecting date palm trees by RF, SVM, and k-NN classifiers. Figure 7 and Table 7 show the results and the error matrix assessment of the supervised GEOBIA classifiers when applied to the first study area. The SVM classification algorithm
provided the highest result (with an overall accuracy of 87.44% and a kappa coefficient of 0.85), followed by RF (86.25%, 0.84) and k-NN (84.01%, 0.81).

Figure 7. Date palm trees identified in the first study area using (a) support vector machine (SVM), (b) random forest (RF), and (c) k-nearest neighbor (k-NN) classifiers.
Table 6. Confusion matrix for DT rule-based classification of the second aerial image.

|               | Date Palm Trees | Other Vegetation | Grass | Bare Soil | Built-Up Area | Roads | Shadow | Total | PA % | UA % |
|---------------|-----------------|------------------|-------|-----------|---------------|-------|--------|-------|------|------|
| Date palm trees | 3946            | 257              | 20    | 0         | 0             | 0     | 0      | 4223  | 85.15| 93.44|
| Other vegetation| 470             | 2877             | 1015  | 0         | 0             | 52    | 120    | 4534  | 87.55| 63.45|
| Grass         | 8               | 0                | 2205  | 0         | 0             | 0     | 0      | 2213  | 68.06| 99.64|
| Bare soil     | 22              | 69               | 0     | 3561      | 538           | 131   | 13     | 4334  | 100  | 82.16|
| Built-up area | 188             | 83               | 0     | 0         | 4098          | 34    | 34     | 4403  | 88.4 | 93.07|
| Roads         | 0               | 0                | 0     | 0         | 2427          | 0     | 2427   | 2427  | 92.99| 100  |
| Shadow        | 0               | 0                | 0     | 0         | 0             | 0     | 0      | 1157  | 87.39| 100  |
| Total         | 4634            | 3286             | 3240  | 3561      | 4636          | 2610  | 1324   | 23291 |      |      |

Table 7. Accuracy assessments of supervised geographic object-based image analysis (GEOBIA) classifiers of the first aerial image.

|                | SVM PA % | SVM UA % | RF PA % | RF UA % | k-NN PA % | k-NN UA % |
|----------------|-----------|-----------|----------|----------|-----------|-----------|
| Date palm trees| 82.14     | 92.98     | 78.61    | 95.11    | 85.93     | 88.95     |
| Other vegetation| 90.45    | 79.7      | 88.28    | 73.28    | 84.64     | 75        |
| Grass          | 96.47     | 99.89     | 96.93    | 92.13    | 97.25     | 97.22     |
| Bare soil      | 88.85     | 97.08     | 88.85    | 93.61    | 83.26     | 94.29     |
| Built-up area  | 92.03     | 69.77     | 74.74    | 89.36    | 75.63     | 70.16     |
| Roads          | 96.19     | 94.97     | 86.78    | 84.15    | 71.22     | 80.43     |
| Shadow         | 41.24     | 85.47     | 97.64    | 79.13    | 93.89     | 89.65     |
| Overall accuracy | 87.44 | 86.25%    | 86.25%   | 84.09%   | 84.09%    | 84.09%    |
| Kappa coefficient | 0.8513 | 0.8379    | 0.8121   |          |           |           |

4. Discussion

Feature extraction from very-high-spatial-resolution images with a limited number of spectral bands can be challenging, due to the heterogeneity and spectral similarity between various land-use types and land-cover classes. Thus, GEOBIA is widely used to extract features from VHSR images because it allows for the differentiation of various classes by employing spectral, spatial, textural, and geometrical features in the classification process. Image segmentation is the initial and fundamental step in GEOBIA; poor quality of image segmentation often results in low classification accuracy. Gao et al. [26] investigated the effects of selecting the optimum segmentation result on classification accuracy by evaluating nine image segmentations with different MRS parameter settings from Landsat imagery. They selected the optimum segmentation using the OF, classified the nine segmentations, and computed the accuracy assessments for the nine classification results. They concluded that segmentation with the highest OF values resulted in the highest classification accuracies. Thus, MRS parameter optimization should be conducted before image analysis to ensure proper input for image classification. Smith [41] used an RF classification algorithm to evaluate the image segmentation result and identified the optimum segmentation scale to obtain high classification accuracy of land-cover classes from spot scenes. The strength of this approach is that it enables the analyst to evaluate image segmentation alternatives and their predicted classification accuracy on small image subsets without classifying the entire image or assessing the accuracy of many map products derived from image segmentation. Most of the system/application-level techniques used to evaluate segmentation quality focus on finding the optimum scale parameter while keeping the shape and compactness parameters fixed. Selection of various combinations of MRS parameters often results in different segmentation outputs with unique ways of delineating the objects of interest, as shown in Figure 8. It clearly depicts a visual comparison of how the changes in the combinations of MRS parameters can affect the way that date palm trees and built-up areas are segmented. Figure 8a,b show effect of various values of the scale parameter on segmentation results, while Figure 8c,d show the effect of various values of the shape parameter and finally Figure 8d,f illustrate the effect of various values of compactness parameter.

Because different classes or components of a particular class might need to be analyzed and extracted at multiple scales, different optimal scales are often required to achieve an accurate result.
However, since this study was focused on extracting date palm trees specifically, and these trees have relatively similar sizes, a single segmentation scale was optimized and selected. To minimize the confusion between date palm trees and the rest of the classes in the images, a spectral difference segmentation algorithm was applied on the optimized image object by MRS to merge objects with a small difference in their spectral values.

**Figure 8.** Image segmentation results based on different MRS parameter settings.

In this study, the optimal combinations of MRS parameters were defined as the parameters that produce the highest accuracy for classifying date palm trees. The synergy of the Taguchi statistical technique and F1-score for the classification of date palm trees was used to optimize the MRS parameters. The segmentation experiment was carried out on a small image subset with an area of 0.292 km$^2$, to minimize the processing time and storage. A DT classifier was applied to classify 25 segmentation results suggested by an L25 orthogonal array based on the same training samples. The date palm tree accuracy measure was computed for the 25 experiments. SNR was computed to determine the optimum MRS parameter that was suitable for mapping date palm trees, because some experiments may have similar classification outputs. The optimal result is pinpointed when high SNR occurs. The MRS parameters proposed by the integration of the F1-score with the robust Taguchi approach were tested with the performance of the common OF with the Taguchi method, to investigate
the efficiency of the proposed method. Although the results of the two methods were pinpointed at the same scale level, they obtained different shape and compactness values. The segmentation results of the F1-score and OF were classified using the NB classifier. The proposed method achieved improvements in the OA, KC, and class-specific accuracy for classifying date palms.

The quality of the ultimate GEOBIA classification result is highly dependent on the image segmentation, as well as on using relevant and appropriate numbers of features. Use of feature-selection methods in GEOBIA has been studied, and it produced significantly different outputs with regard to the number of selected features and the achieved classification accuracy [43,72–74]. In the current study, ACO was employed to select the most significant features that contribute to differentiating date palm trees from other LULC classes. ACO is considered to be more computationally efficient than PSO and a genetic algorithm [17]. Among the tested features mentioned in Section 2, 31 features were proposed, based on extensive literature and the authors’ general knowledge and experience. Ten ACO experiments were conducted to return the best features with a particular percentage from the total features, starting from 10%, to 20%, and so on, up to 90% out of the total features. The fourth experiment with 12 features provided the highest classification accuracy and it was used for further analysis. Several feature-selection techniques, including PCA, CFS, SVM, information gain, gain ratio, and chi-square, were used to investigate the efficiency of ACO. ACO, followed by CFS, outperformed the other methods with regard to OA, KC, and F1-score for classifying date palm trees. A previous study [13] confirmed that CFS and ACO outperformed the RF algorithm to improve the differentiation between two types of landslide.

Image object classification adopted in research is the ultimate step in the GEOBIA approach that follows image segmentation and feature selection. Classification techniques in the GEOBIA environment can be categorized into rule-based and supervised methods. Reference [37] compared rule-based classification to several unsupervised algorithms, including RF, SVM, Bayes, and k-nearest neighbor, to map asbestos cement roofs obtained from WorldView-2 images. They concluded that rule-based classification provided the highest classification accuracy and allowed the transferability of the proposed method. However, every classification technique in the GEOBIA environment might provide different classification results because GEOBIA is affected by image segmentation, feature selection, and the adopted classification algorithm. In the present study, rule-based classification was applied based on the DT classifier. The DT was built through a set of training samples collected from date palm trees of different ages, heights, and health status, and by using the rest of the various LULC classes. As shown in Figure 4, image objects were categorized as vegetation and non-vegetation based on the Ratio-G index. In addition, the color invariant index was a very effective index that contributed to the differentiation between the date palm and various vegetation species. Each date palm tree is segmented into different image objects because the leaves of a tree are not spatially connected, and some shadow might exist between them. Thus, small objects on a date palm tree might share similar spectral and textural attributes with some vegetation species in the RGB image. However, date palm trees have unique textural and color invariant characteristics that distinguish them from other trees. For example, GLCM_homogeneity-B, GLCM_homogeneity-G were observed to be the most distinct textural features for date palm trees, while Ratio-G, -V , and -S were the most effective color invariants that contributed to the detection and the refinement of the date palm trees Class. Therefore, the combinations of various color invariants and textural features were used to detect and map date palm trees from VHSR aerial images.

The rule-based classification based on DT, SVM, RF, and k-NN algorithms were conducted to classify the first study area (Figures 5 and 7). Rule-based classification based on DT outperformed the supervised GEOBIA classifiers. The proposed GEOBIA classification approach through the integration of F1-score, Taguchi design, ACO, and rule-based classification was very promising and yielded an OA of 91.9%, a KC of 0.9, and a date palm accuracy-specific measure of 0.91. Minor misclassifications of objects containing date palm trees were encountered with several image objects of the other vegetation class, and built-up areas mixed with vegetation and shadow, as shown in Figure 9.
This misclassification might be attributed to different reasons. For example, image segmentation might be a factor, given the imperfect image segmentation, the lack of spectral information of the RGB image, the dryness of some parts of the date palm trees, and the presence of shadow.

The transferability of the proposed method was investigated by applying it to another study area. Although the second study area was different from the first study area in terms of heterogeneity and contrast of the RGB color, realistic classification results were achieved, with OA, KC, and F1-score values for classifying date palm trees of 87.0%, 0.85, and 0.89, respectively. The minor misclassification can be improved by adding contextual features for refining the final results. The misclassified date palm objects that are within a small distance from the date palm classification can be reassigned to their right classifications, based on the “relation-to-neighbor-objects” attribute. Moreover, some morphological and reshaping features might be added to increase the accuracy of the classification result. Having sufficient spectral information improves the differentiation among healthy and unhealthy date palm trees with subtle differences, and this aspect can be very challenging if an RGB image is used. The integration of RGB images and digital surface models can be another solution to performing high-quality mapping of date palms.

5. Conclusions

Date palm trees play vital societal, commercial, and environmental roles in the UAE. Accurate and up-to-date information on date palm trees contribute to their monitoring, yield estimation, and environmental impacts. This study aimed to detect and map date palm trees from very-high-resolution aerial imagery. This study integrated GEOBIA, the F1-score, the Taguchi statistical technique, and ACO, to map and improve the detection and mapping of date palm trees.

Image segmentation quality had a great impact on classification results, where the F1-score and Taguchi optimization were used to obtain the optimum combinations of MRS parameters.
The advantage of this method is that it can be applied to optimize the parameters of MRS, based on a small data set generalized to a segment’s larger images. The first study area was segmented using the optimum MRS parameters, and 31 features were computed for all image objects. ACO was employed, due to its efficiency to obtain the most relevant features among the 31 tested features; based on its data, various color invariants and textural parameters (12 features) were chosen. The result is that ACO achieved the highest accuracy when compared to several other feature-selection techniques that include PCA, CFS, SVM, information gain, gain ratio, and chi-square.

Finally, a rule-based classification technique based on DT was adopted. The proposed method was built from a selected study area. The adopted classification method in the proposed method was compared with three supervised GEOBIA classifiers: RF, SVM, and k-NN. A rule-based classifier based on DT outperformed the supervised GEOBIA classifiers.

Another study area was used to investigate the effectiveness of the proposed method in mapping date palm trees. The proposed method yielded promising results and represents an efficient tool for mapping date palm trees from very-high-resolution RGB images. The proposed method also provides a robust classification scheme for extracting date palm trees from fine spatial resolution, and can be used to map other objects of interest while maintaining a high degree of classification accuracy.
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