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1 Introduction

Classical risk assessment methods in Mathematical Finance focus on uncertain payoffs, that are described by random variables on some probability space. In this context, the payments are usually assumed to be discounted, and their timing does not matter for the risk evaluation beyond that. However, the assumption that time value of money can be resolved by a simple discounting procedure is too restrictive in many situations. The purpose of the present paper is to provide a risk assessment method in continuous time, that accounts not only for model ambiguity, but also for uncertainty about time value of money.

An axiomatic approach to assessing risks in Mathematical Finance was initiated in [2, 3, 20, 22] by introducing the concepts of coherent and convex monetary risk measures. One
of the main axioms of a monetary risk measure, which distinguishes it from a classical utility functional, is cash invariance. A cash invariant risk measure computes the minimal capital requirement, that has to be added to a position in order to make it acceptable. On the other hand, as argued in [18], cash invariance is a too stringent requirement, since it postulates that future payoffs and present capital reserves are expressed in terms of the same numéraire. Therefore, while monetary risk measures provide a robust method to deal with model ambiguity, they do not allow one to deal with the issue of discounting ambiguity. To remedy this drawback, a new type of risk measures was introduced in [18], where the axiom of cash invariance is replaced by cash subadditivity.

It was noted in [1], that risk measures for processes introduced in [12, 14] provide an alternative approach to the problem of discounting uncertainty. The more flexible framework of stochastic processes allows one to relax the axiom of cash invariance without loosing the interpretation of a risk measure as a minimal capital requirement. Consequently, risk measures for processes provide a natural framework to deal with both model ambiguity, and uncertainty about time value of money. Moreover, uncertainty about time value of money has a rather general interpretation in this context: It includes interest rate ambiguity, but also robust optimal stopping problems for american type options as in [39, 8, 9]. And restricted to random variables, risk measures for processes reduce to cash subadditive risk measures introduced in [18]. The general structure becomes visible through the robust representation of a convex risk measure for processes given in [1] Theorem 3.8, Corollary 3.9] in discrete time framework. One of the main goals of the present paper is to extend this result of [1] to continuous time framework. It requires two steps: a dual representation of a monetary convex risk measure on the set of bounded càdlàg processes in terms of suitably penalized optional measures, and a decomposition of optional measures into the model and the discounting components.

The latter decomposition result is of independent mathematical interest. It provides a Fubini-type disintegration of a positive finite measure on the optional σ-field into a randomized stopping time \( D \), which defines a random measure on the time-axis, and into a local martingale \( L \), which can be essentially seen as a model on the underlying probability space. In discrete time, such decomposition was proved in [1 Theorem 3.4]; a continuous time version appeared independently in [27 Theorem 2.1]. In Theorem 4.2 we complement the result of [27] by providing necessary and sufficient conditions for a couple \((L, D)\) to define an optional measure. We also give a more precise statement on the uniqueness of the decomposition, and, in difference to [27], a direct proof of it.

Omitting technical details, our discussion shows that taking expectation on the optional σ-field essentially amounts to computing expectation of a discounted process on the underlying probability space. A robust representation of a risk measure for processes in terms of optional measures as in [1] seems therefore fairy natural. Mathematical precision of this idea is however technically demanding in continuous time framework, since there is no dominating measure on the optional σ-field, that would allow one to apply the usual \( L^\infty - L^1 \) duality as in the context of random variables. A general dual representation of a convex risk measure for bounded càdlàg processes given in [12 Theorem 3.3] involves pairs of optional and predictable measures, respectively. However, all examples given in [12, and also examples of risk measures defined by BSDEs in the present paper can be represented in terms of ordinary optional measures only. We provide therefore conditions, under which the
representation from [12] reduces to such a simplified form.

One of the reasons for popularity of classical risk measures is their well established relation to the concepts of BSDEs and $g$-expectations in continuous time Brownian framework. The papers [35, 10, 5] were among the first to identify a solution of a BSDE with a convex driver as a time consistent dynamic risk measure. The strong notion of cash invariance in this context is reflected by the condition that the driver of the BSDE does not depend on the current level of the risk $y$. If the driver does depend on $y$ and is monotone, the solution to the corresponding BSDE becomes cash subadditive; this was noted in [18].

In the present paper we aim to establish an analogous link between risk measures for processes and BSDEs. The results of [18] suggest to consider to this end BSDEs with monotone convex drivers, which in our case should depend on the whole path of the process. Indeed, we show that a BSDE with a convex monotone generator defines a time consistent dynamic convex risk measure for processes, if the generator depends on the sum $X + Y$ of the current levels of the capital requirement $Y$, and the cumulated cash flow $X$. Moreover, one may add a reflection term to such a BSDE, ensuring that the sum $Y + X$ stays above zero. The resulting reflected BSDE still fits into the format of risk measures for processes. Whereas dependence of the driver on $Y + X$ corresponds to interest rate ambiguity, the reflection term appears in case of uncertainty about stopping times; this becomes visible in the dual representations we provide for the corresponding BSDEs.

The paper is organized as follows: After fixing setup and notation in Section 2 and recalling basic facts about risk measures for processes in Section 3 we focus on the structure of optional measures in Section 4. This section is presented in a self-contained way, and might be read independently of the rest of the paper. The main result here is Theorem 4.2, which provides decomposition of optional measures. The predictable case is treated in Proposition 4.6; the section ends with the discussion of how one may associate a probability measure to the local martingale appearing in the decomposition. Section 5 deals with duality theory for bounded càdlàg processes. Section 6 combines the results of Sections 4 and 5 by providing a general robust representation of a monetary convex risk measure for processes; Section 7 is devoted to BSDEs. Some technical results used in Section 7 are proved in the Appendix.

2 Preliminaries and notation

In this paper we consider a filtered probability space $(\Omega, \mathcal{F}_T, (\mathcal{F}_t)_{t \in [0,T]}, \mathbb{P})$ satisfying usual conditions. The time horizon $T$ is a fixed number in $[0, \infty]$. For $T = \infty$ we assume that $\mathcal{F}_T = \sigma(\bigcup_{t \in [0, \infty)} \mathcal{F}_t)$. We denote by $\mathcal{O}$ (respectively by $\mathcal{P}$) the optional (respectively predictable) $\sigma$-field with respect to $(\mathcal{F}_t)_{t \in [0,T]}$. For any $\mathcal{F}_T \times [0, T]$ measurable process $X$ we denote by $\circ X$ (respectively $\circ X$) its optional (respectively predictable) projection.

We use càdlàg versions of any (local) martingales. For an adapted càdlàg process $X$ we denote by $X^c$ the continuous part of $X$, and by $\Delta \tau X$ the jump of $X$ at a stopping time $\tau$ with $0 \leq \tau \leq T$, i.e., $\Delta \tau X := X_\tau - X_{\tau-}$. Var$(X)$ denotes the variation of $X$, [X] the quadratic variation, and $(X)$ the continuous part of quadratic variation, as long as these processes are well defined. For any two adapted càdlàg processes $X$ and $Y$ we write $X \leq Y$, if $X_t \leq Y_t$ for all $t \mathbb{P}$-a.s..
As usually, $\int_t^\cdot$ denotes the (stochastic) integral over $(t, \cdot]$. If the lower bound $t$ should be included into the integration area, we use the notation $\int_{[t,\cdot]}^\cdot$.

By $\mathcal{R}^\infty$ we denote the set of all adapted càdlàg processes $X$ that are essentially bounded, i.e., such that

$$\|X\|_{\mathcal{R}^\infty} := \|X^*\|_{L^\infty} < \infty,$$

where $X^* := \sup_{0 \leq t \leq T} |X_t|$.

3 Convex risk measures for processes

The notion of monetary convex risk measures for processes, that we use in this paper, was introduced in [12]. It was also studied in [13], [14], [1]. In this section we recall definitions and some basic results from these papers.

A process $X \in \mathcal{R}^\infty$ should be understood in our framework as a value process, which models the evolution of some financial value. It can also be seen as a cumulated cash flow. For instance, the process $m \mathbf{1}_{[0,T]}$ describes a single payment of $m$ amounts of cash at time $t \leq T$. This interpretation is in line with the axiom of cash invariance in the next definition.

Definition 3.1. A map $\rho : \mathcal{R}^\infty \to \mathbb{R}$ is called a monetary convex risk measure for processes if it satisfies the following properties:

- **Cash invariance**: for all $m \in \mathbb{R}$,
  $$\rho(X + m \mathbf{1}_{[0,T]}) = \rho(X) - m;$$

- **(Inverse) Monotonicity**: $\rho(X) \geq \rho(Y)$ if $X \leq Y$;

- **Convexity**: for all $\lambda \in [0, 1]$,
  $$\rho(\lambda X + (1 - \lambda)Y) \leq \lambda \rho(X) + (1 - \lambda)\rho(Y);$$

- **Normalization**: $\rho(0) = 0$.

A convex risk measure is called a coherent risk measure for processes if it has in addition the following property for all $X \in \mathcal{R}^\infty$:

- **Positive homogeneity**: for all $\lambda \in \mathbb{R}$ with $\lambda \geq 0$,
  $$\rho(\lambda X) = \lambda \rho(X).$$

Remark 3.2. If $\rho$ is a monetary convex risk measure for processes, the functional $\phi := -\rho$ defines a monetary or money based utility functional, which is sometimes alternatively used in the literature.

Remarks 3.3. 1. The axioms of inverse monotonicity and convexity in Definition 3.1 go back to the classical utility theory, and have obvious interpretations. Normalization is assumed merely for notational convenience, any convex risk measure $\bar{\rho}$ with $\bar{\rho}(0) \in \mathbb{R}$ can be normalized by passing to $\rho := \bar{\rho} - \bar{\rho}(0)$. 2.
2. Cash invariance gives rise to the monetary interpretation of a risk measure as follows: We define the acceptance set of a monetary convex risk measure as

$$\mathcal{A} := \{ X \in \mathcal{R}^\infty \mid \rho(X) \leq 0 \}.$$ 

By convexity and monotonicity the set $\mathcal{A}$ is convex and solid. Cash invariance yields the following representation of a risk measure:

$$\rho(X) = \inf \{ m \in \mathbb{R} \mid X + m1_{[0,T]} \in \mathcal{A} \}. \quad (3.1)$$

In other words, $\rho(X)$ is the minimal capital requirement, that has to be added to the process $X$ at time 0 in order to make it acceptable. Conversely, a functional defined by (3.1) for a given convex solid set $\mathcal{A}$ is a (not necessarily normalized) monetary convex risk measure for processes.

In difference to a monetary risk measure for random variables, cf., e.g., [21, Definition 4.1], the axiom of cash invariance in Definition 3.1 specifies the timing of the cash flow: Only payments made at the same time as the risk assessment shift it in a linear way. This makes risk measures for processes sensitive to the timing of the payment, and establishes a conceptionsal difference to the more common notion of risk measures for random variables. Even if restricted to random variables, i.e., to processes of the form $X1_{[T]}$ for some $X \in L^\infty(\Omega, \mathcal{F}_T, \mathbb{P})$, a risk measure in the sense of Definition 3.1 does not reduce to a risk measure in the sense of [21, Definition 4.1]. This aspect was noted in [1, Section 5], and it can be made precise using the notion of cash subadditivity.

**Definition 3.4.** A convex risk measure for processes $\rho$ is called

- cash subadditive, if for all $t \geq 0$ and $m \in \mathbb{R}$
  $$\rho(X + m1_{[t,T]}) \geq \rho(X) - m \text{ for } m \geq 0$$
  $$(\text{resp. } \leq \text{ for } m \leq 0);$$

- cash additive at $t$ for some $t > 0$, if
  $$\rho(X + m1_{[t,T]}) = \rho(X) - m, \quad \forall m \in \mathbb{R};$$

- cash additive, if it is cash additive at all $t \in [0, T]$.

The notion of cash subadditivity was introduced by El Karoui and Ravanelli [18] in the context of risk measures for random variables. It appears naturally in the context of risk measures for processes, as noted in [1, Proposition 5.2].

**Proposition 3.5.** Every convex risk measure for processes is cash subadditive.

**Proof.** Follows directly from monotonicity and cash invariance. □

Due to cash subadditivity property, risk measures for processes provide a more flexible framework than risk measures for random variables. They allow to capture not only model uncertainty, but also uncertainty about the time value of money. This will be made precise in Section 5 and requires two steps: The first step consists in providing a dual representation of a monetary convex risk measure on $\mathcal{R}^\infty$ in terms of suitably penalized optional measures. In the second step, optional measures will be decomposed into state price deflators, describing the model component, and randomized stopping times, describing the discounting component. We begin with the latter decomposition result for optional measures.
4 Decomposition of optional measures

In this section we analyze the structure of finite positive measures $\mu$ on the optional $\sigma$-field $\mathcal{O}$, that have no mass on $\mathbb{P}$-evanescent sets. Such measures are called optional $\mathbb{P}$-measures in [16], here we simply call them optional measures.

The set of optional measures will be denoted by $\mathcal{M}(\mathcal{O})$, and the subset of optional measures $\mu$ with $\mu(\mathcal{O}) = 1$ by $\mathcal{M}_1(\mathcal{O})$. We also introduce the spaces

$$\mathcal{B}_1^1 = \{ a = (a_t)_{t\in[0,T]} \mid a \text{ adapted, right-continuous, of finite variation, } \text{Var}(a) \in L^1(\mathbb{P}) \},$$

and the space of random measures

$$\mathcal{B}_+^1 := \{ a \in \mathcal{B}_1^1 \mid a_{0-} := 0, a \text{ non-decreasing} \}.$$

Due to Doléans representation result, cf., e.g., [16, Theorem VI 65], $\mu \in \mathcal{M}(\mathcal{O})$ if and only if there exists a process $a \in \mathcal{B}_+^1$ such that

$$\mathbb{E}_{\mu}[X] = \mathbb{E} \left[ \int_{[0,T]} X_s \, da_s \right] \quad (4.1)$$

for every bounded optional process $X$. So we can (and will) identify the space $\mathcal{M}(\mathcal{O})$ with $\mathcal{B}_+^1$, and the space $\mathcal{M}_1(\mathcal{O})$ with

$$\mathcal{Z}_1 := \{ a \in \mathcal{B}_+^1 \mid \mathbb{E}[a_T] = 1 \}. \quad (4.2)$$

Next we prove an auxiliary result on extension of local martingales; we apply here terminology and results from [25, Chapter V]. For a given non-decreasing sequence of stopping times $(\tau_n)_{n\in\mathbb{N}}$ such that $\tau := \lim_n \tau_n$ is a predictable stopping time, we consider a stochastic interval of the form $\cup_{n\in\mathbb{N}}\{0, \tau_n\}$. The interval can be either open or closed at the right boundary $\tau$: Defining $B := \cap_{n\in\mathbb{N}}\{\tau_n < \tau\}$, we have that $\cup_{n\in\mathbb{N}}\{0, \tau_n\} = [0, \tau]$ on $B$, and $\cup_{n\in\mathbb{N}}\{0, \tau_n\} = [0, \tau]$ on $B^c$. We call a process $L$ a local martingale (resp. a semimartingale, a supermartingale) on $\cup_{n\in\mathbb{N}}\{0, \tau_n\}$, if for any stopping time $\sigma$ such that $[0, \sigma] \subseteq \cup_{n\in\mathbb{N}}\{0, \tau_n\}$ the stopped process $L^\sigma$ is a local martingale (resp. a semimartingale, a supermartingale).

The following lemma extends [11, Proposition 1], cf. also [7, Lemma 6.10] to non-continuous local martingales.

**Lemma 4.1.** Let $(\tau_n)_{n\in\mathbb{N}}$ be an non-decreasing sequence of stopping times, such that $\tau = \lim_n \tau_n$ is a predictable stopping time. Assume further that $L$ is a nonnegative local martingale on the stochastic interval $\cup_{n\in\mathbb{N}}\{0, \tau_n\}$. Then there exists a càdlàg local martingale $\tilde{L} = (\tilde{L}_t)_{t\in[0,T]}$, such that $\tilde{L} = \tilde{L}^\tau$, and $L = \tilde{L}$ on $\cup_{n\in\mathbb{N}}\{0, \tau_n\}$.

**Proof.** We define the extension of $L$ as

$$\tilde{L}_t := \begin{cases} L_t & \text{on } \{t < \tau\}, \\ L_\tau & \text{on } \{\tau \leq t \leq T\} \cap B^c, \\ \lim_{s\uparrow \tau, s \in [0,\tau] \cap Q} L_s & \text{on } \{\tau \leq t \leq T\} \cap B, \end{cases} \quad (4.3)$$
where \( B = \cap_{n} \{ \tau_{n} < \tau \} \). Since \( L \) is a nonnegative supermartingale on \( \cup_{n \in \mathbb{N}} [0, \tau_{n}] \), the left limit \( L_{\tau_{n}} \) exists \( \mathbb{P} \)-a.s.. In particular, the process \( \hat{L} \) is well defined, \( L = \hat{L} \) on \( \cup_{n \in \mathbb{N}} [0, \tau_{n}] \), and \( \hat{L} \) is a supermartingale on \([0, T]\) by [25, Lemma 5.17, Proposition 5.8]. In fact, \( \hat{L} \) is a local martingale. To see this, we use the Doob-Meyer decomposition of the supermartingale \( \hat{L} = \hat{M} - \hat{a} \), where \( \hat{M} \) is a local martingale, and \( \hat{a} \) a predictable non-decreasing process. Since \( \hat{L} \) is a local martingale on \([0, \tau]\) and constant on \([\tau, T]\), uniqueness of the Doob-Meyer decomposition implies

\[
\hat{a}_{t} = \begin{cases} 
0 & \text{on } t < \tau, \\
\Delta \hat{a}_{\tau} & \text{on } \tau \leq t \leq T.
\end{cases}
\]

We will show that

\[
\mathbb{E} [\Delta \hat{a}_{\tau}] = \mathbb{E} \left[ \Delta \hat{M}_{\tau} \right] - \mathbb{E} \left[ \Delta \hat{L}_{\tau} \right] = 0,
\]

which implies \( \hat{a} \equiv 0 \), and proves that \( \hat{L} = \hat{M} \) is a local martingale. In order to see (4.4), note that \( \mathbb{E}[\Delta \hat{M}_{\tau}] = 0 \), since \( \tau \) is predictable, and \( \hat{M} \) a local martingale. Moreover, by [24, Theorem 5.3], cf. also [11, Lemma 1], there exists a non-decreasing sequence of stopping times \( (\sigma_{n})_{n \in \mathbb{N}} \), such that \( \cup_{n \in \mathbb{N}} [0, \tau_{n}] = \cup_{n \in \mathbb{N}} [0, \sigma_{n}] \), and \( L^{\sigma_{n}} \) is a uniformly integrable martingale for each \( n \). We have \( \Delta \hat{L}_{\tau} = \lim_{n} \Delta L^{\sigma_{n}} \), since \( \Delta \hat{L}_{\tau} = 0 \) on \( B \), and \( \Delta \hat{L}_{\tau} = \Delta \hat{L}_{\tau} \) on \( B^{c} \). In addition, \( |\Delta L^{\sigma_{n}}| \leq |\Delta \hat{L}_{\tau}| \in L^{1}(\mathbb{P}) \) for all \( n \in \mathbb{N} \), since \( \hat{L} \) is a nonnegative supermartingale. Hence, dominated convergence implies

\[
\mathbb{E}[\Delta \hat{L}_{\tau}] = \lim_{n} \mathbb{E}[\Delta L^{\sigma_{n}}] = 0,
\]

where we have used that \( \tau \) is predictable and \( L^{\sigma_{n}} \) is a martingale for the second equality. This concludes the proof.

We are now ready to state the main result of this section.

**Theorem 4.2.** A process \( \alpha := (a_{t})_{t \in [0, T]} \) is an non-decreasing, right-continuous, adapted process with \( a_{0} = 0 \) and \( \mathbb{E}[a_{T}] = 1 \), if and only if there exists a pair of adapted càdlàg processes \((L, D) := (L_{t}, D_{t})_{t \in [0, T]}\), such that

1) \( L \) is a non-negative local martingale with \( L_{0} = 1 \) and \( L_{T} = \mathbb{E}[L_{T}| \mathcal{F}_{T-}] \);

2) \( D \) is a non-increasing process with \( D_{0} = 1 \) and \( \{ D_{T} > 0 \} \subseteq \{ L_{T} = 0 \} \);

3) The non-negative supermartingale \((L_{t}D_{t})_{t \in [0, T]}\) is of class (D);

4) \( a_{t} = -\int_{[0, t]} L_{s} dD_{s} \quad \forall t \in [0, T], \) with the convention \( a_{0} = -L_{0} \Delta D_{0} = 1 - D_{0} \).

The processes \( L \) and \( D \) are unique up to undistinguishability on \([0, \tau]\), where

\[
\tau := \inf \left\{ t \in [0, T] \mid a_{t} = a_{T} \right\}.
\]

Moreover, the pair \((L, D)\) can be chosen such that in addition

5) \( L_{t} = L_{0} + \int_{[0, t]} 1_{(D_{s} > 0)} dL_{s} \quad D_{t} = 1 + \int_{[0, t]} 1_{(L_{s} > 0)} dD_{s} \quad \forall t \in [0, T] \)

holds. Under this condition \( L \) and \( D \) are essentially unique on \([0, T] \).
Dolean's representation result, cf., e.g., [10, Theorem VI 17], implies immediately the following corollary.

**Corollary 4.3.** We have $\mu \in \mathcal{M}(\mathcal{O})$ if and only if there exists a pair of processes $(L,D)$, satisfying properties 1)-3) of Theorem 4.2 where in 1) $L_0 = \mu(\mathcal{O})$, such that

$$E_\mu[X] = E\left[-\int_{[0,T]} X_s L_s dD_s\right]$$

for every bounded optional process $X$.

Before giving the proof of Theorem 4.2, let us note that a discrete time version of it appeared in [1, Theorem 3.4], and a continuous time version was proved in [27, Theorem 2.1]. Here we complement the result of [27] by providing necessary and sufficient conditions for a couple $(L,D)$ to define an optional measure. In particular, sufficiency requires property 3), that did not appear in [27, Theorem 2.1]. We also provide a more precise statement on the uniqueness of the couple $(L,D)$, and, in difference to [27], a direct proof of it. It involves only conditions 1), 2), and 4) of Theorem 4.2 and hence applies also to [27, Theorem 2.1].

**Remark 4.4.** In Theorem 4.2 we choose the process $D$ to be non-increasing, i.e., the measure $-dD$ to be positive, since in our framework $D$ is interpreted as a discounting process. One can always switch to the non-decreasing process $K := 1 - D$ as in [27, Theorem 2.1], in order to have a positive measure in the representation (4.5).

**Proof of Theorem 4.2.** The proof will be obtained in several steps. We begin with the “only if” part.

**Step 1**
We consider the non-negative supermartingale $U$ defined by

$$U_t := E[a_T|\mathcal{F}_t] - a_t =: M_t - a_t, \quad t \in [0,T],$$

(4.6)

The process $U$ is of class (D), and it is a potential if and only if $\Delta a_T = 0$. We define the stopping times

$$\tau_n := \inf \left\{ t \in [0,T] \mid U_t \leq \frac{1}{n} \right\}, \quad n \in \mathbb{N},$$

(4.7)

and

$$\tau := \lim_{n \to \infty} \tau_n = \inf \left\{ t \in [0,T] \mid U_{t-} = 0 \text{ or } U_t = 0 \right\} = \inf \left\{ t \in [0,T] \mid a_t = a_T \right\}.$$ 

(4.8)

We have $\tau \leq T$ $\mathbb{P}$-a.s., and $U$ vanishes on $[\tau, T]$ by [10, Theorem VI.17].

To determine the process $D$, we set $D_{0-} := 1$, and define $(D_t)_{t \in [0,T]}$ as the unique solution of the SDE

$$D_t = 1 - \int_0^t \frac{D_{s-}}{U_s + \Delta a_s} da_s, \quad t \in [0,T],$$

(4.9)

i.e.,

$$D_t := \exp \left(-\int_0^t \frac{1}{U_s} da_s\right) \prod_{0 \leq s \leq t, \Delta s > 0} \frac{U_s}{U_s + \Delta a_s}, \quad t \in [0,T].$$

(4.10)
Note that $D$ is well-defined, right-continuous, and non-increasing on $[0, T]$, with $D_0 = 1 - a_0$, $D = D^\tau$, $\{D_{\tau-} = 0\} \subseteq \{U_{\tau-} = 0\}$, and $\{D_{\tau-} = 0\} \subseteq \{\Delta a_{\tau} > 0\} \cup \{D_{\tau-} = 0\}$ P-a.s.

The process $L$ should be intuitively defined as the stochastic exponential of the local martingale $\int_0^t \frac{1}{U_s-} dM_s$.

In order to make this definition rigorous, let $A := \{U_{\tau-} = 0\}$, and denote by $\tau_A$ the restriction of $\tau$ to $A$, i.e.,

$$
\tau_A := \begin{cases} 
\tau & \text{on } A, \\
T & \text{otherwise}. 
\end{cases}
$$

Note that $\tau_A$ is a predictable stopping time, since $\tau_A = \lim_n \tilde{\tau}_n$, where

$$
\tilde{\tau}_n := \begin{cases} 
\tau_n & \text{on } \{\tau_n < \tau\}, \\
T & \text{on } \{\tau_n = \tau\}.
\end{cases}
$$

Since $M = M^\tau$, and $\frac{1}{U_s-}$ is bounded on $[0, \tilde{\tau}_n] \cap [0, \tau]$, the stochastic integral $\int_0^\tau \frac{1}{U_s-} dM_s$ is well defined on each $[0, \tilde{\tau}_n]$, and hence on $\cup_{n \in \mathbb{N}} [0, \tilde{\tau}_n]$. Thus we can define the process $L$ as the stochastic exponential of the local martingale $\int_0^\tau \frac{1}{U_s-} dM_s$ on $\cup_{n \in \mathbb{N}} [0, \tilde{\tau}_n]$, i.e.

$$
L_t := \exp \left( \int_0^t \frac{1}{U_s-} dM_s^c - \frac{1}{2} \int_0^t \left| \frac{1}{U_s-} \right|^2 d\langle M \rangle_s \right) \times \prod_{0 < s \leq t, \Delta M_s \neq 0} \left( 1 + \frac{\Delta M_s}{U_s-} \right) \quad (4.11)
$$

for $(\omega, t) \in \cup_{n \in \mathbb{N}} [0, \tilde{\tau}_n]$. Then $L$ solves

$$
L_t = 1 + \int_0^t L_{s-} \frac{dM_s}{U_s-}, \quad (4.12)
$$

and is a non-negative local martingale on $\cup_{n \in \mathbb{N}} [0, \tilde{\tau}_n]$. By Lemma 4.1, $L$ can be extended to a local martingale on $[0, T]$, which we also denote by $L$. It follows from (4.12) and from (4.3), that $L$ solves the SDE

$$
L_t = 1 + \int_0^t 1_{\{U_s- > 0\}} \frac{L_{s-}}{U_s-} dM_s, \quad t \in [0, T], \quad (4.13)
$$

and can be written as

$$
L_t := \exp \left( \int_0^{t\wedge \tau} \frac{1}{U_s-} dM_s^c - \frac{1}{2} \int_0^{t\wedge \tau} \left| \frac{1}{U_s-} \right|^2 d\langle M \rangle_s \right) \\
\times \prod_{0 < s \leq t \wedge \tau, \Delta M_s \neq 0} \left( 1 + \frac{\Delta M_s}{U_s-} \right), \quad t \in [0, T]. \quad (4.14)
$$

We slightly deviate here from the usual definition of a stochastic exponential by allowing the continuous part of $L$ to become zero. Indeed, the set

$$
\{L_{\tau} = 0\} = \left\{ \lim_{v \downarrow \tau} \int_0^{v\wedge \tau} \frac{1}{U_s-} d\langle M \rangle_s = \infty \right\} \subseteq A
$$
might have positive probability, cf. \[27\] Example 2.5. We use in (4.14) the convention \(L_t(\omega) := 0\) for \(\omega \in \left\{L_\tau = 0\right\} \cap \{\tau \leq t\}\). Note that the jump part of \(L\) is well defined at \(\tau\), since \(\Delta M_\tau = 0\) on \(\{U_{\tau} = 0\}\).

It follows either from (4.13) or from (4.14), that

\[
\mathbb{E}\left[L_T \mid \mathcal{F}_{T^-}\right] = \mathbb{E}\left[L_{T^-} + 1_{\{U_{T^-} > 0\}}LT^- \Delta M_{T^-} \mathcal{F}_{T^-}\right] = L_{T^-},
\]

since \(\mathbb{E}[\Delta M_T \mid \mathcal{F}_{T^-}] = 0\) both for \(T < \infty\) and \(T = \infty\) due to the fact that \(M\) is a uniformly integrable martingale.

**Step 2**
We show that \(D\) and \(L\) provide a multiplicative decomposition of \(U\), i.e.,

\[
U_t = L_tD_t \quad \forall t \in [0, T].
\]

First we prove this equality on \(\cup_{n \in \mathbb{N}} [0, \hat{\tau}_n]\). To this end, we note that by the same argumentation as in Step 1, the stochastic integral \(\int_0^t \frac{1}{U_s}dU_s\) is well defined on \(\cup_{n \in \mathbb{N}} [0, \hat{\tau}_n]\). Thus \(U\) can be written as the stochastic exponential of \(\int_0^t \frac{1}{U_s}dU_s\), i.e.,

\[
U_t = U_0 \exp \left(\int_0^t \frac{1}{U_s}dU_s - \frac{1}{2} \int_0^t \left|\frac{1}{U_s}\right|^2 d\langle M\rangle_s\right) \prod_{0 < s \leq t, \Delta U_s \neq 0} \frac{U_s}{U_{s^-}}
\]

on \(\cup_{n \in \mathbb{N}} [0, \hat{\tau}_n]\). Plugging (4.10) and (4.11) into (4.15), and noting that

\[
\prod_{0 < s \leq t, \Delta U_s \neq 0} \frac{U_s}{U_{s^-}} = \prod_{0 < s \leq t, \Delta U_s \neq 0} \left(1 + \frac{\Delta M_s}{U_{s^-}}\right) \times \prod_{0 < s \leq t, \Delta a_s \neq 0} \frac{U_s}{U_{s^-} + \Delta a_s},
\]

we obtain (4.16). It remains to prove (4.15) for \((\omega, t) \in [\tau_A, T]\) and \(\omega \in \{U_{\tau_A^-} = 0\}\). Thanks to the existence of the left limits, we obtain

\[
0 = U_{\tau_A^-} = L_{\tau_A^-}D_{\tau_A^-} = L_{\tau_A}D_{\tau_A},
\]

where we have used that \(\Delta D_{\tau_A} = \Delta L_{\tau_A} = 0\) on \(\{U_{\tau_A^-} = 0\} \cup \{U_{\tau} = 0\}\) by definitions of \(D\) and \(L\). Hence,

\[
U_t = U_{\tau_A} = 0 = L_{\tau_A}D_{\tau_A} = L_tD_t \quad \forall (\omega, t) \in [\tau_A, T] \text{ and } \omega \in \{U_{\tau_A^-} = 0\}.
\]

This concludes the proof of (4.15). Note that (4.10) implies in particular property 3) of the theorem, and \(\{D_T > 0\} \subseteq \{L_T = 0\}\), since \(U_T = 0\).

**Step 3:**
We now prove properties 4) and 5) of the theorem. First note that 4) holds at 0 by definitions of \(D\) and \(L\). Hence it remains to prove

\[
a_t - a_0 = -\int_0^t L_s dD_s \quad \forall t \in [0, T].
\]

(4.17)
The multiplicative decomposition (4.15), integration by parts, and the SDE (4.13) yield for each $t \in [0, T]$

$$U_t = L_t D_t = L_0 D_0 + \int_0^t L_s dD_s + \int_0^t D_s - dL_s = U_0 + \int_0^t L_s dD_s + \int_0^t 1_{\{U_s > 0\}} dM_s$$

Since $\{M_s > 0\} \subseteq \{U_s > 0\}$, we have

$$M_t - M_0 = \int_0^t 1_{\{M_s > 0\}} dM_s = \int_0^t 1_{\{U_s > 0\}} dM_s,$$

and thus

$$\int_0^t L_s dD_s = U_t - U_0 - (M_t - M_0) = -(a_t - a_0).$$

Concerning property 5), note that by definition of $D$ we have $\{U_t > 0\} \subseteq \{D_t > 0\}$ for all $t \in [0, T]$. Thus (4.13) implies for each $t \in [0, T]$

$$L_t = L_0 + \int_0^t 1_{\{U_s > 0\}} \frac{L_s - dM_s}{U_s} = L_0 + \int_0^t 1_{\{D_s > 0\}} dL_s.$$

Similarly, by definition of $L$ we have $\{U_t + \Delta a_t > 0\} \subseteq \{L_t > 0\}$ for all $t \in [0, T]$, and hence (4.9) yields for each $t \in [0, T]$

$$D_t = 1 - \int_0^t 1_{\{U_s + \Delta a_s > 0\}} \frac{D_s - dM_s}{U_s + \Delta a_s} = 1 + \int_0^t 1_{\{L_s > 0\}} dD_s.$$

**Step 4:**

In order to prove uniqueness, we first show that every pair of processes $(\tilde{L}, \tilde{D})$ satisfying properties 1), 2), and 4) of Theorem 4.2 provides a multiplicative decomposition of the supermartingale $U$ defined in (4.15), that is,

$$U_t = \tilde{L}_t \tilde{D}_t \quad \forall t \in [0, T]. \quad (4.18)$$

This holds clearly at $T$, since $U_T = 0$ and $\{\tilde{D}_T > 0\} \subseteq \{\tilde{L}_T = 0\}$. In order to prove (4.18) on $[0, T)$, let $(\sigma_n)_{n \geq 1}$ be a localizing sequence for $\tilde{L}$, i.e. $\sigma_n \nearrow T \mathbb{P}$-a.s., and $L_{\sigma_n}$ is a uniformly integrable martingale for each $n$. Let further $\sigma$ be any stopping time. Then property 4) yields

$$\begin{align*}
1 &= \mathbb{E}[a_T] = \mathbb{E}[a_T - a_{\sigma \wedge \sigma_n} + a_{\sigma \wedge \sigma_n} - a_0] \\
&= \mathbb{E}[a_T - a_{\sigma \wedge \sigma_n}] - \mathbb{E}\left[\int_0^{\sigma \wedge \sigma_n} \tilde{L}_s d\tilde{D}_s\right] - \mathbb{E}[L_0 \Delta D_0] \\
&= \mathbb{E}[U_{\sigma \wedge \sigma_n}] - \mathbb{E}\left[\int_0^{\sigma \wedge \sigma_n} \tilde{L}_{\sigma \wedge \sigma_n} d\tilde{D}_s\right] - \mathbb{E}[L_0 \Delta D_0]
\end{align*}$$
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\begin{align*}
\mathbb{E}[U_{\sigma \wedge \sigma_n}] - \mathbb{E}[\tilde{L}_{\sigma \wedge \sigma_n} \tilde{D}_{\sigma \wedge \sigma_n}] + 1,
\end{align*}
where we have used uniform integrability of the martingale \( L^{\sigma_n} \), and \([16] \) VI.57]. Hence, by [15] IV.87 b) the processes \( U^{\sigma_n} \) and \( \tilde{L}^{\sigma_n} \tilde{D}^{\sigma_n} \) are indistinguishable for each \( n \). Since \( \sigma_n \to T \) \( \mathbb{P} \)-a.s., \((4.18)\) holds on \( [0,T) \).

In particular, since \( \Delta a_t = -\tilde{L}_t \Delta \tilde{D}_t \) by (4), \((4.18)\) yields \( U_t + \Delta a_t = \tilde{L}_t \tilde{D}_t \) for all \( t \). This implies on \( [0,\tau] \):
\begin{align*}
\tilde{D}_t - \tilde{D}_0 = \int_0^t d\tilde{D}_s = \int_0^t \frac{\tilde{L}_s \tilde{D}_{s-} d\tilde{D}_s}{\tilde{L}_s \tilde{D}_{s-}} = -\int_0^t \frac{\tilde{D}_s - \Delta a_s}{U_s + \Delta a_s} da_s.
\end{align*}
So \( \tilde{D} \) is a solution to the SDE \((4.9)\) on \( [0,\tau] \), and thus coincides with \( D \) on this set. Since \( U = LD = \tilde{L}D \), this implies further \( L = \tilde{L} \) on \( [0,\tau] \), and \( L_{T-} = \tilde{L}_{T-}, D_{T-} = \tilde{D}_{T-} \).

Moreover, since \( L_t D_t = L_{T-} D_{T-} = U_{\tau} = 0 \), property 4) yields
\begin{align*}
L_{T-} D_{T-} = -L_{T-} \Delta D_{T-} = -\Delta a_{\tau} = -\tilde{L}_{T-} \Delta \tilde{D}_{T-} = \tilde{L}_{T-} \tilde{D}_{T-}.
\end{align*}
Thus \( \tilde{L}_t = L_t > 0 \) on \( \{ \Delta a_t > 0 \} \), and hence \( \tilde{D}_t = D_t = 0 \) on \( \{ \Delta a_t > 0 \} \) by \((4.13)\) and \((4.18)\), which implies already \( D = \tilde{D} \) on \( \{ \Delta a_t > 0 \} \). On \( \{ \Delta a_t = 0 \} \) we have \( \tilde{D}_t = D_{T-} = \tilde{D}_{T-} \), and \( \tilde{L}_{T-} = L_{T-} = 0 \) on \( \{ \Delta a_t = 0 \} \cap \{ D_{T-} > 0 \} \), since \( U_{T-} = L_{T-} D_{T-} = 0 \) on \( \{ \Delta a_t = 0 \} \). Non-negativity and local martingale property imply then \( L = \tilde{L} \) on \( \{ \Delta a_t = 0 \} \cap \{ D_{T-} > 0 \} \).

If we assume in addition, that \( (\tilde{L}, \tilde{D}) \) satisfies property 5) of the theorem, we obtain also \( \tilde{L} = \tilde{L} = \tilde{L} = L \) on \( \{ \Delta a_t > 0 \} \cup \{ D_{T-} = 0 \} \), and \( \tilde{D} = \tilde{D} = D = D \) on \( \{ \Delta a_t = 0 \} \cap \{ D_{T-} > 0 \} \), which proves equality (in the sense of undistinguishability) on \( [0,T] \).

**Step 5:**
We now proof the "if" part of the theorem. Obviously, any two processes \( L \) and \( D \) satisfying properties 1) and 2) define a non-decreasing, right-continuous, adapted process \( \alpha \) via 4). It remains to prove that \( \mathbb{E}[a_{T\wedge \sigma_n}] = 1 \). To this end let \( (\sigma_n)_{n \in \mathbb{N}} \) be a localizing sequence for \( L \). Note that w.l.o.g. we can assume that \( \sigma_n < T \) for all \( n \), otherwise we switch to \( \sigma_n \wedge (T - \frac{1}{n}) \) in case \( T < \infty \). Using 1), 2), 4), uniformly integrability of the martingale \( L^{\sigma_n} \), and \([16] \) VI.57] we obtain for each \( n \in \mathbb{N} \):
\begin{align*}
\mathbb{E}[a_{\sigma_n}] = \mathbb{E}[-\int_{[0,\sigma_n]} L_{\tau \wedge \sigma_n} dD_{\tau}] = \mathbb{E}[-\int_{[0,\sigma_n]} L_{\sigma_n} dD_{\tau}] = \mathbb{E}[-L_{\sigma_n} D_{\sigma_n} + L_0 D_{0-}] = \mathbb{E}[-L_{\sigma_n} D_{\sigma_n}] + 1 \quad (4.19)
\end{align*}
By monotone convergence, \( \mathbb{E}[a_{\sigma_n}] \to \mathbb{E}[a_{T-}] \) with \( n \to \infty \), and \( \mathbb{E}[L_{\sigma_n} D_{\sigma_n}] \to \mathbb{E}[L_{T-} D_{T-}] \), since \( LD \) is of class \( (D) \). Moreover,
\begin{align*}
\mathbb{E}[L_{T-} D_{T-}] = \mathbb{E}[L_T D_{T-}] = \mathbb{E}[-L_T \Delta D_T] = \mathbb{E}[\Delta a_T],
\end{align*}
where we have used \( L_{T-} = \mathbb{E}[L_T | F_{T-}] \), \( D_T = 0 \) on \( \{ L_T > 0 \} \) and 4). Hence \((4.19)\) implies
\begin{align*}
\mathbb{E}[a_T] = \mathbb{E}[a_{T-}] + \mathbb{E}[\Delta a_T] = 1.
\end{align*}
Remarks 4.5. 1. Our proof of Theorem 4.2 is based on the idea that any pair of processes \((L, D)\) satisfying conditions 1)-3) provides a multiplicative decomposition of the supermartingale \(U\) defined in (4.6). The construction of \(L\) and \(D\) is inspired by the classical multiplicative decomposition results as in [24], [25, Theorem 6.17]. However, in difference to these results, the non-increasing process \(D\) in our case is in general not predictable, even if the corresponding process \(a\) is. As it can be seen from (4.10), \(D\) is predictable, if \(a\) is predictable, and it does not jump at the same time as the martingale \(M\); cf. also Remark 4.7 later on in text.

2. In [1, Theorem 3.4], which is a discrete time counterpart of Theorem 4.2, the non-increasing process \(D\) is predictable. However, this is just a matter of notation: The process \(D\) appearing in [1, Theorem 3.4] corresponds to the predictable process \(D^-\) of Theorem 4.2. Indeed, if \((L, D)\) is a couple of processes as in Theorem 4.2, and if we can associate a measure \(Q\) on \((\Omega, \mathcal{F})\) to the local martingale \(L\), as explained later on in text, representation (4.5) takes the form
\[
\mathbb{E}_\mu[X] = \mathbb{E}_Q \left[ \int_{[0,T]} D_s dX_s \right]
\]
for any bounded semimartingale \(X\) with \(X_{0-} := 0\). This representation corresponds to (3.8) of [1, Theorem 3.4].

Clearly, Theorem 4.2 provides for any predictable process \(a\) a decomposition \((L, D)\), such that \(\int_0^t L_u dD_u\) is predictable. However, if one seeks to construct a predictable process \(a\) starting with a couple \((L, D)\), it requires more conditions than 1)-3) of Theorem 4.2 to ensure predictability. In this case, \(D\) should "compensate" the non-predictable jumps of the local martingale \(L\), i.e., the jump process \((\sum_{s\leq t} L_s \Delta D_s)_t\) should be predictable. This additional assumption is not very handy. In the predictable case it seems more natural to use a different construction, namely \(a = \int L^- dD\) with a predictable process \(D\) and a local martingale \(L\). This is done in the next proposition.

Proposition 4.6. A process \(a := (a_t)\) is an non-decreasing, right-continuous, predictable process with \(a_{0-} = 0\) and \(\mathbb{E}[a_T] = 1\), if and only if there exists a pair of adapted càdlàg processes \((L, D)\), satisfying properties 1)-3) of Theorem 4.2, such that in addition \(D\) is predictable, and
\[
4') a_t = -\int_{[0,t]} L_s^- dD_s \quad \forall t \in [0,T] \text{ with the convention } L_{0-} := 1 \text{ holds.}
\]
The processes \(L\) and \(D\) are unique up to indistinguishability on \([0,\tau]\), where \(\tau\) is as in Theorem 4.2. Moreover, the pair \((L, D)\) can be chosen such that in addition
\[
5') L_t = L_0 + \int_0^t 1_{\{D_s > 0\}} dL_s, \quad D_t = 1 + \int_0^t 1_{\{L_s > 0\}} dD_s \quad \forall t \in [0,T]
\]
holds. Under this condition \(L\) and \(D\) are essentially unique on \([0,T]\).

Proof. The proof of the "if" part follows exactly as in Step 5 of the proof of Theorem 4.2. Obviously, the process \(a\) defined by 4') is predictable, and, since \(D\) is predictable, the equality (4.19) holds in the same way for \(\mathbb{E} \left[ -\int_{[0,\tau]} L_{\tau \wedge \sigma_n}^- dD_t \right] \).
To prove “only if”, we use the classical multiplicative decomposition of the supermartingale \( U \) defined in (4.6) as

\[
U_t = \mathbb{E}[a_T | \mathcal{F}_t] - a_t = M_t - a_t, \quad t \in [0, T].
\]

The construction of \( D \) and \( L \) basically follows as in the proof on Theorem 4.2, with the difference that \( U_\cdot \) has to be replaced by the predictable projection of \( U \), denoted by \( pU \). The process \( D \) is defined via

\[
D_t = 1 - \int_0^t \frac{1}{pU_s} da_s, \quad t \in [0, T],
\]

i.e., \( D_0 := 1 \) and

\[
D_t := \exp \left( -\int_0^t \frac{1}{pU_s} da_s \right) \prod_{0 \leq s \leq t, \Delta a_s > 0} \frac{pU_s}{U_s}, \quad t \in [0, T].
\]  
(4.20)

\( D \) is well-defined, predictable, right-continuous, and non-increasing on \([0, T]\). We have also \( D = D^\tau \), where \( \tau \) is the stopping time defined in (4.8).

To define the process \( L \), let \( B := \{pU_\tau = 0\} \), and denote by \( \tau_B \) the restriction of \( \tau \) to \( B \). Due to [25, (6.23), (6.24), Corollary 6.28], there exists a non-decreasing sequence of stopping times \((\sigma_n)_n\), such that\

\[
\bigcup_n [0, \sigma_n] \subset \bigcup_n [0, \tau_n] \subset \bigcup_n [0, \tau_B] = [0, \tau_B],
\]

where \( \tau_n \) are stopping times defined in (4.7). Hence we have \( \tau_B = \lim_n \tilde{\sigma}_n \), where

\[
\tilde{\sigma}_n := \begin{cases} \sigma_n & \text{on } \{\sigma_n < \tau\}, \\ T & \text{on } \{\sigma_n = \tau\}, \end{cases}
\]

and \( \tau_B \) is a predictable stopping time.

Using the same argumentation as in Step 1 of the proof of Theorem 4.2, we define the process \( L \) as the stochastic exponential of the local martingale \( \int_0^{\wedge \tau} \frac{1}{pU_s} dM_s \) on \( \bigcup_{n \in \mathbb{N}} [0, \tilde{\sigma}_n] \), and extend it to a local martingale on \([0, T]\) as in Lemma 4.1. This yields

\[
L_t = 1 + \int_0^t \mathbb{1}_{\{pU_s > 0\}} \frac{1}{pU_s} dM_s, \quad t \in [0, T],
\]

and

\[
L_t = \exp \left( \int_0^{\wedge \tau} \frac{1}{pU_s} dM_s - \frac{1}{2} \int_0^{\wedge \tau} \frac{1}{pU_s} d(M)_s \right) \times \prod_{0 \leq s \leq \wedge \tau, \Delta M_s \neq 0} \frac{U_s}{pU_s}, \quad t \in [0, T].
\]  
(4.21)

\( L \) is well defined at \( \tau \), since \( \Delta M_\tau = a_\tau - M_{\tau-} = -pU_\tau \), and thus \( \Delta M_\tau = 0 \) on \( \{pU_\tau = 0\} \). We also have

\[
\mathbb{E}[L_T | \mathcal{F}_T] = \mathbb{E}[L_T - \mathbf{1}_{\{pU_T > 0\}} L_T - \frac{\Delta M_T}{pU_T} | \mathcal{F}_T] = L_T. \]
Due to [25, Theorem 6.31], $L$ and $D$ provide a multiplicative decomposition of $U$, i.e.,

$$U_t = L_tD_t \quad (4.22)$$

holds on $\cup_n [0,\sigma_n] = [0,\tau] \cap [0,\tau_B]$. Since $U = U^\tau$, $L = L^\tau$, and $D = D^\tau$, (4.22) holds also on $\cup_n \in \mathbb{N} [0,\tilde{\sigma}_n]$. It remains to prove (4.22) for $(\omega, t) \in [\tau_B, T]$ and $\omega \in \{\rho U_\tau = 0\}$. To this end, note that $D_{\tau_B} = 0$ on $\{\rho U_\tau = 0\} \cap \{\Delta a_{\tau_B} > 0\}$ by (4.20), hence $0 = U_{\tau_B} = L_{\tau_B}D_{\tau_B}$ on this set. On the set $\{\rho U_\tau = 0\} \cap \{\Delta a_{\tau_B} = 0\}$ we have $\rho U_\tau = U_{\tau-}$, thus $\tau_B = \tau_A$, and we can conclude as in Step 2 of the proof of Theorem 4.2.

Thanks to (4.22) and integration by parts formula, we have

$$U_t = E[a_T|\mathcal{F}_t] - a_t = \int_0^t D_s dL_s + \int_{[0,t]} L_s - dD_s, \quad t \in [0, T],$$

and thus property 4') follows from the uniqueness of the Doob-Meyer decomposition. Concerning property 5'), note that by definition of $D$ we have $\{\rho U_t > 0\} \subseteq \{D_t > 0\}$ for all $t \in [0, T]$, and hence

$$L_t = L_0 + \int_0^t 1_{\{\rho U_s > 0\}} dL_s = L_0 + \int_0^t 1_{\{D_s > 0\}} dL_s.$$ 

Similarly, by definition of $L$ we have $\{\rho U_t > 0\} \subseteq \{L_t - > 0\}$ for all $t \in [0, T]$, thus

$$D_t = 1 - \int_0^t 1_{\{\rho U_s > 0\}} \frac{D_s - \rho U_s}{D_s} ds = 1 + \int_0^t 1_{\{L_s - > 0\}} dD_s, \quad t \in [0, T].$$

In order to prove uniqueness, we can again apply the same argumentation as in Step 4 of the proof of Theorem 4.2 to conclude that every pair of processes $(\tilde{L}, \tilde{D})$ satisfying properties 1)-4') of Proposition 4.6 provides a multiplicative decomposition of the supermartingale $U$. Hence uniqueness on $\cup_n [0,\sigma_n] = [0,\tau] \cap [0,\tau_B]$ follows from [25, Corollary 6.28, Theorem 6.31]. In particular, we have $\tilde{L}_{\tau-} = \tilde{L}_{\tau-}, \tilde{D}_{\tau-} = \tilde{D}_{\tau-}$, and $\tilde{L}_\tau = \tilde{L}_\tau = 0$ on $B \cap \{L_{\tau_B} = 0\}$ due to the local martingale property. Moreover, since

$$0 = \rho U_{\tau_B} = U_{\tau_B} - \Delta a_{\tau_B} = \tilde{L}_{\tau_B} - \tilde{D}_{\tau_B} - \Delta \tilde{D}_{\tau_B} = L_{\tau_B} - \tilde{D}_{\tau_B}$$

on $B$, we have $\tilde{D}_\tau = D_\tau = 0$ on $B \cap \{L_{\tau_B} = 0\}$. Property 5') implies further $\tilde{D}_\tau = D_\tau$ on $B \cap \{L_{\tau_B} = 0\}$, $\tilde{L}_\tau = L_\tau$ on $B \cap \{L_{\tau_B} > 0\}$, and also $\tilde{D} = D, \tilde{L} = L$ on $[\tau, T]$. This concludes the proof. \qed

**Remarks 4.7.**

1. If $(L, D)$ is the decomposition of a predictable process $a$ as in Theorem 4.2 and $(\tilde{L}, \tilde{D})$ its decomposition as in Proposition 4.6, then $a = \int L dD = \int \tilde{L} d\tilde{D}$, but in general we do not have $D = \tilde{D}$ and $\tilde{L} = L$. As it can be seen from (4.10), (4.20), (4.14), and (4.21), we have $D = \tilde{D}$ and $\tilde{L} = L$ if and only if the martingale $M = (E[a_T|\mathcal{F}_t])_{t \in [0, T]}$ and the process $a$ do not jump at the same time, i.e., iff the bracket process $[M, a] = (\sum_{s \leq t} \Delta M_s \Delta a_s)_{t \in [0, T]}$ is undistinguishable from 0.

2. In a view of the previous remark, the decompositions $(L, D)$ as in Theorem 4.2 and $(\tilde{L}, \tilde{D})$ as in Proposition 4.6 coincide if the filtration $(\mathcal{F}_t)$ is continuous.
3. It follows directly from (4.10) (resp. (4.20) and property 4) (resp. 4'), that the process \( a \) is purely discontinuous if and only if the process \( D \) is purely discontinuous.

In the rest of this section we discuss how one can associate a measure \( Q \) on \((\Omega, \mathcal{F}_T)\) to the local martingale \( L \); in this case representation (4.3) takes the form

\[
\mathbb{E}_\mu[X] = \mathbb{E}_Q[-\int_{[0,T]} X_s dD_s].
\]  

(4.23)

We fix a process \( a \in \mathbb{Z}_1 \), or alternatively, a measure \( \mu \in \mathcal{M}_1(\mathcal{O}) \), and denote by \((L, D)\) the corresponding decomposition satisfying conditions 1)-4) of Theorem 4.2. The three following cases can occur:

**Case 1:** \( L \) is a uniformly integrable martingale. Then we can define a probability measure \( Q \) on the \( \sigma \)-field \( \mathcal{F}_T \) in a straightforward way by \( \frac{dQ}{dP} := L_T \). We have \( Q \ll P \), and \( D_T := 0 \) \( Q \)-a.s. Since \( L \) is uniformly integrable martingale, [10 VI.57] yields for any bounded optional process \( X \)

\[
\mathbb{E} \left[ \int_0^T X_t L_t dD_t \right] = \mathbb{E} \left[ L_T \int_0^T X_t dD_t \right] = \mathbb{E}_Q \left[ \int_0^T X_t dD_t \right].
\]  

(4.24)

**Remark 4.8.** Case 1 holds in particular, if the measure \( \mu \) is concentrated on \( \Omega \times \{T\} \), i.e., if \( a_t = 0 \) for all \( t \in [0,T) \). Then the supermartingale \( U \) defined in (4.11) coincides with the uniformly integrable martingale \( \mathbb{E} [a_T | \mathcal{F}_t] \) on \([0,T)\), and it’s multiplicative decomposition is given by \( L_t := \mathbb{E} [a_T | \mathcal{F}_t], \ t \in [0,T) \), and \( D_t := 1, \ t \in [0,T) \), \( D_T := 0 \). In this case (4.3) takes the form

\[
\mathbb{E}_\mu[X] = \mathbb{E}_Q[X_T].
\]

**Case 2:** \( L \) is a true martingale on \([0,T)\), which is not uniformly integrable, i.e. \( \mathbb{E}[L_T] < 1 \). Note that this case can occur also if \( T < \infty \), cf. [28] Remark 1.3. In this case one can associate a measure \( Q \) to the process \( L \), if the filtration satisfies some additional technical conditions: Assume that \( \mathcal{F}_T = \mathcal{F}_{T^-} = \bigvee_{t \in [0,T]} \mathcal{F}_t \), and that \((\mathcal{F}_t)_{t \in [0,T]}\) is the so called \( N \)-augmentation of some filtered probability space, as defined in [33] Proposition 2.4, see also [10]. Moreover, assume that the non-augmented filtered probability space satisfies condition (P) of [23] Definition 4.1, cf. also [33].

The main idea in this case is to use Parthasarathy’s ([34]) measure extension result, as done in [19]; see also [33] Corollary 4.10], [1 Theorem 3.4], [28] Theorem 1.1]. We define a measure \( Q_t \) locally on each \( \mathcal{F}_t \) by \( \frac{dQ_t}{dP} := L_t \). Under the assumptions above, the consistent family \((Q_t)_{t \in [0,T]}\) can be extended to a unique measure \( Q \) on \( \mathcal{F}_T \), such that \( Q|_{\mathcal{F}_t} = Q_t \) for all \( t \). Note that \( Q \) is locally absolutely continuous with respect to \( P \), i.e., \( Q \ll P \) on each \( \mathcal{F}_t, \ t \in [0,T) \), but \( Q \) is not absolutely continuous with respect to \( P \) on \( \mathcal{F}_T \). For this reason the filtration \((\mathcal{F}_t)\) cannot be completed with zero sets of \( \mathcal{F}_T \). However, in this case the "usual conditions" can be replaced by \( N \)-usual conditions, cf. [33] and [10].

**Corollary 4.9.** Assume that \( \mathcal{F}_T = \mathcal{F}_{T^-} \), and that \((\Omega, (\mathcal{F}_t)_{t \in [0,T]}, P)\) is the \( N \)-augmentation of a filtered probability space that satisfies the property (P). Let \( a \in \mathbb{Z}_1 \) with the decomposition \((L, D)\) as in Theorem 4.2, such that the process \( L \) is a martingale on \([0,T)\). Then there exists a probability measure \( Q \) on \( \mathcal{F}_T \), that is locally absolutely continuous with respect to \( P \),
such that \( D_T = 0 \) \( Q \)-a.s. and
\[
\mathbb{E} \left[ \int_{[0, T]} X_t \, dD_t \right] = \mathbb{E}_Q \left[ - \int_{[0, T]} X_t \, dD_t \right]
\tag{4.25}
\]
for any bounded optional process \( X \).

**Proof.** We define the measure \( Q \) as explained above. Let \( \tau_n \) be any sequence of stopping times such that \( \tau_n < T \), \( \tau_n \nearrow T \) \( \mathbb{P} \)-a.s.. Then \( L^{\tau_n} \) is a uniformly integrable martingale for each \( n \), and the same argumentation as in [123] yields for any bounded optional process \( X \)
\[
\mathbb{E} \left[ \int_0^{\tau_n} X_t \, dD_t \right] = \mathbb{E}_Q \left[ \int_0^{\tau_n} X_t \, dD_t \right], \quad n \in \mathbb{N}.
\]

By dominated convergence, \( \mathbb{E} \left[ \int_0^{T^-} X_t \, dD_t \right] = \mathbb{E}_Q \left[ \int_0^{T^-} X_t \, dD_t \right] \), and it remains to prove the equality at \( T \). To this end we argue as in [1]: By \([26, \text{Lemma 2, Lemma 3}]\), the limit \( L_{T^-} = \lim_{t \to T} L_t \) exists \( \mathbb{P} \)-a.s. and \( Q \)-a.s., and the measure \( Q \) has Lebesgue decomposition on \( \mathcal{F}_T \) with respect to \( \mathbb{P} \) given by
\[
Q[A] = \int_A L_{T^-} \, d\mathbb{P} + Q[A \cap \{L_{T^-} = \infty\}], \quad A \in \mathcal{F}_T.
\tag{4.26}
\]
Moreover, since \((D_t)_{t \in [0, T)}\) is non-increasing under \( Q \), the limit \( D_{T^-} \) exists also \( Q \)-a.s. By construction, the random variable \( D_T \) is defined under \( \mathbb{P} \), and hence under \( Q \) only on the set \( \{L_{T^-} < \infty\} \). We define \( D_T := 0 \) on the set \( \{L_{T^-} = \infty\} \). Note further that \( L_T = L_{T^-} \) \( \mathbb{P} \)-a.s., since \( \mathcal{F}_T = \mathcal{F}_{T^-} \) and \( \mathbb{E}[L_T | \mathcal{F}_{T^-}] = L_{T^-} \). This implies
\[
Q[\{D_T > 0\}] = \mathbb{E}_P \left[ \mathbf{1}_{\{D_T > 0\}} L_{T^-} \right] + Q[\{D_T > 0\} \cap \{L_{T^-} = \infty\}] = \mathbb{E}_P \left[ \mathbf{1}_{\{D_T > 0\}} L_T \right] = 0,
\]
where we have used that \( L_T D_T = 0 \) \( \mathbb{P} \)-a.s.. Moreover, we have \( D_{T^-} = 0 \) on \( \{L_{T^-} = \infty\} \) \( Q \)-a.s. thanks to \([1.26] \) and the fact that \( LD \) is of class (D). Indeed, we have for any sequence of stopping times \( (\tau_n) \) as above
\[
\mathbb{E}_Q \left[ D_{T^-} \mathbf{1}_{\{L_{T^-} = \infty\}} \right] = \mathbb{E}_Q [D_{T^-}] - \mathbb{E}_P [L_{T^-} D_{T^-}]
\]
\[
= \mathbb{E}_Q [D_{T^-}] - \lim_n \mathbb{E}_P [L_{\tau_n} D_{\tau_n}]
\]
\[
= \mathbb{E}_Q [D_{T^-}] - \lim_n \mathbb{E}_Q [D_{\tau_n}] = 0,
\tag{4.27}
\]
where the last equality holds due to monotone convergence. Hence we obtain
\[
\mathbb{E}_P [X_T L_T \Delta D_T] = \mathbb{E}_P \left[ -X_T L_{T^-} D_{T^-} \right]
\]
\[
= \mathbb{E}_Q \left[ -X_T D_{T^-} \right] - \mathbb{E}_Q \left[ -X_T D_{T^-} \mathbf{1}_{\{L_{T^-} = \infty\}} \right]
\]
\[
= \mathbb{E}_Q [X_T \Delta D_T],
\]
where we have used that \( L_T = L_{T^-}, L_T D_T = 0 \) \( \mathbb{P} \)-a.s., \([1.26] \), \( D_{T^-} = 0 \) on \( \{L_{T^-} = \infty\} \), and \( D_T = 0 \) \( Q \)-a.s.. This proves \([1.25] \) also at \( T \) and completes the proof. \( \square \)
Remark 4.10. Note that $LD$ is of class (D) under $P$ if and only if $DT_-=0$ on $\{LT_-=\infty\}$ $Q$-a.s.. Indeed, the “only if” part was proved in (4.27). To see that also the converse is true, we define the stopping times

$$\sigma_n := \inf \{ t \mid L_t \geq n \}, \quad n \in \mathbb{N}. $$

By monotone convergence

$$0 = \mathbb{E}_Q [DT_1\{LT_-=\infty\}] = \lim_n \mathbb{E}_Q [D_{\sigma_n} 1_{\{\sigma_n<T\}}] = \lim_n \mathbb{E}_P [L_{\sigma_n} D_{\sigma_n} 1_{\{\sigma_n<T\}}].$$

Since $0 \leq D \leq 1$ $P$-a.s., [16, Theorem VI.25] implies that $LD$ is of class (D).

Case 3: If $L$ is a strict local martingale, and the filtration $(F_t)_{t \in [0,T]}$ is a standard system (cf. [34], [19]), it is still possible to associate a measure $Q$ to $L$, as done in [19], cf. also [28, Theorem 1.8]. However, in this case not even the $N$-augmentation of the filtration can be used, and one would have to work with a non-completed filtration. This imposes many technical restrictions, and goes beyond the scope of the present paper.

5 Robust representation of convex risk measures on $\mathcal{R}^\infty$

In this section we first recall some notation and the representation result for convex risk measures on $\mathcal{R}^\infty$ from [12]. We consider the space of pairs of finite variation processes

$$\mathcal{A}^1 := \left\{ a : [0,T] \times \Omega \to \mathbb{R}^2 \mid a = (a^{op}, a^{pr}) = (a^{op}_t, a^{pr}_t)_{t \in [0,T]}, \right.$$  

$$a^{op}, a^{pr} \text{ right continuous, of finite variation},$$  

$$a^{pr} \text{ predictable, } a^{pr}_0 = 0, $$  

$$a^{op} \text{ optional, purely discontinuous,}$$  

$$\text{Var}(a^{pr}) + \text{Var}(a^{op}) \in L^1(P) \right\}. $$

The space $\mathcal{A}^1$ is a Banach space with the norm

$$\|a\|_{\mathcal{A}^1} := \mathbb{E} [\text{Var}(a^{pr}) + \text{Var}(a^{op})],$$

and any element of $\mathcal{A}^1$ defines a linear form on $\mathcal{R}^\infty$ via

$$a(X) := \mathbb{E} \left[ \int_0^T X_t da^{pr}_t + \int_{[0,T]} X_t da^{op}_t \right], \quad X \in \mathcal{R}^\infty. \tag{5.1} $$

Let further $\mathcal{A}^1_+$ denote the subset of all non-decreasing elements of $\mathcal{A}^1$, and

$$\mathcal{Z}^d_1 := \left\{ a = (a^{br}, a^{op}) \in \mathcal{A}^1_+ \mid \|a\|_{\mathcal{A}^1} = 1 \right\}. $$

Given a subset $\hat{\mathcal{Z}}$ of $\mathcal{Z}^d_1$, a function $\gamma : \mathcal{Z}^d_1 \to [0,\infty]$ is called a penalty function on $\hat{\mathcal{Z}}$, if

$$\inf_{a \in \hat{\mathcal{Z}}} \gamma(a) = 0.$$
For a monetary convex risk measure for processes $\rho$, a typical penalty function is the conjugate of $\rho$:

$$\alpha(a) := \rho^*(a) := \sup_{X \in \mathcal{R}^\infty} (a(-X) - \rho(X)) = \sup_{X \in \mathcal{A}} a(-X), \quad a \in \mathbb{Z}_1^d.$$  \hspace{1cm} (5.2)

Here $\mathcal{A}$ denotes the acceptance set defined in Remark 3.3.

As usually, dual representation of a convex risk measure is closely related to its continuity properties.

**Definition 5.1.** A monetary convex risk measure for processes $\rho$ is called

- continuous from above with respect to sup-convergence in probability (resp. with respect to pointwise convergence in probability), if

$$\lim_{n \to \infty} \rho(X^n) = \rho(X)$$

for every non-increasing sequence $(X^n) \subset \mathcal{R}^\infty$ and $X \in \mathcal{R}^\infty$, such that $(X^n - X)^* \to 0$ in probability (resp. such that $X^n_t - X_t \to 0 \text{ P-a.s. for all } t \in [0, T]$).

- continuous from below with respect to sup-convergence in probability (resp. with respect to pointwise convergence in probability), if

$$\lim_{n \to \infty} \rho(X^n) = \rho(X)$$

for every non-decreasing sequence $(X^n) \subset \mathcal{R}^\infty$ and $X \in \mathcal{R}^\infty$, such that $(X^n_t - X_t)^* \to 0$ in probability (resp. such that $X^n_t - X_t \to 0 \text{ P-a.s. for all } t \in [0, T]$).

The following result was proved in [12, Theorem 3.3].

**Theorem 5.2.** For a functional $\rho$ on $\mathcal{R}^\infty$ the following conditions are equivalent:

1. $\rho$ can be represented as

$$\rho(X) = \sup_{a \in \mathbb{Z}_1^d} (a(-X) - \gamma(a)), \quad X \in \mathcal{R}^\infty,$$  \hspace{1cm} (5.3)

with a penalty function $\gamma$ on $\mathbb{Z}_1^d$.

2. $\rho$ is a monetary convex risk measure that is continuous from above with respect to sup-convergence in probability.

Moreover, if (1)-(2) are satisfied, the function $\alpha$ defined in (5.2) is a penalty function on $\mathbb{Z}_1^d$ such that

$$\alpha(a) \leq \gamma(a) \quad \text{for all } a \in \mathbb{Z}_1^d,$$

and the representation (5.3) holds also with $\gamma$ replaced by $\alpha$. 
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For any $a = (a^{pr}, a^{op}) \in A^1$, the linear form (5.1) can be written as
\[
a(X) = E \left[ \int_{(0,T]} X_t - da^{pr}_t + \int_{(0,T]} X_t da^{op}_t \right]
= E \left[ \int_{[0,T]} X_t d(a^{pr}_t + a^{op}_t) - \sum_{0 < t \leq T} p(\Delta X)_t \Delta a^{pr}_t \right],
\]
where $p(\Delta X)$ denotes the predictable projection of the purely discontinuous part of $X \in \mathcal{R}^\infty$. For $a \in Z^d_1$, the process $a^{pr} + a^{op}$ defines a normalized optional measure as we have considered in Section 4; cf. (4.2). However, the linear form in (5.4) involves an additional singular term $\sum p(\Delta X)_t \Delta a^{pr}_t$, depending on the nature of the jumps of $X$.

Our main goal in the rest of this section will be finding conditions on the risk measure $\rho$, under which it can be represented in terms of ordinary optional measures, as defined in (4.2). This simplified form is particularly useful for construction of risk measures for processes, e.g., all examples in [12, Section 5], and also our examples in Section 7 are of this form. We begin by noting that the space of optional measures $B^1$ defined in Section 4 can be identified with a subspace of $A^1$.

**Remark 5.3.** To any $a \in B^1$ we can associate a pair $\tilde{a} := (a^{c}, a - a^{c}) \in A^1$, where $a^{c}$ denotes the continuous part of $a$, and $a - a^{c}$ its purely discontinuous part. Then $\|\tilde{a}\|_{A^1} = E[\text{Var}(a)]$, and
\[
\tilde{a}(X) = E \left[ \int_{[0,T]} X_t da_t \right].
\]
Conversely, any pair of processes $\tilde{a} = (a^{pr}, a^{op}) \in A^1$ such that $a^{pr}$ is continuous, defines an element $a := a^{pr} + a^{op} \in B^1$ such that (5.4) holds. Thus we can identify $B^1$ with the subspace
\[
\{ \tilde{a} = (a^{pr}, a^{op}) \in A^1 \mid a^{pr} \text{ continuous} \}
\]
of $A^1$, and for any $a \in B^1$ the linear form $a(X)$ takes the form (5.5) on $\mathcal{R}^\infty$.

The key to the dual representation of a convex risk measure is an appropriate continuity property. The reason why a pair of processes appears in the robust representation (5.3) is condition of continuity from above with respect to sup-convergence in probability. By [16, Lemma VII 2], sup-convergence for càdlàg functions amounts to pointwise convergence of the paths and of their left limits. Thus any positive linear functional on $\mathcal{R}^\infty$, that is continuous from above with respect to sup-convergence in probability, is of the form (5.4), and involves two processes of finite variation, cf. [16, Theorem VII 2].

On the other hand, by Daniell-Stone Integration Theorem (cf., e.g., [21, Theorem A.49]), any positive linear functional on $\mathcal{R}^\infty$, that is continuous from above with respect to pointwise convergence in probability, can be represented as in (5.5) for some $a \in B^1$. This suggests to make a stronger requirement of continuity from above with respect to pointwise convergence in probability, in order to obtain a representation of a risk measure in terms of $Z_1$. The requirement is necessary:

**Lemma 5.4.** Let $\rho$ be a functional on $\mathcal{R}^\infty$ such that
1. \( \rho \) can be represented as

\[
\rho(X) = \sup_{a \in \mathbb{Z}_1} (a(-X) - \gamma(a)), \quad X \in \mathbb{R}^\infty,
\]

with a penalty function \( \gamma \) on \( \mathbb{Z}_1 \).

Then

2. \( \rho \) is a monetary convex risk measure, that is continuous from above with respect to pointwise convergence in probability.

Proof. It is easy to see that \( \rho \) satisfies the axioms of Definition 3.1. Continuity from above follows by standard arguments as, e.g., in the proof [21, Lemma 4.21].

We conjecture, that conditions 1) and 2) of Lemma 5.4 are in fact equivalent. Unfortunately, after spending quite some time thinking about it, we are neither able to prove that 2) implies 1), nor could we find a counterexample.

We could prove representation (5.6) under the assumption of continuity from below with respect to pointwise convergence in probability. This is a stronger requirement than continuity from above, as shown in the next lemma. The result of this lemma is well known in the context of convex risk measures for bounded random variables, cf., e.g., [21, Remark 4.25]. However, the proof there relies on the particular representation of a risk measure for random variables, and cannot be applied in our present framework. The following general argument was communicated to us by Michael Kupper, and we thank him for allowing us to include it in this paper.

Lemma 5.5. Let \( \mathcal{X} \) be a topological vector space, and \( \rho : \mathcal{X} \to \mathbb{R} \) any convex functional such that \( \rho(X) \leq \rho(Y) \) for any \( X, Y \in \mathcal{X} \) with \( Y \leq X \). Assume further that \( \rho \) is continuous from below in the following sense:

\[
\rho(X_n) \searrow \rho(X) \quad \text{for any non-decreasing sequence} \quad (X_n) \subset \mathcal{X}, X_n \searrow X.
\]

Then \( \rho \) is continuous from above, i.e.,

\[
\rho(X_n) \nearrow \rho(X) \quad \text{for any non-increasing sequence} \quad (X_n) \subset \mathcal{X}, X_n \nearrow X.
\]

Proof. W.l.o.g. we can assume that \( \rho(0) = 0 \), otherwise consider \( \tilde{\rho}(\cdot) := \rho(\cdot) - \rho(0) \).

First we show that continuity from below at 0 implies continuity from above at 0. Indeed, let \( (X_n) \subset X, X_n \searrow X \). Then monotonicity, convexity, \( \rho(0) = 0 \), and continuity from below at 0 imply

\[
0 \geq \rho(X_n) \geq -\rho(-X_n) \nearrow 0.
\]

For the general case, let \( (X_n) \subset X, X_n \nearrow X_0 \), and consider the functional

\[
\tilde{\rho}(X) := \rho(X + X_0) - \rho(X_0), \quad X \in \mathcal{X}.
\]

It is easy to see that \( \tilde{\rho} \) is a monotone convex functional with \( \tilde{\rho}(0) = 0 \), continuous from below in 0. By the previous argument \( \tilde{\rho} \) is continuous from above at 0, which implies

\[
\rho(X_n) \nearrow \rho(X_0),
\]

i.e., \( \rho \) is continuous from above. \( \square \)
Continuity from below with respect to sup-convergence in probability for convex risk measures on $\mathcal{R}^\infty$ was characterized in \cite{3} Theorem 3.1. The following theorem combines this result with the argumentation inspired by \cite{21} Theorem 4.22.

**Theorem 5.6.** Let $\rho$ be a monetary convex risk measure on $\mathcal{R}^\infty$, that is continuous from below with respect to pointwise convergence in probability. Then $\rho$ has representation \eqref{5.6}, where any penalty function $\gamma$ is concentrated on the set $Z_1$ of normalized optional measures. In particular, $\rho$ has the representation \eqref{5.6}, and the supremum is attained, i.e., we have

$$\rho(X) = \max_{a \in Z_1} (a(-X) - \gamma(a)), \quad X \in \mathcal{R}^\infty.$$ \hspace{1cm} \eqref{5.7}

Moreover, the level sets

$$\Lambda_c := \left\{ a \in Z_1^d \mid \alpha(a) \leq c \right\}, \quad c > 0,$$ \hspace{1cm} \eqref{5.8}

are compact in $\sigma(\mathcal{B}^1, \mathcal{R}^\infty)$.

For the proof we will use the following lemma, which is a reformulation of \cite{21} Lemma 4.23, and can be proved in completely analogous way in our present context.

**Lemma 5.7.** Let $\rho$ be a monetary convex risk measure on $\mathcal{R}^\infty$ with the representation \eqref{5.6}, and consider the level sets $\Lambda_c$ defined in \eqref{5.8}. Then for any sequence $(X_n)$ in $\mathcal{R}^\infty$ such that $0 \leq X_n \leq 1$, the following two conditions are equivalent:

1. $\rho(\lambda X_n) \to \rho(\lambda 1_{[0,T]})$ for each $\lambda \geq 1$.
2. $\inf_{c \in \Lambda_c} a(X_n) \to 1$ for all $c > 0$.

**Proof of Theorem 5.6.** First we note that by Lemma 5.5 $\rho$ is continuous from above with respect to pointwise convergence in probability, hence also with respect to sup-convergence in probability, and by Theorem 5.2 $\rho$ has representation \eqref{5.6} with some penalty function $\gamma$ on $Z_1^d$. We will show that $\gamma(a) < \infty$ implies $a \in Z_1$. It suffices to prove this for the minimal penalty function $\alpha$.

To this end let $(Y^n)_{n \in \mathbb{N}}$ be a sequence in $\mathcal{R}^\infty$ such that $Y^n \searrow 0$ $\mathbb{P}$-a.s. for all $t$, and consider $X^n := 1_{[0,T]} - \delta Y^n$, where $\delta > 0$ is chosen such that $X_t^n \geq 0$ for all $t$ (e.g., $\delta := \frac{1}{\|Y^n\|_{\mathcal{R}^\infty+1}}$ does the job). Then $0 \leq X^n \leq 1$, and $\lambda X^n \nearrow \lambda 1_{[0,T]}$ $\mathbb{P}$-a.s. for all $t$ for any $\lambda > 0$. Continuity from below implies $\rho(\lambda X^n) \searrow \rho(\lambda 1_{[0,T]})$, and by Lemma 5.7

$$1 - \delta a(Y^n) = a(X^n) \to 1 \quad \text{for all} \quad a \in \Lambda_c.$$ 

Hence $a(Y^n) \searrow 0$ for all $a \in \Lambda_c$, i.e., $a$ is continuous from above with respect to pointwise convergence in probability. By Daniell-Stone Integration Theorem (cf., e.g., \cite{21} Theorem A.49), \cite{15} Theorem III 35), there exists a positive measure $\mu$ on $(\Omega, \mathcal{O})$ such that $a(X) = \int X d\mu$ for all $X \in \mathcal{R}^\infty$. As in the proof of \cite{16} Theorem VII 2], it can be seen that $\mu$ disappears on $\mathbb{P}$-evanescent sets. Then, due to Dolean’s representation result \cite{16} Theorem VI 65], and uniqueness of the linear form \eqref{5.1}, we can identify $a$ with some $\tilde{a} \in \mathcal{B}^1$ as in Remark 5.8. This proves (with some abuse of notation) that $a \in \mathcal{B}^1 \cap Z_1^d = Z_1$ for any $a \in Z_1^d$ such that $\alpha(a) < \infty$. In particular, representation \eqref{5.6} holds. Moreover, since
\( \rho \) is continuous from below with respect to sup-convergence in probability, \([4, \text{Theorem 3.1}]\) implies that the supremum in (5.3) is attained for each \( X \in \mathcal{R}^\infty \) by some \( \bar{a} \in \mathcal{Z}_d^1 \). We must have \( \gamma(\bar{a}) < \infty \) in this case, and thus \( \bar{a} \in \mathcal{Z}_1 \). Compactness of the sets \( \Lambda_c \) for any \( c > 0 \) in \( \sigma(\mathcal{B}^1, \mathcal{R}^\infty) \) follows also from \([4, \text{Theorem 3.1}]\). \( \square \)

6 Model and discounting ambiguity

This section combines the results of Sections 4 and 5. We denote by \( \mathcal{L}_+ \) the set of all non-negative càdlàg local martingales \( L = (L_t)_{t \in [0,T]} \) such that \( L_{T-} = \mathbb{E}[L_T|\mathcal{F}_{T-}] \), and by \( \mathcal{L}_+^1 \) the set of all \( L \in \mathcal{L}_+ \) with \( L_0 = 1 \). For \( L \in \mathcal{L}_+^1 \), \( \mathcal{D}(L) \) denotes the set of all processes \( D \) satisfying conditions 2)-3) of Theorem 4.2, i.e.,

\[
\mathcal{D}(L) := \left\{ D = (D_t)_{t \in [0,T]} \mid D \text{ adapted, right-continuous, non-increasing, s.t. } D_0^- = 1, \right. \\
\left. \{D_T > 0\} \subseteq \{L_T = 0\}, \text{ and } LD \text{ is of class } (D) \right\}.
\]

Correspondingly, \( \mathcal{D}^{pr}(L) \) denotes the set of all predictable processes as in Proposition 4.6 without jump at 0, i.e.,

\[
\mathcal{D}^{pr}(L) := \left\{ D \in \mathcal{D}(L) \mid D \text{ predictable, } D_0 = 1 \right\},
\]

and \( \mathcal{D}^d(L) \) the set of all \( D \in \mathcal{D}(L) \) such that \( D \) is a purely discontinuous process. We also introduce the set

\[
\mathcal{S}_1^+ := \left\{ (L, D, L', D') \mid L, L' \in \mathcal{L}_+, L_0 + L'_0 = 1, D \in \mathcal{D}^{pr}(L), D' \in \mathcal{D}^d(L') \right\}.
\]

By Theorem 4.2, Proposition 4.6, and 3) of Remark 4.7, we can identify the sets \( \mathcal{Z}_d^1 \) and \( \mathcal{S}_1^+ \); i.e., a process \( a = (a^{pr}, a^{op}) \in \mathcal{Z}_d^1 \), iff there exist \( (L, D, L', D') \in \mathcal{S}_1^+ \), such that \( a^{pr} = \int_0 L_{s-} dD_s \), \( a^{op} = \int_{[0,]} L'_s dD'_s \). We also deliberately identify penalty functions \( \gamma \) on \( \mathcal{Z}_d^1 \) and on \( \mathcal{S}_1^+ \) via

\[
\gamma(L, D, L', D') := \gamma \left( \int_0 L_{s-} dD_s, \int_{[0,]} L'_s dD'_s \right) \text{ for } (L, D, L', D') \in \mathcal{S}_1^+.
\]

Combining Theorem 5.2 with Theorem 4.2 and Proposition 4.6 we obtain the following corollary.

**Corollary 6.1.** For a functional \( \rho \) on \( \mathcal{R}^\infty \) the following conditions are equivalent:

1. For each \( X \in \mathcal{R}^\infty \) we have

\[
\rho(X) = \sup_{(L, D, L', D') \in \mathcal{S}_1^+} \left( \mathbb{E} \left[ - \int_0^T X_t L_{t-} dD_t - \int_{[0,]} X_t L'_s dD'_s \right] - \gamma(L, D, L', D') \right)
\]

with a penalty function \( \gamma \) on \( \mathcal{S}_1^+ \).
2. \( \rho \) is a monetary convex risk measure that is continuous from above with respect to sup-convergence in probability.

Thanks to Theorem 5.6, dual representation takes a simpler form under the assumption of continuity from below with respect to pointwise convergence in probability:

**Corollary 6.2.** If \( \rho \) is a monetary convex risk measure on \( \mathcal{R}^\infty \) that is continuous from below with respect to pointwise convergence in probability, it has the representation

\[
\rho(X) = \sup_{L \in L^+_1} \sup_{D \in \mathcal{D}(L)} \left( \mathbb{E} \left[ \int_{[0,T]} X_t L_t dD_t \right] - \gamma(L, D) \right), \quad X \in \mathcal{R}^\infty, \tag{6.2}
\]

where

\[
\gamma(L, D) := \gamma \left( \int_{[0,\cdot]} L_s dD_s \right)
\]

is a penalty function on \( \mathbb{Z}_1 \). Moreover, the supremum in (6.2) is attained by some \( L \in L^+_1 \) and \( D \in \mathcal{D}(L) \) for each \( X \in \mathcal{R}^\infty \).

The local martingales \( L \) and \( L' \) in the representation (6.1) play the roles of state price deflators, whereas the predictable non-increasing processes \( D \) and \( D' \) define discounting processes for this deflators, cf. 2) of Remark 4.5. In difference to (5.3) and (5.6), representations (6.2) and (6.1) make visible the roles of model ambiguity, as described by local martingales, and of discounting ambiguity, as described by corresponding non-increasing processes. In addition, a risk measure with representation (6.1), that does not reduce to (6.2), distinguishes between inaccessible and predictable jumps of the cumulated cash flow.

Appearance of discounting processes in the representations (6.1) and (6.2) reflects cash subadditivity of the risk measure, whereas cash additivity at time \( s > t \) implies that there is no discounting between \( t \) and \( s \) in all relevant models. This was noted in [1, Corollary 5.10, Proposition 5.11], and is extended to our present framework by the next proposition.

**Proposition 6.3.** Let \( \rho \) be a convex risk measure for processes with representation (6.1). Then it is cash additive at time \( s \in (0, T] \) if and only if

\[
D_{s-} = 1 \text{ on } \{L_s > 0\}, \quad \text{and} \quad D'_{s-} = 1 \text{ on } \{L'_s > 0\} \quad \mathbb{P}\text{-a.s.} \tag{6.3}
\]

for all \( (L, L', D, D') \in S^+_1 \) such that \( \gamma(L, L', D, D') < \infty \). In this case \( \rho \) admits the representation

\[
\rho(X) = \sup_{(L, D, L', D') \in S^+_1} \left( \mathbb{E} \left[ - \int_{[s,T]} X_t L_t dD_t - \int_{[s,T]} X_t L'_t dD'_t \right] - \gamma(L, D, L', D') \right) \tag{6.4}
\]

and \( \rho \) is cash additive up to time \( s \), i.e., at all times \( t \in [0,s] \).

In particular, \( \rho \) is cash additive if and only if it reduces to a risk measure on \( L^\infty(\Omega, \mathcal{F}_T, \mathbb{P}) \), i.e., \( \rho \) is of the form

\[
\rho(X) = \sup_{Q \in \mathcal{M}(\mathbb{P})} \left( \mathbb{E}_Q[-X_T] - \tilde{\gamma}(Q) \right), \tag{6.5}
\]

where \( \mathcal{M}(\mathbb{P}) \) denotes the set of all probability measures on \( (\Omega, \mathcal{F}_T) \) that are absolutely continuous with respect to \( \mathbb{P} \), and \( \tilde{\gamma} \) is a penalty function on \( \mathcal{M}(\mathbb{P}) \).
Proof. Since $L$ and $L'$ are local martingales, and $D$ and $D'$ non-increasing processes with $D_0 = D'_0 = 1$, condition (6.3) is equivalent to

$$\int_{(0,s)} L_t - dD_t = \int_{(0,s)} L'_t dD'_t = 0 \quad \mathbb{P}\text{-a.s.} \quad \ (6.6)$$

Choose $(L, L', D, D') \in \mathcal{S}_1^1$ such that $\gamma(L, L', D, D') < \infty$, and assume that condition (6.6) does not hold. Then

$$\mathbb{E} \left[ \int_{[s,T]} L_t - dD_t + \int_{[s,T]} L'_t dD'_t \right] > -1,$$

and we can find $m \in \mathbb{R}$ such that

$$\mathbb{E} \left[ \int_{[s,T]} L_t - dD_t + \int_{[s,T]} L'_t dD'_t \right] - \frac{\gamma(L, L', D, D')}{m} > -1.$$

This implies that

$$\rho(1_{[s,T]}) = \sup_{(L, L', D, D') \in \mathcal{S}_1^1} \left( \mathbb{E} \left[ - \int_{[s,T]} L_t - dD_t - \int_{[s,T]} L'_t dD'_t \right] - \frac{\gamma(L, L', D, D')}{m} \right) > -m,$$

which contradicts the cash additivity property at time $s$. Hence (6.6) holds, and representation (6.1) reduces to (6.5). In particular, if $\rho$ is cash additive at $T$, (6.6) amounts to $a^{op} = a^{pr} = 0$ on $[0, T)$ for all $(a^{pr}, a^{op}) \in \mathbb{Z}_d^1$ such that $\gamma(a^{pr}, a^{op}) < \infty$. Due to Remark 4.8, in this case $L + L'$ is a uniformly integrable martingale and defines a probability measure $Q \in \mathcal{M}(\mathbb{P})$ via $\frac{dQ}{d\mathbb{P}} := L_T + L'_T$. It follows as in Remark 4.8

$$\mathbb{E} \left[ X_T \right] = \mathbb{E}_Q \left[ X_T \right]$$

for any $X \in \mathcal{R}^\infty$, and any $(L, L', D, D') \in \mathcal{S}_1^1$ such that $\gamma(L, L', D, D') < \infty$. This proves (6.4) with

$$\tilde{\gamma}(Q) := \gamma \left( \frac{1}{2} \frac{dQ}{d\mathbb{P}}, \frac{1}{2} \frac{dQ}{d\mathbb{P}}, 1 - \delta_{\{T\}}, 1 - \delta_{\{T\}} \right), \quad Q \in \mathcal{M}(\mathbb{P}),$$

where $\delta_{\{T\}}$ denotes the Dirac measure at $T$. \hfill $\square$

### 7 Risk measures and BSDEs

This section links risk measures for processes to BSDEs. We consider here risk measures in the dynamic framework. For $0 \leq t \leq s \leq T$, we define the projection $\pi_{t,s} : \mathcal{R}^\infty \to \mathcal{R}^\infty$ as

$$\pi_{t,s}(X)_r = 1_{[r,T]}(r) X_{r \wedge s}, \quad r \in [0, T],$$

and we use the notation $\mathcal{R}_{t,s}^\infty := \pi_{t,s}(\mathcal{R}^\infty)$, and $\mathcal{R}_T^\infty := \pi_{t,T}(\mathcal{R}^\infty)$. Risk assessment at time $t$ takes into account the available information, and is described by a conditional convex risk measure for processes $\rho_t$. 25
Definition 7.1. A map \( \rho_t : \mathcal{R}_t^\infty \to L^\infty(\Omega, \mathcal{F}_t, \mathbb{P}) \) for \( t \in (0, T] \) is called a conditional convex risk measure for processes if it satisfies the following properties for all \( X, Y \in \mathcal{R}_t^\infty \):

- **Conditional cash invariance:** for all \( m \in L^\infty(\Omega, \mathcal{F}_t, \mathbb{P}) \),
  \[
  \rho_t(X + m\mathbf{1}_{[t,T]}) = \rho_t(X) - m;
  \]
- **Monotonicity:** \( \rho_t(X) \geq \rho_t(Y) \) if \( X \leq Y \);
- **Conditional convexity:** for all \( \lambda \in L^\infty(\Omega, \mathcal{F}_t, \mathbb{P}) \) with \( 0 \leq \lambda \leq 1 \),
  \[
  \rho_t(\lambda X + (1-\lambda)Y) \leq \lambda \rho_t(X) + (1-\lambda)\rho_t(Y);
  \]
- **Normalization:** \( \rho_t(0) = 0 \).

A sequence \( (\rho_t)_{t \in [0,T]} \) is called a dynamic convex risk measure for processes if, for each \( t \), \( \rho_t : \mathcal{R}_t^\infty \to L^\infty(\Omega, \mathcal{F}_t, \mathbb{P}) \) is a conditional convex risk measure for processes.

For \( X \in \mathcal{R}^\infty \) we use the notation \( \rho_t(X) := \rho_t(\pi_t, T)(X) \).

A dynamic convex risk measure for processes is called time consistent, if

\[
\rho_t(X) = \rho_t(X \mathbf{1}_{[t,s]} - \rho_s \mathbf{1}_{[s,T]}(X))
\]

for all \( X \in \mathcal{R}^\infty \), and all \( t \in [0, T] \), \( s \in [t, T] \).

Remark 7.2. Also Definition 3.4 of cash subadditivity can be extended to the conditional case in a straightforward way. By the same argument as in Proposition 3.5 every conditional convex risk measure for processes is cash subadditive.

From now on we shall assume that the time horizon \( T \) is finite, and the filtration \((\mathcal{F}_t)_{t \in [0,T]}\) is the augmentation of the filtration generated by a \( d \)-dimensional Brownian motion \((W_t)_{t \in [0,T]}\). In this context, it is well known that a solution to a BSDE

\[
Y_t = -X_T + \int_t^T g(s, Y_s, Z_s)ds - \int_t^T Z_s dW_s, \quad t \in [0, T],
\]  
(7.1)

for a Lipschitz or quadratic growth driver \( g = g(s, y, z) \) defines a dynamic convex risk measure for random variables, if the driver is convex in \( z \) and does not depend on \( y \); cf. [35], [40], [5], and the references therein. The latter requirement is due to the strong notion of cash additivity in the framework of random variables. As pointed out in [18], a solution to a BSDE (7.1) becomes cash subadditive, if the driver is monotone in \( y \) and convex in \( (y, z) \).

In the sequel we want to modify (7.1) in a way that it would define a dynamic convex risk measure for processes. As we have seen in Proposition 3.5 every risk measure for processes is cash subadditive; and this suggests to consider BSDEs with monotone convex drivers as in [18]. However, in our framework the BSDE should depend on the whole path of the process.
X rather then just on its terminal value $X_T$. So for a fixed $X$ in $\mathcal{R}^\infty$ we will consider a BSDE of the following form:

$$Y_t = -X_T + \int_t^T g(s, Y_s + X_s, Z_s)ds - \int_t^T Z_sdW_s, \quad t \in [0, T].$$ (7.2)

Another example of a BSDE depending on a process is given by reflected BSDE, where the solution $Y$ of (7.1) is required to stay above an “obstacle” process $X$, cf. [17]. Thus we may also add a reflection condition to the BSDE (7.2), and consider the RBSDE

$$Y_t = -X_T + \int_t^T g(s, Y_s + X_s, Z_s)ds - \int_t^T Z_sdW_s + K_T - K_t, \quad t \in [0, T],$$ (7.3)

with

$$Y_t \geq -X_t \quad \forall t \in [0, T], \quad \text{and} \quad \int_0^T (Y_{s-} + X_{s-})dK_s = 0.$$

In the sequel we will make the following assumptions on the driver $g: \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}$:

(H1) [Lipschitz] For any $(y, z) \in \mathbb{R}^{1+d}$, the stochastic process $(\omega, t) \mapsto g(\omega, t, y, z)$ is progressively measurable. In addition, there exists $C_{Lip} > 0$, such that

$$|g(\omega, t, y_1, z_1) - g(\omega, t, y_2, z_2)| \leq C_{Lip}(|y_1 - y_2| + |z_1 - z_2|) \quad \forall (y_1, y_2, z_1, z_2) \in \mathbb{R}^{2+2d} \quad \mathbb{P} \otimes dt\text{-a.e..}$$

(H1') [Quadratic growth] For any $(y, z) \in \mathbb{R}^{1+d}$, the stochastic process $(\omega, t) \mapsto g(\omega, t, y, z)$ is progressively measurable. In addition, there exists $C > 0$, such that

$$|g(\omega, t, y, z)| \leq C(1 + |y| + |z|^2) \quad \forall (y, z) \in \mathbb{R}^{1+d} \quad \mathbb{P} \otimes dt\text{-a.e.}$$

(H2) [Convexity] $g$ is convex in $(y, z)$, i.e., $\forall (y_1, y_2, z_1, z_2, \lambda) \in \mathbb{R}^{2+2d} \times [0, 1],$

$$g(\omega, t, \lambda y_1 + (1 - \lambda)y_2, \lambda z_1 + (1 - \lambda)z_2) \leq \lambda g(\omega, t, y_1, z_1) + (1 - \lambda)g(\omega, t, y_2, z_2) \quad \mathbb{P} \otimes dt\text{-a.e..}$$

(H3) [Monotonicity] $g$ non-increasing in $y$.

(H4) [Normalization] $g(\omega, t, 0, 0) = 0 \quad \mathbb{P} \otimes dt\text{-a.s..}$

Before recalling existence result for the equations under interest, we point out that assumptions (H1) and (H1’) from one hand, and assumptions (H2)-(H4) on the other hand are not of the same nature. Indeed, as it will be seen in the sequel, (H1) (resp. (H1’)) guarantees existence and uniqueness of a (maximal) solution, whereas assumptions (H2)-(H4) ensure that the solution satisfies the basic axioms of a risk measure for processes.

**Remark 7.3.** In BSDEs (7.2) and (7.3) a given process $X$ shifts the driver $g$. However, for each $X \in \mathcal{R}^\infty$ we can define a new driver $h^X : \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}$ as

$$h^X(\omega, t, y, z) := g(\omega, t, y + X_t(\omega), z).$$

By definition, $h^X$ directly inherits properties (H1)-(H3) (or (H1’)-(H3)) from $g$ for each $X \in \mathcal{R}^\infty$, and the BSDEs (7.2) and (7.3) can be written in the more conventional form in terms of the driver $h^X$. 
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To this end we denote by $(Y, Z, K)$ in $S^2 \times H^2_\lambda \times S^2_\lambda$; that is a solution of the RBSDE (7.3) (resp. a unique couple $(Y, Z)$ in $S^2 \times H^2_\lambda$, that is a maximal solution of the BSDE (7.2)). Here

$$S^2 := \left\{ X := (X_t)_{t \in [0,T]} \mid X \text{ progressively measurable, càdlàg, } \mathbb{E}\left[ \sup_{t \in [0,T]} |X_t|^2 \right] < \infty \right\},$$

$$H^2_\lambda := \left\{ X := (X_t)_{t \in [0,T]} \mid X \text{ progressively measurable, } d\text{-dim., } \mathbb{E}\left[ \int_0^T |X_t|^2 dt \right] < \infty \right\},$$

and $S^2_\lambda$ denotes the subset of elements in $S^2$ which are non-decreasing.

**Proof.** Using Remark 7.3, existence and uniqueness follow from classical results such as [23, 31, 36] for the RBSDE (7.3) under (H1), and [30] for the BSDE (7.2) under (H1').

**Remark 7.5.** To stress the dependence on a given process $X \in \mathcal{R}^\infty$, we will sometimes denote the BSDEs (7.2) and (7.3) by BSDE$(X)$, and the solution $Y$ of the BSDE$(X)$ at time $t$ by $Y_t(X)$. Note that by uniqueness of the (maximal) solution on $[t,T]$, we have $Y_t(X) = Y_t(\pi_{t,T}(X))$, which is in line with our convention $\rho_t(X) = \rho_t(\pi_{t,T}(X))$.

For $0 \leq s \leq t \leq T$, we will also write $Y_{s,t}(X)$ to denote the solution of BSDE$(X)$ on $[0,t]$ at time $s$. Accordingly, $Y_{s,t}(X) = Y_{s,t}(\pi_{s,t}(X))$, and $Y_t = Y_{t,T}$.

The next proposition identifies the (maximal) solution $Y = Y(X)$ of (7.2) and (7.3) as a dynamic risk measure for processes.

**Proposition 7.6.** Under the assumptions (H1)-(H4) (resp. (H1')-(H4')), the (maximal) solution $(Y_t)_{t \in [0,T]}$ of the RBSDE (7.3) (resp. of the BSDE (7.2)) defines a time consistent dynamic convex risk measure for processes via

$$\rho_t(X) := Y_t(X), \quad t \in [0,T], \quad X \in \mathcal{R}^\infty.$$

**Proof.** We only deal with the reflected case here, and simply indicate the main arguments for the non-reflected quadratic growth case.

(i) To prove convexity, let $X^1, X^2 \in \mathcal{R}^\infty$ and $\lambda \in [0,1]$; we have to show that

$$Y(\lambda X^1 + (1-\lambda) X^2) \leq \lambda Y(X^1) + (1-\lambda) Y(X^2).$$

To this end we denote by $(Y^i, Z^i, K^i)$ the solutions of the BSDE (7.3) for $X = X^i$ ($i = 1, 2$), and set $\tilde{X} := \lambda X^1 + (1-\lambda) X^2, \tilde{Y} := \lambda Y(X^1) + (1-\lambda) Y(X^2), \tilde{Z} := \lambda Z^1 + (1-\lambda) Z^2$, and $\tilde{K} := \lambda K^1 + (1-\lambda) K^2$. Convexity of $g$ in $(y, z)$ implies

$$\lambda g(r, Y^1_r + X^1_r, Z^1_r) + (1-\lambda) g(r, Y^2_r + X^2_r, Z^2_r) \geq g(r, \tilde{Y}_r + \tilde{X}_r, \tilde{Z}_r), \quad \mathbb{P}\text{-a.s..}$$

Thus we have for any $0 \leq t_1 \leq t_2 \leq T$

$$\tilde{Y}_{t_1} = \tilde{Y}_{t_2} + \int_{t_1}^{t_2} \left( \lambda g(r, Y^1_r + X^1_r, Z^1_r) + (1-\lambda) g(r, Y^2_r + X^2_r, Z^2_r) \right) dr - \int_{t_1}^{t_2} \tilde{Z}_r dW_r + \int_{t_1}^{t_2} d\tilde{K}_r$$

$$\geq \tilde{Y}_{t_2} + \int_{t_1}^{t_2} g(r, \tilde{Y}_r + \tilde{X}_r, \tilde{Z}_r) dr - \int_{t_1}^{t_2} \tilde{Z}_r dW_r.$$
Hence $\tilde{Y}$ is a supersolution of the classical BSDE with driver $g$ and terminal condition $\tilde{X}_T$, and $\tilde{Y} \geq \tilde{X}$. As it is proved in [39, Theorem 2.1], $Y(\lambda X^1 + (1-\lambda)X^2)$ is the smallest supersolution of the (classical) BSDE with driver $g$ and terminal condition $\tilde{X}_T$ which dominates $\tilde{X}$. Thus

$$\tilde{Y}_t \geq Y_t(\lambda X^1 + (1-\lambda)X^2) \quad \forall t \in [0,T] \quad \mathbb{P}\text{-a.s..}$$

In the non-reflected case, comparison theorem for maximal solutions of BSDEs (c.f., e.g., [18, Theorem 7.1] and [23, Theorem 1.5]) provides the result.

(ii) To prove (inverse) monotonicity, note that for any $X^1, X^2 \in \mathcal{R}^\infty$ such that $X^1 \leq X^2$ we have $Y_T(X^1) \geq Y_T(X^2)$. Moreover, since $g$ is non-increasing in $y$, we have $h^{X^1}(t,y,z) \geq h^{X^2}(t,y,z)$ for all $(t,y,z)$. Thus monotonicity follows form the classical comparison principle for (R)BSDEs, cf., e.g., [18, Theorem 7.1] and [23, Theorem 1.5].

(iii) We prove cash additivity at time $t$, i.e.,

$$Y_t(X + m1_{[t,T]}) = Y_t(X) - m \quad \forall m \in L^\infty(\Omega, \mathcal{F}_t, \mathbb{P}).$$

Let $(\tilde{Y}, \tilde{Z}, \tilde{K})$ denote the solution of RBSDE$(X + m1_{[t,T]})$. By definition, it holds that

$$\tilde{Y}_s + m = -X_T + \int_s^T g(r, \tilde{Y}_r + X_r + m, \tilde{Z}_r) dr - \int_s^T \tilde{Z}_r dW_r + \int_s^T d\tilde{K}_s, \quad s \in [t,T].$$

Thus $(\tilde{Y} + m, \tilde{Z}, \tilde{K})$ is the solution of (7.3) on $[t,T]$, and by uniqueness $\tilde{Y}(X) = Y_t(X)$.

(iv) Due to the requirement $g(t,0,0) = 0 \mathbb{P} \otimes dt$-a.s., $(0,0,0)$ is the unique solution to the BSDE(0); this proves normalization.

(v) We prove time consistency:

$$Y_t(X1_{[t,s]} - Y_s(X)1_{[s,T]}(X)) = Y_t(X) \quad \forall t \in [0,T], s \in [t,T].$$

To this end, we first show that for $s \in [t,T]$

$$Y_{t,T}(X) = Y_{t,s}(X1_{[t,s]} - Y_{s,T}(X)1_{[s]}). \quad (7.4)$$

Indeed, if $(Y, Z, K)$ denotes the solution of RBSDE$(X)$, we have

$$Y_{t,T}(X) = -X_T + \int_t^T g(r, Y_r + X_r, Z_r) dr - \int_t^T Z_r dW_r + \int_t^T dK_r$$

$$+ \int_t^s g(r, Y_r + X_r, Z_r) dr - \int_t^s Z_r dW_r + \int_t^s dK_r$$

$$= Y_{s,T}(X) + \int_t^s g(r, Y_r + X_r, Z_r) dr - \int_t^s Z_r dW_r + \int_t^s dK_r$$

$$= Y_{t,s}(X1_{[t,s]} - Y_{s,T}(X)1_{[s]})$$

due to uniqueness of the solution. Now let $(\tilde{Y}, \tilde{Z}, \tilde{K})$ denote the solution of the RBSDE$(X1_{[0,s]} - Y_{s,T}(X)1_{[s,T]})$. Then we have

$$\tilde{Y}_t = Y_{s,T}(X) + \int_t^s g(r, \tilde{Y}_r + X_r, \tilde{Z}_r) dr - \int_t^s \tilde{Z}_r dW_r + \int_t^s d\tilde{K}_r \quad (7.5)$$
\[ -Y_{s,T}(X) + Y_{s,T}(X) + \int_s^T g(r, \bar{Y}_r - Y_{s,T}(X), \bar{Z}_r)dr - \int_s^T \bar{Z}_r dW_r + \int_s^T d\bar{K}_r. \quad (7.6) \]

Note further that (7.5) equals to \( Y_{t,T}(X) \) by (7.4), and (7.6) is 0, since

\[
Y_{s,T}(X) + \int_s^T g(r, \bar{Y}_r - Y_{s,T}(X), \bar{Z}_r)dr - \int_s^T \bar{Z}_r dW_r + \int_s^T d\bar{K}_r = Y_s(-Y_{s,T}(X)1_{[s,T]}) = Y_{s,T}(X)
\]
due to cash invariance and normalization as proved in (iii) and (iv).

In the following we will provide dual representations for the risk measures associated to the BSDEs (7.2) and (7.3). To this end we define the Legendre-Fenchel conjugate \( g^* : \Omega \times [0,T] \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \cup \{\infty\} \) of the convex generator \( g \) as in [18]:

\[
g^*(\omega, t, \beta, \mu) = \sup_{(y, z) \in \mathbb{R} \times \mathbb{R}^d} \{ -\beta y - \mu \cdot z - g(\omega, t, y, z) \}.
\]

Moreover, we introduce the sets

\[
\mathcal{R} := \{ \beta = (\beta_t)_{t \in [0,T]} \mid \beta \text{ progressively measurable, } 0 \leq \beta \leq C \ P \otimes dt \text{-a.s.} \},
\]

and

\[
\text{BMO}(\mathbb{P}) := \left\{ \mu = (\mu_t)_{t \in [0,T]} \mid \mu \in \mathcal{H}^2_d, \ \exists B : \sup_{\tau \text{ stopping time}} \mathbb{E} \left[ \int_\tau^T |\mu_s|^2 ds \right]_{\mathcal{F}_\tau} \leq B \ P \text{-a.s.} \right\}.
\]

**Lemma 7.7.** Assume that \( g \) satisfies conditions (H1)-(H4) (resp. (H1')-(H4)), and let \((Y, Z, K)\) (resp. \((Y, Z)\)) be a solution to the BSDE (7.3) (resp. to (7.2)) for a process \( X \in \mathcal{R}^\infty \). Then

\[
g(t, Y_t + X_t, Z_t) = \max_{(\beta, \mu) \in \mathcal{R} \times \text{BMO}(\mathbb{P})} \left\{ -\beta_t(Y_t + X_t) - \mu_t \cdot Z_t - g^*(t, \beta_t, \mu_t) \right\} \ P \otimes dt \text{-a.s.},
\]

where the maximum is attained by some \((\bar{\beta}, \bar{\mu}) \in \mathcal{R} \times \text{BMO}(\mathbb{P})\).

**Proof.** Note first that (H1) together with (H4) implies (H1'), so it is sufficient to argue for \( g \) satisfying quadratic growth condition (H1'). By definition of \( g^* \), we have “\(\geq\)” in (7.7), and standard convex duality and measurable selection results (cf. [5] Lemma 7.5) imply

\[
g(t, Y_t + X_t, Z_t) = -\bar{\beta}_t(Y_t + X_t) - \bar{\mu}_t \cdot Z_t - g^*(t, \bar{\beta}_t, \bar{\mu}_t) \ P \otimes dt \text{-a.s.}
\]

for some progressively measurable processes \(\bar{\beta}\) and \(\bar{\mu}\). We have to show that \(0 \leq \bar{\beta} \leq C\) and \(\bar{\mu} \in \text{BMO}(\mathbb{P})\). The first estimate follows from [18] Lemma 7.4, since \(g^*(t, \beta, \mu) = \infty\) for \(\beta \notin [0, C]\). Moreover, the same argument as in [18] Lemma 7.4 implies that there exists \(B > 0\) such that

\[
|\bar{\mu}|^2 \leq B \left(1 + |Y_t| + |X_t| + |Z_t|^2\right) \ P \otimes dt \text{-a.s.}
\]

As proved in the appendix, \(Y\) is bounded, and \(Z \in \text{BMO}(\mathbb{P})\) for each \(X \in \mathcal{R}^\infty\) both in (7.3) and in (7.2). This proves that \(\bar{\mu} \in \text{BMO}(\mathbb{P})\). \(\square\)
By classical results of Kazamaki [29, Section 3.3], cf. also [5, Theorem 7.2], every \( \mu \in \text{BMO}(\mathbb{P}) \) defines a probability measure \( Q^\mu \approx \mathbb{P} \) on \( \mathcal{F}_T \) via the density process

\[
\Gamma^\mu_t = \exp \left( \int_0^t \mu_s dW_s - \frac{1}{2} \int_0^t |\mu_s|^2 ds \right), \quad t \in [0, T].
\]

Moreover, \( W^\mu := W - \int_0^\cdot \mu_s ds \) is a \( Q^\mu \)-Brownian motion, and \( \int_0^T Z_s dW^\mu_s \) is a \( \text{BMO}(Q^\mu) \)-martingale for any \( Z \in \text{BMO}(\mathbb{P}) \).

Probability measures \( Q^\mu \) will describe models appearing in the dual representations of the risk measures associated to BSDEs (7.3) and (7.2). We also define for each \( t \in [0, T] \) a family of discounting process \( D_t := \{(D_{t,s})_{s \in [t, T]} \mid (D_{t,s}) \text{ adapted, non-increasing, right-continuous,} \)

\[
D_{t,t} := 1, \quad D_{t,T} = 0 \quad \mathbb{P}\text{-a.s.}
\]

Every \( D \in D_0 \) and a density process \( \Gamma^\mu \) as above define a normalized optional measure \( \nu \) as in Corollary 4.3 and (4.24) via

\[
\mathbb{E}_\nu [X] = \mathbb{E} \left[ - \int_{[0, T]} X_s \Gamma^\mu_s dD_{0,s} \right] = \mathbb{E}_{Q^\mu} \left[ - \int_{[0, T]} X_s dD_{0,s} \right], \quad X \in \mathcal{R}^\infty.
\]

If we define \( \bar{\mathcal{F}}_t := \sigma \left( \pi_{0,t}(X) \mid X \in \mathcal{R}^\infty \right) \), and \( (D_{t,s}) \in D_t \) via \( D_{t,s} := \frac{D_{0,s}}{D_{0,t-}} \), \( s \in [t, T] \), \( \bar{\mathcal{F}}_t \)-conditional expectation with respect to \( \nu \) can be written as

\[
\mathbb{E}_\nu [X \mid \bar{\mathcal{F}}_t] = X \mathbf{1}_{[0,t]} + \mathbb{E}_{Q^\mu} \left[ - \int_{[t, T]} X_s dD_{t,s} \mid \mathcal{F}_t \right] \mathbf{1}_{[t, T]}, \quad X \in \mathcal{R}^\infty.
\]

For \( X \in \mathcal{R}^\infty \), this conditional expectation reduces to \( \mathbb{E}_{Q^\mu} \left[ - \int_{[t, T]} X_s dD_{t,s} \mid \mathcal{F}_t \right] \), and it will appear in the conditional dual representation of the dynamic risk measures induced by BSDEs (7.2) and (7.3). To be more precise, we will show that the risk measures induced by BSDEs (7.2) and (7.3) are of the form

\[
\rho_t(X) = \text{ess sup}_{(\mu, D) \in \text{BMO}(\mathbb{P}) \times D_t} \left( \mathbb{E}_{Q^\mu} \left[ \int_{[t, T]} X_s dD_{t,s} \mid \mathcal{F}_t \right] - \gamma_t(\mu, D) \right), \quad X \in \mathcal{R}^\infty, \quad (7.8)
\]

where \( \gamma_t(\mu, D) \) is a penalty function on \( \text{BMO}(\mathbb{P}) \times D_t \), and \( t \in [0, T] \). This representation can be seen as a conditional version of (6.2), where the penalty function is concentrated on the local martingales of the form \( \Gamma^\mu \), i.e., on probability measures \( Q^\mu \), that are equivalent to the Wiener measure \( \mathbb{P} \).

In order to prove (7.8), let \( (Y, Z, K) \) be the (maximal) solution of the BSDE(X), fix \( \mu \in \text{BMO}(\mathbb{P}) \) and \( D \in D_t \). Applying integration by parts, taking conditional expectation with respect to \( Q^\mu \) on both sides, and using that \( \int_0^T Z_s dW^\mu_s \) is a \( \text{BMO}(Q^\mu) \)-martingale, we obtain

\[
Y_t = Y_tD_{t,t} = -Y_t \Delta D_{t,t} + Y_tD_{t,t}
\]
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By Lemma 7.7, (7.14) ≥ optimal (¯X where the essential supremum is attained for each Applying (7.9), (7.10), and (7.11) with (7.2).

Proof. The results from [18] follow from our considerations if applied to processes where the driver g satisfies assumptions (H1’)-(H4). This is the same framework as in [18, Section 7], but in our case the BSDE depends on the whole path of the process X ∈ R∞. The results from [18] follow from our considerations if applied to processes X := X∗T1[T] for X∗ ∈ L∞(Ω, F∗, P).

For β ∈ R and t ∈ [0, T], we introduce the discounting factors

\[ D_{t,s} := e^{-\int_t^s \beta_u du}, \quad s \in [t, T), \quad \text{and} \quad D_{t,T} = 0. \] (7.12)

Note that (D_{t,s}) ∈ D_t for all t.

**Theorem 7.9.** The BSDE (7.2) induces under assumptions (H1’)-(H4) a dynamic convex risk measure for processes (ρ_t)_{t∈[0,T]} with the robust representation

\[ ρ_t(X) = Y_t = \text{ess sup}_{(μ, β)∈BMO(ℙ)×R} \left( \mathbb{E}_Q^{μ} \left[ e^{-\int_t^T \beta_u du}(-X_T) - \int_t^T β_s X_s e^{-\int_t^s \beta_u du} ds \mid \mathcal{F}_t \right] \right. \]

\[ \left. - \mathbb{E}_Q^{μ} \left[ \int_t^T e^{-\int_t^s \beta_u du} g^*(s, β_s, μ_s) ds \mid \mathcal{F}_t \right] \right), \] (7.13)

where the essential supremum is attained for each X ∈ R∞ by some (μ, β) ∈ BMO(ℙ) × R.

Proof. Applying (7.9), (7.10), and (7.11) with (D_{t,s}) defined in (7.12), we obtain

\[ Y_t = \mathbb{E}_Q^{μ} \left[ e^{-\int_t^T \beta_u du}(-X_T) - \int_t^T β_s X_s e^{-\int_t^s \beta_u du} ds \mid \mathcal{F}_t \right] \]

\[ + \mathbb{E}_Q^{μ} \left[ \int_t^T e^{-\int_t^s \beta_u du} (g(s, Y_s + X_s, Z_s) + β_s (Y_s + X_s) + μ_s \cdot Z_s) ds \mid \mathcal{F}_t \right]. \] (7.14)

By Lemma 7.7 (7.12) ≥ (7.13) for all (μ, β) ∈ BMO(ℙ) × R, with equality attained at some optimal (μ, β).
Remarks 7.10.  1. Theorem 7.9 follows also directly from [18, Theorem 7.5], applied to the driver \( h^X(t,y,z) = g(t,y + X_t,z) \) defined in Remark 7.3. Indeed, we have for all \( \omega, t, \beta, \) and \( \mu \)

\[
(h^X)^*(\omega, t, \beta, \mu) = \beta X_t(\omega) + g^*(\omega, t, \beta, \mu).
\]

2. Note that \( \rho_t \) in Theorem 7.9 is of the form \( \gamma_t(Q^\mu, D) = \gamma_t(\mu, D) = \gamma_t(\mu, \beta) = E\mu [ \int_t^T e^{-\int_u^t \beta_u du} g^*(s, \beta_s, \mu_s) ds \mid \mathcal{F}_t ] \).

This penalty function is concentrated on discounting measures \( dD \), that are absolutely continuous with respect to the Lebesgue measure \( \lambda \). This is due to the fact that the process \( X \) appears only in the driver of (7.2), i.e., in the \( \lambda \)-absolutely continuous part of the BSDE.

Example 7.11. In this example we consider the BSDE (7.3)

\[
Y_t = -X_T + \int_t^T g(s, Y_s + X_s, Z_s) ds - \int_t^T Z_s dW_s + K_T - K_t, \quad t \in [0,T],
\]

\[
Y_t \geq -X_t \quad \forall t \in [0,T], \quad \text{and} \quad \int_0^T (Y_{s-} + X_{s-}) dK_s = 0.
\]

For each \( t \in [0,T], \) we define the set of stopping times

\[
\Theta_t := \{ \tau \mid \tau \text{ is a stopping time, } t \leq \tau \leq T \text{ P-a.s.} \},
\]

and for \( \tau \in \Theta_t \) and \( \beta \in \mathcal{R} \) the discounting factors \( D \in \mathcal{D}_t \) via

\[
D_{t,t-} := 1, \quad D_{t,s} := e^{-\int_t^s \beta_u du} 1_{\{\tau > s\}}, \quad s \in [t,T]. \tag{7.15}
\]

Theorem 7.12. The BSDE (7.3) induces under assumptions (H1)-(H4) a dynamic convex risk measure for processes \( (\rho_t)_{t \in [0,T]} \) with the robust representation

\[
\rho_t(X) = Y_t = \text{ess sup}_{(\mu, \beta, \tau) \in \text{BMO}(\mathcal{P}) \times \mathcal{R} \times \Theta_t} \left( E\mu \left[ e^{-\int_t^\tau \beta_u du} (-X_\tau) - \int_t^\tau \beta_s X_s e^{-\int_t^s \beta_u du} ds \mid \mathcal{F}_t \right] \right.
\]

\[
\left. - E\mu \left[ \int_t^\tau e^{-\int_u^\tau \beta_u du} g^*(s, \beta_s, \mu_s) ds \mid \mathcal{F}_t \right] \right) \tag{7.16}
\]

for all \( X \in \mathcal{R}^\infty \).

Proof. Applying (7.14), (7.11), and (7.11) with \( (D_{t,s}) \) defined in (7.15), and using \( dD_{t,s} = -1_{\{s \leq \tau\}} \beta_s e^{-\int_t^s \beta_u du} ds - e^{-\int_t^s \beta_u du} 1_{\{\tau > s\}}(ds) \), and \( D_{t,s-} = e^{-\int_t^s \beta_u du} 1_{\{\tau > s\}} \), we obtain

\[
Y_t = E\mu \left[ e^{-\int_t^\tau \beta_u du} (-X_\tau) - \int_t^\tau \beta_s X_s e^{-\int_t^s \beta_u du} ds \mid \mathcal{F}_t \right]
\]

\[
+ E\mu \left[ \int_t^\tau e^{-\int_u^\tau \beta_u du} (g(s, Y_s + X_s, Z_s) + \beta_s (Y_s + X_s) + \mu_s \cdot Z_s) ds \mid \mathcal{F}_t \right] \tag{7.17}
\]
\[ + \mathbb{E}_{Q^\mu} \left[ e^{-\int_\tau^T \beta_u du}(Y_\tau + X_\tau) + \int_\tau^T e^{-\int_s^\tau \beta_u du} dK_s \mid \mathcal{F}_\tau \right]. \] (7.18)

By Lemma 7.7, (7.17) \( \geq (7.16) \) for all \((\mu, \beta, \tau)\), with equality attained independently of \(\tau\) at some \((\bar{\mu}, \bar{\beta})\) \(\in \text{BMO}(\mathbb{P}) \times \mathbb{R}\). Moreover, since \(Y_t + X_t \geq 0\) for all \(t\), and \(K\) is non-decreasing, \(\mathbb{E}_{Q^\mu} \geq 0\) for all \(\tau \in \Theta_t\); this proves \(\geq\) in the representation. On the other hand, for any \(\varepsilon > 0\) we can define the stopping time
\[ \tau^\varepsilon := \inf \{ s \geq t \mid Y_s \leq -X_s + \varepsilon \} \in \Theta_t. \]

It follows as in the proof of [31, Proposition 3.1] that \(K_{\tau^\varepsilon} - K_t = 0\), and hence
\[ \mathbb{E}_{Q^\mu} \left[ e^{-\int_0^{\tau^\varepsilon} \beta_u du}(Y_{\tau^\varepsilon} + X_{\tau^\varepsilon}) + \int_0^{\tau^\varepsilon} e^{-\int_s^0 \beta_u du} dK_s \mid \mathcal{F}_t \right] \leq \varepsilon. \]

This shows that the right-hand-side of the representation (7.16) is larger or equal than \(Y_t - \varepsilon\) for any \(\varepsilon > 0\), and proves the equality.

**Example 7.13.** If the generator \(g\) in the previous example does not depend on \(y\), the BSDE (7.19) takes the form
\[ Y_t = -X_T + \int_t^T g(s, Z_s) ds - \int_t^T Z_s dW_s + K_T - K_t, \quad t \in [0, T], \]
\[ Y_t \geq -X_t \quad \forall t \in [0, T], \quad \text{and} \quad \int_0^T (Y_s - X_s) dK_s = 0. \]

In this case the conjugate \(g^*(t, \mu) = \infty\) if \(\beta \neq 0\), and thus the penalty function in (7.16) is concentrated on the discounting factors \(D \in \mathcal{D}_t\) such that \(D_{t,t} = 1\), and \(D_{t,s} = 1_{\{\tau>s\}}\) for \(s \in [t, T]\) and \(\tau \in \Theta_t\). We write \(g^*(t, \mu) := g^*(t, 0, \mu)\); then Theorem 7.12 takes the following form.

**Corollary 7.14.** The BSDE (7.19) induces under assumptions (H1)-(H4) a dynamic convex risk measure for processes \((\rho_t)_{t \in [0, T]}\) with the robust representation
\[ \rho_t(X) = Y_t = \text{ess sup}_{(\mu, \tau) \in \text{BMO}(\mathbb{P}) \times \Theta_t} \left( \mathbb{E}_{Q^\mu} \left[ -X_\tau \mid \mathcal{F}_t \right] - \mathbb{E}_{Q^\mu} \left[ \int_t^\tau g^*(s, \mu_s) ds \mid \mathcal{F}_t \right] \right) \]
for all \(X \in \mathcal{R}^\infty\).

This example was studied in [32, 6, 38] in the context of optimal stopping of risk measures for random variables. In our framework it appears naturally as an example of a risk measure for processes.

**Example 7.15.** In order to identify a BSDE as a risk measure for processes, it seems to be crucial that the driver \(g\), as well as the reflection term \(K\) depend on the sum \(X + Y\). For instance, it was shown in [17, Section 7] for the classical RBSDE
\[ Y_t = -X_T + \int_t^T g(s, Y_s, Z_s) ds - \int_t^T Z_s dW_s + K_T - K_t, \quad t \in [0, T], \]
under the assumptions that $X$ is continuous and $g$ satisfies (H1)-(H3), that $Y$ has the dual representation

$$Y_t(X) = \text{ess sup}_{(\mu, \beta, \tau) \in \text{BMO}(\mathbb{P}) \times \mathbb{R} \times \Theta_t} \left( \mathbb{E}^Q_{t\uparrow} \left[ e^{-\int_t^\tau \beta_u du} (-X_\tau) - \int_t^\tau e^{-\int_t^s \beta_u du} g^*(s, \beta_s, \mu_s) ds \mid \mathcal{F}_t \right] \right).$$

(7.20)

If $g$ (resp. $g^*$) does not depend on $Y + X$, and the right-hand-side of (7.20) does not take the form as in Theorem 7.12, $Y$ does not define a conditional risk measure for processes in the sense of Definition 7.1: It does not satisfy the axiom of cash additivity.

In general, using Lebesgue decomposition, we can write every measure $dD$ induced by a discounting process $D \in D_0$ as a sum $dD = dD^{\ll} + dD^{\perp}$, where $dD^{\ll}$ denotes the absolutely continuous, and $dD^{\perp}$ the singular part of $dD$ with respect to the Lebesgue measure $\lambda$. For instance, for $D$ defined in (7.15) we have

$$dD_{t,s} = -1_{\{s \leq \tau\}} \beta_s e^{-\int_s^\tau \beta_u du} ds - e^{-\int_t^\tau \beta_u du} \delta_{\{\tau\}}(ds).$$

As we have noted in Remark 7.10, only absolutely continuous discounting factors $dD^{\ll}$ appear in the robust representation of the risk measure, if there is no reflection, and only the driver of the BSDE depends on the sum $Y + X$. On the other hand, as seen in Example 7.13, if there is reflection, and the driver does not depend on $Y + X$, absolutely continuous parts $dD^{\ll}$ disappear, and only singular parts $dD^{\perp}$ contribute to the robust representation.

The study of general relation between BSDEs of type (7.3) and risk measures of the form (7.8) is subject of future research. Examples presented in this paper suggest that appearance of absolutely continuous discounting factors corresponds to the dependence of the driver $g$ on the sum $Y + X$, whereas appearance of the singular discounting terms is induced by the reflection term $K$ depending on $Y + X$. Also more general reflection terms, induced by more complex penalty function on $dD^{\perp}$, can be thought about.

**Appendix**

We provide here estimates for the BSDEs (7.2) and (7.3), that are used in the proof of Lemma 7.7. The results for quadratic BSDE (7.2) follow basically from [5, 18]; the results for the reflected BSDE (7.3) might be known, but since we did not find them explicitly written in the literature, we give the proofs here. Throughout this section we consider a BSDE (7.2) under assumptions (H1)-(H4), and RBSDE (7.3) under assumptions (H1')-(H4).

**Proposition 7.16.** Let $(Y, Z, K)$ (resp. $(Y, Z)$) be the solution of (7.3) (resp. the maximal solution of (7.2)) for $X \in \mathbb{R}^\infty$. Then $Y$ is bounded, and $Z \in \text{BMO}(\mathbb{P})$.

**Proof.** To see that $Y$ is bounded, we use monotonicity, cash additivity, and normalization as proved in Proposition 7.6. Let $\|X\|_{\mathbb{R}^\infty} := B$, then

$$Y_t(X) \leq Y_t(0 - B1_{[t,T]}) = B \quad \mathbb{P}\text{-a.s. for all } t \in [0, T],$$
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and the converse inequality follows in the same manner.

The proof that \( Z \in \text{BMO}(\mathbb{P}) \) in the non-reflected quadratic case follows as in [3] Proposition 7.3, using that \( Y \) and \( X \) are bounded. In the reflected case we use classical estimates, as for example in [37], where such technique is used in the context of second order BSDEs.

Itô’s formula implies for any \( \tau \in \Theta_0 \) and any \( \alpha > 0 \) that

\[
e^{-\alpha Y_{\tau}} = e^{-\alpha Y_{\tau}} - \alpha \int_{\tau}^{T} e^{-\alpha Y_{s}} g(s, Y_{s} + X_{s}, Z_{s}) ds + \alpha \int_{\tau}^{T} e^{-\alpha Y_{s}} Z_{s} dW_{s} - \frac{\alpha^2}{2} \int_{\tau}^{T} e^{-\alpha Y_{s}} |Z_{s}|^2 ds
- \alpha \int_{\tau}^{T} e^{-\alpha Y_{s}} dK_{s} - \sum_{\tau < s \leq T} [e^{-\alpha Y_{s}} - e^{-\alpha Y_{\tau}} + \alpha e^{-\alpha Y_{\tau}} \Delta_{s} Y].
\]

Since \( K \) is non-decreasing, and thus \( \Delta_{s} Y = \Delta_{s} K \geq 0 \), and since the mapping \( x \mapsto e^{-x} - 1 + x \) is non-negative on \( \mathbb{R}_+ \), the last two terms are non-positive. Hence (7.21) rewrites as:

\[
\frac{\alpha^2}{2} \int_{\tau}^{T} e^{-\alpha Y_{s}} |Z_{s}|^2 ds + e^{-\alpha Y_{\tau}} \leq e^{-\alpha Y_{\tau}} - \alpha \int_{\tau}^{T} e^{-\alpha Y_{s}} g(s, Y_{s} + X_{s}, Z_{s}) ds + \alpha \int_{\tau}^{T} e^{-\alpha Y_{s}} Z_{s} dW_{s}.
\]

This implies, since \( g \) has Lipschitz growth, and \( X \) and \( Y \) are bounded, that

\[
\frac{\alpha^2}{2} \int_{\tau}^{T} e^{-\alpha Y_{s}} |Z_{s}|^2 ds + e^{-\alpha Y_{\tau}} \leq e^{-\alpha Y_{\tau}} + C \alpha \int_{\tau}^{T} e^{-\alpha Y_{s}} (1 + |Z_{s}|^2) ds + \alpha \int_{\tau}^{T} e^{-\alpha Y_{s}} Z_{s} dW_{s},
\]

where we have used that \( |x| \leq 1 + |x|^2 \). (\( C \) in this proof denotes a generic constant, which can differ from line to line.) Using again the fact that \( Y \) is bounded, we get that there exists a constant \( \tilde{C} \) (which only depends on \( T \) but not on \( \tau \)) such that

\[
(\frac{\alpha^2}{2} - C \alpha) \int_{\tau}^{T} e^{-\alpha Y_{s}} |Z_{s}|^2 ds \leq \tilde{C} + \alpha \int_{\tau}^{T} e^{-\alpha Y_{s}} Z_{s} dW_{s}.
\]

Taking conditional expectations on both sides of this inequality leads to

\[
(\frac{\alpha^2}{2} - C \alpha) \mathbb{E} \left[ \int_{\tau}^{T} e^{-\alpha Y_{s}} |Z_{s}|^2 ds \left| \mathcal{F}_{\tau} \right. \right] \leq \tilde{C} \quad \mathbb{P}\text{-a.s.},
\]

which concludes the proof again by boundedness and \( Y \) and by choosing \( \alpha > 2C \). \( \square \)
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