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Abstract. Multiple instance learning (MIL) is a variation of traditional supervised learning problems where data (referred to as bags) are composed of sub-elements (referred to as instances) and only bag labels are available. MIL has a variety of applications such as content-based image retrieval, text categorization and medical diagnosis. Most of the previous work for MIL assume that the training bags are fully labeled. However, it is often difficult to obtain an enough number of labeled bags in practical situations, while many unlabeled bags are available. A learning framework called PU learning (positive and unlabeled learning) can address this problem. In this paper, we propose a convex PU learning method to solve an MIL problem. We experimentally show that the proposed method achieves better performance with significantly lower computational costs than an existing method for PU-MIL.

1 Introduction

Multiple instance learning (MIL) \cite{8} is a learning problem with bags and instances. Instances are the same as the traditional feature vectors, while bags are sets of instances. The numbers of instances in bags vary among the bags. Bag labels are defined as follows:

- If a given bag contains at least one positive instance, then its label is positive.
- If a given bag contains no positive instances, then its label is negative.

This is the basic setup of MIL. The goal of MIL is to predict labels of test bags. Here instance labels are unavailable, which makes MIL more difficult than the ordinary classification setting. MIL is applicable to a wide range of real-world problems such as molecule behavior prediction \cite{3135}, drug activity prediction \cite{8}, domain theory \cite{7}, content-based image retrieval \cite{171325}, visual tracking \cite{2}, object detection \cite{1812}, text categorization \cite{11} and medical diagnosis \cite{922}.

A lot of approaches for MIL have been developed \cite{81626111123}, which are classified into two groups in general:

1. The methods in the first group are based on generative modeling, including
the diverse density \[16\] and its extension, the expectation-maximization diverse density (EM-DD) \[26\]. These methods find out an instance close to training positive bags and far from training negative bags, which is referred to as the concept point. This process is carried out by gradient-based search from every training instance, which is computationally inefficient.

(2) The methods in the second group are based on discriminative modeling. The multiple-instance support vector machine (MI-SVM) \[1\] is an approach based on SVMs. Empirical evaluation shows that MI-SVM performs well on MIL datasets, but its optimization problem is non-convex and computationally inefficient. The key-instance support vector machine (KI-SVM) \[14\] converts MI-SVM into a convex problem by using a discrete vector, but it is still difficult to optimize due to a large number of optimization variables. Gärtner et al. \[11\] introduced set kernels (a.k.a. multiple instance kernels), which are extensions of the standard kernel functions to MIL. The set kernels can be used to construct a standard SVM classifier, which performs well on MIL datasets. The optimization problem in this training procedure is convex and the global solution can be obtained efficiently.

In this work, we propose a novel method to construct the multiple instance classifiers only from positive and unlabeled bags, while the above standard approaches to MIL assume that training bags are fully labeled. This problem is called PU-MIL. For example, PU-MIL is considered to be applicable to the following situations:

- The situation where it is difficult to obtain an enough amount of labeled data due to the significant labeling cost, such as outlier detection. In outlier detection based on supervised classification, it is often difficult to label all outlier samples, so we can label a few outlier samples as positive and regard the other samples as unlabeled.
- The situation where the true negative labels are essentially unavailable, such as music album recommendation, where we try to predict a music album that attracts a consumer from their purchase history. Each album contains some songs, which can be regarded as multiple instances. Whether the album is attracting the consumer or not corresponds to positive and negative, but only whether the consumer bought (positive) or not (unlabeled) is available.

Our contribution in this paper is to propose a novel PU-MIL method based on the risk minimization framework \[20\]. Together with a linear-in-parameter model, the proposed method is formulated as a convex optimization problem, and the global optimal solution can be computed efficiently. To the best of our knowledge, this is the first convex PU-MIL method (see Table 1). Through experiments, we demonstrate that the proposed method combined with the minimax kernel \[1\] compares favorably with an existing method.

The rest of this paper is structured as follows. In Sect. 2, we review existing methods for PU learning \[19,20\] and MIL \[11\], on which our proposed method

\footnote{4 The fact that the consumer did not buy an album does not directly mean that the album is not attracting (negative). The consumer might not buy just because he or she did not notice it.}
Table 1. Comparison of existing and proposed discriminative methods for MIL.

| Learning from | Convexity | Convex | Non-convex |
|---------------|-----------|--------|------------|
| Positive and Negative | set kernels [11] | MI-SVM [11] |
| | sMIL [4] | MissSVM [25] |
| | KI-SVM [14] | soft-bag SVM [13] |
| | miGraph [27] | dMIL [25] |
| Positive and Unlabeled | PU-SKC (Sect. 3) | puMIL [24] |

is based. In Sect. 3, we explain the formulation and optimization algorithm of our proposed method, called the positive and unlabeled set kernel classifier (PU-SKC). In Sect. 4 we experimentally compare the proposed method (PU-SKC) with the existing method (puMIL) [24]. Finally, we conclude this work in Sect. 5.

2 Problem Formulation and Related Work

In this section, we formulate the problems we discuss in this paper (see Fig. 1) and review related works.

Fig. 1. A schematic of problems. In this work, we consider (d) multiple instance learning from positive and unlabeled bags (PU-MIL).
2.1 Ordinary Binary Classification

First, we define some notations. Let $x \in \mathbb{R}^d$ be a $d$-dimensional feature vector and $y \in \{+1, -1\}$ be its corresponding class label. In the ordinary binary classification problem, we construct a binary classifier

$$f(x) = \text{sign}(g(x)) \in \{+1, -1\},$$

$$g : \mathbb{R}^d \to \mathbb{R},$$ (1)

from a training dataset $\mathcal{D} = \{(x_i, y_i)\}_{i=1}^N$, where $N$ is the number of training samples. Here we use a linear-in-parameter model for $g$:

$$g(x) = \alpha^\top \phi(x) + \beta,$$

where $\top$ denotes the transpose, $\alpha \in \mathbb{R}^m$ is an $m$-dimensional parameter vector, $\beta \in \mathbb{R}$ is a bias parameter and $\phi : \mathbb{R}^d \to \mathbb{R}^m$ is a vector of basis functions. The support vector machine (SVM) \cite{6} is one of the standard methods for training a binary classifier. The optimization problem of SVM is as follows:

$$\min_{\alpha \in \mathbb{R}^m, \beta \in \mathbb{R}} \frac{1}{2} ||\alpha||^2 + C \sum_{i=1}^N \max \left\{ 0, 1 - y_i (\alpha^\top \phi(x_i) + \beta) \right\},$$ (2)

where $C > 0$ is a penalty parameter. This problem can be reformulated as the quadratic programming, which can be solved efficiently.

2.2 Multiple Instance Learning

Here we formulate the problem of multiple instance learning (MIL) and review an existing method.

**Formulation** Hereafter $\mathcal{P}(A)$ denotes the power set\footnote{The power set of $A$ is a set of all subsets of $A$, including $\emptyset$ and $A$ itself. In the MIL setting, bags belong to $\mathcal{P}(\mathbb{R}^d)$, i.e., bags are composed of some elements in $\mathbb{R}^d$.} of $A$. Let $X = \{x_i | x_i \in \mathbb{R}^d\}_{i=1}^n \in \mathcal{P}(\mathbb{R}^d) \setminus \emptyset$ be a bag containing $n$ instances whose dimensions are $d$, and $Y \in \{+1, -1\}$ be a bag label corresponding to $X$. The problem is to construct a binary classifier:

$$f(X) = \text{sign}(g(X)) \in \{+1, -1\},$$

$$g : \mathcal{P}(\mathbb{R}^d) \setminus \emptyset \to \mathbb{R},$$ (3)

from a fully-labeled training dataset $\mathcal{D} = \{(X_b, Y_b)\}_{b=1}^N$, where $N$ denotes the number of bags in $\mathcal{D}$.
Multiple Instance Kernels Gärtner et al. [11] proposed set kernels (multiple instance kernels). These kernels map bags (sets of instances) to feature spaces. A type of the set kernels called the statistic kernel is defined as follows:

\[ \tilde{k}(X, X') := k(s(X), s(X')) , \]

where \( k \) is an arbitrary kernel function such as the Gaussian kernel, and \( s \) is called the statistics. For example, the following minimax statistics is a typical choice:

\[ s_{\text{min-max}}(X) := \left[ \min_{x \in X} x^{(1)}, \ldots, \min_{x \in X} x^{(d)}, \max_{x \in X} x^{(1)}, \ldots, \max_{x \in X} x^{(d)} \right]^\top , \quad (4) \]

where \( x^{(i)} \) is the \( i \)-th element of an instance \( x \) in the bag \( X \). Gärtner et al. [11] showed that the statistic kernel with the minimax statistics (4) for \( s \) and the polynomial kernel for \( k \) outperforms other set kernels in the standard MIL:

\[ \tilde{k}_{\text{min-max}}(X, X') := (s_{\text{min-max}}(X)^\top s_{\text{min-max}}(X') + 1)^\rho , \quad (5) \]

where \( \rho \) is a positive integer. The statistic kernel (5) is referred to as the minimax kernel. We can then construct the following set kernel classifier:

\[ g(X) = \alpha^\top \phi(X) + \beta , \quad (6) \]

\[ \phi(X) = \begin{bmatrix} \tilde{k}_{\text{min-max}}(X, C_1) \\ \vdots \\ \tilde{k}_{\text{min-max}}(X, C_M) \end{bmatrix} , \]

where \( C_1, \ldots, C_M \) are kernel centers and \( M \) is the number of kernel centers. The standard MIL can be solved by using the classifier (6) with SVM (2).

2.3 Learning from Positive and Unlabeled Data

Here we formulate the binary classification problem of learning from positive and unlabeled instances and review existing methods.

Formulation We assume positive samples \( \{x_i^P\}_{i=1}^{N_P} \) and unlabeled samples \( \{x_i^U\}_{i=1}^{N_U} \) are generated as follows:

\[
\begin{align*}
\{x_i^P\}_{i=1}^{N_P} \ &\sim p_+(x) == p(x|y = +1), \\
\{x_i^U\}_{i=1}^{N_U} \ &\sim p(x) == \pi p(x|y = +1) + (1 - \pi)p(x|y = -1) = \pi p_+(x) + (1 - \pi)p_-(x),
\end{align*}
\]

where \( \pi := p(y = +1) \) is called the class prior. Our objective is to construct a binary classifier (1) only from positive samples and unlabeled samples.
Learning Instance-Level Classifiers From Positive and Unlabeled Data

du Plessis et al. \[19,20\] proposed methods based on the empirical risk minimization framework to learn only from positive and unlabeled samples. In the ordinary binary classification setting, the Bayes optimal classifier $g^\star$ minimizes the following misclassification rate:

$$R_{0-1}(g) = \pi\mathbb{E}_P[\ell_{0-1}(g(x))] + (1 - \pi)\mathbb{E}_N[\ell_{0-1}(-g(x))],$$  \hspace{1cm} (8)

where $\mathbb{E}_P[\cdot]$ and $\mathbb{E}_N[\cdot]$ denote the expectations over $p_+(x)$ and $p_-(x)$ respectively and $\ell_{0-1}$ denotes the zero-one loss:

$$\ell_{0-1}(z) = \begin{cases} 0 & \text{if } z \geq 0, \\ 1 & \text{otherwise.} \end{cases}$$

In practice, the misclassification rate (8) is difficult to optimize since the subgradient of $\ell_{0-1}$ is always 0 except at $z = 0$. For this reason, we usually use a surrogate loss function\[6\]. Then the risk function $R$ with the surrogate loss function $\ell$ is written as

$$R(g) := \pi\mathbb{E}_P[\ell(g(x))] + (1 - \pi)\mathbb{E}_N[\ell(-g(x))].$$  \hspace{1cm} (9)

Since negative samples are not available in the PU learning setup, let us consider expressing the risk (9) without $\mathbb{E}_N[\cdot]$. By the definition of the unlabeled sample distribution (7), the following holds:

$$(1 - \pi)\mathbb{E}_N[\ell(-g(x))] = \mathbb{E}_U[\ell(-g(x))] - \pi\mathbb{E}_P[\ell(-g(x))].$$

Substituting this into the risk (9), we obtain

$$R(g) = \pi\mathbb{E}_P[\ell(g(x)) - \ell(-g(x))] + \mathbb{E}_U[\ell(-g(x))].$$  \hspace{1cm} (10)

If the surrogate loss function $\ell$ satisfies

$$\ell(z) - \ell(-z) = -z,$$  \hspace{1cm} (11)

the risk (10) can be written as

$$R(g) = \pi\mathbb{E}_P[-g(x)] + \mathbb{E}_U[\ell(-g(x))].$$  \hspace{1cm} (12)

The risk (12) is convex if the surrogate loss function $\ell$ is convex. Convex loss functions such as the squared loss $\ell_S$, the logistic loss $\ell_{LL}$ and the double hinge loss $\ell_{DH}$ satisfy condition (11):

$$\ell_S(z) = \frac{1}{4}(z - 1)^2 - \frac{1}{4},$$
$$\ell_{LL}(z) = \log(1 + \exp(-z)), $$
$$\ell_{DH}(z) = \max\left(-z, \max\left(0, \frac{1-z}{2}\right)\right).$$  \hspace{1cm} (13)

We use the risk (12) to obtain a convex formulation of PU-MIL in Sect. [3]

\[6\] For example, the hinge loss $\ell_H(z) = \max(-z, 0)$ and the ramp loss $\ell_{RH}(z) = \frac{1}{2}\max(0, \min(2, 1 - z))$ are commonly used.
3 Positive and Unlabeled Set Kernel Classifier

In this section, we propose a convex method for PU-MIL, named the PU-SKC (positive and unlabeled set kernel classifier).

3.1 Multiple Instance Learning from Positive and Unlabeled Bags

Here we formulate the problem of multiple instance learning from positive and unlabeled bags (PU-MIL).

The purpose of PU-MIL is to construct the bag-level classifier \( g(X) = \mathbf{1}^\top \phi(X) + \beta \) from a positively labeled training dataset \( D_P = \{(X^P_b, Y^P_b = +1)\}_{b=1}^{N_P} \) and an unlabeled training dataset \( D_U = \{X^U_b\}_{b=1}^{N_U} \), where \( N_P \) and \( N_U \) denotes the number of positive bags in \( D_P \) and the number of unlabeled bags in \( D_U \), respectively.

3.2 Formulation

As we mentioned in Sect. 2.3, du Plessis et al. [19,20] formulated the PU learning problem in the empirical risk minimization framework. If we use a loss function \( l(z) \) such that \( l(z) + l(-z) = -z \), we have the following objective function:

\[
J(g) = \pi E_P [\mathbf{1} - g(X)] + E_U [\ell(-g(X))].
\] (14)

Here we use a linear-in-parameter model with the set kernel function as a classifier:

\[
g(X) = \mathbf{1}^\top \phi(X) + \beta,
\] (15)

where \( \phi \) is the vector of basis functions:

\[
\phi(X) = \begin{bmatrix}
\tilde{k}_{\min-max}(X, X^P_1) \\
\vdots \\
\tilde{k}_{\min-max}(X, X^P_{N_P}) \\
\tilde{k}_{\min-max}(X, X^U_1) \\
\vdots \\
\tilde{k}_{\min-max}(X, X^U_{N_U})
\end{bmatrix}.
\] (16)

\( \tilde{k}_{\min-max} \) is the polynomial minimax kernel [3]. Similarly to the standard binary classification, we predict a given bag as positive if \( g(X) \geq 0 \), and as negative if \( g(X) < 0 \).

The risk (14) together with the bag-level classifier (15) and the \( l_2 \) regularizer induces the following objective function to be minimized by the sample averages:

\[
\hat{J}(\alpha, b) = \pi \cdot \frac{1}{N_P} \sum_{b=1}^{N_P} (\mathbf{1}^\top \phi(X^P_b) - \beta) \\
+ \frac{1}{N_U} \sum_{b'=1}^{N_U} \ell_{DH} (-\mathbf{1}^\top \phi(X^U_{b'}) - \beta) + \frac{\lambda}{2} \alpha^\top \alpha,
\] (17)
where $\lambda \geq 0$ is the regularization parameter. Here we use the double hinge loss $\ell_{DH}$ since du Plessis et al. [20] reported that it achieved the best performance in the ordinary PU classification setting. Note that $\pi$ is the bag-level class prior, i.e., $\pi = p(Y = +1)$, which must be estimated from the training data. We explain how to estimate it in Sect. 3.3. This problem can be rewritten in the form of quadratic programming by using slack variables $\xi$ as

$$\min_{\alpha, \beta, \xi} -\frac{1}{N_P} \Phi_P^T \alpha - \pi \beta + \frac{1}{N_U} \Phi_U^T \xi + \frac{\lambda}{2} \alpha^T \alpha \quad (18)$$

s.t. $\xi \geq 0$,

$$\xi \geq \frac{1}{2} 1 + \frac{1}{2} \Phi_U \alpha + \frac{1}{2} \beta 1,$$

$$\xi \geq \Phi_U \alpha + \beta 1,$$

where $\geq$ for vectors denotes the element-wise inequality and $0, 1$ denote the all-zero and all-one vector, respectively. Matrices $\Phi_P$ and $\Phi_U$ are defined as follows:

$$\Phi_P = \begin{bmatrix} \phi^T (X^P_1) \\ \vdots \\ \phi^T (X^P_{N_P}) \end{bmatrix}, \quad \Phi_U = \begin{bmatrix} \phi^T (X^U_1) \\ \vdots \\ \phi^T (X^U_{N_U}) \end{bmatrix}.$$ 

### 3.3 Bag-Level Class Prior Estimation

A bag-level class prior estimation algorithm can be obtained by a simple extension of the instance-level version explained in Appendix A. The difference is basis functions used in the empirical estimator of $r(x)$. We use the polynomial minimax kernel to obtain the bag-level basis functions. Then the bag-level class prior $\pi$ can be estimated similarly.

### 4 Experiments

In this section, we experimentally compare the proposed method with the existing method (see Appendix B) and give answers to the following research questions:

Q1: Does the proposed method perform well regardless of the true class prior?

Q2: Is the proposed method computational efficient?

#### 4.1 Dataset

We use standard MIL datasets: Musk and Corel. The details about these benchmark datasets are shown in Table 2.

---

7 Implementation is published at https://github.com/levelfour/pumil

8 http://www.cs.columbia.edu/~andrews/mil/datasets.html
Table 2. Details of datasets: The last two rows indicate the numbers of instances per bag, which are the average with the standard deviation.

| Number of | Musk1 | Musk2 | Elephant | Fox | Tiger |
|-----------|-------|-------|----------|-----|-------|
| features  | 166   | 166   | 230      | 230 | 230   |
| positive bags | 47    | 39    | 100      | 100 | 100   |
| negative bags | 45    | 63    | 100      | 100 | 100   |
| positive instances | 2.3 (2.6) | 10.0 (26.1) | 3.8 (4.2) | 3.2 (3.6) | 2.7 (3.1) |
| negative instances | 2.9 (6.9) | 54.7 (176.0) | 3.2 (3.6) | 3.4 (3.8) | 3.4 (3.8) |

Algorithm 1 Generation of Training / Test Sets for Benchmark MIL Datasets

**Input:** $D_P$: original positive bags, $D_N$: original negative bags, $\pi$: true bag-level class prior, $L$: #\{labeled positive bags\}, $U$: #\{unlabeled bags\}, $T$: #\{test bags\}

1: $D_L \subseteq D_P$ \Comment{$|D_L| = L$}
2: $D_P := D_P \backslash D_L$
3: $N_P^U \sim B(U + T, \pi)$
4: $N_N^U := U + T - N_P^U$
5: $D_U := D_P(\subset D_P) \cup D_N(\subset D_N)$ \Comment{$|D'_P| = N_P^U$, $|D'_N| = N_N^U$}
6: $D'_U \subseteq D_U$ \Comment{$|D'_U| = T$}
7: $D_U := D_U \backslash D'_U$

**Output:** $D_L \cup D_U$: training set, $D'_U$: test set

Since these datasets are too small to evaluate PU methods, we augment them to increase the number of bags. Specifically, bags chosen randomly from the original datasets are duplicated and then Gaussian noise with mean zero and variance 0.01 is added to each dimension. In this way, we increase the number of samples in Musk (Musk1 and Musk2) 10 times and Corel (Elephant, Fox and Tiger) 5 times. After this augmentation process, we generate a training set (including labeled positive bags and unlabeled bags) and a test set. This generation process is described in Algorithm 1 (we set $L = 20$, $U = 180$, $T = 200$).

4.2 Evaluation Method

Hyperparameters (the degree parameter $\rho$ in the polynomial kernel and the regularization parameter $\lambda$ in the objective function) are selected via 5-fold cross-validation from $\rho \in [1, 2, 3]$ and $\lambda \in [10^0, 10^{-3}, 10^{-6}]$. We use the area under the receiver operating characteristics curve (AUC) as the evaluation metric, which is robust to the class imbalance, i.e., the situation where the class prior $\pi$ takes extremely high or low values. AUC is defined as follows:

\[
\text{AUC} := \mathbb{E}_P \left[ \mathbb{E}_N \left[ I(g(x^P) \geq g(x^N)) \right] \right] = 1 - \mathbb{E}_P \left[ \mathbb{E}_N \left[ I(g(x^P) < g(x^N)) \right] \right] = 1 - \mathbb{E}_P \left[ \mathbb{E}_N \left[ \ell_{0-1}(g(x^P) - g(x^N)) \right] \right],
\]
where \( I(\cdot) \) denotes the indicator function. We define the following risk (called the AUC risk) to be minimized:

\[
R_{\text{AUC}}(g) = \mathbb{E}_P \left[ \mathbb{E}_N \left[ \ell_{0-1}(g(x^P) - g(x^N)) \right] \right].
\]

Here we have to calculate the AUC risk only from the positive and unlabeled data. We have the following relation from the definition of the marginal probability:

\[
\mathbb{E}_P \left[ \mathbb{E}_U \left[ \ell_{0-1}(g(x^P) - g(x^U)) \right] \right] = \pi \mathbb{E}_P \left[ \mathbb{E}_{P'} \left[ \ell_{0-1}(g(x^P) - g(x^{P'})) \right] \right] + (1 - \pi) \mathbb{E}_P \left[ \mathbb{E}_N \left[ \ell_{0-1}(g(x^P) - g(x^N)) \right] \right],
\]

where \( \mathbb{E}_P[\cdot] = \mathbb{E}_{x^P \sim p_+(x)}[\cdot] \) and \( \mathbb{E}_{P'}[\cdot] = \mathbb{E}_{x^{P'} \sim p_{+}(x)}[\cdot] \). Then we obtain the following formulation of the AUC risk only from positive and unlabeled data (PU-AUC risk):

\[
R_{\text{PU-AUC}}(g) = \frac{1}{1 - \pi} \mathbb{E}_P \left[ \mathbb{E}_U \left[ \ell_{0-1}(g(x^P) - g(x^U)) \right] \right] - \frac{\pi}{1 - \pi} \mathbb{E}_P \left[ \mathbb{E}_{P'} \left[ \ell_{0-1}(g(x^P) - g(x^{P'})) \right] \right].
\]

This risk is used for the cross-validation.

### 4.3 Results

In this section, we show the experimental results and give answers to the research questions.

**A1: The proposed method outperforms the existing method regardless of the true bag-level class prior.**

Table 3 shows averages with standard deviations of the predictions, which are carried out 50 times under each class prior. Bold faces represent the best methods under each class prior. This is tested by the one-sided t-test with 5% significant level (first the higher method is chosen as the best method, then the other method is checked whether it is competitive or not by the one-sided t-test). As it can be seen from Table 3, PU-SKC outperforms the existing method puMIL [24] under the different class priors. Note that the true class prior in Table 3 means the predefined value for dataset generation (see Algorithm 1), not the estimated class prior during the learning process (see Sect. 3.3).

**A2: The proposed method is much more computationally efficient than the existing method.**

Next, we compare the execution time between the proposed method and the existing method. The result is shown in Figure 2. This result shows PU-SKC is much more computationally efficient than the existing method.
Table 3. AUC: Each result is the average with the standard deviation over 50 trials. Bold faces represent the best methods under each setting (tested by the one-sided 5% t-test).

| dataset | true class prior | PU-SKC | puMIL [24] |
|---------|----------------|--------|------------|
| Musk1   | 0.1            | 0.928 (0.051) | 0.839 (0.075) |
|         | 0.4            | 0.860 (0.063) | 0.750 (0.086) |
|         | 0.7            | 0.731 (0.100) | 0.645 (0.114) |
| Musk2   | 0.1            | 0.911 (0.042) | 0.815 (0.076) |
|         | 0.4            | 0.862 (0.047) | 0.700 (0.092) |
|         | 0.7            | 0.711 (0.104) | 0.673 (0.091) |
| Elephant| 0.1            | 0.857 (0.057) | 0.752 (0.083) |
|         | 0.4            | 0.785 (0.076) | 0.690 (0.071) |
|         | 0.7            | 0.685 (0.087) | 0.633 (0.096) |
| Fox     | 0.1            | 0.625 (0.095) | 0.584 (0.073) |
|         | 0.4            | 0.599 (0.060) | 0.571 (0.048) |
|         | 0.7            | 0.529 (0.064) | 0.544 (0.057) |
| Tiger   | 0.1            | 0.816 (0.052) | 0.736 (0.067) |
|         | 0.4            | 0.766 (0.057) | 0.646 (0.066) |
|         | 0.7            | 0.679 (0.094) | 0.612 (0.082) |

5 Conclusion

Multiple instance learning has versatile applications such as content-based image retrieval, text categorization and medical diagnosis. In this work, we considered a multiple instance learning problem when only positive bags and unlabeled bags are available, which does not require all training bags to be labeled. We proposed a convex method, PU-SKC, to solve PU multiple instance classification. This method is based on the convex formulation of PU learning [20] and the set kernel [11]. PU-SKC performed better than the existing PU multiple instance classification method [24] in the classifications of the benchmark MIL datasets (drug activity prediction and image annotation). Furthermore, we confirmed the proposed method was much more computationally efficient than the existing method through the experiment.
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A Instance-Level Class Prior Estimation

Here the estimation of the class prior $\pi = p(y = +1)$ is addressed.

In the research by du Plessis and Sugiyama [21], a class prior estimation method from positive and unlabeled data by partial matching was proposed. This method estimates the class prior $\pi$ by minimizing the Pearson (PE) divergence from positive data distribution $\pi p(x|y = 1)$ to unlabeled data distribution $p(x)$:

$$\pi^* = \arg \min_\pi \text{PE}[\pi p(x|y = 1)|p(x)]$$

$$= \arg \min_\pi \frac{1}{2} \int \left( \frac{\pi p(x|y = 1)}{p(x)} - 1 \right)^2 p(x) dx.$$

It is still possible to estimate $p(x|y = 1)$ from positive samples and $p(x)$ from unlabeled samples using, e.g., the kernel density estimation, but du Plessis and Sugiyama [21] empirically showed that such a naive approach often does not produce a good estimator of $\pi$. A better approach is to lower bound the PE divergence and directly maximize it:

$$\text{PE}[\pi p(x|y = 1)|p(x)] \geq \pi \int r(x)p(x|y = 1)dx$$

$$- \frac{1}{2} \int r(x)^2 p(x)dx - \pi + \frac{1}{2},$$

where $r(x)$ is an arbitrary function. In practice, a linear-in-parameter model based on Gaussian kernel basis functions is used to estimate $r$:

$$\hat{r}(x) = \alpha^T \phi(x).$$

Our goal is to find the tightest lower bound by maximizing the right-hand side of (19) at first with respect to $r$ and then minimize it with respect to $\pi$. The former maximization problem with the $l_2$ regularizer can be written as

$$\hat{\alpha} = \arg \max_\alpha \left[ \pi \alpha^T \hat{h} - \frac{1}{2} \alpha^T H \alpha - \frac{1}{2} - \frac{\lambda}{2} \alpha^T \alpha \right]$$

$$= \arg \max_\alpha \left[ \pi \alpha^T \hat{h} - \frac{1}{2} \alpha^T H \alpha - \frac{\lambda}{2} \alpha^T \alpha \right],$$

where $H = \int \phi(x)\phi(x)^T p(x)dx$, $\hat{h} = \int \phi(x)p(x|y = 1)dx$, and $\lambda \geq 0$ denotes the regularization parameter. In practice, $H$ and $\hat{h}$ are estimated by the sample averages:

$$\hat{H} = \frac{1}{N_P} \sum_{i=1}^{N_P} \phi(x_i^P)\phi(x_i^P)^T, \quad \hat{h} = \frac{1}{N_U} \sum_{j=1}^{N_U} \phi(x_j^U).$$

Using these estimators, Eq. (20) can be reformulated as follows:

$$\hat{\alpha} = \arg \max_\alpha \left[ \pi \alpha^T \hat{h} - \frac{1}{2} \alpha^T \hat{H} \alpha - \frac{\lambda}{2} \alpha^T \alpha \right].$$
An analytical solution to the above problem can be obtained as follows:

\[ \hat{\alpha} = \pi \hat{G}^{-1} \hat{h}, \quad \hat{G} = \hat{H} + \lambda I, \]

where \( I \) denotes the identity matrix. This leads to the following PE divergence estimator:

\[ \hat{\text{PE}} = \pi^2 \hat{h}^\top \hat{G}^{-1} \hat{h} - \pi^2 \frac{1}{2} \hat{h}^\top \hat{G}^{-1} \hat{H} \hat{G}^{-1} \hat{h} - \pi + \frac{1}{2}. \]

Then the analytical minimizer of \( \hat{\text{PE}} \) can be obtained as

\[ \hat{\pi} = \left[ 2 \hat{h}^\top \hat{G}^{-1} \hat{h} - \hat{h}^\top \hat{G}^{-1} \hat{H} \hat{G}^{-1} \hat{h} \right]^{-1}. \]

### B Multiple Instance Learning from Positive and Unlabeled Bags

Wu et al. [24] proposed an instance-level method for the PU-MIL problem (called puMIL). As discussed in the previous work [1,14], the key instance (the most positive instance) in each bag is important in MIL. This is also the case in PU-MIL, but the problem is that we cannot tell the labels of unlabeled bags. To address this issue, Wu et al. [24] introduced the bag confidence, which describes how much confident the given unlabeled bag is negative. Let \( \nu_b \in [0, 1] \) be the confidence of the \( b \)-th bag. Then the learning problem of an SVM classifier \( g(X) = w^\top \tilde{x} \) (\( \tilde{x} \in X \)) under the given \( \nu \) is formulated as

\[
\min_{w \in \mathbb{R}^d, \{\tilde{x}_b\}_{b=1}^{N_P+N_U}} \frac{1}{2}||w||^2 + C \sum_{b=1}^{N_P+N_U} \max(0, 1 - \nu_b \tilde{Y}_b w^\top \tilde{x}_b), \tag{21}
\]

where \( \tilde{Y}_b \) is the estimated bag label (\( \tilde{Y}_b = +1 \) for a positive bag and \( \tilde{Y}_b = -1 \) for a possibly negative bag coming from the set of unlabeled bags) and \( \tilde{x}_b \) is the key instance in the bag \( X_b \). \( \nu_b \) weighs the contribution of \( \tilde{x}_b \) according to its confidence. For positive bags, the confidence is simply set as \( \nu_b = 1 \). The overall training method is summarized as follows:

1. Initialize \( L \) distinct bag confidences \( \nu^{(1)}, \ldots, \nu^{(L)} \), where \( L \) is the number of the bag confidences.
2. Extract \( N_P \) possibly negative bags from unlabeled bags.
3. Make a positive margin pool (PMP), which consists of the key instances from positive bags and possibly negative bags.
4. Solve (21) with using the PMP to obtain an SVM classifier, which is evaluated by the F-measure.

In Step 2 unlabeled bags with the highest confidences are extracted and regarded as possibly negative. Bag confidences are initialized randomly and updated via a genetic algorithm (see Step 4 and (23)).
In Step 3, first the generative distribution of negative instances is estimated by a weighted kernel density estimator [10]:

$$\hat{p}(x\mid y = -1) = \frac{1}{\tilde{N}_N} \sum_{b=1}^{\tilde{N}_N} \sum_{x' \in \tilde{X}_b^N} k(x, \nu_b, x'),$$  \hspace{1cm} (22)

where $\tilde{N}_N$ is the number of all instances included in the extracted bags in Step 2 and $k$ denotes a kernel function and $\tilde{X}_b^N$ is the $b$-th possibly negative bag. Using the estimator (22), we can obtain a PMP by extracting the key instances from bags:

$$\tilde{x}_b = \arg \min_{x_b \in X_b} \hat{p}(x_b\mid y = -1).$$

After building the PMP, an SVM classifier can be obtained in Step 4. We evaluate the given bag confidences $\nu$ by calculating the F-measures. Here we have $L$ bag confidences, and we update them by a genetic algorithm. First, the bag confidence with the highest F-measure (denoted by $\hat{\nu}$) is cloned to replace the other confidences under the fixed rate $c \in [0, 1]$. This process, called the mutation, is caused by

$$\nu_l = \nu_l + r(1 - f_l)(\hat{\nu} - \nu_l),$$  \hspace{1cm} (23)

where $r$ is drawn from the standard normal distribution, $\nu_l$ is the $l$-th bag confidence and $f_l$ is the F-measure obtained from $\nu$. $\nu_l$ is to be replaced for $\nu_l$ if $\nu_l$ produces a better result. We iterate Steps 2-4 until the best bag confidence $\hat{\nu}$ converges or the number of iterations reaches the predefined limit.

After the above training steps, the best bag confidence $\hat{\nu}$ is to be obtained. We use $\hat{\nu}$ for the initial bag confidence and iterate Steps 2-4 again to obtain a classifier for test prediction.

However, the process to extract possibly negative bags from unlabeled bags based on the bag confidences (Step 2) is not shown to converge to the optimal solution in the previous work, while this method works well experimentally. In the following section, we use the PU risk minimization framework [12] to formulate PU-MIL.

---

9 True bag labels are needed to calculate the F-measure, but those of unlabeled bags are unavailable. This point was not discussed in Wu et al. [24], so we assume that possibly negative bags have negative labels and the other bags in the unlabeled set have positive labels when we calculate the F-measure in our experiments.

10 In test prediction, test bag confidences are not defined. This point was also not discussed in Wu et al. [24], so we set all test bag confidences to 1 in our experiments.