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Abstract

The wireless channel of 5G communications will have unique characteristics that can not be fully apprehended by the traditional fading models. For instance, the wireless channel may often be dominated by finite number of specular components, the conventional Gaussian assumption may not be applied to the diffuse scattered waves and the point scatterers may be inhomogeneously distributed. These physical attributes were incorporated into the state-of-the-art fading models, such as the $\kappa-\mu$ shadowed fading model, the generalized two-ray fading model and the fluctuating two ray fading model. Unfortunately, much of the existing published work commonly imposed arbitrary assumptions on the channel parameters to achieve theoretical tractability, thereby limiting their application to represent diverse range of propagation environments. This motivates us to find a more general fading model that incorporates multiple specular components with clusterized diffuse scattered waves, but achieves analytical tractability at the same time. To this end, we introduced the Multiple-Waves with Generalized Diffuse Scatter (MWGD) and Fluctuating Multiple-Ray (FMR) model that allow arbitrary number of specular components and assume generalized diffuse scattered model. We derive the distribution functions of the signal envelop in closed form and calculate second order statistics of the proposed fading model. Furthermore, we evaluate the performance metrics of wireless communications systems, such as the capacity, outage probability and average bit error rate. Through numerical simulations, we obtain important new insights into the link performance of the 5G communications while considering a diverse range of fading conditions and channel characteristics.
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I. INTRODUCTION

The fifth generation of mobile technology (5G) is positioned to achieve 1000-fold gains in capacity over the current 4G wireless networks, offer high data rates exceeding 10 Gigabits/s, provide seamless connection even to the users at the cell edge and enable ultra-reliable communications with extremely low latency of less than 1 millisecond [1], [2]. To meet these seemingly contradicting requirements, 5G communications will require access to broad range of spectrum from below 1 GHz up to 100 GHz utilizing different properties of each band [3]. For example, low bands below 1 GHz will be used for cases that need wide coverage, whereas high bands above 24 GHz will be applied to cases that require extremely high throughput with very large bandwidth [4]. In order to harness the full potential of utilizing diverse spectrum, it is crucial to develop an accurate fading model especially for frequencies above 6GHz \(^1\) that provides a good fit to the field measurements.

Recently, wide range of measurement campaigns had been conducted by many research organizations and consortium to statistically characterize the channel model of 5G communications, including METIS2020 [6], COST2100 [7], [8], NYU WIRELESS [9]–[13] and QUB [14]–[16]. These measurement campaigns commonly observed the following two important characteristics:

1) Dominant specular scattering: The transmission schemes that will be utilized in 5G communications are highly directive, e.g., millimeter wave (mmWave) or massive MIMO (multiple-input, multiple-output), which often cause the propagation environment to be dominated by the specular waves [17]. Furthermore, reflections by random objects may cause multiple dominant specular components to have significantly larger power than the diffuse waves. For example, the channel model of the mmWave transmission can often be approximated by a finite number of specular waves with no diffuse component [18], [19].

2) Clustering of the scattered waves: The prevalent Rayleigh fading model assumes that the point scatterers are uniformly and homogeneously distributed. Under such assumptions, the central limit theorem (CLT) holds, so that the in-phase and quadrature components of the signal can be approximated by a Gaussian process with zero mean and equal variance. However, if there is a non-zero correlation among the clusters of the scattered waves, or there is a non-zero correlation between the in-phase and quadrature components, or the number of components are not large enough, then the CLT may not be applied [20], [21].

\(^1\) Fading models for frequencies below 6GHz are well developed and validated in the literature [5].
These physical characteristics of 5G communications have been incorporated into several fading models in the literature already. In [22], Durgin considered a wireless channel where the received signal can be represented as a combination of multiple specular waves and a diffuse component, whose envelope follows Rayleigh distribution with scale parameter $\sigma$ as below

$$\tilde{V} = R e^{j \phi} = \sum_{i=1}^{N} V_i e^{j \phi_i} + \tilde{V}_{dif},$$

$$\tilde{V}_{dif} = V_d e^{j \phi_d}, \quad V_d \sim \text{Rayleigh}(\sigma),$$

where $\tilde{V}$ denotes the received complex baseband signal with magnitude $R$ and phase $\phi$, $N$ is the number of specular waves, $\{V_i, \phi_i\}$ represents the magnitude and phase of the $i$-th specular component and $\tilde{V}_{dif}$ is the diffuse component with magnitude $V_d$ and phase $\phi_d$. The probability density function (PDF) of the signal envelope $R$ in (1) was originally presented in an integral expression, which was complicated to use in network performance analysis. Due to this limitation, Durgin considered the Two Wave with Diffuse Power (TWDP) model and proposed an approximated PDF form that is analytically tractable and presented in a closed form. The TWDP model was shown to provide a good fit to the field measurements in a variety of propagation scenarios [13], [23] and widely adopted in the literature as the de-facto channel model [24]–[30].

In [31], [32], the authors proposed the Generalized Two-Ray Fading (GTR) model that generalizes the phase distribution of the TWDP model. Specifically, the TWDP model assume the phase of the individual component to be uniformly distributed, whereas the GTR model can incorporate arbitrary distributed phase. If the phase of the GTR model is assumed to be uniformly distributed, then the resultant model (referred as the GTR-U model) becomes identical to the TWDP model. More practical phase models, such as the truncated phase (known as the GTR-T model) or the Von Mises phase distribution (referred as the GTR-V model), were introduced in [31].

The Rayleigh distributed diffuse model in (1) rely on the assumption that the CLT holds, which is certainly an approximation, because the diffuse component may be composed of relatively small number of scattered waves, or the scattered waves may be clustered with non-zero correlation among the clusters, or there might be a non-zero correlation between the in-phase and quadrature components. To reflect such channel environments, the authors in [20] proposed the generalized diffuse scatter model where the envelope $V_d$ of the diffuse component follows the Nakagami-$m$ distribution. Since the Nakagami-$m$ distribution is a scaled representation of the central chi-squared distribution, which models a sum of the squares of zero-mean Gaussian
random variables (RV), it can effectively characterize a diffuse component composed by the clustering of the scattered waves. Furthermore, the PDF of the signal envelope $R$ was derived in a closed form without any integral expression and the average bit error rate (BER) of an arbitrary modulation scheme was evaluated.

The magnitudes of the specular components $\{V_1, \ldots, V_N\}$ were assumed constant in the original TWDP, GTR and generalized diffuse model. However, in practical wireless channels, the amplitude of the specular component often fluctuates due to a blockage by local objects, e.g., human-body shadowing or mobile scatterers. This physical phenomenon was validated through field measurements \cite{33}–\cite{35} and was incorporated in the literature on various channel environments, including the Rician shadowed fading \cite{33} which generalizes the Rician fading model and the $\kappa$-$\mu$ shadowed fading \cite{34}, \cite{35} which generalizes the $\kappa$-$\mu$ fading model. In \cite{36}, \cite{37}, the authors generalized the TWDP model by modulating the amplitude of the specular components, proposed the Fluctuating Two-Ray (FTR) fading model and numerically validated that the FTR model improves the fitting performance than the conventional fading models. In \cite{38}, the authors completely relaxed the assumption of constant magnitudes and modeled the envelope of each components as Gaussian RVs with non-zero means. The PDF of the signal envelope in \cite{38} was represented as the non-central chi-squared distribution, which includes the generalized Rician and $\kappa$-$\mu$ fading as special cases.

Motivated by these approaches, we propose two fading models; namely, Multiple-Waves with Generalized Diffuse Scatter (MWGD) and Fluctuating Multiple-Ray (FMR) model, which are natural extension of the TWDP and FTR model, respectively. For the MWGD model, we assume arbitrary number $N$ of specular components, relax the Gaussian assumption on the diffuse component and assume that the magnitude of the diffuse component follows Nakagami-$m$ distribution. Based on the distribution functions, we evaluate important statistics of the proposed models, e.g., moments, amount of fading, moment generating function, and evaluate system performance metrics, e.g., ergodic capacity, outage probability and average BER.

The main contributions of this paper may be summarized as follows.

1) We consider generalized fading environments with arbitrary number of specular components, generalized diffuse scatter waves where the CLT may not hold and random fluctuation in the specular components. We derive the PDF and cumulative density function (CDF) of the received signal envelop in closed form using the confluent Hypergeometric function of $n$ variables. To improve tractability, we use Laguerre polynomial series expansion,
which efficiently converts the multi-fold infinite summation inherent in the multi-variate Hypergeometric function to a single summation.

2) Using the series expression of the distribution functions, we derive statistics of the proposed fading model, including the moments, moment generating function, amount of fading and channel quality estimation index. Furthermore, we evaluate important performance metrics of wireless communications systems, including the capacity, outage probability and average bit error rate. Finally, we obtain the asymptotic expression of the performance metrics for low and high average signal-to-noise ratio (SNR).

3) We present numerical simulation results which provide useful insights into the performance of wireless communications with different channel characteristics. In particular, we observe that the MWGD and FMR fading models are inherently multimodal distribution with several different modes. However, as the number of specular component increases, the multimodality subsides and both model reduce to unimodal distributions. This information will be a paramount importance to those responsible for designing future 5G network infrastructure to ensure that adequate service can be provided.

The remainder of this paper is organized as follows. We describe the signal model in Section II and derive the distribution functions of the signal envelope in Section III. Using the series form expression of the distribution functions, we derive important statistics of the proposed fading models and evaluate system performance metrics in Section IV. We present numerical results in Section V and conclude the paper with some closing remarks in Section V.

II. SIGNAL MODEL

We consider a wireless channel where the received signal is represented as a summation of $N$ dominant specular components and a diffusely scattered wave whose magnitude follows the Nakagami-$m$ distribution with shape parameter $m$ and spread parameter $\Omega$ as expressed below

\[
\begin{align*}
\tilde{V} &= \text{Re}^{i\phi} = \sum_{i=1}^{N} V_i e^{i\phi_i} + \tilde{V}_{\text{dif}}, \\
\tilde{V}_{\text{dif}} &= V_d e^{i\phi_d} \\
\tilde{V}_{d}(x) &= \frac{2}{\Gamma(m)} \left( \frac{m}{\Omega} \right)^m x^{2m-1} \exp\left( -\frac{m}{\Omega} x^2 \right). 
\end{align*}
\]

We refer to (2) as the Multiple-Waves with Generalized Diffuse Scatter (MWGD) model, which generalize the TWDP model by extending the number of specular waves from $N = 2$ to arbitrary $N$, relaxing the Gaussian assumption and adopting the generalized diffuse scatter model.
We also consider a variant of the MWGD model by introducing a random fluctuation \( \xi \) on the specular components, which we referred as the Fluctuating Multiple-Ray (FMR) model

\[
\tilde{V} = \sum_{i=1}^{N} \sqrt{\xi} V_i e^{j\phi_i} + \tilde{V}_{diff}, \quad f_\xi(u) = \frac{m_s m_s u^{m_s-1}}{\Gamma(m_s)} e^{-m_s u},
\]

(3)

where \( \xi \) is a Gamma RV with scale parameter \( m_s \) and the envelope \( V_d = \|\tilde{V}_{diff}\| \) of the diffuse component follows the Nakagami-\( m \) distribution in (2). Since the random fluctuation \( \xi \) becomes increasingly deterministic as the parameter \( m_s \) approaches infinity, the FMR model is equivalent to the MWGD model when \( m_s \to \infty \). Similar to the MWGD model, the FMR model extends the FTR model [36], [37] to arbitrary number of specular components and generalized diffuse scatter model. The MWGD and FMR model are extremely versatile and include majority of the popular fading model as special cases (See Table 1).

\[
\tilde{V} = R e^{j\phi} = \sum_{i=1}^{N} V_i e^{j\phi_i} + \tilde{V}_{diff}, \quad \tilde{V}_{diff} = V_d e^{j\phi_d},
\]

where \( \tilde{V} \) denotes the received complex baseband signal with magnitude \( R \) and phase \( \phi \), \( N \) is the number of specular waves, \( \{V_i, \phi_i\} \) represents the magnitude and phase of the \( i \)-th specular component and \( \tilde{V}_{diff} \) is the diffuse component with magnitude \( V_d \) and phase \( \phi_d \).

\[
f_R(r) = r \int_{0}^{\infty} F_1(1; 1; -\frac{1}{4} r^2) \prod_{i=1}^{N} J_0(V_i r) \cdot r J_0(r \nu) \, d\nu
\]

\[
= 2 \epsilon r \exp(-\epsilon r^2) \cdot \sum_{n=0}^{\infty} C_n L_n(\epsilon r^2),
\]

where \( L_n(x) \) is the Laguerre polynomial, \( \gamma(s, x) \) is the lower incomplete gamma function, the positive, real-valued constant \( \epsilon \) and the coefficient \( C_n \) are respectively defined as below

\[
\epsilon = \frac{1}{\sum_{i=1}^{N} V_i^2 + \Omega}, \quad C_n = B_R \left[ L_n(\epsilon r^2) \right].
\]

(4)

\( \Psi_2(\cdot; \cdot; \cdot) \) may be inappropriate for analytic studies due to its intractability. To resolve these issues, we exploit the Laguerre polynomial expansion [39], [40] and derive the series form expressions of the distribution functions for both the MWGD and FMR model in the following theorem.
III. DISTRIBUTION OF THE ENVELOPE R

In this section, we will characterize the distribution of the received signal envelope $R$ for both MWGD and FMR model and derive the corresponding distribution of the received SNR $\gamma$

$$\gamma = \frac{E_b}{N_0} R^2 = \gamma_0 R^2, \quad \bar{\gamma} = \mathbb{E}[\gamma] = \gamma_0 \left( \sum_{i=1}^{N} V_i^2 + \Omega \right), \quad (5)$$

where $E_b$ is the transmit symbol energy, $N_0$ is the noise power spectral density, $\gamma_0 = \frac{E_b}{N_0}$ and $\bar{\gamma}$ denotes the average received SNR. First, we will derive the PDF and CDF of the signal envelope in closed form using Hankel transform and multi-variate Hypergeometric function. Then, we will use Laguerre polynomial expansion to obtain the series form expression of the distribution functions, which is easier to use and improve analytical tractability.

A. Closed Form Expressions

Let us consider uniformly distributed phase over $[0, 2\pi]$ for both MWGD and FMR model [22]. Then, the PDF and CDF of the received signal envelope are derived in the following Theorems.

Theorem 1. Let us consider the MWGD fading model as described in (2). Then, the PDF and CDF of the received signal envelope $R$ are respectively given by

$$f_R(r) = r \int_{0}^{\infty} 1_F^1 \left( m; 1; \frac{-\Omega}{4m} r^2 \right) \prod_{i=1}^{N} J_0(V_i \nu) \cdot v J_0(v \nu) \, dv \quad (6)$$

$$\overset{(a_1)}{=} \frac{2m}{\Omega} \cdot r \cdot \sum_{k=0}^{m-1} \left( \frac{m-1}{k} \right) (-1)^k \Psi_2 \left( k + 1; [1]_{N+1}; \alpha(r) \right) \quad \text{for } m \in \mathbb{Z}^+, \quad (6)$$

$$F_R(t) = t \int_{0}^{\infty} 1_F^1 \left( m; 1; \frac{-\Omega}{4m} v^2 \right) \prod_{i=1}^{N} J_0(V_i \nu) \cdot J_1(v \nu) \, dv \quad (7)$$

$$\overset{(a_2)}{=} \frac{m}{\Omega} \cdot t^2 \cdot \sum_{k=0}^{m-1} \left( \frac{m-1}{k} \right) (-1)^k \Psi_2 \left( k + 1; [1]_{N}; \alpha(t) \right) \quad \text{for } m \in \mathbb{Z}^+, \quad (7)$$

where $\mathbb{Z}^+$ represents the set of positive integers, the equality $(a_1)$ and $(a_2)$ holds if the parameter $m$ takes positive integer values, $J_n(x)$ is the $n$-th order Bessel function of the first kind, $\Psi_2 (a; b_1, \ldots b_n; x_1, \ldots, x_n)$ is the Confluent Hypergeometric series of $n$ variables, which is described in (56) of Appendix I, and $[x]_n$ and $\alpha(x)$ represents the following sequences

$$[x]_n \triangleq \{ x, x, \ldots, x \}, \quad \alpha(x) \triangleq \left\{ \frac{V^2_m}{\Omega}, \ldots, \frac{V^2_{N} m}{\Omega}, \frac{x^2 m}{\Omega} \right\}. \quad (8)$$
Proof. See Appendix II.

Based on (5), the distribution of the SNR $\gamma$ is related to the envelope $R$ as expressed below

$$f_\gamma(x) = \frac{1}{2\sqrt{\gamma_0}x} f_R\left(\sqrt{\frac{x}{\gamma_0}}\right), \quad F_\gamma(x) = F_R\left(\sqrt{\frac{x}{\gamma_0}}\right).$$

(9)

Then, the following corollary can be readily obtained by substituting Theorem 1 to (9).

**Corollary 1.** Given positive integer valued parameter $m$, the PDF and CDF of the received SNR $\gamma$ for the MWGD model are respectively given by

$$f_\gamma(x) = \frac{m}{\Omega\gamma_0} \sum_{k=0}^{m-1} \binom{m-1}{k} (-1)^k \Psi_2\left(k+1; [1]_{N+1}; \frac{V_1^2m}{\Omega}, \ldots, \frac{V_N^2m}{\Omega}, \frac{xm}{\Omega}\gamma_0\right),$$

$$F_\gamma(x) = \frac{m}{\Omega\gamma_0} \cdot \frac{1}{t} \cdot \sum_{k=0}^{m-1} \binom{m-1}{k} (-1)^k \Psi_2\left(k+1; [1]_{N}, 2; \frac{V_1^2m}{\Omega}, \ldots, \frac{V_N^2m}{\Omega}, \frac{xm}{\Omega}\gamma_0\right).$$

(10)

As a special case of the MWGD model, let us assume $m = 1$ where the received signal $\tilde{V}$ is composed of $N$ specular components and a diffuse component whose magnitude follows Rayleigh distribution. This signal model was originally introduced in [22] and recently revisited in [40] where the authors obtained the distribution of the envelope in a series form by using Laguerre polynomial expansion and referred this model as the Multiple-Waves plus Diffuse Power (MWDP) fading. By using Theorem 1 and substituting $m = 1$, we can easily obtain the PDF and CDF of the MWDP fading in closed form expressions, which are given below.

**Corollary 2.** For the MWDP model, the PDF and CDF of the received signal envelope $R$ are respectively given by

$$f_R(r) = \frac{2r}{\Omega} \cdot \frac{r^2}{\Omega} \Psi_2\left(1; [1]_{N+1}; \frac{V_1^2}{\Omega}, \ldots, \frac{V_N^2}{\Omega}, \frac{r^2}{\Omega}\right).$$

$$F_R(t) = \frac{t^2}{\Omega} \cdot \frac{r^2}{\Omega} \Psi_2\left(1; [1]_N, 2; \frac{V_1^2}{\Omega}, \ldots, \frac{V_N^2}{\Omega}, \frac{r^2}{\Omega}\right).$$

(11)

Next, let us consider the FMR model. For a given value of $\xi$, (3) essentially becomes the MWGD model where the magnitude of the $i$-th specular component is $\sqrt{\xi}V_i$. By using the total probability, the distribution functions of the FMR model are derived in the following theorem.
Theorem 2. Let us consider the FMR fading model as described in (3). The corresponding PDF and CDF of the received signal envelope $R$ are respectively given by

$$f_R(r) = r \int_0^\infty \text{I}_1(m; 1; -\frac{\Omega}{4m}v^2) \Psi_2 \left( m_s; [1]_N; \beta(v) \right) \cdot vJ_0(rv) dv,$$

$$F_R(t) = t \int_0^\infty \text{I}_1(m; 1; -\frac{\Omega}{4m}v^2) \Psi_2 \left( m_s; [1]_N; \beta(v) \right) \cdot J_1(vt) dv,$$

which holds for positive real valued $m$ and $m_s$ and $\beta(v)$ denotes the following sequences

$$\beta(v) \equiv \left\{ \frac{V_1^2v^2}{4m_s}, \ldots, \frac{V_N^2v^2}{4m_s} \right\}.$$

Proof. See Appendix III.

Remark 1. Although the confluent Hypergeometric series $\Psi_2 (-; -; -)$ is defined as $n$-fold infinite summation in (56), the following identities can be utilized to efficiently evaluate $\Psi_2 (-; -; -)$

$$\Psi_2 \left( k; [1]_n; \frac{a_1}{p}, \ldots, \frac{a_n}{p} \right) \overset{(b_1)}{=} \frac{1}{\Gamma(k)} \int_0^\infty t^{k-1} e^{-t} \cdot \prod_{i=1}^n J_0 \left( 2\sqrt{a_i t/p} \right) dt,$$

$$\overset{(b_2)}{=\approx} \frac{1}{\Gamma(k)} \sum_{k=1}^M w_k g (x_k) + R_M, \quad g(x) \overset{\triangle}{=} x^{k-1} \prod_{i=1}^n J_0 \left( 2\sqrt{a_i t/p} \right),$$

where we used (58) in (b_1), applied (59) to (b_2) with $x_k$ and $w_k$ representing the $k$-th abscissa and weight of the $M$-th order Laguerre polynomial, respectively. Since the approximation error $R_M$ converges rapidly to zero [41], the expression (b_2) achieves numerically accurate results.

B. Series Form Expressions

In the previous subsection, we derived the distribution functions of the envelope for both the MWGD and FMR model to closed form expressions that commonly involve the confluent Hypergeometric series of multiple variables. As we described in Remark 1, $\Psi_2 (-; -; -)$ can be numerically evaluated either via a one-dimensional integration or a finite summation. However, the numerical evaluation of the distribution functions might be time consuming if the integrand of $\Psi_2 (-; -; -)$ has a heavy tail or it might be prone to computational errors due to the rapid fluctuation of the Bessel function and its product term $\prod_{i=1}^N J_0(V_i v)$. Furthermore, $\Psi_2 (-; -; -)$ may be inappropriate for analytic studies due to its intractability. To resolve these issues, we exploit the Laguerre polynomial expansion [39], [40] and derive the series form expressions of the distribution functions for both the MWGD and FMR model in the following theorem.
**Theorem 3.** The distribution functions of the signal envelope \( R \) for both MWGD and FMR model can be commonly expressed in series form as below

\[
R = 2\epsilon r \exp\left(-\epsilon r^2\right) \cdot \sum_{n=0}^{\infty} C_n L_n \left(\epsilon r^2\right),
\]

\[
F_R(t) = \sum_{n=0}^{\infty} C_n \sum_{k=0}^{n} \frac{(-1)^k}{k!} \binom{n}{k} \gamma \left(k + 1, \epsilon r^2\right),
\]

where \( L_n(x) \) is the Laguerre polynomial, \( \gamma(s, x) \) is the lower incomplete gamma function, the positive, real-valued constant \( \epsilon \) and the coefficient \( C_n \) are respectively defined as below

\[
\epsilon = \frac{1}{\sum_{i=1}^{N} V_i^2 + \Omega}, \quad C_n = \mathbb{E}_R \left[L_n(\epsilon r^2)\right] = \sum_{k=0}^{n} \frac{(-\epsilon)^k}{k!} \binom{n}{k} \mathbb{E}_R[r^{2k}].
\]

Then moments \( \mathbb{E}_R[r^{2k}] \) of the envelope \( R \) can be evaluated by the following recursion formula

\[
\mathbb{E}_R[r^{2k}] = u^{(2k)}_{N+1}, \quad u^{(2k)}_{j} = \sum_{i=0}^{k} \binom{k}{i}^2 u^{(2j)}_{j-1} v^{(2j-2)}_{j} \quad \text{for } j = 2, \ldots, N + 1,
\]

where the initial value is \( u^{(2k)}_{1} = v^{(2k)}_{1} \), \( (x)_n = \Gamma(x + n)/\Gamma(x) \) is the Pochhammer symbol and

\[
v^{(2k)}_{j} = \begin{cases} 
V^2_{j} & \text{for MWGD model, } j = 1, \ldots, N, \\
V^2_{j} \cdot \frac{(m_j)_k}{m_s} & \text{for FMR model, } j = 1, \ldots, N, \\
(m)_k \left(\frac{\Omega}{m}\right)^k & \text{for } j = N + 1.
\end{cases}
\]

**Proof.** See Appendix IV. \( \square \)

We note that the series expression of the distributions for the MWGD and FMR model have an identical form in (15), but the difference of each model is reflected through the coefficient \( C_n \). The corresponding PDF and CDF of the received SNR \( \gamma \) can also be expressed in series form by substituting Theorem 3 to (9) as given in the following corollary.

**Corollary 3.** The PDF and CDF of the received SNR \( \gamma \) are respectively given by

\[
f_\gamma(x) = \frac{\epsilon}{\gamma_0} \exp\left(-\frac{\epsilon x}{\gamma_0}\right) \cdot \sum_{n=0}^{\infty} C_n L_n \left(\frac{\epsilon x}{\gamma_0}\right),
\]

\[
F_\gamma(x) = \sum_{n=0}^{\infty} C_n \sum_{k=0}^{n} \frac{(-\epsilon)^k}{k!} \binom{n}{k} \gamma \left(k + 1, \frac{\epsilon x}{\gamma_0}\right).
\]

**Remark 2.** We can verify that the integral of the PDF in (15) over \( \{0, \infty\} \) is equal to one

\[
\lim_{t \to \infty} \int_0^t f_R(r) dr = \sum_{n=0}^{\infty} C_n \sum_{k=0}^{n} \frac{(-1)^k}{k!} \binom{n}{k} \Gamma(k + 1) = C_0 = 1.
\]
where the first equality follows by applying the CDF form in [15] and \( \lim_{t \to \infty} \gamma(k,t) = \Gamma(k) \), the second equality is due to the following binomial equality

\[
\sum_{k=0}^{n} (-1)^k \binom{n}{k} = \begin{cases} 
1 & \text{for } n = 0, \\
0 & \text{otherwise}, 
\end{cases}
\]

and the last equality follows by using \( L_0(x) = 1 \) and \( C_0 = \mathbb{E}_R \left[ L_0(\epsilon r^2) \right] = 1 \). Hence, the series expression of the PDF in (15) is a valid PDF.

**Remark 3.** For numerical evaluation, we use the truncated form of (15) where we evaluate only up to the \( M \)-th term and ignore the higher order terms as follows

\[
\hat{f}_R(r) = 2\epsilon r \exp\left( -\epsilon r^2 \right) \cdot \sum_{n=0}^{M} C_n L_n \left( \epsilon r^2 \right).
\]

The approximation error caused by the truncation is upper-bounded [40] as follows

\[
e_M = \int_0^{\infty} \left( f_R(r) - \hat{f}_R(r) \right)^2 \, dr \leq (\epsilon \pi)^\frac{1}{2} \left[ \sum_{n=M+1}^{\infty} \left| C_n \right| \right]^2,
\]

where \( f_R(r) \) is the exact PDF and \( \hat{f}_R(r) \) is the truncated PDF. The upper bound converges to zero as \( M \) goes to infinity, thereby the approximation error converges to zero as well.

\[
\lim_{M \to \infty} \left[ \sum_{n=M+1}^{\infty} \left| C_n \right| \right]^2 = 0 \iff \lim_{M \to \infty} e_M = 0.
\]

Hence, (22) provides a tight approximation to the exact PDF of the signal envelope \( R \).

**Remark 4.** Theorem 3 achieves a series representation of the confluent Hypergeometric series \( \Psi_2(-;-;\cdot) \). For example, the series expansion of the hypergeometric series in (11) can be easily obtained by comparing (11) to (15), which achieves the following identity

\[
\Psi_2 \left( 1; [1]_{N+1}; \frac{V_1^2}{\Omega}, \ldots, \frac{V_N^2}{\Omega} \right) = \frac{\epsilon}{\Omega} \exp\left( -\epsilon r^2 \right) \cdot \sum_{n=0}^{\infty} C_n L_n \left( \epsilon r^2 \right).
\]

The functional identity in (25) essentially reduces \( N + 1 \) fold infinite summation in (56) to a single summation. To the best of the author’s knowledge, this is a new result.

**IV. Performance Analysis of Wireless Communications System**

In this section, we use the series form of the distribution functions to derive important statistics of the proposed MWGD and FMR model and evaluate system performance metrics.
A. Statistics of the Proposed Fading Models

1) Moments: The $l$-th order moment of the SNR $\gamma$ can be obtained as follows

$$
\mathbb{E}[\gamma^l] = \frac{1}{\bar{\gamma}} \sum_{n=0}^{\infty} C_n \int_0^{\infty} x^l \exp\left(-\frac{x}{\bar{\gamma}}\right) L_n\left(\frac{x}{\bar{\gamma}}\right) \, dx = \bar{\gamma}^l \sum_{n=0}^{\infty} C_n \int_0^{\infty} t^l e^{-t} L_n(t) \, dt
$$

where we used (19) in the first equality, replaced the term $\frac{\gamma_0}{\epsilon}$ to $\bar{\gamma} = \gamma_0 \left(\sum_{i=1}^{N} V_i^2 + \Omega\right)$ based on (16), applied a change of variable, i.e., $\frac{\bar{\gamma}}{x} = t$, and [41, 7.414-7] in the third equality. In the last equality, we used the following functional identity for integer valued index $l$ and $n$

$$
2F_1(-n, l + 1; 1; 1) = \begin{cases} 
\binom{l}{n} (-1)^n & \text{for } 0 \leq n \leq l, \\
0 & \text{for } n > l.
\end{cases}
$$

For example, the first and second moments of the SNR are given by

$$
\mathbb{E}[\gamma] = \bar{\gamma} (C_0 - C_1), \quad \mathbb{E}[\gamma^2] = \bar{\gamma}^2 (C_0 - 2C_1 + C_2),
$$

which can be further simplified by directly evaluating the coefficient $C_0$ and $C_1$ as follows

$$
C_0 = \mathbb{E}_R\left[L_0(\epsilon r^2)\right] = 1 \quad \text{since } L_0(x) = 1 \text{ for arbitrary } x,
$$

$$
C_1 = 1 - \epsilon \mathbb{E}_R\left[r^2\right] = 1 - \epsilon \left(\sum_{i=1}^{N} V_i^2 + \Omega\right) = 0 \quad \text{due to (16)}.
$$

Then, (28) can be written as follows

$$
\mathbb{E}[\gamma] = \bar{\gamma}, \quad \mathbb{E}[\gamma^2] = \bar{\gamma}^2 (1 + C_2), \quad \text{Var}[\gamma] = \mathbb{E}[\gamma^2] - \mathbb{E}[\gamma]^2 = C_2 \cdot \bar{\gamma}^2.
$$

In the following subsection, we will consider two important metrics to assess the performance of the wireless communications systems over fading channels; namely, Amount of Fading (AF) [42] and Channel Quality Estimation Index (CQEI) [43], and use (30) to simplify the expressions.

2) Amount of Fading (AF) and Channel Quality Estimation Index (CQEI): The AF is defined as the ratio of the variance of the SNR to the squared average SNR [44], whereas the CQEI is defined as the ratio of the variance of the SNR to the cubed average SNR [43]. Both metrics are often used to quantify the severity of fading experienced during transmission. Since these metrics takes into account the higher order moments of the SNR, the AF and CQEI can efficiently
quantify the error performance of the wireless communications systems, especially in diversity systems. By using (30), the AF and CQEI for the proposed fading model can be written as below

\[
\text{AF} = \frac{\text{Var}[\gamma]}{\mathbb{E}[\gamma]^2} = \frac{\mathbb{E}[\gamma^2] - \mathbb{E}[\gamma]^2}{\mathbb{E}[\gamma]^2} = C_2, \quad \text{CQEI} = \frac{\text{Var}[\gamma]}{\mathbb{E}[\gamma]^3} = \frac{\text{AF}}{\mathbb{E}[\gamma]} = \frac{C_2}{\bar{\gamma}}.
\] (31)

3) Moment Generating Function (MGF): The MGF of the SNR is defined as follows [45]

\[
\mathcal{M}_\gamma(s) = \mathbb{E}[e^{-s\gamma}] = \int_0^\infty e^{-sx} f_\gamma(x)dx.
\] (32)

By substituting the series expression of the PDF from (19) and [41, 7.414] to (32), the MGF of the SNR can be readily obtained as follows

\[
\mathcal{M}_\gamma(s) = \frac{1}{(1 + s\bar{\gamma})} \cdot \sum_{n=0}^\infty C_n \left( \frac{s\bar{\gamma}}{1 + s\bar{\gamma}} \right)^n.
\] (33)

An alternative expression of the MGF can be derived by using the higher order moments of the SNR given in (26) and the Taylor series expression of the exponential function as given below

\[
\mathcal{M}_\gamma(s) = \sum_{n=0}^\infty (-s)^n/n! \mathbb{E}[\gamma^n] = \sum_{n=0}^\infty (-s\bar{\gamma})^n/n! \left( \sum_{k=0}^n (-1)^k \binom{n}{k} C_k \right),
\] (34)

which is beneficial for analytical evaluation of the system performance metrics due to its tractability. In the following subsection, we will use (34) to calculate the ergodic capacity.

B. System Performance Metrics

1) Ergodic Capacity: The capacity of the proposed fading models can be obtained as follows

\[
C = \mathbb{E}_\gamma \left[ \log_2(1 + \gamma) \right] \quad \text{(bits/Sec/Hz)}
\]

\[
= \log_2 e \cdot \sum_{n=0}^\infty C_n \cdot \sum_{k=0}^n \frac{(-1)^k}{k!} \left( \frac{n}{k} \right) \int_0^\infty t^k e^{-t} \ln(1 + \bar{\gamma}t)dt
\]

\[
= \log_2 e \cdot \sum_{n=0}^\infty C_n \cdot \sum_{k=0}^n \frac{(-1)^k}{k!} \left( \frac{n}{k} \right) \int_0^\infty \frac{k!}{(k-l)!} \left[ (-1)^{k-l-1} \frac{(-s\bar{\gamma})^{k-l}}{\bar{\gamma}^{k-l}} e^{-s\bar{\gamma}} E_i \left( -s\bar{\gamma} \right) + \sum_{m=1}^{k-l} \frac{(m-1)!}{(\bar{\gamma})^{k-l-m}} \right],
\] (35)

where we applied (19), used a change of variable, i.e., \( t \leftarrow \frac{t}{\bar{\gamma}} \), with (44) in the second equality.

The last equality follows by [41, 4.337.5], where \( E_i(x) \) represents the exponential integral.

An alternative expression of the capacity can be obtained by using the MGF as follows

\[
C = \log_2 e \cdot \int_0^\infty E_i (-s) \cdot \frac{\partial \mathcal{M}_\gamma(s)}{\partial s} ds = -\log_2 e \cdot \int_0^\infty E_i (-s) \left( \sum_{n=0}^\infty \frac{(-s)^n}{n!} \mathbb{E}[\gamma^{n+1}] \right) ds
\]

\[
= \log_2 e \cdot \sum_{n=0}^\infty \frac{(-1)^n}{n!} \mathbb{E}[\gamma^{n+1}] \int_0^\infty E_1 (s) s^n ds = \log_2 e \cdot \sum_{n=0}^\infty \frac{(-1)^n}{n+1} \mathbb{E}[\gamma^{n+1}]
\]

\[
= \log_2 e \cdot \sum_{n=0}^\infty \frac{(-1)^n \bar{\gamma}^{n+1}}{n+1} \left[ \sum_{k=0}^{n+1} (-1)^k \binom{n+1}{k} C_k \right],
\] (36)
where the first equality follows by [45, eq.7], the second equality is achieved by shifting the index \( n \) in (34) to incorporate the first order differentiation over \( s \), the third equality is obtained by the property of the exponential integral, \( i.e., E_1(x) = -E_i(-x) \) for any positive \( x \), the fourth equality is due to [41, 6.223] and the last equality follows by substituting (26). Based on (36), the asymptotic behavior of the capacity at low average SNR can be observed by ignoring the higher order terms \( \bar{\gamma}^{n+1} \ (n \geq 1) \) and keeping only the dominant term \( (n = 0) \) in (36) as follows

\[
\lim_{\bar{\gamma} \to 0} C = \log_2 e \cdot \bar{\gamma},
\]  

(37)

which accords with the expression derived in [45, eq.12].

2) **Outage Probability and Outage Capacity:** The outage probability (or outage capacity) is defined as the probability that the instantaneous SNR (or instantaneous capacity) falls below a predefined threshold \( \gamma_{th} \) (or \( R_{th} \)) [46]. By using (19), the outage probability (or outage capacity) of the proposed fading model can be expressed as follows

\[
\begin{align*}
\text{Outage Probability:} & \quad P(\gamma \leq \gamma_{th}) = F_\gamma(\gamma_{th}) \\
& = \sum_{n=0}^{\infty} C_n \sum_{k=0}^{n} \frac{(-1)^k}{k!} \binom{n}{k} \gamma^{k+1} \left( \frac{\gamma_{th}}{\bar{\gamma}} \right)^k,
\end{align*}
\]

(38)

\[
\begin{align*}
\text{Outage Capacity:} & \quad P(\log_2(1 + \gamma) \leq R_{th}) = F_\gamma(2^{R_{th}-1}) \\
& = \sum_{n=0}^{\infty} C_n \sum_{k=0}^{n} \frac{(-1)^k}{k!} \binom{n}{k} \gamma^{k+1} \left( \frac{2^{R_{th}-1}}{\bar{\gamma}} \right)^k.
\end{align*}
\]

(39)

By using [47], the asymptotic behavior of the outage probability (or outage capacity) at high average SNR can be obtained as follows

\[
\begin{align*}
\bar{\gamma} \to \infty \Rightarrow \left\{ \begin{array}{ll}
\text{Outage Probability:} & \sum_{n=0}^{\infty} C_n \sum_{k=0}^{n} \frac{(-1)^k}{(k+1)!} \frac{n}{k} \left( 2^{R_{th}-1} \gamma_{th} \right)^{k+1} \\
\text{Outage Capacity:} & \sum_{n=0}^{\infty} C_n \sum_{k=0}^{n} \frac{(-1)^k}{(k+1)!} \frac{n}{k} \left( 2^{R_{th}-1} \bar{\gamma} \right)^{k+1}
\end{array} \right.
\end{align*}
\]

(39)

3) **Average Bit Error Rate (BER):** In [47], the generalized BER analysis for an arbitrary modulation scheme was introduced, where the instantaneous BER of a coherent detection and its first order differentiation at a given SNR \( \gamma \) were expressed as

\[
\begin{align*}
P_E(\gamma) & = \sum_{r=1}^{R} \alpha_r Q \left( \sqrt{\beta_r} \gamma \right), \\
\frac{\partial P_E(\gamma)}{\partial \gamma} & = -\sum_{r=1}^{R} \alpha_r \sqrt{\beta_r} 2\pi \gamma \exp \left( -\frac{\beta_r \gamma}{2} \right),
\end{align*}
\]

(40)
where $Q(\cdot)$ is the Gauss Q-function and $\{\alpha_r, \beta_r\}_{r=1}^R$ are the modulation-dependent constants. By using (40) and (19), the average BER of the proposed fading models can be obtained as follows

$$
\mathbb{E}_\gamma [P_E(\gamma)] = \int_0^\infty P_E(x)f_\gamma(x)dx = -\int_0^\infty \frac{\partial P_E(x)}{\partial x} \cdot F_\gamma(x)dx
$$

$$
= \sum_{r=1}^R \alpha_r \sqrt{\frac{\beta_r}{8\pi}} \sum_{n=0}^\infty C_n \sum_{k=0}^n \frac{(-1)^k n}{k} \cdot \int_0^\infty x^{-\frac{1}{2}} \exp \left( -\frac{\beta_r x^2}{2} \right) \gamma \left( k + 1, \frac{x}{\gamma} \right) dx
$$

$$
= \sum_{r=1}^R \alpha_r \sqrt{\frac{\beta_r \gamma}{8\pi}} \sum_{n=0}^\infty C_n \sum_{k=0}^n \frac{(-1)^k n}{k + \frac{3}{2}} \cdot \frac{2F_1 \left( 1, k + \frac{3}{2}; k + 1; \frac{1}{1 + \frac{\Omega^2}{\gamma^2}} \right)}{\left( 1 + \frac{\Omega^2}{\gamma^2} \right)^{k + \frac{3}{2}}},
$$

where we used integration by parts in the second equality, substituted (19) in the third equality and applied [41, 6.455] in the last equality.

V. NUMERICAL EVALUATION

In this section, we present numerical evaluations of the MWGD and FMR fading models and compare the link performance over various fading parameters. All of the simulation were carried out using MATLAB. Monte Carlo simulations have been carried out in order to validate the theoretical results, but they are not represented in these figures as the simulated values are identical to the theoretical results. We adopt a power parameter $K^{(N)}$ that is similar to the Rice factor and defined as the ratio of the power of the specular components over the power of the diffuse waves as follows [48]

$$
K^{(N)} = \frac{\sum_{i=1}^N V_i^2}{\Omega}.
$$

Fig. 1 shows the PDF and CDF of the received signal envelope $R$ of the MWGD model for three specular waves ($N = 3$) scenario. In Figs. 1(a)-(b), we fixed the power ratio at $K^{(N)} = 10$ dB, assumed $\Omega = m = 1$ for the diffuse waves and compared the link performance over various combinations of the specular components ($V_1, V_2, V_3$). We observe that the PDF curves in Fig. 1(a) follows an unimodal distribution for the case of $V_1 = V_2 = V_3$, whereas the other cases commonly achieve multi-modal distribution with two or three different modes. The PDF curves spread wider as the multimodality gets stronger, which cause the corresponding CDF curves in Fig. 1(b) to be shifted toward a higher value of $R$, i.e., right-shifted. In Figs. 1(c)-(d), we assumed $V_1 = V_2 = V_3$, $\Omega = m = 1$ and compared the link performance over various power ratio $K^{(N)}$. We observe that the multimodality in the PDF curves becomes more evident as the ratio $K^{(N)}$ gets larger, causing the CDF curves to be right-shifted to a higher value of $R$. 
Fig. 1. The PDF and CDF of the received signal envelope for MWGD fading model with $N = 3$ waves; (a) PDF for $K^{(N)} = 10$ dB, (b) CDF for $K^{(N)} = 10$ dB, (c) PDF for $V_1 = V_2 = V_3$, (d) CDF for $V_1 = V_2 = V_3$ case, respectively.

Fig. 2 shows the PDF and CDF of the received signal envelope $R$ of the FMR model for three specular waves ($N = 3$) scenario, where we assumed $K^{(N)} = 10$ dB and $\Omega = m = 1$. We considered two different combinations of the specular components ($V_1, V_2, V_3$); In Figs. 2(a)-(b), we considered the case of $V_1 = 2V_2 = 3V_3$, whereas in Figs. 2(c)-(d), the case of $V_1 = 3V_2 = 3V_3$ is assumed. We observe that the multimodality in the distribution subsides as the $m_s$ parameter decreases and the PDF curves reduces to an unimodal distribution, e.g., $m_s = 3$ case. As the parameter $m_s$ approaches infinity, the random fluctuation in the specular components becomes deterministic and the FMR model reduces to the MWGD model.
Fig. 2. The PDF and CDF of the received signal envelope for FMR fading model with $N = 3$ waves; (a) PDF for $V_1 = 2V_2 = 3V_3$, (b) CDF for $V_1 = 2V_2 = 3V_3$, (c) PDF for $V_1 = 3V_2 = 3V_3$, (d) CDF for $V_1 = 3V_2 = 3V_3$ case, respectively.

Figs. 3(a)-(b) compares the PDF and CDF of the received signal envelope $R$ of the MWGD model over different number of specular components $N$, where we assumed $K^{(N)} = 10$ dB, $\Omega = m = 1$ and $V_1 = n \cdot V_n$ for $1 \leq n \leq N$. We observe that the multimodality is inherent in the MWGD model for small valued $N$. However, as the number of specular components increases, e.g., $N \geq 6$, the CLT holds and the PDF curves in Fig. 3(a) follows an unimodal distribution.

Fig. 3(c) shows the moment generating function $M_r(s) = \mathbb{E}[e^{-sR}]$ of the MWGD model for different average SNR values with parameters $N = 3$, $K^{(N)} = 10$ dB, $\Omega = m = 1$ and $V_1 = V_2 = V_3$. We note that the MGF of the SNR is an exponentially decaying function of $s$ and the decaying
rate increases for a higher average SNR $\bar{\gamma}$. Fig. 3(d) shows the ergodic capacity of the MWGD model for different combinations of the spectral components $(V_1, V_2, V_3)$ using parameters $N = 3$, $K^{(N)} = 10$ dB and $\Omega = m = 1$. Based on the definition of the ratio $K^{(N)}$ in (42), the average received SNR in (6) can be expressed as $\bar{\gamma} = \gamma_0 \cdot \Omega \left( K^{(N)} + 1 \right)$. Since the parameters $\gamma_0$, $\Omega$ and $K^{(N)}$ are constant in Fig. 3(d), the capacity for different combinations of $(V_1, V_2, V_3)$ achieves similar values, which complies to the asymptotic behavior in (37) for low average SNR.
VI. CONCLUSION

In this paper, we introduced the MWGD and FMR fading models, which naturally extend the well-known TWDP and FTR model by generalizing the number of specular components from two to arbitrary $N$ and assuming generalized diffuse scattered model. We derived the PDF and CDF of the received signal envelop in closed form using the confluent Hypergeometric function of $n$ variables. To improve tractability, we applied the Laguerre polynomial expansion, which efficiently converts the multi-fold infinite summation inherent in the multi-variate Hypergeometric function to a single summation. Using the series form of the distribution functions, we derived important statistics of the proposed fading model, including the moments, moment generating function, amount of fading and channel quality estimation index. Furthermore, we evaluated the performance metrics of wireless communications systems, such as the capacity, outage probability and average bit error rate. Finally, we investigated the performance over a range of channel parameters using numerical simulations and observed that the MWGD and FMR fading models are inherently multimodal distribution. However, as the number of specular component increases, the multimodality subsides and both model follow unimodal distributions.

$$P(\text{SINR} > \zeta) = a_0^{-1} + \sum_{l=0}^{\infty} \sum_{n=1}^{l+\mu-1} \frac{w_l(-1)^n}{n!} C_n, \quad a_k = \frac{(-\zeta)^k}{k - \delta} \sum_{l=0}^\infty w_l(l + \mu) \cdot \sum_{j=1}^{4} \eta_j(\bar{\nu}_j)^k \frac{\Gamma(l + \mu + k, k - \delta)}{k + 1 - \delta} - \bar{\nu}_j \zeta \quad \text{(43)}$$

$$C_n = \sum_{k=1}^{n} \frac{B_{n,k}(a_1, \ldots, a_{n-k+1})}{a_0^{k+1}} \Gamma(k + 1), \quad w_j = \frac{(m)_l}{l!} \left(1 - \frac{\theta_1}{\theta_2}\right)^{l} \left(\frac{\theta_1}{\theta_2}\right)^{m}$$

APPENDIX I

In this appendix, we summarize the operational equalities of the special functions, which are used in this paper. First, the generalized Laguerre polynomial of degree $n$ and order $\beta$ has the following functional identities

$$L^\beta_n(t) = \sum_{i=0}^{n} \frac{(-1)^i \binom{n + \beta}{n - i} t^i}{i!}, \quad L^0_n(t) = L_n(t), \quad \text{(44)}$$

Most of the expressions in Appendix I were introduced in [41], except for (53) and (54), which were proved in [49].
\[ t^\theta \exp(-t) L_n^\beta(t)dt = \frac{1}{n!} \left[ t^{\beta+1} \exp(-t) L_{n-1}^{\beta+1}(t) \right], \]
\[ \int_0^t 2\beta e^{-\beta r^2} L_m(\beta r^2) dr = \sum_{k=0}^{m} \frac{(-1)^k (m)!}{k!} \gamma(k + 1, \beta t^2). \]  

(45)

where \( \gamma(s, x) = \int_0^x t^s e^{-t} dt \) represents the lower incomplete gamma function. The following identities hold for the lower incomplete gamma function with arbitrary positive real constant \( s \)

\[ \frac{\gamma(s, x)}{\Gamma(s)} = \sum_{n=0}^{\infty} \frac{x^{s+n} e^{-x}}{\Gamma(s + n + 1)}, \quad \gamma(s, x) = s^{-1} x^s e^{-x} \Gamma(1 + s, x). \]

(46)

\[ \lim_{x \to 0} \gamma(s, x) = \frac{x^s}{s}. \]

(47)

The following properties of hypergeometric function hold for real constants \( a, b \) and \( c \)

\[ _1F_1\left(\begin{array}{c} a \\ b \end{array} \middle| t \right) = e^t _1F_1\left(\begin{array}{c} b - a \\ b \end{array} \middle| -t \right), \]

\[ _2F_1\left(\begin{array}{c} a, b \\ c \end{array} \middle| z \right) = (1 - z)^{-a} _2F_1\left(\begin{array}{c} a, c - b \\ c \end{array} \middle| \frac{z}{z - 1} \right), \]

(48)

\[ \int_0^\infty t^{a-1} e^{-ct} _1F_1\left(\begin{array}{c} a \\ b \end{array} \middle| -t \right) dt = c^{-a} \Gamma(\alpha) _2F_1\left(\begin{array}{c} a, \alpha \\ b \end{array} \middle| -\frac{1}{c} \right) \quad \text{for } \alpha > 0 \text{ and } c > 0, \]

(49)

\[ ((a - b)z + c - 2a) _2F_1\left(\begin{array}{c} a, b \\ c \end{array} \middle| z \right) = (c - a) _2F_1\left(\begin{array}{c} a - 1, b \\ c \end{array} \middle| z \right) + a (z - 1) _2F_1\left(\begin{array}{c} a + 1, b \\ c \end{array} \middle| z \right), \]

(50)

\[ \int_0^\infty e^{-(ax^2 + bx)} dx = \frac{1}{2 \sqrt{\pi}} \exp \left( \frac{b^2}{4a} \right) \text{erfc} \left( \frac{b}{2\sqrt{a}} \right) \quad \text{for } a > 0 \text{ and } b > 0. \]

(51)

The binomial coefficient can be defined for real constants \( x, y \) using the gamma function as

\[ \binom{x}{y} = \frac{\Gamma(x + 1)}{\Gamma(y + 1)\Gamma(x - y + 1)} \quad \text{for } \Gamma(t) = \int_0^\infty x^{t-1} e^{-x} dx. \]

(52)

Appell’s function \( F_2 (\cdot ; \cdot ; \gamma, \gamma') = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(\alpha)^m (\beta)^n}{m! n!} (\gamma)^m (\gamma')^n x^m y^n. \)

(53)

Appell’s function can be reduced to the following hypergeometric function using the following properties

\[ F_2(d; a, a'; c, c'; 0, y) = _2F_1\left(\begin{array}{c} d, a' \\ c' \end{array} \middle| y \right), \quad F_2(d; a, a'; c, c'; x, 0) = _2F_1\left(\begin{array}{c} d, a \\ c \end{array} \middle| x \right). \]

(54)

The following integration holds under the following constraints \( d > 0 \) and \( |k| + |k'| < |h| \)

\[ \int_0^\infty t^{d-1} e^{-ht} _1F_1\left(\begin{array}{c} a \\ b \end{array} \middle| kt \right) _1F_1\left(\begin{array}{c} a' \\ b' \end{array} \middle| k't \right) dt = h^{-d} \Gamma(d) F_2\left(\begin{array}{c} d, a, a'; b, b'; k, k' \right) \right). \]

(55)
The confluent Hypergeometric series of $n$ variables $\Psi_2(a; b_1, \ldots, b_n; x_1, \ldots, x_n)$ is defined in [50 Volume 1, P385] as a $n$-fold infinite summation as written follows

$$\Psi_2(a; b_1, \ldots, b_n; x_1, \ldots, x_n) = \sum_{m_1, \ldots, m_n \geq 0} \frac{(a)_{m_1+\ldots+m_n}}{(b_1)_{m_1} \cdots (b_n)_{m_n} m_1! \cdots m_n!} x_1^{m_1} \cdots x_n^{m_n},$$  \hspace{1cm} (56)

The $n$-th order Bessel function of the first kind $J_n(x)$ has the following functional properties

$$\int_0^t x J_0(ax) \, dx = \frac{1}{a} t J_1(at) \quad \text{for } t \geq 0,$$  \hspace{1cm} (57)

$$\int_0^\infty t^{\nu-1} e^{-pt} \cdot \prod_{i=1}^n J_{2\mu_i} \left(2 \sqrt{a_i t} \right) \, dt$$

$$= \frac{\Gamma(\nu + M)}{p^{\nu+M}} \left( \prod_{i=1}^n \frac{a_i^{\mu_i}}{\Gamma(2\mu_i + 1)} \right) \Psi_2 \left( \nu + M; 2\mu_1 + 1, \ldots, 2\mu_n + 1; \frac{a_1}{p}, \ldots, \frac{a_n}{p} \right),$$  \hspace{1cm} (58)

where $M = \sum_{i=1}^n \mu_i$ and (58) holds for $\text{Re}(\nu + M) > 0$, $\text{Re}(p) > 0$ [50 Volume 1, P187, (43)].

Gauss-Laguerre quadratures can be used to evaluate the following integral for a given analytic function $g(x)$ as

$$\int_0^\infty e^{-x} g(x) \, dx = \sum_{n=1}^N w_n g(x_n) + R_N,$$  \hspace{1cm} (59)

where $x_n$ and $w_n$ are the $n$-th abscissa and weight of the $N$-th order Laguerre polynomial.

**APPENDIX II**

In this appendix, we provide a proof of Theorem 1. First, we note that the in-phase and quadrature component of the received signal $\tilde{V}$ are circularly symmetric [22], [48], [51], [52] due to the underlying assumption of uniformly distributed phase $\phi_i$ and $\phi_d$. Then, the PDF of the envelope $R$ and the joint characteristic function (CF) $\Phi(\nu)$ of the complex signal $\tilde{V}$ can be written as a Hankel transform pair as follows [22], [52]

$$f_R(r) = r \int_0^\infty \nu \Phi(\nu) J_0(r\nu) \, d\nu, \quad \Phi(\nu) = \int_0^\infty f_R(r) J_0(\nu r) \, dr.$$  \hspace{1cm} (60)

For the GMR-U model in (1), the CF $\Phi(\nu)$ can be derived as follows [39]

$$\Phi(\nu) = \mathbb{E}_{V_1, \ldots, V_N, V_d} \left[ \prod_{i=1}^N J_0(V_i \nu) \cdot J_0(V_d \nu) \right] = \prod_{i=1}^N J_0(V_i \nu) \mathbb{E}_{V_d} [J_0(V_d \nu)]$$

$$= \frac{1}{4m} \nu^2 \cdot \prod_{i=1}^N J_0(V_i \nu),$$  \hspace{1cm} (61)
where the second equality is due to the deterministic nature of \( V_i \)'s and the last expression follows by substituting (2) and applying [41] 6.631.

Next, we utilize the following series expansion of the confluent Hypergeometric function

\[
1F1\left( m; 1; -\frac{\Omega}{4m}v^2 \right) = \exp\left( -\frac{\Omega}{4m}v^2 \right) L_{m-1}\left( \frac{\Omega}{4m}v^2 \right)
\]

\[
= \exp\left( -\frac{\Omega}{4m}v^2 \right) \sum_{k=0}^{m-1} \left( \frac{m}{k} \right) (-1)^k \left( \frac{\Omega}{4m}v^2 \right)^k \quad \text{for } m \in \mathbb{Z}^+,
\]

where we applied [53 07.20.03.0108.01] to the first equality and used (44) in the last equality.

By substituting (61) and (62) to (60), the PDF of the envelope \( R \) can be expressed as follows

\[
f_R(r) = r \sum_{k=0}^{m-1} \left( \frac{m-1}{k} \right) (-1)^k \left( \frac{\Omega}{4m}v^2 \right)^k \int_0^\infty v^{2k+1} \exp\left( -\frac{\Omega}{4m}v^2 \right) \prod_{i=1}^N J_0(V_i\nu) \cdot J_0(r\nu) \, dv,
\]

where the integral \( I_1 \) can be evaluated in a closed form expression as follows

\[
I_1 = \frac{1}{2} \int_0^\infty t^k e^{-\frac{\Omega}{4m}t} \cdot \prod_{i=1}^N J_0(V_i t^{1/2}) J_0(r t^{1/2}) \, dt
\]

\[
= \frac{\Gamma(k+1)}{2} \left( \frac{4m}{\Omega} \right)^{k+1} \Psi_2\left( k+1; [1]_{N+1}; \frac{V_1^2 m}{\Omega}, \ldots, \frac{V_N^2 m}{\Omega}, \frac{r^2 m}{\Omega} \right),
\]

by employing a change of variable, i.e., \( t \leftarrow v^2 \), and applying (58) to (64). Hence, by substituting (64) to (63), (6) follows readily.

The corresponding CDF of the signal envelope \( R \) can be evaluated as below

\[
F_R(t) = \int_0^t f_R(r) \, dr = \int_0^\infty v_1 F_1\left( m; 1; -\frac{\Omega}{4m}v^2 \right) \prod_{i=1}^N J_0(V_i\nu) \left( \int_0^r r J_0(r\nu) \, dr \right) \, dv
\]

\[
= t \int_0^\infty F_1\left( m; 1; -\frac{\Omega}{4m}v^2 \right) \prod_{i=1}^N J_0(V_i\nu) \cdot J_1(tv) \, dv,
\]

by substituting (6) to the first equality, changing the order of integration in the second equality and applying (57) in the third equality. The closed form expression of (65) can be easily derived by following the similar procedure as the PDF of \( R \), i.e., use the series expansion from (62) and apply (58) with a change of variable \( t \leftarrow v^2 \). This completes the proof.

**APPENDIX III**

In this appendix, we provide a proof of Theorem 2. The PDF of the FMR model is given by

\[
f_R(r) = \int_0^\infty f_{R|\xi}(r|u)f_\xi(u) \, du.
\]
Since the FMR model at a given $\xi$ follows the GMR-U model, (66) can be written as below

$$f_R(r) = r \int_0^\infty N \left( \frac{m'}{2m} \right) \cdot \nu J_0(\nu r) \cdot \nu J_0 \left( \nu \left( \sqrt{\nu^2 V + \Omega} \right) \right) d\nu$$

where we used (6) and changed the order of integration in the first equality, applied (3) in the second equality and employed (58) in the last equality. The CDF in (12) can be readily achieved by using similar procedures as (65), i.e., change the order of integration and apply (57). This completes the proof.

**APPENDIX IV**

In this appendix, we provide a proof of Theorem 3. It is known that an arbitrary PDF of a positive random variable can be expressed in a series form using its higher order moments and the Laguerre polynomial as follows [39], [40], [54]

$$f_R(r) = 2r \exp \left( -r^2 \right) \cdot \sum_{n=0}^\infty C_n L_n \left( \epsilon r^2 \right),$$

where $L_n(x)$ is the Laguerre polynomial, $\epsilon$ is a positive, real valued constant that can control the approximation accuracy, the coefficient $C_n$ denotes the following expression

$$C_n = \mathbb{E}_R \left[ L_n (\epsilon r^2) \right] = \sum_{k=0}^n \frac{(-\epsilon)^k}{k!} \mathbb{E}_R \left[ r^{2k} \right],$$

using (44) in the last equality. The corresponding series form of the CDF can be obtained by integrating (68) from zero to $t$ and applying (45), which achieves (15).

To evaluate (69), we use the following notation of the even moments and adopt the recursive formulation that was proposed in [55] as described below

$$\nu_i^{(2k)} = \begin{cases} \mathbb{E} \left[ X_i^2 \right] & \text{for } i = 1, \ldots, N, \\ \mathbb{E} \left[ V_d^{(2k)} \right] & \text{for } i = N + 1, \text{ which is the diffuse component,} \end{cases}$$

3 The constant $\epsilon$ was originally introduced in [39] as a tunable parameter that can minimize the approximation error of (68). Recently, the authors in [40] proposed the optimal $\epsilon$ as $\epsilon = \left( \sum_{i=1}^N V_i^2 + \Omega \right)^{-1}$ and numerically validated their proposition. We adopt this proposition and assume $\epsilon = \left( \sum_{i=1}^N V_i^2 + \Omega \right)^{-1}$ in this paper.
where $X_i$ and $Y_i$ represents the real and imaginary term of the $i$-th specular component. The magnitude of each specular component is constant for the MWGD model, whereas for the FMR model, $\nu_i^{(2k)}$ requires the $k$-th order moments of the Gamma distribution

$$
\nu_i^{(2k)} \text{ for } i = 1, \ldots, N = \begin{cases} 
V_i^{2k} & \text{for MWGD model,} \\
\mathbb{E}[\xi] \mathbb{E} \left[ \left( \sqrt{\xi} V_i \right)^{2k} \right] & \text{for FMR model,}
\end{cases}
$$

(71)

which can be evaluated by using (3) and the notion of Gamma function as follows

$$
\mathbb{E}[\xi^k] = \frac{m_s^m}{\Gamma(m_s)} \int_0^\infty u^{m_s+k-1} e^{-m_s u} du = \frac{1}{\Gamma(m_s)m_s^k} \int_0^\infty t^{m_s+k-1} e^{-t} dt = \frac{(m_s)_k}{m_s^k}.
$$

(72)

Similarly, the moment $\nu_{N+1}^{(2k)}$ of the diffuse component can be evaluated as follows

$$
\mathbb{E}[V_d^{2k}] = \frac{2}{\Gamma(m)} \left( \frac{m}{\Omega} \right)^m \int_0^\infty x^{2k+2m-1} \exp \left( -\frac{m}{\Omega} x^2 \right) dx

= \frac{1}{\Gamma(m)} \left( \frac{\Omega}{m} \right)^k \int_0^\infty t^{k+m-1} e^{-t} dt = \left( \frac{m}{\Omega} \right)^k,
$$

(73)

where we substituted (2) in the first equality, used a change of variable, i.e., $t \leftarrow \frac{m}{\Omega} x^2$, in the second equality and applied (52) in the last equality. This completes the proof.
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