Generating Person-Scene Interactions in 3D Scenes
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Figure 1: Given a 3D scene mesh, our method generates human-scene proximal relations and infers a plausible human body. The selected local scene vertices are denoted by spheres, and the color denotes the generated minimum distance to the body mesh. Distances are normalized to $[0, 1]$ for visualization, and red to purple means close to far.

Abstract

High fidelity digital 3D environments have been proposed in recent years; however, it remains extreme challenging to automatically equip such environment with realistic human bodies. Existing work utilizes images, depths, or semantic maps to represent the scene, and parametric human models to represent 3D bodies in the scene. While being straightforward, their generated human-scene interactions are often lack of naturalness and physical plausibility. Our key observation is that humans interact with the world through body-scene contact. To explicitly and effectively represent the physical contact between the body and the world is essential for modeling human-scene interaction. To that end, we propose a novel interaction representation, which explicitly encodes the proximity between the human body and the 3D scene around it. Specifically, given a set of basis points on a scene mesh, we leverage a conditional variational autoencoder to synthesize the distance from every basis point to its closest point on a human body. The synthesized proximal relationship between the human body and the scene can indicate which region a person tends
to contact. Furthermore, based on such synthesized proximity, we can effectively obtain expressive 3D human bodies that naturally interact with the 3D scene. Our perceptual study shows that our model significantly improves the state-of-the-art method, approaching the realism of real human-scene interaction. We believe our method makes an important step towards the fully automatic synthesis of realistic 3D human bodies in 3D scenes. Our code and model will be publicly available for research purpose.

1. Introduction

Automated synthesis of realistic humans posed naturally in a 3D scene is essential for many applications, such as VR/AR, video games, special movie effect and synthetic dataset generation for machine learning algorithms. To achieve high realism, manual animation of the human-scene interaction is often required. Recent works [21, 42] have proposed methods for the fully automated generation of human bodies that interact with the 3D world, and yet the naturalness and the realism of their results are still far behind the captured real human-scene interaction such as [14].

The main reason is that current approaches lack an explicit interaction representation. Humans interact with the 3D scene through contact. Explicitly exploiting the contact relations between the body and the scene is key to the realism of the synthesized humans in the scene. However, existing methods use images, semantic, and depth maps to represent the 3D environment [21, 42]. While being easily incorporated into deep convolutional networks, the 3D scene structure and the proximity between the body and the scene are not explicitly modeled, especially for the regions occluded from the camera view, making it hard to effectively enforce constraints in 3D, such as no inter-penetration and proper contact. Without a realistic contact relation, the naturalness and the physical plausibility of the synthesized human bodies are hardly guaranteed.

To address these problems, in this paper we propose explicit representations for the 3D scene and the person-scene contact relation in a coherent manner. Inspired by the Basis Point Set (BPS) method [29], which efficiently represents a 3D human body by its minimum distances to a set of random points, we propose a two-stage BPS encoding scheme: provided a fixed set of random basis points, we first compute the minimum distances from the basis points to the scene mesh vertices, and use this distance-based feature to represent the 3D scene. Furthermore, we use these selected scene vertices to compute the minimum distances to the body mesh, and use this distance-based feature to represent the person-scene interaction. Consequently, the scene representation and the person-scene interaction representation have a fixed dimension regardless of various scene structures and the body poses. Note that, our distance-based interaction representation explicitly describes the contact and the proximal relations between the human body and the scene, and can be regarded as the scene ‘affordance’. Compared to other person-scene interaction representations [7, 30, 31, 32, 34], our method is purely geometry-based, is more efficient than the dense affordance map, and requires neither scene semantics nor action type labeling, nor affordance class annotations.

With our novel person-scene representation and the 3D scene encoding scheme, we train a conditional variational autoencoder (cVAE) to generate the plausible contact and proximal relations between the human body and the scene. Afterwards, from the generated interaction representation as well as the 3D scene mesh vertices, we use a regressor to recover a plausible full body mesh, which fits the generated proximal relation, and is naturally posed in the scene. Following [14, 42], we further refine the body mesh via optimization: going beyond prior work, we introduce a novel objective term based on our interaction representation that further improve the performance.

We evaluate the performance of our method on three datasets: PROX [14], MP3D [2, 42], and Replica [37], with a variety of metrics, namely diversity, physical plausibility, and perceptual naturalness. Experiments show that our method outperforms state-of-the-art methods [21, 42]. Particularly, the extensive perceptual studies demonstrate that our method significantly improves the naturalness and the realism of the synthesized human-scene interaction, making an important step towards the fully automatic generation of realistic human bodies in a 3D environment.

We summarize our contributions as follows: (1) We propose a novel human-scene interaction representation that is efficient, compact and consistent across various bodies and scene structures. (2) We learn a generative model for our interaction representation, that is able to synthesize full human body meshes in unknown scenes with natural poses and plausible contact relations. (3) We show through comprehensive experiments that our method achieves the new state-of-the-art performance, without using other modalities that are required in prior works [21, 42], such as depths and mesh semantics.

2. Related Work

2D human-object interaction. Perceiving human-object interactions in 2D images have been studied in many works, e.g. [5, 9, 10, 15, 16, 22, 23, 24, 35, 39, 40, 43]. Gkioxari et al. [10] detect (human, verb, object) triplets using human appearance as cues to localize interacted objects. Fang et al. [9] learn a pairwise body-part attention model, which focuses on crucial body parts and their corresponding interactions. Wang et al. [39] predict interaction points to localize and classify the interaction directly. Li et al. [22] learn a joint 2D-3D representation by estimating 3D human
pose and interacted object position. Besides detecting interactions, generating objects with natural interactions in 2D images is also studied. Tan et al. [38] learn a human instance composition model, which selects and transforms a human to an input image background. Lee et al. [20] insert an object or human instance mask into the semantic map of an image, and predicts the shape and pose of the object mask. Dvornik et al. [8] predict which object is suitable to be placed in a given region in the image as a data augmentation method.

### 3D human-scene interaction.

The human-scene interaction in 3D has been widely studied in the literature, e.g. in [1, 11, 13, 17, 33, 34, 44]. Savva et al. [34] learn a joint distribution of human poses and object structures, and generate plausible human body poses and object arrangements given the action. Gupta et al. [13] propose a human-centric scene representation to model physical interactions between the body and the given indoor scene, to predict human poses supported by the scene geometry. Kim et al. [17] predict a human pose on a given 3D object, by learning an affordance model for a class of shapes. Grabner et al. [11] learn an affordance detector to identify regions in a 3D scene that supports a particular functional category such as ‘sitting’. Zhu et al. [44] infer forces or pressures applied on the body parts interacting with the scene and learn comfort intervals through physical simulation. Monszpart et al. [26] recover both a plausible scene arrangement and human motions to fit an input monocular video by jointly reasoning about scene objects and human motions over space-time. Chen et al. [4] jointly learn scene parsing, object bounding-boxes, camera pose, room layout and 3D human pose estimation given a single-view image. Li et al. [21] learn a 3D pose generative model automatically putting 3D body skeletons into the input scene represented by RGB, RGB-D, or depth image. Cao et al. [1] predict 3D human paths and pose sequences given a scene image and 2D pose histories. Most similar to our work, recently Zhang et al. [42] propose a cVAE to generate 3D human mesh modeled by SMPL-X [28] model given a 3D environment represented by an RGB-D image.

### Ours versus related work.

Compared to previous work, we explicitly use the proximity to model human-scene interaction in 3D. With this compact representation, we train a cVAE from real human-scene interaction data to synthesize the proximal relations between the human body and the scene. We show significant improvement on a large-scale perceptual study. The results indicate that our method is approaching the realism of real human-scene interaction.

### 3. Methods

#### 3.1. Scene-Body Interaction Representation

We use the Basis Point Sets (BPS) method [29] to represent the scene, the human body, and their interactions. The BPS method encodes a 3D object into a feature vector defined on a fixed set of randomly selected basis points. This feature vector, e.g. the distances from the basis points to their nearest neighbors on the target object, essentially captures their proximity relation. Such property is well in line with our objective: by selecting basis points on the scene mesh, this distance-based feature naturally represents the body-scene contact relation. However, we find the derived BPS feature is sensitive to basis point permutations, and cannot be generalized to new scenes. To address these issues, we propose a two-stage BPS method that encodes the scene and the body consecutively (see Fig. 2).

#### Stage 1: BPS encoding for 3D Scene.

To represent a 3D scene, we follow [29] and create a set of \( \mathcal{N} = 10^4 \) uniformly random basis points \( \mathcal{V}_o \subset \mathbb{R}^{N \times 3} \) within a unit sphere. \( \mathcal{V}_o \) is kept fixed throughout the pipeline for all scenes. The scene meshes are also normalized into the unit sphere. Then, for each basis point in \( \mathcal{V}_o \), we find its nearest neighbor in the normalized scene mesh vertices, select the corresponding scene vertex and compute the distance. Such minimum distances form the scene feature \( \mathbf{x}_s \in \mathbb{R}^{N \times 1} \), and the selected \( N \) scene vertices, \( \mathcal{V}_s \subset \mathbb{R}^{N \times 3} \), will serve as scene BPS to encode the body in the second stage.

In practice, only the part of the scene that is close to the human body is most relevant for modeling the interaction. This motivates us to consider ‘local scenes’, i.e. encode only part of the scene surrounding the body. To do so, we specify a virtual 3D cage around the body, and only consider the scene vertices within the cage. Furthermore, we regularly sample points on the top and the 4 side faces of the cage, and consider them as the ‘ceiling’ and ‘walls’ of the local scene. The local scene then goes through the encoding pipeline described above. We find the inclusion of the virtual ceiling and walls useful in many cases, as otherwise the scene BPS \( \mathcal{V}_s \) can fail to capture the full human body. For example, in the simplest configuration where the human stands in a 3D environment that only consists of a floor, without the virtual ceiling and the walls, \( \mathcal{V}_s \) only consists of the vertices on the floor, then the body, except the feet, will hardly be encoded by the scene BPS.

#### Stage 2: BPS encoding for 3D Body.

The obtained scene BPS \( \mathcal{V}_s \), which also includes vertices on the cage surfaces, is employed to encode the body mesh, following the same nearest neighbor encoding pipeline. We use the SMPL-X [28] model to represent the 3D human body as a mesh with vertices \( \mathcal{V}_b \subset \mathbb{R}^{10475 \times 3} \). The BPS encoding compresses \( \mathcal{V}_b \) into the body feature, \( \mathbf{x}_b \in \mathbb{R}^{N \times 1} \), which is obtained by computing the distance between each point in scene BPS to
Figure 2: Illustration of human-scene interaction feature extraction (Sec. 3.1). From left to right: (1) A pair of human-scene meshes from the PROX dataset [14]. (2) The cropped scene mesh as well as the 3D cage (in pink) are normalized into the unit sphere. (3) The derived scene BPS $V_s$ is denoted by colored points, and the color indicates the distance-based body BPS features, i.e. the minimum distance from each scene basis point to the body mesh vertices. Small to large distance is denoted by bright yellow to dark purple. (4) The scene BPS and their minimum distances to the body only on the original scene mesh.

its nearest point of the body mesh vertices. The proposed body feature is scene dependent, which explicitly encodes the contact and the proximal relations between the human body and the scene, and can be used to as the interaction representation to model and synthesize realistic human bodies in the 3D scene.

It is noticed that the basis points in the unit sphere are always fixed. Consequently, each basis point in the unit sphere always corresponds to a basis point on the scene mesh, and every dimension in the scene feature always corresponds to the same dimension in the body feature. Such scene-body representation is hence consistent across various human body poses and scene structures.

3.2. Scene-Body Interaction Generator

Provided a pair of interacting body mesh and scene mesh, we are able to derive the scene BPS $V_s$, the scene feature $x_s$, and the body feature $x_b$. Therefore, when provided a number of such triplets as training samples, we can learn a generative model, so as to infer plausible human-scene contact and proximal relations in the scene and recover full human body meshes.

3.2.1 Network Architecture

The network architecture is illustrated in Fig. 3. The entire network incorporates a conditional variational autoencoder (cVAE) [19, 36] to generate body features based on a scene feature auto-encoder $E$, and a multilayer perceptron $H$ as a regressor to produce full body meshes, based on the reconstructed body features and the scene BPS auto-encoder $F$. We denote the downstream cVAE network as $G$. Intermediate features from the decoder in $E$ are introduced to the decoder in $G$ for better scene conditioning (please refer to the appendix for its ablation study). Details of the network architecture are demonstrated in the appendix.

Figure 3: Illustration of the generator architecture. $x_s$, $V_s$, $x_b$, and $V_b$ denote the scene feature, the scene BPS, the body feature, and the full body mesh vertices. Also, $\Delta V_{b}^{rec}$ denotes a global 3D translation, which is to shift the intermediatively produced body vertices. Note that all point coordinates are relative to the center of the normalized 3D cage in the unit sphere. The optional “stronger scene condition” is to introduce additional intermediate features to the VAE decoder. Best viewed zoomed on a color screen.

3.2.2 Training Loss

All the network modules are jointly trained end-to-end. Following Sec. 3.1, we can obtain a set of representations from each ground truth sample, namely $\{x_s, x_b, V_s, V_b\}$ denoting the scene feature, the body feature, the scene BPS, and the full body vertices, respectively. It is noted that the point coordinates are rescaled in the unit sphere, and relative to the rescaled 3D cage center. We denote the operations of transforming from the rescaled 3D cage back to the original world as $\pi(\cdot)$, and its inverse operation as $\pi^{-1}(\cdot)$. The training loss is given by

$$L = L_{rec} + \alpha_1 L_{KL} + \alpha_2 L_{coll} + \alpha_3 L_{contact},$$

in which $\{\alpha_1, \alpha_2, \alpha_3\}$ are loss weights as hyper-parameters.
Reconstruction term: This term is given by

\[ \mathcal{L}_{\text{rec}} = |x_s - x_s^{\text{rec}}| + |x_b - x_b^{\text{rec}}| + |V_b - V_b^{\text{rec}}|, \]

in which the last term denotes vertex-wise reconstruction.

KL-divergence term: Following [19], we specify the latent prior as the standard normal distribution, and employ the same re-parameterization approach to model the inference posterior \( q(z|x) \). To effectively avoid posterior collapse, we use the robust KL-divergence term as in [41]. Our KL-divergence term is given by

\[ \mathcal{L}_{KL} = \Psi (q(z|x)||N(0, I)), \]

in which \( \Psi(\cdot) \) is the Charbonnier function \( \Psi(s) = \sqrt{s^2 + 1} - 1 \) [3]. According to [41], the smaller is the KL-divergence between the inference posterior and the prior, the smaller are the gradients to update this KL-divergence.

The collision term and the contact term: As in [42], these two terms are given by

\[ \mathcal{L}_{\text{coll}} = \frac{1}{|V_b|} \sum_{v_b \in C(V_b^{\text{rec}})} |\Phi^-(v_b)|, \quad \text{and} \quad \mathcal{L}_{\text{contact}} = \sum_{v_b \in C(V_b^{\text{rec}})} \min_{v_s \in M_s} \rho(|v_b - v_s|), \]

in which \( C(\cdot) \) denotes the mask to select the body part for contact, \( |V_b| \) denotes the constant number of the body mesh vertices, \( \Phi^-(\cdot) \) is the scene negative signed distance field (SDF), \( M_s \) is the provided scene mesh, and \( \rho(\cdot) \) is the Geman-McClure error function to remove the influence of scene mesh vertices far away from the body [14, 42]. In contrast to [14, 42], the contact mask \( C(\cdot) \) only considers feet, which we find is better to avoid body floating.

3.2.3 Generating 3D Human in the Scene

During testing, only the 3D scene mesh is needed. The generation procedures are: (1) We randomly create a 3D cage within the scene and transform it into the pre-defined unit sphere. (2) Within the unit sphere, we compute the scene BPS \( V_b \) and the scene feature \( x_s \). (3) Our cVAE is employed to generate a body feature \( x_b \). (4) Based on \( V_s \) and \( x_b \), the regressor is employed to produce a set of body mesh vertices, which is then transformed back to the original world.

3.3. Interaction-based Optimization

The body vertices produced by the regressor are not guaranteed to form a valid body shape. The raw output from the network can suffer from noisy surface geometry or inter-penetration with the scene. Therefore, we conduct an additional optimization step to convert the regressed body mesh vertices to a SMPL-X body mesh. Given the scene mesh \( M_s \), the body feature \( x_b \), and the regressed body mesh vertices \( V_b \), the optimization loss is given by

\begin{align*}
\mathcal{L}(\theta) &= |\pi(V_b) - V_{\text{SMPLX}}(\theta)| + |x_b - f^{-1}(V_{\text{SMPLX}}(\theta))| \\
&+ \lambda_1 \mathcal{L}_{\text{coll}} + \lambda_2 \mathcal{L}_{\text{contact}} + \lambda_3 \mathcal{L}_{\text{vposer}} \\
&+ \lambda_4 \mathcal{L}_{\text{hand}} + \lambda_5 \mathcal{L}_{\text{shape}},
\end{align*}

in which \( V_{\text{SMPLX}}(\theta) \) denotes vertices of the SMPL-X body mesh with the attribute \( \theta \) (including global translation, orientation, body shape, pose and hand pose), \( \mathcal{L}_{\text{coll}} \) and \( \mathcal{L}_{\text{contact}} \) are the same in Eq. (4). In addition, \( \mathcal{L}_{\text{vposer}}, \mathcal{L}_{\text{hand}}, \mathcal{L}_{\text{shape}} \) are the VPose loss [14, 28], L2 prior loss for hand and shape parameters in SMPL-X model to ensure natural body, hand poses and shapes of the optimized body, respectively. \( \lambda \)'s are loss weights as hyper-parameters, and \( f(\cdot) \) is the operation to extract the body feature from the body mesh, demonstrated in Sec. 3.1.

In the optimization loss, the first term denotes the vertex-wise reconstruction, in order to discourage dramatic deviation of the resultant SMPL-X body mesh from the regressed body vertices. Additionally, we employ the second term to encourage the resultant SMPL-X body mesh to have the same contact relation with the scene. Unlike the heuristic contact term \( \mathcal{L}_{\text{contact}} \), this BPS feature reconstruction term is data-driven, since the body feature can be learned from data and generated by our cVAE model.

Fig. 4 shows two results of optimization. We can see that the human-scene contact is preserved, and their inter-penetration is considerably alleviated.
4. Experiments

4.1. Datasets

PROX [14]. This dataset includes 12 different room 3D scans, and captures natural actions of 20 subjects, which are represented by SMPL-X body meshes [28]. Following [42], we select ‘MPH1Library’, ‘MPH16’, ‘N0SitBooth’ and ‘N3OpenArea’ for testing, and use the rests for training, from which we extract interaction features from 63,599 human-scene pairs. We denote this optimization as \( L_{frl} \). scenes, we perform data augmentation \(^{1}\) 4 times for each human-scene pair, and obtain 254,396 training samples in total. During testing, we randomly set 1200 3D cages in each test scene, and generate one random sample in each cage. This results in 4800 examples for evaluation.

MP3D [2]. This dataset has 90 building-scale scene scans with semantic annotations. Following the setup in [42], we perform testing on the same 7 scenes with corresponding scene SDFs, and generate the same number of random samples for each scene as in [42], which is hence 6400 random samples in total.

Replica [37]. This dataset contains reconstructed indoor scenes of clean dense geometry, with semantic and instance segmentation annotations. Replica includes 18 scenes of 5 different room types, among which we select 1 room in each type, resulting in 5 rooms (‘office_2’, ‘hotel_0’, ‘room_0’, ‘frl_apartment_0’, ‘apartment_1’) for testing. 1200 random samples are generated on each scene for evaluation.

4.2. Our method and Baselines

In this paper, we denote our model trained without \( L_{coll} \) and \( L_{contact} \) as Ours. Its ablation study is referred to Sec. 4.6 and appendix. We compare our method with two baselines: (1) PSI [42], which generates SMPL-X parameters given the scene depth and the semantic segmentation. Specifically, we perform comparison with their S1 model without the human-scene interaction training loss, both before and after the geometry-aware fitting, which are reported to outperform other methods. (2) Li et al. [21], which generates 3D body sticks based on scene appearance and depth. We perform comparison with its modified version proposed in [42], which generates SMPL-X parameters for a fair comparison.

It is noted that these two baselines generate SMPL-X parameters, yet our method directly produces body vertices, which might not form a valid body shape. To fairly compare with baselines before their geometry-aware fitting, we perform an optimization step to derive SMPL-X parameters from the body vertices, for which \( L_{contact} \) and \( L_{coll} \) in Eq. 6 are excluded. We denote this optimization as SimOptim, and the optimization with all terms as AdvOptim in the following content. Moreover, we denote the scene geometry-aware fitting proposed in [42] as \( L_{f} \).

4.3. Quantitative Evaluation

We evaluate the performance in terms of perceptual naturalness, diversity, and physical plausibility, following Zhang et al. [42].

4.3.1 Perceptual Naturalness

We run user studies on Amazon Mechanical Turk (AMT), and use two protocols to perform comparison. For each scene and each model, we generate 100 and 400 examples for PROX and MP3D, respectively, as in [42].

**Unary user study.** Like [42], we ask turkers to evaluate each individual generated result or ground truth, giving a score from 1 (strongly not natural) to 5 (strongly natural). Each result is rated by 3 turkers. The results are shown in Tab. 1. On both PROX and MP3D, our methods with SimOptim and AdvOptim both outperform baseline methods after their geometry-aware fitting.

**Binary user study.** To perform a direct comparison, we follow [21, 25], and show results of two methods to the turkers at the same time. The turkers are asked to pick the one that they think is more perceptually natural. For PROX, we compare the best instance of our method (the one trained with \( L_{contact} \) and AdvOptim) against [42] with the geometry-aware fitting \( L_{f} \), and against the ground truth, respectively. For MP3D, we compare with [42] with \( L_{f} \).

As shown in Tab. 2, Our method outperforms PSI [42] on both datasets by a large margin. More interestingly, in the direct comparison with the PROX ground truth, our generated results are regarded as more realistic by nearly half (48.5%) of the users, indicating that our results are hardly distinguishable from the real human-scene interaction. It suggests that our method makes an important step towards the fully automatic synthesis of realistic 3D human bodies in 3D scenes.

---

\(^{1}\) See data preprocessing and augmentation details in the Appendix.

| model                     | PROX         | MP3D        |
|---------------------------|--------------|-------------|
| Li et al. [21] + \( L_{f} \) | 3.37 ± 1.31  | 3.52 ± 1.34 |
| PSI [42] + \( L_{f} \)    | 3.47 ± 1.27  | 3.23 ± 1.40 |
| Ours + \( L_{contact} + \text{SimOptim} \) | 3.61 ± 1.16  | 3.77 ± 1.15 |
| Ours + \( L_{contact} + \text{AdvOptim} \) | 3.71 ± 1.17  | 3.84 ± 1.11 |
| Ground truth              | 3.94 ± 0.99  | –           |
Table 2: **Binary user study.** Numbers show the percentage of the users that rate the corresponding method as more realistic.

| Datasets | Ours + $L_{\text{contact}}$ + AdvOptim | PSI + $L_f$ |
|----------|----------------------------------------|-------------|
| MP3D     | 70.1%                                  | 29.9%       |
| PROX     | 69.0%                                  | 31.0%       |
| PROX     | 48.5%                                  | 51.5%       |

4.3.2 Diversity

Evaluation metrics. Like [42], we perform K-means to cluster the SMPL-X parameters of generated bodies into 20 clusters for each test scene, and evaluate the model by: 1) the entropy of the cluster ID histogram for all samples, and 2) the cluster size, which denotes the average distance between the sample and the corresponding cluster center. The higher, the better for both metrics. We report average scores for all test scenes.

Results. Tab. 3 presents the diversity results. Comparing with baselines, Ours + $L_{\text{contact}}$ + SimOptim achieve comparable entropy and cluster size on both PROX and MP3D. When applying AdvOptim, the cluster size is further increased by a large margin, indicating that the generated bodies are more scattered in the scene. Since the cluster size is correlated with the test scene size, its values are higher on MP3D and Replica than PROX due to larger room sizes.

4.3.3 Physical Plausibility

Evaluation metrics. We evaluate the non-collision and contact scores between the generated body and scene mesh, following the metrics in [42]. Specifically, the non-collision score is the ratio of the number of body vertices with non-negative scene SDF values to the number of all body vertices (10475). The contact score is 1 if any body mesh vertex has a non-positive scene SDF value, otherwise 0. Then we report the average non-collision scores and average contact scores of all test examples. Thus, a higher non-collision score indicates fewer body-scene inter-penetration, while a higher contact score suggests more contacts between the generated body and scene mesh. Higher values for both scores are desirable.

Results. Tab. 3 shows the results of physical plausibility. On PROX, Ours + $L_{\text{contact}}$ + SimOptim achieves higher non-collision score and comparable contact score with the baselines, indicating that our proposed method can effectively alleviate scene-body inter-penetration, while preserving plausible contact relations. When additionally employing the interaction-based optimization, performance is further consistently improved. In addition, we find the SDFs on MP3D are not sufficiently reliable probably due to noisy scans. Thus, we further perform evaluation on the Replica dataset, from which high-quality scene SDFs can be derived. The results on Replica verify the effectiveness of our model, which is consistent with the performances on PROX.

4.4. Qualitative Results.

Fig. 5 shows some generated human bodies in the three datasets. To further analyze our cVAE, we perform interpolation in its latent space, and show the results in Fig. 6. We can see that the body changes smoothly, while preserving natural interactions with the scene. Note that the results in Fig. 6 are directly produced by the body vertex regressor $H$, without any optimization-based refinement.

4.5. Limitation and Failure Cases

Despite the effectiveness verified by our evaluations, our method still have limitations. For example, the generated body might inter-penetrates with a thin structure in the scene mesh, e.g. the table surface. In this case, AdvOptim cannot resolve this issue, since the value of the collision loss $L_{\text{coll}}$ is already very small. We thus expect a novel collision representation in future could resolve this issue. Furthermore, detailed and diverse hand poses can not be well synthesized by the current model. Because the basis point set on the scene mesh are too sparse to model the hand-object interaction. We expect a coarse-to-fine encoding scheme could help. We consider these challenges as exciting future directions. Visualizations of the failure cases can be found in the Appendix.

4.6. Ablation Study

We investigate the influence of the training loss and the optimization scheme on our model performance on PROX.

Illustrations are presented in the Appendix.
Table 3: Evaluation on diversity and physical plausibility: For the entropy, the cluster size, the non-collision score and the contact score, their values are the higher, the better. Row-wisely, the first part and the second part show the comparison to baseline methods before and after geometry-aware fitting, respectively. For each part, the best results are in boldface.

| Methods                  | Diversity | Physical plausibility |
|--------------------------|-----------|-----------------------|
|                          | entropy   | cluster size          | non-coll | contact          |
|                          | PROX MP3D Replica | PROX MP3D Replica | PROX MP3D Replica | PROX MP3D Replica |
| Li et al. [21]           | 2.86 2.90 | 1.21 1.71             | 0.89 0.92 | 0.93 0.78        |
| PSI [42]                 | 2.95 2.96 | 2.39 2.77             | 0.93 0.94 | 0.95 0.80        |
| Ours + L_contact         | -        | -                     | 0.95 0.97 | 0.90 0.57 0.90   |
| Ours + L_contact + AdvOptim | 2.91 2.92 | 2.47 2.78 2.84       | 0.96 0.97 0.91 | 0.95 0.62 0.92  |
| Li et al. + L_f          | 2.86 2.92 | 1.26 1.93             | 0.93 0.97 | 0.99 0.89        |
| PSI + L_f                | 2.95 2.96 | 2.40 2.85             | 0.94 0.97 | 0.99 0.88        |
| Ours + L_contact         | -        | -                     | 0.95 0.97 | 0.99 0.88        |
| Ours + L_contact + AdvOptim | 2.91 2.93 | 2.60 2.96 2.97       | 0.98 0.98 0.93 | 0.99 0.57 1.00  |

Figure 6: Latent space interpolation. In each row, the left and right images denote two different random samples, and middle images correspond to interpolated latent variables. For each row, the scene BPS $V_s$ and the scene feature $x_s$ are fixed.

Table 4: Ablation study w.r.t. diversity metrics.

| Optimization | Method                      | entropy | cluster size |
|--------------|-----------------------------|---------|--------------|
| SimOptim     | Ours                        | 2.89    | 2.44         |
|              | Ours + L_contact            | 2.91    | 2.47         |
|              | Ours + L_coll               | 2.89    | 2.38         |
|              | Ours + L_contact + L_coll   | 2.90    | 2.36         |
| AdvOptim     | Ours                        | 2.90    | 2.60         |
|              | Ours + L_contact            | 2.91    | 2.60         |
|              | Ours + L_coll               | 2.88    | 2.53         |
|              | Ours + L_contact + L_coll   | 2.89    | 2.48         |

Table 5: Ablation study w.r.t. physical plausibility metrics.

| Optimization | Method                      | non-coll | contact |
|--------------|-----------------------------|----------|---------|
|              | w/o                         |          |         |
| SimOptim     | Ours                        | 0.95     | 0.83    |
|              | Ours + L_contact            | 0.95     | 0.90    |
|              | Ours + L_coll               | 0.95     | 0.83    |
|              | Ours + L_contact + L_coll   | 0.95     | 0.88    |
| AdvOptim     | Ours                        | 0.96     | 0.84    |
|              | Ours + L_contact            | 0.96     | 0.95    |
|              | Ours + L_coll               | 0.96     | 0.87    |
|              | Ours + L_contact + L_coll   | 0.95     | 0.94    |
|              | AdvOptim                    |          |         |
|              | Ours                        | 0.98     | 0.99    |
|              | Ours + L_contact            | 0.98     | 0.99    |
|              | Ours + L_coll               | 0.98     | 0.98    |
|              | Ours + L_contact + L_coll   | 0.98     | 0.99    |

Moreover, when comparing results with SimOptim and AdvOptim, we can observe that the collision and contact terms in Eq. (6) significantly improve both physical plausibility and diversity metrics, which is consistent with [42].

5. Conclusion

This paper introduces a novel representation to model human-scene interactions by explicitly encoding the proximity between the body and the environment. It is purely

dataset. More ablation studies are referred to the Appendix.

Tab. 4 and Tab. 5 presents model performances when trained with or without contact loss $L_{contact}$ and collision loss $L_{coll}$ in Eq. (1), respectively. We find that the model without $L_{contact}$ and $L_{coll}$ has inferior contact scores, indicating that it tends to produce more floating bodies. Also, in contrast to Zhang et al. [42], we find the loss term $L_{contact}$ is effective to improve the contact score in our model. Additionally, the model trained without $L_{coll}$ already delivers high non-collision scores, indicating the effectiveness of our BPS-based to avoid inter-penetration. However, $L_{coll}$ in training reduces the cluster size. Thus, we mostly use Ours trained with $L_{contact}$ to compare with baseline methods.
geometry-based and consistent across various bodies and scene structures, thus only requiring the 3D mesh as the input. By training a generative model to synthesize such representations and body meshes, our approach is able to generate humans in natural interactions with new environments, which demonstrates the practical merits of our work.
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Generating Human-scene Interactions in 3D Scenes

**Appendix**

A. Architecture Details

The detailed architecture is illustrated in Fig. S1. During the training stage, the scene-conditioned VAE takes the body feature \( x_b \), and reconstructs the body feature \( x_b^{\text{rec}} \) based on the scene feature \( x_s \). Residual blocks are utilized in the scene-conditioned VAE, and the middle latent feature of the scene feature auto-encoder \( E \) is concatenated into different layers in \( G \) to enforce stronger scene conditioning. During inference, the scene-conditioned VAE generates a body feature from the randomly sampled noise \( z \) conditioned on the scene feature input \( x_s \).

The body mesh vertex regressor includes an auto-encoder \( F \) for the scene BPS \( V_s \), and a multilayer perceptron \( H \) to reconstruct the vertex coordinates of the final body mesh. \( \Delta V_b^{\text{rec}} \) denotes a global 3D translation to improve contact relationship.

![Figure S1: Architecture details.](image)

\( x_s, V_s, x_b \) and \( V_b \) denote the scene feature, the scene BPS, the body feature, and the full body mesh vertices, respectively. \( \Delta V_b^{\text{rec}} \) denotes a global 3D translation.

B. Experiment Details

B.1. Implementation Details

We use PyTorch [27] for implementation. We use ADAM [18] as the optimizer (\( \beta_1 = 0.9, \beta_2 = 0.999 \)), with the learning rate \( 1e-4 \). The 3D cage size for BPS encoding (see Sec. 3.1) is set to \( 2m^3 \) by default. We use the same Chamfer distance implementation in the contact loss as in [6, 12, 14, 42]. The training loss weights in Eq. 1 are set as \( \alpha_1 = 0.5 \), with \( \{\alpha_2, \alpha_3\} \) set to \( \{0.001, 0.001\} \) and enabled after 75% of the training epochs. The loss weight for optimization in Eq. 6 are empirically set as \( \lambda_1 = 8 \) (PROX, MP3D), \( \lambda_1 = 0.1 \) (Replica), \( \lambda_2 = 0.5, \lambda_3 = 0.02, \lambda_4 = 0.01, \lambda_5 = 0.01 \). The collision loss weight \( \lambda_1 \) is set to a much smaller weight for Replica as the corresponding scenes are larger than PROX and MP3D, with a higher ratio of generated humans in standing poses, which seldom suffers from inter-penetration.
Table S1: **Ablation study for architecture:** we evaluate the diversity and physical metrics on the PROX dataset with different architecture variants, where **w/o ML-cat** denotes the model without multi-layer additional intermediate feature concatenation between the decoders of $E$ and $G$ (see Fig. 3), **w/o $E/F$-dec** denotes the model without decoders in $E$ and $F$, **w/o $E$** denotes the model without $E$, which takes the latent vector from $F$ into $G$ as scene conditions, $H$-$S$ regresses 72-d SMPL-X parameters instead of body vertices in $H$. All models are trained without $L_{\text{contact}}$ and collision loss $L_{\text{coll}}$ in Eq. (1).

| Optimization | Model       | Physical plausibility | Diversity     |
|--------------|-------------|-----------------------|---------------|
|              |             | non-coll | contact | entropy | cluster size |
| SimOptim     | w/o ML-cat  | 0.95        | 0.78    | -       | -           |
|              | w/o $E/F$-dec | 0.95       | 0.82    | -       | -           |
|              | w/o $E$     | 0.95        | 0.79    | -       | -           |
|              | $H$-$S$     | 0.95        | 0.92    | 2.94    | 1.63        |
|              | Ours        | 0.95        | 0.83    | -       | -           |
| AdvOptim     | w/o ML-cat  | 0.96        | 0.84    | 2.89    | 2.28        |
|              | w/o $E/F$-dec | 0.96       | 0.84    | 2.85    | 2.27        |
|              | w/o $E$     | 0.95        | 0.84    | 2.89    | 2.43        |
|              | Ours        | 0.96        | 0.84    | 2.89    | 2.44        |
|              | w/o ML-cat  | 0.98        | 0.97    | 2.87    | 2.44        |
|              | w/o $E/F$-dec | 0.98       | 0.98    | 2.87    | 2.42        |
|              | w/o $E$     | 0.97        | 0.98    | 2.88    | 2.58        |
|              | $H$-$S$     | 0.97        | 0.99    | 2.95    | 1.91        |
|              | Ours        | 0.98        | 0.99    | 2.90    | 2.60        |

**B.2. Ablation Study**

Here we investigate model performance from the perspectives of: (1) model architecture, (2) regressing SMPL-X parameters, and (3) 3D cage size selection.

**Model architecture.** Tab. S1 studies the following components of the proposed architecture: the additional intermediate feature concatenation between the decoders of $E$ and $G$ (see Fig. 3), the decoders in $E$ and $F$, and the scene feature auto-encoder $E$. The scene BPS auto-encoder $F$ cannot be removed as the model needs coordinate-system-dependent information to regress body vertex locations. The cluster size decreases in the absence of the first two components (w/o ML-cat and w/o $E/F$-dec), as these two components aim to enforce stronger scene conditioning for reconstruction and generation, hence are significant for diversity. The model without $E$ achieves comparable scores with the full model, but we propose to encode the scene by BPS representation instead of coordinates in c-VAE due to its simplicity and independence of the coordinate system, yielding better generalization abilities.

**Regressing SMPL-X parameters.** As shown in Tab. S1, although the model regressing SMPL-X parameters ($H$-$S$) instead of body vertex coordinates achieve good contact scores, it suffers severely degraded performance w.r.t. cluster size, indicating that the generated bodies are more centralized within each cluster. Since the body mesh regressor $H$ is conditioned on coordinates of scene BPS, regressing body vertex coordinates is an easier task than regressing SMPL-X parameters, and can learn more diverse details of body poses.

**3D cage size selection.** See results of models trained with different cage sizes in Tab. S2. One obvious pattern can be observed that the cluster size in diversity metrics increases with the cage size decreasing, which is probably because smaller cage sizes will increase randomness in global positions of the generated bodies when evaluation, since the cage is randomly cropped on test scenes. We choose the size for the 3D cage following 3 principles: 1) the size should be large enough to contain the full body in different poses, 2) the size should only include scene objects near the body, 3) the size should not be larger than training scenes, therefore we set the 3D cage size as 2m$^3$. 

Table S2: Ablation study for 3D cage size: the performance metrics for the model Ours + $\mathcal{L}_{\text{contact}}$ trained with different cage sizes.

| Optimization | Cage size | Physical plausibility | Diversity |
|--------------|-----------|------------------------|-----------|
|              |           | non-coll | contact | entropy | cluster size |
| w/o          | 1.5       | 0.92    | 0.90    | -       | -            |
|              | 2.0       | 0.95    | 0.90    | -       | -            |
|              | 2.5       | 0.93    | 0.95    | -       | -            |
|              | 3.0       | 0.92    | 0.95    | -       | -            |
| SimOptim     | 1.5       | 0.93    | 0.95    | 2.93    | 2.84         |
|              | 2.0       | 0.96    | 0.95    | 2.91    | 2.47         |
|              | 2.5       | 0.93    | 0.95    | 2.92    | 2.26         |
|              | 3.0       | 0.92    | 0.96    | 2.91    | 2.21         |
| AdvOptim     | 1.5       | 0.96    | 0.98    | 2.91    | 2.97         |
|              | 2.0       | 0.98    | 0.99    | 2.91    | 2.60         |
|              | 2.5       | 0.96    | 0.99    | 2.88    | 2.44         |
|              | 3.0       | 0.95    | 0.99    | 2.90    | 2.43         |

B.3. Data Augmentation

The data preprocessing involves two different coordinate systems, i.e. the 3D cage coordinate and the unit sphere coordinate. Given a (scene, body) pair of meshes from training data, firstly the (scene, body) pair is randomly rotated around z axis of the original world coordinate. A 3D cage of $2m^3$ is randomly selected around the body, and the scene mesh is trimmed accordingly. The (scene cage, body) vertices are rescaled by the cage size into the unit sphere, with the cage center positioned at the unit sphere center. The 3D cage coordinate is then defined with the origin placed at the rescaled cage center. The unit sphere coordinate is introduced to derive the distance-based BPS features (i.e. $x_s$ and $x_b$), with the unit sphere center as the origin. For each training sample, the (scene cage, body) is randomly rotated around z axis of the unit sphere, and randomly shifted in a small range within the unit sphere to provide more diversity for training. Note that the point coordinates $V_s$ and $V_b$ are relative to the 3D scene cage coordinate.

With such data augmentation, the relative position between the body and 3D scene cage, and between the 3D scene cage and unit sphere will be different for each sample. This pipeline is repeated 4 times for each (scene, body) pair to enlarge the size of the training set. During inference, a 3D scene cage of the same size is randomly trimmed from the test scene.

B.4. Details of the User Studies

In order to evaluate the perceptual naturalness of the interactions between the generated humans and the environment, we run user study on Amazon Mechanical Turk (AMT) with two protocols: (1) unary user study, and (2) binary user study. For each scene-human pair, we display two images rendered from two different camera views to the users.

In the unary user study, each user is presented with one generation result each time, and asked to give a score between 1 (strongly not natural) and 5 (strongly natural). To alleviate randomness in the users’ ratings, each result is rated by 3 users in the unary study, and we re-evaluate the baseline methods.

In addition, we run the binary user study to compare our method and the baseline method in [42], as well as the ground truth of PROX dataset. The users are presented with two results each time, one from the proposed method, and the other one from the baseline method or the ground truth. The user will select one which they think is more natural. The user interfaces for both unary and binary study are shown in Fig. S2.

B.5. Examples of the SDFs for MP3D

We find that the SDFs on MP3D are not sufficiently reliable, which is probably due to noisy scans. Fig. S3 shows an example where the contact score is miscalculated as 0 by the corresponding SDF, suggesting that there is no human-scene contact, even with the obvious contact between the human and the scene (Fig. S3 (b)).
Figure S2: The user interface of the user study. (a) Unary study: the user is requested to give a score between 1 and 5 to evaluate how natural the human-scene interaction is. (b) Binary study: the user is requested to select the method in which the result is more natural.

C. More Qualitative Results and Failure Cases

Fig. S4, Fig. S5 and Fig. S6 show qualitative results of the proposed method on test scenes of PROX, Replica and MP3D datasets respectively.

The failure cases are illustrated in Fig. S7, which can be classified into three cases. (1) The inter-penetration between the generated body before optimization is severe. Interaction-based optimization can hardly solve such case (Fig. S7 (a)) since it is non-trivial to deal with this inter-penetration case while reconstructing the generated body vertices and body features. (2) The generated body before optimization inter-penetrates with a thin structure in the scene, such as table or chair. The corresponding collision loss value in the interaction-based optimization is quite small, therefore this case can hardly be improved by the optimization (Fig. S7 (b)). (3) The generated body is floating with a small distance above the ground, or with slight inter-penetration with the scene mesh before optimization. There are two possible reasons for the floating. Firstly, there are floating bodies in the ground truth of PROX dataset, which can cause negative influences in training. Secondly, the generated body feature of the body parts in contact with the scene may not be exactly zero. The interaction-based optimization can improve the performance in this case by the contact term and collision term, respectively ((Fig. S7 (c))}.
Figure S3: An example of noisy ground truth SDF from the MP3D dataset that leads to inaccurate contact metric evaluation: (a) a generated body mesh in the scene ‘17DRP5sb8fy-livingroom’ of MP3D dataset, (b) bottom-up view of the scene and body: the feet clearly have contact with the ground, however the contact score is miscalculated as 0 using the ground truth SDF.

Figure S4: Qualitative results on test scenes of PROX dataset.

Figure S5: Qualitative results on Replica dataset.
Figure S6: Qualitative results on MP3D dataset.

Figure S7: Failure cases: (a) severe inter-penetrations with the scene mesh, (b) inter-penetrations with thin structures in the scene and, (c) floating bodies or slight inter-penetrations with the scene mesh. The first row denotes results without interaction-based optimization, and the second row denotes results after interaction-based optimization.