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Abstract. In this paper we derive formulas for the Monge-Ampère measures of functions of the form \( \log |\Phi|_c \), where \( \Phi \) is a holomorphic map on a complex manifold \( X \) of dimension \( n \) with values in \( \mathbb{C}^{n+1} \setminus \{0\} \) and \( |\cdot|_c \) is the Lie norm on \( \mathbb{C}^{n+1} \).
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1. Introduction

This paper grew out of a study of a generalization of the Bernstein-Walsh-Siciak theorem to Stein manifolds by the second author [22], where the problem of constructing examples of plurisubharmonic (psh) exhaustion functions which are maximal outside a compact set appears naturally. The main result of the paper is the following.

Theorem 1.1. Let \( \Phi = (\Phi_0, ..., \Phi_n) : X \to \mathbb{C}^{n+1} \setminus \{0\} \) be a holomorphic map on a complex manifold of dimension \( n \). The function \( \log |\Phi|_c \), where \( |\cdot|_c \) denotes the Lie norm on \( \mathbb{C}^{n+1} \), is psh on \( X \) and a maximal \( C^\infty \) function on \( \Phi^{-1}(\mathbb{C}^{n+1} \setminus \mathbb{C}\mathbb{R}^{n+1}) \). The Monge-Ampère measure \( (dd^c(\log |\Phi|_c))^n \) has no mass on the set \( A_\Phi = \{ z \in X ; \text{rank} d\Phi(z) < n \text{ or } \Phi(z) \in \text{range} d\Phi(z) \} \). If \( M = \Phi^{-1}(\mathbb{C}\mathbb{R}^{n+1}) \setminus A_\Phi \) is non-empty, then it is an \( n \)-dimensional real analytic manifold and \( (dd^c(\log |\Phi|_c))^n \) is the current of integration along \( M \) of the \( n \)-form

\[
C_n(\Phi_0^2 + \cdots + \Phi_n^2)^{-\frac{n(n+1)}{2}} \sum_{j=0}^{n} (-1)^{j+1} \Phi_j d\Phi_0 \wedge \cdots \wedge \widehat{d\Phi_j} \wedge \cdots \wedge d\Phi_n \tag{1.1}
\]

where \( C_n = (-1)^{\frac{n(n-3)}{2}} n! \Omega_n \), \( \Omega_n \) is the volume of the unit-ball in \( \mathbb{R}^n \), and the holomorphic square root of the function \( \Phi_0^2 + \cdots + \Phi_n^2 \) is chosen with the same argument as the vector \( \Phi \) in \( \mathbb{C}\mathbb{R}^{n+1} \).
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The Lie norm on $\mathbb{C}^N$ is the largest norm on $\mathbb{C}^N$ which extends the euclidean norm $|\cdot|$ on $\mathbb{R}^N$ to a complex norm on $\mathbb{C}^N$. It thus dominates the standard hermitian norm on $\mathbb{C}^N$. It is given by an explicit formula in Proposition 2.1 which shows that it is a $C^\infty$ function on $\mathbb{C}^N \setminus \mathbb{R}^N$.

The Monge-Ampère measure of a $C^2$ psh function $v$ on an open subset of $\mathbb{C}^n$ is defined as

$$\left(\ddc v\right)^n = \left(\ddc v \wedge ... \wedge \ddc v\right) = 4^n n! \text{Det} \left(\frac{\partial^2 v}{\partial z_j \partial \bar{z}_k}\right)_{j,k} dV,$$

where $\ddc = i(\bar{\partial} - \partial)$ and $dV = \bigwedge_{j=1}^n \frac{i dz_j \wedge d\bar{z}_j}{2}$ is the standard euclidean volume form on $\mathbb{C}^n$. By the fundamental work of Bedford and Taylor [6, 5] one can define the Monge-Ampère measure of a $L^\infty$ loc psh function $v$ as

$$\left(\ddc v\right)^n := \lim_{k \to \infty} \left(\ddc v_k\right)^n$$

where the limit is taken in the weak* topology of measures and $(v_k)$ is any sequence of smooth psh functions decreasing to $v$.

Recall that a Stein manifold $X$ is said to be parabolic if every bounded psh function on $X$ is constant, it is said to be $S$-parabolic if there exists a psh exhaustion on $X$ which is maximal outside a compact subset of $X$. Such an exhaustion is called a parabolic potential or a special psh exhaustion function. The Stein manifold is said to be $S^*$-parabolic if there exists a continuous parabolic potential on $X$. See Aytuna and Saduallev [1, 2, 3] for a study of these classes of manifolds.

In order to understand when we can expect to find a parabolic potential of the form $\log |\Phi|$ on a holomorphic map $\Phi : X \to Y$ be a holomorphic map on a manifold $X$ of dimension $n$ into a manifold $Y$ of dimension $N$ and let $h$ be a psh function on $Y$. If $h$ is an exhaustion and $\Phi$ is a proper map, then $h \circ \Phi$ is an exhaustion on $X$. If $h$ is a $C^2$ function on an open subset $V$ of $Y$ then $h$ is maximal on $V$ if and only if the Levi form of $h$ has eigenvalue 0 at every point $\zeta \in V$. Recall that the Levi form of $h$ is the hermitian form $w \mapsto \mathcal{L}_h(\zeta, w) = \sum_{j,k=1}^N h_{jk}(\zeta) w_j \bar{w}_k$, where the Levi matrix $(h_{jk}(\zeta))_{j,k=1}^N$ is given in local coordinates $\zeta = (\zeta_1, \ldots, \zeta_N)$ as $h_{jk} = \frac{\partial^2 h}{\partial \zeta_j \partial \bar{\zeta}_k}$ and $(w_1, \ldots, w_N)$ are the coordinates of the tangent vector $w$ at $\zeta$ with respect to the basis $(\partial/\partial \zeta_1, \ldots, \partial/\partial \zeta_N)$. We have

$$\mathcal{L}_{h \circ \Phi}(z; w) = \mathcal{L}_h(\Phi(z), d\Phi(z)(w)), \quad z \in \Phi^{-1}(V), w \in T_z X.$$
From this equation we see that if for every \( z \in \Phi^{-1}(V) \) there exists a tangent vector \( w \neq 0 \) of \( X \) at \( z \) which is mapped by \( d\Phi(z) \) to the kernel of the Levi matrix of \( h \) at \( \Phi(z) \), then \( h \circ \Phi \) is maximal on \( \Phi^{-1}(V) \). If at every \( \zeta \in V \) the kernel of the Levi matrix of \( h \) at \( \zeta \) has dimension at least \( k \geq 1 \) and \( N = n + k - 1 \), then it follows by the rank-nullity theorem from linear algebra that \( h \circ \Phi \) is maximal on \( \Phi^{-1}(V) \).

By Bos, Levenberg, Ma’u, and Piazzon [9] the 0 eigenspace of the Levi matrix of \( \log |\cdot|_c \) on \( \mathbb{C}^N \) at every \( \zeta \neq 0 \) is spanned by \( \zeta \) and \( \bar{\zeta} \). These vectors are linearly independent if and only if \( \zeta \) is in \( \mathbb{C}^N \setminus \mathbb{C}R^N \), so the kernel of the Levi matrix of the function \( \log |\cdot|_c \) is two dimensional at every \( \zeta \in \mathbb{C}^N \setminus \mathbb{C}R^N \). Hence \( \log |\Phi|_c \) is maximal on \( \Phi^{-1}(\mathbb{C}^{n+1} \setminus \mathbb{C}R^{n+1}) \) for every holomorphic map \( \Phi : X \to \mathbb{C}^{n+1} \) on a manifold of dimension \( n \).

Our observations can now be summarized as follows: If \( X \) is a Stein manifold of dimension \( n \), and there exists a proper holomorphic map \( \Phi : X \to \mathbb{C}^{n+1} \), such that \( \Phi^{-1}(\mathbb{C}R^{n+1}) \) is compact, then \( X \) is \( S^* \)-parabolic. More generally, if there exists a proper holomorphic map \( \Phi : X \to \mathbb{C}^N \), \( N \geq n \), such that \( \Phi^{-1}(\mathbb{C}R^N) \) is compact and such that for every \( z \in X \) there exists a tangent vector \( w \neq 0 \) at \( z \) which is mapped by the derivative \( d\Phi(z) \) at \( z \) into the span of \( \Phi(z) \) and \( \bar{\Phi}(z) \), then \( X \) is \( S^* \)-parabolic. There is an extensive literature on the existence of proper holomorphic maps on Stein manifolds, see e.g., Forstnerič [14].

The plan of the paper is as follows. In Section 2 we review the general theory of the cross norm \( \| \cdot \|_c \) on the complexification \( V_C \) of a real normed space \( (V, \| \cdot \|) \). For an inner product space \( (V, \langle \cdot, \cdot \rangle) \) with norm \( |\cdot| \) we derive a simple formula for the cross norm, \( |\zeta|_c = |a| + |b| \), where the vector \( \zeta \in V_C \) is represented as \( \zeta = e^{i\theta}(a + ib) \), with \( \theta \in \mathbb{R}, a, b \in V, \langle a, b \rangle = 0 \), and \( |b| \leq |a| \). From this formula we give a new proof of the explicit formulas for \( |\zeta|_c \) originally proved by Drużkowski in [13]. If \( |\cdot| \) is the euclidean norm on \( \mathbb{R}^N \), then \( |\cdot|_c \) is called the Lie norm on \( \mathbb{C}^N \).

In Section 3 we first take a look at the set \( \mathbb{C}R^N \) from a few different viewpoints. Then we look at the presentation of \( \zeta \in \mathbb{C}^N \) as \( \zeta = e^{i\theta}(a + ib) \) with \( \theta \in \mathbb{R}, a, b \in \mathbb{R}^N, \langle a, b \rangle = 0 \), and \( |b| \leq |a| \), which is very useful in our calculations. We derive a formula for the pullback of the volume form \( dV \) on \( \mathbb{C}^N \) to the \( 2N \)-dimensional real manifold \( \{ (\theta, a, b) ; \langle a, b \rangle = 0, |b| < |a| \} \).
This formula is applied in Section 7 for calculating weak limits of Monge-Ampère measures.

In Sections 4 and 5 we apply Theorem 1.1 to calculate the Siciak-Zakharyuta extremal function and the corresponding equilibrium measure for a few compact subsets \( K \) of \( \mathbb{R}^n \subset \mathbb{C}^n \). The extremal function has been extensively studied for several decades and, in particular, authors have shown interest in the case when \( K \) is a compact subset of \( \mathbb{R}^N \) \([12, 4, 7, 8, 10, 11, 18]\). Among our examples is a result that motivated this study \([9]\).

As a preparation for the proof of Theorem 1.1 we analyse in Section 6 the Levi form of the maximal function \( h_\varepsilon = \log v_\varepsilon \), where the family of functions,
\[
v_\varepsilon(\zeta) = (|a| + \varepsilon|b|)^{1/2} + (|b| + \varepsilon|a|)^{1/2}, \quad \varepsilon \geq 0,
\]
regularizes the Lie norm \( v(\zeta) = |\zeta| = |a| + |b| \). Finally, in Section 7 we complete the proof of Theorem 1.1 by calculating the Monge-Ampère measure \((dd^c(\log |\Phi|_\varepsilon))^n\) as the weak limit of \((dd^c(\log v_\varepsilon \circ \Phi))^n\).
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2. Lie norm

The Lie norm on \( \mathbb{C}^N \) is a special case of an extension of a norm on a real vector space \( V \) to a complex norm on its complexification \( V_\mathbb{C} = \mathbb{C} \otimes_\mathbb{R} V \), i.e., the extension satisfies \( \|\alpha \zeta\| = |\alpha|\|\zeta\| \) for \( \alpha \in \mathbb{C} \) and \( \zeta \in V_\mathbb{C} \). There are a few different ways of introducing the complexification, see Munoz, Sarantopoulos, and Tonge \([21]\). One is to define \( V_\mathbb{C} \) as \( V \times V \) with usual addition and complex multiplication \((\alpha + i\beta)(\xi, \eta) = (\alpha \xi - \beta \eta, \beta \xi + \alpha \eta)\) where \( \alpha, \beta \in \mathbb{R} \) and \( \xi, \eta \in V \). We have \((0, \eta) = i(\eta, 0)\), so if we identify the real vector \( \xi \) in \( V \) with \((\xi, 0)\) in \( V_\mathbb{C} \), then we can write every vector \( \zeta = (\xi, \eta) \) as \( \zeta = \xi + i\eta \). Thus \( V \) is a real subspace of \( V_\mathbb{C} \) and \( V_\mathbb{C} = V \oplus iV \). The vectors \( \xi \) and \( \eta \) are called the real and imaginary parts of \( \zeta \), denoted by \( \text{Re} \zeta \) and \( \text{Im} \zeta \).

In \([21]\) it is shown that every norm \( \| \cdot \| \) on \( V \) can be extended to a complex norm on \( V_\mathbb{C} \). If we have such an extension and \( \zeta = \sum_{j=1}^{k} \alpha_j \xi_j \) is a point in \( V_\mathbb{C} \), where \( \alpha_j \in \mathbb{C} \) and \( \xi_j \in V \), then the triangle inequality implies
The cross norm is given by the formula
\[ \| \zeta \|_c = \inf \left\{ \sum_{j=1}^{k} |\alpha_j| \| \xi_j \| ; \zeta = \sum_{j=1}^{k} \alpha_j \xi_j, \alpha_j \in \mathbb{C}, \xi_j \in V, k \in \mathbb{N}^+ \right\}. \] (2.1)

Since we can extend every norm on \( V \) to a complex norm on \( V_C \), it is easy to see that \( \zeta \mapsto \| \zeta \|_c \) is a norm and moreover it is the largest complex norm on \( V_C \) which extends \( \| \cdot \| \) from \( V \). The norm \( \| \cdot \|_c \) on \( V_C \) is called the cross norm of \( \| \cdot \| \). If \( \| \cdot \| \) denotes the euclidean norm on \( \mathbb{R}^N \) then the cross norm \( \| \cdot \|_c \) is called the Lie norm on \( \mathbb{C}^N \).

The set \( CV = \{ \alpha \xi \in V_C ; \alpha \in \mathbb{C}, \xi \in V \} = \{ e^{i\theta} \xi \in V_C ; \theta \in \mathbb{R}, \xi \in V \} \) consisting of all vectors in \( V_C \) with parallel real and imaginary parts is important in our calculations. If \( \zeta = e^{i\theta} \xi \in CV \) and \( \| \cdot \| \) extends from \( V \) to a complex norm on \( V_C \), also denoted by \( \| \cdot \| \), then \( \| \zeta \| = \| \xi \| \). We denote the distance from \( \zeta \in V_C \) to \( CV \) by \( d(\zeta, CV) = \inf \{ \| \zeta - e^{i\theta} \xi \| ; \theta \in \mathbb{R}, \xi \in V \} \).

Assume from now on that \( V \) is an inner product space with norm \( \| \xi \| = \langle \xi, \xi \rangle^{\frac{1}{2}}, \) where \( (x, \xi) \mapsto \langle x, \xi \rangle \) is an inner product on \( V \). The bilinear form on \( V \) has a unique extension to a symmetric \( \mathbb{C} \)-bilinear form on \( V_C \) by the formula
\[ \langle x + iy, \xi + i\eta \rangle = \langle x, \xi \rangle - \langle y, \eta \rangle + i\langle x, \eta \rangle + i\langle y, \xi \rangle, \] (2.2)
and the hermitian form \( (z, \zeta) \mapsto \langle z, \zeta \rangle \) generates an extension of the norm by the formula
\[ |\zeta| = \langle \zeta, \bar{\zeta} \rangle^{\frac{1}{2}} = (|\xi|^2 + |\eta|^2)^{\frac{1}{2}}, \quad \zeta = \xi + i\eta \in V_C. \] (2.3)

Take \( \zeta \in V_C \) and \( \theta \in \mathbb{R} \) such that \( e^{-2i\theta} \langle \zeta, \zeta \rangle \) is a positive real number. If \( a = \text{Re}(e^{-i\theta} \zeta) \) and \( b = \text{Im}(e^{-i\theta} \zeta) \), then \( e^{-2i\theta} \langle \zeta, \zeta \rangle = |a|^2 - |b|^2 + 2i \langle a, b \rangle \geq 0 \), so we conclude that \( \langle a, b \rangle = 0 \) and \( |b| \leq |a| \).

**Proposition 2.1.** If \( \zeta = \xi + i\eta = e^{i\theta}(a + ib), \theta \in \mathbb{R}, \xi, \eta, a, b \in V, \langle a, b \rangle = 0, \) and \( |b| \leq |a|, \) then
\[ |a| = \frac{1}{\sqrt{2}} (|\zeta|^2 + |\zeta, \zeta|)^{\frac{1}{2}} \quad \text{and} \quad |b| = \frac{1}{\sqrt{2}} (|\zeta|^2 - |\zeta, \zeta|)^{\frac{1}{2}}. \] (2.4)

The cross norm is given by the formula
\[ |\zeta|_c = |a| + |b| = \left( |\xi|^2 - d(\zeta, CV)^2 \right)^{\frac{1}{2}} + d(\zeta, CV) \] (2.5)
\[ = \left( |\xi|^2 + (|\zeta|^4 - |\zeta, \zeta|^2)^{\frac{1}{2}} \right)^{\frac{1}{2}} \]
\[ = \left( |\xi|^2 + 2(|\xi|^2|\eta|^2 - \langle \xi, \eta \rangle^2)^{\frac{1}{2}} \right)^{\frac{1}{2}}. \]
The distance from \( \zeta \) to \( CV \) is given by \( d(\zeta, CV) = |b| \). If \( V \) is a Hilbert space and \( \langle \zeta, \zeta \rangle \neq 0 \), then \( e^{i\theta}a \) is a unique point in \( CV \) with minimal distance to \( \zeta \). If \( \langle \zeta, \zeta \rangle = 0 \), then \( \{ e^{i\theta} \text{Re}(e^{-i\theta}\zeta) \mid \theta \in \mathbb{R} \} = \{ \frac{1}{2}(\zeta + e^{2i\theta}\zeta) \mid \theta \in \mathbb{R} \} \) is a circle consisting of all points in \( CV \) with minimal distance to \( \zeta \).

Proof. Equations (2.4) follow from the fact that \( |\zeta|^2 = |a|^2 + |b|^2 \), and \( |\langle \zeta, \zeta \rangle| = |a|^2 - |b|^2 \). For proving the first equality in (2.5) we observe that \( \zeta = e^{i\theta}a + e^{i\theta}ib \) is one of the linear combinations in (2.1), so we have \( |\zeta|_c \leq |a| + |b| \) and equality holds if \( b = 0 \). Assume that \( b \neq 0 \) and take \( e_a = a/|a| \) and \( e_b = b/|b| \). If \( \zeta = \sum_{j=1}^{k} \alpha_j \xi_j \) is some other representation of \( \zeta \) as in (2.1), then \( a = \sum_{j=1}^{k} \text{Re}(e^{-i\theta}\alpha_j)\xi_j, \ b = \sum_{j=1}^{k} \text{Im}(e^{-i\theta}\alpha_j)\xi_j \), so the Cauchy-Schwarz inequality and Pythagoras’ theorem give

\[
|a| + |b| = \langle a, e_a \rangle + \langle b, e_b \rangle = \sum_{j=1}^{k} \langle \text{Re}(e^{-i\theta}\alpha_j)e_a + \text{Im}(e^{-i\theta}\alpha_j)e_b, \xi_j \rangle
\]

\[
\leq \sum_{j=1}^{k} |\text{Re}(e^{-i\theta}\alpha_j)e_a + \text{Im}(e^{-i\theta}\alpha_j)e_b| |\xi_j| = \sum_{j=1}^{k} |\alpha_j||\xi_j|.
\]

This proves the first equality in (2.5) and the others follow from (2.4). The proof of the remaining statements is identical to the proof of Lemma 5.18 in [16].

Observe that the last two expressions for the Lie norm in (2.5) were first proved by Drużkowski [13].

3. GEOMETRY OF \( \mathbb{CR}^N \)

From now on we let \( \langle \cdot, \cdot \rangle \) denote the natural bilinear form on \( \mathbb{CN} \), \( \langle z, \zeta \rangle = \sum_{j=1}^{N} z_j\zeta_j \), which means that the hermitian form is \( (z, \zeta) \mapsto \langle z, \zeta \rangle \). We let \( |\cdot| \) denote the hermitian norm on \( \mathbb{CN} \) and \( |\cdot|_c \) denote the Lie norm.

The set \( \mathbb{CR}^N \) consists of all vectors in \( \mathbb{CN} \) with parallel real and imaginary parts. Since \( \mathbb{CR}^N \setminus \{0\} \) is the inverse image of the real projective space \( \mathbb{P}^{N-1}(\mathbb{R}) \) under the natural map from \( \mathbb{CN} \setminus \{0\} \) it is a real analytic manifold of dimension \( N + 1 \). Every \( \zeta \) in \( \mathbb{CR}^N \) can be written as \( \zeta = e^{i\theta}a \) and we say that \( \theta \) is the argument of \( \zeta \). The mapping

\[
\mathbb{R} \times (\mathbb{R}^N \setminus \{0\}) \ni (\theta, a) \mapsto e^{i\theta}a \in \mathbb{CN}
\]
has an injective differential at every point. We have $e^{i\theta}a = e^{i\phi}b$ if and only if $\theta - \phi = k\pi$ and $a = (-1)^k b$ for some integer $k$. This proves again that $\mathbb{CR}^N \setminus \{0\}$ is a real analytic manifold of dimension $n + 1$, and that is is a fiber bundle over $S^1$ with the projection

$$\mathbb{CR}^N \setminus \{0\} \ni \zeta = e^{i\theta}a \mapsto \frac{\langle \zeta, \zeta \rangle}{|\zeta|^2} = e^{2i\theta} \in S^1$$

(3.2)

and fiber $\mathbb{R}^N \setminus \{0\}$. We have already noted that $\mathbb{CR}^N$ is the set of all vectors $\zeta = \xi + i\eta$ with parallel real and imaginary parts $\xi$ and $\eta$. We have $|\zeta|^2 - |\langle \zeta, \zeta \rangle| = 4(|\xi|^2|\eta|^2 - \langle \xi, \eta \rangle^2)$ which gives that $\mathbb{CR}^N$ is a real algebraic variety,

$$\mathbb{CR}^N = \{\xi + i\eta \in \mathbb{C}^N; |\zeta||\eta| = |\langle \zeta, \eta \rangle| \} = \{\zeta \in \mathbb{C}^N; |\zeta|^2 = |\langle \zeta, \zeta \rangle|\}. \quad (3.3)$$

In Section 2 we have seen how useful the $(\theta,a,b)$ coordinates are for the calculation of the Lie norm. We are going to use these coordinates to parametrize the set $\{\zeta \in \mathbb{C}^N; \langle \zeta, \zeta \rangle \neq 0\}$ and to express the standard volume form on $\mathbb{C}^N$,

$$dV = \left(\frac{i}{2}\right)^N \bigwedge_{j=1}^N dz_j \wedge d\bar{z}_j$$

(3.4)

with respect to these coordinates.

**Proposition 3.1.** The pullback of the volume form $dV$ on $\mathbb{C}^N$, under the map $(\theta,a,b) \mapsto e^{i\theta}(a + ib)$ to the $2N$ dimensional real manifold

$$L = \{(\theta,a,b); \theta \in \mathbb{R}, a,b \in \mathbb{R}^N, \langle a,b \rangle = 0, |b| < |a|\} \subseteq \mathbb{R}^{2N+1}$$

(3.5)

is given by the formula

$$dV = -d\theta \wedge \sum_{j=1}^N \left(a_j \Lambda_{b_j} + b_j \Lambda_{a_j}\right)$$

(3.6)

where the $2N - 1$ forms $\Lambda_{a_j}$ and $\Lambda_{b_j}$ are given by

$$\Lambda_{a_j} = da_1 \wedge db_1 \wedge ... \wedge \widehat{da_j} \wedge db_j \wedge ... \wedge da_N \wedge db_N$$

(3.7)

$$\Lambda_{b_j} = da_1 \wedge db_1 \wedge ... \wedge \widehat{db_j} \wedge da_j \wedge ... \wedge da_N \wedge db_N,$$

(3.8)

and $\widehat{da_j}$ and $\widehat{db_j}$ is the standard notation for omitted factors. On the open subset $L_k := \{(\theta,a,b) \in L; a_k \neq 0\}$ of $L$ we can express the volume form as

$$dV = \frac{|b|^2}{a_k} d\theta \wedge \Lambda_{b_k} - d\theta \wedge \sum_{j=1}^N a_j \Lambda_{b_j}.$$

(3.9)
Proof. We have 
\[ z_j = e^{i\theta}(a_j + ib_j) \quad \text{and} \quad \overline{z}_j = e^{-i\theta}(a_j - ib_j), \]
so
\[ dz_j = ie^{i\theta}((a_j + ib_j)d\theta - ida_j + db_j) \quad \text{and} \quad d\overline{z}_j = -ie^{-i\theta}((a_j - ib_j)d\theta + ida_j + db_j) \]
and we get
\[ dz_j \wedge d\overline{z}_j = -2i(\overline{z}_j d\theta \wedge da_j - b_j d\theta \wedge db_j + da_j \wedge db_j). \quad (3.10) \]
Now equation (3.6) follows by wedging equation (3.10) over all \( j \in \{1, ..., N\} \), and noticing that \( \bigwedge_{j=1}^{N} da_j \wedge db_j = 0 \), which follows from the equation \( a_1 b_1 + \cdots a_N b_N = 0 \). Furthermore, this equation implies that \( b_j \Lambda_{a_j} = -\frac{b_j^2}{a_j} \Lambda_{b_k} \) on \( L_k \) for every \( j \) and \( k \). If we combine this with (3.6), then (3.9) follows.

In some cases the variables \( \theta, a_1, \ldots, a_N, b_1, \ldots, b_N \) on \( L \) are inconvenient to work with because they are dependent through the equality \( \langle a, b \rangle = 0 \). Therefore we define the set
\[ \tilde{L} = \{ (\theta, a, \beta) \in \mathbb{R} \times \mathbb{R}^N \times \mathbb{R}^{N-1}; |\beta| < |a| \} \]
and present the following proposition.

**Proposition 3.2.** There exists a change of variables
\[ L \rightarrow \tilde{L}, \quad (\theta, a, b) \rightarrow (\theta, a, \beta) \]
such that \( |\beta| = |b| \) and
\[ dV = -(-1)^{\frac{N(N+1)}{2}} (|a| - \frac{|\beta|^2}{|a|}) d\theta \wedge dV_a \wedge dV_{\beta}, \quad \text{where} \]
\[ dV_a = da_1 \wedge \cdots \wedge da_N \quad \text{and} \quad dV_{\beta} = d\beta_1 \wedge \cdots \wedge d\beta_{N-1}. \]

**Proof.** For each \( a \neq 0 \) define \( U_a = (u_{j,k}(a)) \) as any \( N \times N \) unitary matrix whose last column is parallel to \( a \). This can be done in a way such that the entries of the matrix are smooth as functions of \( a \). Now we define the change of variables
\[ L \rightarrow \tilde{L}, \quad (\theta, a, b) \rightarrow (\theta, a, \beta) \]
with the equation
\[ (\beta_1, \ldots, \beta_{N-1}, 0)^t = U_a^{-1}(b_1, \ldots, b_N)^t. \]
Since $U_a$ is unitary its cofactors are given with the equation $C_{j,k} = u_{k,j}$, in particular we have $C_{j,N} = a_j/|a|$. Therefore, for any $s \in \{1, \ldots, N\}$, we have
\[
(-1)^{N(N-1)/2} \Lambda_b s = (-1)^{s+N} dV_a \bigwedge_{j=1,j\neq s}^N \left( \sum_{k=1}^{N-1} u_{j,k} d\beta_k + \beta_k du_{j,k} \right) 
\]
\[
= (-1)^{s+N} dV_a \bigwedge_{j=1,j\neq s}^N \left( \sum_{k=1}^{N-1} u_{j,k} d\beta_k \right) = C_{s,N} dV_a \wedge dV_\beta.
\]
(3.11)
The result follows by combining equation (3.11) with equation (3.9). □

4. Applications

In this section we apply Theorem 1.1 to give explicit formulas for the Siciak-Zakharyuta extremal functions and the corresponding equilibrium measures for a few examples of compact sets. We have grouped the examples into three cases; namely we consider compact subsets of the euclidean space $\mathbb{C}^n$, the projective space $\mathbb{P}^n(\mathbb{C})$ and the complex torus $\mathbb{C}^n/\mathbb{Z}^n$. For the rest of the section we write $\mathbb{R}_+ := [0, \infty)$.

Recall that the extremal function of a compact set $K \subset \mathbb{C}^n$ is defined by the equation
\[
V_K(z) = \sup \{ u(z) : u \in L(\mathbb{C}^n), \ u|_K \leq 0 \}, \quad z \in \mathbb{C}^n,
\]
where $L(\mathbb{C}^n)$ is the Lelong class of all psh functions $u$ on $\mathbb{C}^n$ satisfying the growth condition $u(z) - \log |z| \leq O(1)$ as $|z| \to \infty$. The Monge-Ampère measure $(dd^c V_K)^n$ is called the equilibrium measure of $K$.

We define the extremal function and equilibrium measure of a compact set $K \subset \mathbb{C}^n/\mathbb{Z}^n$ analogously by defining the Lelong class $L(\mathbb{C}^n \setminus \mathbb{Z}^n)$ to be the class of all psh functions $u$ on $\mathbb{C}^n \setminus \mathbb{Z}^n$ satisfying the growth condition $u(z) - |\text{Im}(z)| \leq O(1)$ as $|\text{Im}(z)| \to \infty$.

Denote by $\omega$ the Fubini-Study metric on $\mathbb{P}^n(\mathbb{C})$. If we imbed $\mathbb{C}^n$ into $\mathbb{P}^n(\mathbb{C})$ in the canonical way $[z_1, \ldots, z_n] \to [1 : z_1 : \ldots : z_n]$ then $\omega$ has a plurisubharmonic potential on $\mathbb{C}^n$, namely
\[
\omega = \frac{dd^c}{2} \log(1 + |z|^2), \quad z \in \mathbb{C}^n.
\]
We define the class of $\omega$-psh functions on $\mathbb{P}^n(\mathbb{C})$ as

$$\text{PSH}(\mathbb{P}^n(\mathbb{C}), \omega) = \{ \phi \in L^1(\mathbb{P}^n(\mathbb{C})) : \phi \text{ is usc and } dd^c \phi + \omega \geq 0 \}.$$ 

For a compact set $K \subset \mathbb{P}^n(\mathbb{C})$ we define the $\omega$-extremal function for $K$ to be

$$V_{K,\omega}(z) = \sup \{ \phi(z) : \phi \in \text{PSH}(\mathbb{P}^n(\mathbb{C}), \omega), \phi|_K \leq 0 \}$$

and the $\omega$-equilibrium measure for $K$ is $\left(dd^c V_{K,\omega}\right)^n$. For a detailed survey on $\omega$-psh functions we refer to Guedj and Zeriahi [15]. See also Magnússon [19, 20].

**Compact subsets of $\mathbb{R}^n \subset \mathbb{C}^n$.** Although Theorem 1.1 can be applied to calculate the extremal function for a variety of compact subsets of $\mathbb{C}^n$ we restrict our attention to compact subsets of $\mathbb{R}^n$ simply because authors in the past have shown particular interest in this case.

**Lemma 4.1.** Let $f = (f_0, \ldots, f_n)$ be a holomorphic map on $U \subset \mathbb{C}^n$ satisfying $f_0 + \ldots + f_n = 1$ and write

$$K = \{ z \in U : f_j(z) \in \mathbb{R}_+ \text{ for all } j \}.$$ 

Then the function

$$\psi : = 2 \log |(\sqrt{f_0}, \ldots, \sqrt{f_n})|_c$$

$$= \log \left(|f_0| + \ldots + |f_n| + (|f_0| + \ldots + |f_n|)^2 - 1\right)^{1/2}$$

equals 0 on $K$ and is maximal on $U \setminus K$. We have

$$\left(dd^c \psi\right)^n|_K = \pm \frac{n!\Omega_n}{\sqrt{f_0} \cdots \sqrt{f_n}} df_1 \wedge \ldots \wedge df_n.$$ 

(4.1)

**Proof.** It is easy to see that $\psi = 0$ on $K$. First we show that $K = f^{-1}(\mathbb{C}\mathbb{R}^{n+1}_+)$. We clearly have $K \subset f^{-1}(\mathbb{C}\mathbb{R}^{n+1}_+)$. Conversely, if $z \in f^{-1}(\mathbb{C}\mathbb{R}^{n+1}_+)$ there exist positive real numbers $x_0, \ldots, x_n$ and $\theta \in [0, 2\pi]$ such that

$$f_0(z) = x_0e^{i\theta}, \quad f_1(z) = x_1e^{i\theta}, \ldots, f_n(z) = x_ne^{i\theta}.$$ 

Adding all the equations gives

$$1 = f_0(z) + \ldots + f_n(z) = e^{i\theta}(x_0 + \ldots + x_n)$$

so $e^{i\theta} = 1$ which means that $f(z) \in \mathbb{R}^{n+1}_+$ so $z \in K$. Now we apply Theorem 1.1 with $\Phi = (\sqrt{f_0}, \ldots, \sqrt{f_n})$. We clearly have $\Phi^{-1}(\mathbb{C}\mathbb{R}^{n+1}_+) = f^{-1}(\mathbb{C}\mathbb{R}^{n+1}_+) = K$ and since $\Phi$ can be considered as a holomorphic map in a neighborhood of any point outside the set $S := \{ z \in U : f_0(z) \cdots f_n(z) = 0 \}$ we see that the function $\psi = \log |\Phi|^2_c$ is psh and maximal on $U \setminus (K \cup S)$. But since $S$ is
pluripolar we can conclude that \( \psi \) is psh and maximal on \( U \setminus K \). By simply substituting \( \Phi_j \) with \( \sqrt{f_j} \) in equation (1.1) from Theorem 1.1 we get the equation

\[
(dd^c \psi)^n|_K = \pm \frac{n! \Omega_n}{\sqrt{f_0 \cdots f_n}} \left( \sum_{j=0}^{n} (-1)^{j+1} f_j \Lambda f_j \right).
\]

Using the assumption \( f_0 + \cdots + f_n = 1 \) it is easy to show that

\[
\sum_{j=0}^{n} (-1)^{j+1} f_j \Lambda f_j = df_1 \wedge \cdots \wedge df_n
\]

and equation (4.1) follows. \( \square \)

At this point we should point out the similarities to the Joukovski transformation \( J : \mathbb{C} \to \mathbb{C} \) defined by the formula \( J(z) = \frac{1}{2} (z + \frac{1}{z}) \). It maps \( \mathbb{C} \setminus \{0\} \) bijectively to \( \mathbb{C} \setminus [-1, 1] \) and its inverse is given with the formula

\[
J^{-1}(z) = z + (z^2 - 1)^{1/2},
\]

where the square root is chosen such that \( J^{-1}(x) > 1 \) for \( x > 1 \). The function \( \psi \) from Lemma 4.1 can now be expressed as

\[
\psi(z) = \log J^{-1}(|f_0| + \cdots + |f_n|).
\]

We therefore see that our results, along with the extra condition \( f_0 + \cdots + f_n = 1 \) brings us to familiar territory, as the Joukovski map has been extensively studied for a long time. We include three examples which show the simplicity of this application of Theorem 1.1. Two of them can be found in Klimek [17], Section 5.4.

**Example 4.2. (The simplex).** It is easy to see that

\[
K := \{ z \in \mathbb{C}^n : z_j \in \mathbb{R}^+, \text{ for all } j \text{ and } 1 - z_1 - \cdots - z_n \in \mathbb{R}^+ \}
\]

is the simplex in \( \mathbb{R}^n \subset \mathbb{C}^n \). By applying Lemma 4.1 we see that the extremal function for \( K \) is \( V_K(z) = \log J^{-1}(|f_0| + \cdots + |f_n|) \) where

\[
f_0(z) = 1 - z_1 - \cdots - z_n, \quad \text{and} \quad f_j(z) = z_j, \quad 1 \leq j \leq n.
\]

Using equation (4.1) we see that the equilibrium measure for \( K \) is

\[
(dd^c V_K)^n|_K = \frac{n! \Omega_n}{\sqrt{x_1 \cdots x_n \cdot (1 - x_1 - \cdots - x_n)}} dx_1 \wedge \cdots \wedge dx_n.
\]

**Example 4.3. (The unit ball).** Let

\[
K = \{ x \in \mathbb{R}^n : 1 - x_1^2 - \cdots - x_n^2 \geq 0 \}
\]
be the unit ball in $\mathbb{R}^n \subset \mathbb{C}^n$. By Lemma 4.1 we see that the extremal function for $K$ is $V_K(z) = \log J^{-1}(|f_0| + \ldots + |f_n|)$ where

$$f_0(z) = 1 - z_1^2 - \ldots - z_n^2, \quad \text{and} \quad f_j(z) = z_j^2, \quad 1 \leq j \leq n.$$ 

Using equation (4.1) we see that the equilibrium measure for $K$ is

$$(dd^c V_K)^n|_K = \frac{2^n n! \Omega_n}{\sqrt{1 - x_1^2 - \ldots - x_n^2}} dx_1 \wedge \ldots \wedge dx_n.$$ 

**Example 4.4. (The first and fourth quadrant of a disk).** Let

$$K = \{(x_1, x_2) \in \mathbb{R}^2 : 1 - x_1^2 - x_2^2 \geq 0, \quad x_1 \cdot x_2 \geq 0\}$$

be the union of the first and fourth quadrant of the unit disk in $\mathbb{R}^2 \subset \mathbb{C}^2$. It is easy to show that

$$K = \{z \in \mathbb{C}^2 : 1 - z_1^2 - z_2^2 \in \mathbb{R}_+, \quad (z_1 - z_2)^2 \in \mathbb{R}_+, \quad 2z_1z_2 \in \mathbb{R}_+\},$$

and therefore $V_K(z) = \log J^{-1}(|f_0| + |f_1| + |f_2|)$ where

$$f_0(z) = 1 - z_1^2 - z_2^2, \quad f_1(z) = (z_1 - z_2)^2 \quad \text{and} \quad f_2(z) = 2z_1z_2.$$ 

By equation (4.1) we see that

$$(dd^c V_K)^2|_K = \frac{4\sqrt{2}\pi|x_1 + x_2|}{\sqrt{x_1x_2(1 - x_1^2 - x_2^2)}} dx_1 \wedge dx_2.$$ 

**Compact subsets of the complex projective space** $\mathbb{P}^n(\mathbb{C})$. We denote by $\pi : \mathbb{C}^{n+1} \setminus \{0\} \to \mathbb{P}^n(\mathbb{C})$ the usual projection $\pi(z_0, \ldots, z_n) = [z_0 : \ldots : z_n]$. We start with a lemma very similar to Lemma 4.1

**Lemma 4.5.** Let $f_0, \ldots, f_n$ be homogeneous polynomials in $\mathbb{C}^{n+1}$ of degree $2k$ satisfying the equation $f_0 + \ldots + f_n = (z_0^2 + \ldots + z_n^2)^k$ and write

$$K = \pi(\{z \in \mathbb{C}^{n+1} : (f_0(z), \ldots, f_n(z)) \in \mathbb{R}^{n+1}_+\}) \subset \mathbb{P}^n(\mathbb{C}).$$

Then the function

$$\psi := \frac{1}{2k} \log(|\sqrt{f_0}, \ldots, \sqrt{f_n}|_c^2) - \frac{1}{2} \log(|z_0|^2 + \ldots + |z_n|^2)$$

equals 0 on $K$ and $(dd^c \psi + \omega)^n = 0$ on $\mathbb{P}^n(\mathbb{C}) \setminus K$. We have

$$(dd^c \psi + \omega)^n|_K = \frac{n! \Omega_n}{2^n |z_0|^2 + \ldots + z_n^{2k(n+1)/2}} \sqrt{f_0 \cdots f_n} \left(\sum_{j=0}^{n} (-1)^{j+1} f_j A f_j\right).$$

**Proof.** It is simple to show that

$$\mathbb{C} \cdot \{z \in \mathbb{C}^{n+1} : (f_0(z), \ldots, f_n(z)) \in \mathbb{R}^{n+1}_+\}$$

$$= \{z \in \mathbb{C}^{n+1} : (f_0(z), \ldots, f_n(z)) \in \mathbb{C}R^{n+1}_+\}$$
and therefore

\[ K = \pi(\{ z \in \mathbb{C}^{n+1} : (f_0(z), \ldots, f_n(z)) \in \mathbb{C}\mathbb{R}_+^{n+1} \}). \]

The rest of the proof is almost identical to the one of Lemma 4.1. \[ \square \]

We consider two examples, the first one is studied in [9].

**Example 4.6. (The real projective space).** Let

\[ K = \mathbb{P}^n(\mathbb{R}) = \{ [x_0 : \ldots : x_n] : x_j \in \mathbb{R} \text{ for all } j \} \subset \mathbb{P}^n(\mathbb{C}) \]

be the real projective space. It is easy to see that

\[ K = \pi(\{ z \in \mathbb{C}^{n+1} : z_j^2 \in \mathbb{R}_+ \text{ for all } j \}) \]

and therefore

\[ V_{K, \omega}(z) = \frac{1}{2} \log(|z_0|^2 + |z_1|^2 + |z_2|^2) - \frac{1}{2} \log(|z_0|^2 + \ldots + |z_n|^2) \]

is the \( \omega \)-extremal function for \( K \). We clearly have \( K \cap \mathbb{C}^n = \mathbb{R}^n \) and

\[ (dd^c V_{K, \omega} + \omega)^n |_{K \cap C^2} = \frac{n! \Omega_n}{(1 + x_1^2 + x_2^2)^{\frac{n+1}{2}}} dx_1 \wedge \ldots \wedge dx_n. \]

**Example 4.7. (The first and fourth quadrant of the plane).** Let

\[ K = \pi(\{ (x_0, x_1, x_2) \in \mathbb{R}^3 : x_1 \cdot x_2 \geq 0 \}) \subset \mathbb{P}^2(\mathbb{C}). \]

When restricted to \( \mathbb{C}^2 \) the set \( K \) becomes the union of the first and fourth quadrant of the plane \( \mathbb{R}^2 \), i.e.

\[ K \cap \mathbb{C}^2 = \{ (x_1, x_2) \in \mathbb{R}^2 : x_1 \cdot x_2 \geq 0 \}. \]

It is relatively simple to show that \( K \) can be represented as

\[ K = \pi(\{ (z_0, z_1, z_2) \in \mathbb{C}^3 : z_0^2 \in \mathbb{R}_+, (z_1 - z_2)^2 \in \mathbb{R}_+, 2z_1z_2 \in \mathbb{R}_+ \}) \]

and therefore the \( \omega \)-extremal function for \( K \) is

\[ V_{K, \omega}(z) = \frac{1}{2} \log(|z_0, (z_1 - z_2), \sqrt{2z_1z_2})^2 c - \frac{1}{2} \log(|z_0|^2 + |z_1|^2 + |z_2|^2). \]

We have

\[ (dd^c V_{K, \omega} + \omega)^2 |_{K \cap C^2} = \frac{\sqrt{2}\pi(x_1 + x_2)}{(1 + x_1^2 + x_2^2)^{\frac{n}{2}}} dx_1 \wedge dx_2. \]
A compact subset of the complex torus. Finally we consider one compact subset of the complex torus $X = \mathbb{C}^n/\mathbb{Z}^n$. Define the functions $f_0, \ldots, f_n$ on $X$ by

$$f_0(z) = \frac{1}{n} \sum_{j=1}^{n} \cos^2(\pi z_j), \quad z = (z_1, \ldots, z_n) \in X,$$

and

$$f_j(z) = \frac{1}{n} \sin^2(\pi z_j), \quad j \in \{1, \ldots, n\}, \quad z \in X,$$

so we clearly have $f_0 + \ldots + f_n = 1$ on $X$. Then the set

$$K = \{z \in X : f_j(z) \in \mathbb{R}_+ \text{ for all } j\}$$

$$= \{z \in X : y_j = 0 \text{ or } x_j = 1/2 \text{ for all } j \text{ and } \cos^2(\pi z_1) + \ldots + \cos^2(\pi z_n) \geq 0\}$$

is easily seen to be compact. By Lemma 4.1 the function $\psi = \log J^{-1}(|f_0| + \ldots + |f_n|)$ is maximal on $X \setminus K$. For $J \subset \{1, \ldots, n\}$ write

$$K_J = K \cap \{z \in X : y_j = 0 \text{ if } j \in J \text{ and } x_j = 1/2 \text{ if } j \notin J\}.$$

Then we have $K = \bigcup_J K_J$ and notice that $K_{\{1, \ldots, n\}} = \mathbb{R}^n/\mathbb{Z}^n$ and $K_{\emptyset} = \emptyset$. To simplify notation we only calculate $(dd^c \psi)^n$ on $K_J$ when $J$ is of the type $J = \{1, 2, \ldots, s\}$ for some $1 \leq s \leq n$ since every other $K_J$ is practically identical to some $K_J$ of this type. Indeed if $J = \{1, 2, \ldots, s\}$, then

$$f_0|_{K_J} = \frac{1}{n} \left( \sum_{j=0}^{s} \cos^2(\pi x_j) - \sum_{j=s+1}^{n} \sinh^2(\pi y_j) \right)$$

and

$$f_j|_{K_J} = \frac{1}{n} \sin^2(\pi x_j) \text{ if } j \leq s, \quad f_j|_{K_J} = \frac{1}{n} \cosh^2(\pi y_j) \text{ if } j > s.$$

By Lemma 4.1 we have

$$(dd^c \psi)^n|_{K_J} = \frac{2^n n! \Omega^n}{n^{n/2} \sqrt{f_0}} \left| \cos(\pi x_1) \cdots \cos(\pi x_s) \sinh(\pi y_{s+1}) \cdots \sinh(\pi y_n) \right| dx_1 \wedge \ldots \wedge dx_s \wedge dy_{s+1} \wedge \ldots \wedge dy_n.$$

5. POLYNOMIAL MAPS

Let $X$ be an $n$ dimensional complex manifold and $q_0, \ldots, q_{n-1}$ be holomorphic functions on $X$. For every $z \in X$ denote by $P_z : \mathbb{C} \to \mathbb{C}$ the polynomial
defined by the equation

\[ P_z(\zeta) = \zeta^{n+1} - \zeta^n + q_{n-1}(z)\zeta^{n-1} - \ldots + (-1)^n q_1(z)\zeta + (-1)^{n+1} q_0(z) \]

\[ = \zeta^{n+1} - \zeta^n + \sum_{k=0}^{n-1} (-1)^{n+1-k} q_k(z)\zeta^k. \]

For every \( z \) denote by \( f_0(z), \ldots, f_n(z) \) the roots of the polynomial \( P_z \) and define the set

\[ K = \{ z \in \mathbb{C}^n : \text{all the roots of } P_z \text{ are positive real numbers} \} \]

\[ = \{ z \in \mathbb{C}^n : f_j(z) \in \mathbb{R}_+, \ 0 \leq j \leq n \}. \]

**Theorem 5.1.** Define \( \psi : \mathbb{C}^n \to \mathbb{R} \) by

\[ \psi(z) = \log J - 1 \left( |f_0(z)| + \ldots + |f_n(z)| \right). \]

The function \( \psi \) equals 0 on \( K \), it is maximal on \( \mathbb{C}^n \setminus K \) and

\[ \left( \frac{dd^c \psi}{n!} \right)_{|K} = \pm \frac{n! \Omega_n}{\sqrt{q_0(z) \Delta(z)}} dq_0 \wedge \ldots \wedge dq_{n-1}. \] (5.1)

where \( \Delta(z) \) is the discriminant of the polynomial \( P_z \).

Recall that the discriminant of a polynomial \( p \) of degree \( n \) with roots \( s_1, \ldots, s_n \) and leading coefficient \( a_n \) is defined as

\[ \Delta := a_n^{2n-2} \prod_{j<k} (s_j - s_k)^2 = (-1)^{\frac{n(n-1)}{2}} a_n^{2n-2} \prod_{j \neq k} (s_j - s_k). \]

The discriminant can also be represented in terms of the derivative of \( p \), indeed we have

\[ \prod_{j=1}^n p'(s_j) = \prod_{j=1}^n \left( a_n \prod_{k=1}^n (s_k - s_j) \right) = (-1)^{\frac{n(n-1)}{2}} \frac{\Delta}{a_n^{n-2}}. \] (5.2)

It follows easily from definition of the discriminant that for every monic polynomial \( p \) of degree \( n \) with discriminant \( \Delta \) and roots \( s_1, \ldots, s_n \) we have

\[ \tilde{\Delta}_j \cdot (p'(s_j))^2 = \Delta, \quad j = 1, \ldots, n \] (5.3)

where \( \tilde{\Delta}_j \) is the discriminant of \( \frac{p(z)}{z-s_j} \). Before we prove Theorem 5.1 we consider a lemma.

**Lemma 5.2.** Let \( P_z, q_0, \ldots, q_{n-1}, f_0, \ldots, f_n \) and \( \Delta \) be as in Theorem 5.1.

Then we have

\[ df_1 \wedge \ldots \wedge df_n = \pm \frac{dq_0 \wedge \ldots \wedge dq_{n-1}}{\sqrt{\Delta(z)}}. \] (5.4)

**Proof.** For every \( j = 0, \ldots, n \) we have

\[ 0 = P(f_j(z)) = f_j^{n+1}(z) - f_j^n(z) + \sum_{k=0}^{n-1} (-1)^{n+1-k} q_k(z) f_j^k(z). \] (5.5)
Differentiating equation (5.5) gives
\[ P'_z(f_j(z)) df_j = \sum_{k=0}^{n-1} (-1)^{n-k} f^k_j(z) dq_k. \] (5.6)

Wedging equation (5.6) over \(1 \leq j \leq n\) (notice we do not include \(j = 0\) in the wedge product) we get
\[ \left( \prod_{j=1}^{n} P'_z(f_j(z)) \right) df_1 \wedge ... \wedge df_n = (-1)^{\frac{n(n-1)}{2}} \det(A) dq_0 \wedge ... \wedge dq_{n-1} \] (5.7)

where \(A\) is the matrix with coefficients \(A_{j,k} = f^k_j(z)\). But \(A\) is a Vandermonde matrix and therefore we see that \((\det(A))^2\) equals the discriminant of the polynomial \(\frac{P_z(\zeta)}{\zeta - f_0(\zeta)}\). Now the result follows by multiplying \(P'_z(f_0(z))\) on both sides of equation (5.7) and then applying equations (5.2) and (5.3). \(\square\)

**Proof of Theorem 5.1.** The functions \(f_0, ..., f_n\) are holomorphic in a neighborhood of any point \(z \in \mathbb{C}^n\) such that \(\Delta(z) \neq 0\). Therefore, by Theorem 1.1 we see that \(\psi\) is maximal on \(\mathbb{C}^n \setminus (K \cup \{\Delta(z) = 0\})\).

It is well known that the discriminant is a holomorphic function so the set \(\{\Delta(z) = 0\}\) is pluripolar and we conclude that \(\psi\) is maximal on \(\mathbb{C}^n \setminus K\).

Equation (5.1) follows from equation (4.1) by applying Lemma 5.2 and noticing that \(q_0 = f_0 \cdots f_n\). \(\square\)

Before we calculate an explicit example we prove the following lemma.

**Lemma 5.3.** The roots of the polynomial \(p(z) = z^3 - z^2 + az - b\) are non-negative real numbers if and only if \(a, b, \Delta\) are non-negative real numbers.

**Proof.** Let \(s_0, s_1, s_2\) be the roots of \(p\). First suppose all the roots are non-negative real numbers. Then we have
\[ z^3 - z^2 + az - b = (z - s_0)(z - s_1)(z - s_2) \]
and by comparing coefficients we see that \(a, b \geq 0\). Also by definition of the discriminant we have \(\Delta \geq 0\). Conversely suppose \(a, b, \Delta \geq 0\). Since the discriminant is non-negative all the roots \(s_0, s_1, s_2\) are real numbers. We have \(p(x) < 0\) for all \(x < 0\) and therefore the roots can’t be negative. \(\square\)
Remark: A similar statement for higher order polynomials is not true. As a counter-example we can consider the polynomial
\[ p(z) = z^4 - z^3 + \frac{9}{4}z^2 - z + \frac{5}{4} \]
which has discriminant \( \Delta = \frac{289}{16} \). The polynomial \( p \) would satisfy the higher order analogue of Lemma 5.3 but it has 4 complex roots, namely
\[ s_0 = i, \quad s_1 = -i, \quad s_2 = \frac{1}{2} - i, \quad s_3 = \frac{1}{2} + i. \]

Example 5.4. We apply Theorem 5.1 with \( X = \mathbb{C}^2 \), \( q_0(z) = z_2 \) and \( q_1(z) = z_1 \) so \( p_\zeta(\zeta) = \zeta^3 - \zeta^2 + z_1 \zeta - z_2 \). Then, using the equation for the discriminant for third order polynomials, we have
\[ \Delta(z) = z_1^2 - 4z_1^3 - 4z_2 - 27z_2^2 + 18z_1z_2. \]
Using a program we find that
\[ K = \{(z_1, z_2) \in \mathbb{C}^2 : \text{all the roots of } P_z \text{ are real and positive}\} \]
\[ = \{(x_1, x_2) \in \mathbb{R}_+^2 : \Delta(x_1, x_2) \geq 0\} \]
looks like this:

The Monge-Ampere measure of \( \psi \) defined as in Theorem 5.1 is
\[ (dd^c \psi)^2|_K = \frac{2\pi dx_1 \wedge dx_2}{\sqrt{x_2(x_1^2 - 4x_1^3 - 4x_2 - 27x_2^2 + 18x_1x_2)}}. \]
Notice that \( \psi \) is not the actual extremal function for \( K \) because its growth at infinity differs from the logarithm. This means that we have not calculated the actual equilibrium measure for \( K \).
6. Regularization of the Lie norm

In this section we study the Levi form of the function \( h_\varepsilon = \log v_\varepsilon \) where \((v_\varepsilon)_\varepsilon \geq 0\) is the regularization of \( v = | \cdot |_c \) given for \( \zeta \in \mathbb{C}^N \) by
\[
  v_\varepsilon(\zeta) = (|a|^2 + \varepsilon|b|^2)^{\frac{1}{2}} + (|b|^2 + \varepsilon|a|^2)^{\frac{1}{2}}
\] (6.1)
with the same notation as in the previous sections. We see that \( v_\varepsilon \) is complex homogeneous of degree 1, \( v_\varepsilon(\zeta) \searrow v(\zeta) = |a| + |b| = |\zeta|_c \) as \( \varepsilon \searrow 0 \). The Levi form of \( h_\varepsilon \) is quite involved, so in order to simplify our calculations we define the functions \( A \) and \( B \) on \( \mathbb{C}^N \) by
\[
  A(\zeta) = |a|^2 = \frac{1}{2}(|\zeta|^2 + |\langle \zeta, \zeta \rangle|), \quad \text{and} \quad B(\zeta) = |b|^2 = \frac{1}{2}(|\zeta|^2 - |\langle \zeta, \zeta \rangle|)
\]
and for every \( \varepsilon \geq 0 \), \( A_\varepsilon = A + \varepsilon B \) and \( B_\varepsilon = B + \varepsilon A \). We observe that
\[
  A_\varepsilon + B_\varepsilon = (1 + \varepsilon)(A + B) = (1 + \varepsilon)|\zeta|^2,
\]
\[
  A_\varepsilon - B_\varepsilon = (1 - \varepsilon)(A - B) = (1 - \varepsilon)|\langle \zeta, \zeta \rangle|,
\]
\[
  4A_\varepsilon B_\varepsilon = (A_\varepsilon + B_\varepsilon)^2 - (A_\varepsilon - B_\varepsilon)^2 = (1 + \varepsilon)^2|\zeta|^4 - (1 - \varepsilon)^2|\langle \zeta, \zeta \rangle|^2.
\]
We define the function \( \varphi_\varepsilon \) on \( \mathbb{C}^N \) by
\[
  \varphi_\varepsilon(\zeta) = 2(A_\varepsilon(\zeta)B_\varepsilon(\zeta))^{\frac{1}{2}} = (1 + \varepsilon)^2|\zeta|^4 - (1 - \varepsilon)^2|\langle \zeta, \zeta \rangle|^2)^{\frac{1}{2}}
\] (6.2)
\[
  = 2((1 + \varepsilon^2)|a|^2|b|^2 + \varepsilon(|a|^4 + |b|^4))^{\frac{1}{2}}. \quad (6.3)
\]
The right hand side of (6.2) shows that \( \varphi_\varepsilon \) is a \( C^\infty \) function on \( \mathbb{C}^N \setminus \{0\} \) and the formula for \( v_\varepsilon \) becomes
\[
  v_\varepsilon(\zeta) = A_\varepsilon^{\frac{1}{2}} + B_\varepsilon^{\frac{1}{2}} = (A_\varepsilon + B_\varepsilon + 2(A_\varepsilon B_\varepsilon)^{\frac{1}{2}})^{\frac{1}{2}} = ((1 + \varepsilon)|\zeta|^2 + \varphi_\varepsilon(\zeta))^{\frac{1}{2}}. \quad (6.4)
\]

**Theorem 6.1.** The function \( h_\varepsilon = \log v_\varepsilon \) is psh and maximal on \( \mathbb{C}^N \). If \( \zeta \in \mathbb{C}^N \setminus \mathbb{CR}^N \) then the Levi-form of \( h_\varepsilon \) at \( \zeta \) is
\[
  \mathcal{L}_{h_\varepsilon}(\zeta, w) = \frac{(1 + \varepsilon)}{2\varphi_\varepsilon(\zeta)} \left( \frac{4\varepsilon|\zeta|^4}{\varphi_\varepsilon(\zeta)^2} |\langle w, \xi \rangle|^2 + |w'|^2 \right)
\]
where \( w' \) denotes the component of \( w \) orthogonal to \( \zeta \) and \( \bar{\zeta} \), and
\[
  \xi = (|b|e_a - i|a|e_b)/|\zeta|
\] (6.5)
is a unit vector in the plane \( \text{span}\{\zeta, \bar{\zeta}\} = \text{span}\{a, b\} \) which is perpendicular to \( \zeta \), and \( e_a \) and \( e_b \) are unit vectors in the direction of \( a \) and \( b \). In other words, the Levi-matrix of \( h_\varepsilon \) has three distinct eigenvalues
\[
  \lambda_0 = 0, \quad \lambda_1 = \frac{2\varepsilon(1 + \varepsilon)|\zeta|^4}{\varphi_\varepsilon(\zeta)^3}, \quad \lambda_2 = \frac{1 + \varepsilon}{2\varphi_\varepsilon(\zeta)},
\]
and the corresponding eigenspaces are
\[
  V_0 = \text{span}\{\zeta\}, \quad V_1 = \text{span}\{\xi\}, \quad V_2 = \{\zeta, \bar{\zeta}\} \perp \{a, b\} \perp.
\]
Proof. The Levi form of $h_\varepsilon$ at $\zeta \in \mathbb{C}^N \setminus \{0\}$ is given by
\[
\mathcal{L}_{h_\varepsilon}(\zeta; w) = \frac{1}{v_\varepsilon(\zeta)} \left( \mathcal{L}_{v_\varepsilon}(\zeta; w) - \frac{|\nabla v_\varepsilon(\zeta), w|^2}{v_\varepsilon(\zeta)} \right),
\]
(6.6)
where $\nabla v_\varepsilon = (\partial v_\varepsilon/\zeta_1, \ldots, \partial v_\varepsilon/\zeta_N)$. Since $v_\varepsilon = A_\varepsilon^{1/2} + B_\varepsilon^{1/2}$, we have
\[
\langle \nabla v_\varepsilon(\zeta), w \rangle = \frac{1}{2} A_\varepsilon^{-\frac{1}{2}} \langle \nabla A_\varepsilon(\zeta), w \rangle + \frac{1}{2} B_\varepsilon^{-\frac{1}{2}} \langle \nabla B_\varepsilon(\zeta), w \rangle,
\]
(6.7)
\[
\mathcal{L}_{v_\varepsilon}(\zeta; w) = \frac{1}{2} A_\varepsilon^{-\frac{1}{2}} \mathcal{L}_{A_\varepsilon}(\zeta; w) + \frac{1}{2} B_\varepsilon^{-\frac{1}{2}} \mathcal{L}_{B_\varepsilon}(\zeta; w)
\]
\[
- \frac{1}{4} A_\varepsilon^{-\frac{3}{2}} |\langle \nabla A_\varepsilon(\zeta), w \rangle|^2 - \frac{1}{4} B_\varepsilon^{-\frac{3}{2}} |\langle \nabla B_\varepsilon(\zeta), w \rangle|^2.
\]
(6.8)
Assume now that $\langle \zeta, \zeta \rangle \neq 0$. Then
\[
\frac{\partial |\langle \zeta, \zeta \rangle|}{\partial \zeta_j} = \frac{\langle \zeta, \zeta \rangle}{|\langle \zeta, \zeta \rangle|} = e^{-2i\theta} \zeta_j \quad \text{and} \quad \frac{\partial^2 |\langle \zeta, \zeta \rangle|}{\partial \zeta_j \partial \zeta_k} = \frac{\zeta_j \zeta_k}{|\langle \zeta, \zeta \rangle|},
\]
so we get
\[
\nabla A(\zeta) = \frac{1}{2} (\bar{\zeta} + e^{-2i\theta} \zeta) = e^{-i\theta} a,
\]
\[
\nabla B(\zeta) = \frac{1}{2} (\bar{\zeta} - e^{-2i\theta} \zeta) = -ie^{-i\theta} b,
\]
\[
\mathcal{L}_{A_\varepsilon}(\zeta; w) = \frac{1}{2} \left( |w|^2 + \frac{1}{v_\varepsilon(\zeta)} \langle \zeta, w \rangle^2 \right),
\]
and consequently
\[
\langle \nabla A_\varepsilon(\zeta), w \rangle = e^{-i\theta} \langle a - i\varepsilon b, w \rangle,
\]
(6.9)
\[
\langle \nabla B_\varepsilon(\zeta), w \rangle = -ie^{-i\theta} \langle b + i\varepsilon a, w \rangle,
\]
(6.10)
\[
\mathcal{L}_{A_\varepsilon}(\zeta; w) = \frac{1}{2} \left( (1 + \varepsilon) |w|^2 + (1 - \varepsilon) \frac{|\langle \zeta, w \rangle|^2}{A - B} \right),
\]
(6.11)
\[
\mathcal{L}_{B_\varepsilon}(\zeta; w) = \frac{1}{2} \left( (1 + \varepsilon) |w|^2 - (1 - \varepsilon) \frac{|\langle \zeta, w \rangle|^2}{A - B} \right).
\]
(6.12)
The function $h_\varepsilon$ is logarithmically homogeneous, which implies $\mathcal{L}_{h_\varepsilon}(\zeta; \zeta) = 0$ and that the Levi matrix of $h_\varepsilon$ has 0 eigenvalue with eigenvector $\zeta$.

If we take $w$ orthogonal to both $\zeta$ and $\bar{\zeta}$, i.e., $\langle \zeta, w \rangle = \langle \bar{\zeta}, w \rangle = 0$, then
\[
\langle \nabla A_\varepsilon(\zeta), w \rangle = \langle \nabla B_\varepsilon(\zeta), w \rangle = 0,
\]
and the formulas (6.6)-(6.12) give
\[
\mathcal{L}_{h_\varepsilon}(\zeta; w) = \frac{(1 + \varepsilon)}{4v_\varepsilon(\zeta)} \left( \frac{1}{A_\varepsilon(\zeta)^{1/2}} + \frac{1}{B_\varepsilon(\zeta)^{1/2}} \right) |w|^2 = \frac{(1 + \varepsilon)}{2v_\varepsilon(\zeta)} |w|^2.
\]
From this formula it follows that $\frac{1}{2}(1 + \varepsilon)/\varphi_\varepsilon(\zeta)$ is an eigenvalue of the Levi matrix and that the eigenspace contains $\{\zeta, \bar{\zeta}\}$, which is of dimension $N - 1$ if $\zeta \in \mathbb{CR}^N$ and of dimension $N - 2$ if $\zeta \in \mathbb{C}^N \setminus \mathbb{CR}^N$.

Now we assume that $\zeta \in \mathbb{C}^N \setminus \mathbb{CR}^N$ and let $\xi = (|b|e_a - i|a|e_b)/|\zeta|$ be a unit vector in the span of $\zeta$ and $\bar{\zeta}$ orthogonal to $\zeta$. We know that $\xi$ is an eigenvector and the corresponding eigenvalue is $\mathcal{L}_{h_\varepsilon}(\zeta, \xi)$. In order to
calculate $\mathcal{L}_{h_\epsilon}(\zeta, \xi)$ we first observe that by (6.9)-(6.12) we have
\[
\langle \zeta, \xi \rangle = \frac{e^{i\theta}}{|\zeta|} \langle a + ib, |b|e_a - i|a|e_b \rangle = \frac{2e^{i\theta} |a||b|}{|\zeta|}
\]
\[
\langle \nabla A_\epsilon(\zeta), \xi \rangle = \frac{e^{-i\theta}(1 - \epsilon)|a||b|}{|\zeta|} = -\langle \nabla B_\epsilon(\zeta), \xi \rangle
\]
\[
\mathcal{L}_{A_\epsilon}(\zeta, \xi) = \frac{1}{2} \left(1 + \epsilon + (1 - \epsilon) \frac{4AB}{A^2 - B^2} \right)
\]
\[
\mathcal{L}_{B_\epsilon}(\zeta, \xi) = \frac{1}{2} \left(1 + \epsilon - (1 - \epsilon) \frac{4AB}{A^2 - B^2} \right).
\]
By these equations, (6.7), and (6.8) we get
\[
\text{By these equations, (6.7), and (6.8) we get}
\]
\[
|\langle \nabla v_\epsilon, \xi \rangle|^2 = \frac{AB(1 - \epsilon)^2(A_{\epsilon}^{1/2} - B_{\epsilon}^{1/2})^2}{4(A + B)A_{\epsilon}B_{\epsilon}},
\]
\[
\mathcal{L}_{v_\epsilon}(\zeta, \xi) = \frac{1 - \epsilon}{4A_{\epsilon}^{1/2}B_{\epsilon}^{1/2}} - \frac{1 - \epsilon}{(A^2 - B^2)A_{\epsilon}^{1/2}B_{\epsilon}^{1/2}} - \frac{(1 - \epsilon)^2 AB(A_{\epsilon}^{3/2} + B_{\epsilon}^{3/2})}{4(A + B)A_{\epsilon}^{3/2}B_{\epsilon}^{3/2}}.
\]
By equations (6.6) we have
\[
\mathcal{L}_{h_\epsilon}(\zeta, \xi) = \frac{(1 + \epsilon)}{4A_{\epsilon}^{1/2}B_{\epsilon}^{1/2}} - \frac{AB(1 - \epsilon)^2}{4(A + B)v_\epsilon A_{\epsilon}^{1/2}B_{\epsilon}^{1/2}} \left( \frac{4(A_{\epsilon}^{1/2} - B_{\epsilon}^{1/2})}{A_{\epsilon} - B_{\epsilon}} + \frac{A_{\epsilon}^{3/2} + B_{\epsilon}^{3/2}}{A_{\epsilon}B_{\epsilon}} + \frac{(A_{\epsilon}^{1/2} - B_{\epsilon}^{1/2})^2}{A_{\epsilon}^{1/2}B_{\epsilon}^{1/2}v_\epsilon} \right).
\]
The last parenthesis equals $(A_{\epsilon} + B_{\epsilon})(A_{\epsilon}^{1/2} + B_{\epsilon}^{1/2})/(A_{\epsilon}B_{\epsilon})$. Hence
\[
\mathcal{L}_{h_\epsilon}(\zeta, \xi) = \frac{(1 + \epsilon)}{4A_{\epsilon}^{1/2}B_{\epsilon}^{1/2}} - \frac{AB(1 - \epsilon)^2}{4(A + B)v_\epsilon A_{\epsilon}^{1/2}B_{\epsilon}^{1/2}} \cdot \frac{(A_{\epsilon} + B_{\epsilon})v_\epsilon}{A_{\epsilon}B_{\epsilon}}.
\]
\[
= \frac{(1 + \epsilon)}{4A_{\epsilon}^{1/2}B_{\epsilon}^{1/2}} - \frac{AB(1 - \epsilon)^2(1 + \epsilon)}{4A_{\epsilon}^{3/2}B_{\epsilon}^{3/2}}
\]
\[
= \frac{(1 + \epsilon)}{4(A_{\epsilon}B_{\epsilon})^{3/2}} \left( A_{\epsilon}B_{\epsilon} - AB(1 - \epsilon)^2 \right)
\]
\[
= \frac{\epsilon(1 + \epsilon)(A + B)^2}{4(A_{\epsilon}B_{\epsilon})^{3/2}} = \frac{2\epsilon(1 + \epsilon)|\zeta|^4}{\varphi_\epsilon(\zeta)^3}.
\]

7. Proof of the main result

The statement of Theorem 1.1 is local, so without loss of generality we may from now on assume that $X = \mathbb{D}^n$, where $\mathbb{D}$ is the unit disc in $\mathbb{C}$. In order to calculate the Monge-Ampère measure of the function $h_\epsilon \circ \Phi$ we need a simple result from linear algebra.\[\square\]
Lemma 7.1. Let $D$ be an $(n+1) \times (n+1)$ hermitian matrix and $A$ be an $(n+1) \times n$ matrix. Assume that $v$ is a unit eigenvector for $D$ with eigenvalue $0$ and denote by $\lambda_1, \ldots, \lambda_n$ the remaining eigenvalues of $D$. Then
\[
\text{Det}(A^*DA) = \lambda_1 \cdots \lambda_n \cdot |\text{Det}[A|v]|^2
\]
(7.1)
where $[A|v]$ is the $(n+1) \times (n+1)$ matrix obtained by adding $v$ as a column-vector to the right of the matrix $A$.

Proof. By a change of coordinate systems we can assume that $D$ is a diagonal matrix with entries $\lambda_1, \ldots, \lambda_n$ and $0$, and $v = [0, \ldots, 0, 1]^t$. Let $\tilde{A}$ be the $n \times n$ matrix obtained by removing the bottom row of $A$ and $\tilde{D}$ be the $n \times n$ diagonal matrix with diagonal $\lambda_1, \ldots, \lambda_n$. Then $A^*DA = \tilde{A}^* \tilde{D} \tilde{A}$ and
\[
\text{Det}(A^*DA) = \text{Det}(\tilde{A}^* \tilde{D} \tilde{A}) = \lambda_1 \cdots \lambda_n |\text{Det}(\tilde{A})|^2 = \lambda_1 \cdots \lambda_n |\text{Det}([A|v])|^2
\]
by the product formula for determinants. \hfill \Box

We have $L_{h_\varepsilon \circ \Phi}(z) = J_\Phi(z)^* L_{h_\varepsilon}(\Phi(z)) J_{\Phi}(z)$, where $L_{h_\varepsilon \circ \Phi}$ and $L_{h_\varepsilon}$ denote the Levi matrices of $h_\varepsilon \circ \Phi$ and $h_\varepsilon$ respectively. By Theorem 6.1, $L_{h_\varepsilon}(\zeta)$ has eigenvalue $0$ with eigenvector $\zeta$, and the others are $2\varepsilon(1+\varepsilon) |\zeta|^4/\varphi_\varepsilon(\zeta)^3$ with multiplicity $1$ and $(1+\varepsilon)/2\varphi_\varepsilon(\zeta)$ with multiplicity $n-1$. Lemma 7.1 gives:

Theorem 7.2. If $\Phi : \mathbb{D}^n \to \mathbb{C}^{n+1} \setminus \{0\}$ is a holomorphic map, then
\[
(dd^c(h_\varepsilon \circ \Phi))^n = \frac{2^{n+2} n! (1+\varepsilon)^n |\Phi(z)|^2 |\text{Det}[J_\Phi(z)|\Phi(z)]|^2}{\varphi_\varepsilon(\Phi(z))^{n+2}} dV
\]
where $J_\Phi$ is the Jacobian of $\Phi$ and $[J_\Phi|\Phi]$ is the $(n+1) \times (n+1)$ matrix obtained by adding $\Phi$ as a column vector to the right of $J_\Phi$.

It is clear from the definition of $A_\Phi$ in Theorem 1.1 that
\[
A_\Phi = \{ z \in \mathbb{D}^n ; \text{Det}[J_\Phi(z)|\Phi(z)] = 0 \}.
\]
The function $z \to \text{Det}[J_\Phi(z)|\Phi(z)]$ is holomorphic so either $A_\Phi$ is pluripolar or it equals $\mathbb{D}^n$. If $A_\Phi$ is pluripolar then $\int_{A_\Phi} (dd^c(\log |\Phi|_c))^n = 0$ by [17 Proposition 4.6.4]. If $A_\Phi = \mathbb{D}^n$ then $(dd^c(\log |\Phi|_c))^n = \lim_{\varepsilon \to 0} (dd^c(h_\varepsilon \circ \Phi))^n \equiv 0$ by Theorem 7.2.

From now on we assume that $M = \Phi^{-1}(\mathbb{C}^R^{n+1}) \setminus A_\Phi$ is non-empty. In order to prove that it is a real analytic manifold of dimension $n$ we introduce the auxiliary map $\tilde{\Phi} : \mathbb{D}^{n+1} \to \mathbb{C}^{n+1}$ defined by the equation
\[
\tilde{\Phi}(z, z_{n+1}) := (1 + z_{n+1}) \Phi(z), \quad z \in \mathbb{D}^n, \ z_{n+1} \in \mathbb{D}.
\]
Notice that the Jacobians of \( \tilde{\Phi} \) and \( \Phi \) are related by the equalities

\[
J_{\tilde{\Phi}} = [(1 + z_{n+1})J_{\Phi}|\Phi], \quad \text{Det} J_{\tilde{\Phi}} = (1 + z_{n+1})^n \text{Det}[J_{\Phi}|\Phi]
\]  

(7.2)

and

\[
\tilde{\Phi}^{-1}(\mathbb{C}R^{n+1}) = \Phi^{-1}(\mathbb{C}R^{n+1}) \times \mathbb{D}.
\]  

(7.3)

Let \( z \in M \) and write \( \tilde{z} = (z, 0) \in \mathbb{D}^n \times \mathbb{D} \). By equation (7.2) the map \( \tilde{\Phi} \) is biholomorphic in a neighborhood of \( \tilde{z} \) and the variety \( \Phi^{-1}(\mathbb{C}R^{n+1}) \) has \( n + 2 \) real dimensions in a neighborhood of \( \tilde{z} \). By equation (7.3) this means that \( M \) has \( n \) real dimensions in a neighborhood of \( z \).

Denote by

\[
W := \{ z \in \mathbb{D}^{n+1} ; \text{Det} J_{\tilde{\Phi}}(z) \neq 0 \} = (\mathbb{D}^n \setminus \mathcal{A}_\Phi) \times \mathbb{D}
\]

the set on which \( \tilde{\Phi} \) is locally biholomorphic and thus a submersion. If \( z \) is a member of \( W \) then the pullback of currents by \( \tilde{\Phi} \) at \( z \) is well defined and we have the following result.

**Theorem 7.3.** The \((2n + 2)\)-current

\[
(dd^c(h \circ \Phi))^n \wedge \frac{idz_{n+1} \wedge d\bar{z}_{n+1}}{2|1 + z_n|^2} := \lim_{\varepsilon \to 0} (dd^c(h_\varepsilon \circ \Phi))^n \wedge \frac{idz_{n+1} \wedge d\bar{z}_{n+1}}{2|1 + z_n|^2}
\]

on \( W \subset \mathbb{D}^{n+1} \) equals the pullback by \( \Phi : \mathbb{D}^{n+1} \to \mathbb{C}^{n+1} \) of the current of integration along \( \mathbb{C}R^{n+1} \) of the \((n + 2)\)-form \(-C_n|a|^{-(n+1)}d\theta \wedge dV_a \), where \( C_n = (-1)^{(n-1)/2} n! \Omega_n \) and \( \Omega_n \) is the volume of the unit ball in \( \mathbb{R}^n \).

**Proof.** To distinguish between them, we now denote by \( dV_n \) and \( dV_{n+1} \) the euclidean volume forms on \( \mathbb{C}^n \) and \( \mathbb{C}^{n+1} \), respectively. By Theorem 7.2, homogeneity of the function \( \varphi_\varepsilon \), and by equation (7.2) we have

\[
(dd^c(h_\varepsilon \circ \Phi))^n \wedge \frac{idz_{n+1} \wedge d\bar{z}_{n+1}}{2|1 + z_n|^2} = \frac{2^{n+2}n!(1 + \varepsilon)^n|\Phi|^2|\text{Det}[J_{\Phi}|\Phi]|^2}{|1 + z_{n+1}|^2(\varphi_\varepsilon \circ \Phi)^n + 2} dV_{n+1}
\]

\[
= \frac{2^{n+2}n!(1 + \varepsilon)^n|\Phi|^2|\text{Det} J_{\Phi}|^2}{(\varphi_\varepsilon \circ \Phi)^n + 2} dV_{n+1}
\]

\[
= \Phi^* \left( \frac{2^{n+2}n!(1 + \varepsilon)^n|\zeta|^2}{(\varphi_\varepsilon(\zeta))^{n+2}} dV_{n+1} \right)
\]

\[
= (-1)^{n(n-1)/2} n!(1 + \varepsilon)^n \Phi^* (\lambda_\varepsilon d\theta \wedge dV_a \wedge dV_\beta),
\]

where \( \lambda_\varepsilon \) is the function defined by the last equality and \( \theta, \alpha, \beta \) are the variables introduced in Proposition 3.2. Since the pullback is a continuous operation under weak limits it suffices to show that

\[
\lim_{\varepsilon \to 0} (-1)^{n(n-1)/2} n!(1 + \varepsilon)^n \Phi^* (\lambda_\varepsilon d\theta \wedge dV_a \wedge dV_\beta) = -\Omega_n|a|^{-(n+1)}d\theta \wedge dV_a.
\]
By Proposition 3.2 and by equation (6.3) we have
\[
\lambda_\varepsilon(\theta, a, \beta) = \frac{-\varepsilon(\|a\|^2 + \|\beta\|^2)(\|a\| - \|\beta\|/\|a\|)}{(1 + \varepsilon^2\|a\|^2\|\beta\|^2 + \varepsilon(\|a\|^4 + \|\beta\|^4))^{n+2/2}}, \quad (\theta, a, \beta) \in \tilde{L}.
\]
Now let \( \chi \in C_0^\infty(\mathbb{C}^{n+1} \setminus \{0\}) \) be a test function. We want to show that
\[
\lim_{\varepsilon \to 0} \int_{|\beta| < |a|} \chi(\theta, a, \beta)\lambda_\varepsilon(\theta, a, \beta)dV_\beta = -\chi(\theta, a, 0)\Omega_n|a|^{-(n+1)}.
\]
Then the result follows by a simple application of Fubinis theorem. We calculate this limit directly by switching into spherical coordinates scaled by a factor of \( \varepsilon^{1/2} \). We write \( r = \varepsilon^{-1/2}\|\beta\| \), we denote by \( v \) the unit vector in the direction of \( \beta \) and by \( d\sigma \) the euclidean measure on the \((n-1)\)-dimensional unit sphere \( S^{n-1} \). Hence \( \beta = \varepsilon^{1/2}rv \) and \( dV_\beta = \varepsilon^{n/2}r^{n-1}drd\sigma \).
By the dominated convergence theorem we have
\[
\lim_{\varepsilon \to 0} \int_{|\beta| < |a|} \chi(\theta, a, \beta)\lambda_\varepsilon(\theta, a, \beta)dV_\beta = \int_{r \in (0,\infty)} \int_{\nu \in S^{n-1}} \frac{-\varepsilon(\|a\|^2 + \varepsilon r^2)(\|a\| - \varepsilon r^2/\|a\|)\varepsilon^{n/2}r^{n-1}}{(1 + \varepsilon^2\|a\|^2r^2 + \varepsilon(\|a\|^4 + \varepsilon^2r^4))^{n+2/2}} \chi(\theta, a, \varepsilon^{1/2}r\nu)drd\sigma
\]
\[
= \int_{r \in (0,\infty)} \frac{-\|a\|^3r^{n-1}}{(\|a\|^2r^2 + |a|^4)^{1+n/2}} \chi(\theta, a, 0)drd\sigma
\]
\[
= -\text{Vol}(S^{n-1})\chi(\theta, a, 0)|a|^{-(n-1)} \int_0^{\infty} \frac{r^{n-1}}{(r^2 + |a|^2)^{1+n/2}} dr
\]
\[
= -\text{Vol}(S^{n-1})\chi(\theta, a, 0)|a|^{-(n-1)} \left[ \frac{r^n}{n|a|^2(|a|^2 + r^2)^{n/2}} \right]_0^\infty
\]
\[
= -\Omega_n\chi(\theta, a, 0)|a|^{-(n+1)}.
\]
\[
\Box
\]
We need one more result before we prove Theorem 1.1. To simplify notation we write \( \Lambda_{\Phi_j} := d\Phi_0 \wedge \ldots \wedge d\Phi_{j-1} \wedge \ldots \wedge d\Phi_n \) for \( j \in \{0, \ldots, n\} \) and \( V := \Phi^{-1}(\mathbb{C}R^{n+1}) = \Phi^{-1}(\mathbb{C}R^{n+1}) \times \mathbb{D} \). Abusing notation a little, for \( z = (z', z_{n+1}) \in \mathbb{D}^n \times \mathbb{D} \) we interpret \( \Phi(z) \) as \( \Phi(z') \), i.e. we use the same symbol \( \Phi \) to denote the trivial extension of \( \Phi \) to \( \mathbb{D}^{n+1} \).

**Proposition 7.4.** The restrictions of the \((n+2)\)-forms \( \tilde{\Phi}^*(d\theta \wedge dV_0) \) and
\[
(1 + z_{n+1})^{n+1} \left| 1 + z_{n+1} \right|^2 \frac{1}{2} d\bar{z}_{n+1} \wedge \frac{i}{2} dz_{n+1}
\]
to \( V \cap W \) are equal.
Proof. On $V$ the relation between $\Phi_j$, $a_j = a_j \circ \Phi$ and $\theta = \theta \circ \Phi$ is given by

$$
(1 + z_{n+1}) \Phi_j = e^{i\theta} a_j, \quad 0 \leq j \leq n, \tag{7.8}
$$

so

$$
\Phi_j dz_{n+1} + (1 + z_{n+1}) d\Phi_j|_V = ie^{i\theta} a_j d\theta + e^{i\theta} da_j|_V. \tag{7.4}
$$

The Jacobian of the map $\Phi|_V : V \to \mathbb{C}R^{n+1}$ does not have full rank because $\Phi$ is independent of the variable $z_{n+1}$. Therefore $d\Phi_0 \wedge ... \wedge d\Phi_n|_V = 0$. Wedging equation (7.4) over all possible $j$ gives

$$
(1 + z_{n+1})^n \left( \sum_{j=0}^{n} (-1)^{n-j} \Phi_j \Lambda_{\Phi_j} \right) \wedge dz_{n+1}|_V
$$

$$
= e^{i(n+1)\theta} \left( dV_a + id\theta \wedge \sum_{j=0}^{n} (-1)^j a_j \Lambda_{a_j} \right)|_V. \tag{7.5}
$$

Let $0 \leq j_0 \leq n$ be any fixed number. Similarly as before we have

$$
\bar{\Phi}_{j_0} d\bar{z}_{n+1} + (1 + \bar{z}_{n+1}) d\bar{\Phi}_{j_0}|_V = -ie^{-i\theta} a_{j_0} d\theta + e^{-i\theta} da_{j_0}|_V. \tag{7.6}
$$

Wedging equations (7.6) and (7.5) gives

$$
\bar{\Phi}_{j_0} (1 + z_{n+1})^n \left( \sum_{j=0}^{n} (-1)^{n-j} \Phi_j \Lambda_{\Phi_j} \right) \wedge dz_{n+1} \wedge d\bar{z}_{n+1}|_V
$$

$$
= 2i(-1)^n a_{j_0} e^{i\theta} d\theta \wedge dV_a|_V. \tag{7.7}
$$

After canceling $(1 + \bar{z}_{n+1}) \bar{\Phi}_{j_0} = a_{j_0} e^{-i\theta}$ the result follows. \qed

Proof of Theorem 1.1. As we already noted after Theorem 7.2 the Monge-Ampère measure has no mass on $A_\Phi$ and $M$ is an $n$ dimensional real analytic manifold, if it is non-empty. The map $\Phi$ is a submersion on $W$. For $\Phi \in \mathbb{C}R^{n+1}$ we have

$$
|a \circ \Phi| e^{i\theta} = |\Phi| e^{i\theta} = \langle \Phi, \Phi \rangle^{\frac{1}{2}} = (1 + z_{n+1}) \langle \Phi, \Phi \rangle^{\frac{1}{2}} \tag{7.8}
$$

where the complex square root is taken such that $\langle \Phi, \Phi \rangle^{\frac{1}{2}}$ has the same argument as $\Phi \in \mathbb{C}R^{n+1}$. By combining Theorem 7.3, Proposition 7.4 and equation (7.8) we see that the $(2n + 2)$-current

$$
(dd^c(h \circ \Phi))^n \wedge \frac{idz_{n+1} \wedge d\bar{z}_{n+1}}{2|1+z_{n+1}|^2} \tag{7.9}
$$

on $W$ equals the current of integration along $V$ of the $(n + 2)$-form

$$
C_n \langle \Phi, \Phi \rangle^{-\frac{n+1}{2}} \left( \sum_{j=0}^{n} (-1)^j \Phi_j \Lambda_{\Phi_j} \right) \wedge \frac{idz_{n+1} \wedge d\bar{z}_{n+1}}{2|1+z_{n+1}|^2}. \tag{7.10}
$$
Let $\omega_1 := (dd^c (h \circ \Phi))^n$ and define $\omega_2$ as the current of integration along $\Phi^{-1}(\mathbb{C}^n)$ of the $n$-form $\sum_{j=0}^n (-1)^j \Phi_j \Lambda \Phi_j$. Then

$$\int_{\mathbb{D}^{n+1}} \chi \omega_j \wedge dz_{n+1} \wedge d\bar{z}_{n+1} = \left( \int_{\mathbb{D}^n} \chi_1 \omega_j \right) \left( \int_{\mathbb{D}} \chi_2 dz_{n+1} \wedge d\bar{z}_{n+1} \right),$$

for $j = 1, 2$ and $\chi \in C^\infty_0(W)$ of the form $\chi(z) = \chi_1(z') \chi_2(z_{n+1})$. This means that we can simply cancel out a factor of $\frac{i}{2} dz_{n+1} \wedge d\bar{z}_{n+1}$ from equations (7.9) and (7.10) when taking the restriction to $W \cap \{z_{n+1} = 0\} = \mathbb{D}^n \setminus A_\Phi$. □
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