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Abstract

Establishing cutoff—an abrupt transition from “not mixed” to “well mixed”—is a classical topic in the theory of mixing times for Markov chains. Interest has grown recently in determining not only the existence of cutoff and the order of its mixing time and window, but the exact shape, or profile, of the convergence inside the window. Classical techniques, such as coupling or \( \ell_2 \)-bounds, are typically too crude to establish this and there has been a push to develop general techniques [Tey20, NO22, Nes22].

We build upon this work, extending from conjugacy-invariant random walks on groups to certain projections. We exemplify our method by analysing the \( k \)-particle interchange process on the complete \( n \)-graph with \( k \approx n \). This is a projection of the random-transpositions card shuffle, which corresponds to \( k = n \), analysed in [Tey20].
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1 Introduction

Developing a theory for determining the limit profiles of Markov chains is a very recent topic in studying Markov chains. The limit profiles of certain popular Markov chains has been determined a while ago: eg, riffle shuffles [BD92] and Ramanujan graphs [LP16]. Some more recent examples include random transpositions and \( k \)-cycles [Tey20, NO22], star transpositions [Nes22], biased card shuffles [Zha22], quantum random transpositions [FTW22], some random walks on random Cayley graphs [HO21], the asymmetric exclusion process [BN22], urn models [NO22], repeated averages [Cha+22] and a Moran model [Cor21]. All these references are somewhat isolated, case-by-case proofs, without an underlying technique or theory. In many cases, cutoff was known well before the profile. This is partially an artefact of the diversity of profile functions: some are Poissonian [Tey20] or Gaussian [HO21]; others involve more complicated distributions, such as Tracey–Widom [Zha22] or Meixner [FTW22].
1.1 k-Particle Interchange Process and Mixing Times

We study the limit profile of the k-particle interchange process (k-IP).

Definition A (k-IP). Place $k \leq n$ distinct particles on the vertices an n-graph $G$. Each vertex gets at most one particle and therefore there are always $n-k$ empty sites. A single step of the $k$-particle interchange process $\Pi(k, G)$ dynamics chooses an edge uniformly at random:

- if both endpoints have a particle, then swap the positions of the two particles;
- if only one endpoint does, then move that particle to the other endpoint;
- if neither endpoint has a particle, then do nothing.

When $G = K_n$ is the complete n-graph, we abbreviate $\Pi(k, K_n)$ as $k$-IP. Our complete graphs always have self-loops. Nothing happens upon selection of a self-loop; it is a lazy step.

We write $\alpha := k/n$ for the proportion of sites which are occupied. Our main result evaluates the limit profile for the k-IP on the complete n-graph $K_n$ when $\alpha \approx 1$: it is

$$d_{TV}(\text{Pois}(\alpha + e^{-c}), \text{Pois}(\alpha)) \text{ after } \frac{1}{2}n(\log k + c) \text{ steps asymptotically.}$$

The k-IP is a natural projection of the random-transpositions shuffle: the latter equivalent to n-IP and k-IP is obtained from the n-IP by following only $k$ cards.

The objective of this paper is to introduce a method for analysing a RW on a space $X$ which can be viewed as a projection of some simpler RW on a group $G$. In particular, we study RWS on homogeneous spaces $X = G/K$, where $K \leq G$ is a subgroup of $G$. We derive theory for general $(G, K)$. For k-IP, $G = S_n$ and $K = S_{n-k} \times S_1 \times \ldots \times S_1$.

We carefully define mixing, cutoff and limit profiles now. Let $\Omega$ be a finite set and $P$ a transition matrix on $\Omega$. Then, $P^t(x, y)$ is the probability of moving from $x$ to $y$ in $t$ steps, for all $x, y \in \Omega$ and all $t \in \mathbb{N}$. If $P$ is irreducible and aperiodic, then the basic limit theorem of Markov chains tells us that $P^t(x, \cdot)$ converges to the (unique) invariant distribution $\pi$ as $t \to \infty$ with respect to the total variation (TV) distance, defined, for $x \in \Omega$ and $t \in \mathbb{N}$, by

$$d_{TV}(P^t(x, \cdot), \pi) := \frac{1}{2} \sum_{y \in \Omega} |P^t(x, y) - \pi(y)|;$$

Rectifying this lack of general methodology, spectral techniques, which can be applied to a variety of chains, have been introduced recently [Tey20, NO22, Nes22, Tey20] kicked things off, introducing an approximation technique, applying it to prove that the total-variation distance to uniform of the random-transpositions shuffle is

$$d_{TV}(\text{Pois}(1 + e^{-c}), \text{Pois}(1)) \text{ after } \frac{1}{2}n(\log n + c) \text{ steps asymptotically,}$$

by extending Fourier-analytic techniques of Diaconis and Shahshahani [DS81] for conjugacy-invariant random walks (RWs). We extended this from transpositions (2-cycles) to k-cycles [NO22]. We extended the approximation technique beyond conjugacy-invariant RWS to so-called Gelfand pairs and applied it to the multi-urn Ehrenfest diffusion model [NO22]. We also extended to reversible Markov chains and applied it to a statistical-physics Gibbs sampler. A comparison method was introduced in [Nes22], allowing the limit profile to be deduced from a sufficiently similar chain, and applied it to star transpositions.
ie, TV is half the $\ell_1$ distance. The (worst-case) mixing time is then defined for $\varepsilon \in [0, 1]$, by

$$t_{\text{mix}}(\varepsilon) := \inf \{ t \geq 0 \mid d_{\text{TV}}(t) \leq \varepsilon \} \text{ where } d_{\text{TV}}(\cdot) := \max_{x \in \Omega} d_{\text{TV}}(P^t(x, \cdot), \pi).$$

For a sequence of Markov chains indexed by $N$, if there exists $(t^*_N, w^*_N)_{N \in \mathbb{N}}$ such that

$$\lim_{\alpha \to +\infty} \liminf_{N \to \infty} d_{\text{TV}}^N(t^*_N + \alpha w^*_N(N)) = 1 \quad \text{and} \quad \lim_{\alpha \to +\infty} \limsup_{N \to \infty} d_{\text{TV}}^N(t^*_N + \alpha w^*_N(N)) = 0,$$

then the sequence exhibits cutoff at $(t^*_N)_{N \in \mathbb{N}}$ with window order at most $(w^*_N)_{N \in \mathbb{N}}$.

The existence of cutoff is a fascinating question. The product condition, requiring the product of the spectral gap and mixing time to diverge, is a necessary condition. It was proved to be sufficient in $\ell_p$-distance mixing with $p > 1$ by Chen and Saloff-Coste [CS08]. It is known not to be sufficient in TV, ie $\ell_1$, in complete generality—see, eg, [LPW17]—but is conjectured so be sufficient in many natural scenarios. This leaves open the question of characterising the chains for which the product condition implies cutoff in TV. The implication has been established for birth-and-death chains [DLP10] and, more generally, random walks on trees [BHP17], as well as exclusion processes with reservoirs [Sal22]. Significant progress for general chains has been made by Salez particularly; see [Sal21, MS22] for details.

One can look beyond finding the cutoff time and window to determining the profile inside the window: the aim is to choose $(t^*_N, w^*_N)_{N \in \mathbb{N}}$ appropriately so that

$$\varphi(\alpha) := \lim_{N \to \infty} d_{\text{TV}}^N(t^*_N + \alpha w^*_N)$$

exists for all $\alpha \in \mathbb{R}$.

The function $\varphi$, if it exists, is called the limit profile.

### 1.2 Limit Profile for $k$-IP on the Complete $n$-Graph

Total-variation cutoff for $k$-IP on $K_n$ was established by Lacoin and Leblond [LL11] whenever $1 \leq k \leq n$, but the method cannot find the profile. Our main theorem establishes the profile.

**Theorem A** (Limit Profile for $k$-IP). Let $n, k \in \mathbb{N}$ and $\alpha \in (0, 1]$ with $k = \alpha n$. Let $c \in \mathbb{R}$. Set

$$t_c(n, k) := \frac{1}{2n} (\log k + c) = \frac{1}{2n} (\log n + c + \log \alpha).$$

Then, the TV distance to equilibrium for $k$-IP at time $t_c(n, k)$ satisfies the following.

(i) $d_{\text{TV}}(t_c(n, k)) \to d_{\text{TV}}(\text{Pois}((1 + e^{-c}) \alpha n), \text{Pois}(\alpha))$ as $n \to \infty$ if $\alpha$ is independent of $n$.

(ii) $d_{\text{TV}}(t_c(n, n)) \to d_{\text{TV}}(\text{Pois}(1 + e^{-c}), \text{Pois}(1))$ as $n \to \infty$ if $\alpha \to 1$ as $n \to \infty$.

(iii) $d_{\text{TV}}(t_c(n, k)) \to \exp(-e^{-c})$ as $n \to \infty$ if $\alpha \to 0$ sufficiently slowly as $n \to \infty$.

Officially, when we look at $d_{\text{TV}}(t)$, we need $t \in \mathbb{N}$; in practice, we omit floor or ceiling signs. Similarly, we write “$k = \alpha n$”, rather than using the more rigorous $[\alpha n]$ or $\lceil \alpha n \rceil$.

**Remark A.** The case $\alpha = 1$ is the random-transposition shuffle, studied by Teyssier [Tey20]. The case $\alpha \to 1$ is an easy deduction from the fixed-$\alpha$ case. In this case,

$$t_c(n, n) - t_c(n, k) = \frac{1}{2n} \log \alpha \ll n$$

and $n$ is the order of the cutoff window. TV is monotone under projection and the $k'$-IP can be obtained from the $k$-IP, with $k' \leq k$, by forgetting about $k - k' \geq 0$ of the particles. The claim follows by sandwiching the $k$-IP between $k'$-IP and $n$-IP where $k' := \alpha' n$ for some fixed $\alpha' < 1$, arbitrarily close to 1. Herein, we assume that $\alpha$ is a fixed element of $(0, 1)$.

Our argument does extend to allow $\alpha \ll 1$, too. A number of the approximations become more technically challenging in this set-up and it is not clear how far the computations can be pushed. More details on this are given in Remark 4.23 in §4.3.4 after the calculations.

\[\triangle\]
1.3 Approximation Lemma for RWs on Homogeneous Spaces

Cutoff and the $\ell_2$ limit-profile for the $k$-IP on $K_n$ was established by Forssström and Jonsson [FJ17] by computing the entire spectrum. The $L_2$ distance requires only the eigenvalues, not the eigenfunctions. Establishing the TV limit-profile requires the eigenfunctions. Teyssier [Tey20, Lemma 2.1] introduced an approximation lemma for doing precisely this in the set-up on conjugacy-invariant RWs. One of the main contributions of the current article is an extension of Teyssier’s approximation lemma; see Lemma B. We need to introduce some standard representation-theoretic terminology in order to set-up this lemma.

First and foremost, we introduce the most fundamental part of representation theory.

**Definition B.1 (Representations).** Let $G$ be a finite group and $V$ a finite-dimensional vector space over $C$. A representation $\rho$ of $G$ over $V$ is an action $(g, v) \mapsto \rho(g) \cdot v : G \times V \to V$ such that $\rho(g) : V \to V$ is an invertible, linear map for all $g \in G$. Let $d_\rho := \dim V$ denote the dimension and $\chi_\rho() := \text{Tr}(\rho())$ the character of $\rho$. A representation $(\rho, V)$ is irreducible if its only $G$-invariant subspaces are trivial: $W \leq V$ and $\rho(G)W \leq W$ implies $W \in \{\{\text{id}\}, V\}$. Let $\tilde{G}$ be the set of irreducible representations (irreps) and $\tilde{G}^*$ the set of non-trivial irreps.

We are going to look at RWs projected from a group $G$ to a homogeneous space $G/K$.

**Definition B.2 (Homogeneous Space).** Let $G$ be a group and $K \leq G$ a subgroup. The homogeneous space $X := G/K$ is the set of left-cosets of $G$ mod $K$. We associate $X$ with an arbitrary set $\{x_1, ..., x_N\} \subseteq G$ of coset representatives for $X$, including the identity $\text{id} \in G$.

Write $\mathcal{M}(X)$ for the set of probability measures on $X$. For $\tilde{\nu}, \tilde{\nu}_0 \in \mathcal{M}(X)$, let $\text{RW}(\tilde{\nu}, \tilde{\nu}_0)$ denote the RW on $X$ driven by $\tilde{\nu}$ and started from $\tilde{\nu}_0$; its time-$t$ law is $\tilde{\nu}_0 * \tilde{\nu}_t^t$ for all $t \in \mathbb{N}$.

We require a way of lifting measures from the homogeneous space to the group.

**Definition B.3 (Lifting and Conjugacy Invariance).** Let $\tilde{\nu} \in \mathcal{M}(X)$. Define $\nu \in \mathcal{M}(G)$ by lifting $\tilde{\nu}$ to $G$: $\nu(g) := \tilde{\nu}(x) / |K|$ where $x$ is the unique coset-representative such that $g = xk$ for some $k \in K$. In particular, $\delta_G \in \mathcal{M}(X)$ is lifted to $\text{Unif}(K) \in \mathcal{M}(X)$. Say that $\tilde{\nu}$ is $K$-conjugacy invariant if $\nu$ is conjugacy invariant—ie, constant on each conjugacy class of $G$. In this case, for a representation $\rho$ of $G$, define the character ratio $q_\rho := d_\rho^{-1} \sum_{g \in G} \nu(g) \chi_\rho(g)$.

We now state the main approximation lemma, which is used for finding the limit profile.

**Lemma B (Approximation Lemma).** Let $X = G/K$ be a homogeneous space and $S \subseteq \tilde{G}^*$. Let $\tilde{\nu} \in \mathcal{M}(X)$ be $K$-conjugacy invariant. Let $U \sim \text{Unif}(X)$ and $V \sim \text{Unif}(K)$. Let $t \geq 0$. Then,

$$|d_{\text{TV}}(\text{RW}_t(\tilde{\nu}, \delta_G), \text{Unif}(X)) - \frac{1}{2} \mathbb{E}(|E(\sum_{\rho \in S} d_\rho q_\rho \chi_\rho(UV) | U)|)| \leq \frac{1}{2} \sum_{\rho \in G \setminus S} \sqrt{m_\rho d_\rho} |q_\rho|,$$

where $m_\rho$ is the multiplicity of the trivial representation inside the restriction of $\rho$ to $K$ and the subscript-$t$ in $\text{RW}_t(\cdot, \cdot)$ indicates that the RW is run for time $t$.

**Remark B.1.** The TV distance $d_{\text{TV}}(\nu, \pi)$ can be realised by an optimal coupling. From this, it is immediate that lifting and projecting the RWs preserves the TV distance:

$$d_{\text{TV}}(\text{RW}_t(\tilde{\nu}, \tilde{\nu}_0), \text{Unif}(X)) = d_{\text{TV}}(\text{RW}_t(\nu, \nu_0), \text{Unif}(G)) \quad \text{for all } t \geq 0.$$

It thus does not matter whether we view a process as a RW on the homogeneous space $X$ or lifted to the group $G$: both have exactly the same TV distance to equilibrium. △

**Remark B.2.** Taking $K := \{\text{id}\}$ in Lemma B recovers [Tey20, Lemma 2.1]. We obtained an extension in the set-up of Gelfand pairs in [NO22, Lemma C], not requiring conjugacy invariance: the characterising property of a Gelfand pair is that $m_\rho \in \{0, 1\}$ for all $\rho \in \tilde{G}$. △
2 Random Walks and Fourier Analysis

Throughout this section, $G$ denotes a finite group, $\hat{G}$ the set of (non-trivial) irreducible representations (irrep) of $G$, $K \leq G$ a subgroup of $G$ and $X := G/K$ the corresponding homogeneous space. $\mathcal{M}(Y)$ denotes the set of probability measures on the set $Y$. We use the $\ell_1$, rather than TV, distance, to avoid carrying factors of $\frac{1}{2}$: $d_1(\cdot, \cdot) = 2d_{TV}(\cdot, \cdot)$.

RWs on groups always have uniform equilibrium distribution. We abbreviate $\mathcal{U}_Y := \text{Unif}(Y)$ and drop it from the relative distances: if $\nu \in \mathcal{M}(Y)$, then write $d(\nu) := d(\nu, \mathcal{U}_Y)$.

2.1 Random Walks on Groups and Homogeneous Spaces

The fundamental tool in representation theory of finite groups is the Fourier transform.

$$\hat{\nu}(\rho) := \sum_{g \in G} \nu(g) \rho(g) \quad \text{for} \quad \rho \in \hat{G}.$$ 

Proposition 2.1 (Fourier Inversion Formula; [CST08, §3.10]). Let $\nu \in \mathcal{M}(G)$. Then,

$$d_1(\nu, \mathcal{U}_G) = |G|^{-1} \sum_{g \in G} |\sum_{\rho \in \hat{G}} d_\rho \text{Tr}(\nu(g)\hat{\rho}(g))|.$$

The Fourier inversion formula is particularly amenable to RWs on groups, as the Fourier transform turns convolutions into products. This means that Proposition 2.1 gives

$$d_1(\text{RW}_t(\nu, \nu_0)) = |G|^{-1} \sum_{g \in G} |\sum_{\rho \in \hat{G}} d_\rho \text{Tr}(\nu(g)\hat{\rho}(g)\hat{\nu}_0(\rho))|,$$

where $\sum_{\rho} := \sum_{\rho \in \hat{G}}$ and $\sum_{g} := \sum_{g \in G}$. If, further, $\nu$ is constant on conjugacy classes, a standard application of Schur’s lemma gives $\hat{\nu}(\rho) = q_\rho I$ for some $q_\rho \in \mathbb{C}$, where $I$ is the $d_\rho \times d_\rho$ identity matrix. This can then be pulled out of the trace as just a constant factor:

$$d_1(\text{RW}_t(\nu, \nu_0)) = |G|^{-1} \sum_{g \in G} |\sum_{\rho \in \hat{G}} d_\rho q_\rho^2 \text{Tr}(\nu(g)\hat{\rho}(g))\hat{\nu}_0(\rho)|.$$

If $\nu_0$ is a point-mass measure, which is the usual set-up, then $\hat{\nu}_0$ is the identity map. Then,

$$d_1(\text{RW}_t(\nu, \nu_0)) = |G|^{-1} \sum_{g \in G} |\sum_{\rho \in \hat{G}} d_\rho q_\rho^2 \chi_\rho(g)| = E(|\sum_{\rho \in \hat{G}} d_\rho q_\rho^2 \chi_\rho(U)|) \quad \text{where} \quad U \sim \mathcal{U}_G.$$

The set-ups studied in this paper do not fall into this “conjugacy-invariant RW started from a point-mass” regime, however. Rather, they are driven by a projection of such a measure from $G$ to $G/K$. Recall that this projection is TV-preserving from Remark B.1:

$$d_{TV}(\text{RW}_t(\tilde{\nu}, \tilde{\nu}_0), \text{Unif}(X)) = d_{TV}(\text{RW}_t(\nu, \nu_0), \text{Unif}(G)).$$

It thus suffices to study $\text{RW}(\nu_1, \nu_0)$ instead of $\text{RW}(\tilde{\nu}_1, \tilde{\nu}_0)$. The former is, in our set-ups, a conjugacy-invariant RW on $G$ started from the non-deterministic measure $\nu_0$. Now,

$$\nu_t = \nu_0 \ast \nu_t^\dagger, \quad \tilde{\nu}(\rho) = q_\rho I \quad \text{and} \quad \tilde{\nu}_0 = \delta_{id}, \quad \text{so} \quad \tilde{\nu}_t(\rho) = q_\rho \tilde{\nu}_0(\rho) \quad \text{and} \quad \nu_0 = \mathcal{U}_K.$$

The key to our method is in avoiding actually evaluating the Fourier transform

$$\tilde{\nu}_0(\rho) = \mathcal{U}_K(\rho) = |K|^{-1} \sum_{k \in K} \rho(k).$$

Rather, we just use this expanded-summation form. The following lemma is now immediate.

Lemma 2.2. Let $X = G/K$ be a homogeneous space. Let $\tilde{\nu} \in \mathcal{M}(X)$ be $K$-conjugacy invariant with character ratios $(q_\rho \mid \rho \in \hat{G})$. Let $\tilde{\nu}_0 := \delta_{id} \in \mathcal{M}(X)$. Let $t \geq 0$. Then,

$$d_1(\text{RW}_t(\tilde{\nu}, \tilde{\nu}_0), \mathcal{U}_X) = d_1(\text{RW}_t(\nu, \nu_0), \mathcal{U}_G)$$

$$= |G|^{-1} \sum_{g \in G} |K|^{-1} \sum_{k \in K} \sum_{\rho \in \hat{G}} d_\rho q_\rho^2 \chi_\rho(\rho(gk))$$

$$= E(|\sum_{\rho \in \hat{G}} d_\rho q_\rho^2 \chi_\rho(UV) | | U |) \quad \text{where} \quad (U, V) \sim \mathcal{U}_G \times \mathcal{U}_K.$$

It is equivalent to let $U \sim \mathcal{U}_X$, viewing $X = \{x_1, ..., x_N\} \subseteq G$. 
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The motivation for this lemma was evaluation of the limit profile for random transpositions given by Teyssier [Tey20]. There is no projection in their set-up; this is equivalent to $K = \{\text{id}\}$—no averaging over $K$. They approximately evaluate the inner sum $\sum_{\rho} d_{\rho} q_{\rho}^2 \chi_{\rho}(\sigma)$ for (almost) any $\sigma \in \mathfrak{S}_n$, the symmetric group on $n$ objects. They then take an absolute value and average over $\sigma \in \mathfrak{S}_n$. We must average over $K$ before taking the absolute value.

### 2.2 The Approximation Lemma

The Diaconis–Shahshahani upper bound [DS81] is a standard tool for upper bounding the distance to uniformity for a conjugacy-invariant random walk $R_W$: $d_{TV}(\nu_n) \leq \sum_{\rho} d_{\rho} q_{\rho}^2 \chi_{\rho}(\sigma)$; Teyssier [Tey20] improved on this by first separating out the sum over irreps into “main” and “error” terms.

We apply the same idea. The main challenge in the proof is in bounding the error. Simple applications of the triangle inequality and Cauchy–Schwarz suffice for conjugacy-invariant RWs and Gelfand pairs—ie, when $K = \{\text{id}\}$ or $m_{\rho} \in \{0,1\}$—but not in our general set-up.

**Proof of Lemma B.** We start from the $\ell_1$ representation of Lemma 2.2:

\[
|d_{TV}(R_W(\hat{v},\delta_{\tilde{d}}), \text{Unif}(X)) - E\left(\left|\mathbb{E}\left(\sum_{\rho \in S} d_{\rho} q_{\rho}^2 \chi_{\rho}(U) \ | \ U\right)\right|\right)| \\
= |E\left(\left|\mathbb{E}\left(\sum_{\rho \in S} d_{\rho} q_{\rho}^2 \chi_{\rho}(U) \ | \ U\right)\right| - \mathbb{E}\left(\left|\mathbb{E}\left(\sum_{\rho \in S} d_{\rho} q_{\rho}^2 \chi_{\rho}(U) \ | \ U\right)\right|\right)| \\
\leq E\left(\left|\sum_{\rho \in S} d_{\rho} q_{\rho}^2 \mathbb{E}\left(\chi_{\rho}(U(V) \ | \ U)\right)\right|\right) \\
\leq \sum_{\rho \in S} d_{\rho} q_{\rho}^2 \mathbb{E}\left(\left|\mathbb{E}\left(\chi_{\rho}(U(V) \ | \ U)\right)\right|\right),
\]

where $(U,V) \sim U_K \times U_K$, as before. We return to the original $U_K(\rho)$ viewpoint, rather than the expanded $|K|^{-1} \sum_{k \in K} \rho(k)$ viewpoint, to bound the error:

\[
E\left(\chi_{\rho}(gV)\right) = \text{Tr}(\rho(g) \cdot |K|^{-1} \sum_{k \in K} \rho(k)) = \text{Tr}(\rho(g)\hat{U}_K(\rho)).
\]

Let $(\rho, W)$ be an irrep of $G$ and let $W^K$ denote the space of $K$-invariant vectors in $W$:

\[
W^K := \{w \in W \ | \ \rho(k)w = w \text{ for all } k \in K\}.
\]

Let $m_{\rho}$ denote its dimension: $m_{\rho} := \text{dim} W^K$. Choose an orthonormal basis $\{w_1, \ldots, w_{d_{\rho}}\}$ of $W$ such that the first $m_{\rho}$ vectors are $K$-invariant, i.e. $\{w_1, \ldots, w_{m_{\rho}}\} \subseteq W^K$. Thus, $\{w_1, \ldots, w_{m_{\rho}}\}$ forms an orthonormal basis for $W^K$. Then, in this basis, the Fourier transform

\[
\hat{U}_K(\rho) = |K|^{-1} \sum_{k \in K} \rho(k)
\]

is represented as

\[
\begin{pmatrix} I & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{C}^{d_{\rho} \times d_{\rho}},
\]

where $I \in \mathbb{C}^{m_{\rho} \times m_{\rho}}$ is the $m_{\rho} \times m_{\rho}$ identity matrix. Define the matrix coefficients

\[
r_{i,j}(g) := \langle \rho(g)w_j, w_i \rangle \text{ for } i,j \in [d_{\rho}] \text{ and } g \in G;
\]

here, $\langle \cdot, \cdot \rangle$ is the usual inner product between vectors. With this notation,

\[
\text{Tr}(\rho(g)\hat{U}_K(\rho)) = \sum_{i \in [m_{\rho}]} \rho_i(g) \text{ for all } g \in G,
\]

recalling that the trace is basis-independent. The matrix coefficients are orthogonal:

\[
\mathbb{E}(\rho_{i,i'}(U)\rho_{j,j'}(U)) = |G|^{-1} \delta_{i,i'} \delta_{j,j'}, \text{ for all } i,i',j,j' \in [d_{\rho}];
\]

see [CST08, Lemma 3.6.3]. We use this orthogonality after applying Cauchy–Schwarz:

\[
\mathbb{E}\left(\sum_{i \in [m_{\rho}]} \rho_{i,i}(U)\right)^2 \leq \mathbb{E}\left(\sum_{i \in [m_{\rho}]} \rho_{i,i}(U)\right) \sum_{i,j \in [m_{\rho}]; i \neq j} \mathbb{E}(\rho_{i,i}(U)\rho_{j,j}(U)) = m_{\rho}/d_{\rho}.
\]

The claim now follows immediately by combining the upper bounds just established. □

**Remark 2.3.** Scarabotti [Sca97] observed that the Diaconis–Shahshahani upper bound gives

\[
d_{TV}(R_W(\hat{v},\delta_{\tilde{d}}), \text{Unif}(X)) \leq \frac{1}{2} \sum_{\rho} m_{\rho} d_{\rho} q_{\rho}^2.
\]
3 Preliminaries for the \( k \)-Particle Interchange Process

3.1 \( k \)-IP as RW on Homogeneous Space

We have now proved the general approximation lemma for “projected conjugacy-invariant RWs”. We now turn to our application, which is that of the \( k \)-IP on the complete \( n \)-graph. The following lemma sets up the more general coloured exclusion process such a RW.

**Definition 3.1 (Coloured Exclusion Process).** Let \( n, N \in \mathbb{N} \) and \( a = (a_1, ..., a_N) \in \mathbb{N}^N \) with \( \sum_{j=1} a_j = n; \) let \( a_0 := 0 \). Fix an \( n \)-vertex graph \( G \) and place \( n \) particles, labelled 1 through \( n \), disjointly in its vertices. Paint particles labelled \( \sum_{j=1} a_j' + 1 \) through \( \sum_{j=1} a_j \) with colour \( j \), for each \( j \in [N] \). A single step of the coloured exclusion process \( CEP(a, G) \) chooses an edge uniformly at random: the particles at either endpoint of the edge are swapped.

**Lemma 3.2.** Let \( n, N \in \mathbb{N} \) and \( a = (a_1, ..., a_N) \in \mathbb{N}^N \) with \( \sum_{j=1} a_j = n \). Let \( S := \mathcal{S}_n \) and \( \mathcal{R} := \mathcal{S}_{a_1} \times \cdots \times \mathcal{S}_{a_N}; \) let \( \mathcal{X} := S / \mathcal{R} \). Let \( \muRT := \text{Unif}(\mathcal{S}_n) \) and \( \mu := \frac{\muRT}{\mathcal{S}_n} + \frac{1}{n} \delta_{id} \in \mathcal{M}(S); \) let \( \tilde{\mu} \in \mathcal{M}(\mathcal{X}) \) denote the projection of \( \mu \) from \( S \) to \( \mathcal{X} \). Then, \( CEP(a, K_n) = RW(\tilde{\mu}, \delta_{id}) \)

**Proof.** Particles of the same colour are indistinguishable. Thus, in the lifted space \( G = \mathcal{S}_n \), we may permute the \( a_j \) particles of colour \( j \) arbitrarily and not affect the distribution. \( \square \)

The interchange process with \( k \) particles is simply the coloured exclusion process where \( k \) particles are given a unique, distinguishing colour and the remainder the same colour.

**Lemma 3.3.** Let \( G \) be an \( n \)-graph and \( k \leq n \). Then, \( IP(k, G) = CEP((1, ..., 1, n-k), G) \).

3.2 Representation Theory for the Symmetric Group

The \( k \)-IP is fundamentally a projection of the random-transpositions shuffle, which is a RW on the symmetric group \( \mathcal{S}_n \). Representation theory for \( G = \mathcal{S}_n \) is well understood.

The set \( \hat{G} = \mathcal{S}_n \) of irreps is indexed by partitions of \( n \). We abuse notation slightly by writing \( \lambda \in \mathcal{S}_n \) to denote the irrep canonically associated to the partition \( \lambda \vdash n \) of \( n \).

The set \( \mathcal{S}_n \subseteq \mathcal{S}_n \) of transpositions is a conjugacy class, so the Fourier transform \( \muRT(\lambda) \) is a multiple of the identity, by Schur’s lemma. Taking traces, this multiple is \( r_\lambda := \chi_\lambda(\tau) / d_\lambda \), where \( \tau \in \mathcal{S}_n \) is any transposition. A simple-to-evaluate expression for \( r_\lambda \) is known.

**Lemma 3.4 ([CST08, Theorem 10.6.2]).** Let \( \lambda \vdash n \). Write \( \lambda' \vdash n \) for the transpose of \( \lambda \). Then,

\[
r_\lambda = \frac{1}{n(n-1)} \sum_{i \in [n]} \lambda_i \left( \lambda_i - (2i - 1) \right) = \left( \frac{n}{2} \right)^{-1} \sum_{i \in [n]} \left( \frac{n}{2} \right) \left( \frac{n}{2} \right)
\]

This is the fundamental building block for calculating the Fourier transform of our driving measures. We also need some bounds on the dimensions of the irreducible representations.

**Lemma 3.5.** Let \( \lambda \vdash n \). For a box \( (i, j) \) in the Young diagram of \( \lambda \), let \( h_{(i, j)} := (\lambda_i - j) + (\lambda'_j - i) + 1 \) denote the hook length of the box \( (i, j) \). Then, the hook-length formula says that

\[
d_\lambda = n! / \prod_{(i,j) \in \lambda} h_{(i,j)}.
\]

In particular, writing \( r := n - \lambda_1 \), we have

\[
\left( \binom{n}{r} \right) d_\lambda, (1 - 2r/n) \cdot 1\{ r \leq \frac{1}{4} n \} \leq d_\lambda \leq \left( \binom{n}{r} \right) d_\lambda.
\]
Proof. The hook-length formula is a standard result; see, eg, [CST08, Theorem 4.2.14].

The bounds follow from writing the quotient $d_{\lambda}/d_{\lambda^*}$ using the hook-length formula:

$$\frac{d_{\lambda}}{d_{\lambda^*}} = \frac{(n)_{\lambda_1}}{\prod_{i=1}^{\lambda_1} (\lambda_1 - i + \lambda'_i)} \left( \frac{n}{\lambda_1} \right)^{\lambda_1 - i + \lambda'_i}. $$

Clearly, $\lambda'_i \geq 1$ for all $i \leq \lambda_1$. Thus, $d_{\lambda} \leq (n)_{\lambda} d_{\lambda^*}$. On the other hand, to minimise the product, each term should be as close to equal as possible. Hence, given $r = n - \lambda_1 \leq \frac{1}{2}n$, it is minimised by $\lambda = (n-r, r)$; then, $\lambda^* = (r)$ and $d_{\lambda^*} = 1$; so,

$$d_{\lambda} \geq d_{(n-r,r)} = \left( \frac{n}{r} \right)^{n-2r+1} \geq \left( \frac{n}{r} \right) \left( \frac{1}{n-r+1} \right) \geq \left( \frac{n}{r} \right) \left( 1 - \frac{2r}{n} \right).$$

The upper bound can also be proved combinatorially. First, choose which $r = |\lambda^*|$ numbers are placed in $\lambda^*$; then, place the remainder in the first row, in increasing order. This gives an upper bound since not all enumerations will give rise to increasing columns. \qed

Calculating, or estimating, the multiplicities $m_{\lambda}$ is fundamentally important for bounding the error term. We recall that $m_{\lambda}$ is the multiplicity of the irrep $\lambda$ in the restriction of $\lambda$ from $G = S_n$ to $K = S_{a_1} \times \cdots \times S_{a_k}$ in the general CEP set-up; $N = k+1$, $a_1 = \cdots = a_k = 1$ and $a_{k+1} = n - k$ for the $k$-IP. In particular, the zero-multiplicity irreps can be ignored.

**Definition 3.6 (Young Tableaux, [CST10, §3.7.1]).** Let $\lambda, \mu \vdash n$. A tableau of shape $\lambda$ and type $\mu$ is a filling of the Young diagram associated to the partition $\lambda$ with integers: the integer $j$ appears $\mu_j$ times for each $j$. It is semi-standard if the integers form weakly increasing sequences along the rows and strictly increasing sequences along the columns. It is standard if the rows are strictly increasing, which means that $\mu = (1, \ldots, 1) \vdash n$.

The multiplicity $m_{\lambda}$ is given by the Young rule, which we describe now.

**Lemma 3.7 (Young Rule, [CST10, Theorem 3.7.10 and Corollary 3.7.11]).** The multiplicity $m_{\lambda}$ equals the number of semi-standard tableaux of shape $\lambda$ and type $(a_1, \ldots, a_N)$.

This is easy to bound or calculate in the special cases of the $k$-IP.

**Lemma 3.8 (Multiplicity for $k$-IP).** Let $\lambda \vdash n$ and $r := n - \lambda_1$. Let $m_{\lambda}$ denote the number of semi-standard of shape $\lambda$ and type $(n-k, 1, \ldots, 1) \vdash n$. Then, $m_{\lambda} > 0$ if and only if $r \leq k$. If $r \leq k$, then $m_{\lambda} \leq (\binom{n}{r}) d_{\lambda^*}$; further, this is an equality if $n-k \geq r$.

**Proof.** We must fill the Young diagram associated to $\lambda$ with the numbers 1 through $k+1$, with 1 appearing $n-k$ times and the remainder precisely once. The integers must form a weakly increasing sequence along the rows and strictly increasing along the columns.

The $n-k$ 1s must be placed in the first row of the $\lambda$-diagram; Therefore if $\lambda_1 < n-k$, ie $r > k$, then the 1s cannot be placed in the first row; thus $m_{\lambda} = 0$.

After we place the $n-k$ 1s in the first row, $r$ of the remaining $k$ numbers are placed in $\lambda^*$. These $r$ entries in $\lambda^*$ must form a standard $\lambda^*$-tableau. There are $\binom{k}{r}$ ways of choosing the $r$ out of $k$. Not all of the standard $\lambda^*$-tableaux give a semi-standard $\lambda$-tableau, though: a non-1 entry in the first row may be larger than the entry next to it in $\lambda^*$. However, every desired semi-standard tableau can be obtained in this manner. Thus, $m_{\lambda} \leq (\binom{k}{r}) d_{\lambda^*}$.

The upper bound is an equality precisely when $\lambda_2 = \lambda_1^* \leq n-k$, as then all entries of the first row of $\lambda$ which are adjacent to $\lambda^*$ are filled with a 1. The inequality $\lambda_2 \leq n-k$ is implied by $r \leq n-k$ as $\lambda_2 \leq |\lambda^*| = r$. \qed

**Corollary 3.9 (Rewighted Multiplicity for $k$-IP).** For all $\lambda \vdash n$, writing $r := n - \lambda_1$, we have

$$\sqrt{m_{\lambda} d_{\lambda}} \leq d_{\lambda^*} \sqrt{\binom{k}{r}} \leq d_{\lambda^*} (nk)^{r/2}/r!.$$
4 Limit Profile for the Interchange Process

This section is devoted to establishing the limit profile for k-IP. Recall that
\[ t_c := t_c(k, n) = \frac{1}{2} n \log k + c = \frac{1}{2} n \log n + \log \alpha \]
is the proposed mixing time. We start by giving brief outline of the proof now, citing the results to come. Throughout, we work with the \( \ell_1 \) distance, so as not to carry factors of \( \frac{1}{2} \).

To emphasise that we are working with the \( \ell_1 \) distance, we start by giving brief outline of the proof now, citing the results to come. Throughout, we work with the \( \ell_1 \) distance, so as not to carry factors of \( \frac{1}{2} \).

Theorem. Let \( \lambda \) be the proposed mixing time. We start by giving brief outline of the proof now, citing the results to come. Throughout, we work with the \( \ell_1 \) distance, so as not to carry factors of \( \frac{1}{2} \).

We need only consider \( \lambda \) with \( m_\lambda \neq 0 \); such partitions have first row at least \( n - k \) by Lemma 3.8. We then need to estimate the main term and control the error when \( t = t_c \):

\[ \text{ET}_t = o(1) \quad \text{by Proposition 4.4;} \]
\[ \text{MT}_t = d_1(\text{Pois}(\alpha + e^{-c}), \text{Pois}(\alpha)) + o(1) \quad \text{by Proposition 4.5.} \]

The \( o(1) \) terms here implicitly include letting \( M \to \infty \) as \( n \to \infty \), but arbitrarily slowly. \( \square \)

We make one important remark regarding notation. At some points it is helpful to think of following k cards; others, randomising \( n - k \) cards. For this reason, we introduce \( m := n - k \). We reserve \( m \) for this value throughout. We could use only \( n \) and \( k \), but a lot of the formulas later are much more natural when viewed in the second manner, thus having \( m \) makes them more-easily interpretable. The triple \((n, k, m) \in \mathbb{N}\) will always satisfy \( n = m + k \), so \( 0 \leq m, k \leq n \). We typically do not repeat or define these in statements below.

4.1 Character Estimation

We start by analysing the character ratio \( q_\lambda \). We have in the back of our minds that the main term will correspond to \( \lambda \) with \( r := n - \lambda_1 \geq 1 \); we thus require accurate estimations in this regime. We also need an upper bound valid for larger \( r \) to control the error term.

Recall from Lemma 3.4 that the character ratio \( r_\lambda = \chi_\lambda(\tau)/d_\lambda \) satisfies

\[ r_\lambda = \frac{1}{n(n-1)} \sum_{i \in [n]} \lambda_i (\lambda_i - (2i - 1)) = \left( \begin{array}{c} n \\ 2 \end{array} \right)^{-1} \sum_{i \in [n]} \left( \begin{array}{c} \lambda_i \\ 2 \end{array} \right) - \left( \begin{array}{c} \lambda_i \\ 2 \end{array} \right). \]

Lemma 4.1. Let \( \lambda \vdash n \). The character ratio \( q_\lambda \) for the k-IP satisfies the following relations:

\[ \frac{1}{n} + \frac{n-1}{n} r_\lambda = q_\lambda = \frac{1}{n} + \frac{1}{2n^2} \sum_{i \in [n]} \lambda_i (\lambda_i - (2i - 1)) \]
\[ 1 - \frac{2}{n} (1 + \frac{1}{n}) \leq q_\lambda \leq 1 - \frac{2}{n} \]
\[ q_\lambda \leq 1 - \frac{2}{n^2} (1 + \frac{1}{n}) \quad \text{if} \quad \lambda_1 \geq \frac{1}{2} n. \]

Proof. There is laziness-\( \frac{1}{n} \) in our driving measure corresponding to choosing the same card with both hands. A non-lazy step is precisely a random-transposition step. Hence, (4.1) holds.

If \( r = n \), ie \( \lambda = (1^n) \), then \( r_\lambda = -1 \), so \( q_\lambda = -1 + \frac{2}{n} \) and the claims hold. Next,

\[ \sum_{i \in [n]} \lambda_i (\lambda_i - 2(i - 1)) = \sum_{i \in [n]} \lambda_i^2 - 2 \sum_{i \in [n]} \lambda_i (i - 1) \]

9
\[
\begin{aligned}
\frac{c^t}{n} &\leq n^2 - r n, \\
\frac{\lambda^2}{n^2} &\leq 2 r^2 = n^2 - 2 r n - r^2.
\end{aligned}
\]

Diving by \(\binom{n}{2}\) = \(1/2\)\(n(n-1)\) and using \(\frac{1}{n^2} + \frac{1}{n(n-1)} \leq 1 + \frac{1}{n}\) when \(r \leq n-1\) gives (4.2) when \(\lambda \neq (1^n) \vdash n\). Finally, direct calculation with \(r\) from Lemma 3.4 shows that \(\lambda \mapsto r_\lambda\) is a monotone function; see [CST08, Corollary 10.6.3]. Hence (4.3) holds: if \(r \leq \frac{1}{2} n\), then
\[q_\lambda \leq q_{(n-r,r)} = 1 - 2 r(n-r+1)/n^2 \leq 1 - 2 r(1+r/n)/n.\]

We need to raise \(q_\lambda\) to the power of \(t = t_c = \frac{1}{2} n (\log k + c)\).

**Lemma 4.2.** Let \(c \in \mathbb{R}\) and \(t := t_c\). Let \(\lambda \vdash n\) and \(r := n - \lambda_1\). The following inequalities hold:
\[q_\lambda^t \leq (\exp k)^{-r(1+1/200)} \quad \text{if} \quad r \geq \frac{1}{100} n \quad \text{and} \quad q_\lambda \geq 0; \quad (4.4)\]
\[q_\lambda^t \leq (\exp k)^{-r} \exp (2 r^2 \log k / n) \quad \text{if} \quad r \leq \frac{1}{4} n, \quad (4.5)\]
\[q_\lambda^t \geq (\exp k)^{-r} \exp (-2 r^2 \log k / n) \quad \text{if} \quad r \leq \frac{1}{4} n. \quad (4.6)\]

**Proof.** Let \(t := t_c\). The upper bound in (4.2) implies (4.4): if \(r \geq \frac{1}{100} n\) and \(q_\lambda \geq 0\), then
\[q_\lambda^t \leq \exp\left(-\frac{201}{200} n t_c\right) = \exp\left(-\frac{1}{2} r (\log k + c)\left(1 + \frac{1}{200}\right)\right) = (\exp k)^{-r(1+1/200)} / n;\]
using the inequality \(1 - x \leq \exp(-\frac{201}{200} x)\), valid for all \(x \geq \frac{1}{100}\). Next, the lower bound in (4.2) implies that if \(r \leq \frac{1}{4} n\), then \(q_\lambda \geq 0\). Thus, (4.2, 4.3) implies (4.5): if \(r \leq \frac{1}{4} n\), then
\[0 \leq q_\lambda^t \leq \exp(-\frac{201}{200} n t_c) \leq (\exp k)^{-r} \exp (2 r^2 \log k / n),\]
using the inequality \(1 - x \leq \exp(-x)\), valid for all \(x \in \mathbb{R}\), and \(t_c \leq n \log k\), valid for \(k\) large enough in terms of \(c\). For the corresponding lower bound (4.6), we use the lower bound in (4.2) along with the inequality \(1 - x \geq \exp(-x - x^2)\), valid for all \(x \leq \frac{1}{2}\): if \(r \leq \frac{1}{4} k\), then
\[q_\lambda \geq \exp\left(-\frac{201}{200} n t_c + \frac{1}{4} n \right) \geq \exp\left(-\frac{201}{200} n + \frac{1}{4} r \right) \geq \exp\left(-\frac{201}{200} n + \frac{1}{4} r \right).\]
Inequality (4.6) follows by raising this to the power \(t = t_c\) and using \(t_c \leq n \log k\). \(\square\)

We only use \(r \approx 1\) in the main term. In particular, \(r \approx 1\) implies that \(r \leq \frac{1}{4} n\), so \(q_\lambda \geq 0\).

**Corollary 4.3.** Suppose that \(\lambda \vdash n\) is such that \(r := n - \lambda_1 \approx 1\). Then,
\[d_\lambda q_\lambda^t = \frac{1}{n} d_\lambda \cdot (e^{-r n / k})^t \cdot (1 + O(\log k / n)).\]

**Proof.** This is a simple consequence of Lemma 3.5 and (4.5, 4.6) from Lemma 4.2. \(\square\)

### 4.2 Control of the Error Term

The first thing to check is that the error term in Teyssier’s approximation lemma is small at the proposed mixing time \(t_c\). To do this, we need an upper bound on \(\sqrt{m_\lambda} d_\lambda q_\lambda^t\) at \(t = t_c\); see Corollary 3.9 and Lemma 4.1. We use these estimates to show that asymptotically all the mass is distributed over partitions \(\lambda \vdash n\) with very long first row, namely \(n - \lambda_1 \approx 1\).

We remind the reader that throughout this section \(\alpha \in (0,1)\) is some fixed number, not depending on the underlying number \(n\) of cards. We assume that \(k = \alpha n\) and ignore any non-integer issues. We also let \(c \in \mathbb{R}_+\) be arbitrary, but fixed, and take \(t := t_c\).

**Proposition 4.4** (Error Term). Let \(\alpha \in (0,1)\) and \(k = \alpha n\). Let \(c \in \mathbb{R}\) and let \(t := t_c\). Then,
\[\limsup_{M \to \infty} \limsup_{n \to \infty} \sum_{\lambda^n : n - \lambda_1 < n - M} \sqrt{m_\lambda} d_\lambda |q_\lambda|^t = 0.\]
Proof. We start by using the bound on $\sqrt{m_\lambda d_\lambda}$ from Corollary 3.9:

$$\sum_{\lambda^n \lambda_1 < n-M} \sqrt{m_\lambda d_\lambda}|q_\lambda|^l \leq \sum_{r=M+1}^{n} \lambda^l (nk)^{r/2} \sum_{\lambda^n \lambda_1 = n-r} d_\lambda^l |q_\lambda|^l.$$ 

Recall that $nk = k^2/\alpha$. Using Cauchy–Schwarz and $\sum_{p \in \mathcal{G}} d_p^2 = |\mathcal{G}|$ for any $\mathcal{G}$, we obtain

$$\sum_{\lambda^n \lambda_1 = n-r} d_\lambda^l \leq \sqrt{|\{\lambda^n M\}| r!} \leq \sqrt{2^r r!}.$$ 

Let $g_r := \max_{\lambda^n \lambda_1 = n-r} q_\lambda \neq 0$. We use this to handle $\lambda$ with $q_\lambda > 0$:

$$\sum_{\lambda^n \lambda_1 < n-M, q_\lambda \geq 0} \sqrt{m_\lambda d_\lambda}|q_\lambda|^l \leq \sum_{r=M+1}^{n} (2/\alpha)^{r/2} g_r^l k^r / \sqrt{r!}.$$ 

We split this sum at $r = \frac{1}{100} n$ and apply (4.4, 4.5) from Lemma 4.2 to the respective cases. First, consider $r \leq \frac{1}{100} n$. We apply (4.5) to bound $q_r^l$ for $\lambda$ with $q_\lambda \geq 0$:

$$\sum_{r=M+1}^{n/100} (2/\alpha)^{r/2} q_r^l k^r / \sqrt{r!} \leq \sum_{r=M+1}^{n/100} \exp(r \frac{1}{2} \log(2/\alpha) + |c| + r^2 \log k/n) / \sqrt{r!}.$$ 

Let $b_r$ denote the $r$-th summand on the right-hand side. Their ratios satisfy

$$b_{r+1}/b_r = \exp\left(\frac{1}{2} \log(2/\alpha) + |c| + (2r + 1) \log k/n\right) / \sqrt{1+r} \leq \exp(\epsilon' + 5r \log n/n) / \sqrt{r} =: f(r) \quad \text{where} \quad \epsilon' = \frac{1}{2} \log(2/\alpha) + |c|.$$ 

The function $f$ is decreasing until $\frac{\epsilon'}{\sqrt{r}}$ and increasing after this. Thus,

$$\max_{M \leq r \leq n/100} f(r) \leq \max\{f(M), f(\frac{1}{100} n)\}.$$ 

Assume that $M \leq n^{1/4}$. Then, the following hold:

$$f(M) = \exp(|c| + 1 + 5M \log n/n) / \sqrt{M} \to 0 \quad \text{as} \quad M \to \infty;$$

$$f(\frac{1}{100} n) = \exp(|c| + 1 + \frac{1}{4} \log n) / \sqrt{n/100} \to 0 \quad \text{as} \quad n \to \infty.$$ 

Hence, the sum is dominated by a geometric sum with decay parameter $\frac{1}{2}$. Thus,

$$\sum_{r=M+1}^{n/100} \exp(r \epsilon' + 2r^2 \log n/n) / \sqrt{r!} \leq \exp(M \epsilon' + 2M^2 \log n/n) / \sqrt{M!} \leq \exp(M \epsilon' + 2 \log n/\sqrt{n}) / \sqrt{M!} \to 0 \quad \text{as} \quad M \to \infty.$$ 

We turn out attention to $r \geq \frac{1}{100} n$. We apply (4.4) to bound $q_r^l$:

$$\sum_{r=n/100}^{n} (2/\alpha)^{r/2} q_r^l k^r / \sqrt{r!} \leq \sum_{r=n/100}^{n} 6^{r \epsilon'} k^r (r^{1/2-1/400}(\epsilon/r)^{r/2} \leq \sum_{r \geq n/100} 6^{r \epsilon'} k^{r/2-r/400} (100e/n)^{r/2} = \sum_{r \geq n/100} 6^{r \epsilon'} k^{-r/400} = o(1).$$ 

Combining these two partial sums, we see that the sum over $\lambda$ with $q_\lambda \geq 0$ tends to 0.

It remains to consider $\lambda$ with $q_\lambda = 0$. These terms can be bounded easily, using relatively crude bounds, to give an $o(1)$ contribution. Analogous bounding is done by Teyssier [Tey20, Lemma 4.1]—see their terms $S_1, S_2$ and $S_3$ there. 

\[\Box\]

### 4.3 Evaluation of the Main Term

We analyse $\lambda$ with $r \gg 1$ in the main term; the cost is an $o(1)$ error term. For such partitions, we can use the asymptotic bound from Corollary 4.3. Recall that we use the notation

$$\Sigma \sim \text{Unif}(\mathcal{G} = \mathcal{G}_n) \quad \text{and} \quad \Pi \sim \text{Unif}(\mathcal{R} = \mathcal{G}_{n-k} \times \mathcal{G}_1 \times \ldots \times \mathcal{G}_1 \equiv \mathcal{G}_{n-k})$$ independently.
Proposition 4.5 (Main Term). Let \( \alpha \in (0, 1) \) and \( k = \alpha n \). Let \( \Sigma \sim \text{Unif}(\mathcal{G}) \) and \( \Pi \sim \text{Unif}(\mathcal{R}) \). Let \( c \in \mathbb{R} \) and \( t := t_c \). Then,

\[
\limsup_{M \to \infty} \limsup_{n \to \infty} \left| \mathbb{E}\left( \mathbb{E}\left(\sum_{\lambda_1 \geq n-M} d_\lambda \chi_\lambda(\Sigma \Pi) \mid \Sigma \right) \right) \right| - d_1(\text{Pois}(\alpha + e^{-c}), \text{Pois}(\alpha)) = 0.
\]

**Skeleton of Proof.** We use the parametrisation \( \beta = e^{-c}/\alpha \) in the results cited below. In this parametrisation, the target of Proposition 4.5 is \( d_1(\text{Pois}(\alpha(1 + \beta)), \text{Pois}(\alpha)) \).

First, we abstractly formulate the main term in terms of numbers of fixed points of permutations. This uses the estimate on \( d_\lambda q^n_k \) (Lemma 4.6) and evaluation of a representation-theoretic sum and polynomial (Lemmas 4.7 and 4.10), culminating in Corollary 4.11.

Next, we then split this number of fixed points into two parts (Lemma 4.12), resulting in Corollary 4.13. These numbers of fixed points can be approximated by Poisson RVs, for which simplifications and certain closed-form solutions exist. Next, we evaluate the estimate of Corollary 4.13 under these approximations (Lemmas 4.16 to 4.18), resulting in Proposition 4.15. This shows how the Poisson distance arises naturally.

It remains to evaluate the fixed-point laws precisely (Lemmas 4.19 and 4.20) and justify the approximations (Proposition 4.22) to complete the proof. \( \square \)

4.3.1 Abstract Formulation in Terms of Numbers of Fixed Points

First, we use Corollary 4.3 to replace \( d_\lambda q^n_k \) by \( \frac{1}{\alpha^n} \beta^r d_\lambda \), where \( \beta = e^{-c}/\alpha \).

Lemma 4.6. Let \( \alpha \in (0, 1) \) and \( k = \alpha n \). Let \( \Sigma \sim \text{Unif}(\mathcal{G}) \) and \( \Pi \sim \text{Unif}(\mathcal{R}) \). Let \( c \in \mathbb{R} \) and \( t := t_c \). Write \( \beta := e^{-c}/\alpha \). Then,

\[
\limsup_{M \to \infty} \limsup_{n \to \infty} \left| \mathbb{E}\left( \mathbb{E}\left(\sum_{\lambda_1 \geq n-M} d_\lambda q^n_k \chi_\lambda(\Sigma \Pi) \mid \Sigma \right) \right) \right| - \mathbb{E}\left(\mathbb{E}\left(\sum_{1 \leq r \leq M} \frac{1}{\alpha^n} \beta^r \sum_{\lambda_1 = n-r} \chi_\lambda(\Sigma \Pi) \mid \Sigma \right) \right) = 0.
\]

**Proof.** The estimates of §4.1, culminating in Corollary 4.3, give

\[
d_\lambda q^n_k = \frac{1}{\alpha^n} d_\lambda \beta^r \cdot (1 + O(\log n/k)).
\]

This bound is analogous to that obtained by Teyssier [Tey20, Equation (4.2)], as \( k \ll n \). The same simple, albeit somewhat technical, argument as they give proves our claim. In essence, it is just controlling an error sum using some fairly crude bounds. \( \square \)

We could use linearity of the expectation to pass the inner \( \mathbb{E}(\cdot) \) through the sums, giving \( \mathbb{E}(\chi_\lambda(\Sigma \Pi) \mid \Sigma) \). However, evaluating this goes back to the spherical functions-type approach. Rather, we evaluate the inner sums, first over \( \lambda \) with fixed first row \( \lambda_1 = n-r \), then over \( r \). Only after having done these computations do we take the expectation.

To this end, we introduce a collection \( \{T_r\}_{r \in \mathbb{N}} \) of polynomials:

\[
T_r(z) := \sum_{i=0}^{r} \binom{r}{i} \frac{z^i}{i!}(-1)^{i} \text{ if } z \in \mathbb{N}_0 \quad \text{with} \quad \binom{r}{i} := 0 \text{ if } \ell > z.
\]

Teyssier [Tey20, Lemma 4.3] proves the following representation-theoretic result. It follows from the Murnaghan–Nakayama rule for calculating the character along with a clever, non-standard choice of basis. Let \( \mathcal{S}_{n,r} \) denote the set of permutations \( \sigma \in \mathcal{S}_n \) with all cycles of length at most \( r \). For a permutation \( \sigma \), let \( \text{Fix} \sigma \) denote its number of fixed points:

\[
\text{Fix} \sigma := | \{ i \mid \sigma(i) = i \} |.
\]

Lemma 4.7 (Teyssier [Tey20, Lemma 4.3]). Let \( r \in \mathbb{N} \) and let \( \sigma \in \mathcal{S}_n \) be a permutation with some cycle of length greater than \( r \), ie \( \sigma \in \mathcal{S}_n \setminus \mathcal{S}_{n,r} \). Then,

\[
\frac{1}{\alpha^n} \sum_{\lambda_1 = n-r} d_\lambda \chi_\lambda(\sigma) = T_r(\text{Fix} \sigma).
\]
The above lemma only applies for permutations \( \sigma \) with minimal cycle-length at least \( r \); if the minimal length is at least \( M \), then this can be used for all \( r \leq M \) simultaneously. Later, we need to average over \( \sigma \in \mathcal{S} \); the minimal length is larger than \( M \) whp (as \( n \to \infty \)), so we are able to exclude cases for which this lemma does not apply.

**Lemma 4.8.** Let \( M \in \mathbb{N} \) and \( \beta \in (0, \infty) \). Then,
\[
\limsup_{n \to \infty} |\mathcal{S}_n|^{-1} \sum_{\sigma \in \mathcal{S}_{n,M}} \sum_{\lambda \vdash n, \lambda \geq n-M} \left( d_{\lambda'} |\chi_\lambda(\sigma)| + |\beta' T_r(\text{Fix} \sigma)| \right) = 0.
\]

**Proof.** This follows from some rough bounds, as shown by Teyssier [Tey20, Proof of Lemma 4.2]—there, the sum in question is called \( \mathcal{S}_{n,t} \), with their \( \ell \) replacing our \( M \).

This lemma allows us to, in essence, apply Lemma 4.7 for all \( \sigma \in \mathcal{S}_n \), rather than just those in \( \mathcal{S}_n \setminus \mathcal{S}_{n,M} \); the impact of the \( \sigma \in \mathcal{S}_{n,M} \) is insignificant on the overall sum.

We must sum over these polynomials, each weighted by \( \beta' \). We think of \( M \) as “arbitrarily large, but fixed”. First, we next approximate \( \sum_{1 \leq r \leq M} \) by \( \sum_{r \geq 1} \). This is done by Teyssier [Tey20, Lemma 4.4] using elementary, if somewhat technical, arguments.

**Lemma 4.9 ([Tey20, Lemma 4.4]).** Let \( N \in \mathbb{N} \) and \( \beta \in (0, \infty) \). Then,
\[
\limsup_{M \to \infty} |\sum_{1 \leq r \leq M} \beta' T_r(N) - \sum_{r \geq 1} \beta' T_r(N)| = 0.
\]

Next, we must evaluate the sum \( \sum_{r \geq 1} \). This is done by Teyssier [Tey20, Proposition 4.5] using a simple change of variables and swapping of summation order.

**Lemma 4.10 ([Tey20, Proposition 4.5]).** Let \( N \in \mathbb{N} \) and \( \beta \in (0, \infty) \). Then,
\[
\sum_{r \geq 1} \frac{1}{r} \beta' T_r(N) = f_\beta(N) \quad \text{where} \quad f_\beta(N) := e^{-\beta}(1 + \beta)^N - 1.
\]

Combining Lemmas 4.6 to 4.10 gives the following approximation to the \( L_1 \) distance.

**Corollary 4.11.** Let \( \alpha \in (0,1) \) and \( k = \alpha n \). Let \( \Sigma \sim \text{Unif}(\mathcal{S}) \) and \( \Pi \sim \text{Unif}(\mathcal{R}) \). Let \( c \in \mathbb{R} \) and \( t := t_\alpha \). Write \( \beta := e^{-c}/\alpha \). Then,
\[
\limsup_{M \to \infty} \limsup_{n \to \infty} \left[ \mathbb{E}\left( \left| \mathbb{E}\left( \sum_{\lambda \vdash n, \lambda \geq n-M} d_{\lambda'} |\chi_\lambda(\Sigma \Pi) | | \Sigma | \right) \right| \right] - \mathbb{E}\left( \left| e^{-\beta} \mathbb{E}\left( (1 + \beta) \text{Fix}(\Sigma \Pi) | | \Sigma | - 1 \right) \right| \right) = 0.
\]

Recall that \( \mathcal{R} = \mathcal{S}_m \times \mathcal{S}_1 \times \ldots \times \mathcal{S}_1 \subseteq \mathcal{S}_n = \mathcal{S} \), so the averaging over \( \mathcal{R} \) corresponds to uniformising the \( m \) cards. If \( \mathcal{R} = \{\text{id}\} \) is the trivial group—ie, \( k = n \), so all cards are followed—then the averaging over \( \Pi \sim \text{Unif}(\mathcal{R}) \) does nothing and the evaluation becomes relatively simple. A quantitative version of the well-known fact that \( \text{Fix} \Sigma \approx \text{Pois}(1) \) gives a fairly simple proof; see [Tey20, Lemma 4.6]. It is much more challenging in general.

The fundamental idea is to break up \( \text{Fix}(\Sigma \Pi) \) into two parts: the fixed points amongst the first \( m := n - k \) indices and the remainder. We then estimate various expectations via approximation RVs by Poisson RVs and using concentration of a certain hypergeometric RV.

Below, all indices are assumed implicitly to be in \( [n] = \{1, \ldots, n\} \).

**Lemma 4.12.** Let \( \sigma \in \mathcal{S}_n \) and \( L_\sigma := [i \leq m \mid \sigma^{-1}(i) \leq m] \). Let \( \Pi \sim \text{Unif}(\mathcal{R}) \). Then,
\[
\text{Fix}(\sigma \Pi) = \{ i \leq m \mid \Pi(i) = i \} + \{ i > m \mid \sigma(i) = i \}.
\]

**Proof.** Let \( L_\sigma := [i \leq m \mid \sigma^{-1}(i) \leq m] \). Any \( \pi \in \mathcal{R} \) stabilises indices \( i > m \). Thus,
\[
\text{Fix}(\sigma \pi) = \{ i \leq m \mid \pi(i) = \sigma^{-1}(i) \} \cup \{ i > m \mid \sigma(i) = i \}.
\]
\[ |\{i \leq m \mid \pi(i) = \sigma^{-1}(i)\} \cap L_\sigma| + |\{i > m \mid \sigma(i) = i\}|. \]

Now, \(\sigma\) is a fixed permutation. Thus, by symmetry, the law of \(\text{Fix}(\pi)\) is unaffected by the particular choice of either \(L_\sigma\) or \(\sigma^{-1}\). We may thus assume that \(L_\sigma = [L_\sigma]\) and \(\sigma^{-1}(i) = i\) for all \(i \leq L_\sigma\); this does not affect the law of \(\text{Fix}(\sigma\pi)\). This proves the lemma.

This lemma deconstructs \(\text{Fix}(\Sigma\Pi)\) into two conditionally independent parts given \(L_\Sigma\).

**Corollary 4.13.** Let \(\alpha \in (0, 1)\) and \(k = an\). Let \(\Sigma \sim \text{Unif}(\mathcal{S}_n)\) and \(\Pi \sim \text{Unif}(\mathcal{S}_m \times \mathcal{S}_1 \times \cdots \times \mathcal{S}_1 \subseteq \mathcal{S}_n)\). Let \(c \in \mathbb{R}\) and \(t := t_c\). Write \(\beta := e^{-c}/\alpha\). Then,

\[
d_1(t) = \mathbb{E}(\{e^{-\beta}\mathbb{E}((1 + \beta)^X + Y \mid L_\Sigma) - 1\}) \quad \text{where} \quad X := |\{i \leq L_\Sigma \mid \Pi(i) = i\}| \quad \text{and} \quad Y := |\{i > m \mid \Sigma(i) = i\}|.
\]

Moreover, \(X\) and \(Y\) are conditionally independent given \(L_\Sigma = |\{i \leq m \mid \Sigma^{-1}(i) \leq m\}|\).

We can, and do, calculate the law of each of \(X\) and \(Y\) explicitly, given the value of \(L_\Sigma\). These are not amenable to closed-form simplification, however. The laws we calculate are each approximately Poisson, given \(L_\Sigma\), with an explicit parameter:

\[
X \approx \text{Pois}(\frac{c}{\beta}) \quad \text{and} \quad Y \approx \text{Pois}(1 - \frac{m - t}{n - m}) \quad \text{given} \quad L_\Sigma = L.
\]

Further, the law of \(L_\Sigma\) is exactly hypergeometric. A hypergeometric distribution \(\text{HG}(A, B, n)\) is one that “describes the probability of a given number of successes in \(A\) draws, without replacement, from a finite population of size \(n\) that contains exactly \(B\) objects with that feature”. \(L_\Sigma\) fits this precisely with \(A = B = m\): \(L_\Sigma \sim \text{HG}(m, m, n)\). We record this now.

**Lemma 4.14.** Let \(\Sigma \sim \text{Unif}(\mathcal{S}_n)\). Then,

\[
L_\Sigma = |\{i \leq m \mid \Sigma^{-1}(i) \leq m\}| \sim \text{HG}(m, m, n).
\]

Using the Poisson approximations and known concentration results for hypergeometrics—they concentrate more strongly than the corresponding “with replacement” Binomial distribution \(\text{Bin}(A, B/n)\)—we are able to well-approximate the relative \(L_1\) distance \(d_1(t)\). We do this first, then determine precisely the laws of

\[
|\{i \leq L_\sigma \mid \Pi(i) = i\}| \quad \text{and} \quad |\{i > m \mid \sigma(i) = i\}|,
\]

showing that they are approximately Poisson. Finally, we briefly justify the replacement of these by their approximations in the \(L_1\)-distance formula.

### 4.3.2 Estimation Using Poisson Approximations

We first estimate the \(L_1\) distance from Corollary 4.13 when replacing \(X\) and \(Y\) with their conditionally-independent Poisson approximations.

**Proposition 4.15.** Let \(\alpha \in (0, 1)\) and \(k = an\). Let \(L \sim \text{HG}(m, m, n)\). Let \(X_0 \sim \text{Pois}(\frac{c}{\beta})\) and \(Y_0 \sim \text{Pois}(1 - \frac{m - t}{n - m})\) independently given \(L\). Let \(c \in \mathbb{R}\) and \(t := t_c\). Write \(\beta := e^{-c}/\alpha\). Then,

\[
\limsup_{n \to \infty} |\mathbb{E}(\{e^{-\beta}\mathbb{E}((1 + \beta)^{X_0 + Y_0} \mid L) - 1\}) - d_1(\text{Pois}(\alpha(1 + \beta)), \text{Pois}(\alpha))| = 0.
\]

We prove this via a sequence of lemmas. The first corresponds primarily to the inner expectation. It is straightforward since there are no absolute value signs to cause difficulties. We omit the simple proof as it is just the usual mgf for the Poisson distribution.
Lemma 4.16. Let $z \in (0, \infty)$ and $Z_0 \sim \text{Pois}(z)$. Let $\gamma \in (0, \infty)$. Then, 
\[ \mathbb{E}((1 + \gamma)Z_0) = \exp(\gamma z). \]

The next lemma is far more challenging technically. We do not evaluate it exactly, but rather only up to a term which will be small when we average over $L \sim HG(m, n, m)$, the mean of which is $m^2/n$. This is due to the fact that the averaging is being done outside the absolute value, leading to TV-type expressions and other technical hurdles.

Lemma 4.17. Let $L \in \mathbb{N}$ with $0 \leq m - L \leq n - m$. Let $\lambda_0 = 1 - \frac{m - L}{n - m}$ and $Y_0 \sim \text{Pois}(\lambda_0)$; let $\lambda_* := 1 - \frac{m}{n} = \frac{L}{n}$, ie the value of $\lambda_0$ when $L = m^2/n$. Let $\beta \in (0, \infty)$. Then,
\[ \mathbb{E}\left[ \left| e^{-\beta \lambda_0 L/m} (1 + \beta)^{Y_0} - 1 \right| \right] - d_1(\text{Pois}(\lambda_0(1 + \beta)), \text{Pois}(\lambda_*)) \leq e^{\beta^2} \left( \exp\left( \frac{n}{m} \left| \frac{L}{m} - \frac{m}{n} \right| \right) - 1 \right)^2 + e^{\beta^2} \exp\left( \frac{n}{m} \left| \frac{L}{m} - \frac{m}{n} \right| \right) \left( \exp\left( \frac{\beta^2}{m} \left| \frac{m}{n} - \frac{m}{n} \right| \right) - 1 \right). \]

Proof. Let $Y_* \sim \text{Pois}(\lambda_*).$ We ‘pivot’ $L$ around $m^2/n$ to convert $Y_0$ into $Y_*:
\mathbb{E}\left[ \left| e^{-\beta \lambda_0 L/m} (1 + \beta)^{Y_0} - 1 \right| \right] - \mathbb{E}\left[ \left| e^{-\beta \lambda_* (1 + \beta)^{Y_*} - 1} \right| \right] = \mathbb{E}\left[ e^{-\beta \lambda_0 (1 + \beta)^{Y_*}} \cdot e^{\beta(L/m-n/m)(1 + \beta)^{Y_0 - Y_*} - 1} \right] - \mathbb{E}\left[ e^{-\beta \lambda_0 (1 + \beta)^{Y_*}} \cdot e^{\beta(L/m-n/m)(1 + \beta)^{Y_0 - Y_*} - 1} \right].
\]

The expectation about which we are pivoting is easy to calculate explicitly:
\[ \mathbb{E}\left[ e^{-\beta \lambda_* (1 + \beta)^{Y_*} - 1} \right] = \sum_{y \geq 0} \frac{1}{y!} e^{-\lambda_*} \lambda_*^y \left| e^{-\beta \lambda_* (1 + \beta)^y} - 1 \right| = \sum_{y \geq 0} \frac{1}{y!} e^{-\lambda_*} \lambda_*^y (1 + \beta)^y \cdot \frac{1}{y!} e^{-\lambda_*} \lambda_*^y \left| (1 + \beta)^y - 1 \right| = d_1(\text{Pois}(\lambda_*(1 + \beta)), \text{Pois}(\lambda_*)). \]

It remains to bound the remaining ‘error’. Let $L' := L - m^2/n$. First, note that 
\[ \lambda_0 - \lambda_* = \frac{m - L}{n - m} = \frac{m(n - m) - n(m - L)}{n(n - m)} = \frac{L - m^2/n}{n - m} = \frac{L'}{n - m}. \]

We now use a simple coupling of two Poisson RVs: if $0 < a < b$, then $\text{Pois}(a) + \text{Pois}(b-a) \sim \text{Pois}(b)$, if $\text{Pois}(a)$ and $\text{Pois}(b-a)$ are independent. Thus, $| Y_0 - Y_* | \sim \text{Pois}(| \lambda_0 - \lambda_* |)$. This is not independent of $Y_*$, however, so we apply Cauchy–Schwarz to separate the parts:
\[ \mathbb{E}\left[ e^{-\beta \lambda_0 (1 + \beta)^{Y_*}} \cdot e^{\beta(L'/m-n/m)(1 + \beta)^{Y_0 - Y_*} - 1} \right]^2 \leq \mathbb{E}\left[ e^{-2\beta \lambda_0 (1 + \beta)^{2Y_*}} \right] \cdot \mathbb{E}\left[ (e^{\beta(L'/m-n/m)(1 + \beta)^{Y_0 - Y_*}})^2 - 1 \right]^2 \]

where $Z \sim \text{Pois}(| \lambda_0 - \lambda_* |)$. The first term is straightforward to calculate and bound using Lemma 4.16 and the fact that $Y_* \sim \text{Pois}(\lambda_*)$ and $\lambda_* \leq 1$:
\[ \mathbb{E}\left[ e^{-2\beta \lambda_0 (1 + \beta)^{2Y_*}} \right] = e^{\beta^2 \lambda_*} \mathbb{E}\left[ e^{-(2\beta + \beta^2) \lambda_* (1 + 2\beta + \beta^2)^{Y_*}} \right] = e^{\beta^2 \lambda_*} \leq e^{\beta^2}. \]

Next, we expand the square in the second term and use Lemma 4.16 again:
\[ \mathbb{E}\left[ (e^{\beta(L'/m-n/m)(1 + \beta)^{Y_0 - Y_*}})^2 - 1 \right]^2 = e^{2\beta[L'/m(1 + \beta)^2Z] - 2e^{\beta(L'/m)\mathbb{E}((1 + \beta)^{Z}) + 1} = e^{2\beta[L'/m(1 + \beta)^{Z}]|\lambda_0 - \lambda_*|} - 2e^{\beta[L'/m|\lambda_0 - \lambda_*]| + 1}. \]

Plugging in the expressions for $\lambda_0$ and $\lambda_*$, we find that this is equal to
\[ e^{2\beta[L'/m(1 + \beta)^{Z}]} e^{2\beta[L'/m(1 + \beta)^{Z}]} - 2e^{\beta[L'/m(1 + \beta)^{Z}]} + 1 = (e^{2\beta[L'/m(1 + \beta)^{Z}]} - 1)^2 + e^{2\beta[L'/m(1 + \beta)^{Z}]} \left( e^{\beta[L'/m] - 1} \right). \]

The claim now follows immediately from all these estimates and calculations.
The ‘error bound’ in the previous lemma is, admittedly, pretty confusing. In particular, it is not ‘small’ unless \( L \) is ‘close to’ \( m^2/n \). We do not try to explicitly using the distribution \( L \sim \text{HG}(m, m, n) \). Rather, we use the fact that \( L \) concentrates very well around its mean \( m^2/n \); further, \( L/m \in [0, 1] \), so is uniformly bounded. This will allow us to replace \( L/m \) by \( m/n + o(m/n) \) at only an \( o(1) \) error even in the mgfs.

Hypergeometric distributions, which correspond to sampling without replacement, concentrate more strongly than their Binomial counterparts, which correspond to sampling with replacement. This can be made formal by a simple coupling. The well-known Binomial concentration bound is sufficient for our application.

**Lemma 4.18.** Let \( L \sim \text{HG}(m, m, n) \). Let \( \gamma, \omega \in (0, \infty) \) with \( \gamma \omega \leq m \). Then,

\[
|\mathbb{E}(\exp(\gamma |L/m - m/n|)) - 1| \leq 2\gamma \omega/m + 2 \exp(-2\omega^2/m).
\]

**Proof.** The claimed bound follows easily from the standard hypergeometric tail bound

\[
\mathbb{P}(|L/m - m/n| \geq \omega/m) \leq \exp(-2\omega^2 m),
\]

the uniformity \( L/m \in [0, 1] \) and the inequality \( e^x - 1 \leq 2x \) for \( x \in [0, 1] \).

Indeed,

\[
|\mathbb{E}(\exp(\gamma |L/m - m/n|)) - 1| \leq (\exp(\gamma \omega/m) - 1) + \mathbb{P}(|L/m - m/n| \geq \omega/m)
\]

\[
\leq 2\gamma \omega/m + 2 \exp(-2\omega^2/m). \quad \Box
\]

These results combine easily to estimate the distance under the Poisson approximation.

**Proof of Proposition 4.15.** The proposition follows from applying Lemma 4.18 to each of the terms in Lemma 4.17, noting that \( |\lambda - \mu| \leq 1 \) and \( \lambda* = 1 - \frac{\lambda}{\mu} = \frac{\lambda}{\mu} = \alpha. \quad \Box
\]

### 4.3.3 Exact Calculation of Fix-Point Laws

We need to determine the law of \( L_\Sigma \) and understand the number of fixed points of a permutation amongst a certain collection of indices. We analyse the number of fixed point first.

**Lemma 4.19.** Let \( L \in \mathbb{N} \) with \( L \leq m \) and let \( \Pi \sim \text{Unif}(\mathcal{S}_m) \). Then,

\[
\mathbb{P}(\{|i \leq L | \Pi(i) = i\} = r) = \frac{1}{r!} \sum_{0 \leq \ell \leq L-r} (-1)^\ell \binom{L}{r+\ell} \binom{m}{\ell+\ell}.
\]

In particular, if \( L \gg 1 \), then \( |\{i \leq L | \Pi(i) = i\}| \approx \text{Pois}(\frac{L}{m}). \)

**Proof.** This result is well known when \( L = m \). General \( L \) requires some adjustment. Write

\[ \text{Fix}_L \pi := \{|i \leq L | \pi(i) = i\} \quad \text{and} \quad F_i := \{\pi \in \mathcal{S}_m | \pi(i) = i\} \]

for the number of fixed points of \( \pi \in \mathcal{S}_m \) amongst the first \( L \) indices and the set of \( \pi \in \mathcal{S}_m \) with \( i \in [m] \) as a fixed point, respectively. Then,

\[ \{\pi \in \mathcal{S}_m | \text{Fix}_L \pi = 0\} = \cap_{i \leq L} F_i^c = (\cup_{i \leq L} F_i)^c. \]

By the inclusion–exclusion principle,

\[ |\cup_{i \leq L} F_i| = \sum_{\emptyset \neq J \subseteq [L]} (-1)^{|J|+1} |\cap_{j \in J} F_j|. \]

By symmetry, \( |\cap_{j \in J} F_j| = (m - |J|)! \). Hence,

\[ |\cup_{i \leq L} F_i| = \sum_{i \leq L} \binom{L}{\ell}(\ell)!(m-\ell)! = m! \sum_{i \leq L} \frac{(\ell)!(m-\ell)!}{\ell!(m)\ell}. \]
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In particular, combining these gives
\[ \left| \{ \pi \in \mathcal{S}_m \mid \text{Fix}_L \pi = 0 \} \right| = m! \sum_{0 \leq \ell \leq L} \frac{(-1)^\ell}{\ell!} \frac{(L \ell)_\ell}{(m \ell)_\ell}. \]
This recovers the well-known approximately-Pois(1) formula when \( L = m \).

We now generalise this to \( \{ \pi \in \mathcal{S}_m \mid \text{Fix}_L \pi = r \} \) for \( r \geq 1 \). We have
\[ \{ \pi \in \mathcal{S}_m \mid \text{Fix}_L \pi = r \} = \cup_{|I| = r} \{ \cap \{ \cap_{i \in I} F_i \} \cap \cap_{i \notin I} F_i^c \} \]
The event \( \cap_{i \in I} F_i \) forces the indices in \( I \subseteq [L] \) to be fixed points. The remaining indices of \([L]\), ie \([L] \setminus I\), must be non-fixed points, whilst those in \([m] \setminus [L] \) are unrestricted. There are \( \binom{m}{r} \) choices for \( I \); all are symmetric, so we may assume that \( I = \{L - r + 1, \ldots, L\} \). Thus,
\[ \left| \{ \pi \in \mathcal{S}_m \mid \text{Fix}_L \pi = r \} \right| = \binom{L}{r} (m - r)! \sum_{0 \leq \ell \leq L-r} \frac{(-1)^\ell}{\ell!} \frac{(L-r \ell)_\ell}{(m-r \ell)_\ell} = \frac{m!}{r!} \sum_{0 \leq \ell \leq L-r} \frac{(-1)^\ell}{\ell!} \frac{(L \ell+r \ell)_\ell}{(m-r \ell)_\ell}. \]
The first part lemma now follows since \( \Pi \sim \text{Unif}(\mathcal{S}_m) \), so
\[ \mathbb{P}(\text{Fix}_L \pi = r) = \left| \{ \pi \in \mathcal{S}_n \mid \text{Fix}_L \pi = r \} \right|/m!. \]

This shows that the distribution of \( \text{Fix}_L \Pi \) is approximately \( \text{Pois}(L/m) \) when \( 1 \ll L \ll m \). This is well known when \( L = m \) and follows more generally because \( (L - r \ell)/(m - r \ell) \approx (L/m)^\ell \) when \( r, \ell \ll 1 \). Asymptotically all the mass of the sum comes from \( \ell \approx 1 \) and \( \text{Fix}_L \Pi \leq \text{Fix}(\Pi) \approx \text{Pois}(1) \), so the important case is \( r, \ell \approx 1 \).

Exactly the same argument can be translated into the event for \( \Sigma \). However, there is a slight subtlety: the RV \( L_\Sigma \) is correlated with \( \{ \{ i > m \mid \Sigma(i) = i \} \} \). Knowing the value of \( L_\Sigma \) determines the number of indices \( i > m \) which are mapped to \( \Sigma(i) \leq m \), which cannot be fixed points. Given this, it follows an analogous distribution to that of the previous lemma.

Lemma 4.20. Let \( L \in \mathbb{N} \) with \( 0 \leq m - L \leq n - m \) and \( \Sigma \sim \text{Unif}(\mathcal{S}_n) \). Then,
\[ \mathbb{P}(\{ \{ i > m \mid \Sigma(i) = i \} \} = r \mid L_\Sigma = L) = \frac{1}{r!} \sum_{0 \leq \ell \leq n-2m+L-r} \frac{(-1)^\ell}{\ell!} \frac{(n-2m+L \ell)_\ell}{(n-m \ell)_\ell}. \]

In particular, if \( n - 2m + L \gg 1 \), then \( \left| \{ \{ i > m \mid \Sigma(i) = i \} \} \approx \text{Pois}(1 - \frac{n-L}{n-m}) \right| \) given \( L_\Sigma = L \).

Proof. This follows analogously to the above after taking care of the conditioning. We have
\[ \{ \{ i \leq m \mid \Sigma^{-1}(i) \leq m \} \} = L \iff \{ \{ i > m \mid \Sigma(i) \leq m \} \} = m - L \iff \{ \{ i > m \mid \Sigma(i) > m \} \} = (n-m) - (m-L). \]

We are choosing uniformly without replacement \( n-m \) indices \( i > m \) and conditioning that \( (n-m) - (m-L) = n-2m+L \) are mapped to indices \( j > m \)—which is a necessary condition for \( i \) to be a fixed point, ie \( i = j \). The number of fixed points amongst indices \( i > m \) is then approximately \( \text{Pois}(\frac{n-2m+L}{n-m}) = \text{Pois}(1 - \frac{n-L}{n-m}) \) in the precise sense of Lemma 4.19.

The above proof also shows that the two parts are independent given \( L_\Sigma \). Recall that
\[ X := \{ \{ i \leq L_\Sigma \mid \Pi(i) = i \} \} \quad \text{and} \quad Y := \{ \{ i > m \mid \Sigma(i) = i \} \}. \]

Corollary 4.21. The RVs \( X \) and \( Y \) are conditionally independent given \( L_\Sigma \). Moreover, \( X \approx \text{Pois}(\frac{m}{m}) \) and \( Y \approx \text{Pois}(1 - \frac{n-L}{n-m}) \) given \( L_\Sigma = L \).
4.3.4 Justification of Poisson Approximation

It remains to justify why we can replace

\[ X = |\{i \leq L_\Sigma \mid \Pi(i) = i\}| \quad \text{and} \quad Y = |\{i > m \mid \Sigma(i) = i\}| \]

by their Poisson approximations

\[ X_0 \sim \text{Pois}(\frac{L}{m}) \quad \text{and} \quad Y_0 \sim \text{Pois}(1 - \frac{m - k}{n - m}) \quad \text{given} \quad L_\Sigma = L. \]

**Proposition 4.22.** Let \( \alpha \in (0, 1) \) and \( k = \alpha n \). Let \( L \sim \text{HG}(m, m, n) \). Let \( X_0 \sim \text{Pois}(\frac{L}{m}) \) and \( Y_0 \sim \text{Pois}(1 - \frac{m - k}{n - m}) \) independently given \( L \). Let \( c \in \mathbb{R} \) and \( t := t_c \). Write \( \beta := e^{-c}/\alpha \). Then,

\[ d_1(t) = \mathbb{E}(\{e^{-\beta}\mathbb{E}((1 + \beta)^{X_0 + Y_0} \mid L_\Sigma) - 1\}) + o(1). \]

**Proof.** Corollary 4.13 says that

\[ d_1(t) = \mathbb{E}(\{e^{-\beta}\mathbb{E}((1 + \beta)^{X + Y} \mid L_\Sigma) - 1\}). \]

We look at the difference between this and the replacement of \((X, Y)\) by \((X_0, Y_0)\):

\[ \Delta := |\mathbb{E}(\{e^{-\beta}\mathbb{E}((1 + \beta)^{X + Y} \mid L) - 1\}) - \mathbb{E}(\{e^{-\beta}\mathbb{E}((1 + \beta)^{X_0 + Y_0} \mid L) - 1\})| \]

\[ \leq e^{-\beta}\mathbb{E}(\{((1 + \beta)^{X + Y} - (1 + \beta)^{X_0 + Y_0}) \mid L\}) \]

\[ \leq e^{-\beta}\mathbb{E}(\{(1 + \beta)^{X + Y} - (1 + \beta)^{X_0 + Y_0}\}). \]

Given \( L \), both \( X \to^d X_0 \) and \( Y \to^d Y_0 \). This is not sufficient a priori since we are looking at the mgfs—the map \( z \mapsto (1 + z)^2 \) is unbounded, so we cannot uniformly bound \((1 + z)^2\). However, the tails of all of \( \{X, Y, X_0, Y_0\} \) decay super-exponentially—as factorials, in fact—whilst \( z \mapsto (1 + z)^2 \) is only exponential. Thus, the convergence is sufficiently strong to deduce that \( \Delta \to 0 \) as \( n \to \infty \). We give further details, but omit some technical ones at the end.

We use the explicit descriptions for the laws of \( X \) and \( Y \) given \( L \) (Lemmas 4.19 and 4.20) as well as their conditional independence given \( L \) (Corollary 4.21):

\[ \mathbb{E}((1 + \beta)^{X + Y} \mid L) = \sum_{x, y = 0}^{\infty} (1 + \beta)^{x+y} \frac{1}{x!} \sum_{i=0}^{\infty} \frac{(-1)^i}{i!} \frac{(L)_{x+i}}{(m)_{x+i}} \frac{1}{y!} \sum_{j=0}^{\infty} \frac{(-1)^j}{j!} \frac{(n - 2m + L)_{y+j}}{(n - m)_{y+j}}. \]

where the second equality merely rearranges the terms in order to force it to look like

\[ \mathbb{E}((1 + \beta)^{X_0 + Y_0} \mid L) = \sum_{x, y = 0}^{\infty} \frac{1}{x!} \frac{1}{y!} e^{-L} \frac{(L)_{x+y}}{(m)_{x+y}}. \]

It remains to control the ‘error factor’ in our expression for \( \mathbb{E}((1 + \beta)^{X + Y} \mid L) \). To this end, let

\[ \delta := \mathbb{E}((1 + \beta)^{X + Y} \mid L) - \mathbb{E}((1 + \beta)^{X_0 + Y_0} \mid L) \]

\[ = \sum_{x, y = 0}^{\infty} \frac{1}{x!} \frac{1}{y!} e^{-L} \frac{(L)_{x+y}}{(m)_{x+y}} \left( \frac{(1 - \frac{m - L}{n - m})^y}{(1 + \beta)^y} \right) \left( \frac{(1 - \frac{m - L}{n - m})^x}{(1 + \beta)^x} \right) \]
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We recall that Remark 4.23. Both $a$ and $b$ should be viewed as “approximately 0”; in particular they are in $[0, 1]$. Now, $0 \leq 1 - (1 - a)(1 - b) = a + b - ab \leq a + b$ for all $a, b \in [0, 1]$.

This way, we can partially separate the sums over $(x, i)$ and $(y, j)$:

$$|\delta| \leq \sum_{x, i} \frac{(L)_{x+i}}{(m)_{x+i}} \left( \frac{L}{m} \right)^{x+i} \sum_{y, j} \frac{(1 + \beta)^y}{y!j!} \cdot \left( 1 - (1 - a_{x,i})(1 - b_{y,j}) \right)$$

$$\leq 2e^{1 + \beta} \sum_{z, k} (1 + \beta)^z (a_{z,k} + b_{z,k})/(z!k!).$$

Algebraic manipulations show that $|\delta| \to 0$ as $n \to \infty$ when $\min\{L, n - 2m + L\} \geq n^{1/4}$ for fixed $\beta$, completing the proof. There are four key facts required for establishing this.

(i) $a_{z,k}, b_{z,k} \in [0, 1]$ for all $(z, k)$.

(ii) The factorial $z!$ grows faster than the exponential $(1 + \beta)^z$, meaning that asymptotically all the mass of $\sum_z$ is distributed over $z$ with $z \approx 1$.

(iii) Similarly, asymptotically all the mass of $\sum_k$ is distributed over $k$ with $k \approx 1$.

(iv) The approximations $a_{x,i} \approx 0$ and $b_{y,j} \approx 0$ hold if $(x+i)^2 \ll L$ and $(y+j)^2 \ll n - 2m + L$. Now, $L \sim \text{HG}(m, m, n)$ and $m \approx n$, so the condition $\min\{L, n - 2m + L\} \geq n^{1/4}$ holds with at least exponentially high probability when $\alpha(1 - \alpha) \approx 1$. Indeed,

$$\mathbb{E}(L) = m^2/n = \alpha^2 n \quad \text{and} \quad \mathbb{E}(n - 2m + L) = n - 2m + m^2/n = (1 - \alpha^2)n.$$  

On the other hand, a Pois(1) RV is order $n$ with super-exponentially low probability; the same holds for $X$ and $Y$. Thus, $\mathbb{E}(|\delta|) \to 0$ as $n \to \infty$. We omit the technical manipulations required to rigorously establish these claims in this last paragraph.

\textbf{Remark 4.23.} We recall that $\beta = e^{-c}/\alpha$ and $\alpha = k/n$. The above proof assumed that $\beta \approx 1$. However, all it really needs is for the factorial $1/r!$ to beat the exponential $(1 + \beta)^r$ in an appropriate range. If $\beta \approx 1$, then asymptotically all the mass of the sums is in the first order-1 number of terms. However, if $\beta \gg 1$, then divergently many terms will need to be considered, adding technical difficulties. This makes some approximations more challenging.

We have not pushed the technical manipulations to see how large $\beta$ can be taken, ie how much small $\alpha = k/n$ can be taken. Certainly some $\alpha \ll 1$ can be handled. In this case, the limit is $\mathbb{P}(\text{Pois}(e^{-c}) = 0) = \exp(-e^{-c})$, which is the cdf of the Gumbel distribution.

\textbf{Remark 4.24.} It is known that the TV and $L_2$ mixing times are asymptotically equivalent when $\alpha \approx 1$, but that this is not the case for some $\alpha \ll 1$. The Diaconis-Shahshahani upper bound on the TV distance is actually an equality for the $L_2$ distance. It thus cannot be used to accurately estimate the TV distance when the TV and $L_2$ do not agree asymptotically.

The TV-approximation lemma has a Diaconis-Shahshahani-type error term. However, it does not sum over all partitions (irreps). It would be interesting to see if our arguments could be pushed to establish TV cutoff, even find the limit profile, in a regime in which the TV and $L_2$ mixing times disagree by a constant factor.

\textbf{\textsf{\textit{\textbullet}}
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