Quantitative assessment of fitting errors associated with streak camera noise in Thomson scattering data analysis
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Thomson scattering measurements in High Energy Density experiments are often recorded using optical streak cameras. In the low-signal regime, noise introduced by the streak camera can become an important and sometimes the dominant source of measurement uncertainty. In this paper we present a formal method of accounting for the presence of streak camera noise in our measurements. We present a phenomenological description of the noise generation mechanisms and present a statistical model that may be used to construct the covariance matrix associated with a given measurement. This model is benchmarked against simulations of streak camera images. We demonstrate how this covariance may then be used to weight fitting of the data and provide quantitative assessments of the uncertainty in the fitting parameters determined by the best fit to the data and build confidence in the ability to make statistically significant measurements in the low signal regime, where spatial correlations in the noise become apparent. These methods will have general applicability to other measurements made using optical streak cameras.

I. INTRODUCTION

Thomson scattering (TS) is a powerful measurement technique, capable of providing experimenters with diagnostic access to many of the key parameters that characterize plasma physics experiments. Fitting the shape of the scattered spectrum can provide measurements of electron density $n_e$, electron temperature $T_e$, flow velocity $\vec{v}$, ion temperature $T_i$, ionization state $\bar{Z}$, electron drift velocity $\vec{v}_d$ [1]. Over the last few decades this technique has been developed and applied with ever-increasing finesse to probe the dynamics of High Energy Density (HED) and Inertial Confinement Fusion (ICF) experiments conducted at large scale experimental facilities [2–12], providing new insights into the physics of plasmas under extreme conditions.

Thomson scattering measurements are typically made by probing the plasma using a tightly focused, monochromatic laser beam and recording the spectrum of light scattered out of this probe beam by the plasma using a grating spectrometer coupled to a detector, typically a streak camera or gated imager.

To extract measurements of the underlying plasma parameters from the spectrum of the scattered light, the data must be fitted using a theoretical model describing the amplitude spectrum of thermally excited electron density fluctuations. Reliable measurements of the plasma parameters therefore require accurate theoretical models to describe the amplitudes of the plasma fluctuations and the instrumental effects that are imprinted on the measured spectra. Robust methods for fitting the data using these models are required. Furthermore, if we wish to make strong scientific statements regarding the data then it is imperative that these fitting methods are capable of producing reliable quantitative assessments of the uncertainty in our measurements.

Understanding the signal requirements to make a measurement with a given precision is also important. The maximum probe laser intensity that can be used to measure the parameters of a given plasma are limited by the potential perturbative effects of the probe beam on the plasma. If the probe intensity is too high then the probe can induce significant plasma heating, disturbing and therefore invalidating the measurement [14]. A fundamental limit on usable probe intensity come when the pondermotive pressure of the probe beam exceeds the plasma pressure,
leading to filamentation and spraying of the probe beam. While signal can be increased by increasing the size of the scattering volume, for example by using a phase plate to increase the size of the probe beam focal spot, this will result in an accompanying loss of measurement localization which must be accounted for in the analysis of the data [9]. Increases to the collection aperture (f-number) can also be used to increase signal, but this can become challenging optically beyond a certain point and can lead to signal blurring due the increasing range of scattering vectors that are sampled. These constraints motivate a desire on the part of the experimenter to collect Thomson scattering data at the minimum acceptable probe power sufficient to meet the measurement uncertainty requirements.

In this paper we present analysis of the effects of streak camera detector noise on measured Thomson scattering data and demonstrate a method of accounting for this noise when fitting the data with a theoretical scattering model to assess the resulting errors in the best fits to the data. This method is illustrated through the example of a set of Thomson scattering data collected in experiments conducted at the OMEGA laser facility at the university of Rochester’s Laboratory for Laser Energetics (LLE). The results of these experiments have recently been published [8]. The data collected in these experiments were used to infer the strength of magnetic fields driven by the ion Weibel instability in interpenetrating HED plasmas [11]. The data were characterized by a low signal to noise which complicated accurate fitting of the data and estimation of the errors in the fitted parameters. In particular, the measurement of the plasma current was found to be very sensitive to the amplitude modulations introduced by the streak camera noise. In this paper we present a more rigorous review of the fitting technique and of the methods used to determine the uncertainties in the best-fit parameters. We benchmark this method using a Monte-Carlo method to simulate many noisy measurements of the same underlying spectrum. These methods will find application not only in the analysis of Thomson scattering data taken in many other HED experiments but also in any experiments that use optical streak cameras to record data.

We note that the scope of this paper addresses only the errors introduced by detector noise. There are many other potential sources of measurement error that must be considered in order to properly determine confidence in our measurements, such as errors in calibration, variations in instrument sensitivity with wavelength, the presence of background radiation and errors associated with using insufficient physical models to fit the data. Many of these topics have been treated elsewhere and are therefore not treated in detail here, although we do briefly discuss how the methods described here may be extended to cover other sources of error.

The remainder of this paper is structured as follows: In section II we provide a summary of the experimental setup and results reported in [8]. In section III we present a model of measurement noise introduced by optical streak cameras. In section IV we discuss the method of fitting experimental data, weighted using a covariance model for the streak camera noise developed in section III. This section also shows how this streak camera noise model can be used to make quantitative assessments of the error in the resulting best fits to the data. Finally in section V we provide a worked example, first measuring the noise parameters of the streak camera, then fitting the experimental data presented in FIG. 1.

II. SUMMARY OF EXPERIMENTAL DATA

The campaign of experiments that motivated this work focused on an investigation of the development of the ion-Weibel instability between pairs of interpenetrating plasmas streams. These experiments and the analysis and interpretation of these data are discussed in detail in our recent publication [8]. The plasma streams studied in these experiments are produced via direct laser heating of the surfaces of a pair of planar beryllium foils. Plumes of plasma expand from the foils with peak velocities of 1500 km s\(^{-1}\), and at electron densities of \(\sim 10^{19}\) cm\(^{-3}\). A diagram of the experimental setup and an example plot of the Thomson scattering data collected in this experiment are reproduced in FIG. 1. The data plot shows the ion acoustic wave feature of the Thomson spectrum. This feature reflects scattering from low-frequency ion-acoustic fluctuations in the overall mass density of the plasma. The spectrum contains two gross features, one red-shifted and one blue-shifted. These features exhibit an anti-correlated modulation in intensity. Each feature reflects scattering off one of the two counterpropagating, interpenetrating plasma flows. For the geometry used in our experiments, the wavevector \(\vec{k}\) of the density fluctuations observed by the Thomson scattering diagnostic lies parallel to the vector separating the centers of the two targets, and therefore the scattered spectrum is specifically sensitive to the approach velocity component of the two streams (\(\vec{r}_{\text{sep}}\) in FIG. 1). The Doppler shift due to this flow velocity is \(\delta \omega = \vec{k} \cdot \vec{v}\). The equal but opposite velocities of the two interpenetrating flows in the direction \(\vec{k}\) give rise to equal but opposite Doppler shifts, allowing the corresponding spectral features to be separately observed. The temporal modulation in the intensities of the two features reflects underlying modulations in the densities of the two streams within the Thomson scattering volume due to the development of stream filamentation. In the paper we demonstrated that analysis of this feature can provide measurements not only of the scale size and density contrast of these filaments, but also of the underlying current density modulation, allowing inference of the magnetic field strength in the plasma. This measurement required fitting to subtle variations in the relative amplitude of the ion acoustic peaks, caused by asymmetric Landau damping arising due to the shifting of the center of the electron distribution function associated with the plasma current. This measurement is
particularly sensitive to the measurement noise introduced by the streak camera.

**III. FITTING OF THOMSON SCATTERING DATA IN THE PRESENCE OF NOISE INTRODUCED BY OPTICAL STREAK CAMERAS**

The Thomson scattering diagnostic implemented on the OMEGA laser system at LLE uses a pair of ROSS [15] optical streak cameras to record data when operated in their time-resolved mode. Similar cameras are also used on the new 5th Harmonic optical Thomson scattering system currently being commissioned at the National Ignition Facility (NIF) and therefore the analysis presented here will have relevance to data taken on that system as well. The raw Thomson scattering data presented in FIG. 1 has a characteristic “speckled” texture. This texture reflects the measurement noise introduced by the streak camera. The noise is not spatially independent across the image but is instead correlated over small spatial scales. A proper understanding of the origin of this noise is required to account for it and to access its impact on the achievable accuracy of Thomson scattering measurements.

A schematic diagram of an optical streak tube is provided in FIG. 2 for reference. The streak camera measurement process can be broken down into a series of steps. First, scattered light is collected from the experiment by a telescope, dispersed by a spectrometer and transported to the photocathode of the camera’s vacuum tube. Secondly, at the photocathode this optical signal is converted to an electron beam signal; bound electrons are freed from the photocathode by incoming photons via the photoelectric effect and accelerated through the streak tube by an extraction electric field. The accelerated electrons are focused by electro-static lenses and then deflected (“swept”) by a time varying electric field before finally striking a phosphor screen. Sweep durations used for Thomson scattering measurements typically vary between 5 – 30 ns for long-pulse HED experiments. At the phosphor, the energetic electrons produce a pulse of light which is transported via a fiber-optic image coupler to a CCD image sensor.

The limited optical power delivered to the photocathode introduces Poisson noise to the measurement due to photon quantization. The limited quantum efficiency of the photocathode further amplifies this effect; the number of streak-tube electrons sets the true statistical noise floor of the measurement. At the phosphor screen the pulse of light produced by each photoelectron produces many CCD counts which are distributed over a small range of adjacent pixels on the CCD, leading to the spatially correlated measurement noise that is observed in the recorded data (as seen in the “texture” observed FIG. 1 b)). Finally, additional noise is introduced by the CCD itself, which has a characteristic read noise associated with thermal fluctuations in the counting electronics.

In this section we present an analytical model which statistically approximates the streak camera noise generation mechanism. This model is benchmarked against a numerical model of the streak camera noise that uses random number generators to simulate the underlying noise generation mechanisms. The resulting analytical expression for the expected measurement covariance matrix, \( \hat{\mathbf{R}}_{\text{noise}} \), can be efficiently used both to weight fittings to experimental data using non-linear regression techniques, and to quantitatively assess the uncertainty in the resulting best-fit parameters.

**A. Modeling streak camera noise using randomly generated numbers.**

The noise introduced by the streak camera can be numerically simulated using a random number generator. FIG. 3 shows the step-by-step calculation of a single...
example of a simulated TS spectrum measurement, using a random number generator to account for the effect of Poisson noise. This section describes how these images are generated.

1. Plasma Model and scattering calculation.

FIG. 3 a) shows plots of the time history of the plasma parameters which were used to generate the synthetic spectra. These plasma parameters represent a pair of interpenetrating ion streams, similar to those described in our recent publications [8,11]. These parameters are used as an example so that the results of the simulation can be directly compared with measured streak camera data provided in FIG. 1. The plasma is modeled as a pair of two counterpropagating, interpenetrating Beryllium ion populations and a single electron population. Distribution functions are assumed to be Maxwellian. The temperatures are assigned as constant $T_p = 500$ eV and $T_e = 600$ eV. Sinusoidal modulations in the relative ion densities fractions of the two streams $n_i/\sum n_i$ and the overall plasma current density $J$, are imposed and flow velocities of the two streams steadily decrease, consistent with the evolution of the plasma parameters inferred from the experimental data [8].

The spectral flux $\Phi_{e,\omega}$ (W nm$^{-1}$) that should be collected by the detector, due to scattering from this plasma is calculated using a model for the scattered power [1]:

$$\Phi_{e,\omega}(\lambda_{\text{out}}) = \frac{E_r n_j r_e^2 V_j \Omega C}{\lambda_{\text{out}}^2} \left( \frac{2 \lambda_{in}}{\lambda_{\text{out}}} - 1 \right) S(\vec{k}, \omega)$$  \hspace{1cm} (1)

Where $E_r$ is the average flux density of the probe beam (power per unit area), $\lambda_{in}$ is the probe wavelength, $\lambda_{\text{out}}$ is the scattered wavelength, $\Omega C$ is the solid angle collected by the diagnostic, $V_j$ is the scattering volume and $r_e$ is the classical electron radius. $S(\vec{k}, \omega)$ is the dynamic structure factor, describing the spectral density of thermally excited electron density fluctuations of wavevector $\vec{k}$ and frequency $\omega$.

$$S(\vec{k}, \omega) = \frac{2\pi}{|k|} \left( 1 - \frac{C^2}{\epsilon^2} \right) f_{co} + \frac{2\pi}{|k|} \sum_{j} \frac{\tilde{Z}_j n_j}{n_e} |\chi_s|^2 f_{jo}$$  \hspace{1cm} (2)

$\vec{k} = \vec{k}_{\text{out}} - \vec{k}_{\text{in}}$  \hspace{1cm} (3)

$$|\vec{k}_{\text{in}}| = \frac{\omega^2 - \omega_{pe}^2}{c^2}; |\vec{k}_{\text{out}}| = \frac{\omega_{\text{out}}^2 - \omega_{pe}^2}{c^2}$$  \hspace{1cm} (4)

$$\omega = \omega_{\text{out}} - \omega_{\text{in}}$$  \hspace{1cm} (5)

$$\omega_{\text{in}} = \frac{2\pi c}{\lambda_{\text{in}}}; \omega_{\text{out}} = \frac{2\pi c}{\lambda_{\text{out}}}$$  \hspace{1cm} (6)

The scattering geometry used in these calculations matches that used in the experiment, as illustrated in FIG. 1 a). In these and the following equations, subscript $e$ is used to label the parameters of the electron population, $j$ the two ion populations and subscript $s$ is used to indicate that the equation may be used for either type of population. Parameters $n_j$ and $Z_j$ are the density and charge state of each ion species making up the plasmas, and $f_{s0}, f_{jo}$ are the velocity distributions of each plasma species. For arbitrary distribution functions the electric susceptibilities $\chi_s$ and the total permittivity $\epsilon$ are calculated:

$$\chi_s(\omega, \vec{k}) = \frac{\omega_{ps}^2}{|k|^2} \int_{-\infty}^{\infty} \frac{1}{v - v} df_{s0}(v) dv$$  \hspace{1cm} (7)

$$\epsilon = 1 + \sum_s \chi_s$$

Where $\omega_{ps}$ is the species-specific plasma frequency.

$$\omega_{ps} = \sqrt{\frac{n_e e^2 Z_s^2}{\epsilon_0 m_s}}$$  \hspace{1cm} (8)

For the scope of this paper, we make the simplifying assumption that the distribution functions are Maxwellian.

$$f_{s0} = \frac{1}{\sqrt{\pi \nu T_s^2}} \exp \left( -\frac{\nu_{\phi s}^2}{\nu T_s^2} \right)$$  \hspace{1cm} (9)

$$\nu T_s = \frac{2k_B T_s}{m_s}; \nu_{\phi s} = \frac{\omega - \vec{k} \cdot \vec{v}_s}{|k|}$$  \hspace{1cm} (10)

Here $\nu T_s$ is the thermal velocity and $\nu_{\phi s}$ is the species-specific Doppler-corrected phase velocity, which accounts for the bulk flow velocity $\vec{v}_s$ of the species with respect to the reference frame in which the scattering is measured. The mean drift velocity of the electron population $\vec{v}_e$ is calculated based on the weighted mean $\vec{v}_f$ and the plasma current density $J$:

$$\vec{v}_e = \frac{1}{n_e} \sum n_i Z_i v_j - \frac{J}{en_e}$$  \hspace{1cm} (11)

For Maxwellian distributions the susceptibilities can be reduced to the following expression:

$$\chi_s = -\alpha_s Z' \left( \frac{\nu_{\phi s}}{\nu T_s} \right)$$  \hspace{1cm} (12)

Where $Z'$ is the derivative of the plasma dispersion function, $\alpha_s$ is the species-specific, dimensionless scattering parameter and $\lambda_{Ds}$ is the species-specific Debye length.

$$Z'(\zeta) = \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-t^2} dt$$  \hspace{1cm} (13)

$$\alpha_s = \frac{1}{|k| \lambda_{Ds}}; \lambda_{Ds} = \frac{\epsilon_0 k_B T_s}{n_e Z_e^2 e^2}$$  \hspace{1cm} (14)

These equations are used to numerically calculate the time dependent spectral flux collected by the Thomson scattering instrument [16]. The next step is to account for the chain of optical components that transport the collected light to the photocathode. This optical path will have a characteristic transport efficiency $\epsilon_\lambda$, the product of the many individual reflectivities and transmittivities of the individual optics. The wavelength dependence of the efficiency can often be neglected for ion acoustic wave (IAW) measurements due to the small ratio between the measured bandwidth and the typical wavelength scale over which the efficiency changes. For the purposes of this paper, we have used a single wavelength-independent efficiency as a free parameter to tune the amplitude of our simulated data to the amplitude of our measured data. For broadband electron wave measurements (EPW) measurements the wavelength
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dependence of this parameter is very important, introducing gross distortions to the measured spectral shape of the scattered light and its wavelength-dependence therefore cannot be neglected.

The effect of the spectrometer is to disperse the transported light across the photocathode resulting in a bandwidth per recorded data pixel of $\delta \lambda_{px}$, while the streak camera disperses the flux in time, with a sweep rate that can be characterized by a dwell time per pixel $\delta t_{px}$. The radiant energy delivered by the diagnostic to the photocathode per CCD pixel is then simply calculated:

$$Q_e = \Phi e \lambda \epsilon \lambda \delta \lambda_{px} \delta t_{px}$$  \hspace{1cm} (15)

For our example data $\delta \lambda_{px} \approx 9 \times 10^{-3}$ nm and $\delta t_{px} \sim 5$ ps. The resulting $Q_e$ corresponding to our imposed variation of plasmas parameters is plotted in FIG. 3 b). This is the optical energy per pixel that would be expected to be delivered to the streak camera photocathode, assuming the instrument introduces no spectral or temporal broadening. For the purpose of this calculation, $\epsilon \lambda$ was scaled to produce

\begin{equation}
\text{FIG. 3 Illustration of the steps in generating a synthetic streak image using a random number generator based on our model of streak camera noise.}
\end{equation}

\begin{enumerate}
\item Imposed variation in plasma parameters.
\item Synthetic spectrum calculated using equation (1).
\item Effect of spectral and temporal broadening imposed by the instrument.
\item Example of a photon distribution corresponding to expected photon density in (c).
\item Further reduction in signal/noise due to conversion from photons to photo-electrons. The dynamic range of images d) and e) were adjusted to include 99% of all pixel values. Maximum values calculated for statistical outliers were 15 photons and 5 electrons respectively.
\item Effects of optical coupling from phosphor to the CCD and CCD read noise. This example of a final recorded images compares well with the data recorded in the experiment (FIG. 1).
\end{enumerate}
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\[ g_{ij} = \sqrt{\delta_i^2 - i^2} \exp \left( -\frac{j^2}{2\sigma_t^2} \right) \]

\[ i = [-\delta_i; [\delta_i] \quad j = [-5\sigma_t]; [5\sigma_t] \]

Where \( \sigma_t \) is the standard deviation of a gaussian broadening in wavelength and \( \delta_t \) is the half width of a hemispherical broadening in time. Bracket notation \([ \ ]\) & \([ \ ])\) indicate rounding up or down to the nearest integer respectively.

The spectral standard deviation was determined using a calibration lamp to record the spectrum of narrow emission lines. For the IAW spectrometer configuration used in our experiment \( \sigma_t = 2.36 \) px. The dispersion in this configuration is 0.0089 nm px\(^{-1}\), so that this corresponds to 0.021 nm standard deviation in wavelength. For the IAW spectrometer the spectral resolution is chiefly limited by the range of input angles introduced by the 100\(\mu\)m dia. pinhole used as the input field stop, but the broadening associated with the electro-optical imaging performance of the streak tube is of a similar magnitude. Broadening due to the diffraction limited focusing performance of the spectrometer is negligible for the IAW system but may be important for other instruments.

The temporal broadening of the system is dominated by the pulse-front tilt introduced by the spectrometer design. This effectivelly smears the arrival time of light at the photocathode. The broadening has a hemispherical shape due to the circular shape of the signal beam impinging on the grating. For a grating spectrometer the magnitude of temporal smearing due to the pulse front tilt can be estimated [17]:

\[ \delta t \sim \frac{1}{2} \frac{Gw}{c \cos \theta} \]

(17)

Where \( w \) is the illuminated width of the grating, \( G \) is the grating line density and \( \theta \) is the grating angle with respect to the \( m = 0 \), mirror like orientation. For the IAW spectrometer configuration used in our experiments \( G = 1800 \) mm\(^{-1}\), \( w = 50 \) mm, \( \theta = 25^\circ \) and therefore \( \delta t \approx 90 \) ps, or \( \approx 16 \) px. The electro-optical resolution of the streak camera can also be measured using the calibration line source in static mode and yielded standard deviation of 1.9 px. This is negligible compared to the pulse front tilt and its effect has not included in equation (16).

The overall effect of this broadening on the measured spectrum is illustrated in FIG. 3 c), which shows the expected number of photons delivered to the photocathode per pixel:

\[ \bar{N}_p = \frac{\lambda}{hc} (Q_e \ast g) \]

(18)

An amplitude-scaled plot of \( g \) is inset within this image to provide a visual guide to the overall scale of this blurring effect.

### 3. Modeling streak camera noise using a random number generator.

As FIG. 3 c) illustrates, the radiant energy delivered to the streak photocathode per detector pixel is comparable to the photon energy and quantization effects must therefore be considered. The actual number of photons observed per pixel during any given measurement follows Poisson statistics. For an expected number of photons \( N_p \) the probability of actually observing \( N_p \) photons is:

\[ P(N_p) = \frac{N_p!}{N_p} e^{-N_p} \frac{N_p}{N_p}^N \]

(19)

This effect can be numerically simulated using a random number generator to generate photon counts following the Poisson distribution. Applying this approach to the broadened spectrum plotted in FIG. 3 c) results in the photon map plotted in FIG. 3 d).

Photo-electric conversion further reduces the dynamic range of the measurement, acting effectively as the quantum “bottle-neck” in the streak camera and dominating the overall noise of the measurement. Conversion is characterized by a wavelength-dependent quantum efficiency \( \epsilon(\lambda) \) – the probability that an incident photon will produce a photoelectron that will make it through the streak tube. For optical streak cameras typically \( \epsilon(\lambda) \approx 0.1 - 0.2 \). Since the photo-electric conversion process is a purely probabilistic process, with each conversion from photon to electron being statistically independent from the others, the overall result can be modeled using binomial statistics, such that if the expected number of photoelectrons is,

\[ N_e = N_p \epsilon(\lambda) \]

(20)

then the probability of producing \( N_e \) photoelectrons given \( N_p \) photons is,

\[ P(N_e) = \frac{N_p!}{N_e!(N_p-N_e)!} e^{N_e}(1-\epsilon)^{N_p-N_e} \]

(21)

This step can again be simulated using a random number generator, this time generating numbers following the binomial probability distribution. For illustration FIG. 3 e) shows a map randomly generated single photoelectron events (SPEs) using the photon map plotted in FIG. 3 d) as its input. Comparison of these images illustrates the resulting amplification of the measurement noise. Since conversion to photoelectrons is a binomial process, the overall conversion from expected photons at the photocathode to photoelectrons can be calculated directly in a single step, using Poisson statistics:

\[ P(N_e) = \frac{N_e!}{N_e!} e^{-N_e} \]

(22)

At the phosphor each single photo-electron event produces a pulse of light which is the fiber-coupled to the CCD image sensor. Imperfections in the coupling of this light leads to further modifications to the appearance of the data. Multiple CCD counts are recorded for each photoelectron that reaches the phosphor and these counts are distributed over a small area of the CCD. The effects can be parameterized by a CCD gain \( G \), characterizing the expected number of counts per photoelectron, by a point-spread standard deviation \( \sigma_{px} \), describing the size of the 2D gaussian spatial distribution of these counts on the sensor and by a noise factor \( F^2 \), which quantifies the additional noise introduced by the amplification process above that
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expected due to the underlying counting statistics. For the optical streak cameras used in our experiments typical values are $G \sim 135$ and $\sigma_{px} \sim 1$ and $F^2 \sim 1.05$ (see section V.A for details) [18,19]. To model these effects in the measurement simulation, the expected number of CCD counts is calculated, and the required additional amplifier noise is added using a normally distributed random number generator scaled by the signal dependent standard deviation given below:

$$N_C = G \tilde{N}_e = e \bar{N}_p G$$  \hspace{1cm} (23)

$$\sigma_{N_C} = \sqrt{(F^2 - 1) \bar{N}_e G}$$  \hspace{1cm} (24)

This is then convoluted with a gaussian kernel to simulate the spreading of the signals across multiple pixels:

$$N_C = (N_p G) \ast g$$  \hspace{1cm} (25)

$$g = \begin{bmatrix} g_{ij} \end{bmatrix} = \frac{1}{2\pi \sigma_{px}^2} \exp \left( -\frac{i^2 + j^2}{2\sigma_{px}^2} \right)$$  \hspace{1cm} (26)

Finally, CCD read out noise is added. This noise is also simulated using a normally distributed random number generator, scaled by a standard deviation of $\sigma_{RN}$ 1 px and rounded. The randomly generated noise is simply added to the image. The overall effect of these CCD readout effects is illustrated in Fig. 3 f).

4. Determining the sample mean and sample covariance using the random image generation approach

In an experiment we can only to make a single measurement of the Thomson scattering spectrum. Gathering data in sufficient volumes to perform a proper statistical analysis for HED experiments is often resource prohibitive. In experiments such as the one provided as an example in the paper, the dynamics are unstable and therefore the experiments are in any case not expected to be directly reproducible.

The Monte-Carlo approach outlined in the previous section provides a means to perform many simulated measurements of the same underlying dynamics, allowing both the sample mean and sample covariance of a specific measurement to be determined. This provides us with a powerful tool to assess the potential errors in our measurements introduced by detector noise.

To determine the sample mean and covariance, first a center time $t$ and binning period $\Delta t$ must be selected. An image is then calculated over the required time period and the signal is extracted by summing in the temporal direction to produce a profile varying in intensity as a function of wavelength. This process is repeated over many random calculations of the measured signal to build up a statistically significant number ($i=1,...,n$) of numerically simulated example measurements.

$$S_i(\lambda, t) = \int_{t-\frac{\Delta t}{2}}^{t+\frac{\Delta t}{2}} N_{\epsilon i} dt$$  \hspace{1cm} (27)

The sample mean of these measurements is just the mean of all of all they simulated measures signals:

$$S(\lambda) = \frac{1}{n} \sum_{i=1}^{n} S_i$$  \hspace{1cm} (28)

The sample covariance matrix is calculated based on the residuals of the many example profiles from this mean:

$$R_i = S_i - S$$  \hspace{1cm} (29)

$$\mathbf{K} = \frac{1}{n-1} \sum_{i=1}^{n} R_i R_i^T$$  \hspace{1cm} (30)

B. Analytic estimate of the expected covariance for streak camera measurements based on the expected signal.

In section III.A we illustrated how the streak camera introduces spatially correlated errors in the measurements at each CCD pixel due to the amplification of underlying Poisson noise. Proper fitting of the data and assessment of the errors in the determination of the fitting parameters requires us to be able to model and account of this correlated noise. Data analysis is normally carried out by fitting the spectrum at various points in time across the streak image. Data is typically binned over some temporal range $\Delta t$, to improve the statistical significance of the measurement to an acceptable level. This corresponds to some pixel width $n$ in the temporal direction of the streak image. The measured signal $S$ that is fitted to is therefore the sum over an image width $n$:

$$S(\lambda, t) = \sum_{n} N_{\epsilon i}$$  \hspace{1cm} (31)

This measured signal corresponds to an integral of the underlying theoretical scattering signal.

$$S(\lambda, t) = \int_{t-\frac{\Delta t}{2}}^{t+\frac{\Delta t}{2}} \tilde{N}_p G dt$$  \hspace{1cm} (32)

Ignoring the spread of the signal at the CCD, the variance $\sigma_S^2$ in the expected signal, $S(\lambda, t)$, introduced by the streak camera measurement noise can be estimated:

$$\sigma_S^2 = \left( \frac{dS}{dN_e} \sigma_{N_e} \right)^2 + \left( \frac{dS}{dG} \sigma_G \right)^2$$  \hspace{1cm} (33)

Where the first term is the variance associated with conversion from expected photons to actual photoelectrons and the second term describes the additional variance introduced by the gain process that converts those photoelectrons to a CCD signal. Conversion to photoelectrons in a Poisson process and the variance is therefore:

$$\sigma_{N_e}^2 = \frac{S}{G}$$  \hspace{1cm} (34)

The variance in the gain can be parametrized by a noise factor $F^2$, which describes the additional variance associated with gain process:

$$\sigma_{G}^2 = \frac{G^3(F^2 - 1)}{S}$$  \hspace{1cm} (35)

The overall expected variance for the signal is therefore:

$$\sigma_S^2 = G^3 \frac{S}{G} + \left( \frac{S}{G} \right)^2 \frac{G^3(F^2 - 1)}{S}$$  \hspace{1cm} (36)

$$\sigma_S^2 = SGF^2$$  \hspace{1cm} (37)
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For optical streak cameras the noise factor has been measured and found to be typically $F^2 = 1.05 - 1.21$ [18].

To account for the grouping of CCD counts associated with each photo-electron detection event this signal variance must be converted into a covariance matrix $K_{\text{Noise}}$:

$$K_{\text{Noise}} = \left( (I\sigma_x^2) * g \right) + \mathbf{I}(n\sigma_{RN}^2) \quad (38)$$

Here $I$ is the identity matrix and the $* g$ notation indicates convolution by a normalized 2D Gaussian kernel defined by the CCD spread standard deviation $\sigma_{px}$:

$$g = \left[ g_{ij} \right] = \frac{1}{2\pi\sigma_{px}^2} \exp \left( -\frac{i^2 + j^2}{2\sigma_{px}^2} \right) \quad (39)$$

Equation (38) consists of two terms; the first encodes the spatial correlation of the covariance associated with the streak camera Poisson noise. This term is dependent on the expected signal $\tilde{S}$. The second term accounts for the uncorrelated, uniform CCD read noise with standard deviation $\sigma_{RN}$, and is signal independent. This equation provides a means of calculating the expected covariance of any proposed fit to the data so that the quality of the fit may be properly weighted. The covariance can be updated through the iterative fitting process as the best fit is refined.

This analytic covariance model was benchmarked against the streak camera image simulation model outlined in section III.A. A set of 10000 random simulated images similar to FIG. 3 f) were generated. Each image was summed over a 0.1 ns period, centered at 3.9 ns to extract a spectral profile. The sample mean and standard deviation of this set of profiles was calculated using equations (28) and (30). For the analytical calculations the expected signal $\tilde{S}$ was found using equation (32), summing over the same 0.1 ns period using the data plotted in FIG. 3 c). An additional gaussian broadening $\sigma_{px}$ was applied to account for the effect of the photo-electron pixel spread. The expected covariance $K$ was then calculated from this $\tilde{S}$ using equation (38).

The results of this comparison are plotted in FIG. 4; in a) data from a single example simulated measurement is plot against the sample mean and the expected mean signal. As expected, the sample mean is in excellent agreement with the expected mean. In b) the sample and expected covariance are compared. These data are plotted on the same color scale and again show excellent agreement; c) compares the square root of the diagonal elements of these two covariance matrices, illustrating the agreement in amplitude. The naïve standard deviation is also plotted here. This is the expected standard deviation $X$ of the signal ignoring the correlation of errors introduced by conversion from photoelectrons to CCD counts, i.e. it assumes that all the noise is spatially independent.

$$X = \sqrt{\tilde{S}GF^2 + n\sigma_{RN}^2} \quad (40)$$

IV. FITTING EXPERIMENTAL DATA USING THE NEWTON-GAUSS METHOD WEIGHTED BY THE EXPECTED COVARIANCE

In section III.B we developed a model (Eqn (38)) that allows us to estimate the expected covariance matrix $K$ directly from the expected signal. In this section we describe how this $K$ can be used to weight the quasi-Newton non-linear least squares (NLLS) regression fitting method. Weighting the fit using $K$ properly accounts for the expected correlations in the errors in the measured data that arise due to the noise introduced by the conversion from photoelectrons to CCD counts, effectively discounting errors that are spatially grouped over small spatial scales with respect to random errors. Once a best fit is found $K$ may be used to estimate the errors in the determination of the best fit.
A. The quasi-Newton fitting method

A “quasi-Newton” gradient decent non-linear regression method [20,21] is used to fit the measured data to the theoretical model. We describe the general approach below. The measured data consists of n measurements of some observable y over a range of some variable x:

\[ y(x) = y_1(x_1), ... y_n(x_n) \]  

(41)

The observable is modeled using a function \( f(x, \beta) \), a function variable x and a set of m fitting parameters \( \beta = (\beta_1, ..., \beta_m) \). The residual function \( r(\beta) = (r_1(\beta), ..., r_n(\beta)) \) is defined as the difference between the data and fitting function \( f(x, \beta) \) for a specific set of fitting parameters \( \beta \).

\[ r(\beta) = y - f(x, \beta) \]  

(42)

The process of fitting seeks to minimize the covariance-normalized sum of the squares of the residuals,

\[ S = (r^T K^{-1} r) \]  

(43)

Where \( K \) is the covariance matrix describing the uncertainties in the measurement. The condition \( S(\beta) = N \), where \( N = n - m \) is the number of degrees of freedom in the fit (observations – free parameters), corresponds to the case where the distribution of the measurement errors is equal to that described by covariance matrix \( K \). This condition would indicate a good fit to the data given our understanding of the measurement errors and can be used to estimate the range of acceptable fitting parameters (i.e. the error in the best fit).

Starting at some initial guess of the fitting parameters \( \beta^0 \), the Newton-Gauss algorithm proceeds by iteration:

\[ \beta^{s+1} = \beta^s - H^{-1} g \]  

(44)

Each iteration step calculates a correction to the current value of the best fits for fitting parameters \( \beta^s \). The correction, \( H^{-1} g \), is assessed at the current best fit \( \beta^s \). Vector \( g \) is the normalized gradient vector of \( S \),

\[ g = \frac{\partial S}{\partial \beta_i} = (r^T K^{-1} r)^{-1} \]  

(45)

, matrix \( H \) is an approximation of the normalized Hessian matrix of \( S(\beta) \),

\[ H = \frac{\partial^2 S(\beta)}{\partial \beta_i \partial \beta_j} \sim J^T K^{-1} J + \ldots \]  

(46)

, matrix \( J \) is the Jacobian matrix of the residuals,

\[ J = [J_{ij}] = \left[ \frac{\partial r_i}{\partial \beta_j} \right] \]  

(47)

and matrix \( K \) is expected covariance of the measurement. The residuals \( r \) are straightforward to calculate. The Jacobian \( J \) matrix can be approximated using a finite difference method:

\[ \frac{\partial r_i}{\partial \beta_j} \sim r_i (\beta + \delta \beta_j) - r_i (\beta - \delta \beta_j) \]  

(48)

Where \( \delta \beta_j \) are small steps in \( \beta_j \) and \( \delta \beta_i \) are the standard basis vectors. The expected covariance matrix \( K \) must be estimated based on a model for the expected measurement noise, such as the one presented in this paper. In our case \( K \) is a function of the fit \( f(x, \beta) \) and is therefore recalculated on each iteration. Iteration of equation (44) is terminated once the required precision in the best fit for \( \beta \) is met, i.e. when further iterative corrections to \( \beta \) are smaller than some pre-specified precision. A precision of 0.1% was used for fits presented in this paper, which is at least an order of magnitude smaller than the errors associated with the determination of the best fits for any of the plasma parameters.

It should be noted that like any non-linear regression scheme, the Newton-Gauss method is susceptible to converging on local minima in \( S \). To check that we have found the global minimum and therefore the actual best fit, the algorithm can be initiated from multiple starting conditions to find the solution with the lowest \( S \).

B. Modifications on the quasi-Newton algorithm

The method described in section IV.A assumes that the fit function can be locally approximated as quadratic in the region close to the fit in order to estimate the step size in \( \beta \) required to reach the best fit. The direction in \( \beta \) space of \( H^{-1} g \) is the local direction of steepest decent in \( S \) at the current values of \( \beta \) and its amplitude is the expected correction step required to reach the minimum in \( S \). In many cases this approximation is inadequate, producing steps that are too large and which can trigger a convergence failure of the fitting algorithm. This is particularly an issue if the algorithm introduces a step which moves some element of \( \beta \) into a region of parameter space where the residual becomes insensitive to its variation.

This convergence failure can be mitigated by introducing some additional steps in the fitting algorithm. The iterative equation given in (44) can be modified with the addition of scalar factor \( C_i \).

\[ \beta^{s+1} = \beta^s - C_i H^{-1} g \]  

(49)

The literature describes many different approaches to estimating \( C_i \) [20,21]. For the work presented in this paper, a simple algorithm was used to reduce \( C_i \) until \( S \) was observed to decrease. This was sufficient for the current problem.

\[ C_i = \frac{1}{4(i-1)^{1/2}}; i = 1, 2, ... \]  

(50)

Fitting proceeds by calculating \( H^{-1} g \), applying the expected correction and calculating the new value of \( S \). This value is compared to existing value of \( S \). If \( S \) decreases the algorithm proceeds as normal. If \( S \) increases, then this indicates that the estimated step size was too large and the algorithm instead iterates in \( i \), so that the amplitude of the correction is reduced by a factor of four. The \( S \) is again calculated and compared to the value at \( \beta^s \). This process continues until either the new value of \( S \) is lower than the previous value, or the step size for the correction becomes smaller than the required accuracy of the best fit. Since \( C_i \) does not modify the direction of \( H^{-1} g \) all these moves are still projected along the local direction of steepest decent, i.e. \( S \) is guaranteed to decrease at a sufficiently short step.
length. This modification to the fitting method ensures that $S$ decreases monotonically towards its local minimum value without any overshoot, ensuring that the approach to the best fit does not fail to converge.

C. Assessing uncertainty in the best fit parameters

Once the data has been fitted the uncertainty in the fitting parameters about the best fit must be assessed. The change in $S$ ($\sigma_S$) associated with small changes in $\beta$ ($\sigma_\beta$) is found by Taylor-expanding about the fitted minimum of $S(\beta)$.

$$S(\beta + \sigma_\beta) = S(\beta) + g_\beta \sigma_\beta + \frac{1}{2} H \sigma_\beta^2 + \ldots \quad (51)$$

$$\sigma_S = S(\beta + \sigma_\beta) - S(\beta) \quad (52)$$

Since the gradient vector $g_\beta$ approaches zero at the minimum value of $S$, the $\sigma_S$ associated with small changes in $\beta$ can be reasonably approximated:

$$\sigma_S(\beta) \approx \frac{1}{2} H \sigma_\beta^2 \quad (54)$$

A $\sigma_S = 1$ is equivalent to an increase in the covariance of a single measurement by its entire expected error. This bounds the expected error of the fit. The covariance of the fitting parameters is therefore estimated by inverting this equation to give the covariance matrix for $\beta$:

$$\sigma_\beta^2 \approx 2H^{-1} \quad (55)$$

With the Hessian $H$ calculated from the Jacobians at the best fit and the expected measurement covariance using equation (46). The square root of the diagonal elements of the resulting fitting parameter covariance matrix gives the errors in the fitting parameters:

$$\sigma_{\beta_i} = \sqrt{\sigma_{\beta_i}^2} \quad (56)$$

For clarity, we note that $\sigma_{\beta_i}$ is the standard error, not the absolute error in the fit. The true value of the best fit has a 0.68 probability of lying within $\beta \pm \sigma_\beta$ and a 0.94 probability of lying within $2\sigma_\beta$.

D. Verifying the estimate in the uncertainty of the best fit

The uncertainty that is determined using the method outlined in section IV.C can be compared to a sample variance of the fitting parameters generated by fitting many randomly generate synthetic streak images generated using the method outlined in section III.A. FIG. 5 shows an example of such a calculation, based on the synthetic data used to calculate the images in FIG. 3. The underlying, true plasma parameter used to generate the spectrum are plotted with a red dot. The 2D histogram shows the distribution of best fit values found using the method described in section IV.A to fit 1000 randomly generated images. The best fits found for each image where then used to calculate the sample mean and standard deviation of the fitting parameters, indicated by the black data point and associated error bars (this is offset from the histogram for readability). The orange data point shows an example of fit to a single individual synthetic image, with error bars determined using the method described in section IV.C.

Visual inspection of the data in FIG. 5 shows reasonably good agreement between the fitted values and the underlying true plasma parameters. The size of the error bars determined by the method described in IV.C are in excellent agreement with the sample standard deviations in the determination of the best fit, providing evidence that this method of estimating the fit error is valid.

Looking at the fits in more detail, we see a systematic failure of the analysis to capture the full amplitude of the ion fraction modulation. The analysis bins the data over 100ps, and therefore tends to blur out points of maximum

FIG. 5 Verification of the model for estimating the uncertainty in the best fit to the data. These plots compare the variation of underlying plasma parameters (red dots) to “measurements” simulated using the method outlined in section III.A. A histogram of the best fits for 1000 independent simulated measurements. The magnitude of sample standard deviation determined from this collection of fits (black) agrees well with the $1\sigma$ measurement error estimated using the analytical method outlined in III.B from a single simulated measurement (orange).
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amplitude for this signal, reducing the measured contrast somewhat. This observation highlights the compromises to the measurement accuracy that are introduced by temporal binning. Care must be taken to account for these effects in our interpretation of the data. The errors in the individual measurements of the plasma current are quite large for the signal amplitude of the data analyzed in the letter [8]. While the correlated modulation in the plasma current can be seen in the data, an accurate determination of the absolute magnitude of the current modulation cannot be determined at this signal level, with uncertainties in the best fit of ~50% of the peak amplitude.

Using the approach outlined in section IV.C it is simple to investigate how this measurement uncertainty scales with signal amplitude. Simulated profiles can be generated at a range of signal levels and fitted to extract an uncertainty. FIG. 6 plots the uncertainty as a function of varying maximum IAW signal. The red vertical line indicates the signal amplitude measured in the experiment. This plot indicated that a 4× improvement in the measurement precision could be achieved if the signal level could be improved by an order of magnitude. Measurement error increases rapidly at lower signal levels as

E. Including other sources of error in the estimated covariance

Covariance matrices associated with different sources of measurement error can be added linearly. Accounting for additional measurement errors is therefore simple. As examples we consider the effects of the errors in the determination of the central wavelength of the spectrometer, and the error in the dispersion induced by drift in the magnification of the electron optics in the streak camera as a function of image position. The covariance due to the shift in the central wavelength can be estimated:

\[ \sigma_{\text{shift}} = f \left( x_i + \frac{\sigma_x}{2}, \beta \right) - f \left( x_i - \frac{\sigma_x}{2}, \beta \right) \]

\[ K_{\text{shift}} = \sigma_{\text{shift}}^2 \frac{\partial f}{\partial x} \]

While the covariance due to an error in the spectrometer magnification may be estimated:

\[ \sigma_{\text{stretch}} = f \left( x_i - x_0 \right) \left( 1 + \frac{\sigma_M}{2M} \right) + x_0 \beta \]

\[ K_{\text{stretch}} = \sigma_{\text{stretch}} \left( \frac{\partial f}{\partial x} \right) \]

The overall covariance used to determine the errors in the best fits is then simply:

\[ K = K_{\text{Noise}} + K_{\text{shift}} + K_{\text{stretch}} \]

A typical example of these covariance matrices are shown in FIG. 7. The \( K_{\text{Noise}} \) matrix is close to diagonal and encodes correlation of pixels which are close together due to the coupling of the light from each photoelectron event to a small region of the CCD. The \( K_{\text{Shift}} \) matrix has large values along the diagonal close to the regions of maximum gradient in the signal, which correspond to large errors associated with a small change in the wavelength used in the calculation in these regions. There are regions of strong positive and negative covariance off the diagonal, encoding the expected correlation due to wavelength shift errors for regions with matching and opposite signal gradients respectively. The \( K_{\text{Stretch}} \) matrix is characterized by similar structures.

V. APPLICATION OF FITTING METHOD TO EXISTING DATASET

In this section we provide a worked example applying the methods described in this paper to the data presented in FIG. 1.

A. Determination of the noise parameters of the streak camera

To apply the techniques described in this paper it is first necessary to measure the noise parameters that characterize a given streak camera, the standard deviation
of the read noise \( \sigma_{RN} \), streak camera overall gain \( G \) and noise factor \( F^2 \) and the point spread function (PSF) for a single photo-electron event (SPE) point spread function, \( \sigma_{px} \). These characteristics can be ascertained by analyzing calibration images to extract the statistical properties of the camera.

The read noise for the streak camera CCD can be found by taking the standard deviation of pixels in the over-scan region of the image. The gain and noise factor for the streak camera can be assessed by constructing the pulse height distribution from a large set of sparse SPE calibration images. These are images taken at low signal levels, with typically < 100 SPEs per image. The method is described in detail in reference [18]. To summarize, images are first filtered to remove hot pixels, then events statistically above the noise floor (pixel values > 5\( \sigma_{RN} \)) of the images are detected via a threshold filter. These events are then sorted from highest to lowest. The total counts in the region within ±5 pixels of the detected event are summed. To prevent double counting this region is then overwritten with randomly generated noise of standard deviation \( \sigma_{RN} \). Once all the detected events have been counted a histogram of event amplitude (“pulse height”) is constructed. This histogram is then fitted using a model which accounts for null events \( (D_0) \), single photo-electron events \( (D_1) \) and double photo-electron events \( (D_2) \).

\[
PHD(S) = \sum_{i=0}^{2} A_i(D_i(S) \ast N_0(S))
\]

\[
D_0 = 1
D_1(S) = S \exp \left( -\frac{(S - \mu)^2}{2\sigma_{added}^2} \right)
D_2(S) = D_{i-1} \ast D_1
N_0(S) = \exp \left( -\frac{S^2}{2\sigma_{RN}^2} \right)
\]

Here \( N_0(S) \) is the background distribution expected due to the read noise of the camera and \( A_i \) are the amplitudes associated with each peak in the fit. The measured PHD is fitted with this function to extract values of model parameters \( \mu \) and \( \sigma_{added} \). For optical streak cameras we can neglect generation of multiple electrons at the photocathode and therefore \( G \) can be taken as the first moment of \( D_1 \).

\[
G = \frac{\int_0^\infty SD_1 dS}{\int_0^\infty D_1 dS}
\]

(61)

The Noise factor \( F^2 \) is then calculated:

\[
F^2 = \sqrt{1 + \left(\frac{\sigma_{added}}{G}\right)^2}
\]

(62)

An example of a fit to such a PHD is illustrated in FIG. 8. The gain and noise factor extracted from this fit are \( G = 135 \) and \( F^2 = 1.05 \) respectively.

To determine the size of the PSF associated with each photoelectron event, summed profiles of the sparse SPE images are taken over 100 pixels widths of the images. These profiles are then used calculate a sample covariance matrix using equation (30). This matrix captures the covariance associated with three effects; the point spread function (PSF) of each SPE event, the read noise of the CCD sensor and any fluctuations in the effective brightness of the images in the overall set of sparse SPE images.

\[
K = K_{SPE} + K_{RN} + K_F
\]

(63)

The covariance associated with the read noise \( (K_{RN}) \) can be determined by carrying out the same analysis on a set background images, where no signal is present (i.e. streak electron optics are off). The brightness fluctuations are approximately uniform over the whole image and therefore \( K_F \) can be approximated as uniform, with an amplitude estimated by taken the mean of the regions of \( K \) far from the diagonal.

Once these unwanted components have been subtracted the PSF profile can be constructed by taking the mean of each diagonal of the covariance matrix. The resulting profile can then be fitted to find the width of the SPE. This whole analysis can be carried out in both time and space directions of the streak camera to independently

FIG. 8 Pulse height distribution for optical streak camera.
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measure the width of the PSF in each direction. An example of this final fit is provided in FIG. 9. The shape of the PSF is modeled reasonably accurately by a gaussian, but this model could be improved if desired. The fitted width must be corrected by a geometric factor of $2^{-0.5}$ to get the true standard deviation of the point spread function. Taking the mean of the two measurements gives a $\sigma_{px} = 1.0$ px.

B. Example fitting of the data

The approach to fitting outlined in this paper was applied to the fitting of the experimental data presented in FIG. 1. The results are presented in FIG. 10. The electron density in this plot is measured by fitting the electron plasmas wave feature of the TS spectrum. The error bars shown in the figure represent solely the errors associated with fitting in the presence of the streak camera measurement noise. If, additionally, we allow for an error in the central wavelength of 0.1 nm and uncertainty in the magnification of streak camera of 0.02, then the errors in the determination of the flow velocity roughly double. This is simply because the flow velocity is diagnosed directly from the magnitude of the doppler shift, which is shifted by these uncertainties. Errors in the other parameters are largely unaffected. The errors determined by this method are largely in line with the magnitude of the errors reported in our earlier letter.

![Experimental data plot](image)

FIG. 10 Experimental data plotted in FIG. 1 is fitted using the method outlined in this paper. The variations in the fitting parameters are illustrated along with the associated one-σ error bars as shaded regions. The plots of $T_i$ and fraction show the variations for the red-shifted (◄) and blue-shifted (►) features independently.

The following article has been accepted by Review of Scientific Instruments. After it is published, it will be found at https://doi.org/10.1063/5.0083195.
It is important to reiterate that the uncertainties determined using the method outlined in this paper are uncertainties only in the best fit of a specific model to the measured data. Making accurate measurements of plasma dynamics in HED experiments using Thomson scattering requires a holistic approach, taking account of many interconnected contributing factors. The methods described here cannot account for errors associated with using an incorrect or inadequate model of the plasma behavior. Careful theoretical analysis of the plasma dynamics and scattering physics are required to justify the models used to calculate the expected scattered spectra. It is only with this strong theoretical foundation that the methods described can be used with confidence. This caveat also extends also to situations where the signal is contaminated by some unwanted background signal, arising due to plasma self-emission or through some laser plasma instability.

VI. CONCLUSIONS

This paper presents a mathematical framework for understanding and modeling measurement noise introduced by streak cameras. A method of accounting for this noise in the fitting process has been presented that allows the calculation of accurate uncertainties in the best fit of the model to the inherently noisy experimental data. The models presented in this paper have been verified using random number generators to simulate the streak camera noise generation process and examine the resulting statistics.

The model allows an expected covariance matrix (eqn. (38)) to be calculated directly from the proposed fit to the data. This covariance matrix is used to weight the fitting algorithm and is updated iteratively as the best fit is approached. Once found, the errors in the determination of the best fit can be extracted from the final covariance matrix to provide measurement errors for the analysis.

The methods developed here can also be used to estimate how the errors associated with specific measurements of the underlying plasma parameters scale with the amplitude of the measured signal. This is important tool for experimental design and for quantitatively defining the signal requirements for future Thomson scattering diagnostics.

The detailed presentation of the origins and effects of streak camera measurement noise presented here should provide a firm foundation on which to build confidence in future measurements where signal to noise is low and the fits to the data are therefore open to potential criticism. It is hoped that the thorough mathematical description developed here may be wielded as a tool to justify the validity and significance of otherwise seemingly tenuous measurements such as the current density measurement presented in our previous paper [8].
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