Model for two-body collisions between ultracold dipolar molecules around a Förster resonance in an electric field
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We propose a one-channel, simple model to describe the dynamics of ultracold dipolar molecules around a Förster resonance. Slightly above a specific electric field, a collisional shielding can take place, suppressing the molecular losses in a gas. The overall description of the quantum physical mechanism comes back to the dynamics on a unique energy surface, which depends on the relative distance and angular approach of the molecules. This surface enables to interpret how the dipole moments of the molecules are induced and interlocked by the electric field and the dipole-dipole interaction during the process, especially when the shielding is triggered. Averaging the relative angular motion over a unique partial wave (the lowest one when the ultracold regime is reached), the model reproduces well the behaviour of the rate coefficients observed experimentally and predicted theoretically [Matsuda et al., Science 370, 1324 (2020); Li et al., Nat. Phys. 17, 1144 (2021)]. This economic model encapsulates the main physics of the quantum process. Therefore, it can be used as an alternative to a full quantum dynamical treatment and is promising for future studies of collisions involving more bodies.

I. INTRODUCTION

In ultracold molecular gases, two-body loss collisions strongly limit the lifetime of molecules. The loss processes dominate over the elastic ones at the typical temperatures of hundreds of nanokelvins reached in the experiments, leading to unfavorable conditions for long-lived gases, efficient evaporative cooling and quantum degeneracy. The overall losses, often referred to as quenching processes, include either reactive processes when chemical reactions are possible [1] [2] or complex formation processes [3-11]. If the molecules are initially prepared in excited rovibrational states, inelastic processes can also occur and contribute to the quenching. All these collisional processes, which can happen either for ultracold bosons or for fermions, are then highly problematic and prevent the exploration of many interesting applications [12-14]. It is therefore very important to find ways to shield and protect the molecules against these bad collisions.

For that purpose, different methods have been theoretically and experimentally investigated. They exploit the long-range properties of the dipole-dipole interaction to generate a repulsive barrier in the lowest partial wave of the incident channel (s-wave for indistinguishable bosons, p-wave for indistinguishable fermions). If the barrier is high enough compared to the initial collision energy, the molecules remain at long-range and the quenching rate is suppressed. A first solution can use a dc electric field in a confined geometry to force the molecules to start to collide in a side-by-side configuration so that the dipole-dipole interaction is repulsive [15-21]. A second solution consists in using dipolar molecules initially prepared in their first excited rotational state [22-25]. At a particular electric field, one can bring a couple of rotational states of a two-body collision in resonance with the initial one so that their energies are degenerate. This process is reminiscent of a Förster resonance [27-30]. If the initial couple of rotational states is slightly above the other one, then the strong dipole-dipole couplings between those quantum states create a barrier at long range while generating moderate inelastic collisions, preventing losses to occur for the initial molecules. A third solution consists in shielding molecules initially prepared in their ground rovibrational states by appropriately dressing them with a microwave field [31-35]. This method provides additional tools to control the stability of such gases through the control of the sign and the value of the molecular scattering length [14-33]. A last method is based on the use of an optical field that couples different electronic states, proposed initially for two atoms [39] and extended for two molecules [40].

In this paper, we focus on the second solution, motivated by recent experimental observations of the static electric field shielding on fermionic 40K87Rb molecules in a one dimensional optical lattice in a quasi two-dimensional geometry [25] and then in a free-space collisional environment without the presence of a confining optical lattice [26]. In these two experiments, suppression/enhancement of two-body quenching losses was observed around a Förster resonance in an electric field, in quantitative agreement with previous theoretical predictions based on a time-independent quantum formalism [23]. Then, the loss suppression seen in the free space, non-confined environment, led to efficient evaporative cooling of the molecules [26-41]. Here, we pursue our theoretical investigation and present a simple model which simplifies the two-body collisional problem at its best, sufficient to semi-quantitatively describes the physical collisional process. This model extracts and preserves the essential physics of the two-body resonant mechanism involved in the electric field shielding method, requiring only a small amount of numerical effort. This model can represent an important basis to start extended investigations of few- and many-body interactions/collisions involving dipolar molecules in electric fields.

The paper is organized as follows. In Sec. [1] we present the model based on four simplifications. The first one con-
sists in using only zero angular projection quantum numbers to describe the rotational structure of the molecules as well as the orbital motion. The second one consists in removing explicitly the rotational structure out of the problem and replacing it by the values of the induced dipole moments of the molecules as well as their transition dipole moments, in an electric field. The third one will focus on the two most important combined molecular states for the dynamics (initial and resonant state). The fourth one imposes that the collisional problem is described by a unique partial wave, the lowest one. These four assumptions set the basis of the model and greatly simplify the collisional formalism. In Sec. [IV] we compare the rate coefficients obtained with the model with a quantum calculation for both bosonic and fermionic KRb molecules. Finally, we conclude in Sec. [IV].

II. A SIMPLE, EFFECTIVE COLLISIONAL MODEL

Our aim is to provide a simple, effective model for the collision of two ultracold molecules around a Förster resonance, removing unnecessary considerations and parameters while keeping the essential physics untouched, in order to reduce the numerical calculation at its maximum.

Generally in nowadays experiments, all the molecules of an ultracold gas can be formed in an arbitrary electronic, vibrational and rotational quantum state. In the electric field shielding experiments of fermionic $^{40}$K$^{87}$Rb molecules that we are interested to describe [25, 26], the molecules are prepared in the electronic and vibrational ground state, but in the first excited rotational state $|j_1, m_j \rangle = |1, 0 \rangle$. Here $|j, m_j \rangle$ is the rotational quantum number of the molecule. The tilde notation $|\tilde{j}, m_j \rangle$ characterizes the notation of the rotational state in the electric field. This “dressed” rotational state is a linear combination of several rotational states with a main character in $|j, m_j \rangle$. Namely for a given electric field $\mathcal{E}$ and $m_j$ component, we have

$$|\tilde{j}, m_j \rangle = \sum_j |j, m_j \rangle \langle j, m_j | \tilde{j}, m_j \rangle.$$  \hspace{1cm} (1)

To describe two-body collisions, one needs to define combined molecular states $|j_1, m_{j_1}, j_2, m_{j_2} \rangle$ where $j_\tau, m_{j_\tau}$ are the rotational quantum numbers of molecules $\tau = 1, 2$. More precisely, as the molecules are identical, we define properly symmetrized combined molecular states

$$\{ |j_1, m_{j_1}, j_2, m_{j_2} \rangle \} = \frac{1}{\sqrt{2(1 + \delta_{j_1, j_2} \delta_{m_{j_1}, m_{j_2}})}} \left\{ |j_1, m_{j_1}, j_2, m_{j_2} \rangle \pm |j_2, m_{j_2}, j_1, m_{j_1} \rangle \right\}.$$  \hspace{1cm} (2)

In the following, only symmetric symmetrized states involving a + sign in the previous equation will be needed. We also omit here the electronic and vibrational degrees of freedom as they are not involved in such experimental conditions. In the experiment, the electric field is tuned in such a way that the energies of two combined molecular state become degenerate [22, 23]. This happens at a resonant electric field $\mathcal{E}^* \approx 12.5$ kV/cm (for fermionic $^{40}$K$^{87}$Rb). This defines the condition of a Förster resonance [27, 28]. The two combined molecular states of interest are the initial one, noted $|1 \rangle$, with

$$|1 \rangle \equiv \{ |1, 0 \rangle |1, 0 \rangle \} +$$  \hspace{1cm} (3)

of energy $E_{(1)} = E_{|1,0 \rangle} + E_{|1,0 \rangle}$, and the resonant one, noted $|2 \rangle$, with

$$|2 \rangle \equiv \{ |0, 0 \rangle |2, 0 \rangle \} +$$  \hspace{1cm} (4)

of energy $E_{(2)} = E_{|0,0 \rangle} + E_{|2,0 \rangle}$. These energies depend on the electric field $\mathcal{E}$, but the explicit dependence is omitted.

Then, to describe the total wavefunction of the colliding system of the two molecules, we use an usual partial wave expansion to complete the internal basis set in Eq. [2] (see [23] for more details). The basis set used is then

$$\{ |j_1, m_{j_1}, j_2, m_{j_2} \rangle \} \equiv |l, m_l \rangle$$  \hspace{1cm} (5)

where in this study we took $0 \leq j \leq 5$. For indistinguishable bosons, we took $l = 0, 2, 4$ and a total projection quantum number $M = m_{j_1} + m_{j_2} + m_l = 0$. For indistinguishable fermions, we took $l = 1, 3, 5$ and $M = 0, \pm 1$. From Eq. [1] and Eq. [2], this basis set can be expressed in term of the basis set $|j_1, m_{j_1}, j_2, m_{j_2} \rangle |l, m_l \rangle$, in which the dipole-dipole interaction is given by

$$\langle j_1, m_{j_1}, j_2, m_{j_2}, l, m_l | V_{dd} | j'_1, m'_{j_1}, j'_2, m'_{j_2}, l', m'_l \rangle =$$

$$= \frac{-2d_1d_2}{4\pi\epsilon_0 r^3} (-1)^{m_l}$$

$$\times \sqrt{2j_1 + 1}(2j'_1 + 1) \left( \begin{array}{ccc} j_1 & 1 & 1 \\ j'_1 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} j_1 & 1 & 1 \\ -m_{j_1} & 0 & m'_{j_1} \end{array} \right)$$

$$\times \sqrt{2j_2 + 1}(2j'_2 + 1) \left( \begin{array}{ccc} j_2 & 1 & 1 \\ j'_2 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} j_2 & 1 & 1 \\ -m_{j_2} & 0 & m'_{j_2} \end{array} \right)$$

$$\times \sqrt{2l + 1}(2l' + 1) \left( \begin{array}{ccc} l & 2 & 2 \\ l' & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} l & 2 & 2 \\ -m_l & 0 & m'_l \end{array} \right).$$  \hspace{1cm} (6)

The quantities $d_1, d_2$ correspond to the permanent electric dipole moments of molecules 1, 2. In this basis set, we consider the electronic van der Waals interaction to be diagonal, as treated in previous studies (see for example [23]), so that

$$\langle j_1, m_{j_1}, j_2, m_{j_2}, l, m_l | V_{vdW} | j'_1, m'_{j_1}, j'_2, m'_{j_2}, l', m'_l \rangle = -\frac{C_6}{r^6} \times \delta_{j_1, j'_1} \delta_{m_{j_1}, m'_{j_1}} \delta_{j_2, j'_2} \delta_{m_{j_2}, m'_{j_2}} \delta_{l, l'} \delta_{m_l, m'_l}.$$  \hspace{1cm} (7)

We use the experimental values of the rotational constant $B = 1.113950$ GHz [24] for $^{40}$K$^{87}$Rb and $B =$
FIG. 1. Rate coefficients as a function of the electric field for bosonic $^{41}$KrRb (panels a, b) and fermionic $^{40}$KrRb (panels c, d) for a collision energy $E_c = 500$ nK. The b and d panels correspond to zooms of the panels a and c. Black line: reactive process, red line: elastic process, green line: inelastic process. Solid lines: a full-quantum calculation with $0 \leq j_r \leq 5$ with all allowed $m_{j_r}$, for molecules $\tau = 1, 2$. Values of $l = 0, 2, 4$, $M = 0$ are taken for bosons and $l = 1, 3, 5$, $M = 0, \pm 1$ for fermions. Dashed lines: a restricted calculation with in addition all $m_{j_r} = 0$.

1.095 362 GHz [43] for $^{41}$KrRb. We use the experimental value of the permanent dipole moment $d = 0.574$ D [14] and the theoretical electronic van der Waals coefficient $C_6^{el} = 12636$ a.u [45, 46].

A. First simplification: Setting $m_{j_1} = m_{j_2} = 0$

In previous studies [24, 47], it was shown that rotational states, for which only $m_{j_1} = m_{j_2} = 0$ in the full-quantum calculation and in Eq. (6) were used, provided a good approximation around the electric field of the Förster resonance. We then follow this simplification in our model.

We plot in Fig. 1 as solid lines, the elastic (red), inelastic (green) and reactive (black) rate coefficients using the full-quantum calculation employed in [23, 24, 47] (referred to as full calculation in the following). Fig. 1a and Fig. 1b corresponds to collisional properties of bosonic $^{41}$KrRb molecules with $\mathcal{E}^* \simeq 12.2$ kV/cm, while Fig. 1c and Fig. 1d corresponds to fermionic $^{40}$KrRb molecules with $\mathcal{E}^* \simeq 12.5$ kV/cm. Note that for fermions, the full calculation was in very good agreement with the experimental results of [25, 26]. To validate the aforementioned simplification, we also plot as dashed lines the rate coefficients when the combined molecular states are restricted to $m_{j_1} = m_{j_2} = 0$ in the quantum calculation (referred to as restricted calculation in the following).

Over a large range of electric fields (panels a and c), the full and restricted calculations are globally the same for all processes. It means that it is sufficient to restrict values of $m_{j_r} = 0$ to describe the overall background process, away from the Förster resonances. Looking over a closer range of electric fields (panels b, d) where the resonances are present, one can see some differences. First, the resonances that appear around a field of $\mathcal{E} \simeq 11.5$ kV/cm and $\mathcal{E} \simeq 11.7$ kV/cm for the bosonic and fermionic cases in the full treatment (solid lines), are absent in the restricted treatment (dashed lines). This is expected as this Förster resonance involves the initial state $\{|1, 0\rangle |1, 0\rangle\}_+$ but namely the resonant state $\{|0, 0\rangle |2, \pm 1\rangle\}_+$. As the restricted calculation keeps only values of $m_{j_r} = 0$, it
cannot obviously treat states with \(m_j = \pm 1\) so that the corresponding resonance are missing. However and to be compliant with the aforementioned experiment, we are interested here in the second resonances that appear around a field of \(\mathcal{E} \simeq 12.2\) kV/cm and \(\mathcal{E} \simeq 12.5\) kV/cm for the bosonic and fermionic cases, where the initial state is still \(\{1,0\} \oplus 1,0\rangle_+\) but the corresponding resonant state is \(\{0,0\} \oplus 2,0\rangle_+\). This state is treated in the restricted calculation and now these resonances are present and well taken into consideration within the first simplification. The elastic and reactive processes are globally well described by the dashed lines, meaning that the entrance collisional channel is slightly affected by the restriction employed and the removal of all states containing \(m_j \neq 0\). This is in agreement with the previous studies \([24, 47]\) where a comparison between the entrance collisional channels with or without restrictions was quite good at ultralow energies. While the difference of the rate coefficients can reach about a factor of two, the trend is respected, keeping the physical mechanism untouched. The inelastic process is also well described by the dashed lines, as the resonant state responsible for the inelastic transition from \(\{1,0\} \oplus 1,0\rangle_+\) to \(\{0,0\} \oplus 2,0\rangle_+\) has \(m_j = 0\) components and well taken into account.

B. Second simplification: Removal of the rotational structure

We now go further in the simplification by removing explicitly the rotational quantum numbers out of the problem. We implicitly consider the use of the first simplification \(m_{j_1} = m_{j_2} = 0\) and we omit their notation in the following, so that the two combined molecular states of interest in Eq. (3) and Eq. (4) become \(|1\rangle \equiv \{1\} \oplus 1\rangle_+\) and \(|2\rangle \equiv \{0\} \oplus 2\rangle_+\). To simplify the formalism, we employ the definition of a generalized induced dipole moment between a state \(j\) and \(j'\) at a given electric field \(\mathcal{E}\)

\[
d_{j\rightarrow j'} = d \sum_{j,j'} \langle j | j \rangle \langle j' | j' \rangle / \sqrt{2j + 1} \sqrt{2j' + 1} \left( j \begin{array}{ll} 1 & 0 \\ 0 & 0 \end{array} j' \right)^2.
\]

The derivation is given in appendix A. This corresponds to the generalization of the expectation value of the permanent dipole moment of a molecule in a specific electric field between two states \(j\) and \(j'\), when a dipole-dipole interaction takes place with another molecule. When \(j = j'\), the generalized induced dipole moment identifies directly with the induced dipole moment. When \(j \neq j'\), the generalized induced dipole moment can be seen as a transition dipole moment from \(j \rightarrow j'\). This definition was also used to characterize the dynamics of interacting dipolar molecules sitting at fixed positions of a lattice \([48, 49]\). The quantities \(\langle j | j \rangle\) and \(\langle j' | j' \rangle\) are the coefficients of the development of the dressed states as expressed in Eq. (1), omitting the \(m_j\) notations. Using Eq. (8), the expression of the dipole-dipole interaction in Eq. (6) in the dressed state basis Eq. (1) simplifies to an effective classical expression

\[
V_{dd}^{\tilde{1}_{j_1} \rightarrow \tilde{1}_{j_2} \rightarrow \tilde{2}_{j_2} (r, \theta)} = \frac{d_{\tilde{1}_{j_1} \rightarrow \tilde{1}_{j_2}} d_{\tilde{2}_{j_2} \rightarrow \tilde{2}_{j_2}}}{4\pi\varepsilon_0 r^3} (1 - 3 \cos^2 \theta)
\]

similar to the dipole-dipole interaction between two classical dipoles, but now where a general (elastic or inelastic) transition \((\tilde{j}_1, \tilde{j}_2) \rightarrow (\tilde{j}_1', \tilde{j}_2')\) is taken into account in an effective way.

We illustrate Eq. (9) in Fig. 2 showing the dipole-dipole interaction between two induced dipole moments \(d_{\tilde{1}_{j_1} \rightarrow \tilde{1}_{j_2}}\) and \(d_{\tilde{2}_{j_2} \rightarrow \tilde{2}_{j_2}}\), here with dipoles pointing up, i.e. positive values along the z axis. The angle \(\theta\) characterizes the two-body approach, for example vertical when \(\theta = 0\) (middle panel), horizontal when \(\theta = \pi/2\) (right panel). The signs of the induced dipoles characterize different dipolar interactions, namely head to tail, head to head, tail to tail and tail to head. They are illustrated in the figure, they depend on the two-body approach and the angle \(\theta\), and they can lead to attractive or repulsive interactions depending on the cases. In the remaining of the paper, we will refer to the different namings shown on this figure for the vertical and horizontal approaches.

We present in Fig. 3 the induced and transition dipole moments as a function of the electric field \(\mathcal{E}\) for different transitions \(j = 0, 1, 2 \rightarrow j' = 0, 1, 2\). The induced dipole moments involved in Eq. (9) in the elastic process of the initial combined molecular state \(|1\rangle \rightarrow |1\rangle\) are \(d^{0 \rightarrow 1}\) (red curve). At the electric fields around the Förster resonance, namely \(\mathcal{E}^* \approx 12.2\) kV/cm for bosonic \(^{41}\text{K} \text{Rb}\) and \(\mathcal{E}^* \approx 12.5\) kV/cm for fermionic \(^{40}\text{K} \text{Rb}\), they are negative. The orientations of both dipoles are then pointing against the electric field, say \(\uparrow \downarrow\) (if we consider that the electric field is pointing up as in Fig. 2). Now, the induced dipole moments involved in the elastic process of the resonant state \(|2\rangle \rightarrow |2\rangle\) can be separated in two, one for a direct process and one for an exchange process due to the symmetrization of the states in Eq. (11). This can be seen later in the second line of Eq. (11). For the direct process, the induced dipole moments involved are \(d^{0 \rightarrow 2} = d^{2 \rightarrow 0}\) (black curve) and \(d^{2 \rightarrow 2} = d^{2 \rightarrow 2}\) (blue curve), which are positive and negative around \(\mathcal{E}^*\), respectively. The corresponding orientations are then pointing up and down, say \(\uparrow \downarrow\). For the exchange process, the induced dipole moments involved are \(d^{0 \rightarrow 2} = d^{2 \rightarrow 0}\) (pink curve), which are positive around \(\mathcal{E}^*\). The corresponding orientations are then pointing up, say \(\uparrow \uparrow\). Finally, the transition dipole moments involved in the inelastic processes \(|1\rangle \leftrightarrow |2\rangle\) are \(d^{1 \rightarrow 0} = d^{0 \rightarrow 1}\) (green curve) and \(d^{1 \rightarrow 2} = d^{2 \rightarrow 1}\) (orange curve), which are all positive around \(\mathcal{E}^*\).
C. Third simplification: Initial and resonant combined molecular states

The third simplification will consist in using, via Eq. (9), only the initial and the resonant combined molecular states $|1\rangle$ and $|2\rangle$. This is somewhat dictated by the fact that around the Förster resonance, these two states are the main involved in the physical mechanism. Then, the formalism is reduced to a two-by-two matrix

$$
\begin{pmatrix}
E_a(r, \theta) & W(r, \theta) \\
W(r, \theta) & E_b(r, \theta)
\end{pmatrix}
$$

(10)

with

$$
E_a(r, \theta) = \frac{d_1^1 d_1^1}{4\pi \varepsilon_0 r^3} (1 - 3 \cos^2 \theta) + E_{|1\rangle}
$$

$$
E_b(r, \theta) = \frac{d_0^2 d_2^0 + d_2^0 d_0^2}{4\pi \varepsilon_0 r^3} (1 - 3 \cos^2 \theta) + E_{|2\rangle}
$$

$$
W(r, \theta) = \sqrt{2} \frac{d_0^2 d_1^2}{4\pi \varepsilon_0 r^3} (1 - 3 \cos^2 \theta).
$$

(11)

Note that in the second line of Eq. (11), one can see clearly the direct and the exchange terms of Eq. (9) due to the symmetrization in Eq. (2). It is now useful to diagonalize the matrix in Eq. (10). This results in eigenvalues given by two surface functions in $r$ and $\theta$

$$
E_{\pm}(r, \theta) = \frac{1}{2} (E_a + E_b) \pm \frac{1}{2} \sqrt{(E_a - E_b)^2 + 4W^2}
$$

(12)

associated with two eigenstates

$$
|+\rangle = \alpha |1\rangle + \beta |2\rangle
$$

$$
|-\rangle = -\beta |1\rangle + \alpha |2\rangle
$$

(13)

with

$$
\alpha = \cos(\eta/2) \quad \beta = \sin(\eta/2)
$$

$$
\eta = \arctan \left[ \frac{2 |W(r, \theta)|}{|E_a(r, \theta) - E_b(r, \theta)|} \right].
$$

(14)

Each surface in Eq. (12) defines an effective, global and anisotropic dipole-dipole interaction, which includes the effect of the dipolar couplings between the combined molecular states. Hereafter, the energies $E_a, E_b$ will be referred to as diabatic energies (the coupling $W$ is not taken into account) and the quantities $E_+, E_-$ will be referred to as adiabatic energies (where the coupling $W$ is taken into account). For each given configuration in $r$ and $\theta$, one has to monitor what is the upper state in energy and what is the lower state. When $E_a(r, \theta) > E_b(r, \theta)$, the upper state with energy $E_a(r, \theta)$ takes the new value...
The diabatic energies cross at $E_\pm$ while the lower state with energy $E_b(r, \theta)$ takes the new value $E_-$. When $E_a(r, \theta) < E_b(r, \theta)$, the reverse is true. Then at $r \to \infty$, if $E_{(1)} > E_{(2)}$, that is when the initial CMS lies above the resonant CMS (when $E > E^*$), this implies necessarily that the initial CMS is described by the surface $E_+$ and eigenstate $|+\rangle$. If $E_{(1)} < E_{(2)}$, that is when the initial CMS lies below the resonant CMS (when $E < E^*$), this implies that the initial CMS is described by the surface $E_-$ and eigenstate $|\rangle$.

We assume within the model that the dynamics of the initial CMS will follow adiabatically the $E_+$ or $E_-$ surface, depending on the value of the electric field, and that it is sufficient to describe the main dynamics, at least at a semi-quantitative level. We will see in Section III how good this approximation is. This assumption is suggested by the ordering of the interactions strength. The physical picture becomes the one of a dominant strong dipolar interaction first (this can persist at long-range as the two energy levels of the molecular states become more and more degenerate) due to the Förster resonance, then of a subsequent coupling between partial waves. It is therefore physically intuitive to first look at the effect of the dipolar interaction (mediated by the rotational levels) which is the main contribution of the interaction, then to treat the effect on the orbital motion (mediated by the partial waves) at a second stage, as a perturbation. Note that this is in essence what was proposed and employed in \cite{32}, where Born–Oppenheimer-like potentials were introduced to investigate similar studies of shielding with microwaves.

We illustrate the values of $E_+$ and $E_-$ in Fig. 4 for $E = 12.5$ kV/cm and Fig. 5 for $E = 12.7$ kV/cm. We plotted the diabatic energies $E_a, E_b$ (black curves) as well as the adiabatic ones $E_+, E_-$ (red curves), for two selected configurations of angles, $\theta = 0$ (top panels) and $\theta = \pi/2$ (bottom panels). For $E = 12.5$ kV/cm, the energy of the initial CMS $|1\rangle$ is the lowest one as indicated in red on the figures at $r \to \infty$. For $\theta = 0$ in Eq. (11) and because the product of the dipoles of the initial CMS is positive (see Fig. 3), $E_a$ is attractive. The approach is vertical tail to head (see black arrows). In contrast, $E_b$ is a repulsive interaction because the overall term of the resonant CMS is negative (namely the sum of the dipoles product from the direct and exchange terms in the second line of Eq. (11)). This corresponds to the resonant CMS with a vertical tail to head approach (see red arrows), after the approach is vertical tail to head (see black arrows).

**FIG. 4.** Diabatic $E_a, E_b$ (black curves) and adiabatic $E_\pm$ (red curves) energies for $\theta = 0$ (top) and $\theta = \pi/2$ (bottom) as a function of the intermolecular distance $r$ for $E = 12.5$ kV/cm. The diabatic energies cross at $r^*$. **FIG. 5.** Same as Fig. 4 but for $E = 12.7$ kV/cm.
corresponding to an overall attractive interaction. But this can change with the angle. For example for $\theta = \pi/2$ in Eq. (11), $E_a$ is repulsive. The approach is horizontal tail to tail. $E_b$ is now attractive corresponding to a horizontal head to tail or tail to head approach. There is a certain distance, say $r^*$, where the two curves cross and where $E_a$ becomes higher than $E_b$, so that the initial CMS takes over the character of smallest energy, namely $E_b$. This is seen on the adiabatic energy curve $E_\theta$: while the molecules start to collide with a tail to head approach, they will change of configuration approach around a distance of $r^*$ or lower, and collide with a horizontal head to tail or tail to head approach.

For $\mathcal{E} = 12.7$ kV/cm in Fig. 5, the energy of the initial CMS is now the highest one. This is the condition to have for shielding purposes. For $\theta = 0$, $E_a$ is attractive and the approach is vertical tail to head while $E_b$ is repulsive. As $r$ decreases, the two curves cross at $r = r^*$ and $E_a$ becomes smaller than $E_b$. The initial CMS takes over the character of highest energy, $E_b$, as can be seen on the figure, with a vertical head to tail or tail to head approach. The corresponding adiabatic energy curve is then $E_\theta$. The adiabatic state $| \pm \rangle$ in Eq. (13) is a quantum mechanical linear combination of the two approaches that depends on $r$. At large $r$, the picture is that of two molecules starting to collide with a vertical tail to head approach. As the molecule approach, they interlock themselves and change of configuration to a vertical head to tail or tail to head approach. In other words, for the $\theta = 0$ approach, one of the initial rotational state $n = 1$ changes to $n = 0$ (qualitatively like a dipole flip from $\downarrow$ to $\uparrow$) and the other initial rotational state $n = 1$ changes to $n = 2$ (qualitatively like a dipole $\downarrow$ remaining $\downarrow$). In that way, the molecules remain in the repulsive curve of highest energy, where the shield is preserved and effective. For $\theta = \pi/2$, $E_a$ is repulsive and $E_b$ is attractive. As $E_a$ remains bigger than $E_b$, the initial CMS when following adiabatically the curve $E_\theta$, will collide with an overall horizontal tail to tail approach, corresponding to an overall repulsive interaction. So depending on the angular approach, the initial rotational states will change and adapt ($\theta = 0$) or remain unchanged ($\theta = \pi/2$) so that to remain on the repulsive adiabatic curve $E_\theta$. This microscopic physical interpretation of the configuration approaches explains how and why the molecules remain shielded through the collision above the field of the Förster resonance for any angular configurations.

To complete the two-level model, we add to the above eigenvalues in Eq. (12) the overall electronic van der Waals interaction of Eq. (7) and the usual centrifugal term in a partial wave expansion (see [22] for example), so that we can define two energy surface functions

$$V_\pm(r, \theta) = E_\pm(r, \theta) - \frac{C_6}{r^6} + \frac{\hbar^2 l(l+1)}{2 \mu r^2}$$

with $\mu$ being the reduced mass of the molecule-molecule system.

In Fig. 6, we plot two examples of the surfaces defined in Eq. (15) as a function of the cartesian coordinates

$$x = r \sin \theta \quad z = r \cos \theta.$$

The line $x = 0$ corresponds to the angle $\theta = 0$ in Eq. (9) and to a vertical approach of the dipoles when $z$ varies. The line $z = 0$ corresponds to the angle $\theta = \pi/2$ and to a horizontal approach of the dipoles when $x$ varies. We took fermionic $^{40}$K$^{87}$Rb molecules as example so that $l = 1$ in Eq. (15). We present the surfaces $V_+ (x, z)$ (top panel) at $\mathcal{E} = 12.7$ kV/cm, and $V_- (x, z)$ (bottom panel) at $\mathcal{E} = 12.5$ kV/cm. In each case, this is the surface followed adiabatically by the initial CMS.

At $\mathcal{E} = 12.5$ kV/cm, one can see that $V_+$ is globally attractive. This is due to the fact that $E_\pm$ in Eq. (12) is also globally attractive for the overall configurations. Only around $\theta \approx 55^\circ$, where $V_{dd} = 0$ in Eq. (9), the centrifugal and van der Waals terms dominate and a (small) centrifugal barrier can be seen in the surface. The overall surface $V_-$ shows that nothing prevents the two colliding molecules to come close to each other and to be prone of collisional losses, in this case, chemical reactivity for KRb molecules.

In contrast, at $\mathcal{E} = 12.7$ kV/cm, one can see that $V_+$ is globally repulsive. We observe four strong peaks which are signatures of the dipole-dipole interaction. The smaller peaks along $z = 0$ are coming from the $\theta = \pi/2$ approach whereas the two stronger peaks along $x = 0$ are coming from the $\theta = 0$ one. The origin of these peaks comes from the fact that $E_+\text{ in Eq. (12)}$ is repulsive, as illustrated in Fig. 5 for $\theta = 0, \pi/2$ and discussed above, where the molecules adapt/arrange their rotational structure so that the shielding is always effective for any angular configurations. We notice that the difference in the height of the peaks between $\theta = 0$ and $\theta = \pi/2$ is the result of the diagonalization of the matrix in Eq. (10) and obtention of the eigenvalue $E_\pm$. This difference is explained by the fact that $W$ is proportional to $\{1 - 3 \cos^2 \theta\}$ which is two times stronger for $\theta = 0$ than for $\theta = \pi/2$. Eventually at lower distance, the van der Waals term in Eq. (15) will be more attractive than $E_\pm$, explaining why these peaks are of finite height and not indefinitely repulsive. These surfaces provide an intuitive three-dimensional picture of the dynamics around the Förster resonance and the shielding process.

Note that for the case of bosons with $l = 0$, there is no centrifugal term in Eq. (15). The same behavior shown in Fig. 6 will be observed for both $V_+$ and $V_-$, except that there is no centrifugal barrier in the surface $V_-$, in contrast with what we see for fermions and $l = 1$. But the four peaks will still be present as in $V_+$ so that the shielding survives also for bosons.
FIG. 6. Energy surfaces $V_+$ (top panel) and $V_-$ (bottom panel) as a function of the cartesian coordinates $x = r \sin \theta$ and $z = r \cos \theta$. They are calculated for fermionic $^{40}\text{K}^{87}\text{Rb}$ molecules at respectively $E = 12.7 \text{ kV/cm}$ and $E = 12.5 \text{ kV/cm}$. They include the effective dipole-dipole interaction surfaces $E_{\pm}$, the electronic van der Waals interaction and the $l = 1$ centrifugal barrier.
D. Fourth simplification: Average over the lowest orbital angular momentum

To complete the model and to compute the values of the observables such as cross sections or rate coefficients, one has to average the surfaces obtained in Eq. (15) over the angle \( \theta \). Then, one gets an effective potential as a function of \( r \) for the initial radial motion of the collision. When ultracold dynamics occur in the presence of an electric field, this average is usually performed between several partial waves, described by spherical harmonics functions. Here, we will instead assume that the overall dynamics is entirely described by the first and lowest partial wave, namely for indistinguishable bosons and \( l = 0 \) for indistinguishable fermions. This is following the previous consideration that the dynamical process comes mainly from the dipolar interaction at the Förster resonance, mainly described by the surfaces \( V_+ \) and \( V_- \) and that the one coming from the orbital motion acts only secondly.

The spherical harmonics that describes the partial waves can be separated in a polar and azimuthal angular part \[50\]

\[
Y_l^m(\theta, \phi) = \Theta_l^m(\theta) \Phi_m(\phi)
\]

where for \( m_l \geq 0 \)

\[
\Theta_l^m(\theta) = (-1)^m_l \sqrt{\frac{2l + 1}{2l + 1}} \sqrt{\frac{(l - m_l)!}{(l + m_l)!}} P_l^m(\cos \theta),
\]

for \( m_l < 0 \)

\[\Theta_l^m(\theta) = (-1)^{-m_l} |m_l| \Theta_l^{-m_l}(\theta),\]

and

\[
\Phi_m(\phi) = \frac{1}{\sqrt{2\pi}} e^{i m_l \phi}.
\]

The functions \( \Theta \) and \( \Phi \) are normalized over the ranges \( \theta = [0 - \pi] \) and \( \phi = [0 \pi] \). For each \( r \), the surfaces in Eq. (15) are averaged over \( Y_l^m(\theta, \phi) \) to get an effective potential for the initial radial motion

\[
\langle V_\pm(r) \rangle = \int \frac{2\pi}{2} \int_0^\pi |Y_l^m(\theta, \phi)|^2 V_\pm(r, \theta) Y_l^{-m_l}(\theta, \phi) \sin \theta d\theta d\phi.
\]

For indistinguishable fermions, we have for \( l = 1, m_l = 0 \)

\[
\langle V_\pm(r) \rangle = \int \frac{2\pi}{2} \int_0^\pi |\Theta_l^m(\theta)|^2 V_\pm(r, \theta) \Theta_l^{-m_l}(\theta) \sin \theta d\theta d\phi.
\]

We show in Fig. 7 the effective potential energy curves obtained with one channel (solid lines) using Eq. (22) for bosonic \(^{41}\)K\(^{87}\)Rb, bottom panel: fermionic \(^{40}\)K\(^{87}\)Rb. As an indication, the collision energy is on the order of hundreds of nanokelvins while the height of the barriers is on the order of hundreds of microkelvins.

![FIG. 7. Effective potentials as a function of \( r \) for different electric fields, for the \( M = 0 \) component. Solid lines: model, dashed lines: restricted calculation. Top panel: bosonic \(^{41}\)K\(^{87}\)Rb, bottom panel: fermionic \(^{40}\)K\(^{87}\)Rb. As an indication, the collision energy is on the order of hundreds of nanokelvins while the height of the barriers is on the order of hundreds of microkelvins.](image)
physics of the shielding mechanism is well described within our model. For bosons, the solid and dashed lines are really similar for $E = 12.4$ kV/cm. For the other fields, the curves differ and the model does not catch, for example, the height of the barriers. However, we are rather interested in the ultracold physics with temperatures and associated collision energies of hundreds of nanokelvins, compared to the hundreds of microkelvins energy scale of the barriers. Therefore, it is more significant to compare the long-range part of the curves than their height, where ultralow energies prevail. Looking at the long-range part, one can see that the solid lines compare well with the dashed lines. We expect then that the ultralow energy physics might be well described with the model. For fermions, we have similar conclusions. The solid and dashed lines are similar for $E = 12.65$ kV/cm while being different for the other fields. However, the long-range part of the curves remain similar and as for bosons, one expect a good collisional description for fermions at ultralow energies. Finally, the heights of the barriers after averaging (hundreds of microkelvins) in Fig. 7 are globally smaller than the peaks of $V_{\perp}$ without averaging (thousands of microkelvins) in Fig. 6. This is due to the fact that the $\theta \approx 0$ region where the very high peaks prevail in Fig. 6 is now weighted by the $\sin \theta$ term in the averaging, moderating the final height of the effective radial barriers.

III. RATE COEFFICIENTS

From the effective potentials displayed in Fig. 7 within our model and simplifications presented in Sec. (I), we can now perform the ultracold dynamics of those molecules and obtain the observables measured in the experiments, such as the rate coefficients. This is done using the same time-independent quantum formalism than in [23] but now applied on one channel only (the ones shown in Fig. 7 as solid lines).

We present in Fig. 8 the elastic (red) and reactive (black) rate coefficients as a function of the electric field, obtained within our model (solid lines) consisting on one channel only. The top (bottom) panel corresponds to bosons for $M = 0$ (fermions for $M = 0, \pm 1$). In comparison, we provide the same curves but from the restricted calculation (dashed lines), involving more channels and partial waves, and already presented in Fig. 4 when compared with the full calculation. One can see that for the range of electric fields around the Förster resonance, the solid lines are very similar to the dashed ones, showing that the model does a great job to encapsulate the ultracold dynamics of the molecules, given the simplifications made. Only right at the resonance, the reactive processes are underestimated within the model. We note that the inelastic processes cannot be described by the model as by definition, this is a one-channel model. Therefore, inelastic transitions to another or more channels are absent. But as seen in

Fig. 8, the inelastic processes are only dominant right at the resonance where, in any case the model also fails to reproduce the reactive ones. But as soon as one deviates from the resonance, inelastic processes are negligible and reactive ones are well described.

While the agreement between the model and the restricted calculation is very good, the agreement between the model and the full calculation can be qualified as semi-quantitative, as the full calculation shown in Fig. 4 agrees only semi-quantitatively with the restricted one. So the discrepancy comes more from the first simplification rather than the other ones. When comparing Fig. 4 and Fig. 8 slightly above resonance, the one-channel model gives a slightly overestimated value of the reactive rate coefficient, about a factor of two, while the elastic rate coefficient seems to be well described. The model is then sufficient to provide with no numerical efforts a lower limit of the value $\gamma = \beta_{el}/\beta_{qu}$, the ratio of the elastic over the quenching rate coefficients. In current experiments of ultracold molecules, a high value of this ratio is wanted. This value provides a key information for the experi-
ments. It can tell at least if the system is adequate to drive efficient evaporative cooling and reach for quantum degeneracy, knowing that this estimated ratio is a lower limit and can be bigger (for example about a factor of two for the case of KRb) when a full calculation is made. Of course, it does not take too much numerical efforts to use a full calculation in this case compared to the model. But it is important to know first whether such a model for two-body collisions is valid if one wants to extend it to the study of more particles, for example three-body collisions under the same conditions, which might be also of importance for ongoing experiments.

IV. CONCLUSION

In this paper, we proposed a simple model to describe the dynamics of ultracold dipolar molecules around a Förster resonance, especially when a collisional shielding takes place. Based on four assumptions, this model simplifies the quantum dynamical treatment at its best, yet reproducing the overall behaviour of the observables. The model is for example sufficient to predict, with no numerical effort, whether the elastic processes are more prominent than the quenching ones for a given system. It is also able to provide a lower limit of the ratio of these processes. By defining an effective energy surface that encapsulates the relative radial and angular approach of the molecules, it is possible to interpret the shielding in terms of induced dipole moments. During the shielding, while the molecules start in a given initial state, say two dipoles down, they take the quantum character of the resonant state as they approach. They interlock such that a dipole-flip occurs and the interaction remains repulsive. Then they never come too close and lose quenching collisions do not happen. When the molecules go away, they turn back to two dipoles down from another dipole-flip.

This study and this simple model pave the way for considering more particles, for example three-body collisions of molecules, under the same conditions of shielding.

Appendix A: Generalized induced dipole moments when $m_{j_1} = m_{j_2} = 0$

We start from Eq. \(6\) and use the first simplification so that $m_{j_1} = m_{j_2} = 0$. We get

$$
\langle j_1, 0, j_2, 0, l, m_l | V_{dd} | j_1', 0, j_2', 0, l', m_l' \rangle = -\frac{2d_1d_2}{4\pi\epsilon_0 r^3} \frac{\sqrt{(2j_1 + 1)}(2j_1' + 1)}{\sqrt{(2j_2 + 1)}(2j_2' + 1)} \left( \frac{j_1}{0} \frac{1}{0} \frac{j_1'}{0} \right)^2 \times (-1)^{m_l} \frac{\sqrt{(2l + 1)}(2l' + 1)}{(l\ 2\ l')} \left( \frac{l}{-m_l} \frac{2\ l'}{0\ m_l'} \right).
$$

We recall that $d_1, d_2$ are the permanent electric dipole moments of molecules 1, 2. Noting that

$$
\left\langle l, m_l \left| \frac{1 - 3\cos^2 \theta}{4\pi\epsilon_0 r^3} \right| l', m_l' \right\rangle = -\frac{1}{4\pi\epsilon_0 r^3} \frac{4\sqrt{\pi}}{\sqrt{5}} \int_0^{2\pi} \int_0^\pi Y_{lm_l}^m(\theta, \phi)^* Y_{l'}^{m_l'}(\theta, \phi) \sin \theta \, d\theta \, d\phi \sin \phi \left( l\ 2\ l' \right) \left( -l\ 2\ l' \right),
$$

we get

$$
\langle j_1, 0, j_2, 0, l, m_l | V_{dd} | j_1', 0, j_2', 0, l', m_l' \rangle = \left\langle l, m_l \left| \frac{1 - 3\cos^2 \theta}{4\pi\epsilon_0 r^3} \right| l', m_l' \right\rangle \times d_1 \frac{\sqrt{(2j_1 + 1)}(2j_1' + 1)}{(j_1\ 1\ 0\ j_1')} \left( \frac{j_1}{0} \frac{1}{0} \frac{j_1'}{0} \right)^2 \times d_2 \frac{\sqrt{(2j_2 + 1)}(2j_2' + 1)}{(j_2\ 1\ 0\ j_2')} \left( \frac{j_2}{0} \frac{1}{0} \frac{j_2'}{0} \right)^2.
$$

The internal structure of the molecules is then separated from the orbital motion. In the presence of an electric field, we should use the dressed states Eq. \(1\), namely

$$
|j_1, m_{j_1}\rangle = \sum_{j_1} |j_1, m_{j_1}\rangle \langle j_1, m_{j_1}| \hat{j}_1, m_{j_1}\rangle \quad |j_2, m_{j_2}\rangle = \sum_{j_2} |j_2, m_{j_2}\rangle \langle j_2, m_{j_2}| \hat{j}_2, m_{j_2}\rangle,
$$

or if we omit the $m_j$ numbers in the notation

$$
|\hat{j}_1\rangle = \sum_{j_1} |j_1\rangle \langle j_1| \hat{j}_1\rangle \quad |\hat{j}_2\rangle = \sum_{j_2} |j_2\rangle \langle j_2| \hat{j}_2\rangle.
$$
The dipole-dipole interaction (omitting the $m_j$ numbers) is

$$\langle \tilde{j}_1, \tilde{j}_2, l, m_l | V_{dd} | \tilde{j}_1', \tilde{j}_2', l', m'_l \rangle = \left\langle l, m_l \left| \frac{(1 - 3 \cos^2 \theta)}{4\pi \epsilon_0 r^3} \right| l', m'_l \right\rangle \times d_1 \sum_{j_1} \sum_{j_1'} \langle \tilde{j}_1 | \tilde{j}_1' \rangle \langle \tilde{j}_1' | \tilde{j}_2 \rangle \sqrt{(2j_1 + 1)} \langle j_1' | 1 0 0 \rangle \left( j_1 \left| 1 0 0 \right| \right)^2 \times d_2 \sum_{j_2} \sum_{j_2'} \langle \tilde{j}_2 | j_2' \rangle \langle j_2' | j_2 \rangle \sqrt{(2j_2 + 1)} \langle j_2' | 0 0 0 \rangle \left( j_2 \left| 0 0 0 \right| \right)^2.$$

If we define a generalized dipole moment $\tilde{d} \rightarrow \tilde{j}$ as in Eq. 8, we obtain for a given transition $\langle \tilde{j}_1, \tilde{j}_2 \rangle \rightarrow (\tilde{j}_1', \tilde{j}_2')$

$$\langle l, m_l | V_{dd} | l', m'_l \rangle = \tilde{d} \rightarrow \tilde{j}_1 \times d_2 \rightarrow \tilde{j}_2 \times \left\langle l, m_l \left| \frac{(1 - 3 \cos^2 \theta)}{4\pi \epsilon_0 r^3} \right| l', m'_l \right\rangle.$$

This comes back to consider a classical expression of $V_{dd}$ given in Eq. 9 using generalized induced dipole moments, including transition dipole moments responsible for inelastic transitions between dressed rotational states in an electric field.
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