THREE-DIMENSIONAL ALEXANDROV SPACES WITH POSITIVE OR NONNEGATIVE RICCI CURVATURE

QINTAO DENG*, FERNANDO GALAZ-GARCÍA**, LUIS GUILARRO***, AND MICHAEL MUNN

Abstract. We study closed three-dimensional Alexandrov spaces with a lower Ricci curvature bound in the $CD^*(K,N)$ sense, focusing our attention on those with positive or nonnegative Ricci curvature. First, we show that a closed three-dimensional $CD^*(2,3)$-Alexandrov space must be homeomorphic to a spherical space form or to the suspension of $RP^2$. We then classify closed three-dimensional $CD^*(0,3)$-Alexandrov spaces.

1. Introduction

Alexandrov spaces can be viewed as metric geometry generalizations of Riemannian manifolds with a lower sectional curvature bound. They arise as the Gromov-Hausdorff limit of this class of manifolds or when taking quotients by isometric Lie group actions with closed orbits. As such, they provide a natural setting in which to study many questions in global Riemannian geometry and by now there is a large literature concerning their properties (see [5] and the references therein).

While definitions for a lower sectional curvature bound make sense on a metric space $(X,d)$, it turns out that to capture the notion of a lower Ricci curvature bound one requires the additional structure of a measure $m$ on $X$. There have been various approaches to defining Ricci lower bounds for metric measure spaces $(X,d,m)$ (see, for example, [3, 8, 20, 28, 29]). Here, we focus on the so-called curvature-dimension condition defined via optimal transportation of probability measures on the space $X$. Sturm [28, 29] and Lott-Villani [20] independently introduced the curvature dimension condition $CD(K,N)$ which provides a notion of Ricci curvature bounded below by $K \in \mathbb{R}$ and dimension bounded above by $N \in (1,\infty]$.

Over time, these definitions have been further adapted through the work of Bacher and Sturm [2], and Ambrosio, Gigli and Savaré [1] and there has been considerable effort to better understand the structure this condition imposes on a space (see, for instance, [1, 23].
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among many others). In particular, the $\text{CD}^*(K, N)$ condition, introduced by Bacher-Sturm in [2], is a sort of local variant of the $\text{CD}(K, N)$ and slightly weaker than the usual, global curvature-dimension condition. This so-called \textit{reduced curvature dimension condition} has the local-to-global property on non-branching metric measure spaces which is a necessary component of our argument.

In [11], the second and third authors classified closed three-dimensional Alexandrov spaces with positive or non-negative curvature. In the present paper, we classify Alexandrov spaces of dimension 3 under the weaker hypothesis of positive or non-negative Ricci curvature. This extends the classification of closed, smooth three-manifolds with positive or nonnegative Ricci curvature to the class of Alexandrov spaces. Throughout this paper, we use the following terminology:

\textbf{Definition 1.1.} A metric space $(X, d)$ is said to be a $\text{CD}^*(K, N)$-Alexandrov space provided $(X, d)$ is an $N$-dimensional Alexandrov space of curvature bounded below by some $k \in \mathbb{R}$ and the Hausdorff measure $\mathcal{H}^N$ satisfies the $\text{CD}^*(K, N)$ condition (see Definition 2.5). Define a $\text{CD}(K, N)$-Alexandrov space similarly.

We first classify closed three-dimensional Alexandrov spaces with positive Ricci curvature.

\textbf{Theorem 1.2.} Let $(X^3, d)$ be a closed $\text{CD}^*(2, 3)$-Alexandrov space.

1. If $X^3$ is a topological manifold, then it is homeomorphic to a spherical space form.
2. If $X^3$ is not a topological manifold, then it is homeomorphic to $\text{Susp}(\mathbb{R}P^2)$, the suspension of $\mathbb{R}P^2$.

Our Theorem 1.2 corresponds to the classification of closed Riemannian 3-manifolds with positive Ricci curvature given by Hamilton in [15]. Note that while, for the class of smooth Riemannian manifolds, this classification is up to diffeomorphism, the lack of differentiable structure for metric measure spaces (or even Alexandrov spaces) means we obtain classification only up to homeomorphism. The proof of Theorem 1.2 is contained in Section 4.

As mentioned above, our proof generalizes the result of Galaz-García and Guijarro (see also [16]) by adapting their argument to the metric measure space setting. Petrunin [26] proved that the lower Alexandrov curvature bound is compatible with the curvature-dimension condition for lower Ricci curvature bound given by Lott-Sturm-Villani. As such, our assumption of a lower Ricci bound is an inherently weaker condition and we prove various additional properties to fully employ their argument in our setting.

The following theorem deals with the nonnegatively curved case. The homeomorphism statements are also due to the lack of a differentiable structure; nonetheless, when the Alexandrov space is flat, we get classification up to isometry.

\textbf{Theorem 1.3.} Let $(X^3, d)$ be a closed $\text{CD}^*(0, 3)$-Alexandrov space.

1. If $X^3$ is a topological manifold, then one of the following holds:
   \begin{itemize}
   \item $X^3$ is homeomorphic to a spherical space form,
   \end{itemize}
• $X^3$ is homeomorphic to $S^2 \times S^1$, $\mathbb{R}P^2 \times S^1$, $\mathbb{R}P^3 \# \mathbb{R}P^3$ or $S^2 \times S^1$,
or
• $X^3$ is isometric to a closed, flat three-dimensional space form

(2) If $X^3$ is not a topological manifold, then either:
• $X^3$ is homeomorphic to $\text{Susp}(\mathbb{R}P^2)$, $\text{Susp}(\mathbb{R}P^2) \# \text{Susp}(\mathbb{R}P^2)$ or
• $X^3$ is isometric to a quotient of a closed, orientable, flat-three-dimensional manifold by an orientation reversing isometric involution with only isolated fixed points.

The proof of Theorem 1.3 is contained in Section 5.

Observe that the spaces in Theorems 1.2 and 1.3 are exactly those appearing in the classification of closed, three-dimensional Alexandrov spaces with positive or nonnegative curvature (in the triangle comparison sense) (see [11, Theorem 1.3 and Corollary 2.2]).

Our approach of studying $\text{CD}^*(K, N)$-Alexandrov spaces rather than general $\text{CD}^*(K, N)$ metric measure spaces has various advantages, for example, in Alexandrov spaces geodesics do not branch. While Rajala-Sturm [27] have shown that $\text{RCD}(K, N)$-spaces are essentially non-branching there is still much that is not known about the local structure and topology of $\text{RCD}$-spaces (though we refer the reader to recent work of Mondino-Naber [23] for some results in this area). Indeed, it seems questions of a topological nature are not well-posed on such spaces. On the other hand, Alexandrov spaces are sufficiently well behaved so that assuming a $\text{CD}(K, N)$ condition on their Hausdorff measure yields significant topological conclusions.

Acknowledgements. Q. Deng, F. Galaz-García and M. Munn would like to thank the hospitality of the Hausdorff Research Institute for Mathematics at the Universität Bonn during the Junior Hausdorff Trimester Program “Optimal Transportation”. L. Guijarro would like to thank the Differential Geometry Group of the Institut für Algebra und Geometrie at the Karlsruher Institut für Technology (KIT) for its hospitality.

2. Background and Preliminaries

2.1. A brief overview of Alexandrov spaces. In this subsection, we give a very brief overview of the relevant facts about Alexandrov spaces that we will need for this paper (see also [5] for alternate definitions and a more complete introduction to Alexandrov spaces).

A finite-dimensional Alexandrov space is a complete, locally compact, connected, length space $(X, d)$ which satisfies locally a lower curvature bound $k \in \mathbb{R}$ in an angle-comparison sense. Roughly speaking, geodesic triangles in $X$ are “fatter” than equivalent ones in the space form of constant curvature $k$. Recall that a geodesic space is a metric space such that any two points $p, q \in X$ can be joined by a rectifiable curve whose length is equal to $d(p, q)$. We call such a distance realizing curve a minimal geodesic and use $[pq]_X$ to denote a (not necessarily unique) minimal geodesic in $X$ joining $p$ and $q$.

To describe the lower curvature bound, fix a number $k \in \mathbb{R}$. For any triple of points $p, q, r \in X$ (usually thought of as a triangle $\Delta pqr$), let $\bar{\Delta pqr}$ denote the triangle $\bar{\Delta \bar{p} \bar{q} \bar{r}}$ of points in the $k$-plane such that $|\bar{p} \bar{q}|_k = d(p, q), |\bar{q} \bar{r}|_k = d(q, r)$ and $|\bar{p} \bar{r}|_k = d(p, r)$. 


Definition 2.1. A finite-dimensional, complete, locally compact, length space \((X, d)\) has Alexandrov curvature \(\geq k\) in an open set \(U \subset X\) if, for each quadruple of points \((p; a, b, c)\) in \(U\),

\[
\tilde{\angle}_{k}apb + \tilde{\angle}_{k}bpc + \tilde{\angle}_{k}cpa \leq 2\pi,
\]

where \(\tilde{\angle}_{k}apb\) is the comparison angle at \(\bar{p}\) of a triangle \(\tilde{\Delta}apc\) in the \(k\)-plane (define \(\tilde{\angle}_{k}bpc\), \(\tilde{\angle}_{k}cpa\) similarly).

When not precisely specified, we will refer simply to an Alexandrov space as a metric space with Alexandrov curvature bounded below by \(k \in \mathbb{R}\), where we generally consider \(k\) to be some large negative number.

The Alexandrov curvature condition has strong consequences on the structure of the space. In particular, for a complete length space, the local condition above implies the same is true globally for any quadruple of points in \(X\) (see [5, 6]).

For \(p \in X\), the space of directions of \(X\) at \(p\), denoted by \(\Sigma_p X\), is the metric completion of the geodesic directions at \(p \in X\). It is an Alexandrov space of dimension \(\dim(X) - 1\) with curvature greater than or equal to one. The tangent cone of \(X\) at \(p\), denoted by \(T_p X\), is by definition the Euclidean cone over \(\Sigma_p X\). It agrees with the closure under the angle distance of the collection of reparametrized geodesics emanating from \(p\) (modulo the obvious identification of such curves when they agree on some interval of the form \([0, \delta)\) for some \(\delta > 0\). We denote a geodesic joining two points \(p, q \in X\) by \([pq]\).

Definition 2.2 (Singularities of Alexandrov Spaces). A point \(p \in X\) is a metric singular point if \(\Sigma_p X\) is not isometric to the unit sphere \(S^{n-1}\). For some \(\delta > 0\), a point is called \(\delta\)-singular if \(\mathcal{H}^{n-1}(\Sigma_p X) \leq \vol(S^{n-1}) - \delta\). Let \(S_X\) and \(S_{\delta}\) denote, respectively, the set of metric singular points of \(X\) and the set of \(\delta\)-singular points of \(X\). Note that \(S_X = \bigcup_{\delta > 0} S_{\delta}\).

We say that a point \(p\) is topologically singular if \(\Sigma_p X\) is not homeomorphic to a sphere.

The set of topologically singular points of a finite-dimensional Alexandrov space \(X\) (without boundary) has codimension at least three. Thus, dimension 3 is the first dimension in which topological singularities arise in Alexandrov spaces.

2.2. Double branched cover for 3-dimensional Alexandrov spaces. Perelman’s conical neighborhood theorem asserts that a small metric neighborhood of a point \(p \in X\) is homeomorphic to the cone over \(\Sigma_p X\) (see [24]). Therefore, a closed three-dimensional Alexandrov space that is not a topological manifold must have some point \(p \in X\) whose space of directions \(\Sigma_p X\) is not homeomorphic to \(S^2\). Since \(\Sigma_p X\) is positively curved, it must be homeomorphic to the real projective plane \(\mathbb{R}P^2\). It follows that \(X\) can be exhibited as a compact 3-manifold whose boundary consists of finitely many \(\mathbb{R}P^2\)-components where one glues in cones over \(\mathbb{R}P^2\). Moreover, \(X\) is the base of a two-fold branched cover \(pr : Y \to X\) whose total space \(Y\) is a closed, orientable manifold and whose branching set consists of the topologically singular points in \(X\).

Lemma 2.3 (see [11, Lemma 1.7]). Let \(X\) be a closed three-dimensional Alexandrov space. If \(X\) is not a topological manifold, then there is a closed, orientable 3-manifold \(Y\) and...
an orientation reversing involution \( \iota : Y \to Y \) with isolated fixed points such that \( X \) is homeomorphic to the quotient \( Y/\iota \).

Grove and Wilking proved that two-fold branched covers of Alexandrov 3-spheres of nonnegative curvature with branching set an extremal knot also admit an Alexandrov metric with the same lower curvature bound as the base (cf. \([14, \text{Lemma 5.2}].\)) Their arguments also imply that the same holds for the orientable two-fold branched covers in Lemma 2.3 (see also \([16]\)). For the sake of completeness, we include a proof.

**Proposition 2.4.** Let \( X \) be a closed, three-dimensional Alexandrov space with curvature bounded below by \( k \), and assume that \( X \) is not a topological manifold. If \( Y \) is the orientable two-fold branched cover of \( X \) in Lemma 2.3, then the following hold:

1. The metric in \( X \) can be lifted to \( Y \), so that \( Y \) is an Alexandrov space with curvature bounded below by \( k \).
2. The involution \( \iota : Y \to Y \) is an isometry and \( Y/\iota \) is isometric to \( X \).
3. Let \( p' \in Y \) be a fixed point of the involution \( \iota : Y \to Y \). Then the space of directions \( \Sigma_p Y \cong S^2 \) is the canonical Alexandrov double cover of \( \Sigma_{p'(\iota)} X \cong \mathbb{R}P^2 \).

Before proving the proposition, let us recall some definitions from Li \([19]\). Let \( U \) be a length space. An open domain \( \Omega \subset U \), possibly incomplete, is called a \( k \)-domain if the triangle or four-point comparison inequalities hold for any triangle or quadruple in \( \Omega \). A length space \( U \) is said to have curvature locally bounded from below by \( k \) if, for any \( p \in U \), there is a \( k \)-domain \( \Omega_p \subset U \) containing \( p \). Finally, we say that \( U \) is weakly almost-everywhere convex if for any \( p \in U \) and any \( \varepsilon > 0 \), there exists \( p_1 \in B_\varepsilon(p) \) for which the set of points \( q \in U \) such that any geodesic \([p_1 q]\) connecting \( p_1 \) to \( q \) is not entirely contained in \( U \) has \( n \)-dimensional Hausdorff measure zero.

**Proof of Proposition 2.4.** Let \( X \) be a closed three-dimensional Alexandrov space with curvature bounded below by \( k \) and suppose that \( X \) is not homeomorphic to a manifold. Then the set \( X' \) of points in \( X \) whose space of directions is homeomorphic to \( \mathbb{R}P^2 \) is non-empty. Let \( X_0 = X \setminus X' \) be the set of manifold points of \( X \).

First, observe that \( X_0 \) is a convex subset of \( X \). To see this, fix points \( p, q \in X_0 \) and join them by a minimal geodesic \( \gamma \) in \( X \). Let \( x \) be a point in the interior of \( \gamma \). Then \( \Sigma_x \) is homeomorphic to \( S^2 \), since \( \text{diam}\Sigma_x = \pi \) or, alternatively, because the spaces of directions of points in the interior of a geodesic are isometric (see \([25]\)) while the number of topologically singular points is finite.

Let \( d_{X_0} \) be the metric on \( X_0 \) given by the restriction of the metric on \( X \) to \( X_0 \), i.e. \( d_{X_0} = d_X|_{X_0} \). Since \( X_0 \subset X \) is convex, the metric space \((X_0, d_{X_0})\) is a non-complete length space that is also a \( k \)-domain. On the other hand, \( X_0 \) is a non-orientable topological 3-manifold. Let \( Y_0 \) be the orientable double cover of \( X_0 \) and equip \( Y_0 \) with the lifted metric, denoted \( d_{Y_0} \). By construction, the metric \( d_{Y_0} \) is locally isometric to \( d_{X_0} \) and has curvature locally bounded below by \( k \). Moreover, the metric completion of \( Y_0 \) is homeomorphic to the two-fold branched cover \( Y \) of \( X \). Let \( Y' \) be the preimage of \( X' \), i.e. \( Y' \) is the set of points that project down to points in \( X \) whose space of directions is homeomorphic to \( \mathbb{R}P^2 \).
The metric space \((Y_0, d_{Y_0})\) is a length space (see [5, Example 3.4.3]). To prove that the metric completion \((Y, d_{Y'})\) of \((Y_0, d_{Y_0})\) also has curvature bounded below by \(k\) we use work of Li [19]; more precisely, we verify that \((Y_0, d_{Y_0})\) is almost everywhere convex.

Let \(p' \in Y' \subset Y\) be a fixed point of the involution \(\iota : Y \to Y\). By construction, for each geodesic \(\gamma\) emanating from \(\text{pr}(p') \in X' \subset X\), there are exactly two geodesics in the double branched cover \(Y\) emanating from the point \(p' \in Y'\) that lift \(\gamma\). By looking at geodesics emanating from \(p'\), we obtain the following: a locally isometric branched cover \(T_pY \to T_{\text{pr}(p')}X\) with branching set the origin, a space of directions of \(Y\) at \(p'\) (as the closure under the angle distance of the unit geodesics) and a two-fold locally isometric covering map of \(\Sigma_{p'}Y\) to \(\Sigma_{\text{pr}(p')}X\) between the corresponding spaces of directions at \(p' \in Y'\) and \(\text{pr}(p') \in X'\). This implies that \(\Sigma_{p'}Y\) is an Alexandrov space with the same curvature bound as \(\Sigma_{\text{pr}(p')}X\) and proves part (3) of the proposition.

Suppose that \(\gamma : [-\varepsilon, \varepsilon] \to Y\) is a unit geodesic with \(\gamma(0) = p' \in Y'\). Then the directions \(\gamma'(0^+)\) and \(\gamma'(0^-)\) form an angle \(\pi\) at \(p' \in Y\). This implies that \(\Sigma_{p'}Y\) is a suspension with poles the directions \(\gamma'(0^+)\) and \(\gamma'(0^-)\). The involution \(\iota : Y \to Y\) whose quotient is \(X\) induces an isometric involution of \(\Sigma_{p'}Y\), and consequently must send \(\gamma'(0^+)\) to \(\gamma'(0^-)\) and vice versa. This implies that \(\text{pr} \circ \gamma(t) = \text{pr} \circ \gamma(-t)\), for small \(t\). As a consequence, it follows that for any \(p \in Y\) there is at most one geodesic \(\gamma : I \to Y\) starting at \(p\) that contains a point \(p' \in Y'\) in its interior.

Given \(p \in Y_0\), let \(C_p = \{q \in Y_0 \mid [pq] \subset Y_0\}\). Then \(Y_0 \setminus C_p\) is the set of points in \(Y_0\) that are connected to \(p\) via a minimal geodesic with respect to \(d_Y\) that contains some point \(p' \in Y'\) in its interior. Therefore, \(Y_0 \setminus C_p\) is composed of “lifts” (“reflection”) of a geodesic joining \(\text{pr}(p) \in X\) with different singular points \(\text{pr}(p') \in X'\). Since the covering map is a local isometry almost everywhere, it follows that these geodesic arcs have measure zero, and hence \(Y_0 \setminus C_p\) has measure zero. Hence, by [19, Corollary 0.1], the metric completion \((Y, d_Y)\) is an Alexandrov space with curvature bounded below by \(k\). This proves part (1) of the proposition.

To see that the involution \(\iota : Y \to Y\) is a global isometry observe first that, by construction, \(\iota\) is a bijective map. Since the branched cover \(\text{pr} : Y \to X\) is a local isometry everywhere, the involution \(\iota : Y \to Y\) is also a local isometry, and hence a global isometry. This proves part (2) of the proposition.

2.3. Lower Ricci curvature bounds for metric-measure spaces. In this subsection we turn our attention to general metric measure spaces with weak lower Ricci curvature bounds. In the first part we recall several notions of such curvature bounds and in the second we consider their behavior under lifts and coverings. We follow the approach of Lott-Sturm-Villani via optimal transport applied to the \(n\)-dimensional Hausdorff measure, which is the natural reference measure on an \(n\)-dimensional Alexandrov space (see [7]). For a different definition of lower Ricci curvature bound for Alexandrov spaces, conjecturally equivalent to the \(\text{CD}(K, N)\) definition, see [32].

2.3.1. Reduced Curvature Dimension Condition. Let \((X, d, m)\) denote a metric measure space consisting of a complete, separable metric space \((X, d)\) and a locally finite measure
$m$ on $(X, B(X))$, that is, the volume $m(B_r(x))$ of balls is finite for all $x \in X$ and all sufficiently small $r > 0$.

We denote by $(P^2(X), W_2)$ the $L^2$-Wasserstein space of probability measures $\mu$ on $(X, B(X))$ with finite second moments. The $L^2$-Wasserstein distance $W_2(\mu_0, \mu_1)$ between two probability measures $\mu_0, \mu_1 \in P^2(X)$ is defined as

$$W_2(\mu_0, \mu_1) = \inf \left(\int_{X \times X} d^2(x, y) \, d\pi(x, y)\right)^{1/2},$$

where the infimum is taken over all couplings $\pi$ of $\mu_0$ and $\mu_1$ which are probability measures on $X \times X$ with marginals $\mu_0$ and $\mu_1$. The subspace of $m$-absolutely continuous measures $\mu$ is denoted by $P^2(X, d, m)$ and the subspace of $m$-absolutely continuous measures with bounded support is denoted by $P^\infty(X, d, m)$.

The $CD^*(K, N)$ condition for $(X, d, m)$ is stated in terms of convexity of a certain entropy functional evaluated along geodesics in the Wasserstein space $[21, 28, 29]$. For general $K \in \mathbb{R}$ and $N \in (1, \infty]$, we introduce the following volume distortion coefficients. For $\theta \in \mathbb{R}^+$ and $t \in [0, 1]$, set

$$\sigma_{K,N}^{(t)}(\theta) := \begin{cases} \infty & \text{if } K\theta^2 \geq N\pi^2, \\ \frac{\sin \left(t\theta \sqrt{K/N}\right)}{\sin \left(\theta \sqrt{K/N}\right)} & \text{if } 0 < K\theta^2 < N\pi^2, \\ \frac{\sinh \left(t\theta \sqrt{-K/N}\right)}{\sinh \left(\theta \sqrt{-K/N}\right)} & \text{if } K = 0, \\ t & \text{if } K < 0. \end{cases}$$

**Definition 2.5 (Reduced $(K, N)$-Curvature Dimension condition).** A metric measure space $(X, d, m)$ verifies $CD^*(K, N)$ if and only if for each pair of measures $\mu_0, \mu_1 \in P^\infty(X, d, m)$ there exits an optimal coupling $\pi$ of $\mu_0 = \rho_0 m$ and $\mu_1 = \rho_1 m$ and a geodesic $\mu_t = \tau_t m \in P^\infty(X, d, m)$ such that

$$(2.1) \quad -\int_X \rho_t^{1-1/N'} dm \leq -\int_{X \times X} \left[\sigma_{K,N}^{(1-t)} d(x_0, x_1) \rho_0^{-1/N'}(x_0) + \sigma_{K,N}^{(t)} d(x_0, x_1) \rho_1^{-1/N'}(x_1)\right] d\pi(x_0, x_1)$$

for all $t \in [0, 1]$ and $N' \geq N$.

The original $CD(K, N)$ condition of Lott-Sturm-Villani was defined in a similar way, replacing the volume distortion coefficients $\sigma_{K,N}^{(t)}$ and $\sigma_{K,N}^{(1-t)}$ above by the slightly larger coefficients $\tau_{K,N}^{(t)}$ and $\tau_{K,N}^{(1-t)}$, respectively, where

$$\tau_{K,N}^{(t)}(\theta) := t^{1/N} \sigma_{K,N-1}^{(t)}(\theta)^{(N-1)/N}.$$}

For $K > 0$,

$$CD(K, N) \implies CD^*(K, N) \implies CD(K^*, N),$$
with \( K^* = K(N - 1)/N \) (see [2]). Note that, when \( K = 0 \), the condition \( \text{CD}^*(0, N) \) is equivalent to \( \text{CD}(0, N) \) since \( \tau_{0,N}^{(t)} = \sigma_{0,N}^{(t)} = t \).

The reduced curvature-dimension condition \( \text{CD}^*(K, N) \) was introduced by Bacher-Sturm [2] because it satisfies the local-to-global property and tensorization for non-branching spaces. A metric measure space \((X, d, m)\) is non-branching if \((X, d)\) is a geodesic metric space such that, given any 4-tuple \((z, x_0, x_1, x_2)\) of points in \(X\), if \(z\) is both the midpoint of \([x_0x_1]\) and of \([x_0x_2]\), then \(x_1 = x_2\).

\[ K^* = K(N - 1)/N \] (see [2]). Note that, when \( K = 0 \), the condition \( \text{CD}^*(0, N) \) is equivalent to \( \text{CD}(0, N) \) since \( \tau_{0,N}^{(t)} = \sigma_{0,N}^{(t)} = t \).

Theorem 2.6 (see [2, Theorem 5.1]). Let \( K, N \in \mathbb{R} \) with \( N \geq 1 \) and let \((X, d, m)\) be a non-branching metric measure space. Assume, additionally, that \( \mathcal{P}_\infty(X, d, m) \) is a geodesic space. Then \((X, d, m)\) satisfies \( \text{CD}^*(K, N) \) globally if and only if it satisfies \( \text{CD}^*(K, N) \) locally.

All Alexandrov spaces \((X, d)\) are non-branching and \( \mathcal{P}_\infty(X, d, \mathcal{H}^N) \) is a geodesic space.

Remark 2.7. It is not known whether the \( \text{CD}(K, N) \) condition possesses the local-to-global property, see [10] in regards to tensorization of \( \text{CD}(K, N) \)-spaces.

Another notable extension of the original curvature-dimension condition came from Ambrosio, Gigli and Savaré [1], who introduced a more restrictive condition which retains the stability under measured Gromov-Hausdorff convergence but rules out Finsler geometries. This stronger condition requires that the space is also infinitesimally Hilbertian (equivalently, the Laplacian on \(X\) is a linear operator). Such spaces are denoted \( \text{RCD}(K, N) \)-spaces, short for Riemannian Curvature Dimension condition. Naturally, an infinitesimally Hilbertian \( \text{CD}^*(K, N) \) space is denoted a \( \text{RCD}^*(K, N) \) space. In [13], Gigli, Kinderlehrer and Ohta proved linearity of the Laplacian on Alexandrov spaces; thus, all \( \text{CD}^*(K, N) \)-Alexandrov spaces are \( \text{RCD}^*(K, N) \) metric measure spaces. The reverse implication is unknown, though it is conjectured to be true in dimension two.

Conjecture 2.8 (K.T. Sturm). Any \( \text{RCD}^*(K, 2) \) metric measure space is an Alexandrov space of curvature bounded below.

2.3.2. Lifts of metric measure spaces. We conclude this section by recalling properties of universal coverings of metric measure spaces following [2, Section 7]. Consider a metric measure space \((X, d, m)\) which satisfies the reduced curvature-dimension \( \text{CD}^*(K, N) \) locally for \( K \geq 1 \) and \( N \geq 1 \). The existence of a universal cover is guaranteed provided \(X\) is connected, locally path connected, and semi-locally simply connected [22, Ch. V, Theorem 10.2]. Let \( p : \tilde{X} \to X \) denote such a universal cover and its covering map. Then \( \tilde{X} \) inherits a length structure from \( X \) as follows:

Definition 2.9. A curve \( \tilde{\gamma} \) in \( \tilde{X} \) is called admissible if its composition with \( p \) is a continuous curve in \( X \).

The length of an admissible curve in \( \tilde{X} \) is set to be \( \text{Length}(\tilde{\gamma}) = \text{Length}(p \circ \gamma) \) with respect to \( X \). For two points \( x, y \in \tilde{X} \), define the associated distance \( \tilde{d} \) on \( \tilde{X} \) by
\[
\tilde{d}(x, y) = \inf \{ \text{Length}(\tilde{\gamma}) \mid \tilde{\gamma} : [0, 1] \to \tilde{X} \text{ is admissible}, \tilde{\gamma}(0) = x, \tilde{\gamma}(1) = y \}.
\]
Let $\xi$ denote the family of all sets $\tilde{E} \subset \tilde{X}$ such that the restriction of $p$ to $\tilde{E}$ is a local isometry from $\tilde{E}$ to a measurable set $E \subset X$. We define a function $\tilde{m} : \xi \rightarrow [0, \infty)$ by

$$\tilde{m}(\tilde{E}) = m(p(\tilde{E})) = m(E)$$

and extend $\tilde{m}$ in a unique way to all Borel measurable sets on $\tilde{X}$. We call the metric measure space $(\tilde{X}, \tilde{d}, \tilde{m})$ the lift of $(X, d, m)$. Because the construction of $\tilde{m}$ and $\tilde{d}$ is local, the properties of $(X, d, m)$ are lifted directly to $(\tilde{X}, \tilde{d}, \tilde{m})$. We summarize this in the following result.

**Theorem 2.10** (cf. [2, Theorem 7.10]). Assume that $(X, d, m)$ is a non-branching metric measure space satisfying $\text{CD}^*(K, N)$ locally for $K \in \mathbb{R}$ and $N \geq 1$ and that $(X, d)$ is semi-locally simply connected. Let $\tilde{X}$ be the universal covering of $X$. Then $(\tilde{X}, \tilde{d}, \tilde{m})$ satisfies $\text{CD}^*(K, N)$ locally as well.

Note that Perelman’s conical neighborhood theorem [24] implies that any Alexandrov space $X$ has a universal covering $\tilde{X}$ and the Hausdorff measure of $X$ lifts to the Hausdorff measure of $\tilde{X}$. Thus, the universal cover of any $\text{CD}^*(K, N)$-Alexandrov space is again a $\text{CD}^*(K, N)$-Alexandrov space.

3. **Properties of $\text{CD}^*(K, N)$-Alexandrov spaces.**

In this section, we provide a few facts of $\text{CD}^*(K, N)$-Alexandrov spaces needed later on. Recall first the following non-smooth shortening lemma of Villani (cf. [31, Theorem 8.22]).

**Lemma 3.1.** Let $(X, d)$ be a metric space, and let $\gamma_1, \gamma_2$ be two (constant-speed) minimizing geodesics such that

$$d(\gamma_1(0), \gamma_1(1))^2 + d(\gamma_2(0), \gamma_2(1))^2 \leq d(\gamma_1(0), \gamma_2(1))^2 + d(\gamma_2(0), \gamma_1(1))^2$$

Let $L_1$ and $L_2$ stand for the respective lengths of $\gamma_1$ and $\gamma_2$, and let $D$ be a bound on the diameter of $(\gamma_1 \cup \gamma_2)([0, 1])$. Then, for any $t_0 \in (0, 1),

$$|L_1 - L_2| \leq \frac{C \sqrt{D}}{\sqrt{t_0(1-t_0)}} \sqrt{d(\gamma_1(t_0), \gamma_2(t_0))},$$

for some numeric constant $C$.

Using this lemma, we prove the following special case of Open Problem 8.21 in [31].

**Lemma 3.2.** Let $(X, d)$ be an Alexandrov space with curvature bounded below by $K \in \mathbb{R}$, and let $x_1, x_2, y_1, y_2$ be four points in $X$ such that

$$(3.1) \quad d(x_1, y_1)^2 + d(x_2, y_2)^2 \leq d(x_1, y_2)^2 + d(x_2, y_1)^2.$$  

Let $\gamma_1$ and $\gamma_2$ be two (constant-speed) geodesics respectively joining $x_1$ to $y_1$ and $x_2$ to $y_2$. If $\gamma_1(t_0) = \gamma_2(t_0)$ for some $t_0 \in (0, 1)$, then $\gamma_1(t) \equiv \gamma_2(t)$ for all $t \in [0, 1]$. 


Proof. Lemma 3.1 implies that the geodesics $\gamma_1$ and $\gamma_2$ have the same length $L$. By the triangle inequality, we have
\[
d(x_1, y_2) \leq d(x_1, \gamma_1(t_0)) + d(\gamma_1(t_0), y_2) = t_0L + (1 - t_0)L = L, \\
d(x_2, y_1) \leq d(x_2, \gamma_2(t_0)) + d(\gamma_2(t_0), y_1) = t_0L + (1 - t_0)L = L.
\]
These inequalities imply that
\[
2L^2 = d(x_1, y_2)^2 + d(x_2, y_2)^2 \\
\leq d(x_1, y_2)^2 + d(x_2, y_1)^2 \\
\leq 2L^2.
\]
Hence $d(x_1, y_2) = d(x_2, y_1) = L$. It follows that $\gamma_1([0, t_0]) \cup \gamma_2([t_0, 1])$ is a minimal geodesic from $x_1$ to $y_2$. Since geodesics in an Alexandrov space do not branch, we must have that $\gamma_1 = \gamma_2$ on $[t_0, 1]$. To see that $\gamma_1 = \gamma_2$ on $[0, t_0]$, consider the geodesics
\[
\tilde{\gamma}_1 = \gamma_1(1 - t), \quad t \in [0, 1], \\
\tilde{\gamma}_2 = \begin{cases} 
\gamma_1(1 - t), & t \in [0, 1 - t_0] \\
\gamma_2(1 - t), & t \in [1 - t_0, 1]. 
\end{cases}
\]
Once again, non-branching implies that $\gamma_1(1 - t) = \gamma_2(1 - t)$ for $t \in [1 - t_0, 1]$. That is, $\gamma_1 = \gamma_2$ on $[0, t_0]$, as we wanted to show. \(\square\)

We use Lemma 3.2 to prove the following result, which will play a crucial role in the proof of Theorem 1.2.

**Proposition 3.3.** Let $X$ be an Alexandrov space and fix $x_o \in X$. For $K \in \mathbb{R}$ and $N > 1$, if $X \setminus \{x_o\}$ is a CD$^*(K, N)$-Alexandrov space, then so is $X$.

**Proof.** Let $X_o = X \setminus \{x_o\}$ and note that any measure $\mu \in \mathcal{P}_\infty(X, d, \mathcal{H}^N)$ can naturally be defined as a measure $\mu^o$ on $X_o$ by letting $\mu^o(E) := \mu(E \cap X_o)$. Observe that $\mu^o \in \mathcal{P}_\infty(X_o, d|_{X_o}, \mathcal{H}^N|_{X_o})$, since $\mathcal{H}^N(\{x_o\}) = 0$. Let $\mu_0, \mu_1$ be measures in $\mathcal{P}_\infty(X, d, \mathcal{H}^N)$. Since $\mathcal{H}^N(\{x_o\}) = 0$, the measures $\mu_0^o$ and $\mu_1^o$ are absolutely continuous with respect to the Hausdorff measure on $X_o$ as well. Let $\mu_t$ be a geodesic in $\mathcal{P}_\infty(X, d, \mathcal{H}^N)$ from $\mu_0$ to $\mu_1$ and let $\mu_t^o$ be the corresponding curve in $\mathcal{P}_\infty(X_o, d|_{X_o}, \mathcal{H}^N|_{X_o})$ between the measures $\mu_0^o$ and $\mu_1^o$. We would like to show that $\mu_t^o$ is a geodesic between $\mu_0^o$ and $\mu_1^o$ in $\mathcal{P}_\infty(X_o, d|_{X_o}, \mathcal{H}^N|_{X_o})$.

Since $\mu_t$ is optimal, we can write $\mu_t = (\epsilon_t)_{\#}\Pi$ where $\Pi$ is an optimal dynamic transference plan between $\mu_0, \mu_1 \in \mathcal{P}_\infty(X)$ and $\epsilon_t : \Gamma \to X$ is the usual evaluation map from the set of minimizing geodesics on $X$. As the mass of $\mu_0$ is transported along geodesics to $\mu_1$, it follows from Lemma 3.2 that if any geodesics intersect, then they must coincide for all times. Therefore, $\mu_t(\{x_o\}) = 0$, for all $t \in [0, 1]$, whenever $x_o \in \text{supp}(\mu_t)$. Thus, the density of $\mu_t$ with respect to $\mathcal{H}^N$ is equal to the density of $\mu_t^o$ with respect to $\mathcal{H}^N|_{X_o}$. That is, if $\rho_t = \rho^o, \mathcal{H}^N|_{X_o}$, then $\rho_t^o = \rho^o|_{X_o}$.

Observe now that the inclusion $i : X_o \hookrightarrow X$ induces a map
\[
i_o : \mathcal{P}_\infty(X_o, W^X_2) \hookrightarrow \mathcal{P}_\infty(X, W^X_2)
\]
via the pushforward. On the other hand, we have a map
\[ j : \mathcal{P}_\infty(X, W^2) \hookrightarrow P_\infty(X_o, W^X_o) \]
sending \( \mu \) to \( \mu^o \). Observe that \( j \) and \( i_\# \) are inverses to each other.

In order to prove that the inclusion \( i_\# \) is an isometry, recall that Proposition 3.8 in [4] implies, since \( X \) is an Alexandrov space, that there is a measurable function \( F : X \to X \) with \( F_\#\mu_0 = \mu_1 \) such that
\[
W^X_2(\mu_0, \mu_1) = \left( \int_{X \times X} d^2(x, y) \, d\Pi(x, y) \right)^{1/2},
\]
with
\[
\Pi = (\text{Id}, F)_\#\mu_0.
\]
Observe that
\[
(Id, F)_\#\mu_0(\{x_o\} \times X) = \mu_0(\{x_o\}) = 0
\]
and
\[
(Id, F)_\#\mu_0(X \times \{x_o\}) = \mu_0(F^{-1}(\{x_o\}))
= F_\#\mu_0(\{x_o\})
= \mu_1(\{x_o\}) = 0.
\]

To adapt \( F \) to \( X_o \) we define a function \( G : X_o \to X_o \) given by
\[
G(x) = \begin{cases} 
F(x) & \text{if } F(x) \neq x_o \\
x_1 & \text{if } F(x) = x_o,
\end{cases}
\]
where \( x_1 \neq x_o \) is an arbitrary point in \( X \). Observe that
\[
G_\#(\mu_0^o) = \mu_1^o.
\]
Now let
\[
\Pi^o = (\text{Id}, G)_\#(\mu_0^o)
\]
so that
\[
(i \times i)_\#\Pi^o = \Pi.
\]
We have
\[
W^X_2(\mu_0, \mu_1) = \left( \int_{X \times X} d^2(x, y) \, d\Pi(x, y) \right)^{1/2}
\]
\[
= \left( \int_{X_o \times X_o} d^2(x, y) \, d\Pi^o(x, y) \right)^{1/2}
\]
\[
\geq W^X_o(\mu_0^o, \mu_1^o),
\]
where we have used Equations (3.2), (3.3) and (3.4).
Now, let $\Lambda_0$ be a measure on $X_o \times X_o$ that realizes the distance $W^{X_o}_2(\mu_0^o, \mu_1^o)$. Let $\Lambda$ be the measure on $X \times X$ given by

$$(i \times i)_{#}\Lambda_0 = \Lambda.$$ 

A simple computation shows that the marginals of $\Lambda$ are $\mu_0$ and $\mu_1$. We have

$$W^{X}_2(\mu_0^o, \mu_1^o) = \left(\int_{X_o \times X_o} d^2(x, y) d\Lambda_0(x, y)\right)^{1/2}$$ 

$$= \left(\int_{X \times X} d^2(x, y) d\Lambda(x, y)\right)^{1/2}$$ 

$$\geq W^{X}_2(\mu_0, \mu_1),$$

by the change of variables formula for the pushforward. It follows from Equations (3.5) and (3.6) that

$$W^{X_o}_2(\mu_0^o, \mu_1^o) = W^{X}_2(\mu_0, \mu_1).$$

It follows that a geodesic in $P_\infty(X, W^{X}_2)$ is also a geodesic in $P_\infty(X_o, W^{X_o}_2)$ and viceversa. Therefore, since the geodesic $\mu_0^o_t = \rho_0^t H^N$ satisfies condition (2.1) and $\rho_0^o = \rho_1|_{X_o}$, we have that $\mu_t = \rho_t H^N$ satisfies condition (2.1). Therefore $X$ is a $\text{CD}^*(K, N)$ space. $\square$

Remark 3.4. In fact, Proposition 3.3 should still hold for $X \setminus X'$ where $X'$ is any subset of zero Hausdorff measure.

4. $\text{CD}^*(2, 3)$-ALEXANDROV SPACES

We are now ready to show that a closed three-dimensional Alexandrov space satisfying the $\text{CD}^*(2, 3)$ condition is homeomorphic to a spherical space form or to the suspension of $\mathbb{R} P^2$.

Proof of Theorem 1.2. Let $(X, d_X)$ be a closed three-dimensional Alexandrov space with curvature bounded below by $k \in \mathbb{R}$, and suppose its Hausdorff measure satisfies $\text{CD}^*(K, 3)$, for $K > 0$. Note that by rescaling, we may assume $(X, d_X, H^3)$ is, in fact, $\text{CD}^*(2, 3)$. Suppose first that $X$ is a topological manifold. By [2, Theorem 7.10], $X$ has finite fundamental group. Therefore, by Perelman’s resolution of Thurston’s Elliptization Conjecture, $X$ must be homeomorphic to a spherical space form.

Suppose now that $X$ is not a topological manifold. Let $X'$ denote the points in $X$ which are topologically singular. By assumption $X'$ is nonempty and, by compactness, the set $X'$ is finite. Denote by $x_1, x_2, \ldots, x_k$ the points in $X'$. After removing a neighborhood of each $x_j$, we obtain a non-orientable topological 3-manifold with $k$ boundary copies of $\mathbb{R} P^2$.

Let $\text{pr} : Y \to X$ be the orientable, double branched cover of $X$ with branching set $X'$ as in Lemma 2.3. By Proposition 2.4, we can lift the metric $d_X$ to a metric $d_Y$ so that $Y$ is an Alexandrov space with curvature bounded below by $k$ as well. Let $y_i = \text{pr}^{-1}(x_i)$ for $i = 1, 2, \ldots, k$ be the isolated fixed points of the involution $\iota : Y \to Y$ and denote this set by $Y'$. As in the proof of Proposition 2.4, consider $Y_0 = Y \setminus Y'$ with the restricted metric $d_{Y_0} := d_Y|_{Y_0}$ and equipped with the lifted Hausdorff measure from $X_0$ as described in
Section 2.3.2. Note that the lift of the Hausdorff measure on $X_0$ is precisely the Hausdorff measure on $Y_0$ and $(Y_0, d_{Y_0}, \mathcal{H}^d)$ is locally $\text{CD}^*(2, 3)$ since we know $(X, d_X, \mathcal{H}^d)$ is. Hence, $Y_0$ is $\text{CD}^*(2, 3)$ globally. Therefore, it follows from Proposition 3.3 that $Y$ is $\text{CD}^*(2, 3)$ and thus, by [2, Theorem 7.10], the fundamental group of $Y$ is finite. The remainder of the proof follows as in [11]. We include below the main ideas of the rest of the argument for completeness.

Briefly, since $\pi_1(Y \setminus Y') \simeq \pi_1(Y)$, the subgroup $\text{pr}_*(\pi_1(Y \setminus Y'))$ is an index 2 subgroup in $\pi_1(X \setminus X')$. Thus, $\pi_1(X \setminus X')$ is finite. It then follows from Epstein’s theorem [17, Theorem 9.6] and Perelman’s proof of Poincaré conjecture that $X \setminus X'$ is homeomorphic to $\mathbb{R}P^2 \times [0, 1]$ and thus $k = 2$. This proves the Theorem.

5. $\text{CD}^*(0, 3)$-Alexandrov spaces

We classify now closed three-dimensional Alexandrov spaces with nonnegative Ricci curvature by following closely the argument in [11]. In that reference the Splitting Theorem for nonnegatively curved Alexandrov spaces was a key tool. Since we work with nonnegative Ricci curvature, we must instead rely on Gigli’s Splitting Theorem for $\text{RCD}(0, N)$ metric measure spaces [12] as well as Proposition 3.3.

**Theorem 5.1** (Gigli). Let $(M, d, m)$ be an $\text{RCD}(0, N)$ space containing a line. Then $(M, d, m)$ is isomorphic to the product of the Euclidean line $(\mathbb{R}, d_{\mathbb{R}}, L^1)$ and another space $(M', d', m')$, where the product distance $d' \times d_{\mathbb{R}}$ is defined as

$$d'(x', y') := d'(x', y') + |t - s|^2, \quad \forall x', y' \in M' \text{ and } t, s, \in \mathbb{R}.$$  

Moreover, if $N \geq 2$, $(M', d', m')$ is a $\text{RCD}(0, N - 1)$ space. Here isomorphic means that there is a measure preserving isometry between the spaces.

**Proof of Theorem 1.3.** Recall that the coefficients for the reduced curvature dimension condition $\text{CD}^*(0, N)$ coincide with those of the usual $\text{CD}(0, N)$, so we can work with any of the two conditions. We consider two possibilities, depending on whether or not $X$ is a topological manifold.

**Case 1:** $X$ is a topological manifold. In this case, there are two possibilities: either the fundamental group $\pi_1(X)$ is finite or not. In the former case, $X$ is homeomorphic to a spherical space form, by Perelman’s resolution of Thurston’s Elliptization Conjecture, so we focus our attention on the case where $\pi_1(X)$ is infinite.

Let $\tilde{X}$ denote the universal cover of $X$ equipped with the lifted metric and measure. Namely, $\tilde{X}$ is a $\text{CD}(0, 3)$-Alexandrov space and contains a line since $|\pi_1(X)| = \infty$. By Gigli’s splitting theorem, $\tilde{X}$ splits isometrically as a product $\mathbb{R} \times \tilde{X}'$, where $\tilde{X}'$ is also $\text{RCD}(0, 2)$. It follows that $\tilde{X}'$ is a simply-connected 2-dimensional Alexandrov space. Thus, $\tilde{X}'$ is either $S^2$ or $\mathbb{R}^2$. 


Suppose first that $\tilde{X}'$ is a topological 2-sphere. It follows from [30] that $X$ will be homeomorphic to either $S^2 \times S^1$ or $RP^3 \# RP^3$, if $X$ is orientable, or to $S^1 \times RP^2$ or $S^2 \times S^1$, the nonorientable $S^2$-bundle over $S^1$, if $X$ is nonorientable.

Suppose now that $\tilde{X}'$ is homeomorphic to $\mathbb{R}^2$. Then, since $X$ is closed, the metric on $\tilde{X}'$ has a compact quotient by isometries. We conclude, by applying again Gigli’s Splitting Theorem, that $\tilde{X}'$ must be isometric to Euclidean two-dimensional space $\mathbb{E}^2$. It follows that $X$ is isometric to $\mathbb{E}^3$ and $X$ is isometric to a closed flat 3-manifold.

Case 2: $X$ is not a topological manifold. Then there exists a double branched cover $\iota: Y \to X$, where $Y$ is a closed orientable topological 3-manifold with an Alexandrov metric of nonnegative Ricci curvature and with an isometric orientation reversing involution $\iota$ whose fixed points are the branching points of the double branched cover. As in [11], we obtain all possible spaces $X$ by considering orientation reversing isometric involutions with isolated fixed points on closed, orientable Alexandrov 3-manifolds $Y$ with nonnegative Ricci curvature. Therefore, $Y$ is one of the spaces appearing in Case 1. The arguments to conclude the proof are now the same as in [11].
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