Classification of As, Pb and Cd Heavy Metal Ions Using Square Wave Voltammetry, Dimensionality Reduction and Machine Learning
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ABSTRACT The detection and classification of heavy metals is a growing need to guarantee the quality of process water in different industries. However, the official methodologies to evaluate the presence of these contaminants require samples pre-processing, making them time-consuming and expensive; these elements do not allow online monitoring. For this reason, new technologies are required for online monitoring and evaluation. In this work, a new methodology is presented for the detection and classification of different heavy metal ions such as: As, Pb and Cd. Commercial graphite sensors modified with 2D molybdenite were used applying an electroanalytical technique of square wave voltammetry. Subsequently, signal processing based on pattern recognition and machine learning methods was carried out. This classification methodology includes the following steps: data display and arrangement, dimensionality reduction through the t-distributed stochastic neighbor embedding (t-SNE) method, which serves as feature extraction, and the support vector machines (SVM) method as a classifier. The validation is carried out with a data set of 118 aqueous samples. Leave one out cross-validation (LOOCV) was used to obtain classification accuracy. The results showed a classification accuracy of 98.31% with only two errors of the experimental validation with this data set. It is concluded that this methodology is a useful tool for detecting the presence of these ions in aqueous samples with MoS2-2D.

INDEX TERMS Classification, heavy metals detection, square wave voltammetry, machine learning, feature extraction, t-SNE, SVM, multivariate data analysis.

I. INTRODUCTION

The presence of heavy metals in water resources has been widely reported by researchers and control entities [1]. This environmental issue is caused by the emission of contaminants and inadequate management of chemical products and industrial wastes. Fast and reliable detection and quantification of heavy metal ions are becoming a priority for communities near water bodies, because the stabilization of ions in water through biogeochemical processes [2] leads to toxicological consequences in the water ecosystem [3]. There are different methods to detect the presence of heavy metals based on instrumental analytical techniques [4], [5], but most of them demand long processing times of samples and equipment [6]. Thus, electroanalytical techniques, such as square wave voltammetry (SWV), arise as a fast and reproducible alternative to detect chemical substances, including heavy metals [7], with measurements made out of small samples and skipping sample preprocessing steps [8].

Square wave voltammetry (SWV) has been successfully used as electrochemical method for the anodic stripping analysis of heavy metal ions [9]. In order to perform classification tasks of heavy metal ions the experiments are done with different concentrations. However, after performing electrochemical experiments with SWV method, a set of different voltammograms is obtained. In this work,
three different heavy metal ions were classified Cd(II), Pb (II), and As (III); thus, data from each heavy metal ion at different concentrations were obtained. These data were obtained in a two-dimensional way, owing to the number of experiments performed with different concentrations in parts per million (ppm). The entire dataset must be arranged in such a way that multivariate analysis using machine learning can be performed [10]. In recent years, machine learning has demonstrated its powerful capability to accomplish different tasks, such as clustering, classification, and regression [11]. Data-driven paths have evolved greatly, obtaining useful insights about the acquired information. However, there are some drawbacks related to the large amount of data obtained in each experiment [12]. Moreover, these data can present some outliers and abnormalities [13]. To deal with these situations, dimensionality reduction algorithms have emerged as a successful alternative [14].

Dimensionality reduction and manifold learning algorithms transform raw data into a new low-dimensional data representation. This reduced data tends to form clusters in such a way that the intraclass distance is minimized and the interclass distance is maximized [15]. The dimensionality-reduced data serves as an input to a machine-learning classifier algorithm. Different machine learning classification algorithms have been developed, such as k-nearest neighbors, naive Bayes, classification trees, linear discriminant analysis, random forest, Xgboost, and support vector machines (SVM) [16]. Electrochemical sensors can suffer degradation over time, presenting drift phenomena, which can also be alleviated via machine learning approaches [17].

In this study, the classification of square wave voltammograms from aqueous samples containing heavy metals ions was performed. It was applied dimensional reduction, and machine learning. Validation of this methodology was done using a dataset of 118 aqueous samples containing Cd(II), Pb (II), and As (III). In general, this study includes a related work section that give information of electrochemical sensors reported, a materials and methods section describing the modified sensor with 2D-molybdenum disulfide procedure and square wave voltammetry experiments. Following, the section 4 explains the proposed heavy metal classification methodology with every one of its stages: data arrangement, dimensionality reduction using the t-distributed stochastic neighbor embedding method (t-SNE), machine learning classification via SVM and cross validation. The obtained results are detailed in section 5. Finally, the main conclusions are presented in the last Section.

II. RELATED WORK

The development and modification of materials for sensors in liquid matrices have been studied extensively, allowing the use of different techniques to obtain them, such as nanostructured hydroxyapatite-naphion-ionophore compounds, which are lipid-soluble molecules that can transport ions. Studies of bismuth, tin, and other metals with sensitivity for the detection of heavy metals have also been developed. One of the most straightforward procedures that have been found for the design and manufacture of these sensors is the deposition of thin films in carbon-screened electrodes, either by electrochemical techniques or by drop-casting [18], [19] [20].

Electrochemical detection of heavy metals is an alternative method to measure them, avoiding sample preparation, compared to conventional methods [21]. Voltammetry, potentiometry, impedemetry, amperometry, and conductometry are electrochemical techniques that have been used to detect heavy metals. Mercury electrodes have been successfully used to detect various heavy metals, but their toxicity represents a limitation. Therefore, other materials have been used to replace them [22]. One of them is bismuth, but it has a limitation because of its narrow cathodic potential range and low air stability, as it suffers from natural oxidation. Carbon nanotubes and graphene can improve the sensitivity and performance of heavy metal detection. However, multiple peaks can be observed because of the deposited films and different surface site interactions [9]. As an alternative, metallic nanoparticles are used to modify the surface and improve the sensitivity and selectivity. An electrode modified with a metallic nanoparticle has a higher surface area, improved electron and mass transfer rates, and enhanced analytical characteristics (limit of detection, sensitivity, response stability, and multi-detection capability). The catalytic properties of nanoparticles depend on the particle size. Gold is a nanoparticle that can improve heavy metal detection, but it has a high cost, which is a limitation for its use as an electrode modifier [23].

Another type of nanoparticle that can be used for sensing is 2D materials such as graphene and molybdenum disulfide. Until now, few studies have reported the electrochemical detection of heavy metals such as cadmium (II) [24] and mercury [25] with MoS2-2D functionalized with N atoms and with the T-MoS2 phase, respectively. Molybdenum disulfide as bulk material is an indirect semiconductor with a bandgap of 1.2 eV while as a monolayer, it turns into a direct semi-conductor with a bandgap of 1.8 eV with more active sites formed due to higher surface area, formation of channels for ion adsorption, and intercalation that could be useful for electrochemical sensing [26].

There are two main types of techniques for the fabrication of two-dimensional materials: bottom-up and top-down. For the first one, wet chemical, chemical vapor deposition (CVD), physical vapor deposition while for the second one chemical exfoliation and mechanical exfoliation, respectively. A more economical and scalable process is a chemical exfoliation that can be performed by ultrasound-assisted, ball milling, ultra-high mechanical mixing using a suitable solvent with a surface tension capable of overcoming the energy between the layers, which is approximately 40 mJ/m2, than at the moment the best result is with N-methyl pyrrolidinone (NMP) [27]. Exfoliation products, in general, are a mix of monolayers and few-layer nanoparticles with a broad size distribution depending on the assisted power used [28].
A. CHALLENGES

Electrochemical sensors for heavy metals detection have to overcome some challenges like limit of detection, sensitivity, response stability, and multi-detection capability. In this way, the use of new sensors or modified sensors as the used in this paper allow to continue the improvement of these features. However, the analysis of data to obtain the main features and information from the multisensor system still as a need and this paper provide a new methodology to this aim. As will be show in the next sections, this methodology combines the use of square wave voltammetry, data unfolding, t-sne for dimensionality reduction, SVM classification and LOOCV cross validation with excellent results.

III. MATERIALS AND METHODS

A. MODIFIED SENSOR WITH MOLYBDENUM

1) MOLYBDENUM DISULFIDE EXFOLIATION

Molybdenum disulfide exfoliated in an aqueous solution with dextrin as an additive that reduce hydrophobicity and promotes dispersion. Ultrasound tip gave the power necessary for the separations of the layered material and its conversion in few-layers materials, as it is possible to see in Figures 1 and 2. SEM images show the mineral in bulk state and the exfoliated particles. As was mentioned, this 2D particle change the semiconducting properties and the adsorption of these ions on the surface of this material during the detection process changes its electronic behavior. After the exfoliation, screen-printed electrodes modification consist in drop-casting the MoS2-2D solution on the working electrode for the detection of As+3, Cd+2 and Pb+2 in aqueous solution.

2) EXFOLIATION OF THE two-DIMENSIONAL MATERIAL AND SCREEN-PRINTED ELECTRODE MODIFICATION

Screen-printed electrodes are practical tools for the analysis of different sensible materials by modifying the working electrode. MoS2-2D nanolayers obtained by ultrasound-assisted exfoliation of molybdenite minerals in an aqueous dextrin solution for 60 min and isolated by centrifugation at 3000 rpm for 1 h to remove the unexfoliated particles. The obtained nanopowder redispersed in N, N-dimethylformamide (DMF), after washing by vacuum filtration, with an ultrasound tip for 15 min. With a drop of 3µL the screen-printed electrode modification is obtained. The raw material characterization by SEM (Hitachi US 3500), and the composition by XRD with a D8 diffractometer, are necessary before the exfoliation process is performed. The two-dimensional material required a characterization by scanning electron microscopy (SEM), and UV-vis spectrophotometry using a UV-vis spectrophotometer (Halo RB10) for the confirmation of the exfoliation. A PalmSens potentiostat allows the electrochemical characterization and heavy metal detection, by a first-cycle voltammetry from −1 to 1 V was executed in 1M NaCl aqueous solution. For heavy metal detection, standard solutions of Cd(II), Pb (II), and As (III) were synthesized using CdCl2.H2O (Merck), Pb(NO3)2 in 0.5M HNO3 (Merck), and H3AsO3 in 0.5M HNO3 (Merck), respectively. For every ion, an aqueous solution was prepared by dilution of the 1000 ppm ion solution to the concentration needed and adjusting to 1M NaCl solution. The optimized parameters for heavy metal detection by square-wave voltammetry use a 10 ppm solution. Finally, the detection of these ion by SWV measurement using different concentrations of heavy metals, from 1, 0.5, 0.1, 0.05, and 0.01 ppm concentration for each metal with 1M NaCl as buffer.

B. SQUARE WAVE VOLTAMMETRY EXPERIMENTS

Square-wave voltammetry (SWV) is a fast electroanalytical technique. It depends on the frequency (Hz) and step height (mV). It generates a peak-shaped symmetrical voltamogram. The current is sampled twice during each cycle of the square wave, once at the end of the forward pulse and once at the end of the reverse pulse. The concentration of the studied substance is proportional to the peak of the current. It has a high sensitivity because the current peak is larger than the oxidation or reduction separated signals.
Very low detection limits can be achieved by applying effective discrimination against the charging background current [29].

The developed methodology to process the data captured with the SWV method was tested in samples at six different concentrations of As, Pb, and Cd heavy metal ions. These concentrations were 0.01, 0.05, 0.1, 0.5, 1 and 10 ppm. The following subsection presents the results and parameters used during the test and validation steps.

The evaluation of the samples with the sensors was performed by following the pre-treatment and square-wave voltammetry settings shown in Table 1 and Table 2, respectively.

**TABLE 1. Pre-treatment settings used in the SWV experiments.**

| Parameter       | Value   |
|-----------------|---------|
| E condition     | 0.65V   |
| t condition     | 45s     |
| E deposition    | -1.0V   |
| t deposition    | 240s    |

**TABLE 2. Square Wave Voltammetry settings used in the experiments.**

| Parameter               | Value   |
|-------------------------|---------|
| t equilibrium           | 15s     |
| E begin                 | -1.0V   |
| E end                   | 0.0V    |
| E step                  | 0.005V  |
| Amplitude               | 0.02V   |
| Frequency               | 50Hz    |

Figure 3 shows the results after performing square wave voltammetry with the molybdenite sensor for each of the three heavy metal ions analyzed in this work as As, Pb, and Cd.

**IV. PROPOSED HEAVY METAL IONS CLASSIFICATION METHODOLOGY**

The proposed classification methodology for the data obtained after perform the SWV experiments consisted of different stages, including data arrangement, dimensionality reduction, classification, cross-validation, and tuning parameters. Each of these stages are described below.

**A. DATA ARRANGEMENT**

The data acquired after performing the SWV voltammetry must be arranged. Six different concentrations in ppm were measured for each heavy metal ion. A 2-dimensional matrix is obtained by each heavy metal ion. Multiple matrices are available at this point because of the number of the three metal ions to be classified. From this point of view and to allow the analysis, all the matrices are organized in a process known as unfolding, where all data are organized in a 2-dimensional matrix. Additional information about this step can be found in [30], [31]. The total acquired data is arranged as follows [16]:

$$X = \begin{pmatrix} x_{11} & x_{12} & \cdots & x_{1J} \\ \vdots & \vdots & & \vdots \\ x_{i1} & x_{i2} & \cdots & x_{ij} \\ \vdots & \vdots & & \vdots \\ x_{I1} & x_{I2} & \cdots & x_{IJ} \end{pmatrix} \in \mathcal{M}_{I \times J}(\mathbb{R})$$

This matrix $X \in \mathcal{M}_{I \times J}(\mathbb{R})$, where $\mathcal{M}_{I \times J}(\mathbb{R})$ is the vector space of $I \times J$ matrices over $\mathbb{R}$, which contains information from $I \in \mathbb{N}$ number of experiments and $J \in \mathbb{N}$ current measurement points in the SWV experiment.

**B. DIMENSIONALITY REDUCTION**

1) T-disTriBuTed STOCHASTIC NEIGHBOR EMBEDDING (T-SNE)

The previous step provides a 2-dimensional matrix where all the information from the sensors is organized. However, because of the high-dimensional data in this matrix and because it is possible to work with a reduced version of this matrix to decrease the computational cost of the classifier algorithm, a dimensionality reduction step is required. For this step, the t-SNE [32] algorithm was used.

In order to describe the dimensionality reduction process carried out by the t-SNE method the following recap based on [33] is performed. For more detailed information the reader is referred to the original work of t-SNE [32].
of t-SNE is to reduce the dimensionality of a collection of high dimensional data points $X$:

$$X = \{x^1, \ldots, x^v\} \subset \mathbb{R}^D, \quad v, D \in \mathbb{N},$$

(2)

The result is a low-dimensional representation map $Y$:

$$Y = \{y^1, \ldots, y^v\} \subset \mathbb{R}^d, \quad d \in \mathbb{N},$$

(3)

In this case, the data with original dimension $D$ is transformed into a new low dimensional subspace of dimension $d$ where $d \ll D$. t-SNE works in general terms as follows: First, a probability distribution is built using a pair of data from the original dataset. Similar data have a higher probability of being selected. This is done calculating the pairwise similarities as follows:

$$p_{ji} = \frac{\exp\left(\frac{-||x^i - x^j||^2}{2\sigma_i^2}\right)}{\sum_{l \neq i}^{N} \exp\left(\frac{-||x^i - x^l||^2}{2\sigma_i^2}\right)}, \quad i, j = 1, \ldots, v, \quad i \neq j,$$

(4)

By symmetrizing the conditional probability in Equation (4), the joint probability is [33]:

$$p_{ij} = \frac{p_{ji} + p_{ij}}{2v}, \quad i, j = 1, \ldots, v, \quad i \neq j,$$

$$p_{ii} = 0.$$

Then, $q_{ij}$ representing the local structure of the data points in the low-dimensional space is stated as follows:

$$q_{ij} = \frac{1}{\sum_{k=1}^{v} \sum_{l \neq k}^{v} \frac{1}{||y^i - y^l||^2}}, \quad i, j = 1, \ldots, v, \quad i \neq j,$$

(5)

$$q_{ii} = 0.$$  

(6)

Subsequently, the probability distribution is defined, and a comparison of the probabilities is applied to reduce the divergence using the Cost Function $C$:

$$C = D_{KL}(P \parallel Q) = \sum_{i=1}^{v} \sum_{j=1}^{v} p_{ij} \log\left(\frac{p_{ij}}{q_{ij}}\right),$$

(7)

The t-SNE algorithm has proven its successful behavior in dimensionality reduction, data representation, and subspace learning tasks. This method allows the visualization of high-dimensional data. Among the main advantages of t-SNE are [33] the capability of reducing the tendency to crowd points in the center of the distribution, the use of Student’s t-distribution to find the similarity measure between two samples, and user simpler gradients to calculate its cost function with respect to the original stochastic neighbor embedding (SNE) algorithm [34]. A tuning parameter process in the t-SNE algorithm is performed. Two different parameters must be tuned i.e. perplexity parameter and target dimensions parameter.

### C. SUPERVISED MACHINE LEARNING CLASSIFICATION

1) SUPPORT VECTOR MACHINES (SVM)

Support vector machines is a supervised machine learning algorithm that aims to classify two different types of data; this type of classification is called binary.

For an initial dataset $\{(x_i, y_i)\}_{i=1}^{N}$ we define the $d$-dimensional data $x_i \in \mathbb{R}^d$ and the label $y_i \in \{-1, +1\}$ [35]. Ideally, between the two classes, a boundary or hyperplane can be found that can distinguish the region to which each class belongs. The hyperplane can be defined as:

$$h(x) = w^T x + b,$$

(8)

where $b$ is the bias term and $w$ is the so-called weight vector.

The optimal hyperplane can be found solving the following minimization problem:

$$\min_{w, b} \frac{1}{2} \|w\|^2 \quad \text{subject to} \quad h(x_i)y_i \geq 1, \ldots, N.$$  

(9)

If it is not possible to separate all the samples, and it is sought that at least most of them are separated. If the separation between classes is not clear a transformation to another space can be performed using the kernel trick [36]. Because SVM is a binary classification technique different strategies have been developed to solve multi-classification problems. In this work, the one vs. one [37] strategy is adopted to solve the three-class heavy-metal ion classification problem. A comparison of the behavior changing between the Gaussian and polynomial kernels was performed. In addition, tuning parameters of SVM classifier i.e. Kernel Scale and box constraint is carry out.

### D. CROSS VALIDATION

The validation process in the developed heavy metal ion classification methodology was executed via the leave-one-out cross-validation process (LOOCV). This procedure requires the use of different data for training and testing in an iterative manner. Specifically, the total number of iterations corresponded to the total number of experiments in the dataset. In each iteration, one experiment was defined as a test set, while the rest of the experiments were used to form the training set. LOOCV was executed to avoid overfitting. The stages of the developed heavy metal ion classification methodology are illustrated in figure 4.

### V. RESULTS AND DISCUSSION

A. DATA ARRANGEMENT AND T-SNE DIMENSIONALITY REDUCTION

The data arrangement resulting from the SWV tests was performed for the molybdenite sensor. For arsenic (As), there are 41 experiments, for lead (Pb) there are 42 experiments, and finally, for Cd, there are 35 experiments. The process used to process the data was as follows: 3 data matrices were created for each heavy metal of the following sizes described as follows:

- As = 41(rows) experiments $\times$ 301 columns (data points)
• Pb = 42 rows (experiments) × 201 columns (data points)
• Cd = 35 rows (experiments) × 201 columns (data points)

An illustrated 3D line series of each of the experiments performed in the three heavy metal ions are depicted in Figure 5. These plots explain the differences between each signal due to the changes in the concentration of the heavy metal in ppm.

Subsequently, to perform the classification process using an SVM supervised machine learning algorithm, a dimensionality reduction process was carried out using the t-distributed stochastic neighbor embedding (t-SNE) algorithm [32]. The perplexity parameter of the t-SNE algorithm is 5. For this dimensionality reduction, a target dimension \( d = 8 \) was set such that the new size of the feature matrices was as follows:

• As = 41 rows (experiments) × 8 columns (features)
• Pb = 42 rows (experiments) × 8 columns (features)
• Cd = 35 rows (experiments) × 8 columns (features)

These three matrices are subsequently concatenated to form a feature matrix \( X \) of size 118 rows × 8 columns. This feature matrix is used as an input to an SVM-supervised machine learning classifier algorithm.

B. TUNING PARAMETERS IN THE SVM AND T-SNE METHODS
Different kernels can be used in the SVM classifier in order to map the data in other space and identify different classification regions. In this work four different kernels are tested in order to find the best classification regions delimitated by the support vectors. The tested kernels were: Gaussian kernel with kernel scale (KS) = 2.80, another gaussian kernel with KS = 1.19, polynomial cubic kernel and finally polynomial quadratic kernel. The classification regions are illustrated in Figure 6, detailing the particular region and data in a two dimensional contour plot of the t-SNE dimensions 5 and 6. The colors of each class are defined below: As(red), Pb(white) and Cd(blue). The SVM algorithm with Gaussian kernel was selected with the kernel scale set to \( \sqrt{P} \), where \( P \) is the number of predictors. In this case, the number of predictors \( P \) is equal to eight; thus, the kernel scale has a value of \( \approx 2.80 \). In addition, a box constraint level \( c = 1 \) and a one-vs-one strategy for multiclass classification are used.

Following a sensibility study, the change in the target dimensions of the t-SNE algorithm is described. Figure 7 depicts the behavior of classification accuracy when the t-SNE target dimensions parameter changes. The best number of target dimensions was 5 and 14.

Similarly, a study that changed the perplexity parameter of the t-SNE method was performed. The total number of Cd samples was found to be 35. Therefore, the perplexity parameter varies between 5 and 35. Figure 8 shows the resulting behavior, evidencing a fluctuation between a minimum of 0.68 and a maximum of 0.9322 for classification accuracy. The highest value of 0.9322 was reached when the perplexity parameter \( p \) was equal to 5.

C. HEAVY METAL IONS CLASSIFICATION
As a result of the classification process, the confusion matrices shown in Figure 9 were obtained when carrying out the LOOCV cross-validation process. This cross-validation method was used because of the low number of existing samples for each class in the dataset [30]. Both confusion matrices in Figure 9 represent a classification accuracy of 93.22%. This is an important aspect to highlight in the methodology developed because the 3D scatter plot and the confusion matrix of the target dimension = 5 are shown on the left, while the results for the target dimension = 14 are shown on the right.
FIGURE 5. Three dimensional line series plot of each acquired signals for a) As, b) Pb and c) Cd heavy metal ions.

FIGURE 6. Contour plot of the SVM classification regions for four different kernel variants a) Gaussian kernel $K_S = 2.80$, b) Gaussian kernel $K_S = 1.19$, c) polynomial cubic kernel and d) polynomial quadratic kernel. This behavior was obtained when target dimensions were equal to 17.

FIGURE 7. Classification accuracy behavior with t-SNE target dimensions variation.

FIGURE 8. Accuracy behavior due to the perplexity parameter variation in t-SNE.

the target dimension parameter, resulting in different representations of the data by plotting their first three dimensions. For the case when target dimensions are equal to 5 (left), it is observed how the data from As and Pb are grouped toward the center while the Cd data are spread throughout the domain in the form of a sphere. In contrast, when the target dimensions are equal to 14 (right), the Pb and Cd data are located in an elongated set, and the As data appear perpendicular to them.

Detailing the confusion matrix found when target dimensions are equal to 5 (left), the 41 experiments of As are correctly classified in their entirety, while for Pb there are six errors and for Cd, there are two errors. In contrast, for the confusion matrix obtained when using target dimensions equal to 14 (right), the Pb class is entirely classified, while As and Cd exhibit seven and one error, respectively. These errors in arsenic detection could be due to the aggregation of MoS$_2$-2D layers during the drop deposition on the screen-printed electrode, which could reduce the sensitivity or the electron transfer for this metal, which is a very common problem in electrochemical detection of this particular ion [38].
Both confusion matrices represent a classification accuracy of 93.22%.

Parameter tuning was executed in the SVM classifier. To obtain the best results, the parameters box constraint (C) and Kernel Scale (KS) were tuned comparing their behavior in the following ranges: for C six different values starting from 0.01 and ending to 1000. The KS parameter varied from 1.19 to 10000 in six different values. The results of these tuning parameters are shown in the heatmap in Figure 10. As observed in the heatmap figure, the best classification
accuracy values were obtained when the kernel scale took values of 1.19. As the KS values increased, the classification accuracy decreased. In contrast, the behavior exhibited when changing the box constraint parameter oscillated because when $C = 0.01$, the accuracy was the worst. Then, when $C$ increases, the accuracy also increases until $C = 1$; then, when $C$ increases, the accuracy value decreases slightly and remains constant. Therefore, the best value of $C$ is equal to 1.

After all the tuning processes, the best classification accuracy of 98.31% represents only two errors of the 118 samples in the dataset. The confusion matrix shown in Figure 11 represents this result. It was obtained after using the SVM classifier with a Gaussian kernel with $KS = 1.19, C = 1$. The target dimensions in t-SNE were equal to five, and the perplexity parameter was equal to five.

### VI. CONCLUSION

Molybdenum disulfide from raw ore was successfully exfoliated in aqueous solution to transform the bulk particle in 2D form that it was capable of electrochemical detection of As$^{3+}$, Pb$^{2+}$ and Cd$^{2+}$. After SWV test the development of a heavy-metal ion classification methodology was necessary for a better understanding of the measurements obtained with this sensor. The three heavy metal ions were satisfactorily classified by obtaining 98.31% of accuracy in the classification which represents only a poor classification of two samples. This methodology uses square wave voltammetry as an electroanalytical technique to obtain a set of signals that were subsequently successfully processed using pattern recognition and machine learning techniques.

Signals from the experiments with As, Pb, and Cd using SWV present some differences that result in signals of different sizes. The multivariate analysis took advantage of a data arrangement to perform a dimensionality reduction stage that brought the acquired data to a common low-dimensional space. The t-SNE dimensionality reduction method showed a favorable behavior when grouping the data of each class correctly, as well as separating the data between classes. This reduced feature matrix was used as the input for the SVM machine-learning classifier. A leave-one-out cross-validation procedure was used to avoid overfitting and to find the final confusion matrix in the classification process.

A tuning parameter procedure was performed to find the best t-SNE and SVM parameters in the classification process. In particular, the perplexity t-SNE parameter exhibited oscillatory behavior in terms of the classification accuracy. Perplexity expresses a smooth measure of the effective number of neighbors in the dimensionality reduction process. The results indicate that when the perplexity parameter was equal to five, the best accuracy was achieved. In contrast, the variation in the target dimensions t-SNE parameter also affects the average accuracy. As the target dimensions increase, the average accuracy also increases. The maximum accuracy value was reached when the target dimensions were equal to five. The methodology achieved a high classification accuracy of 98.31%. The above is evidence of the correct behavior of the methodology used to classify heavy metal ions.

In future work, it will be desirable to analyze other types of heavy metals and develop a portable device that can be used in situ for the detection and classification of heavy metal ions. In terms of data processing, the use of deep learning will be explored to solve heavy-metal ion classification tasks.
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