Mobile Sensor Node Deployment Strategy by using Graph Structure based on Estimation of Communication Connectivity and Movement Path
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Abstract—We propose a multiple-mobile sensor node (MSN) deployment strategy that considers wireless communication quality and operation time of underground wireless sensor networks. After an underground disaster, it is difficult to perform a rescue operation because the internal situation cannot be confirmed. Hence, gathering information using a teleoperated robot has been widely discussed. However, wireless communication is unstable and the corresponding wireless infrastructure to operate the teleoperated robot is unavailable underground. Therefore, we studied the disaster information-gathering support system using wireless sensor networks and a rescue robot. In this study, the movement path information of the teleoperated robot is fed to MSNs in a graph structure. MSNs are deployed in the underground environment by adding an evaluation of communication quality and operation status to a given graph structure. The simulation was evaluated in an assumed underground environment. The results confirmed that the wireless communication quality between each MSN was maintained and energy consumption was balanced during the deployment.
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I. INTRODUCTION

Gathering information in disaster areas is very important for assessing the situation, avoiding secondary disasters, and reducing disasters [1–5]. In general, bird's-eye image information gathered by unmanned air vehicles (UAVs) and artificial satellites is useful for understanding post-disaster situations. However, in an underground space in the city where such UAVs cannot gather information, it is difficult to ascertain the extent of the damage, which is important for avoiding secondary disasters. In addition, rescue teams cannot organize a suitable rescue plan for underground spaces owing to the lack of sufficient information. In these situations, the rescue team go underground to gather disaster information. The information is then shared within the on ground and underground teams for efficient and cooperative rescue work. However, when the communication infrastructure is broken due to damage, rescue teams cannot cooperate closely because of the disconnection. Therefore, the rescue team must work underground without the complete knowledge of the situation and face the added risk of secondary disasters.

From studies based on past accident analysis, researchers have recently focused on a disaster information-gathering method using a wireless sensor network (WSN) and a rescue robot in closed areas. The WSN consists of spatially distributed sensor nodes (SNs) to cooperatively monitor environmental conditions such as temperature, sound, vibration, pressure, motion, etc. The WSN is then enabled to provide wireless communication without the existing infrastructure. In a closed area, it is constructed using a rescue robot. Therefore, an information-gathering method by constructing the communication infrastructure in a disaster area using a WSN has been discussed [6,7]. However, the scope of application is limited to outside the disaster area, and studies assuming a closed space have not been reported.

Information gathering by rescue robots and disaster rescue support systems is effective. The use of robot technology can reduce the activity burden on rescue workers. Rescue robots are often remotely controlled by considering the impact on the disaster area and work safety. When the robot is operated remotely, it is possible to support rescue operations in spaces where people cannot easily enter, such as closed spaces, narrow spaces, and underwater. The connectivity and stability of communication are very important during remotely controlled operations. Owing to the closed environment, wireless communication is often unstable underground, as compared to the outdoors. Hence, degradation of wireless communication due to disturbances such as fading and shadowing is more likely to occur underground than outdoors.

Therefore, we studied the information-gathering system using teleoperated robots and WSNs, as observed in Fig. 1 [8–10]. In this system, a WSN is constructed using a mobile sensor node (MSN). This system responds quickly to network disconnection. This system reports that the end-to-end throughput was maintained and an effective WSN was constructed. However, the autonomous deployment of each MSN is unavailable in this system. In environments where wireless communication is unstable, such as the underground, the MSN must be placed in a position that provides a stable wireless relay to maintain the communication connection for the teleoperated robot. In addition, the MSN has limited energy because the power supply is a battery. Hence, it is important for the WSN that there is no network disconnection when the MSN stops operating.
Certain studies reported on relocating the MSN to be positioned where communication quality was evaluated in the field of the WSN [11,12]. Furthermore, in the field of multi-agent systems, cooperative control of multiple robots based on communication quality has been reported [13,14]. These studies utilized the received signal strength indicator (RSSI) for communication quality. Saitou [13] was reported that the deployment control which made always uniform RSSI between each robot was performed. Zhong [14] was presented that the distributed control which establish and maintain RSSI between the robot was performed. By evaluating RSSI, it is demonstrated that the MSN can be autonomously deployed at the position where wireless communication between MSNs is stabilized in WSNs.

In general, WSNs are required to operate for a long time and hence, energy efficient relocation methods have been reported [15,16]. The relocation of the SNs at the appropriate movement distances reduced the network energy consumption and maximized the coverage level. Conversely, studies have proposed that each MSN is placed at the position where the energy consumption between each MSN is balanced [17,18]. By applying energy costs, such as energy consumption and the standard deviation of energy consumption between MSN to coverage to MSN deployment model, the overall energy of WSNs is balanced. These studies conclude that long-term operation is possible by reducing and balancing the energy consumption of each SN.

Therefore, the proposed MSN deployment strategy considers an underground space, which is positioned where the communication quality between MSNs and the operating status of the MSN are evaluated. We then evaluated the communication quality between MSNs and energy balance of each MSN using a simulation.

II. DEPLOYMENT STRATEGY OF MSN

Our proposed deployment strategy requires a graph structure construction and autonomous operation of multiple MSNs. In a disaster environment where the situation is unknown, it is difficult to remotely control a robot and multiple MSNs simultaneously. Therefore, it is desirable to position MSNs where communication quality in the environment is maintained while moving autonomously. However, a fully autonomous operation of the robot may malfunction in the disaster-area environment.

Hence, the robot is operated remotely such that when a movement target is given by the operator, the movement path information is shared by the WSN. The MSN is autonomously operated by following the robot based on its movement path information. In addition, each MSN evaluates communication quality and its own operation status while moving on the path and is placed on the path based on the evaluation.

A. Precondition

In the information-gathering system, the network is constructed in the order of the operator, MSNs, and robot in a straight line. Furthermore, a change in the network topology during the construction of the WSN may disconnect the network when the communication path is changed. Particularly, wireless communication in an underground space is unstable, and it is likely for the network to disconnect. Therefore, the network topology of this system does not change.

Information sharing with neighboring terminals is necessary for autonomous operation of MSNs. The information shared with the neighboring terminal is (1) the three-dimensional absolute coordinate information, (2) a remaining energy, and (3) path information of robot movement. The MSN is operated to follow the robot’s path. Each MSN acquires the coordinate information of the neighboring terminals to accurately follow the robot. Further, the remaining energy is used to evaluate the operating status. Because the WSN is constructed in a straight line, each MSN shares information with two terminals. Furthermore, the information shared is regularly updated. The update frequency of these information differs. The information of (1) and (2) is regularly updated 1 second because MSN follow the robot’s path accurately. The information of (3) is regularly updated 10 seconds because the different received information is assumed.

B. Construction Guidelines for a Graph Structure

The walls and ceilings are less likely to collapse during a disaster because the underground space has a strong structure and an excellent seismic resistance [19]. Therefore, it is unlikely that the environmental structure will change significantly. However, it is difficult to use the map when obstacles occur due to the disaster situation. To place multiple MSNs depending on the environmental situation, it is necessary to analyze the environment. Because SLAM (Simultaneous Localization and Mapping) is often used to analyze the environment by a mobile robot, the teleoperated robot also uses SLAM to collect information while analyzing the environment, which builds the detailed environment with a metric map. In contrast, when MSN requires the robot to follow its path, it is easier to control the robot by specifying a characteristic position on the movement path. An example of a characteristic position is the inflection point of a passage.

Therefore, a topological map is used to represent the environmental information given to each MSN. The topological map represents the environment in a graph structure as shown in Fig. 2. A topological map enables adaptive movement control to the environment while saving computational resources of the MSN. The topological map can plan a path by providing coordinate information to a node [20,21]. The nodes are set to a position where the communication quality is likely to fluctuate and the MSN is relatively difficult to move. For example, the node is set to a coordinate that starts and ends at a stair, such as a corner or a crossroad. The edge is set on the direct movement path between the robot and MSN.
The topological map is constructed using sensors (sonar and LRF (Laser Range Finder)) mounted on the teleoperated robot. When a characteristic position is observed by the robot sensors, the node is set to absolute coordinates of the robot at that position. By setting the cost of the edge to the communication quality, the MSN can move along the path where communication is stable. Because each MSN shares the same map, the graph structure is sent to each MSN and the base station.

C. Deployment Algorithm for MSN

1) Algorithm overview: Fig. 3 shows the MSN deployment algorithm. Each MSN periodically measures the communication quality between neighboring MSNs to evaluate the communication quality. When detecting a decrease in the quality, the detected MSN evaluates the remaining energy between neighboring MSNs. Based on the evaluation value, the MSN with the large remaining energy, i.e., the MSN with a sufficient operating time moves preferentially. The MSN to be moved calculates the moving direction from the shortest path information and moves. It stops when the communication quality recovers. With this algorithm, each MSN is operated autonomously while maintaining the communication quality between the MSNs and balancing the energy of each MSN.

2) Path planning: The path planning based on the topological map determines the candidate of the deployment position by calculating the shortest path between each MSN. To perform remote control between the operator and the robot, it is necessary to place each MSN at a position that maintains communication connectivity on the movement path based on the map. Therefore, map-based path planning is necessary. It determines the candidate of the deployment position by calculating the shortest path. The algorithm used in path planning uses Dijkstra’s algorithm [22]. Path planning is performed at regular intervals to always obtain the latest movement path information. The update frequency is 10 seconds, which is the same as the interval for acquiring the movement path information from neighboring MSN. Each MSN selects the nodes up to neighboring MSN by path planning and stores the coordinates of the node in the data memory. The MSN moves by referring to the coordinates from its own data memory.

3) Evaluation of communication quality: The communication index uses RSSI. Each MSN sets a threshold to detect a decrease in the RSSI. The MSN determines whether to relocate based on the threshold. When an MSN detects that at least one RSSI has fallen below the threshold, it shifts to the process of evaluating the remaining energy. The MSN evaluates the remaining energy for the neighboring MSN connected to the communication path with the worst RSSI. If the RSSI of the multiple communication paths fall below the threshold, the MSN prioritizes recovering the minimum RSSI. The RSSI is maintained by relocating the MSNs to a position where the RSSI does not always decrease.

4) Evaluation of remaining energy: Each MSN evaluates the remaining energy with the neighboring MSN. The MSN with the higher remaining energy moves preferentially such that the energy consumption of each MSN is uniform. The evaluation of the remaining energy is relative and is performed by the MSN that detects a decrease in RSSI. The relative evaluation of the remaining energy is calculated using

$$\varepsilon = \frac{|E(i) - E(j)|}{\max(E(i), E(j))} \quad (0 \leq \varepsilon \leq 1)$$  \hspace{1cm} (1)

$E(i)$ is the remaining energy of the MSN performing the evaluation process and $E(j)$ is the remaining energy of the neighboring MSN that is to be evaluated. If the value of $\varepsilon$ is closer to 1, the difference between the remaining energy of $E(i)$ and $E(j)$ is large. Further, both the MSNs that are to be evaluated are determined the moving MSN based on the evaluation value. The MSN is determined according to the following conditions:

- When $\varepsilon \leq \varepsilon_{th}$, the evaluated MSN moves.
- When $\varepsilon > \varepsilon_{th}$, the MSN of $\max(E(i), E(j))$ moves. The other MSN does not move.

$\varepsilon_{th}$ is the threshold of the evaluation value of the remaining energy. After the MSN to be moved is determined by this condition, the MSN starts moving.
5) Movement control of MSN based on the topological map: The MSN moves based on the coordinates of the nodes obtained in the shortest path to recover the RSSI. Fig. 4 demonstrates the MSN relocation due to the decrease in RSSI. RSSI$_{th}$ is the RSSI threshold between neighboring terminals. As previously mentioned, when RSSI$_{th}$ was lower than RSSI, the MSN to move was determined by the relative evaluation of the remaining energy. Furthermore, the moving MSN refers to the coordinates from the data memory used to recover the RSSI. These coordinates are defined as sub-targets. The MSN moves by calculating the moving direction from the relative coordinates with the sub-target. When the MSN reaches the sub-target, the next coordinate is referred to from the data memory and again set as a new sub-target. It then calculates the moving direction and moves. If the RSSI exceeds the threshold before the MSN reaches the sub-target, the MSN stops at that position.

![Fig. 4. MSN Recovers RSSI by Running Down Stairs based on the Shortest Path.](image)

III. SIMULATIONS

The simulation of the proposed method was verified in a three-dimensional coordinate-system environment without obstacles. The simulator used the open-source network simulator ns-3 [23], which has a model of wireless communication and radio wave propagation of mobile communication bodies. In the simulation, the base station is defined as Sink and the teleoperated robot as Leader.

The simulation conditions are shown in Table I. The network topology is constructed linearly with Sink—MSN1—MSN2—MSN3—Leader and is not changed during the simulation. Network settings are set according to the wireless communication protocol of the information collection system which is being discussed. Radio wave propagation is based on a noise model. Adding a noise model to the simulation helps in verifying the method in a realistic environment. The method’s reliability can also be improved. Fig. 5 depicts the graph structure used in the experiment. The nodes and edges in this experiment were verified using a pre-built graph structure. The nodes are assigned IDs and have coordinates. The cost of an edge is the linear distance between the nodes. The nodes were set at these positions in accordance with the universal underground structure in Japan. The simulation, we demonstrated the effectiveness of the proposed method by performing two verification experiments.

![Fig. 5. Graph Structure using Experiment. These Nodes are Assigned IDs and have Coordinates.](image)

### TABLE I. SIMULATION SETTING

| Parameter                  | Unit | Value          |
|---------------------------|------|----------------|
| Number of MSN             |      | 4              |
| Initial position          |      | (-0.8, -0.8, 0) |
| (Sink)                    | (m)  | (-0.6, -0.6, 0)|
| (MSN1)                    |      | (-0.4, -0.4, 0)|
| (MSN2)                    |      | (-0.2, -0.2, 0)|
| (MSN3)                    |      | (0, 0, 0)      |
| Link-layer protocol       |      | IEEE802.11g    |
| Network/Transport protocol|      | UDP/IP         |
| Radio-wave propagation loss model |      | Free space |
| Noise model               |      | Nakagami m distribution |
| Node velocity             | (m/s)| 0.2            |
| Tx power                  | (dBm)| 16             |
| RSSI threshold            | (dBm)| -50            |

A. Evaluation of RSSI by Deployment Algorithm

This experiment evaluated RSSI between each MSN over time. The Leader moves in the order of nodes with IDs 1, 2, and 3. Each MSN moves through the node of the shortest path calculated by path planning.

The results are shown in Fig. 6 and 7. Fig. 6 represents the RSSI between the deployed MSNs when threshold of the RSSI is -50 dBm, and Fig. 7 shows the movement trajectory of each MSN. In Fig. 6, Sink—MSN1. MSN1—MSN2, MSN2—MSN3, Leader are the observed RSSI between each MSN. Sink—MSN1 (10 s MA), MSN1—MSN2 (10 s MA), MSN2—MSN3 (10 s MA), MSN3—Leader (10 s MA) are the calculated RSSI by moving average every 10 seconds. Each RSSI was maintained at approximately -35 dBm for Sink—MSN1, approximately -50 dBm for MSN1—MSN2 and MSN2—MSN3, and approximately -62 dBm for MSN3—Leader. Each RSSI was observed to converge in 300 s. In Fig. 7, each MSN was deployed according to the graph structure. Each MSN moved within MSN1 at (1.165, 0.016, -0.777), MSN2 at (8.486, 0.113, -5.658), and MSN3 at (15, 1.4, -10).
Fig. 6. RSSI During Deployment over Time.

Fig. 7. Movement Trajectory of each MSN.

B. Comparison of Moving Energy Consumption

This experiment was compared with the deployment algorithm used in this study when the remaining energy was not evaluated. We evaluated the total mobile energy consumption when each MSN was deployed. Based on the results, we performed relative evaluation of the remaining energy by (1) and evaluated the balanced energy between MSN. Table II lists the setting conditions for calculating energy consumption. The total energy consumption of each MSN was calculated by the sum of the energies of wireless communication, movement, and sensor. The movement of the Leader is the same as in the previous experiment.

The results are listed in Tables III and IV. Table III demonstrates the change in each MSN energy consumption when the process of evaluating the remaining energy is applied to the deployment algorithm and when it is not applied. Table IV shows the results of relative evaluation of the remaining energy of each MSN from Table III using (1). In Table III, the difference in energy consumption of each MSN increased by +1245 J for MSN1, but decreased by -1145 J for MSN2 and -1195.2 J for MSN3. In Table IV, the method that evaluates RSSI and remaining energy has a smaller relative evaluation value. If the relative evaluation value is closer to 0, the difference between the remaining energy of both MSNs is more balanced.

Here, we examined whether a difference appears in the convergence position by these comparison methods. The examination results are shown in Fig. 8. The red dot represents MSN1 at (1.331, 0.017, -0.888), MSN2 at (7.654, 0.102, -5.103), and MSN3 at (15, 0.2, -10).

| Parameter                        | Unit | Value |
|----------------------------------|------|-------|
| Initial energy                  | (J)  | 100,000 |
| Controller supply voltage       | (V)  | 5.0   |
| Motor supply voltage            | (V)  | 15.0  |
| Idle current                    | (A)  | 0.60  |
| Tx current                      | (A)  | 0.85  |
| Rx current                      | (A)  | 0.65  |
| Motor current                   | (A)  | 3.22  |
| Sensor energy consumption       | (J)  | 2.5   |
| \( \varepsilon_{th} \)         |      | 0.04  |

| MSN No.                      | Moving energy consumption (J) | Proposed method | Proposed method (the remaining energy is not evaluated) |
|------------------------------|--------------------------------|-----------------|--------------------------------------------------------|
| 1                            | 5989.58                        | 4744.58         |                                                        |
| 2                            | 9702.49                        | 10847.89        |                                                        |
| 3                            | 15321.59                       | 16516.79        |                                                        |

| Relative evaluation value of remaining energy | Proposed method | Proposed method (the remaining energy is not evaluated) |
|-----------------------------------------------|-----------------|--------------------------------------------------------|
| MSN1 - MSN2                                   | 0.040           | 0.065                                                   |
| MSN2 - MSN3                                   | 0.063           | 0.064                                                   |

IV. DISCUSSION

The simulations demonstrated that the proposed method could place multiple MSNs in a location where RSSI maintenance and energy consumption were balanced, including an environment with elevation differences. Thus, this disaster...
information-gathering support system can simultaneously achieve high reliability of communication connectivity and long-term operation. The RSSI observation resulted in instantaneous fluctuations due to noise. The MSN moves when the RSSI value at the time is less than the threshold. However, the MSN is at the position where the RSSI can be maintained without movement. As this movement is unnecessary, considering it might be inefficient in terms of energy and movement efficiency. Further, if the MSN is placed by considering the communication quality, noise countermeasures are necessary.

The moving energy consumption of the MSN1 increased because the operation load was concentrated on the MSN1 by the proposed method. The remaining energy of each MSN was balanced as a result. Moreover, since the comparison of the convergence positions of each MSN hardly changed, the reliability of energy consumption experiment was presented. Equation (1) can be used when the network topology is linear. In other words, if the network topology changes during the construction of the WSN, it is necessary to change (1) accordingly. Thus, the method of deploying multiple MSNs can solve two problems in this information-gathering system that maintains communication connectivity and operates for a long time by evaluating communication quality and energy.

V. CONCLUSION

This paper proposed a method of operating a robot and multiple MSNs in a disaster area information collection support system while considering communication quality and operating status. While collecting environment information using a robot, the information is represented by a topological map and output as the MSNs’ moving route information. In addition, MSN was operated by evaluating RSSI and the remaining energy. The experimental results confirmed that deployment is possible in an environment with a difference in elevation by utilizing movement path information. Therefore, this strategy constructs stable WSNs that can operate for a long time using a rescue robot. The strategy is effective for gathering disaster-area information in actual disaster scenarios. The proposed strategy will be applied for WSN deployment in an actual underground space in the future.
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