Three-stage flow-shop scheduling model with batch processing machine and discrete processing machine

*Yusuf Mauluddin*

1Sekolah Tinggi Teknologi Garut, Department of Industrial Engineering, Jalan Mayor Syamsu No 1 Garut 44151, Indonesia

Abstract. This study discusses the model development of three-stage flow-shop scheduling involving Batch Processing Machine (BPM) and Discrete Processing Machine (DPM). Each job passes several stages of the production process from the first stage in DPM-a, the second stage in BPM, to the third stage in DPM-b. Each job is sequentially processed in DPM-a and DPM-b in BPM; every job is handled simultaneously at the same time. The maximum weight determines the capacity of BPM. This study uses mathematical modeling approach. The result model produced in this study is Mixed Integer Linear Programming (MILP) Model. Purpose function model is minimizing total completion time. Model testing is done by using numerical examples with several data scenarios. The results showed that the model produced was the optimum model and provided a unique schedule pattern. In the future research can be formulated the heuristic model.

1 Introduction

Flow-shop scheduling involving Batch Processing Machine (BPM) and Discrete Processing Machine (DPM) has been started since decades ago. The use of BPM in the process of flow-shop production does involve not only job scheduling but also determine the batch of every job. There are two schools of thought in understanding BPM [1]. First, it is understood as a machine processing a batch consisting of a number of jobs by sharing the setup process [2], [3], [4], [5], [6], [7], [8], [9], [10], [11],[12]. The processing time in this machine is the amount of processing time of every job in the batch. Second, BPM is understood as a machine processing a number of jobs in a batch at the same time whose time processing is not changing and influenced by the number of jobs in the batch [13], [14], [15], [16], [17], [18], [19], [20], [21], [22].

In this study, the BPM used is the second one. A previous study [14], has been resulting in two models of two-step flow-shop with the routing of BPM→DPM and DPM→BPM. The model development is conducted for the three-stage flow-shop with the routing of DPM-a→BPM→DPM-b.

This production is inspired by tannery process [23]. Where one of the processes has the following routing: The first process is processed on a splitting machine where the raw leather is processed one by one to remove the epidermis. The second process, a number of products resulting from the splitting machine and then incorporated into the Moln machine to be processed simultaneously to remove lime. The amount of the leather put into the machine depends on the capacity of the device itself. The third process is the product is processed one by one in a saving machine to determine the thickness of the skin. Splitting and Saving machines are both identical to DPM while Moln machine is identical to BPM. The scheduling process is necessary for the tannery to avoid overtime stacking in the pre-and post-processing areas in the BPM. The tardiness processing will damage the leather due to evaporation. Thus, minimizing total completion time of jobs is the main objective of the scheduling.

The three-step flow-shop scheduling model with the same routing and identical BPM in this study has been conducted in research by Ahmadi et al. [13]. The BPM capacity is limited by the unit number allowed in a process. In that model, the job that will be processed has the time attribute in the DPM. However, in this study, the BPM capacity is limited by the size of the unit weight. Thus, the job does not only have time attribute but also weight attribute. This model also takes the weight loss when the product is processed in DPM-a into consideration.

2 Methodology

Research methodology used is mathematical modeling, specifically mixed integer linear programming model involving two variables covering binary and integer [13],[14],[22],[24].

2.1 Formulation of the model

Illustration of DPM-a→BPM→DPM-b routing is shown in Fig. 1.
Figure 1 indicates that every job is processed in DPM-a one by one for the first time, followed by the process in BPM, in which each job is handled in groups as a batch. The total weight of the jobs in that batch should have less capacity of the BPM. The process of the batch in BPM can be initiated if all the jobs in that batch have been processed in the DPM-a. When finishing the process, the jobs in the same batch will have equal finishing time value. The next process is in the DPM-b. The jobs will be processed one by one in DPM-b.

The model in this study aims to minimize total completion time in DPM-b. Thus, the decisional variables are as follows.

- $Y_{ij}$: decisional variables value 1 if the $i$ product is placed prior to $j$ product in the order of DPM-a and 0 if it is the opposite.
- $Z_{ij}$: decisional variables value 1 if the $i$ product is placed prior to $j$ product in the order of DPM-b and 0 if it is the opposite.
- $W_{ij}$: decisional variables value 1 if $i$ and $j$ products are in the same batch, and 0 if it is the opposite.
- $E_i$: completion time when product $i$ is finished at DPM-a.
- $C_i$: completion time when product $i$ is finished at DPM-b.
- $S_i$: completion time when product $i$ is finished BPM.

Parameters that need to be identified are

- $p_{ia}$: process time of product $i$ at DPM-a.
- $p_{ib}$: process time of product $i$ at DPM-b.
- $t$: time process at BPM.
- $l_i$: product $i$ weight
- $r$: product weight percentage after process at DPM-a.
- $u$: capacity of BPM
- $n$: number of products to be scheduled
- $M$: big positive number

2.2 DPM-a→BPM→DPM-b routing scheduling model

The Mixed Integer Linear Programing Model as follow:

Purpose Function:

\[
\text{minimizing} \quad \sum_{i=1}^{n} C_i
\]  

Limiters:

\[
Y_{ij} + Y_{ji} = 1 \quad \forall \ i, j = 1, 2, \ldots, n; \ i \neq j
\]  

\[
E_i - p_{ia} \geq E_j - MY_{ij} \quad \forall \ i, j = 1, 2, \ldots, n; \ i \neq j
\]  

\[
E_i - p_{ia} \geq 0 \quad \forall \ i, j = 1, 2, \ldots, n;
\]  

\[
W_{ij} - W_{ji} = 0 \quad \forall \ i, j = 1, 2, \ldots, n; \ i \neq j
\]  

\[
l_i r + \sum_{j=1}^{n} W_{ij} I_{j} r \leq u \quad \forall \ i, j = 1, 2, \ldots, n
\]  

\[
S_i + M \geq S_j - MW_{ij} \quad \forall \ i, j = 1, 2, \ldots, n; \ i \neq j
\]  

\[
S_i - t \geq E_i \quad \forall \ i, j = 1, 2, \ldots, n
\]  

\[
S_i - t + MW_{ij} \geq S_j - t W_{ij} \quad \forall \ i, j = 1, 2, \ldots, n; \ i \neq j
\]  

\[
Z_{ij} + Z_{ji} = 1 \quad \forall \ i, j = 1, 2, \ldots, n; \ i \neq j
\]  

\[
C_i + p_{ib} \geq C_j - MZ_{ij} \quad \forall \ i, j = 1, 2, \ldots, n; \ i \neq j
\]  

\[
C_i - p_{ib} \geq S_i \quad \forall \ i, j = 1, 2, \ldots, n
\]  

\[
Z_{ij}, Y_{ij}, W_{ij} \in [0,1] \quad \forall \ i, j
\]
\[ C_i, E_i, S_i \geq 0 \quad \forall i \quad (14) \]

Limiters (2), (3) and (4) are limiters of job sequence and completion time every job at DPM-a. Limiters (4) and (5) are limiters for batching process. Limiters (7), (8), and (9) are limiters completion time every job in BPM. Limiters (10), (11), and (12) are limiters of job sequence and completion time every job at DPM-b.

3 Results and discussion

3.1 Results

The resulting model is a mixed integer linear programming model [13][20]. The following numerical example is used to see if the resulting model can provide the optimum solution: Six jobs are about to be scheduled in the process of DPM-a\(\rightarrow\)BPM\(\rightarrow\)DPM-b routing. BPM has the capacity of 20 kg, and the time process is 25 minutes. The weight of the product is constant after being processed at DPM-a. The process time at the DPM is shown in Table 1.

### Table 1. Weight (li) and time process at di DPM-a (pia) and DPM-b (pib) for every jobs.

| Product | Process time (pia) (mins) | Process time (pib) (mins) | weight (li) (Kg) |
|---------|---------------------------|---------------------------|------------------|
| 1       | 5                         | 2                         | 2                |
| 2       | 9                         | 8                         | 7                |
| 3       | 12                        | 11                        | 6                |
| 4       | 15                        | 16                        | 9                |
| 5       | 4                         | 7                         | 2                |
| 6       | 2                         | 2                         | 1                |

With a model and a software Lingo, the optimum solution is obtained with computation time of 4 minutes and 50 seconds.

### Table 2. Schedule and batch of the job for example.

| Sequence | Ei | Batch | Job | Si | Sequence | Ci |
|----------|----|-------|-----|----|----------|----|
| 6        | 2  | 1     | 5   | 31 | 6        | 33 |
| 5        | 6  |       | 6   | 31 | 5        | 40 |
| 2        | 15 | 2     | 1   | 57 | 1        | 59 |
| 1        | 20 |       | 2   | 57 | 2        | 67 |
| 3        | 32 | 3     | 3   | 57 | 3        | 78 |
| 4        | 47 | 3     | 4   | 82 | 4        | 98 |
\[ \Sigma C_i = 375 \]

The scheduling results on Table 2 show that at DPM-a the schedule is 6, 5, 2, 1, 3, 4. At the BPM, there are three batches. In batch 1, there are job 5 and 6, and it ends at 31 mins. In batch 2, their products are 1, 2, and 3 and it ends at 57 mins. In batch 3, there is product 4, and the batch ends at 82 mins. The Gantt chart for the scheduling is illustrated in Figure 2.

![Gantt chart scheduling result](image)

### 3.2 Discussion

The model created in this study is proven result the optimum solution but three-stage scheduling problem with BPM and DPM is a NP Complete issue [13]. It can also be proved by using lingo software, the more number of jobs scheduled, the longer computation time required.

Some researchers develop heuristic methods to solve this problem. Common algorithms used to construct heuristic models are dinamics programing[6], bee colony algorithm[19], Tabu search algorithm[20], and others[12][13][21]. The heuristic model can also be built based on the schedule pattern generated from the optimum model.

To identify the pattern of schedule, the scenario from previous research [14] used options are as follows.

3.2.1 Scenario 1

The weight of every product is equal and the time process
of every product at DPM has a small score so that the equation is as follows.

\[ \sum_{j=1}^{n} W_{ij} p_j \leq t - p_i \quad \forall i : 1, 2, ..., n \]  

(15)

3.2.2 Scenario 2

The weight of every product is equal and the process time of every job at the DPM has a big score so that the equation is as follows.

\[ \sum_{j=1}^{n} W_{ij} p_j \geq t - p_i \quad \forall i : 1, 2, ..., n \]  

(16)

3.2.3 Scenario 3

The process time of every job at DPM is the same, yet the weight is different. The time on DPM has the following equation.

\[ \sum_{j=1}^{n} W_{ij} p_j \leq t - p_i \quad \forall i : 1, 2, ..., n \]  

(17)

3.2.4 Scenario 4

The process time at the DPM is the same, yet the weight is different. The process time at DPM is big so that the equation is as follow.

\[ \sum_{j=1}^{n} W_{ij} p_j \geq t - p_i \quad \forall i : 1, 2, ..., n \]  

(18)

The time process on the BPM has the same value in each scenario. However, the weight is assumed constant \( r=100\% \). The analysis is done using a software Lingo version 8. The schedule patterns are as follows:

- The schedule of product making at DPM-a and DPM-b follows the rules of Shortest Processing Time.
- The number of jobs in a batch will be maximized if the total process time in the DPM for every batch is lower than time process of BPM.
- If the time process in BPM is higher from the total process time of the batch on the DPM, the batching on the BPM is prioritized.
- If the process time on BPM is lower than the total of process time of the batch in the DPM, the scheduling job on the DPM is prioritized.

4 Conclusions

The result of this research is a three-stage flowshop scheduling MILP model involving BPM and DPM. The resulting model provides an optimum solution and offers a unique schedule pattern. In subsequent analysis, it is possible to construct a heuristic model.
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