Abstract

We study the large time behaviour of the solution of a linear dispersive PDEs posed on a finite interval, when the prescribed boundary conditions are time periodic. We use the approach pioneered in [7] for nonlinear integrable PDEs, and then applied to linear problems on the half-line in [6], to characterise necessary conditions for the solution of such a problem to be periodic, at least in an asymptotic sense. We then fully describe the periodicity properties of the solution in three important illustrative examples, recovering known results for the second-order cases and establishing new ones for the third order one.

1 Introduction

In this paper, we study the large time behaviour of the solution of a linear dispersive PDE posed on a finite interval, when the prescribed boundary conditions are time periodic. From the mathematical point of view this is a classical problem. From the phenomenological point of view, such problems arise as linearised models for experimental situations in which a periodic boundary input is driving, solely or in conjunction with a given initial state, the dynamics of the model, e.g. waves along a finite channel, or temperature in a finite rod.

To illustrate our general method and the possible scenarios that can unfold, we present in detail the analysis of the following three specific PDEs of mathematical physics:

\[(\text{linear Schrödinger})\quad iu_t + u_{xx} = 0,\]  
\[(\text{heat})\quad u_t - u_{xx} = 0,\]  
\[(\text{Stokes})\quad u_t + u_{xxx} = 0.\]  

We will study the solution of the problem posed for \(x \in (0,1), \ t > 0,\) with prescribed initial condition at \(t = 0\) and appropriate time-periodic boundary conditions, with a common period \(T, \) at \(x = 0\) and \(x = 1.\)

We follow the general idea proposed in [6] of analysing the problem in the complex spectral space to characterise necessary conditions for the solution to be time-periodic, either exactly or in an asymptotic sense. This idea arises naturally in the context of the unified transform (also known in the literature as the Fokas transform), introduced by one of the authors to solve linear and integrable nonlinear boundary value problems [4, 5]; see [1] for a pedagogical introduction. For nonlinear problems, this approach leads to the definition of the \(Q\) equation, and the solution
rests on the analysis of this equation. The $Q$ equation can be obtained as one of the relations in the so-called Lax pair formulation of the given integrable PDE $[6, 7]$, which is the starting point for deriving the unified transform representation in its general form, namely in a form valid for both linear and integrable nonlinear PDEs. For linear problems, the analogous equation is obtained by an application of the Fourier transform. Indeed, this is the approach we use in the present paper. However, we stress that the more general derivation from the Lax pair provides a natural connection between the ideas that underpin the formulation and development of the powerful unified transform method, and the starting point of our study of time-periodic problems. The crucial insight is that, following the strategy of the unified transform approach, we work in the complex (rather than the real) spectral plane, and make use of the constraints imposed by analyticity requirements in this complex space.

Our results in this paper imply that

1. our complex spectral method can be used to study the large time asymptotics of the so-called Dirichlet-to-Neumann map, and hence of the solution of the given initial boundary value problem;

2. our method yields necessary conditions for asymptotic periodicity, via an analyticity argument, in a more natural and direct way when compared to earlier partial results (e.g. see $[2]$);

3. some of the earlier methods, including the approach taken by Dujardin in $[2]$, do not extend, as one might have expected, to other dispersive problems of higher order, or to more general boundary conditions. Indeed, they depend on a special choice of initial and boundary conditions and on the existence of an explicit Fourier series representation of the solution, which does not hold in general. In contrast, our method appears to have more general applicability. Indeed, we conjecture that it can be used for general dispersive linear PDEs on a finite interval.

Time-periodic linear boundary value problems posed on a half-line were studied recently in $[6]$, where it was shown that the large time behaviour of the solution, with given periodic boundary conditions, is always periodic. In contrast, for problems posed on a finite interval we find that periodicity results hold only under certain necessary conditions, that depend on the arithmetic relation between the two parameters of the problem: the period $T$ of the given boundary conditions, and the length $L$ of the finite interval. Some special boundary value problems for equation (1.1) were studied in $[2]$, using classical asymptotic analysis of the associated Fourier series. In this paper, we use the more general unified transform representation of the solution and complex analytical tools. This allows us to derive such necessary conditions in general for all three examples under consideration. In order to keep the notational burden to a minimum we always assume, without loss of generality, that $L = 1$.

The conditions imposed by our complex spectral approach, in addition to allowing us to derive necessary conditions for the existence of a time-periodic solution, will be used to construct the first of the two building blocks needed in our general solution strategy. Namely, given specific time periodic boundary conditions with common period $T$, and assuming the necessary conditions imposed by analyticity hold, we construct an explicit initial condition that guarantees that the solution $u_1(x,t)$ of the corresponding problem is exactly $T$-periodic.

The second building block in our strategy is the analysis of the solution $u_2(x,t)$ of a specific homogeneous boundary value problem, with no constraint on the initial condition. Depending on the PDE and type of boundary conditions, this solution will either (a) decay in time; (b) be oscillatory but not periodic; or (c) have a time periodicity with period depending solely on the length of the finite space interval. The proof of the properties of this second solution is
obtained through the analysis of the explicit solution representation. It is important to note that while standard or generalised Fourier series (with respect to the space variable $x$) can be used to represent the solution of second order problems, this is not possible in general for third and higher order cases. In the latter case, we can still use the more general and powerful integral representation given by the unified transform approach, see [14].

In summary, in the cases when the necessary conditions for periodicity hold, we will write the solution of the given problem with time-periodic boundary conditions as

$$u(x,t) = u_1(x,t) + u_2(x,t),$$

where

- $u_1(x,t)$ is the solution corresponding to a certain explicit initial condition
  $$u(x,0) = u_T(x),$$
  and the given $T$-periodic boundary conditions. The choice of $u_T$ guarantees that $u_1(x,t)$ is time periodic of period $T$

- $u_2(x,t)$ is the solution corresponding to initial condition
  $$u(x,0) = u_0(x) - u_T(x),$$
  and the homogeneous version of the prescribed boundary conditions.

The specific relation of these two special solutions drives the behaviour of time-periodic boundary value problems of the type we consider. We illustrate the possible behaviours that can arise through the rigorous analysis of the three explicit examples of linear PDEs (1.1)–(1.3).

In particular, the arithmetic constraints between the length of the space interval and the time period appear when the solution $u_2(x,t)$ of the problem with homogeneous boundary conditions is itself time-periodic, rather than being decaying or oscillatory in time. This happens, for example, in the case of the linear Schrödinger equation with Dirichlet boundary conditions; in this case, the fundamental solution $e^{ikx-ik^2t}$ evaluated at the eigenvalues $k = m\pi$ of the spatial problem is clearly time periodic with period $2/\pi$. In contrast, for the heat equation the same argument yields functions $e^{im\pi x-m^2\pi^2t}$ that decay as $t$ grows.

For the case of the third order Stokes equation, in general the spatial operator is not self-adjoint and the location of its eigenvalues depends sensitively on the specific boundary conditions. Since the associated fundamental solution is $e^{ikx+ik^3t}$, one may expect that the time-dependence is similar to the case of the linear Schrödinger, namely that the time dependence is characterised through a purely imaginary exponential. However the eigenvalues are only real for very specific boundary conditions, hence the exponent $ik^3t$ evaluated at the eigenvalues is not in general purely imaginary.

These structural differences are at the heart of the different results we obtain for the three examples we consider:

- For equation (1.1), we study the problem obtained when time-periodic Dirichlet boundary conditions of period $T$ are given. We show that, generically, the solution is time periodic only if $T$ and $2/\pi$ are linearly dependent over $\mathbb{Q}$, see Proposition [11].

- For equation (1.2), we study the problem obtained when time-periodic Neumann conditions of period $T$ are given. We show that the solution is always asymptotically time periodic, with the same period as the data, see Proposition [12].
For equation (1.3), we consider two types of time-periodic boundary data, either given independently at the two ends of the space interval, or given in a way that implies that the boundary conditions are coupled at the two endpoints. We show that generically, in both cases, the solution is asymptotically time periodic, with the same period as the data. These are the results of Propositions 14 and 17 respectively. We also discuss a particular but important case of coupled boundary conditions for which the associated spatial operator has real eigenvalues. In this case certain additional necessary conditions, given in Proposition 19, need to be satisfied.

In the present paper we consider only problems depending on one period $T$, common to the given data. We expect that it will be possible to generalise the analysis to the case that the given data have as many different periods $T_i$ as there are given boundary conditions, and study when it is possible to represent the solution in additive parts of periods $T_i$. We leave this generalisation to future work.

1.1 Notation and set-up of the problem

We pose all problems considered in this paper on the interval $[0,1]$, and denote the Fourier transform formally defined by

$$
\hat{\phi}(k) = \int_0^1 e^{-ikx} \phi(x) \, dx, \quad k \in \mathbb{C},
$$

where $\phi(x)$ is any function for which the integral is well defined. While the Fourier transform $\mathbb{R}$ is usually defined for $k \in \mathbb{R}$, for what follows it is crucial that we allow $k \in \mathbb{C}$.

Let $\Omega$ be a polynomial of degree $n$, and assume that $u(x,t)$ is a (smooth) solution of the PDE

$$
u_t + \Omega(-i \partial_x) u = 0, \quad x \in (0,1). 
$$

We denote the boundary values of $u(x,t)$ by

$$
g_j(t) = \partial_j^x u(0,t),
$$
$$
h_j(t) = \partial_j^x u(1,t).
$$

Define formally

$$
Q(k,t) = -\hat{u}(k;t), \quad k \in \mathbb{C}. 
$$

By its definition, the function $Q$ is an entire function of $k$ for all $t \geq 0$.

Let the polynomials $\{c_j(k)\}_{0}^{n-1}$ be defined by

$$
\sum_{j=0}^{n-1} c_j(k) \partial_j^x = i \frac{\Omega(k) - \Omega(\ell)}{k - \ell} \bigg|_{\ell = -i \partial_x}. 
$$

Taking the Fourier transform of (1.4), we find the following equation for $Q$:

$$
Q_t(k,t) + \Omega(k)Q(k,t) = \sum_{j=0}^{n-1} c_j(k)(g_j(t) - e^{-ik}h_j(t)), \quad k \in \mathbb{C}, \ t > 0. 
$$

This is the linear analogue of the nonlinear $Q$ equation of [4]. Integration of this equation yields the global relation, that is of central importance to the Fokas transform method.

In this paper, we will consider equation (1.8) in the complex $k$-plane.
1.2 Illustrative examples

In our definition (1.4) of a linear dispersive PDE, Ω may be any polynomial of degree $N$, but we shall concentrate on monomials $Ω(k) = a_k k^N$. Ensuring that the fundamental solution $e^{ikx-Ω(k)t}$ of such a PDE is bounded for all $t > 0$ requires

$$\arg(a) \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right].$$

(1.9)

It also places some restrictions on which linear combinations of boundary values appear in the boundary conditions [14, 15, 16], but we shall not discuss those restrictions here, and will consider only boundary conditions that satisfy this property.

Linear Schrödinger equation

As an example of dispersive, linear second-order PDE, we consider the time-dependent free space linear Schrödinger equation (1.1), which is equivalent to the PDE (1.4) with $Ω(k) = i k^2$. From equation (1.7), we find

$$c_0(k) = -k, \quad c_1(k) = i,$$

so the spectral equation (1.8) is

$$Q_t(k, t) + i k^2 Q(k, t) = i \left[ (ikg_0(t) + g_1(t)) - e^{-ik} (ikh_0(t) + h_1(t)) \right].$$

(1.10)

Heat equation

The heat equation (1.2), arguably the most important second order linear PDE, is equivalent to the PDE (1.4) with $Ω(k) = k^2$, so

$$c_0(k) = ik, \quad c_1(k) = 1.$$

The spectral equation (1.8) is

$$Q_t + k^2 Q = (ikg_0(t) + g_1(t)) - e^{-ik} (ikh_0(t) + h_1(t)).$$

(1.11)

Stokes equation

The canonical example of linear dispersive third order PDE is the Stokes equation (1.3), which is equivalent to the PDE (1.4) with $Ω(k) = -ik^3$, so

$$c_0(k) = k^2, \quad c_1(k) = ik, \quad c_2(k) = -1.$$

Therefore the spectral equation (1.8) is

$$Q_t - ik^3 Q = \left( k^2 g_0(t) - ikg_1(t) - g_2(t) \right) - e^{-ik} \left( k^2 h_0(t) - ikh_1(t) - h_2(t) \right).$$

(1.12)

1.3 Time-periodic boundary value problems on finite intervals

The main question considered in this paper is whether the solution $u(x, t)$ is time-periodic, either in an exact or in an asymptotic sense, under the assumption that the prescribed boundary conditions are time-periodic.

In general, it turns out that it is too restrictive to require that the solution of such a boundary value problem be periodic, with the same period as the given boundary conditions, for all $t > 0$. However, it is of interest to determine whether the time-dependence of the solution becomes periodic, with some period, for large times.
A (sufficiently regular) function \( d : \mathbb{R}^+ \to \mathbb{C} \) is \( T \)-periodic, for \( T > 0 \), if and only if it can be represented via its exponential Fourier series

\[
d(t) = \sum_{n \in \mathbb{Z}} D_n e^{in\omega t}, \quad \omega = \frac{2\pi}{T}.
\] (1.13)

We are interested in functions which behave approximately like periodic functions for large value of the time \( t \).

**Definition 1.** A function \( d_a(t) \) is **asymptotically \( T \)-periodic** if there exists a function \( d(t) \) which is \( T \)-periodic and such that \( \lim_{t \to \infty} |d_a(t) - d(t)| = 0 \). It is **strongly asymptotically \( T \)-periodic** if \( d_a \) and \( d'_a \) are both asymptotically periodic in such a way that there exists a continuously differentiable \( T \)-periodic function \( d \) such that both \( \lim_{t \to \infty} |d_a(t) - d(t)| = 0 \) and \( \lim_{t \to \infty} |d'_a(t) - d'(t)| = 0 \) almost everywhere.

Suppose that the solution \( u(x, t) \) of a given boundary value problem on \([0, 1]\) is strongly asymptotically \( T \)-periodic. Then the boundary values \( g_j \) and \( h_j \) defined in (1.5) are asymptotically periodic, and the function \( Q \) is strongly asymptotically time periodic. Therefore, there exist sequences \((G_n^{(j)})_{n \in \mathbb{Z}}\) and \((H_n^{(j)})_{n \in \mathbb{Z}}\) of complex numbers, and sequence \((q_n(k))_{n \in \mathbb{Z}}\) of complex functions for which, as \( t \to \infty \),

\[
g_j(t) = \sum_{n \in \mathbb{Z}} G_n^{(j)} e^{in\omega t} + o(1), \quad Q(k, t) = \sum_{n \in \mathbb{Z}} q_n(k) e^{in\omega t} + o(1),
\]

\[
h_j(t) = \sum_{n \in \mathbb{Z}} H_n^{(j)} e^{in\omega t} + o(1), \quad Q_t(k, t) = i\omega \sum_{n \in \mathbb{Z}} n q_n(k) e^{in\omega t} + o(1), \quad t \to \infty,
\] (1.14)

where \( \omega \) is defined in (1.13).

Substituting the above expression into the spectral equation (1.6), keeping only the terms \( \mathcal{O}(1) \) in \( t \), and using orthogonality of the exponential Fourier basis, we find

\[
q_n(k) = \frac{\sum_{j=0}^{N-1} c_j(k) \left( G_n^{(j)} - e^{-ik} H_n^{(j)} \right)}{\omega + \Omega(k)}, \quad n \in \mathbb{Z}.
\] (1.15)

Because \( u \) is strongly asymptotically time periodic, it must hold that

\[
q_n(k) = -\frac{1}{T} \int_0^T e^{-i\omega t} \int_0^1 e^{-ikx} u(x, t) \, dx \, dt.
\]

Therefore \( q_n(k) \), just like \( Q(k) \) itself, is an entire function of \( k \in \mathbb{C} \). The right side of equation (1.15) is expressed as a ratio of entire functions but, by the above argument, the ratio is itself entire. Hence the following condition must be satisfied: at each zero of the denominator on the right of equation (1.15), the numerator must have a zero of the same order.

### 1.4 Characterisation of the Dirichlet-to-Neumann map

Suppose \( \Omega(k) = ak^N \), with \( a \) satisfying (1.9), and let \( \alpha = \exp(2\pi i/N) \) be a primitive \( N \)th root of unity. Then, for \( n \neq 0 \), the zeros of the denominator in (1.15) are all simple, so

\[
\forall n \in \mathbb{Z} \setminus \{0\}, \quad \forall r \in \{0, 1, \ldots, N-1\}, \quad \sum_{j=0}^{N-1} c_j(k) \left( G_n^{(j)} - e^{-ik} H_n^{(j)} \right)_{k=\alpha^r \sqrt{\omega/a}} = 0. \quad (1.16a)
\]
At $n = 0$ there is a zero of order $N$, so

$$\forall r \in \{0, 1, \ldots, N - 1\}, \quad \frac{d^r}{dk^r} \sum_{j=0}^{N-1} c_j(k) \left(G_j^{(j)} - e^{-i k} H_j^{(j)}\right)_{k=0} = 0. \quad (1.16b)$$

For each $n \in \mathbb{Z}$, the corresponding equation of (1.16) is a rank $N$ system of $N$ equations in the $2N$ boundary value coefficients $G_n^{(j)}$ and $H_n^{(j)}$. Therefore we have proved the following general condition, which characterises the Dirichlet-to-Neumann map for (asymptotically) time periodic problems.

**Proposition 2** (Dirichlet-to-Neumann map). Consider the PDE (1.4), with $\Omega(k) = ak^N$, with $a$ satisfying (1.9). Assume that the PDE admits a unique solution $u(x,t)$ which is strongly asymptotically time periodic, with period $T$. Let $g_j(t), h_j(t)$ be its boundary values, defined in (1.5), which are then (asymptotically) time periodic, with $T$ the common period.

The coefficients $G_n^{(j)}, H_n^{(j)}, j = 0, \ldots, N - 1, n \in \mathbb{Z} \setminus \{0\}$, defined by (1.14), must satisfy the system (1.16a) and $G_0^{(j)}, H_0^{(j)}$ must satisfy (1.16b).

In particular, assume that $N$ time periodic boundary conditions with period $T$ are prescribed. Then (1.16a)-(1.16b) is a system of $N$ equations for the remaining $N$ boundary values. If this system admits a unique solution, this solution characterises the Dirichlet-to-Neumann map for the boundary value problem.

In the rest of this paper, we specialise to the three examples, with specific time-periodic boundary conditions, and determine for each example the conditions that ensure that the solution is (asymptotically) periodic.

## 2 The linear Schrödinger equation

In this section we study the PDE (1.1), with a given initial condition and time-periodic Dirichlet boundary conditions.

If we assume that $u$ is strongly asymptotically time-periodic with period $T = 2\pi/\omega$, equation (1.15) reduces to

$$q_n(k) = \frac{ikG_n^{(0)} + G_n^{(1)}}{n\omega + k^2} - e^{-ik} \left(ikH_n^{(0)} + H_n^{(1)}\right), \quad n \in \mathbb{Z}, \quad (2.1)$$

where the asymptotic Fourier coefficients are given by equations (1.14). For each $n \in \mathbb{N}$, $q_{\pm n}$ must be entire, and the system (1.16a) yields

$$0 = \left(ikG_n^{(0)} + G_n^{(1)}\right) - e^{-ik} \left(ikH_n^{(0)} + H_n^{(1)}\right), \quad k = \pm i\sqrt{n\omega}, \quad (2.2a)$$

$$0 = \left(ikG_{-n}^{(0)} + G_{-n}^{(1)}\right) - e^{-ik} \left(ikH_{-n}^{(0)} + H_{-n}^{(1)}\right), \quad k = \pm i\sqrt{n\omega}. \quad (2.2b)$$

Because $q_0$ is also entire, system (1.16b) also holds, and reduces to the equations

$$G_0^{(1)} = H_0^{(1)}, \quad H_0^{(0)} - G_0^{(0)} = H_0^{(1)}. \quad (2.2c)$$

The time periodicity of 2-point boundary value problems for this equation was studied in [2].

We will reproduce Dujardin’s results, concerned with necessary conditions for periodicity, by analysing the consequences of assuming that equation (2.1) holds, i.e. by assuming the unique solvability of system (2.2a). We will also give a simpler proof of the full classification of the possible behaviour of the solution.
2.1 Existing results for linear Schrödinger equation

In his 2008 paper [2], Dujardin proved a series of results for the 2-point Dirichlet boundary value problem for the linear Schrödinger equation (1.1), with a vanishing initial condition

$$u(x, 0) = 0 \quad x \in [0, 1],$$

(2.3)

and time-periodic Dirichlet boundary conditions, with period $T$ and sufficient regularity. As before, we denote

$$u(0, t) = g_0(t), \quad u(1, t) = h_0(t).$$

(2.4)

Below, we state Dujardin’s results, specialised to the spatial interval of length $L = 1$ on which we work.

**Theorem 3.** Assume that the period $T$ of the given Dirichlet boundary data $g_0(t)$ and $h_0(t)$ satisfies the relation

$$T = \frac{2}{\pi}.$$

(2.5)

Then the solution of the boundary value problem (1.1), (2.3)–(2.4) satisfies

$$\|u(\cdot, t)\|_{L^\infty(0, 1)} \to_{t \to \infty} \infty.$$  

(2.6)

In particular, the solution cannot be (asymptotically) periodic.

This is a special case of a more general result. Given the linearity of the problem, in [2] the result is stated, without loss of generality, for the problem with given $T$-periodic boundary conditions

$$u(0, t) = g_0(t) \text{ such that } g_0 \text{ is periodic,} \quad u(1, t) = h_0(t) := 0.$$  

(2.7)

**Remark 4.** A slight loss of generality arises from the possibility of the long time effects of $g_0$ and $h_0$ interfering destructively. Dujardin remarks on this possibility, but does not investigate in detail.

**Theorem 5.** Assume that the period $T$ of the given Dirichlet boundary conditions and the factor $2/\pi$ are linearly dependent over $\mathbb{Q}$, so that there exist $\alpha, \beta \in \mathbb{Z} \setminus \{0\}$, relatively prime, with $\alpha \geq 1$ and $\beta \leq -1$, such that

$$\alpha \frac{2\pi}{T} + \beta \pi^2 = 0.$$  

Let

$$\mathcal{R} = \{(n, m) \in \mathbb{Z} \times \mathbb{Z} : \alpha m^2 - \beta n = 0\}.$$  

If there exists $(n, m) \in \mathcal{R}$ such that $G_n^{(0)} \neq 0$, then the solution of the boundary value problem (1.1), (2.3)–(2.4) satisfies

$$\|u(\cdot, t)\|_{L^\infty(0, 1)} \to_{t \to \infty} \infty,$$  

(2.8)

and hence it is not asymptotically periodic.

Otherwise, $u(x, t)$ is a periodic function of period $\frac{2}{\pi} \times \max(1, \alpha)$.

**Remark 6.** In [2], the factor $\max(1, -\alpha/\beta)$ appears instead of $\max(1, \alpha)$. We have corrected this oversight.

Finally, if the time period and the spatial interval length are independent over $\mathbb{Q}$, the solution cannot in general be asymptotically periodic.

**Theorem 7.** Let $u(x, t)$ denote the solution of the boundary value problem (1.1), (2.3)–(2.4). Assume that the period $T$ of the boundary datum $g_0(t)$ and the factor $2/\pi$ are linearly independent over $\mathbb{Q}$. Then for all $x \in (0, 1)$ the function $t \to u(x, t)$ is not asymptotically periodic.
2.2 Revisiting the existing results using the $Q$ equation approach

We aim to reproduce parts of Dujardin’s theorems 3, 5 and 7 using our complex spectral approach. To prove the results stated above, Dujardin exploits classical tools in real analysis to decompose the Fourier series explicitly in several components, and study their specific continuity and asymptotic properties. In contrast, we will introduce a general, algorithmic decomposition of the solution in two periodic parts with different periods.

Suppose that we are studying an IBVP with given, sufficiently regular, initial condition

$$u(x, 0) = u_0(x), \quad x \in (0, 1),$$  \hspace{1cm} (2.9)

and Dirichlet boundary conditions with asymptotically periodic data

$$u(0, t) = g_0(t), \quad u(1, t) = h_0(t).$$  \hspace{1cm} (2.10)

We assume that the solution $u$ is strongly asymptotically periodic.

We start by considering an example to illustrate the nature of the constraints that may arise.

**Example 8.** Let the given boundary conditions be

$$g_0(t) = u(0, t) = \sin(\pi^2 t), \quad h_0(t) = u(1, t) = 0, \quad t \geq 0.$$  

Then the given data are $\frac{2}{\pi}$-periodic. Let $\omega = 2\pi/T = \pi^2$, so that

$$g_0(t) = \sum_{n \in \mathbb{Z}} G_n^{(0)} e^{in\omega t}, \quad h_0(t) = \sum_{n \in \mathbb{Z}} H_n^{(0)} e^{in\omega t}, \quad H_n^{(0)} = 0.$$  

Under our assumption that $u$ is strongly asymptotically time periodic with period $T$, so is $Q$ and, asymptotically, $Q$, $g_1$ and $h_1$ can be represented as Fourier series \[1.14\]. The spectral equation \[1.6\] implies

$$q_n(k) = \frac{(ik G_n^{(0)} + G_n^{(1)}) - e^{-ik} (ik H_n^{(0)} + H_n^{(1)})}{k^2 + n\omega}.$$  \hspace{1cm} (2.11)

The coefficients $G_n^{(0)}$ and $H_n^{(0)}$ are known,

$$G_n^{(0)} = \begin{cases} 0 & |n| \neq 1, \\ -\frac{i}{2} & n = 1, \\ \frac{i}{2} & n = -1, \end{cases}, \quad H_n^{(0)} = 0.$$  \hspace{1cm} (2.12)

From these and the condition of analyticity on $Q$ we can reconstruct the non-zero coefficients $G_n^{(1)}$ and $H_n^{(1)}$ using formulae \[2.14\] and \[2.16\]:

$$G_1^{(1)} = -\frac{i\pi}{2 \sinh \pi} \cosh \pi, \quad H_1^{(1)} = -\frac{i\pi}{2 \sinh \pi},$$

$$G_{-1}^{(1)} = \frac{i\pi}{2 \sin \pi} \cos \pi, \quad H_{-1}^{(1)} = \frac{i\pi}{2 \sin \pi}.$$  

These expressions show that $G_{-1}^{(1)}$ and $H_{-1}^{(1)}$ are not well defined. Indeed, the assumption of strong asymptotic periodicity of $u$ leads to a contradiction, and we conclude that it is not possible to represent the solution as a time-periodic function of period $T$, even in an asymptotic sense.

Example 8 is consistent with the statement of theorem 3 and it illustrates the general result we now state, which is a slight generalisation of the first paragraph of Dujardin’s theorem 5.
Proposition 9. Suppose $u$ satisfies the linear Schrödinger equation (1.1) and boundary conditions (2.10) for known asymptotically $T$-periodic functions $g_0(t)$ and $h_0(t)$, in which

$$g_0(t) = \sum_{n \in \mathbb{Z}} G_n^{(0)} e^{i \omega t} + o(1), \quad h_0(t) = \sum_{n \in \mathbb{Z}} H_n^{(0)} e^{i \omega t} + o(1), \quad \omega = \frac{2\pi}{T}.$$

If there exist positive integers $(m, n)$ for which $\sqrt{m \omega} = m \pi$ and

$$G_n - (-1)^m H_{-n}^{(0)} \neq 0,$$

then $u$ cannot be strongly asymptotically periodic.

Proof. Suppose $u$ is strongly asymptotically time periodic with period $T$. By hypothesis, both sequences $(G_n^{(0)})_{n \in \mathbb{Z}}$ and $(H_n^{(0)})_{n \in \mathbb{Z}}$ are known. We seek the sequences $(G_n^{(1)})_{n \in \mathbb{Z}}$ and $(H_n^{(1)})_{n \in \mathbb{Z}}$ which represent the periodic (nondecaying) parts of the Neumann boundary values. Equations (2.2c) provide explicit formulae for $G_0^{(1)}$ and $H_0^{(1)}$. For each $n \in \mathbb{N}$, equation (2.2a) yields the following linear system:

$$
\begin{pmatrix}
1 & -e^{\sqrt{m \omega}} \\
1 & -e^{-\sqrt{m \omega}}
\end{pmatrix}
\begin{pmatrix}
G_n^{(1)} \\
H_n^{(1)}
\end{pmatrix}
= 
\begin{pmatrix}
\sqrt{m \omega} (G_n^{(0)} - e^{\sqrt{m \omega}} H_n^{(0)}) \\
-\sqrt{m \omega} (G_n^{(0)} - e^{-\sqrt{m \omega}} H_n^{(0)})
\end{pmatrix}.
$$

(2.13)

Solving this system, we find

$$G_n^{(1)} = \frac{\sqrt{m \omega}}{\sinh \sqrt{m \omega}} \left( -H_n^{(0)} + G_n^{(0)} \cosh \sqrt{m \omega} \right),$$

(2.14a)

$$H_n^{(1)} = \frac{-\sqrt{m \omega}}{\sinh \sqrt{m \omega}} \left( G_n^{(0)} - H_n^{(0)} \cosh \sqrt{m \omega} \right).$$

(2.14b)

Similarly, for $n \in \mathbb{N}$, using (2.2b), we find the linear system

$$
\begin{pmatrix}
1 & -e^{-i \sqrt{m \omega}} \\
1 & -e^{i \sqrt{m \omega}}
\end{pmatrix}
\begin{pmatrix}
G_{-n}^{(1)} \\
H_{-n}^{(1)}
\end{pmatrix}
= 
\begin{pmatrix}
-i \sqrt{m \omega} (G_{-n}^{(0)} - e^{-i \sqrt{m \omega}} H_{-n}^{(0)}) \\
i \sqrt{m \omega} (G_{-n}^{(0)} - e^{i \sqrt{m \omega}} H_{-n}^{(0)})
\end{pmatrix}.
$$

(2.15)

Solving this system we find

$$G_{-n}^{(1)} = \frac{-\sqrt{m \omega}}{\sin \sqrt{m \omega}} \left( -H_{-n}^{(0)} + G_{-n}^{(0)} \cos \sqrt{m \omega} \right),$$

(2.16a)

$$H_{-n}^{(1)} = \frac{\sqrt{m \omega}}{\sin \sqrt{m \omega}} \left( G_{-n}^{(0)} - H_{-n}^{(0)} \cos \sqrt{m \omega} \right).$$

(2.16b)

It follows that, as $t \to \infty$, the Neumann boundary values can be expressed as asymptotically valid Fourier series

$$u_x(0, t) = \sum_{n \in \mathbb{Z}} G_n^{(1)} e^{i \omega t} + o(1), \quad u_x(1, t) = \sum_{n \in \mathbb{Z}} H_n^{(1)} e^{i \omega t} + o(1),$$

and the negatively indexed coefficients of those series satisfy the linear system (2.15). Indeed, formulae (2.14) must be valid for all $n \in \mathbb{N}$. In particular, it must hold that

$$\sin \sqrt{m \omega} \neq 0 \text{ i.e. } \sqrt{m \omega} \neq m \pi, \quad m \in \mathbb{Z}.$$

The hypothesis in the statement of the proposition implies that there exists a natural number $n$ for which the system is not full rank, hence does not have a unique solution. Therefore we cannot find a solution to the Dirchlet-to-Neumann map under this hypothesis, and we deduce a contradiction with the assumption of strong asymptotic time periodicity of $u$ with period $T$. \qed
Remark 10. Strictly speaking, we have only proved that the solution $u$ cannot be strongly asymptotically $T$-periodic. Since we assume that $T$ is the fundamental common period of the nondecaying parts of $g_0$ and $h_0$, if $u$ is strongly asymptotically periodic, its period must be an integer multiple of $T$: $MT$, say. But then $\omega \mapsto \omega/M$, and $G_{n}^{(0)}$, $H_{n}^{(0)}$ are reindexed accordingly, with new $G_{n}^{(0)} = 0$, $H_{n}^{(0)} = 0$ inserted wherever $M \nmid n$. The reindexing preserves the product $n\omega$ in the denominator of equation (2.11) and, by the above argument, we can still conclude that $u$ is not strongly asymptotically periodic with period $MT$. The application of our approach to problems with periodic boundary conditions requires an assumption of (strong asymptotic) time periodicity of $u$. Using this approach, we can only hope to derive necessary conditions for (asymptotic) periodicity. To study sufficient conditions to guarantee such periodicity, we need to add to this the analysis of an explicit representation of the solution.

However, it is important to note that our approach derives necessary conditions without the need for such explicit representation. Moreover, the spectral equation (1.10) is independent of the initial condition.

It turns out that the initial condition plays an important role in determining the time dependence of the solution, and in particular it can affect its time periodicity. To illustrate this, we consider the homogeneous Dirichlet problem for the linear Schrödinger equation, and we use the formulae (2.14a) derived from equation (1.8) to prove that there is a specific initial condition for which the solution of the problem is time periodic with period exactly equal to $2/\pi$. This, combined with the explicit sine series solution representation, will give the full characterisation of time-periodicity.

**Proposition 11.** Consider equation (1.1), with boundary conditions (2.10), with given initial condition (2.9) and $T$-periodic boundary data $g_0$ and $h_0$.

Unless $u(x,0) = u_T(x)$, where $u_T$ is given in (2.18) below, the solution of this problem can only be periodic if $T$ and $2/\pi$ are linearly dependent over $\mathbb{Z}$. In this case, the period is the least common multiple of $T$ and $2/\pi$.

The proof we give provides the template for the proof in all other cases we consider, and has two constructive steps. We first assume that $u$ is asymptotically periodic, and that the necessary condition for periodicity characterised in proposition 10 hold, so that the systems (2.13) and (2.15) can be uniquely solved, determining the Dirichlet-to-Neumann map. In the second step, we construct an explicit initial datum $u_T$ with the property that the solution $u_1(x,t)$ of the boundary value problem, with given $T$ periodic Dirichlet boundary conditions and $u_T$ as initial condition, is exactly $T$-periodic. We then show that the solution $u_2(x,t)$ of the homogeneous Dirichlet problem for this equation is time-periodic of period $2/\pi$. Finally, we use the linearity of the problem to write the solution of the problem with generic initial datum $u_0$ and time periodic boundary conditions in the form

\[ u(x,t) = u_1(x,t) + u_2(x,t). \]

*Proof of proposition 11.* Assuming that there exists a $T$-periodic solution $u_1(x,t)$ of the linear Schrödinger equation with $T$-periodic Dirichlet data, the Neumann boundary values $(u_1)_x(0,t)$ and $(u_1)_x(1,t)$ may be explicitly reconstructed. Moreover, equation (2.1) provides expressions for $g_n$, whence $Q$ can be found. Employing the inverse Fourier transform yields

\[ u_1(x,t) = G_0^{(0)} + (H_0^{(0)} - G_0^{(0)})x + \sum_{n \in \mathbb{Z} \setminus \{0\}} e^{i n x} U_n(x), \]

\[ U_n(x) = G_n^{(0)} \cos(\sqrt{n \omega}x) + \frac{H_n^{(0)} - \cos(\sqrt{n \omega}) G_n^{(0)}}{\sin(\sqrt{n \omega})} \sin(\sqrt{n \omega}x). \]
The function \( u_1(x, t) \) takes the following values at \( t = 0 \):

\[
u_T(x) = G_0^{(0)} + (H_0^{(0)} - G_0^{(0)})x + \sum_{n \in \mathbb{Z} \setminus 0} U_n(x).
\] (2.18)

Therefore, if we pose the problem with \( u_T \) as initial condition and the given boundary conditions, the formula (2.17) defines a function that satisfies the PDE, as well as the initial and boundary conditions. We conclude that the solution \( u_1(x, t) \) of the problem with initial condition \( u(x, 0) = u_T(x) \) and \( T \)-periodic Dirichlet boundary conditions is \( T \)-periodic.

Now we consider the case that the given boundary conditions are homogeneous, \( g_0(t) = h_0(t) = 0 \), and the initial condition is \( u_0(x) - u_T(x) \), with \( u_0 \) the given initial condition of the original problem, and \( u_T \) defined above in (2.18). In this case, a series representation of the solution can be given in the form

\[
u_2(x, t) = \frac{i}{4} \sum_{m=1}^{\infty} \hat{u}(m) \sin(m\pi x)e^{-im^2\pi^2 t}, \quad \hat{u}(m) = \int_0^1 (u_0(x) - u_T(x))e^{-im\pi x} dx
\]

In particular, the time dependence is given through the functions \( \exp(-im^2\pi^2 t) \), so the solution \( u_2(x, t) \) of this problem is time periodic with period \( 2/\pi \).

Finally, observe that since \( u_T \) is not identically zero, we can write the solution of any given boundary value problem with given initial condition \( u(x, 0) = u_0(x) \) and \( T \)-periodic given boundary conditions as the superposition of the solution of a homogeneous Dirichlet problem for the linear Schrödinger equation with initial datum \( u_0 - u_T \), and the solution of the problem with initial value \( u_T \) and \( T \)-periodic Dirichlet boundary conditions.

Therefore, the solution of the linear Schrödinger equation with \( T \)-periodic Dirichlet data and any initial condition can be expressed as the sum of a function of period \( T \) and a function of period \( 2/\pi \), hence periodic with period given by the least common multiple of \( T \) and \( 2/\pi \). If \( T \) and \( 2/\pi \) are not linearly dependent on \( Q \), the overall sum cannot be periodic.

\[\square\]

### 3 The heat equation

In this section, we study the heat equation (1.2) with a given initial condition and time periodic boundary conditions. Although this equation is well studied using classical methods, we analyse it here in order to provide another example of the usefulness of our approach, and to contrast the results in this case with the case of the linear Schrödinger equation. Indeed, for the linear Schrödinger equation Proposition 11 implies that, given Dirichlet boundary conditions, there exist cases when the solution cannot be periodic, or even asymptotically periodic. On the other hand, for the heat equation with given periodic boundary conditions, we expect that the solution will usually be strongly asymptotically periodic with the same period as the boundary data. We prove this below for the case of Neumann boundary conditions, satisfying an additional constraint, see the statement of Proposition 12 below. Moreover, in proving this proposition we provide the specific initial conditions that ensure that the solution is exactly periodic. We conjecture that this case illustrates the generic picture for this PDE, when given Robin-type time-periodic boundary conditions.

Assuming that \( u \) is strongly asymptotically periodic with period \( T = 2\pi/\omega \), equation (1.15) becomes

\[
q_n(k) = \frac{\left(ikG_n^{(0)} + G_n^{(1)}\right) - e^{-ik} \left(ikH_n^{(0)} + H_n^{(1)}\right)}{in\omega + k^2}, \quad n \in \mathbb{Z},
\] (3.1)
where the asymptotic Fourier coefficients are those in equations (1.14). For each \( n \in \mathbb{N} \), \( q_{\pm n} \) are entire functions of \( k \in \mathbb{C} \), so the system (1.16a) yields the following equations:

\[
0 = (ikG_n^{(0)} + G_n^{(1)}) - e^{-ik} (ikH_n^{(0)} + H_n^{(1)}) \quad k = \pm i\sqrt{n\omega}, \tag{3.2a}
\]

\[
0 = (ikG_{-n}^{(0)} + G_{-n}^{(1)}) - e^{-ik} (ikH_{-n}^{(0)} + H_{-n}^{(1)}) \quad k = \pm i\sqrt{n\omega}. \tag{3.2b}
\]

Because \( q_0 \) is also entire, system (1.16b) also holds:

\[
G_0^{(1)} = H_0^{(1)}, \quad H_0^{(0)} - G_0^{(0)} = H_0^{(1)}. \tag{3.2c}
\]

To illustrate the use of our approach in this classical setting, we analyse the example of the Neumann problem.

**Proposition 12.** Suppose that \( u \) satisfies the heat equation (1.2) with periodic Neumann boundary conditions

\[
u_x(0, t) = g_1(t) = \sum_{n \in \mathbb{Z}} G_n^{(0)} e^{in\omega t}, \quad u_x(1, t) = h_1(t) = \sum_{n \in \mathbb{Z}} H_n^{(1)} e^{in\omega t},
\]

with common period \( T = 2\pi/\omega \) and satisfying the constraint \( G_0^{(1)} = H_0^{(1)} \). Then \( u \) is strongly asymptotically \( T \)-periodic. Moreover, its Dirichlet boundary values are given by

\[
u(0, t) = g_0(t) = \sum_{n \in \mathbb{Z}} G_n^{(0)} e^{in\omega t} + o(1), \quad u(1, t) = h_0(t) = \sum_{n \in \mathbb{Z}} H_n^{(0)} e^{in\omega t} + o(1),
\]

where, for \( n \in \mathbb{N} \) and \( u_0(x) = u(x, 0) \), the following formulae are valid:

\[
G_n^{(0)} = \frac{\csc \sqrt{n\omega} H_n^{(1)} - \cot \sqrt{n\omega} G_n^{(1)}}{\sqrt{n\omega}}, \quad H_n^{(0)} = \frac{\coth \sqrt{n\omega} H_n^{(1)} - \csc \sqrt{n\omega} G_n^{(1)}}{\sqrt{n\omega}}, \tag{3.3a}
\]

\[
G_{-n}^{(0)} = \frac{\cot \sqrt{n\omega} G_{-n}^{(1)} - \csc \sqrt{n\omega} H_{-n}^{(1)}}{\sqrt{n\omega}}, \quad H_{-n}^{(0)} = \frac{\csc \sqrt{n\omega} G_{-n}^{(1)} - \cot \sqrt{n\omega} H_{-n}^{(1)}}{\sqrt{n\omega}}, \tag{3.3b}
\]

\[
G_0^{(0)} = \int_0^1 u_0(x) \, dx - \frac{1}{2} G_0^{(1)}, \quad H_0^{(0)} = \int_0^1 u_0(x) \, dx + \frac{1}{2} G_0^{(1)}. \tag{3.3c}
\]

**Proof.** This proposition has an elementary proof based on the analysis of the Fourier series solution representation, but we provide a different proof via the Fourier-transformed equation (1.8).

We begin with a proof of equations (3.3) using equation (1.11) and assuming strong asymptotic periodicity of \( u \). Subsequently, we justify the latter assumption.

**Step 1**

Under the assumptions of proposition 12 and assuming additionally that \( u \) is strongly asymptotically \( T \)-periodic, equations (3.2a) yield the linear system

\[
\begin{pmatrix}
-\sqrt{n\omega} & \sqrt{n\omega} e^{i\sqrt{n\omega}} \\
\sqrt{n\omega} e^{-i\sqrt{n\omega}} & -\sqrt{n\omega} e^{-i\sqrt{n\omega}}
\end{pmatrix}
\begin{pmatrix}
G_n^{(0)} \\
H_n^{(0)}
\end{pmatrix}
= \begin{pmatrix}
-G_n^{(1)} + e^{i\sqrt{n\omega}} H_n^{(1)} \\
G_n^{(1)} + e^{-i\sqrt{n\omega}} H_n^{(1)}
\end{pmatrix}.
\]

This system is full rank for all \( n \in \mathbb{N} \), and formulae (3.3a) follow. Equations (3.2b) provide the full rank linear system

\[
\begin{pmatrix}
i\sqrt{n\omega} & -i\sqrt{n\omega} e^{-i\sqrt{n\omega}} \\
-i\sqrt{n\omega} e^{i\sqrt{n\omega}} & i\sqrt{n\omega} e^{i\sqrt{n\omega}}
\end{pmatrix}
\begin{pmatrix}
G_{-n}^{(0)} \\
H_{-n}^{(0)}
\end{pmatrix}
= \begin{pmatrix}
-G_{-n}^{(1)} + e^{-i\sqrt{n\omega}} H_{-n}^{(1)} \\
G_{-n}^{(1)} + e^{i\sqrt{n\omega}} H_{-n}^{(1)}
\end{pmatrix}.
\]
Thus, formulae (3.3b) follow. The first of equations (3.2c) holds by assumption. The second of equations (3.2c) together with analysis of the steady state solution of the Neumann problem with \( g_1(t) = G_0(t) + H_0(t) = h_1(t) \) for the heat equation yields the linear system
\[
\begin{pmatrix}
  \frac{1}{2} & \frac{1}{2} \\
-1 & 1
\end{pmatrix}
\begin{pmatrix}
  G_0^{(0)} \\
  H_0^{(0)}
\end{pmatrix} = \begin{pmatrix}
  f_0^1 u_0(x) \, dx \\
  G_0^{(1)}
\end{pmatrix}.
\]
Thus, equations (3.3c) are found. Hence, no additional necessary conditions need to be satisfied for periodicity to hold.

**Step 2**

We now justify the assumption that \( u \) is strongly asymptotically periodic.

We begin by constructing the specific problem of this form whose solution \( u_1 \) is not just strongly asymptotically periodic, but periodic.

As with the case of the linear Schrödinger equation, suppose that there exists a solution \( u_1(x, t) \) which is exactly \( T \)-periodic, with \( T = 2\pi/\omega \). Then, by the previous proof, formulae (3.3) hold, not only asymptotically, but exactly:
\[
u_1(0, t) = g_0(t) = \sum_{n \in \mathbb{Z}} G_n^{(0)} e^{i\omega t}, \quad u_1(1, t) = h_0(t) = \sum_{n \in \mathbb{Z}} H_n^{(0)} e^{i\omega t},
\]
in which \( G_0^{(0)} \) is free and \( H_0^{(0)} = G_0^{(0)} + H_0^{(1)} \). Therefore,
\[
u_1(x, t) = G_0^{(0)} + G_0^{(1)} x + \sum_{n \in \mathbb{Z}\setminus\{0\}} e^{i\omega n t} U_n(x),
\]
\[
U_n(x) = \frac{G_n^{(1)}}{\sqrt{i\omega n}} \sinh(\sqrt{i\omega} x) + \frac{H_n^{(1)}}{\sqrt{i\omega} n} \cosh(\sqrt{i\omega} x).
\]
Both the heat equation and the boundary conditions are satisfied by such \( u \), which is \( T \)-periodic, so the existence assumption was justified. The initial value of this problem is given by evaluating
\[
u(x, 0) = G_0^{(0)} + G_0^{(1)} x + \sum_{n \in \mathbb{Z}\setminus\{0\}} U_n(x) =: u_T(x).
\]
Therefore, the problem with \( T \)-periodic Neumann boundary conditions and initial condition \( u(x, 0) = u_T(x) \) has the \( T \)-periodic solution \( u_1(x, t) \).

Now we consider the original problem with \( T \)-periodic Neumann boundary values and an arbitrary initial datum \( u_0 \), but do not assume strong asymptotic periodicity of \( u \). We separate this problem into two. The first problem has the \( T \)-periodic Neumann boundary values but initial datum \( u_T \), in which we choose \( G_0^{(0)} \) to be defined by equation (3.3c). By the above argument, the solution \( u_1 \) of this problem is \( T \)-periodic. As the second problem, we prescribe homogeneous Neumann boundary values and the initial condition \( u(x, 0) = u_0(x) - u_T(x) \). By construction, \( \int_0^1 [u_0(x) - u_T(x)] \, dx = 0 \). Separation of variables yields a solution \( u_2 \) decaying like \( \exp(-\pi^2 t) \) to 0, whose time derivative is decaying at the same rate to 0. The principle of linear superposition implies that the solution of the problem with the initial condition \( u_0(x) \) and the given periodic boundary conditions is given by
\[
u(x, t) = u_1(x, t) + u_2(x, t), \quad \lim_{t \to \infty} u(x, t) = u_1(x, t).
\]
Hence the original problem is strongly asymptotically periodic.
4 The Stokes equation

In this section, we study the Stokes equation (1.3) with time periodic boundary conditions. Assuming that $u$ is strongly asymptotically periodic with period $T = 2\pi/\omega$, equation (1.15) yields

$$q_n(k) = \left( k^2 G_n^{(0)} - i k G_n^{(1)} - G_n^{(2)} \right) - e^{-i k} \left( k^2 H_n^{(0)} - i k H_n^{(1)} - H_n^{(2)} \right), \quad (4.1)$$

The asymptotic Fourier coefficients are given by equations (1.14). For each $n \in \mathbb{N}$, define

$$k_n := \sqrt[3]{n \omega}, \quad k_{-n} := -\sqrt[3]{n \omega}, \quad (4.2)$$

in which $\sqrt[3]{\cdot}$ represents the real cube root function. For each $n \in \mathbb{Z} \setminus \{0\}$, $q_n$ is entire, so system (1.16a) becomes

$$0 = \left( k^2 G_n^{(0)} - i k G_n^{(1)} - G_n^{(2)} \right) - e^{-i k} \left( k^2 H_n^{(0)} - i k H_n^{(1)} - H_n^{(2)} \right), \quad (4.3a)$$

where $\alpha = e^{2\pi i/3}$, $k = \alpha^j k_n$, $j \in \{0, 1, 2\}$.

Because $q_0$ is also entire, system (1.16b) holds, yielding the following equations:

$$G_n^{(2)} = H_n^{(2)}, \quad H_n^{(1)} - G_n^{(1)} = H_n^{(2)}, \quad 2 \left( H_n^{(0)} - G_n^{(0)} \right) = H_n^{(1)} - H_n^{(2)}. \quad (4.3b)$$

4.1 Boundary conditions that do not couple the ends of the interval

Assume that the given boundary conditions are

$$u(0, t) = g_0(t), \quad u(1, t) = 0, \quad u_x(1, t) = 0, \quad (4.4)$$

where the boundary condition $g_0(t)$ is periodic, with period $T = 2\pi/\alpha$. Under these boundary conditions, equation (4.3a) simplifies to

$$0 = \left[ \left( k^2 G_n^{(0)} - i k G_n^{(1)} - G_n^{(2)} \right) + e^{-i k} H_n^{(2)} \right]_{k = \alpha^j k_n}. \quad (4.5)$$

This yields the system

$$\begin{pmatrix}
1 & 1 & e^{-i k_n} \\
1 & \alpha & e^{-i \alpha k_n} \\
1 & \alpha^2 & e^{-i \alpha^2 k_n}
\end{pmatrix}
\begin{pmatrix}
-G_n^{(2)} \\
-ik_n G_n^{(1)} \\
H_n^{(2)}
\end{pmatrix}
= G_n^{(0)} k_n^2
\begin{pmatrix}
1 \\
\alpha^2 \\
\alpha
\end{pmatrix}, \quad (4.5)$$

in which $k_n$ are defined by equation (4.2). This system has determinant $\Delta(k_n)$, given by

$$\Delta(k) = (\alpha^2 - \alpha) \left( e^{-i k} + \alpha e^{-i \alpha k} + \alpha^2 e^{-i \alpha^2 k} \right). \quad (4.6)$$

Example 13. For any $\omega > 0$, let the given boundary conditions be

$$g_0(t) = \sin(\omega t), \quad h_0(t) = 0, \quad h_1(t) = 0, \quad t \geq 0.$$

In this case, the coefficients $H_n^{(0)}$ and $H_n^{(1)}$ vanish, while

$$G_n^{(0)} = \begin{cases}
0 & |n| \neq 1, \\
-\frac{i}{2} & n = 1, \\
\frac{i}{2} & n = -1.
\end{cases} \quad (4.7)$$
The only non-zero boundary values are $G^{(1)}_{\pm 1}$, $G^{(2)}_{\pm 1}$ and $H^{(2)}_{\pm 1}$. They solve the systems

$$
\begin{pmatrix}
1 & 1 & e^{\pm i \sqrt{\omega}} \\
1 & \alpha & e^{\pm i \alpha \sqrt{\omega}} \\
1 & \alpha^2 & e^{\pm i \alpha^2 \sqrt{\omega}}
\end{pmatrix}
\begin{pmatrix}
-G^{(2)}_{\pm 1} \\
\mp i \sqrt{\omega} G^{(1)}_{\pm 1} \\
H^{(2)}_{\pm 1}
\end{pmatrix} = \mp \frac{i \omega^{2/3}}{2} \begin{pmatrix}
1 \\
\alpha \\
\alpha^2
\end{pmatrix}.
$$

Hence the quantities

$$
G^{(1)}_{\pm 1} = \frac{\sqrt{\omega}}{2} \left( e^{\pm i \sqrt{\omega}} + \alpha e^{\pm i \alpha \sqrt{\omega}} + \alpha^2 e^{\pm i \alpha^2 \sqrt{\omega}} \right),
$$

$$
G^{(2)}_{\pm 1} = \mp \frac{i \omega^{2/3}}{2},
$$

$$
H^{(2)}_{\pm 1} = \frac{\mp 3 i \omega^{2/3}}{2} \left( e^{\pm i \sqrt{\omega}} + \alpha e^{\pm i \alpha \sqrt{\omega}} + \alpha^2 e^{\pm i \alpha^2 \sqrt{\omega}} \right)
$$

are well defined. It follows that there is no contradiction with the assumption that $u(x,t)$ is strongly asymptotically time periodic, with period $T = 2\pi/\omega$.

We now show that this is generically the case, namely we will not need to satisfy additional necessary conditions for periodicity.

**Proposition 14.** Suppose that $u$ satisfies the Stokes equation (1.3) with $T$-periodic boundary conditions (4.4), in which, for $\omega = 2\pi/T$

$$
g_0(t) = \sum_{n \in \mathbb{Z}} G^{(0)}_n e^{in\omega t}.
$$

Then $u$ is strongly asymptotically $T$-periodic, and the remaining boundary values are given by

$$
u_x(0,t) = \sum_{n \in \mathbb{Z}} G^{(1)}_n e^{in\omega t} + o(1), \quad u_{xx}(0,t) = \sum_{n \in \mathbb{Z}} G^{(2)}_n e^{in\omega t} + o(1),
$$

$$
u_{xx}(1,t) = \sum_{n \in \mathbb{Z}} H^{(2)}_n e^{in\omega t} + o(1),
$$

where, for $n \in \mathbb{Z} \setminus \{0\}$, $G^{(1)}_n$, $G^{(2)}_n$ and $H^{(2)}_n$ are the unique solutions of the system (4.5) and $G^{(1)}_0$, $G^{(2)}_0$ and $H^{(2)}_0$ are the solutions of system (4.3b).

**Proof.** First, we use the analysis of the spectral equation (1.12) to show that, under the assumption of strong asymptotic periodicity of $u$, the unspecified boundary values can be found effectively. Subsequently, we prove strong asymptotic $T$-periodicity of $u$.

**Step 1:**
Under the assumption that the solution of the problem is strongly asymptotically periodic, the Fourier coefficients of the boundary values satisfy the systems (4.5) and (4.3b). The latter system is full rank for the boundary conditions (4.4).

It is known [14, §A] that there are countably many complex zeros of $\Delta$. The asymptotic distribution of these zeros is well understood and, in particular, they never coincide with the cube roots of nonzero real numbers [11]. Hence, for all $n \in \mathbb{Z} \setminus \{0\}$, $\Delta(k_n) \neq 0$ implying that the corresponding system is full rank. It is therefore always possible to solve for well-defined unknown boundary values in terms of the given ones.

**Step 2:**
We now justify the assumption that the solution is asymptotically periodic.
Define $U_0$ by

$$U_0(x) = G^{(0)}_0(x^2 - 2x + 1).$$

For $n \in \mathbb{Z} \setminus \{0\}$, define $U_n$ by

$$U_n(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} q_n(k) \, dk,$$  

$$q_n(k) = \frac{k^2 G^{(0)}_n - ik G^{(1)}_n - G^{(2)}_n + e^{-ik} H^{(2)}_n}{i(n\omega - k^3)},$$

in which $G^{(2)}_n$, $G^{(1)}_n$ and $H^{(2)}_n$ satisfy the system (4.5). Then, by construction, for each $n \in \mathbb{Z}$,

$$\left[ i\omega + \frac{d^3}{dx^3} \right] U_n(x) = 0, \quad U_n(0) = G^{(0)}_n, \quad U_n(1) = 0, \quad U'_n(1) = 0. $$

Therefore, the function $u_1(x,t)$ given by

$$u_1(x,t) := \sum_{n \in \mathbb{Z}} e^{i\omega t} U_n(x)$$

is a $T$-periodic function satisfying the Stokes equation (1.3) and the boundary conditions (4.4). The initial value of $u_1(x,t)$ is

$$u_T(x) := \sum_{n \in \mathbb{Z}} U_n(x).$$

Now suppose $u(x,t)$ satisfies the Stokes equation (1.3), the boundary conditions (4.4), and the initial condition $u(x,0) = u_0(x)$. Then $u = u_1 + u_2$ where $u_1$ is the function defined above and $u_2$ satisfies the Stokes equation (1.3) with homogeneous boundary conditions,

$$u(0,t) = 0, \quad u(1,t) = 0, \quad u_x(1,t) = 0,$$

and the initial condition $u_2(x,0) = u_0(x) - u_T(x)$. Then, by [14, theorem 4.2] and [15, theorem 1.3], the solution $u_2$ satisfies

$$2\pi u_2(x,t) = \int_{-\infty}^{\infty} e^{ikx+ik^3t} (\hat{u}_0(k) - \hat{u}_T(k)) \, dk + \int_{\partial D^+} e^{ikx+ik^3t} Z^+(k) \, dk$$

$$+ \int_{\partial D^-} e^{ik(x-1)+ik^3t} Z^-(k) \, dk$$

$$- \int_{\partial E^+} e^{ikx+ik^3t} Z^+(k) \, dk - \int_{\partial E^-} e^{ik(x-1)+ik^3t} Z^-(k) \, dk,$$

where

$$Z^+(k) = \frac{-\hat{\omega}_0(k) \left( \alpha^2 e^{-i\alpha^2 k} + \alpha e^{-i\alpha k} \right) + \left( \alpha \hat{\omega}_0(\alpha k) + \alpha^2 \hat{\omega}_0(\alpha^2 k) \right) e^{-ik}}{e^{-ik} + \alpha e^{-i\alpha k} + \alpha^2 e^{-i\alpha^2 k}},$$

$$Z^-(k) = \frac{\hat{\omega}_0(k) + \alpha \hat{\omega}_0(\alpha k) + \alpha^2 \hat{\omega}_0(\alpha^2 k)}{e^{-ik} + \alpha e^{-i\alpha k} + \alpha^2 e^{-i\alpha^2 k}}, \quad \hat{\omega}_0 := \hat{u}_0 - \hat{u}_T,$$

$$D^\pm = \mathbb{C}^\pm \cap \{ k : \text{Re}(-ik^3) < 0 \}, \quad E^\pm = \mathbb{C}^\pm \cap \{ k : \text{Re}(-ik^3) > 0 \},$$

and the boundaries are positively oriented.

Fix $\varepsilon > 0$ small enough to be less than half the infimal separation of the zeros of $\Delta$. Then, for all $t \geqslant 0$,

$$e^{ik^3t} Z^-(k) = O(k^{-1}) \text{ as } k \to \infty \text{ from within } \text{clos} \left( E^- \setminus \bigcup_{\lambda : |\lambda| > \varepsilon, \Delta(\lambda) = 0} B(\lambda, \varepsilon) \right).$$
uniformly in arg(\(\lambda\)). Hence, by Jordan’s lemma,

\[- \int_{\partial E^{-}} e^{ik(x-1)+ik^{3}t} Z^{-}(k) \, dk = - \sum_{\lambda:|\lambda|>0, \Delta(\lambda)=0} \int_{C(\lambda,x)} e^{ik(x-1)+ik^{3}t} Z^{-}(k) \, dk = O(e^{i\lambda_{0}^{3}T}),\]

for \(\lambda_{0}\) the smallest nonzero zero of \(\Delta\) lying on the negative imaginary axis; a numerical root finder based on the argument principle reveals \(i\lambda_{0}^{3} < -64\).

The integrand in the integral about \(\partial E^{+}\) does not exhibit such decay to the left of the contour of integration, so no such contour deformation argument may be applied. Moreover, it may not be deformed (outside an arbitrarily large finite region) away from \(\partial E^{+}\), which is not a descent contour, so the method of steepest descent is not applicable. Rather, it is a Fourier integral, which may be treated using the method of stationary phase to determine the contribution from the degenerate critical point at \(k = 0\). Applying the method presented in [3, §2.9], we find that, for all \(x\), the leading order contribution is 0:

\[
\int_{\partial E^{+}} e^{ikx+ik^{3}t} Z^{+}(k) \, dk = 0t^{-1/3} + O\left(t^{-2/3}\right).
\]

Therefore, \(u_{2}(x, t) = O\left(t^{-2/3}\right)\). Similarly, \(\partial_{t}u_{2}(x, t) = O\left(t^{-4/3}\right)\).

Because \(u_{1}\) is periodic and \(u_{2}\) and its temporal derivative both decay, \(u\) is strongly asymptotically periodic. \(\square\)

**Remark 15.** In the above proof of proposition 14 we employed the integral representation of the function \(u_{2}\) obtained via the unified transform method, and performed a stationary phase analysis at a degenerate critical point. In the corresponding parts of our proofs of the analogous propositions 12 and 17 we used series representations, which admit simpler asymptotic analysis. The reason for the integral representation of \(u_{2}\) in the proof of proposition 17 is that no spectral series representation of the solution exists. Indeed, the eigenfunctions of the differential operator

\[L\phi = \phi'' \quad \text{Dom}(L) = \{\phi : \phi(0) = 0, \phi(1) = 0, \phi'(1) = 0\}\]

do not form a complete system, see [10, 9, 14].

### 4.2 Boundary conditions that couple the ends of the interval

We now consider another class of boundary conditions, that couple the two ends of the interval. Namely, for real \(\beta\), let the given boundary conditions be

\[u(0, t) = g_{0}(t) = \sum_{k \in \mathbb{Z}} G_{n}^{(0)} e^{i\omega t}, \quad u(1, t) = 0, \quad u_{x}(0, t) = \beta u_{x}(1, t), \quad |\beta| \geq 1, \quad (4.8)\]

with \(\omega = 2\pi/T\).

Assuming that \(u\) is strongly asymptotically \(T\)-periodic, system (4.3a) simplifies to

\[0 = \left[k^{2}G_{n}^{(0)} - G_{n}^{(2)} - ik \left(\beta - e^{-ik}\right) H_{n}^{(1)} + e^{-ik} H_{n}^{(2)}\right]_{k = \alpha j_{k} n}, \quad G_{n}^{(1)} = \beta H_{n}^{(1)}.\]

Therefore, the system that characterises the unknown boundary values is, for \(n \in \mathbb{Z} \setminus \{0\},

\[
\begin{pmatrix}
1 & (\beta - e^{-ik_{n}}) & e^{-ik_{n}} \\
1 & \alpha (\beta - e^{-i\alpha k_{n}}) & e^{-i\alpha k_{n}} \\
1 & \alpha^{2} (\beta - e^{-i\alpha^{2} k_{n}}) & e^{-i\alpha^{2} k_{n}}
\end{pmatrix}
\begin{pmatrix}
-G_{n}^{(2)} \\
-ik_{n} H_{n}^{(1)} \\
H_{n}^{(2)}
\end{pmatrix} = G_{n}^{(0)} k_{n}^{2} \begin{pmatrix}
1 \\
\alpha \\
\alpha^{2}
\end{pmatrix}, \quad G_{n}^{(1)} = \beta H_{n}^{(1)}, \quad (4.9)
\]
where \( k_n \) are defined by equation (4.2). The determinant of this system is \( \Delta(k_n) \), with \( \Delta \) given by
\[
\Delta(k) = (\alpha^2 - \alpha) \sum_{j=0}^{2} \alpha^j \left( e^{i\alpha j k} + \beta e^{-i\alpha j k} \right).
\] (4.10)
In the arguments below, it will be useful to use the following formula:
\[
\Delta(k) = (\beta - 1)\sqrt{3} \left( -\sin(k) + \sin \left( \frac{k}{2} + \frac{2\pi}{3} \right) e^{\sqrt{3}k/2} + \sin \left( \frac{k}{2} - \frac{2\pi}{3} \right) e^{-\sqrt{3}k/2} \right)
- i(\beta + 1)\sqrt{3} \left( \cos(k) - \sin \left( \frac{\pi}{6} + \frac{k}{2} \right) e^{\sqrt{3}k/2} - \sin \left( \frac{\pi}{6} - \frac{k}{2} \right) e^{-\sqrt{3}k/2} \right).
\] (4.11)

Remark 16. We only consider the case that \(|\beta| \geq 1\) because, when \(|\beta| < 1\), the solution blows up instantaneously for generic initial data. Indeed, if \(0 < \beta < 1\), then an analysis using the arguments of [12] yields, for all \(m \in \mathbb{Z}\),
\[
\lambda_m = (6|m| - 1)\pi/3 + \log(|\beta|) + \mathcal{O} \left( e^{-|m|\pi/\sqrt{3}} \right).
\]
The time evolution of the corresponding eigenfunctions is governed by \(\exp(i\lambda_m^3 t)\), and the real part of \(i\lambda_m^3\) is unbounded above because \(\log(|\beta|) < 0\). It follows that for any \(t > 0\) the solution is unbounded. A similar analysis applies for \(-1 < \beta < 0\), but the real parts of \(\lambda_m\) are shifted by \(\pi\). The case \(\beta = 0\) is, after change of variables \(x \mapsto 1 - x\), the time reversal of \(\beta = \infty\), which was studied in [4,1]. A similar argument shows that the \(\beta = 0\) problem is also ill-posed.

Proposition 17. Suppose that \(u\) satisfies the Stokes equation (1.3) with the \(T\)-periodic boundary conditions (4.4), where the real number \(\beta\) obeys \(|\beta| > 1\). Then \(u\) is strongly asymptotically \(T\)-periodic. Its unspecified boundary values satisfy the following estimates:
\[
\begin{align*}
\begin{pmatrix}
u_x(0, t) & u_{xx}(0, t) \\
u_x(1, t) & u_{xx}(1, t)
\end{pmatrix}
&= \begin{pmatrix}
\sum_{n \in \mathbb{Z}} G_n^{(1)} e^{i\nu t} + o(1) & \sum_{n \in \mathbb{Z}} G_n^{(2)} e^{i\nu t} + o(1) \\
\sum_{n \in \mathbb{Z}} H_n^{(1)} e^{i\nu t} + o(1) & \sum_{n \in \mathbb{Z}} H_n^{(2)} e^{i\nu t} + o(1)
\end{pmatrix},
\end{align*}
\]
where, for \(n \in \mathbb{Z} \setminus \{0\}\), \(G_n^{(1)}, G_n^{(2)}, H_n^{(1)}\) and \(H_n^{(2)}\) are the solutions of the full rank system (4.9), and \(G_0^{(1)}, G_0^{(2)}, H_0^{(1)}\) and \(H_0^{(2)}\) are the simultaneous solutions of the system (4.3b) and \(G_0^{(1)} = \beta H_0^{(1)}\).

Proof. As before, we begin by using the analysis of equation (1,12) to determine the unknown boundary values under the assumption of strong asymptotic periodicity of \(u\). Then, we give the full proof.

Step 1:
Assuming that the solution is asymptotically periodic, the Fourier coefficients of the boundary values satisfy systems (4.9) and (4.3b). For the decoupled boundary conditions (4.4), the system with \(n = 0\) reduces to
\[
\begin{pmatrix}
1 & 0 & -1 \\
0 & 1 - \beta & -1 \\
0 & 1 & -1
\end{pmatrix}
\begin{pmatrix}
G_0^{(2)} \\
H_0^{(1)} \\
H_0^{(2)}
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
-2G_0^{(1)}
\end{pmatrix},
\]
and is of full rank.
Suppose $\beta > 1$ (the analysis for $\beta < -1$ is very similar and is omitted). Then, expanding formula (4.10) into real and imaginary parts for $k \in \mathbb{R}$, we obtain formula (4.11). It can be determined numerically that $\Delta(k) \neq 0$ for $0 < k < 10/\sqrt{3}$. If $k \geq 10/\sqrt{3}$, then, for the real part of $\Delta(k)$ to vanish, it must be that

$$\left| \sin \left( \frac{k}{2} + \frac{2\pi}{3} \right) \right| < 2e^{-5} \quad \Rightarrow \quad k = 2m\pi - \frac{4\pi}{3} + \varepsilon, \; \exists \varepsilon < \frac{1}{24}.$$ 

But then

$$|\text{Im} \Delta(k)| = (\beta + 1)\sqrt{3} \left| \cos \left( \frac{4\pi}{3} - \varepsilon \right) - \sin \left( m\pi - \frac{5\pi}{6} - \frac{\varepsilon}{2} \right) e^{-\sqrt{3}k/2} \right|$$

$$\geq (\beta + 1)\sqrt{3} \left( \frac{47e^5}{48} - 2 \right) > 0.$$ 

Therefore, there are no positive real zeros of $\Delta$. By equation (4.10), $\Delta$ satisfies the symmetry condition $\Delta(-k) = -\overline{\Delta(k)}$, where the bar denotes complex conjugation. It follows that there are no nonzero real zeros of $\Delta$ either. Because there are no nonzero real zeros of $\Delta$, the system (4.9) is full rank and hence admits a unique solution, regardless of $n \in \mathbb{Z} \setminus \{0\}$ and $\omega > 0$.

**Step 2:** We now justify the assumption made above that the solution is asymptotically periodic. Define $U_0$ by

$$U_0(x) = G_0^{(0)}(-x + 1).$$

For $n \in \mathbb{Z} \setminus \{0\}$, define $U_n$ by

$$U_n(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} q_n(k) \, dk,$$

where

$$q_n(k) = \frac{k^2 G_n^{(0)} - G_n^{(2)} - i(k \beta - e^{-ik}) H_n^{(1)} + e^{-ik} H_n^{(2)}}{i(n\omega - k^3)}.$$

in which $G_n^{(2)}$, $G_n^{(1)}$ and $H_n^{(2)}$ satisfy the system (4.9). Then, by construction, for each $n \in \mathbb{Z}$ we have

$$\left[ in\omega + \frac{d^3}{dx^3} \right] U_n(x) = 0, \quad U_n(0) = G_n^{(0)}, \quad U_n(1) = 0, \quad U'_n(0) = \beta U'_n(1).$$

Therefore,

$$u_1(x, t) := \sum_{n \in \mathbb{Z}} e^{i\omega t} U_n(x)$$

is a $T$-periodic function satisfying the Stokes equation (4.3) with the boundary conditions (4.4). The initial value of $u_1$ is

$$u_T(x) := \sum_{n \in \mathbb{Z}} U_n(x).$$

As in the previous case, suppose $u(x, t)$ satisfies the Stokes equation (4.3), the boundary conditions (4.4), and the initial condition $u(x, 0) = u_0(x)$. Then $u = u_1 + u_2$ where $u_1$ is the function defined above and $u_2$ satisfies the Stokes equation (4.3), with the homogeneous boundary conditions

$$u(0, t) = 0, \quad u(1, t) = 0, \quad u_x(0, t) = \beta u_x(1, t),$$

and the initial condition $u_0(x) - u_T(x)$. 

20
The differential operator $L$, defined by
\[ L\phi = (-i)^3 \phi''' \quad \text{Dom}(L) = \{ \phi \in AC^2[0, 1] : \phi(0) = 0, \phi(1) = 0, \phi'(0) = \beta \phi'(1) \}, \]
is regular in the sense of [13]. Thus, $L$ and its Lagrange adjoint
\[ L^* \psi = (-i)^3 \psi''' \quad \text{Dom}(L^*) = \{ \psi \in AC^2[0, 1] : \psi(0) = 0, \psi(1) = 0, \beta \psi'(0) = \psi'(1) \} \]
have the property that their eigenfunctions $(E_m, E_m^*)_{m \in \mathbb{N}}$, with corresponding eigenvalues $\lambda_m^3$ satisfying the equations
\[ LE_m = \lambda_m^3 E_m, \quad L^* E_m^* = \overline{\lambda_m^3 E_m^*}, \tag{4.12} \]
form a biorthogonal basis. Therefore,
\[ u_2(x, t) = \sum_{m \in \mathbb{N}} (u_0 - u_T, E_m^*) e^{-i \lambda_m^3 t} E_m(x). \tag{4.13} \]
Therefore, the asymptotic time analysis of $u_2(x, t)$ is reduced to the study of the time behaviour of the functions $\exp(-i \lambda_m^3 t)$.

By the first of equations (4.12), for some $A_m, B_m, C_m \in \mathbb{C}$, we have
\[ E_m(x) = \begin{cases} A_m x^2 + B_m x + C_m, & m = 0, \\ A_m e^{i \lambda_m} x + B_m e^{i \alpha \lambda_m} x + C_m e^{i \alpha^2 \lambda_m} x, & m \neq 0. \end{cases} \]
But if $\lambda_m = 0$, then $E_m \in \text{Dom}(L)$ implies $E_m = 0$, so we discount the trivial eigenvalue. Because $E_m \in \text{Dom}(L)$, for $m \neq 0$, we find
\[
\begin{pmatrix}
1 & 1 & 1 \\
\lambda_m (1 - \beta e^{i \lambda_m}) & \beta \lambda_m (1 - \beta e^{i \lambda_m}) & \beta \lambda_m (1 - \beta e^{i \lambda_m}) \\
\lambda_m (1 - \beta e^{i \lambda_m}) & \beta \lambda_m (1 - \beta e^{i \lambda_m}) & \beta \lambda_m (1 - \beta e^{i \lambda_m})
\end{pmatrix}
\begin{pmatrix}
A_m \\
B_m \\
C_m
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}.
\]
Row and column operations reveal that this system has nontrivial solutions if and only if $\Delta(\lambda_m) = 0$, in which $\Delta$ is the determinant of system (4.9). We have shown that the nonzero zeros of $\Delta$ are the cube roots of the eigenvalues of the spatial differential operator $L$.

An asymptotic analysis using the arguments of [12] shows that the exponential polynomial $\Delta$ has zeros asymptotically distributed on the lines
\[ \alpha^j \left( i \log |\beta| + \mathbb{R} \right), \]
so there can be at most finitely many zeros of $\Delta$ in the closure of $D := \{ k : \text{Re}(-i k^3) < 0 \}$.

Therefore, the nonzero zeros of $\Delta$ have a finite infimal separation from $\text{clos}(D)$. It follows that $\sup\{\text{Re}(-i \lambda_m^3)\} < 0$, so the terms in the series (4.13) decay uniformly exponentially in time. Differentiating the series in (4.13) term by term, we see that $\partial_t u_2(x, t)$ also decays exponentially in time.

Since $u = u_1 + u_2$ and $u_1$ is $T$-periodic whereas $u_2$ is uniformly exponentially decaying in time, it follows that $u$ is strongly asymptotically $T$-periodic. \qed

**Remark 18.** In the above proof, we have assumed that there no nonzero zeros of $\Delta$ in $\text{clos}(D)$. While this appears to be the case numerically (see figure [1]), we have not given a rigorous proof. Therefore we have implicitly excluded from our consideration any case that may have finitely many zeros within $\text{clos}(D)$.
Figure 1: A plot showing the zeros of $\Delta$ in the case $\beta = 10$. The plot is a heatmap of $\sin(\text{arg}(\Delta(x + iy)))$. Because $\Delta$ is entire, the only points of discontinuity of this heat map are zeros of $\Delta$. 
Finally, we consider the special case when $\beta = \pm 1$, when, in contrast to the case just considered, the eigenvalues of the space operator are real. Proposition 19 should be compared and contrasted with proposition 9. The irregular (albeit asymptotically regular) separation of $\lambda_m$ in the Stokes case necessitates a different characterisation of the necessary condition for strong asymptotic periodicity. Whereas in proposition 9 we were able to give a commensurability characterisation of the periodicity criterion, in proposition 19 we cannot simplify beyond $\Delta(k_n) \neq 0$. Adapting proposition 9 to Robin boundary conditions such as $u(0, t) = g_0(t), u_x(1, t) + bu(1, t) = h_0(t)$ would have a similar effect.

Proposition 19. Suppose that $u$ satisfies the Stokes equation (1.3) with the $T$-periodic boundary conditions (4.8) and $\beta = \pm 1$:

$$u(0, t) = g_0(t) = \sum_{n \in \mathbb{Z}} G_n^{(0)} e^{i\omega t}, \quad u(1, t) = 0, \quad u_x(0, t) = \pm u_x(1, t).$$

Let $k_n$ be defined by (4.2) and let $\Delta(k)$ be defined by (4.11).

A necessary condition for the system to admit a well-defined strongly asymptotically periodic solution $u(x, t)$ is that for each $n \in \mathbb{Z} \setminus \{0\}$, $\Delta(k_n) \neq 0$ or $G_n^{(0)} = 0$.

Proof. Suppose $u$ is the unique solution of the given problem which is asymptotically periodic, namely the criteria of the proposition apply, and the Fourier coefficients of the unknown boundary values satisfy system (4.9). If $\beta = 1$, equation (4.11) for the determinant of this system simplifies to

$$\Delta(k) = -i2\sqrt{3} \left( \cos(k) - \sin \left( \frac{\pi}{6} + \frac{k}{2} \right) e^{\sqrt{3}k/2} - \sin \left( \frac{\pi}{6} - \frac{k}{2} \right) e^{-\sqrt{3}k/2} \right).$$

This formula shows that $\Delta$ has infinitely many real zeros $\lambda_n$, asymptotically (in $m$) distributed like $\lambda_m \sim \pm (2m - 1/3)\pi$. If $\beta = -1$, equation (4.11) simplifies to

$$\Delta(k) = -2\sqrt{3} \left( -\sin(k) + \sin \left( \frac{k}{2} + \frac{2\pi}{3} \right) e^{\sqrt{3}k/2} + \sin \left( \frac{k}{2} - \frac{2\pi}{3} \right) e^{-\sqrt{3}k/2} \right),$$

and a similar argument applies. Therefore, if $\omega$ is such that there is a nonzero integer $n$ for which $\Delta(k_n) = 0$, the system (4.9) is not of full rank. It follows that if there is an $n$ such that $\Delta(k_n) = 0$, the Dirichlet to Neumann map cannot be uniquely determined. \hfill $\Box$

Remark 20. We note that even if the necessary conditions for periodicity given by Proposition 19 are satisfied, the solution will not usually be asymptotically periodic. Indeed, in this case we can construct, as in the previous cases, a particular initial condition $u_T(x)$ that guarantees that the solution $u_t$ of the associated problem is exactly periodic of period $T = 2\pi/\omega$. On the other hand, the homogeneous version of the problem with $u(x, 0) = u_0(x) - u_T(x)$ has a solution $u_2$ which can be expressed in terms of the complete set of eigenfunctions $e^{-i\lambda_m^3 t}$. Since the $\lambda_m$ are real, each of these eigenfunctions is individually periodic, but each has a different period, and the individual periods are incommensurate (although they satisfy the asymptotic condition $\lambda_m - \lambda_{m-2} \to m \to \infty 2\pi, \lambda_m - \lambda_{m-2} \neq 2\pi$.) It follows that $u_2$ is not a periodic function, and therefore neither is the solution $u = u_1 + u_2$.

Conclusions

In this paper, we have considered boundary value problems posed on a finite interval, for three important linear PDE in one spatial variable. For the second order cases, we have given the
general theory for either Dirichlet or Neumann conditions. For the third order case, we have discussed several general classes of boundary conditions.

The crucial ingredient of our methodology is the idea, borrowed from the unified transform approach, that the spectral representation of the given PDE should be considered in a complex rather than real spectral space. This yields naturally necessary conditions under which the solution may be periodic. The general complex integral representation of the solution of 2-point linear boundary value problem is also used to derive our results for third order problems.

In all the problems considered we have assumed that the given boundary conditions have the same asymptotic period. Then it is natural to assume that the solution, if it is periodic at all, will share the same period as the boundary conditions.

Such assumption is no longer obvious when the boundary conditions have different periods, either commensurate or not. However, we expect that it will be possible to split the solution into parts that have the periodicity of each boundary conditions, and use an approach analogous to the one presented in this paper. The generalisation to such cases is left for future work.
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