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ABSTRACT
Student procrastination and cramming for deadlines are major challenges in online learning environments, with negative educational and well-being side effects. Modeling student activities in continuous time and predicting their next study time are important problems that can help in creating personalized timely interventions to mitigate these challenges. However, previous attempts on dynamic modeling of student procrastination suffer from major issues: they are unable to predict the next activity times, cannot deal with missing activity history, are not personalized, and disregard important course properties, such as assignment deadlines, that are essential in explaining the cramming behavior. To resolve these problems, we introduce a new personalized stimuli-sensitive Hawkes process model (SSHP), by jointly modeling all student-assignment pairs and utilizing their similarities, to predict students’ next activity times even when there are no historical observations. Unlike regular point processes that assume a constant external triggering effect from the environment, we model three dynamic types of external stimuli, according to assignment availabilities, assignment deadlines, and each student’s time management habits. Our experiments on two synthetic datasets and two real-world datasets show a superior performance of future activity prediction, comparing with state-of-the-art models. Moreover, we show that our model achieves a flexible and accurate parameterization of activity intensities in students.
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1 INTRODUCTION
Academic procrastination can be defined as postponing the planned studies, despite being aware of its negative consequences [21]. This behavior is common in students, particularly in online education settings, in which students have to self-regulate their learning and studying [18]. Although there is no formal quantitative definition for procrastination, traces of this behavior can be observed by looking at students’ study behavior, such as cramming the studies as deadlines approach [25]. However, despite the negative side-effects of procrastination on students, such as on their academic performance and psychological well-being [28], dynamic data-driven approaches that can model these indicator behaviors in students are scarce.

Past research has mainly described student procrastination by summarizing student activities into static features [9, 25], which cannot fully represent the dynamics of students’ behavior through time. More recently, sequential models of student behaviors have been used in the study of procrastination behaviors [24, 30]. However, these models fail to capture an important aspect of the cramming behavior: its relation to triggers such as course deadlines and availability of assignments, as in class schedule. Additionally, these models are not personalized and do not model factors related to individual students, such as students’ studying habits into account. Finally, they cannot deal with missing activity data and fail to estimate students’ next study times or predict their behavior in relation to various tasks and assignments. An ideal student activity model should be able to capture students’ response to the major events in the course, be personalized to learn student-specific behaviors, and be able to predict the students’ future activity intensities as a way for early detection of procrastination, even if student sequence data is not completely observed.

Meanwhile, Hawkes processes [13], as a family of Point processes, have shown great potential in dealing with complicated sequential data in most real-world applications, including in the education domain [30]. However, the state-of-the-art Hawkes process models used in the Education domain suffer from the above limitations, for two main reasons. First, external stimuli and their triggering effects are conventionally parameterized as a constant, which results in ignoring factors such as class schedule and personalized student habits. For example, assignment deadline, as a format of external stimuli, may only start to show its triggering
effect when it is approaching. Students’ personal habits (e.g. log-in time and frequency) which is a reflection of their time management skills, also could evolve over time. Secondly, the majority of the Hawkes processes model different sequences independently. As a result, only future activities of the sequences with historical observations can be predicted, whereas the future of unobserved sequences cannot be inferred.

To address the above-mentioned limitations, we propose stimuli-sensitive Hawkes process (SSHP), that models the external course stimulus in addition to the internal activity stimulus, is personalized, and can predict the next activity times towards each assignment for students. In SSHP, we represent activities in each student-assignment pair as a Hawkes process. To tackle the first aforementioned limitation, our model is designed to capture three types of external stimuli as parameterized functions of time: the effect of assignment availability, assignment deadline, and each student’s personal study time and frequency habits. To deal with the second limitation, SSHP jointly models all student-assignment pairs, imposing a low-rank structure between student and assignment parameters in the model. As a result, it can learn a personalized parameterization, even for unobserved sequences, based on the similarities shared between the students as well as the assignments.

Our extensive experiments on two synthetic datasets and two real-world datasets show a significant performance improvement in future activity predictions, compared with the state-of-the-art models, both when a sequence’s data is partially or completely missing. We perform ablation studies on SSHP and show that all aspects of our model, including the external and internal parts, are important in contributing to its superior performance. And finally, we show the meaningful procrastination patterns that are captured by SSHP parameters, using clustering analysis and studying their associations with student performance in the course.

2 RELATED WORK

Procrastination Modeling in Education Domain. As there is no quantitative definition for procrastination behavior, in most of the recent educational data mining literature, procrastination-related behavior has been summarized by curturing time-related features from student interactions in the course. This studies aim to evaluate the relationships between these time-related features with student performance and do not model temporal aspects of procrastination [1, 5, 9, 16]. For example, Asarta et al. examined the students’ log data from an online course use measures such as anti-cramming, pacing, completeness, etc. [3]. However, such methods are static and cannot describe students’ varying behaviors over time. For another example, Park et al. classify students into procrastinators and non-procrastinators by formulating a measure via a mixture model of per-day student activity counts during each week of the course [24]. However, this is not able to model non-homogeneously spaced deadlines in a course.

As none of these models consider the timing of students’ activities, they are not able to predict when the future activities will happen. Sequential data modeling via point process could potentially deal with this limitation, however, it has not been applied to procrastination modeling until recently. To the best of our knowledge, the most related attempt that is comparable to ours has been made in [30], where Yao et al. modeled each student’s activities sequence as a Hawkes process and relates procrastination to the mutual excitation among activity types. This work does not predict student’s unseen activities, rather, a procrastination measure was proposed based on the learned parameters that have shown to be better correlated with students’ grades than conventional delay measures.

Hawkes process and modeling scenarios. Hawkes processes, as a popular family of point processes, model two types of activities: activities that are triggered by external stimuli, and activities that are self-excited by the historical activities. The intensity of these two types of activities is usually parameterized by a base rate function and an excitation function, respectively. To describe the complicated dynamics of real-world activity sequences, different state-of-the-art parameterizations have been proposed. For example, Rizoiu et al. modeled the watching history of a YouTube video as a Hawkes process, and proposed to use the number of shares of a video on YouTube scaled by a constant to represent the base rate [26]. In another example, Bao et al. proposed to use a sinusoidal function to capture the periodical rise-and-fall patterns of user activities on social media [6]. More recently, neural Hawkes models have been proposed to allow higher model capacity for learning arbitrary and nonlinear distributions of the history [11, 20, 29]. For example, Du et al. proposed to use RNN to model the arrival times of a given sequence and characterized the intensity as a function of the embedded hidden cell representations [11]. Even though such neural-based Hawkes models allow for less bias and more flexibility than the traditional parametric models, they do not provide meaningful interpretations of the activity arrival patterns, which could be important to some scenarios such as procrastination analysis in educational settings.

In terms of the applications of sequential data modeling via Hawkes models, the majority of the state-of-the-art Hawkes models treat each individual sequence as an independent input, in other words, no relationship among the sequences is assumed. As a result, sequences without any observed history are usually excluded from the study. To tackle this problem, a few state-of-the-art Hawkes process approaches model all sequences jointly by assuming underlying similarity among the sequences. For example, Du et al. modeled each user-product pair, i.e. the collection of interactions of a user to a product, as a Hawkes process. By assuming the similarity between users and products, their model learns the low rank representation of all Hawkes processes, including those that do not have historical purchasing history [12]. Other similar approaches have also been proposed to measure sequences similarity by using auxiliary features [14, 19, 27]. However, auxiliary information in education domains are usually excluded from the data due to privacy concerns.

3 STIMULI-SENSITIVE HAWKES PROCESS (SSHP)

3.1 Problem Formulation

Consider the case where there are $U$ students and $N$ assignments in a course. We assume that the time when student $u_i$ interacts with assignment $a_j$ depends on two things: (1) the effects of external stimuli (e.g., the deadline of $a_j$ is approaching, therefore student $u_i$
The above conditional p.d.f is one way to characterize a particular function \( f \), and its corresponding cumulative distribution function \( F^*(t) \):

\[
\lambda(t) = \frac{f^*(t)}{1 - F^*(t)} = \frac{f^*(t)}{1 - \int_{s=0}^{t} f^*(s|H_{s+}) \, ds}
\]

3.2 Modeling Student-Assignment Activity Timesteps

Formally, given a student-assignment pair \((u_i, a_j)\), we describe it as the timestamps of all student \( u_i \)'s interactions with assignment \( a_j \), or student-assignment pair \((u_i, a_j)\), as a point process (Sec. 5.2), characterized by a function that captures the effects of both external stimuli and the effects of self-excitement (Sec. 5.3).

All the important notations used in the following section are summarized in Tbl. 1.

3.3 Parameterization of External Stimuli and Self-excitement

As mentioned above, we assume that there are two types of activities in the sequence of a given student-assignment pair, i.e., activities that are excited by the external stimuli, and those are self-excited by the previous activities. The intensities of both types of activities are respectively parameterized by a base rate function and a excitation function, defined as follows:

**Modeling external stimuli.** We parameterize the following 3 types of external stimuli that can trigger student's interactions with the assignment. Firstly, the effect of student habit: we assume that each student interacts with the course based on their own periodical studying schedule. For example, some students habitually log in the course at noon every day, but some prefer to study after midnight. Secondly, the decaying effect of the assignment availability (opening): we assume that students activities can be triggered once the assignment is posted. However, this effect decays over time. For example, once an assignment is posted, students may log in and check the assignment requirements or deadlines, or revisit it later for the detailed descriptions. However, over time, this effect will die out and will be dominated by other stimuli. Finally, the deadline of an assignment: we assume that student activities can be triggered by the deadline, and this effect gets stronger by approaching the deadline and wears off eventually.

Formally, we define the base rate intensity for students at each time \( t \) as a combination of each of the above stimulus as in Equation 3.

\[
\begin{align*}
\nu(t) &= \gamma^d \mu^d(t) + \gamma^o \mu^o(t) + \gamma^h \mu^h(t), \\
\mu^d(t) &= \sin\left(\frac{2\pi}{s} (t + p)\right) + c, \\
\mu^o(t) &= \frac{b^s}{t^s}, \\
\mu^h(t) &= \begin{cases} \\
\frac{1}{\sqrt{2\pi}} \times \frac{1}{\sqrt{d-m-t/s}} \left(\frac{\ln(d-m-t/s)}{a} \right)^{a/2} & \text{if } d - m \leq t/s, \\
0 & \text{if } d - m > t/s.
\end{cases}
\end{align*}
\]

Specifically, Eq. 4 models the activity intensity triggered by students habit as a sinusoidal function. In other word, \( \mu^d(t) \) captures periodicity of length \( s \), that peaks at \( p \). \( c \) can be interpreted as the minimum number of the activities triggered by the student habits, which works as a base of \( \mu^h(t) \). Eq. 5 models the opening effects of the assignment as an exponential function parameterized by \( b \), with a decay speed of \( 1/b \) over time scaled by \( s \). This formulation will result in exponentially less number of activities, as a result of assignment posting, as time passes. Eq. 6 models the effect of deadline via a reversed log-normal function. \( d \) here is the known time of the assignment deadline, \( d - m \) represents the time when the deadline's triggering effect on student activities is over. As a result, \( m \) represents the difference between the end of the deadline's effect and the deadline. If the effect of deadline is over after the actual time of deadline (e.g. late submission), \( m \) would be negative. Otherwise, \( m \geq 0 \).

For simplicity, without causing any confusion, we omit the individual subscripts \( i \) and \( j \) in the rest of this section.
are the weight coefficients that describe the importance of $\mu^h(t)$, $\mu^a(t)$, and $\mu^β(t)$.

**Modeling internal stimuli.** To model the effect of past activities, we adopt the following conventional self-excitation function used in point processes:

$$s(t) = \sum_{x^t < t} a x e^{-\beta(t-x^t)}, \tag{7}$$

The above excitation function characterizes the effect of each historical event $x^t$ to current time $t$, as a decaying function of the time difference between $t$ and $x^t$, with the decaying speed of $1/\beta$. Therefore, the more recent a historical event is, the more effect it has in terms of self-excitation. $a$ can be shown to be the branching ratio under this definition, i.e., the expected number of activities that are triggered by a given activity. Thus it is called self-exciting coefficient.

**Intensity function.** Finally, our intensity function for one student-assignment pair can be defined as follows:

$$\lambda(t) = \mu(t) + s(t) \tag{8}$$

$$\lambda(t) = \gamma^h \left( \sin \left( \frac{2\pi}{s} (t + p) \right) + c \right) + \gamma^a b^{t/s}$$

$$+ \gamma^b \left( \frac{1}{\sqrt{2\pi}} \frac{e^{n(k-d-m+t/s)2}}{u(x^t)} \right) + \sum_{x^t < t} a x e^{-\beta(t-x^t)}.$$  

As we can see, the intensity is the combination of base rate function $\mu(t)$ that models external stimuli, and the excitation function $s(t)$ that models the self-excitement. The proposed intensity function falls in the category of a popular family of point process, i.e. Hawkes processes, which conventionally model the effect of all external stimuli as a constant. As our proposed model parameterizes the effects of different external stimuli in educational settings as functions of time, we call our model Stimuli-Sensitive Hawkes process model (SSHP).

**Matrix representation for all student-assignment pairs.** Equation 8 above represents the intensity function for activities of one student on one assignment. To model all student activities on all assignments, one can model them as separate sequences and learn the parameters for each sequence independently. However, this kind of model will result in two limitations. Firstly, no parameters can be learned for student-assignment sequences that are completely unobserved, and thus, student activities in such sequences cannot be predicted. For example, consider a student, who has not started working on a future assignment by the end of the observation window, or a student, who skips an assignment for now and plans to come back to it later. Excluding these sequences from the study largely limits the capacity of the model in our application. Secondly, the parameters of the model that are not assignment-related, such as student habit parameters, are going to be learned independently for each sequence. As a result, they will lose meaning. A common approach to deal with these limitations is to extend the data collection window, which could be costly and inefficient. Another solution could be using the learned parameters from the observed sequences and applying them to the sequences that do not have observations. However, such an approach cannot provide personalized inferences, thus is not ideal.

To deal with these problems, while learning personalized parameters for students, we assume similarity between the learned parameters for all student-assignment pairs. Particularly, we represent the relationship between students and assignments as a student-assignment matrix, where a row is a student and each column represents an assignment from the course. We represent the student-assignment related parameters of the model in such a matrix format, model the student-related parameters of the model in a vector format (so that they are shared between all assignments for a student), and share some generic parameters of the model between all students. As a result, for example, the intensity function of student-assignment pair $(u_i, a_j)$ can be defined as the parameters corresponding to the $j$-th cell in row $i$ from the parameter matrices. More specifically, the parameters are set to follow the following three structures:

(1) **Scalars**: following the convention of Hawkes processes, we set global decay coefficient $\beta$ to be shared among all sequences. We also set $s$ to be a global scalar, so that time $t$ is scaled to the same unit across all student-assignment pairs.

(2) **Vector sets $\phi$**: we let $c = (c_1, ..., c_U)$, $p = (p_1, ..., p_U)$, $b = (b_1, ..., b_U)$ and $v = (v_1, ..., v_U)$ to be vectors, assuming a student’s habit is unchanged across the assignments (i.e. $c$ and $p$). Similarly, their sensitivity to the effect of assignment openings (i.e. $b$). Furthermore, how fast their activities becoming intense once the deadline started affecting them (i.e. $v$) is also set to be shared among assignments.

(3) **Low-rank matrices $\Theta$**: For each of the rest of the parameters, we consider a matrix format and assume similarity among student-assignment pairs, i.e. a low rank structure on the matrix format.

### 3.4 Objective Function

**Maximum likelihood estimation on one sequence.** Given a student-assignment pair $(u_i, a_j)$’s historical activities $X_{ij} = \{x^t_{ij} | \tau = 1, ..., K_{ij}\}$ over the time period $[0, T]$, and a parameter set $\theta = (a, \beta, s, p, c, b, v, m, \gamma^h, \gamma^a, \gamma^b)$, the likelihood $L$ is the joint probability of observing all historical events till time $T$, which has the following form [10]:

$$L(X; \theta) = \prod_{\tau=1}^{K} f^*(x^\tau) = \prod_{\tau=1}^{K} \lambda(x^\tau) \cdot e^{-\int_0^T \lambda(u) d(u)} \tag{9}$$

where $f^*(t)$ and $\lambda(t)$ are respectively the p.d.f defined in Eq. 1 and the intensity function in Eq. 8. Directly taking the log of the above equation to obtain the log-likelihood entails $O(K^2)$ complexity due to the double summations - i.e. the summation in Eq. 8 combined with the summation term introduced by the log of the product from Eq. 9. To achieve a more feasible complexity of $O(K)$, we use the recursive function $R(\cdot)$ defined as follows:

$$R(\tau) = \begin{cases} \left(1 + R(\tau - 1)\right) e^{-\beta\left(x^\tau - x^{\tau-1}\right)} & \text{if } \tau > 1, \\ 0 & \text{if } \tau = 1. \end{cases} \tag{10}$$
As a result, the final explicit form of log-likelihood $l(\theta)$ can be shown as below:

$$l(X; \theta) = \log L(\theta) = \sum_{t=1}^{K} \log(\lambda(x^t)) - \int_{0}^{\xi} \lambda(u)du \quad (11)$$

$$= \sum_{t} \log(y^d \mu^d(x^t) + y^p \mu^p(x^t) + y^b \mu^b(x^t)$$

$$+ \alpha \beta R(t)) - y^d U^{ds}(x^K) - y^p U^{os}(x^K) - y^b U^{bs}(x^K)$$

$$+ \alpha \sum_{t} \left(e^{-\beta(x^K-x^t)} - 1\right).$$

$U^{ds}(\cdot), U^{os}(\cdot), U^{bs}(\cdot)$ is respectively the cumulative intensity of $\mu^d, \mu^p$ and $\mu^b$ introduced due to the integral in Eq. 9, which can be obtained as below:

$$U^{h_b}(x^t) = \int_{0}^{x^t} \mu^h(u)du$$

$$= 1/(\pi) \int\left(-24s \cos(\pi x^t + \pi ps/24s) + 24s \cos(\pi p/24 + \pi cx^t)\right)$$

$$U^{os}(x^t) = \int_{0}^{x^t} \mu^p(u)du = s(\ln s/\ln b - 1)$$

$$U^{ds}(x^t) = \int_{0}^{x^t} \mu^d(u)du = -\frac{1}{2} \left(1 + \text{erf}\left(\frac{\ln(s - id - m)}{\sqrt{\delta}}\right) - \text{erf}\left(\frac{\ln(d - m)}{\sqrt{\delta}}\right)\right)$$

where $\text{erf}(x) = 2/\sqrt{\pi} \int_{0}^{x} e^{-t^2} dt$ is the Gauss error function.

Matrix representation of all sequences. Thus far, one could model a single student-assignment pair via SSHP based on its historical observations by maximizing the log-likelihood function defined in Eq. 11. However, as mentioned in the previous section, we represent some of the parameters ($\theta$) in a matrix format for all student-assignment pairs and assume similarity among them, i.e. a low rank structure on the matrix. Specifically, we denote the set of the vector parameters as $\phi = \{c, p, b, v\}$, and the set of the matrix parameters as $\Theta = (A, M, \Gamma^h, \Gamma^o, \Gamma^d)$ and impose a low-rank structure on all $\Theta$ in our objective function. By using trace norm as a surrogate for low-rank structure, we constrain the trace-norm of $A = (a_{ij})_{i \times N}, M = (m_{ij})_{i \times N}, \Gamma^h = (h_{ij})_{i \times N}, \Gamma^o = (o_{ij})_{i \times N},$ and $\Gamma^d = (d_{ij})_{i \times N}$ to be small.

Loss for all sequences. Finally, we can formulate the objective function as follows, based on the collection of observed sequences $O = \{X_{ij}, \ s.t. \ |X_{ij}| > 0\}$:

$$\min_{\theta, \phi} L = -\frac{1}{|O|} \sum_{X_{ij} \in O} l(X_{ij}; \Theta_{ij}, \phi_i)$$

$s.t. \ A \geq 0, \Gamma^d \geq 0, \Gamma^o \geq 0, \Gamma^h \geq 0, c \geq 1, v > 0.1 > b > 0$$

$$tr(\theta_d) \leq k_\theta, \ s.t. \ \theta_u \in \Theta_{ij}.$$

The main objective is the negative log-likelihood of observing all sequences with events, while the non-negative constraint on $A$ is introduced to fit the definition of Hawkes that the sequences are self-exciting. All coefficients of the 3 types of external stimuli are also set to be non-negative. $c$ is constrained to be greater than or equal to 1 to make sure the non-negative effect of student habit with the use of sinusoidal function, and each $v$ element is the shape parameter in the reversed log-normal function thus needs to be positive. Each cell of $b$ is set to be constrained between 0 and 1 to meet the assumption that the effect of assignment opening is decaying but not increasing or unchanged. We also constrain each parameter $\theta_u$’s trace norm in the matrix format to be small, which is equivalent to constraining the rank of $\theta_u$ to be less than or equal to $k_\theta.$

### 3.5 Parameter Inference

We adopt Accelerated Gradient Method (AGM) [22] framework for the inference of parameters. Our choice is for having a faster convergence rate, especially when we have both non-smooth trace norm and non-negativity in the constraints. The key subroutines of AGM in our model can be summarized as follows. For a matrix format parameter $\theta_u \in \Theta$, the objective is to compute the proximal operator:

$$\theta_u^* = \arg \min_{\theta_u} M_{\gamma, \theta_u^s}(\theta_u)$$

$$= \arg \min_{\theta_u} \gamma \frac{1}{2} \|\theta_u - \theta_u^s - \nabla \theta_u L\|_2^2.$$

$\gamma$ is the step size, $\theta_u^s$ is used to denote the current search point of $\theta_u$, and $\nabla \theta_u L$ is the gradient of loss $L$ w.r.t $\theta_u$. $P_{\phi_u}(\cdot)$ is a projection function to make sure the parameter value at each step is properly constrained. More specifically, $P_{\phi_u}(\cdot)$ for all $\phi_u \in \Theta$ is set to be $(\text{TraceProj})_\phi$ where the inner $\text{TraceProj}$ is a trace projection [7] and the outer $(\cdot)_\phi$ projects negative values to 0. Similarly, the key subroutine for the inference of $\phi_u$ is shown as follows:

$$\phi_u^* = \arg \min_{\phi_u} P_{\phi_u}(\cdot)$$

4 EXPERIMENT SETUP AND BASELINES

In this section, we first introduce the state-of-the-art approaches that we used as baselines in Sec. 4.1. An introduction of both synthetic and real-world datasets is given in Sec. 4.2. Finally, the experiment setup including train-test splitting and hyperparameters tuning is presented in Sec. 4.3.

#### 4.1 Baseline Approaches

In this work, we compare the proposed SSHP to the following 7 baselines considering different aspects, i.e., model parameterization, modeling strategy (if can generate personalized predictions for unobserved sequences), and application scenarios.

**Poisson [17]**: We use the Poisson process model as the simplest baseline, where the intensity function is characterized by the event arrival rate.

**HRPF [15]**: The state-of-the-art Poisson factorization model proposed by Hosseini et al. (among the proposed models in the paper, this is the version that does not require user-network as auxiliary
features). All sequences are modeled jointly, therefore, unobserved sequences can be predicted as well.

**RMTPP [11]:** A state-of-the-art Neural Hawkes model that uses RNN to model the dependencies between past and future events in a sequence. The intensity function of this Hawkes model is defined based on the hidden states. All sequences are assumed to be independent.

**ERPP [29]:** Another state-of-the-art Neural Hawkes model, which models auxiliary features as time series. These time series and the event sequences are modeled by two separate LSTMs. Similar to RMTPP, all sequences are modeled independently.

**DHPF [15]:** A variation of HRPP, where an excitation parameter is used to capture the self-excitement in the sequences. However, the excitation is represented as a hyperparameter that is shared among all sequences.

**HPLR [12]:** The state-of-the-art user-item recommendation model using Hawkes processes. This model can be seen as an improvement of DHPF, in which the excitation parameter can be learned for all sequences.

**EdMPH [30]:** The most recent approach that studies student procrastination using Hawkes processes. All activities of a student during the course are modeled in a sequence, independent from other sequences.

A summary of the baselines is presented in Table 2.

---

**Algorithm 1: Algorithm for parameter inference of SSHP**

**Input:** $\eta > 1$, step size $\gamma_0$, MaxIter

1. initialization: $\theta_{u,0} = \theta_0$ for $\theta_u \in \Theta$, $\phi_{u,0} = \phi_0$ for $\phi_u \in \phi$; $a_0 = 0$; $\alpha_1 = 1$.

2. for $i = 1$ to MaxIter do

3. $a_i = \frac{a_{i-1}}{a_i}$;

4. update $\theta_{u,i} = \theta_{u,i-1} + a_i (\theta_{u,i-1} - \theta_{u,i-1})$ for all $\theta_u \in \Theta$;

5. update $\phi_{u,i} = \phi_{u,i-1} + a_i (\phi_{u,i-1} - \phi_{u,i-1})$ for all $\phi_u \in \phi$.

6. While True do

7. compute $\alpha_i = P_{\theta_u} \left( \frac{\Theta_{u,i-1} - \nabla L(u)}{\gamma_1} \right)$ for all $\theta_u \in \Theta$;

8. compute $\phi_i = P_{\phi_u} \left( \frac{\phi_{u,i-1} - \nabla L(u)}{\gamma_1} \right)$ for all $\phi_u \in \phi$;

9. if $L(x: \Theta; \phi_i) \leq L(x: \Theta^*, \phi^*) + \sum_{i=0}^{\infty} (\alpha_0) \left( \frac{\Theta_{u,i-1} - \nabla L(u)}{\gamma_1} \right) + a_i/\rho \left( \Theta_{u,i-1} - \nabla L(u) \right)^2$ then

10. break;

11. else

12. $y_i = y_{i-1} \times \eta$;

13. end

14. $\theta_{u,i+1} = \theta^*$ for all $\theta_u \in \Theta$;

15. $\phi_{u,i+1} = \phi^*$ for all $\phi_u \in \phi$;

16. if stopping criterion satisfied then

17. break;

18. else

19. $\alpha_i = 1 + \sqrt{\frac{a_{i-1} \alpha_{i-1}}{2}}$;

20. end

end

**Output:** $\theta_u = \theta_{u,i+1}$ for all $\theta_u \in \Theta$, $\phi_u = \phi_{u,i+1}$ for all $\phi_u \in \phi$.

---

**Table 2: A summary of baseline approach and the proposed SSHP**

| Model       | Self-exciting | Non-constant | Infer completely | Application in Education |
|-------------|---------------|--------------|------------------|--------------------------|
| Poisson     | ✓             | ✓            | ✓                | ✓                        |
| HRPP        | ✓             | ✓            | ✓                | ✓                        |
| RMTPP       | ✓             | ✓            | ✓                | ✓                        |
| ERPP        | ✓             | ✓            | ✓                | ✓                        |
| DHPF        | ✓             | ✓            | ✓                | ✓                        |
| HPLR        | ✓             | ✓            | ✓                | ✓                        |
| EdMPH       | ✓             | ✓            | ✓                | ✓                        |
| SSHP        | ✓             | ✓            | ✓                | ✓                        |

**4.2 Datasets**

**Synthetic Data.** Presuming 500 students and 20 assignments, we created 10k $(500 \times 20)$ simulated student-assignment pairs, and sampled $\sim 100$ events for each pair using the Ogata thinning algorithm [23], which is the most commonly used sampling method in the related literature. Specifically, we used the intensity function defined in Eq. 8 and sampled each of its parameters from normal distributions, where $\alpha \sim N(0, 0.1)$, $\beta \sim N(0, 0.1)$, $\tau^d \sim N(15, 3)$, $\tau^o \sim N(5, 3)$, $\tau^h \sim N(0.5, 0.1)$, $\nu \sim N(20, 10)$, $b \sim N(0.5, 0.3)$, $p \sim N(6, 4)$, and $e \sim N(1, 2.0)$. We empirically set these distributions to approximate the intensity patterns observed in real data. For visualization, Fig. 1 shows a sequence generated by open library tick [4], in which all the parameters are set to be the means. The solid blue line shows the sequence intensity, where each blue dot represents a sampled activity, the dashed orange line is the base rate, and the synthetic deadline is 80, shown as the vertical red line. To simulate the real-world scenarios, in which only some of the data sequences can be observed, we created two datasets, randomly masking 10% (named as Syn-10 data) and 90% (named as Syn-90 data) of the sequences to be unobserved. In other words, 10% of the sequences from Syn-10 dataset, and 90% of the sequences from Syn-90 dataset are unobserved.

**Computer Science Course on Canvas Network (CANVAS).** This real-world dataset is from the Canvas Network online platform [8] that hosts various open courses in different academic disciplines. The computer science course we use happens during 6 weeks. In each week, a graded assignment-style quiz is published in the course resulting in 6 graded course assignments. From this dataset, we obtain $\sim 729k$ timestamps of 384 student-assignment pairs. Activities include submission activities, module learning (reading, watching videos, etc.) activities, and discussions.

---

**Figure 1: Activity intensity of a sampled student-assignment pair.**

![Activity intensity of a sampled student-assignment pair](image-url)
Big Data in Education on Coursera (MORF) Our second real-world dataset is collected from an 8-week "Big Data in Education" course on the Coursera platform. The dataset is available through the MOOC Replication Framework (MORF) [2]. In total, we extract ~ 52K activities from 246 students-assignment pairs, that contain quiz and assignment activities, watching lecture videos, and discussion-related activities.

4.3 Experiment Setup
We test our method in two scenarios according to our application: 1) when the historical observations are available, we want to predict what will happen in the future based on the history, and 2) when world dataset is collected from an 8-week "Big Data in Education" (i.e. Poisson, RMTPP, ERPP, and EdMPH), we report the root mean
1) when the historical observations are available, we want to predict
1.33 & 0.1 & 1.33 & 0.09 & 0.03 & 2.64 & 1.65 & 1.08 & 0.16
1.23 & 0.12 & 1.39 & 0.16 & 0.13 & 2.66 & 2 & 1.54 & 0.13
1.34 & 0.10 & 1.35 & 0.09 & 0.06 & 2.39 & 1.80 & 1.14 & 0.18
1.31 & 0.12 & 1.36 & 0.16 & 0.12 & 2.81 & 1.97 & 1.51 & 0.17

Table 3: RMSE of parameters learned by proposed model SSHP in synthetic datasets.

To provide a visual representation of these results, Fig. 2 shows the sampled intensity of a real sequence in Syn-90 dataset and the predicted intensity that is sampled based on the predicted parameters. This figure demonstrates the model’s ability in accurately capturing the dynamics of the sequence.

5.2 Predicting Future Event Arrival Times
Predicting the arrival times of future events for a given sequence, is the most commonly used evaluation method in the related literature. More formally, for a student-assignment pair, the arrival time of future z-th event after observation window, denoted as $x_z$, can be
computed as the expectation of the sequence intensity w.r.t to time $t$. However, since time is continuous and the intensity functions of Hawkes processes are usually complicated, the analytic form of this expectation is hard to obtain.

Alternatively, in this work, we adopt another popular approach to predict future event arrival times. We first use Ogatha thinning algorithm to sample inter-arrival times $\Delta t_z$, which is the time difference between $z$-th and $(z-1)$-th events. Then, we compute the predicted time of $z$-th event $\hat{x}_z = \hat{x}_{z-1} + \frac{1}{N_i} \sum_{i=1}^{N_i} \Delta t_{i,z}$, where $N_i$ is the trail number for the sampling and $\Delta t_{i,z}$ is the sampled inter-arrival time at the $i$-th trail. The intuition is that inter-arrival times are sampled $N_i$ times, then the sample mean of all $N_i$ trails is used as the approximation of the actual inter-arrival time. In this way, we can recursively sample the arrival times for future events from the last historical observation and the learned intensity function.

In this work, we evaluate the model performances in predicting the next 10 future activities after the observation window is ended, using RMSE between the actual and predicted times as our measure. As the number of future activities grows, the task of predicting their arrival times becomes more challenging.

**Performance on synthetic datasets.** In this section, we present the experiment results for SSHP and baseline approaches on synthetic datasets. Fig. 3 shows the model performances in partially missing test set in both Syn-10 and Syn-90, while Fig. 4 shows the performances in the completely missing test set. The x-axis represents the future events’ indices. For example, $x = 2$ represents the second event in the future after the end of the observation period $T$. The y-axis is RMSE of time predictions in the log-scale, for a clearer separation between the models in the figures. Some baselines, such as ERPP and RMTPP, are missing from the lower plots since they cannot predict unobserved sequences (student-assignment sequences in completely missing test set). We can see that SSHP clearly achieves the smallest RMSE of time predictions comparing to the baseline approaches in all settings. Even though neural models ERPP and RMTPP start to show better performances in later event predictions, they are not able to predict unobserved sequences (i.e. completely missing test set). As expected, since recovering completely unobserved sequences is more challenging, SSHP’s performance on the partially missing test set is better than its performance in the completely missing test set set.

**Performance on real-world datasets.** Next, we evaluate each model’s performance using the two real-world datasets. It is worth mentioning that the observed history in MORF is the shortest among all datasets, having an average of less than ~ 26 observations per sequence, and ~ 18 observations for training. For this reason, the prediction window is set to be 8 in MORF instead of 10 to achieve meaningful evaluation. The evaluation in partially missing test set and completely missing test set is respectively presented in Fig. 5 and Fig. 6. As it is shown in the figures the proposed SSHP model outperforms the baseline approaches, especially by a big margin in Canvas’s completely missing test set. This is consistent with the synthetic dataset results. In contrast, the performances of neural models ERPP and RMTPP are not as promising as they are in the synthetic datasets, especially in MORF. One possible explanation is that the short training sequences in MORF restrict the ability of neural based models.

Another observation is that for higher indexed events in MORF’s completely missing set and for lower indexed events in Canvas’s partially missing test set, we observe overlapped confidence intervals between HPLR and SSHP, suggesting a less significant difference between two models’ performances. However, as the large confidence interval in HPLR suggests, its results are not robust and vary too much in the experiments. A potential explanation for the good predictions in HPLR is that for some student-assignment pairs the activity dynamics are rather invariant and a constant base rate, as in HPLR, is sufficient to capture them.

In conclusion, SSHP has shown to have superior time prediction performance in both synthetic and real-world datasets comparing with baseline approaches, especially on the challenging task of predicting the future for the completely missing test set.

### 5.3 Ablation Study

To verify each component’s importance in the intensity function, we compare SSHP to its variations SSHP-s, SSHP-o, SSHP-h and SSHP-d, which respectively represents the model achieved by taking out the following components: self-excitement $s(t)$, effect of assignment opening $\mu^o(t)$, effect of student habit $\mu^h(t)$ and effect of deadline $\mu^d(t)$.

Fig. 7 and Fig. 8 show the performance of these models in comparison with each other and with SSHP in respectively partially and completely missing test set.
In general, SSHP achieves lower time prediction errors in both real-world datasets, indicating the importance of each individual component. Furthermore, in the partially missing test set as shown in Fig. 7, while the improvement of modeling self-excitement is only marginal comparing with SSHP in CANVAS (left figure), self-excitement is shown to be a major factor in MORF (right figure), as SSHP-\(s\) has higher prediction errors in MORF than other variations.

Additionally, as shown in Fig. 8, we can see the differences between SSHP and its variations are much more distinct in the completely missing test set (i.e. when the history is unobserved). More specifically, in CANVAS dataset (left figure), we see that SHPP-\(d\)’s error is the highest among all models. This shows strong evidence of the deadlines’ effect on student activities in CANVAS, which also suggests the importance of modeling \(\mu^d(t)\). On the other hand in MORF, when comparing SSHP and SSHP-\(h\) (right figure), we can see that the effect of student habit is not presented at the beginning of the sequence, as the error is lower when this stimulus is not included. However, the importance of including student habits in the model is significant after the second event. Another interesting observation is the higher confidence interval presented in SSHP-\(o\).

One explanation is that some students are more sensitive to assignment opening compared to the others, therefore excluding \(\mu^o(t)\) from the equation can cause a higher error to some sequences but not the others. The difference that is observed in the components’ importance in the two datasets can come from the different nature of the two educational systems and the presented courses. For example, one expects the effect of the deadline to be more prevalent in courses with a high late-submission penalty, compared to the ones with a more flexible scheme.

To conclude, despite the different characteristics that have been unveiled in the two datasets, we can see that all three external stimuli and the self-excitement components are important in modeling student activities.

6 PROcrastination Pattern DISCOVERY

In Section 3, we have described the intuition behind SSHP’s parameterization. In this section, we analyze these parameters to demonstrate their interpretation and their association with student performance patterns.

6.1 Cluster Analysis

First, we investigate if the learned parameters can describe students’ behaviors in assignments in a meaningful way that shows their cramming and procrastination behaviors. To do so, we cluster all student-assignment pairs via K-Means clustering algorithm, representing each of student-assignment item as its learned parameters: \((u_j, a_j) = (\alpha_{ij}, m_{ij}, y_{ij}^d, y_{ij}^o, v_i, b_i, p_i, c_i)\).

To find the optimal number of clusters, we use the elbow method on clustering loss. In both CANVAS and MORF datasets, the achieved optimal cluster number is 3, which means that 3 student-assignment interaction patterns are uncovered in both datasets. Figures 9 and 10 show the parameter values for cluster centers in CANVAS and MORF datasets, respectively. For a clearer presentation, \(m\) is scaled down by 24 (time unit changes from hours to days) and \(a\) and \(b\) are...
scaled up by 10 in the figures respectively. Error bars show the 95% confidence interval within each cluster.

Figure 9: Clusters of student learning dynamics characterized by SSHP in CANVAS.

Specifically, by comparing CANVAS 3 (cluster 3 in CANVAS dataset) with clusters 1 and 2 in CANVAS, we can see that the interactions between students and assignments in CANVAS 3 are shown to be less sensitive to the deadline until much later, when it is too close to the deadline (smaller \( \alpha \) and larger \( \gamma^d \)). Also, negative \( m \) in CANVAS 3 indicates late submissions or other assignment-related activities, after the deadline. Not only that, but the burstiness of the events in this cluster is also shown to be higher than other clusters (larger \( a \)). One possible explanation is that the students in this cluster procrastinated on the assignments in it and only started to work on them much later than they should have, which explains the bursty and intense activities close to the deadline. Furthermore, we can see that the effect of assignment opening or availability wears off much faster in CANVAS 3 (smaller \( b \)), meaning that the period of time that this cluster is affected by assignment opening is shorter. This suggests that overall, this cluster is less sensitive to the assignment opening. When it comes to student habit, we see that the peak of periodicity shows up at a later time (large \( p \)), indicating that the students in CANVAS 3 interact with the course usually later during the day, comparing with CANVAS 2 and 1. On the other hand, even though the differences are shown to be smaller when comparing CANVAS 1 and CANVAS 2 clusters, many of them are significant. Particularly, the results clearly show that CANVAS 2 is more sensitive to the deadline in the sense that assignment-related activities are finished much earlier (larger positive \( m \) and \( \gamma^d \)). Their base activities triggered by student habits are also shown to be more intense (higher \( c \)) even though their peak time is usually later during the day (larger \( p \)). So to conclude, learning pattern in CANVAS 3 suggests procrastinating-like behaviors, with less sensitivity to the deadline and the assignment opening, as well as more bursty and intense behaviors. On the other hand, learning patterns in CANVAS 2 suggests an “early birds” type of learning behavior, in which assignment-related activities are finished earlier by around 4 days. Also, they tend to be more sensitive to the opening of assignment, with less bursty behaviors, which can be interpreted as an opposite behavior of procrastination.

Similarly in MORF (Figure 10), different characteristics are uncovered by the discovered clusters. We can see that the effect of the deadline starts late and ends late (smaller \( \alpha \) and smaller negative \( m \)) for MORF 1 and 3. Also, student activities on assignments in MORF 1 and 3 are more bursty (larger \( a \)). On the other hand, MORF 2 is more sensitive to the effect of assignment opening for a longer period of time (larger \( b \)), and student habits also seem to have a stronger effect on MORF 2, suggested by larger \( c \) and \( \gamma^h \). Overall, we can conclude that MORF 2 activity patterns represent the “early birds” type and MORF 1 activity patterns show the most procrastination-like behaviors among the 3 clusters.

By comparing the clusters where procrastination-like behaviors are suggested between the two datasets, we can see that the parameters show different strategies in them. Specifically, in MORF 1, less bursty and more delayed submissions are observed (smaller negative \( m \) and smaller \( \alpha \)) than in CANVAS 3, which can be an indication of procrastination. Another potential explanation for this difference can be the different nature of the courses as we mentioned in the section of ablation study, where the penalty of late submissions can be stronger in CANVAS than in MORF.

6.2 Association with Grades

To show the association between student activity patterns on assignments and their performance in them, we check the student grades on assignments in each cluster. The results are presented
as box plots shown in Fig. 11. As we can see, median grades in CANVAS 3 and MORF 1 are visibly smaller than other clusters in their datasets. But also, the distribution of grades in each two clusters are different. To see if the differences of grade distributions between clusters are significant, for each of the datasets, we conduct a Kruskal-Wallis test on the grades between any two clusters discovered by SSHP. We find out that all the p-values are significantly smaller than 0.05, suggesting significant differences in the grade distribution between all clusters. Combining these observations with the conclusions from Figures 9 and 10, we see that clusters that show procrastination behaviors with less sensitivity to the deadlines and assignment openings (CANVAS 3 and MORF 1) also are shown to have significantly lower grades. We can conclude that clusters with more procrastination-like behaviors are associated with lower grades in both datasets. This demonstrates that SSHP can capture underlying student activity patterns with meaningful parameters that can be used as good indicators of procrastination behaviors and student performances.

7 CONCLUSION

In this work, we proposed a novel stimuli-sensitive Hawks process model (SSHP) to represent student’s cramming and procrastination behaviors in online courses, according to their activities. Our model captures three types of external stimuli in addition to the internal stimuli between activities, i.e., the effect of assignment deadline, assignment availability, and student’s personal habits. SSHP models all student-assignment pairs jointly, which enables the model to generate personalized predictions for both partially missing and completely missing activity sequences. Our experiments on both synthetic and real-world datasets demonstrated SSHP’s superior performance comparing to the state-of-the-art baseline approaches, especially in the more challenging task of future time prediction for time sequences where the history is completely missing. Our ablation studies on SSHP showed that each component of our model is necessary for achieving its superior performance. Finally, we demonstrated that not only SSHP excels at future time predictions, but also its model parameterization provides meaningful interpretations and insights into the association between students’ procrastination patterns and their grades. Particularly, we discovered 3 clusters of behaviors on assignments: one with stronger procrastinating behaviors, with less sensitivity to the deadline and the assignment opening, as well as more bursty and intense behaviors; another one with “early birds” type of learning behaviors, with more sensitivity to deadlines and less bursty behaviors; and a third one in between the two. We showed that grade distributions in these clusters have meaningful differences, with the lowest grades associated with procrastination-like behaviors.
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