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1 Introduction

Arising as the leading saddle point for the gravitational Euclidean path integral with a positive cosmological constant, the sphere plays a dominant role in the study of quantum gravity in de Sitter space [1–12]. From the static patch point of view, quadratic fluctuations around the sphere saddle contribute to the 1-loop corrections to the Gibbons-Hawking de Sitter horizon entropy. Recently, envisioning a 1-loop test for microscopic models for de Sitter horizon, the authors in [11] derived an integral formula for 1-loop sphere path integrals in terms of Harish-Chandra characters for the de Sitter group.

For example, the character formula for a scalar field with generic mass $m^2$ on $S^4$ (with radius set to 1) is [11]

$$\log Z_{PI} = \int_0^\infty dt \frac{1 + e^{-t}}{2t(1 - e^{-t})} \chi_{\Delta}(t), \quad (1.1)$$

where

$$\chi_{\Delta}(t) = \frac{e^{-\Delta t} + e^{-\bar{\Delta} t}}{(1 - e^{-t})^3} \quad (1.2)$$

is the Harish-Chandra character of the isometry group $SO(1, 4)$ of $dS_4$. The scaling dimension $\Delta$ is related to the mass $m^2$ through $m^2 = (\Delta - 2)(\bar{\Delta} - 2)$ and $\bar{\Delta} = 3 - \Delta$. As explained in [11], $\chi(t)$ captures massive scalar quasinormal modes in a de Sitter static patch. With the formula (1.1) we can compute exact 1-loop contribution by a massive scalar to de Sitter horizon entropy.

The present work goes back to the starting point of the derivation of the character formula, that is, the 1-loop sphere path integral itself

$$Z_{PI} = \int D\phi e^{-S[\phi]} \quad (1.3)$$

where $S[\phi]$ is the quadratic action of the field $\phi$. Typically, such an object is expressed in terms of functional determinants of kinetic operators. A massive real scalar has

$$Z_{PI} = \det \left(-\nabla^2 + m^2\right)^{-1/2} \quad (1.4)$$

which can be massaged into the formula (1.1) as shown in [11]. However, the computation becomes more subtle and intricate for fields with spin $s \geq 1$. For instance, it took decades...
of work [1–10, 12] before the correct generalization of (1.4) was obtained for a massless spin-2 field on $\mathbb{R}^4$.

To generalize the formula (1.1) for wider classes of field contents, one must first obtain their correct functional determinant expressions. This is the main motivation for this work. In this paper we perform detailed derivations starting from manifestly local covariant path integrals on $S^{d+1}$. Our goals are twofold: 1. address subtleties of 1-loop sphere path integrals and clarify previous computations; 2. generalize all known results to any massive, shift-symmetric and (partially) massless totally symmetric tensor fields of arbitrary spin $s \geq 0$ in any dimensions $d \geq 2$.

As an illustration, starting from (1.3) with the free massless spin-$s$ Fronsdal action, a lengthy derivation in section 4 leads to the following expression (equation (4.88)) for massless higher-spin theories

$$Z_{\text{HS}}^{\text{PI}} = i^{-P} \frac{\gamma^\text{dim} G}{\text{Vol}(G)_{\text{can}}} \prod_s \left( \frac{\det'_{-1} \left| -\nabla^2_{(s)} - \lambda_{s-1,s-1} \right|^{1/2}}{\det'_{-1} \left| -\nabla^2_{(s)} - \lambda_{s-2,s} \right|^{1/2}} \right)$$

Here we highlight a few features of this expression:

- In the ratio of ghost and physical functional determinants, $-\nabla^2_{(s)}$ is the spin-$s$ symmetric transverse traceless (STT) Laplacians on $S^{d+1}$ and $\lambda_{n,s}$ are its eigenvalues. Their relevant properties are summarized in appendix B. The prime denotes omission of zero modes of the Laplace operators. The subscript -1 is related to the contribution from longitudinal modes, which was obtained in [11] by demanding the absence of logarithmic divergence for odd $d+1$. Here we obtain these by a direct path integral computation.

- The second factor is associated with the group $G$ of trivial gauge transformations. $\gamma$ is related to the coupling constant of the theory, while $\text{Vol}(G)_{\text{can}}$ is what was called canonical group volume in [11]. It was emphasized in [13] that the inclusion of this factor was crucial for consistency with locality and unitarity. The peculiar factor $\prod_s \left( \frac{\det'_{-1} \left| -\nabla^2_{(s)} - \lambda_{s-1,s-1} \right|^{1/2}}{\det'_{-1} \left| -\nabla^2_{(s)} - \lambda_{s-2,s} \right|^{1/2}} \right)$ arises when we relate the metric on the space of trivial gauge transformations induced by the path integral measure to the canonical metric to be defined precisely below.

- The phase factor $i^{-P}$ is present only for fields with spin $s \geq 2$, whose origin is the negative conformal modes that render the Euclidean path integral divergent. The standard prescription [14] is to Wick rotate the problematic conformal modes in field space so that the integrals converge. Polchinski later [12] found that on $S^{d+1}$ this procedure led to a finite number of $i$ factors (with $P = d + 3$ in that case) that could leave the Euclidean path integral positive, negative or imaginary depending on the dimensions.
Analogous expressions are derived for any massive (equation (5.19)), shift-symmetric (equation (6.22)) and partially massless (equation (7.11)) totally symmetric tensor fields of arbitrary spin \( s \geq 0 \) in any dimensions \( d \geq 2 \). With these precise expressions one could then derive a formula analogous to (1.1) for more general representations. As for most quantities in quantum field theory, objects such as (1.5) are UV-divergent. The recipe for exactly evaluating these formal expressions and their UV divergences were discussed in [11].

Finally, although this work is primarily motivated by the study of de Sitter thermodynamics, sphere partition functions are of interest in a broad range of contexts such as string theory, Chern-Simons theory, supersymmetry, AdS/CFT correspondence, conformal field theory, as well as entanglement entropy in quantum field theories. We anticipate that the 1-loop results contained in this paper will be relevant in these contexts as well.

**Plan of the paper.** We first review the computations for massless spin-1 and spin-2 fields in sections 2 and 3. We then turn to our complete derivation for massless fields of arbitrary integer spins in section 4. In section 5, we study fields with generic mass. In sections 6 and 7, we study general shift-symmetric fields and partially massless fields respectively. We conclude in section 8. All conventions are summarized in appendix A. Relevant properties of the STT Laplacians on \( S^{d+1} \) and their eigenfunctions are collected in appendix B. The higher spin invariant bilinear form is reviewed in appendix C.

## 2 Review of massless vectors

We start with a pedagogical review of the case of massless vectors. The object of interest is the 1-loop approximation to the full Euclidean path integral

\[
Z_{PI} = \frac{1}{\text{Vol}(G)} \int DA^a D\Phi e^{-S_E[A^a,\Phi]} \tag{2.1}
\]

for a theory that involves a collection of massless vector (for example U(1) or Yang-Mills) gauge fields interacting with some matter fields, denoted as \( A^a_\mu \) and collectively as \( \Phi \) respectively, living on \( S^{d+1} \).

**U(1) with a complex scalar.** The simplest example involves a single U(1) gauge field \( A_\mu \) interacting with a complex scalar \( \phi \) (studied in [5]):

\[
S_E[A, \phi] = \int_{S^{d+1}} \left[ \frac{1}{4g^2} F_{\mu\nu} F^{\mu\nu} + D_\mu \phi (D^\mu \phi)^* + m^2 \phi \phi^* \right], \tag{2.2}
\]

where

\[
F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu, \quad D_\mu \phi \equiv (\partial_\mu - iA_\mu) \phi \tag{2.3}
\]

are the field strength and the covariant derivative of the scalar. This action is invariant under the local U(1) gauge transformations

\[
\phi(x) \to e^{i\alpha(x)} \phi(x), \quad A_\mu(x) \to A_\mu(x) + \partial_\mu \alpha(x). \tag{2.4}
\]

The normalization adopted here is to emphasize the presence of the coupling constant \( g \). In this convention \( g \) does not show up in the gauge transformation.
Yang-Mills. Another example is Yang-Mills (YM) theory with a Lie algebra
\[ [L^a, L^b] = f^{abc} L^c \]  
(2.5)
generated by some standard basis of anti-hermitian matrices and \( f^{abc} \) is real and totally antisymmetric. The YM action is
\[ S_E[A, \phi] = \frac{1}{4g^2} \int_{S^{d+1}} \text{Tr} F^2 = \frac{1}{4g^2} \int_{S^{d+1}} F_{\mu\nu}^a F^{a,\mu\nu}, \]  
(2.6)
where the curvature is \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu] \) with \( A_\mu = A^a_\mu L^a \). Here the overall normalization for the trace (or Killing form) is defined such that the generators \( L^a \) are unit normalized:
\[ \text{Tr}(L^a L^b) \equiv \delta^{ab}. \]  
(2.7)
For SU(2) YM, \( L^a = -\frac{i}{2} \sigma^a \) satisfying \( [L^a, L^b] = \epsilon^{abc} L^c \), and the trace (2.7) would be \( \text{Tr} \equiv -2 \text{tr} \) with \( \text{tr} \) being the matrix trace. The YM action is invariant under the non-linear gauge transformations \( A_\mu \rightarrow A_\mu + \partial_\mu \alpha + [A_\mu, \alpha] \). \( \)  
(2.8)
In both the U(1) and YM examples, the corresponding path integral in (2.1) clearly overcounts gauge equivalent configurations. A factor \( \text{Vol}(G) \) is thus inserted in (2.1) to quotient out configurations connected by gauge transformations. This factor is formally the volume of the space of gauge transformations \( G \) (the measure with respect to which the volume is defined will be discussed in later subsection) and is theory dependent. For the U(1) example, \( \text{Vol}(G) \) is simply a path integral over a single local scalar field
\[ \text{Vol}(G)_{U(1)} = \int D\alpha, \]  
(2.9)
while for SU(2) YM it would be a path integral over 3 local scalar fields
\[ \text{Vol}(G)_{SU(2)} = \int D\alpha_1 D\alpha_2 D\alpha_3. \]  
(2.10)
More generally, \( \text{Vol}(G) \) is an integral over \( N = \dim G \) local scalar fields for a gauge group \( G \).

1-loop approximation. Now, suppose the equation of motion admits the trivial solution \( A^a_\mu = 0 = \Phi \), around which we perform a saddle point approximation for (2.1). Then at the quadratic (1 loop) level the vector and matter fields decouple:
\[ Z^{1}\text{loop}_{\text{PI}} = Z^{\delta A}_{\text{PI}} Z^{\delta \Phi}_{\text{PI}}. \]  
(2.11)
In the following, we focus on the vector part of the 1-loop path integral (with \( A^a \) understood as the fluctuations around the background)
\[ Z^{\delta A}_{\text{PI}} = \frac{1}{\text{Vol}(G)} \int \prod_{a=1}^{\dim G} DA^a e^{-\sum_{a=1}^{\dim G} S_E[A^a]}, \]  
(2.12)
where $S_E[A^a]$ is simply a Maxwell action

$$S_E[A^a] = \frac{1}{4g^2} \int_{S^{d+1}} F^a_{\mu\nu} F^{a;\mu\nu}, \quad F_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu. \quad (2.13)$$

A careful analysis of the Euclidean path integral for the U(1) theory on arbitrary manifolds has been presented in [13], where the authors point out the importance of taking care of zero modes, large gauge transformations and non-trivial bundles for consistency with locality and unitarity.

In the following we will express $Z_{PI}^0$ in terms of functional determinants and highlight the relevant subtleties in our case of $S^{d+1}$ along the way. Before doing so we would like to make a last comment. Even though the problem is largely reduced to that of a free Maxwell theory on $S^{d+1}$, the knowledge of the parent theory (2.1) to which we performed the 1-loop approximation is required for the full determination of the (2.12). In particular, the group volume factor $\text{Vol}(G)$ will eventually lead to a residual group volume factor in the final result, whose value depends on the specific gauge group (e.g. U(1) or SU($N$)) and couplings of the gauge field to the matter fields.

### 2.1 Transverse vector determinant and Jacobian

**Geometric approach and change of variables**

Since the path integrations over $A^a_\mu$ in (2.12) are decoupled, we can focus on one of the factors, and we will suppress the index $a$. Traditional ways to proceed include Faddeev-Popov or BRST gauge fixing (as done in [13] for example). Here instead we take the “geometric approach” [15–17], which manifests its advantages when we deal with massless higher spin fields later. In this approach one changes the field variables by decomposing

$$A_\mu = A^{T}_\mu + \partial_\mu \chi \quad (2.14)$$

where $A^{T}_\mu$ is the transverse or on-shell part of $A_\mu$ satisfying $\nabla^\mu A^{T}_\mu = 0$, and $\chi$ is the longitudinal or pure gauge part of $A_\mu$. Since $S^{d+1}$ is compact, the scalar Laplacian has a normalizable constant $(0,0)$ mode, which must be excluded from the path integration for the change of variables (2.14) to be unique

$$DA = J D A^{T} D' \chi \quad (2.15)$$

where prime denotes the exclusion of the $(0,0)$ mode. We will find the Jacobian $J$ for the change of variables (2.14) below.

**Action for $A^{T}_\mu$**

Because the gauge invariance of the action, $\chi$ simply drops out upon substituting (2.14)

$$S_E[A^{T}, \chi] = \frac{1}{2g^2} \int_{S^{d+1}} [A^{T}_\mu (-\nabla_\mu^{2}(1) + d)A^{T}_\mu] \quad (2.16)$$
where $-\nabla^2_{(1)}$ is the transverse Laplacian on $S^{d+1}$. Now we expand $A^T_\mu$ in terms of spin-1 transverse spherical harmonics (see appendix B for their basic properties):

$$A^T_\mu = \sum_{n=1}^{\infty} c_{n,1} f_{n,\mu}$$

(2.17)

and the integration measure in our convention is

$$DA^T = \prod_{n=1}^{\infty} \frac{dc_{n,1}}{\sqrt{2\pi g}}$$

(2.18)

Performing the path integration over these modes we have

$$\int DA e^{-S_E[A]} = J \det(-\nabla^2_{(1)} + d)^{-1/2} \int D'\chi$$

(2.19)

**Jacobian**

We find the Jacobian $J$ by requiring consistency with the normalization condition

$$1 = \int DA e^{-\frac{1}{8\sigma}(A,A)} = \int J DA^T D'\chi e^{-\frac{1}{8\sigma}(A^T + \nabla\chi, A^T + \nabla\chi)}.$$  

(2.20)

Since $A^T$ is transverse, we have

$$(A^T + \nabla\chi, A^T + \nabla\chi) = (A^T, A^T) + (\nabla\chi, \nabla\chi).$$

(2.21)

We can then path integrate $A^T$ trivially. We expand $\chi$ in terms of scalar spherical harmonics:

$$\chi = \sum_{n=1}^{\infty} c_{n,0} f_n$$

(2.22)

with path integration measure

$$D'\chi = \prod_{n=1}^{\infty} \frac{dc_{n,0}}{\sqrt{2\pi g}}.$$  

(2.23)

Plugging this into (2.20) results in

$$J = \det'(\nabla^2_{(0)})^{1/2},$$

(2.24)

where the prime denotes the omission of the constant $(0,0)$ mode.

### 2.2 Residual group volume

Let us go back to the full 1-loop path integral (2.12). So far we have

$$Z_{\mathcal{M}}^{G,A} = \frac{\int \prod_{a=1}^{\dim G} D'\chi^a}{\text{Vol}(G)} \left( \frac{\det'(\nabla^2_{(0)})^{1/2}}{\det(-\nabla^2_{(1)} + d)^{1/2}} \right)^{\dim G}$$

(2.25)
where we have restored the color index $a$. Now we focus on the factor
\[
\int \frac{\prod_{a=1}^{\text{dim} G} D' \chi^a}{\text{Vol}(G)}.
\] (2.26)

As explained above, the factor Vol($G$) is theory dependent and is formally an integral over $N = \text{dim} G$ local scalar fields
\[
\text{Vol}(G) = \int \prod_{n=1}^{\text{dim} G} D\alpha_n.
\] (2.27)

In particular, the integral includes integrations over constant scalar modes. As explained in [13], the inclusion of zero modes is crucial for consistency with locality and unitarity. Thus, this factor does not cancel completely with the integrations over $\chi$, leaving a factor
\[
\int \frac{\prod_{a=1}^{\text{dim} G} D' \chi^a}{\text{Vol}(G)} = \frac{1}{\text{Vol}(G)_{\text{Pl}}}, \quad \text{Vol}(G)_{\text{Pl}} \equiv \int \prod_{a=1}^{\text{dim} G} \frac{d\alpha_n^0}{\sqrt{2\pi g}}.
\] (2.28)

where $\alpha_n^0$ is the expansion coefficient of the $(0,0)$ mode of $\alpha^a$ ($a$ is the color index)
\[
\alpha^a = \sum_{n=0}^{\infty} \alpha_n^a f_n.
\] (2.29)

These constant scalar modes correspond to the gauge transformations that leave the background $A^\mu = 0$ invariant, or equivalently whose linear part is trivial. If the original full theory contains matter fields such as (2.2), these act non-trivially on the latter. $G$ is therefore the group of global symmetries of the theory and Vol($G$)$_{\text{Pl}}$ is the volume of $G$. Note that the precise value of Vol($G$)$_{\text{Pl}}$ depends on the metric on $G$. We have been using a specific choice of metric
\[
d s^2_{\text{Pl}} = \frac{1}{2\pi g^2} \int_{S^{d+1}} \text{Tr}(\delta \alpha \delta \alpha)
\] (2.30)

induced by our convention for the path integral measure. Note that had we normalized the generators $L^a$ in a different way: $L^a \rightarrow \lambda L^a$ (or equivalently choosing a different overall normalization for the trace in the action (2.6): $\text{Tr} \rightarrow \lambda^d \text{Tr}$), the path integral describes the same physics if we rescale $g \rightarrow \lambda g$. In particular, the metric (2.30) remains the same.

We want to relate the volume Vol($G$)$_{\text{Pl}}$ measured in this metric to a “canonical volume” Vol($G$)$_{\text{can}}$, defined as follows. A general group element in $G$ takes the form
\[
e^{\theta L} = e^{\theta^a L^a}
\] (2.31)

where $\hat{L}^a$ are unit-normalized. We define Vol($G$)$_{\text{can}}$ to be the volume of the space spanned by $\theta$. In our convention, $L^a$ are unit-normalized, and therefore the relation between the metric (2.30) (restricted to the subspace of trivial gauge transformations) and the canonical metric is simply
\[
d s^2_{\text{Pl}} = \frac{1}{2\pi g^2} \sum_a (d\alpha_n^a)^2 = \frac{1}{2\pi g^2} \sum_a \left( \frac{d\theta^a}{f_0} \right)^2 = \frac{\text{Vol}(S^{d+1})}{2\pi g^2} d s^2_{\text{can}}, \quad d s^2_{\text{can}} \equiv d\theta \cdot d\theta.
\] (2.32)
Thus we can express the group volume as
\[
\Vol(G)_{\text{PI}} = \left( \frac{\Vol(S^{d+1})}{2\pi g^2} \right)^{\frac{\dim(G)}{2}} \Vol(G)_{\text{can}} = \left( \frac{\Vol(S^{d-1})}{dg^2} \right)^{\frac{\dim(G)}{2}} \Vol(G)_{\text{can}},
\]
where we have used \( \Vol(S^{d+1}) = \frac{2\pi}{d} \Vol(S^{d-1}) \) in the last step. The canonical volume \( \Vol(G)_{\text{can}} \) so defined is evidently independent of the coupling. To summarize, the full 1-loop path integral is
\[
Z = Z_G Z_{\text{Char}} \]
\[
Z_G = \gamma^{\frac{\dim(G)}{2}} \Vol(G)_{\text{can}}, \quad \gamma = \frac{g}{\sqrt{(d-2)\Vol(S^{d-1})}}
\]
\[
Z_{\text{Char}} = (d(d-2))^{\frac{1}{2}} \dim(G) \left( \frac{\det'(-\nabla^2(0))}{\det(-\nabla^2(1) + d)} \right)^{\frac{1}{2}} \]
\[
(2.34)
\]
The notation \( Z_{\text{Char}} \) emphasizes that this part can be re-written in terms of the SO\((1, d + 1)\) characters as explained in [11]. In retrospect, the coupling dependence of the result is precisely encoded in the group volume factor \( \Vol(G)_{\text{PI}} \). In the \( G = U(1) \) example, \( \Vol(G)_{\text{can}} = \Vol(U(1))_c = 2\pi \), and the full 1 loop vector path integral is therefore
\[
Z_{\text{PI}}^{U(1)} = g \sqrt{2\pi \Vol(S^{d+1})} \det'(-\nabla^2(0))^{1/2} \]
\[
\det(-\nabla^2(1) + d)^{1/2},
\]
which reproduces eq. (2.6) in [18]. For \( G = SU(2) \), \( \dim G = 3 \) and \( \Vol(G)_{\text{can}} = 16\pi^2 \), and thus
\[
Z_{\text{PI}}^{SU(N)} = \frac{1}{16\pi^2} \left( \frac{2\pi g^2}{\Vol(S^{d+1})} \right)^{\frac{3}{2}} \left( \frac{\det'(-\nabla^2(0))}{\det(-\nabla^2(1) + d)} \right)^{3/2}.
\]
\[
(2.36)
\]
As a concrete example for an exact evaluation of such a formal expression, with the recipe in [11] one can find for the 1-loop path integral for SU\( (4) \) Yang-Mills on \( S^5 \)
\[
\log Z_{\text{PI}}^{SU(4), S^5} = 15 \left( \frac{9\pi \ell^5}{8 \epsilon^5} - \frac{5\pi \ell^3}{8 \epsilon^3} - \frac{7\pi \ell}{16 \epsilon} \right) + \log \left( \frac{g/\sqrt{\ell}}{\frac{1}{6}(2\pi)^9} \right)^{15} + 15 \left( \frac{5 \zeta(3)}{16 \pi^2} + \frac{3 \zeta(5)}{16 \pi^4} \right)
\]
\[
(2.37)
\]
where we have restored the sphere radius \( \ell \) and \( \epsilon \) is the UV regulator in heat kernel regularization.

**Local gauge algebra, global symmetry and invariant bilinear form**

For the later discussions on spin 2 and massless higher spin fields, and to make connection with the work in [19], we offer another perspective for the non-abelian case.
Local gauge algebra. Recall that the original Yang-Mills action (2.6) is invariant under the full non-linear infinitesimal gauge transformations
\[
\delta_\alpha A_\mu = \delta_\alpha^{(0)} A_\mu + \delta_\alpha^{(1)} A_\mu \\
\delta_\alpha^{(0)} A_\mu = \partial_\mu \alpha, \quad \delta_\alpha^{(1)} A_\mu = [A_\mu, \alpha].
\] (2.38)
Here the superscript \((n)\) denotes the power in fields. This generates an algebra
\[
\delta_\alpha \delta_\alpha' A_\mu - \delta_\alpha' \delta_\alpha A_\mu = \delta_{[[\alpha, \alpha']]} A_\mu
\] (2.39)
where we have defined a bracket \([\cdot, \cdot]\) on the space of gauge parameters, which in our convention is equal to the negative of the matrix commutator\(^1\)
\[
[[\alpha, \alpha']] = -[\alpha, \alpha'].
\] (2.40)

Global symmetry algebra from the gauge algebra. The constant \((0, 0)\) modes \(\bar{\alpha}\) generate background \((A_\mu = 0)\) preserving gauge transformations satisfying
\[
\delta_\alpha^{(0)} = 0,
\] (2.41)
which form a subalgebra \(g\) of the local gauge algebra, with the bracket \([\cdot, \cdot]\) naturally inherited from the local gauge algebra
\[
[[\bar{\alpha}, \bar{\alpha}']] = -[\bar{\alpha}, \bar{\alpha}'].
\] (2.42)
This global symmetry algebra \(g\) is clearly isomorphic to the original Lie algebra (2.5). On \(g\), the path integral metric (2.30) corresponds to the bilinear form with a specific normalization:
\[
\langle \bar{\alpha} | \bar{\alpha}' \rangle_{PI} = \frac{1}{2\pi g^2} \int_{S^{d+1}} \bar{\alpha}^a \bar{\alpha}'^a = \frac{\text{Vol}(S^{d+1})}{2\pi g^2} \bar{\alpha}^a \bar{\alpha}'^a.
\] (2.43)
We define a theory independent “canonical” invariant bilinear form \(\langle \cdot | \cdot \rangle_c\) on \(g\) as follows.

1. Pick a basis \(M^a\) of \(g\) such that they satisfy the same commutation relation as \(L^a\):
\[
[[M^a, M^b]] = f^{abc} M^c.
\] This fixes the relative normalizations of \(M^a\).

2. Fix the overall normalization of \(\langle \cdot | \cdot \rangle_c\) by requiring \(M^a\) to be unit-normalized:
\[
\langle M^a | M^b \rangle_c = \delta^{ab}
\] (2.44)
In the current case, this means that we should take \(M^a = L^a\) and
\[
\langle \alpha | \alpha' \rangle_c = \bar{\alpha}^a \bar{\alpha}'^a.
\] (2.45)
Comparing this with (2.43), we see that the path integral and canonical metrics are related as in (2.32), leading to the same result (2.33).

\(^1\)One should keep in mind that \([\cdot, \cdot]\) is defined using the gauge transformations of \(A_\mu\), whose precise form depends on the normalization conventions, while the commutator on the right hand side is the matrix commutator \([A, B] = AB - BA\). Had we normalized \(A_\mu\) canonically, so that the action takes the form \(-\frac{1}{4} \int_{S^{d+1}} Tr F^2\), the gauge transformations will be instead \(\delta_\alpha A_\mu = \partial_\mu \alpha + g(A_\mu, \alpha)\) and the local gauge algebra will become \([\delta_\alpha, \delta_\alpha'] = \delta_{g(\alpha, \alpha')}\) and the bracket will read \([[\bar{\alpha}, \bar{\alpha}']] = -g(\alpha, \alpha')\).
3 Review of massless spin 2

Next we review the computation for linearized Einstein gravity on $S^{d+1}$, which has a long and dramatic history [2–10, 12]. Expanding the gravitational path integral with the Einstein-Hilbert action $\frac{1}{16\pi G_N} \int_{S^{d+1}} (2\Lambda - R)$ around the $S^{d+1}$ saddle: $g_{\mu\nu} = g_{\mu\nu}^{S^{d+1}} + h_{\mu\nu}$ up to quadratic order, we obtain the Euclidean path integral

$$Z_{\text{PI}} = \frac{1}{\text{Vol}(G)} \int \mathcal{D}h \, e^{-S[h]}$$

(3.1)

where the action for a massless spin-2 particle on $S^{d+1}$ is

$$S[h] = \frac{1}{2g} \int_{S^{d+1}} h^{\mu\nu} \left[(-\nabla^2 + 2)h_{\mu\nu} + 2\nabla_\mu \nabla^\lambda h_{\nu\lambda} + g_{\mu\nu}(\nabla^2 h_{\lambda\lambda} - 2\nabla^\sigma \nabla^\lambda h_{\sigma\lambda}) + (D-3)g_{\mu\nu}h_{\lambda\lambda}\right],$$

(3.2)

where $g = \sqrt{32\pi G_N}$.

This factor is inserted in (3.1) to compensate for the over-counting of gauge equivalent orbits connected by (3.3).

### Change of variables

As in the case of massless vectors, we decompose $h_{\mu\nu}$ as

$$h_{\mu\nu} = h_{\mu\nu}^{\text{TT}} + \frac{1}{\sqrt{2}} (\nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu) + \frac{g_{\mu\nu}}{\sqrt{d+1}} \tilde{h}$$

(3.5)

where $h_{\mu\nu}^{\text{TT}}$ is the transverse-traceless part of $h_{\mu\nu}$ satisfying $\nabla^\lambda h_{\lambda\mu} = 0 = h_{\lambda\lambda}$, $\xi_\mu$ is the pure gauge part of $h_{\mu\nu}$, and $\tilde{h}$ is the trace of $h_{\mu\nu}$. For (3.5) to be unique, we require $\xi_\mu$ to be orthogonal to all Killing vectors (KVs) on $S^{d+1}$

$$(\xi, \xi_{\text{KV}}) = 0, \quad \nabla_\mu \xi_{\nu} + \nabla_\nu \xi_{\mu} = 0$$

(3.6)

and $\tilde{h}$ to be orthogonal to divergence of the rest of all conformal Killing vectors (CKVs)

$$(\tilde{h}, \nabla \cdot \xi_{\text{CKV}}) = 0, \quad \nabla_\mu \xi_{\nu}^{\text{CKV}} + \nabla_\nu \xi_{\mu}^{\text{CKV}} = \frac{1}{2(d+1)} g_{\mu\nu} \nabla^\lambda \xi_{\lambda}^{\text{CKV}}.$$  

(3.7)

The path integral measure then becomes

$$\mathcal{D}h = J \mathcal{D}h^{\text{TT}} \mathcal{D}'\xi \mathcal{D}'\tilde{h}$$

(3.8)

where the Jacobian $J$ will be found below. The primes indicate that we exclude the integrations over the $(1,1)$ and $(1,0)$ modes excluded due to conditions (3.6) and (3.7).

---

2The insertion of the factor $\frac{1}{\sqrt{2}}$ is for later convenience.


3.1 Transverse tensor and trace mode determinants

**Action for \( h_{\mu \nu}^{TT} \)**

Due to the gauge invariance (3.3), we have

\[
S[h] = S[h_{TT} + \tilde{h}] = S[h_{TT}] + S[\tilde{h}].
\]

(3.9)

\( S[h_{TT}] \) can be easily obtained as

\[
S[h_{TT}] = \frac{1}{2g^2} \int_{S^{d+1}} \tilde{h}_{\mu \nu}^{TT} (-\nabla^2_{(2)} + 2) \tilde{h}_{\mu \nu}^{TT},
\]

(3.10)

where \(-\nabla^2_{(2)}\) is the spin-2 STT Laplacian. The integration over \( h_{TT} \) thus gives

\[
 Z^{TT}_h = \int D\tilde{h}_{TT} e^{-S[h_{TT}]} = \det(-\nabla^2_{(2)} + 2)^{-1/2}.
\]

(3.11)

**Action for \( \tilde{h} \) and the conformal factor problem**

Similarly, after a bit more work, the quadratic action for \( \tilde{h} \) can be obtained as

\[
S[\tilde{h}] = -\frac{d(d-1)}{2(d+1)g^2} \int_{S^{d+1}} \tilde{h}(-\nabla^2_{(0)} - (d+1))\tilde{h} = -\frac{d(d-1)}{2(d+1)g^2} \sum_{n \neq 1} (n(n + d) - (d + 1))^2 c^2_{n,0},
\]

(3.12)

where in the second line we have inserted the mode expansion

\[
\tilde{h} = \sum_{n \neq 1} c_{n,0} f_n, \quad (f_n, f_m) = \delta_{n,m}.
\]

(3.13)

Here the sum runs over the spectrum of the scalar Laplacian except the \((1, 0)\) modes, which corresponds to the CKVs. Notice that (3.12) has a wrong overall sign for all positive modes of the operator \(-\nabla^2_{(0)} - (d+1)\). This is the well-known conformal factor problem [14] in Euclidean gravity method. We follow the standard prescription: we replace \( c_{n,0} \rightarrow ic_{n,0} \),

\[\text{for all } n \geq 2,\]

which leads to the change in the path integral measure

\[
D\tilde{h} = \prod_{n \neq 1} \frac{dc_{n,0}}{\sqrt{2\pi g}} \rightarrow \left( \prod_{n=2}^{\infty} i \right) \prod_{n \neq 1} \frac{dc_{n,0}}{\sqrt{2\pi g}} = i^{-d-3} \left( \prod_{n=0}^{\infty} i \right) \prod_{n \neq 1} \frac{dc_{n,0}}{\sqrt{2\pi g}}.
\]

(3.14)

The factor in the last step runs through the spectrum of \(-\nabla^2_{(0)}\) and is thus a local infinite constant that can be absorbed into bare couplings. Doing this the path integral becomes

\[
Z_{\tilde{h}} = \int D\tilde{h} e^{S[\tilde{h}]} = i^{-d-3} \left( \prod_{n=0}^{\infty} i \right) \prod_{n \neq 1} \frac{dc_{n,0}}{\sqrt{2\pi g}}.
\]

(3.15)

where \pm indicate the contribution from positive and negative modes respectively. The overall phase factor \( i^{-d-3} \) was first obtained by Polchinski [12]. Later we will see the generalization of this phase factor for all massless higher spin fields.

\[\text{The sign in front of the } i \text{ is a matter of convention.}\]
3.2 Jacobian

Again, we find the Jacobian $J$ by requiring consistency with the normalization condition

$$1 = \int \mathcal{D} h \ e^{-\frac{1}{2g^2} (h, h)}. \quad (3.16)$$

Since $h_{TT}$ is transverse and traceless, we have

$$(h, h) = (h_{TT}, h_{TT}) + (\sqrt{2} \nabla \xi + \frac{g\tilde{h}}{\sqrt{d+1}}, \sqrt{2} \nabla \xi + \frac{g\tilde{h}}{\sqrt{d+1}}). \quad (3.17)$$

To proceed we separate $\xi_\mu = \xi'_\mu + \xi^\text{CKV}_\mu$, where $\xi^\text{CKV}_\mu$ is a linear combination of the CKVs and $\xi'_\mu$ is the part of $\xi_\mu$ that is orthogonal to the CKVs, that is $(\xi', \xi^\text{CKV}) = 0$. Note that while $g\tilde{h}$ is orthogonal to $\xi^\text{CKV}_\mu$ because of (3.7), $g\tilde{h}$ and $\nabla \xi'$ are not orthogonal to each other. To remove the off-diagonal terms, we shift

$$\tilde{h}' = \tilde{h} + \sqrt{\frac{2}{d+1}} \nabla^\lambda \xi'_\lambda. \quad (3.18)$$

Since it is just a shift, the Jacobian is trivial. It is then easy to compute

$$\left(\sqrt{2} \nabla \xi + \frac{g\tilde{h}}{\sqrt{d+1}}, \sqrt{2} \nabla \xi + \frac{g\tilde{h}}{\sqrt{d+1}}\right) = (\tilde{h}', \tilde{h}') + \frac{1}{2} (K\xi', K\xi') + 2(\nabla \xi^\text{CKV}, \nabla \xi^\text{CKV}) \quad (3.19)$$

where we have defined the differential operator

$$(K\xi)_{\mu\nu} \equiv \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu - \frac{2}{d+1} g_{\mu\nu} \nabla^\lambda \xi_\lambda. \quad (3.20)$$

Now the integrations over $h_{TT}$ and $\tilde{h}'$ become trivial. To proceed, we first simplify

$$\frac{1}{2} (K\xi', K\xi') = S[\xi^T] + \frac{2d}{d+1} S[\sigma], \quad (3.22)$$

where

$$S[\xi^T] = \int_{S^{d+1}} \xi'^T_T (-\nabla^2 - d) \xi^T_T, \quad S[\sigma] = \int_{S^{d+1}} \sigma (-\nabla^2(0) - (d + 1)) \sigma. \quad (3.23)$$

We therefore arrive at

$$J = \frac{W^+_{\xi}}{Y^T_{\xi} Y^+_{\sigma} Y^\text{CKV}_{\xi}} \int \mathcal{D} \xi^T e^{-\frac{1}{2g^2} (\xi^T, (-\nabla^2 - d) \xi^T)} \quad (3.24)$$

$$Y^T_{\xi} = \int \mathcal{D}^+ \xi^T e^{-\frac{1}{2g^2} (\xi^T, (-\nabla^2 - d) \xi^T)}$$

$$Y^+_{\sigma} = \int \mathcal{D}^+ \sigma e^{-\frac{1}{2g^2} \frac{2d}{d+1} (\sigma, (-\nabla^2(0))(-\nabla^2(0) - (d + 1)) \sigma)}$$

$$W^+_{\sigma} = \int \mathcal{D}^+ \sigma e^{-\frac{1}{2g^2} (\sigma, (-\nabla^2(0)) \sigma)}$$

$$Y^\text{CKV}_{\xi} = \int \mathcal{D} \xi^\text{CKV} e^{-\frac{1}{g^2} (\xi^\text{CKV}, \xi^\text{CKV})}$$
Here $W^+_\sigma$ is the Jacobian corresponding to the change of variables $\{\xi'_\nu\} \rightarrow \{\xi^T + \nabla_\nu \sigma\}$. The +’s denote the positive modes for the operator $(-\nabla^2 - (d + 1))$.4

### 3.3 Residual group volume

As in the massless vector case, we have a factor

$$\int \frac{D\xi}{\text{Vol}(G)}$$

in the path integral. We recall from (3.4) that $\text{Vol}(G)$ is a path integral over a local vector field. This does not cancel completely with the integration over $\xi_{\mu}$, and we are left with a factor (restoring the label $a$ for degenerate modes with same quantum number $(1,1)$)

$$\int \frac{D\xi}{\text{Vol}(G)} = \frac{1}{\text{Vol}(G)_{PI}}, \quad \text{Vol}(G)_{PI} = \int \prod_{a=1}^{(d+1)(d+2)} \frac{d\alpha^{(a)}_{1,1}}{\sqrt{2\pi g}},$$

where $\alpha^{(a)}_{1,1}$ is the expansion coefficient in the expansion

$$\alpha_{\mu} = \sum_{n=1}^{\infty} \alpha_{n,1} f_{n,\mu} + \sum_{n=1}^{\infty} \alpha_{n,0} \hat{T}^{(0)}_{n,\mu}.$$ (3.27)

These $(1,1)$ modes are diffeomorphisms that leave the background $S^{d+1}$ metric invariant, so they in fact correspond to the Killing vectors of $S^{d+1}$. $G$ is therefore the isometry group $\text{SO}(d+2)$ of $S^{d+1}$. As in the massless vector case, we want to relate $\text{Vol}(G)_{PI}$ to a canonical volume, following the argument in section 2.2.

**Local gauge algebra.** Recall that the original Einstein-Hilbert action is invariant under non-linear diffeomorphisms generated by any vector field $\alpha = \frac{1}{\sqrt{2}} \alpha^\mu \partial_\mu$, which reads

$$\delta_\alpha h_{\mu\nu} = \delta^{(0)}_\alpha h_{\mu\nu} + \delta^{(1)}_\alpha h_{\mu\nu} + O(h^2)$$

$$\delta^{(0)}_\alpha h_{\mu\nu} = \frac{1}{\sqrt{2}} (\nabla_\mu \alpha_\nu + \nabla_\nu \alpha_\mu)$$

$$\delta^{(1)}_\alpha h_{\mu\nu} = \frac{1}{\sqrt{2}} (\alpha^\rho \nabla_\rho h_{\mu\nu} + \nabla_\mu \alpha^\rho h_{\nu\rho} + \nabla_\nu \alpha^\rho h_{\mu\rho}),$$

where the superscript $(n)$ again denotes the power in fields. This generates the algebra

$$[\delta_\alpha, \delta_\alpha'] = \delta_{\langle [\alpha, \alpha'] \rangle}.$$ (3.29)

In this case, the bracket is proportional to the usual Lie derivative5

$$[[\alpha, \alpha']] = -\frac{1}{\sqrt{2}} [\alpha, \alpha']_L, \quad [\alpha, \alpha']_L = (\alpha^\mu \partial_\mu \alpha'^\nu - \alpha'^\mu \partial_\mu \alpha^\nu) \partial_\nu.$$ (3.30)

---

4The zero modes of the operator $(-\nabla^2 - (d + 1))$ are excluded because $\sigma$ satisfies $\sigma(f_0) = 0 = (\sigma, \nabla_\xi^{\text{CKV}})$.

5If we had worked with canonical normalization, obtained by replacing $h_{\mu\nu} \rightarrow g h_{\mu\nu}$, the bracket will read instead $[[\alpha, \alpha']] = -\frac{1}{\sqrt{2}} [\alpha, \alpha']_L = -\sqrt{16\pi G_N} [\alpha, \alpha']_L$. This relation can be viewed as a definition of the Newton constant $G_N$ in any gauge theory with a massless spin 2 field.
**Isometry algebra from the local gauge algebra.** The background \((S^{d+1})\) preserving gauge transformations or isometries generated by the Killing vectors satisfying

\[
\delta_S^{(0)} = 0
\]

and form a subalgebra of the local gauge algebra, which inherits a bracket from the latter

\[
[[\bar{\alpha}, \bar{\alpha}']] = -\frac{1}{\sqrt{2}} [\bar{\alpha}, \bar{\alpha}']_L.
\]

To define the canonical volume, we again first find a set of generators \(M_{IJ}\) that satisfy the standard \(so(d+2)\) commutation relation under the bracket (3.32):

\[
[[M_{IJ}, M_{KL}] = \eta_{JK} M_{IL} - \eta_{JL} M_{IK} + \eta_{IL} M_{JK}.
\]

One such basis is

\[
M_{IJ} = -\sqrt{2} (X_I \partial X_J - X_J \partial X_I)
\]

where \(X_I X^I = 1, X_I \in \mathbb{R}^{d+2}, I = 1 \cdots d+2\) are the coordinates of on \(S^{d+1}\) represented in the ambient space. Its norm in the invariant bilinear form induced by the path integral is (it suffices to consider only one of the generators)

\[
\langle M_{12} | M_{12} \rangle_{\text{PI}} = \frac{1}{2\pi g^2} \int_{S^{d+1}} (M_{12})^{IJ} (M_{12})_{IJ} = \frac{2}{2\pi g^2} \int_{S^{d+1}} (X_1^2 + X_2^2) = \frac{2}{2\pi g^2} \frac{2}{d+2} \text{Vol}(S^{d+1}).
\]

Since the canonical bilinear form is defined such that \(\langle M_{12} | M_{12} \rangle_c = 1\), the path integral metric on \(G\) is related to the canonical metric as

\[
d_{\text{PI}}^2 = \frac{2}{2\pi g^2} \frac{2}{d+2} \text{Vol}(S^{d+1}) ds_{\text{can}}^2 = \frac{1}{8\pi G_N} \frac{\text{Vol}(S^{d-1})}{d(d+2)} ds_{\text{can}}^2
\]

where we have used \(\text{Vol}(S^{d+1}) = \frac{2\pi}{d+1} \text{Vol}(S^{d-1})\) and substituted \(g = \sqrt{32\pi G_N}\) in the last step. Therefore

\[
\text{Vol}(G)_{\text{PI}} = \left( \frac{1}{8\pi G_N} \frac{\text{Vol}(S^{d-1})}{d(d+2)} \right)^{\frac{d+1}{4}+1} \text{Vol}(G)_{\text{can}}.
\]

The canonical volume \(\text{Vol}(G)_{\text{can}} = \text{Vol}(\text{SO}(d+2))_{\text{can}}\) is well-known:\(^6\)

\[
\text{Vol}(\text{SO}(d+2))_{\text{c}} = \prod_{n=1}^{d+1} \text{Vol}(S^n) = \prod_{n=1}^{d+1} \frac{2\pi^{\frac{n+1}{2}}}{\Gamma(\frac{n+1}{2})}
\]

### 3.4 Final result

So far we have

\[
Z_{\text{PI}} = \frac{i^{-d-3}}{\text{Vol}(G)_{\text{PI}}} \left( \frac{Z^\Sigma_s}{\xi^\Sigma} \right) \left( \frac{Z^\Sigma_n}{\eta^\Sigma} \right) \frac{Z^\Sigma_m}{\xi^\Sigma}.
\]

---

\(^6\)This follows from the fact that \(\text{SO}(n+1)/\text{SO}(n) = S^n\), which implies that \(\text{Vol}(\text{SO}(n+1)) = \text{Vol}(\text{SO}(n))\text{Vol}(S^n)\).
Note that the factor
\begin{equation}
\frac{Z^{TT}_{h}}{Y^{TT}_{T}} = \frac{\det'(\nabla^2_{(1)} - d)^{1/2}}{\det(-\nabla^2_{(2)} + 2)^{1/2}}
\end{equation}
is the usual ratio of determinants. Next, the factors in the second bracket in (3.38) cancel up to an infinite product
\begin{equation}
\frac{Z^{+}_{h}W^{+}_{\sigma}}{Y^{+}_{\sigma}} = \int D^{+}h \, e^{-\frac{d-1}{4\pi^2} \int_{S^{d+1}} \nabla^2} = \prod_{n=2}^{\infty} \left( \frac{d-1}{2} \right)^{-\frac{d^2+2}{2}} \prod_{n=0}^{\infty} \left( \frac{d-1}{2} \right)^{-\frac{d^2+2}{2}},
\end{equation}
where in the last line we have complete the product so that it runs through the spectrum of the scalar Laplacian. The infinite product can then be absorbed into bare couplings. Finally, the factors in the last bracket in (3.38) can be explicitly evaluated to be
\begin{equation}
Z_{h}^{-} = \left( \frac{1}{d(d-1)} \right)^{1/2}, \quad Y_{\xi}^{\text{CKV}} = 2^{-\frac{d+2}{2}}.
\end{equation}
Putting everything together, we conclude
\begin{align}
Z_{\text{PI}} &= Z_{G}Z_{\text{Char}}, \\
Z_{G} &= i^{-d-3} \gamma \frac{(d+1)(d+2)}{\sqrt{\text{Vol}(SO(d+2))}} e^{\frac{(d+1)(d+2)}{2}}, \quad \gamma = \sqrt{\frac{8\pi G_N}{\text{Vol}(S^{d-1})}}, \\
Z_{\text{Char}} &= (d(d+2))^{\frac{(d+1)(d+2)}{4}} \left( \frac{d-1}{2} \right)^{\frac{d^2+2}{2}} \left( \frac{d+1}{2} \right)^{1/2} \frac{\det'(-\nabla^2_{(1)} - d)^{1/2}}{\det(-\nabla^2_{(2)} + 2)^{1/2}}.
\end{align}
As a check, we note that except for the inclusion of the phase factor $i^{-d-3}$, for $d = 3$ we agree exactly with the 1-loop part of (5.43) in [10]. In this case one finds [11]
\begin{equation}
\log Z_{\text{PI}}^{S^4} = \log \left( \frac{\gamma}{\frac{2}{3}(2\pi)^6} \right)^5 + \frac{8}{3} \frac{\ell}{\epsilon} \ell^4 - \frac{32}{3} \frac{\ell^2}{\epsilon^2} \ell^2 - \frac{571}{45} \log \left( \frac{2e^{-\gamma}}{\ell} \right)
\end{equation}
where the sphere radius $\ell$ has been restored. $\epsilon$ is the UV regulator in heat kernel regularization and $L$ is a renormalization scale in the minimal subtraction scheme [11].

4 Massless higher spin

Now we are ready for the 1-loop path integrals for higher spin (HS) theories on $S^{d+1}$. One of the motivations of considering these theories lies in their relevance in holographic proposals [20–23] in de Sitter space. Although the equations of motion for these theories
\footnote{Note that our expression agrees with the first line of (5.43) in [10], while the authors made an error in evaluating the determinants, so their second line is incorrect, as already noted in [11].}
have been constructed [24–26], the full actions from which these are derived remain elusive.\(^8\) However, since the interactions are at least cubic, their 1-loop partition functions (around the trivial saddle) decouple into a product of free partition functions.

\[
Z_{\text{HS}}^{\mu \mu \cdots \mu} = \prod_s Z_{\text{PI}}^{(s, m^2 = 0)}, \tag{4.1}
\]

where \(Z_{\text{PI}}^{(s, m^2 = 0)}\) is the 1-loop path integral for a massless spin-\(s\) field to be described below. The precise range over \(s\) in the product depends on the specific higher spin theory we are interested in. In AdS, the determinant expressions for \(Z_{\text{PI}}^{(s, m^2 = 0)}\) are obtained in [29] and [30], which are subsequently used in 1-loop tests of HS/CFT dualities [31–34]. In the following, we perform a careful computation for \(Z_{\text{PI}}^{(s, m^2 = 0)}\) on \(S^{d+1}\), whose early stage has some overlap with [29]. In fact, the following can be viewed as a derivation for the AdS case as well, except that the latter does not contain the subtleties of phases and group volume that appear on \(S^{d+1}\).\(^9\)

4.1 Operator formalism

It is much simpler to carry out the entire computation in terms of generating functions, which significantly simplifies tensor manipulations. Here we adopt the convention of [35] but on \(S^{d+1}\). In this formalism, the tensor structure of a totally symmetric spin-\(s\) field \(\phi_{\mu_1 \cdots \mu_s}\) in \(S^{d+1}\) is encoded in a constant auxiliary \((d + 1)\)-dimensional vector \(u^\mu\):

\[
\phi(s)(x) = \phi_{\mu_1 \cdots \mu_s}(x) \rightarrow \phi_s(x, u) = \frac{1}{s!} \phi_{\mu_1 \cdots \mu_s}(x) u^{\mu_1} \cdots u^{\mu_s}. \tag{4.2}
\]

In the following we will suppress the position argument \(x\), and interchangeably refer to a rank-\(s\) tensor with \(\phi(s)\) or its generating function \(\phi_s(u)\). Since the original covariant derivative \(\nabla_\mu\) acts on both \(\phi_{\mu_1 \cdots \mu_s}\) and \(u^\mu\), we modify the covariant derivative as

\[
\nabla_\mu \rightarrow \nabla_\mu + \omega_\mu^{ab} u_a \frac{\partial}{\partial u^b}, \tag{4.3}
\]

where \(u^a = e^a_\mu u^\mu\) with vielbein \(e^a_\mu(x)\) and \(\omega_\mu^{ab}\) is the spin connection. With this modification the actions of covariant derivatives on \(u^\mu\) offset each other, and we can work as if no derivative is acting on \(u^\mu\). In the following we will only work in the contracted variables \(u^\mu = e^\mu_\alpha u^\alpha\) and the associated derivative \(\partial_{u^\nu} = e^\mu_\alpha \partial_{u^\alpha}\). As a consequence of vielbein postulate we have

\[
[\nabla_\mu, u^\nu] = 0 = [\nabla_\mu, \partial_{u^\nu}]. \tag{4.4}
\]

In this formalism all tensor manipulations are translated to an operator calculus. For instance, tensor contraction:

\[
\phi_{\mu_1 \cdots \mu_s} \chi^{\mu_1 \cdots \mu_s} = s! \phi_s(\partial_u) \chi_s(u). \tag{4.5}
\]

---

8See also [27, 28] for arguments against the existence for consistent interacting HS theories.

9This is because the modes that cause these subtleties are non-normalizable in AdS and are excluded from the beginning.
In particular, the inner product (A.7) is represented as
\[
(\phi_s, \chi_s) = \int_{S^{d+1}} \phi_s(\partial_u) \chi_s(u). \tag{4.6}
\]

List of operations:

- divergence: \(\nabla \cdot \partial_u\)
- sym. gradient: \(u \cdot \nabla\)
- Laplacian: \(\nabla^2\)
- sym. metric: \(u^2\)
- trace: \(\partial^2 \partial_u\)
- spin: \(u \cdot \partial_u\). \tag{4.7}

One of the biggest advantages of this formalism is that we can work algebraically with these operators without explicitly referring to the tensor. For example, to define the de Donder operator, we can either state explicitly its action on a spin-\(s\) field \(\phi_s\)
\[
\hat{\nabla} \phi_s = \hat{\nabla} \phi_{\mu_1 \ldots \mu_s} = \nabla^\lambda \phi_{\mu_1 \ldots \mu_s - \lambda} - \frac{1}{2} \nabla_{(\mu_1} \phi_{\mu_2 \ldots \mu_s - 1)}^\lambda \tag{4.8}
\]
or simply in terms of its generating function
\[
\hat{\nabla}(\nabla, u, \partial_u) = \nabla \cdot \partial_u - \frac{1}{2} (u \cdot \nabla)(\partial^2_u). \tag{4.9}
\]

In the following we will use these two kinds of notations interchangeably.

On \(S^{d+1}\), the operators (4.7) satisfy the following operator algebra
\[
[\nabla_\mu, \nabla_\nu] = u_\mu \partial_\nu - u_\nu \partial_\mu \tag{4.10}
\]
\[
[\nabla^2, u \cdot \nabla] = u \cdot \nabla(2u \cdot \partial_u + d) - 2u^2 \nabla \cdot \partial_u \tag{4.11}
\]
\[
[\nabla \cdot \partial_u, \nabla^2] = (2u \cdot \partial_u + d) \nabla \cdot \partial_u - 2u \cdot \nabla^2 \partial_u \tag{4.12}
\]
\[
[\nabla \cdot \partial_u, u \cdot \nabla] = \nabla^2 + u \cdot \partial_u (u \cdot \partial_u + d - 1) - u^2 \partial^2_u \tag{4.13}
\]
\[
[\nabla \cdot \partial_u, u^2] = 2u \cdot \nabla \tag{4.14}
\]
\[
[\partial^2_u, u \cdot \nabla] = 2 \nabla \cdot \partial_u \tag{4.15}
\]
\[
[\partial^2_u, u^2] = 2(d + 1 + u \cdot \partial_u) \tag{4.16}
\]

where we have denoted \(\partial^2_u \equiv \partial_u \cdot \partial_u, u^2 \equiv u \cdot u\).

4.2 Fronsdal action on \(S^{d+1}\)

The 1-loop partition function for a free bosonic spin-\(s\) massless gauge field on \(S^{d+1}\) is
\[
Z^{(s)}_{\text{PI}} = \frac{1}{\text{Vol}(G_s)} \int D\phi_s e^{-S[\phi_s]} \tag{4.17}
\]
where the quadratic Fronsdal action \([36]\) in the operator language is given by
\[
S[\phi_s] = \frac{s!}{2g^2_s} \int_{S^{d+1}} \phi_s(\partial_u) \left(1 - \frac{1}{4} u^2 \partial^2_u\right) \tilde{F}_s(\nabla, u, \partial_u) \phi_s(u) \tag{4.18}
\]

with \(\tilde{F}_s(\nabla, u, \partial_u)\) is the Fronsdal operator
\[
\tilde{F}_s(\nabla, u, \partial_u) = -\nabla^2 + M^2_s - u^2 \partial^2_u + u \cdot \nabla \hat{D}(\nabla, u, \partial_u) \tag{4.19}
\]
\[
\hat{D}(\nabla, u, \partial_u) = \nabla \cdot \partial_u - \frac{1}{2} (u \cdot \nabla)(\partial^2_u). \tag{4.20}
\]
where

\[ M_s^2 = s - (s - 2)(s + d - 2) \]  

(4.21)

and \( \hat{D} \) is the de Donder operator. An \( s \)-dependent factor \( g_s^2 \) is inserted as an overall factor. Canonical normalization corresponds to setting \( g_s = 1 \). We will choose a particular value for \( g_s \) when we discuss the issue of group volume. (4.18) is invariant under the gauge transformations

\[ \phi_s(u) \mapsto \phi_s(u) + \frac{1}{\sqrt{s}} u \cdot \nabla \Lambda_{s-1}(u). \]  

(4.22)

In this off-shell formalism \( \phi_s(u) \) satisfies a double-tracelessness condition (trivial for \( s \leq 3 \))

\[ (\partial_u^2)^2 \phi_s(u) = 0, \]  

(4.23)

which implies that the gauge parameter \( \Lambda_{(s-1)} \) must be traceless (imposed even for \( s = 3 \))

\[ \partial_u^2 \Lambda_{s-1}(u) = 0. \]  

(4.24)

The division by the gauge group volume \( \text{Vol}(G_s) \) in (4.17) compensates for the overcounting of gauge equivalent configurations connected by (4.22).

**Change of variables**

To proceed, we change field variables

\[ \phi_s(u) = \phi_{s_s}^{\text{TT}}(u) + \frac{1}{\sqrt{s}} u \cdot \nabla \xi_{s-1}(u) + \frac{1}{\sqrt{2s(s-1)(d+2s-3)}} u^2 \chi_{s-2}(u). \]  

(4.25)

Here \( \phi_{s_s}^{\text{TT}} \) is the transverse traceless piece of \( \phi_s(u) \) for which

\[ \nabla \cdot \partial_u \phi_{s_s}^{\text{TT}}(u) = 0 = \partial_u^2 \phi_{s_s}^{\text{TT}}(u). \]  

(4.26)

Next, \( \xi_{(s-1)} \) is the symmetric traceless spin-\((s-1)\) gauge parameters which are required to be orthogonal to all spin-\((s-1)\) Killing tensors \( \epsilon_{(s-1)}^{KT} \) (which generate trivial gauge transformations) so that it is uniquely fixed:

\[ \partial_u^2 \xi_{s-1}(u) = 0, \quad (\xi_{s-1}, \epsilon_{(s-1)}^{KT}) = 0 \]  

(4.27)

Finally, \( \chi_{(s-2)} \) is the spin-(\(s-2\)) piece which carries all the trace information of \( \phi_s(u) \). The double-tracelessness condition (4.23) implies that \( \chi_{(s-2)} \) is traceless:

\[ \partial_u^2 \chi_{s-2}(u) = 0. \]  

(4.28)

Note that if \( \epsilon_{(s-1)}^{\text{CKT}} \) is a conformal Killing tensor (CKT) satisfying

\[ \hat{K}_s(\nabla, u, \partial_u) \epsilon_{s-1}^{\text{CKT}}(u) \equiv u \cdot \nabla \epsilon_{s-1}^{\text{CKT}}(u) - \frac{u^2}{d+2s-3} (\nabla \cdot \partial_u) \epsilon_{s-1}^{\text{CKT}}(u) = 0, \]  

(4.29)
then any new set of variables related by the transformation

\[
\xi_{s-1}(u) \to \xi_{s-1}(u) + \epsilon_{s-1}^{\text{CKT}}(u) \tag{4.30}
\]
\[
\chi_{s-2}(u) \to \chi_{s-2}(u) - \frac{u^2}{d + 2s - 3}(\nabla \cdot \partial u)\epsilon_{s-1}^{\text{CKT}}(u) \tag{4.31}
\]
will result in the same \(\phi_{(s)}\). To uniquely fix \(\chi_{(s-2)}\), we thus impose

\[
(\chi_{(s-2)}, (\nabla \cdot \epsilon_{s-1}^{\text{CKT}})) = 0 \tag{4.32}
\]
for all the spin-(s - 1) CKTs \(\epsilon_{s-1}^{\text{CKT}}\). The path integral measure then becomes

\[
\mathcal{D}\phi_s = J_{(s)}\mathcal{D}\phi^{\text{TT}_{(s)}}\mathcal{D}\xi_{(s-1)}\mathcal{D}\chi_{(s-2)} \tag{4.33}
\]
where the Jacobian \(J_{(s)}\) will be found below. The primes indicate that we exclude the \((s - 1, m)\) \((0 \leq m \leq s - 1)\) modes excluded due to conditions (4.27) and (4.32).

### 4.3 Quadratic actions for \(\phi^{\text{TT}_{(s)}}\) and \(\chi_{(s-2)}\)

**Action for \(S[\phi^{\text{TT}_{(s)}}]\)**

The quadratic action for \(\phi^{\text{TT}_{(s)}}\) is

\[
S[\phi^{\text{TT}_{(s)}}] = \frac{s^1}{2g_s^2} \int_{S^{d+1}} \phi^{\text{TT}_{(s)}}(\partial u)(-\nabla^2 + M^2_s)\phi^{\text{TT}_{(s)}}(u) = \frac{1}{2g_s^2}(\phi^{\text{TT}_{(s)}})(-\nabla^2 + M^2_s)\phi^{\text{TT}_{(s)}}) \tag{4.34}
\]
which leads to the path integral

\[
Z_{\phi^{\text{TT}_{(s)}}} = \int \mathcal{D}\phi^{\text{TT}_{(s)}} e^{-\frac{1}{2g_s^2}(\phi^{\text{TT}_{(s)}})(-\nabla^2 + M^2_s)\phi^{\text{TT}_{(s)}})} = \det(-\nabla^2 + M^2_s)^{-1/2} \tag{4.35}
\]

**Action for \(S[\chi_{(s-2)}]\) and the HS conformal factor problem**

From (4.18) we have

\[
S[\chi_{(s-2)}] = \frac{(s - 2)!}{8g_s^2} \int_{S^{d+1}} \chi_{s-2}(\partial u)(\partial u)(1 - \frac{1}{4}u^2\partial u^2)\tilde{F}_s(\nabla, u, \partial u)u^2\chi_{s-2}(u)
\]
\[
= -\frac{(s - 2)!(d + 2s - 5)}{8(d + 2s - 3)g_s^2} \int_{S^{d+1}} \chi_{s-2}(\partial u)(\partial u)\tilde{F}_s(\nabla, u, \partial u)u^2\chi_{s-2}(u) \tag{4.36}
\]
where we have used (4.16) and the tracelessness of \(\chi_{(s-2)}\) (4.28). Using the operator algebras, one easily finds that

\[
\tilde{F}_s(\nabla, u, \partial u)u^2
\]
\[
= u^2\left(-\nabla^2 - s(-1 + d + s) + 2\right) + u^2(u \cdot \nabla)(\nabla \cdot \partial u) - (d + 2s - 5)(u \cdot \nabla)^2 + \cdots \tag{4.37}
\]
where and henceforth \(\cdots\) denotes terms that will not contribute because of the tracelessness condition (4.28): \(\partial u^2\chi_{s-2}(u) = 0\) or \(\chi_{s-2}(\partial u)u^2 = 0\). Then we have

\[
(\partial u^2)\tilde{F}_s(\nabla, u, \partial u)u^2 = 4(d + 2s - 4)(-\nabla^2 - (s - 1)(s + d - 2) - 1)
\]
\[
- 2(d + 2s - 7)(u \cdot \nabla)(\nabla \cdot \partial u) + \cdots . \tag{4.38}
\]
Defining the differential operator
\[
\hat{Q}(\nabla, u, \partial_u) \equiv 2^d + 2s - 4 \left( -\nabla^2 - (s - 1)(s + d - 2) - 1 \right) - \frac{d + 2s - 7}{d + 2s - 3} (u \cdot \nabla)(\nabla \cdot \partial_u),
\]
(4.39)

the quadratic action for \( \chi_{(s-2)} \) is simply
\[
S[\chi_{(s-2)}] = -\frac{d + 2s - 5}{4g_s^2} (\chi_{(s-2)}, \hat{Q}\chi_{(s-2)}).
\]
(4.40)

To proceed, we expand \( \chi_{(s-2)} \) (see appendix B for the properties of the induced symmetric traceless spherical harmonics)
\[
\chi_{(s-2)} = \sum_{m = 0}^{s-2} A_{s-2, m} \hat{T}_{s-2, (s-2)}^{(m)} + \sum_{m = 0}^{s-2} \sum_{n = s}^{\infty} A_{n, m} \hat{T}_{n, (s-2)}^{(m)},
\]
(4.41)

where the modes \((n, m) = (s - 1, m), 0 \leq m \leq s - 2 \) are excluded because of the condition (4.32). It is easy to verify that \( \hat{Q} \) is negative for the modes in the first sum and positive in the second. This is the HS generalization of the conformal factor problem. To make the integrals converge, we replace \( A_{n, m} \rightarrow iA_{n, m} \) for \( 0 \leq m \leq s - 2, s \leq n < \infty \), leading to the change in the path integral measure
\[
\mathcal{D}^s \chi_{(s-2)} = \prod_{m = 0}^{s-2} \frac{d A_{s-2, m}}{\sqrt{2\pi g_s}} \prod_{m = 0}^{s-2} \prod_{n = s}^{\infty} \frac{d A_{n, m}}{\sqrt{2\pi g_s}} \rightarrow \left( \prod_{m = 0}^{s-2} \prod_{n = s}^{\infty} \frac{d A_{s-2, m}}{\sqrt{2\pi g_s}} \right) \prod_{m = 0}^{s-2} \prod_{n = s}^{\infty} \frac{d A_{n, m}}{\sqrt{2\pi g_s}}.
\]
(4.42)

We complete the product so that it runs through the spectrum for the unconstrained spin-\((s - 2)\) Laplacian, i.e.
\[
\prod_{m = 0}^{s-2} \prod_{n = s}^{\infty} i D_{n, m}^{d+2} = i^{-N_{s-2}^{\text{CKT}} - N_{s-1}^{\text{CKT}} + N_{s-1}^{\text{KT}}} \prod_{m = 0}^{s-2} \prod_{n = s}^{\infty} i D_{n, m}^{d+2}
\]
(4.43)

where \( N_{s}^{\text{CKT}} = \sum_{m = 0}^{s} D_{s, m}^{d+2} \) and \( N_{s}^{\text{KT}} = D_{s, s}^{d+2} \) are the number of spin-\(s\) CKTs and spin-\(s\) KTs respectively. The local infinite product can then be absorbed into bare couplings. The remaining phase factor is the HS generalization of the Polchinski’s phase. We can then write the path integral over \( \chi_{(s-2)} \) as
\[
Z_{\chi}^{(s)} = i^{-N_{s-2}^{\text{CKT}} - N_{s-1}^{\text{CKT}} + N_{s-1}^{\text{KT}}} Z_{\chi^+}^{(s)} Z_{\chi^-}^{(s)}
\]
\[
Z_{\chi^+}^{(s)} = \int \mathcal{D}^+ \chi_{(s-2)} e^{-\frac{d + 2s - 5}{4g_s^2} (\chi_{(s-2)}, \hat{Q}\chi_{(s-2)})}
\]
\[
Z_{\chi^-}^{(s)} = \int \mathcal{D}^- \chi_{(s-2)} e^{-\frac{d + 2s - 5}{4g_s^2} (\chi_{(s-2)}, \hat{Q}\chi_{(s-2)})}
\]
(4.44)

where the superscripts \(\pm\) denotes integrations over the positive (negative) modes of \( \hat{Q} \).
4.4 Jacobian

Again, we find the Jacobian in (4.33) by the normalization condition

$$\int D\phi(s) e^{-\frac{1}{2s^2}(\phi(s), \phi(s))} = 1. \tag{4.45}$$

We plug in (4.33) and (4.25) to find $J(s)$. Notice that $\phi_{(s)}^{TT}$ is orthogonal to $g\chi_{(s-2)}$ and $\nabla\xi_{(s-1)}$ with respect to the inner product $\langle \cdot, \cdot \rangle$; on the other hand, when $\xi$’s are orthogonal to the spin-$(s-1)$ CKTs (denoted as $\xi'$), $g\chi_{(s-2)}$ and $\nabla\xi'_{(s-1)}$ are not orthogonal, and we remove the off-diagonal terms by shifting

$$\chi'_{s-2}(u) = \chi_{s-2}(u) + \sqrt{\frac{s(s-1)}{2(d+2s-3)}(\nabla \cdot \partial_u)\xi'_{s-1}(u)}. \tag{4.46}$$

The Jacobian corresponding to this shift is trivial. We then have

$$(\phi(s), \phi(s)) = (\phi_{TT}^{(s)}, \phi_{TT}^{(s)}) + (\chi_{(s-2)}, \chi_{(s-2)}) + \frac{1}{s} \langle \hat{K}_s\xi_{(s-1)}, \hat{K}_s\xi_{(s-1)} \rangle + \frac{1}{s} (\nabla\xi_{(s-1)}^{\text{CKT}}, \nabla\xi_{(s-1)}^{\text{CKT}}), \tag{4.47}$$

where $\hat{K}_s$ is the operator appearing in (4.29). It is useful to note that acting on any symmetric traceless tensor $\epsilon_{(s-1)}$,

$$\partial_u^2 \hat{K}_s(\nabla, u, \partial_u)\epsilon_{s-1}(u) = 0 = \hat{K}_s(\nabla, \partial_u, u)\epsilon_{s-1}(u)u^2. \tag{4.48}$$

The path integrals over $\phi_{(s)}^{TT}$ and $\chi'_{(s-2)}$ are trivial, and therefore $J(s)$ can be expressed as

$$J(s)^{-1} = Y_{\xi'}^{(s)} Y_{\xi'^{\text{CKT}}}^{(s)} \tag{4.49}$$

$$Y_{\xi'}^{(s)} \equiv \int D\xi'_{(s-1)} e^{-\frac{1}{2s^2}(K\xi'_{(s-1)}, K\xi'_{(s-1)})} \tag{4.50}$$

$$Y_{\xi'^{\text{CKT}}}^{(s)} \equiv \int D\xi'^{\text{CKT}}_{(s-1)} e^{-\frac{1}{2s^2}(\nabla\xi'^{\text{CKT}}_{(s-1)}, \nabla\xi'^{\text{CKT}}_{(s-1)})}. \tag{4.51}$$

Expressing $Y_{\xi'}$ in terms of functional determinants

To proceed, we use the operator algebra and (4.48) and simplify

$$\frac{1}{s} \langle \hat{K}_s\xi'_{(s-1)}, \hat{K}_s\xi'_{(s-1)} \rangle = \left( \xi'_{(s-1)}, \left( -\nabla^2_{(s-1)} (s-1)(s+d-2) \right) \xi'_{(s-1)} \right) \tag{4.52}$$

$$+ \frac{d}{d+2s-5} (d+2s-3) \left( \xi'_{(s-1)}, -\nabla \cdot \nabla \xi'_{(s-1)} \right).$$

We then perform the change of variables

$$\xi'_{(s-1)} = \xi'^{\text{TT}}_{(s-1)} + \hat{K}_{s-1}\sigma_{(s-2)}, \tag{4.53}$$

where $\xi'^{\text{TT}}_{(s-1)}$ is the transverse traceless part of $\xi'_{(s-1)}$, $\sigma_{(s-2)}$ is a spin-$(s-2)$ symmetric traceless field and the differential operator $\hat{K}_{s-1}(\nabla, u, \partial_u)$ is defined in (4.29). We require $\sigma_{(s-2)}$ to be orthogonal to the kernel of $\hat{K}_{s-1}$, i.e. the spin-$(s-2)$ CKTs. Also, $\xi'^{\text{TT}}_{(s-1)}$ and $\sigma_{(s-2)}$ are automatically orthogonal to the spin-$(s-1)$ CKTs.
Plugging in these, we have two decoupled pieces

\[
\frac{1}{s} \langle \hat{K}_s \xi_s^{(s-1)}, \hat{K}_s \xi_s^{(s-1)} \rangle = S[\xi^{TT}_{(s-1)}] + S[\sigma_{(s-2)}].
\]  

(4.54)

Here the first term is the ghost action

\[
S[\xi^{TT}_{(s-1)}] = \langle \xi^{TT}_{(s-1)}, \left( -\nabla^2_{(s-1)} + m_{s-1,s}^2 + M_{s-1}^2 \right) \xi^{TT}_{(s-1)} \rangle
\]  

(4.55)

with \(M_{s-1}^2\) as defined in (4.21) and we have defined

\[
m_{s,t}^2 = (s - 1 - t)(d + s + t - 3),
\]  

(4.56)

which is exactly the mass for a partially massless field with spin-\(s\) and depth \(t\) for \(0 \leq t \leq s - 1\). The second term in (4.54) is the action of a spin-(\(s - 2\)) field

\[
S[\sigma_{(s-2)}] = \langle \hat{K}_{s-1} \sigma_{(s-2)}, \hat{P} \hat{K}_{s-1} \sigma_{(s-2)} \rangle
\]  

(4.57)

\[
\hat{P}(\nabla, u, \partial_u) = -\nabla^2_{(s-1)} - (s - 1)(s + d - 2) - \frac{d + 2s - 5}{d + 2s - 3} (u \cdot \nabla)(\nabla \cdot \partial_u)
\]  

(4.58)

To proceed, we commute \(\hat{P}\) and \(\hat{K}_{s-1}\). This requires the relation

\[
\nabla^2_{(s-1)} \hat{K}_{s-1}(\nabla, u, \partial_u) - \hat{K}_{s-1}(\nabla, u, \partial_u) \nabla^2_{(s-2)} = (d + 2s - 4)u \cdot \nabla + \cdots
\]  

(4.59)

and the commutator

\[
\left[ (u \cdot \nabla)(\nabla \cdot \partial_u), \hat{K}_{s-1}(\nabla, u, \partial_u) \right]
= \left[ (u \cdot \nabla)(\nabla \cdot \partial_u), u \cdot \nabla \right] - \frac{1}{d + 2s - 3} \left[ (u \cdot \nabla)(\nabla \cdot \partial_u), u^2 \nabla \cdot \partial_u \right]
\]  

(4.60)

which can be computed using

\[
\left[ (u \cdot \nabla)(\nabla \cdot \partial_u), u \cdot \nabla \right] = (u \cdot \nabla) \left( \nabla^2 + (s - 2)(s + d - 3) \right) + \cdots
\]  

(4.61)

\[
\left[ (u \cdot \nabla)(\nabla \cdot \partial_u), u^2 \nabla \cdot \partial_u \right] = 2(u \cdot \nabla)^2(\nabla \cdot \partial_u) + \cdots
\]  

(4.62)

where and henceforth \(\cdots\) denotes terms that will not contribute to (4.57) because of the tracelessness condition (4.48) of the operator \(\hat{K}_{s-1}\). We have also used the fact that \(u \cdot \partial_u \sigma_{s-2}(u) = (s - 2)\sigma_{s-2}(u)\). To briefly summarize,

\[
\hat{P}(\nabla, u, \partial_u) \hat{K}_{s-1}(\nabla, u, \partial_u)
= \hat{K}_{s-1}(\nabla, u, \partial_u) \hat{P}(\nabla, u, \partial_u) - (d + 2s - 4)u \cdot \nabla
+ \frac{d + 2s - 5}{d + 2s - 3} (u \cdot \nabla) \left[ -\nabla^2 - (s - 2)(s + d - 3) \right] + \frac{2}{d + 2s - 5} (u \cdot \nabla)(\nabla \cdot \partial_u) + \cdots
\]  

(4.63)

Now, observe that because of (4.48), \(u \cdot \nabla\) can be replaced by the operator \(\hat{K}_{s-1}\)

\[
u \cdot \nabla = \hat{K}_{s-1}(\nabla, u, \partial_u) + \cdots
\]  

(4.64)
up to trace terms that do not contribute to (4.57). Therefore we have
\[
\hat{P}(\nabla, u, \partial_u)\hat{K}_{s-1}(\nabla, u, \partial_u) = \hat{K}_{s-1}(\nabla, u, \partial_u)\hat{W}(\nabla, u, \partial_u) + \cdots,
\]
with
\[
\hat{W}(\nabla, u, \partial_u) = \hat{P}(\nabla, u, \partial_u) - (d + 2s - 4)
+ \frac{d + 2s - 5}{d + 2s - 3} \left[ -\nabla^2 - (s - 2)(s + d - 3) + \frac{2}{d + 2s - 5}(u \cdot \nabla)(\nabla \cdot \partial_u) \right]
\]
(4.66)

Amazingly, one can show that this operator is exactly equal to \(\hat{Q}\) defined in (4.39), that is \(\hat{W}(\nabla, u, \partial_u) = \hat{Q}(\nabla, u, \partial_u)\). So we have found
\[
S[\sigma_{(s-2)}] = (\hat{K}_{s-1}\sigma_{(s-2)}, \hat{K}_{s-1}\hat{Q}\sigma_{(s-2)}) = (\sigma_{(s-2)}, \hat{K}_{s-1}\hat{Q}\sigma_{(s-2)}).
\]
(4.67)

To conclude, we have
\[
Y(\xi) = \frac{Y^{(s)}(\xi^{TT}) + Y^{(s)}(\xi^{\sigma^+})}{W^{(s)}_{\sigma^+}}
\]
(4.68)
\[
Y^{(s)}(\xi^{TT}) = \int D\xi^{TT} e^{-\frac{1}{2\xi}(\xi^{TT}, \xi^{TT})} \left( -\nabla^2 + m_{s-1,1}^2 + M_{s-1,1}^2 \right) \xi^{TT}
\]
(4.69)
\[
Y^{(s)}(\xi^{\sigma^+}) = \int D\sigma^{TT} e^{-\frac{1}{2\xi}(\sigma^{TT}, \sigma^{TT})} \left( -\nabla^2 + \pi^{TT} \right) \xi^{\sigma^+}
\]
(4.70)
\[
W^{(s)}_{\sigma^+} = \int D\sigma_{(s-2)} e^{-\frac{1}{2\xi}(\sigma_{(s-2)}, \sigma_{(s-2)})}
\]
(4.71)

Here the superscript + emphasizes the fact that we are integrating over modes orthogonal to the spin-(s - 1) and spin-(s - 2) CKTs. In particular, this is the part of spectrum that coincides with the “+” integral in (4.44). Here \((W^{(s)}_{\sigma^+})^{-1}\) is the Jacobian associated with the change of variables (4.53).

### 4.5 Residual group volume

Recall that after the change of variables (4.25), the integration over the pure gauge modes \(\xi\) decoupled from the \(\phi^{TT}_{(s-1)}\) and \(\chi_{(s-2)}\) path integrals, and we are left with a factor (we have restored the label \(a\) for degenerate modes with same quantum number \((s - 1, s - 1)\))
\[
\frac{\int D\xi^{(s-1)}}{\text{Vol}(G_a)} = \frac{1}{\text{Vol}(G_a)}, \quad \text{Vol}(G_s) = \int \prod_{a=1}^{N_{\text{KKT}}} \frac{d\alpha_{s-1,s-1}^{(a)}}{\sqrt{2\pi g_s}},
\]
(4.72)
due to the integration over the spin-(s - 1) Killing tensor modes. This leads to a product in the original path integral (4.1):
\[
\text{Vol}(G)_{\text{PI}} = \prod_s \text{Vol}(G_s).
\]
(4.73)

HS symmetries typically form infinite dimensional groups. Therefore there is an issue of making sense of (4.73), which we are not going to attempt in this paper.
HS invariant bilinear form. Instead, we are going to do a more modest task. As in the warm-up examples, the volume $\text{Vol}(G)_{\text{PI}}$ is defined with a particular metric, namely

$$ds^2_{\text{PI}} = \frac{1}{2\pi} \sum_s \frac{1}{g_s^2} d\alpha^2_{s-1,s-1}. \quad (4.74)$$

Again we want to express this in terms of a canonical metric with respect to which we define a canonical volume $\text{Vol}(G)_{\text{can}}$. There are however complications compared to the massless spin-1 and spin-2 cases:

1. As opposed to the case for Yang-Mills or Einstein gravity, we do not know the full nonlinear actions for Vasiliev theories that give rise to the interacting equations of motion and the full nonlinear gauge transformations in the metric-like formalism. This implies that we do not know the full local HS gauge algebra. Fortunately, the global part of the algebra does not require this knowledge, but only the lowest order ones, which only requires the information of the cubic couplings.

2. Another complication is that since HS symmetries mix different spins, the HS invariant bilinear form depends on the relative normalizations of fields with different spins in the action. Once this is fixed, the bilinear form is uniquely determined up to an overall normalization.

All of these have been worked out in the case of a negative cosmological constant [19]. To go to the case of a positive cosmological constant is a simple matter of analytic continuation. In appendix C, we translate the relevant results from [19] to the case of $S^{d+1}$. The final result is that upon choosing

$$g_s^2 = s!, \quad (4.75)$$

the HS invariant bilinear form is determined to be

$$\langle \bar{\alpha}_1 | \bar{\alpha}_2 \rangle_{\text{can}} = \frac{8\pi G_N}{\text{Vol}(S^{d-1})} \sum_s (d + 2s - 2)(d + 2s - 4) \langle \bar{\alpha}_1,(s-1) | \bar{\alpha}_2,(s-1) \rangle_{\text{PI}} \quad (4.76)$$

where the overall normalization is again fixed by requiring the canonical spin-2 generators to be unit-normalized with respect to (4.76). This implies that the group volume (4.73) is related to the canonical volume as

$$\text{Vol}(G)_{\text{PI}} = \text{Vol}(G)_{\text{can}} \prod_s \left( \frac{\text{Vol}(S^{d-1})}{8\pi G_N} \frac{1}{(d + 2s - 2)(d + 2s - 4)} \right)^{\frac{N_{KT}}{2s-1}} \quad (4.77)$$

4.6 Final result

So far we have

$$Z_{\text{HS}} = \frac{i^{-P}}{\text{Vol}(G)_{\text{PI}}} \prod_s \left( \frac{Z_{\phi^T}^{(s)}}{Y_{\xi^T}^{(s)}} \right) \left( \frac{Z_{\chi^T}^{(s)} W_{\sigma^T}^{(s)}}{Y_{\xi^T}^{(s)}} \right) \left( \frac{Z_{\chi}^{(s)}}{Y_{\xi^{CT}}^{(s)}} \right). \quad (4.78)$$

- 24 -
where \( P = \sum_s (\Lambda^\text{CKT}_{s-2} + N^\text{CKT}_{s-1} - N^\text{KT}_{s-1}) \). In the infinite product, the first factor is the usual ratio of determinants of physical and ghost operators

\[
\frac{Z^{(s)}_{\sigma^+}}{Y^{(s)}_{\xi^+}} = \frac{\det'(-\nabla^2_{(s-1)} + m^2_{s-1,s} + M^2_{s-1})^{1/2}}{\det(-\nabla^2_{(s)} + M^2_s)^{1/2}}. \tag{4.79}
\]

In the second factor, \( Z^+_{\chi^+}, W^+_{\sigma^+}, Y^+_{\sigma^+} \) run over the exact same spectrum and cancel almost completely up to an infinite constant

\[
\frac{Z^+_{\chi^+}W^+_{\sigma^+}}{Y^+_{\sigma^+}} = \int D\chi^+_{(s-2)} e^{-\frac{d+2s-5}{4s}(\chi^+_{(s-2)}\chi^+_{(s-2)})}
- \frac{\int D\chi^0_{(s-2)} D\chi^0_{(s-2)} e^{-\frac{d+2s-5}{4s}(\chi^0_{(s-2)}\chi^0_{(s-2)})}} \tag{4.80}
\]

where in the denominator \( \chi^0_{(s-2)} \) denotes the modes excluded due to (4.32). The infinite constant in the numerator is a path integral over the entire spectrum of an unconstrained spin-(s – 2) symmetric traceless field and therefore can be absorbed into bare couplings. To proceed, we plug in explicit mode expansions

\[
\chi^0_{(s-2)} = \sum_{m=0}^{s-2} A_{s-2,m} \tilde{T}^{(m)}_{s-2,(s-2)},
\]
\[
\chi^0_{(s-2)} = \sum_{m=0}^{s-2} A_{s-2,m} \tilde{T}^{(m)}_{s-2,(s-2)},
\]
\[
\xi^\text{CKT}_{(s-1)} = \sum_{m=0}^{s-2} A_{s-1,m} \tilde{T}^{(m)}_{s-1,(s-1)},
\]

which lead to

\[
\frac{Z^{(s)}_{\chi^+}}{Y^{(s)}_{\sigma^+}} = \prod_{m=0}^{s-2} \prod_{n=s-2}^{s-1} \left[ \frac{2}{d + 2s - 5} \right] D_{m,n}^{d+2}/2, \tag{4.82}
\]
\[
\frac{Z^{(s)}_{\chi^-}}{Y^{(s)}_{\xi^\text{CKT}} = \prod_{m=0}^{s-2} \left[ \frac{2}{(d + 2s - 5)m^2_{s+1,m}} \right] D_{m,s+1}^{d+2}/2. \tag{4.83}
\]
\[
Y^{(s)}_{\xi^\text{CKT}} = \prod_{m=0}^{s-2} \left[ \frac{2m^2_{s+1,m}}{d + 2s - 5} \right] D_{s+1,m}^{d+2}/2. \tag{4.84}
\]

We therefore have

\[
\left( \frac{Z^{(s)}_{\chi^+}}{Y^{(s)}_{\sigma^+}} \right) \left( \frac{Z^{(s)}_{\chi^-}}{Y^{(s)}_{\xi^\text{CKT}}} \right) = \prod_{m=0}^{s-2} (m^2_{s+1,m})^{-1/2} \prod_{m=0}^{s-2} (m^2_{s,m})^{-1/2}. \tag{4.85}
\]

Together with the determinant factor, this can be further written as

\[
\left( \frac{Z^{(s)}_{\xi^\text{TT}}}{Y^{(s)}_{\xi^\text{TT}}} \right) \left( \frac{Z^{(s)}_{\chi^+}}{Y^{(s)}_{\sigma^+}} \right) \left( \frac{Z^{(s)}_{\chi^-}}{Y^{(s)}_{\xi^\text{CKT}}} \right) = \frac{\det'_{-1} | -\nabla^2_{(s-1)} - \lambda_{s-1,s-1}|^{1/2}}{\det'_{-1} | -\nabla^2_{(s)} - \lambda_{s-2,s-1}|^{1/2}}. \tag{4.86}
\]
Here the subscript $-1$ means that we extend the eigenvalue product from $n = s$ to $n = -1$. The primes denote omission of the zero modes from the determinants. In the numerator we omitted the $n = s - 1$ mode while in the denominator we omitted the $n = s - 2$ mode.\footnote{Originally $\lambda_{n,s}$ and $D^{d+2}_{n,s}$ were defined only for $n \geq s$, which are now extended to all $n \in \mathbb{Z}$.}

To obtain this expression we used the relation

$$\lambda_{t-1,s} + M_s^2 = -m_{s,t}^2$$

and the fact that $D^{d+2}_{s-1,t} = -D^{d+2}_{t-1,s}$ (implying $D^{d+2}_{s-1,s} = 0$). This extension of the eigenvalue product from $n = s$ to $n = -1$ is exactly the prescription described in [11]. Putting everything together, we finally obtain the expression

$$Z_{HS}^{\text{PI}} = Z_G Z_{\text{Char}}$$

$$Z_G = i^{-P} \frac{\gamma \dim G}{\text{Vol}(G)_{\text{can}}}, \quad Z_{\text{Char}} = \prod_s Z_{\text{Char}}^{(s)}$$

$$Z_{\text{Char}}^{(s)} = \left( \frac{(d + 2s - 2)(d + 2s - 4)}{M^4} \right)^{\frac{N_{\text{KT}}}{2}} \frac{\det'_{-1} \left\{ -\nabla^2_{s-1} - \lambda_{s-1,s-1} \right\}}{\det'_{1/2} \left\{ -\nabla^2_s - \lambda_{s-2,s} \right\}}^{1/2},$$

with

$$P = \sum_s (N_{s-2}^{\text{KT}} + N_{s-1}^{\text{KT}} - N_{s-1}^{\text{KT}}), \quad \gamma = \sqrt{\frac{8\pi G_N}{\text{Vol}(S^{d-1})}}, \quad \dim G = \sum_s N_{s-1}^{\text{KT}}$$

Note that we have restored the dimensionful parameter $M$. As noted in [11], the factor $(d + 2s - 2)(d + 2s - 4)$ gets nicely canceled after evaluating the character integrals for the determinants.

## 5 Massive fields

Now let us turn to fields with generic masses. In this case we do not have a group volume factor, and thus no coupling dependence. We will work with canonical normalizations.

### 5.1 Massive scalars and vectors

**Massive scalars.** The path integral for a scalar $\phi$ with mass $m^2 > 0$ is simply

$$Z_{\text{PI}}^{(s=0,m^2)} = \int D\phi \, e^{-\frac{1}{2} \int_{S^{d+1}} \phi (-\nabla^2 + m^2) \phi} = \det(-\nabla^2 + m^2)^{-1/2}$$

### 5.2 Massive vectors

Massive vectors are described by the Proca action

$$S[A] = \int_{S^{d+1}} \left( \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{m^2}{2} A_\mu A^\mu \right).$$
Similar to the massless case, to proceed we make a change of variables (2.14) with Jacobian (2.24), so that the action becomes

\[ S[A] = S[A^T] + S[\chi] \]
\[ S[A^T] = \frac{1}{2}(A^T, (−\nabla_0^2 + m^2 + d)A^T), \quad S[\chi] = \frac{m^2}{2}(\chi, (−\nabla_0^2)\chi). \]  

(5.3)

For \( m^2 > 0 \) that corresponds to unitary de Sitter representations, the result is

\[ Z_{PI}^{(s=1,m^2)} = \text{det}(−\nabla_0^2 + m^2 + d)^{-1/2}(m^2)^{1/2} = \text{det}_{−1}(−\nabla_0^2 + m^2 + d)^{-1/2}. \]

(5.4)

The presence of the factor \((m^2)^{1/2}\) originates from the fact that the \((0,0)\) mode is excluded from the integration over the longitudinal mode. In the last equality we again note that the multiplication of the factor \((m^2)^{1/2}\) is equivalent to extending the product to \( n = −1 \).

5.2 Massive spin 2 and beyond

5.2.1 Massive \( s = 2 \)

The action for a free massive spin-2 field on \( S^{d+1} \) is (see for example [37])

\[ S[h] = \frac{1}{2} \int_{S^{d+1}} h^{\mu\nu} \left[ (−\nabla_0^2 + 2)h_{\mu\nu} + 2\nabla_\mu \nabla_\nu h_\lambda + g_{\mu\nu}(\nabla^2 h_\lambda - 2\nabla^\sigma \nabla_\sigma h_\lambda) + (d−2)g_{\mu\nu}h_\lambda \right. \]
\[ \left. + m^2(h_{\mu\nu} − g_{\mu\nu}h_\lambda) \right]. \]

(5.5)

If we put \( m = 0 \) we recover the action (3.2) (with \( g = 1 \)) for linearized gravity. To proceed, we again change the variables (3.5). It is convenient to further decompose \( \xi_\mu \) into its transverse and longitudinal parts: \( \xi_\mu = \xi_\mu^T + \nabla_\mu \sigma \), so that the full decomposition for \( h_{\mu\nu} \) is

\[ h_{\mu\nu} = h_{\mu\nu}^{TT} + \frac{1}{\sqrt{2}}(\nabla_\mu \xi_\nu^T + \nabla_\nu \xi_\mu^T) + \sqrt{2}\nabla_\mu \nabla_\nu \sigma + \frac{g_{\mu\nu}}{\sqrt{d+1}}h. \]

(5.6)

For this decomposition to be unique, we impose

\[ (\xi^T, f_{1,(1)}) = 0 \quad , \quad (\tilde{h}, f_1) = 0 \quad \text{and} \quad (\sigma, f_0) = 0. \]

(5.7)

The first two constraints are equivalent to (3.6) and (3.7) while the last one ensures \( \nabla_\mu \sigma \neq 0 \). With a slight modification of the steps in section 3.2, the Jacobian for the (5.6) is obtained as

\[ \mathcal{D}h = JD^T \mathcal{D} \xi^T \mathcal{D}^\top \sigma \mathcal{D}^T \tilde{h} \]
\[ J = \frac{1}{\mathcal{Y}_\xi^T \mathcal{Y}_\sigma^+ \mathcal{Y}_\xi^{CKV}} \]
\[ \mathcal{Y}_\xi^T = \int \mathcal{D}^T \xi^T e^{-\frac{1}{2}(\xi^T, (−\nabla_0^2)−d)\xi^T} \]
\[ \mathcal{Y}_\sigma^+ = \int \mathcal{D}^+ \sigma e^{-\frac{1}{2} \#(\sigma, (−\nabla_0^2)(−\nabla_0^2)(−d+1)\sigma) \]
\[ \mathcal{Y}_0^0 = \int \mathcal{D}^0 \sigma e^{−(\sigma, (−\nabla_0^2)(−\nabla_0^2)(−d)\sigma)} = \int \mathcal{D}^0 \sigma e^{−(d+1)(\sigma, \sigma)}. \]

(5.8)
Here $D^+ \sigma$ ($D^0 \sigma$) involves integrations over only the positive (zero) modes for the operator $(-\nabla^2_{(0)} - (d+1))$. After substituting (5.6) the action decouples into

$$S[\sigma] = S[\sigma^T] + S[\sigma, \tilde{h}].$$

(5.9)

The quadratic actions for $h^{TT}$ and $\xi^T$ are simply

$$S[h^{TT}] = \frac{1}{2} \int_{SS+1} h^{TT}_{\mu\nu} (-\nabla^2_{(2)} + m^2 + 2) h^{\mu\nu}_{TT},$$

(5.10)

and

$$S[\xi^T] = \frac{m^2}{2} (\xi^T, (-\nabla^2_{(1)} - d)\xi^T)$$

(5.11)

respectively. Since $\sigma$ and $\tilde{h}$ are not orthogonal, they mix in the action

$$S[\sigma, \tilde{h}] = -\frac{(d - 1)d}{2(d + 1)} (\tilde{h}, (-\nabla^2_{(0)} + (d + 1)(\frac{m^2}{d - 1} - 1))\tilde{h}) - \sqrt{\frac{2}{d + 1}} dm^2 (\nabla^2_{(0)} \sigma, \tilde{h})$$

$$+ \frac{m^2}{2} (\nabla \sigma, (-\nabla^2_{(0)} - d)\nabla \sigma) - \frac{m^2}{2} (\nabla^2_{(0)} \sigma, \nabla^2_{(0)} \sigma).$$

(5.12)

To diagonalize $S[\sigma, \tilde{h}]$, we make a shift (with a trivial Jacobian)\(^{11}\)

$$\sigma' = \sigma - \frac{1}{\sqrt{2(d + 1)}} \tilde{h}$$

(5.13)

for all scalar modes $f_n$ with $n \geq 2$, so that $S[\sigma, \tilde{h}] = S[\sigma', \tilde{h}] = S[\sigma'] + S[\tilde{h}]$, with

$$S[\sigma'] = -dm^2 (\sigma', -\nabla^2_{(0)} \sigma') \quad \text{and} \quad S[\tilde{h}] = \frac{d(m^2 - (d - 1))}{2(d + 1)} (\tilde{h}, (-\nabla^2_{(0)} - (d + 1))\tilde{h}).$$

(5.14)

Notice that $S[\sigma']$ and $S[\tilde{h}]$ vanishes identically when $m^2 = 0$ and $m^2 = d - 1$ respectively. These are the cases when we have gauge symmetries. The massless case has already been discussed in section 3. The case of $m^2 = d - 1$ will be considered in section 7.

Depending on the precise value of $m^2 > -(d + 2),^{12}$ some of the modes in (5.11) and (5.14) might acquire an overall negative sign. We Wick rotate the negative modes, absorbing local infinite constants into bare couplings. This will induce a phase factor. Below we give a summary for different cases (n.m. stands for negative modes):

| Range of $m^2$ | n.m. in $S[\xi^T]$ | n.m. in $S[\sigma']$ | n.m. in $S[\tilde{h}]$ | Phase |
|----------------|------------------|------------------|------------------|--------|
| $-2(d + 2) < m^2 < 0$ | $f_{n,\mu}, n \geq 1$ | None | $f_n, n \geq 2$ | $i^{-D_{1,1}^{d+2} - D_{1,0}^{d+2}} = i^{-(d+3)(d+2)/2}$ |
| $0 < m^2 < d - 1$ | None | $f_n, n \geq 1$ | $f_n, n \geq 2$ | $i^{-2D_{0,b}^{d+2} - D_{1,b}^{d+2}} = i^{-d-4}$ |
| $m^2 > d - 1$ | None | $f_n, n \geq 1$ | $f_0$ | $i^0 = 1$ |

---

\(^{11}\)Because of the constraints (5.7), the $(0, 0)$ and $(1, 0)$ modes do not mix in (5.12).

\(^{12}\)This is the range where the kinetic operator in (5.10) is positive definite. The case $m^2 < -(d + 2)$ will be considered when we discuss the shift-symmetric spin-2 fields in section 6.
The last case \((m^2 > d - 1)\) is precisely the case when the corresponding de Sitter representations are unitary.\(^\text{13}\) We will focus on this case from now on.

Putting everything together, we have

\[
Z_{\text{pl}}^{(s=2,m^2)} = Z_h^{\text{T}T} \left( \frac{Z_{\xi}^T}{Y_{\xi}^T} \right) \left( \frac{Z_{\sigma'}^+Z_{\sigma}^+}{Y_{\sigma'}^+Y_{\sigma}^+} \right) Z_h^{-} \tag{5.15}
\]

Here \(Z_h^{\text{T}T}, Z_{\xi}^+, Z_{\sigma'}^+, Z_0^+, Z_h^+\) are the path integrals with actions (5.10), (5.11) and (5.14). The labels \(+\) and 0 denote the positive (negative) and zero modes for the scalar operator \(-\nabla^2_{(2)} - (d + 1)\). Every factor can be easily evaluated:

\[
Z_h^{\text{T}T} = \det(-\nabla^2_{(2)} + m^2 + 2)^{-1/2}
\]

\[
Z_{\xi}^T = \int D\xi^T e^{-\frac{m^2}{2}(-\xi^T \xi)}
\]

\[
Z_{\sigma'}^+Z_{\sigma}^+ = \int D\sigma' e^{-\frac{m^2}{2}(\sigma' \sigma')} \int D\sigma e^{-\frac{d(m^2-(d-1)\Xi)}{2}(\tilde{h},\tilde{h})}
\]

\[
Z_0^+ = \int D\sigma' e^{-\frac{d_m^2}{2}(\sigma' \sigma')}\]

\[
Z_h^- = \int D\tilde{h} e^{-\frac{d(m^2-(d-1)\Xi)}{2}(\tilde{h},\tilde{h})}.
\]

Observe that all factors but \(Z_h^{\text{T}T}\) can be combined in the following way:

\[
\left( \frac{Z_{\xi}^T}{Y_{\xi}^T} \right) \left( \frac{Z_{\sigma'}^+Z_{\sigma}^+}{Y_{\sigma'}^+Y_{\sigma}^+} \right) Z_h^{-} = \frac{\int D\xi e^{-\frac{m^2}{2}(\xi \xi)} \int D\tilde{h} e^{-\frac{d(m^2-(d-1)\Xi)}{2}(\tilde{h},\tilde{h})}}{\int D\sigma' e^{-\frac{(\sigma' \sigma')}{2}} \int D\sigma e^{-\frac{d_m^2}{2}(\sigma' \sigma')}}. \tag{5.17}
\]

In the numerator, the path integrations are over local unconstrained fields and thus can be absorbed into bare couplings. In the denominator \(D\sigma'\) denotes integration over the modes \(f_{1,\mu}\). The integrals in the denominator can be easily evaluated. To conclude, we have

\[
Z_{\text{pl}}^{(s=2,m^2)} = \det(-\nabla^2_{(2)} + m^2 + M_2^2)^{-1/2}(m^2 - m_{2,0}^2) \frac{\Gamma_{1,1}^{M_2}}{2} (m^2 - m_{2,1}^2) \frac{\Gamma_1^{M_2}}{2}
\]

\[
= \det_{-1}(-\nabla^2_{(2)} + m^2 + M_2^2)^{-1/2} \tag{5.18}
\]

where we recall that \(m_{s,t}^2\) is defined in (4.56).

### 5.2.2 Massive arbitrary spin \(s \geq 1\)

In principle, one starts with the full manifestly local and covariant action [39], which involves a tower of spin \(t < s\) Stueckelberg fields, and repeat the derivation above. However, having worked out the cases for \(s = 1, 2\), the pattern is clear. For a free massive spin-\(s\) field, its path integral is simply

\[
Z_{\text{pl}}^{(s,m^2)} = \det_{-1} \left( \frac{-\nabla^2_{(s)} + m^2 + M_s^2}{M_s^2} \right)^{-1/2}. \tag{5.19}
\]

\(^{13}\)Principal series for \(m^2 > \left(\frac{d}{2}\right)^2\) and complementary series for \(d - 1 < m^2 < \left(\frac{d}{2}\right)^2\) [38].
Note that we have restored the dimensionful parameter $M$. Recall that the scaling dimension $\Delta$ is related to the mass $m^2$ as

$$m^2 = (\Delta + s - 2)(d + s - 2 - \Delta)$$

(5.20)

so that

$$\lambda_{n,s} + m^2 + M_s^2 = (n + \Delta)(d + n - \Delta) = \left(n + \frac{d}{2}\right)^2 - \left(\Delta - \frac{d}{2}\right)^2.$$ 

(5.21)

The requirement that $\lambda_{n,s} + m^2 + M_s^2$ is positive for all $n \geq -1$ is equivalent to the unitary bounds on $\Delta$ [38]:

$$\Delta = \frac{d}{2} + i\nu, \nu \in \mathbb{R} \quad \text{(Principal series)} \quad \text{or} \quad 1 < \Delta < d - 1 \quad \text{(Complementary series)}$$

(5.22)

Outside of this bound, a finite number of $\lambda_{n,s} + m^2 + M_s^2$ will become negative, which leads to the presence of some power of $i$, as we have seen in the $s = 2$ case. Also, as we take $m^2 \to m_{s,t}^2$, (5.19) becomes ill-defined, signaling a gauge symmetry. The case of $t = s - 1$ is the massless case discussed in section 4. We will comment on the general $(s, t)$ case in section 7.

6 Shift-symmetric fields

In (A)dS space, when massive fields attain certain mass values, they can have shift symmetries [40] that generalize the shift symmetry, galileon symmetry, and special galileon symmetry of massless scalars in flat space. In AdS, these theories are unitary; in dS, these theories do not fall into the classifications of dS UIRs [38]. In the following we study their 1-loop (free) path integrals on $S^{d+1}$, which contain analogous subtleties as the massless case, namely the phases and group volumes.

6.1 Shift-symmetric scalars

Let us start with a free scalar $\phi$ with generic mass $m$, with action

$$S[\phi] = \frac{1}{2} \int_{S^{d+1}} \phi(-\nabla^2 + m^2)\phi.$$ 

(6.1)

When $m^2$ takes values of the negative the eigenvalues of the scalar Laplacian $-\nabla^2_{(0)}$, i.e.

$$m^2 = -\lambda_{k,0} = -k(k + d) = m_{0,k+1}^2 + M_0^2 = m_{k+2,1}^2 = -m_{2,k+1}^2 \leq 0, \quad k \geq 0,$$

(6.2)

(recall that $m_{s,t}^2$ is defined in (4.56)), the action is invariant under a shift symmetry (of level $k$ in the terminology of [40])

$$\delta \phi = f_k$$

(6.3)

where $f_k$ is the $(k,0)$ eigenmodes of $-\nabla^2_{(0)}$ with eigenvalue $\lambda_k$.\footnote{However, there are arguments (see e.g. [40]) that they can be cured to become unitary.}
6.1.1 $k = 0$: massless scalars

The simplest example is $k = 0$, i.e. a massless scalar [41, 42]:

\[ S[\phi] = \frac{1}{2} \int_{S^{d+1}} \phi(-\nabla^2)\phi \]  

(6.4)

which is invariant under a constant shift $\phi \to \phi + c$. The case with $d = 3$ is of particularly interest because of its relevance in inflation. The path integral is simply

\[ Z_{PI}^{(s=0,m^2=0)} = \text{Vol}(G)_{PI} \det' \left( -\nabla^2_{(0)} \right)^{-1/2}. \]  

(6.5)

Here the prime denotes the omission of the constant $(0,0)$ mode from the functional determinant. The group volume factor is the integral over the constant mode

\[ \text{Vol}(G)_{PI} = \int \frac{dA_{0,0}}{\sqrt{2\pi}} \]  

(6.6)

Unlike the case of massless gauge fields, the residual group volume is multiplying the determinant instead of being divided. As for massless gauge fields, $\text{Vol}(G)_{PI}$ depends on the non-linear completion of the theory. There will be a problem of relating $\text{Vol}(G)_{PI}$ to a canonical volume $\text{Vol}(G)_{can}$ and the determination of $\text{Vol}(G)_{can}$ itself. Also, we expect there will be a dependence on coupling constants of the interacting theory.

An example for which we can make sense of these issues is that of a compact scalar. They are scalars subject to the identification

\[ \phi \sim \phi + 2\pi R, \]  

(6.7)

that is, they take values on a circle of radius $R$. In this case the integration range for the $(0,0)$ mode is restricted to the fundamental domain $0 < A_{0,0} < 2\pi R \sqrt{\text{Vol}(S^{d+1})}$ and therefore

\[ Z_{PI}^{\text{compact scalar}} = \sqrt{2\pi R^2 \text{Vol}(S^{d+1})} \det'(-\nabla^2_{(0)})^{-1/2}. \]  

(6.8)

Here the (inverse of) radius $R$ plays the role of the coupling constant.

6.1.2 $k \geq 1$: tachyonic scalars

For any $k \geq 1$, the scalar is tachyonic. See for example [43] and [44] for the study of such tachyonic scalars. The $k = 1$ and $k = 2$ cases are the dS analogs for the Galileon and special Galileon theories in flat space [40] respectively. Note that the action is negative for all $(n,0)$ modes with $n < k$, and vanishes for the $(k,0)$ modes. To make sense of the path integral, we again perform Wick rotations for all $(n,0)$ modes with $n < k$, so that

\[ \int D^{<k} {\phi} e^{-S_{<k}[{\phi}]} \to i \sum_{n=0}^{k-1} D_{n,0}^{d+2} \int D^{<k} {\phi} e^{S_{<k}[{\phi}]} = i \sum_{n=0}^{k-1} D_{n,0}^{d+2} \prod_{n=0}^{k-1} |\lambda_{n,0} - \lambda_{k,0}|^{-1/2}, \]  

(6.9)

and interpret the integration over the $(k,0)$ modes as a residual group volume

\[ \text{Vol}(G_k)_{PI} = \int \prod_{a=1}^{D_{k,0}^{d+2}} dA_{k,0}^{(a)} \]  

(6.10)
The modes with \( n > k \) can be integrated as usual. The final result is

\[
Z_{\text{PI}}^{(s=0,m^2_{k+2,1})} = i \sum_{n=0}^{k-1} D_{n,0}^{d+2} \text{Vol}(G_k)_{\text{PI}} \det' \mid - \nabla^2_{(0)} - \lambda_{k,0} \mid^{-1/2}.
\] (6.11)

Note that absolute value is taken in the determinant. The prime denotes the omission of the \((k,0)\) modes from the functional determinant. Same as the \(k = 0\) case, the residual group volume \(\text{Vol}(G_k)_{\text{PI}}\) is multiplying the determinant instead of being divided. Again, \(\text{Vol}(G_k)_{\text{PI}}\) should depend on the interaction structure of the parent theory. There will be a problem of relating \(\text{Vol}(G_k)_{\text{PI}}\) to a canonical volume \(\text{Vol}(G_k)_{\text{can}}\) and the determination of \(\text{Vol}(G_k)_{\text{can}}\) itself.

### 6.2 Shift-symmetric vectors

When the mass takes values

\[
m^2 = -\lambda_{k+1,1} - d = -(k + 2)(k + d) = m^2_{k+3,0} = -m^2_{1,k+2} \leq -2d, \quad k \geq 0,
\] (6.12)

the Proca action (5.2) is invariant under a level-\(k\) shift symmetry generated by the \((k+1,1)\) modes

\[
\delta A_\mu = f_{k+1,\mu}.
\] (6.13)

Following analogous steps as for the scalars, it is straightforward to work out the path integral

\[
Z_{\text{PI}}^{(s=1,m^2_{k+3,0})} = i \sum_{n=-1}^{k} D_{n,1}^{d+2} \text{Vol}(G_{k+1,1})_{\text{PI}} \det' \mid - \nabla^2_{(1)} - \lambda_{k+1,1} \mid^{-1/2}
\] (6.14)

where the prime denotes the omission of the \((k + 1, 1)\) modes and

\[
\text{Vol}(G_{k+1,1})_{\text{PI}} \equiv \int \prod_{a=1}^{D_{k+1,1}^{d+2}} \frac{dA_{k+1,1}^{(a)}}{\sqrt{2\pi}}.
\] (6.15)

Note that in the phase factor we have used the fact that \(D_{-1,1}^{d+2} = -D_{0,0}^{d+2}\) and \(D_{0,1}^{d+2} = 0\).

### 6.3 Shift-symmetric spin \( s \geq 2 \)

#### 6.3.1 Shift-symmetric spin 2 fields

The massive spin-2 action (5.5) with

\[
m^2 = -\lambda_{k+2,2} - 2 = m^2_{k+4,1} = -m^2_{2,k+3} \leq 2(d + 2), \quad k \geq 0,
\] (6.16)

is invariant under a level-\(k\) shift symmetry generated by the \((k + 2, 2)\) modes

\[
\delta h_{\mu\nu} = f_{k+2,\mu\nu}.
\] (6.17)

It is straightforward to work out the path integral

\[
Z_{\text{PI}}^{(s=2,m^2_{k+4,1})} = i \sum_{n=-1}^{k+1} D_{n,2}^{d+2} \text{Vol}(G_{k+2,2})_{\text{PI}} \det' \mid - \nabla^2_{(2)} - \lambda_{k+2,2} \mid^{-1/2}
\] (6.18)
where the prime denotes the omission of the \((k + 2, 2)\) modes and

\[
\text{Vol}(G_{k+2,2})_{\text{PI}} \equiv \int D^{d+2}_{k+2,2} \prod_{a=1}^{D^{d+2}_{k+2,2}} \frac{dA^{(a)}_{k+2,2}}{\sqrt{2\pi}}.
\]  

(6.19)

Note that in the phase factor we have used the fact that \(D_{d+2}^{d+2} = -D_{1,0}^{d+2} \) and \(D_{0,2}^{d+2} = -D_{1,1}^{d+2} \).

6.3.2 Shift-symmetric arbitrary spins \(s \geq 0\)

Now the pattern is clear. When the mass for a spin-\(s\) field \(\phi(s)\) \((s \geq 0)\) reaches the values

\[
m^2 = -\lambda^2_{k+s,s} - M^2_k = m^2_{k+s+1,s-1} = -m^2_{s,s+k+1}, \quad k \geq 0,
\]  

(6.20)

there will be a level-\(k\) shift symmetry generated by the \((k + s, s)\) modes

\[
\delta \phi(s) = f_{k+s,(s)}.
\]  

(6.21)

The path integral is

\[
Z_{\text{PI}}^{(s,m^2_{k+s+1,s-1})} = i \sum_{n=-1}^{k+s-1} D_{n,s}^{d+2} \text{Vol}(G_{k+s,s})_{\text{PI}} \det_{-1}^{-1/2} \left| -\nabla^2_{(s)} - \frac{\lambda_{k+s,s}}{M^2} \right|^{-1/2}
\]  

(6.22)

where

\[
\text{Vol}(G_{k+s,s})_{\text{PI}} \equiv \int D^{d+2}_{k+s,s} \prod_{a=1}^{D^{d+2}_{k+s,s}} \frac{M}{\sqrt{2\pi}} dA^{(a)}_{k+s,s}.
\]  

(6.23)

Note that we have restored the dimensionful parameter \(M\). Such a shift-symmetric field can be thought of as the longitudinal mode decoupled from a massive spin-(\(k + 1\)) field as its mass approaches \(m^2_{k+s+1,s}\). Note that for \(k = 0\), it can be thought of as the ghost part of the spin-(\(s + 1\)) massless path integral. We will see more connections of shift-symmetric fields with general partially massless fields in the next section.

7 Partially massless fields

In (A)dS space, there exist “partial massless” (PM) representations [37, 39, 45–53]. Except for the massless case, they are not unitary in AdS. In \(dS_{d+1}\) with \(d \geq 4\), they correspond to the unitary exceptional series representations, while for \(d = 3\) they correspond to the discrete series representations [38]. A PM spin-\(s\) field of depth \(t\) has a gauge symmetry\(^{15}\)

\[
\delta \phi(s) = \nabla^{(s-t)} \xi(t) + \cdots
\]  

(7.1)

where \(\cdots\) stand for terms with fewer derivatives [53]. The massless case corresponds to \(t = s - 1\). In the following we first work out the case of spin-2 depth-0 field. Then we will provide a general prescription for general PM fields.

\(^{15}\)We adopt the convention that depth \(t\) is equal to the spin of the gauge parameter.
7.1 Spin-2 depth-0 field

The action for a spin-2 depth-0 field is (5.5) with mass

\[ m^2 = m_{2,0}^2 = d - 1, \]

in which case there is a gauge symmetry

\[ \delta h_{\mu\nu} = \nabla_{\mu} \nabla_{\nu} \chi + g_{\mu\nu} \chi. \]

(7.3)

This can be seen by first substituting (5.13) into (5.6) so that the decomposition becomes

\[ h_{\mu\nu} = h_{TT}^{\mu\nu} + \frac{1}{\sqrt{2}} (\nabla_{\mu} \xi^T_{\nu} + \nabla_{\nu} \xi^T_{\mu}) + \frac{1}{\sqrt{d+1}} \left( \nabla_{\mu} \nabla_{\nu} \tilde{h} + g_{\mu\nu} \tilde{h} \right) \]

(7.4)

and noting that \( S[\tilde{h}] \) defined in (5.14) vanishes identically for \( m^2 = d - 1 \). Spin-2 field with such a mass was first considered in [37]. This gauge invariance implies that there is an integration

\[ \int D'\tilde{h} \]

(7.5)

that must be canceled by a gauge group volume factor Vol(\( G \)) divided by hand. To be consistent with locality, this gauge group factor must take the form of a path integral of a local scalar field \( \alpha \)

\[ \text{Vol}(G) = \int D\alpha. \]

(7.6)

Due to mismatch of modes excluded due to (5.7), we have a residual group volume

\[ \frac{\int D'\tilde{h}}{\text{Vol}(G)} = \frac{1}{\text{Vol}(G_{1,0})_{\text{PI}}} \cdot \text{Vol}(G_{1,0})_{\text{PI}} \equiv \prod_{a=1}^{D_{1,0}^{d+2}} dA_{1,0}^{(a)} \sqrt{2\pi}. \]

(7.7)

The rest of the computation proceeds as before, and the final result is

\[ Z_{\text{PI}}^{(s, m^2 \to m_{2,0}^2)} = \frac{i^{-1}}{\text{Vol}(G_{1,0})_{\text{PI}}} \frac{\det'_{-1} \left| -\nabla^2_{(2)} - (d + 1) \right|^{1/2}}{\det'_{-1} \left| -\nabla^2_{(2)} - (d + 1) \right|^{1/2}}. \]

(7.8)

7.2 General PM fields

We now provide a prescription to obtain the path integral expression for a general spin-\( s \) depth-\( t \) field. First, take the spin-\( s \) path integral (5.19) with generic mass and take the limit \( m^2 \to m_{2,t}^2 \) while omitting the \((t-1, s)\) modes:

\[ Z_{\text{PI}}^{(s, m^2 \to m_{2,t}^2)} \to \sum_{m=-1}^{t-2} Z_{\text{PI}}^{D_{m,t}^{d+2}} \left| -\nabla^2_{(s)} - \lambda_{t-1,s}^2 \right|^{-1/2} \]

where we have used (4.87). The phases appear because the mode with \( n = -1, 0, \cdots, t-2 \) becomes negative. Then we exchange \( s \) and \( t \) and flip \( i \to -i \) to obtain another expression

\[ Z_{\text{PI}}^{(t, m^2 \to m_{2,t}^2)} \to i^{-\sum_{m=-1}^{s-2} D_{m,t}^{d+2}} \left| -\nabla^2_{(t)} - \lambda_{s-1,t}^2 \right|^{-1/2}. \]

(7.9)
We propose that the final result is simply given by the ratio between these two expressions, divided by a group volume factor:

\[
Z_{\text{PM HS}}^{(s, m^2 = m^2_{s,t})} = \frac{\sum_{m=-1}^{s-2} D_{m,s}^{d+2} + \sum_{m=-1}^{t-2} D_{m,t}^{d+2} \text{ det}'_{-1} \left| \frac{-\nabla_2^2 - \lambda_2^2}{M^2} \right|^{1/2}}{\text{Vol}(G_{s-1,t})_{\text{PI}}} \frac{\text{ det}'_{-1} \left| \frac{-\nabla_2^2 - \lambda_2^2}{M^2} \right|^{1/2}}{\text{Vol}(G_{s-1,t})_{\text{PI}}}
\]

(7.11)

where

\[
\text{Vol}(G_{s-1,t})_{\text{PI}} \equiv \int \prod_{a=1}^{D_{s-1,t}^{d+2}} \frac{M^2}{\sqrt{2\pi}} dA_{s-1,t}
\]

(7.12)

Note that we have restored the dimensionful parameter \( M \). One can easily verify that (7.11) reduces to the massless case when \( t = s - 1 \) and the spin-2 depth-0 case when \( s = 2, t = 0 \). The division by \( Z_{\text{PI}}^{(t, m^2 \rightarrow m^2_{s,t})} \) can be thought of as the decoupling of the spin-\( t \) level-(\( s - 1 - t \)) shift-symmetric field from the massive spin-\( s \) field as we take \( m^2 \rightarrow m^2_{s,t} \). Note that the ratio of determinants (without the extension to \( n = -1 \) modes) in (7.11) and the relations between \( \text{PM} \) and conformal higher spin partition functions were first discussed in [54] for \( S^4 \) and [55] for \( S^6 \).

As we stressed repeatedly, the determination of the group volume factor \( \text{Vol}(G_{s-1,t})_{\text{PI}} \) requires knowledge of the interactions of the parent theory. In the current case, a natural class of parent theories would be the \( \text{PM} \) generalizations of higher spin theories [56], which include a tower of \( \text{PM} \) gauge fields and a finite number of massive fields. These theories gauge the \( \text{PM} \) algebras studied in [57] and are holographic duals to \( \square^k \) CFTs [58]. Their 1-loop path integrals would take the form

\[
Z_{\text{PM HS}}^{(s, m^2 = m^2_{s,t})} = \frac{\sum_{m=-1}^{s-2} D_{m,s}^{d+2} + \sum_{m=-1}^{t-2} D_{m,t}^{d+2} \text{ det}'_{-1} \left| \frac{-\nabla_2^2 - \lambda_2^2}{M^2} \right|^{1/2}}{\text{Vol}(G_{s-1,t})_{\text{PI}}} \frac{\text{ det}'_{-1} \left| \frac{-\nabla_2^2 - \lambda_2^2}{M^2} \right|^{1/2}}{\text{Vol}(G_{s-1,t})_{\text{PI}}}
\]

(7.13)

where

\[
P = \sum_{s,t} \left( \sum_{m=-1}^{t-2} D_{m,s}^{d+2} + \sum_{m=-1}^{s-2} D_{m,t}^{d+2} \right), \quad \text{Vol}(G)_{\text{PI}} = \prod_{s,t} \text{Vol}(G_{s-1,t})_{\text{PI}}
\]

(7.14)

There will be analogous problem of relating \( \text{Vol}(G)_{\text{PI}} \) to a canonical volume \( \text{Vol}(G)_{\text{can}} \) (and making sense of the volume itself) as in the massless case, which will give us the dependence on the Newton’s constant \( G_N \). If we demand \( \log Z_{\text{PM HS}}^{(s, m^2 = m^2_{s,t})} \) to be consistent with a universal form as in the massless case [11], we should take

\[
\text{Vol}(G)_{\text{PI}} = \text{Vol}(G)_{\text{can}} \prod_{s,t} \left( \frac{\text{Vol}(S^{d-1})}{8\pi G_N} \frac{M^4}{(d + 2s - 2)(d + 2t - 2)} \right)^{\frac{D_{s-1,t}^{d+2}}{2}}
\]

(7.15)
so that the factor \((d+2s-2)(d+2t-2)\) gets nicely canceled upon evaluating the character integrals for the determinants. To verify this, one has to repeat the analysis of [19] and appendix C and express the PM HS invariant bilinear form in terms of the bilinear form induced by the path integral measure. Provided that (7.15) is valid, we note that except the phase and \(\text{Vol}(G)_{\text{can}}\), the expression (7.13) becomes the inverse of itself upon exchanging \(s\) and \(t\). We leave the validation of (7.11), (7.15) and the implication of the suggestive \(s \leftrightarrow t\) symmetry for future work.

8 Discussion and outlooks

In this work, we derive the determinant expressions of the 1-loop path integrals for massive, shift-symmetric and (partially) massless symmetric tensor fields on \(S^{d+1}\).

At the technical level, we have clarified subtleties arising from normalizable zero modes or negative modes on the sphere, and have made broad generalizations of all known results. One natural generalization of this work is to study path integrals involving fermionic massive, shift-symmetric and (partially) massless gauge fields. For instance, the free actions for massless fermionic fields are presented in [59]. Since fermionic fields are Grassman-valued, no Wick rotation is needed to make the path integral convergent. However, there is still a group volume factor corresponding to trivial fermionic gauge transformations, whose physical interpretations are more obscure than their bosonic counterparts, because the Grassman integrals are formally zero. Perhaps we need to combine bosonic and fermionic higher spin fields into a supersymmetric HS theory [60] so that we can make sense of the super-higher-spin group volume.

At the conceptual level, our results and their implications on de Sitter thermodynamics were discussed extensively in [11]. However, the interpretations of a number of features of 1-loop sphere partition functions require further investigations: first is the Polchinski’s phase. While we generalize the original massless spin-2 result to other classes of fields, their physical interpretations remain elusive. One is tempted to say perhaps these phases indicate non-unitarity. While this seems to be natural for massive fields with masses outside the unitary bounds (including shift-symmetric fields), the phases are present for PM fields which are perfectly unitary irreducible representations. Without other physical inputs, it is not clear whether we should ignore or retain these phases. However, we stress that these phases deserve our attentions. One reason is that perhaps a better understanding of these phases will lead us to the correct statistical interpretation of the Euclidean path integral.\(^{16}\) Another reason is that \(S^{d+1}\) is only one of the many saddle points of the Euclidean gravitational path integral with a positive cosmological constant. If one considers other saddle points such as \(S^2 \times S^{d-1}\), since they have different amount of symmetries, after Wick rotating the conformal modes there will be relative phases between different saddle points.

The second remaining mystery is the residual group volume factor present for PM gauge fields and shift-symmetric fields. Such a factor is present for a manifestly local path

---

\(^{16}\)For example, one might guess that these \(i\)’s are precisely the \(i\)’s present in the inverse Laplace transform to extract microcanonical entropies from the partition function.
integral and depends on the non-linear completion of the theory. Higher spin groups are typically infinite-dimensional and there is an issue of making sense of the group volume. The group volume may be more well-defined in theories gauging finite dimensional higher spin algebras studied in [57].

The context in which both subtleties of phases and group volume are sharpest is in $d+1 = 3$ dimension [11]. In this case one can check that for any PM fields, the determinants for the on-shell kinetic operator and the ghost operator cancel completely, so that the group volume and phases are the only non-trivial contributions to the 1-loop path integral. Also, on $S^3$ there is an alternative formulation of massless HS gravity as a $SU(N) \times SU(N)$ Chern-Simons theory. As noted in [11], one finds that their 1-loop results agree only if we identify the residual group volume with the $SU(N) \times SU(N)$ HS group volume, further supporting the claim that this factor depends on the interactions of the full theory. Also, the phases will match exactly for odd framing.

Finally, as mentioned at the end of the introduction, it would be interesting to apply our results to other contexts such as such as string theory, Chern-Simons theory, supersymmetry, AdS/CFT correspondence, conformal field theory, as well as entanglement entropy in quantum field theories. We leave these to future work.
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A Conventions and definitions

Symmetrization. We symmetrize a rank-$s$ tensor $\phi_{\mu_1 \cdots \mu_s}$ by summing all the permutations followed by a division by $s!$. That is

$$\phi_{(\mu_1 \cdots \mu_s)} = \frac{1}{s!} \sum_{\sigma: \text{perm}} \phi_{\mu_{\sigma(1)} \cdots \mu_{\sigma(s)}} \quad (A.1)$$

Shorthand notations. Throughout this paper we denote

$$\int_{S^{d+1}} \equiv \int_{S^{d+1}} d^{d+1}x \sqrt{g} \quad (A.2)$$

When dealing with a rank-$s$ totally symmetric tensor, we sometimes use the notations:

$$A(s) \equiv A_{\mu_1 \cdots \mu_s} \quad (A.3)$$

$$g^{k} \nabla^{(n-2k)} A(s) \equiv g_{(\mu_1 \mu_2 \cdots g_{\mu_{2k-1}} \mu_{2k} \nabla_{\mu_{2k+1}} \cdots \nabla_{\mu_n} A_{\mu_{n+1} \cdots \mu_{s+n}}) \quad (A.4)$$

$$\nabla \cdot A(s) \equiv \nabla^{\lambda} A_{\mu_1 \cdots \mu_{s-1} \lambda} \quad (A.5)$$

$$\text{Tr} A(s) \equiv g^{\lambda \rho} A_{\lambda \rho \mu_1 \cdots \mu_{s+2}} \quad (A.6)$$
For two spin-$s$ fields $\psi_{(s)}$ and $\psi'_{(s)}$, we define the inner product
\[ (\psi_{(s)}, \psi'_{(s)}) \equiv \int_{S^{d+1}} \psi_{\mu_1 \cdots \mu_s} \psi'_{\mu_1 \cdots \mu_s}. \]  

**Path integral measure.** Path integrals for a spin-$s$ bosonic field $\phi_{(s)}$ take the form
\[ \int \mathcal{D}\phi_{(s)} e^{-\frac{1}{2g^2}(\phi_{(s)}, -Q\phi_{(s)})} \]  
where $Q$ is a Laplace type operator. The measure $\mathcal{D}\phi_{(s)}$ is defined as follows. Suppose $\phi_{(s)}$ has mass dimension $d - \frac{2p}{2}$ and an expansion in terms of orthonormal modes $f_{n,(s)}$, i.e.
\[ \phi_{(s)} = \sum_n a_{n,s} f_{n,(s)}, \quad (f_{n,(s)}, f_{m,(s)}) = \delta_{nm}. \]

We define the path integration measure for $\phi$ to be
\[ \mathcal{D}\phi_{(s)} \equiv \prod_n \frac{M^p}{\sqrt{2\pi g}} da_{n,s}. \]

Here are some comments:

- $M$ is a parameter with mass dimension 1, and the power $p$ is determined by dimension analysis so that the partition function remains dimensionless. In most of this paper we will set $M = 1$ and restore it by dimension analysis when necessary.
- The factors of $\sqrt{2\pi g}$ are inserted such that the path integration results in a determinant without any extra factor other than the dimensionful parameter $M$:
\[ \int \mathcal{D}\phi e^{-S[\phi]} = \det(-\frac{Q}{M^{2p}})^{-1/2}. \]
- The multiplication of the factor $\frac{M^p}{\sqrt{2\pi g}}$ only affects UV divergent terms of the resulting free energy and thus can be absorbed into the bare couplings of the local curvature densities. This can be seen as follows. In heat kernel regularization, the path integral is expressed as an integral transform
\[ \log Z_{PI} = \int_0^\infty \frac{d\tau}{2\tau} e^{-\frac{\epsilon^2}{4\tau}} \text{Tr} e^{-\tau D}, \]  
which alters only the divergent terms as $\epsilon \to 0$.  

\[ \text{(A.14)} \]
• With these conventions we also see that the field $\phi$ satisfies the normalization condition
\[ \int D\phi e^{-\frac{1}{2\pi^2} (\phi,\phi)} = 1. \] (A.15)

• We can think of the measure (A.10) as putting the following metric on the field space
\[ ds^2 = \frac{M^{2p}}{2\pi^2} \int_{S^{d+1}} (\delta\phi)^2 = \frac{M^{2p}}{2\pi^2} \sum_n d\bar{a}_n^2 \] (A.16)

**Commutator.** In our convention the commutator of two covariant derivatives acts on a totally symmetric rank-$s$ tensor as
\[ [\nabla_\mu, \nabla_\nu] \phi^{\rho_1 \cdots \rho_s} = \sum_{j=1}^s R^{\rho_j}_{\lambda \mu \nu} \phi^{\hat{\rho}_j \cdots \rho_s}, \quad R_{\lambda \mu \nu} = \frac{g_{\lambda \mu} g_{\rho \nu} - g_{\lambda \nu} g_{\rho \mu}}{\ell^2}, \] (A.17)
where $\hat{\rho}_j$ means that $\rho_j$ is excluded. $\ell$ is the radius of the sphere and will be set to 1 for most of this paper.

### B Symmetric transverse traceless Laplacians and symmetric tensor spherical harmonics on $S^{d+1}$

Here we collect some useful facts from [62] and [63] about spin-$s$ symmetric transverse traceless (STT) Laplacians and symmetric tensor spherical harmonics (STSH) on $S^{d+1}$.

**Definition, eigenvalues and degeneracies**

STSHs $f_{n,(s)} \equiv f_{n,\mu_1 \cdots \mu_s}$ are labeled by their spin $s$ and angular momentum number $n \geq s$. These are the STT eigenfunctions of the STT Laplacian $-\nabla^2_{(s)}$ on $S^{d+1}$
\[ -\nabla^2_{(s)} f_{n,(s)} = \lambda_{n,s} f_{n,(s)}, \quad \nabla \cdot f_{n,(s)} = 0, \quad \text{Tr} f_{n,(s)} = 0 \] (B.1)
with eigenvalues and degeneracies
\[ \lambda_{n,s} = n(n+d) - s, \quad n \geq s \] (B.2)
\[ D_{n,s}^{d+2} = g_s \frac{(n-s+1)(n+s+d-1)(2n+d)(n+d-2)!}{d!(n+1)!} \] (B.3)
\[ g_s = \frac{(2s+d-2)(s+d-3)!}{(d-2)!s!}. \] (B.4)

These furnish $\text{SO}(d+2)$ irreducible representations corresponding to two-row Young diagrams with $n$ boxes in the first row and $s$ boxes in the second row. We sometimes call them $(n,s)$ modes in the paper. We normalize them with respect to (A.7), i.e.
\[ (f_{n,(s)}, f_{m,(s)}) = \delta_{nm} \] (B.5)
When we use a double labeling such as $f_{n,(s)}$ for the spin-$s$ STSHs or $\lambda_{n,s}$ for its eigenvalues, the $n$ automatically labels the spectrum of $-\nabla^2_{(s)}$. Also, when we write $\sum_n$ or $\prod_n$, there is an implied sum or product over degenerate spin-$s$ STSHs with the same label $n$. 
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**Killing tensors.** A spin-\(s\) Killing tensor (KT) \(\epsilon_{(s)}\) is a totally symmetric traceless tensor satisfying the Killing equation

\[
\nabla_{[\mu_1}\epsilon_{\mu_2\cdots\mu_{s+1}]} = 0.
\]

Taking the trace of this equation shows that they are divergenceless, while taking the divergence we recover (B.1) with \(n = s\) and thus they are in fact spanned by the \((s,s)\) modes.

**Induced spin-\(s\) symmetric traceless spherical harmonics**

Given a STSH \(f_{n,(s)}\), one can construct the \(m\)-th induced symmetric traceless tensors

\[
T_{n,(s+m)}^{(s)} = \nabla_{[\mu_1} \cdots \nabla_{\mu_m} f_{n,\mu_{m+1} \cdots \mu_{m+s}]} - \text{trace terms},
\]

where the subtraction of trace terms is such that the expression is traceless. From its definition, it is clear that \(T_{n,(s)}^{(s)} = f_{n,(s)}\). There are two important facts to note:

1. \(T_{n,(s)}^{(m)}\) satisfy an orthogonality condition under the inner product (A.7).
2. \(T_{n,(s)}^{(m)}\) vanishes identically for \(s > n\).

The more familiar lower spin examples include the orthonormal modes for the longitudinal part of a vector field

\[
T_{n,\mu}^{(0)} = \nabla_\mu f_n
\]

or the orthonormal modes for the symmetric traceless part of a spin-2 tensor constructed from scalar spherical harmonics

\[
T_{n,\mu\nu}^{(0)} = \nabla_\mu \nabla_\nu f_n + \frac{\lambda_n}{d+1} g_{\mu\nu} f_n.
\]

We might use the notation \((n,s)\) to refer to a spin-\((s+m)\) symmetric traceless spherical harmonics \(T_{n,(s+m)}^{(s)}\) induced from the STSH \(f_{n,(s)}\) when the context is clear.

**Mode expansions for symmetric traceless tensors.** In general, a spin-\(s\) symmetric traceless (not necessarily transverse) field \(V_{(s)}\) on \(S^{d+1}\) has the mode expansion

\[
V_{(s)} = \sum_{m=0}^{s} \sum_{n=s}^{\infty} A_{n,m} \hat{T}_{n,(s)}^{(m)},
\]

where \(\hat{T}_{n,(s)}^{(m)}\) is the normalized version of \(T_{n,(s)}^{(m)}\), i.e.

\[
\hat{T}_{n,(s)}^{(m)} = \frac{T_{n,(s)}^{(m)}}{|T_{n,(s)}^{(m)}|}
\]

where the norm \(|\cdot,\cdot|\equiv\sqrt{\langle\cdot,\cdot\rangle}\) is defined with respect to (A.7).
Useful identities. In this work we make use of the following identities for $T_{n,(s)}^{(m)}$

\[
\begin{align*}
-\nabla^2 T_{n,(s)}^{(m)} & = a_{s,n}^{(m)} T_{n,(s)}^{(m)} \\
\nabla \cdot T_{n,(s)}^{(m)} & = b_{s,n}^{(m)} T_{n,(s-1)}^{(m)}
\end{align*}
\]  

where

\[
\begin{align*}
a_{s,n}^{(m)} & = \lambda_{n,m} - (s-m)(s+m+d-1) \\
b_{s,n}^{(m)} & = \frac{(s-m)(d+s+m-2)}{2} (\lambda_{s-1,s} - \lambda_{n,s}).
\end{align*}
\]

Norms. For our purpose, we do not need to know the norm of $T_{n,(s)}^{(m)}$ (with respect to (A.7)), but we need the relative normalizations between $T_{n,(s)}^{(m)}$, $T_{n,(s-1)}^{(m)}$ and $\nabla \cdot T_{n,(s)}^{(m)}$, which can be easily computed:

\[
(\nabla \cdot T_{n,(s)}^{(m)}, \nabla \cdot T_{n,(s)}^{(m)}) = (b_{s,n}^{(m)})^2 (T_{n,(s-1)}^{(m)}, T_{n,(s-1)}^{(m)}) = -b_{s,n}^{(m)} (T_{n,(s)}^{(m)}, T_{n,(s)}^{(m)}).
\]

Conformal Killing tensors. A spin-$s$ conformal Killing tensor (CKT) $\epsilon_{(s)}$ is a totally symmetric traceless tensor satisfying the conformal Killing equation

\[
\nabla_{(\mu_1 \epsilon_{\mu_2 \cdots \mu_{s+1}}) - \frac{s}{d+2s-1} g(\mu_1 \mu_2) \nabla^\lambda \epsilon_{\mu_3 \cdots \mu_{s+1})} = 0.
\]

The solution space to this equation is spanned by $T_{s,(s)}^{(m)}$ with $m = 0, 1, \cdots, s$. Notice that the modes $T_{s,(s)}^{(s)} = f_{s,(s)}$ correspond to spin-$s$ KTs.

C Higher spin invariant bilinear form

In this appendix, we relate the HS invariant bilinear form in [19] to the one induced by our path integral measure.

C.1 The Noether approach

Suppose we have a quadratic action $S^{(2)}$ of a collection of fields $\varphi$ that is invariant under the linear gauge symmetries $\delta^{(0)}_{\xi} \varphi$, which we want to deform into an interacting action

\[
S = S^{(2)} + S^{(3)} + S^{(4)} + \cdots (C.1)
\]

invariant under the non-linear gauge symmetries

\[
\delta_{\xi} \varphi = \delta^{(0)}_{\xi} \varphi + \delta^{(1)}_{\xi} \varphi + \delta^{(2)}_{\xi} \varphi + \cdots. (C.2)
\]

Here the superscript $(n)$ denotes the power in fields (or coupling constants). Requiring full gauge invariance, i.e.

\[
\delta_{\xi} S = 0, (C.3)
\]
we have a system of equations relating deformations and the gauge transformations at particular orders:

\[
\begin{align*}
\delta^{(0)}_\xi S(2) &= 0 \\
\delta^{(0)}_\xi S(3) + \delta^{(1)}_\xi S(2) &= 0 \\
\delta^{(0)}_\xi S(4) + \delta^{(1)}_\xi S(3) + \delta^{(2)}_\xi S(2) &= 0 \\
\end{align*}
\]

(C.4)

This can be solved as follows:

1. We solve the second equation on the solutions of the first equation \(\delta S^{(2)} = 0\) to infer the cubic interaction \(S^{(3)}\).

2. From this we can infer \(\delta^{(1)}_\xi\) by solving the second equation again without imposing the first equation \(\delta S^{(2)} = 0\).

3. Proceed in a similar fashion for all higher order \(S^{(n\geq 3)}\) and the field-dependent part of the gauge transformations \(\delta^{(n\geq 1)}_\xi\). That is, we solve for \(S^{(n)}\) using by the \((n-1)\)-th constraint with the \((n-1)\)-th order equation of motion imposed, and then for the deformation \(\delta^{(n-1)}_\xi\) by solving the same equation without imposing equations of motion.

**Local gauge algebra.** The full non-linear gauge transformations (C.2) are required to form an (open) algebra

\[
\delta_{\xi_1} \delta_{\xi_2} - \delta_{\xi_2} \delta_{\xi_1} = \delta_{[[\xi_1, \xi_2]]} + \text{(on-shell trivial)}
\]

(C.5)

where (as illustrated in the Yang Mills and Einstein gravity case) the precise form of the bracket \([\cdot, \cdot]\) depends on how gauge transformations act on \(\varphi\). In particular, it can be field dependent and can be expanded as

\[
[[\cdot, \cdot]] = [[[\cdot, \cdot]]]^{(0)} + [[[\cdot, \cdot]]]^{(1)} + [[[\cdot, \cdot]]]^{(2)} + \ldots
\]

(C.6)

The full algebra (C.5) can then be perturbatively expanded in powers of fields.

**Global symmetry algebra.** We are interested in the global symmetry algebra, the subalgebra of the full local gauge algebra satisfying

\[
\delta^{(0)} = 0
\]

(C.7)

To determine this, it suffices to consider the lowest order:

\[
\delta^{(1)}_{\xi_1} \delta^{(0)}_{\xi_2} - \delta^{(1)}_{\xi_2} \delta^{(0)}_{\xi_1} = \delta_{[[\xi_1, \xi_2]]}^{(0)}
\]

(C.8)

To summarize, the idea is that once the cubic interaction \(S^{(3)}\) is determined, we can deduce the deformation of the gauge symmetry \(\delta^{(1)}_\xi \varphi\) and the gauge algebra \([[\xi_1, \xi_2]]^{(0)}\):

\[
S^{(3)} \implies \delta^{(1)}_\xi \varphi \implies [[\xi_1, \xi_2]]^{(0)}
\]

(C.9)
which then completely fixes the global symmetry algebra and the invariant bilinear form
on the algebra (up to an overall normalization). In section 2 and 3 we see how it works
for Yang-Mills and Einstein theories. Following a similar line of reasoning, the global HS
algebra and the HS invariant form has been determined in [19] for massless higher spin
gauge theories. To correctly apply their results in our setting, we are going to make suitable
identifications carefully.

Embedding space formalism
The relevant results in [19] are expressed in the embedding space formalism. The starting
point is to realize $S^{d+1}$ as a $(d + 1)$-dimensional hypersurface embedded in an ambient
Euclidean space $\mathbb{R}^{d+2}$:

$$X^2 = (X^1)^2 + \cdots + (X^{d+2})^2 = \ell_{S^{d+1}}^2$$

with $\ell_{S^{d+1}}$ being the radius of the sphere. Symmetric spin-$s$ fields $\phi_{\mu_1 \cdots \mu_s}(x)$ intrinsic to
this submanifold are described by an ambient avatar $\Phi_{I_1 \cdots I_s}(X)$ subject to homogeneity
and tangentiality constraints

$$(X \cdot \partial_X - U \cdot \partial_U + 2 + \mu)\Phi(X, U) = 0, \quad X \cdot \partial_U \Phi(X, U) = 0,$$

where we have packaged all the $\Phi(s)(X)$ into a generating function

$$\Phi(X, U) = \sum_{s} \frac{1}{s!} \Phi_{I_1 \cdots I_s}(X) U^{I_1} \cdots U^{I_s}$$

with an ambient auxiliary vector $U^A$. The homogeneity degree $\mu$ in (C.11) is related to
the mass of the field. The massless case of interest corresponds to $\mu = 0$, in which case we
have a gauge symmetry

$$\delta_E \Phi(U) = U \cdot \partial_X E(X, U) + O(\Phi)$$

where the field-dependent part is to be determined by the cubic couplings. The gauge
parameter$^{17}$

$$E(X, U) = \sum_{s} \sqrt{s} E_{I_1 \cdots I_{s-1}}(X) U^{I_1} \cdots U^{I_{s-1}}$$

satisfies the homogeneity and tangentiality conditions to be consistent with (C.11):

$$(X \cdot \partial_X - U \cdot \partial_U) E = 0, \quad X \cdot \partial_U E = 0.$$  \hspace{1cm} (C.15)

In this framework, the quadratic action invariant under the linear gauge symmetries (C.13)
is given by

$$S^{(2)} \equiv \frac{1}{2} \int_{S^{d+1}} e^{\partial u_1 \partial u_2} \Phi(U_1) \partial^2 U_2 \Phi(U_2) \bigg|_{U_i = 0},$$

$^{17}$There is an extra factor of $1/\sqrt{s}$ compared to [19], so that we can identify $E_{I_1 \cdots I_{s-1}}(X) = \Lambda_{I_1 \cdots I_{s-1}}(X)$,
with $\Lambda_{I_1 \cdots I_{s-1}}(X)$ being the embedding space representative of $\Lambda_{\mu_1 \cdots \mu_{s-1}}(x)$.  
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where the notation $\frac{T}{T}$ means equivalence up to trace and divergence terms. and we are going to construct the cubic vertices following the program described in appendix C.1. Note that this normalization is equivalent to choosing
\[ g_s^2 = s! \] (C.17)
in (4.18).

**Killing tensors and global HS algebra**

**Killing tensors.** Global HS symmetries are generated by traceless gauge parameters satisfying the Killing equation
\[ U \cdot \partial_X E(X, U) = 0, \quad \partial^2_U E(X, U) = 0. \] (C.18)
Together with the homogeneity and tangentiality conditions (C.15) on the gauge parameter, one can also conclude that the Killing tensors satisfy
\[ \partial_U \cdot \partial_X E(X, U) = 0, \quad \partial^2_X E(X, U) = 0. \] (C.19)
It is straightforward to write down the general solution to these equations:
\[ E(X, U) = \sum_r \frac{1}{\sqrt{r+1}} \bar{E}^{(r+1)}(X, U) \]
\[ \bar{E}^{(r+1)}(X, U) = \frac{1}{r!} \bar{E}^{(r+1)}_{I_1 \cdots I_r}(X)U^{I_1} \cdots U^{I_r} = \frac{1}{(r!)^2} \bar{E}_{I_1 J_1 \cdots I_r J_r} X^{[I_1 U J_1]} \cdots X^{[I_r U J_r]}. \] (C.20)
The HS generators are the duals of the parameters $\bar{E}_{I_1 J_1 \cdots I_r J_r}$, which due to the complete tracelessness of the latter are defined as equivalence classes
\[ T^{I_1 \cdots I_r J_1 \cdots J_r} = X^{[I_1 U J_1]} \cdots X^{[I_r U J_r]} + \cdots \] (C.21)
modulo trace terms $X^2, X \cdot U, U^2$ denoted by $\cdots$ in the equation.

**Global HS algebra.** Following the framework described in section C.1, one can determine the full global HS algebra. What is most relevant to us is the bracket for the spin-$2$ generators (i.e. Killing vectors), which generate the isometry subalgebra $so(d+2)$:\footnote{We omit the superscript $(0)$ because it is the complete bracket for the global $so(d+2)$ algebra.}
\[ [[[\bar{E}^{(2)}, \bar{E}^{(2)}]]] = -\frac{g}{\sqrt{2}} (\bar{E}^I \partial_I \bar{E}_J - \bar{E}^J \partial_J \bar{E}_I) U^I, \] (C.22)
where $g$ is the coupling constant of the theory, which can be identified with the Newton’s constant through
\[ g^2 = 32\pi G_N. \] (C.23)
To obtain (C.22), one can recall the footnote around (3.30), and note that there is an extra factor of $\frac{1}{\sqrt{2}}$ because of the non-canonical normalization due to the identification (C.17).
Canonical generators are those satisfying the standard $so(d+2)$ commutation relation under the bracket (C.22):

$$[[M_{IJ}, M_{KL}]] = \eta_{JK} M_{IL} - \eta_{JL} M_{IK} + \eta_{IL} M_{JK} - \eta_{IK} M_{JL}. \quad (C.24)$$

One such basis is $M_{IJ} = -\frac{\sqrt{g}}{d}(X_I U_J - X_J U_I)$ with $I, J = 1, \ldots, d + 2$, with which we will fix the overall normalization of the canonical metric. In general, the higher spin commutators mix Killing tensors with different spins. For example, a commutator of two spin-3 generators is a linear combination of a spin-2 and a spin-4 generator

$$[[\bar{E}^{(3)}, \bar{E}^{(3)}]] \sim \bar{E}^{(2)} + \bar{E}^{(4)}. \quad (C.25)$$

Fortunately, upon the identifications (C.17), the HS invariant bilinear form obtained in [19] is uniquely related to our path integral metric (up to an overall normalization), and therefore the knowledge of the brackets for all higher spin generators is not needed.

**HS invariant bilinear form**

The HS bilinear form takes the general form\(^{19}\)

$$\langle \bar{E}_1 | \bar{E}_2 \rangle = \sum_s \frac{b_s}{s} \frac{(\partial X_1 \cdot \partial X_2)^{s-1}}{(s-1)!} \frac{(\partial X_1 \cdot \partial X_2)^{s-1}}{(s-1)!} \bar{E}_1(X_1, U_1) \bar{E}_2(X_2, U_2) \bigg|_{X_i = U_i = 0}$$

$$= \sum_s \frac{b_s}{s!} \frac{(\partial X_1 \cdot \partial X_2)^{s-1}}{(s-1)!} \bar{E}_1^{(s)}(X_1) \bar{E}_2^{(s)}(X_2) \bigg|_{X_i = 0} \quad (C.26)$$

where the constant $b_s$ is fixed by requiring the cyclic property

$$\langle \bar{E}_1 | [[\bar{E}_2, \bar{E}_3]] \rangle = \langle \bar{E}_2 | [[\bar{E}_3, \bar{E}_1]] \rangle = \langle \bar{E}_3 | [[\bar{E}_1, \bar{E}_2]] \rangle. \quad (C.27)$$

For $AdS_{d+1}$ it was determined to be $[19]^{20}$

$$b_s^{AdS_{d+1}} = \frac{b_2^{AdS_{d+1}} (-\ell_{AdS}^2)^{s-2} \Gamma(d/2)}{2^{s-2} \Gamma(1/2 + s - 2)} = \frac{b_2^{AdS_{d+1}} (-\ell_{AdS}^2)^{s-2}}{d(d+2) \cdots (d+2s-8)(d+2s-6)} \quad (C.28)$$

where $b_2^{AdS_{d+1}}$ is an overall $s$-independent normalization constant and we have restored the AdS length $\ell_{AdS}$. Wick rotating this to $S^{d+1}$ amounts to replacing $\ell_{AdS} = i\ell_{S^{d+1}}$ and thus

$$b_s^{S^{d+1}} = \frac{b_2^{S^{d+1}} (\ell_{S^{d+1}}^2)^{s-2} \Gamma(d/2)}{2^{s-2} \Gamma(1/2 + s - 2)} = \frac{b_2^{S^{d+1}} (\ell_{S^{d+1}}^2)^{s-2}}{d(d+2) \cdots (d+2s-8)(d+2s-6)}. \quad (C.29)$$

From now on we set $\ell_{S^{d+1}} = 1$.

---

19 The factor of $1/s^{d-1}$ came from (C.14).

20 As noted in [11], we have corrected what we believe to be a typo in [19].
Relation to path integral metric. In the current notations, the bilinear form for a particular spin induced by the path integral measure is simply
\[
\langle E^{(s)}_1 | E^{(s)}_2 \rangle_{\text{PI}} = \frac{(s-1)!}{2\pi g_5^s} \int_{S^{d+1}} E^{(s)}_1(X, \partial_U) E^{(s)}_2(X, U). \tag{30}
\]
The HS invariant form (C.26) is a linear combination of these
\[
\langle E^{(s)}_1 | E^{(s)}_2 \rangle = \sum_s B_s \langle E^{(s)}_1 | E^{(s)}_2 \rangle_{\text{PI}}. \tag{31}
\]
We want to determine the \(s\)-dependence of the coefficient \(B_s\). To that end we note that the contraction in (C.26) can be written as\(^{21}\)
\[
\frac{(\partial X_1 \cdot \partial X_2)^{s-1}}{(s-1)!} E^{(s)}_1(X_1) E^{(s)}_2(X_2) \bigg|_{X_1 = 0} = \int_{R^{d+2}} e^{-X^2/2} E^{(s)}_1(X, \partial_U) E^{(s)}_2(X, U) \tag{32}
\]
Computing the integral on the right hand side in the radial coordinates, we have
\[
\int_{R^{d+2}} e^{-X^2/2} E^{(s)}_1(X, \partial_U) E^{(s)}_2(X, U) = 2^{s+\frac{d}{2}} \frac{\Gamma(d+s)}{2} \int_{S^{d+1}} E^{(s)}_1(X, \partial_U) E^{(s)}_2(X, U) \tag{33}
\]
Now, with the identification (C.17), comparing (C.26) with (C.31), we conclude
\[
B_s \propto (d + 2s - 2)(d + 2s - 4) \tag{34}
\]
up to a \(s\)-independent overall normalization constant.

Canonical isometry generators. What we have so far is the HS invariant bilinear form up to an overall normalization factor
\[
\langle \tilde{E}_1 | \tilde{E}_2 \rangle_{\text{can}} = C \sum_s (d + 2s - 2)(d + 2s - 4) \langle E^{(s)}_1 | E^{(s)}_2 \rangle_{\text{PI}}. \tag{35}
\]
We fix \(C\) by requiring the canonical isometry generators \(M_{IJ} = -\frac{\sqrt{2}}{\pi} (X_I U_J - X_J U_I)\) to be unit-normalized. Evaluating
\[
1 = \langle M_{12} | M_{12} \rangle_{\text{can}} = 2Cd(d + 2) \langle M_{12} | M_{12} \rangle_{\text{PI}} = \frac{4C}{g^2} \text{Vol}(S^{d-1}), \tag{36}
\]
we fix
\[
C = \frac{8\pi G_N}{\text{Vol}(S^{d-1})} \tag{37}
\]
upon the identification (C.23). To conclude, we have found
\[
\langle \tilde{E}_1 | \tilde{E}_2 \rangle_{\text{can}} = \frac{8\pi G_N}{\text{Vol}(S^{d-1})} \sum_s (d + 2s - 2)(d + 2s - 4) \langle E^{(s)}_1 | E^{(s)}_2 \rangle_{\text{PI}}, \tag{38}
\]
which leads to the relation (4.77).

\(^{21}\)To see this, note that
\[
\int_{R^{d+2}} e^{-X^2/2} X_{1i} \cdots X_{is} X_{j_1} \cdots X_{j_{s-1}} = \frac{(2\pi)^{d+s}}{2^{s-1}(s-1)!} (\delta_{i_1 j_1} \cdots \delta_{i_{s-1} j_{s-1}} + \text{perm}).
\]
Here “perm” includes all permutations among \(\{I_1, J_1, I_2, J_2, \cdots, I_{s-1}, J_{s-1}\}\). In particular, it includes terms like \(\delta_{i_1 j_1} \cdots\), which do not contribute in the inner product (C.32) since \(E_1\) and \(E_2\) are traceless. Therefore, among the \((2s - 2)!\) permutations, only \(2^{s-1}((s - 1)!)^2\) of them gives non-zero contributions in (C.32).
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