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Multi-photon system has been studied by many groups, however the biggest challenge faced is the number of copies of an unknown state are limited and far from detecting quantum entanglement. The difficulty to prepare copies of the state is even more serious for the quantum state tomography. One possible way to solve this problem is to use adaptive quantum state tomography, which means to get a preliminary density matrix in the first step and revise it in the second step. In order to improve the performance of adaptive quantum state tomography, we develop a new distribution scheme of samples and extend it to three steps, that is to correct it once again based on the density matrix obtained in the traditional adaptive quantum state tomography. Our numerical results show that the mean square error of the reconstructed density matrix by our new method is improved to the level from $10^{-4}$ to $10^{-9}$ for several tested states. In addition, PhaseLift is also applied to reduce the required storage space of measurement operator.
I. INTRODUCTION

Quantum entanglement is a necessary resource for quantum teleportation\(^1\) and quantum computation\(^2\). It has been realized in photons, atoms and superconducting quantum circuits\(^2-4\). Certification of the entanglement of a state requires fidelity calculation. To further characterize the entanglement of a quantum state, an identical density matrix is an indispensable tool. Determination of this unique density matrix requires quantum measurements. Due to the characteristics of the destructiveness of the photon measurement, many copies of this unknown state are prepared to realize the quantum measurement. So far, it has been a challenge to prepare enough samples of the entangled state for detecting multi-photon entanglement in experiment\(^3\). Therefore a scheme is required which consumes copies of a state as few as possible and thus making the prepared copies of the state are sufficient to confirm entanglement or reconstruct a density matrix. The whole process to reconstruct the density matrix is named as quantum state tomography (QST)\(^5\). Specifically, the number of counts corresponding to different positive operator-valued measures (POVMs) is gained by repeatedly measuring the copies of a state. The ratio of the number of counts in one basis to the number of all counts detected in the same measurement setting is defined as a relative frequency, which can be obtained when the number of copies of the state is large enough. The relative frequencies are approximately regarded as probabilities. This measurement process follows Born’s rule\(^6\). Then these probabilities can determine a density matrix by inverse transformation.

In QST, three main problems are encountered.

I. Several best measurement settings are required to be chosen for estimating the density matrix. Platonic solid measurements (the measurement bases are the vectors that connect the centers of the faces of the platonic solid and the center point in the Bloch sphere) give good performance of the reconstruction, and the overcomplete measurement sets can be commonly used to improve the accuracy of tomographic reconstruction\(^7\). However, these theoretical results are not easily accomplished in experiment, since the platonic solid measurements of overcomplete sets takes too much time in tomography.

II. Based on the measurement results (relative frequencies), it requires much time to reconstruct a multi-qubit density matrix. Hence, efficient algorithms are required to reconstruct a density matrix, the algorithms such as Maximum Likelihood (ML) estimation
and the Least Squares (LS) method are commonly applied to QST. Recently, Compressive Sensing (CS) is also utilized to conduct tomography. Its performance is compared with ML in experiment, which shows that ML is better than CS. However, the conclusion may be taken with due care since the property of a density matrix is considered as the constraint of ML while it is not taken into account in the CS. Besides, a numerical result shows that CS outperforms LS when sampling rate is low, while the opposite is true when sampling rate is high. Based on the special characteristics of POVMs, PhaseLift is a good approach to save the storage space of POVMs, and has been also applied to solve a density matrix when the state is close to a pure state.

III. The number of copies of an unknown state measured in each setting may not be equal. Identical copies of the arbitrary unknown quantum state are evenly distributed in each measurement setting in general tomography experiments. However, the required copies of a state increase sharply with the dimensions of the Hilbert space for the quantum states. Therefore a scheme needs to be explored to cut down a required number of copies of the unknown state in QST. Recently, the adaptive QST is proposed to solve this problem. It divides the measurement into two steps. The first step is to get a preliminary density matrix and the second step is to correct it by measurements of the diagonal basis of the density matrix obtained previously. It reduces the infidelity between the estimated and the true state from $O(1/\sqrt{N})$ to $O(1/N)$, where $N$ is the total number of samples of the unknown state. This idea is further substantiated by one-qubit experiment. The density matrix is reconstructed twice in the experiment.

In this paper, we improve the adaptive QST by reconstructing the density matrix three times by applying different distribution schemes of the copies of the unknown state in the second and third steps of measurements. Specifically, PhaseLift is applied to decrease the storage space of POVMs and we optimize the parameters by numerical simulation, such as the proportion of samples of an unknown state between the first step and the second step. A distribution scheme of copies of an unknown state for different settings is also developed, which helps to cut down the total number of copies of the state. The three-step adaptive QST is proposed to reduce the Mean Square Error (MSE).

The paper is organized as follows. In Section 2 and Section 3, PhaseLift and its connection with quantum state tomography are discussed. We are interested in applying the PhaseLift to adaptive quantum state tomography. In Section 4, a new scheme is proposed to distribute
different number of copies of a state into different settings. In Section 5, the numerical
plots of the adaptive quantum state tomography via PhaseLift are given, and the three-step
adaptive quantum state is compared with the conventional fixed quantum state tomography.

In the following part, various letters are used to represent different physical quantities. Let $N$ be the total number of copies of a state, $n$ denote the number of qubits, $R$ express
the ratio of the number of copies of a state costed in the first step to the total number, $\rho_T$
represent a true unknown density matrix, $\rho_{E0}$ indicate the density matrix estimated in the
first step and $\rho_E$ be the final estimated density matrix. Let $R_2$ be the ratio of the number
of copies of a state costed in the third round of measurement to the total number.

II. PHASELIFT APPLIED TO ADAPTIVE QUANTUM STATE
TOMOGRAPHY

PhaseLift is an approach to recover an unknown vector from several different measurements.\textsuperscript{16,17}
Let $\rho$ represent a general density matrix. When $\rho$ is a pure state, it can be decomposed as
$PP^*$, where $P \in C^{2^n \times 1}$ and the superscript * indicates complex conjugate transpose. Let
$\mu$ denote different settings, $\nu$ is used to distinguish different bases in a setting. Hence the
POVMs corresponding to the $\nu$-th bases of the $\mu$-th setting can be described as $M_{\mu,\nu}$. Since
$M_{\mu,\nu}$ also can be decomposed as $QQ^*$, and $Q \in C^{2^n \times 1}$, then we have

$$\text{Tr}(\rho M_{\mu,\nu}) = |\langle P, Q \rangle|^2.$$  

From Ref.\textsuperscript{16,17}, all the entries in $P$ can be recovered in the same phase difference. How-
ever, it has no effect on $\rho$ since the phase difference is eliminated in $PP^*$. Then the op-
timization model of the density matrix is constructed based upon the procedures given in
Refs.\textsuperscript{5,8-10,16,18-20}; and the noise is considered\textsuperscript{12,17}.

$$\text{Min} \sum_{\mu,\nu} |\text{Tr}(\rho M_{\mu,\nu}) - f_{\mu,\nu}|$$

subject to $\rho \geq 0, \text{Tr}(\rho) = 1$  

(2)

where $f_{\mu,\nu}$ is the frequency in the $\nu$th base of the $\mu$th setting and $\rho$ is the unknown density
matrix, which is a positive semi-definite, and self-adjoint operator with trace equal to unity.
This approach is applied to estimate the density matrix in the following work.
III. IMPROVED THEORY OF ADAPTIVE QUANTUM STATE TOMOGRAPHY VIA PHASELIFT

The principle of adaptive quantum state tomography (AQST) is as follows: the copies of an unknown state $\rho_T$ is divided into two parts. One is used to estimate a density matrix $\rho_{E0}$, the other is used to adjust it. Specifically, a rough density matrix $\rho_{E0}$ is initially estimated by the uniform distribution of a part of the samples of $\rho_T$ in the all measurement settings. Then based on the characteristics of $\rho_{E0}$, only a part of settings are selected for the remaining measurements. From the measurement frequencies, a density matrix $\rho_E$ is estimated by considering the previous measurement frequencies.

We improve AQST by proposing a scheme to select the best settings and applying PhaseLift to obtain the density matrix. Firstly Pauli measurement is applied in our simulation. Hence the total number of settings is $3^n$ for $n$-qubit system, and $\mu$ is an integer between 1 and $3^n$. The superscript (1) indicates the first round of measurements. Then the frequency in the $\nu$-th base of the $\mu$-th setting in the first round of measurements can be described as $f^{(1)}_{\mu,\nu}$, which is obtained by measuring copies of $\rho_T$ with the number of $N \cdot R/3^n$ on the POVMs. Then a roughly estimated density matrix $\rho_{E0}$ can be given via PhaseLift by inputting $f^{(1)}_{\mu,\nu}$. The new scheme is applied to select measurement settings and to properly assign the remaining copies of $\rho_T$ to the selected settings in the second round of measurements. Based on the count distributions, the relative frequencies $f^{(2)}_{\mu,\nu}$ are gained in the chosen settings. By forming linear combinations of the former frequencies $f^{(1)}_{\mu,\nu}$, the new relative frequencies $f^{(2)}_{\mu,\nu}$ are obtained. Finally, a new density matrix $\rho_E$ can be obtained by inputting these new frequencies $f^{(3)}_{\mu,\nu}$ into PhaseLift, as shown in Fig.1.

IV. SELECTION SCHEME OF SETTING

After obtaining $\rho_{E0}$ in the first round of measurements on the Pauli bases, the new mechanism for getting a more accurate density matrix $\rho_E$ is described in detail in this section. Its purpose is to select the distribution of the number of copies of an unknown state $\rho_T$ in the different settings for the second round of measurements. Since $N \cdot R$ copies of $\rho_T$ are consumed in the first round of measurements, the remaining copies of $\rho_T$ have the number $N \cdot (1 - R)$ which are used to reduce the error of each entry of the density matrix.
FIG. 1. The process of adaptive QST. The copy of unknown state $\rho_T$ is represented by purple downward spiral line. Traditional adaptive QST is to split the total number of copies of unknown state, $N$, into two parts. One costs $1/3$ of the total copies of the state, the other costs $2/3$ of the total copies of the state. From the first part, a preliminary density matrix $\rho_{E0}$ (represented by green downward spiral line) is obtained. Then based on the measurement results from the other part, $\rho_E$ represented by red downward spiral line is obtained.

$\rho_{E0}$ as much as possible. Since the error caused by an entry with large modulus is also big\footnote{Reference number}, a large number of samples of $\rho_T$ are required to reduce the errors of these entries. Then Mean Square Error (MSE) between $\rho_T$ and $\rho_E$ can be relatively small. In other words, a portion of measurement settings is selected to ensure that their bases are enough to uniquely decompose the density matrix. If the coefficient of a basis in the decomposition is relatively large, it means that the basis for determining the unknown density matrix is more important or it has a much larger contribution to cause the deviation of the desired density matrix\footnote{Reference number}. Hence, more than the average number of copies of the unknown state $\rho_T$ is expected to be distributed on these bases. The coefficients are obtained by decomposing the roughly estimated density matrix $\rho_{E0}$. The summation of coefficients of the bases in the same setting determines the number of samples of $\rho_T$ used for each setting in the second round of measurement. The coefficients and the number of samples are chosen to be linear
proportional. Specifically, let \( \vec{S} \) be such a vector that each entry \( S_{\mu,\nu} \) of \( \vec{S} \) is the coefficient of the \( \nu \)th basis of the \( \mu \)th settings \( (M_{\mu,\nu}) \), then the summation of coefficient in the same setting is \( S_{\mu} = \sum_{\nu} S_{\mu,\nu} \).

The purpose of this mechanism is to find out the measurement settings as small as possible and the bases belong to these settings are sufficient to uniquely decompose the density matrix \( \rho \). Since \( \rho \) is a positive semidefinite matrix, the following model is proposed to select settings based on the above principle.

\[
\text{Min } ||\vec{S}||_1, \text{ subject to } \vec{S} \cdot \vec{M} = \rho, \rho \geq 0, \tag{3}
\]

where

\[
\vec{S} = (S_{1,1}, S_{1,2}, \ldots, S_{1,2^n}, S_{2,1}, S_{2,2}, \ldots, S_{\mu,\nu}, \ldots, S_{3^n,2^n})^T \tag{4}
\]

and \( \vec{M} \) is a vector whose elements are the bases of different measurement settings. Usually these bases can be either the bases of all different Pauli operators or mutually unbiased bases\(^{22} \). Here the bases of all different Pauli operators are applied for numerical tests since they are much easier to utilize in experiment\(^{23} \). Then eigen-vectors can be calculated for each tensor product of Pauli operators. Specifically, the local Pauli operator \( \sigma_x, \sigma_y, \sigma_z \) are applied. Let \(|0_x\rangle\) and \(|1_x\rangle\) denote the two eigen-vectors of \( \sigma_x \), \(|0_y\rangle\) and \(|1_y\rangle\) for \( \sigma_y \), and \(|0_z\rangle\) and \(|1_z\rangle\) for \( \sigma_z \). Then the elements of \( \vec{M} \) for the two-qubit case are as follows:

\[
\vec{M} = (|0_x0_x\rangle\langle0_x0_x|, |0_x1_x\rangle\langle0_x1_x|, |1_x0_x\rangle\langle1_x0_x|, |1_x1_x\rangle\langle1_x1_x|, |0_y0_y\rangle\langle0_y0_y|, |0_y1_y\rangle\langle0_y1_y|, |1_y0_y\rangle\langle1_y0_y|, |1_y1_y\rangle\langle1_y1_y|, |0_0\rangle\langle0_0|, |0_1\rangle\langle0_1|, |1_0\rangle\langle1_0|, |1_1\rangle\langle1_1|). \tag{5}
\]

To facilitate the solution, the model of Eq. (3) is transformed into the following form:

\[
\text{Min } ||\vec{S}||_1, \text{ subject to } ||\vec{S} \cdot \vec{M} - \rho||_2 \leq \epsilon, \rho \geq 0, \tag{6}
\]

where \( \epsilon \) is a maximum allowed error and set to 0.00001 in the following numerical simulation. Since \( \vec{S} \) can be obtained from the model of Eq. (6), then the remaining copies of the unknown state \( \rho_T \) with the number of \( N \cdot (1 - R) \) are allocated according to \( \vec{S} \). The rule to allocate the copies of the unknown state \( \rho_T \) is based on the summation of coefficients of the bases
belonging to the same setting. More copies of the unknown state $\rho_T$ need to be measured when the value is large. In other words, the following rule is proposed for copies’ distribution.

$$\frac{S_\mu}{\|S\|_1} = \frac{\sum \mu \nu S_{\mu,\nu}}{\|S\|_1} = \frac{N_\mu}{\sum N_\mu},$$  \hspace{1cm} (7)$$

where $N_\mu$ denotes the number of copies of the unknown state $\rho_T$ for the $\mu$-th setting. Relative frequency of the second round of measurement $f_{\mu,\nu}^{(2)}$ can be obtained after measuring samples $\rho_T$ with the number of $N \cdot (1 - R) \cdot N_\mu / \sum N_\mu$ on the POVMs $M_{\mu,\nu}$. The superscript (2) in $f_{\mu,\nu}^{(2)}$ represents the second round of measurement.

Sparse property of the density matrix is taken as a priori. Since the frequencies corresponding to cases where POVMs measure the zero entries of a sparse density matrix or their linear combination are zero if there is no noise. However, some noise always exists, therefore, the frequency for this kind of POVMs is a little larger than zero in practical measurements. Because the summation of frequencies for all the bases in the same setting are always equal to one, the POVMs measuring the non-zero entries of a sparse density matrix may correspond to a relatively larger frequency than the detected one ($f_{\mu,\nu}^{(2)}$). Therefore, $f_{\mu,\nu}^{(2)}$ corresponding to the large coefficient $S_\mu$ of the setting is adjusted to a slightly larger value by a factor $3^n N_\mu / (\sum N_\mu)$, then the relative frequency $f_{\mu,\nu}^{(3)}$ takes the form

$$f_{\mu,\nu}^{(3)} = R \cdot f_{\mu,\nu}^{(1)} + (1 - R) \cdot f_{\mu,\nu}^{(2)} \frac{3^n N_\mu}{\sum N_\mu}. \hspace{1cm} (8)$$

Then $f_{\mu,\nu}^{(3)}$ is used to get a more precise density matrix $\rho_E$ by applying PhaseLift once again, as shown in Fig.1

To further improve the reconstructed density matrix, the three-step AQST is developed. The difference between two-step and three-step AQST is that the density matrix $\rho_{E_0}$ is revised twice in three-step AQST while the density matrix $\rho_{E_0}$ is amended only once in two-step AQST by using the same number of copies of unknown state $\rho_T$. In other words, the copies of unknown state $\rho_T$ for the second step of measurement in two-step AQST is divided into two parts in three-step AQST, one is applied to get a little precise density matrix $\rho_{E_1}$ than $\rho_{E_0}$. Then based on the $\rho_{E_1}$, the other part of copies of $\rho_T$ is measured to further revise the $\rho_{E_1}$ to get a more precise $\rho_E$, as shown in Fig.2 and Fig.3. The $f_{\mu,\nu}^{(4)}$ can be calculated by the density matrix $\rho_{E_1}$:

$$f_{\mu,\nu}^{(4)} = \text{Tr}(M_{\mu,\nu} \rho_{E_1}). \hspace{1cm} (9)$$
Based on the same idea of taking sparsity as a priori, the frequency gets modified again,

\[ f_{\mu,\nu}^{(5)} = R \cdot f_{\mu,\nu}^{(1)} + R_2 \cdot f_{\mu,\nu}^{(2)} \sum_{N_\mu}^n \frac{3^n N_\mu}{N_\mu} \\
+ (1 - R - R_2) \cdot f_{\mu,\nu}^{(4)} \sum_{N_\mu}^n \frac{3^n N_\mu}{N_\mu} \]  

(10)

then \( f_{\mu,\nu}^{(5)} \) is applied to obtain \( \rho_E \) by PhaseLift, therefore \( \rho_E \) is the final density matrix.

V. NUMERICAL SIMULATION RESULTS

Several states are selected for numerical simulations. These quantum states include Schrödinger’s Cat (SC) state, as shown in Fig.4 NOON state, W state and a quantum state randomly generated but satisfying the properties of the density matrix, as shown in Fig.5.

Two-step AQST is firstly tested. Mean Square Error (MSE) between \( \rho_T \) and \( \rho_E \) is compared in AQST and fixed QST. The two cases are indicated by ”MSE of Adaptive tomography” and ”MSE of Fixed tomography” respectively. “Fixed” is used because each setting is measured only once with the same amount of copies of the unknown state. Fixed QST is the standard quantum state tomography (SQST), which means the density matrix is estimated directly using the PhaseLift after the measurement. It is observed that MSE between the estimated and true density matrices decreases when the copies of \( \rho_T \) increase. They have approximately a linear relationship when exponential coordinates are used for both MSE and the number of samples of \( \rho_T \), as shown in Fig.6.

Different quantum states are applied to test the two-step AQST. Let \( R \) denote the ratio of the number of samples of a state applied in the first step to the total number of samples of the state. A pure two-qubit SC state is chosen as the true density matrix \( \rho_T \). Quantum state is reconstructed from the same total samples of \( \rho_T \) (90000) when they are distributed according to different \( R \)’s. Then MSE between the final reconstructed density matrix \( \rho_E \) and the \( \rho_T \) is calculated. \( R \) in each case is repeated for 50 times. It is observed that AQST produces much better results (10\(^{-9}\) of MSE) than fixed QST (10\(^{-4}\) of MSE). The variance of ratio \( R \) does not have a marked impact on the change of error of the reconstruction. When the true density matrix \( \rho_T \) is a pure two-qubit NOON state, the same process is repeated as the two-qubit SC state except each MSE is gained by 100 times of MSE for one \( R \). The same results are observed. The optimal \( R \) for AQST is nearly 1/2. Besides, three-qubit W
state is also tested. The MSE is calculated in different $R$ when $270000 \cdot R$ copies of W state are applied in the first step and $270000 \cdot (1 - R)$ copies of W state are applied in the second step, as shown in Fig.7. So the two-step AQST outperforms the fixed QST for all the states tested above.

When the $\rho_T$ is a randomly produced state (Fig.5), 90000 copies of the state $\rho_T$ are applied for both fixed QST and AQST. For AQST, 90000 $\cdot R$ copies of the state $\rho_T$ are applied in the first round of measurement, while 90000$(1 - R)$ copies $\rho_T$ are applied in the second round of measurement. It is found that when the ratio $R$ is larger than 0.5, AQST produces a better result than fixed QST ($10^{-4}$ of MSE). From Fig.8 the optimal $R$ for AQST is nearly $2/3$ for this randomly produced state $\rho_T$. In other words, $N \cdot 2/3$ samples of the state $\rho_T$ should be costed in the first step of the experiment, which confirms that the $1/3$ used in (Ref.15) for $R$ may not be the optimal one.

In the following part, the three-step AQST is further implemented based on the previous steps to get a smaller value of MSE with the same number of copies of $\rho_T$. Based on the density matrix $\rho_{E1}$ obtained by the two-step AQST, the selection mechanism of the measurement setting is applied again. Then new frequencies can be obtained after using the same process as in the two-step AQST, and a more precise density matrix is estimated, as shown in Fig.9. In the numerical test, the density matrix of Fig.5 is applied and the $R$ is selected as $2/3$ according to Fig.8.

Then the test is performed according to the different number of copies of the state $\rho_T$ in Fig.5 distributed in the third step while the total number of copies are all equal. Define $R_2$ as the ratio of the number of copies of the state $\rho_T$ spent in the third step to the total number of copies of $\rho_T$ in QST. It is noticed that the three-step QST has greatly improved. In other words, the three-step AQST can give a better estimation of the density matrix under the same copies of the unknown state, as shown in Fig.9.

VI. DISCUSSIONS

Frequency adjustment of Eq.(8) is suitable to some special "sparse state" as is seen from the results of a large number of numerical simulations. In Fig.4 and Fig.5, the tested matrices are sparse. A sparse matrix means many zero entries in the density matrix, such as the pure SC state. It is also observed that the larger the gap between the modules of different
elements in the true density matrix $\rho_T$, the better AQST performs under our mechanism of applying specific selection. The essence of the mechanism is to use the characteristics of the sparsity of the density matrix in the partial basis. Fixed QST is assigned to the same number of copies of $\rho_T$ on each measurement setting. Hence the prior information of the density matrix is not utilized. In contrast, AQST exploits the rough information about the magnitude of each element of the preliminary density matrix, which is obtained using the partial copies of the unknown state $\rho_T$. The remaining samples of $\rho_T$ are better exploited because of the information provided by this rough density matrix.

The reason why we use AQST is briefly stated as follows: The error of an entry of the density matrix becomes larger when the magnitude of the entry becomes larger but not exceeding 1/2 (and the cases of the magnitude exceeding 1/2 is very rare practically); this fact is obtained from Eq.(4) in Ref.13. This implies that the treatment of the remaining copies of the unknown state $\rho_T$ as distributed uniformly in the measurement settings is not the best choice. In order to reduce the big errors associated with the entries with large magnitude, we may distribute more copies of the unknown state $\rho_T$ in the settings that contain bases which the projected value of $\rho_T$ onto the bases is large. Then the total error in the density matrix, which is described by MSE, can be made smaller. In this paper, only MSE is utilized to compare the performance of AQST with that of the fixed tomography. More physical quantities, such as fidelity, are required to fully compare these methods. In addition, four-step AQST, or AQST with even more steps is not considered since the MSE provided by three-step is small enough to meet the requirement of QST and too many steps also means to reconstruct density matrix for many times, which will cost much time.

The purpose of allocation mechanism of the copy of a state is to obtain the density matrix as exactly as possible. Our results are especially favorable for multi-photon systems. The preparation of a large number of samples in short time is very challenging. Eight-photon system requires 170 hours to prepare a reasonable number of copies of the eight-photon SC state, which are just enough to certify the entanglement of these copies3. Further characterization of the quantum state in experiment meets even more difficulties, and the current experimental technology is not up to the requirements.

In addition, it is also difficult to obtain the density matrix of large dimension by the inversion of relative frequencies obtained for POVMs according to the Born’s rule in a short period of time. It will also take up a lot of storage space for POVMs in a computer. So
based on the characteristics of POVMs, PhaseLift saves the huge storage space; the occupied space has been reduced from $O(2^n \times 2^n)$ to $O(2^n)$. The multi-step AQST via PhaseLift may be extended to quantum process tomography under some conditions in the near future.

VII. CONCLUSION

In AQST, a new scheme to distribute the copies of a state in different settings is developed based on the priori that some settings have more contributions to exactly estimate the density matrix. In addition, PhaseLift is applied to reconstruct the density matrix by saving the memory space required by the computer. By this new scheme with PhaseLift, a much more accurate density matrix can be obtained. The three-step AQST is also studied. By comparing their MSE, both the two-step and three-step AQST are shown to have a much better performance than the fixed QST.

ACKNOWLEDGMENTS

The authors would like to thank Prof. Jian-wei Pan, Prof. Chaoyang Lu and other members of their group. The authors also would like to thank Dr. Yulong Liu and Dr. Wenkai Yu for helpful discussions. The authors would like to greatly thank Prof. Mo-Lin Ge for the valuable discussions. We further express our sincere gratitude to Prof. K. Fujikawa for making revisions of article. This work is supported by NSF of China with the Grant No. 11275024 and No. 11475088. Additional support was provided by the Ministry of Science and Technology of China (2013YQ030595-3, and 2013AA122901).

REFERENCES

1Wang Xi-Lin, et.al. Quantum teleportation of multiple degrees of freedom of a single photon. *Nature* **518**, 7540:516-519 (2015).
2R. Barends, J. Kelly, et.al Superconducting quantum circuits at the surface code threshold for fault tolerance *Nature* **508**, 500-503 (2014).
3Xing-Can Yao, et.al Observation of eight-photon entanglement. *Nature photonics* **6**, 225-228 (2012).
4Robert McConnell, Hao Zhang, Jiazhong Hu, Senkauk, Vladan Vuletić. Entanglement with negative Wigner function of almost 3,000 atoms heralded by one photon. *Nature* **519**, 439-442 (2015).

5Daniel F. V. James, Paul G. Kwiat, William J. Munro, Andrew G. White. Measurement of qubits. *Phys.Rev.A* **64**, 052312 (2001).

6Max Born. Zur Quantenmechanik der Stoßvorgänge. *Zeitschrift für Physik* **37**, 12, 863-867 (1926). (German); English translation, On the quantum mechanics of collisions, in Quantum theory and measurement, section I.2, J. A. Wheeler and W. H. Zurek, eds., Princeton, New Jersey: Princeton University Press, 1983, ISBN 0-691-08316-9.

7Mark D de Burgh, Nathan K. Langford, Andrew C. Doherty, Alexei Gilchrist. Choice of measurement sets in qubit tomography. *Physical Review A* **78**, 052122 (2008).

8K. Banaszek, G. M. D’Ariano, M. G. A. Paris, M. F. Sacchi. Maximum-likelihood estimation of the density matrix. *Phys.Rev.A* **61**, 010304 (1999).

9David Gross, Yi-Kai Liu, Steven T. Flammia, Stephen Becker, and Jens Eisert. Quantum State Tomography via Compressed Sensing. *Phys. Rev. Lett.* **105**, 150401 (2010).

10Wei-Tao Liu, Ting Zhang, Ji-Ying Liu, Ping-Xing Chen, and Jian-Min Yuan. Experimental Quantum State Tomography via Compressed Sampling. *Phys. Rev. Lett.* **108**, 170403 (2012).

11Justin Dressel, Todd A. Brun, and Alexander N. Korotkov. Implementing generalized measurements with superconducting qubits. *Phys. Rev. A* **90**, 032302 (2014).

12Yiping Lu, Huan Liu, Qing Zhao. Quantum state tomography and fidelity estimation via Phaselift. *Annals of Physics* **360**, 161-179 (2015).

13D. H. Mahler, Lee A. Rozema, Ardavan Darabi, Christopher Ferrie, Robin Blume-Kohout, and A. M. Steinberg. Adaptive Quantum State Tomography Improves Accuracy Quadratically. *Phys. Rev. Lett.* **111**, 183601 (2013).

14Stefan Lerch & André Stefanov. Adaptive quantum state estimation of an entangled qubit state. *Optics Letters* **39**(18), 5399-5402 (2014).

15Zhibo Hou, Huangjun Zhu, Guo-Yong Xiang, Chuan-Feng Li, Guang-Can Guo. Experimental verification of quantum precision limit in adaptive qubit state tomography. *arXiv: 1503*, 00264 (2015).
16E. J. Candes Thomas Strohmer& Vladislav Voroninski PhaseLift: Exact and Stable Signal Recovery from Magnitude Measurements via Convex Programming. *Communications on Pure and Applied Mathematics* **66** Issue 8, 1241-1274 (2013).

17Emmanuel J. Candes & Xiaodong Li Solving Quadratic Equations via PhaseLift when There Are About As Many Equations As Unknowns *Foundations of Computational Mathematics* **14**(5), 1017-1026 (2012).

18David L. Donoho Compressed sensing. *IEEE Trans. Inform. Theory* **52**, 4 (2006).

19L. Demanet & P. Hand Stable optimizationless recovery from phaseless linear measurements. *ArXiv: e-prints*, (2012).

20Yonina C. Eldara & Shahar Mendelson Phase Retrieval: Stability and Recovery Guarantees. *Applied and Computational Harmonic Analysis*, (2013).

21Steven T. Flammia, Yi-Kai Liu Direct Fidelity Estimation from Few Pauli Measurements *Phys. Rev. Lett.* **106**, 230501 (2011).

22I D Ivanovic Geometrical description of quantal state determination *J. Phys. A: Math. Gen.* **14**, 3241 (1981).

23James D F V, Kwiat P G, Munro W J and White A G *Phys. Rev. A* **64**, 052312 (2001).

24H. Lee et al. *J. Mod. Opt.* **49**, 2325-2338 (2002).

25W. Dür, G. Vidal, and J. I. Cirac Three qubits can be entangled in two inequivalent ways *Phys. Rev. A* **62**, 062314 (2000).
If $j=0$
Average copy distribution scheme

If $j=1,2$
New copy distribution scheme

**Born’s rule**

- **If $j=0$**
  
  \[ N \cdot R \over 3^n \]
  
  The number of copies of state

  \[ \sigma_{x,y,z} \sigma_{x,y,z} \ldots \]
  
  Measurement setting

  The number of setting is $3^n$

- **If $j=1$**

  \[ \frac{S_\mu}{\| S \|_1} N \cdot (1 - R - R_2) \]

  The number of copies of state

  \[ \sigma_{x,y,z} \sigma_{x,y,z} \ldots \]

  Measurement setting

  The number of setting is less than $3^n$

- **If $j=2$**

  \[ \frac{S_\mu}{\| S \|_1} N \cdot R_2 \]

  The number of copies of state

  \[ \sigma_{x,y,z} \sigma_{x,y,z} \ldots \]

  Measurement setting

  The number of setting is less than $3^n$

**Phaselift**

**FIG. 2.** The flow chart of three-step AQST.
FIG. 3. The process of three-step AQST. The copy of unknown state $\rho_T$ is represented by purple downward spiral line. Three-step QST is to split the total number of copies of unknown state, $N$, into three parts. One costs $N \cdot R$ of copies of the state, the second costs $N \cdot (1 - R - R_2)$ of copies of the state, and the last part costs $N \cdot R_2$. From the first part, a rough density matrix $\rho_{E0}$ (represented by green downward spiral line) is obtained. Combined with the results measured by the second part of copies of the state, a better density matrix $\rho_{E1}$ represented by brown downward spiral line is obtained. Then based on the $\rho_{E1}$ and the measurement results from the last part, $\rho_E$ represented by red downward spiral line is obtained.
FIG. 4. Density matrix of two-qubit SC state.

FIG. 5. Density matrix randomly generated.
FIG. 6. MSE under the different number of samples of an unknown state when $R$ is set to 1/2.

FIG. 7. Mean Square Error (MSE) under different $R$s. “SC\_FIX” denotes the fixed quantum state tomography for SC state; “SC\_ADAPT” denotes the AQST for SC state; “NOON\_FIX” denotes the fixed quantum state tomography for NOON state; “NOON\_ADAPT” denotes the AQST for NOON state; “W\_FIX” denotes the general quantum state tomography for W state; And “W\_ADAPT” denotes the AQST for W state.
FIG. 8. The picture of MSE under different ratios of $R$. The MSE is between the true two-qubit state density matrix $\rho_T$ (Fig.5) and the finial reconstructed density matrix $\rho_T$. It is calculated when same number of samples (90000) of $\rho_T$ is distributed under different $R$’s. Each point is gain by averaging 100 different values (MSE) under the same $R$.

FIG. 9. The picture of MSE under different $R_2$. Three-step AQST outperforms two-step AQST.