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We re-examine evidence that the Galactic Center Excess (GCE) originates primarily from point sources (PSs). We show that in our region of interest, non-Poissonian template fitting (NPTF) evidence for GCE PSs is an artifact of unmodeled north-south asymmetry of the GCE. This asymmetry is strongly favored by the fit (although it is unclear if this is physical), and when it is allowed, the preference for PSs becomes insignificant. We reproduce this behavior in simulations, including detailed properties of the spurious PS population. We conclude that NPTF evidence for GCE PSs is highly susceptible to certain systematic errors, and should not at present be taken to robustly disfavor a dominantly smooth GCE.

Data from the \textit{Fermi} Gamma-Ray Space Telescope have revealed an intriguing excess of GeV-scale gamma rays from the region around the Galactic Center [1–4]. The origin of this Galactic Center Excess (GCE) has been an active controversy for some years, with much interest in the possibility that it might be the first detected signal of annihilating dark matter (DM). In 2015, two papers made data-driven arguments that the GCE was likely to represent a previously-undetected population of point sources (PSs) in the inner Galaxy, most likely pulsars [5, 6]; subsequent analyses have argued for a stellar origin for the GCE based on the signal morphology [7–9]. All these analyses are subject to systematic uncertainties from modeling of non-GCE gamma rays, but they had led to a general view that the GCE is unlikely to be explained by a diffuse source of gamma-ray emission (such as DM annihilation). However, this consensus has recently been challenged [10, 11], reigniting the debate on the origin of the GCE.

In this work we reassess the apparent evidence for a PS-dominated GCE from Non-Poissonian Template Fitting (NPTF) methods, as introduced in Ref. [6]. This approach models the gamma-ray sky as a linear combination of spatial templates describing various contributions to the gamma-ray flux. Templates provide the expected flux in each spatial pixel as a function of model parameters; the probability of obtaining a specified number of photons in the pixel can be described by either a Poisson distribution or by non-Poissonian statistics. The Poisson distribution is appropriate when the photon dataset both by updating in time (\$5\text{ addi-}

Methodology and Data Selection.

To employ the NPTF method, we use the NPTF package \texttt{NPTFit} [15], interfaced with the Bayesian interference tool \texttt{MultiNest} [16]. The total number of live points for all \texttt{MultiNest} runs is \texttt{nlive = 500} unless specified otherwise. Mock data for PS populations are generated using \texttt{NPTFit-Sim} [17]. We use the \texttt{Pass 8 Fermi} data, in the energy range \texttt{2 – 20 GeV} and collected over 573 weeks, from August 4th 2008 to June 19th 2019. We employ only events from the \texttt{ULTRA-CLEANVETO} (1024) class, which has the most stringent cosmic-ray rejection cuts. This is further restricted to the top three quartiles of events graded by angular reconstruction (\texttt{PSF1–PSF3}), with quality cuts \texttt{DATA\_QUAL=1} \\&\& \texttt{LAT\_CONFIG=1}. The maximum zenith angle is 90\(^\circ\). Compared to our previous work [10], we have increased the photon dataset both by updating in time (\texttt{3 addi-}

Our modeling includes Poissonian templates for the Galactic diffuse emission, isotropic emission (“Iso”), emission in the \textit{Fermi} Bubbles (“Bub”), and the GCE (“GCE Smooth”), and non-Poissonian templates for PSs tracing the Galactic disk (“Disk PS”), isotropic emis-
sion ("Iso PS"), and the GCE ("GCE PS"). These are the same templates defined in Ref. [10] (up to a factor of the difference in exposure between the datasets), although the templates we label as “GCE Smooth” and “GCE PS” are labeled respectively as “NFW DM” and “NFW PS” in that work. “NFW” stands for Navarro-Frenk-White [18], a commonly-employed prescription for the DM density profile; we use a generalized NFW profile with inner slope 1.25, which has previously been found to be a good description of the GCE. For GCE PSs, the assumed PS distribution is technically NFW$^2$, to match the morphology of an annihilating DM signal.

For the diffuse model, we use the Fermi p6v11 diffuse model as a baseline (used to claim evidence for PSs in Ref. [6]), and check results also with the GALPROP-based [19] Galactic diffuse emission models denoted Model A and Model F in Ref. [20]. We do not employ the more recent Fermi Pass 7 and Pass 8 diffuse models because choices were made in their construction that render them unsuited for studies of extended diffuse emission (see [10] for further discussion). When testing the spatial morphology of various components, templates may be broken into sub-regions, as described below. For all non-Poissonian templates, we assume a broken power-law form for the source count function (SCF) describing the number of sources as a function of flux. Our priors are detailed in the Supplemental Material; unless specified otherwise, all components are restricted to have non-negative fluxes.

When testing for the presence of GCE PSs, we compute the ratio of Bayesian evidences for models with and without the GCE PS template; this Bayes factor describes the strength of evidence in favor of GCE-distributed PSs.

The ROI for our study is within a 10$^\circ$ radius circle of the Galactic Center, excluding the $|b|<2^\circ$ band along the Galactic plane. We choose this ROI as previous studies have found the GCE extends out to at least 10$^\circ$ from the Galactic Center [21], but at the same time there is reason to think that systematic effects from the mis-modeling of the Galactic diffuse emission are likely to be less severe in smaller ROIs [21–23]. We examine additional ROIs in our companion paper [14].

Breaking up the GCE Removes Evidence for Point Sources.

We begin by subdividing both GCE Smooth and GCE PS templates into northern and southern components, and allow all parameters of these four templates to float independently in a fit to the real data.

Figure 1 shows the flux attributed to each template. The flux attributed to the GCE PS templates is consistent with zero, and instead the flux posteriors for the GCE Smooth components are peaked at positive values.

Table I shows the preference for PSs in the analyses with and without subdivision of the GCE templates. We find that floating both GCE PS and GCE Smooth templates with a single coefficient over the whole ROI, as has been done in past NPTF papers, yields strong apparent evidence for PSs, with a Bayes factor of $\sim 10^{15}$ when using the p6v11 Galactic diffuse emission model. Yet, when the GCE templates are broken up into north/south components, the preference for PSs is essentially entirely lost, with Bayes factors < 10; thus even a large PS preference may be solely driven by unmodeled asymmetry. Testing other diffuse models, we find that any preference for PSs is removed once the asymmetry is allowed, although a large preference for PSs is in any case not ubiquitous (e.g. Model F finds no preference for PSs).

This serves as an explicit existence proof that the NPTF method can be highly sensitive to certain types of error in the spatial morphology of the Poissonian templates. Any attempt to claim robust evidence for PSs with other choices of the background templates and/or ROI will need to make the case that such systematic effects are unimportant.

We can check if introducing separate northern and southern templates artificially degrades the preference for PSs in simulations, when a GCE PS population is in fact present. We simulate a symmetric GCE PS population (with parameters taken from the fit to the

| GCE Signal                  | Model A | Model F | p6v11       |
|-----------------------------|---------|---------|-------------|
| One template                | $4 \times 10^2$ | 1       | $4 \times 10^{15}$ |
| North+South                 | 6       | 1       | 7           |

FIG. 1. Posterior distributions for the flux fractions (within the ROI) associated with various templates in the real data, when the north and south smooth and PS GCE templates are permitted to float separately. With this additional freedom, the fluxes for the PS templates are consistent with zero.
real data, assuming symmetric GCE templates). We find that when analyzing these simulations with either symmetric GCE templates, or separate northern and southern templates, we obtain comparable Bayes factors in favor of PSs (up to $1 - 2$ orders of magnitude lower in the asymmetric case; never approaching the factor of $10^{15}$ observed).

**The Fermi Data Strongly Prefer Additional Template Freedom.**

We now determine whether a signal template with north-south asymmetry can provide a significantly better description of the GCE morphology. To address this question, we consider only the GCE Smooth template, which can be divided into different subregions; we do not include a GCE PS template. Our companion paper presents tests of other subdivisions beyond north-south asymmetry [14].

Figure 2 shows the posterior fluxes for the 10° region, with only smooth GCE templates split into north-south components, for diffuse model p6v11. A clear asymmetry is found.

Table II summarizes our results for three different diffuse models. In all cases we find a significant preference for GCE asymmetry, with a particularly high Bayes factor of $\sim 10^{27}$ when using the p6v11 diffuse model.

The subdivided GCE Smooth template is preferred to the case with a single GCE Smooth + single GCE PS template with a Bayes factor of $5 \times 10^{11}$ for p6v11. Thus subdividing the GCE Smooth template provides a much better description of the data than adding a symmetric GCE PS template to the model.

Other changes to the diffuse model (see Supplemental Materials), or changes to the other background templates (e.g. the Fermi Bubbles) could potentially affect the inferred GCE asymmetry. We emphasize that we are not claiming that the physical mechanism giving rise to the GCE must possess a north-south asymmetry; just that within the set of background models tested, such an asymmetry provides a markedly better description of the data. Note it does not appear with all background models in larger ROIs; the generality of our results are discussed in a companion paper [14].

With the observation that north-south asymmetry is preferred in the GCE, and that affording this freedom to the GCE removes the preference for PSs, we now investigate if we can explain this picture in simulated data.

**Evidence in Simulations: Unmodeled Asymmetry can lead to Spurious Point Source Detection.**

We now simulate 100 realizations of the scenario where the GCE Smooth template has northern and southern components with differing normalization (no other templates are subdivided), using the posterior medians from the previous section (i.e. based on Fig. 2). No GCE PS template is simulated. We then analyze these realizations with the pipeline used in previous works [6, 10, 24], i.e. where the GCE model allows a symmetric PS template and a symmetric smooth template.

Figure 3 (lower panels) shows our results for a realization chosen to resemble the real data (see the Supplemental Material for the full range of realizations). We find that fitting the asymmetric GCE with purely symmetric templates drives the GCE Smooth template coefficient to zero (when the prior enforces that this coefficient must be non-negative), and produces a strong preference for a spurious population of GCE PSs, which approximately absorbs the flux of the simulated smooth GCE. Ref. [10] previously demonstrated that systematic mis-modeling can cause the GCE Smooth template coefficient to be driven to unphysical negative values, and that the same behavior can be observed in the real data. Thus, in the central panels of Fig. 3 we relax the prior on the GCE Smooth coefficient to allow negative values, and observe that the unmodeled asymmetry again has the effect of driving the GCE Smooth coefficient negative.

In the upper panels of Fig. 3 we show the results of the identical analyses on real data in our ROI. The sim-
FIG. 3. Comparison of real (top row) and simulated (bottom row) data; in all cases the analyses used symmetric GCE templates (smooth and PS). The simulated dataset contains a smooth asymmetric GCE and no GCE PSs. **Left column:** Flux posteriors for various templates in the fit where the GCE Smooth component is allowed to float to negative values. **Middle column:** Flux posteriors for various templates in the fit where the GCE Smooth component is constrained to have positive coefficient. **Right column:** SCF corresponding to the left column. The dashed lines on the bottom SCF plot are the simulated SCF for Disk PS (pink) and Iso PS (brown).

Similarity between the real data and the selected realization is striking, both in the flux fractions and in the SCF for the inferred GCE PS population (which in the simulated data is certainly spurious). In particular, we see that the bright end of the SCF matches closely between the two analyses; that is, the NPTF can incorrectly infer the existence of even relatively bright PSs (and this behavior is generic across realizations). The Bayes factors in favor of GCE PSs, in the real data and selected realization, are $4 \times 10^{15}$ and $4 \times 10^{12}$ respectively; both are within the range spanned by our 100 realizations, but at the high end (see Supplemental Material for details). We find similar results for these tests with the alternate diffuse model, Model A; see our companion paper [14] for details.

In both real and simulated data, the amount of flux attributed to disk PSs drops precipitously when the GCE is forced to be north-south-symmetric. We observe in the simulated realization that disk PSs are being incorrectly reconstructed as GCE PSs. Therefore, failing to account for the asymmetry (or other mismodeling) can cause misallocation of real PSs to the wrong morphology, as well as inducing spurious PSs.

**Conclusions and Outlook.**

We have investigated the role of errors in the signal template in the preference for a large PS contribution to the GCE. We find that additional freedom in the morphology of the GCE signal template – specifically, a north-south asymmetry – is preferred by the data, and omitting it can lead to a spurious preference for PSs, and an artificial oversubtraction of the smooth GCE component.

We found in simulated data that if the signal has a north-south asymmetry, but is fitted with a north-south-symmetric template, then the fit reconstructs a spurious GCE PS population at high significance, in a large majority of realizations. Furthermore, the spurious PSs can be quite bright, well above the degeneracy limit where a population of faint PSs becomes formally indistinguishable from a smooth signal, and providing a steeply peaked SCF very similar to that found in NPTF analyses of the real data.

The prospect of mismodeling-induced systematics has
always been a concern for NPTF analyses [6, 10, 24], but previous studies have indicated that a wide range of diffuse emission models can give broadly consistent results. Our results explicitly demonstrate, for the first time, that in the region where the GCE is brightest (10° radius ROI), with the diffuse models used in previous analyses, the NPTF-based evidence for PSs disappears given a more flexible signal model, and the data are better explained by north-south asymmetry of a smooth GCE.

We emphasize that we do not claim this asymmetry is a robust intrinsic property of the GCE, as it is plausible it arises from cross-talk with other mismodeled templates. However, if future analyses were to demonstrate that the central part of the GCE does indeed possess a robust and pronounced north-south asymmetry, that would strongly constrain possible GCE origins. We expect it would likely be challenging to obtain a large asymmetry in the context of DM annihilation.

Instead, we argue that with our current background templates and ROI, the fit prefers this asymmetry over the GCE point-source hypothesis, and not including it in the model then leads to a spurious PS detection. The reason is that a PS population can more easily accommodate a large pixel-to-pixel variance, as we discuss in detail in our companion paper [14]. This strikes a note of caution for future NPTF studies, as many causes of increased variance (i.e. mismodeling) could generate spurious PS signals. It will be important to consider ways to mitigate this issue, or demonstrate that it is irrelevant in a given analysis.

More generally, this result serves as a warning that even a highly-significant preference for PSs, with an inferred SCF that includes relatively bright PSs, need not be reliable. In our companion paper [14], we develop a simplified analytic description of how signal mismodeling drives a preference for spurious PSs, explore the behavior of our results under variations on this analysis, and discuss the broader implications of these findings for past and future NPTF studies.

Acknowledgments. We thank M. Buckley, M. Buschmann, L. Chang, G. Collin, R. Crocker, D. Curtin, D. Finkbeiner, P. Fox, D. Hooper, S. Horiiuchi, T. Linden, M. Lisanti, O. Macias, S. McDermott, S. Mishra-Sharma, S. Murgia, K. Perez, N. Rodd, B. Safdi, T. Tait, and J. Thaler for helpful discussions. We thank the Fermi Collaboration for the use of Fermi public data. The work of RKL was performed in part at the Aspen Center for Physics, which is supported by NSF grant PHY-1607611. RKL and TRS are supported by the Office of High Energy Physics of the U.S. Department of Energy under Grant No. de-sc00012567 and de-sc0013999, as well as the NASA Fermi Guest Investigator Program under Grant No. 80NSSC19K1515.

1 Email: tslatyer@mit.edu; ORCID: 0000-0001-9699-9047

[1] L. Goodenough and D. Hooper, (2009), arXiv:0910.2998 [hep-ph].
[2] D. Hooper and L. Goodenough, Phys. Lett. B697, 412 (2011), arXiv:1010.2752 [hep-ph].
[3] D. Hooper and T. Linden, Phys. Rev. D84, 123005 (2011), arXiv:1110.0006 [astro-ph.HE].
[4] M. Ajello et al. (Fermi-LAT), Astrophys. J. 819, 44 (2016), arXiv:1511.02938 [astro-ph.HE].
[5] R. Bartels, S. Krishnamurthy, and C. Weniger, Phys. Rev. Lett. 116, 051102 (2016), arXiv:1506.05104 [astro-ph.HE].
[6] S. K. Lee, M. Lisanti, B. R. Safdi, T. R. Slatyer, and W. Xue, Phys. Rev. Lett. 116, 051103 (2016), arXiv:1506.05124 [astro-ph.HE].
[7] O. Macias, C. Gordon, R. M. Crocker, B. Coleman, D. Paterson, S. Horiiuchi, and M. Pohl, Nat. Astron. 2, 387 (2018), arXiv:1611.06644 [astro-ph.HE].
[8] R. Bartels, E. Storm, C. Weniger, and F. Calore, Nat. Astron. 2, 819 (2018), arXiv:1711.04778 [astro-ph.HE].
[9] O. Macias, S. Horiiuchi, M. Kaplinghat, C. Gordon, R. M. Crocker, and D. M. Nataf, JCAP 1909, 042 (2019), arXiv:1901.09822 [astro-ph.HE].
[10] R. K. Leane and T. R. Slatyer, Phys. Rev. Lett. 123, 241101 (2019), arXiv:1904.08430 [astro-ph.HE].
[11] Y.-M. Zhong, S. D. McDermott, I. Cholis, and P. J. Fox, (2019), arXiv:1911.12369 [astro-ph.HE].
[12] D. Malyshev and D. W. Hogg, Apj 738, 181 (2011), arXiv:1104.0010 [astro-ph.CO].
[13] S. K. Lee, M. Lisanti, and B. R. Safdi, JCAP 1505, 056 (2015), arXiv:1412.6099 [astro-ph.CO].
[14] R. K. Leane and T. R. Slatyer, The Enigmatic Galactic Center Excess: Spurious Point Sources and Signal Mismodeling (posted simultaneously) (2020).
[15] S. Mishra-Sharma, N. L. Rodd, and B. R. Safdi, Astron. J. 153, 253 (2017), arXiv:1612.03173 [astro-ph.HE].
[16] F. Feroz, M. P. Hobson, and M. Bridges, Mon. Not. Roy. Astron. Soc. 398, 1601 (2009), arXiv:0809.3437 [astro-ph].
[17] N. Rodd and M. Toomey, NPTFit-Sim, https://github.com/nickrodd/NPTFit-Sim.
[18] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astrophys. J. 462, 563 (1996), arXiv:astro-ph/9508025 [astro-ph].
[19] A. W. Strong and I. V. Moskalenko, Astrophys. J. 509, 212 (1998), arXiv:astro-ph/9807150 [astro-ph].
[20] F. Calore, I. Cholis, and C. Weniger, JCAP 1503, 038 (2015), arXiv:1409.0042 [astro-ph.CO].
[21] T. Daylan, D. P. Finkbeiner, D. Hooper, T. Linden, S. K. N. Portillo, N. L. Rodd, and T. R. Slatyer, Phys. Dark Univ. 12, 1 (2016), arXiv:1402.6703 [astro-ph.HE].
[22] Private communication, Ben Safdi and Nick Rodd.
[23] L. J. Chang, M. Lisanti, and S. Mishra-Sharma, Phys. Rev. D98, 123004 (2018), arXiv:1804.04132 [astro-ph.CO].
[24] L. J. Chang, S. Mishra-Sharma, M. Lisanti, M. Buschmann, N. L. Rodd, and B. R. Safdi, (2019), arXiv:1908.10874 [astro-ph.CO].
[25] F. Acero et al. (Fermi-LAT), Astrophys. J. Suppl. 218, 23 (2015), arXiv:1501.02003 [astro-ph.HE].
[26] S. Abdollahi et al. (Fermi-LAT), (2019), arXiv:1902.10045 [astro-ph.HE].
PARAMETERS AND PRIORS

Table S1 describes the parameters used in simulations throughout this work, taken from the posterior medians in the fit to the real data when the smooth GCE template is broken into independently-floated northern and southern components, and no template for GCE PSs is included. When creating simulated data, we first perform a fit on the real data and calculate the posterior medians for the various model parameters; we then simulate data based on those parameter values.

Table S2 details the priors used in our analyses. $A_{\text{template}}$ denotes the coefficient of the template in question. The SCF for non-Poissonian templates is parameterized as $\frac{dN}{dF} = A(F/F_b)^{-n_2}$ for $F < F_b$, $\frac{dN}{dF} = A(F/F_b)^{-n_1}$ for $F \geq F_b$. By convention we state our prior on $F_b$ in terms of the average counts at the break; the conversion factor from $F_b$ to the average counts $S_b$ is the average exposure in the ROI. In our default dataset, the average exposure is $2.79 \times 10^{13}$ cm$^2$s.

| Simulation Parameters | Simulation Value |
|-----------------------|------------------|
| $\log_{10} A_{\text{iso}}$ | -1.49 |
| $\log_{10} A_{\text{dif}}$ | 1.15 |
| $\log_{10} A_{\text{bub}}$ | -1.20 |
| $\log_{10} A_{\text{GCE}}^{\text{north}}$ | 0.67 |
| $\log_{10} A_{\text{GCE}}^{\text{south}}$ | 0.34 |
| $\log_{10} A_{\text{PS}}^{\text{disk}}$ | -1.53 |
| $S_{\text{disk}}^{\text{b}}$ | 12.95 |
| $n_1^{\text{disk}}$ | 2.55 |
| $n_2^{\text{disk}}$ | -1.18 |
| $\log_{10} A_{\text{PS}}^{\text{iso}}$ | -4.63 |
| $S_{\text{iso}}^{\text{b}}$ | 31.06 |
| $n_1^{\text{iso}}$ | 3.60 |
| $n_2^{\text{iso}}$ | -0.52 |

TABLE S1. Parameter values used to generate the simulated data from Poissonian and non-Poissonian templates for the case where the smooth GCE template is broken into northern and southern components which are floated independently (normalizations controlled by $A_{\text{GCE}}^{\text{north,south}}$), and no GCE PS template is included in the simulation. These values are taken from the posterior medians in the corresponding fit to real data.

SPLITTING THE DIFFUSE MODEL INTO NORTH+SOUTH TEMPLATES

If any asymmetry – by which we mean a statistically significant preference for differing coefficients for the GCE across different subregions – is detected, it is possible that this asymmetry might reflect errors in one or more of the background templates rather than a true asymmetry in the GCE. In particular, as the model for Galactic diffuse emission dominates the total photon flux, it is plausible that a slight mismodeling in the degree of asymmetry in the diffuse emission could induce a false preference for asymmetry in the GCE. As a first test of this possibility, we also explore the effect of subdividing the Galactic diffuse emission template into northern and southern halves, and letting their coefficients float independently, in combination with either a single GCE template or separate north/south GCE templates. All other templates are floated with a single coefficient over the full ROI.
### Prior Ranges

| Parameter         | Fermi p6v11 diffuse model | Models A, F |
|-------------------|---------------------------|-------------|
| \( \log_{10} A_{\text{iso}} \) | \([-3, 1]\)               | \([-3, 1]\) |
| \( \log_{10} A_{\text{dif}} \)  | \([0, 2]\)                | \(\)        |
| \( \log_{10} A_{\text{GCE}}^{\text{north}} \) | \([-3, 1]\)               | \([-3, 1]\) |
| \( \log_{10} A_{\text{GCE}}^{\text{south}} \) | \([-3, 1]\)               | \([-3, 1]\) |
| \( \log_{10} A_{\text{GCE}} \)   | \([-3, 1]\)               | \([-3, 1]\) |
| \( \log_{10} A_{\text{ics}} \)  | \(\)                      | \([-2, 2]\) |
| \( \log_{10} A_{\text{pibrem}} \) | \(\)                      | \([-2, 2]\) |
| \( \log_{10} A_{\text{bub}} \)  | \([-3, 1]\)               | \([-3, 1]\) |
| \( \log_{10} A_{\text{PS}} \)   | \([-6, 1]\)               | \([-6, 1]\) |
| \( S_{1}^{\text{PS}} \)        | \([0.05, 0.80]\)          | \([0.05, 0.80]\) |
| \( n_{1}^{\text{PS}} \)        | \([2.05, 5]\)             | \([2.05, 5]\) |
| \( n_{2}^{\text{PS}} \)        | \([-3, 1.95]\)            | \([-3, 1.95]\) |

**TABLE S2.** Parameters and associated prior ranges used in all analyses unless explicitly stated otherwise in the text. If the GCE Smooth template is permitted to float negative, it is analyzed with a prior range of \( A_{\text{GCE}} = [-9, 9] \).

---

**TABLE S3.** As per Tab. II in the main text, but including information about splitting the diffuse model. Preference for smooth GCE asymmetry is shown with three diffuse models: p6v11, Model A, and Model F. Bayes factors are in favor of the scenario where the smooth GCE template is subdivided into independent north and south components, compared to the simpler scenario with a single smooth GCE template. In the left column no other templates (diffuse, isotropic+PS, bubbles, disk PS) are subdivided; in the right column the diffuse model is also subdivided into independent north and south components.

| Diffuse Model | Bayes Factor for Asym GCE | Bayes Factor for Asym GCE Alongside Asym Dif |
|---------------|---------------------------|---------------------------------------------|
| p6v11         | \(2 \times 10^{27}\)     | \(5 \times 10^{8}\)                        |
| Model A       | \(1 \times 10^{8}\)      | \(4 \times 10^{2}\)                        |
| Model F       | \(6 \times 10^{4}\)      | 50                                          |

---

**SPREAD OF SIMULATED DATA ANALYSIS RESULTS**

In this section we show the distribution of results for fits to 100 simulated realizations, for the scenario described in Fig. 3 of the main text, where the GCE is simulated as a smooth signal with a north-south asymmetry, and no GCE PSs are simulated. The fit includes symmetric smooth and symmetric PS templates for the GCE, as well as the standard set of background templates.

Figure S1 shows the spread of the posterior probability distributions for the GCE PS and GCE smooth flux fractions,
FIG. S1. Spread of analysis results on 100 simulated-data realizations, extending Fig. 3. In all cases, the analyses use single GCE templates (smooth and PS) over the whole ROI. The simulated dataset is based on the best fit model (fluxes shown in Fig. 2) using separate Poissonian templates for the northern and southern GCE; no GCE PSs were simulated. **Left:** Flux fraction posteriors. Fainter blue (red) lines correspond to the GCE PS (GCE Smooth) posteriors for simulated realizations, bold darker lines are the real data. **Right:** the SCF obtained in the real data using one symmetric GCE PS template is shown in blue, the posterior median values of the reconstructed SCFs for GCE PSs, in the simulations, are shown in green.

and the SCF for the GCE PS population, compared to the posterior for the flux fraction and SCF in the real data (in fits where the GCE Smooth component is forced to be non-negative). We see that the results in real data are well within the band spanned by the simulations, and that it is very common for the fit to attribute similarly large flux fractions and similar SCFs to the (non-existent in the simulations) GCE PS population.

Over these 100 realizations, the Bayes factor preference for PSs ranges from $\sim 1 - 10^{20}$; note this means that signal mismodeling of this type can generate very large Bayes factors in favor of PSs but also may not, depending on chance (thus otherwise-identical studies using different subsets of a dataset may obtain different results). The median Bayes factor (denoted BF) among the simulations is $\sim 2 \times 10^5$, but the distribution in ln BF is broad, with an especially long tail at the high-Bayes-factor end. The realization shown in Fig. 3 of the main text has a Bayes factor of $4 \times 10^{12}$, which is the 6th highest among the realizations; three realizations have Bayes factors higher than $10^{15}$. Thus, it is quite plausible that the Bayes factor for PSs found in real data is drawn from this distribution, but at the same time, it is possible that other deviations between the background models and the truth could be inflating the observed Bayes factor in real data.

Over the 100 realizations, GCE Smooth fluxes that are comparably negative to the results in the real data occur $\sim 10\%$ of the time. The real data are thus consistent with being drawn from the simulation results, but again, it is possible that other sources of mismodeling are helping drive the GCE Smooth component slightly more negative, as we know that in larger ROIs, the GCE Smooth component in real data prefers a very negative value likely driven by mismodeling.

We also compare in simulations the scenarios where the GCE is 100% smooth and symmetric (based on analysis of real data with no GCE PSs), and where the GCE is 100% symmetric PSs (based on analysis of real data including both GCE Smooth and GCE PS templates), versus the scenario of Fig. 3 where the GCE is smooth and asymmetric (based on analysis of real data, with only a GCE Smooth template, where north and south are allowed to float independently).

Figure S2 shows the distribution of $\log_{10}(BF)$ for GCE PSs in each of these scenarios, where 100 simulations were performed for each dataset. We see that while the Bayes factor in the real data is on the high end compared to all the distributions of Bayes factor in simulated realizations, it is the most consistent with the simulations containing an asymmetric smooth GCE, followed closely by the simulations containing a symmetric PS-dominated GCE. We note that simulations with only a symmetric smooth GCE cannot produce Bayes factors comparable to what is observed in the real data, consistent with earlier studies [6, 24]; the mismodeling associated with the north-south asymmetry (or a similar effect) is needed to generate such a high-significance population of spurious PSs. However, the similarity
FIG. S2. Histogram of $\log_{10}(BF)$ over 100 realizations for each of three simulated scenarios: (1) where the GCE is 100% smooth and symmetric (parameters based on analysis of real data with no GCE PSs) (2) where the GCE is 100% PSs (parameters based on analysis of real data including both GCE Smooth and GCE PS templates), and (3) where the GCE is smooth and asymmetric (parameters based on analysis of real data, with only a GCE Smooth template, subdivided into independent north and south components). The black line shows the $\log_{10}(BF)$ value found for the real data with the same analysis. Note “BF” here is an abbreviation for Bayes factor.

of the Bayes factor distributions in the cases with an asymmetric smooth GCE or a symmetric GCE PS population means that Bayes factor is probably not a useful metric for discriminating between these scenarios.

Finally, note that in these analyses, the runs were only completed up to $n_{\text{live}}=100$, to speed up the large number of simulations. Running to higher $n_{\text{live}}$ can often remove the tails of the posterior fluxes shown in Fig. S1.

**COMPARISON WITH SOURCE CATALOGS**

Figure S3 shows the SCF obtained in the 10 degree region, when analyzing the real data with symmetric GCE PS and GCE Smooth templates, overlaid with the fluxes for sources and source candidates from *Fermi* point source catalogs, within the $10^\circ$ radius ROI. We also overlay the disk PS SCF obtained when the GCE is taken to be smooth and asymmetric (and hence there is no strong preference for GCE PSs). Some sources in each catalog are flagged as being of potential concern (due to e.g. sensitivity to the background modeling); we show the distribution of sources by flux for unflagged sources from the 3FGL catalog [25], unflagged sources from the more recent 4FGL catalog [26], and all sources (flagged and unflagged) from the 4FGL catalog. This third sample extends down to the lowest fluxes, but may also contain a non-negligible number of spurious sources. Source fluxes for our energy band are obtained from the best-fit source spectrum models provided with the catalogs.

We observe that (as expected) the bright sources in all three samples are attributed to the disk PSs whether the GCE is assumed to be asymmetric or not. The faintest sources (in this energy band) in the 4FGL catalog have flux comparable to the crossover point where the GCE PSs would begin to dominate the PS population if they were present. We do not observe any obvious feature in the observed flux distribution that would correspond to a new GCE population, although the incompleteness of the catalogs at these low flux levels could potentially hide such a feature. The flux distribution for the fainter sources looks quite consistent with the disk SCF in the case where the GCE is assumed to be smooth and asymmetric.
FIG. S3. SCF in the 10 degree region, when analyzing the real data with symmetric PS and Smooth templates. **Left:** Overlay with the flux distribution of the 4FGL unflagged sources only (black dots). **Right:** Zoom in with overlay of the flux distribution for unflagged 3FGL sources (red dots), unflagged 4FGL sources (black dots), and all 4FGL sources (gray dots). Horizontal bars on the data points denote the bin widths; the error bars on the y-axis correspond to $\sqrt{N}$ uncertainties on $N$, the number of sources per bin. The pink dashed line is the median posterior value of the disk SCF when performing the fit with a smooth asymmetric GCE plus backgrounds.