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Abstract
Classification is one of the major tasks that deep learning is successfully tackling. Categorization is also a fundamental cognitive ability. A well-known perceptual consequence of categorization in humans and other animals, called categorical perception, is notably characterized by a within-category compression and a between-category separation: two items, close in input space, are perceived closer if they belong to the same category than if they belong to different categories. Elaborating on experimental and theoretical results in cognitive science, here we study categorical effects in artificial neural networks. We combine a theoretical analysis that makes use of mutual and Fisher information quantities, and a series of numerical simulations on networks of increasing complexity. These formal and numerical analyses provide insights into the geometry of the neural representation in deep layers, with expansion of space near category boundaries and contraction far from category boundaries. We investigate categorical representation by using two complementary approaches: one mimics experiments in psychophysics and cognitive neuroscience by means of morphed continua between stimuli of different categories, while the other introduces a categoricality index that, for each layer in the network, quantifies the separability of the categories at the neural population level. We show on both shallow and deep neural networks that category learning automatically induces categorical perception. We further show that the deeper a layer, the stronger the categorical effects. As an outcome of our study, we propose a coherent view of the efficacy of different heuristic practices of the dropout regularization technique. More generally, our view, which finds echoes in the neuroscience literature, insists on the differential impact of noise in any given layer depending on the geometry of the neural representation that is being learned, i.e. on how this geometry reflects the structure of the categories.
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1 Introduction
One of the main tasks tackled with deep learning methods is the one of categorization: classification of images as representing specific objects, identification of words for speech recognition, etc. (see LeCun et al., 2015; Schmidhuber, 2015, for reviews). The identification of categories is a central topic in cognitive science. In his book “Categorical Perception: The Groundwork of Cognition”, Harnad (1987) shows
how central and fundamental to cognition categorization is. A well-studied perceptual consequence of categorization in humans and other animals is characterized by a sharp transition in the identification responses and by greater cross-category than within-category discrimination, a phenomenon called categorical perception (see also Repp, 1984, for a review). It originates in the field of speech perception: the seminal work of Liberman et al. (1957) demonstrated that American English-speaking subjects are better at discriminating between a /ba/ and a /da/ than between two different /ba/ tokens, even when the magnitude of the physical difference between the two stimuli is equal. Authors have subsequently shown that such effects are not specific to English, occurring in any language, but with respect to its own structure, as distinct phonemic systems entail different discrimination abilities (Abramson and Lisker, 1970; Goto, 1971). Categorical perception was also found to be not specific to speech (Cross et al., 1965; Burns and Ward, 1978; Bornstein and Korda, 1984; Goldstone, 1994; Beale and Keil, 1995), nor even to humans (Nelson and Marler, 1989; Klünder et al., 1998; Caves et al., 2018).

Previous computational work has shown that categorical perception also happens in artificial neural networks (Anderson et al., 1977; Padgett and Cottrell, 1998; Tijsseling and Harnad, 1997; Damper and Harnad, 2000), with internal representations organized into more or less well-separated clusters (McClelland and Rogers, 2003; Tong et al., 2008; Olah, 2015). A noisy neural classifier, either biological or artificial, that aims at minimizing the probability of misclassifying an incoming stimulus, has to deal with two sources of uncertainty. One is due to the intrinsic overlap between categories (in the relevant case where classifying these stimuli is not an obvious task). The other one stems from the variability of the response of the neurons to a stimulus. Intuitively, one might want to reduce the neural uncertainty in the regions of the input space where the overlap between categories is already a major source of confusion, i.e. the regions of boundaries between classes. In Bonnasse-Gahot and Nadal (2008), taking an information theoretic approach, in the context of a biologically motivated neural architecture with a large number of coding cells, we quantitatively showed how these two quantities interact precisely, and how as a consequence category learning induces an expansion of the representation space between categories, i.e., categorical perception. Reducing neuronal noise in the region where the chance of misclassifying a new stimulus is highest, by mistakenly crossing the decision boundary, thus lowers the probability of error. Based on our previous studies of categorical perception (Bonnasse-Gahot and Nadal, 2008, 2012), here we introduce a framework for the analysis of categorization in deep networks. We analyze how categorization builds up in the course of learning and across layers. This analysis reveals the geometry of neural representations in deep layers after learning. We also show that categorical perception is a gradient phenomenon as a function of depth: the deeper, the more pronounced the effect – from the first hidden layer that might show no specific effect of categorical perception to the last, decisional, layer that exhibits full categorical behavior.

So far we mentioned noise as a nuisance that we have to deal with, following the common signal processing tradition. Conversely, a great deal of work has shown that neuronal noise, whether small or large depending on the context, can be desirable, helping a system to learn more efficiently, more robustly, with a better generalization ability. In the field of artificial neural networks, many studies in the 1990s have shown that input noise helps a network to overcome overfitting (see e.g. Holmstrom and Koistinen, 1992; Matsuoka, 1992; Bishop, 1995; An, 1996). Authors have also shown that noise can have the effect of revealing the structure of the data, as for learning a rule from examples (Seung et al., 1992) or in independent component analysis (Nadal and Parga, 1994), a fact recently put forward by Schwartz-Ziv and Tishby (2017) within the framework of the information bottleneck approach. One important ingredient in the Krizhevsky et al. (2012) paper that ignited the recent revival of connectionism in the past decade is the use of multiplicative Bernoulli noise in the hidden activations, a technique called dropout (Srivastava et al., 2014). Our study of categorical perception in artificial networks leads us to suggest that a key ingredient making dropout beneficial is that the effect of this noise is not uniform with respect to the input space, but depends on the structure and relation between categories. Importantly, our findings allow us to more generally understand the effect of noise in any given layer as being dependent on the current neural representation, hence as not having the same benefit depending on layer type, layer depth and on the course of learning (initial vs. learned stage).

For our analysis of artificial neural networks, we consider two ways of extracting and visualizing the categorical nature of the encoding resulting from learning. The first one consists in mimicking a standard

1 Throughout this paper, we will interchangeably use the two terms ‘stimulus’ and ‘input’, and, likewise, the two terms ‘categories’ and ‘classes’.
experimental protocol used for the study of categorical perception in humans and other animals. We generate smooth continua interpolating from one category to another, and we look at the structure of the neural activity as one moves along a continuum. We show how, following learning, the representation space is enlarged near the boundary between categories, thus revealing categorical perception: distance between the neural representations of two items is greater when these items are close to the boundary between the classes, compared to the case where they are drawn from a same category. We also show that these categorical effects are more marked the deeper the layer of the network. The second one consists in measuring a categoricity index which quantifies, for each layer, how much the neural representation as a whole is specific to the coding of categories. We show that categoricity gets greater following learning, and increases with the depth of the layer, paralleling the results found by means of the morphed continua. We also observe that convolutional layers, while containing categorical information, are less categorical than their dense counterparts.

The paper is organized as follows. In Section 2, we review empirical studies on categorical perception, and summarize theoretical results that we obtained on the neural basis of this phenomenon. We explain how these findings motivate the present study of categorization in artificial neural networks. In Section 3, we conduct computational experiments that confirm the relevance of the study of categorical perception in the understanding of artificial neural networks. We consider several examples gradually going up in task complexity and network sizes. We first illustrate the emergence of categorical perception in artificial neural networks on one- and two- dimensional toy examples. Moving to the MNIST dataset (LeCun et al., 1998), a commonly used large database of handwritten digits, we show in Section 3.2 how categorical perception emerges in an artificial neural network that learns to classify handwritten digits. In Section 3.3 we extend our analysis to very deep networks trained on natural images, working with the Kaggle Dogs vs. Cuts dataset, and with the ImageNet dataset (Deng et al., 2009; Russakovsky et al., 2015). In Section 4.1, we discuss many heuristics practices in the use of dropout, along the lines mentioned above. Finally, in Section 4.2, we also suggest that our results might in turn shed light on the psychological and neuroscientific study of categorical perception. We provide technical details in the Materials and Methods section and supplementary information in Appendices.

2 Insights from cognitive science

2.1 Experimental results on categorical perception

In the psychological and cognitive science literature, a standard way to look at categorical perception is to present different stimuli along a continuum that evenly interpolate between two stimuli drawn from two different categories. Let us consider a few illustrative examples. In their seminal study on speech perception, Liberman et al. (1957) generated a /ba/-/da/ synthetic speech continuum by evenly varying the second formant transition, which modulates the perception of the place of articulation. Studying categorical perception of music intervals, Burns and Ward (1978) considered a continuum that interpolates from a minor third to a major third to a perfect fourth. Turning to vision, Bornstein and Korda (1984) considered a blue to green continuum, while Goldstone (1994) made use of rectangles that vary either in brightness or in size. In Beale and Keil (1995), the authors generated a continuum of morphed faces interpolating between individual exemplars of familiar faces, from Kennedy to Clinton for instance. As a final example, we cite the monkey study by Freedman et al. (2001) that makes use of a dog to cat morphed continuum. In these sorts of studies, experimentalists typically measure category membership for all items along the considered continuum, discrimination between neighboring stimuli, as well as reaction times during a categorization task. Of interest for the present paper are the behaviours in identification and discrimination tasks observed in these experiments. Although the physical differences in the stimuli change in a continuous way, the identification changes abruptly in a narrow domain near the category boundary while discrimination is better near the category boundary than well inside a category, which is the hallmark of categorical perception.

2.2 Optimal coding entails categorical perception

If the neural representations have been optimized for the identification of categories, as e.g. in speech perception, these behavioral performances are intuitive. The goal being to decide to which category the stimulus belongs to, far from a category boundary in stimulus space, there is no need to have a precise
identification of the stimulus itself: two nearby stimuli may not be discriminated. On the contrary, in
the vicinity of a boundary, the likelihood of a category is strongly affected by any small shift in stimulus
space. Thus, one expects the neural code, if optimized in view of the categorization task, to provide a
finer representation of the stimuli near a class boundary than within a category.

In previous work (Bonnasse-Gahot and Nadal, 2008, 2012), we formalized and made quantitative these
arguments through modeling of the neural processing (see Appendix A for a summary). In empirical
studies, authors find stimulus encoding layers where the categorical information is distributed among
many cells, no single cell carrying information that fully characterizes a category. On the contrary,
in the limit of a large number of coding cells, implies that one has to minimize a coding cost which, in qualitative terms, can be written:

$$C_{\text{coding}} = \frac{1}{2} \left< \frac{\text{categorization uncertainty}}{\text{neural sensitivity}} \right>$$

(1)

where the brackets $< . >$ denote the average over the space of relevant dimensions $x$. In formal terms,

$$C_{\text{coding}} = \frac{1}{2} \int \frac{F_{\text{cat}}(x)}{F_{\text{code}}(x)} p(x) dx$$

(2)

where $F_{\text{code}}(x)$ and $F_{\text{cat}}(x)$ are Fisher information quantities. The quantity $F_{\text{cat}}(x)$ represents the
sensitivity of the neural code to a small change in stimulus $x$. Larger Fisher information means greater
sensitivity. The quantity $F_{\text{cat}}(x)$ represents the categorical sensitivity, that is, how much the probability
that the stimulus belongs to a given category changes for small variations in $x$. Each Fisher information
quantity defines a metric over the space $x$ (more exactly, over spaces of probabilities indexed by $x$). Along a path in stimulus space, $F_{\text{cat}}$ quantifies the change in categorical specificity of $x$, and $F_{\text{code}}$
how much the neural activity changes locally. Efficient coding with respect to optimal classification is
thus obtained by essentially matching the two metrics. Since $F_{\text{cat}}$ is larger near a class boundary, this
should also be the case for $F_{\text{code}}(x)$.

The Fisher information $F_{\text{code}}(x)$ is directly related to the discriminability $d'$ measured in psychophysical
experiments (see e.g., Green et al., 1966). Within the framework of Signal Detection Theory, $d'$ characterizes the ability to discriminate between two stimuli $x_1 = x$ and $x_2 = x + \delta x$. If one assumes optimal
Bayesian decoding, then this behavioural quantity $d'$ is equal to $\delta x / \sqrt{F_{\text{code}}(x)}$ (Seung and Sompolinsky,
1993). Thus, category learning entails greater Fisher information $F_{\text{code}}(x)$ between categories, hence
better cross-category than within-category discrimination, leading to the so-called categorical perception.

2.3 Category learning and local neural geometry

One may define the dissimilarity $D_{\text{neural}}(x_1, x_2)$ between the stimuli $x_1$ and $x_2$ at the neural level, that
is in the space defined by the neural activations, by a distance or a dissimilarity measure between the
distributions of activities that they evoke, $D_{\text{neural}}(x_1, x_2) \equiv d(P(r|x_1)||P(r|x_2))$. Natural choices for
d$(.,.)$ are f-divergences, among which the Kullback-Leibler divergence $D_{KL}(P(r|x_1)||P(r|x_2))$, or the
symmetrised Kullback-Leibler divergence, $D_{KL}(P(r|x_1)||P(r|x_2)) + D_{KL}(P(r|x_2)||P(r|x_1))$. In such
cases, for small $\delta x = x_2 - x_1$, the distance is proportional to the Fisher information. For, e.g., the
symmetrised Kullback-Leibler divergence,

$$D(x, x + \delta x) = (\delta x)^2 F_{\text{code}}(x).$$

(3)

Thus, the Fisher information $F_{\text{code}}(x)$ provides the local neural geometry: a larger $F_{\text{code}}(x)$ around a
certain value of $x$ means that the neural representation is stretched at that location. For $x$ in dimension
Given that after category learning the Fisher information \( K > 1 \) implies that the variance in the estimation of an input is smaller between categories than within. Put in terms of data augmentation, the Cramér-Rao bound implies that the variance in the estimation of an input \( x \) is smaller between categories than within. This between category vs. within category difference means that near a category boundary, we expect that the variance should be lower in the direction of the boundary vs. parallel to it, where the change is within category, i.e., the variance will be anisotropic (see also Section A.3).

### 2.4 Neuronal noise as virtual new inputs

In biologically motivated models, neural noise is ubiquitous. Bayesian and information theoretic tools are well adapted to the study of such stochastic neural systems. In the simplest setting, neural spiking activity is described by a Poisson process. Hence, at each instant of time, in a feedforward architecture the input pattern from a layer to the next one has ‘missing data’. If we consider rates instead of spikes, one has an activity with a multiplicative noise, such as Poisson noise, very much in the same way as during a run of the dropout heuristic (Srivastava et al., 2014). Dropout is a widely used learning regularization technique consisting in perturbing the neural activity in any given layer with multiplicative Bernoulli noise, but other types of noise work just as well (such as multiplicative Gaussian noise, also discussed in Srivastava et al., 2014). Bouthillier et al. (2015) propose an interesting interpretation of dropout: it serves as a kind of data augmentation (see also Zhao et al., 2019). In this work, the authors transform dropout noise into new samples: for a given input \( x \), and a given perturbed neural activity \( r \), they compute the estimate \( \hat{x} \) that, in the absence of noise, would have produced an activity as close as possible to \( r \). In other words, presenting many times the same input to the noisy network is somewhat equivalent to presenting new inputs to a noiseless version of this network. This leads to an augmented training dataset, containing many more samples than the original dataset. They show that training a deterministic network on this augmented dataset leads to results on par with the dropout results. We have seen in the previous section 2.3 that, given the local geometry characterized by the Fisher information \( F_{\text{code}} \), the variance in the estimation of an input is smaller between categories than within. Put in terms of data augmentation, regions that are within-category allow for more variability, whereas within cross-category regions, the acceptable variability is much more constrained in order to avoid generating a new input with an incorrect label (i.e. a virtual input crossing the decision boundary; see also Appendix A, section A.5 and Fig. A.1).

### 2.5 A framework for the study of categorization in artificial neural networks

In the following, we study the building of categorical information in artificial neural networks making numerical experiments with two main techniques guided by the above formal analysis.

First, we consider a protocol inspired by the categorical perception experiments mentioned above. We assess the discrimination ability of each layer of an artificial neural network along a continuum of stimuli by considering the distance in neural space between contiguous elements. More distant stimuli are easier to discriminate than closer ones. We make use of a neural distance (the cosine distance between patterns from a layer to the next one has ‘missing data’. If we consider rates instead of spikes, one has a Poisson process. Hence, at each instant of time, in a feedforward architecture the input pattern from a layer to the next one has ‘missing data’. If we consider rates instead of spikes, one has an activity with a multiplicative noise, such as Poisson noise, very much in the same way as during a run of the dropout heuristic (Srivastava et al., 2014). Dropout is a widely used learning regularization technique consisting in perturbing the neural activity in any given layer with multiplicative Bernoulli noise, but other types of noise work just as well (such as multiplicative Gaussian noise, also discussed in Srivastava et al., 2014). Bouthillier et al. (2015) propose an interesting interpretation of dropout: it serves as a kind of data augmentation (see also Zhao et al., 2019). In this work, the authors transform dropout noise into new samples: for a given input \( x \), and a given perturbed neural activity \( r \), they compute the estimate \( \hat{x} \) that, in the absence of noise, would have produced an activity as close as possible to \( r \). In other words, presenting many times the same input to the noisy network is somewhat equivalent to presenting new inputs to a noiseless version of this network. This leads to an augmented training dataset, containing many more samples than the original dataset. They show that training a deterministic network on this augmented dataset leads to results on par with the dropout results. We have seen in the previous section 2.3 that, given the local geometry characterized by the Fisher information \( F_{\text{code}} \), the variance in the estimation of an input is smaller between categories than within. Put in terms of data augmentation, regions that are within-category allow for more variability, whereas within cross-category regions, the acceptable variability is much more constrained in order to avoid generating a new input with an incorrect label (i.e. a virtual input crossing the decision boundary; see also Appendix A, section A.5 and Fig. A.1).

Second, we consider the measure of a categoricality index. Authors have proposed different measures of categoricality, either at the single neuron level (Kreiman et al., 2000; Freedman et al., 2001), or at
the population level (Kriegeskorte et al., 2008; Kreiman et al., 2000). The higher this index, the greater the intra class similarity and inter class dissimilarity. Here, we want to quantify categoricality at the population level. To do so, our choice of categoricality index consists in comparing the distributions of the distances in neural space, as given by the activations in each hidden layer, between items drawn from a same category vs. items drawn from two different categories (see Materials and Methods, paragraph “Categoricality index”, for details). In what follows, this measure is computed from a held-out set different from the training set.

3 Results
We present the results of numerical experiments on classification tasks of increasing difficulty, working with a variety of datasets, from a simple one-dimensional example with two categories to a case that involves natural images with one thousand categories. We consider neural network architectures of complexity congruent with the ones of the tasks, allowing us to explore various conditions: multi-layer perceptrons and convolutional networks, a wide range of depths (from one hidden layers to ten or more hidden layers), and learning with different types of multiplicative noise (Bernoulli noise as in dropout, or Gaussian noise as in Gaussian dropout).

3.1 Experiments with toy examples
3.1.1 One dimensional example
We consider a one dimensional input space with two overlapping Gaussian categories. The resulting ensemble of stimuli corresponds to a continuum interpolating from a stimulus well inside a category to a stimulus well inside the other category, with a category boundary in between. The neural network is a multi-layer perceptron with one hidden layer of 128 cells, with sigmoid activation, subject to Gaussian dropout with rate $0.5$ – i.e. multiplicative Gaussian noise with standard deviation $1.0$. First, in Figure 1, left panel, we present the neural distance, after learning, between contiguous inputs that are evenly distributed in stimulus space. As expected (see Section 2.2), the network exhibits categorical perception, with greater distance in neural space between categories than within. Second, we generate virtual inputs as explained Section 2.4: for each considered stimulus $x$, we compute inputs which would have produced, in the absence of noise, an activity as close as possible to the neural activity evoked in the hidden layer by $x$ (see the Materials and Methods section for details on this computation). We present in Figure 1, right panel, the inverse of the variance of the generated data-points at each point along the $x$ continuum after learning. In compliance with our analysis presented in Sections 2.3 and 2.4, this quantity is greater at the boundary between categories, paralleling the behavior of the distance shown in the left panel.

![Figure 1: One dimensional example with two Gaussian categories](image)

Figure 1: One dimensional example with two Gaussian categories, respectively centered in $x_{\mu_1} = -0.5$ and $x_{\mu_2} = +0.5$, with variance equal to $0.25$. For both panels, the dotted colored lines indicate the true posterior probabilities $P(\mu|x)$. (Left) The dark solid line corresponds to the distance in the neural space between contiguous stimuli. (Right) The dark solid line corresponds to one over the variance of the distribution of the estimated input $\hat{x}(r)$ for $n = 10000$ probabilistic realizations of the neural activity $r$ given an input $x$. 
3.1.2 Two dimensional example

Similarly, we consider a two dimensional example with two Gaussian categories. The neural network is a multi-layer perceptron with one hidden layer of 128 cells, with ReLU activation, subject to dropout with rate 0.2 (proportion of the input units to drop, i.e., multiplicative noise drawn from Bernoulli distribution with $p = 0.2$). As for the 1d case, we generate virtual inputs, here for a set of stimuli tiling the 2d input space. In Figure 2, we see how the individual estimates (the generated virtual inputs) $\hat{x}(r)$ are distributed around each input $x$. As expected, we observe that over the course of learning, the variance of these estimates for a given $x$ gets lower near the boundary between the two categories, and that it is not isotropic: it is larger in the direction that is safe from crossing the boundary, and much smaller in the direction that is orthogonal to the decision boundary.

Figure 2: Two dimensional example with two Gaussian categories, respectively centered in $x_{\mu_1} = (-0.5, -0.5)$ and $x_{\mu_2} = (0.5, 0.5)$, with covariance matrix $\Sigma = \begin{pmatrix} 0.25 & 0 \\ 0 & 0.25 \end{pmatrix}$. This example shows how the representation changes over the course of learning. We present snapshots taken at three points during learning: early (after 1 epoch), intermediate (after 4 epochs) and late (after 20 epochs). Individual training examples drawn from these multivariate Gaussian distributions are indicated as downward blue triangles (category 1) and upward red triangles (category 2). The background color indicates the true posterior probabilities $P(\mu|x)$, from blue (category 1) to red (category 2) through white (region between categories). The largest dark dots correspond to a $5 \times 5$ grid of stimuli tiling the input space between -1.0 and 1.0 in both dimensions. For each one of these inputs, we computed the estimates $\hat{x}(r)$ for $n = 100$ probabilistic realizations of the neural activity $r$. We represent these estimates as smaller gray dots, enclosed for each input by an ellipse that represents the $2\sigma$ confidence ellipse.

3.2 Experiments with handwritten digits

In this section we move beyond the two simple previous examples to look at the MNIST dataset (LeCun et al., 1998). It is a database of handwritten digits that is commonly used in machine learning, with a training set of 60,000 images and a test set of 10,000 images. Here the goal is to look at categorical perception effects in neural networks that learn to classify these digits.

3.2.1 Creation of an image continuum

We want to build sequences of images that smoothly interpolate between two items of different categories. Directly mixing two stimuli in input space cannot work, as it would just superimpose the two original images. In cognitive experiments, one builds such artificial stimuli keeping each new stimulus as a plausible stimulus for our perception, as in the cases mentioned Section 2.1. One may think of various methods to generate sequences of images. In the present work, we want to obtain sequences that somehow remain in the space generated by the database itself. Taking inspiration from the work of Bengio et al. (2013) to create an image continuum, we used an autoencoder trained to reproduce single digits from the MNIST training set (see Materials and Methods for algorithmic details). The autoencoder consists in an encoder and a decoder. The first part learns to build a compressed representation of the input. The second part learns to reconstruct the original input from this compressed representation. This representation
projects the data onto a lower dimensional space that meaningfully represents the structure of the data. By interpolating between two stimuli in this space, then reconstructing the resulting image thanks to the decoder, we obtain a continuum that nicely morphs between two stimuli, along the nonlinear manifold represented by the data.

We provide in Figure 3 several examples of such generated continua, each one interpolating between two digits from the MNIST test set.

3.2.2 Peak in discrimination at the boundary between categories

In this section we consider a multi-layer perceptron with two hidden layers of 256 cells, and look at the changes in representation before and after learning on the whole MNIST training set. We investigate the behavior of the network with respect to the 4–9 continuum presented on top of Fig. 3. The 4/9 classes are among the most confused ones, hence of particular interest for the present study which focuses on cases where the stimuli can be ambiguous. We summarize the results in Figure 4, for each of the two hidden layers, before and after learning. Before training (left panel), the representation of all 4 and 9 digits are not well separated. If one looks at the neural distance between items along the 4–9 continuum (bottom row), we see that it is rather flat. Conversely, after training (right panel), the two categories are now well separated in neural space. The neural distance between items along the specific 4–9 continuum presents a clear peak at the decision boundary, thus exhibiting categorical perception. Again, this is predicted by the analysis presented in Section 2.2: as the category uncertainty increases, the neural distance increases. We can also already notice that the deeper hidden layer exhibits a more categorical representation.

3.2.3 Gradient categorical perception as a function of depth

After having studied the properties along a single continuum, we now make a statistical analysis by looking at the pattern of discriminability along an ensemble of many similar continua that interpolate between pairs of stimuli from different categories (see Materials and Methods). We present in Fig. 3 a few examples of such continua. In order to look at the effect of depth, we consider here a multi-layer perceptron with three hidden layers, trained on the whole MNIST training set. For the particular examples shown in Fig. 3, we plot in Fig. B.1 the labeling response provided by this network after learning, together with the distance in input space between adjacent items along each one of these continua. For each continuum in our large ensemble, we computed the neural distance between neighboring stimuli along the continuum, and this for each hidden layer. In order to compute averages over the set of continua, we aligned all these curves by centering them around the point where the two posterior probabilities cross. We present the results in Figure 5. We first observe that all layers exhibit categorical perception: space
Figure 4: **Changes in the neural representation following learning of categories**: example on a ‘4’ to ‘9’ continuum, using the MNIST dataset. The neural network is a multi-layer perceptron with two hidden layers of 256 cells. (Left) Representation before learning. (Right) Representation after learning. (Top row) Two-dimensional PCA projections based on the activations of the hidden layers on the test set. Items from category ‘4’ are colored in blue, while items from category ‘9’ are colored in red. The rest of the test set is represented in gray. For a better visualization, only one every four data points is shown. One specific ‘4’ to ‘9’ continuum, connecting two items from the test set is represented in black. (Middle row) Same, zoomed in on the ‘4’ to ‘9’ continuum. (Bottom row) The dotted colored lines indicate the posterior probabilities, as found by the network, of category ‘4’ (blue) or ‘9’ (red) along the continuum. The dark solid line indicates the neural distance between adjacent items along the continuum. The scale along the y-axis is shared across conditions.
Figure 5: **Gradual categorical perception across layers**: the deeper the layer, the more pronounced the categorical perception effect. The neural network is a multi-layer perceptron with three hidden layers of 256 cells, trained on the whole MNIST dataset. The dotted colored lines indicate the mean posterior probabilities from the network. For each hidden layer, the solid line corresponds to the mean neural distance between adjacent items, averaged over several continua, and aligned with the boundary between the two classes (error bars indicate 95% confidence intervals, estimated by bootstrap).

is dilated at the boundary between categories and warped within a category. Moreover, we see that the deeper the layer the more pronounced the effect.

### 3.2.4 Categoricality as a function of depth and layer type

We now turn to a second method for characterizing how much the neural code is specific to the categorization task, making use of the categoricality index mentioned Section 2.5. We recall that this index quantifies the degree of relative intra-class compression vs. inter-class expansion of the neural representation provided by a given layer (see Materials and Methods). A reasonable expectation is that after learning, categoricality increases with layer depth, since the input is not categorical, and the decision layer is constrained to be categorical. The issue now is to characterize how categoricality changes as a function of depth.

In Figure 6 we compare the categoricality index before (broken line) and after (solid line) learning on the MNIST training set for two types of neural network: on the left, (a), a multi-layer perceptron with three hidden layers, and on the right (b), a convolutional neural network with seven hidden layers (see Materials and Methods for full details). Let us first consider the multi-layer perceptron. The results in Fig. 6a echo the one presented in Fig. 5: all layers present categorical effects, and, in line with recent findings (Alain and Bengio, 2016; Mehrer et al., 2020), categoricality increases with depth. Let us now turn to the convolutional neural network. The first convolutional layer does not have a larger categoricality index than an untrained network, meaning that the features it has learned are quite general and not yet specialized for the classification task at hand. The categoricality then increases with depth, the last hidden layer, a dense layer, presenting the largest value. Finally, comparing the two figures, we can see that the dense layers in the fully-connected multi-layer perceptron on the left have a larger categoricality index than the convolutional layers, even for the first layer.

### 3.3 Experiments with natural images

We now go one step further in task and network complexity by considering natural image databases and deeper networks with ten or more hidden layers.

#### 3.3.1 Categorical perception of a cat/dog continuum

In this section, we consider a deep convolutional neural network trained to classify natural images of cats and dogs. We investigate its behavior with respect to a continuum that interpolates between different cat/dog categories. Let us first introduce the neural network, the database used for training and finally the continua that are considered (see Materials and Methods for details). The neural network is a convolutional network with three blocks of two convolutional layers and a max pooling layer, followed by a
Figure 6: **Categoricality as a function of layer depth, using the MNIST dataset**. Categoricality is a measure that quantifies the distance between items drawn from the same category vs. different categories, thanks to the Kolmogorov-Smirnov statistic between the intra- and inter-category distributions of neural distances. Solid lines correspond to trained networks, broken lines to untrained ones (error bars indicate 95% confidence intervals, estimated by bootstrap). (a) The neural network is a multi-layer perceptron with three hidden layers. (b) The neural network is a convolutional neural network whose layer structure is described in the x-axis of the figure.

We used Gaussian dropout during learning. We trained each network instance on the Kaggle Dogs vs. Cats database, which contains 25,000 images of dogs and cats, with a final classification performance on the test set of about 95%. In order to assess the changes in representation induced by learning for the different layers in the neural network, we considered different continua that either interpolate between items from the two categories, in which case we expect categorical perception to emerge, and between items from the same categories, as a control. The continua that we consider cycle from one dog to the same dog, going from one dog to a cat to another cat to another dog and finally back to the first dog. Each sub-continuum is made of 8 images, thus totaling 28 images for a given full continuum. We considered two such continua, using the same cat/dog categories but considering different viewpoints (close up vs full body – see the x-axes of Fig. 7a and b for the morphed images that were used as input). The different cat/dog, cat/cat or dog/dog morphed continua were generated thanks to the code and pretrained model provided by Miyato et al. (2018) that uses a method based on Generative Adversarial Networks (Goodfellow et al., 2014). Note that these continua on which the neural networks are tested have been generated by a network trained on a completely different database.

We present the results in Figure 7. First, one can see that the network well categorizes the different cat and dog images (see the dotted blue and red lines) into the correct classes. The last hidden layer, right before the final decision, exhibits a strong categorical perception effect (see the darkest line): only items that straddle the categories can be discriminated. In contrast, the first convolutional layers do not exhibit categorical perception: there is no clear peak of discrimination between categories. Instead, differences between contiguous images appear to mainly reflect differences in input space (as a comparison, see Appendix C, Fig. C.1 for a picture of the distances in input space). For instance, the peak difference in input space and for these first convolutional layers is driven by the tongue sticking out of the mouth, which does not affect the more categorical upper layers. Finally, the last convolutional layers exhibit in-between behavior, with an ability to discriminate between within-category stimuli, but with a clear peak at the cat/dog boundary, thus displaying categorical perception.

### 3.3.2 Categoricality in deep networks

In this section, we work with the ImageNet dataset (Deng et al., 2009), and more precisely with the subset of images used in the ILSVRC-2010 challenge (Russakovsky et al., 2015). The network that we consider is the VGG16 model described in Simonyan and Zisserman (2014), which has won the ImageNet
Figure 7: **Categorical perception of a cat/dog circular continuum.** Experiment with continua interpolating between cats and dogs, with two different viewpoints: (a) close up on the face, and (b) full body. The interpolations involve two types of dogs and two types of cats. Each continuum corresponds to a circular interpolation with four sub-continua: from the first dog to a cat, then to the other cat, then to the second dog, and finally back to the first dog. The neural network is a convolutional neural network with three blocks of two convolutional layers and a max pooling layer, finally followed by a global average pooling layer. The blue and red dashed lines indicate the posterior probabilities from the network (blue is dog, red is cat). The colored solid lines correspond to the neural distance between adjacent items along the continuum, the darker the line the deeper the layer. Only the last convolution layer of each block and the global average pooling layer are shown. The colored dotted lines are the counterparts for the same networks but before learning. Error bars indicate 95% confidence intervals, estimated by bootstrap. The thin dotted vertical lines indicate the start and end points of each sub-continua.
Figure 8: **Categoricality as a function of layer depth, using the ImageNet dataset.** The neural network is the VGG16 model (Simonyan and Zisserman, 2014). The dash line corresponds to a network with random initialization of the weights, whereas the solid line corresponds to a network pretrained on ImageNet (error bars indicate 95% confidence intervals, estimated by bootstrap).

Challenge 2014. This model is characterized by 16 weight layers, an architecture considered very deep (at the time this VGG16 model was published). Here, we compare the categoricality index on randomly initialized networks with the exact same architecture, and on a network that has been pretrained on the ImageNet database (as provided by the keras package2) (see Materials and Methods for details).

We show in Figure 8 the results of this comparison. As expected, one can see that for an untrained network, the categoricality index is flat across layers: the neuronal layers do not show any preferential knowledge of the categories. For a trained network, as seen in the MNIST section above, the categoricality increases as a function of depth. We can observe that, for the first convolutional layers, this index is essentially not much different from the case of an untrained network. Intermediate convolutional layers do exhibit some effects of category learning, while for the last convolutional layers the categoricality is much more marked. Finally, the last two dense layers exhibit the greatest categoricality.

4 Discussion

4.1 A new view of dropout

In the present discussion we show how our formal and numerical analyses of categoricality in multi-layer networks help elucidating various empirical observations and heuristic practices in the use of the dropout technique. As we have seen, the effect of learning categories leads to neural representations with a distorted geometry: a finer resolution is obtained near a class boundary, the Fisher information of the neural code becoming greater near the boundary between categories than within categories. Experimentally, we showed that after learning, neural distance between neighboring stimuli is indeed greater in these boundary regions compared to regions well within a category. As discussed, this categorical effect builds up gradually in the course of learning, becoming stronger for deeper layers, and stronger for dense layers compared to convolutional ones. These geometrical properties have the consequence of controlling the impact of neuronal noise as a function of the probability of misclassification (see Section 2.2 and Appendix A). Thus the level of acceptable noise depends on how much the neural geometry in the considered layer is adapted to the category geometry. It is thus different at different learning stages, and different depending on layer depth and layer type. Dropout precisely injects noise in each layer, opening the possibility of a noise level adapted locally with respect to the current (in time and depth) congruence of the neural representation with the category geometry. We speculate here that this very possibility of having the noise (dropout) level adapted to the current neural geometry induces a positive interaction between noise and learning.

Bouthillier et al. (2015) propose that dropout is equivalent to a data augmentation technique, in that injecting such noise would be equivalent to processing additional stimuli (inputs). As discussed

---

2https://keras.io/api/applications/vgg/
Section 2.4, this data augmentation is not uniform with respect to stimulus space: the generated stimuli, following the method proposed by Bouthillier et al. (2015), do not distribute uniformly over the input space (see Fig. 1 and Fig. 2). Their variability is adapted to the structure of the categories, being greater within a category than between categories, where the risk of generating a new stimulus with a wrong label is highest. Hence, if one considers dropout as a data augmentation technique (Bouthillier et al., 2015; Zhao et al., 2019), injecting noise in the hidden layers is likely to yield better results than techniques that only consider input noise, as this latter type of noise might be too weak within a category and too strong between categories.

From this viewpoint, we expect that it should be beneficial to inject more dropout when and where it is allowed to have more noise — hence at later stages of learning, in deeper layers, in dense layers vs. convolutional layers. If all this is correct, we then have a coherent picture which means that there is a positive interaction between categoricality and dropout: more categoricality allows for more noise, allowing to better benefit from the data augmentation, which in turn helps increasing categoricality, inducing a greater separation between categories. We now show that the widespread practices in the use of dropout, together with supplementary numerical simulations, support such conclusion. Although more work is needed to quantitatively investigate the effectiveness of dropout, it is reasonable to assume that the most common practices reflect intuitions and trial and error explorations leading to the selection of beneficial heuristics.

More dropout in deeper layers. A widespread practice is to use greater dropout level for the hidden layers compared to the input layer (see Goodfellow et al., 2016). In their original dropout article, Srivastava et al. (2014) also use three levels of dropout rate, with noise increasing with the layer depth. Yet, to our knowledge, there is no systematic study of the optimal dropout level as a function of the depth of the layer. In Appendix D.1, we provide a first numerical investigation providing evidence that the optimal dropout rate increases with layer depth. We trained a multi-layer perceptron on the CIFAR-10 image dataset (Krizhevsky, 2009), with varying amount of dropout rate after the input layer and each of the two hidden layers. Fig. D.1 presents the results. First, one can see that the deeper the layer the more robust it is to a great amount of noise, and, second, that the best dropout value for each layer increases with depth.

Categoricality increases without dropout, but dropout helps. Mehrer et al. (2020) have found that an increase of the dropout probability yields greater categoricality (see their Fig. 8c). Our simulations in the Section 3.2.4 made use of a dropout rate that increases with layer depth. One may then ask whether this use of dropout is not actually the main source in the difference of categoricality between layers. We thus performed a control experiment on the MNIST dataset reproducing the results of Fig. 6 Section 3.2.4, but without the use of dropout. The results are presented in Appendix D.2, Fig. D.2. We find that categoricality does build up in the absence of dropout, and that after learning the categoricality index does increase as a function of depth. Yet, dropout helps increasing the separation between categories: the slope of the increase of the categoricality index when learning with (Bernoulli or Gaussian) dropout is slightly larger than without the use of noise.

Dense vs. convolutional layers. As we have shown in Sections 3.2.4 and 3.3.2, dense layers exhibit more categoricality than their convolutional counterparts, and convolutional layers exhibit very little categoricality when close to the input layer, whereas the deepest ones do exhibit some categoricality. In agreement with our expectations, the dropout level is usually chosen to be stronger for dense layers, convolutional layers closest to the input layer receive a small amount of dropout or no dropout at all, and a gain of performance is obtained thanks to dropout in the deepest convolutional layers (Srivastava et al., 2014; see also Park and Kwak, 2016; Spilsbury and Camps, 2019).

Increasing the dropout rate during learning is preferable. Several works have considered adapting the dropout rate during the course of learning. Relying on the simulated annealing metaphor, Rennie et al. (2014) suggest decreasing the dropout rate over the course of training, starting from a high initial value. The intuition is that at first high noise makes it possible to explore the space of solutions, avoiding
local minima, with a last phase of fine-tuning without noise. On the opposite side, taking inspiration from curriculum learning (Bengio et al., 2009), Morerio et al. (2017) propose the exact contrary: to start learning with low noise, and then increase the difficulty by raising the amount of noise. As discussed, a network needs to have already partly learned the structure of the categories in order to allow for the use of a high level of dropout. We thus expect the curriculum dropout to have better performance than the original dropout (that is with a fixed value of the dropout rate over the course of training), and better than the annealed dropout: this is precisely what is found in the experiments by Morerio et al. (2017) on a variety of image classification datasets (see also Spilsbury and Camps, 2019).

Nonlinear interaction with the size of the dataset. Finally, from the interaction that we describe between learning and dropout, we also expect an interaction with the size of the dataset. Obviously, with a very large number of training samples, there is no need for a regularization technique such as dropout, as there is no worry about overfitting. Less intuitive is the expectation here that if the number of training samples is too small, since the structure of the categories cannot be sufficiently learned, the use of dropout will be detrimental to the performance. In between, we expect the introduction of noise to be beneficial to the generalization ability of the neural network. All in all, this is exactly what is found by Srivastava et al. (2014, see Fig. 10).

4.2 Relevance to the fields of psychology and neuroscience

4.2.1 An historical debate on categorical perception

Historically, categorical perception was first presented as an all-or-nothing phenomenon according to which subjects can discriminate between stimuli only through their phonetic labels – or more precisely through their class identification probability (following the view of the classical Haskins model; see Liberman et al., 1957). As a result, discrimination was thought to be almost zero within category. In our setting, it would be as if discrimination was only made possible through the use of the very last layer of the neural network, the one corresponding to the decision process with the softmax function. However, from the very beginning, this idealized form of categorical perception has never been met experimentally (see, e.g., Liberman et al., 1957 or Liberman et al., 1961; see Lane, 1965; Repp, 1984 for reviews): observed discrimination is always above the one predicted from the identification function. Some authors rather talk about phoneme boundary effect in order to distinguish it from the original categorical perception proposal (Wood, 1976; Iverson and Kuhl, 2000). As this phenomenon is not limited to speech, we keep here the term categorical perception, simply characterized as a better ability to perceive differences between stimuli in the cross-category regions than within a category.

Our framework makes it possible to better understand this phenomenon. As we have seen, category learning does not only affect the last decisional layer, but also the upstream coding layers in order to better represent categories and robustly cope with noise. For each hidden layer, we observe a warping of the neural space within category and an expansion between categories. Thus, without the need to even actually compute labels, assuming the coding layers are reused during discrimination experiments, we expect to see categorical perception effects during discrimination tasks, but possibly with an above chance discrimination within category, as indeed found experimentally. This effect is not due to labeling, but a consequence of the optimization of the coding layers upstream of the categorization final process.

As we have seen, a deep network exhibits a gradient of categorical perception, from the first layers having almost no traces of categoricity to the last layers that show an important distortion of the space according to the structure of the categories. Where exactly is the basis for our conscious perception remains an important research question.

4.2.2 Results in neuroscience and imagery

Neurophysiological studies (Xin et al., 2019; Okazawa et al., 2021, see their Fig. 6 panel H) have recently shown that category learning leads to neural representations with a geometry in agreement with our prediction of expansion/contraction along a direction quantifying the degree of ambiguity of the stimulus category (see Bonnasse-Gahot and Nadal, 2008, and Section 2.2).

In the present work, we notably study categorical representations by looking at the neural distance between stimuli that are equally spaced in stimulus space. Previous experimental works have also com-
pared stimuli in neural space by looking at the distance between activities. Using high-density intracranial recordings in the human posterior superior temporal gyrus, Chang et al. (2010) have found that this region responds categorically to a /ba/-/da/-/ga/ continuum (as used in the original Liberman et al., 1957 study): stimuli from the same category yield indeed more similar neural patterns than stimuli that cross categories. Still in the domain of speech perception, using event-related brain potentials, Bideman et al. (2013) followed a similar approach in comparing neural activities in response to a vowel continuum. They found that the brainstem encodes stimuli in a continuous way, with changes in activity mirroring changes in the sounds, contrary to late cortical activity that are shaped according to the categories. This is in line with the view of gradient effects of categorical perception as function of depth in the processing stream: input layers show almost no effect of categories, whereas last layers are strongly affected by them.

The monkey study by Freedman et al. (2003) have shown a distinct behavior of the prefrontal and inferior temporal cortices during a visual categorization task. The visual processing stream goes from sensory to the prefrontal cortex (PFC) through the inferior temporal cortex (ITC). In order to assess the categorical nature of the activity of each region, Freedman et al. (2003) introduced an index similar to what we use in our study, by comparing the responses to within- vs. between-categories pairs of stimuli, but at the level of an individual neuron. In agreement with the picture proposed here, the authors have found that both regions show significant effects of category learning, with larger differences in the neural responses for pairs of stimuli that are drawn from different categories, and that the PFC neurons show stronger category effects than the ITC neurons. Note though that the categoricality of the ITC is actually underevaluated due to the use of a measure at the single neuron level. A subsequent study by the same team has indeed shown that the ITC contains actually more categorical information when analyzed at the population level (see Meyers et al., 2008). Similarly, using both electrode recordings in monkeys and fMRI data in humans, Kriegeskorte et al. (2008) have shown that the ITC exhibits a categorical representation, contrary to the early visual cortex. Interestingly enough, the categorical information in ITC can only be seen at the population level. All in all, it is once again found that the visual stream is organized along a path that goes from being not categorical (early visual areas) to being categorical at the population level while retaining information of within-category individual examples (inferior temporal cortex) to a more fully categorical representation (prefrontal cortex), in agreement with our findings. From the work presented here, we expect an even wider range of such gradient effects of categorical perception to be found experimentally, either with neurophysiology or imagery.

5 Conclusion

Studying categorical perception in biological and artificial neural networks can provide a fruitful discussion between cognitive science and machine learning. Here, we have shown that artificial neural networks that learn a classification task exhibit an enlarged representation near the boundary between categories, with a peak in discrimination, i.e. categorical perception. Our analysis is based on a mathematical understanding and empirical investigations of the geometry of neural representations optimized in view of a classification task, with contraction of space far from category boundaries, and expansion near boundaries. Our results also find counterparts in the literature of neurophysiology and imagery, with low-level generic regions feeding high-level task-specific regions. Our work further suggests a strong gradient of categorical effects along the processing stream, which will be interesting to investigate experimentally.

Considering various properties and practical uses of dropout, we have shown that our framework allows to propose a coherent picture of what makes dropout beneficial. We argued that dropout has a differential impact as a function of the neural representation that has been learned so far, implying that its effect is not the same before, during, and after learning, and depends on the layer type (dense vs. convolutional) and depth. Further work is needed so as to quantify more finely how the amount of noise should depend on the level of representation. We believe that our viewpoint should help devising better dropout protocols, but also new regularization techniques with other types of perturbation than dropout.

Another interesting perspective is in the domain of transfer learning, where a neural network trained for a specific task is reused for another task. The measure of categoricity of each layer, which is specific to the classification task at hand, gives thus a measure of the degree (the lack) of genericity of the layer. We expect that this quantity, along with a measure of the overlap between the old and the new tasks, can be used to decide where to cut a neural network for reuse, with the lower part left untouched and...
the deeper part fine-tuned or retrained from scratch on the new task.

To conclude, our work insists on the geometry of internal representations shaped by learning categories, and on the resulting positive impact of noise as a way to learn more robustly. The influence of noise is actually structured by learning, which implies an interaction between these two aspects.

Materials and Methods

**Neural distance.** For a given stimulus \( \mathbf{x} \), let us notate \( f(\mathbf{x}) \) the \( N \)-dimensional deterministic function computed by the network in the absence of noise (for a given layer with \( N \) neurons). The neural distance \( D_{\text{neural}}(\mathbf{x}_1, \mathbf{x}_2) \) between two stimuli \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) is then defined, at the population level, as the cosine distance between \( f(\mathbf{x}_1) \) and \( f(\mathbf{x}_2) \). The cosine distance is equal to 1 minus the cosine similarity, which is equal to the dot product between the two vectors, normalized by the product of the norms of each vector:

\[
D_{\text{neural}}(\mathbf{x}_1, \mathbf{x}_2) = 1 - \frac{f(\mathbf{x}_1) \cdot f(\mathbf{x}_2)}{||f(\mathbf{x}_1)|| \cdot ||f(\mathbf{x}_2)||}
\]

Note that this measure is not mathematically a distance metric as it does not satisfy the triangular inequality. We nevertheless improperly call this dissimilarity a distance, following a common abuse of language.

This cosine distance was chosen so as to easily compare between layers, with different number of neurons: there was a need for a certain normalization, which the cosine distance provides. If one considers normalized vectors, the cosine distance is actually related to the Euclidean distance. Following Fisher information, the neural distance keeps the idea that, as one moves from \( x \) to \( x + \delta x \), the greater the distance between the activations evoked by these two stimuli the greater the distance in neural space. It would be interesting to consider other measures, that notably take the absolute amplitude of the neural responses into account.

**Categoricality index.** The categoricality index quantifies the degree of relative intra-class compression vs inter-class expansion of the representation provided by a given layer. It measures the distance between (i) the distribution of the neural distance of items that belong to the same category, and (ii) the distribution of the neural distance of items that are drawn from different categories. Technically, we compute these distributions thanks to random samples taken either from the same categories or from different categories, and we take as distance between the two distributions the two sample Kolmogorov-Smirnov statistic (using the Python implementation provided by the SciPy package, Virtanen et al., 2020). Other distance measures could be considered as well, as those previously proposed in the literature. We expect that they would yield overall qualitatively similar results. For instance, Mehrer et al. (2020) recently considered a clustering index defined as the “normalized difference in average distances for stimulus pairs from different categories (across) and stimulus pairs from the same category (within): CCI = (across - within)/(across + within)”. Yet, while quantifying similarly the degree of intra class compression vs inter class separation, we believe our measure gives a better account of the categorical nature of the neural representation by considering not just the average values of the ‘across’ and ‘within’ distances between pairs but the full distributions. Imagine two cases where the average quantities ‘across’ and ‘within’ are equal, but whose distributions exhibit different variances: in the first case, the two distributions of distance are very well separated, with a small variance for each ‘across’ or ‘within’ distribution; in the second case, the two distributions overlap substantially, with larger variance for these distributions. By definition, both cases will receive the same clustering index as defined in Mehrer et al. (2020), but our measure assigns a greater categoricality to the first case, as expected by construction of this example.

Section “Experiments with toy examples”: Estimate of the deterministic counterpart of a noisy neural activity. For a given layer, we consider the neural activity \( \mathbf{r} = \{r_1, \ldots, r_N\} \) from a population of \( N \) neurons evoked by a stimulus \( \mathbf{x} \) as a noisy version \( f(\mathbf{x}) \) of the \( N \)-dimensional deterministic function \( f(\mathbf{x}) \) computed by the network at that level. As an example in the spirit of the dropout heuristic, for a Gaussian multiplicative noise, \( \mathbf{r} = f(\mathbf{x}) \cdot \xi \), where \( \xi \sim \mathcal{N}(1, \sigma^2) \) (\( \sigma^2 \) being the noise variance). For a given \( \mathbf{x} \) and a given \( \mathbf{r} = f(\mathbf{x}) \), we make use of gradient descent to compute the
estimate $\tilde{x}$ that minimizes the square error between $\hat{f}(x)$ and $f(\tilde{x})$:

$$\tilde{x} \equiv \operatorname{argmin}_{x^*} \left( f(\tilde{x}) - f(x^*) \right)^2. \quad (6)$$

Section “Creation of an image continuum”: Autoencoder architecture and learning. The autoencoder is a made of an encoder chained with a decoder, both convolutional neural networks. The encoder is made of three convolutional layers, each followed by a max-pooling layer. Similarly, the decoder uses three convolutional layers, each followed by an upsampling layer. All cells have ReLU activation function. The autoencoder is trained with mean square error loss on the full MNIST training set for 1000 epochs, through gradient descent using Adam optimizer (Kingma and Ba, 2015) with learning rate $1e^{-4}$.

Section “Gradient categorical perception as a function of depth”: Selection of a set of image continua. We explain here how the continua considered in Section 3.2.3 are selected. We draw the first 100 samples of each class from the test set. Each $n$th sample from one category is paired with the $n$th sample from another category, leading to 4500 pairs of stimuli drawn from two different digit categories. For each pair we generate a continuum as explained above. Continua presented in Fig. 3 and used in the experiment presented in Section 3.2.2, Fig. 4, are made of 16 images. Continua used in Section 3.2.3, Fig. 5, use a finer resolution of 50 images. Not all pairs are valid pairs to look at in the context of our study: we are indeed interested in pairs that can be smoothly interpolated from one category to another. Categories that are close one to another are mainly concerned here – for instance, if the generated continuum straddles another third category then it should be dismissed from this analysis. In order to only consider the relevant pairs, we keep a pair only if the sum of the two posterior probabilities is above a certain threshold (0.95 here) all along the continuum. In order to average over all these examples, we also exclude cases where the category boundary is too close to one of the extremities of the continuum. In the end, 1650 pairs fulfill these criteria and are included in the study.

Section “Categoricality as a function of depth and layer type”: Details on the numerical protocol. The multi-layer perceptron has three hidden layers of 1024 cells, with ReLU activations. Gaussian dropout is used after each dense layer, with respective rate 0.1, 0.2, 0.4. The convolutional neural network has two blocks of two convolutional layers of 32 cells with ReLU activations, followed by a max pooling layer, these two blocks finally followed by a dense hidden layers of 128 cells. Each block is followed by a dropout layer with rate 0.2, and the dense layer is followed by a dropout layer with rate 0.5. Simulations for the multi-layer perceptrons and the convolutional neural networks share the same framework. It considers 10 trials. Each trial uses a different random initialization. For each trial, learning is done over 50 epochs through gradient descent using Adam optimizer with default parameters (Kingma and Ba, 2015). In order to compute the categoricality index, the distributions of both the within- and between-category distances are evaluated thanks to 1000 pairs of samples drawn from the same category and 1000 pairs of samples drawn from different categories. Samples come from the test set.

Section “Categorical perception of a cat/dog continuum”: Details on the numerical protocol. We make use of the Kaggle Dogs vs. Cats database\(^5\), which contains 25,000 images of dogs and cats. Image size is 180x180. The convolutional neural network has three blocks, each one composed of two convolutional layers of 64 cells with ReLU activations followed by a max pooling layer, these three blocks being finally followed by a global average pooling layer. Such average pooling layer has been introduced in Lin et al. (2013) to replace the final dense layers of previous common models, reducing drastically the number of parameters – this avoids overfitting when dealing with not so large databases such as the one considered here. The two first convolutional blocks are followed by a Gaussian dropout layer with rate 0.1 and 0.2 respectively, while the global average pooling layer is followed by a dropout layer with rate 0.4. The simulation is repeated 10 times with different random initializations. Learning is done over 100 epochs through gradient descent using Adam optimizer with default parameters (Kingma and Ba, 2015). The learning database being quite small, we used data augmentation during learning, performing horizontal random flip and random rotations (with an angle in $[-0.1 \times 2\pi, 0.1 \times 2\pi]$). After learning, average classification performance on the test set is 95%. Finally, the different cat/dog, cat/cat

\(^5\)https://www.microsoft.com/en-us/download/details.aspx?id=54765, https://www.kaggle.com/c/dogs-vs-cats
or dog/dog morphed continua are generated thanks to the code provided by Miyato et al. (2018)\textsuperscript{6}. We made use of the 256x256 model pretrained on ImageNet that is provided by the authors.

**Section “Categoricality in deep networks”: Evaluation of the categoricality index for the ImageNet experiment.** The full ImageNet database consists in more than a million images categorized into 1000 different classes. Categoricality is evaluated through the use of 1000 pairs of samples for the within-category distribution of neural distances, and 1000 pairs of samples for the between-categories one. Samples come from the validation set.

**Computer code.** The custom Python 3 code written for the present project makes use of the following libraries: tensorflow v2.4.1 (Abadi et al., 2015) (using tf.keras API, Chollet et al., 2015), matplotlib v3.3.4 (Hunter, 2007), numpy v1.19.5 (Harris et al., 2020), scipy v1.4.1 (Virtanen et al., 2020), pandas v1.2.3 (McKinney et al., 2010), seaborn v0.11.1 and scikit_learn v0.24.1 (Pedregosa et al., 2011). The code is available at https://github.com/l-bg/categorical_perception_ann_neco.

**Acknowledgments**

We are grateful to Gary Cottrell as well as to an anonymous referee for important and constructive comments. We thank the Information Systems Division (DSI) of the EHESS, and in particular Laurent Henry, for their helpfulness in providing us with an access to computing resources during the covid-19 lockdown.

\textsuperscript{6}https://github.com/pfnet-research/sngan_projection

19
Appendix A Modeling categorical perception

For completeness, in this Appendix we review and synthesize the results in Bonnasse-Gahot and Nadal (2008, 2012) that are relevant for the present paper. In a companion paper (Bonnasse-Gahot and Nadal, 2020), we show that the analysis presented here can be extended to multi-layer networks, making explicit that \( x \), instead of being the stimulus, corresponds to the projection (achieved by the network) of the stimulus on a space relevant for the discrimination task.

A.1 Model Description

We consider a finite set of \( M \) categories, denoted by \( \mu = 1, \ldots, M \), with probabilities of occurrence (relative frequency) \( q_\mu > 0 \), so that \( \sum_\mu q_\mu = 1 \). Each category is defined as a probability density distribution \( P(x|\mu) \) over the continuous space of stimulus \( x \). The stimulus space is assumed to be of small dimension \( K \), corresponding to the selection of the features or directions relevant to the task at hand. For the sake of simplicity, we only consider here the one-dimensional case, \( K = 1 \). See Bonnasse-Gahot and Nadal (2008, 2012) for equations in the general case \( K > 1 \).

A stimulus \( x \in \mathbb{R} \) elicits a response \( \mathbf{r} = \{r_1, \ldots, r_N\} \) from a population of \( N \) neurons. This neural activity \( \mathbf{r} \) is some noisy representation of \( x \) and aims at encoding properties about the given categories. The read-out is realized by \( M \) output cells with activities \( g_\mu, \mu = 1, \ldots, M \). Each output activity is a deterministic function of the neural activity \( \mathbf{r} \), \( g_\mu = g(\mu|\mathbf{r}) \). With the goal of computing an estimate \( \hat{\mu} \) of \( \mu \), we consider these outputs as estimators of the posterior probability \( P(\mu|x) \), where \( x \) is the (true) stimulus that elicited the neural activity \( \mathbf{r} \). The processing chain can be summarized with the following Markov chain:

\[
\mu \rightarrow x \xrightarrow{\text{coding}} \mathbf{r} \xrightarrow{\text{decoding}} \hat{\mu} \tag{A.1}
\]

A.2 Estimation of the posterior probabilities

The read-out assumes that, given a neural activity \( \mathbf{r} \) in the coding layer, the goal is to construct as neural output an estimator \( g(\mu|\mathbf{r}) \) of the posterior probability \( P(\mu|x) \), where \( x \) indicates the (true) stimulus that elicited the neural activity \( \mathbf{r} \). The relevant Bayesian quality criterion is given by the Kullback-Leibler divergence (or relative entropy) \( C(x, \mathbf{r}) \) between the true probabilities \( \{P(\mu|x), \mu = 1, \ldots, M\} \) and the estimator \( \{g(\mu|\mathbf{r}), \mu = 1, \ldots, M\} \), defined as (Cover and Thomas, 2006):

\[
C(x, \mathbf{r}) \equiv D_{KL}(P_\mu|x || g_\mu|\mathbf{r}) = \sum_{\mu=1}^M P(\mu|x) \ln \frac{P(\mu|x)}{g(\mu|\mathbf{r})} \tag{A.2}
\]

Averaging over \( \mathbf{r} \) given \( x \), and then over \( x \), the mean cost induced by the estimation can be written:

\[
\overline{C} = -\mathcal{H}(\mu|x) - \int \left( \int \sum_\mu P(\mu|x) \ln g(\mu|\mathbf{r}) P(\mathbf{r}|x) \, d\mathbf{r} \right) p(x) \, dx \tag{A.3}
\]

where \( \mathcal{H}(\mu|x) = -\int dx \, p(x) \sum_{\mu=1}^M P(\mu|x) \ln P(\mu|x) \) is the conditional entropy of \( \mu \) given \( x \).

We can rewrite (A.3) as the sum of two terms:

\[
\overline{C} = \overline{C}_{\text{coding}} + \overline{C}_{\text{decoding}} \tag{A.4}
\]

respectively defined as:

\[
\overline{C}_{\text{coding}} = I(\mu, x) - I(\mu, \mathbf{r}) \tag{A.5}
\]

and

\[
\overline{C}_{\text{decoding}} = \int D_{KL}(P_\mu|x || g_\mu|\mathbf{r}) \, P(\mathbf{r}) \, d\mathbf{r} \tag{A.6}
\]

\( I(\mu, x) \) and \( I(\mu, \mathbf{r}) \) are respectively the mutual information between the categories \( \mu \) and the stimulus \( x \), and between the categories \( \mu \) and the neural activity \( \mathbf{r} \), defined by (Blahut, 1987):

\[
I(\mu, x) = \sum_{\mu=1}^M q_\mu \int \ln \frac{P(x|\mu)}{P(x)} \, P(x|\mu) \, dx, \quad I(\mu, \mathbf{r}) = \sum_{\mu=1}^M q_\mu \int \ln \frac{P(\mathbf{r}|\mu)}{P(\mathbf{r})} \, P(\mathbf{r}|\mu) \, d\mathbf{r} \tag{A.7}
\]
D_{KL}(P_\mu|\mu|g_\mu|\mu) is the relative entropy between the true probability of the category given the neural activity and the output function g:

\[ D_{KL}(P_\mu|\mu|g_\mu|\mu) = \sum_{\mu=1}^{M} P(\mu|\mu) \ln \frac{P(\mu|\mu)}{g(\mu|\mu)} \]  

(A.8)

Since processing cannot increase information (see e.g. Blahut, 1987, pp. 158-159), the information \( I(\mu, \mathbf{r}) \) conveyed by \( \mathbf{r} \) about \( \mu \) is at most equal to the one conveyed by the sensory input \( x \), hence we have that \( C_{\text{coding}} \geq 0 \). This coding cost tends to zero as noise vanishes. The decoding cost \( C_{\text{decoding}} \) is the only term that depends on \( g \), hence the function minimizing the cost function (A.4) is (if it can be realized by the network):

\[ g(\mu|\mu) = P(\mu|\mu) \]  

(A.9)

From a machine learning viewpoint, minimization of the decoding cost (A.8) can be achieved through supervised learning taking as cost function the cross-entropy loss, as shown in Bonnasse-Gahot and Nadal (2012), SI Section 1.

### A.3 Coding efficiency

In Bonnasse-Gahot and Nadal (2008), we show that, in a high signal-to-noise ratio limit, that is when the number \( N \) of coding cells grows to infinity, the mutual information \( I(\mu, \mathbf{r}) \) between the activity of the neural population and the set of discrete categories reaches its upper bound, which is the mutual information \( I(\mu, x) \) between the stimuli and the categories. For large but finite \( N \), the leading correction takes an interesting form. It can be written as the average (over the stimulus space) of the ratio between two Fisher-information values: in the denominator, the Fisher information \( F_{\text{code}}(x) \), specific to the neural encoding stage \( x \rightarrow \mathbf{r} \), and in the numerator, the Fisher information \( F_{\text{cat}}(x) \), that characterizes the category realizations \( \mu \rightarrow x \) and does not depend on the neural code. Fisher information is an important concept that comes from the field of parameter estimation in statistics. \( F_{\text{code}}(x) \) characterizes the sensitivity of the neural activity \( \mathbf{r} \) with respect to small variations of \( x \). The higher the Fisher information \( F_{\text{code}}(x) \), the better an estimate of \( x \) can be obtained. \( F_{\text{cat}}(x) \) quantifies the categorization uncertainty. As a consequence, \( F_{\text{cat}}(x) \) is larger in the transition regions between categories, where the identification function \( P(\mu|x) \) changes quickly, than within category, where the identification function \( P(\mu|x) \) is almost flat.

Explicitly, the coding cost (A.5) writes:

\[ C_{\text{coding}} = \frac{1}{2} \int \frac{F_{\text{cat}}(x)}{F_{\text{code}}(x)} p(x) dx \]  

(A.10)

where \( F_{\text{code}}(x) \) and \( F_{\text{cat}}(x) \) are respectively defined as

\[ F_{\text{code}}(x) = - \int \partial_x^2 \ln P(\mathbf{r}|x) \frac{P(\mathbf{r}|x)}{\partial^2 x} P(\mathbf{r}|x) d\mathbf{r} \]  

(A.11)

\[ F_{\text{cat}}(x) = - \sum_{\mu=1}^{M} \partial_x^2 \ln P(\mu|x) \frac{P(\mu|x)}{\partial^2 x} P(\mu|x). \]  

(A.12)

Crucially for the present work, the inverse of the Fisher information is an optimal lower bound on the variance \( \sigma_x^2 \) of any unbiased estimator \( \hat{x}(\mathbf{r}) \) of \( x \) (Cramér-Rao bound, see e.g. Blahut, 1987):

\[ \sigma_x^2 \equiv \int (\hat{x}(\mathbf{r}) - x)^2 P(\mathbf{r}|x) d\mathbf{r} \geq \frac{1}{F_{\text{code}}(x)} \]  

(A.13)

In the case of \( x \) in dimension \( K > 1 \), one has \( K \times K \) Fisher information matrices \( F_{\text{cat}} \) and \( F_{\text{code}} \); the Cramér-Rao bound relates the covariance matrix of the estimator to the inverse of \( F_{\text{code}} \), and the ratio of the Fisher information quantities in (A.10) is replaced by the trace of the product of the transpose of \( F_{\text{cat}} \) by the inverse of \( F_{\text{code}} \) (see Bonnasse-Gahot and Nadal, 2008). In such case the resulting neural metric will be anisotropic. Suppose one follows a 1d path (a continuum between two items). If this path crosses a category boundary, one will observe the same contraction/expansion of space as for the 1d case, whereas along a path parallel to a boundary the neural Fisher information will be more or less constant.
A.4 Optimal decoding

In Bonnasse-Gahot and Nadal (2012), we show that the function \( g(\mu|r) \) that minimizes the decoding cost function given by Eq. A.6 is equal to \( P(\mu|x) \), which is an (asymptotically) unbiased and (asymptotically) efficient estimator of \( P(\mu|x) \). For a given \( x \), its mean is thus equal to

\[
\int g(\mu|r) \ P(r|x) \ dr = P(\mu|x) \tag{A.14}
\]

and its variance is given by the Cramér-Rao bound, that is, in this 1d case,

\[
\int (g(\mu|r) - P(\mu|x))^2 \ P(r|x) \ dr = \frac{P'(\mu|x)^2}{F_{\text{code}}(x)} \tag{A.15}
\]

A.5 Category learning implies categorical perception

The Fisher information \( F_{\text{cat}}(x) \) is the largest at the boundary between categories. If the neural code is to be optimized, from Eq. A.10 we therefore expect the Fisher information \( F_{\text{code}}(x) \) to be greater between categories than within, so as to compensate for the higher value of \( F_{\text{cat}}(x) \) in this region. Depending on the constraints specific to the system under consideration, minimization of the cost leads to a neural code such that \( F_{\text{code}}(x) \) is some increasing function of \( F_{\text{cat}}(x) \). For some constraints one gets \( F_{\text{code}}(x) \propto F_{\text{cat}}(x) \) as optimum, but other constraints may lead to other relationships – see Bonnasse-Gahot and Nadal (2008, 2020); Berlemont and Nadal (2020).

Another way to look at the benefit of having greater neural sensitivity in the transition region between categories is through Eq. A.15: a greater Fisher information \( F_{\text{code}}(x) \) in this region, where \( P'(\mu|x)^2 \) is the highest, makes it possible to lower the variance of the estimate \( g(\mu|r) \) of the \( P(\mu|x) \). As a result, the probability of misclassifying \( x \) given the neural activity \( r \) is also decreased, as illustrated in Fig. A.1.

Larger Fisher information \( F_{\text{code}}(x) \) means greater sensitivity of the neural code to a small change in stimulus \( x \). \( F_{\text{code}} \) gives the metric of the representation: a larger value around a certain \( x \) means that the representation is dilated at that location. In other words, category learning implies better cross-category than within-category discrimination, hence the so-called categorical perception.

---

**Figure A.1:** Increasing Fisher information \( F_{\text{code}} \) decreases the probability of error due to noise in the neural processing. Probability of misclassifying a stimulus \( x \) given the neural activity \( r \) that it has evoked is greater the closer to the boundary between categories. Here, we consider an example \( x \) that belongs to category \( \mu \). In order to minimize the probability of error, the best strategy is to categorize \( x \) as \( \mu \) if \( \mu \) has the greatest posterior probability \( P(\mu|x) \), above some value defining the decision boundary. All the values of \( P(\mu|r) \) below the decision boundary result in an error in classification. Learning the categories increases the Fisher information \( F_{\text{code}} \) at the boundary between categories, which reduces the variance \( P'(\mu|x)^2/F_{\text{code}}(x) \) of the estimator of \( P(\mu|x) \), thus reducing the probability of error.
Appendix B  Examples of image continua, using the MNIST dataset

Figure B.1: **Examples of image continua**, smoothly interpolating between pairs of digits taken from the MNIST test set. The dotted colored lines indicate the posterior probabilities from the network of Fig. 5 (blue corresponds to the correct response for the leftmost digit, red for the rightmost one). The green solid line corresponds to the distance in input (pixel) space between adjacent items along the continuum.
Appendix C  Supplementary figure for the cat/dog example: Distance in input space

Figure C.1: Categorical perception of a cat/dog continuum: Distance in input space. Same legend as in Fig. 7. The green solid line corresponds to the distance in input (pixel) space between adjacent items along the continuum.
Appendix D  Supplementary results on dropout

D.1 Dropout rate vs. layer depth

We propose here a first investigation aiming at testing the effectiveness of dropout as a function of layer depth. We conduct an experiment using a network trained on the CIFAR-10 image dataset (Krizhevsky, 2009). This dataset is a collection of 60000 images (with 50000 images in the training set and 10000 in the test set) divided into 10 classes (such as airplanes, cars, birds or cats). The neural network is a multi-layer perceptron with two hidden layers of 1024 cells, with ReLU activations. We apply dropout after the input layer and after each hidden layer. For each of these three cases, we vary the dropout rate from 0.0 to 0.7 while keeping the other two with a fixed dropout rate of 0.2. For each value of dropout, the experiment consists in 10 trials with different random initializations. For each trial, learning is done over 1000 epochs through gradient descent using Adam optimizer with learning rate 1e-4 (Kingma and Ba, 2015). In order to accommodate for the fact that different values of the dropout rate might require different learning rates or numbers of epochs (Srivastava et al., 2014), we consider the average of the ten best values obtained on the test set during these 1000 epochs (instead of considering only the very last value).

Fig. D.1 presents the results. First, one can see that the deeper the layer the more robust it is to a great amount of noise: while a large amount of dropout rate (see e.g. 0.7) is very detrimental when applied at the level of the input layer, the deepest hidden layer, which is more categorical, does not suffer much from it. Second, one can see that the best dropout value for each layer increases with depth, which supports the idea that a deep layer benefits more from a larger value of dropout.

![Classification accuracy on the CIFAR-10 image dataset (test set) using a multi-layer perceptron with varying levels of dropout. The neural network is a multi-layer perceptron with two hidden layers. Dropout is applied after the input layer (called layer 0 here) and the two hidden layers (layer 1 and 2). For a given layer, we vary the dropout rate from 0.0 to 0.7 while keeping a fixed rate value of 0.2 in the other two layers. Each arrow marks the maximum value in classification accuracy for the corresponding layer. Error bars indicate 95% bootstrap confidence intervals.](image)

Figure D.1: **Classification accuracy on the CIFAR-10 image dataset (test set) using a multi-layer perceptron with varying levels of dropout.** The neural network is a multi-layer perceptron with two hidden layers. Dropout is applied after the input layer (called layer 0 here) and the two hidden layers (layer 1 and 2). For a given layer, we vary the dropout rate from 0.0 to 0.7 while keeping a fixed rate value of 0.2 in the other two layers. Each arrow marks the maximum value in classification accuracy for the corresponding layer. Error bars indicate 95% bootstrap confidence intervals.
D.2 Comparing categoricality on the MNIST dataset with and without dropout

Figure D.2: Categoricality as a function of layer depth, using the MNIST dataset, with and without the use of dropout. Reproduction of Fig. 6, along with the categoricality obtained without the use of dropout or Gaussian dropout (orange lines).
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