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ABSTRACT

Recent studies have found that obscured quasars cluster more strongly and are thus hosted by dark matter haloes of larger mass than their unobscured counterparts. These results pose a challenge for the simplest unification models, in which obscured objects are intrinsically the same as unobscured sources but seen through a dusty line of sight. There is general consensus that a structure like a “dusty torus” exists, meaning that this intrinsic similarity is likely the case for at least some subset of obscured quasars. However, the larger host halo masses of obscured quasars implies that there is a second obscured population that has an even higher clustering amplitude and typical halo mass. Here, we use simple assumptions about the host halo mass distributions of quasars, along with analytical methods and cosmological $N$-body simulations to isolate the signal from this population. We provide values for the bias and halo mass as a function of the fraction of the “non-torus obscured” population. Adopting a reasonable value for this fraction of $\sim 25\%$ implies a non-torus obscured quasar bias that is much higher than the observed obscured quasar bias, because a large fraction of the obscured population shares the same clustering strength as the unobscured objects. For this non-torus obscured population, we derive a bias of $\sim 5$, and typical halo masses of $\sim 3 \times 10^{13} M_\odot/h$ at $z = 1$. These massive haloes are likely the descendants of high-mass unobscured quasars at high redshift, and will evolve into members of galaxy groups at $z = 0$.
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1 INTRODUCTION

Recent analyses of large samples of obscured quasars, those with very red infrared (IR) and optical-IR colours, have uncovered an intriguing trend that indicates a departure from the simplest unification-by-orientation models (e.g. Antonucci 1993, Netzer 2015, and references therein): they seem to reside, on average, in dark matter haloes of higher mass than unobscured quasars selected in a similar way. In the case of an axis-symmetric obscurer (the “dusty torus”) and random orientations, one expects that the global average properties of obscured and unobscured quasars are the same. A higher halo mass in obscured sources suggests additional factors at work.

The study of halo masses through correlation analyses requires large statistical samples, and in the era of large surveys has been a topic of rigorous study for optically bright unobscured quasars (e.g. Porciani, Magliocchetti & Norberg 2004; Croom et al. 2005; Coil et al. 2007; Myers et al. 2007; da Ângela et al. 2008; Padmanabhan et al. 2009; Ross et al. 2009; Krumpe, Miyaji & Coil 2010; White et al. 2012; Shen et al. 2013; Eftekharzadeh et al. 2015). The measurement is typically made using either the quasar autocorrelation function or a cross-correlation with galaxies. By comparing this signal with that expected from dark matter in a given cosmological model, the excess amplitude of the auto/cross-correlation (which provides the quasar bias, $b$) can be inferred and converted into a typical halo mass for the sample.

Selecting large samples of obscured quasars efficiently is currently only possible in the mid-IR (Lacy et al. 2004; Stern et al. 2005, 2012; Assef et al. 2013; Mateos et al. 2013). Only in the last several years, first with samples selected with Spitzer (Werner et al. 2004) and more recently with the Wide-field Infrared Survey Explorer (WISE: Wright et al. 2010), have clustering analyses of obscured quasars been performed. While the results have varied as samples are refined, the general consensus is that the average bias, and thus halo mass, of obscured quasars is higher (Hickox et al. 2011; DiPompeo et al. 2014; DiPompeo, Hickox & Myers 2016, though see also) Mendez et al. 2015). Recent follow-up using gravitational lensing maps of the cosmic microwave background (CMB; van Engelen et al. 2012; Planck Collaboration et al. 2014, 2015) to directly probe the masses of quasar hosts have generally confirmed clustering measurements (e.g. Sherwin et al. 2012), including the
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higher halo masses of obscured quasars (DiPompeo et al. 2013; DiPompeo, Hickox & Myers 2015) though see also (Geach et al.

The dusty torus model successfully explains many observed properties of low-

luminosity quasars (e.g. Urry & Padovani 1995), with additional factors at

play, such as accretion rate and luminosity (e.g. Moran et al. 2000; Bian & Gu 2007; Marinucci et al. 2012). However, the ability of

the dusty torus model to explain the full AGN population is less certain for higher redshift quasars. The presence of hot dust in the

core of quasars is established, as it is what allows their

nuclear activity to be observed. However, the hot dust is likely to be a transient phenomenon, as it is highly susceptible to the presence of obscuring material.

We will refer to such objects as torus-obscured quasars. However, there are also other ways to obscure the quasar activity in the

core of galaxies. For example, large-scale galactic dust has been identified as a significant source of obscuration in some sources, such as those in galaxies seen edge-on or with powerful starbursts (e.g. Gouliermis et al. 2012; Chen et al. 2015). This kind of obscuration is predicted in some models of black hole and galaxy coevolution, some of which invoke mergers as a driver for the most powerful quasar activity (e.g. Sanders et al. 1988; Hopkins et al. 2008; Croton 2009; Booth & Schaye 2010; Hopkins & Quataert 2010). These scenarios can also impact nuclear dust, stirring it up into different configurations and implying evolution of obscuration on large and small scales.

In the case of large-scale dust, which falls well outside the size scales of the quasar narrow-line region, there may be differences in the optical spectral features compared to torus-obscured sources where the obscuration occurs interior to the narrow-line region. Spectroscopic follow-up of quasars selected based on their mid-IR colours shows that while a large fraction have AGN-dominated narrow emission lines, there is a substantial fraction (~10 – 20%) that do not (Lacy et al. 2013; Hainline et al. 2014). Despite this, many are X-ray sources indicative of nuclear activity, which may indicate that the narrow lines are being obscured as well as the continuum.

All of these results indicate that in any obscured quasar sample, there is potentially a mix of objects that are intrinsically like the unobscured objects, and thus obscured by only a torus, along with sources that are obscured by some other factor (galaxy-wide dust, nuclear dust in some other geometry or evolutionary state). This is true for the bias and halo mass studies above, and implies that the measured obscured quasar bias is in fact a lower limit on the bias of objects that are intrinsically different from unobscured sources, which we will refer to as non-torus-obscured (NTO) quasars. These NTO quasars likely also contain nuclear dust, and may potentially be obscured by a torus in addition to other sources of obscuration for certain lines of sight — nevertheless, they represent a distinct population that is unique because of the obscuring material not associated with the torus. Assuming that the torus-obscured sources cluster like the unobscured quasars, if we knew the fraction of NTO objects we could separate the NTO bias, and thus halo masses, shedding additional light on the properties of this important quasar class. That is the goal of this work.

In section 2 we provide a summary of the observational constraints used in our analysis. In section 3 we provide a purely analytically approach to separating the NTO bias, and in section 4 we explore these analytical predictions using samples drawn from cosmological simulations. In section 5 we turn to observations and models that may constrain the NTO fraction, and use these to speculate on the nature of the NTO population.

2 OBSERVATIONAL CONSTRAINTS

Our modeling is constrained by the bias and halo mass measurements of DiPompeo, Hickox & Myers (2015), hereafter D16, which were made by cross-correlating CMG lensing maps from Planck (Planck Collaboration et al. 2015) and maps of the relative density of quasars selected with WISE. Though we will use simulated measurements of the angular autocorrelation function in section 4, a measurement also made by D16, the bias measurements from the CMG lensing cross-correlations are likely more reliable. In any case, the two methods agree quite well, so adopting one or the other will not strongly affect our results here. We refer the reader to D16 for complete details, but highlight a few aspects of their data here.

The quasars in D16 are selected based on WISE IR colours, using the simple colour cut of W1 − W2 > 0.8 and a magnitude limit of W2 < 15.05 (Stern et al. 2012). These are carefully managed to limit artifacts and other sources of contamination (e.g. scattered Moonlight, regions of high Galactic extinction, bright stars, etc.). Only sources that meet these criteria in both versions of the WISE catalogues (ALLWISE and ALLWISE) are included in the final sample, as a conservative approach. The samples are matched to imaging from the Sloan Digital Sky Survey (York et al. 2000), and optical to IR colours are used to separate obscured and unobscured sources (with a split at r − W2 = 6, in Vega magnitudes, Hickox et al. 2007). Objects without optical counterparts are placed in the obscured sample.

The final sample is 141,875 quasars and covers an area of 2994 deg2. The unobscured to obscured ratio is approximately 60/40, implying source densities of ~20 deg−2 (obscured) and ~30 deg−2 (unobscured). The mean redshifts of each sample are 0.96 and 1.05 for obscured and unobscured quasars, respectively, each with a standard deviation of ~0.5. Using a model based on the cosmology of Komatsu et al. (2011), D16 measured biases of b = 2.06 ± 0.22 and b = 1.72 ± 0.18.

When utilizing simulated halo catalogues in Section 4, we are bound to the choices of cosmological parameters of the simulations. Our simulation of choice is MULTIDARK, which will we introduce and describe fully in section 4.1. Here we update the bias measurements of D16 by refitting their data using a model consistent with the MULTIDARK cosmology (see section 3.3 of D16 and the supplied code library); Ω0 = 70 km/s/Mpc, Ωm = 0.27, ΩLambda = 0.73, Ωb = 0.0469, along with σ8 = 0.82 and a matter power spectrum index of n = 0.95 (D16 used n = 0.96). These changes are small, and within the errors associated with these parameters, but we utilize them nonetheless. These updates change the measured biases minimally to b = 2.02 ± 0.2 and b = 1.68 ± 0.17.

1 W1 and W2 refer to the WISE filters centered on 3.5 and 4.6 μm, respectively. The native WISE system is Vega magnitudes.
3 AN ANALYTICAL APPROACH

3.1 The halo mass distributions

Given the mass distribution of dark matter haloes \( (dN/dM) \), combined with a model for the linear bias as a function of halo mass \( b(M) \), the mass-averaged bias can be determined:

\[
b = \frac{\int b(M) \frac{dN}{dM} dM}{\int \frac{dN}{dM} dM}.
\]  

(1)

There are several parameterizations of \( b(M) \), from both dark matter collapse models as well as \( N \)-body simulations (e.g. Sheth, Mo & Tormen 2001; Tinker et al. 2008, 2010). We adopt the parameterization of Tinker et al. (2010), see also section 3.5 of D16. The bias is an evolving function of redshift, as gravity produces more structure as the Universe ages. In the absence of individual source redshifts, it is common to analyze the bias and halo masses as “effective” values taken at the mean redshift of the sample, as in DiPompeo et al. (2014, 2015) and D16. Here, we will be working at \( z = 1 \), the approximate mean of the observed obscured and unobscured samples. Since the redshift distributions of the full obscured and unobscured samples are similar (D16), and by definition the torus-obscured objects should have the same distribution as the unobscured sources, it is reasonable to assume the non-torus-obscured objects have a similar distribution as well.

Equation 1 can be used to provide a non-parametric analytical description of the non-torus obscured bias \( (b_{\text{NTO}}) \) as a function of the NTO fraction of the obscured population \( (f_{\text{NTO}} = N_{\text{NTO}}/N_{\text{obs}}) \). We first split the obscured mass distributions into torus obscured (TO) and NTO components (note that for brevity we will assume the mass distributions are already normalized):

\[
b_{\text{obs}} = \int b(M) \left( \frac{dN_{\text{NTO}}}{dM} + \frac{dN_{\text{TO}}}{dM} \right) dM
\]

\[= b_{\text{NTO}} f_{\text{NTO}} + f_{\text{TO}} (1 - f_{\text{NTO}}).
\]

(2)

In our model, \( f_{\text{TO}} \) is equivalent to the observed unobscured bias, and so this can be rearranged as

\[
b_{\text{NTO}} = \frac{b_{\text{obs}} - b_{\text{unob}}}{f_{\text{NTO}}} + b_{\text{unob}}.
\]

(3)

In order to give a more physical basis to our model, and to incorporate what is already known about the halo mass distributions of unobscured quasars, in what follows we will work with a parametric form of \( dN/dM \) and Equation 1. However, Equation 3 highlights the fact that our results are not dependent on the details of the form of mass distributions.

Starting from the mean occupation function of quasars, which describes the probability of finding \( N \) quasars in a halo of a given mass, and combining this with the overall halo mass function, the mass distribution of quasar hosts can be inferred. This type of parametrization has been studied in detail for galaxies (Berlind & Weinberg 2002; Berlind et al. 2003; Zheng et al. 2003; Brown et al. 2008) and more recently for low luminosity AGN and unobscured quasars (Miyaji et al. 2011; White et al. 2012; Chatterjee et al. 2012; Richardson et al. 2012; Chatterjee et al. 2013; Richardson et al. 2013). These studies generally find that the quasar halo mass distribution is approximately log-normal (e.g. Richardson et al. 2012), and we adopt this parameterization here.

While there is some suggestion that the AGN halo mass distribution evolves with redshift at low-luminosity, there is no concrete evidence of such evolution for quasars (Chatterjee et al. 2012). Most measurements of the typical halo masses of unobscured quasars (ignoring the underlying shape of the mass distribution) find that it is roughly constant with redshift (see references in the introduction), which may suggest a stable distribution shape with cosmic time. As the halo mass distribution has not been studied directly for obscured quasars, we will assume that it is also log-normal as there is no evidence to the contrary. A log-normal parameterization has two free parameters — the mean \( \mu \) and standard deviation \( \sigma \) in log-space.

Since the unobscured and torus-obscured objects are assumed to be intrinsically identical, with the only difference being viewing angle, the mean and standard deviation of their halo mass distributions will always be the same in our model. We will refer to the mean halo mass of these samples as \( \mu_1 \) throughout. Using Equation 1 with a given \( \mu_1, \mu_2 \) is determined by shifting the distribution until the bias matches that of the observed unobscured sample (Figure 1).

Because the halo mass distribution of the non-torus obscured sample is unknown, we also assume it is log-normal, with mean \( \mu_2 \) and a standard deviation tied to that of the other samples. This means that the complete obscured halo mass distribution is a linear combination of two log-normal components with their ratios set by \( f_{\text{NTO}} \), a free parameter. This fraction can be related to the torus covering factor \( C \) for a given value of the overall obscured fraction \( f_{\text{obs}} \) (which includes torus-obscured and NTO obscured objects, as well as those potentially obscured by both) by:

\[
C = f_{\text{obs}} \frac{1 - f_{\text{NTO}}}{1 - f_{\text{obs}} f_{\text{NTO}}},
\]

(4)

Note that this is the covering factor of the dust associated just with the torus, and is not the overall covering fraction that would be derived from obscured to unobscured ratios, which may include dust in a range of locations (e.g. Polletta et al. 2008; Goulding et al. 2012). This relationship accounts for the fact that some lines of sight may pass through both a non-torus obscurer and a torus (i.e. they can appear to overlap), and non-torus obscured sources are just as likely as the unobscured-like population to be seen through a torus in addition to the extra obscurer. It further assumes that there is no alignment between the angular momentum axes of quasars and their hosts (e.g. Kinney et al. 2000; Zhang et al. 2009). This covering factor is shown for a range of \( f_{\text{obs}} \) in Figure 2 to facilitate combining our results with other samples or models of dust geometries. We will generally use our observed \( f_{\text{obs}} = 0.4 \) throughout, based on the observed obscured and unobscured number densities (D16). For a given \( f_{\text{obs}} \) and torus model, \( C \) or \( f_{\text{NTO}} \) can be converted into other torus properties, such as the half opening angle, which we will explore in section 5.1.

Once \( \mu_1 \) is determined, for a given \( f_{\text{NTO}} \) we shift \( \mu_2 \) until the integrated bias matches the observed obscured bias (Figure 1). Figure 3 shows an example halo mass distribution for the obscured and unobscured samples, for \( \sigma = 0.2 \) and \( f_{\text{NTO}} = 0.25 \).

3.2 Results

Once \( \mu_2 \) is determined, we can isolate the bias of the non-torus obscured sample by integrating only this second component of the obscured halo mass distribution. We refer to this as \( b_{\text{NTO}} \). In practice, if we measured this bias for a sample with mean \( z = 1 \), we would convert it into a “typical” halo mass for the sample, with no assumptions about the underlying distribution. We label this mass \( M_{\text{NTO}} \). This value is not necessarily the same as \( \mu_2 \), the peak mass of the distribution, but these values approach each other in the limit of \( \sigma = 0 \).

Equation 4 shows that the specific shape of the halo mass distributions will not impact the results, and this implies that the exact
The effective bias as a function of the mean of the halo mass distributions (using Equation 1 to integrate the log-normal distributions). The dash-dotted line shows how shifting $\mu_1$ affects the unobscured bias, as the peak of the single distribution shifts. For a given width ($\sigma = 0.2$ here), the blue point at the intersection with the blue line marking the observed unobscured bias sets the adopted value of $\mu_1$. The dashed line shows the effect of shifting the mean of the non-torus obscured part of the obscured distribution, while holding $\mu_1$ fixed (for $f_{\text{NTO}} = 0.25$ here). The red point at the intersection with the red line, marking the observed obscured bias, sets the value of $\mu_2$. We repeat this process for different values of $f_{\text{NTO}}$ to determine the adopted mass distributions.

Figure 2. The relationship between the torus covering factor $C$ and the non-torus obscured fraction $f_{\text{NTO}}$, for different values of the observed total obscured fraction $f_{\text{obs}}$ (see Equation 4). This allows our results as a function of $f_{\text{NTO}}$ to be translated to other samples with different $f_{\text{obs}}$ and assumed $C$. Our sample has $f_{\text{obs}} = 0.4$.

from simulations (see section 4) somewhat easier as we do not have to obtain simulated haloes for as wide of a mass range.

Next we turn to the non-torus obscured sample behavior as a function of $f_{\text{NTO}}$, as shown in Figure 3. The panels are the same as Figure 2 and the error ranges are estimated via the same resampling of the observed biases. A value of $f_{\text{NTO}} = 0$ implies that the entire obscured sample is torus obscured. In our model, this value is only a limit and is not physically possible, as the assumption is that the torus obscured objects have the same bias as the unobscured objects, but the observed obscured bias is higher than that of the unobsured. This is reflected in the rapidly increasing values of $\mu_2$, $b_{\text{NTO}}$, and $M_{\text{NTO}}$ with decreasing $f_{\text{NTO}}$. At the opposite extreme, $f_{\text{NTO}} = 1$, there is no dusty torus and all objects are non-torus obscured. In this case, the non-torus obscured bias and mass is simply the observed bias and mass. The reality is likely somewhere between these two extremes, as discussed in section 5.

We tabulate results at three distinct non-torus obscured fractions ($f_{\text{NTO}} = 0.25$, 0.50, 0.75) in Table 1. The top half shows results using the cosmology and matter power spectrum parameters consistent with MultiDark, and the bottom half shows the results using the parameters of D16. Note that these are quite similar, but we include both for direct comparison of these analytical results with simulations in section 4 and with D16.

4 SIMULATED QUASAR AUTOCORRELATIONS

In the previous section we used purely analytical methods to determine the parameters of interest, namely $b_{\text{NTO}}$ and $M_{\text{NTO}}$. Here, we turn to cosmological simulations in order to illustrate what an angular clustering measurement of these samples would look like. This
Table 1. Summary of analytical results.

| $f_{\text{NTO}}$ | $\mu_1$ ($M_\odot/h$) | $\mu_2$ ($M_\odot/h$) | $b_{\text{NTO}}$ | $M_{\text{NTO}}$ ($M_\odot/h$) | $C$ | $\theta_{\text{ST}}$ (deg) | $\theta_{\text{CT}}$ (deg) |
|-----------------|----------------------|----------------------|------------------|-------------------------------|-----|-------------------------|-------------------------|
| 0.25            | 12.48±0.20           | 13.39±0.39           | 3.04±0.93        | 13.42±0.39                    | 0.33| 70.5                    | 76.1                    |
| 0.50            | 12.48±0.20           | 13.04±0.28           | 2.36±0.44        | 13.07±0.28                    | 0.25| 75.5                    | 79.7                    |
| 0.75            | 12.48±0.20           | 12.89±0.21           | 2.13±0.29        | 12.91±0.21                    | 0.14| 81.8                    | 84.2                    |

### Summary of analytical results for three values of $f_{\text{NTO}}$. The values of $\mu_1$ and $\mu_2$ are the means of the log-normal mass distributions of the unobscured/torus obscured and non-torus obscured samples, respectively, and $b_{\text{NTO}}$ and $M_{\text{NTO}}$ are the bias and “typical” halo mass of the non-torus obscured subsample. For our observed obscured fraction of 40%, $C$ is the implied torus covering factor for each $f_{\text{NTO}}$ (Equation 4, Figure 2). The angles $\theta_{\text{ST}}$ and $\theta_{\text{CT}}$ are the half-opening angles of the torus for a simple smooth torus and a clumpy torus, respectively, implied by these covering factors (see section 5.1). The top half shows results using the same cosmology and power spectrum parameters as the MultiDark simulations, for direct comparison with our simulated results. The bottom half shows results with the same cosmology and power spectrum parameters as D16, for a direct comparison with real-world measurements.

Also provides an avenue to determine $b_{\text{NTO}}$ under different assumptions about the halo mass distribution that are less well-behaved and may not be analyzed analytically.

In addition, we used Monte-Carlo methods to estimate errors in the previous section, based on the errors of our observable parameters. However, this does not necessarily track other, more subtle, potential sources of error. For example, there are several parameters with potentially significant covariance, such as halo mass and clustering on different scales. Working with simulated data provides a simple way to track such complicated issues, and also can help verify that the errors derived for our observational results are sensible.

### 4.1 Cosmological $N$-body simulations

There are a number of cosmological simulations available to the community, which have steadily improved in spatial and mass resolution, as well as physical complexity — for example, Millennium and Millennium-II (Springel et al. 2005, Bolshoi (Klypin, Trujillo-Gomez & Primack 2011), MultiDark (Prada et al. 2012), and Illustris (Vogelsberger et al. 2014, Genel et al. 2014, Sijacki et al. 2015). In this analysis we work with data from the MultiDark MDR1 simulation catalogue. We choose this simulation primarily because it has the largest volume, which allows us to easily build a simulated area on the same order as our observational region, and it has a cosmology similar to D16. We verify however that applying our method below to a different simulation (Millennium-II) provides similar results, once differences in cosmology are accounted for.

The MultiDark MDR1 simulation has a box size of 1 Gpc/h with a mass resolution of $8.72 \times 10^9 M_\odot/h$. The simulation begins at $z = 65$, and the catalogue contains 85 snapshots at various redshifts from 65 to zero. Our interest is at $z = 1$, which corresponds to snapshot 52. We use a simple SQL query of the MDR1 Bound Density Maximum (BDMV) table, which defines haloes based on their mass over density relative to the background, to extract the positions of haloes in the mass range $11.6 - 14.5 \log(M_\odot/h)$. This range is wide enough to encompass all of the masses needed when resampling our observed biases to estimate errors, using a log-normal distribution with $\sigma = 0.2$:

```sql
SELECT snapnum, hostFlag, x, y, z, Mvir FROM MDR1.BDMV WHERE snapnum = 52 AND Mvir BETWEEN 3.98108e+11 AND 3.16228+14
```

This query selects 7,722,250 haloes that define the set from which we draw simulated samples.

### 4.2 Building simulated samples

We aim to build simulated samples that are similar to the real observational data of D16 in terms of area ($\sim 3000 \text{deg}^2$) and number density ($\sim 30$ and $\sim 20 \text{deg}^{-2}$ for unobscured and obscured quasars, respectively). After applying all of our cuts (described below), a single box would result in a simulated area of only $\sim 390 \text{deg}^2$. Given the periodic boundaries of the simulation boxes, we instead build a 2-by-2 grid of four boxes, each with their center placed at 2355 Mpc/h (the comoving distance $\chi$ to $z = 1$) from the origin, as in Figure 6. This results in a final useable area of 1570 $\text{deg}^2$, a large enough increase that concerns regarding edge effects and the finite area used for the clustering measurement (e.g. the integral constraint) are mitigated. This grid of simulation boxes will introduce periodicities on the scale of a single box, roughly 20⁰, which is far larger than the scales of interest for the autocorrelation measurements ($< 1^\circ$, see below), and so does not introduce any bias.

Because of projection effects, we cannot use the full volume of each simulation box without having to account for density variations, as different lines of sight will traverse different path lengths through the box. The simplest solution is to simply carve out a volume from the simulated set of boxes such that all path lengths are equal, as shown by the red region in Figure 6. The measurements that define this region are the maximum angular size of the back of the box (from the observers position at the origin), the distance to
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the front of the box along a line of sight to a back corner (where the blue dashed lines intersect the front of the box in Figure 6), and the distance along the x-axis to the back of the box.

At the halo masses of interest ($\sim 10^{13} \, M_\odot/h$), the satellite occupation of quasars is negligible, meaning that the occupation function is dominated by quasars in central galaxies — only at mass $\geq 14.5 \, M_\odot/h$ do haloes have on average one satellite quasar (e.g. Richardson et al. 2012). This fact is also supported by a comparison of quasar clustering in perpendicular directions, which illustrates that quasars do not show large peculiar motions within haloes, and are thus dominated by central galaxies (e.g. Starikova et al. 2011). This implies that we can simply convert the halo positions from the simulations to quasar positions, without populating the haloes based on kinematic properties, once we’ve selected the haloes that host quasars. In order to select haloes from a given simulation box, we assign each a probability based on mass consistent with a log-normal distribution with $\sigma = 0.2$ and mean $\mu$ as predicted by the analytical process in section 3.1. We then sample $N$ haloes without replacement from a single box, and repeat this four times (once for each box), simply to reduce computational time by parallelizing the sample selection. Histograms of the halo masses selected in this way are shown in Figure 5. Note that while there will not be duplicate haloes in a single box, an individual halo can appear multiple times in a simulated observation by being selected in more than one box. The value of $N$ is tuned so that the final sample has the appropriate number density when the used volume is projected onto the simulated sky. We repeat this resampling 50 times, giving 50 independent samples of each of the three (unobscured, total obscured, non-torus obscured) mass distributions predicted for $f_{\text{NTO}} = 0.25, 0.5$, and 0.75. Note that the occupation fraction of halos (i.e. the fraction of selected halos at a given mass relative to the total number of available halos at that mass) is never higher than $\sim 15\%$, meaning that there are enough halos available at each mass to select sufficiently independent samples despite the rapidly dropping halo mass function (see also the discussion on errors below). The Cartesian ($x, y, z$) coordinates of each halo are then converted

---

**Figure 4.** The effect of the width of the mass distributions $\sigma$ (for fixed $f_{\text{NTO}} = 0.5$) on the adopted $\mu$ values and resulting non-torus obscured bias and halo mass. The gray bands show the 68% confidence intervals based on Monte-Carlo resampling the observed biases within their errors. Top: The values of $\mu_1$ and $\mu_2$ required to reproduce the observed unobscured and obscured clustering amplitudes. Middle: The inferred bias of the non-torus obscured samples, and bottom: the “typical” halo mass of non-torus obscured quasars, inferred from the bias as would be done for observations where the full halo mass distribution is unknown. As expected from Equation 1, the bottom two relationships are flat with respect to $\sigma$.

**Figure 5.** The effect of the non-torus obscured fraction of the obscured subsample on the adopted $\mu_2$ and resulting non-torus obscured bias and halo mass. Grey bands show Monte-Carlo errors as in Figure 4 and panels show the same properties. At small $f_{\text{NTO}}$, the non-torus obscured objects must have very large halo masses and bias, in order to inflate the observed full obscured sample values. As $f_{\text{NTO}}$ approaches unity, the values and errors of each parameter approach the observed values, since all objects are non-torus obscured. The reality likely lies between these two scenarios (see section 5). Note the somewhat sharp “elbow” in the $f_{\text{NTO}}$ relationship around $f_{\text{NTO}} \sim 0.2$, where small changes in the assumed $f_{\text{NTO}}$ can lead to large changes in the inferred $b_{\text{NTO}}$. 
Figure 6. The geometry used to convert the MULTIDARK simulation data into observations. In order to increase the simulated area, we use four simulation boxes stacked in a 2-by-2 grid (black dashed boxes). These are placed such that their centers are at the comoving distance corresponding to $z = 1$ (in Mpc/h). The observer is at the origin. Using the full boxes would cause fluctuations in observed number densities as a function of position due to projection effects. Therefore, the box is trimmed such that any line of sight sees through a constant thickness (red volume). A random sample of haloes with the desired mass distribution is sampled (without replacement) from each box, such that the total number density matches the observed number density for the sample under consideration (gray points). This is repeated 50 times (with replacement) to build 50 mock samples for each subsample and parameter set. Finally, the $(x, y, z)$ positions are converted into spherical coordinates $(\chi, RA, Dec)$, where $\chi$ is the comoving distance.

4.3 Measuring the bias of simulated samples

To measure the bias of our simulated samples, we follow the same procedures as D16 (see their section 3 and the linked code libraries for full details). We measure the angular autocorrelation $\omega(\theta)$ using the Landy & Szalay (1993) estimator, which compares data pair counts in annuli of increasing radii with those of a random distribution:

$$\omega(\theta) = \frac{DD - 2DR + RR}{RR}. \quad (5)$$

The random sample is always at least 10 times larger than the simulated data set, and is generated using the MANGLE utility RANSACK (Hamilton & Tegmark 2004; Swanson et al. 2008). We perform this calculation for each of the 50 random samplings individually, and adopt the mean at each $\theta$ as the final $\omega(\theta)$.

We utilize the 50 random samplings from the full set of simulated haloes in order to bootstrap the errors on $\omega(\theta)$ by generating the covariance matrix:

$$C_{ij} = \frac{1}{N-1} \sum_{L=1}^{N} [\omega_L(\theta_i) - \omega(\theta_i)] \times [\omega_L(\theta_j) - \omega(\theta_j)], \quad (6)$$

where $\omega_L$ is the autocorrelation for a given sampling, and $i$ and $j$ are bins in angular scale. The square-root of the diagonal elements of the covariance matrix are adopted as the 1-$\sigma$ errors. An example of a simulated autocorrelation measurement with errors, for three samples (unobscured, complete obscured, and non-torus obscured) is shown in Figure 7.

We use the standard Limber approximation (valid in the flat cosmology and small angular scales $\theta << 1$ radian probed here,
and recast into distance rather than redshift space) to generate a model dark matter autocorrelation with bias unity:

$$\omega_{dm}(\theta) = \pi \int_{\chi=0}^{\infty} \int_{k=0}^{\infty} \frac{\Delta^2(k)}{k} J_0[k\chi] \left(\frac{dN}{d\chi}\right)^2 \frac{dk}{k} d\chi,$$

(7)

where $\chi$ is the comoving distance, $\Delta(k)^2$ is the dimensionless non-linear matter power spectrum at $z = 1$ (generated with CAMB), and $J_0$ is the zeroth-order Bessel Function of the first kind. The distance distribution of simulated haloes $dN/d\chi$ is generated from a spline fit to the radial distances $\chi$ to each halo. This formalism properly handles the projection of the correlation function from three to two dimensions while assuming no evolution of the matter power spectrum across the box, which is made up of haloes all at $z = 1$. This model is shown as the black solid line in Figure 4 and because of the geometry (Figure 6) is the same for all samples.

The model $\omega_{dm}(\theta)$ is related to the measured $\omega(\theta)$ through the bias $b$, as $\omega(\theta) = b^2 \omega_{dm}(\theta)$. We fit the model autocorrelation to the data using the covariance matrix and a chi-squared minimization:

$$\chi^2 = \sum_{i,j} [\omega(\theta_i) - \omega_{dm}(\theta_i)] C_{ij}^{-1} [\omega(\theta_j) - \omega_{dm}(\theta_j)].$$

(8)

We use the same fitting range as D16, $0.04^\circ < \theta < 0.4^\circ$ (though we note that widening this range to $0.01^\circ < \theta < 1.0^\circ$ has no significant impact on the results as most of the fitting power is in the smaller range), and errors on the bias are adopted where $\Delta \chi^2 = 1$.

4.4 Results

The simulated bias results are listed in Table 2 for the same $f_{NTO}$ values as the analytical results in Table 1. The unobscured sample is not affected by changing $f_{STD}$, and so these results are the same in each case, and are quite consistent with our observed and analytical predictions. The full obscured sample bias is also consistent with our observed analytical predictions, always falling at $b_{obs} \approx 2$.

The simulated autocorrelations, once the mean over many random samplings of haloes is taken, reflect the shape predicted by the model very well (Figure 7). On small angular scales, the number counts of non-torus obscured sources is quite low and the errors become increasingly large, but on the scales of interest where we fit the bias the autocorrelation is well-behaved. These results provide promise for more detailed modeling of these measurements in the future.

We find that in general, the errors on the bias in our simulated measurements are a factor of $\sim2$ smaller than the errors on the observational measurements from D16. Given the fact that we have perfect control of our simulated samples, and they are not subject to observational effects, this is not too surprising. The observed samples likely contain some amount of contamination from non-quasars (on the order of a few to 10% [Stern et al. 2012], as well as potentially highly correlated observational noise from instrumental effects or the sky (which will affect the ground-based optical data used for the unobscured/obscured split). In any case, the simulated errors behave primarily like Poisson noise, as expected, in the sense that the relative errors scale roughly with the square root of the relative number densities. This is also reflected in the increasing errors on the non-torus obscured bias and mass as $f_{NTO}$, and therefore the number of non-torus obscured sources, decreases. The fact that the errors are Poisson in nature is further evidence that the random samplings are independent and not biased by a high occupation fractions at high mass. These simulated errors imply that 1) the errors derived for our real data are sensible and 2) if we were to, in the future, be able to make a clustering measurement of non-torus obscured quasars, the errors would limit the reliability of the measurements to scales $\gtrsim0.02$ degrees (for $f_{NTO} = 0.25$). This would make it difficult to perform a full HOD analysis including the “one-halo” term.

5 DISCUSSION

5.1 The value of $f_{NTO}$

Under the assumption that torus obscured quasars are intrinsically the same as unobscured quasars, a core component of unification-by-orientation models, they will share the same bias and therefore host halo mass. Therefore, any difference in these measured values implies that some fraction of the obscured sample must be obscured by some other material, whether it be nuclear dust in some other configuration due to evolution of the torus, dust in the narrow-line region, or some other, potentially galactic scale, obscurer. It also implies that the measured overall obscured bias is in fact a lower limit on the bias of these sources.

To this point we have presented our results simply as a function of $f_{NTO}$, while making no assumptions about a reasonable expectation for its value. The fact that the obscured sample has a higher bias than the unobscured sample implies that it must be greater than zero, as shown by our modeling where the bias approaches infinity as $f_{NTO}$ approaches zero. Here we explore some potential ways to place reasonable limits on $f_{NTO}$, and therefore $b_{Nov}$. 
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5.1.1 Torus Models

There have been many attempts to model the dusty torus in quasars, from a simple smooth “doughnut” (with properties that may depend on other quasar parameters like luminosity, e.g. Krock & Bergman 1988; Lawrence 1991), to “clumpy” tori (e.g. Hönig et al. 2006; Nenkova et al. 2008a,b, 2012), which may be the outer edge of an accretion disk wind (e.g. Everett 2005; Keating et al. 2012). Most current analyses of IR spectra and SEDs of quasars favor a clumpy, rather than smooth, torus (e.g. Mullaney et al. 2011; Comastri et al. 2014; He, Liu & Zhang 2015; Marinucci et al. 2015; Gallagher et al. 2015).

Torus models alone can place limits on the torus opening angle, which in turn provides the torus covering factor and $f_{\text{NTO}}$. For example, recent numerical simulation models (Dorodnitsyn, Kallman & Proga 2015) show that the column density of obscuring material (in sources with a high Eddington fraction) may depend on other quasar parameters like luminosity (e.g. Hönig et al. 2006; Nenkova et al. 2008a,b; Stalevski et al. 2012), which may be the outer edge of an accretion disk wind (e.g. Everett 2005; Keating et al. 2012). Most current analyses of IR spectra and SEDs of quasars favor a clumpy, rather than smooth, torus (e.g. Mullaney et al. 2011; Comastri et al. 2014; He, Liu & Zhang 2015; Marinucci et al. 2015; Gallagher et al. 2015).

Torus models alone can place limits on the torus opening angle, which in turn provides the torus covering factor and $f_{\text{NTO}}$. For example, recent numerical simulation models (Dorodnitsyn, Kallman & Proga 2015) show that the column density of obscuring material (in sources with a high Eddington fraction) may depend on other quasar parameters like luminosity (e.g. Hönig et al. 2006; Nenkova et al. 2008a,b; Stalevski et al. 2012), which may be the outer edge of an accretion disk wind (e.g. Everett 2005; Keating et al. 2012). Most current analyses of IR spectra and SEDs of quasars favor a clumpy, rather than smooth, torus (e.g. Mullaney et al. 2011; Comastri et al. 2014; He, Liu & Zhang 2015; Marinucci et al. 2015; Gallagher et al. 2015).

Given these potential constraints on the torus opening angle $\theta_C$, we can convert these to $f_{\text{NTO}}$ for our sample. In Figure 8 we show how, for our observed value of $f_{\text{obs}} = 0.4$, $f_{\text{NTO}}$ (and thus $C$) depends on $\theta_C$ for two different torus models. For the simple, smooth torus case (dashed line), $\theta_C$ is the opening angle to the abrupt edge of the torus. For the clumpy torus case (dot-dashed line), we adopt the “soft edge” torus model of Nenkova et al. (2008b), where the torus has a Gaussian distribution of clouds along the line of sight angle $\beta$: $N(\beta) = N_0 e^{-(\beta/\theta_C)^2}$, where $\theta_C$ represents the angle to the half-width of the Gaussian distribution. Here we use moderate values in their parameter space of $N_0 = 5$ and $m = 2$. The torus covering factor $C$ in this model is:

$$C = 1 - \int_0^{\pi/2} e^{-N(\beta) \cos \beta} d\beta.$$  \hspace{1cm} (9)

We include values of $\theta_C$ for the two models at various $f_{\text{NTO}}$ in Table 2.

| $f_{\text{NTO}}$ | $b$ | $M$ ($M_\odot/h$) | $f_{\text{NTO}}$ | $b$ | $M$ ($M_\odot/h$) | $f_{\text{NTO}}$ | $b$ | $M$ ($M_\odot/h$) |
|-----------------|-----|-----------------|-----------------|-----|-----------------|-----------------|-----|-----------------|
| 0.25            | b0  | 1.73±0.09 12.550±10 0.11 | f0  | 1.73±0.09 12.550±10 0.11 | f0  | 1.73±0.09 12.550±10 0.11 |
| 0.5             | b0  | 1.98±0.12 12.790±09 0.10 | f0  | 2.02±0.11 12.830±09 0.10 | f0  | 2.04±0.13 12.840±10 0.11 |
| 0.74            | b0  | 2.97±0.29 13.390±12 0.12 | f0  | 2.34±0.17 13.060±10 0.10 | f0  | 2.12±0.13 12.900±10 0.10 |

The bias and inferred typical halo masses measured from the simulated samples, for three different values of the non-torus obscured fraction $f_{\text{NTO}}$. The results from the first column ($f_{\text{NTO}} = 0.25$) are shown in Figure 5.

5.1.2 Observational constraints

The observed fraction of obscured sources, $f_{\text{obs}}$, is directly related to the total dust covering factor and the total obscured fraction. The obscured fraction has been studied by many groups, often via X-rays, with general agreement that $f_{\text{obs}}$ depends on $L_{\text{bol}}$ (and may have a dependence on redshift), and general consistency with our $f_{\text{obs}} = 0.4$ at $L_{\text{bol}} \sim 10^{46}$ ergs/s (e.g. Ueda et al. 2003; La Franca et al. 2005; Treister, Kroll & Dullemmond 2008; Merlini et al. 2014; Netzer 2015). Note however, that there are often many biases and caveats to these population studies, due to e.g. the uncertain fraction of Compton-thick AGN that may be missed completely. However, the difficulty is that in order to determine $f_{\text{NTO}}$, we need to know the torus covering factor as well, so that we can separate the two components. While torus models can provide this as discussed above, some work has been done to constrain this observationally.

Treister, Kroll & Dullemmond (2008) approached determining the torus covering factor in luminous unobscured quasars by examining the ratio of $L_{\text{IR}}$, assumed to be quasar light reprocessed by the torus, to $L_{\text{bol}}$, but still relied somewhat on torus models to convert these into observed obscured fractions. At the luminosity of our sample, their prediction is that the torus obscured fraction should be $\sim 0.5$. This is larger than their overall observed obscured fraction (and ours as well), which may be (at least partially) due to missing a large population of Compton thick sources. It is difficult to say how these missing sources will affect $f_{\text{NTO}}$, as Compton thick obscuration can happen in the torus as well as in the host galaxy. In any case, it would seem that these observations imply a small $f_{\text{NTO}}$, since they predict a fairly large torus covering factor.

Though optical spectroscopic follow-up of statistically complete mid-IR selected samples is not available, current data can provide some qualitative insight. For example, Lacy et al. (2013) find that 22% of mid-IR selected quasars do not have clear AGN signatures in their emission lines, though many still have radio and/or X-ray properties consistent with AGN activity. Haimline et al. (2014) find that $\sim 12\%$ of WISE selected obscured quasars do not have strong emission features, and potentially an additional $\sim 10\%$ that have non-AGN dominated emission lines. These studies suggest that NTO quasars make up on the order of $\sim 20\%$ of the obscured population.

Another way to explore the nature of the obscuring material is to analyze IR spectra, which can shed light on the dust properties and location via e.g. silicate absorption features. This was exploited for example by Goulding et al. (2012), who used the $\lambda_1 \sim 9.7 \mu m$ feature along with galaxy inclinations to show that a significant population of obscured sources is affected by large-scale dust.
Polletta et al. (2008) studied the obscuration in luminous quasars at $z > 1$, and find that a torus plus cold absorber is needed to explain their full range of IR spectra. Their observed $f_{\text{obs}}$ is much higher than ours, at $\sim 0.6$, and their value of $f_{\text{NTO}}$ would be $\sim 0.5$. This discrepancy may be due to the possible redshift dependence of the obscured fraction, which increases at higher $z$ for high luminosity quasars (e.g. Merloni et al. 2014), and the fact that the Polletta et al. (2008) mean redshift is higher than ours. It could also be evidence that $f_{\text{NTO}}$ is higher than the 0.25 suggested above. While current samples of objects with high-quality IR spectra are small, a future possibility would be to explore the clustering and bias of sources with different types of obscuration based on their IR spectral features. This could shed additional light on the haloes of the non-torus obscured population.

5.2 The hosts of non-torus obscured quasars

5.2.1 Relative space densities & lifetimes

Assuming similar bolometric luminosity and redshift distributions for the torus-obscured and non-torus obscured samples, which we argued in section 2 is reasonable, we can predict the non-torus obscured quasar space density as a function of $f_{\text{NTO}}$. Using the bolometric luminosity function of Hopkins, Richards & Hernquist (2007) at $z = 1$, we find for $f_{\text{obs}} \sim 10^{-6}$ (characteristic of mid-IR selected quasars). Hickox et al. (2011) and Hainline et al. (2014) report an overall space density of quasars of $\sim 2 \times 10^{-5}$ $\text{Mpc}^{-3}$. The space density of non-torus obscured quasars, then, is this overall density times the non-torus obscured fraction of all quasars (not just the non-torus obscured fraction of the obscured quasars, which we have been labeling as $f_{\text{NTO}}$). This fraction is given for our sample by $f_{\text{NTO,obs}} = f_{\text{NTO}} \times f_{\text{obs}} = f_{\text{NTO}} \times 0.4$.

Similarly, we can find the predicted space density of haloes with mass $M_{\text{NTO}}$ for each $f_{\text{NTO}}$ using the halo mass function of Tinker et al. (2010). Note that if the predicted halo space density is lower than that predicted for the non-torus obscured sources, this is another potential constraint on $f_{\text{NTO}}$, because each non-torus obscured quasar must have a halo to reside in. The densities are shown in the top portion of Figure 9, along with error ranges based on the errors of $M_{\text{NTO}}$. Though the errors are large, only extremely small values ($< 0.02$) of $f_{\text{NTO}}$ are ruled out by these estimates. However, up to $f_{\text{NTO}} \sim 0.55$, the halo densities are consistent with the non-torus obscured density, within the errors, suggesting that $f_{\text{NTO}}$ may be larger than the estimates from torus models. Improved measurements of the obscured quasar bias, with larger samples, would improve these constraints.

We use the ratio of the non-torus obscured quasar density and halo density (abundance matching; Colín et al. 1999, Kravtsov & Klypin 1999, Vale & Ostriker 2004, Shankar et al. 2006, Guo et al. 2010), along with the cosmic time from $0.5 < z < 1.5$, where the bulk of these sources lie, to estimate the average lifetime of the non-torus obscured quasars, as shown in the bottom half of Figure 9. For most values of $f_{\text{NTO}}$, the duty cycle of the non-torus obscured quasars is about the same as that of unobscured quasars ($\sim 100$ Myr), and on the order of $\sim 1\%$ of the Hubble time. Only in the case where these sources are exceedingly rare ($f_{\text{NTO}} < 0.1$) is their lifetime estimated to be significantly larger.

5.2.2 Cosmic evolution of non-torus obscured quasars

If we adopt $f_{\text{NTO}} = 0.25$, our best estimate based on torus models, this implies $f_{\text{INTO}} = 3.08$ and $\log M_{\text{INTO}} = 13.48 M_{\odot}/h$ at $z = 1$. Using the merger rate and mass assembly analysis of Fakhouri, Ma & Boylan-Kolchin (2010), we can extrapolate the halo masses of non-torus obscured quasars to earlier and later times in order to speculate on their progenitors and descendants (e.g. Hickox et al. 2012).

Adopting the median growth rate of haloes as a function of mass and redshift (note that this is lower than the mean growth rate), we project the derived halo mass over $0 < z < 3.5$, shown in Figure 10 (we also show a similar analysis for $f_{\text{NTO}} = 0.5$ and $M_{\text{NTO}} = 13.15 M_{\odot}/h$ for comparison). Taking the bias measurements from an assortment of other works and converting these to halo masses in our cosmology and using our matter power spectrum parameters, we highlight general mass ranges at different stages of cosmic time for other object classes: galaxy clusters (Estrada, Sefusatti & Frielman 2009), galaxy pairs/groups (Wang & Brunner 2014, Han et al. 2015), massive ellipticals (Zehavi et al. 2011), and unobscured quasars (e.g. Porciani, Magliocchetti & Norberg 2004, Croom et al. 2005, Coil et al. 2007, Mvers et al. 2007, da Angela et al. 2008, Padmanabhan et al. 2009, Ross et al. 2009, Krumpe, Mivai & Cel 2010, White et al. 2012, Shen et al. 2013, DiPompeo et al. 2014, 2015, Eftekharzadeh et al. 2015, D16).

Based on these projections, it is possible that the non-torus obscured quasars often also went through an unobscured quasar phase at high redshift. This scenario doesn’t contradict, as it may initially seem, evolutionary scenarios that suggest that the obscured phase is an early part of the quasar duty cycle followed by a blowout and unobscured phase (e.g. Hopkins et al. 2008, Hickox et al. 2011), and later DiPompeo et al. (2014) and D16, suggested that the higher halo masses of obscured quasars fit into such a model, with the early obscured phase representing a period in which the black hole is “catching up” to its final mass relative to its dark matter halo mass (King 2010). The possibility that the progenitors of the non-torus obscured population at $z = 1$ are unobscured quasars at $z \sim 3$ suggests a cyclical or stochastic nature in which multiple halo mergers...
can ignite quasar activity in distinct bursts, each with an obscured and unobscured phase. This suggests that the non-torus obscured quasars at \( z = 1 \) will go through an unobscured phase at slightly lower redshift, but (given the number density of the torus-obscured population) these will be rare objects and make up the high halo mass tail of the unobscured population. These objects will then go on to form (quiescent) galaxy groups in the local Universe, which tend to reside in large haloes of mass \( \sim 10^{13.7} \, M_\odot/\hbar \).

We note finally that, if the adopted \( f_{\text{NTO}} = 0.25 \) is correct, then \( M_{\text{NTO}} \), even with its large associated error, still falls outside of the typical mass range of optically selected, unobscured quasars. While this was true of the full obscured population in early measurements \citep{dipompeo14, dipompeo15}, the most recent values of D16 placed the obscured quasar bias and thus halo mass within the unobscured range. Our analysis in this current paper suggests, instead, that the obscured population that is truly distinct from the unobscured population falls outside of the range of halo masses measured for unobscured quasars. This is because some fraction of the obscured population, in being torus-obscured, must share the range of host halo masses of unobscured quasars. This necessarily inflates the halo masses for the remaining (now-smaller-fraction-of) non-torus obscured quasars. Note that this interpretation depends on the exact value of \( f_{\text{NTO}} \); higher values of \( f_{\text{NTO}} \) will reduce the inferred mass differences between non-torus obscured quasars and unobscured quasars (Figure 10).

6 SUMMARY

Samples of obscured quasars are likely a mix of objects intrinsically the same as unobscured quasars but seen through a dusty torus, and a distinct population of objects obscured by dust in a different distribution, possibly on large-scales and stirred up by galaxy mergers or interactions. Therefore, the recently measured higher host dark matter halo masses of obscured quasars is likely diluted by torus-obscured objects, and only provides a lower limit on the typical halo masses of the non-torus obscured population.

Making simple assumptions about the halo mass distributions of these populations, informed by recent work on the halo occupation distribution of unobscured quasars, we provide estimates of the bias and typical host halo masses of the non-torus obscured population. We provide these first as a function of the non-torus obscured fraction, using both analytical methods and mock angular autocorrelation measurements of haloes drawn from cosmological \( N \)-body simulations. Current torus models and observations indicate that a reasonable value for the non-torus obscured fraction is \( \sim 25\% \) of the full obscured population, which implies a bias of \( b_{\text{NTO}} \approx 3 \) and \( \log(M_{\text{NTO}}) \approx 3 \times 10^{13} \, M_\odot/\hbar \). For comparison, recent measurements have found \( b_{\text{unobscured}} = 1.72 \) and \( \log(M_{\text{unobscured}}) = 12.56 \, M_\odot/\hbar \).

Our simulated measurements and errors suggest that at these halo masses and number densities, an angular autocorrelation mea-
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**Figure 9.** Top: The estimated space densities of the non-torus obscured quasars and potential host haloes with \( M_{\text{NTO}} \) (from clustering and the halo mass function of \cite{tinker10}, as a function of \( f_{\text{NTO}} \). The non-torus obscured space density is based on the total non-torus obscured fraction \( (f_{\text{NTO}} \times f_{\text{obs}}) \), where \( f_{\text{obs}} = 0.4 \) and the bolometric quasar luminosity function of \cite{hopkins07} at \( z = 1 \). Bottom: The inferred non-torus obscured quasar lifetime based on abundance matching and assuming the bulk of activity occurs over \( 0.5 < z < 1.5 \). The range of lifetimes for WISE unobscured quasars from D16 is also shown in blue for comparison.
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**Figure 10.** Extrapolating the halo mass of non-torus obscured obscured quasars (red point) over cosmic time (dashed line), using the formalism of \cite{fakhouri10} and assuming \( f_{\text{NTO}} = 0.25 \). The \( x \)-axis error bars indicate the redshift range of most of the total obscured sample, assumed to be the same for the non-torus obscured sample. The two \( y \)-axis error bars show the errors from our analytical predictions (red), which are based on the observed bias errors, and the smaller errors from the covariance matrix of the simulations (dark red). We also show the results for \( f_{\text{NTO}} = 0.5 \) for completeness, though we argued that this value was less likely based on torus models and observations in section 5.1. Some representative regions for other classes of objects are shown for comparison (see section 5.2.2). Progenitors of NTO quasars at \( z = 1 \) could be quasars in the most massive haloes, and they end up as members of galaxy groups at \( z = 0 \).
surement of non-torus obscured quasars should be distinguishable from that of unobscured or torus-obscured quasars, at least on large scales ($> 0.02^\circ$). However, the implied low number density may make it difficult to accurately measure small-scale clustering and perform a full halo occupation distribution analysis, unless a cross-correlation with a larger tracer sample is utilized. Regardless, isolating a non-torus obscured sample in large enough numbers to perform these measurements will be difficult.

The results of this analysis fit nicely within a merger-based scenario for luminous obscured quasars, while still retaining a population of sources that fit within a unification by orientation model. Based on the projection of the estimated non-torus obscured halo masses to higher and lower redshifts, we suggest that at earlier times ($z \approx 3$) these objects go through a separate, unobscured quasar phase (possibly the second half of an earlier obscured phase). At later times, they may go through another unobscured phase post-blowout, and make up a rare population of unobscured quasars in a high-halo mass tail of the full distribution. Their masses at $z = 1$ suggest that they may be the progenitors of quiescent galaxy group members in the local Universe.

The higher mass haloes of obscured quasars, along with direct evidence of obscuration on large scales separate from the dusty torus, imply the existence of a non-torus obscured population. Analytical predictions such as those provided here are useful to further explore the nature of these sources, and continue to refine additional factors of the unification by orientation model that is so successful in explaining many, but not all, quasar observations.
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