The impact of ancestral population size and incomplete lineage sorting on Bayesian estimation of species divergence times
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Abstract  Although the effects of the coalescent process on sequence divergence and genealogies are well understood, the virtual majority of studies that use molecular sequences to estimate times of divergence among species have failed to account for the coalescent process. Here we study the impact of ancestral population size and incomplete lineage sorting on Bayesian estimates of species divergence times under the molecular clock when the inference model ignores the coalescent process. Using a combination of mathematical analysis, computer simulations and analysis of real data, we find that the errors on estimates of times and the molecular rate can be substantial when ancestral populations are large and when there is substantial incomplete lineage sorting. For example, in a simple three-species case, we find that if the most precise fossil calibration is placed on the root of the phylogeny, the age of the internal node is overestimated, while if the most precise calibration is placed on the internal node, then the age of the root is underestimated. In both cases, the molecular rate is overestimated. Using simulations on a phylogeny of nine species, we show that substantial errors in time and rate estimates can be obtained even when dating ancient divergence events. We analyse the hominoid phylogeny and show that estimates of the neutral mutation rate obtained while ignoring the coalescent are too high. Using a coalescent-based technique to obtain geological times of divergence, we obtain estimates of the mutation rate that are within experimental estimates and we also obtain substantially older divergence times within the phylogeny [Current Zoology 61 (5): 874–885, 2015].
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1 Introduction

The molecular clock hypothesis states that the rate of evolution of molecular sequences is approximately constant with time (Zuckerkandl and Pauling, 1965). This powerful idea means that in practice information from the fossil record can be combined with information from molecular alignments to obtain geological times of divergence for species in a phylogeny. Although the method is widely popular (see Hedges and Kumar, 2009, for an extensive review on applications of the molecular clock to divergence time estimation), most molecular-clock dating studies have ignored the effects of the coalescent process on sequence divergences and thus on divergence time estimates. For example, consider a sample of two nucleotide sequences (genes) belonging to two individuals from a diploid population of $N$ individuals. The expected time to coalescence, that is, the time it takes for the two sequences to find their common ancestor is $2N$ generations (Kingman, 1982a; Kingman, 1982b; Tajima, 1983). On the other hand, if the sequences are sampled from individuals belonging to two different, completely isolated species which diverged $T$ generations ago, then the expected sequence coalescent time is $T + 2N$ (Fig. 1), where $N$ is now the population size of the ancestral species (Gillespie and Langley, 1979). In other words, the divergence time of the genes, $T^{*}$, is older than the divergence time of the species (i.e. $T^{*} > T$), especially so if the size of the ancestral population is large compared to the species divergence time. Furthermore, for sequences sampled from three or more species, the deep coalescence times of the gene sequences mean that sometimes the genealogy of the sequences (the gene tree) will differ from the species tree (Fig. 1), a process known as incomplete lineage sorting (Hudson, 1983; Nichols, 2001). Thus, studies that use the molecular clock to estimate the times of species divergences from molecular data should take into account the effect of ancestral population size and incomplete lineage sorting on gene ages, otherwise biased estimates of species divergence times may be obtained.

Several Bayesian phylogenetic methods have been
developed to perform inference under the multi-species coalescent (Rannala and Yang, 2003; Liu and Pearl, 2007; Liu, 2008; Heled and Drummond, 2010; Yang, 2015). However, these methods are computationally expensive and are only practical for small datasets or when using simple nucleotide substitution models. Thus, although the coalescent process has long been recognized as an important aspect of sequence evolution (Takahata et al., 1995; Edwards and Beerli, 2000; Kubatko and Degnan, 2007; Knowles and Kubatko, 2010; Burbrink and Pyron, 2011; Oliver, 2013; Yang, 2014), a majority of molecular clock dating analyses are still carried out ignoring the effects of ancestral population size and incomplete lineage sorting (e.g. Erwin et al., 2011; dos Reis et al., 2012; Jarvis et al., 2014; Misof et al., 2014; Zeng et al., 2014). Furthermore, the biases introduced in time estimates by ignoring the coalescent process do not seem to have been studied.

In this paper we study the impact of ancestral population size and incomplete lineage sorting on Bayesian estimates of divergence times when the coalescent process is ignored. We use a combination of mathematical analysis, computer simulations, and analysis of a real dataset (the hominoid phylogeny) to show that ignoring the coalescent process can have a large impact on estimates of divergence times, even when estimating ancient divergence events. Divergence times can be substantially under or overestimated, depending on the configuration and precision of the fossil calibrations on the tree, with the molecular evolutionary rate being usually overestimated. The problem is severe and this paper highlights an urgent need for the development of efficient, fast computer software that can provide reliable estimates of divergence times under the multi-species coalescent for the large genome-scale datasets now routinely available.

2 The Case of Three-species

Here we study the case of estimating the two divergence times in a phylogeny of three species when the coalescent process is ignored. We first provide an approximate mathematical formula for the time and rate estimates and the estimate errors when the amount of molecular data (the number of genes or loci) analyzed is very large, when we have perfect fossil information, and when there is little conflict between the species tree and the sampled gene trees. We then use computer simulations to study Bayesian time estimation when incomplete lineage sorting may be substantial and when we use uncertain lineage sorting may be substantial and when we use uncertain lineages.

2.1 A simple approximation to the time and rate estimates and their errors when the coalescent process is ignored

Consider the three-species phylogeny of Figure 1. We wish to estimate the two species divergence times on the tree: \( t_1 = gT_1 \) (the age of the root) and \( t_2 = gT_2 \) (the age of the internal node), where \( T \) is the time in generations, \( t \) the time in years, and \( g \) the generation time. Assume that \( T_1 - T_2 \) is large enough so that the probability of conflict between a gene tree and the species tree is close to zero and can be ignored (the probability of conflict is \( P = 2/3 \exp \left[-\left(T_1 - T_2\right)/(2N)\right] \)), so for example, if \( T_1 - T_2 > 10N \) then \( P < 0.45\% \). In a typical molecular dating analysis, we may sample a set of genes from each species, concatenate and align the sequences (i.e. create a supergene alignment) and then estimate the species phylogeny and the molecular distances using the concatenated alignment. The molecular distances and information from the fossil record are then used to estimate the divergence times. Thus, to understand how time estimates may be affected by ignoring the coalescent process, we must first understand how the molecular distances are affected.

The expected molecular distance (in expected number of substitutions per site) between either of the two genes sampled from A and B and their common ancestor is

![Fig. 1 A three-species phylogeny](image-url)

The species tree is represented by thick black lines. The grey lines represent the genealogy for a sample of three genes (one from each species) that matches the species tree. The green dashed lines represent a gene genealogy that does not match the species tree (i.e. we say the species tree and the gene tree are in conflict). If the species have been completely isolated since divergence (i.e. no migration or introgression), then the gene divergence times \( (T^*) \) will always be older than the species divergence times \( (T) \). The expected gene divergence time (in generations) is \( E(T^*) = T + 2N \), where \( N \) is the size of the ancestral population.
\[ E(d_2) = (T_2 + 2Ngr) = (t_2 + 2Ng)r, \]  \tag{1}

where \( r \) is the substitution rate per site per year (so that \( \mu = rg \) is the rate per generation), which we assume to be the same for all loci in all lineages. Similarly, for a sample of two genes from A (or B) and C, the expected distance is

\[ E(d_1) = (T_1 + 2Ngr) = (t_1 + 2Ng)r. \]  \tag{2}

Note that equations (1) and (2) are the expected distances for a pairwise sequence alignment for a single locus. If our supergene alignment is very long (so that it contains a large number of loci) the molecular distances (the branch lengths) estimated on the species tree will be close to the expected values

\[ \hat{d}_2 \approx E(d_2) = (t_2 + 2Ng)r \]  \tag{3}

and

\[ \hat{d}_1 \approx E(d_1) = (t_1 + 2Ng)r. \]  \tag{4}

However, as we sample more and more loci, the distance estimates will not converge to the expectations in equations (1) and (2) because they are estimated on the species tree (and not on the pairwise alignments) and incomplete lineage sorting is ignored. We could calculate the correct expectations for \( \hat{d}_1 \) and \( \hat{d}_2 \) obtained on the species tree, but this is mathematically tedious and so we work with the approximations of equations (1) and (2) instead (later we will see that the approximations turn out to be quite good even when there is substantial incomplete lineage sorting).

Now imagine that the age \( t_1 \) is known (say, from the fossil record). Then under the molecular clock, a naive estimator of \( t_2 \) (i.e. naive because it ignores the coalescent process) using \( t_1 \) as a calibration is

\[ \hat{t}_2 = t_1 \hat{d}_2 / \hat{d}_1. \]  \tag{5}

This estimator is constructed under the assumption that the ratio of the species divergence times \( t_2/t_1 \) is the same as the ratio of the molecular distances \( d_2/d_1 \). However, the later ratio is instead the ratio of gene divergence times, and thus the estimator \( \hat{t}_2 \) will be biased. If we replace the distance estimates in equation (5) with their approximations from equations (3) and (4) we can obtain an approximation for \( \hat{t}_2 \) as a function of the true parameter values

\[ \hat{t}_2 \approx t_1 \frac{(t_2 + 2Ng)}{(t_1 + 2Ng)}. \]  \tag{6}

From equation (6) we can obtain an approximation to the bias of the estimator

\[ \hat{t}_2 - t_2 \approx t_1 \frac{(t_2 + 2Ng)}{(t_1 + 2Ng)} - t_2 = \frac{(t_1 - t_2)2Ng}{t_1 + 2Ng}. \]  \tag{7}

The bias in this case is positive and so \( t_2 \) is overestimated. On the other hand, if \( t_1 \) is known, we could instead construct a naive estimator on \( t_1 \) as

\[ \hat{t}_1 = t_2 \frac{\hat{d}_1}{\hat{d}_2} \approx t_2 \frac{(t_1 + 2Ng)}{(t_2 + 2Ng)} \]  \tag{8}

which has approximate bias

\[ \hat{t}_1 - t_1 \approx \frac{(t_2 - t_1)2Ng}{t_2 + 2Ng}. \]  \tag{9}

In this case the bias is always negative and \( t_1 \) is underestimated.

We can also construct a naive estimator on the molecular rate, \( r \), for example by using \( t_1 \) as the calibration time

\[ \hat{r} = \hat{d}_1 / t_1 \]  \tag{10}

Replacing the distance estimate by its approximate expectation we get

\[ \hat{r} \approx \frac{(t_1 + 2Ng)r}{t_1} = \frac{2Ng}{t_1}. \]  \tag{11}

Thus the approximate bias of the rate estimator is

\[ \hat{r} - r \approx 2Ng / t_1. \]  \tag{12}

The bias is always positive and so \( r \) is overestimated. Similarly we can obtain a rate estimate using \( t_2 \) as the calibration time

\[ \hat{r} = \hat{d}_2 / t_2 \approx r + 2Ng / t_2, \]  \tag{13}

with approximate bias

\[ \hat{r} - r \approx 2Ng / t_2. \]  \tag{14}

The bias here is also positive and so the rate is overestimated. However, in this case the overestimation is more severe than when using \( t_1 \) as the calibration time.

The relative error of an estimator is the bias of the estimator divided by the true parameter value

\[ \epsilon(\hat{r}) = \left( \frac{\hat{r} - r}{r} \right). \]  \tag{15}

We can use the biases of equations (7), (9) and (12) to obtain approximations to the relative errors on the estimates of \( t_1, t_2 \) and \( r \). Note that if the relative error is positive, then the parameter is overestimated, and if it is negative the parameter is underestimated. Figure 2 and 3 show the relative errors on estimates of \( t_1, t_2 \) and \( r \) for a few cases when the coalescent process is ignored. The errors can be substantial. For example, when \( t_2 = 1 \) million years ago (Ma), \( t_1 = 10 \) Ma, \( g = 10 \) years (y) and \( N = 10^5 \) individuals, \( t_2 \) is overestimated by 150% when using \( t_1 \) as the calibration time (Fig. 2A). On the other hand, for the same parameter values and when \( t_2 \) is used as the calibration time, \( t_1 \) is underestimated by 60% (Fig. 2B) and \( r \) is overestimated by 200% (Fig. 3).
2.2 Simulation analysis: Bayesian estimates of times when the coalescent process is ignored

We simulated samples of 50 loci (each locus of length 1,000 nucleotides) from a three-species phylogeny (Fig. 1) using the program MCCOAL (Rannala and Yang, 2003; Yang and Rannala, 2010). MCCOAL simulates gene trees under the multi-species coalescent with corresponding gene alignments (the alignments are generated under the Jukes and Cantor, 1969, substitution model, JC69). The species divergence times are $t_1 = 10$ Ma, and $t_2 = 1, 5, 9$ Ma. The generation time is $g = 10$ years, and the substitution rate is $r = 10^{-9}$ substitutions per site per year (s/s/y). The population size (assumed to be constant in all lineages) is $N = 10^2, 10^3, 10^4, 10^5, 10^6$ individuals. This gives a total of $3 \times 5 = 15$ parameter combinations. The number of replicates (the number of times each parameter setup is simulated) is 100.

The simulated alignments were concatenated into a supergene alignment, and Bayesian estimates of divergence times under the clock and the JC69 model were obtained using the program MCMCTREE (Yang, 2007). The species tree is used and assumed known. We set one time unit to be 10 My. The substitution rate has a gamma prior, $r \sim G(1,100)$, with mean 0.01 per time unit (i.e., meaning $10^{-9}$ s/s/y). We used two strategies to construct the time prior. Strategy 1: The prior on the age of the root is $t_1 \sim G(100, 100)$. This is an informative prior, equivalent to a fossil calibration with mean 10 Ma and 95% prior interval 8–12 Ma. For $t_2$ we use a diffuse prior density conditioned on $t_1$ (a uniform distribution between 0 and $t_1$). Strategy 2: We use informative calibrations on both times, $t_1 \sim B(0.7, 1.4)$ and $t_2 \sim B(0.4, 0.6)$, equivalent to 7–14 Ma and 4–6 Ma respectively. Here B $(a, b)$ means that the time is uniformly distributed between a minimum age $a$ and a maximum age $b$, but with 5% probability that the time is outside the interval (i.e., 2.5% on each side). Note the calibration on $t_2$ has less uncertainty (with the uncertainty measured by the calibration width divided by the midpoint of the calibration, as in dos Reis and Yang, 2013) than that on $t_1$. The simulated data, $D$, were analysed under both calibration strategies, and the posterior mean of the times and rate, $\theta|E(D)$, their relative errors, and the 95% credibility intervals (CIs) were collected and averaged among the 100 replicates.

Table 1 shows a few summary statistics for the simulated data sets. The amount of incomplete lineage sorting (i.e. the probability of conflict between gene trees and the species tree) varied from 0% (for $t_2 = 1$ Ma, $t_1 = 10$ Ma and $N = 10^2$) up to 63.4% (for $t_2 = 9$ Ma, $t_1 = 10$ Ma and $N = 10^6$). Table 1 also shows the maximum likelihood estimates (MLE) of the molecular distances for the supergene alignment obtained on the species tree using the program BASEML (Yang, 2007). The estimated distances are virtually identical to the expectations (equations 1 and 2) when incomplete lineage sorting is negligible; and they are still very close to the expectations even when incomplete lineage sorting is sub-

Fig. 2  Relative errors in estimates of divergence times on a three-species phylogeny as a function of population size when the coalescent process is ignored

The errors are calculated approximately using equations (7), (9) and (15). A. Relative errors of estimates of the internal node’s age, $t_2$, when the age of the root, $t_1$, is known and used as the calibration. B. Relative errors of $t_1$ estimates when $t_2$ is the calibration. In (A) and (B) the true values are $t_1 = 10$ Ma, $t_2 = 1$ or 5 Ma, and $g = 10$ y.
ststantial (bold lines in Table 1). This shows that the long supergene alignment is very informative about the molecular distances (i.e. there is little error in the MLE of the distances).

Figure 3 and Table 2 show Bayesian estimates of times and the molecular rate as a function of the population size for the simulated data. Under calibration strategy 1, the age of the root is correctly recovered in all cases owing to the informative calibration on $t_1$. On the other hand, $t_2$ is overestimated, with the estimate’s error becoming increasingly worse with increasing population size (Fig. 4A–4C). For example, for $N = 10^6$ and $t_2 = 1$ Ma, $\tilde{t}_2$ is 7.28 Ma, i.e. a relative error of 628% (Figure 4A). The rate is also overestimated as $N$ increases, irrespective of the true age of the internal node. For example, for $N = 10^6$, $\tilde{r} = 2.9 \times 10^{-9}$ s/s/y (relative error 190%) for $t_2 = 5$ Ma (Fig. 4B, Table 2). In calibration strategy 2, $t_2$ has the most precise (or informative) calibration, and so this calibration dominates the analysis. The age of the root in this case is underestimated, and the rate overestimated, as $N$ increases.

The posterior time and rate estimates in Figure 4 are close to the approximations for the naive estimators (solid line) calculated with equations (6), (8), (11) and (13). Note that the naive estimates of times and rate were derived without reference to any particular nucleotide substitution model. Thus the theory of equations (6), (8), (11) and (13) is also expected to apply to simula-

Table 1  Naive estimates of divergence times and their errors as a function of population size in a three-species phylogeny

| $t_2$ | $N$  | $P$  | $E(\hat{d}_2)$ | $\hat{d}_2$ | $E(\hat{d}_1)$ | $\hat{d}_1$ | $\epsilon(\hat{t}_1)$ | $\tilde{t}_1$ | $\epsilon(\tilde{t}_2)$ |
|-------|------|------|----------------|------------|----------------|------------|-----------------|------------|----------------|
| 1     | $10^2$ | 0.000 | 0.0010 | 0.0010 | 0.0010 | 0.0010 | 1.00 | 0% | 9.98 | –0.2% |
|       | $10^3$ | 0.000 | 0.0010 | 0.0010 | 0.0010 | 0.0010 | 1.02 | 2% | 9.82 | –1.8% |
|       | $10^4$ | 0.000 | 0.0012 | 0.0012 | 0.0012 | 0.0012 | 1.18 | 18% | 8.50 | –15.0% |
|       | $10^5$ | 0.007 | 0.0030 | 0.0030 | 0.0012 | 0.0012 | 2.50 | 150% | 4.00 | –60.0% |
|       | $10^6$ | 0.425 | 0.0210 | 0.0211 | 0.0300 | 0.0297 | 7.00 | 600% | 1.43 | –85.7% |
| 5     | $10^2$ | 0.000 | 0.0050 | 0.0050 | 0.0010 | 0.0010 | 5.00 | 0% | 10.00 | 0% |
|       | $10^3$ | 0.000 | 0.0050 | 0.0050 | 0.0010 | 0.0010 | 5.01 | 0.2% | 9.98 | –0.2% |
|       | $10^4$ | 0.000 | 0.0052 | 0.0052 | 0.0102 | 0.0102 | 5.10 | 2.0% | 9.81 | –1.9% |
|       | $10^5$ | 0.055 | 0.0070 | 0.0070 | 0.0120 | 0.0120 | 5.83 | 16.6% | 8.57 | –14.3% |
|       | $10^6$ | 0.519 | 0.0250 | 0.0243 | 0.0300 | 0.0294 | 8.33 | 66.6% | 6.00 | –40% |
| 9     | $10^2$ | 0.000 | 0.0090 | 0.0090 | 0.0100 | 0.0100 | 9.00 | 0% | 10.00 | 0% |
|       | $10^3$ | 0.000 | 0.0090 | 0.0090 | 0.0100 | 0.0100 | 9.00 | 0% | 10.00 | 0% |
|       | $10^4$ | 0.005 | 0.0092 | 0.0092 | 0.0102 | 0.0102 | 9.02 | 0.2% | 9.98 | –0.2% |
|       | $10^5$ | 0.404 | 0.0110 | 0.0110 | 0.0120 | 0.0120 | 9.17 | 1.9% | 9.82 | –1.8% |
|       | $10^6$ | 0.634 | 0.0290 | 0.0280 | 0.0300 | 0.0295 | 9.67 | 7.4% | 9.31 | –6.9% |

Note. Times are in My. The age of the root is $t_1 = 10$ Ma, and the generation time is $g = 10$ y. The time estimates are calculated using equations (6) and (8), and the relative errors with equations (7) and (9). $P = 2/3 \exp[-(T_1 - T_2)/(2N)]$ is the species tree-gene tree mismatch probability. $E(\hat{d}_2)$ and $E(\hat{d}_1)$ are the expected molecular distances from the tips of the phylogeny to the respective coalescent events (equations 1 and 2). The molecular distance estimates, $\hat{d}_2$ and $\hat{d}_1$, are obtained from data simulated with the program MCCCOAL and estimated by maximum likelihood using the program BASEML, under the clock, on the species phylogeny, and averaged over the 100 replicates.
tions carried out under more complex substitution models such as HKY or GTR (Hasegawa et al., 1985; Yang, 1994), that is, we expect to see the same biases and relative errors on the estimates. The use of JC69 in our simulations here is thus unimportant, and has no bearing on the properties of sequence evolution under the multi-species coalescent.

2.3 Simulation analysis: Bayesian estimates of times under the multi-species coalescent

We re-analyzed the simulated gene alignments on the three-species phylogeny with the program BPP (Yang, 2015), which can be used to obtain estimates of relative divergence times among species, $r$, under the multi-species coalescent. The relative times are given as expected number of substitutions per site (i.e. they are the molecular distances between the tips of the phylogeny and the species divergence events, so that $r = r/t$), and so we devise a method to translate these relative times into geological time estimates. In this section we aim to highlight how analysis under the correct model (the multi-

Fig. 4 Bayesian estimates of divergence times (A–D) and the molecular rate (A’–D’) for simulated data on a three-species phylogeny

The data were simulated under the multi-species coalescent, but the coalescent process is ignored during Bayesian estimation of divergence times with the program MCMCTREE. In all cases the true rate is $r = 0.001$ s/s/My. In (A–C) and (A’–C’) the root has the most precise calibration, $t_1 ~ G (100, 100)$, while the internal node has a diffuse prior density, $t_2 | t_1 ~ U(0, t_1)$. In these cases the age of the root is correctly estimated, but the age of the internal node and the molecular rate are both progressively overestimated with larger $N$. In (D, D’) the internal node has the most precise calibration, $t_2 ~ B (0.4, 0.6)$ vs. $t_1 ~ B (0.7, 1.4)$. In this case the age of the root is progressively underestimated, and the molecular rate is overestimated, with larger $N$. The solid lines indicate estimates for $t_2$ (in A–C) or $t_1$ (in D) and $r$ (in A’–D’) calculated using the naive estimators of equations (6), (8), (11) and (13), respectively.
species coalescent) can produce time estimates that are unbiased and have little error.

Note that with BPP, the gene alignments are not concatenated. Sequences are analysed under the JC69 model and under the clock. We assigned a gamma prior on the relative age of the root, \( t_1 \sim G(2, 200) \), with mean 0.01 (the true value of \( t_1 \)). For \( t_2 \) we used a diffuse prior conditioned on \( t_1 \) (uniform between 0 and \( t_1 \)). For the population size parameters, \( \theta = 4N\mu \), we used a gamma prior, \( \theta \sim G(2, \beta) \), with \( \beta \) set so that the mean of the distribution matches the true population size in the simulations. BPP estimates one \( \theta \) per ancestral lineage (i.e. two values for the phylogeny of Figure 1, one for the AB ancestral lineage, and another for the ABC lineage beyond the root). We assumed the same mutation rate across loci.

The relative divergence times estimated with BPP can be translated into absolute geological times by using either a fossil calibration or a prior on the per year mutation rate, \( r \). We used the following procedure. Consider an MCMC sample from the posterior distribution of relative ages (i.e., the \( i \)-th sample of the relative root age is \( t_1^i \)) obtained with BPP. First, we sampled values, \( t_i^r \), from a prior density on the root age \( t_1 \sim G(100, 100) \). Then samples for the age of the internal node and the per year mutation rate are given by \( t_2^r = t_2^i t_1^r / t_1^i \) and \( r = t_1^r / t_1^i \), respectively. We simply sampled as many values of \( t_1^r \) as the number of samples in the MCMC.

In this way we obtain a posterior sample of \( t_1^r \), \( t_2^r \) and \( r \) under the multi-species coalescent (the posterior of \( t_1 \) is simply the prior sampling density). The resulting sample can be summarised in the usual way to obtain the posterior mean of times, rate and 95% CIs.

Divergence times estimated with BPP for the case \( t_2 = 5 \) Ma are shown in Table 2. The posterior means for \( t_2 \) and \( r \) are very accurate (close to the true values) with little relative error. Furthermore, the 95% CIs always contain the true values, even when the mismatch probability between gene trees and the species tree is high. However, for large population sizes the uncertainty around \( t_2 \) can be quite large because of substantial variation in the coalescent times across genes. For example, for \( N = 10^6 \) the CI is 2.43–8.12 Ma. Estimates for the cases \( t_2 = 1 \) and \( t_2 = 9 \) Ma show similar trends (high accuracy and low error) and are not shown.

### 3 The Case of Nine-species

In the three-species case we saw that the molecular rate is overestimated when the coalescent process is ignored and that time estimates may be under or over estimated depending on which node has the most precise fossil calibration. For phylogenies of more than three-species with multiple fossil calibrations the situation is expected to be more complicated. We use computer simulation and Bayesian analysis to study time

| Software/Calibrations | \( N \) | \( \tilde{t}_1 \) (95% CI) | \( \epsilon(t_1) \) | \( \tilde{t}_2 \) (95% CI) | \( \epsilon(t_2) \) | \( r \times 10^{-5} \) (95% CI) | \( \epsilon(r) \) |
|-----------------------|------|-----------------|------|-----------------|------|-----------------|------|
| MCMCTree \( t_1 \sim G(100, 100) \) \( t_2 \sim U(0, t_2) \) | \( 10^3 \) | 10.00 (8.10, 11.97) | 0.0% | 4.99 (3.96, 6.06) | -0.2% | 1.01 (0.81, 1.23) | 1% |
| | \( 10^4 \) | 10.00 (8.09, 11.97) | 0.0% | 5.11 (4.05, 6.21) | 2.2% | 1.03 (0.83, 1.24) | 3% |
| | \( 10^5 \) | 10.02 (8.11, 11.99) | 0.2% | 5.90 (4.71, 7.14) | 18.0% | 1.21 (0.97, 1.45) | 21% |
| | \( 10^6 \) | 10.19 (8.28, 12.16) | 1.9% | 8.43 (6.82, 10.09) | 68.6% | 2.91 (2.36, 3.49) | 191% |
| MCMCTree \( t_1 \sim G(0.7, 1.4) \) \( t_2 \sim U(0.4, 0.6) \) | \( 10^3 \) | 10.25 (7.89, 12.47) | 2.5% | 5.08 (4.03, 6.02) | 1.6% | 1.00 (0.79, 1.25) | 0% |
| | \( 10^4 \) | 10.01 (7.72, 12.16) | 0.1% | 5.08 (4.03, 6.02) | 1.6% | 1.04 (0.82, 1.30) | 4% |
| | \( 10^5 \) | 8.84 (7.02, 10.51) | -11.6% | 5.16 (4.17, 6.04) | 3.2% | 1.38 (1.12, 1.69) | 38% |
| | \( 10^6 \) | 7.10 (6.51, 7.64) | -29.0% | 5.78 (5.34, 6.15) | 15.6% | 4.17 (3.85, 4.53) | 317% |
| BPP \( t_1 \sim G(100, 100) \) | \( 10^3 \) | 10.00 (8.08, 11.98) | 0.0% | 4.98 (3.94, 6.06) | -0.4% | 1.01 (0.81, 1.22) | 1% |
| | \( 10^4 \) | 10.00 (8.09, 11.98) | 0.0% | 5.02 (3.93, 6.15) | 0.4% | 1.01 (0.81, 1.22) | 1% |
| | \( 10^5 \) | 10.00 (8.07, 11.97) | 0.0% | 5.10 (3.67, 6.61) | 2.0% | 1.02 (0.80, 1.25) | 2% |
| | \( 10^6 \) | 10.00 (8.09, 11.98) | 0.0% | 5.23 (2.43, 8.12) | 4.6% | 1.00 (0.75, 1.27) | 0% |

Note: The true values are \( t_1 = 10 \) Ma, \( t_2 = 5 \) Ma and \( r = 10^{-3} \) s/s/My. Posterior means and 95% CIs are averaged across 100 replicate analyses. The \( r \) (distance) estimates from BPP were translated into absolute geological times by sampling from \( t_1 \sim G(100, 100) \).
estimation on a nine-species phylogeny with multiple fossil calibrations.

We simulated gene samples for 50 loci (each 1,000 nucleotides long) on the nine-species phylogeny of Figure 5 using the MCCOAL program. We considered two cases: (1) a young phylogeny where the root is 10 Ma; and (2) an old phylogeny where the root is 100 Ma. The true ages of the internal nodes are shown in Figure 5. In both cases the true substitution rate is \( r = 10^{-9} \) s/s/y, and the generation time is \( g = 10 \) y. The true times and the mutation rate are used to calculate the relative ages, \( \tau \), needed by the program MCCOAL in the simulation. For example, in the young phylogeny the relative age of the root is \( \tau_{10} = 10 \) My \( \times 0.001 \) s/s/My = 0.01 s/s. We simulated gene alignments on the two phylogenies assuming a constant population size in all lineages, with \( N = 10^3, 10^4, 10^5, 10^6 \) individuals. Additionally, we simulated a more realistic case where \( N \) varied among lineages (between \( 10^3 \) and \( 10^6 \) individuals, Figure 5). In total we simulated 10 cases (2 phylogenies \( \times 5 \) population size cases). The number of simulation replicates was 100.

The simulated alignments were concatenated into a supergene alignment and analyzed with the MCMCtree program to estimate the species divergence times and the rate. Analyses were carried out under the clock and the JC69 model of nucleotide substitution. The parameters of the birth-death model with species sampling (used to specify the time prior on nodes without fossil calibrations) were set to \( \lambda = \mu = 1 \) and \( \rho = 0 \) (Yang and Rannala, 2006). These values specify a diffuse uniform kernel density on the node ages. One time unit was set to be 10 My for the young phylogeny and 100 My for the old one. We used diffuse priors on the rate: \( r \sim G(1, 100) \) and \( r \sim G(1, 10) \) for the young and old phylogenies respectively, with prior means 0.01 and 0.1 substitutions per time unit, with both meaning \( 10^{-9} \) s/s.

Four nodes have soft fossil calibrations: \( t_{10} \sim B(0.1, 0.3) \), \( t_{13} \sim B(0.3, 0.5) \) and \( t_{16} \sim B(0.2, 0.4) \), where, for example, B (0.5, 1.5) means that the divergence time is between 5 and 15 Ma in the young phylogeny, or between 50 and 150 Ma in the old phylogeny (Yang and Rannala, 2006). The posterior mean of the times and rate, their relative errors, and the 95% CIs were collected and averaged among the 100 replicates.

Table 3 shows the posterior means of times and rate averaged across all replicates. For the young phylogeny, when \( N \) is small (\( 10^3 \) and \( 10^4 \)) there is no incomplete lineage sorting (\( P = 0 \% \)) and node ages are overestimated, with relative errors ranging from 5% to 20% (Table 3). As \( N \) increases (from \( 10^3 \) to \( 10^6 \)) the ages of nodes close to the root (\( t_{10}, t_{11}, t_{13}, t_{16} \)) become increasingly underestimated, while the ages of the external nodes (\( t_{12}, t_{13}, t_{16}, t_{17} \)) become increasingly overestimated. For the larger \( N \) values the amount of incomplete lineage sorting is substantial and the relative errors in time and rate estimates can be quite dramatic. For example, for \( N = 10^6 \), the age of the root is underestimated from 10 Ma to 4.8 Ma (~52% error) while the age of a young node (17) is overestimated from 1 Ma to 2.6 Ma (160%), and the molecular rate is overestimated by 628% (Table 3). Similar trends can be noticed when \( N \) varies among lineages. For example, the ages for external nodes with large ancestral population sizes (i.e. nodes 12 and 17) were underestimated, while the ages for external nodes with small ancestral population sizes (i.e. nodes 14, 16) where underestimated, as did the ages for the nodes close to the root (i.e. nodes 10, 11, 15) (Table 3).

Results for the old phylogeny were similar to the young phylogeny, although the errors in the estimates are smaller (Table 3). This is because in the old phylogeny there is substantially less incomplete lineage sorting, and the discrepancies between gene divergence times and species divergence times are less severe. For example, for \( N = 10^6 \) and \( g = 10 \) y we expect genes to coalesce at \( 2Ng = 20 \) My over the speciation event, so genes that enter the ancestral population at the root of the phylogeny, would have an expected divergence time of 120 Ma in the old phylogeny, or 20% older than the root speciation event at 100 My. However, for the small phylogeny, the equivalent case means an expected gene

**Fig. 5** A nine-species phylogeny used to simulate gene alignments under the multi-species coalescent

The fossil constraints used for Bayesian estimation of divergence times are shown as dotted bars. The numbers in brackets correspond to the ancestral population sizes, \( N \), for the corresponding branches for the case of variable \( N \) among lineages.
logeny, for errors are still substantial. For example, in the old phy-
tion is not as severe in the old phylogeny, the relative
divergence time estimates. Note that although the situa-
across all replicates.

The fossil calibrations are soft, i.e., there is a 2.5% probability that the
fossil calibrations used for time estimation with the
program MCMCTREE
Fig. 6  The phylogeny of four hominoid species showing
the fossil calibrations used for time estimation with the
program MCMCTREE

The fossil calibrations are soft, i.e., there is a 2.5% probability that the
divergence time lies outside the bounds.

divergence age of 30 Ma, or 200% older than the root
speciation event at 10 My. This conflict between gene
ages and species ages clearly leads to the errors in the
divergence time estimates. Note that although the situa-
tion is not as severe in the old phylogeny, the relative
errors are still substantial. For example, in the old phy-
logeny, for \( N = 10^3 \), the relative error on the age of the
root is –20.5%, while for one of the younger nodes
(node 14) the error is 93%, and for the molecular rate
the error is 54% (Table 3). For both the young and old
phylogenies, the molecular rate is overestimated when
the amount of incomplete lineage sorting is substantial
(Table 3).

4  Divergence Times of Four
Hominoid Species

We now study the discrepancies in time and rate es-
timates when they are estimated under the multi-species
coalescent vs. estimates obtained when ignoring the
coalescent in a real data set. We use the hominid phy-
logeny of Figure 6 as a case study. The molecular data
are from Burgess and Yang (2008) and consist of 14,663
neutrally evolving loci. First we estimated the diver-
gence times and rate ignoring the coalescent process,
that is, by using the program BPP. Then we re-analysed the data under the multi-species coalescent,
that is, by using the program BPP.

Table 3  Posterior means of divergence times and molecular rate and their relative errors for the nine species phylogenies
for various population sizes

|          | \( \hat{t}_{10} \) (error) | \( \hat{t}_{11} \) (error) | \( \hat{t}_{12} \) (error) | \( \hat{t}_{13} \) (error) | \( \hat{t}_{14} \) (error) | \( \hat{t}_{15} \) (error) | \( \hat{t}_{16} \) (error) | \( \hat{t}_{17} \) (error) | \( \hat{r} \) (error) | \( P \) (%) |
|----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|-------------|
| **Young** |                |                |                |                |                |                |                |                |                |             |
| Phylogeny | \( t_{10} = 10 \) | \( t_{10} = 7 \) | \( t_{10} = 2 \) | \( t_{10} = 4 \) | \( t_{10} = 1 \) | \( t_{10} = 8 \) | \( t_{10} = 3 \) | \( t_{10} = 1 \) | \( r = 1 \) |             |
| 10^3     | 10.6 (6.0%)    | 7.4 (5.7%)    | 2.1 (5.0%)    | 4.2 (5.0%)    | 1.1 (10.0%)   | 8.5 (6.3%)    | 3.2 (6.7%)    | 1.1 (10.0%)   | 0.97 (3.0%)  | 0            |
| 10^4     | 10.1 (1.0%)    | 7.2 (2.9%)    | 2.2 (10.0%)   | 4.2 (5.0%)    | 1.2 (20.0%)   | 8.2 (2.5%)    | 3.2 (6.7%)    | 1.2 (20.0%)   | 1.02 (2.0%)  | 0            |
| 10^5     | 8.0 (-20.0%)   | 6.0 (-14.5%)  | 2.5 (25.0%)   | 4.0 (0.0%)    | 1.9 (90.0%)   | 6.6 (-17.5%)  | 3.3 (10.0%)   | 1.9 (90.0%)   | 1.55 (55.0%) | 69           |
| 10^6     | 4.8 (-52.0%)   | 4.3 (-38.6%)  | 2.9 (45.0%)   | 3.6 (-10.0%)  | 2.7 (170.0%)  | 4.3 (13.8%)   | 3.4 (160.0%)  | 2.6 (628.0%)  | 7.28 (100)   | 0            |
| Variable | 7.4 (-26.0%)   | 4.9 (-30.0%)  | 4.1 (105.0%)  | 2.8 (-30.0%)  | 0.7 (-30.0%)  | 5.1 (-36.3%)  | 2.0 (-33.3%)  | 1.5 (50.0%)   | 1.62 (62.0%) | 64           |
| **Old**  |                |                |                |                |                |                |                |                |                |             |
| Phylogeny | \( t_{10} = 100 \) | \( t_{10} = 70 \) | \( t_{10} = 20 \) | \( t_{10} = 40 \) | \( t_{10} = 10 \) | \( t_{10} = 80 \) | \( t_{10} = 30 \) | \( t_{10} = 10 \) | \( r = 1 \) |             |
| 10^3     | 106.6 (6.6%)   | 74.7 (6.7%)   | 21.3 (6.5%)   | 42.6 (6.5%)   | 10.7 (7.0%)   | 85.4 (6.8%)   | 32.0 (6.7%)   | 10.7 (7.0%)   | 0.96 (4.0%)  | 0            |
| 10^4     | 106.5 (6.5%)   | 74.4 (6.3%)   | 21.4 (7.0%)   | 42.6 (6.5%)   | 10.8 (8.0%)   | 85.3 (6.9%)   | 32.2 (7.3%)   | 10.9 (9.0%)   | 0.96 (4.0%)  | 0            |
| 10^5     | 103.8 (3.8%)   | 73.1 (4.4%)   | 22.3 (11.5%)  | 42.6 (6.5%)   | 12.2 (22.0%)  | 83.4 (4.3%)   | 32.5 (8.3%)   | 12.2 (22.0%)  | 1.00 (0.0%)  | 0            |
| 10^6     | 79.5 (-20.5%)  | 59.4 (-15.1%) | 26.0 (30.0%)  | 39.4 (-15.1%) | 19.3 (93.0%)  | 66.3 (-17.1%) | 33.2 (10.7%)  | 19.1 (51.0%)  | 1.54 (54.0%) | 68           |
| Variable | 78.6 (-21.4%)  | 54.7 (-21.9%) | 29.3 (46.5%)  | 31.1 (-22.3%) | 7.7 (-23.0%)  | 61.7 (-22.9%) | 23.1 (-23.0%) | 9.3 (-7.0%)   | 1.30 (30.0%) | 6            |

Note: Time estimates are in My and rate estimates in \( \times 10^{-3} \) s/My. First row (in bold) in each phylogeny denotes the true node ages and rate. Variable means that \( N \) varies among lineages as described in Figure 5. \( P \) is the percentage of the gene trees that do not match the species tree averaged across all replicates.
For the MCMCTREE analysis all loci were concatenated into a single alignment and the analysis was carried out under the JC69 substitution model and the strict clock. The time unit was set to 10 My. We used a diffuse gamma prior \( r \sim G(1, 100) \) with mean 0.01 (meaning \( 10^{-9} \) s/s/y). The fossil calibrations are from dos Reis et al. (2012) and are shown in Figure 6. We used an upper bound of 33.7 Ma for the human-gorilla split while only a minimum bound had been used by dos Reis et al. (2012).

In the BPP analysis the multi-locus sequence data were analyzed assuming the same mutation rates across loci. A gamma prior was used for the population size parameters, \( \theta \sim G(2, 500) \), with mean 0.004. The relative age of the root in the species tree (\( \tau_{HCGO} \)) was assigned a gamma prior \( G(4, 219) \), with mean 0.018, while the other relative divergence times were assigned a diffuse Dirichlet prior conditioned on \( \tau_{HCGO} \). The prior mean for \( \tau_{HCGO} \) was set based on a divergence time for the human-orangutan split of 18.3 Ma (Steiper and Young, 2006) and a mutation rate equal to \( 10^{-9} \) s/s/y. The relative divergence times obtained with BPP were translated into geological times. We used two calibrations: (1) Values for the age of the human-chimp divergence, \( \tau_{HC} \), were sampled from a uniform distribution between 5.7 and 10 Ma (equal to the fossil calibration for this node used with MCMCTREE). Then the sampled values were used to calculate samples for the ages of the other nodes and the molecular rate (e.g. \( \theta_{HCG} = \tau_{HC} \times \tau_{HCGO}/\tau_{HC} \) and \( r = \tau_{HC}/\theta_{HC} \)). (2) Alternatively, values for the molecular rate, \( r \), were sampled from a gamma distribution \( G(100, 200) \) with mean 0.5 and 95% prior interval 0.4–0.6 (meaning 0.4 to \( 0.6 \times 10^{-9} \) s/s/y). This distribution is based on experimental estimates of \( de novo \) mutation rates in the human genome (see Scally and Durbin, 2012). The sampled rate values were then used to calculate the divergence times (i.e. \( \theta_{HC} = \tau_{HC}/r \)). Similarly, we obtained estimates of ancestral population size \( (N) \) by sampling from \( \theta \) and assuming a generation time of 20 years for the ancestral hominoid lineages (Langergraber et al., 2012; Scally and Durbin, 2012).

Bayesian estimates of divergence times and the molecular rate obtained with the MCMCTREE and BPP programs are shown in Table 4. The posterior mean of the molecular rate obtained with MCMCTREE, \( \tilde{r} = 0.8 \times 10^{-9} \) s/s/y, is higher than the estimate obtained with BPP, \( \tilde{r} = 0.53 \times 10^{-9} \) s/s/y, when the human-chimp split is used to calibrate the phylogeny (Table 4). The BPP estimate is well within the \( 0.4 \times 10^{-9} \) to \( 0.6 \times 10^{-9} \) s/s/y range from \( de novo \) mutation experiments (Scally and Durbin, 2012).

Note that the uncertainties (or relative errors) of the MCMCTREE calibrations are 54.8%, 129% and 100% for the human-chimp, the human-gorilla, and the human-orangutan calibrations respectively, where the uncertainty is measured as the (calibration width)/(calibration midpoint) (dos Reis and Yang, 2013). Thus, the human-chimp calibration is by far the most precise, and it is thus the most informative about estimation of the molecular rate. Given that there is substantial ancestral polymorphism and incomplete lineage sorting in the ape phylogeny (Burgess and Yang, 2008), the estimated molecular rate by MCMCTREE is almost surely an overestimate. We can use the naïve estimate of eq. (13) to gain insight into the overestimation error on the molecular rate. For example, assuming a true mutation rate of \( 0.5 \times 10^{-9} \) s/s/y (Scally and Durbin, 2012), a true divergence time for human-chimp of 7.85 Ma (the mid-

| Table 4 | Posterior means and 95% CIs of divergence times, rate and population sizes for the hominoid phylogeny |
|----------------|----------------|----------------|----------------|
| \( \theta_{HCG} \) | BPP | BPP | BPP |
| \( \tau_{HCGO} \sim U(5.7, 10) \) | 22.9 (16.3, 28.0) | 26.6 (19.5, 33.4) | 27.8 (22.6, 33.5) | \( \tau_{HCGO} \) |
| \( \tau_{HCG} \) | 10.9 (7.8, 13.4) | 12.8 (9.5, 16.2) | 13.4 (10.9, 16.2) | \( \tau_{HCG} \) |
| \( \theta_{HC} \) | 8.3 (5.9, 10.1) | 7.9 (5.8, 9.9) | 8.2 (6.6, 9.9) | \( \theta_{HC} \) |
| \( r \) | 0.80 (0.63, 1.08) | 0.53 (0.41, 0.69) | 0.50 (0.40, 0.60) | - |
| \( \theta_{HCGO} \) | - | 197 (144, 247) | 205 (165, 247) | \( \theta_{HCGO} \) |
| \( \theta_{HCG} \) | - | 85 (62, 106) | 88 (71, 106) | \( \theta_{HCG} \) |
| \( \theta_{HC} \) | - | 147 (106, 190) | 154 (123, 186) | \( \theta_{HC} \) |

Note. Estimates are the posterior means and 95% CIs (in brackets). Divergence times are in My. The rate \( r \) is in \( 10^{-9} \) s/s/My. The \( \theta (= 4N \sigma^2 g) \) and \( r (= rt) \) parameters are scaled by \( 10^7 \). The population sizes, \( N \), are in \( 10^5 \). To calculate \( N \), a generation time of 20 years was assumed.
point of the calibration), an ancestral population size of 150,000 individuals (Table 4), and a generation time of 20 y (Langergraber et al., 2012), we get that the naive rate estimate (eq. 13) ignoring the coalescent process is \( \hat{r} = 0.88 \times 10^{-9} \text{ s/y} \), which is reasonably close to the posterior mean of \( \tilde{r} = 0.8 \times 10^{-9} \text{ s/y} \) obtained with MCMCTREE. In other words, the expected discrepancies between gene ages and species ages under the coalescent can be used to explain the observed discrepancies in rate estimates between BPP and MCMCTREE.

Time estimates for the human-gorilla and human-orangutan divergences obtained with BPP are substantially older than those obtained with MCMCTREE. For example, the posterior means of the human-orangutan divergence obtained with BPP at 26.6 Ma and 27.8 Ma are 16% and 21% older than that obtained with MCMCTREE at 22.9 My (Table 4). Thus the MCMCTREE estimate of the root age is likely an underestimate. Note that time estimates obtained with BPP under the rate calibration are the most precise (i.e. they have the narrower 95% CI width). This is because the rate calibration has less uncertainty than the human-chimp calibration: 40% vs. 54.8% respectively. Assuming that the rate calibration is correct (i.e. that the de novo mutation rate measurements are accurate) then the time estimates under the BPP rate calibration would be the most accurate and should be preferred.

5 Discussion

Results from our theoretical, simulation, and real data analyses indicate that polymorphism in ancestral lineages and incomplete lineage sorting can significantly affect Bayesian estimates of divergence times and of the molecular evolutionary rate when the inference models do not account for the multi-species coalescent. Whether times are over or underestimated depends on the relative precision and configuration of the fossil calibrations on the tree. If very precise calibrations are used on young nodes on a phylogeny, the ages of ancient divergence times can be grossly underestimated. Note that this is expected to occur even in ancient phylogenies. For example, if the age of a young node and the ancestral population size are such that the gene divergence time is twice the age of the young node, then the molecular evolutionary rate will be overestimated by 100% (i.e. it will be roughly twice the true value), and the age of the root of the phylogeny will be underestimated by 50% (i.e. it will be half the true value), independently of how ancient the root divergence event is. On the other hand, if the most precise calibrations are placed on the most ancient nodes of a phylogeny (perhaps a less common case), then the ages of the younger nodes in the phylogeny will tend to be overestimated. In both cases the molecular rate will tend to be overestimated.

Note that in our Bayesian analyses with the MCMCTREE program the sequence data were analysed as a single concatenated alignment. Alternatively we could separate each locus into individual partitions (or group into several partitions) and estimate the divergence times assuming variable rates among loci. This approach is not expected to affect time estimates and their errors because inference is done under the strict molecular clock and the species phylogeny is assumed known and the same for all loci. Indeed we re-analysed the simulated data in the nine-species phylogeny with MCMCTREE by allowing each locus to evolve according to its own substitution rate. The time estimates were virtually identical to those for the concatenated alignment. On the other hand, in the new analyses we obtained individual rate estimates for each locus, with the rate estimates being overestimated and following a distribution centred around the single rate estimate for the concatenated analysis.

Here we assumed that species were completely separated after speciation, with no gene flow between the novel species after the speciation event. This is clearly an unrealistic assumption and the effect of this on divergence time estimates requires further work. An additional assumption of the multi-species coalescent is that the sequences sampled are neutrally evolving (like the set of sequences analysed for the hominoid phylogeny, Burgess and Yang, 2008). Episodes of positive selection may affect the relative ages of gene coalescent events and may affect divergence time estimates. More work will be required to address this issue.

Although the effect of the coalescent process on sequence evolution is well understood, the vast majority of molecular clock dating studies have ignored the issue (e.g. dos Reis et al., 2012; Jarvis et al., 2014), perhaps under the innocent belief that incomplete lineage sorting and ancestral polymorphism should only be taken into account when analysing closely related species. Our results here highlight that the problem is much worse and that the coalescent process should be incorporated into analyses of divergence times at all timescales. Unfortunately, software currently available to perform Bayesian phylogenetic inference under the multi-species coalescent is either computationally expensive (e.g. *BEAST, Heled and Drummond, 2010) or has been designed to work only for closely related sequences (e.g. BPP, Yang, 2015). For example, we chose to analyze the hominoid phylogeny because the BPP program can only
perform inference under the strict molecular clock and under the JC69 substitution model. These assumptions are met in the hominoid phylogeny: The clock is not violated and the molecular distances are small enough so that the JC69 model can adequately describe the substitution process. In order to analyze more ancient phylogenies, multi-species coalescent models that incorporate molecular rate variation among lineages, that use more complex substitution models, and that can handle the large amounts of genomic data now available will be required.
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