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Long non-coding RNAs (lncRNAs) play an essential role in diverse biological processes and disease development. Accurate classification of lncRNAs and mRNAs is important for the identification of tissue- or disease-specific lncRNAs. Here, we present our tool LncDC (Long non-coding RNA detection) that is able to accurately predict lncRNAs with an XGBoost model using features extracted from RNA sequences, secondary structures, and translated proteins. Benchmarking experiments showed that LncDC consistently outperformed six state-of-the-art tools in distinguishing lncRNAs from mRNAs. Notably, the use of sequence and secondary structure (SASS) k-mer score features and flexible ORF features improved the classification capability of LncDC. We anticipate that LncDC will definitely promote the discovery of more and novel disease-specific lncRNAs. LncDC is implemented in Python and freely available at https://github.com/lim74/LncDC.

Advancement in next-generation sequencing (NGS) technology, especially transcriptome profiling, enabled the discovery of thousands of novel RNA transcripts. Among them, a class of RNA transcripts named long non-coding RNAs (lncRNAs) obtained special attention. lncRNAs are RNA transcripts longer than 200 nucleotides (nt) without protein-coding capabilities. Similar to messenger RNAs (mRNAs), lncRNAs are typically transcribed by RNA polymerase II so that most of them have 5′-end caps, 3′-end poly(A) tails, alternative splicing, and are subjected to other post-transcriptional processes. However, compared with mRNAs, lncRNAs are usually less evolutionarily conserved and have lower expression levels, making them difficult to be identified accurately. In addition, lncRNAs are expressed more tissue- or condition-specific than mRNAs indicating that there are still abundant lncRNAs to be discovered in different tissues and with different conditions.

Even though lncRNAs do not code for proteins, they are involved in diverse biological processes that regulate the expression of protein-coding genes, such as chromosome modification, transcription machinery interfering, gene-dosage compensation, and enhancer-associated activation. Also, lncRNAs can bind proteins to form lncRNA-protein complexes, leading to signaling pathways alternation or mRNA splicing modification. The complicated functions of lncRNAs and their broad involvement in different biological processes make them a research hotspot in biomedicine.

lncRNAs are involved in diverse disease conditions such as neurodegenerative diseases, cardiovascular diseases, and cancer. In particular, lncRNAs become new diagnostic biomarkers and potential therapeutic targets for cancer treatment because of their aberrant expression in different cancer cells. For instance, the prostate cancer-specific lncRNA gene prostate cancer antigen 3 (PCA3) is overexpressed in prostate cancer cells but can barely be found in other cancers. As an effective diagnostic biomarker for prostate cancer, highly expressed PCA3 can be detected from urine samples of prostate cancer patients. Although researchers have already identified many previously unannotated lncRNAs, some of which are cancer-specific, more disease-specific lncRNAs are yet to be identified.

RNA-Seq is commonly used to identify novel lncRNA transcripts because of its high throughput characteristic and sensitivity in detecting lowly expressed RNA transcripts. Wet-lab approaches reverse transcription polymerase chain reaction (RT-PCR) and mass spectrometry (MS) of peptides are always required for the validation of newly discovered lncRNAs. Although evidence from RT-PCR and MS is reliable, such validation is labor-intensive and time-consuming when many lncRNA candidates need to be identified. Besides wet-lab approaches, alignment-based homology search in protein databases of multiple species is also used to identify lncRNAs, such as coding-potential calculator (CPC). However, alignment-based methods are adept in evaluating protein coding potential for interspecific or intraspecific conserved RNA transcripts such as mRNAs but not suitable for lncRNAs because they are mainly species-, tissue-, and/or condition-specific. For example, the
Osteosarcoma (OS) is the most common primary malignancy that starts in bones. It usually occurs in children and adolescents, while individuals older than 60 also have a high occurrence rate. Metastasis is the primary cause of OS-associated death, and the 5 year survival rate of OS patients diagnosed with metastasis is less than 20%. At present, the diagnosis of OS relies on X-ray, computed tomography (CT) scan, magnetic resonance imaging (MRI), and biopsy, and the treatment of OS includes radiation, surgery, and chemotherapy. Human epidermal growth factor receptor 2 (HER2) as a biomarker was proposed to be a treatment target because of its abnormal expression in OS cancer cells and association with lung metastasis, but the drug targeted to HER2 didn't improve the survival rate of OS patients significantly. In contrast to protein biomarkers, recent studies show that lncRNAs become promising biomarkers or therapeutic targets for OS, such as fibroblast growth factor receptor 3 antisense transcript 1 (FGFR3-AS1), hypoxia-inducible factor-2a promoter upstream transcript (HIF-2PUT), and taurine upregulated gene 1 (TUG1). For instance, FGFR3-AS1 is upregulated in OS cancer cells and receptor 3 antisense transcript 1 (FGFR3-AS1), hypoxia-inducible factor-2α promoter upstream transcript (HIF2α)37. To discover more novel lncRNA biomarkers or therapeutic targets, we developed a bioinformatics pipeline that combines LncDC and other popular bioinformatics tools to detect lncRNAs formed can be different, but few tools use secondary structure-based information to aid classification. Gene expression is often measured quantitatively and qualitatively, which is a valuable and widely used method that is effective in identifying cell lines and animal models that are sensitive to a given treatment. A number of studies have attempted to identify novel lncRNA biomarkers or therapeutic targets for OS, but the results are controversial. For example, an analysis of RNA-seq data from OS patients showed that overexpression of HIF2α decreases the growth rate, and hexamer usage bias. If an RNA has a long ORF, it usually means that it has a high probability of being translated into a protein, even though studies suggest that some small ORFs can encode microRNAs of less than 100 amino acids in length. Fickett score is a linguistic feature used to measure the variety of nucleotide positions and compositions between mRNAs and lncRNAs. Hexamer usage bias is a measurement that distinguishes mRNAs and lncRNAs based on the fact that a hexamer in the longest ORF of a mRNA can decide the adjacent amino acids in the translated peptide. PLEK applies a support vector machine (SVM) model with an improved k-mer scheme to predict lncRNAs and mRNAs, where the k-mer patterns indicate a specific string order with k nucleotides in an RNA transcript. CPC2 is an upgraded version of CPC, which integrated a SVM model with Fickett score, ORF length, ORF integrity, and protein pH isoelectric point (PI) features to identify lncRNAs. Besides the features mentioned above, CPPred proposed a feature combination named CTD features, which describe the nucleotide composition and distribution in an RNA transcript. COME integrates sequence-derived and experiment-based features for lncRNA identification, such as GC content, sequence conservation, expression abundance and histone modification state.

Although current machine learning-based tools have encouraging performances in lncRNA identification, they still have some drawbacks. First, most of them rely on the longest ORF of an RNA transcript. However, in the gold-standard NCBI RefSeq manually curated gene annotations, there are 1909 mRNA transcripts whose coding sequence (CDS) differ from the longest ORF, indicating that features extracted from the longest ORF do not always accurately represent the properties of CDS. Due to the difference between the longest ORF and CDS, these mRNAs are easily misclassified as lncRNAs. Second, RNA transcripts are capable of forming specific secondary structures. Those secondary structures contribute to the functions of RNA transcripts, such as transcription and translation factors targeting, scaffolding for RNA-protein complexes in nuclei, or interfering with post-translational modification of proteins in cytoplasm. The secondary structures that mRNAs and lncRNAs formed can be different, but few tools use secondary structure-based information to aid classification of the two types of RNA. Third, most of the current tools apply a random under-sampling strategy for balancing training data, which randomly eliminates several majority class examples. For instance, LncFinder randomly selects 8,000 lncRNAs and 8,000 mRNAs from the GENCODE database to construct the training dataset of human, although the number of mRNAs in this database far exceeds the number of lncRNAs. Random under-sampling is easy to perform, but some data that may have an important impact on classification may be lost, thereby reducing the performance of model prediction.

Here, we developed an alignment-free, machine learning-based tool named LncDC, which integrates sequence intrinsic features (SIFs), secondary structure features (SSFs), and protein features (PFs) with the XGBoost algorithm to detect lncRNAs from RNA-Seq data. In order to fully capture the characteristics of CDS, we defined four types of ORF similar to those described in FEELnc. We also designed novel secondary structure features that integrate both primary sequence and secondary structure information from RNA transcripts. For each RNA transcript, we translated it to a predicted protein and extracted PFs from the protein sequence. We used recursive feature elimination with cross-validation (RFECV) for feature selection, which prunes a single feature in each step and stops until the performance of model prediction does not drop any more. During model training, we used synthetic minority over-sampling technique (SMOTE) to reduce loss of potentially valuable data by introducing new minority class samples between adjacent minority class examples. We benchmarked the performance of LncDC against six existing tools (CPAT, PLEK, CPC2, CPPred, LncFinder, and COME), and the results showed that LncDC outperformed these state-of-the-art tools on both human and mouse testing datasets.

Osteosarcoma (OS) is the most common primary malignancy that starts in bones. It usually occurs in children and adolescents, while individuals older than 60 also have a high occurrence rate. Metastasis is the primary cause of OS-associated death, and the 5 year survival rate of OS patients diagnosed with metastasis is less than 20%. At present, the diagnosis of OS relies on X-ray, computed tomography (CT) scan, magnetic resonance imaging (MRI), and biopsy, and the treatment of OS includes radiation, surgery, and chemotherapy. Human epidermal growth factor receptor 2 (HER2) as a biomarker was proposed to be a treatment target because of its abnormal expression in OS cancer cells and association with lung metastasis, but the drug targeted to HER2 didn't improve the survival rate of OS patients significantly. In contrast to protein biomarkers, recent studies show that lncRNAs become promising biomarkers or therapeutic targets for OS, such as fibroblast growth factor receptor 3 antisense transcript 1 (FGFR3-AS1), hypoxia-inducible factor-2a promoter upstream transcript (HIF-2PUT), and taurine upregulated gene 1 (TUG1). For instance, FGFR3-AS1 is upregulated in OS cancer cells and metastasis, and the presence of a protein-coding gene is possible. Knockdown of FGFR3-AS1 inhibits both the proliferation of OS cells in vitro and the growth of xenograft tumors in vivo. Overexpression of HIF2PUT decreases the growth rate, migration, and sphere-forming ability of OS cancer cells possibly due to its negative regulation to transcription factor hypoxia-inducible factor-2a (HIF2a). To discover more novel lncRNA biomarkers or therapeutic targets, we developed a bioinformatics pipeline that combines LncDC and other popular bioinformatics tools to detect
novel OS-specific lncRNAs from 180 OS RNA-Seq data obtained from the therapeutically applicable research to generate effective treatments (TARGET) database (https://ocg.cancer.gov/programs/target). In total, we identified 97 novel OS-specific lncRNA transcripts in OS tissues by this pipeline, which were previously unannotated and were not detected in adjacent normal bone tissues. These newly identified lncRNAs with high confidence expand the annotation of OS transcriptome and provide potential biomarkers or therapeutic targets for OS treatment.

Results

Data distribution. To overcome the drawback that the longest, conventionally defined ORF of many mRNAs is different from their annotated CDS, we defined four types of ORFs (Supplementary Fig S1). We extracted all the ORF-associated features from each ORF category, such as max ORF length, relative codon bias, and hexamer score. As shown in Fig. 1, the logarithm transformed values of max length of type 0 ORF, which is the conventionally defined ORF, were higher in mRNAs and lower in lncRNAs within the human train dataset (H-Train). As extra features in addition to type 0 ORF, the values of the max lengths of type 1, type 2, and type 3 ORFs also showed distinctive distributions between mRNAs and lncRNAs although their patterns were slightly different from that of the type 0 ORF. The hexamer scores and relative codon bias of distinct ORF types also formed into two clusters for mRNAs and lncRNAs, respectively (see Supplementary Fig. S2 and S3).

Moreover, we designed sequence and secondary structure (SASS) k-mer scores to capture the relationship between an RNA primary sequence and its secondary structure. SASS k-mer scores were concordantly higher in mRNAs but lower in lncRNAs within H-Train (Fig. 2). The pattern became more pronounced when k was larger. The explicit two clusters indicated that SASS k-mer scores have the ability to display differences in the primary sequence and secondary structure of mRNAs and lncRNAs.

Model selection. We first compared performances of different models with a total of 57 extracted features. We used H-Train to train models with distinctive algorithms, including logistic regression (LR), decision tree (DT), support vector machine (SVM), random forest (RF), and XGBoost. For each model, a tenfold cross-validation was applied for parameter tuning. The performances of different models on the human test dataset (H-Test) are displayed in Table 1.

As shown in Table 1, the XGBoost model achieved the best performance than others in all criteria. The XGBoost model had the highest accuracy, 0.9800. The accuracy scores of SVM and RF were lower than XGBoost: 0.9753 and 0.9749. The DT model had the lowest accuracy, which is 0.9668. The F-score and matthews correlation coefficient (MCC) values of the SVM and RF models were very close, but both were lower than the XGBoost
Feature selection. At first, we examined the feature importance by gain, which represents the relative contribution of a feature for predicting binary categories by the XGBoost model. As shown in Fig. 3A, 'Max ORF T0 length' ranked the highest among all features, as expected. 'ORF T0 MW' ranked the second highest, indicating that the molecular weight of the proteins translated from type 0 ORFs in mRNAs and lncRNAs are significantly different. 'Hexamer score ORF T0' that measures six adjacent nucleotides components in type 0 ORFs of mRNAs and lncRNAs ranked the third. 'ORF T3 coverage', as a complementary feature in addition to type 0 ORF features, ranked fourth. Surprisingly, the 'GC content' feature ranked fifth, suggesting that the nucleotide preference of mRNAs and lncRNAs are distinct. In the case of SSFs, we could see that 'GC content of paired nucleotides' and 'SASS 5-mer score' ranked sixth and eighth among all features while other SASS k-mer score features were among the top twenty features. Such results indicated that the selected ORF features and SSFs are good predictors for XGBoost model trained with H-Train.

Next, we evaluated tenfold cross-validation accuracy scores of different feature subsets on H-Train to select the best feature subset. The cross-validation accuracy scores of various feature subsets are shown in Fig. 3B. Although the feature subset with the top 53 features had the highest tenfold cross-validation accuracy score, 0.9824; the feature subset with the top 28 features had an accuracy score, 0.9823, only 0.0001 lower. To select the most important features and remove redundant ones, we used the feature subset with the top 28 features in the LncDC program for model training and prediction. We also tested both the top 53 feature subset and the top 28 feature subset on H-Test and evaluated their performances. Interestingly, the accuracy score of the top
28 feature subset, 0.9799, was very close to the accuracy of the top 53 feature subset, 0.9802; but the specificity and precision were higher in the top 28 feature subset (Supplementary Table S1). This also suggested that some of the total extracted features were redundant, and the top 28 feature subset adequately captured the major differences between mRNAs and lncRNAs.

Among the 28 features selected (Supplementary Table S2), half of them came from SIFs, which were ‘GC content’, ‘Fickett score’, ‘Max ORF T0 length’, ‘Max ORF T1 length’, ‘Max ORF T2 length’, ‘ORF T0 coverage’, ‘ORF T1 coverage’, ‘Hexamer score ORF T0’, ‘Hexamer score ORF T1’, ‘Hexamer score ORF T2’, ‘Hexamer score ORF T3’, ‘RCB T0’ and ‘RCB T1’. There were 6 SSFs in the selected feature subset: ‘SASS 1-mer score’, ‘SASS 2-mer score’, ‘SASS 3-mer score’, ‘SASS 4-mer score’, ‘SASS 5-mer score’, and ‘GC content of paired nucleotides’. The remaining 8 features were PFs, including ‘ORF T0 PI’, ‘ORF T0 MW’, ‘ORF T0 aromaticity’, ‘ORF T0 instability’, ‘ORF T1 MW’, ‘ORF T1 instability’, ‘ORF T2 MW’ and ‘ORF T3 MW’.

Moreover, we examined if the 6 selected SSFs contribute to the overall performance of the model. After excluding the 6 selected SSFs, the performance of the remaining 22 chosen features (top 22 features) was evaluated on H-Test. It showed that the overall performance of the model was dropped once the 6 selected SSFs were removed (Supplementary Table S1). The accuracy score decreased from 0.9799 to 0.9783, precision dropped from 0.9786 to 0.9746, MCC went down from 0.9598 to 0.9567 and the specificity declined from 0.9786 to 0.9745. In contrast, the sensitivity slightly raised from 0.9812 to 0.9822, indicating that the top 22 feature subset without SSFs can detect more lncRNAs but with more false positives.

At last, we investigated if the 6 selected SSFs themselves also have a solid ability to classify lncRNAs and mRNAs. As shown in Supplementary Table S1, the accuracy score of the 6 SSFs subset on the H-Test dataset was 0.9799 to 0.9783; precision dropped from 0.9786 to 0.9746; MCC went down from 0.9598 to 0.9567 and the specificity declined from 0.9786 to 0.9745. In contrast, the sensitivity slightly raised from 0.9812 to 0.9822, indicating that the top 22 feature subset without SSFs can detect more lncRNAs but with more false positives.

Benchmarking LncDC with other popular tools. Performance evaluation on H-Test. To investigate whether LncDC outperforms other popular tools, we evaluated the performances of different tools on H-Test (Fig. 4). The accuracy of PLEK was the lowest among all tools tested, which was 0.9387. The F-score and MCC value of PLEK were also lower than other tools. Compared with PLEK, CPC2 had a higher accuracy and MCC score. CPAT surpassed CPC2 with an accuracy of 0.9527. CPAT also achieved relatively high specificity and precision, 0.9719 and 0.9708, but sensitivity was relatively low, 0.9334, indicating that a large proportion of lncRNAs was misclassified as mRNAs by CPAT. Since CPAT allows users to train models by themselves, we trained a CPAT model with H-Train data and then evaluated the performance of the re-trained model in H-Test. The result showed that the accuracy of the re-trained CPAT model was slightly improved from 0.9527 to 0.9578. The specificity and precision were lower than the default CPAT model. Still, the sensitivity was higher, suggesting that the re-trained CPAT model had a better balance between sensitivity and precision. LncFinder had the same accuracy as the re-trained CPAT model. LncFinder had a good balance between sensitivity and precision, but none of those scores were higher than 0.96. COME surpassed LncFinder with an accuracy of 0.9636 and a
MCC score of 0.9273. The specificity, precision, and F-score of COME were also higher than PLEK, CPC2, and LncFinder. The performance of CPPred was similar to COME in accuracy and F-score. The accuracy of CPPred and COME were 0.9652 and 0.9636, respectively. CPPred's F-score was 0.9653 and COME's F-score was 0.9650. The main difference between COME and CPPred was that COME had higher specificity and precision, while CPPred had higher sensitivity.

LncDC achieved the best performance than all other tools tested (accuracy, 0.9799; sensitivity, 0.9812; specificity, 0.9786; precision, 0.9786; F-score, 0.9799; and MCC, 0.9598). The very high accuracy score indicated that LncDC had a powerful discriminative capability in classifying lncRNAs and mRNAs in H-Test. We also investigated the performance of LncDC when SSFs were excluded, and the result showed that the sensitivity score was slightly increased to 0.9822, but the accuracy, precision, and MCC scores were dropped to 0.9783, 0.9746, and 0.9567, respectively, indicating that SSFs were important to the overall performance of LncDC especially in precision. Surprisingly, LncDC had the highest MCC score than other tools, which is about 8% higher than PLEK and 4% higher than LncFinder.

Performance evaluation on M-Test. Moreover, we evaluated the performances of different tools on the mouse test dataset (M-Test) (Table 2). The accuracy of PLEK was 0.8965, which was the lowest among all tools. CPC2 outperformed PLEK with an accuracy of 0.9476 and a MCC score of 0.8952. COME had a similar performance with CPC2 in accuracy and MCC, but COME had a higher specificity. The accuracy of CPAT, 0.9615, was higher than CPC2 and COME, and the MCC score was also improved to be 0.9230. Similarly, we re-trained a CPAT model with the mouse train dataset (M-Train) and then evaluated the performance of the re-trained model on M-Test. The result showed that the re-trained CPAT model had a dropped accuracy from 0.9615 to 0.9538. The specificity and precision of the re-trained CPAT model increased from 0.9628 and 0.9627 to 0.9730 and 0.9719, respectively. In contrast, the sensitivity of the re-trained CPAT model was much lower than that of the default

Figure 4. The x-axis shows the names of the tools and the y-axis shows the values of the tools in various performance metrics, including accuracy, sensitivity, specificity, precision, F-score, and MCC.
in cells and regulate gene expression. Our newly identified lncRNA transcript on chr3:80,051,883–80,312,353 was inactive genes due to mutations. However, a proportion of pseudogenes has been reported to be transcribed of GUCY1A2 and contribute to the progression of OS. On the other hand, pseudogenes are always believed to poor prognosis. The expression of the above novel antisense lncRNA in OS tissues may regulate the expression lncRNA. The GUCY1A2 gene was reported to be upregulated in gastric cancer tissues and is associated with a overlapped with a protein-coding gene GUCY1A2 on the opposite strand, implying that it might be an antisense coding genes and pseudogenes. For instance, the lncRNA transcript located on chr11:106,620,650–106,782,318 non-coding RNAs (lincRNA) in some literatures because of the intergenic location.

| Script  | Sensitivity  | Specificity  | Precision  | Accuracy  | F - score  | MCC  |
|---------|--------------|--------------|------------|-----------|------------|------|
| PLEK    | 0.9080       | 0.8850       | 0.8876     | 0.8965    | 0.8977     | 0.7932 |
| CPC2    | 0.9440       | 0.9512       | 0.9508     | 0.9476    | 0.9474     | 0.8952 |
| COME    | 0.9550       | 0.9364       | 0.9379     | 0.9457    | 0.9463     | 0.8916 |
| CPAT    | 0.9602       | 0.9628       | 0.9627     | 0.9615    | 0.9614     | 0.9230 |
| CPAT (re-trained) | 0.9346   | 0.9730       | 0.9719     | 0.9538    | 0.9529     | 0.9083 |
| LncFinder | 0.9600     | 0.9640       | 0.9639     | 0.9620    | 0.9619     | 0.9240 |
| CPPred  | 0.9090       | 0.9536       | 0.9543     | 0.9613    | 0.9616     | 0.9227 |
| LncDC (mouse model) | 0.9704 | 0.9812       | 0.9809     | 0.9758    | 0.9756     | 0.9516 |
| LncDC (mouse model, no SSFs) | 0.9726 | 0.9752       | 0.9751     | 0.9739    | 0.9738     | 0.9478 |
| LncDC (human model) | 0.9700 | 0.9746       | 0.9744     | 0.9723    | 0.9722     | 0.9446 |
| LncDC (human model, no SSFs) | 0.9742 | 0.9718       | 0.9718     | 0.9730    | 0.9730     | 0.9460 |

Table 2. Performance of different tools on M-Test. Bold values correspond to the highest values of each metric.
Discussion

With widespread applications of sequencing techniques in cancer research, a large amount of RNA-Seq data has been generated and accessible to researchers. In addition to the measurement of gene expression, those RNA-Seq data are also treasures for discovering novel RNAs, especially cancer-specific RNAs. lncRNA, as a large category of RNAs, plays a considerable role in various biological processes, such as gene regulation and chromosome modification. Due to somatic mutation in cancer genomes, some lncRNAs are possibly dysregulated and highly expressed in a cancer-specific manner. Those newly discovered cancer-specific lncRNAs will potentially contribute to cancer diagnosis and therapy.

The conventionally defined ORF was used in most lncRNA identification tools, such as CPC2, CPAT, LncFinder, and CPPred, because the longest ORF of a mRNA resembles its CDS closely. However, current manually curated mRNA annotations showed that the longest ORF is different from the annotated CDS in many mRNAs. The three additional ORF categories utilized in LncDC were able to capture the CDS characteristics of mRNAs comprehensively. Although FEELnc first proposed similar ORF definitions, it only extracted a few features including ORF length, ORF coverage, and multi k-mer frequencies of different ORF types, which demonstrated limited power in discriminating mRNAs and lncRNAs. On the contrary in LncDC we extracted max ORF length, hexamer score, and related codon bias features from the additional defined ORFs, and those features displayed two distinguished clusters for mRNAs and lncRNAs in H-Train although they were in different patterns comparing to the conventionally defined ORF (Fig. 1, Supplementary Fig S2 and S3). The ORF-associated features were among the top-ranked features that contribute to the XGBoost model prediction in H-Train (Fig. 3A). They were among the 28 features selected by RFECV as well (Supplementary Table S2). The results showed that different types of ORF and their associated features effectively improved the ability of LncDC in capturing CDS characteristics of mRNAs and discriminated them from lncRNAs.

Among SSFs, our newly designed SASS k-mer scores integrated primary sequence and secondary structure information from RNA transcripts. As the number of k increased, the distinct distribution of mRNA and lncRNA SASS k-mer scores became more apparent (Fig. 2). Moreover, all of the SASS k-mer scores were selected by RFECV and were among the top 28 features. According to the experiments, the accuracy of LncDC had improved from 0.9783 to 0.9799 with the 6 selected SSFs added (Supplementary Table S1). Although the enhancement seems not a giant step, the LncDC model with only the 6 selected SSFs performed well in H-Test (precision: 0.8929, specificity: 0.8998). This might be because SIFs and PFs had already achieved a high accuracy and further improvement became difficult. The functions of mRNAs and lncRNAs are significantly different. In general, mRNAs are translated to proteins in a cell, while lncRNAs play important roles in regulation of gene expression. Nucleotide composition, arrangement, and secondary structure are essential for an RNA’s function because they affect its interaction with other molecules. Such functional differences may result in very different sequence and secondary structures of mRNAs and lncRNAs. Indeed, a genome-wide analysis of the stability of lncRNAs and mRNAs shows that mRNAs are more stable than lncRNAs on average, indicating that mRNAs may have more steady secondary structures. As a new type of feature used in machine learning models for lncRNA identification, SASS k-mer score features achieved good performance likely because they recognized secondary structure and sequence variations between mRNAs and lncRNAs.

Five popular algorithms, LR, DT, SVM, RF, and XGBoost were compared in this study. Because XGBoost outperformed other algorithms in performance evaluation, it was used in the LncDC program (Table 1). Besides performance, XGBoost was also faster than SVM during model training. Since the amount of manually curated annotations of RNA transcripts is increasing rapidly, researchers may want to use their own dataset to train models. The advantage of XGBoost in model training speed will enhance the efficiency in customized model training. In addition, LncDC enables parallel processing, which enormously improves the efficiency of model training and lncRNA prediction.

Since the annotated numbers of mRNAs and lncRNAs are usually different in almost all species, balancing of training data is critical for model training. To avoid the loss of important information due to random under-sampling during data balancing, we applied an over-sampling strategy SMOTE, which might also contribute to the excellent performance of LncDC.

We compared the performance of LncDC and six state-of-the-art tools on both H-Test and M-Test. The results showed that LncDC outperformed all the tools on various performance metrics, indicating that the features we extracted and the algorithm we used had powerful abilities in distinguishing mRNAs and lncRNAs. We also showed that LncDC performed better than other tools even if SSFs were excluded. The consistent good performance of the LncDC human model on both H-Test and M-Test suggested that the features we extracted captured the intrinsic variance and discrepancies between mRNAs and lncRNAs.

Integrated with LncDC, we developed a bioinformatics pipeline to identify OS-specific novel lncRNAs from 180 OS samples. Using this pipeline, 97 novel lncRNAs were identified, where 61 of them were in intergenic regions and 36 were in generic areas. Our findings extended the number of OS transcriptome annotations, especially for lncRNAs which may contribute in finding new diagnostic biomarkers or therapeutic targets of OS. Not all of the identified lncRNAs were in intergenic regions, in contrast, several of them could be antisense or pseudogene-derived lncRNAs, suggesting that various types of lncRNAs could be detected by our pipeline.

Moreover, by using consensus assemblies from both routes in the pipeline (Supplementary Fig S3) and validating them by visual check through IGV, the novel lncRNAs we identified are highly reliable. Future works should focus on validating the 97 novel lncRNAs by wet-lab approaches and investigating their biological functions and regulatory mechanisms. Researchers can also use LncDC to identify novel cancer-specific lncRNAs in other cancers.

In this study, we developed a new software named LncDC to classify lncRNAs and mRNAs. We evaluated the performance of LncDC and other six state-of-the-art tools using the datasets formed by the gold standard NCBI RefSeq and GENCODE RNA transcript annotations of humans and mice, respectively. The results showed that
LncDC achieved the best performance (~98% accuracy) on both H-Test and M-Test, indicating that LncDC has a powerful ability in distinguishing lncRNAs and mRNAs. LncDC is implemented in Python and enables multi-thread running, allowing fast model training and lncRNA prediction. Our pipeline identified 97 novel, high-quality lncRNAs from OS cancer transcriptome data and expanded the annotations of OS transcriptome, providing potential diagnostic biomarkers or targets for OS therapy.

**Methods**

**Data set.** We collected 57,116 known human reference mRNA transcripts and their CDS annotations from the NCBI RefSeq database (release 99) and 48,479 human lncRNA transcripts from the GENCODE database (human release 34) to build a human dataset with a total of 105,595 transcripts. Considering that lncRNAs are longer than 200 nt and the time cost of secondary structure prediction by RNAfold increased a lot when the RNA tends to be very long, we filtered out transcripts with a length of <200 or >20,000 nt, besides removing transcripts with invalid nucleotide symbols such as ‘N’ and ‘S’. After such filtrations, there are 105,163 RNA transcripts left in the human dataset for downstream analysis, including 48,165 lncRNAs and 56,998 mRNAs (Supplementary Fig S8A). From the human dataset, we randomly selected 10,000 (~21%) lncRNAs and 10,000 (~18%) mRNAs respectively to build a human test dataset (H-Test). In order to build a training dataset, we collected the remaining 85,136 RNA transcript from the human dataset and used CD-HIT to remove the transcripts with more than 90% sequence identity against H-Test transcripts. Finally, we obtained 72,237 transcripts, containing 34,539 lncRNAs and 37,698 mRNAs, to build a human train dataset (H-Train) (Supplementary Fig S8B and S8C).

To evaluate the generalization capabilities of LncDC and eliminate the species-specific bias, we also collected 37,866 known mouse reference mRNA transcripts and their corresponding CDS from NCBI RefSeq (release 200) and 18,856 mouse lncRNA transcripts from GENCODE (mouse release M25) to build a mouse dataset. After data filtration with the same strategy as in human data, we got 56,443 transcripts in the constructed mouse dataset, which included 18,603 lncRNAs and 37,840 mRNAs (Supplementary Fig S8D). The number of annotated lncRNAs is far less than mRNAs in mouse data, to obtain a representative testing dataset for mice, we randomly selected 5000 (~27%) lncRNAs and 5000 (~13%) mRNAs respectively to build a mouse test dataset (M-Test). Then we removed the transcripts with high sequence identity against the M-Test transcripts as we did in H-Train building, and used the remaining 42,324 transcripts to build a mouse train dataset (M-Train), which includes 12,462 lncRNAs and 29,862 mRNAs (Supplementary Fig S8E and S8F).

To identify novel OS-specific lncRNAs in OS tumor tissues, we downloaded 180 RNA-Seq data of 93 OS patients from the TARGET-OS project. The OS tumor tissues were collected from the primary solid tumors of the patients, followed by paired-end sequencing on the Illumina Genome Analyzer IIx platform (~80 million reads per sample on average). The OS RNA-Seq data are available by the accession number ‘phs000468’ in the dbGaP database, and the relevant NCBI BioProject accession number is PRJNA89527. To identify OS-specific lncRNAs, we need to make sure that these lncRNAs can only be detected in OS tumors rather than adjacent normal bone tissues that can be used as control in sampling. Unfortunately, the TARGET-OS project does not have paired RNA-Seq data from normal bone tissues. Thus, we downloaded 9 paired-end RNA-Seq data of 3 adjacent normal bone tissue samples (~38 million reads per sample on average; paired-end) as normal controls from the gene expression omnibus (GEO) database (accession number ‘GSE87686’; bioproject number ‘PRJNA345550’).

**Feature extraction.** The framework of LncDC design and implementation is shown in Fig. 5. In LncDC, three feature categories including SIFs, SSFs, and PFs are incorporated to distinguish mRNAs and lncRNAs. The SIFs category contains all the features that are directly derived from RNA primary sequences, such as Fickett score, GC content, max ORF length, etc. In contrast, the SSFs are those extracted from RNA secondary structures and primary sequences of RNA transcripts. At last, the PFs category involves features derived from the putative protein sequence of RNA transcripts.

**Sequence Intrinsic Features (SIFs).**

1. **GC content:** The frequency of guanine (G) and cytosine (C) in an RNA transcript. Protein coding sequences usually have higher GC content than noncoding sequences, such as 5’ untranslated regions (UTRs) and introns, because they have fewer stop codons in which adenine (A) and thymine (T) are enriched.

\[
\text{GC content} = \frac{N(G) + N(C)}{L_t}
\]

where N(G) and N(C) are the quantity of G and C in an RNA transcript. \(L_t\) denotes the length of an RNA transcript. In general, mRNAs are longer than lncRNAs. A large portion (~40%) of the annotated human lncRNAs only have two exons, while most mRNAs have more than two exons.

2. **Max ORF length:** ORF is a subsequence of an RNA transcript that is likely to be the protein-coding region of the RNA. A long ORF indicates that the RNA transcript has a high possibility to be translated into a protein. mRNAs usually have longer ORFs than lncRNAs. Considering that the CDS and the longest ORF sequence are different in many annotated mRNA transcripts, we adopted features derived from various types of ORF defined in FEELnc to capture the CDS information. As shown in Supplementary Fig S1, ‘Type 0’ (T0) ORF is the same as the conventional defined ORF, which begins with a start codon (e.g., ATG) and ends with a stop codon (e.g., TAG, TAA, or TGA). ‘Type 1’ (T1) ORF only considers start codons, which means it starts with any start codon and stops at the RNA transcript’s end. On the other hand, ‘Type 2’ (T2) ORF only focuses on
stop codons that it begins with any non-stop codon and ends with a stop codon. "Type 3" (T3) ORF integrates T1 and T2 from which the longer one is selected. For each type of the defined ORFs, only the longest one in all three reading frames is considered and extracted as the max ORF, such as max ORF T0 (the longest T0 ORF), max ORF T1, max ORF T2, and max ORF T3.

\[
\begin{align*}
\text{Max ORF T0 length} &= L_{orf \ T0} \\
\text{Max ORF T1 length} &= L_{orf \ T1} \\
\text{Max ORF T2 length} &= L_{orf \ T2} \\
\text{Max ORF T3 length} &= L_{orf \ T3}
\end{align*}
\]

(2)

3. Max ORF coverage: The length of the max ORF divided by the length of the RNA transcript.

\[
\begin{align*}
\text{ORF T0 coverage} &= \frac{L_{orf \ T0}}{L_t} \\
\text{ORF T1 coverage} &= \frac{L_{orf \ T1}}{L_t} \\
\text{ORF T2 coverage} &= \frac{L_{orf \ T2}}{L_t} \\
\text{ORF T3 coverage} &= \frac{L_{orf \ T3}}{L_t}
\end{align*}
\]

(3)

4. Average ORF length: The average length of all T0 ORFs.
5. Average ORF coverage: The average length of all T0 ORFs divided by the length of the RNA transcript.

\[
\text{Average ORF coverage} = \frac{\text{Average ORF length}}{L_t}
\]  

6. Fickett score: The Fickett score integrates the nucleotide composition and codon usage bias to classify coding and non-coding RNAs. It computes four position values and four content values followed by a weighted summation. The position value is used to represent which codon position a nucleotide prefers. The position values of different nucleotides in an RNA transcript are calculated as follows:

\[
A_1 = N(\text{base A in position } 0, 3, 6 \ldots)
\]

\[
A_2 = N(\text{base A in position } 1, 4, 7 \ldots)
\]

\[
A_3 = N(\text{base A in position } 2, 5, 8 \ldots)
\]

\[
A_{\text{pos}} = \frac{\text{Max}(A_1, A_2, A_3)}{\text{Min}(A_1, A_2, A_3)} + 1
\]

\[
A_{\text{content}} = \frac{N(\text{base A in an RNA transcript})}{L_t}
\]

\[
\text{Fickett score} = \sum_{i=1}^{8} p_i w_i
\]  

7. Relative codon bias (RCB): The RCB was used to measure the codon triplet usage bias for the ORFs of an RNA transcript. To calculate the RCB value of an ORF, the codon usage bias of codon triplets needs to be figured out and then multiplied together. The codon usage bias \(d_{xyz}\) of a particular codon triplet \((x, y, z)\) is calculated as follows:

\[
d_{xyz} = \frac{f(x,y,z) - f_1(x)f_2(y)f_3(z)}{f_1(x)f_2(y)f_3(z)}
\]

\[
f(x,y,z) = \frac{N(x,y,z)}{L_{\text{codon}}}
\]

\[
f_1(x) = \frac{N(\text{base x in position 0 of each codon})}{L_{\text{codon}}}
\]

where \(N(x,y,z)\) is the total number of the codon triplet \((x, y, z)\) in the ORF and \(L_{\text{codon}}\) is the ORF length in codons. \(f_1(y)\) and \(f_1(z)\) are calculated for the second and third positions of all codon triplets similarly as \(f_1(x)\) for the first nucleotide position.

The RCB value of an RNA transcript ORF is calculated as follows:

\[
\text{RCB} = \left( \prod_{i=1}^{L_{\text{codon}}} \left(1 + d_{xyz}^i\right) \right)^{1/L} - 1
\]  

8. Hexamer score: A hexamer in an RNA transcript is a subsequence of any six adjacent nucleotides. Since a codon includes three adjacent nucleotides, a hexamer can represent the dependence between two continuous codons in an RNA transcript or two amino acids in a putative protein. We made a hexamer probability lookup table for the LncDC human model by calculating the hexamer probabilities of 34,539 lncRNAs and the CDS of 37,698 mRNAs in H-Train. Because each nucleotide in a hexamer can be A, T, G, or C, there
are a total of 4,096 (i.e., \(4^6\)) hexamers in the hexamer probability table. The table for the LncDC mouse model was constructed with the M-Train dataset in a similar way to the human lookup table used. For a specific hexamer \(X\), the coding and non-coding probabilities are calculated as follows:

\[
P(X)_{\text{coding}} = \frac{N(\text{hexamer X in the CDS of training data})}{N(\text{total hexamers in the CDS of training data})}
\]

\[
P(X)_{\text{noncoding}} = \frac{N(\text{hexamer X in the lncRNAs of training data})}{N(\text{total hexamers in the lncRNAs of training data})}
\]

where \(N()\) stands for the total number of hexamers in a specific condition. To calculate the value of \(N(\text{hexamer X in the CDS of training data})\), we used a sliding window with a window size of 6 and a step size of 3 (i.e., one codon size) to scan each CDS of mRNAs in the training data (H-Train or M-Train). However, for \(N(\text{hexamer X in the lncRNAs of training data})\), we used a moving window with a step size of 1 to scan each lncRNA sequence in the training data because they do not encode any proteins. After creating the hexamer table, the logarithm-likelihood ratio of coding probability over non-coding probability was calculated and then summed up to get the hexamer score of an RNA transcript:

\[
\text{Hexamer score} = \frac{1}{m} \sum_{i=1}^{m} \log \left( \frac{P(X)_{\text{coding}}}{P(X)_{\text{noncoding}}} \right)
\]

where \(m\) stands for the total number of hexamers in an RNA transcript. Because each RNA transcript has three reading frames, we calculated the hexamer score for each frame and selected the highest value among three frames as the final hexamer score for a given RNA transcript.

9. Hexamer score of ORFs: The hexamer score of different types of ORFs. ORF is the potential coding region of an RNA transcript. Both mRNAs and lncRNAs have ORFs, although the ORFs of mRNAs are generally longer than those in lncRNAs. This feature represents the diverse hexamer usage between the ORFs in mRNAs and lncRNAs.

**Secondary Structure Features (SSFs).** In LncDC, the RNAfold program is used for secondary structure prediction of RNA transcripts. RNAfold uses dynamic programming to predict the secondary structure of an RNA transcript with the minimum free energy (MFE). The assumption is that when free energy becomes lower, the secondary structure of an RNA transcript becomes more stable. In RNAfold, the secondary structure of an RNA transcript is divided into different types of substructures, including hairpin loop, interior loop, bulge loop, multibranch loop, and stacking pairs. The free energy values of the substructures are different, and the free energy of an RNA secondary structure is the summation of the free energy of these substructures. Finally, the most stable secondary structure of each RNA transcript is generated by RNAfold and used for downstream feature extraction.

10. MFE: MFE reveals the stability of a secondary structure. Lower MFE usually represents a more stable secondary structure. Evidence shows that mRNAs are more durable than lncRNAs, suggesting that they tend to have lower MFEs than lncRNAs.

11. Paired ratio: Given the secondary structure of an RNA transcript, we will be able to know which nucleotides have Watson–Crick pairings and which nucleotides are unpaired. If an RNA transcript has a high paired ratio, its secondary structure will be more stable.

\[
\text{Paired ratio} = \frac{N(\text{Paired nucleotides bases})}{L_t}
\]

12. Number of various loop structures: The number of different types of loops in an RNA transcript, containing hairpin loop (\(N(H)\)), interior loop (\(N(I)\)), bulge loop (\(N(B)\)), and multibranch loop (\(N(M)\)). The typical loop structures are shown in Supplementary Fig S9.

13. Coverage of various loop structures: The ratio of the number of different loops divided by the length of an RNA transcript.

\[
C(H) = \frac{N(H)}{L_t}
\]

\[
C(I) = \frac{N(I)}{L_t}
\]

\[
C(B) = \frac{N(B)}{L_t}
\]

\[
C(M) = \frac{N(M)}{L_t}
\]
14. GC content of paired nucleotides: In the secondary structure of a specific RNA transcript, some of the nucleotides are paired with each other while others are not. This feature measures the GC content of those paired nucleotides. The G-C bond is stronger and more stable than the A-T bond. If an RNA transcript has more G-C pairs, its secondary structure will be more durable.

$$GC\ content\ paired\ nucleotides = \frac{N(Paired\ G) + N(Paired\ C)}{N(paired\ nucleotides)}$$  \hspace{1cm} (11)$$

15. Sequence and secondary structure (SASS) k-mer scores: We combined a primary sequence and the secondary structure of an RNA transcript to build a two-row array, as shown in Fig. 6. A sliding window with a length of k and height of 2 was used to scan the sequence and secondary structure of the RNA transcript. The probabilities of the SASS k-mers in mRNAs and lncRNAs were computed, and the SASS k-mer scores were calculated depending on the logarithm-likelihood ratio of the two probabilities.
where $N()$ stands for the total number of SASS k-mers in a specific condition, and $k$ will be 1, 2, 3, 4, and 5, respectively. Once the SASS k-mer tables were created, the logarithm-likelihood ratio of $P(X)$ of mRNA over $P(X)$ of lncRNA were calculated. We then added them together to get the SASS k-mer score of an RNA transcript.

\[
\text{SASS 1-mer score} = \frac{1}{m} \sum_{i=1}^{m} \log \left( \frac{P(X^1_{\text{mRNA}})}{P(X^1_{\text{lncRNA}})} \right)
\]

\[
\text{SASS 2-mer score} = \frac{1}{m} \sum_{i=1}^{m} \log \left( \frac{P(X^2_{\text{mRNA}})}{P(X^2_{\text{lncRNA}})} \right)
\]

\[
\text{SASS 3-mer score} = \frac{1}{m} \sum_{i=1}^{m} \log \left( \frac{P(X^3_{\text{mRNA}})}{P(X^3_{\text{lncRNA}})} \right)
\]

\[
\text{SASS 4-mer score} = \frac{1}{m} \sum_{i=1}^{m} \log \left( \frac{P(X^4_{\text{mRNA}})}{P(X^4_{\text{lncRNA}})} \right)
\]

\[
\text{SASS 5-mer score} = \frac{1}{m} \sum_{i=1}^{m} \log \left( \frac{P(X^5_{\text{mRNA}})}{P(X^5_{\text{lncRNA}})} \right)
\]

where $m$ stands for the total number of k-mers (i.e., 1, 2, 3, 4, or 5) in an RNA transcript.

**Protein features (PFs).** In a cell, mRNAs will be translated to proteins, but lncRNAs are not. However, lncRNAs also have ORFs as mRNAs have, even though their ORFs are usually shorter. We assume that if the longest ORF of a lncRNA transcript can be translated to a protein, this protein will be different from mRNA proteins in many aspects. In LncDC, we used the ProtParam tool from the BioPython package to extract protein features from RNA transcripts.

16. pH isoelectric point (PI): the theoretical pH isoelectric point of a protein. The PI of a protein is the pH value when the protein’s net charge is zero, calculated through the acid dissociation constant (pK) values of amino acids.

17. Molecular weight (MW): the molecular weight of a protein in Daltons.

18. Grand Average of Hydropathy (GRAVY): the hydropathicity of distinctive amino acids is different. The GRAVY value of a specific protein is calculated by summing up the hydropathies of all the amino acids that the protein contains and being divided by protein length in amino acids.

19. Aromaticity: the amino acids phenylalanine (Phe), tryptophan (Trp), and tyrosine (Tyr) have an aromatic ring structure inside. The aromaticity value of a particular protein is the summation of the numbers of Phe, Trp, and Tyr and then divided by the protein length in amino acids.

20. Instability index (II): the instability index represents the stability of a protein in a test tube. It is calculated by adding up the weighted instability value of each dipeptide where the weights are decided based on the frequency that a dipeptide occurs in experimentally identified unstable and stable proteins.

**Model selection.** In this study, various machine learning algorithms were compared, including logistic regression (LR), decision tree (DT), support vector machine (SVM), random forest (RF), and XGBoost. The XGBoost algorithm is implemented by the xgboost package while others are implemented by the scikit-learn package of python.

LR fits a logistic curve to a particular dataset, representing the probability of an instance belonging to a specific category, in this case, mRNA or lncRNA. LR is easy to implement and simple for interpretation. However, LR constructs a linear decision boundary so that it is not appropriate for non-linear problems. One solution for this limitation is to increase the number of features such that the dataset can be separated linearly in a high-dimensional feature space.

DT is a tree model that splits the data by several decisions. It has a root node, branches, and leaves. Each path from the root to a leaf defines a rule for the classification of mRNAs and lncRNAs. DT is also easy to interpret and can handle linearly inseparable data. Because DT is a non-parametric model, its prediction does not assume that the data have a specific distribution. Various DT algorithms have been proposed, such as ID3, C4.5, and classification and regression trees (CART). The trees that the CART algorithm builds are binary, suggesting that each node in the tree has two edges.

As an improvement of DT, a method named bagging constructs many DTs with a bootstrap approach and gives the prediction based on the majority vote of all trees. RF is a special case of bagging that only a subset of features is considered at each tree split. Compared to DT, RF usually has better performance and less overfit to the dataset.

XGBoost is a boosting approach that aggregates several CARTs, where the trees are constructed sequentially. The final prediction value of a specific instance is the summation of the predictions in each tree. To avoid overfitting, XGBoost applies a regularization function to penalize the complexity of the model. Similar to RF, XGBoost...
considers a subset of features during the tree splitting process as well. XGBoost has been used in biomedical fields for years and achieves good performances in predicting the function or category of biomolecules.

SVM is an approach that uses a hyperplane to separate categories (e.g., mRNAs and lncRNAs) where the minimal distance from the instances to the hyperplane is maximized. It allows non-linear boundaries when using different kernels, such as polynomial kernel and radial kernel, which measure the similarity between two instances. SVM is robust to high-dimensional data, but its training speed is slower than other algorithms when a large number of samples are analyzed.

For each algorithm, several models with distinctive hyperparameters were trained and a tenfold cross-validation approach was used for hyperparameter tuning in H-Train. Different models were evaluated in H-Test, and at last, the XGBoost model was selected and used in LncDC because its overall performance was better than others.

**Feature selection.** It was possible that several extracted features were redundant or did not have discriminative classification ability than others. Here, we applied the scikit learn module—recursive feature elimination with cross-validation (RFECV) to select the most powerful features for differentiating mRNAs and lncRNAs. All the 57 extracted features were used to fit a model on H-Train, and the average accuracy score with a tenfold cross-validation was calculated. The features were ranked by their importance scores obtained from the model, followed by eliminating the features with the lowest score. The rest of the features were used to fit a new model and a new average accuracy score was calculated.

**Data preprocessing.** In model training, features with a large magnitude may have more impact on the classifiers than the features with a small scale. For instance, a change from 500 to 600 (100 increase) on the ORF length feature is thought to be a more significant shift than the change of a GC content from 0.4 to 0.6 (0.2 gain) by a classifier, while the latter one may have more contribution for differentiating lncRNA and mRNA in reality. To prevent this situation, we standardized the datasets by z-score: \( z = \frac{x - \mu}{\sigma} \), where \( x \) is the original value in datasets, \( \mu \) is the mean value of each feature, and \( \sigma \) stands for the standard deviation of each feature. Theoretically, we cannot know the mean value and standard deviation of test data, so we used the mean and standard deviation of the train datasets to standardize the feature values in test datasets.

Data balancing is also critical for machine learning. The model trained from an unbalanced dataset might lead to biased predictions towards the majority class. For instance, if 99% of the RNAs in the dataset are lncRNAs and the classifier simply predicts every RNA is lncRNA, we would see that the classifier can classify 99% of the RNAs correctly, which is heavily misleading. Since the test datasets were already balanced, we would balance the training datasets during the model training process.

The randomly under-sampling strategy for data balancing was used in previously developed lncRNA identification tools, such as FEELnc and CPAT, which randomly dropped a proportion of majority class instances to keep the same instance number as the minority class. However, when removing majority class instances, a piece of potentially critical information contributing to classifier learning has also been eliminated.

To avoid the drawback of the randomly under-sampling strategy, we applied the minority over-sampling strategy, SMOTE, to balance training datasets. Instead of oversampling the minority class with replacement, the SMOTE approach synthesizes new minority instances along with the lines that connect a minority instance and its nearest neighbors. The steps of the SMOTE approach are as follows: (1) decide how many new minority instances are required, (2) calculate the \( k \) nearest neighbors of each minority instance in the feature space, (3) randomly select a minority instance \( x \), (4) based on the number of instances required for oversampling, randomly select a certain number of nearest neighbors of \( x \), (5) for each \( x \)-neighbor pair, randomly select a point along the line segment between \( x \) and its neighbor as the new synthesized minority instance, and (6) repeat the process until the amount of minority class and majority class is balanced.

**Performance evaluation.** The performances of LncDC and other tools tested were evaluated by the following standard performance metrics:

\[
\text{Sensitivity (Sn)} = \frac{TP}{TP + FN} \\
\text{Specificity (Sp)} = \frac{TN}{TN + FP} \\
\text{Precision (Prec)} = \frac{TP}{TP + FP} \\
\text{Accuracy (Acc)} = \frac{TP + TN}{TP + FP + TN + FN} \\
F - score = 2 \times \frac{\text{Prec} \times \text{Sn}}{\text{Prec} + \text{Sn}}
\]
where TP, true positive, is the number of positive instances (lncRNAs) identified as positive. TN, true negative, is the number of negative instances identified as negative. FP, false positive, is the number of negative instances identified as positive. FN, false negative, is the number of positive instances identified as negative.

In addition, ROC curves were used to evaluate the performances of different classifiers. The ROC curve represents the relationship between true positive rate (TPR) and false positive rate (FPR). Generally, a good classifier has a curve above the TPR = FPR diagonal line and tends to be on the top left corner. If we compare various classifiers, the one with the highest AUC is believed to be the best classifier.

### Transcripts reconstruction of OS and normal tissue RNA-seq samples

180 RNA-seq data collected from 93 tumor samples of OS patients and 9 RNA-Seq data obtained from 3 adjacent normal bone tissues were used to conduct transcript reconstruction. Raw data were quality-controlled and cleaned by FastQC v0.11.9 and TrimGalore v0.6.6. In our pipeline, we applied two series of widely used approaches (Route 1 and Route 2) for genome mapping and transcript assembling to obtain accurate and consistent RNA transcript assemblies. The pipeline for transcripts reconstruction is shown in Supplementary Fig S5. STAR v2.7.5a was utilized in Route 1 to map the cleaned RNA-Seq reads to human reference genome GRCh38, followed by transcripts assembling through Cufflinks v2.2.1. We also employed Cuffmerge to merge all of the transcript assemblies to integrated files for the OS and normal control RNA-Seq data, respectively. In Route 2, we used HISAT2 v2.2.0 for reads mapping and StringTie v2.1.2 for assembly reconstruction. To ensure the reconstructed transcript assemblies were expressed in OS or normal tissues, only the assemblies with expression levels in fragments per kilobase million (FPKM) larger than one were selected for downstream analysis.

The expressed RNA transcript assemblies were compared with known human genome annotations by Cuffcompare, such as ENSEMBL and NCBI RefSeq. Only the transcript assemblies longer than 200 nt with Cuffcompare generated class codes of ‘U’, ‘I’, ‘O’, and ‘X’ were selected as lncRNA candidates. ‘U’ stands for unknown intergenic transcripts, ‘I’ indicates that the transcripts fall entirely within a reference intron, ‘O’ stands for generic exonic overlap with reference transcripts, and ‘X’ stands for exonic overlap with reference transcripts on the opposite strand (Supplementary Fig S10).

### Data availability

The datasets generated and/or analysed during the current study are available in the GenBank repository, [Accession Number: OL779919-OL780015].
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