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Abstract: Conventional ground survey data are very accurate, but expensive. Airborne lidar data can reduce the costs and effort required to conduct large-scale forest surveys. It is critical to improve biomass estimation and evaluate carbon stock when we use lidar data. Bayesian methods integrate prior information about unknown parameters, reduce the parameter estimation uncertainty, and improve model performance. This study focused on predicting the independent tree aboveground biomass (AGB) with a hierarchical Bayesian model using airborne LIDAR data and comparing the hierarchical Bayesian model with classical methods (nonlinear mixed effect model, NLME). Firstly, we chose the best diameter at breast height (DBH) model from several widely used models through a hierarchical Bayesian method. Secondly, we used the DBH predictions together with the tree height (LH) and canopy projection area (CPA) derived by airborne lidar as independent variables to develop the AGB model through a hierarchical Bayesian method with parameter priors from the NLME method. We then compared the hierarchical Bayesian method with the NLME method. The results showed that the two methods performed similarly when pooling the data, while for small sample sizes, the Bayesian method was much better than the classical method. The results of this study imply that the Bayesian method has the potential to improve the estimations of both DBH and AGB using LIDAR data, which reduces costs compared with conventional measurements.
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1. Introduction

On the world’s land surface, forests cover about 4200 million hectares, and the carbon stock of forests accounts for about 45% of the world’s terrestrial carbon reserves [1]. Aboveground biomass is an important component of forest ecosystems and accounts for a large proportion of forest carbon stock; thus, quantifying forest aboveground biomass is important for forest managers [2].

Diameter at breast height (DBH) and aboveground biomass (AGB) are two important measurements of individual trees, widely used in yield estimations and forest growth [3]. Tree DBH is an easy measuring factor with high accuracy—all DBH data are measured. However, AGB is difficult to measure and has less accuracy than ground-observed DBH—only limited tree biomass can be measured in the sample [4]. Consequently, in the past few decades, many studies have proposed numerous equations to estimate aboveground biomass [5–10]. Developing an AGB model according to ground-based DBH...
has been widely applied in forest investigation and yield modeling. It is important to note that DBH measurement in large-scale forest inventory is still time-consuming and costly.

LIDAR is a range detection system, which obtains the forest point cloud by LIDAR sensors. The LIDAR system has been used to measure the forest vegetation structure and has been applied to measure forest variables since the mid-1980s [11]. These variables, including tree height, stem volume, crown projection area, diameter at breast height, and other variables, are significantly connected to the forest biomass [3,11,12]. Using these LIDAR variables, individual tree DBH and aboveground biomass can be estimated by developing DBH and AGB models, respectively [3,12,13]. With some studies also using LIDAR data to predict timber volume and discern age class, LIDAR data have been widely used in forestry over the past two decades. The application of LIDAR technology has reduced the cost of forest management and provided a good opportunity for large-scale forest inventory [11,12].

The Bayesian method is used to integrate prior information about unknown parameters with the sample information; then, the posterior information is obtained according to the Bayes formula and the method of unknown parameters is further inferred according to the posterior information. Many studies have already used the Bayesian method to develop DBH and AGB models and have compared the Bayesian model with the classical model [14–17]. Zapata-Cuartas et al. [14] presented a comparison of aboveground biomass estimation in different sample sizes using the Bayesian method and the classical method. They obtained a result that the bias in the classical method was always bigger than that in the Bayesian approach.

Although LIDAR technology and Bayesian methods are used separately in individual DBH and AGB modeling [6,13–15,17–21], few studies have combined the two methods to estimate DBH and aboveground biomass. Tenneson [22] presented a combination of the Bayesian method and LIDAR to model LIDAR-derived forest inventory, combining the advantages of both DBH and AGB prediction; they used Bayesian model averaging (BMA), while we are using the hierarchical Bayesian method [23,24]. In this study, we used the hierarchical Bayesian method to choose the best DBH and AGB model to predict DBH and aboveground biomass on the basis of LIDAR point cloud data, integrating the advantages of the Bayesian approach and LIDAR data to reduce costs compared with conventional measurements [13,14]. Further, compared with the classical prediction method, using the Bayesian method can improve the accuracy to a certain degree.

2. Materials and Methods

2.1. Study Area and Data

The study area from which data were taken is located at the Xishui forest farm of Su’nan Yuguzu Autonomous County, China (38°290–38°350N, 100°120–100°200E) and lies within the temperate alpine cold semi-humid and semi-arid zone. The altitude is in the 2550 to 3680 m range, with a mean value of 2993 m in this area. This area is occupied by mountainous forests and steppes, and one of the main functions of these forests is to protect the water resources in the Dayekou Basin of the Qilian Mountains. Grass and natural mature secondary pure forests dominate the sunny and shady slopes, respectively. The dominant tree species in the forest in this area is *Picea crassifolia* Kom.

We established a single permanent sample plot (PSP) of 100 m × 100 m along the hillside and divided it into sixteen subplots of 25 m × 25 m. DBH, tree height (H), crown base height, and crown diameters in two perpendicular directions of all standing trees were measured in each subplot. We used a differential global positioning system unit to measure the corners and centers of the PSP in each subplot, and a total station to measure the positions of individual trees.

Airborne LIDAR data were acquired using a Lite Mapper 5600 system on 23 June 2008. The mean flight speed was 230 km h⁻¹ and the mean flight height was 3699 m above sea level. The point elevation varied from 2725 to 3193 m, and the LIDAR point density was 4.34 points m⁻². We can obtain individual LIDAR tree heights and crown projection areas on the basis of the airborne LIDAR point cloud from a canopy height model (CHM), and the CHM was derived as the difference
between the digital surface model (DSM) and the digital elevation model (DEM) of the study area. The digital surface model grid, which contained elevation information including all ground objects, was interpolated from raw LIDAR point cloud data by a maximum height interpolation method and by filling null cells. For obtaining the absolute vegetation heights, we must remove the influence of the terrain. Thus, we obtained the digital elevation model from the ground-classified LIDAR point cloud data using a progressive morphological filter and, in this study, with a grid cell size of 0.5 m [3]. We also eliminated the noise using a Gaussian smoothing filter to obtain a more accurate crown projection area [3]. We used the local maxima algorithm to find the individual tree crown tops, and used the region growing method to obtain the tree crown boundary, the crown projection area was calculated according to the determined tree crown boundary. The details of the algorithms can be found in Fu et al. [3]. A total of 402 individual *P. crassifolia* tree crowns in the 16 subplots nested in the PSP were delineated; the individual tree LIDAR crown projection area and field measurement data were matched by individual tree locations measured by total station—Fu et al. [3] has drawn a figure to explain this. The biomasses of each component (stem, branch, foliage, and fruit) of the 402 *P. crassifolia* trees were estimated using the empirical allometric models developed by Wang et al. [25] using the field-measured individual DBH and tree height H. The total tree AGB was obtained by summing the component biomass values. For more information about the study sites and data collection, please see Fu et al. [3].

2.2. Random Sampling

In order to compare the LIDAR AGB estimation by the Bayesian method and the classical method in different sample sizes, five samples (Samples 1–4) of different sizes were randomly selected from the population. The independent variables in the population, including LIDAR crown projection area (CPA), LIDAR tree height (LH), ground-measured DBH, and the ground-estimated AGB, were assessed. Sample 1 randomly sampled 10% of the population, and Samples 2–4 randomly sampled 25%, 50%, and 75% of the population, respectively. The statistics of sample sizes 1–4 are presented in (Table 1), and we also put the statistics of the full dataset into this table.

| Sample Size Factor | Maximum | Minimum | Mean | SD |
|--------------------|---------|---------|------|----|
| DBH                | 36.40   | 2.50    | 21.26| 7.84|
| LH                 | 9.79    | 1.96    | 6.81 | 2.17|
| AGB                | 395.83  | 1.45    | 153.08| 102.39|
| CPA                | 11.06   | 2.94    | 7.42 | 2.20|
| DBH                | 40.50   | 8.20    | 23.38| 7.77|
| LH                 | 10.10   | 2.21    | 6.80 | 1.88|
| AGB                | 508.02  | 15.68   | 178.08| 119.52|
| CPA                | 12.80   | 3.56    | 7.32 | 1.97|
| DBH                | 54.50   | 2.50    | 22.73| 7.41|
| LH                 | 11.29   | 1.96    | 6.96 | 1.85|
| AGB                | 959.49  | 1.45    | 169.51| 118.90|
| CPA                | 13.50   | 2.94    | 7.48 | 2.03|
| DBH                | 54.50   | 2.50    | 23.09| 7.78|
| LH                 | 11.30   | 1.96    | 6.92 | 1.89|
| AGB                | 959.49  | 1.45    | 176.03| 125.55|
| CPA                | 13.50   | 2.94    | 7.41 | 2.06|
| DBH                | 81.10   | 2.50    | 23.40| 8.30|
| LH                 | 11.20   | 1.90    | 6.90 | 1.90|
| AGB                | 1142.50 | 1.45    | 181.30| 134.10|
| CPA                | 13.50   | 2.90    | 7.43 | 2.06|

Table 1. Summary statistics of different sample sizes (DBH, ground-measured diameter at breast height; LH, LIDAR tree height; CPA, crown projection area; AGB, ground-estimated aboveground biomass).
2.3. DBH and AGB Models

In this paper, four frequently used candidate model forms [3] and another three models [26–28] were used to develop LIDAR DBH estimation models by regarding the LIDAR-derived tree height and the crown projection area as the predictor variables. These models are listed as follows:

\[
DBH = \beta_1 + \beta_2 LH + \beta_3 CPA + \varepsilon_{DBH} \quad (I.1)
\]

\[
DBH = \beta_1 [1 - \exp(-\beta_2 LH - \beta_3 CPA)] + \varepsilon_{DBH} \quad (I.2)
\]

\[
DBH = \beta_1 /[1 + \beta_2 \exp(-\beta_3 LH - \beta_4 CPA)] + \varepsilon_{DBH} \quad (I.3)
\]

\[
DBH = \beta_1 \exp(-\beta_2 LH - \beta_3 CPA) + \varepsilon_{DBH} \quad (I.4)
\]

\[
DBH = -\beta_1^{-1} \ln[1 - (60^{-1}(LH - 1.3))]^{1/\beta_2} + \varepsilon_{DBH} \quad (I.5)
\]

\[
DBH = [-\beta_1^{-1} \ln (1 - 60^{-1}(LH - 1.3))]^{1/\beta_2} + \varepsilon_{DBH} \quad ([27])
\]

\[
DBH = \beta_1 (LH - 1.3)^{\beta_2} \exp(\beta_3 CPA) + \varepsilon_{DBH} \quad (I.6)
\]

where \(\beta_1 \sim \beta_4\) are parameters of the models, \(LH\) is the LIDAR tree height, \(CPA\) is the LIDAR crown projection area, and \(\varepsilon_{DBH}\) is the error term.

On the basis of the best DBH model, five commonly used AGB model forms were applied to estimate the aboveground biomass. They are listed as follows:

\[
AGB = \alpha_1 DBH^{\alpha_2} + \varepsilon_{AGB} \quad (II.1)
\]

\[
AGB = \alpha_1 DBH^{\alpha_2} LH^{\alpha_3} + \varepsilon_{AGB} \quad (II.2)
\]

\[
AGB = \alpha_1 DBH^{\alpha_2} CPA^{\alpha_3} + \varepsilon_{AGB} \quad (II.3)
\]

\[
AGB = \alpha_1 LH^{\alpha_2} CPA^{\alpha_3} + \varepsilon_{AGB} \quad (II.4)
\]

\[
AGB = \alpha_1 DBH^{\alpha_2} LH^{\alpha_3} CPA^{\alpha_4} + \varepsilon_{AGB} \quad (II.5)
\]

where \(\alpha_1 \sim \alpha_3\) are model parameters, \(DBH\) is the LIDAR estimated DBH, and \(\varepsilon_{AGB}\) is the error term.

2.4. Bayesian Method

Bayesian estimation is used to combine new evidence and prior distributions with the Bayesian theorem to get a new probability. Zhang et al. [16,29] presented the Bayesian rules in detail. Let \(y = (y_1, y_2, y_3, \ldots)\) represent a vector of data and \(\theta = (\theta_1, \theta_2, \theta_3, \ldots)\) be a vector of parameters to be estimated. Bayes’ expression is

\[
p(y, \theta) = p(y|\theta)p(\theta) = p(\theta|y)p(y)
\]

where \(p(\theta)\) is the prior distribution for the parameters, which can be obtained by the classical method; and \(p(\theta|y)\) is the posterior distribution of the Bayesian frameworks.

An important feature of the Bayesian method is that the parameter will be given a prior distribution before sampling. The choice of prior distribution is critical for the Bayesian method [25]. Non-informative priors with large or infinite variance that reflect prior “ignorance” are generally chosen [29–31]. Alternatively, if prior information is available from external knowledge (reported parameters from the literature), the information can be used to construct a prior distribution. Zhang et al. [32] used the parameter estimates of height growth models from classical method as the prior information for the Bayesian method, consistent with Zhang et al. [32]. Here, we used the parameters of NLME estimation as the prior distribution for the Bayesian estimation.
2.5. Model Evaluation

The best DBH and AGB model was chosen from the value of the deviance information criterion (DIC) [16], when pooling the data:

\[ DIC = D + N \]

where \( D = E_\theta \{-2 \log p(y|\theta)\} \) represents the posterior mean of the deviance; and \( N = D + 2 \log p \left( y | \theta \right) \) is the effective number of parameters in the model and represents the complexity of the model. A smaller value of DIC for a model indicates a better fit to the data [31].

In addition, the stationarity test in Heidelberger–Welch Diagnostics [33,34] was regarded as a criterion to test if the model converged in our study. The stationary process is a random process in statistics, and its unconditional joint probability distribution does not change with time. Thus, the mean value and variance do not change with time either [35].

The determination coefficient \((R^2)\) and mean absolute deviation \((MAD)\) were used to compare the Bayesian method with the classical method. Higher \(R^2\) and smaller \(MAD\) values indicate a better model fit to the data. They are calculated by

\[ R^2 = \frac{\sum (y - \hat{y})^2}{\sum (y - \bar{y})^2} \]
\[ MAD = \frac{\sum \lvert y - \hat{y} \rvert}{n} \]

where \( y \) is the observed AGB, \( \hat{y} \) is the LIDAR predicted DBH or AGB, \( \bar{y} \) is the mean value of the observed AGB, and \( n \) is the number of samples.

This study developed several candidate DBH models and selected the best model. On the basis of the best DBH model, DBH predictions were introduced to the five candidate AGB models as one of the independent variables. Both the DBH and the AGB models were developed through the hierarchical Bayesian approach. In addition, five different random sample sizes were used for comparing the Bayesian method with the classical method.

Considering the random effects of plot, we added a random effect parameter to \( \beta_1 \) in DBH models and to \( \alpha_1 \) in AGB models using hierarchical Bayesian and classical methods (nonlinear mixed effects model, NLME). The Bayesian and NLME models were constructed by using SAS procedures MCMC and MODEL, respectively [36]. For the Bayesian estimation, a burn-in period of 10,000 steps and 100,000 iterations was used to estimate parameters. The thinning parameter was set to 5 to reduce the correlation between neighboring iterations.

3. Results

3.1. Model Selection

In this study, deviance information criterion (DIC) statistics and the stationarity test were used to evaluate the Bayesian DBH and AGB models. As shown in Table 2, all the DBH models other than model I.5 passed the stationarity test (Table 2). Model I.3 had the smallest DIC value, followed by I.4, I.7, I.2, I.1, and I.6. Thus, model I.3 was selected as the best model to predict DBH used as an independent variable for modeling AGB.
Table 2. Deviance information criterion (DIC) values and stationarity test of seven DBH candidate base models.

| Model | DIC       | Stationarity Test |
|-------|-----------|-------------------|
| I.1   | 2557.572  | passed            |
| I.2   | 2556.442  | passed            |
| I.3   | 2541.001  | passed            |
| I.4   | 2545.794  | passed            |
| I.5   | -         | failed            |
| I.6   | 2580.574  | passed            |
| I.7   | 2547.292  | passed            |

The parameter estimations of model I.3 for different sample sizes are listed in Table 3. In all sample sizes, the standard deviations of all the parameters estimated by the Bayesian method were smaller than those estimated by the classical method, meaning that the parameters estimated by the Bayesian method were more stable than those estimated by the classical method. Simultaneously, we can see from Table 3 that in Bayesian estimation, the range of parameters at sample size 39 was between $-0.036$ and 49.34, while it was between 0.066 and 111.3 at full data. The ranges of parameter estimates for small sample size were significantly narrower than those of the full data, which confirms that for a small sample size, the Bayesian method shows higher efficiency.

Table 3. Parameter estimates and standard deviation errors/deviations (values in brackets) of the LIDAR DBH model for different sample sizes (NLME, nonlinear mixed effects model).

|         | 39      | 99      | 199     | 303     | 402     |
|---------|---------|---------|---------|---------|---------|
| Bayesian|         |         |         |         |         |
| $\beta_1$ | 49.34  | 99.62   | 99.58   | 99.44   | 111.3   |
| $\beta_2$ | 8.326  | 11.92   | 13.2    | 11.96   | 13.6    |
| $\beta_3$ | -0.036 | 0.108   | 0.148   | 0.107   | 0.114   |
| $\beta_4$ | 0.297  | 0.068   | 0.043   | 0.072   | 0.066   |
| NLME    |         |         |         |         |         |
| $\beta_1$ | 49.48  | 99.57   | 99.37  | 99.2    | 99.36   |
| $\beta_2$ | 8.246  | 11.75   | 13.04  | 11.83   | 12.29   |
| $\beta_3$ | -0.036 | 0.108   | 0.146  | 0.109   | 0.118   |
| $\beta_4$ | 0.292  | 0.067   | 0.044  | 0.068   | 0.065   |

In terms of the fitting statistics, AGB models II.1, II.3, and II.4 passed the stationarity test (Table 4), however, the other two models failed. Among the three models, II.1, II.3, and II.4, the DIC in II.3 (4754.906) was much smaller than those in the other two models. Therefore, model II.3 was selected as the best model to predict AGB. The parameter estimations of model II.3 are listed in Table 5. The standard deviation of parameter estimations by Bayesian method in all sample sizes are smaller than classical method.

Table 4. DIC values and stationarity test of the five AGB candidate models.

| Model No. | DIC     | Stationarity Test |
|-----------|---------|-------------------|
| II.1      | 4763.795| passed            |
| II.2      | -       | failed            |
| II.3      | 4754.906| passed            |
| II.4      | 4777.023| passed            |
| II.5      | -       | failed            |
Table 5. Parameter estimates and standard deviation errors/deviations (values in brackets) of the LIDAR AGB model for different sample sizes.

| n  | 39   | 99   | 199  | 303  | 402   |
|----|------|------|------|------|-------|
| Bayesian |      |      |      |      |       |
| \(a_1\) | 0.133 (0.0320) | 0.027 (0.0097) | 0.281 (0.0604) | 0.281 (0.0604) | 0.184 (0.0339) |
| \(a_2\) | 2.334 (0.3959) | 3.385 (0.2338) | 1.370 (0.1881) | 1.37 (0.1881)  | 2.383 (0.1428) |
| \(a_3\) | -0.246 (0.5815) | -1.332 (0.3225) | 0.990 (0.2447) | 0.990 (0.2447) | -0.346 (0.1825) |
| NLME    |      |      |      |      |       |
| \(a_1\) | 0.014 (0.0461) | 0.007 (0.0101) | 0.167 (0.1068) | 0.052 (0.0371) | 0.096 (0.0506) |
| \(a_2\) | 3.522 (1.7199) | 4.463 (0.8609) | 1.670 (0.4611) | 2.973 (0.3612) | 2.781 (0.3620) |
| \(a_3\) | -0.967 (1.254) | -2.019 (0.726) | 0.765 (0.4559) | -0.617 (0.3463) | -0.652 (0.3438) |

3.2. Comparing the Hierarchical Bayesian and NLME Methods

Figure 1 shows the correlations and residuals of AGB using the Bayesian method and the classical method when pooling the data. Both these plots show that the two methods performed well when modeling AGB. Also, the two plots from the two methods are very similar. However, as sample size decreased, the two methodologies produced large differences in \(R^2\) and MAD. For example, when pooling the data, the \(R^2\) of the Bayesian method was 0.5867, which was 2.587% larger than that of the classical method (0.5719). However, for a sample size of 39, the \(R^2\) of the Bayesian method was 11.238% larger than that of the classical method (Table 6). Similarly, although the MAD value from the Bayesian method was slightly smaller (2.172%) than that from the classical method using the whole data set, it was much smaller (16.62%) than that from the classical method for a sample size of 39 (Table 6).

Table 6. The accuracy of model II.3 using different methods (hierarchical Bayesian and NLME) to estimate the value of AGB (\(R^2\); MAD, mean absolute deviation).

| Sample Size | Method      | \(R^2\)   | MAD    |
|-------------|-------------|-----------|--------|
| 10% (39)    | Bayesian    | 0.8611    | 31.0571|
|             | classical   | 0.7741    | 34.2188|
| 25% (99)    | Bayesian    | 0.7704    | 43.2709|
|             | classical   | 0.7529    | 43.1827|
| 50% (199)   | Bayesian    | 0.7529    | 40.5010|
|             | classical   | 0.7503    | 40.2283|
| 75% (303)   | Bayesian    | 0.7080    | 44.8375|
|             | classical   | 0.7046    | 44.6531|
| 100% (402)  | Bayesian    | 0.5867    | 48.3125|
|             | classical   | 0.5719    | 49.3627|

In addition, we found that parameter estimation through the Bayesian method was more stable than that through the classical method when using different sample sizes. For the parameter \(a_1\), the parameter range was 0.027–0.281 for the Bayesian method and 0.007–0.167 for the classical method. In particular, when the sample size was 39, the estimate changed largely compared with that for the pooled data set using the classical method, which could also be seen in parameters \(a_2\) and \(a_3\) (Figure 2). In addition, we found that the classical approach always produced estimates in a wider range than the Bayesian approach (Figure 2).
In addition, we found that parameter estimation through the Bayesian method was more stable than that through the classical method when using different sample sizes. For the parameter $\alpha_1$, the parameter range was 0.027–0.281 for the Bayesian method and 0.007–0.167 for the classical method. In particular, when the sample size was 39, the estimate changed largely compared with that for the pooled data set using the classical method, which could also be seen in parameters $\alpha_2$ and $\alpha_3$ (Figure 2). In addition, we found that the classical approach always produced estimates in a wider range than the Bayesian approach (Figure 2).

Figure 1. Correlation (95% interval) and residual plots for aboveground biomass (AGB) through the hierarchical Bayesian and classical (NLME, nonlinear mixed effects model) methods (From top to bottom: Correlation for AGB by hierarchical Bayesian and classical method; residual plots for AGB by hierarchical Bayesian and classical method).

Figure 2. Cont.
Figure 2. Parameter comparison with 95% intervals between the hierarchical Bayesian method and the classical method (NLME) using different sample sizes.

4. Discussion and Conclusions

In this study, an individual tree DBH and AGB model was selected from seven DBH models and five AGB models using the Bayesian method on the basis of airborne LIDAR data. When selecting a model, we ensured that all models were compared at the same level and that the random effects of the parameters were considered in the same position. The criteria of model selection were the value of DIC and the results of the parameter stationarity test. When selecting the AGB model, the independent variable DBH was the LIDAR estimated DBH, which ensured that the selected AGB model took the correlation between DBH and AGB into account.

LIDAR has the ability to measure the forest structure, and it is a useful tool for obtaining canopy information [11]. This study used LIDAR to obtain the image data of our study area, then acquired individual tree information, including individual tree height and crown projection area, for model development. For aboveground biomass estimation, many studies have used LIDAR data. Næsset et al. [12] used LIDAR data for estimating the timber volume of forest stands. They obtained the LIDAR canopy height and canopy cover density for timber volume estimation, and they found that LIDAR data produced equal results to aerial photointerpretation, though different sites had large differences when estimating timber volume. Holmgren et al. [11] studied how to use LIDAR-derived data in regressive models for estimating the mean tree height and stem volume; the $R^2$ of mean tree height linear regression functions was between 0.89 and 0.91 and that for average stem volumes was
between 0.82 and 0.9 when using the LIDAR mean tree height and LIDAR crown coverage area as variables. LIDAR is widely used in biomass prediction.

The study of forest biomass by the Bayesian method has been relatively less frequent than by the classical method. When the Bayesian method is compared to the classical method, an important difference is that the Bayesian method treats the parameters as random variables, while the classical method treats the parameters as fixed values; that is, the classical method treats the probability as the stable value of the frequency of a large number of repeated trials of events. Zapata-Cuartas et al. [14] used the existing biomass equation reported in the literature as the prior distribution, assuming that the information can be useful to probability distributions, and validated the larger $R^2$ in the Bayesian method. This study used a different approach to the prior distribution—we used the parameters estimated by NLME for the prior distribution and obtained the same results.

We compared the classical method and the Bayesian method in estimating DBH and AGB; the results show that parameter estimation using the Bayesian method had higher stability than that using the classical method, and the $R^2$ of the Bayesian method was higher than that of the classical method. Zianis et al. [17] also compared the two methods—they obtained a contrary result that the classical method was superior to the Bayesian method [17], but they did not compare the two methods on different sample sizes. In order to show that the Bayesian method is more accurate in estimating AGB for different sample sizes, we randomly sampled from the complete data set (Table 6). The data showed that the Bayesian method was more efficient than the classical method for different sizes of samples, which is the same as the result for the full data set. Zapata-Cuartas et al. [14] compared these two methods in the same way, and their results showed that for small sample sizes, the Bayesian method outperforms classical methods of least-square regression. Huang et al. [37] used the same method and showed that when the sample size is less than 50, we should use the Bayesian method to estimate aboveground biomass. Yao et al. [38] also presented a comparison of the Bayesian and classical methods—they found a more stable parameter value when using the Bayesian method. Thus, using the Bayesian method to estimate the aboveground biomass from small sample sizes is a good direction in biomass estimation. If classical methods are applied, especially with a small sample size, violation of statistical assumptions of error can lead to biased point estimates [20,39]. In addition, in this study, we have not taken into account the error propagation, thus a join model is perhaps a good method, and further studies are needed to solve the join model under the Bayesian framework for reducing the model uncertainties.

This study developed LIDAR DBH and LIDAR AGB models using the Bayesian method based on airborne LIDAR data. Previous studies have used the classical method to develop models and applied the classical method to airborne LIDAR data [9,10]. Fu et al. [1] developed a system to predict individual tree diameter and aboveground biomass using the classical method and compared two other widely used model structures (the classical method to estimate AGB depending on DBH and the classical method to estimate AGB not depending on DBH). The current article compared the classical method to the hierarchical Bayesian method, and the results of this study showed that the Bayesian method has higher $R^2$ and smaller MAD than the classical method for all sample sizes; thus, the Bayesian method was better than the classical method in estimating LIDAR DBH and LIDAR AGB for Picea crassifolia Kom. in northwestern China.

Overall, this study combined the advantages of the Bayesian method and airborne LIDAR data; that is, airborne LIDAR data are easier to obtain than conventional aboveground measurements, and the Bayesian method was proven to have greater accuracy than the classical method. In addition, the present study also provides a reference for modeling with a small sample size.
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