A Novel Hierarchical Light Field Coding Scheme Based on Hybrid Stacked Multiplicative Layers and Fourier Disparity Layers for Glasses-Free 3D Displays
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Abstract

This paper presents a novel hierarchical coding scheme for light fields based on transmittance patterns of low-rank multiplicative layers and Fourier disparity layers. The proposed scheme identifies multiplicative layers of light field view subsets optimized using a convolutional neural network for different scanning orders. Our approach exploits the hidden low-rank structure in the multiplicative layers obtained from the subsets of different scanning patterns. The spatial redundancies in the multiplicative layers can be efficiently removed by performing low-rank approximation at different ranks on the Krylov subspace. The intra-view and inter-view redundancies between approximated layers are further removed by HEVC encoding. Next, a Fourier disparity layer representation is constructed from the first subset of the approximated light field based on the chosen hierarchical order. Subsequent view subsets are synthesized by modeling the Fourier disparity layers that iteratively refine the representation with improved accuracy. The critical advantage of the proposed hybrid layered representation and coding scheme is that it utilizes not just spatial and temporal redundancies in light fields but efficiently exploits intrinsic similarities among neighboring sub-aperture images in both horizontal and vertical directions as specified by different predication orders. In addition, the scheme is flexible to
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realize a range of multiple bitrates at the decoder within a single integrated system. The compression performance of the proposed scheme is analyzed on real light fields. We achieved substantial bitrate savings and maintained good light field reconstruction quality.
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1. Introduction

The light field imaging and 3D display markets are growing rapidly. In recent years, we have seen autostereoscopic displays emerge as a potential alternative to stereoscopic 3D displays as it supports stereopsis and motion parallax from different viewing directions [1] [2] [3] [4]. Parallax-based and lenticular-based 3D display technology has still not reached up to the standards to simultaneously provide direction-dependent outputs without losing out on the resolution in reconstructing dense light fields. Emerging multi-layered light field displays provide continuous motion parallax, greater depth-of-field, and wider field-of-view, which are critical for reproducing realistic 3D vision. Tensor or multi-layered displays can accurately reproduce multi-view images or light fields simultaneously with high resolution using just a few light attenuating layers [5] [6] [7].

The typical structure of a multi-layered display is shown in Fig. 1. It consists of light-attenuating pixelized layers (e.g., LCD panels) stacked in front of a backlight. On each layer, the transmittance of pixels can be controlled independently by carrying out multiplicative operations. Fig. 2 illustrates the light rays which pass through different combinations of pixels in stacked layers depending on the viewing directions. Efficient representation and coding of light rays in multi-layered 3D displays are essential for adaptation on different auto-stereoscopic platforms.

Existing light field coding approaches are based on raw lenslet image [8] [9]
Figure 1: Structure of layered light field display

[10, 11, 12], geometry information [13, 14, 15, 16], scene content information [17], disparity information [14, 13, 15], epipolar plane image-based and multiplane image-based [19, 15, 19], view prediction based learning schemes [20, 21, 22, 23] or methods considering light field data as a pseudo video sequence [24, 25, 26, 27]. These compression approaches are not specifically designed for tensor or multi-layered displays.

Our previous work on light field coding exploits the spatial and temporal correlations among light field multiplicative layers [28]. We handled the inherent redundancies in light fields by approximating multiplicative layers in the image-based spatial domain. In this work, we propose a novel hierarchical coding scheme for light field compression based on a hybrid multiplicative layers [29] and Fourier disparity layers representation [30]. The current approach efficiently deals with elimination of spatial, temporal and non-linear redundancies present in the light field view subsets while working in an integrated spatial and Fourier domain representation. This is a generalized coding scheme applicable to a variety of autostereoscopic displays, in particular, useful for tensor or multi-layer light field displays [1, 2, 3, 4]. It offers much more bitrate savings and adaptability to different coding approaches and also achieves the goal of covering a range of multiple bitrates in a single unified system. Apart from supporting multi-view and layered 3D displays, our model can complement other light field coding schemes based on learning networks to support various bitrates as well [31, 32, 33, 22, 34, 23].

In the proposed coding scheme, the input light field is divided into view sub-
sets based on pre-defined Circular and Hierarchical prediction orders (Fig. 3). Three optimized multiplicative layers for each view subset using convolutional neural networks (CNN) are constructed. The key idea in our proposed coding scheme is to reduce the dimensionality of stacked multiplicative layers using the randomized Block-Krylov singular value decomposition (BK-SVD) [35]. Factorization derived from BK-SVD effectively exploits the high spatial correlation between the multiplicative layers and approximates the light field subsets for varying low ranks. Encoding of these low-rank approximated subset multiplicative layers using HEVC codec [36] is performed to eliminate intra-view and inter-view redundancies further. Thus, our scheme approximates multiplicative layers of target light field view subsets for multiple ranks and quantization parameters (QPs) in the first stage. The view subsets are then reconstructed from the decoded layers.

In the second stage, the processing of the entire approximated light field is done in the Fourier domain, following a hierarchical coding procedure. A Fourier Disparity Layer (FDL) calibration is performed to estimate disparity values and angular coordinates of each light field view [37]. These essential parameters provide additional information for the FDL construction and view prediction. They are then transmitted to the decoder as metadata. Next, we split the approximated light field into subsets as identified by four scanning or prediction orders. The first set of views are encoded and utilized for constructing the FDL representation. This FDL representation synthesizes the succeeding view subsets.
The remaining correlations between the prediction residue of synthesized views and the approximated subset are further eliminated by encoding the residual signal using HEVC. The set of views obtained from decoding the residual are employed to refine the FDL representation and predict the next subset of views with improved accuracy. This hierarchical procedure continues iterating until all light field views are coded. The critical advantages of the proposed hybrid layered representation and coding scheme are:

- Our scheme efficiently exploits spatial, temporal, and non-linear redundancies between adjacent sub-aperture images in the light field structure within a single integrated framework. The scheme leverages the benefits of hybrid multiplicative layers and Fourier disparity layers representation in our hierarchical coding and prediction model for gaining superior compression efficiency without compromising reconstruction quality. In the first stage, we process light field in the spatial domain and remove the intra-view and inter-view redundancies among subset multiplicative layers. In the second stage, while working in the Fourier domain, our scheme ensures to eliminate the non-linear redundancies among adjacent views in both horizontal and vertical directions that exhibit high similarities. Experiments with various real light fields following different scanning orders demonstrate superior compression performance of our proposed model.

- The scheme is versatile to realize a range of multiple bitrates within a single integrated system trained using few convolutional neural networks. This characteristic of the proposed model complements existing light field coding systems or methods which usually support only specific bitrates during compression using multiple networks. Our coding model is adaptable to support various computational, multi-view auto-stereoscopic platforms, table-top, head-mounted displays, or mobile platforms by optimizing the bandwidth for a given target bitrate.

A shorter version of this work has been accepted for publication at IEEE SMC 2021 [38]. The current journal version is an extension that elaborates on
two more light field scanning patterns for view subsets. It includes new detailed results and extensive analysis of the performance of the proposed light field coding model. The rest of this article is organized into four major sections. Section 2 describes various existing light field compression approaches and their shortcomings. The proposed layered representation and coding scheme for multi-view displays is discussed in Section 3 in detail. We have elaborated our experiments specifying the implementation, results, and analysis in Section 4. Lastly, the conclusion with comprehensive findings of our proposed scheme and implications of future work are presented in Section 5.

2. Related Works

The light field image or plenoptic image contains information about the intensity and direction of light rays in space [39, 40]. It involves a large volume
of data. Thus, the storage and transmission requirements for light fields are tremendous. Efficient compression techniques leveraging the data redundancy in both the spatial and angular domains of light fields are essential. Compression or coding techniques for light fields are often broadly classified into two categories: lenslet-based or approaches based on perspective sub-aperture images.

The direct compression using raw light field lenslet image captured by plenoptic camera exploits the spatial redundancy between the microimages [8, 9, 10, 11, 12]. This approach is usually based on the existing image/video coding standards, such as JPEG [11] or high efficiency video coding (HEVC) [42]. The unique light field structural characteristics make it harder to predict the lenslet image regions with complex textures accurately. Moreover, there are numerous microimages in the raw light field image which need careful handling. The microimages are of low resolution and require customized reshaping before being fed into an HEVC encoder. Ideally, the lenslet-based compression solutions need to transmit camera parameters for further processing, and thus increase the coding burden on the compressed data stream. These drawbacks encouraged researchers to extract the light field sub-aperture images (SAIs) from raw plenoptic images and explore compression possibilities on these views.

There are various coding methods that directly take light field SAIs as the input. They are broadly categorized as content-based compression [17], disparity-based [14, 13, 18], epipolar plane image-based and multiplane image-based [10, 15, 16], pseudo sequence based [24, 43, 25, 26, 27], view synthesis based [44, 45, 20, 21], and learning-based compression methods [31, 32, 33, 22, 34, 23].

Disparity-based compression methods approximate particular views by the weighted sum of other views [14] or apply the homography-based low-rank approximation method called HLRA [13]. This approach depends on how much the disparities across views vary and may not optimally reduce the low-rank approximation error for light fields with large baselines. Dib et al. [18] proposed a novel parametric disparity estimation method to support the low-rank approximation using super rays. They efficiently exploit redundancy across the different views compared to the homography-based alignment. A shearlet
transform-based method presented in [15] categorizes the SAIs into key and
decimated views. The scheme performs well under low bitrates. The decimated
views are predicted from the compressed key views and a residual bitstream.
Chen et al. [16] used multiplane representation and strongly reduced the calculation burden on the decoder.

The views are reordered as pseudo sequences in predictive compression methods. Liu et al. [24] in their symmetric 2D hierarchical order, compresses the central view first as the I-frame (intra frame) followed by the remaining views as P-frames. Their prediction structure ensures inter-view prediction from adjacent views. Another proposal by Li et al. [13] involves dividing all the light field views into four quadrants and adopting a hierarchical coding structure within each quadrant. Ahmad et al. [25] utilize the multi-view extension of HEVC (MV-HEVC) to compress the light field in the form of a multi-view sequence. They interpret each row of the sub-aperture views as a single view of a multi-view video sequence and propose a two-dimensional prediction and rate allocation scheme. The extension of their work [26] uses hierarchical levels, where views belonging to higher levels are assigned with better quality. The higher-level views are used as references to predict the lower-level views. Synthesized virtual reference frames are generated from Adaptive Separable Convolution Network (ASCN) in another SAIs based technique [27]. Such frames are considered as extra reference candidates in a hierarchical coding structure for MV-HEVC to further exploit intrinsic similarities in light field images.

A block-basis estimation of views from translated reference views is proposed in [21]. The residuals of estimated views are also transmitted to the decoder along with the rest of the view estimation parameters. Other view synthesis compression schemes estimate image depth maps from a subset of reference light field views. The Multi-view Video plus Depth (MVD) structure is adopted for depth image-based rendering to synthesize the intermediate SAIs [15]. A pair of steps to generate noise-refined depth maps for selected perspective views is elaborated in [20].

Bakir et al. [31] presented a deep learning-based scheme on the decoder side
Figure 4: Three components of proposed light field coding scheme. (a) Overview of the encoding scheme (b) Overview of the decoding scheme.
to improve the reconstruction quality of sub-aperture images. Similarly, Zhao et al. [32] encoded only sparsely sampled SAIs, while the remaining SAIs are synthesized using a CNN from the decoded sampled SAIs as priors. However, these methods require large-scale and diverse training samples, and high quality of reconstructed views is only obtained if at least half the SAIs are taken as reference. Schiopu et al. [22] proposed a novel network that synthesizes the entire light field image as an array of synthesized macro pixels in one step. Wang et al. [33] identify a region of interest (ROI), a complex non-ROI, and a smooth non-ROI to compress light field videos framewise. A generative adversarial network (GAN) is proposed in [34] for unsampled SAIs generation. Liu et al. [23] also adopt a GAN framework to boost the light field compression. They use an image group-based sampling method to reduce more SAI redundancy and maintain the reconstructed SAI quality. A perceptual quality-based loss function is also proposed by considering the PSNR of synthetic SAIs and adversarial loss. The above-mentioned coding techniques are not explicitly designed for the representation used in multi-layer-based light field displays. They also usually train a system (or network) to support only specific bitrates during the compression.

3. Proposed Methodology

The complete workflow of our proposed representation and coding scheme with three main components is illustrated in Fig. 4. In COMPONENT I, input light field images are divided into view subsets depending on the specific prediction orders. To efficiently exploit the intrinsic redundancies in light field data, the proposed scheme constructs multiplicative layers from each view subset by employing a CNN. BLOCK I represents a CNN that converts the light field views of the input subsets into three multiplicative layers [29]. In BLOCK II, we removed the intrinsic redundancy present in subset views by exploiting the hidden low-rank structure of multiplicative layers on a Krylov subspace [35]. The low-rank approximation of each subset multiplicative layers is performed using Block-Krylov singular value decomposition (BK-SVD) by choosing various
ranks [35]. The intra-frame and inter-frame redundancies are further eliminated by encoding the approximated layers with HEVC [36]. We reconstruct the approximated views of each subset from their respective decoded multiplicative layers in BLOCK III. At the end of COMPONENT I of our scheme, we obtain approximated light field data at various ranks and quantization parameters.

In the next second phase, approximated subsets are used to construct Fourier disparity layer (FDL) representation of light fields [30]. The processing of approximated light field in COMPONENT II of our scheme is shown in Fig. 4a. There exist non-linear correlations between neighboring sub-aperture views in both horizontal and vertical directions in the light field structure. We particularly target these redundancies between adjacent light field views by processing in the Fourier domain as specified by different scanning or predication orders. The light field is then iteratively reconstructed by the FDL representation in a hierarchical fashion. We find the angular coordinates and disparity values of each view of the low-rank approximated light field (at different ranks and QPs) through FDL calibration and directly transmit them to the decoder (COMPONENT III) as metadata [37]. The approximated light field is divided into subsets specified by four different prediction orders. The initial subset is used in construction of the FDL representation, which is further employed to synthesize the subsequent subsets of views. The correlations in prediction residue are removed, and a more accurate FDL representation is constructed from previously encoded subsets. Thus, we iteratively refine the FDL representation in COMPONENT II until all the approximated light field views are encoded. The decoding scheme is depicted in COMPONENT III (Fig. 4b). Here, angular coordinates and disparity values of the low-rank approximated light field, along with the encoded bitstreams of approximated subsets are utilized for the final light field reconstruction.

3.1. Approximation of light field at different ranks

The input light field is divided into view subsets in COMPONENT I, depending on the specified scanning orders, and a low-rank approximated repre-
sentation of the subset multiplicative layers is obtained in the Krylov subspace. BLOCK I to III in Fig. 4 illustrate the three sub-blocks involved in this step. The details of each step are described in the following sub-sections.

3.1.1. View Subsets of Light Field

The proposed scheme divides the light field into different view subsets based on predefined scanning orders. We adopt a hierarchical pattern configuration and a circular view prediction order described in the work of Dib et al. The four chosen patterns are Circular-2 ($C_2$), Circular-4 ($C_4$), Hierarchical-2 ($H_2$) and Hierarchical-4 ($H_4$). For a $9 \times 9$ light field, the $C_2$ and $H_2$ patterns contain two view subsets and $C_4$ and $H_4$ patterns have four subsets. The exact coding orders of each subset of these four chosen scanning orders are shown in Fig. 3. In all subsets of these patterns, the light field views form a circle that spiral out from the center. Generally, the corner views of light fields are of lower quality, and thus we choose to form a circle rather than a square while scanning the views. Our proposed workflow begins with partitioning of the input light field into subsets based on $C_2$, $C_4$, $H_2$ or $H_4$ patterns (Fig. 4).

3.1.2. Light Field Views to Stacked Multiplicative Layers

The light field $L(s, t, u, v)$ characterizes radiance along light rays as a 4D function. In $L(s, t, u, v)$, the parameters $(s, t)$ specify the spatial coor-
Figure 6: The three optimal multiplicative layers produced by the CNN for the Dragon and Bunnies light field [46].

dinates and \((u, v)\) denote the angular coordinates that represent intersection of the rays with two parallel planes (Fig. 5). A light field can be interpreted as a set of directional views and can be produced using stacked layers that carry out multiplicative light ray operations [29]. Such multiplicative layers could be realized with few light-attenuating panels stacked in equally spaced intervals in front of a backlight (Fig. 1).

The normalized intensity of a light ray emitted from light field display can be described as

\[
L_m(s, t, u, v) = \prod_{x \in X} T_x(u + xs, v + xt) \tag{1}
\]

where, \(T_x(u, v)\) is the transmittance of the layer present at disparity \(x\) and \(X\) denotes the set of disparities among directional views. We determined the multiplicative layers for each subset of different view scanning order. The experiments are performed by considering the light field display composed of three layers located at \(X = \{-1, 0, 1\}\).

The three multiplicative layers obtained from each subset are optimized using a data-driven CNN based approach. The network architecture is depicted in Fig. 4a. The objective is to optimize the layer patterns. Mathematically, it is expressed as

\[
\arg\min_{T_x | x \in X} \sum_{s, t, u, v} \| L(s, t, u, v) - L_m(s, t, u, v) \|_2^2 \tag{2}
\]

The optimized multiplicative layers obtained for \(5 \times 5\) Dragon and Bunnies light field is shown in Fig. [6].
3.1.3. Low-Rank Representation of Subset Multiplicative Layers on Krylov Subspace

The randomized Block-Krylov SVD method introduced by Cameron and Christopher can optimally achieve the low-rank approximation of a matrix within $(1 + \epsilon)$ of optimal for spectral norm error [35]. The algorithm quickly converges in $\tilde{O}(\sqrt{\frac{1}{\epsilon}})$ iterations for any matrix. In our proposed scheme, the optimized multiplicative layers are compactly represented on a Krylov subspace in order to remove the intrinsic redundancy.

We denote each multiplicative layer pattern obtained from the CNN as $T_x \in \mathbb{R}^{m \times n \times 3}$, where $x \in \{-1, 0, 1\}$. The red, green, and blue colour channels of the layer $x$ are denoted as $T^r_x$, $T^g_x$, and $T^b_x$ respectively. We construct three matrices $A^{ch} \in \mathbb{R}^{3m \times n}$, $ch \in \{r, g, b\}$ as

$$A^{ch} = \begin{pmatrix} T^{ch}_{-1} \\ T^{ch}_0 \\ T^{ch}_1 \end{pmatrix}$$

The BK-SVD low-rank approximation in a Krylov subspace for each $A^{ch}$ can remove the intrinsic redundancies in multiplicative layers of the subsets. For simplicity, we will denote $A^{ch}$ as $A$ henceforth. To approximate $A$, the objective is to achieve a subspace that closely captures the variance of $A$’s top singular vectors and avoid the gap dependence in singular values. The spectral norm low-rank approximation error of $A$ is

$$\|A - DD^TA\|_2 \leq (1 + \epsilon) \|A - A_k\|_2$$

Only top $k$ singular vectors of $A$ are used in its rank-$k$ approximation $A_k$. If $D$ is a rank-$k$ matrix with orthonormal columns, the spectral norm guarantee ensures that $DD^TA$ recovers $A$ up to a threshold $\epsilon$.

Block Krylov iteration is performed working with the Krylov subspace

$$K = [I \ A \ A^2 \ I \ A^3 \ I \ \cdots \ A^q \ I]$$

As analyzed in [35], we choose to work on low degree polynomials that allow faster computation in fewer powers of $A$, and thus enabling convergence of the
BK-SVD algorithm in fewer iterations. From subspace $K$, we construct $p_q(A)\Pi$ for any polynomial $p_q(\cdot)$ of degree $q$, where $\Pi \sim N(0, 1)^{d \times k}$. The approximation of $A$ done by projecting it onto the span of $p_q(A)\Pi$ at least matches the best $k$ rank approximation of $A$ lying in the span of Krylov space $K$ \cite{35}. Further, we orthonormalize columns of $K$ to obtain $Q \in \mathbb{R}^{c \times qk}$ using QR decomposition method \cite{47}. After computing SVD of matrix $S = Q^T B B^T Q$, we found matrix $\bar{U}_k$ containing the top $k$ singular vectors of $S$. Thus, the rank-$k$ approximation of $A$ is matrix $D$, which is computed as

$$D = Q \bar{U}_k$$

Consequently, the rank-$k$ block Krylov approximation of matrices $A^r$, $A^g$, and $A^b$ are $D^r$, $D^g$, and $D^b$ respectively. Matrix $D^{ch} \in \mathbb{R}^{y \times z}$ for every colour channel $ch$. To obtain the approximated layers $\bar{T}_z$, we extract colour channels from the approximated $D^{ch}$ matrices by sectioning out the rows uniformly as

$$\bar{T}_{z}^{ch} = D^{ch}[1 : y, 1 : z]$$

$$\bar{T}_{z}^{ch} = D^{ch}[y + 1 : 2y, 1 : z]$$

$$\bar{T}_{z}^{ch} = D^{ch}[2y + 1 : 3y, 1 : z]$$

The red, green, and blue colour channels are combined to form each approximated layer $\bar{T}_{z}^{ch}$, $\bar{T}_0^{ch}$, and $\bar{T}_1^{ch}$. Thus, factorization derived from BK-SVD exploits the spatial correlation in multiplicative layers of the subset views for varying low ranks. The three block Krylov approximated layers for each subset are subsequently encoded into a bitstream using HEVC for various QPs to further eliminate intra and inter layer redundancies in the low-rank approximated representation. The low-rank representation and coding of stacked multiplicative layers on Krylov subspace is depicted in BLOCK II of Fig. 4a.

### 3.1.4. Decoding and Reconstruction of the Light Field Subsets

The decoding procedure of compressed layers and the reconstruction of light field subsets is shown in BLOCK III of Fig. 4a. We decoded three multiplicative layers from the bitstream as $\bar{T}_x$, $x \in \{-1, 0, 1\}$. We consider the integers $s^*, t^*$,
which vary depending on the number of views in each subset. The view $I_{(s^*, t^*)}$ is obtained by translating the decoded layers to $\hat{T}_x$. This step is followed by an element-wise product of colour channels of the translated layers. For a particular view $(s^*, t^*)$, the translation of every $x^{th}$ layer $\hat{T}_x$, to $\hat{T}_x$ is carried out as

$$\hat{T}_{x(s^*, t^*)}(u, v) = \hat{T}_x(u + xs^*, v + xt^*)$$

Thus, the three translated layers for every viewpoint $(s^*, t^*)$ is computed as

$$\hat{T}_{x-1(s^*, t^*)}(u, v) = \hat{T}_{x-1}(u - s^*, v - t^*)$$

$$\hat{T}_{0(s^*, t^*)}(u, v) = \hat{T}_0(u, v)$$

$$\hat{T}_{1(s^*, t^*)}(u, v) = \hat{T}_1(u + s^*, v + t^*)$$

An element-wise product of each colour channel $ch \in \{r, g, b\}$ of the translated layers give the corresponding colour channel of the subset view.

$$I_{(s^*, t^*)}^{ch} = \hat{M}_{-1(s^*, t^*)}^{ch} \odot \hat{M}_{0(s^*, t^*)}^{ch} \odot \hat{M}_{1(s^*, t^*)}^{ch}$$

The combined red, green and blue colour channels output the reconstructed light field subset at the viewpoint $(s^*, t^*)$ as $I_{(s^*, t^*)}$. At last, we merged the view subsets according to $C_2$, $C_4$, $H_2$ or $H_4$ patterns.

Thus, the spatial correlation in multiplicative layers of the subset views is exploited for different low ranks in COMPONENT I of the proposed scheme. Intra and inter-layer redundancies in the low-rank approximated representation are also well removed. We further compressed the light field by eliminating intrinsic similarities caused by non-linear correlations among neighboring views.
in horizontal and vertical directions as specified by $C_2$, $C_4$, $H_2$ and $H_4$ patterns using the Fourier Disparity Layers (FDL) representation. The following section describes the processing of approximated light fields in the Fourier domain.

3.2. Fourier Disparity Layers Representation & Light Field Processing

The Fourier Disparity Layers representation [30] samples the input BK-SVD approximated light field in the disparity dimension by decomposing it as a discrete sum of layers. The layers are constructed from the approximated light field sub-aperture views through a regularized least square regression performed independently at each spatial frequency in the Fourier domain. The FDL representation has been shown to be effective for numerous light field processing applications [30, 37, 48, 49]. We have summarised the use of FDL and encoding of low-rank approximated light field as COMPONENT II in Fig. 4a. The corresponding decoding and reconstruction of the light field subsets are illustrated as COMPONENT III in Fig. 4b. The Fourier Disparity Layer calibration, subset view synthesis, and prediction are described in the following subsections.

3.2.1. FDL Calibration

Without loss of generality, we have considered one spatial coordinate $s$ and one angular coordinate $u$ of 4D light field to present the notations in a simple manner. The approximated light field view $L_{uo}$ at angular position $u_0$ can be defined as $L_{uo}(s) = L(s, u_0)$. We can obtain Fourier coefficients of the $j^{th}$ input light field view using $n$ disparity values $\{d_k\}_{k \in [1,n]}$ [37]. The Fourier transform of $L_{uo}$ at spatial frequency $f_s$ is

$$\hat{L}_{uo}(f_s) = \sum_k e^{+2i\pi u_0 d_k f_s} \hat{L}^k(f_s)$$  \hspace{1cm} (9)

Here, the Fourier coefficients of the disparity layers for a particular frequency $f_s$ is defined by

$$\hat{L}^k(f_s) = \int_{\Omega_k} e^{-2i\pi f_s} L(s, 0) dx$$  \hspace{1cm} (10)

Each of such Fourier coefficients can be understood as the Fourier transform of the central light field view (as $u_o = 0$) by just considering the spatial region $\Omega_k$ of disparity $d_k$. 
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The angular coordinates $u_j$ of the input views and the disparity values of the layers $d_k$ are estimated by minimizing over all frequency components $f_s^q$, $q \in \llbracket 1, Q \rrbracket$, where $Q$ is the number of pixels in each input image \textsuperscript{[30]}. By computing Fourier transforms of all $m$ approximated light field views as $\hat{L}_{u_j}(j \in \llbracket 1, m \rrbracket)$, the FDL representation is learnt by solving a linear regression problem for each frequency $f_s$.

The optimization problem is formulated as $Ax = b$ with Tikhonov regularization, where $A \in \mathbb{R}^{m \times n}$, $x \in \mathbb{R}^{n \times 1}$ and $b \in \mathbb{R}^{m \times 1}$. Elements of matrix $A$ are $A_{jk} = e^{+2i\pi u_j d_k f_s}$ and $x$ contains the Fourier coefficients of disparity layers $x_k = \hat{L}_k(f_s)$. The vector $b$ contains the Fourier coefficients of $j^{th}$ input view, $b_j = \hat{L}_{u_j}(f_s)$. The solution of the optimization problem results in the disparity values $d_k$ and view positions $u_j$ that are passed as metadata information to the decoder in COMPONENT III.

### 3.2.2. FDL View Synthesis and Prediction

In section \textsuperscript{3.1.1} two basic scanning orders, circular and hierarchical, are discussed for the synthesis and coding of light field views. Each of these chosen orders has two or four view subsets. This results in four patterns $C_2$, $C_4$, $H_2$ and $H_4$. In all four cases of the view prediction orders, the images are arranged in a spiral order starting from the center of the light field for each subset. The initial view subset of every pattern is always the first subset as specified by the
scanning order. This subset is directly encoded first in COMPONENT II. For example, in Fig. 8 the blue coloured subset in $C_2$ is the first subset.

The angular coordinates $u_j$ and disparity values $d_k$ are determined by the Fourier Disparity Layer calibration [30]. These are required in the further FDL construction and view predictions. This additional information is transmitted to the decoder in COMPONENT III as metadata [37]. The initial view subset is used in the basic construction of FDL representation. This aids in the synthesis of succeeding view subsets. The residual signal is also encoded to account for the remaining correlations in the prediction residue of synthesized views. The FDL representation is then refined before prediction and encoding of the next subset of views. Thus, the FDL representation is iteratively fine-tuned at every stage, after encoding every view subset, until all the approximated input light field views are encoded.

4. Results and Analysis

The performance of the proposed compression scheme is evaluated on real light fields captured by plenoptic cameras. The experiments are performed with Bikes, Fountain & Vincent 2, and Stone pillars outside light field datasets from the EPFL Lightfield JPEG Pleno database [50]. The central views of the chosen light field images are shown in Fig. 7. The raw plenoptic images are extracted
Figure 10: Bitrate vs YUV-PSNR curves for the proposed compression scheme and Dib et al. for the three datasets in the $C_2$, $C_4$, $H_2$ and $H_4$ patterns. *(Kindly expand for better clarity)*
into 15×15 sub-aperture views using the Matlab Light field toolbox [51].

The patterns $C_2$, $C_4$, $H_2$ and $H_4$ are constructed from inner 9×9 light field views for our experiments. Subsets 1 and 2 of $C_2$ contain 24 and 57 light field views respectively. The first and second subsets $H_2$ contain 25 and 56 views respectively. In $C_4$, subsets 1, 2, 3 and 4 have 4, 16, 12 and 49 views respectively. Lastly, subsets 1, 2, 3 and 4 of $H_4$ contain 4, 5, 16 and 56 light field views respectively. The exact scanning orders of the patterns and their subsets are specified in Fig. 3.

4.1. Experimental Settings and Implementation Details

The proposed scheme is implemented on a single high-end HP OMEN X 15-DG0018TX system with 9th Gen i7-9750H, 16 GB RAM, RTX 2080 8 GB Graphics, and Windows 10 operating system. The multiplicative layers for each view subset of the four scanning orders are optimized using their corresponding convolutional neural network (CNN). The CNN contains twenty 2D convolutional layers stacked in a sequence. They have constant spatial size of tensors throughout and only the number of channels is varied. The first layer in each CNN corresponds to the tensor $L$, which contains all the pixels of subset $L(u,v,s,t)$ being handled. $L$ has number of channels equal to the number of viewpoints in respective subset and tensor $T$ (that contained all the pixels of $T_x(u,v)$) has 3 channels corresponding to the 3 light field subset multiplicative layers. Intermediate convolutional layers comprise of 64 channels each. In Fig. 4a, ‘ch’ refers to the channels in the convolutional layers. We train each CNN model for 25 epochs at a learning rate of 0.001 and a batch size of 15. The entire networks are implemented using the Python-based framework, Chainer (version 7.7.0).

The resultant output multiplicative layers for each subset of $C_2$, $C_4$, $H_2$ and $H_4$ patterns are obtained from the trained CNN models. Fig. 8 illustrates the three multiplicative layers produced for each view subset of Circular-2 and Circular-4 patterns in the Fountain & Vincent 2 data. The three multiplicative layers of each subset of Hierarchical-2 and Hierarchical-4 are shown in Fig. 9 for
Table 1: Total number of bytes for each subset of Circular-2 pattern using our proposed coding scheme and Dib et al. [37].

| QP | Scheme | Bikes | Stone pillars outside | Furman & Vincent 2 |
|----|--------|-------|----------------------|---------------------|
|    |        | Subset 1 | Subset 2 | Subset 1 | Subset 2 |
| 2  |        |        |        |        |        |
| 4  |        |        |        |        |        |
| 6  |        |        |        |        |        |
| 8  |        |        |        |        |        |
| 10 |        |        |        |        |        |
| 12 |        |        |        |        |        |
| 14 |        |        |        |        |        |
| 16 |        |        |        |        |        |
| 18 |        |        |        |        |        |
| 20 |        |        |        |        |        |
| 22 |        |        |        |        |        |

**Notes:**
- **Bikes** refers to the number of bytes for each subset of the Circular-2 pattern.
- **Stone pillars outside** and **Furman & Vincent 2** columns show the number of bytes for each scheme.

- **Proposed (Rank 4):** The proposed coding scheme ranked 4th.
- **Proposed (Rank 8):** The proposed coding scheme ranked 8th.
- **Proposed (Rank 16):** The proposed coding scheme ranked 16th.
- **Proposed (Rank 32):** The proposed coding scheme ranked 32nd.
- **Proposed (Rank 64):** The proposed coding scheme ranked 64th.

Data extracted from the image.
Table 2: Total number of bytes for each subset of Hierarchical-2 pattern using our proposed coding scheme and Dib et al. [37].

| Subtuples | Bike | Stone pillars outside | Function & Vincent 2 |
|-----------|------|----------------------|----------------------|
|           |      | Subset 1 | Subset 2 | Subset 1 | Subset 2 | Subset 1 | Subset 2 | Subset 1 | Subset 2 | Subset 1 | Subset 2 |
|           |      | Proposed (Rank 4) | Proposed (Rank 8) | Proposed (Rank 16) | Proposed (Rank 4) | Proposed (Rank 8) | Proposed (Rank 16) | Proposed (Rank 4) | Proposed (Rank 8) | Proposed (Rank 16) | Proposed (Rank 4) | Proposed (Rank 8) | Proposed (Rank 16) |
|           |      | 287572 | 241398 | 57194 | 51268 | 287572 | 241398 | 57194 | 51268 | 287572 | 241398 | 57194 | 51268 |
|           |      | 240605 | 209976 | 51268 | 51268 | 240605 | 209976 | 51268 | 51268 | 240605 | 209976 | 51268 | 51268 |
|           |      | 253802 | 213780 | 51268 | 51268 | 253802 | 213780 | 51268 | 51268 | 253802 | 213780 | 51268 | 51268 |
|           |      | 257220 | 213780 | 51268 | 51268 | 257220 | 213780 | 51268 | 51268 | 257220 | 213780 | 51268 | 51268 |

...
Table 3: Total number of bytes for each subset of Circular-4 pattern using our proposed coding scheme and Dib et al. \[37\].

| Subset | Bikes | Stone pillars outside | Fountain A | Fountain B | Fountain C | Fountain D |
|--------|-------|-----------------------|------------|------------|------------|------------|
| 1      | Proposed (Rank 60) | 18900 | 49014 | 76951 | 50779 | 128501 |
|        | Proposed (Rank 44) | 18900 | 49014 | 76951 | 50779 | 128501 |
|        | Proposed (Rank 28) | 18900 | 49014 | 76951 | 50779 | 128501 |
| 2      | Proposed (Rank 60) | 41902 | 13999 | 5300 | 3500 | 1249 |
|        | Proposed (Rank 44) | 41902 | 13999 | 5300 | 3500 | 1249 |
|        | Proposed (Rank 28) | 41902 | 13999 | 5300 | 3500 | 1249 |
| 3      | Proposed (Rank 60) | 202694 | 37340 | 202694 | 37340 | 202694 |
|        | Proposed (Rank 44) | 202694 | 37340 | 202694 | 37340 | 202694 |
|        | Proposed (Rank 28) | 202694 | 37340 | 202694 | 37340 | 202694 |
| 4      | Proposed (Rank 60) | 3500 | 1249 | 41902 | 13999 | 5300 |
|        | Proposed (Rank 44) | 3500 | 1249 | 41902 | 13999 | 5300 |
|        | Proposed (Rank 28) | 3500 | 1249 | 41902 | 13999 | 5300 |

\[QP\] Scheme
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Fountain C

Fountain D
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Table 4: Total number of bytes for each subset of Hierarchical-4 pattern using our proposed coding scheme and Dib et al. [37].

| Subset | 1st | 2nd | 3rd | 4th |
|--------|-----|-----|-----|-----|
| Proposed (Rank 4) | 65931 | 62419 | 75760 | 62419 |
| Proposed (Rank 5) | 65931 | 62419 | 75760 | 62419 |
| Dib et al. | 65931 | 62419 | 75760 | 62419 |

Dib et al. [37]
Table 5: Bjontegaard percentage rate savings for the proposed compression scheme with respect to Dib et al. [37]. Negative values represent gains.

| Scene                    | Circular-2 | Hierarchical-2 | Circular-4 | Hierarchical-4 |
|--------------------------|------------|----------------|------------|---------------|
|                          | Subset 1   | Subset 2       | Subset 1   | Subset 2      |
| Bikes                     | 4          | -91.07697181   | -97.56541214 | -85.20018338 |
|                          | 8          | -95.066064     | -99.5369851  | -98.8452873  |
|                          | 12         | -91.9260063    | -97.9596853  | -98.2198153  |
|                          | 20         | -95.6475692    | -97.1956555  | -98.1077824  |
|                          | 40         | -94.3141049    | -94.3310249  | -97.0249826  |
|                          | 60         | -86.4629531    | -92.9321527  | -95.6279831  |
|                          |            |                |            |               |
| Stone pillars outside     | 1          | -98.74446465   | -99.7373088  | -98.9617927  |
|                          | 8          | -98.90331735   | -98.83289017 | -99.57099646 |
|                          | 16         | -98.9540372    | -98.83289017 | -99.57099646 |
|                          | 28         | -99.09494577   | -97.88383496 | -97.93405439 |
|                          | 44         | -99.69494577   | -97.88383496 | -97.93405439 |
|                          |            |                |            |               |
| Fountain & Vincent        | 1          | -70.2713249    | -93.3380536  | -87.7742571  |
|                          | 8          | -82.1462435    | -88.3314487  | -83.1595801  |
|                          | 16         | -87.949514     | -88.3314487  | -83.1595801  |
|                          | 28         | -84.445729     | -88.3314487  | -83.1595801  |
|                          | 44         | -81.3749531    | -88.3314487  | -83.1595801  |

the Bikes data. We rearranged the colour channels of these multiplicative layers as described in section 3.1.3 and then applied BK-SVD for ranks 4, 8, 16, 28, 44, 52 and 60. The approximated matrices are then rearranged back into layers and compressed using HEVC (BLOCK II of COMPONENT I). We use quantization parameters 2, 6, 10, 14, 20, 26, and 38 to test both high and low bitrate cases of HEVC. The decoding and reconstruction of BK-SVD approximated subsets for all four patterns are then performed.

Low-rank approximated subsets are then utilized to form the FDL representation of light fields. The number of layers in the FDL method are fixed to \( n = 30 \). Views in approximated Subset 1 construct the initial FDL representation. The subsequent view subsets are predicted from this FDL representation and the residues iteratively refine the FDL representation. We used HEVC to perform the encoding in COMPONENT II, choosing quantization parameters 2, 6, 10, 14, 20, 26, and 38. The final reconstructed light field central views at the end of COMPONENT III for the Stone pillars outside data is illustrated in Fig. 11 for the BK-SVD ranks 28, 44 and 60.
4.2. Results and Comparative Analysis

We compare the proposed scheme with Dib et al. [37] light field coding algorithm. The proposed coding scheme outperforms by large margins. The total number of bytes taken by our approach is comparatively far lesser than the work by Dib et al. [37] for all ranks and QPs. The corresponding results are depicted in Table 1 for $C_2$, Table 2 for $H_2$, Table 3 for $C_4$ and Table 4 for $H_4$ patterns. The bitrate vs YUV-PSNR graphs of three datasets in $C_2$, $C_4$, $H_2$ and $H_4$ configurations are illustrated in Fig. 10. For all four scanning patterns, the proposed scheme has significantly better rate-distortion results considering both subset-wise light field and entire light field.

Further, we analyze bitrate reduction (BD-rate) of the proposed scheme with respect to Dib et al. [37] using Bjontgaard metric [52]. The average percent difference in rate change is estimated over a range of QPs for seven chosen ranks. A comparison of the percentage of bitrate savings of our proposed coding scheme with respect to the anchor method for three chosen light field datasets is shown in Table 5. For $C_2$ pattern, the proposed scheme achieves 94.53%, 96.39%, and 93.96% bitrate reduction compared to Dib et al. [37] for light fields Bikes, Stone pillars outside, and Fountain & Vincent 2 respectively. For pattern $H_2$, the proposed scheme achieves 97.23%, 97.54%, and 96.67% bitrate reduction compared to Dib et al. [37] for the light fields Bikes, Stone pillars outside, and Fountain & Vincent 2 respectively. Lastly, the $C_4$ and $H_4$ patterns have 93.09%, 95.29%, 90.71%, and 93.18%, 96.02%, 91.25% bitrate reduction respectively in the proposed scheme over Dib et al. [37] for Bikes, Stone pillars outside, and Fountain & Vincent 2.

5. Conclusion

We have proposed a novel hierarchical hybrid coding scheme for light fields based on transmittance patterns of low-rank multiplicative layers and Fourier Disparity Layers. Typical pseudo sequence based light field compression schemes [24, 25, 26, 27] do not efficiently consider the similarities between horizontal and
vertical views of a light field. Our proposed scheme not only exploits the spatial correlation in multiplicative layers of the subset views for varying low ranks, but also removes the temporal intra and inter-layer redundancies in the low-rank approximated representation of view subsets. The approximated light field is further compressed by eliminating intrinsic similarities among neighboring views of Circular-2, Circular-4, Hierarchical-2 and Hierarchical-4 patterns using Fourier Disparity Layers representation. This integrated compression achieves excellent bitrate reductions without compromising the quality of the reconstructed light field.

Our scheme offers flexibility to cover a range of multiple bitrates using just a few trained CNNs to obtain a layered representation of the light field subsets. This critical feature sets our proposed scheme apart from other existing light field coding methods, which usually train a system (or network) to support only specific bitrates during the compression. Besides, existing coding approaches are not explicitly designed to target layered displays and are usually only classified
to work for lenslet-based formats or sub-aperture images based pseudo-sequence light field representation. The proposed flexible coding scheme can support not just multi-layered light field displays, but is also adaptable to table-top or other variety of autostereoscopic displays.

In our future work, we plan to extend the proposed idea to light field displays with more than three light attenuating layers. Proof-of-concept experiments with our scheme also pave the way to form a more profound understanding in the rank-analysis of a light-field using other mathematically valid tensor-based models and coded mask cameras. We also aim to verify our scheme with physical light field display hardware. Further, we wish to adapt the proposed scheme with display device availability and optimize the bandwidth for a target bitrate. This would enable deploying the concepts of layered displays on different display platforms that deliver 3D contents with limited hardware resources and thus best meet the viewers’ preferences for depth impression and visual comfort.
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