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Abstract—Class Scheduling is a highly constrained task. Educational institutes spend a lot of resources, in the form of time and manual computation, to find a satisficing schedule that fulfills all the requirements. A satisficing class schedule accommodates all the students to all their desired courses at convenient timing. The scheduler also needs to take into account the availability of course teachers on the given slots. With the added limitation of available classrooms, the number of solutions satisfying all constraints in this huge search-space, further decreases.

This paper proposes an efficient system to generate class schedules that can fulfill every possible need of a typical university. Though it is primarily a fixed-credit scheduler, it can be adjusted for open-credit systems as well. The model is designed in MiniZinc [1] and solved using various off-the-shelf solvers.

The proposed scheduling system can find a balanced schedule for a moderate-sized educational institution in less than a minute.

Index Terms—Class Scheduling, Timetabling, Artificial Intelligence, MiniZinc, Chuffed Solver

I. INTRODUCTION

Scheduling, in general, refers to the task of making routines or weekly schedules for every relevant entity in an institution. A routine for an entity consists of events of fixed duration spread across multiple time-slots throughout all working days. Teachers, students, rooms, and courses are primary entities in a class scheduling task. A class scheduler has to prepare a separate schedule for each entity in the system and make sure that individual schedules are mutually consistent. For sustainable technologies of the future, finding optimum schedules for all the entities is vital to maximize efficiency of a system.

A. Class Scheduling in Universities

A university as an educational institute, needs to prepare routines for its teachers and students. Usually, universities offer courses to their students in one of two ways - a fixed credit system or an open credit system. Two systems vary in the level of openness of choice for students to choose courses.

The fixed credit system, also known as the lockstep system, is used in many universities around the globe. Universities following the fixed-credit system, usually create fixed tracks of courses for particular programs in each department. A student, at the time of enrollment, has to choose one of the fixed tracks for their coursework. In some cases, universities allow students to make a few tweaks to their track, for example, choosing a major or minor. These tweaks need to be taken into account while preparing the routine. This entire process makes the class scheduling task a very complicated and highly constrained problem. This paper primarily deals with the fixed credit system.

In this paper, class scheduling is defined as the task of preparing a course timetable for all lectures in a week for a particular program where each lecture is assigned to a classroom and a time-slot. Indivisible groups of students attending all lectures together are treated as homogeneous units. Each such homogeneous unit is termed as a “section”. Each lecture has one or more corresponding sections, and a corresponding faculty or teacher. The scheduler’s task is to ensure that the teacher is available for the lecture at the assigned time and there are no conflicts among the timing of different assigned lectures.

B. Complexity of the Problem

A large-scale scheduling task creates a huge search space. For s sections, each attending c courses of h credit hours each, the total number of lectures per week becomes c*h*s. For n time-slots per day and considering a five-day week, there are 5*n slots in a week. A university with r classrooms has to assign each lecture to one of 5*n*r possible combinations of classrooms and time-slots. So, the total search space size becomes (c*h*s) * (5*n*r). Kolokolova et al [2] proves this to be an NP-Hard problem.

Within this huge search space, the number of possible and consistent solutions is scarce. To assign a slot to a class, the corresponding teacher and all corresponding sections need to be available at the same time. There also has to be a vacant classroom. All these constraints make the scheduling task extremely difficult.

C. Traditional Approaches

Traditionally, most educational institutes have opted for a manual approach to solve their scheduling problem. However, the complexity of the task makes it difficult for humans to find an optimum solution in reasonable time. A human or a team of humans has to spend hours if not days to prepare a fully consistent routine.
An alternative to human effort can be the use of a computerized method. However, considering that the number of consistent solutions is significantly small compared to the vast search space, the task is not solvable by normal searching algorithms in polynomial time. Non-AI search algorithms, like, breadth-first search, and depth-first search, will need a huge amount of time to obtain a proper solution. As both manual and non-AI approaches fail short, researchers and practitioners have often opted for an AI approach. There are plenty of AI solutions to this problem but none of them have global recognition due to different shortcomings.

This paper introduces a new AI solution to this problem. This novel solution leverages the MiniZinc modeling language where the entire problem is defined. MiniZinc is a high-level declarative modeling language. It is a simple but expressive tool for constraint satisfaction problems, and allows users to write solver-independent general models. Additional data is passed in as parameters to the model. At the time of execution, the MiniZinc model is internally converted into FlatZinc [3] and solved using one of the many available solvers. This paper uses a variety of solvers, and among them, Chuffed [4] solver outperformed the rest.

II. RELATED WORKS

Class scheduling with AI techniques has been a well-studied topic of research for a long time. Much work has been done in this field. Some uses knowledge-based approaches [5] and some uses the graphical approaches [6]. Other approaches, like, the use of Instruction Level Parallelism (ILP) techniques [7], are also noteworthy.

Lee et al. [5] describes a knowledge-based approach to solving the task. Their scheduling system is based on the computation of the desirability map. Information about classes and teachers are collected and passed as the input to the system. The system generates a class schedule that meets the specified requirements and constraints. They use the rule-based language, CLIPS [8] and they name their system CLXPERT. Their knowledge-based approach was new to the scheduling domain and was also previously used by Giarrantano et al. [9]. Noronha et al. [10] also proposes such an approach.

Carter et al. [11] describes the course time-Tabling system for the University of Waterloo. The paper gives a comprehensive description of the scheduling system for an open-credit university. All the steps, starting from choosing courses to allocating classrooms to each course are elaborately described in this paper. The major difference between their problem statement and ours is, they need to allocate each student to lectures (since each student has the flexibility to choose any of the offered courses) whereas, we can directly assign sections to courses. They consider each student as an individual entity, initially. So the complexity of the problem increases hugely. To solve it, they use “Homogeneous Sectioning”. In this approach, they make small clusters of students who request for the same courses and consider these small clusters as homogeneous sections. So, when the time-table is made, these homogeneous sections, individually, are considered as separate entities. Our approach of using “sections” as homogeneous units is borrowed from this work.

Sampson et al. also addresses a similar problem in their paper [12]. They address a specific scheduling problem – the class scheduling of Darden Graduate School of Business Administration of the University of Virginia. As the curriculum involves two types of systems – the fixed credit, and the open credit, they split the task into two portions and solve them using a heuristic approach. They split the work into sub-problems - enrollment and scheduling. The scheduling task resonates with our work. The core concept of their work is participation maximization. For this, they devised an algorithm to maximize the number of students. The students are asked to give their preferences. The algorithm uses a heuristic approach to maximize student participation. Though this is an efficient way of targeting the problem, this falls short for open-credit systems.

Abramson [13] solves a school time-table scheduling problem. His approach involves the use of Simulated Annealing. Though the problem we are dealing in this paper is not school time-Tabling, but a university class-scheduling is not too different from a school class-scheduling. Abramson’s work shows remarkable outcomes. Aycan et al. [14], had also used the simulated annealing approach. They have defined a set of constraints and used simulated annealing algorithm as the searching algorithm. The constraints they used in their system are similar to what we have used in this paper except for a few basic differences.

The heuristic approach has given promising results outside of the class scheduling problem too. For example, in the papers [15]–[17] heuristic approach has been used to solve different types of search and scheduling problems. The outcomes are remarkable.

III. SYSTEM DETAILS

Fig 1 describes the overall system used in this paper. The system uses MiniZinc as the modeling language where the data structures are represented and all the constraints are defined. A designated solver fills data elements according to the constraints. The entire system is wrapped in python for easy I/O operations using python interface.

A. Environment and Data-structures

MiniZinc is a high-level modeling language, where declaring relevant variables and parameters and their relations in the form of constraints, is enough to generate an “optimized” or “satisfiable” solution, with the help of a solver.

The primary task of this system is to generate routines for each entity, i.e., for each teacher and each section, keeping logical coherence. Teachers and sections are the only concerning entities. Therefore, they need to be represented as variables. This work intentionally avoids other relevant personnel in the system for the ease of representation.

Our model uses two 3-D arrays as variables to store the routines - one for “sections” and one for “teachers”, where each 2-D plane represents the routine for a single entity.
Fig. 2 illustrates this phenomenon. The model initializes these variables as empty arrays and the solver gradually fills them up.

In this implementation, several parameters, like, the classDetails, the classCredits parameters, etc, have been used. In classDetails, the list of all classes with corresponding teachers and sections is stored. The system allows one, two, or many sections to attend the same class according to need. This can be useful to create sub-sections in an institute. In classCredits, the total number of credits, associated with each course in the system, is stored. Another unique feature that this model provides is the use of teacherBusy array. With it, the total number of available slots for each enlisted faculty can be reduced.

B. Constraints

Along with defining all the data-structures, a MiniZinc model must define all possible relations among them. These relations are called constraints. In this paper, we have subdivided all the constraints into two broader classes – coherence constraints and feature constraints.

1) Coherence Constraints: This type of constraints maintain coherence between the defined variables. In our case, all the routines need to be consistent with each other and the coherence constraints are used to prevent any sort of inconsistency. Some examples are as follows:

- Individuality Constraint: A single entity cannot be at two places at the same time. So, for the section routine array and the teacher routine array, constraints had to be declared so that each at a particular time slot, only one class is assigned to an entity.

```plaintext
forall(i in classList, sec in sectionList) {
    if classDetails[i,2] != sec /
        classDetails[i,3] != sec
    then forall(d in daysPerWeek, s in slotsPerDay) {
        (sectionRoutine[sec,d,s] != i)
    } else {
        forall(d in daysPerWeek) {
            (sum(s in slotsPerDay) (if sectionRoutine[sec,d,s] == i
            then 1 else 0 endif) <= 1)
        }
    }
}
```

```plaintext
forall(i in classList, t in teacherList) {
    if classDetails[i,1] != t
    then forall(d in daysPerWeek, s in slotsPerDay) {
        (teacherRoutine[t,d,s] != i)
    } else forall(d in daysPerWeek) {
        (sum(s in slotsPerDay) (if teacherRoutine[sec,d,s] == i
        then 1 else 0 endif) <= 1)
    }
}
```
• **Course-entity Constraint**: Sections and the teacher involved in a particular lesson need to have the lesson at the same time slot. More than one constraint was used to ensure this coherence.

```plaintext
forall(t in teacherList, d in daysPerWeek, s in slotsPerDay)(
  if teacherRoutine[t,d,s] > 0 then
    sectionRoutine[classDetails[
      teacherRoutine[t,d,s],2],d,s] ==
    teacherRoutine[t,d,s] /
    sectionRoutine[classDetails[
      teacherRoutine[t,d,s],3],d,s] ==
    teacherRoutine[t,d,s]
  else true
  endif);
```

• **Room Limitation Constraint**: A room cannot host multiple lectures at the same time. So, a constraint was declared that restricted the total number of lectures on a particular slot of a day.

```plaintext
forall(d in daysPerWeek, s in slotsPerDay)(
  sum(t in teacherList) if teacherRoutine[t,d,s]!-0 then 1
  else 0 endif) <= rooms;
```

2) **Feature Constraints**: The constraints that offer solutions to real-life issues and make our model practically usable are categorized as feature constraints.

• **Routine Generation Constraint**: The most important feature of this system is the generation of routines. It is necessary to ensure every class listed in the `classDetails` array is assigned slots and the teacher and section routines are filled up accordingly. The coherence constraints, in this paper, are designed in a way that this constraint is automatically satisfied.

• **Credit Hours Constraint**: A constraint was declared to make the number of lectures of a particular course equal to the corresponding credit hour provided in `classCredits` array.

```plaintext
forall(i in classList)(
  sum(d in daysPerWeek, s in slotsPerDay) if teacherRoutine[classDetails[i,1],d,s] ==
  then 1
  else 0 endif) == classCredits[i]);
```

• **Teacher Availability Constraint**: Another constraint was declared that prevents assigning slots to a teacher when he/she is busy. The `teacherBusy` array provided by the user is used for this purpose.

```plaintext
forall(t in teacherList, d in daysPerWeek, s in slotsPerDay)(
  if teacherBusy[t,d,s] == 1 then teacherRoutine[t,d,s] == 0
  else true
  endif);
```

• **Non-repeating Lecture Constraint**: The lecture of the same course should not be held multiple times on the same day. This feature is included inside the “Individuality Constraint”.

C. Reaching Solution

In MiniZinc, the model does not need to explicitly declare the search algorithm to find a satisfiable or optimized solution. Any FlatZinc supported solver can be integrated with the MiniZinc model to obtain the required solution. This paper shows the use of the Chuffed solver [4] in its model. Chuffed is a lazy clause generation solver [18]. It combines Finite Domain (FD) propagation [19] with Boolean satisfiability [20]. The FD component of the solver records the reason for each propagation step. Thus an implication graph, similar to the one built by an SAT solver, is generated that creates efficient “nogoods” and keeps a record of reasons for failure. SAT unit propagation technology uses these “nogoods” to generate the output. The hybrid solver created in this way has the advantages of both FD solvers and SAT solvers.

IV. RESULTS

An output of a constraint satisfaction problem always fulfills all the required criteria. Therefore, any generated output of this MiniZinc model is a valid output. So, the performance of the model cannot be evaluated based on the quality of the output. In this paper, the time required to generate a “satisfiable” solution is used as the metric to evaluate performance.

The total number of courses, the number of teachers, the number of sections - everything can significantly vary for different universities. We conducted experiments with different settings and different data sizes to check which solver performs best and to what extent the model can generate results.

If we consider an average sized university with 4 intake batches and each batch having 6 courses, then the total number of courses become 24. If each batch has two separable sections and each section has two lab-groups, then the total number of deliverable lectures becomes 48. A system that can successfully generate schedule for such a dataset can be regarded as a successful scheduler. In our experiments, our system could successfully generate result for much larger datasets as well. For a dataset with 400 teachers, 400 in-take batches, and 600 courses in-total, our system took around 27 hours to generate the routine on a Ryzen 2600 CPU with 8GB RAM.

A. Solver Comparison

MiniZinc provides several off-the-shelf solvers. Among them, we tested 8 different solvers [4], [21]–[27] with our model varying the input parameters. All these are excellent
TABLE I
COMPARING PERFORMANCE OF DIFFERENT SOLVERS. THE TIMING (IN SECONDS) OF EACH EXPERIMENT IS DENOTED IN THE TABLE. “INCOMPLETE” RESULTS ARE DENOTED BY ‘-’ SIGN. THE RESULT THAT TOOK LONGER THAN 4 HOURS TO GENERATE IS MARKED WITH $\infty$ SYMBOL. THE RESULTS SHOW THAT CHUFFED SOLVER WORKS MUCH BETTER THAN THE RESULT FOR OUR MODEL.

| Routines | Teacher(s) | 3 | 6 | 7 | 9 | 16 | 20 | 40 |
|----------|------------|---|---|---|---|----|----|----|
| Section(s) | 2 | 4 | 3 | 5 | 8 | 12 | 24 |
| Courses(s) | 1 | 4 | 6 | 10 | 16 | 24 | 48 |
| Chuffed | 0.56 | 0.69 | 0.80 | 1.08 | 2.17 | 5.04 | 47.3 |
| Gecode | 0.51 | 0.93 | 9362 | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| Optimathsat | - | - | - | - | - | - | - |
| Opturion | - | - | - | - | - | - | - |
| Gurobi | - | - | - | - | - | - | - |
| CBC | 0.88 | 2.6 | 16.7 | 36.9 | 911 | 1680 | $\infty$ |
| OscaR CBLS | - | - | - | - | - | - | - |
| OR Tools | - | - | - | - | - | - | - |

solving but the results show that the Chuffed solver performs much better than the other solvers for our system.

As shown in Table I, few of the solvers failed to generate any form of “complete” result. The process that these solvers use to create search trees and the way our system was designed are not fully compatible. This is the primary reason for this failure. Nevertheless, these solvers are great and redesigning our model can make these solvers generate “complete” solutions for our model as well.

B. Stress Testing

Chuffed significantly outperformed the rest of the solvers. Therefore, further experiments were only conducted on it.

In the stress testing, data of different sizes and amounts were supplied to the model. Testing was conducted in three phases, each with a different number of courses per teacher. The total number of courses in each testing phase was increased gradually from 2 to 104. In all cases, the model was able to generate satisficing routines for all entities in the system. Stress testing was also conducted on datasets of arbitrary values of much larger size as well.

V. DISCUSSION

Our AI-based system can successfully generate class schedule in reasonable time using reasonable computing resources.

A. Constraint Evaluation

Lewis et al. [28] summarized the use of different metaheuristics in university time-table scheduling problems. They defined five categories of constraints. These are - Unary constraints, Binary constraints, Capacity constraints, Event-spread constraints, and Agent constraints. Unary constraints deal with single events. For example, a particular class has to be scheduled on a particular day (or a particular slot). In our problem, the way the availability of teachers is handled can be considered a unary constraint. A binary constraint involves multiple events. In our case, the same course cannot be taken on the same day twice. So, this is comparable to the binary constraint. The capacity constraint deals with the capacity of rooms. But in our paper, we have ignored this constraint for simplicity of implementation. The event-spread constraint type is defined as the constraints that spread out the schedule for ease of the students. We do not have any such constraints in our model. The last category of constraints, i.e. the agent constraint, are specific desires by the agent for increased performance. Our system keeps track of teacher’s availability which is comparable to the agent constraint.

B. Choice of Solvers

Any FlatZinc supported solver should, in theory, be able to solve a MiniZinc model if time and memory penalty are not considered. Since different models have different requirements, and time and memory limitations are important factors, all solvers are not always successful in generating output for all models. In the case of the model used in this paper, 8 off-the-shelf solvers were tested and only one of them has produced satisfactory results.

Out of the 8 solvers, 5 generated “incomplete” outputs. These solvers are primarily good at solving optimization tasks rather than satisfiability tasks. 2 solvers, Gecode [22] and CBC [26] can obtain results. But the required time that these solvers take to generate satisficing output grows exponentially with the increase of data size. These solvers do not eliminate sub-trees which is the main reason for this exponential increase in time. For practical usability, the time required for these solvers is too high to be considered. If the total number of courses is brought down to around 5, these solvers can solve in minutes.

As shown in Table I, few of the solvers failed to generate any form of “complete” result. The process that these solvers use to create search trees and the way our system was designed are not fully compatible. This is the primary reason for this failure. Nevertheless, these solvers are great and redesigning our model can make these solvers generate “complete” solutions for our model as well.

B. Stress Testing

Chuffed significantly outperformed the rest of the solvers. Therefore, further experiments were only conducted on it.

In the stress testing, data of different sizes and amounts were supplied to the model. Testing was conducted in three phases, each with a different number of courses per teacher. The total number of courses in each testing phase was increased gradually from 2 to 104. In all cases, the model was able to generate satisficing routines for all entities in the system. Stress testing was also conducted on datasets of arbitrary values of much larger size as well.

Fig. 3. Stress Testing. In Fig 3, timings of data points are plotted against corresponding total number of courses in the system. The number of distinct routines that the model has to generate, are also marked, for certain data points to demonstrate the relation of number of routines and the time required to generate routines. From the stress testing, we see a positive correlation between the number of routines to be generated and required-time to generate those routines.

V. DISCUSSION

Our AI-based system can successfully generate class schedule in reasonable time using reasonable computing resources.

A. Constraint Evaluation

Lewis et al. [28] summarized the use of different metaheuristics in university time-table scheduling problems. They defined five categories of constraints. These are - Unary constraints, Binary constraints, Capacity constraints, Event-spread constraints, and Agent constraints. Unary constraints deal with single events. For example, a particular class has to be scheduled on a particular day (or a particular slot). In our problem, the way the availability of teachers is handled can be considered a unary constraint. A binary constraint involves multiple events. In our case, the same course cannot be taken on the same day twice. So, this is comparable to the binary constraint. The capacity constraint deals with the capacity of rooms. But in our paper, we have ignored this constraint for simplicity of implementation. The event-spread constraint type is defined as the constraints that spread out the schedule for ease of the students. We do not have any such constraints in our model. The last category of constraints, i.e. the agent constraint, are specific desires by the agent for increased performance. Our system keeps track of teacher’s availability which is comparable to the agent constraint.
But for 20+ courses, which is still low for a university, these solvers take few hours to obtain a solution. Chuffed [4], on the other hand, solves the model in a very quick time. As shown in Table I, this solver can solve very large data. The reasons why Chuffed performs better than other solvers are as follows:

- Chuffed solver generates “nogoods” and eliminates a large sub-tree. In class scheduling problems, there are plenty of repetitive sub-trees that will lead to obvious failure. Chuffed can detect them in advance.
- Class scheduling task is non-chronological. The use of “nogoods” allows the solver to make informed choices of back-jumps in such a problem.
- Chuffed solver analyzes the conflicts and thus can determine the difference between good and bad decision choices.

VI. CONCLUSION AND FUTURE WORKS

This paper considers the faculty’s routine and the section’s routine as the primary entities and defines them as two 3-D arrays. The solver fills up the 3-D arrays with indices of the courses maintaining all necessary constraints. This AI-driven system relies on the power of MiniZinc modeling language and the efficiency of the Chuffed solver to generate routines in quick time. In less than a minute, the system can generate routines for an average-sized university. Compared to other available systems [29]–[31], the performance of this university class scheduler is quite remarkable. Not only universities but any educational institute following a similar system can also incorporate this system to efficiently generate their class schedules.

The developed system mainly deals with fixed-credit systems. But with few modifications in the architecture, it can be adjusted for open-credit systems as well. Despite the outstanding performance of the system, the system has plenty of scope for improvements. As the choice of the solver greatly affects the performance of the system, finding the best possible solver can be the primary goal of the future works. As shown in Table I, all experiments was conducted with off-the-shelf solvers. But in the future, we plan to build a custom solver that will further improve the performance of the system. Since Chuffed has the best comparative performance, the custom solver can be built based on it.
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