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Summary

Genome-wide association studies (GWASs) have successfully identified many genetic variants and risk loci for complex traits and common diseases in the last 15 years. However, these identified variants, in general, can explain only a small to moderate proportion of the heritability, thus the task of improving GWAS power for more discoveries remains both critical and challenging. In addition to the usual but costly or even infeasible route of continuing to increase the sample size, many approaches have been proposed to incorporate functional annotations to prioritize SNPs but with only limited success. Here, by taking advantage of increasing availability of various types of omics data, we propose a new and orthogonal approach by integrating individual-level omics data with GWASs. The premise is that since omics data reflect both genetic and environmental (such as diet and other lifestyle) effects on individuals, they can be used to account for (otherwise unexplained) variations among individuals in GWAS analysis, leading to more precise/efficient estimation and thus higher power. As a concrete example, we propose boosting GWAS power by adjusting for metabolomics data in GWAS analysis. We applied the method to the UK Biobank subcohort of n = 90,000 individuals with both GWAS and metabolomics data. The analysis of 7 quantitative traits and one binary trait demonstrated clear power gains. For example, the new method (after adjusting for metabolomics data) identified 13 new loci for diastolic blood pressure that were all missed by the standard GWAS, and most or all of the 13 new signals were validated in two much larger GWAS datasets (n = 340,000 and 700,000); the improved estimation efficiency was equivalent to a 38.4% gain of GWAS sample size. The proposed method is both simple and promising and broadly applicable to integrating GWASs with other omics data.

Introduction

Genome-wide association studies (GWASs) have become a powerful and common tool to identify genetic variants and loci associated with complex traits and complex diseases. As of April 7, 2022, the GWAS Catalog had collected 5,690 publications and 372,752 associations, and these findings have provided much insight into the genetic architecture of complex diseases/trait with potential clinical applications. For example, GWAS findings can inform new drug development, drug repurposing, and preventing adverse effects. Risk variants can be used to identify individuals at high risk of certain diseases for whom early prevention or treatment can be implemented. Despite the unprecedented success of GWASs, the detected GWAS variants usually cannot explain more than a modest proportion of the trait heritability, largely due to polygenicity and small effect sizes, limiting the power of even biobank-scale GWASs with large sample sizes in hundreds of thousands. Hence, lack of sufficient GWAS power for weakly associated variants is still a major bottleneck for more new discoveries, and increasing the power of GWASs remains both extremely important and challenging. The most obvious and common route is to continue increasing the sample size, which, however, is not only costly and difficult but also ultimately limited by a finite or even small number of patients with disease. Alternatively, a rich class of approaches have been proposed to incorporate various functional annotations of the genome into GWASs to prioritize Single nucleotide polymorphisms (SNPs) and thus boost the power; however, their applications in practice are not common, presumably due to their limited success.

In this article, instead of (or in addition to) prioritizing SNPs, we take a completely new route to improve the statistical power of GWASs by using omics data to reduce unexplained/residual variations among individuals. Specifically, we investigate whether adjusting for individual-level metabolomics data in GWASs can improve statistical power. Metabolites are small molecules that are intermediate or end products of metabolism. An individual’s metabolic phenotypes are influenced not only by one’s genotypes but also by numerous environmental factors such as diet and other lifestyle variables. For example, metabolites are responsive to one’s diet, and the concentrations of many metabolites change after exercise. On the other hand, standard GWAS analysis only considers marginal SNP-trait associations with adjustment for few covariates, leading to possible confounding and/or large amounts of unexplained variations among the GWAS individuals, ultimately masking SNP-trait associations. We reason that since metabolites reflect both genetic and environmental effects, adjusting for them can account for some otherwise unexplained/residual variations among individuals in GWAS analysis and thus improve the power. This is analogous to using multiple regression to account for other unexplained variations. We applied the method to the UK Biobank subcohort of n = 90,000 individuals with both GWAS and metabolomics data. The analysis of 7 quantitative traits and one binary trait demonstrated clear power gains. For example, the new method (after adjusting for metabolomics data) identified 13 new loci for diastolic blood pressure that were all missed by the standard GWAS, and most or all of the 13 new signals were validated in two much larger GWAS datasets (n = 340,000 and 700,000); the improved estimation efficiency was equivalent to a 38.4% gain of GWAS sample size. The proposed method is both simple and promising and broadly applicable to integrating GWASs with other omics data.
for confounding and extra variations due to covariates, thus improving power over simple regression, though it may not work in some cases, as to be discussed in the discussion section. A common and plausible scenario is that the individuals are independently exposed to various environmental risk factors, which guarantees that adjusting for these risk factors will improve the statistical estimation efficiency and thus power, as in the well-known situation of adjusting for prognostic factors in randomized clinical trials. However, as often most environmental exposures are either difficult to measure or are unknown, metabolomics (or other omics) data can be used as their proxy to improve GWAS power, motivating our proposed method. Through an application to 7 quantitative traits and a binary trait (HTN) in the UK Biobank subcohort of n = 90,000 with both GWASs and metabolomics data available, many new signals were identified after adjustment for metabolomics data, which would be missed by a standard GWAS analysis. Importantly, the majority of these new loci were validated by other larger GWASs. For example, for body mass index (BMI), our new method identified 48 significant loci, including 31 novel ones, compared with 23 from the standard GWAS; our new method yielded much more precise estimates of the SNP-BMI association effect sizes, equivalent to an increase of 38.4% GWAS sample size over the standard GWAS. These results demonstrate that our proposed method, though simple, is promising with broad applications to other GWAS and metabolomics data.

So far, most GWASs with metabolomics data have been focused on uncovering genetic associations with metabolites, while others investigated the relationship between metabolites and diseases such as cardiovascular and kidney diseases. However, to our best knowledge, no previous research has leveraged metabolomics data to boost GWAS power, which is the goal of this work. Furthermore, using the same argument, we foresee that our proposed method and also opens a door for new and important applications of omics data. Finally, the proposed method is orthogonal to increasing sample size and to many existing approaches of integrating functional annotations of the genome. Hence, these approaches can be combined, though we will not pursue that here.

Material and methods

Discovery sample: UK biobank subcohort

UK Biobank (UKB) is a long-term population-based cohort study starting from 2006. It consists of about 500,000 individuals genotyped with around 800,000 SNPs and with a variety of phenotypic information. In this study, we will analyze 8 traits, including seven quantitative ones and a binary disease—self-reported hypertension (HTN). The 7 quantitative traits are BMI, standing height (Height), waist circumference (WC), hip circumference (HC), waist-to-hip ratio (WHR), systolic blood pressure (SBP), and diastolic blood pressure (DBP). 249 nuclear magnetic resonance (NMR) metabolic biomarkers are also available for a subcohort of around 120,000 randomly selected individuals, which will be used in our analysis. Targeted metabolic profiling was undertaken in baseline non-fasting plasma samples using high-throughput NMR spectroscopy. It simultaneously measured 249 metabolic biomarkers in a single assay, spanning multiple metabolic pathways, including lipoprotein lipids in 14 subclasses, fatty acids, and fatty acid compositions, as well as various low-molecular weight metabolites, such as amino acids, ketone bodies, and glycolysis metabolites. This dataset has been used by others, and further details have been described previously.

Validation GWAS summary data

For all of the 8 traits except for WHR, we used the UKB GWAS round 2 results published by the Neale lab in 2018 (http://www.nealelab.is/uk-biobank/) for (partial) validation, which used a larger sample of 361,194 UKB individuals in the analysis. For WHR, we used the GWAS of around 700,000 samples from a meta-analysis of the GIANT and UKB data. In addition, for BMI and Height, we also used the summary statistics of around 700,000 samples from a meta-analysis of the GIANT and UKB data. For WC and HC, we used the results published in 2015 from the GIANT consortium, with the sample size around 140,000. For SBP and DBP, we used the results published in 2018 of around 1 million individuals from the UKB and ICBP consortium.

Quality control and data pre-processing

In the quality control (QC) process, we included self-report White and unrelated individuals with the metabolomics data and the non-missing phenotype in the corresponding GWAS analysis. We further filtered out individuals who are outliers for heterozygosity or missing rate, those who have an abnormal number of sex chromosomes, and those who have unmatched self-reported sex and genetic sex. We also filtered out genetic variants with minor allele frequency less than 0.01, missing genotype rates larger than 0.05, or failing the Hardy-Weinberg equilibrium test at a p value threshold 1e-6. The top 10 genotype principal components (PCs) were calculated based on the remaining set of SNPs and individuals after QC. For missing metabolomics data after QC, we used mean imputation. Then, the top 20 metabolomics PCs were used for dimension reduction, as many of the 249 metabolites were highly correlated. Finally, the quantitative phenotypes were inverse-rank normalized.

Genome-wide association testing

For each of the 8 traits, we used two different GWAS models for single SNP-trait association analysis. First, we performed a standard linear regression between each of the 7 transformed quantitative traits (Y) and each SNP (G), adjusting for covariates (C) including sex, age, and top 10 genotype PCs: Y = β0G + CβC + εY. (Equation 1)

where εY is the random error term. For the second model, as our new method, we additionally adjusted for the top 20 metabolite PCs (M):

Y = β0G + CβC + MβM + εY. (Equation 2)

where εY is the random error term. Here, as usual, we chose using top 20 metabolite PCs based on aiming for both a large proportion...
of the total variation being explained and a relatively small number of PCs compared with the sample size; other choices may be more suitable for other data. We call the new method metabolomics-assisted GWAS (Ma-GWAS).

As for HTN, all steps described above for the quantitative traits remained the same except that logistic regression, instead of linear regression, was used. All GWAS analyses were performed in PLINK 2.0.44 Significant SNPs were identified at the usual p value threshold of 5e−8 and mapped to 1,703 independent linkage disequilibrium (LD) blocks,46 each of which was treated as an independent genomic locus.

One potential issue of mapping SNPs to the 1,703 independent LD blocks is that the SNPs located near and across the boundaries of two neighboring blocks might be in (weak) LD. Hence, as an independent genomic locus.

Removing the genetic components from metabolite PCs

An analysis with adjustment for metabolites takes account of both genetic and environmental effects on metabolite. With genome-wide genotypic data, in principle, we can adjust for genetic effects directly through joint modeling of genotypes (or their PCs), though technical challenges remain. On the other hand, it is often difficult or even unknown to measure all relevant environmental factors. Hence, it would be interesting to account for only environmental effects through metabolites. For this purpose, we propose removing the genetic component from metabolomics data. Specifically, for each trait, we first conducted GWASs for each of the 20 metabolite PCs (mPCs) adjusting for sex, age, and the top 10 genotype PCs. Both the mPCs and covariates were standardized (as in the GWAS for the traits). Then, we obtained the genetic component of each (standardized) mPC by fitting a polygenic risk score with continuous shrinkage prior (PRS-CS) model with the corresponding mPC as the trait:48 we applied PRS-CS with the LD reference panel constructed using the UKB EUR samples and the default parameters provided by the software (https://github.com/gettan107/PRScs/). The genetic component was calculated as the sum of the genetic markers across the genome, weighted by the posterior SNP effect sizes calculated by PRS-CS. We obtained the environmental component as the residual after subtracting the estimated genetic component by PRS-CS from the (standardized) mPC. Finally, we conducted GWASs for each trait, adjusting for sex, age, the top 10 genotype PCs and the environmental components of the top 20 mPCs, denoted as model $M_2$.

It is noted that the genetic components estimated by PRS-CS (or any other modeling method) may not completely capture all genetic effects while at the same time partially reflecting some genetically correlated environmental effects. Hence, our proposed method is just an approximation.

Simulation setups

In the simulation, we assumed that the metabolites only captured environmental effects, and we simulated the traits based on the UKB real data and some fitted model $M_2$ for BMI, SBP, and HTN, respectively, corresponding to three different scenarios. As shown later in Table 4, adjusting for the mPCs (with genetic components removed) in the model additionally explained a relatively large proportion of variance in BMI but only a moderate one for SBP. We also considered HTN as an example of binary trait. We chose three SNPs that were genome-wide significantly associated with BMI, SBP, and HTN in $M_2$, but not in $M_0$, respectively. Specifically, for quantitative traits, we generated the traits as follows:

$$Y = \beta \cdot g + C_1 \cdot b_1 + C_2 \cdot b_2 + e. \quad \text{(Equation 3)}$$

where $g$ was sampled from the UKB individuals' genotypes and standardized, $C_1$ was sampled from the UKB standardized covariates adjusted in $M_0$ (including the first 10 genotype PCs, sex, and age), $C_2$ was sampled from the UKB top 20 standardized mPCs (with the genetic components removed), and $b_1$ and $b_2$ were the
standardized estimates from the null model of $M_2$, i.e., $Y = \text{sex + age + genotype PCs + mPCs(no genetic comp)}$ with both the outcome and predictors standardized. $\epsilon$ is generated from $\mathcal{N}(0, \sigma^2)$, where $\sigma^2 = 1 - \text{var} (\beta g + C_1 b_1 + C_2 b_2)$. For the binary trait, we generated the binary outcome as follows:

$$
\alpha = \beta g + C_1 b_1 + C_2 b_2,
$$

$$
p = \frac{\exp (\alpha)}{1 + \exp (\alpha)},
$$

and

$$
Y_i \sim \text{Bernoulli}(p_i),
$$

where $g, b_1, b_2, C_1$, and $C_2$ were generated the same way as before, $p$ is the vector of probabilities, and the outcome $Y_i$ was generated from the Bernoulli distribution with corresponding probability $p$. The GWAS association effect $\beta$ was assigned a zero value and a non-zero value, where the non-zero value was determined by the corresponding standardized estimates in $M_2$ GWASs for the three traits. The sample sizes were also assigned according to the real data analysis, which were 90,000 for BMI and HTN and 85,000 for SBP.
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For each setup, the simulation was replicated 1,000 times. We report the mean and standard deviation (SD) of the $\beta$ estimates and the mean of the estimated standard errors (SEs).

**Results**

After QC, there were around 90,000 individuals and
580,000 SNPs left in the analysis. Table 1 shows the sample
sizes for the discovery and validation GWAS datasets.
For each of the 8 traits, we performed two genome-wide
association analyses without or with adjustment for the top 20
mPCs, corresponding to the standard GWAS and our proposed new Ma-GWAS, denoted as models $M_0$ and $M_1$, respectively. We identified significant SNPs with $p < 5e-8$ and mapped them to independent loci. We validated the
new signals using other validation GWAS summary data.

**The new method identified more trait-associated loci**

Table 2 shows the main results for the 8 traits. The first and
second rows are the numbers of significant loci identified by
the standard GWAS ($M_0$) and our new Ma-GWAS ($M_1$), respectively, and the third row is the number of significant loci identified by the new method ($M_1$) but missed by the standard GWAS ($M_0$). The fourth and fifth rows are the
numbers of those new signals (in the third row) that could
be validated in the UKB Neale lab data and other larger
GWAS data, respectively. For example, for trait BMI, the
standard GWAS $M_0$ identified 23 loci, while the new
method ($M_1$) with additional adjustment for metabolomics
data identified 48 loci. There were 31 new loci identified
only by $M_1$ but missed by $M_0$, compared with 6 loci identified
by $M_0$ but not by $M_1$. Furthermore, 17 of the 31 new
loci were validated in the BMI GWAS results conducted
by the Neale lab. In addition, with a larger sample size of
around 700,000, 26 of the 31 new loci were validated by
another validation GWAS. The Manhattan plots of the
4 sets of the GWAS results for BMI are shown in Figure 1,
while those for other traits are given in the supplemental
information (Figures S1–S7).

It is noted that most of the new loci were validated in the
larger GWAS. In particular, for Height, SBP, and DBP, all new
loci were validated. For DBP, while all 13 loci identified by
the standard GWAS $M_0$ were also identified by the new
method $M_1$, the new method $M_1$ identified 13 more new
loci, which were all validated by the other larger GWAS.

Table 3 shows the result of the numbers of new loci and
validated ones for the 8 traits based on the new definition
of genomic loci given by FUMA. It is confirmed again
that the proposed new method, by adjusting for metabolo-
mics data in GWAS analysis, identified additional new loci
for all 8 traits, and many of them were replicated in the
validation GWAS data, though the numbers of validated
new loci were slightly smaller than that given by the other
definition of genomic loci as shown in Table 2.

### Table 3. Results for the 8 traits (with loci defined by FUMA)

| Trait | BMI | Height | SBP | DBP | WC | HC | WHR | HTN |
|-------|-----|--------|-----|-----|----|----|-----|-----|
| New loci | 31 | 6 | 4 | 13 | 26 | 32 | 22 | 7 |
| Validated new loci in Neale lab UKB | 13 | 5 | 3 | 10 | 10 | 25 | NA | 5 |
| Validated new loci in other dataset | 21 | 6 | 3 | 11 | 4 | 7 | 11 | NA |

The new method improved estimation efficiency. From the top row to the bottom, the number of new loci identified by the proposed new method, and the numbers of new loci validated by the Neale lab results and by other GWAS results, respectively.

### Table 4. $R^2$ of the (null) standard GWAS model and our proposed new GWAS models with top 20 metabolite PCs (before and after removing the genetic components)

| Model | $R^2$ (null) | $R^2$ (Ma-GWAS) |
|-------|-------------|-----------------|
| $Y = \text{sex \& age + genotype PCs}$ | 0.011 | 0.528 |
| $Y = \text{sex \& age + genotype PCs + mPCs}$ | 0.293($**$) | 0.537($**$) |
| $Y = \text{sex \& age + genotype PCs + mPCs (no genetic comp)}$ | 0.305 | 0.536 |

An adjusted $R^2$ for each quantitative trait and Nagelkerke's $R^2$ for the binary trait were used.

*The $p$ value from the likelihood ratio test comparing the full model 1 (including mPCs) with the reduced model 0 (without mPCs) was highly significant (smaller than 2.2e−16).
representative results for BMI here, while the detailed results for the other 7 traits are in the supplemental information (see Figures S8–S13). The top panel in Figure 2 compares the SEs: each point represents one SNP, and we only kept SNPs with p values less than 1e−4 in either one of the two models. It is clear that the new method $M_1$ (adjusting for metabolomic PCs) yielded more precise estimates with smaller SEs. Specifically, the SEs from the new method were 0.85 of those from the standard GWAS, a reduction of 15%, equivalent to a 1/0.852−1 = 38.4% gain in sample size by the new method over the standard GWAS. For the six other quantitative traits, i.e., Height, SBP, DBP, WC, HC, and WHR, the reductions of their SEs by the new method were 1%, 3%, 4%, 17%, 9%, and 13%, equivalent to the GWAS sample size gains of 2%, 6.3%, 8.5%, 45.2%, 20.8%, and 32.1%, respectively. It is notable that the magnitudes of the reduced SEs by the new method were proportional to the increased $R^2$ explained by the mPCs for the quantitative traits as shown in Table 4.

The bottom panel in Figure 2 compares the estimated effect sizes for SNPs that were significant in either one of the two models (p < 5e−8). The colors of the points correspond to the SNPs that were significant only in $M_0$ (red), significant only in $M_1$ (green), and significant in both $M_0$ and $M_1$ (blue). The triangles correspond to the SNPs that were validated in either one of the two validation GWAS datasets, and the circles correspond to the SNPs that were not validated or did not appear in the validation GWAS data. Two patterns are observed for the new signals (i.e., the green points that were only significant in $M_1$). The first is the presence of a subset of the points close to the identity line (i.e., the 45° diagonal line), meaning that the two estimates from the two models were similar. These new signals were only identified by $M_1$ largely because of its more precise estimation, and most of these new signals were also validated by at least one larger GWAS dataset. The second pattern corresponds to the remaining (green) points farther away from the identity line, suggesting that their statistical significance was (partly) due to their larger effect sizes estimated by $M_1$. Similar observations held for the other quantitative traits except for Height. For height, almost all points were aligned on or around the diagonal line, i.e., the estimated effect sizes were similar from the two models, which, along with their closer SEs, suggests that height is likely less affected by factors measured or manifested by metabolites. For more details on the other quantitative traits, see Figures S10–S13.
For binary trait HTN, both the estimated effect sizes and their SEs from the new method were slightly larger than their counterparts from the standard GWAS. While the larger SEs for (binary) HTN may be surprising, given that our method always yielded smaller SEs for the quantitative traits, this finding is due to non-linear logistic regression (compared with linear regression). This is in agreement with the literature: adjusting for important covariates such as prognostic factors (corresponding to metabolomics data here) for a binary outcome with an independent and non-null treatment (corresponding to an SNP here) in logistic regression for a randomized clinical trial would always lead to both a larger treatment effect estimate and a larger SE, but at the end, the estimation efficiency, and thus the power, will always be improved, as confirmed by more genetic loci identified by the new method shown earlier.

By default, we used the sample of self-reported White individuals, for which, as suggested by a reviewer, population stratification might still exist after adjusting for genotype PCs. We provided the QQ-plots for the GWAS scans on the 8 traits in the supplemental information (Figures S14 and S15). Only Height had a much-inflated inflation factor of 1.56, while the other 7 traits had inflation factors between 1.1 and 1.22. We also note that the Neale lab UKB GWAS data for Height also had a highly inflated inflation factor of 1.8. To alleviate the issue of population stratification, we further restricted the sample to those self-identified as “White British” and having a similar genetic ancestry (based on UKB data field 22006) and conducted the same analysis. The inflation factors were reduced for all traits, in particular from 1.56 to 1.35 for Height. Similarly, the analysis using the more restricted sample of individuals also supported our findings that novel loci were identified after adjusting for mPCs. The QQ-plots and other detailed results are given in Figures S16 and S17.

Why top 20 mPCs?
We chose to include the top 20 mPCs in the proposed model mainly because they explained a high proportion of the total variation (about 95%) in the 249 metabolite biomarkers, while the number of top mPCs, 20 here, was small compared with the sample size of GWASs. We also performed the same analysis but with the top 5 and top 10 mPCs, which explained around 81% and 89% of the total variance, respectively. We found that the results were similar to that with the top 20 mPCs—multiple novel loci were identified compared with the standard GWAS, and most of the novel loci were also validated by other GWAS data. Detailed results are given in the supplemental information (Tables S1–S3). In addition, we looked at the top 10 metabolites contributing most to each of the top 20 mPCs. We found that out of the 18 metabolite classes present in the UKB data, the top 10 metabolites of the top 5, top 10, and top 20 mPCs covered 12, 16, and 18 metabolite classes, respectively. This suggests that including the top 20 PCs covered all classes of metabolites that might be able to explain more background genetic and environmental effects, while including only the top 5 or top 10 PCs would miss some of them.

Removing the genetic components from mPCs
To focus on adjusting for only the environmental effects reflected in metabolite, we removed the genetic component from each of the top 20 mPCs, then conducted the GWAS on each trait. As shown in Table 5, we can see a similar pattern (as in Table 2) that adjusting for the environmental components of metabolites in M2 identified new loci beyond those by the standard GWAS model M0, though the number of new loci identified by M2 was less than that by M1. Furthermore, most of the new loci identified by M2 were validated as well.

As shown in Table 4, interestingly, the R²’s in model 2 (after removing the genetic components in the top mPCs) were quite close to, though all except one were slightly larger than, those in model 1 (before removing the genetic components), suggesting that the mPCs largely and perhaps even mostly represented environmental effects on the traits, thus offering one explanation on why adjusting for mPCs improved power.

As before (i.e., without removing the genetic components from mPCs), we compared the estimated effect sizes of SNPs and their corresponding SEs from the standard GWAS M0 and our proposed new GWAS M2 for BMI, while the detailed results for the other 7 traits are in the supplemental information (Figures S18–S23). As shown in the top panel in Figure 3, the new method M2 (adjusting for

| Traits   | Top 20 mPCs | Top 5 mPCs | Top 10 mPCs | Top 20 mPCs Validated | Top 5 mPCs Validated | Top 10 mPCs Validated | Top 20 mPCs Validated | Top 5 mPCs Validated | Top 10 mPCs Validated |
|----------|-------------|------------|-------------|----------------------|---------------------|-----------------------|----------------------|---------------------|-----------------------|
| BMI      | 23          | 22         | 22          | 23                   | 22                  | 23                    | 22                   | 22                  | 23                    |
| Height   | 232         | 225        | 225         | 230                  | 225                 | 230                   | 230                  | 225                 | 230                   |
| SBP      | 16          | 15         | 15          | 17                   | 16                  | 17                    | 17                   | 16                  | 17                    |
| DBP      | 13          | 12         | 12          | 14                   | 13                  | 14                    | 14                   | 13                  | 14                    |
| WC       | 16          | 15         | 15          | 17                   | 16                  | 17                    | 17                   | 16                  | 17                    |
| HC       | 23          | 22         | 22          | 24                   | 23                  | 24                    | 24                   | 23                  | 24                    |
| WHR      | 15          | 14         | 14          | 16                   | 15                  | 16                    | 16                   | 15                  | 16                    |
| HTN      | 15          | 14         | 14          | 16                   | 15                  | 16                    | 16                   | 15                  | 16                    |
environmental components of mPCs) yielded more precise estimates with smaller SEs. Specifically, the SEs from the new method were 0.84 of those from the standard GWAS. For the other six quantitative traits, the results were similar as before: the reductions of their SEs by the new method ranged from 1% to 18%. On the other hand, as shown in the bottom panel in Figure 3, the estimated effect sizes for SNPs by the new method were more similar to those from the standard GWAS. For the binary trait HTN, both the SEs and the estimated effect sizes by the new method were slightly larger than those from the standard GWAS, as observed and explained before.

Simulation results
On each simulated dataset, we applied the standard GWAS that only adjusted for the usual covariates including genotype PCs, sex, and age (C1 in Equation 3) and our proposed Ma-GWAS that adjusted for mPCs (C2 in Equation 3) in addition to the usual covariates. The left column in Figure 4 shows the box plots of the estimated GWAS associations across 1,000 replicates under different simulation setups, and we also added the corresponding type I error (T1E) and power. We can see that the standard GWAS gave biased estimates due to ignoring the mPCs as confounders (because mPCs were correlated with both the genotypes and the traits) and sometimes inflated T1E, while Ma-GWAS gave unbiased estimates with well-controlled T1E under the true model. Importantly Ma-GWAS was more powerful than the standard GWAS. The right column in Figure 4 compares the estimated SEs of $\beta$ between the two methods. Here, we only show the plots for a non-zero $\beta$ for each trait, but the results were similar when $\beta = 0$ (see Table S5). In agreement with our real data analysis, Ma-GWAS gave more precise estimates with smaller SEs for the two quantitative traits. For BMI, the metabolites could capture a larger portion of environmental effects, so the ratio of the estimated SEs between the two methods was smaller around 84%; in comparison, for SBP, the ratio was larger around 97%. For (binary) HTN, similar to the real data analysis results, we again observed that both the SEs and the estimated effect sizes for non-zero $\beta$ by Ma-GWAS were larger than those from the standard GWAS. In summary, the simulation results confirmed that adjusting for metabolites gave more precise/efficient estimation and thus higher power as we observed in the real data analysis.
Discussion

We have investigated and confirmed that adjusting for metabolomics data in GWAS analysis can boost its power. In an application to 7 quantitative traits and one binary disease of UKB samples with metabolomics data, we found that adjusting for the top 20 metabolomics PCs in GWASs substantially improved the power over the standard GWAS; most of the newly detected trait-associated loci were validated by larger GWASs. The main reason is that metabolomics (and other omics) data reflect both genetic and environmental influences, thus using them to account for additional variations among individuals is expected to reduce the residual variance in GWAS, leading to more precise/efficient estimation of the effect sizes of the SNPs, thus improving power. In particular, across the 7 quantitative traits, the reduction of the SEs of the estimated SNP effect sizes ranged from 1% to 13%, equivalent to the GWAS sample size gains from 2.0% (for Height) to 45.2% (for WC). Furthermore, after regressing out the genetic components from the mPCs, we obtained similar GWAS results, suggesting that perhaps the estimation and power gains from adjusting for mPCs mainly came from accounting for environmental effects reflected in metabolomics data.

There are several directions for future study. First, since some metabolites may mediate the effects of some SNPs on a trait, adjusting for these metabolites may lead to reduced power while in some other situations leading to biased inference. Our analysis results suggest that the potential gain outweighs the possible loss in power, especially if we take the proposed approach as complementary to the standard GWAS approach. Alternatively, we may regress out genetic components from metabolomics data (e.g., mPCs, as done in our analysis) before adjusting for mPCs. Nevertheless, to better deal with the problem, it is important to have a better understanding of the causal mechanism underlying genetic variants, metabolites, and a trait of interest. Relatedly, perhaps there are certain types of metabolites more suitable to be adjusted for a given GWAS trait. Similarly, there might be certain categories of traits more likely to benefit more from the adjustment of (certain types of) metabolites in GWASs. This could be due to that some traits were more largely and directly influenced by genetic and/or environmental factors (e.g., those involved in or influencing metabolic pathways) that are also better captured by the available metabolomics data, as partially reflected by their larger $R^2$'s explained by metabolic data. Hence, an $R^2$ explained by metabolic data for a trait may be used to predict how useful the given metabolic data for the trait, thus possibly informing the choice of the metabolic data and/or the trait. More studies are needed. Second, our proposed method is orthogonal to many existing approaches of incorporating the use of functional annotations of the genome and thus can be applied on top of these methods. It would be interesting to see how such a combined approach would perform in real data applications. Third, in...
this study, to adjust for the hidden genetic and environmental effects manifested by metabolomics data, we simply included the top 20 PCs obtained from the 249 metabolites as fixed effects in the GWAS regression model. There could be other better approaches to integrate metabolomics (or other omics) data in GWAS. Lastly, more real data applications, possibly with various omics data, are warranted.

Data and code availability

To access the discovery sample (UKB individual-level data), one is required to submit an application to UKB for approval. All the validation GWAS summary datasets are publicly available. The complete GWAS summary statistics for the 8 traits analyzed in the paper have been made available via https://doi.org/10.5281/zenodo.7118030. The details of metabolomics biomarkers can be found at https://biobank.ndph.ox.ac.uk/ukb/label.cgi?id=220. The R code for the real data analysis and simulation is available at https://github.com/ZhaotongL/Ma-GWAS.
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