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Abstract—Deep learning algorithms face great challenges with long-tailed data distribution which, however, is quite a common case in real-world scenarios. Previous methods tackle the problem from either the aspect of input space (re-sampling classes with different frequencies) or loss space (re-weighting classes with different weights), suffering from heavy over-fitting to tail classes or hard optimization during training. To alleviate these issues, we propose a more fundamental perspective for long-tailed recognition, i.e., from the aspect of parameter space, and aims to preserve specific capacity for classes with low frequencies. From this perspective, the trivial solution utilizes different branches for the head, medium, tail classes respectively, and then sums their outputs as the final results is not feasible. Instead, we design the effective residual fusion mechanism – with one main branch optimized to recognize images from all classes, another two residual branches are gradually fused and optimized to enhance images from medium+tail classes and tail classes respectively. Then the branches are aggregated into final results by additive shortcuts. We test our method on several benchmarks, i.e., long-tailed version of CIFAR-10, CIFAR-100, Places, ImageNet, and iNaturalist 2018. Experimental results manifest the effectiveness of our method. Our code is available at https://github.com/jiequancui/ResLT.

Index Terms—Residual learning, imbalanced learning, long-tailed recognition

1 INTRODUCTION

CONVOLUTIONAL neural networks (CNNs) have achieved impressive success on various tasks, including large-scale image classification [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], object detection [11], [12], [13], [14] and semantic segmentation [15], [16], [17]. Especially, with the rise of neural network search [18], [19], [20], [21], [22], [23], performance of CNNs have further taken a big step. However, the incredible progress stems in part from high-quality and large-scale datasets, such as ImageNet [24], MS COCO [25] and Places [26]. These datasets are carefully designed with balanced distributions over different classes. In real-world applications, data could follow an unexpected long-tailed distribution where only a few head classes and a large number of tail classes exist. The long-tailed phenomenon may lead to severe degradation of performance for all models that do not take it into consideration. We in this paper address long-tailed recognition, i.e., recognition on data with long-tailed distributions.

One of the greatest challenges in the long-tailed setting is data imbalance. It is also the principal reason for head classes dominating the training procedure, making head classes enjoy much higher accuracy than tail classes. In the literature, two kinds of methods tackle the long-tailed problem via re-sampling and re-weighting [27], [28], [29], [30], [31], [32]. It is found that over-sampling tail-class images [27], [32], [33], [34] may still suffer from heavy over-fitting to tail classes while under-sampling by dropping a large number of head-class images [27], [30], [35] inevitably impairs the generalization ability of deep models. Also, for re-weighting methods, previous works [36], [37] have demonstrated that re-weighting strategies may cause optimization difficulties during training on large-scale and real-world datasets.

Regarding procedures, re-sampling rebalances head and tail classes in input space by constructing balanced mini-batches during training as shown in Fig. 1a. Differently, re-weighting deals with the loss space by assigning different weights for classes according to the respective numbers of samples as shown in Fig. 1b. Albeit the procedural difference, we note that these two lines, by nature, both eventually make effects on model parameters to adjust tail classes response. This finding leads to our key idea of re-balancing in parameter space directly.

Our direct operations on the head and tail classes regarding parameter space can avoid heavy over-fitting to tail classes and the difficult optimization problem mentioned above. To illustrate that designing these effective operations is nontrivial, we show in Fig. 1c (II) a naive solution. It preserves specialized parameters for the head, medium, and tail classes respectively via three branches of \( \mathcal{X}_h, \mathcal{X}_m \) and \( \mathcal{X}_t \). The branches are optimized for respective recognition and the final result is obtained by summing or averaging outputs of them. Unfortunately, this naive solution does not work well in experiments.

Contrary to these naive operations, we model the long-tailed recognition problem as one residual learning process...
and propose a novel residual fusion mechanism, as shown in Fig. 1c (III). It has one main branch \( N_{h+m+t} \) optimized to classify images of all classes while the other two residual branches \( N_{m+t} \) and \( N_t \) are optimized to recognize images in medium+tail and tail classes respectively. Outputs of these three branches are aggregated into the final result by additive shortcuts.

An intuitive explanation of our strategy is to gradually enhance classification results on tail classes with other learned residual branches. It is noteworthy that samples belonging to the head, medium, and tail classes still dominate \( N_{h+m+t}, N_{m+t} \) and \( N_t \) individually in the training procedure, and thus guarantee parameter specialization of the head, medium, and tail classes, which is coherent with the experimental phenomenon in Section 4.2.3.

We extensively validate our method on several long-tailed benchmark datasets using long-tailed versions of CIFAR-10, CIFAR-100, ImageNet, Places, and iNaturalist 2018 data. Experimental results manifest the effectiveness of our method for long-tailed recognition. Our key contributions are as follows.

- We study the problem from a new perspective of parameter space that leads to an effective re-balance between head and tail classes in the long-tailed setting.
- We propose the residual fusion mechanism, making re-balance in the aspect of parameter space feasible and alleviating limitations in previous works.
- We validate our method on representative benchmarks. Note that this is the first time that a one-stage method consistently surpasses two-stage methods on long-tailed CIFAR-10, CIFAR-100, ImageNet, iNaturalist 2018 all these datasets.

2 RELATED WORK

Re-Sampling Strategy. There are two groups of re-sampling strategies: over-sampling the tail class images [27], [32], [33], [34] and under-sampling the head class images [27], [30], [35]. Over-sampling is regularly useful on large datasets and often suffers from heavy over-fitting to tail classes especially on small datasets. For under-sampling, it discards a large portion of data, which inevitably causes degradation of the generalization ability of deep models. Moreover, the under-sampling strategy is not suitable when data is largely imbalanced.

Re-Weighting Strategy. Re-weighting [36], [37], [38], [39], [40], [41] is another prominent strategy. It assigns different weights for classes and even samples. The vanilla re-weighting method gives class weights in reverse proportion to the number of samples of classes. However, with large-scale data, re-weighting makes the deep models difficult to optimize during training [36], [37]. Cui et al. [29] relieved the problem using “effective numbers” to calculate class weights. Tan et al. [42] conducted re-weighting from the perspective of gradients by ignoring the suppressed gradients of tail classes.

Another line of work is to adaptively re-weight each sample. Focal loss [43] assigned smaller weights for well-classified samples. Li et al. [44] down-weighted samples with very small or large gradients in response to the principle that samples with small gradients are usually well-classified and samples with large gradients are usually out of the distribution.

Two-Stage Methods. Cao et al. [45] first observed that re-weighting and re-sampling are inferior to the vanilla empirical risk minimization (ERM) algorithm before annealing the learning rate. A two-stage deferred re-balancing optimization schedule was proposed, which trains using vanilla ERM with the LDAM [45] loss before annealing learning rate, and then deploys a re-weighted LDAM loss with a much smaller learning rate.

Recently, Kang et al. [46] and Zhou et al. [47] concluded that although class re-balance strategies matter when jointly training representation and classifier, uniform sampling gives...
more general representations. Based on this observation, Kang et al. [46] achieved state-of-the-art results on long-tailed ImageNet (ImageNet-LT) by decomposing representation and classifier learning, i.e., first train the deep models with uniform sampling, then fine-tune the classifier with class-balanced sampling while keeping parameters of representation learning fixed. Similarly, Zhou et al. [47] integrated mixup into the proposed cumulative learning strategy with which they bridged the representation learning and classifier re-balancing and achieved state-of-the-art results on long-tailed CIFAR (CIFAR-LT) and iNaturalist 2018.

The two-stage design defies the end-to-end merit that we used to believe since the deep learning era. But why does the two-stage training outperform the end-to-end one largely in long-tailed classification? The work [48] by Tang et al. analyzed the reason from the perspective of causal graph and concluded that the bad momentum causal effects played a vital role. Differently, we address the problem in terms of residual learning.

Meta Learning and Transfer Learning. MetaModelNet [38], by Wang et al., learned a meta regression network from head classes and used it to construct the classifier for tail classes. OLTR [49] used memory banks to store mid- and high-level features from head to tail classes. Then they transferred knowledge from head classes to tail classes with a dynamic-meta embedding mechanism. Abdullah Jamal et al. analyzed imbalanced learning from a domain adaptation perspective in [41] and proposed a meta learning framework for long-tailed recognition. Saurabh et al. [50] trained individual experts and transferred knowledge from these experts to the student model. However, the performance with meta learning or transfer learning methods still far from two-stage methods and the training procedure is usually much more complicated.

3 Method

Motivation. As illustrated in Fig. 1a, re-sampling strategies build class-balanced mini-batch data for training. However, over-sampling tail class images is easy to get into trouble of heavy over-fitting to tail classes while under-sampling head class images hurts the generalization ability of deep models due to discarding a large number of head-class images that are conducive in learning good representations. For re-weighting methods, previous works [36], [37] demonstrate that it makes deep models difficult to optimize. We, unlike these solutions, explore another way to re-balance regarding parameter space directly, avoiding above disadvantages and making further improvements.

3.1 Re-Balancing in Parameter Space

We are the first to propose re-balancing regarding parameter space. To understand the difficulty, we show a naive way by preserving several specialized parameters for the head, medium, tail classes separately by three branches (i.e., \( N_h \), \( N_m \), and \( N_t \)). They are shown in Fig. 1c (II). After sorting regarding the number of images, all the classes are divided into 3 groups for the head, medium, tail classes, and we guarantee that the three groups have the same imbalance factor \( \beta = \frac{N_{\text{max}}}{N_{\text{min}}} \), where \( N_{\text{max}} \) and \( N_{\text{min}} \) are the numbers of training samples for the most frequent class and the least frequent class in each group. Under this case, the core issue is the way to fuse the outputs of these branches into the final prediction because it is impossible to know whether one image belongs to head or medium or tail classes at inference time. Therefore, fusing the three branches is not trivial. Here we compare three straightforward fusion methods with the basic vanilla baseline using cross-entropy. They are set as described in Algorithm 1.

The experimental results are summarized in the Table 1. It shows that these straightforward fusion methods do not work satisfactorily and even yield inferior results compared to the vanilla baseline. We instead propose an effective residual fusion mechanism to handle this challenging issue.

3.2 Residual Fusion Mechanism

Under the long-tailed setting, models usually achieve high accuracy on head classes while the performance on tail classes is unsatisfactory. Based on this phenomenon, we model the long-tailed recognition problem as one residual learning process. It uses extra learned residual branches to enhance classification results on tail classes. Here we stress that the “residual” denotes the nested class assignments for different branches in our method.

As shown in Fig. 1c (III), the model parameters are divided into two parts: shared and specialized parameters. Shared parameters are for common features across all the classes while specialized parameters are to preserve specific capacity for the head, medium, tail classes with three branches \( N_{h+m+t}, N_{m+t} \) and \( N_t \) correspondingly. In fact, the
three branch networks are implemented by only one extra 1x1 grouped convolution with group number 3. Though only a few parameters are introduced, this parameter specialization mechanism plays an important role as demonstrated in Section 3.3.1 with experimental verification.

To effectively aggregate the three branches, we propose the residual fusion module shown in Fig. 1c (III). We model the long-tailed recognition problem as such residual learning process where one main branch \( N_{h+m+t} \) learns to recognize images of all the classes and the other two residual branches \( N_{m+t}, N_t \) are used to classify medium+tail classes and tail classes respectively. The outputs of the three branches are added together as the final result. It is worth noting that, head, medium, and tail classes still dominate branches \( N_{h+m+t}, N_{m+t}, N_t \) respectively, and thus the parameter specialization of these classes are preserved.

In our residual fusion mechanism, loss functions are deployed in training process as

\[
L_{fusion} = J(N_{h+m+t}(X)+N_{m+t}(X)+N_t(X), Y), \tag{1}
\]

\[
L_{branch} = \sum_{i \in \{h+m+t, m+t, t\}} J(N_i(SX_i), SY_i), \tag{2}
\]

\[
L_{all} = (1 - \alpha)L_{fusion} + \alpha L_{branch}, \tag{3}
\]

where \((X, Y)\) denotes the uniformly sampled images and labels of a mini-batch. \((SX_{h+m+t}, SY_{h+m+t})\) is the same as \((X, Y)\) consisting of all class images. \((SX_{m+t}, SY_{m+t})\) is a subset of \((X, Y)\) only containing images of medium and tail classes. \((SX_t, SY_t)\) is a subset of \((X, Y)\) only containing images belonging to tail classes. \(J\) is cross-entropy loss and \(\alpha\) is a hyper-parameter.

The fusion loss item \(L_{fusion}\) in Eq. (1) optimizes for all the classes. The outputs of branches \(N_{h+m+t}\) and \(N_t\) are added to the outputs of main branch \(N_{h+m+t}\) to obtain the fused outputs. Therefore, during inference, we just sum outputs of the three branches as the final result. The branch-independent loss item \(L_{branch}\) in Eq. (2) is for \(N_{h+m+t}, N_{m+t}\) and \(N_t\) respectively, further encouraging parameter specialization for head, medium, and tail classes respectively. \(L_{all}\) is our final loss which is a weighted sum of \(L_{fusion}\) and \(L_{branch}\) with a trade-off hyper-parameter \(\alpha\).

### 3.3 Analysis of Our Method

Our method depends on two key components: parameter specialization mechanism and residual learning mechanism. Here we analyze each of them with extensive experiments.

#### 3.3.1 Importance of Parameter Specialization

Though the three sub-branches are implemented by only a 1x1 grouped convolution with group number 3, we show that it is important to reserve specialized parameters for head, medium, and tail classes. We compare strategies with and without the parameter specialization mechanism on CIFAR-10-LT and CIFAR-100-LT with the imbalance factor 0.02. For the setting without parameter specialization, as shown in Fig. 2e, we let outputs of the three branches be the same while keeping the same loss functions in Eqs. (1), (2) and (3) in implementation. As shown in Figs. 3a and 3b, the model with the parameter specialization mechanism yields much higher accuracy than the model without it, which manifests the vast importance of our parameter specialization mechanism.

#### 3.3.2 Analysis of Residual Fusion Module

To further study the proposed residual fusion mechanism, we conduct ablation study to understand the role of each component in our residual fusion module by comparing its variants on CIFAR-10-LT and CIFAR-100-LT with the imbalance factor 0.02:

- Possible variant (a), (b), (c): as shown in Figs. 2a, 2b, 2c, we explore the necessary of the residual mechanism — the nested classes assignment for different branches in ResLT. \(N_h, N_m, N_t\) and \(N_{h+m+t}\) are optimized to classify images of head, medium, tail and all classes respectively.

- Possible variant (d): as shown in Fig. 2d, we remove the additive shortcuts from ResLT. During inference, we take the output of main branch \(N_{h+m+t}\) as the final results. The branches \(N_{m+t}\) and \(N_t\) only play the role of regularization during training.

As shown in Figs. 3c and 3d, it is obvious that both the variants (b) and (c) yield lower performance than our full residual fusion module. Variant (a) can enjoy better performance than (b) and (c) but is inferior to ResLT. This phenomenon demonstrates that the residual relationship (nested class assignments) among branch networks and the additive shortcuts are two core factors that make it feasible to solve long-tailed recognition in parameter space. Moreover, it shows the fundamental difference between our proposed residual learning mechanism and previous work [4].

**Comparison With Re-Weighting.** Our method may reminiscent attentive readers of re-weighting methods considering
that the loss with respect to tail class images is calculated by three branches while the loss for head class images is calculated by only \( N_b + m + 1 \) branch. In fact, the comparison between ResLT and the structure of Fig. 2e in Section 3.3.2 shows the importance of the parameter specialization mechanism. At the same time, it also implies that our high performance doesn’t benefit from the naive re-weighting scheme. Specifically, for the structure of Fig. 2e, the loss for tail class images is also calculated by three branches. However, there is a huge performance gap when compared with the structure of our residual fusion module, i.e., ResLT, as indicated by Figs. 3a and 3b.

Here we further clarify some fundamental differences between our method and re-weighting. We explicitly preserve specific capacity for the head, medium, tail classes. Besides, re-weighting independently pre-defines scalar factors as the class weights simply according to the number of images in the class while our method adaptively enhances classification results of tail classes with the learned residual branches of \( N_{m+1} \) and \( N_t \). Further, our method captures the important relationship between different classes within each branch.

Discussion on ResLT and RIDE [51]. Training with long-tailed data, deep models can easily overfit to tail classes and thus lead to high variance of model predictions. The motivation for RIDE proposed by Wang et al. is just to reduce the predictions variance by an improved model ensemble strategy. It constructs multiple experts and a distribution-aware diversity loss is deployed to promote high diversity among these experts. In contrast, different from re-weighting re-balancing from loss space and re-sampling re-balancing from input space, ResLT conducts re-balance in the aspect of parameter space by allocating individual parameters for tail classes and train the model with the designed residual mechanism.

Reducing the variance of model predictions is a more general idea. A simple model ensemble strategy can even reduce the predictions variance of a model trained with balanced datasets, e.g., full ImageNet, and thus further improve the performance. Differently, ResLT is just designed for long-tailed data and it should be compatible with techniques that aim to reduce the variance of model predictions. This analysis is coherent with our experimental results shown in Table 7. Further, the multiple experts structure in RIDE makes it hard to reuse public pre-trained models, e.g., ImageNet pre-trained models that are usually adopted for Places-LT in the literature. Instead, ResLT is more compatible with previous work in this aspect.

| TABLE 2: Top-1 Accuracy (%) on iNaturalist 2018 |
|-----------------------------------------------|
| Method                  | One-stage | ResNet-50 |
| CB-Focal [52]           | ✓         | 61.1      |
| LDAM [45]               | ✓         | 64.6      |
| BBN [47]                | ✓         | 69.6      |
| t-normalized [46]       | ✓         | 69.3      |
| Causal Norm [48]        | ✓         | 64.0      |
| LDAM+DRW [45]           | X         | 68.0      |
| cRT [46]                | X         | 67.6      |
| LWS [46]                | X         | 69.5      |
| LWS [46]                | §         | 71.4      |
| ResLT                   | ✓         | 70.2      |
| ResLT                   | ✓         | 70.5      |
| ResLT                   | §         | 72.3      |

* Rows with ✓ denote results directly copied from [46], [47]. • denotes model is trained with mixup and initialized with ImageNet pre-trained model by torchvision. Knowledge distillation is not applied to all methods for fair comparison.*
we report results on three splits of the set of classes: Many-shot (more than 100 images), Medium-shot (20 ~ 100 images) and Few-shot (less than 20 images). For CIFAR-10-LT and CIFAR-100-LT, we sort all the classes by the number of images in decreasing order. Specifically, we divide CIFAR-10-LT into 3 splits as Many-shot (class 0th ~ class 2th), Medium-shot (class 3th ~ class 5th) and Few-shot (class 6th ~ class 9th). For CIFAR-100-LT, we divided it into 3 splits as Many-shot (class 0th ~ class 34th), Medium-shot (class 35th ~ class 69th) and Few-shot (class 70th ~ class 99th).

Training Details. For long-tailed CIFAR datasets, we follow [45], [47] to pre-process images. We randomly crop a 32x32 patch from the original image or its horizontal flip with 4 pixels padded on each side and normalize the pixel values into [0,1]. To be consistent with previous setting [26], [45], we adopt ResNet-32 [4] as our backbone network for all experiments. SGD optimizer with momentum 0.9 is adopted. We train all models for 200 epochs for our ResLT method. The initial learning rate is set to 0.1 and the first five epochs are trained with the linear warm-up. The learning rate is decayed at the 160 and 180 epochs by 0.1 respectively. The batch size 128 is used through all the experiments.

For a fair comparison, we adopt the same experimental setting as [46] on ImageNet-LT, Places-LT and iNaturalist 2018. For Places-LT, following previous setting [46], [49], we choose ResNet-152 as the backbone network, pre-train it on the full ImageNet-2012 dataset (provided by torchvision), and finely tune it for 30 epochs on Places-LT. On ImageNet-LT, we report results with ResNet-10, ResNetXt-50 and ResNetXt-101. For consistency with previous setting, ResNet-50 and ResNet-152 are used for iNaturalist 2018 and we train 200 epochs following [46]. For all experiments, we use SGD optimizer with momentum 0.9 on 4 NVIDIA 2080Ti GPUs. For ResNet-10, ResNet-50, and ResNetXt-50, we adopt cosine learning rate schedule gradually decaying from 0.1 to 0. We use image resolution 224 x 224 and batch size 256. For ResNet-152 and ResNetXt-101, we adopt cosine learning rate schedule gradually decaying from 0.05 to 0, image resolution 224 x 224 and batch size 128 for the limited GPU memory.

4.2 Ablation Study

4.2.1 Grouped Convolution or 3 Separate Convolution

We conduct ablation studies with an extra grouped convolution or 3 separate convolutions inserted in the top of the ResNet-32 on CIFAR-10-LT and CIFAR-100-LT. As shown in Fig. 7, our method significantly surpasses these two baselines, which indicates our high performance does not come from the small number of extra parameters.

Moreover, it is worthy to note that BBN [41] also has extra parameters. Our method significantly outperforms BBN as shown in Fig. 4.

4.2.2 How Does the Model Size Affect Our Method?

To go deeper in understanding the effects of model size on long-tailed recognition, we explore various models with different parameters on CIFAR100-LT, CIFAR10-LT with imbalance factor 0.02, and ImageNet-LT datasets. For CIFAR100-LT, CIFAR10-LT, we evaluate ResNet-32(1x), ResNet-32(2x) and ResNet-32(3x). Specifically 1x, 2x, 3x mean the multiplier of channels in each layer. For ImageNet-LT, ResNet-10, ResNetXt-50, ResNetXt-101 are used. As shown in Fig. 4, with the increase of model parameters, our method can consistently surpass BBN on CIFAR-LT and LWS on ImageNet-LT, which indicates the effectiveness of the proposed ResLT method.

4.2.3 Individual Branch Performance

Our parameter specialization mechanism reserves individual capacity for the head, medium, and tail classes. Along with the proposed residual fusion module, we make it possible to rebalance directly in the aspect of parameter space. To deeply understand the role of residual branches, we collect performance on Many-shot, Medium-shot, and Few-shot of each branch with experiments on CIFAR-100-LT, CIFAR-10-LT with an imbalance ratio of 0.01, and ImageNet-LT.

As shown in Fig. 6, head classes, medium classes and tail classes respectively dominate branch $N_{h+t}$, $N_{m+t}$ and $N_t$, realizing the parameter specialization mechanism. Meanwhile, with the two residual branches $N_{m+t}$ and $N_t$, the final performance on medium classes and tail classes is significantly enhanced compared with the single main branch $N_{h+t}$, testifying the advantages of residual learning mechanism.

4.2.4 Accuracy on Many-Shot, Medium-Shot, and Few-Shot

For ImageNet-LT, the detailed numbers of performance on Many-shot, Medium-shot and Few-shot are summarized in Table 6 while for iNaturalist 2018, the detailed numbers are
put in Table 8. To highlight the advantages of ResLT, we plot the comparisons on ImageNet-LT with previous methods in Fig. 8. We observe that ResLT usually can achieve higher performance on Medium-shot and Few-shot classes than previous methods, e.g., LWS, cRT. And the overall improvements just come from small performance degradation on Many-shot classes and such strong performance on Medium-shot and Few-shot classes, which demonstrates ResLT does a better trade-off among Many-shot, Medium-shot, and Few-shot classes.

4.2.5 How Does the Hyper-Parameter $\alpha$ Affect Our Method?

We conduct ablation study on choosing a proper $\alpha$ on CIFAR-10-LT, CIFAR-100-LT with imbalance factor 0.02, and ImageNet-LT datasets. For CIFAR-10-LT and CIFAR-100-LT, $\alpha = 0.995$ is adopted, while we use 0.99 and 0.90 for ImageNet-LT and iNaturalist 2018 respectively in our experiments. As shown in Fig. 5, even when $\alpha = 1$ that only with $L_{\text{branch}}$ loss in training, the performance is even much better than baselines in Table 1 mentioned in Section 3.1, demonstrating the importance of the residual mechanism – nested class assignments for different branches.

4.2.6 How Does the Number of Groups Affect Our Method?

Here we have further explored the effects of the different number of groups on CIFAR-10-LT, CIFAR-100-LT with an imbalance factor 0.01. As shown in Table 9, when the number of groups is larger than 3, there are no obvious improvements.

Fig. 5. We conduct ablation studies for choices of $\alpha$ on CIFAR-LT and ImageNet-LT. For CIFAR-LT, ResNet-32 is used, while we apply ResNet-10 on ImageNet-LT.

(a) Individual branch performance on CIFAR100-LT with imbalance ratio 0.01.
(b) Individual branch performance on CIFAR10-LT with imbalance ratio 0.01.
(c) Individual branch performance on ImageNet-LT with ResNet-10.
(d) Individual branch performance on ImageNet-LT with ResNeXt-50.
4.2.7 Feature Visualizations

To go deeper into understanding the effects of ResLT method, we visualize representation learned by vanilla cross-entropy and ResLT training method on CIFAR-10-LT and CIFAR-100-LT with an imbalance ratio of 0.01. Specifically, for CIFAR-100-LT, we visualize the randomly selected 10 classes or 20 classes. As shown in Fig. 9, The models trained with ResLT usually can produce more compact features, leading to more obvious separation and better performance.
4.2.8 More Discussion on ResLT
Zhang et al. [61] identified the trade-off between model robustness and accuracy. For long-tailed classification, Cao et al. [45] derived a margin-based generalization bound for the optimal trade-off between a head class and a tail class margins in the binary classification problem, which also implied that there was a trade-off between head classes accuracy and tail classes accuracy. As discussed in Section 4.2.4, we observe ResLT can learn a better trade-off between head classes accuracy and tail classes accuracy with the proposed residual learning mechanism. We leave more theoretical analysis as our future work.

4.3 Comparison With Previous Methods

Comparison Methods. In experiments, we compared with two kinds of methods: one-stage methods (with a consistent training strategy throughout the training) and state-of-the-art two-stage methods (input sampling strategy or loss function may differ in different stages).

- One-stage methods. For one-stage methods, we mainly compare with mixup [53], LDAM [45], BBN [47] and Causal Norm [48] methods.
- Two-stage methods. For two-stage methods, we mainly compare with the recently proposed decoupling representation and classifier learning [46] and RIDE [51]. For fair comparison with RIDE, we report the experimental results without knowledge distillation trick.

Comparison on ImageNet-LT. Table 3 shows experimental results on ImageNet-LT. Here, we mainly compare with the recent SOTA method [46], [48], [51]. We observe that 90 epochs training is not enough to converge for deep models on ImageNet-LT. Under longer training with 180 epochs, Decouple method [46] can be significantly further improved while it seems to be helpless for Causal Norm [48]. We use this strong setting for comparisons. As shown in Table 3, ResNext-50 trained with our ResLT method in an end-to-end fashion enjoys 1.4% higher than [46] and 1.0% higher than [48]. Moreover, as shown in Fig. 4, we also test our

### Table 3

| Method                  | One-stage | Many | Medium | Few | All |
|-------------------------|-----------|------|--------|-----|-----|
| Baseline (CE)           | ✓         | 67.6 | 42.8   | 13.4| 47.6|
| Mixup [53]              | ✓         | 67.3 | 41.0   | 11.1| 46.3|
| Lifted Loss [54]        | ✓         | 41.1 | 35.4   | 24.0| 35.2|
| Focal Loss [43]         | ✓         | 41.1 | 34.8   | 22.4| 34.6|
| Range Loss [55]         | ✓         | 41.1 | 35.4   | 23.2| 35.1|
| t-normalized [46]       | ✓         | 60.9 | 49.2   | 36.8| 51.5|
| Causal Norm [48]        | ✓         | 64.9 | 48.0   | 28.9| 51.9|
| cRT [46]                | x         | 63.7 | 47.6   | 28.3| 50.7|
| LWS [46]                | ✓         | 63.3 | 48.4   | 32.0| 51.5|
| ResLT §                 | ✓         | 63.6 | 55.7   | 38.9| 56.1|

† denotes results directly copied from [49]. “§” denotes results directly copied from [46].

### Table 4

| Method                  | One-stage | Many | Medium | Few | All |
|-------------------------|-----------|------|--------|-----|-----|
| Baseline (CE)           | ✓         | 45.7 | 27.3   | 8.2 | 30.2|
| Lifted Loss [54]        | ✓         | 41.1 | 35.4   | 24.0| 35.2|
| Focal Loss [43]         | ✓         | 41.1 | 34.8   | 22.4| 34.6|
| Range Loss [55]         | ✓         | 41.1 | 35.4   | 23.2| 35.1|
| t-normalized [46]       | ✓         | 37.8 | 40.7   | 31.8| 37.9|
| OLR [49]                | ✓         | 44.7 | 37.0   | 25.3| 35.9|
| LFME [57]               | ✓         | 39.3 | 39.6   | 24.2| 36.2|
| cRT [46]                | x         | 42.0 | 37.6   | 24.9| 36.7|
| LWS [46]                | ✓         | 40.6 | 39.1   | 28.6| 37.6|
| RIDE [51]               | x         | -    | -      | -   | -   |
| ResLT §                 | ✓         | 39.8 | 43.6   | 31.4| 39.8|
| ResLT §                 | ✓         | 40.3 | 44.4   | 34.7| 41.0|

† denotes results directly copied from [46]. “§” denotes pre-trained model on ImageNet is trained with strong data augmentation (cutmix) provided by [56].  

### Table 5

| Imbalance factor | One-stage | Long-tailed CIFAR-10 | Long-tailed CIFAR-100 |
|------------------|-----------|----------------------|-----------------------|
| -                | ✓         | 73.06                | 87.10                 |
| Mixup [53]       | x         | 70.38                | ✓                     |
| Focal [43]       | ✓         | 73.35                | ✓                     |
| LDAM [45]        | ✓         | 79.82                | ✓                     |
| BBN [47]         | ✓         | 74.57                | ✓                     |
| Causal Norm [48] | ✓         | 80.60                | ✓                     |
| CE+DRW [45]      | x         | 76.34                | ✓                     |
| CE+DRS [45]      | x         | 78.11                | ✓                     |
| LDAM+DRW [45]    | x         | 77.03                | ✓                     |
| ELF(LDAM)+DRW [58]| ✓    | 78.10                | ✓                     |
| RIDE (3 experts) | ✓         | 80.44                | ✓                     |
| ResLT            | ✓         | 82.40                | ✓                     |
| ResLT (3 experts)| ✓         | 49.73                | ✓                     |

† denotes results directly copied from [47]. “§” denotes results directly copied from [46]. “§” denotes pre-trained model on ImageNet is trained with strong data augmentation (cutmix) provided by [56].
method on ResNet-10 and ResNext-101. Our method consistently surpasses LWS [46] by 0.8% - 1.4% across small models to large models.

For fairly comparing with RIDE, we replace ResNeXt-50 with RIDEResNeXt-50 adopted by RIDE. As shown in Table 7, ResLT model achieves 57.6% top-1 accuracy with 3 experts in 180 epochs training, largely outperforming RIDE by 1.6%. With RIDEResNeXt-50 and 3 experts, our model only needs an extra 0.04 G FLOPs computational cost at inference time. We also calculate the inference time with an image size $224 \times 224$ in Table 7. Our model costs 17.2 ms when fed with a batch of 64 images while RIDE uses a comparable time of 17.0 ms.

Comparison on Places-LT. Table 4 lists experimental results on Places-LT. Following previous setting [46], [49], we use ResNet-152 pre-trained on full ImageNet dataset as our backbone (provided by torchvision). As shown in Table 4, the model trained with our ResLT in an end-to-end manner achieves 39.8% Top-1 accuracy, which is 1.9% higher than previous Decoupling methods [46].
Comparison on iNaturalist 2018. Experimental results on iNaturalist 2018 are summarized in Table 2 and Table 7. We mainly compare our method with BBN and Kang et al. [46] with 200 training epochs. Note that, though Zhou et al. [47] claimed BBN(2x) trained with 180 epochs, they actually used 360 epochs data due to their dual sampler strategy. Under the same amount of data for training, our method outperforms [47] by 0.9%. Compared with [46], our ResLT model trained in an end-to-end manner achieves 70.2% top-1 accuracy, surpassing it by 0.7%. Further, with larger network ResNet-152, our method achieves 73.2% top-1 accuracy, surpassing [46] by 0.7% under same training setting. When compared with RIDE, ResLT model achieves 72.9% top-1 accuracy with 5 experts in 200 epochs training schedule, significantly surpassing RIDE by 1.2% as shown in Table 7.

Comparison on CIFAR-10-LT and CIFAR-100-LT. We conduct extensive experiments on CIFAR-10 and CIFAR-100 with imbalance factors of 0.01, 0.02 and 0.1, same as previous setting [45], [47]. The experimental results are summarized in Table 5. Our method outperforms BBN by 2.78%, 2.96% and 1.76% on CIFAR-100-LT with imbalance factors 0.01, 0.02, and 0.1 respectively. Compared with Causal Norm by Tang et al., ResLT surpasses it by 1.24% and 1.19% separately with imbalance ratio 0.01 and 0.1 on CIFAR-100. With RIDEResNet, ResLT model boosts performance to 49.73% on CIFAR-100 under a imbalance ratio 0.01, surpassing RIDE.

5 Conclusion

In this paper, we provide a novel perspective to understand and address the long-tailed recognition problem. The proposed residual fusion mechanism effectively re-balances head and tail classes under this new point of view in parameter space. Extensive experimental results on various representative and challenging benchmarks manifest the effectiveness of our method.

To understand our method thoroughly, we conduct sound ablation studies to show that parameter specialization and residual learning mechanism are two key components to make it work. And we leave more theoretical analysis for ResLT as our future work.
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