SPECTRAL ESTIMATES FOR A PERIODIC FOURTH-ORDER OPERATOR
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Abstract. The operator $H = \frac{d^4}{dt^4} + \frac{d}{dt}p \frac{d}{dt} + q$ with periodic coefficients $p, q$ on the real line is considered. The spectrum of $H$ is absolutely continuous and consists of intervals separated by gaps. The following statements are proved: 1) the endpoints of gaps are periodic or antiperiodic eigenvalues or branch points of the Lyapunov function, and moreover, their asymptotic behavior at high energy is found; 2) the spectrum of $H$ at high energy has multiplicity two; 3) if $p$ belongs to a certain class, then for any $q$ the spectrum of $H$ has infinitely many gaps, and all branch points of the Lyapunov function, except for a finite number of them, are real and negative; 4) if $q = 0$ and $p \to 0$, then at the beginning of the spectrum there is a small spectral band of multiplicity 4, and its asymptotic behavior is found; the remaining spectrum has multiplicity 2.

§1. Introduction and main results

Consider a selfadjoint operator $H = \frac{d^4}{dt^4} + \frac{d}{dt}p \frac{d}{dt} + q$ that acts in $L^2(\mathbb{R})$ and has real 1-periodic coefficients $p$ and $q$ such that $p, p', q \in L^1(0, 1)$. Henceforth we use the notation $f' = \partial_t f$, $f^{(k)} = \partial^k_t f$. It is known that the spectrum of the operator $H$ is absolutely continuous and consists of nondegenerate intervals (see [8, Theorem XIII.7.64]). We introduce the fundamental solutions $\varphi_j(t, \lambda), j \in \mathbb{N}_3 = \{0, 1, 2, 3\}$, of the equation

$$\varphi_j^{(iv)} + (py')' + qy = \lambda y, \quad (t, \lambda) \in \mathbb{R} \times \mathbb{C},$$

that satisfy the conditions $\varphi_j^{(k)}(0, \lambda) = \delta_{jk}, j, k \in \mathbb{N}_3$, where $\delta_{jk}$ is the Kronecker symbol. We define a $4 \times 4$ monodromy matrix $M$ and the characteristic polynomial $D$ by the relations

$$M(\lambda) = (\varphi_j^{(k)}(1, \lambda))_{k,j=0}^3, \quad D(\tau, \lambda) = \det(M(\lambda) - \tau I_4), \quad (\tau, \lambda) \in \mathbb{C}^2.$$ 

It is known that $M$ is an entire matrix-valued function. An eigenvalue $\tau(\lambda)$ of the matrix $M(\lambda)$ is called a multiplier and is a zero of the algebraic equation $D(\tau, \lambda) = 0$. The matrix $M$ has four multipliers $\tau_1, \tau_2, \tau_3, \tau_4$ (counted with multiplicity), and $\tau_3(\lambda) = \tau_1^{-1}(\lambda)$, $\tau_4(\lambda) = \tau_2^{-1}(\lambda)$ for all $\lambda \in \mathbb{C}$ (see [31]). The spectrum of $H$ has the form $\sigma(H) = \{\lambda \in \mathbb{C} : |\tau_1(\lambda)| = 1$ or $|\tau_2(\lambda)| = 1\}$. 

2010 Mathematics Subject Classification. Primary 34L15; Secondary 34L40.

Key words and phrases. Periodic differential operator, spectral bands, spectral asymptotics.

The work of A. V. Badanin was partially supported by a joint grant of DAAD (the program “Mikhail Lomonosov-2007”) and by a grant of the Ministry of Education of RF (the program “Development of the scientific potential of the higher school in 2006–2008”). Part of the paper was written at the Mathematical Institute of Potsdam University, Germany (September–December, 2007). Part of the work was done by E. L. Korotyaev at the Institute of Mathematics of Tsukuba University, Japan (March, 2010) and at École Polytechnique, France (April–July, 2010). The authors are grateful to these institutions for their hospitality.

©2011 American Mathematical Society
Consider the entire function
(1.3) \[ \rho = \frac{T_2 + 1}{2} - T_1^2, \quad \text{where} \quad T_\nu = \frac{1}{4} \text{Tr} M_\nu, \quad \nu = 1, 2. \]
The function \( \rho \) is real on \( \mathbb{R} \) and \( \rho(\lambda) > 0 \) for \( \lambda > R \), where \( R \) is a real number (see Lemma 3.3). Denote by \( \mathcal{R} \) the two-sheeted Riemann surface of the function \( \sqrt{\rho} \). We select a single-valued branch of the function \( \sqrt{\rho} \) on a cut plane. To this end, we draw cuts along the intervals of the real axis on which \( \rho < 0 \). We consider the zeros of \( \rho \) that lie in the upper half-plane, join them pairwise with nonintersecting curves, and draw cuts along these curves. We draw symmetric cuts in the lower half-plane. If the function \( \rho \) has an odd number of zeros in the upper half-plane, then we connect the remaining zero to the zero in the lower half-plane conjugate to it with a curve that intersects the real axis at any point where \( \rho < 0 \), and cut the plane along this curve. Denote by \( \Lambda \) the plane with such cuts. We fix a branch of the function \( \sqrt{\rho} \) in the domain \( \Lambda \) by the condition \( \sqrt{\rho(\lambda)} > 0 \) for \( \lambda \in (R, +\infty) \).

We state a preliminary result concerning the Lyapunov function. Throughout the paper,
\[ z = \lambda^{\frac{1}{2}}, \quad \arg z \in \left( -\frac{\pi}{4}, \frac{\pi}{4} \right) \quad \text{for} \quad \lambda \in \mathbb{C}, \quad \arg \lambda \in (-\pi, \pi]. \]

**Theorem 1.1.** i) The functions \( \Delta_\nu = \frac{1}{2}(\tau_\nu + \tau_\nu^{-1}) \), \( \nu = 1, 2 \), are branches of the Lyapunov function \( \Delta = T_1 + \sqrt{\rho} \), which is analytic on the surface \( \mathcal{R} \). We fix the branches of \( \Delta_\nu \) in the domain \( \Lambda \) by the relations
(1.4) \[ \Delta_\nu = T_1 - (-1)^\nu \sqrt{\rho}, \quad \nu = 1, 2. \]

Then the following relations are valid:
(1.5) \[ D(\tau, \cdot) = \det(M - \tau I_4) = (\tau^2 - 2\Delta_1 \tau + 1)(\tau^2 - 2\Delta_2 \tau + 1), \quad \tau \in \mathbb{C}, \]
(1.6) \[ \Delta_1(\lambda) = \cos z \left( 1 + O \left( \frac{1}{z} \right) \right), \quad \Delta_2(\lambda) = \cos z \left( 1 + O \left( \frac{1}{z} \right) \right) \]
as \( |\lambda| \to \infty, |z - \pi n| > 1, |z - (1 \pm i)\pi n| > 1, n \in \mathbb{Z}. \)

ii) Let \( \Delta_\nu(\lambda) \in (-1, 1) \) for a branch \( \nu \in \{1, 2\} \), and let \( \lambda \in \mathbb{R} \) not be a branch point of \( \Delta \). Then \( \Delta_\nu'(\lambda) \neq 0 \).

**Remark.** For any \( p \) and \( q \), the function \( \rho \) has at least one zero of odd multiplicity (see Lemma 5.3). Therefore, it cannot be an exact square of an entire function.

Consider the functions \( D_{\pm} = \frac{1}{4} \det(M \mp I_4) = (\Delta_1 \mp 1)(\Delta_2 \mp 1) \). The zeros of \( D_+ \) (of \( D_- \)) are eigenvalues of the periodic (respectively, antiperiodic) problem. Denote by \( \lambda_0^+, \lambda_0^-, n \geq 1 \), the sequence of zeros of \( D_+ \) and by \( \lambda_2^{\pm}, n \geq 1 \), the sequence of zeros of \( D_- \) enumerated (counting the multiplicities) in such a way that
(1.7) \[ \lambda_0^+ < \lambda_2^- < \lambda_2^+ < \lambda_4^- < \lambda_4^+ < \cdots, \]
\[ \lambda_1^- < \lambda_3^- < \lambda_3^+ < \lambda_5^- < \lambda_5^+ < \cdots. \]

The branch points of the Lyapunov function are zeros of \( \rho \) (see (1.3)) of odd multiplicity. A numerical investigation of the function \( \rho \) for the operator \( H \) with a periodic \( \delta \)-potential (see [1]) shows that, as the coefficients of equation (1.1) vary continuously, two different branch points may merge and form a zero of even multiplicity of \( \rho \), which is no longer a branch point of the Lyapunov function. Conversely, a zero of even multiplicity of \( \rho \), which is not a branch point of the Lyapunov function, may split into two zeros of odd multiplicity as the coefficients of equation (1.1) vary continuously, and thus it may generate two branch points of the Lyapunov function. Moreover, branch points of the Lyapunov function may be complex for some values of the coefficients of equation (1.1),
and they become real, creating a gap in the spectrum of $H$, for some other values of the coefficients. Such a behavior is similar to the behavior of resonances in the scattering problem for the Schrödinger operator, although in reality the resonances in the scattering problem are not related to the branch points of the Lyapunov function for the operator $H$ (for example, see [14, 35]). Nevertheless, in the same way as in [1, 2, 5, 13, 15], we call the zeros of the function $\rho$ resonances. The multiplicity of a resonance is the multiplicity of the corresponding zero.

**Example 1.** If $p = q = 0$, then the functions corresponding to $T_\nu, \rho, D_\pm$, and $\Delta$ have the form

\begin{equation}
T_\nu^0 = \cosh \nu z + \cos \nu z \quad \frac{2}{2}, \quad \rho^0 = \frac{(\cosh z - \cos z)^2}{4}, \quad D_\pm^0 = (\cos z \mp 1)(\cosh z \mp 1),
\end{equation}

\begin{equation}
\Delta^0 = \cosh \lambda^2, \quad \Delta'^0 = \cos z, \quad \Delta''^0 = \cos z.
\end{equation}

From (1.8) it follows that $\rho^0 \leq 0$ on $\mathbb{R}_-$, and the resonances are equal to $r_n^0 = 0$, $s_n^0 = -4(\pi n)^4$, $n \geq 1$. Moreover, the 2-periodic (i.e., periodic and antiperiodic) eigenvalues are equal to $\lambda_n^0 = 0$, $\lambda_n^\pm = (\pi n)^4$, $n \geq 1$. The surface $\mathcal{M}^0$ coincides with the Riemann surface of the function $\sqrt{\lambda}$.

**Example 2.** Consider the operator $H = \tilde{H}^2$, where $\tilde{H} = -\frac{d^2}{dz^2} + p$ is the Hill operator on $\mathbb{R}$. Recall that the spectrum $\sigma(\tilde{H})$ is bounded from below and consists of bands separated by gaps. Let $\sigma^{\pm} = \sigma(\tilde{H}) \cap \mathbb{R}_\pm$ (the set $\sigma^-$ may be empty). The spectrum of $H = \tilde{H}^2$ has the form $\sigma(H) = \{\lambda \geq 0 : \lambda = z^2, z \in \sigma_- \cup \sigma_+\}$ and has multiplicity 4 at the points where $\sigma_+$ and $\sigma_-$ overlap; the remaining part of the spectrum has multiplicity 2.

Many papers (see, e.g., Gel’fand and Lidskii [10], Gesztesy with coauthors [6, 7], Carlson [3, 4], Korotyaev with coauthors [2, 5, 13, 15], Kreın [19]) are devoted to the study of spectral properties of systems of differential equations on the real line with periodic coefficients. Presently, interest in this subject is provoked by numerous applications to quantum mechanics and, in particular, to the study of conductivity of nanotubes (for example, see Korotyaev and Lobanov [18]), to optics, acoustics, and so on (see [34]). Note also that the case of difference periodic systems was considered by Korotyaev and Kutsenko [16, 17]. Results that are directly relevant to the present paper will be discussed in more detail below.

Korotyaev and Chelkak [5] constructed the Riemann surface of the Lyapunov function and found the asymptotic behavior of the 2-periodic (i.e., periodic and antiperiodic) spectrum and of the branch points of the Lyapunov function (resonances) for the Schrödinger operator with a periodic real $(N \times N)$-matrix potential (for $N = 2$, see [2]). Moreover, in that paper, a conformal mapping related to the integral state density was constructed and studied; the lengths of gaps were estimated in terms of the norm of the potential, and some new trace formulas were derived. The case of a matrix complex potential and first-order systems was considered by Korotyaev in [13, 15]. We note the following results for the Schrödinger operator with a periodic $(N \times N)$-matrix potential and for the $(2N \times 2N)$-matrix operator of the first order.

1) Systems of differential equations may split into independent scalar equations. In this case, $\rho = 0$.

2) In the case of the Schrödinger operator, the 2-periodic eigenvalues and resonances go to $+\infty$; in the case of the first-order operator, the 2-periodic eigenvalues and resonances go to $\pm \infty$.

3) Roughly speaking, the spectrum at high energy has maximal multiplicity $2N$. 
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4) There is a class of potentials for which there are infinitely many gaps in the spectrum of the corresponding operator. At the same time, under certain conditions on the potential, the number of gaps in the spectrum is finite (see also [23]).

Papanicolaou [26, 27] and [28] (jointly with Kravvaritis) studied spectral properties of the Euler–Bernoulli equation \((ay^\prime\prime\prime)\prime = \lambda by\) with periodic coefficients \(a, b > 0\). He showed that the spectrum lies in the interval \([0, \infty)\) and consists of bands separated by gaps. The endpoints of gaps are periodic or antiperiodic eigenvalues. Any point of the spectrum has multiplicity two. The beginning of the spectrum coincides with the point 0, which is a periodic eigenvalue and simultaneously a simple resonance. All the remaining resonances are negative and have multiplicity 1 or 2. It was proved that the spectrum of the Dirichlet problem lies in gaps and some results (Borg-type theorems) related to the inverse spectral problem were obtained.

In [1], the authors of the present paper arrived at the following results for the operator \(H = \frac{d^4}{dx^4} + q\):

1) the existence of real and nonreal branch points of the Lyapunov function for potentials of a certain kind; 2) the asymptotic behavior of 2-periodic eigenvalues and resonances in terms of the Fourier coefficients of the function \(q\); 3) if \(q \to 0\), then at the beginning of the spectrum there is a small band of multiplicity 4, and its asymptotic behavior was found; the other spectrum has multiplicity 2.

An explicit formula for the spectral expansion of the general periodic operator of order \(2N\) was obtained by Tkachenko in [33] (for the case of \(N = 2\), see [31, 32]). Mikhailets and Molyboga [21, 22] obtained asymptotic estimates for the periodic and antiperiodic eigenvalues of the operator \((-1)^N \frac{d^{2N}}{dx^{2N}} + q\), where \(q\) is a periodic distribution.

In the present paper, we extend the results of [1] to the case of the general periodic fourth-order operator. Moreover, we introduce a natural numeration of spectral bands. Namely, we show that precisely one spectral band \(\sigma_n\) corresponds to each pair \(\lambda_{n-1}^+, \lambda_n^-\), \(n \geq 1\). For every band \(\sigma_n\), two cases may occur: 1) the endpoints of the band are the points \(\lambda_{n-1}^+\) and \(\lambda_n^-\); 2) one of the endpoints of the band is the point \(\lambda_{n-1}^+\) or \(\lambda_n^-\) and the other endpoint is a resonance. The asymptotic behavior of the spectral bands at high energy is found.

We denote by \(R\) the set of all real resonances (the zeros of the function \(\rho\)). In Lemma 5.1 we show that if \(\Delta_1(r) = \Delta_2(r) \in (-1, 1)\) for some \(r \in R\), then \(r\) is a resonance of multiplicity 1 or 2. If \(r\) has multiplicity 2, then the functions \(\Delta_1\) and \(\Delta_2\) are analytic in a neighborhood of \(r\).

**Definition 1.** The set \(R_0 \subset R\) consists of resonances \(r\) such that \(\Delta_1(r) = \Delta_2(r) \in (-1, 1)\) and one of the following two conditions is satisfied:

- a) \(r\) is a simple resonance,
- b) \(r\) has multiplicity 2 and \(\Delta_1'(r) \Delta_2'(r) < 0\).

The asymptotic formulas (1.0) imply that the number of elements of the set \(R_0\) is finite.

In the next theorem we show that precisely one natural nondegenerate band \(\sigma_n\) corresponds to every pair \(\{\lambda_n^-, \lambda_n^+\}\), \(n \geq 1\). Inside every interval \(\sigma_n\), there are finitely many \((\geq 0)\) resonances, each not belonging to \(R_0\) and having multiplicity 2. Consequently, the functions \(\Delta_1\) and \(\Delta_2\) are real-analytic on each of the intervals \(\sigma_n\). We define functions \(\Delta_{\pm}\) by the relations

\[
\Delta_+(\lambda) = \max\{\Delta_1(\lambda), \Delta_2(\lambda)\}, \quad \Delta_-(\lambda) = \min\{\Delta_1(\lambda), \Delta_2(\lambda)\}
\]

on the set \(\{\lambda \in \mathbb{R} : \rho(\lambda) > 0\}\). Three cases are possible (see Figure 1).
The band $\sigma_n$ has the form $\sigma_n = [\lambda_n^+, \lambda_n^-]$ or $\sigma_n = [\lambda_n^-, \lambda_n^{+1}]$, where the points $\lambda_n^+$ and $\lambda_n^{-1}$ are zeros of the function $\Delta_2^\nu - 1$ for a certain $\nu = +, -$; moreover, $\Delta_\nu$ is continuous and monotone on the interval $\sigma_n$ and $\Delta_\nu(\sigma_n) = [-1, 1]$.

Note that, in case I, $\lambda_n^+ \neq \lambda_n^-$ and the points $\lambda_n^-$ and $\lambda_n^{+1}$ are the endpoints of the band $\sigma_n$.

**Cases II, III.** The band $\sigma_n$ has the form $\sigma_n = \sigma_n^- \cup \sigma_n^+$, where

$$\sigma_n^+ = [\lambda_n, \lambda_n^+]$$

in case II

$$\sigma_n^- = [r_n, \lambda_n], \quad \sigma_n^- = [r_n, \lambda_n^{+1}]$$

if $n$ is even,

$$\sigma_n^+ = [r_n, \lambda_n^{+1}], \quad \sigma_n^- = [r_n, \lambda_n]$$

if $n$ is odd,

$$\sigma_n^+ = [\lambda_n, r_n], \quad \sigma_n^- = [\lambda_n^{1}, r_n]$$

if $n$ is even,

$$\sigma_n^+ = [\lambda_n^{1}, r_n], \quad \sigma_n^- = [\lambda_n, r_n]$$

if $n$ is odd,

and $r_n$ is a resonance lying in the set $R_0$. The functions $\Delta_\pm$ are continuous and monotone on the segments $\sigma_n^\pm$, respectively, and the relations

$$\Delta_+(\sigma_n^+) = [\beta_n, 1], \quad \Delta_-(\sigma_n^-) = [-1, \beta_n],$$

where $\beta_n = \Delta_+(r_n) = \Delta_-(r_n) \in (-1, 1)$

are valid. There are no resonances inside the interval $\sigma_n^+ \cap \sigma_n^-$.}

In cases II and III, it may happen that $\lambda_n^{+1} = \lambda_n^-$. The points $\lambda_n^-$ and $\lambda_n^{+1}$ belong to the band $\sigma_n$, but only one of them is the endpoint of the band and the other endpoint is the resonance $r_n$ from the set $R_0$. The resonance is the left endpoint in case II and the right endpoint in case III.

**Theorem 1.2.** i) $\sigma(H) = \bigcup_{n \geq 1} \sigma_n$, where the $\sigma_n \subset \mathbb{R}$ are nondegenerate finite intervals. For every $\sigma_n$, $n \geq 1$, precisely one of the cases I, II, or III is realized; moreover, case III is impossible for $\sigma_1$. The resonances inside every interval $\sigma_n$ have multiplicity 2 and do not belong to $R_0$. Next,

$$\sigma_n \cap \sigma_{n+2} = \emptyset, \quad n \geq 1.$$  

ii) Let $r$ be a resonance lying inside a band $\sigma_n$ with some $n \geq 1$, and let $r_1(r) = r_2(r) \in \mathbb{C}_+$. Then $r_1$ and $r_2$ are analytic in a neighborhood of $r$, and the following relations are

Figure 1. Spectral bands: case I is shown on the left; case II is shown on the right.
valid:

\begin{align}
|\tau_j(\lambda)| = 1, \quad & \text{if } \{r_j^{-1}(r) > 0 \text{ or } 0 < 0 \} \text{ for both values of } j = 1, 2. \\
\text{iii) Every resonance of the set } & \mathcal{R}_0 \text{ is an endpoint of the band } \sigma_n \text{ for some } n \geq 1. \\
\text{iv) The spectrum } & \sigma(H) \text{ has multiplicity 4 on the set}
\end{align}

\begin{align}
\mathcal{S}_1 &= \left( \bigcup_{n \geq 1} (\sigma_n \cap \sigma_{n+1}) \right) \cup \left( \bigcup_{n : \text{II or III is valid}} (\sigma_n^- \cap \sigma_n^+) \right)
\end{align}

and multiplicity 2 on the set \( \mathcal{S}_2 = \sigma(H) \setminus \mathcal{S}_1 \).

Remarks. 1) For \( q = 0 \) and small \( p \), we have case II for \( \sigma_1 \) and case I for all \( \sigma_n, n \geq 2 \) (see Theorem 1.4 and Figure 3). The graph of the Lyapunov function \( \Delta \) for arbitrary coefficients \( p \) and \( q \) may have a rather complicated form (see Figure 2) which depicts case III for \( \sigma_q \) and case I for the remaining \( \sigma_n, n \geq 1 \). Nevertheless, for the operator \( H \) with arbitrary \( p \) and \( q \), only case I is realized for all \( \sigma_n \) and \( n \) sufficiently large (see Theorem 1.3). For the Hill operator, only case I is always realized.

2) The first band in the spectrum of the operator \((-\frac{d^2}{dx^2}+p)^2\) with constant \( p = -\pi^2 - \delta \) and any sufficiently small \( \delta > 0 \) (for example, with \( \delta = 1 \)) satisfies condition I and contains one resonance.

3) The example of the operator \((-\frac{d^2}{dx^2} - p_0 + p_1)^2\) with a large constant \( p_0 > 0 \) and a small periodic \( p_1 \) shows that the bands \( \sigma_n \) with neighboring numbers may overlap, i.e., \( \sigma_n \cap \sigma_{n+1} \neq \emptyset \) for some \( n \). 

4) The assumption \( \tau_1(r) = \tau_2(r) \in \mathbb{C}_+ \) in part ii) of the theorem does not reduce generality. Indeed, since \( r \) lies inside a band, all the multipliers \( \tau_1, \tau_1^{-1}, \tau_2, \tau_2^{-1} \) are equal to one by modulus and are not real. For this reason, we may assume that \( \tau_1 \) and \( \tau_2 \) lie in the upper half-plane and \( \tau_1^{-1} \) and \( \tau_2^{-1} \) are placed in the lower half-plane. Relations (1.13) mean that, as \( \lambda \) increases in the interval \((r - \delta, r + \delta)\) with some \( \delta > 0 \), the two multipliers \( \tau_1 \) and \( \tau_2 \) move along the unit circle in the same direction; for \( \lambda = r \), one of them outruns the other. For periodic systems of linear differential equations, a result similar to Theorem 1.2 ii) was obtained by Krein 19.

Denote by \( r_n^-, r_n^+, n \geq 1 \), the sequence of resonances in \( \mathbb{C} \) enumerated (counting multiplicities) in such a way that \( |r_n^-| \leq |r_n^+| \leq |r_1^-| \leq |r_2^+| \leq \cdots \). We state a theorem on the asymptotic behavior of 2-periodic eigenvalues and resonances at high energy and on the restoration of the spectrum of \( H \).

Theorem 1.3. i) For all \( n \) beginning with some \( n_0 \geq 1 \), the spectral bands \( \sigma_n \) have the form \( \sigma_n = [\lambda_n^-_{n-1}, \lambda_n^-] \) and \( \lambda_n^- \leq \lambda_n^+ < \lambda_{n+1}^- \leq \lambda_{n+1}^+ \leq \cdots \). The spectrum of \( H \) in \( \sigma_n \), \( n \geq n_0 \), has multiplicity 2. Moreover, if \( \lambda_n^- < \lambda_n^+ \) for some \( n \geq n_0 \), then the interval \((\lambda_n^-, \lambda_n^+)\) is a gap. We have the following asymptotic relations:

\begin{align}
r_n^+ &= -4(\pi n)^4 + 2\hat{p}_0(\pi n)^2 \pm \sqrt{2}\pi n |\hat{p}_n^-| + O(1), \\
\lambda_n^+ &= (\pi n)^4 - \hat{p}_0(\pi n)^2 \pm \pi n |\hat{p}_n^-|^2 + O(1)
\end{align}

as \( n \to \infty \), where \( \hat{p}_n = \int_0^1 p(t)e^{-i2\pi nt} \ dt, n \in \mathbb{Z} \).

In particular, if \( |\hat{p}_n^-| \geq n^{-\alpha} \) for all sufficiently large \( n \) and some \( \alpha, 0 < \alpha < 1 \), then there exist infinitely many gaps \( \gamma_n \neq \emptyset \), and \( |\gamma_n| \to \infty \) as \( n \to \infty \). Moreover, in this case, all the resonances except for a finite number of them are real and negative, and there exist infinitely many nonempty intervals \((r_n^-, r_n^+) \subset \mathbb{R} \), and \( |r_n^+ - r_n^-| \to \infty \) as \( n \to \infty \).
The graph of a possible function $\Delta$ and the spectrum $\sigma(H)$.

As a numerical investigation shows, the graph of the Lyapunov function for the operator $H$ with $p = 0$, $q = \eta \rho_{\text{per}}$ has a similar form; here $\delta_{\text{per}}$ is a 1-periodic delta-function and $\eta = 7937.7$.

ii) The Lyapunov function and, thus, the spectrum of $H$ (counted with multiplicity), is uniquely determined by one of the following collections of numbers:

a) the 2-periodic spectrum;

b) the periodic (or antiperiodic) spectrum and the resonances.

Remarks. 1) By Lemma 3.3 the function $\rho$ has an odd number of zeros, counted with multiplicity, in any circle $|\lambda| < R$ with $R = 4(\pi(N + \frac{1}{2}))^4$ large. In particular, the Lyapunov function has at least one real branch point.

2) The 2-periodic eigenvalues of the operator $H$ go to $+\infty$, and the resonances go to $-\infty$.

3) For certain $p \neq 0$ and any $q \in L^1(0,1)$, the spectrum $\sigma(H)$ has infinitely many gaps $\gamma_n$, growing as $n \to \infty$. If $p = 0$, then for any $q \in L^1(0,1)$, the gaps $\gamma_n$ decrease as $n \to \infty$ (see [1]).

In the following theorem, we show that the lowest gap in $\sigma(H)$ contains an interval of spectral multiplicity 4 for $q = 0$ and $p \to 0$. In the sequel, sometimes we write $\rho(\lambda, p)$, $\Delta(\lambda, p, q), \ldots$ instead of $\rho(\lambda)$, $\Delta(\lambda), \ldots$ when we want to emphasize the dependence of the corresponding function on the coefficients $p$ and $q$.

**Theorem 1.4.** Let $H_{\varepsilon} = \frac{d^2}{dt^2} + \varepsilon \frac{d}{dt} p \frac{d}{dt}$, $\varepsilon \in \mathbb{R}$, and suppose that $\int_0^1 p(t) dt = 0$. Then there exist two real-analytic functions $r_0(\varepsilon)$ and $\lambda^+_0(\varepsilon)$ in the circle $\{|\varepsilon| < \varepsilon_1\}$ with some $\varepsilon_1 > 0$ such that $r_0(\varepsilon)$ is a simple zero of the function $\rho(\cdot, \varepsilon p)$, $\lambda^+_0(\varepsilon)$ is a simple zero of the function $D_+(\cdot, \varepsilon p)$, and $r_0(0) = \lambda^+_0(0) = 0$. These functions admit the following asymptotic formulas:

\begin{align*}
\rho_{\text{per}}(\varepsilon) &= 2\varepsilon^2(4v_1 - v_2) + O(\varepsilon^3), \quad \lambda^+_0(\varepsilon) = 2\varepsilon^2(4v_1 - v_2) + O(\varepsilon^3), \\
\lambda^+_0(\varepsilon) - r_0(\varepsilon) &= 4A^2 \varepsilon^4 + O(\varepsilon^5), \quad A = \frac{v_2}{12} - \frac{4v_1}{3} = \frac{1}{4} \sum_{n \neq 0} \frac{|\hat{\rho}_n|^2}{(2\pi n)^2} > 0,
\end{align*}
as \( \varepsilon \to 0 \), where

\[
(1.19) \quad v_\nu = \frac{1}{4} \int_0^\nu dt \int_0^t p(s)p(t)(\nu - t + s)(t - s) \, ds, \quad \nu = 1, 2.
\]

Moreover, if \( \varepsilon \in (-\varepsilon_1, \varepsilon_1) \setminus \{0\} \), then \( r_0^- (\varepsilon) < \lambda_0^+ (\varepsilon) \) and the spectrum \( \sigma(H_\varepsilon) \) in the interval \( (r_0^- (\varepsilon), \lambda_0^+ (\varepsilon)) \) has multiplicity 4. The spectrum outside this interval has multiplicity 2.

Remark. 1) The graph of the Lyapunov function for \( q = 0 \) and small \( p \) is depicted in Figure 3.

2) For constant \( p < 0 \) and \( q = 0 \), any point of the spectrum has multiplicity 2 (this follows from relations (2.19); see below at the end of §2). Therefore, the assumption \( \int_0^1 p(t) \, dt = 0 \) of Theorem 1.4 is essential. Note also that for constant \( p > 0 \) and \( q = 0 \), the spectrum in the interval \( (-\frac{p^2}{4}, 0) \) has multiplicity 4, and the spectrum outside this interval has multiplicity 2.

3) The case of the operator \( H \) with \( p = 0 \) and \( q \to 0 \) was considered in [1], and the results are similar.

4) It is important to note that the result in the general case is more complicated. Namely, one can choose \( p \neq 0, q \neq 0, (p, q) \to 0 \) such that the spectrum \( \sigma(H) \) has always multiplicity two. This follows from a result due to Papanicolaou in [26], where it was shown that any point of the spectrum of the Euler–Bernoulli equation \((ay'')'' = \lambda by\) with any periodic \( a > 0 \) and \( b > 0 \) has multiplicity 2.

In conclusion, we mention that the operators \( H = \frac{d^4}{dx^4} + \frac{d}{dx} p \frac{d}{dx} + q \) and \( K = 8 \frac{d^4}{dx^4} + 6p \frac{d}{dx} + 3p' \) form a Lax pair, where \( p = p(x, t), \quad q = q(x, t), \quad x \) is a space coordinate, and \( t \) is time (for example, see the survey [9]). The corresponding nonlinear equation \( \partial_t H = [H, K] \) was written out explicitly in [11] and has the form

\[
\begin{align*}
\partial_t p &= 10p^2x_p + 6p_\partial x_p - 24x_q, \\
\partial_t q &= 3(p^2x_p + p_\partial x_p + x_p p_\partial x_p - 8x_3q - 6p_\partial x_q).
\end{align*}
\]

Now we describe the plan of our paper. In §2, we obtain the main properties of the fundamental solutions \( \phi_j, \ j \in \mathbb{N}_3 \). In §3, we introduce and study solutions of equation (1.1) of the Jost type, which have good asymptotic behavior as \(|\lambda| \to \infty\). The idea of using such solutions for finding the spectral asymptotic behavior of boundary value problems is similar.
problems for higher-order equations is due to Birkhoff (see [25]). The results obtained enable one to find the asymptotic behavior of the monodromy matrix and of multipliers at high energy. Pertinent technical proofs are given in the Appendix. Moreover, in §3 we study the main properties of the Lyapunov function and the function ρ. In §4, Floquet solutions are investigated. In §5, we prove Theorems 1.2–1.3. In §6, we consider the operator \( H \) with small coefficients and prove Theorem 1.4.

§2. Properties of fundamental solutions

The fundamental solutions \( \varphi_j(t, \lambda) \), \((j, t, \lambda) \in \mathbb{N}_3 \times \mathbb{R} \times \mathbb{C}\) of the nonperturbed equation

\[
y^{(iv)} = \lambda y
\]

(2.1)

are investigated. In study the main properties of the Lyapunov function and the function \( \rho \). In §4, Floquet solutions are investigated. In §5, we prove Theorems 1.2–1.3. In §6, we consider the operator \( H \) with small coefficients and prove Theorem 1.4.

Proof. For any fixed \((j, t) \in \mathbb{N}_3 \times \mathbb{R}_+\), the functions \( \varphi_j^0(t, \cdot) \) are entire, and we have

\[
\max_{j,k} \left| \lambda^{\frac{j+k}{2}} \left( \varphi_j^0(m, \lambda) - \sum_{n=0}^{N-1} \varphi_n^{(k)}(m, \lambda) \right) \right| \leq \frac{(\lambda/2)^N}{N!} e^{(\lambda/2)m},
\]

(2.2)

\( \lambda = \|p\| + \|p'\| + \|q\| \).

for all \( m \in \mathbb{N}, N \geq 0, \lambda \in \mathbb{C} \), where \(|z|_1 = \max\{1, |z|\}\}. Moreover, the functions \( T_\nu = \frac{1}{2} \text{Tr} M_\nu, \nu = 1,2 \), are entire, real on \( \mathbb{R} \), and obey the estimates

\[
|T_\nu(\lambda)| \leq e^{(\lambda/2)} \nu, \quad |T_\nu(\lambda) - T_\nu(0)| \leq \frac{\nu^2}{6} e^{(\lambda/2)} \nu, \quad \lambda \in \mathbb{C}.
\]

(2.3)

\( \nu = 1,2 \), \( \lambda \in \mathbb{C} \),

ii) Let \( q = 0 \), and let \( \hat{p}_0 = p(0) = 0 \). Then

\[
|T_\nu(\lambda) - T_\nu^0(\lambda) + \eta_\nu(\lambda)| \leq \frac{(\nu^2)^3}{6|z|^3} e^{(\lambda/2) \nu}, \quad \nu = 1,2, \lambda \in \mathbb{C},
\]

where

\[
\eta_\nu(\lambda) = \frac{1}{4} \int_0^\nu dt \int_0^t p(s) p(t) (\nu - t + s, \lambda) \varphi_1^0(\nu - t, s) ds.
\]

(2.4)

Proof. For any fixed \((j, t) \in \mathbb{N}_3 \times \mathbb{R}_+\), the functions \( \varphi_j^0(t, \cdot) \) are entire, and we have

\[
3 \sum_{m=0}^3 \varphi_j^{(m)}(t)(\varphi_m^0(k))(s) = \varphi_j^0(t + s), \quad |\varphi_j^0(t)| \leq \frac{e^{xt} + e^{yt}}{2|z|^1} \leq \frac{e^{xt}}{|z|^1},
\]

(2.6)

where \((k, s) \in \mathbb{N}_3 \times \mathbb{R}_+, k \leq j\). Throughout the proof, \( \varphi_j^0(t) = \varphi_j^0(t, \lambda), \ldots \).

i) The fundamental solutions \( \varphi_j \) satisfy the equation

\[
\varphi_j(t) = \varphi_j^0(t) - \int_0^t \varphi_j^0(t - s) u_j(s) ds, \quad u_j = (p \varphi_j')' + q \varphi_j, \quad (j, t) \in \mathbb{N}_3 \times \mathbb{R}_+.
\]

(2.7)

Consequently, the functions \( u_j \) satisfy the integral equation

\[
u_j(t) = u_{0,j}(t) - \int_0^t K_j(t, t - s) u_j(s) ds, \quad \nu_{0,j}(t) = K_j(t, t), \quad K_j(t, s) = p(t) (\varphi_j^0,s) + p'(t) (\varphi_j^0)'(s) + q(t) \varphi_j^0(s).
\]

(2.8)
Iterations in (2.8) yield
\begin{equation}
(2.10) \quad u_j(t) = \sum_{n \geq 0} u_{n,j}(t), \quad u_{n+1,j}(t) = - \int_0^t K_3(t, t - s)u_{n,j}(s) \, ds,
\end{equation}
whence
\begin{equation}
(2.11) \quad u_{n,j}(t) = (-1)^n \int_{0 < t_1 < t_2 < \cdots < t_{n+1} = t} \left( \prod_{k=1}^{n} K_3(t_{k+1}, t_{k+1} - t_k) \right) u_{0,j}(t_1) \, dt_1 \, dt_2 \cdots \, dt_n.
\end{equation}
Substituting (2.10) in (2.7), we obtain
\begin{equation}
(2.12) \quad \varphi_j(t) = \sum_{n \geq 0} \varphi_{n,j}(t), \quad \varphi_{n,j}(t) = - \int_0^t \varphi_3^0(t - s)u_{n-1,j}(s) \, ds, \quad \varphi_{0,j} = \varphi_j^0.
\end{equation}
Substituting (2.11) in the last formulas, we get
\begin{equation}
(2.13) \quad \varphi_{n,j}(t) = (-1)^n \int_{0 < t_1 < t_2 < \cdots < t_n < t} \left( \prod_{k=1}^{n-1} K_3(t_{k+1}, t_{k+1} - t_k) \right) u_{0,j}(t_1) \, dt_1 \, dt_2 \cdots \, dt_n.
\end{equation}
From (2.9) we have \(|K_j(t, s)| \leq |z|^{2-j}e^{xt}|p(t)| + |p'(t)| + |q(t)|\), where we have used the inequalities (2.6). Substituting these estimates in (2.13), we obtain
\begin{equation}
(2.14) \quad |\varphi_{n,j}(t)| \leq \frac{e^{xt}}{|z|^{2+j+n}} \left( \int_0^t (|p(s)| + |p'(s)| + |q(s)|) \, ds \right)^n.
\end{equation}
These estimates show that for any fixed \(t \in \mathbb{R}_+\), the formal series (2.14) converges absolutely and uniformly on bounded subsets in \(\mathbb{C}\). Each summand of this series is an entire function real for \(\lambda \in \mathbb{R}\). Therefore, the sum is also an entire function real for \(\lambda \in \mathbb{R}\). Summing the majorants, we obtain estimates (2.2).

Now we prove (2.3). For \(n = 1, 2\), the relations
\begin{equation}
(2.15) \quad T_{\nu} = \frac{1}{4} \text{Tr} \ M_{\nu} = \frac{1}{4} \text{Tr} \ M(\nu) = \frac{1}{4} \sum_{j=0}^{3} \varphi_{j}^{(j)}(\nu) = \sum_{n \geq 0} f_{\nu n}, \quad f_{\nu n} = \frac{1}{4} \sum_{j=0}^{3} \varphi_{n,j}^{(j)}(\nu),
\end{equation}
are valid; here we have used (2.14). From (2.14), we get
\begin{equation}
\varphi_{n,j}^{(j)}(t) = (-1)^n \int_{0 < t_1 < t_2 < \cdots < t_n < t} \left( \prod_{k=1}^{n-1} K_3(t_{k+1}, t_{k+1} - t_k) \right) u_{0,j}(t_1) \, dt_1 \, dt_2 \cdots \, dt_n.
\end{equation}
Then inequalities (2.6) yield \(|\varphi_{n,j}^{(j)}(\nu, \lambda)| \leq \frac{(\nu \rho)_{n} \mu_{1}^{-n}}{n! |z|^{n}} e^{\mu \lambda} \), whence we have
\begin{equation}
(2.16) \quad |f_{\nu n}(\lambda)| \leq \frac{(\nu \rho)_{n} \mu_{1}^{-n}}{n! |z|^{n}} e^{\mu \lambda}, \quad n \geq 0.
\end{equation}
This inequality shows that the series (2.15) converges absolutely and uniformly on bounded subsets in \(\mathbb{C}\). Each summand of this series is an entire function real on \(\mathbb{R}\). Consequently, the sum equal to \(T_{\nu}\) is also an entire function real on \(\mathbb{R}\). Summing the majorants and taking the relation \(f_{\nu 0} = T_{\nu}^0\) into account, we obtain (2.3).
From (2.15) and (2.16) it follows that

\[(2.17) \quad |T_\nu - T^0_\nu - f_{\nu 1} - f_{\nu 2}| \leq \frac{(\nu x)^3}{6|x|^1} e^{(x+x)\nu}.
\]

Assume that

\[(2.18) \quad f_{\nu 1} = 0, \quad f_{\nu 2} = \eta_\nu.
\]

Next, substituting (2.18) in (2.17), we get (2.4).

Now we prove (2.18). Substituting the last relation in (2.8), using (2.12), and taking \(q = 0\) into account, we arrive at the formula

\[\varphi^{(k)}_{1,k}(\nu) = -\int_0^\nu (\varphi^{(k)}_3)(\nu - t) \left( p(t)(\varphi^{(0)}_k(t) + p'(t)(\varphi^{(0)}_k(t)) \right) dt.
\]

Substituting this in (2.15) and using the first relation in (2.6), we get

\[4f_{\nu 1} = -\varphi^{(0)}_1(\nu) \int_0^\nu p(t) dt - \varphi^{(0)}_2(\nu) \int_0^\nu p'(t) dt;
\]

since \(\hat{p}_0 = 0\), this provides the first relation in (2.18). Similar calculations that involve (2.6–2.12) and (2.13) lead to the relations

\[4f_{\nu 2} = \sum_{k=0}^3 \int_0^\nu \int_0^t K_3(t, t-s)(\varphi^{(0)}_3(t-s)) \left( p(s)(\varphi^{(0)}_k(s) + p'(s)(\varphi^{(0)}_k(s)) \right) ds dt
\]

\[= \int_0^\nu \int_0^t (p(t)\varphi^{(0)}_1(t-s) + p'(t)\varphi^{(0)}_2(t-s))(p(s)\varphi^{(0)}_1(\nu-t+s)
\]

\[+ p'(s)\varphi^{(0)}_2(\nu-t+s)) ds dt
\]

\[= \int_0^\nu \int_0^t (p(t)p(s)\varphi_{11}(t-s) + p'(t)p(s)\varphi_{12}(t-s)
\]

\[+ p(t)p'(s)\varphi_{21}(t-s) + p'(t)p'(s)\varphi_{22}(t-s)) ds dt,
\]

where \(\varphi_{km}(t) = \varphi^{(0)}_k(\nu-t)\varphi^{(0)}_m(t)\). Since \(p(0) = 0\), integration by parts yields

\[\int_0^\nu \int_0^t p'(t)p(s)\varphi_{22}(t-s) ds dt = -\int_0^\nu \int_0^t p'(t)p(s)(\varphi_{12}(t-s) - \varphi_{21}(t-s)) ds dt.
\]

Then \(4f_{\nu 2} = \int_0^\nu \int_0^t p(t)p(s)\varphi_{11}(t-s) ds dt + J\), where

\[J = \int_0^\nu \int_0^t (p(t)p'(s) + p'(t)p(s))\varphi_{21}(t-s) ds dt
\]

\[= \int_0^\nu p(t) \int_0^t p'(s)\varphi_{21}(t-s) ds dt + \int_0^\nu p(s) \int_0^t p'(t)\varphi_{21}(t-s) dt ds
\]

\[= \int_0^\nu p(t) \int_0^t p(s)(\varphi_{20}(t-s) - \varphi_{11}(t-s)) ds dt
\]

\[- \int_0^\nu p(s) \int_0^\nu p(t)(\varphi_{20}(t-s) - \varphi_{11}(t-s)) dt ds = 0.
\]

We have \(4f_{\nu 2} = \int_0^\nu dt \int_0^t p(t)p(s)\varphi_{11}(t-s) ds\), which provides the second relation in (2.18). \(\square\)
Lemma 3.1. Let $\Delta_1 = \cosh z_-$, $\Delta_2 = \cosh z_+$, $z_\pm = \sqrt{\lambda + \frac{p^2}{4} - q \pm \frac{p}{2}}$, $p, q = \text{const}$, $\sqrt{1} = 1$.

\begin{equation}
D_\pm = (\cosh z_+ \mp 1)(\cosh z_- \mp 1), \quad \Delta_1 = \cosh z_-, \quad \Delta_2 = \cosh z_+.
\end{equation}

§3. Asymptotic behavior at high energy

To investigate the asymptotic behavior of the monodromy matrix for large $|\lambda|$, we apply the standard Birkhoff approach, which involves fundamental solutions such as Jost solutions (see [25]). We introduce a diagonal matrix $\Omega(\lambda) = (\delta_{kj} \omega_j(\lambda))_{k,j=0}^3$, which takes a constant value in each of the half-planes $\mathbb{C}_\pm$ and is given by the formulas

\begin{equation}
\omega_0(\lambda) = -\omega_3(\lambda) = 1, \quad \omega_2(\lambda) = -\omega_1(\lambda) = i, \quad \Im \lambda \geq 0,
\end{equation}

\begin{equation}
\Omega(\lambda) = \Omega(\lambda), \quad \Im \lambda < 0.
\end{equation}

From (3.1) it follows that

\begin{equation}
\operatorname{Re}(z\omega_0) \geq \operatorname{Re}(z\omega_1) \geq \operatorname{Re}(z\omega_2) \geq \operatorname{Re}(z\omega_3), \quad z = \lambda^{1/4}, \quad \arg z \in \left(-\frac{\pi}{4}, \frac{\pi}{4}\right), \quad \lambda \in \mathbb{C}, \quad \omega_j = \omega_j(\lambda).
\end{equation}

We introduce solutions $\vartheta_j(t, \lambda)$, $(j, t, \lambda) \in \mathbb{N}_3 \times [0, 1] \times \mathbb{C}$, of the type of Jost solutions, which satisfy equation (14) and the asymptotic formula $\vartheta_j(t, \lambda) = e^{iz\omega_j(\lambda)}(1 + o(1))$ as $|\lambda| \to \infty$ for each fixed $t \in [0, 1]$. More precisely, we choose $\vartheta_j(t, \lambda)$ satisfying the integral equations

\begin{equation}
\vartheta_j(t, \lambda) = e^{iz\omega_j t} + \frac{1}{4z^3} \int_0^t \sum_{n=0}^{j-1} \omega_n e^{iz\omega_n (t-s)} g_j(s, \lambda) \, ds
\end{equation}

\begin{equation}
- \frac{1}{4z^3} \int_0^t \sum_{n=j+1}^3 \omega_n e^{iz\omega_n (t-s)} g_j(s, \lambda) \, ds,
\end{equation}

where $g_j = (p\vartheta_j')' + q\vartheta_j$. Each of these equations has a unique solution for all $|\lambda|$ sufficiently large, and this solution satisfies (14) (see [25]). Let

\begin{equation}
\Lambda_r = \{ \lambda \in \mathbb{C} : |\lambda| > r \max\{1, \rho^2\}, \quad r > 0, \quad \Lambda_r^\pm = \Lambda_r \cap \mathbb{C}_\pm, \quad \rho > 0, \quad \Lambda_r^\pm \}
\end{equation}

we recall that $\kappa = \|p\| + \|p'\| + \|q\|$. The proof of the following lemma is fully technical and will be given in the Appendix.

Lemma 3.1. i) We have

\begin{equation}
M = \Theta_0 \Phi e^{z\Omega} \Theta_0^{-1} \quad \text{on} \quad \Lambda_3, \quad \text{where} \quad \Theta_3 = (\vartheta_j^{(k)}(t, \cdot))_{k,j=0}^3,
\end{equation}

\begin{equation}
\Phi = (\phi_{kj})_{k,j=0}^3 = \Theta_0^{-1} \Theta_1 e^{-z\Omega}.
\end{equation}

The functions $\phi_{kj}$, $k, j \in \mathbb{N}_3$, are analytic in $\Lambda_3^\pm$ and satisfy the relations

\begin{equation}|\phi_{jj}(\lambda)| \leq \frac{4}{3}, \quad |\phi_{kj}(\lambda) - \delta_{kj}| \leq \frac{\kappa}{|z|}, \quad \lambda \in \Lambda_3,
\end{equation}

\begin{equation}|\phi_{kj}(\lambda)| = O(z^{-2}), \quad k \neq j, \quad \phi_{jj}(\lambda) = e^{-\frac{\omega_j}{4z}p_0} + O(z^{-3}) \quad \text{as} \quad |\lambda| \to \infty.
\end{equation}

Moreover, we have the asymptotic formula

\begin{equation}
\Theta_0(\lambda) = U(\lambda) \left(I_4 + O\left(\frac{1}{z}\right)\right) \quad \text{as} \quad |\lambda| \to \infty, \quad \text{where} \quad U = (z^{k} \omega_j^{(k)})_{k,j=0}^3.
\end{equation}
ii) The following asymptotic relations hold:

\[
\begin{align*}
\phi_{12}(\lambda) &= -2\xi^2\rho_n + O(\xi^3), \\
\phi_{21}(\lambda) &= -2\xi^2\rho_n + O(\xi^3) \quad \text{for} \quad z = \pi n + O(n^{-1}), \\
\phi_{01}(\lambda)\phi_{10}(\lambda) &= 2|\rho_n|^2\xi^4 + O(\xi^5) \quad \text{for} \quad z = (1+i)\pi n + O(n^{-1}),
\end{align*}
\]

(3.10)

We introduce the functions

\[
\begin{align*}
T_1 &= \frac{1}{4} \sum_{j=0}^{3} \phi_{jj} e^{\pi j\theta}, \\
T &= \frac{1}{2} \sum_{0 \leq j < k \leq 3} v_{jk} e^{\pi (j+k)\theta},
\end{align*}
\]

(3.12)

where \( v_{jk} = \phi_{jj}\phi_{kk} - \phi_{jk}\phi_{kj}, \)

(3.13)

\[ |T_1(\lambda) - T_0(\lambda)| \leq \frac{\kappa}{|\lambda|} e^x, \quad |T(\lambda) - T_0(\lambda)| \leq \frac{9\kappa}{|\lambda|} e^{x+|y|} \quad \text{for} \quad \lambda \in \Lambda_3. \]

Proof. Relation (3.5) implies that \( T_1 = \frac{1}{4} \text{Tr} M = \frac{1}{4} \text{Tr} \Phi e^{i\Omega}, \) whence the first identity in (3.12) follows. Moreover,

\[
T_2 = \frac{1}{4} \text{Tr} M^2 = \frac{1}{4} \text{Tr}(\Phi e^{i\Omega})^2 = \frac{1}{4} \left( \sum_{j=0}^{3} \phi_{jj} e^{2\pi j\theta} + 2 \sum_{0 \leq j < k \leq 3} \phi_{jk}\phi_{kj} e^{2\pi (j+k)\theta} \right).
\]

Substituting this and the first relation from (3.12) in (3.11), we obtain the second relation in (3.12). Relations in (3.12) imply that

\[
T_1 - T_0 = \frac{1}{4} \sum_{k=0}^{3} e^{2\pi k}(\phi_{kk} - 1), \quad T - T_0 = \frac{1}{2} \sum_{0 \leq j < k \leq 3} e^{2\pi (j+k)}(v_{jk} - 1).
\]

Inequalities (3.6) and \(|e^{2\pi k}| \leq e^x\) provide the first estimate in (3.13). Inequalities (3.6) yield

\[ |v_{jk} - 1| \leq |\phi_{jj} - 1| + |\phi_{kk} - 1| + |\phi_{jj} - 1||\phi_{kk} - 1| + |\phi_{kj}| |\phi_{kj}| \leq 2\frac{\kappa}{|\lambda|} \left(1 + \frac{\kappa}{|\lambda|}\right) \leq \frac{3\kappa}{|\lambda|} \]

on \( \Lambda_3. \) Using the estimates \(|e^{2\pi (j+k)}| \leq e^{x+|y|}\), we obtain the second estimate in (3.13). \( \square \)

We need simple identities, which follow from (1.3), (1.4), and (1.5):

\[
\begin{align*}
\Delta_1^2 + \Delta_2^2 &= 1 + T_2, \\
\Delta_1 \Delta_2 &= 2T_1^2 - \frac{T_2 + 1}{2} = \frac{T - 1}{2}, \\
D_+ &= (T_1 + 1)^2 - \rho = \frac{(2T_1 + 1)^2 - T_2}{2} = \frac{T + 4T_1 + 1}{2}, \quad D_+ - D_- = -4T_1.
\end{align*}
\]

(3.14)  \( \Delta_1^2 + \Delta_2^2 = 1 + T_2, \)  \( \Delta_1 \Delta_2 = 2T_1^2 - \frac{T_2 + 1}{2} = \frac{T - 1}{2}, \)  \( D_+ = (T_1 + 1)^2 - \rho = \frac{(2T_1 + 1)^2 - T_2}{2} = \frac{T + 4T_1 + 1}{2}, \)  \( D_+ - D_- = -4T_1. \)  \( \)
We introduce the domains
\[ D_n = \{ \lambda \in \mathbb{C} : |\lambda^{1/4} - (1 \pm i)\pi n| < \frac{\pi}{2\sqrt{2}} \}, \quad n \geq 0, \quad D = \mathbb{C} \setminus \bigcup_{n \geq 0} D_n. \]

**Lemma 3.3.** i) The function \( \rho = \frac{1-T}{2} + T^2 \) (see (3.3)) is entire, real on \( \mathbb{R} \), and the following relations are valid:

(3.16) \[ |\rho(\lambda) - \rho^0(\lambda)| \leq \frac{3\pi}{|z|} e^{2(x+\pi)}, \quad \lambda \in \mathbb{C}, \]
(3.17) \[ \rho(\lambda) = \rho^0(\lambda)(1 + O(z^{-1})) \quad \text{as} \quad |\lambda| \to \infty, \quad \lambda \in D, \]
(3.18) \[ \rho(\lambda) = \frac{1}{16} \left( 4e^{(1-i)z} \phi_{01}(\lambda)\phi_{10}(\lambda) + (\phi_{00}(\lambda)e^z - \phi_{11}(\lambda)e^{-iz})^2 + O(1) \right), \]
\[ |\lambda| \to \infty, \quad x - y \leq \pi. \]

ii) For every integer \( N > n_0 \) with a certain \( n_0 \geq 1 \), the function \( \rho \) has precisely \( 2N + 1 \) zeros (counted with multiplicity) in the disk \( \{ \lambda : |\lambda| < 4(\pi(N+\frac{1}{2}))^4 \} \) and for every \( n > N \) precisely two zeros (counted with multiplicity) in the domain \( D_n \). The function \( \rho \) has no other zeros.

**Proof.** i) By Lemma 2.1, the functions \( T_\nu, \nu = 1, 2 \), are entire and real on \( \mathbb{R} \). Therefore, \( \rho \) is entire and real on \( \mathbb{R} \). Next, we have

(3.19) \[ \rho^0 = \frac{T_0^2 + 1}{2} - (T_1^0)^2 = -\sinh^2 \frac{(1-i)z}{2} \sin^2 \frac{(1-i)z}{2}. \]

The first relation in (3.19) yields
\[ |\rho(\lambda) - \rho^0(\lambda)| \leq \frac{|T_2(\lambda) - T_2^0(\lambda)|}{2} + |T_1(\lambda) - T_1^0(\lambda)||T_1(\lambda) + T_1^0(\lambda)|, \quad \lambda \in \mathbb{C}. \]

Inequalities (2.3) imply (3.16). Using (3.19) and the inequality \( e^{|y|} < 4|\sin z| \) for \( |z-\pi n| \geq \frac{\pi}{4}, n \in \mathbb{Z} \) (see [29]), we obtain

(3.20) \[ |\rho^0(\lambda)| \geq \frac{1}{16} e^{2|\text{Im}(1-i)z|+|y-z|} \geq \frac{1}{16} e^{2|y+z|+|y-z|} = \frac{e^{2x}}{16}, \quad \lambda \in D. \]

Then (3.16) follows from (3.17). Relation (3.12) provides
\[ T_1(\lambda) = \frac{1}{4} \left( \phi_{00}(\lambda)e^z + \phi_{11}(\lambda)e^{-iz} + O(e^{-z}) \right), \quad T(\lambda) = \frac{1}{2} \left( e^{(1-i)z}\phi_{01}(\lambda) + O(1) \right) \]
as \( |\lambda| \to \infty, \quad x - y \leq \pi. \) The last relation in (3.14) implies that
\[ \rho = \frac{1}{2} \left( 1 - \frac{1}{2} \left( e^{(1-i)z}\phi_{01}(1 + O(1)) \right) + \frac{1}{4} \left( \phi_{00}e^z + \phi_{11}e^{-iz} + O(e^{-z}) \right)^2 \right) \]
\[ = \frac{1}{16} \left( -4e^{(1-i)z}\phi_{01} + \phi_{00}^2 e^{2z} + \phi_{11}^2 e^{-2iz} + 2\phi_{00}\phi_{11}e^{(1-i)z} + O(1) \right) \]
\[ = \frac{1}{16} \left( 4e^{(1-i)z}\phi_{01}\phi_{10} + \phi_{00}^2 e^{2z} + \phi_{11}^2 e^{-2iz} - 2\phi_{00}\phi_{11}e^{(1-i)z} + O(1) \right), \]
as \( |\lambda| \to \infty, \quad x - y \leq \pi, \) which yields (3.18).

ii) Consider the contour \( C_0(r) = \{ \lambda : \lambda^{1/4} = \pi r \} \). Let \( N_1 > N \) be any integer. Consider the contours \( C_0(N + \frac{1}{2}), C_0(N_1 + \frac{1}{2}), \partial D_n, n > N \). Then (3.10) and (3.20) provide
\[ |\rho(\lambda) - \rho^0(\lambda)| \leq o(1)e^{2x} < |\rho^0(\lambda)| \]
on all contours. By the Rouché theorem, \( \rho \) has as many zeros counted with multiplicity as \( \rho^0 \) has in each of the bounded domains and in the remaining unbounded domain. Since \( \rho^0 \) has precisely one simple zero for \( \lambda = 0 \) and precisely one zero of multiplicity 2
at $-4(\pi n)^4$, $n \geq 1$, and since $N_1 > N$ can be chosen arbitrarily large, we obtain the required statement.

\[\square\]

**Remark.** Since the nonreal resonances counted with multiplicity form pairs of complex conjugate points, we can enumerate them in such a way that $\text{Im} r_n^+ \geq 0$, $\text{Im} r_n^- \leq 0$ for all $n \in \mathbb{N}$.

**Lemma 3.4.** The functions $D_\pm$ are entire, real on $\mathbb{R}$, and the following estimate is valid:

\[(3.21)\quad |D_\pm(\lambda) - D_\pm'(\lambda)| \leq \frac{7\pi}{|z|} e^{\pi r/2}, \quad \lambda \in \Lambda_0.

Moreover, for every integer $N > n_0$ with a certain $n_0 \geq 1$, the function $D_+$ has precisely $2N + 1$ zeros counted with multiplicity in the domain $\{|\lambda|^{1/4} < 2\pi(N + 1/2)\}$, and for each $n > N$, the function $D_+$ has precisely two zeros in the domain $\{|\lambda|^{1/4} - 2\pi n < \pi/2\}$, whereas the function $D_-$ has precisely two zeros in the domain $\{|\lambda|^{1/4} - \pi(2n + 1) < \pi/2\}$. These functions have no other zeros.

**Proof.** Relations (3.15) imply that $D_\pm$ are entire, real on $\mathbb{R}$, and

\[|D_\pm - D_\pm'(\lambda)| \leq \frac{|T - T'\pm| + 4|T_1 - T_1'|}{2} \leq (9e^{\pi r/2} + 4e^{\pi r}) \frac{\pi}{2|z|},\]

whence (3.21) follows. Let $N' > N$ be any integer. Let $\lambda$ belong to the contours $C_0(2N + 1)$, $C_0(2N' + 1)$, $C_n(\frac{1}{2})$, $|n| > N$, where $C_n(r) = \{\lambda : |\lambda|^{1/4} - \pi n = \pi r\}$, $r > 0$. Note that $e^{\pi/2} < 4|\sin \frac{z}{2}|$, $e^{\pi z} < 4|\sinh \frac{z}{2}|$, $\lambda = \lambda_1^{1/4}$, on all contours. Then $e^{\pi(\pi r/2)} < 16|\sin \frac{z}{2} \sinh \frac{z}{2}|$ and (3.21) on all contours yield

\[|D_+(\lambda) - 4 \sin \frac{z}{2} \sinh \frac{z}{2}| \leq o(1)e^{\pi r/2} < \frac{4 \sin \frac{z}{2} \sinh \frac{z}{2}}{2}.

By the Rouché theorem, $D_+$ has as many zeros as $\sin \frac{z}{2} \sinh \frac{z}{2}$ has in each bounded domain and in the remaining unbounded domain. Since $\sin \frac{z}{2} \sinh \frac{z}{2}$ has precisely one simple zero at $\lambda = 0$ and precisely one zero of multiplicity 2 at $(2\pi n)^{1/2}$, $n \geq 1$, and since $N' > N$ can be chosen arbitrarily large, we obtain the statement for $D_+$. For $D_-$, it is proved similarly.

**Proof of Theorem 1.1**, ii). Following the line of argument in [2, 5], we prove the analyticity of $\Delta$ on the surface $\mathcal{B}^\prime$, relations (1.3), and statement ii). Inequalities (3.13) provide the relation $T_1(\lambda) = T_0^0(\lambda) + e^{\pi|\lambda|}O(\zeta^{-1})$, $|\lambda| \to \infty$. Substituting these relations and (3.17) in (1.3), we get

\[\Delta_1(\lambda) = T_1^0(\lambda) + \sqrt{\rho^0(\lambda)} + e^{\pi|\lambda|}O(\zeta^{-1}) \quad \text{as} \quad |\lambda| \to \infty, \quad \lambda \in \mathcal{D}.

Using the relation $\Delta_0^0 = T_0^0 + \sqrt{\rho^0} = \cosh z$ (see (1.3)), we arrive at the first relations in (1.6).

Inequalities (3.13) yield the relation $T(\lambda) = T_0^0(\lambda) + e^{\pi|\lambda|}O(\zeta^{-1})$ as $|\lambda| \to \infty$. Substituting these relations and (1.6) in the relation $\Delta_2 = \frac{T_1^1}{2\Delta_1}$ (see (3.14)), we obtain

\[\Delta_2(\lambda) = \frac{T_0^0(\lambda) - 1}{2\cosh z} + e^{\pi|\lambda|}O(\zeta^{-1}) \quad \text{as} \quad |\lambda| \to \infty, \quad \lambda \in \mathcal{D}.

Next, the identity $\Delta_0^0 = \frac{T_0^0 - 1}{2\cosh z} = \cos z$ implies the second relations in (1.6). \[\square\]
In this section, we study some properties of the Floquet solutions of equation (1.1). Here it is convenient to assume that \( \arg \lambda \in [0, 2\pi) \), \( \arg z \in [0, \frac{\pi}{2}) \). We introduce the domains
\[
\mathcal{U}_R = \left\{ \lambda : |\lambda| > R, |z - (1 + i)\pi n| > \frac{\pi}{2\sqrt{2}}, |z - \pi n| > \frac{\pi}{2} \text{ for all } n \in \mathbb{N} \right\},
R > 0.
\]
The relations (1.6) show that
\[
\tau_1(\lambda) = e^{\frac{i}{2} \left(1 + O\left(\frac{1}{\lambda}\right)\right)}, \quad \tau_2(\lambda) = e^{-i\pi z \left(1 + O\left(\frac{1}{\lambda}\right)\right)}, \quad |\lambda| \to \infty, \lambda \in \mathcal{U}_1.
\]
Recall that two (or more) multipliers coincide for some \( \lambda \in \mathbb{C} \) if and only if \( \lambda \) is a 2-periodic eigenvalue or a resonance. Lemmas 3.3 ii) and 3.4 prove that for \( R > 0 \) sufficiently large, the domain \( \mathcal{U}_R \) contains neither 2-periodic eigenvalues nor resonances. Therefore, if \( \lambda \in \mathcal{U}_R \) for such an \( R \), then the four multipliers \( \tau_{\nu \pm 1}(\lambda), \nu = 1, 2 \), are distinct.

In the sequel we shall need a more accurate description of the multipliers in the domain
\[
\mathcal{L}_R = \{ \lambda \in \mathbb{C} : |\lambda| > R, \Re \lambda < 0 \}, \quad R > 0.
\]
Equation (1.2) determines a function \( \tau(\lambda) \) analytic on a 4-sheeted Riemann surface (some properties of the corresponding surface for an operator of any even order were described by Tkachenko in [33]). The asymptotic formula (4.1) determines single-valued functions \( \tau_\nu \) for \( \nu = 1, 2 \) in the domain \( \mathcal{U}_R \) with \( R > 0 \) sufficiently large. The branch points of the multipliers in the domain \( \mathcal{L}_R \) may coincide only with the resonances \( r_n^\pm \). The functions \( \tau_\nu \) are continued as single-valued functions from the domain \( \mathcal{U}_R \cup \mathcal{L}_R \) to the domain \( \tilde{\mathcal{L}}_R = \mathcal{L}_R \setminus \bigcup_{n \geq 1} [r_n^-, r_n^+] \).

Remark. Such a drawing of the cuts for separating single-valued branches of the function \( \tau \) differs from that used in other parts of the present paper. It is convenient for the analysis of solutions of equation (1.1) in a neighborhood of resonances.

The asymptotic formula (4.1) shows that \( |\tau_1(\lambda)| > 1 \) and \( |\tau_2(\lambda)| > 1 \) for all \( \lambda \in \mathcal{U}_R \cap \mathcal{L}_R \) with \( R > 0 \) sufficiently large. In the next lemma we establish that these inequalities are valid for all \( \lambda \in \mathcal{L}_R \).

**Lemma 4.1.** The following inequalities hold true:
\[
|\tau_\nu(\lambda)| > 1 \quad \text{for all } \nu = 1, 2, \quad \lambda \in \tilde{\mathcal{L}}_R = \mathcal{L}_R \setminus \bigcup_{n \geq 1} [r_n^-, r_n^+] .
\]
The functions \( \tau_1 + \tau_2 \) and \( \tau_1 \tau_2 \) have analytic continuations from the domain \( \tilde{\mathcal{L}}_R \) to the domain \( \mathcal{L}_R \). Moreover, these functions are real on the interval \((-\infty, -R)\).

**Proof.** We prove (4.2) for \( \tau_1 \). The proof for \( \tau_2 \) is similar. Suppose the contrary. Let \( \tau_1 \) satisfy the condition \( |\tau_1(\lambda_0)| < 1 \) for some \( \lambda_0 \in \mathcal{L}_R \). Then \( \lambda_0 \in \mathcal{D}_n = \{ \lambda \in \mathbb{C} : |z - (1 + i)\pi n| < \frac{\pi}{2\sqrt{2}} \} \) with some (large) \( n \geq 1 \). Assume for definiteness that \( \Im \lambda_0 \geq 0 \); the case where \( \Im \lambda_0 < 0 \) is considered similarly. Let \( \lambda_1 \) lie outside the domain \( \mathcal{D}_n \) but sufficiently close to it, and let \( \Im \lambda_1 > 0 \). Then \( \lambda_1 \in \mathcal{U}_R \cap \mathcal{L}_R \) and, as the asymptotic formula (4.1) shows, \( |\tau_1(\lambda_1)| > 1 \). By Lemma 3.3 ii), inside \( \mathcal{D}_n \) there are precisely two resonances \( r_n^- \) and \( r_n^+ \) and there are no other resonances in some neighborhood of \( \mathcal{D}_n \).
Therefore we may draw a curve \( \ell \subset \mathbb{C}_+ \cap \tilde{\mathcal{L}}_R \) that joins the points \( \lambda_0 \) and \( \lambda_1 \). The multiplier \( \tau_1 \) depends on \( \lambda \) continuously on the curve \( \ell \). Therefore, there is a point \( \lambda_2 \) on this curve such that \( |\tau_1(\lambda_2)| = 1 \) and \( \Im \lambda_2 > 0 \). Then \( \lambda_2 \) is a point of the spectrum.
of the operator $H$. But this contradicts the fact that the spectrum is real, which proves (1.2).

Estimate (4.2) shows that $\tau_1 \neq \tau_1^{-1}$ and $\tau_1 \neq \tau_2^{-1}$ in $\mathcal{L}_R$. Therefore, all resonances lying in $\mathcal{L}_R$ are zeros of the function $\tau_1 - \tau_2$. The multiplicity of these resonances is equal to 1 or 2. If a resonance has multiplicity 1, then the functions $\tau_1$ and $\tau_2$ are analytic in its neighborhood. If a resonance has multiplicity 2, then it is a simple (of the square root type) branch point of the four-sheeted Riemann surface of multipliers in which the sheets correspond to the multipliers $\tau_1$ and $\tau_2$, as well as to $\tau_1^{-1}$ and $\tau_2^{-1}$, merge pairwise. The functions $\tau_1 + \tau_2$ and $\tau_1 \tau_2$ can be continued analytically along any curve in $\mathcal{L}_R$ not passing through resonances. Since the values of $\tau_1(\lambda)$ and $\tau_2(\lambda)$ may only be permuted under analytic continuation along any closed curve in $\mathcal{L}_R$, the functions $\tau_1 + \tau_2$ and $\tau_1 \tau_2$ are single-valued in $\mathcal{L}_R$. This implies that the functions $\tau_1 + \tau_2$ and $\tau_1 \tau_2$ admit analytic continuation to the entire domain $\mathcal{L}_R$.

Let $\lambda < -R$. Estimate (4.2) shows that $|\tau_\nu(\lambda)| > 1$ and $|\tau_\nu^{-1}(\lambda)| < 1$. Then either the two multipliers $\tau_1(\lambda)$ and $\tau_2(\lambda)$ are real, or $\tau_1(\lambda) = \tau_2(\lambda)$. This implies that $\tau_1(\lambda) + \tau_2(\lambda)$ and $\tau_1(\lambda)\tau_2(\lambda)$ are real. $\square$

We define functions $m_j(\lambda, \tau)$, $(j, \lambda, \tau) \in \mathbb{N}_3 \times \mathbb{C}^2$, by the relations

$$m_0 = 1, \quad m_j = -\frac{c_j}{c}, \quad j = 1, 2, 3,$$

(4.3)

where $c(\lambda, \tau) = \det \begin{pmatrix} \varphi_1 & \varphi_2 & \varphi_3 \\ \varphi'_1 - \tau & \varphi'_2 - \tau & \varphi'_3 - \tau \\ (1, \lambda) \end{pmatrix}$

and where each of the functions $c_j$, $j = 1, 2, 3$, is obtained by replacement of the $j$th column in the determinant for $c$ in (4.3) by the column $(\varphi_0 - \tau, \varphi'_0, \varphi''_0)^T$.

**Lemma 4.2.** i) Let $\lambda \in \mathcal{U}_R$ with some large $R > 0$. Then there exist Floquet solutions $\psi_\nu^\pm(t, \lambda), \nu = 1, 2, t \in \mathbb{R}$, of equation (1.1) given by the relations

$$\psi_\nu^\pm(t, \lambda) = \psi(t, \lambda, \tau_\nu^{\pm1}(\lambda)), \quad \text{where} \quad \psi(t, \lambda, \tau) = \sum_{k=0}^3 m_k(\lambda, \tau)\varphi_k(t, \lambda).$$

These solutions satisfy the conditions

$$\psi_\nu^\pm(t + 1, \lambda) = \tau_\nu^{\pm1}(\lambda)\psi_\nu^\pm(t, \lambda) \quad \text{for all} \quad t \in \mathbb{R}, \quad \psi_\nu^+(0, \lambda) = 1.$$

ii) The functions $c_\nu^\pm = c(\cdot, \tau_\nu^{\pm1}(\cdot))$ do not vanish in the domain $\mathcal{U}_R$. We have the following asymptotic formulas:

$$\psi_1^+(t, \lambda) = e^{\pm\tau t}\left(1 + O\left(\frac{1}{\lambda}\right)\right),$$

$$\psi_2^+(t, \lambda) = e^{\mp\tau t}\left(1 + O\left(\frac{1}{\lambda}\right)\right) \quad \text{as} \quad |\lambda| \to \infty, \quad \lambda \in \mathcal{U}_R,$$

uniformly with respect to $t \in [0, 1]$. These formulas can be differentiated three times with respect to $t$, retaining an estimate uniform with respect to $t$ of the remainder term.

iii) Let the function $f$ satisfy equation (1.1) for some $\lambda \in \mathcal{U}_R$ and conditions (4.5). Then $f = \psi_\nu^\pm$ for some $\nu = 1, 2$.

iv) The functions $c_\nu^\pm, \nu = 1, 2$, admit analytic continuation to the domain $\tilde{\mathcal{L}}_R$. If $\lambda \in \tilde{\mathcal{L}}_R$ is not a zero of the function $c^\pm_\nu$ for $\nu = 1$ or 2, then $\psi^\pm_\nu(t, \cdot)$ is analytic at the point $\lambda$.

v) If $\lambda \in \tilde{\mathcal{L}}_R$ is a zero of the function $c^\pm_\nu$ for $\nu = 1$ or 2, then $\lambda$ is an eigenvalue of the multipoint Dirichlet problem $y(0) = y(1) = y(2) = y(3) = 0$ for equation (1.1).
Proof. i) Since \( \lambda \) is not a branch point of the function \( \tau \), the monodromy matrix has precisely four simple eigenvalues \( \tau_{1}^{\pm 1}(\lambda), \tau_{2}^{\pm 1}(\lambda) \). Note that the vector \( m_{i}^{\pm} = (m_{i}^{\pm})_{i=0}^{3} \), where

\[
(4.7) \quad m_{i}^{\pm}(\lambda) = m_{i}(\lambda, \tau_{\nu}^{\pm 1}(\lambda)), \quad \lambda \in \mathbb{C}, \quad i = 1, 2, 3, \quad \nu = 1, 2,
\]
and where the \( m_{i} \) are defined by relations (4.3), is an eigenvector of the matrix \( M \) corresponding to the eigenvalue \( \tau_{1}^{\pm 1} \):

\[
(4.8) \quad Mm_{i}^{\pm} = \tau_{\nu}^{\pm 1}m_{i}^{\pm}, \quad m_{0}^{\pm} = (m_{0}^{\pm})_{i=0}^{3}, \quad m_{0}^{\pm} = 1, \quad \nu = 1, 2.
\]

The functions \( \psi_{\nu}^{\pm} \) defined by (4.4) satisfy equation (1.1). We show that they satisfy conditions (4.5) as well. The initial conditions for the functions \( \varphi_{j} \) yield \( \psi_{\nu}^{0}(0, \lambda) = 1 \). Using the standard properties of the matrix-valued function \( \mathcal{M}(t, \lambda) = (\varphi_{j}^{(k)}(t, \lambda))_{k,j=0}^{3} \), (\( t, \lambda \) \in \( \mathbb{R} \times \mathbb{C} \)), we have

\[
(4.9) \quad \mathcal{M}(t+1, \cdot) = \mathcal{M}(t+1, \cdot)m_{i}^{\pm} = \mathcal{M}(t, \cdot)\mathcal{M}(t, \lambda) = \tau_{\nu}^{\pm 1}\mathcal{M}(t, \cdot)m_{i}^{\pm} = \tau_{\nu}^{\pm 1}\Psi_{\nu}^{0}(t, \cdot),
\]

where \( \Psi_{\nu}^{0} = ((\psi_{\nu}^{0}(t, \cdot))_{k=0}^{3} \). This implies that \( \psi_{\nu}^{\pm}(t+1, \lambda) = \tau_{\nu}^{\pm 1}(\lambda)\psi_{\nu}^{\pm}(t, \lambda) \). Thus, the functions \( \psi_{\nu}^{\pm} \) satisfy conditions (4.5).

ii) We show that the functions \( c_{\nu}^{\pm} = \mathcal{C}(\cdot, \tau_{\nu}^{\pm 1}(\cdot)) \) do not vanish in the domain \( \mathcal{U}_{R} \). Note that

\[
(4.10) \quad c_{\nu}^{\pm}(\lambda) = 0 \quad \text{if and only if the equation} \quad M(\lambda)h = \tau_{\nu}^{\pm 1}(\lambda)h
\]
has a solution of the form \( h = (h_{1})_{1}^{4} \neq 0 \) with \( h_{1} = 0 \).

In what follows we consider \( c_{1}^{\pm} \). The proof for the other functions \( c_{\nu}^{\pm} \) is similar. Let \( \lambda \in \mathcal{U}_{R} \), and let \( h = (h_{1})_{1}^{4} = m_{1}^{\pm} \) be an eigenvector of the matrix \( M(\lambda) \) that corresponds to the simple eigenvalue \( \tau_{1}(\lambda) \). Substituting (3.5) in the relation \( M(\lambda)h = \tau_{1}(\lambda)h \) and using the asymptotic formulas (3.7) and (4.1), we obtain \( e^{z(1+i)}h = e^{z}(I_{4} + O(\frac{1}{z}))h, \) where \( \tilde{h} = (\tilde{h}_{1})_{1}^{4} = \Theta_{0}^{-1}h \). Hence, we get

\[
(4.11) \quad |e_{j}(\lambda)| \geq \frac{1}{2} \quad \text{for all} \quad j = 1, 2, 3, \quad \lambda \in \mathcal{U}_{R}.
\]

We prove (4.11) for \( j = 1, \) Im \( \lambda \geq 0 \). The proof for the other cases is similar. From (3.1) we have \( e_{1}(\lambda) = e^{-\imath z} - 1 \). Using the relations

\[
|e^{-\imath z} - 1| = e^{\frac{z^{2}}{2}}, \quad \left| \sinh \left( \frac{(1+i)z}{2} \right) \right| \geq \frac{1}{4} \quad \text{Re} \left( \frac{(1+i)z}{2} \right) \geq \frac{1}{4} e^{\frac{z^{2}}{2}},
\]
where \( x = \text{Re} z, \) \( y = \text{Im} z \) (see [29]), we get

\[
|e_{1}(\lambda)| = |e^{-\imath z} - 1| = 2 \left| e^{-\imath z} \sinh \left( \frac{(1+i)z}{2} \right) \right| \geq \frac{1}{2},
\]
which proves (4.11) for \( e_{1}(\lambda) \), Im \( \lambda \geq 0 \).

Multiplying the two parts of (4.10) by the matrix diag\((1, e_{1}^{1}, e_{2}^{1}, e_{3}^{1})\), in view of (4.11) we obtain

\[
(4.12) \quad (J + O(\frac{1}{z}))\tilde{h} = 0, \quad \text{where} \quad J = \text{diag}(0, 1, 1, 1).
\]

Now we prove that \( \tilde{h}_{1} \neq 0 \). Suppose the contrary. Let \( \tilde{h}_{1} = 0 \). Then, multiplying the two parts of (4.12) by the vector \((0, 1, 1, 1)^{T}\), we arrive at \((I_{3} + O(\frac{1}{z}))(\tilde{h}_{1})_{1}^{3} = 0 \), whence the relations \( \tilde{h}_{2} = \tilde{h}_{3} = \tilde{h}_{4} = 0 \) follow. Then \( h = \Theta_{0}h = 0 \). Since \( h \) is an eigenvector,
we obtain a contradiction. Consequently, \( \hat{h}_1 \neq 0 \), and we can normalize the vector \( \hat{h} \) in such a way that \( \hat{h}_1 = 1 \). Again, multiplying the two parts of (4.12) by the vector \((0, 1, 1, 1)\top\), we obtain \((I_3 + O(\frac{1}{z}))(\hat{h}_1) = O(\frac{1}{z})\), which implies that all the quantities \( \hat{h}_2, \hat{h}_3, \hat{h}_4 \) have asymptotic behavior \( O(\frac{1}{z}) \) and then \( \hat{h} = (1, O(\frac{1}{z}), O(\frac{1}{z}), O(\frac{1}{z}))\top \). The asymptotic formula (3.8) yields

\[
(4.13) \quad h = \Theta_0(\lambda)\hat{h} = U(\lambda)(I_4 + O(\frac{1}{z}))\hat{h} = \begin{pmatrix} 1 \\ z(1 + O(\frac{1}{z})) \\ z^2(1 + O(\frac{1}{z})) \\ z^3(1 + O(\frac{1}{z})) \end{pmatrix}
\]

as \(|\lambda| \to \infty\), \( \lambda \in \mathcal{W}_R \).

Thus, \( h_1 \neq 0 \). From (4.9) it follows that \( c^+_1(\lambda) \neq 0 \).

We prove the asymptotic formulas (1.6) for \( \psi^+_1 \). The proof for the other functions \( \psi^\pm_k \) is similar. The asymptotic formula (4.13) yields \( m^+_1 = h = (1, z(1 + O(\frac{1}{z})), z^2(1 + O(\frac{1}{z})), z^3(1 + O(\frac{1}{z})))\top \). Substituting this expression in (4.14), we see that

\[
(4.14) \quad \psi^+_1(t, \lambda) = \varphi_0(t, \lambda) + z \left(1 + O\left(\frac{1}{z}\right)\right) \varphi_1(t, \lambda) + z^2 \left(1 + O\left(\frac{1}{z}\right)\right) \varphi_2(t, \lambda) + z^3 \left(1 + O\left(\frac{1}{z}\right)\right) \varphi_3(t, \lambda)
\]

as \(|\lambda| \to \infty\), uniformly with respect to \( t \in [0, 1] \). Estimates (2.2) show that \( \varphi_k(t, \lambda) = \varphi^k_0(t, \lambda)(1 + O(\frac{1}{z})) \) as \(|\lambda| \to \infty\), uniformly with respect to \( t \in [0, 1] \) for all \( k \in \mathbb{N}_3 \), and these asymptotic formulas can be differentiated three times with respect to \( t \), retaining the estimate uniform with respect to \( t \) of the remainder term. Substituting these asymptotic formulas in (4.14) and using (2.1), we get (1.6) for \( \psi^+_1 \).

iii) The function \( \psi = f - \psi^\pm_\nu \) satisfies the conditions \( \psi(t + 1) - \tau \psi(t), \psi(0) = 0 \) for all \( t \in \mathbb{R} \). This implies the relation \( \psi = \sum_{i=0}^3 \tilde{m}_i \varphi_i \), where the first component \( \tilde{m}_0 \) of the vector \( \tilde{m}_i \in \mathbb{C}^4 \) is equal to zero. Then

\[
\mathcal{M}(t, \cdot)\tilde{m}_i = \mathcal{M}(t + 1, \cdot)\tilde{m}_i = \Psi(t + 1, \cdot) = \tau \Psi(t, \cdot) = \tau \mathcal{M}(t, \cdot)\tilde{m}_i, \quad \Psi = (\psi^{(k)})^3_{k=0}.
\]

This means that the vector \( \tilde{m}_0 \in \mathbb{C}^4 \) with \( \tilde{m}_0 = 0 \) is an eigenvector of the matrix \( \mathcal{M} \) that corresponds to the eigenvalue \( \tau \). From (4.14), we obtain \( c(\lambda, \tau(\lambda)) = 0 \). Since the function \( c(\cdot, \tau(\cdot)) \) does not vanish in the domain \( \mathcal{W}_R \), we see that \( \tilde{m}_0 = 0 \) and \( \psi = 0 \).

iv) Since the functions \( \tau_\nu \) are analytic in the domain \( \mathcal{L}_R \), the functions \( c^\pm_\nu \) admit analytic continuation to \( \mathcal{L}_R \). If \( \lambda \in \mathcal{L}_R \) is not a zero of the function \( c^\pm_\nu \), then, as relations (1.6) show, the functions \( m_\nu(\cdot, \tau_\nu(\cdot)), \nu = 1, 2, 3 \) are analytic at \( \lambda \). Then relations (4.4) imply that \( \psi^\pm_\nu(t, \cdot) \) is analytic at the point \( \lambda \).

v) Let \( \lambda \in \mathcal{L}_R \) be a zero of the function \( c^+_1 \). We show that \( \lambda \) is an eigenvalue of the multipoint Dirichlet problem. The proof for other cases is similar. Since \( \tau_1 \) is an eigenvalue of the matrix \( \mathcal{M} \), it follows that at least one of the functions \( c_j(\cdot, \tau_1(\cdot)), j = 1, 2, 3 \), does not vanish at \( \lambda \). Then the function \( c^+_1 \psi^+_1 \) is not equal to zero identically and vanishes at \( t = 0 \). Moreover, this function satisfies the Floquet condition (4.5). This implies that it vanishes at all points \( t = n, n \in \mathbb{Z} \). Consequently, \( \lambda \) is an eigenvalue of the multipoint Dirichlet problem.

Consider the functions

\[
(4.15) \quad \psi_{\nu}(t, \lambda) = c^+_1(\lambda)\psi^+_\nu(t, \lambda), \quad \nu = 1, 2, \quad (t, \lambda) \in \mathbb{R} \times \mathbb{C},
\]

and the Wronskians

\[
(4.16) \quad w_{\ell n} = \psi^{(\ell)}_{1}(t)\psi^{(n)}_{2}(t) - \psi^{(\ell)}_{1}(t)\psi^{(n)}_{2}(t), \quad 0 \leq \ell < n \leq 3.
\]
Lemma 4.3. i) Every function $\psi_{\nu}(t, \cdot)$, $\nu = 1, 2$, $t \in \mathbb{R}$, is analytic in the domain $\mathcal{L}_R$ with $R > 0$ sufficiently large. The following relations are valid:

\begin{equation}
\psi_{\nu}(t, \lambda) = \sum_{j=0}^{3} \tau_{ij}^{(\nu)}(\lambda)y_{j}(t, \lambda), \quad (t, \lambda) \in \mathbb{R} \times \mathcal{L}_R,
\end{equation}

where every function $y_{j}(\cdot, \lambda)$, $(j, \lambda) \in \mathbb{N}_3 \times \mathcal{L}_R$, is a solution of equation (4.1). Moreover, every function $y_{j}(t, \cdot)$, $(j, t) \in \mathbb{N}_3 \times \mathbb{R}$, admits analytic continuation from $\mathcal{L}_R$ to the entire complex plane, up to a function real on $\mathbb{R}$.

ii) Every function $w_{\nu}^{2}(t, \cdot)$ admits analytic continuation from $\mathcal{L}_R$ to $\mathcal{L}_R$, up to a function real on the interval $(-\infty, -R)$. The following relations are valid:

\begin{equation}
w_{\nu}(t, \lambda) = (\tau_{1}(\lambda) - \tau_{2}(\lambda))A_{\nu}(t, \lambda), \quad 0 \leq \ell < n \leq 3, \quad (t, \lambda) \in \mathbb{R} \times \mathcal{L}_R,
\end{equation}

where

\begin{equation}
A_{\nu} = \phi_{0}^{(\nu)} + (\tau_{1} + \tau_{2})\phi_{0}^{(\nu)} + ((\tau_{1} + \tau_{2})^{2} - \tau_{1}\tau_{2})\phi_{0}^{(\nu)} + \tau_{1}\tau_{2}\phi_{12}^{(\nu)} + \tau_{1}\tau_{2}(\tau_{1} + \tau_{2})\phi_{13}^{(\nu)} + (\tau_{1}\tau_{2})^{2}\phi_{23}^{(\nu)},
\end{equation}

$0 \leq \ell < n \leq 3$, $\phi_{ij}^{(\nu)} = y_{j}^{(\nu)}(t) - y_{i}^{(\nu)}(t)$, $0 \leq i < j \leq 3$. Every function $\phi_{ij}^{(\nu)}(t, \cdot)$, $0 \leq i < j \leq 3$, $0 \leq t < \ell < n \leq 3$, $t \in \mathbb{R}$, is an entire function real on $\mathbb{R}$. Every function $A_{\nu}(t, \cdot)$, $0 \leq \ell < n \leq 3$, $t \in \mathbb{R}$, is analytic in the domain $\mathcal{L}_R$ and real on the interval $(-\infty, -R)$.

Proof. i) Substituting (4.3) and (4.4) in (4.15), we obtain

\begin{equation}
\psi_{\nu}(t, \lambda) = -\begin{vmatrix}
\phi_{0}(1, \lambda) - \tau_{\nu}(\lambda) & \phi_{1}(1, \lambda) & \phi_{2}(1, \lambda) & \phi_{3}(1, \lambda) \\
\phi_{0}(1, \lambda) & \phi_{1}(1, \lambda) - \tau_{\nu}(\lambda) & \phi_{2}(1, \lambda) & \phi_{3}(1, \lambda) \\
\phi_{0}(1, \lambda) & \phi_{1}(1, \lambda) & \phi_{2}(1, \lambda) & \phi_{3}(1, \lambda) \\
\phi_{0}(t, \lambda) & \phi_{1}(t, \lambda) & \phi_{2}(t, \lambda) & \phi_{3}(t, \lambda)
\end{vmatrix},
\end{equation}

$\nu = 1, 2$, $(t, \lambda) \in \mathbb{R} \times \mathcal{L}_R$. This implies (4.17) and the fact that the $y_{j}$ are solutions of equation (4.4). Since the functions $\phi_{j}(t, \cdot)$ are analytic and real on $\mathbb{R}$, we conclude that the $y_{j}(t, \cdot)$ have analytic extensions to $\mathbb{C}$ that are real on $\mathbb{R}$.

ii) Substituting (4.17) in (4.16), we get

\begin{equation}
w_{\nu}(t, \lambda) = \sum_{0 \leq \ell < n \leq 3} (\tau_{1}^{\ell} - \tau_{1}^{\ell})\phi_{ij}^{(\nu)},
\end{equation}

which implies (4.18). Since every function $y_{j}(t, \cdot)$ is entire and real on $\mathbb{R}$, it follows that every function $\phi_{ij}^{(\nu)}(t, \cdot)$ is entire and real on $\mathbb{R}$. Then (4.19) and Lemma 4.1 imply that every function $A_{\nu}$, $0 \leq \ell < n \leq 3$, is analytic in $\lambda$ in the domain $\mathcal{L}_R$ and real on $(-\infty, -R)$. From (4.20) we get a similar assertion for $w_{\nu}^{2}$.

Remark. An asymptotic investigation of the functions $A_{\nu}(t, \cdot)$, $t \in \mathbb{R}$, as $|\lambda| \to \infty$, $\lambda \in \mathcal{L}_R$, shows that every such function has precisely one simple real zero in a neighborhood of every pair of resonances $r_{n}^{\pm} \in \mathcal{L}_R$.

Lemma 4.4. Let $\lambda \in \mathcal{U}_R$ with $R > 0$ sufficiently large, and let $\psi_{\nu}(\cdot, \lambda)$, $\nu = 1, 2$, be two solutions of equation (1.1) determined by relation (4.1). Then (1.1) is equivalent to the equation

\begin{equation}f'' + V(t, \lambda)f = 0, \quad (t, \lambda) \in \mathbb{R} \times \mathcal{U}_R,
\end{equation}

where $V(t, \lambda)$ is a potential function.
where the function $V$ is periodic in $t$: $V(t+1, \cdot) = V(t, \cdot)$ for all $t \in \mathbb{R}$, $V(\cdot, \lambda) \in L^\infty(0, 1)$, and $V$ is given by the relation

\begin{equation}
V = \frac{3}{2} \frac{w''}{w} - \frac{3}{4} \left( \frac{w'}{w} \right)^2 - \frac{w_12}{w} + p, \quad w = w_01 = \psi_1'\psi_2 - \psi_1'\psi_2, \quad w_12 = \psi_1'\psi_2 - \psi_1'\psi_2.
\end{equation}

Every function $V(t, \cdot)$, $t \in \mathbb{R}$, is analytic in $\mathcal{H}_R \cap \mathcal{L}_R$ and has a meromorphic extension from this domain to $\mathcal{L}_R$. Every function $V(t, \lambda)$, $t \in \mathbb{R}$, is real for $\lambda \in (-\infty, -R)$.

**Proof.** Let $\lambda \in \mathcal{H}_R$. Using the solutions $\psi_1$ and $\psi_2$ and standard substitutions, we reduce equation (1.1) to equation (4.21).

The asymptotic formulas (4.6) show that the function $\psi_1$ does not vanish for $\lambda \in \mathcal{H}_R$. Let $y$ be a solution of equation (1.1). We show that the function $u = \left( \frac{\psi_1}{\psi_1} \right)'$ satisfies a linear equation of the third order. We have $u = \psi_1\tilde{u}$, where $\tilde{u} = \int u(t) \, dt$ and further $y' = \psi_1\tilde{u} + \psi_1 u$, $y'' = \psi_1''\tilde{u} + 2\psi_1'u + \psi_1 u'$, $y''' = \psi_1^{(iv)}\tilde{u} + 4\psi_1'''u + 6\psi_1''u' + 4\psi_1''u'' + \psi_1 u'''$. Substituting these expressions in (1.1) and taking into account the fact that $\psi_1$ satisfies (1.1), we obtain

$$
\psi_1 u''' + 4\psi_1' u'' + 6\psi_1'' u' + 2\psi_1''' u + p(\psi_1 u' + 2\psi_1 u') + p'\psi_1 u = 0.
$$

Dividing the two parts by $\psi_1$ and substituting $u'' + 4\sigma_1 u'' + (6(\sigma_1^2 + \sigma_2^2) + p)u' + (4(\sigma_2^2 + 3\sigma_1'\sigma_1 + \sigma_3^2) + 2p\sigma_1 + p')u = 0$.

Thus, the substitution $u = \left( \frac{\psi_1}{\psi_1} \right)'$ lowers the order of equation (1.1) by one.

We repeat this procedure for (4.23), using the solution $\psi_2$ of equation (1.1). The asymptotic formulas (4.6) show that the function $g = \left( \frac{\psi_2}{\psi_2} \right)'$ has no poles and does not vanish for $\lambda \in \mathcal{H}_R$. Moreover, $g$ satisfies (4.23). Let $u$ be a solution of (4.23). We show that the function $v = \left( \frac{\psi_2}{\psi_2} \right)'$ satisfies an equation of the second order. We have $u = g\tilde{v}$, where $\tilde{v} = \int v(t) \, dt$. Then $u' = g'\tilde{v} + gv$, $u'' = g''\tilde{v} + 2g'v + gv'$, $u''' = g'''\tilde{v} + 3g''v + 3g'v' + gv''$. Substituting these expressions in (4.23), we obtain

\begin{equation}
(4.24) \quad g''\tilde{v} + 3g'v' + 3g''v + 4\sigma_1(gv' + 2g'v) + (6(\sigma_1^2 + \sigma_2^2) + p)gv = 0.
\end{equation}

Denote $g_1 = \frac{\psi_2}{\psi_1}$. Dividing the two parts of (4.24) by $g$ and using the relation $\frac{\psi_2}{\psi_1} = g_1 + g_2^1$, we have

\begin{equation}
(4.25) \quad v'' + g_2v' + (6(\sigma_1^2 + \sigma_2^2) + 8\sigma_1g_1 + 3(g_1 + g_2^1) + p)v = 0, \quad g_2 = 4\sigma_1 + 3g_1.
\end{equation}

We have obtained an equation of the second order with an unknown function $v$.

Using a standard transformation, we reduce equation (4.26) to an equation that does not contain the term with the first derivative. We set $f = \pm v(\psi_1)^2g^2$, where we can take any fixed branch of the root $\sqrt{g}$ (recall that $g$ does not have poles and does not vanish in $\mathcal{H}_R$). Then $v = fh$, where $h = \pm (\psi_1)^{-2}g^{-\frac{3}{2}}$. Since $h' = -\frac{3}{2}h^2$, we have

\begin{equation}
(4.26) \quad V = 4\sigma_1^2 + \frac{3}{2}g_1' + 2\sigma_1^2 + \frac{3}{4}g_2^2 + 2\sigma_1g_1 + 1 + g_1 = \frac{g'}{g}, \quad g = \left( \frac{\psi_2}{\psi_1} \right)'.
\end{equation}

Next we have $g = \frac{w_12}{w_01}$, which implies that

$$
g_1 = \frac{g'}{g} = \frac{w'}{w} - 2\frac{\psi_1}{\psi_1}, \quad g_1' = \frac{w''}{w} - \left( \frac{w'}{w} \right)^2 - 2\frac{\psi''}{\psi_1} + 2\left( \frac{\psi'}{\psi_1} \right)^2.
$$
On substituting these relations in (4.29), in view of the formulas $\sigma_1 = \frac{\psi_1'}{\psi_1}$, $\sigma_1' = \frac{\psi_1''}{\psi_1} - \left(\frac{\psi_1'}{\psi_1}\right)^2$, we get
\[ V = \frac{3}{2} \frac{w''}{w} - \frac{3}{4} \left(\frac{w'}{w}\right)^2 + \frac{\psi_1''}{\psi_1} - \frac{w' \psi_1'}{w \psi_1} + p, \]
which implies (4.22).

Note that $w' = w_{02}$ and $w'' = w_{12} + w_{03}$. Substituting these relations in (4.22) and using (4.18), we arrive at
\[ V = \frac{1}{2} w_{01} + \frac{3}{2} \frac{w_{03}}{w_{01}} - \frac{3}{4} \left(\frac{w_{02}}{w_{01}}\right)^2 + p = \frac{1}{2} A_{12} + \frac{3}{2} A_{03} - \frac{3}{4} \left(\frac{A_{02}}{A_{01}}\right)^2 + p. \]

Then Lemma 4.3 ii) implies that the function $V(t, \cdot)$ is meromorphic in the domain $\mathcal{L}_R$ and is real on the interval $(-\infty, -R)$.

**Remark.** We believe (this has not been proved as yet) that a stronger assertion holds: every function $V(t, \cdot)$, $t \in \mathbb{R}$, is analytic in the entire domain $\mathcal{L}_R$. If this is valid, then, using the method applied in [20] for proving the fact that the resonances with large modulus of the periodic third-order operator are real, one can prove that the resonances of $H$ with large modulus are real for arbitrary (and also smooth) coefficients $p$, $p'$, $q \in L^1(0, 1)$ of equation (1.1).

§5. PROOFS OF THEOREMS 1.2, 1.3

We shall need some results concerning the behavior of the Lyapunov function $\Delta(\lambda)$ in the interval of values $-1 \leq \Delta \leq 1$ (see Figure 4). Recall that $\Delta_+ = \max\{\Delta_1, \Delta_2\}$ and $\Delta_- = \min\{\Delta_1, \Delta_2\}$ on any interval of the real axis on which $\rho > 0$, i.e., $\text{Im} \Delta = 0$.

**Lemma 5.1.** Let $r$ be a zero of $\rho$ with multiplicity $m$, and let $\beta = \Delta_1(r) = \Delta_2(r) \in [-1, 1]$. Then $m \leq 2$. Moreover, the following is valid.

i) Let $m = 1$. If $\rho'(r) > 0$, then the $\Delta_{\pm}$ are real-analytic on the interval $(r, r + \delta)$ with some $\delta > 0$ and $\Delta'_+ > 0$, $\Delta'_- < 0$ on this interval. If $\rho'(r) < 0$, then the $\Delta_{\pm}$ are real-analytic on the interval $(r - \delta, r)$ with some $\delta > 0$ and $\Delta'_+ < 0$, $\Delta'_- > 0$ on this interval.

ii) If $m = 2$, then $\rho''(r) > 0$ and $\Delta_1$ and $\Delta_2$ are real-analytic on the interval $(r - \delta, r + \delta)$ with some $\delta > 0$.

**Proof.** If $r$ is a zero of $\rho$ with multiplicity $m$, then $\rho(\lambda) = (\lambda - r)^m g(\lambda)$, where $g$ is an entire function real on $\mathbb{R}$, and $g(r) \neq 0$. Relations (1.4) yield
\[ \Delta(\lambda) = \beta + (\lambda - r)^2 \sqrt{g(r)} + o(|\lambda - r|^2), \quad \lambda \in \mathbb{C}, \quad |\lambda - r| \to 0. \]
Assume for definiteness that $\beta \in (-1, 1)$. The case of $\beta = -1$ is proved similarly. Consider the segment $[\beta - \delta, \beta]$ in the plane of $\Delta$, with some $\delta > 0$ sufficiently small. If $m \geq 3$, then this segment has a preimage that does not lie on the real axis. Thus, $\Delta(\lambda) \in [\beta - \delta, \beta] \subset [-1, 1]$ for a certain nonreal $\lambda$. By Theorem 1.1 iii), these $\lambda$ belong to the spectrum of $H$, which contradicts the selfadjointness of $H$. Therefore, $m \leq 2$.

i) We consider the case where $\rho'(r) > 0$. The case of $\rho'(r) < 0$ is treated similarly. If $\rho'(r) > 0$, then $\rho > 0$ on the interval $u = (r, r + \delta)$ with some $\delta > 0$. We have $\Delta'_+ = T_1 \pm \sqrt{p}$ on $u$ (see (1.4)), whence $\Delta'_- = T_1' \pm \frac{\sqrt{p}}{2|\sqrt{p}|}$. These relations imply that $\Delta'_+ > 0$ and $\Delta'_- < 0$ on $u$.

ii) Let $r$ be a zero of $\rho$ with multiplicity $m = 2$. Then $\rho(\lambda) = (\lambda - r)^2 g(\lambda)$, $g(r) \neq 0$, and $\rho''(r) = 2g(r)$. Assume that $g(r) < 0$. The relation $\Delta = T_1 + \sqrt{p}$ implies that $\Delta(\lambda) = \beta + i(\lambda - r)\sqrt{-g(r)} + o(|\lambda - r|)$, $|\lambda - r| \to 0$. Under the mapping $\Delta$, the interval $(\beta - \varepsilon, \beta + \varepsilon)$ with some $\varepsilon > 0$ has preimage orthogonal to the real axis $\lambda$. Since
Figure 4. A possible (a, b) and an impossible (c, d, e, f) local behavior of the function $\Delta(\lambda)$ in the interval $-1 \leq \Delta \leq 1$.

$\beta \in [-1, 1]$, we conclude that $\Delta(\lambda) \in [-1, 1]$ for some nonreal $\lambda$, which contradicts the selfadjointness of $H$. Consequently, $g(r) > 0$ and $\rho''(r) > 0$. Then $r$ is not a branch point of the function $\Delta$ and $\Delta_1, \Delta_2$ are real-analytic in the interval $(r - \delta, r + \delta)$. □

Remark. Repeating the arguments in the proof of Lemma 5.1, we derive that if $\Delta_{\nu}(\mu) = \pm 1$ for some $(\nu, \mu) \in \{1, 2\} \times \mathbb{R}$ and $\Delta'_{\nu}(\mu) = 0$, then $\Delta_{\nu}(\mu)\Delta''_{\nu}(\mu) < 0$.

Recall that we have denoted by $\mathcal{R}$ the set of all real resonances and by $\mathcal{R}_0$ the subset of $\mathcal{R}$ that consists of “essential” resonances, which are endpoints of spectral bands. We briefly describe the behavior of the functions $\Delta_1$ and $\Delta_2$ in a neighborhood of a resonance $r$ that belongs to the set

$$\mathcal{R}_1 = \{r \in \mathcal{R} \setminus \mathcal{R}_0 : \Delta_1(r) = \Delta_2(r) \in (-1, 1)\}.$$ 

The resonance $r \in \mathcal{R}_1$ has multiplicity 2, and thus the functions $\Delta_1$ and $\Delta_2$ are real-analytic in a neighborhood of $r$. Moreover, $\Delta'_1 \Delta'_2 > 0$ on the interval $(r - \delta, r + \delta)$ with some $\delta > 0$ (Figure 4 b).

For $\alpha \in [-1, 1]$, we consider the entire functions $D_\alpha(\lambda) = (\Delta_1(\lambda) - \alpha)(\Delta_2(\lambda) - \alpha)$. Note that $D_{\pm 1} = D_{\pm}, D_0 = (\cosh z - \alpha)(\cos z - \alpha)$.

Lemma 5.2. Let $\Delta_{\nu}(\mu_0) = \alpha_0 \in (-1, 1)$ for a branch $\nu = \pm$ and $\mu_0 \in \mathbb{R} \setminus \mathcal{R}$. Then there exists a continuous, real, piecewise analytic function $\mu(\alpha)$, $\alpha \in [-1, 1]$, satisfying the following conditions:

a) $\mu(\alpha) \neq \text{const}$, $D_\alpha(\mu(\alpha)) = 0$ for all $\alpha \in [-1, 1]$, $\mu(\alpha_0) = \mu_0$;

b) $\mu(1) = \eta_1$ is a periodic eigenvalue, $\mu(-1) = \eta_2$ is an antiperiodic eigenvalue;

c) inside the interval $S = \mu([-1, 1])$, there are no periodic and antiperiodic eigenvalues, except possibly for $\eta_1$ and $\eta_2$;

d) each of the resonances that lies inside $S$ belongs to $\mathcal{R}_1$.
Moreover, precisely one of the following three statements is valid:  
1) \( S = [\eta_1, \eta_2] \) or \( S = [\eta_2, \eta_1] \), \( \Delta_\nu \) is continuous and monotone on \( S \), and \( \Delta_\nu(S) = [-1, 1] \).

2) \( S = S_- \cup S_+ \), where \( S_+ = [r_+, \eta_1] \), \( S_- = [r_-, \eta_2] \), \( r_- \) is a resonance from \( \mathcal{R}_0 \) such that \( r_- < \eta_- = \min\{\eta_1, \eta_2\} \) and there are no resonances on the interval \((r_-, \eta_-)\). Next, \( \Delta_+(S_+) = [\beta_-, 1] \), \( \Delta_-(S_-) = [-1, \beta_-] \), where \( \beta_- = \Delta_+(r_-) = \Delta_-(r_-) \). Moreover, the function \( \Delta_+ \) is continuous and monotone increasing on \( S_+ \), whereas \( \Delta_- \) is continuous and monotone decreasing on \( S_- \).

3) \( S = S_- \cup S_+ \), where \( S_+ = [\eta_1, r_+] \), \( S_- = [\eta_2, r_+] \), \( r_+ \) is a resonance from \( \mathcal{R}_0 \) such that \( r_+ > \eta_+ = \max\{\eta_1, \eta_2\} \) and there are no resonances on the interval \((\eta_+, r_+)\). Next, \( \Delta_+(S_+) = [\beta_+, 1] \), \( \Delta_-(S_-) = [-1, \beta_+] \), where \( \beta_+ = \Delta_+(r_+) = \Delta_-(r_-) \). Moreover, the function \( \Delta_+ \) is continuous and monotone decreasing on \( S_+ \), whereas \( \Delta_- \) is continuous and monotone increasing on \( S_- \).

**Proof.** Since \( \mu_0 \not\in \mathcal{R} \), the function \( \Delta_\nu \) is real-analytic in a neighborhood of \( \mu_0 \). Assume for definiteness that \( \nu = + \) and \( \Delta'_\nu(\mu_0) > 0 \); the proofs for the other cases are similar.

Using Theorem 1.1 ii) and properties of the functions \( \Delta_1 \) and \( \Delta_2 \) in a neighborhood of a resonance lying in \( \mathcal{R}_1 \), we conclude that the function \( \Delta_+ \) is real-analytic on a set of the form \((\alpha_1, \alpha_2) \setminus \mathcal{R} \) that contains the point \( \mu_0 \), is continuous, and increases monotonically on \((\alpha_1, \alpha_2) \). Here \( \alpha_1 \) is a resonance from \( \mathcal{R}_0 \) or an antiperiodic eigenvalue, and \( \alpha_2 \) is a periodic eigenvalue. By the inverse function theorem, there exists a continuous, real, piecewise analytic function \( \mu(\alpha) \), \( \alpha \in [\alpha_1, \alpha_2] \), such that \( \Delta_+(\mu(\alpha)) = \alpha \) for all \( \alpha \in [\alpha_1, \alpha_2] \), and \( \mu(\alpha) \) increases monotonically on this interval. If \( \alpha_1 \) is an antiperiodic eigenvalue, then statement 1) with \( \eta_1 = \alpha_2 \) and \( \eta_2 = \alpha_1 \) is valid, and the lemma is proved for this case.

Suppose \( \alpha_1 \) is a resonance from \( \mathcal{R}_0 \). Let \( \eta_1 \) and \( \eta_2 \) be the periodic and antiperiodic eigenvalues, respectively, closest to \( \alpha_1 \) and lying on the right of \( \alpha_1 \). We show that statement 2) is valid, where \( r_- = \alpha_1 \) and \( \eta_1 = \alpha_2 \). We assume for definiteness that \( \eta_1 \leq \eta_2 \), i.e., \( \eta_- = \eta_1 \); the case where \( \eta_1 > \eta_2 \) is considered similarly.

We show that the interval \((\alpha_1, \eta_1)\) contains no resonances. Suppose this interval contains resonances, and let \( \bar{r}_1 \) be the smallest of them. Then \( \rho > 0 \) on \((\alpha_1, \bar{r}_1)\), the \( \Delta_+ \) are real-analytic on this interval, and \( \Delta_+ = \Delta_- \) at the endpoints of it. Since \( \alpha_1 \in \mathcal{R}_0 \), we have \( \Delta'_+ > 0 \), \( \Delta'_- < 0 \) on \((\alpha_1, \alpha_1 + \delta)\) with some \( \delta > 0 \). By Theorem 1.1 ii), \( \Delta'_+ > 0 \) on \((\alpha_1, c_1)\), \( \Delta'_- < 0 \) on \((\alpha_1, c_2)\), where \( c_1, c_2 \in (\alpha_1, \bar{r}_0) \) are a periodic and an antiperiodic eigenvalue, respectively. This contradicts the condition that \( \eta_1 \) and \( \eta_2 \) are the periodic and antiperiodic eigenvalues closest to \( \alpha_1 \) from the right. Consequently, the interval \((\alpha_1, \eta_1)\) contains no resonances, whence, by the definition of \( r_- \), we obtain \( \alpha_1 = r_- \).

Since the interval \((r_-, \eta_1)\) does not contain resonances, Theorem 1.1 ii) implies that the functions \( \Delta_{\pm} \) are real-analytic on \((r_-, \eta_1)\), \( \Delta'_+ > 0 \) and \( \Delta'_- < 0 \) on this interval, and \( \Delta_+(S_+) = [\beta_-, 1] \). By the inverse function theorem, there exists a real, continuous, piecewise analytic function \( \mu^+(\alpha) \), \( \alpha \in [\beta_-, 1] \), such that \( \mu^+(\beta_-) = r_- \) and \( \Delta_+(\mu^+(\alpha)) = \alpha \) for all \( \alpha \in [\beta_-, 1] \).

We show that if there are resonances on the interval \((\eta_1, \eta_2)\), then they belong to \( \mathcal{R}_1 \). Note that \( \Delta_-(\eta_1) \in (-1, 1) \) and, since \( \eta_1 \) is not a resonance, it follows that \( \Delta_- \) is real-analytic in a neighborhood of \( \eta_1 \) and \( \Delta'_-(\eta_1) < 0 \). Let \( \bar{r}_1 \) be the smallest resonance from \( \mathcal{R}_0 \) that lies in \((\eta_1, \eta_2)\). Then all the resonances in the interval \((\eta_1, \bar{r}_1)\) belong to \( \mathcal{R}_1 \).

Using Theorem 1.1 ii) and properties of the functions \( \Delta_1 \) and \( \Delta_2 \) in a neighborhood of a resonance from \( \mathcal{R}_1 \), we conclude that \( \Delta'_- < 0 \) on \((\bar{r}_1, \eta_1) \setminus \mathcal{R}_1 \). On the other hand, since \( \bar{r}_1 \in \mathcal{R}_0 \), we have \( \Delta'_- < 0 \), \( \Delta'_+ > 0 \) on \((\bar{r}_1 - \delta_1, \bar{r}_1)\) with some \( \delta_1 > 0 \), a contradiction. Consequently, the interval \((\eta_1, \eta_2)\) contains no resonances from \( \mathcal{R}_0 \).
Thus, the interval \((r_-, \eta_2)\) contains no resonances from \(R_0\). Using Theorem 1.1 ii) and properties of the functions \(\Delta_1\) and \(\Delta_2\) in a neighborhood of a resonance \(r\) from \(R_1\), we conclude that \(\Delta_\ast\) is a continuous monotone decreasing function on \((r_-, \eta_2)\). Then \(\Delta_\ast(S_\ast) = [-1, \beta_-]\), and by the inverse function theorem, there exists a real, continuous, piecewise analytic function \(\mu^-(\alpha), \alpha \in [-1, \beta_-]\), such that \(\mu^-(\beta_-) = r_-\) and \(\Delta_\ast(\mu^-(\alpha)) = \alpha\) for all \(\alpha \in [-1, \beta_-]\).

Putting
\[
\mu(\alpha) = \begin{cases} 
\mu^-(\alpha) & \text{if } \alpha \in [-1, \beta_-], \\
\mu^+(\alpha) & \text{if } \alpha \in [\beta_-, 1],
\end{cases}
\]
we deduce statement 2) of the lemma in the case under consideration.

Proof of Theorem 1.2 i) Every function \(D^\nu_\alpha\), \(\alpha \in (-1, 1)\), has simple zeros at the points \(\arccos^4 \alpha, (2\pi n \pm \arccos \alpha)^4, n \geq 1\), \(\arccos \alpha \in (0, \pi)\), and has no other zeros. Repeating arguments added in the proof of Lemma 3.4, we see that for each integer \(N > n_0\) with a certain \(n_0 \geq 1\), every function \(D_\alpha\), \(\alpha \in (-1, 1)\), has precisely \(N\) zeros (counted with multiplicity) in the domain \(\{|\lambda| < (\pi N)^4\}\) and for each \(n > N\) precisely one simple zero in every domain \(\{|\lambda|^{1/4} - (2\pi n \pm \arccos \alpha)| < 1 - |\alpha|\}\). This function has no other zeros.

By Theorem 1.1 iii), all the zeros of \(D_\alpha\) are points of the spectrum, and thus they are real. We enumerate the zeros \(\mu_\alpha(n), n \geq 1\), of the function \(D_\alpha\), \(\alpha \in [-1, 1]\), counted with multiplicity, in such a way that \(\mu_\alpha(1) \leq \mu_\alpha(2) \leq \cdots\). By the implicit function theorem, every zero \(\mu_\alpha(n)\) of \(D_\alpha\) depends on \(\alpha \in [-1, 1]\) continuously.

We show that for all \(\alpha \in (-1, 1)\) except for several values \(\alpha_1, \alpha_2, \ldots, \alpha_k\), \(k \geq 0\), all zeros \(\mu_\alpha(n)\) of \(D_\alpha\) are simple, and the functions \(\mu_\alpha(n)\) are real-analytic on the set \(A = (-1, 1) \setminus \{\alpha_1, \alpha_2, \ldots, \alpha_k\}\). Indeed, suppose \(\mu = \mu_\alpha(n_0)\) is a zero of \(D_\alpha\), \(\alpha_0 \in (-1, 1)\), and \(\mu\) is not a resonance. Then a \(\mu\) is a zero of \(\Delta_\nu - \alpha_0\) with any one \(\nu \in (1, 2)\); b) by Theorem 1.1 ii), \(\Delta_\nu(\mu) \neq 0\). This implies that \(\partial_\lambda D_\alpha(\mu) \neq 0\) and, by the implicit function theorem, \(\mu\) is a simple zero of \(D_\alpha\) and depends on \(\alpha\) analytically in a neighborhood of \(\alpha_0\). From the asymptotic relation 5.17, it follows that there are at most finitely many resonances on the positive semiaxis. Therefore, for all \(\alpha \in (-1, 1)\) except for a finite number of them, there are no resonances among the zeros of the function \(D_\alpha\), which implies that for all \(\alpha \in A\), all the zeros \(\mu_\alpha(n)\) of the function \(D_\alpha\) are simple and the functions \(\mu_\alpha(n)\) are real-analytic on the set \(A\).

Since, by Lemma 5.3, the number of zeros of \(D_\alpha\) (counted with multiplicity) for \(\alpha\) close to 1 coincides with the number of zeros of the function \(D_\alpha\) is \(D_1\), and inequalities 1.7 are valid, we conclude that \(\mu_{2n-1}(1) = \lambda^+_{2n-2}\) and \(\mu_{2n}(1) = \lambda^-_{2n}\), \(n \geq 1\). Thus, for every \(n \geq 1\) there exists a unique piecewise analytic function \(\mu_\alpha(n), \alpha \in [-1, 1]\), such that \(D_\alpha(\mu_\alpha(n)) = 0, \mu_{2n-1}(1) = \lambda^+_{2n-2}, \mu_{2n}(1) = \lambda^-_{2n}\), and \(\mu_\alpha(1) < \mu_\alpha(2) < \cdots\) for all \(\alpha \in A\). Moreover, \(\mu_{2n-1}(-1) = \lambda^-_{2n-1}\) and \(\mu_{2n}(-1) = \lambda^+_{2n-1}\) for all \(n \geq 1\).

By Lemma 5.2, for every function \(\mu_\alpha(n)\), precisely one of the statements 1), 2), 3) holds true. This implies that precisely one of the cases I, II, III of the theorem may occur.

Assume that \(\alpha_1 = [\lambda_1, \eta_1]\) satisfies condition III, where \(\lambda_1 = \min\{\lambda^+_{0}, \lambda^-_{1}\}, \lambda^+_{0}\) and \(\lambda^-_{1}\) are simple periodic and antiperiodic eigenvalues, and \(\eta_1 \in \tilde{R}_0\). Let, for definiteness, \(\lambda^-_{0} \leq \lambda^+_{1}\), i.e., \(\lambda_1 = \lambda^+_{1}\); the opposite case is considered similarly. Then \(\rho > 0\) on the interval \([\lambda^-_{1}, \eta_1]\). We show that \(\rho > 0\) on the interval \((-\infty, \lambda^-_{1}\]. Assume that \(\tilde{r}\) is the greatest resonance on this interval. Then \(\rho > 0\) on \((\tilde{r}, \lambda^-_{1}\) and \(\Delta_\ast(\lambda) > \Delta_\ast(\lambda^-_{1}) > -1\) for all \(\lambda \in [\tilde{r}, \lambda^-_{1}]\). Since \(\Delta_\ast(\tilde{r}) = \Delta_\ast(\tilde{r}) > -1\), there exists at least one antiperiodic eigenvalue on the interval \((\tilde{r}, \lambda^-_{1}\). Since \(\lambda^-_{1}\) is the least antiperiodic eigenvalue, we obtain a contradiction. Consequently, there are no resonances on the interval \((-\infty, \lambda^-_{1}\)
and \( \rho > 0 \) on this interval, which contradicts the asymptotic relation (5.17). Therefore, \( \sigma_1 \) cannot satisfy condition III.

From the above, it follows that \([\lambda_{n-1}^+, \lambda_n^-]\) (or \([\lambda_n^-, \lambda_{n-1}^+]\)) is included in \( \sigma_n \); \([\lambda_n^+, \lambda_{n+1}^-]\) (or \([\lambda_{n+1}^-, \lambda_n^+]\)) is included in \( \sigma_{n+1} \) and \([\lambda_{n+1}^+, \lambda_{n+2}^-]\) (or \([\lambda_{n+2}^-, \lambda_{n+1}^+]\)) is included in \( \sigma_{n+2} \). The inequalities \( \lambda_{n-1}^+ \leq \lambda_{n-1}^- \leq \lambda_{n+1}^+ \leq \lambda_{n+2}^- \leq \lambda_{n+2}^+ \) imply that if \( \sigma_n \cap \sigma_{n+2} \neq \emptyset \), then \( \bar{\sigma} = \sigma_n \cap \sigma_{n+1} \cap \sigma_{n+2} \neq \emptyset \). Then the function \( \Delta \) takes at least three distinct values at each point \( \lambda \in \bar{\sigma} \), which contradicts the fact that the function \( \Delta \) is two-sheeted. We obtain (1.12).

ii) Let \( r \) be a resonance lying inside a band \( \sigma_n \) with some \( n \geq 1 \). Then, by Theorem (1.2 i), \( r \) has multiplicity 2 and does not belong to \( \mathcal{R}_0 \). Consequently, the functions \( \Delta_1 \) and \( \Delta_2 \) are real-analytic in a neighborhood of \( r, \Delta_1(r) = \Delta_2(r) = (t-1, 1) \), and \( \Delta_2(r) \) do not equal zero and have one and the same sign. This yields (1.13).

iii) Since \( r \in \sigma(H) \), we have \( r \in \sigma_n \) for some \( n \geq 1 \). On the other hand, by statement 1) of the theorem that we are proving, the interior of the interval \( \sigma_n \) cannot contain resonances from \( \mathcal{R}_0 \). Therefore, \( r \) is an endpoint of \( \sigma_n \).

iv) If \( \lambda \) belongs to the set \( \mathfrak{S}_2 \) defined by (1.14), then \( \Delta(\lambda) \) takes two different values in \([-1, 1] \). Then, by Theorem (1.1 iii), the spectrum has multiplicity 4 at the point \( \lambda \). If \( \lambda \in \mathfrak{S}_2 \), then \( \Delta(\lambda) \in [-1, 1] \) for only one \( \nu = 1, 2 \). Therefore, the spectrum in \( \mathfrak{S}_2 \) has multiplicity 2.

**Proof of Theorem (1.3)** i) The asymptotic relation (3.17) implies that \( \rho > 0 \) on \([R, +\infty)\) for some \( R \in \mathbb{R} \), i.e., \( \Delta \) is real on this interval. Moreover, the asymptotic formulas (1.6) show that \( \Delta_1 \neq [-1, 1] \) on \([R, +\infty)\) for some \( R \in \mathbb{R} \). Then, using the asymptotic formulas (1.6) for \( \Delta_2 \) and Theorem (1.3) ii), we conclude that every band \( \sigma_n, n \geq n_0 \), coincides with \([\lambda_{n-1}^-, \lambda_n^-]\), the spectrum in it has multiplicity 2, and the intervals \( (\lambda_n^-, \lambda_n^+) \) are gaps.

We prove (1.15). By Lemma (3.3) \( r_n^+ \in \mathcal{D}_n \) for all \( n \geq 1 \) sufficiently large. Let \( \lambda \) be \( r_n^+ \) or \( r_n^- \), and let \( \text{Im} \lambda \geq 0 \); the proof for the case of \( \text{Im} \lambda < 0 \) is similar. Then \( z = \lambda^{1/4} = (1 + i)(\pi n + \delta) \), where \( \delta = \delta_n \) satisfies the inequality \( |\delta| < \frac{\pi}{4} \) for all \( n \) sufficiently large. The asymptotic formulas (3.18) yield

\[
0 = \rho(\lambda) = \frac{e^{2\pi n + 2\delta} - e^{i\xi_n^2 \phi_0(\lambda) - 2\phi_0(\lambda) + \phi_0(\lambda)}}{16} \left( (\phi_0(\lambda) - \phi_1(\lambda) + \phi_1(\lambda) + \phi_0(\lambda)) + O(e^{-2\pi n}) \right)
\]

as \( n \to +\infty \). Using (3.7), we have \( \phi_{kj}(\lambda) = 1 + O(n^{-1}), \phi_{kj}(\lambda) = O(n^{-2}), \) \( k \neq j \). Then (5.1) implies that \( \sin \delta = O(n^{-1}), \) whence \( \delta = O(n^{-1}) \). Again with the help of (3.7), we obtain

\[
\phi_0(\lambda) = e^{-\frac{i-1+i\xi_n^2 \phi_0(\lambda) + O(\xi^2)}} \quad \phi_1(\lambda) = e^{-\frac{i+1+i\xi_n^2 \phi_0(\lambda) + O(\xi^2)}} \quad \xi = \frac{1}{4\pi n}
\]

as \( n \to +\infty \). Substituting these asymptotic formulas and (3.10) in (5.1), we get

\[
0 = \rho(\lambda) = \frac{e^{2\pi n + 2\delta} - e^{\xi_n^2 \phi_0(\lambda)}}{4} \left( -\sin^2 \left( \delta + \frac{\xi_n^2 \phi_0(\lambda)}{2} \right) + 2|\phi_0(\lambda)|^2 \xi^4 + O(\xi^4) \right),
\]

whence \( \delta = -\frac{\xi_n^2 \phi_0(\lambda)}{2} + \delta, \delta = O(\xi^2) \). Substituting these asymptotic formulas in (5.2), we have

\[
|\pi n - \xi_n^2 \phi_0(\lambda) + O(\xi^2)| = O(\xi^2),
\]

which yields \( \delta = \pm \sqrt{2} \xi^2 |\phi_0(\lambda)| + O(\xi^3) \) and

\[
(r_n^+)^2 = (1 + i)
\]

whence (1.15) follows.

Now we prove (1.16) for \( \lambda = \lambda_{2n}^\pm \). The proof for \( \lambda_{2n-1}^\pm \) is similar. Recall that \( \lambda = \lambda_{2n}^\pm \) is a periodic eigenvalue, and it satisfies the relation \( \det(M(\lambda) - I_L) = 0 \). Relation (3.3)
implies that \(0 = \det(\Phi(\lambda) e^{i\Omega(\lambda)} - I_4) = \det(\Phi(\lambda) - e^{-i\Omega(\lambda)})\), \(z = \lambda^{\frac{1}{2}}\) (recall that \(\Omega(\lambda) = (1, -i, i, -1), \lambda \in \mathbb{C}_+\)). By Lemma 3.24, \(z = 2\pi n + \varepsilon\), where \(\varepsilon = \varepsilon^{n}_2\), satisfies the inequality \(|\varepsilon| < \frac{\pi}{2}\) for all \(n\) sufficiently large. Then

\[
\Phi - e^{-i\Omega} = \begin{pmatrix}
\phi_{00} & e^{-2\pi n - \varepsilon} & \phi_{01} & \phi_{02} & \phi_{03} \\
\phi_{10} & \phi_{11} - e^{i\varepsilon} & \phi_{12} & \phi_{13} \\
\phi_{20} & \phi_{21} & \phi_{22} - e^{-i\varepsilon} & \phi_{23} \\
\phi_{30} & \phi_{31} & \phi_{32} & \phi_{33} - e^{-2\pi n + \varepsilon}
\end{pmatrix};
\]

throughout this proof, we write \(\Phi = \Phi(\lambda), \phi_{kj} = \phi_{kj}(\lambda)\). Then

\[
\det(\Phi - e^{-i\Omega}) = e^{2\pi n} \det(\phi_{00} - e^{-2\pi n - \varepsilon} & \phi_{01} & \phi_{02} & \phi_{03} \\
\phi_{10} & \phi_{11} - e^{i\varepsilon} & \phi_{12} & \phi_{13} \\
\phi_{20} & \phi_{21} & \phi_{22} - e^{-i\varepsilon} & \phi_{23} \\
\phi_{30} & \phi_{31} & \phi_{32} & \phi_{33} - e^{-2\pi n + \varepsilon} 
\end{pmatrix}.
\]

Using the first inequality in (3.6), we get

\[
\det(\Phi - e^{-i\Omega}) = -e^{2\pi n + \varepsilon} \left( \det(\phi_{00} - e^{-2\pi n - \varepsilon} & \phi_{01} & \phi_{02} \\
\phi_{10} & \phi_{11} - e^{i\varepsilon} & \phi_{12} \\
\phi_{20} & \phi_{21} & \phi_{22} - e^{-i\varepsilon} 
\right) + O(e^{-2\pi n})
\),

which yields

\[
0 = \det(\Phi - e^{-i\Omega}) = -\phi_{00} e^{2\pi n + \varepsilon} (F_0 + F_1),
\]

where

\[
F_0 = \det(\phi_{11} - e^{i\varepsilon} & \phi_{12} \\
\phi_{21} & \phi_{22} - e^{-i\varepsilon}),
\]

\[
F_1 = -\phi_{01} \phi_{00} \det(\phi_{10} & \phi_{12} \\
\phi_{20} & \phi_{22} - e^{-i\varepsilon}) + \phi_{02} \phi_{00} \det(\phi_{10} & \phi_{11} - e^{i\varepsilon} \\
\phi_{20} & \phi_{21}) + O(e^{-2\pi n}).
\]

The asymptotic formulas (3.7) imply that

\[
F_0 = \det(\frac{e^{-i\frac{\hbar_0}{2}} - e^{i\varepsilon} + O(n^{-3})}{O(n^{-2})} & O(n^{-2}) \\
& e^{i\frac{\hbar_0}{2}} - e^{-i\varepsilon} + O(n^{-3})
\right), \quad F_1 = O(n^{-4}),
\]

\(\lambda = \lambda^{\frac{1}{2}}\), whence \(F_0 = 2 - 2 \cos(\varepsilon + \frac{\hbar_0}{4}) + O(n^{-3})\). From the relation \(F_0 + F_1 = 0\) it follows that \(\varepsilon = -\frac{\hbar_0}{2} + \tilde{\varepsilon}, \tilde{\varepsilon} = O(\xi^2), \xi = \frac{1}{4\pi n}\). Moreover, \(e^{-i\hbar_0} - e^{-i\varepsilon} = O(\xi^2)\) and \(e^{i\hbar_0} - e^{-i\varepsilon} = O(\xi^2)\). We obtain \(F_0 = 2 - 2 \cos(\varepsilon + \frac{\hbar_0}{4}) + O(\xi^4), \text{ and thus } \tilde{\varepsilon} = O(n^{-2}).\)

The asymptotic formulas (3.7) imply that \(\phi_{11}(\lambda) - e^{i\varepsilon} = O(\xi^2), \phi_{22}(\lambda) - e^{-i\varepsilon} = O(\xi^2)\). Substituting (3.7) and (3.9) in (5.3), we arrive at \(F_1 = O(n^{-6})\) and

\[
F_0 = \det(\frac{e^{-i\frac{\hbar_0}{2}} - e^{i\varepsilon} + O(\xi^3)}{-\frac{1}{2} \xi^2 \hat{p}_{2n}^2 + O(\xi^3)} \\
& e^{i\frac{\hbar_0}{2}} - e^{-i\varepsilon} + O(\xi^3)
\right),
\]

\[
= \det(\frac{e^{-i\frac{\hbar_0}{2}} (1 - e^{i\varepsilon}) + O(\xi^3)}{-\frac{1}{2} \xi^2 \hat{p}_{2n}^2 + O(\xi^3)} \\
& e^{i\frac{\hbar_0}{2}} (1 - e^{-i\varepsilon}) + O(\xi^3)
\right)
\]

\[
= 2 - 2 \cos(\xi + \frac{\xi^4}{4}) + \left( \sin\left(\frac{\xi^2}{2} + \sin\left(\frac{\xi^2}{2}\right)\right) O(\xi^3) + O(\xi^5) \right)
\]

\[
= \xi^2 - \frac{\xi^4}{4} \hat{p}_{2n}^2 + O(\xi^5).
\]
The relation \( F_0 + F_1 = 0 \) yields \( \tilde{\varepsilon} = \pm \frac{\xi^2}{2} |p_{2n}| + O(\xi^3) \). Then
\[
(\lambda_{2n}^+) = 2\pi n - \frac{\xi\rho_n}{2} \pm \frac{\xi^2}{2} |p'_{2n}| + O(\xi^3),
\]
whence (1.16) follows for \( \lambda_{2n}^± \).

The asymptotic behavior (1.16) and the estimates \( |p'_{n}| \geq \frac{1}{n^\frac{1}{3}} \) imply the asymptotic relation \( |\gamma_n| = \lambda_{2n}^+ - \lambda_{2n}^- = \pi n |p'_{n}| + O(1) \) and the estimates \( |\gamma_n| \geq \pi n^{1-\alpha} (1 + O(n^{\alpha-1})) \) as \( n \to \infty \). It follows that there exist infinitely many gaps \( \gamma_n \neq 0 \), and \( |\gamma_n| \to \infty \) as \( n \to \infty \).

Now we prove the fact that in this case, the resonances large in modulus are real. Suppose the contrary; i.e., suppose a resonance \( r_{2n}^± \) with large \( n \) is nonreal. Then \( r_{2n}^- = \overline{r_{2n}^+} \), which contradicts the asymptotic behavior (1.15). Consequently, \( r_{2n}^{±} \in \mathbb{R} \). Moreover, the asymptotic behavior (1.16) yields \( |r_{2n}^- - r_{2n}^+| = 2\sqrt{2\pi n} |p'_{n}| + O(1) \) as \( n \to \infty \), whence \( |r_{2n}^- - r_{2n}^+| \to \infty \) as \( n \to \infty \).

ii) With the help of relations (3.14), (3.15), and the asymptotic behavior (1.15), (1.16), repeating the standard arguments from [1] based on the Hadamard factorization of the entire functions \( D_± \) and \( \rho \), we obtain the required statements.

§6. The spectrum of \( H \) with small coefficients

Proof of Theorem 1.4. The arguments adduced in the proof of Lemma 2.1 show that the functions \( T_\nu(\lambda, \varepsilon p) \), \( \nu = 1, 2 \), are entire functions of the variables \( \lambda \) and \( \varepsilon \) for any fixed \( p \) in the set considered. Then \( T_\nu(\lambda) = T_\nu(\lambda, \varepsilon p) \), \( \rho(\lambda, \varepsilon p) \), and \( D_\nu(\lambda) = D_\nu(\lambda, \varepsilon p) \) are entire functions of the variable \( \varepsilon \). Using the relation \( \bar{\rho}_0 = 0 \), we achieve \( \rho(0) = 0 \) by shifting the argument \( t \) in equation (1.1) (recall that such a shift of the argument does not change the Lyapunov function and the spectrum of the operator \( H \)). From estimate (2.4), we have
\[
(6.1) \quad T_\nu^±(\lambda) = T_\nu(\lambda) + \varepsilon^2 \eta_\nu(\lambda) + O(\varepsilon^3), \quad \varepsilon \to 0,
\]
uniformly on every bounded subset in \( \mathbb{C} \). Substituting (6.1) in (1.3), we get
\[
(6.2) \quad \rho^±(\lambda) = \rho(\lambda) + \varepsilon^2 \bar{\rho}(\lambda, \varepsilon), \quad \bar{\rho}(\lambda, \varepsilon) = \frac{\eta_2}{2} - 2T_\nu(\lambda) \eta_1(\lambda) + O(\varepsilon), \quad \varepsilon \to 0,
\]
uniformly on every bounded subset in \( \mathbb{C} \). The function \( \rho^0 \) has the simple zero \( \lambda = 0 \), and \( \bar{\rho} \) is analytic at the point \( (\lambda, \varepsilon) = (0, 0) \). Applying the implicit function theorem to \( \rho^\varepsilon = \rho^0 + \varepsilon^2 \bar{\rho} \), where \( \partial_\lambda \rho^\varepsilon|_{\lambda=\varepsilon=0} \neq 0 \), we find a unique solution \( r_0^- (\varepsilon) \) of the equation \( \rho^\varepsilon(\lambda) = 0 \) in the domain \( |\varepsilon| < \varepsilon_1 \) with some \( \varepsilon_1 > 0 \) that satisfies the condition \( r_0^- (0) = 0 \).

Substituting (6.1) in (3.19), we have
\[
(6.3) \quad D_\nu^±(\lambda) = D_\nu^0(\lambda) + \varepsilon^2 \tilde{D}_+(\lambda, \varepsilon), \quad \tilde{D}_+(\lambda, \varepsilon) = 2(2T_\nu^0(\lambda) - 1) \eta_1(\lambda) - \frac{\eta_2(\lambda)}{2} + O(\varepsilon)
\]
as \( \varepsilon \to 0 \) uniformly on any bounded subset in \( \mathbb{C} \). The function \( D_\nu^0 \) has the simple zero \( \lambda = 0 \), and \( \tilde{D}_+ \) is analytic at the point \( (\lambda, \varepsilon) = (0, 0) \). Applying the implicit function theorem to \( D_\nu^\varepsilon = D_\nu^0 + \varepsilon^2 \tilde{D}_+ \), \( \partial_\lambda D_\nu^\varepsilon|_{\lambda=\varepsilon=0} \neq 0 \), we find a unique solution \( \lambda_\nu^+(\varepsilon) \) of the equation \( D_\nu^\varepsilon(\lambda) = 0 \) in the domain \( |\varepsilon| < \varepsilon_1 \) with some \( \varepsilon_1 > 0 \) that satisfies the condition \( \lambda_\nu^+(0) = 0 \).

We compute the asymptotic formulas (1.17) and (1.18). From relations (1.8) and (2.5), we have
\[
(6.4) \quad T_\nu^0(\lambda) = 1 + \frac{\nu^4}{4!} \lambda + O(\lambda^2), \quad \eta_\nu(\lambda) = v_\nu + O(\lambda), \quad |\lambda| \to 0, \quad \nu = 1, 2,
\]
where \( v_\nu \) is defined in (1.19). Let \( \lambda = r_\nu^- (\varepsilon) \). Relation (1.8) implies that \( \rho^0(\lambda) = \frac{\lambda}{4} + O(\lambda^2), \varepsilon \to 0 \). Substituting this asymptotic relation in the first relation in (6.4),
we get $0 = \rho'(\lambda) = \frac{\lambda}{4} + O(\lambda^2) + O(\varepsilon^2) + \varepsilon \rightarrow 0$, whence $\lambda = O(\varepsilon^2)$. Therefore, $\rho^0(\lambda) = \frac{\lambda}{4} + O(\varepsilon^4)$ and, substituting (6.2) in the second asymptotic relation in (6.3), we get

$$\Delta(\lambda) = 2v_1 - 2v_2 + O(\varepsilon), \ v \rightarrow 0.$$ Again, substituting these asymptotic relations in the first relation in (6.2), we see that

$$0 = \rho'(\lambda) = \frac{\lambda}{4} + \varepsilon^2 \left( \frac{v_2}{2} - 2v_1 \right) + O(\varepsilon^3), \ \lambda = r_0^-(\varepsilon), \ \varepsilon \rightarrow 0,$$

which yields the first asymptotic relation in (1.17).

Let $\lambda = \lambda^0_0(\varepsilon)$. Relations (1.8) show that $\Delta^0_0(\lambda) = -\frac{\lambda}{4} + O(\lambda^2) + O(\varepsilon^2)$. The first relation in (6.3) yields $0 = \Delta^0_0(\lambda) = -\frac{\lambda}{4} + O(\lambda^2) + O(\varepsilon^2)$, whence $\lambda = O(\varepsilon^2)$. Then $\Delta^0_0(\lambda) = -\frac{\lambda}{4} + O(\varepsilon^4)$. Substituting (6.4) in the second asymptotic formula in (6.3), we have $\Delta(\lambda, \varepsilon) = 2v_1 - \frac{v_2}{2} + O(\varepsilon)$. Substituting these asymptotic formulas in the first relation in (6.3), we get

$$0 = \Delta^0_0(\lambda) = -\frac{\lambda}{4} + \varepsilon^2 \left( 2v_1 - \frac{v_2}{2} \right) + O(\varepsilon^3), \ \lambda = \lambda^0_0(\varepsilon),$$

whence the second asymptotic relation in (1.17) follows.

We prove (1.18). From the asymptotic relation (1.17) and (6.2), it follows that

$$\rho^0(\lambda) = s g(\varepsilon), \ g(\varepsilon) = (\rho^0)'(r_0^-) + O(s) = (\rho^0)'(r_0^-) + O(\varepsilon^2) = \frac{1}{4} + O(\varepsilon^2)$$

as $\varepsilon \rightarrow 0$, where $s = \lambda^0_0 - r_0^- \rightarrow 0$. Substituting $\rho^0(\lambda^0_0) = s g(\varepsilon)$ in the relation $D_+ = (T_1 - 1)^2 - \rho$ (see (5.13)) and using the relation $\Delta_+^{\alpha}(\lambda^0_0) = 0$, we obtain

$$s = \lambda^0_0 - r_0^- = \frac{(T_1^2(\lambda^0_0) - 1)^2}{g(\varepsilon)}.$$ Substituting the asymptotic relation (1.17) in (6.13) and using (6.4), we have

$$T_1^2(\lambda^0_0) = 1 - \varepsilon^2 A + O(\varepsilon^3), \ A = \frac{v_2}{12} - \frac{4v_1}{3}.$$ Substituting (6.5) and (6.7) in (6.3), we derive the asymptotic relation (1.18).

The relations $\Delta_+^\alpha = T_1^\alpha - (\lambda^\alpha)\sqrt{\nu^\alpha}, \ \nu = 1, 2$ imply that

$$\Delta_+^\alpha(\lambda) = T_1^\alpha(r_0^-) - (-1)^\alpha \sqrt{\lambda - r_0^-} \sqrt{g(\varepsilon)} + O((\lambda - r_0^-)^{\frac{\nu}{2}}), \ \lambda - r_0^- \rightarrow +0.$$ Therefore, the function $\Delta_+^\alpha$ is monotone increasing and the function $\Delta_+^\alpha$ is monotone decreasing in an interval $(r_0^-, r_0^- + \varepsilon), \ \varepsilon > 0$ (see Figure 9). The asymptotics (1.18), (6.7) imply the asymptotics

$$\Delta_1^\alpha(r_0^-) = \Delta_2^\alpha(r_0^-) = T_1^\alpha(r_0^-) = T_1^\alpha(\lambda^\alpha_0) + O(\varepsilon^4) = 1 - \varepsilon^2 A + O(\varepsilon^3)$$

as $\varepsilon \rightarrow 0$. Suppose $A > 0$. Then there exists $\delta > 0$ such that $-1 < \Delta_1^\alpha(r_0^-) < 1$ for every $\varepsilon$ with $-\delta < \varepsilon < \delta$. Since $\Delta_1^\alpha$ is monotone increasing on $(r_0^-, r_0^- + \varepsilon), \ \varepsilon > 0$, from Theorem 1.1, iv) it follows that $\Delta_1^\alpha$ increases in the interval $(r_0^-, \lambda_0(\varepsilon))$, where $\Delta_1^\alpha(\lambda_0(\varepsilon)) = 1$. Therefore, $\lambda_0(\varepsilon) = \lambda^\alpha_{2n}(\varepsilon)$ for some $n$. Note that $\lambda_0(0) = 0$, because $\Delta_1^\alpha(\lambda) = \cosh z$. Since $\lambda^\alpha_{2n}(0) = 0$, we have $\lambda_0(\varepsilon) = \lambda^\alpha_{2n}(\varepsilon)$. Consequently, $-1 < \Delta_1^\alpha < 1$ on $\alpha = (r_0^-, \lambda^\alpha_0(\varepsilon))$ and $\Delta_1^\alpha(\lambda) > 1$ for $\lambda > \lambda^\alpha_{2n}$. Substituting the asymptotic relations (6.1) and (6.2) in the relations $\Delta_2^\alpha = T_1^\alpha - \sqrt{\nu^\alpha}, \ \nu = 1, 2$, we get $\Delta_2^\alpha = \cos z + o(\varepsilon), \ \varepsilon \rightarrow 0$. Therefore, the function $\Delta_2^\alpha + 1, -\delta < \varepsilon < \delta$, has no zeros on the interval $\alpha$. Thus, $-1 < \Delta_2^\alpha < 1$ on $\alpha$. By Theorem 1.1, iii), the spectrum has multiplicity 4 in the interval $\alpha$ and multiplicity 2 outside this interval.
It remains to prove that $A > 0$. Using (1.19) and straightforward calculations, we arrive at the relation

$$ (6.8) \quad A = \frac{1}{4} \int_0^1 f(s) \int_s^1 p(t)p(t - s) \, dt \, ds, \quad f(s) = s(s - 1). $$

We have

$$ (6.9) \quad f(t) = \sum_n f_n e^{i2\pi nt}, \quad f_n = \frac{2}{(2\pi n)^2}, \quad n \neq 0, \quad f_0 = -\frac{1}{6}, \quad p(t) = \sum_n \hat{p}_n e^{i2\pi nt}. $$

Substituting these relations in (6.8), we obtain

$$ (6.10) \quad A = \frac{1}{4} \sum_{m,n} \hat{p}_n \hat{p}_m \int_0^1 f(s) \int_s^1 e^{i2\pi n(s + t)} e^{-i2\pi ns} \, dt = \frac{1}{4} (F_1 + F_2), $$

where

$$ (6.11) \quad F_2 = \sum_{m+n \neq 0} \hat{p}_n \hat{p}_m \frac{1}{2\pi i(n + m)} \int_0^1 f(s) e^{-i2\pi ns}(1 - e^{i2\pi(n + m)s}) \, ds $$

and

$$ F_1 = \sum_{n \neq 0} |\hat{p}_n|^2 \int_0^1 f(s)(1 - s)e^{-i2\pi ns} \, ds. $$

Note that

$$ \int_0^1 f(s)(1 - s)e^{-i2\pi ns} \, ds = \sum_k \int_0^1 (1 - s) f_k e^{i2\pi (k - n)s} \, ds = \sum_{k \neq n} -\frac{f_k}{2\pi (k - n)} + \frac{f_n}{2}. $$

Then

$$ (6.12) \quad F_1 = \sum_{n \neq 0} |\hat{p}_n|^2 \left( \sum_{k \neq n} -\frac{f_k}{2\pi (k - n)} + \frac{f_n}{2} \right) = \sum_{n \neq 0} |\hat{p}_n|^2 \frac{f_n}{2} > 0, $$

because $\hat{p}_0 = 0$, $F_1$ is real, and $f_k > 0$, $k \neq 0$. Substituting (6.11) and (6.12) in (6.10) and using the expression for $f_n$ from (6.9), we derive the second relation for $A$ in (1.19), which implies that $A > 0$.

§7. APPENDIX

In terms of the functions

$$ (7.1) \quad f_j = z^{-2} e^{-z\omega_j} \vartheta_j, \quad j \in \mathbb{N}, $$
equation (7.3) takes the form

$$ (7.2) \quad f_j = v_j + \frac{1}{4\pi} \sum_{n=0}^3 \omega_n v_n h_{nj}, \quad \text{where} \quad v_j = \omega_j^2 p + \frac{\omega_j p'}{z} + \frac{q}{z^2}, $$

$$ (7.3) \quad h_{kj} = E_{kj} f_j, \quad (E_{kj} f)(t, \lambda) = \int_0^1 e_{kj}(t - s, \lambda) f(s) \, ds, \quad (t, \lambda) \in \mathbb{R} \times \mathbb{C}, $$

$$ (7.4) \quad e_{kj}(t, \lambda) = \begin{cases} e^{zt(\omega_k - \omega_j)} \chi(-t) & \text{if } k < j, \\ -e^{zt(\omega_k - \omega_j)} \chi(t) & \text{if } k \geq j, \end{cases} \quad \chi(t) = \begin{cases} 0 & \text{if } t < 0, \\ 1 & \text{if } t \geq 0. \end{cases} $$
If \((k, j, t) \in \mathbb{N}_0^3 \times \mathbb{R}\) and \((j - k)t \geq 0\), then \(|e^{zt\omega_j}| = e^{t\Re(z\omega_j)} \leq e^{t\Re(z\omega_k)}\). Consequently, \(e_{kj}(t, \lambda) \leq 1\), \((k, j, t, \lambda) \in \mathbb{N}_0^3 \times \mathbb{R} \times \mathbb{C}\).

**Lemma 7.1.** For every \((j, \lambda) \in \mathbb{N}_3 \times \Lambda_1\), the integral equation (7.2) has a unique solution \(f_j(\cdot, \lambda) \in L^1(0, 1)\). Every function \(f_j(t, \cdot), t \in [0, 1]\), is analytic in \(\Lambda_1^\pm\) and satisfies the inequalities
\[
(7.6) \quad \|f_j(\cdot, \lambda)\| \leq 2\kappa, \quad (j, \lambda) \in \mathbb{N}_3 \times \Lambda_2.
\]

**Proof.** Iterations in (7.2) provide the relations
\[
(7.7) \quad f_j = \sum_{n=0}^{\infty} f_{j, n}, \quad f_{j, 0} = v_j, \quad f_{j, n}(t, \lambda) = \frac{1}{4z} \int_0^t K_j(t, s, \lambda) f_{j, n-1}(s, \lambda) \, ds,
\]
where \(n \geq 1\), \(K_j(t, s, \lambda) = \sum_{i=1}^3 \omega_i v_i(t, \lambda) e_{ij}(t-s, \lambda)\). From relations (7.7) we have
\[
f_{j, n}(t, \lambda) = \frac{1}{(4z)^n} \int_{[0, 1]^n} K_j(t, t_n, \lambda) K_j(t, t_{n-1}, \lambda) \cdots K_j(t, t_1, \lambda) f_{j, 0}(t_1, \lambda) \, dt_1 \cdots dt_n.
\]
Using (7.5), we get
\[
\max \left\{ \frac{1}{4} |K_j(t, s, \lambda)|, |f_{j, 0}(t, \lambda)| \right\} \leq |p(t)| + \frac{|p'(t)|}{|z|} + \frac{|q(t)|}{|z|^2}, \quad (t, s, \lambda) \in [0, 1]^2 \times \mathbb{C},
\]
and
\[
\|f_{j, n}(\cdot, \lambda)\| \leq \frac{1}{|4z|^n} \int_{[0, 1]^{n+1}} |K_j(t, t_n, \lambda)||K_j(t, t_{n-1}, \lambda)| \cdots
\]
\[
\times |K_j(t_2, t_1, \lambda)| |f_{j, 0}(t_1, \lambda)| \, dt_1 \cdots dt_n \, dt
\]
\[
\leq \frac{1}{|z|^n} \left( \|p\| + \frac{|p'|}{|z|} + \frac{|q|}{|z|^2} \right)^{n+1} \leq \frac{\kappa^{n+1}}{|z|^n} \quad \text{as} \quad |z| > 1.
\]
These estimates show that for every fixed \(\lambda \in \Lambda_1\), the series (7.7) converges absolutely and uniformly on the interval \([0, 1]\). Consequently, the sum of this series provides a unique solution of equation (7.2). For every \(t \in \mathbb{R}\), the series (7.7) converges absolutely and uniformly on any compact set in \(\Lambda_1\). Each term of this series is an analytic function of the variable \(\lambda \in \Lambda_1^\pm\). Therefore, for every fixed \(t \in [0, 1]\) the function \(f_j(t, \cdot)\) is analytic at \(\lambda \in \Lambda_1^\pm\). Summing the majorants, we get \(\|f_j\| \leq \frac{\kappa}{1-\frac{\kappa}{4z}}\), which implies (7.6). \(\square\)

**Proof of Lemma 3.11** i) The matrix \(M(t, \lambda) = (\varphi_j^{(k)}(t, \lambda))_{k,j=0}^3, (t, \lambda) \in [0, 1] \times \mathbb{C}\), satisfies the relations
\[
(7.9) \quad M' = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ \lambda - q & -p' & -p & 0 \end{pmatrix} M, \quad M(0, \lambda) = I_4.
\]
The matrix \(\Theta\) is also a solution of equation (7.2), and thus \(M(t, \cdot) = \Theta_t \Theta_0^{-1}\) for all \(t \in [0, 1]\). The relation \(M = M(1, \cdot)\) implies (3.3). From (7.1) and Lemma 7.1 it follows that \(\Theta\) is analytic in \(\Lambda_1^\pm\); thus, \(\Phi\) is also analytic.

We prove (3.8). Consider the matrices
\[
(7.10) \quad Z = (\delta_{kj} z^3 e_k)_{k,j=0}^3, \quad B_t = (b_{kj}(t, \cdot))_{k,j=0}^3 = Z^{-1} \Theta_t e^{-t \Omega}, \quad b_{kj} = z^{-k} \varphi_j^{(k)} e^{-t \omega_j}.
\]
From (3.8) we have \(b_{kj} = \omega_j^k + \frac{1}{4z} \sum_{n=0}^3 \omega_n^{k+1} h_{nj}, \) where the \(h_{nj}\) are defined in (7.2). This implies that
\[
(7.11) \quad B_t = X + \frac{X \Omega A_t}{4z}, \quad X = (\omega_j^k)_{k,j=0}^3, \quad A_t = (h_{kj}(t, \cdot))_{k,j=0}^3.
\]
Relations (7.3) and estimates (7.5) and (7.6) show that $A_0(\lambda)$ is bounded as $|\lambda| \to \infty$; then $B_0(\lambda) = X + O(\frac{1}{2})$. The relations $\Theta_0 = Z B_0$ (see (7.11)) yield (3.3).

We prove inequalities (3.6). Substituting the relations for $B_1$ from (7.10) in the relation for $\Phi$ from (3.5), we obtain

$$\Phi = B_0^{-1} B_1 = (X^{-1} B_0)^{-1} X^{-1} B_1 = \left( I_4 + \frac{\Omega A_0}{4z} \right)^{-1} \left( I_4 + \frac{\Omega A_1}{4z} \right).$$

Substituting (7.13) in (7.12), we have

$$h_{kj}(0, \lambda) = 0, \quad k \geq j, \quad h_{kj}(1, \lambda) = 0, \quad k < j.$$

Therefore, $(\Omega A_0)^4 = 0$ and $(I_4 + \frac{\Omega A_1}{4z})^{-1} = \sum_0^4 (-1)^n \left( \frac{\Omega A_0}{4z} \right)^n$. Then

$$\Phi = I_4 + \left( \frac{\Omega}{4z} - \frac{\Omega A_0 \Omega}{(4z)^2} + \frac{(\Omega A_0)^2 \Omega}{(4z)^3} \right) (A_1 - A_0) - \frac{(\Omega A_0)^3 \Omega A_1}{(4z)^4}.$$

From (7.12) we get

$$h_{kj}(1, \lambda) - h_{kj}(0, \lambda) = h_{kj}(\chi_{k-j}, \lambda) s_{k-j}, \quad \chi_n = \begin{cases} 0 & \text{if } n < 0, \\ 1 & \text{if } n \geq 0, \end{cases} \quad s_n = \begin{cases} -1 & \text{if } n < 0, \\ 1 & \text{if } n \geq 0, \end{cases}$$

whence for $\lambda \in A_1$ we have

$$\phi_{kj}(\lambda) = \delta_{kj} + \frac{\omega_k}{4z} h_{kj}(\chi_{k-j}, \lambda) s_{k-j} - \frac{\omega_k}{(4z)^2} \sum_{k < r \leq 3} \omega_r h_{kr}(0, \lambda) h_{rj}(\chi_{r-j}, \lambda) s_{r-j}$$

$$+ \frac{\omega_k}{(4z)^3} \sum_{k < n < r \leq 3} \omega_r \omega_n h_{kn}(0, \lambda) h_{nr}(0, \lambda) h_{rj}(\chi_{r-j}, \lambda) s_{r-j}$$

$$- \frac{\omega_3 h_{3j}(1, \lambda)}{(4z)^4} \prod_{0 \leq r \leq 2} \omega_r h_{r, r+1}(0, \lambda).$$

Estimates (7.4) and (7.6) imply that $\| h_{n}(\cdot, \lambda) \| \leq 2 \kappa$, $\lambda \in A_2$. Then, by (7.13),

$$|\phi_{kj}(\lambda) - \delta_{kj}| \leq \frac{x}{2z} + (3 - k) \left( \frac{x}{2z} \right)^2 + \frac{(4 - k)(3 - k)}{2} \left( \frac{x}{2z} \right)^3 + \frac{(x/2z)^4}{2}. \quad (7.13)$$

Since $|z| \geq 3 \kappa$ for $\lambda \in A_3$, we have the second inequality in (3.6). Next, $|\phi_{jj}(\lambda)| \leq 1 + |\phi_{jj}(\lambda) - 1| \leq 1 + \frac{x}{2z}$, which yields the first inequality in (3.6).

We prove (3.7). If $f' \in L^1(0, 1)$, then integration by parts gives the relation

$$\int_0^1 f_k(t) dt = \frac{1}{z(\omega_k - \omega_j)} \left( f(t) - e^{z(\omega_k - \omega_j)(t - \chi_{k-1})} f(\chi_{k-1}) + (E_k f')\right)(t, \lambda), \quad (7.14)$$

for $k \neq j$. Using (7.11), from (7.3) we obtain $h_{kj}(t, \lambda) = O(z^{-1})$ uniformly with respect to $t \in [0, 1]$ as $|\lambda| \to \infty$, $k \neq j$. By (7.12), we have

$$\phi_{kj}(\lambda) = \delta_{kj} + \frac{\omega_k}{4z} h_{kj}(\chi_{k-j}, \lambda) s_{k-j} + O(z^{-4}) \quad |\lambda| \to \infty, \quad k, j \in N_3. \quad (7.15)$$

This implies the first asymptotic relation in (3.7). We prove the second asymptotic relation in (3.7). From relations (7.2)–(7.4), it follows that

$$h_{jj}(1, \lambda) = - \int_0^1 f_j(t, \lambda) dt = -\omega_j^2 \rho_0 + \frac{\omega_j^2 \rho_0^2}{8z} + O(z^{-2}) \quad |\lambda| \to \infty.$$

Substituting this asymptotic formula in (7.15), we get

$$\phi_{jj}(\lambda) = 1 + \frac{\omega_j}{4z} h_{jj}(1, \lambda) + O(z^{-4}) = 1 - \frac{\omega_j^3 \rho_0^2}{4z} + \frac{\omega_j^3 \rho_0^2}{32z^2} + O(z^{-3}),$$

which provides the second asymptotic formula in (3.7).

ii) Relations (7.2) imply that

$$f_j(t, \lambda) = \omega_j^2 p(t) + \frac{\omega_j}{4z} p(t) h_{jj}(1, \lambda) + O(z^{-2}) \quad |\lambda| \to \infty$$
uniformly with respect to $t \in [0, 1]$. Substituting this asymptotic relation in (7.13) and using (7.14), we get
\begin{equation}
(7.16) \quad h_{kj}(t, \lambda) = \omega_j^2(E_{kj}p)(t, \lambda) + \frac{\omega_j}{2}(E_{kj}p')(t, \lambda) + O(z^{-2}) \quad \text{as} \quad |\lambda| \to \infty, \quad k \neq j,
\end{equation}
uniformly with respect to $t \in [0, 1]$. Next, we prove (3.10). The proof of (3.9) is similar. Let $z = (1 + i)\pi n + o(n^{-1}), n \to \infty$. Then from (7.16) it follows that
\begin{equation}
(7.17) \quad h_{01}(0, \lambda) = \omega_1^2(E_{01}p)(0, \lambda) + \frac{\omega_1}{z}(E_{01}p')(0, \lambda) + O(n^{-2}).
\end{equation}
Applying (7.14) and the asymptotic formula $z(\omega_0 - \omega_1) = z(1 + i) = -2i\pi n + O(n^{-1})$, we obtain
\begin{equation}
(7.18) \quad h_{01}(0, \lambda) = \frac{\omega_0\omega_1}{z(\omega_0 - \omega_1)} + O(n^{-2}) = -2i\pi p_n^0 + O(\xi^2), \quad \xi = \frac{1}{4\pi n}.
\end{equation}
Substituting this in (7.17), we get $\phi_{01}(\lambda) = (1 - i)\xi^2 p_n^0 + O(\xi^3)$ for $z = (1 + i)\pi n + O(n^{-1})$, $n \to \infty$. Similar arguments lead to the relation $\phi_{10}(\lambda) = (1 + i)\xi^2 p_n^0 + O(\xi^3)$, which implies (3.10).
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