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Abstract—On today’s noisy imperfect quantum devices, execution fidelity tends to collapse dramatically for most applications beyond a handful of qubits. It is therefore imperative to employ novel techniques that can boost quantum fidelity in new ways.

This paper aims to boost quantum fidelity with Clifford canary circuits by proposing Quancorde: Quantum Canary Ordered Diverse Ensembles, a fundamentally new approach to identifying the correct outcomes of extremely low-fidelity quantum applications. It is based on the key idea of diversity in quantum devices - variations in noise sources, make each (portion of a) device unique, and therefore, their impact on an application’s fidelity, also unique.

Quancorde utilizes Clifford canary circuits (which are classically simulable, but also resemble the target application structure and thus suffer similar structural noise impact) to order a diverse ensemble of devices or qubits/mappings approximately along the direction of increasing fidelity of the target application. Quancorde then estimates the correlation of the ensemble-wide probabilities of each output string of the application, with the canary ensemble ordering, and uses this correlation to weight the application’s noisy probability distribution. The correct application outcomes are expected to have higher correlation with the canary ensemble order, and thus their probabilities are boosted in this process.

Doing so, Quancorde improves the fidelity of evaluated quantum applications by a mean of 8.9x/4.2x (wrt. different baselines) and up to a maximum of 34x.

I. INTRODUCTION

Quantum computing is a revolutionary computational model that takes advantage of quantum mechanical phenomena to solve intractable problems. Quantum computers can potentially leverage superposition, interference, and entanglement to give significant computing advantage in chemistry \cite{29}, optimization \cite{34}, machine learning \cite{8} etc.

In near-term quantum computing, we expect to work with machines which comprise 100-1000s of imperfect qubits \cite{42}. These machines suffer from high error rates in the form of state preparation and measurement (SPAM) errors, gate errors, qubit decoherence, crosstalk, etc. While, in the near future, it is clear that we will be unable to execute large-scale quantum algorithms like Shor’s Factoring \cite{50} and Grover Search \cite{27}, which would require error correction comprised of millions of qubits to create fault-tolerant quantum systems \cite{39}, it is important to uncover some potential for quantum advantage in the near-term.

Classical computing today is able to perfectly simulate quantum systems up to around 50 qubits (with the help of supercomputers, if required) \cite{9}, \cite{19}, \cite{28}, \cite{33}, \cite{60}. Thus, advancing today’s quantum computing to the doorstep of quantum advantage would require us to solve quantum applications of around 50 qubits with reasonable fidelity\textsuperscript{1}. However, on today’s quantum devices, execution fidelity tends to collapse dramatically for most circuits beyond a handful of qubits.

Multiple error mitigation techniques have been explored recently. These techniques reduce the effect of noise on circuit execution on the quantum machine. Several promising
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strategies have recently emerged [6, 10, 13, 16, 20, 24, 31, 36, 37, 41, 48, 51, 52, 55, 57, 59, 62, 65]. However, the resulting execution fidelity is still minuscule for most circuits beyond 10 qubits, let alone real-world use cases. Thus, while we must continue to innovate across the hardware and software stack to improve the fidelity we can get out of any given quantum device, it is also imperative to ponder entirely different techniques that are able to boost quantum application fidelity in new ways, beyond the fundamental limitations of today’s noisy quantum devices. Only then can we advance quantum frontiers in the near future.

This work proposes one such fundamentally new approach to identifying the correct outcomes of extremely low fidelity quantum applications. It is based on the key idea of diversity in quantum devices - no two quantum devices are identical. Today’s device errors stem from multiple noise sources such as the imperfect classical control of the device, thermal fluctuations, destructive qubit coupling, imperfect insulation of the qubits, quasi-particles, and other external stimuli [14, 30, 32, 35, 49]. Because current fabrication techniques lack the precision to make homogeneous batches of quantum devices, the noise properties are distinct for each device. Furthermore, the dynamic nature of quantum systems causes these noise sources to suffer from spatial and temporal variation. Thus, each (portion of a) device is unique, and its impact on an application’s execution / fidelity, is also unique.

Simply put, a device which is known to be ‘better’ for the target application would produce higher application fidelity (compared to other devices). In other words, it would produce a higher probability of occurrence of the correct application outcomes in its output distribution. Extending this notion further, every output string that an application might produce in noisy execution, will have a unique ordering of devices that increase the string’s probability of occurrence from low to high. If one of these orderings is somehow known to be the ‘correct’ device ordering that improves the fidelity of the application, then the bitstring that produces this device order would likely be among the correct outcomes of the application. Of course, knowing this correct ordering is not trivial, but in this work we show that this is very feasible. Note: this diversity could also be different qubit mappings within a single device.

We propose Quancorde: Boosting fidelity with Quantum Canary Ordered Diverse Ensembles. Quancorde exploits diversity and ordering, as expressed above, to identify the correct outcome of a target application. It is introduced in Fig[1] In Quancorde, a target quantum circuit is executed on a diverse ensemble of resources, (eg., on different machines) as shown by the different colored blocks in the figure. Then, for each output bitstring of the circuit (of non-negligible occurrence), machines are ordered by the string’s probability of occurrence. Each bitstring can produce a unique ordering as shown for 4 different output strings (‘00’, ‘01’, ‘10’ and ‘11’) for a 2-qubit circuit in the figure. Now, the critical step is to identify the (nearly) correct ensemble ordering that improves the application fidelity.

To do so, Quancorde constructs a quantum ‘canary’ circuit (inspired in name by prior classical canary circuits [21]). The canary circuit is important in two ways: ① First, the canary circuit is made up of only Clifford gates and is constructed by replacing all non-Clifford gates in the target circuit with the
‘nearest’ Clifford gates. A circuit made up of only Clifford gates is efficiently classically simulable \([25]\), and thus the correct output of the canary circuit is obtained via ideal classical simulation. ② Second, the canary circuit maintains the exact device-mapped circuit structure of the original circuit - it has the same circuit critical depth/paths, the same 2-qubit CNOT gates, and the same measurement bits. Thus, it suffers from the same noise sources, and their relative impact on its circuit fidelity is similar to that on the original circuit, even if the quantum states explored by the two circuits are different.

Next, Quancorde runs this canary circuit on the ensemble to obtain a canary ordering. The ensemble ordering for the correct canary output (which is known from ①) - this is shown to the right of the figure. The canary ordering is expected to be a close match to the ordering created by the correct output for the original circuit (as discussed in ②). Next, the ensemble order produced by each noisy output string of the application is correlated against the canary ordering. A correlation distribution is obtained in which the correct outcome of the application is likely to have a strong correlation to the canary order (again, from ②). In the figure, this corresponds to the ‘11’ string, whose ordering is almost identical to the canary ordering. Finally, this correlation distribution is used to weight the original application noisy distribution. Since the likely correct outcomes are weighted higher, this tremendously boosts application fidelity. More the diversity of the ensemble, greater is the uniqueness of the ensemble order, creating a more well defined correlation distribution, thus, leading to a larger boost to application fidelity via the Quancorde approach. A step-by-step breakdown of Quancorde is shown in Fig.2.

**Overall, we make the following contributions:**

① We propose a fundamentally new approach to identifying the correct outcomes of extremely low fidelity quantum applications by exploiting quantum device diversity.

② We propose Clifford canary circuits to order a diverse ensemble of devices or qubits/mappings along the direction of increasing fidelity of the target application.

③ We then identify the correlation of the application outputs’ ensemble orderings with the canary order, and use this to weight the application output distribution, resulting in boosted application fidelity.

④ The above ideas are presented as Quancorde, which improves the fidelity of our evaluated quantum applications (with baseline fidelity as low as 0.1%) by a mean of 8.9x/4.2x (wrt. different baselines) and a maximum of 34x.

⑤ Importantly, Quancorde can surpass fundamental limitations of any particular noisy quantum device and thus improve application fidelity beyond the capability of any single device.

**II. BACKGROUND AND MOTIVATION**

**A. Fidelity in the noisy quantum era**

Today’s quantum devices are error-prone and up to around 100 qubits in size \([42]\). Multiple error mitigation strategies have been proposed to correct different forms of quantum errors. These include, but are not limited to, noise-aware compilation \([36], [58]\), scheduling for crosstalk \([20], [37]\), 1Q gate scheduling in idle windows \([51]\), dynamical decoupling \([41], [52], [62]\), zero-noise extrapolation \([24], [31], [59]\), readout error mitigation \([13], [57]\), exploiting quantum reversibility \([40], [51]\) and many more \([6], [10], [16], [24], [31], [48], [55], [59], [63]\). In addition, some of these can be used in conjunction to achieve better fidelity \([45]\). However, the resulting fidelity is still insufficient for most circuits beyond 10 qubits, with the correct circuit outcome(s) often not being among the most dominant in the output distribution.

Fig.3 shows the sorted probability of the output bitstrings obtained from a 9-qubit circuit executed on IBM Quantum Montreal with the highest noise-aware compiler optimizations. The correct outcome is shown in red. Not only is the probability of the correct output (i.e., fidelity) very low at 4%, it is also 2x lower than the probability of the highest occurring output. Furthermore, the output distribution has nearly 40 bitstrings with occurrence probabilities higher than that of the correct outcome. It is evident that for circuits such as this, and those of greater complexity, today’s machines will be very limited in the fidelity they achieve. While error mitigation techniques improve fidelity and will continue to do so as more novel solutions are proposed, it is clear that noisy quantum machines will be fundamentally limited, and we require entirely novel approaches to identify the correct outcomes of applications of real-world criticality. In this work, we turn to diversity.

**B. Diversity in Quantum Devices**

Even if QCs are manufactured in a highly controlled setting, unavoidable variation results in intrinsic properties that impact performance. Fig.4 shows data on IBM Quantum machine characteristics obtained from \([2]\) on 04/17/2022. The top two figures show T1 coherence times across the 27 qubits on IBM Quantum Hanoi and Montreal, respectively. These coherence times are indicative of the circuit durations at which amplitude damping occurs. In the data shown, the average coherence time of Hanoi is lower than that of Montreal, indicating a higher likelihood of damping. Furthermore, some qubits are much worse than others. On Montreal, a 4-qubit circuit mapped to qubits (2, 3, 5, 6) would decohere faster than one mapped to (9, 10, 12, 13). Thus, clearly the circuit fidelity (especially for deeper circuits) could be very different across these two mappings and devices. The two figures at the bottom show CNOT errors (error on 2-qubit CNOT gates) and Readout
Classical simulation of quantum problems usually requires exponential resources (otherwise the need for quantum computers is obviated). Even using high-performance supercomputers, the simulation is restricted to around 50 qubits \cite{9}, \cite{19}, \cite{28}, \cite{33}, \cite{60}. An exception to the above is the classical simulation of the Clifford space which is a subset of the total quantum Hilbert space. Circuits made up of only Clifford operations can be exactly simulated in polynomial time (almost linear in the number of gates and qubits) as stated by the Gottesman-Knill theorem \cite{25}.

We quantitatively showcase this in Fig.\ref{fig:fig5}. The figure shows simulation time for purely Clifford circuits of up to 50,000 gates and 300 qubits. These are simulated on the IBM Stabilizer Simulator \cite{2} run on a laptop computer. Clearly the simulation time is seen to scale fairly linearly in the number of gates (with some variation stemming from number of qubits in each circuit as well as computer load). Further, even the largest circuits are simulated in roughly 30 seconds. In contrast, simulating non-Clifford circuits of this size is impossible even with the most powerful supercomputers.

While the Clifford group operations do not provide a universal set of quantum gates, the benefits of classical simulation of Clifford circuits is clearly evident above and can be leveraged in interesting ways. Some prior applications are discussed in Section \ref{sec:applications}. In this work, Clifford circuits are leveraged to construct canary circuits that closely resemble the structure of the target application. By being classically simulable, the correct outcomes of the canary circuits can be estimated on a classical computer in an efficient manner. This is then utilized towards ordering the diverse ensemble.

### III. Leveraging Ordered Ensembles

In this section, we discuss how ensemble ordering enables the boosting of noisy application fidelity. This section assumes that an ensemble order that is well correlated to the fidelity of the target application is known; the practical implementation of this, with canary circuits, is discussed in Section \ref{sec:ordering}

Fig.\ref{fig:fig6}a shows a 2-qubit circuit that exploits phase kickback (integral to applications like Bernstein-Vazirani \cite{7}) to produce ‘11’ as the correct outcome. When executing on real machines, such a circuit would suffer from noise and thus, the output distribution produced is a set of many bitstrings, which in this case are ‘00’, ‘01’, ‘10’ and ‘11’. Our goal is to identify that ‘11’ is the correct outcome. Note that in the presence of significant noise, ‘11’ is not necessarily the most probable output (similar to Fig.\ref{fig:fig3}), so simply capturing the output with highest probability is often insufficient.

In this experiment, we execute this 2-qubit circuit on a diverse ensemble of 20 diverse simulated ‘machines’ - 20 simulations with varying error characteristics. For this experiment, we assume that the ensemble ordering that is well correlated with the circuit’s fidelity is known (i.e., we have an intuition for the ordering of machines that improves the fidelity of the application, even if we don’t know the correct outcome of the application). All errors increase uniformly from machines 1 to 20, so we assume that the reverse ordering will be well correlated with application fidelity.
Now, recall that we still do not know the correct outcome of our target circuit. Next, we plot the probability of occurrence of each output string against the error-ordered machine ensemble. This is shown in Fig. 6b. Clearly the probability of the ‘11’ outcome (green) falls almost monotonically as we go from best (1) to worst (20) machines, showing high (nearly perfect) positive correlation with the ‘correct’ machine order. On the other hand, the ‘00’ outcome probability (blue) increases as machine quality worsens (negative correlation) and the ‘10’ and ‘01’ outcomes (yellow / plum) have no discernible correlation.

Next, we use these correlations to weight the original application’s output probability distribution (this weighting is similar to Bayesian Reconstruction [18]). Outputs with high positive correlation are boosted, those with low positive correlation are diminished, and those with negative correlation are simply removed. This can be done for the application’s output distribution on any machine or every machine or a known fairly good machine. We show this for every machine in Fig. 6c. Clearly, the ‘11’ outcome probability is tremendously improved due to its high positive correlation. Now, from this figure, it is easy to identify that ‘11’ is the correct application outcome since it clearly stands apart from other outputs. The resulting fidelity boost is significant for any machine in the ensemble, and clearly showcases the capability of Quancorde. A flow chart of the Quancorde proposal, generalizing the steps to exploit a diverse ensemble is shown in Fig. 6d and was also illustrated in Fig. 2.

Greater diversity and size of the ensemble are likely to imply more comprehensible identification of the correct outcome or a smaller subset of outcomes. Note that the ensemble does not have to be unique devices, it could also be different sets of qubits or different mapping of qubits with a single device or both - thus ensemble size can be increased. Diversity focused extensions are discussed in Section [VII].

**Identify the correct outcome with just correlations?** In Fig. 6b, we estimated that the ‘11’ output has the highest correlation with the ‘correct’ machine order. At that point, we could have directly identified ‘11’ to be the correct outcome without having to weight the original probability distribution, simply by its highest correlation. However, this can be insufficient for very low fidelity applications, since it is possible that Quancorde does not actually identify the correct outcome as the one with the highest correlation. In that scenario, one could instead consider using a subset of the top correlated outcomes, but then identifying the size of the subset becomes challenging. Further, there are more complications for applications with multiple correct outcomes, especially when they have unequal weights — identifying multiple outcomes with appropriate weights from the subset is not intuitive. These challenges are alleviated in our proposed approach of weighting the original probability distribution with the correlation distribution.

**IV. CANARIES FOR ENSEMBLE ORDERING**

In Section [III] we discussed how knowing an ensemble ordering that is well correlated with the fidelity of the target application can help identify the correct application outcome. While a ‘good’ ensemble ordering is fairly trivial to estimate for very simple circuits (roughly proportional to a product of different noise impacts), this is not the case for more complex circuits, for which fidelity is dependent on more complex interactions among the qubits and among the different noise sources. Thus, to help find an appropriate ensemble ordering we propose ‘canary’ circuits, which are designed with two insights.

1. First, we observe that the impact of noise on the fidelity of a circuit is closely tied to the device-mapped structure of the circuit: how many 2-qubit CNOT gates are present and on
which qubits they are placed; which qubits in the circuit are involved in critically long, potentially decohering paths; which qubits contribute to worse readout errors, etc. Thus, a canary circuit that closely mimics the device-mapped structure of the original circuit, plus has as much overlap as possible with the original output state, could be useful for understanding the ensemble-wide impact of noise on the original circuit. But for this to be feasible, the correct outcome of the canary circuit should be known.

Thus, second, we construct these canary circuits with only Clifford gates, by replacing all non-Clifford gates in the target circuit with the ‘nearest’ Clifford gates. A purely Clifford circuit is efficiently classically simulable (Section II-C), thus the correct output of the canary circuit is obtained via ideal classical simulation. Note that the correct output of the canary is almost always different from that of the original circuit (however, choosing the nearest Cliffords helps maintain state overlap to the best extent possible). But importantly, it still maintains the structure of the original circuit since only specific 1-qubit gates in the circuit have to be replaced by Clifford gates. Since the correct canary output is known, the ensemble can be ordered by the improving fidelity order of the canary circuit on the ensemble. This is estimated by running the canary circuit over the noisy ensemble and evaluating the probability of the correct canary output that they each produce. Then, as discussed above, this ordering is considered to be well suited to the original circuit (and we empirically show this to be the case). This ordering is then utilized as described in Section III to deduce the correct outcome of the target circuit. Construction and use of canaries is also illustrated in Fig.2

A. Designing clifford canary circuits

Fig.7 shows a circuit example of Clifford canary generation. The top circuit shows a target 4-qubit circuit after mapping to a IBM Quantum device. On these devices, the basis gates are CX, ID, RZ, SX, X [2]. These basis gates are such the only non-Clifford gates are rotational about the Z-axis (RZ) with angles that are not multiples of \(\pi/2\). Any number of such gates can be present in a circuit. The bottom circuit shows a Clifford canary generated for the target circuit. It is generated by ‘rounding’ the non-Clifford RZ gates to the nearest Clifford gates (i.e., to nearest multiple of \(\pi/2\)). Since all gates in the canary are Clifford, it can be efficiently classically simulated (Section II-C), and thus the canary correct output is known. Also, it is evident from the figure that the circuit structure is maintained in the canary circuit. As discussed earlier, the structural similarity leads to similar fidelity trends across the ensemble for both the original and the canary.

We quantify these observations in Fig.8. All the lines represent a 10-qubit circuit with 50-CX gates and 50 1-qubit gates, simulated on 10 different levels of noise. The blue line ‘Original Farthest’ represents a circuit in which all the 1-qubit gate angles are midpoint between Cliffords i.e., they have gate rotations: \(\theta_i = n_i \ast (\pi/2) + \pi/4\) — hence these angles are farthest away from Cliffords. The red line ‘Original Near’ has the same circuit structure as above, but all the 1-qubit gates have only a small deviation from Cliffords: \(\theta_i = n_i \ast (\pi/2) + \epsilon\).

The green line ‘Closest Clifford’ circuit has the same structure, but with all angles as the nearest Clifford to the above: \(\theta_i = n_i \ast (\pi/2)\). The yellow line ‘Random Clifford’ circuit has the same structure, but with all angles as random Cliffords: \(\theta_i = \text{rand}(n_i) \ast (\pi/2)\).

The first point to note is that the ‘Random Clifford’ only captures the Original circuit’s fidelity trend very loosely — this alone is insufficient for our goals — this circuit is far from the Original, with insignificant state overlap. On the other hand, the ‘Closest Clifford’ is excellent at capturing the fidelity trend, closely mimicking the two Original circuits. Unsurprisingly, it almost overlaps the red line, since the angle difference (and hence the output state difference) between the two is marginal, but most importantly it also closely captures the trend of the blue line, which is the state that is farthest away from it. This is clearly indicative that even though the states of the two circuits are not the same, the impact of structural noise is significant enough to create similar fidelity trends as long as there is some non-trivial state overlap.

B. Quantifying canary ordering capabilities

Now, we show the capability of the canary circuits to capture fidelity trends of real applications on real devices. Fig.9 shows the high correlation in ensemble-wide fidelity between a 10q adder circuit (orange) and its corresponding canary circuit (green), across an ensemble of 50 mappings on IBM Quantum Montreal.
different mappings on IBMQ Montreal. Note that, while this figure assumes that the output of the original adder circuit (and therefore its fidelity) is known, this would not be the case for real-world quantum applications.

First, observe that the outputs produced by the two circuits are different (as shown in the legend) - this is expected from prior discussion. Second, note that the fidelity of both the original and the canary circuits are very low, under 4% - these are hard to execute circuits on today’s quantum devices. Third, within this ensemble, it is unclear which mapping will produce the highest fidelity. It is not the ‘optimal’ mapping chosen by the Qiskit transpiler, which is the first instance shown in the figure, and is clearly lower in fidelity compared to a couple of other instances. Though the output produced by the circuits are different and at low fidelity, maintaining the same circuit structure (as seen in Fig.7) enables the circuits to experience similar noise effects across the ensemble. The two trends are fairly similar across the ensemble, even if there are some instances of non-negligible deviation. The fidelity correlation between the two circuits is 87%, indicating that the canary is highly accurate in predicting a good ensemble order for this relatively low-fidelity original circuit.

Although it is evident from Fig.9 that the canary circuit can produce a good ensemble ordering for the target circuit, it would be fair to ask if an equally good ordering can be produced by simpler techniques, such as simply using the static noise information about the circuit. After all, the mapped qubits are known and the corresponding coherence times and gate errors are available from the device’s most recent calibration (which is roughly performed once a day for IBM Quantum machines). Perhaps this noise data can be used to construct some fidelity heuristic? We argue that this is insufficient for fairly complex circuits and/or real device execution, for two reasons. First, the noise data obtained from the devices are stale - the devices are characterized only at coarse granularities of time (usually at the time of calibration) because per-qubit characterization is very time-consuming, and the noise characteristics of the qubits tend to drift over time [43]. Second, even if noise data were accurate, it is non-trivial to actually obtain the impact of these noise characteristics on the fidelity of a circuit of any reasonable complexity. This would require understanding every stage of the circuit’s execution, which is as complex as the circuit execution itself (and thus classically inefficient).

To quantify this argument, we perform an experiment with a fairly simple 4-qubit QAOA circuit in Fig.10. The fidelity of the circuit across an ensemble of 3 mappings, each on 7 IBM Quantum machines, is shown in orange. The fidelity of the corresponding canary circuit across the ensemble is shown in green and is seen to achieve near-perfect correlation with the original circuit. This circuit is of low width and depth, and this is a fairly easy task for the canary. In addition, the fidelity predicted by the Qiskit simulation noise model is shown in blue. This noise model uses the day’s calibration data from the machines’ qubits and gates. Clearly, the fidelity trend from the noise model is poorly correlated (only 24%) with the original, even for a simple circuit. The peaks and valleys of the original circuit’s fidelity across the ensemble are not captured and, thus, this is poor for ensemble ordering. Further, we argue that this noise model based simulation is a loose upper bound on the accuracy that any noise based fidelity heuristic can produce. A more simple heuristic might multiply different error rates and coherence times, whereas the noise model is actually simulating the circuit with the noise data. Note that this noise model simulation is itself not a scalable approach and is only illustrative for simple circuit examples. Thus, it is clear that noise data based heuristic predictions of fidelity are inaccurate even for simple circuits, clearly motivating the canary approach to order the ensemble.

Next, Fig.11 quantifies the high-accuracy ensemble orderings that our canary circuits are able to produce for a variety of applications. The figure shows the Spearman correlation between the canary-produced ensemble order and the ideal ensemble order for the target circuit (which would be unknown for complex non-simulatable circuits), for 40 circuits. The circuits are ordered by increasing size from 4-14 qubits. Green (fidelity > 10%) / Blue (1 - 10%) / Orange (10%) / Blue (1 - 10%) / Orange (< 1%). Spearman correlation measures the strength and direction of monotonic association between two variables and varies from -1 to 1. Positive values, especially those closer to one, indicate a very strong positive correlation. Correlations for all circuits are in the strong to very strong range, clearly indicating the effectiveness of Clifford canaries on real machines, even

---

**Fig. 10.** A 4-qubit QAOA circuit’s fidelity across an ensemble of 3 mappings each on 7 IBMQ devices is shown (orange). Fidelity of the corresponding canary is also shown (green) and achieves near-perfect correlation with the original. Also shown is the poorly predicted fidelity by a simulated noise model (blue) that uses the day’s machine calibration data.

**Fig. 11.** Spearman correlation (varies from -1 to 1) between the canary-produced ensemble ordering and the ideal ordering for the target circuit, shown for 40 circuits (from real machine execution). The circuits are ordered by increasing size from 4-14 qubits. Green (fidelity > 10%) / Blue (1 - 10%) / Orange (< 1%). Circuits always show (very) strong correlation.
for circuits which are nearly at the brink of random output distributions.

C. Scaling to more complex circuits

We wish to show that canary circuits can accurately follow the fidelity trends of original circuits even when the number of non-Clifford gates grows considerably. Unfortunately, on today’s quantum devices, circuit which are deeper than 100-200 CX gates and wider than 10-20 qubits begin to produce purely random distributions which no post-processing mitigation technique can improve. Thus, to evaluate the capabilities of the Clifford canaries on more complex circuits, we perform experiments in noisy simulation on very deep, reasonably wide, circuits. In Fig[12] we show 12-qubit circuits with circuit depth ranging from 195-1,300 CX gates and with the total number of non-Clifford gates ranging from 96-656. It can be observed that the correlation between the Clifford canaries and the original circuits is always in the very strongly correlated range. This is a clear indicator of the scalability of this approach to more complex circuits, as and when they can be run on quantum devices with non-negligible fidelity. Note that the correlations seen here are generally higher than those in Fig[11] - this is because real machine noise is more erratic than noisy simulation. Nevertheless, the utility of the Clifford canaries is evident.

V. METHODOLOGY

A. Applications

Our benchmarks are representative of real-world usecases, and are described below and detailed in Table I. All applications have average baseline fidelity at 10\% or lower - i.e., we are primarily interested in applications for which correct outcomes are relatively hard to identify. Note that maximum fidelity can be greater, but the machine / mapping producing the best-case fidelity is unknown and often non-intuitive.

**Ripple Carry Adder:** Adders are a critical building block for quantum logic. We implement linear-depth ripple-carry adder quantum circuits for 2-6 bits that utilize 6-14 qubits respectively [15]. Further, each of these are evaluated for multiple input/output bitstrings.

**Quantum Fourier Transform:** QFT is a circuit used as a building block for applications such as Shor’s factoring and phase estimation. It converts a quantum state from the computational basis to the Fourier basis through the introduction of phase. QFT was constructed for 6-8 qubits [38].

**Quantum Approximate Optimization Algorithm:** QAOA [22] is a variational quantum-classical algorithm to solve combinatorial optimization problems. QAOA is implemented atop a parameterized circuit called an ansatz. We use QAOA ansatz constructed for 6 qubits for 4 different input graphs (which result in different circuit depths).

B. Infrastructure / Overheads

Quancorde is implemented to interface with Qiskit [5] and is evaluated on IBMQ [3] devices. Canary circuits are efficiently constructed on classical compute.

**Intra-device evaluations:** Our intra-device evaluations target the 27-qubit IBM Quantum Montreal and we run 50 different circuit instances across the device. One instance is that which is mapped and routed to the device by the Qiskit transpiler when run with highest optimizations enabled. The other 49 are random mappings.

**Inter-device evaluations:** Our inter-device evaluations target 7 IBM Quantum devices: Montreal (27q), Toronto (27q), Guadalupe (16q), Hanoi (27q), Cairo (27q), Mumbai (27q) and Brooklyn (65q). Only one circuit is run per device, mapped and routed to the device by the Qiskit transpiler when run with highest optimizations enabled.

**Clifford simulation:** Clifford circuits can be run on any stabilizer simulation framework on any classical computer - we use the IBM stabilizer framework which is currently provisioned to run up to 5000 qubits. Our target circuits run within seconds (including I/O etc). Canary construction time is negligible (linear in the number of non-Clifford gates).

**Compilation time / shots:** The compilation time for the additional circuits is negligible since near-term quantum circuits can be compiled rapidly [44]. All circuits are compiled in under a minute. Circuit executions are run for 8192 (maximum number) execution shots.

![Fig. 12. Spearman correlation (varies from -1 to 1) between the canary-produced ensemble ordering and the ideal ordering for the target circuit, shown for 8 deep 12q circuits with many gates (in simulation).](image)
Cloud execution: The entire original + canary circuit ensemble (for each device) is run as a single batch. Quantum devices in the cloud are provisioned to run a batch of quantum circuits back to back with no wait time (as a single monolithic entity in the system queue). Thus, the canary and original are run back to back separated by roughly a millisecond or less. The effects of machine drift are minimal in this time frame.

Correlation post-processing: The correlation processing step involves calculating the correlation of the ensemble ordering for each output string in the baseline probability distribution with the canary ordering. At first glance, it may seem that 2^10 output strings are possible, but this is not the case and the cost is not exponential. There are two upper bounds that can be established on the number of strings which have to be analyzed. The trivial upper-bound is \( \text{shots} \times \text{ensemble size} \) i.e., the number of unique strings produced cannot be more than number of shots run over all the devices - this number would be reached if each device produced a purely random distribution, and each machines distribution was mutually exclusive. The number of shots is not exponential (if it were, quantum computing would be infeasible) and can be derived from the target decipherable fidelity on the quantum devices. There is an even lower upper-bound that can be derived directly from a minimum baseline fidelity target. If we establish that the minimum application fidelity we are interested in boosting is, say, \( f = 0.1\% \) (since in this region, the output distribution starts becoming purely random), then we would at most have to analyze only the top \( 1/f = 1000 \) for \( f = 0.1\% \) unique strings in terms of their probability of occurrence. This is because there cannot be more than 999 strings which have probability of occurrence greater than or equal to than the correct outcome, because if it were so, that would mean that the fidelity would have to be less than 0.1%. This can be trivially reasoned mathematically. Thus, the correct outcome will have to be among the top 1000 strings. Or more generally, among the top \( 1/f \) strings for a target lower bound baseline fidelity \( f \). This reasoning can similarly be extended to multi bit-string scenarios as well, but again, clearly it is non exponential. With this fidelity target of 0.1%, we evaluate the actual number of strings in Section VI-B - we find the numbers to be well within the bounds.

C. Evaluation Metrics

We evaluate Quancorde benefits through 2 metrics:

1. **Rank of correct outcome**: This metric indicates the ranking of the correct outcome among the correlations of all possible outcomes with the canary-produced ensemble order. We refer to this as ‘Rank’. If Quancorde works perfectly, the rank of the correct outcome is 1. But for more challenging circuits, the rank is not always 1. Note that while a rank nearer to 1 is always more beneficial, it is not required for Quancorde’s success - even lower ranks allow significant fidelity improvements over the baseline.

2. **Fidelity**: This metric is a standard evaluation metric that indicates the likelihood of finding the correct outcome of a quantum application. We show the benefits of Quancorde against: a) the maximum baseline fidelity obtained for a target application across all mappings and machines — this is very favorable to the baseline since the best performing machine / mapping is technically not known (and, in our experiments, is often not the Qiskit optimized one) and, b) the average benefits across the entire ensemble. Practical benefits can lie somewhere in between.

VI. Evaluation

A. Single-application 10-qubit adder analysis

Fig. 13 is a real machine / application example of the benefits produced by Quancorde, with an intra-machine ensemble. It shows the analysis for a 10-qubit adder which has a baseline machine fidelity of under 1% - the correct answer is a single bistring ‘1111110000’. In all 3 graphs, the x-axis shows all the different 10-bit strings. The top figure shows the output probability distribution for the baseline. The correct outcome is indicated. Note that the probability of its occurrence (i.e., fidelity) is very low, only 1.7%.

Further, it is not the output string with the highest probability. Clearly, the correct outcome cannot be identified. The middle figure shows Quancorde’s correlation analysis - the correlations vary from -1 to 1, with near 1 indicating high positive correlation. The correlation of the correct outcome is indicated and it has the highest correlation of nearly 0.9. Next, the bottom figure shows the weighted output distribution by incorporating the correlation into the baseline distribution. Only a few strings remain, and
the correct outcome’s probability is boosted by 10x, to 20%. Further, it is a clear winner among all the strings.

B. Outcome Ranks and Correlation Strings

Figure 14 shows two Quancorde results for 15 applications. The results are averaged across 3 trials of intra-machine and inter-machine ensembles.

First, we look at the left axis / green columns, which shows the rank of the correct outcome in the correlation distribution. As discussed in Section V-C, a rank closer to 1 can improve fidelity further, since this would imply the correct outcome having a higher correlation compared to other outputs, thus boosting it further in the final output distribution. But lower ranks can still produce substantial benefits. It is evident that many of the relatively smaller circuits (6 qubits) have perfect Rank. The larger more complicated circuits (8 qubits and greater) have Ranks in the range of 1-30. Even the worst-case Rank 30 occurs for a distribution which has 4096 potential outputs, clearly showcasing the potential for harnessing correlation. Mean ranks across the applications show that the correct outcome usually occurs in the top 2-3 outputs in the correlation distribution. Also, we noted that Quancorde performs marginally better on inter-machine diversity compared to intra-machine diversity. The difference is small enough to suggest that any form of diversity is useful.

Next, we look at the right axis / orange line, which shows the number of strings analyzed in correlation processing. As discussed in Section V with a target baseline fidelity lower bound of 0.1%, the maximum strings analyzed would be 1000. From the figure, we see that the actual number only goes up to 316. The smaller circuits have nearly all their bitstrings with a fidelity greater than 0.1%, whereas the large circuits, like the 14-qubit adder, have less than 2% of their strings worthy of correlation processing. This clearly shows that the cost of correlation processing is very small, making Quancorde a computationally scalable approach.

C. Fidelity benefits

Next, we show the fidelity improvements of Quancorde compared to the baseline. Results are averaged over inter- and intra-machine ensembles. Two sets of fidelity improvements are shown — ‘Mean’ and ‘vs Best’ — these were discussed in Section VI Quancorde achieves considerable fidelity boosting, especially for the larger applications. For smaller applications, the baseline mean fidelity is already around 10% and as high as 42%, so the boosting potential is limited. Nevertheless, Quancorde achieves very high fidelity after boosting. For larger applications, Quancorde’s benefits are very attractive. The improvements are as high as 15x / 34x (‘Mean’ and ‘vs Best’ respectively) for the 12-qubit Adder, which had a correct outcome rank of under 5, out of 4k bitstrings. On average, fidelity boosting of 8.9x / 4.2x is achieved, which is higher than typical error mitigation techniques, clearly highlighting Quancorde’s novel capability of harness a diverse ensemble. Note that considerable improvements are achieved even on uniform multi-output distributions like QFT. Non-uniform distributions are discussed separately in Section VI-D

We also show comparison against EDM [56], another ensembling approach, albeit for a different goal of avoiding specific occurrences of correlated errors. We use an ensemble size of 4 best mappings (which is the default setting). We observe fidelity improvements from EDM to be substantially lower than that obtained from Quancorde - 1.1x on average and a maximum of 1.6x. EDM is seen to provide benefits primarily in scenarios of reasonably high baseline fidelity - the top 5-6 benchmarks in Table 1 To our knowledge, this is likely because EDM is suited to reducing the probability of occurrence of very specific competing incorrect bitstrings which have uncharacteristically high occurrence due to unique correlated errors. Such scenarios are unlikely near the threshold of device execution capability, at which point, the impact of all qubits, their gate errors and coherence times are all rather significant. Using multiple mappings like EDM, while potentially cancelling out some correlated errors, can also have a negative impact on the correct bitstring, especially when the baseline fidelity is extremely low. This is likely the reason for some applications suffering fidelity degradation with EDM.

A key takeaway from the above analysis is that Quancorde can improve application fidelity beyond the execution capability of any single device / mapping. The relative benefits will improve as circuit fidelity decreases (alternatively, as circuit depth increases) until the point that the circuit output is still
somewhat decipherable and not simply a random distribution.

D. Non-uniform Multi-output usecase

Quancorde can also achieve substantial benefits for applications with non-uniformly weighted multi-outcomes. Fig. 16 shows Quancorde benefits for a 7-qubit circuit with a correct outcome distribution comprising of a superposition of 17 7-bit strings. The experiment is run with an intra-machine ensemble on Montreal. The baseline distribution (orange) is far off from the ideal distribution in purple. For example, peak (2) in the baseline is absent in the ideal, and other peaks can be similarly inferred. Quancorde’s correlation processing identified all 17 strings amongst its top 24 Ranks. The weighted output is shown in green. Clearly it bears good resemblance to the Ideal with peaks such as (1). While still imperfect, a fidelity boosting of 4.6x / 2.1x (‘Mean’ / ‘vs Best’, respectively) is achieved over the baseline.

Fig. 16. Quancorde benefits in non-uniformly weighted multi-outcome applications, shown for a 7-qubit circuit with 17 outputs. The Quancorde output distribution closely matches the Ideal distribution, while the baseline distribution does not. Some correct / incorrect peaks are indicated.

Fig. 17. Rank of correct outcome improves as size of intra-machine ensemble increases, for a 10-qubit adder on IBM Quantum Montreal.

E. Sensitivity to ensemble size

Greater diversity and larger ensemble sizes could increase the potential for correct outcome identification. Fig. 17 shows how the Rank of the correct outcome for a 10-qubit adder circuit improves as we increase the size of its intra-machine Quancorde ensemble. The experiment is performed on IBM Q Montreal. Even a small ensemble of just five mappings is fairly successful in achieving a top-30 Rank. As is evident, increasing the ensemble size improves the Rank. This is because a large ensemble has more diverse mappings or machines. This means that there are more diverse noise effects over which the occurrence probabilities of the different output strings are evaluated. Consequently, the correlation of the unique ensemble order for the correct outcome, with the canary-produced ensemble order, is relatively magnified, thus boosting fidelity further. The benefits reach the maximum (Rank = 1) at an ensemble size of 30 mappings. The optimal size of the ensemble is not directly related to the size of the circuit and is more tied to the baseline fidelity. For instance, as machine quality improves, deeper / wider circuits can sufficiently be boosted by Quancorde, even with small ensembles.

VII. DISCUSSION

Section VI-E showed that increasing ensemble size, effectively increases diversity, and thus improves Quancorde capability. However, there are resource cost constraints to how large ensembles can get. On the other hand, diversity can also be improved in a more intelligent manner through diversity-focused noise-aware compilation schemes which is a novel direction for future exploration. Prior work has shown that efficient classical simulation can be extended beyond strictly Clifford circuits to constrained Clifford+T circuits wherein T refers to the single-qubit 45-degree phase shift [11], [12]. Designing canary circuits with a mix of Clifford gates and minimal T gates is worth exploring.

Quancorde bears some philosophical resemblance to zero-noise extrapolation [24], [31], [59]. In ZNE, a target quantum circuit is transformed (in a variety of possible ways) to run at different effective levels of quantum device noise. Doing so allows the result of the target computation to be computed across the variety of noise levels, which can then be extrapolated to a noiseless level. The utility of ZNE is tied to the effectiveness of noise scaling and extrapolation. Exploring deeper connections between Quancorde and ZNE is a worthy pursuit.

Clifford circuits have played a critical role in multiple quantum domains such as quantum communications / networks [61], error correction codes [47], teleportation [26], [16], [54] use Clifford circuits to learn better error mitigation strategies for target circuits. Near-Clifford circuits have also been used to improve the efficiency of Dynamic Decoupling [17]. These techniques can be employed orthogonal to Quancorde. Further, accreditation protocols [23] provide an upper bound on the variation distance between the probability distribution of the experimental outputs of a noisy quantum circuit and its ideal, noiseless counterpart. To do so, random Clifford circuits similar to canary circuits are utilized. The number of Clifford circuits needed grows considerably with the error tolerance and confidence with which the variation distance is estimated.
Finally, ensembling approaches such as EDM [5] and EQC [53] have been explored. While we compare against EDM, EQC is a scheduling technique for distributed VQA. Quancorde can be employed by quantum cloud vendors [1], [2], [4] to effectively manage quantum resources to boost fidelity of applications. Its potential coordination with existing quantum cloud resource managers [44], [46] is worthy of exploration.

VIII. CONCLUSION

Quancorde is a novel approach to identifying the correct outcomes of extremely low fidelity quantum applications by exploiting quantum device diversity. It uses Clifford circuitry to order a diverse ensemble of devices or qubits/mappings along the direction of increasing fidelity of the target application. It then identifies the correlation of the application outputs’ ensemble ordering with the canopy order, and uses this to weight the application output distribution, resulting in boosted application fidelity. Quancorde is especially useful when diversity is significant, and applications’ ideal outcomes are hard to produce - both of which are intuitive expectations in the coming years of the noisy quantum era. Quancorde can have a revolutionary impact on the way noisy quantum resources are effectively leveraged to boost the fidelity of real-world quantum use cases.
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