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The electromagnetic wakefields excited by the bunches of charged particles in the particle accelerators may cause instability in the longitudinal and transverse motion of these bunches leading to the beam loss. These multibunch effects need to be analyzed carefully in an accelerator design to ensure the stability of the charged particle beams. This paper presents an analytical method describing the multibunch transverse instabilities for ultrarelativistic electron bunches whose energy changes linearly through the accelerating section of interest. Fast algorithmic implementations of this analytical method are presented for the general as well as the specific cases and this method is demonstrated with an example. This tool can also be applied to study single-bunch beam breakup.

I. INTRODUCTION

In the microwave particle accelerators the multibunch beams of charged particles excite electromagnetic wakefields \[1-5\] in the accelerating cavities and other beamline components. These wakefields act back upon the bunches. The multibunch beam breakup is the phenomenon of unstable deflection of the bunches by the transverse wakefields \[6-7\]. Such collective effects are of major concern in high current and high efficiency accelerators \[8-11\], therefore, a careful analysis of the multibunch instabilities is essential in the design of such accelerators.

Generally, the dominant transverse wakefield generated by a bunch is of the dipole kind with its magnitude proportional to the off-axis displacement of this bunch. Thus, a certain bunch in a particle beam experiences the cumulative effect of the wakefields induced by all the leading bunches. This could potentially lead to the unstable deflection of the following bunches and, consequently, the beam loss in the accelerator walls. For long linear accelerators (linacs), it is usual to employ a magnetic focusing system to confine the bunch motion close to the nominal trajectory \[12,13\]. We have already presented an exact solution of multibunch instabilities for the case of uniformly accelerated (with constant gradient) ultrarelativistic bunches in the absence of a focusing system as is usually the case in compact linacs used for medical, industrial, border security, and environmental applications.

In our analysis, we first consider the general case where each bunch can have different charge and the longitudinal separation between the consecutive bunches is also arbitrary. Then, we consider the specific but more usual case of the same charge for all bunches and the same interbunch longitudinal separation. For both the general and the specific case, the rigorous analytical solution is followed an efficient algorithmic implementation that also summarizes the overall method. Finally, we present a realistic example to demonstrate the application of the analytical tool developed here. We show that it generally takes this tool only a few seconds on a typical computer to calculate the evolution of the transverse coordinates of tens of thousands of bunches in a bunch train that are accelerated through a constant gradient accelerator.

II. GENERAL CASE

For ultrarelativistic bunches, as is generally the case in the electron accelerators, the transverse deflecting wakefield produced by a certain bunch can only affect the following bunches due to causality. Thus, the evolution of the transverse position of the \(k\)th bunch is dependent on the transverse positions of the leading bunches: \(1^{\text{st}}, 2^{\text{nd}}, \ldots, (k-1)^{\text{th}}\). This unidirectional effect has been described in terms of a lower triangular matrix \[14,15\]. In this paper, we have applied a similar approach to obtain an exact solution of transverse multibunch instabilities for the case of uniformly accelerated (with constant gradient) ultrarelativistic bunches in the absence of a focusing system as is usually the case in compact linacs.

Consider the point-like bunches of charge particles moving along the axis (\(z\)-direction) of a linac. The longitudinal and transverse positions of these bunches are denoted as \(z_k\) and \(x_k\), respectively, while their charge is denoted as \(c_k\). Here, \(k\) denotes the index of a particular bunch and \(k = 1\) corresponds to the leading bunch. We assume that all bunches are uniformly accelerated (or de-
accelerated) from an initial energy $E(0)$ (including the rest mass energy) with a constant energy gradient $G$ along the linac. Thus, the energy of these bunches at a certain longitudinal position $z$ is given as follows,

$$E(z) = E(0) + Gz. \quad (1)$$

In the absence of any focusing element, the equation of motion for the transverse coordinate of a particle of charge $e$ in the $k$th bunch is given as (compare with Eq. (1) in Ref. [14]),

$$\frac{d}{dz} \left( E(z) \frac{d}{dz} x_k(z) \right) = e \sum_{j=1}^{k-1} c_j W(z_j - z_k) x_j(z). \quad (2)$$

Here, $z_j - z_k$ indicates the relative longitudinal distance by which the $k$th bunch lags the $j$th bunch. The transverse wakefield function $W(z_j - z_k)$ is the force per unit charge on the particles of $k$th bunch (witness) due to the induced electromagnetic fields per unit charge and per unit offset of the $j$th bunch (source). Thus, the units of this function are N/C/m or, more commonly, V/pC/mm/m. The corresponding equation for the other transverse coordinate $y_k$ is similar to Eq. (2) and can be solved independently. Before proceeding, let us define some dimensionless quantities as follows,

$$s \equiv \frac{G}{E(0)} z, \quad (3a)$$

$$A_{k,j} \equiv \begin{cases} 0, & \text{if } k = j, \\ \frac{eE(0)}{G} c_j W(z_j - z_k), & \text{otherwise}. \end{cases} \quad (3b)$$

Using these definitions, Eq. (2) can be simply written as follows,

$$(1 + s) \frac{d^2}{ds^2} x_k(s) + \frac{d}{ds} x_k(s) = \sum_{j=1}^{k-1} A_{k,j} x_j(s),$$

$$\quad (1 + s) x''(s) + x'(s) = A \cdot u(s). \quad (4)$$

In Eq. (4), we have employed the matrix notation (as in Ref. [14, 15]). Here, $n$ being the total number of bunches that are being studied, $x_k(s)$ and $A_{k,j}$ are the elements of the $n \times 1$ vector $x(s)$ and the $n \times n$ normalized wakefield matrix $A$, respectively. The prime symbol $'$ in this paper indicates the derivative with respect to $s$. All the vectors in this analysis will be of size $n \times 1$ and denoted by the lowercase bold letters. Similarly all the matrices here will be of size $n \times n$ and denoted by the uppercase bold letters.

In order to find the solution of Eq. (4) let us start by analyzing the structure of matrix $A$, which is a consequence of causality. We notice that $A$ is a hollow (diagonal elements being 0), lower triangular matrix. This renders $A$ with some useful properties. For example, all the elements of first $j$ rows in the matrix $A^j \equiv A \cdot A \cdots A$ are 0. In particular, $A^n = 0$. Exploiting this reduction property of the matrix $A$, we propose the following two solutions as ansatz for Eq. (4),

$$\xi(s) = \sum_{k=1}^{n-1} \sum_{j=1}^{k} C_{k,j} s^{j-1} A^{k-1} \cdot v, \quad (5a)$$

$$\eta(s) = \sum_{k=1}^{n} \left( (1 + s)^{k-1} (d_k \ln(1 + s) + f_k) A^{k-1} \right) \cdot w. \quad (5b)$$

Here, $C_{k,j}$, $d_k$, and $f_k$ are mathematical constants, independent of any physical parameter, and are to be determined from the condition that both $\xi(s)$ and $\eta(s)$ have to satisfy Eq. (4). Note that, as is the usual convention, we define $A^0$ to be the identity matrix $I$. Also $v$ and $w$ are some arbitrary $n \times 1$ constant vectors subject to the boundary conditions only. The general solution will be the sum of these two individual solutions,

$$x(s) = \xi(s) + \eta(s). \quad (6)$$

We can consider the mathematical constants $C_{k,j}$ as the elements of a matrix $C$ of size $n \times n$. Similarly, we can consider the mathematical constants $d_k$ and $f_k$ as the elements of the $n \times 1$ vectors $d$ and $f$, respectively. Consider the expressions $\psi(s)$ that are identified in Eq. (5a). Each $\psi(s)$ is a polynomial of order $k - 1$ and can be considered as an element of a vector $\psi(s)$. This vector $\psi(s)$ represents a special class of polynomials in variable $s$ and can be concisely described as,

$$\psi(s) = C \cdot \sigma(s). \quad (7)$$

Here $\sigma(s)$ is an $n \times 1$ vector whose $k$th element is defined as,

$$\sigma_k(s) \equiv s^{k-1}. \quad (8)$$

Let us first determine the matrix $C$. Without any loss of generality, we can choose,

$$C_{1,1} = 1, \quad (9a)$$

$$C_{k,1} = 0, \ k > 1, \quad (9b)$$

$$C_{k,1} = 0, \ j > k. \quad (9c)$$

Let us determine other $C_{k,j}$’s by substituting $\xi(s)$ from Eq. (5a) as $x(s)$ in Eq. (4) and comparing the coefficients of the expression $s^{j-2} A^{k-1} \cdot v$,
Here are some general results from Eqs. [10],

\[ C_{k,k} = \frac{1}{[(k-1)!]^2}, \quad (11a) \]
\[ C_{k,2} = -2C_{k,3}, \quad k > 2. \quad (11b) \]

We can use Eq. (11a) and then Eq. (10) recursively to find all non-trivial elements of the matrix \( C \) and hence the polynomial elements of the vector \( \psi(s) \). After the trivial \( \psi_1(s) = 1 \), some of the next few polynomials of this class, elements of \( \psi(s) \), are given as follows,

\[
\begin{align*}
\psi_2 &= s, \\
\psi_3 &= (-2s + s^2)/4, \\
\psi_4 &= (12s - 6s^2 + s^3)/36, \\
\psi_5 &= (-132s + 66s^2 - 12s^3 + s^4)/576. \\
\end{align*}
\]

Similarly, let us determine the elements of the vectors \( d \) and \( f \). First, without any loss of generality, we take,

\[
\begin{align*}
d_1 &= 1, \\
f_1 &= 0. \\
\end{align*}
\]

Then we determine the other elements of \( d \) and \( f \) by substituting \( \eta(s) \) from Eq. (5b) as \( x(s) \) in Eq. (4). After simplification, we get,

\[
(1 + s)^{k-2} \left( (k-1)^2 (d_k \ln(1+s) + f_k) + 2(k-1)d_k \right) = (1 + s)^{k-2} (d_{k-1} \ln(1+s) + f_{k-1}). \quad (14)
\]

Comparing the coefficients of \( (1 + s)^{k-2} \ln(1+s) \) and \( (1 + s)^{k-2} \) in Eq. (14) yields,

\[
\begin{align*}
d_k &= \frac{1}{[(k-1)!]^2} = C_{k,k}, \\
f_k &= \frac{1}{(k-1)^2} f_{k-1} - \frac{2}{k-1} d_k, \quad k > 1. \quad (15b)
\end{align*}
\]

It is important to note that since the elements of the matrix \( C \) and the vectors \( f \) and \( g \) are just mathematical constants, they can be determined a priori and stored in the memory for the later use for any instability problem. However, one has to carefully consider the possibility that reading an already calculated value from the memory could be more time consuming than calculating that value on the run.

Finally, let us determine the vectors \( v \) and \( w \) for a particular solution corresponding to the initial conditions. First, consider the explicit form of the general solution as a function of \( s \),

\[
\begin{align*}
x(s) &= \sum_{k=1}^{n} \sum_{j=1}^{k} C_{k,j} s^{j-1} \mathbf{A}^{k-1} \cdot \mathbf{v} + \sum_{k=1}^{n} (1 + s)^{k-1} (d_k \ln(1+s) + f_k) \mathbf{A}^{k-1} \cdot \mathbf{w}. \quad (16)
\end{align*}
\]

The initial conditions are given as,

\[
\begin{align*}
q &= x(0) = v + \sum_{k=2}^{n} f_k \mathbf{A}^{k-1} \cdot \mathbf{w}, \\
p &= x'(0) = \frac{E(0)}{G} \left[ \frac{dx(z)}{dz} \right]_{z=0} = \sum_{k=2}^{n} C_{k,2} \mathbf{A}^{k-1} \cdot \mathbf{v} + \mathbf{w} + \sum_{k=2}^{n} (d_k + (k-1)f_k) \mathbf{A}^{k-1} \cdot \mathbf{w}. \quad (17b)
\end{align*}
\]

Before proceeding further, let us define two more vectors that would serve as a template tool in the determination of the vectors \( v \) and \( w \).

\[
\begin{align*}
g &= v - q, \\
h &= w - p. \quad (18b)
\end{align*}
\]

Using Eq. (18), we can write the following equations for the vectors \( g \) and \( h \).

\[
\begin{align*}
g &= -R \cdot (p + h), \\
h &= -T \cdot (q + g) - U \cdot (p + h). \quad (19b)
\end{align*}
\]

 Apparently, the vectors \( g \) and \( h \) in Eq. (19) seem to be implicitly defined. Actually, however, these are very explicit relations. To see this, consider the matrices \( R \), \( T \), and \( U \), as identified in Eq. (17). Note that in the \( k \)th row of these matrices, all the elements from column number \( k \) to \( n \) are zero. Therefore,

\[
g_1 = h_1 = 0. \quad (20)
\]

Furthermore, for \( k > 1 \), the \( k \)th elements of both the vectors \( g \) and \( h \) only depend on their first \( k-1 \) elements as follows,

\[
\begin{align*}
g_k &= -R_{k,1:k-1} \cdot (p + h)_{1:k-1}, \\
h_k &= -T_{k,1:k-1} \cdot (q + g)_{1:k-1} - U_{k,1:k-1} \cdot (p + h)_{1:k-1}. \quad (21b)
\end{align*}
\]

Here, the notation in the subscript \( j : k \) means element number \( j \) to \( k \) for the particular row or column being considered. Before proceeding, let us write the explicit equations of various matrices that are used in the solution.
of Eq. (4).

\[ M(s) = I + \sum_{k=2}^{n} \psi_k(s) A^{k-1}, \quad (22a) \]
\[ \Lambda(s) = \ln(1+s) I \]
\[ + \sum_{k=2}^{n} (1+s)^{k-1} (C_{k,k} \ln(1+s) + f_k) A^{k-1}, \quad (22b) \]
\[ R = \sum_{k=2}^{n} f_k A^{k-1}, \quad (22c) \]
\[ T = \sum_{k=2}^{n} C_{k,2} A^{k-1}, \quad (22d) \]
\[ U = \sum_{k=2}^{n} (C_{k,k} + (k-1) f_k) A^{k-1}. \quad (22e) \]

The final solution and its first derivative are given as,

\[ x(s) = M(s) \cdot (q + g) + \Lambda(s) \cdot (p + h), \quad (23a) \]
\[ x'(s) = M'(s) \cdot (q + g) + \Lambda'(s) \cdot (p + h). \quad (23b) \]

Here is a fast algorithm to obtain the solution of Eq. (1) and this also summarizes our discussion so far.

Algorithm: General Case

Input the number of bunches \( n \), the initial energy (including the rest mass energy) \( E(0) \), the constant energy gradient \( G \), and the final longitudinal position \( z_f \);
Input the \( n \times 1 \) vectors of bunch charges and relative longitudinal positions: \( c, z \);
Input the \( n \times 1 \) vectors defining the initial conditions:
\[ q = x(0), \quad p = \frac{E(0)}{c} \left[ \frac{dE}{dz} \right]_{z=0} ; \]
Calculate the normalized quantity: \( s = \frac{G \cdot z_f}{E(0)} \);
Define an \( n \times 1 \) normalized vector \( \sigma \) with elements:
\[ \sigma_k = s^{k-1} ; \]
Initialize an \( n \times n \) normalized matrix: \( A = 0 \);
For \( k \) from 2 to \( n \),
For \( j \) from 1 to \( k-1 \),
\[ A_{k,j} = \frac{cE(0)}{G^2 - c} W(z_j - z_k) ; \]
End
End

Initialize \( 1 \times n \) vectors: \( \text{cold} = \text{cnew} = 0 \);
\( \text{cold}_1 = 1 \);
Initialize: \( f = 0 \);
Initialize: \( \psi = 1, \psi' = 0 \);
Initialize \( n \times n \) matrices: \( A = 0 \);
Initialize \( n \times n \) matrix: \( M' = 0 \);
Initialize \( n \times n \) matrix: \( \Lambda = \ln(1+s) I \);
Initialize \( n \times n \) matrix: \( \Lambda' = \frac{1}{1+s} I \);
Initialize \( n \times n \) matrices: \( R = T = U = 0 \);
Initialize \( n \times 1 \) vectors: \( g = h = 0 \);

For \( k \) from 2 to \( n \),
\[ \text{cnew}_k = \frac{1}{(k-1)} \text{cold}_k-1 ; \]
For \( j \) decreasing from \( k-1 \) to 2,
\[ \text{cnew}_j = \frac{1}{(j-1)} \text{cnew}_{j-1} - \frac{j}{j-1} \text{cnew}_{j+1} ; \]
End
\[ f = \frac{1}{(k-1)^2} f - \frac{2}{(k-1)^2} \text{cnew}_k ; \]
\[ \psi = \text{cnew}_{2:k} \cdot \sigma_{1:k-1} ; \]
\[ \psi' = D(1: k-1) \cdot \text{cnew}_{2:k} \cdot \sigma_{1:k-1} ; \]
Comment: \( D(1: k-1) \) is a diagonal matrix with diagonal entries 1, 2, ..., \( k-1 \).

\[ A_{k,1:k-1} = \Lambda \cdot A_{k,1:k-1} ; \]
\[ M' = \psi \cdot A_{k,1:k-1} ; \]
\[ M' = \psi' \cdot A_{k,1:k-1} ; \]
\[ \Lambda = (1+s)^{k-1} (\text{cnew}_k \ln(1+s) + f) A_{k,1:k-1} ; \]
\[ \Lambda' = (1+s)^{k-2} \left( \left( (k-1)(\text{cnew}_k \ln(1+s) + f) + \text{cnew}_k \right) \right) A_{k,1:k-1} ; \]
\[ R = f A_{k,1:k-1} ; \]
\[ T = \text{cnew}_{2:k} A_{k,1:k-1} ; \]
\[ U = \left( \text{cnew}_k + (k-1)f \right) A_{k,1:k-1} ; \]
\[ \text{cold}_{1:k} = \text{cnew}_{1:k} ; \]
End

Calculate and output:
\[ x = M \cdot (q + g) + \Lambda \cdot (p + h) ; \]
\[ x' = M' \cdot (q + g) + \Lambda' \cdot (p + h) ; \]

III. SPECIFIC AND COMMON CASE

Consider the specific and more common case when all the bunches have the same charge, \( c_k = c \), and the longitudinal separation between any two consecutive bunches is the same, \( z_k - z_{k-1} = \Delta z \). In this case, there are only \( n \) fundamental entries in the matrix \( A \) given as follows,

\[ A_{k,j} = \begin{cases} 0, & j > k - 1, \\ a_{k,j}, & \text{otherwise}, \end{cases} \]

\[ a_{k,j} = \frac{e E(0)}{G^2 - c} W(k \Delta z). \]

Following the definitions provided in the Appendix, we note that \( A \), in this specific case, is an omega matrix of degree 1. Therefore, any power matrix \( A^r \) is an omega matrix of degree \( r \). Similarly, the matrices \( M \) and \( \Lambda \) are omega matrices of degree 0, while the matrices \( R \), \( T \), and \( U \) are omega matrices of degree 1. Thus, in this specific case, we can describe all these matrices very concisely by their corresponding fundamental vectors. Any matrix \( A^r \) is fully described by its fundamental vector \( a^{(r)} \) of size \( (n-r) \times 1 \). Consider the \( (n-1) \times 1 \) vector \( a \) whose elements are defined by Eq. (24b). According to Eq. (24a), \( a \) is the fundamental vector of the matrix \( A \).
Using the definition of the convolution function as defined in the Appendix, the fundamental vector of $A^{r+1}$ can be obtained in terms of the fundamental vectors of $A$ and $A^r$ as follows,

$$a^{(r+1)} = \text{Conv}[a, a^{(r)}, n - r - 1].$$  \hspace{1cm} (25)

Note that $a^{(0)} = i^{(0)}$ and that $a^{(1)} = a$. Let us now write the fundamental vectors of our matrices of interest. We will use the corresponding lower case letter for the fundamental vectors of our matrices of interest. We will write the fundamental vectors of our matrices of interest.

$$m(s) = i^{(0)} + \sum_{k=2}^{n} \psi_k(s)a^{(k-1)},$$  \hspace{1cm} (26a)

$$\lambda(s) = \ln(1 + s)i^{(0)} + \sum_{k=2}^{n} (1 + s)^{k-1}\{C_{k,k}\ln(1 + s) + f_k\}a^{(k-1)},$$  \hspace{1cm} (26b)

$$r = \sum_{k=2}^{n} f_k a^{(k-1)},$$  \hspace{1cm} (26c)

$$t = \sum_{k=2}^{n} C_{k,2} a^{(k-1)},$$  \hspace{1cm} (26d)

$$u = \sum_{k=2}^{n} (C_{k,k} + (k - 1)f_k) a^{(k-1)}.$$  \hspace{1cm} (26e)

Consider the following,

$$R_{k,1:k-1} = R_{n,n-k+1:n-1} = R_{k-1,1} \equiv \text{Reverse}[r_{1:k-1}].$$  \hspace{1cm} (27)

Like Eq. (27), we can use similar simplifications for $T_{k,1:k-1}$ and $U_{k,1:k-1}$ in Eq. (21) which can be written as follows in terms of the fundamental vectors:

$$g_k = -\text{Reverse}[r_{1:k-1}] \cdot (p + h)_{1:k-1},$$  \hspace{1cm} (28a)

$$h_k = -\text{Reverse}[t_{1:k-1}] \cdot (q + g)_{1:k-1} - \text{Reverse}[u_{1:k-1}] \cdot (p + h)_{1:k-1}.$$  \hspace{1cm} (28b)

Finally, utilizing the result of Eq. (28), we can write the final solution and its derivative as,

$$x(s) = \text{Conv}[m(s), (q + g), n] + \text{Conv}[\lambda(s), (p + h), n],$$  \hspace{1cm} (29a)

$$x'(s) = \text{Conv}[m'(s), (q + g), n] + \text{Conv}[\lambda'(s), (p + h), n].$$  \hspace{1cm} (29b)

Since in this specific case we can describe all matrices by their fundamental vectors, we can utilize this fact to have a much faster algorithm with far less memory-reads and arithmetic operations. The following is a fast algorithm that employs the fundamental vectors of the matrices to solve Eq. (4) for this specific case.

**Algorithm: Specific and Common Case**

Input the number the number of bunches $n$, the initial energy (including the rest mass energy) $E(0)$, the constant energy gradient $G$, the final longitudinal position $z$, the bunch charge $c$, and the interbunch longitudinal separation $\Delta z$.

Input the $n \times 1$ vectors defining the initial conditions:

$$q = x(0), \quad p = \frac{E(0)}{G} \left[ \frac{dx(z)}{dz} \right]_{z=0};$$

Calculate the normalized quantity: $s = \frac{G \cdot z}{E(0)}$.

Define an $n \times 1$ normalized vector $\sigma$ with elements:

$$\sigma_k = s^{-k};$$

Initialize an $(n-1) \times 1$ normalized vector: $a = 0$.

For $k$ from 1 to $n-1$,

$$a_k = \frac{E(0)}{G} c W(k \cdot \Delta z);$$

End

Initialize 1 $\times n$ vectors: $cold = c_{new} = 0$.

$cold_1 = 1$;

Initialize: $f = 0$;

Initialize: $\psi = 1, \psi' = 0$;

Initialize $n \times 1$ vectors: $ak_{min} = m = \lambda = 0$;

$ak_{min} = m_1 = 1$;

$$\lambda_1 = \ln(1 + s);$$

Initialize $n \times 1$ vectors: $m' = \lambda' = 0$;

$$\lambda'_1 = \frac{1}{1 + s};$$

Initialize $(n-1) \times 1$ vectors: $r = t = u = 0$;

Initialize $n \times 1$ vectors: $g = h = 0$;

For $k$ from 2 to $n$,

$$c_{new} = \frac{1}{(k-1)^2} \text{cold}_{k-1};$$

For $j$ decreasing from $k-1$ to 2,

$$c_{new} = \frac{1}{(k-1)^2} \text{cold}_{j-1} - \frac{2}{(k-1)^2} c_{new_{j+1}};$$

End

$$f = \left(1 - \frac{1}{(k-1)^2}\right) f - \frac{2}{(k-1)^2} c_{new_k};$$

$$\psi = c_{new_{2:k}} \cdot \sigma_{2:k};$$

$$\psi' = D(1 : k - 1) \cdot c_{new_{2:k}} \cdot \sigma_{1:k-1};$$

Comment: $D(1 : k - 1)$ is a diagonal matrix with diagonal entries $1, 2, \ldots, k - 1$.

$$ak_{min} = \text{Conv}[a, ak_{min}, n - k + 1];$$

$$m_{k,n+1} = \psi' ak_{min};$$

$$m_{k,n+1} = \psi' ak_{min};$$

$$\lambda_{k,n+1} = (1 + s)^{k-1} (c_{new_k} \ln(1+s) + f)$$

$$ak_{min};$$

$$\lambda_{k,n+1} = (1 + s)^{k-2}$$

$$((k-1)(c_{new_k} \ln(1+s) + f) + c_{new_k})$$

$$ak_{min};$$

$$r_{k-1:n-1} = f ak_{min};$$

$$t_{k-1:n-1} = c_{new_k} ak_{min};$$

$$u_{k-1:n-1} = (c_{new_k} + (k-1)f) ak_{min};$$

$$g_k = -\text{Reverse}[r_{1:k-1}] \cdot (p + h)_{1:k-1};$$

$$h_k = -\text{Reverse}[t_{1:k-1}] \cdot (q + g)_{1:k-1} - \text{Reverse}[u_{1:k-1}] \cdot (p + h)_{1:k-1};$$

$$cold_{1:k} = c_{new_{1:k}};$$

End

Calculate and output:

$$x = \text{Conv}[m, (q + g), n] + \text{Conv}[\lambda, (p + h), n],$$

\text{Conv}[\lambda, (p + h), n],$$
\[ x' = \text{Conv}[m', (q + g), n] + \text{Conv}[X', (p + h), n]; \]

IV. EXAMPLE

Consider an X-band electron accelerator with three dominant dipole modes. The resonant frequency \( FR \), quality factor \( QF \), and the transverse loss factor \( KF \) of these modes are given in Table I. The last column lists the form factor \( FF \) corresponding to these modes for a Gaussian bunch size \( d = 0.6 \text{ mm} \). The form factor is given as \( FF = \exp \left( -\frac{1}{2} \left( \frac{2\pi d}{c_0 \cdot FF} \right)^2 \right) \) where \( c_0 \) is the speed of light.

| Mode | \( FR \) [GHz] | \( QF \) | \( KF \) [MV/pC/m/m] | \( FF \) |
|------|---------------|---------|---------------------|------|
| 1    | 16.5          | 9,857   | 0.004               | 0.979|
| 2    | 19.4          | 12,566  | 0.086               | 0.971|
| 3    | 25.9          | 10,790  | 0.139               | 0.948|

The transverse wakefield function is given in Eq. \( 30 \) and is plotted in Fig. 1.

\[
W(z) = \sum_{i=1}^{3} FF_i KF_i \sin \left( \frac{2\pi FR_i z}{c_0} \right) \exp \left( -\frac{\pi FR_i}{c_0 QF_i} z^2 \right).
\]  

FIG. 1. The wakefield function given in Eq. \( 30 \)

The frequency of this accelerator is 11.424 GHz. All rf buckets are filled, therefore, the interbunch separation is 26.24 mm. Assuming a 1 \( \mu \text{s} \) pulse width, the total number of bunches in the pulse width are: \( n = 11,424 \). The bunches are linearly accelerated from an initial total energy \( E(0) = (0.5 + 0.511) \text{ MeV} \) through a constant gradient of \( G = 20 \text{ MV/m} \). All the bunches are assumed to have the same charge. We consider two cases of beam current: 100 mA and 200 mA. Thus, the bunch charge for these two cases is 8.75 pC and 17.5 pC, respectively.

Let us assume that the initial transverse positions and deflections of the particles are given as \( \delta x_k(0) = 0.1 \text{ mm} \) and \( \left[ \frac{dx_k(z)}{dz} \right]_{z=0} = 0 \), respectively. Since this is the case of uniform bunch charge and uniform interbunch separation, we can use the specific case algorithm to calculate the transverse positions of the particles at various longitudinal positions. Figure 2 shows the transverse positions of the particles at two different longitudinal positions. \( z = 0.7 \text{ m} \) and \( z = 1.4 \text{ m} \), for the case of 100 mA beam current. We see that in this case the bunches do not deviate more than 0.3 mm from the axis even after traveling a distance of \( 1.4 \text{ m} \) through the accelerator.

Figure 3 shows similar results for the case of 200 mA beam current. Here, however, we observe a huge increase in the transverse coordinates of the bunches at \( z = 1.4 \text{ m} \). It turns out that, if the aperture radius of the accelerator is 1 mm, then about two thirds of the bunches in this 200 mA beam are lost somewhere between \( z = 0.7 \text{ m} \) and \( z = 1.4 \text{ m} \).

The results shown in Fig. 2 and Fig. 3 were obtained with an implementation of the specific case algorithm in Mathematica® 12 on a typical laptop (Intel® Core™ i7-9805H CPU, 2.60 GHz, 64 GB). The code was compiled using the option \textit{CompilationTarget} \( \rightarrow \text{"C"} \).

A comment is in order regarding the \textit{for loop} in our algorithms in which \( k \) runs from 2 to \( n \). Here, we update the matrices \( M(s), M'(s), \Lambda(s), \Lambda'(s), R, T, \) and \( U, \)
FIG. 3. The transverse positions of the particles at two different longitudinal positions for the example in Sec. IV assuming a beam current of 200 mA.

or their corresponding fundamental vectors in the specific case, with each iteration. Each iteration corresponds to adding a term proportional to \( A^{k-1} \), or \( a^{(k-1)} \) in the specific case. If the trajectories are stable, as is the case in the example mentioned here, it turns out that these matrices converge very quickly and thus, for all practical purposes, we need not to update these matrices or their corresponding fundamental vectors beyond a certain value of the loop variable \( k \). This helps make the implementation of our algorithms even faster. In this example, when we updated the matrices \( n = 11,424 \) times, as per the rigorous solution, the code took about 14 minutes to calculate the results for each plot. However, when we updated the fundamental vectors only 100 times, the results were obtained within just about a second of CPU time while the maximum relative error was only of the order \( < 10^{-12} \). In general, when the incremental updates reduce to the same order as that of the machine accuracy, there is no practical need to update the matrices or their fundamental vectors with such accuracy-limited and time-consuming increments.

V. CONCLUSION

We have presented an exact solution for the evolution of the transverse coordinates of ultrarelativistic point-like bunches of charge particles that are being accelerated through a constant energy gradient while being under the influence of the transverse wakefields of the leading bunches. We have shown that for the specific but more common case of uniform bunch charge and uniform interbunch longitudinal separation, the matrices of the general solution can be represented by vectors and hence the time-consuming matrix multiplications are replaced by fast vector convolutions. We have summarized the algorithms for both the general and the specific case. We have also provided an example demonstrating the usage of our fast algorithms for the practical cases of exploring multibunch instabilities in particle accelerators.

This method could also be used for the analysis of the multibunch effects in an accelerator beam line with a non-uniform gradient. For such a problem, the beam line will be considered as comprising of various sections of constant energy gradient. This method will then be applied to each section in a cascaded manner.

This approach is also applicable for the analysis of the single-bunch beam break up (SBBU). In the case of SBBU, we assume that the bunch is comprised of several transverse slices. Then we use the short-range transverse wakefield of a single slice to simulate the evolution of the bunch shape. The practical simulations of single-bunch dynamics would require the bunch to be divided into hundreds of slices. Such a simulation will produce more precise results than the simpler two particle model \[4, 5, 26\]. Besides being more precise, this multiple-slice approach will still be fast enough (a few seconds on a typical computer).

The rigorous analytical solution presented in this paper is not only free from numerical approximations but is also a much faster tool when compared with the numerical differential equation solvers. Our specific and common case algorithm can analyze tens of thousands of bunches for the multibunch instability problem within only a couple of seconds on a typical laptop. The Mathematica implementation of both algorithms, general and specific, can be obtained from the author.
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Appendix: The Omega Matrices and Their Fundamental Vectors

1. Definitions

Our definition of the term omega matrix here will be different than another use of this term in the field of economics [27]. We define an omega matrix $\Omega^{(r)}$ of size $n$ and degree $r$, where $0 \leq r \leq n$, as an $n \times n$ square matrix whose elements are defined as follows,

$$\Omega_{k,j}^{(r)} = \begin{cases} 0, & j > k - r, \\ \omega_{k-j-r+1}, & \text{otherwise}. \end{cases} \quad (A.1)$$

We call $\omega_k^{(r)}$, where $1 \leq k \leq n - r$, as the fundamental elements of the omega matrix. It should be noted that we are using an integer inside the paranthesis in the superscript to denote the degree of the omega matrix and this is to contrast it with the common meaning of the exponent to denote the degree of the omega matrix we are using an integer inside the paranthesis in economics [27]. We define an omega matrix $\Omega$ and degree $r$ ≤ $n$ = 4 and degree $r$ = 0, 1, 2, 3.

$$\Omega^{(0)} = \begin{pmatrix} \omega_1^{(0)} & 0 & 0 & 0 \\ \omega_2^{(0)} & \omega_1^{(0)} & 0 & 0 \\ \omega_3^{(0)} & \omega_2^{(0)} & \omega_1^{(0)} & 0 \\ \omega_4^{(0)} & \omega_3^{(0)} & \omega_2^{(0)} & \omega_1^{(0)} \end{pmatrix}, \quad (A.2a)$$

$$\Omega^{(1)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ \omega_2^{(1)} & 0 & 0 & 0 \\ \omega_3^{(1)} & \omega_2^{(1)} & 0 & 0 \\ \omega_4^{(1)} & \omega_3^{(1)} & \omega_2^{(1)} & 0 \end{pmatrix}, \quad (A.2b)$$

$$\Omega^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \omega_2^{(2)} & 0 & 0 & 0 \\ \omega_3^{(2)} & \omega_2^{(2)} & 0 & 0 \end{pmatrix}, \quad (A.2c)$$

$$\Omega^{(3)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \omega_1^{(3)} & 0 & 0 & 0 \end{pmatrix}. \quad (A.2d)$$

Note that the all the fundamental elements of the omega matrix of size $n$ and degree $r$ are present in the last row, from column number 1 to $n - r$, other elements of this row being zero. All other rows can then be obtained by noticing that a certain $(k - 1)th$ row is the left-shifted version of the $kth$ row. Thus, we can economically denote any omega matrix of size $n$ and degree $r$ by an $(n - r) \times 1$ vector $\omega^{(r)}$ that contains its fundamental elements such that,

$$\omega_k^{(r)} = \Omega_{n,n-r-k+1}^{(r)} \quad (A.3)$$

We call $\omega^{(r)}$ as the fundamental vector of the omega matrix $\Omega^{(r)}$. Here are the fundamental vectors, respectively listed, corresponding to the omega matrices given in Eq. [A.2]:

$$\omega^{(0)} = \begin{pmatrix} \omega_1^{(0)} \\ \omega_2^{(0)} \\ \omega_3^{(0)} \\ \omega_4^{(0)} \end{pmatrix}^T, \quad (A.4a)$$

$$\omega^{(1)} = \begin{pmatrix} \omega_1^{(1)} \\ \omega_2^{(1)} \\ \omega_3^{(1)} \end{pmatrix}^T, \quad (A.4b)$$

$$\omega^{(2)} = \begin{pmatrix} \omega_1^{(2)} \\ \omega_2^{(2)} \end{pmatrix}^T, \quad (A.4c)$$

$$\omega^{(3)} = \begin{pmatrix} \omega_1^{(3)} \end{pmatrix}. \quad (A.4d)$$

The superscript $^T$ in Eq. [A.4] indicates the transpose operation. Note that the identity matrix $I$ is an omega matrix of degree 0 and has a corresponding $n \times 1$ fundamental vector $i^{(0)}$ defined as follows,

$$i_k^{(0)} = \begin{cases} 1, & k = 1, \\ 0, & \text{otherwise}. \end{cases} \quad (A.5)$$

Another useful observation is that the sum of two omega matrices, one of degree $q$ and the other of degree $r \geq q$, is also an omega matrix and its degree is $r$.

2. Product of two omega matrices

Consider the product $\Omega^{(q)} \cdot \Omega^{(r)}$. For $j > k - q - r$,

$$\left(\Omega^{(q)} \cdot \Omega^{(r)}\right)_{k,j} = \sum_{i=1}^{n} \Omega^{(q)}_{k,i} \Omega^{(r)}_{i,j} = \sum_{i=1}^{k-q} \Omega^{(q)}_{k,i} \Omega^{(r)}_{i,j} + \sum_{i=k-q+1}^{n} \Omega^{(q)}_{k,i} \Omega^{(r)}_{i,j} = 0. \quad (A.6a)$$

For $j \leq k - q - r$,

$$\left(\Omega^{(q)} \cdot \Omega^{(r)}\right)_{k,j} = \sum_{i=1}^{j+r-1} \Omega^{(q)}_{k,i} \Omega^{(r)}_{i,j} = \sum_{i=j+r}^{k-q} \Omega^{(q)}_{k,i} \Omega^{(r)}_{i,j} + \sum_{i=j+r+1}^{n} \Omega^{(q)}_{k,i} \Omega^{(r)}_{i,j} = 0. \quad (A.6b)$$

Using Eq. [A.1],

$$\left(\Omega^{(q)} \cdot \Omega^{(r)}\right)_{k,j} = \sum_{i=j+r}^{k-q} \omega^{(q)}_{k-i-q+1} \omega^{(r)}_{i-j-r+1}. \quad (A.6c)$$

Substituting $i = m + j + r - 1$,

$$\left(\Omega^{(q)} \cdot \Omega^{(r)}\right)_{k,j} = \sum_{m=1}^{k-j-q+r-1} \omega^{(q)}_{k-j-q+r-2-m} \omega^{(r)}_{m}. \quad (A.6d)$$
The result about the elements of the product $\Omega^{(q)} \cdot \Omega^{(r)}$ can be summarized as follows,

$$\left( \Omega^{(q)} \cdot \Omega^{(r)} \right)_{k,j} = \begin{cases} 0, & j > k - (q + r), \\ \sum_{m=1}^{k-j-q-r+1} \omega^{(q)}_{k-j-q-r+2-m} \omega^{(r)}_{m}, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (A.6)

Comparing Eq. (A.1) and (A.6), we notice that the product $\Omega^{(q)} \cdot \Omega^{(r)}$ is a matrix of degree $q + r$. Thus, using our notation, we can denote the product of $\Omega^{(q)}$ and $\Omega^{(r)}$ as $\Omega^{(q+r)}$. Using Eq. (A.6), the fundamental vector of this product matrix is given as,

$$\omega^{(q+r)} = \Omega^{(q)} \cdot \Omega^{(r)} = \left( \begin{array}{c} \omega^{(q)} \cdot \Omega^{(r)} \\ \omega^{(r)} \cdot \Omega^{(q)} \end{array} \right)_{n,q-r-k+1},$$  \hspace{1cm} (A.7)

Thus, the fundamental vector of $\Omega^{(q+r)} = \Omega^{(q)} \cdot \Omega^{(r)}$ is obtained through the convolution of the fundamental vectors of $\Omega^{(q)}$ and $\Omega^{(r)}$ as given in Eq. (A.7). Let us define the convolution operation $z = \text{Conv}[x, y, l]$ between two vectors $x$ and $y$ to yield another vector $z$ of length $l$ as follows,

$$z_k = (\text{Conv}[x, y, l])_k \equiv \sum_{m=1}^{k} x_{k+1-m} y_m, 1 \leq k \leq l.$$  \hspace{1cm} (A.8)

Note that $l$ cannot be greater than the length of any of the input vectors $x$ and $y$. Here, we have used semicolon to separate $l$ from the two formal inputs of the convolution operation. Moreover, it is straightforward to prove that the convolution operation as defined above is commutative that is $\text{Conv}[x, y, l] = \text{Conv}[y, x, l]$. Using the definition provided in Eq. (A.8), we can write Eq. (A.7) as follows,

$$\omega^{(q+r)} = \text{Conv}[\omega^{(q)}, \omega^{(r)}; n - q - r].$$  \hspace{1cm} (A.9)

From the commutativity of the convolution operation, it also follows that the multiplication of two omega matrices is commutative.

3. **Product of an omega matrix and a vector**

Consider a the product of an omega matrix of size $n$ and degree $r$ with an $n \times 1$ vector $\beta$. Consider the $k$th element of the resultant vector. For $k \leq r$,

$$\left( \Omega^{(r)} \cdot \beta \right)_k = \sum_{m=1}^{r} \Omega^{(r)}_{k,m} \beta_m = 0.$$  \hspace{1cm} (A.10)

For $k > r$,

$$\left( \Omega^{(r)} \cdot \beta \right)_k = \sum_{m=1}^{k-r} \Omega^{(r)}_{k,m} \beta_m + \sum_{m=k-r+1}^{n} \Omega^{(r)}_{k,m} \beta_m,$$

$$= \sum_{m=1}^{k-r} \Omega^{(r)}_{k,m} \beta_m = (\text{Conv}[\omega^{(r)}, \beta; n-r])_{k-r}.$$  \hspace{1cm} (A.11)

Thus, the non-trivial elements of the vector $\Omega^{(r)} \cdot \beta$ are given as,

$$\left( \omega^{(r)} \cdot \beta \right)_{r+1:n} = \text{Conv}[\omega^{(r)}, \beta; n-r].$$  \hspace{1cm} (A.10)

For the special case of $r = 0$,

$$\omega^{(0)} \cdot \beta = \text{Conv}[\omega^{(0)}, \beta; n].$$  \hspace{1cm} (A.11)

4. **Advantage of the omega matrices**

We have defined a special class of matrices, the omega matrices, which can be economically represented by their corresponding fundamental vectors. We have shown that for the matrices of this kind we can reduce the operations of matrix multiplications to vector convolutions.
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