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Abstract—In classifier (or regression) fusion the aim is to combine the outputs of several algorithms to boost overall performance. Standard supervised fusion algorithms often require accurate and precise training labels. However, accurate labels may be difficult to obtain in many remote sensing applications. This paper proposes novel classification and regression fusion models that can be trained given ambiguously and imprecisely labeled training data in which training labels are associated with sets of data points (i.e., “bags”) instead of individual data points (i.e., “instances”) following a multiple instance learning framework. Experiments were conducted based on the proposed algorithms on both synthetic data and applications such as target detection and crop yield prediction given remote sensing data. The proposed algorithms show effective classification and regression performance.

Index Terms—multiple instance learning, remote sensing, target detection, classifier fusion, Choquet integral, multiple instance regression.

I. INTRODUCTION

Classifier fusion methods aim to combine and integrate multiple classifier outputs while reducing uncertainties in the data, providing more detailed information and more accurate prediction [1][2]. Each of the classifier (or regressor) outputs to be fused may provide complementary or reinforcing information that is helpful for a specific target detection, classification, or regression application [3].

Previous supervised fusion algorithms developed for remote sensing data often require precise labels for each training data point [4][7]. However, data-point specific labels are often either unavailable, difficult or expensive to obtain in remote sensing applications. For example, consider the following target detection problem. We have collected hyperspectral (HSI) imagery over the University of Southern Mississippi-Gulfpark campus and the goal is to find targets emplaced within the scene [8]. The ground sample distance of the obtained HSI imagery is 1m. This is a challenging target detection problem in which many targets are occluded (hidden under a tree, for example) and many are sub-pixel (target size less than 1m²). A Global Positioning System (GPS) device was used to obtain target coordinates during data collection. However, the GPS device used was only accurate to the level of several pixels. In this problem, we know the approximate locations of the targets given the GPS information but we cannot pinpoint the exact target locations. Figure 1 shows an example of remote sensing data burdened with such imprecise and uncertain labels.

Fig. 1: Illustration of a target application given remote sensing data. (a) A brown target. (b) An inaccurate GPS location (green circle) that differs from the true brown target location (dark red rectangle) in the scene. (b) A sub-pixel target that cannot be visibly seen from the imagery (occluded by vegetation). (c)(d) Red rectangles mark the approximate region that contains the targets.

In the above example, it is possible to identify an approximate region (a set of pixels) that contain the targets, as shown in Figure 1d and Figure 1e. We do not know which pixel(s) exactly correspond(s) to the target, but we know the target is somewhere in the red rectangle region. That is to say, the accurate target location per pixel is not available, but the regions or sets of pixels that contain the targets can be easily obtained from the (imprecise) GPS coordinates. It would be useful, therefore, to develop a trained classifier fusion and regression method that can be trained on labels with such uncertainty in order to better perform target detection and many other tasks given remote sensing data.

The Multiple Instance Learning (MIL) framework was first proposed in [9] to address uncertainty and inaccuracy in labeled data in supervised learning applications. Since then, the MIL has been used in various remote sensing applications such as spatial-spectral classification [10], landmine detection [11][12], seabed segmentation [13][14], and target signature characterization [15][16]. However, the majority of these studies were only applied to single-sensor classification problems. On the other hand, previous supervised fusion methods [4][7] often require accurate pixel-wise training label and can not handle uncertain/imprecise labels. There has been relatively little work on applying MIL to the label uncertainty problem in decision-level fusion. This paper aims at addressing the problem uncertain/imprecise training labels for multisensor/multi-classifier fusion applications by formulating the fusion problem as an MIL problem.
We use the Choquet integral (CI) as the aggregation operator for our proposed fusion framework. The Choquet integral (CI) has a long history of being an effective aggregation operator for non-linear fusion \[17\,19\]. Compared with commonly used aggregation operators such as weighted arithmetic means \[20\], the Choquet integral is able to model the relationship amongst the combinations of fusion sources and can flexibly represent a wide variety of aggregation operators \[17\,21\]. The Sugeno integral \[22\] is also a flexible, non-linear aggregator. In this work, we focus on the use of the Choquet integral since, in some cases in the literature, it has shown better classification performance compared with the Sugeno integral \[6\,23\]. However, certainly future work will involve developing MIL Sugeno-based fusion approaches for comparison.

Standard CI fusion has been previously explored in remote sensing applications \[8\,24\,26\]. However, these methods require accurate per-pixel training labels, which are difficult or impossible to obtain in remote sensing applications, as discussed above. We previously proposed a noisy-or approach that can perform CI fusion with uncertain labels \[27\], but it only works specifically for two-class classification. It would be useful, therefore, to develop an CI fusion method that can handle uncertain labels for both classifier fusion and regression in remote sensing applications.

This paper proposes a Multiple Instance Choquet Integral (MICI) framework for both multi-sensor classifier fusion and regression that can learn from ambiguously and imprecisely labeled training data. The proposed MICI fusion methods follow the Multiple Instance Learning (MIL) framework and performs fusion using the Choquet integral given uncertain and imprecise training labels. Two novel MICI classifier fusion models, the min-max model and the generalized-mean model, are proposed. The classifier fusion models are useful for target detection given remote sensing data, among many other classification tasks. This paper also proposes a Multiple Instance Choquet Integral Regression (MICIR) model for regression problems where the desired prediction is real-valued. The proposed model can fuse multiple sources with real-valued label as well as handling the uncertainties in the training labels.

The paper is organized as follows. Section I introduces the problem of uncertain labels in remote sensing data and describes our motivation in using the MIL framework and the CI fusion, which are the basis of the proposed algorithms. Section II describes previous work in MIL and CI fusion, particularly in remote sensing applications. Section III introduces the proposed classifier fusion and regression models and Section IV describes the optimization approach. Section VII presents fusion results on real target detection and crop yield prediction applications given remote sensing data. Section VII provides a summary and conclusion of the work.

II. RELATED WORK

This section introduces related work in multiple instance classification, classifier fusion, and multiple instance regression. This section also describes in detail the previously proposed noisy-or classifier fusion model to be compared with the newly proposed algorithms.

A. Multiple Instance Classification

In the MIL framework, training labels are associated with sets of data points (“bags”) instead of each data point (“instance”). In the scenario of two-class classification, the standard MIL assumes that a bag is labeled positive if at least one instance in the bag is positive and a bag is labeled negative if all the instances in the bag are negative. Figure 2 shows an illustration of MIL bags.

![Fig. 2: Illustration of bags in multiple instance learning. Red color marks positive instances and blue color marks negative instances. The two bags on the top row are negative bags and the three bags on the bottom row are positive bags.](image-url)

The EM-DD and mi-SVM algorithms are two widely cited multiple instance learning techniques for classification \[16\,28\,30\]. The two algorithms are used later in this paper as comparison MIL approaches. The EM-DD algorithm \[31\] combines the Expectation-Maximization (EM) \[32\] with the Diverse Density (DD) objective function \[9\,21\,33\] to address MIL two-class classification problems. EM-DD views the relationship between all the instances in the bag and the label of the bag as a latent variable that can be estimated using the EM approach \[31\]. In the E-step, one instance is picked from each bag as the most influential instance for its bag-level label. In the M-step, the DD is maximized by a gradient ascent search. The process is iterated until a stopping criteria is met.

The mi-SVM algorithm was proposed by Andrews et al. \[34\] as an MIL extension to support vector machine (SVM) learning approaches. The mi-SVM algorithm can work with bag-level labels in MIL. For two-class classification problems, the mi-SVM objective function is defined as \[34\]:

\[
\min_{\{y_i\}} \min_{w, b, \xi} \frac{1}{2} ||w||^2 + C \sum \xi_i, \quad (1)
\]

such that

\[
\sum_{i \in I} \frac{y_i + 1}{2} \geq 1, \forall i : y_i (<w, x_i > + b) \geq 1 - \xi_i, \xi_i \geq 0 \quad (2)
\]

where $w$ is the weights, $b$ is the bias, $y_i$ is the instance-level label, $\xi_i$ are the slack variables (similar to that of a standard SVM). The label vector $y$ represents bag-leveled labels that satisfy the MIL assumption. The mi-SVM algorithm learns a linear discriminate function and maximizes the margin to separate the positive from the negative classes based on instance labels.
B. Multiple Instance Regression

Multiple instance regression (MIR) addresses multiple instance problems where the prediction values are real-valued. MIR has been used in the literature for applications such as predicting the ability of antigen peptides to bind to major histocompatibility complex class II (MHC-II) molecules [35], predicting aerosol optical depth from remote sensing data [36, 37], and predicting crop yield [38].

Ray and Page [40] first proposed an MIR algorithm based on the “primary-instance” assumption, which assumes there is one primary instance in a bag that is responsible for the real-valued bag-level label. Wagstaff et al. then investigated using MIR in predicting crop yield from real remote sensing data set [38, 39]. They proposed an MI-ClusterRegress algorithm (or in some references, Cluster-MIR algorithm) that maps instances onto (hidden) cluster labels [39]. However, the Cluster MIR algorithm works under the assumption that the instances from a bag are drawn (with noise) from a set of underlying clusters and one of the cluster must be “relevant” to the bag-level labels. The algorithm assumes that the bag data follows a mixture of Gaussian distributions [39]. More recently, Tzabekis and Frigui [41] proposed a Robust Fuzzy Clustering for MIR (RFC-MIR) algorithm that, similar to Cluster-MIR, clusters the training instances and learns multiple regression models for each cluster. Both Cluster-MIR and RFC-MIR pool all instances from all training bags in order to perform clustering.

C. Choquet Integral and Fuzzy Measures

The Choquet integral (CI) is an aggregation operator based on the fuzzy measures [42]. Depending on the values of each element in the fuzzy measure, the CI can represent a variety of relationships and combinations amongst the information sources. Therefore, a crucial aspect of using the CI for information/sensor fusion is learning the fuzzy measures for the CI [43, 44]. The algorithms proposed in this paper rely on the Choquet integral and fuzzy measures and this subsection provides the definition of the Choquet integral and fuzzy measures.

Consider the case that there are \( m \) sources, \( C = \{c_1, c_2, \ldots, c_m\} \), for fusion. The “sources” refer to the outputs from the set of \( m \) classifiers or regressors to be fused. The set \( C \) contains \( 2^m - 1 \) non-empty subsets. The power set of all (crisp) subsets of \( C \) is denoted \( 2^C \). A monotonic and normalized fuzzy measure, \( g \), is a real valued function that maps \( 2^C \rightarrow [0, 1] \). It satisfies the following properties [22, 45, 47]:

1. \( g(\emptyset) = 0 \)
2. \( g(C) = 1 \); normalized
3. \( g(A) \leq g(B) \) if \( A \subseteq B \) and \( A, B \subseteq C \); monotonic

In this paper, the monotonic normalized discrete Choquet integral is used as the aggregation operator for both classifier fusion and regression. Suppose we are fusing \( m \) classifier or regressor sources. Denote the classifier/regressor output of \( k^{th} \) classifier/regressor, \( c_k \), on \( n^{th} \) data point-instance, \( x_n \), as \( h(c_k; x_n) \). The discrete Choquet integral on instance \( x_n \), given \( C \) is then computed as [27, 42, 47]:

\[
C_g(x_n) = \sum_{k=1}^{m} [h(c_k; x_n) - h(c_{k+1}; x_n)] g(A_k),
\]

where \( C \) is sorted so that \( h(c_1; x_n) \geq h(c_2; x_n) \geq \cdots \geq h(c_m; x_n) \). Since there are only \( m \) sources, \( h(c_{m+1}; x_n) \) is defined to be zero. The fuzzy measure element value corresponding to the subset \( A_k = \{c_1, \ldots, c_k\} \) is \( g(A_k) \).

Previously, we proposed a Multiple Instance Choquet Integral classifier fusion method that also uses the Choquet integral and multiple instance learning framework with a noisy-or objective function [27]. Recall that in standard MIL, a bag is labeled negative if all the instances in the bag are negative and a bag is labeled positive if there is at least one positive instance in the bag. We modeled the MIL assumption using a noisy-or objective function [27, 33]:

\[
\ln p(X|\theta) = \sum_{a=1}^{B^-} \sum_{i=1}^{N_a^-} \ln \left(1 - \mathcal{N}_j \left( C_g(x_{ai}) | \mu, \sigma^2 \right) \right) + \sum_{b=1}^{B^+} \ln \left(1 - \prod_{j=1}^{N_b^+} \mathcal{N}_j \left( C_g(x_{bj}) | \mu, \sigma^2 \right) \right),
\]

where \( B^- \) is the total number of positive bags, \( B^- \) is the total number of negative bags, \( N_a^- \) is the total number of instances in positive bag \( a \), and \( N_b^- \) is the total number of instances in negative bag \( a \). Each data point-instance is either positive or negative, as indicated by the following notation: \( x_{ai} \) is the \( i^{th} \) instance in the \( a^{th} \) negative bag and \( x_{bj} \) is the \( j^{th} \) instance in the \( b^{th} \) positive bag. The \( \mu \) and \( \sigma^2 \) are the mean and variance of the Gaussian function, respectively. For two-class classifier fusion problems in this paper, the positive class (target) is marked label “1” and the negative class (non-target) is marked label “0”. The parameter \( \mu \) can be set, in this case, to 1, to encourage the Choquet integral values of positive instances to be 1 and the Choquet integral values of negative instances to be far from 1. Here, the model parameter vector \( \theta \) consists of the variance of the Gaussian \( \sigma^2 \) and the fuzzy measure \( g \) values used to compute the Choquet integral.

However, this previously proposed noisy-or model was subject to user-defined parameter setting such as the variance \( \sigma^2 \) [27]. The variance parameter controls how sharply the Choquet integral values are pushed to 0 and 1, and thus controls the weighting of the two terms separately. A larger variance parameter allows for more noise in the data by allowing points in negative bags to have higher CI values and positive points to have lower CI values. In this paper, we propose new algorithms that can eliminate the variance parameter yet still able to perform effective classifier fusion and handle uncertain labels.

Furthermore, the previously proposed noisy-or model is a slow algorithmic approach. The noisy-or model needs to compute the valid interval for each fuzzy measure element at each iteration during optimization and can be quite slow. In this paper, we propose a novel optimization technique that will improve the computation time significantly. In addition,
the previous noisy-or model only addresses two-class classification problems. In this paper, however, we shall address both two-class classification problems and real-valued regression problems given remote sensing data with uncertain training labels.

D. Contributions

The contributions of this paper are four-fold. First, all the newly proposed algorithms work under the multiple instance assumption and can learn from uncertain and imprecise training labels, which is a novelty in remote sensing data fusion. Second, this paper proposes two novel Multiple Instance Choquet Integral models for classifier fusion, which successfully eliminated the variance parameter of previously proposed noisy-or model. Third, this paper proposes a novel Multiple Instance Choquet Integral Regression algorithm, which extends for regression applications where the predictions are real-valued. Finally, in order to learn the fuzzy measure to be used with the Choquet integral, a new optimization scheme is proposed in this paper which allows significantly improved computation time as compared to our previous approaches for MIL fusion.

III. PROPOSED ALGORITHMS

This section describes the proposed two Multiple Instance Choquet Integral (MICI) classifier fusion models and a novel Multiple Instance Choquet Integral Regression (MICIR) algorithm for regression applications.

A. The Multiple Instance Choquet Integral Algorithms for Classifier Fusion

Two Multiple Instance Choquet Integral models, the min-max and generalized-mean models, are proposed for classifier fusion. The proposed models can perform multi-sensor classifier fusion while learning from uncertain and imprecise training labels. A monotonic normalized fuzzy measure is learned to be used with the Choquet integral to perform two-class classifier fusion given bag-level training labels. An optimization scheme based on an evolutionary algorithm is used to optimize the models proposed.

1) Min-Max Model: The min-max model uses “min” and “max” operators to follow the MIL assumption. The MIL framework assumes that for negative bags, all the instances in the bag are negative (label “0”). Thus, we write the objective function for the negative bags as:

$$J_M^- = \sum_{a=1}^{B^-} \max_{\forall x_{ai} \in \mathcal{B}_a^-} (C_g(x_{ai}) - 0)^2 ;$$

(5)

For positive bags, at least one instance in the bag should be positive (label “1”), so we write the objective function for the positive bags as:

$$J_M^+ = \sum_{b=1}^{B^+} \min_{\forall x_{bj} \in \mathcal{B}_b^+} (C_g(x_{bj}) - 1)^2 ,$$

(6)

where $B^+$ is the total number of positive bags, $B^-$ is the total number of negative bags, $x_{ai}$ is the $i^{th}$ instance in the $a^{th}$ negative bag and $x_{bj}$ is the $j^{th}$ instance in the $b^{th}$ positive bag, $C_g$ is the Choquet integral output given measure $g$ computed using Eq.3. $\mathcal{B}_a^-$ is the $a^{th}$ negative bag, and $\mathcal{B}_b^+$ is the $b^{th}$ positive bag.

Thus, the objective function for the MICI min-max model classifier fusion approach is written as follows:

$$J_M = J_M^- + J_M^+ .$$

(7)

By minimizing the objective function in (7), we encourage the Choquet integral of all the instances in the negative bag to zero (“$J_M^-$” term) and encourage the Choquet integral of at least one of the points in the positive bag to one (“$J_M^+$” term), which fits the MIL assumption. This objective function relies entirely on the training data and labels and does not require user-set variance parameters as needed previously in the noisy-or model.

2) Generalized Mean Model: The “min” and “max” operators proposed in the above min-max model strictly follow the MIL assumption where only one point is selected for each of the positive bags. Here, in this second model, a generalized mean model is proposed to allow more points to contribute to the class labels.

If $p$ is a non-zero real number, and $x_1, ..., x_n$ are positive real numbers, then the generalized mean with the exponent $p$ of $x_1, ..., x_n$ is defined as [48]:

$$M_p(x_1, x_2, ..., x_n) = \left( \frac{1}{n} \sum_{i=1}^{n} x_i^p \right)^{\frac{1}{p}} .$$

(8)

The generalized mean has the following two properties:

$$M_{-\infty}(x_1, x_2, ..., x_n) = \lim_{p \to -\infty} M_p(x_1, x_2, ..., x_n)$$

(9)

$$M_{\infty}(x_1, x_2, ..., x_n) = \lim_{p \to \infty} M_p(x_1, x_2, ..., x_n)$$

(10)

Therefore, by adjusting the $p$ value, the term can act as varying aggregating operators.

For negative bags, all the instances in the bag are negative (label “0”). This assumption can be expressed using the generalized mean model as:

$$J_G^- = \sum_{a=1}^{B^-} \left[ \frac{1}{N_a^-} \sum_{i=1}^{N_a^-} (C_g(x_{ai}^-) - 0)^{2p_1} \right]^{\frac{1}{p_1}} ,$$

(11)

Similarly, for positive bags, at least one instance in the bag should be positive (label “1”).

$$J_G^+ = \sum_{b=1}^{B^+} \left[ \frac{1}{N_b^+} \sum_{j=1}^{N_b^+} (C_g(x_{bj}^+) - 1)^{2p_2} \right]^{\frac{1}{p_2}} ,$$

(12)

where $B^+$ is the total number of positive bags, $B^-$ is the total number of negative bags, $N_a^-$ is the total number of instances in positive bag $b$, and $N_a^-$ is the total number of instances in negative bag $a$, $x_{ai}^-$ is the $i^{th}$ instance in the $a^{th}$ negative bag and $x_{bj}^+$ is the $j^{th}$ instance in the $b^{th}$ positive bag. $C_g$ is the Choquet integral given measure $g$. $\mathcal{B}_a^-$ is the $a^{th}$ negative bag.
bag, and $B^+_{d}$ is the $b^{th}$ positive bag. $p_1$ and $p_2$ are the two exponent parameters of the generalized mean functions.

Thus, the objective function for the proposed MICI generalized-mean classifier fusion is written as follows:

$$J_G = J_G^- + J_G^+. \quad (13)$$

By minimizing the objective function in (13), we encourage the Choquet integral of all the points in the negative bag to zero (“$J_G^-$" term) and encourage the Choquet integral of at least one of the points in the positive bag to one (“$J_G^+$" term). The $p$ term allows more points to contribute to the class labels. When $p_1 \to \infty$ and $p_2 \to -\infty$, according to properties [9] and [10], the generalized mean terms becomes equivalent to the min and max operators, making the generalized mean model equivalent to the min-max model. By adjusting the $p$ value, the generalized mean term can act as varying other aggregating operators, such as arithmetic mean ($p = 1$) or quadratic mean ($p = 2$). For another interpretation, when $p \geq 1$, the generalized mean can be rewritten as the $l_p$ norm [39].

### B. The Multiple Instance Choquet Integral Regression Algorithm

A new Multiple Instance Choquet Integral Regression (MICIR) model is proposed to solve regression problems where the desired prediction values are real-valued. The proposed MICIR algorithm adopts the “primary-instance” assumption that there is one primary instance responsible for the label for each bag [40]. The MICIR algorithm fuses multiple sources with real-valued label as well as taking into account the uncertainties in the label.

In parallel with the proposed classifier fusion algorithm, given a set of training data and (real-valued) bag-level training labels, the proposed MICIR learns a fuzzy measure to be used with the Choquet integral and the CI value is used to perform regression on the testing data. The following objective function is proposed to optimize the fitness for regression given a measure $g$:

$$\min \sum_{b=1}^{N_b} \min_{X_b \subseteq X_0} \left( C_g(x_{bi}) - d_b \right)^2, \quad (14)$$

where $N_b$ is the total number of training bags, $d_b$ is the desired training bag-level label for bag $b$, $X_b$ is the set of all the instances in bag $b$, $C_g(x_{bi})$ is the Choquet integral output for the $i^{th}$ instance in bag $b$ given measure $g$. The Choquet integral output is computed based on Equation (5). The objective function encourages the Choquet integral value of one instance in the bag to the desired real-valued label $d_b$.

The proposed MICIR algorithm is applicable to classification problems as well as regression problems with uncertain labels. For regression problems, the desired label $d_b$ is real-valued. The objective function selects the CI value of one instance in the bag to match the desired real-valued label $d_b$. For two-class classification problems, we set the desired training bag label $d_b = 1$ for positive bags and $d_b = 0$ for negative bags. In this case, the training data bags need to be re-constructed. The MIL assumes that a bag is labeled negative if all of the instances in the bag is negative. Therefore, each negative instance needs to form its own negative bag. The positive bag can stay the same, as the MIL assumes that bags are labeled positive if at least one instance in the bag is positive. In this case, The objective function encourages all the negative points to label “0” and encourages one of the instances in the positive bags to be “+1”.

### IV. OPTIMIZATION

The proposed MICIR min-max and generalized-mean models and the proposed MICIR algorithm learn a fuzzy measure to be used within a Choquet integral for two-class classifier fusion and regression. The computed Choquet integral with the learned measure is used as the estimated class labels. The goal is to learn the unknown measure from training data and known bag-level training labels and match the computed CI value as closely as possible to the desired labels. To learn the measure, a new optimization scheme based on the evolutionary algorithm is used to optimize the models proposed.

In previous studies, the valid interval was used to sample measure element values [27]. The term “valid interval” was defined how large the element value can change without sacrificing monotonicity. The valid interval width for each measure element is set as the difference between the lower and upper bound for each measure element. The lower and upper bounds of a measure element are computed as the largest value of its subsets and the smallest value of its supersets, respectively. Essentially, the valid interval represents how much “wiggle room” each measure element has. The previous optimization scheme evaluates the valid intervals of each measure element and samples new element values according to the valid intervals. This method was proven effective in [27], yet it requires a long computation time as the valid interval changes for each measure element after each iteration, and the algorithm needs to evaluate all valid intervals again for the next sample.

In this section, a new optimization scheme based on the usage of measure element is proposed. First, for all the instances in the training bags, it is easy to obtain which measure element is used for which instance by sorting values from all sources (according to the definition of Choquet integral). Then, a new measure element is sampled according to a multinomial distribution that is based on the counts of how many times a measure element was used in all the training instances.

Pseudocode for the proposed optimization scheme for both training and testing stages for the proposed models can be seen in Algorithm 1. In the pseudocode, $F_p^{\ast}$ is the fitness values for all measures in the initial population, $I$ is the maximum number of iterations, $P$ is the measure population size, $G$ refers to all measures in the current measure population, $G \{ p \}$ is the $p^{th}$ measure in measure population $G$, $\eta$ is the rate of small-scale mutation, $F_p$ is the fitness values for all measures in Iteration $t$, $F_T$ is the difference of best fitness values between the current and last iteration, and $F_T$ is the threshold of the difference of best fitness value. If $F_T \leq 3F_T$, the stopping criteria is met and the optimization process stops. The value $F_T^{\ast}$ is the best (minimum) current fitness value, and $g^{\ast}$ is the best current measure with the highest fitness value.
Algorithm 1 Proposed Optimization Scheme

**TRAINING**

**Require:** Training Data, Training Labels, Parameters
1. Initialize a population of measures. Set \( t = 0 \).
2. \( F^* = \max(F_p^t) \), \( g^* = \arg \max_{g} F_p^t \).
3. Evaluate counts of usage of each measure element from training data.
4. while \( t < I \) do
5. \( \text{for } p = 1 \rightarrow P \text{ do} \)
6. \( \text{if } z < \eta \text{ then} \)
7. \( \text{Sample } \mathcal{G}(p) \text{ by small-scale mutation.} \)
8. \( \text{else} \)
9. \( \text{Sample } \mathcal{G}(p) \text{ by large-scale mutation.} \)
10. \( \text{end if} \)
11. \( \text{end for} \)
12. \( \text{end while} \)
13. Evaluate fitness of sampled measures using (7) or (13) or (14), depending on classification or regression problems.
14. Select measures.
15. Compute \( F_T = |\max(F_p^t) - F^*| \).
16. if \( \max(F_p^t) > F^* \text{ then} \)
17. \( F^* = \max(F_p^t) \), \( g^* = \arg \max_{g} F_p^t \).
18. \( \text{end if} \)
19. if \( F_T \leq F_T \text{ then break; } \)
20. \( \text{end if} \)
21. \( t \leftarrow t + 1. \)
22. \( \text{return } g^* \)

**TESTING**

**Require:** Testing Data, \( g^* \)
23. TestLabels \( \leftarrow \) Choquet integral output computed based on Equation (3) using the learned \( g^* \) above.
24. \( \text{return } \text{TestLabels} \)

A. Measure Initialization

In the algorithm, a population \((size P)\) of the Choquet integral measures is generated and each measure in the population is initialized randomly to a set of values between \([0, 1]\) that satisfies monotonicity.

Two types of initialization approaches, “top-down” and “bottom-up” approaches, were implemented. In the “top-down” initialization, the values of the measure elements were sampled from the top of the lattice towards the bottom. Suppose we have four sources to fuse \((m = 4)\), for example, the \((m - 1)\)-tuple measure elements \((g_{123}, g_{124}, g_{134}, \text{ and } g_{234})\) were first sampled randomly between 0 and 1. Then, the \((m - 2)\)-tuple measure elements \((g_{12}, g_{13}, g_{14}, g_{23}, g_{24}, \text{ and } g_{34})\) were sampled between 0 and its corresponding superset. For example, \(g_{12}\) measure element value is sampled randomly between 0 and \(\min(g_{123}, g_{124})\), due to the monotonicity property of fuzzy measures. The process goes on until the singletons \((g_1, g_2, g_3, g_4)\) were each sampled between 0 and their corresponding superset values.

Similarly, the “bottom-up” approaches samples measure element values from the bottom of the lattice up. First the singletons were sampled between 0 and 1 randomly. Then, the duples were sampled between its corresponding subsets and 1. For example, in the four-source case, the initial value of \(g_{12}\) was sampled randomly between \(\max(g_1, g_2)\) and 1. The process goes on until the \((m - 1)\)-tuple measure elements were sampled, thus initializing all the element values in the entire measure. Note that the measure element corresponding to the full set is always equal to 1 (e.g. \(g_{1234} = 1\) for four sources), according to the normalization property of the fuzzy measure.

In our experiments, the two initialization approaches yield different sets of measure element values but seem to have little impact on the final measure learned. In the following experiments, the measure is initialized by randomly flipping a coin and pick either “top-down” or “bottom-up” initialization approach.

B. Evaluation of Counts of Usage of Measure Elements

The counts of usage of measure elements can be obtained directly from training data by sorting values from source values in training. For example, three sensors yield 0.8, 0.2, 0.1 values, respectively, for a data point. To fuse these results using the CI, according to the definition of Choquet integral, \(g_1, g_2, \text{ and } g_{123}\) will be used. This process is repeated for all training data points and the count of how many times each measure element will be used in the CI is recorded. The count value will be recorded as a vector \(v = \{v_1, v_2, ... v_{2m-1}\}\) for \(m\) fusion sources. The count value vector has the same length as the fuzzy measure vector.

C. Mutation

In the optimization, mutations of two different scales were designed in search of the optimal solution. The measure element usage count obtained above are used in determining which measure element to sample during both types of mutations.

In the small-scale mutation, only one measure element is sampled. The element to be sampled is chosen by randomly sampling from a multinomial distribution based on the counts of how many times a measure element was used in all the training instances. The probability of sampling a particular measure element \(g_i\) is set to

\[
P(g_i) = \frac{v_i}{\sum_{o=1}^{2m-1} v_o},
\]

where \(v_i\) is the number of times measure element \(g_i\) is used in training data. The measure element that was used most frequently by the training data to compute the Choquet integral will have the largest probability to be updated. In the large-scale mutation, all the measure elements are sorted in descending order based on the number of times it was used by the training data and all measure elements are updated according to the sort order. The new measure values are sampled from a truncated Gaussian (TG) distribution. The details of truncated Gaussian sampling method can be seen in [50].

The rate of the small-scale mutation \(\eta \in [0, 1]\) is defined by users. The rate of large-scale mutation is \(1 - \eta\).
D. Selection

The measures retained for the next generation are selected based on their fitness function values computed using Equation (7) or (13) or (14), depending on using the min-max model, generalized-mean model, or the MICIR algorithm for classifier fusion or regression. In each iteration, all measures in the population are sampled, yielding a child measure population of size $P$. The measure population before sampling is regarded as the parent measure population (size $P$). Both the parent and child measure populations are pooled together (size $2P$) and their fitness values are computed using Equation (7), (13), or (14). Then, $P/2$ measures with the top 25% fitness values are kept and carried over to the next iteration (elitism), and the remaining $P/2$ measures to be carried over are sampled according to a multinomial distribution based on their fitness values from the remaining 75% of the parent and child population pool, following a similar approach to Equation (15). Among the new measure population, the measure with the highest fitness value is kept as the current best measure $g^*$. The process continues until a stopping criterion is reached, such as when the maximum number of iterations is reached or the change in the objective function value from one iteration to the next is smaller than a fixed threshold.

At the end of training process, the best measure $g^*$ with the best fitness value so far is returned as the learned measure and used for testing. Note that we are minimizing the objective function, so the minimum fitness value is regarded as the best fitness value.

V. Experimental Results

This section describes experiments and presents results of the proposed algorithms on synthetic as well as real remote sensing data. Synthetic data sets were generated to evaluate the effect of parameters in both classification and regression. In addition, the MUUFL Gulfport HSI data set and the HARVIST crop yield data set was used for real target detection and crop yield prediction applications.

A. Synthetic Classification Data Set

A synthetic 5-Source classification data set was constructed to investigate the effect of “contamination” in the training bags. “Contamination” is defined as there are positive points mixed in the negative bags. The data set was constructed with 100 bags and 10 data points per bag. Half of the bags are positive (with label “1”) and half are negative (with label “0”). In the following experiments, $P = 30$, $\sigma^2 = 0.1$, $I = 5000$, $F_T = 0.0001$, $\eta = 0.8$, $\mu = 1$, $p_1 = 10$, and $p_2 = -10$.

Assume half of the training bags are positive and contain 100% positive points. Then, a varying percentage of positive points were added to the negative bags so that the negative bags were “contaminated” in various degrees. Relative error [39] is used to evaluate the performance for the MICI classification models:

$$\text{Error}_{reg}(y, \hat{y}) = |y - \hat{y}|,$$

where $y$ is the true label (“1” or “0”) and $\hat{y}$ is the estimated label for each data point.

The relative error results (across all data points) with MICI noisy-or model, min-max model, and generalized-mean model were presented in Table I. As can be seen, in all three models, the relative error generally increases as the percentage of contamination increases, which is as expected. When the percentage of contamination goes towards 100%, the error is nearly 1 (100% wrong) as well, which makes sense as the negative bags are now filled with positive points and it is not possible to distinguish positive and negative points. Note that the proposed min-max model optimizes only one instance in each bag based on the standard MIL assumption. In the min-max model, depending on the random generalization of this synthetic data set, the remaining instances (other than the max and min instance) in the bags can have varying CI values and will impact the overall relative error.

| Con. (%) | noisy-or | min-max | generalized-mean |
|----------|----------|---------|------------------|
| 0%       | 0.371(0.026) | 0.288(0.025) | 0.247(0.037) |
| 10%      | 0.492(0.008) | 0.314(0.003) | 0.317(0.002) |
| 20%      | 0.534(0.007) | 0.336(0.011) | 0.351(0.006) |
| 30%      | 0.588(0.007) | 0.370(0.017) | 0.395(0.005) |
| 40%      | 0.630(0.012) | 0.455(0.005) | 0.660(0.002) |
| 50%      | 0.668(0.004) | 0.586(0.005) | 0.694(0.007) |
| 60%      | 0.697(0.014) | 0.533(0.171) | 0.709(0.020) |
| 70%      | 0.751(0.012) | 0.577(0.191) | 0.744(0.022) |
| 80%      | 0.787(0.019) | 0.659(0.304) | 0.783(0.022) |
| 90%      | 0.812(0.012) | 0.579(0.255) | 0.821(0.017) |
| 100%     | 0.868(0.014) | 0.345(0.366) | 0.882(0.011) |

B. Synthetic Regression Data Set

A synthetic 5-source regression data set were constructed to investigate the performance of the proposed MICIR regression algorithm. In this experiment, the percentage of primary instances in the training bags and signal-to-noise ratio (SNR) changes, and the performance of the proposed MICIR algorithm is observed. All data sets used in this section have 1000 data points. Each data point has 5 dimensions. The data points were grouped into 10 bags, each bag with 100 data points. The data points in this regression data set have real-valued labels between $[0, 1]$. Relative error [39] is used to evaluate the performance for the MICIR algorithm:

$$\text{Error}_{reg}(y, \hat{y}) = \begin{cases} \frac{|y - \hat{y}|}{y}, & \text{if } y \in (0, 1] \\ \frac{|y - \hat{y}|}{|y - \hat{y}|}, & \text{if } y = 0 \end{cases}$$

where $y$ is the true label and $\hat{y}$ is the estimated label for each data point.

The proposed MICIR algorithm operates under the assumption that only one primary instance is associated with the label of each bag [40]. First, we vary the percentage of primary instances in the bags to observe the relationship between the percentage of primary instances and the performance of proposed MICIR algorithm. The percentage of primary instances in the bag takes the value of 0% to 100% with an increment of 10%. For each bag, the “primary instances” have label values...
that are exactly the same as the bag-level training label. The non-primary instances have randomly generated label values (different from the bag-level labels) that are generated from a completely random measure. Table I shows the relationship between the percentage of primary instances in the bag and the mean relative error over all the data points across five runs. As can be seen from the table, when the percentage of primary instances in the bag increases, the relative error decreases.

Second, the performance of MICIR is observed with varying levels of signal-to-noise ratio (SNR). In this experiment, 100% of the points in the bag are primary instances and varying amount of noise is add to the entire data set, creating SNR value from 50dB to 0dB with an increment of -5dB. Table I shows the relationship between the SNR values in the bag and the mean relative error over all the data points across five runs. As can be seen from the table, the relative error decreases when the SNR value increases, as expected.

C. MUUFL Gulfport Target Detection Experiments

The proposed MICI min-max model and generalized-mean model were tested on a real target detection application using the MUUFL Gulfport hyperspectral data set. The MUUFL Gulfport hyperspectral data set \cite{8} was collected over the University of Southern Mississippi Gulf Park Campus. The data set used in this experiment consists of three hyperspectral data cubes collected on three separate flights at an altitude of 3500’ over the campus area. The HSI data cubes have a ground sample distance of 1m\textsuperscript{2}. The image from campus 1 is 325 × 337 pixels in size. The image from campus 3 is 329 × 345 pixels in size. The image from campus 4 is 333 × 345 pixels in size. All HSI data cubes contain 72 bands corresponding to wavelengths 367.7nm to 1043.4nm and were collected using the CASI hyperspectral camera \cite{8,15}. In this experiment, the first four and last four noisy bands were removed.

A total of sixty cloth panel targets were placed in the scene. The targets were cloth panels of five different colors: fifteen brown, fifteen dark green, twelve faux vineyard green (FVG), fifteen pea green, and three vineyard green (vineyard green targets are not considered in this experiment as the target signature was not available and target number too small). The goal is to find all (brown, dark green, FVG, and pea green) targets in the scene. These targets varied from sub-pixel targets (at 0.25m\textsuperscript{2} corresponding to a quarter of a pixel in area) up to super-pixel targets (at 9m\textsuperscript{2}) with varying levels of occlusion. For each target, a GPS ground truth location was collected using a Trimble Juno SB hand-held device. Figure 2 shows the RGB images of the two flights over the campus and the GPS target locations. In this experiment, the GPS device has accuracy up to 5m. Therefore, the groundtruth locations for each target are only accurate within a 5 × 5 pixel halo. The MIL approach fits the problem well and the proposed MICI min-max and generalized-mean models were used to perform target detection given the inaccuracy in the groundtruth labels. \footnote{The data set is available at https://github.com/GatorSense. The three flights used in this experiment corresponds to “muufl_gulfport_campus_w_lidar_1.mat”, “muufl_gulfport_campus_3.mat”, and “muufl_gulfport_campus_4.mat”.

The target spectra used in this experiment come from “tgt_img_spectra.mat” in the data set. The four target types are: brown, dark green, FVG and pea green.}

The adaptive coherence estimator (ACE) detector \cite{51,53} was applied to the imagery using spectral signatures of four of the target types (as spectral signatures for these targets were available from previous studies\cite{5}). The background mean and background covariance for the ACE detector was estimated using the global mean and covariance of all the pixels in each image. The ACE results used in this experiment were normalized between [0,1].

Cross validation is performed on this data set, i.e., training on campus 1 and testing on campus 3 and campus 4, and so on. First, the mean and covariance of the training imagery, $\mu_{tr}$ and $\text{cov}_{tr}$, were computed. Then, the ACE detection map for the training imagery, $ACE_{tr}$, was obtained using $\mu_{tr}$ and $\text{cov}_{tr}$. Each pixel in the detection map has four dimensions, each dimension corresponds to ACE confidence values for four target types. Each of the ACE results highlights different locations corresponding to different targets. The four ACE confidence maps are the sources to be fused by the proposed MICI models.

To construct training bags, a 5 × 5 window was put around each groundtruth target location of the training imagery. Each window forms a positive bag and all the pixels in the windows are instances in the positive bag. The size of the positive bag corresponds to the accuracy of the GPS device used to collect the groundtruth points. One negative bag was constructed by randomly picking 1600 background pixels that do not belong to any of the windows. The positive bags were labeled “1” and the negative bag was labeled “0”. The proposed models were applied to the training data and a fuzzy measure $g^*$ is learned.

In testing, the ACE detection results for the test imagery, $ACE_{te}$, were computed using training mean and covariance...
TABLE II: Relative error versus percentage of primary instances for synthetic regression data set for MICI Regression model across five runs. The standard deviation is noted in parentheses.

| Percentage of primary instances | 0% | 10% | 20% | 30% | 40% | 50% |
|--------------------------------|----|-----|-----|-----|-----|-----|
| Relative Error                | 0.730(0.001) | 0.488(0.001) | 0.492(0.000) | 0.451(0.001) | 0.365(0.000) | 0.301(0.001) |
| Relative Error                | 0.345(0.000) | 0.274(0.001) | 0.104(0.001) | 0.059(0.002) | 0.002(0.002) |

TABLE III: Relative error versus SNR for synthetic regression data set MICI Regression model across five runs. The standard deviation is noted in parentheses.

| SNR value | 0dB | 5dB | 10dB | 15dB | 20dB | 25dB |
|-----------|-----|-----|-----|-----|-----|-----|
| Relative Error | 0.691(0.027) | 0.443(0.029) | 0.266(0.013) | 0.173(0.025) | 0.101(0.013) | 0.061(0.012) |
| Relative Error | 0.044(0.003) | 0.021(0.003) | 0.014(0.002) | 0.008(0.002) | 0.005(0.001) |

μtr and covtr. Then, the Choquet integral given the learned measure g∗ and ACEtr was computed as the test fusion result.

The proposed MICI min-max and MICI generalized-mean models were first compared with the four ACE results using the four individual target signatures (Brown, Dark Green, FVG, and Pea Green). The fusion results were then compared with a standard Support Vector Machine (SVM) on the four ACE maps, and taking the max, min, or mean over the four ACE results. The proposed models were also compared with CI-QP [54], mi-SVM [34], EM-DD [31], and the previously proposed MICI noisy-or methods. The CI-QP approach learns a fuzzy measure for Choquet integral by optimizing a least squares error objective using Quadratic Programming. The CI-QP approach assumes an accurate label for every training data point and, thus, does not inherently support MIL-type learning. In our application of CI-QP to this problem, we gave all points in a positive bag the label of “1” and all points in the negative bag as a label of “0.” The mi-SVM and EM-DD are both widely used multiple instance learning approaches as discussed in the literature review.

The receiver operating characteristic (ROC) curve is used to evaluate the target detection results. The ROC curve plots the positive detection rate (PD, Y-axis) against the false alarm rate (FAR, X-axis). The performance of the algorithms was evaluated by computing the area under curve (AUC) results with FAR up to $1 \times 10^{-3}/m^2$ (corresponding to a reasonable scale of 1 false alarm in 1000m²).

Table IV shows the AUC results at FAR up to $1 \times 10^{-3}/m^2$ for all fusion methods with un-normalized hyperspectral data. In the AUC table, the “best” performance was determined by comparing the mean value of the AUC results, and in the case where the mean is the same between methods, the best result with smaller standard deviation is preferred. The best two results were bolded and underlined, respectively. It can be seen from Table IV that the proposed MICI min-max and MICI generalized-mean models have mostly bolded and/or underlined (best and second best) results.

Figure 4 shows the ROC curve plot after one run using unnormalized campuses 1 and 4 as training data and test on campus 3 data. Figure 4 provides a visual ROC curve example to complement the AUC table results. The remaining cross validation experiments yield similar ROC curve results. The X-axis of the ROC curves represents the False Alarm Rate (FAR) between [0, 0.001] and the Y-axis represents Positive Detection (PD).

As can be seen from Table IV and Figure 4, detection results of individual sources are relatively poor, which is understandable as the target types and signature vary greatly and it is preferable to fuse detector outputs for all target types rather than use individual target detector. The CI-QP method (which uses CI fusion but does not work with uncertain labels) and the mi-SVM method (which works under MIL but does not use CI for fusion) are both outperformed by the proposed MICI methods in general (which uses both MIL and CI techniques). Both proposed MICI models, the min-max and generalized-mean models, yield satisfactory results on target detection. The generalized-mean model has slightly higher overall AUC and higher detection rate compared with the min-max model in the lower FAR range. This is due to the fact that the min-max model only considers the minimum and maximum instance in the bag, while the generalized-mean model has a more relaxed constraint. In the case where there are more than one target pixels in a positive bag (which can be the case in the MUUFL Gulfport data set), the min-max
model will likely only encourages one instance to be positive, while the generalized-mean model can assess more instances.

D. Crop Yield Data Set Experiments

This section presents results on fusion with real-valued prediction values (regression) using the proposed Multiple Instance Choquet Integral Regression (MICIR) algorithm. Experiments were conducted on a real crop yield prediction application on a MODIS remote sensing data set provided from the HARVIST (Heterogeneous Agricultural Research Via Interactive, Scalable Technology) project [37–39].

The crop yield data set contains MODIS data observations of corn and wheat yield in the states of California and Kansas over 5 years (2001-2005). There are 100 randomly selected pixels included for each county. The surface reflectance values were reported for each pixel containing 92 values: observations in red for 46 timepoints (every 8 days across the year) and observations in infrared (IR) for 46 timepoints (every 8 days across the year). The zeros and “32767” reflectance values were indicated as “bad values” in the original data set and are removed for this experiment. Only the counties that reported both corn and wheat yield values are considered and Table V shows the number of counties that are considered in the states of California and Kansas across the years.

This data set suits the multiple-instance framework well as each county can be naturally regarded as a bag with multiple data collections (instances). In this experiment, the corn and wheat yield values for each county are regarded as the real-valued regression labels. As the Choquet integral works with values between zero and one, the corn and wheat yield values were normalized between zero and one by Equation 19:

$$y_n = \frac{Y - y_{min}}{y_{max} - y_{min}},$$

where $y_n$ is the normalized corn or wheat yield value that will be used as the regression training labels. $y_{min}$ and $y_{max}$ are the min and max yield value in training, respectively.

Linear regression, Relevant Vector Machine (RVM) regression [55, 56], and Support Vector Regression (SVR) [57] were applied to the data. These three regressors operate on all instances and each give a set of instance-based labels (these are essentially Instance-MIR methods with different regressors). We used Gaussian kernel for both RVM and SVR methods. Then, the MICI Regression model is applied to fuse these three regressors and compared to use another layer of RVM and/or SVR (whichever one gives better performance) or simply taking the max, min, or mean of the regression sources as a fusion method. The results are also compared with existing multiple instance regression methods such as the Aggregate MIR, Cluster MIR, and Robust Fuzzy Clustering MIR (RFC-MIR).

The test error was computed by computing the root mean squared error (RMSE) between the predicted county-level (bag-level) yield values for the test year and the (known) actual county-level yield values for the test year, as follows:

$$RMSE = \sqrt{\frac{\sum_{b=1}^{B} (\hat{y}_b - y_b)^2}{B}},$$

where $B$ is the number of (test) bags, $\hat{y}_b$ is the predicted county-level yield values, and $y_b$ is the (known) actual county-level yield values for the test year.

Table V presents the RMSE prediction error results for corn and wheat yield for the states of California (CA) and Kansas (KS), using crop yield training data from years 2001-2004 and testing on year 2005. From the table, we can first of all see that all methods are able to predict the yields comparable to results from previous literature such as [37]. The proposed MICI Regression method produces the lowest or the second lowest error across both states and both crop types. Naturally, the performance of MICI will depend on the performance of input sources (in this case, three instance MIR approaches linear regression, RVM and SVR). The performance of MICI Regression, from Table V has surpassed each of its sources as well as other fusion such as taking the max and min. RVM performs well especially for corn, but RVM requires the computation of the kernel matrix, which can be hard when the input data set has higher dimensions. RVM is also highly dependent on the choice of kernel and the parameters such as the kernel width.
TABLE V: RMSE error for CA and KS corn and wheat yield. The two results with the lowest errors were bolded and underlined, respectively. The unit is bushels per acre. The standard deviation across three runs is noted in parentheses.

| Notes                        | Regression Methods     | Wheat CA | Corn CA | Wheat KS | Corn KS |
|------------------------------|------------------------|----------|---------|----------|---------|
| Produces instance-level      | Linear Regress         | 8.32(0.00) | 3.17(0.00) | 2.08(0.00) | 16.28(0.00) |
| labels. Fusion sources.      | RVM                    | 3.20(0.00) | **0.22(0.00)** | 2.15(0.21) | **13.48(0.75)** |
|                              | SVR                    | 8.60(0.14) | 9.38(0.01) | 3.35(0.37) | 20.15(1.39) |
| Proposed regression method.  | MCI Regression Fusion  | 1.57(0.27) | 1.99(0.00) | **1.98(0.00)** | 15.02(0.00) |

TABLE VI: Number of counties (bags) with both corn and wheat yield in the crop yield data set [39].

| Year | 2001 | 2002 | 2003 | 2004 | 2005 |
|------|------|------|------|------|------|
| CA   | 17   | 16   | 18   | 15   | 13   |
| KS   | 100  | 102  | 100  | 102  | 98   |

VI. Discussion on Running Time

Experiments were conducted to compare the computing time of the newly proposed optimization scheme based on the usage of measure elements in the training data and the previously proposed optimization schemes based on valud intervals. The experiment used here is the MUUFL Gulfport target detection experiment same as described in Section V-C. The measures were initialized randomly and then updated using the two different sampling techniques in optimization. Experiments were conducted in MATLAB using a desktop PC with Intel Xeon CPU 2.40 GHz processor and 16 GB RAM. The code was trivially parallelized and the running times are provided for relative comparisons only.

Table VII lists the running times and the number of iterations until convergence for five runs of the two different optimization. The algorithm was considered reaching convergence if the change of fitness is below $10^{-4}$. The “ME” in the table refers to the newly proposed sampling method that samples new measure element according to the counts of measure element used. The “VI” refers to the previously proposed method that samples new measure element by sorting the valid intervals of the measure elements [27]. It can be observed from Table VII that the “sampling according to measure element” approach is in general faster in running time and converges in less iterations than the “sort-by-valid-interval” approach, mainly because the valid interval approach has to go through and evaluate the valid interval for all measure elements in each iteration, while the newly proposed “measure element” approach simply counts for the times a measure element was used in training once before the optimization starts. Besides, the fitness of the training data depends on the measure elements used, and the measure element that was most frequently used in training is updated most frequently in the “measure element” approach, which encourages the optimization to converge faster. The ROC curve performance are visibly very similar.

TABLE VII: Running time (in seconds) and number of iterations until convergence for optimization schemes comparison. The standard deviation across five runs is noted in parentheses.

| Year | 2001 | 2002 | 2003 | 2004 | 2005 |
|------|------|------|------|------|------|
| CA   | 17   | 16   | 18   | 15   | 13   |
| KS   | 100  | 102  | 100  | 102  | 98   |

VII. Conclusion

This paper proposed two novel Multiple Instance Choquet Integral models for classifier fusion and a novel Multiple Instance Choquet Integral Regression algorithm for remote sensing applications with uncertain and imprecise training labels. The newly proposed models successfully eliminated the variance parameter of previously proposed noisy-or fusion model, and extends for regression applications where the predictions are real-valued. In addition, the newly proposed optimization scheme was able to significantly improve computation time. Experimental results show competitive performance of the proposed algorithms in target detection and crop yield prediction applications given real remote sensing data.

The current optimization scheme is based on evolutionary algorithm, which is effective but can be quite slow when the input image size increases. Alternative optimization schemes can be explored in future work, such as sampling measure elements more strategically using fitness values or develop a fast approximation approach using a message passing algorithm. The current regression model follows the standard “primary instance” assumption [40], which assumes that there is one primary instance in each bag that contributes to the regression label. However, this assumption may not necessarily be true in all data sets and it would be interesting to further relax the primary instance assumption. Currently, the normalized monotonic fuzzy measure is used in the proposed algorithms, yet it would be interesting to explore the binary fuzzy measure and/or bi-capacity Choquet integrals [53] as well as alternative integral approaches such as the Sugeno integral. Alternative features and remote sensing data sets as fusion sources can also be investigated.
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