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Abstract: The medical history of a patient is an essential piece of information in healthcare agencies, which keep records of patients. Due to the fact that each person may have different medical complications, healthcare data remain sparse, high-dimensional and possibly inconsistent. The knowledge discovery from such data is not easily manageable for patient behaviors. It becomes a challenge for both physicians and healthcare agencies to discover knowledge from many healthcare electronic records. Data mining, as evidenced from the existing published literature, has proven its effectiveness in transforming large data collections into meaningful information and knowledge. This paper proposes an overview of the data mining techniques used for knowledge discovery in medical records. Furthermore, based on real healthcare data, this paper also demonstrates a case study of discovering knowledge with the help of three data mining techniques: (1) association analysis; (2) sequential pattern mining; (3) clustering. Particularly, association analysis is used to extract frequent correlations among examinations done by patients with a specific disease, sequential pattern mining allows extracting frequent patterns of medical events and clustering is used to find groups of similar patients. The discovered knowledge may enrich healthcare guidelines, improve their processes and detect anomalous patients’ behavior with respect to the medical guidelines.
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1. Introduction

A healthcare system is comprised of institutions, people and resources and aims to deliver health services to meet the health demands of the population. It is, in reality, a complex fusion of human-centered activities, which increasingly depend upon Information Technology (IT) and knowledge [1]. The digital age has rapidly increased the amount of data storing the medical history of patients, making healthcare systems overwhelmed with data [1–3]. However, the advancement in technology and a few software applications/tools have helped to manage, evaluate and analyze the collected healthcare data [4]. The analysis of such big data, which are often high-dimensional and sparse, is critical and physicians often do not have adequate tools for extracting useful information [5].

Data mining helps in finding hidden relationships and global patterns, which exist in large databases [6]. Among the different data mining techniques, association analysis is used to extract correlations among data in medical records, such as to discover the co-occurrence of treatments or drugs taken by patients [7,8], to detect the diseases affecting patients depending on the value of specific attributes [9] or to predict disease risk levels [10].

Another frequent problem is to extract sequences of medical diagnostic events or examinations done by patients. A diagnostic examination is a medical test, which has been
done by the patient for a certain pathology that is normally carried out by the medical team in accordance with the advice of a medical expert. The patterns of such biochemical variables or treatments undergone by patients with specific diseases [11,12] are used to see if the extracted sequences are coherent with the guidelines or represent anomalies to be further investigated. These issues are addressed by the sequential pattern mining algorithms. A third problem is to discover a group of similar entities (e.g., patients) based on certain similarity measures, such as finding patients with similar gait patterns [13], similar disease sub-type [14] or similar examination frequencies [15]. The data mining technique used to address this problem is clustering.

The aim of this paper is twofold: (1) provide a summary of recent studies which apply data mining techniques to healthcare data; (2) demonstrate a case study of knowledge discovery from healthcare data. This study applied three data mining techniques for discovering knowledge from real healthcare electronic records: (i) association analysis; (ii) sequential pattern mining; (iii) clustering. The extracted knowledge represents the medical pathways of diabetic patients. Therefore, the main contribution of the study is the demonstration of the reverse process of determining medical pathways through medical examinations of patients. Tracing the actual medical pathways followed by patients helps in evaluating healthcare services. Besides, actual medical pathways may help in getting an in-depth understanding of coherent, non-coherent and complicated cases of patients. In particular, the extracted pathways fall into three categories: (1) correct pathways; (2) new or alternative pathways; (3) erroneous pathways. The extracted actual pathways of the patient are termed as correct pathways when these are coherent with medical guidelines. New or alternative pathways are the ones which are commonly followed by patients and may not be available in the guidelines due to rare or specific diseases. The erroneous pathways are non-coherent with medical guidelines. The possible reason behind such pathways could be incorrect data entry and/or the patient may not have followed proper treatment.

The rest of the paper is organized as follows. Section 2 provides the related work which applied data mining techniques to extract medical knowledge from data. Section 3 recalls the basic concepts of data mining techniques. Section 4 is devoted to the demonstration of knowledge discovery and analysis of a real diabetic dataset. Finally, Section 5 concludes the work.

2. Related Work

The healthcare sector generates large quantities of data everywhere in the world. The advancement of technologies has provided new means of data storage and data analysis, which are greatly adopted by the healthcare sector, especially in telemedicine. Telemedicine has become an excellent opportunity for the Internet of Things (IoT). IoT is also playing a vital role in modern healthcare. It is a healthcare monitoring system consisting of wearable sensors able to recognize human activity with data mining techniques. Subasi et al. [16] proposed a data mining approach for human activity recognition. The proposed approach used the body motion data of humans performing physical activities. The accuracy of the proposed approach is measured to be 99%. They performed data analysis by applying different data mining classification techniques to the IoT dataset. The dataset was collected from wearable sensors and placed on 10 subjects during 12 different physical activities. As a result, researchers found that the algorithms Random Forest and SVM produced the highest accuracy on average with 99.89% accuracy compared to the other six algorithms. The results of this study provide an indication that both Random Forest and SVM techniques can be applied in human activity recognition, which can be advantageous to the healthcare teams. However, the number of subjects in this study was only 10, which is considerably low and may affect the results. The study did not justify the results and explain how they obtained the results or why the results were obtained in the adopted way? The researchers also did not mention the tools used to implement the different data mining techniques. Finally, they did not compare the results to other studies where the same algorithms were implemented.
Image segmentation is used in the analysis and storage of medical images in telemedicine. Medical image analysis is used for clinical monitoring, patient monitoring and preventive systems, such as driver tiredness analysis [17]. The study proposed a novel framework to analyze big datasets related to healthcare. The system is a support vector machines classification algorithm that aims at more efficient diagnosis for type II diabetes. The proposed algorithm tries to maximize the classification rate. The results of the study present better efficiency measures compared to the exciting algorithms. Further, the proposed system showed better values in terms of RMSE and MAPE measurements compared to the other two algorithms. However, the study compared the new algorithm with only two other algorithms in terms of RMSE and MAPE. Adding more algorithms to the comparison could strengthen the results. Additionally, the paper presents the efficiency kernels for the mB-SVM but does not mention the efficiency kernels for the other algorithms. The study also compared the results with other algorithms, but these algorithms were implemented with different datasets. The tools utilized to implement the results were not clearly stated in the study. Furthermore, more specifications about the dataset that was used in this study could be beneficial. The study showed an improvement compare to other techniques; however, it did not present how significant was the performance improvement or justify why the improvement took place. Finally, the paper does not specify the amount of data used in training and testing, which could be helpful to comprehend the analysis.

Apart from that, these data analysis techniques use data mining and machine learning techniques to find the desired and relevant medical data more rapidly and precisely, which can then be further used for predictive systems. Data mining models are classified into three categories: predictive, descriptive and perspective. Predictive data mining models are used in businesses to identify the risk associated with a particular set of conditions. These risks are assessed well before making the right decision. In addition, predictive data mining models improve efficiency by analyzing the previous performances for multiple tasks that demonstrate a particular behavior in the future. Descriptive algorithms represent some essential property of the data in unsupervised learning, while in supervised learning this technique typically adopts a model to foresee the value. Perspective data mining models deal with huge data volume that measures efficiency, which is strongly concerned in database perspectives. The types of data considered for analysis are web/social-media data, sensor data, biometric data, big transaction data and human-generated data. Different data mining techniques taken from the literature are regression, association, classification, clustering, anomaly detection, data warehousing and sequential pattern mining [18]. Application areas in healthcare consider clinical decision support, healthcare administration, privacy and fraud detection, mental health, public health, pharmacovigilance, heart disease, etc. [19].

A wide range of literature addresses the effectiveness of several data mining techniques for knowledge discovery in healthcare data. The following sections give an overview of recent studies carried out focusing on the three data mining techniques, namely association analysis, sequential pattern mining and clustering. This study aimed at demonstrating that evaluation of actual medical pathways is possible in the healthcare system. The extracted actual medical pathways may enrich the existing guidelines as well as understanding the deviation in the actual medical pathways than that of existing guidelines. Thus, it can be considered a subset of process mining, which is a process management technique analyzing business processes based on event logs about data, control, process, organization and social structures. In addition, the conformance analysis technique belongs to the family of process mining techniques. Therefore, the work under discussion fits the conformance analysis as it extracts actual medical pathways to understand the deviation (if any) in the actual pathways from existing guidelines. The extracted pathways also help in understanding complicated cases of patients. For example, if a patient suffers from several other diseases, then the actual medical pathways of such patient would more likely deviate from standard pathways of diabetic patients.
2.1. Correlations through Association Analysis

The association rules belong to the descriptive model of data mining, which finds the relationships among non-related/random data by combining data mining with statistical analysis. These relationships are established on similar occurrences of data items concerning similar occurrences of events. ARM [20] is interactive web-based software that allows the mining of the following association rules methods focusing on the medical record: filtered association, a priori, frequent pattern growth, predictive a priori, generalized sequential patterns, hotspot and tertius, among others. ARM develops user-friendly software that allows different groups of people to interact. ARM can, therefore, be of great use in the medical field where it is used to identify and analyze hidden patterns. The hidden patterns will help identify the causes of certain diseases such as high blood pressure and the necessary treatment plan. The software also makes it easy to identify which disease a patient could be suffering from since the pattern could be similar to that of another patient who has already been treated. ARM also helps with the retrieval of patient data, especially where the medical facility is large and serves thousands of patients in a day. Retrieval of data can be hectic when the software being used is not up to date. Loss of patient data means that the doctor will have to start the diagnosis afresh, hence the need for effective software.

Association analysis is used to find co-occurrence and correlations among healthcare data. For example, by exploiting association rule mining, Nuwangi et al. [21] studied how different risk factors contribute towards diabetes and how diabetes contributes to other diseases in a dataset of patients’ records. In this way, they identified some relationships among diabetes, wheeze and edema diseases. Another application of association rules was conducted by Chen et al. [22] to acquire viable side effects at different points in a pregnancy because of being exposed to multiple drugs. They found interesting associations between drugs and side effects, e.g., exposure to citalopram or sedative medicine late in pregnancy is correlated with a higher risk of pre-term birth.

Krysiak-Baltyn et al. [23] exploited association rule mining for finding associations in infertility-related data of military conscripts. Such data contain both categorical and continuous variables generated from biological measurements. Several interesting correlations were extracted from this dataset, such as free androgen index or smoking during pregnancy and less likely eating organic food and alcohol intake. The approach proposed in [24] reveals the potentiality of early detecting breast cancer by extracting association rule from digital mammograms. The authors of [25,26] exploited association rules to extract correlation among lung cancer patient’s data.

Contributing factors to heart disease are investigated utilizing association rules in [27,28], while the correlations among electroencephalographic signals and arousal occurrences are detected in [29]. The approaches based on association rule are presented in [9] for finding the frequent occurrences of diseases which affect patients, in [30] for automatically discovering infection and in [31] for assessing the frequency of drug prescription along with antacids.

2.2. Medical Pathways through Sequential Pattern Mining

Since patients’ records usually contain a date or a timestamp, sequential pattern mining can be applied to extract sequences of medical events. Some of the studies analyzed trends or patterns of medical diagnostic examinations over time to fetch sequences that may help in detecting a critical event (e.g., thrombosis [32]). An analysis of time sequences through biochemical variables is reported in [12]. In particular, extraction of frequent sequential patterns is carried out to determine the positive influence of individual variables towards the effectiveness of photophoretic therapy in liver transplants.

The authors of [33,34] focused on identifying the flow of patients in different wards or hospitals and optimizing healthcare resources. The time dependency pattern mining approach is reported in [35], where sequential pattern mining is exploited to extract hospital paths to be able to predict them for new patients at their admission. In [36], a temporal
pattern mining framework is proposed, which finds predictive patterns for the detection of adverse medication conditions linked with diabetes. Sequential pattern mining has also been exploited to analyze the patterns of diseases for patients who revisited a hospital to determine anticipated diseases due to revisiting patients [37].

Exarchos et al. [38] obtained proteins through sequential patterns, which later assisted in classifying the unknown proteins. Ryan [39] investigated sequences related to health behaviors of the village patients and extracted sequential patterns of treatments. Lasker [40] focused on the identification of patients’ disease through sequential symptoms. Concaro et al. [41] reported the analysis of sequential patterns in discovering frequent sequences of diagnoses shared by American hospitals. Li et al. [42] proposed an algorithm for mining risk pattern sets based on the Anti-monotone property in medical data.

Sequential pattern mining was also applied to medical examination log data in identifying medical pathways for diabetic patients [43]. Similarly, the medical pathways followed by colon cancer patients [44] and pregnant women [7] were also investigated. A method is proposed in [45] for interactive pattern mining from clinical data. The approach comprises of three components: (1) visual query module; (2) pattern mining module; (3) interactive visualization module. Clinical pathways were analyzed by Huang et al. [46] using the process mining technique. In the study, real-world datasets were evaluated for six specific diseases including lung cancer, breast cancer and colon cancer. The patterns of sleep problems are extracted from electroencephalographic signals in [29]. Locally frequent patterns for diseases are extracted in [47].

2.3. Discovering Groups through Clustering

In medical records, one major focus of medical decision support systems is to identify patients with similar medical history or records for effective diagnosis of other patients employing clustering techniques. It is related to compound information of multiple similar events occurrences of patients, clinical patterns associated with these events. Pokharel et al. [48] used the Temporal Tree Technique (TTT) to gather that compound information and used Sequential Pattern Mining (SPM) to discover more patterns. For example, a multistage algorithm for clustering Electrocardiography (ECG) data is proposed in [49], and long-term biomedical time-series signals (e.g., ECG) are grouped using an approach proposed in [50]. Ultimately, the analysis of that compound information will help in patient’s several health-related issues, even predicting future issues. Rani and Kautish [51] proposed association clustering and time series-based data to develop an early warning system for patients with diabetes. Taking into account several diabetes-related parameters such as glucose, blood pressure, insulin intake, age, skin thickness, exercise, food consumption, family history and nature of work, an actual diabetes predictive system is developed. This system uses ANN and time series-based prediction machine learning techniques. Heart disease is one of the major causes of death throughout the world. Zriqat et al. [52] developed a predictive system for the early detection of heart disease. They used SVM, KNN and Naïve Bayes supervised machine learning algorithms to predict heart disease. These were implemented in R Language, and the algorithms were measured on the accuracy parameter. Among these algorithms, the Naïve Bayes algorithm provided promising results with 86.6% accuracy. The cardiac abnormalities have been identified by Expected Maximization (EM) [53]. Clustering techniques were also exploited for identifying groups of patients having similar treatment patterns by, e.g., the authors of [15,54].

Another predictive analysis was done on breast cancer by Chaurasia et al. [55]. Exploiting the hierarchical agglomerative clustering method in [56], patients have been clustered. The authors applied three machine algorithms Naïve Bayes, RBF network and J48, on a dataset of 683 breast cancer patients. The same accuracy parameter is used for the comparison of the results. The results indicate that Naïve Bayes predicts with an accuracy of 97.36%, while RBF came second, followed by J48.
The diabetic patients are classified in [57] by hybrid methods that incorporate the k-means algorithm. Hirano et al. [58] discussed the potentiality of clustering methods in medical datasets. K-means clustering helps in building an analytical model for patient flow in hospitals [59].

3. Fundamental Concepts of Data Mining Techniques

In this section, the basic concepts and definitions needed to describe the three mentioned data mining techniques (i.e., association analysis, sequential pattern mining and clustering) are reported.

3.1. Association Analysis

This methodology is applied to a transactional dataset to discover interesting relationships among attributes. The extracted relationships are in the form of frequent item sets and frequent association rules. The fundamental terminologies used in the association analysis are defined in the definitions.

The evaluation of the association rules is performed using well-established indices namely, association rule support, association rule confidence and association rule lift. The association rule support simply represents the frequency of the antecedent and consequent in a given dataset. The association rule confidence, however, provides the probability that the consequent may likely happen in the presence of antecedent. For example, if an association rule $X \Rightarrow Y$ has confidence value 85%, it means in 15% of relationships in the given dataset $X$ does not imply to $Y$, while in 85% of relationships $X$ implies $Y$ holds true. Association rule lift is an interesting indexing measure that shows the correlation between antecedent and consequent either positive (greater than 1 value), negative (less than 1 value) or neutral (value 1). For example, consider in a given dataset that the frequency of an item $X$ is 60% (i.e., $\text{supp}(X) = 60\%$). Similarly, the occurrence of another item $Y$ is 50% (i.e., $\text{supp}(Y) = 50\%$) and both items together appear 50%, i.e., $\text{supp}(X \cup Y) = 50\%$. The lift value for the association rule $X \Rightarrow Y$ equals 1.66. The greater than 1 lift value means that correlation between $X$ and $Y$ is much higher due to the fact every time $Y$ appears in a given dataset is together with $X$ item. However, item $X$ appears 10% of the time when it is not together with item $Y$.

**Definition 1 (Item set).** Let the set of attributes $I = \{i_1, i_2, \ldots, i_n\}$ be called items and $T = \{t_1, t_2, \ldots, t_m\}$ be a set of transactions (or rows) in a given dataset. Each row (i.e., transaction) in $T$ possesses a unique identifier and comprised of certain items from $I$. An item set $X$ is any set of items belonging to $I$, i.e., $X \subseteq I$.

**Definition 2 (Item set support).** The support value, denoted as $\text{supp}(X)$, of an item set $X$ is defined as the number of transactions in a given dataset containing $X$: $\text{supp}(X) = |\{t_i | X \subseteq t_i, t_i \in T\}|$.

**Definition 3 (Closed Itemset).** An item set $I$ is called a closed item set as long as there exists no superset $I' \supset I$, such that $\text{supp}(I') = \text{supp}(I)$ [60].

**Definition 4 (Association rule).** An association rule represents implication among sets of items, and it is expressed in the form $A \Rightarrow B$, where $A$ and $B$ are item sets and $A \cap B = \emptyset$. $A$ is called the body or antecedent of the rule, while $B$ is called the head or consequent. The strength of an association rule is measured by three parameters, i.e., the support, confidence and lift [6].

**Definition 5 (Association rule support).** Let $A \Rightarrow B$ be an association rule. The support of the rule, denoted as $\text{supp}(A \Rightarrow B)$, is the joint probability of a transaction containing both $A$ and $B$, given as $\text{supp}(A \Rightarrow B) = P(A \cap B) = \text{supp}(A \cup B)$. 


Definition 6 (Association rule confidence). Let $A \Rightarrow B$ be an association rule. The confidence of the rule is the conditional probability that a transaction contains $B$, given that it contains $A$, given as $\text{conf}(A \Rightarrow B) = P(A|B) = \frac{P(A \land B)}{P(A)} = \frac{\text{supp}(A \cup B)}{\text{supp}(A)}$.

Definition 7 (Association rule lift). Consider $A \Rightarrow B$ represents an association rule. The lift of the rule measures dependency between the antecedent (i.e., $A$) and the consequent (i.e., $B$) and is given by: $\text{lift}(A \Rightarrow B) = \frac{\text{conf}(A \Rightarrow B)}{\text{supp}(B)} = \frac{\text{supp}(A \cup B)}{\text{supp}(A) \text{supp}(B)}$. Lift values range within $(0, +\infty)$. Values approaching 1 mean the antecedent (i.e., $A$) and the consequent (i.e., $B$) are independent. A lift value greater than 1 reflects a correlation of the antecedent and the consequent in appearing together more often than expected. A lift value less than 1 indicates the presence of negative correlations between $A$ and $B$.

Definition 8 (Closed association rule). An association rule $A \Rightarrow B$ is called a closed association rule if $A$ and $B$ are closed item sets.

3.2. Sequential Pattern Mining

Sequential pattern mining aims at finding frequent sub-sequences in a given set of sequences (i.e., sequence database) with a support value satisfying the user-specified minimum support threshold [6]. The basic concepts of sequential pattern mining are defined in the definitions.

A closed sequence removes the redundancy and, thus, reduces the number of patterns. For example, consider a sequence $S_a = \{e_1\} \{e_2\}$ having support value 20% in a given dataset and another sequence $S_b = \{e_1\} \{e_2, e_3\}$ with 20% support value. The sequence $S_b$ is closed sequence because $S_a$ is contained within $S_b$. In other words, there is no super-sequence of $S_b$ with the same support of 20%.

Definition 9 (Sequence). A sequence $S$ is an ordered list of item sets $S = < I_1 I_2 ... I_k >$, where each item set refers to a specific time such that $t_1 < t_2 < \ldots < t_k$.

Definition 10 (Sequence length). The length of a sequence, $|S|$, is given by the number of item sets of the sequence. A sequence that contains $L$ item sets is called L-sequence.

Definition 11 (Subsequence). A sequence $S = < s_1 s_2 \ldots s_n >$ being part of another sequence $SS = < s_1 s_2 \ldots s_m >$ (m ≥ n) as long as there have been integers $i_1 < i_2 < \ldots < i_n$ such that $S_1 \subseteq SS_{i_1}, S_2 \subseteq SS_{i_2}, \ldots, S_n \subseteq SS_{i_n}$. $S$ is called a subsequence of $SS$ and $SS$ is called a supersequence of $S$.

Definition 12 (Sequence support). The support of a sequence, $\text{supp}(S)$, is given by the number of transactions of the dataset containing $S$ as subsequence.

Definition 13 (Closed sequence). A sequence $C$ is called a closed sequence as long as no supersequences of $C$ with the same support exist.

3.3. Clustering

Clustering is an approach to evaluate the similarity among the objects of a dataset based only on data characteristics without a priori information [6]. Clustering algorithms create a set of groups, named clusters, in which similar objects are kept in the same group, while dissimilar ones are kept in different groups. Clustering algorithms may be categorized into three main categories depending on the technique on which the clusters are created: partitioning, hierarchical and density-based. For each algorithm, it is possible to exploit several similarity measures to compute the similarity between the objects. Furthermore, several indices are available to evaluate cluster results in terms of intra-cluster homogeneity and inter-cluster heterogeneity.
3.3.1. Clustering Techniques

Partitioning clustering (e.g., K-means [61]) dissects a given set of data objects into non-overlapping groups (i.e., clusters), such that each object is more similar (nearer) to the centroid of the cluster compared to the centroid of any other cluster. These methods find spherical-shaped clusters and have the advantage of being simple and efficient in terms of execution time, but they are not suitable for finding non-spherical clusters and clusters with different sizes and densities. Furthermore, they are highly sensitive to outliers.

Different from partitioning clustering, hierarchical clustering allows clusters to have subclusters. For instance, an agglomerative, also known as the divisive approach, generates a hierarchical set of clusters and produces a tree of nested clusters called a dendrogram. Hierarchical clustering is often used when the underlying application requires a taxonomy creation, and this clustering approach often reaches better results compared with partitioning clustering. Their main disadvantage is they are highly expensive in terms of computational and storage requirements, thus they are mostly used on small datasets.

In density-based clustering (e.g., DBSCAN [62]), a cluster is considered as a dense area of data objects, which are surrounded by a low-density area. This type of clustering is less sensitive towards outliers and can identify non-spherical-shaped clusters. These algorithms usually do not need the number of clusters as an input parameter but only the minimum number of points to form a cluster and the maximum allowed distance between two objects in the same cluster.

3.3.2. Proximity Functions

Different measures can be adopted to compute the distance between objects during clustering, depending on the nature of their dimensions [6].

Let \( p \) and \( q \) be two vectors of \( m \) dimensions. The Euclidean distance is often used for a data point in Euclidean space, and it is computed as follows:

\[
d_E(p, q) = \sqrt{\sum_{i=1}^{m} (p_i - q_i)^2}
\]

(1)

A variation of this measure is the Manhattan distance, which computes the distance to get from one object to another if a grid-like path is followed:

\[
d_M(p, q) = \sum_{i=1}^{m} |p_i - q_i|
\]

(2)

The Chebyshev distance computes the distance between two objects as the greatest of the differences along all their dimensions:

\[
d_{Ch}(p, q) = \max_{i=1}^{m} |p_i - q_i|
\]

(3)

The Hamming distance counts the number of dimensions at which the corresponding values are different:

\[
d_H(p, q) = \sum_{i=1}^{m} H(p_i, q_i)
\]

(4)

where \( H(p_i, q_i) = 0 \leftrightarrow p_i = q_i \) and \( H(p_i, q_i) = 1 \leftrightarrow p_i \neq q_i \).

The cosine similarity measures the cosine of the angle formed by the two objects considered as vectors:

\[
\text{cosine}(p, q) = \frac{\sum_{i=1}^{m} p_i q_i}{\sqrt{\sum_{k=1}^{m} p_k^2} \sqrt{\sum_{k=1}^{m} q_k^2}}
\]

(5)

If the two vectors have the same orientation, the cosine similarity is equal to 1; if they are at 90 degrees, they have a similarity of 0; if they are diametrically opposed, they have a similarity of −1, independently of their magnitude. The cosine similarity is commonly
used in text mining, where each term is assigned a different dimension and a document is characterized by a vector where the value of each dimension corresponds to the weighted number of times that term appears in the document [63]. Since the cosine is a measure of similarity, the following formula can be applied to have the corresponding distance:

$$d_{Co}(p, q) = \arccos(\cosine(p, q))$$ (6)

3.3.3. Evaluation Indices

To evaluate clustering results, several indices can be exploited. One of the most used is the silhouette [64], which evaluates if an object has been assigned to the correct cluster. Its values range in $[-1, 1]$, and it is computed for each object $i$ of the dataset as follows:

$$\text{Silhouette}_i = \frac{b(i) - a(i)}{\max\{a(i), b(i)\}}$$ (7)

where $a(i)$ is the average distance of $i$ with the other objects of the same cluster. The term $b(i)$ is the smallest of the average distances from the objects to the other clusters. A value near 1 means that the object is placed in the right cluster, while a value near $-1$ indicates that there is another cluster where the object would be better placed instead of the current one. The average value of all silhouettes of objects represents the silhouette of the whole result.

Other measures have been proposed to quantify the inter-cluster homogeneity and the inter-cluster heterogeneity [65]. They are defined as follows:

$$\text{Homogeneity}_c = \frac{2}{n_c(n_c - 1)} \sum_{i,j \in C, i < j} s(i, j)$$ (8)

$$\text{Heterogeneity}_c = \sum_{i \in C} d(i, z_c)$$ (9)

where $n_c$ is the number of elements in cluster $C$, $s(i, j)$ and $d(i, j)$ are the similarity and tand of the distance functions computed between objects $i$ and $j$ and $z_c$ is the element representative of cluster $C$ (e.g., the centroid). The homogeneity increases if the solution improves, while the heterogeneity increases if the solution gets worse. The homogeneity and the heterogeneity of the whole clustering are the average values of all clusters.

4. Knowledge Discovery from Real Healthcare Data—A Case Study

This section is devoted to the applications of the data mining techniques previously described. The knowledge discovery from a real healthcare dataset is shown in Figure 1. The knowledge discovery process is comprised of three major steps: data preparation, knowledge discovery and results evaluation. Data preparation steps are prerequisites of the knowledge discovery steps. While results evaluation step is the evaluation of the extracted knowledge. The result evaluation is carried out in two ways: (1) evaluation indices; (2) medical expert. The evaluation index is used according to the data mining technique applied and medical experts evaluated the results in accordance with medical guidelines. The subsequent sections describe the healthcare electronic data used in the study, while the other three subsections report the results of the data mining techniques applied to the dataset to derive medical knowledge. The experiments were performed on a computer with a processor 3 GHz Dual-Core Intel Core i7 and 8 GB RAM. The data mining techniques were implemented in Java programming language due to the fact that the enquired data pre-processing in the transformation of sequence database from the transactional dataset was not supported within existing tools such as WEKA, R and other such tools/application. Besides, the clustering evaluation index also needed to be implemented. However, any other tool/application can also be used in applying data mining algorithms.
Figure 1. Discovering knowledge from healthcare data.

4.1. Healthcare Electronic Records

Healthcare systems record for each diabetic patient the examinations performed together with their date. From this data, interesting information can be extracted. For example, with the association analysis, the examinations frequently performed on the same day by patients can be detected. This analysis allows healthcare systems to control the examination process because the detected examination sets can deviate from predefined guidelines, for example, if different or additional exams have been carried out, or, if some exams are missing, medical experts may take necessary and timely measures. In addition, the sequential pattern mining can be profitably used to extract sequences of examination sets, and thus compare the medical pathways followed by patients with the theoretical ones. The pathways representing non-compliance may be determined due to patient negligence in strictly following medical treatments, incorrect procedures during record-keeping or the existence of different guidelines for specific cases. Finally, in order to group similar patients, clustering techniques can be adapted to divide the data into smaller and meaningful sets that are easier to analyze.

To perform such analyses, we collected electronic records of diabetic patients from an agency (the name is kept secret due to privacy), and we arranged them in the form of a transactional patient dataset, reporting examinations done for each patient with time, as shown in Table 1. The healthcare agency covers several medical hospitals digitally connected with a central database. The diagnostic examinations are carried out by the advice of the medical expert; thus, the complete process is in accordance with medical guidelines. Each record of the transactional dataset (cf. Table 1) represents patient-id, date and diagnostic examination(s). The dataset includes 96,000 medical records of the diagnostic examinations performed by 6350 diabetic patients. The number of distinct diagnostic examinations is 160. Table 1 reports an example of this dataset. The adopted approach requires attributes such as patient-id, date and diagnostic examination for pre-processing. Different healthcare agencies may follow different data representation formats, which does not affect the pre-processing step in which unnecessary attributes are cleaned. This dataset was further transformed into a sequence dataset, where each row contains the sequence of examination sets performed by the patient, i.e., the set of examinations done on the same date. Table 2 shows the sequence dataset corresponding to the transactional patient dataset in Table 1. For example, Sequence 1 in Table 2 shows that Patient 1 went
through two diagnostic examinations (i.e., glucose and capillary blood) on the same day. Sequence 3 reflects that Patient 3 went through one diagnostic examination (i.e., urine test) on a single day and two more diagnostic examinations (i.e., venous blood and glucose) on some other day. The sequence database does not consider the temporal sequences, i.e., sequence with a timestamp, in this study. For example, a patient is required to be diagnosed for a certain examination at a given time. This aspect of timing is not considered in this study. However, the order of the sequence is considered. If a patient performed diagnostic in a different order than that of guidelines, then the pathways of such patient would be extracted as non-coherent with guidelines. This sequence dataset (i.e., Table 2) is used for the knowledge discovery in terms of association analysis, sequential pattern mining and clustering.

Table 1. Diabetic patient dataset.

| Patient ID | Date             | Examination    |
|------------|------------------|----------------|
| 1          | 17 February 2007 | Glucose        |
| 1          | 17 February 2007 | Capillary blood|
| 2          | 25 July 2007     | Glucose        |
| 3          | 8 January 2007   | Urine Test     |
| 3          | 15 February 2007 | Venous blood   |
| 3          | 15 February 2007 | Glucose        |
| ...        | ...              | ...            |

Table 2. Sequence dataset.

| Patient ID | Examination Sequence                                        |
|------------|-------------------------------------------------------------|
| 1          | {Glucose, Capillary blood}                                  |
| 2          | {Glucose}                                                   |
| 3          | {Urine Test} {Venous blood, Glucose}                        |
| ...        | ...                                                         |

4.2. Association Analysis

We applied the association analysis to extract the frequent examination sets and frequent correlation between examination sets. To this aim, closed association rules [66] were generated from the considered dataset. The Java implementation of the closed association rules was provided by Philippe Fournier-Vigier [67], and it was properly modified to include the lift computation.

By setting a minimum support threshold of 10%, the total number of extracted item sets (i.e., closed item sets) is 2231. From the analysis of frequent closed item sets, it emerged that the extracted sets are generally in accordance with the medical guidelines, even though some anomalies were detected. The diagnostic examinations that are the base tests and routinely repeated by diabetic patients remained at the top extraction. These results, as shown in the top of Table 3, help in monitoring the concentration of sugar in the blood. Particularly, glucose, venous and capillary blood samples and urinalysis are the top examinations with higher than 75% occurrences. Despite higher frequency than that of other examinations, these examinations have been performed significantly less often than expected. Overall, 15% patients did not undergo the blood glucose level examination, revealing an anomaly or some problem in patient management. Thus, it needs further investigation for possible causes and proper treatment. By carefully analyzing these sets, another anomaly emerged. According to medical guidelines [68], glucose level analysis requires an association with at least one of these diagnostic examinations: venous blood, capillary blood or urine. Most of the discovered examination sets verify this constraint. For example, {Glucose, Urinalysis} (74.8% of patients), {Glucose, Capillary Blood} (74.4%) and {Glucose, Venous blood} (71.0%) were detected, which confirms the coherence with medical guidelines. However, among 5.56% of patients, glucose level examinations were
not detected associated with the three examinations. These results deviate from the medical guidelines and highlight an error. Medically, it is impossible to measure glucose levels without urine or blood samples. The possible reason behind such erroneous results may be incorrect data entry, which may have relied only on a subset of diagnostic examinations instead of a the complete set of performed examinations.

Examinations sets represent the examinations that are frequently done together by patients. The analysis of such sets is useful to have a view of the behavior of patients and the examinations frequently done by them. However, correlations may exist among examinations that are not so frequent. To discover such information, the closed association rules are extracted. Association rules are used to evaluate how the presence of a set of examinations is dependent on the presence of another set of examinations, and, in addition to support, they have confidence and lift values. By setting a minimum support threshold of 25% and a minimum confidence value of 96%, 92 rules were extracted. Examples of such rules are reported in Table 3, sorted by decreasing lift values.

It can be noticed that rules with higher lift are usually the ones with lower support. In these rules, examinations more specific than the ones extracted with the item sets emerged. For example, the rule \{Glucose, Venous blood, ALT, Hemoglobin\} ⇒ \{AST\} states that almost all (98%) patients who did the glucose, venous blood, ALT and hemoglobin examinations also did the AST examination. The lift value represents the factor by which the confidence of the rule exceeds the expected confidence, in this case 3.27. This rule represents the behavior of patients suffering from liver complications and thus performing the Alanine Transaminase (ALT) and the Aspartate Transaminase (AST) examinations, which are usually done together. The rule \{Venous blood, Triglycerides, Total cholesterol, HDL cholesterol\} ⇒ \{Hemoglobin\} states that almost all the patients who did the venous blood, triglycerides, total cholesterol and HDL cholesterol examinations, also did the hemoglobin one. This rule may represent the behavior of patients who suffer from cardiovascular complications of diabetes. In fact, low levels of HDL cholesterol and high level of triglycerides increase the risk for heart disease. These examinations are associated with hemoglobin because this examination may also reveal cardiovascular complications. In fact, hemoglobin is measured primarily to identify the average plasma glucose concentration over prolonged periods, and high amounts of hemoglobin indicate poorer control of blood glucose levels.

Table 3. Extracted closed examination sets and closed association rules.

| Closed Frequent Item sets | Support |
|---------------------------|---------|
| \{Glucose\}               | 84.8%   |
| \{Venous blood\}          | 79.2%   |
| \{Capillary blood\}       | 75.0%   |
| \{Urinalysis\}            | 74.9%   |
| \{Glucose, Urinalysis\}   | 74.8%   |
| \{Glucose, Capillary blood\} | 74.4%   |
| \{Glucose, Urinalysis, Capillary blood\} | 73.9% |
| \{Glucose, Venous blood\} | 71.0%   |
| \{Glucose, Urinalysis, Capillary blood, Venous blood\} | 57.4% |
| \{Hemoglobin\}            | 46.4%   |
| \{Hemoglobin, Venous blood\} | 43.0%   |
| \{Cholesterol\}           | 36.0%   |
| \{Triglycerides\}         | 35.7%   |
| \{HDL cholesterol\}       | 35.4%   |
| \{Cholesterol,Triglycerides,HDL cholesterol\} | 33.7% |

| Closed Association Rules | Support | Confidence | Lift |
|--------------------------|---------|------------|------|
| \{Venous blood, AST, HDL cholesterol\} ⇒ \{ALT, Total cholesterol\} | 25% | 98% | 3.66 |
| \{Glucose, Venous blood, ALT, Hemoglobin\} ⇒ \{AST\} | 26% | 98% | 3.27 |
| \{Venous blood, Hemoglobin, HDL cholesterol\} ⇒ \{Triglycerides, Total cholesterol\} | 33% | 97% | 2.72 |
| \{Venous blood, Triglycerides, Total cholesterol, HDL cholesterol\} ⇒ \{Hemoglobin\} | 33% | 96% | 2.03 |
| \{Glucose, Capillary blood, Venous blood\} ⇒ \{Urine Test\} | 64% | 100% | 1.32 |
| \{Capillary blood, Venous blood\} ⇒ \{Urine Test\} | 65% | 99% | 1.32 |
| \{Glucose, Urine Test\} ⇒ \{Capillary blood\} | 73% | 98% | 1.32 |
| \{Urine Test, Venous blood\} ⇒ \{Glucose\} | 65% | 99% | 1.17 |
4.3. Sequential Pattern Mining

Table 4 reports the frequent examination sequences, which were detected (26,838 sequences) using BIDE algorithm [69] with a minimum support threshold of 25%. It was analyzed that glucose level has been examined twice for 58% of patients, thrice for 32% of patients and four times for 15% of patients during a one-year period. These sequence patterns are in line with medical knowledge, although the frequency of the sequences remained less than expected. This can highlight the fact that many patients do not access the public service but prefer to perform examinations privately.

Regarding this specific disease, it is normal that no other sequences than the ones controlling the glucose level are frequent. In fact, medical guidelines do not prescribe a sequence of examinations as in other cases such as the examinations to perform in pregnancy. Instead of considering the whole dataset, it is also possible to extract sequences only from patients suffering from a specific disease complication. In this case, a subset of patients is selected from the original dataset to restrict the analysis. For example, a severe deterioration of diabetes is the damage of the eye retina (retinopathy). Retinal photo-coagulation refers to a therapy performed for repairing retina lacerations. To analyze the frequency of sequences characterizing patients who performed the retinal photo-coagulation therapy, it was observed that the 140 patients (i.e., 2.204% of the total) performed this treatment at least once. Evidence of multiple treatments was analyzed because the frequent sequences included repetition of the therapy: two times (1.13% of the total) or three times (0.56% of the total). These sequences are coherent with the medical knowledge because a patient with proliferative retinopathy regularly stands in need of multiple therapy treatments. Surprisingly, 5.56% (i.e., 353 patients) performed at least once glucose level examination without any association of three examinations: (a) venous blood; (b) capillary blood; (c) urine. The glucose level can be measured by analyzing at least one of these three examinations associated with glucose. This reflects an erroneous pathway.

Table 4. Frequent examination sequences.

| Examination Sequences                                            | Frequency (%) |
|------------------------------------------------------------------|---------------|
| {Glucose}|{Capillary blood}                                                | 53            |
| {Venous blood}|{Glucose}                                                        | 53            |
| {Venous blood}|{Capillary blood}                                                | 48            |
| {Venous blood}|{Glucose, Capillary blood, Urine}                                | 48            |
| {Capillary blood}|{Glucose}|{Glucose}                                                        | 26            |
| {Glucose, Urine}|{Glucose}|{Glucose, Capillary blood}                                      | 25            |
| {Venous blood}|{Glucose, Capillary blood}|{Venous blood}        | 20            |
| {Capillary blood}|{Glucose, Venous blood}|{Glucose}                                                        | 20            |
| {Capillary blood, Venous blood}|{Glucose}|{Glucose}                                                        | 17            |
| {Haemoglobin}|{Glucose}|{Venous blood}                                                   | 16            |

4.4. Clustering

Instead of manually selecting a subset of data on which to perform the analysis, clustering algorithms can be exploited to automatically divide patients into groups, based on the similarity of their performed examinations. Among clustering techniques, DBSCAN demonstrated noteworthy characteristics for clustering patients, because it is less sensitive towards noisy data and outliers. In addition, prior information about a number of clusters is not required for DBSCAN. The discovery of patient clusters using DBSCAN from the healthcare diabetic dataset was implemented with the help of RapidMiner [70].

To apply the clustering, the dataset was represented according to the Vector Space Model (VSM) [71]. A patient is mapped as a vector in the examination space, and each vector element correlates with a different examination. The value of a vector element is the number of times an examination is done by a patient, divided by the number of
patients who have undergone that examination. This representation is known as The Term Frequency (TF)—Inverse Document Frequency (IDF) in text mining [6].

To measure the similarity between patients, we exploited the cosine similarity measure between the weighted examination frequency vectors. To select the value of the DBSCAN parameters (the minimum number of elements in each cluster \(\text{MinPts}\) and the maximum distance among elements of the same cluster \(\text{Eps}\)), we performed a set of experiments varying the parameters and measuring the average (Avg.) silhouette and standard deviation (STD) of silhouette values, as shown in Figure 2.

![Figure 2. Cluster evaluation index—silhouette.](image)

The value \(\text{MinPts} = 30\) was determined with the help of k-nearest neighbor distance (k-dist), which provided fewer data as outliers. However, the \(\text{Eps}\) value determination is a challenge. Therefore, several experiments were performed to determine the correct value of \(\text{Eps}\), which allowed better clustering. As illustrated in Figure 2, different \(\text{Eps}\) values produced different numbers of clusters, while \(\text{MinPts}\) remained 30. The selection of \(\text{Eps}\) depends on the better cluster index value (i.e., silhouette). For example, \(\text{Eps} = 0.2\) resulted 10 clusters, Avg. silhouette equal to 0.763 and standard deviation of 0.427. Likewise, \(\text{Eps} = 0.4\) produced 10 clusters, Avg. silhouette = 0.77 and standard deviation of 0.216. The highest silhouette (i.e., Avg silhouette = 0.813 and standard deviation of 0.035) was achieved with \(\text{Eps} = 0.3\) and \(\text{MinPts} = 30\), thus we analyzed the 11 clusters generated by this configuration. The obtained 11 clusters can be classified into two groups: Group 1 includes the clusters comprising of patients with standard examinations of glucose level (cluster \(C_1\)–\(C_5\)) and Group 2 includes the clusters containing patients presenting diabetes complications (\(C_6\)–\(C_{11}\)). This labeling of clusters into two categories was done through the advice of the medical expert, who assisted experimental results according to medical guidelines. The outliers (i.e., patients having significant deviation in examination history) were not included in any clusters. Figure 3 reports, for each group of clusters, the set of examinations done by patients in these clusters. In the following, the main characteristics of each cluster are reported.
Figure 3. Clustering results representing different subgroups of patients.

- **Group 1, C₁–C₅ clusters:** This group of clusters contained the two largest clusters (C₁ and C₂) having patients who have been examined for standard routine tests. In addition to routine examinations, patients of C₄ had a specialistic visit for the detection of diabetes complications. The patients of C₄ and C₅ merely visited for routine check-ups. These patients in C₄ and C₅ have undergone private diagnostic examinations and reported results in the healthcare agency.

- **Group 2, C₆–C₁₁ clusters:** It was analyzed that the patients in clusters C₆–C₁₁ have been tested additionally for diabetes complications in: (i) eye (C₆); (ii) cardiovascular system (C₇); (iii) both eye and cardiovascular system (C₈); (iv) carotid (C₉); (v) limb (C₁₀). Finally, Cluster C₁₁ comprised patients who underwent tests for liver, kidneys and cardiovascular. Besides, standard routine diagnostic examinations have also been observed in C₆–C₁₁ to be comparatively less than those of clusters C₁–C₅.

These detected 11 clusters contain around 50% of patients of the considered dataset. The remaining patients are labeled as outliers. To deeply investigate the outliers, the same clustering approach can be reapplied to the outlier set to discover new clusters. The clusters achieved in this second step contain additional examinations of the diabetic complication, thus representing patients who underwent more critical and rarer examinations. The clustering outcomes help in understanding and differentiating standard routine diabetic patients, complicated cases and those who have gone through rare diagnostic examinations.

### 5. Conclusions and Future Work

The different data mining techniques are applied in knowledge discovery from real healthcare electronic records of diabetic patients. The experimental results show the effectiveness of the three data mining techniques (i.e., association rule mining, sequential pattern mining and clustering) exploited in this study. In particular, sequential pattern mining rebuilt the treatment procedures from the considered healthcare data. Association rule mining potentially uncovered the associations between diagnostic examinations and their interdependency on each other. Moreover, the clustering technique deeply investi-
gated the dataset and detected several subgroups with homogeneous medical treatments present in the dataset. The detected subgroups highlighted the different complications being seen within diabetic treatments. The discovered information may be applied in existing guidelines to enrich them, and, at the same time, it may help healthcare management to utilize their resources efficiently since experimental results define the dependency of examinations and possible severe conditions of the diabetic patients. This work is only limited to diagnostic examinations and three techniques were applied. As future work, we intend to work on time series of sequential patterns, i.e., what patterns are observed with respect to time and age factors that must be considered for further analysis.
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