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Abstract. We present a framework for automatically decomposing (“block-modeling”) the functional classes of agents within a complex network. These classes are represented by the nodes of an image graph (“block model”) depicting the main patterns of connectivity and thus functional roles in the network. Using a first principles approach, we derive a measure for the fit of a network to any given image graph allowing objective hypothesis testing. From the properties of an optimal fit, we derive how to find the best fitting image graph directly from the network and present a criterion to avoid overfitting. The method can handle both two-mode and one-mode data, directed and undirected as well as weighted networks and allows for different types of links to be dealt with simultaneously. It is non-parametric and computationally efficient. The concepts of structural equivalence and modularity are found as special cases of our approach. We apply our method to the world trade network and analyze the roles individual countries play in the global economy.

PACS. 89.75.Fb Structures and organization in complex systems – 89.75.Hc Networks and genealogical trees – 89.65.Gh Economics; econophysics, financial markets, business and management – 89.65.Ef Social organizations; anthropology

1 Introduction

The analysis of the structural and statistical properties of complex networks is one of the major foci of complex systems science at the moment. In the context of social networks, the idea that the pattern of connectivity is related to the function of an agent in the network is known as playing a “role” or assuming a “position” [1, 2]. Complex systems science has endorsed this idea. By investigating data from a wide range of sources encompassing the life sciences, ecology, information and social sciences as well as economics, researchers have shown that this intimate relation between topology and function indeed exists [3–6]. Hence, understanding the topology of a network is a first step in understanding the function and eventually the dynamics of any network.

Of particular interest in recent years has been the possible decomposition of networks into largely independent sub-parts called “communities” [7]. As a community, one generally understands a group of nodes that is densely connected internally but sparsely connected externally. To sociologists the concept of community is known as “cohesive subgroup” [2], but the recent advancements have generalized its applicability much beyond sociology [8–12]. However, the sociological concept of roles in networks is much wider than mere cohesiveness as it specifically focuses on the inter-dependencies between groups of nodes. Community structure, emphasizing the absence of dependencies between groups of nodes is only one special case.

The nodes in a network may be grouped into equivalence classes according to the role they play. Two basic concepts have been developed to formalize the assignments of roles individuals play in social networks: structural and regular equivalence. Both are illustrated in Figure 1. Two nodes are called structurally equivalent if they have the same neighbors [13]. Nodes $A$ and $B$ have the same neighbors and are thus structurally equivalent and regularly equivalent. Nodes $C$ though $F$ form four different classes of structural equivalence but can be grouped into only two classes of regular equivalence as shown in the image graph or role model on the right.

![Fig. 1. Example network illustrating structural and regular equivalence. Nodes $A$ and $B$ have the same neighbors and are thus structurally equivalent and regularly equivalent. Nodes $C$ though $F$ form four different classes of structural equivalence but can be grouped into only two classes of regular equivalence as shown in the image graph or role model on the right.](image-url)
nodes are structurally equivalent only to themselves. To relax this very strict criterion, regular equivalence was introduced [14,15]. Two nodes are regularly equivalent if they are connected in the same way to equivalent others. Clearly, all nodes which are structurally equivalent must also be regularly equivalent, but not vice versa. The seemingly circular definition of regular equivalence is most easily understood in the following way: every class of regularly equivalent nodes is represented by a single node in an “image graph”. The nodes in the image graph are connected (disconnected), if connections between nodes in the respective classes exist (are absent) in the original network. In Figure 1, nodes $A$ and $B$, $C$ and $D$ as well as $E$ and $F$ form three classes of regular equivalence. If the network in Figure 1 represents the trade interactions on a market, we may interpret these 3 classes as producers, retailers and consumers, respectively. Producers sell to retailers, while retailers may sell to other retailers or consumers, which in turn only buy from retailers. The image graph (also “block” or “role model”) hence gives a bird’s-eye view of the network by concentrating on the roles, i.e. the functions, only. Note that no two nodes in the image graph may be structurally equivalent, otherwise the image graph is redundant.

Regular equivalence, though a looser concept than structural equivalence, is still very strict as it requires the nodes to play their roles exactly, i.e. each node must have at least one of the connections required and may not have any connection forbidden by the role model. In Figure 1, the link between $D$ and $E$ may be removed without changing the image graph, but an additional link from $A$ to $E$ would change the role model completely. Clearly, this is unsatisfactory in situations where the data is noisy or only approximate role models are desired for a very large data set.

Instead of requiring exact fit of every single node to the role model, we require the fit of the network as a whole to the role model to be as good as possible, such that perfect fit corresponds again to regular or structural equivalence, as set by an appropriate error function.

We approach the problem in the following way: first, we assume a given image graph and assignment of roles to nodes. We derive a quality function $Q^B$ as an objective measure of fit between the image and the network under this assignment of roles. We then consider that assignment of roles which maximizes this quality function. The higher $Q^B$, the better the given image graph can describe the connection structure of the original network. The concepts of modularity introduced by Newman [17] and structural equivalence are found as special cases for particular image graphs. We then consider the general properties of an assignment of nodes into roles which yields the highest $Q^B$ across all possible given image graphs with a certain number of roles. This suggests a transformation of the quality function enabling us to find this optimal assignment of nodes into roles directly from the network and read off the image graph afterwards. The block models we find are characterized by a maximum deviation (both, positive and negative) of the link weight that meets in a given block from the expectations based on the paired row/column totals that meet in this block. Further, we give a criterion for the selection of the optimal number of roles to avoid over-fitting. Finally, we will apply this technique to detect the roles individual countries play in the global trade network.

2 Fitting a network to a given image graph

Suppose we are given a hypothetical image graph with $q$ roles in form of its $q \times q$ adjacency matrix $B_{\sigma,\sigma'}$. For any assignment of roles $\sigma_i \in \{1,...,q\}$ to the nodes $i$ of a network with $N$ nodes and $M$ edges represented by its adjacency matrix $A_{ij}$, we measure the quality of the fit to the image graph as:

$$Q^B(\{\sigma\}) = \frac{1}{M} \sum_{i \neq j} (a_{ij}B_{\sigma_i,\sigma_j} + b_{ij}(1-A_{ij})(1-B_{\sigma_i,\sigma_j})).$$

That is, we reward the matching to the image graph of an edge ($A_{ij}=1$) going from node $i$ to node $j$ with some contribution $a_{ij}$, if links going from nodes of type $\sigma_i$ to nodes of type $\sigma_j$ are allowed, i.e. $B_{\sigma_i,\sigma_j} = 1$. Also, we reward a missing edge ($A_{ij}=0$) matching one the image graph with some contribution $b_{ij}$, if such an edges is forbidden ($B_{\sigma_i,\sigma_j} = 0$). When the rewards allow missing edges in the network matching to edges in the image graph, the optimal fit will recover regular equivalence. We do not do so in this paper, and reserve that analysis for a comparative treatment of these two options.

A configuration $\{\sigma\}$ of roles $\sigma_i$ which maximizes (1) constitutes an optimal fit of the network to a given image graph. We can further simplify (1) to

$$Q^B(\{\sigma\}) = \frac{1}{M} \sum_{i \neq j} ((a_{ij} + b_{ij})A_{ij} - b_{ij}) B_{\sigma_i,\sigma_j},$$

dropping all terms not depending on $\{\sigma\}$.

As an example, Figure 2 shows a few adjacency matrices of undirected networks and the corresponding image graphs with two and three roles. The adjacency matrices are ordered such that rows (columns) corresponding to nodes in the same role are next to each other. Due to the similar connection pattern of nodes of the same role, blocks of high link density appear in the adjacency matrices. These make the term “block modeling” [16] for grouping nodes according to similar connection patterns intuitive and we will differentiate between a block model as the adjacency matrix in a particular order on one side and its image graph on the other. Note that only $a$) and $d$) represent community structures, but the spectrum of possible topologies is much, much wider.

By introducing the abbreviations $\epsilon_{rs} = 1/M \sum_{i \neq j} (a_{ij} + b_{ij})A_{ij}\delta_{\sigma_i,r}\delta_{\sigma_j,s}$ and $\epsilon_{rs'} = 1/M \sum_{i \neq j} b_{ij}\delta_{\sigma_i,r}\delta_{\sigma_j,s}$ we can write (2) in a very
Example adjacency matrices and corresponding image graphs with two and three roles. Nodes with the same pattern
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Here, the sums run over role indices instead of node indices and we have a constant term \(C = \sum_r e_r [−e_r].\)
Note the equivalence of counting matches/mismatches to allowed links \((B_{rs} = 1)\) and forbidden links \((B_{rs} = 0)\).

Since generally there are not as many edges in a network as there are missing ones, we’d like to balance the contribution of present and absent edges \(a_{ij}\) and \(b_{ij}\) to \(Q^B\). We want \(\sum_{i̸j} a_{ij} A_{ij} = \sum_{i̸j} b_{ij} (1 − A_{ij})\), which also makes the constant \(C\) in the above equation zero. To achieve this, a sensible choice is \(a_{ij} = 1 − p_{ij}\) and \(b_{ij} = p_{ij}\) provided that \(\sum_{i̸j} A_{ij} = \sum_{i̸j} p_{ij}\). Other choices are possible [18, 19]. Then one may interpret \(p_{ij}\) as the probability for the nodes \(i\) and \(j\) being connected. This choice of \(a_{ij}\) and \(b_{ij}\) allows to interpret \(e_{rs}\) as the fraction of edges connecting nodes in groups \(r\) and \(s\) and \([e_{rs}]\) as the expected fraction of edges running from \(r\) to \(s\). Our choice of weights aims at optimizing for structural equivalence for the present analysis. Using other settings of \(a_{ij}\) and \(b_{ij}\) we can tune the quality function to optimize for regular equivalence.

The simplest choice for \(p_{ij}\) is \(p_{ij} = p\) which is a suitable choice for undirected networks with a Poissonian degree distribution. A more refined choice adequate to a broader range of degree distributions and especially for directed networks is \(p_{ij} = k_{out}^s k_{in}^i/M\) which makes \([e_{rs}] = K_s k_{in}^r/M^2\), where \(k_{in/out}^s\) is the in/out-degree of node \(i\). The sum of in/out-degrees of all nodes in role \(s\) is denoted by \(K_s^{in/out}\). Also this has the nice property that \([e_{rs}] = a_s a_s = \sum_r e_r\), i.e. the expectation value is calculated as the product of the marginals of \(e_{rs}\). For the remainder of this paper, we will use this choice of weights. Note that using an image graph with self-links only \((B_{rs} = δ_{rs})\) with these weights, we recover the Newman modularity [17].

With this quality function at hand, we can find the assignment of roles to nodes simply by optimizing it in order to maximize \(Q^B\). The function (2) is computationally easy to implement for a given image graph. The difference in \(Q^B\) for a change of node \(i\) from role \(α\) to role \(φ\) is:

\[
\Delta Q^B(\sigma_i = \alpha \rightarrow \phi) = \frac{1}{M} \sum_s (B_{rφ} - B_{αs})(k_{out}^s - k_{in}^i) + \frac{1}{M} \sum_r (B_{rφ} - B_{rα})(k_{in}^r - k_{out}^s).
\]

Here \(k_{out}^s = \sum_{i̸j} (a_{ij} + b_{ij}) A_{ij} δ_{α,s}\) denotes the number of links node \(i\) has to nodes in role \(s\) and \(k_{in}^i = \sum_{i̸j} b_{ij} δ_{α,s}\) denotes the respective expectation value. For undirected networks, the two contributions of incoming and outgoing links are of course equal. Hence, a local updating scheme needs to assess the \(k_i\) neighbors of node \(i\) and then to determine which of the \(q\) roles is best for this node, which takes \(O(q^2)\) operations. Thus a local update needs \(O((k + q^2)\) operations and can be implemented efficiently on sparse graphs as long as the number of roles is much smaller than the number of nodes in the network. Local search heuristics capable of escaping local optima such as simulated annealing can then be used to find the desired globally optimal assignment of roles to nodes. Naturally, the optimal assignment of roles to nodes is characterized by \(\Delta Q(\sigma_i = \alpha \rightarrow \phi \neq α) \leq 0\), i.e. every node assumes its best-fitting role, provided all other nodes do not change.
So far, we have dealt with directed, unweighed one mode networks. Weighted networks [21] can be dealt with by considering a weighted adjacency matrix and setting \( k_i = \sum_{j \neq i} A_{ij} \). Two mode data [20] can be seen as directed networks with one part of the nodes having only outgoing links and the other part of the nodes having only incoming links.

3 The optimal fit between network and image graph

Let us first consider the maximum achievable value of \( Q^B \) for any image graph with any number of roles. From (2) we see that every allowed edge \((A_{ij} = 1)\) in the network contributes \( a_{ij} \) and every missing edge \((A_{ij} = 0)\) that would be allowed contributes \(-b_{ij}\) to \( Q^B \). The maximum of \( Q^B \) is thus achieved when every edge in the network is allowed and there are no missing edges that would be allowed. The minimal image graph \( B_{rs} \) which can achieve this is simply that which depicts the connectivities of the classes of structural equivalence in the network. This makes the maximum sensible number of roles in the image graph \( q_{\text{max}} \) the number of structural equivalence classes. We can calculate \( Q_{\text{max}} \) even without knowledge of the structural equivalence classes simply by replacing \( B_{rs} \) by \( A_{ij} \) in (2)

\[
Q_{\text{max}} = \frac{1}{M} \sum_{ij} a_{ij} A_{ij} = \frac{1}{M} \sum_{ij} \left( 1 - \frac{k_{\text{out}}k_{\text{in}}}{M} \right) A_{ij}, \quad (5)
\]

where we have set \( a_{ij} = 1 - p_{ij} \) with our preferred form of \( p_{ij} \).

Let us now consider the properties of an image graph with \( q \) roles and a corresponding assignment of roles to nodes which achieve the highest \( Q^B \) across all image graphs with the same number of roles. From (3) we see immediately that \( Q^B \) is maximal when every addend \((e_{rs} - [e_{rs}])B_{rs}\) is maximized. If \( B_{rs} = 1 \) then \((e_{rs} - [e_{rs}])\) cannot be negative. Likewise, we see from (4) that if \( B_{rs} = 0 \) then \((e_{rs} - [e_{rs}])\) cannot be positive. This means that for the best fitting image graph, we have more links than expected between nodes in roles connected in the image graph. Further, we have less links than expected between nodes in roles disconnected in the image graph. These two observations are in fact equivalent due to the equivalence of (3) and (4).

4 Deriving the best block model from the data

A comparison of the optimal \( Q^B \) across all possible image graphs is impractical as their number grows exponentially fast with the number of roles \( q \). Essentially all graphs with \( q \) nodes (not counting isomorphisms) would need to be considered. Following the discussion in the last section, we will show how the best image graph can be found in a single step.

Recall that the best possible fit of the network to an image graph is characterized by \((e_{rs} - [e_{rs}]) \geq 0\) for all allowed links \(B_{rs} = 1\) and by \((e_{rs} - [e_{rs}]) \leq 0\) for all forbidden links \(B_{rs} = 0\). This suggests a simple way to eliminate the need for a given image graph by considering the following quality function

\[
Q'(|\sigma|) = \frac{1}{2} \sum_{r,s} \|e_{rs} - [e_{rs}]\|. \quad (6)
\]

The factor 1/2 enters to make the scores of \( Q^B \) and \( Q' \) comparable. From the assignment of roles that maximizes (6), we can read off the image graph simply by setting \( B_{rs} = 1 \), if \((e_{rs} - [e_{rs}]) > 0\) and \( B_{rs} = 0 \), if \((e_{rs} - [e_{rs}]) \leq 0\). The function (6) is steadily increasing with the number of possible roles \( q \) until it reaches its maximum value \( Q_{\text{max}} \) when \( q \) equals the number of structural equivalence classes in the network. For \( q \) roles, this allows to compare \( Q'(q)/Q_{\text{max}} \) for the actual data and a randomized version and to use this comparison as a basis for the selection of the optimal number of roles in the image graph in order to avoid over-fitting of the data.

A comparison of the image graphs and role assignments found independently for different numbers of roles then also allows for the detection of possibly hierarchical or overlapping organization of the role structure in the network.

5 Role decomposition of world trade patterns

As an example application we investigate a data set for the year 2000 from the United Nations commodity trade data base [22]. Independent research [24,23] has shown that the 55 commodities that make up the bulk of world trade, when factor analyzed, form five major groups, and that commodities are highly correlated within each group. They are differentiated by proportions of production with extraction, capital-intensive or labor-intensive processing. The five groups are a) food products and by-products, b) simple extractive, c) sophisticated extractive, d) high technology and heavy manufacture and e) low wage/light manufacture. Representative for each of these groups, we chose one commodity each and obtained 5 different networks of world trade patterns. The five commodities are a) meat and meat preparations, b) animal oil and fats, c) paper, paperboard and articles of pulp, d) machinery and e) footwear. The data set is based on the volumes of import as reported by 112 countries to the UN in 2000. The only pretreatment applied to the data was to take the logarithm of the trade volumes which preserves the relative strength of trade volumes but reduces the effect that the fit of high volume countries alone dominates the quality of the role models.

Since the five different commodities had been found to be largely independent [24] and also have different overall volumes, we do not simply sum the volumes but extend (6) in order to accommodate for different types of links in the network. Instead of performing the same analysis for the different commodities independently and
trying to form a consensus a posteriori, we include the different kinds of traded goods at the same time in the model finding process. The quantity that we maximize is:

$$Q^*([\sigma]) = \frac{1}{2} \sum_{c} \sum_{r,s} q \left[ |c_{rs}^c - |c_{rs}^e| | \right].$$

(7)

Here, the first sum runs over the different commodities $c$ and every country $i$ is assigned exactly one role $\sigma_i$ from $\sigma_i \in \{1, \ldots, q\}$ which it assumes in all block models. Further, $c_{rs}^c$ is the fraction of the log of the total volume of commodity $c$ imported by countries in roles $r$ from those in role $s$. As before, $|c_{rs}^e|$ is the corresponding expectation value based on the marginals. Once an assignment of roles to countries has been found that maximizes (7), we can read off the five different image graphs $B^*_e$ directly from the terms $c_{rs}^c - |c_{rs}^e|$ as before. The different models can then be overlaid easily as the same countries are assigned into the same roles for all of them. The computational effort for this multi commodity block modeling is still moderate as it increases over that for the case of one link type only by a factor of the number of different commodities.

Before discussing the block models we obtain, we need to determine the optimal number of roles. We calculate $Q_{\text{max}}$ for each of the five commodities separately according to (5). For different number of roles $q$, we then maximize (7) and find $Q^*(q)/Q_{\text{max}}$ averaged over the five commodities. This is necessary since we can define $Q_{\text{max}}$ only for a single link type and (7) aims at constructing a consensus model for all link types. This average value tells us what fraction of the total link structure we mimic in our image graph. As a random null model, we created randomized versions of the empirical data by rewiring the original network but keeping the number of connections constant for each node and link type. This holds the marginals roughly constant but rewires the network topology. Then, the same procedure as for the empirical data was used to obtain $Q^*(q)_{\text{rand}}/Q_{\text{max,rand}}$ which is also averaged over several realizations of the disorder. In the left part of Figure 3 we compare the values of $Q^*(q)/Q_{\text{max}}$ for the empirical data and the randomized data. While the randomized data shows a linear increase with the number of roles from the beginning, the empirical data shows a strong increase at small numbers of roles and then also changes into a linear regime. The right part of Figure 3 shows the difference in the ratio $Q^*(q)/Q_{\text{max}}$ of empirical and randomized data. Though every block model from $q = 2$ to $q = 112$ has its own merit, after all, the countries do all have individuality, two points may be chosen as particularly meaningful: either the number of roles at which we observe the transition to a linear increase in $Q^*(q)/Q_{\text{max}}$ which happens at $q = 5$ or the point at which we observe the largest difference to the randomized data at $q = 9$. An alternative approach to select the optimal number of roles would be to use the minimum description length of the block model as suggested in reference [26].

An advantage of marginal density blockmodeling developed here is that as the number of roles increases, their memberships may merge as well as split. Successive partitions are not always subdivisions forming hierarchical clusters, although there is a strong tendency for that to occur. The five rectangles enclosing pairs of roles in Figure 5 show where subdivisions tend to be hierarchical. In each case, however, some other countries also join the new sub-roles, as, for example, when the less developed periphery of the two-role model splits into two sub-roles that are also joined by some countries from the core.

Figure 4 shows the image graphs and block matrix plots for five and nine roles. Note the progression of differentiation as more and more roles are included. Already at $q = 5$ we observe a structure that can be seen as a coarse-grained version of the model with 9 roles, with the models in between mediating the transition. Inspection of Table 1 shows for all the block models that the progressive refinements in Figure 4 induce a fair approximation to a hierarchical clustering of roles. This is not required by the model and rather than split as the number of roles increases, memberships merge from different blocks about 8% of the time, including cases where two roles keep their identity but contribute overlapping members to form a third.

A pattern of geographical proximities appears in an ordering of partitions that minimizes distances between sets that are merged or split. This unique compact layout of the splitting/merging diagram (comp. Fig. 5) is used to order the partitions in Table 1. Countries in the same group tend to be located in each other’s proximity. Geographical position is thus a strong factor determining the structural equivalence roles among countries. One reason is of course that geographical proximity means that such countries have similar geographical conditions and hence similar conditions for agriculture, mining etc. Another is that geographically close countries often form localized trade alliances.

Additional to geographic proximity, the second striking feature of these models, based on optimizing structural equivalence, is that there exists considerable symmetry in the way the world trade is organized. Symmetry of the image graphs suggests that there are also regular equivalences across regions that organize the role structures across different regions [23]. Let us consider the $q = 9$ model. Thus, on one hand, there is the region around the Pacific with the US, Canada and Japan (8) in a central position, South America (9) as an out-group and South East Asia (7) as a sub-center. On the other hand, we see the core of the European Union (1) in an equally central position as the US, Canada and Japan (8), however, with Eastern Europe and the former Soviet Union (4) assuming the position that South America (9) takes on across the Atlantic. Scandinavia and some peripheral European countries such as Ireland, Austria, Greece and also Turkey (2) are for the core EU states (1) what South East Asia (7) is for the North America and Japan (8). In the middle of all, we find the African and Middle Eastern countries (5), Polynesia (6) and a second group of peripheral European countries (3) which are Greenland, Iceland, Portugal, Andorra, Malta and Israel in approximately equal positions.
Fig. 3. Left: Average of $Q^*(q)/Q_{\text{max}}$ over five commodities for the world trade network as a function of the number of roles $q$ in the block model. Red ($\times$) denote the actual empirical data, blue (+) denote the results averaged over randomly rewired versions of the empirical data as a null model. While the randomized data shows a linear increase of $Q^*/Q_{\text{max}}$ with the number of roles, the empirical data exhibits a strong increase for smaller numbers of $q$ and then also turns into a linear regime. Right: Difference between $Q^*/Q_{\text{max}}$ for the empirical data and the randomized data. At $q = 5$ we observe the transition to the linear regime. At $q = 9$ the largest difference between empirical data and the random null model occurs capturing 60% of $Q_{\text{max}}$ with only 8% of the total number of structural equivalence classes needed to achieve this maximum.

Fig. 4. Consensus image graphs and block matrix plots for the 5 commodities studied at $q = 5$ and $q = 9$ roles. Note the high symmetry of the image graphs. Triangle labels indicate commodity and direction of the flow of goods. Unlabeled links carry all five commodities in both directions. Side and bottom bars encode the marginal fraction of import and export of the total traded volume for each block in gray scale, respectively. Black dots indicate trade greater than expected from the marginals for pairs of countries, white dots smaller than expected. Background shading of blocks corresponds to density of black dots in block. See Table 1 for individual countries grouped in each block and text for details. The ordering of blocks in the matrices is suggested by the proximity order of the splitting diagram as depicted in Figure 5.
Table 1. Assignment of countries in models with two to nine roles. The horizontal lines separate the \( q = 9 \) different roles of the most detailed block model from Figure 4. Note how the blocks form an almost perfect hierarchy in the way that successive blocks split apart although this is not required by the algorithm. This is also shown by the splitting diagram in Figure 5 which further suggests the order of the groups of countries in this table.

![Splitting and merging diagram of the assortment of countries into roles as the number of roles increases. The width of the arrows is proportional to the number of countries that pass from role to role as the number of classes in increased by one. Rectangles indicate the major split on each level and squares show new roles formed from overlap or merging. See Table 1 for the individual countries in each role at each level. The compact layout of this splitting/merging diagram show how splits tend to distribute countries to smaller blocks that are adjacent in the partition order. This suggested the compact order of the blocks in Table 1 and Figure 4. The only three exceptions to compactness are China’s realignment to block 1 at level 3 and back to block 4 at level 4, and Saudi Arabia’s realignment to block 3 at level 5. As already noted in the matrix plots and image graphs, differentiation first happens around the Pacific and then in Europe, Africa and the Middle East. Labels are CEU: Central Europe, EEU: Eastern Europe, ME: Middle East, AF: Africa, NAF: Northern Africa, ME: Middle East.](image)

![Competing models for regular and structural equivalence blockmodeling can be explored through other methods sensitive to how different equivalences can be defined by constraints that differ block by block, as in generalized blockmodeling [16]. Our model can parsimoniously evaluate at a global level, however, how regular and structural equivalence role models differ, simply by changing our quality function. We reserve that comparison for a future paper. It is also interesting to observe the gradual refinement of the roles, for instance when concentrating on the core EU countries. For small numbers of roles,](image)
countries such as Denmark, Sweden, Austria and Norway are grouped together with them, but with more roles available, they are moved into their own groups to merge with countries such as Cyprus, Finland and Ireland which had been in more peripheral positions from the start. Such behavior can be interpreted as showing, with greater refinement in the role structure, the intermediary positions between the clear role of the core EU states and the more peripheral countries.

6 Conclusion

The proposed framework for block modeling is a density-based measure but not, as in some earlier methods [2], based on a notion of high/low densities within position-to-position blocks compared to global densities. Rather, its partitions are based on the marginal expectations from the paired row-column positional totals that meet in a given block, i.e. where links are concentrated. We thus take a different approach than the parameter rich mixture model approaches in references [25–30]. Our method allows the use of weighted data sets of multiple link types and results from a generalization of proven sociological concepts containing them as limiting cases.

As we showed for the cross sectional snapshot of the United Nations commodity trade database recording trade flows between countries on an annual basis, these partitions obtained are valid and capable of producing new insights and theories of role structure and dynamics.

The second distinctive and positive feature of density generalized block modeling is that successive partitions are not necessarily sequential hierarchical subclusters but may be overlapping. This is a major advantage of this modeling perspective that has been almost totally neglected in the previous traditions of block modeling and network-based role analysis. This limitation in prior perspectives has prevented block modeling from modeling the fact that actors do not usually take on a single role but an intersection of roles. The proposed framework can help to recover some of these intersections through the overlapping partitions that occur with different granularities of roles.

What density generalized block modeling contributes are new measurement, structural, and potentially dynamic perspectives on problems of explanation, assuming that models are constructed as time series of how networks evolve.

We’d like to thank Jeroen Bruggeman and Scott White for useful discussions and David Smith and Matthew Mahutga also for sharing the UN comtrade data with us.
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