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Abstract
This paper proposes a deep learning-based fast grasp detection method with a small dataset for robotic bin-picking. We consider the problem of grasping stacked up mechanical parts on a planar workspace using a parallel gripper. In this paper, we use a deep neural network to solve the problem with a single depth image. To reduce the computation time, we propose an edge-based algorithm to generate potential grasps. Then, a convolutional neural network (CNN) is applied to evaluate the robustness of all potential grasps for bin-picking. Finally, the proposed method ranks them and the object is grasped by using the grasp with the highest score. In bin-picking experiments, we evaluate the proposed method with a 7-DOF manipulator using textureless mechanical parts with complex shapes. The success ratio of grasping is 97%, and the average computation time of CNN inference is less than 0.23[s] on a laptop PC without a GPU array. In addition, we also confirm that the proposed method can be applied to unseen objects which are not included in the training dataset.
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1. Introduction

Industrial robots have been used in various fields and applications, such as cooperative tasks \cite{1, 2}, visual servoing \cite{3–5}, robotic bin-picking \cite{6, 7}, and assembly line\cite{8, 9}. Among these applications and tasks, grasp detection is essentially necessary and important. This paper especially focuses on the grasp detection for robotic bin-picking, which remains a difficult challenge for robotics research.

Analytical grasp metrics for physical characteristics of the grasping, such as force-closure \cite{10}, and grasp wrench space (GWS) \cite{11} have been proposed to evaluate the robustness of a grasp. These methods require 3D models of target objects and 6D pose estimation of the objects for robotic bin-picking. With the development of technology of three-dimensional measurements \cite{12–15}, a lot of techniques for pose estimation algorithms with 3D point cloud have been proposed, such as 3D feature\cite{7, 16–19}, 3D keypoint detection \cite{20, 21}, segmentation \cite{22, 23}, and Iterative Closest Point (ICP) \cite{24}, have been proposed. With the perfect knowledge of the object’s 6D pose, the robot can grasp the object with pre-designed grasp configurations. However, the estimated pose generally includes some errors due to the measurement noise. Meanwhile, recent works show that data-driven methods can be used to detect grasps directly from RGBD image or point cloud with hand-designed features \cite{25} or auto-learned features \cite{26}.

For robotic bin-picking, fast execution of grasp detection is required, and it needs to be applicable to heavy-cluttered scenes. With rapid advances of deep learning technology, the deep
learning-based grasp detection has recently gained attention. However, most deep learning-based techniques need a large scale of the training dataset and heavy computational resources giving off heats, such as GPU. These requirements do not especially meet industrial scene, such as factory and Warehouse, because computers with cooling fans are not preferred for factory automation. Computers without fans and GPU are more robust to dusty and high temperature industrial environment [27] than ones with fans and have lower risks of failure due to few moving parts.

In this paper, we propose a fast and robust deep learning-based grasp detection method for robotic bin-picking without a large amount of dataset and heavy computational resources. To reduce the computation time, we use a single depth image instead of RGBD data or point cloud, and we propose a simple CNN architecture that works well to detect robust grasp candidates. Even though the depth image only contains 2.5D information, the proposed approach is proven to show 95% success rate of actual bin-picking.

The proposed method adopts grasp rectangle as the representation of grasp candidates, which has been shown to be effective in previous works [26, 28]. The grasp rectangle-based approach assumes a robotic hand as a parallel gripper[29, 30] which are most commonly used hand in the industrial field compared to the other hands[31, 32].

To generate potential grasp rectangles, we propose an edge-based grasps sampling algorithm which has low computational complexity. We also propose a novel data preprocessing method for grasp rectangles, that makes the proposed method adaptable well to novel objects which the network has not been trained on. Firstly, the proposed method extracts the edge of a depth image and search possible contact points of the gripper, and then potential grasps are generated based on these contact points. Then, a simple convolutional neural network computes Grasp Scores for each grasp candidate to evaluate the robustness of potential grasps, and the grasp candidate with the highest grasp score is selected. Finally, by combining the depth image and grasping rectangle, the configuration of a grasp is obtained.

2. Related Work

In general, most of the grasp detection methods can be categorized into two groups: Analytic-based and Learning-based.

Analytical methods exploit the physical and geometrical properties of target objects and utilize analytical metrics such as force closure [33] and wrench space [34]. Even though analytical methods can be applied to any kind of object, these methods tend to not transfer well to the real-world environment since the methods require 3D modeling of the object and precise 6D pose estimation.

For 6D pose estimation in a cluttered scene, local features, such as gradient, surface normals, distances, and more complicated ones are used [35, 36] for first step estimation. As a second
step, the iterative closest point (ICP) with a point-to-point metric is widely utilized for more precise estimation. There have also been many improved algorithms based on ICP using point-to-line metric [37] or point-to-plane metric [38, 39]. However, the performance of these algorithms depends in large on the initial estimation of the first step, and tend to converge to a local minima [40]. In the bin-picking problem, a lot of objects are stacked up on top of each other, and most of them are partially visible. As a result, pose estimation becomes significantly more complex. In addition, ICP based algorithms are computationally expensive.

Learning-based methods utilize various techniques of machine learning and have recently become popular in the robotics field due to its efficacy in solving complex robotics tasks. While a lot of pose estimation methods[41, 42] and related ones[43, 44] with deep learning have also been proposed, end-to-end deep learning-based approaches of the grasp detection attract much more attention.

Learning-based grasp detection methods are mainly classified into two types: non-deep-learning and deep-learning based methods. Non-deep-learning grasping methods use contact points [45, 46], geometry characteristics [47], or the similarities among graspable parts of objects [49]. In [48], a dictionary learning and sparse representation framework for the grasp detection has been proposed. The proposed framework can be trained with small amount of data and outperformed its previous neural network-based approaches.

Most deep learning-based grasp detection share the same pipeline: taking RGBD images or point cloud from the scene as the input and predicting the most robust grasp candidate from the image. Some methods require semantic segmentation to distinguish objects in a cluttered scene [51], while others do not require the object identities[52–55]. Various deep learning-based methods have been explored to tackle the bin-picking problem such as the use of sparse auto-encoder (SAE) [26], a fully convolutional neural network (FCN) that outputs pixel-wise prediction [52–54] and deep reinforcement learning [55]. However, deep learning-based methods tend to work well only when the large training dataset is available. The training dataset can be gathered from real-world experiments [54, 56], or obtained from synthetic data provided by a physics simulation engine [57–59]. These approaches are time-consuming and computationally expensive. Without large datasets, these methods are not able to generalize to novel objects which are not included in the training datasets. Besides, most deep learning-based grasp detection method cannot be applied to robotic bin-picking in industrial situation. Almost all types of factory automation require a lot of processes of automatic parts supplying which are expected to replaced by the robotic bin-picking. In this process, a lot of industrial parts with the same type are stacked together in one bin.

To solve these problems, we propose the grasp detection method aimed at industrial bin-picking where a lot of objects with the same class are stacked together in a bin. The proposed method requires a small dataset and does not need a graphic processing unit (GPU) to train the network while obtaining the same performance as previous methods. The scale of the required training dataset is significantly decreased by using a simple and effective network, and a novel processing method for grasp rectangles. In validation experiments, the proposed method only used 30 depth images as the training data, and achieve 97% success ratio of bin-picking with the average inference time of network is 0.23[s] using a laptop without a GPU array, which is a significant advantage over other deep learning methods.

3. Proposed grasp planning

This section proposes deep learning-based fast grasp detection with a small dataset. The method consists of the following five steps:

1. A depth image of the bin-picking scene is obtained by three-dimensional measurement
2. The proposed method generates potential grasps
3. The proposed method creates images of potential grasps as the input of CNN
Figure 2.: An example of a grasping rectangle consisting of blue and red lines. Left: An image of a target object. Right: A depth image of the target object. The blue lines represent the place of fingers of the fingers of the parallel gripper at the time of the grasping. The length of red lines indicates the open width of the parallel gripper. The grasping pose is computed as follows: The orientation around the optical axis and position on the plane which is parallel to the image plane can be computed from the depth image, and the position in the optical axis (height above the work surface) is obtained from pixel values in the depth image. To execute the grasp, we compute the three-dimensional positions of two fingers.

(4) CNN outputs the grasp score showing the robustness of the grasp
(5) The grasp with the highest grasp score is selected

3.1 Grasp rectangle

This section describes grasp rectangles which are used for representing potential grasps. We use the idea of Jiang’s work [28] to represent the grasp of a parallel gripper, as shown in Fig. 2. It is assumed that contact length of the finger of the parallel gripper is constant in the depth image, while the open width is changeable. The grasp rectangles are then rotated to horizontal and processed to the same size. The details of the processing is shown in the next section.

3.2 Generation of Potential Grasps

A naive way to generate potential grasps is randomly generating grasp rectangles around the object. This method is an effective way for a single or several objects [26]. However, random generation of potential grasp will result in an ultra-large amount of potential grasps, since the bin-picking scene has more than 20~30 objects that can be grasped. This is not applicable for robotic bin-picking which is one of the real-time applications due to unacceptable computation time. Thus we need a fast method for generating potential grasps, which decreases the total amount of potential grasps and includes feasible grasps at the same time. For considering the method satisfying these requirements, we first define the following properties of the good grasp for the parallel gripper:

- Two contact points are located on the planar surfaces of the target object.
• Two fingers of the gripper are approximately parallel to the edges near the contact areas. By generating grasps satisfying the two properties, we can filter most of the invalid grasps. As a result, the number of total potential grasps can be limited to an acceptable scale.

The details of the fast method of generating the potential grasps in the depth image are shown below. The proposed method first uses Canny edge algorithm to extract edge pixels in the depth image as the contact points of the gripper. After that, by setting the minimum distance of these edge points, the total number of contact points is decreased. For each contact point (an example is shown as Point 1 in Fig. 4), the proposed method crops a small area near each point and find two endpoints of edge within the area, and then the normal is computed from these two endpoints. This simple but effective method is not only applicable to the scene with a lot of objects. The intersection of normal and the other edge can be regarded as another contact point (an example is shown as Point 2 in Fig. 4). Finally, the grasp rectangles are generated based on two contact points and the finger size.

3.3 Conversion from grasp rectangle to EGR

The proposed method does not directly use the grasp rectangles generated by the previous section as the input of CNN. To compute reasonable the grasping scores by CNN, we here propose a data processing method convert the grasp rectangles to appropriate grasping rectangle for CNN named “Efficient Grasp Rectangle (EGR).”

Most existing methods for grasp detection by CNN simply resize the image of the grasping rectangle to a target size. In contrast, we consider the area near the contact point has more important than the other area. Thus we give more weight to the contact areas. The grasping rectangle can be divided into three areas, as shown in Fig. 3. Area 1 and 3 are areas near the contact points and we keep the size of these areas. Area 2 is an area between contact points, we resize it to make it smaller than Area 1 and 3. Finally, we assemble all these areas and resize them to the target size for CNN and generate EGR. The bottom figure in Fig. 3 illustrates two grasp rectangles; Grasp A and B. It is obvious that Grasp A can provide a better grasp than Grasp B. However, the simply resizing approach gives the higher grasp score to Grasp B compared to Grasp A. In contrast, the proposed method with EGR rates Grasp A higher than Grasp B because, through the above processing, we increase the weights of contact areas. We can conclude that the proposed method with EGR improves the performance of rating of potential grasps compared with conventional approaches without EGR.

4. Network Modeling, Training, and Inference

This section presents a simple but effective convolutional neural network (CNN) to compute grasp scores of potential grasps represented by EGR. The input and output of the network are the cropped depth image in each EGR and the corresponding grasping score, respectively. The network includes two convolutional layers, two pooling layers, and two fully connected layers, as shown in Fig. 1.

Let $G \in \mathbb{R}^{m \times n}$ denote the depth image of GR-CN. Firstly, we rescale $G$ to $\bar{G}$ so that all the elements are in a range of $[0, 1]$. By using the function of the network represented by $f$ and the parameters (weights and bias) of the network denoted by $\Theta$, the output of the network, that is, the grasp score is given by

$$y = f(\bar{G}, \Theta).$$

During the training, we use the following output $p$:

$$p = \sigma(y),$$
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Figure 3.: Converting process from grasp rectangle to the proposed grasp rectangles named “Efficient Grasp Rectangle (EGR).” A generating process of EGR is shown in the upper figure. The bottom figure shows two examples of the grasp rectangles. It is obvious that Grasp A is more stable than Grasp B. However, the right table shows that the grasp score of B computed by CNN is higher than A when EGR is not applied. In contrast, the proposed EGR gives a reasonable result: the grasp score of A is higher than B. Because the proposed EGR gives higher weights near the area of two contact points, as shown in the upper figure.

\[
\sigma = \frac{1}{1 + e^{-x}}
\]

where \( \sigma \) is a sigmoid function. We manually labeled typical good and bad grasps in the depth images as the training data. For good and bad grasps, \( \hat{p} = 1 \) and \( \hat{p} = 0 \) are labeled, respectively. A goal here for the training is to find \( \Theta^* \) which satisfies:

\[
\Theta^* = \arg \min_{\Theta} L(p, \hat{p}; \Theta),
\]

where \( L \) is the cross entropy loss function.

During the inference, the grasp scores of all potential grasps are computed and ranked. The grasp score for EGR \( \bar{G} \) is computed by (1).
Figure 4.: The figure on the top shows the procedure of potential grasps generation. For the given gray-scale depth image, the edges are extracted. Then candidate contact points of fingers of the gripper are sampled with a user-defined distance shown as the red crosses. For each point, the normal vectors are computed (see blue-colored line denoted by “Normal”), and the other contact point is found at the intersection between the normal and edge (see Point 2). Every two contact points in the same point pair are regarded as the location of the fingers. Finally, grasp rectangles representing potential grasps are generated considering the size of the finger and open width. The figure on the bottom shows a method of how we obtain the normal of the edge near the contact point, instead of using Sobel kernel or Laplace kernel. The normal is directly computed from the edge image based on the following process. A small segment of the edge near the contact point is cropped, and the normal should be perpendicular to this edge segment. The gradient of normal can be computed from the endpoints of the edge segment. This method works very well for objects shown in the bottom right figure.

Figure 5.: Left figure shows experimental environment. EPSON C3 is used as 7-DOF manipulator. The middle figure shows three target objects which are parts of an actual air conditioner and bin-picking for these objects is manually performed in real factories. The parts A and B are firstly utilized for both training and grasp detection. The success ratios of parts A and B are 100% and 95%, respectively. Then we test the generalization of the proposed scheme by using the network trained by the dataset including object A and B, not C, and obtain 95% success ratio.
5. Validation Experiment

This section validates the proposed grasp detection by the bin-picking experiment. The experimental situation is shown in Fig. 5. For a 7-DOF manipulator, C3 made by SEIKO EPSON CORPORATION is utilized. A parallel gripper is attached to the manipulator. A bin containing a lot of objects is set in front of the manipulator. Three types of objects shown in the middle of Fig. 5 are used in this experiment and these objects are actual parts of an air conditioner. ENSENSE N30 with 1280 × 1024 resolution made by IDS Imaging Development Systems GmbH is installed above the bin and can capture the depth images for the piled-up objects. A laptop with a Core i5 6200U@2.3GHz CPU and 4 GB RAM is used for the training and inference. The laptop has no GPU array.

5.1 Training

The training data is gathered for Part A and B, not C. We labeled grasps from 30 depth images, and every dataset includes only 1,000 good and bad grasps, respectively. Because of the well-designed structure of the network and EGR, we do not need a large scale dataset.

Training data 1 shown in Fig. 5 comes from depth images of A and is used for training the network. Then the network is applied to detect grasps for part A. We perform the same procedure for part B. To detect grasps for part C, we combine training data 1 and 2, and use the combined training data to train a new network. In summary, we train the network separately for parts A and B, then apply the combined training data to part C to test the generalization of the proposed method.

The resolution of all grasp rectangles is 20 × 20 pixels. Our network is implemented in the Python and Tensorflow CPU. We use RMSProp as the optimizer, the min-batch size is 32, and the dropout ratio is 50% to avoid overfitting. It takes about two minutes to train the network for 100 epochs. We split 20% of the total dataset as validation data. The accuracies on the training and validation data are about 98% and 95%, respectively.

5.2 Bin-picking experiment

A robot system executed 20 grasps for each object and succeed 58 times over total of 60 trails. For all failed grasps, the system succeeds at the second trial. The success ratio of part A, B, and C are 100%, 95%, and 95%, respectively, as shown in table 1. The number of success grasping trials of object A, B, and C are 20, 19, and 19, respectively. Thus the average success rate is computed by \((20 + 19 + 19)/60 \approx 0.97\).

The average number of potential grasps is less than 1,000. As a result, the computation time of the inference is only 0.227[s] by the laptop without GPU. The proposed method shows a good prospect for real-time applications including industrial one.

The network shows the ability in learning the similarities among good grasps. For the same mechanical part in the environment, we can grasp it from different orientations according to its layout.

Part B and C can be grasped from many orientations in the experiment. The proposed method can detect different grasp configurations according to the layout of the object in the environment, as shown in Fig. 6. Besides, the proposed method still shows a high success ratio for part C which never appears in the training data. These results show that the proposed method has the ability in learning the similarities among good grasps.
Table 1.: Results of bin-picking experiment for three objects

| Object ID | The number of potential grasps | Total Trails | Success Ratio | Inference Time |
|-----------|-------------------------------|--------------|---------------|----------------|
| A         | 311                           | 20           | 100%          | 0.205[s]       |
| B         | 375                           | 20           | 95.0%         | 0.235[s]       |
| C         | 718                           | 20           | 95.0%         | 0.240[s]       |

Figure 6.: Examples of grasps with highest score in bin-picking experiment.

6. Conclusion and Future Work

This paper proposes a deep learning-based fast grasp detection for robotic bin-picking. The proposed grasp detection adopts grasp rectangles as the representation of grasp configurations, and uses a novel edge-based algorithm to generate potential grasps. A convolutional neural network is applied to evaluate the robustness of the potential grasps and rank them. Experimental results show about 97% success ratio of bin-picking including never seen objects and high speed of the method (0.227[s] per grasp).
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