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ABSTRACT. We analyse the one-dimensional pressureless Euler-Poisson equations with a linear damping and non-local interaction forces. These equations are relevant for modelling collective behavior in mathematical biology. We provide a sharp threshold between the supercritical region with finite-time breakdown and the subcritical region with global-in-time existence of the classical solution. We derive an explicit form of solution in Lagrangian coordinates which enables us to study the time-asymptotic behavior of classical solutions with the initial data in the subcritical region.

1. Introduction

We are interested in the following 1D system of pressureless Euler-Poisson equations with non-local interaction forces and damping:

\[
\begin{aligned}
\partial_t \rho + \partial_x (\rho u) &= 0, \\
\partial_t (\rho u) + \partial_x (\rho u^2) &= -\rho u - (\partial W \ast \rho) \rho, \\
W(x) &= -|x| + |x|^2/2,
\end{aligned}
\]

for \((t, x) \in \mathbb{R}_+ \times \Omega(t)\). Here, \(\rho\) is extended by 0 outside \(\Omega(t)\) and \(\Omega(t)\) denotes the interior of the support of the density \(\rho\), i.e., \(\Omega(t) := \{x \in \mathbb{R} : \rho(x, t) > 0\}\). System (1.1) is supplemented by the initial values of the density and the velocity

\[
(\rho(t, \cdot), u(t, \cdot))|_{t=0} = (\rho_0, u_0) \in H^2(\Omega_0) \times H^3(\Omega_0),
\]

where \(H^s(\Omega_0)\) stands for the standard Sobolev space of index \(s > 0\) and \(\Omega_0 := \Omega(0) = (a_0, b_0)\) is an open bounded interval. It follows from (1.2) that the initial mass and momentum are finite; we denote them by

\[
0 < M_0 := \int_{\Omega_0} \rho_0(x) dx \quad \text{and} \quad M_1 := \int_{\Omega_0} \rho_0(x) u_0(x) dx.
\]

The hydrodynamic system (1.1) has been formally derived from interacting particle systems in collective dynamics. Different authors developed several approaches involving moment methods either for particle descriptions directly \([14]\) or at the kinetic level together with monokinetic closures for the pressure term \([7]\). Kinetic equations for collective behavior can be derived rigorously from particle systems via the mean-field limit, see \([1]\, [9]\) and the references therein. Although the monokinetic closure of the moment system is not entirely justified, these pressureless hydrodynamic models as (1.1) give qualitative numerical
results comparable to the particle simulations of interacting agents, see [11, 1, 17] and the references therein.

Critical threshold phenomena for the one-dimensional Euler or Euler-Poisson system are studied in [15, 27]. In particular, the damped Euler-Poisson system with a positive background state is considered in [15] and sharp critical thresholds are obtained. For certain restricted multi-dimensional Euler-Poisson systems, we refer to [21, 22]. In [26], the critical thresholds were analysed for the so-called Euler-alignment system which has a non-local velocity alignment force \( F[\rho, u] = \psi \ast (\rho u) - u(\psi \ast \rho) \) with \( \psi \geq 0 \) instead of the linear damping and interaction force in (1.1). Note that if \( \psi \equiv 1 \), then the alignment force \( F[\rho, u] \) becomes the linear damping under the assumption that the initial momentum is zero, i.e., \( M_1 = 0 \). These results were further improved in [6] by closing the gap between lower and upper thresholds. Other interaction forces, such as attractive/repulsive Poisson forces or general-type forces, are also taken into account in the Euler-alignment system in [6]. However, the critical thresholds with interaction forces were not sharp. In this work, we solve the problem with linear damping and Newtonian attractive forces by observing that the system (1.1) has a very nice Lagrangian formulation allowing for explicit computations of the classical solutions.

Associated to the fluid velocity \( u(t,x) \), we define the characteristic flow \( \eta(t,x) \) as

\[
\frac{d\eta(t,x)}{dt} = u(t,\eta(t,x)) \quad \text{with} \quad \eta(0,x) = x \in \Omega_0.
\]

We first define a classical solution for our system (1.1) with the initial data (1.2). We say that \((\rho(t,x), u(t,x))\) is a classical local-in-time solution to (1.1) with the initial data (1.2), if there exists time \( T > 0 \) such that \( \rho \) and \( u \) are \( C^1 \) and \( C^2 \) respectively in the set \( \{(t,x) \in [0,T) \times \Omega(t)\} \), the characteristics \( \eta(t,x) \) associated to \( u \) defined by (1.3) are diffeomorphisms for all \( t \in [0,T) \) with \( \Omega(t) = \eta(t,\Omega_0) \), and \( \rho \) and \( u \) satisfy pointwisely the equations (1.1) in \( \{(t,x) \in [0,T) \times \Omega(t)\} \) with initial data (1.2). Here the time derivative at \( t = 0 \) has to be understood as a one-side derivative. It is not difficult to see that that this definition ensures the equivalence between the classical solution of the system (1.1) and the classical solutions to its Lagrangian formulation (2.1), given below. We will elaborate more about it in the next section.

We now explain our strategy to find classical solutions to the system (1.1). In Section 2, we assume that \((\rho(t,x), u(t,x))\) is a classical local-in-time solution to (1.1) with initial data (1.2) in order to find some explicit expression for the solution on the whole time interval of existence \([0,T)\). Then, in Section 3, we analyse the maximal time interval of existence of the classical solution based on its explicit expression. We show that these solutions are in fact global-in-time classical solutions under certain hypotheses on the initial data, and that otherwise they blow up in a finite time. In the end of Section 3, we state our main theorem, Theorem 3.1, which gives sharp critical thresholds for the system (1.1). Further, in Section 4, we describe the long time asymptotic behaviour of the classical global-in-time solutions. We show that the limit profile for the density is a sharp discontinuous function:

\[
\rho(x) = \frac{M_0}{2} \quad \text{and} \quad u(x) = 0 \quad \text{for} \quad x \in \Omega := (\Gamma - 1, \Gamma + 1)
\]

with

\[
\Gamma := \frac{1}{M_0} \left( \int_{\mathbb{R}} x \rho(x) \, dx + \int_{\mathbb{R}} \rho(x) u(x) \, dx \right).
\]

Let us point out that Theorem 3.1 also holds in the whole space for positive integrable initial density with finite initial center of mass and finite initial mean momentum. However, we
cannot ensure that their long time asymptotic behavior is given by $\rho_\infty$. In Appendix A, for the sake of completeness, we provide a local-in-time existence and uniqueness result of classical solutions in the sense used in this paper.

Let us emphasize, that the explicit solutions constructed in our paper are proven to be the only classical solutions of the system (1.1). The local-in-time existence and uniqueness of classical solutions to the Euler-Poisson system is known for the initial data being a small perturbation of the stationary state, see [23, 24]. There, the authors assume that the density is positive on the whole line $\mathbb{R}$ and that it tends to zero as $x \to \pm \infty$. We are not aware of any result for local-in-time well-posedness of the pressureless Euler-Poisson system neither for a Cauchy problem, nor for a bounded interval. Therefore, our local-in-time existence and uniqueness result for classical solutions to (1.1) makes the construction of solutions from Sections 2 and 3 complete and justifiable. Strictly speaking, they are the only classical solutions in their maximal time interval of existence. Let us also observe that, in contrast to [23, 24, 15], our results hold for the case of compactly supported initial data.

2. Explicit expressions of classical solutions

Let us denote $f(t, x) := \rho(t, \eta(t, x))$ and $v(t, x) := u(t, \eta(t, x))$. Using the characteristic flow, it is easy to check that $(\rho, u)$ is a local-in-time classical solution of the system (1.1) with initial data (1.2) if and only if $(f, v)$ is a classical solution of the system

$$
\begin{align}
&f(t, x) \frac{\partial \eta(t, x)}{\partial x} = \rho_0(x), \\
v'(t, x) + v(t, x) = - \int_{\Omega(t)} \partial W(\eta(t, x) - y) \rho(t, y)dy \\
&\quad = - \int_{\Omega_0} \partial W(\eta(t, x) - \eta(t, y)) \rho_0(y) dy,
\end{align}
$$

for $(t, x) \in (0, \infty) \times \Omega_0$, where we used the conservation of mass (2.1a) to fix the domain of integration in the right hand side of the equation (2.1b). Here $\{\}'$ denotes the time derivative along the characteristic flow $\eta$. The system (2.1) is supplemented with the initial data

$$
f_0 := f(0, x) = \rho_0(x), \quad v_0 := v(0, x) = u_0(x).
$$

Since $(\rho_0, u_0) \in H^2(\Omega_0) \times H^3(\Omega_0)$ and we are in one dimension, the initial data $\rho_0$ and $u_0$ are continuous functions up to the boundary of the domain, i.e., $\rho_0, u_0 \in C([a_0, b_0])$.

The problem (2.1)-(2.2) has a unique local-in-time classical solution according to Theorem A.1 in Appendix A. This solution can be extended to a maximal time of existence of the classical solution $[0, T)$. Since the characteristic flow $\eta(t, x)$ is a diffeomorphism for all $t \in [0, T)$ such that $\Omega(t) = \eta(t, \Omega_0)$, the Lagrangian change of variables can be inverted and the corresponding $(\rho, u)$ are a local-in-time classical solution of (1.1)-(1.2) in the sense given in the introduction. As mentioned above, we will now obtain explicitly the formulas for the classical solutions of the system (1.1) in Lagrangian variables.

Observe that the equation for the density $f(t, x)$ is decoupled from the equation of the velocity variable $v(t, x)$. We first with the equation for $v(t, x)$, and come back to the expression for the deformation of the mass density $\partial_x \eta(t, x)$ later on. Since the second
derivative of the potential $\partial^2_t W(x) = -2\delta_0(x) + 1$ and $v \in C^2$, we find
\[
v''(t, x) + v'(t, x) = -\int_{\Omega_0} \partial^2_t W(\eta(t, x) - \eta(t, y)) (v(t, x) - v(t, y)) \rho_0(y) \, dy
\]
\[
= -v M_0 + \int_{\Omega_0} v(t, y) \rho_0(y) \, dy.
\]
To evaluate the second term on the right hand side of the above equation, we multiply (2.1b) by $\rho_0$ and integrate with respect to $x$ to get
\[
\frac{d}{dt} \int_{\Omega_0} v(t, x) \rho_0(x) \, dx = -\int_{\Omega_0} v(t, x) \rho_0(x) \, dx,
\]
due to $\partial_x W(-x) = -\partial_x W(x)$, thus, using the initial condition (1.2) we conclude
\[
\int_{\Omega_0} v(t, x) \rho_0(x) \, dx = e^{-t} \int_{\Omega_0} \rho_0(x) u_0(x) \, dx. \tag{2.3}
\]
Set $M_1 := \int_{\Omega_0} \rho_0(x) u_0(x) \, dx$. Then we obtain that $v$ satisfies the following nonhomogeneous linear second-order differential equation:
\[
v'' + v' + M_0 v = M_1 e^{-t}, \quad t > 0, \quad v_0 = u_0. \tag{2.4}
\]
We notice that the initial data $v'(0, x) = v_0'(x)$ are given through the equation (2.1b) by
\[
v_0'(x) = -v_0(x) - \int_{\Omega_0} \partial_t W(x - y) \rho_0(y) \, dy
\]
\[
= -u_0(x) - \int_{\Omega_0} (x - y) \rho_0(y) \, dy + \int_{\Omega_0} \text{sgn}(x - y) \rho_0(y) \, dy
\]
\[
= -u_0(x) - (x + 1) M_0 + \int_{\Omega_0} y \rho_0(y) \, dy + 2 \int_{-\infty}^{x} \rho_0(y) \, dy \quad \text{for} \quad x \in \Omega_0. \tag{2.5}
\]
Depending on the size of the initial mass $M_0$, as long as the solution exists, it satisfies:

**Case A ($1 > 4M_0$):**
\[
v(t, x) = C_1 e^{\lambda_1 t} + C_2 e^{\lambda_2 t} + \frac{M_1}{M_0} e^{-t}, \tag{2.6}
\]

**Case B ($1 = 4M_0$):**
\[
v(t, x) = C_3 e^{-t/2} + C_4 t e^{-t/2} + \frac{M_1}{M_0} e^{-t}, \tag{2.7}
\]

**Case C ($1 < 4M_0$):**
\[
v(t, x) = C_5 e^{-t/2} \cos \left(\frac{\sqrt{4M_0 - 1}}{2} t\right) + C_6 e^{-t/2} \sin \left(\frac{\sqrt{4M_0 - 1}}{2} t\right) + \frac{M_1}{M_0} e^{-t}, \tag{2.8}
\]

where $\lambda_1$, $\lambda_2$, and $C_i$, $i = 1, \cdots, 6$ are given by
\[
\lambda_1 := \frac{-1 + \sqrt{1 - 4M_0}}{2}, \quad \lambda_2 := \frac{-1 - \sqrt{1 - 4M_0}}{2}, \tag{2.9a}
\]
\[
C_1 := \frac{1}{\lambda_2 - \lambda_1} \left( \lambda_2 v_0 - v_0' + \lambda_1 \frac{M_1}{M_0} \right), \quad C_2 := \frac{1}{\lambda_2 - \lambda_1} \left( -\lambda_1 v_0 + v_0' - \lambda_2 \frac{M_1}{M_0} \right), \tag{2.9b}
\]
\[
C_3 := v_0 - \frac{M_1}{M_0}, \quad C_4 := \frac{v_0}{2} + v_0' + \frac{M_1}{2M_0}, \tag{2.9c}
\]
\[
C_5 := v_0 - \frac{M_1}{M_0} \quad \text{and} \quad C_6 = \frac{2}{\sqrt{4M_0 - 1}} \left( \frac{v_0'}{2} + \frac{M_1}{2M_0} \right). \tag{2.9d}
\]
For abbreviation, we set
\[ \Xi := 1 - 4M_0 \quad \text{and} \quad \Box := -\Xi. \]

Our aim now is to compute an explicit form of \( \partial_x v \), in each of the above cases. Note that for any of these cases, it follows from (1.3) that
\[ \eta(t, x) = x + \int_0^t v(s, x) \, ds \quad \text{and} \quad \partial_x \eta(t, x) = 1 + \int_0^t \partial_x v(s, x) \, ds. \] (2.10)

- **Case A** \((1 - 4M_0 > 0)\): A straightforward computation for (2.6) yields
\[ \partial_x v = \partial_x C_1 e^{\lambda_1 t} + \partial_x C_2 e^{\lambda_2 t}, \] (2.11)
and thus
\[ \partial_x v_0 = \partial_x C_1 + \partial_x C_2 \quad \text{and} \quad \partial_x v'_0 = \partial_x C_1 \lambda_1 + \partial_x C_2 \lambda_2. \]

On the other hand, it follows from (2.2) and (2.5) that
\[ \partial_x v = \partial_x C_1 - \partial_x C_0 \lambda_1 - \partial_x C_0 \lambda_2, \]
which implies
\[ \partial_x C_1 = \frac{1}{\sqrt{\Xi}} (\lambda_1 \partial_x u_0 - M_0 + 2\rho_0) \quad \text{and} \quad \partial_x C_2 = \frac{1}{\sqrt{\Xi}} (M_0 - 2\rho_0 - \lambda_2 \partial_x u_0). \] (2.12)

Combining (2.10) with (2.11), we get
\[ \partial_x \eta = 1 + \frac{\partial_x C_1}{\lambda_1} (e^{\lambda_1 t} - 1) + \frac{\partial_x C_2}{\lambda_2} (e^{\lambda_2 t} - 1) = \frac{2\rho_0}{M_0} + \frac{\partial_x C_1}{\lambda_1} e^{\lambda_1 t} + \frac{\partial_x C_2}{\lambda_2} e^{\lambda_2 t}, \] (2.13)
\[ \eta = x + \frac{C_1}{\lambda_1} (e^{\lambda_1 t} - 1) + \frac{C_2}{\lambda_2} (e^{\lambda_2 t} - 1) - \frac{M_1}{M_0} (e^{-t} - 1), \] (2.14)
with \( C_1, C_2 \) given by (2.9b) whose derivatives are computed in (2.12) and \( \lambda_1, \lambda_2 \) given by (2.9a).

- **Case B** \((1 = 4M_0)\): We use again the solution to (2.4) given in (2.7) together with the initial conditions to get
\[ \partial_x v = \partial_x C_3 e^{-t/2} + \partial_x C_4 t e^{-t/2}, \] (2.15)
where \( \partial_x C_3, \partial_x C_4 \) satisfy
\[ \partial_x C_3 = \partial_x u_0 \quad \text{and} \quad \partial_x C_4 = -\frac{1}{2} \partial_x u_0 - \frac{1}{4} + 2\rho_0, \] (2.16)
and so, by (2.10), we find
\[ \partial_x \eta = 8\rho_0 - (2\partial_x C_3 + 4\partial_x C_4) e^{-t/2} - 2\partial_x C_4 t e^{-t/2} \] (2.17)
and
\[ \eta = x + 2C_3(1 - e^{-t/2}) - 2C_4 t e^{-t/2} + 4C_4 (1 - e^{-t/2}) + \frac{M_1}{M_0} (1 - e^{-t}). \] (2.18)

- **Case C** \((1 - 4M_0 < 0)\): It follows analogously from (2.8) that
\[ \partial_x v(t, x) = \partial_x C_5(x) e^{-t/2} \cos \left( \frac{\Box}{2} t \right) + \partial_x C_6(x) e^{-t/2} \sin \left( \frac{\Box}{2} t \right), \] (2.19)
where \( \partial_x C_5, \partial_x C_6 \) satisfy
\[ \partial_x C_5 = \partial_x u_0 \quad \text{and} \quad \partial_x C_6 = \frac{2}{\sqrt{\Box}} \left( -\frac{1}{2} \partial_x u_0 - M_0 + 2\rho_0 \right). \] (2.20)
This yields
\[
\frac{\partial_x \eta}{M_0} = \frac{2\rho_0}{M_0} + \left( \frac{2}{1 + \Box} \right) \left( \frac{\partial_x C_5}{\sqrt{\Box}} - \frac{\partial_x C_6}{\Box} \right) e^{-t/2} \sin \left( \frac{\sqrt{\Box} t}{2} \right) - \left( \frac{2}{1 + \Box} \right) \left( \frac{\partial_x C_5}{\sqrt{\Box}} + \frac{\partial_x C_6}{\Box} \right) e^{-t/2} \cos \left( \frac{\sqrt{\Box} t}{2} \right),
\]
(2.21)
and
\[
\eta = x + \frac{2(\sqrt{\Box} C_5 - C_6)}{1 + \Box} e^{-t/2} \sin \left( \frac{\sqrt{\Box} t}{2} \right) + \frac{C_5 + \sqrt{\Box} C_6}{1 + \Box} \left( 2 - 2e^{-t/2} \cos \left( \frac{\sqrt{\Box} t}{2} \right) \right) + \frac{M_1}{M_0} (1 - e^{-t}).
\]
(2.22)

Let us summarize our results up to this point. We have derived the explicit forms of velocity field being a local-in-time classical solution to (1.1). We have also obtained the expressions for the deformation of the mass density \( \partial_x \eta \) leading to positive values of the Lagrangian density \( f(t,x) \) for small enough time, since \( \partial_x \eta(0,x) = 1 \), for \( x \in \Omega_0 \). Moreover, we have derived the explicit expression of the characteristic flow \( \eta(t,x) \). We next want to find the maximal time of existence of these explicit solutions.

3. Sharp critical thresholds

In this section, we study the critical thresholds leading to a sharp condition for the dichotomy between global-in-time existence and finite-time blow-up of classical solutions to (1.1). The argument is based on the observation that the local-in-time classical solution found in the previous section can be extended in time as long as the characteristics can be defined, i.e., there is no crossing of characteristics, or equivalently, the flow map \( \eta(t,x) \) is a diffeomorphism, so \( \partial_x \eta > 0 \). We will thus study the explicit forms of \( \partial_x \eta \) obtained in cases A, B and C above. The form of the time derivative of \( \partial_x \eta \) will enable to estimate the critical thresholds in the system (2.1) depending on the size of the initial mass \( M_0 \).

We first notice that for all cases A, B, and C, the global-in-time classical solution, if it exists, satisfies
\[
\partial_x \eta(0,x) = 1 \quad \text{and} \quad \lim_{t \to \infty} \partial_x \eta(t,x) = \frac{2\rho_0(x)}{M_0} > 0 \quad \text{for all} \quad x \in \Omega_0.
\]

Thus, if the infimum of \( \partial_x \eta(t,x) \) is nonpositive, then it should be attained at \( 0 < t^* < \infty \). Let us assume that there exist \( t^* > 0 \) and \( x^* \in \Omega_0 \) satisfying
\[
\partial_x \eta(t^*, x^*) = \inf_{t > 0, x \in \Omega_0} \partial_x \eta(t,x) \leq 0.
\]
(3.1)
Then using (2.10) we find the necessary condition
\[
\partial_t \partial_x \eta(t^*, x^*) = \partial_x v(t^*, x^*) = 0.
\]

• Case A \((1 - 4M_0 > 0)\): Since \( \lambda_1, \lambda_2 \) given by (2.9a) are both negative, it is clear from (2.13) that \( \partial_x C_1(x^*) \partial_x C_2(x^*) \neq 0 \) in order to have the infimum inside the time interval \((0, \infty)\). From (2.11) we also get
\[
\partial_x v(t^*, x^*) = \partial_x C_1(x^*) e^{\lambda_1 t} \left( 1 + \frac{\partial_x C_2(x^*)}{\partial_x C_1(x^*)} e^{-\sqrt{\Xi} t^*} \right) = 0,
\]
for

\[
\frac{\partial_x C_1(x^*)}{\partial_x C_2(x^*)} = e^{-\sqrt{\Xi} t^*}.
\]

(3.2)

This implies

\[
0 < -\frac{\partial_x C_1(x^*)}{\partial_x C_2(x^*)} < 1.
\]

(3.3)

Further, from (2.13) and (3.2) we obtain

\[
\partial_x \eta(t^*, x^*) = \frac{2\rho_0(x^*)}{M_0} + \frac{\partial_x C_1(x^*)}{\lambda_1} e^{\lambda_1 t^*} + \frac{\partial_x C_2(x^*)}{\lambda_2} e^{\lambda_2 t^*} = \frac{2\rho_0(x^*)}{M_0} + \frac{\sqrt{\Xi}}{M_0} \partial_x C_2(x^*) e^{\lambda_2 t^*},
\]

thus necessarily \( \partial_x C_2(x^*) < 0 \) due to (3.1). Further, if \( \partial_x C_2(x^*) < 0 \), then due to (3.3), (2.12) and (2.9b) we have \( \partial_x u_0(x^*) < 0 \) which is equivalent to \( \partial_x C_1(x^*) + \partial_x C_2(x^*) < 0 \). Thus we conclude that to have finite-time blow up there must exist \( x^* \in \Omega_0 \) such that

\[
\partial_x C_1(x^*) > 0, \quad \partial_x C_2(x^*) < 0, \quad \partial_x u_0(x^*) < 0,
\]

and

\[
2\rho_0(x^*) + \sqrt{\Xi} \partial_x C_2(x^*) \left( -\frac{\partial_x C_1(x^*)}{\partial_x C_2(x^*)} \right) \frac{\lambda_2}{\sqrt{\Xi}} \leq 0.
\]

(3.4)

The above condition is not only necessary but also sufficient, more precisely we have the following proposition:

**Proposition 3.1.** Suppose \( 1 - 4M_0 > 0 \). Then \( \partial_x \eta(t, x) \) attains a non-positive value if and only if there exists a \( x \in \Omega_0 \) such that

\[
\partial_x u_0(x) < 0, \quad M_0 - 2\rho_0(x) < \lambda_1 \partial_x u_0(x),
\]

and

\[
2\rho_0(x) \leq (\lambda_1 \partial_x u_0(x) - M_0 + 2\rho_0(x))^{-\lambda_2/\sqrt{\Xi}} (\lambda_2 \partial_x u_0(x) - M_0 + 2\rho_0(x))^{\lambda_1/\sqrt{\Xi}}.
\]

Proof. Note that \( M_0 - 2\rho_0(x) < \lambda_1 \partial_x u_0(x) \) is equivalent to \( \partial_x C_1(x) > 0 \) and \( \partial_x C_2(x) < 0 \) due to \( \partial_x u_0(x) < 0 \). Finally, it follows from (2.12) and (3.4) that

\[
2\rho_0(x) \leq (\lambda_1 \partial_x u_0(x) - M_0 + 2\rho_0(x))^{-\lambda_2/\sqrt{\Xi}} (\lambda_2 \partial_x u_0(x) - M_0 + 2\rho_0(x))^{\lambda_1/\sqrt{\Xi}}.
\]

\( \square \)

**Case B** \((1 = 4M_0)\): In this case, \( \partial_x \eta \) is given by (2.17) and (2.16). We again want to find a point \( x^* \) which makes \( \partial_x \eta \) nonpositive at some time \( t = t^* \). Let us look for the values \( t^*, x^* \) satisfying \( \partial_x v(t^*, x^*) = 0 \), from (2.15), we have

\[
\partial_x v(t^*, x^*) = \partial_x C_3(x^*) e^{-t^*/2} + \partial_x C_4(x^*) t^* e^{-t^*/2} = 0, \quad \text{i.e.,} \quad t^* = -\frac{\partial_x C_3(x^*)}{\partial_x C_4(x^*)}.
\]

Since we look for \( t^* > 0 \) we must have \( -\frac{\partial_x C_3(x^*)}{\partial_x C_4(x^*)} > 0 \). On the other hand, by plugging \( t^* \) and \( x^* \) into (2.17), we get

\[
\partial_x \eta(t^*, x^*) = 8\rho_0(x^*) - 4\partial_x C_4(x^*) e^{-t^*/2}.
\]

(3.5)

Thus \( \partial_x \eta(t^*, x^*) \) can be nonpositive if and only if

\[
\partial_x C_4(x^*) > 0, \quad \partial_x C_3(x^*) < 0, \quad \text{and} \quad 2 \ln \left( \frac{2\rho_0(x^*)}{\partial_x C_4(x^*)} \right) \leq \frac{\partial_x C_3(x^*)}{\partial_x C_4(x^*)}.
\]

Summarizing the above estimate together with (2.16), we have the following proposition:
Proposition 3.2. Suppose $1 = 4M_0$. Then $\partial_x \eta(t, x)$ attains a nonpositive value if and only if there exists a $x \in \Omega_0$ such that

$$\partial_x u_0(x) < \min \left\{ 0, 4\rho_0(x) - \frac{1}{2} \right\},$$

and

$$\ln \left( \frac{8\rho_0(x)}{8\rho_0(x) - 2\partial_x u_0(x) - 1} \right) \leq \frac{2\partial_x u_0(x)}{8\rho_0(x) - 2\partial_x u_0(x) - 1}.$$  \hspace{1cm} (3.6)

Proof. Since $\partial_x C_3(x) = \partial_x u_0(x) < 0$ and $\partial_x C_4(x) > 0$, we infer

$$\partial_x u_0(x) < \min \left\{ 0, 4\rho_0(x) - \frac{1}{2} \right\}.$$ 

The condition (3.6) just follows from (3.5), since $t^* > 0$. \hfill \Box

• Case C ($1 - 4M_0 < 0$): In this case, $\partial_x x$ is given by (2.19). Let us look for the values \(t^*, x^*\) satisfying $\partial_x v(t^*, x^*) = 0$, we have

$$\cos \left( \frac{\sqrt{\square}}{2} t^* \right) = -\frac{\partial_x C_5(x^*)}{\partial_x C_6(x^*)} \sin \left( \frac{\sqrt{\square}}{2} t^* \right), \quad \text{i.e.,} \quad -\frac{\partial_x C_5(x^*)}{\partial_x C_6(x^*)} = \tan \left( \frac{\sqrt{\square}}{2} t^* \right).$$  \hspace{1cm} (3.7)

This gives

$$\partial_x \eta(t^*, x^*) = \frac{2\rho_0(x)}{M_0} + \left( \frac{2\sqrt{\square}}{1 + \square} \right) \left( \frac{(\partial_x C_5(x^*))^2 + (\partial_x C_6(x^*))^2}{\partial_x C_5(x^*)} \right) e^{-t^*/2} \sin \left( \frac{\sqrt{\square}}{2} t^* \right),$$  \hspace{1cm} (3.8)

due to (2.21). Note that the second term in the right hand side of the equality (3.8) has a damped oscillatory behavior as a function of $t^*$. This implies that in order to get the minimum value of $\partial_x \eta(t^*, x^*)$, it is enough to find the point $x^* \in \Omega_0$ and the smallest time $t^* > 0$ satisfying (3.7), such that the sign of the second term in (3.8) is negative, i.e. $\sin(\sqrt{\square} t^*/2)\partial_x C_5(x^*) < 0$. Observe that for each $x^* \in \Omega_0$, there is an increasing sequence of allowed positive $t^*$ due to condition (3.7). For this, we consider the following two cases:

Subcase C.1 $\partial_x C_5(x^*) \partial_x C_6(x^*) < 0$: It follows from (3.7) that the first $t^* > 0$ satisfying (3.7) appears in the interval $(0, \pi/\sqrt{\square})$. This yields that $\sin(\sqrt{\square} t^*/2) > 0$, therefore we can further distinguish two different cases:

Subcase C.1.i If in addition $\partial_x C_5 < 0$, it is possible that the first $t^* > 0$ satisfying (3.7) leads to a negative value of (3.8). We can write its form in an explicit way; due to (3.7) we have

$$\sin \left( \frac{\sqrt{\square}}{2} t^* \right) = -\frac{\partial_x C_5(x^*)}{\sqrt{(\partial_x C_5(x^*))^2 + (\partial_x C_6(x^*))^2}} > 0.$$ 

Plugging this into (3.8), we get

$$\partial_x \eta(t^*, x^*) = \frac{2\rho_0(x^*)}{M_0} - \left( \frac{2\sqrt{\square}}{1 + \square} \right) \sqrt{(\partial_x C_5(x^*))^2 + (\partial_x C_6(x^*))^2} e^{-t^*/2}.$$ 

Then we again use the relation (3.7) to find

$$\partial_x \eta(t^*, x^*) = \frac{2\rho_0(x^*)}{M_0} - C_7(x^*) \exp \left( \frac{C_8(x^*)}{\sqrt{\square}} \right),$$
where \( C_7 \) and \( C_8 \) are given by
\[
C_7(x) := \left(\frac{2\sqrt{1}}{1+\sqrt{1}}\right) \sqrt{(\partial_x C_5(x))^2 + (\partial_x C_6(x))^2} \quad \text{and} \quad C_8(x) := \arctan \left( \frac{\partial_x C_5(x)}{\partial_x C_6(x)} \right).
\] (3.9)

**Subcase C.1.ii** If in addition \( \partial_x C_5 > 0 \), then the first \( t^* > 0 \) satisfying (3.7) leads to a positive value of (3.8), but the next \( t^* \) might lead to a negative value. This one occurs at
\[
t_1^* = t^* + \frac{2\pi}{\sqrt{1}} \in (2\pi/\sqrt{1}, 3\pi/\sqrt{1}),
\]
for which \( \sin(\sqrt{1} t_1^*/2) < 0 \), however its form is still the same
\[
\sin \left( \frac{\sqrt{1}}{2} t_1^* \right) = -\frac{\partial_x C_5(x^*)}{\sqrt{(\partial_x C_5(x^*))^2 + (\partial_x C_6(x^*))^2}} < 0,
\]
and thus
\[
\partial_x \eta(t_1^*, x^*) = \frac{2\rho_0(x^*)}{M_0} - C_7(x^*) \exp \left( \frac{1}{\sqrt{1}} (C_8(x^*) - \pi) \right).
\]

**Subcase C.2** \( \partial_x C_5(x^*)\partial_x C_6(x^*) > 0 \): In this case, the first \( t^* > 0 \) satisfying (3.7) is later, namely \( t^* \in (\pi/\sqrt{1}, 2\pi/\sqrt{1}) \), however this gives again the positive value of \( \sin(\sqrt{1} t^*/2) > 0 \). Therefore, we can further distinguish similar two cases as in C.1:

**Subcase C.2.i** If in addition \( \partial_x C_5 < 0 \), then the minimum value \( \partial_x \eta(t^*, x^*) \) can be written in the following way
\[
\partial_x \eta(t^*, x^*) = \frac{2\rho_0(x^*)}{M_0} - C_7(x^*) \exp \left( \frac{1}{\sqrt{1}} (C_8(x^*) - \pi) \right).
\]

Note that since \( C_8(x^*) > 0 \) and \( \sqrt{1} t^* > 0 \), one has to take \( \sqrt{1} t^* = -C_8(x^*) + \pi \).

**Subcase C.2.ii** If in addition \( \partial_x C_5 > 0 \), then the minimum value is attained in the next possible time according to (3.7) given by
\[
t_1^* = t^* + \frac{2\pi}{\sqrt{1}} \in (3\pi/\sqrt{1}, 4\pi/\sqrt{1}),
\]
so, the smallest value is given by
\[
\partial_x \eta(t_1^*, x^*) = \frac{2\rho_0(x^*)}{M_0} - C_7(x^*) \exp \left( \frac{1}{\sqrt{1}} (C_8(x^*) - 2\pi) \right).
\]

All of these sub-cases for \( 1 - 4M_0 < 0 \) can be summarized in the following result.

**Proposition 3.3.** Suppose \( 1 - 4M_0 < 0 \). Then \( \partial_x \eta(t, x) \) has a nonpositive value if and only if there exists a point \( x \in S_1 \cup S_2 \cup S_3 \cup S_4 \) where \( S_i, i = 1, \ldots, 4 \) are given by
\[
S_i := \left\{ x \in \Omega_0: \partial_x C_5(x) < 0, \partial_x C_6(x) > 0, \frac{2\rho_0(x)}{M_0} - C_7(x) \exp \left( \frac{C_8(x)}{\sqrt{1}} \right) \leq 0 \right\},
\]
\[
S_2 := \left\{ x \in \Omega_0: \partial_x C_5(x) > 0, \partial_x C_6(x) < 0, \frac{2\rho_0(x)}{M_0} - C_7(x) \exp \left( \frac{C_8(x) - \pi}{\sqrt{1}} \right) \leq 0 \right\},
\]
\[
S_3 := \left\{ x \in \Omega_0: \partial_x C_5(x) < 0, \partial_x C_6(x) < 0, \frac{2\rho_0(x)}{M_0} - C_7(x) \exp \left( \frac{C_8(x) - \pi}{\sqrt{1}} \right) \leq 0 \right\},
\]
\[
S_4 := \left\{ x \in \Omega_0: \partial_x C_5(x) > 0, \partial_x C_6(x) > 0, \frac{2\rho_0(x)}{M_0} - C_7(x) \exp \left( \frac{C_8(x) - 2\pi}{\sqrt{1}} \right) \leq 0 \right\}
\]
respectively. Here \( \partial_x C_i, i = 5, 6, 7, 8 \) are given in (2.20) and (3.9).
As a direct consequence of Propositions 3.1–3.3, we have the following sharp critical thresholds for the system (1.1).

**Theorem 3.1.** Assume that \((f, v)\) is a classical solution to the system (2.1) with initial data (2.2), then:

**Case A:** If \(1 - 4M_0 > 0\), the solution blows up in finite time if and only if there exists an \(x^* \in \Omega_0\) such that
\[
\partial_x u_0(x) < 0, \quad M_0 - 2\rho_0(x) < \lambda_1 \partial_x u_0(x),
\]
and
\[
2\rho_0(x) \leq (\lambda_1 \partial_x u_0(x) - M_0 + 2\rho_0(x))^{-\lambda_2/\sqrt{\Xi}} (\lambda_2 \partial_x u_0(x) - M_0 + 2\rho_0(x))^{\lambda_1/\sqrt{\Xi}}.
\]

**Case B:** If \(1 - 4M_0 = 0\), the solution blows up in finite time if and only if there exists an \(x^* \in \Omega_0\) such that
\[
\partial_x u_0(x) < \min \left\{ 0, 4\rho_0(x) - \frac{1}{2} \right\},
\]
and
\[
\ln \left( \frac{8\rho_0(x^*)}{8\rho_0(x^*) - 2\partial_x u_0(x^*) - 1} \right) \leq \frac{2\partial_x u_0(x^*)}{8\rho_0(x^*) - 2\partial_x u_0(x^*) - 1}.
\]

**Case C:** If \(1 - 4M_0 < 0\), the solution blows up in finite time if and only if there exists a \(x^* \in \mathcal{S}_1 \cup \mathcal{S}_2 \cup \mathcal{S}_3 \cup \mathcal{S}_4\) where \(\mathcal{S}_i, i = 1, \ldots, 4\) are given in (3.10) and with \(C_i(x), i = 5, \ldots, 8\) given by
\[
\partial_x C_5(x) = \partial_x u_0(x), \quad \partial_x C_6(x) = \frac{2}{\sqrt{\Xi}} \left( -\frac{1}{2} \partial_x u_0(x) - M_0(x) + 2\rho_0(x) \right),
\]
\[
C_7(x) = \left( \frac{2\sqrt{\Xi}}{1+\Xi} \right) \sqrt{\frac{1+\Xi}{\Xi} (\partial_x u_0(x))^2 + \frac{4}{\Xi} (2\rho_0(x) - M_0) (2\rho_0(x) - M_0 - \partial_x u_0(x))},
\]
and
\[
C_8(x) = \arctan \left( \frac{\sqrt{\Xi} \partial_x u_0(x)}{4\rho_0(x) - 2M_0 - \partial_x u_0(x)} \right).
\]

Moreover, for all cases, if there is no finite-time blow-up, then the classical solution \((f, v)\) exists globally in time.

**Proof.** It follows from (2.1a) that
\[
\rho(t, \eta(t, x)) = \rho_0(x) (\partial_x \eta(t, x))^{-1}.
\]
Thus the density \(\rho\) blows up if and only if \(\inf_{x \in \Omega_0} \partial_x \eta(t, x) \leq 0\) for some finite time \(t > 0\).

We finally use Propositions 3.1–3.3 to conclude the desired result.

**Remark 3.1.** One can easily check that the previous theorem holds also for the case \(\Omega_0 = \mathbb{R}\), provided that the initial density is positive and integrable and that the following conditions are satisfied
\[
\int_{\mathbb{R}} |x| \rho_0(x) \, dx < \infty \quad \text{and} \quad \int_{\mathbb{R}} \rho_0(x) |u_0(x)| \, dx < \infty. \quad (3.11)
\]
4. Asymptotic behaviour

The purpose of this section is to investigate the large time asymptotic behaviour of the explicitly constructed classical solutions to system \((2.1)\) ensured by Theorem \(3.1\).

**Theorem 4.1.** Let \((f,v)\) be a global-in-time classical solution to the system \((2.1)\) given by Theorem \(3.1\). Then it satisfies
\[
f_\infty(x) := \lim_{t \to \infty} f(t,x) = \frac{M_0}{2} \quad \text{and} \quad v_\infty(x) := \lim_{t \to \infty} v(t,x) = 0 \quad \text{for all} \quad x \in \Omega_0,
\]
exponentially fast. Moreover, the characteristic flow satisfies
\[
\eta_\infty(x) := \lim_{t \to \infty} \eta(t,x) = \frac{1}{M_0} \left( \int_{\Omega_0} y\rho_0(y) \, dy + \int_{\Omega_0} \rho_0(y) u_0(y) \, dy + 2 \int_{a_0}^{x} \rho_0(y) \, dy - M_0 \right)
\]
for all \(x \in \Omega_0\). In particular, \(\Omega(t) = (a(t), b(t))\) and
\[
\lim_{t \to \infty} |a(t) - \Gamma + 1| = 0 \quad \text{and} \quad \lim_{t \to \infty} |b(t) - \Gamma - 1| = 0,
\]
exponentially fast.

**Proof.** We claim that if there is no blow-up
\[
\lim_{t \to \infty} \frac{\partial \eta(t,x)}{\partial x} \to \frac{2\rho_0(x)}{M_0} \quad \text{for all} \quad x \in \Omega_0.
\]
It simply follows from the explicit formulas for \(\partial_x \eta\) obtained in Section 2, namely \((2.13)\), \((2.17)\), and \((2.21)\). On account of \((2.1a)\), we therefore have
\[
\lim_{t \to \infty} f(t,x) = \frac{M_0}{2} \quad \text{for} \quad x \in \Omega_0.
\]
Finally, it is obvious due to \((2.9)\) that all functions \(\partial_x C_i\) are bounded due to \(\rho_0, \partial_x u_0 \in C([a_0, b_0])\), and thus, there exists a constant \(C > 0\) such that
\[
\max_{1 \leq i \leq 6} \|C_i(x)\|_{L^\infty(\Omega_0)} \leq C.
\]
This yields
\[
\|v(t, \cdot)\|_{L^\infty(\Omega_0)} \leq Ce^{-\lambda t} \quad \text{for some} \quad \lambda > 0.
\]

Since there is no blow-up of solution, we know that \(\partial_x \eta(t,x) > 0\) for all \((t,x) \in [0, \infty) \times \Omega_0\). Thus, \(\rho(t, \eta(t,x)) > 0\) for all \((t,x) \in [0, \infty) \times \Omega_0\), and so, \(\Omega(t)\) is connected since \(\eta(t,x)\) is a diffeomorphism from the connected set \(\Omega_0\) onto \(\Omega(t)\). We denote \(\Omega(t) = (a(t), b(t))\), where
\[
a(t) = \lim_{x \to a_0^+} \eta(t,x) \quad \text{and} \quad b(t) = \lim_{x \to b_0^-} \eta(t,x).
\]

Finally, we can compute based on the explicit formulas for \(\eta(t,x)\) given in \((2.14)\), \((2.18)\), and \((2.22)\) that
\[
\lim_{t \to \infty} \eta(t,x) = \frac{1}{M_0} \left( \int_{\Omega_0} y\rho_0(y) \, dy + \int_{\Omega_0} \rho_0(y) u_0(y) \, dy + 2 \int_{a_0}^{x} \rho_0(y) \, dy - M_0 \right),
\]
for all \(x \in \Omega_0\) and we deduce again that there exists constants \(\bar{C} > 0\) and \(\bar{\lambda} > 0\) such that
\[
\lim_{t \to \infty} |a(t) - \Gamma + 1| \leq \bar{C}e^{-\bar{\lambda} t} \quad \text{and} \quad \lim_{t \to \infty} |b(t) - \Gamma - 1| \leq \bar{C}e^{-\bar{\lambda} t}
\]
with \(\Gamma\) given in \((1.4)\). 
Remark 4.1. As a consequence of Theorem 4.1, we conclude
\[
\lim_{t \to \infty} \rho(t, \eta(t,x)) = \frac{M_0}{2} \text{ and } \lim_{t \to \infty} u(t, \eta(t,x)) = 0
\]
for all \( x \in \Omega_0 \). We can also check that \( \eta_\infty(x) \) is a diffeomorphism from \( \Omega_0 \) to \( (\Gamma - 1, \Gamma + 1) \). The previous theorem and this remark also hold for positive initial density defined on the whole \( \mathbb{R} \) under the assumptions (3.11).

In order to understand the large time behaviour of \( \rho(t,y) \) in the Eulerian variables, one should invert the characteristics \( \eta(t,x) \). This would be a daunting task in view of complexity of the explicit formulas for \( \eta \) given in (2.14), (2.18), and (2.22) and we do not intend to do it. However, one can estimate the error in \( L^1 \) norm between \( \rho(t,y) \) and the expected asymptotic profile
\[
\rho_\infty(y) = \frac{M_0}{2} \chi_{\Omega_\infty}(y) \text{ for } y \in \mathbb{R},
\]
where \( \chi_{\Omega} \) is the characteristic function of the interval \( \Omega \), recall that \( \Omega_\infty = (\Gamma - 1, \Gamma + 1) \).

In order to estimate this difference, we define an intermediate function \( \tilde{\rho} \) that will simplify our computations:
\[
\tilde{\rho}(t,y) = \frac{M_0}{2} \chi_{\Omega(t)}(y) \text{ for } y \in \mathbb{R}.
\]
By using the Lagrangian change of variables (2.1a), we deduce
\[
\|\rho(t,\cdot) - \tilde{\rho}(t,\cdot)\|_{L^1(\mathbb{R})} = \int_{\Omega_0} \left| f(t,x) - \frac{M_0}{2} \partial_x \eta(t,x) \right| dx
\]
\[
= \int_{\Omega_0} \left| \rho_0(x) - \frac{M_0}{2} \partial_x \eta(t,x) \right| dx.
\]
(4.2)

Theorem 4.1 shows that
\[
\lim_{t \to \infty} \left[ \rho_0(x) - \frac{M_0}{2} \partial_x \eta(t,x) \right] = 0, \text{ for all } x \in \Omega_0
\]
due to \( \partial_x \eta > 0 \). Since \( \rho_0, \partial_x u_0 \in H^2(\Omega_0) \), then by the Sobolev embeddings \( \rho_0, \partial_x u_0 \in C^1(\Omega_0) \), and thus by the explicit expressions of \( \partial_x \eta \) in (2.13), (2.17) and (2.21) we easily get
\[
\|\partial_x \eta\|_{L^\infty((0,\infty) \times \Omega_0)} < \infty.
\]
Therefore the integrand in (4.2) is bounded by a constant and the dominated convergence theorem implies that
\[
\lim_{t \to \infty} \|\rho(t,\cdot) - \tilde{\rho}(t,\cdot)\|_{L^1(\mathbb{R})} = 0.
\]
It is also true on account of (4.1) that
\[
\lim_{t \to \infty} \|\rho_\infty(\cdot) - \tilde{\rho}(t,\cdot)\|_{L^1(\mathbb{R})} = 0.
\]
Putting together the above results, we have
\[
\lim_{t \to \infty} \|\rho(t,\cdot) - \rho_\infty(\cdot)\|_{L^1(\mathbb{R})} = 0.
\]
We can even improve this result providing a rate of convergence.

Corollary 4.1. Let \( (\rho,u) \) be the global-in-time classical solution to the system (1.1)-(1.2) given by Theorem 3.1. Then there exists \( C > 0 \) depending on the \( L^\infty \) bounds of \( \rho_0 \) and \( \partial_x u_0 \) in \( \Omega_0 \) and \( \lambda > 0 \) depending on the initial mass \( M_0 \) such that
\[
\|\rho(t,\cdot) - \rho_\infty(\cdot)\|_{L^1(\mathbb{R})} \leq C e^{-\lambda t}.
\]
Proof. Using the explicit expressions for $\partial_x \eta$ in (2.13), (2.17), and (2.21), we can write the integrand in (4.2) as
\[
\rho_0(x) - \frac{M_0}{2} \partial_x \eta(t, x) = -\frac{M_0}{2} \xi(t, x)
\]
where
\[
\xi(t, x) := \begin{cases} 
\frac{\partial_x C_1}{\lambda_1} e^{\lambda_1 t} + \frac{\partial_x C_2}{\lambda_2} e^{\lambda_2 t} & \text{in A} \\
-(2\partial_x C_3 + 4\partial_x C_4) e^{-t/2} - 2\partial_x C_4 t e^{-t/2} & \text{in B} \\
\left(\frac{2\partial_x C_6}{1+\partial_x C_5}\right) e^{-t/2} \left[\left(\frac{\partial_x C_5}{\sqrt{\partial_x C_5}} - \frac{\partial_x C_6}{\sqrt{\partial_x C_6}}\right) \sin\left(\frac{\sqrt{\partial_x C_5}}{2} t\right) - \left(\frac{\partial_x C_5}{\sqrt{\partial_x C_5}} + \frac{\partial_x C_6}{\sqrt{\partial_x C_6}}\right) \cos\left(\frac{\sqrt{\partial_x C_5}}{2} t\right)\right] & \text{in C}
\end{cases}
\]
Therefore, it is easy to check due to (2.9) that all functions $\partial_x C_i$ are bounded due to $\rho_0, \partial_x u_0 \in C([a_0, b_0])$, and thus, there exists a constant $\tilde{C} > 0$ such that
\[
\|\xi(t, \cdot)\|_{L^\infty(\Omega_0)} \leq \tilde{C} e^{-\tilde{\lambda} t}
\]
with
\[
\tilde{\lambda} := \begin{cases} 
-\lambda_1 & \text{in A} \\
\frac{1}{2} - \epsilon & \text{in B} \\
\frac{1}{2} & \text{in C}
\end{cases}
\]
with $\epsilon > 0$ arbitrarily small. Using these estimates back in (4.2), we get
\[
\|\rho(t, \cdot) - \bar{\rho}(t, \cdot)\|_{L^1(\mathbb{R})} \leq \frac{|\Omega_0|}{2} \|\xi(t, \cdot)\|_{L^\infty(\Omega_0)} M_0 \leq \frac{\tilde{C} M_0 |\Omega_0|}{2} e^{-\tilde{\lambda} t}.
\]
The remaining term is also straightforward to estimate, using (4.1) we have
\[
\|\bar{\rho}(t, \cdot) - \rho_\infty(\cdot)\|_{L^1(\mathbb{R})} \leq \frac{M_0}{2} \int_{\Omega_0} |\chi_{\Omega(t)} - \chi_{\Omega_\infty}| dx \leq \tilde{C} e^{-\tilde{\lambda} t}
\]
and we conclude by taking
\[
C = \min\left\{\frac{\tilde{C} M_0 |\Omega_0|}{2}, \tilde{C}\right\}, \quad \text{and} \quad \lambda = \min\{\tilde{\lambda}, \tilde{\lambda}\}.
\]

Remark 4.2. Let us point out that one can give more qualitative estimate on the intermediate asymptotics of the solutions. Actually, one can prove as in Corollary 4.1 that the $L^1$ difference between any solution and the density profile
\[
\bar{\rho}(t, y) = \frac{M_0}{|\Omega(t)|} \chi_{\Omega(t)}(y) \quad \text{for} \quad y \in \mathbb{R},
\]
converges exponentially fast to zero. Depending on the different time scales involved, one can have cases in which this tendency to adjust to $\bar{\rho}$ is faster initially before the solution finally relaxes to the global equilibrium $\rho_\infty$. Adapting the previous arguments for positive initial data under the assumptions in Remark 3.1 seems challenging. This needs a smart control of the tails of the solutions as $t \to \infty$ depending on decaying/growth conditions at $x = \pm \infty$ of the density and the velocity profiles.
Let us illustrate the results of the last sections with some numerical experiments performed using a particle method to solve the Lagrangian equations (2.1). We refer to [5] for details on the numerical scheme, see also [17] for related numerical strategies. We use an initial uniform distribution of nodes given by
\[ \eta_i(0) = -0.75 + \frac{1.5}{n-1} (i - 1) \quad \text{for} \quad i = 1, \ldots, n. \]

The initial density is chosen as
\[ \rho_i(0) = 1\gamma \cos \left( \frac{\pi x_i(0)}{1.5} \right), \]
where the constant \( \gamma \) is fixed so that the total mass \( M_0 := \int_\mathbb{R} \rho_0 \, dx = 0.2 \). Concerning the initial velocity, we choose
\[ u_i(0) = -cx_i(0) \quad \text{for each node} \quad i = 1, \ldots, n, \]
where the two values of the parameter \( c \) will be 0.6 and 1. For the case \( c = 0.6 \) there is global classical solution and for the case \( c = 1 \) there is finite-time blow-up according to Theorem 3.1.

In Fig. 1 (A) and (B), we observe the dynamics of the solution converging towards the asymptotic profile \( \rho_\infty \) as \( t \) gets larger while the velocity becomes zero everywhere in the support of \( \rho \). The solution after \( t = 30 \) is plotted against the asymptotic profile steady state \( \rho_\infty \) in the inlet for further validation.

In Fig. 1 (C) and (D), we show the dynamics of the solution in the blow-up case. In the density evolution, we observe how the density is squeezing towards the asymptotic profile up to certain time \( t = 2.1 \), after which the density becomes larger and larger at the boundary. The blow-up is clearer in the velocity profile where we see that the derivative of the velocity becomes unbounded at the boundary at approximately \( t = 2.179 \) as depicted in the inlet.

At this time before several nodes have been removed for the density symmetrically near the boundary for visualization purposes, whose largest value is 27.94.

Remark 4.3. Observe that the same asymptotic profile \( \rho_\infty \) is obtained as the large time asymptotics of the first-order aggregation equation:

\[
\begin{align*}
\partial_t \rho + \nabla_x \cdot (\rho u) &= 0, \quad (t, x) \in \mathbb{R}_+ \times \mathbb{R}^d, \\
u &= -\nabla_x W \ast \rho, \quad W(x) = -\phi(x) + \frac{|x|^2}{2} \quad \text{where} \quad \Delta_x \phi = 2\delta_0.
\end{align*}
\]

Indeed, one can easily find the dynamics of \( \rho \) along its characteristic flow. More precisely, we get

\[
f'(t, x) = -f(\nabla_x \cdot u)(t, \eta(t, x)) = -f^2(2 - dM_0 f^{-1}).
\]

This and together with the Gronwall inequality yields

\[
f(t, x) = \frac{dM_0 \rho_0}{(dM_0 - 2\rho_0) e^{-dM_0 t} + 2\rho_0} \to \frac{dM_0}{2} \quad \text{as} \quad t \to \infty,
\]

for some \( x \in \Omega_0 \). These facts were already analysed both theoretically and numerically in [2] for the attractive and repulsive Newtonian potentials in any dimension. In fact, the aggregation equation can be formally understood as the large friction limit of (1.1), see [19] for related asymptotic limits. Let us also point out that this aggregation equation for Newtonian repulsive interaction can be obtained from particle dynamics [3].

Remark 4.4. Further extensions for potentials may be possible following the previous strategy. Let us consider a more repulsive force at the origin in our main system (1.1) by defining the potential \( W(x) \) to be

\[
W(x) = -\frac{|x|^\alpha}{\alpha} + \frac{x^2}{2},
\]

with \(-1 < \alpha < 1\). Here, \(|x|^\alpha_0 := \log |x| \) by definition. It is well known that \(|x|^\alpha \) is the fundamental solution of the fractional operator \((-\partial_{xx})^{(1+\alpha)/2} \) except a positive constant. More precisely, one can check that

\[
-(-\partial_{xx})^{(1+\alpha)/2} \left( \frac{|x|^\alpha}{\alpha} \right) = k\delta_0
\]

with \( k > 0 \), see [18, 25] and [8, 20, 10] for the one dimensional case. These potentials have been used for first-order aggregations models as in previous remark in [13] and they
are related to the eigenvalue distribution of random matrices. In particular, the following relations hold for sufficiently smooth functions \( \rho \)

\[
W \ast \rho = -(-\partial_{xx})^{-1} \frac{1}{\alpha} \rho + x \rho, \quad \partial W \ast \rho = - \left[ \partial_x (-\partial_{xx})^{-1} \right] \rho + x \ast \rho, 
\]

and

\[
-(-\partial_{xx})^{1/2} (W \ast \rho) = \rho - (-\partial_{xx})^{\alpha/2} (x \ast \rho).
\]

Note that in the case \( \alpha = 0 \), the derivative of \( W \ast \rho \) is given by the Hilbert transform. The fractional operator \( \partial_x (-\partial_{xx})^{-1} \) when \( -1 < \alpha \leq 0 \) has to be understood in the Cauchy principal value sense. With this information, we can now write the Euler-type equations for this potential in Lagrangian coordinates as

\[
f(t, x) \frac{\partial \eta(t, x)}{\partial x} = \rho_0(x), \quad (t, x) \in \mathbb{R}_+ \times \Omega_0, \tag{4.4a}
\]

\[
v'(t, x) + v(t, x) = -\int_{\Omega(t)} \partial W (\eta(t, x) - y) \rho(t, y) dy \\
= \int_{\Omega_0} \left[ \partial_x (-\partial_{xx})^{-1} \left( \frac{|x|^\alpha}{\alpha} \right) \right] (\eta(t, x) - \eta(t, y)) \rho_0(y) dy \\
- \int_{\Omega_0} (\eta(t, x) - \eta(t, y)) \rho_0(y) dy. \tag{4.4b}
\]

Now, we would like to proceed by formally applying the differential operator \( \partial_t^\alpha \) to (4.4b) taking into account (4.3) to find

\[
\partial_t^\alpha (v') + \partial_t^\alpha (v) = \int_{\Omega_0} \delta(\eta(t, x) - \eta(t, y)) (v(t, x) - v(t, y))^\alpha \rho_0(y) dy \\
- \partial_t^\alpha (\eta) M_0 + \partial_t^\alpha \left( \int_{\Omega_0} \eta(t, y) \rho_0(y) dy \right) \\
= -\partial_t^{\alpha-1} (v) M_0 + \partial_t^{\alpha-1} \left( \int_{\Omega_0} v(t, y) \rho_0(y) dy \right) ,
\]

in case we are able to use the following chain rule for fractional derivatives

\[
\partial_x^\alpha f(g(x)) = \left( \partial_g^\alpha f(y) \right)_{y=g(x)} \left( \partial_x g(x) \right)^\alpha .
\]

It is unclear though how to rigorously justify such chain rule, see [16] Lemma 12] for nonsmooth settings. Assuming that \( \partial_t^{\alpha-1} \) is the inverse operator of \( \partial_t^{\alpha-1} \), then we recover for \( \alpha = 1 \) our core formula (2.4). Using (2.3) we can compute

\[
\partial_t^{\alpha-1} \left( \int_{\Omega_0} v(t, y) \rho_0(y) dy \right) = \partial_t^{\alpha-1} \left( e^{-t} \int_{\Omega_0} (\rho_0 \omega_0)(y) dy \right) = M_1 \partial_t^{\alpha-1} (e^{-t}) ,
\]

by setting \( w = \partial_t^{\alpha-1}(v) \), we finally have

\[
w'' + w' + M_0 w = M_1 \partial_t^{\alpha-1} (e^{-t}). \tag{4.5}
\]

Hence, we could try to solve the differential equation (4.5) to get the explicit solution \( w \). However, recovering \( v \) and other quantities also needs a careful inversion of the involved fractional operators.
5. Blow-up phenomena of the system \([1.1]\) with pressure and viscosity

In this section, we consider the barotropic compressible damped Navier-Stokes-Poisson equations with non-local interaction forces:

\[
\begin{align*}
\partial_t \rho + \partial_x(\rho u) &= 0, \quad (t, x) \in \mathbb{R}^+ \times \Omega(t), \quad \text{(5.1a)} \\
\partial_t(\rho u) + \partial_x(\rho u^2) + \partial_x p(\rho) - \partial_x(\mu(\rho)\partial_x u) &= -\rho u - (\partial W * \rho)\rho, \quad \text{(5.1b)}
\end{align*}
\]

where \(W(x) = -|x| + \frac{|x|^2}{2}\), subject to initial density and velocity

\[
(\rho(t, \cdot)u(t, \cdot))_{|t=0} = (\rho_0, u_0).
\]

Here the pressure law \(p\) and the viscosity coefficient \(\mu\) are given by \(p(\rho) = \rho^\gamma\) and \(\mu(\rho) = \rho^\alpha\) with \(\gamma, \alpha > 1\).

Note that the term \(\rho^{-1}\partial_x p\) is well-defined for the possible vacuum states \(\rho = 0\) if \(\gamma > 1\). We also notice that the pressure term in the system \((5.1)\) can be formally derived from part of the potential term \(\rho(\partial_x W * \rho)\) by localizing part of \(W\) near the origin. In this formal derivation, we obtain the system \((5.1)\) with \(\gamma = 2\).

For the investigation of the finite-time blow-up, we assume that there exists a smooth \((\rho, u) \in C^2 \times C^3\) solutions in \(\mathbb{R} \times [0, T^*)\) to the system \((5.1)\) emanating from the initial data \((5.2)\) such that

\[
\left( \sum_{0 \leq k \leq 2} |\partial_x^k \rho(a_0)| \right) \left( \sum_{0 \leq k \leq 2} |\partial_x^k \rho(0)| \right) = 0.
\]

By setting \(d = \partial_x u\), we can easily verify that

\[
\dot{\rho} = -\rho d, \quad \dot{d} = -d^2 - d - \partial_x(\rho^{-1}\partial_x p(\rho)) + \partial_x(\rho^{-1}\partial_x(\mu(\rho)\partial_x u)) + 2\rho - M_0,
\]

where \(\dot{\xi}\) denotes the material derivative of \(\xi\). Then it follows from \((5.1b)\) as in \([12\text{, Lemma 2.1}]\) that

\[
\sum_{0 \leq k \leq 2} |\partial_x^k \rho(t, \eta(t, x))| \leq \sum_{0 \leq k \leq 2} |\partial_x^k \rho_0(x)| \exp \left( C \sum_{1 \leq k \leq 3} \int_0^t |\partial_x^k u(s, \eta(s, x))| \, ds \right).
\]

We also notice that

\[
\partial_x(\rho^{-1}\partial_x \rho^\gamma) = \gamma(\gamma - 2)\rho^{\gamma-3}(\partial_x \rho)^2 + \gamma\rho^{\gamma-2}\partial_x^2 \rho,
\]

and

\[
\partial_x(\rho^{-1}\partial_x(\mu(\rho)\partial_x u)) = \rho^{\alpha-1}\partial_x^3 u + (2\alpha - 1)\rho^{\alpha-2}\partial_x^2 \rho \partial_x^2 u + \alpha\rho^{\alpha-2}\partial_x^2 \rho \partial_x u \\
+ \alpha(\alpha - 2)\rho^{\alpha-3}(\partial_x \rho)^2 \partial_x u.
\]

Thus the right hand sides of the equalities \((5.6)\) and \((5.7)\) are bounded if \(\gamma, \alpha \in \{2\} \cup [3, \infty)\), and \(\sum_{0 \leq k \leq 2} |\partial_x^k \rho|\) and \(\sum_{1 \leq k \leq 3} |\partial_x^k u|\) are bounded. Taking into account \((5.5)\) and \((5.3)\), we deduce

\[
\left( \sum_{0 \leq k \leq 2} |\partial_x^k \rho(a(t))| \right) \left( \sum_{0 \leq k \leq 2} |\partial_x^k \rho(b(t))| \right) = 0 \quad \text{for} \quad t \in [0, T^*).\]

Moreover it follows from \((5.6)\) and \((5.7)\) that

\[
\partial_x(\rho^{-1}\partial_x p)(t, y) = 0 \quad \text{and} \quad \partial_x((\rho^{-1}\partial_x(\mu(\rho)\partial_x u))(t, y)) = 0,
\]
either for \( y = a(t) \) or \( y = b(t) \) for all \( t \in [0, T^*) \). This implies from (5.4) that

\[
\text{either } (d + d^2 + d + M_0)(a(t)) = 0 \quad \text{or} \quad (d + d^2 + d + M_0)(b(t)) = 0,
\]

for all \( t \in [0, T^*) \).

**Theorem 5.1.** Let \((\rho, u)\) be a \( C^2 \times C^3 \) classical solution in \( \mathbb{R} \times [0, T^*) \) to the system (5.1) - (5.2) with \( \gamma, \alpha \in \{2\} \cup [3, \infty) \). Assume that either \( x = a_0 \) or \( x = b_0 \) satisfies

\[
\sum_{0 \leq k \leq 2} |\partial^k x \rho_0(x)| = 0 \quad \text{and} \quad d_0(x) := d(0) < d_- = \frac{-1 - \sqrt{1 - 4M_0}}{2}.
\]

Then \( T^* \) is finite. Furthermore, we have

\[
T^* \leq \min_{x \in \{a_0, b_0\}} \frac{1}{d_- - d_0(x)}.
\]

**Proof.** It follows from (5.5) that for \( 1 - 4M_0 > 0 \)

\[
\dot{d} = -(d^2 + d + M_0) = -(d - d_+)(d - d_-), \quad \text{where} \quad d_\pm = \frac{-1 \pm \sqrt{1 - 4M_0}}{2}.
\]

If \( d_0 < d_- \), then

\[
\dot{d} \leq -(d - d_-)^2 \quad \text{and} \quad d \leq \frac{d_0 - d_-}{1 + (d_0 - d_-)t} + d_-.
\]

Since \( d_0 - d_- < 0 \), thus \( d(t, y) = \partial_x u(t, y) \) with \( y = a(t) \) or \( y = b(t) \) will blow up before the time \( T^* \) which satisfies

\[
T^* \leq \min_{x \in \{a_0, b_0\}} \frac{1}{d_- - d_0(x)}.
\]

This completes the proof. \( \square \)

**Remark 5.1.** Theorem 5.1 can be generalized to the case of compactly supported initial density with possible vacuum regions \( \rho_0 = 0 \).

**Appendix A. Existence and uniqueness of local-in-time classical solutions**

In this section, we study the existence of local-in-time classical solutions to the system (2.1). We prove the following theorem

**Theorem A.1.** Let \( s \geq 1 \). Suppose that \((\rho_0, u_0) \in H^s(\Omega_0) \times H^{s+1}(\Omega_0)\). Then for any constants \( 0 < M < \widetilde{M} \) there exists a \( T_0 > 0 \), depending only on \( M \) and \( \widetilde{M} \), such that if \( \|u_0\|_{H^{s+1}} < M \), then the system (2.1) has a unique solution \((f, v) \in C([0, T_0]; H^s(\Omega_0)) \times C([0, T_0]; H^{s+1}(\Omega_0))\) satisfying

\[
\sup_{0 \leq t \leq T_0} \|v(t, \cdot)\|_{H^{s+1}} \leq \widetilde{M}.
\]

**Proof.** We approximate the solutions of system (2.1) by the sequence \( \eta^n, v^n \) solving the integro-differential system:

\[
\partial_t \eta^{n+1}(t, x) = v^n(t, x), \quad x \in \Omega_0, \quad t > 0, \quad (A.1a)
\]

\[
\partial_t v^{n+1}(t, x) = -v^{n+1}(t, x) - \int_{\Omega_0} \partial W(\eta^{n+1}(t, x) - \eta^{n+1}(t, y)) \rho_0(y) dy, \quad (A.1b)
\]

with the initial data and first iteration step defined by

\[
(\eta^n(t, x), v^n(t, x))|_{t=0} = (x, u_0) \quad \text{for all} \quad n \geq 1, \quad x \in \Omega_0,
\]
and
\[ v^0(t, x) = u_0, \quad (t, x) \in \mathbb{R}_+ \times \Omega_0. \]

To simplify the notation, from now on we drop the dependence on the spatial domain in the symbols of functional spaces.

- **Step 1.** (Uniform bounds): We claim that there exists \( T_0 > 0 \) such that
\[
\sup_{0 \leq t \leq T_0} \| v^n(t, \cdot) \|_{H^{s+1}} \leq \widetilde{M} \quad \text{for} \quad n \in \mathbb{N} \cup \{0\}.
\]

To prove this claim, we use an induction argument. In the first iteration step, we find that
\[
\sup_{0 \leq t \leq T} \| v^0(t, \cdot) \|_{H^{s+1}} = \| u_0 \|_{H^{s+1}} \leq M \leq \widetilde{M}.
\]

Let us assume that
\[
v^n \in C([0, T]; H^{s}) \quad \text{and} \quad \sup_{0 \leq t \leq T} \| v^n(t, \cdot) \|_{H^{s+1}} \leq \widetilde{M},
\]
for some \( T > 0 \). Then we check that the linear approximations \((\eta^{n+1}, v^{n+1})\) from the system \((A.1)\) are well-defined and they satisfy \((\eta^{n+1}, v^{n+1}) \in C([0, T]; H^{s+1}) \times C([0, T]; H^{s+1})\). We begin by estimating \(\eta^{n+1}\). It follows from \((A.1a)\) that
\[
\eta^{n+1}(t, x) = x + \int_0^t v^n(s, x) \, ds \quad \text{and} \quad \partial_x^k \eta^{n+1}(t, x) = \delta_{k,1} + \int_0^t \partial_x^k v^n(s, x) \, ds,
\]
for \( k \geq 1 \), where \( \delta_{k,1} \) denotes Kronecker delta, i.e., \( \delta_{k,1} = 1 \) if \( k = 1 \) and \( \delta_{k,1} = 0 \) otherwise.

From this expression, it is straightforward to get
\[
\| \eta^{n+1}(t, \cdot) \|_{L^2} \leq C|\Omega_0| + \int_0^t \| v^n(s, \cdot) \|_{L^2} \, ds \leq C|\Omega_0| + T\| v^n \|_{L^\infty(0,T;L^2)}
\]
and
\[
\| \eta^{n+1}(t, \cdot) \|_{\dot{H}^k} \leq \sqrt{|\Omega_0|}\delta_{k,1} + \int_0^t \| v^n(s, \cdot) \|_{\dot{H}^k} \, ds \leq \sqrt{|\Omega_0|}\delta_{k,1} + T\| v^n(s, \cdot) \|_{\dot{H}^k},
\]
for some \( T > 0 \), where \( \dot{H}^k \) represents the homogeneous Sobolev space. This yields
\[
\sup_{0 \leq t \leq T} \| \eta^{n+1}(t, \cdot) \|_{H^{s}} \leq C(\Omega_0) + T\widetilde{M} =: C_0.
\]

Moreover, we find that there exists \( T_1 \), such that \( 0 < T \leq T_1 \) and
\[
\partial_x \eta^{n+1}(t, x) = 1 + \int_0^t \partial_x v^n(s, x) \, ds \geq 1 - T_1 \widetilde{M} > 0.
\]

For the estimate of \( \| v^n \|_{H^{s+1}} \), we first notice that
\[
\text{sgn}(\eta^{n+1}(t,x) - \eta^{n+1}(t,y)) = \text{sgn}(x-y) \quad \text{for} \quad t \in [0,T],
\]

since \( \eta^{n+1}(t,x) \) is uniquely well-defined, i.e., there are no crossing between trajectories. This enables us to rewrite \((A.1b)\) as
\[
\partial_t v^{n+1}(t,x) = -v^{n+1}(t,x) + \int_{\Omega_0} \text{sgn}(x-y)\rho_0(y) \, dy - \eta^{n+1}(t,x)M_0 + \int_{\Omega_0} \eta^{n+1}(t,y)\rho_0(y) \, dy,
\]
and further, solving the above ODE we get
\[ v^{n+1}(t, x) = u_0(x)e^{-t} + (1 - e^{-t}) \left( 2 \int_{a_0}^x \rho_0(y) dy - M_0 \right) - M_0 \int_0^t e^{-(t-s)}\eta^{n+1}(s, x) ds \]
\[ + \int_0^t \int_{\Omega_0} e^{-(t-s)}\eta^{n+1}(s, y)\rho_0(y) dy ds. \]
\[ (A.2) \]

For the spatial-derivative, we easily find
\[ \partial_k^k v^{n+1}(t, x) = \partial_k^k u_0(x)e^{-t} + 2(1 - e^{-t})\partial_k^k \rho_0(x) - M_0 \int_0^t e^{-(t-s)}\partial_k^k \eta^{n+1}(s, x) ds, \]
for \( k \geq 1 \). Then, we obtain from \( (A.2) \) and \( (A.3) \) that
\[ \|v^{n+1}(t, \cdot)\|_{L^2} \leq e^{-t}\|u_0\|_{L^2} + M_0(1 - e^{-t})\sqrt{\frac{1}{\Omega_0}} + M_0 \int_0^t e^{-(t-s)}\|\eta^{n+1}(s, \cdot)\|_{L^2} ds \]
\[ + \frac{\sqrt{\frac{1}{\Omega_0}}}{\sqrt{\frac{1}{\Omega_0}}} \int_0^t \int_{\Omega_0} e^{-(t-s)}\eta^{n+1}(s, y)\rho_0(y) dy ds \]
\[ \leq e^{-t}\|u_0\|_{L^2} + \left( \sqrt{\frac{1}{\Omega_0}}M_0 + M_0C_1 + C_1|\Omega_0|\|\rho_0\|_{L^\infty} \right)(1 - e^{-t}) \]
\[ = e^{-t}\|u_0\|_{L^2} + (M_0(C_1 + \sqrt{\frac{1}{\Omega_0}}) + C_1|\Omega_0|\|\rho_0\|_{L^\infty})(1 - e^{-t}) \]

and
\[ \|v^{n+1}(t, \cdot)\|_{H^k} \leq e^{-t}\|u_0\|_{H^k} + (2\|\rho_0\|_{H^{k-1}} + M_0C_1) (1 - e^{-t}) \quad \text{for} \quad k \geq 1, \]
respectively. Thus we conclude
\[ \|v^{n+1}(t, \cdot)\|_{H^{s+1}} \leq e^{-t}\|u_0\|_{H^{s+1}} + C_2(1 - e^{-t}), \]
\[ (A.4) \]
where \( C_2 > 0 \) is given by
\[ C_2 := M_0(C_1 + \sqrt{|\Omega_0|}) + \|\rho_0\|_{L^\infty}C_1|\Omega_0| + 2\|\rho_0\|_{H^s} + M_0C_1. \]
The r.h.s. of \( (A.4) \):
\[ h(t) := e^{-t}\|u_0\|_{H^{s+1}} + C_2(1 - e^{-t}), \]
is a decreasing function of time and \( h(0) = \|u_0\|_{H^{s+1}} < M < \tilde{M} \). This implies that we can choose \( T_0 \) small enough such that \( 0 < T_0 < T_1 \) and
\[ \sup_{0 \leq t \leq T_0} \|v^{n+1}(t, \cdot)\|_{H^{s+1}} \leq \tilde{M}. \]

- **Step 2.** (Cauchy estimates): Set
\[ \eta^{n+1,n}(t, x) := \eta^{n+1}(t, x) - \eta^n(t, x) \quad \text{and} \quad v^{n+1,n}(t, x) := v^{n+1}(t, x) - v^n(t, x). \]

Then we find that \( \eta^{n+1,n} \) and \( v^{n+1,n} \) satisfy
\[ \eta^{n+1,n}(t, x) = \int_0^t v^{n,n-1}(s, x) ds \]
and
\[ v^{n+1,n}(t, x) = -M_0 \int_0^t e^{-(t-s)}\eta^{n+1,n}(s, x) ds + \int_0^t \int_{\Omega_0} e^{-(t-s)}\eta^{n+1,n}(s, y)\rho_0(y) dy ds. \]

This yields
\[ \|\eta^{n+1,n}(t, \cdot)\|_{L^2} \leq \int_0^t \|v^{n,n-1}(s, \cdot)\|_{L^2} ds \]
and
\[ \|v^{n+1,n}(t,\cdot)\|_{L^2} \leq M_0 \int_0^t e^{-(t-s)} \|\eta^{n+1,n}(s,\cdot)\|_{L^2} ds + \|\rho_0\|_{L^\infty} \sqrt{|\Omega_0|} \int_0^t e^{-(t-s)} \|\eta^{n+1,n}(s,\cdot)\|_{L^2} ds \]
\[ \leq (M_0 + \|\rho_0\|_{L^\infty} \sqrt{|\Omega_0|}) \int_0^t \|\eta^{n+1,n}(s,\cdot)\|_{L^2} ds. \]
Introducing \( \Delta^{n+1}_{\eta,v}(t) := \|\eta^{n+1,n}(t,\cdot)\|_{L^2} + \|v^{n+1,n}(t,\cdot)\|_{L^2} \) and combining the above estimates, we get
\[ \Delta^{n+1}_{\eta,v}(t) \leq C \int_0^t \Delta^{n}_{\eta,v}(s) ds \quad \text{for some} \quad C > 0. \]
This implies
\[ \|\eta^{n+1,n}(t,\cdot)\|_{L^2} + \|v^{n+1,n}(t,\cdot)\|_{L^2} \lesssim \frac{T_0^{n+1}}{(n+1)!}, \]
for \( t \leq T_0 \). Thus, we find that \( (\eta^n(t,x), v^n(t,x)) \) is a Cauchy sequence in \( C([0,T_0]; L^2) \times C([0,T_0]; L^2) \).

- **Step 3.** (Regularity of limiting functions): It follows from Step 2 that there exist limit functions \( \eta \) and \( v \) such that
\[ (\eta^n, v^n) \to (\eta, v) \quad \text{in} \quad C([0,T_0]; L^2) \times C([0,T_0]; L^2). \]
Interpolating this with the uniform bound estimates in Step 1, we obtain
\[ (\eta^n, v^n) \to (\eta, v) \quad \text{in} \quad C([0,T_0]; H^s) \times C([0,T_0]; H^s) \quad \text{as} \quad n \to \infty. \quad (A.5) \]
We now claim that \( (\eta, v) \in C([0,T_0]; H^{s+1}) \times C([0,T_0]; H^{s+1}) \). Note that we can easily check that \( v \in C([0,T_0]; H^{s+1}) \) implies \( \eta \in C^1([0,T_0]; H^{s+1}) \) due to the above convergence and \((A.1a)\). Thus, it suffices to show that \( v \in C([0,T_0]; H^{s+1}) \). It follows from Step 1 that there exists a weakly convergent subsequence \( v^{nk} \to \tilde{v} \) as \( k \to \infty \), such that
\[ \|\tilde{v}(t,\cdot)\|_{H^{s+1}} \leq \liminf_{k \to \infty} \|v^{nk}(t,\cdot)\|_{H^{s+1}}, \quad t \in [0,T_0], \]
for some \( \tilde{v} \in L^\infty(0,T; H^{s+1}) \). This together with \((A.5)\) yields
\[ \tilde{v}(t) = v(t) \quad \text{in} \quad H^{s+1} \quad \text{for each} \quad t \in [0,T_0]. \]
Thus we have
\[ \sup_{0 \leq t \leq T_0} \|v(t,\cdot)\|_{H^{s+1}} \leq \tilde{M}. \]
We next show that
\[ v \in C_w([0,T_0]; H^{s+1}), \quad \text{i.e.,} \quad v(t) \to v(t_0) \text{ in } H^{s+1} \quad \text{as} \quad t \to t_0, \quad (A.6) \]
for \( t_0 \in [0,T_0] \). Without loss of generality, we may assume \( t_0 = 0 \). Then we obtain from the weak lower semi-continuity and \((A.5)\) that
\[ \|u_0\|_{H^{s+1}} \leq \liminf_{t \to 0^+} \|v(t)\|_{H^{s+1}}. \quad (A.7) \]
Thus the weak continuity can be obtained from the strong convergence \((A.5)\) and \((A.7)\). Indeed, for a sequence \( t_k \subset [0,T] \) such that \( t_k \to 0 \) as \( k \to \infty \), we have \( \lim_{k \to \infty} \|v(t_k) - u_0\|_{H^s} = 0 \) due to \((A.5)\) and \( \|u_0\|_{H^{s+1}} \leq \tilde{M} \).

On the other hand, it follows from \((A.4)\) and the weak lower semi-continuity that
\[ \limsup_{t \to 0^+} \|v(t,\cdot)\|_{H^{s+1}} \leq \|u_0\|_{H^{s+1}}. \quad (A.8) \]
Combining (A.7) and (A.8), we find
\[ \|v(t, \cdot)\|_{H^{s+1}} \to \|v(t_0, \cdot)\|_{H^{s+1}}, \]
as \( t \to t_0^+ \), and this together with (A.6) implies
\[ \lim_{t \to t_0^+} \|v(t) - v_0\|_{H^{s+1}} = 0 \quad \text{for} \quad t_0 \in [0, T_0]. \]
For the continuity from the left hand side, we use a change of variable \( t \mapsto T_0 - t \) by taking into account the time-reversed problem.

**Step 4.** (Existence): In Step 3, we found
\[ (\eta^n, v^n) \to (\eta, v) \quad \text{in} \quad C([0, T_0]; H^s), \]
and this implies that the limit functions \((\eta, v)\) are solutions to (1.3)-(2.1b) in the sense of distributions. In Step 3, we also proved that \((\eta, v) \in C([0, T_0]; H^{s+1})\) and
\[ \sup_{0 \leq t \leq T_0} \|v(t, \cdot)\|_{H^{s+1}} \leq M. \]
Subsequently, we get
\[ \inf_{0 \leq t \leq T_0} \inf_{x \in \Omega_0} \partial_x \eta(t, x) > 0. \]
Finally, we use the expression for \( f \) in (2.1a) together with the above estimate of \( \partial_x \eta \) to deduce \( f \in C([0, T_0]; H^s) \).

**Step 5.** (Uniqueness): Let \((f, v)\) and \((\tilde{f}, \tilde{v})\) be the two classical solutions constructed in the previous steps corresponding to the same initial data \((\rho_0, u_0)\). Set \( \eta \) and \( \tilde{\eta} \) the trajectories with respect to \( v \) and \( \tilde{v} \), respectively, i.e.,
\[ \partial_t \eta(t, x) = v(t, x) \quad \text{and} \quad \partial_t \tilde{\eta}(t, x) = \tilde{v}(t, x) \quad \text{for} \quad (t, x) \in [0, T_0] \times \Omega_0. \]
Then similarly as in Step 2 we get
\[ \|v(t, \cdot) - \tilde{v}(t, \cdot)\|_{L^2} \leq C \int_0^t \|v(s, \cdot) - \tilde{v}(s, \cdot)\|_{L^2}. \]
This yields
\[ v \equiv \tilde{v} \quad \text{in} \quad C([0, T_0]; L^2). \]
Furthermore, we can easily check \( v = \tilde{v} \in C([0, T_0]; H^{s+1}) \) by using the similar argument as before, in Step 3. In particular, this concludes
\[ \partial_x \eta(t, x) = \partial_x \tilde{\eta}(t, x) \quad \text{in} \quad C^1([0, T_0]; H^s). \]
Hence, we obtain
\[ f(t, x) = \frac{\rho_0(x)}{\partial_x \eta(t, x)} = \frac{\rho_0(x)}{\partial_x \tilde{\eta}(t, x)} = \tilde{f}(t, x) \quad \text{in} \quad C([0, T_0]; H^s). \]

\[ \square \]

**Remark A.1.** It follows from Theorem A.1 that
\[ (f, v) \in C^1([0, T]; H^{s+1}) \cap C([0, T_0]; H^s) \times (C^1([0, T]; H^s) \cap C([0, T_0]; H^{s+1})) \]
for \( s \geq 1 \), due to the structure of the system (2.1). In particular, if \( s = 2 \), then we have
\[ (f, v) \in C^1([0, T]; C(\Omega_0)) \times C^1([0, T]; C^2(\Omega_0)) \]
Using the regularity for \( v \), we get
\[ \eta' = v \in C([0, T_0]; C^2(\Omega_0)), \quad \text{i.e.,} \quad \eta \in C^1([0, T_0]; C^2(\Omega_0)). \]
On the other hand, by expanding the interaction term in (2.1b), we find
\[ v' = -v - M_0 \eta + \int_{\Omega_0} x \rho_0(x) \, dx + (1 - e^{-t}) \int_{\Omega_0} \rho_0(x) u_0(x) \, dx, \]  
(A.10)
due to
\[ \frac{d}{dt} \int_{\Omega_0} \eta(t, x) \rho_0(x) \, dx = e^{-t} \int_{\Omega_0} \rho_0(x) u_0(x) \, dx. \]
This and together with the regularity for \( \eta \) and \( v \) yields
\[ v \in C^1([0, T_0]; C^2(\Omega_0)), \]
and again use the above regularity, (A.9), and (A.10) to obtain
\[ v \in C^2([0, T_0] \times \Omega_0). \]

For the regularity of \( f \), we easily find that
\[ f = \frac{\rho_0}{\partial_x \eta} \in C^1([0, T_0] \times \Omega_0), \]
since
\[ \rho_0 \in C^1(\Omega_0) \quad \text{and} \quad \partial_x \eta \in C^1([0, T_0] \times \Omega_0). \]
Hence if we assume \((\rho_0, u_0) \in H^2(\Omega_0) \times H^3(\Omega_0)\), we have the unique local-in-time \( C^1 \times C^2 \)-solution \((f, v)\) for the system (2.1).

By using this local-in-time existence and uniqueness results, it is trivial to construct classical solutions to the problem (1.1) in the sense given in the introduction up to a maximal time interval \( T > 0 \) by the standard procedure of continuing the solutions as long as the bounds are satisfied.

Acknowledgements

JAC was partially supported by the Royal Society via a Wolfson Research Merit Award. YPC was supported by the ERC-Starting grant HDSPCONTR “High-Dimensional Sparse Optimal Control”. JAC and YPC were partially supported by EPSRC grant EP/K008404/1. EZ has been partly supported by the National Science Centre grant 2014/14/M/ST1/00108 (Harmonia). The authors warmly thank Sergio Pérez for providing us with the numerical results included in Section 4. We also thank the department of Mathematics at KAUST, and particularly A. Tzavaras, for their hospitality during part of this work.

References

[1] G. Albi, L. Pareschi, Modelling self-organized systems interacting with few individuals: from microscopic to macroscopic dynamics, Applied Math. Letters, 26, (2013), 397–401.
[2] A. L. Bertozzi, T. Laurent, and F. Léger, Aggregation and spreading via the Newtonian potential: The dynamics of patch solutions, Math. Mod. Meth. Appl. Sci., 22, (2012), 1140005.
[3] G. A. Bonaschi, J. A. Carrillo, M. DiFrancesco, M. A. Peletier, Equivalence of gradient flows and entropy solutions for singular nonlocal interaction equations in 1D, ESAIM Control Optim. Calc. Var., 21, (2015), 414–441.
[4] J. A. Cañizo, J. A. Carrillo, and J. Rosado, A well-posedness thoery in measures for some kinetic models of collective motion, Math. Mod. Meth. Appl. Sci., 21, (2011), 515–539.
[5] J. A. Carrillo, Y.-P. Choi, S. Pérez, A review on attractive-repulsive hydrodynamics for consensus in collective behavior, preprint.
[6] J. A. Carrillo, Y.-P. Choi, E. Tadmor, and C. Tan, Critical thresholds in 1D Euler equations with non-local forces, Math. Mod. Meth. Appl. Sci., 26, (2016), 185–206.
[7] J. A. Carrillo, M. R. D’Orsogna, and V. Panferov, Double milling in self-propelled swarms from kinetic theory, Kinetic and Related Models, 2, (2009), 363–378.
[8] J. A. Carrillo, L. C. F. Ferreira, J. C. Precioso, A mass-transportation approach to a one dimensional fluid mechanics model with nonlocal velocity, Advances in Mathematics, 231, (2012), 306–327.
[9] J. A. Carrillo, M. Fornasier, G. Toscani, and F. Vecil, Particle, Kinetic, and Hydrodynamic Models of Swarming, Mathematical Modelling of Collective Behavior in Socio-Economic and Life Sciences, Series: Modelling and Simulation in Science and Technology, Birkhauser, (2010), 297–336.
[10] J. A. Carrillo, Y. Huang, M. C. Santos, J. L. Vazquez, Exponential Convergence Towards Stationary States for the 1D Porous Medium Equation with Fractional Pressure, J. Differential Equations, 258, (2015), 736–763.
[11] J.A. Carrillo, A. Klar, S. Martin, and S. Tiwari, Self-propelled interacting particle systems with roosting force, Math. Mod. Meth. Appl. Sci., 20, (2010), 1533–1552.
[12] D. Chae and S.-Y. Ha, On the formation of shocks to the compressible Euler equations, Comm. Math. Sci., 7, (2009), 627–634.
[13] D. Chafai, N. Gozlan, P.-A. Zitt, First order global asymptotics for confined particles with singular pair repulsion, Ann. Appl. Probab., 24, (2014), 2371–2413.
[14] Y.-L. Chuang, M. R. D’Orsogna, D. Marthaler, A. L. Bertozzi and L. Chayes, State transitions and the continuum limit for a 2D interacting, self-propelled particle system, Physica D, 232, (2007), 33–47.
[15] S. Engelberg, H. Liu and E. Tadmor, Critical threshold in Euler-Poisson equations, Indiana Univ. Math. J., 50, (2001), 109–157.
[16] G. Jumarie, On the derivative chain-rules in fractional calculus via fractional difference and their application to systems modelling, Cent. Eur. J. Phys., 11, (2013), 617–633.
[17] A. Klar and S. Tiwari, A multiscale meshfree method for macroscopic approximations of interacting particle systems, Multiscale Model. Simul., 12, (2014), 1167–1192.
[18] N. S. Landkof, Foundations of modern potential theory, Springer-Verlag, New York-Heidelberg, 1972.
[19] C. Lattanzio, A. E. Tzavaras, Relative entropy in diffusive relaxation, SIAM J. Math. Anal., 45, (2013), 1563–1584.
[20] M. Ledoux, I. Popescu, Mass transportation proofs of free functional inequalities, and free Poincaré inequalities, Journal of Functional Analysis, 257, (2009), 1175–1221.
[21] H. Liu and E. Tadmor, Spectral dynamics of velocity gradient field in restricted flows, Comm. Math. Phys., 228, (2002), 435–466.
[22] H. Liu and E. Tadmor, Critical thresholds in 2-D restricted Euler-Poisson equations, SIAM J. Appl. Math., 63, (2003), 1889–1910.
[23] T. Makino, On a local existence theorem for the evolution of gaseous stars, In: Patterns and Waves, (T. Nishida, M. Mimura & H. Fujii, eds.), North-Holland/Kinokuniya, (1986), 459–479.
[24] T. Makino, B. Perthame, Sur les solutions à symétrie sphérique de l’équation dEuler-Poisson pour l’évolution déteiles gazeuses, Japan J. Appl. Math., 7, (1990), 165–170.
[25] E. M. Stein, Singular integrals and differentiability properties of functions, Princeton Mathematical Series, No. 30. Princeton University Press, Princeton, N.J., 1970.
[26] E. Tadmor and C. Tan, Critical thresholds in flocking hydrodynamics with nonlocal alignment, Proc. Royal Soc. A, 372, (2014), 20130401.
[27] E. Tadmor and D. Wei, On the global regularity of sub-critical Euler-Poisson equations with pressure, J. European Math. Society, 10, (2008), 757–769.

(José A. Carrillo)
Department of Mathematics
Imperial College London, London SW7 2AZ, United Kingdom
E-mail address: carrillo@imperial.ac.uk

(Young-Pil Choi)
Fakultät für Mathematik
Technische Universität München, Boltzmannstrasse 3, 85748, Garching bei München, Germany
E-mail address: ychoi@ma.tum.de

(Ewelina Zatorska)
Department of Mathematics
Imperial College London, London SW7 2AZ, United Kingdom
E-mail address: e.zatorska@imperial.ac.uk