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Abstract. We consider a large class of geodesic metric spaces, including Banach spaces, hyperbolic spaces and geodesic CAT(κ)-spaces, and investigate the space of nonexpansive mappings on either a convex or a star-shaped subset in these settings. We prove that the strict contractions form a negligible subset of this space in the sense that they form a \( \sigma \)-porous subset. For certain separable and complete metric spaces we show that a generic nonexpansive mapping has Lipschitz constant one at typical points of its domain. These results contain the case of nonexpansive self-mappings and the case of nonexpansive set-valued mappings as particular cases.
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1 Introduction

The question of existence of fixed points for nonexpansive mappings

\[ f : C \to C, \]

where \( C \) denotes a certain nonempty closed subsets of a complete metric spaces \( X \), has been well studied. Recall that a mapping \( f \) is called nonexpansive if it satisfies, for all \( x, y \in C \), the inequality

\[ \rho(f(x), f(y)) \leq \rho(x, y), \]

where \( \rho \) denotes the metric on \( X \). If \( X \) is a Euclidean space and \( C \subset X \) is bounded, closed and convex, Brouwer’s fixed point theorem (Satz 4 in [5]) states that every continuous mapping \( f : C \to C \) has a fixed point. The example

\[ T : C \to C, \quad Tx := (1, x_1, x_2, \ldots), \]

where \( C := \{ x \in c_0 : 0 \leq x_n \leq 1 \} \), shows that in infinite dimensions there are noncompact \( C \) and nonexpansive mappings \( f : C \to C \) without fixed points. In 1965 F. E. Browder
showed in [6] that nonexpansive mappings on the closed unit ball of the Hilbert space \( \ell_2 \) have a fixed point. Detailed discussions of the fixed point property for nonexpansive mappings can be found, for example, in Section 1.6 of [17] and in Chapter 4 of [16]. More recent results are presented, for instance, in [23] and in the references cited therein.

Instead of characterizing the sets \( C \) for which every nonexpansive self-mapping has a fixed point, F. S. De Blasi and J. Myjak took a different approach in [9, 10]. They raised the question of whether the typical nonexpansive mapping has a fixed point. To be more precise, let \( C \) be a bounded, closed and convex subset of a Banach space \( X \), and denote by

\[
\mathcal{M} := \{ f: C \to C: \| f(x) - f(y) \| \leq \| x - y \| \text{ for all } x, y \in C \}
\]

the space of nonexpansive mappings on \( C \) equipped with the metric of uniform convergence. In [9] they proved that there is a dense \( G_\delta \)-set \( \mathcal{M}' \) in \( \mathcal{M} \) such that each \( f \in \mathcal{M}' \) has a unique fixed point which is the pointwise limit of the iterates of \( f \). They improved this result in [10], where they showed that there is a set \( \mathcal{M}_* \subset \mathcal{M} \) with a \( \sigma \)-porous complement such that each \( f \in \mathcal{M}_* \) has a unique fixed point which is the uniform limit of the iterates of \( f \). Put in different words, these results state that a generic nonexpansive mapping \( f \) on a bounded, closed and convex subset of a Banach space has a unique fixed point which is the uniform limit of the iterates of \( f \).

Since Banach’s fixed point theorem from 1922, see [1], states that every strict contraction, that is, a mapping

\[
f: C \to C \quad \text{with} \quad \rho(f(x), f(y)) \leq L \rho(x, y) \text{ and } L < 1,
\]

has a unique fixed point which is the uniform limit of the iterates of \( f \), the question arises whether a generic nonexpansive mapping on a bounded, closed and convex subset of a Banach space is, in fact, a strict contraction. Using the Kirszbraun-Valentine extension theorem, De Blasi and Myjak answered this natural question in the negative by showing in the aforementioned papers that if \( X \) is a Hilbert space, then the set of strict contractions is \( \sigma \)-porous. In the recent article [2] the first two authors were able to show (by employing different methods) that this also holds true for general Banach spaces \( X \).

In [24] E. Rakotch proved a generalisation of Banach’s fixed point theorem, where the Lipschitz constant can be replaced by a decreasing function. More precisely, a mapping \( f: C \to C \) is called contractive in the sense of Rakotch if there exists a decreasing function \( \phi^f: [0, \text{diam}(C)] \to [0, 1] \) such that

\[
\phi^f(t) < 1 \text{ for } t > 0 \quad \text{and} \quad \rho(f(x), f(y)) \leq \phi^f(\rho(x, y))\rho(x, y)
\]

for all \( x, y \in C \). Theorem 2 in [24] shows that every Rakotch contractive mapping has a unique fixed point which is the limit of the sequence of iterates of \( f \). It can be shown that this fixed point is the uniform limit of the iterates of \( f \).

In [27] the third author together with A. J. Zaslavski showed that there is a subset \( \mathcal{M}_* \subset \mathcal{M} \) such that \( \mathcal{M} \setminus \mathcal{M}_* \) is \( \sigma \)-porous and every \( f \in \mathcal{M}_* \) is Rakotch contractive. This result can be interpreted as an explanation of the results of De Blasi and Myjak.

F. Strobin showed in [30] that in the case of an unbounded domain \( C \) this result is no longer true, but the original result of De Blasi and Myjak still holds.
In [28], the Banach space $X$ has been replaced by a hyperbolic space, that is, a complete metric space together with a family of metric lines such that the resulting triangles are thin enough. In addition, in the unbounded case, a different metric on $\mathcal{M}$ is introduced and used to show that typical nonexpansive mappings are Rakotch contractive on bounded subsets.

Corresponding results, concerning the fixed point question and the prevalence of contractive mappings, for nonexpansive set-valued mappings on star-shaped subsets of Banach and hyperbolic spaces have been presented in [11] and [21].

The aim of the present paper is to show that in all the above cases the set of strict contractions is small in the sense that it is a $\sigma$-porous subset of the space of all nonexpansive mappings. In the case where the underlying space is separable, we further distinguish the nonexpansive mappings for which the Lipschitz constant is, in a certain sense, universally equal to one. We prove that even these mappings dominate the space of all nonexpansive mappings to the extent that they form the complement of a $\sigma$-porous subset. This extends [2, Theorem 2.2] to more general settings.

The paper is structured as follows: In Section 2 we develop the necessary background, before presenting our main results in Section 3. These statements are all obtained from a construction, given in Section 4. Finally, in Section 5 we discuss an application of our main results to set-valued nonexpansive mappings. More precisely, we prove that for several important spaces of nonexpansive set-valued mappings, the subset of strict contractions is $\sigma$-porous.

2 Preliminaries and notations

In this section we introduce the key concepts with which we work and establish various notations which appear throughout the paper.

2.1 Nonexpansive mappings

The central objects of study in this paper are spaces of nonexpansive mappings. Let $(X, \rho_X)$ and $(Y, \rho_Y)$ be complete metric spaces, and fix a point $\theta \in X$. By

$$\mathcal{M} := \mathcal{M}(X,Y) := \{ f : X \to Y : \text{Lip}(f) \leq 1 \}$$

we denote the space of nonexpansive mappings from $X$ to $Y$ equipped with the metric

$$d_\theta(f,g) := \sup \left\{ \frac{\rho_Y(f(x),g(x))}{1 + \rho_X(x,\theta)} : x \in X \right\}. \quad (1)$$

The inequalities

$$\frac{\rho_Y(f(x),g(x))}{1 + \rho_X(x,\theta)} \leq \frac{\rho_Y(f(x),f(\theta)) + \rho_Y(f(\theta),g(\theta)) + \rho_Y(g(\theta),g(x))}{1 + \rho_X(x,\theta)}$$

$$\leq \frac{\rho_Y(f(\theta),g(\theta)) + 2\rho_X(x,\theta)}{1 + \rho_X(x,\theta)} \leq \rho_Y(f(\theta),g(\theta)) + 2,$$
which hold for all \( x \in X \), show that \( d_{\theta} \) is well defined. We note that the space \( \mathcal{M} \) endowed with the metric \( d_{\theta} \) is a complete metric space. Moreover, the topology of \( \mathcal{M} \) does not depend on the particular choice of the point \( \theta \): given \( \theta_1 \neq \theta \), the inequalities

\[
1 + \rho_X(x, \theta) \leq 1 + \rho_X(x, \theta_1) + \rho_X(\theta_1, \theta) \leq (1 + \rho_X(x, \theta_1))(1 + \rho_X(\theta, \theta_1)),
\]

where \( x \in X \), imply that the metrics \( d_{\theta_1} \) and \( d_{\theta} \) are Lipschitz equivalent. For a detailed discussion of the metric \( d_{\theta} \), we refer the interested reader to [28].

2.2 Porosity

Our main results concern a special class of exceptional sets in metric spaces, namely the class of \( \sigma \)-porous sets, which were introduced in [12], [13]. We define now the notion of porosity, according to [32]. In the context of a metric space, we write \( B(x, r) \) for the open ball with centre \( x \) and radius \( r \), and later \( \overline{B}(x, r) \) for the closed ball.

**Definition 2.1.** Given a metric space \((M, d)\), a subset \( A \subset M \) is called **porous at a point** \( x \in A \) if there exist \( \varepsilon_0 > 0 \) and \( \alpha > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \), there exists a point \( y \in B(x, \varepsilon) \) such that \( B(y, \alpha \varepsilon) \cap A = \emptyset \). The set \( A \) is called **porous** if it is porous at all its points and \( A \) is called **\( \sigma \)-porous** if it is the countable union of porous sets.

Note that this definition of porosity differs from the one in some of the aforementioned literature (e.g., [10]), where \( A \) is called porous if the constants \( \varepsilon_0 \) and \( \alpha \) are independent of the point \( x \). Also, there the condition on \( y \) reads as \( B(y, \alpha \varepsilon) \subset (M \setminus A) \cap B(x, \varepsilon) \). This condition is equivalent to the above as can be seen by choosing the point \( y \) for a smaller \( \varepsilon \) and adjusting \( \alpha \) appropriately. For \( \sigma \)-porosity it also does not matter whether we assume that \( \varepsilon_0 \) and \( \alpha \) are independent of the point \( x \): assume we have a decomposition \( A = \bigcup_{i=1}^{\infty} A_i \) and every \( A_i \) is porous. For every \( j, k \in \mathbb{N} \), define

\[
A_i^{j,k} := \left\{ x \in A_i : \varepsilon_0(x) \geq \frac{1}{j}, \, \alpha(x) \geq \frac{1}{k} \right\}.
\]

Then \( A = \bigcup_{i,j,k=1}^{\infty} A_i^{j,k} \) and each set \( A_i^{j,k} \) is porous in the sense of [10]. For a detailed discussion of the different concepts of porosity, we refer the reader to L. Zajíček’s survey article [32]. For the history of porosity, we also refer to [7], [29].

2.3 Geodesic metric spaces

A metric space \((X, \rho_X)\) is called **geodesic** if for every pair \( x, y \in X \), there is an isometric embedding \( c : [0, \rho_X(x, y)] \to X \) satisfying \( c(0) = x \) and \( c(\rho_X(x, y)) = y \). The image of such an embedding is referred to as a **metric segment** in \( X \) with endpoints \( x \) and \( y \), and denoted by \([x, y]\). Such metric segments may not be unique and so the notation \([x, y]\) is in general not well defined. Given \( \lambda \in [0, 1] \) and a choice of metric segment \([x, y]\), we denote by \((1 - \lambda)x \oplus \lambda y\) the unique point \( z \in [x, y] \) satisfying \( \rho_X(z, x) = \lambda \rho_X(x, y) \) and \( \rho_X(z, y) = (1 - \lambda) \rho_X(x, y) \). In places where we wish to emphasise that this point is defined
according to the geodesic structure on the metric space $X$, we will write $(1 - \lambda)x \oplus_X \lambda y$.

An image of $\mathbb{R}$ by an isometric embedding is called a metric line.

The most general setting in which the space of nonexpansive mappings on a convex set has so far been studied is that of a hyperbolic space; see [26] and [28].

**Definition 2.2.** Given a metric space $(X, \rho_X)$ and a family $\mathcal{F}$ of metric segments in $X$, we call the triple $(X, \rho_X, \mathcal{F})$ hyperbolic if the following conditions are satisfied:

(i) For each pair $x, y \in X$, there exists a unique metric segment $[x, y] \in \mathcal{F}$ joining $x$ and $y$.

(ii) For all $x, y, z, w \in X$ and all $t \in [0, 1]$,

$$\rho_X((1-t)x \oplus ty, (1-t)w \oplus t z) \leq (1-t)\rho_X(x, w) + t \rho_X(y, z). \quad (2)$$

(iii) The collection $\mathcal{F}$ is closed with respect to subsegments. More precisely, for all $x, y \in X$ and $u, v \in [x, y]$ we have $[u, v] \subseteq [x, y]$.

**Remark 2.3.** (i) Note that our definition of hyperbolic spaces slightly differs from the one in [20] since the original definition demands that every pair of points $x, y \in X$ admits a unique metric line $l \in \mathcal{F}$ such that $x, y \in l$. We note that in both variants of the definition the hyperbolic inequality (2) can be replaced with the following inequality for midpoints:

$$\rho_X\left(\frac{1}{2} x \oplus \frac{1}{2} y, \frac{1}{2} x \oplus \frac{1}{2} z\right) \leq \frac{1}{2} \rho_X(y, z).$$

A detailed discussion of different notions of hyperbolicity and convexity can be found in Remark 2.13 in [19, page 98].

(ii) The hyperbolic inequality (2) was introduced by Busemann in [8] and is sometimes referred to as Busemann convexity, cf. [15, p. 743].

Nonexpansive mappings on convex and star-shaped subsets of Banach and hyperbolic spaces have been investigated in [2], [31], [11] and [28]. We define below notions of convexity and star-shapedness in more general settings:

**Definition 2.4.** Let $X$ be a metric space with metric $\rho_X$ and let $\mathcal{F}$ be a family of metric segments in $X$.

1. We say that a subset $C$ of $X$ is $\rho_X$-star-shaped with respect to a point $x_0 \in C$ if for every point $x \in C$, there is a metric segment $[x, x_0] \in \mathcal{F}$ such that $[x, x_0] \subseteq C$. Moreover, we write $\text{star}(C)$ for the set of points $y \in C$ with respect to which $C$ is $\rho_X$-star-shaped.

2. We call a subset $C$ of $X$ $\rho_X$-convex if for each pair $x, y \in C$ there is a metric segment $[x, y] \in \mathcal{F}$ such that $[x, y] \subseteq C$.
Clearly, convexity is stronger than star-shapedness: A set $C \subseteq X$ is $\rho_X$-convex if and only if $C$ is $\rho_X$-star-shaped with respect to $y$ for every point $y \in C$, i.e. $\text{star}(C) = C$. As a note of caution, we emphasise that the metric segments occurring in Definition 2.4 need not be unique. Whenever we require that a metric segment $[x, y]$ be well defined, we will need to use condition (i) of Definition 2.5 below. Finally, let us point out that the above definitions of $\rho_X$-convex and $\rho_X$-star-shaped sets generalise the established notions in vector spaces and coincide with the notions defined for hyperbolic spaces.

2.4 Weakly hyperbolic spaces

Whilst hyperbolic spaces form an important class of metric spaces, one can observe that even quite well-behaved metric spaces are excluded from this class. For an example, consider the unit sphere $S^2$ in $\mathbb{R}^3$. For non-antipodal points $x, y \in S^2$, there is a unique geodesic on the sphere with endpoints $x$ and $y$. However, antipodal points $x, -x \in S^2$ admit infinitely many geodesics between them and there is no way to define the metric segment $[x, -x]$ so that the hyperbolic inequality (2) is satisfied. Even if we relax the uniqueness condition on the family of metric segments, the sphere still presents problems. Taking $y = z$ in inequality (2), we get

$$\rho_{S^2}((1 - t)x \oplus ty, (1 - t)w \oplus ty) \leq (1 + \sigma)\rho_{S^2}(z, w)$$

for small $t \in (0, 1)$. In other words, it is easy to find triangles on the sphere which become ‘fatter’ as one moves away from their base towards their peak.

Thus, we propose to weaken the hyperbolic condition, in order to capture a larger class of metric spaces, including the sphere $S^2$ and all geodesic CAT($\kappa$) spaces.

**Definition 2.5.** Given a metric space $(X, \rho_X)$ and a family $\mathcal{F}$ of metric segments in $X$, we say that the triple $(X, \rho_X, \mathcal{F})$ is of temperate curvature if the following conditions are satisfied:

(i) There exists a constant $D_X > 0$ such that for any $x, y \in X$ with $\rho_X(x, y) < D_X$, there is at most one metric segment $[x, y] \in \mathcal{F}$ with endpoints $x$ and $y$. In the case where the metric segments in the family $\mathcal{F}$ are unique, we set $D_X = \infty$.

(ii) For all $x, y \in X$ with $\rho_X(x, y) < D_X$ and every $\sigma > 0$, there exists a positive number $\delta_X = \delta_X(x, y, \sigma)$ such that

$$\rho_X((1 - t)z \oplus ty, (1 - t)w \oplus ty) \leq (1 + \sigma)\rho_X(z, w)$$

whenever $z, w \in B(x, \delta_X)$, $[z, y], [w, y] \in \mathcal{F}$ and $t \in [0, \delta_X)$.

A triple $(X, \rho_X, \mathcal{F})$ of temperate curvature is called weakly hyperbolic if, in addition, the following conditions are satisfied:
Definition 2.6. 1. We define a family of model spaces \((M_\kappa)\), where \(\kappa \in \mathbb{R}\), as follows:

a) For \(\kappa > 0\) we let \(M_\kappa\) denote the metric space given by the sphere \(\mathbb{S}^2\) with its standard path length metric, scaled by a factor of \(1/\sqrt{\kappa}\).

b) We define \(M_0\) as the Euclidean space \(\mathbb{R}^2\).

c) For \(\kappa < 0\) we write \(M_\kappa\) for the hyperbolic space \(\mathbb{H}^2\) (see [4, Definition 2.10]) with metric scaled by a factor of \(1/\sqrt{-\kappa}\).

We write \(d_\kappa\) for the metric on \(M_\kappa\).

2. Let \(\kappa \in \mathbb{R}\) and \((X, \rho_X)\) be a metric space. Given three points \(x_1, x_2, x_3 \in X\) and metric segments of the form \([x_1, x_2], [x_2, x_3], [x_3, x_1] \subseteq X\) we call the union \([x_1, x_2] \cup [x_2, x_3] \cup [x_3, x_1]\) a **geodesic triangle** with vertices \(x_1, x_2, x_3\). A geodesic triangle with vertices \(\mathbf{x}_1, \mathbf{x}_2, \mathbf{x}_3\) in \(M_\kappa\) is said to be a **comparison triangle** for a geodesic triangle with vertices \(x_1, x_2, x_3\) in \(X\) if \(d_\kappa(\mathbf{x}_i, \mathbf{x}_j) = \rho_X(x_i, x_j)\). A point \(\mathbf{r} \in [\mathbf{x}_i, \mathbf{x}_j]\) is called a **comparison point** for \(x \in [x_i, x_j]\) if \(d_\kappa(\mathbf{r}, \mathbf{x}_k) = \rho_X(x, x_k)\) for \(k = i, j\).

3. Let \((X, \rho_X)\) be a metric space. If \(\kappa \leq 0\), then \((X, \rho_X)\) is called a CAT(\(\kappa\)) space if it is geodesic and every geodesic triangle \(T\) in \(X\) has a comparison triangle \(\mathbf{T}\) in \(M_\kappa\) such that

\[
\rho_X(x, y) \leq d_\kappa(\mathbf{x}, \mathbf{y})
\]  \hspace{1cm} (4)
whenever \( \overline{x}, \overline{y} \in \overline{T} \) are comparison points for \( x, y \in T \). If \( \kappa > 0 \), then we define a constant \( D_\kappa = \text{diam } M_\kappa = \frac{1}{\sqrt{\kappa}} \) and we say that \( (X, \rho_X) \) is a CAT\((\kappa)\) space if for every pair of points \( x, y \in X \) with \( \rho_X(x, y) < D_\kappa \) there is a metric segment joining \( x \) and \( y \) and every geodesic triangle \( T \subseteq X \) with perimeter smaller that \( 2D_\kappa \), that is, \( \rho_X(x, y) + \rho_X(y, z) + \rho_X(z, x) < 2D_\kappa \), where \( x, y, z \) denote the vertices of \( T \), has a comparison triangle \( \overline{T} \) in \( M_\kappa \) such that (iv) is satisfied.

Thus, CAT\((\kappa)\) spaces can be thought of as metric spaces for which every sufficiently small geodesic triangle is ‘thinner’ in all directions than a corresponding triangle in the model space \( M_\kappa \). The classes of CAT\((\kappa)\) spaces are increasing in the sense that whenever \( X \) is a CAT\((\kappa)\) space, it is also a CAT\((\kappa')\) space for all \( \kappa' \geq \kappa \); see [4, Theorem 1.12].

In the proof of the next proposition, the most difficult task is to establish that every CAT\((\kappa)\) space satisfies condition (iii) of Definition 2.5 and, in particular, to verify inequality (iii). A related inequality for geodesic triangles with side lengths smaller than \( \pi/2 \) in CAT\((1)\) spaces is shown in Lemma 3.3 of [22].

**Proposition 2.7.** Every geodesic CAT\((\kappa)\) space is weakly hyperbolic.

**Proof.** Let \( (X, \rho_X) \) be a CAT\((\kappa)\) space and \( \mathcal{F} \) be the collection of all geodesics in \( X \). We show that the triple \( (X, \rho_X, \mathcal{F}) \) is a weakly hyperbolic space. We may assume that \( \kappa > 0 \). It is already clear that the family \( \mathcal{F} \) satisfies conditions (iii) and (xi) of Definition 2.5. For a proof that \( X \) satisfies conditions (i) and (ix) with \( D_X = D_\kappa \) we refer the reader to [4, Proposition 1.4]. We now verify that \( X \) satisfies condition (iii). As a first step, we show that it is sufficient to verify that the sphere \( S^2 \) with metric \( \rho = \rho_{S^2} \) scaled by \( 1/\sqrt{\kappa} \) satisfies this condition. Suppose that the model spaces satisfy condition (iii) of Definition 2.5. Let \( (X, \rho_X) \) be a CAT\((\kappa)\) space and let \( x, y \in X \) with \( \rho_X(x, y) < D_\kappa \). Then we choose \( \overline{x}, \overline{y} \in M_\kappa \) with \( d_\kappa(\overline{x}, \overline{y}) = \rho_X(x, y) \). Given \( \sigma > 0 \), we choose \( \delta = \delta_X(x, y, \sigma) = (0, \delta_X(\overline{x}, \overline{y}, \sigma)/4) \), where \( \delta_X(\overline{x}, \overline{y}, \sigma) \) is given by condition (ii) for \( M_\kappa \), sufficiently small so that \( \rho_X(x, y) + 2\delta < D_\kappa \). Let \( z, w \in B(x, \delta) \). Then by the triangle inequality, we have

\[
\rho_X(y, w) + \rho_X(w, z) + \rho_X(z, y) < 2(\rho_X(x, y) + 2\delta) < 2D_\kappa.
\]

Therefore we can choose a comparison triangle in \( M_\kappa \) with vertices \( \overline{y}, \overline{z}, \overline{w} \) for the geodesic triangle with vertices \( y, z, w \) in \( X \). Since \( d_k(\overline{u}, \overline{y}) = \rho_X(u, y) \) for \( u \in \{z, w\} \) and \( z, w \in B(x, \delta) \), we have

\[
|d_k(\overline{u}, \overline{y}) - \rho_X(x, y)| < \delta
\]

for \( u \in \{z, w\} \). It follows that there is a great circle passing through \( \overline{x} \) and \( \overline{y} \) and a point \( \overline{T} \) on this great circle with

\[
d_k(\overline{x}, \overline{T}) = \rho_X(x, y) \quad \text{and} \quad d_k(\overline{T}, \overline{z}) < \delta.
\]

Since the metric \( d_k \) on \( M_\kappa \) is invariant under isometries of the sphere, we may assume now that \( \overline{y} = \overline{y} \) and \( \overline{T} = \overline{T} \). Then we have \( \overline{x}, \overline{w} \in B(\overline{T}, 4\delta) \subset B(\overline{T}, \delta_X(\overline{x}, \overline{y}, \sigma)) \). Therefore, by condition (ii) for \( M_\kappa \), we get

\[
d_k((1 - t)\overline{x} \oplus t\overline{y}, (1 - t)\overline{w} \oplus t\overline{y}) \leq (1 + \sigma)d_k(\overline{x}, \overline{w}) = (1 + \sigma)\rho_X(z, w).
\]
for all $t \in [0, \delta_\kappa(z, y, \sigma))$. Consequently, by (1),

$$\rho_X((1 - t)z \oplus ty, (1 - t)w \oplus tw) \leq d_\kappa((1 - t)z \oplus ty, (1 - t)w \oplus tw) \leq (1 + \sigma)\rho_X(z, w)$$

for all $t \in [0, \delta) \subseteq (0, \delta_\kappa(z, y, \sigma))$.

From this point on we will assume that $\kappa = 1$, since multiplying the metric $\rho$ on the sphere by a factor of $1/\sqrt{\kappa}$ does not affect any of the calculations which follow.

Let $x, y \in S^2$ with $\rho(x, y) < D_\kappa = \pi$ and fix $\sigma > 0$. Note that $x$ and $y$ cannot be antipodal. We consider two cases, namely $\rho(x, y) > 0$ and $\rho(x, y) = 0$. We start with the case $\rho(x, y) > 0$ and let $\delta = \delta(x, y, \sigma) \in (0, \pi/8)$ be some positive constant to be determined later in the proof. For now we just prescribe that $\delta$ be small enough so that

$$I(x, y, \delta) := [(1 - \delta)(\rho(x, y) - \delta), \rho(x, y) + \delta] \subseteq (0, \pi).$$

We define constants $m_{\sin} = m_{\sin}(x, y, \delta)$ and $M_{\sin} = M_{\sin}(x, y, \delta)$ by

$$m_{\sin} := \min \{\sin \theta : \theta \in I(x, y, \delta)\},$$
$$M_{\sin} := \max \{\sin \theta : \theta \in I(x, y, \delta)\},$$

and define constants $m_{\cos}, M_{\cos}$ analogously with $\sin$ replaced by $\cos$. Note that $m_{\sin}, M_{\sin} \to \sin \rho(x, y)$ and $m_{\cos}, M_{\cos} \to \cos \rho(x, y)$ as $\delta \to 0^+$.

For points $z \in B(x, \delta)$ we write $|z| = \rho(z, y)$. We note that $|z| - |x| \leq \rho(z, x) \leq \delta$ and hence $|z| \leq I(x, y, \delta) \subseteq (0, \pi)$ for all $z \in B(x, \delta)$. For points $z, w \in B(x, \delta)$, we let $\Theta(z, w)$ denote the angle at the vertex $y$ of the spherical triangle with vertices $z, w, y$. In what follows we use the spherical law of cosines [18, Proposition 2.4.1] and the equivalent law of haversines:

$$\cos c = \cos a \cos b + \sin a \sin b \cos C, \quad \text{hav} c = \text{hav}(a - b) + \sin a \sin b \text{hav} C,$$

where $\text{hav} \theta := \sin^2(\theta/2)$, which relate the side lengths $a, b, c$ of a spherical triangle to the angle $C$ at the vertex opposite to the side of length $c$.

Let $z, w \in B(x, \delta)$. Applying the spherical law of cosines to the spherical triangle with vertices $z, w, y$, we deduce that

$$1 \geq \cos \Theta(z, w) = \frac{\cos \rho(z, w) - \cos |z| \cos |w|}{\sin |z| \sin |w|} \geq \frac{\cos 2\delta - \max \{M_{\cos}^2, m_{\cos}^2\}}{M_{\sin}^2},$$

provided we choose $\delta$ small enough so that $\cos 2\delta - \max \{M_{\cos}^2, m_{\cos}^2\} \geq 0$. In the above we use the facts that $\cos$ is decreasing on the interval $(0, \pi/2)$ and $\rho(z, w) \leq 2\delta$. The last expression is independent of $z, w \in B(x, \delta)$ and converges to 1. It follows that

$$\sup \{\Theta(z, w) : z, w \in B(x, \delta)\} \to 0 \quad \text{as} \quad \delta \to 0^+. \quad (5)$$

For $t \in [1 - \delta, 1]$ and $z, w \in B(x, \delta)$, we consider the spherical triangle with vertices $z_t := tz \oplus (1 - t)y, w_t := tw \oplus (1 - t)y$, and $y$. This triangle has sides of length $t |z|, t |w|$.
and \( \rho(z_t, w_t) \), and angle \( \Theta(z, w) \) at the vertex \( y \). Without loss of generality, we assume \( |z| \geq |w| \) and note that the inequalities \(|u| - |x| \leq \delta \) for all \( u \in B(x, \delta) \) and \( 1 - \delta \leq t \leq 1 \) together with the definition of \( I(x, y, \delta) \) imply that \( t|z|, t|w| \in I(x, y, \delta) \). In addition note that \(|z| - |w| \leq 2\delta < \pi/4 \) by the triangle inequality and hence \(|z| - |w| \in [0, \pi/4] \). Using the law of haversines, we obtain

\[
\frac{\text{hav } \rho(z_t, w_t)}{\text{hav } \rho(z, w)} = \frac{\text{hav } (t(|z| - |w|)) + \sin t|z| \sin t|w| \text{ hav } \Theta(z, w)}{\text{hav } (|z| - |w|) + \sin |z| \sin |w| \text{ hav } \Theta(z, w)} \\
\leq 1 + \frac{(\text{hav } (t(|z| - |w|)) - \text{hav } (|z| - |w|)) + (\sin t|z| \sin t|w| - \sin |z| \sin |w|) \text{ hav } \Theta(z, w)}{\text{hav } (|z| - |w|) + \sin |z| \sin |w| \text{ hav } \Theta(z, w)} \\
\leq 1 + \frac{M_2^2 - M_1^2}{M_1^2}.
\]

To deduce the above inequalities we use the fact that hav is monotonically increasing and non-negative on the interval \([0, \pi/2]\) in combination with the constraints on \( \delta \), \(|z|\), \(|w|\) and \( t \) as discussed above. Observe that the last expression converges to 1 as \( \delta \to 0^+ \) and is independent of the choices of \( z, w \in B(x, \delta) \) and \( t \in [1 - \delta, 1] \). Given \( \eta > 0 \) to be determined later in the proof, it follows that we can choose \( \delta \) sufficiently small depending only on the points \( x, y \) so that

\[
\frac{\text{hav } \rho(z_t, w_t)}{\text{hav } \rho(z, w)} \leq 1 + \eta \quad \forall t \in [1 - \delta, 1], \quad \forall z, w \in B(x, \delta). \tag{6}
\]

Next, observe that

\[
\text{hav } \rho(z_t, w_t) = \text{hav } (t(|z| - |w|)) + \sin t|z| \sin t|w| \text{ hav } \Theta(z, w) \\
\leq \text{hav } (2\delta) + M_2^2 \text{ hav } (\sup \{ \Theta(z, w) : z, w \in B(x, \delta) \})
\]

since \( t(|z| - |w|) < 2\delta < \pi/2 \) and hav is increasing on \([0, \pi/2]\). The last expression is independent of the choices of \( z, w \in B(x, \delta) \) and \( t \in [1 - \delta, 1] \) and, using (5), we see that it converges to 0 as \( \delta \to 0^+ \). Thus, using that \( \text{hav } \rho(z_t, w_t) \to 0 \) implies \( \rho(z_t, w_t) \to 0 \) and the Taylor expansion of hav \( x \) at \( x = 0 \), we can prescribe that \( \delta > 0 \) be sufficiently small so that the following inequalities hold:

\[
\text{hav } \rho(z_t, w_t) \geq \frac{\rho(z_t, w_t)^2}{4} - \eta \rho(z_t, w_t)^2 \quad \forall z, w \in B(x, \delta), \quad \forall t \in [1 - \delta, 1]. \tag{7}
\]

\[
\text{hav } \rho(z, w) \leq \frac{\rho(z, w)^2}{4} + \eta \rho(z, w)^2 \quad \forall z, w \in B(x, \delta). \tag{8}
\]

Combining inequalities (6), (7) and (8), we deduce that

\[
\rho(z_t, w_t)^2 \leq \frac{(1 + \eta)(1 + \eta)}{(1 - \eta)} \rho(z, w)^2 \quad \forall z, w \in B(x, \delta), \quad \forall t \in [1 - \delta, 1].
\]

If we prescribe that \( \eta \) be chosen sufficiently small so that the constant before \( \rho(z, w)^2 \) in the above inequality is at most \((1 + \sigma)^2\), then we obtain the desired result.
If \( \rho(x, y) = 0 \), we choose \( \delta = \delta_X(x, y, \sigma) \in (0, \pi/4) \). Given \( z, w \in B(x, \delta) \) and \( t \in (0, 1) \) we let \( z_t := tz \oplus (1 - t)x \) and \( w_t := tw \oplus (1 - t)x \) and \( \theta \) be the angle at the vertex \( x \) of the spherical triangle with vertices \( x, w, z \). For \( u \in S^2 \) we also write \( |u| \) for the distance \( \rho(u, x) \). Then, for all \( t \in [0, 1] \), the law of haversines gives
\[
\text{hav} \rho(z_t, w_t) = \text{hav}(t(|z| - |w|) + \sin(t|z|) \sin(t|w|) \text{hav} \theta \leq \text{hav}(|z| - |w|) + \sin |z| \sin |w| \text{hav} \theta = \text{hav} \rho(z, w).
\]
In the above we used that hav is symmetric, non-negative and that hav and sin are increasing on the interval \([0, \pi/2)\). Using again that hav is increasing on the interval \([0, \pi/2)\), we conclude that \( \rho(z_t, w_t) \leq \rho(z, w) \) for all \( t \in [0, 1] \). This is a stronger version of the inequality in Definition 2.5 (ii). 

Given a subset \( E \subset X \) of a metric space \( X \) and \( r > 0 \), we use the notations
\[
B(E, r) := \{ x \in X : d(x, E) < r \} \quad \text{and} \quad \overline{B}(E, r) := \{ x \in X : d(x, E) \leq r \}.
\]
Note that if \( X \) is a weakly hyperbolic space and \( E \subset X \) is a nonempty subset, the set \( \overline{B}(E, r) \setminus B(E, r) \) has empty interior. Indeed, any \( x \in \overline{B}(E, r) \setminus B(E, r) \) satisfies
\[
\text{dist}(x, E) := \inf \{ \rho_X(x, u) : u \in E \} = r.
\]
Given \( 0 < \varepsilon < r \) we choose \( x_0 \in E \) such that \( r \leq \rho_X(x, x_0) < r + \varepsilon/2 \). Then every point of the form \( (1 - \frac{1}{\rho_X(x, x_0)})x \oplus \frac{\rho_X(x, x_0)}{\rho_X(x, x_0)}x_0 \) lies in \( \overline{B}(x, \varepsilon) \cap B(E, r) \). This shows that \( \overline{B}(E, r) \setminus B(E, r) \) has empty interior. Note that the above argument also shows that for a \( \rho_X \)-star-shaped set \( C \subset X \) and any \( r > 0 \), \( \overline{B}((\text{star}(C), r) \setminus B(\text{star}(C), r) \) has empty interior in \( C \).

In addition, we get that in weakly hyperbolic spaces the closure of an open ball is the corresponding closed ball, that is, we have \( \overline{B}(x, r) = \overline{B}(x, r) \) for all \( x \in X \) and all \( r > 0 \). The inclusion \( \overline{B}(x, r) \subseteq \overline{B}(x, r) \) follows from the continuity of the metric whereas the opposite inclusion can be deduced analogously to the above argument using the fact that \( [z, x] \setminus \{ z \} \subseteq B(x, r) \) for any \( z \in \overline{B}(x, r) \).

2.5 \( \ell^\infty \) spaces

We make frequent use of two special properties of \( \ell_\infty \) spaces. Firstly, we exploit the fact that any metric space can be isometrically embedded into \( \ell_\infty(\Omega) \) for some set \( \Omega \). Thus, we often identify metric spaces with subsets of some \( \ell_\infty \) space. Note that given two metric spaces \( X \) and \( Y \) which are isometrically embedded into \( \ell_\infty(\Omega_1) \) and \( \ell_\infty(\Omega_2) \), respectively, we can embed both \( X \) and \( Y \) isometrically into \( \ell_\infty(\Omega_1 \uplus \Omega_2) \), where \( \Omega_1 \uplus \Omega_2 \) stands for the disjoint union of \( \Omega_1 \) and \( \Omega_2 \) since \( \ell_\infty(\Omega_i) \), \( i = 1, 2 \), embeds isometrically into \( \ell_\infty(\Omega_1 \uplus \Omega_2) \). Secondly, we make use of the fact that any Lipschitz mapping defined on a subset of a metric space \( M \) and taking values in some \( \ell_\infty(\Omega) \), can be extended to a Lipschitz mapping \( F : M \to \ell_\infty(\Omega) \) with the same Lipschitz constant. A detailed discussion of these special properties of \( \ell_\infty \) spaces can be found in [3 Chapter 1].
3 Main results

In this section we present our main results. In fact we show that all of our main results can be derived from a single theorem, Theorem 3.2, which is proved in the next section. Before stating this result, we establish our general hypotheses.

Hypotheses 3.1. Let \((X, \rho_X)\) be a complete, weakly hyperbolic space, \((Y, \rho_Y)\) be a complete space of temperate curvature and \(C_X \subseteq X\), \(C_Y \subseteq Y\) be non-empty, closed, non-singleton and \(\rho_X\)- and \(\rho_Y\)-star-shaped subsets of \(X\) and \(Y\), respectively. Suppose that the set \(C_Y\) satisfies \(C_Y \subseteq B(\text{star}(C_Y), D_Y)\). Let \(\text{conv}(C_X)\) denote a \(\rho_X\)-convex subset of \(X\) containing \(C_X\) and choose a set \(\Omega\) so that \(X, Y \subseteq \ell_\infty(\Omega)\). Let \(\theta \in X\) and \(\mathcal{M}(C_X, C_Y)\) denote the space of nonexpansive mappings from \(C_X\) to \(C_Y\), equipped with the metric \(d_\theta\). Let \(\mathcal{N}(C_X, C_Y)\) denote the subset of \(\mathcal{M}(C_X, C_Y)\) formed by the strict contractions. Given a mapping \(f \in \mathcal{M}(C_X, C_Y)\), we let \(\mathcal{E}(f)\) denote the set of all 1-Lipschitz extensions \(F: \text{conv}(C_X) \to \ell_\infty(\Omega)\) of \(f\).

We note that the condition \(C_Y \subseteq B(\text{star}(C_Y), D_Y)\) is satisfied in particular in each of the following cases:

- \(C_Y\) is \(\rho_Y\)-convex,
- \(Y\) is a space of temperate curvature with \(D_Y = \infty\). This class of spaces includes all hyperbolic spaces and CAT(\(\kappa\)) spaces with \(\kappa \leq 0\).

In what follows, given a set \(U\) and a Lipschitz mapping \(f\), we write \(f|_U\) for the restriction of \(f\) to the subset of its domain contained in \(U\).

**Theorem 3.2.** Let \(U\) be an open subset of \(X\) with \(U \cap C_X \neq \emptyset\) and \(U \subseteq B(\text{star}(C_X), D_X)\). Then the set

\[
\mathcal{Q}(U) = \left\{ f \in \mathcal{M}(C_X, C_Y) : \inf_{F \in \mathcal{E}(f)} \text{Lip}(F|_U) < 1 \right\}
\]

is \(\sigma\)-porous in \(\mathcal{M}(C_X, C_Y)\).

As a corollary of the above theorem, we obtain the \(\sigma\)-porosity of the set \(\mathcal{N}(C_X, C_Y)\) in the space \(\mathcal{M}(C_X, C_Y)\):

**Theorem 3.3.** The set \(\mathcal{N}(C_X, C_Y)\) is a \(\sigma\)-porous subset of \(\mathcal{M}(C_X, C_Y)\).

**Proof.** Any strict contraction \(f: C_X \to C_Y\) can be extended to a strict contraction \(F: \text{conv}(C_X) \to \ell_\infty(\Omega)\). Therefore \(\mathcal{N}(C_X, C_Y) \subseteq \mathcal{Q}(U)\), where \(U\) may be chosen arbitrarily satisfying the conditions of Theorem 3.2. \(\square\)

Whilst Theorem 3.3 tells us that nearly all mappings in \(\mathcal{M}(C_X, C_Y)\) have the maximal permitted Lipschitz constant one, we note that a large Lipschitz constant can be achieved through sporadic behavior. It is easy to find examples of mappings with a large Lipschitz constant that, when restricted to a large subset of their domain, behave like strict contractions or even constant mappings. Thus, we now consider the question of the size
of the set of mappings in \( \mathcal{M}(C_X, C_Y) \) for which a large set of points in \( C_X \) in some sense witnesses the maximal Lipschitz constant. The paper [2] proves that, for a non-empty, non-singleton, closed, convex and bounded subset \( C \) of a separable Banach space \( X \), there is a \( \sigma \)-porous subset of the space \( \mathcal{M}(C, C) \), outside of which all mappings \( f \) admit a residual subset of \( C \) on which the quantity

\[
\text{Lip}(f, x) := \limsup_{r \to 0^+} \left\{ \frac{\rho_Y(f(y), f(x))}{\rho_X(x, y)} : y \in B(x, r) \setminus \{x\} \right\}
\]

is uniformly one. We use the term residual here in the sense of the Baire Category Theorem. The proof of this result makes essential use of the fact that the Lipschitz constant of a mapping on a convex set \( C \) can be expressed as the supremum of \( \text{Lip}(f, x) \) over all points \( x \in C \). We verify this property for Lipschitz mappings on convex subsets of \( X \):

**Lemma 3.4.** Let \( C \) be a non-empty, non-singleton, \( \rho_X \)-convex subset of \( X \). Given a Lipschitz mapping \( f : C \to Y \) and a number \( 0 < L < \text{Lip}(f) \), there exist points \( u_0, u_1 \in C \) such that

\[
\liminf_{t \to 0^+} \frac{\rho_Y(f((1-t)u_0 \oplus tu_1), f(u_0))}{t\rho_X(u_0, u_1)} > L.
\]

(9)

In the case where \( C \subseteq [w_0, x_0] \) for some \( w_0, x_0 \in X \), then such points \( u_0, u_1 \in C \) can be found with \( u_1 = x_0 \).

**Proof.** Let \( L' \in (L, \text{Lip}(f)) \) and choose points \( v, w \in C \) such that

\[
\frac{\rho_Y(f(w), f(v))}{\rho_X(v, w)} > L'.
\]

In the case where \( C \subseteq [w_0, x_0] \), we identify the metric segment \([w_0, x_0]\) with a closed interval in \( \mathbb{R} \) and additionally prescribe that \( v < w < x_0 \).

Let \([v, w]\) be a metric segment in \( X \) with endpoints \( v \) and \( w \). We identify \([v, w]\) with a closed interval in \( \mathbb{R} \). Assume that

\[
\liminf_{t \to 0^+} \frac{\rho_Y(f((1-t)u_0 \oplus tw), f(u_0))}{t\rho_X(u_0, w)} < L'
\]

(10)

for all \( u_0 \in [v, w] \), where \([u_0, w] \subseteq [v, w]\). We define a collection of metric segments \( \mathcal{U} \) by

\[
\mathcal{U} := \left\{ [\xi, \eta] \subset (v, w) : \frac{\rho_Y(f(\xi), f(\eta))}{\rho_X(\eta, \xi)} < L' \right\},
\]

which is, by assumption (10), a Vitali cover of \((v, w)\). By Vitali’s covering theorem, there exist pairwise disjoint intervals \([\xi_i, \eta_i]\) \( \in \mathcal{U} \) such that

\[
\lambda^1((v, w) \setminus \bigcup_{i=1}^{\infty}[\xi_i, \eta_i]) = 0,
\]
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where \( \lambda^1 \) denotes the one-dimensional Lebesgue measure. We will prove that
\[
\frac{\rho_Y(f(w), f(v))}{\rho_X(v, w)} \leq L',
\]
contradicting the choice of \( v, w \in C \). From this contradiction we conclude that assumption (III) is false. Consequently, there exists \( u_0 \in [v, w) \) such that \( \rho_Y(f, x) \) is satisfied with \( u_1 = w \). In the case \( C \subseteq [w_0, x_0] \) we have \( u_0 < w < x_0 \) and therefore (III) is also satisfied with \( u_1 = x_0 \).

To complete the proof, we establish the contradiction described above. For \( \varepsilon > 0 \), choose \( N \) large enough so that
\[
\lambda^1 \left( (v, w) \setminus \bigcup_{i=1}^{N} ([\xi_i, \eta_i]) \right) < \frac{\varepsilon \rho(v, w)}{\text{Lip}(f)}.
\]
Without loss of generality, we may assume that \( \xi_1 < \eta_1 < \xi_2 < \cdots < \xi_N < \eta_N \), that is, the above intervals are in ascending order. From this, we deduce that
\[
\frac{\rho_Y(f(w), f(v))}{\rho_X(v, w)} \leq \frac{1}{\rho_X(v, w)} \left( \rho_Y(f(v), f(\xi_1)) + \sum_{i=1}^{N} \rho_Y(f(\xi_i), f(\eta_i)) + \sum_{i=1}^{N-1} \rho_Y(f(\eta_i), f(\xi_{i+1})) + \rho_Y(f(\eta_N), f(w)) \right)
\]
\leq \frac{1}{\rho_X(v, w)} \left( L' \sum_{i=1}^{N} \rho_X(\xi_i, \eta_i) \right) + \text{Lip}(f) \left( \rho_X(v, \xi_1) + \sum_{i=1}^{N-1} \rho_X(\eta_i, \xi_{i+1}) + \rho_X(\eta_N, w) \right)
\leq \frac{1}{\rho_X(v, w)} (L' \rho_X(v, w) + \varepsilon \rho_X(v, w)) = L' + \varepsilon.
\]
Letting \( \varepsilon \to 0^+ \), we arrive at the desired contradiction. \( \square \)

For \( \rho_X \)-star-shaped domains, the conclusion of Lemma 3.4 is, in general, not valid and so the global Lipschitz constant may not be approximated by \( \text{Lip}(f, x) \). We demonstrate this with an example:

**Example 3.5.** Let \( e = (1, 0) \in \mathbb{R}^2 \) and \( u \in S^1 \) with \( \|e - u\| = \frac{1}{3} \). We set \( A = [0, e], B = [0, u], X = A \cup B \) and define
\[
f : X \to X, \quad z = (z_1, z_2) \mapsto \begin{cases} (0, 0) & \text{for } z \in B \\ \frac{1}{2} \left( \max \left\{ z_1 - \frac{1}{3}, 0 \right\}, 0 \right) & \text{for } z \in A. \end{cases}
\]
Then \( \text{Lip}(f, x) \) is bounded above by \( \frac{1}{2} \) for all \( x \in X \) but \( \|f(e) - f(u)\| = \frac{1}{3} = \|e - u\| \) shows that the global Lipschitz constant of \( f \) is at least 1.

Thus, for \( \rho_X \)-star-shaped domains, we consider a weaker control of the Lipschitz constant at a point. Namely, for \( f \in M(C_X, C_Y) \) and \( x \in C_X \), we define the quantity
\[
\text{\overline{Lip}}(f, x) := \sup \left\{ \frac{\rho_Y(f(y), f(x))}{\rho_X(x, y)} : y \in C_X \setminus \{x\} \right\},
\]
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which satisfies $\text{Lip}(f, x) \leq \overline{\text{Lip}}(f, x)$. Given a mapping $f \in \mathcal{M}(C_X, C_Y)$, we define sets $R(f), \hat{R}(f) \subseteq C_X$ by

$$R(f) := \{ x \in C_X : \text{Lip}(f, x) = 1 \}, \quad \hat{R}(f) := \{ x \in C_X : \overline{\text{Lip}}(f, x) = 1 \}.$$  

We note that $R(f) \subseteq \hat{R}(f)$. Under suitable additional assumptions we show that for nearly all mappings $f \in \mathcal{M}(C_X, C_Y)$, either the set $R(f)$ or the set $\hat{R}(f)$ is a residual subset of $C_X$. For a given $f \in \mathcal{M}(C_X, C_Y)$, we point out that the sets $R(f)$ and $\hat{R}(f)$ are both $G_\delta$ subsets of $C_X$. To see this, note that

$$\hat{R}(f) = \bigcap_{q \in \mathbb{Q} \cap (0,1)} \{ x \in C_X : \overline{\text{Lip}}(f, x) > q \},$$

and

$$R(f) = \bigcap_{q, r \in \mathbb{Q} \cap (0,1)} \{ x \in C_X : \text{Lip}(f, x, r) > q \},$$

where for $x \in C_X$ and $r > 0$, we define

$$\text{Lip}(f, x, r) := \sup \left\{ \frac{\rho_Y(f(y), f(x))}{\rho_X(x, y)} : y \in C_X \cap B(x, r) \setminus \{x\} \right\}.$$  

Note that we have $\text{Lip}(f, x) = \lim_{r \to 0^+} \text{Lip}(f, x, r)$. It is readily verified that each of the sets participating in the above intersections is open in $C_X$.

In the case where the set $C_X$ is separable and $\rho_X$-convex we obtain the following generalisation of [2, Theorem 2.2]:

**Theorem 3.6.** Suppose $C_X$ is separable and $\rho_X$-convex. Then there exists a $\sigma$-porous set $\tilde{N} \subseteq \mathcal{M}(C_X, C_Y)$ such that for every $f \in \mathcal{M}(C_X, C_Y) \setminus \tilde{N}$, the set

$$R(f) = \{ x \in C_X : \text{Lip}(f, x) = 1 \}$$

is a residual subset of $C_X$.

**Proof.** For each open set $U \subseteq X$ of diameter smaller than $D_X$ and non-empty intersection with $C_X$, we apply Theorem 3.2 with $\text{conv}(C_X) = C_X$. Note that $\text{conv}(C_X) = C_X$ implies in particular that $U \subseteq B(\text{star}(C_X), D_X)$ holds. With these settings we have $\mathcal{E}(f) = \{ f \}$ for all $f \in \mathcal{M}(C_X, C_Y)$ and Theorem 3.2 asserts that the set

$$\mathcal{Q}(U) = \{ f \in \mathcal{M}(C_X, C_Y) : \text{Lip}(f|U) < 1 \}$$

is a $\sigma$-porous subset of $\mathcal{M}(C_X, C_Y)$.

Fix a countable dense subset $\Delta$ of $C_X$ and define the set $\tilde{N}$ by

$$\tilde{N} := \bigcup_{i=1}^{\infty} \mathcal{Q}(U_i),$$
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where \((U_i)_{i=1}^\infty\) is an enumeration of all sets of the form \(B(x,r)\) where \(x \in \Delta\) and \(r \in \mathbb{Q} \cap (0, D_\Delta/2)\). It is clear that \(\tilde{N}\) is a \(\sigma\)-porous subset of \(\mathcal{M}(C_X, C_Y)\).

Let \(f \in \mathcal{M}(C_X, C_Y) \setminus \tilde{N}\). To complete the proof, we need to verify that the set \(R(f)\) is a residual subset of \(C_X\). It suffices to show that each of the open subsets of \(C_X\) occurring in the intersection in (12) is a dense subset of \(\mathcal{M}(C_X, C_Y)\). Given \(q,r \in \mathbb{Q} \cap (0,1)\), we need to show that the set

\[
T_{q,r} := \{ x \in C_X : \text{Lip}(f,x,r) > q \}
\]

has non-empty intersection with \(U\). Choose \(j \geq 1\) so that \(U_j \subset U\). Since \(f \notin \mathcal{Q}(U_j)\), we have \(\text{Lip}(f|_{U_j}) = 1\). Using the condition (vi) of Definition 2.5 on the weakly hyperbolic space \(X\), we see that \(C_X \cap U_j\) is \(\rho_X\)-convex, as an intersection of two \(\rho_X\)-convex sets. Therefore, we may apply Lemma 3.4 with \(C = C_X \cap U_j\) and deduce that there exists a point \(u_0 \in C_X \cap U_j\) with \(\text{Lip}(f,u_0) > q\). We can do this since the set \(C_X \cap U_j\) is non-singleton as open balls contain nontrivial metric segments. Hence \(\text{Lip}(f,u_0,r) > q\) and \(u_0 \in U \cap T_{q,r} \neq \emptyset\).

For the remainder of this section we work towards proving a version of Theorem 3.6 for \(\rho_X\)-star-shaped subsets of weakly hyperbolic spaces. Namely, we establish the following result:

**Theorem 3.7.** Suppose that \(C_X\) is separable and \(C_X \subseteq \overline{\text{B}(\text{star}(C_X), D_X)}\). Then there exists a \(\sigma\)-porous set \(\tilde{N} \subseteq \mathcal{M}(C_X, C_Y)\) such that for \(f \in \mathcal{M}(C_X, C_Y) \setminus \tilde{N}\), the set

\[
\tilde{R}(f) = \{ x \in C_X : \text{Lip}(f,x) = 1 \}
\]

is a residual subset of \(C_X\).

**Remark 3.8.** Note that for contractive mappings in the sense of Rakotch the sets \(R(f)\) and \(\tilde{R}(f)\) coincide. Indeed, if \(f\) is contractive in the sense of Rakotch, there exists a decreasing function \(\phi: (0,\infty) \to [0,1)\) such that \(\rho_Y(f(x),f(y)) \leq \phi(\rho_X(x,y))\rho_X(x,y)\) for all distinct points \(x,y \in C_X\). In other words

\[
\frac{\rho_Y(f(x),f(y))}{\rho_X(x,y)} \leq \phi(\rho_X(x,y))
\]

for \(x \neq y\), which shows that the expression on the left-hand side can only approach one when \(y\) approaches \(x\). With minor modifications, the proof of [25, Theorem 4] shows that, if \(X\) and \(Y\) are hyperbolic spaces and \(C_X \subseteq X\) and \(C_Y \subseteq Y\) are non-empty, non-singleton, bounded, closed and \(\rho_X\)- and \(\rho_Y\)-star-shaped subsets, respectively, there is a \(\sigma\)-porous subset \(\tilde{N} \subset \mathcal{M}(C_X, C_Y)\) such that all mappings in its complement are contractive in the sense of Rakotch.

In view of the above remark, we can get the following corollary to Theorem 3.7 which is a strengthening of Theorems 3.6 and 3.7 restricted to the case where \(X\) and \(Y\) are hyperbolic spaces and \(C_X, C_Y\) are bounded. In particular, although we have seen that Lipschitz mappings on a star-shaped set \(C\) may not satisfy \(\text{Lip}(f) = \sup_{x \in C} \text{Lip}(f,x)\), the following corollary indicates that typical nonexpansive mappings retain this property.
Corollary 3.9. Suppose $X$ and $Y$ are complete hyperbolic spaces, $C_X$ is separable and bounded and $C_Y$ is bounded. Then there exists a $\sigma$-porous set $\tilde{N} \subseteq \mathcal{M}(C_X, C_Y)$ such that for every $f \in \mathcal{M}(C_X, C_Y) \setminus \tilde{N}$, the set

$$R(f) = \{ x \in C_X : \text{Lip}(f, x) = 1 \}$$

is a residual subset of $C_X$.

For the proof of Theorem 3.7, we require an extension lemma for Lipschitz mappings.

Lemma 3.10. Let $(Z, d)$ and $(W, \rho)$ be metric spaces, $E \subseteq Z$ and $\Omega$ be a set such that $W \subseteq \ell_\infty(\Omega)$. Let $f : E \to W$ be a 1-Lipschitz mapping, $u_0 \in E$, $r > 0$, $q \in (0, 1)$, $q' \in (q, 1)$ and suppose that for every $x \in E \cap B(u_0, r)$, we have

$$\hat{\text{Lip}}(f, x) \leq q.$$

Then there exists a 1-Lipschitz extension $F : Z \to \ell_\infty(\Omega)$ of $f$ and a number $s \in (0, r)$ such that $\text{Lip}(F|_{B(u_0, s)}) \leq q'$.

Proof. Using $W \subseteq \ell_\infty(\Omega)$, we view $f$ as a mapping from $E$ to $\ell_\infty(\Omega)$. Given $\omega \in \Omega$, a set $S \subseteq Z$ and a mapping $h : S \to \ell_\infty(\Omega)$ we let $h_\omega : S \to \mathbb{R}$ be defined by $h_\omega(x) = h(x)(\omega)$ for all $x \in S$. In what follows we will frequently use the identities

$$\text{Lip}(h) = \sup \{ \text{Lip}(h_\omega) : \omega \in \Omega \}, \quad \hat{\text{Lip}}(h, x) = \sup \{ \hat{\text{Lip}}(h_\omega, x) : \omega \in \Omega \}, \quad (13)$$

which are easily derived from the definitions of the Lipschitz constants and the $\ell_\infty$ norm. We define the mapping $F : Z \to \ell_\infty(\Omega)$ componentwise by

$$F_\omega(y) := \inf \left\{ f_\omega(z) + \hat{\text{Lip}}(f_\omega, z)d(z, y) : z \in E \right\}, \quad y \in Z, \omega \in \Omega.$$

This mapping is a modification of the standard Lipschitz extension of $f$, as defined in [3, Chapter 1]. Let us verify that this mapping fulfills all the desired conditions. Firstly, we show that $F$ is an extension of $f$. Fix $\omega \in \Omega$. Letting $y \in E$ we observe from the definition that $F_\omega(y) \leq f_\omega(y)$. Moreover, given $\varepsilon > 0$, we can choose $z \in E$ such that

$$F_\omega(y) \geq f_\omega(z) + \hat{\text{Lip}}(f_\omega, z)d(z, y) - \varepsilon. \quad (14)$$

This leads to the observation

$$F_\omega(y) \geq f_\omega(z) + \hat{\text{Lip}}(f_\omega, z)d(z, y) - \varepsilon \geq f_\omega(y) - \hat{\text{Lip}}(f_\omega, z)d(z, y) + \hat{\text{Lip}}(f_\omega, z)d(z, y) - \varepsilon = f_\omega(y) - \varepsilon.$$

We conclude that $F_\omega(y) = f_\omega(y)$, as required.
We now show that $F$ is $1$-Lipschitz. Let $\omega \in \Omega$ and $y_1, y_2 \in \mathbb{Z}$. Given $\varepsilon > 0$, we can choose $z_2 \in E$ so that by (13) be satisfied with $y = y_2$ and $z = z_2$. From this we deduce

$$F_\omega(y_1) - F_\omega(y_2) \leq (f_\omega(z_2) + \widehat{\text{Lip}}(f_\omega, z_2)d(z_2, y_1)) - (f_\omega(z_2) + \widehat{\text{Lip}}(f_\omega, z_2)d(z_2, y_2) - \varepsilon)$$

$$\leq \widehat{\text{Lip}}(f_\omega, z_2)d(y_1, y_2) + \varepsilon \leq d(y_1, y_2) + \varepsilon,$$

where the final inequality uses $\text{Lip}(f_\omega) \leq \text{Lip}(f) \leq 1$. Similarly, we can show that $F_\omega(y_2) - F_\omega(y_1) \leq d(y_1, y_2) + \varepsilon$. We have shown that $\text{Lip}(F_\omega) \leq 1$ for all $\omega \in \Omega$. Thus, by (13) we get that $\text{Lip}(F) \leq 1$. It only remains to verify that $F$ is locally a strict contraction around $u_0$. For this we will need the following claim.

**Claim.** There exists $N > 1$ such that for every $y \in B(u_0, r/N)$, every $z \in E$ and every $\omega \in \Omega$, at least one of the following statements holds:

(i) $f_\omega(z) + \widehat{\text{Lip}}(f_\omega, z)d(z, y) > f_\omega(u_0) + \widehat{\text{Lip}}(f_\omega, u_0)d(u_0, y)$.

(ii) $\widehat{\text{Lip}}(f_\omega, z) \leq q'$.

**Proof.** We choose $N$ large enough so that

$$\frac{n + 1}{n - 1} \leq \frac{q'}{q}$$

for all $n \geq N$. We set $s = r/N$ and fix $y \in B(u_0, s)$ and $\omega \in \Omega$. If $z \in E \cap B(u_0, r)$, then statement (ii) already holds, because $\widehat{\text{Lip}}(f_\omega, z) \leq \text{Lip}(f, z) \leq q < q'$, and there is nothing to prove. Therefore, we proceed by fixing a point $z \in E \setminus B(u_0, r)$ and supposing that $z$ fails to satisfy the inequality of (i). In other words, we have

$$f_\omega(z) + \widehat{\text{Lip}}(f_\omega, z)d(z, y) \leq f_\omega(u_0) + \widehat{\text{Lip}}(f_\omega, u_0)d(u_0, y). \quad (15)$$

We complete the proof by showing that statement (ii) holds for $z$. The left-hand side of (15) can be bounded from below by the expression

$$f_\omega(u_0) - qd(z, u_0) + \widehat{\text{Lip}}(f_\omega, z)(d(z, u_0) - d(u_0, y)) \geq f_\omega(u_0) - qd(z, u_0) + \widehat{\text{Lip}}(f_\omega, z)(d(z, u_0) - s).$$

Moreover, we can bound the right-hand side of (15) from above by $f_\omega(u_0) + qs$. We conclude from this that

$$f_\omega(u_0) - qd(z, u_0) + \widehat{\text{Lip}}(f_\omega, z)(d(z, u_0) - s) \leq f_\omega(u_0) + qs.$$

Rearranging this inequality, we obtain

$$\widehat{\text{Lip}}(f_\omega, z) \leq \frac{q(d(z, u_0) + s)}{d(z, u_0) - s} = q \cdot \frac{n + 1}{n - 1},$$

where $n := d(z, u_0)/s \geq r/s = N$ and $d(z, u_0) - s \geq r - s > 0$ since $z \not\in B(u_0, r)$. The last expression is bounded from above by $q'$. \qed
The proof of Lemma 3.10 is now completed by proving the following claim:

**Claim.** Let $N$ be given by the statement of the previous claim. Then

\[ \text{Lip}(F|_{B(u_0,r/N)}) \leq q'. \]

**Proof.** Fix $y_1, y_2 \in B(u_0, r/N)$ and $\omega \in \Omega$. Given $\varepsilon > 0$, we can choose $z_2 \in E$ such that (14) is satisfied with $y = y_2$, $z = z_2$ and

\[ f_\omega(z_2) + \widetilde{\text{Lip}}(f_\omega, z_2)d(z_2, y_2) \leq f_\omega(u_0) + \widetilde{\text{Lip}}(f_\omega, u_0)d(u_0, y_2). \]

Then by the first claim we have $\widetilde{\text{Lip}}(f_\omega, z_2) \leq q'$. We conclude that

\[ F_\omega(y_1) - F_\omega(y_2) \leq (f_\omega(z_2) + \widetilde{\text{Lip}}(f_\omega, z_2)d(z_2, y_1)) - (f_\omega(z_2) + \widetilde{\text{Lip}}(f_\omega, z_2)d(z_2, y_2) - \varepsilon) \]
\[ \leq \widetilde{\text{Lip}}(f_\omega, z_2)d(y_1, y_2) + \varepsilon \leq q'd(y_1, y_2) + \varepsilon. \]

Similarly, we can show that $F_\omega(y_2) - F_\omega(y_1) \leq q'd(y_1, y_2) + \varepsilon$. The above argument establishes that $\text{Lip}(f_\omega|_{B(u_0,r/N)}) \leq q'$ for every $\omega \in \Omega$. The conclusion of the claim follows. \qed

This completes the proof of Lemma 3.10. \qed

**Proof of Theorem 3.7.** Fix a countable dense subset $\Delta$ of $C_X$ and let $(U_i)_{i=1}^\infty$ be an enumeration of all sets of the form $B(x, r)$, where $x \in \Delta$ and $r \in \mathbb{Q} \cap (0, 1)$ with $B(x, r) \subseteq B(\text{star}(C_X), D_X)$. By Theorem 3.2, each set $Q(U_i)$ is $\sigma$-porous.

Suppose that $f \in \mathcal{M}(C_X, C_Y)$ is such that $\hat{R}(f)$ is not residual. We complete the proof by showing that $f \in \hat{N} := \bigcup_{i=1}^\infty Q(U_i)$.

From the assumption that $\hat{R}(f)$ is not residual, we deduce that for some $q \in \mathbb{Q} \cap (0, 1)$, the open subset of $C_X$

\[ T_q := \left\{ x \in C_X : \widetilde{\text{Lip}}(f, x) > q \right\}, \]

which occurs in the intersection in (11), is not dense in $C_X$. Choose an open subset $U$ of $X$ such $U \cap C_X \neq \emptyset$ and $U \cap T_q = \emptyset$. Then we have $\widetilde{\text{Lip}}(f, x) \leq q$ for all $x \in C_X \cap U$. Using the inclusion $C_X \subseteq \overline{B}(\text{star}(C_X), D_X)$ and the fact that the set $\overline{B}(\text{star}(C_X), D_X) \setminus B(\text{star}(C_X), D_X)$ has empty interior in $C_X$, we can find $u_0 \in U \cap C_X \cap B(\text{star}(C_X), D_X)$ and then choose $r > 0$ such that $B(u_0, r) \subseteq U \cap B(\text{star}(C_X), D_X)$. Applying Lemma 3.10 with $E = C_X$, $Z = \text{conv}(C_X)$ and $W = C_Y$, we can find an extension $F : \text{conv}(C_X) \to \ell_\infty(\Omega)$ and an open ball $B(u_0, s) \subseteq B(u_0, r)$ such that $\text{Lip}(F|_{B(u_0,s)}) < 1$. Choosing now $i \geq 1$ such that $U_i \subseteq B(u_0, s)$, we have $\text{Lip}(F|_{U_i}) < 1$ and $f \in Q(U_i)$. \qed

**Remark 3.11.** In the case where at least one of the sets $C_X$ and $C_Y$ is bounded, a more natural metric on $\mathcal{M}(C_X, C_Y)$ is the metric of uniform convergence. More generally, we consider the space

\[ \mathcal{M}_B(C_X, C_Y) := \{ f : C_X \to C_Y : \text{Lip}(f) \leq 1 \text{ and } f \text{ is bounded} \} \]
of bounded mappings, that is, mappings where \( f(C_X) \subset C_Y \) is bounded, and equip it with the metric
\[
d_\infty(f, g) := \sup\{d(f(x), g(x)) : x \in C_X\}
\]
of uniform convergence.

If the set \( C_X \) is bounded, then \((\mathcal{M}(C_X, C_Y), d_\theta)\) and \((\mathcal{M}_B(C_X, C_Y), d_\infty)\) coincide as topological spaces. The inequalities
\[
\frac{\rho_Y(f(x), g(x))}{1 + \rho_X(x, \theta)} \leq \rho_Y(f(x), g(x)) \leq (1 + \text{diam}(C_X)) \frac{\rho_Y(f(x), g(x))}{1 + \rho_X(x, \theta)}
\]
show that in this case the metrics \( d_\theta \) and \( d_\infty \) are even Lipschitz equivalent.

With a small modification of the proof of Theorem 3.2 we can also show that under the same assumptions, the set
\[
\mathcal{Q}_B(U) = \left\{ f \in \mathcal{M}_B(C_X, C_Y) : \inf_{F \in \mathcal{E}(f)} \text{Lip}(F|U) < 1 \right\}
\]
is a \( \sigma \)-porous subset of \( \mathcal{M}_B(C_X, C_Y) \). Since Theorem 3.2 is the basis for the other porosity results in this section, we may deduce that the set \( \mathcal{N}_B(C_X, C_Y) \) of bounded strict contractions is a \( \sigma \)-porous subset of \( \mathcal{M}_B(C_X, C_Y) \) and that, in the separable setting, typical bounded nonexpansive mappings attain the maximal Lipschitz constant 1 at typical points of their domain. In other words, all theorems in this section remain valid, if we replace \( \mathcal{M}(C_X, C_Y) \) by \( \mathcal{M}_B(C_X, C_Y) \) and \( \mathcal{N}(C_X, C_Y) \) by \( \mathcal{N}_B(C_X, C_Y) \).

Let us conclude this remark by commenting on the necessary modification of the proofs in Section 4. Since Lemma 4.2 actually implies that the perturbed mapping is \( \varepsilon \)-close to the original one not only with respect to \( d_\theta \) but also with respect to \( d_\infty \), we only have to notice that starting with a bounded mapping also the perturbed mapping we obtain is bounded and that in \( \mathcal{M}_B(C_X, C_Y) \) the inclusion \( B_\infty(f, \alpha \varepsilon) \subset B_\theta(f, \alpha \varepsilon) \) holds for all \( f \in \mathcal{M}_B(C_X, C_Y) \) and all \( \alpha, \varepsilon > 0 \), in order to get the results for bounded mappings.

4 Proof of Theorem 3.2

In the present section we prove Theorem 3.2. Let \( X, Y, C_X, C_Y, \text{conv}(C_X), \Omega, \theta, \mathcal{M}(C_X, C_Y), \mathcal{N}(C_X, C_Y) \) and \( \mathcal{E}(f) \) satisfy Hypotheses 3.1. For the reader’s convenience, we repeat the statement of Theorem 3.2.

**Theorem.** Let \( U \) be an open subset of \( X \) with \( U \cap C_X \neq \emptyset \) and \( U \subseteq B(\text{star}(C_X), D_X) \). Then the set
\[
\mathcal{Q}(U) = \left\{ f \in \mathcal{M}(C_X, C_Y) : \inf_{F \in \mathcal{E}(f)} \text{Lip}(F|U) < 1 \right\}
\]
is \( \sigma \)-porous in \( \mathcal{M}(C_X, C_Y) \).

Let \( U \subseteq X \) satisfy the hypotheses of Theorem 3.2. From this point onwards we only work inside metric segments in the space \( X \) of the form \([x, y]\), where \( x, y \in X \) with \( \rho_X(x, y) < D_X \). Such metric segments are well defined because \( X \) satisfies condition \( (1) \).
of Definition 2.5. In particular, for \( x, y \subseteq X \) with \( \rho_X(x, y) < D_X \) and \( \lambda \in [0,1] \), the point \((1-\lambda)x \oplus \lambda y \in X \) is well defined. We adopt a similar approach when working with metric segments in the space \( Y \). In what follows we often identify a metric segment \([x,y]\) with a real interval. In particular, we endow metric segments with the natural ordering they inherit when viewed as real intervals.

Let \( \mathcal{G} \) denote the collection of all metric segments of the form \([w_0,w_1] \subseteq C_X \cap U \) for which there exists a point \( x_0 \in \text{star}(C_X) \) such that \( w_0 \in \mathcal{B}(x_0,D_X) \) and \( w_1 \in [w_0,x_0] \) with \( w_0 < w_1 < x_0 \). Since \( U \subseteq \mathcal{B}(\text{star}(C_X),D_X) \) and \( U \cap C_X \neq \emptyset \), the collection \( \mathcal{G} \) is not empty. In the case where \( C_X \) is convex, we note that every metric segment in \( C_X \cap U \) contains a metric subsegment which belongs to \( \mathcal{G} \). For numbers \( a < b \in (0,1) \) and \( p \geq 2 \), we define a collection of subsets \( \mathcal{Q}_{a,b}^p(U) \) of \( \mathcal{Q}(U) \) by

\[
\mathcal{Q}_{a,b}^p(U) := \left\{ f \in \mathcal{Q}(U) : a < \sup_{\Gamma \in \mathcal{G}} \text{Lip}(f|_\Gamma) \leq b, \inf_{F \in \mathcal{E}(f)} \text{Lip}(F|_U) \leq 1 - \frac{1}{p} \right\}.
\]

The significance of the above decomposition of \( \mathcal{Q}(U) \) is revealed in the following lemma.

**Lemma 4.1.** If \( a, b \in (0,1) \) and \( p \geq 2 \) satisfy the condition

\[
b - a < \frac{a}{48(p - 1)},
\]

then the set \( \mathcal{Q}_{a,b}^p(U) \) is porous in \( \mathcal{M}(C_X,C_Y) \).

Let us begin working towards a proof of Lemma 4.1. The basic idea of the proof is to take a mapping \( f \in \mathcal{Q}_{a,b}^p(U) \) and to perturb it slightly to produce a nearby mapping \( g \in \mathcal{M}(C_X,C_Y) \), the distance of which from the set \( \mathcal{Q}_{a,b}^p(U) \) is a relatively large proportion of its distance from \( f \). In order to control the Lipschitz constant of the mapping we construct, we first extend \( f \) to a mapping \( F : \text{conv}(C_X) \to \ell_\infty(\Omega) \) witnessing the fact that \( f \in \mathcal{Q}_{a,b}^p(U) \) and then transform \( F \) to a mapping \( G : \text{conv}(C_X) \to \ell_\infty(\Omega) \) satisfying \( G(C_X) \subseteq C_Y \). The desired mapping \( g \in \mathcal{M}(C_X,C_Y) \) can then be defined as the restriction of \( G \) to \( C_X \).

The star-shaped nature of the sets \( C_X \) and \( C_Y \) presents two natural means of manipulating the mapping \( F : \text{conv}(C_X) \to \ell_\infty(\Omega) \) in such a way that the condition \( F(C_X) \subseteq C_Y \) is preserved. One approach is to apply a mapping of the form \( x \mapsto (1-\lambda(x))x \oplus \lambda(x)x_0 \) with \( x_0 \in \text{star}(C_X) \) to the set \( \text{conv}(C_X) \) before applying the mapping \( F \). Alternatively, one can first apply the mapping \( F \) and then apply a mapping of the form \( y \mapsto (1-\lambda(y))y \oplus \lambda(y)y_0 \), with \( y_0 \in \text{star}(C_Y) \). The latter approach is slightly more difficult than the former because the convex combination \((1-\lambda)F(x) \oplus \lambda y_0 \) is not defined for all \( x \in \text{conv}(C_X) \). In the present section we use both the aforementioned transformations and the next lemma captures their required properties. Given a real valued mapping \( \lambda \) on \( X \) we denote by \( \|\lambda\|_\infty := \sup\{|\lambda(x)| : x \in X\} \) its supremum norm.

**Lemma 4.2.** Let \( Z \in \{X,Y\}, \sigma \in (0,1), u_0 \in C_X, z_0 \in C_Z \) and \( \pi : \text{conv}(C_X) \to \ell_\infty(\Omega) \) be a nonexpansive mapping such that \( \pi(C_X) \subseteq C_Z \) and \( 0 < \rho_Z(\pi(u_0),z_0) < D_Z \). Then
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there is a number \( r_0 > 0 \) such that the following statement holds: Let \( r, \varepsilon \in (0, r_0) \), and suppose that \( \pi(\text{conv}(C_X) \cap B(u_0, r)) \subseteq B(z_0, D_Z) \) and that every point \( x \in C_X \cap B(u_0, r) \) admits a unique metric segment \( [\pi(x), z_0] \subseteq C_Z \). Let \( \beta \) be the mapping into \( \ell_\infty(\Omega) \) defined in the case \( Z = X \) by

\[
\beta(x) := (1 - \lambda(x))\pi(x) \oplus \lambda(x)z_0 \quad \forall x \in \text{conv}(C_X),
\]

and in the case \( Z = Y \) by

\[
\beta(x) := \begin{cases} 
(1 - \lambda(x))\pi(x) \oplus Y \lambda(x)z_0 & \text{if } x \in C_X \cap B(u_0, r), \\
\pi(x) & \text{if } x \in \text{conv}(C_X) \setminus B(u_0, r).
\end{cases}
\]

Then \( \beta \) satisfies the following conditions:

(i) \( \beta(C_X) \subseteq C_Z \);
(ii) \( \rho_Z(\beta(x), \pi(x)) \leq \varepsilon \) for all \( x \in C_X \);
(iii) \( \text{Lip}(\beta) \leq \max\{1, (1 + \sigma)\text{Lip}(\pi|_{B(u_0, r)}) + 2\sigma\} \).

Proof. We define

\[
r_0 = \min\{\rho_Z(\pi(u_0), z_0), \delta_Z(\pi(u_0), z_0, \sigma), \rho_Z(\pi(u_0), z_0)\delta_Z(\pi(u_0), z_0, \sigma)\}.
\]

Let \( r, \varepsilon \in (0, r_0) \) and \( \lambda: X \to [0, 1] \) be given by the hypotheses of Lemma 4.2. We now verify statements (i)-(iii).

Statement (i) is immediate from the definition of \( \beta \), the condition that \( [\pi(x), z_0] \subseteq C_Z \) for all \( x \in C_X \cap B(u_0, r) \) and the fact that \( \pi(C_X) \subseteq C_Z \). For statement (ii) we make the following observation: If \( x \in \text{conv}(C_X) \setminus B(u_0, r) \), then \( \beta(x) = \pi(x) \). Otherwise, we have

\[
\rho_Z(\beta(x), \pi(x)) \leq \lambda(x)\rho_Z(\pi(x), z_0) \leq \|\lambda\|_\infty (\rho_Z(\pi(u_0), z_0) + r) \leq \varepsilon,
\]

using \( r < \rho_Z(\pi(u_0), z_0) \) and \( \|\lambda\|_\infty \leq \varepsilon/2\rho_Z(\pi(u_0), z_0) \).

To prove (iii), we fix points \( x, y \) in the intersection of the domain of \( \beta \) with \( B(u_0, r) \) and observe that

\[
\rho_Z(\beta(x), \beta(y)) \leq \rho_Z((1 - \lambda(x))\pi(x) \oplus \lambda(x)z_0, (1 - \lambda(y))\pi(y) \oplus \lambda(y)z_0) \\
+ \rho_Z((1 - \lambda(x))\pi(y) \oplus \lambda(x)z_0, (1 - \lambda(y))\pi(y) \oplus \lambda(y)z_0) \\
\leq (1 + \sigma)\rho_Z(\pi(x), \pi(y)) + |\lambda(y) - \lambda(x)| \rho_Z(\pi(y), z_0) \\
\leq (1 + \sigma)\text{Lip}(\pi|_{B(u_0, r)})\rho_X(x, y) \\
+ \text{Lip}(\lambda)(r + \rho_Z(\pi(u_0), z_0))\rho_X(x, y) \\
\leq ((1 + \sigma)\text{Lip}(\pi|_{B(u_0, r)}) + 2\sigma)\rho_X(x, y).
\]

(17)
In deriving the above inequalities we used the definition of \( r_0 \) and the constraints on \( r, \varepsilon \) and \( \lambda \) to deduce that \( 0 \leq \lambda(x) < \delta Z(\pi(u_0), z_0, \sigma) \) and \( \rho Z(\pi(x), \pi(u_0)), \rho Z(\pi(y), \pi(u_0)) < \delta Z(\pi(u_0), z_0, \sigma) \). These conditions allow us to apply condition (i) of Definition \( 2.2 \) to obtain the second inequality in the sequence above. Note that the above inequalities remain true for \( x \in \partial B(u_0, r) \) when, for \( z \in \ell_\infty(\Omega) \), we interpret the expression \((1 - \lambda(x))z \oplus \lambda(x)z_0 \) as \( z \) since in that case \( \lambda(x) = 0 \) and \( \text{Lip}(\pi|_{B(u_0, r)}) = \text{Lip}(\pi|_{B(u_0, r)}) \).

Having established (17) and noting that \( \beta \) coincides with the nonexpansive mapping \( \pi \) outside of \( B(u_0, r) \), we only need to verify the Lipschitz bound for the quantity \( \rho Z(x, y) \) for points \( x, y \in \text{dom} \beta \) with \( x \in B(u_0, r) \) and \( y \notin B(u_0, r) \). Such points admit a metric segment \([x, y]\) in \( \text{conv}(C_X) \) and an application of the Intermediate Value Theorem provides a point \( x' \in [x, y] \) with \( \rho X(x', u_0) = r \), so that \( x' \in \partial B(u_0, r) \). Using the Lipschitz bound derived above for points \( u, v \in \text{dom} \beta \) with \( u \in \partial B(u_0, r) \) and \( v \in B(u_0, r) \), we may now deduce that

\[
\rho Z(\beta(x), \beta(y)) \leq \rho Z(\beta(x), \beta(x')) + \rho Z(\beta(x'), \beta(y)) \\
\leq \left( (1 + \sigma) \text{Lip}(\pi|_{B(u_0, r)}) + 2\sigma \right) \rho X(x, x') + \rho X(x', y) \\
\leq \max\{1, (1 + \sigma) \text{Lip}(\pi|_{B(u_0, r)}) + 2\sigma\} \left( \rho X(x, x') + \rho X(x', y) \right) \\
= \max\{1, (1 + \sigma) \text{Lip}(\pi|_{B(u_0, r)}) + 2\sigma\} \rho X(x, y).
\]

This completes the proof of (11) and of Lemma 4.2 itself. \( \square \)

Fix a mapping \( f \in Q_{\alpha, b}(U) \) and choose a metric segment \( \Gamma = [w_0, w_1] \in \mathcal{G} \) such that \( a < \text{Lip}(f|\Gamma) \leq b \) and an extension \( F : \text{conv}(C_X) \to \ell_\infty(\Omega) \) of \( f \) such that \( \text{Lip}(F|\Gamma) \leq 1 - \frac{1}{p} \). Choose \( x_0 \in \text{star}(C_X) \) such that \( w_0 \in B(x_0, D_X) \) and \([w_0, w_1] \subseteq [w_0, x_0] \) with \( w_0 < w_1 < x_0 \). The mapping \( F \) coincides with \( f \) on the segment \( \Gamma \). Therefore we have \( a < \text{Lip}(F|\Gamma) \leq b \). Applying Lemma 3.4 with \( C = (w_0, w_1) \subseteq [w_0, x_0] \), we find a point \( u_0 \in (w_0, w_1) \) such that

\[
\liminf_{t \to 0^+} \frac{\rho Y(F((1 - t)u_0 \oplus tx_0), F(u_0))}{t \rho X(u_0, x_0)} > a.
\]

Choose \( \sigma \in (0, 1) \) such that \((1 - \frac{1}{p})(1 + 3\sigma) \leq 1 \). Let \( r_0 \) be given by the conclusion of Lemma 4.2 applied to \( Z = X, \sigma, u_0, z_0 = x_0 \) and \( \pi = \text{id}_{\text{conv}(C_X)} : \text{conv}(C_X) \to \ell_\infty(\Omega) \). Let \( r \in (0, r_0) \) be small enough so that \( B(u_0, 3r) \subseteq U \cap B(x_0, D_X) \). Using \( u_0 < w_1 < x_0 \), we may choose \( \varepsilon_0 \in (0, \min\{\sigma r/2, \rho X(u_0, x_0)/2, 1\}) \) small enough so that

\[
(1 - t)u_0 \oplus tx_0 \in [w_0, w_1] = \Gamma \quad \text{and} \quad \frac{\rho Y(F((1 - t)u_0 \oplus tx_0), F(u_0))}{t \rho X(u_0, x_0)} > a \tag{18}
\]

for all \( t \in (0, 2\varepsilon_0/\rho X(u_0, x_0)) \). Fixing \( \varepsilon \in (0, \varepsilon_0) \), we introduce the mappings \( \psi : X \to [0, 1] \) and \( \varphi : \mathbb{R} \to \mathbb{R} \)

\[
\psi(x) = \begin{cases} 
1 - \frac{2}{r} \text{dist}(x, B\left(u_0, \frac{\varepsilon}{2}\right)) & x \in B(u_0, r) \\
0 & x \notin B(u_0, r)
\end{cases}
\]

\[
\varphi(t) = \begin{cases} 
|t| & t < \frac{\varepsilon}{\sigma} \\
\frac{\varepsilon}{\sigma} & t \geq \frac{\varepsilon}{\sigma}
\end{cases}
\]

and

\[
\varphi : \mathbb{R} \to \mathbb{R}, \quad t \mapsto \min\left\{ |t|, \frac{\varepsilon}{\sigma} \right\}.
\]
These mappings satisfy
\[
\text{Lip } \psi = \frac{2}{r}, \quad \|\psi\|_\infty = 1, \quad \text{Lip } \varphi = 1 \quad \text{and} \quad \|\varphi\|_\infty = \frac{\varepsilon}{\sigma}.
\]

Since the metric segment \([u_0, x_0]\) is isometric to a closed real interval, it is an absolute 1-Lipschitz retract by Proposition 1.4 in [3, p. 13]. Let \(R: X \to [u_0, x_0]\) be a 1-Lipschitz retraction and \(c: [0, \rho_X(u_0, x_0)] \to [u_0, x_0]\) be a metric embedding with \(c(0) = u_0\). We define
\[
q: C_X \to [0, \rho_X(u_0, x_0)], \quad x \mapsto c^{-1}(R(x)).
\]
Since \(q\) is the composition of 1-Lipschitz mappings, it is also a 1-Lipschitz mapping. Finally, we also define the mapping
\[
\lambda: X \to [0, 1], \quad x \mapsto \frac{\sigma}{2\rho_X(u_0, x_0)}\psi(x)\varphi(q(x)).
\]
This mapping satisfies \(\lambda(x) = 0\) whenever \(x \in X \setminus B(u_0, r)\), \(\|\lambda\|_\infty \leq \varepsilon/2\rho_X(u_0, x_0)\) and
\[
\text{Lip}(\lambda) \leq \frac{\sigma}{2\rho_X(u_0, x_0)}(\text{Lip}(\varphi]\|\psi\|_\infty + \text{Lip}(\psi)]\|\varphi\|_\infty) = \frac{1}{2\rho_X(u_0, x_0)}\left(\frac{\sigma + 2\varepsilon}{r}\right)
\]
\[
\leq \frac{1}{2\rho_X(u_0, x_0)}(\sigma + \varepsilon) \leq \frac{1}{2\rho_X(u_0, x_0)2\sigma} = \frac{\sigma}{\rho_X(u_0, x_0)}
\]
because \(\varepsilon < \sigma/2\). We observe now that the conditions of Lemma 4.2 are satisfied for \(Z = X\), \(\sigma\), \(u_0\), \(z_0 = x_0\) \(\pi = \text{id}_{\text{conv}(C_X)}\) \(r, \varepsilon \in (0, r_0)\) and \(\lambda\). Finally also note that
\[
\lambda(u_0) = 0
\]
since \(u_0 \in [u_0, x_0]\) implies \(R(u_0) = u_0\), \(q(u_0) = 0\) and hence \(\varphi(u_0) = 0\). Applying Lemma 4.2, we conclude that the mapping \(\beta: \text{conv}(C_X) \to \text{conv}(C_X)\), defined by
\[
\beta(x) := (1 - \lambda(x))x \oplus \lambda(x)x_0,
\]
satisfies \(\beta(C_X) \subseteq C_X\), \(\rho_X(\beta(x), x) \leq \varepsilon\) for all \(x \in C_X\) and \(\text{Lip}(\beta) \leq 1 + 3\sigma\).

**Lemma 4.3.** The mapping
\[
G: \text{conv}(C_X) \to \ell_\infty(\Omega), \quad x \mapsto F(\beta(x))
\]
satisfies the following conditions:

(i) \(G(C_X) \subseteq C_Y\);

(ii) \(\rho_Y(F(x), G(x)) \leq \varepsilon\) for all \(x \in C_X\);

(iii) \(\text{Lip}(G) \leq 1\);

(iv) For \(s = \varepsilon/\rho_X(u_0, x_0)\), we have \((1 - s)u_0 \oplus sx_0 \in \Gamma\) and
\[
\frac{\rho_Y(G((1 - s)u_0 \oplus sx_0), G(u_0))}{s\rho_X(u_0, x_0)} > a \left(1 + \frac{\sigma}{4}\right).
\]
Proof. The inclusion $\beta(C_X) \subseteq C_X$ together with the fact that $F$ is an extension of the mapping $f : C_X \to C_Y$ implies condition (i). Condition (ii) follows immediately from the fact that $\rho_X(\beta(x), x) \leq \varepsilon$ for all $x \in C_X$. Let us now verify condition (iii): Since $G$ coincides with $F$ outside of $B(u_0, r)$ and is defined on a $\rho_X$-convex set, an argument similar to the one at the end of the proof of Lemma 4.2 shows that it suffices to prove $\text{Lip}(G|_{B(u_0, r)}) \leq 1$. If we show $\beta(B(u_0, r)) \subseteq U$, this inequality follows from $\text{Lip}(\beta) \leq 1 + 3\sigma$, $\text{Lip}(F|_U) \leq (1 - \frac{1}{p})$ and $(1 + 3\sigma)(1 - \frac{1}{p}) \leq 1$. In order to show the required inclusion, we use $\rho_X(\beta(x), x) \leq \varepsilon$ and $\varepsilon < r$ to get that $\beta(B(u_0, r)) \subseteq \overline{B}(u_0, r + \varepsilon) \subseteq B(u_0, 3r) \subseteq U$.

Next we turn our attention to (iii). The choice of $\varepsilon_0$ and $s = \varepsilon/\rho_X(u_0, x_0) < 2\varepsilon_0/\rho_X(u_0, x_0)$ imply that $(1 - s)u_0 \oplus sx_0 \in \Gamma$. For $t \in (0, 1)$, we define

$$
\gamma(t) := (1 - t)[(1 - s)u_0 \oplus sx_0] + tx_0.
$$

Using condition (iii) of Definition 2.5 in the weakly hyperbolic space $X$, we note that $\gamma(t)$ lies on the metric segment $[u_0, x_0]$ in between $(1 - s)u_0 \oplus sx_0$ and $x_0$. Therefore we can compute $\rho_X(\gamma(t), u_0)$ as the sum

$$
\rho_X(\gamma(t), u_0) = \rho_X(\gamma(t), (1 - s)u_0 \oplus sx_0) + \rho_X((1 - s)u_0 \oplus sx_0, u_0))
= t(1 - s)\rho_X(u_0, x_0) + s\rho_X(u_0, x_0)
= (t + s(1 - t))\rho_X(u_0, x_0).
$$

It follows that

$$
\gamma(t) = (1 - \alpha(t))u_0 \oplus \alpha(t)x_0, \quad \text{where } \alpha(t) := t + s(1 - t). \quad (20)
$$

Using the definitions of the mappings $\varphi$, $q$ and $\psi$ together with

$$
\rho_X(u_0, (1 - s)u_0 \oplus sx_0) = s\rho_X(u_0, x_0) = \varepsilon < \varepsilon/\sigma < r/2
$$

we obtain $\varphi(q((1 - s)u_0 \oplus sx_0)) = \varepsilon$, $\psi((1 - s)u_0 \oplus sx_0) = 1$ and subsequently,

$$
\lambda((1 - s)u_0 \oplus sx_0) = \sigma\varepsilon/2\rho_X(u_0, x_0) = \sigma s/2.
$$

We conclude that $\beta((1 - s)u_0 \oplus sx_0) = \gamma(\frac{\alpha}{2})$. From (20) we see that $\alpha(\frac{\alpha}{2}) < 2s < 2\varepsilon_0/\rho_X(u_0, x_0)$. Therefore we can apply (13) to deduce

$$
\frac{\rho_Y(G((1 - s)u_0 \oplus sx_0), G(u_0))}{s\rho_X(u_0, x_0)} = \frac{\rho_Y(F((1 - \alpha(\frac{\alpha}{2}))u_0 \oplus \alpha(\frac{\alpha}{2})x_0), F(u_0))}{\alpha(\frac{\alpha}{2})\rho_X(u_0, x_0)} \frac{\alpha(\frac{\alpha}{2})}{s}
> a \left( \frac{\sigma}{2} + 1 - \frac{\sigma s}{2} \right) > a \left( 1 + \frac{\sigma}{4} \right).
$$

Above we used (19) to get $G(u_0) = F(\beta(u_0)) = F(u_0)$ in the first line and the condition $s < \varepsilon_0/\rho_X(u_0, x_0) < 1/2$ to get the final inequality. \hfill \Box

We are now ready to prove Lemma 4.1.
Proof of Lemma 4.4. Fix \( f \in Q_{a,b}^p(U) \) and let \( \Gamma \in \mathcal{G} \), \( F : \text{conv}(C_X) \to \ell_\infty(\Omega) \), \( u_0 \in \Gamma \), \( \sigma \in (0,1) \) satisfying \((1 + 3\sigma)(1 - \frac{1}{p}) \leq 1 \) and \( \varepsilon_0 > 0 \) be defined according to the above construction. The precise value of \( \sigma \) will be determined at the end of this proof. Given \( \varepsilon \in (0,\varepsilon_0) \), let the mapping \( G : \text{conv}(C_X) \to \ell_\infty(\Omega) \) be given by the statement of Lemma 4.3. Define \( g : C_X \to C_Y \) to be the restriction of \( G \) to the set \( C_X \). From Lemma 4.3 it is clear that \( g \in \mathcal{M}(C_X,C_Y) \) with \( d_\sigma(g,f) \leq \varepsilon \). We complete the proof by showing that

\[
B_\varepsilon \left(g, \frac{a\sigma}{32(1 + \rho_X(u_0, \theta))}\right) \cap Q_{a,b}^p(U) = \emptyset.
\]

Let \( h \in B_\varepsilon \left(g, \frac{a\sigma}{32(1 + \rho_X(u_0, \theta))}\right) \). Then

\[
\rho_Y(g(x), h(x)) \leq \frac{1 + \rho_X(x, \theta)}{1 + \rho_X(u_0, \theta)} \frac{a\sigma}{32} \varepsilon \leq \frac{a\sigma}{16} \varepsilon
\]

for \( x \in C_X \cap B(u_0,1) \) and, in particular,

\[
\rho_Y(g((1 - s)u_0 \oplus sx_0), h((1 - s)u_0 \oplus sx_0)) \leq \frac{a\sigma}{16} \varepsilon
\]

for \( s = \varepsilon / \rho_X(u_0, x_0) \) because \( \varepsilon < \varepsilon_0 < 1 \). Therefore, using Lemma 4.3 part (i) and the fact that \( g \) coincides with \( G \) on the segment \([u_0, (1 - s)u_0 \oplus sx_0] \subseteq \Gamma \subseteq C_X \), we deduce that

\[
\frac{\rho_Y(h((1 - s)u_0 \oplus sx_0), h(u_0))}{s\rho_X(u_0, x_0)} \geq \frac{\rho_Y(g((1 - s)u_0 \oplus sx_0), g(u_0))}{s\rho_X(u_0, x_0)} - 2 \frac{a\sigma}{16} \varepsilon
\]

\[
> a \left(1 + \frac{\sigma}{4} \right) - \frac{a\sigma}{8} = a \left(1 + \frac{\sigma}{8} \right).
\]

We conclude from the above inequalities that \( \text{Lip}(h|_\Gamma) > b \), when we choose \( \sigma = \frac{16(b-a)}{a} \). Condition (i) ensures that such a choice of \( \sigma \) satisfies \((1 + 3\sigma)(1 - \frac{1}{p}) \leq 1 \), as required. This establishes \( h \notin Q_{a,b}^p(U) \) and completes the proof.

The sets \( Q_{a,b}^p(U) \) do not quite cover the whole of the set \( Q(U) \). In the next lemma, we verify that the elusive mappings in \( Q(U) \) form a porous subset of \( \mathcal{M}(C_X,C_Y) \).

Lemma 4.4. The set

\[
Q_0(U) := \left\{ f \in Q(U) : \sup_{\Gamma \in \mathcal{G}} \text{Lip}(f|_\Gamma) = 0, \inf_{F \in \mathcal{E}(f)} \text{Lip}(F|_U) < 1 \right\}
\]

is porous in \( \mathcal{M}(C_X,C_Y) \).

Proof. Fix a mapping \( f \in Q_0(U) \) and choose an extension \( F : \text{conv}(C_X) \to \ell_\infty(\Omega) \) of \( f \) with \( \text{Lip}(F|_U) < 1 \). Choose \( x_0 \in \text{star}(C_X) \) such that \( U \cap B(x_0, D_X) \neq \emptyset \) and set \( U' = U \cap B(x_0, D_X) \setminus \{x_0\} \). We make the following claim:

Claim. There exist \( u_0 \in C_X \cap U' \), \( y_0 \in C_Y \setminus \{f(u_0)\} \) and \( r > 0 \) such that \( F(\text{conv}(C_X) \cap B(u_0, r)) \subseteq B(y_0, D_Y) \) and for every \( x \in C_X \cap B(u_0, r) \), there is a unique metric segment \([f(x), y_0] \subseteq C_Y \).
Proof. We distinguish between two cases. First assume that \( f(x) \in \text{star}(C_Y) \) for all \( x \in C_X \cap U' \). Then we choose \( u_0 \in C_X \cap U' \) arbitrarily and let \( r > 0 \) be small enough so that \( B(u_0, r) \subseteq U' \) and \( F(\text{conv}(C_X) \cap B(u_0, r)) \subseteq B(f(u_0), D_Y/2) \). Let \( y_0 \in C_Y \cap B(f(u_0), D_Y/2) \setminus \{f(u_0)\} \) be arbitrary. The assertion of the claim is now clear.

In the remaining case we choose \( u_0 \in C_X \cap U' \) such that \( f(u_0) \notin \text{star}(C_Y) \) and use the fact that \( C_Y \subseteq B(\text{star}(C_Y), D_Y) \) to choose \( y_0 \in \text{star}(C_Y) \cap B(f(u_0), D_Y) \). Letting \( r > 0 \) be sufficiently small so that \( F(\text{conv}(C_X) \cap B(u_0, r)) \subseteq B(y_0, D_Y) \), we verify the claim.

Let \( u_0 \in C_X \cap U' \), \( y_0 \in C_Y \setminus \{f(u_0)\} \) and \( r > 0 \) be given by the claim. Choose \( \sigma \in (0, 1) \) small enough so that

\[
(1 + \sigma) \text{Lip}(F|_{U}) + 2\sigma \leq 1.
\]

By making \( r \) smaller if necessary we may assume that \( B(u_0, r) \subseteq U' \) and \( r \in (0, r_0) \), where \( r_0 > 0 \) is given by the conclusion of Lemma 4.2 with \( Z = Y \), \( \sigma \), \( u_0 \), \( z_0 = y_0 \) and \( \pi = F \). Set \( \varepsilon_0 = r \). Given \( \varepsilon \in (0, \varepsilon_0) \), we define a mapping \( \lambda : X \to [0, 1] \) by

\[
\lambda(x) := \frac{\sigma}{2\rho_Y(f(u_0), y_0)} \max \{\varepsilon - \rho_X(x, u_0), 0\}, \quad x \in X.
\]

Then,

\[
\lambda(x) = 0 \text{ for all } X \setminus B(u_0, r), \quad \|\lambda\|_{\infty} \leq \varepsilon/2\rho_Y(f(u_0), y_0) \text{ and } \text{Lip}(\lambda) \leq \sigma/\rho_Y(f(u_0), y_0).
\]

Thus, the conditions of Lemma 4.2 are satisfied for \( Z = Y \), \( \sigma \), \( u_0 \), \( z_0 = y_0 \) \( \pi = F \), \( r, \varepsilon \in (0, r_0) \) and \( \lambda \). Therefore, Lemma 4.2 asserts that the mapping \( G \) defined by

\[
G(x) := \begin{cases} 
(1 - \lambda(x))F(x) \oplus \lambda(x)y_0 & \text{if } x \in C_X \cap B(u_0, r), \\
F(x) & \text{if } x \in \text{conv}(C_X) \setminus B(u_0, r),
\end{cases}
\]

satisfies \( G(C_X) \subseteq C_Y \), \( \rho_Y(G(x), F(x)) \leq \varepsilon \) for all \( x \in C_X \) and \( \text{Lip}(G) \leq 1 \). Clearly, the restriction \( g \) of the mapping \( G \) to the set \( C_X \) can be viewed as an element of \( \mathcal{M}(C_X, C_Y) \) satisfying \( d_0(g, f) \leq \varepsilon \).

Since \( B(u_0, r) \subseteq U' = U \cap B(x_0, D_X) \setminus \{x_0\} \) and \( x_0 \in \text{star}(C_X) \), we have that \( [u_0, x_0] \subseteq C_X \). Identifying the metric segment \( [u_0, x_0] \) with a real interval we have the \( u_0 < u_0 + \varepsilon < u_0 + r < x_0 \). Hence \( [u_0, u_0 + \varepsilon] \subseteq \mathcal{G} \). Using \( \lambda(u_0 + \varepsilon) = 0 \) and the fact that \( f \) is constant on the segment \( [u_0, u_0 + \varepsilon] \), we get

\[
\rho_Y(g(u_0 + \varepsilon), g(u_0)) = \rho_Y(f(u_0), (1 - \frac{\sigma \varepsilon}{2\rho_Y(f(u_0), y_0)}) f(u_0) \oplus \frac{\sigma \varepsilon}{2\rho_Y(f(u_0), y_0)} y_0) = \frac{\sigma \varepsilon}{2}.
\]

For all \( h \in \mathcal{M}(C_X, C_Y) \) with

\[
d_0(h, g) \leq \frac{\sigma \varepsilon}{6(1 + \rho_X(u_0, \theta) + \varepsilon_0)}
\]

we have \( \rho_Y(h(x), g(x)) \leq \sigma \varepsilon/6 \) for \( x = u_0, u_0 + \varepsilon \) which, when combined with the above equation, implies that \( h \) is non-constant on the metric segment \([u_0, u_0 + \varepsilon] \in \mathcal{G} \). Hence

\[
B(g, \frac{\sigma \varepsilon}{6(1 + \rho_X(u_0, \theta) + \varepsilon_0)}) \cap Q_0(U) = \emptyset
\]

and the proof is complete.

\[
\square
\]
Remark 4.5.  (i) The proof of Lemma 4.4 is the only place in the proof of Theorem or indeed any of the results of Section 3, where we use the hypothesis that $C_Y$ is $\rho_Y$-star-shaped and satisfies $C_Y \subseteq B(\text{star}(C_Y), D_Y)$.

(ii) In the special case where $C_X$ is $\rho_X$-convex, the set $Q_0(U)$ becomes simply the set of all mappings $f \in Q(U)$ which are constant on the set $C_X \cap U$. The conclusion of Lemma 4.4 is then valid under much weaker assumptions on the set $C_Y$. For example, it suffices to assume that $C_Y$ is a metric space in which every point belongs to some non-trivial geodesic. Thus, if we restrict our attention to the case where $C_X$ is $\rho_X$-convex, the results of Section 3 can be generalised accordingly.

Proof of Theorem 3.2. For each $f \in Q(U) \setminus Q_0(U)$, we have

$$\left(\sup_{\Gamma \in \mathcal{G}} \text{Lip}(f|_{\Gamma}), \inf_{F \in \mathcal{E}(f)} \text{Lip}(F|_U)\right) \in (0,1]^2.$$ 

The family of all rectangles of the form $(a,b) \times (0,1 - \frac{1}{p})$, where $p \in \mathbb{N}$ with $p \geq 2$ and $0 < a < b < 1$ satisfy (10), is an open cover of $(0,1)^2$. Therefore, since $(0,1)^2$ is a Lindelöf space, this family admits a countable subcover $((a_i,b_i) \times (0,1 - \frac{1}{p_i}))_{i=1}^\infty$. Hence we may write

$$Q(U) = \bigcup_{i=1}^\infty Q_{a_i,b_i}^p(U) \cup Q_0(U).$$

Applying now Lemma 4.4 and Lemma 4.1, we arrive at the asserted result. $\square$

5 An application to set-valued mappings

The goal of this section is to examine properties of spaces of non-empty, closed and bounded subsets of hyperbolic spaces in order to show that these spaces can be chosen as the range of the nonexpansive mappings in the theorems which were established in the previous sections.

Let $(X, \rho)$ be a complete hyperbolic space and $C \subseteq X$ be a non-empty, non-singleton, closed and $\rho$-star-shaped set. We consider the space

$$\mathcal{B}(C) := \{A \subseteq C: A \text{ is nonempty, closed and bounded}\}$$

equipped with the Pompeiu-Hausdorff metric

$$h(A, B) := \max \left\{ \sup \{\text{dist}(a, B): a \in A\}, \sup \{\text{dist}(b, A): b \in B\} \right\},$$

where $\text{dist}(x, A) := \inf \{\rho(x, a): a \in A\}$. The space $\mathcal{B}(C)$ is a complete metric space by [20, §33, IV]. In addition to the hyperspace of all bounded and closed sets, we also consider the subspaces $\mathcal{K}(C)$ of compact subsets and $\mathcal{CB}(C)$ of $\rho$-convex, bounded and closed sets.

In the case where $X$ is a Banach space, the following lemma is a consequence of Proposition 4.6 in [31].
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Lemma 5.1. There is a family \( \mathcal{F} \) of metric segments in \( \mathcal{B}(C) \) such that the triple \((\mathcal{B}(C), h, \mathcal{F})\) is a space of temperate curvature with \( D_{\mathcal{B}(C)} = \infty \) and \( \mathcal{B}(C) \) is a h-star-shaped subset of this space.

Proof. For \( A \in \mathcal{B}(C) \), \( A \neq \{c\} \), we define

\[
A^{(1-\lambda)} := \{(1-\lambda)a + \lambda c: a \in A\} \quad \text{and} \quad (1-\lambda)A + \lambda\{c\} := \overline{A^{(1-\lambda)}},
\]

and set

\[
\mathcal{F} := \{(1-\lambda)A + \lambda\{c\}: \lambda \in [0,1]\} : A \in \mathcal{B}(C), \ c \in \text{star}(C).\]

In order to show that \( \mathcal{F} \) is a well-defined collection of metric segments in \( \mathcal{B}(C) \), we have to show that \((1-\lambda)A + \lambda\{c\} \in \mathcal{B}(C)\) for every \( A \in \mathcal{B}(C), \ A \neq \{c\} \), and that the sets \([A, \{c\}] := \{(1-\lambda)A + \lambda\{c\} \in \mathcal{B}(C): \lambda \in [0,1]\}\) are metric segments. In order to show uniqueness of the metric segments in \( \mathcal{F} \), note that we only have to consider the case of two singletons \( \{c\} \) where \( c \in \text{star}(C) \), since for every other set \( A \) the pair \((A, \{c\})\) appears only once in the definition of \( \mathcal{F} \). Uniqueness of segments of the form \([\{c_1\}, \{c_2\}]\), where \( c_1, c_2 \in \text{star}(C) \) follows from the fact that \( X \) is hyperbolic.

For \( a, b \in A \), the inequality

\[
\rho((1-\lambda)a + \lambda c, (1-\lambda)b + \lambda c) \leq (1-\lambda)\rho(a, b) \leq (1-\lambda)\text{diam}(A),
\]

which follows from the fact that \( X \) is a hyperbolic space, implies that \((1-\lambda)A + \lambda\{c\}\) is a bounded set. Since it is, by definition, also non-empty and closed, we get that it is contained in \( \mathcal{B}(C) \). In addition, note that for all \( \mu \in [0,1] \) and all \( a \in A \), the point \((1-\mu)a + \mu c\) lies on the metric segment \([a, c]\), which is contained in \( C \) because \( C \) is \( \rho \)-star-shaped with respect to \( c \). Therefore \((1-\mu)A + \mu\{c\} \subseteq C\) for all \( \mu \in [0,1] \).

Note that from \( h(B, B) = 0 \) for arbitrary bounded sets \( B \subseteq C \), we may deduce

\[
h((1-\lambda)A + \lambda\{c\}, E) = h(A^{(1-\lambda)}, E)
\]

for every bounded set \( E \subseteq C \). Now let \( A \in \mathcal{B}(C), \ c \in \text{star}(C), \ \lambda, \mu \in [0,1] \) and assume without loss of generality that \( \lambda > \mu \). Then

\[
h((1-\lambda)A + \lambda\{c\}, \{c\}) = \sup\{\rho((1-\lambda)a + \lambda c, c): a \in A\}
= (1-\lambda)\sup\{\rho(c, a): a \in A\} = (1-\lambda)h(A, \{c\}).
\]

Moreover, we have

\[
h((1-\mu)A + \mu\{c\}, \{c\}) \leq h((1-\mu)A + \mu\{c\}, (1-\lambda)A + \lambda\{c\}) + h((1-\lambda)A + \lambda\{c\}, \{c\}),
\]

which is equivalent to

\[
h((1-\lambda)A + \lambda\{c\}, (1-\mu)A + \mu\{c\}) \geq (\lambda - \mu)h(A, \{c\}).
\]

On the other hand, we also have

\[
dist((1-\lambda)a + \lambda c, (1-\mu)A + \mu\{c\}) = \inf\{\rho((1-\lambda)a + \lambda c, (1-\mu)b + \mu c): b \in A\}
\leq (\lambda - \mu)\rho(a, c) \leq (\lambda - \mu)h(A, \{c\})
\]
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and analogously, dist \((1 - \mu)a \oplus \mu c, (1 - \lambda)A \oplus \lambda \{c\}\) \(\leq (\lambda - \mu)h(A, \{c\})\).
Therefore \(h((1 - \lambda)A \oplus \lambda \{c\}, (1 - \mu)A \oplus \mu \{c\}\) \(= |\lambda - \mu|h(A, \{c\})\). The above facts show that for all \(A \in B(C), A \neq \{c\}\), the mapping

\[
[0, h(\{c\}, A)] \to B(C), \quad \lambda \mapsto \left(1 - \frac{\lambda A}{h(A, \{c\})}\right) A \oplus \frac{\lambda}{h(A, \{c\})} \{c\}
\]

is a metric embedding and therefore \([A, \{c\}\) is a metric segment in \(B(C)\).

We now show that \((B(C), h, F)\) is of temperate curvature. That this triple satisfies condition (1) of Definition 2.5 with \(D_{B(C)} = \infty\) is already clear. It only remains to verify condition (ii) of Definition 2.5. We will prove something stronger. Namely, that metric segments in \(F\) even satisfy the hyperbolic inequality (2), or equivalently

\[
h((1 - \lambda)A \oplus \lambda E, (1 - \lambda)B \oplus \lambda E) \leq (1 - \lambda)h(A, B)
\]

for all \(A, B, E \in B(C)\) with \([A, E], [B, E] \in F\). Note that all segments in \(F\) have a set of the form \(\{c\}\), where \(c \in \text{star}(C)\), as one of their endpoints. Therefore we only need to verify (22) for the case \(E = \{c\}\) with \(c \in \text{star}(C)\) and the case \(A = \{c_1\}, B = \{c_2\}\) with \(c_1, c_2 \in \text{star}(C)\).

Given \(A, B \in B(C)\) and \(c \in \text{star}(C)\), let \(a \in A\) and \(b \in B\). Since \(X\) is a hyperbolic space, we have

\[
\rho((1 - \lambda)b \oplus \lambda c, (1 - \lambda)a \oplus \lambda c) \leq (1 - \lambda)\rho(a, b)
\]

and hence

\[
\text{dist}((1 - \lambda)b \oplus \lambda c, (1 - \lambda)A \oplus \lambda \{c\}) \leq (1 - \lambda)\inf \{\rho(a, b); a \in A\} = (1 - \lambda)\text{dist}(b, A)
\]

for all elements of \((1 - \lambda)B \oplus \lambda \{c\}\). Since the situation is completely analogous if we swap the roles of \((1 - \lambda)A \oplus \lambda \{c\}\) and \((1 - \lambda)B \oplus \lambda \{c\}\), we may conclude that

\[
h((1 - \lambda)A \oplus \lambda \{c\}, (1 - \lambda)B \oplus \lambda \{c\}) \leq (1 - \lambda)h(A, B).
\]

This verifies inequality (22) for the case \(E = \{c\}\).

To prove the inequality in the remaining case, we take \(c_1, c_2 \in \text{star}(C), E \in B(C)\) and observe that

\[
\rho((1 - \lambda)c_1 \oplus \lambda a, (1 - \lambda)c_2 \oplus \lambda a') \leq (1 - \lambda)\rho(c_1, c_2) + \lambda\rho(a, a'),
\]

for all \(a, a' \in E\), by (2). From this we may deduce

\[
\text{dist}((1 - \lambda)c_1 \oplus \lambda a, (1 - \lambda)\{c_2\} \oplus \lambda E) \leq (1 - \lambda)\rho(c_1, c_2) = (1 - \lambda)h(\{c_1\}, \{c_2\})
\]

for all \(a \in E\), and therefore, since the situation is completely symmetric with respect to \(c_1\) and \(c_2\),

\[
h((1 - \lambda)\{c_1\} \oplus \lambda E, (1 - \lambda)\{c_2\} \oplus \lambda E) \leq (1 - \lambda)h(\{c_1\}, \{c_2\}).
\]

Finally, note that by the construction of \(F\), we get

\[
\text{star}(B(C)) = \{\{c\}: c \in \text{star}(C)\}
\]

and hence \(B(C)\) is a \(h\)-star-shaped subset of \((B(C), h, F)\).
Remark 5.2. Note that the above construction does not work if we replace the set \( \{c\} \) by a non-singleton as can be seen by the following example. We consider the metric space \( C := [-1, 1]^2 \) equipped with the standard metric and set \( A := \{(-1, -1), (-1, 1)\} \) and \( B := \{(1, -1), (1, 1)\} \). We get \( h(A, B) = 2 \) and
\[
\frac{1}{2} A + \frac{1}{2} B = \{(0, -1), (0, 0), (0, 1)\}.
\]
Therefore \( h(\frac{1}{2} A + \frac{1}{2} B, A) = \sqrt{2} \neq \frac{1}{2} h(A, B) \). More generally, Example 4.7 in [31] shows that even in the case of Banach spaces the hyperspace of bounded and closed subsets cannot be a hyperbolic space in the sense of Reich-Shafrir.

As a consequence of Lemma 5.1 and Theorems 3.3, 3.6 and 3.7, we can infer the following corollary regarding set-valued nonexpansive mappings.

**Corollary 5.3.** Let \( X \) be a complete hyperbolic space and \( C \subseteq X \) be a non-empty, non-singleton, closed, \( \rho \)-star-shaped subset. Then the following statements hold:

(i) The set
\[
\mathcal{N}(C, \mathcal{B}(C)) := \{ f : C \to \mathcal{B}(C) : \text{Lip}(f) < 1 \},
\]
is a \( \sigma \)-porous subsets of the space
\[
\mathcal{M}(C, \mathcal{B}(C)) := \{ f : C \to \mathcal{B}(C) : \text{Lip}(f) \leq 1 \}
\]
of all nonexpansive \( \mathcal{B}(C) \)-valued mappings equipped with the metric \( d_\theta \).

(ii) If \( C \) is separable, there exists a \( \sigma \)-porous set \( \tilde{\mathcal{N}} \subseteq \mathcal{M}(C, \mathcal{B}(C)) \) such that for all \( f \in \mathcal{M}(C, \mathcal{B}(C)) \setminus \tilde{\mathcal{N}} \), the set
\[
\tilde{R}(f) = \{ x \in C : \text{Lip}(f, x) = 1 \}
\]
is a residual subset of \( C \).

(iii) If \( C \) is separable and \( \rho \)-convex, there exists a \( \sigma \)-porous set \( \tilde{\mathcal{N}} \subseteq \mathcal{M}(C, \mathcal{B}(C)) \) such that for all \( f \in \mathcal{M}(C, \mathcal{B}(C)) \setminus \tilde{\mathcal{N}} \), the set
\[
\tilde{R}(f) = \{ x \in C : \text{Lip}(f, x) = 1 \}
\]
is a residual subset of \( C \).

**Remark 5.4.** Results analogous to Corollary 5.3 are valid for all hyperspaces \( \mathcal{X}(C) \) with the property that
\[
(1 - \lambda)A \oplus \lambda\{c\} \in \mathcal{X}(C),
\]
where \( (1 - \lambda)A \oplus \lambda\{c\} \) is defined in (21), for all \( c \in \text{star}(C) \), \( \lambda \in [0, 1] \) and \( A \in \mathcal{X}(C) \).
In the case of \( \mathcal{K}(C) \) this follows from the fact that for all \( c \in \text{star}(C) \) and all \( \lambda \in [0, 1] \), the mapping
\[
C \to C, \quad a \mapsto (1 - \lambda)a \oplus \lambda c
\]
is continuous. In [21] spaces with this property are called “admissible” and, besides \( \mathcal{B}(C) \) and \( \mathcal{K}(C) \), the following examples are given in [21] Remark 2.5, p. 1417: the space of singletons, the space of bounded, closed and \( \rho \)-convex sets, and the space of compact and \( \rho \)-convex sets.
Remark 5.5. In addition to the above corollary, we can also show that the set of bounded strict contractions is a $\sigma$-porous subset of the space of all bounded nonexpansive $\mathcal{B}(C)$- and $\mathcal{K}(C)$-valued mappings if we equip these spaces with the metric of uniform convergence.

Remark 5.6. Note that if $X$ is a Banach space, we do not need to take the closure in the definition of the set $(1 - \lambda)A \oplus \lambda \{c\}$ in (21) since the sum of a closed set and a compact set is closed. In addition, if we define

$$(1 - \lambda)A \oplus \lambda B := \{(1 - \lambda)a + \lambda b: a \in A, b \in B\}. \tag{23}$$

for bounded, closed and convex sets $A$ and $B$ and $\lambda \in [0,1]$ we get analogously to above a well-defined mapping from $[0,h(A,B)]$ to the space of bounded, closed and convex sets which satisfies the hyperbolicity inequality. That the above mapping is an isometry follows from this inequality and from

$$(1 - \lambda)A \oplus \lambda B = \frac{1 - \lambda}{1 - \mu}((1 - \mu)A \oplus \mu B) \oplus \frac{\lambda - \mu}{1 - \mu}B.$$

for bounded, closed and convex sets $A$ and $B$ and $0 \leq \mu < \lambda \leq 1$, which can be shown by interchanging the occurring convex combinations. This implies that the space of bounded, closed and convex subsets of a closed and convex subset of a Banach space is $h$-convex. In particular, the hyperspace of bounded, closed and convex subsets of a bounded and closed subset of a Banach space is a hyperbolic space. We remark in passing that convexity, in a more general sense, of hyperspaces of compact sets is studied in detail in [13]. For the star-shapedness and hyperbolicity properties of these hyperspaces on subsets of Banach spaces, we refer the interested reader to [31].
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