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Abstract. Hazewinkel proved the Ditters conjecture that the algebra of quasisymmetric functions over the integers is free commutative by constructing a nice polynomial basis. In this paper we prove a structure theorem for the algebra of peak quasisymmetric functions (PQSym) over the integers. It provides a polynomial basis of PQSym over the rational field, different from Hsiao’s basis, and implies the freeness of PQSym over its subring of symmetric functions spanned by Schur’s Q-functions.

1. Introduction

As an important nonsymmetric generalization of symmetric functions, quasisymmetric functions were introduced by Gessel in [8] to deal with the combinatorics of $P$-partitions. The algebra of quasisymmetric functions ($QSym$) has a natural Hopf algebra structure. In fact, quasisymmetric functions have been around since at least 1972, and at that time $QSym$ appeared as the dual algebra of the Leibniz-Hopf algebra over the integers; see [5]. Perhaps even more importantly, the Leibniz-Hopf algebra is precisely the algebra of noncommutative symmetric functions ($NSym$), systematically studied in [7] with subsequent papers. And the graded Hopf duality between $QSym$ and $NSym$ was proved in [18].

One long-standing conjecture due to Ditters in [5] states that the algebra of quasisymmetric functions over the integers is free polynomial. This is of great interest, for instance because of the role it plays in a classification theory for noncommutative formal groups. There were many meaningful attempts to solve the Ditters conjecture, and the first rigorous proof was given by Hazewinkel in [10], where he first dealt with a $p$-adic version of the Ditters conjecture then completed the case over the integers. Later, another more direct proof appeared in [12] using the technique of lambda rings; see also [11, 16,71], [13, §6]. In fact, Hazewinkel gave a nice structure theorem for $QSym$, which constructs a polynomial basis of $QSym$ and implies that $QSym$ is free over its subring $\Lambda$ of symmetric functions. We mention that Hazewinkel’s structure theorem was also generalized in [9] to the one for a large class of mixable shuffle algebras arising from the construction of free Rota-Baxter algebras. In topology $QSym$ arises as the cohomology of the loop space of the suspension of the infinite complex projective space, $\Omega\Sigma CP^\infty$. It gives an alternative approach to the Ditters conjecture from algebraic topology based on James’ splitting of $\Omega\Sigma CP^\infty$; see [1].
On the other hand, peak quasisymmetric functions were first considered by Stembridge in [21] to develop Stanley’s theory of $P$-partitions to the enriched case. As a Hopf subalgebra of QSym, the algebra of peak quasisymmetric functions, denoted PQSym, was widely studied and deeply related to many topics in combinatorics, geometry and representation theory; see [2, 3, 4]. In particular, PQSym has several nice bases refining classical Schur’s Q-functions, one of which consists of Stembridge’s peak functions defined as the weight enumerators of all enriched $P$-partitions of chains. Meanwhile, the graded Hopf dual of PQSym is precisely the peak algebra of symmetric groups (Peak) and such duality was studied in detail in [20].

In [14] Hsiao defined another nice basis of PQSym, called monomial peak functions and obtained by monomial quasisymmetric functions via Stembridge’s descent-to-peak map. From this monomial-like basis, He proved that the peak algebra Peak$_Q$ is isomorphic to the concatenation Hopf algebra over $\mathbb{Q}$, whose coproduct is adjoint to the shuffle product. Hence, its Hopf dual PQSym$_Q$ is a shuffle algebra over $\mathbb{Q}$. A well-known theorem of Radford says that a shuffle algebra is freely generated by its subset of Lyndon words. In particular, Hsiao found the corresponding polynomial basis, containing all the Newton power sums $p_n$.

Inspired by the work of Hazewinkel and Hsiao, we give a structure theorem for PQSym in this paper (Theorem 3.8), as a peak version of Hazewinkel’s one for QSym in [12]. First we figure out a lambda ring structure on PQSym, then construct a set of polynomial generators of PQSym and find the complete relations they are subject to. In particular, we obtain another free polynomial basis of PQSym over $\mathbb{Q}$, different from Hsiao’s one.

In [19], Savage and Yacobi proved the freeness of QSym over its subring $\Lambda$ of symmetric functions, alternatively using the technique of representation theory, namely, Heisenberg doubles arising from the tower of 0-Hecke algebras. Later, in [16] we applied such method to the case of PQSym by the tower of 0-Hecke-Clifford algebras, in order to prove the freeness of PQSym over its subring $\Gamma$ spanned by Schur’s Q-functions. Consequently, it is natural to ask for a more straightforward approach. That intrigues us to give the structure theorem 3.8 here immediately implying such freeness. Moreover, by our structure theorem it only needs to handle the case of $\Gamma$ to show that PQSym is free polynomial, but even for the subring $\Gamma$ any result about this is hardly known so far. Besides, a topological interpretation for PQSym (in particular $\Gamma$) along the line of that in [1] for QSym may be also interesting to consider.

The organization of the paper is as follows. In §2 we introduce some notations in combinatorics, definitions for QSym and PQSym, the terminology of lambda rings, and the lambda ring structure of QSym. In §3 we first recall Hsiao’s result about monomial peak functions, then prove that PQSym is a lambda quotient ring of QSym under Stembridge’s descent-to-peak map. After that, we eventually give our structure theorem for PQSym closely related to Hazewinkel’s one for QSym.

2. Background

2.1. Notations and definitions. Denote by $\mathbb{N}$ (resp. $\mathbb{N}_o$) the set of positive (resp. odd positive) integers. Given any $m, n \in \mathbb{N}$, $m \leq n$, let $[m, n] := \{m, m + 1, \ldots, n\}$ and $[n] :=$
$[1, n]$ for short. Let $\mathcal{C}(n)$ be the set of compositions of $n$, consisting of ordered tuples of positive integers summed up to $n$ and $\mathcal{C} := \bigcup_{n \geq 1} \mathcal{C}(n)$. Write $\alpha \vdash n$ when $\alpha \in \mathcal{C}(n)$. Given $\alpha = (\alpha_1, \ldots, \alpha_r) \vdash n$, let its length $\ell(\alpha) := r$, its weight $\text{wt}(\alpha) := n$ and define its associated descent set as

$D(\alpha) := \{\alpha_1, \alpha_1 + \alpha_2, \ldots, \alpha_1 + \cdots + \alpha_{r-1}\} \subseteq [n-1]$.

Also, the refining order $\preceq$ on $\mathcal{C}(n)$ is defined by

$\alpha \preceq \beta$ if and only if $D(\beta) \subseteq D(\alpha)$, $\forall \alpha, \beta \vdash n$.

Let $k \cdot \alpha := (k\alpha_1, \ldots, k\alpha_r)$ for any $k \in \mathbb{N}$. Let $\alpha \ast \beta$ be the concatenation of $\alpha$ and $\beta$.

We highlight the subset $\mathcal{C}_o(n)$ of $\mathcal{C}(n)$, consisting of compositions of $n$ with odd parts. Let $\mathcal{C}_o := \bigcup_{n \geq 1} \mathcal{C}_o(n)$. It is well-known that

$|\mathcal{C}_o(n)| = f_{n-1}$,

where $(f_n)_{n \geq 0}$ is the Fibonacci sequence defined recursively by

$f_0 = f_1 = 1$, $f_n = f_{n-1} + f_{n-2}$, $n \geq 2$.

It corresponds to two possible cases for arbitrary $\alpha \in \mathcal{C}_o(n+1)$. Namely, the first part of $\alpha$ is 1 or not smaller than 3.

Throughout this paper, we only consider two base rings $\mathbb{Z}$ and $\mathbb{Q}$. For any ring $A$, we always denote $A_\mathbb{Q} := A \otimes_{\mathbb{Z}} \mathbb{Q}$, when the base ring changes from $\mathbb{Z}$ to $\mathbb{Q}$.

2.2. Peak quasisymmetric functions. Let $\Lambda$ be the graded ring of symmetric functions in the commuting variables $x_1, x_2, \ldots$ with integer coefficients, then it has two usual polynomial basis, the elementary symmetric functions $\{e_n : n \in \mathbb{N}\}$ and the complete symmetric functions $\{h_n : n \in \mathbb{N}\}$. Namely,

$\Lambda = \mathbb{Z}[e_n : n \in \mathbb{N}] = \mathbb{Z}[h_n : n \in \mathbb{N}]$.

Let $\Gamma$ be the subring of $\Lambda$ with the generators $q_n (n \geq 1)$ defined by

$\sum_{n \geq 0} q_n z^n = \prod_{i \geq 1} \frac{1 + x_i z}{1 - x_i z}$

That is, $q_n = \sum_{i=0}^n h_i e_{n-i}$, $n \in \mathbb{N}$, and they satisfy the Euler relations

$\sum_{i=0}^n (-1)^i q_i q_{n-i} = 0$, $n \in \mathbb{N}$,

which are complete to define $\Gamma$. Recall that a (strict) partition is a composition with (strictly) decreasing parts, then

$\{q_\lambda : \lambda \text{ strict partition}\}$

is a $\mathbb{Z}$-basis of $\Gamma$, where $q_\lambda := q_{\lambda_1} q_{\lambda_2} \cdots$ and $q_\emptyset = 1$ for $\lambda = \emptyset$ by convention. Besides, $\Gamma$ has another $\mathbb{Z}$-basis

$\{Q_\lambda : \lambda \text{ strict partition}\}$,

called Schur’s $Q$-functions. We also note that

$\Lambda_\mathbb{Q} = \mathbb{Q}[p_n : n \in \mathbb{N}]$ and $\Gamma_\mathbb{Q} = \mathbb{Q}[p_n : n \in \mathbb{N}_o] = \mathbb{Q}[q_n : n \in \mathbb{N}_o]$. 

where $p_n := \sum_{i\geq 1} x_i^n$ (n \in \mathbb{N})$, the Newton power sums. Moreover, there exists a surjective ring homomorphism

$$\theta : \Lambda \rightarrow \Gamma, \quad h_n \mapsto q_n, \ n \in \mathbb{N}.$$ Then $\theta(e_n) = q_n$, $\theta(p_n) = (1 - (-1)^n)p_n$, $n \in \mathbb{N}$. For the basics of the rings $\Lambda$ and $\Gamma$, one can refer to [17, Ch. I, Ch. III, §8].

As a non-symmetric generalization of $\Lambda$, the algebra of \emph{quasisymmetric functions} over the integers, denoted by $\text{QSym}$, is a subring of the power series ring $\mathbb{Z}[[x_1, x_2, \ldots]]$ in the commuting variables $x_1, x_2, \ldots$ and has a $\mathbb{Z}$-basis, the \emph{monomial quasisymmetric functions}, defined by

$$M_\alpha := M_\alpha(x) = \sum_{\gamma \in \mathcal{C}} x^{\alpha_1} \cdots x^{\alpha_r},$$

where $\alpha = (\alpha_1, \ldots, \alpha_r)$ varies over the composition set $\mathcal{C}$. The multiplication of $M_\alpha$ comes from the \emph{quasi-shuffle product} $*$ on $\mathbb{Z}\mathcal{C}$. Recall that such operation is recursively defined as follows:

$$\alpha * \emptyset = \emptyset * \alpha = \alpha, \quad \alpha * \beta = (a_1) * (\alpha' * \beta') + (b_1) * (\alpha * \beta') + (a_1 + b_1) * (\alpha' * \beta'),$$

where $\alpha = (a_1, \ldots, a_r) = (a_1) * \alpha', \beta = (b_1, \ldots, b_r) = (b_1) * \beta'$. Then by [6, Lemma 3.3], we have

$$M_\alpha M_\beta = \sum_{\gamma \in \mathcal{C}} c_\gamma M_\gamma, \ \alpha, \beta \in \mathcal{C}, \quad (2.3)$$

when $\alpha * \beta = \sum_{\gamma} c_\gamma \gamma$ with $c_\gamma \in \mathbb{Z}$. There is another important $\mathbb{Z}$-basis, the \emph{fundamental quasisymmetric functions}, defined by

$$F_\alpha := F_\alpha(x) = \sum_{\substack{i_1 \leq \cdots \leq i_n \ 	ext{if } i \in D(\alpha) \ \text{if } i < D(\alpha)}} x_{i_1} \cdots x_{i_n}, \ \alpha \vdash n.$$ That means $F_\alpha = \sum_{\beta \leq \alpha} M_\beta$.

Now we introduce the algebra of \emph{peak quasisymmetric functions} over the integers defined in [21] and denoted by $\text{PQSym}$. It is a subring of $\text{QSym}$. In order to define the usual bases of $\text{PQSym}$, we need the concept of peak subsets. Recall that $P$ is a \emph{peak subset} of $[n - 1]$ if $P \subseteq [2, n - 1]$ and $i \in P \implies i - 1 \notin P$. Denote by $\mathcal{P}_n$ the collection of all peak subsets of $[n - 1]$ and $\mathcal{P} = \bigcup_{n \geq 1} \mathcal{P}_n$. Given $\alpha = (\alpha_1, \ldots, \alpha_r) \vdash n$, let

$$P(\alpha) := \{ i \in D(\alpha) \cap [2, n - 1] : i - 1 \notin D(\alpha) \}$$

be its associated peak subset of $[n - 1]$.

We need the following nice bijection between $\mathcal{E}_\alpha(n)$ and $\mathcal{P}_n$ for any $n \in \mathbb{N}$. Given $\alpha = (2i_1 + 1, \ldots, 2i_r + 1) \in \mathcal{E}_\alpha$, let

$$\hat{\alpha} := (\underbrace{2, \ldots, 2}_{i_1}, 1, \underbrace{2, \ldots, 2}_{i_2}, 1, \ldots, \underbrace{2, \ldots, 2}_{i_r}, 1).$$
If \( \hat{\alpha} = (1, \ldots, 1, 2, 1, \ldots, 1, 2, \ldots, 1) \) and set

\[
S_\alpha := \left\{ \sum_{k=1}^{j} (j_k + 2) : l \in [s] \right\},
\]

then the map \( \alpha \mapsto S_\alpha \) gives a bijection between \( C_\alpha(n) \) and \( P_n \). Note that \( S_\alpha = \emptyset \) when \( \alpha = (1, 1, \ldots, 1) \) and

\[
D(\alpha) = [n-1] \setminus (S_\alpha \cup (S_\alpha - 1)),
\]

\[
\ell(\alpha) = |\{1's in \hat{\alpha}\}|,
\]

\[
|S_\alpha| = |\{2's in \hat{\alpha}\}| = \ell(\hat{\alpha}) - \ell(\alpha) = \frac{|\alpha| - \ell(\alpha)}{2}.
\]

For any \( \alpha \vdash n \), we denote \( \Lambda(\alpha) \) the unique odd composition of \( n \) such that \( S_{\Lambda(\alpha)} = P(\alpha) \) via such bijection. For example, if \( \alpha = (1, 4, 2, 3) \), then \( \beta = \Lambda(\alpha) = (1^3, 5, 1^2) \). \( \hat{\beta} = (1^3, 2^2, 1^3) \), \( D(\beta) = \{1, 2, 3, 8, 9\} \) and \( S_\beta = \{5, 7\} \).

One can easily check the following result by definition.

**Lemma 2.1.** For any \( \alpha, \beta \in C_\alpha(n) \), \( P(\hat{\alpha}) = S_\alpha \), while \( S_\alpha \subseteq S_\beta \) if and only if \( \hat{\alpha} \leq \hat{\beta} \).

Recall that Stembridge’s peak functions in \( \text{PQSym} \) can be defined by

\[
K_P = 2^{p+1} \sum_{P \in D^+} F_\alpha, P \in P_n,
\]

where \( D^+ = D \setminus (D + 1) \cup (D + 1) \setminus D \) for any \( D \subseteq [n - 1] \) and \( D + 1 := \{x + 1 : x \in D\} \). Then \( \{K_P\}_{P \in P_n} \) forms a \( \mathbb{Z} \)-basis of \( \text{PQSym} \) and there also exists a surjective ring homomorphism

\[
\theta : \text{QSym} \to \text{PQSym}, \quad F_\alpha \mapsto K_{P(\alpha)}.
\]

Note that

\[
K_P = \sum_{P \in D^+} 2^{\ell(\alpha)} M_\alpha, P \in P_n
\]

and in particular,

\[
K_{K_0} = q_n = 2 \sum_{\alpha \vdash n} F_\alpha = \sum_{\alpha \vdash n} 2^{\ell(\alpha)} M_\alpha.
\]

Here we write \( K_\alpha := K_{S_\alpha} \) for any \( \alpha \in C_\alpha \).

On the other hand, \( \Lambda \) (resp. \( \Gamma \)) is a subring of \( \text{QSym} \) (resp. \( \text{PQSym} \)) and the following commutative diagram holds:

\[
\begin{array}{ccc}
\text{QSym} & \xrightarrow{\theta} & \text{PQSym} \\
\Lambda \downarrow & & \downarrow \\
\Gamma & \xrightarrow{\theta} & \Gamma
\end{array}
\]

where the vertical maps in the diagram are inclusions.
All the rings introduced above have nice Hopf algebra structures in combinatorics. We do not mention this aspect here and one can refer it in [6, 7, 18, 20], etc.

2.3. **QSym as lambda rings.** The concept of lambda rings first appeared in Grothendieck’s work concerning the Riemann-Roch theorem. So far they have been widely studied in many areas, e.g. K-theory, representation theory of finite groups, the theory of free Lie algebras, etc. Recalled that a **lambda ring (λ-ring)** is a commutative ring \( R \) equipped with extra operations

\[
\lambda^i : R \rightarrow R
\]

that behave just like exterior powers (of vector spaces or representations). A **morphism of λ-rings** \( F : A \rightarrow B \) is a morphism of rings that commutes with the exterior product operations, i.e. \( F(\lambda^i(x)) = \lambda^i(F(x)), \ x \in A \).

There are associated ring endomorphisms called **Adams operations** (in algebraic topology) or **power operations** on a lambda ring. Given a λ-ring \( R \) with operations \( \lambda^i : R \rightarrow R \), define operations \( \Psi^i : R \rightarrow R \) by the formula

\[
(2.7) \quad \frac{d}{dt} \log \lambda^i(a) = \sum_{n=0}^{\infty} (-1)^n \Psi^{n+1}(a) t^n,
\]

where \( \lambda^i(a) = 1 + \lambda^1(a)t + \lambda^2(a)t^2 + \cdots \) for any \( a \in R \). Set \( \lambda^0(a) = 1 \) by convenience. Then a set of operations \( \lambda^i : R \rightarrow R \) for a torsion free ring \( R \) turns it into a λ-ring if and only if the Adams operations \( \Psi^i : R \rightarrow R \) are all ring endomorphisms and in addition satisfy

\[
(2.8) \quad \Psi^1 = \text{id}, \quad \Psi^m \circ \Psi^n = \Psi^{mn}, \ m, n \in \mathbb{N}.
\]

Note also that the relation (2.7) between the lambda operations and the Adams operations is precisely the same as that between the elementary symmetric functions and the Newton power sums. Thus there are the following useful determinantal formulas.

\[
(2.9) \quad n! \lambda^n(a) = \begin{vmatrix}
\Psi^1(a) & 1 & 0 & \ldots & 0 \\
\Psi^2(a) & \Psi^1(a) & 2 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
\Psi^{n-1}(a) & \Psi^{n-2}(a) & \ldots & \Psi^1(a) & n-1 \\
\Psi^n(a) & \Psi^{n-1}(a) & \ldots & \Psi^2(a) & \Psi^1(a)
\end{vmatrix},
\]

\[
(2.10) \quad \Psi^m(a) = \begin{vmatrix}
\lambda^1(a) & 1 & 0 & \ldots & 0 \\
2\lambda^2(a) & \lambda^1(a) & 1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
(n-1)\lambda^{n-1}(a) & \lambda^{n-2}(a) & \ldots & \lambda^1(a) & 1 \\
n\lambda^n(a) & \lambda^{n-1}(a) & \ldots & \lambda^2(a) & \lambda^1(a)
\end{vmatrix}.
\]

For more about λ-rings, see [11, 15].
Recall that there is a simple lambda ring structure on \( \mathbb{Z}[[x_1, x_2, \ldots]] \) given by
\[
\lambda^i(x_j) = \begin{cases} 
  x_j & \text{if } i = 1 \\
  0 & \text{if } i \geq 2
\end{cases}, \quad j = 1, 2, \ldots
\]
of which the associated Adams endomorphisms are, obviously, the power operations
\[
\Psi^n : x_j \mapsto x_j^n.
\]

**Theorem 2.2** ([12, Th. 3.1]). \( \text{QSym as a subring of } \mathbb{Z}[[x_1, x_2, \ldots]] \text{ is a lambda ring and the corresponding Adams operations are} \)
\[
(2.11) \quad \Psi^n : M \mapsto M_{n^a}, \; n \in \mathbb{N}.
\]
In particular, the ring \( \Lambda \) of symmetric functions is a lambda subring of QSym.

We also recall the plethysm of symmetric functions. For \( f, g \in \Lambda \), write \( g \) as a sum of monomials
\[
g = \sum_{\alpha \in C} c_\alpha x^\alpha
\]
and let
\[
\prod_{i \geq 1} (1 + y_i t) = \prod_{\alpha \in C} (1 + x^\alpha t)^{c_\alpha}.
\]
Define the plethysm \( f \circ g \in \Lambda \) by
\[
f \circ g = f(y_1, y_2, \ldots).
\]
Clearly, the plethysm operation provides another kind of ring multiplication of \( \Lambda \).

Note that any \( \lambda \)-ring \( R \) naturally has the following \( \Lambda \)-module structure, when \( \Lambda \) is equipped with the plethysm product:
\[
\Lambda \times R \to R, \quad (f, a) \mapsto f(a),
\]
where
\[
(2.13) \quad f(a) := f(\Psi^1(a), \Psi^2(a), \ldots)
\]
is obtained by substituting \( \Psi^m(a) \) for each \( p_n \) in the polynomial form of \( f \) in terms of the power sums (with rational coefficients). In order to see that (2.12) is well-defined, one only needs to see that
\[
f(a) = f(\lambda^1(a), \lambda^2(a), \ldots),
\]
which is derived from the polynomial form of \( f \) in terms of the elementary symmetric functions instead (with integral coefficients) by substituting \( \lambda^m(a) \) for each \( e_n \). Hence, \( f(a) \) certainly lies in \( R \). Meanwhile, one can check that
\[
(2.14) \quad f(g(a)) = (f \circ g)(a),
\]
thus (2.12) really defines a \( \Lambda \)-module action on \( R \). Indeed, formula (2.14) comes from the following identity
\[
\Psi^n(g)(a) = \Psi^n(g(a)) = g(\Psi^n(a)),
\]
which is obtained by the property of the Adam operations \( \Psi^n \).
3. The structure theorem for PQSym

In this section, we give a structure theorem for PQSym using the technique of lambda rings, which is totally different from that in Hsiao’s paper [14]. First introduce

\[ L_\alpha := \vartheta(M_\alpha), \ \alpha \in \mathbb{C}_o \]

and call them the monomial peak functions as in [14, §2], while such \( L_\alpha \) differs by a sign from the \( \eta_\alpha \) defined there, that is, \( \eta_\alpha = (-1)^{S_\vartheta}L_\alpha \). In particular, \( L_1 = q_n, \ n \in \mathbb{N} \).

Let \( \mathbb{C}_e \) be the set of compositions with their last parts to be even. If \( \alpha \not\in \mathbb{C}_e \), then there is a unique factorization \( \alpha = \alpha_1 * \alpha_2 * \cdots * \alpha_l \) such that the last part of each \( \alpha_i \) is odd and all other parts are even. In this case, we abuse the notation to set

\[ \vartheta(\alpha) := (|\alpha_1|, \ldots, |\alpha_l|). \]

For example, if \( \alpha = (1, 2, 1, 2, 3) \), then \( \vartheta(\alpha) = (1, 5, 5) \). It is clear that \( \vartheta(\alpha) = \alpha = \vartheta(\hat{\alpha}) \) for any \( \alpha \in \mathbb{C}_o \). Due to [14, Th. 2.4], we have the following result about the \( L_\alpha \)'s.

**Theorem 3.1.** The monomial peak functions \( L_\alpha (\alpha \in \mathbb{C}_o) \) form a \( \mathbb{Z} \)-basis of PQSym and

\[ \text{Ker } \vartheta = \text{span}_\mathbb{Z}\{M_\alpha - (-1)^{\ell(\alpha)+\ell(\beta)} M_\beta : \alpha \in \mathbb{C}_o, \vartheta(\beta) = \alpha \} \oplus \text{span}_\mathbb{Z}\{M_\alpha : \alpha \in \mathbb{C}_e\}. \]

In particular, \( \vartheta(M_\hat{\alpha}) = (-1)^{\ell(\alpha)+\ell(\hat{\alpha})}L_\alpha, \ \alpha \in \mathbb{C}_o \). Thus applying \( \vartheta \) to the formula \( F_\hat{\alpha} = \sum_{\beta \in \mathbb{C}_o} M_\beta \), we have

\[ K_\alpha = \sum_{\substack{\beta \in \mathbb{C}_o(\alpha) \\
S_\beta \subseteq S_\alpha}} (-1)^{S_\beta}L_\beta, \ \alpha \in \mathbb{C}_o(n), \]

by Lemma 2.1. And \( L_\alpha = \sum_{\substack{\beta \in \mathbb{C}_o(\alpha) \\
S_\beta \subseteq S_\alpha}} (-1)^{S_\beta}K_\beta \) by Möbius inversion formula.

Note that PQSym is not a lambda subring of QSym with the lambda ring structure given in Theorem 2.2. However, we have the following result instead.

**Theorem 3.2.** There exists a lambda ring structure on PQSym such that the map \( \vartheta \) is a morphism of lambda rings. Its corresponding Adams operations are defined by

\[ \Phi^n : L_\alpha \mapsto \begin{cases} L_{n\alpha}, & \text{if } n \text{ odd} \\ 0, & \text{if } n \text{ even} \end{cases}, \ \alpha \in \mathbb{C}_o, n \in \mathbb{N}. \]

In particular, the ring \( \Gamma \) is a lambda subring of PQSym.

**Proof.** First by Theorem 3.1, one can easily check that \( \Psi^n(\text{Ker } \vartheta) \subseteq \text{Ker } \vartheta \) as \( \vartheta(n \cdot \beta) = n \cdot \vartheta(\beta), \ n \in \mathbb{N}, \beta \not\in \mathbb{C}_e \). Hence, there exists a unique ring map \( \Phi^n \) such that \( \vartheta \circ \Psi^n \) factors through \( \vartheta \) and \( \Phi^n \). Namely, the following commutative diagram holds:

```
\begin{array}{ccc}
\text{QSym} & \xrightarrow{\vartheta} & \text{PQSym} \\
\Psi^n \downarrow & & \Phi^n \downarrow \\
\text{QSym} & \xrightarrow{\vartheta} & \text{PQSym}
\end{array}
```
of the same form as the Euler relations (2.2) and becomes a set of Adams operations on PQSym, thus PQSym has the desired lambda ring structure such that \( \vartheta \) becomes a morphism of lambda rings. Meanwhile,

\[
\Phi^\alpha(L_{\alpha}) = \vartheta \circ \Psi^\alpha(M_{\alpha}) = \vartheta(M_{\alphaN}), \quad \text{if } n \text{ odd}, \quad \text{if } n \text{ even} , \quad \alpha \in \mathbb{C}.
\]

In particular, the ring \( \Gamma \) is a lambda subring of PQSym, due to (2.6). For any \( n \in \mathbb{N}_0 \),

\[
L(n) = 2M(n) = 2p_n, \quad \text{thus } \Phi^\alpha(p_n) = \frac{1}{2} \theta \circ \Psi^\alpha(M(n)) = \frac{1 - (-1)^n}{2} p_n, \quad i \in \mathbb{N}, \text{ in } PQSym_2. \quad \square
\]

By formula (2.7) and (3.1), we know that the lambda operations, denoted \( \bar{\lambda}^i (i \in \mathbb{N}) \), on PQSym are given as follows.

\[
\bar{\lambda}^i (f) = \exp \left( \sum_{n \in \mathbb{N}_0} \Phi^\alpha(f) r^n \right) = \exp \left( \sum_{n \in \mathbb{N}_0} \lambda_{n} \right), \quad f \in \text{PQSym}.
\]

It implies that \( \bar{\lambda}^i (f) \bar{\lambda}^{-i} (f) = 1 \), i.e.

\[
(3.2) \quad \sum_{i=0}^{n} (-1)^i \bar{\lambda}^i (f) \bar{\lambda}^{-i} (f) = 0,
\]

of the same form as the Euler relations (2.2). In particular for \( q_1 = 2p_1 \), we have

\[
\bar{\lambda}^i (q_1) = \exp \left( \sum_{n \in \mathbb{N}_0} \Phi^\alpha(q_1) r^n \right) = \exp \left( \sum_{n \in \mathbb{N}_0} \frac{1 - (-1)^n}{n} p_n r^n \right) = \prod_{i \geq 1} \frac{1 + x_i t}{1 - x_i t}.
\]

That means \( \bar{\lambda}^i (q_1) = \sum_{n \geq 1} q_n r^n \) by (2.1), thus

\[
(3.3) \quad \bar{\lambda}^i (q_1) = q_n, \quad n \in \mathbb{N}.
\]

It can also be obtained by the following commutative diagram as \( \vartheta \) is a morphism of \( \lambda \)-rings.

\[
\begin{array}{ccc}
\text{QSym} & \xrightarrow{\vartheta} & \text{PQSym} \\
\text{\( \bar{\lambda}^i \)} & & \text{\( \bar{\lambda}^i \)} \\
\text{QSym} & \xrightarrow{\vartheta} & \text{PQSym}
\end{array}
\]

For now on we naturally interpret compositions as words over \( \mathbb{N} \). The lexicographic order on these words is defined as follows. Let \( \alpha = (a_1, \ldots, a_s) \) and \( \beta = (b_1, \ldots, b_t) \) be two words over \( \mathbb{N} \). Then \( \alpha \) is said to be lexicographically equal to or larger than \( \beta \), denoted \( \alpha \geq_{\text{lex}} \beta \), if and only if there is a \( j \in [\min\{r, s\}] \) such that \( a_1 = b_1, \ldots, a_{j-1} = b_{j-1} \) and \( a_j > b_j \), or \( r > s \) and \( a_1 = b_1, \ldots, a_s = b_s \).

**Definition 3.3.** The proper tails (suffixes) of a word \( \alpha = (a_1, a_2, \ldots, a_m) \) are the words \( (a_i, a_{i+1}, \ldots, a_m) \), \( i = 2, 3, \ldots, m \). Words of length 1 or 0 have no proper tails. A word is Lyndon if and only if it is lexicographically smaller than each of its proper tails. For instance, (3), (1, 2, 1, 3) are Lyndon, but (2, 1, 3) is not Lyndon.
We call a composition $\alpha = (a_1, \ldots, a_m)$ is elementary if the greatest common divisor of its parts is 1, i.e. $\gcd\{a_1, \ldots, a_m\} = 1$. Denote by $\text{LYN}$ the set of Lyndon words over $\mathbb{N}$ and $\text{eLYN}$ its subset of elementary ones. Let $\text{LYN}_o := \text{LYN} \cap \mathbb{C}_o$, $\text{eLYN}_o := \text{eLYN} \cap \mathbb{C}_o$. The Chen-Fox-Lyndon (CFL) factorization theorem (see [13, Theorem 6.5.5]) is as follows.

**Theorem 3.4.** For each word $\alpha$, there is a unique concatenation factorization into non-increasing Lyndon words

$$\alpha = \gamma_1^{x_1} \ast \gamma_2^{x_2} \ast \cdots \ast \gamma_k^{x_k}, \quad \gamma_i \in \text{LYN},$$

$$\gamma_1 >_{\text{lex}} \gamma_2 >_{\text{lex}} \cdots >_{\text{lex}} \gamma_k.$$

We also need the following useful notion.

**Definition 3.5.** There is another total order on words over $\mathbb{N}$, called the wll-ordering and denoted $\preceq_{\text{wll}}$, where the acronym ‘wll’ stands for ‘weight first, then length, then lexicographic’. Thus for example

$$(5) \succ_{\text{wll}} (1, 1, 2) \succ_{\text{wll}} (2, 2) \succ_{\text{wll}} (1, 3).$$

By Theorem 2.2, one can consider $Q\text{Sym}$ as a $\Lambda$-module defined as in (2.12). Hence, for any composition $\alpha$, we write

$$p_n(\alpha) := p_n(M_\alpha) = \Psi^n(M_\alpha)$$

and

$$e_n(\alpha) := e_n(M_\alpha) = e_n(p_1(\alpha), \ldots, p_n(\alpha)), \quad n \in \mathbb{N}. \quad (3.5)$$

Then by definition, $e_n(\alpha) = \lambda^n(M_\alpha) \in Q\text{Sym}$. Now we recall the well-known result that $Q\text{Sym}$ is free commutative, first proved rigorously by Hazewinkel in [10].

**Theorem 3.6 ([13, Th. 6.7.5]).** $\{e_n(\alpha) : \alpha \in \text{eLYN}, \quad n \in \mathbb{N}\}$ forms a free commutative polynomial basis for $Q\text{Sym}$ over the integers.

Via the lambda ring structure given in Theorem 3.2, $PQ\text{Sym}$ can also serves as a $\Lambda$-module defined as in (2.12). Here we just restrict it as a $\Gamma$-module. For any $\alpha \in \mathbb{C}_o$, write $p'_n(\alpha) := \Phi^n(L_\alpha)$ and

$$q_n(\alpha) := q_n(L_\alpha) = q_n(p'_1(\alpha), p'_2(\alpha), \ldots), \quad n \in \mathbb{N}. \quad (3.6)$$

Note that $q_n(\alpha)$ can be obtained from the polynomial expression of $q_n$ in terms of the odd power sums by substituting $\Phi^n(L_\alpha)$ with these $p_n$. It is clear that $q_n(\alpha) = \lambda^n(L_\alpha) \in PQ\text{Sym}$. In particular, $q_n((1)) = q_n, \; n \in \mathbb{N}$ by (3.3).

**Lemma 3.7.** If $\alpha$ is a Lyndon odd composition, then

$$q_n(\alpha) = L_\alpha^n + (\text{wll-smaller than } \alpha^n),$$

where (wll-smaller than $\alpha^n$) stands for a $\mathbb{Z}$-linear combination of monomial peak functions whose indexes are wll-smaller than $\alpha^n$. 

Proof. By formula (2.3), we deduce that

\begin{equation}
L_\alpha L_\beta = \sum_{\gamma \in \mathcal{C}_e} c_\gamma L_{\theta(\gamma)}, \quad \alpha, \beta \in \mathcal{C}_e,
\end{equation}

when \( \alpha \Rightarrow \beta = \sum_{\gamma \in \mathcal{C}_e} c_\gamma \gamma \). It is clear that \( \theta(\gamma) \leq \text{wll} \gamma \) for any \( \gamma \notin \mathcal{C}_e \).

On the other hand, from the determinant expression (2.9), one can see that

\begin{equation}
n! q_n(\alpha) = L_n^\alpha + (\text{monomials of length } \leq (n-1) \text{ in the } p'_i(\alpha)).
\end{equation}

Furthermore, all terms above are of equal weight. Since \( \alpha \) is Lyndon, the ‘length first-lexicographic thereafter’ largest term in its \( n \)-th quasi-shuffle power \( \alpha^\sigma \) is the concatenation power \( \alpha^\ast \) with the coefficient \( n! \) (see \([13, \text{Theorem 6.5.8}]\)). Hence, by formula (3.7), we get that

\begin{equation}
q_n(\alpha) = L_\alpha^\ast + \sum_{\beta < \text{wll} \alpha^\ast} k_\beta L_\beta, \quad k_\beta \in \mathbb{Q}.
\end{equation}

Since \( q_n(\alpha) \in \text{PQSym} \) by (3.4), all the coefficients \( k_\beta \) are indeed integers. \( \square \)

Now we are in the position to state our main result, a structure theorem of \( \text{PQSym} \).

**Theorem 3.8.** (i) The ring \( \text{PQSym} \) has a polynomial generating set

\[ \{q_n(\alpha) : \alpha \in \text{eLYN}_o, \, n \in \mathbb{N} \} \]

subject to the following complete relations:

\begin{equation}
\sum_{i=0}^n (-1)^i q_i(\alpha) q_{n-i}(\alpha) = 0, \quad \alpha \in \text{eLYN}_o, \, n \in \mathbb{N}.
\end{equation}

In particular,

\begin{equation}
\left\{ \prod_{\alpha \in \text{eLYN}_o} q_{\lambda_\alpha}(\alpha) : \text{with finitely many nonempty strict partitions } \lambda_\alpha \right\}
\end{equation}

is a \( \mathbb{Z} \)-basis of \( \text{PQSym} \), where \( q_\lambda(\alpha) := q_{\lambda_1}(\alpha) q_{\lambda_2}(\alpha) \cdots \) for any partition \( \lambda \).

(ii) The ring \( \text{PQSym}_\mathbb{Q} \) has a free commutative polynomial basis

\begin{equation}
\{q_n(\alpha) : \alpha \in \text{eLYN}_o, \, n \in \mathbb{N}_0\}.
\end{equation}

Among this basis are the symmetric functions \( q_n \) (\( n \in \mathbb{N}_0 \)) as a polynomial basis of \( \Gamma \mathbb{Q} \).

**Proof.** For (i) we first need to prove that every \( \mathbb{Z} \)-basis element \( L_\beta \) of \( \text{PQSym} \) can be written as a polynomial in the \( q_n(\alpha), \alpha \in \text{eLYN}_o, n \in \mathbb{N} \). Let \( A \) be the subring of \( \text{PQSym} \) generated by these \( q_n(\alpha) \)'s. To start with, let \( \beta = (b_1, \ldots, b_r) \) be a Lyndon odd composition. Then taking \( \alpha = \beta_{\text{red}} := (g^{-1} b_1, \ldots, g^{-1} b_r) \) with \( g = \gcd(b_1, \ldots, b_r) \) and using (3.1), we have \( L_\beta = p'_\beta(\alpha) \), which is an integral polynomial in the \( q_n(\alpha) \) by the determinant expression (2.10). Hence, \( L_\beta \in A \) when \( \beta \) is Lyndon. We now proceed with induction for the \text{wll}-ordering. For each separate weight the induction starts, because compositions of length 1
(including the case of weight 1) are Lyndon. So let $\beta$ be a composition of weight $\geq 2$ and length $\geq 2$. By the CFL factorization theorem,

$$
\beta = \beta_1^{r_1} \cdots \beta_k^{r_k}, \beta_i \in \text{LYN}_0. 
$$

(3.11)

$$
\beta_1 >_\text{lex} \beta_2 >_\text{lex} \cdots >_\text{lex} \beta_k.
$$

If $k \geq 2$, take $\beta' = \beta_1^{r_1}$ and $\beta''$ as the corresponding tail so that $\beta = \beta' \star \beta''$. Then

$$
L_{\beta'} L_{\beta''} = L_{\beta'} L_{\beta''} + (\text{wll-smaller than } \beta) = L_{\beta} + (\text{wll-smaller than } \beta),
$$

and with induction it follows that $\beta \in A$. There remains the case that $k = 1$ in the CFL factorization (3.11). In this case take $\alpha = (\beta_1)_{\text{red}}$, $g = g(\beta_1)$ and observe that by Lemma 3.7,

$$
L_{\beta} = q_n(p_\gamma'(\alpha)) + (\text{wll-smaller than } \beta).
$$

On the other hand, by formula (2.14)

$$
q_n(p_\gamma'(\alpha)) = (q_n \circ p_\gamma)(\alpha),
$$

where $q_n \circ p_\gamma \in \Gamma$ is some polynomial with integer coefficients in the $q_f$, and hence $(q_n \circ p_\gamma)(\alpha)$ is a polynomial with integer coefficients in the $q_f(\alpha)$. With induction this finishes the proof of generation. Meanwhile, since $q_n(\alpha) = \lambda^b(L_\alpha)$, we know that the generators $q_n(\alpha)$ satisfy relations (3.8) by (3.2). It remains to be seen whether these relations are complete. We prove it by a counting argument, which also implies the statement in (ii) simultaneously.

Now consider the free commutative ring

$$
Y := \mathbb{Z}[Y_n(\alpha) : \alpha \in \text{eLYN}_0, n \in \mathbb{N}_0]
$$

and the ring homomorphism

$$
\rho : Y \rightarrow \text{PQSym}, \ Y_n(\alpha) \mapsto q_n(\alpha).
$$

According to relations (3.8), all the $q_m(\alpha)$, with $m$ even, can be written as a linear combination of $q_n(\alpha) (n \in \mathbb{N}_0)$ with rational coefficients. Moreover, we have shown that $q_n(\alpha)(\alpha \in \text{eLYN}_0, n \in \mathbb{N})$ can generate the whole PQSym, thus the morphism $\rho$ should be surjective when the base ring changes to $\mathbb{Q}$. Also, giving $Y_n(\alpha)$ a weight $n\text{wt}(\alpha)$, it is homogeneous. Note that there is bijection between

$$
\{ Y_i(\alpha) : \alpha \in \text{eLYN}_0, i \in \mathbb{N}_0, i\text{wt}(\alpha) = n \} \text{ and } \{ \beta \in \text{LYN}_0 : \text{wt}(\beta) = n \}.
$$

Indeed, given $\beta \in \text{LYN}_0$, take $g = g(\beta)$, $\alpha = \beta_{\text{red}}$, then $\beta \mapsto Y_\alpha(\beta)$ provides the bijection. Hence, by the CFL factorization theorem, the rank of the weight $n$ component, denoted $Y(n)$, of $Y$ is equal to $[\mathcal{O}_\alpha(n)] = f_{n-1}$, coinciding with the rank of the homogeneous PQSym$_n$. It means that for any $n \in \mathbb{N}$, the image of the restriction $p_{Y(n)}$ is a proper abelian subgroup of PQSym$_n$ of the same rank, thus the base-changed morphism $\rho_{\mathbb{Q}} : Y_{\mathbb{Q}} \rightarrow \text{PQSym}_{\mathbb{Q}}$ is an isomorphism. Meanwhile, the generating set contains $q_n((1)) = q_n, n \in \mathbb{N}_0$, so the proof for (ii) is completed.

On the other hand, it is well-known that the number of odd partitions of $n$ is equal to that of strict partitions of $n$, by the following identity of generating functions,

$$
\sum_{\lambda \text{ odd}} \lambda^{[\lambda]} = \prod_{r \geq 1} \frac{1}{1 - l^{2r-1}} = \prod_{r \geq 1} \frac{1 - l^{2r}}{1 - l^r} = \prod_{r \geq 1} (1 + l^r) = \sum_{\lambda \text{ strict}} l^{[\lambda]}.
$$
Hence, the cardinality
\[ |\{ q_\lambda(\alpha) : \lambda \text{ strict partition}, |\lambda| \text{wt}(\alpha) = n \}| = |\{ q_\lambda(\alpha) : \lambda \text{ odd partition}, |\lambda| \text{wt}(\alpha) = n \}| \]
for any \( \alpha \in \text{eLYN}_0 \). Also by relations (3.8), it is clear that the elements in (3.9) span \( \text{PQSym} \), thus form a \( \mathbb{Z} \)-basis of it, just as
\[
\left\{ \prod_{\alpha \in \text{eLYN}_0} q_{\lambda_\alpha}(\alpha) : \text{with finitely many nonempty odd partitions } \lambda_\alpha \right\}
\]
being a \( \mathbb{Q} \)-basis of \( \text{PQSym}_Q \) by (ii). Finally, relations (3.8) are complete. \( \square \)

**Corollary 3.9.** For each \( \alpha \in \text{eLYN}_0 \), the \( q_n(\alpha) (n \in \mathbb{N}) \) generate a lambda subring of \( \text{PQSym} \), denoted by \( \Gamma_\alpha \). And \( \Gamma_\alpha \) is isomorphic to \( \Gamma \) by identifying \( q_n(\alpha) \) with \( q_n \). Hence,
\[
(3.12) \quad \text{PQSym} \cong \bigotimes_{\alpha \in \text{eLYN}_0} \Gamma_\alpha.
\]
as a tensor product of infinitely many copies of the \( \lambda \)-ring \( \Gamma \), one for each \( \alpha \in \text{eLYN}_0 \). In particular, \( \text{PQSym} \) is free over \( \Gamma \) as \( \Gamma \cong \Gamma(1) \).

For each \( \alpha \in \text{eLYN} \), let \( \Lambda_\alpha \) be the lambda subring of \( \text{QSym} \) generated by \( e_n(\alpha) (n \in \mathbb{N}) \). By Theorem 3.6, we know that
\[
(3.13) \quad \text{QSym} \cong \bigotimes_{\alpha \in \text{eLYN}} \Lambda_\alpha.
\]
Since \( e_n(\alpha) = \lambda^n(M_\alpha) \), \( q_n = \tilde{\lambda}_n(L_\alpha) \), we have
\[
\vartheta(e_n(\alpha)) = \begin{cases} q_n(\alpha), & \alpha \in \text{eLYN}_0 \\ 0, & \text{otherwise} \end{cases}, \quad \text{i.e. } \vartheta(\Lambda_\alpha) = \begin{cases} \Gamma_\alpha, & \alpha \in \text{eLYN}_0 \\ 0, & \text{otherwise} \end{cases},
\]
for any \( \alpha \in \text{eLYN} \), by (3.1) and (3.4).

**Remark 3.10.** In [14, Th. 4.1, Cor. 4.2], Hsiao proved that the graded Hopf dual of \( \text{PQSym}_Q \) is a concatenation Hopf algebra over \( \mathbb{Q} \) by finding a free primitive generating set \( \{ e_n^*(\alpha) \}_{n \in \mathbb{N}_0} \), and \( \text{PQSym}_Q \) is free commutative with a generating set \( \{ \tau_\alpha \}_{\alpha \in \text{LYN}_0} \) containing all odd power sums \( p_n (n \in \mathbb{N}_0) \). Here we directly find another polynomial basis (3.10) of \( \text{PQSym}_Q \) containing all \( q_n (n \in \mathbb{N}_0) \) instead. Moreover, our polynomial basis in fact lies in \( \text{PQSym} \), while the basis of Hsiao fails.

On the other hand, we have proved that \( \text{PQSym} \) is free over \( \Gamma \) in [16, §4.2] via the terminology of Heisenberg doubles. But a definite answer for such freeness can hardly be found in other references, thus we give an intrinsic proof here. Meanwhile, it drives us to consider a more interesting problem, that is, to find a polynomial basis for \( \text{PQSym} \) over the integers, as the peak version of the Ditters conjecture. Unfortunately, there maybe even not exists any polynomial basis for its subring \( \Gamma \), by contrast with \( \Lambda \), which is the key to solve the problem by (3.12).
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