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Daniel Kahneman was not the first to suggest that attention and effort are closely associated, but his 1973 book Attention and Effort, which claimed that attention can be identified with effort, cemented the association as a research paradigm in the cognitive sciences. Since then, the paradigm has rarely been questioned and appears to have set the research agenda so that it is self-reinforcing. In this article, we retrace Kahneman’s argument to understand its strengths and weaknesses. The central notion of effort is not clearly defined in the book, so we proceed by constructing the most secure inferences we can from Kahneman’s argument regarding effort: it is cognitive, objective, metabolic expenditure, and it is attention. Continuing, we find from Kahneman’s argument that effort-attention must be a special case of sympathetic dominance of the autonomic nervous system that is also an increase in metabolic activity in the brain that has crossed a threshold of magnitude. We then weigh this conception of effort against evidence in Kahneman’s book and against more recent evidence, finding that it does not warrant the conclusion that effort can be equated with attention. In support of an alternative perspective, we briefly review diverse studies of behavior, physiology, and neuroscience on attention and effort, including meditation and studies of the LC-NE system, where we find evidence for the following: (1) Attention seems to be associated not with the utilization of metabolic resources per se but with the readiness of metabolic resources in the form of adaptive gain modulation. This occurs under sympathetic dominance and can be experienced as effortful. (2) Attention can also occur under parasympathetic dominance, in which case it is likely to be experienced as effortless.
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Any domain of scientific research has its sustaining orthodoxy. That is, research on a problem, whether in astronomy, physics, or biology, is conducted against a backdrop of broadly shared assumptions. It is these assumptions that guide inquiry and provide the canon of what is reasonable—of what “makes sense.” And it is these shared assumptions that constitute a framework for the interpretation of research results.

- Churchland et al. (1994, p. 23)

INTRODUCTION

In 1973, Daniel Kahneman published Attention and Effort, which summarized over a decade’s worth of groundbreaking studies on a variety of aspects of attention, including divided attention, task interference, and the role of perception. With these studies, scientists were finally making progress in not just understanding what attention is but in measuring and quantifying it. For example, Kahneman (1973) describes the results of several research programs, including his own, that measured pupil dilation as an index of mental effort. Pupil reactions correlated so closely with what appeared to be the work being done by the brain that it was natural for Kahneman to conclude that pupil reactions indicated both attending to the task and the effort exerted in attending to the task. And so it seemed uncontroversial to conclude that attention is effort.

Although Kahneman examines a large number of studies of attention and weaves evidence from them together into a complex, multi-faceted theory, he overlooks a crucial step in the process of theory-building, namely, defining his operationalized terms. His evidence is also limited largely to laboratory studies that elicit only what may be called forced attention terms. His evidence is also limited largely to laboratory studies to conclude that attention is effort.
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I2. EFFORT IS OBJECTIVE NOT SUBJECTIVE

The second interpretive inference we can make about Kahneman's theory of effort is that it distinguishes between the objective and the subjective. Effort as a cognitive process is objective, and the feeling of effort is subjective. Kahneman suggests at one point that he may be referring to effort as subjective (see quotation below), but he appears to understand it largely as objective. This leaves us with the question of whether he views it as objective only or as both objective and subjective. The pertinent passage for the subjective stance is:

“This conception of mental work suggests that time-pressure must be an important determinant of effort. This is a familiar idea in the context of physical exertion: anyone who has tried jogging knows that even a small increase of speed beyond the relatively effortless "natural" speed causes a disproportionate increase in the sense of strain. (p. 25)"

The reference to a sense of strain as an indication of cognitive work is clearly a reference to a subjective feeling of exertion. If Kahneman were interested in studying effort as the feeling of exertion, the obvious method would be to use self-report instruments. Because Kahneman does not use self-report measures or refer to effort again in terms of a subjective feeling, it seems safe to conclude that the subjective feeling is not an integral aspect of his theory of effort. However, the question remains as to the role of subjective feeling in developing an adequate theory of cognitive effort. We shall highlight key unresolved theoretical questions as they arise, in the form of numbered questions.

Q1: Is the subjective feeling of effort significantly distinct from objective effort? If so, what is the role of subjective feeling in developing an adequate theory of cognitive effort?

Because of the lack of discussion of this question in Attention and Effort, we shall set it aside.

I3. EFFORT IS METABOLIC EXPENDITURE

What appears to be the key set of passages to understanding what Kahneman means by effort comes early in the book. The first comes in the preface.

While serving as [David Rapaport's] research assistant for one summer many years ago, I was introduced to the psychoanalytic view of attention as energy. Many years later, having become (as I thought) a rather tough-minded experimental psychologist, I was surprised to discover that my understanding of attention bears the permanent imprint of that encounter. (p. x)

This passage provides us with the tantalizing suggestion that the theory to come will be importantly related to viewing attention as energy. This inference can be further sustained with support from the following extended passage:

A capacity theory of attention [as offered in the present book] provides an alternative to theories which explain man's limitations by assuming the existence of structural bottlenecks. Instead of such bottlenecks, a capacity theory assumes that there is a general limit on man's capacity to perform mental work. It also assumes that this limited capacity can be allocated with considerable freedom among concurrent activities. A capacity theory is a theory of how one pays attention to objects and to acts. In the present work, the terms "exert effort" and "invest capacity" will often be used as synonymous for "pay attention."

Prior to the introduction of a capacity model, it may be useful to briefly consider the question of how a mental activity is to be represented in a cognitive theory. As an example, consider such activities as "recognizing the visual word CAT," "rehearsing the word BLUE," or "deciding to press the right-hand key in the display." Theories of cognitive function usually assume that to each such activity there corresponds a hypothetical structure, and that the activity occurs when the state of the structure is temporarily altered. For example, many theorists would agree that there is a structure corresponding to the word CAT; it has been called a trace, a category state, a dictionary unit, or a logogen. Something happens in that structure whenever the word CAT is presented and recognized. The structure is specific, and its activation depends on the presence of the appropriate specific input.

It is already known that much of the basic sensory analysis of stimuli proceeds in this manner. Thus, there may be one or several neurons in the visual cortex which shift into a characteristic state of activity whenever any conceivable visual stimulus is presented, for example, a corner-shape moving from left to right in a particular region of the retina.

The recognition of specific stimuli by specialized detectors provides an attractive model for a more general theory of the activation of cognitive structures. Indeed, it is tempting to think of the hypothetical structure which "recognizes" the input CAT as basically similar to a corner-detector. In such a system, the appropriate input (from the outside world or from the activity of other neural structures) serves as a key which releases some of the energy contained in the structure and causes it to generate outputs to serve as keys for other structures, and so forth. Because the structures do not share a common source of energy, considerations of overall capacity are not necessary to describe the system. Only the structural connections between the components and the thresholds for the activation of each need to be specified. Structural models of the type illustrated in Figure 1-1 are most easily justified in such a view of information-processing.

Two observations of the present chapter suggest that such a description of information-transfer in man may be inadequate. First, it was noted that momentary variations in the difficulty of what a subject is trying to do are faithfully reflected in variations of his arousal level. There would seem to be little reason for such arousal variations if energy transfer plays no significant role in the system. The second observation was that the ability to perform several mental activities concurrently depends, at least in part, on the effort which each of these activities demands when performed in isolation. The driver who interrupts a conversation to make a turn is an example.

These observations suggest that the completion of a mental activity requires two types of input to the corresponding structure: an information input specific to that structure, and a non-specific input, which may be variously labeled "effort," "capacity," or...
Kahneman identifies his theory as a capacity theory of attention, meaning: (1) attention is not an unlimited resource and (2) attention is a shared resource.

In the above passage, Kahneman begins by describing a theory of cognitive activation and then positively affirms it: “it is already known that much of the basic sensory analysis of stimuli proceeds in this manner” (p. 8). Next, he describes the possible activation of energy from disparate sources in response to specific stimuli but says that these sources, according to descriptions of information-processing theories by others, are not mentioned in the other theories because they need not be. If there are sufficient sources of energy to supply information-processing needs, the sources of energy need not be described in the system since the description is attempting to account for limitations on the system. He then describes two inadequacies of such information-processing theories that do not take energy expenditure into account: (1) variations in arousal suggest variations in energy transfer and are not explained by information-processing alone, and (2) activities make demands that require reallocation of limited resources from competing activities.

Except for one instance later in the book (p. 25), where “energy” appears to be synonymous with “effort,” this is the last time that Kahneman mentions the word “energy” and instead seems to substitute the word “effort.”

Although the use of the term “energy” in the above passage is in reference to other theories, Kahneman uses the notion as a way of criticizing the other theories, suggesting that they lack something that a better theory would not lack. He then goes on to describe a better theory, and so it is natural to infer that his better theory does not lack an account of energy expenditure. Perhaps the reason that he switches from speaking of energy to effort is that his theory is functional rather than physiological. (This would also account for his use of the term “mental.”)

Eventually, however, functional theories must be grounded in the actual physiology of the nervous system, and we conclude from the above considerations that the best way to make sense of Kahneman’s theory of attention as effort is to understand effort as a metabolic expenditure that occurs inside the brain’s nerve cells.

It is acceptable to us to think of cognitive work as involving metabolic expenditure at the level of the nerve cell. An important question arises from this interpretation:

Q2. Is effort, as metabolic expenditure, applicable to only a special case of cognitive activity, or is it applicable to all cognitive activity?

We shall discuss a possible answer to this question below.

### 4. EFFORT IS ATTENTION

On page 4, Kahneman says:

The present work contends that intensive aspects of attention must be considered in dealing with voluntary as well as with involuntary selection. For this integration to be possible, however, the intensive aspect of attention must be distinguished from the more inclusive concept of arousal. Thus, the schoolboy who pays attention is not merely wide awake, activated by his teacher's voice. He is performing work, expending his limited resources, and the more attention he pays, the harder he works. The example suggests that the intensive aspect of attention corresponds to effort rather than to mere wakefulness. In its physiological manifestations effort is a special case of arousal, but there is a difference between effort and other varieties of arousal, such as those produced by drugs or by loud noises: the effort that a subject invests at any one time corresponds to what he is doing, rather than to what is happening to him.

The identification of attention with effort suggests a reinterpretation of the correlation between arousal and involuntary attention. Novel and surprising stimuli which spontaneously attract attention also require a greater effort of processing than do more familiar stimuli. The surge of arousal that follows a novel stimulus represents, at least in part, a surge of mental effort. In this view, voluntary attention is an exertion of effort in activities which are selected by current plans and intentions. Involuntary attention is an exertion of effort in activities which are selected by more enduring dispositions.

One key theoretical claim in this passage is the identification of attention and effort. When two things are claimed to be identical, the claim is that they are one thing and not two—they are logically interchangeable. Thus, according to Kahneman’s theory, every instance of attention is an instance of effort, and every instance of effort is an instance of attention.

This identification of effort and attention appears to resolve Q2—effort is a special case of cognitive activity, it is attention. However, attention is not understood by Kahneman as a specific case of cognitive activity. A fundamental part of Kahneman’s capacity theory is that effort-attention is a shared resource. For this reason, it cannot be confined to a single area of the brain or to a particular anatomical network.

Since the publication of Kahneman’s book, Posner and Dehaene (1994), Fossella et al. (2002), and Fan et al. (2005) have shown evidence for distinct attentional networks in the brain. Kahneman could accept an attentional network theory only by viewing it as a kind of pipeline channeling resources or as a network facilitating resource utilization, rather than as a specific site or activity of resource utilization. Because nerves participate in activating metabolic energy rather than channeling it, the best way to make sense of Kahneman’s idea physiologically is to postulate that effort-attention is a shared resource in terms of blood flow and energy activation within cells, activated by neural networks. In light of what we know about brain physiology, only blood flow can act as a shared energy resource in the brain. The answer to Q2, then, must be that effort-attention is not applicable to a specific case of cognitive activity but applies

---

5Because Kahneman identifies attention and effort, wherever one is mentioned, the other can be assumed. To make this clear, we henceforth refer to both terms as effort-attention in reference to Kahneman’s theory.
potentially to all cognitive activity reached by an activating network.

If the identity claim is true; however, it raises a further question:

Q3. Since the brain is constantly active, what distinguishes effort-attention from other cognitive metabolic expenditure? Is it a functional difference (effort-attention does something that other kinds of cognition do not?), a subjective difference (effort-attention is metabolic expenditure that is conscious), a difference in magnitude (effort-attention is a large metabolic expenditure that has crossed a threshold of magnitude), or something else? We'll take these one at a time.

Q3.1 Is effort-attention functionally distinct? Intuitively, one would think that attention must be a distinct case of cognitive activity, but Kahneman's whole point in identifying attention with effort seems to be that effort-attention is nothing more than the investment of resources in an occurrent cognitive activity, and that activity could be anything. The answer to this question, then, must be no.

Q3.2 Is effort-attention distinct in virtue of being conscious? Kahneman does not discuss consciousness, nor does he imply it. Therefore, we have no choice but to set this question aside.

Q3.3 Is effort-attention distinguished from other metabolic brain activity in terms of magnitude? It could be that what brings an occurrent cognitive activity into attention is that there is an increase in metabolic magnitude. Metabolic activity below a certain magnitude is outside of attention, and metabolic activity above a certain magnitude is attentional. This concept is also not discussed by Kahneman, but it is implied in his many discussions of the quantification of effort-attention. Kahneman relies largely on pupillometry as an index of effort-attention, tying it to sympathetic arousal, which can be taken as the mobilization of metabolic resources. We will discuss this further below.

In pursuing the best reading of Kahneman's theory that effort is attention, we conclude from the above that: effort-attention is an increase in metabolic activity in the brain.

I5. EFFORT-ATTENTION IS AN INCREASE IN METABOLIC ACTIVITY IN THE BRAIN

This answer to Q3 raises another question:

“Q4: What does it mean that there is an increase in metabolic activity?”

Is that an increase from baseline? If so, what is the baseline? Is it an increase relative to activity immediately prior? Is it an increase of activity in this area relative to other specific areas? Is it an increase in this area relative to an average of activity in this area over some period of time in the past? These particular clarificatory questions are not answerable from the book, but they all lead in the same direction: effort-attention is an increase in metabolic activity in the brain that has crossed a threshold of magnitude.

I6. EFFORT-ATTENTION IS AN INCREASE IN METABOLIC ACTIVITY IN THE BRAIN THAT HAS CROSSED A THRESHOLD OF MAGNITUDE

We can call the crossing of this threshold superliminal (in a generic, not Freudian, sense). Thus, effort-attention is a superliminal allocation of metabolic resources applied to cognitive tasks.

In order to get a detailed understanding of effort-attention according to Kahneman's theory, one would have to measure the metabolic activity of cognitive tasks. Such a measurement was not available to Kahneman. As a proxy, he used physiological indications of autonomic activity, especially pupil dilation. Pupil dilation has long been known to be activated by sympathetic nerve fibers of the superior cervical ganglion (Hess, 1972). In the passage above, Kahneman says: "in its physiological manifestations, effort is a special case of arousal." Since arousal is defined by Kahneman as sympathetic dominance (p. 18), Kahneman's understanding of effort-attention is: effort-attention is a special case of sympathetic dominance of the autonomic nervous system.

I7. EFFORT-ATTENTION IS A SPECIAL CASE OF SYMPATHETIC DOMINANCE OF THE AUTONOMIC NERVOUS SYSTEM

A question immediately arises:

"Q5: What distinguishes effort-attention from other instances of arousal (sympathetic dominance)?"

Kahneman says that it is not difficult for a researcher to tell the difference between arousal as effort-attention and other "contaminating factors" (p. 22), but he does not provide any kind of objective measure, leaving Q5 unanswered. In what follows, we shall pursue these two considerations in more detail: is it possible to distinguish effort-attention from other forms of sympathetic arousal, and is it possible for there to be effort-attention absent sympathetic arousal?

I8. EFFORT-ATTENTION IS A SPECIAL CASE OF AROUSAL

Kahneman attempts to distinguish arousal-as-effort-attention from other kinds of arousal, as follows.

Arousal as Muscular Strain

Kahneman (pp. 22–23) cites a study in which subjects performed the same mental task under “say” and “thought” conditions, and
controlling for muscular movements of the “say” condition, the pupillary results were essentially the same. Kahneman concludes that muscle strain does not account for pupil dilation, but effort-attention does.

**Arousal as Anxiety**

Kahneman (pp. 23–24) cites studies that attempt to tease out the differences between arousal as anxiety and arousal as effort-attention. He says that if arousal were due to anxiety in a task situation, anxiety (and therefore pupil dilation) would occur in anticipation of failure and after failure occurs. However, he cites studies showing that pupil dilation is largest during the performance of a task and larger for success not failure.

**Evidence Against Effort-Attention as a Kind of Arousal**

Kahneman’s work seems to have cemented the theory that pupil dilations track cognitive effort, not arousal broadly. However, Geva et al. (2013) performed a series of experiments in which subjects engaged in the Attention Network Test while monitoring autonomic responses, including pupil dilation. Geva et al. (2013) note that pupil dilations subside with practice in incongruent executive attention tasks. They conclude, “These marked differences in effect size may point to a specific role for [executive control pupil response (Pe)] in investing effort in monitoring, such that as the level of practice increases, the amplitude of Pe decreases, signifying that less effort is needed to maintain near-perfect accuracy performance in high-load tasks that entail a risk of errors” (p. 7). Although, Geva et al. (2013) suggest that both effort and attention decrease, this can’t be true under the definition established above. In the experiment, the load remains high, and the demands are being met. Thus, there must still be high metabolic expenditure to meet the demands. If effort-attention is metabolic activity and metabolic activity remains high, then effort-attention cannot simultaneously decrease. Either effort is not attention or effort-attention is not superliminal metabolic activity.

Geva et al. (2013) perpetuate the confusion about effort by stating that monitoring, itself, is effortful. Is it the cognitive activity in response to load that is effortful or the monitoring that is effortful? These two things are distinct. When effort is not clearly operationalized, it has a tendency to drift in meaning to fit the needs of a theory.

Servan-Schreiber et al. (1990) modeled the locus ceruleus norepinephrine (LC-NE) system at the level of individual neurons and hypothesized that LC has the function of adaptive gain modulation—meaning that in response to increased demand it heightens arousal in order to enhance sensitivity to some stimuli, inhibits sensitivity to other stimuli, and readies appropriate responses. Aston-Jones and Cohen (2005) built on this work, studying the relationship among LC-NE, orbitofrontal cortex (OFC) and anterior cingulate cortex (ACC), finding that LC-NE is signaled by calculations from the OFC and ACC. In other words, pupil dilation, rather than signaling the expenditure of resources, signals a readiness to expend resources.

We contend that this is more likely to be what attention actually is, and although it requires some resource expenditure, as all neural activity does, it is not resource expenditure in response to load but rather is the readiness of response to load. The adaptive gain theory has been further explored and confirmed in studies by Gilzenrat et al. (2010), Jepma and Nieuwenhuis (2011), Nieuwenhuis et al. (2011), and Joshi et al. (2016). From this perspective, it appears that attention is not effort but a combination of enhanced sensitivity and responsiveness within a specific context.

Therefore, I4–I7 are not borne out by the evidence. Effort, under the construal above and in light of recent evidence, cannot be attention. However, under the adaptive gain theory, it appears that attention (though not effort) can still be closely associated with arousal and can be indexed by pupil dilation.

In Kahneman’s theory, because effort-attention is indexed by sympathetic arousal, it is safe to infer: effort-attention cannot occur without sympathetic dominance.

**I9. EFFORT-ATTENTION CANNOT OCCUR WITHOUT SYMPATHETIC DOMINANCE**

Kahneman’s Case for the Connection Between Effort-Attention and Sympathetic Dominance

Kahneman (pp. 29–33) considers the case of directional fractionation, when some autonomic signals show sympathetic arousal and some do not. He cites studies in which pupils dilate but heart rate slows. These cases, Kahneman shows, occur in an inhibitory state of anticipation of stimuli, as when viewing interesting pictures. They do not occur, he says, during task performance, when all sympathetic arousal signals align to show sympathetic dominance.

However, Kahneman cites a study by Elliott (1969) in which heart rate slows during the Stroop task. Ignoring the fact that performing the Stroop task is a clear case of task performance, Kahneman attributes the directional fractionation to an inhibitory state, when the subject is disrupting response conflict by actively reading the Stroop word.

It is important to notice Kahneman’s sleight-of-hand here. He begins by inquiring whether directional fractionation is a counter-example to his claim that attention-effort occurs only under sympathetic dominance. He ends by distinguishing three distinct kinds of arousal. One of these is the inhibitory, fractionated kind, associated, he says, with “alertness” (p. 33).
The second is a “pattern of relaxed acceptance” (p. 33), which he classifies closely with the first kind. The third kind is “generalized sympathetic dominance” (p. 33), which occurs during “problem-solving” (p. 33). Suddenly, the notion of attention is narrowed to only the kind that is effortful and occurs under sympathetic dominance. Instead of demonstrating that effort-attention occurs only under sympathetic dominance by showing that there are no cases of attention under directional fractionation, Kahneman redefines effort-attention so that only attention that occurs under sympathetic dominance counts as effort-attention. He ignores instances of attention that happen under directional fractionation. In other words, attention is attention only when it is effortful. If it is not effortful, it doesn’t count as attention. This demonstrates the danger of not first defining terms. Why is the inhibitory condition not a case of attention?

Recent Evidence for Attention Without Sympathetic Dominance

We do not dispute that attention can arise and function under sympathetic dominance. As we argue above, however, it is important to distinguish effort from attention.

If it were true that effort and attention were identical and that sympathetic dominance was a necessary signal of effort and attention, it would be impossible for attention to occur in the absence of sympathetic dominance, especially during parasympathetic dominance. And yet, there are now a number of studies that describe attention co-varying with parasympathetic dominance.

Meditation

Meditation is an activity in which a person intentionally focuses attention on a single item or domain internally or externally, such as a mandala, the breath, or a thought or feeling of compassion. By definition, meditation is an attentional activity. Kubota et al. (2001) induced a state of what they called relaxed concentration through breath meditation while monitoring EEG and ECG activity. Sustained frontal theta rhythm is associated with high attention in meditation (Aftanas and Goloechikine, 2001; Lagopoulos et al., 2009) and when subjects achieved sustained frontal theta rhythm, Kubota et al. (2001) found a simultaneous increase of heart rate variability (HRV) in subjects, a classic sign of parasympathetic dominance. They also found that sympathetic tone was negatively correlated with Fz theta rhythm. Takahashi et al. (2005) and Tang et al. (2009) found a positive correlation between HRV and theta activity during meditation. In addition to HRV, Tang et al. (2009) included measures of heart rate, skin conductance, belly amplitude, and respiratory rate, all of which showed increased signs of parasympathetic dominance during meditation. Tang et al. (2009) also included brain imaging in their studies of meditation and found that subgenual and adjacent ventral ACC activity correlated with the above physiological signs of parasympathetic dominance. Wu and Lo (2008) did not measure EEG activity but also found increased HRV during meditation. In addition, Amihai and Kozhevnikov (2014) found elevated HRV during vipassana meditation. Butler et al. (2006) and Bornemann et al. (2016) reported increased HRV during distinct mindful self-regulation exercises. The results of the above studies combine to show that attention can occur under parasympathetic dominance. Although some meditation studies have also shown signs of sympathetic dominance in distinct kinds of meditation (Amihai and Kozhevnikov, 2014) or evidence of sympathetic dominance, the evidence cited above is a profound challenge to the notion that attention necessarily occurs under sympathetic dominance.

ATTENTION AND INTENTION

We propose that the base of the problem in Attention and Effort is twofold. First, Kahneman assumes a long-standing belief in Western culture that effort is valuable in and of itself (Kant, [1785] 1959; Weber, 1930). Because of this assumption, he adopts the high-effort, high-attention schoolboy-in-class as the model of attention, ignoring other obvious instances of attention, as in low-effort, high-attention game-playing. He also ignores contradictory evidence. Second, he restricts his available evidence almost entirely to laboratory studies of high-effort, high-attention activities, rarely considering in-laboratory activities of low-effort, high-attention or more ecologically valid attentional activities.

We believe that in order to be comprehensive in building cognitive models, one must take a fundamentally biological approach to cognition, recognizing the human being as a product of natural selection, guided by an intentional perspective on the world (Brentano, [1874] 1973; Dewey, 1958; Dennett, 1987; Freeman, 2000). This intentional perspective commonly involves attentional, goal-directed behavior in an environment of many, constantly changing demands. In order to cope with these demands, a person can sometimes limit one’s focus to a narrow task at hand. Other times, it is better to attend to a broader array of stimuli. These distinct kinds of attention have been called exploitation and exploration, respectively (Kaelbling et al., 1996; Usher et al., 1999; Doyen, 2008). Both are kinds of attention. There is evidence that the LC-NE system regulates both exploration and exploitation (Aston-Jones and Cohen, 2005; Jepma and Nieuwenhuis, 2011), resulting in sympathetic dominance and pupal dilation for exploitation. There is little evidence, outside of the LC-NE system, about the underlying physiology of the exploration mode of attention. We suggest that it is modulated by a network involving the ACC, insula, and striatum and characterized by parasympathetic dominance (Tang et al., 2012).
CONCLUSION

In this article, we examined Kahneman’s argument that attention is effort. In giving the best possible reading, we isolated the following relevant inferences that can be made from his argument:

1. Effort is cognitive.
2. Effort is objective not subjective.
3. Effort is metabolic expenditure.
4. Effort is attention.
5. Effort-attention is an increase in metabolic activity in the brain.
6. Effort-attention is an increase in metabolic activity in the brain that has crossed a threshold of magnitude.
7. Effort-attention is a special case of sympathetic dominance of the autonomic nervous system.
8. Effort-attention is a special case of arousal.
9. Effort-attention cannot occur without sympathetic dominance.

We found that the weak link in Kahneman’s argument is that the term “effort” is insufficiently defined, and that the step from I3 to I4 is not warranted, toppling all the inferences that follow. We do not disagree that attention may be associated with sympathetic dominance, but recent evidence shows that this is not a necessary link as the identification of attention and effort would seem to entail. Rather, there appear to be two modes of attention. One mode of attention is associated with sympathetic dominance and adaptive gain modulation (which is distinct from effort, per se) to handle the demands of cognitive tasks. The other mode of attention is associated with parasympathetic dominance and may be experienced as effortless.

What is effort? We propose that Kahneman is correct that objective cognitive effort can occur with attention under sympathetic dominance. However, attention can also be achieved without sympathetic dominance, and, of course, sympathetic dominance can occur in the absence of attention. Can high objective cognitive effort occur without high attention? That depends on what one means by high objective cognitive effort. A clear delineation of objective cognitive effort deserves further conceptual analysis (see, Richter and Wright, 2014, for a summary and examples of recent attempts in this direction).

IMPLICATIONS FOR FURTHER RESEARCH

In the course of our analysis of Kahneman’s argument, a number of questions arose, of which the following deserve further study.

(1) Is the subjective feeling of cognitive effort significantly distinct from objective cognitive effort? If so, what is the role of subjective feeling in developing an adequate theory of cognitive effort? See Bruya (2010) and Robinson and Morsella (2014) for recent discussions.

(2) What is the relationship, if any, among effort, attention, and metabolic expenditure in the brain? See Fairclough and Houston (2004), Noakes (2012), and Inzlicht and Marcora (2016) for recent discussions.

Developing adequately operationalized concepts of effort and attention will require interdisciplinary cooperation that recognizes the entire range of human cognition and action. Not only should it include laboratory studies of directed high-attention tasks but should also include high-attention activities in ecologically valid circumstances. High-attention activities are often endogenously motivated, and insofar as motivation is a component of the perception-action cycle it should not be neglected (see, for example, Kruglanski et al., 2012). Studied tasks should include high-attention tasks that may not necessarily be experienced as effortful, such as various forms of meditation, as well as games (including video games), hobbies, crafts, and sports. Assessing the effort and attention within this wide range of activities will require expertise measuring various phenomena in an equally wide range of disciplines, such as neurology, biochemistry, genetics, kinesiology, and cardiology. Terminology must also be carefully delineated. Effort, for example, must be distinguished from load, and not only are there both cognitive and physical dimensions of both effort and load, there are also subjective and objective dimensions. How can one accurately measure objective and subjective cognitive load and the objective and subjective cognitive effort required to “displace” that load? Are there units for measuring objective cognitive load and objective cognitive effort? Is it even theoretically possible to find matching units such that we can say: x units of cognitive effort are required to “displace” x units of cognitive load? At the moment of “displacement,” what exactly occurs at the neurological and metabolic levels? Must we also distinguish, as in physics, between resistance force and effort force? These are the kinds of difficult questions that remain to be answered.
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