Abstract. We prove dynamical Borel Cantelli Lemmas for discrete time homogeneous flows hitting a sequence of shrinking targets in a hyperbolic manifold. These results apply to both diagonalizable and unipotent flows, and any family of measurable shrinking targets. As a special case, we establish logarithm laws for the first hitting times to shrinking balls and shrinking cusp neighborhoods, refining and improving on previously known results.

1. Introduction

Consider a dynamical system given by the iteration of a measure preserving transformation $T$ on a probability space $(\mathcal{X}, \mu)$. For any sequence, $\{B_m\}_{m \in \mathbb{N}}$, of measurable subsets of $\mathcal{X}$, the Borel-Cantelli Lemma implies that if $\sum_m \mu(B_m) < \infty$ then $\{m : T^m x \in B_m\}$ is finite for a.e. $x \in \mathcal{X}$. Conversely, assuming pairwise independence, we also have that if $\sum_m \mu(B_m) = \infty$ then $\{m : T^m x \in B_m\}$ is infinite for a.e. $x$. The condition of pairwise independence is too restrictive to hold in most deterministic systems, nevertheless, in many cases one can still obtain a converse statement under some additional regularity conditions on the target sets. Such results, usually referred to as Dynamical Borel-Cantelli Lemmas, were established in many dynamical systems with fast mixing. For example, the exponential rate of mixing for diagonalizable group actions on homogenous spaces was used in [Sul82, KM99, Mau06, GS11, KZ17] to study various shrinking target problems in this setting, while in [CK01, Dol04, Gal07] similar results were obtained for other dynamical systems on more general metric spaces having exponential (or super polynomial) rate of mixing. We note that in all these cases, in addition to fast mixing, some additional geometric assumptions on the shrinking sets were needed (e.g., they are assumed to be cusp neighborhoods or metric balls shrinking to a point).

For systems with a polynomial rate of mixing the problem is more subtle. In [GP10, HNPV13] it was shown that for shrinking metric balls, $B_m$, that don’t shrink too fast, a sufficiently fast polynomial rate of mixing implies that $\{m : T^m x \in B_m\}$ is infinite for a.e. $x \in \mathcal{X}$. On the other hand, in [Fay06], Fayad gave examples of a dynamical system with a polynomial rate of mixing, and a sequence of shrinking metric balls, $\{B_m\}$, with $\sum_m \mu(B_m) = \infty$ (and even with $m \mu(B_m)$ unbounded), for
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which generic orbits eventually miss the shrinking targets. There is thus no hope to prove a general dynamical Borel Cantelli lemma for systems with polynomial mixing rate.

In this paper we consider the problem for the dynamical system given by a discrete time flow on a hyperbolic manifold, \( M \), or rather its frame bundle \( X \). This includes the geodesic flow, but also unipotent flows having a polynomial rate of mixing which can be arbitrarily slow. Nevertheless, by using new ideas from [GK15] utilizing an effective mean ergodic theorem to study shrinking target problems, together with results from spectral theory of hyperbolic manifolds, we are able to prove a dynamical Borel-Cantelli Lemma for these flows for any family of shrinking targets in \( M \). This seems to be the first result of this kind that applies to any family of shrinking targets with no assumptions on their regularity, and also the first result that applies to dynamical systems with arbitrarily slow polynomial mixing.

1.1. The general setup. Let \( \mathbb{H}^n \) denote real hyperbolic \( n \)-space and \( G = \text{Isom}(\mathbb{H}^n) \) its group of isometries (so \( G \cong \text{SO}_0(n, 1) \), and we can identify \( \mathbb{H}^n = G/K \) with \( K \cong \text{SO}(n) \) a maximal compact group). Here and below we will always use \( n \) to denote the real dimension of \( \mathbb{H}^n \). For \( \Gamma \leq G \) a lattice, let \( M = \Gamma \backslash \mathbb{H}^n \) denote the corresponding hyperbolic manifold (or orbifold) and let \( X = \Gamma \backslash G \) (that we can identify as the frame bundle of \( M \)). The homogenous space \( X \) has a natural \( G \)-invariant probability measure, \( \mu \), coming from the Haar measure of \( G \), and the projection of this measure to \( M \), still denoted by \( \mu \), is the hyperbolic volume measure.

A discrete one parameter group is a subgroup, \( \{g_m\}_{m \in \mathbb{Z}} \leq G \), satisfying that \( g_m g_{m'} = g_{m+m'} \) for any \( m, m' \in \mathbb{Z} \). Given an unbounded discrete one parameter group, its right action on \( X = \Gamma \backslash G \) generates a measure preserving discrete time homogenous flow, which is ergodic by Moore’s ergodicity theorem.

A sequence of sets, \( B = \{B_m\}_{m \in \mathbb{N}} \), is called a family of shrinking targets if \( B_{m+1} \subseteq B_m \) for all \( m \) and \( \mu(B_m) \to 0 \). We say that a set \( B \subseteq X \) is spherical if it is invariant under the right action of \( K \), and note that any set, \( \tilde{B} \subseteq M \) in the base manifold, can be lifted to a spherical set \( B \subseteq X \). We will thus identify any family of shrinking targets in \( M \) with a corresponding family of spherical shrinking targets in \( X \).

1.2. Dynamical Borel-Cantelli. Let \( G = \text{Isom}(\mathbb{H}^n) \), \( \Gamma \leq G \) a lattice, and let \( M = \Gamma \backslash \mathbb{H}^n \) and \( X = \Gamma \backslash G \) be as above. Consider the dynamical system given by a discrete time homogenous flow, \( \{g_m\}_{m \in \mathbb{Z}} \) acting on \( X \). Given a sequence \( B = \{B_m\}_{m \in \mathbb{N}} \) of shrinking targets we say that the orbit of a point \( x \in X \) is hitting the targets if the set \( \{m : x g_m \in B_m\} \) is unbounded and denote the set of points with hitting orbits by \( A_h(B) \). The following result gives precise conditions on when \( A_h(B) \) is a null set and when it is of full measure.

**Theorem 1.** Assume that \( n = \text{dim}_K(M) \geq 3 \). For any family, \( B \), of spherical shrinking targets we have that \( A_h(B) \) is of full measure (respectively a null set) if and only if the series \( \sum_m \mu(B_m) \) diverges (respectively converges). Moreover, if the
sequence \( \{m \mu(B_m)\}_{m \in \mathbb{N}} \) is unbounded, then there is a subsequence \( m_j \) such that for a.e. \( x \in X \)

\[
\lim_{j \to \infty} \frac{\# \{m \leq m_j : x g_m \in B_{m_j}\}}{m_j \mu(B_{m_j})} = 1.
\]

**Remark 2.** We note that any unbounded one parameter subgroup in \( G \) is either diagonalizable or unipotent. If the group \( \{g_m\}_{m \in \mathbb{Z}} \) is diagonalizable the same results holds also for \( n = 2 \). For unipotent flows, when \( n = 2 \), the limit (1) still holds under the stronger assumption that there is some \( \eta > 0 \) so that \( \{m^{1-\eta} \mu(B_m)\}_{m \in \mathbb{N}} \) is unbounded; or if \( B_1 \) is pre-compact and the sequence \( \{m \mu(B_m)\} \) \( \{\log m\} \geq 1 \) is unbounded.

**Remark 3.** It is remarkable that this result holds for any family of spherical shrinking targets with no additional assumption on their geometry or regularity, and applies both for diagonalizable and unipotent flows. Moreover, this result is new even for the classical setting when the targets are shrinking metric balls and the flow is the discrete time geodesic flow, where the best previously known result was [KZ17], obtained the same conclusion only under an additional assumption on the rate of decay.

**Remark 4.** Given a sequence \( B \) of shrinking targets it is not hard to see that \( x \in A_{ah}(B) \) implies that there is a subsequence \( m_j \) such that \( \{m \leq m_j : x g_m \in B_{m_j}\} \neq \emptyset \) for all \( j \). When the sequence \( \{m \mu(B_m)\}_{m \in \mathbb{N}} \) is unbounded, (1) shows that there is a subsequence so that these intersections are not only non-empty, but in fact contain asymptotically the expected number of elements. When \( \{m \mu(B_m)\}_{m \in \mathbb{N}} \) is bounded, the asymptotics (1) can not be expected to hold (e.g. if \( m \mu(B_m) \) is bounded away from the integers). Nevertheless, in this case we still have that for a.e. \( x \in X \)

\[
\lim_{M \to \infty} \frac{\# \{m \leq M : x g_m \in B_m\}}{\sum_{m \leq M} \mu(B_m)} = 1.
\]

### 1.3. Orbits eventually always hitting

Next we study the subtler point of whether the finite orbits \( \{x g_k : k \leq m\} \) hit or miss the targets \( B_m \). We say that an orbit of a point \( x \in X \) is eventually always hitting if \( \{x g_k : k \leq m\} \cap B_m \neq \emptyset \) for all sufficiently large \( m \), and denote by \( A_{ah}(B) \) the set of points with such orbits.\(^1\) This gives rise to the following natural question: Under what conditions on the shrinking rate of \( \mu(B_m) \), can one deduce that \( A_{ah}(B) \) has full (or zero) measure?

A soft general argument (see Proposition 12 below) shows that if there is \( c < 1 \) such that the set \( \{m : m \mu(B_m) \leq c\} \) is unbounded then \( A_{ah}(B) \) is a null set. It is not hard to construct a sequence of sets with \( m \mu(B_m) \) unbounded, having a subsequence with, say, \( m_j \mu(B_{m_j}) \leq 1/2 \). Hence in order to conclude that a generic orbit is eventually always hitting we need a stronger assumption on the rate of shrinking. Our next

\(^1\)This notion seems closely related to the notion of \( \psi \)-Dirichlet numbers introduced in [KW16] in the context of Diophantine approximations.
result shows that the summability condition

\[ \sum_{j=0}^{\infty} \frac{1}{2^j \mu(B_{2^j})} < \infty, \]

is sufficient to show that \( A_{ah}(B) \) has full measure. Moreover, if we further assume that

\[ \mu(B_{2^j}) \ll \mu(B_{2^{j+1}}) \]

we can even show that, generically, the intersections have roughly the expected number of elements.

Here and below we use the notation \( A(t) \ll B(t) \) or \( A(t) = O(B(t)) \) to indicate that there is a constant \( c > 0 \) such that \( A(t) \leq cB(t) \). We use subscripts to indicate that constant depends on additional parameters. We also write \( A(t) \approx B(t) \) to indicate that \( A(t) \ll B(t) \ll A(t) \). With these notations we have

**Theorem 2.** Retain the notation of Theorem 1. Then, (6) implies that \( A_{ah}(B) \) is of full measure and (6) and (7) imply that for a.e. \( x \in X \) for all sufficiently large \( m \)

\[ \# \{ k \leq m : xg_k \in B_m \} \approx m \mu(B_m) \]

**Remark 8.** When \( \{ g_m \}_{m \in \mathbb{Z}} \) is diagonalizable the same result holds also for \( n = 2 \). For unipotent flows, when \( n = 2 \), the same conclusion holds if we replace the assumption (6) by the stronger assumption that \( m \mu(B_m) \gg m^\eta \) for some \( \eta > 0 \), or by the assumption that \( B_1 \) is pre-compact and \( \sum_{j=0}^{\infty} \frac{j^2}{2^j \mu(B_{2^j})} < \infty \).

In general, we don’t know if there is a clean zero/one law for the measure of \( A_{ah}(B) \) as we have for \( A_h(B) \). However, if the shrinking sets decay polynomially, in the sense that \( \mu(B_m) \approx m^{-\eta} \) for some \( \eta > 0 \), then (7) automatically holds and (6) holds when \( \eta < 1 \). We thus get the following clean result:

**Corollary 3.** For \( G = \text{Isom}(\mathbb{H}^n) \) with \( n \geq 2 \), let \( \{ g_m \}_{m \in \mathbb{Z}} \leq G \) denote an unbounded discrete one parameter group and \( \{ B_m \}_{m \in \mathbb{N}} \) a family of spherical shrinking targets in \( X = \Gamma \setminus G \) with \( \mu(B_m) \approx m^{-\eta} \). If \( \eta < 1 \) (respectively \( \eta > 1 \)) then for a.e. \( x \in X \) for all \( m \) sufficiently large \( \{ k \leq m : xg_k \in B_m \} \neq \emptyset \) (respectively \( \{ k \leq m : xg_k \in B_m \} = \emptyset \)). Moreover, when \( \eta < 1 \) for a.e. \( x \in X \), for all \( m \) sufficiently large

\[ \# \{ k \leq m : xg_k \in B_m \} \approx m^{1-\eta}. \]

1.4. Non-spherical shrinking targets. When the group \( \{ g_m \}_{m \in \mathbb{Z}} \) is diagonalizable, taking additional advantage of the exponential rate of mixing, we can adapt our method to get similar results also for non-spherical shrinking targets that are not too irregular.

To make the notion of regular more precise, given parameters \( c, \alpha > 0 \) and a Sobolev norm \( S \) on \( X = \Gamma \setminus G \) (see section 2.2 below) we say that a set \( B \subseteq \Gamma \setminus G \) is \( (c, \alpha) \)-regular for \( S \), if there are smooth functions \( f^\pm \) approximating the indicator function, \( \chi_B \), in
the sense that $0 \leq f^- \leq \chi_B \leq f^+ \leq 1$ with $c^{-1} \int f^+d\mu \leq \mu(B) \leq c \int f^-d\mu$ and $S(f^+) \leq c\mu(B)^{-\alpha}$. We say that a collection of sets $\mathcal{B}$ is regular (for $S$) if there is some $c > 1$ and $\alpha \geq 0$ such that all sets $B \in \mathcal{B}$ are $(c, \alpha)$-regular.

Remark 9. Without the restriction on the Sobolev norm it is always possible to approximate indicator functions by smooth functions in this way. The additional restriction on the size of the Sobolev norm is rather mild as we allow it to grow as any power of $1/\mu(B)$. In particular, it is not hard to see that, for any Riemannian metric on $G$, the collection of all metric balls and their complements is a regular collection.

Theorem 4. Let $\{g_m\}_{m \in \mathbb{Z}} \leq G$ be a diagonalizable one parameter group. Let $\mathcal{B} = \{B_m\}_{m \in \mathbb{N}}$ be a sequence of regular shrinking targets. Then, the condition

$$
\sum_{j=1}^{\infty} \frac{|\log(\mu(B_{2^j}))|}{2^j \mu(B_{2^j})} < \infty
$$

implies that $A_{\text{sh}}(\mathcal{B})$ is of full measure and further assuming (7) we get that for a.e. $x \in X$ for all sufficiently large $m$

$$
\#\{k \leq m : xg_k \in B_m\} \asymp m\mu(B_m)
$$

1.5. Logarithm laws, penetration depth, and first hitting times. Our results on shrinking targets have an immediate application for establishing logarithm laws for penetration depth and first hitting times. We first recall some of the known results for these problems.

Let $d(\cdot, \cdot)$ denote the hyperbolic distance on $\mathcal{M} = \Gamma \backslash \mathbb{H}^n$ that we lift to a $K$-invariant distance function on $\Gamma \backslash G$. With this distance function we consider shrinking targets that are either shrinking balls,

$$
B_r(x_0) = \{x : d(x, x_0) < r\},
$$

or (when $\Gamma \backslash G$ is non-compact) shrinking cusp neighborhoods

$$
B_r(\infty) = \{x : d(x, x_0) \geq r\}.
$$

We then have that $\mu(B_r(x_0)) \asymp r^n$ for $r < 1$ and that $\mu(B_r(\infty)) \asymp e^{(1-n)r}$ for $r > 1$.

Given a one parameter subgroup $\{g_m\}_{m \in \mathbb{Z}} \leq G$ acting on $\Gamma \backslash G$, we define the following quantities, measuring how deep a finite orbit penetrates into these shrinking targets:

$$
d_m(x, x_0) = \min_{j \leq m} d(xg_j, x_0), \quad d_m(x, \infty) = \max_{j \leq m} d(xg_j, x_0).
$$

When $\{g_m\}_{m \in \mathbb{Z}}$ is diagonalizable, the results of [Sul82, KM99] for the cusp excursions and [Gal07, KZ17] for metric balls give the following logarithm laws:

\[\text{Instead of the hyperbolic distance we can use any } K\text{-invariant distance function for which the measure of shrinking balls and cusp neighborhoods have similar asymptotics} \]
\[
\lim_{m \to \infty} \frac{d_m(x, \infty)}{\log(m)} = \frac{1}{n-1}, \text{ for a.e. } x \in \mathcal{X}
\]

and

\[
\lim_{m \to \infty} \frac{-\log(d_m(x, x_0))}{\log(m)} = \frac{1}{n}, \text{ for a.e. } x \in \mathcal{X}.
\]

When \(\{g_m\}_{m \in \mathbb{N}}\) is unipotent, the logarithm law for cusp excursions, (11), was established, using different methods, in [Ath13] for hyperbolic surfaces, in [KM12] for hyperbolic 3-manifolds, and in [Yu16] for hyperbolic manifolds in any dimension (see also [AM09] for similar results for unipotent flows on the space of unimodular lattices). To the best of our knowledge there are no similar known results on logarithm laws for unipotent flows penetrating shrinking balls.

Remark 13. The results mentioned above establishing logarithm laws for cusp excursions actually consider \(\lim_{m \to \infty} \frac{d(xg_m, x_0)}{\log(m)}\) rather than \(\lim_{m \to \infty} \frac{d_m(x, \infty)}{\log(m)}\). However, it is not hard to see that these two quantities are always the same. For the shrinking balls the two corresponding limits, \(\lim_{m \to \infty} \frac{-\log(d_m(x, x_0))}{\log(m)}\) and \(\lim_{m \to \infty} \frac{-\log(d(xg_m, x_0))}{\log(m)}\), are also the same as long as \(x_0\) is not in the orbit of \(x\).

Remark 14. For the cusp neighborhoods, since \(d(xg_m, x_0) = d(xg_t, x_0) + O(1)\) for all \(t \in (m-1, m+1)\), it is possible to replace the discrete iteration by a continuous one to get that \(\lim_{t \to \infty} \frac{d(xg_t, x_0)}{\log(t)} = \frac{1}{n-1}\). For the shrinking balls, however, there is a fundamental difference between continuous and discrete flows. In fact, [Mau06] showed that for the continuous geodesic flow \(\lim_{t \to \infty} \frac{-\log(d(xg_t, x_0))}{\log(t)} = \frac{1}{n-1}\), is strictly larger than the corresponding limit for the discrete flow.

Applying Theorem 1 to these families of shrinking targets gives another proof for (11) and establishes (12) also for unipotent flows. Moreover, if we apply corollary 3 (noting that the family of shrinking balls and cusp neighborhoods are spherical) we can replace the limit superior by actual limits obtaining the following strong logarithm laws:

**Theorem 5.** For any unbounded one parameter subgroup \(\{g_m\}_{m \in \mathbb{Z}}\), we have the following strong logarithm laws: For any \(x_0 \in \mathcal{X}\) for a.e. \(x \in \mathcal{X}\)

\[
\lim_{m \to \infty} \frac{d_m(x, \infty)}{\log(m)} = \frac{1}{n-1}, \quad \lim_{m \to \infty} \frac{-\log(d_m(x, x_0))}{\log(m)} = \frac{1}{n},
\]

and for any \(c < 1\) we have that for a.e. \(x \in \mathcal{X}\) for all sufficiently large \(t\),

\[
\# \left\{ m \leq t : d(xg_m, x_0) \geq \frac{c \log(t)}{n-1} \right\} \asymp t^{1-c}, \quad \text{and} \quad \# \left\{ m \leq t : d(xg_m, x_0) < \frac{1}{t^c} \right\} \asymp t^{1-c}
\]

Remark 16. When the flow is diagonalizable we can use Theorem 4 to get the same result also when the distance function is not \(K\)-invariant (noting that metric balls and their complements are regular).
Remark 17. For the cusp neighborhoods, again using the continuity of the distance function, we can replace the discrete iteration by a continuous flow and get that
\[
\lim_{t \to \infty} \frac{\sup\{d(xg_s, x_0) : s \leq t\}}{\log(t)} = \frac{1}{n-1}.
\]
For shrinking balls, however, the same argument as in [Mau06] will give the upper bound
\[
\lim_{t \to \infty} \frac{\sup\{-\log(d(xg_s, x_0)) : s \leq t\}}{\log(t)} \leq \frac{1}{n-1},
\]
and a simple adaptation of our method for continuous flows will only give the (strictly smaller) lower bound
\[
\frac{1}{n} \leq \lim_{t \to \infty} \frac{\sup\{-\log(d(xg_s, x_0)) : s \leq t\}}{\log(t)}.
\]
We suspect that the correct lower bound should also be \(\frac{1}{n-1}\), but we are not able to show this using our current method.

The logarithm laws given in (15) are closely related to logarithm laws for first hitting times. The first hitting time of the orbit \(\{xg_m\}_{m \in \mathbb{N}}\) to a small neighborhood of \(x_0 \in X \cup \{\infty\}\) is given by
\[
\tau_r(x; x_0) = \min\{m \in \mathbb{N} : xg_m \in B_r(x_0)\}.
\]
As a direct consequence of Theorem 5 we have

**Corollary 6.** For any one parameter subgroup \(\{g_m\}_{m \in \mathbb{Z}}\), for any \(x_0 \in X\) and a.e. \(x \in X\) the first hitting time function satisfies
\[
\lim_{r \to \infty} \frac{\log(\tau_r(x; \infty))}{r} = n - 1 \quad \text{and} \quad \lim_{r \to 0} \frac{\log(\tau_r(x; x_0))}{-\log r} = n.
\]

1.6. **Multiparameter actions.** The maximal unipotent subgroup of \(G = \text{SO}_0(n, 1)\) is isomorphic to \(\mathbb{R}^{n-1}\). Instead of a one parameter flows we can also consider multi-parameter actions, given by the action of a discrete subgroup \(H\) of the unipotent group (that is isomorphic to \(\mathbb{Z}^d\) for some \(1 \leq d \leq n-1\)). We will actually state and prove most of our results for unipotent actions in this generality. The restriction of these results to the case of \(d = 1\) will then give the above results for one parameter unipotent flows.

1.7. **Other homogenous spaces.** The methods introduced here to attack shrinking target problems for discrete time flows on hyperbolic manifolds can be adapted to more general homogenous space. In fact, in forthcoming joint work with Yu [KY17] we use these methods to obtain similar results for one parameter flows on homogenous spaces \(\Gamma \backslash G\) with \(G\) any non-compact simple group, and \(\Gamma \leq G\) a lattice. When \(G\) is of rank one the arguments are very similar to the ones used here, while for groups of higher rank, the detailed spectral analysis used here is replaced with more robust arguments using an effective version of property \((T)\).
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2. Preliminaries

2.1. Coordinates. Let $G = \text{SO}_0(n, 1)$ and $K \leq G$ a maximal compact subgroup (so $K \cong \text{SO}(n)$). Let $G = NAK$ be an Iwasawa decomposition of $G$, with $A$ a maximal diagonalizable subgroup, and $N$ a maximal unipotent subgroup. Let $a$ denote the Lie algebra of $A$ and let $a^*_C$ denote its complexified dual (one dimensional since $G$ is of rank one). Fix a positive Weyl chamber, denote by $\rho$ the half sum of the positive roots, and fix a positive $X_0 \in a$ of norm one with respect to the Killing form. We now identify $a^*_C$ with $C$ via their values at $X_0$ and, slightly abusing notation, write $\rho = \rho(X_0) \in \mathbb{R}$ so that $\rho = \frac{n-1}{2}$.

It is sometimes convenient to work with explicit coordinates, and we realize $G$ as the subgroup of $\text{SL}_{n+1}(\mathbb{R})$ of all matrices preserving the form $x_1^2 + \ldots + x_n^2 - x_{n+1}^2$. With this realization a general element of $A$ is of the form

$$a_t = \begin{pmatrix} I_{n-1} & 0 & 0 \\ 0 & \cosh(t) & \sinh(t) \\ 0 & \sinh(t) & \cosh(t) \end{pmatrix}, \quad t \in \mathbb{R}$$

an element of $N$ is of the form

$$n_x = \begin{pmatrix} I_{n-1} & x & x \\ -x^t & 1 - \frac{\|x\|^2}{2} & \frac{\|x\|^2}{2} \\ x^t & -\frac{\|x\|^2}{2} & 1 + \frac{\|x\|^2}{2} \end{pmatrix}, \quad x \in \mathbb{R}^{n-1}$$

and an element of $K$ is of the form $k = \begin{pmatrix} k' & 0 \\ 0 & 1 \end{pmatrix}$ with $k' \in \text{SO}(n)$.

The Iwasawa decomposition $G = NAK$ gives us coordinates $g = n_x a_t k$, and the Haar measure in these coordinates is given by

$$dg = e^{-2\rho t} dx dt dk,$$

where $dk$ is the probability Haar measure on $K$. The Cartan decomposition $G = KA^+K$ with $A^+ = \{a_t : t \geq 0\}$ gives us another parametrization $g = k_1 a_t k_2$. Here $k_1, k_2$ are not uniquely defined but $a_t$ is and the Haar measure of $G$ is given in these coordinates by

$$dg = (2 \sinh(t))^{2\rho} dk_1 dk_2 dt.$$

2.2. Sobolev Norms. Fix a basis $\mathcal{B}$ for the Lie algebra $\mathfrak{g}$ of $G$. Given a smooth test function $\psi \in C^\infty(\Gamma \backslash G)$, define the “$L^p$, order-$d$” Sobolev norm $S_{p,d}(\psi)$ as

$$S_{p,d}(\psi) := \sum_{\text{ord}(\mathcal{D}) \leq d} \|\mathcal{D}_\mathcal{B} \psi\|_{L^p(\Gamma \backslash G)}.$$
Here $\mathcal{D}$ ranges over monomials in $\mathcal{B}$ of order at most $d$ and $\mathcal{D}$ acts on $\psi$ by left differentiation (e.g., $X\psi(g) = \frac{d}{dt}(\psi(ge^{tX}))|_{t=0}$). This definition depends on the basis, however, changing the basis $\mathcal{B}$ only distorts $S_{p,d}$ by a bounded factor.

2.3. Spectral theory. Denote by $\hat{G}$ the unitary dual of $G$ and by $\hat{G}^1$ the spherical dual. We parameterize $\hat{G}^1$ by $a_\mathbb{C}^*/W$ where $W$ is the Weyl group. With this parametrization the tempered representations lie in $i\mathbb{R}$ and the non-tempered representations are contained in $(0,\rho]$. We use the notation $\hat{G}^1 = \{\pi_s | s \in i\mathbb{R}^+ \cup [0,\rho]\}$, where the representations $\pi_s$, $s \in i\mathbb{R}^+$ are the (tempered) principal series representations, the representations $\pi_s$, $s \in (0,\rho)$ are the (non-tempered) complementary series, and $\pi_\rho$ is the trivial representation. We note that in each representation $\pi_s \in \hat{G}^1$ there is a unique spherical vector up to scaling.

We recall the relation between Laplace eigenvalues and irreducible representations. Let $\Omega$ be the Casimir operator of $G$, which acts on any irreducible representation $V_\pi$ by scalar multiplication $\Omega v + \lambda(\pi)v = 0$. We may normalize $\Omega$ so that the restriction of $\Omega$ to the space of right-$K$-invariant functions on $G$ coincides with the Laplace-Beltrami operator $\triangle$ on $\mathbb{H}^n = G/K$. With this normalization we have $\lambda(\pi_s) = \rho^2 - s^2$.

2.4. Spectral decomposition. For any lattice $\Gamma \leq G$ let $\mu$ denote the $G$ invariant probability measure on $\Gamma\backslash G$ and let $\pi$ denote the right regular representation of $G$ on $L^2(\Gamma\backslash G)$. Let $L^2_0(\Gamma\backslash G)$ denote the subspace of $L^2(\Gamma\backslash G)$ orthogonal to the constant function and let $L^2_{\text{imp}}(\Gamma\backslash G) \subseteq L^2(\Gamma\backslash G)$ be the subspace that weakly contains only tempered representations. We then have a spectral decomposition for any $f \in L^2(\Gamma\backslash G/K)$

$$f = \langle f, 1 \rangle + \sum_k \langle f, \varphi_k \rangle \varphi_k + f_0,$$

with $f_0 \in L^2_{\text{imp}}(\Gamma\backslash G)$ and $\varphi_k \in \pi_{s_k}$ with $s_k \in (0,\rho)$. The exceptional forms $\varphi_k \in \pi_{s_k}$ above are either cusp forms (vanishing at all cusps), or residual forms (obtained as residues of Eisenstein series).

The Eisenstein series (corresponding to a cusp at infinity) is defined by

$$E(s, g) = \sum_{\Gamma_\infty \backslash \Gamma} e^{-st(\gamma g)},$$

where $\Gamma_\infty = \Gamma \cap N$ and $t(g)$ is defined by the relation $g = n_\mathbb{C}a(t(g))k$. Similarly, given a different cusp $a$, corresponding to a conjugate $N^a = \tau_a N \tau_a^{-1}$ with $\Gamma_a = \Gamma \cap N^a$ a lattice in $N^a$, the corresponding Eisenstein series is defined as

$$E_a(s, g) = \sum_{\Gamma_a \backslash \Gamma} e^{-st(\tau_a \gamma g)}.$$
These series converge for $\Re(s) > n$ and have meromorphic continuations to the whole complex plane, which are analytic in the half plane $\Re(s) > \rho$, except for a pole at $s = 2\rho$ and perhaps finitely many exceptional poles in the interval $[\rho, 2\rho)$. The residue of the Eisenstein series at an exceptional pole $\sigma \in [\rho, 2\rho)$

$$\varphi_\sigma(g) = \Res_{s=\sigma} E_a(s, g),$$

is always in $L^2(\Gamma \backslash G)$ and generates the complementary representation $\pi_{\sigma-\rho} \in \hat{G}^1$. The fact that residual forms are square integrable can be seen by looking at the Fourier expansion of the Eisenstein series with respect to the different cusps, showing that a residual forms corresponding to a pole at $\sigma \in [\rho, 2\rho)$ grows at the cusp at infinity like

$$\varphi_\sigma(na_t k) \asymp e^{(2\rho - \sigma)t},$$

(and similarly at other cusps). From these asymptotics we get the following stronger statement:

**Lemma 7.** For any $\sigma \in [\rho, 2\rho]$ the corresponding residual form satisfies that $\varphi_\sigma \in L^p(\Gamma \backslash G)$ for any $p < \frac{2\rho}{2\rho - \sigma}$.

**Proof.** Fixing a fundamental domain for $\Gamma \backslash G$ and decomposing it into a compact part and finitely many cusps it is enough to show that $|\varphi_\sigma|^p$ is integrable on the cusp neighborhoods. We will show this for the neighborhood of the cusp at infinity of the form $F_\infty = \{na_t k : n \in \Gamma_\infty \backslash N, t \geq 1, k \in K\}$, (other cusps are analogous). Since $\Gamma_\infty \backslash N$ and $K$ are compact it is enough to show that $\int_{t_0}^{\infty} |\varphi_\sigma(a_t)|^p e^{-2\rho t} dt < \infty$ and using the growth at the cusp this is the same as $\int_{t_0}^{\infty} e^{((2\rho - \sigma)p - 2\rho)t} dt < \infty$ which holds for all $p < \frac{2\rho}{2\rho - \sigma}$.

\[ \square \]

2.5. **Decay of matrix coefficients.** For each $s \in i\mathbb{R} \cup [0, \rho]$ consider the spherical function defined by

$$\phi_s(g) = \langle \pi_s(g)v, v \rangle$$

where $v \in V_{n_s}$ is a normalized spherical vector. The asymptotic behavior of this function is well-known. For $s \in (0, \rho]$ the function $\phi_s$ is positive and decays like

$$\phi_s(\exp(tX_0)) \asymp C_s e^{(s-\rho)t}.$$  

For $s \in i\mathbb{R}$, $\phi_s$ is oscillatory and decays like

$$|\phi_s(\exp(tX_0))| \ll te^{-pt}.$$  

In particular, applying this for the regular representation on $L^2(\Gamma \backslash G)$, recalling our spectral decomposition, we get the following:

**Proposition 8.** For any spherical tempered $\psi, \phi \in L^2_{\text{temp}}(\Gamma \backslash G)$

$$|\langle \pi(k_1a_1k_2)\psi, \phi \rangle| \ll t \|\psi\| \|\phi\| e^{-pt}.$$
While for spherical $\varphi \in \pi_s$ with $s \in (0, \rho]$ we have

$$|\langle \pi(k_1 a_1 k_2) \varphi, \varphi \rangle| \ll s \|\varphi\|^2 e^{(s-\rho)t}.$$ 

Similar results also hold for non-spherical $K$-finite vectors (see e.g. [Sha00]). More generally, by decomposing a smooth vector into its different $K$ types, we can bound matrix coefficients of general smooth vectors. However, in order to insure that the contribution from all $K$-types converges, we need to replace the $L^2$-norms by suitable Sobolev norms. We thus get the following (see e.g., [MO15, Proposition 3.9])

**Proposition 9.** There is some $l \geq 1$ (depending only on $G$ and $K$) and $\alpha > 0$ depending on the spectral gap of $\Gamma$, such that for any smooth $\psi, \phi \in L^2_{0}(\Gamma \backslash G)$

$$|\langle \pi(k_1 a_1 k_2) \psi, \phi \rangle| \ll S_{2,l}(\psi) S_{2,l}(\phi) e^{-\alpha t}.$$ 

In order to apply this decay to matrix coefficients of general unipotent and diagonalizable elements we need to consider their Cartan decomposition given by the following two lemmas.

**Lemma 10.** We have $n_x = k_1 a_1 k_2$ with $t > 2 \log \|x\|_{\infty}$ uniformly for $x \in \mathbb{R}^{n-1}$ with $\|x\|_{\infty} \geq 1$.

**Proof.** Consider the Hilbert Schmidt norm $\|g\| = \text{tr}(g^t g)$. On one hand looking at sum of squares of coefficients we get $\|n_x\| = n + 1 + 4\|x\|_{2}^2 + \|x\|_{4}^2$, and on the other hand writing $n_x = k_1 a_1 k_2$ we see $\|n_x\| = \text{tr}(a_2 t) = n - 1 + 2 \cosh(2t)$ so

$$2 \cosh(2t) = 2 + 4\|x\|_{2}^2 + \|x\|_{4}^2.$$ 

We have $\|x\|_{2} \ll \|x\|_{\infty}$ and hence $t > 2 \log(\|x\|_{\infty})$. \hfill \Box

**Lemma 11.** For any diagonalizable one parameter group $\{g_m\}_{m \in \mathbb{Z}}$ there is some $c > 0$ so that $g_m = k_1 a_{t_m} k_2$ with $t_m = cm + O(1)$ for all $m \geq 1$.

**Proof.** We can conjugate $g_1 = \tau^{-1} k a \tau$ with $\tau \in G$ and $k \in K$ commuting with any $a \in A$. Decomposing $\tau = an_x k$ we see that $g_m = k^{-1} n_x k^{m} a_{mc} n_x k$ and taking the Hilbert Schmidt norm we get that

$$\|g_m\|^2 = \|n_x k^{m} a_{mc} n_x\|^2 \ll \|n_x a_{mc} n_x\|^2,$$

where we used that $\|n_x k^{m} n_x\|_{2} \asymp 1$ is uniformly bounded and bounded away from zero. Next, a simple computation using (19) and (20) to compute the sum of squares of entries of $n_x a_{mc} n_x$ gives $\|n_x a_{mc} n_x\|_{2} \asymp e^{2mc}$. On the other hand, writing $g_m = k_1 a_{t_m} k_2$ we have that $\|g_m\|^2 = n - 1 + 2 \cosh(2t_m)$. Comparing the two expressions we see that $e^{2t_m} \asymp e^{2mc}$ so that $t_m = cm + O(1)$ as claimed. \hfill \Box
3. Shrinking targets for $\mathbb{Z}^d$-actions

We now consider the general case of a $\mathbb{Z}^d$-actions of a group $H$ on a probability space $(\mathcal{X}, \mu)$ and give conditions under which a generic orbit eventually always hits a shrinking target. We will later apply these ideas to the special case of $\mathcal{X} = \Gamma \backslash G$ and $H$ a unipotent or diagonalizable subgroup.

We start by setting some notation. Let $H \cong \mathbb{Z}^d$ be a group acting on a probability space $(\mathcal{X}, \mu)$, and assume that the action $x \mapsto xh$ is measure preserving and ergodic. Fixing an isomorphism, $\iota : \mathbb{Z}^d \to H$, for any $\mathbf{k} \in \mathbb{Z}^d$ let $h_{\mathbf{k}} = \iota(\mathbf{k})$ and for any $m \in \mathbb{N}$ consider growing balls $H_m = \{h_{\mathbf{k}} : \mathbf{k} \in \mathbb{Z}^d, \|\mathbf{k}\|_\infty \leq m\}$ and forward balls $H_m^+ = \{h_{\mathbf{k}} : \mathbf{k} \in \mathbb{Z}^d_{>0}, \|\mathbf{k}\|_\infty \leq m\}$.

Given a family $\mathcal{B} = \{B_m\}_{m \in \mathbb{N}}$ of shrinking targets in $\mathcal{X}$, (that is, $B_{m+1} \subseteq B_m$ and $\mu(B_m) \to 0$) we say that the forward orbit of a point $x \in \mathcal{X}$ hits the target if $\{m : xH_m^+ \cap B_m \neq \emptyset\}$ is unbounded and that it eventually always hits, if $xH_m^+ \cap B_m \neq \emptyset$ for all sufficiently large $m$. We denote by $\mathcal{A}_h(\mathcal{B})$ and $\mathcal{A}_{ah}(\mathcal{B})$ the set of points with hitting orbits and eventually always hitting orbits respectively. (When considering the special case of a one parameter flow on the space $\mathcal{X} = \Gamma \backslash G$ this definition coincides with the definition of $\mathcal{A}_h$ and $\mathcal{A}_{ah}$ given in the introduction.) We now give some general conditions on a family $\mathcal{B}$, under which we can conclude that $\mathcal{A}_{ah}(\mathcal{B})$ has full (or zero) measure.

3.1. Fast shrinking targets. We first show here the rate $\mu(B_m) = \frac{1}{m^d}$ is critical in the sense if a sequence of targets have measure shrinking any faster, then generic orbits are not eventually always hitting.

**Proposition 12.** Let $H$ be a measure preserving ergodic $\mathbb{Z}^d$-action on a probability space $(\mathcal{X}, \mu)$ and let $\mathcal{B} = \{B_m\}_{m \in \mathbb{N}}$ denote a sequence of shrinking targets. If, along some subsequence we have that $m^d_0 \mu(B_{m_0}) \leq c < 1$, then $\mu(\mathcal{A}_{ah}(\mathcal{B})) = 0$.

**Proof.** We keep the sequence of shrinking targets $\mathcal{B}$ fixed and will omit it from the notation denoting by $\mathcal{A} = \mathcal{A}_{ah}(\mathcal{B})$. It is not hard to show that the assumption $m^d_0 \mu(B_{m_0}) \leq c$ implies that $\mu(\mathcal{A}) \leq c$. Hence if $\mathcal{A}$ was invariant under the flow, ergodicity would imply that $\mu(\mathcal{A}) = 0$. In general, $\mathcal{A}$ might not be invariant so we will consider a larger set $\mathcal{A} \subset \mathcal{A}^*$ that is invariant and show that $\mu(\mathcal{A}^*) \leq c$.

Explicitly, for any integers $\nu, l \geq 0$ let

$$\mathcal{A}_{\nu, l} = \bigcap_{m \geq l} \{x : xH_m^+ H_\nu \cap B_m \neq \emptyset\},$$

so that $\mathcal{A} = \bigcup_{l \geq 0} \mathcal{A}_{0, l}$, and we consider the larger set

$$\mathcal{A}^* = \bigcup_{\nu \geq 0} \bigcup_{l \geq 0} \mathcal{A}_{\nu, l}.$$

First to show that $\mathcal{A}^*$ is invariant under $H$ we need to show that $\mathcal{A}^* h \subseteq \mathcal{A}^*$ for any $h \in H$. Let $x \in \mathcal{A}^* h$ then $xh^{-1} \in \mathcal{A}^*$ so there are some $l, \nu \geq 0$ with $xh^{-1} \in \mathcal{A}_{\nu, l}$.
Hence, for all \( m \geq l \) we have that \( xh^{-1}H^+_mH_\nu \cap B_m \neq \emptyset \). Let \( \nu' \) be sufficiently large so that \( h^{-1}H_\nu \subseteq H_{\nu'} \) then for all \( m \geq l \) we have that \( xH^+_mH_{\nu'} \cap B_m \neq \emptyset \) so that \( x \in A_{\nu,\nu'} \subseteq A^* \).

Next to bound the measure of \( A^* \) since \( A_{\nu,l} \subseteq A_{\nu+1,l} \) and \( A_{\nu,l} \subseteq A_{\nu,l+1} \) we have

\[
\mu(A^*) = \lim_{\nu \to \infty} \lim_{l \to \infty} \mu(A_{\nu,l}),
\]

so it is enough to show that \( \mu(A_{\nu,l}) \leq c \) for any \( l, \nu \geq 0 \). For \( l, \nu \geq 0 \) fixed, notice that \( xH^+_mH_\nu \cap B_m \neq \emptyset \) iff \( x \in B_mH_\nu H^-_m \) with \( H^-_m = \{ h^{-1}: h \in H^+_m \} \) so that

\[
A_{\nu,l} = \bigcap_{m \geq l} B_mH_\nu H^-_m,
\]

and hence, for any \( m \geq l \)

\[
\mu(A_{\nu,l}) \leq \mu(B_mH_\nu H^-_m) \leq \mu(B_m)(m + 2\nu)^d = m^d\mu(B_m)(1 + 2\nu/m)^d.
\]

Let \( m_j \to \infty \) with \( m_j^d\mu(B_{m_j}) \leq c \) then \( \mu(A_{\nu,l}) \leq c(1 + 2\nu/m_j)^d \) and taking \( j \to \infty \) we get that \( \mu(A_{\nu,l}) \leq c \). Since this holds for any \( l, \nu \geq 0 \) we get that \( \mu(A^*) \leq c \), and since \( A^* \) is invariant under the (ergodic) \( H \)-action then \( A^* \) is a null set and hence so is \( A \).

3.2. Slow shrinking targets. Next we want to give a condition implying that \( A_{\text{sh}}(B) \) is of full measure. To do this, for any set \( B \subseteq X \) and \( m \in \mathbb{N} \) let

\[
C^0_{m,B} = \{ x \in \mathcal{X} : xH^+_m \cap B = \emptyset \},
\]

denote the set of points with forward \( m \)-orbit missing a set \( B \). We show that a sufficiently strong bound on the measure of these sets as \( m \to \infty \) will imply that generic orbits will eventually hit all shrinking sets (later we will show how, in some cases, it is possible to bound \( \mu(C^0_{m,B}) \) in terms of \( m \) and \( \mu(B) \)).

Lemma 13. Let \( B = \{ B_m \}_{m \in \mathbb{N}} \) denote a sequence of shrinking targets. If there is a subsequence \( m_j \to \infty \) with \( \sum_j \mu(C^0_{m_{j-1},B_{m_j}}) < \infty \) the \( \mu(A_{\text{sh}}(B)) = 1 \).

Proof. Let \( A = A_{\text{sh}}(B) \) and note that \( x \not\in A \) iff for all \( T > 0 \) there is an integer \( m \geq T \) such that \( xH^+_m \cap B_m = \emptyset \), that is, \( A^c = \bigcap_{T \geq 1} \bigcup_{m \geq T} C^0_{m,B_m} \), with \( C^0_{m,B_m} \) given in (22). We can separate the union over all \( m > T \) into intervals of the form

\[
\bigcup_{m = m_j - 1}^{m_j} C^0_{m,B_m} = \{ x \in \mathcal{X} : \exists m \in [m_{j-1}, m_j], xH^+_m \cap B_m = \emptyset \} \subseteq C^0_{m_{j-1},B_{m_j}},
\]

where for the last inclusion note that \( xH^+_{m_{j-1}} \cap B_{m_j} \subseteq xH^+_m \cap B_m \) for all \( m \in [m_{j-1}, m_j] \). We thus get that

\[
A^c \subseteq \bigcap_{T \geq 1} \bigcup_{m_j > T} C^0_{m_{j-1},B_{m_j}},
\]

hence \( \sum_j \mu(C^0_{m_{j-1},B_{m_j}}) < \infty \) implies that \( \mu(A^c) = 0 \).
3.3. Asymptotics. When $\mu(A_{h_0}(B)) = 1$ we also want an estimate on the number of elements in the intersections $xH^+_m \cap B$ (for typical orbits). To estimate this it is convenient to work with the following unitary averaging operator $\beta^+_m : L^2(\mathcal{X}) \rightarrow L^2(\mathcal{X})$ given by

$$
\beta^+_m(f)(x) = \frac{1}{|H^+_m|} \sum_{h \in H^+_m} f(xh).
$$

In particular, for $f = \chi_B$, the indicator function of $B$, we have that $\beta^+_m(f)(x) = \frac{|xH^+_m \cap B|}{|H^+_m|}$. From ergodicity, for any $f \in L^2(\mathcal{X})$ with $\mu(f) = \int f d\mu$, for a.e. $x \in \mathcal{X}$ we have $\beta^+_m(f)(x) \rightarrow \mu(f)$ as $m \rightarrow \infty$. We consider the following set of atypical points

$$
\mathcal{C}_{m,f} = \{ x \in \mathcal{X} : |\beta^+_m(f)(x) - \mu(f)| \geq \frac{1}{2} \mu(f) \}.
$$

(in particular, for $f = \chi_B$ if $x \in \mathcal{C}^0_{m,B}$ then $\beta^+_m(f) = 0$ so $\mathcal{C}^0_{m,B} \subseteq \mathcal{C}_{m,f}$).

**Lemma 14.** Let $\{f_m\}_{m \in \mathbb{N}}$ be a decreasing sequence of non-negative functions in $L^2(\mathcal{X})$ satisfying that $\mu(f_{2j}) \leq C\mu(f_{2j+1})$ for some $C > 1$. If $\sum_j \mu(\mathcal{C}_{2j-1,f_{2j}}) < \infty$ then for a.e. $x \in \mathcal{X}$ for all sufficiently large $m$

$$
\beta^+_m(f_m)(x) \geq \frac{\mu(f_m)}{C2^{d+1}},
$$

and if $\sum_j \mu(\mathcal{C}_{2j+1,f_{2j}}) < \infty$ then for a.e. $x \in \mathcal{X}$ for all sufficiently large $m$

$$
\beta^+_m(f_m)(x) \leq C2^{d+1}\mu(f_m).
$$

**Proof.** Let $\mathcal{C}_0$ be the set of all points, $x$, such that for all $T \geq 1$ there is an integer $m > T$ such that $\beta^+_m(f_m)(x) \leq \delta \mu(f_m)$, that is,

$$
\mathcal{C}_0 = \bigcap_{T \geq 1} \bigcup_{m > T} \{ x : \beta^+_m(f_m)(x) \leq \delta \mu(f_m) \}.
$$

Since the function $m^d \beta^+_m(f_m)$ is increasing in $m$ and decreasing in $m'$, we can separate the union into dyadic intervals, and note that for any $j \geq 0$

$$
\{ x : \exists m \in [2^{j-1}, 2^j], \beta^+_m(f_m)(x) \leq \delta \mu(f_m) \} \subseteq \{ x : \beta^+_m(f_{2^j})(x) \leq 2^d C \delta \mu(f_{2^j}) \},
$$

where we used that $\mu(f_{2^j-1}) \leq C\mu(f_{2^j})$. In particular, for $\delta_0 = \frac{1}{C2^{d+1}}$ we get that

$$
\bigcup_{m=2^{j-1}}^{2^j} \{ x : \beta^+_m(f_m)(x) \leq \delta_0 \mu(B_m) \} \subseteq \mathcal{C}_{2j-1,f_{2j}},
$$

hence,

$$
\mathcal{C}_{\delta_0} \subseteq \bigcap_{T \geq 1} \bigcup_{j > \log(T)} \mathcal{C}_{2j-1,f_{2j}},
$$

and if $\sum_j \mathcal{C}_{2j-1,f_{2j}} < \infty$ then $\mu(\mathcal{C}_{\delta_0}) = 0$. Since for all $x \in \mathcal{X} \setminus \mathcal{C}_{\delta_0}$ we have that $\beta^+_m(f_m)(x) \geq \frac{\mu(f_m)}{C2^{d+1}}$ for all sufficiently large $m$ this proves the first part.
Similarly, if we denote by $C^\delta$ the set of all points such that for all $T \geq 1$ there is an integer $m \geq T$ such that $\beta_m^+(f_m)(x) \geq \delta^{-1}\mu(f_m)$, then
\[
C^\delta = \bigcap_{T \geq 1} \bigcup_{m > T} \{x : \beta_m^+(f_m)(x) \geq \delta^{-1}\mu(f_m)\}.
\]
This time notice that
\[
\{x : \exists m \in [2^{j-1}, 2^j], \beta_m^+(f_m)(x) \geq \delta^{-1}\mu(f_m)\} \subseteq \{x : \beta_{2^j}(f_{2^j-1})(x) \geq \frac{\mu(f_{2^j})}{2^d C^\delta}\},
\]
and hence, for $\delta_0 = \frac{1}{2^d+1}$ as above we have
\[
\bigcup_{m=2^{j-1}}^{2^j} \{x : \beta_m^+(f_m)(x) \geq \delta_0^{-1}\mu(f_m)\} \subseteq C_{2^j, f_{2^j-1}},
\]
so that
\[
C^{\delta_0} \subseteq \bigcap_{T \geq 1} \bigcup_{j > \log(T)} C_{2^j, f_{2^j}},
\]
and the proof follows as above. \hfill \Box

4. Effective mean ergodic theorems

Recall that for an ergodic $\mathbb{Z}^d$-action of a group $H$ on a probability space $(\mathcal{X}, \mu)$ the mean ergodic theorem states that
\[
\|\beta_m^+(f) - \mu(f)\|_2 \to 0,
\]
for any $f \in L^2(\mathcal{X})$, where $\beta_m^+$ is the unitary averaging operator defined in (23) and $\mu(f) = \int f \, d\mu$. We say that the $H$ action satisfies an effective mean ergodic theorem (with exponent $\kappa > 0$) if for all $f \in L^2(\mathcal{X})$
\[
(25) \quad \|\beta_m^+(f) - \mu(f)\|_2 \ll \kappa \frac{\|f\|_2}{|H_m^+|^{\kappa}}.
\]
Using the ideas of [GK15], by showing that the $H$ action satisfies effective mean ergodic theorems with exponents $\kappa = 1/2$ (or arbitrarily close to $1/2$), it is possible to essentially resolve the shrinking target problem for the corresponding $H$ action. Our goal in this section is to prove such bounds for the case where $\mathcal{X} = \Gamma \backslash G$ and the group $H \leq G$ is either a unipotent group (of rank $d$) or a diagonalizable group (of rank one).

4.1. Unipotent actions. We first consider the case of unipotent actions. Let $H \leq G$ be a discrete unipotent of rank $d$, for some $1 \leq d < n$. After perhaps conjugating by an element of $K$, we may assume that $H \leq N$ and, without loss of generality, we may assume that
\[
H = \{n_k : k \in \mathbb{Z}^d\},
\]
where we identify $\mathbb{Z}^d$ as the first $d$ coordinates of $\mathbb{Z}^{n-1}$. With this convention we get that the truncated orbits and forward orbits are given explicitly by

$$H_m = \{n_k \in H : \|k\| \leq m\},$$

and

$$H_m^+ = \{n_k \in H : k \in \mathbb{Z}^d_{>0}, \|k\| \leq m\}.$$

If we attempt to prove (25) using the decay of matrix coefficients (given in Proposition 9) we need to replace $\|f\|_2$ on the right by some Sobolev norm, which will be too costly in the application. Instead, restricting our attention to spherical functions, we can use Proposition 8 to show that (25) is satisfied with some $\kappa > 0$ depending on the spectral gap.Explicitly, if the spectrum of $L^2(\Gamma \backslash G)$ contains complementary series $\pi_s$ with $s \in (\rho - \frac{d}{2}, \rho)$ then we get that $\kappa < \frac{\rho - s}{d}$ is bounded away from $1/2$, which is again an obstacle for solving the shrinking target problem. Instead, we prove the the following modified version of (25), treating the contribution of the exceptional spectrum separately.

**Theorem 15.** For any spherical $f \in L^2(\Gamma \backslash G)$ we have,

$$\|\beta^+_m f - \mu(f)\|_2 \leq \|f\|_2 \log(m) + \sum_{s_k \in (\rho - \frac{d}{2}, \rho)} \frac{|\langle f, \varphi_k \rangle|}{|H_m^+|^{1/2}} + \frac{|\langle f, \varphi_{k_0} \rangle| \log(m)}{|H_m^+|^{1/2}}$$

where the last term only appears if $s_{k_0} = \rho - d/2$ for some form $\varphi_{k_0}$, and the $\log(m)$ in the first term can be omitted if $d < 2\rho$.

**Proof.** Write $f = \langle f, 1 \rangle + \sum_k \langle f, \varphi_k \rangle \varphi_k + f_0$ with $f_0 \in L^2_{temp}(\Gamma \backslash G)$. Then

$$\|\beta^+_m f - \mu(f)\|_2 \leq \sum_k |\langle f, \varphi_k \rangle| \|\beta^+_m \varphi_k\|_2 + \|\beta^+_m f_0\|_2.$$

We first estimate

$$\|\beta^+_m f_0\|_2^2 = \frac{1}{|H_m^+|^2} \sum_{h, h' \in H_m^+} \langle \pi(h') f_0, \pi(h) f_0 \rangle$$

$$= \frac{1}{|H_m^+|^2} \sum_{h \in H_m^+} \sum_{h' \in H_m^+} \langle \pi(h^{-1} h') f_0, f_0 \rangle$$

$$= \frac{1}{|H_m^+|^2} \sum_{h' \in H_m^+} \langle \pi(h') f_0, f_0 \rangle \# \{h \in H_m^+ : h' h \in H_m^+\}$$

$$\leq \frac{1}{|H_m^+|} \sum_{h \in H_m} |\langle \pi(h) f_0, f_0 \rangle|.$$
Noting that $f_0$ is spherical and tempered and using Proposition 8 and Lemma 10 for $h = n_k$ with $\|k\| \geq 1$ gives
\[
|\langle \pi(h) f_0, f_0 \rangle| \ll \frac{\|f_0\|_2^2 \log(\|k\|)}{\|k\|^{2\rho}},
\]
and we can bound
\[
\sum_{h \in \mathcal{H}_m} |\langle \pi(h) f_0, f_0 \rangle| = \sum_{\|k\| < 1} \|f_0\|_2^2 + \sum_{1 \leq \|k\| \leq m} \frac{\|f_0\|_2^2 \log(\|k\|)}{\|k\|^{2\rho}}
\ll \|f\|_2^2 \left\{ \begin{array}{ll}
1 & d < 2\rho \\
\log^2(m) & d = 2\rho
\end{array} \right.
\]
so that
\[
\|\beta^+_m f_0\|_2 \ll \frac{\|f\|_2}{|\mathcal{H}_m|^{1/2}} \left\{ \begin{array}{ll}
1 & d < 2\rho \\
\log(m) & d = 2\rho
\end{array} \right.
\]
By the same argument for each of the exceptional forms $\varphi_k$ in $\pi_{s_k}$ we can bound
\[
\|\beta^+_m \varphi_k\|^2_2 \ll \frac{1}{|\mathcal{H}_m|} \left( 1 + \sum_{1 \leq \|k\| \leq m} \|k\|^{2(s_k-\rho)} \right) \ll \left\{ \begin{array}{ll}
m^{-d} & s_k < \frac{2\rho-d}{2} \\
\log(m)m^{-d} & s_k = \frac{2\rho-d}{2} \\
m^{s_k-\rho} & s_k > \frac{2\rho-d}{2}
\end{array} \right.
\]
and we get
\[
\|\beta^+_m f - \mu(f)\|_2 \ll \frac{\|f\|_2}{|\mathcal{H}_m|^{1/2}} + \sum_{s_k \geq \rho \cdot \frac{d}{2}} \|f, \varphi_k\| m^{s_k-\rho}
\]
where there is an extra $\log(m)$ multiplying the first term when $d = 2\rho$ and multiplying $m^{s_k-\rho}$ if $s_k = \rho - \frac{d}{2}$ for some $k$. \hfill \Box

When applying this to the shrinking target problem we take our test functions to be indicator functions of our shrinking sets. We now show that the result of Theorem 15 can replace (25) for studying spherical shrinking target problems. First, if our space is compact, or more generally if our shrinking sets are contained in a compact region $\Omega$ of our space, we can bound $|\langle f, \varphi_k \rangle| \leq \|f\|_1 \|\varphi_k\|_{\infty} \ll_{\Omega} \|f\|_1$. We thus get

**Corollary 16.** Fix a compact set $\Omega \subset \Gamma \backslash G$. For any spherical set $B \subseteq \Omega$ if $f = \chi_B$ then for $d \leq 2\rho$
\[
\|\beta^+_m f - \mu(f)\|_2 \ll_{\Omega} \sqrt{\mu(B)} \log(m) + \mu(B) \frac{|\mathcal{H}_m|^{1/2}}{|\mathcal{H}_m|^{1/2}},
\]
where $\delta > 0$ depends $d$ and on the spectral gap for $\Gamma \backslash G$, and the $\log(m)$ in the first term is only needed when $d = 2\rho$. 

We are also interested in cases where our shrinking sets go far out into the cusps, in which case this result can not be applied. To handle these cases we recall that the exceptional forms $\varphi_k$ are in $L^p(\Gamma \setminus G)$ for any $1 < p < \frac{2\rho}{\rho - s_k}$. Taking $q = \frac{p}{p - 1}$ we get that $|\langle f, \varphi_k \rangle| \ll \|f\|_q$, for all $q > \frac{2\rho}{\rho + s_k}$. Using this bound together with Theorem 15 gives

**Corollary 17.** For any spherical set $B \subseteq \Gamma \setminus G$, for $f = \chi_B$ we have for any $d \leq 2\rho$

$$\|\beta_m^+ f - \mu(f)\|_2 \ll \epsilon \frac{\sqrt{\mu(B)} \log(m)}{H_m^+} + \sum_{s_k > \frac{d}{2}} \frac{\mu(B)\mu(B)^{\frac{p + s_k - 2p}{2p}}}{|H_m^+|^2 |H_m^+|^2} \log(m) \mu(B)^{1 - \frac{d + 2\rho}{4p}},$$

where the $\log(m)$ in the first term is only needed when $d = 2\rho$ and the last term only exists if $s_k = \rho - \frac{d}{2}$ for some residual form $\varphi_k$.

**4.2. Diagonalizable action.** Next we consider the case of diagonalizable actions. Here the $\mathbb{Z}$ action is given by a diagonalizable group $H = \{g_m\}_{m \in \mathbb{Z}}$. It is not hard to see that the argument we used for the unipotent action works just as well for diagonalizable actions. Moreover, for diagonalizable actions the exponential decay of correlation can be used to obtain a similar mean ergodic theorem also for non-spherical smooth test functions. In this case, the bound on the right hand side will depend on Sobolev norms, but only logarithmically which is harmless for most applications.

**Theorem 18.** For $H = \{g_m\}_{m \in \mathbb{Z}}$ diagonalizable, for $f \in L^2(\Gamma \setminus G)$ spherical we have

$$\|\beta_m^+ f - \mu(f)\|_2 \ll \frac{\|f\|_2^2}{m},$$

while for any smooth $f \in L^2(\Gamma \setminus G) \cap C^\infty(\Gamma \setminus G)$ we have,

$$\|\beta_m^+ f - \mu(f)\|_2 \ll \frac{\|f\|_2^2 \log(S(f))}{m},$$

where $S(f) = S_{l,2}(f)$ denotes the Sobolev norm from proposition 9 and the implied constant depends on the spectral gap and the group $H$.

**Proof.** Writing $f_0 = f - \mu(f)$ and using the same argument as in the proof of Theorem 15 we get

$$\|\beta_m^+(f_0)\|_2^2 \leq \frac{1}{m} \sum_{0 < k, k' \leq m} |\langle \pi(g_k)f_0, \pi(g_{k'}f_0) \rangle| \leq \frac{1}{m} \sum_{|k| \leq m} |\langle \pi(g_k)f_0, f_0 \rangle|$$

First, when $f$ is spherical, so is $f_0$ in which case by Proposiition 8 and Lemma 11 we can bound

$$|\langle \pi(g_k)f_0, f_0 \rangle| \ll \|f\|_2^2 e^{-\alpha k},$$
with $\alpha > 0$ depending on the spectral gap and $c > 0$ from Lemma 11. Plugging this bound back gives
\[
\|\beta_m^+(f_0)\|_2^2 \ll \frac{\|f\|_2^2}{m} \sum_{|k| \leq m} e^{-c\alpha k} \ll \frac{\|f\|_2^2}{m},
\]
as claimed.

Next for a non-spherical smooth function, $f$, fix a parameter $1 \leq M \leq m$ (to be determined later). For any $|k| \leq M$ bound $|\langle \pi(g_k)f_0, f_0 \rangle| \leq \|f\|_2^2$ while for $|k| \geq M$, use Proposition 9 and Lemma 11 to bound
\[
|\langle \pi(g_k)f_0, f_0 \rangle| \ll S(f)^2 e^{-\alpha c k},
\]
to get
\[
\|\beta_m^+(f_0)\|_2^2 \ll \frac{M}{m} \|f\|_2^2 + \frac{S(f)^2}{m} \sum_{M \leq |k| \leq m} e^{-\alpha c k}
\ll \frac{1}{m} (M \|f\|_2^2 + S(f)^2 e^{-\alpha c M})
\]
Taking $M = \frac{2}{\alpha c} \log(\frac{S(f)}{\|f\|_2})$ we get that for all $m \geq 1$
\[
\|\beta_m^+(f_0)\|_2^2 \ll \frac{\log(\frac{S(f)}{\|f\|_2}) \|f\|_2^2}{m}
\]
as claimed. \qed

5. Application to shrinking targets

We now combine the general results from section 3 and use the effective mean ergodic theorem to get results about shrinking targets for unipotent $\mathbb{Z}^d$-actions and diagonalizable $\mathbb{Z}$-actions.

We first set up our notation that will be fixed throughout this section. Here $H \leq G$ is either a discrete unipotent subgroup of rank $1 \leq d < n$, that, without loss of generality we assume is given by (26) or a one parameter discrete diagonalizable group $H = \{g_k\}_{k \in \mathbb{Z}}$ (in which case $h_k = g_k$). In either case we let $H_m$ and $H_m^+$ denote the truncated orbit and forward orbit given in (27), (28) respectively.

5.1. Orbits hitting along a subsequence. The following is a more general version of the second part of Theorem 1 for multi-parameter unipotent actions.

**Proposition 19.** Let $H \cong \mathbb{Z}^d$ be unipotent and $\{B_m\}_{m \in \mathbb{N}}$ spherical shrinking targets. For $d < 2\rho$, if the sequence $\{m^d \mu(B_m)\}_{m \in \mathbb{N}}$ is unbounded then there is a subsequence $m_j$ such that \( \lim_{j \to \infty} \frac{|x H_{m_j} \cap B_{m_j}|}{|H_{m_j}^+ \mu(B_{m_j})|} = 1 \) for a.e. $x \in \mathcal{X}$. For $d = 2\rho$ this holds if we
assume that \( \{m^d - \eta \mu(B_m)\}_{m \in \mathbb{N}} \) is unbounded for some \( \eta > 0 \) or if \( B_1 \) is precompact and \( \frac{\mu(B_m)m^d}{(\log m)^2} \) is unbounded.

Proof. For any \( m \in \mathbb{N} \) let \( f_m = \frac{\chi_{B_m}}{\mu(B_m)} \) and note that \( \beta^+_m f_m(x) = \frac{|\chi_{H_m \cap B_m}|}{|B_m|\mu(B_m)} \). When \( d < 2\rho \) by Corollary 17 we have

\[
\|\beta^+_m f_m - 1\| \leq \frac{1}{\sqrt{\mu(B_m)m^d}} + \sum_{s_k > \rho - \frac{d}{4}} \frac{1}{\mu(B_m)} \frac{1}{m^{\rho - s_k}} + \frac{\log(m)}{\mu(B_m)} \frac{m^d}{2d\rho m^d/2}.
\]

For each \( s_k \) we can rewrite

\[
\frac{1}{\mu(B_m)} \frac{1}{m^{\rho - s_k}} = \frac{1}{[\mu(B_m)m^d]^{\frac{d-s_k}{2d}}}.
\]

Since \( d < 2\rho \) we can take \( \epsilon \) sufficiently small so that \( \epsilon < \frac{2\rho - d}{4} \) and that \( s_k \leq \rho(1 - \frac{2\rho}{2\rho - d}) \), implying that \( \frac{d-s_k}{2d} > 0 \). Hence

\[
\frac{1}{\mu(B_m)} \frac{1}{m^{\rho - s_k}} \leq \frac{1}{[\mu(B_m)m^d]^{\frac{d-s_k}{2d}}},
\]

and

\[
\frac{\log(m)}{\mu(B_m)} \frac{m^d}{2d\rho m^d/2} \leq \frac{1}{\mu(B_m)m^d} \frac{\log(m)}{m^{\frac{d-s_k}{2d}}} \leq \frac{1}{[\mu(B_m)m^d]^{\frac{d-s_k}{2d}}}.
\]

In particular, for a subsequence with \( m^d \mu(B_m) \to \infty \) we have \( \|\beta^+_m f_m - 1\| \to 0 \), and , after perhaps taking another subsequence, we get that \( \lim_{j \to \infty} \beta^+_m f_m(x) = 1 \) for a.e. \( x \in \mathcal{X} \).

When \( d = 2\rho \) the main problem comes from the exceptional terms. In this case

\[
\frac{1}{\mu(B_m)} \frac{1}{m^{\rho - s_k}} = \frac{m^d}{[\mu(B_m)m^d]^{\frac{d-s_k}{2d}}}.
\]

In order to show that these terms go to zero we need to assume that \( m^d \mu(B_m) \gg m^n \) for some \( \eta > 0 \). This assumption will also take care of the extra \( \log(m) \) terms and the proof follows as above.

Alternatively, if \( \Omega = B_1 \) is compact, we can use Corollary 16 to get

\[
\|\beta^+_m f_m - 1\|_2 \ll_{\Omega} \frac{\log(m)}{\sqrt{\mu(B)m^d}} + \frac{1}{m^{d\delta}}.
\]

Assuming that \( \frac{\mu(B_m)m^d}{(\log m)^2} \) is unbounded we get that \( \|\beta^+_m f_m - 1\|_2 \to 0 \) for some subsequence and the result follows as before. \( \square \)

When \( H \) is diagonalizable the same argument using Theorem 18 instead of Theorem 15 gives
Proposition 20. For $H = \{g_m\}_{m \in \mathbb{Z}}$ diagonalizable and $\{B_m\}_{m \in \mathbb{N}}$ spherical shrinking targets, if the sequence $\{m\mu(B_m)\}_{m \in \mathbb{N}}$ is unbounded then there is a subsequence $m_j$ such that $\lim_{j \to \infty} \frac{\mu(x_{H^{m_j} \cap B_m})}{\mu(B_m)} = 1$ for a.e. $x \in \mathcal{X}$.

5.2. Orbits eventually always hitting. Next we consider general version of Theorem 2 for multi-parameter unipotent actions and one parameter diagonalizable actions. Recalling Lemma 13 and Lemma 14 we see that such a result will follow from effective estimates of the measures of $C_{m, \lambda B_m}$. For these we show

Lemma 21. Let $B \subseteq \mathcal{X}$ be spherical and let $f = \chi_B$. For $H \cong \mathbb{Z}^d$ unipotent with $d < 2\rho$ we have

$$\mu(C_{m,f}) \ll \frac{1}{\mu(B)\lvert H^+_m \rvert} + \sum_{s_k > \rho - \frac{d}{2}} \frac{1}{\mu(B)\lvert H^+_m \rvert^{1 - \frac{d}{2\rho} + \epsilon}} \frac{\mu(m,f)}{\lvert H^+_m \rvert^{1 - \frac{d}{2\rho} + \epsilon}}$$

and for $d = 2\rho$

$$\mu(C_{m,f}) \ll \frac{\log^2(m)}{\mu(B)\lvert H^+_m \rvert} + \sum_{s_k} \frac{1}{\mu(B)\lvert H^+_m \rvert^{1 - \frac{d}{2\rho} + \epsilon}}.$$

If $B$ is contained in some compact set $\Omega$ then

$$\mu(C_{m,f}) \ll \frac{1}{\lvert H^+_m \rvert^d} + \left\{ \begin{array}{ll}
\frac{1}{\mu(B)\lvert H^+_m \rvert} & d < 2\rho \\
\frac{\log^2(m)}{\mu(B)\lvert H^+_m \rvert} & d = 2\rho
\end{array} \right..$$

Proof. Since for any $x \in C_{m,f}$ we have that $\lvert \beta_{m,f}^+(x) - \mu(B) \rvert \geq \frac{\mu(B)}{2}$, we can bound $\lVert \beta_{m,f}^+(x) - \mu(B) \rVert^2 \geq \frac{1}{4}\mu(C_{m,f})\mu(B)^2$.

On the other hand by Corollary 17 we have

$$\lVert \beta_{m,f}^+(x) - \mu(B) \rVert^2 \ll \frac{\mu(B)\frac{\rho + s_k - \epsilon}{d}}{H^S_{m, f} + \rho}\frac{\mu(B)\log^2(m)}{\lvert H^+_m \rvert} + \frac{\log^2(m)\mu(B)^2 - \frac{\rho}{2}}{\mu(B)\lvert H^+_m \rvert},$$

where the $\log(m)$ in the second to last term is only needed when $d = 2\rho$, in which case the last term does not exist. In particular, when $d < 2\rho$ the last term is dominated by the second to last term so that

$$\mu(C_{m,f}) \ll \sum_{s_k > \rho - \frac{d}{2}} \frac{1}{\mu(B)\lvert H^+_m \rvert^{1 - \frac{d}{2\rho} + \epsilon}} \frac{\mu(m,f)}{\lvert H^+_m \rvert^{1 - \frac{d}{2\rho} + \epsilon}},$$

and when $d = 2\rho$

$$\mu(C_{m,f}) \ll \sum_{s_k > \rho - \frac{d}{2}} \frac{1}{\mu(B)\lvert H^+_m \rvert^{1 - \frac{d}{2\rho} + \epsilon}} \frac{\mu(m,f)}{\lvert H^+_m \rvert^{1 - \frac{d}{2\rho} + \epsilon}}.$$
Finally, if we assume that $B$ is contained in a compact set $\Omega$, using Corollary 16 instead of Corollary 17 gives
\[
\mu(C_{m,f}) \ll \Omega \frac{1}{|H_m^+|^s} + \frac{\log^2(m)}{\mu(B_m)|H_m^+|},
\]
where the $\log(m)$ term can be removed if $d < 2\rho$.

Using this estimate we get the following

**Theorem 22.** Let $H \cong \mathbb{Z}^d$ be unipotent and $\{B_m\}_{m \in \mathbb{N}}$ spherical shrinking targets. For $d < 2\rho$, if
\[
\sum_{j=0}^{\infty} \frac{1}{2^j \mu(B_{2j})} < \infty,
\]
then $A_{ah}(B)$ is of full measure. If we further assume that $\mu(B_{2j}) \ll \mu(B_{2j+1})$ then for a.e. $x \in \mathcal{X}$ for all $m$ sufficiently large $\frac{\text{vol}H_m^+ \cap B_m}{|H_m|} \ll \mu(B_m)$. For $d = 2\rho$ the same holds if we replace the assumption (32) by the stronger assumption that $m^d \mu(B_m) \gg \eta^j$ for some $\eta > 0$, or by the assumption that $B_1$ is pre-compact and
\[
\sum_{j=0}^{\infty} \frac{j^2}{2^j \mu(B_{2j})} < \infty.
\]

**Proof.** Let $f_m = \chi_{B_m}$ and let $b_m = m^d \mu(B_m)$. From Lemma 21 we have that
\[
\mu(C_{2j\pm1, f_{2j}}) \ll \frac{1}{b_{2j}} + \sum_{s_k > 0} \frac{1}{(b_{2j})^{1 - \frac{k}{d} + \epsilon 2^j d(\frac{d}{\rho} - 1)(1 - \frac{k}{d}) - \epsilon}}.
\]

The assumption that $\sum_j \frac{1}{b_{2j}} < \infty$ implies that $b_{2j} \to \infty$, so in particular $b_{2j} \geq 1$ for $j$ sufficiently large. Taking $\epsilon$ sufficiently small so that $d[(\frac{d}{\rho} - 1)(1 - \frac{k}{d}) - \epsilon] \geq \delta > 0$ for all $s_k$, we can bound
\[
\frac{1}{(b_{2j})^{1 - \frac{k}{d} + \epsilon 2^j d(\frac{d}{\rho} - 1)(1 - \frac{k}{d}) - \epsilon}} \ll \frac{1}{2^{2j}},
\]

implying that
\[
\sum_j \mu(C_{2j\pm1, f_{2j}}) \ll \sum_j \left( \frac{1}{2^{2j}} + \frac{1}{b_{2j}} \right) < \infty.
\]

Since $\mu(C_{2j\pm1, B_{2j}}) \leq \mu(C_{2j\pm1, f_{2j}})$ the results follow from Lemma 13 and Lemma 14 respectively.

Next, when $d = 2\rho$ we have the weaker bound
\[
\mu(C_{2j\pm1, f_{2j}}) \ll \frac{j^2}{b_{2j}} + \sum_{s_k} \frac{1}{(b_{2j})^{1 - \frac{k}{d} + \epsilon}} \ll \frac{j^2}{b_{2j}} + \frac{1}{(b_{2j})^3},
\]
where $\delta > 0$ is sufficiently small so that $1 - \frac{2m}{\rho} > \delta$ for all exceptional terms. In particular, if we assume that $b_m \gg m^\eta$ for some $\eta > 0$ then $\sum_j \mu(C_{2j^\pm, B_{2j}}) < \infty$ and the result follows as before. Alternatively, if $B_1$ is pre-compact, we can use the bound

$$\mu(C_{2j^\pm, B_{2j}}) \ll \frac{j^2}{b_{2j}} + \frac{1}{2\delta j}$$

so $\mu(C_{2j^\pm, B_{2j}})$ is summable when $\frac{j^2}{b_{2j}}$ is summable.

When $H$ is diagonalizable we get a similar result also for non-spherical sets. In this case we have the following Lemma.

**Lemma 23.** When $H$ is diagonalizable, for any spherical $f \in L^2(\Gamma \setminus G)$ we have

$$\mu(C_{m,f}) \ll \frac{\|f\|_2^2}{m\|f\|^2}$$

and for smooth $f \in L^2(\Gamma \setminus G)$

$$\mu(C_{m,f}) \ll \frac{\log(S(f)/\|f\|_2^2)}{m\|f\|^2}$$

**Proof.** As before for any $x \in C_{m,f}$ we have that $|\beta_m^+(f)(x) - \mu(f)| > \frac{\mu(f)}{2}$ so we can bound

$$\|\beta_m^+(f) - \mu(f)\|_2^2 \geq \frac{1}{4}\mu(C_{m,B})\|\mu(f)\|^2.$$  

Now use Theorem 18 to bound

$$\|\beta_m^+(f) - \mu(f)\|_2^2 \ll \frac{\|f\|_2^2}{m},$$

for spherical $f$ and

$$\|\beta_m^+(f) - \mu(f)\|_2^2 \ll \frac{\log(S(f)/\|f\|_2^2)}{m},$$

when $f$ is non-spherical but smooth.\qed

**Proposition 24.** For $H = \{g_m\}_{m \in \mathbb{N}}$ diagonalizable and $B = \{B_m\}_{m \in \mathbb{N}} \subseteq \Gamma \setminus G$ a family of shrinking targets. If the shrinking targets are spherical then (6) implies that $\mu(A_{\text{ah}}(B)) = 1$ and further assuming (7), implies that for a.e. $x \in \mathcal{X}$ for all $m$ sufficiently large $\frac{|xH_m \cap B_m|}{|H_m|} \approx \mu(B_m)$. For non-spherical regular shrinking targets, the same conclusion holds after replacing (6) by (10).

**Proof.** For spherical shrinking targets using Lemma 23 for $f_m = \chi_{B_m}$ we get that

$$\mu(C_{m',f_m}) \leq \mu(C_{m',f_m}) \ll \frac{1}{m\mu(B_m)},$$

and the proof follows as in the unipotent case.

Next, assuming the sets are regular let $0 \leq f_m^- \leq \chi_{B_m} \leq f_m^+ \leq 1$ approximate $B_m$ with $\mu(B_m) \approx \mu(f_m^\pm)$ and $S(f_m^\pm) \ll \mu(B_m)^{-\alpha}$. Applying Lemma 23 for $f_m^\pm$ we get that $\mu(C_{m',f_m^\pm}) \ll \frac{1}{m\mu(B_m)}$ and since $C_{m',B_m} \subseteq C_{m',f_m}$ we also have that
\[ \mu(C_{m',B_m}^a) \ll \frac{\log(\mu(B_m))}{m \mu(B_m)}. \] In particular, (10) implies that \( \sum_j \mu(C_{2j+1,B_{2j}}^a) < \infty \) and Lemma 13 implies that \( A_{ah}(B) \) is of full measure.

Finally, assuming (7) we get that \( \mu(f_{2j}^+) \ll \mu(B_{2j}) \ll \mu(B_{2j+1}) \ll \mu(f_{2j+1}^+) \), and using Lemma 14 we get that (10) implies \( \beta_m^+(f_m^+) \approx \mu(f_m^+) \approx \mu(B_m) \) for a.e. \( x \).

Since for all \( x \in \mathcal{X} \)
\[
\beta_m^+(f_m^+) \leq \frac{|xH_m^+ \cap B_m|}{|H_m^+|} \leq \beta_m^+(f_m^+)(x),
\]
this concludes the proof. \( \square \)

Remark 33. We note that in order to show that \( A_{ah}(B) \) is of full measure we only used the approximation \( 0 \leq f^- \leq \chi_B \). It is thus enough to assume that all sets are \((c,\alpha)\)-inner regular, where a set \( B \) is \((c,\alpha)\)-inner regular if there is a smooth function \( f \in C^\infty(\Gamma \setminus \Gamma) \) satisfying that \( 0 \leq f \leq \chi_B \) with \( \mu(B) \leq c \mu(f) \) and \( S(f) \leq \mu(B)^\alpha \).

5.3. Quasi-Independence. The method used above relying on the effective mean ergodic theorem gives very strong results, however, it has the shortcoming that it only applies if the sequence \( \{m \mu(B_m)\}_{m \in \mathbb{N}} \) is bounded. For sequences with \( \{m \mu(B_m)\}_{m \in \mathbb{N}} \) bounded (and \( \sum_m \mu(B_m) = \infty \)) we need to take a different approach using the more standard notion of quasi-independence.

The main ingredient is the following result going back to Schmidt. Let \( \mathcal{F} = \{f_m\}_{m \in \mathbb{N}} \) denote a sequence of functions on the probability space \( (\mathcal{X},\mu) \) taking values in \([0,1]\). For \( M \in \mathbb{N} \) let \( E_M^\mathcal{F} = \sum_{m \leq M} \mu(f_m) \) and \( S_M^\mathcal{F}(x) = \sum_{m \leq M} f_m(x) \). We also let
\[
R_{m,m'}^\mathcal{F} = \mu(f_m f_{m'}) - \mu(f_m) \mu(f_{m'}). 
\]

Proposition 25. ([KM99, Lemma 2.6])
Assuming that for some constant \( C > 0 \), for all \( M, N \in \mathbb{N} \)
\[
| \sum_{m,m' = M}^N R_{m,m'}^\mathcal{F} | \leq C \sum_{m = M}^N \mu(f_m),
\]
then for a.e. \( x \in \mathcal{X} \) for any \( \epsilon > 0 \)
\[
S_M^\mathcal{F}(x) = E_M^\mathcal{F} + O_\epsilon \left( \sqrt{E_M^\mathcal{F} \log 2^{-1+\epsilon}(E_M^\mathcal{F})} \right).
\]

In particular, given a one parameter group, \( \{g_m\}_{m \in \mathbb{Z}} \), and a sequence of spherical sets, \( \{B_m\}_{m \in \mathbb{N}} \), consider the functions \( f_m(x) = \chi_{B_m}(xg_m) \) so that \( S_M^\mathcal{F}(x) = \# \{m \leq M : xg_m \in B_m\} \), and hence the condition (34) implies that \( \{m : xg_m \in B_m\} \) is unbounded for a.e. \( x \) whenever \( \sum_m \mu(B_m) = \infty \) (and moreover (5) holds).

We will show that the condition (34) holds for any sequence of spherical shrinking targets with \( m \mu(B_m) \) bounded, thus handling all the missing cases not covered by the effective mean ergodic theorem.
Proposition 26. Let $G = \text{Isom}(\mathbb{H}^n)$ with $n \geq 3$ and $\Gamma \backslash G$ a lattice. Let $\{B_m\}_{m \in \mathbb{N}}$ denote a sequence of spherical shrinking targets in $X = \Gamma \backslash G$ and assume that $m \mu(B_m)$ is uniformly bounded. Let $\{g_m\}_{m \in \mathbb{Z}}$ be an unbounded one parameter group, let $F = \{f_m\}_{m \in \mathbb{N}}$ with $f_m(x) = \chi_{B_m}(xg_m)$. Then there is some $C > 0$ such that for all $N > M \geq 1$

$$\sum_{m, m' = M}^{N} R_{m, m'}^F \leq C \sum_{m = M}^{N} \mu(f_m).$$

Proof. Using the spectral decomposition we can write

$$\chi_{B_m} = \mu(B_m) + \sum_{k} \langle \chi_{B_m}, \varphi_k \rangle \varphi_k + f_m^0,$$

with $f_m^0 \in L_{\text{temp}}^2(\Gamma \backslash G)$, and hence, for any $m, m'$ we have

$$\langle \pi(g_m)\chi_{B_m}, \pi(g_{m'})\chi_{B_{m'}} \rangle = \langle \pi(g_{m-m'})\chi_{B_m}, \chi_{B_{m'}} \rangle = \mu(B_m)\mu(B_{m'}) + \sum_{k} \langle \chi_{B_m}, \varphi_k \rangle \langle \chi_{B_{m'}}, \varphi_k \rangle \langle \pi(g_{m-m'})\varphi_k, \varphi_k \rangle + \langle \pi(g_{m-m'})f_m^0, f_{m'}^0 \rangle.$$

We first consider the case of a unipotent group. In this case, after conjugating by some element of $K$, we may assume that $g_m = n_{mx}$ for some fixed $x \in \mathbb{R}^{n-1}$. Using decay of matrix coefficients from Proposition 8 (together with Lemma 10), we can bound for any $m, m'$ with $l = |m - m'| \geq 1$

$$|R_{m, m'}^F| \ll \sum_{k} \frac{|\langle \chi_{B_m}, \varphi_k \rangle \langle \chi_{B_{m'}}, \varphi_k \rangle|}{l^{2(\rho - s_k)}} + \frac{\|f_m^0\|_2 \|f_{m'}^0\|_2 \log(l)}{l^{2\rho}} \ll \epsilon \sum_{k} \frac{\mu(B_m)^{\frac{p + s_k}{2p}} \mu(B_{m'})^{\frac{p + s_k}{2p}} - \epsilon}{l^{2(\rho - s_k)}} + \frac{\sqrt{\mu(B_m)\mu(B_{m'})\log(l)}}{l^{2\rho}}$$

where we used Hölder inequality to bound $|\langle \chi_{B_m}, \varphi_k \rangle| \leq \|\varphi_k\|_{p_k} \|\chi_{B_m}\|_{q_k}$, with $p_k = (\frac{\rho - s_k}{2\rho} + \epsilon)^{-1}$ and $q_k = (\frac{p + s_k}{2p} - \epsilon)^{-1}$.

Since $R_{m, m'}^F = R_{m', m}^F$ and $|R_{m, m'}^F| \leq \mu(B_m)$ we have

$$\sum_{m, m' = M}^{N} |R_{m, m'}^F| = \sum_{m = M}^{N} |R_{m, m}^F| + 2 \sum_{l=1}^{N-M} \sum_{m=M}^{N} |R_{m, m+l}^F| \leq \sum_{m = M}^{N} \mu(B_m) + 2 \sum_{l=1}^{\infty} \sum_{m=M}^{N} |R_{m, m+l}^F|.$$
To bound the second sum for each of the exceptional $s_k \in (0, \rho)$ we can bound

$$\mu(B_m)^{\frac{s_k}{2}\rho^{-\epsilon}} \mu(B_m')^{\frac{s_k}{2}\rho^{-\epsilon}} \leq \mu(B_m)\mu(B_l)^{s_k/\rho - 2\epsilon},$$

where we used that $\mu(B_{m+1}) \leq \mu(B_m)$ and also $\mu(B_{m+1}) \leq \mu(B_l)$, and similarly bound

$$\sqrt{\mu(B_m)\mu(B_m')} \leq \mu(B_m)$$

to get that

$$\sum_{m,m'=M}^{N} |R_{m,m'}^F| \ll \epsilon \left(1 + \sum_{l=1}^{\infty} \frac{\log(l)}{l^{2\rho}} + \sum_{0<s_k<\rho} \sum_{l=1}^{\infty} \frac{\mu(B_l)^{s_k/\rho - 2\epsilon}}{l^{2(\rho-s_k)}} \right) \sum_{m=M}^{M} \mu(B_m)$$

Since $2\rho = n - 1$ the series $\sum_{l=1}^{\infty} \frac{\log(l)}{l^{2\rho}}$ converges for $n \geq 3$. For the exceptional terms, let $\delta_k = \rho - s_k > 0$ and let $\delta = \min_k \delta_k > 0$ denote the spectral gap. Then, since $l\mu(B_l)$ is uniformly bounded, we can bound

$$\sum_{l=1}^{\infty} \frac{\mu(B_l)^{s_k/\rho - 2\epsilon}}{l^{2(\rho-s_k)}} \ll \sum_{l=1}^{\infty} \frac{1}{l^{1+\delta_k(2-\rho^{-1})-2\epsilon}}$$

Now, since $\rho = \frac{n-1}{2} \geq 1$ we get that $\delta_k(2-\rho^{-1}) \geq \delta_k \geq \delta$ and we can take $\epsilon > 0$ sufficiently small so that $\delta - 2\epsilon > \delta/2$ so the series

$$\sum_{l=1}^{\infty} \frac{1}{l^{1+\delta/2}}$$

also converges implying that

$$\sum_{m,m'=M}^{N} |R_{m,m'}^F| \ll \sum_{m=M}^{M} \mu(B_m)$$

where the implied constant is independent of $M, N$.

Next we consider the easier case of $\{g_m\}_{m \in \mathbb{Z}}$ diagonalizable. Using Proposition 8 with Lemma 11 for diagonalizable flows we get that for $|m - m'| = l \geq 1$

$$|R_{m,m'}^F| \ll \sqrt{\mu(B_m)\mu(B_m')} e^{-c\alpha l}$$

Hence, as before

$$\sum_{m,m'=M}^{N} |R_{m,m'}^F| = \sum_{m=M}^{N} |R_{m,m'}^F| + 2 \sum_{l=1}^{N-M} \sum_{m=M}^{N} |R_{m,m+l}^F|$$

$$\ll \sum_{l=0}^{\infty} e^{-c\alpha l} \sum_{m=M}^{N} \sqrt{\mu(B_m)\mu(B_{m+l})}$$

$$\ll \sum_{m=M}^{N} \mu(B_m)$$

□
Remark 35. For the case of a diagonalizable flow, the proof works also for \( n = 2 \), and the assumption that \( \{m \mu(B_m)\}_{m \in \mathbb{N}} \) is bounded is not needed.

5.4. Proof of main theorems. The proof of Theorems 1, 2, and 4 follow from the above results as follows.

Proof of Theorem 1. Let \( \{g_m\}_{m \in \mathbb{N}} \) denote an unbounded one parameter subgroup of \( G = \text{Isom}(\mathbb{H}^n) \) with \( n \geq 3 \) and \( \{B_m\}_{m \in \mathbb{N}} \) a family of spherical shrinking targets.

If \( \sum_m \mu(B_m) < \infty \) then by the easy half of the Borel Cantelli lemma, \( \{m : xg_m \in B_m\} \) is finite for a.e. \( x \in \mathcal{X} \) so that indeed \( \mu(A_h(B)) = 0 \).

If \( \sum_m \mu(B_m) = \infty \) and \( \{m \mu(B_m)\}_{m \in \mathbb{N}} \) is uniformly bounded, then Proposition 26 and 25 imply that for a.e. \( x \in \mathcal{X} \)

\[
\lim_{M \to \infty} \frac{\#\{0 \leq m \leq M : xg_m \in B_m\}}{\sum_{m \leq M} \mu(B_m)} = 1.
\]

and in particular, for a.e. \( x \) the set \( \{m : xg_m \in B_m\} \) is unbounded so \( \mu(A_h(B)) = 1 \).

Finally, if the sequence \( \{m \mu(B_m)\}_{m \in \mathbb{N}} \) is unbounded, use Proposition 19 with \( d = 1 \) (for \( \{g_m\}_{m \in \mathbb{Z}} \) unipotent) and Proposition 20 (if it is diagonalizable) to get that there is a subsequence \( m_j \to \infty \) with \( j \mu(B_{m_j}) \to \infty \) such that for a.e. \( x \)

\[
\lim_{j \to \infty} \frac{\#\{0 \leq m \leq m_j : xg_m \in B_m\}}{m_j \mu(B_{m_j})} = 1.
\]

In particular, since

\[
\#\{0 \leq m \leq m_j : xg_m \in B_m\} \geq \#\{0 \leq m \leq m_j : xg_m \in B_{m_j}\} \gg m_j \mu(B_{m_j})
\]

the set \( \{m \geq 0 : xg_m \in B_m\} \) is unbounded for a.e. \( x \in \mathcal{X} \), so again \( \mu(A_h(B)) = 1 \). \( \square \)

Proof of Theorem 2. Let \( B = \{B_m\}_{m \in \mathbb{N}} \) denote a sequence of spherical shrinking targets and \( \{g_m\}_{m \in \mathbb{Z}} < G \) an unbounded one parameter group, so \( \{g_m\}_{m \in \mathbb{Z}} \) is either unipotent or diagonalizable. For the unipotent case the result follows from Theorem 22 with \( d = 1 \) and for the diagonalizable case from the first part of Proposition 20. \( \square \)

Proof of Theorem 4. Follows from the second part of Proposition 20. \( \square \)

6. Logarithm laws

We now apply our general results on shrinking targets to prove logarithm laws for penetration depth.

Proof of Theorem 5. Let \( \{g_m\}_{m \in \mathbb{N}} \) denote an unbounded one parameter group (then it is either unipotent or diagonalizable). Fix \( \epsilon > 0 \) and let \( r_m^\pm = m^{-\frac{\epsilon}{2\pi}} \) so that \( \mu(B_{r_m^+}(x_0)) = \frac{1}{m^{2\pi}} \).

First, since \( \sum_m \mu(B_{r_m^+}(x_0)) < \infty \), then for a.e. \( x \in \mathcal{X} \) the set \( \{m : xg_m \in B_{r_m^+}(x_0)\} \) is bounded, so \( d(xg_m, x_0) > r_m^+ \) for all sufficiently large \( m \). Now, unless \( x \) is in the orbit of \( x_0 \) (which is a null set) the condition that \( d(xg_m, x_0) > r_m^+ \) for all sufficiently large \( m \) implies that also \( d_m(x, x_0) > r_m^+ \) for all sufficiently large \( m \). Indeed, otherwise
there is a sequence \( m_j \to \infty \) and \( k_j \leq m_j \) with \( d(xg_{k_j}, x_0) \leq r_{m_j}^+ \), so \( k_j \to \infty \) and \( d(xg_{k_j}, x_0) \leq r_{k_j}^+ \), in contradiction. Now, the condition that \( d_m(x, x_0) > r_m^+ \) for all sufficiently large \( m \) implies that \( \frac{-\log(d_m(x,x_0))}{\log(m)} < \frac{1+\epsilon}{n} \) for all sufficiently large \( m \) and hence

\[
\lim_{m \to \infty} \frac{-\log(d_m(x,x_0))}{\log(m)} < \frac{1+2\epsilon}{n}.
\]

Next, by Corollary 3 we get that for a.e. \( x \in \mathcal{X} \) for all sufficiently large \( m \), \( \# \{ xg_k : k \leq m \} \asymp m \mu(B_{r_m^-}) = m^\epsilon \). Hence in particular, for a.e. \( x \in \mathcal{X} \) we have that \( d_m(x,x_0) < r_m^- \) for all sufficiently large \( m \) implying that

\[
\lim_{m \to \infty} \frac{-\log(d_m(x,x_0))}{\log(m)} \geq \frac{1-2\epsilon}{n}.
\]

We thus showed that for a.e. \( x \in \mathcal{X} \)

\[
\frac{1-\epsilon}{n} \leq \lim_{m \to \infty} \frac{-\log(d_m(x,x_0))}{\log(m)} \leq \lim_{m \to \infty} \frac{-\log(d_m(x,x_0))}{\log(m)} \leq \frac{1+\epsilon}{n},
\]

and since this holds for any \( \epsilon > 0 \) we have \( \lim_{m \to \infty} \frac{-\log(d_m(x,x_0))}{\log(m)} = \frac{1}{n} \) as claimed.

The proof for the cusp neighborhoods are analogous where we use the cusp neighborhoods \( B_{r_m^+}(\infty) \) with \( r_m^+ = \frac{\log(m)^{(1+\epsilon)}}{n-1} \) instead of the shrinking balls. \( \square \)

**Remark 36.** When \( \{g_m\}_{m \in \mathbb{N}} \) is diagonalizable we can also consider non \( K \)-invariant distance functions. Since the corresponding norm balls and cusp neighborhoods are still regular we can use Theorem 4 instead of Theorem 2 to get the same result.

**Proof of corollary 6.** By [GP10, Proposition 11]) we have that

\[
\lim_{r \to 0} \frac{\log(\tau_r(x;x_0))}{-\log r} = (\lim_{m \to \infty} \frac{-\log(d_m(x,x_0))}{\log(m)})^{-1}
\]

while an obvious modification of their argument gives

\[
\lim_{r \to \infty} \frac{\log(\tau_r(x;\infty))}{r} = (\lim_{m \to \infty} \frac{(d_m(x,x_0))}{\log(m)})^{-1},
\]

and the result follows immediately from Theorem 5. \( \square \)
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