We establish a new characterization of the homogeneous Besov spaces $\dot{B}^{s}_{p,q}(Z)$ with smoothness $s \in (0,1)$ in the setting of doubling metric measure spaces $(Z,d,\mu)$. The characterization is given in terms of a hyperbolic filling of the metric space $(Z,d)$, a construction which has previously appeared in the context of other function spaces in [3, 1, 2]. We use the characterization to obtain results concerning the density of Lipschitz functions in the spaces $\dot{B}^{s}_{p,q}(Z)$ and a general complex interpolation formula in the smoothness range $0 < s < 1$.

1. Introduction

In [2], we formulated a theory of the family of function spaces $\mathcal{F}^{s}_{p,q}$, known as the Triebel-Lizorkin spaces, in the setting of homogeneous metric measure spaces using a construction called the hyperbolic filling of the metric space. In the context of function spaces, this construction has previously appeared in e.g. [3, 1]. The purpose of this note is to complement [2]; we formulate a basic theory of the Besov spaces $\dot{B}^{s}_{p,q}$ in the smoothness range $0 < s < 1$ via a hyperbolic filling of the underlying metric space. A similar family of function spaces in the parameter range $p = q$ appeared in [3].

Let us start by explaining the assumptions on the metric measure spaces under consideration. Throughout the paper, $Z := (Z,d,\mu)$ is assumed to be a (bounded or unbounded) metric measure space such that the measure $\mu$ is Borel regular and all balls (with respect to the metric $d$) have positive and finite $\mu$-measure. $\mu$ is also assumed to have the following doubling property: there exists a finite constant $c \geq 1$ such that

$$\mu(B(\xi,2r)) \leq cB\mu(B(\xi,r))$$

for all $\xi \in Z$ and $r > 0$. From this assumption it follows that there exist constants $C \geq 1$ and $Q > 0$ such that

$$\mu(B(\xi,\lambda r)) \leq C\lambda^Q \mu(B(\xi,r))$$

for all $\xi \in Z$, $r > 0$ and $\lambda \geq 1$. $Q$ is in some sense an upper bound for the dimension of $Z$, and it will be fixed from now on.

We shall next explain the construction of the hyperbolic filling of $Z$. For all $n \in \mathbb{Z}$, let $(\xi_x)_{x \in X_n}$, where $X_n$ is a suitable index set, be a maximal set of points of $Z$ with pairwise distances at least $2^{-n-1}$. For $x \in X_n$, we write $|x|$ for $n$, the level of $x$. It now follows easily from the doubling property of the underlying space that for all $n \in \mathbb{Z}$, the balls $B(x) := B(\xi_x,2^{-n})$ with $x \in X_n$ have uniformly bounded overlap in $Z$, that the balls $B(\xi_x,2^{-n-1})$ with $x \in X_n$ still cover $Z$ and that the balls $B(\xi_x,2^{-n-2})$ with $x \in X_n$ are pairwise disjoint.

Write $X := \sqcup_{n \in \mathbb{Z}} X_n$, and write $(X,E)$ for graph with the property that two distinct vertices $x, x' \in X$ are joined by an edge in $E$ if and only if $B(x) \cap B(x') \neq \emptyset$ and $|x| - 2010 Mathematics Subject Classification. Primary: 46E35. 42B35. Key words and phrases. Besov spaces, Function spaces, hyperbolic filling, metric measure space. The author was supported by the Finnish CoE in Analysis and Dynamics Research.
\[ |x'| \leq 1; \text{ in this case we also write } x \sim x'. \] Under some mild additional assumptions on \( Z \), the natural path metric on the graph \((X, E)\) makes it hyperbolic in the sense of Gromov so that its boundary at infinity coincides with \( Z \) (see \cite{3}), which is why it is called a hyperbolic filling of \( Z \).

Now for a complex-valued sequence \( u \) on \( X \), the discrete derivative \( du \) could be defined as a scalar-valued sequence on \( E \) or, essentially in an equivalent way, as a vector-valued sequence on \( X \). To simplify our notation, we shall for now take the latter approach, and postpone the former approach until Section 4 below. More precisely, the doubling assumption implies that the graph \((X, E)\) has bounded valency, i.e. there exists \( \Delta(X) \in \mathbb{N} \) such that every point of \( X \) is joined to at most \( \Delta(X) \) distinct points of \( X \) by an edge in \( E \). Then \( du \) is defined as a \( C^{\Delta(X)} \)-valued sequence on \( X \) by setting

\[
du(x) := (u(y_1) - u(x), u(y_2) - u(x), \ldots, u(y_{\deg(x)}) - u(x), 0, \ldots)
\]

for all \( x \in X \), where \( y_1, \ldots, y_{\deg(x)} \) are the neighbors of \( x \) in some order, and the vector above is augmented by zeroes in case \( \deg(x) < \Delta(X) \). In particular,

\[
|\du(x)| = \left( \sum_{x' \sim x} |u(x') - u(x)|^2 \right)^{1/2}
\]

for all \( x \in X \).

We write \( L^1_{\text{loc}}(Z) \) for the vector space of complex-valued measurable functions on \( Z \) that are integrable on bounded subsets of \( Z \). For \( f \in L^1_{\text{loc}}(Z) \), the Poisson extension \( Pf : X \to \mathbb{C} \) is defined by

\[
Pf(x) := \int_{B(x)} f \, d\mu := \frac{1}{\mu(B(x))} \int_{B(x)} f \, d\mu.
\]

Then, our Besov space \( \dot{B}^s_{p,q}(Z) \) is defined as the space of functions \( f \in L^1_{\text{loc}}(Z) \) such that

\[
\|f\|_{\dot{B}^s_{p,q}(Z)} := \|\du(Pf)\|_{s,p,q}
\]

is finite, where \( \|\cdot\|_{s,p,q} \) is a certain sequence norm on \( X \). An in-depth discussion of the motivation behind a definition like this can be found in the introduction of \cite{2}. For now, let us simply note that in the smoothness range \( 0 < s < 1 \), this definition coincides with several other definitions that have appeared in previous literature, including the standard Fourier-analytical definition in the Euclidean setting; see Proposition 3.1 below.

Before going to the precise definitions of our spaces, let us introduce some notation. If \( B \) is a ball in \( Z \) with a distinguished center point and a radius, we write \( \lambda B \) (where \( \lambda > 0 \)) for the ball with the same center point and radius \( \lambda \) times the original radius. The notations \( L^1_{\text{loc}}(Z) \) and \( \int_E f \, d\mu \), where \( E \) is a measurable subset of \( Z \) and \( f \) is a complex-valued function on \( Z \), will be used with the same meanings as above. For any two non-negative functions \( f \) and \( g \) defined on the same set, the notation \( f \lesssim g \) means that \( f \leq Cg \), where \( C \) is a finite constant usually independent of some parameters that will be obvious from the context. The notation \( f \approx g \) means that \( f \lesssim g \) and \( g \lesssim f \).
2. Definitions and basic properties

The results presented here are analogs to the corresponding results for the Triebel-Lizorkin spaces $\dot{F}^s_{p,q}(Z)$ presented in \cite{2}. Let us start by giving the definition of the sequence space on which our Besov spaces will be based on.

**Definition 2.1.** Let $0 < s < \infty$ and $0 < p, q \leq \infty$. $I_{s,p,q}(X)$ is the quasi-normed space of sequences $u: X \to \mathbb{C}$ such that

$$
\|u\|_{I_{s,p,q}(X)} := \left( \sum_{k \in \mathbb{Z}} 2^{ksq} \left( \sum_{x \in X_k} |u(x)| \chi_{B(x)} \right)^q \right)^{1/q} 
\approx \left( \sum_{k \in \mathbb{Z}} 2^{ksq} \left( \sum_{x \in X_k} \mu(B(x)) |u(x)|^p \right)^{q/p} \right)^{1/q}
$$

(2)

(obvious modifications for $q = \infty$ and/or $p = \infty$) is finite.

**Proposition 2.2.** (i) $I_{s,p,q}(X)$ is a quasi-Banach space for all admissible parameters. When $1 < p, q < \infty$, it is a reflexive Banach space.

(ii) Let $(c_x)_{x \in X}$ be a sequence of positive numbers such that $0 < \inf_{x \in X} c_x \leq \sup_{x \in X} c_x < \infty$. Then

$$
\|u\|_{I_{s,p,q}(X)} \approx \left( \sum_{k \in \mathbb{Z}} 2^{ksq} \left( \sum_{x \in X_k} |c_x B(x)| |u(x)|^p \right)^{q/p} \right)^{1/q}
$$

(obvious modification for $q = \infty$ and/or $p = \infty$) is an equivalent quasinorm on $I_{s,p,q}(X)$.

**Proof.** (i) As seen from (2), the quasinorm of $I_{s,p,q}(X)$ is essentially equivalent to a weighted quasinorm of the type $l^q(l^p)$, so this can be proven by a standard argument.

(ii) This is an immediate consequence of (2) and the doubling property of $\mu$. \(\square\)

Before giving the definition of the spaces $\dot{B}^s_{p,q}(Z)$, let us formulate several important auxiliary results. We shall first examine the boundary behavior of sequences on $X$ that essentially correspond to our Besov spaces. For this purpose, fix a collection $(\psi_x)_{x \in X}$ of non-negative Lipschitz functions such that $\psi_x$ is supported on $B(x)$ for all $x$, $(\psi_x)_{x \in X_n}$ is a partition of unity in $Z$ for all $n \in \mathbb{Z}$ and $\text{Lip} \psi_x \lesssim 2^{-|x|}$ for all $x$. For a sequence $u$ on $X$ we then define

$$
T_n u := \sum_{x \in X_n} u(x) \psi_x
$$

for all $n \in \mathbb{Z}$. The following result is an analog to \cite{2} Lemma 2.3].

**Lemma 2.3.** Suppose that $0 < s < \infty$, $Q/(Q + s) < p \leq \infty$ and $0 < q \leq \infty$. If $u$ is a sequence on $X$ such that $|du| \in I_{s,p,q}(X)$, then the limit

$$
\mathbb{T}u := \lim_{n \to \infty} T_n u
$$

exists in $L^1_{\text{loc}}(Z)$ and pointwise $\mu$-almost everywhere, and

$$
\|\mathbb{T}u - u(x)\|_{L^1(B(x))} \lesssim \|du\|_{I_{s,p,q}(X)}
$$

for every $x \in X$, where the implied constant depends on $x$ but not on $u$. 
Proposition 2.4. Let $0 < s < \infty$, $Q/(Q + s) < p \leq \infty$ and $0 < q \leq \infty$. Then the operator $T$ defined by

$$Tu(x) := \sum_{|y| \geq |x|, B(y) \cap B(x) \neq \emptyset} \frac{\mu(B(y))}{\mu(B(x))} u(y)$$

is well-defined and bounded on $T_{p,q}^s(X)$.

The conclusion continues to hold for the operator $u \mapsto (Tu) \circ \Psi$ whenever $\Psi : X \to X$ is a mapping such that $B(\Psi(x)) \cap B(x) \neq \emptyset$ for all $x$ and there exists $\sigma \geq 0$ so that $||\Psi(x)| - |x|| \leq \sigma$ for all $x$.  

Proof. The proof is similar to the proof of [2, Lemma 2.3]. Fix $x$ and let $N := |x|$. Then a simple calculation yields

$$\int_{B(x)} |T_N u - u(x)| d\mu + \sum_{n \geq N} \int_{B(x)} |T_{n+1} u - T_n u| d\mu \tag{3}$$

$$\lesssim \sum_{|y| \geq N, B(y) \cap B(x) \neq \emptyset} \mu(B(y)) |du(y)| \leq \left( \sum_{|y| \geq N, B(y) \cap B(x) \neq \emptyset} \mu(B(y)) |du(y)|^r \right)^{1/r},$$

where $r$ is any positive number strictly less than 1. In particular, we can take $\epsilon \in (0, s)$ so that $r := Q/(Q + \epsilon) < \min(1, p)$. Now $r = 1 - (\epsilon/Q)r$ and the doubling property yields $\mu(B(y))^{-2(r/Q)r} \lesssim [2(|y|-|x|)Q/\epsilon]^{2(Q/\epsilon)} \approx 2^{|y|\epsilon r}$ for all $y$ in the sum above (where the last implied constant depends on $x$). Since also $\epsilon < s$, we may estimate the sum by a constant times

$$\left( \sum_{|y| \geq N, B(y) \cap B(x) \neq \emptyset} 2^{2^{|y|\epsilon r} \mu(B(y)) |du(y)|^r} \right)^{1/r} \lesssim \left( \sum_{k \geq N} 2^{ksq} \left( \sum_{y \in X_k, B(y) \cap B(x) \neq \emptyset} \mu(B(y)) |du(y)|^r \right)^{q/r} \right)^{1/q}.$$ 

Finally, since $p/r > 1$ and the balls corresponding to any level of $X$ have uniformly bounded overlap, the $k$th term in the outer sum above can be estimated using Hölder’s inequality as follows:

$$2^{ksq} \left( \sum_{y \in X_k, B(y) \cap B(x) \neq \emptyset} \mu(B(y)) \right)^{q/p} \left( \sum_{y \in X_k, B(y) \cap B(x) \neq \emptyset} \mu(B(y)) |du(y)|^p \right)^{q/p}.$$ 

All in all, the left-hand side of (3) can be estimated from above by a constant times

$$\left( \sum_{k \geq N} 2^{ksq} \left( \sum_{y \in X_k, B(y) \cap B(x) \neq \emptyset} \mu(B(y)) |du(y)|^p \right)^{q/p} \right)^{1/q} \lesssim \|du\|_{\mathcal{T}_{p,q}^s(X)}. \quad \square$$ 

It turns out that if $|du| \in \mathcal{T}_{p,q}^s(X)$, then we have $P(\mathbb{R} u) = u$ in some sense near the “boundary” of the graph $(X, \mathcal{E})$. This will be quantified in Theorem 2.5 below, but before stating said Theorem, we will formulate the following auxiliary result, which will play an important role in many subsequent proofs.

Proposition 2.5.
Proof. The necessary technical details are in essence contained in the proof of [2 Proposition 2.4], so we shall only indicate how to adapt them to the situation of this proof. We will only consider the case \( p < \infty \), as the case with \( p = \infty \) can be handled in a similar but easier manner.

Let \( u \in \mathcal{I}^s_{p,q}(X) \). For \( k \in \mathbb{Z} \), define the function \( U_k : \xi \to [0, \infty] \) by

\[
U_k(\xi) = \|2|\xi|u(x)| : x \in X_k, B(x) \ni \xi\|_{l^p},
\]

so that the \( \mathcal{I}^s_{p,q}(X) \)-norm of \( u \) is essentially obtained as the \( l^q(L^p) \)-norm of the functions \( U_k \). Now taking \( r \) so that \( Q/(Q+s) < r < \min(1, p) \), the first part of the proof of [2 Proposition 2.4] establishes for all \( \xi \in \mathbb{Z} \) and \( x \in X \) such that \( B(x) \ni \xi \):

\[
2^{[\xi x]} T(|u|)(x) \lesssim \sum_{k \geq [\xi x]} 2^{(n-k)(Q+s-Q/r)} \mathcal{M}(U^r_k)(\xi)^{1/r},
\]

where \( \mathcal{M} \) stands for the Hardy-Littlewood maximal function and the implied constant is independent of \( \xi \) and \( x \). Thus if \( n \in \mathbb{Z} \), we can use the bounded overlap of the balls corresponding to the vertices in \( X_n \) together with either Hölder’s inequality (if \( p > 1 \)) or the subadditivity of the function \( t \mapsto t^q \) (otherwise) to obtain

\[
2^{ns} \left\| \sum_{x \in X_n} T(|u|)(x) \chi_B(x) \right\|_{L^p(Z)} \lesssim \left\| \sum_{k \geq n} 2^{(n-k)(Q+s-Q/r)} \mathcal{M}(U^r_k)^{1/r} \right\|_{L^p(Z)}
\]

\[
\lesssim \left( \sum_{k \geq n} 2^{(n-k)(Q+s-Q/r)(p^1)} \left\| \mathcal{M}(U^r_k)^{p/r} \right\|_{L^{p/r}(Z)} \right)^{1/p}.
\]

Since \( p/r > 1 \), the operator \( \mathcal{M} \) is bounded on \( L^{p/r}(Z) \), so we further get

\[
2^{ns} \left\| \sum_{x \in X_n} T(|u|)(x) \chi_B(x) \right\|_{L^p(Z)} \lesssim \left( \sum_{k \geq n} 2^{(n-k)(Q+s-Q/r)(p^1)} \left\| U_k^p \right\|_{L^p(Z)} \right)^{1/p}
\]

\[
\lesssim \sum_{k \geq n} 2^{(n-k)(Q+s-Q/r)(p^1)(p^1)} \left\| U_k \right\|_{L^p(Z)},
\]

and as \( Q+s-Q/r > 0 \), taking the \( l^q \)-norm over \( n \in \mathbb{Z} \) yields the boundedness of \( T \).

The second part of the statement follows from the first part together with the fact that the composition operator induced by \( \Psi \) is bounded on \( \mathcal{I}^s_{p,q}(X) \), which in turn is an easy consequence of (2) and the doubling property of \( \mu \). \( \square \)

**Theorem 2.5.** Let \( 0 < s < \infty \), \( Q/(Q+s) < p \leq \infty \) and \( 0 < q \leq \infty \).

(i) If \( u \in \mathcal{I}^s_{p,q}(X) \), then \( \mathcal{R}u = 0 \) \( \mu \)-almost everywhere.

(ii) If \( u \) is a sequence on \( X \) such that \( |du| \in \mathcal{I}^s_{p,q}(X) \), then \( u \) \( - \mathcal{R}u \in \mathcal{I}^s_{p,q}(X) \) and

\[
\| u - \mathcal{R}u \|_{\mathcal{I}^s_{p,q}(X)} \lesssim \| du \|_{\mathcal{I}^s_{p,q}(X)}.
\]

In particular, \( \mathcal{R}u = \mathcal{R}(|du|) \) pointwise \( \mu \)-almost everywhere.

(iii) If \( f \in L^1_{\text{loc}}(Z) \) and \( |d(Pf)| \in \mathcal{I}^s_{p,q}(X) \), then \( \mathcal{R}(Pf) = f \) (with convergence in \( L^1_{\text{loc}}(Z) \) and pointwise \( \mu \)-almost everywhere).
Proof. (i) Let \( u \in \mathcal{T}_{p,q}^s(X) \). Then if \( 0 < \epsilon < s \) and \( B \) is any ball of \( Z \) with radius comparable to \( 2^{-N} \), \( N \in \mathbb{Z} \) we get

\[
\|u\|_{\mathcal{T}_{p,q}^s(X)} \geq \sup_{k \geq N} 2^{ks} \left\| \sum_{x \in X_k} |u(x)| \chi_{B(x)} \right\|_{L^p(B)}
\]

\[
\geq c(N, s, \epsilon) \left( \sum_{k \geq N} 2^{k \epsilon p} \left\| \sum_{x \in X_k} |u(x)| \chi_{B(x)} \right\|_{L^p(B)} \right)^{1/p}
\]

\[
\approx c(N, s, \epsilon) \left( \int_B \sum_{|x| \geq N} 2^{k \epsilon p} |u(x)| \chi_{B(x)}(\xi) d\mu(\xi) \right)^{1/p}.
\]

Since \( B \) has positive and finite \( \mu \)-measure, this means that for \( \mu \)-almost all \( \xi \in B \),

\[
c_\xi := \sup \{ 2^{k \epsilon p} |u(x)| : |x| \geq N, B(x) \ni \xi \}
\]

is finite. For such \( \xi \) and \( n \geq N \) we then have \( |T_n u(\xi)| \lesssim c_\xi 2^{-n \epsilon} \), and the latter quantity converges to zero as \( n \to \infty \). This finishes the proof of part (i) since the ball \( B \) was arbitrary.

(ii) Let \( u \) be as in the statement. Since the limit defining \( \mathbb{T} u \) converges in \( L^1_{\text{loc}}(Z) \), we have

\[
|u(x) - P \mathbb{T} u(x)| \leq |u(x) - \int_{B(x)} T_{|x|} u d\mu| + \sum_{k \geq |x|} \left| \int_{B(x)} (T_{k+1} u - T_k u) d\mu \right|
\]

\[
\lesssim \sum_{y \in Z} \frac{\mu(B(y))}{\mu(B(x))} |u(y)|
\]

for all \( x \in X \), so Proposition 2.3 yields the desired conclusion.

(iii) This can easily be verified by using the density of Lipschitz functions in \( L^1(Z) \). We refer to [1, Lemma 4.2] for details. \( \Box \)

Let us now state the definition of our Besov space. Note that the definition could already have been given earlier; we shall need the tools developed so far in the proof of Theorem 2.9 below.

Definition 2.6. Let \( s \in (0, \infty) \), \( p \in (Q/(Q+s), \infty) \) and \( q \in (0, \infty] \). Then the Besov space \( \mathcal{B}_{p,q}^s(Z) \) is the vector space of all functions \( f \in L^1_{\text{loc}}(Z) \) such that

\[
\|f\|_{\mathcal{B}_{p,q}^s(Z)} := \|d(P f)\|_{\mathcal{T}_{p,q}^s(X)}
\]

is finite.

Remark 2.7. (i) The vector space \( \mathcal{B}_{p,q}^s(Z) \) becomes a quasi-normed space after dividing out the functions \( f \) such that right-hand side of \( (4) \) is zero, i.e. the functions that are \( \mu \)-almost everywhere. We shall frequently abuse notation by writing \( \mathcal{B}_{p,q}^s(Z) \) for both this quasi-normed space as well as the vector space of functions described above. This remark also applies to other homogeneous function spaces introduced in the sequel.

(ii) Recall that \( d(P f) \) should (for now) be thought of as function on \( X \) taking values on a finite-dimensional vector space; see the introduction. The quantity \( \|d(P f)\|_{\mathcal{T}_{p,q}^s(X)} \) above thus stands more precisely for \( \|d(P f)\|_{\mathcal{T}_{p,q}^s(X)} \). We shall abuse notation in this way in the sequel.
(iii) As mentioned in the introduction, we shall in Section 4 below work with an equivalent quasi-norm of \( \tilde{\mathcal{B}}_{p,q}^s(Z) \) defined in terms of sequence spaces on \( E \).

Remark 2.8. (i) While the space \( \mathcal{I}_{p,q}^s(X) \) depends on the exact choice of the hyperbolic filling, the space \( \tilde{\mathcal{B}}_{p,q}^s(Z) \) does not; two admissible choices of \( X \) will yield equivalent quasi-norms, with the equivalence constants independent of these two choices. This is not too hard to see using (2), but we are mostly interested in the smoothness range \( s \in (0,1) \), and in this case the equivalence is an easy consequence of Proposition 3.1 below.

(ii) In view of future applications, it will be useful to note that our methods allow some flexibility in the parameters of the hyperbolic filling. More precisely, the parameters could be chosen so that \( (\xi_x)_{x \in X_n} \) is for all \( n \) a subset of \( Z \) with pairwise distances \( \geq c_12^{-n} \) for some fixed constant \( c_1 \) (independent of \( n \)), that the radii \( r_x \) corresponding to the balls \( B(x) := B(\xi_x, r_x) \) \((x \in X_n)\) are comparable to \( 2^{-n} \) uniformly in \( x \) and \( n \), and that the balls \( (c_2B(x))_{x \in X_n} \) cover \( Z \) for all \( n \) where \( c_2 \in (0,1) \) is a fixed constant. The results in this paper remain true under these assumptions.

The results proven so far allow us to prove the following identification of \( \tilde{\mathcal{B}}_{p,q}^s(Z) \) with a space of sequences on \( X \). To explain the notation, fix \( x_0 \in X \), write \( \mathcal{I}_{p,q}^s(X) \) for the space of sequences \( u \in \mathcal{I}_{p,q}^s(X) \) such that \( u(x_0) = 0 \), and write \( \mathcal{D} \mathcal{I}_{p,q}^s(X) \) for the space of sequences \( u: X \to \mathbb{C} \) such that \( |du| \in \mathcal{I}_{p,q}^s(X) \) and \( u(x_0) = 0 \).

Theorem 2.9. Let \( 0 < s < \infty, Q/(Q+s) < p \leq \infty \) and \( 0 < q \leq \infty \).

(i) The trace \( \mathbb{T}u \) of a sequence in \( \mathcal{D} \mathcal{I}_{p,q}^s(X) \) is zero \( \mu \)-almost everywhere if and only if \( u \in \mathcal{I}_{p,q}^s(X) \).

(ii) We have the following isomorphism of quasi-normed spaces:

\[
\tilde{\mathcal{B}}_{p,q}^s(Z) \approx \mathcal{D} \mathcal{I}_{p,q}^s(X)/\mathcal{I}_{p,q}^s(X).
\]

In particular, \( \tilde{\mathcal{B}}_{p,q}^s(Z) \) is a quasi-Banach space, and when \( 1 < p, q < \infty \), it is a reflexive Banach space.

Proof. (i) If \( u \in \mathcal{I}_{p,q}^s(X) \), then \( \mathbb{T}u = 0 \) by Theorem 2.5 (i). On the other hand, if \( u \in \mathcal{D} \mathcal{I}_{p,q}^s(X) \) and \( \mathbb{T}u = 0 \), then \( u \in \mathcal{I}_{p,q}^s(X) \) by Theorem 2.5 (ii), and since \( u(x_0) = 0 \), we get \( u \in \mathcal{I}_{p,q}^s(X) \).

(ii) We first verify that \( \mathcal{D} \mathcal{I}_{p,q}^s(X) \) is a quasi-Banach space (in general), and a reflexive Banach space when \( 1 < p, q < \infty \). Using (2), one easily checks that if \( (u_k)_{k \geq 1} \) is a Cauchy sequence in \( \mathcal{D} \mathcal{I}_{p,q}^s(X) \), then the limit \( \lim_{k \to \infty} (u_k(x) - u_k(x')) \) exists whenever \( x \) and \( x' \) are points of \( X \) joined by an edge in \( E \), and since \( u_k(x_0) = 0 \) for all \( k \), this means that the limit \( \lim_{k \to \infty} u_k \) exists pointwise in \( X \). It is then not hard to check that this convergence also takes place in \( \mathcal{I}_{p,q}^s(X) \). Then if \( 1 < p, q < \infty \), it is easily checked using (2) that there is a linear bi-Lipschitz embedding from \( \mathcal{D} \mathcal{I}_{p,q}^s(X) \) to a subspace of a reflexive Banach space of the type \( \ell^q(\mathbb{P}) \). By the first part of this proof, this subspace must be closed, and hence reflexive.

Concerning the stated isomorphism, we only note that by Lemma 2.3 the operator \( \mathbb{T}: \mathcal{D} \mathcal{I}_{p,q}^s(X) \to L^1_{\text{loc}}(Z) \) is continuous, where \( L^1_{\text{loc}}(Z) \) is equipped with the topology \( L^1_{\text{loc}}(Z) \).
induced by the seminorms \( f \mapsto \|f\|_{B(x_0)} \) and \( f \mapsto \inf_{c \in \mathbb{C}} \|f-c\|_{B(x)}, \ x \in X \setminus \{x_0\} \). Thus \( \mathcal{I}^s_{p,q}(X) = \mathbb{R}^{-1}\{0\} \) is a closed subspace of \( \mathcal{D} \mathcal{I}^s_{p,q}(X) \), and the quotient space appearing in the statement is well-defined. The actual isomorphism can then be constructed exactly as in the proof of [2, Theorem 2.9], so we omit the construction here. \( \square \)

### 3. Equivalence of definitions and density of Lipschitz functions

We shall next show that in the smoothness range \( 0 < s < 1 \), the spaces \( \dot{B}^s_{p,q} \) coincide with the spaces \( \dot{N}^s_{p,q} \) introduced by Koskela, Yang, and Zhou [8]. This in particular means that in the Euclidean setting, the spaces \( \dot{B}^s_{p,q}(\mathbb{R}^d) \) with \( 0 < s < 1 \) and \( p > d/(d+s) \) coincide with the standard Fourier-analytically defined Besov spaces. We refer to [5] for a variety of other equivalent characterizations of first-order Besov spaces in the setting of doubling metric measure spaces. The assumptions on our space \((Z, d, \mu)\) and the hyperbolic filling \((X, E)\) are the same as in the previous section.

Let us first recall the definition of the spaces \( \dot{N}^s_{p,q}(Z) \). For measurable functions \( f : Z \to \mathbb{C} \) and \( 0 < s < \infty \), write \( \mathbb{D}^s(f) \) for the collection of all \emph{fractional s-Hajlasz gradients} of \( f \), i.e. sequences \( \tilde{g} := (g_k)_{k \in \mathbb{Z}} \) of measurable functions \( g_k : Z \to [0, \infty] \) such that for all integers \( k \) and \( \xi, \eta \in Z \) such that \( 2^{-k-1} \leq d(\xi, \eta) < 2^{-k} \), we have

\[
|f(\xi) - f(\eta)| \leq d(\xi, \eta)^s (g_k(\xi) + g_k(\eta)).
\]

\( \dot{N}^s_{p,q}(Z) \), where \( 0 < s < \infty \) and \( 0 < p, q \leq \infty \), is then defined as the quasi-normed space of functions (modulo additive constants) \( f \) such that

\[
\|f\|_{\dot{N}^s_{p,q}(Z)} := \inf_{\tilde{g} \in \mathbb{D}^s(f)} \left( \|g_k\|_{L^p(Z)} \right)_{k \in \mathbb{Z}} \|f\|_{L^q}
\]

is finite.

**Proposition 3.1.** Let \( 0 < s \leq 1, Q/(Q + s) < p \leq \infty \) and \( 0 < q \leq \infty \). Then \( \dot{B}^s_{p,q}(Z) = \dot{N}^s_{p,q}(Z) \)

with equivalent quasi-norms.

The smoothness index \( s = 1 \) is included here mostly as a curiosity; from [5, Theorem 4.1] it follows that the spaces \( \dot{N}^1_{p,q} \) with \( q < \infty \) are often trivial (i.e. contain only constant functions).

**Proof.** Most of the necessary technical details are contained in the proof of [2, Proposition 3.1], so we will not repeat them here.

To establish the embedding \( \dot{N}^s_{p,q}(Z) \subset \dot{B}^s_{p,q}(Z) \), we first need to note that the functions in \( \dot{N}^s_{p,q}(Z) \) with \( 0 < s < 1 \) and \( p > Q/(Q + s) \) are locally integrable. This follows from the Poincaré-type inequality [8, Lemma 2.3], which is stated in the Euclidean setting, but also holds in settings of doubling metric measure spaces, as noted in the proof of [8, Theorem 4.1]. Then, if \( f \in \dot{N}^s_{p,q}(Z) \) and \( \tilde{g} := (g_k)_{k \in \mathbb{Z}} \in \mathbb{D}^s(f) \), the proof of [2, Proposition 3.1] establishes that

\[
|d(Pf)(x)| \lesssim 2^{-|x|} \sum_{j \geq |x|-\sigma} 2^{-j(s-\epsilon)} \mathcal{M}(g_j^{Q/(Q+\epsilon)})(\xi)^{(Q+\epsilon)}/Q
\]
whenever $\xi \in Z$ and $B(x) \ni \xi$; here $\sigma \geq 0$ is some constant and the parameters $\epsilon$ and $\epsilon'$ are chosen so that $\epsilon < \epsilon' < s$ and $p > Q/(Q + \epsilon)$. One then argues as in the proof of Proposition 2.4 to obtain

$$\|f\|_{B^s_{p,q}(Z)} \lesssim \left\| \left( \|g_k\|_{L^p(Z)} \right)_{k \in \mathbb{Z}} \right\|_{\ell^s},$$

and taking the infimum over admissible $\vec{g}$ yields the desired embedding.

For the other direction, assume that $f \in \dot{B}^s_{p,q}(Z)$. The proof of [2, Proposition 3.1] then establishes that the sequence $\vec{g} := (g_k)_{k \in \mathbb{Z}}$ defined by

$$g_k(\xi) := \sum_{|x| \geq k} \|d(Pf)(x)|\chi_{B(x)}(\xi)$$

is a constant times an element of $\mathbb{D}^s(f)$, so

$$\|f\|_{\dot{B}^s_{p,q}(Z)} \lesssim \left\| \left( \|g_k\|_{L^p(Z)} \right)_{k \in \mathbb{Z}} \right\|_{\ell^s} \lesssim \|f\|_{B^s_{p,q}(Z)}.$$ 

We shall next examine the density of Lipschitz functions in the spaces $\dot{B}^s_{p,q}(Z)$. In the previous section, it was shown that the discrete convolutions $T_n(Pf)$ of a function $f \in \dot{B}^s_{p,q}(Z)$ converge to $f$ in $L^1_{loc}(Z)$. The following result shows that when $0 < s < 1$ and $q < \infty$, the convergence in fact takes place in $\dot{B}^s_{p,q}(Z)$.

**Theorem 3.2.** (i) Let $0 < s < 1$, $Q/(Q + s) < p \leq \infty$ and $0 < q \leq \infty$. Then

$$\|T_n(Pf)\|_{\dot{B}^s_{p,q}(Z)} \lesssim \|f\|_{\dot{B}^s_{p,q}(Z)}$$

for all $f \in \dot{B}^s_{p,q}(Z) \quad \text{and} \quad n \in \mathbb{Z}$, with an implied constant independent of $f$ and $n$.

(ii) Let $0 < s < 1$, $Q/(Q + s) < p \leq \infty$ and $0 < q < \infty$. Then $T_n(Pf) \to f$ in $\dot{B}^s_{p,q}(Z)$ as $n \to \infty$.

**Proof.** We shall use the following two estimates, both established in the proof of [2, Theorem 3.3]:

$$|dP(T_nPf)(x)| \lesssim 2^n|\sum_{|y|=n} |d(Pf)(y)|\chi_{B(y)}(\xi) \quad \text{when} \quad |x| \geq n + 3 \quad \text{and} \quad \xi \in B(x) \quad \text{(5)}$$

and

$$|dP(f - T_nPf)(x)| \lesssim (T \circ \Psi)(|d(Pf)|\chi_{\cup_{k \geq n}X_k})(x) \quad \text{when} \quad |x| \leq n + 2, \quad \text{(6)}$$

where $T$ and $\Psi$ are as in Proposition 2.4.

(i) From (6) we get $|dP(T_nPf)(x)| \lesssim |d(Pf)(x)| + (T \circ \Psi)(|d(Pf)|\chi_{\cup_{k \geq n}X_k})(x)$ for $|x| \leq n + 2$, and we get the desired estimate by combining this with Proposition 2.4 and (5).

(ii) From (5) we get $|dP(f - T_nPf)(x)| \lesssim |d(Pf)(x)| + 2^n|\sum_{|y|=n} |d(Pf)(y)|\chi_{B(y)}(\xi) \quad \text{when} \quad |x| \geq n + 3 \quad \text{and} \quad \xi \in B(x)$, and combining this with (5) and 2.4 yields

$$\|f - T_nPf\|_{\dot{B}^s_{p,q}(Z)} \lesssim \left( \sum_{k \geq n} 2^{ks} \left\| \sum_{x \in X_k} |d(Pf)(x)|\chi_{B(x)} \right\|_{L^p(Z)}^q \right)^{1/q}.$$ 

Since $q < \infty$, the latter quantity converges to zero as $n \to \infty$. 

\[\square\]
Let us still record the following more abstract density result. Part (i) follows immediately from the Theorem above. Part (ii) requires some additional observations, and its proof will be postponed until after the proof of Proposition 4.3.

**Corollary 3.3.** Suppose that $0 < s < 1$ and $0 < q < \infty$.

(i) If $Z$ is bounded and $Q/(Q + s) < p \leq \infty$, then Lipschitz functions are dense in $\mathcal{B}^s_{p,q}(Z)$.

(ii) If $Z$ is unbounded and $Q/(Q + s) < p < \infty$, then Lipschitz functions with bounded support are dense in $\mathcal{B}^s_{p,q}(Z)$.

In the context of the so-called “reverse doubling” metric measure spaces, a result similar to part (ii) above has been obtained in [6, Proposition 5.21].

4. **Complex interpolation**

The main aim of this section establish a fairly general complex interpolation formula for the spaces $\mathcal{B}^s_{p,q}(Z)$, which appears to be new in the setting of doubling metric measure spaces. For this reason, we will first compute the Calderón product of two sequence spaces of the type $\mathcal{B}^s_{p,q}(Z)$; the Calderón product is an alternative complex-type interpolation method for quasi-Banach lattices. We recall that in general, the Calderón product $X^0_0 + \theta X^1_1$, $0 < \theta < 1$, of two quasi-Banach lattices $X_0$ and $X_1$ on a measure space $M$ is defined as the space of measurable functions $f$ on $M$ such that the quasi-norm

$$
\|f\|_{X^0_0 + \theta X^1_1} := \inf_{\|g\|_{X_0} \leq 1, \|h\|_{X_1} \leq 1} \esssup_{x \in M} \frac{|f(x)|}{|h(x)|^{1-\theta}|g(x)|^\theta}
$$

is finite.

The following result is an analog to [2, Proposition 6.1] concerning sequence spaces related the Triebel-Lizorkin spaces $\mathcal{F}^s_{p,q}(Z)$, which in turn was an analog to the Euclidean result [1, Theorem 8.2]. We note that the proof of the Proposition below is much easier than the proofs of [2, Proposition 6.1] and [4, Theorem 8.2] since by (2) we can avoid integration on $Z$ completely.

**Proposition 4.1.** Let $0 < s_0, s_1 < \infty$, $0 < p_0, q_0, p_1, q_1 \leq \infty$ and $0 < \theta < 1$. Then

$$
(\mathcal{I}^{s_0}_{p_0,q_0}(X))^{1-\theta}(\mathcal{I}^{s_1}_{p_1,q_1}(X))^\theta = \mathcal{I}^s_{p,q}(X),
$$

where $s$, $p$ and $q$ are defined by

$$
\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}, \quad \frac{1}{q} = \frac{1-\theta}{q_0} + \frac{\theta}{q_1} \quad \text{and} \quad s = (1-\theta)s_0 + \theta s_1. \tag{7}
$$

**Proof.** Suppose first that $u$ belongs to the Calderón product space in question. Then if $\lambda$ is any positive number slightly greater than the norm of $u$, we can take $u_0 \in \mathcal{I}^{s_0}_{p_0,q_0}(X)$ and $u_1 \in \mathcal{I}^{s_1}_{p_1,q_1}(X)$ so that $|u(x)| \leq \lambda|u_0(x)|^{1-\theta}|u_1(x)|^\theta$ for all $x$ and $\|u_0\|_{\mathcal{I}^{s_0}_{p_0,q_0}(X)} \leq 1$. Using (2) and applying Hölder’s inequality twice we get

$$
\|u\|_{\mathcal{I}^{s}_{p,q}(X)} \leq \lambda \|u_0\|_{\mathcal{I}^{s_0}_{p_0,q_0}(X)}^{1-\theta} \|u_1\|_{\mathcal{I}^{s_1}_{p_1,q_1}(X)}^\theta \leq \|u_1\|_{\mathcal{I}^{s_1}_{p_1,q_1}(X)}^\theta \leq \lambda,
$$

and taking the infimum over admissible $\lambda$ shows that the Calderón product space is embedded continuously into $\mathcal{I}^{s}_{p,q}(X)$. 


For the other direction, we first consider the case with \( \min(p_0, p_1) < \infty \) and \( \min(q_0, q_1) < \infty \), so that \( p, q < \infty \). For \( u \in \mathcal{I}^{s}_{p,q}(X) \setminus \{0\} \), define the sequences \( u_0, u_1 : X \to \mathbb{C} \) by

\[
u_i(x) = 2^{|x| - s_i|x|} |u(x)|^{\frac{1}{p_i}} \left( \sum_{y \in X|x|} \mu(B(y)) |u(y)|^p \right)^{\frac{1}{mp_i}}
\]

with the interpretation that \( \nu_i(x) = 0 \) if the sum inside the brackets is zero. A simple calculation then shows that \( |u(x)| = u_0(x)^{1-\theta} u_1(x)^{\theta} \) for all \( x \in X \) and

\[
\|u_0\|^{1-\theta}_{\mathcal{I}^{s_0,q_0}(X)} \|u_1\|^{-\theta}_{\mathcal{I}^{s_1,q_1}(X)} \leq \|u\|^{1-\theta}_{\mathcal{I}^{s_0,q_0}(X)} \|u\|^{-\theta}_{\mathcal{I}^{s_1,q_1}(X)} = \|u\|_{\mathcal{I}^{s,q}(X)},
\]

so the desired embedding follows easily.

Suppose now that \( \min(p_0, p_1) < \infty \) and \( q_0 = q_1 = \infty \). For \( u \in \mathcal{I}^{s}_{p,q}(X) \setminus \{0\} \), define \( u_0 \) and \( u_1 \) by

\[
u_i(x) = 2^{|x| - s_i|x|} |u(x)|^{\frac{1}{p_i}} \left( \sum_{y \in X|x|} \mu(B(y)) |u(y)|^p \right)^{\frac{1}{mp_i}}
\]

Then \( |u(x)| = u_0(x)^{1-\theta} u_1(x)^{\theta} \) for all \( x \) and

\[
\|u_0\|^{1-\theta}_{\mathcal{I}^{s_0,q_0}(X)} \|u_1\|^{-\theta}_{\mathcal{I}^{s_1,q_1}(X)} \leq \|u\|^{1-\theta}_{\mathcal{I}^{s_0,q_0}(X)} \|u\|^{-\theta}_{\mathcal{I}^{s_1,q_1}(X)} = \|u\|_{\mathcal{I}^{s,q}(X)},
\]

so the desired embedding again follows.

Finally, the cases with \( p_0 = p_1 = \infty \) are relatively easy, so we omit the details. \( \square \)

It turns out that the Calderón product space of two sequence spaces as in the preceding Proposition coincides with the interpolation space \( [\mathcal{I}^{s_0}_{p_0,q_0}(X), \mathcal{I}^{s_1}_{p_1,q_1}(X)]_{\theta} \) obtained by the classical complex interpolation method as long as \( \min(p_0, p_1) < \infty \) and \( \min(q_0, q_1) < \infty \). It should be noted that although the classical complex interpolation method a priori only makes sense for Banach spaces, it extends to our sequence spaces \( \mathcal{I}^{s}_{p,q} \) since they are \( A \)-convex or \( \text{analytically convex} \) in the sense of Kalton et al. We refer to the discussion following the proof of \([2] \) Proposition 6.1 and the references therein for details.

With this in mind, we can state our interpolation result for the spaces \( \mathcal{B}^{s}_{p,q}(Z) \). This is an analog to \([2] \) Theorem 6.2. A similar result in the range \( 1 < p_i, q_i < \infty \) in the setting of Ahlfors regular metric measure spaces can be found in \([7] \).

**Theorem 4.2.** Let \( 0 < s_0, s_1 < 1 \), \( Q/(Q + s_0) < p_0 \leq \infty \), \( Q/(Q + s_1) < p_1 \leq \infty \), \( 0 < q_0, q_1 \leq \infty \), \( \min(p_0, p_1) < \infty \) and \( \min(q_0, q_1) < \infty \). For \( 0 < \theta < 1 \) we then have

\[
[\mathcal{B}^{s_0}_{p_0,q_0}(Z), \mathcal{B}^{s_1}_{p_1,q_1}(Z)]_{\theta} = \mathcal{B}^{s}_{p,q}(Z)
\]

with the parameters \( s, p \) and \( q \) as in \([11] \).

This interpolation formula follows readily from Proposition 4.1 and the fact (which will be established shortly) that each function space of the type \( \mathcal{B}^{s}_{p,q} \) is obtained as the retraction of a sequence space of the type \( \mathcal{I}^{s}_{p,q} \). With these facts in mind, Theorem 4.2 can be proved exactly in the same way as \([2] \) Theorem 6.2, so we omit the details.

To obtain the function space \( \mathcal{B}^{s}_{p,q}(Z) \) as the retraction of a sequence space, it will be convenient for us to work with sequences defined on the edges \( E \) of the graph \( (X, E) \) rather than on the vertices \( X \), since the discrete derivative of a sequence defined on \( X \)
is naturally defined as a scalar-valued function on $E$. To give the definition of $\mathcal{I}_{p,q}^s(E)$, we first need to introduce some additional notation and conventions.

We equip the edges in $E$ with an orientation, which is chosen so that if $x \sim x'$ and $|x'| > |x|$, then $x'$ is the endpoint of the edge joining $x$ and $x'$. We denote by $e_{x,x'}$ the directed edge from $x$ to $x'$ for all admissible vertices $x$ and $x'$. For a sequence $v: X \to \mathbb{C}$, we write $dv$ for the sequence defined on $E$ by $dv(e_{x,x'}) := v(x') - v(x)$ for all admissible $x$ and $x'$.

For an edge $e \in E$ joining the vertices $x$ and $x'$, write $|e| := |e| \wedge |e'|$ and $B(e) := B(x) \cup B(x')$. $\mathcal{I}_{p,q}^s(E)$ is then defined as the quasi-normed space of sequences $u: E \to \mathbb{C}$ such that

$$
\|u\|_{\mathcal{I}_{p,q}^s(E)} := \left( \sum_{k \in \mathbb{Z}} 2^{ks} \left\| \sum_{|e|=k} |u(e)| \chi_B(e) \right\|_{L^p(Z)}^q \right)^{1/q}
$$

is finite. Proposition 4.1 continues to hold with $E$ in place of $X$, as can be easily seen from the proof.

**Proposition 4.3.** Suppose that $0 < s < 1$, $Q/(Q+s) < p \leq \infty$ and $0 < q \leq \infty$. Then there exist bounded linear operators

$$
S: \mathcal{B}_{p,q}^s(Z) \to \mathcal{I}_{p,q}^s(E) \quad \text{and} \quad R: \mathcal{I}_{p,q}^s(E) \to \mathcal{B}_{p,q}^s(Z)
$$

such that $R \circ S$ is the identity mapping on $\mathcal{B}_{p,q}^s(Z)$. More explicitly, if $\xi_0$ is an arbitrary fixed point of $Z$, we may take

$$
S := f \mapsto d(Pf)
$$

and

$$
R := u \mapsto \lim_{N \to \infty} \left( \sum_{n=-N}^N I_n u(\cdot) - \sum_{n=-N}^{-1} I_n u(\xi_0) \right) + \mathbb{C},
$$

where

$$
I_n u := \sum_{(y,y') \in \mathcal{X}_n \times \mathcal{X}_{n+1}, y \sim y'} u(e_{y,y'}) \psi_y \psi_{y'}
$$

for all $n \in \mathbb{Z}$.

**Proof.** The operator $S$ is bounded between the spaces in question more or less by definition, so the main task is to verify that the operator $R$ is well-defined and bounded, and that $R \circ S$ is the identity operator on $\mathcal{B}_{p,q}^s(Z)$. In essence, we have to “integrate” sequences defined on $E$ that are not necessarily discrete derivatives of sequences defined on $X$. Most of the required technical work has in fact already been done in the proof of [2, Proposition 6.3].

Let $u \in \mathcal{B}_{p,q}^s(Z)$, and with $\xi_0$ as in the statement of the result, write $\mathbb{I} u$ for the function defined by

$$
\mathbb{I} u(\xi) := \left( \sum_{n=-N}^N I_n u(\xi) - \sum_{n=-N}^{-1} I_n u(\xi_0) \right).
$$
that this limit exists in $L^1_{\text{loc}}(Z)$ and pointwise $\mu$-almost everywhere can be verified by using the Lipschitz continuity of the functions $\psi_x$ for the terms with $n < 0$, and by argument similar to the proof of Lemma 2.3 for the remaining terms (see the proof of [2] Proposition 6.3 for details). Also, write

$$U_k := \left( \sum_{|e|=k} 2^{|e|s} |u(e)| \chi_{B(e)}(\cdot) \right)^{1/p}$$

for all $k \in \mathbb{Z}$, so that the $\mathcal{I}^s_{p,q}(E)$-quasi-norm of $u$ is obtained as the mixed $\ell^q(L^p)$-quasi-norm of the functions $U_k$. The proof of [2] Proposition 6.3 then establishes that

$$\|2^{|x|s}d(P_\mathbb{R}u)(x)|p \lesssim \sum_{n \in \mathbb{Z}} 2^{-\lambda |n|\cdot|x|} \mathcal{M}(U^*_r)(\xi)^p r$$

for all $\xi \in Z$ and $x \in X$ such that $B(x) \ni \xi$, where $r$ is a parameter strictly between $0$ and $p$, and $\lambda$ is a positive constant. Arguing as in the proof of Proposition 2.4, one then gets that

$$\|\mathbb{I}u\|_{\mathcal{B}^s_{p,q}(Z)} \lesssim \|u\|_{\mathcal{I}^s_{p,q}(E)}.$$ 

Finally, it is easily checked that if $v$ is a sequence on $X$ such that $dv \in \mathcal{I}^s_{p,q}(E)$, then $\mathbb{I}(dv) = \mathbb{R}v - T_0v(\xi_0)$ pointwise $\mu$-almost everywhere, so $R := u \mapsto \mathbb{I}u + C$ satisfies the properties listed in the statement of this Proposition. \hfill \Box

Let us finally show how the second part of Corollary 3.3 follows from the above Proposition.

**Proof of Corollary 3.3 (ii).** Since $\max(p,q) < \infty$, the vector space $F$ of finitely supported sequences is a dense subspace of $\mathcal{I}^s_{p,q}(E)$. Taking $R$ as in Proposition 4.3, we then have that $R(F)$ is a dense subspace of $\mathcal{B}^s_{p,q}(Z)$, and the elements of $R(F)$ are (equivalence classes of) Lipschitz functions with bounded support. \hfill \Box
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