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Abstract. This paper is devoted to the study of the internal null-controllability of the Grushin equation. We determine the minimal time of controllability for a large class of non-rectangular control regions. We establish the positive result thanks to the fictitious control method and the negative one by interpreting the associated observability inequality as an $L^2$ estimate on complex polynomials.
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1. Setting

Let $\Omega := (-1,1) \times (0,\pi)$, $\omega$ be an open subset of $\Omega$ and $T > 0$. We denote by $\partial \Omega$ the boundary of $\Omega$. In this work, we consider the Grushin equation:

\begin{equation}
\begin{cases}
(\partial_t - \partial_x^2 - x^2 \partial_y^2) f(t,x,y) = 1_\omega u(t,x,y) & t \in [0,T], (x,y) \in \Omega, \\
f(t,x,y) = 0 & t \in [0,T], (x,y) \in \partial \Omega, \\
f(0,x,y) = f_0(x,y) & (x,y) \in \Omega,
\end{cases}
\end{equation}

where $f_0 \in L^2(\Omega)$ is the initial data and $u \in L^2([0,T] \times \omega)$ the control.

Define the inner product

$$(f,g) := \int_\Omega (\partial_x f \partial_x g + x^2 \partial_y f \partial_y g) \, dx \, dy,$$

for all $f, g \in C^\infty_0(\Omega)$, and set $V(\Omega) := C^\infty_0(\Omega)^{\|_V(\Omega)}$, with $\|_V(\Omega) := (\cdot, \cdot)^{1/2}$.
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For any initial data \( f_0 \in L^2(\Omega) \) and any control \( u \in L^2([0, T] \times \Omega) \), it is well known ([7], Sect. 2) that the Grushin equation (1.1) admits a unique weak solution

\[
f \in C([0, T]; L^2(\Omega)) \cap L^2(0, T; V(\Omega)).
\]  

(1.2)

The Grushin equation (1.1) is said to be null-controllable in time \( T > 0 \) if for each initial data \( f_0 \in L^2(\Omega) \), there exists a control \( u \in L^2((0, T) \times \Omega) \) such that the solution \( f \) to system (1.1) satisfies \( f(T, x, y) = 0 \) for all \( (x, y) \) in \( \Omega \).

2. Bibliographical comments

The null-controllability of the heat equation is well known in dimension one since 1971 [17] and in higher dimension since 1995 [19, 22]: the heat equation on a \( C^2 \) bounded domain is null-controllable in any non-empty open subset and in arbitrarily small time. But for degenerate parabolic equations, \textit{i.e.} equations where the Laplacian is replaced by an elliptic operator that is not uniformly elliptic, we only have results for some particular equations. For instance, control properties of one and two dimensional parabolic equations where the degeneracy is at the boundary are now understood [11]. Other examples of control properties of degenerate parabolic equations that have been investigated include some Kolmogorov-type equation [8], quadratic differential equations [6] and the heat equation on the Heisenberg group [5] (see also references therein).

About the Grushin equation, Beauchard et al. [7] proved in 2014 that if \( \omega \) is a vertical strip that does not touch the degeneracy line \( \{x = 0\} \), there exists \( T^* > 0 \) such that the Grushin equation is not null-controllable if \( T < T^* \) and that it is null-controllable if \( T > T^* \); moreover, they proved that if \( a \) is the distance between the control domain \( \omega \) and the degeneracy line \( \{x = 0\} \), then \( a^2/2 < T^* \). Then, Beauchard et al. [9] proved that if \( \omega \) is a vertical strip that touches the degeneracy line, null-controllability holds in arbitrarily small time, and that if \( \omega \) is two symmetric vertical strips, the minimal time is exactly \( a^2/2 \), where \( a \) is the distance between \( \omega \) and \( \{x = 0\} \). The minimal time if we control from the left (or right) part of the boundary was computed by Beauchard et al. [10], and our positive result is based on that. On the other hand, the second author proved that if \( \omega \) does not intersect a horizontal strip, then the Grushin equation is never null-controllable [21], and our negative result is proved with the methods of this reference.

So, the Grushin equation needs a minimal time for the null-controllability to hold, as do the Kolmogorov equation and the heat equation on the Heisenberg group (see above references); a feature more expected for hyperbolic equations than parabolic ones. Note, however, that degenerate parabolic equations are not the only parabolic equations that exhibit a minimal time of null-controllability. In dimension one, Dolecki proved there exists a minimal time for the punctual controllability of the heat equation to hold [14], and parabolic systems may also present a minimal time of null-controllability (see \textit{e.g.} [2–4, 15]).

Another problem we want look at is the \textit{approximate} null-controllability. Approximate null-controllability of course holds when \textit{exact} null-controllability hold. Actually, approximate null-controllability always holds for the Grushin equation ([7], Prop. 3; see also references therein) and Morancey proved approximate null-controllability also holds if we add some potential that is singular at \( x = 0 \) [23].

3. Main results

Our first result is about the null-controllability in large time if the control domain contains an \( \varepsilon \)-neighborhood of a path that goes from the bottom boundary to the top boundary:

**Theorem 3.1 (Positive result).** Assume that there exists \( \varepsilon > 0 \) and \(^1\) \( \gamma \in C^0([0, 1], \overline{\Omega}) \) with \( \gamma(0) \in (-1, 1) \times \{0\} \) and \( \gamma(1) \in (-1, 1) \times \{\pi\} \) such that

\[
\omega_0 := \{z \in \Omega, \text{distance}(z, \text{Range}(\gamma)) < \varepsilon\} \subset \omega,
\]

(3.1)

\(^1\)We denote \( \overline{\Omega} \) the closure of \( \Omega \).
Figure 1. In green, an example of function $\gamma$ and a domain $\omega_0$ for Theorem 3.1. If $\omega$ contains such domain $\omega_0$, then the Grushin equation (1.1) is null-controllable in time $T > a^2/2$.

(see Fig. 1). Let

$$a := \max_{s \in [0,1]} (|\text{absissa}(\gamma(s))|).$$

Then the Grushin equation (1.1) is null-controllable on $\omega$ in any time $T > a^2/2$.

We prove this Theorem in Section 5.

Remark 3.2.

i. Theorem 3.1 can be adapted for $\Omega := (L_-, L_+) \times (0, \pi)$ and the following generalized version of the Grushin equation:

$$\begin{cases}
(\partial_t - \partial_x^2 - q(x)^2 \partial_y^2) f(t, x, y) = 1_{\omega} u(t, x, y) & t \in [0, T], (x, y) \in \Omega, \\
f(t, x, y) = 0 & t \in [0, T], (x, y) \in \partial \Omega, \\
f(0, x, y) = f_0(x, y) & (x, y) \in \Omega,
\end{cases}$$

(3.3)

where $q$ satisfies the following conditions:

$q(0) = 0, \quad q \in C^3([L_-, L_+]), \quad \inf_{(L_-, L_+)} \{\partial_x q\} > 0.$

Then system (3.3) is null-controllable in any time $T > T^* = q(0)^{-1} \int_0^a q(s) \, ds$. Indeed, the proof of Theorem 3.1 is based on the result of [10] which is given in the setting of the equation (3.3).

ii. Since the Grushin equation (1.1) is not null-controllable when $\omega$ is the complement of a horizontal strip [21], Assumption (3.1) is quasi optimal.

We now state our second main result:

Theorem 3.3 (Negative result). If for some $y_0 \in (0, \pi)$ and $a > 0$, the horizontal open segment $\{(x, y_0), |x| < a\}$ is disjoint from $\varpi$ (see Fig. 2), then the Grushin equation (1.1) is not null-controllable in time $T < a^2/2$.

We prove this Theorem in Section 6.1. Note that this Theorem stays true if we replace the domain $\Omega$ by $\mathbb{R} \times (0, \pi)$. In particular, we have the following Theorem 3.4, which answers a question that was asked to the second author by Yves Colin de Verdière.

Theorem 3.4 (Negative result on the whole real line). Let $y_0 \in (0, \pi)$, $f : \mathbb{R} \to \mathbb{R}_+^*$ a continuous function that is never zero and $\omega = \{(x, y) \in \mathbb{R} \times (0, \pi), |y - y_0| > f(x)\}$ (see Fig. 3). Then the Grushin equation on $\Omega = \mathbb{R} \times (0, \pi)$ is never null-controllable on $\omega$. 

Figure 2. In green, an example of a domain $\omega$ for Theorem 3.3. If we have a symmetric horizontal segment of length $2a$ that does not touch $\omega$ (except maybe the extremities), the Grushin equation is not null-controllable in time $T < a^2/2$.

Figure 3. In green, the domain $\omega$ in Theorem 3.4. Even if when $|x|$ tends to $\infty$, the complement of $\omega$ narrows, the Grushin equation is never null-controllable.

We sketch the proof of this Theorem in Appendix C. Note that both of these negative results are valid if we take $y \in \mathbb{R}/2\pi\mathbb{Z}$ instead of $y \in (0, \pi)$.

With Theorem 3.1, we can (often) find an upper bound on the minimal time of control, and with Theorem 3.3, we can lower bound it. If these two bounds coincide, then we have the actual minimal time of control. We can prove this is the case for a large case of control domains, for instance:

**Corollary 3.5.** Let $\gamma_1$ and $\gamma_2$ be two continuous functions from $[0, \pi]$ to $(-1, 1)$ such that $\gamma_1 < \gamma_2$, let $\omega = \{(x, y) : \gamma_1(y) < x < \gamma_2(y)\}$, and let $^2a = \max(\max(\gamma_2^-), \max(\gamma_1^+))$. One has:

i. if $T > a^2/2$, then the Grushin equation (1.1) is null-controllable in time $T$;

ii. if $T < a^2/2$, then the Grushin equation (1.1) is not null-controllable in time $T$.

We prove this Corollary in Section 7.

4. Comments and open problems

Note that most of the existing results for the controllability of degenerate parabolic equations (see Sect. 2) were only concerned with rectangular control domains. The reason is that these results were based on Fourier series techniques, which can only treat tensorised domains. Our results are built on the previous ones, but by adding some arguments (the fictitious control method for the positive result, and fully treating $x$ as a parameter in the negative one) we can accurately treat a large class of non-rectangular domains. But even then, there remains some open problems.

If the control region $\omega$ is not connected, the positive result of Theorem 3.1 might not apply. For example in Figure 4, the negative result of Theorem 3.3 says only that the minimal time for the null-controllability of the

---

We denote $\gamma^+ = \max(0, \gamma)$ and $\gamma^- = \max(0, -\gamma)$.
CONTROL OF THE GRUSHIN EQUATION ON NON-RECTANGULAR CONTROL REGIONS

Grushin equation is greater than $a^2/2$, but we don’t know if the Grushin equation is null-controllable in any time greater than $a^2/2$ or not.

If the domain is “pinched”, as in Figure 4, the open segment $\{(x, \pi/2) : -1 < x < 1\}$ is disjoint from $\Omega$; we are in a limit case of Theorem 3.3. Again, we only know that the minimal time is greater than $a^2/2$, but we don’t know if the Grushin equation is ever null-controllable at all.

For $\omega := \{(x, y) : \gamma_1(y) < x < \gamma_2(y)\}$ with $\gamma_1, \gamma_2 \in C([0, \pi]; (-1, 1))$ such that $\gamma_1 < \gamma_2$, Corollary 3.5 determines the minimal time which is not necessary the case if the control region does not have this form. For instance, if there is a “cave” in the control domain, as in Figure 4, the results of the present paper only ensure that the minimal time is greater or equal than $a^2/2$ and smaller or equal than $b^2/2$.

The null-controllability in the critical time $T = a^2/2$ in Corollary 3.5 also remains an open problem. Since for $\omega := [(-b, -a) \cup (a, b)] \times (0, 1)$ with $0 < a < b \leq 1$ the minimal time is equal to $a^2/2$ and the Grushin equation is not null-controllable in this time [9], we can conjecture that it is also the case in Corollary 3.5.

Finally, we have a positive result for the generalized Grushin equation $\partial_t - \partial_x^2 - q(x)^2 \partial_y^2$ (Rem. 3.2), but we lack a negative result corresponding to Theorem 3.3. If we had one, then we would also have a corollary similar to Corollary 3.5, with the minimal time being $q'(0)^{-1} \int_0^a q(s) \, ds$.

5. PROOF OF THE POSITIVE RESULT

This section is devoted to the proof of Theorem 3.1. To this end, we will adapt to our setting the fictitious control method which has already been used for partial differential equations for instance in [1, 13, 16, 20].

The strategy of the fictitious control method consists in building a solution of the control problem thanks to algebraic combinations of solutions to controlled problems. We say the initial controls of the controlled problems are fictitious since they do not appear explicitly in the final equation. The final controls will have less constraints than the initial ones, they can have less components as in [13, 16, 20] or a smaller support as in [1] and in our case.

To build the control for the Grushin equation (1.1) thanks to the fictitious control method, we will use a previous result:

**Theorem 5.1.** Assume that $\omega := (-1, -a) \times (0, \pi)$ with $a \in (0, 1)$. Then for each $T > a^2/2$, system (1.1) is null-controllable in time $T$.

The idea of the proof of Theorem 5.1 is the following: The observability estimates obtained in ([10], Thm. 1.4) can be interpreted in terms of boundary controllability of system (1.1) in $\Omega_a := (-a, 0) \times (0, \pi)$ and acting on the subset of the boundary $\{-a\} \times (0, \pi) \subset \partial \Omega_a$, which implies by a cutoff argument the internal controllability of system (1.1) by acting on $(-1, -a + \varepsilon) \times (0, \pi)$ with $a \in (0, 1)$: A detailed proof of Theorem 5.1 is given in Appendix A.

---

Figure 4. Examples of control region for which the minimal time of null-controllability is unknown.
Remark 5.2.

i. Thanks to ([10], Thm. 1.4), we could also easily prove that the system (1.1) is not null-controllable on $(-1, -a) \times (0, \pi)$ in time $T < a^2/2$, but this is superseded by Theorem 3.3 anyway.

ii. The equivalence between the boundary controllability and the internal controllability is standard for the heat equation (see for instance [1], Thm. 2.2). However, the equivalence proved in the reference is for $H^{1/2}$ boundary controls, but not in $L^2$. Moreover, the Grushin equation is degenerate, so we can’t directly apply the theorem of the reference. So we will prove Theorem 5.1 in Appendix A.

Proof of Theorem 3.1. Consider $\omega_0$ and $a$ given in (3.1) and (3.2). Let $T > a^2/2$. We define

$$\omega_{\text{left}} := (-1, -a) \times (0, \pi),$$
$$\omega_{\text{right}} := (a, 1) \times (0, \pi).$$

Such construction is illustrated in Figure 5. Consider the following control problems

$$\begin{cases}
(\partial_t - \partial_x^2 - x^2 \partial_y^2) f_{\text{left}}(t, x, y) = 1_{\omega_{\text{left}}} u_{\text{left}}(t, x, y) & t \in [0, T], (x, y) \in \Omega \\
 f_{\text{left}}(t, x, y) = 0 & t \in [0, T], (x, y) \in \partial \Omega \\
f_{\text{left}}(0, x, y) = f_0(x, y), & f_{\text{left}}(T, x, y) = 0 & (x, y) \in \Omega
\end{cases}$$

(5.1)

and

$$\begin{cases}
(\partial_t - \partial_x^2 - x^2 \partial_y^2) f_{\text{right}}(t, x, y) = 1_{\omega_{\text{right}}} u_{\text{right}}(t, x, y) & t \in [0, T], (x, y) \in \Omega \\
f_{\text{right}}(t, x, y) = 0 & t \in [0, T], (x, y) \in \partial \Omega \\
f_{\text{right}}(0, x, y) = f_0(x, y), & f_{\text{right}}(T, x, y) = 0 & (x, y) \in \Omega.
\end{cases}$$

(5.2)

Since $T > a^2/2$, according to Theorem 5.1, null-controllability problems (5.1) and (5.2) admit solutions. We now glue this two solutions $f_{\text{left}}$ and $f_{\text{right}}$ with an appropriate cutoff, given by Lemma 5.3:

Lemma 5.3. There exists a function $\theta \in C^\infty(\Omega)$ such that

$$\begin{cases}
\theta(z) = 0 \text{ for all } z \in \omega_{\text{left}} \setminus \omega_0, \\
\theta(z) = 1 \text{ for all } z \in \omega_{\text{right}} \setminus \omega_0, \\
\text{supp}(\nabla \theta) \subset \omega_0.
\end{cases}$$

By looking at Figure 5, one should be convinced such a cutoff does exist; nevertheless, we provide a rigorous proof in Appendix B. We define

$$f := \theta f_{\text{left}} + (1 - \theta) f_{\text{right}}.$$
We remark that \( f \) solves
\[
\begin{cases}
(\partial_t - \partial_x^2 - x^2 \partial_y^2) f(t, x, y) = u(t, x, y) & t \in [0, T], (x, y) \in \Omega, \\
f(t, x, y) = 0 & t \in [0, T], (x, y) \in \partial \Omega, \\
f(0, x, y) = f_0(x, y) & (x, y) \in \Omega,
\end{cases}
\]
where
\[
u := \theta 1_{\omega_{\text{left}}} u_{\text{left}} + (1 - \theta) 1_{\omega_{\text{right}}} u_{\text{right}} + (f_{\text{right}} - f_{\text{left}})(\partial_x^2 + x^2 \partial_y^2)\theta + 2\partial_x (f_{\text{right}} - f_{\text{left}})\partial_x \theta + 2x^2 \partial_y (f_{\text{right}} - f_{\text{left}}) \partial_y \theta.
\]

The properties of \( \theta \) given in Lemma 5.3, implies that \( u \) is supported in \( \omega_0 \subset \omega \). Using the fact that \( f_{\text{left}}(T) = f_{\text{right}}(T) = 0 \), then \( f(T) = 0 \). Moreover, since \( f_{\text{left}}, f_{\text{right}} \in L^2(0, T; V(\Omega)) \) (see (1.2)), we deduce that \( u \in L^2((0, T) \times \Omega) \).

6. Proof of the negative result

6.1. Proof of Theorem 3.3

We prove in this section the first non-null-controllability result (Thm. 3.3). We do this by adapting the method used by the second author to disprove the null-controllability when \( \omega \) is the complement of a horizontal strip [21].\(^3\)

First, we note that according to the hypothesis that \( \{ (x, y_0), -a < x < a \} \) does not intersect \( \omega \), for every \( a' < a \), there exists a rectangle of the form \( \{-a' < x < a', |y - y_0| < \delta\} \) that does not intersect \( \omega \) (see Fig. 6). Thus, we assume in the rest of this proof that \( \omega \) is the complement of this rectangle, i.e.
\[
\omega = \Omega \setminus \{-a' < x < a', |y - y_0| < \delta\}.
\]

To disprove the null-controllability, we disprove the observability inequality, which is equivalent to the null-controllability (see Coron’s book [12], Thm. 2.44 for a proof of this equivalence): there exists \( C > 0 \) such that for all \( f_0 \) in \( L^2(\Omega) \), the solution \( f \) to
\[
\begin{cases}
(\partial_t - \partial_x^2 - x^2 \partial_y^2) f(t, x, y) = 0 & t \in [0, T], (x, y) \in \Omega, \\
f(t, x, y) = 0 & t \in [0, T], (x, y) \in \partial \Omega, \\
f(0, x, y) = f_0(x, y) & (x, y) \in \Omega,
\end{cases}
\]

\(^3\)What we are actually saying is that we recommend reading ([21], Sect. 2) to get a hang of the proof before reading the present Section 6.1.
Figure 7. The domain $U$. 

satisfies

$$\int_{\Omega} |f(T, x, y)|^2 \, dx \, dy \leq C \int_{[0,T] \times \omega} |f(t, x, y)|^2 \, dt \, dx \, dy. \tag{6.1}$$

For each integer $n > 0$, let us note $v_n$ the first eigenfunction of $-\partial_x^2 + (nx)^2$ with Dirichlet boundary conditions on $(-1,1)$, and with associated eigenvalue $\lambda_n$. Then the function $v_n(x) \sin(ny)$ is an eigenfunction of $-\partial_x^2 - x^2 \partial_y^2$ with Dirichlet boundary condition on $\partial \Omega$, and with eigenvalue $\lambda_n$. We will disprove the observability inequality (6.1) with solutions $f$ of the form

$$f(t, x, y) = \sum_{n>0} a_n v_n(x) e^{-\lambda_n t} \sin(ny).$$

To avoid irrelevant summability issues, we will assume that all the sums are finite. The observability inequality (6.1) applied to these functions reads:

$$|f(T, \cdot, \cdot)|^2_{L^2(\Omega)} = \pi \sum_{n>0} |a_n|^2 |v_n|^2_{L^2} e^{-2\lambda_n T} \leq C \int_{[0,T] \times \omega} \left| \sum_{n>0} a_n v_n(x) e^{-\lambda_n t} \sin(ny) \right|^2 \, dt \, dx \, dy = C |f|^2_{L^2([0,T] \times \omega)}.$$ \tag{6.2}

Note that we have not supposed the $v_n$ to be normalized in $L^2$. Instead, we will find more convenient to normalize them by the condition $v_n(0) = 1$. Let us remind that thanks to Sturm-Liouville theory, $v_n$ is even and $v_n(0) \neq 0$ (see [7], Lem. 2).

The main idea is to relate this inequality to an estimate on entire polynomials. Let $\varepsilon \in (0,1/2)$ be a small real number to be chosen later (it will depend only on $T$ and $a'$). Then we have Lemma 6.1:

**Lemma 6.1.** Let $U = \{|z| < 1, |\arg(z)| - y_0| > \delta/2 \} \cup D(0,e^{-(1-2\varepsilon)a'/2})$ (see Fig. 7). The inequality (6.2) implies that there exists $N > 0$ and $C > 0$ such that for all entire polynomials of the form $p(z) = \sum_{n>N} a_n z^n$,

$$|p|_{L^2(D(0,e^{-T}))} \leq C |p|_{L^\infty(U)}. \tag{6.3}$$

**Proof.** About the left-hand side of the observability inequality (6.2), we first note that by writing the integral on a disk $D = D(0, r)$ of $z^n\bar{z}^m$ in polar coordinates, we find that the functions $z \mapsto z^n$ are orthogonal on $D(0, r).$

\footnote{We note $D(a, r) = \{z \in \mathbb{C}, |z - a| < r\}$ the complex open disk of center $a$ and radius $r.$}
So, we have for all polynomials\(^5\) \(\sum_{n>0} a_n z^{n-1} \):

\[
\int_{D(0,e^{-T})} \left| \sum_{n>0} a_n z^{n-1} \right|^2 d\lambda(z) = \sum_{n>0} |a_n|^2 \int_{D(0,e^{-T})} |z|^{2n-2} d\lambda(z)
\]

and computing \(\int_{D(0,e^{-T})} |z|^{2n-2} d\lambda(z)\) in polar coordinates:

\[
\int_{D(0,e^{-T})} \left| \sum_{n>0} a_n z^{n-1} \right|^2 d\lambda(z) = \sum_{n>0} \frac{\pi}{n} |a_n|^2 e^{-2nT}.
\]

Moreover, we know from basic spectral analysis that writing \(\lambda_n = n + \rho_n\), \((\rho_n)_{n \geq 0}\) is bounded (see [7], Sect. 3.3) and that \(|v_n|^2_{L^2((-1,1))} \geq c|n|^{-1/2}\) (see for instance [21], Lem. 21), so that

\[
\int_{D(0,e^{-T})} \left| \sum_{n>0} a_n z^{n-1} \right|^2 d\lambda(z) \leq \pi e^{-1} \sum_{n>0} |a_n|^2 |v_n|^2_{L^2} e^{-2nT} \\
\leq \pi e^{-1} e^{2\sup_k \rho_k T} \sum_{n>0} |a_n|^2 |v_n|^2_{L^2} e^{-2\lambda_n T} \\
= C|f(T,\cdot)|^2_{L^2(\Omega)}.
\]

Thus, the observability inequality (6.2) implies for another constant \(C\) (that depends on time \(T\) but it does not matter):

\[
\int_{D(0,e^{-T})} \left| \sum_{n>0} a_n z^{n-1} \right|^2 d\lambda(z) \leq C|f|^2_{L^2([0,T] \times \omega)}. \tag{6.4}
\]

To bound the right-hand side, we begin by writing \(\sin(ny) = (e^{iny} - e^{-iny})/2i\), so that the right-hand side satisfies

\[
|f|^2_{L^2([0,T] \times \omega)} \leq \frac{1}{2} \int_{[0,T] \times \omega} \left( \left| \sum_n a_n v_n(x) e^{iny - \lambda_n t} \right|^2 + \left| \sum_n a_n v_n(x) e^{-iny - \lambda_n t} \right|^2 \right) dt \, dx \, dy.
\]

Then, noting \(\tilde{\omega} = \omega \cup \{(x, -y), (x, y) \in \omega\}\) (see Fig. 8), we rewrite this as

\[
|f|^2_{L^2([0,T] \times \omega)} \leq \frac{1}{2} \int_{[0,T] \times \tilde{\omega}} \left| \sum_n a_n v_n(x) e^{iny - \lambda_n t} \right|^2 dt \, dx \, dy.
\]

Then, we again write \(\lambda_n = n + \rho_n\) and \(v_n(x) = e^{-(1-\varepsilon)n\pi^2/2} w_n(x)\), so that with \(z_x(t,y) = e^{-t+iy-(1-\varepsilon)x^2/2}\), the previous inequality implies:

\[
|f|^2_{L^2([0,T] \times \omega)} \leq \frac{1}{2} \int_{[0,T] \times \tilde{\omega}} \left| \sum_{n>0} a_n w_n(x) e^{-\rho_n t} z_x(t,y) \right|^2 dt \, dx \, dy. \tag{6.5}
\]

Now for each \(x \in (-1,1)\), we make the change of variables \(z_x = e^{-t+iy-(1-\varepsilon)x^2/2}\), for which \(dt \, dy = |z_x|^{-2} d\lambda(z)\). For each \(x\), let us note \(D_x\) the image of the set we integrate on for this change of variables.

\(^5\) We denote \(\lambda\) the Lebesgue measure on \(\mathbb{C} \simeq \mathbb{R}^2\). I.e. for a function \(f: \mathbb{C} \to \mathbb{C}\), if \((x,y) \in \mathbb{R}^2 \mapsto f(x+iy)\) is integrable, then \(\int_{\mathbb{C}} f(z) d\lambda(z) = \int_{\mathbb{R}^2} f(x+iy) dx \, dy\).
Figure 8. Above: The domain $\tilde{\omega}$ is the union of $\omega$ and of its symmetric with respect to the axis $x = 0$. Below: the domain $D_x$ is defined to be the set of complex numbers $z$ of modulus between $e^{-T-(1-\epsilon)x^2/2}$ and $e^{-(1-\epsilon)x^2/2}$, and with argument such that $(x, \arg(z)) \in \tilde{\omega}$. It is a partial ring if $|x| < a'$ and a whole ring if $|x| > a'$. Indeed, if we take a slice of $\tilde{\omega}$ by fixing $x$, when $|x| < a'$, we don’t have the whole interval $(-\pi, \pi)$, but when $|x| > a'$, the slice is the whole interval $(-\pi, \pi)$.

(see Fig. 8), that is,

$$D_x = \{e^{-(1-\epsilon)x^2/2} e^{-t+i\eta}, 0 < t < T, (x, y) \in \tilde{\omega}\}.$$  

We get

$$\int_{[0,T] \times \tilde{\omega}} \left| \sum_{n>0} a_n w_n(x) e^{-\rho_n t} z x(t, y)^n \right|^2 dt \, dx \, dy = \int_{-1}^1 \int_{D_x} \left| \sum_{n>0} a_n w_n(x) e^{-\rho_n t} z_{n-1} \right|^2 d\lambda(z) \, dx,$$

where we kept the notation $e^{-\rho_n t}$ for simplicity instead of expressing it as a function of $z$ and $x$ (we have $e^{-\rho_n t} = |e^{(1-\epsilon)x^2/2} z|^\rho_n$). With this change of variables, the inequality (6.5) becomes

$$|f|_{L^2([0,T] \times \omega)}^2 \leq \frac{1}{2} \int_{-1}^1 \int_{D_x} \left| \sum_{n>0} a_n w_n(x) e^{-\rho_n t} z_{n-1} \right|^2 d\lambda(z) \, dx.$$  

(6.6)

We want to bound the right-hand side by $\sum_{n>0} a_n z_{n-1}^2 |L^\infty(U)|$. To do this, we use the following Lemma 6.2, that we prove in Section 6.2. This Lemma is a rigorous statement of the fact that $\rho_n$ and $w_n$ are small\(^6\).

**Lemma 6.2.** Let $K$ be a compact subset of $\mathbb{C}$ and let $V$ be a bounded neighborhood of $K$ that is star-shaped with respect to 0. Then, there exists $C > 0$ and $N > 0$ such that for every $x \in (-1,1)$, for every $\tau \in [0,T]$, and for

\(^6\)At least small enough for our purposes, the good notion is that of Symbols, see Definition 6.4 below.
Figure 9. The domain $K$, in green, is (the closure of) the union of the domains $D_x$ described in Figure 8. For the domain $K$ the radius of the inner part-of-circle is the largest radius of the $D_x$ that is a full ring, i.e. $e^{-(1-\varepsilon)d^2/2}$. We also show $U$ for comparison. Notice that $U$ has been defined to be a neighborhood of $K$ that is star-shaped with respect to 0.

Every polynomial $\sum_{n>N} a_n z^{n-1}$:

$$\left| \sum_{n>N} a_n w_n(x)e^{-\rho_n t} z^{n-1} \right|_{L^\infty(K)} \leq C \left| \sum_{n>N} a_n z^{n-1} \right|_{L^\infty(U)}.$$  

From now on, we assume that $a_n = 0$ for $n \leq N$. In Lemma 6.2, we choose $K = \bigcup_{x=-1}^{1} D_x$ and $V = U$, where $U$ was defined in the statement of Lemma 6.1 (see Fig. 9). Notice that by definition of $D_x$, $K$ is the union of the ring $\{e^{-(T-(1-\varepsilon)/2} \leq |z| \leq e^{-(1-\varepsilon)d^2/2}\}$ and of the partial ring $\{e^{-(T-(1-\varepsilon)d^2/2} \leq |z| \leq 1, ||\arg(z)| - y_0| \geq \delta\}$, and so $U$ is a neighborhood of $K$ that is star-shaped with respect to 0, and the hypotheses of Lemma 6.2 are satisfied. We get, by taking $\tau = t$ in Lemma 6.2 (let us remind that $t$ is a function of $z$ and $x$):

$$\left| \sum_{n>N} a_n w_n(x)e^{-\rho_n t} z^{n-1} \right|_{L^\infty(K)} \leq C \left| \sum_{n>N} a_n z^{n-1} \right|_{L^\infty(U)}.$$  

Since $K$ contains every $D_x$, we have for every $x \in (-1, 1)$:

$$\int_{D_x} \left| \sum_{n>N} a_n w_n(x)e^{-\rho_n t} z^{n-1} \right|^2 d\lambda(z) \leq \lambda(K) \left| \sum_{n>N} a_n w_n(x)e^{-\rho_n t} z^{n-1} \right|^2_{L^\infty(K)} \leq \pi C^2 \left| \sum_{n>N} a_n z^{n-1} \right|^2_{L^\infty(U)}, \quad (6.7)$$

Then, we plug this estimate (6.7) into the estimate (6.6) to get for some constant $C > 0$:

$$\|f\|_{L^2([0,T]\times\omega)} \leq \pi C^2 \left| \sum_{n>N} a_n z^{n-1} \right|^2_{L^\infty(U)}, \quad (6.8)$$

Combining this with the estimate (6.4) on the left-hand side, we get for some constant $C > 0$:

$$\int_{D(0,e^{-(T)})} \left| \sum_{n>N} a_n z^{n-1} \right|^2 d\lambda(z) \leq C \left| \sum_{n>N} a_n z^{n-1} \right|^2_{L^\infty(U)},$$

which is, up to a change of summation index $n' = n - 1$, the estimate (6.3) we wanted.
Let us assume $T < (1-2\varepsilon)a'^2/2$. We want to disprove the inequality (6.3) of Lemma 6.1. We will use Runge’s theorem (see for instance Rudin’s textbook [24], Thm. 13.9) to construct a counterexample.

**Proposition 6.3** (Runge’s theorem). Let $U$ be a connected and simply connected open subset of $\mathbb{C}$, and let $f$ be a holomorphic function on $U$. There exists a sequence $(p_k)$ of polynomials that converges uniformly on every compact subsets of $U$ to $f$.

By definition of $U$, there exists a complex number $z_0 \in D(0,e^{-T})$ which is non-adherent to $U$ (see Fig. 10). Then, according to Runge’s theorem, there exists a sequence of polynomials $\tilde{p}_k$ that converges uniformly on every compact subset of $\mathbb{C} \setminus \{z_0[1,\infty)\}$ to $z \mapsto (z-z_0)^{-1}$, and we define $p_k(z) = z^{N+1} \tilde{p}_k(z)$. Then, the family $p_k$ is a counterexample to the inequality on entire polynomials (6.3). Indeed, since $z^{N+1}(z-z_0)^{-1}$ is bounded on $U$, $p_k$ is uniformly bounded on $U$, thus, the right-hand side of the inequality (6.3) is bounded. But since $z_0$ is in $D(0,e^{-T})$, $z^{N+1}(z-z_0)^{-1}$ has infinite $L^2$-norm in $D(0,e^{-T})$, and thanks to Fatou's Lemma, $\|p_k\|_{L^2(D(0,e^{-T}))}$ tends to $+\infty$ as $k \to +\infty$.

Thus, the Grushin equation is not null-controllable if $T < (1-2\varepsilon)a'^2/2$. But $a'$ can be chosen arbitrarily close to $a$, and $\varepsilon$ arbitrarily small, so the Grushin equation is not null-controllable if $T < a'^2/2$.

**6.2. Proof of Lemma 6.2**

For the proof of this Lemma, we will need a few definition and theorems.

**Definition 6.4** ([21], Def. 9). Let $r$ be a non-decreasing function $r: (0,\pi/2) \to \mathbb{R}$. For $0 < \theta < \pi/2$, we note $\Delta_\theta = \{z \in \mathbb{C}, |z| > r(\theta), |\arg(z)| < \theta\}$. We define $\mathcal{S}_r$ the set of functions $\gamma$ from $\bigcup_{0<\theta<\pi/2} \Delta_\theta$ to $\mathbb{C}$, that are holomorphic and with subexponential growth on each $\Delta_\theta$, i.e. such that for all $0 < \theta < \pi/2$ and $\varepsilon > 0$,

$$p_{\theta,\varepsilon}(\gamma) := \sup_{z \in \Delta_\theta} |\gamma(z)|e^{-\varepsilon|z|} < +\infty. \quad (6.9)$$

We endow $\mathcal{S}_r$ with the topology of the seminorms $(p_{\theta,\varepsilon})_{0<\theta<\pi/2,\varepsilon>0}$. We will call elements of $\mathcal{S}_r$ symbols.

**Theorem 6.5** ([21]\textsuperscript{7}, Thm. 18). Let $r: (0,\pi/2) \to \mathbb{R}$ be a non-decreasing function and a symbol $\gamma \in \mathcal{S}_r$ and $N = \lceil \inf_\theta r(\theta) \rceil$. Let $H_\gamma$ be the operator on polynomials with the first $N$ derivatives vanishing at 0, defined

\textsuperscript{7}In the reference [21], the Theorem is stated sightly differently, but the two formulations are equivalent.
The map $\gamma \in S_r \mapsto H_\gamma$ satisfies the following continuity-like estimate: for each compact $K$ and each neighborhood $V$ of $K$ that is star-shaped with respect to $0$, there exists a constant $C > 0$ and a finite number of seminorms $(p_{\theta,\epsilon})_{1 \leq i \leq n}$ of $S_r$ such that for every symbol $\gamma$ and polynomial of the form $f = \sum_{n > N} a_n z^n$:

$$|H_\gamma(f)|_{L^\infty(K)} \leq C \sup_{1 \leq i \leq n} p_{\theta,\epsilon}(\gamma)|f|_{L^\infty(V)}. \quad (6.10)$$

**Theorem 6.6** ([21], Thm. 22 and Prop. 25). We remind that $\lambda_n$ is the first eigenvalue of $-\partial_x^2 + (nx)^2$ with Dirichlet boundary conditions on $(-1,1)$, $\nu_n$ is the associated eigenfunction that satisfies $\nu_n(0) = 1$ and the definition of $w_n = e^{(1-\epsilon)nx^2/2}\nu_n(x)$.

There exists a non-decreasing function $r : (0, \pi/2) \to \mathbb{R}$ such that for $N = \lceil \inf \theta r(\theta) \rceil$:

i. there exists a symbol $\gamma \in S_r$ such that for $n > N$, $\lambda_n = n + \gamma(n) e^{-n}$;

ii. for each $x \in (-1,1)$, there exists a symbol $\omega(x) \in S_r$ such that for $n > N$, $w_n(x) = \omega(x)(n)$, and moreover, the family $(\omega(x))_{-1 < x < 1}$ is a bounded family of $S_r$.

**Proof of Lemma 6.2.** We want to bound $\sum_{n > N} w_n(x)e^{-\rho_n \tau} \gamma(n^2-1)$ by $\sum_{n > N} a_n z^{n-1}$. To do this, we prove that $w_n(x)e^{-\rho_n \tau}$ is a symbol in the sense of Definition 6.4, and then apply the Theorem 6.5.

Let $\gamma \in S_r$ and $w(x) \in S_r$ obtained by Theorem 6.6 and let $\rho(\alpha) := \gamma(\alpha) e^{-\alpha}$. Also let $N = \lceil \inf \theta r(\theta) \rceil$. The function $\rho$ satisfies for every $n > N$, $\rho(n) = \rho_n$. Finally, for $0 < \tau < T$ and $x \in (-1,1)$, let $\gamma_{r,x}$ defined by:

$$\gamma_{r,x}(\alpha) = \omega(x)(\alpha + 1) e^{-\rho(\alpha+1)\tau},$$

so that:

$$\sum_{n > N+1} w_n(x)e^{-\rho_n \tau} \gamma(n^2-1) = H_{\gamma_{r,x}} \left( \sum_{n > N+1} a_n z^{n-1} \right). \quad (6.11)$$

Note that we evaluated $w(x)$ and $\rho$ in $\alpha + 1$ instead of $\alpha$ because we want to multiply $z^{n-1}$ by $w_n(x)e^{-\rho_n \tau}$. This is not a problem because the domain of definition of a symbol is invariant by $z \mapsto z + 1$, and thus if $\gamma \in S_r$ is a symbol, then so is $\gamma' = \gamma(\cdot + 1)$, and we moreover have $p_{\theta,\epsilon}(\gamma) \leq p_{\theta,\epsilon}(\gamma')$.

We then show that the family $(\gamma_{r,x})_{0 < \tau < T, x \in (-1,1)}$ is in $S_r$, and is bounded. Since $\rho(\alpha) = e^{-\alpha} \gamma(\alpha)$ with $\gamma$ having sub-exponential growth (by definition of $S_r$), $|\rho(\alpha)|$ is bounded on every $\Delta_\theta$ by some $c_\theta$. So, we have for $0 < \tau < T$ and $\alpha \in \Delta_\theta$:

$$|e^{-\rho(\alpha)\tau}| \leq |e^{\rho(\alpha)\tau}| \leq e^{Tc_\theta}.$$  

So $e^{-\rho(\alpha)\tau}$ is bounded for $\alpha \in \Delta_\theta$, and in particular has sub-exponential growth. Since $\rho$ is holomorphic, so is $\alpha \mapsto e^{-\rho(\alpha)\tau}$, thus, $\alpha \mapsto e^{-\rho(\alpha)\tau}$ is in $S_r$. Moreover, the bound $|e^{-\rho(\alpha)\tau}| \leq e^{Tc_\theta}$ is uniform in $0 < \tau < T$, so $e^{-\rho(\tau)_{0 < \tau < T}}$ is a bounded family of $S_r$.

Moreover, we already know that $(w(x))_{x \in (-1,1)}$ is a bounded family in $S_r$. Since $\gamma_{r,x}$ is the multiplication of $w(x)$ and $e^{-\rho(\tau)}$ and since the multiplication is continuous in $S_r$, $(\gamma_{r,x})_{0 < \tau < T, x \in (-1,1)}$ is a bounded family of $S_r$.

\footnote{In the reference [21], it is not clear we can choose the same $r$ for (i) and (ii): we have $r_1$ such that (i) holds and $r_2$ such that (ii) holds. Then, we just have to choose $r = \max(r_1, r_2)$.}

\footnote{See for instance ([21], Prop. 12), but it is elementary.}
In green, the domain $\omega$. At $y = y_0$, the function $\max(\gamma_2^-, \gamma_1^+)$ takes its maximum $a$. Then, the open interval $\{(x, y_0), -a < x < a\}$ is disjoint from $\overline{\omega}$. So, the Grushin equation is not null-controllable in time $T < a^2/2$. Also, if we take a path $\gamma$ (here in blue) from the bottom boundary to the top boundary that is close to the boundary of $\omega$ around $y = y_0$, then, we can apply Theorem 3.1, and the Grushin equation is null-controllable in time $T > a^2/2$.

So according to the estimate (6.10) of Theorem 6.5, if $V$ is a bounded neighborhood of $K$ that is star-shaped with respect to $0$, there exists $C > 0$ independent of $\zeta, x$, such that:

$$\left| H_{\gamma, x} \left( \sum_{n>N+1} a_n z_n^{n-1} \right) \right|_{L^\infty(K)} \leq C \left| \sum_{n>N+1} a_n z_n^{n-1} \right|_{L^\infty(V)}.$$

So, thanks to equation (6.11):

$$\left| \sum_{n>N} w_n(x) a_n z_n^{n-1} e^{-\rho_n \tau} \right|_{L^\infty(K)} \leq C \left| \sum_{n>N} a_n z_n^{n-1} \right|_{L^\infty(V)}.$$

7. Computation of the minimal time for some control domains

In this section, we prove the Corollary 3.5. By looking at Figure 11, one can be convinced Theorems 3.1 and 3.3 will give $a^2/2$ as the minimal time of null-controllability, but let us actually prove it. Let us recall that $\omega = \{(x, y) \in \Omega, \gamma_1(y) < x < \gamma_2(y)\}$ and that $a = \max(\max(\gamma_2^-), \max(\gamma_1^+))$.

First step: lower bound of the minimal time. For this step, we only have to treat the case $a > 0$. By definition of $a$, for every $\varepsilon > 0$, there exists $y_\varepsilon \in (0, \pi)$ such that $\gamma_2(y_\varepsilon) < -a + \varepsilon$ or $\gamma_1(y_\varepsilon) > a - \varepsilon$. Then, since $\gamma_1 < \gamma_2$, the segment $\{(x, y_\varepsilon), |x| < a - \varepsilon\}$ is disjoint from $\overline{\omega}$, and thanks to Theorem 3.3, the Grushin equation (1.1) is not null-controllable on $\omega$ in time $T < (a - \varepsilon)^2/2$. This is true for every $\varepsilon > 0$.

Second step: upper bound of the minimal time. Let $\varepsilon > 0$ small enough so that $\gamma_2 - \gamma_1 > \varepsilon$. Let $\tilde{\gamma}_1 = \max(\gamma_1, -a - \varepsilon)$ and $\tilde{\gamma}_2 = \min(\gamma_2, a + \varepsilon)$. By using the information $\gamma_2 - \gamma_1 > \varepsilon$, $\gamma_2 \geq -a$, $\gamma_1 \leq a$ and by looking at the different cases, we readily get $\tilde{\gamma}_2 - \tilde{\gamma}_1 \geq \varepsilon$. Then, we define the path

$$\gamma: s \in [0, \pi] \mapsto \left( \frac{\tilde{\gamma}_1(s) + \tilde{\gamma}_2(s)}{2}, s \right).$$

This path goes from the bottom boundary to the top boundary, and satisfies $|\text{abscissa}(\gamma)| \leq a + \varepsilon$ and $\gamma_1 + \varepsilon/2 \leq \text{abscissa}(\gamma) \leq \gamma_2 - \varepsilon/2$. Therefore, for $\eta > 0$ small enough, we have

$$\omega_0 := \{ z \in \Omega, \text{distance}(z, \text{Range}(\gamma)) < \eta \} \subset \omega.$$
Thus, the Theorem 3.1 tells us the Grushin equation (1.1) is null-controllable in time \( T > (a + \varepsilon)^2 / 2 \). This is true for every \( \varepsilon > 0 \).

**APPENDIX A. PROOF OF THEOREM 5.1**

In this section, we will show that the boundary null-controllability of system (1.1) (this notion is recalled in Def. A.3) implies the internal null-controllability of system (1.1). The argument is standard, but for the sake of clarity, we include it in the present paper.

Let \( \Omega_L := (-L, 1) \times (0, \pi) \) and \( \Gamma_L := \{-L\} \times (0, \pi) \) with \( L \in (0, 1) \). Consider the system

\[
\begin{aligned}
&\left\{ \begin{array}{l}
(\partial_t - \partial_x^2 - x^2 \partial_y^2) f(t, x, y) = 0 & t \in [0, T], (x, y) \in \Omega_L, \\
f(t, x, y) = 0 & t \in [0, T], (x, y) \in \partial \Omega_L \setminus \Gamma_L, \\
f(t, x, y) = v(t, y) & t \in [0, T], (x, y) \in \Gamma_L, \\
(0, x, y) = f_0(x, y) & (x, y) \in \Omega_L,
\end{array} \right.
\end{aligned}
\]

(A.1)

where \( f_0 \in L^2(\Omega_L) \) is the initial data and \( v \in L^2((0, T) \times \Gamma_L) \) is the control. The solution to system (A.1) will be considered in the following sense:

**Definition A.1.** Let \( f_0 \in V(\Omega_L)' \) and \( v \in L^2((0, T) \times \Gamma_L) \) be given. It will be said that \( y \in L^2((0, T) \times \Omega_L) \) is a solution by transposition to system (A.1), if for each \( g \in L^2((0, T) \times \Omega_L) \), we have:

\[
\int_{(0,T)\times\Omega_L} f(t, x, y)g(t, x, y) \, dx \, dy \, dt = \langle f_0, \varphi(0) \rangle_{V(\Omega_L)'},V(\Omega_L)} + \int_0^T \int_0^1 v(t, y)\varphi_x(t, -L, y) \, dy \, dt,
\]

where \( \varphi \) is the solution to

\[
\begin{aligned}
&\left\{ \begin{array}{l}
(-\partial_t - \partial_x^2 - x^2 \partial_y^2) \varphi(t, x, y) = g(t, x, y) & t \in [0, T], (x, y) \in \Omega_L, \\
\varphi(t, x, y) = 0 & t \in [0, T], (x, y) \in \partial \Omega_L, \\
\varphi(T, x, y) = 0 & (x, y) \in \Omega_L.
\end{array} \right.
\end{aligned}
\]

(A.2)

Using standard argument of the semi-group theory, one can prove the well posedness of system (A.1) (see for instance [18], Prop. 2.2) in the case of the heat equation:

**Proposition A.2.** For all \( f_0 \in V(\Omega_L)' \) and \( v \in L^2((0, T) \times \Gamma_L) \), there exists a unique solution by transposition to system (A.1).

We now recall the notion of null-controllability of system (A.1) (or boundary null-controllability of system (1.1)):

**Definition A.3.** system (A.1) is said to be null-controllable in time \( T \) if for each initial data \( f_0 \in L^2(\Omega_L) \) there exists a control \( v \in L^2((0, T) \times \Gamma_L) \) such that \( f(T, \cdot, \cdot) = 0 \) in \( V(\Omega_L)' \).

The observability estimates obtained in ([10], Thm. 1.4) can be interpreted in terms of controllability as follows:

**Theorem A.4.** One has

i. For each \( T > L^2/2 \), system (A.1) is null-controllable in time \( T \).

ii. For each \( T < L^2/2 \), system (A.1) is not null-controllable in time \( T \).

We will now prove Theorem 5.1:

**Proof of Theorem 5.1.** Assume that \( T := (a + \varepsilon)^2 / 2 \) with \( \varepsilon \in (0, 1 - a) \) and let \( f_0 \in L^2(\Omega) \). Using item (i) of Theorem A.4 for \( L := a + \varepsilon/2 \), consider the controlled solution \( f_{\text{boundary}} \) to system (A.1) in time \( T \) for the
initial data \( f_{0|\Omega_L} \) with a control \( v \in L^2((0, T) \times \Gamma_L) \). Denote by \( f_{\text{free}} \) the uncontrolled solution to system \((1.1)\) for \( u := 0 \). We define

\[
f_{\text{internal}} := \eta \theta_1 f_{\text{free}} + (1 - \theta_1) f_{\text{boundary}},
\]

where \( \theta_1 \in C^\infty([-1, 1]) \) and \( \eta \in C^\infty([0, T]) \) satisfy

\[
\begin{align*}
\theta_1(x) &= 1 & x \in [-1, -a - \varepsilon/3], \\
\theta_1(x) &= 0 & x \in [-a - \varepsilon/4, 1], \\
0 \leq \theta_1(x) &\leq 1 & x \in [-1, 1],
\end{align*}
\]

and

\[
\begin{align*}
\eta(t) &= 1 & t \in [0, T/3], \\
\eta(t) &= 0 & t \in [2T/3, T], \\
0 \leq \eta(t) &\leq 1 & t \in [0, T].
\end{align*}
\]

For each \( g \in L^2((0, T) \times \Omega) \), if we denote by \( \varphi \) the corresponding solution to system \((A.2)\), we have

\[
\int_{(0,T)\times\Omega} f_{\text{internal}} g = \int_{(0,T)\times\Omega} (\eta \theta_1 f_{\text{free}} + (1 - \theta_1) f_{\text{boundary}})(-\partial_t - \partial_x^2 - x^2 \partial_y^2) \varphi
\]

\[
= \int_{(0,T)\times\Omega} f_{\text{free}}(-\partial_t - \partial_x^2 - x^2 \partial_y^2)(\eta \theta_1 \varphi)
\]

\[
+ \int_{(0,T)\times\Omega} f_{\text{free}}(\partial_t \eta \theta_1 \varphi + \eta \partial_x^2 \theta_1 \varphi + 2\eta \partial_x \theta_1 \partial_x \varphi)
\]

\[
+ \int_{(0,T)\times\Omega_L} f_{\text{boundary}}(-\partial_t - \partial_x^2 - x^2 \partial_y^2)((1 - \theta_1) \varphi)
\]

\[
- \int_{(0,T)\times\Omega} f_{\text{boundary}}(\partial_x^2 \theta_1 \varphi + 2\partial_x \theta_1 \partial_x \varphi).
\]

Using Definition \(A.1\), we deduce that

\[
\int_{(0,T)\times\Omega} f_{\text{internal}} g = \langle f_0, \theta_1 \varphi(0) \rangle_{V(\Omega), V(\Omega)} + \int_{(0,T)\times\Omega} f_{\text{free}}(\partial_t \eta \theta_1 \varphi + \eta \partial_x^2 \theta_1 \varphi + 2\eta \partial_x \theta_1 \partial_x \varphi)
\]

\[
+ \langle f_0|_{\Omega_L}, (1 - \theta_1) \varphi(0) \rangle_{V(\Omega_L), V(\Omega_L)} - \int_{(0,T)\times\Omega} f_{\text{boundary}}(\partial_x^2 \theta_1 \varphi + 2\partial_x \theta_1 \partial_x \varphi)
\]

\[
= \langle f_0, \varphi(0) \rangle_{L^2(\Omega)} + \int_0^T \langle h, \varphi \rangle_{V(\Omega), V(\Omega)},
\]

where

\[
h := f_{\text{free}}(\partial_t \eta \theta_1 + \eta \partial_x^2 \theta_1) - 2\partial_x (f_{\text{free}} \eta \partial_x \theta_1) - f_{\text{boundary}} \partial_x^2 \theta_1 + 2\partial_x (f_{\text{boundary}} \partial_x \theta_1) \in L^2(0, T; V'(\Omega)).
\]

We deduce that \( f_{\text{internal}} \) is the unique weak solution in \(C([0, T]; L^2(\Omega)) \cap L^2(0, T; V(\Omega)) \) to

\[
\begin{align*}
(\partial_t - \partial_x^2 - x^2 \partial_y^2) f_{\text{internal}}(t, x, y) &= h(t, x, y) & t \in [0, T], (x, y) \in \Omega, \\
f_{\text{internal}}(t, x, y) &= 0 & t \in [0, T], (x, y) \in \partial \Omega, \\
f_{\text{internal}}(0, x, y) &= f_0(x, y) & (x, y) \in \Omega
\end{align*}
\]

and satisfies \( f_{\text{internal}}(T, \cdot, \cdot) = 0 \). The control \( h \) is not regular enough – it is in \( L^2(0, T; V'(\Omega)) \) instead of \( L^2((0, T) \times \Omega) \) – so we regularize it again by defining

\[
f := \eta \theta_2 f_{\text{free}} + (1 - \theta_2) f_{\text{internal}},
\]
where $\theta_2 \in C^\infty([-1,1])$ satisfies

$$\begin{align*}
\theta_2(x) &= 1 & x &\in [-1, -a - \varepsilon/5], \\
\theta_2(x) &= 0 & x &\in [-a - \varepsilon/6, 1], \\
0 &\leq \theta_2(x) & x &\in [-1, 1].
\end{align*}$$

Again, for each $g \in L^2((0, T) \times \Omega)$, if we denote by $\varphi$ the solution to system (A.2), we have

$$\int_{(0,T)\times\Omega} fg = \langle f_0, \varphi(0) \rangle_{L^2(\Omega)} + \int_{(0,T)\times\Omega} u\varphi,$$

where

$$u := f_{\text{free}}(\partial_t \eta \theta_2 + \eta \partial_x^2 \theta_2) - 2\partial_t(f_{\text{free}} \eta \partial_x \theta_2) - f_{\text{internal}} \partial_x^2 \theta_2 + 2\partial_x(f_{\text{internal}} \partial_x \theta_2) \in L^2((0,T) \times \Omega).$$

We deduce that $f$ is the unique weak solution in $C([0,T];L^2(\Omega)) \cap L^2(0,T;V'(\Omega))$ to system (1.1) with the control $u$ and satisfying $f(T, \cdot, \cdot) = 0$. Moreover, we remark that $u$ is localized in $\omega$, which concludes the proof. \hfill \Box

**Appendix B. Proof of the existence of the cutoff (Lem. 5.3)**

We consider $\tilde{\gamma} \in C^0(\mathbb{R};\mathbb{R}^2)$ the path $\gamma$ that we extend vertically on the top and bottom. I.e. if we note $\gamma(0) = (x_0, 0)$ and $\gamma(1) = (x_1, \pi)$, we set

$$\tilde{\gamma}(s) = \begin{cases} 
\gamma(s) & \text{for all } s \in [0, 1], \\
(x_0, s) & \text{for all } s < 0, \\
(x_1, \pi + s - 1) & \text{for all } s > 1. 
\end{cases}$$

Denote by $\tilde{\omega}_{\text{right}}$ the connected component of $\mathbb{R}^2 \setminus \tilde{\gamma}(\mathbb{R})$ containing $(2, 0)$ (for instance), i.e. the set that is “right of $\tilde{\gamma}$”. Then set $\theta := 1_{\tilde{\omega}_{\text{right}}}$, the indicator function of $\tilde{\omega}_{\text{right}}$. Finally, choosing a smooth mollifier $\rho_\varepsilon$ that has its support in $B(0, \varepsilon/2)$, we set $\tilde{\theta} := \rho_\varepsilon \ast \theta$.

Since $\tilde{\theta}$ is locally constant outside of $\gamma(\mathbb{R})$, $\theta$ is locally constant around each $z \in \mathbb{R}^2$ such that $\text{distance}(z, \tilde{\gamma}(\mathbb{R})) > \varepsilon/2$. With the definition of $\omega_0$ (Eq. (3.1)), this proves that $\text{supp}(\nabla \theta) \cap \Omega \subset \omega_0$. Now, by the definition of $a$ (Eq. (3.2)), if $z = (x, y)$ is in $\omega_{\text{right}} \setminus \omega_0$, i.e. if $a < x < 1$ but $z$ is not in $\omega_0$, then the open segment $\{(x', y), x < x' < 1\}$ lies outside of $\omega_0$. Thus, we can see that $z$ is in the connected component of $(2, 0)$, i.e. it is in $\tilde{\omega}_{\text{right}}$ and since it is not in $\omega_0$, $\text{distance}(z, \tilde{\gamma}(\mathbb{R})) > \varepsilon$, and thus $\theta(z) = 1$. Similarly, if $z$ is in $\omega_{\text{left}} \setminus \omega_0$, then $z$ is in the connected component of $(-2, 0)$, which is not in the same connected component as $(2, 0)$, and thus $\theta(z) = 0$. \hfill \Box

**Appendix C. Sketch of the proof of Theorem 3.4**

The proof of Theorem 3.4 goes along the same lines as the proof of Theorem 3.3, but is actually simpler: the eigenfunctions are exactly the Gaussian $e^{-nx^2/2}$, with associated eigenvalue exactly $n$, and we don’t need the Lemma 6.2, nor any equivalent.

Following the proof until equation (6.5), with the change of variables $z_x = e^{-t+iy-x^2/2}$, we find that the null-controllability on $\omega$ (as defined in the statement of the Theorem) would imply that with $D_x = \{e^{-T-x^2/2} < |z| < e^{-x^2/2}, ||\arg(z)| - \pi| < f(x)\}$,

$$\int_{D(0,e^{-T})} \sum_{n>0} a_n z^{n-1} |^2 \, d\lambda(z) \leq C \int_{\mathbb{R}} \int_{D_x} \sum_{n>0} a_n z^{n-1} |^2 \, d\lambda(z) \, dx.$$
Then, with $U = \bigcup_{x \in \mathbb{R}} D_x$, 
\[
\int_{D(0,e^{-T})} \left| \sum_{n>0} a_n z^{n-1} \right|^2 \, d\lambda(z) \leq C \left| \sum_{n>0} a_n z^{n-1} \right|^2_{L^\infty(U)}.
\]
(This time, we only write $|p|_{L^2} \leq C |p|_{L^\infty}$.) But this does not hold. Indeed, $z_0 = e^{-T/2+iy}$ (for instance) is non adherent to $U$, and we can construct a counter-example to the estimate above with Runge’s theorem, as in the end of the proof of Theorem 3.4.
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