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Abstract: In order to improve the accuracy of semantic model intrinsic detection, a skeleton-based high-level semantic model intrinsic self-symmetry detection method is proposed. The semantic analysis of the model set is realized by the uniform segmentation of the model within the same style, the component correspondence of the model between different styles, and the shape content clustering. Based on the results of clustering analysis, for a given three-dimensional (3D) point cloud model, according to the curve skeleton, the skeleton point pairs reflecting the symmetry between the model surface points are obtained by the election method, and the symmetry is extended to the model surface vertices according to these skeleton point pairs. With the help of skeleton, the symmetry of the point cloud model is obtained, and then the symmetry region of point cloud model is obtained by the symmetric correspondence matrix and spectrum method, so as to realize the intrinsic symmetry detection of the model. The experimental results show that the proposed method has the advantages of less time, high accuracy, and high reliability.
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1. Introduction

Nowadays, the research object of digital geometry processing is gradually crossing from low-level geometric attributes to high-level semantic attributes. The symmetry of a three-dimensional (3D) geometric model is an important bridge between low-level geometric information and high-level semantic information [1,2]. Symmetry analysis is an important problem in the field of geometric processing, which is widely used in the segmentation, editing, and retrieval of 3D geometric models. At present, three-dimensional geometric model symmetry detection mainly focuses on global implicit symmetry detection, local implicit symmetry detection, and global implicit symmetry detection [3]. Local intrinsic symmetry is more general in 3D geometry, but it is more complex due to the need to consider symmetry and segmentation and the difficulty of parameterization of intrinsic transformation. Detection of local intrinsic symmetry is still a difficult problem in the field of 3D shape analysis [4,5]. In addition, the existing intrinsic symmetry detection methods cannot deal with the point cloud model with noise and data loss [6]. For this kind of data, it is of theoretical and practical significance to study the robust implicit symmetry detection algorithm.

Gao et al. [7] proposed a non-rigid 3D model intrinsic auto-symmetry detection method based on diffusion geometry constraints with the goal of improving algorithm efficiency and topological noise insensitivity in geometric processing of 3D mesh models. The Laplace Beltrami operator of the model is used to extract the thermal kernel feature descriptors of the vertices, compare the diffusion distance between descriptors, and effectively fuse with the geometric similarity matrix based on the spectral theory constraints, so as to realize the optimization of shape measurement. Finally, the linear detection method is used to quickly obtain the set of symmetrical points of the model, so as to realize the self-symmetric shape analysis of the model. Han et al. [8] explored how Red Green Blue color mode...
(RGB) images with rich color details and infrared images have high sensitivity to contour features such as target contours, sizes, and borders, and proposed an Asymmetric Parallelism Fully Convolutional Network (APFCN). In a Parallelism Fully Convolutional Network (PFCN), a convolution kernel size non-uniform five-layer cavity convolution network is designed to extract the high-level contour features of an infrared image. On the other hand, the convolution plus pooling network is used to extract the detail features on three scales of a RGB image; on the back-end, the high-level features of the infrared image are fused with the detail features on three scales of a RGB image, and the fusion features after four times sampling are used as semantic segmentation output. Wang et al. [9] have important research significance regarding its analysis of the internal knowledge of data in different media forms. Traditional knowledge expression methods are mostly based on multimedia documents. It is difficult to accurately express the knowledge structure of cross media data. In order to solve the particularity of cross media knowledge representation, a consistency representation method of cross media supported by semantic network was developed. The process of building a mathematical model is described in detail; mapping semantic space is built between main media and sub media, semantic association calculation is carried out, attribute perception is carried out for multimedia objects, validity identification and attribute extraction are completed for single information carrier across media, and finally ontology knowledge is used to build a semantic network for consistency representation analysis [10,11]. In order to improve the accuracy of semantic model detection, a skeleton-based high-level semantic model intrinsic self-symmetry detection method is proposed. The distance along the skeleton is obtained by obtaining candidate pairs of symmetrical points, and the matching of the pairs of symmetrical points is judged according to the degree of local similarity to realize the detection of intrinsic self-symmetry in high-level semantic models. Finally, through experiments on detection execution time, detection accuracy, and symmetrical performance, the specific detection effect of the method in this paper is obtained.

2. Methods

2.1. Semantic Analysis of Model Set

In order to detect the connotation of a high-level semantic model better and more accurately, the semantic analysis of a model set is divided into the consistent segmentation of models within the same style, the component correspondence of models between different styles, and the clustering of shape and content.

(1) Consistent segmentation of models within the same style class

Assuming that the input model set is clustered according to the shape style, the next step is to segment the models in each style class uniformly.

The method in this paper is based on the abstract representation of a model-directed bounding box graph. The geometric properties of the directed bounding box are easier to calculate. In addition, since the number of bounding boxes is far less than the number of triangular patches on the model mesh, hierarchical clustering based on the bounding box graph is more efficient [12,13]. Although the bounding box is only an approximate representation of each part of the model, experiments show that the method can achieve correct and consistent segmentation results for the model within the style class.

In this paper, we need to define the measure of concavity and correspondence degree at the directed bounding box level. Suppose that \( p_1 \) and \( p_2 \) are two adjacent bounding boxes on the same model, which can be either the initial bounding box or the newly generated bounding box after merging. The concave measure of the combined shape of \( p_1 \) and \( p_2 \) is defined as: \( \frac{\text{vob}(p_1) + \text{vob}(p_2)}{\text{vob}(p)} \), where \( p \) is the bounding box of the combined shape of \( p_1 \) and \( p_2 \).

If \( p_1 \) and \( p_2 \) belong to two different models, the optimal alignment of the two models is first calculated by Global iterative nearest point method (GIP). To sum up, the corresponding degree of \( p_1 \) and \( p_2 \) can be defined as: \( 1/\text{arob}(p_1) + \text{arob}(p_2) \sum_{(f_1,f_2) \in \text{CFO}(p_1,p_2)} \frac{\text{area}(f_1) + \text{area}(f_2)}{\text{area}(f_1) + \text{area}(f_2)} \). Among them, \( \text{arob}(p) \)
represents the area of the directed bounding box \( p \) and \( \text{CFO}(p_1, p_2) \) represents the set of compatible patch pairs of \( p_1 \) and \( p_2 \) under the optimal alignment condition.

(2) Component correspondence of models between different styles

This paper introduces how to calculate the consistent segmentation of all models based on the consistent segmentation within each style class. For this reason, we only need to establish component correspondence for each style cluster. The matching method based on deformation is used to calculate the component correspondence. This method calculates the optimal correspondence between the source 3D model and the target 3D model by finding the minimum cost deformation. The corresponding mass of the model is measured by deformation energy or deformation cost.

Consider two 3D models from different styles. Since the models within each style class have been uniformly segmented, based on their respective consistent segmentation results, a directed bounding box graph can be established for the two models respectively [14,15]. First, the directed bounding box is divided into three types: linear bounding box (1D type), planar bounding box (2D type), and spherical bounding box (3D type). Specifically, the three indexes \( c_L \), \( c_P \), and \( c_S \) with moderate anisotropy in Equation (1) are used to classify the bounding box; that is, the type with the largest value among the three indexes is the type of bounding box. However, the anisotropic characteristics of some bounding boxes are not obvious, which shows that none of them is significantly larger than the other two. At this time, in order to avoid matching errors caused by hard classification, two or even three types of bounding boxes are given to this class.

\[
\begin{align*}
  c_L &= \frac{s_1 - s_2}{s_1 + s_2 + s_3} \\
  c_P &= \frac{2(s_2 - s_3)}{s_1 + s_2 + s_3} \\
  c_S &= \frac{s_3}{s_1 + s_2 + s_3}
\end{align*}
\]  

(1)

Since the result of consistent segmentation generally corresponds to the decomposition of functional components of the model, the number of nodes of a directed bounding box graph based on the result of consistent segmentation is generally small. Due to the small search space, it is feasible to use a shape matching method similar to deformation driven. In order to further reduce the search cost, the largest node in the bounding box graph of the source model is selected as the root node. For the target model, all bounding box nodes with the same root type as the source model are selected as the root nodes to generate multiple candidate search trees. The specific priority tree search process is matching sparse feature points on the dimensional model. This method constructs a search tree of feature points for the input model and uses pruning priority to search global optimal matching. Each node of the search tree corresponds to the matching of a pair of feature points. A path starting from the root node whose length is equal to the number of feature points is a complete matching of all feature points of the model.

For a 3D model based on a directed bounding box graph, its deformation is defined as relative rigid motion (including translation and rotation) between bounding boxes and scaling along the axis of the bounding box. For any two adjacent directed bounding boxes, according to their respective types, it is necessary to define the allowable relative rigidity transformation between them and the range parameters of each allowable transformation. For the translation range, only two parts in contact with each other should not be separated. The directed bounding box corresponds to the functional parts of the model, and the relative pose between these functional parts is very common in different instance models of artificial objects. For example, the angle between the seat and the leg of the chair changes within a certain range, and the position of the leg relative to the seat changes within a certain range, which are reasonable relative changes between the functional components. These relative postures reflect the different design of the chair. Therefore, if the relative transformation between these features exceeds the allowable range, the semantics of the model will be destroyed. Therefore, in the
process of using a priority tree to search the optimal correspondence, we can exclude (prune) invalid correspondence by allowing relative rigidity transformation.

There is often more than one effective correspondence between two bounding box graphs. The following deformation energy is used to measure and compare the corresponding advantages and disadvantages:

$$E_{D2F} = \alpha E_{match} + \beta E_{volume}$$  \hspace{1cm} (2)

Among them, $E_{match}$ represents the percentage of the volume of the bounding box that is not matched to the total volume, and $E_{volume}$ represents the root mean square of the volume difference of the bounding box that is matched. $\alpha$ and $\beta$ represent the weight.

(3) Shape content clustering

So far, we have obtained the consistent segmentation of the input model set. This paper introduces how to use the above analysis results to further analyze the shape and content of the model. The shape content here refers to the geometry of the model, including the composition and shape of the components.

Content-based 3D model classification and retrieval has been studied a great deal. However, the existing algorithms can only deal with different models, such as the classification of cars and tables [16]. The models in the input set belong to the same kind of objects, and we hope to further distinguish different instances of the same kind of objects. The traditional global shape descriptors cannot meet the requirements of discrimination. Therefore, with the help of consistent segmentation of all input models, a shape descriptor at the component level is proposed to achieve fine-grained model classification.

Firstly, all models after uniform segmentation are classified according to the number of parts after segmentation. Then, for the model with the same number of components in each class, the content distance between the models is defined as the maximum of the Euclidean distance of the light field descriptor (LFD) of all corresponding components.

$$D_c(M_1, M_2) = \max_{(p_1, p_2) \in C(M_1, M_2)} \|LFD(p_1) - LFD(p_2)\|$$  \hspace{1cm} (3)

where $C(M_1, M_2)$ represents the set of corresponding component pairs of model $M_1$ and $M_2$. It should be noted that since $M_1$ and $M_2$ may have different component proportions, when calculating the light field descriptors, it is necessary to first put the corresponding components in the same size, so as to better reflect the differences in their geometry.

2.2. Self-Symmetry Detection of High-Level Semantic Model Based on Skeleton

Based on the above clustering results, the intrinsic self-symmetry detection of a high-level semantic model based on skeleton is divided into two parts: obtaining candidate symmetry point pairs and skeleton-based symmetry detection. The specific process is as follows: select samples; preprocess the sample data; remove interference noise through local similarity filtering; realize the construction of the original 3D point cloud model; obtain the symmetric decomposition distance; and complete the intrinsic self-symmetric detection.

(1) Obtain candidate symmetry point pairs

Assuming that the skeleton of the point cloud model and the corresponding relationship between the skeleton node and the model surface vertex have been obtained, the intrinsic symmetry of the point cloud model can be detected according to the skeleton. The following algorithm gives a detailed description of the skeleton-based intrinsic symmetry detection algorithm, which is divided into five steps:

Step 1: Preprocess, calculate the shape radial function descriptor at the skeleton node, and calculate the distance along the skeleton between skeleton nodes.
Step 2: Get the votes of symmetrical point pairs. The votes contain some candidate point pairs. The two skeleton nodes corresponding to these point pairs may reflect the symmetry of the model. These votes are all point pairs between skeletons and are filtered by a series of point pairs.

Step 3: Select the symmetry point pairs. According to the symmetry point pairs, these symmetry point pairs represent the symmetry of the model between the two corresponding skeleton nodes.

Step 4: Transfer the symmetry on the skeleton node to the model vertex and establish the symmetry correspondence matrix.

Step 5: Perform spectrum analysis, using the spectrum method to analyze the symmetric correspondence matrix, obtain the symmetrical region of the model surface vertices, and complete the intrinsic symmetry detection of the point cloud model.

The algorithm is described in detail as follows:

For a given point cloud model, \( P' \) represents its sampling, the number of sampling vertices is \( m' \), the corresponding curve skeleton is \( K' \), and the skeleton nodes are \( N' \). Suppose \( P' \) and \( K' \) keep the same topology.

During the operation of the algorithm, the input is defined as the skeleton \( K' \) of the 3D point cloud model \( M' \), and the output is defined as the symmetrical region.

Step 1: Preprocess, calculate the shape radial function descriptor at the skeleton node, and calculate the distance along the skeleton between skeleton nodes.

Step 2: Get the vote according to the distance between the local feature attribute and the skeleton node.

Step 3: Select symmetry point pairs.

Step 4: Establish the symmetric correspondence matrix according to the symmetric point pair.

Step 5: Use the spectral method to analyze the symmetric correspondence matrix to obtain the symmetric region of the point cloud model.

Pretreatment: The algorithm looks for the symmetry point pair in the skeleton node, and the symmetry point pair contains two skeleton nodes, indicating that these two skeleton nodes reflect the symmetry of the model. However, because the curve skeleton is a simplified representation of the point cloud model, it may lose important geometric information, making errors in the symmetry detection, and it is difficult to obtain the symmetry point pair directly. Therefore, the election method is considered to obtain the symmetry point pair. First, obtain symmetrical point pair votes through a series of filtering operations. The votes contain several candidate symmetrical point pairs. These candidate point pairs indicate that these skeleton nodes may reflect the symmetry of the point cloud model. A vote cannot contain all the intrinsic symmetry of the point cloud model. The candidate point pairs in the votes may not correctly reflect the symmetry of the point cloud model. Therefore, the first step is to calculate a large number of votes, according to these votes for the election, the point pair with more votes is considered to be the correct symmetry point pair, reflecting the reasonable symmetry on the point cloud model.

Before getting symmetrical votes through filtering, we need to preprocess the skeleton and calculate the relevant attributes to speed up the online symmetry detection. For the 3D point cloud model, the current curve skeleton extraction algorithm can only get a skeleton with lower resolution (skeleton contains fewer nodes) that is not smooth enough. In order to improve the accuracy of symmetry detection, it is necessary to further refine the skeleton, insert new nodes in the adjacent skeleton nodes, and update the connection between skeleton nodes, as well as skeleton nodes and model table until the distance between all adjacent vertices meets a certain limit condition, which is usually limited to \( d_M \times d_{\text{max}} \), where \( d_{\text{max}} \) is the maximum length along the skeleton path between two nodes on the skeleton. In order to reduce the calculation time of the algorithm, the uniform sampling method is used to sample the input point cloud model and carry out symmetry detection according to the sampling points, and finally transfer the symmetry to the input original point cloud model. In the
preprocessing stage, some necessary operations are also performed on some attributes, such as the distance $d_K(P_i', P_j')$ along the skeleton between the nodes on the skeleton:

$$d_K(P_i', P_j') = \sum_{(P_i', P_{i+1}') \in (P_i', P_j')} d(P_i', P_{i+1}')$$ (4)

Among them, $P_i'$ and $P_j'$ are two skeleton nodes, $d(P_i', P_{i+1}')$ is the Euclidean distance between nodes, $(P_i', P_{i+1}')$ is the adjacent node pair on the path from node $P_i'$ to $P_j'$, and the symmetric invariant local shape descriptor is calculated by the method similar to the shape radial function:

$$S(P_i') = \frac{\sum_{X_j \in P_i'} d(X_j, P_i')}{|P_i'|}$$ (5)

Among them, $\prod_{P_i'}$ is the set of model surface vertices corresponding to node $P_i'$, $d(X_j, P_i')$ is the Euclidean distance between model surface vertices and skeleton nodes, and the pre calculated attributes will be applied to later symmetry detection.

Local similarity filtering: For two nodes, the $L_2$ distance between their profile radial function descriptors is used to judge the difference of local geometric attributes between nodes. The profile radial function distance between two nodes $P_i'$ and $P_j'$ is

$$d_{SDF}(P_i', P_j') = \|E_{SDF}(P_i') - E_{SDF}(P_j')\|_{L_2}$$ (6)

where $d_{SDF}(P_i', P_j')$ is the profile radial function distance, $E_{SDF}(P_i')$ is the profile radial function descriptor at node $P_i'$, and according to the profile radial function distance, the geometric constraint conditions are constructed as follows:

$$RG(P_i', P_j') : d_{SDF}(P_i', P_j') < \sigma_{SDF} \times \max(d_{SDF}(P_k', P_l'))$$ (7)

Among them, $\sigma_{SDF}$ is the threshold value of the profile radial function distance and $\max(d_{SDF}(P_k', P_l'))$ is the maximum value of profile radial function distance between all nodes. Since the threshold value of the profile radial function distance is related to the size of the model, the relative threshold value is adopted. When the difference between the two nodes' profile radial function distance is less than a certain threshold value, it is considered that the geometric properties between the two nodes are close and satisfy the constraint condition of the local similarity degree. The point pair formed by the two nodes may be symmetrical.

Distance filtering: Through observation, it can be found that the symmetrical part of the point cloud model lies in the similar position on the model. For the vertices on the model, a global descriptor can be designed to measure this global attribute of the model [17,18]. Set a number of feature points on the model and calculate the distance from other vertices to feature points. Using these distances as descriptors, we can measure the global attributes of the model. We should select the points containing important features as feature points, usually the vertices located at the boundary of the model.

Since the skeleton of the 3D geometric model retains the main global attributes of the original model, the skeleton is equidistant, and there is a corresponding relationship between the skeleton nodes and the model surface vertices; the above findings can be extended to the skeleton of the model. With the help of the skeleton to design the global descriptor, the skeleton end points correspond to the boundary positions of the model, which can be used as feature points, and the skeleton end points are easy to obtain by selecting a node with a degree of 1. See Figure 1 for the skeleton and its endpoint, where $P_0'$, $P_1'$, $P_2'$, $P_3'$, and $P_4'$ are the skeleton endpoints.
Analyzing Figure 1 shows that for a given skeletal model, the skeletal endpoint is the longest point pair, so the global descriptor can be constructed based on its distance to the feature point. Given a skeleton node, we can construct a \( N'_{p_r} \) dimension global descriptor, where \( N'_{p_r} \) is the number of skeleton endpoints; we calculate the distance along the skeleton from them to the skeleton endpoints, and arrange these distances in ascending order to get the \( N'_{p_r} \) dimension descriptor \( E_{N'_{p_r}} \). Then we can use \( L_2 \) distance to measure the difference between the vector descriptors:

\[
d_{N'_{p_r}}(P_{t_i}', P_{j}') = \|E_{N'_{p_r}}(P_{t_i}') - E_{N'_{p_r}}(P_{j}')\|_{L_2}
\]

where \( d_{N'_{p_r}}(P_{t_i}', P_{j}') \) is the global descriptor gap, \( E_{N'_{p_r}}(P_{t_i}') \) is the global descriptor at node \( P_{t_i}' \), and the global attribute constraints are constructed as follows:

\[
RN'(P_{t_i}', P_{j}'): d_{N'_{p_r}}(P_{t_i}', P_{j}') < \sigma_{N'_{p_r}} \times \max(d(P_{t_i}', P_{j}'))
\]

where \( \sigma_{N'_{p_r}} \) is the global descriptor distance threshold and \( \max(d(P_{t_i}', P_{j}')) \) is the maximum distance along the skeleton between all nodes. When the global descriptor distance of two nodes is less than a certain threshold, it is considered that the two nodes are close in the global position of the model, meeting the global attribute constraints, then the point pair formed by the two nodes may be a symmetrical point pair, which can be further judged.

Symmetry supports filtering: Due to the relatively few nodes on the skeleton of the 3D point cloud model, all skeleton point pairs can be filtered as above. Through the skeleton point pairs of three filters, the set of point pairs \( \Pi \) is formed. These point pairs may be symmetrical point pairs. For these point pairs, the following methods are used to obtain the support point pairs of each point pair. For two skeleton nodes \( (P_{t_i}', P_{j}'), (P_{s}', P_{t_i}') \in \Pi \), according to the proposed symmetry criterion, the condition that two skeleton nodes reflect a symmetry together is set as follows:

\[
RD\left((P_{t_i}', P_{j}'), (P_{s}', P_{t_i}')\right) = \max\left\{d_{K'}(P_{t_i}', P_{s}'), d_{K'}(P_{t_i}', P_{t_i}'), d_{K'}(P_{t_i}', P_{t_i}'), d_{K'}(P_{t_i}', P_{t_i}')\right\} \leq \sigma_{K'} \times \max\left\{d_{K'}(P_{n_m}', P_{n_m}')\right\}
\]

Among them, \( d_{K'}(P_{t_i}', P_{s}') \) is the distance between the skeleton nodes \( P_{t_i}' \) and \( P_{s}' \) along the skeleton, \( \sigma_{K'} \) is the threshold value of the distance along the skeleton, and \( \max(d_{K'}(P_{n_m}', P_{n_m}')) \) is the maximum value of the distance along the skeleton between all vertices. The two point pairs that meet the
conditions may reflect an intrinsic symmetry on the model together; the relationship between the two point pairs is called mutual support, that is, mutual support point pairs, and the schematic diagram of support point pairs is shown in Figure 2.

For a skeleton point pair \( (P'_i, P'_j) \in \prod \). The support point pair set \( \prod_{ij} \) is calculated as:

\[
\prod_{ij} = \left\{ \left( P'_s, P'_t \right) \big| \left( P'_s, P'_t \right) \in \prod, \text{RD}\left( \left( P'_s, P'_t \right), \left( P'_i, P'_j \right) \right) \right\}
\] (11)

When the number of point pairs in this set is more than a certain threshold, it is considered that all point pairs in this set together reflect an intrinsic symmetry of the model. The support point pair of point pair \( (P'_i, P'_j) \) covers all the corresponding vertices on the surface of the model, which is called the support domain of point pair \( (P'_i, P'_j) \) and the model may have symmetry in the support domain of \( (P'_i, P'_j) \). Among them:

\[
\prod_{ij} > \sigma_{NUM} \times N'
\] (12)

where \( \sigma_{NUM} \) is the threshold of the number of support point-to-set and \( N' \) is the number of nodes on the skeleton.

![Figure 2. Schematic diagram of skeleton point to support point.](image-url)
The skeleton point pair and its support point pair formed a vote through symmetric support filtering. All the point pairs in the vote together reflect symmetry in the model. The support point pair set in the model is usually not exactly symmetric. For each vote, the degree of asymmetry can be measured by the average of the degree of asymmetry between the two point pairs. Among them:

\[
\sigma_{ij}(\Pi_{ij}) = \frac{\sum_{(P_{i}', P_{j}') \in \Pi_{ij}} d((P_{i}', P_{j}'), (P_{i}', P_{j}'))}{|\Pi_{ij}|}
\]

where \(|\Pi_{ij}|\) is the number of candidate skeleton point pairs in the ballot.

(2) Symmetry detection based on skeleton

Election symmetry point pair: The vote contains candidate pairs that may reflect the symmetry of the point cloud model. According to these votes, a simple election method is adopted to obtain a symmetrical point pair reflecting symmetry. As shown in Figure 3, a series of symmetrical point pair votes obtained, and Figure 3 shows a symmetrical point pair election matrix in which each item in the matrix corresponds to a skeleton point pair. If the point pair appears once in the votes, then add 1 to the corresponding item in the matrix, that is, each item in the matrix. When the number of occurrences of the corresponding point pair is greater than a certain threshold, the skeleton point pair corresponding to this term is considered to reflect the symmetry of the model. This threshold is usually set as \(\sigma_{N_{ij}} \times \max(V')\), where \(\max(V')\) is the maximum value of all items in the matrix. In Figure 3 the skeleton symmetry point pair is obtained through election, and \(\Pi_{SP'}\) is the set of symmetry point pairs. These point pairs reflect the original three-dimensional point cloud symmetry of the model.

![Figure 3. Schematic diagram of symmetrical point pair election.](image)

Symmetrical transfer: Since the goal is to obtain the symmetrical region on the point cloud model, it is necessary to transfer the symmetry reflected by the skeleton node to the point cloud model surface vertex. The symmetric correspondence matrix of module vertices is established according to the symmetric point pair. The symmetric correspondence matrix is an affine symmetric matrix. Each term of the matrix represents the degree of asymmetry of the point cloud model at the corresponding two vertices. The degree of asymmetry between vertices is calculated according to the degree of asymmetry between skeleton nodes \([19,20]\). For a symmetrical point pair, first find all the votes containing the
point pair, and the least asymmetry of all the votes containing the point pair is the asymmetry of the point pair, as shown in the formula:

$$d_{symmetry}(P'_i, P'_j) = \min_{(P'_i, P'_j) \in \Pi_{ij}} \left( d_{symmetry}\left( \prod_{ij} \right) \right)$$  \hspace{1cm} (14)

There is a corresponding relationship between skeleton nodes and model vertices. The asymmetry degree of skeleton symmetry point pair can be transferred to the vertices of the point cloud model by simple interpolation. For a three-dimensional geometric model, there is a corresponding relationship between skeleton nodes and model vertices. The asymmetry degree of the two vertices can be obtained by simple interpolation:

$$\Gamma_{ij} = \left\{ (P'_s, P'_t) | (P'_s, P'_t) \in \prod_{Sp'} \wedge \left( \left( X_i \in \eta_i \land X_j \in \eta_j \right) \lor \left( X_i \in \eta_i \land X_j \in \eta_j \right) \right) \right\}$$  \hspace{1cm} (15)

Then the degree of asymmetry of the two vertices can be obtained by simple interpolation:

$$d_{symmetry}(X_i, X_j) = \sum_{(P'_s, P'_t) \in \Gamma_{ij}} \omega_{st} d_{symmetry}(P'_s, P'_t)$$ (16)

The weight of linear interpolation is:

$$\omega_{st} = \left( 1 - \frac{\tilde{d}(X_i, X_j, (P'_s, P'_t))}{\max(\tilde{d})} \right)^2$$  \hspace{1cm} (17)

where $\tilde{d}()$ is the distance from the point pair to the symmetrical point pair that affects it, and $\max(\tilde{d})$ is the maximum distance from the point pair to the symmetrical point pair that affects it. Then:

$$\tilde{d}(X_i, X_j, (P'_s, P'_t)) = \begin{cases} \max(||X_i - P'_s||_2, ||X_j - P'_t||_2), & \text{if } X_i \in \eta_s \land X_j \in \eta_t \\ \max(||X_i - P'_t||_2, ||X_j - P'_s||_2), & \text{if } X_i \in \eta_t \land X_j \in \eta_s \end{cases}$$  \hspace{1cm} (18)

According to the degree of asymmetry between pairs of points, the degree matrix of asymmetry of vertices is established, the degree matrix of asymmetry is processed, and the symmetric correspondence matrix is constructed. According to the symmetric correspondence matrix, the symmetric correspondence matrix is analyzed by the spectral method, and the distance of symmetric solution between model vertices is obtained. The model vertices are clustered by the spectral clustering method, and the symmetric region of the model is obtained.

In order to establish the symmetric correspondence matrix, the first step is to calculate the asymmetry degree matrix, which is also the $N' \times N'$ matrix, where $N'$ is the number of vertices on the model, and each term of the matrix corresponds to a point pair on the model, and its value is the asymmetry degree of two points on the model. For a three-dimensional geometric model $X$, its asymmetry degree matrix is $S \in R^{N' \times N'}$, and the term $S_{ij}$ is all transformations from $X_i$ to $X_j$. The minimum distance between the vertex near $X_i$ and the vertex near $X_j$ after transformation is the degree of asymmetry after transformation:

$$S_{ij} = S(X_i, X_j) = \inf_{f \in F : f(X_i) = X_j} \left| D_f(X_i, f(X)) \right|$$ (19)

Among them, $f$ represents the intrinsic transformation on the model, and $D_f()$ represents the gap between the model and the original model after transformation.
All the symmetries in the model are reflected in the matrix of degree of asymmetry. After the asymmetric degree matrix is obtained, the symmetric correspondence matrix is constructed. First, Gaussian filtering is performed on each term of the asymmetric degree matrix to obtain the matrix $\tilde{C}$:

$$\tilde{C}_{ij} = e^{-\left(\frac{S_{ij}}{\sigma_{SCM} \times d_{max}}\right)^2} \quad (20)$$

Among them, $\sigma_{SCM}$ is the bandwidth of Gaussian filter, $d_{max}$ is the maximum value of all items in the matrix of asymmetry degree, and then the matrix of symmetry correspondence $\tilde{C}$ is obtained by uniting. The method of uniting is as follows:

$$C = D^{-1/2} \tilde{C} D^{-1/2} \quad (21)$$

After unitization, the eigenvalues of the symmetric correspondence matrix are limited between 0 and 1. In this algorithm, the symmetric point pairs are obtained by election method, and the symmetric correspondence matrix is constructed.

According to the above calculation and analysis, the symmetrical decomposition distance between vertices is constructed according to this feature, and the smaller the symmetrical decomposition distance between vertices with a high degree of symmetry. Firstly, the symmetric correspondence matrix is embedded in the spectral space:

$$E^t(X_i) = \left(\lambda_1^t \Psi_1(X_i), \cdots, \lambda_n^t \Psi_n(X_i)\right) \quad (22)$$

where $\lambda_j$ is the $j$ eigenvalue of the matrix, $\Psi_j(X_i)$ is the term corresponding to the vertex $X_i$ in the $j$ eigenvector of the matrix, $t$ is the diffusion time, and $n'$ is the number of eigenvalues. In the spectral space, the Euclidean distance is used to measure the degree of symmetry of vertices. The symmetry decomposition distance is as follows:

$$d^t_{SFE}(X_i, X_j) = \|E^t(X_i) - E^t(X_j)\|^2 = \sum_{k=1}^{n'} \lambda_k^t\|\Psi_k(X_i) - \Psi_k(X_j)\|^2 \quad (23)$$

After obtaining the symmetrical decomposition distance between the model vertices, the spectral clustering method can be used to cluster the vertices on the model conveniently. The vertices in each cluster have symmetry, which is equivalent to being located in the same orbit of the symmetric correspondence matrix, and the symmetrical region detection of the model is realized.

3. Results

3.1. Execution Time of Different Methods

In order to verify the effectiveness of the skeleton-based self-symmetry detection method in a high-level semantic model, a correlation experiment is carried out. The experimental platform of the above method is Intel (R) Core (TM) i7-3480 3.2 GHz CPU, 16 GB memory PC, using MATLAB graphics visualization software, register, and VC++ development environment. In the above experimental environment, the election time and spectrum analysis time of three different methods are tested, and the results are shown in Figures 4 and 5.

As can be seen from Figures 4 and 5, the designed method can effectively reduce the election time and spectrum analysis time and has higher execution efficiency. This is because the designed model pre-processes the skeleton and calculates the relevant attributes before obtaining the symmetrical votes, which speeds up the online symmetry detection speed. Both have a supporting effect on the reduction of election time and spectrum analysis time, which enhances the reliability of the designed method.
3.2. Accuracy of Different Methods

The detection accuracy is taken as the index for discussion, and Figure 6 shows the detection accuracy of different research results.

It can be seen from Figure 6 that when the number of experiments increased to 20, the detection accuracy of the method in [7] is 91%, the detection accuracy of the method in [8] is 90%, and the detection accuracy of the method in [9] is 87%, and the detection accuracy of the method in this paper reaches 98%, which indicates that the method in this paper has better detection accuracy. This is because the proposed method can uniformly segment models within the same style class, and analyze...
parts of models between different style classes, providing support for high-level semantic model intrinsic auto-symmetric detection. According to the degree of asymmetry between pairs of points, the degree matrix of asymmetry of vertices is established, the degree matrix of asymmetry is processed by Gauss filter and unitization, and the symmetric correspondence matrix is constructed. According to the symmetric correspondence matrix, the symmetrical region of the model is obtained by the spectrum method, which effectively improves the detection rate.

3.3. Symmetric Performance Test Comparison

Analyzing Figure 7 shows that the Reference [7] can effectively extract the self-symmetric relationship of the method. Symmetric relationships can be found for both methods with reflection symmetry and its subparts, but sensitive to method topology noise, as shown by the connected parts indicated by the black circles in Figure 7. Although References [7,8] can find reflection symmetry similar to the arms part, there will be incorrect correspondence for the part where the leg and hand are connected. Reference [8] can also effectively find the self-corresponding relationship of the method. Compared with the specific transformation method, it reduces the interference of topological noise to a certain extent. However, from the perspective of algorithm performance, the speed is very slow, which also depends on the number of vertices and patches of the method. Even if parallel computing is turned on, since Reference [8] needs to cycle through the entire method vertices, it will waste some time. Compared with References [8,9], the feature descriptors used in the method in this paper can describe the local characteristics of the method well and use the graph similarity matrix method to establish the neighborhood relationship between vertices, avoiding the shortest path. Incoming noise interference can effectively explain the self-correspondence relationship of the method.

(a)

(b)

Figure 7. Cont.
Figure 7. Symmetrical performance of different attitude models: (a) method of Gao et al. [7]; (b) method of Han et al [8]; (c) method used in this article.

4. Conclusions

To solve the problem of performance optimization in the current research of semantic model intrinsic detection, a skeleton-based high-level semantic model intrinsic self-symmetry detection method is proposed. According to the semantic analysis of model set and the concept of skeleton symmetry detection, semantic model intrinsic self-symmetry detection is realized. The method in this paper is verified through experiments, and the following conclusions are drawn.

(1) The designed model has short execution time and high detection efficiency.
(2) The designed model has significantly higher detection accuracy than other traditional methods and high detection accuracy.
(3) The designed model can reduce the interference of topological noise, accurately detect local characteristics, and has higher symmetrical performance.

This is because the designed model pre-processes the skeleton first, calculates the relevant attributes, and speeds up the online symmetry detection speed. At the same time, the designed model performs Gaussian filtering and unitization on the asymmetry degree matrix and uses the spectral method to obtain the symmetrical area of the model, which effectively improves the detection rate. It also uses the similarity matrix of the graph to establish the neighborhood relationship between the vertices, avoids the noise interference caused by the shortest path method, and can effectively explain the self-correspondence of the model.
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