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Abstract

Propagation of chaos is a well-studied phenomenon and shows that weakly interacting diffusions may become independent as the system size converges to infinity. Most of the literature focuses on the case of exchangeable systems where all involved diffusions have the same distribution and are “of the same size”. In this paper, we analyze the case where only a few diffusions start outside of an accessible trap. Our main result shows that in this “sparse regime” the system of weakly interacting diffusions converges in distribution to a forest of excursions from the trap. In particular, initial independence propagates in the limit and results in a forest of independent trees.
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1 Introduction

The notion “propagation of chaos” was originally termed by Mark Kac [15] and refers to a relation between microscopic and macroscopic models. Microscopic descriptions, on the one hand, are based on molecules (or particles, individuals, subpopulations, etc.) and model their interactions and driving forces. Macroscopic descriptions, on the other hand, are based on macroscopic observables such as the density and model the dynamics of these quantities. To connect microscopic and macroscopic descriptions, the limit of the density in the $D$-molecule microscopic model should converge as $D \to \infty$ to the density in the macroscopic model. Now Kac’s idea behind the terminology “propagation of chaos” is that if the initial distribution is “chaotic” (e.g. positions and velocities of molecules are purely random and independent), then the dynamics of the microscopic model destroys this independence, but finitely many fixed molecules should in the limit as $D \to \infty$ evolve independently (depending on all other molecules
only through deterministic macroscopic observables such as the density). In this sense, independence of finitely many fixed molecules “propagates”.

Next we give a formal statement of “propagation of chaos” for weakly interacting diffusions. Let $I \subseteq \mathbb{R}$ be a closed interval (we focus on one-dimensional cases), let the set $\mathcal{M}_1(I)$ of probability measures on $I$ be equipped with the 1-Wasserstein metric, let $b, \tilde{\sigma}: I \times \mathcal{M}_1(I) \to \mathbb{R}$ be measurable functions, let $W(i), i \in \mathbb{N}$, be independent standard Brownian motions, for every $D \in \mathbb{N}$ let $X_D = \{(X_D^j(i))_{t \in [0, \infty)}: i \in \{1, \ldots, D\}\}$ have state space $I^D$ and be a solution of the stochastic differential equation (SDE)

$$dX_D^j(i) = b \left(X_D^j(i), \frac{1}{D} \sum_{j=1}^D \delta_{X_D^j(j)} \right) dt + \tilde{\sigma} \left(X_D^j(i), \frac{1}{D} \sum_{j=1}^D \delta_{X_D^j(j)} \right) dW_i(t),$$

$t \in (0, \infty), i \in \{1, \ldots, D\},$

and let $M(i), i \in \mathbb{N}$, be independent and identically distributed (i.i.d.) and be a solution of the SDE

$$dM_i = b(M(i), \mathbb{P}(M(i) \in \cdot)) dt + \tilde{\sigma}(M(i), \mathbb{P}(M(i) \in \cdot)) dW_i, \quad t \in (0, \infty), i \in \mathbb{N}.$$

Then under the additional assumptions that $I = \mathbb{R}$, that $b, \tilde{\sigma}$ are globally Lipschitz continuous, that $\tilde{\sigma}$ is bounded, that $b$ satisfies a linear growth condition, and that for all $D \in \mathbb{N}$ it holds that $X_D^j$ and $(M_0(i))_{i \in \{1, \ldots, D\}}$ have the same distribution (in particular, the components of $X_D^j$ are i.i.d.), Theorem 1 in Oelschläger [22] implies for all $k \in \mathbb{N}$ that

$$(X_D^k(1), \ldots, X_D^k(k))_{t \in [0, \infty)} \overset{D}{\overset{\text{D}}{\to}} (M_1(1), \ldots, M_1(k))_{t \in [0, \infty)}$$

in the sense of convergence in distribution on $C([0, \infty), I^k)$ and that

$$\left( \frac{1}{D} \sum_{j=1}^D \delta_{X_D^j(j)} \right)_{t \in [0, \infty)} \overset{D}{\overset{\text{D}}{\to}} (\mathbb{E}[\delta_{M_1(1)}])_{t \in [0, \infty)}$$

in the sense of convergence in distribution on $C([0, \infty), \mathcal{M}_1(I))$. So although the components of $X_D^j$ depend on each other through the empirical distribution process ($\frac{1}{D} \sum_{j=1}^D \delta_{X_D^j(j)}$) for every finite $D \in \mathbb{N}$, in the limit as $D \to \infty$ a finite number of fixed components become independent since they only “depend” on each other through the deterministic process $(\mathbb{E}[\delta_{M_1(1)}])$.

Theorem 4.1 in Gärtner [8] implies (3) and (4) under more general assumptions including strict positivity of $\tilde{\sigma}$ and Proposition 4.29 in Hutzenthaler [11] implies (3) and (4) for certain cases where $\tilde{\sigma}$ is locally Hölder-continuous in the first argument and does not depend on the second argument. For further results on propagation of chaos see, e.g., McKean [20], Sznitman [27], Oelschläger [23], Méliard & Roelly-Coppoletta [21], Lasry & Lions [18], and Buckdahn et al. [1]. The limit (4) is also referred to as mean-field approximation. The SDE (2) is referred to as mean-field SDE or SDE of McKean-Vlasov type. An essential observation for all of these results is that $X_D^j(i), i \in \{1, \ldots, D\}$, are exchangeable for every $D \in \mathbb{N}$ so that all components have the same distribution and are – informally speaking – of the “same size”.

In this paper, we focus on the case $I = [0, 1]$ and interpret elements of $[0, 1]$ as frequencies (e.g. of a certain property within a subpopulation) and think of a population which is spatially separated into finitely many subpopulations (also denoted as “demes”) which are labeled by the elements of $\{1, \ldots, D\}$, where $D \in \mathbb{N}$. We assume that a subpopulation stays in frequency 0 as long as there is no immigration into this subpopulation. Our question is: What is the limit of $X_D^j$ as $D \to \infty$ if only one entry in the vector $(X_D^j(i))_{i \in \mathbb{N}}$ is non-zero? We will assume that $X_0$ is a $[0, 1]^\mathbb{N}$-valued random variable which is almost surely summable and that for all $D \in \mathbb{N}$ and all $i \in \{1, \ldots, D\}$ it holds almost surely that $X_D^j(i) = X_0(i)$. We will refer to this case as sparse regime. In particular, in the sparse regime $X_D^j$ cannot be exchangeable (and nontrivial) for every $D \in \mathbb{N}$. The puzzling question is now how does independence of the initial frequencies propagate in the many-demes limit (cf., e.g., Wakeley & Takahashi [28]) as $D \to \infty$?

We will study this non-trivial question under the simplifying assumption that $b$ is affine-linear in the second argument and that $\tilde{\sigma}$ is constant in the second argument. More precisely, let $f: [0, 1]^2 \to \mathbb{R}$, $h: [0, 1] \to \mathbb{R}$, $\sigma: [0, 1] \to [0, \infty)$, and $h_D: [0, 1] \to \mathbb{R}, D \in \mathbb{N}$, be functions which satisfy Setting 1.1 below. In the special case where $I = [0, 1]$ and where for all $(x, \nu) \in I \times \mathcal{M}_1(I)$ it holds that $b(x, \nu) = \int_I g(y, x) \nu(dy) + h_D(x)$ and $\tilde{\sigma}(x, \nu) = \sigma(x)$, for every $D \in \mathbb{N}$ the solution $X_D^j$ of (1) solves the SDE

$$dX_D^j = \frac{1}{D} \sum_{j=1}^D X_D^j f(X_D^j(j), X_D^j(i)) dt + h_D(X_D^j(i)) dt + \sqrt{\sigma^2(X_D^j(i))} dW_i(i),$$

$t \in (0, \infty), i \in \{1, \ldots, D\}.$
We allow the function $h_D$ to depend on $D \in \mathbb{N}$ in order to include weak immigration (one could think of $h_D(x) = h(x) + \frac{\mu}{D}$ where $\mu \in [0, \infty)$ is the immigration rate into the total population and where $h(0) = 0$).

Now we describe heuristically the propagation of initial independence in the many-demes limit. For this, we assume for simplicity for all $D \in \mathbb{N}$ that $h_D = h$ (no immigration) and that $X_0(i) = 0$ for all $i \in \mathbb{N} \cap [3, \infty)$. The total mass is bounded in $D$ for every time point. As a consequence, the first summand on the right-hand side of (5) converges to zero and the first deme $X_D(1)$ converges to the solution of the SDE
\[
dY_t = h(Y_t) \, dt + \sqrt{\sigma^2(Y_t)} \, dW_t, \quad t \in (0, \infty),
\]
as $D \to \infty$. Mass emigrates from this first deme. This mass will not migrate to deme 2 (or deme 1) since the immigration rate $\frac{1}{D}X_D(1)f(X_D(1), X_D(2))$ at time $t \in [0, \infty)$ from deme 1 to deme 2 vanishes as $D \to \infty$. Thus, this mass migrates to a deme with index in $\{3, 4, \ldots, D\}$ and there will be a finite number of demes where this mass immigrates and founds a non-vanishing subpopulation. From these subpopulations again mass emigrates. This mass again will not migrate to deme 1, 2, 3, or any other deme with fixed index $i \in \mathbb{N}$ since the total migration rate into a deme with fixed index vanishes in the many-demes limit. Instead, this mass migrates again to randomly chosen demes (which are “empty” with asymptotic probability one) and founds non-vanishing subpopulations. Consequently, since every migrating mass populates “empty” demes (with asymptotic probability one), the subpopulations which originate from descendants of migrants from deme 1 constitute a tree of independent subpopulations. Analogously, the subpopulations which originate from descendants of migrants from deme 2 constitute a tree of independent subpopulations. In addition, these two trees are disjoint (and thus driven by independent families of Brownian motions) and therefore independent if $X_0(1)$ and $X_0(2)$ are independent random variables. In other words, independence of the family $\{X_0(i): i \in \mathbb{N}\}$ propagates in the many-demes limit and results in a forest of independent trees of independent subpopulations. A formal statement of this “propagation of chaos” result in the sparse regime will be proved in Theorem 1.4 below. We note that, as opposed to the exchangeable regime, “propagation of independence” does not mean that fixed demes (e.g., deme 3 and 4) become independent in the limit as $D \to \infty$ (which is rather trivial) but that the full progenies of individuals starting on deme 3 and on deme 4 do not interfere in the limit as $D \to \infty$.

In the literature, this type of “propagation of chaos” has already been established in two special cases. Theorem 3.3 in Hutzenthaler [11] proves the analog of Theorem 1.4 below in the special case where the infinitesimal variance $\sigma^2$ is additive (and where $I = [0, \infty)$ and for all $x, y \in [0, \infty)$ it holds that $f(y, x) = 1$) and this additivity of infinitesimal variances is a strong tool for decomposing the total population into “loop-free” processes. Moreover, Proposition 2.9 in Dawson & Greven [5] proves an analog of Theorem 1.4 below in the special case where for all $x, y \in [0, 1]$ and all $D \in \mathbb{N}$ it holds that $\sigma^2(x) = dx(1-x)$, $f(y, x) = c$, $h_D(x) = -cx + sx(1-x) + \frac{c}{D}(1-x)$ where $c, d, m, s \in (0, \infty)$ are positive constants and where the forest of excursions is replaced by a dynamic description hereof which is a continuous atomic-valued Markov process and where independence of disjoint trees is not obvious. In this special case of Wright-Fisher diffusions with selection and rare mutation, there exists a duality with a particle jump process and this duality is a very strong tool. Our more general setup allows for new applications, one of which is carried out in Subsection 1.5 below. Moreover, there are many related results for interacting particle systems or systems of interacting diffusions where branching processes appear in “sparse” regimes. For example, it is a classical result that the number of alleles of one type in a Wright-Fisher model (Moran model) converges to a branching process in discrete (continuous) time as the population size converges to infinity if the initial numbers of alleles of this type are bounded. For results with SuperBrownian motion appearing in suitable rescalings see, e.g., Durrett & Perkins [6], Cox & Perkins [4], Chetwynd-Diggle & Etheridge [2], and Chetwynd-Diggle & Klimek [3].

The structure of this paper is as follows. In Subsection 1.2 we introduce the forest of excursions, in Subsection 1.3 we state our main result Theorem 1.4, and in Subsection 1.5 we specify an application to altruistic defense traits. The proof of Theorem 1.4 consists essentially of two major steps. In Section 2 we prove that if ancestral lineages of individuals never come back to a deme, then the resulting “loop-free” processes (see the SDE (31) below) converge in the many-demes limit (see Lemma 2.17 below). Moreover, in Section 3 we show that the distance between the $D$-demes process (5) and the corresponding “loop-free” process converges suitably to zero as $D \to \infty$ (see Lemma 3.8 below). The principal idea of reducing the problem to loop-free processes stems from Hutzenthaler [11]. Throughout this paper, we use the notation from Subsection 1.1 below without further mentioning.

### 1.1 Notation

For all $x, y \in \mathbb{R}$ we define $x \wedge y := \min\{x, y\}$, $x \vee y := \max\{x, y\}$, $x^+ := x \vee 0$, $x^- := -(x \wedge 0)$, and $\text{sgn}(x) := 1_{(0, \infty)}(x) - 1_{(-\infty, 0)}(x)$. We define $\sup \emptyset := -\infty$ and $\inf \emptyset := \infty$. We write $\mathbb{N} := \{1, 2, 3, \ldots\}$ and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. For all $N \in \mathbb{N}$ we write $[N] := \{1, \ldots, N\}$ and $[N]_0 := [N] \cup \{0\}$.
For the remainder of this subsection, let $(E, d_E)$ and $(F, d_F)$ be metric spaces and let $d \in \mathbb{N}$ and $m \in \mathbb{N}_0$. We denote by $\mathcal{B}(E)$ the Borel $\sigma$-algebra on $(E, d_E)$ and by $\mathcal{M}_1(E)$ the set of finite measures on $(E, \mathcal{B}(E))$ endowed with the weak topology. For every $s \in [0, \infty)$ we denote by $D([s, \infty), E)$ the set of all càdlàg functions $f : [s, \infty) \to E$ endowed with the Skorokhod topology. We denote by $C(E, F)$ the set of all continuous functions $f : E \to F$ and by $\text{Lip}(E, F)$ the set of all Lipschitz continuous functions $f : E \to F$. We denote by $C^2_b(\mathbb{R}, \mathbb{R})$ the set of twice continuously differentiable bounded functions $\psi : \mathbb{R} \to \mathbb{R}$ with bounded first and second derivative. For every $\psi : \mathbb{R} \to \mathbb{R}$ we write $\|\psi\|_\infty := \sup_{x \in \mathbb{R}} |\psi(x)| \in [0, \infty]$. We denote by $C^m([0, 1]^d, \mathbb{R})$ the set of functions $\psi : [0, 1]^d \to \mathbb{R}$ whose partial derivatives of order $0$ through $m$ exist and are continuous on $[0, 1]^d$. For every $\psi : [0, 1]^d \to \mathbb{R}$ we define $\|\psi\|_\infty := \sup_{x \in [0, 1]^d} |\psi(x)| \in [0, \infty]$.

For every $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d$ of length $|\alpha| := \sum_{k=1}^d \alpha_k$, we write $\partial^\alpha := \partial_x^{\alpha_1} \cdots \partial_x^{\alpha_d}$. For every $\psi \in C^m([0, 1]^d, \mathbb{R})$ we set $\|\psi\|_{C^m} := \max_{0 \leq |\alpha| \leq m} \|\partial^\alpha \psi\|_\infty$.

By a solution of an SDE driven by Brownian motions we mean a stochastic process with continuous sample paths which is adapted to the filtration generated by the Brownian motions and the initial value and which satisfies the integrated SDE for every time point almost surely.

### 1.2 Setting and forest of excursions

In this subsection, we gather the assumptions that we impose in our main result, Theorem 1.4 below, and we introduce the forest of excursions which plays the role of a limiting object in our main result.

In the following Setting 1.1, we collect our assumptions on the coefficients of the SDE (5). Under these assumptions, for every $D \in \mathbb{N}$, the SDE (5) has a unique strong solution with continuous sample paths in $[0, 1]^D$; see Theorem 3.2 in Shiga & Shimizu [26]. Moreover, under these assumptions, the SDE (6) has a unique strong solution $(Y_t)_{t \in [0, \infty)}$ with continuous sample paths in $[0, 1]$ for which $0$ is a trap, that is, for all $t, s \in [0, \infty)$ it holds that $(Y_t = 0$ implies $Y_{t+s} = 0$).

**Setting 1.1** (Coefficient functions). Let $\mu \in [0, \infty)$, $f \in C^2([0, 1]^2, \mathbb{R})$, $h \in C^3([0, 1], \mathbb{R})$, and $h_D \in C^3([0, 1], \mathbb{R})$, $D \in \mathbb{N}$, satisfy that $\sup_{D \in \mathbb{N}} \|h_D\|_{C^2} < \infty$, that $d_{D \to \infty} h_D(0) = \mu$, that $d_{D \to \infty} h_D(x) = h(x)$, and that for all $D \in \mathbb{N}$ and all $y \in [0, 1]$ that $|f(y, 1)| \leq 0$, that $|h(y)| \leq 0$, and that $|\partial y \Sigma|^2 \leq 0$.

Let $L_f, L_h \in [0, \infty)$ be such that for all $D \in \mathbb{N}$ and all $x, y, u, v \in [0, 1]$ it holds that $|f(y, 1) - f(v, u)| \leq L_f |y - u| + L_f |x - u|$, that $|h(x)| \leq L_f$, that $|\partial x \Sigma|^2 \leq L_h |x - y|$, and that $h_D(x) = h(x)$.

Let $\sigma^2 \in C^3([0, 1], \mathbb{R})$ satisfy that $\sigma^2(0) = 0 = \sigma^2(1)$ and that $\sigma^2(x) > 0$. Let $L_\alpha \in [0, \infty)$ be such that for all $x, y \in [0, 1]$ it holds that $|\sigma^2(x) - \sigma^2(y)| \leq L_\alpha |x - y|$. For every $D \in \mathbb{N}$ we define the function $h_D : [0, 1] \to \mathbb{R}$ by $h_D(x) := h_D(x) - h_D(0)$. 

In addition to Setting 1.1, we impose the following assumptions involving the scale function $S$ of $Y$, which imply that $Y$ hits zero in finite time almost surely (a straightforward adaptation of Lemma 9.5 and Lemma 9.6 in Hutzenthaler [10] to the state space $[0, 1]$ shows that this is ensured by (11) below) and that there exists an excursion measure for $Y$.

**Setting 1.2** (Scale function). Assume that Setting 1.1 holds and that there exists a $y \in (0, 1)$ such that

$$\lim_{(0,y) \to (0,\infty)} \int_0^y \frac{h(x)}{\sigma^2(x)} \, dx \in \mathbb{R}. \quad (7)$$

We define the functions $s, S : [0, 1) \to [0, \infty)$ and $\tilde{a} : [0, 1] \to [0, \infty)$ by

$$[0, 1) \ni z \mapsto s(z) := \exp \left(- \int_0^z \frac{h(x)}{\sigma^2(x)} \, dx \right), \quad (8)$$

$$[0, 1) \ni y \mapsto S(y) := \int_0^y s(z) \, dz, \quad (9)$$

$$[0, 1] \ni y \mapsto \tilde{a}(y) := yf(y, 0). \quad (10)$$

We further assume that there exists an $x \in (0, 1)$ with the property that

$$\int_0^x \frac{S(y)}{\sigma^2(y)s(y)} \, dy + \int_x^1 \frac{\tilde{a}(y)}{\sigma^2(y)s(y)} \, dy < \infty. \quad (11)$$

For all $\eta \in C(\mathbb{R}, [0, 1])$ we denote by $T_0(\eta) := \inf \{ t \in (0, \infty) : \eta_t = 0 \} \in [0, \infty]$ the first (nonnegative) time of hitting zero and we define the set of excursions from zero by

$$U := \{ \eta \in C(\mathbb{R}, [0, 1]) : T_0(\eta) \in (0, \infty] \text{ and } \eta_t = 0 \text{ for all } t \in (-\infty, 0] \cup [T_0, \infty) \}. \quad (12)$$
Moreover, we denote by $D([0, 1])$ the set of all càdlàg functions $f : \mathbb{R} \rightarrow [0, 1]$ and we define

$$V := \{ \eta \in D([0, 1]) : \eta_t = 0 \text{ for all } t \in (-\infty, 0) \}.$$  \hfill (13)

In the situation of Setting 1.2, Theorem 1 in Hutzenthaler [10] adapted to the state space $[0, 1]$ shows that there exists a unique $\sigma$-finite measure $Q$ on $U$ satisfying the following property: For every bounded and continuous function $F : C([0, \infty), [0, 1]) \rightarrow \mathbb{R}$ with the property that there exists a $\delta > 0$ such that for all $\chi \in C([0, \infty), [0, 1])$ with $\sup_{t \in [0, \infty)} \chi_t < \delta$ it holds that $F(\chi) = 0$, it holds that

$$\lim_{(0,1) \rightarrow \infty} \frac{1}{S(\epsilon)} E[F(Y) \mid Y_0 = \epsilon] = \int F(\eta) Q(d\eta).$$  \hfill (14)

The measure $Q$ is called the excursion measure associated with $Y$; see also Pitman & Yor [24]. A straightforward adaptation of Lemma 9.8 in Hutzenthaler [10] to the state space $[0, 1]$ and assumption (11) imply that

$$\int \int_0^\infty \tilde{a}(\chi_t) \, dt \, Q(d\chi) = \int_0^1 \tilde{a}(y) \frac{1}{2\sigma^2(y)s(y)} \, dy < \infty.$$  \hfill (15)

For the convergence result, we further assume the following Setting 1.3 for the initial distributions which establishes the sparse regime.

**Setting 1.3** (Sparse initial condition). Assume that Setting 1.2 holds. For every $i \in \mathbb{N}$ let $X_0(i)$ be a $[0, 1]$-valued random variable and for every $D \in \mathbb{N}$ let $\{(X^D_t(i))_{t \in [0, \infty)} : i \in [D]\}$ be a solution of (5) such that a.s. $\sum_{i=1}^\infty X_0(i) < \infty$ and such that for all $D \in \mathbb{N}$ and all $i \in [D]$ it holds a.s. that $X^D_0(i) = X_0(i)$. \hfill \(\Box\)

Under the assumption of Setting 1.3, we now construct the associated forest of excursions. For that, let $Y(i) = (Y_t(i))_{t \in [0, \infty)}$, $i \in \mathbb{N}$, be independent solutions of (6) coupled only through their initial states such that for all $i \in \mathbb{N}$ it holds a.s. that $Y_0(i) = X_0(i)$. These trajectories describe the demes of the initial population. Let $\{\Pi^D \cup \Pi^{(n,s,\chi)} : (n, s, \chi) \in \mathbb{N}_0 \times [0, \infty) \times V\}$ be an independent family of Poisson point processes on $[0, \infty) \times U$ with intensity measures

$$\mathbb{E} \left[ \Pi^D(dt \otimes d\eta) \right] = \mu dt \otimes Q(d\eta)$$  \hfill (16)

and

$$\mathbb{E} \left[ \Pi^{(n,s,\chi)}(dt \otimes d\eta) \right] = \tilde{a}(\chi_{t-s}) \, dt \otimes Q(d\eta), \quad (n, s, \chi) \in \mathbb{N}_0 \times [0, \infty) \times V.$$  \hfill (17)

The points of $\Pi^D$ and $\Pi^{(n,s,\chi)}$ are interpreted as tuples of times and paths providing the population times of new demes and the evolution of the population inside these demes. Here, $\Pi^D$ describes the demes whose founders immigrated into the system, while $\Pi^{(n,s,\chi)}$ describes the demes which descend from a deme with population size trajectory $\{\chi_t\}_{t \in [0, \infty)}$ and where the ancestral lineages of individuals living on these demes have exactly $n \in \mathbb{N}$ migration events (only counting migration events within the system). The 0-th generation is the random $\sigma$-finite measure on $[0, \infty) \times V$ defined through $\mathcal{T}^{(0)} := \sum_{i=1}^\infty \delta_{(0,Y(i))} + \Pi^D$. For every $n \in \mathbb{N}_0$ the $(n+1)$-th generation is the random $\sigma$-finite measure on $[0, \infty) \times U$ representing all the demes which have been colonized from demes of the $n$-th generation, that is, $\mathcal{T}^{(n+1)} := \Pi^{(n,s,\chi)}(ds \otimes d\chi)$. The forest of excursions $\mathcal{T}$ is then the sum of all of these measures $\mathcal{T} := \sum_{n \in \mathbb{N}_0} \mathcal{T}^{(n)}$.

A straightforward adaptation of Lemma 5.2, Lemma 9.9, and Lemma 9.10 in Hutzenthaler [10] to the state space $[0, 1]$ shows that for every $t \in [0, \infty)$ the total mass $\int \chi_{t-s} \mathcal{T}(ds \otimes d\chi)$ has finite expectation and is thus finite almost surely. Moreover, in the case where $\mu = 0$ (no immigration) and where there exists an $x \in (0, 1)$ such that for all $i \in \mathbb{N}$ it holds that $X_0(i) = x \mathbb{1}_{i=1}$, Theorem 5 in Hutzenthaler [10] yields that the total mass process dies out (that is, $\int \chi_{t-s} \mathcal{T}(ds \otimes d\chi)$ converges to zero in probability as $t \rightarrow \infty$) if and only if

$$\int \int_0^\infty \tilde{a}(\chi_t) \, dt \, Q(d\chi) \leq 1.$$  \hfill (18)

### 1.3 Main result: Propagation of chaos in the sparse regime

In this subsection, we state our main theorem.

**Theorem 1.4** (Convergence to a forest of excursions). Assume that Setting 1.3 holds and let $\mathcal{T}$ be the forest of excursions constructed in Subsection 1.2. Then it holds that

$$\left( \sum_{i=1}^D X^D_t(i) \mathbb{1}_{X^D_t(i)} \right)_{t \in [0, \infty)} \xrightarrow{D \rightarrow \infty} \left( \int \eta_{t-s} \delta_{\eta_{t-s}} \mathcal{T}(ds \otimes d\eta) \right)_{t \in [0, \infty)}$$  \hfill (19)

in the sense of convergence in distribution on $D([0, \infty), \mathcal{M}_1([0, 1]))$.  

5
The form of the left-hand side in (19) might look unfamiliar at first glance. We note that the sequence \( \{(\sum_{i=1}^{D} \delta_{X^P(i)}): D \in \mathbb{N}\} \) has no chance of being relatively compact as stochastic processes with values in \( \mathcal{M}_t([0,1]) \), as an infinite amount of mass piles up near zero in the limit as \( D \to \infty \). By weighting the point masses as in (19), we avoid this problem and retain a well-understood state space. Alternatively, one can change the (topology of the) state space. This is done in Hutzenthaler [11], where \( \sigma \)-finite measures on \( (0,1] \) with the vague topology are used to prove convergence of \( \{(\sum_{i=1}^{D} \delta_{X^P(i)}): D \in \mathbb{N}\} \) instead.

We emphasize that the limiting object \( T \) is easier to analyze than the solution of the SDE (5) due to its tree structure and since general branching processes are very well understood, resulting, for example, in the criterion (18). Further properties of the limiting process in the case \( \mu = 0 \) without immigration are investigated in Hutzenthaler [10].

### 1.4 Main ideas and structure of the proof of Theorem 1.4

In Subsection 2.1 we decompose (5) into processes with migration levels in the sense that the next higher migration level is driven by successful migrations essentially only from the migration level directly below, see (28) below. We then couple these migration level processes to “loop-free” processes which we obtain by reversing time.

Poisson limit theorem and follows essentially from Lemma 2.11 below which is proved in Hutzenthaler [11].

To prove this result, we apply induction on the number of migration steps, which is useful since, conditionally on the lower migration levels, the processes in the next higher migration level in the loop-free processes evolve as independent diffusions. The convergence of independent diffusions of this kind is obtained in Subsection 2.3 in Lemma 2.15 below. This result can be seen as a functional Poisson limit theorem and follows essentially from Lemma 2.11 below which is proved in Hutzenthaler [11] by reversing time.

The principal idea of decomposing into loop-free processes is taken from Hutzenthaler [11]. There, however, the considerations were restricted to the “classical” migration term of the form \( \frac{1}{D} \sum_{j=1}^{D} (X_t^P(j) - X_t^P(i)) \), while here we allow for “nonlinear” migrations of the form \( \frac{1}{D} \sum_{j=1}^{D} X_t^P(j) f(X_t^P(j), X_t^P(i)) \). By considering the case where for all \( x,y \in [0,1] \) it holds that \( f(y,x) = 1 \) and where for all \( x \in [0,1] \) and all \( D \in \mathbb{N} \) we replace \( h_D(x) \) by \( h_D(x)-x \) in (5), we recover the classical migration term in our framework.

To complete the proof of Theorem 1.4, it remains to show that the migration level processes and the loop-free processes have the same limit as \( D \to \infty \). This is carried out in Subsection 3.2. For this, Hutzenthaler [11] is restricted to the case where \( \sigma^2 \) is of the form \( \sigma^2(x) = \beta x \) for a constant \( \beta \in (0,\infty) \). This assumption crucially simplified the situation, as this completely decouples the infinitesimal variances of the migration level processes and allows to prove that the \( L^1 \)-distance between the migration level processes and the loop-free processes converges to zero as \( D \to \infty \) using Gronwall’s inequality. In the more general situation of this paper, we instead show that a certain form of a weak distance between the migration level processes and the loop-free processes converges to zero as \( D \to \infty \), see Lemma 3.8 below. The proof relies on applying Itô’s formula to suitable evaluations of the semigroup of the loop-free processes, see (146) below.

### 1.5 Application: Altruistic defense traits

Let \( \alpha, \beta, \kappa \in (0,\infty) \), let \( \mu_\infty \in [0,\infty) \), let \( a \in (1,\infty) \), let \( \langle \mu_D \rangle_{D \in \mathbb{N}} \subseteq [0,1] \) be such that \( \lim_{D \to \infty} \mu_D = \mu_\infty \) and such that for all \( D \in \mathbb{N} \) it holds that \( \mu_D \leq 2\mu_\infty \), and let \( b \in C^3([0,1],\mathbb{R}) \) be such that \( b(1) = 0 \leq b(0) \). Let \( f: [0,1]^2 \to \mathbb{R}, \ h: [0,1] \to \mathbb{R}, \ h_D: [0,1] \to \mathbb{R}, \ D \in \mathbb{N}, \) and \( \sigma^2: [0,1] \to [0,\infty) \) be the functions satisfying for all \( D \in \mathbb{N} \) and all \( x,y \in [0,1] \) that \( f(y,x) = \kappa(a-x)^{\frac{\alpha-\beta}{\alpha-\beta}} \frac{1}{a-y} \), that \( h(x) = -\kappa \alpha x(1-x) \), that \( h_D(x) = h(x) + \mu_D b(x) \), and that \( \sigma^2(x) = \beta(a-x) x(1-x) \). Then it holds for all \( x,y \in [0,1] \) that \( g(y,x) = h(x) = \kappa \frac{\alpha-\beta}{\alpha-\beta} (y-x) - \alpha x(1-x) \). Thus, for every \( D \in \mathbb{N} \), (5) specializes to the SDE

\[
\begin{align*}
\text{d}X_t^P(i) &= \frac{\kappa}{D} \sum_{j=1}^{D} \frac{a-X_t^P(i)}{a-X_t^P(j)} (X_t^P(j) - X_t^P(i)) \text{d}t - \alpha X_t^P(i) (1 - X_t^P(i)) \text{d}t + \mu_D b(X_t^P(i)) \text{d}t \\
&+ \sqrt{\beta(a-X_t^P(i)) X_t^P(i)(1-X_t^P(i))} \text{d}W_t(i), \quad t \in (0,\infty), \ i \in [D].
\end{align*}
\]

Theorem 1.3 in Hutzenthaler, Jordan, & Metzler [12] shows (in the case where for all \( D \in \mathbb{N} \) it holds that \( \mu_D = 0 \), that is, the case of no mutation) that the solution process of the SDE (20) arises as a diffusion limit of the relative frequency of altruistic individuals in the host population in a Lotka-Volterra type host-parasite model. The reason for the functional form of the coefficient functions is as follows. Since individuals migrate at fixed rate, relative frequencies (write it as \( \frac{X_t^P(i)}{H_t^P(i)} \)) of altruistic individuals in the
host population (let $H_{i}^{D,N}(i)$ denote the total number of hosts on deme $i \in [D]$ at time $t \in [0, \infty)$) migrate at rate $\frac{1}{2} \frac{m(i,j)}{H_{i}^{D,N}(i)}$ from deme $j$ to deme $i$. The total host population evolves much faster (separation of time scales) than relative frequencies and stabilizes locally in time at $\frac{1}{2} \frac{1}{\beta(\alpha-x)}$ if $x$ is the current frequency of altruists and where $\alpha, \beta$ are suitable parameters. Thus, if time is measured in multiples of $N$, migration rates of frequencies converge to $w-\lim_{N \to \infty} N \cdot \frac{1}{2} \frac{m(i,j)}{H_{i}^{D,N}(i)} = \kappa m(i,j) \frac{\beta(\alpha-X_{i}^{D}(i))}{\beta(\alpha-x)}$. The resampling rate in the Wright-Fisher diffusion is inverse-proportional to the total mass and this explains why the squared diffusion term is $w-\lim_{N \to \infty} N \cdot \frac{1}{2} \frac{A_{i}^{P}(i)}{H_{i}^{D,N}(i)} = \beta(a-X_{i}^{P}(i)(1-\frac{A_{i}^{P}(i)}{H_{i}^{D,N}(i)})$. The resampling rate in the Wright-Fisher diffusion is inverse-proportional to the total mass and this explains why the squared diffusion term is $w-\lim_{N \to \infty} N \cdot \frac{1}{2} \frac{A_{i}^{P}(i)}{H_{i}^{D,N}(i)} = \beta(a-X_{i}^{P}(i)(1-\frac{A_{i}^{P}(i)}{H_{i}^{D,N}(i)})$.

Define $\mu := \mu_{\infty} b(0)$. We check the assumptions of Theorem 1.4: Indeed, $\mu \in [0, \infty), f \in C^{3}(\{0,1\}^{2}, \mathbb{R})$, $h, \sigma^{2} \in C^{3}(\{0,1\}, \mathbb{R})$, for all $D \in \mathbb{N}$ it holds that $h_{D} \in C^{3}(\{0,1\}, \mathbb{R})$, it holds that $\sup_{D \in \mathbb{N}} h_{D} \in C^{3}(\{0,1\}, \mathbb{R})$, and that $\lim_{D \to \infty} D h_{D}(0) = \lim_{D \to \infty} D \mu_{\infty} b(0) = \mu_{\infty} b(0) = \mu$, for all $x \in [0,1]$ it holds that $\lim_{D \to \infty} D h_{D}(x) = h(x)$, for all $D \in \mathbb{N}$ and all $y \in (0,1)$ it holds that $y f(y,1) + h(1) = y f(y,1) + h(1) = -\frac{\kappa}{\alpha} (a(1-y)^{2} - \frac{\kappa(a-1)}{a}) \leq 0$, that $f(y,0) = -\frac{2a}{a+y} > 0$, that $D h_{D}(0) = D \mu_{\infty} b(0) \leq 2 \mu_{\infty} b(0) = 2 \mu$, that $D h_{D}(0) = D \mu_{\infty} b(0) \geq 0$, that $h(0) = 0$, and that $h(1) = -\frac{\kappa(a-1)}{a} < 0$. Moreover, it holds that $\sigma^{2}(0) = 0 = \sigma^{2}(1)$ and for all $x \in (0,1)$ that $\sigma^{2}(x) > 0$. Thus, Setting 1.1 is satisfied. Furthermore, it holds that

$$\lim_{(0,\frac{1}{2}) \ni z \to 0} \int_{z}^{\frac{1}{2}} \frac{h(z)}{\sigma^{2}(z)} dx = \lim_{(0,\frac{1}{2}) \ni z \to 0} \int_{z}^{\frac{1}{2}} \frac{\pi_{-\frac{\kappa}{\alpha}}(a-x) - \frac{\alpha}{\beta} x}{\beta(\alpha-x)} dx = \lim_{(0,\frac{1}{2}) \ni z \to 0} \int_{z}^{\frac{1}{2}} \frac{\pi_{-\frac{\kappa}{\alpha}}(a-x) - \frac{\alpha}{\beta} x}{\beta(\alpha-x)} dx$$

$$= \left(\frac{\pi_{-\frac{\kappa}{\alpha}}(a-1) - \frac{\alpha}{\beta} (a-1)}{\pi_{-\frac{\kappa}{\alpha}}(a)} \right) \frac{1}{\pi_{-\frac{\kappa}{\alpha}}(a)}$$

(21)

Let $s, S : [0,1) \to [0, \infty)$ and $\bar{a} : [0,1] \to [0, \infty)$ be given by (8), (9), and (10), respectively. Then it holds for all $z \in [0,1]$ that

$$s(z) = \exp\left(\int_{0}^{z} \frac{2a}{\alpha(1-x)} + \frac{2a}{\beta(\alpha-x)} dx\right) = (1-z)^{-\frac{2a}{\alpha} \frac{(a-z)}{\alpha}} - \frac{2a}{\alpha}$$

(22)

and

$$S(z) = \int_{0}^{z} s(x) dx \leq zs(z).$$

(23)

We obtain from (23) that

$$\int_{0}^{\frac{1}{2}} \frac{S(y)}{\sigma^{2}(y)} dy \leq \int_{0}^{\frac{1}{2}} \frac{1}{\beta(\alpha-y)(1-y)} dy \leq \frac{1}{2\pi(1-\frac{1}{2})} \frac{1}{\alpha} < \infty$$

(24)

and it follows from (22) and from the fact that $\frac{2a}{\alpha} - 1 \in (-1, \infty)$ that

$$\int_{\frac{1}{2}}^{1} \frac{\bar{a}(y)}{\sigma^{2}(y)} dy = \int_{\frac{1}{2}}^{1} \frac{\bar{a}(y)}{\frac{\alpha}{y} \beta(\alpha-y)(1-y)} (1-y)^{\frac{2a}{\alpha} \frac{(a-y)}{\alpha}} \frac{2a}{\alpha} \frac{(a-y)}{\alpha} dy$$

$$= \alpha \frac{\alpha}{\beta} a^{-\frac{2a}{\alpha}} \int_{\frac{1}{2}}^{1} (1-y)^{\frac{2a}{\alpha} - 1} (a-y)^{\frac{2a}{\alpha} - 2} dy$$

$$\leq \alpha \frac{\alpha}{\beta} a^{-\frac{2a}{\alpha}} \left((a-\frac{1}{2})^{\frac{2a}{\alpha} - 2} + (a-1)^{\frac{2a}{\alpha} - 2}\right) \int_{\frac{1}{2}}^{1} (1-y)^{\frac{2a}{\alpha} - 1} dy < \infty.$$ 

Hence, Setting 1.2 is satisfied. Therefore, Theorem 1.4 is applicable to the SDE (20) for any initial configuration satisfying Setting 1.3.

For the remainder of this subsection we consider the case where $\mu_{\infty} = 0$ and where there exists an $x \in (0,1]$ such that for all $D \in \mathbb{N}$ and all $i \in [D]$ it holds that $X_{i}^{D}(i) = x I_{1,x}$. We obtain from (21), (24), and (25) together with a straightforward adaptation of Lemma 9.6, Lemma 9.9, and Lemma 9.10 in Hutzenthaler [10] to the state space $[0,1]$ that the assumptions of Theorem 5 in Hutzenthaler [10] are satisfied. An application of the latter theorem shows that the total mass process $\{X_{t}^{D}, T(ds \otimes d\chi) : t \in [0, \infty)\}$ dies out (that is, it converges to zero in probability as $t \to \infty$) if and only if (18) holds. Equations (15) and (22) yield that

$$\int_{0}^{\infty} \bar{a}(\chi) dt \leq \int_{0}^{1} \frac{\bar{a}(y)}{\sigma^{2}(y)} dy = \int_{0}^{1} \frac{\bar{a}(y)}{\frac{\alpha}{\beta(\alpha-y)(1-y)} (1-y)^{\frac{2a}{\alpha} \frac{(a-y)}{\alpha}} \frac{2a}{\alpha}} dy$$

(26)
This together with (18) and the fact that \( \frac{2a}{\alpha} \int_0^1 (1 - y)^{\frac{2\alpha}{\alpha}-1} dy = 1 \) proves that the total mass process dies out if and only if

\[
0 \geq \int_0^1 \frac{\beta (a-y)y(1-y)}{\frac{2\alpha}{\alpha}} (1 - y)^{\frac{2\alpha}{\alpha}-1} \left( \frac{a-y}{a} \right)^{\frac{2\alpha}{\alpha}-2} dy - 1 = \frac{2a}{\alpha} \int_0^1 (1 - y)^{\frac{2\alpha}{\alpha}-1} \left( \frac{a-y}{a} \right)^{\frac{2\alpha}{\alpha}-2} dy - 1 = \frac{2a}{\alpha} \int_0^1 (1 - y)^{\frac{2\alpha}{\alpha}-1} \left( \frac{a-y}{a} \right)^{\frac{2\alpha}{\alpha}-2} dy - 1 \tag{27}
\]

Consequently, the total mass process dies out if and only if \( \alpha \geq \beta \).

## 2 Convergence of the loop-free processes

### 2.1 Migration level processes and loop-free processes

Throughout this subsection, assume that Setting 1.1 holds. To prove Theorem 1.4, we use a decomposition into migration levels. We say that an individual has migration level \( k \in \mathbb{N}_0 \) at time \( t \in [0, \infty) \) if its ancestral lineage up to time \( t \) contains exactly \( k \) migration steps (within the system). To formalize this, we define for all \( D \in \mathbb{N} \) that \( X^{D,-1}_t := 0 \) and consider for every \( D \in \mathbb{N} \) the SDE

\[
dX_{t}^{D,k}(i) = \frac{1}{D} \sum_{j=1}^{D} X_{t}^{D,k-1}(j) f \left( \sum_{m \in \mathbb{N}_0} X_{t}^{D,m}(j), \sum_{m \in \mathbb{N}_0} X_{t}^{D,m}(i) \right) dt + \frac{X_{t}^{D,k}(i)}{\sum_{m \in \mathbb{N}_0} X_{t}^{D,m}(i)} \tilde{h}_D \left( \sum_{m \in \mathbb{N}_0} X_{t}^{D,m}(i) \right) dt + 1_{k=0} h_D(0) dt + \sqrt{\frac{X_{t}^{D,k}(i)}{\sum_{m \in \mathbb{N}_0} X_{t}^{D,m}(i)}} \sigma^2 \left( \sum_{m \in \mathbb{N}_0} X_{t}^{D,m}(i) \right) dW_t^k(i), \quad t \in (0, \infty), (i, k) \in [D] \times \mathbb{N}_0,
\]

where \( \{W^k(i) : (i, k) \in \mathbb{N} \times \mathbb{N}_0\} \) is a set of independent standard Brownian motions. Throughout this paper, we consider weak solutions of (28) with initial distribution and values in \( \{(x_{i,k})_{(i,k)\in[D]\times\mathbb{N}_0} \in [0,1]^{[D] \times \mathbb{N}_0} : \sum_{k \in \mathbb{N}_0} x_{i,k} \in [0,1] \text{ for all } i \in [D]\} \). Existence of such solutions can be shown as in Hutzen-thaler [11, Lemma 4.3]. These processes will be referred to as migration level processes.

The following lemma shows that (5) can be recovered from (28) by summing over all migration levels.

**Lemma 2.1** (Decomposition into migration levels). Assume that Setting 1.1 holds, let \( D \in \mathbb{N} \), let \( \{(x_{i,k}^{D,k}(i), W^k(i))_{t \in [0, \infty)} : (i, k) \in [D] \times \mathbb{N}_0\} \) be a weak solution of (28), and let \( \{W_t(i)_{t \in [0, \infty)} : i \in [D]\} \) be continuous adapted processes satisfying for all \( i \in [D] \) and all \( t \in [0, \infty) \) that a.s.

\[
W_t(i) = \int_0^t \left[ \sum_{m \in \mathbb{N}_0} X_{s}^{D,m}(i) > 0 \right] \sum_{k \in \mathbb{N}_0} \sqrt{\frac{X_{s}^{D,k}(i)}{\sum_{m \in \mathbb{N}_0} X_{s}^{D,m}(i)}} dW^k_s(i) + \int_0^t \left[ \sum_{m \in \mathbb{N}_0} X_{s}^{D,m}(i) = 0 \right] dW^0_s(i).
\]

Then \( \{(W_t(i))_{t \in [0, \infty)} : i \in [D]\} \) defines a \( D \)-dimensional standard Brownian motion and the process \( \{X_t^D(i)_{t \in [0, \infty)} : i \in [D]\} \) defined for all \( i \in [D] \) and all \( t \in [0, \infty) \) by

\[
X_t^D(i) := \sum_{k \in \mathbb{N}_0} X_t^{D,k}(i)
\]

is the unique solution of (5) with Brownian motion given by (29).

**Proof.** The processes \( W(i), i \in [D] \), defined by (29) are continuous local martingales whose cross-variation processes satisfy for all \( i, j \in [D] \) and all \( t \in [0, \infty) \) that \( \langle W(i), W(j) \rangle_t = \delta_{ij}. \) Lévy’s characterization of Brownian motion implies that \( W \) is a \( D \)-dimensional standard Brownian motion. Moreover, it follows from summing (28) over \( k \in \mathbb{N}_0 \) that \( \tilde{X}^D \) satisfies (5) with Brownian motion given by (29). Pathwise uniqueness of the SDE (5) in the situation of Setting 1.1 follows from Theorem 3.2 in Shiga & Shimizu [26]. This finishes the proof of Lemma 2.1. \( \Box \)
In the limit as $D \to \infty$, the migration level processes are essentially loop-free in the following sense. We define for all $D \in \mathbb{N}$ that $Z^{D,-1} = 0$ and consider for every $D \in \mathbb{N}$, the SDE

$$dZ^{D,k}_{t}(i) = \frac{1}{D} \sum_{j=1}^{D} Z^{D,k-1}_{t}(j)f(Z^{D,k-1}_{t}(j), Z^{D,k}_{t}(i)) dt + h_{D}(Z^{D,k}_{t}(i)) dt + \mathbb{1}_{k=0} h_{D}(0) dt$$

(31)

$$+ \sigma^{2}(Z^{D,k}_{t}(i)) dW^{k}_{t}(i), \quad t \in (0, \infty), \ (i, k) \in [D] \times \mathbb{N}_{0},$$

where $\{W^{k}(i): (i, k) \in \mathbb{N} \times \mathbb{N}_{0}\}$ is a set of independent standard Brownian motions. Existence and uniqueness of strong solutions of (31) follow from Theorem 3.2 in Shiga & Shimizu [26]. These processes will be referred to as loop-free processes.

**Setting 2.2** (Coupling of migration level and loop-free processes). Assume that Setting 1.1 holds. For every $D \in \mathbb{N}$ let $\{(X^{D,k}_{t}(i), W^{k}_{t}(i)) \in [0, \infty): (i, k) \in [D] \times \mathbb{N}_{0}\}$ be a weak solution of (28) with initial distribution and values in $\{(x_{i,k}(i,k))_{(i,k)\in[D]\times\mathbb{N}_{0}} \in [0, 1]^{[D]\times\mathbb{N}_{0}}: \sum_{i\in\mathbb{N}_{0}} x_{i,k} \in [0, 1] \text{ for all } i \in [D]\}$. For every $D \in \mathbb{N}$ and $x \in [0, 1]^{[D]\times\mathbb{N}_{0}}$ we denote by $\{(Z^{D,k,x}_{t}(i))_{t\in[0,\infty)}: (i, k) \in [D] \times \mathbb{N}_{0}\}$ continuous adapted processes that are defined on the stochastic basis given by the weak solution of (28), satisfy (31) with Brownian motion given by the Brownian motion of the weak solution of (28), and further satisfy for all $(i, k) \in [D] \times \mathbb{N}_{0}$ that $Z^{D,k,x}_{0}(i) = x_{i,k}$. Whenever we omit the index $x$, we consider the solution of (31) satisfying for all $(i, k) \in [D] \times \mathbb{N}_{0}$ that $Z^{D,0,k}_{0}(i) = X^{D,0,k}_{0}(i)$. For notational simplicity, we do not distinguish notationally between the possibly different stochastic bases and Brownian motions for different $D \in \mathbb{N}$.

### 2.2 Moment and regularity estimates

In this subsection, we collect some preparatory results. We start with the following lemma which provides an estimate for the first moment of the total mass process.

**Lemma 2.3** (First moment). **Assume that Setting 2.2 holds and let $T \in [0, \infty)$. Then we have for all $D \in \mathbb{N}$ that**

$$\sup_{t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_{0}} X^{D,k}_{t}(i) \right] \leq e^{(L_{f}+L_{h})T} \left( \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_{0}} X^{D,0,k}_{0}(i) \right] + 2\mu T \right)$$

(32)

and (32) holds with $X^{D,k}_{t}(i)$ replaced by $Z^{D,k}_{t}(i)$.

**Proof.** For all $D \in \mathbb{N}$ let $\{(W^{i}(i))_{t \in [0, \infty)}: i \in [D]\}$ and $\{(\tilde{X}^{D,i}_{t}(i))_{t \in [0, \infty)}: i \in [D]\}$ be as in Lemma 2.1. Setting 1.1 implies for all $D \in \mathbb{N}$ and all $x, y \in [0, 1]$ that $f(y, x) \leq L_{f}$ and $h_{D}(x) \leq L_{h} + 2\mu / D$. Together with Lemma 2.1, this shows for all $D \in \mathbb{N}$ and all $t \in [0, \infty)$ that a.s.

$$\sum_{i=1}^{D} \tilde{X}^{D}_{t}(i) = \sum_{i=1}^{D} X^{D}_{0}(i) + \sum_{i=1}^{D} \int_{0}^{t} \frac{1}{D} \sum_{j=1}^{D} \tilde{X}^{D}_{s}(j)f(\tilde{X}^{D}_{s}(j), \tilde{X}^{D}_{s}(i)) ds + \int_{0}^{t} \sqrt{\sigma^{2}(\tilde{X}^{D}_{s}(i))} dW^{i}(s)$$

(33)

$$\leq \sum_{i=1}^{D} X^{D}_{0}(i) + 2\mu t + (L_{f} + L_{h}) \int_{0}^{t} \sum_{i=1}^{D} \tilde{X}^{D}_{s}(i) ds + \sum_{i=1}^{D} \int_{0}^{t} \sqrt{\sigma^{2}(\tilde{X}^{D}_{s}(i))} dW^{i}(s).$$

The stochastic integrals on the right-hand side of (33) are martingales since the integrands are globally bounded. Hence, (33) and Tonelli’s theorem imply for all $D \in \mathbb{N}$ and all $t \in [0, \infty)$ that

$$\mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}^{D}_{t}(i) \right] \leq \mathbb{E} \left[ \sum_{i=1}^{D} X^{D}_{0}(i) \right] + 2\mu t + (L_{f} + L_{h}) \int_{0}^{t} \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}^{D}_{s}(i) \right] ds.$$  

(34)

Gronwall’s inequality then yields for all $D \in \mathbb{N}$ and all $t \in [0, \infty)$ that

$$\mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}^{D}_{t}(i) \right] \leq e^{(L_{f}+L_{h})t} \left( \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}^{D}_{0}(i) \right] + 2\mu t \right).$$

(35)

Taking the supremum over $t \in [0, T]$ and using (30) proves (32). The proof for the loop-free processes is similar. This completes the proof of Lemma 2.3. □
The following lemma is a variant of Lemma 2.3 and, heuristically speaking, shows that uniformly in the number of demes essentially only finitely many migration levels contribute to the total mass.

**Lemma 2.4** (Essentially only finitely many levels). Assume that Setting 2.2 holds and that

\[
\sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^{D} X_0^{D,k}(i) \right] < \infty. \tag{36}
\]

Then we have for all \( T \in [0, \infty) \) that

\[
\sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}} \sup_{t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} X_t^{D,k}(i) \right] \leq e^{(L_f + L_h)T} \left( \sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^{D} X_0^{D,k}(i) \right] + 2\mu T \right) \tag{37}
\]

and (37) holds with \( X_t^{D,k}(i) \) replaced by \( Z_t^{D,k}(i) \).

**Proof.** In the situation of Setting 1.1, it holds for all \( D \in \mathbb{N} \) and all \( x, y \in [0,1] \) that \( f(y,x) \leq L_f \), that \( h_D(x) \leq L_h x \), and that \( D h_D(0) \leq 2\mu \). Moreover, the stochastic integral part of (28) yields a martingale. These facts, (28), and Tonelli’s theorem show for all \( k \in \mathbb{N}_0 \), all \( D \in \mathbb{N} \), and all \( t \in [0, \infty) \) that

\[
\mathbb{E} \left[ \sum_{i=1}^{D} X_t^{D,k}(i) \right] \leq \mathbb{E} \left[ \sum_{i=1}^{D} X_0^{D,k}(i) \right] + \mathbb{E} \left[ \sum_{i=1}^{D} X_t^{D,k-1}(i) \right] + \mathbb{E} \left[ \sum_{i=1}^{D} X_t^{D,k}(i) \right] \tag{38}
\]

This implies for all \( T \in [0, \infty) \) and all \( k \in \mathbb{N}_0 \) that

\[
\sum_{i=1}^{D} X_t^{D,k}(i) \leq \sum_{i=1}^{D} X_0^{D,k}(i) + \mathbb{E} \left[ \sum_{i=1}^{D} X_t^{D,k-1}(i) \right] + \mathbb{E} \left[ \sum_{i=1}^{D} X_t^{D,k}(i) \right] \tag{39}
\]

Lemma 2.3 and (36) show that the right-hand side of (39) over \( k \in [K]_0 \) and Gronwall’s inequality yield for all \( T \in [0, \infty) \) that

\[
\sum_{k=0}^{K} \sup_{D \in \mathbb{N}} \sup_{t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} X_t^{D,k}(i) \right] \leq e^{(L_f + L_h)T} \left( \sum_{k=0}^{K} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^{D} X_0^{D,k}(i) \right] + 2\mu T \right). \tag{40}
\]

Taking the limit as \( K \to \infty \) proves (37). The proof for the loop-free processes is similar. This completes the proof of Lemma 2.4.

The following lemma gives an estimate for the second moment of the total mass process.

**Lemma 2.5** (Second moment). Assume that Setting 2.2 holds. Then we have for all \( D \in \mathbb{N} \) and all \( T \in [0, \infty) \) that

\[
\mathbb{E} \left[ \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X_t^{D,k}(i) \right)^2 \right] \leq e^{(8L_s + 4(L_f + L_h)^2)T} \left( 4\mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X_0^{D,k}(i) \right]^2 + 8T(L_s + 2\mu^2 T) \right) \tag{41}
\]

and (41) holds with \( X_t^{D,k}(i) \) replaced by \( Z_t^{D,k}(i) \).

**Proof.** For all \( D \in \mathbb{N} \) let \( \{W_i(i)\}_{i \in [0, \infty)} : i \in [D]\} \) and \( \{(\hat{X}_t^D(i))_{i \in [0, \infty)} : i \in [D]\} \) be as in Lemma 2.1. Setting 1.1 implies for all \( D \in \mathbb{N} \) and all \( x, y \in [0,1] \) that \( f(y,x) \leq L_f \) and \( h_D(x) \leq L_h x + 2\mu / D \). This and Lemma 2.1 imply for all \( D \in \mathbb{N} \) and all \( t \in [0, \infty) \) that a.s.

\[
\sum_{i=1}^{D} \hat{X}_0^D(i) \leq \sum_{i=1}^{D} \tilde{X}_0^D(i) + (L_f + L_h) \int_0^t \sum_{i=1}^{D} \tilde{X}_t^D(i) \, ds + 2\mu t + \sum_{i=1}^{D} \int_0^t \sqrt{\sigma^2(\hat{X}_t^D(i))} \, dW_s(i). \tag{42}
\]
The Minkowski inequality then implies for all $D \in \mathbb{N}$ and all $T \in [0, \infty)$ that
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left( \sum_{i=1}^{D} \tilde{X}_t^D(i) \right)^2 \right] \leq 4 \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_T^D(i) \right]^2 + (L_f + L_h) \int_0^T \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_s^D(i) \right]^2 ds
\]
\[
+ 2 \mu T + \mathbb{E} \left[ \sup_{t \in [0,T]} \left| \sum_{i=1}^{D} \int_0^t \sqrt{\sigma^2(\tilde{X}_s^D(i))} \, dW_s(i) \right|^2 \right]^{\frac{1}{2}}.
\]
Using Doob’s $L^2$-inequality (e.g. Corollary 2.2.17 in Ethier & Kurtz [7]), the Itô isometry, Setting 1.1, and the fact that for all $x \in \mathbb{R}$ it holds that $2x \leq 1 + x^2$, we obtain for all $D \in \mathbb{N}$ and all $T \in [0, \infty)$ that
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left| \sum_{i=1}^{D} \int_0^t \sigma^2(\tilde{X}_s^D(i)) \, dW_s(i) \right|^2 \right] \leq 4 \mathbb{E} \left[ \sum_{i=1}^{D} \int_0^T \sigma^2(\tilde{X}_s^D(i)) \, ds \right]^2
\]
\[
\leq 4 \int_0^T L_\sigma \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_s^D(i) \right] ds
\]
\[
\leq 2L_\sigma T + 2L_\sigma \int_0^T \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_s^D(i) \right] ds.
\]
Equations (43) and (44), the fact that it holds for all $x_1, \ldots, x_4 \in \mathbb{R}$ that $(\sum_{i=1}^{4} x_i)^2 \leq 4 \sum_{i=1}^{4} x_i^2$, and Hölder’s inequality yield for all $D \in \mathbb{N}$ and all $T \in [0, \infty)$ that
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left( \sum_{i=1}^{D} \tilde{X}_t^D(i) \right)^2 \right] \leq 4 \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_T^D(i) \right]^2 + 16\mu^2 T^2
\]
\[
+ 4(L_f + L_h)^2 \left( \int_0^T \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_s^D(i) \right]^2 \right)^2
\]
\[
+ 8L_\sigma T + 8L_\sigma \int_0^T \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_s^D(i) \right]^2 ds
\]
\[
\leq 4 \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_T^D(i) \right]^2 + 8T(L_\sigma + 2\mu^2 T)
\]
\[
+ (8L_\sigma + 4(L_f + L_h)^2)T \int_0^T \mathbb{E} \left[ \sup_{u \in [0,s]} \left( \sum_{i=1}^{D} \tilde{X}_u^D(i) \right)^2 \right] ds.
\]
Gronwall’s inequality then yields for all $D \in \mathbb{N}$ and all $T \in [0, \infty)$ that
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \left( \sum_{i=1}^{D} \tilde{X}_t^D(i) \right)^2 \right] \leq e^{8L_\sigma + 4(L_f + L_h)^2 T} \left( 4 \mathbb{E} \left[ \sum_{i=1}^{D} \tilde{X}_0^D(i) \right]^2 + 8T(L_\sigma + 2\mu^2 T) \right). 
\]
Together with (30), this proves (41). The proof for the loop-free processes is similar. This completes the proof of Lemma 2.5. □

The following lemma is a consequence of Lemma 2.5 and allows for a localization procedure in the total mass uniformly in the number of demes.

**Lemma 2.6 (Localization argument).** Assume that Setting 2.2 and
\[
\sup_{D \in \mathbb{N}} \mathbb{E} \left[ \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X_{0}^{D,k}(i) \right)^2 \right] < \infty
\]
hold and for every $D, M \in \mathbb{N}$ define the stopping time
\[
\tau_M^D := \inf \left\{ t \in [0, \infty) : \sum_{i=1}^{D} \sum_{m \in \mathbb{N}_0} X_{t}^{D,m}(i) \geq M \right\}.
\]
Then it holds for all $T \in [0, \infty)$ that

$$
\lim_{M \to \infty} \sup_{D \in \mathbb{R}} \left[ \sup_{t \in [0,T]} \sum_{i=1}^{D} \sum_{m \in \mathbb{N}_0} X_t^{D,m}(i) \mathbb{I}_{\{\tau^D_M \leq T\}} \right] = 0. \tag{49}
$$

Proof. For all $D, M \in \mathbb{N}$ and $T \in [0, \infty)$ we have that $\{\tau^D_M \leq T\} = \{\sup_{t \in [0,T]} \sum_{i=1}^{D} \sum_{m \in \mathbb{N}_0} X_t^{D,m}(i) \geq M\}$. This implies for all $D, M \in \mathbb{N}$ and all $T \in [0, \infty)$ that

$$
\mathbb{E} \left[ \sup_{t \in [0,T]} \sum_{i=1}^{D} \sum_{m \in \mathbb{N}_0} X_t^{D,m}(i) \mathbb{I}_{\{\tau^D_M \leq T\}} \right] \leq \frac{1}{M} \mathbb{E} \left[ \sup_{t \in [0,T]} \left( \sum_{i=1}^{D} \sum_{m \in \mathbb{N}_0} X_t^{D,m}(i) \right)^2 \right]. \tag{50}
$$

This, Lemma 2.5, and (47) show (49). This completes the proof of Lemma 2.6.

Throughout the rest of this subsection and in Subsection 2.3 below, the following Setting 2.7 will frequently be referred to. In the situation of Setting 2.7, for every $D \in \mathbb{N}$ the SDE (53) below with $g = gd$ has a unique strong solution with continuous sample paths in $[0,1]$; see, e.g., Theorem 5.4.22, Proposition 5.2.13, and Corollary 5.3.23 in Karatzas & Shreve [16]. This fact will be used tacitly in the remainder of this paper.

**Setting 2.7 (Time-dependent immigration).** Assume that Setting 1.1 holds and that $gd : [0, \infty) \times [0,1] \to \mathbb{R}, D \in \mathbb{N}$, are measurable functions that satisfy for all $D \in \mathbb{N}$ and all $t \in [0, \infty)$ that $gd(t,0) \geq 0$, that $\frac{1}{2} gd(t,1) + \bar{h}_D(1) \leq 0$, that

$$
\sup_{u \in [0, \infty)} \sup_{x,y \in [0,1]} \frac{|gd(u,x) - gd(u,y)|}{|x-y|} < \infty, \tag{51}
$$

and that

$$
\sup_{M \in \mathbb{R}} \sup_{x \in [0,1]} |gd(t,x)|^2 dt < \infty. \tag{52}
$$

For all $s \in [0, \infty)$, all $D \in \mathbb{N}$, and all measurable functions $g : [0, \infty) \times [0,1] \to \mathbb{R}$ we consider the one-dimensional SDE

$$
dY^{D,g}_{t,s} = \frac{1}{2} g(t, Y^{D,g}_{t,s}) dt + \bar{h}_D(Y^{D,g}_{t,s}) dt + \sqrt{\sigma^2(Y^{D,g}_{t,s})} dW_t, \quad t \in [s, \infty), \tag{53}
$$

where $W$ is a standard Brownian motion. We adopt the same notation and write, for example, $Y^{D,g}_{t,s}$ when the function $g : [0, \infty) \times [0,1] \to \mathbb{R}$ in (53) is replaced by a function $\zeta : [0, \infty) \to \mathbb{R}$ (or by a constant $c \in \mathbb{R}$).

The following lemma estimates the $L^1$-distance between certain solutions of (53).

**Lemma 2.8 (L$^1$-regularity).** Assume that Setting 1.1 holds, let $gd : [0, \infty) \times [0,1] \to \mathbb{R}$, $D \in \mathbb{N}$, and $\bar{g}D : [0, \infty) \times [0,1] \to \mathbb{R}$, $D \in \mathbb{N}$, be two sequences of functions satisfying Setting 2.7, let $s \in [0, \infty)$, and for every $D \in \mathbb{N}$ let $(Y^{D,g}_{t,s})_{t \in [s,\infty)}$ and $(Y^{\bar{g}D}_{t,s})_{t \in [s,\infty)}$ be solutions of (53) with respect to the same Brownian motion. Then it holds for all $D \in \mathbb{N}$ and all $t \in [s, \infty)$ that

$$
\mathbb{E}[|Y^{D,g}_{t,s} - Y^{\bar{g}D}_{t,s}|] \leq e^{L_0(t-s)} \mathbb{E}[|Y^{D,g}_{s,s} - Y^{\bar{g}D}_{s,s}|] + \frac{1}{D} \int_s^t \mathbb{E}[|gd(u,Y^{D,g}_{u,s}) - \bar{g}D(u,Y^{\bar{g}D}_{u,s})|] du. \tag{54}
$$

Proof. As in Theorem 1 in Yamada & Watanabe [29] (see also, e.g., the proof of Lemma 3.3 in Hutzenthaler & Wochberger [14]) an approximation of $\mathbb{R} \ni x \mapsto |x| \in \mathbb{R}$ with $C^2$-functions and exploiting that

$$
\sup_{x,y \in [0,1], x \neq y} \frac{|\sqrt{\sigma^2(x) - \sigma^2(y)}|^2}{|x-y|} < \infty \tag{55}
$$

shows for all $D \in \mathbb{N}$ and all $t \in [s, \infty)$ that a.s.

$$
|Y^{D,g}_{t,s} - Y^{\bar{g}D}_{t,s}| \leq |Y^{D,g}_{s,s} - Y^{\bar{g}D}_{s,s}| + \int_s^t \text{sgn}(Y^{D,g}_{u,s} - Y^{\bar{g}D}_{u,s}) (|\sqrt{\sigma^2(Y^{D,g}_{u,s})} - \sqrt{\sigma^2(Y^{\bar{g}D}_{u,s})}|) dW_u. \tag{54}
$$

For every $D \in \mathbb{N}$ and every $t \in [s, \infty)$ let $M^D_t$ be a real-valued random variable satisfying a.s. that

$$
M^D_t = \int_s^t \text{sgn}(Y^{D,g}_{u,s} - Y^{\bar{g}D}_{u,s}) (|\sqrt{\sigma^2(Y^{D,g}_{u,s})} - \sqrt{\sigma^2(Y^{\bar{g}D}_{u,s})}|) dW_u. \tag{55}
$$
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Then (54) and Setting 1.1 imply for all $D \in \mathbb{N}$ and all $t \in [s, \infty)$ that a.s.

$$
|Y_{t,s}^{D,g_D} - Y_{t,s}^{D,\tilde{g}_D}| \leq |Y_{s,s}^{D,g_D} - Y_{s,s}^{D,\tilde{g}_D}| + \frac{1}{D} \int_s^t \left| g_D(u, Y_{u,s}^{D,g_D}) - \tilde{g}_D(u, Y_{u,s}^{D,\tilde{g}_D}) \right| du
$$

$$
+ L_h \int_s^t \left| Y_{u,s}^{D,g_D} - Y_{u,s}^{D,\tilde{g}_D} \right| du + M^D_t. \tag{56}
$$

Since the integrand of the stochastic integral in (55) is globally bounded, it holds for all $D \in \mathbb{N}$ and all $t \in [s, \infty)$ that $\mathbb{E}[M^D_t] = 0$. Therefore, (56) and Tonelli’s theorem imply for all $D \in \mathbb{N}$ and all $t \in [s, \infty)$ that

$$
\mathbb{E}\left[ \left| Y_{t,s}^{D,g_D} - Y_{t,s}^{D,\tilde{g}_D} \right| \right] \leq \mathbb{E}\left[ \left| Y_{s,s}^{D,g_D} - Y_{s,s}^{D,\tilde{g}_D} \right| \right] + \frac{1}{D} \int_s^t \mathbb{E}\left[ \left| g_D(u, Y_{u,s}^{D,g_D}) - \tilde{g}_D(u, Y_{u,s}^{D,\tilde{g}_D}) \right| \right] du
$$

$$
+ L_h \int_s^t \mathbb{E}\left[ \left| Y_{u,s}^{D,g_D} - Y_{u,s}^{D,\tilde{g}_D} \right| \right] du. \tag{57}
$$

Gronwall’s inequality then finishes the proof of Lemma 2.8. □

The following lemma provides us with a second moment estimate for solutions of (53) and is similar to Lemma 2.5. Its proof is completely analogous to that of Lemma 2.5 and thus omitted here.

**Lemma 2.9** (Second moment). Assume that Setting 2.7 holds, let $s \in [0, \infty)$, and for every $D \in \mathbb{N}$ let $(Y_{t,s}^{D,g_D}(i))_{t \in [s, \infty)}$, $i \in [D]$, be independent solutions of (53) satisfying for all $i \in [D]$ a.s. that $Y_{s,s}^{D,g_D}(i) = 0$. Then it holds for all $D \in \mathbb{N}$ and all $T \in [s, \infty)$ that

$$
\mathbb{E}\left[ \sup_{t \in [s,T]} \left( \sum_{i=1}^D Y_{t,s}^{D,g_D}(i) \right)^2 \right] \leq 3(T-s)e^{(6L_s+3L_h(T-s))(T-s)} \left( \int_s^T \sup_{x \in [0,1]} |g_D(u,x)|^2 du + 2L_\sigma \right). \tag{58}
$$

The following lemma follows from a straightforward adaptation of Lemma 9.8 in Hutzenthaler [10] to the state space $[0,1]$.

**Lemma 2.10** (Finite excursion area). Assume that Setting 1.2 holds. Then it holds that

$$
\int \int_0^{\infty} \eta_t \, dt \, Q(d\eta) = \int_0^1 \frac{y}{\frac{1}{2}\sigma^2(y)s(y)} \, dy < \infty. \tag{59}
$$

### 2.3 Poisson limit of independent diffusions with vanishing immigration

To show the convergence of the loop-free processes in Subsection 2.4 below, we first prove a Poisson limit for independent diffusions with vanishing immigration, see Lemma 2.15 below, based on the following lemma which is essentially Lemma 4.19 in Hutzenthaler [11] and proved there utilizing a time reversion argument.

**Lemma 2.11** (Poisson limit, constant case). Assume that Setting 1.2 holds, let $c, s \in [0, \infty)$, let $D_0 \in \mathbb{N}$ be such that it holds for all $D \in \mathbb{N} \cap [D_0, \infty)$ that $c/D + \tilde{h}_D(1) \leq 0$, for every $D \in \mathbb{N} \cap [D_0, \infty)$ let $(Y_{t,s}^{D,c})_{t \in [s,\infty)}$ be a solution of (53) satisfying a.s. that $Y_{s,s}^{D,c} = 0$, and let $\phi_D : [0,1] \to \mathbb{R}$, $D \in \mathbb{N}_0$, be functions with the property that

$$
\sup_{x \in [0,1]} \sup_{y \neq x} \frac{|\phi_D(x) - \phi_D(y)|}{|x - y|} < \infty, \tag{60}
$$

that $\lim_{D \to \infty} D|\phi_D(0)| = 0$, and for all $y \in [0,1]$ that $\lim_{D \to \infty} \phi_D(y) = \phi_0(y)$. Then it holds for all $t \in [s, \infty)$ that

$$
\lim_{D \to \infty} DE\left[ \phi_D(Y_{t,s}^{D,c}) \right] = c \int_s^t \int \phi_0(\eta_{t-u}) \, Q(d\eta) \, du. \tag{61}
$$

For every $T \in (0, \infty)$ and every $s \in [0,T]$ we define

$$
\mathcal{E}_{s,T} := \left\{ (C([s,T],[0,1]), \xi) \to \left[ \prod_{i=1}^n \psi_i(\eta_{t_i}) \right] : n \in \mathbb{N}, \psi_1, \ldots, \psi_n \in \text{Lip}(0,1,\mathbb{R}) \right\}. \tag{62}
$$

From the Lipschitz continuity and boundedness of the involved functions in (62), it follows for all $T \in (0, \infty)$ and all $s \in [0,T]$ that the elements of $\mathcal{E}_{s,T}$ are globally Lipschitz continuous in the sense of Lemma 2.12. The proof of Lemma 2.12 is straightforward and therefore omitted.
Lemma 2.12 (Lipschitz continuity). Let $n \in \mathbb{N}$ and let $\psi_1, \ldots, \psi_n \in \text{Lip}([0,1], \mathbb{R})$. Then there exists a constant $L \in [0, \infty)$ such that it holds for all $x_1, \ldots, x_n \in [0,1]$ and all $y_1, \ldots, y_n \in [0,1]$ that
\[
\left| \prod_{i=1}^{n} \psi_i(x_i) - \prod_{i=1}^{n} \psi_i(y_i) \right| \leq L \sum_{i=1}^{n} |x_i - y_i|.
\] (63)

The following two lemmas generalize Lemma 2.11 in a suitable way. The proof of Lemma 2.13 below is analogous to the first part of the proof of Lemma 4.20 in Hutzenthaler [11] and therefore omitted here.

Lemma 2.13 (Poisson limit, piecewise constant case). Assume that Setting 1.2 holds and let $T \in (0, \infty)$. Then for all $n \in \mathbb{N}$, all $s \in [0, T)$, and all $c_1, \ldots, c_n \in [0, \infty)$, all $\psi_1, \ldots, \psi_n \in \text{Lip}([0,1], \mathbb{R})$, all $t_0, \ldots, t_n \in [s, T)$ with $s = t_0 \leq t_1 \leq \cdots \leq t_n \leq T$, that $\zeta : [0, \infty) \to [0, \infty)$ satisfying for all $t \in [0, \infty)$ that $\zeta(t) = \sum_{i=1}^{n} c_i \mathbb{1}_{[t_i-1, t_i)}(t)$, all $D_0 \in \mathbb{N}$ such that it holds for all $D \in \mathbb{N} \cap [D_0, \infty)$ that \[ \max_{1 \leq i \leq n} c_i / D + \frac{\zeta(D)}{D} \leq 1, \] all solutions $(Y_{t,s}^{D,\zeta})_{t \in [s, \infty)}$, $D \in \mathbb{N} \cap [D_0, \infty)$, of (53) satisfying for all $D \in \mathbb{N} \cap [D_0, \infty)$ a.s. that $Y_{t,s}^{D,\zeta} = 0$, and all $F \in \mathcal{E}_{s,T}$ satisfying for all $\eta \in C([s, T], [0,1])$ that $F(\eta) = \prod_{i=1}^{n} \psi_i(\eta_i)$ and $F(0) = 0$ it holds that
\[
\lim_{D \to \infty} \int_{s}^{T} \zeta(u) \int F((\eta_{t-u})_{t \in [s, T]}) Q(du) \, du.
\] (64)

The following lemma generalizes Lemma 2.13 and is a crucial ingredient in the proof of Lemma 2.15 below.

Lemma 2.14 (Poisson limit, general case). Assume that Setting 1.2 and Setting 2.7 hold, let $T \in (0, \infty)$, let $s \in [0, T)$, for every $D \in \mathbb{N}$ let $(Y_{t,s}^{D,g})_{t \in [s, \infty)}$ be a solution of (53) satisfying a.s. that $Y_{t,s}^{D,g} = 0$, and let $g : [0, \infty) \times [0, 1] \to \mathbb{R}$ be a measurable function satisfying for all $t \in [0, \infty)$ that $g(t,0) \geq 0$, that $[0,1] \ni x \mapsto g(t,x)$ is continuous, and that
\[
\lim_{D \to \infty} \int_{s}^{T} \sup_{x \in [0,1]} |g_{D}(u,x) - g(u,x)| \, du = 0.
\] (65)

Then it holds for all $F \in \mathcal{E}_{s,T}$ with $F(0) = 0$ that
\[
\lim_{D \to \infty} \int_{s}^{T} \sup_{x \in [0,1]} |g_{D}(u,x) - g(u,x)| \, du = 0.
\] (66)

Proof. In a first step, we assume that $(g_{D})_{D \in \mathbb{N}}$ and $g$ are uniformly bounded by $K \in \mathbb{N}$. Fix $F \in \mathcal{E}_{s,T}$ with $F(0) = 0$ for the rest of the proof and let $m \in \mathbb{N}$, $\psi_1, \ldots, \psi_m \in \text{Lip}([0,1], \mathbb{R})$, and $t_1, \ldots, t_m \in [s, T)$ with $s \leq t_1 \leq \cdots \leq t_m \leq T$ be such that it holds for all $\eta \in C([s, T], [0,1])$ that $F(\eta) = \prod_{i=1}^{m} \psi_i(\eta_i)$. We choose step functions $\zeta^{(m)} : [s, T] \to [0, \infty)$, $m \in \mathbb{N}$, with the property that $\zeta^{(m)}(\cdot) \to g(\cdot,0)$ almost everywhere as $m \to \infty$ and such that it holds for all $n \in \mathbb{N}$ that $\zeta^{(n)} \leq K$. For every $n \in \mathbb{N}$ we extend $\zeta^{(n)}$ to $[0, \infty)$ by setting it to zero outside of $[s, T]$. Setting 1.1 implies the existence of $D_0 \in \mathbb{N}$ such that we have for all $D \in \mathbb{N} \cap [D_0, \infty)$ that $K / D + \zeta(D) / D \leq 1$. For every $n \in \mathbb{N}$ and every $D \in \mathbb{N} \cap [D_0, \infty)$ let $(Y_{t,s}^{D,\zeta^{(n)}})_{t \in [s, \infty)}$ be a solution of (53) satisfying a.s. that $Y_{t,s}^{D,\zeta^{(n)}} = 0$. Since we may let $F$ depend trivially on further time points, Lemma 2.13 yields for every $n \in \mathbb{N}$ that
\[
\lim_{D \to \infty} \int_{s}^{T} \zeta^{(n)}(u) \int F((\eta_{t-u})_{t \in [s, T]}) Q(du) \, du.
\] (67)

We are going to show that (67) converges to (66) as $n \to \infty$. Let $L_F \in [0, \infty)$ be a Lipschitz constant of the sense of Lemma 2.12. Then Lemma 2.12 and Lemma 2.8 applied with $\tilde{g}_D = \zeta^{(n)}$ imply for all $n \in \mathbb{N}$ and all $D \in \mathbb{N} \cap [D_0, \infty)$ that
\[
\left| D\mathbb{E} \left[ F\left( Y_{t,s}^{D,g}\right) \right] - D\mathbb{E} \left[ F\left( Y_{t,s}^{D,\zeta^{(n)}}\right) \right] \right| \\
\leq DL_F \sum_{i=1}^{m} \mathbb{E} \left[ |g_{D} - Y_{t,s}^{D,\zeta^{(n)}}| \right] \\
\leq mL_F e^{L_F(T-s)} \int_{s}^{T} \mathbb{E} \left[ |g_{D}(u,y_{t,s}^{D,g}) - \zeta^{(n)}(u)| \right] \, du \\
\leq mL_F e^{L_F(T-s)} \left( \int_{s}^{T} \sup_{x \in [0,1]} |g_{D}(u,x) - g(u,x)| \, du + \int_{s}^{T} \mathbb{E} \left[ |g(u,y_{t,s}^{D,g}) - g(u,0)| \right] \, du \right)
\] (68)
The first summand on the right-hand side of (68) converges to zero as $D \to \infty$ by (65). The dominated convergence theorem and the fact that $Y_{t,s}^{D,\eta \cap K}$ converges to zero in distribution as $D \to \infty$ yield that the second summand on the right-hand side of (68) converges to zero as $D \to \infty$. Finally, the dominated convergence theorem ensures that the third summand on the right-hand side of (68) converges to zero as $n \to \infty$. Altogether, it follows that

$$\lim_{n \to \infty} \lim_{D \to \infty} \|DE\left[ F \left( \left( Y_{t,s}^{D,\eta \cap K} \right)_{t \in [s,T]} \right) \right] - DE\left[ F \left( \left( Y_{t,s}^{D,\eta \cap \zeta(n)} \right)_{t \in [s,T]} \right) \right]\| = 0. \quad (69)$$

This proves convergence of the left-hand side of (67) to the left-hand side of (66) as $n \to \infty$. Lemma 2.12, $F(0) = 0$, and Lemma 2.10 ensure that $\int_t^T \int |F(\eta_{t-s})| Q(d\eta) du < \infty$. This, the fact that we have for all $n \in \mathbb{N}$ that $\zeta(n) \leq K$, and the dominated convergence theorem show that

$$\lim_{n \to \infty} \int_t^T \zeta^\eta(u) \int F(\eta_{t-s}) Q(d\eta) du = \int_t^T g(u,0) \int F(\eta_{t-s}) Q(d\eta) du. \quad (70)$$

It remains to note that $F(0) = 0$ ensures

$$\int_t^T g(u,0) \int F(\eta_{t-s}) Q(d\eta) du = \int_0^T g(u,0) \int F(\eta_{t-s}) Q(d\eta) du. \quad (71)$$

Hence, (70) and (71) show that the right-hand sides of (67) and (66) are equal in the limit $n \to \infty$.

For the rest of the proof, we return to the case of general $(g_D)_{D \in \mathbb{N}}$ and $g$. For all $D, K \in \mathbb{N}$ let $(Y_{t,s}^{D,\eta \cap K})_{t \in [s,T]}$ be a solution of (53) satisfying a.s. that $Y_{t,s}^{D,\eta \cap K} = 0$. It holds for all $K \in \mathbb{N}$ that

$$\lim_{D \to \infty} \int_t^T \sup_{x \in [0,1]} |g_D(u,x) \wedge K - g(u,x) \wedge K| du \leq \lim_{D \to \infty} \int_t^T \sup_{x \in [0,1]} |g_D(u,x) - g(u,x)| du = 0. \quad (72)$$

We note that (52) and (65) imply that

$$\int_t^T \sup_{x \in [0,1]} |g(u,x)| du < \infty. \quad (73)$$

Lemma 2.8 applied with $(\tilde{g}_D)_{D \in \mathbb{N}} = (g_D \wedge K)_{D \in \mathbb{N}}$, arguments as in (68), the dominated convergence theorem, and (73) then show that

$$\lim_{K \to \infty} \lim_{D \to \infty} \left| LE\left[ F \left( \left( Y_{t,s}^{D,\eta \cap K} \right)_{t \in [s,T]} \right) \right] - LE\left[ F \left( \left( Y_{t,s}^{D,\eta \cap \zeta(n)} \right)_{t \in [s,T]} \right) \right]\right| \leq mL_F e^{L_n(T-s)} \lim_{K \to \infty} \int_t^T |g(u,0) - g(u,0) \wedge K| du = 0. \quad (74)$$

For all $i \in [m]$ and $x \in [0,1]$ we write $\psi_i(x) = \psi_i(x)^+ - \psi_i(x)^-$ to obtain a decomposition of $F$ of the form $F = F^+ - F^-$, where $F^+$ and $F^-$ are finite sums of nonnegative functions in $\mathcal{E}_{s,T}$ and satisfy $F^+(0) = 0 = F^-(0)$. Due to this and (72), the first part of the proof yields for all $K \in \mathbb{N}$ that

$$\lim_{D \to \infty} LE\left[ F^+ \left( \left( Y_{t,s}^{D,\eta \cap K} \right)_{t \in [s,T]} \right) \right] = \int_t^T (g(u,0) \wedge K) \int F^+ \left( \left( \eta_{t-s} \right)_{t \in [s,T]} \right) Q(d\eta) du. \quad (75)$$

The monotone convergence theorem ensures that

$$\lim_{K \to \infty} \int_t^T (g(u,0) \wedge K) \int F^+ \left( \left( \eta_{t-s} \right)_{t \in [s,T]} \right) Q(d\eta) du = \int_t^T g(u,0) \int F^+ \left( \left( \eta_{t-s} \right)_{t \in [s,T]} \right) Q(d\eta) du. \quad (76)$$

Moreover, Lemma 2.12, $F(0) = 0$, Lemma 2.8, (72), and (73) yield for all $K \in \mathbb{N}$ that

$$\lim_{D \to \infty} LE\left[ F^+ \left( \left( Y_{t,s}^{D,\eta \cap K} \right)_{t \in [s,T]} \right) \right] \leq L_F m e^{L_n(T-s)} \int_t^T \sup_{x \in [0,1]} |g(u,x) \wedge K| du \leq L_F m e^{L_n(T-s)} \int_t^T \sup_{x \in [0,1]} |g(u,x)| du < \infty, \quad (77)$$

which together with (75) yields that

$$\sup_{K \in \mathbb{N}} \int_t^T (g(u,0) \wedge K) \int F^+ \left( \left( \eta_{t-s} \right)_{t \in [s,T]} \right) Q(d\eta) du < \infty. \quad (78)$$
The same is true when we replace $F^+$ by $F^-$. This implies that $\int_{-\infty}^{\infty} g(u,0) \int F((\eta_{t-u})_{t \in [s,T]}) Q(du) \, du$ is well-defined as a real number. Hence, combining (74), (75), and (76) for $F^+$ and $F^-$, we obtain

$$
\lim_{D \to \infty} \mathbb{E} \left[ F \left( \left( Y_{t,s}, g_D \right)_{t \in [s,T]} \right) \right] = \lim_{K \to \infty} \lim_{D \to \infty} \mathbb{E} \left[ F \left( \left( Y_{t,s}^{D,g_D} \cap K \right)_{t \in [s,T]} \right) \right]
$$

$$
= \int_{s}^{\infty} g(u,0) \int F((\eta_{t-u})_{t \in [s,T]}) Q(du) \, du \in \mathbb{R}.
$$

(79)

This finishes the proof of Lemma 2.14.

With Lemma 2.14 in hand, we are ready to prove the following Poisson limit lemma for independent diffusions with vanishing immigration, which generalizes Lemma 4.21 in Hutzenthaler [11] to state-dependent $g$.

**Lemma 2.15** (Poisson limit for independent diffusions with vanishing immigration). Assume that Setting 1.2 and Setting 2.7 hold, for every $D \in \mathbb{N}$ let $(Y_{t,s}^{D,g_D}(i))_{t \in [s,T]}$, $i \in [D]$, be independent solutions of (53) satisfying for all $i \in [D]$ as that $Y_{t,s}^{D,g_D}(i) = 0$, let $g : [0, \infty) \times [0, 1] \to \mathbb{R}$ be a measurable function satisfying for all $t \in [0, \infty)$ that $g(t, 0) \geq 0$, that $[0, 1] \ni x \mapsto g(t, x)$ is continuous, and that

$$
\lim_{D \to \infty} \int_{s}^{T+s} \sup_{x \in [0,1]} |g_D(u, x) - g(u, x)| \, du = 0,
$$

(80)

and let $\Pi$ be a Poisson point process on $[s, \infty) \times U$ with intensity measure $\mathbb{E} [\Pi(du \otimes dt)] = g(u, 0) \, du \otimes Q(du)$. Then it holds that

$$
\left( \sum_{i=1}^{D} Y_{t,s}^{D,g_D}(i) \right)_{t \in [s,T]} \xrightarrow{D \to \infty} \left( \int_{s}^{T+s} \eta_{t-u} \delta_{\Pi(du \otimes dt)} \right)_{t \in [s,T]},
$$

(81)

in the sense of convergence in distribution on $D([s, \infty), \mathcal{M}_t([0,1]))$.

**Proof.** Fix $\varphi \in C^2([0,1], \mathbb{R})$ for the rest of this paragraph. We define the function $\phi : [0,1] \to \mathbb{R}$ by $[0,1] \ni x \mapsto \varphi(x) := x \varphi(x)$ and for all $D \in \mathbb{N}$ and all $t \in [s, \infty)$ we define $S_{t,s}^D := \sum_{i=1}^{D} \phi(Y_{t,s}^{D,g_D}(i))$. The fact that there exists a constant $L_0 \in [0, \infty)$ such that for all $x \in [0,1]$ it holds that $|\varphi(x)| \leq L_0 x$ and Markov’s inequality yield for all $D, K \in \mathbb{N}$ and all $t \in [s, \infty)$ that

$$
P(|S_{t,s}^D| \geq K) \leq \frac{1}{K} \mathbb{E} \left[ \sum_{i=1}^{D} \phi(Y_{t,s}^{D,g_D}(i)) \right] \leq \frac{L_0}{K} \mathbb{E} \left[ \sum_{i=1}^{D} Y_{t,s}^{D,g_D}(i) \right] = \frac{L_0}{K} \mathbb{E} \left[ Y_{t,s}^{D,g_D}(1) \right].
$$

(82)

This, Lemma 2.8, and Setting 2.7 imply for all $t \in [s, \infty)$ that

$$
\lim_{K \to \infty} \sup_{D \in \mathbb{N}} P(|S_{t,s}^D| \geq K) \leq \lim_{K \to \infty} \frac{L_0}{K} \mathbb{E} \left[ \sum_{i=1}^{D} Y_{t,s}^{D,g_D}(i) \right] = \frac{L_0}{K} \mathbb{E} \left[ Y_{t,s}^{D,g_D}(1) \right].
$$

(83)

For every $T \in (s, \infty)$ and every $D \in \mathbb{N}$ let $S_{t,s}^D$ be the set of all stopping times with respect to the natural filtration of $S_{t,s}^D$ that are bounded by $T$. For all $y \in [0,1]$, all $D \in \mathbb{N}$, and all $t \in [s, \infty)$ we define

$$
(G_{t,s}^{D}\phi)(y) := \left( \frac{1}{D} Y_{t,s}^{D,g_D}(t,y) + \hat{b}_D(y) \phi'(y) + \frac{1}{2} \sigma^2(y) \phi''(y) \right).
$$

(84)

Setting 1.1 and $\phi \in C^2([0,1], \mathbb{R})$ such that there exists a constant $C_0 \in [0, \infty)$, and that it holds for all $y \in [0,1]$, all $D \in \mathbb{N}$, and all $t \in [s, \infty)$ that $|G_{t,s}^{D}\phi)(y)| \leq C_0 \left( \frac{1}{D} \sup_{x \in [0,1]} |Y_{t,s}^{D,g_D}(t,x)| + y \right)$ and $\sigma^2(y) \phi(y) \leq C_0^2 y$, Jensen’s inequality ensures for all $x_1, x_2, x_3 \in \mathbb{R}$ that $(\sum_{i=1}^{3} x_i)^2 \leq 3 \sum_{i=1}^{3} x_i^2$, Hölder’s inequality yields for every $\delta \in [0, \infty)$ and every integrable function $\alpha : [0, \delta] \to \mathbb{R}$ that $\left( \int_{0}^{\delta} \alpha(u) \, du \right)^2 \leq \delta \int_{0}^{\delta} (\alpha(u))^2 \, du$, and it holds for all $x \in \mathbb{R}$ that $x \leq 1 + x^2$. Itô’s formula, the Itô isometry, and the preceding estimates
show for all $T \in (s, \infty)$, all $\delta \in [0, 1]$, all $D \in \mathbb{N}$, all $\tau \in S_T^D$, and all $\delta \in [0, \delta]$ that

$$
\mathbb{E} \left[ (S_{\tau + \delta, s}^D - S_{\tau, s}^D)^2 \right] = \mathbb{E} \left[ \sum_{i=1}^{D} \int_{\tau}^{\tau + \delta} \left( C_u^D \phi \right) \left( Y_{u,s}^{D,gD} (i) \right) du + \sum_{i=1}^{D} \int_{\tau}^{\tau + \delta} \left( \sqrt{\sigma^2 \phi'} \right) \left( Y_{u,s}^{D,gD} (i) \right) dW_u (i) \right]^2
\leq 3C_D^2 \mathbb{E} \left[ \int_{\tau}^{\tau + \delta} \sup_{x \in [0,1]} \left| g_D (u, x) \right|^2 du \right] + 3C_D^2 \mathbb{E} \left[ \int_{\tau}^{\tau + \delta} \sup_{x \in [0,1]} \left| Y_{r+u,s}^{D,gD} (i) \right|^2 du \right]
\leq 3C_D^2 \mathbb{E} \left[ \int_{\tau}^{\tau + \delta} \sup_{x \in [0,1]} \left| g_D (u, x) \right|^2 du \right] + 3C_D^2 \mathbb{E} \left[ \int_{\tau}^{\tau + \delta} \sup_{x \in [0,1]} \left| Y_{r+u,s}^{D,gD} (i) \right|^2 du \right]
$$

By Aldous’ tightness criterion (see, e.g., Theorem 3.8.6 in Ethier & Kurtz [7]), (83) and (86) ensure that the limit points of (88) by showing convergence of finite-dimensional distributions. For that, fix $n \in \mathbb{N}$, fix $\phi_1, \ldots, \phi_n \in \text{Lip}(0, 1, [0, \infty))$, and fix $t_1, \ldots, t_n \in [s, \infty)$ with $t_1 \leq \cdots \leq t_n$. For every $j \in [n]$ we define the function $\phi_j : [0, 1] \to [0, \infty)$ by $[0, 1] \ni x \mapsto \phi_j (x) := x \phi_j (x)$. The fact that $Y_{t,s}^{D,gD} (i), i \in \mathbb{N}$, are i.i.d. for all $D \in \mathbb{N}$ yields for all $D \in \mathbb{N}$ that

$$
\mathbb{E} \left[ \exp \left( -\sum_{j=1}^{n} \phi_j (Y_{t_j,s}^{D,gD} (i)) \right) \right] = \prod_{i=1}^{D} \mathbb{E} \left[ \exp \left( -\sum_{j=1}^{n} \phi_j (Y_{t_j,s}^{D,gD} (i)) \right) \right] = \left( 1 - \frac{DE \left[ 1 - \exp \left( -\sum_{j=1}^{n} \phi_j (Y_{t_j,s}^{D,gD} (1)) \right) \right]}{D} \right)^D
$$

For all $x_1, \ldots, x_n \in [0, 1]$ it holds that

$$
1 - \exp \left( -\sum_{j=1}^{n} \phi_j (x_j) \right) = \sum_{j=1}^{n} (1 - \exp (-\phi_j (x_j))) \exp \left( -\sum_{i=1}^{j-1} \phi_i (x_i) \right) .
$$

This shows that (89) involves the expectation of a sum. Each summand has the form of a functional $F \in \mathcal{E}_{s,t_n}$ with $F(0) = 0$. On compact subintervals of $[0, \infty)$, the sequence of functions $x \mapsto (1 - x/\delta)^D$, $D \in \mathbb{N}$, converges uniformly to the function $x \mapsto e^{-x}$ as $D \to \infty$. This and Lemma 2.14 applied to each...
Lemma 2.15. filtration of For every Setting 2.16 the following assumption, which implies that the initial population has migration level zero.

In this subsection, we show convergence of the loop-free processes using Lemma 2.15. For that, we make the following assumption, which implies that the initial population has migration level zero.

\[
\lim_{D \to \infty} \mathbb{E} \left[ \exp \left( - \sum_{j=1}^{n} \sum_{i=1}^{D} \phi_j(Y_{t,s}^{D,i,j}(i)) \right) \right] = \exp \left( - \lim_{D \to \infty} D \mathbb{E} \left[ 1 - \exp \left( - \sum_{j=1}^{n} \phi_j(Y_{t,s}^{D,i,j}(1)) \right) \right] \right)
\]

\[
= \exp \left( - \int \int_{\mathbb{R}} \left( 1 - \exp \left( - \sum_{j=1}^{n} \phi_j(\eta_{t-u}) \right) \right) g(u,0) \, du \, Q(\eta) \right)
\]

\[
= \mathbb{E} \left[ \exp \left( - \sum_{j=1}^{n} \int \phi_j(\eta_{t-u}) \Pi(du \otimes d\eta) \right) \right].
\]

This implies the convergence of finite-dimensional distributions of (88) and completes the proof of Lemma 2.15. \(\square\)

### 2.4 Convergence of the loop-free processes

In this subsection, we show convergence of the loop-free processes using Lemma 2.15. For that, we make the following assumption, which implies that the initial population has migration level zero.

**Setting 2.16 (Initial distribution).** Assume that Setting 1.3 and Setting 2.2 hold, that

\[
\mathbb{E} \left[ \left( \sum_{i=1}^{\infty} X_0(i) \right)^2 \right] < \infty,
\]

and that it holds for all \(D \in \mathbb{N}\) and all \(i \in [D]\) that \(\mathcal{L}(X_0^{D,0}(i)) = \mathcal{L}(X_0(i))\) and for all \(D \in \mathbb{N}\) and all \((i,k) \in [D] \times \mathbb{N}\) that \(\mathcal{L}(X_0^{D,k}(i)) = \delta_0\).

The following lemma establishes the convergence of the loop-free processes and is analogous to Lemma 4.22 in Hutzenthaler [11]. Recall that by Setting 2.2, which is satisfied by assumption in the following lemma, the loop-free processes fulfill for all \(D \in \mathbb{N}\) and all \((i,k) \in [D] \times \mathbb{N}_0\) that \(\mathcal{L}(X_0^{D,k}(i)) = \delta_0\).

**Lemma 2.17 (Convergence of the loop-free processes).** Assume that Setting 2.16 holds and let \(T\) be the forest of excursions constructed in Subsection 1.2. Then it holds that

\[
\left( \sum_{i=1}^{D} \sum_{k=0}^{n} Z_t^{D,k}(i) \delta_{Z_t^{D,k}(i)} \right)_{t \in [0,\infty)} \xrightarrow{D \to \infty} \left( \int_{\eta_{t-s} \delta_{\eta_{t-s}}} T(ds \otimes d\eta) \right)_{t \in [0,\infty)}
\]

in the sense of convergence in distribution on \(D([0,\infty), \mathcal{M}_f([0,1]))\).

**Proof.** Fix \(\varphi \in C^2([0,1], \mathbb{R})\) for the rest of this paragraph. We define the function \(\phi : [0,1] \to \mathbb{R}\) by \([0,1] \ni x \mapsto \phi(x) := x \varphi(x)\) and for all \(D \in \mathbb{N}\) and all \(t \in [0,\infty)\) we define \(S_t^D := \sum_{i=1}^{D} \sum_{k=0}^{n} \phi(Z_t^{D,k}(i))\). The fact that there exists a constant \(L_\varphi \in [0,\infty)\) such that for all \((x,k) \in [0,1] \times \mathbb{N}_0\) it holds that \(|\phi(x)| \leq L_\varphi x\) and Markov’s inequality yield for all \(D,K \in \mathbb{N}\) and all \(t \in [0,\infty)\) that

\[
P(|S_t^D| \geq K) \leq \frac{1}{K} \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k=0}^{n} |\phi(Z_t^{D,k}(i))| \right] \leq \frac{L_\varphi}{K} \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k=0}^{n} Z_t^{D,k}(i) \right].
\]

This, Lemma 2.3, and Setting 2.16 imply for all \(t \in [0,\infty)\) that

\[
\lim_{K \to \infty} \sup_{D \in \mathbb{N}} P(|S_t^D| \geq K) \leq \lim_{K \to \infty} \sup_{D \in \mathbb{N}} \frac{L_\varphi}{K} \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k=0}^{n} Z_t^{D,k}(i) \right] = 0.
\]

For every \(t \in (0,\infty)\) and every \(D \in \mathbb{N}\) let \(S_t^D\) be the set of stopping times with respect to the natural filtration of \(S_t^D\) that are bounded by \(T\). For all \(D \in \mathbb{N}\) and all \(x = (x,i,k) \in [D] \times \mathbb{N}_0 \in [0,1]^{[D] \times \mathbb{N}_0}\) we define \(\psi^D(x) := \sum_{i=1}^{D} \sum_{k=0}^{n} \phi(x,i,k)\) and

\[
(G^D \psi^D)(x) := \sum_{i=1}^{D} \sum_{k=0}^{n} \left( \frac{1}{2} \sum_{j=1}^{D} x_j \frac{d}{x_j} f(x_j, x_{j-1}, x_{j+k}) + \hat{h}_D(x_{j+k}) + 1_k \hat{h}_D(0) \right) \phi'(x,i,k)
\]

\[
+ \frac{1}{2} \sum_{i=1}^{D} \sum_{k=0}^{n} \sigma^2(x,i,k) \phi''(x,i,k).
\]
Setting 1.1 and $\phi \in C^2([0,1],\mathbb{R})$ imply that there exists a constant $C_\psi \in [1,\infty)$ such that it holds for all $x = (x_k)_{k \in \mathbb{D}} \in \mathbb{D} \times \mathbb{N}_0$, all $y \in [0,1]$, and all $D \in \mathbb{N}$ that $|\langle G^D \psi \rangle(x)| \leq C_\psi (2\mu + \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} x_{i,k})$ and $a^2(y)\dot{y}(y) \leq C_\psi y$. Jensen’s inequality ensures for all $x_1, x_2 \in \mathbb{R}$ that $(x_1 + x_2)^2 \leq 2(x_1^2 + x_2^2)$, Hölder’s inequality yields for every $\delta \in [0,\infty)$ and every integrable function $\alpha : [0,\delta] \to \mathbb{R}$ that $(\int_0^\delta \alpha(u)\,du)^2 \leq \int_0^\delta \alpha^2(u)\,du$, and it holds for all $x \in \mathbb{R}$ that $2x \leq 1 + x^2$. Itô’s formula, the Itô isometry, and the preceding estimates show for all $T \in (0,\infty)$, all $\delta \in [0,1]$, all $D \in \mathbb{N}$, all $\tau \in \mathcal{S}^D_T$, and all $\delta \in [0,\delta]$ that

$$\mathbb{E}\left[(S_{\tau+\delta}^D - S_\tau^D)^2\right] = \mathbb{E}\left[\left(\int_0^{\tau+\delta} (G^D \psi)(Z_u^D(i))\,du + \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} \int_0^{\tau+\delta} \sqrt{\sigma^2(i)}(Z_u^{D,k}(i))\,dW_k^u(i)\right)^2\right]$$

$$\leq 2C_\psi^2 \mathbb{E}\left[\int_0^{\tau+\delta} \int_0^\delta (2\mu + \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} Z_{\tau+\delta}^{D,k}(i))\,du\right]^2 + 2C_\psi^2 \mathbb{E}\left[\int_0^{\tau+\delta} \int_0^\delta \sqrt{\sigma^2(i)}(Z_{\tau+\delta}^{D,k}(i))\,du\right]^2$$

$$\leq 2C_\psi^2 \mathbb{E}\left[\int_0^{\tau+\delta} \int_0^\delta (2\mu + \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} Z_{\tau+\delta}^{D,k}(i))\,du\right]^2 + 2C_\psi^2 \mathbb{E}\left[\int_0^{\tau+\delta} \int_0^\delta \sqrt{\sigma^2(i)}(Z_{\tau+\delta}^{D,k}(i))\,du\right]^2$$

$$\leq 3C_\psi^2 \mathbb{E}\left[\sup_{t \in [0,T+1]} \left(2\mu + \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} Z_{t}^{D,k}(i)\right)^2\right] + C_\psi^2 \delta.$$

This, Lemma 2.5, and Setting 2.16 imply for all $T \in (0,\infty)$ that

$$\lim_{\delta \to 0} \sup_{D \in \mathbb{N}} \sup_{\tau \in \mathcal{S}^D_T} \sup_{\delta \in [0,\delta]} \mathbb{E}\left[(S_{\tau+\delta}^D - S_\tau^D)^2\right] = 0.$$  

(96)

By Aldous’ tightness criterion (see, e.g., Theorem 3.8.6 in Ethier & Kurtz [7]), (94) and (96) ensure that

$$\left\{\left(\int_{t \in (0,\infty)} \int_0^\delta (\sum_{i=1}^D \sum_{k \in \mathbb{N}_0} Z_t^{D,k}(i))\,du\right) : D \in \mathbb{N}\right\}$$

is relatively compact. Since $\varphi \in C^2([0,1],\mathbb{R})$ was arbitrary, it follows from (97), from Theorem 2.1 in Roelly-Coppoletta [25] and from Prohorov’s theorem (e.g. Theorem 3.2.2 in Ethier & Kurtz [7]) that

$$\left\{\left(\int_{t \in (0,\infty)} \int_0^\delta (\sum_{i=1}^D \sum_{k \in \mathbb{N}_0} Z_t^{D,k}(i))\,du\right) : D \in \mathbb{N}\right\}$$

is relatively compact.

In the following, we identify the limit points of (98) by showing convergence of finite-dimensional distributions. For that, fix $n \in \mathbb{N}$, fix $\varphi_1, ..., \varphi_n \in \text{Lip}(0,1, [0,\infty))$, and fix $t_1, ..., t_n \in [0,\infty)$ with $t_1 \leq ... \leq t_n$. For every $j \in [n]$ we define the function $\varphi_j : [0,1] \to [0,\infty)$ by $[0,1] \ni x \mapsto \varphi_j(x) := x\varphi_j(x)$. Next we show that it holds for all $n \in \mathbb{N}_0$ that

$$\lim_{D \to \infty} \mathbb{E}\left[\exp\left(-\sum_{j=1}^n \sum_{i=1}^D \sum_{k=0}^m \varphi_j(Z_t^{D,k}(i))\right)\right] = \mathbb{E}\left[\exp\left(-\sum_{j=1}^n \sum_{i=1}^D \sum_{k=0}^m \varphi_j(\eta_{t_j-k})(\int ds \otimes dy)\right)\right].$$

(99)

We prove (99) by induction on $m \in \mathbb{N}_0$. For all $\eta \in C([0,\infty), [0,1])$ we define $F(\eta) := \sum_{j=1}^n \varphi_j(\eta_j)$.

For every $D \in \mathbb{N}$ let $(Y_{t,0}^{D,DhD(0)}(i))_{t \in [\infty]}$, $i \in [D]$, be independent solutions of (53) coupled only through their initial states satisfying for all $i \in [D]$ a.s. that $Y_{t,0}^{D,DhD(0)}(i) = X_0(i)$ and let $(\hat{Y}_{t,0}^{D,DhD(0)}(i))_{t \in [\infty]}$, $i \in [D]$, be independent solutions of (53) satisfying for all $i \in [D]$ a.s. that $\hat{Y}_{t,0}^{D,DhD(0)}(i) = 0$. Then $Y_{t,0}^{D,DhD(0)}$ is equal in distribution to $Z_{t,0}^{D,0}$. Note that it holds for all $x, y, z \in [0,\infty)$ that $|e^{-x} - e^{-y}(1 - e^{-z})| \leq \frac{e^{-x} - e^{-y}}{e^{-x} - e^{-z}} \leq 1 - e^{-y} + |x - z|$. Moreover, there exists a constant $L_F \in [0,\infty)$ such that it holds for all $\eta, \tilde{\eta} \in C([0,\infty), [0,1])$ that $|F(\eta) - F(\tilde{\eta})| \leq L_F \sum_{j=1}^n |\eta_j - \tilde{\eta}_j|$. These facts and Lemma 2.8 imply that

$$\lim_{K \to \infty} \lim_{D \to \infty} \mathbb{E}\left[\exp\left(-\sum_{i=K+1}^D F(Y_{t,0}^{D,DhD(0)}(i))\right)\right] = \mathbb{E}\left[\exp\left(-\sum_{i=1}^D F(Y_{t,0}^{D,DhD(0)}(i))\right)\right] \leq \lim_{K \to \infty} \lim_{D \to \infty} \mathbb{E}\left[\exp\left(-\sum_{i=1}^D F(Y_{t,0}^{D,DhD(0)}(i))\right)\right] + \lim_{K \to \infty} L_F ne^{K\mu} \sum_{i=K+1}^\infty \mathbb{E}[X_0(i)].$$

(100)
The second summand on the right-hand side of (100) is zero due to Setting 2.16. For every \( i \in \mathbb{N} \) the process \( Y_{0}^{D,Dh_{0}(0)}(i) \) converges weakly to zero as \( D \to \infty \), so the first summand on the right-hand side of (100) is also zero. On the other hand, for every \( i \in \mathbb{N} \) the process \( Y_{0}^{D,Dh_{0}(0)}(i) \) converges weakly to \( Y(i) \) as \( D \to \infty \) (see, e.g., Theorem 4.8.10 in Ethier & Kurtz [7]). These observations and Lemma 2.15 with \( s = 0, (gd)_{D \in \mathbb{N}} = (Dh_{D})_{D \in \mathbb{N}}, \) and \( g = \mu \) imply that

\[
\lim_{D \to \infty} \mathbb{E} \left[ \exp \left( - \sum_{i=1}^{D} F(Z_{i}^{D,0}(i)) \right) \right] = \lim_{K \to \infty} \lim_{D \to \infty} \mathbb{E} \left[ \exp \left( - \sum_{i=1}^{K} F(Y_{i}^{D,Dh_{0}(0)}(i)) \right) \right] = \lim_{K \to \infty} \mathbb{E} \left[ \exp \left( - \sum_{i=1}^{K} F(Y(i)) \right) \right] = \mathbb{E} \left[ \exp \left( - \int F(\eta_{-s}) T^{(0)}(ds \otimes d\eta) \right) \right].
\]

(101)

This establishes (99) in the base case \( m = 0 \). For the induction step \( \mathbb{N}_{0} \ni m \to m + 1 \) the induction hypothesis and relative compactness for all \( \tilde{m} \in [m]_{0} \) of \( \left\{ \left( \sum_{i=1}^{D} \sum_{k=0}^{D^{k}} Z_{t}^{D,k}(i) \delta_{Z_{t}^{D,k}(i)} \right)_{t \in [0,\infty)} : D \in \mathbb{N} \right\} \) imply for all \( \tilde{m} \in [m]_{0} \) and all \( \varphi \in C([0,1], \mathbb{R}) \) that

\[
\left( \sum_{i=1}^{D} \sum_{k=0}^{D^{k}} Z_{t}^{D,k}(i) \varphi(Z_{t}^{D,k}(i)) \right)_{t \in [0,\infty)} \xrightarrow{D \to \infty} \left( \sum_{k=0}^{\tilde{m}} \int_{\mathbb{R}} \eta_{-s} \varphi(\eta_{-s}) T^{(k)}(ds \otimes d\eta) \right)_{t \in [0,\infty)}.
\]

(102)

By the Skorokhod representation theorem (e.g., Theorem 3.1.8 in Ethier & Kurtz [7]), we may assume almost surely convergence in (102). Consequently, we may assume for all \( \varphi \in C([0,1], \mathbb{R}) \) that

\[
\left( \sum_{i=1}^{D} Z_{t}^{D,i}(i) \varphi(Z_{t}^{D,i}(i)) \right)_{t \in [0,\infty)} \xrightarrow{D \to \infty, a.s.} \left( \int \eta_{-s} \varphi(\eta_{-s}) T^{(m)}(ds \otimes d\eta) \right)_{t \in [0,\infty)}.
\]

(103)

For every \( D \in \mathbb{N} \) we define \( g_{D} \) by \([0,\infty) \times [0,1] \ni (t,x) \mapsto g_{D}(t,x) \) and we define \( g \) by \([0,\infty) \times [0,1] \ni (t,x) \mapsto g(t,x) := \int \eta_{-s} f(\eta_{-s}, t) T^{(m)}(ds \otimes d\eta) \). The sequence of functions \( (g_{D})_{D \in \mathbb{N}} \) satisfies Setting 2.7 almost surely. Moreover, the function \( g \) satisfies almost surely for all \( t \in [0,\infty) \) that \( g(t,0) \geq 0 \) and that \( [0,1] \ni x \mapsto g(t,x) \) is continuous. Equation (103) and the assumptions on \( f \) imply almost surely for all \( t \in [0,\infty) \) that \( (g_{D}(t,\cdot))_{D \in \mathbb{N}} \) is an equicontinuous sequence and this together with (103) yields almost surely for all \( t \in [0,\infty) \) that

\[
\lim_{D \to \infty} \sup_{x \in [0,1]} |g_{D}(t,x) - g(t,x)| = 0.
\]

(104)

It follows almost surely for all \( t \in [0,\infty) \) from (103) that \( [0,t] \ni u \mapsto \int_{\eta_{-s}} T^{(m)}(ds \otimes d\eta) \) is càdlàg and therefore square-integrable and thus that \( \sup_{D \in \mathbb{N}} \int_{0}^{t} \left( \sum_{i=1}^{D} Z_{u}^{D,i}(i) \right)^{2} du < \infty \). This, the fact that for all \( D \in \mathbb{N} \) and all \( u \in [0,\infty) \) it holds that \( \sup_{D \in \mathbb{N}} |g_{D}(u,x) - g(u,x)| \leq L_{f} \left( \sum_{i=1}^{D} Z_{u}^{D,i}(i) \right) + \int \eta_{-s} T^{(m)}(ds \otimes d\eta) \), and Theorem 6.18 and Corollary 6.21 in Klenke [17] imply almost surely for all \( t \in [0,\infty) \) that the family

\[
\left\{ [0,t] \ni u \mapsto \sup_{x \in [0,1]} |g_{D}(u,x) - g(u,x)| : D \in \mathbb{N} \right\}
\]

(105)

is uniformly integrable. This, Theorem 6.25 in Klenke [17], and (104) show almost surely for all \( t \in [0,\infty) \) that

\[
\lim_{D \to \infty} \int_{0}^{t} \sup_{x \in [0,1]} |g_{D}(u,x) - g(u,x)| du = 0.
\]

(106)

Conditionally on \((Z_{M,m})_{M \in \mathbb{N}},\) for every \( D \in \mathbb{N} \) a version of \( Z_{D,m+1} \) is given by \( Y_{0}^{D,g_{D}} \) satisfying for all \( i \in [D] \) and all \( t \in [0,\infty) \) that a.s.

\[
Y_{0}^{D,g_{D}}(i) = \int_{0}^{t} g_{D}(u,Y_{u}^{D,g_{D}}(i)) + \tilde{h}_{D}(Y_{u}^{D,g_{D}}(i)) du + \int_{0}^{t} \sqrt{\sigma^{2}(Y_{u}^{D,g_{D}}(i))} dW_{u}^{m+1}(i).
\]

(107)
Therefore, Lemma 2.15 yields that a.s.

\[
\lim_{D \to \infty} \mathbb{E}\left[ \exp\left( - \sum_{i=1}^{D} F(Z_{D,m+1}^{i}(i)) \right) \right] = \lim_{D \to \infty} \mathbb{E}\left[ \exp\left( - \sum_{i=1}^{D} F(Y_{D,0}^{i}(i)) \right) \right] = \mathbb{E}\left[ \exp\left( - \int F(\eta_{-s}) \Pi^{(m+1)}(ds \otimes d\eta) \right) \right],
\]

where \( \Pi^{(m+1)} \) conditioned on \( T^{(m)} \) is a Poisson point process on \([0, \infty) \times U \) with the property that for all bounded measurable \( \Phi: [0, \infty) \times U \to [0, \infty) \) it holds almost surely that

\[
\int \Phi(s, \eta) \mathbb{E}[\Pi^{(m+1)}(ds \otimes d\eta)] T^{(m)} = \int \Phi(s, \eta) \left( \int \tilde{a}(\chi_{s-r}) T^{(m)}(dr \otimes d\chi) \right) ds \otimes Q(d\eta)
\]

\[
= \int \int \Phi(s, \eta) \tilde{a}(\chi_{s-r}) ds \otimes Q(d\eta) T^{(m)}(dr \otimes d\chi)
\]

This shows that \( \Pi^{(m+1)} \) conditioned on \( T^{(m)} \) is equal in distribution to \( \int \Pi^{(m+1)} T^{(m)}(dr \otimes d\chi) = T^{(m+1)} \). This, (108), and the induction hypothesis show that

\[
\lim_{D \to \infty} \mathbb{E}\left[ \exp\left( - \sum_{k=0}^{m+1} \sum_{i=1}^{D} F(Z_{D,k}^{i}(i)) \right) \right]
\]

\[
= \mathbb{E}\left[ \lim_{D \to \infty} \exp\left( - \sum_{k=0}^{m} \sum_{i=1}^{D} F(Z_{D,k}^{i}(i)) \right) \right] \mathbb{E}\left[ \exp\left( - \sum_{i=1}^{D} F(Z_{D,m+1}^{i}(i)) \right) \right] T^{(m)}
\]

\[
= \mathbb{E}\left[ \exp\left( - \sum_{k=0}^{m} \int F(\eta_{-s}) \Pi^{(k)}(ds \otimes d\eta) \right) \right] \mathbb{E}\left[ \exp\left( - \int F(\eta_{-s}) \Pi^{(m+1)}(ds \otimes d\eta) \right) \right]
\]

This finishes the induction step \( N_0 \geq m \to m+1 \) and hence proves (99). Due to Lemma 2.4 and the fact that

\[
\lim_{m \to \infty} \mathbb{E}\left[ \exp\left( - \sum_{k=0}^{m} \sum_{j=1}^{n} \int \phi_j(\eta_{t_j-s}) \Pi^{(k)}(ds \otimes d\eta) \right) \right] = \mathbb{E}\left[ \exp\left( - \sum_{k=0}^{\infty} \sum_{j=1}^{n} \int \phi_j(\eta_{t_j-s}) \Pi^{(k)}(ds \otimes d\eta) \right) \right],
\]

it suffices to consider finite sums over \( k \) in (99) to prove the convergence of finite-dimensional distributions of (98). Therefore, this finishes the proof of Lemma 2.17.

\[
\square
\]

3 Convergence to a forest of excursions

To prove Theorem 1.4 in Subsection 3.3 below, we first show that the migration level processes and the loop-free processes have the same limit as \( D \to \infty \); see Lemma 3.8 below. Our method of proof is the integration by parts formula for semigroups; see (142), (143), and (146) below. For this, we first derive moment estimates in Subsection 3.1 and uniform bounds on the derivatives of the semigroups of the loop-free processes in Lemma 3.3.

3.1 Results for the migration level processes

The following lemma implies that individuals on the same deme have essentially the same migration level in the limit \( D \to \infty \) and is analogous to Lemma 4.24 in Hutzenhaler [11].

Lemma 3.1 (Essentially one level per deme). Assume that Setting 2.2 holds, that

\[
\sup_{D \in \mathbb{N}} \mathbb{E}\left[ \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X_{D,k}^{i}(i) \right)^2 \right] < \infty,
\]

(111)
and that
\[
\lim_{D \to \infty} \mathbb{E} \left[ \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_0^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_0^{D,m}(i) \right] = 0. \tag{112}
\]

Then it holds for all \(T \in (0, \infty)\) that
\[
\lim_{D \to \infty} \sup_{t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_t^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_t^{D,m}(i) \right] = 0. \tag{113}
\]

**Proof.** Fix \(T \in (0, \infty)\) for the rest of the proof. For every \(D, M \in \mathbb{N}\) we consider the stopping time \(\tau^D_M\) defined in (48). Since it holds for all \(D \in \mathbb{N}\), all \(i \in [D]\), and all \(t \in [0, T]\) that \(\sum_{m \in \mathbb{N}_0} X_t^{D,m}(i) \in [0, 1]\), we obtain for all \(D, M \in \mathbb{N}\) that
\[
\mathbb{E} \left[ \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_t^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_t^{D,m}(i) \right] \leq \mathbb{E} \left[ \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_t^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_t^{D,m}(i) \right] + \mathbb{E} \left[ \sup_{t \in [0,T]} \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_t^{D,k}(i) \mathbb{I}_{\{\tau^D_M \leq T\}} \right]. \tag{114}
\]

Lemma 2.6 ensures that the second summand on the right-hand side of (114) converges to zero uniformly in \(D \in \mathbb{N}\) as \(M \to \infty\). To prove (113) it therefore suffices to show that the first summand on the right-hand side of (114) converges to zero as \(D \to \infty\) for all \(M \in \mathbb{N}\). We fix \(M \in \mathbb{N}\) for the rest of the proof. For all \(D, K \in \mathbb{N}\) and all \(t \in [0, \infty)\) let \(M_t^{D,K}\) be real-valued random variables satisfying that a.s.
\[
M_t^{D,K} = \sum_{i=1}^D \sum_{k,m \in \mathbb{N}_0} \int_0^t X_s^{D,k}(i) \mathbb{1} \left( \frac{X_s^{D,m}(i)}{\sqrt{\sum_{j \in \mathbb{N}_0} X_s^{D,j}(i)}} \sigma^2 \left( \sum_{j \in \mathbb{N}_0} X_s^{D,j}(i) \right) \right) dW_m(i). \tag{115}
\]

Itô’s formula, (28), (115), and Setting 1.1 yield for all \(D, K \in \mathbb{N}\) and all \(t \in [0, \infty)\) that a.s.
\[
\sum_{i=1}^D \sum_{k,m \in \mathbb{N}_0} X_s^{D,k}(i) \sum_{m \neq k} X_s^{D,m}(i)
\leq \sum_{i=1}^D \sum_{k=0}^K X_0^{D,k}(i) \sum_{m \neq k} X_0^{D,m}(i) + 2 \int_0^t \sum_{i=1}^D \sum_{k=0}^K X_s^{D,k}(i) h_D(0) ds
\leq 2 \int_0^t \sum_{i=1}^D \sum_{k=0}^K X_s^{D,k}(i) \left( \frac{1}{D} \sum_{j=1}^D L_f X_s^{D,j-1}(i) + L_h X_s^{D,m}(i) \right) ds + 2 M_t^{D,K}. \tag{116}
\]

For every \(D, K \in \mathbb{N}\) the fact that
\[
\sum_{i=1}^D \sum_{k=0}^K \int_0^T X_s^{D,k}(i) \frac{X_s^{D,m}(i)}{\sqrt{\sum_{j \in \mathbb{N}_0} X_s^{D,j}(i)}} \sigma^2 \left( \sum_{j \in \mathbb{N}_0} X_s^{D,j}(i) \right) d s \leq DT L_\sigma \tag{117}
\]
implies that \((M_t^{D,K})_{t \in [0,T]}\) is a martingale. Using this, using for all \(D \in \mathbb{N}\) and all \(s \in [0, T]\) that \(\sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_s^{D,k}(i) \leq M\), and applying the optional sampling theorem (e.g. Theorem 2.2.13 in Ethier & Kurtz [7] and Tonelli’s theorem, we obtain from (116) for all \(D, K \in \mathbb{N}\) and all \(t \in [0, T]\) that
\[
\mathbb{E} \left[ \sum_{i=1}^D \sum_{k=0}^K X_{t^{\tau_M}}^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_{t^{\tau_M}}^{D,m}(i) \right] \leq \mathbb{E} \left[ \sum_{i=1}^D \sum_{k=0}^K X_0^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_0^{D,m}(i) \right] + 2 T h_D(0) M
\leq \mathbb{E} \left[ \sum_{i=1}^D \sum_{k=0}^K X^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X^{D,m}(i) \right] + 2 T L_f M + 2 L_h \int_0^t \mathbb{E} \left[ \sum_{i=1}^D \sum_{k=0}^K X_{t^{\tau_M}}^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_{t^{\tau_M}}^{D,m}(i) \right] d s.
\]
This, the fact that we have for all $D \in \mathbb{N}$ that $h_D(0) \leq 2\mu/D$, Gronwall’s inequality, and the monotone convergence theorem ensure for all $D \in \mathbb{N}$ that

$$
\sup_{t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X_{t,i}^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_{\tau^D_{t,i} > T}^{D,m}(i) \mathbf{1}_{\{\tau^D_{t,i} > T\}} \right] 
\leq \sup_{t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X_{0,i}^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_{\tau^D_{t,i} > T}^{D,m}(i) \right] 
\leq e^{2LkT} \left( \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X_{0,i}^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_{\tau^D_{t,i} > T}^{D,m}(i) \right] + \frac{1}{D} 2T(2\mu M + L_f M^2) \right).
$$

(118)

Letting $D \to \infty$ and applying (112) finishes the proof of Lemma 3.1.

The following lemma implies that the total mass is not evenly distributed over all demes and is analogous to Lemma 4.23 in Hutzenhailer [11].

**Lemma 3.2 (Concentration of mass).** Assume that Setting 1.2 and Setting 2.2 hold, that

$$
\sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^{D} X_{0,i}^{D,k}(i) \right] < \infty,
$$

(119)

that

$$
\sup_{D \in \mathbb{N}} \mathbb{E} \left[ \left( \sum_{i=1}^{D} X_{0,i}^{D,k}(i) \right)^2 \right] < \infty,
$$

(120)

and that

$$
\lim_{\delta \to 0} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^{D} (X_{t,i}^{D,k}(i) \wedge \delta) \right] = 0.
$$

(121)

Then it holds for all $T \in (0,\infty)$ that

$$
\lim_{\delta \to 0} \sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}, t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} (X_{t,i}^{D,k}(i) \wedge \delta) \right] = 0.
$$

(122)

**Proof.** Fix $T \in (0,\infty)$ for the rest of the proof. For every $D, M \in \mathbb{N}$ we consider the stopping time $\tau^D_M$ defined in (48). Then it holds for all $\delta \in (0,\infty)$, all $K \in \mathbb{N}_0$, and all $M \in \mathbb{N}$ that

$$
\sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}, t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} (X_{t,i}^{D,k}(i) \wedge \delta) \right] 
\leq \sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}, t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} (X_{t,i}^{D,k}(i) \wedge \delta) \mathbf{1}_{\{\tau^D_{t,i} > T\}} \right] 
+ \sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}, t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^{D} X_{t,i}^{D,k}(i) \right].
$$

(123)

Lemma 2.4 and (119) imply that the second summand on the right-hand side of (123) converges to zero as $K \to \infty$, while Lemma 2.6 and (120) ensure for all $K \in \mathbb{N}_0$ that the third summand on the right-hand side of (123) converges to zero as $M \to \infty$. To prove (122) it therefore suffices to show for all $K \in \mathbb{N}_0$ and all $M \in \mathbb{N}$ that the first summand on the right-hand side of (123) converges to zero as $\delta \to 0$. We fix $k \in \mathbb{N}_0$ and $M \in \mathbb{N}$ for the rest of the proof. Setting 1.1 implies the existence of $D_0 \in \mathbb{N}$ such that for all $D \in \mathbb{N} \cap [D_0, \infty)$ we have $L_f M / [D+\lambda D(1)] \leq 1$. For every $D \in \mathbb{N} \cap [D_0, \infty)$ let $(\tilde{X}_0^D(i))_{t \in (0,\infty)}$ be as in Lemma 2.1. Moreover, for every $D \in \mathbb{N} \cap [D_0, \infty)$ and every $i \in [D]$ let $(\tilde{Y}_0^D,L_f M + D h_D(0)(i))_{t \in (0,\infty)}$ and $(\tilde{Y}_0,L_f M + D h_D(0)(i))_{t \in (0,\infty)}$ be two solutions of (53) with respect to the same Brownian motion satisfying a.s. that $\tilde{Y}_{0,0}^{D,L_f M + D h_D(0)}(i) = \tilde{X}_0^D(i)$ and $\tilde{Y}_{0,0}^{D,L_f M + D h_D(0)}(i) = 0$. Lemma 2.1, Setting 1.1, and Lemma 3.3 in Hutzenhailer & Wakolbinger [14] show for all $D \in \mathbb{N} \cap [D_0, \infty)$, all $i \in [D]$, and all $t \in [0,T]$ that $\tilde{X}_0^D(i)$ is stochastically bounded from above by $\tilde{Y}_{0,0}^{D,L_f M + D h_D(0)}(i)$ on the event $\{\tau^D_M > T\}$. This, (30), the fact that for all $a, b, \delta \in [0,\infty)$ it holds that $|a + \delta - b \wedge \delta| = |a + \delta - b \wedge \delta| \wedge \delta \leq |a - b| \wedge \delta$, and
Jensen’s inequality for the conditional expectation applied for all $\delta \in (0, \infty)$ with the concave function $[0,1] \ni x \mapsto x \land \delta$ yield for all $\delta \in (0, \infty)$, all $t \in [0,T]$, and all $D \in \mathbb{N} \cap [D_0, \infty)$ that

$$E \left[ \sum_{i=1}^{D} (X_t^{D,k}(i) \land \delta) \mathbb{I}_{[\tau_{D}>T]} \right]$$

$$\leq \sum_{i=1}^{D} E \left[ \tilde{X}_t^D(i) \land \delta \right] \leq \sum_{i=1}^{D} E \left[ Y_{t,0}^{D,L_j+Dh_D(0)}(i) \land \delta \right]$$

$$\leq \sum_{i=1}^{D} E \left[ \tilde{Y}_{t,0}^{D,L_j+Dh_D(0)}(i) \right] + \sum_{i=1}^{D} E \left[ \tilde{Y}_{t,0}^{D,L_j+Dh_D(0)}(i) - Y_{t,0}^{D,L_j+Dh_D(0)}(i) \right] \left( \tilde{X}_0^D(i) \land \delta \right].$$

This, Lemma 2.8, and the fact that it holds for all $t \in [0,T]$ that $e^{L_{\text{int}} t} \geq 1$ ensure for all $\delta \in (0, \infty)$, all $t \in [0,T]$, and all $D \in \mathbb{N} \cap [D_0, \infty)$ that

$$E \left[ \sum_{i=1}^{D} (X_t^{D,k}(i) \land \delta) \mathbb{I}_{[\tau_{D}>T]} \right] \leq D E \left[ Y_{t,0}^{D,L_j+Dh_D(0)}(1) \right] + e^{L_{\text{int}} t} \sum_{i=1}^{D} E \left[ \tilde{X}_0^D(i) \land \delta \right].$$

This, Lemma 2.14 with $(g_D)_{D \geq D_0} = (L_f M + Dh_D(0))_{D \geq D_0}$ and $g = L_f M + \mu$, Equation (30), and subadditivity for all $\delta \in (0, \infty)$ of $[0,1] \ni x \mapsto x \land \delta$ imply for all $\delta \in (0, \infty)$ that

$$\sup_{t \in [0,T]} \lim_{D \to \infty} E \left[ \sum_{i=1}^{D} (X_t^{D,k}(i) \land \delta) \mathbb{I}_{[\tau_{D}>T]} \right]$$

$$\leq (L_f M + \mu) \int_{0}^{T} (X \land \delta) \, dr \, Q(dx) + e^{L_{\text{int}} T} \sup_{D \in \mathbb{N}} \sum_{i=1}^{D} \sum_{m \in \mathbb{N}_0} (X_0^{D,m}(i) \land \delta).$$

The first summand on the right-hand side of (126) converges to zero as $\delta \to 0$ by the dominated convergence theorem and Lemma 2.10. The second summand on the right-hand side of (126) converges to zero as $\delta \to 0$ due to (121). This completes the proof of Lemma 3.2.

### 3.2 The migration level processes and the loop-free processes have the same limit

For the rest of this paragraph, we fix $K \in \mathbb{N}_0$ and assume that Setting 2.2 holds. For all $D \in \mathbb{N}$ we denote by $\{ S_t^D : t \in [0, \infty) \}$ the strongly continuous contraction semigroup on $C([0,1]^{D} \times [K]_o, \mathbb{R})$ associated with $\{(Z_t^{D,k}(i))_{t \in [0, \infty)} : (i,k) \in [D] \times [K]_o \}$; see Remark 3.2 in Shiga & Shimizu [26]. Then for all $D \in \mathbb{N}$, all $t \in [0, \infty)$, all $\psi \in C([0,1]^{D} \times [K]_o, \mathbb{R})$, and all $x \in [0,1]^{D} \times [K]_o$ it holds that

$$\left( S_t^D \psi \right)(x) = E \left[ \psi \left( (Z_t^{D,k}(x)(i,k))_{(i,k) \in [D] \times [K]_o} \right) \right].$$

For every $D \in \mathbb{N}$ the semigroup $\{ S_t^D : t \in [0, \infty) \}$ has as its generator the closure of the operator $G^D$ acting on $C^2([0,1]^{D} \times [K]_o, \mathbb{R})$, given for all $\psi \in C^2([0,1]^{D} \times [K]_o, \mathbb{R})$ and all $x \in [0,1]^{D} \times [K]_o$ by

$$\left( G^D \psi \right)(x) = \sum_{i=1}^{D} \sum_{k=0}^{K} \left( \frac{1}{D} \sum_{j=1}^{D} x_{j,[k-1],j} f(x_{j,[k-1],j}, x_{i,k}) + \partial D(x_{i,k}) + \mathbb{I}_{k=0} h_D(0) \right) \frac{\partial \psi}{\partial x_{i,k}}$$

$$+ \frac{1}{2} \sum_{i=1}^{D} \sum_{k=0}^{K} \sigma^2(x_{i,k}) \frac{\partial^2 \psi}{\partial x_{i,k}^2}.$$  

The following lemma establishes uniform bounds on the derivatives of the semigroups of the loop-free processes.

**Lemma 3.3** (Uniform $C^2$-bound). Assume that Setting 2.2 holds, let $K \in \mathbb{N}_0$, and for every $D \in \mathbb{N}$ let $\{ S_t^D : t \in [0, \infty) \}$ be as in (127). Then there exists $c \in [0, \infty)$ such that it holds for all $D \in \mathbb{N}$, all $t \in [0, \infty)$, and all $\psi^D \in C^2([0,1]^{D} \times [K]_o, \mathbb{R})$ that $S_t^D \psi^D \in C^2([0,1]^{D} \times [K]_o, \mathbb{R})$ and

$$\| S_t^D \psi^D \|_{C^2} \leq e^{ct} \| \psi^D \|_{C^2}.$$  

(129)
Proof. For every \( D \in \mathbb{N} \) and every \((i,k) \in [D] \times [K]_0\) let \( f_{i,k} : [0,1]^{[D] \times [K]}_0 \to \mathbb{R} \) be the function that satisfies for all \( x = (x_j)_{(i,j) \in [D] \times [K]}_0 \in [0,1]^{[D] \times [K]}_0 \) that

\[
f_{i,k}(x) = \frac{1}{D} \sum_{j=1}^{D} x_{j,[k-1]} f(x_{j,[k-1]},x_{i,k}) + \hat{h}_D(x_{i,k}) + \mathbb{1}_{k=0} h_D(0).
\] (130)

Then it holds for all \( D \in \mathbb{N} \) and all \( \alpha \in \mathbb{N}_0^{[D] \times [K]}_0 \) with \( |\alpha| = 1 \) that

\[
\sum_{i=1}^{D} \sum_{k=0}^{K} \| \partial^\alpha f_{i,k} \|_\infty \leq \| f \|_\infty + \| \partial f \|_\infty + \| \partial g \|_\infty + \| \partial h_D \|_\infty \leq 3 \| f \|_{C^1} + \| \hat{h}_D \|_{C^1}.
\] (131)

and for all \( D \in \mathbb{N} \) and all \( \alpha \in \mathbb{N}_0^{[D] \times [K]}_0 \) with \( |\alpha| = 2 \) that

\[
\sum_{i=1}^{D} \sum_{k=0}^{K} \| \partial^\alpha f_{i,k} \|_\infty \leq 2 (\| \partial f \|_\infty + \| \partial g \|_\infty + \| \partial h_D \|_\infty + \| \partial^2 \|_\infty + \| \partial^2 \|_\infty + \| \partial^2 \|_\infty).
\] (132)

We define

\[
c := 4 \left( 8 \| f \|_{C^2} + \sup_{D \in \mathbb{N}} \| \hat{h}_D \|_{C^2} \right) + \frac{1}{2} \| \sigma \|_{C^2}.
\] (133)

which is finite due to Setting 1.1. Then Theorem 4.1 in Hutzenthaler & Pieper [13] shows for all \( D \in \mathbb{N} \), all \( t \in [0,\infty) \), and all \( \psi^D \in C^2([0,1]^{[K]}_0,\mathbb{R}) \) that \( S^D_{T} \psi^D \in C^2([0,1]^{[D] \times [K]}_0,\mathbb{R}) \) and that (129) holds. This finishes the proof of Lemma 3.3. \( \square \)

The following lemma follows immediately from Theorem 3.16 in Liggett [19] and Lemma 3.3 above.

**Lemma 3.4** (Kolmogorov backward equation). Assume that Setting 2.2 holds, let \( T \in (0,\infty) \), let \( D \in \mathbb{N} \), let \( K \in \mathbb{N}_0 \), let \( \psi \in C^2([0,1]^{[D] \times [K]}_0,\mathbb{R}) \), let \( \{ S^D_t : t \in [0,\infty) \} \) be as in (127), let \( G^D \) be as in (128), and define the function \( u : [0,T] \times [0,1]^{[D] \times [K]}_0 \to \mathbb{R} \) by

\[
[0,T] \times [0,1]^{[D] \times [K]}_0 \ni (t,x) \mapsto u(t,x) := \left( S^D_{T-t} \psi \right)(x).
\] (134)

Then it holds that \( u \in C^{1,2}([0,T] \times [0,1]^{[D] \times [K]}_0,\mathbb{R}) \) and it holds for all \( t \in [0,T] \) and all \( x \in [0,1]^{[D] \times [K]}_0 \) that \( u(T,x) = \psi(x) \) and

\[
\frac{\partial u}{\partial t}(t,x) + (G^D u)(t,x) = 0.
\] (135)

The following lemma shows that finitely many levels of the migration level processes and of the loop-free processes have the same limit as \( D \to \infty \) at every fixed time point.

**Lemma 3.5** (Asymptotic equality for one-dimensional distributions). Assume that Setting 1.2 and Setting 2.2 hold, that

\[
\sum_{k \in \mathbb{N}_0} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^{D} X^D_{0,k}(i) \right] < \infty,
\] (136)

that

\[
\sup_{D \in \mathbb{N}} \mathbb{E} \left[ \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X^D_{0,k}(i) \right)^2 \right] < \infty,
\] (137)

that

\[
\lim_{D \to \infty} \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X^D_{0,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X^D_{0,m}(i) \right] = 0,
\] (138)

and that

\[
\lim_{\delta \to 0} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} (X^D_{0,k}(i) \wedge \delta) \right] = 0,
\] (139)

let \( T \in (0,\infty) \) and \( K \in \mathbb{N}_0 \), for every \( D \in \mathbb{N} \) let \( \psi^D \in C^2([0,1]^{[D] \times [K]}_0,\mathbb{R}) \), and suppose that \( \sup_{D \in \mathbb{N}} \| \psi^D \|_{C^2} < \infty \). Then it holds that

\[
\lim_{D \to \infty} \mathbb{E} \left[ \left( X^{D,k}_{T}(i) \right)_{(i,k) \in [D] \times [K]}_0 \right] = 0.
\] (140)
Proof. For every $D \in \mathbb{N}$ let $\{S^D_t : t \in [0, \infty)\}$ be as in (127), let $G^D$ be as in (128), and define the function $u^D : [0, T] \times [0, 1]^{[D] \times [K]_0} \to \mathbb{R}$ by

$$[0, T] \times [0, 1]^{[D] \times [K]_0} \ni (t, x) \mapsto u^D(t, x) := (S^D_{T-t} \psi^D)(x).$$

(141)

Equations (141) and (127) yield for all $D \in \mathbb{N}$ that

$$E\left[u^D\left(T, (X^{D,k}(i))_{(i,k)\in[D] \times [K]_0}\right)\right] = E\left[\psi^D\left((X^{D,k}(i))_{(i,k)\in[D] \times [K]_0}\right)\right]$$

(142)

and

$$E\left[u^D\left(0, (X^{D,k}(i))_{(i,k)\in[D] \times [K]_0}\right)\right] = E\left[\psi^D\left((Z^{D,k}(i))_{(i,k)\in[D] \times [K]_0}\right)\right].$$

(143)

This shows that (140) is implied by

$$\lim_{D \to \infty} \left|E\left[u^D\left(T, (X^{D,k}(i))_{(i,k)\in[D] \times [K]_0}\right)\right] - E\left[u^D\left(0, (X^{D,k}(i))_{(i,k)\in[D] \times [K]_0}\right)\right]\right| = 0.$$  

(144)

Lemma 3.4 implies for all $D \in \mathbb{N}$ that $u^D \in C^{1,2}(0, T] \times [0, 1]^{[D] \times [K]_0}$ and for all $D \in \mathbb{N}$, all $t \in [0, T]$, and all $x \in [0, 1]^{[D] \times [K]_0}$ that

$$\frac{\partial u^D}{\partial t}(t, x) + (G^D u^D)(t, x) = 0.$$  

(145)

For every $D \in \mathbb{N}$ (a small variation with different orders of differentiability of) Whitney’s extension theorem (see, e.g., Theorem 2.3.6 in Hörmander [9]) ensures that $u^D$ can be extended to a function in $C^{1,2}(0, \infty) \times \mathbb{R}^{[D] \times [K]_0}$. Then Itô’s formula, (28), (145), (128), and Tonelli’s theorem yield for all $D \in \mathbb{N}$ that

$$E\left[u^D\left(T, (X^{D,k}(i))_{(i,k)\in[D] \times [K]_0}\right)\right] - E\left[u^D\left(0, (X^{D,k}(i))_{(i,k)\in[D] \times [K]_0}\right)\right]$$

$$= \int_0^T \left[\sum_{i=1}^D \sum_{k=0}^K \frac{\partial u^D}{\partial x_i, k}\left(s, (X^{D,m}(j))_{(j,m)\in[D] \times [K]_0}\right) \right. $$

$$\left. \times \left\{ \frac{1}{2} \sum_{j=1}^D X^{D,k-1}(j) \left(f\left(\sum_{m\in\mathbb{N}_0} X^{D,m}(j), \sum_{m\in\mathbb{N}_0} X^{D,m}(i)\right) - f\left(X^{D,k-1}(j), X^{D,k}(i)\right)\right) \right. $$

$$\left. + \frac{X^{D,k}(i)}{X^{D,m}(i)} \tilde{h}_D\left(\sum_{m\in\mathbb{N}_0} X^{D,m}(i)\right) - \tilde{h}_D(X^{D,k}(i))\right\} ds.$$

(146)

Setting 1.1 implies for all $D \in \mathbb{N}$, all $(x, y) \in \{(x_1, x_2) \in [0, 1]^2 : x_1 + x_2 \leq 1\}$, and all $\delta \in (0, 1)$ that

$$\left|\frac{x}{x+y} \tilde{h}_D(x+y) - \tilde{h}_D(x)\right| \leq \frac{x}{x+y} \tilde{h}_D(x+y) - \tilde{h}_D(x) + \frac{\delta}{x+y} \tilde{h}_D(x) \leq 2 \tilde{L}_h \frac{xy}{x+y} \leq 2 \tilde{L}_h (x \wedge y) \leq 1 \leq 2 \tilde{L}_h (x \wedge \delta) + 1 \leq 2 \tilde{L}_h (x \wedge \delta) + \frac{2 \tilde{L}_h}{3} xy.$$  

(147)

Analogously, Setting 1.1 implies for all $(x, y) \in \{(x_1, x_2) \in [0, 1]^2 : x_1 + x_2 \leq 1\}$ and all $\delta \in (0, 1)$ that

$$\left|\frac{x}{x+y} \sigma^2(x+y) - \sigma^2(x)\right| \leq 2 \sigma \sigma^2(x \wedge \delta) + \frac{2 \tilde{L}_h}{3} xy.$$  

(148)

Equations (147) and (148) with $x = X^{D,k}(i)$ and $y = \sum_{m\in\mathbb{N}_0 \setminus \{k\}} X^{D,m}(i)$, Setting 1.1, and (146) show
for all $\delta \in (0,1)$ and all $D \in \mathbb{N}$ that

$$\left| \mathbb{E} \left[ u^D(T, (X_T^{D,k}(i))_{(i,k)\in[D]\times[K]_0}) \right] - \mathbb{E} \left[ u^D(0, (X_0^{D,k}(i))_{(i,k)\in[D]\times[K]_0}) \right] \right|$$

$$\leq \sup_{t \in [0,T]} \|u^D(t,\cdot)\|_{C^2} T \left( \left| L_f \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_T^{D,k}(i) \right| + (2L_\delta + L_\sigma) \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} (X_T^{D,k}(i) \wedge \delta) \right) + \frac{2L_\delta + L_\sigma}{\delta} \sup_{t \in [0,T]} \mathbb{E} \left[ \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_T^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_T^{D,m}(i) \right].$$

(149)

Lemma 3.3 and $\sup_{D \in \mathbb{N}} \|\psi^D\|_{C^2} < \infty$ imply that $\sup_{D \in \mathbb{N}, t \in [0,T]} \|u^D(t,\cdot)\|_{C^2} < \infty$. The first and the fourth summand on the right-hand side of (149) converge to zero as $D \to \infty$ by Lemma 3.1 and assumptions (137) and (138). The second summand on the right-hand side of (149) converges to zero as $D \to \infty$ by Lemma 2.5 and assumption (137). The third summand on the right-hand side of (149) converges to zero uniformly in $D \in \mathbb{N}$ as $\delta \to 0$ by Lemma 3.2 and assumptions (136), (137), and (139). By letting first $D \to \infty$ and then $\delta \to 0$, (144) follows. This finishes the proof of Lemma 3.5.

The following lemma shows that in the situation of Setting 2.16, the assumptions of Lemma 3.1 and Lemma 3.2 and some of the assumptions in Lemma 3.5 are satisfied.

**Lemma 3.6** (Well-behaved initial distribution). Assume that Setting 2.16 holds. Then it holds that

$$\sum_{k \in \mathbb{N}_0} \mathbb{E} \left[ \sum_{i=1}^D X_0^{D,k}(i) \right] < \infty,$$

(150)

that

$$\sup_{D \in \mathbb{N}} \mathbb{E} \left[ \left( \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_0^{D,k}(i) \right)^2 \right] < \infty,$$

(151)

that

$$\lim_{D \to \infty} \mathbb{E} \left[ \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} X_0^{D,k}(i) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_0^{D,m}(i) \right] = 0,$$

(152)

and that

$$\lim_{\delta \to 0} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} (X_0^{D,k}(i) \wedge \delta) \right] = 0.$$

(153)

**Proof.** Equations (150), (151), and (152) follow immediately from the structure of the initial distribution given in Setting 2.16 and from (91). Moreover, Setting 2.16 and the dominated convergence theorem show that

$$\lim_{\delta \to 0} \sup_{D \in \mathbb{N}} \mathbb{E} \left[ \sum_{i=1}^D \sum_{k \in \mathbb{N}_0} (X_0^{D,k}(i) \wedge \delta) \right] = \lim_{\delta \to 0} \mathbb{E} \left[ \sum_{i=1}^\infty (X_0(i) \wedge \delta) \right] = 0.$$

(154)

This completes the proof of Lemma 3.6.

The following lemma uses the Markov property in order to generalize Lemma 3.5 to finitely many time points.

**Lemma 3.7** (Asymptotic equality for f.d.d.s). Assume that Setting 2.16 holds, let $K \in \mathbb{N}_0$, let $t_1, t_2, \ldots \in [0, \infty)$ with $t_1 < t_2 < \cdots$, for all $D, j \in \mathbb{N}$ let $\psi^D_j \in C^2([0, 1]^D \times [K]_0, \mathbb{R})$, and assume for all $j \in \mathbb{N}$ that $\sup_{D \in \mathbb{N}} \|\psi^D_j\|_{C^2} < \infty$. Then it holds for all $n \in \mathbb{N}$ that

$$\lim_{D \to \infty} \left| \mathbb{E} \left[ \prod_{j=1}^n \psi^D_j \left( (X_{t_j}^{D,k}(i))_{(i,k)\in[D]\times[K]_0} \right) \right] - \mathbb{E} \left[ \prod_{j=1}^n \psi^D_j \left( (Z_{t_j}^{D,k}(i))_{(i,k)\in[D]\times[K]_0} \right) \right] \right| = 0.$$

(155)
Proof. We prove (155) by induction on $n \in \mathbb{N}$. The base case $n = 1$ has been settled in Lemma 3.5, where the conditions (136), (137), (138), and (139) are satisfied due to Lemma 3.6. To show the induction step $n \rightarrow n + 1$, for every $D \in \mathbb{N}$ we define the function $\psi^D : [0, 1]|D| \times [K]_0 \rightarrow \mathbb{R}$ by

$$[0, 1]|D| \times [K]_0 \ni x \mapsto \psi^D(x) := \psi^D_n(x)E \left[ \psi^D_{n+1} \left( (Z^D_{t_{n+1} - t_n}(i))_{(i,k) \in [D] \times [K]_0} \right) \right].$$

(156)

Then Lemma 3.3 proves for every $D \in \mathbb{N}$ that $\psi^D \in C^2([0, 1]|D| \times [K]_0, \mathbb{R})$. Moreover, it follows from Lemma 3.3 that $\sup_{D \in \mathbb{R}}\|\psi^D\|_{C^2} < \infty$. Therefore, the induction hypothesis (applied to $\psi^D_1, \ldots, \psi^D_{n-1}, \psi^D_n$) yields that

$$\lim_{D \rightarrow \infty} \left| \sum_{j=1}^{n-1} \psi^D_j \left( (X^D_{t_{j+1} - t_j}(i))_{(i,k) \in [D] \times [K]_0} \right) \psi^D \left( (X^D_{t_n}(i))_{(i,k) \in [D] \times [K]_0} \right) \right| = 0. $$

(157)

By the Markov property it holds for all $D \in \mathbb{N}$ that

$$\mathbb{E} \left[ \sum_{j=1}^{n-1} \psi^D_j \left( (Z^D_{t_{j+1} - t_j}(i))_{(i,k) \in [D] \times [K]_0} \right) \psi^D \left( (Z^D_{t_n}(i))_{(i,k) \in [D] \times [K]_0} \right) \right] = \mathbb{E} \left[ \sum_{j=1}^{n+1} \psi^D_j \left( (Z^D_{t_{j+1} - t_j}(i))_{(i,k) \in [D] \times [K]_0} \right) \right].$$

(158)

Moreover, we observe for all $D \in \mathbb{N}$ that

$$\mathbb{E} \left[ \sum_{j=1}^{n-1} \psi^D_j \left( (X^D_{t_{j+1} - t_j}(i))_{(i,k) \in [D] \times [K]_0} \right) \psi^D \left( (X^D_{t_n}(i))_{(i,k) \in [D] \times [K]_0} \right) \right] = \mathbb{E} \left[ \sum_{j=1}^{n+1} \psi^D_j \left( (X^D_{t_{j+1} - t_j}(i))_{(i,k) \in [D] \times [K]_0} \right) \right].$$

(159)

When the initial distribution is given by $(X^D_{t_n}(i))_{(i,k) \in [D] \times [K]_0}$, the conditions (136), (137), (138), and (139) are fulfilled due to Lemma 3.6, Lemma 2.4, Lemma 2.5, Lemma 3.1, and Lemma 3.2. Therefore, Lemma 3.5 implies that

$$\lim_{D \rightarrow \infty} \mathbb{E} \left[ \sum_{j=1}^{n} \psi^D_j \left( (X^D_{t_{j+1} - t_j}(i))_{(i,k) \in [D] \times [K]_0} \right) \right] = 0.$$  

(160)

The Markov property yields for all $D \in \mathbb{N}$ that

$$\mathbb{E} \left[ \sum_{j=1}^{n} \psi^D_j \left( (X^D_{t_{j+1} - t_j}(i))_{(i,k) \in [D] \times [K]_0} \right) \right] = \mathbb{E} \left[ \sum_{j=1}^{n+1} \psi^D_j \left( (X^D_{t_{j+1} - t_j}(i))_{(i,k) \in [D] \times [K]_0} \right) \right].$$

(161)
Combining (157) through (161) proves the induction step \( n \rightarrow n + 1 \) and hence finishes the proof of Lemma 3.7.

The following lemma is the main result of Subsection 3.2 and shows that the migration level processes and the loop-free processes have the same limit as \( D \to \infty \).

**Lemma 3.8** (Migration level and loop-free processes have the same limit). Assume that Setting 2.16 holds, let \( n \in \mathbb{N} \), let \( \phi_1, \ldots, \phi_n \in C^2([0,1],\mathbb{R}) \) with the property that for all \( j \in [n] \) it holds that \( \phi_j(0) = 0 \), let \( \psi \in C^2_{\alpha}(\mathbb{R}, \mathbb{R}) \), and let \( t_1, \ldots, t_n \in [0,\infty) \) with \( t_1 < \cdots < t_n \). Then it holds that

\[
\lim_{D \to \infty} \left| \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} \phi_j \left( X_{t_j}^{D,k}(i) \right) \right) \right] - \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} \phi_j \left( Z_{t_j}^{D,k}(i) \right) \right) \right] \right| = 0. \tag{162}
\]

**Proof.** In a first step, we are going to reduce the considerations to \( k \in [K]_0 \) for finite \( K \in \mathbb{N}_0 \). The assumptions on \( \phi_1, \ldots, \phi_n \), and \( \psi \) imply the existence of constants \( L_\phi, L_\psi \in [0,\infty) \) such that it holds for all \( j \in [n] \) and all \( x \in [0,1] \) that \( |\phi_j(x)| \leq L_\phi x \) and for all \( x_1, \ldots, x_n \in \mathbb{R} \) and all \( y_1, \ldots, y_n \in \mathbb{R} \) that \( |\Pi_{j=1}^{n} \psi(x_j) - \Pi_{j=1}^{n} \psi(y_j)| \leq L_\psi \sum_{j=1}^{n} |x_j - y_j| \). It follows for all \( K \in \mathbb{N}_0 \) that

\[
\sup_{D \in \mathbb{N}} \left| \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} \phi_j \left( X_{t_j}^{D,k}(i) \right) \right) \right] - \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} \phi_j \left( Z_{t_j}^{D,k}(i) \right) \right) \right] \right| \leq L_\phi L_\psi \sum_{j=1}^{n} \mathbb{E} \left[ \sum_{i=1}^{D} X_{t_j}^{D,k}(i) \right]. \tag{163}
\]

The right-hand side of (163) converges to zero as \( K \to \infty \) by Lemma 3.6 and Lemma 2.4. The analogous statement holds when \( X_{t_j}^{D,k}(i) \) is replaced by \( Z_{t_j}^{D,k}(i) \) in (163). To prove (162) it therefore suffices to show for all \( K \in \mathbb{N}_0 \) that

\[
\lim_{D \to \infty} \left| \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} \phi_j \left( X_{t_j}^{D,k}(i) \right) \right) \right] - \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} \phi_j \left( Z_{t_j}^{D,k}(i) \right) \right) \right] \right| = 0. \tag{164}
\]

We fix \( K \in \mathbb{N}_0 \) for the rest of the proof. For every \( j \in [n] \) and \( D \in \mathbb{N} \) we define the function \( \psi^D_j : [0,1]^{|D| \times [K]_0} \to \mathbb{R} \) by

\[
[0,1]^{|D| \times [K]_0} \ni (x_{i,k})_{(i,k) \in |D| \times [K]_0} \mapsto \psi^D_j(x) := \psi \left( \sum_{i=1}^{D} \sum_{k=0}^{K} \phi_j(x_{i,k}) \right). \tag{165}
\]

It follows for all \( j \in [n] \) that \( \sup_{D \in \mathbb{N}} \| \psi^D_j \|_{\infty} \leq \| \psi \|_{\infty} \). Since \( \phi_1, \ldots, \phi_n \), and \( \psi \) are twice continuously differentiable, it holds for all \( j \in [n] \) and all \( D \in \mathbb{N} \) that \( \psi^D_j \in C^2([0,1]^{|D| \times [K]_0}, \mathbb{R}) \). Furthermore, the chain rule and the product rule imply for all \( j \in [n] \), all \( D \in \mathbb{N} \), all \( (i,\tilde{k}), (\tilde{j},\tilde{l}) \in |D| \times [K]_0 \), and all \( x \in [0,1]^{|D| \times [K]_0} \) that

\[
\frac{\partial \psi^D_j}{\partial x_{i,k}}(x) = \left| \psi' \left( \sum_{i=1}^{D} \sum_{k=0}^{K} \phi_j(x_{i,k}) \right) \phi_j'(x_{i,k}) \right| \leq \| \psi' \|_{\infty} \| \phi'_j \|_{\infty} \tag{166}
\]

and

\[
\frac{\partial^2 \psi^D_j}{\partial x_{i,j} \partial x_{i,k}}(x) = \left| \psi'' \left( \sum_{i=1}^{D} \sum_{k=0}^{K} \phi_j(x_{i,k}) \right) \phi_j'(x_{i,j}) \phi_j'(x_{i,k}) + I_{(i,k)=(\tilde{i},\tilde{k})} \psi'' \left( \sum_{i=1}^{D} \sum_{k=0}^{K} \phi_j(x_{i,k}) \right) \phi_j''(x_{i,k}) \right| \leq \| \psi'' \|_{\infty} \| \phi''_j \|_{\infty}^2 + \| \psi'' \|_{\infty} \| \phi'_j \|_{\infty} \| \phi''_j \|_{\infty}. \tag{167}
\]

It follows for all \( j \in [n] \) that \( \sup_{D \in \mathbb{N}} \| \psi^D_j \|_{C^2} < \infty \). Then Lemma 3.7 shows (164) which in turn finishes the proof of Lemma 3.8.

**3.3 Proof of Theorem 1.4**

**Proof of Theorem 1.4.** In a first step, we prove Theorem 1.4 under the additional assumption that

\[
\mathbb{E} \left[ \left( \sum_{i=1}^{\infty} X_0(i) \right)^2 \right] < \infty. \tag{168}
\]
Analogously to the proofs of Lemma 2.15 and Lemma 2.17, one shows that

\[ \left\{ \left( \sum_{i=1}^{D} X_t^D(i) \delta X_t^P(i) \right)_{t \in (0, \infty)} : D \in \mathbb{N} \right\} \]  

(169)

is relatively compact. In the following, we identify the limit points of (169) by proving convergence of finite-dimensional distributions. For that, fix \( n \in \mathbb{N} \), fix \( \varphi_1, \ldots, \varphi_n \in C^2([0, 1], \mathbb{R}) \), fix \( \psi \in C^2_b(\mathbb{R}, \mathbb{R}) \), and fix \( t_1, \ldots, t_n \in [0, \infty) \) with \( t_1 < \cdots < t_n \). For every \( j \in [n] \) we define the function \( \phi_j : [0, 1] \rightarrow \mathbb{R} \) by \( x \mapsto \phi_j(x) := x \varphi_j(x) \). For every \( D \in \mathbb{N} \) let \( \{(X_t^{D,k}(i), W_t^k(i))_{t \in (0, \infty)} : (i, k) \in [D] \times \mathbb{N}_0\} \) be a weak solution of (28) with initial distribution satisfying for all \( i \in [D] \) that \( \mathcal{L}(X_0^{D,k}(i)) = \mathcal{L}(X_0(i)) \) and for all \( (i, k) \in [D] \times \mathbb{N} \) that \( \mathcal{L}(X_0^{D,k}(i)) = \delta_0 \) and let \( \{(Z_t^{D,k}(i))_{t \in (0, \infty)} : (i, k) \in [D] \times \mathbb{N}_0\} \) be a solution of (31) on the same probability space with Brownian motion given by the Brownian motion of the weak solution of (28) and started in \( (X_0^{D,k}(i))_{(i,k) \in [D] \times \mathbb{N}_0} \). Due to this and assumption (168), Setting 2.2 and Setting 2.16 are satisfied. Firstly, Lemma 2.1 shows for all \( D \in \mathbb{N} \) that

\[ E \left[ \prod_{j=1}^{D} \psi \left( \sum_{i=1}^{D} \phi_j \left( X_{t_j}^{D,m}(i) \right) \right) \right] = E \left[ \prod_{j=1}^{D} \psi \left( \sum_{i=1}^{D} \phi_j \left( X_{t_j}^{D,k}(i) \right) \right) \right]. \]  

(170)

The calculation in the following displays is analogous to that in the proof of (4.111) in Hutzenthaler [11, p. 34]. The assumptions on \( \varphi_1, \ldots, \varphi_n \) imply the existence of a constant \( L_\psi \in [0, \infty) \) such that it holds for all \( j \in [n] \) and all \( x, y \in [0, 1] \) that

\[ |\phi_j(x) - \phi_j(y)| \leq L_\psi |x - y|. \]  

(171)

From this we obtain for all \( D \in \mathbb{N} \), all \( j \in [n] \), all \( t \in (0, \infty) \), and all \( \delta \in (0, \infty) \) that

\[ E \left[ \sum_{i=1}^{D} \phi_j \left( \sum_{m \in \mathbb{N}_0} X_{t}^{D,m}(i) \right) \left( 1 - \sum_{k \in \mathbb{N}_0} \mathbb{I}_{\{X_{t}^{D,k}(i) \geq \delta\}} \right) \right] \leq L_\psi E \left[ \sum_{i=1}^{D} \sum_{m \in \mathbb{N}_0} \left( X_{t}^{D,m}(i) \right) \sum_{l \in \mathbb{N}_0 \setminus \{k\}} X_{t}^{D,l}(i) \right] + L_\psi \frac{\delta^2}{2} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} X_{t}^{D,k}(i) \right]. \]  

(172)

The fact that there exists a constant \( L_\psi \in [0, \infty) \) such that it holds for all \( x_1, \ldots, x_n \in \mathbb{R} \) and all \( y_1, \ldots, y_n \in \mathbb{R} \) that \( \sum_{j=1}^{n} |\psi(x_j) - \sum_{j=1}^{n} \psi(y_j)| \leq L_\psi \sum_{j=1}^{n} |x_j - y_j| \) together with (171) and (172) proves for all \( D \in \mathbb{N} \) and all \( \delta \in (0, 1) \) that

\[ \left| E \left[ \prod_{j=1}^{D} \psi \left( \sum_{i=1}^{D} \phi_j \left( X_{t_j}^{D,m}(i) \right) \right) \right] - E \left[ \prod_{j=1}^{D} \psi \left( \sum_{i=1}^{D} \phi_j \left( X_{t_j}^{D,k}(i) \right) \right) \right] \right| \leq 2L_\psi L_\psi \frac{\delta^2}{2} \sum_{j=1}^{n} \left[ \sum_{i=1}^{D} \sum_{k \in \mathbb{N}_0} \left( X_{t_j}^{D,k}(i) \right) \sum_{m \in \mathbb{N}_0 \setminus \{k\}} X_{t_j}^{D,m}(i) \right] \]  

(173)

Lemma 3.6 and Lemma 3.1 ensure that the first summand on the right-hand side of (173) converges to zero as \( D \rightarrow \infty \), while Lemma 3.6 and Lemma 3.2 show that the second summand on the right-hand side of (173) converges to zero uniformly in \( D \in \mathbb{N} \) as \( \delta \rightarrow 0 \). By letting first \( D \rightarrow \infty \) and then \( \delta \rightarrow 0 \), we therefore obtain from (173) that

\[ \lim_{D \rightarrow \infty} E \left[ \prod_{j=1}^{D} \psi \left( \sum_{i=1}^{D} \phi_j \left( X_{t_j}^{D,m}(i) \right) \right) \right] = E \left[ \prod_{j=1}^{D} \psi \left( \sum_{i=1}^{D} \phi_j \left( X_{t_j}^{D,k}(i) \right) \right) \right] = 0. \]  

(174)
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Lemma 2.17 shows that
\[
\lim_{D \to \infty} \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \sum_{i=1}^{D} \phi_{j} \left( Z_{t,j,k}^{D} \right) \right) \right] = \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \int \phi_{j} \left( \eta_{t,s} \right) \mathcal{T} \left( ds \otimes d\eta \right) \right) \right].
\]  
(175)

Combining (170), (174), Lemma 3.8, and (175) shows that
\[
\lim_{D \to \infty} \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \sum_{i=1}^{D} \phi_{j} \left( X_{t,j}^{D} \right) \right) \right] = \mathbb{E} \left[ \prod_{j=1}^{n} \psi \left( \int \phi_{j} \left( \eta_{t,s} \right) \mathcal{T} \left( ds \otimes d\eta \right) \right) \right].
\]  
(176)

This implies the convergence of finite-dimensional distributions of (169) and proves Theorem 1.4 under the additional assumption (168).

It remains to prove Theorem 1.4 in the case when (168) fails to hold. Fix a bounded continuous function \( F : D([0, \infty) , \mathcal{M}_{1}([0, 1])) \to \mathbb{R} \) for the rest of the proof. Then Setting 1.3 and the previous step imply that a.s.
\[
\lim_{D \to \infty} \mathbb{E} \left[ \left\| F \left( \left( \sum_{i=1}^{D} X_{t,i}^{P} \right)_{t \in [0, \infty)} \right) \right\|_{0} \right] = \mathbb{E} \left[ \left\| \int \eta_{t,s} \mathcal{T} \left( ds \otimes d\eta \right) \right\|_{0} \right].
\]  
(177)

Then it follows from taking expectations and from the dominated convergence theorem that
\[
\lim_{D \to \infty} \mathbb{E} \left[ F \left( \left( \sum_{i=1}^{D} X_{t,i}^{P} \right)_{t \in [0, \infty)} \right) \right] = \mathbb{E} \left[ F \left( \int \eta_{t,s} \mathcal{T} \left( ds \otimes d\eta \right) \right)_{t \in [0, \infty)} \right].
\]  
(178)

This finishes the proof of Theorem 1.4.

\[\square\]
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