ASYMPTOTICS OF THE MAJOR INDEX OF A RANDOM STANDARD TABLEAU

PIERRE-LOÏC MÉLIOT AND ASHKAN NIKEGBALI

Abstract. In this article, we establish the mod-φ convergence of the major index of a uniform random standard tableau whose shape converges in the Thoma simplex. This implies various probabilistic estimates, in particular speed of convergence estimates of Berry–Esseen type, and strong large deviation principles.
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1. Major index of a random standard tableau

1.1. Integer partitions and standard tableaux. If \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_\ell(\lambda)) \) is a non-increasing sequence of positive integers, we recall that it is called integer partition of the integer \( n = |\lambda| = \sum_{i=1}^{\ell(\lambda)} \lambda_i \), and that it is represented by a Young diagram, which is the array of \( n \) boxes with \( \lambda_1 \) boxes on the first row, \( \lambda_2 \) boxes on the second row, and so on. For instance, the integer partition \( \lambda = (4, 2, 2, 1) \) has size \( |\lambda| = 9 \), and it is represented by the Young diagram:

```
\[ \begin{array}{cccccc}
| & | & | & & & \\
| & | & | & & & \\
| & | & | & & & \\
| & | & | & & & \\
| & & & & & & \\
| & & & & & & \\
\end{array} \]
```

We denote \( \mathcal{Y}(n) \) the set of integer partitions with size \( n \), and \( \mathcal{Y} = \bigsqcup_{n \in \mathbb{N}} \mathcal{Y}(n) \) the set of all integer partitions. Given \( \lambda \in \mathcal{Y}(n) \), a standard tableau with shape \( \lambda \) is a numbering of the cells of the Young diagram of \( \lambda \) by the integers in \([1, n]\) which is bijective and strictly increasing along the rows and columns. For instance, the integer partition \( \lambda = (4, 2, 2, 1) \) yields the following hook lengths:

```
1 3 1 4 2 7 5 2 1
```

Then, for any integer partition \( \lambda \in \mathcal{Y}(n) \),

\[
|\text{ST}(\lambda)| = \frac{n!}{\prod_{\Box \in \lambda} h(\Box)};
\]

see for instance [Mac95, Section I.4, Example 3]. In this article, we shall be interested in the distribution of a certain statistics \( X : \text{ST}(\lambda) \to \mathbb{N} \), the set \( \text{ST}(\lambda) \) being endowed with the uniform law. Before presenting this statistics, let us associate to the cells of a Young diagram \( \lambda \) another integer: if the cell \( \Box \) is in \( i \)-th row and the \( j \)-th column of the Young diagram \( \lambda \), its content is \( c(\Box) = j - i \). For instance, the integer partition \( \lambda = (4, 2, 2, 1) \) admits the following contents:

```
\begin{array}{cccc}
-3 & -2 & -1 & \\
-1 & 0 & 1 & 2 & 3
\end{array}
```

The contents are involved in numerous combinatorial formulæ in the theory of integer partitions. For instance, the cardinality of the set \( \text{SST}(\lambda, m) \) of semistandard tableaux with shape \( \lambda \) and entries in \([1, m]\) is given by the product \( \prod_{\Box \in \lambda} m + c(\Box) \); see [Sta99, Corollary 7.21.4]. The contents of the cells of the Young diagrams shall also play an important role in our work.
1.2. Major index and Schur functions. A descent of a standard tableau of size $n$ is an integer $i \in [1, n-1]$ such that $i+1$ appears in a row strictly above the row containing $i$. The major index of a standard tableau $T$ is the sum of its descents:

$$\text{maj}(T) = \sum_{i \in \text{Desc}(T)} i.$$ 

For instance, if $\lambda = (4, 2, 2, 1)$ and $T$ is the standard tableau given as an example in the previous paragraph, then the set of descents of $T$ is $\{2, 3, 6, 7\}$, and the major index is $2 + 3 + 6 + 7 = 18$. The definitions of descent and major index for a standard tableau are closely related to the analogue definitions for a permutation. Given $\sigma \in \mathfrak{S}(n)$, a descent of the permutation $\sigma$ is an index $i \in [1, n-1]$ such that $\sigma(i) > \sigma(i+1)$. For instance, the descent set of the permutation $\sigma = 592138647 \in \{2, 3, 6, 7\}$. The Robinson–Schensted–Knuth algorithm yields a bijection between $\mathfrak{S}(n)$ and the set $\bigsqcup_{\lambda \in \mathbb{Y}(n)} \text{ST}(\lambda) \times \text{ST}(\lambda)$ of pairs of standard tableaux with the same shape. For instance, 592138647 $\in \mathfrak{S}(9)$ corresponds to the pair of standard tableaux

$$P = \begin{pmatrix} 9 & 5 & 8 \\ 2 & 6 \\ 1 & 3 & 4 & 7 \end{pmatrix} \quad ; \quad Q = \begin{pmatrix} 8 & 4 & 7 \\ 3 & 5 \\ 1 & 2 & 6 & 9 \end{pmatrix}.$$ 

This bijection preserves the set of descents: if $\text{RSK}(\sigma) = (P, Q)$, then $\text{Desc}(\sigma) = \text{Desc}(Q)$; see for instance [Loe11, Theorem 10.117].

The purpose of this article is to study the distribution of $\text{maj}(T)$ when $T$ is taken uniformly at random in the set $\text{ST}(\lambda)$ of standard tableaux with shape $\lambda$, and $\lambda = \lambda^{(n)}$ is an integer partition with size $n$, $n$ going to infinity. Equivalently, this amounts to consider the distribution of $\text{maj}(\sigma)$ when $\sigma$ is a permutation taken uniformly at random in a RSK class of growing size. The case of a uniform random permutation in $\mathfrak{S}(n)$ can essentially be recovered as a particular case of our results; see the discussion after the statement of Theorems A and B. The following result due to Billey–Konvalinka–Swanson [BKS20] ensures that under mild hypotheses and after appropriate scaling, this distribution of $\text{maj}(T)$ with $T \sim U(\text{ST}(\lambda))$ is asymptotically normal:

**Theorem 1** (Billey–Konvalinka–Swanson). We denote $\lambda'$ the conjugate of an integer partition $\lambda$, which is obtained by symmetrizing the Young diagram with respect to the diagonal. Consider a sequence of integer partitions $(\lambda^{(n)})_{n \geq 1}$ such that

$$|\lambda^{(n)}|_n = n \quad ; \quad n - \lambda^{(n)}_1 \to +\infty \quad ; \quad n - \lambda^{(n)'}_1 \to +\infty.$$ 

Then, with $T^{(n)}$ taken uniformly at random in $\text{ST}(\lambda^{(n)})$,

$$\frac{\text{maj}(T^{(n)}) - \mathbb{E}[\text{maj}(T^{(n)})]}{\sqrt{\text{var}(\text{maj}(T^{(n)}))}} \to_{n \to +\infty} \mathcal{N}(0, 1).$$ 

The conditions $n - \lambda^{(n)}_1 \to +\infty$ and $n - \lambda^{(n)'}_1 \to +\infty$ are actually necessary: otherwise, the limiting distribution exists but is not Gaussian, see [BKS20, Theorem 1.3]. We shall see in the sequel that if $|\lambda| = n$ and $T \sim U(\text{ST}(\lambda))$, then

$$\sum_{i=1}^{\ell(\lambda)} (i-1) \lambda_i \leq \text{maj}(T) \leq \binom{n}{2} - \sum_{i=1}^{\ell(\lambda)} \binom{\lambda_i}{2}$$

and the variance of $\text{maj}(T)$ is of order $O(n^3)$. Thus, in most cases, the values of $\text{maj}(T)$ are of order $O(n^2)$, and their fluctuations around the mean are of order $O(n^{3/2})$ and asymptotically normal. This raises the question of the large deviations of $\text{maj}(T)$ of order $O(n^2)$: given $y > 0$, what are the asymptotics of

$$\mathbb{P}[\text{maj}(T^{(n)}) - \mathbb{E}[\text{maj}(T^{(n)})] \geq yn^2]?$$
We obtain a product of ratios of the generating series of this statistics: and by Hwang–Zachavoras [HZ15]. Given 1.3. Cumulants of the major index. The starting point of the argument of [BKS20] is the following important remark, which is based on earlier works by Chen–Wang–Wang [CWW08] and by Hwang–Zachavoras [HZ15]. Given \( T \in \text{ST}(\lambda) \), set \( X(T) = \text{maj}(T) - b(\lambda) \), and consider the generating series of this statistics:

\[
\sum_{T \in \text{ST}(\lambda)} q^{X(T)} = \frac{\prod_{i=1}^{\lambda} (1 - q^i)}{\prod_{i \in \lambda} (1 - q^{h(i)})}.
\]

We obtain a product of ratios of \( q \)-integers \([a]_q = \frac{1 - q^a}{1 - q} \). This leads to simple formulas for the cumulants of the random variable \( X(T) \) with \( T \sim \mathcal{U}(	ext{ST}(\lambda)) \). Given a random variable whose Laplace transform \( \mathbb{E}[e^{tX}] \) is convergent on a disk \( D_{(0,R)} = \{ z \in \mathbb{C} \mid |z| < R \} \) with \( R > 0 \), we recall that the cumulants of \( X \) are the coefficients \( \kappa^{(r)}(X) \) of the log-Laplace transform:

\[
\log \mathbb{E}[e^{tX}] = \sum_{r=1}^{\infty} \frac{\kappa^{(r)}(X)}{r!} t^r \quad \text{in a neighborhood of 0.}
\]
The cumulants of $X$ are related to its moments by a Möbius inversion formula with respect to the lattice of set partitions:

$$\kappa^{(r)}(X) = \sum_{\pi \in \mathfrak{P}(r)} (-1)^{\ell(\pi)-1} (\ell(\pi) - 1)! \left( \prod_{j=1}^{\ell(\pi)} \mathbb{E}[X^{\pi_j}] \right),$$

the sum running over the set $\mathfrak{P}(r)$ of set partitions $\pi_1 \sqcup \pi_2 \sqcup \cdots \sqcup \pi_{\ell(\pi)}$ of the integer interval $[1, r]$. This combinatorial formula enables one to define the cumulants of $X$ assuming only that $X$ has moments of all order. Now, consider a finite set $\mathfrak{T}$ endowed with the uniform distribution, and a statistics $X : \mathfrak{T} \to \mathbb{N}$. The generating function $\mathbb{E}[q^X]$ is given by the ratio $P(q)/P(1)$, where

$$P(q) = \sum_{m=0}^{\infty} \left| \{ T \in \mathfrak{T} \mid X(T) = m \} \right| q^m; \quad P(1) = \sum_{m=0}^{\infty} \left| \{ T \in \mathfrak{T} \mid X(T) = m \} \right| = |\mathfrak{T}|.$$

**Lemma 2.** Suppose that the polynomial $P \in \mathbb{Z}[q]$ is given by a ratio of $q$-integers:

$$P(q) = \frac{\prod_{k=1}^{l} [b_k]_q}{\prod_{k=1}^{l} [a_k]_q},$$

where $\{a_1, \ldots, a_l\}$ and $\{b_1, \ldots, b_l\}$ are multisets of non-negative integers. Then, $X$ takes its values in $[0, n]$ with $n = \sum_{k=1}^{l} (b_k - a_k)$, and for any $r \geq 1$,

$$\kappa^{(r)}(X) = \frac{B_r}{r} \sum_{k=1}^{l} ((b_k)^r - (a_k)^r),$$

where $B_r$ is the $r$-th Bernoulli number. Consequently, the odd cumulants of $X$ of order larger than 3 vanish.

**Proof.** Denote $c_m = \left| \{ T \in \mathfrak{T} \mid X(T) = m \} \right|$, so that $P(q) = \sum_{m=0}^{n} c_m q^m$. By hypothesis, $P$ is a polynomial of degree $n$ and is the ratio of two polynomials $\prod_{k=1}^{l} (1 - q^{b_k})$ and $\prod_{k=1}^{l} (1 - q^{a_k})$ with degrees $\sum_{k=1}^{l} b_k$ and $\sum_{k=1}^{l} a_k$, so $n$ is equal to the difference of the two sums. Now, the Bernoulli numbers $B_r$ are defined by their generating series

$$\frac{t}{1 - e^t} = \sum_{r=0}^{\infty} B_r \frac{t^r}{r!} = 1 + t \frac{\partial}{\partial t} \left( \sum_{r=1}^{\infty} \frac{B_r}{r} \frac{t^r}{r!} \right),$$

so the divided Bernoulli numbers $\frac{B_r}{r}$ have for exponential generating series:

$$\sum_{r=1}^{\infty} \frac{B_r}{r} \frac{t^r}{r!} = \log \left( \frac{e^t - 1}{t} \right).$$

It suffices now to write, for $q = e^z$ with $z$ close to 0:

$$\log \mathbb{E}[e^{zX}] = \sum_{k=1}^{l} \log \left( \frac{e^{zb_k} - 1}{a_z a_k} - 1 \right) = \sum_{k=1}^{l} \log \left( \frac{e^{zb_k} - 1}{z b_k} \right) - \log \left( \frac{e^{za_k} - 1}{z a_k} \right) = \sum_{r=1}^{\infty} \frac{B_r}{r} z^r \left( \sum_{k=1}^{l} ((b_k)^r - (a_k)^r) \right).$$

Since $\frac{t}{1 - e^t} - \frac{t^2}{2} = t \coth \left( \frac{t}{2} \right)$ is an even function, the odd Bernoulli numbers of order $2r + 1 \geq 3$ all vanish. Therefore, $\kappa^{(2r+1)}(X) = 0$ for any $r \geq 1$. □
Let us discuss a bit the properties of the generating series \( \varphi(z) = \sum_{r=1}^{\infty} \frac{B_r}{r!} z^r = \log\left(\frac{e^z - 1}{z}\right) \) of the divided Bernoulli numbers. We shall also work with
\[
\phi(z) = \varphi(z) - \frac{z}{2} = \log\left(\frac{\sinh \frac{z}{2}}{\frac{z}{2}}\right) = \sum_{r=2}^{\infty} \frac{B_r}{r!} z^r,
\]
which is an even function. The Bernoulli numbers are related to the Riemann \( \zeta \) function by the equation:
\[
B_r = 2 \left(-\frac{1}{2}\right)^{r+1} r! \left(\frac{2\pi}{r}\right)^r \zeta(r)
\]
for \( r \) even. Therefore, \( |B_r| \approx 4\sqrt{\pi r} \left(\frac{r}{2\pi}\right)^r \) for \( r \) even, and the radius of convergence of the series \( \varphi \) and \( \phi \) is equal to \( 2\pi \). Indeed, these series exhibit two singularities at \( t = \pm 2i\pi \). However, the open disc \( D_{0,2\pi} \) is not the whole domain of definition and analyticity of these functions. Indeed, \( \phi'(z) = \frac{1}{2} \coth \frac{z}{2} - \frac{1}{z} \) makes sense for any \( z \notin 2i\pi \mathbb{Z} \), so if \( z \notin \mathbb{R} \), then we can set
\[
\phi(z) = \int_{0}^{1} \left( \frac{z}{2} \coth \frac{tz}{2} - \frac{1}{t} \right) \, dt.
\]
Thus, the functions \( \varphi(z) \) and \( \phi(z) \) admit analytic extensions to the domain
\[
\mathcal{D}_0 = \mathbb{C} \setminus (i[2\pi, +\infty) \cup i(-\infty, -2\pi])
\]
In several proofs hereafter, an important property of the domain \( \mathcal{D}_0 \) will be that it is stable by the operation \( z \mapsto xz \) for any \( x \in [-1, 1] \).

**Figure 1.** The domain of definition and analyticity of the series \( \phi(z) \) and \( \varphi(z) \).

With \( \mathcal{T} = ST(\lambda) \) and \( X(T) = \text{maj}(T) - b(\lambda) \), the random variable \( X \) satisfies the hypotheses of Lemma 2 with:
\[
|ST(\lambda)| \mathbb{E}[q^X] = P(q) = \frac{\prod_{i=1}^{n} q^{[i]} h(\square)_q}{\prod_{\square \in \lambda} [h(\square)]_q}.
\]
Therefore, for any \( r \geq 1 \),
\[
\kappa^{(r)}(\text{maj}(T) - b(\lambda)) = \frac{B_r}{r} \left( \sum_{i=1}^{[\lambda]} i^r - \sum_{\square \in \lambda} (h(\square))^r \right).
\]
A large part of our work will consist in analysing the asymptotics of this combinatorial formula when \( \lambda \) is a partition of growing size. If the growth of the sequence \( (\lambda^{(n)}) \) is specified a bit more precisely than in Theorem 1, then it is possible to write an asymptotic expansion of each \( r \)-th cumulant, which leads to an asymptotic expansion of the scaled log-Laplace transform
\[
\log \mathbb{E}[e^{\frac{\text{maj}(T^{(n)})}{n}}];
\]
see Theorem A. Then, standard arguments of probability theory enable the computation of the large deviation estimates and of the Kolmogorov distance (see Theorems B and C hereafter).
1.4. **Growing partitions and the Thoma simplex.** We are interested in the asymptotic behavior of the random variable $\text{maj}(T)$ when the underlying Young diagram $\lambda = \lambda^{(n)}$ has size $n$ and grows to infinity while having a certain limit shape. There are several notions of limit shapes for Young diagrams; in our setting, a natural assumption is that the rows $\lambda_1^{(n)}, \lambda_2^{(n)}, \ldots$ and the columns $\lambda_1^{(n)\prime}, \lambda_2^{(n)\prime}, \ldots$ grow with known asymptotic frequencies $(\alpha_i)_{i \geq 1}$ and $(\beta_i)_{i \geq 1}$:

$$\alpha_i = \lim_{n \to \infty} \frac{\lambda_i^{(n)}}{n} \quad ; \quad \beta_i = \lim_{n \to \infty} \frac{\lambda_i^{(n)\prime}}{n}.$$  

It is then convenient to introduce the so-called *Frobenius coordinates* of Young diagrams, and to use them in order to embed $\mathcal{Y} = \bigsqcup_{n \in \mathbb{N}} \mathcal{Y}(n)$ in the *Thoma simplex*. If $\lambda$ is an integer partition with size $n$, its Frobenius coordinates $(a_1, a_2, \ldots, a_d \mid b_1, b_2, \ldots, b_d)$ are the two sequences of half-integers which measure the size of the rows and columns of $\lambda$, starting from the diagonal; see Figure 2 for an example in size 11, with $d = 2$.

![Figure 2. Frobenius coordinates of the integer partition $\lambda = (5, 4, 2)$.](image)

By considering the Frobenius coordinates as areas of regions of the Young diagram, it is easy to see that the sum $\sum_{i=1}^d (a_i + b_i)$ is equal to the size of the partition $\lambda$. The Thoma simplex $\Omega$ is defined as the set of pairs of infinite nonincreasing sequences

$$\Omega = \left\{ ((\alpha_i)_{i \geq 1}, (\beta_i)_{i \geq 1}) \mid \alpha_1 \geq \alpha_2 \geq \cdots \geq 0, \quad \beta_1 \geq \beta_2 \geq \cdots \geq 0, \quad \sum_{i=1}^{\infty} (\alpha_i + \beta_i) \leq 1 \right\}.$$  

This infinite-dimensional simplex plays an important role in the asymptotic representation theory of the symmetric groups, because it parametrises the extremal characters of $\mathfrak{S}(\infty)$; see [Tho64; KV81] and [Mél17, Theorem 11.31]. Any integer partition $\lambda = (a_1, \ldots, a_d \mid b_1, \ldots, b_d)$ with size $n \geq 1$ can be seen as an element of the Thoma simplex, by associating to it the pair $\omega_\lambda = (\alpha, \beta)$ with

$$\alpha = \left( \frac{a_1}{n}, \frac{a_2}{n}, \ldots, \frac{a_d}{n}, 0, 0, \ldots \right) \quad ; \quad \beta = \left( \frac{b_1}{n}, \frac{b_2}{n}, \ldots, \frac{b_d}{n}, 0, 0, \ldots \right).$$  

We call *growing* a sequence of integer partitions $(\lambda^{(n)})_{n \geq 1}$ with $|\lambda^{(n)}| = n$ for any $n \geq 1$, and we say that it is *convergent* if it is growing and if the Thoma parameters $\omega_{\lambda^{(n)}}$ converge coordinatewise towards a parameter $\omega \in \Omega$. Equivalently, all the rows and columns of the partitions $\lambda^{(n)}$ rescaled by a factor $\frac{1}{n}$ admit limit frequencies. Notice that the sum of the coordinates of the Thoma parameter $\omega_\lambda$ of an integer partition is always equal to

$$\frac{a_1}{n} + \cdots + \frac{a_d}{n} + \frac{b_1}{n} + \cdots + \frac{b_d}{n} = \frac{n}{n} = 1.$$  

By the Fatou lemma, the sum of the coordinates of a limit $\omega$ of Thoma parameters of integer partitions is smaller than 1, and it can be strictly smaller than 1 (consider for instance the case where $\lambda^{(n)}$ is a square of size $[\sqrt{n}] \times [\sqrt{n}]$, plus a $O(\sqrt{n})$ additional boxes on its first row; then, the limit $\omega$ is the pair of null sequences).

**Lemma 3.** Given a sequence $(\omega^{(n)})_{n \geq 1} = (\alpha^{(n)}, \beta^{(n)})_{n \geq 1}$ of Thoma parameters, the following are equivalent:

1. The sequence $\omega^{(n)}$ converges to a parameter $\omega \in \Omega$.
2. The sequence $\omega^{(n)}$ is convergent.
3. The sequence $\omega^{(n)}$ is growing.

This result is a direct consequence of the asymptotic representation theory of the symmetric groups, and it allows to prove several results about the major index of random standard tableaux.
(1) The parameters $\omega^{(n)}$ converge coordinatewise towards a parameter $\omega$.

(2) For any $k \geq 2$, the $k$-th moments

$$p_k(\omega^{(n)}) = \sum_{i=1}^{\infty} (\alpha_i^{(n)})^k + (-1)^{k-1} \sum_{i=1}^{\infty} (\beta_i^{(n)})^k$$

converge towards $p_k(\omega)$.

Proof. Given a parameter $\omega = (\alpha, \beta) \in \Omega$, we set $\gamma = 1 - \sum_{i=1}^{\infty} (\alpha_i + \beta_i)$. Let $\mathcal{M}^1([-1, 1])$ be the set of Borel probability measures on $[-1, 1]$, endowed with the topology of weak convergence. By using standard arguments from the theory of weak convergence of probability measures (see for instance [Bil99]), it is not difficult to show that the map

$$\Omega \to \mathcal{M}^1([-1, 1])$$

$$(\alpha, \beta) \mapsto \mu_{(\alpha, \beta)} = \sum_{i=1}^{\infty} \alpha_i \delta_{\alpha_i} + \sum_{i=1}^{\infty} \beta_i \delta_{-\beta_i} + \gamma \delta_0$$

is a homeomorphism towards a closed subset of $\mathcal{M}^1([-1, 1])$. Since $[-1, 1]$ is a compact interval, the weak convergence of its probability measures is equivalent to the convergence of all the moments. The result follows since

$$\int_{-1}^{1} x^k \mu_\omega(dx) = p_{k+1}(\omega)$$

for any $k \geq 1$ and any $\omega \in \Omega$. □

In the sequel, we denote $p_1(\omega) = 1$ for any $\omega \in \Omega$, and if $\lambda = (a_1, \ldots, a_d \mid b_1, \ldots, b_d)$ is an integer partition with size $n = |\lambda| \geq 1$, we set

$$p_F^k(\lambda) = n^k p_k(\omega_\lambda) = \sum_{i=1}^{d} (a_i)^k + (-1)^{k-1} \sum_{i=1}^{d} (b_i)^k.$$  

The $p_F^k$ with $k \geq 1$ are the Frobenius moments; in particular, $p_1^F(\lambda) = |\lambda| = n$. One of the main tool that we shall use is the following:

**Theorem 4** (Asymptotics of the cumulants of the major index). Let $(\lambda^{(n)})_{n \geq 1}$ be a growing sequence of integer partitions; we denote $(T^{(n)})_{n \geq 1}$ the associated sequence of random standard tableaux. We have for any $r \geq 2$:

$$\kappa(r)(\text{maj}(T^{(n)})) = \frac{B_r}{r(r+1)} \left( (p_1^F)^{r+1} - p_{r+1}^F \right) + \frac{B_r}{2r} \left( (p_1^F)^r + \sum_{s=1}^{r-1} \binom{r}{s} (-1)^{s} p_s^F p_{r-s}^F \right) + O(n^{r-1}),$$

where $p_k^F = p_k^F(\lambda^{(n)}) = n^k p_k(\omega_\lambda^{(n)})$, and where the remainder is uniform with respect to the choice of a growing sequence.

At first sight, this might seem easy to prove, because the Frobenius coordinates of $\lambda$ dictate the geometry of its Young diagram, and because Equation (1) relates the cumulants of $\text{maj}(T)$ to the hook lengths of the cells of the Young diagram of $\lambda$, which also seem to be geometric observables. Unfortunately, the geometric connection between $(a_1, \ldots, a_d \mid b_1, \ldots, b_d)$ and $\{h(\Box) \mid \Box \in \lambda\}$ is more subtle than what one might think, for the following reason. If the cell $\Box$ is on the $i$-th row and $j$-th column and if it belongs to the square of size $d \times d$ in the bottom left corner of $\lambda$ ($i \leq d$ and $j \leq d$), then $h(\Box) = a_i + b_j$.

However, if $\Box$ does not belong to the bottom left square (and in general this is the case for a large proportion of boxes), then the relation between $h(\Box)$ and the Frobenius coordinates is much more complicated. For instance, if $\Box = (i, j)$ satisfies $i \leq d$ and $j > d$, then $h(\Box)$ depends


on $a_i$ and on which $i' > i$ satisfy $a_{i'} + i' + \frac{1}{2} \leq j$. Thus, the transformation of Equation (1) into Equation (2) (which is suitable to asymptotic analysis) is not immediate. We shall solve this problem by using a combinatorial bijection from the theory of integer partitions (see Lemma 10), and by making calculations in the so-called Kerov–Olshanski algebra of observables.

1.5. Main results and outline of the paper. We are now ready to state our main results regarding the asymptotic behavior of $\text{maj}(T^{(n)})$ when $T^{(n)} \sim \mathcal{U}(\text{ST}(\lambda^{(n)}))$ and $(\lambda^{(n)})_{n \geq 1}$ is a growing or convergent sequence of integer partitions. Given a parameter $\omega \in \Omega$, we denote $\mu_\omega$ the corresponding probability measure on $[-1, 1]$ (see Lemma 3), and

\[
\Lambda_\omega(z) = \int_{t=0}^{1} \int_{x=-1}^{1} (\phi(txz) - \phi(tz)) \mu_\omega(dx) dt;
\]

\[
\Psi_\omega(z) = \frac{1}{2} \int_{x=-1}^{1} \int_{y=-1}^{1} \left( \phi(z) + \frac{\phi((y-x)z) - \phi(yz) - \phi(-xz)}{xy} \right) \mu_\omega^2(dx dy).
\]

**Theorem A** (Asymptotic expansion of the log-Laplace transform). Let $(\lambda^{(n)})_{n \geq 1}$ be a growing sequence of integer partitions, $(T^{(n)})_{n \geq 1}$ the associated sequence of random standard tableaux, and $(\mu^{(n)})_{n \geq 1}$ the associated sequence of probability measures on $[-1, 1]$. If $X^{(n)} = \frac{\text{maj}(T^{(n)})}{n}$, then

\[
\log \mathbb{E} \left[ e^{z(X^{(n)} - \mathbb{E}[X^{(n)}])} \right] = n \Lambda_{\omega^{(n)}}(z) + \Psi_{\omega^{(n)}}(z) + o(1).
\]

The remainder $o(1)$ goes to 0 uniformly with respect to the growing sequence $(\lambda^{(n)})_{n \geq 1}$, and uniformly on any compact subset of the domain $\frac{1}{2} \mathbb{D}_0$.

**Theorem B** (Strong large deviations of the major index). Let $(\lambda^{(n)})_{n \geq 1}$ be a convergent sequence of integer partitions with associated Thoma parameters $(\omega^{(n)})_{n \geq 1}$ and limit parameter $\omega \in \Omega$. We suppose that $\omega$ is not one of the two pairs

$\omega_1 = ((1, 0, \ldots), (0, \ldots))$  ;  $\omega_{-1} = ((0, \ldots), (1, 0, \ldots)).$

(1) The function $\Lambda_\omega$ is even and strictly convex on $\mathbb{R}$.

(2) Fix a real number

\[
0 < y < \frac{1}{4} \left( 1 - \int_{x=-1}^{1} x \mu_\omega(dx) \right).
\]

We denote $\Lambda_{\omega^{(n)}}^*(y) = \sup_{h \in \mathbb{R}} (hy - \Lambda_{\omega^{(n)}}(h))$ the Legendre–Fenchel conjugate of $\Lambda_{\omega^{(n)}}$. There exists a unique parameter $h \in (0, +\infty)$ such that $h = \Lambda_{\omega^{(n)}}^*(y)$, and

\[
\mathbb{P}[\text{maj}(T^{(n)}) - \mathbb{E}[\text{maj}(T^{(n)})] \geq yn^2] = \frac{e^{-n(\Lambda_{\omega^{(n)}}^*(y))}}{h\sqrt{2\pi n \Lambda_{\omega^{(n)}}^*(h)}} e^{\Psi_\omega(h)} (1 + o(1)).
\]

(3) In particular, with the same assumptions on $y$ and $(\lambda^{(n)})_{n \geq 1},$

\[
\lim_{n \to \infty} \frac{\log \mathbb{P}[\text{maj}(T^{(n)}) - \mathbb{E}[\text{maj}(T^{(n)})] \geq yn^2]}{n} = -\Lambda_{\omega^{(n)}}^*(y).
\]
It will be clear from the proof of Theorem B that similar estimates hold for the probabilities $\mathbb{P}[\text{maj}(T^{(n)}) - \mathbb{E}[\text{maj}(T^{(n)})] \leq -ny^2]$; with the same assumptions on $y$, there exists a unique parameter $h_- \in (-\infty, 0)$ such that $h_- = \Lambda'_\omega(-y)$, and we have

$$\mathbb{P}[\text{maj}(T^{(n)}) - \mathbb{E}[\text{maj}(T^{(n)})] \leq -ny^2] = \frac{e^{-n(\Lambda'_\omega(\omega) - (-y))}}{|h_-|\sqrt{2\pi n\Lambda''_\omega(h_-)}} e^{\Psi_\omega(h_-)} (1 + o(1)).$$

The third part of Theorem B can also be stated as follows: given a convergent sequence $(\lambda^{(n)})_{n \geq 1}$ of integer partitions with limiting parameter $\omega \in \Omega \setminus \{\omega_1, \omega_\infty\}$, the sequence of random variables $(n^{-2}(\text{maj}(T^{(n)}) - \mathbb{E}[\text{maj}(T^{(n)})]))_{n \geq 1}$ satisfies a large deviation principle on $\mathbb{R}$ with speed $n$ and good rate function $\Lambda^*_\omega$ (see [DZ98, Section 1.2] for the general definition of a large deviation principle). However, let us remark that we are also able to describe the second order of the probabilities of large deviations: it is described by the same residue $\Psi_\omega$ as in the asymptotic expansion of the log-Laplace transforms. In the literature, these results are usually called precise, sharp or strong large deviation estimates.

**Remark 5.** As explained in Subsection 1.2, the previous results regard for the major index of a permutation $\sigma^{(n)}$ taken uniformly at random in a RSK class with growing shape $\lambda^{(n)}$. Let us then relate our asymptotic estimates to the case where $\sigma^{(n)}$ is taken uniformly at random in the whole symmetric group $\mathfrak{S}(n)$. This amounts to first choose at random an integer partition $\lambda^{(n)}$ according to the Plancherel measure

$$\mathbb{P}^{(n)}[\lambda^{(n)}] = \frac{|\text{ST}(\lambda^{(n)})|^2}{n!},$$

and then to take $T^{(n)} \sim \mathcal{U}(\text{ST}(\lambda^{(n)}))$. The asymptotics of the Plancherel measure on integer partitions are nowadays well known; see for instance [LS77; KV77; KV81; BDJ99; BOO00; Oko00; Oko01; IO02]. If one rescales the Young diagram $\lambda^{(n)} \sim \mathbb{P}^{(n)}$ in both directions by a factor $n^{-\frac{1}{2}}$, then this renormalised shape converges towards a continuous limiting curve (Logan–Shepp–Kerov–Vershik law of large numbers). In particular, the Frobenius coordinates of $\lambda^{(n)}$ all converge to 0, so in the Thoma simplex $\Omega$, we have the convergence in probability

$$\lambda^{(n)} \to \omega_0 = ((0, 0, \ldots), (0, 0, \ldots)).$$

Therefore, one can expect that at least for the first order, the asymptotics of $\text{maj}(\sigma^{(n)})$ with $\sigma^{(n)} \sim \mathcal{U}(\mathfrak{S}(n))$ are described by Theorems A and B, but in the special case where $\omega = \omega_0$ and $\mu_\omega = \delta_0$ is the Dirac measure at 0. Thus, one can predict:

$$\log \mathbb{E}\left[ e^{z\left(\frac{\text{maj}(\sigma^{(n)}) - \mathbb{E}[\text{maj}(\sigma^{(n)})]}{n}\right)} \right] = n \Lambda_{\omega_0}(z) + O(1) = n \int_{t=0}^{1} \phi(tz) \, dt + O(1).$$

This is indeed the case, as can be seen by using the following combinatorial argument. The distribution of the statistics maj over the symmetric group $\mathfrak{S}(n)$ is well known to be the same as the distribution of the number of inversions $\text{inv}$; see [Foa68; FS78] for a bijective proof of this identity. By induction on $n$, it is easy to see that the generating function of the number of inversions is:

$$\mathbb{E}[e^{z \text{maj}(\sigma^{(n)})}] = \mathbb{E}[e^{z \text{inv}(\sigma^{(n)})}] = \prod_{k=1}^{n} \frac{1 + e^z + e^{2z} + \cdots + e^{(k-1)z}}{k} = \prod_{k=1}^{n} \frac{e^{kz} - 1}{k(e^z - 1)}.$$
Using also the identity $E[\text{maj}(\sigma^{(n)})] = \frac{n(n-1)}{4}$, we therefore get:

$$
\log E \left[ e^{\frac{\text{maj}(\sigma^{(n)}) - E[\text{maj}(\sigma^{(n)})]}{n}} \right] = \sum_{k=1}^{n} \varphi \left( \frac{kz}{n} \right) - n \varphi \left( \frac{z}{n} \right) - \frac{(n-1)z}{4}
$$

$$
= \sum_{k=1}^{n} \phi \left( \frac{kz}{n} \right) - n \varphi \left( \frac{z}{n} \right) + \frac{z}{2}
$$

$$
= n \int_{t=0}^{1} \phi(tz) \, dt + \frac{1}{2} \phi(z) + O(n^{-1}).
$$

Here we used the Euler–Maclaurin formula in order to transform a Riemann sum into an integral; this argument will be used several times throughout the paper, see the proof of Lemma 12 for the details. We thus recover the expected term of order $O(n)$. The term of order $O(1)$ does not correspond with

$$
\Psi_0(z) = \frac{1}{2} \left( \phi(z) - \frac{z^2}{12} \right),
$$

and this is due to the fact that we are not taking into account the fluctuations of the RSK shape of $(\sigma^{(n)})$ around its limit $\omega_0$ (these fluctuations do not cancel when taking the log-Laplace transform, since it is a non-linear functional of probability measures). However, notice that the computation above yields an explicit term $\Psi(z)$ with order $O(1)$. So, one can adapt Theorem B and its proof to the case of $\text{maj}(\sigma^{(n)})$ with $\sigma^{(n)} \sim \mathcal{U}(\mathcal{S}(n))$, just by taking this residue $\Psi(z) = \frac{1}{2} \phi(z)$ instead of a function $\Psi_0(z)$. So, one obtains the strong large deviations of $\text{maj}(\sigma^{(n)})$, with an estimate of the probabilities of large deviations instead of their logarithms.

To our knowledge, this result is new.

**Theorem C** (Kolmogorov distance between the major index and its normal approximation). Let $(\lambda^{(n)})_{n \geq 1}$ be a growing sequence of integer partitions; we suppose to simplify that

$$
\max \left( \frac{\lambda_1^{(n)}}{n}, \frac{\lambda_1^{(n)}}{n} \right) \leq \frac{1}{2}
$$

for $n \geq n_0 \geq 4$ (in other words, the first row and the first column of $\lambda^{(n)}$ are not too close to $n$). Then, for $n \geq n_0$,

$$
d_{\text{Kol}} \left( \frac{\text{maj}(T^{(n)}) - E[\text{maj}(T^{(n)})]}{\sqrt{\text{var}[\text{maj}(T^{(n))}]}} \right), \mathcal{N}(0,1) \right) \leq \frac{C}{\sqrt{n}}
$$

for some universal constant $C \leq 30$.

Although Theorems B and C are not directly related, a control on the Kolmogorov distance between an exponentially tilted version of $\text{maj}(T^{(n)})$ and its normal approximation will be an important step towards the proof of the strong large deviation estimates. We close our introduction by making several remarks, and by giving a short outline of the proofs our our main results.

**Remark 6.** Taking the exponential of the asymptotic expansion given by Theorem A, we get:

$$
E \left[ e^{z(X^{(n)} - E[X^{(n)}])} \right] = e^{n \Lambda_0(z)} e^{\Psi_0(z)} (1 + o(1)).
$$

Informally, this can be understood as follows: as $n$ goes to infinity, the centered random variable $X^{(n)} - E[X^{(n)}]$ is approximated by the sum of $n$ independent and identically distributed random variables with Laplace transform $e^{\Lambda_0(z)}$, plus some remainder which is encoded in the Laplace sense by the multiplicative residue $e^{\Psi_0(z)}$. This viewpoint is the one of mod-$\phi$ convergent sequences of random variables, and this framework has been explored in particular in [JKN11;
An important assumption in these works is that $e^{a\Lambda_\omega(z)}$ is the Laplace transform of an infinitely divisible distribution, for instance a Poisson or Gaussian distribution. For the major index of a random standard tableau, the same ideas apply, but $e^{a\Lambda_\omega(z)}$ is not anymore the Laplace transform of a probability distribution (see Remark 25). Thus, we obtain our strong large deviation results by comparing in the Laplace sense a random variable $X(n)$ and something which is not a random variable, but which plays an analogous role in the computations. We believe that this idea is of independent interest, and that it could lead to important extensions of the aforementioned framework of mod-$\phi$ convergent sequences.

Remark 7. Theorem 1 relies on the analysis of Equation (1): indeed, this formula implies that the cumulants of order $r \geq 3$ of the rescaled random major indices go to 0 as $n$ goes to infinity, as long as the first row or first column of $\lambda = \lambda(n)$ does not contain almost all the cells. On the other hand, the theory of mod-Gaussian sequences admits a formulation in terms of upper bounds on the cumulants, see [FMN16, Section 9] and [FMN19, Sections 4-5]. So, it is natural to find the usual results from the theory of mod-$\phi$ sequences (Berry–Esseen estimates and strong large deviations) in the setting of random standard tableaux and their major indices. This also explains why we shall start our analysis by looking in details at the cumulants $\kappa(r)(\text{maj}(T(n)))$; although one could work directly with the log-Laplace transforms, it is much easier to first analyse the coefficients of these generating series, and then to resum them; see Remark 14.

Remark 8. In [BS20], several extensions of Theorem 1 are proved for other statistics of other random combinatorial objects, and in particular for the rank of a random semistandard tableau (semistandard means that the rows of the tableau are only weakly increasing, and therefore that one allows repetitions in the entries of the tableau). As the formula for the generating function of this statistics has a form very similar to the form of the generating series of the major index of a random standard tableau, it is almost certain that our main results have direct analogues in this setting, and with similar proofs.

The steps of the proof of our main results are the following:

- We relate the cumulants of $\text{maj}(T)$ to several other observables of the integer partition $\lambda$, in particular the Frobenius moments (Subsection 2.2) and the power sums of the contents (Subsection 2.3). This enables one to prove that $\kappa(r)(\text{maj}(T))$ is an observable of $\lambda$ in the sense of Kerov and Olshanski, and to determine the asymptotic behavior of each cumulant, thereby proving Theorem 4 (Subsection 2.4).

- Theorem C is then an easy consequence of the asymptotics of cumulants and of a general result relating the growth of the cumulants to the distance to the Gaussian distribution [FMN19, Corollary 30]; see Subsection 3.2.

- We resum the limits of the cumulants, and we prove that the limiting functions are the ones that appear in Theorem A (Subsection 3.1). We also show that the asymptotic estimates of the log-Laplace transforms hold not only on a disc of convergence of the power series $\phi(z)$ and $\varphi(z)$, but in fact on the domain $\frac{1}{2} \mathbb{D}_0$.

- Finally, in Subsection 3.3, given a convergent sequence $(\lambda(n))_{n \geq 1}$ with limiting parameter $\omega \in \Omega$, we study the behavior of the false Laplace transform $e^{a\Lambda_\omega(z)}$ on a line $z = h + i\xi$ with $h \neq 0$ fixed and $\xi \in \mathbb{R}$. We choose the parameter $h$ so that the random variable $\tilde{X}(n)$ obtained from $X(n)$ by an exponential tilting with strength $h$ has its mean close to $E[X(n)] + n\eta$ instead of $E[X(n)]$, and we prove a central limit theorem with explicit Berry–Esseen estimate for the tilted random variable $\tilde{X}(n)$. This central limit theorem leads to our Theorem B by standard arguments from the theory of large deviations.
2. Observables of integer partitions

In this section, \( \lambda = \lambda^{(n)} \) is an integer partition of size \( n \), and we aim to prove Theorem 4 by rewriting the equation for cumulants (1) in the Kerov–Olshanski algebra \( \mathcal{O} \) of observables of integer partitions. We refer to [KO94; IO02] and [Mel17, Chapter 7] for details on this algebra, which plays a major role in the asymptotic representation theory of symmetric groups and in the study of related models of large (random) integer partitions; see also [OO98] for the connection with shifted symmetric functions, and [IK99] for the realisation of \( \mathcal{O} \) as a subalgebra of the algebra of partial permutations. We shall mostly use the basis of Frobenius moments \( (\mu)_{\mu \in \mathcal{Y}} \) of \( \mathcal{O} \), but in order to deal with the power sums of contents \( (\mu)_{\mu \in \mathcal{Y}} \), it will be convenient to also work with the canonical basis of renormalised character values \( (\Sigma_\mu)_{\mu \in \mathcal{Y}} \) (see Subsection 2.3).

2.1. Cumulants and the Kerov–Olshanski algebra. We denote \( \mathcal{O} \) the algebra of functions from \( \mathcal{Y} = \bigcup_{n \in \mathbb{N}} \mathcal{Y}(n) \) to \( \mathbb{R} \) which is spanned algebraically by the Frobenius moments \( p_k^F \) with \( k \geq 1 \). By [IO02, Proposition 1.5], the Frobenius moments are algebraically independent, so if

\[
p_\mu = p_{\mu_1}^F p_{\mu_2}^F \cdots p_{\mu_t}^F
\]

for any integer partition \( \mu = (\mu_1, \mu_2, \ldots, \mu_t) \in \mathcal{Y} \), then \( (p_\mu^F)_{\mu \in \mathcal{Y}} \) forms a linear basis of \( \mathcal{O} \). In the following, the elements of \( \mathcal{O} \) will be called observables of Young diagrams or integer partitions. We endow \( \mathcal{O} \) with the gradation \( \deg p_\mu^F = |\mu| \); then, \( \mathcal{O} \) becomes a graded algebra, which is isomorphic to the graded algebra \( \text{Sym} \) of symmetric functions (see [Mac95, Chapter I]): a natural isomorphism consists in sending each Frobenius moment \( p_\mu^F \) to the corresponding product of Newton power sums \( p_\mu \). Theorem 4 admits then the following reformulation:

**Theorem 9** (The cumulants belong to the algebra of observables). For \( r \geq 2 \), the \( r \)-th cumulant of the statistics \( \text{maj}(T) \) with \( T \) uniformly chosen in \( \text{ST}(\lambda) \) is an element of the algebra of observables \( \mathcal{O} \). Moreover, \( \deg \kappa^{(r)}(\text{maj}(T)) = r + 1 \), and the terms with degree \( r + 1 \) and \( r \) in \( \kappa^{(r)}(\text{maj}(T)) \) are given by the formula of Theorem 4.

Note that Theorem 9 immediately implies the uniform remainder \( O(n^{r-1}) \) in Theorem 4. Indeed, for any \( \lambda^{(n)} \in \mathcal{Y}(n) \), \( p_\mu^F(\lambda^{(n)}) = n^{|\mu|} p_\mu(\omega_{\lambda^{(n)}}) \) for any \( \mu \in \mathcal{Y} \), and on the other hand, \( |p_\mu(\omega)| \leq 1 \) for any \( \omega \in \Omega \) and any \( \mu \in \mathcal{Y} \). So, if the terms with degree smaller than \( r - 1 \) in \( \kappa^{(r)}(\text{maj}(T)) \) write explicitly as

\[
\sum_{|\nu| \leq r-1} c_\nu p_\nu^F,
\]

then the evaluation of this remaining observable on an integer partition \( \lambda^{(n)} \in \mathcal{Y}(n) \) is bounded from above by

\[
\left( \sum_{|\nu| \leq r-1} |c_\nu| \right) n^{r-1},
\]

so it is a uniform \( O(n^{r-1}) \), regardless of the choice of an integer partition \( \lambda^{(n)} \).

The starting argument of the proof of Theorem 9 is the following:

**Lemma 10.** For any integer partition \( \lambda \) with length smaller than \( n \), we have the equality of multisets:

\[
\{h(\square), \quad \square \in \lambda\} \cup \{\lambda_i - \lambda_j + j - i, \quad 1 \leq i < j \leq n\}
\]

\[
= \{n + c(\square), \quad \square \in \lambda\} \cup \{1^{(n-1)}, 2^{(n-2)}, \ldots, (n-1)^1\}.
\]

where \( c(\square) = j - i \) is in \( i \)-th row and the \( j \)-th column of the Young diagram \( \lambda \) (content of a cell), and \( a^{(b)} \) denotes the sequence with \( b \) values equal to \( a \).
Proof. This identity is one of the main arguments of the proof of the Stanley hook length formula; see for instance [Mél17, Proposition 4.63].

As a consequence, for any \( r \) positive integer and any integer partition \( \lambda \) with size \( n \), we can rewrite

\[
\sum_{\square \in \lambda} (h(\square))^r = \sum_{\square \in \lambda} (n + c(\square))^r + \sum_{i=1}^{n} (n - i) i^r - \sum_{1 \leq i < j \leq n} (\lambda_i^* - \lambda_j^*)^r
\]

where \( \lambda_i^* = \lambda_i - i + \frac{1}{2} \) is the \( i \)-th descent of \( \lambda \). So, Equation (1) becomes

\[
\kappa^{(r)}(\text{maj}(T) - b(\lambda)) = \frac{B_r}{r} \left( \sum_{1 \leq i < j \leq n} (\lambda_i^* - \lambda_j^*)^r - \sum_{\square \in \lambda} (n + c(\square))^r - \sum_{i=1}^{n} (n - i - 1) i^r \right).
\]

Let us also write the consequence of Lemma 10 for the log-Laplace transform of \( \text{maj}(T) \), without extraction of its coefficients.

**Proposition 11.** For any integer partition \( \lambda \) with size \( n \geq 1 \) and any \( z \) such that \( 2z \in \mathcal{D}_0 \),

\[
\log \mathbb{E}\left[ e^{z \frac{\text{maj}(T)}{n}} \right] = \frac{b(\lambda)}{n} z + \sum_{1 \leq i < j \leq n} \varphi \left( \frac{(\lambda_i^* - \lambda_j^*)z}{n} \right) - \sum_{\square \in \lambda} \varphi \left( \left( 1 + \frac{c(\square)}{n} \right) z \right) - \sum_{k=1}^{n} (n-k-1) \varphi \left( \frac{kz}{n} \right),
\]

where \( T \sim \mathcal{U}(\text{ST}(\lambda)) \).

Proof. The assumption \( 2z \notin \mathcal{D}_0 \) ensures that both sides of the formula are well defined, since \( \lambda_i^* - \lambda_j^* \leq 2n \) for any pair \( (i, j) \), and \( n + c(\square) \leq 2n \) for any cell \( \square \in \lambda \). Set \( y = \frac{z}{n} \). We have

\[
\mathbb{E}[e^{z \text{maj}(T)}] = \frac{e^{b(\lambda) y} |\text{ST}(\lambda)|}{\prod_{\square \in \lambda} (e^{h(\square) y} - 1)} = \exp \left( b(\lambda) y + \sum_{k=1}^{n} \varphi(k y) - \sum_{\square \in \lambda} \varphi(h(\square) y) \right)
\]

by using the hook length formula \( |\text{ST}(\lambda)| = \prod_{\square \in \lambda} (e^{h(\square) y} - 1) \). As before, the result follows by replacing the sum over hook lengths by three sums involving the integers \( k \in [1, n] \), the contents of the cells of \( \lambda \) and the descent coordinates. \( \square \)

In order to prove Theorem 9, it suffices to treat the case of even cumulants, as the odd cumulants vanish. The cumulants of order \( r \geq 2 \) are invariant by translation, so \( \kappa^{(r)}(\text{maj}(T) - b(\lambda)) = \kappa^{(r)}(\text{maj}(T)) \). For any even integer \( r \geq 2 \), set

\[
\alpha_r = \frac{1}{2} \sum_{1 \leq i < j \leq n} (\lambda_i^* - \lambda_j^*)^r; \quad \beta_r = \sum_{\square \in \lambda} (n + c(\square))^r; \quad \gamma_r = \sum_{i=1}^{n} (n - i - 1) i^r.
\]

The even cumulant \( \kappa^{(r)}(\text{maj}(T)) \) is proportional to \( \alpha_r - \beta_r + \gamma_r \), and we shall analyse separately these quantities. We shall also work with the following holomorphic functions on \( \frac{1}{2} \mathcal{D}_0 \):

\[
\alpha(z) = \frac{b(\lambda)}{n} z + \sum_{1 \leq i < j \leq n} \varphi \left( \frac{(\lambda_i^* - \lambda_j^*) z}{n} \right);
\]

\[
\beta(z) = \sum_{\square \in \lambda} \varphi \left( \left( 1 + \frac{c(\square)}{n} \right) z \right);
\]

\[
\gamma(z) = \sum_{k=1}^{n} (n-k-1) \varphi \left( \frac{kz}{n} \right).
\]
We have $\log \mathbb{E}[\exp \frac{\text{maj}(T)}{n}] = \alpha(z) - \beta(z) - \gamma(z)$, and for $r \geq 2$, the $r$-th coefficient of the Taylor expansion of $\alpha(z)$ at $z = 0$ is equal to $\frac{B_r}{r} \frac{\alpha_r}{n^r}$, and similarly for the functions $\beta(z)$ and $\gamma(z)$.

Note that the term $\gamma_r$ is easy to compute: we have

$$\delta_r = \sum_{i=1}^{n} i^r = \frac{n^{r+1}}{r+1} + \sum_{s=1}^{r} \frac{B_s}{s!} r^{s-1} n^{r+1-s} = \frac{(p_1^F)^{r+1}}{r+1} + \sum_{s=1}^{r} \frac{B_s}{s!} r^{s-1} (p_1^F)^{r+1-s}$$

for $r \geq 1$, and $\gamma_r = (n-1) \delta_r - \delta_{r+1} = (p_1^F - 1) \delta_r - \delta_{r+1}$. Therefore, $\gamma_r$ is an observable with degree $r + 2$, and we have the following expansion with respect to the degree for $r \geq 2$:

$$\gamma_r = \frac{(p_1^F)^{r+2}}{(r+1)(r+2)} - \frac{(p_1^F)^{r+1}}{r+1} - \frac{7 (p_1^F)^r}{12} + \text{terms of degree smaller than } r - 1. \quad (\gamma)$$

In order to prove Theorem A, we shall also use the following control of the function $\gamma(z)$.

**Lemma 12.** If $z \in \mathcal{D}_0$, then

$$\left| \gamma(z) - \int_{t=0}^{1} (n^2(1-t) - n) \varphi(tz) \, dt \right|$$

is locally uniformly bounded.

**Proof.** The Euler–Maclaurin formula ensures that for $f$ smooth function on $[0, n]$,

$$\sum_{k=1}^{n} f(k) = \int_{0}^{n} f(x) \, dx + \frac{f(n) - f(0)}{2} + \frac{f'(n) - f'(0)}{12} + O(n\|f''\|_{\infty}),$$

with a universal constant in the $O(\cdot)$. With $f(x) = (n - x - 1) \varphi(\frac{nx}{n})$, $\|f''\|_{\infty}$ is a $O(n^{-1})$, with a uniform constant in the $O(\cdot)$ if $z$ stays in a compact subset $K$ of $\mathcal{D}_0$. Indeed, if $x \in [-1, 1]$, then the scaled parameter $xz$ also stays in a compact subset $K'$ of $\mathcal{D}_0$; see Figure 4, where $K$ is in purple and $K' \setminus K$ is in blue. The result follows now immediately by making the change of variable $x = nt$ in the main term of the Euler–Maclaurin formula.

\[\square\]
2.2. Descents and Frobenius moments. Given an integer partition \( \lambda \), let us denote \( A(\lambda) = (a_1, \ldots, a_d) \) and \( B(\lambda) = (-b_1, \ldots, -b_d) \), so that \( p^F_\alpha(\lambda) = \sum_{x \in A(\lambda)} x^r - \sum_{x \in B(\lambda)} x^r \). The signed Frobenius coordinates are related to the set of descent coordinates \( D(\lambda) = \{ \lambda_i - i + \frac{1}{2}, i \geq 1 \} \) by the relations:

\[
A(\lambda) = \mathbb{Z}_+ \cap D(\lambda) \quad ; \quad B(\lambda) = \mathbb{Z}_- \setminus (\mathbb{Z}_+ \cap D(\lambda)),
\]

where \( \mathbb{Z}' = \mathbb{Z} + \frac{1}{2} \) is the set of half-integers; see \cite[Proposition 1.1]{IO02}. These relations are obvious if one draws the Young diagram \( \lambda \) with the Russian convention, that is to say rotated by 45 degrees and with cells of area 2; see Figure 5.
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Figure 5. The descent coordinates of the integer partition \( \lambda = (5, 4, 2) \).

As a consequence,

\[
p^F_\alpha(\lambda) = \sum_{i \geq 1} \left( \lambda_i - i + \frac{1}{2} \right)^r \bigg( -i + \frac{1}{2} \bigg)^r ;
\]

see \cite[Proposition 1.4]{IO02}. Therefore, for \( r \geq 2 \) even, the term \( \alpha_r \) admits the following expansion in terms of the Frobenius moments and of the sums \( \delta^*_s = \sum_{i=1}^n (i - \frac{1}{2})^r \):

\[
\alpha_r = \frac{1}{2} \sum_{s=0}^{r} \binom{r}{s} (-1)^{r-s} \left( \sum_{i=1}^n (\lambda^*_i)^s \right) \left( \sum_{j=1}^n (\lambda^*_j)^{r-s} \right) = \frac{1}{2} \sum_{s=0}^{r} \binom{r}{s} (-1)^{r-s} (p^F_s + (-1)^s \delta^*_s)(p^F_{r-s} + (-1)^r \delta^*_{r-s}) = \frac{1}{2} \sum_{s=0}^{r} \binom{r}{s} ((-1)^s p^F_s p^F_{r-s} + (-1)^r \delta^*_{r-s} + 2 \delta^*_s p^F_{r-s}).
\]

Obviously, \( \delta^*_s = \sum_{s=0}^{r} \binom{r}{s} (-1)^{r-s} \delta_s \), so the formula above proves that \( \alpha_r \) belongs to the algebra \( \mathcal{O} \). Moreover, it is of degree \( r + 2 \), and we obtain its leading terms:

\[
\alpha_r = \frac{(p^F_1)^{r+2}}{(r + 1)(r + 2)} + \frac{1}{2} \sum_{s=0}^{r} \binom{r}{s} \left( \frac{2(p^F)^{s+1}}{s + 1} + (-1)^r p^F_sp^F_{r-s} \right) - \frac{(p^F_1)^r}{12} + \cdots \quad (\alpha)
\]

by computing some combinatorial sums, for instance \( \sum_{s=0}^{r} \binom{r}{s} \frac{(-1)^s}{s+1(r-s+1)} = \frac{2}{(r+1)(r+2)} \) for \( r \) even. The remainder is an observable with degree smaller than \( r - 1 \), for any \( r \geq 2 \). The following lemma is the corresponding control of the function \( \alpha(z) \):

Lemma 13. If \( z \in \frac{1}{2} \mathbb{Z}_0 \), then

\[
\left| \alpha(z) - \int_{t=0}^1 \int_{x=-1}^1 \left( n^2(1-t) \varphi(tz) + n \frac{\varphi((x+t)z) - \varphi(tz)}{x} \right) \mu^{(n)}(dx) \, dt \right|,
\]

is locally uniformly bounded, independently from the growing sequence \( (\lambda^{(n)})_{n \geq 1} \).
Proof. First, let us remove the linear terms from $\alpha$ and $\varphi$. We have

$$b(\lambda) + \frac{1}{2} \sum_{1 \leq i < j \leq n} (\lambda_i^* - \lambda_j^*) = \frac{1}{2} \left( \sum_{i=1}^{n} (n-1)\lambda_i + \sum_{1 \leq i < j \leq n} (j-i) \right)$$

$$= \frac{n(n-1)}{2} + \frac{n(n-1)(n+1)}{12} = \frac{n^3}{12} + \frac{n^2}{2} - \frac{7n}{12},$$

and on the other hand,

$$B_{1} \int_{t=0}^{1} \int_{x=-1}^{1} (n^2 (1-t) z + n z) \mu^{(n)}(dx) \ dt = \frac{n^2 z}{12} + \frac{nz}{2},$$

so the lemma is equivalent to the locally uniform boundedness of

$$\overline{\alpha}(z) - \int_{t=0}^{1} \int_{x=-1}^{1} \left( n^2 (1-t) \phi(tz) + n \frac{\phi((x+t)z) - \phi(tz)}{x} \right) \mu^{(n)}(dx) \ dt$$

with $\overline{\alpha}(z) = \frac{1}{2} \sum_{1 \leq i, j \leq n} \phi(\frac{\lambda_i^* - \lambda_j^*}{n} z)$. We now consider the interval of half-integers

$$I_n = \left\{ -n + \frac{1}{2}, -n + \frac{3}{2}, \ldots, -\frac{1}{2} \right\},$$

which contains $n$ entries. If $F(\lambda) = A(\lambda) \cup B(\lambda)$ and $D_n = \{\lambda_i - i + \frac{1}{2}, 1 \leq i \leq n\}$, then by the discussion at the beginning of this paragraph, $D_n$ is the symmetric difference $(F(\lambda))\Delta(I_n)$. Therefore, for any even function $G$,

$$\sum_{x,y \in D_n} G(y-x) = \sum_{x,y} 1_{x \in D_n} 1_{y \in D_n} G(y-x)$$

$$= \sum_{x,y} (1_{x \in F} + 1_{x \in I_n} - 2 1_{x \in B})(1_{y \in F} + 1_{y \in I_n} - 2 1_{y \in B}) G(y-x)$$

$$= \sum_{x,y} (1_{x \in A} + 1_{x \in I_n} - 1_{x \in B})(1_{y \in A} + 1_{y \in I_n} - 1_{y \in B}) G(y-x)$$

$$= \sum_{x,y \in F} \text{sgn}(xy) G(y-x) + 2 \sum_{x \in F, y \in I_n} \text{sgn}(x) G(y-x) + \sum_{x \in I_n} G(y-x). \quad (4)$$

With $G(t) = \frac{1}{2} \phi(\frac{iz}{n})$, the first term of (4) rewrites as

$$\sum_{x,y \in F} \text{sgn}(xy) G(y-x) = \frac{1}{2} \int_{x=-1}^{1} \int_{y=-1}^{1} \frac{\phi((y-x)z)}{xy} \mu^{(n)\otimes 2}(dx \ dy)$$

$$= \frac{1}{2} \int_{x=-1}^{1} \int_{y=-1}^{1} \frac{\phi((y-x)z) - \phi(yz) - \phi(-xz)}{xy} \mu^{(n)\otimes 2}(dx \ dy),$$

by using on the second line the vanishing of $\int_{-1}^{1} \frac{\mu^{(n)}(dx)}{x^3}$, which comes from the fact that $\lambda$ has the same number of positive and negative Frobenius coordinates. The double integral above is involved in the $O(1)$ term of the asymptotics of the log-Laplace transform; let us just explain why it is locally uniformly bounded with respect to the variable $z$. We are integrating against a probability measure on $[-1, 1]^2$ the function

$$G(x, y, z) = \begin{cases} 
\phi((y-x)z) - \phi(yz) - \phi(-xz) & \text{if } xy \neq 0, \\
\frac{1}{y} \left( 1 - \frac{xy}{2} \coth \frac{xy}{2} \right) & \text{if } x = 0 \text{ and } y \neq 0, \\
\frac{1}{x^2} \left( 1 - \frac{xy}{2} \coth \frac{xy}{2} \right) & \text{if } x \neq 0 \text{ and } y = 0, \\
\frac{1}{x^2} & \text{if } x = y = 0,
\end{cases}$$

which is continuous on $[-1, 1]^2 \times \mathcal{D}_0$. Therefore, if $z$ stays in a compact subset $K$ of $\mathcal{D}_0$, then $G(x, y, z)$ is uniformly bounded by some constant $C(K)$ (continuous function on a compact), and the integral $\int_{[-1,1]^2} G(x, y, z) \mu^{(n)\otimes 2}(dx \ dy)$ is also bounded by $C(K)$. 


We now deal with the two remaining terms of Equation (4). We have
\[
2 \sum_{x \in F, y \in I_n} \text{sgn}(x) G(y - x) = \int_{x=-1}^{1} \left( \sum_{y \in -I_n} \frac{\phi((x + \frac{y}{n})z)}{x} \right) \mu^{(\gamma)}(dx)
\]
\[
= n \int_{t=0}^{1} \int_{x=-1}^{1} \frac{\phi((x + t)z)}{x} \mu^{(\gamma)}(dx) dt + O(n^{-1}).
\]
Indeed, the sum over half-integers in \(-I_n\) is a Riemann sum with middle points, and for any smooth function \(f\) on \([0, 1]\),
\[
\left| \sum_{y \in -I_n} f\left(\frac{y}{n}\right) - n \int_{0}^{1} f(t) dt \right| \leq \frac{\|f''\|_{\infty}}{24n^2}.
\]
We use this estimate with \(f(t) = \phi((x + t)z)\), and the remainder is a uniform \(O(n^{-1})\) if \(z\) stays in a compact subset of \(\mathcal{D}_0\). By using as before the vanishing of \(\int_{-1}^{1} \frac{1}{x} \mu^{(\gamma)}(dx)\), we can replace \(\phi((x + t)z)\) by the difference \(\phi((x + t)z) - \phi(tz)\), thereby getting the term of order \(n\) in our asymptotic expansion of \(\bar{\sigma}(z)\). Finally,
\[
\sum_{x,y \in I_n} G(y - x) = \frac{n^2}{2} \int_{u=0}^{1} \int_{v=0}^{1} \phi(|u - v|) du dv + O(n^{-1})
\]
by using twice the argument of Riemann sums with middle points, and the even character of the function \(\phi\). Since the image of the Lebesgue measure on the square \([0, 1]^2\) by the map \((u, v) \mapsto |u - v|\) is the density \(2(1 - t) dt\) on \([0, 1]\), we thus obtain the term of order \(n^2\).

Remark 14. The integral formula from Lemma 13 can be derived directly from Equation (α) if \(|z| < \pi\), by resummation of the series \(\varphi\). The interest of Lemma 13 lies in the control on the whole domain \(\frac{1}{2} \mathcal{D}_0\); and the same remark applies to the functions \(\beta(z)\) and \(\gamma(z)\), see Lemmas 12 and 17. Technically, we could have dealt only with the analytic functions \(\alpha(z)\), \(\beta(z)\) and \(\gamma(z)\), but it is very difficult to guess the correct form of the integrals approximating these functions. For instance, the term of order \(n\) in the control of \(\alpha(z)\) can be written as
\[
\int_{t=0}^{1} \int_{x=-1}^{1} \frac{\varphi((x + t)z) - \varphi(tz)}{x} \mu^{(\gamma)}(dx) dt
\]
or as
\[
\int_{t=0}^{1} \int_{x=-1}^{1} \frac{(1 + x) \varphi((1 + x)tz) - \varphi(tz) - x \varphi(txz)}{x} \mu^{(\gamma)}(dx) dt,
\]
and it is almost impossible to guess the correct form without using the cumulants as a guide. In order to prove that the integrals above are equal, it seems also necessary to expand the power series \(\varphi\), which again leads us to the cumulants (in this regard, see the end of the proof of Lemma 17). Another reason why cumulants are useful is that thanks to the properties of the Kerov–Olshanski algebra of observables, it is easy to compute the limits of the cumulants and then sum these limits; and in particular this is much easier than to find directly the \(O(1)\) term in the asymptotic expansion of the log-Laplace transform of the scaled random major index. The validity of the summation of the limits will be explained in Subsection 3.1.

2.3. Symmetric functions of the contents. For any \(r \geq 1\), \(\beta_r = \sum_{\square \in \lambda} (n + c(\square))^r\) is a symmetric function of the contents of the cells of the Young diagram of \(\lambda\) with coefficients in \(\mathbb{Z}[n]\), so by [Mél17, Theorem 8.26], it is an observable in the Kerov–Olshanski algebra. In order to compute its leading terms, let us introduce another combinatorial basis of this algebra,
which is based on the representation theory of the symmetric groups. For any integer partitions \( \lambda \) and \( \mu \) with respective sizes \( n \) and \( k \), denote \( n^{jk} = n(n-1) \cdots (n-k+1) \), and set

\[
\Sigma^\mu_\lambda(n) = \begin{cases} 
\frac{n^{jk} \text{ch}^{\lambda}((\mu \cdot 1)(n-k))}{\text{ch}^{\lambda}(1(n))} & \text{if } n \geq k, \\
0 & \text{if } n < k.
\end{cases}
\]

Here, \( \text{ch}^{\lambda} \) denotes the character of the irreducible representation of the symmetric group \( \mathfrak{S}(n) \) with label \( \lambda \); later we shall use the notation

\[
\chi^{\lambda} = \frac{\text{ch}^{\lambda}(\cdot)}{\text{ch}^{\lambda}(1(n))}
\]

for the normalised irreducible character. The irreducible character \( \text{ch}^{\lambda} \) can be seen as a function on the set \( \mathcal{Y}(n) \) of integer partitions of size \( n \) (the conjugacy classes of the symmetric group \( \mathfrak{S}(n) \)), and also as a function from the group algebra \( \mathbb{C}\mathfrak{S}(n) \) to \( \mathbb{C} \). We refer to [Sag01] and to [Mél17, Chapters 2 and 3] for details on the representation theory of \( \mathfrak{S}(n) \) and the construction of its irreducible representations. It turns out that the family of symbols \( (\Sigma^\mu_\lambda)_{\mu \in \mathcal{Y}} \), viewed as functions from \( \mathcal{Y} \) to \( \mathbb{R} \), forms a linear basis of the algebra \( \mathcal{O} \). Moreover, \( \deg \Sigma^\mu_\lambda = |\mu| \) for any integer partition \( \mu \), and \( \Sigma^\mu_\lambda - p^\mu_\lambda \) has degree smaller than \( |\mu| - 1 \); see [Mél17, Theorems 7.4 and 7.13].

**Proposition 15.** Given an integer partition \( \lambda \) and \( k \geq 1 \), we denote

\[
p^\square_k(\lambda) = \sum_{\square \in \lambda} (c(\square))^k
\]

the \( k \)-th power sum of the contents of the cells of \( \lambda \). This function is an observable of Young diagrams with degree \( k+1 \), and for any \( k \geq 1 \),

\[
p^\square_k = \frac{\Sigma_{k+1}}{k+1} + \frac{1}{2} \sum_{j=1}^{k-1} \Sigma_j \Sigma_{k-j} + \text{terms with degree smaller than } k-1.
\]

**Proof.** Note that power sums of the contents have been studied extensively in [LT01]; hereafter, we prove the formula for the leading terms of \( p^\square_k \) by reinterpreting \( \mathcal{O} \) as the Ivanov–Kerov algebra of partial permutations [IK99]. Given two finite subsets \( A \) and \( B \) of \( \mathbb{N}^* \) and two permutations \( \sigma \in \mathfrak{S}(A) \) and \( \tau \in \mathfrak{S}(B) \), we can define the product of the two pairs \( (\sigma, A) \) and \( (\tau, B) \) by

\[(\sigma, A) \cdot (\tau, B) = (\sigma \circ \tau, A \cup B).
\]

This definition gives rise to a semigroup \( \mathcal{P} \) whose elements are the pairs \( (\sigma, A) \) with \( A \) a finite subset of \( \mathbb{N}^* \) and \( \sigma \in \mathfrak{S}(A) \). These pairs are called partial permutations, and a filtration of \( \mathcal{P} \) is provided by \( \deg(\sigma, A) = |A| \). We continue to denote \( \mathcal{P} \) the algebra whose elements are the formal linear combinations of partial permutations with bounded degree. For any integer partition \( \mu \) with size \( k \), set

\[
\Sigma^\mu = \sum_{i_1 \neq i_2 \neq \cdots \neq i_k} ((i_1, \ldots, i_{\mu_1})(i_{\mu_1+1}, \ldots, i_{\mu_1+\mu_2}) \cdots (i_1, \ldots, i_k)),
\]

the sum running over \( k \)-arrangements of positive integers. The linear span of the elements \( \Sigma^\mu \) is the subalgebra \( \mathcal{P}^{1(\infty)} \) of elements of \( \mathcal{P} \) which are invariant by the conjugation action of \( \mathfrak{S}(\infty) \):

\[
\tau \cdot (\sigma, A) = (\tau \sigma \tau^{-1}, \tau(A)).
\]

Then, the identification of the symbols \( \Sigma^\mu \) in \( \mathcal{P}^{1(\infty)} \) and in \( \mathcal{O} \) gives rise to an isomorphism of filtered algebras; see [Mél17, Section 7.3]. Let us now introduce the generic Jucys–Murphy
elements

\[ X_1 = 0 \quad ; \quad X_{n \geq 2} = \sum_{i=1}^{n-1} \left( (i, n), \{i, n\} \right); \]

they are elements of degree 2 in the algebra \( \mathcal{P} \) of partial permutations. For any \( k \geq 1 \),

\[ e_k(X_1, X_2, X_3, \ldots, X_n, \ldots) = \sum_{\mu \in \mathcal{Y}(k)} \frac{\Sigma_{\mu+1}}{z_{\mu+1}}, \]

where \( \mu + 1 \) denotes the integer partition \((\mu_1 + 1, \mu_2 + 1, \ldots, \mu_\ell + 1)\); see [Mél17, Lemma 8.24].

For any \( n \geq 1 \), the linear map

\[ \pi_n : \mathcal{P} \to \mathbb{C} \mathfrak{S}(n) \]

\[ (\sigma, A) \mapsto \begin{cases} \sigma & \text{if } A \subset [1, n] \\ 0 & \text{otherwise} \end{cases} \]

is a morphism of algebras, and it sends \( \mathcal{P}^{\mathcal{S}(\infty)} \) to the center \( Z(\mathbb{C} \mathfrak{S}(n)) \). We then have, for any integer partition \( \lambda \in \mathcal{Y}(n) \),

\[ \Sigma_{\mu}(\lambda) = \chi^\lambda(\pi_n(\Sigma_{\mu})), \]

where on the left-hand side we evaluate the observable \( \Sigma_{\mu} \) on the integer partition \( \lambda \), and on the right-hand side we consider the symbol \( \Sigma_{\mu} \in \mathcal{P}^{\mathcal{S}(\infty)} \), project it onto \( Z(\mathbb{C} \mathfrak{S}(n)) \) by the map \( \pi_n \), and then evaluate the normalised irreducible character \( \chi^\lambda \) on this linear combination of conjugacy classes. Now, if \( m \leq n \), then \( \pi_n(X_m) = J_m \) is a special element of \( \mathbb{C} \mathfrak{S}(n) \); this Jucys–Murphy element acts diagonally on a certain basis \((b_T)_{T \in \mathfrak{S}(\lambda)} \) of the irreducible representation of \( \mathfrak{S}(n) \) with label \( \lambda \), and more precisely,

\[ J_m b_T = c(m, T) b_T, \]

c\((m, T)\) being the content of the cell labeled \( m \) in the standard tableau \( T \); see [OV04] and [Mél17, Theorem 8.14]. Therefore, for any \( k \geq 1 \), the elementary symmetric function of the contents

\[ e_k^\square(\lambda) = \sum_{\square_1 < \square_2 < \cdots < \square_k} c(\square_1) c(\square_2) \cdots c(\square_k) \]

is an observable in the algebra \( \mathcal{O} \) (in the formula above, we have fixed an arbitrary total order on the cells of the Young diagram \( \lambda \), for instance the one coming from a labeling of the cells by a standard tableau). Indeed, if we endow the irreducible representation with label \( \lambda \) with the scalar product for which \((b_T)_{T \in \mathfrak{S}(\lambda)} \) is an orthonormal basis, then

\[ e_k^\square(\lambda) = \frac{1}{\dim \lambda} \sum_{T \in \mathfrak{S}(\lambda)} \sum_{m_1 < m_2 < \cdots < m_k} \langle c(m_1, T) c(m_2, T) \cdots c(m_k, T) b_T | b_T \rangle \]

\[ = \frac{1}{\dim \lambda} \sum_{T \in \mathfrak{S}(\lambda)} \sum_{m_1 < m_2 < \cdots < m_k} \langle J_{m_1} J_{m_2} \cdots J_{m_k} b_T | b_T \rangle \]

\[ = \chi^\lambda(e_k(J_1, J_2, \ldots, J_n)) = \chi^\lambda(\pi_n(e_k(X_1, X_2, \ldots))) = \sum_{\mu \in \mathcal{Y}(k)} \frac{\Sigma_{\mu+1}(\lambda)}{z_{\mu+1}}, \]

by using the aforementioned expansion of the elementary function of the generic Jucys–Murphy elements. The relation

\[ p_k = (-1)^k k \sum_{\mu \in \mathcal{Y}(k)} \frac{(-1)^{\ell(\mu)-1} (\ell(\mu) - 1)!}{\prod_{s \geq 1}(m_s(\mu))!} e_\mu \]

between the power sums \( p_k \) and the elementary symmetric functions \( e_k \) in the algebra \( \text{Sym} \) translates then to the same relation between the functions \( p_k^\square \) and \( e_k^\square \), and therefore proves that
the functions $p_k^\Box$ belong to $\mathcal{O}$. Moreover, for the same reason as above,

$$p_k^\Box(\lambda) = \chi^\lambda(\pi_n(p_k(X_1, X_2, \ldots)))$$

so in order to prove the proposition, it now suffices to compute the $k$-th power sum of the generic Jucys–Murphy elements. We have

$$(X_n)^k = \sum_{i_1, \ldots, i_k < n} ((i_1, n)(i_2, n) \cdots (i_k, n), \{i_1, i_2, \ldots, i_k, n\}),$$

so $\deg(X_n)^k \leq k + 1$ for any $k \geq 1$. More precisely, the elements with degree $k + 1$ are those such that $i_1 \neq i_2 \neq \cdots \neq i_k$, and we then have $(i_1, n)(i_2, n) \cdots (i_k, n) = (n, i_k, \ldots, i_2, i_1)$. Therefore, the component with degree $k + 1$ of $(X_n)^k$ is

$$\sum_{i_1, \ldots, i_k < n \text{ and } i_1 \neq i_2 \neq \cdots \neq i_k} ((i_k, \ldots, i_1, n), \{i_1, \ldots, i_k, n\}).$$

Similarly, the component with degree $k$ of $(X_n)^k$ is the sum of the product of transpositions $(i_1, n), \ldots, (i_k, n)$ with exactly one pair $(k_1, k_2)$ such that $1 \leq k_1 < k_2 \leq k$ and $i_{k_2} = i_{k_2}';$ all the other indices are distinct. Since

$$(i_1, n)(i_2, n) \cdots (i_k, n) \cdots (i_k, n) \cdots (i_k, n) = (i_{k-1} - 1, i_{k-1}, i_{k-1} + 1, i_{k-1} + 1, \ldots, i_{k-1} + 1, i_{k-1} + 1) = (i_{k-1} - 1, i_{k-1}, i_{k-1} + 1, \ldots, i_{k-1} + 1, i_{k-1} + 1)$$

is a disjoint product of a $k - (k_2 - k_1)$ cycle with a $k_2 - k_1$ cycle, we see that the terms with degree $k$ in $(X_n)^k$ are given by:

$$= \sum_{1 \leq k_1 < k_2 \leq k} \sum_{a_1 \neq a_2 \neq \cdots \neq a_{k_2 - k_1} \neq b \neq b_2 - k_1} ((a_1, \ldots, a_{k_2 - k_1}, n)(b_1, \ldots, b_{k_2 - k_1}), \{a_x, b_y, n\})$$

$$= \sum_{j=1}^{k-1} (k - j) \sum_{a_1 \neq a_2 \neq \cdots \neq a_{j-1} \neq b \neq b_j} ((a_1, \ldots, a_{j-1}, n)(a_1, \ldots, b_j), \{a_x, b_y, n\}).$$

Let us now take the sum over $n \geq 1$ of the terms with degree $k + 1$ and $k$. The homogeneous component with degree $k + 1$ of $p_k(X_1, X_2, \ldots, X_n, \ldots)$ is

$$\sum_{i_1, i_2 \neq \cdots \neq i_{k+1}} ((i_{k+1}, \ldots, i_2, i_1), \{i_1, i_2, \ldots, i_{k+1}\}) = \frac{\Sigma_{k+1}}{k + 1},$$

the factor $\frac{1}{k + 1}$ taking into account the choice of a maximum in a $(k + 1)$-cycle. Similarly, the homogeneous component with degree $k$ in $p_k(X_1, X_2, \ldots, X_n, \ldots)$ is

$$= \sum_{j=1}^{k-1} (k - j) \sum_{a_1 \neq a_2 \neq \cdots \neq a_{j-1} \neq a_{k-j} \neq b \neq b_j} ((a_1, \ldots, a_{j-1}, a_{k-j})(a_1, \ldots, b_j), \{a_x, b_y\})$$

$$= \frac{1}{2} \sum_{j=1}^{k-1} \Sigma(j, k-j),$$

with by convention $\Sigma(j, k-j) = \Sigma(k-j, j)$ if $j < \frac{k}{2}$. Indeed, the factors $(k - j)$ are compensated by the choice of a maximum in one cycle, and the factor $\frac{1}{2}$ corresponds to the choice of one of the two cycles which contains the maximum. Notice that $\Sigma(j, k-j) - \Sigma(j, j)$ has degree smaller than $k - 1$; this follows from a more general rule for the product of symbols $\Sigma_\mu$, see [Mèl17, Proposition 7.6]. The claimed formula for the leading terms of $p_k^\Box$ is now obtained by using the projection $\pi_n$ of $\mathcal{P}(\infty)$ onto $\mathcal{Z}(\mathcal{C}(n))$ and the evaluation of a normalised irreducible character $\chi^\lambda$. \qed
Corollary 16. For any \( k \geq 1 \),
\[
p_k = \frac{p_{k+1}^F}{k+1} + \text{terms with degree smaller than } k - 1.
\]

Proof. This follows immediately from Proposition 15 and from the following expansion of the symbols \( \Sigma_k \) in the basis of Frobenius moments: for any \( k \geq 2 \),
\[
\Sigma_k = p_k^F - \frac{k}{2} \sum_{j=1}^{k-2} p_j^F p_{k-j}^F + \text{terms with degree smaller than } k - 2.
\]

Let us explain the origin of this formula. The Frobenius–Schur formula for the characters of the symmetric group leads to the following explicit formula for \( \Sigma_k(\lambda) \), which is due to Wassermann (see [Was81] and [Mél17, Proof of Theorem 7.13]):
\[
\Sigma_k(\lambda) = [z^{-1}] \left( -\frac{1}{k} \left( z - \frac{1}{2} \right)^i \prod_{i=1}^{n} \frac{z - (-i + \frac{1}{2})}{z - (\lambda_i - i + \frac{1}{2})} \prod_{i=1}^{n} \frac{z - k - (\lambda_i - i + \frac{1}{2})}{z - k - (-i + \frac{1}{2})} \right).
\]

The right-hand side rewrites as:
\[
-\frac{1}{k} \left( z - \frac{1}{2} \right)^i \exp \left( \sum_{j=1}^{\infty} \frac{p_j^F}{j z^j} \left( 1 - \frac{1}{(1 - \frac{k}{z})^j} \right) \right)
= -\frac{1}{k} \left( z - \frac{1}{2} \right)^i \exp \left( -\sum_{j=1}^{\infty} \sum_{m=1}^{\infty} \frac{(j + m - 1) p_j^F k^m}{j z^j m} \right).
\]

Set \( c_{j,m} = -(\frac{j+m-1}{m})^{k^m} \). We have
\[
-\frac{1}{k} \left( z - \frac{1}{2} \right)^i = \sum_{l=0}^{k-1} \frac{(\frac{1}{k})^{l-1} e_l(\frac{1}{2}, \frac{3}{2}, \ldots, \frac{2k-1}{2})}{k r!} z^{-l},
\]

so
\[
\Sigma_k = \sum_{r=1}^{\infty} \sum_{l=0}^{k-1} \frac{(\frac{1}{k})^{l-1} e_l(\frac{1}{2}, \frac{3}{2}, \ldots, \frac{2k-1}{2})}{k r!} \sum_{j=1}^{r} \sum_{m_{j-1}=1}^{\infty} \cdots \sum_{m_{r-1}=1}^{\infty} \sum_{m_r=1}^{\infty} c_{j_1, m_1} \cdots c_{j_r, m_r} \left( \prod_{s=1}^{r} p_j^F \right).
\]

Let us now extract the terms with the highest degree:

- the maximum degree is obtained when \( r = 1, l = 0, j_1 = k \) and \( m_1 = 1 \). We then get
  \[
  \frac{(\frac{1}{k})^{-1}}{k} c_{k,1} p_k^F = p_k^F.
  \]

- the terms with degree \( k - 1 \) are obtained when \( r = 1, l = 0, j_1 = k - 1 \) and \( m_1 = 2 \);
  when \( r = 1, l = 1, j_1 = k - 1 \) and \( m_1 = 1 \); and also when \( r = 2, l = 0, j_1 + j_2 = k - 1 \)
  and \( m_1 = m_2 = 1 \). We get respectively
  \[
  \frac{(\frac{1}{k})^{-1}}{k} c_{k-1,2} p_{k-1}^F = \frac{k^2}{2} p_{k-1}^F;
  \]
  \[
  \frac{(\frac{1}{k})^{0}}{k} e_1(\frac{1}{2}, \frac{3}{2}, \ldots, \frac{2k-1}{2}) c_{k-1,1} p_{k-1}^F = -\frac{k^2}{2} p_{k-1}^F;
  \]
  \[
  \text{and the sum over indices } j \in [1, k-2] \text{ of}
  \]
  \[
  \frac{(\frac{1}{k})^{-1}}{2k} c_{j,1} c_{k-1-j,1} p_j^F p_{k-1-j}^F = -\frac{k}{2} p_j^F p_{k-1-j}^F.
  \]

Taking the sum of these terms ends the proof of our corollary. \( \square \)
The corollary above implies that
\[
\beta_r = \sum_{s=0}^{r} \binom{r}{s} \left( \frac{(1+F)^s}{r+1-s} \right)t^r + \text{terms with degree smaller than } r-1. \tag{\beta}
\]

The following lemma is the corresponding control on \(\beta(z)\):

**Lemma 17.** If \(z \in \frac{1}{2} \mathcal{D}_0\), then
\[
\left| \beta(z) - n \int_{t=0}^{1} \int_{x=-1}^{1} \left( \varphi(txz) + \frac{\varphi((x + t)z) - \varphi(tz)}{x} \right) \mu^{(n)}(dx) dt \right|
\]
is locally uniformly bounded, independently from the growing sequence \((\lambda^{(n)})_{n \geq 1}\).

**Proof.** Recall that \(\beta(z) = \sum_{\square \in \lambda} \varphi(1 + \frac{c(\square)}{n})z\). We split this sum in 2d parts, according to which hook with size \(a_i + b_i\) and based at the \(i\)-th cell of the diagonal of \(\lambda\) contains \(\square\):
\[
\beta(z) = \sum_{i=1}^{d} \left( \frac{1}{2} f(0) + \sum_{k=1}^{a_i-1} f \left( \frac{k}{n} \right) \right) + \sum_{i=1}^{d} \left( \frac{1}{2} f(0) + \sum_{k=1}^{b_i-1} f \left( -\frac{k}{n} \right) \right),
\]
with \(f(t) = \varphi((1 + t)z)\). For any \(i \in [1, d]\), we have
\[
\int_{0}^{1} a_i f \left( \frac{a_i t}{n} \right) dt = \int_{0}^{a_i} f \left( \frac{u}{n} \right) du = \int_{0}^{\frac{1}{2}} f \left( \frac{u}{n} \right) du + \sum_{k=1}^{a_i-\frac{1}{2}} \int_{\frac{k}{n}}^{\frac{k+\frac{1}{2}}{n}} f \left( \frac{u}{n} \right) du
\]
\[
= \frac{1}{2} f(0) + \sum_{k=1}^{a_i-\frac{1}{2}} f \left( \frac{k}{n} \right) + O \left( \frac{\|f'\|_{\infty}}{n} + \frac{a_i \|f''\|_{\infty}}{n^2} \right),
\]
and similarly for the parameters \(b_i\). As a consequence,
\[
\beta(z) = n \int_{t=0}^{1} \int_{x=-1}^{1} \varphi((1 + xt)z) \mu^{(n)}(dx) dt + O(1)
\]
with a locally uniformly bounded remainder. Let us then show that the integral is the same as the integral of the statement of the lemma. Since both integrals are holomorphic functions on \(\frac{1}{2} \mathcal{D}_0\), it suffices to prove the equality on a small disc containing 0, and then we can expand the power series \(\varphi\). We have:
\[
I_1 = \int_{t=0}^{1} \int_{x=-1}^{1} \varphi((1 + xt)z) \mu^{(n)}(dx) dt
\]
\[
= \sum_{r=1}^{\infty} \frac{B_r}{r} \frac{z^r}{r!} \int_{t=0}^{1} \int_{x=-1}^{1} (1 + xt)^r \mu^{(n)}(dx) dt
\]
and
\[
I_2 = \int_{t=0}^{1} \int_{x=-1}^{1} \left( \varphi(txz) + \frac{\varphi((x + t)z) - \varphi(tz)}{x} \right) \mu^{(n)}(dx) dt
\]
\[
= \sum_{r=1}^{\infty} \frac{B_r}{r} \frac{z^r}{r!} \int_{t=0}^{1} \int_{x=-1}^{1} \left( \frac{(tx)^r + (x + t)^r - t^r}{x} \right) \mu^{(n)}(dx) dt,
\]
so we have to show that for any \(r \geq 1\),
\[
\int_{t=0}^{1} \int_{x=-1}^{1} (1 + xt)^r \mu^{(n)}(dx) dt = \int_{t=0}^{1} \int_{x=-1}^{1} \left( (tx)^r + \frac{(x + t)^r - t^r}{x} \right) \mu^{(n)}(dx) dt.
\]
The first integral is equal to \( \sum_{r=0}^{\infty} \binom{r}{s} \frac{p_{r+s}(\omega^{(n)})}{s+1} \), and the second integral is
\[
\frac{p_{r+1}(\omega^{(n)})}{r+1} + \sum_{s=0}^{r-1} \binom{r}{s} \frac{p_{r-s}(\omega^{(n)})}{s+1},
\]
so the identity simply comes from \( \binom{r}{s} \frac{1}{s+1} = \binom{r+1}{s+1} \frac{1}{r-s} \). \( \square \)

2.4. **Asymptotics of the cumulants.** We can now proceed to:

**Proof of Theorems 4 and 9.** The previous arguments have shown that for \( r \) even, \( \alpha_r, \beta_r \) and \( \gamma_r \) are observables of the Young diagram \( \lambda_r \); therefore, the same is true for \( \kappa^{(r)}(\text{maj}(T)) = \frac{B_r}{r}(\alpha_r - \beta_r - \gamma_r) \). Moreover, by taking the adequate linear combination of the three equations \((\alpha), (\beta) \) and \((\gamma)\), we get:
\[
\frac{r}{B_r} \kappa^{(r)}(\text{maj}(T)) = \left( p_1^{(r)} \right)^{r+1} - \frac{p_r^{(r+1)}}{r+1} + \frac{1}{2} \left( \left( p_1^{(r)} \right)^r + \sum_{s=1}^{r-1} \binom{r}{s} (-1)^s p_s^{(r)} p_r^{(s)} \right) + \cdots
\]
where the dots indicate terms with degree smaller than \( r - 1 \). So, the terms with degree \( r + 2 \) disappear, and the terms with degree \( r + 1 \) and \( r \) simplify as indicated above. \( \square \)

**Example 18.** By using a computer algebra system, we can compute:
\[
\kappa^{(2)}(\text{maj}(T)) = \frac{1}{36} \left( \Sigma_{(2)} - 3 \Sigma_3 \right) = \frac{1}{36} \left( (p_1^{(2)})^3 - p_3^{(2)} - \frac{3}{2} (p_1^{(2)})^2 + \frac{3}{4} p_1^{(2)} \right).
\]

**Remark 19.** The expectation of \( \text{maj}(T) \) (first cumulant) can also be written as an observable of the integer partition \( \lambda \). Indeed,
\[
\mathbb{E}[\text{maj}(T)] = b(\lambda) + \frac{1}{2} \sum_{i=1}^{n} (i - \sum_{\square \in \lambda} h(\square))
\]
\[
= \sum_{i=1}^{n} (i - 1) \lambda_i + \frac{1}{2} \sum_{1 \leq i < j \leq n} (\lambda_i - \lambda_j + j - i) - \sum_{\square \in \lambda} (n + c(\square)) - \sum_{i=1}^{n} (n - i - 1) i
\]
\[
= \sum_{i=1}^{n} (i - 1) \lambda_i + \frac{1}{2} \sum_{1 \leq i < j \leq n} (\lambda_i - \lambda_j) - \frac{n(n-1)}{2} - \frac{1}{2} p_2^F(\lambda)
\]
\[
= \frac{n}{2} \left( \sum_{i=1}^{n} \lambda_i \right) - \frac{n(n-1)}{4} - \frac{1}{4} p_2^F(\lambda) = \frac{n(n-1)}{4} - \frac{1}{4} p_2^F(\lambda),
\]
so \( \kappa^{(1)}(\text{maj}(T)) = \frac{1}{4} ((p_1^{(2)})^2 - p_2^{(2)} - p_1^{(2)}) = \frac{1}{4} (\Sigma_{(2)} - \Sigma_2) \).

**Remark 20.** The calculation of the previous remark allows one to compute the range of \( \text{maj}(T) \) when \( T \) runs over \( \text{ST}(\lambda) \). Indeed, by Lemma 2,
\[
0 \leq \text{maj}(T) - b(\lambda) \leq \sum_{i=1}^{n} i - \sum_{\square \in \lambda} h(\square),
\]
which can be rewritten as:
\[
b(\lambda) \leq \text{maj}(T) \leq 2 \mathbb{E}[\text{maj}(T)] - b(\lambda).
\]
The left-hand is \( \sum_{i=1}^{\ell(\lambda)} (i-1) \lambda_i \), and the right-hand side can be rewritten as \( \frac{n(n-1)}{2} - \sum_{i=1}^{\ell(\lambda)} \lambda_i(\lambda_i-1) / 2 \), for instance by using the identity \( \Sigma_2 = 2 p_1^{\square} \).

The upper bounds computed in Lemmas 12, 13 and 17 can also be combined in order to get:
Theorem 21 (Control of the log-Laplace transform). On the domain \( \frac{1}{2} \mathcal{D}_0 \), the analytic function

\[
\log E \left[ e^{\frac{z \text{maj}(T(n))}{n}} \right] - n \int_{t=0}^{1} \int_{x=-1}^{1} (\varphi(tz) - \varphi(txz)) \mu(n) \, dx \, dt
\]

is locally uniformly bounded, independently from the growing sequence \((\lambda(n))_{n \geq 1}\).

3. Asymptotics of the distribution of \( \text{maj}(T) \)

In this section, we prove our main Theorems A, B and C by using the controls on the cumulants and on the log-Laplace transform provided by Theorems 4 and 21. Our techniques are inspired by the framework of mod-\(\phi\) convergent sequences developed in [JKN11; KN12; DKN15; FMN16; FMN19; BMN19; MN22]. However, the knowledge of this general framework is not required, and hereafter, we shall give ad hoc proofs of the asymptotic estimates satisfied by the distribution of \( \text{maj}(T(n)) \) with \( T(n) \sim U(\text{ST}(\lambda(n))) \).

3.1. Asymptotics of the log-Laplace transform. The proof of Theorem A relies on a resummation of the estimates of the cumulants, and on the following argument from complex analysis.

Lemma 22. Let \((f_n)_{n \geq 1}\) be a sequence of holomorphic functions on a domain \( \mathcal{D} \) (connected open subset of the complex plane \( \mathbb{C} \)), such that \((f_n)_{n \geq 1}\) converges to 0 on an open subset \( \mathcal{D}' \subset \mathcal{D} \). We also suppose that \((f_n)_{n \geq 1}\) is uniformly bounded on any compact subset of \( \mathcal{D} \). Then, \((f_n)_{n \geq 1}\) converges to 0 locally uniformly on \( \mathcal{D} \).

Proof. By the Montel theorem, \((f_n)_{n \geq 1}\) is sequentially compact on \( \mathcal{D} \), and any limit of a convergent subsequence \((f_{n_k})_{k \geq 1}\) vanishes on \( \mathcal{D}' \), hence on the whole domain \( \mathcal{D} \) by the principle of analytic continuation. So, the limit of convergent subsequences is unique, which proves that \((f_n)_{n \geq 1}\) converges to the zero function on \( \mathcal{D} \). \(\square\)

Lemma 23. Given a domain \( \mathcal{D} \subset \mathbb{C} \), we denote \( \mathcal{O}(\mathcal{D}) \) the space of holomorphic functions on this domain, endowed with the Montel topology of locally uniform convergence. The maps

\[
\Lambda : \Omega \to \mathcal{O}\left(\frac{1}{2} \mathcal{D}_0\right) \quad \text{and} \quad \Psi : \Omega \to \mathcal{O}\left(\frac{1}{2} \mathcal{D}_0\right)
\]

\[
\omega \mapsto \Lambda_\omega \quad \text{and} \quad \omega \mapsto \Psi_\omega
\]

are continuous with respect to this topology and to the topology of convergence of coordinates in the Thoma simplex \( \Omega \).

Proof. Let us treat for instance the case of \( \Lambda \). We compose the following continuous maps:

1. the map \( \omega \in \Omega \mapsto \mu_\omega \in \mathcal{M}^1([-1,1]) \) introduced during the proof of Lemma 3;
2. the map \( \mu \in \mathcal{M}^1([-1,1]) \mapsto \mu \otimes dt \in \mathcal{M}^1([-1,1] \times [0,1]) \);
3. the integration map

\[
F : \mathcal{M}^1([-1,1] \times [0,1]) \to \mathcal{O}\left(\frac{1}{2} \mathcal{D}_0\right)
\]

\[
\nu \mapsto \int_{[-1,1] \times [0,1]} (\phi(tz) - \phi(txz)) \nu(dx \, dt).
\]
Let us detail the last item. For \( z \) fixed in \( \frac{1}{2} \mathcal{D}_0, \) \( \nu \mapsto F(\nu)(z) \) is continuous from \( \mathcal{M}^1([-1, 1] \times [0, 1]) \) to \( \mathbb{C} \), by definition of the weak topology of convergence of probability measures. By the same argument as in the proof of Lemma 13, if \( z \) stays in a compact subset \( K \subset \frac{1}{2} \mathcal{D}_0, \) then there is a uniform bound on
\[
\{ (\phi(tz) - \phi(txz)) \mid z \in K, \; t \in [0, 1], \; x \in [-1, 1] \},
\]
and therefore on \( \{ F(\nu)(z) \mid z \in K, \; \nu \in \mathcal{M}^1([-1, 1] \times [0, 1]) \}. \) The Montel compactness principle ensures then the global continuity of \( \nu \mapsto F(\nu). \)

\[ \square \]

**Remark 24.** We are not saying that \( \frac{1}{2} \mathcal{D}_0 \) is the whole domain of definition and analyticity of the integrals \( \Lambda_\omega \) and \( \Psi_\omega \). Indeed, \( \phi \) admits a logarithmic singularity at \( 2i\pi, \) but this singularity can be removed by integration of the parameter \( t; \) see also our Remark 25, where we give a function \( \Lambda_{\omega_0} \) which is well-defined on the whole imaginary line \( i\mathbb{R}. \)

**Proof of Theorem A.** We apply Lemma 22 to the sequence of functions
\[
f_n(z) = \log \mathbb{E}\left[ e^{z(X^{(n)} - \mathbb{E}[X^{(n)}])] - n \Lambda_\omega(n)(z) - \Psi_\omega(n)(z). \right.
\]

Let us remark the following consequence of Lemma 23: since \( \Omega \) is a compact topological set, the functions \( \Psi_\omega(n)(z) \) are locally uniformly bounded on \( \frac{1}{2} \mathcal{D}_0, \) independently from the growing sequence \( (\lambda^{(n)})_{n \geq 1}. \) Therefore, in order to prove the theorem, it suffices to show that
\[
\begin{align*}
(1) \ f_n(z) \text{ converges to } 0 \text{ on a disc containing the origin;} \\
(2) \ \log \mathbb{E}\left[ e^{z(X^{(n)} - \mathbb{E}[X^{(n)]})} \right] - n \Lambda_\omega(n)(z) \text{ is locally uniformly bounded on } \frac{1}{2} \mathcal{D}_0.
\end{align*}
\]

The second item is an immediate consequence of Theorem 21, by using the computation from Remark 19 in order to deal with the term
\[
- z \mathbb{E}[X^{(n)}] = -\frac{nz}{4} \left( 1 - \int_{x=-1}^{1} x \mu^{(n)}(dx) \right) + O(1)
\]
in the log-Laplace transform of the recentered random variables (this explains the replacement of \( \varphi \) by \( \phi \) in the formula for \( \Lambda_\omega \)). We now suppose that \( z \) belongs to the disc \( D(0, \pi). \) If \( \lambda^{(n)} \) is an integer partition with size \( n, \) then we have
\[
p^F_k(\lambda^{(n)}) = n^k p_k(\omega^{(n)}) = n^k \int_{x=-1}^{1} x^{k-1} \mu^{(n)}(dx),
\]
so the estimate of Theorem 4 rewrites as:
\[
k^{(r)}(X^{(n)}) = \frac{n B_r}{r(r+1)} \left( \int_{x=-1}^{1} (1 - x^r) \mu^{(n)}(dx) \right) + \frac{B_r}{2r} \left( 1 + \sum_{s=1}^{r-1} \binom{r}{s} (-1)^s \int_{y=-1}^{1} \int_{y=-1}^{1} x^{s-1} y^{r-s-1} \mu^{(n)}(dx dy) \right) + O(n^{-1})
\]
for any \( r \geq 2. \) Let us denote \( n K_r \) the term proportional to \( n \) in each expansion above. We have:
\[
\sum_{r=2}^{\infty} K_r \frac{z^r}{r!} = \sum_{r=2}^{\infty} \frac{B_r}{r(r+1)} \left( \int_{x=-1}^{1} \frac{z^r(1 - x^r)}{r!} \mu^{(n)}(dx) \right)
\]
\[
= \int_{t=0}^{1} \int_{x=-1}^{1} \left( \sum_{r=2}^{\infty} \frac{B_r}{r!} \frac{(tz)^r(1 - x^r)}{r!} \right) \mu^{(n)}(dx) dt
\]
\[
= \int_{t=0}^{1} \int_{x=-1}^{1} (\phi(tz) - \phi(txz)) \mu^{(n)}(dx) dt.
\]
The exchange of the symbols $\int$ and $\sum$ is justified by the fact that we are looking at convergent power sums. Similarly, if $L_r$ is the term of order $O(1)$ in the expansion of the cumulant $\kappa^{(r)}(X^{(n)})$, then

$$2 \sum_{r=2}^{\infty} \frac{L_r}{r!} z^r = \phi(z) + \sum_{r=2}^{\infty} \frac{B_r}{r!} \int_{x=-1}^{1} \int_{y=-1}^{1} \frac{(y-x)^r - y^r - (-x)^r}{xy} \mu^{(n)}(dx \, dy)$$

$$= \int_{x=-1}^{1} \int_{y=-1}^{1} \left( \phi(z) + \frac{\phi((y-x)z) - \phi(yz) - \phi(-xz)}{xy} \right) \mu^{(n)}(dx \, dy).$$

So, one obtains the formula of Theorem A. The only thing that we need to check is that we can indeed exchange the limits with the summation over indices $r \geq 1$. However, by Theorem 21,

$$\log \mathbb{E}\left[ e^{z(X^{(n)} - \mathbb{E}[X^{(n)}])} \right] - n \int_{t=0}^{1} \int_{x=-1}^{1} (\phi(tz) - \phi(txz)) \mu^{(n)}(dx) \, dt$$

is locally uniformly bounded for $|z| < \pi$. Therefore, the remainder lives in a compact subset of the space of holomorphic functions on $D_{(0,\pi)}$, and we can indeed take the sum of the limits. □

Remark 25. Our Theorem A ensures that given a convergent sequence $(\lambda^{(n)})_{n \geq 1}$ with limit $\omega$, the log-Laplace transform of $X^{(n)}$ behaves asymptotically like $n \Lambda_\omega(z)$. This makes one wonder whether $\Lambda_\omega(z)$ is itself the log-Laplace transform of a probability distribution. The general answer to this question is negative. Indeed, by Bochner’s theorem, if $\Lambda(z)$ is the log-Laplace transform of a probability distribution, then for any finite family of real numbers $\xi_1, \ldots, \xi_r$, the matrix

$$(e^{\Lambda(i\xi_i - i\xi_j)})_{1 \leq i, j \leq r}$$

is Hermitian non-negative definite. Consider the case where $\omega_0 = ((0, 0, \ldots), (0, 0, \ldots))$ is the Thoma parameter with two null sequences (by continuity, any Thoma parameter sufficiently close to this parameter will also fail the Bochner condition). We then have:

$$\Lambda_{\omega_0}(i\xi) = \int_{t=0}^{1} \log \left( \frac{\sin \frac{t\xi}{2}}{\frac{t\xi}{2}} \right) \, dt$$

since $\mu_{\omega_0} = \delta_0$. With $(\xi_1, \xi_2, \xi_3) = (0, 3, 6)$, a numerical integration of the function above yields a symmetric matrix $(e^{\Lambda(i\xi_i - i\xi_j)})_{1 \leq i, j \leq 3}$ whose smallest eigenvalue is $-0.0135 \ldots$, so it is not non-negative definite.

3.2. Upper bounds on cumulants and Berry–Esseen estimates. In [FMN16; FMN19], the classical method of cumulants used in order to prove a central limit theorem has been perfected in order to obtain moderate deviation estimates and upper bounds on the Kolmogorov distance between a distribution and its normal approximation. In our setting, these methods translate to the following:

Lemma 26. Let $X$ be a random variable with variance $\sigma^2 > 0$. We suppose that for any $r \geq 3$,

$$|\kappa^{(r)}(X)| \leq r! \sigma^2 K L^{r-2}$$

for some constants $K \geq \frac{1}{2}$ and $L > 0$; in particular, the log-Laplace transform $\log \mathbb{E}[e^{zZ}]$ is convergent on the open disc $D_{(0,\frac{1}{L})}$. Then,

$$d_{\text{Kol}} \left( \frac{X - \mathbb{E}[X]}{\sqrt{\text{var}(X)}}, \mathcal{N}(0, 1) \right) \leq \frac{18 K L}{\sigma}.$$
Proof. In the following, we adapt the proof of [FMN19, Corollary 30]. A classical inequality due to Berry ensures that if $U$ and $V$ are real-valued random variables with Fourier transforms $\Phi_U(\xi)$ and $\Phi_V(\xi)$, and if $m$ is an upper bound on the density of the distribution of $V$ with respect to the Lebesgue measure, then

$$d_{Kol}(U, V) \leq \frac{1}{\pi} \int_{-T}^{T} \left| \frac{\Phi_U(\xi) - \Phi_V(\xi)}{\xi} \right| d\xi + \frac{24m}{\pi T}$$

for any $T > 0$; see [Ber41] and [Fel71, Lemma XVI.3.2]. We set

$$U = \frac{X - \mathbb{E}[X]}{\sqrt{\text{var}(X)}} ; \quad V = \mathcal{N}(0, 1) ; \quad T = \frac{\sigma}{4KL}.$$  

Note that $\Phi_U(\xi)$ is equal to its Taylor series on the interval $(-T, T)$. We have:

$$\Phi_U(\xi) - \Phi_V(\xi) = \exp \left( \sum_{r \geq 2} \frac{\kappa^{(r)}(X)}{r!} \left( \frac{\xi}{\sigma} \right)^r \right) - e^{-\frac{\xi^2}{2}} = e^{-\frac{\xi^2}{2}} \left( \exp \left( \sum_{r \geq 3} \frac{\kappa^{(r)}(X)}{r!} \left( \frac{\xi}{\sigma} \right)^r \right) - 1 \right),$$

and if $z = \sum_{r \geq 3} \frac{\kappa^{(r)}(X)}{r!} \left( \frac{\xi}{\sigma} \right)^r$, then

$$|z| \leq K |\xi|^2 \sum_{r \geq 3} \left( \frac{L |\xi|}{\sigma} \right)^{r-2} = |\xi|^2 \frac{KL |\xi|}{\sigma - L |\xi|} \leq 4KL |\xi|^3 \frac{KL}{3\sigma} \leq |\xi|^2 \frac{3}{4}.$$  

Therefore, $|\exp(z) - 1| \leq |z| e^{|z|} \leq \frac{4KL |\xi|^3}{3\sigma} e^{\frac{|\xi|^2}{3}}$, so the integral in Berry’s upper bound is smaller than

$$\int_{\mathbb{R}} \frac{4KL |\xi|^2}{3\sigma} e^{-\frac{|\xi|^2}{3}} d\xi = 4\sqrt{6\pi} KL \frac{\sigma}{\pi}.$$  

We conclude by using the upper bound $m = \frac{1}{\sqrt{2\pi}}$ on the density of the normal distribution. □

Proof of Theorem C. The variance of $\text{maj}(T^{(n)})$ satisfies

$$\frac{n^3(1 - p_3(\omega^{(n)}))}{36} - \frac{3n^2}{2} \leq \sigma^2 \leq \frac{n^3(1 - p_3(\omega^{(n)}))}{36};$$

see our Example 18. In particular, if we suppose that $\max(\frac{\lambda^{(n)}}{n}, \frac{\lambda^{(n)}'}{n}) \leq \frac{1}{2}$ and that $n \geq 4$, then

$$p_3(\omega^{(n)}) = \int_{x=1}^{1} x^2 \mu_{\omega^{(n)}}(dx) \leq \frac{1}{4}$$

and $\frac{3}{8} \frac{n^3}{36} \leq \sigma^2 \leq \frac{n^3}{36}$ if $n \geq 4$. Now, the cumulants with higher order satisfy

$$|\kappa^r(\text{maj}(T^{(n)}))] \leq \frac{|B_r|}{r} \sum_{i=1}^{n} i^r \leq \frac{B_r (n + \frac{1}{2})^{r+1}}{r(r + 1)} \leq r! \frac{\pi^2}{100} \left( \frac{n + \frac{1}{2}}{2\pi} \right)^{r-2}$$

since

$$\frac{|B_r|}{r(r + 1)} \leq \frac{2 \zeta(4) r!}{20 (2\pi)^r} = \frac{\pi^2 r!}{3600 (2\pi)^{r-2}}$$

for $r \geq 4$. The theorem follows from Lemma 26 with $\sigma^2 = \text{var}(\text{maj}(T^{(n)}))$, $L = \frac{n^2+4}{2\pi}$ and

$$K = \frac{1}{4} \frac{(n + \frac{1}{2})^3}{36 \sigma^2} \geq \frac{1}{4}. $$

Note that we could remove the assumption on $\lambda^{(n)}_1$ and $\lambda^{(n)}_1'$ by reworking a bit the argument of Lemma 26. By the remark made just after the statement of Theorem 1, the only thing to avoid is that $\limsup_{n \to \infty} (n - \lambda^{(n)}_1) < +\infty$ or $\limsup_{n \to \infty} (n - \lambda^{(n)}_1') < +\infty$, since this prohibits the convergence in distribution to the Gaussian law $\mathcal{N}(0, 1)$. □
3.3. Exponential tilting of measures and control of the tilted Fourier transforms. In order to prove Theorem B, we shall adapt the proof of [FMN16, Theorem 4.2.1], which gives a very similar result in the case where the leading term $\Lambda(z)$ of the scaled log-Laplace transform is the log-Laplace transform of a non-lattice infinitely divisible distribution. By our Remark 25, this is not the case here with $\Lambda_\omega(z)$, so we need to rework some of the arguments.

For $x \in (-1, 1)$, a simple analysis of the function $h \mapsto \log(\frac{x \sinh \frac{h}{x}}{\sinh \frac{h}{x}})$ shows that it is defined on the whole real line, even, positive for $h \neq 0$ and strictly convex. Therefore, if $\mu$ is a probability measure on $[-1, 1]$ which is not concentrated on $\{-1, 1\}$, then the map

$$h \mapsto \int_{t=0}^{1} \int_{x=-1}^{1} (\phi(th) - \phi(txh)) \mu(dx) \, dt$$

is also even, positive for $h \neq 0$ and strictly convex. In particular, this is true when $\mu = \mu_\omega$ and $\omega \in \Omega$ is not one of the two parameters $\omega_1 = ((1, 0, \ldots), (0, \ldots))$ and $\omega_{-1} = ((0, \ldots), (1, 0, \ldots))$.

**Lemma 27.** For $\omega \in \Omega$, the derivative $\Lambda'_\omega(h)$ goes to $\frac{1}{4} \int_{x=-1}^{1} (1-x) \mu_\omega(dx)$ when $h$ goes to infinity.

**Proof.** We compute

$$\Lambda'_\omega(h) = \int_{t=0}^{1} \int_{x=-1}^{1} \left( \frac{t}{1-e^{-ht}} - \frac{tx}{1-e^{-hx}} + \frac{t(x-1)}{2} \right) \mu_\omega(dx) \, dt.$$ 

Hence, the limit when $h$ goes to infinity is $\int_{t=0}^{1} \int_{x=-1}^{1} \frac{t(1-x)}{2} \mu_\omega(dx) \, dt = \frac{1}{4} \int_{x=-1}^{1} (1-x) \mu_\omega(dx). \quad \Box$

![Figure 6. Restriction to the real line of the function $\Lambda_\omega$ for $\omega \notin \{\omega_1, \omega_{-1}\}$.](image)

Until the end of this section, we fix a convergent sequence $(\lambda(n))_{n \geq 1}$ with limiting parameter $\omega \notin \{\omega_1, \omega_{-1}\}$, and a real number $y \in (0, \Lambda'_\omega(\infty))$. Since $\Lambda'_\omega$ is strictly increasing, there exists a unique $h \in (0, +\infty)$ such that $\Lambda'_\omega(h) = y$. Moreover, since $\omega \mapsto \Lambda'_\omega$ is continuous with respect to the topology of uniform convergence on compact sets (Lemma 23), and since $\Lambda'_\omega(\infty) = \frac{1}{4}(1-p_2(\omega))$ is also a continuous function of $\omega$ (Lemma 3), for $n$ large enough, there exists a unique parameter $h^{(n)} \in (0, +\infty)$ such that $\Lambda'_\omega(h^{(n)}) = y$, and we have $\lim_{n \to \infty} h^{(n)} = h$.

We define the **tilted** random variable $\tilde{X}^{(n)}$ by the formula:

$$\mathbb{P}\left[\tilde{X}^{(n)} \in (x, x+dx)\right] = \frac{e^{h^{(n)}x}}{E[e^{h^{(n)}X^{(n)}}]} \mathbb{P}[X^{(n)} \in (x, x+dx)],$$

with $X^{(n)} = \frac{\max(T^{(n)})}{n}$. This exponential tilting of probability measures corresponds to a shift of the log-Laplace transforms: if $\Lambda^{(n)}(z) = \log E[e^{zX^{(n)}}]$ is the log-Laplace transform of $X^{(n)}$, then $\Lambda^{(n)}(z + h^{(n)}) - \Lambda^{(n)}(h^{(n)})$ is the log-Laplace transform of $\tilde{X}^{(n)}$. Set

$$\Psi^{(n)}(z) = \Lambda^{(n)}(z) - zE[X^{(n)}] - n \Lambda_\omega(z);$$
by Theorem A, $\Psi^{(n)}(z) = \Psi^{(n)}(z) + o(1)$, and since $(\lambda(n))_{n \geq 1}$ is a convergent sequence, $\Psi^{(n)}$ converges locally uniformly on $\frac{1}{2} \mathcal{D}_0$ towards the analytic function $\Psi_\omega(z)$. We translate this result for the tilted sequence $(\bar{X}^{(n)})_{n \geq 1}$:

$$\log \mathbb{E} \left[ e^{z\bar{X}^{(n)}} \right] = n(\Lambda^{(n)}(z + h^{(n)}) - \Lambda^{(n)}(h^{(n)})) + (\Psi^{(n)}(z + h^{(n)}) - \Psi^{(n)}(h^{(n)})) + z\mathbb{E}[X^{(n)}].$$

Since

$$\mathbb{E} \left[ \bar{X}^{(n)} \right] = (\Lambda^{(n)})'(h^{(n)}) = \mathbb{E}[X^{(n)}] + n \Lambda'_\omega(h^{(n)}) + \Psi'_\omega(h^{(n)}),$$

we can rewrite the previous estimate as follows:

$$\log \mathbb{E} \left[ e^{z(\bar{X}^{(n)} - \mathbb{E}[\bar{X}^{(n)}])} \right] = n(\Lambda^{(n)}(z + h^{(n)}) - \Lambda^{(n)}(h^{(n)}) - z\Lambda'_\omega(h^{(n)}))$$

$$+ (\Psi^{(n)}(z + h^{(n)}) - \Psi^{(n)}(h^{(n)})) - z\Psi'_\omega(h^{(n)})).$$

The two functions $\Lambda^{(n)}(z + h^{(n)}) - \Lambda^{(n)}(h^{(n)}) - z\Lambda'_\omega(h^{(n)})$ and $\Psi^{(n)}(z + h^{(n)}) - \Psi^{(n)}(h^{(n)}) - z\Psi'_\omega(h^{(n)})$ are analytic on the domain $-h^{(n)} + \frac{1}{2} \mathcal{D}_0$, and they converge locally uniformly on the domain $-h + \frac{1}{2} \mathcal{D}_0$ towards $\Lambda_\omega(z + h) - \Lambda_\omega(h)$ and $\Psi_\omega(z + h) - \Psi_\omega(h)$, respectively. The convergence holds on the whole imaginary line $i\mathbb{R}$, because the translation by $-h^{(n)} < 0$ of the domain $\frac{1}{2} \mathcal{D}_0$ moves away from this line the two intervals $[2\pi, +\infty)$ and $i(-\infty, -2\pi]$. The estimates above imply then a central limit theorem for the tilted random variable $\bar{X}^{(n)}$. The variance of $\bar{X}^{(n)}$ is given by the second derivative of $\Lambda^{(n)}$ at $h^{(n)}$, so it is equivalent to $n \Lambda''_\omega(h^{(n)})$. Therefore, we can expect that

$$\mathbb{P} \left[ \frac{\bar{X}^{(n)} - \mathbb{E}[\bar{X}^{(n)}]}{\sqrt{n \Lambda''_\omega(h^{(n)})}} \leq t \right] = \int_{-\infty}^{t} e^{-\frac{s^2}{2}} \frac{ds}{\sqrt{2\pi}} + o(1).$$

It will be useful to introduce a deformation of the Gaussian distribution, which is a signed measure on $\mathbb{R}$ and turns out to be a better approximation of the law of $\bar{X}^{(n)}$.

**Proposition 28.** Let $F^{(n)}(t)$ be the cumulative distribution function of the variable $\frac{\bar{X}^{(n)} - \mathbb{E}[\bar{X}^{(n)}]}{\sqrt{n \Lambda''_\omega(h^{(n)})}}$, and

$$G^{(n)}(t) = \int_{-\infty}^{t} \left( 1 + \frac{\Lambda''_\omega(h)}{\sqrt{n \Lambda''_\omega(h)^3}} \frac{s^3 - 3s}{6} \right) e^{-\frac{s^2}{2}} ds \sqrt{2\pi}.$$

The supremum of $|F^{(n)}(t) - G^{(n)}(t)|$ over $\mathbb{R}$ is a $o(n^{-1/2})$.

**Lemma 29.** For any $\delta > 0$, $h > 0$ and $\omega \in \Omega \setminus \{\omega_1, \omega_{-1}\}$, there exists a constant $A(\delta, h, \omega) > 0$ which depends continuously on its three parameters, such that

$$\forall |\xi| > \delta, \quad \text{Re}(\Lambda_\omega(h + i\xi) - \Lambda_\omega(h)) \leq -A(\delta, h, \omega).$$

**Proof.** Numerical experiments show that given two parameters $h \neq 0$ and $\omega \in \Omega \setminus \{\omega_1, \omega_{-1}\}$, the map $\xi \mapsto \text{Re}(\Lambda_\omega(h + i\xi) - \Lambda_\omega(h))$ stays negative, but is not decreasing on the whole interval $(0, +\infty)$; see Figure 7. So, the proof of the lemma will be a bit more subtle than a study of variations. An essential argument which seems clear from Figure 7 is that the aforementioned function admits a limit when $\xi$ goes to infinity, and we shall compute this limit in a moment.

If $z = h + i\xi$, then

$$\text{Re} \log \left( \frac{\sinh \frac{z}{2}}{\frac{z}{2}} \right) = \frac{1}{2} \log \left( e^{\frac{h + i\xi}{2}} - e^{-\frac{h + i\xi}{2}} \right)^2 - \frac{1}{2} \log (h^2 + \xi^2)$$

$$= \frac{1}{2} \log (2 \cosh h - 2 \cos \xi) - \frac{1}{2} \log (h^2 + \xi^2),$$
Figure 7. The function $\xi \mapsto \text{Re}(\Lambda_\omega(h + i\xi) - \Lambda_\omega(h))$ for $h = 5$ and $\omega = ((\frac{1}{2}, \frac{1}{2}, 0, \ldots), (0, \ldots))$.

so

$$\text{Re} \log \left( \frac{\sinh \frac{\xi}{2}}{\frac{h}{2}} \right) - \text{Re} \log \left( \frac{\sinh \frac{h}{2}}{\frac{\xi}{2}} \right) = \frac{1}{2} \log \left( 1 + \frac{1 - \cos \xi}{\cosh h - 1} \right) - \frac{1}{2} \log \left( 1 + \frac{\xi^2}{h^2} \right).$$

As a consequence,

$$\text{Re}(\Lambda_\omega(h + i\xi) - \Lambda_\omega(h))$$

$$= \frac{1}{2} \int_{t=0}^{1} \int_{x=-1}^{1} \left( \log \left( 1 + \frac{1 - \cos t\xi}{\cosh th - 1} \right) - \log \left( 1 + \frac{1 - \cos tx\xi}{\cosh txh - 1} \right) \right) \mu_\omega(dx) dt.$$ 

With $\xi$ and $h$ fixed in $\mathbb{R} \setminus \{0\}$, the function $F(x) = \log(1 + \frac{1 - \cos x\xi}{\cosh xh - 1})$ is even, and its restriction to $\mathbb{R}_+$ looks as in Figure 8. An analysis of functions shows that $F(x)$ is always smaller than its

Figure 8. Graph of the map $F : x \mapsto \log(1 + \frac{1 - \cos x\xi}{\cosh xh - 1})$, here with $h = 5$ and $\xi = 50$. 
mean $G(x) = \int_{t=0}^{1} F(tx) \, dt$. Since $G'(x) = \frac{1}{x}(F(x) - G(x))$, this is equivalent to the fact that the map $G$ is decreasing on $\mathbb{R}_+$, see Figure 9. Since $\int_{t=0}^{1}(F(t) - F(tx)) \, dt = G(1) - G(x)$, this implies that if $h \neq 0$, $\xi \neq 0$ and $\mu_\omega$ is not concentrated on $\{-1, 1\}$, then $\text{Re}(\Lambda_\omega(h + i\xi) - \Lambda_\omega(h))$ is strictly negative. Then, in order to establish the lemma, it suffices to prove that

$$
\text{lim}_{\xi \to +\infty} \text{Re}(\Lambda_\omega(h + i\xi) - \Lambda_\omega(h)) = -A(h, \omega) < 0,
$$

and that this convergence is locally uniform with respect to the parameters $h$ and $\omega \in \Omega \setminus \{\omega_1, \omega_{-1}\}$. Let us remark that

$$
G(x) = \int_{t=0}^{1} \log \left( \frac{1 + \cos tx \xi}{\cosh txh - 1} \right) \, dt = \int_{t=0}^{1} \left( \log \left( 1 - \frac{\cos tx \xi}{\cosh txh} \right) - \log \left( 1 - \frac{1}{\cosh txh} \right) \right) \, dt
$$

As $\xi$ goes to infinity, the integration of a smooth function against the oscillating weight $(\cos tx \xi)^r$ vanishes if $r$ is odd, and gives $\frac{1}{r} \binom{r}{2}$ times the integral of the function if $r$ is even. Therefore,

$$
\text{lim}_{\xi \to +\infty} G(x) = \sum_{r=1}^{\infty} \frac{1}{r} \int_{t=0}^{1} \frac{1}{(\cosh txh)^r} \, dt - \sum_{s=1}^{\infty} \frac{1}{2s+1} \binom{2s+1}{s} \int_{t=0}^{1} \frac{1}{(\cosh txh)^{2s}} \, dt
$$

$$
= \int_{t=0}^{1} \left( \log \left( \frac{1 + \sqrt{1 - \frac{1}{\cosh^2 txh}}}{2} \right) - \log \left( 1 - \frac{1}{\cosh txh} \right) \right) \, dt
$$

$$
= -2 \int_{t=0}^{1} \log(1 - e^{-t|xh|}) \, dt.
$$

As a consequence,

$$
\text{lim}_{\xi \to +\infty} \text{Re}(\Lambda_\omega(h + i\xi) - \Lambda_\omega(h)) = \int_{t=0}^{1} \int_{x=-1}^{1} \log \left( \frac{1 - e^{-t|x|h}}{1 - e^{-th}} \right) \mu_\omega(dx) \, dt = -A(h, \omega) < 0,
$$

and it is easy to see that this convergence has the right properties of uniformity with respect to the parameters $h \in \mathbb{R} \setminus \{0\}$ and $\omega \in \Omega \setminus \{\omega_1, \omega_{-1}\}$. $\square$
Proof of Proposition 28. We shall work with a slightly different distribution on \( \mathbb{R} \):

\[
\mathcal{G}^{(n)}(t) = \int_{-\infty}^{t} \left( 1 + \frac{\Lambda''(h(n))}{\sqrt{n} \Lambda''(h(n))^3} \right) \frac{s^3 - 3s}{6} e^{-\frac{s^2}{2}} ds;
\]

this modification is justified by the inequality

\[
|\mathcal{G}^{(n)}(t) - G^{(n)}(t)| \leq \int_{\mathbb{R}} \frac{\Lambda''(h(n))}{\sqrt{n} \Lambda''(h(n))^3} \left| |s|^3 + 3|s| \right| e^{-\frac{s^2}{6}} ds = o\left( \frac{1}{\sqrt{n}} \right).
\]

As in the proof of Theorem C, we use the Berry inequality: if

\[
\Phi_1(\xi) = \mathbb{E}\left[ \exp \left( i\xi \tilde{X}^{(n)} - \mathbb{E}[\tilde{X}^{(n)}] \right) \right],
\]

\[
\Phi_2(\xi) = \int_{-\mathbb{R}} \left( 1 + \frac{\Lambda''(h(n))}{\sqrt{n} \Lambda''(h(n))^3} \right) \frac{s^3 - 3s}{6} e^{-\frac{s^2}{2} + i\xi s} ds;
\]

then for any \( T > 0 \),

\[
\sup_{t \in \mathbb{R}} \left| F^{(n)}(t) - \mathcal{G}^{(n)}(t) \right| \leq \frac{1}{\pi} \int_{-T}^{T} \left| \frac{\Phi_1(\xi) - \Phi_2(\xi)}{\xi} \right| d\xi + \frac{24m}{\pi T},
\]

where \( m \) is a uniform upper bound on the (signed) densities \( |\mathcal{G}^{(n)}(t)| \) with \( n \geq 1 \) and \( t \in \mathbb{R} \) (because of the Gaussian term \( e^{-\frac{s^2}{2}} \) in these densities, there exists indeed such a constant \( m > 0 \)). Let us analyse the two Fourier transforms \( \Phi_1 \) and \( \Phi_2 \) on an interval \( I = [-T, T] = [-\Delta \sqrt{n}, \Delta \sqrt{n}] \). First, \( \Phi_2 \) is the following explicit function:

\[
\Phi_2(\xi) = \left( 1 + \frac{\Lambda''(h(n))}{\sqrt{n} \Lambda''(h(n))^3} \right) \frac{\xi^3}{6} e^{-\frac{\xi^2}{2}}.
\]

Indeed, \( s^3 - 3s \) is the Hermite polynomial \( H_3(s) \), and one has the general formula

\[
\int_{\mathbb{R}} H_k(s) e^{-\frac{s^2}{2} + i\xi s} ds = (i\xi)^k e^{-\frac{\xi^2}{2}};
\]

see [Sze39, Chapter 5]. On the other hand, on a small interval \( [-\delta \sqrt{n}, \delta \sqrt{n}] = I' \subset I \), with \( z = \frac{i\xi}{\sqrt{n} \Lambda''(h(n))} \), we have by Taylor approximation:

\[
n\left( \Lambda^{(n)}(z + h(n)) - \Lambda^{(n)}(h(n)) - z\Lambda''^{(n)}(h(n)) \right) = -\frac{\xi^2}{2} + \frac{\Lambda''(h(n)) (i\xi)^3}{6 \Lambda''(h(n))^3} (1 + o_\delta(1));
\]

\[
\left( \Psi^{(n)}(z + h(n)) - \Psi^{(n)}(h(n)) - z\Psi''^{(n)}(h(n)) \right) = -\frac{\Psi'''(h(n)) \xi^2}{2n \Lambda''(h(n))} (1 + o_\delta(1)).
\]

Therefore,

\[
\Phi_1(\xi) = \left( 1 + \frac{\Lambda''(h(n))}{\sqrt{n} \Lambda''(h(n))^3} \right) \frac{(i\xi)^3}{6} (1 + o_\delta(1)) - \frac{\Psi'''(h(n)) \xi^2}{2n \Lambda''(h(n))} (1 + o_\delta(1)) e^{-\frac{\xi^2}{2}};
\]

and we have

\[
\int_{I'} \left| \frac{\Phi_1(\xi) - \Phi_2(\xi)}{\xi} \right| d\xi \leq \int_{I'} \left( O_\delta \left( \frac{|\xi|}{n} \right) + o_\delta \left( \frac{|\xi|^2}{\sqrt{n}} \right) \right) e^{-\frac{\xi^2}{2}} d\xi = o_\delta \left( \frac{1}{\sqrt{n}} \right),
\]
by using the uniform convergence around $h$ of the functions $\Lambda_{\omega(n)}$ and $\Psi^{(n)}$ and their derivatives. Consequently, in order to end the proof of the lemma, it suffices now to control $\Phi_1(\xi)$ and $\Phi_2(\xi)$ over $I \setminus I'$. If we write

$$\Phi_1(\xi) = e^{n\left(\Lambda_{\omega(n)}(z+h(n))-\Lambda_{\omega(n)}(k(n))-z\Lambda'_{\omega(n)}(h(n))\right)} e^{\left(\Psi^{(n)}(z+h(n))-\Psi^{(n)}(k(n))-\Psi'_{\omega(n)}(h(n))\right)},$$

then Lemma 29 shows that $a(\xi)$ is bounded over $I \setminus I'$ by $e^{-nA(\delta)}$ for some constant $A(\delta) > 0$. On the other hand, the quantity $b(\xi)$ is bounded over $I \setminus I'$ by some constant $B(\Delta)$. So,

$$\int_{I \setminus I'} \left| \Phi_1(\xi) \right| \frac{d\xi}{\xi} \leq 2B(\Delta)e^{-nA(\delta)} \int_{\delta \sqrt{n}}^{\Delta \sqrt{n}} \frac{d\xi}{\xi} = 2B(\Delta)e^{-nA(\delta)} \log \left( \frac{\Delta}{\delta} \right).$$

A similar bound exists for the integral of $\left| \Phi_2(\xi) \right|$, since the Gaussian term $e^{-n^2/\pi}$ is bounded from above by $e^{-n^2/\pi}$ on $I \setminus I'$. We conclude that for any pair $\delta < \Delta$,

$$\sup_{t \in \mathbb{R}} \left| F^{(n)}(t) - \overline{G}^{(n)}(t) \right| \leq C(\Delta) \log \left( \frac{\Delta}{\delta} \right) e^{-nA(\delta)} + \frac{24m}{\pi \Delta \sqrt{n}} + o_\delta \left( \frac{1}{\sqrt{n}} \right)$$

for some positive constants $A(\delta)$ and $C(\Delta)$. Given $\varepsilon > 0$, we choose $\delta$ small enough and $\Delta$ large enough so that the two last terms of the right-hand side are smaller than $\frac{\varepsilon}{\sqrt{n}}$ for $n$ large enough. Then, the exponential term goes to 0 faster than $\frac{1}{\sqrt{n}}$, so it is also smaller than $\frac{\varepsilon}{\sqrt{n}}$ for $n$ large enough. Thus, for any $\varepsilon > 0$,

$$\sup_{t \in \mathbb{R}} \left| F^{(n)}(t) - \overline{G}^{(n)}(t) \right| \leq \frac{3\varepsilon}{\sqrt{n}}$$

for $n$ large enough, which means that the distance between the two distributions $F^{(n)}$ and $\overline{G}^{(n)}$ is a $o(n^{-1/2})$.

\textit{Proof of Theorem B.} Our proof follows now the same argument as in [FMN16, Theorem 4.2.1] and [MN22, Theorem A], and is inspired by standard techniques from the theory of large deviations, in particular the Bahadur–Rao estimates for sums of non-lattice distributed i.i.d. random variables [BR60]. We have:

$$\mathbb{P}[\text{maj}(T^{(n)}) - \mathbb{E}[\text{maj}(T^{(n)})] \geq yn^2] = \mathbb{P}[X^{(n)} \geq \mathbb{E}[X^{(n)}] + yn]$$

$$= \mathbb{E}[e^{h(n)X^{(n)}}] \int_{\mathbb{E}[X^{(n)}]+yn}^{\infty} e^{-h(n)x} \mathbb{P}\left[\tilde{X}^{(n)} \in (x, x + dx)\right]$$

$$= e^{-n(\Lambda_{\omega(n)}(y)+\Psi^{(n)}(h(n))-\Psi'_{\omega(n)}(h(n))}) \int_{-\Psi'_{\omega(n)}(h(n))}^{\infty} e^{-h(n)x} \mathbb{P}\left[\tilde{X}^{(n)} - \mathbb{E}[\tilde{X}^{(n)}] \in (x, x + dx)\right]$$

$$= e^{-n(\Lambda_{\omega(n)}(y)+\Psi^{(n)}(h(n))-\Psi'_{\omega(n)}(h(n))}) \int_{-\Psi'_{\omega(n)}(h(n))}^{\infty} e^{-h(n)x} \sqrt{n \Lambda''_{\omega(n)}(h(n))} dF^{(n)}(x).$$

Let $I^{(n)}$ be the integral on the last line, and

$$b^{(n)} = \frac{\Psi'_{\omega(n)}(h(n))}{\sqrt{n \Lambda''_{\omega(n)}(h(n))}}$$
its lower bound of integration, which goes to 0 as $n$ goes to infinity. By using an integration by parts and the estimate from Proposition 28, we get

$$I(n) = \int_{b(n)}^{\infty} e^{-h(n)^2/n L_{\omega(n)}''(h(n))} \left( F(n)(x) - F(n)(b(n)) \right) dx$$

$$= e^{-h(n)^2/n L_{\omega(n)}''(h(n))} \int_{b(n)}^{\infty} e^{-h(n)^2/n L_{\omega(n)}''(h(n))} \left( G(n)(x) - G(n)(b(n)) \right) dx$$

$$+ o\left( \int_{b(n)}^{\infty} e^{-h(n)^2/n L_{\omega(n)}''(h(n))} x \ dG(n)(x) \right)$$

$$= \int_{b(n)}^{\infty} e^{-h(n)^2/n L_{\omega(n)}''(h(n))} x \ dG(n)(x) + o\left( \frac{1}{\sqrt{n}} \right).$$

In the integral against the (signed) distribution $dG(n)(x)$, the main contribution comes from the Gaussian term and is equal to

$$\int_{b(n)}^{\infty} e^{-h(n)^2/n L_{\omega(n)}''(h(n))} x - \frac{x^2}{2} \ dx \ &= \ e^{-h(n)^2/n L_{\omega(n)}''(h(n))} \int_{b(n)+h(n)}^{\infty} e^{-y^2} \ dy \ &= \ e^{h(n)^2/2 L_{\omega(n)}''(h(n))} \left( 1 + o(1) \right);$$

the other terms give a contribution of order $O(n^{-1}) = o(n^{-1/2})$. Therefore,

$$P[\text{maj}(T(n)) \geq \mu(n)] - E[\text{maj}(T(n))] \geq \frac{\mu(n)^2}{h(n)^2} \left( 1 + o(1) \right),$$

and we conclude by using the convergence of $h(n)$ towards $h$, of $\Psi(n)$ towards $\Psi_{\omega}$ and of $L_{\omega(n)}''$ towards $L_{\omega}''$. 

\[ \square \]
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