Abstract

We study performance limitations of distributed feedback control in large-scale networked dynamical systems. Specifically, we address the question of how the performance of distributed integral control is affected by measurement noise. We consider second-order consensus-like problems modeled over a toric lattice network, and study asymptotic scalings (in network size) of $\mathcal{H}_2$ performance metrics that quantify the variance of nodal state fluctuations. While previous studies have shown that distributed integral control fundamentally improves these performance scalings compared to distributed proportional feedback control, our results show that an explicit inclusion of measurement noise leads to the opposite conclusion. The noise’s impact on performance is shown to decrease with an increased inter-nodal alignment of the local integral states. However, even though the controller can be tuned for acceptable performance for any given network size, performance will degrade as the network grows, limiting the scalability of any such controller tuning. In particular, the requirement for inter-nodal alignment increases with network size. We show that this in practice implies that large and sparse networks will require any integral control to be centralized, rather than distributed. In this case, the best-achievable performance scaling, which is shown to be that of proportional feedback control, is retrieved.
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1. Introduction

A central issue in the control of networked systems is to understand and quantify how the limited sensing, actuation and connectivity of a distributed controller structure affect global performance. A prototypical problem is that of distributed consensus, where the objective is to drive a network of agents to the same state, but where each agent only has access to limited and localized measurements. Natural questions arise as to how well a state of consensus can be upheld, for example, under external disturbances, and how this depends on the size of sensing neighborhoods and the topology of the controller. An understanding of these issues is key in achieving efficient and robust control performance in a wide range of applications, including vehicle platooning and formation control problems, wireless sensor networks and electric power systems.

In response to this issue, an ongoing research trend is to characterize fundamental limitations of distributed feedback control in terms of asymptotic bounds on various performance metrics [1-7]. In particular, the approach in [1] was to study distributed static state feedback controllers with locality constraints and derive scalings (in network size) of the best-achievable performance bounds. It was shown that a reasonable performance scaling in sparse networks requires that the local controllers have access to measurements of their own states with respect to a global reference frame, what is referred to as absolute feedback. This observation motivated the work in [8, 9] where it was shown that for double-integrator networks, an absolute measurement of only one of the two states (e.g. position or velocity) can suffice. The addition of appropriately filtered distributed derivative or integral control can then alleviate the performance limitations that applied to static feedback. In this paper, we consider the same scenario, and focus on the distributed integral controller whose superior performance compared to distributed static feedback was shown in [8].

In line with standard intuition, integral control in networked dynamical systems is motivated by a desire to eliminate stationary control errors, and has been proposed in e.g. [10-13]. In particular, it is important for frequency control in electric power networks, in order to reject disturbances and drive the system frequency to the desired setpoint (50 Hz or 60 Hz) [14]. In that context, the integral action is referred to as secondary frequency control. It is worth pointing out that while integral control can be implemented with various degrees of centralization, distributed approaches may be desirable (or the only feasible option) in many network applications.

The question that has motivated the present work is to which extent the superior performance of distributed integral control compared to standard distributed static feedback is robust to measurement noise in the controller. The apparent reason for the improved performance is namely that integration of the absolute velocity measurements.
emulates absolute position feedback \[8\]. Any noise and bias in the velocity measurements is prevented from causing destabilizing drifts in this position feedback by a distributed averaging filter in the controller we consider. Yet, we show here that noisy measurements may still have a large impact on performance.

Following the problem setup in \[1,9\] we consider networked systems modeled over toric lattices, where the local dynamics are of second order. We are concerned with the performance of these systems in terms of nodal variance measures that capture the notion of network coherence, and evaluate how these measures scale asymptotically with the size of the network. An unfavorable scaling of nodal variance implies that performance will degrade as the network grows. In such cases, the control law in question is limited in its scalability to large networks.

We show that while the performance of noiseless distributed integral control scales well, the addition of measurement noise gives rise to its own contribution to nodal variance with an unfavorable scaling. Even though this contribution, which is also proportional to the noise intensity, may be small in absolute terms for small networks it limits the overall scalability of the controller. In fact, it becomes even worse than with distributed static feedback.

This paper extends the related work in \[15\], which treated this problem for electric power networks and with an alternative performance objective, and deepens the analysis. In particular, we here study the impact of the distributed averaging filter directly, and demonstrate that the inter-nodal alignment of integral states that it achieves is important for performance. While this may seem intuitive, we show that the need for such alignment does not only increase with noise intensity, but more importantly, with the network size. In a 1-dimensional lattice, this increase is even faster than linear. This paper’s main conclusion is therefore that scalable integral control in lattice networks can only be implemented in a centralized fashion, or must allow for all-to-all communication.

The remainder of this paper is organized as follows. We introduce the problem formulation in Section 2 and discuss the performance scalings with the various controllers in Section 3. In Section 4 we review the technical framework from \[9\] that is used to analyze the scalings in Section 5. In particular, Section 5 treats the importance of the distributed averaging filter for the controller scalability. We conclude by a discussion of our findings in Section 6.

2. Problem setup

2.1. Definitions

Consider a network defined on the \(d\)-dimensional discrete torus \(\mathbb{Z}_L^d\). This is a lattice with a total of \(N = L^d\) nodes and periodic boundary conditions. In the one-dimensional case (\(d = 1\)), \(\mathbb{Z}_L\) is simply the \(N\) node ring graph. We will discuss scalings of performance metrics with respect to the size of the network. The notation \(\sim\) is used to denote scalings as follows:

\[
u(N) \sim v(N) \iff c\nu(N) \leq u(N) \leq c\nu(N),
\]

for any \(N > 0\), where the fixed constants \(c, \bar{c} > 0\) are independent of \(N\). When a scaling is said to hold asymptotically, \(\sim\) holds for all \(N \geq N'\) for some \(N'\).

2.2. System dynamics

We treat a networked dynamical system where the local dynamics are of second order. This means that there are two \(d\)-dimensional states, \(x_k\) and \(v_k\), at each network site \(k \in \mathbb{Z}_L^d\). These states can be thought of as, respectively, the position and velocity deviations of the \(k^{th}\) agent in a formation control problem, but may also capture, for example, phase and angular frequency in coupled oscillator networks (see Example 1). The system dynamics are modeled as follows (omitting the states’ time-dependence in the notation):

\[
\begin{align*}
\dot{x} & = 0 \\
\dot{v} & = F x + G v + u + w,
\end{align*}
\]

where \(u\) is a control input and \(w\) is a disturbance. The linear feedback operators \(F\) and \(G\) define convolutions of the states \(x\) and \(v\) with the function arrays \(f = \{f_k\}\) and \(g = \{g_k\}\) over \(\mathbb{Z}_L^d\), i.e., \((Fx) k = \sum_{l \in \mathbb{Z}_L^d} f_k-l x_l\). This structure implies that the state feedback is spatially invariant with respect to \(\mathbb{Z}_L^d\). We refer to the system \(2\) as subject to static feedback if the control input \(u = 0\), as the feedback in this case is simply proportional to state deviations\[2\]. An example of the dynamics in \(2\) is nearest-neighbor consensus for \(d = 1\):

\[
\begin{align*}
\dot{x}_k & = \dot{v}_k = f_1(x_{k+1} - x_k) + f_2(x_{k-1} - x_k) + g_1(v_{k+1} - v_k) \\
& \quad + g_2(v_{k-1} - v_k) - f_{\sigma} x_k - g_{\sigma} v_k + u_k + w_k,
\end{align*}
\]

where \(f_1, f_2, f_\sigma, g_1, g_2, g_\sigma \geq 0\) are fixed gains. We refer to terms like \((x_{k+1} - x_k)\) as relative feedback and to terms like \(-f_{\sigma} x_k\) as absolute feedback. Absolute feedback is well-known to be beneficial for control performance in networked dynamical systems, but the corresponding measurements are often not available (see e.g. \[1,16\]). Here, we therefore make the following assumption on the system:

**Assumption A1** (Relative position measurements). Only relative measurements of the state \(x\) are available, so the feedback can only involve differences between states of neighboring nodes. For the feedback operator \(F\), this implies that \(\sum_{l \in \mathbb{Z}_L^d} f_k = 0\) and in \([3]\) that \(f_\sigma = 0\).

\[\text{Both the state and the function arrays are \(d\)-dimensional. The convolution is thus multi-dimensional and the multi-indices \(k\) and \(l\) are added as } \(k+l = (k_1, \ldots, k_d) + (l_1, \ldots, l_d) = (k_1+l_1, \ldots, k_d+l_d)\). \text{To simplify the reading of this short letter, we will avoid the multi-index notation. A more detailed treatment of technicalities related to the states’ dimensionality is found in \([9]\).}\]

\[\text{Alternatively, any control on the form } u = F^w x + G^w v, \text{ where } F^w \text{ and } G^w \text{ satisfy Assumption } A1 \text{ is possible. W.L.O.G. we can then assume } u = 0 \text{ and absorb } F^w \text{ and } G^w \text{ in } 2.\]
That is, while each local controller has access to an absolute measurement of its (generalized) velocity, Assumption A1 implies that it cannot measure its position with respect to a global reference frame. Consider also the following example from electric power systems:

**Example 1 (Frequency control in power networks).** Synchronization in power networks is typically studied through a system of coupled swing equations. Under some simplifying assumptions, the linearized swing equation, also referred to as droop control, can be written as:

\[ m\ddot{\theta}_k + d\dot{\theta}_k = -\sum_{j \in N_k} b_{kj}(\theta_k - \theta_j) + P_{m,k}, \tag{4} \]

where \( \theta_k \) is the phase angle and \( \omega_k = \dot{\theta}_k \) the frequency deviation at node \( k \), and \( m \) and \( d \) are, respectively, inertia and damping coefficients. The parameter \( b_{kj} = b_{jk} \) is the susceptance of the \((k,j)\)th power line model, \( N_k \) is the neighbor set of node \( k \) and \( P_{m,k} \) is a net power injection.

The dynamics (4) can be cast as the static system (2), with \( x \equiv \theta \), \( v \equiv \omega \) and treating fluctuations in the net power \( P_{m,k} \) as the disturbance \( w \). Assumption A1 is satisfied as there is absolute feedback from the frequency \( \omega \), but only relative feedback from the phase angles \( \theta \).

We remark that the analysis here is not limited to nearest-neighbor feedback (nor need it be limited to toric lattices, see Remark 1), but we assume that measurements are available from a neighborhood of width 2\( q \). As in \[1, 9\], we make the following additional assumptions:

**Assumption A2 (Locality).** All feedback operators use measurements from a local neighborhood of width 2\( q \), where the feedback window \( q \) is independent of \( L \). For the feedback operator \( F \), this means that \( f_k = 0 \) if \( |k| > q \).

**Assumption A3 (Reflection symmetry).** The feedback interactions on \( \mathbb{Z}_L^d \) are symmetric around each site \( k \). For example in \( \mathbb{Z}^2 \) this requires \( f_+ = f_- \) and \( g_+ = g_- \).

**Assumption A4 (Coordinate decoupling).** The feedback in each of the \( d \) coordinate directions is decoupled from the components in the other coordinates. The array elements associated with all feedback operators are also isotropic.

### 2.3. Distributed integral control

Consider the following control input to the system (2):

\[ u = z, \tag{5} \]

\[ \dot{z} = -c_0v^m + Az, \]

where \( v^m \) is the velocity measured by the controller (for now, let \( v^m = v \), \( c_0 > 0 \) is a fixed (integral) gain and \( A \) is a feedback operator subject to the same assumptions as \( F \). An example of the control law (5) is:

\[ \dot{u}_k = \hat{z}_k = a_+ (z_{k+1} - z_k) + a_- (z_{k-1} - z_k) - c_0v_k^m, \tag{6} \]

where \( a_+, a_- > 0 \) are fixed gains. This controller integrates the absolute velocity measurements, but also aligns the integral state \( z \) over the network through the consensus or distributed averaging filter represented by the operator \( A \). The purpose of this alignment is to prevent drifts in the integral states \( z_k \) (due to noise or bias), which would otherwise destabilize the system [14]. It is useful to think of the information exchange through \( A \) as taking place over a communication network layer, separate from the physical network. The setup is illustrated in Fig. 1.

This type of controller has been proposed in the context of power system frequency control in [14, 17] for the elimination of stationary control errors that arise through standard droop control (note, (4) is essentially just a proportional controller). Its key advantage is that it can be implemented in a distributed fashion. It is therefore more amenable to modern power networks with increasingly distributed generation than traditional, centralized secondary frequency control.

### 3. Performance of static feedback vs. distributed integral control

We are concerned with the performance of the system (2), and in particular, with how well the performance of a fixed control law scales as the network size \( N \to \infty \). In line with related work [1, 5, 8], we characterize performance through the steady state variance of nodal state fluctuations, when the system is driven by an uncorrelated white noise disturbance input \( w \). For a system of size \( N \), this variance can be characterized through the squared \( H_2 \) norm from \( w \) to a performance output:

\[ V_N := \sum_{k \in \mathbb{Z}^d_L} \lim_{t \to \infty} \mathbb{E}\{y_k^2(t)\}. \tag{7} \]

We consider the following performance measurements [1]:

**Definition 1 (Global error).**

\[ y_k = x_k - \frac{1}{N} \sum_{l \in \mathbb{Z}^d_L} x_l \tag{8} \]
Table 1: Asymptotic performance scalings for the system (2) with (i) \( u = 0 \) (static feedback), (ii) \( u \) as in (5) with \( v^m = v \) (distributed integral control, noiseless) and (iii) \( u \) as in (4) with \( v^m = v + \varepsilon g \) (noisy distributed integral control). Scalings are up to a constant independent of network size \( N \), algorithm parameter \( \beta = \max \{ ||f||_{\infty}, ||g||_{\infty} \} \) and relative noise intensity \( \varepsilon \).

|                     | Local error          | Global error                                                              |
|---------------------|----------------------|---------------------------------------------------------------------------|
| (i) Static feedback | \( V_N \sim \frac{1}{\beta} \) for any \( d \) | \( V_N \sim \frac{1}{\beta} \) \( \begin{cases} N & d = 1 \\
\log N & d = 2 \\
1 & d \geq 3 \end{cases} \) |
| (ii) Distributed integral control (noiseless) | \( V_N \sim \frac{1}{\beta} \) for any \( d \) | \( V_N \sim \frac{1}{\beta} \) for any \( d \) |
| (iii) Noisy distributed integral control | \( V_N \sim \frac{1}{\beta} + \varepsilon^2 \frac{N}{\beta} \) | \( \begin{cases} N^3 & d = 1 \\
N & d = 2 \\
N^{1/3} & d = 3 \\
\log N & d = 4 \\
1 & d \geq 5 \end{cases} \) |

This quantity measures the deviation of each state with respect to the network average and is therefore a measure of global disorder.

Definition 2 (Local error).

\[ y_k = x_k - x_{k-1} \]  

This quantity measures the deviation of each state with respect to its nearest neighbor and is therefore a measure of local disorder.

Throughout this paper, we consider the per-site variance, which is obtained by simply dividing the total \( H_2 \) norm by the system size \( N \). As the systems we consider are spatially invariant, the per-site variance is independent of the site \( k \).

Definition 3 (Per-site variance).

\[ V_N = \mathbb{E}\{y_k(t)y_k(t)\} = \frac{V_N}{N}. \]  

Remark 1 (Network topology assumption). The assumption of spatial invariance can be relaxed and one may perform the analysis for a general network topology. The variance \( V_N \) then represents the average nodal variance across the network. Scalings like the ones in Table 1 can then be derived, for example, by embedding arbitrary graphs in the regular lattices considered here, see e.g. [17, 18].

We are interested in the scaling of the per-site variance \( V_N \) with the system size \( N \) as it grows asymptotically. If \( V_N \) scales slowly in \( N \), we call the system more coherent than one in which \( V_N \) scales faster. It is only if the variance \( V_N \) is bounded in \( N \) that we can say that a control law is scalable to large networks.

The following results, of which (i) appeared in [1, Corollary 3.2] and (ii) follows from [8, Corollary 1] are the main motivation for this work.

Result 1 (Performance scalings). Consider the system (2) and let Assumptions [4, 14] hold. Assume that the velocity measurements are noiseless, that is, \( v^m = v \). Then, Table 1 lists the asymptotic scaling of the per-site variance \( V_N \) with

(i) Static feedback, i.e., where the secondary control input \( u = 0 \), and

(ii) Distributed integral control with \( u \) as in (5).

Remark 2. Distributed integral control offers no improvement in terms of the scaling of local error variance compared to static feedback. In absolute terms, however, this variance is reduced (see Proposition 5 and note that \( |\varphi(\theta)| > 0 \)).

3.1. Limitations due to noisy measurements

Result 1 demonstrated that distributed integral control on the form (5), aside from its benefits in eliminating stationary control errors, can fundamentally improve performance in terms of the per-site variance of the global error. As discussed in [8], this improvement can be attributed to the fact that the integration of absolute velocity measurements can provide a substitute for the otherwise lacking absolute position feedback. It turns out, however, that this result is very sensitive to the accuracy of the absolute velocity measurements, and may change radically if they are subject to noise.

Here, let us therefore model additive measurement noise and let the velocity measurement in (5) be

\[ v^m = v + \eta, \]

where the vector \( \eta \) contains uncorrelated white noise with the relative intensity \( \varepsilon \) defined through \( \mathbb{E}\{\eta(\tau)\eta^T(\tau)\} = \varepsilon \mathbb{E}\{w(\tau)w^T(\tau)\} \). Inserting into (2) gives:

\[
\begin{bmatrix}
\dot{z} \\
\dot{x} \\
\dot{\tilde{v}}
\end{bmatrix} = 
\begin{bmatrix}
A & 0 & -c_0I \\
0 & 0 & I \\
I & F & G
\end{bmatrix}
\begin{bmatrix}
z \\
x \\
v
\end{bmatrix}
+ 
\begin{bmatrix}
0 & 0 & -c_0\varepsilon
\end{bmatrix}
\begin{bmatrix}
\bar{w}
\end{bmatrix},
\]  

where \( \bar{w} \) is a white noise process with covariance \( \mathbb{E}\{w(\tau)w^T(\tau)\} = \varepsilon \mathbb{E}\{w(\tau)w^T(\tau)\} \).
where \( \bar{w} \in \mathbb{R}^{2N} \) is a vector of uncorrelated white noise.

**Remark 3.** Here, we have assumed that the velocity enters without noise in the system dynamics \( f \). It may also be reasonable to model the same noise there, so that \( \dot{v} = Fx + G(v + \eta) + u + \bar{w} \). This can, however, be shown not to affect the qualitative system behavior discussed here.

Evaluating local and global performance scalings for this system leads to the following result.

**Result 2** (Performance scalings with noise). Consider the system (11) and let Assumptions A1–A4 hold. Then, row (iii) of Table 1 lists the asymptotic scaling of the per-site variance \( V_N \).

*Proof.* Follows from Proposition 1 and Corollaries 2, 3. \( \square \)

Result 2 reveals that the measurement noise \( \eta \) leads to an unfavorable scaling of both local and global error variance – even worse than with static feedback. This may not be an issue for small networks, as the variance is scaled by the factor \( \varepsilon^2 \), which can be very small (recall, \( \varepsilon \) represents the intensity of the measurement noise \( \eta \) relative to the process disturbance \( w \)). However, performance will deteriorate as the network size grows, thus limiting the scalability of distributed integral control.

### 4. The \( H_2 \) norm density and asymptotic performance scalings

We now review the technical results that were used to derive Table 1, and which will be needed to further analyze the impact of control design on performance. These results can all be found in [4] along with a more detailed discussion.

**4.1. Diagonalization using Fourier transforms**

The systems considered in this paper can all be block-diagonalized by the spatial discrete Fourier Transform (DFT). For a feedback operator \( F \) with associated function array \( f : \mathbb{Z}_d^d \to \mathbb{R} \), this is defined as \( \hat{f}_n := \sum_{k \in \mathbb{Z}_d^d} f_k e^{-i2\pi d \cdot n \cdot k} \), where \( n = (n_1, \ldots, n_d) \) is a wavenumber. All feedback operators considered herein are local by Assumption A2. They can therefore be unambiguously redefined onto the infinite lattice \( \mathbb{Z}_d^d \) by adding zero entries wherever \( |k| > q \). The Z-transform can then be taken as \( \hat{f}(\theta) := \sum_{k \in \mathbb{Z}_d^d} f_k e^{-i\theta \cdot k} \), where \( \theta = (\theta_1, \ldots, \theta_d) \in [-\pi, \pi]^d \) is a spatial frequency.

It is now easy to see that the DFT is sub-samples of the Z-transform at each wavenumber:

\[
\hat{f}_n = \hat{f} \left( \theta = \frac{2\pi}{L} n \right), \quad n \in \mathbb{Z}_d^d.
\]

We refer to \( \hat{f}_n \) and \( \hat{f}(\theta) \) as (generalized) Fourier symbols. For the general state-space system

\[
\begin{align*}
\dot{\psi} &= A\psi + Bw, \\
y &= C\psi
\end{align*}
\]

we can obtain the matrix-valued DFTs \( \hat{A}_n, \hat{B}_n, \hat{C}_n \), which are submatrices of the Z-transforms \( \hat{A}(\theta), \hat{B}(\theta), \hat{C}(\theta) \). The eigenvalues of \( A \) are then simply all eigenvalues of \( \hat{A}(\theta) \) as \( \theta = \frac{2\pi}{L} n, n \in \mathbb{Z}_d^d \).

**Example 2.** For the system (2) with \( u = 0 \) we have

\[
A(\theta) = \begin{bmatrix} 0 & 1 \\ \hat{f}(\theta) & \hat{g}(\theta) \end{bmatrix}, \quad B(\theta) = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

where \( \hat{f}(\theta) = -\sum_{k \in \mathbb{Z}_d^d} f_k (1 - \cos(\theta \cdot k)) \) and \( \hat{g}(\theta) = -g_0 - \sum_{k \in \mathbb{Z}_d^d} g_k (1 - \cos(\theta_1 \cdot k)) \).

For the output measurement (8) we have that \( \hat{C}(\theta) = \begin{bmatrix} 1 & 0 \end{bmatrix} \) for \( \theta \neq 0 \). For the local error it holds

\[
\hat{C}^*(\theta)\hat{C}(\theta) = \begin{bmatrix} \hat{l}(\theta) & 0 \\ 0 & 0 \end{bmatrix}
\]

with \( \hat{l}(\theta) = 2(1 - \cos \theta) \). In both cases, \( \hat{C}(\theta = 0) = 0 \) and the subsystem \( (\hat{A}(0), \hat{C}(0)) \) is therefore unobservable.

4.2. \( H_2 \) norm evaluation

Provided that \( \hat{A}(\theta) \) is Hurwitz for all \( \theta \neq 0 \), the per-site variance \( V_N \) from (10) can be evaluated as

\[
V_N = \frac{1}{N} \sum_{\theta = \frac{2\pi}{L} n} \text{tr} \left( \hat{B}(\theta)\hat{P}(\theta)\hat{B}(\theta)^* \right),
\]

where the observability Gramian \( \hat{P}(\theta) \) at each \( \theta \neq 0 \) can be obtained by solving the Lyapunov equation

\[
\hat{A}^*(\theta)\hat{P}(\theta) + \hat{P}(\theta)\hat{A}(\theta) = -\hat{C}^*(\theta)\hat{C}(\theta).
\]

The summand in (14) captures the distribution of the per-site variance \( V_N \) over the spatial frequency \( \theta \). We will therefore refer to it as the (per-site) \( H_2 \) norm density:

**Definition 4** (Per-site \( H_2 \) norm density).

\[
\hat{p}(\theta) = \text{tr} \left( \hat{B}^*(\theta)\hat{P}(\theta)\hat{B}(\theta)^* \right).
\]

4.3. Bounds on asymptotic scalings

The behavior of the \( H_2 \) norm density determines the scaling of the per-site variance with the network size \( N \). In particular, if \( \hat{p}(\theta) \) is uniformly bounded for \( \theta \in [-\pi, \pi]^d \), then \( V_N \) is bounded in \( N \). However, \( \hat{p}(\theta) \) has a singularity at \( \theta = 0 \) in cases where \( \hat{A}(0) \) is non-Hurwitz. This is for example the case in Example 1. While the point at \( \theta = 0 \) is excluded from the sum in (14), the singularity causes an unfavorable scaling of \( V_N \). Consider the following Lemma:

**Lemma 3.** [9 Lemma 4.2] Assume the \( H_2 \) norm density is such that

\[
\hat{p}(\theta) \sim \frac{1}{|\beta|^\beta}, \quad \frac{1}{|\theta|^r}
\]

for \( \theta \in [-\pi, \pi]^d \), where \( \beta \) is an algorithm parameter, \( p \) and \( r \) are constants, and \( |\cdot| \) denotes the Euclidean norm.

Then, the per-site variance \( V_N \) scales asymptotically as

\[
V_N \sim \begin{cases} L^{r-d} & \text{if } d < r \\ \log L & \text{if } d = r \\ 1 & \text{if } d > r. \end{cases}
\]
The systems considered in this paper all have $\mathcal{H}_2$ norm densities that can be written as in \((10)\) with $r \in \{0, 2, 4\}$. To show this, the following Lemma is needed:

**Lemma 4.** \([9]\) Lemma 6.3 For any admissible $F$ that satisfies Assumptions \([11, 14]\), it holds

$$\hat{f}(\theta) \sim -\beta |\theta|^2,$$

where $\beta = ||f||_\infty$. For $G$, which contains absolute feedback, it holds $\hat{g}(\theta) \sim -g_o$.

Any feedback operators, e.g., $A$, subject to the same assumptions as $F$ or $G$ have the same behavior. Therefore, the Fourier symbol for the local error measurement satisfies $\hat{l}(\theta) \sim |\theta|^2$.

**Example 3.** Consider the system from Example 2. By solving the Lyapunov equation \((15)\) with the outputs \((8)\) and \((9)\), we obtain the $\mathcal{H}_2$ norm densities as

$$p^{\text{global}}(\theta) = \frac{1}{2f(\theta)\hat{g}(\theta)}, \quad p^{\text{local}}(\theta) = \frac{\hat{l}(\theta)}{2f(\theta)\hat{g}(\theta)} \quad \text{(19)}$$

Lemma 4 reveals that $p^{\text{global}}(\theta) \sim \frac{1}{\beta|\theta|^2}$ and $p^{\text{local}}(\theta) \sim \frac{1}{\beta}$. The scalings in Result 1 for static feedback then follow from Lemma 3.

5. Improving the scalability of integral control

Let us now consider a situation where the system \((2)\) is fixed and the design of the distributed integral controller \((5)\) for performance is of interest. In Proposition 5 below, we show that the error variance consists of two terms due to, respectively, disturbances and measurement noise. For any given system of a fixed network size, it is possible to trade off these terms and to optimize the control design, as was the focus in \((15)\). However, the unfavorable scaling of the error variance due to measurement noise sets fundamental limitations to the scalability of any such control design to large networks. A numerical example showcasing this issue is shown in Fig. 2. The objective of this work, rather than to solve a performance optimization problem for a given system, is to point to the underlying limitations.

To enable this analysis, consider the following $\mathcal{H}_2$ norm density expressions

**Proposition 5.** The $\mathcal{H}_2$ norm density of the system \((11)\) with respect to the global error measurement \((8)\) is:

$$\hat{p}(\theta) = \frac{1}{2f(\theta)\varphi(\theta) + \hat{g}(\theta)} \left[ c_o \frac{1}{\hat{a}(\theta) 2f(\theta) 1 + \hat{g}(\theta)\varphi^{-1}(\theta)} \right].$$

The $\mathcal{H}_2$ norm density with respect to the local error measurement \((9)\) is:

$$\hat{p}(\theta) = \frac{1}{2f(\theta)\varphi(\theta) + \hat{g}(\theta)} \left[ c_o \frac{\hat{l}(\theta)}{\hat{a}(\theta) 2f(\theta) 1 + \hat{g}(\theta)\varphi^{-1}(\theta)} \right].$$

Here, $\hat{p}^\circ(\theta)$ corresponds to the $\mathcal{H}_2$ norm density of the system with noiseless distributed integral control and $\hat{p}^\circ(\theta)$ represents the contribution from the measurement noise.

**Proof.** The result follows from diagonalizing the system \((11)\) through Fourier transforms in line with Example 2 and then solving the corresponding Lyapunov equation \((15)\). The contributions from the disturbance inputs $w$ and $\eta$ can be separated since they are uncorrelated.

The following corollaries lead to the results in Table 1.

**Corollary 6.** It holds that $\hat{p}^\circ(\theta)$ is uniformly bounded with respect to both global and local error, that is, $r = 0$ in Lemma 5.

**Proof.** Substituting the scalings from Lemma 4 into the expressions in Proposition 5 reveals that $\varphi(\theta) \sim 1/|\beta|\theta|^2$. The product $f(\theta)\varphi(\theta)$ is thus bounded away from zero and the result follows.

**Corollary 7.** It holds $\hat{p}^\circ(\theta) \sim \varepsilon^2/|\beta|\theta|^4$, or $r = 4$ (global error), and $\hat{p}^\circ(\theta) \sim \varepsilon^2/|\beta|\theta|^2$, or $r = 2$ (local error).

**Proof.** Lemma 4 gives that $\varphi^{-1}(\theta) \sim |\beta|\theta|^2$. Since $\hat{f}(\theta) \sim -|\beta|\theta|^2$, $\hat{a}(\theta) \sim |\theta|^2$, the product $f(\theta)\hat{a}(\theta) \sim -|\beta|\theta|^4$ and the result follows.

5.1. From distributed to centralized integral control

We now look closer onto what the requirements on the integral control law \((5)\) would be for achieving better performance scaling under noise than in Table 1. The following conclusions can be drawn from Proposition 5:

a. It is not possible to set $\hat{a} = 0$ as in that case, $\hat{p}^\circ(\theta) = \infty$.  

![Figure 2: Scaling of local error variance with static feedback vs. noisy distributed integral control in 1D lattice. For a given network size $N$, it is possible to set the gain $\hat{a}$ in the distributed averaging filter $A$ so that the integral controller performs better than static feedback. Yet, no such controller scales well in $N$. A centralized integral controller on the form (22), which corresponds to $\hat{a} \to \infty$, will however have the same performance as static feedback for any $N$.](image_url)
b. If \( \hat{a}(\theta) \to \infty \), or \( c_o \to 0 \), then \( \hat{p}^o(\theta) \to 0 \), that is, the noise contribution to the variance vanishes.

At the same time, \( \varphi(\theta) \to 0 \) and \( \hat{p}^o(\theta) \) becomes as with static feedback (compare \([20, 21]\) to \([19]\)).

c. If \( \hat{a}(\theta) \) is bounded away from zero, then \( \hat{p}^o(\theta) \sim \varepsilon^2/|\theta|^2 \) (global error) and \( \hat{p}^o(\theta) \sim \varepsilon^2/\beta \) (local error).

At the same time, \( \varphi(\theta) \) becomes uniformly bounded and \( \hat{p}^o(\theta) \sim 1/|\theta|^2 \) (global error), while \( \hat{p}^o(\theta) \sim 1/\beta \) (local error), that is, the same as with static feedback.

Using these observations, the following result is derived:

**Proposition 8.** The best-achievable performance scaling for the noisy integral controlled system \([11]\) is that of distributed static feedback in Table \([7]\).

**Proof.** First, note that for any fixed \( c_o > 0 \) and \( \hat{a}(\theta) \), the scalings in Table \([1]\) hold. For a better performance scaling, the behavior of \( \hat{p}^o(\theta) \) in \( \theta \) must change for the better (\( r \) in Lemma \([3]\) must decrease). This can only happen if \( c_o \to 0 \), \( \hat{a}(\theta) \to \infty \) or if \( \hat{a}(\theta) \) becomes bounded away from zero. As \( \hat{p}^o(\theta) \) and \( \hat{p}^o(\theta) \) have inverse dependencies on the function \( \varphi(\theta) \) in which both \( c_o \) and \( \hat{a}(\theta) \) appear, this will lead to cases b and c above.

This means that the system cannot have bounded variance in terms of the global error measurement \([8]\). However, a bounded variance and thus scalability in terms of the local error \([9]\) can be achieved.

Based on cases b and c above, the best-achievable performance scaling can be retrieved by tuning the distributed integral controller in three ways.

### 5.1.1. Reducing the integral gain \( c_o \)

Reducing the gain \( c_o \) reduces the impact of the measurement noise \( \eta \). To counteract the unfavorable scaling of \( \hat{p}^o(\theta) \), it must be ensured that \( c_o/(\hat{a}(\theta)) \) is uniformly bounded in \( \theta \). Since by Lemma \([4]\), \( \hat{a}(\theta) \sim -\hat{a}/|\theta|^2 \), this requires \( c_o \sim \min|\theta|^2 \).

The smallest wavenumber that contributes to the error variance in \([14]\) corresponds to \( \theta_{\min} \sim 2\pi/L \). This implies that \( c_o \) must be decreased as \( 1/L^2 \).

As the network grows, this implies \( c_o \to 0 \) and the integral action is eliminated. In this case, the control input \( u \) is simply not used.

### 5.1.2. Increasing the distributed averaging gain

For a fixed \( c_o \), the distributed averaging gain can be increased so that \( \hat{a}(\theta) \) becomes bounded away from zero even as \( L \) increases. Recall that \( \hat{a}(\theta) \sim -\hat{a}/|\theta|^2 \) where \( \hat{a} = ||a||_\infty \). This need not approach zero if \( \hat{a} \sim 1/|\theta|^2 \).

Again, \( \theta_{\min} \sim 2\pi/L \), meaning that \( \hat{a} \) must be increased as \( L^2 \). This implies that we must require \( \hat{a} \to \infty \) when the lattice size \( L \) grows.

While an infinite gain in distributed averaging is not feasible in practice, the same result can be realized as centralised averaged integral control. Here, a central controller has instantaneous access to the integral states at all nodes. The control signal \( u_k \) is then the same for all \( k \in \mathbb{Z}^d_L \):

\[
\begin{aligned}
    u_k &= \hat{z}; \\
    \hat{z} &= \frac{1}{N} \sum_{k \in \mathbb{Z}^d_L} \varepsilon^k. \\
\end{aligned}
\]  

It is not difficult to show that this controller has the same performance with respect to the errors \((8)\) and \((9)\) as static feedback.

### 5.1.3. Increasing communication network connectivity

By relaxing the locality Assumption \([A2]\) for \( A \), we can also bound \( \hat{a}(\theta) \) away from zero. To see this, recall that \( \hat{a}(\theta) = -\sum_{k \in \mathbb{Z}^d} a_k (1 - \cos(\theta \cdot k)) \). Again, we know that \( \theta_{\min} \sim 2\pi/L \), and therefore, the argument in the cosine \( |\theta \cdot k| \geq 2\pi k/L \). This need not approach zero if the feedback window \( q_A := \max_{a_k, \theta \neq 0} |k| \sim L \). Then, \( \hat{a}(\theta) \) stays bounded away from zero as \( \theta \to 0 \).

Allowing \( q_A \) to scale with the lattice size \( L \) in principle implies allowing an all-to-all connection in the communication network. For large networks this is practically challenging (if not impossible), and a centralized approach may be preferable.

### 5.2. Implications for distributed integral control

The previous section showed that the distributed averaging filter \( A \) in the controller \([5]\) is important for performance. Recall that the role of the filter \( A \) is to align the controllers’ integral states \( z_k \) across the network, in order to gain robustness to measurement noise and bias. Previous results reported in \([5, 18, 19]\) have indicated that “little” inter-nodal alignment (i.e., small gains \( a \) and few interconnections in the communication network) is optimal for performance in the absence of measurement noise. It is intuitively clear that the inter-nodal alignment through \( A \) becomes increasingly important if measurement noise is considered explicitly.

Our results, however, reveal that it is not enough to scale the distributed averaging gain \( a \) with the noise intensity, here parameterized through \( \varepsilon \). Perhaps surprisingly, the need for inter-nodal alignment instead grows with the network size. It is required that the distributed averaging gain \( a \sim L^2 \sim N^{2/d} \), or that the feedback window \( q_A \sim L \sim N^{1/d} \).

This means that large and sparse lattice networks require so much alignment that centralized integral control will in principle be necessary. So, while the distributed integral controller \([5]\) is not scalable under noisy measurements, the centralized integral controller \([22]\) is as scalable as distributed static feedback.

### 6. Discussion

We conclude this paper by a brief discussion of our findings and some directions for future work.
6.1. Control design for finite size networks

The focus of this paper has been to characterize limitations of distributed integral control in terms of the scaling of $H_\infty$ performance to large networks. We showed that such limitations arise due to noisy measurements, and can only be alleviated by asymptotically increasing the amount of inter-nodal alignment between controllers.

Naturally, any real-world application will have a finite number of nodes, and the controller can thus always be tuned for acceptable performance. Our results imply, however, that such a tuning cannot be done independently of the network size. Therefore, even though the controller is implemented in a distributed fashion, its tuning requires global knowledge.

6.2. General distributed dynamic feedback

A natural question to ask is whether there are other distributed integral control designs for the system (2), which are not subject to the same performance limitations. In general, one can set $u = z$, $\dot{z} = Az + Bx + Cv^m$, where $A, B, C$ are feedback operators. Even with a controller on this form it is possible to show a result in line with Proposition 8.

With such a controller, one must be aware that the important property of load sharing is lost if $B \neq 0$. Load sharing implies that the control effort in regulating a constant disturbance is shared equally (or proportionally) between controllers. Therefore, even though a controller with $B \neq 0$ can achieve the same performance as static feedback, it may not be desirable in practice. A detailed discussion on properties of such general feedback controllers and their performance trade-offs is part of future work.

6.3. Network heterogeneity

The results in this paper were derived under the assumption of spatial invariance, which allowed us to derive closed-form expressions for $H_\infty$ norms and their scalings. For a more heterogeneous network setting, it is often possible to derive bounds on similar forms using embedding arguments, see [16] and bounds on feedback gains. However, an interesting avenue for future work is to study to which extent network heterogeneity (e.g. variations in damping coefficients or measurement quality) can be exploited to improve performance. For example, the possibility of adding select nodes with access to absolute measurements of the full local state is relevant in practice (e.g. using phasor measurement units in power networks) and may have interesting theoretical implications.
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