On the issue of fuzzy timing estimations of the algorithms running at GPU and CPU architectures
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Abstract. We consider the task of comparing fuzzy estimates of the execution parameters of genetic algorithms implemented at GPU (graphics processing unit, GPU) and CPU (central processing unit) architectures. Fuzzy estimates are calculated based on the averaged dependencies of the genetic algorithms running time at GPU and CPU architectures from the number of individuals in the populations processed by the algorithm. The analysis of the averaged dependences of the genetic algorithms running time at GPU and CPU-architectures showed that it is possible to process 10,000 chromosomes at GPU-architecture or 5,000 chromosomes at CPU-architecture by genetic algorithm in approximately 2,500 ms. The following is correct for the cases under consideration: “Genetic algorithms (GA) are performed in approximately 2,500 ms (on average),” and $\alpha$ sections of fuzzy sets, with $\alpha = 0.5$, correspond to the intervals $[2,000.2399]$ for GA performed at the GPU-architecture, and $[1,400.1799]$ for GA performed at the CPU-architecture. Thereby, it can be said that in this case, the actual execution time of the algorithm at the GPU architecture deviates in a lesser extent from the average value than at the CPU.

Introduction

The stochastic behaviour of bio-inspired algorithms makes it difficult to determine both effective algorithmic structures, and also the choice of hardware architecture with which the search procedure will be implemented. Typical representatives of bio-inspired approaches are genetic algorithms (GA), currently used to solve a wide range of optimization problems [1]. Herein after, the situation under consideration is analyzed in the context of GA using but with some modifications, it can be extended to a significant part of bio-inspired approaches. Modern hardware architectures differ not only by the number of cores and the number of operations performed by a single core per time unit but they also differ by the algorithms for organizing the computing process at the physical level [2]. CPU and GPU architectures are considered as an example of alternative hardware structures, not only
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because of conceptual differences in the organization of the computing process, but also
due to their wide use in solving resource-intensive problems using stochastic methods. In
the context of GA execution, the contradictory nature of the work of these architectures is
that the CPU starts GA execution almost immediately, in comparison with the GPU
processor. The GPU architecture takes some time to initialize the structures associated with
ensuring parallelism, while the time complexity of the GPU grows, as a rule, more slowly
than in the CPU. Today, to solve practical problems, bio-inspired algorithms are being
developed to operate with more than a billion variables [3]. A significant number of
research groups are involved in reducing the complexity of multicriteria bio heuristics
procedures for multidimensional problems [4]. Thus, with a large number of processed
variables, the actual object of research is the issue of evaluating the effectiveness of using
various hardware architectures to solve optimization problems using bio-inspired methods.

Scope of research

It is known that there is a certain limiting value of the np number of GA individuals, the
excess of which will not lead to a significant increase in the quality of the obtained
solutions [5]. If it is possible to calculate np (not based on experience) for an algorithm that
is planning to solve the current issue, then one of the following questions will be the choice
of hardware architecture with which the planned algorithm will be most efficiently
implemented. In study [6], for a particular case, the average boundaries of the GPU and
CPU architectures efficiency were determined, expressed by the number of individuals
processed by the genetic algorithm. In study [7], it was shown that the dependences of the
GA operating time on GPU and CPU architectures on the number of GA individuals,
constructed only on the basis of maximum and minimum values, can significantly differ
from similar dependencies constructed on the basis of averaged data. In some sense, the
inverse task is the choice of hardware architecture for implementation of the algorithm from
which it is required to solve the current optimization task with acceptable accuracy and in
the allotted time. In other words, it is necessary to answer the question whether the
algorithm running on the relatively slow hardware architecture within the framework of the
issue under consideration will generate the number of individuals necessary to obtain an
acceptable result. The expression "slow (within the framework of the issue) hardware
architecture" indicates the fact that for several hardware architectures, there may be
boundaries for their most effective application, expressed, for example, in terms of the
number of individuals that need to be processed by GA to obtain an acceptable solution [6].

The research issue

If there are several hardware architectures a1, a2, ..., an and the available time slots t1, t2, ..., tn
for implementation at these GA architectures, tasks similar to those listed below become relevant:

- the choice of the number of individuals np1, np2, ..., npn for GA, solving tasks z1, z2, ..., zn
in such a way that they were solved for time intervals of length t1, t2, ..., tn;
- decomposition of the original task Z into non-crossing subtasks z1, z2, ..., zn so that
they are solved by the GA, acceptable from the point of view of the quality of the solution,
with architectures a1, a2, ..., an for the time t1, t2, ..., tn.

Therefore, in the case under consideration, the issue of load planning is urgent:
performing GA on heterogeneous computing structures, taking into account as follows:
- the number of individuals np necessary to obtain an acceptable solution of the issue;
- the choice of hardware architecture with which the GA will process and solve the task with a given accuracy for an acceptable time;
- estimates of the assumed GA processing time for np individuals with a given architecture;
- estimates of the number of individuals that GA can process with a given hardware architecture in the allotted time.

Estimation of the above factors implies a comparison of the capabilities of hardware architectures in solving the problem for the same time intervals. The purpose of this study is to perform a comparative analysis of search procedures that run for approximately equal time intervals with GPU and CPU architectures based on a computational experiment.

**Simulation experiment.** The study is partially based on the results of a simulation experiment, the essence of which was that for a given number of individuals (from 1,000 to 10,000, in increments of 1,000), a series of multiple (50–70) GA launches on the GPU and CPU were carried out, determining the points corresponding to optimal values of the Ackley's function [6,7]. The Figure 1 shows diagrams of the averaged dependences of time t, GA execution on CPU and GPU-architectures, on the number of individuals N processed by the algorithm.

![Fig. 1. Diagrams of the averaged dependences of the operating time of the GA, performed on the GPU and CPU architectures, on the number of individuals](image)

There are four points in Fig. 1, pairwise corresponding to approximately equal averaged time intervals of the GA execution time on different hardware architectures with a different number of processed individuals. The fact of GA performance can be described by a triple (a, n, t) — where a is the processor architecture with which the GA is executed, n is the number of individuals that the GA processed, t is the average GA operating time, the processed populations of which contain n individuals on the processor architecture a, expressed in milliseconds. Then the first pair of points can be denoted by the tuples <CPU, 3,000, 1,524> and <GPU, 4,000, 1,488>, and the second — <CPU, 5,000, 2,501> and <GPU, 10,000, 2,536>. Arrows indicate the second pair of points.

It follows from Fig. 1 that in a relatively small interval [1,000,10,000], characterizing the number of processed individuals with a sufficiently large sampling step (1,000
individuals), in the presence of two hardware architectures, there are alternative, from the point of view of the average operating time, GA implementation options with various hardware architectures, but significantly different in the number of processed individuals. For this reason, the issue to analyze alternatives for the average operating time of GA implementation options on various hardware architectures is urgent.

The second pair of points \(<\text{CPU}, 5,000, 2,501>\) and \(<\text{GPU}, 10,000, 2,536>\) describes the options for implementing the GA with a greater difference between the processed individuals and a smaller spread of the average execution time than the first pair. Let's consider it in more detail. Calculation process, the parameters and the results of which are characterized by points \(<\text{CPU}, 5,000, 2,501>\) and \(<\text{GPU}, 10,000, 2,536>\) can be described by the phrase "GA execution in approximately 2,500 ms."

If we plan the calculation process in accordance with the averaged dependencies shown in Fig. 1, then if we need to solve the task in about 2,500 milliseconds, we can process 10,000 chromosomes with the GPU-architecture or 5,000 chromosomes with the CPU-architecture with the genetic algorithm. Table 1 shows the minimum, maximum and average values of the operating time of genetic algorithms that process 10,000 chromosomes with the GPU architecture and 5,000 chromosomes with the CPU architecture. Architectures parameters of processes with which the GA are performed, as well as the number of individuals processed by the GA, are considered as parameters for GA performance.

The data presented in Table 1 are taken from the results of a computational experiment, on the basis of which the graphs shown in Fig. 1 were built.

| No. | \(t, \text{ms}\) | GA execution parameters |
|-----|-------------------|-------------------------|
|     | \(t_{\text{min}}, \text{ms}\) | CPU, 5,000 chromosomes | GPU, 10,000 chromosomes |
| 1   | 1,397             |                         | 1,764                   |
| 2   | 32,625            |                         | 18,311                  |
| 3   | 2,501             |                         | 2,536                   |

The data presented in Table 1 are the result of the fact that the average execution time of the genetic algorithm, in the cases considered, deviates by less than 2%. Based on the data obtained (Table 1), we can state the following:

- The genetic algorithm executed with the CPU will be able to process 5,000 chromosomes on average in approximately 2,500 ms;
- The genetic algorithm executed with the GPU will be able to process 10,000 chromosomes on average in approximately 2,500 ms.

Let's determine the relative deviation from the average value of the minimum and maximum execution time of the genetic algorithm for the cases presented in Table 1.

The relative deviation \(\Delta t_{\text{min}}\) of the minimum execution time \(t_{\text{min}}\) from the average \(t_{\text{mean}}\) is calculated by the formula:

\[
\Delta t_{\text{min}} = \frac{|t_{\text{mean}} - t_{\text{min}}|}{t_{\text{mean}}}. \tag{1}
\]

For the algorithm running with the CPU:
Δt_{min, CPU} = | 2,501 – 1,397 | / 2,501 ≈ 0.441. \hspace{1cm} (2)

For the algorithm running with the GPU:

Δt_{min, GPU} = | 2,536 - 1,764 | / 2,536 ≈ 0.304. \hspace{1cm} (3)

The relative deviation Δt_{min} of the maximum execution time \( t_{max} \) from the average \( t_{mean} \) is calculated by the formula:

\[ Δt_{max} = \frac{| t_{mean} - t_{max} |}{t_{mean}}. \hspace{1cm} (4) \]

For the algorithm running with the CPU:

\[ Δt_{max, CPU} = | 2,501 – 32,625 | / 2,501 ≈ 12.04 \hspace{1cm} (5) \]

For the algorithm running with the GPU:

\[ Δt_{max, GPU} = | 2,536 – 18,311 | / 2,536 ≈ 6.22 \hspace{1cm} (6) \]

Comparing Δt_{min, CPU} with Δt_{min, GPU} and Δt_{max, CPU} with Δt_{max, GPU}, it can be argued that in this case, the actual execution time of the algorithm with the GPU deviates to a lesser extent from the average than with the CPU.

In the study [6], for a special case, a membership function of a fuzzy number was constructed which denotes the running time of the GPU algorithm on 3,000 chromosomes. Let's build similarly fuzzy number functions that describe GA processing of 10,000 chromosomes with the GPU-architecture and 5,000 chromosomes with the CPU-architecture.

When conducting a simulation experiment, the minimum runtime of the algorithm on the GPU-architecture that processes 10,000 chromosomes was 1,764 ms, the maximum — 18,311 ms: but, at the same time, in other cases, the running time of the algorithm did not exceed 3,000 ms. Therefore, let's consider the distribution of the duration of the algorithm in ms on the interval \([1,600, 3,000]\) in more detail.

The Fig. 2 shows a fragment of the distribution of GA operating time with a GPU-architecture processing 10,000 chromosomes over time intervals.
Fig. 2. A fragment of the GA running time distribution with GPU-architecture by time intervals

In Fig. 2 and Fig. 3: along the ordinate axis, the number of GA launches is recorded, the execution time of GA falls into the corresponding segment, indicated on the abscissa axis.

It follows from Fig. 2 that more than half of the GA launches were completed during the period from 2,000 to 2,399 ms.

When conducting a simulation experiment, the minimum operating time of GA with the CPU-architecture processing 5,000 chromosomes was 1,397 ms, and the maximum was 18,311 ms: but, at the same time, in other cases, the running time of the algorithm did not exceed 3,100 ms. Therefore, let's consider the distribution of the duration of the algorithm in ms on the interval [1,200, 3,200] in more detail.

The Fig. 3 shows a fragment of the distribution of GA operating time with a CPU architecture processing 5,000 chromosomes over time intervals.

![Fig. 3. Fragment of the distribution of the operating time of GA performed with CPU-architecture over time intervals](image)

It follows from Fig. 3 that more than half of the GA launches were completed during the period from 1,400 to 1,799 ms.

In accordance with [6], let's consider the runtime of GA with GPU-architecture that processes 10,000 chromosomes, and 5,000 chromosomes with CPU-architecture as fuzzy numbers.

The Fig. 4 presents a diagram that can be interpreted as a fuzzy set:

\[
\tilde{G} = \{t, \mu_G(t)\},
\]  

(7)

where \(\tilde{G}\) is a fuzzy set constructed on the basis of averaged data corresponding to the expression “GA operating time with GPU-architecture that processes 10,000 chromosomes”, \(t\) is the GA operating time, \(\mu_G(t)\) the membership function of the operating time \(t\) to a fuzzy set \(\tilde{G}\).
Fig. 4. Fragment of the membership function of a fuzzy number that describes “the time of GA operation with the GPU-architecture processing 10,000 chromosomes”

The Fig. 5 presents a diagram that can be interpreted as a fuzzy set:

$$\tilde{\mathcal{C}} = \{t, \mu_C(t)\},$$

where $\tilde{\mathcal{C}}$ is a fuzzy set constructed on the basis of averaged data corresponding to the expression “GA operating time with CPU-architecture that processes 10,000 chromosomes”, $t$ is the GA operating time, $\mu_C(t)$ the membership function of the operating time $t$ to a fuzzy set $\tilde{\mathcal{C}}$. 

Fig. 5. Fragment of the membership function of a fuzzy number that describes “the time of GA operation with the CPU-architecture processing 10,000 chromosomes”
The transition point of a fuzzy set is its element \( x \) for which \( \mu(x) = 0.5 \). For \( \tilde{G} \) and \( \tilde{C} \) we can define fuzzy sets of level \( \alpha = 0.5 \) [8]:

\[
\tilde{G}_{\alpha=0.5} = \{(1, [2000,2199]), (0.71, [2200,2399])\}; \\
\tilde{C}_{\alpha=0.5} = \{(1, [1400,1599]), (0.94, [1600,1799])\}.
\]

Then \( \alpha \) is a slice of fuzzy sets \( \tilde{G} \) and \( \tilde{C} \) for \( \alpha = 0.5 \) there will be elements \( G_{\alpha=0.5} \) and \( C_{\alpha=0.5} \):

\[
G_{\alpha=0.5} = \{([2000,2199]), ([2200,2399])\}; \\
C_{\alpha=0.5} = \{([1400,1599]), ([1600,1799])\}.
\]

A crisp set, \( C^* \) closest to the existing fuzzy set \( \tilde{C} \), determined in accordance with a known formula:

\[
\mu_{C^*}(t) = \begin{cases} 
1, & \text{if } \mu_C(t) > 0.5; \\
0, & \text{if } \mu_C(t) < 0.5; \\
0 \text{ or } 1, & \text{if } \mu_C(t) = 0.5.
\end{cases}
\]

According to the data presented in Fig. 5, it can be argued that the set \( G^* \) contains two spaces \([1,400, 1,599]\) and \([1,600, 1,799]\).

According to the data presented in Fig. 5, it can be argued that the set \( C^* \) contains two spaces \([2,000, 2,199]\) and \([2,200, 2,399]\).

**Conclusion**

1. When planning the calculation process in accordance with the averaged dependencies presented in Fig. 1, if necessary solving the task in approximately 2,500 milliseconds, you can process 10,000 chromosomes with the GPU-architecture or 5,000 chromosomes with the CPU-architecture with the genetic algorithm. The following is correct for the cases under consideration: “GA are performed approximately in 2,500 ms on average.”

2. Comparing \( \Delta t_{\text{min}} \) CPU with \( \Delta t_{\text{min}} \) GPU and \( \Delta t_{\text{max}} \) CPU with \( \Delta t_{\text{max}} \) GPU, it can be argued that in this case, the actual execution time of the algorithm with the GPU deviates to a lesser extent from the average than with the CPU.

3. For the statement “genetic algorithms are executed on average in approximately 2,500 ms” (in the context of the case under consideration), it is typical the following:

- fuzzy sets of level \( \alpha = 0.5 \) for \( \tilde{G} \) and \( \tilde{C} \) are equal to:
  \[
  \tilde{G}_{\alpha=0.5} = \{(1, [2000,2199]), (0.71, [2200,2399])\}; \\
  \tilde{C}_{\alpha=0.5} = \{(1, [1400,1599]), (0.94, [1600,1799])\}.
  \]
-α slices of fuzzy sets $\mathcal{F}$ and $\mathcal{C}$ at $\alpha = 0.5$ correspond to the intervals $[2,000, 2,399]$ for a GA running with GPU-architecture, and $[1,400, 1,799]$ for GA running with CPU-architecture.

4. The results presented in the work correspond to the modern level both from the point of view of mathematical [8] and algorithmic support [9,10].
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