Location detection of key areas in medical images based on Haar-like fusion contour feature learning
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Abstract.
BACKGROUND: Key area location is an important content of medical image processing and an important detail of auxiliary medical diagnosis.
OBJECTIVE: In this paper, a prior knowledge fusion method based on Haar-like feature and contour feature is proposed to locate and detect key areas in medical images.
METHOD: For the image to be processed, six Haar-like features and five contour features are extracted respectively. The improvement of Haar-like feature extraction template better adapts to the complexity of regional structure of medical images. The design of the contour feature extraction process fully reflects the consideration of feature invariance. The two features, together with prior knowledge, are fed into their respective decision makers and final fusers as the basis for determining and locating key regions.
RESULTS: The experimental results show that the proposed method has excellent performance in locating key regions of medical images on MRI. When the capacity of the database increases from 10 to 200, the accuracy of locating the key areas of the image to be processed still reaches more than 90%.
CONCLUSION: The proposed method realizes the accurate location of the key areas of medical images, which is of great significance for the auxiliary medical diagnosis.
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1. Introduction

With the rapid development of information technology and medical imaging, medical imaging technology provides an important basis for clinical diagnosis [1]. Medical images can make people more intuitive and delicate in understanding the internal structure of the human body and case information, make doctors more clear and comprehensive in observing the internal organs of the human body, and greatly improve the accuracy and efficiency of the doctor’s diagnosis of patients’ condition [2].
Among many medical imaging technologies, the key area location technology of medical image is very important [3]. According to the different characteristics of different regions in the patient’s body structure, this technique will differentiate the regions that need to be diagnosed [4]. At the same time, the target area and background area are marked for doctors to assist doctors in making correct diagnosis. However, due to the limitations of medical imaging technology, low contrast, high noise and disorderly distribution of pixel values among organs of medical images make the location effect of key areas of medical images unsatisfactory [5]. Therefore, the location of key areas in medical images has attracted the attention of many scholars and researchers.

In the research process of regional location of medical image, segmentation and location methods based on feature and prior model are gradually formed [6]. Among them, feature-based segmentation and localization methods are mainly based on the characteristics of medical images, such as gray-scale features, texture features, changes in the magnitude of different regions of the image, and so on [7,8]. These methods can be further divided into contour-based localization and region-based localization. A priori model-based localization method is robust when applied to images with complex organizational structures, which is one of the important characteristics different from image feature-based localization methods. Therefore, the location method based on a priori model is a hot research topic in the field of medical image location. The basic principle of location method based on priori model is to establish a standard model which can be used to segment new medical images on the basis of many years of research experience and rich pathological knowledge of medical experts. Compared with the method based on image features, the speed and accuracy of the method based on priori model are improved considerably [9,10].

Tsai proposes an active contour model localization method, which converts the image localization and segmentation problem into solving the energy functional minimum problem. This method provides a new idea for medical image localization and provides a theoretical basis for subsequent medical image key area localization [11]. Han improved the active contour model by solving Euler-Lagrange equation under partial differential equation, which made the segmentation result more accurate and stable [12]. Bing introduced the level set method into active contour model and proposed a geometric active contour model based on geometric feature parameters, which was applied in medical image segmentation [13]. Based on the active contour model, Rezakhah builds the active shape model using the prior information of training samples. The model trains the shape and gray value of marker points, searches by adjusting the relevant parameters of marker points, makes the shape of segmentation iterate repeatedly and adjust constantly, and finally achieves the optimal state, that is, the result of regional location [14].

On the basis of previous research work, this paper combines feature-based and prior knowledge-based methods. It not only utilizes regional features, but also uses training and learning of prior knowledge to propose a new method for locating key areas in medical images, in order to achieve better positioning accuracy.

2. The proposed method

In order to improve the accuracy and reliability of key region location in medical images, a new location detection method is proposed in this paper, which combines the idea of feature-based method and prior knowledge-based method. In this method, improved Haar-like feature and contour feature will be used at the same time.
2.1. Haar-like feature extraction

Haar-like feature is widely used in regional location recognition. Haar-like feature template first defines a rectangular area in the image, and describes the feature value by calculating the difference of the sum of the gray values of the adjacent pixels in the rectangular area. This method can clearly reflect the local gray changes of the detection area, and it can be used as the training feature of the classifier to significantly improve the image. Detection performance of labeled area. The original Haar-like feature template exists in the form of four rectangles and calculates the eigenvalues in the rectangular region. However, the form of feature areas in medical images is more complex. For this reason, this paper further expands the Haar-like template style. The Haar-like template before and after the expansion is shown in Fig. 1. In this figure it can be seen that the extended Haar-like template has better adaptability to the complexity of different regions in medical images.

When using Haar-like template for feature calculation, the large amount of computation will affect the overall real-time performance of the algorithm. Therefore, the cumulative sum method based on integral graphs is used to simplify the calculation. The specific process is as follows: First, the horizontal search is carried out in the template, and $T(x, y)$, the accumulative sum of the rows where the pixels $(x, y)$ are located is calculated recursively. In the same way, the whole pixel value $J(x, y)$ of the integral graph is calculated recursively. The specific processing is as follows:

\begin{align}
T(x, y) &= T(x, y - 1) + g(x, y) \\
J(x, y) &= J(x - 1, y) + T(x, y)
\end{align}

(1)

(2)

$T(x, y)$ is the sum of rows pixels, $J(x, y)$ is the whole pixel value of integral graph, and $g(x, y)$ is gray of the pixels $(x, y)$.

For different templates that may appear in Fig. 1, the pixel values of a four-pixel region are calculated as follows:

\[
\sum g(x, y) = J(x_4, y_4) + J(x_1, y_1) - (J(x_2, y_2) + J(x_3, y_3))
\]

(3)

The Haar-like features of any scale can be calculated in a constant time by using the integral graph method. At the same time, the eigenvalues calculated by the integral graph method are not related to the size and shape of the image, but only to the image integral graph. Therefore, the eigenvalues at any point can be obtained by simple addition and subtraction operations, which effectively guarantees the real-time performance of the algorithm.

When extracting visual features from the Haar-like feature extension template, the rectangular template is scanned in the positive sample image, and the Haar-like feature values of the edge of the target are obtained according to the corresponding calculation method of the template. If the rectangular
template is scanned in the negative sample image area, the detection window with edge characteristics is different from the Haar-like eigenvalue obtained by the detection window with non-edge characteristics. Therefore, this method can quantify the edge features and achieve the purpose of distinguishing edges from non-edges.

In the practical application of medical image, Haar-like feature is extracted from a sample image, and its number is calculated as follows:

\[
CD \left( W + 1 - w \frac{C + 1}{2} \right) \left( H + 1 - h \frac{D + 1}{2} \right)
\]

\[C = \left\lfloor \frac{W}{w} \right\rfloor\]

\[D = \left\lfloor \frac{H}{h} \right\rfloor\]  \hspace{1cm} (4)

Here, \(W\) represents the width of the sample image, \(H\) represents the height of the sample image, \(w\) represents the width of the rectangular template, and \(h\) represents the height of the rectangular template.

After the above detection, six types of Haar-like features corresponding to the six templates in Fig. 1b can be obtained, which are marked as \(h_1, h_2, h_3, h_4, h_5, \) and \(h_6\).

### 2.2. Contour feature extraction considering invariance

In the research of key region localization of medical image, it is customary to treat the image containing the target object as a positive sample and the image not containing the target object as a negative sample. Therefore, the problem of target region detection can be understood as detecting whether part of the image window in the whole image contains the target object.

In fact, the error-free detection of target region is to determine the contour of target region. This requires comparing the attitude information of each region in the region detection, which includes position, scale and direction information.

Considering the invariance of attitude information, this paper sets five contour feature parameters, including two position features, one direction feature and two scale features.

Combining these five contour features, the criteria for detecting the positive samples of the areas to be detected in medical images are as follows:

\[
|x - x_o| \leq \Delta x
\]

\[
|y - y_o| \leq \Delta y
\]

\[
|\alpha - \alpha_o| \leq \Delta \alpha
\]

\[
|u - u_o| \leq \Delta u
\]

\[
|v - v_o| \leq \Delta v
\]  \hspace{1cm} (5)

Here, \(x\) is the position feature in the abscissa direction of the regional pixel, \(y\) is the position feature in the longitudinal direction of the regional pixel, \(\alpha\) is the angle direction feature, \(u\) is the scale scaling feature in the horizontal direction, and \(v\) is the scale scaling feature in the vertical direction. \(x_o, y_o, \alpha_o, u_o, \) and \(v_o\), these five parameters represent the ideal values of the corresponding features of the expected target area, and \(\Delta x, \Delta y, \Delta \alpha, \Delta u, \) and \(\Delta v\) these five parameters represent the detection thresholds corresponding to the five features respectively.
2.3. Regional location detection based on two kinds of feature fusion learning

After the previous processing, six Haar-like features and five contour features can be extracted from each region. Some medical images with key regions are learned and trained as prior knowledge, and then unknown image regions are classified, detected and located.

As can be seen from Fig. 2, in the process of detecting the key area, this paper extracts two kinds of features from the detecting image, namely, Haar-like features and contour features, and then combines the prior knowledge of each type of feature to form their own detection results. Then, through the fusion of the two kinds of detection results, a pairing can be formed.

Combining it with the above block diagram, the flowchart of the key region location method for medical image proposed in this paper is as follows: The first step is to extract Haar-like features and contour features from medical images to be processed. The second step is to incorporate the six Haar-like features of medical images and the prior knowledge of the Haar-like features stored in the algorithm into decision maker 1. In the third step, according to the detection result of decision maker 1, it is incorporated into the fuser. In the fourth step, the five contour features of medical images and the prior knowledge of contour features stored in the algorithm are incorporated into decision maker 2. In the fifth step, according to the detection result of decision maker 2, it is incorporated into the fuser. In the sixth step, according to the synthetical detection result of the fuser, the detection result of locating the key areas in the processed image is output.
3. Experimental results and analysis

3.1. Experimental configuration

The whole experiment is carried out in the laboratory under its own conditions. The computer configuration of the algorithm is: CPU is 8-core 8-threaded Core Processor, 4.9 GHz main frequency, memory size is 32 GB, and the size of the independent graphics card is 5 GB, and the size of the hard disk is 1 TB. In the process of experiment, the programming and compiling of the program are all carried out under the environment of MATLAB. The medical image data needed for the experiment is from the cardiac MRI data set, in which all medical images are in the format of MRI. In order to form an intuitive comparison with the method in this paper, the key area location method based on traditional Haar-like feature and the key area location method based on prior knowledge are selected as the comparison method of this method.

In the experiment, the detection parameters are allocated for the Haar-like feature decision maker and the contour feature decision maker. The results are shown in Table 1.

The method is trained by fusing these prior knowledge, combining the Haar-like features and contour features of each region in each image to be processed, and detecting them in two decision makers and one fuser. Finally, the key feature localization results corresponding to the remaining 12 cardiac MRI images are obtained, as shown in the Fig. 3.

From the experimental results it can be seen that although the cardiac MRI images of different patients are different and the angles in the process of MRI imaging are also different, the methods in this paper can accurately locate the key areas, which fully illustrates that the method has been achieved by using two features and fusing prior knowledge. It has a satisfactory positioning effect.

3.2. Comparisons with other methods

In order to compare the performance of the two reference methods, the cardiac MRI data set was further expanded to 200 medical image data sets, including cardiac MRI, brain MRI, chest MRI and spinal MRI.

In the process of comparison, we mainly study how to increase the data capacity of the database step by step, and how to locate the key areas accurately and time. The incremental step of the database capacity is 10 pieces. The curves corresponding to the results are shown in Fig. 4.

From the comparison results of the curves in Fig. 4, we can see that the positioning accuracy of the three methods decreases with the increase of the retrieval image amplitude. Among them, the positioning
accuracy of Haar feature-based positioning method decreases the most, while our method keeps the best positioning accuracy. When the number of retrieved images increases to 200, the positioning accuracy of our method is still above 90%.
4. Conclusion

The structure of medical images is complex, and there are many interference information in the target area. In order to improve the accuracy of location and detection of key areas in medical images, a new method is proposed in this paper. In this method, both Haar-like features and contour features are used. By improving the processing, Haar-like template is increased to 6, which has better adaptability to the complexity of medical structure and achieves better solution speed by combining integral graph. Two position features, one angle feature and two scale features are used to form a comprehensive expression of contour features, which takes into account the invariant attributes of key areas in different perspectives. A two-feature fusion location detection method based on prior knowledge is constructed. Haar-like features and contour features are combined with the corresponding prior knowledge into their respective decision makers, and then the final decision results are obtained through the processing of the fusion. Experiments are carried out on the medical image data set of MRI. The experimental results show that the positioning accuracy of the proposed method for key areas is significantly higher than that of the two reference methods. When the database capacity continues to expand, the positioning accuracy for key areas remains above 90%.
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