Abstract—We propose a Video Colorization with Hybrid Generative Adversarial Network (VCGAN), an improved approach to video colorization using end-to-end learning and recurrent architecture. The VCGAN addresses two prevalent issues in the video colorization domain: Temporal consistency and the unification of colorization network and refinement network into a single architecture. To enhance colorization quality and spatiotemporal consistency, the mainstream of the generator in VCGAN is assisted by two additional networks, i.e., global feature extractor and placeholder feature extractor, respectively. The global feature extractor encodes the global semantics of grayscale input to enhance colorization quality, whereas the placeholder feature extractor serves as a feedback connection to encode the semantics of the previous colorized frame in order to maintain spatiotemporal consistency. If changing the input for placeholder feature extractor as grayscale input, the hybrid VCGAN also has the potential to colorize single images. To improve the color consistency of far frames, we propose a dense long-term loss that minimizes the temporal disparity of every two remote frames. Trained with colorization and temporal losses jointly, VCGAN strikes a good balance between video color vividness and spatiotemporal continuity. Experimental results demonstrate that VCGAN produces higher-quality and temporally more consistent colorful videos than existing approaches.

Index Terms—Generative adversarial networks, placeholder feature extractor, video colorization.

I. INTRODUCTION

There are many legacy movies and historical videos in black-and-white format. Restricted by the photography technology at that time, it was extremely hard to preserve color information. If the grayscale videos are painted with reasonable colors, they could show the vividness of the past time. Recently, the convolutional neural networks (CNNs) automate the process of grayscale image colorization [1]–[3], [3]–[19]. To predict plausible colorized images, researchers combined many objective functions such as L1 loss, MSE loss, perceptual loss [20], KL loss [6], and classification loss on each pixel [4] or advanced training schemes like adversarial training [21] and coarse-to-fine scheme [22]. However, those image colorization algorithms cannot be directly utilized to colorize grayscale videos since they are unable to learn spatiotemporal consistency. Since adjacent frames in a video are temporally correlated, the additional spatiotemporal constraints are significant for video colorization applications.

Existing video colorization methods can be categorized into three classes: exemplar-guided [17], [18], [23]–[26], task-independent [27], [28], and fully-automatic [14]–[16]. On one hand, earlier video colorization methods are often based on exemplars such as color scribbles and strokes [23]–[25]. On the other hand, to alleviate the effort of selecting proper examples, task-independent video colorization methods [27], [28] post-process framewise colorization results by adding temporal coherence. For instance, Lai et al. [28] utilized a temporal smoothing network to minimize the color differences between the two consecutive frames that are colorized individually using image colorization algorithms. However, the performance of these methods is limited by the image colorization algorithms. Furthermore, fully-automatic methods [14]–[16] learn the mapping from continuous grayscale frames to colorful frames. The mapping is normally implemented by a neural network, e.g., 3D-CNN [15], two-step network [14]. On one hand, 3D-CNN requires a large memory footprint for a long sequence (e.g., each segment is independently colorized due to the GPU memory limit). On the other hand, two-step network misses the first frame at inference, in addition to requiring large memory footprints. Moreover, the balance between color vividness and video continuity becomes another issue.

In order to address these issues, we propose to combine both image and video colorization into a hybrid architecture VCGAN. There are three main benefits of the hybrid model: 1) One model can be applied to both image and video colorization; 2) It provides reference colorized frame as a prior for the colorization of the following grayscale frames, which avoids the requirement of temporal refinement network; 3) The proposed hybrid architecture strikes a good balance between color vividness and video continuity. Firstly, we assume the continuous frames satisfy the
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earlier works were mainly exemplar-guided including propagating the user scribbles [23]–[25], attaching the colors from colorized frames [17] or given images [26] to the rest of frames. Recently, CNNs improve colorization quality since it effectively extracts features from the input [2], [4], [5]. For instance, Zhang et al. [18] matched the features between the reference image and input frames to guide colorization. Jampangi et al. [17] used few colorized frames as references and then propagated them to the whole video. However, their results are plausible when the scene disparity of examples and grayscale frames can be ignored.

Many image colorization algorithms obtain good colorization quality; however, directing using them to each video frame independently often leads to temporal inconsistencies. Thus, the task-independent methods were proposed to explicitly encode the temporal consistency of the independently colorized frames. Bonneel et al. [27] addressed the issue by minimizing the disparity of warped frame and next frame with least-square energy. Lai et al. [28] introduced a transformation network that post-processes the frames, with an optical flow guidance. The network was trained by both temporal and perceptual loss [20] to strike a balance between temporal coherence and spatial quality. However, the refined frames are still not continuous enough, since the image colorization and temporal refinement networks are not trained collaboratively. To further automate the video colorization pipeline, Lei et al. [14] proposed a multimodal automatic system that produced four possible colorized videos. To enhance the color consistency, they performed the K-nearest neighbor (KNN) search that builds a connection between color and spatial location. However, the generated images are not colorful enough.

**Generative Adversarial Network for Colorization:** GAN was first proposed by Goodfellow et al. [21], including two neural networks (i.e., generator and discriminator) that compete against each other. For colorization, GAN was used to enhance the vividness of colorized images [3] or produce diverse results [8], [38]. Isola et al. [3] proposed a general Pix2Pix framework for paired images transformation. Experimental analysis proved that adversarial training strategy helps in preserving details and enhancing the perceptual quality. It was enhanced by Pix2PixHD framework [22] for high-resolution images. To obtain diverse colorization, Cao et al. [8] directly added noise to the first three layers of encoder while Zhu et al. [38] introduced a cLR-GAN model including variational training to strengthen the output diversity.

### III. METHODOLOGY

#### A. Problem Formulation

Given a grayscale input video, the output colorized video should satisfy two conditions. Firstly, the color of generated frames should be similar to ground truth. Secondly, the temporal disparity of adjacent frames in the colorized video should be small, i.e., there is almost no flickering effect in the colorized video. Both of the conditions are equally crucial for video colorization.

Suppose the frames of input grayscale video with length $T$ is represented as a sequence $X = \{x_1, x_2, \ldots, x_T\}$. The corresponding results processed by image colorization algorithms can be represented as $Y = \{y_1, y_2, \ldots, y_T\}$ and the ground truth colorful video frames are $Z = \{z_1, z_2, \ldots, z_T\}$. Note that, the framewise color similarity of $Y$ should be highly comparable with $Z$. However, the frames of $Y$ are temporally discontinuous, since the single image colorization methods [1]–[5] only learn one-step conditional distribution $p(Y|X)$. To address the issue of discontinuity, current video colorization methods [14], [18], [28] finetune the results from $Y$ by another refinement network. They learn a two-step joint distribution $p(Z|Y)p(Y|X)$. Under these conditions, the mapping function can be factorized as:

$$p(Z|X, Y) = \prod_{t=2}^{T} p(z_t|y_t, y_{t-1})p(y_t|x_t)p(y_{t-1}|x_{t-1}). \quad (1)$$

Specifically, the generated frame contains the information of the previous frame $x_{t-1}$ and the current frame $x_t$; however, there is no direct connection between them. Normally, the $p(y_t|x_t)$ is implemented by an image colorization network, which is trained to generate inconsistent $Y$ by individually colorizing grayscale frames. Then, a refinement network is used to post-process continuous two frames, i.e., $p(z_t|y_t, y_{t-1})$. It is difficult to control the video consistency of generated frames if the networks are trained individually [28]. Although adopting a joint training scheme [14], the system is too large thus the optimization is difficult to perform. To address this problem, we alternatively learn the direct mapping from $X$ to $Z$. Therefore, the learning process of the proposed VCGAN is represented as:

$$p(Z|X) = \prod_{t=2}^{T} p(z_t|x_t, z_{t-1})p(z_1|x_1). \quad (2)$$

The two conditional distributions $p(z_t|x_t, z_{t-1})$ and $p(z_1|x_1)$ are combined into one model by a placeholder feature extractor. In addition, the proposed VCGAN is recurrent since the previous colorized frame becomes the input for the colorization process of the next frame, which is optimized to be close to ground truth $z_{t-1}$. Thus, VCGAN is a hybrid end-to-end model that colorizes grayscale frames sequentially. Since there is no previous frame as a guidance, VCGAN generates the first frame $z_1$ only based on the initial input frame $x_1$. For such case, it is viewed as a special video colorization issue, i.e., only one frame in the video. For the following frames, VCGAN does not produce intermediate variables and it is optimized by colorization and temporal smoothing objectives jointly. The recurrent architecture explicitly enforces VCGAN to synthesize more temporally consistent results. Fig. 2 illustrates the different connection types of the two aforementioned representative video colorization approaches and VCGAN.

#### B. Two-Stage Training Schedule

In order to ensure that VCGAN produces perceptually plausible colorizations, the training process is divided into two stages.
Fig. 2. Illustration of different connection types of (a) One-step image colorization [1]–[5], (b) Two-step video colorization [14], and (c) the proposed hybrid VCGAN, where \( x \) is the input, and \( s \) is the video colorization result. \( f, g, \) and \( h \) represent CNNs. The color lines in (c) indicate that the dense remote connections of generated frames modeled by VCGAN. The losses are computed between \( s \) and ground truth \( y \) (image colorization) or \( z \) (video colorization).

Fig. 3. Illustration of the training schedules for (a) the first stage and (b) the second stage. Illustration of the architectures of (c) the VCGAN generator and (d) the VCGAN discriminator, where the numbers of channels and notations of layers/blocks/operations are attached. More detailed architectures can be found in supplementary materials (https://github.com/zhaoyuzhi/VCGAN).

At the first training stage, the VCGAN performs single image colorization, as shown in Fig. 3(a). The large ImageNet dataset [30] is utilized for training since it contains much more diverse modes and categories compared with common video datasets [31], [32]. After its convergence, VCGAN is eligible to produce a single colorful image with high pixel accuracy.

At the second training stage, VCGAN is trained as a Markov Chain that performs a sliding window scheme to select continuous frames. For the first frame colorization, the VCGAN learns \( p(z_1|x_1) \) (see (2)). For the following frames (e.g., time \( t \)), we consider the relations between every two neighbouring frames, i.e., VCGAN learns \( p(z_t|x_t, z_{t-1}) \) (see (2)). The output of time \( t-1 \) is first converted to grayscale and warped using forward flow from time \( t-1 \) to \( t \). Then, the warped image replaces the grayscale input at time \( t \) for the placeholder feature extractor, as shown in Fig. 3(b). The processes can be defined as:

\[
\begin{align*}
    s_t &= \begin{cases} 
    G(x_1), & t = 1, \\
    G(x_t, i_t), & t > 1.
    \end{cases} \\
    i_t &= W(O_{t-1 \rightarrow t}, G(p_{t-1})),
\end{align*}
\]  

(3)

(4)

where \( s_t \) and \( i_t \) are the output of VCGAN generator and input for placeholder feature extractor when \( t > 1 \). The network \( G(*) \) represents the VCGAN generator. The operator \( W(*) \) warps input frame under the guidance of given optical flow \( O_{t-1 \rightarrow t} \), and the operator \( G(*) \) converts RGB images to grayscale by a linear transformation. Note that \( W(*) \) and \( G(*) \) are fixed; therefore \( i_t \) is proportional to \( s_{t-1} \). Therefore, VCGAN can utilize the
information from last output, which satisfies the representation of (2).

This design unifies both image and video colorization. Compared with single image colorization algorithms [2], [4], [5], the placeholder feature extractor reserves a place for recurrent feedback. Moreover, it encourages VCGAN to minimize the color discrepancy between neighboring frames.

C. VCGAN Architecture

The hierarchical VCGAN generator consists of three main parts: global feature extractor, placeholder feature extractor, and mainstream encoder-decoder, as shown in Fig. 3(c). The mainstream adopts U-Net structure [39] that executes skip connection between each encoder layer and decoder layer with the same spatial resolution, where \( n \) is the total number of mainstream layers. It promotes the decoder to preserve low-level details and facilitates the convergence of the whole system since the gradients easily pass to encoder layers. The non-local blocks [40] are attached to bottom layers of the decoder, which strengthen the details using cues from spatially related pixels.

The global feature extractor and placeholder feature extractor utilize a fully convolutional ResNet-50-IN network [37] architecture, both of which are pre-trained on ImageNet [30]. Since the colorization highly depends on global information [2], [4], [5], the global feature extractor distills semantics from input effectively. While the placeholder feature extractor reserves the information of the last frame to enhance temporal consistency. The outputs of the two feature extractors are concatenated to mainstream encoder for feature fusion.

We adopt the PatchGAN discriminator [3] to produce a 1-channel matrix corresponding to input resolutions, as shown in Fig. 3(d). It contains fewer parameters than the original 1 \( \times \) 1 PixelGAN yet enhances the perceptual quality of generated samples. It also encourages sharper edges and colors.

D. Loss Functions

At the first stage, VCGAN is learned to produce accurate image colorization. The loss function of the first stage is:

\[
L_{\text{1st}} = \lambda_1 L_1 + \lambda_p L_p,
\]

where \( L_1 \) and \( L_p \) denote pixel-level reconstruction loss and perceptual loss [20], respectively. \( \lambda_1 \) and \( \lambda_p \) are trade-off coefficients. Specifically, the losses are defined as:

\[
L_1 = \mathbb{E}[||s_t - z||_1],
\]

\[
L_p = \mathbb{E}[||\phi_t(s_t) - \phi_t(z)||_1],
\]

where \( s_t \) (see (3)) and \( z \) represent the colorized image and corresponding ground truth, respectively. At the first stage, \( t = 1 \). \( \phi_t(\cdot) \) produces the features from the \( t \)-th layer of a pre-trained network. In our experiment, the conv4_3 layer of VGG-16 network [36] is adopted.

At the second stage, we train VCGAN generator and discriminator alternatively and include optical flow for matching spatial location. The overall loss function is defined as:

\[
L_{\text{2nd}} = \lambda_1 L_1 + \lambda_p L_p + \lambda_G L_G + \lambda_{st} L_{st} + \lambda_{dlt} L_{dlt},
\]

where \( L_G, L_{st}, \) and \( L_{dlt} \) indicate GAN loss, short-term loss, and dense long-term loss, respectively. \( \lambda_1 \) are trade-off coefficients for each loss term.

We use the WGAN critic [41] and spectral normalization [42] in the adversarial training, which is defined as:

\[
L_G = -\mathbb{E}[D(s_t)],
\]

\[
L_D = \mathbb{E}[D(s_t)] - \mathbb{E}[D(z)],
\]

where (9) and (10) constitute WGAN loss for generator \( G(\cdot) \) and discriminator \( D(\cdot) \), respectively. Due to spectral normalization attached to each convolutional layer of discriminator, VCGAN satisfies the 1-Lipschitz continuity.

To enforce temporal consistency, VCGAN should also learn connections for continuously generated frames. Suppose that there are \( N \) continuous frames used for training in each iteration, the optical flow-based objectives include short-term loss and dense long-term loss are defined as:

\[
L_{st} = \mathbb{E}\left[\sum_{t=2}^{N} M_{t-1\rightarrow t}||s_t - W(O_{t-1\rightarrow t}, s_{t-1})||_1\right],
\]

\[
L_{dlt} = \mathbb{E}\left[\sum_{t=3}^{N} \sum_{m=1}^{t-2} M_{m\rightarrow t}||s_t - W(O_{m\rightarrow t}, s_m)||_1\right],
\]

where \( N \) is the numbers of frames in a batch, \( s_m \) and \( s_t \) are the colorized frames at time \( m \) and \( t \), respectively. \( M_{m\rightarrow t} \) and \( O_{m\rightarrow t} \) represent the non-occlusion mask [28] and real forward flow of colorful images between time \( m \) and \( t \), respectively. The operator \( W(\cdot) \) warps input frame under the guidance of flow \( O_{m\rightarrow t} \). By matching the pixel-wise non-occlusion region of the warped frame and current output, it enforces the temporal consistency of correctly warped regions. The short-term loss learns the color similarity for neighbouring frames. The dense long-term loss models each remote connection between two generated frames. Moreover, we follow the protocol in [28] to estimate mask:

\[
M_{m\rightarrow t} = \exp(-\alpha||x_t - W(O_{m\rightarrow t}, x_m)||_2^2),
\]

where the mask \( M_{m\rightarrow t} \) indicates the non-occlusion regions of the warped image. The scale factor \( \alpha \) enlarges the numerical disparity between occlusion and non-occlusion regions.

IV. EXPERIMENT

A. Implementation Details

Dataset: We use the entire ImageNet [30] dataset (1281167 images with 1000 categories) at the first training stage. The images are resized to 256 \( \times \) 256. The images encoded as grayscale are excluded. At the second training stage, we utilize the DAVIS [31] and Video [32] datasets that contain 156 short videos (overall 29620 images). We assume each short video is equally important when selecting data for training. All training images are normalized to the range of \([-1, 1] \).

Network: Both the generator and discriminator adopt LeakyReLU [43] activation function. The instance normalization [44] is attached to each convolutional layer of both encoder and discriminator except the first and the last layers. Note that, the pre-trained ResNet-50-IN [37] also adopts
LeakyReLU [43] activation function and instance normalization [44]. Specifically, to maintain more information while performing the down-sampling operation, the pooling layers of the original ResNet-50-IN architecture [37], [44] are replaced by convolutional layers with a stride of 2. At the final part of the network, an additional convolutional layer is added to reduce the dimension from 2048 to 512. We train this ResNet-50-IN from scratch following the hyper-parameter settings of [37] until the ImageNet validation accuracy is high enough and stable. Then, the weights are loaded to the two feature extractors of VCGAN, while the weights of other layers of VCGAN are initialized with Xavier method [45].

**Optimization:** For the first stage, the generator of VCGAN is trained with (5) for 20 epochs. The learning rate is initialized to $2 \times 10^{-4}$, which is halved after 10 epochs. For the second stage, we load the weights from the first stage for VCGAN generator. Then, the whole VCGAN is trained with (8) on continuous frames with 256p resolution and 480p resolution, for 500 epochs and 500 epochs, respectively. The initial learning rates for both generator and discriminator equal to $5 \times 10^{-5}$. For 480p resolution, the learning rate is halved every 100 epochs. For a single category, we randomly sample $N = 5$ successive frames at one iteration. The scale factor $\alpha$ of the non-occlusion mask $M$ (see (11), (12), and (13)) is set to 50. For the optimization, we use Adam optimizer [46] with $\beta_1 = 0.5$ and $\beta_2 = 0.999$. The batch size equals to 16 and 4 for the two stages, respectively.

The coefficients $\lambda_1, \lambda_p, \lambda_{cl}, \lambda_{st}, \lambda_{dl}$ are empirically set to 10, 5, 1, 3, 5, respectively. At the first stage, the VCGAN is trained on 4 NVIDIA Titan Xp GPUs (12 Gb). At the second stage, the training processes on 256p resolution and 480p resolution are performed on 4 NVIDIA Titan Xp GPUs (12 Gb) and 4 NVIDIA Tesla V100 GPUs (32 Gb), respectively. We implement the VCGAN using the PyTorch 1.0.0 framework with Python 3.6. The whole training of VCGAN takes approximately 14 days, where 10, 1, and 3 days for the first stage, second stage on 256p and 480p, respectively.

**B. Experiment Settings**

**Dataset:** Following [14], [28], we perform the evaluations on DAVIS [31] and Videvo [32] testing set. The DAVIS dataset includes 30 short videos, each of which contains approximately 100 frames. The Videvo dataset consists of 20 videos and there are about 300 frames in each clip. Although different approaches...
Fig. 5. Colorization comparison on “SkateboarderTableJump” from Videvo [32] dataset. The first and last rows include the grayscale and colorful ground truth frames, respectively. The middle rows include colorized results from state-of-the-art methods CIC [4], CIC + BTC [4, 28], LTBC [5], LTBC + BTC [5], [28], 3DVC [15], FAVC [14], and the proposed VCGAN. The red rectangles highlight inconsistent regions or strange colors for the baselines.

TABLE I

| Method                  | DAVIS PSNR | SSIM     | Warp Error | VIDEVO PSNR | SSIM     | Warp Error | Semantic Model | Flow Estimator | Hybrid Model |
|-------------------------|------------|----------|------------|-------------|----------|------------|----------------|----------------|--------------|
| Grayscale              | 23.77      | 0.9484   | /          | 25.31       | 0.9570   | /          | /              | /              | /            |
| CIC [4]                | 22.44      | 0.9003   | 0.06055    | 21.79       | 0.8989   | 0.03317    | /              | /              | /            |
| LTBC [5]               | 23.89      | 0.9130   | 0.05901    | 24.64       | 0.9237   | 0.03285    | /              | /              | /            |
| ChromaGAN [11]         | 23.70      | 0.9377   | 0.06023    | 23.88       | 0.9354   | 0.03319    | /              | /              | /            |
| SFCGAN [12]            | 23.19      | 0.8595   | 0.05918    | 23.29       | 0.8549   | 0.03301    | /              | /              | /            |
| CIC + BTC [28]         | 21.48      | 0.8898   | 0.05170    | 21.02       | 0.8809   | 0.02891    | /              | /              | /            |
| LTBC + BTC [28]        | 22.45      | 0.9006   | 0.05144    | 22.81       | 0.9072   | 0.02995    | /              | /              | /            |
| ChromaGAN + BTC [28]   | 19.88      | 0.8896   | 0.04955    | 16.63       | 0.8289   | 0.02753    | FlowNet2       | /              | /            |
| SFCGAN + BTC [28]      | 19.35      | 0.8716   | 0.04902    | 16.28       | 0.7455   | 0.02715    | FlowNet2       | /              | /            |
| 3DVC [15]              | 23.43      | 0.9115   | 0.05125    | 24.28       | 0.9209   | 0.02659    | 3D Conv        | /              | /            |
| FAVC [14]              | 22.98      | 0.9055   | 0.06002    | 23.47       | 0.9183   | 0.03236    | PWC-Net        | /              | /            |
| VCGAN                  | 23.77      | 0.9196   | 0.04871    | 25.11       | 0.9264   | 0.02502    | /              | /              | /            |

The red, blue, and green colors represent the best, the second-best, and the third-best performances, respectively.

...may produce images of diverse resolutions, all the result images are generated and resized to match the image resolution of ground truth for fairness. Moreover, since the proposed VCGAN can generate a single colorful image using weights of the first stage, we assess its colorization quality by colorizing single images. We use the 10000 ImageNet validation images [30] as same as [2], [4], [11], [12].

PSNR and SSIM [47]: To represent the fidelity of generated image, we apply PSNR to calculate the pixel-level error. Since PSNR is not highly relevant to the human visual system, we also adopt SSIM [47] to estimate the structural similarity (especially luminance, contrast, structure).

Top-5 Accuracy: To estimate the semantic interpretability, we adopt the Top-5 Accuracy. It is only for evaluating image colorization quality based on a pre-trained VGG-16 network.

Warp Error: For video colorization, the temporal continuity of generated frames is equally significant with colorization quality. We measure the spatiotemporal consistency by computing...
TABLE II
COMPARISON ON MULTIPLY–ACCUMULATE OPERATIONS (MACS) AND GPU MEMORY PER BATCH (MPB). WE SELECT TWO IMAGE RESOLUTIONS 256×512 (256R) AND 512×1024 (512R)

| Method     | 256R MACs | 256R MPB | 512R MACs | 512R MPB |
|------------|-----------|----------|-----------|----------|
| 3DVC       | 79.72 Mb  | OM>50 T  | 318.87 Mb | OM>15 T  |
| FAVC       | 126.69 Mb | 2365 Mb  | 506.79 Mb | 7237 Mb  |
| VCGAN      | 60.52 Mb  | 1240 Mb  | 242.11 Mb | 2074 Mb  |

Fig. 6. The experiment results on memory consumption. The experiments run on a single NVIDIA Titan Xp GPU with total 12000 Mb memory. “OM” denotes “out of memory” (i.e., more than 12000 Mb).

C. Video Colorization Comparisons

We compare VCGAN with existing video colorization algorithms FAVC [14], 3DVC [15] and 4 representative image colorization methods CIC [4], LTBC [5], ChromaGAN [11], and SCGAN [12]. In addition, we also compare with the task-independent approach BTC [28], which refines the single image colorization results. Thus, there are 6 video colorization results (i.e., FAVC, 3DVC, CIC + BTC, LTBC + BTC, ChromaGAN + BTC, and SCGAN + BTC) in the experiment. The training sets of all compared methods are the same to VCGAN (i.e., ImageNet [30], DAVIS [31], and Videvo [32]).

Qualitative comparison: Some generated samples from typical methods on two validation sets are shown in Figs. 4 and 5. On the one hand, the single image colorization methods CIC [4] and LTBC [5] produce temporally inconsistent results. As shown in the highlighted patches, the colors of objects change extremely, e.g., the sand in Fig. 4 and the arm in Fig. 5. It is because these methods do not consider inter-frame relations. It also demonstrates these image colorization methods are not very robust to shifts or motions. On the other hand, the post-processed results (i.e., CIC + BTC and LTBC + BTC) do not address the above issue obviously. Though BTC [28] induces the temporal relations between every two frames, the colors of image colorization results are “too different”. BTC cannot handle such cases; therefore, BTC’s results are still not continuous enough. In addition, BTC is not jointly trained with single image colorization methods such as CIC and LTBC; therefore, the optimization of image colorization and temporal smoothing are separated. It also causes flickering artifacts in the generated frames. For video colorization algorithms 3DVC [15], FAVC [14], and VCGAN, they do not encounter such issues since temporal correlations are modeled. However, the objects (e.g., the sky, horse, and man) in both Figs. 4 and 5 colorized by FAVC are dusky. The colors of 3DVC results are not natural enough, e.g., the man in Fig. 5.

Among all the methods, VCGAN produces more colorful and temporally coherent frames. We include more samples and video clips in supplementary materials.

Quantitative comparison: The quantitative comparison on 480p validation sets is concluded in Table I. The results of grayscale frames serve as a baseline. Note that we do not include single image colorization methods [4], [5], [11], [12] in comparisons since they do not consider the temporal continuity. Firstly,
BTC [28] strikes a balance between colorization quality and temporal coherence, the disparity between neighbouring frames is much smaller (e.g., the Warp Error of CIC + BTC is much smaller than CIC). However, the results from CIC + BTC suffer from a decrease of PSNR compared with CIC, since the frame-wise characteristic might be weakened. As discussed, since BTC and CIC are not jointly trained, it also causes decreases in metrics. A similar conclusion also applies to LTBC, ChromaGAN, and SCGAN. Secondly, FA VC [14] uses a two-step network, which is jointly optimized by colorization loss function (e.g., L1 loss) and temporal smoothing loss function (e.g., short-term loss). It achieves better PSNR and SSIM results than post-processed results from BTC. Thirdly, 3DVC [15] learns both spatial and temporal relations by 3D Conv instead of two-step networks. Therefore, it achieves better PSNR, SSIM, and Warp Error results than FAVC. However, it still adopts a simple 3D U-Net [39] architecture, which restricts its performances. Finally, VCGAN achieves the best pixel fidelity (PSNR, SSIM) and spatiotemporal consistency (Warp Error) among all the video colorization methods. It demonstrates that the proposed two feature extractors and dense long-term loss \( L_{dit} \) are obviously beneficial to video colorization. The proposed VCGAN uses the semantic model (i.e., two feature extractors), which promotes fast convergence and high colorization quality. In addition, the VCGAN

**TABLE IV**

| Setting | \( \lambda_1 \) | \( \lambda_p \) | \( \lambda_C \) | \( \lambda_L \) | \( \lambda_{dit} \) | Target | DAIS | PSNR | SSIM | Warp Error | Video | PSNR | SSIM | Warp Error |
|---------|-----------------|-----------------|-----------------|-----------------|-----------------|--------|-------|-------|---------|--------|-------|-------|---------|
| s(1)    | 1               | 1               | 1               | 1               | 1               | all “I” coefficients | 23.83 | 0.9193 | 0.05101 | 24.68  | 0.9224 | 0.02659 |
| s(2)    | 20              | 5               | 1               | 1               | 1               | 3                  | 23.90 | 0.9192 | 0.05042 | 25.11  | 0.9244 | 0.02746 |
| s(3)    | 10              | 10              | 1               | 3               | 5               | 5                  | 23.85 | 0.9202 | 0.04971 | 25.20  | 0.9232 | 0.02602 |
| s(4)    | 10              | 5               | 2               | 3               | 5               | 5                  | 23.32 | 0.9113 | 0.04957 | 24.66  | 0.9211 | 0.02644 |
| s(5)    | 10              | 5               | 1               | 6               | 5               | 6                  | 23.75 | 0.9133 | 0.04915 | 24.55  | 0.9197 | 0.02565 |
| s(6)    | 10              | 5               | 1               | 3               | 10              | 10                 | 23.37 | 0.9096 | 0.04909 | 24.67  | 0.9194 | 0.02536 |
| s(7)    | 20              | 10              | 2               | 3               | 5               | 5                  | 23.63 | 0.9118 | 0.04933 | 25.07  | 0.9245 | 0.02650 |
| s(8)    | 10              | 5               | 1               | 6               | 10              | 5                  | 23.76 | 0.9127 | 0.04871 | 24.56  | 0.9199 | 0.02501 |

VCGAN 10  5  1  3  5  full VCGAN 23.77  0.9196  0.04871  25.11  0.9264  0.02502

The Red, Blue, and green Colors Represent the Best, the Second-Best, and the Third-Best Performances, Respectively.
is the only hybrid model that unifies both image and video colorization in the same architecture.

D. Memory Analysis

We conduct a memory analysis for VCGAN and two existing video colorization methods [14], [15] on two image resolutions. The results are concluded in Fig. 6 and Table II. In the experiment, we adjust the number of grayscale frames in a video (to be colorized by the colorization methods) to compute the memory consumption of different methods. The computing platform is one NVIDIA Titan Xp GPU with 12 Gb memory. It is clear that VCGAN has the minimum theoretical MACs and the smallest memory consumption among all the methods. Since 3DVC [15] uses 3D Conv, it only ensures the input sequence is temporally related. However, the relations between different sequences are not modeled. Therefore, it easily causes flickering artifacts for long videos due to memory limits. If feeding a longer sequence to 3DVC, it easily encounters “out of memory,” as shown in Fig. 6. FAQC processes two frames simultaneously; however, it has much larger theoretical MACs due to the hyper-column operation. Applying FAQC to color videos still causes much more memory consumption than VCGAN.

E. Ablation Study

To discover the effectiveness of different loss terms, feature extractors, and the proposed training scheme used in VCGAN, we conduct several experiments as an ablation study. The ablation studies are performed on same datasets, i.e., DAVIS [31] and Video [32] 480p validation data. There are 20 settings with abbreviations as shown in Table III.

Loss terms: The settings l(1), l(2.1), and l(2.2) serve as baselines. The settings l(3.1)-l(3.7) and l(4.1)-l(4.5) are designed to evaluate “colorization reality” (e.g., without $L_{1}$, $L_{p}$ and $L_{G}$) and “smoothing ability” (e.g., without $L_{st}$ and $L_{dlt}$), respectively. However, different loss terms have internal relations since the VCGAN is trained by the combinations of the losses with individual coefficients. For instance, if we drop the perceptual loss $L_{p}$ of VCGAN, the output frames may be smoother than trained with full losses (i.e., Warp Error is smaller). It is because the terms $L_{st}$ and $L_{dlt}$ account relatively more coefficients in this setting than trained with full losses. Thus, we suggest readers compare the PSNR and SSIM for “colorization quality”-related settings (e.g., without $L_{p}$) since they may care more about pixel-level accuracy. Similarly, please focus on the Warp Error for “smoothing ability”-related settings (e.g., without $L_{st}$). The evaluation results are concluded in Fig. 7.
Fig. 9. The comparison of smoothing ability on “cows” from DAVIS [31] dataset.

Fig. 10. The comparison of the utility of the proposed dense long-term loss $L_{dlt}$ on “Ducks” from Videvo [32] dataset.

**Loss terms related to colorization quality:** As shown in Fig. 7(a), the baseline setting l(1) obtains the worst result since it only uses $L_1$ for training. For the settings l(3.1)-l(3.3), if VCGAN trained without $L_1$, $L_p$, or $L_G$, there is a drop in terms of PSNR and SSIM metrics, which demonstrate that all of them are beneficial for colorization quality. As shown in Fig. 8, $L_p$ or $L_G$ promotes VCGAN to generate more realistic and vivid colorizations. Similarly, for the settings l(3.4)-l(3.7), their results are worse than full loss terms, since more than one “colorization quality”-related loss is removed. Furthermore, the results (e.g., the grass and dog) of l(3.1)-l(3.7) are also of poor color contrast, as shown in Fig. 8, which demonstrates that $L_1$, $L_p$, or $L_G$ are vital for VCGAN to produce high-quality colorizations.

**Loss terms related to smoothing ability:** As shown in Fig. 7(b), setting l(1) obtains the worst Warp Error. By adding the short-term loss $L_{st}$ (setting l(2.1)), VCGAN has better results since it meets the Markov Chain assumption. By adding the dense long-term loss $L_{dlt}$ (setting l(2.2)), VCGAN also performs better due to the consideration of temporal relations. The most significant presumption for video generation is that the produced
frames satisfy Markov Chain. Since the setting l(4.1) does not adopt $L_{st}$, it obtains higher Warp Error (e.g., 0.00433 and 0.00246 increases on DAVIS and Videvo, respectively). Similarly, the Warp Error increases if removing $L_{ldt}$ (i.e., l(4.2)) or both $L_{st}$ and $L_{ldt}$ (i.e., l(4.3)). As shown in Fig. 9, the colorized frames from l(4.1)-l(4.3) are not continuous enough, i.e., the colors of continuous frames are not consistent. For the settings l(4.4) and l(4.5), we replace the proposed dense long-term loss $L_{ldt}$ with normal long-term loss $L_{lt}$ [28], which only panels the differences between current frame and the first frame. The Warp Errors of these settings are still inferior to full VCGAN.

**Dense long-term loss $L_{ldt}$:** Some previous methods set the time range equals to 2 (previous and current frame) [14], [15], [18], [25], [49] or 3 (previous, current, and leading frames) [48], [50]. They did not consider the long-term or remote relations. Lai et al. [28] incorporated a long-term loss $L_{lt}$ modeling the connection of current frame and the first frame. However, the proposed dense long-term loss $L_{ldt}$ includes each remote correlation between current frame and all previous generated frames. To demonstrate its effectiveness, we fix the “colorization quality”-related losses $L_1$, $L_p$, and $L_G$ and use one additional loss from $L_{st}$, $L_{lt}$, and $L_{ldt}$, i.e., l(4.2), l(4.4), and l(4.1). In terms of Warp Error, $L_{st}$ (l(4.1)) is the most significant factor to smooth videos since it panels the neighbouring frames. Though $L_{ldt}$ (l(4.2)) does not contain the consistency of neighbouring frames, it panels each remote frames to minimize the color differences. Compared with $L_{lt}$ (l(4.4)), the $L_{ldt}$ (l(4.2)) achieves lower Warp Error, which demonstrates that modeling all remote relations are beneficial to enhance temporal consistency.

In addition, we add a setting l(4.5) that replaces $L_{ldt}$ with $L_{lt}$. As shown in Fig. 7(b) full VCGAN setting, $L_{ldt}$ reduces Warp Errors by approximately 0.00500 and 0.00338 on DAVIS and Video datasets, respectively, than $L_{lt}$. In addition, since the continuous frames may not represent long-term consistency, we illustrate remote frames in Fig. 10 to show the effect of the proposed dense long-term loss $L_{ldt}$. Only the VCGAN trained
with $L_{	ext{diff}}$ produces consistent background color (i.e., blue sky); whereas the normal long-term loss $L_{	ext{lt}}$ fails to maintain the consistency for remote frames. In all settings, VCGAN with full losses better balances colorization fidelity and spatiotemporal constancy. However, other settings will one-sidedly emphasize PSNR or warp error, which demonstrates each loss term is significant for VCGAN.

**Feature extractors:** To demonstrate the advance of the proposed two feature extractors, we remove the global feature extractor (GFE) or placeholder feature extractor (PFE) or both for comparisons (i.e., f(1), f(2), and f(3)). The GFE is a pre-trained ResNet-50-IN, which provides semantics for the VCGAN to identify colors for objects with similar edges [12]. Therefore, f(1) obtains worse PSNR and SSIM values. Also, we found the Warp Errors of f(1) are higher than full VCGAN, which proves that the semantics provided by the pre-trained GFE are also beneficial to minimize inter-frame disparity. For f(2), it proves that the PFE can provide the information from last colorized frame. Otherwise, the Warp Error increases due to no use of the PFE with recurrent connection. For f(3), it obtains worse results since only the mainstream of VCGAN is used. As shown in Fig. 11, the patches are less colorful than full VCGAN.

**Training scheme:** For the proposed training scheme, we include the VCGAN first and second training stage (on 256p resolution) models for comparisons (i.e., t(1) and t(2)). Since the image resolution and loss terms (e.g., temporal losses) are both different from the full VCGAN, directly applying first stage model leads to extremely inconsistent videos. Similarly, if the training resolution and testing resolution are unequal, the result is not plausible. Some results are shown in Fig. 11, where the colors are not vivid enough and the frames are not continuous enough compared with the full VCGAN.

In conclusion, each component is vital for the proposed VCGAN to obtain high-quality and temporally smooth video colorizations. Also, the proposed dense long-term loss further ensures the consistency of far frames.

**F. Investigation of the Sensitiveness of Loss Coefficients**

The coefficients of the objectives used for VCGAN optimization are empirically selected. To demonstrate that the proposed coefficient combination is relatively better than other combinations, we conduct several experiments by adjusting some of the coefficients. The results on DAVIS and Video datasets are in Table IV. The proposed coefficients achieve relatively better values in terms of PSNR, SSIM, and Warp Error metrics. Also as shown in Fig. 12, if VCGAN trained with all “1” coefficients (i.e., s(1)), the colors are very consistent for far frames, since it may not balance high-quality colorization and temporal consistency well. If doubling $\lambda_{G}$ (i.e., s(4)), the results are almost monochrome. If doubling $\lambda_{sl}$ (i.e., s(5)), the colors are also less vivid. In conclusion, the proposed coefficient combination is relatively better.

**G. Image Colorization Results**

If the input for the placeholder feature extractor is replaced with a grayscale image, the proposed VCGAN turns into an image colorization model (i.e., a video only contains one frame). To demonstrate the image colorization ability of VCGAN, we compare the VCGAN first training stage model with 7 state-of-the-art image colorization algorithms [3]–[5], [11], [14], [51], where the colorization part of [14] is adopted. Note that, the training sets of the methods are the same (i.e., ImageNet [30]). Following the settings in [4], we choose the 10000 images from the ImageNet validation set for evaluation.

We illustrate some colorized results in Fig. 13. There are obvious visual artifacts in the generated results of other methods. For instance, there are color bleeding artifacts (i.e., the color of one object permeates to other objects) in rows 1-4 of CIC [4] and rows 3 and 4 of DeOldify [51]. Even though there are no color bleeding artifacts of PAVC [14], their results are not colorful enough compared with other methods. However, the results generated by VCGAN are more colorful and reasonable than other methods. Also, there are almost no artifacts in the results of VCGAN. In conclusion, the hybrid VCGAN architecture is appropriate for both image and video colorization tasks.

The quantitative analysis is summarized in Table V. The proposed VCGAN achieves the best PSNR. It demonstrates that the VCGAN architecture produces the colorizations with the highest pixel fidelity. Also, it obtains the second-best SSIM and Top-5 Accuracy metrics, which evaluate the semantic representation ability of colorization systems. It demonstrates that the VCGAN architecture can generate relatively more plausible colorizations than other methods. The GAN-based methods (Pix2Pix [3], DeOldify [51], ChromaGAN [11] and the proposed VCGAN) obtain better performance, since the GAN facilitates sharper results, which are difficult to accomplish by only adopting L1 loss.

**H. Failure Cases**

The proposed VCGAN produces relatively plausible colorful videos in many cases. However, there still exists a common issue when there are a lot of details in each frame (please refer to the left part of Fig. 14). Also, since the video colorization is an ill-posed problem, the produced frames might be not colorful.
Fig. 13. Illustration of image colorization results of VCGAN (first stage) and state-of-the-art methods [3]–[5], [11], [12], [14], [51] on ImageNet validation set. The first column and last column denote the grayscale and colorful ground truth. The other columns include the colorizations of the methods in the experiment. The red rectangles in the figures represent inconsistent regions or strange colors.

Fig. 14. Failure cases of VCGAN. The rows from top to bottom denote the grayscale input, colorized frames by VCGAN, and ground truth, respectively.

enough (please refer to the right part of Fig. 14). The more complicated video training datasets may enhance the performance of VCGAN. In the future, we will further improve VCGAN architecture to make it faster and produce more plausible and colorful results.

V. CONCLUSION

In this paper, we presented a recurrent VCGAN framework to automatically generate photorealistic and temporally coherent video colorization. Utilizing two pre-trained ResNet-50-IN networks as the global feature extractor and placeholder feature extractor along with the U-Net-based mainstream, the VCGAN generator extracts semantics efficiently while maintains the spatiotemporal consistency among consecutive frames recurrently. By changing the input for placeholder feature extractor, VCGAN architecture unifies both image and video colorization applications. Furthermore, the proposed dense long-term loss models every remote relations for far frames. It enhances the smoothness of generated videos while requires ignorable additional memory. The adversarial loss is also adopted in the video colorization domain to improve the color vividness. Finally, we validated VCGAN with several state-of-the-art image and video colorization methods. The experiment shows that VCGAN has the minimum theoretical MACs and the smallest memory consumption among current video colorization methods. The experiment also demonstrates that the proposed VCGAN obtains better performances.
in both image and video colorization applications than the other well-known methods.
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