Spherically symmetric anisotropic charged solution under complete geometric deformation approach
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Abstract We present a new systematic approach to find the exact gravitationally decoupled anisotropic spherical solution in the presence of electric charge by using the complete geometric deformation (CGD) methodology. To do this, we apply the transformations over both gravitational potentials by introducing two unknown deformation functions. This new systematic approach allows us to obtain the exact solution of the field equations without imposing any particular ansatz for the deformation functions. Specifically, a well-known mimic approach and equation of state (EOS) have been applied together for solving the system of equations, which determine the radial and temporal deformation functions, respectively. The matching conditions at the boundary of the stellar objects with the exterior Reissner–Nordström metric are discussed in detail. In order to see the physical validity of the solution, we used well-behaved interior seed spacetime geometry and solved the system of equations using the above approaches. Next, we presented several physical properties of the solution through their graphical representations. The stability and dynamical equilibrium of the solution have been also discussed. Finally, we predicted the radii and mass-radius ratio for several compact objects for different decoupling parameters together with the impact of the decoupling parameters on the thermodynamical observables.

1 Introduction

As the compact stars are the final stages of the evolution of an ordinary star, they provide great testing conditions for studying tremendously dense objects in extreme conditions. In the recent past, various compact objects have been observed in the form of pulsars and spinning stars having a strong magnetic field [1]. The basic theoretical foundation to understand the compact stars have been based on Fermi Dirac statistics, which explains the pressure degeneracy in the extreme condition that saves the compact stars from gravitational collapse [2]. Later, by combining Einstein’s special theory of relativity and various principles of quantum physics, the white dwarfs, which were supported solely by degenerate gas of electrons, were recognized as compact stars by Chandrasekhar [3,4]. It was shown, that the white dwarfs can have a maximum size of about 1.4 times the mass of the sun or approximately $3 \times 10^{30}$ kg.

As of now, there is no complete theory that explains extremely dense matter with a highly interactive environment. One probable explanation can be, that such dense nuclear matter does not only contain the nucleons and leptons but can also include many exotic particles in their different forms such as different mesons, hyperons, baryon resonances, strange quark matter, etc. So the exact composition of such compact stellar objects needs much deeper research. This is why the structural aspects and formation of these extremely dense stellar objects have been still an active research field.

The solution to Einstein’s field equations (EFE) unlocks many mysteries of the universe. But, due to its non-linearity, it is a great challenge to find exact solutions to Einstein’s field equations (EFE). Although throughout the last century, many exact solutions of EEE have been found, but amongst them very few can describe realistic astrophysical compact objects. As a result, till the present date, the researchers are trying to find the exact solutions of EFE in several contexts. Mainly two methodologies are taken into account to solve the system, one is to decrease energy density or consider a metric function. This approach leads to other unknown functions that can be found by imposing the pressure isotropy conditions. But the drawback of this approach is that it doesn’t always provide an acceptable exact solution. Another way...
one can solve EFE is by considering an equation of state (EoS) that relates the pressure and density. But yet, because of complex integral forms, this way also wasn’t efficient in finding exact solutions of EFE. However, it was shown, when the matter density is more than nuclear density, i.e. very high, then the matter distribution is not necessarily isotropic, and there may be the presence of anisotropic pressure ($p_r \neq p_t$) [5–10]. So if we consider anisotropic fluid, the EFE in presence of anisotropy can be easily solved in contrast to isotropic fluid distribution.

To consider the real situation going on inside a compact object, the function called anisotropic factor has great use. As suggested by Rago [11] we can use two different functions in order to get the solution of field equations in anisotropic model. They are, the anisotropic factor ($\Delta = p_r - p_t$) and the generating function. This anisotropic factor comes as pressure splits into two components in extreme conditions, i.e. radial and tangential pressure components. It is evident from the expression of the anisotropic factor $\Delta$ that its sign can be either positive or negative. Positive $\Delta$ signifies that the force is acting outwards as the tangential pressure dominates the radial pressure, whereas the negative $\Delta$ implies inward force as here the radial pressure dominates the tangential pressure.

The anisotropy can be originated from various things such as extremely high density in the core, a mixture of different types of fluids, presence of the magnetic field, rotational motion, various condensate states (such as meson condensates, pion condensates, etc.), superfluid 3A, etc. As mentioned by Bowlers and Liang [12], no celestial object can have a perfectly isotropic matter distribution, and specifically for compact objects, the anisotropy is more evident due to extreme gravitational pull and density. The concept of fluid pressure being anisotropic was first proposed by Ruderman [5] and after that by Canuto and Chitre [6]. Various aspects of anisotropy were discussed by Herrera and Santos in a review paper [13]. It is important to mention that in the context of compact stars, the chances of anisotropy are much higher because of the relativistic nature of the interaction between the particles. Due to this, the motion of the particles becomes too random to maintain the isotropy for any specific region. Also, the anisotropic force affects the density of the star and due to this, the density of the compact star becomes different in different regions of the star. So the real nature of the compact star becomes anisotropic in nature with variable density. In the context of anisotropy, various diversified works can be found in the following references [14–26].

Many researchers are using various modified theories of gravity in various ways to explain realistic compact objects in the recent time. These modified theories of gravity coupled with several other approaches often have been able to describe many exotic features of compact stars which otherwise was a challenge. These days, a specific approach namely gravitational decoupling using minimal geometric deformation (MGD) has attracted a lot of attention amongst researchers. It was first discovered by Ovalle [27,28] and was used in the framework of Randall–Sundrum brane-world [29,30] with the purpose of deforming the Schwarzschild spacetime. Contreras and his collaborators [31,32] investigated the technique to determine anisotropic solution from any isotropic solution and vice versa using MGD in the context of black holes. By using MGD, a few well-recognized Einstein field solutions were studied for the isotropic, anisotropic, and charged cases [33–59]. Recently, Contreras et al. [60] has also introduced the MGD in axially symmetric systems and rotating black holes. Some other works on dark matter, black holes and Dirac stars in the context of MGD can be also seen in the following Refs. [61–64]. In this connection, it is important to mention that in addition to being a new effective tool, the MGD and extended MGD [called complete geometric deformation (CGD)] approaches are also efficient in finding the new solutions of the Einstein’s field equations. These approaches can be executed in two opposite ways: the first one, If we solve to Einstein’s field equations for a very complicated energy–momentum tensor $\tilde{T}_{ij}$, then we simply split this complicated $\tilde{T}_{ij}$ into two relatively simple energy–momentum tensor components such as: $\tilde{T}_{ij} = \{T_{ij}, \theta^a_{ij}\}$.

Then, we solve Einstein’s field equations together with each of the split components and obtain various solutions corresponding to each separate components for the main energy–momentum tensor $\tilde{T}_{ij}$. Finally, the linear combination of each solution obtained for the components is taken as the solution for the original energy–momentum tensor. While, the second approach is exactly opposite to the aforementioned earlier approach. In the approach, a relatively simple energy–momentum tensor is converted to a complicated one by adding an extra source into the original energy–momentum tensor to generalize a simple solution of Einstein’s field equations. This can be done in the following way: $T_{ij} \mapsto \tilde{T}_{ij} = T_{ij} + \theta^a_{ij}$.

One can repeat this process by adding more sources ($\theta^a_{ij}$) to generalize the solution even more as necessary.

On the other hand, there is another approach to use gravitational decoupling and that is to modify the Einstein–Hilbert (EH) action by adding an extra Lagrangian density corresponding to an extra source such as, $S = S_{EH} + S_\theta$, where $S_{EH}$ representing EH action while $S_\theta$ is the action corresponding to extra source. By varying the aforementioned action $S$ with respect to the metric tensor $g^{ij}$ one obtains the general equation of motion for the total energy momentum tensor ($T_{ij}^{\text{tot}}$) which is a combination of $T_{ij}$ and the additional term $\theta_{ij}$ such that $T_{ij}^{\text{tot}} = T_{ij} + \theta_{ij}$, where $T_{ij}$ is either perfect fluid or anisotropic fluid matter distribution and $\theta_{ij}$ represents an extra source. It is important to mention that the MGD transformation is a particular transformation that works only along the radial metric component, while the temporal part
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remains unchanged. Many physically acceptable solutions for spherically symmetric space-time were found using this transformation in various contexts including modified gravity theory [65–71]. Also, this approach of MGD has proven effective beyond the GR while examining the gravitational lensing singularity [72].

But later on, Ovalle along with his collaborators suggested that this approach of considering only radial transformation has its drawbacks, such as it can’t explain the presence of a stable black hole with a horizon that is well defined. In this regard the MGD was extended by them by considering the deformation along both radial and temporal metric functions. Using this extended gravitational decoupling (EGD) approach, they developed a modified Schwarzschild geometry and find a new solution that describes the well-behaved brane-world star [73]. Mathematically speaking, in extended MGD, the deformation of MGD extends in the following way [74]:

\[ v(r) \rightarrow \xi(r) + a h(r), \quad \text{and} \quad \lambda(r) \rightarrow -\ln[\mu(r) + \alpha f(r)]. \]

Despite the appearance of a new degree of freedom \( h(r) \) in the \( \theta \)-sector, the problem can still be solved mathematically. There can be many ways to close this \( \theta \)-sector appearing this extra degree of freedom \( h(r) \) such as: using embedding class I methodology or applying the mimic approach etc. together with considering a particular well-behaved ansatz for deformation, etc. It is important to note that the entire hydrostatic balance gets modified due to the deformation of both metric functions. This is a significant point as the fulfillment of the conservation law of energy–momentum tensor depends heavily on the hydrostatic balance. So while working with EGD, it is very important to check the hydrostatic balance to find out the model is acceptable realistically or not. In light of EGD, some recent research work can be found in references [75,76].

But in the present article, we have applied the extended gravitational decoupling by means of the complete geometric deformation approach for solving the Einstein–Maxwell’s field equations without considering any ansatz for the deformation function. The initial system has been solved by taking Tolman–Kuchowicz spacetime geometry for the perfect fluid charged matter distribution. The field equations corresponding to \( \theta \)-sector, which depend on mainly two unknowns (called deformation functions \( f(r) \) and \( h(r) \)), have been solved by two different approaches. In particular, the deformation function \( f(r) \) is determined by mimic approach: \( \rho(r) = \theta^0_0(r) \) while \( h(r) \) has been obtained through the equation of state (EOS): \( \theta^1_1 = \beta \theta^0_0 + \gamma \), where \( \beta \) and \( \gamma \) are constants. We would like to mention here that this approach has been applied first time to obtain both the deformation functions, and solved exactly the system of equations corresponding to the \( \theta \)-sector.

The present article is organized as follows: In Sect. 2, we discussed the modified action and decoupled fields equations under the extended gravitational decoupling system which has divided into three Sects. 2.1, 2.2, and 2.3. In Sect. 2.1, we discussed the modified action for the Einstein–Maxwell system, while the Einstein–Maxwell’s field for the decoupled system were explained in Sect. 2.2, and the Sect. 2.3 includes the procedure to split the decoupled field equations under extended gravitational decoupling. In Sect. 3, we obtained an extended gravitationally decoupled solution, which was divided into two Sects. 3.1 and 3.2. In Sect. 3.1, the mimicking approach for determining \( f(r) \) is discussed while the equation of state approach has been mentioned in Sect. 3.2, which determines the function \( h(r) \). A detailed discussion about the boundary conditions have been mentioned in Sect. 4, while in Sect. 5, we shed light on the regular behavior of deformed gravitational potential, together with deformation functions. The Sect. 6 contains the discussion for the physical properties of the model which is divided into four subsections: In Sect. 6.1, the physical behavior of total radial and tangential pressure, total energy density, and total anisotropy were discussed, however the energy conditions are analyzed in Sect. 6.2. In Sect. 6.3, the compactness relation and surface gravitational redshift are explained while the stability and dynamical equilibrium are discussed in Sect. 6.4. The impact of the coupling constant \( \alpha \) on the thermodynamic observables is explained in Sect. 7. The final section is kept for the conclusion and a brief discussion about the results.

2 Modified action and decoupled field equations under extended gravitational decoupling system

2.1 The modified action for the Einstein–Maxwell’s system

With the inclusion of an extra Lagrangian density for an extra source, the modified action for gravitational decoupled systems can be defined as [74],

\[ S = S_{EH} + \alpha S_\theta = \int \left[ \frac{R}{16\pi} + \mathcal{L}_M + \mathcal{L}_e + \alpha \mathcal{L}_\theta \right] \sqrt{-g} \, d^4x. \]  

(1)

With the symbols \( g \) and \( R \) having their usual meanings. The Lagrangian for the matter field is denoted by \( \mathcal{L}_M \) and Lagrangian for electric field is denoted as \( \mathcal{L}_e \). Also, the Lagrangian density due to an additional source is described as \( \mathcal{L}_\theta \). Now, for the matter field \( \mathcal{L}_M \), the energy–momentum tensor \( T_{ij} \) is defined as,

\[ T_{ij} = \frac{2}{\sqrt{-g}} \frac{\delta(\sqrt{-g} \, \mathcal{L}_M)}{\delta g^{ij}}. \]

(2)
As it is known that matter Lagrangian $\mathcal{L}_M$ is only dependent on metric tensor $g_{ij}$ components, while being independent of their derivatives, which is obtained as

$$T_{ij} = \frac{\partial (\mathcal{L}_M)}{\partial g^{ij}} - g_{ij} \mathcal{L}_M. \quad (3)$$

Also, corresponding to the Lagrangian density $\mathcal{L}_e$ and $\mathcal{L}_q$ the electromagnetic field tensor $E_{ij}$ and the extra source $\theta_i$ are given by,

$$E_{ij} = -g_{ij} \mathcal{L}_e + 2 \frac{\partial \mathcal{L}_e}{\partial g^{ij}}$$

$$\theta_i = 2 \frac{\partial \mathcal{L}_q}{\partial g^{ij}} - g_{ij} \mathcal{L}_q \quad (5)$$

Now, the following general equations of motion due to the charged, decoupled system can be obtained by the variation of action (1) with respect to the metric tensor $g^{ij}$ as,

$$G_{ij} = -8\pi (T_{ij}^{\text{tot}} + E_{ij}) \quad (6)$$

where,

$$T_{ij}^{\text{tot}} = T_{ij} + \alpha \theta_i. \quad (7)$$

Here relativistic units are considered with $G = c = 1$, and Einstein tensor is expressed as $G_{ij}$. The $E_{ij}$ and $T_{ij}$ corresponding perfect fluid distribution are defined as,

$$E_{ij} = \frac{1}{4\pi} \left( -F_{im} F_{jm} + \frac{1}{4} g_{ij} F_{kn} F^{kn} \right)$$

$$T_{ij} = (\rho + p) u_i u_j - pg_{ij}. \quad (9)$$

Here matter density is denoted by $\rho$ while pressure is represented as $p$. Also, $u^i$ being a covariant component of the four velocity, fulfills $u_i u^i = 1$ and $u^i \nabla^j u_i = 0$ respectively. Moreover, the Maxwell’s field equations are satisfied by the electromagnetic field tensor $F_{ij}$ as,

$$\nabla_j \left[ (-g)^{1/2} F^{ij} \right] = \frac{4\pi}{(-g)^{1/2}} j^j \text{ and } F_{ij,\gamma} + F_{j\gamma,i} + F_{\gamma i,j} = 0. \quad (10)$$

where, electromagnetic four current vector $j^j$ is given as,

$$j^j = \frac{\sigma}{\sqrt{-g}} \frac{dx^i}{dx^4} = \sigma \nu^j \quad (11)$$

Furthermore, the interior space-time of the stellar object is considered to be a static and spherically symmetric which can be described by the following line element,

$$ds^2 = -e^{(r)} dr^2 - r^2 (d\theta^2 + \sin^2 \theta d\phi^2) + e^{\nu(r)} dt^2. \quad (12)$$

where, the metric potentials $\nu$ and $\lambda$ are only radially dependent. Then, the charge density $\sigma$ for the line element (12) is defined as $\sigma = e^{\nu/2} J^0(r)$. Here, $J^0$ is a non-vanishing component of the four-current for static fluid matter distribution which leads the four-current to act only radially because of the spherical symmetry. So, the corresponding non-zero components of electromagnetic field tensor $F^{01}$ and $F^{10}$ are related as $F^{01} = -F^{10}$. Thus, $F^{01}$ and $F^{10}$ can be enough to define the radial electric field. Then the non-vanishing and anti-symmetric electric field components $F^{01}$ and $F^{10}$ for the spherically symmetric line element (12) in terms of electric charge can be obtained as,

$$F^{01} = -F^{10} = \frac{q}{r^2} e^{-(\nu + \lambda)/2} \quad (13)$$

where the electric charge within the compact star of radius $r$ is denoted by $q(r)$. The electric field $E$ and electric charge $q(r)$ can be defined using relativistic Gauss Law as,

$$E^2 = -F_{10} F^{10} = \frac{q^2}{r^4}. \quad (14)$$

$$q(r) = 4\pi \int_0^r \sigma r^2 e^{\lambda/2} dr = r^2 \sqrt{-F_{10} F^{10}}, \quad (15)$$

Now, the components for $T^{1}_{1}$ and $E^{1}_{1}$ can be written as,

$$T^{0}_{0} = \rho(r), \quad T^{1}_{1} = -p(r), \quad T^{2}_{2} = -p(r), \quad (16)$$

$$E^{0}_{0} = E^{1}_{1} = -E^{2}_{2} = -\frac{1}{8\pi} \frac{q^2(r)}{r^4}. \quad (17)$$

It is important to note that the interior matter distribution becomes anisotropic with the inclusion of new source $\theta_i$ for the condition $\theta_2^2 \neq \theta_1^1$. In this case, the total energy momentum tensor $T^{\text{tot}}_{ij}$ will represent an anisotropic matter distribution. Hence, the components of $T^{\text{tot}}_{ij}$ can be given as,

$$(T^{0}_{0})^{\text{tot}} = \rho^{\text{tot}}, \quad (T^{1}_{1})^{\text{tot}} = -p^{\text{tot}}_r, \text{ and } (T^{2}_{2})^{\text{tot}} = -p^{\text{tot}}_r. \quad (18)$$

and then,

$$\rho^{\text{tot}} = \rho + \alpha \theta_0^0, \quad p^{\text{tot}}_r = p - \alpha \theta_1^1, \text{ and } p^{\text{tot}}_i = p - \alpha \theta_2^2. \quad (19)$$

On the other hand, the anisotropic factor can be provided as follows,

$$\Delta(r) = p^{\text{tot}}_l(r) - p^{\text{tot}}_r(r) = \alpha [\theta_1^1(r) - \theta_2^2(r)]. \quad (20)$$

Now we move on to the derivation of the Einstein field equations for decoupled system as:

2.2 Einstein–Maxwell’s field for decoupled system

Under the spherically symmetric static spacetime (12), the Einstein–Maxwell’s field equations corresponding to decoupling system (6) can be written as,

$$\rho^{\text{tot}} + \frac{q^2}{8\pi r^4} = \frac{e^{-\lambda}}{8\pi} \left( \frac{\nu'}{r} - 1 + \frac{e^\lambda}{r^2} \right), \quad (21)$$

$$p^{\text{tot}}_r - \frac{q^2}{8\pi r^4} = \frac{e^{-\lambda}}{8\pi} \left( \frac{\nu'}{r} + 1 - \frac{e^\lambda}{r^2} \right), \quad (22)$$
\[
p_i^{\text{tot}} + \frac{q^2}{8\pi r^4} = \frac{e^{-\lambda}}{32\pi} \left( 2v'' + v'^2 + 2\frac{v' - \lambda'}{r} - v\lambda' \right). \tag{23}
\]

Thus, we can get the following conservation equation from the linear combination of the Eqs. (21)–(23) as,

\[
\left( p_i^{\text{tot}} \right)' + \frac{\rho_i^{\text{tot}} + p_i^{\text{tot}}}{2} - \frac{q_i^2}{4\pi r^4} + \frac{2\rho}{r} (p_r^{\text{tot}} - p_i^{\text{tot}}) = 0. \tag{24}
\]

and corresponding mass function of the object can be determined by the formula,

\[
m(r) = 4\pi \int_0^r x^2 \rho^{\text{tot}}(x) \, dx + \frac{1}{2} \int_0^r \frac{q^2(x)}{x^2} \, dx + \frac{q^2(r)}{2r} = r \left[ 1 - e^{-\lambda(r)} + \frac{q^2(r)}{r^2} \right]. \tag{25}
\]

2.3 The procedure to split the decoupled field equations under extended gravitational decoupling for the sources \( T_{ij} \) and \( \theta_{ij} \)

The procedure for splitting of the decoupled field equations (21)–(23) by the extended gravitational decoupling in two separate systems (Einstein–Maxwell system and quasi-Einstein system) is discussed in this section. Here, energy tensor \( T_{ij} \) is considered for the Einstein–Maxwell system having perfect fluid matter distribution while quasi-Einstein system is taken for the extra source \( \theta_{ij} \). Now, the Ovalle [74] transformation in metric potentials is applied as,

\[
\xi \mapsto v = \xi + \alpha h(r) \tag{26}
\]

\[
\mu \mapsto e^{-\lambda} = \mu + \alpha f(r), \tag{27}
\]

where \( h(r) \) denotes the geometric deformation function for the temporal metric component and \( f(r) \) corresponds to the radial metric component. It is noted that the coupling constant \( \alpha \) is a real number. Also, it is important to note that the above transformation is known as complete geometric deformation (CGD) that can also be called an extended case of minimal geometric deformation (MGD) means transformations along both radial and temporal components of the line element. With the substitution of the metric functions (26) and (27) with Eq. (19) in the field equations of decoupled systems (21)–(23), the following set of equations are being arrived:

First one corresponding to \( \alpha = 0 \), for the charged perfect fluid distribution, the Einstein–Maxwell field equations are given as,

\[
8\pi \rho + \frac{q^2}{r^4} = \frac{1 - \mu}{r^2} - \frac{\mu'}{r}, \tag{28}
\]

\[
8\pi \rho - \frac{q^2}{r^4} = \frac{\mu - 1}{r^2} + \frac{\mu \xi'}{r}, \tag{29}
\]

\[
8\pi p + \frac{q^2}{r^4} = \mu \left( \frac{\xi''}{2} + \frac{\xi'^2}{4} + \frac{\xi'}{2r} \right) + \left( \frac{\xi' \mu'}{4} + \frac{\mu'}{2r} \right), \tag{30}
\]

along the conservation equation,

\[
p' + \frac{\xi'}{2} (\rho + p) - \frac{q^2}{4\pi r^4} = 0. \tag{31}
\]

The internal structure of the compact object with charged perfect fluid matter distribution can be obtained from the conservation equation (31), which is satisfied by the solution of the field equations (28)–(30). The following line element provides the corresponding solution,

\[
ds^2 = -\mu dr^2 - r^2 (d\theta^2 + \sin^2 \theta d\phi^2) + e^h dr^2 \tag{32}
\]

where \( m_0 \) is the mass function for charged matter for the standard GR expressions (28)–(30), which can be given as,

\[
\frac{2m_0}{r} = 1 - \mu + \frac{q^2}{r^2} \equiv \frac{8\pi}{r} \int_0^r \left[ \rho(x) + \frac{q^2(x)}{8\pi x^2} \right] x^2 \, dx + \frac{q^2}{r^2}. \tag{33}
\]

Now let’s focus on the parameter \( \alpha \) for observing the effects on the charged perfect fluid solution \( \xi, \mu, \rho, p \) coming from the extra source \( \theta_{ij} \). For this reason, the field equations associated with the extra source \( \theta_{ij} \) for the quasi-Einstein system can be written as,

\[
8\pi \theta_0^0 = -\left( \frac{f'}{r} + \frac{f}{r^2} \right). \tag{34}
\]

\[
8\pi \theta_1^1 = -f \left( \frac{v'}{r} + 1 \right) - \frac{\mu h'}{r}. \tag{35}
\]

\[
8\pi \theta_2^2 = -\frac{f}{r} \left( \frac{v''}{2} + \frac{v'^2}{2} + \frac{v'}{r} \right) - \frac{\alpha f'}{2} \left( \frac{v'}{2} + \frac{1}{r} \right) - \frac{\mu h'}{4} \left( \frac{2h'' + \alpha h'^2 + 2h' + 2\xi h'}{r} \right). \tag{36}
\]

Also, the following conservation equation can be obtained from the linear combination of quasi-Einstein equations (34)–(36) as,

\[
-\frac{v'}{2} (\theta_0^0 - \theta_1^1) + (\theta_1^1)' - \frac{2}{r} (\theta_2^2 - \theta_1^1) = \frac{h'}{2} (p + \rho). \tag{37}
\]

It can be clearly understood that the extra source \( \theta_{ij} \) results in the anisotropy inside the compact structure (Fig. 1).

3 Extended gravitationally decoupled solution

In this section, we will determine the solutions for both systems Eqs. (28)–(30) and Eqs. (34)–(36) under the complete geometric deformation approach known as the extended gravitational decoupling approach. To do this, first we find the solution of seed system for charged perfect fluid solution which depends on five unknowns \( \{\mu, \xi, \rho, p, q\} \). To solve the seed system, we take well-behaved interior space-time as,
These deformation functions $f$ and $h$ can be given as:

$$\xi = \rho \theta_0^0 + \gamma$$

where $\rho$ and $\gamma$ are the constants. This EOS will provide a first order linear differential equation, whose solution yields the following expression for $h(r)$ as:

$$h = \frac{1}{100} \left[ - h_1(r) - h_2(r) + \frac{h_{11}(r) h_6(r)}{h_7(r)} - \frac{20(5B - 2\gamma)r^2}{a} + \frac{h_{12}(r) [h_8(r) + b B (h_9(r) - B h_{10}(r) \sqrt{a} \sqrt{\gamma})]}{ba^{3/2} A_1 [b A_2 + B a (B a - a A_2)]} \right].$$

Now we have solved completely the field equations for $\theta$-sector, then the expressions for $\theta_0^0, \theta_1^1$ and $\theta_2^2$ are given as:

$$8\pi \theta_0^0(r) = \frac{\sigma^2 r^2}{a^2} + a F_1(r) + r^2 [ - B^2 + b^2 r^4 + b F_2(r)] .$$

3.1 Mimicking to the density constraints [$\rho(r) = \theta_0^0(r)$] approach for determining $f(r)$

From Eqs. (28) and (34), the mimicking to the density constraints [$\rho(r) = \theta_0^0(r)$] procedure provides a differential equation in $f(r)$ of the form,

$$f' + \frac{1}{r} f + \frac{r [a (6 + Br^2 + 2br^4 - B^2 r^4) + g(r)]}{2(1 + ar^2 + br^4)^2} = 0,$$

where, $g(r) = a^2 r^2 + r^2 [-B^2 + b^2 r^4 + b(11 + 2Br^2 - B^2 r^4)]$. On integrating of the above differential which leads an expression for deformation function $f(r)$ as,

$$f = \left[ \left( \frac{\sqrt{2}}{8r f_1 f_3 b^{3/2}} - \frac{\sqrt{2}}{8r f_4 f_5 b^{3/2}} \right) \tan^{-1} \left( \frac{\sqrt{2} br}{f_5} \right) + \frac{B^2 - b}{2b} + \frac{2(5 + Br^2)}{4(1 + ar^2 + br^4)} \right].$$

We would like to mention that all the calculations have been done by taking the following assumption to avoid the singularity in the expression of $f(r)$ as: (i) By expanding the $\tan^{-1}(x)$, where $x = \sqrt{2B r/f_5}$, up to linear term using Taylor series expansion around $x = 0$, (ii) The integration constant involved in the solution is taken to be zero.\(^\dagger\) Now, the other deformation function $h(r)$ will be obtained by taking a linear equation of state (EOS) between the $\theta$-components which we discuss in the next section as:

3.2 Equation of state approach for determining $h(r)$

We use the following EOS in $\theta$-components to determine the function $h(r)$ as:

$$\theta_1^1 = \beta \theta_0^0 + \gamma$$

\(^\dagger\) The expressions for unknown functions involved in the $f(r)$ are mentioned in the Appendix.

\(^\ddagger\) The expressions for unknown functions involve in the $\theta$-sector components are mentioned in the Appendix.
By expressing the first fundamental form explicitly as,
\[ e^{-\lambda(R)} = \left(1 - \frac{2M}{R} + \frac{Q^2}{R^2}\right), \tag{53} \]
\[ e^{\nu(R)} = \left(1 - \frac{2M}{R} + \frac{Q^2}{R^2}\right). \tag{54} \]
while the continuity of the second fundamental form gives,
\[ T_{ij}^{\text{tot}} = 0 \Rightarrow [\nu_{r}^{\text{tot}} \Sigma] = [p - \theta_{1}^{\text{r}}(r)] \Sigma = 0. \tag{55} \]
Now, the vacuum solution for the region \( r > R \) is \( T_{ij} = 0 \) for the standard GR case. Now it is important to note that as \( r = R \) is the boundary, and the exterior space-time may cease to be vacuum due to the presence of new emergent fields as a result of the \( \theta \) sector. These extra fields result in anisotropy inside the self-gravitating system. So, the following final form will be taken from the above boundary condition (55) as,
\[ p(R) - (\theta_{1}^{\text{r}} - (R) = -(\theta_{1}^{\text{r}})^+(R) \tag{56} \]
where \( p(R) = p^-(R) \). The condition coming in the Eq. (56) is known as the general expression for the second fundamental form linked with Einstein field equations as mentioned in Eq. (6). Now, the value of \( \theta_{1}^{\text{r}}(R) \) is substituted into the condition (56) for the interior geometry from Eq. (34). So the second fundamental form can be written as follows,
\[ p(R) + \frac{\alpha}{8\pi} \left[ f(R) \left(\frac{v'(R)}{R} + \frac{1}{R^2}\right) - \frac{\mu(R) h'(R)}{R} \right] \]
\[ = -(\theta_{1}^{\text{r}})^+(R). \tag{57} \]
where, \( v'(R) \equiv \frac{\partial v}{\partial r} \bigg|_{r=R} \). The Eqs. (34), (53) and (54) are used in Eq. (57) to obtain \((\theta_{1}^{\text{r}})^+(R)\) for the outer geometry, which yields,
\[ p(R) + \frac{\alpha f(R)}{8\pi} \left(\frac{v'(R)}{R} + \frac{1}{R^2}\right) - \frac{\alpha \mu(R) h'(R)}{8\pi R} \]
\[ = \frac{\alpha f^{*}(R)}{8\pi} \left[ \frac{2}{R^2} \left(\frac{M}{R} - \frac{Q^2}{R^2}\right) \left(\frac{1}{1 - \frac{2M}{R} + \frac{Q^2}{R^2}}\right) + \frac{1}{R^2} \right] \]
\[ - \frac{\alpha (h^{*}(R))'}{8\pi R} \left(1 - \frac{2M}{R} + \frac{Q^2}{R^2}\right). \tag{58} \]
where, due to the extra source \( \theta_{\mu\nu} \), the geometric deformation functions for exterior Reissner–Nordström solution (51) are \( f^{*}(R) \) and \( h^{*}(R) \) respectively. It is important to note that we must have \( f^{*}(R) = 0 \) and \( h^{*}(R) = 0 \) for satisfying the Reissner–Nordström solution (51) to be the exterior solution. Now, from Eq. (58) we can obtain,
\[ p(R) + \frac{\alpha f(R)}{8\pi} \left(\frac{v'(R)}{R} + \frac{1}{R^2}\right) - \frac{\mu(R) h'(R)}{8\pi R} = 0, \tag{59} \]
which can also be described as,
\[ p_{r}^{\text{tot}}(R) = p(R) - \theta_{1}^{\text{r}}(R) = 0. \tag{60} \]
obtain the numerical values of the constants \( a = 0.003, b = 0.0000053, \beta = 1.1, \) and \( \gamma = -0.001. \) The description of the curves are given at the footnote.

Fig. 2 The variation of electric charge \((q)\) versus radius \(r/R\) by taking the numerical values of the constants \( a = 0.003, b = 0.0000053, \beta = 1.1, \) and \( \gamma = -0.001. \) The description of the curves are given at the footnote.

For determining the arbitrary constants involving the system, the conditions (53), (54) and (60) are necessary and sufficient. Now by using the Eqs. (26), (27), (38) and (53), (54), we obtain

\[
\frac{1}{1 + aR^2 + bR^4} + \alpha f(R) = \left[ 1 - \frac{2M}{R} + \frac{Q^2}{R^2} \right], \quad (61)
\]

\[
BR^2 + C + \alpha h(r) = \ln \left[ 1 - \frac{2M}{R} + \frac{Q^2}{R^2} \right]. \quad (62)
\]

Form Eqs. (61) and (62), we get

\[
C = \ln \left[ \frac{1}{1 + aR^2 + bR^4} + \alpha f(R) \right] - BR^2 - \alpha h(R),
\]

\[
M = \frac{R}{2} \left[ \frac{aR^2 + bR^4}{1 + aR^2 + bR^4} - \alpha f(R) + \frac{Q^2}{R^2} \right]. \quad (63)
\]

while the constant \( B \) is calculated by using second fundamental form (60) that provides,

\[
B = \frac{B_0(R) + \sqrt{B_1(R) + 8(R^2 + aR^4 + bR^8)[B_2(R) + \alpha B_3(R)]}}{4R^2(1 + aR^2 + bR^4)}, \quad (65)
\]

From Fig. 2, it is evident that for all the stars, the electric charge is zero at the center, and the charge increases sharply as one moves towards the surface while the magnitude of the charge is directly proportional to compactness \((u)\).

5 The regular behavior of deformed gravitational potential together with deformation functions

Since the regular behavior of deformed gravitational potential depends upon the deformation functions \( f(r) \) and \( h(r) \). As we look in Fig. 3 (left panel), the deformation function \( f(r) \) is zero at the center and decreasing towards the boundary which yields \( e^{-k} = \mu + \alpha f(r) \) as a decreasing function of \( r \) and then \( e^k \) will be increasing outward when \( r \) increases as well as it is 1 at the center, see Fig. 4 (left panel). On the other hand, deformation function \( h(r) \) monotonically decreasing and positive as well as non-zero at the center which can be clearly observed from Fig. 3 (right panel). Then in this situation, the deformed potential \( \nu = \xi + \alpha h(r) \) (known as \( g_{tt} \) component or temporal component of the space-time) may be decreasing outward, and obviously \( e^\nu(r) \).

But it is well-known that the modeling for any realistic self-gravitating stellar compact objects, the gravitational potential \( \nu \) corresponding to spherically symmetric space-time must be monotonically increasing towards the boundary and positive finite at center of the stellar object. In the present scenario, as we see from Fig. 4 (right panel), the deformed gravitational \( e^\nu \) corresponding to \( g_{tt} \) component of the spherically space-time is monotonically increasing towards the surface and non-zero positive finite at the center which implies that the growth of \( \xi \) is faster than \( \alpha h(r) \). So, we concluded that the deformation function \( h(r) \) for the temporal metric component can be a monotonically decreasing function of \( r \) but the growth of \( \alpha h(r) \) should be less than the growth of \( g_{tt} \) component of seed space-time. Then, the present results strongly support that this approach is also more suitable to determine the deformation function \( h(r) \) of temporal metric component for modeling of the compact stellar objects. Finally, we can say that both the deformed gravitational potentials \( e^\xi \) and \( e^\nu \) together with deformation function \( f(r) \) and \( g(r) \) are regular and well-behaved throughout the model. \(^4\)

6 Physical properties of the charged anisotropic astrophysical model

6.1 Physical behavior for \( p_r^\text{tot}, p_t^\text{tot}, \) and \( \Delta^\text{tot} \)

The essential physical parameters such as \( p_r^\text{tot}, p_t^\text{tot}, \) and \( \Delta^\text{tot} \) are dependent on constant parameters \( a, b, \beta, \gamma \) and they are fixed in such a way that all these could maintain the properties of a well behaved stellar model. As, it is seen from Fig. 5 that the total radial pressure \( p_r^\text{tot} \) and total tangential pressure \( p_t^\text{tot} \) both attain their highest value at the center and decrease monotonically as we shift towards the surface of the star models. Also, the total radial pressure decreases slightly steeper than the total tangential pressure. As observed in Fig. 6 (left

\(^4\) The description of the curves in Figs. 2, 3, 4, 5, 6, 7, 8, 9 and 10 are as follows: PSR J1416-2230 (solid blue with marker), Vela X-1 (dashed-red), 4U 1608-52 (solid black), PSR J1903+327 (dashed-dot yellow), 4U 1820-30 (solid green), Cen X-3 (long dashed yellow), EXO 1785-248 (solid red), LMC X-4 (dashed-dot green), SMC X-1 (dashed blue with marker), SAX J1808.4-3658 (solid dark-red), 4U 1538-52 (long dashed black), Her X-1 (solid yellow with marker).
Fig. 3 The variations of deformation functions \( f(r) \) and \( h(r) \) versus radius \( r/R \) by taking the numerical values of the constants \( a = 0.003, \beta = 1.1, \) and \( \gamma = -0.001 \). The description of the curves are given at the footnote.

panel), the total energy density \( \rho_{\text{tot}} \) has its maximum value at the center and decreases monotonically as we move to the surface boundary, which suggests that the energy density is maximum in the core of the compact stellar object. Also, it is observed that both the pressure components are directly proportional with compactness or \( M/R \) ratio, whereas, the energy density is inversely proportional with the compactness as can be seen from Table 1 and Figs. 5 and 6. Now while studying the anisotropic factor \( \Delta_{\text{tot}} \) from Fig. 6 (right panel), we find that the anisotropic factor is zero at the center, i.e. the radial and tangential pressure is same at the center, and as we move towards the surface, the \( p_{\text{tot}}^r \) and \( p_{\text{tot}}^t \) tend to bifurcate more from each other and then anisotropy increases and attains the maximum near the surface. This monotonically increasing, finite and continuous anisotropic factor implies that the anisotropic force \( (F_a = 2\Delta/r) \) is directed outwards which plays an important role to prevent gravitational collapse of the self-gravitating compact objects.

6.2 Energy conditions

Here, the energy conditions are discussed by considering of the relativistic and classical gravitational field theories. These energy conditions are local inequalities obeying some specific restrictions and possessing certain relation between pressure and matter density. Although, many significant physical constraints have been suggested, including the singularity theorems [79], positive mass theorem [80], the censorship theorem [81,82], also several constraints on black hole surface gravity [83], but the most significant ones are the energy conditions and among them, our focus will be only on the below mentioned five conditions, namely (i) the null energy condition (NEC), (ii) the weak energy condition (WEC), and (iii) the strong energy condition (SEC), (iv) dominant energy condition, and (v) Trace energy condition.

NEC : \[ \rho_{\text{tot}} + \frac{q^2}{8\pi r^4} \geq 0, \]  \[ \text{(66)} \]

WEC : \[ \rho_{\text{tot}}^r + p_{\text{tot}}^r \geq 0, \quad \rho_{\text{tot}}^t + p_{\text{tot}}^t + \frac{q^2}{4\pi r^4} \geq 0, \]  \[ \text{(67)} \]
Table 1 Predicted radii of 12 observed compact stars together with lower bound, mass-radius ratio, compactness, upper bound, and surface redshift for decoupling constant $\alpha = 0.02$ with $\beta = 1.1$, $\gamma = -0.001$, $a = 0.003$, and $b = 0.0000053$

| Compact objects | Mass $(M/M_\odot)$ | Predicted radius $R$ (km) | Lower bound $\left(\frac{Q^2 (48R^2+Q^2)}{2R^2+32R^2+Q^2}\right)$ | Mass-radius ratio $(\frac{M}{R})$ | compactness $(\mu = \frac{M_{\text{eff}}}{R})$ | Upper bound $\left(\frac{2R^2+3Q^2+2R\sqrt{R^2+3Q^2}}{9R^2}\right)$ | Surface redshift $(\zeta_s)$ |
|-----------------|---------------------|--------------------------|---------------------------------|------------------|------------------|-------------------------------|------------------|
| PSR J1416-2230 | 1.97 ± 0.04         | 13.067 ± 0.099           | 0.0267468                        | 0.222383         | 0.204534         | 0.4679403                     | 0.3008625        |
| Vela X-1        | 1.77 ± 0.08         | 12.561 ± 0.205           | 0.0227747                        | 0.2079766        | 0.1927806        | 0.4644848                     | 0.2757358        |
| 4U 1608-52      | 1.74 ± 0.14         | 12.48 ± 0.362            | 0.02217767                       | 0.205690         | 0.1908928        | 0.46396436                    | 0.2718340        |
| PSR J1903+327  | 1.667 ± 0.021       | 12.284 ± 0.057           | 0.020776                         | 0.200181         | 0.1865197        | 0.46274203                    | 0.262529         |
| 4U 1820-30      | 1.58 ± 0.06         | 12.046 ± 0.166           | 0.0191502                        | 0.1935128        | 0.1807369        | 0.4613217                     | 0.2514419        |
| Cen X-3        | 1.49 ± 0.08         | 11.780 ± 0.228           | 0.017507                         | 0.1864334        | 0.1747544        | 0.4598846                     | 0.2398789        |
| EXO 1785-248   | 1.3 ± 0.2           | 11.219 ± 0.600           | 0.014204                         | 0.170928         | 0.1614538        | 0.4569898                     | 0.215279         |
| LMC X-4        | 1.29 ± 0.05         | 11.186 ± 0.155           | 0.0140383                        | 0.1700959        | 0.1607322        | 0.456844                      | 0.213986         |
| SMC X-1        | 1.04 ± 0.09         | 10.354 ± 0.313           | 0.010072                         | 0.148170         | 0.1414528        | 0.4533567                     | 0.1808966        |
| SAX J1808.4-3658 | 0.9 ± 0.3            | 9.835 ± 1.065            | 0.008059                         | 0.135023         | 0.129648         | 0.4515818                     | 0.161925         |
| 4U 1538-52     | 0.87 ± 0.07         | 9.717 ± 0.270            | 0.007646                         | 0.132092         | 0.126993         | 0.451217                      | 0.1577812        |
| Her X-1        | 0.85 ± 0.15         | 9.637 ± 0.573            | 0.0073755                        | 0.1301175        | 0.125199         | 0.450978                      | 0.155007         |
Fig. 5 The behavior of total radial pressure ($p_{\text{tot}}^r$) and total tangential pressure ($p_{\text{tot}}^t$) versus radial coordinate $r/R$ by taking the numerical values of the constants $\alpha = 0.003$, $b = 0.0000053$, $\beta = 1.1$, and $\gamma = -0.001$

Fig. 6 The behavior of total energy density ($\rho_{\text{tot}}$) and total anisotropy ($\Delta_{\text{tot}}$) versus radial coordinate $r/R$ by taking the numerical values of the constants $\alpha = 0.003$, $b = 0.0000053$, $\beta = 1.1$, and $\gamma = -0.001$

Fig. 7 The behavior of dominant energy conditions and trace energy condition versus radial coordinate $r/R$ by taking the numerical values of the constants $\alpha = 0.003$, $b = 0.0000053$, $\beta = 1.1$, and $\gamma = -0.001$

SEC: $\rho_{\text{tot}}^\ast + p_{\text{tot}}^r + 2p_{\text{eff}}^t + \frac{q^2}{4\pi r^4} \geq 0$.  \quad (68)

DEC: $\rho_{\text{tot}}^\ast - p_{\text{tot}}^r + \frac{q^2}{4\pi r^4} \geq 0$, \quad $\rho_{\text{tot}}^\ast - p_{\text{tot}}^t \geq 0$.  \quad (69)

TEC: $\rho_{\text{tot}}^\ast - p_{\text{tot}}^r - 2p_{\text{tot}}^t \geq 0$.  \quad (70)

We would like to mention here that $\rho_{\text{tot}}^\ast$, $p_{\text{tot}}^r$, $p_{\text{tot}}^t$ and $q^2$ are positive throughout at each point within the stellar objects (see Figs. 2, 3, 4, 5 and 6) then obviously the inequalities (66), (67) and (68) will automatically satisfy everywhere within the stellar objects. So, it is enough to discuss the analysis of the last two inequalities (69) and (70) through the graphical representation. In Fig. 7, we show the trends of the DEC and TEC, and observed that both energy conditions are positive throughout at each point of the stellar interiors. Therefore, all the energy conditions are satisfying within the models.
6.3 Compactness (mass-radius) relation and surface gravitational redshift

The compactness (mass-radius ratio) is a very important ingredient to discuss for any stable self-gravitating compact star model. On the other hand, the effective mass-radius ratio also plays an important role to decide the upper limit surface red-shift of the compact objects. It is noted that the effective mass of the compact object is the same as total mass in the uncharged matter distributions while it is different in charged matter distribution scenario, which can be understand by following definitions:

- The effective mass in standard GR for perfect fluid/anisotropic uncharged matter distribution can be determined by the formula,

\[
\tilde{M}_0^{\text{eff}} = 4\pi \int_0^R r^2 \rho (r) dr = \frac{R}{2} \left[ 1 - \mu (R) \right] = \tilde{M}_0.
\]  

(71)

- However, the effective mass in standard GR for perfect fluid/anisotropic charged matter distribution can be obtained by,

\[
[M]_0^{\text{eff}} = 4\pi \int_0^R \left( \rho + \frac{q^2}{8\pi r^4} \right) r^2 dr = \frac{R}{2} \left[ 1 - \mu (R) \right],
\]  

(72)

where \( \tilde{M}_0 \) and \( M_0 \) are the total mass of the compact object of radius \( R \) for uncharged and charged matter distribution, respectively in the absence of gravitational decoupling.\(^5\)

Then effective mass under gravitational decoupling can be given as,

\[
M_{\text{eff}} = [M_0]_{\text{eff}} - \frac{\alpha R}{2} f(R).
\]  

(73)

In this connection, the maximum allowable the mass-radius ratio was proposed by Buchdahl [84] in the framework of isotropic perfect fluid distribution taking into account of decreasing density as \( \dot{M}_0 \leq \frac{4}{9} \). But if the electric field is introduced inside the matter distribution, then obviously this maximum allowable mass-radius ratio will also change. In this concern, Andreasson [85] and Bohmer–Harko [86] proposed the upper and lower bounds of mass-radius ratio in the presence of an electric charge, respectively. In view of the above, these upper bounds in presence of gravitational decoupling can be written as:

\[
\frac{M}{R} \geq \frac{Q^2 (18 R^2 + Q^2)}{2 R^2 (12 R^2 + Q^2)} \quad \text{(Lower Bound)}.
\]  

(75)

We would like to highlight that the gravitational decoupling will also introduce some effects on the total mass. Since \( f(r) \) is non-positive throughout the star then we always get \( M \geq M_0 \) for fixed radius \( R \). Moreover, it is obvious that the limit of the upper and lower bound will also change in the presence of the gravitational decoupling.\(^6\) Moreover, the surface redshift \( z_s \) of the charged compact stars can be calculated by the formula,

\[
z_s = (1 - 2u)^{-1/2} - 1
\]

where, \( u \equiv \frac{M_{\text{eff}}}{R} = \frac{[M_0]_{\text{eff}} - \frac{\alpha R}{2} f(R)}{R} \).  

(76)

This shows that the decoupling parameter \( \alpha \) will also introduce some effects on the surface red-shift value. The variations of the mass-radius ratio \((m/r)\) for 12 compact objects have been shown in Fig. 8. The \( m/r \) ratio is increasing and attains its maximum value at the boundary of stellar objects. On the other hand, In Table 1, we presented the data values of the lower and upper bound for \( M/R \) as mentioned in Eqs. (74) and (75) together with \( M_{\text{eff}}/R \) and \( z_s \) of each compact objects for \( \alpha = 0.02 \). It can be clearly observed that \( M/R \) satisfies both inequalities (74) and (75). Then obviously \( M_{\text{eff}}/R \) will also lie inside the lower and upper bound

\(^5\) However, In the presence of gravitational decoupling, the total mass \((M)\) and \((\tilde{M})\) corresponding to uncharged and charged matter distribution respectively, can be written as: \( \tilde{M} = \tilde{M}_0 - \frac{\alpha R}{2} f(R) \) and \( M = M_0 - \frac{\alpha R}{2} f(R) \) = \( 4\pi \int_0^R r^2 \rho^{\text{eff}} (r) dr = \frac{R}{2} \left[ 1 - e^{-\lambda (R)} \right] \) and \( M = M_0 - \frac{\alpha R}{2} f(R) \) = \( 4\pi \int_0^R r^2 \left[ \rho^{\text{eff}} (r) + \frac{q^2}{8\pi r^4} \right] dr = \frac{R}{2} \left[ 1 - e^{-\lambda (R)} + \frac{Q^2}{R^2} \right] \).

\(^6\) This change will happen due to change in total charge-radius ratio.
depend upon the subliminal radial and tangential velocity condition. We observe from Fig. 9, the radial velocity ($v_r$) since $M_{eff}$. Also, the calculated surface red-shift values of the objects for different values of decoupling parameter $\alpha$ as mentioned in Tables 1 and 3 are compatible with the range proposed by Ivanov [14] and Bowers-Liang [87].

6.4 Stability and dynamical equilibrium

6.4.1 Velocity of sound and stability via. cracking concept

In this section, we discussed the status of the velocity of sound within the stellar models. For any realistic stellar object, the velocity of sound must be lesser than the speed of light i.e. $v_s^2$ and $v_t^2$ must lie in [0, 1] which is known as the causality condition. We observe from Fig. 9, the radial velocity ($v_r^2$) and tangential velocity ($v_t^2$) are less than unity, which shows a realistic model.

Now we investigate the stability of the solution using Herrera [88] and Abreu’s [89] criterion. These criterion mainly depend upon the subliminal radial and tangential velocity of sounds which can provide whether the system is stable or unstable under cracking instability. The cracking method is a tool to study instability of the self-gravitating solution in the presence of anisotropic matter distributions. However, this tool can be easily described through the subliminal speed of pressure waves. According to Abreu, the cracking concept can be understand by the magnitude of perturbations in anisotropy ($|\delta \Delta_{tot}|$) and density ($\delta \rho_{tot}$) ratio i.e. $|\frac{\delta \Delta_{tot}}{\delta \rho_{tot}}|$ as,

$$\frac{|\delta \Delta_{tot}|}{|\delta \rho_{tot}|} \simeq \frac{|\delta (p_{tot} - p_r)|}{|\delta \rho_{tot}|} \simeq |\frac{\delta p_{tot}}{\delta \rho_{tot}} - \frac{\delta p_r}{\delta \rho_{tot}}| \simeq |v_t^2 - v_r^2|.$$  

Since the stellar models are satisfying the causality condition, then we have $0 \leq v_r^2 \leq 1$ and $0 \leq v_t^2 \leq 1$. But for any physically realistic stable models, the magnitude of perturbations in anisotropy should always be less than those in density i.e. $|\delta \Delta_{tot}| \leq |\delta \rho_{tot}| \Rightarrow |v_t^2 - v_r^2| \leq 1$, however we get an unstable region when $|\frac{\delta \Delta_{tot}}{\delta \rho_{tot}}| > 0$. Then we can distinguish the stable and unstable regions via. following inequality,

$$0 \leq |v_t^2 - v_r^2| \leq 1 = \begin{cases} -1 \leq v_t^2 - v_r^2 \leq 0, & 0 < v_t^2 - v_r^2 \leq 1. \end{cases}$$

In view of above, the inequality $-1 \leq v_t^2 - v_r^2 \leq 0$ provides a stable region while $0 < v_t^2 - v_r^2 \leq 1$ gives an unstable region. On the other way, we can say that those regions, where no change in the sign for the inequality $-1 \leq v_t^2 - v_r^2 \leq 0$, is called the stable regions. Therefore, we show the graphical analysis for the present self-gravitating solution to find the potentially stable region within the star model. From Fig. 10 it is observed that the system presents all the regions completely stable.
6.4.2 Hydrostatic equilibrium through generalized Tolman–Oppenheimer–Volkoff (TOV) equation under extended gravitational decoupling

For any realistic stellar structure, it is necessary to satisfy the Tolman–Oppenheimer–Volkoff (TOV) equation for the hydrostatic equilibrium. The generalized TOV equation (conservation equation) in the framework of gravitational decoupling can be obtained by a covariant derivative of total energy momentum tensor i.e. $\nabla^j T^\text{tot}_{ij} = 0$ gives,

$$
p' + \frac{\xi'}{2} (\rho + p) - \frac{qq'}{4\pi r^4} + \alpha \left[ \frac{\nu'}{2} (\theta_0^2 - \theta_1^2) + \frac{2}{r} (\theta_2^2 - \theta_1^2) \right] - (\theta_1^2)' + \frac{h'}{2} (p + \rho) = 0. \tag{79}
$$

It is noted that if $\alpha = 0$, then the above conservation equation leads the standard TOV equation in GR for charged matter distribution. To satisfy this conservation equation (79), we split this TOV equation into different forces like $F^\text{tot}_h$, $F^\text{tot}_g$, $F^\text{tot}_a$, and $F^\text{tot}_e$ such that $F^\text{tot}_h + F^\text{tot}_g + F^\text{tot}_a + F^\text{tot}_e = 0$, where

$$
F^\text{tot}_h = -p' + \alpha (\theta_1^2)' , \tag{80}
$$

$$
F^\text{tot}_g = -\frac{\xi'}{2} (\rho + p) - \frac{\alpha \nu'}{2} (\theta_0^2 - \theta_1^2) - \frac{\alpha h'}{2} (p + \rho) , \tag{81}
$$

$$
F^\text{tot}_a = -\frac{2\alpha}{r} (\theta_2^2 - \theta_1^2) , \tag{82}
$$

$$
F^\text{tot}_e = \frac{qq'}{4\pi r^4} . \tag{83}
$$

We have plotted the Fig. 11 for different forces as mentioned above corresponding to 12 stars (see the footnote for details). From this figure, we observe that the gravitational force is strongly acting inward direction while other forces like anisotropic force, hydrostatic force, and electric force are acting in outward directions. The hydrostatic force is increasing and attains its maximum value at the inside point of the stellar objects when $r/R \approx 0.6$ and starts decreasing after this point, which implies that hydrostatic force ($F_h$) prevents the gravitational force maximum at this point to avoid the gravitational collapse of the compact star to a point singularity, and the point $r/R \approx 0.6$ represents the critical value for the present choice of the values for the parameters involved in the solution. However, $F^\text{tot}_g$, $F^\text{tot}_a$ and $F^\text{tot}_e$ are increasing monotonically throughout the stellar objects. Furthermore, we also noticed that electric force plays a major role to balance the system near the surface against the gravitational force, and the anisotropic force has very less impact to achieve the hydrostatic equilibrium. Finally, the overall conclusion is that the gravitational force is balanced by joint...
action of anisotropic force, hydrostatic force, and electric force such that $F^g_{g} + F^a_{g} + F^e_{g} + F^t_{g} = 0$. In this way, we achieved the hydrostatic equilibrium of the solution for each obtained compact objects.7

7 Impact of coupling constant $\alpha$ on the thermodynamical observables

Now observing the impact of the coupling constant $\alpha$ on thermodynamical observables, we plotted the Figs. 12, 13 and 14 and prepare Tables 2 and 3 for particular star PSR J1416-2230. To show this, we find that when $\alpha = 0$, the radial, and tangential pressure components are the same and the matter distribution is isotropic. But when the $\alpha$ starts to increase, the pressure components start to bifurcate and in Fig. 12, as we can see, for $\alpha = 0.77$, the radial pressure (denoted by the red solid line) and tangential pressure (denoted by the dot-dashed black line) deviates a lot and this deviation becomes maximum near the surface. So we can say, the decoupling parameter $\alpha$ introduces anisotropy inside the matter distribution and when the value of $\alpha$ increases, the anisotropy becomes more and it grows as one moves from the center and is most noticeable near the surface. Also, as $\alpha$ increases, the energy density increases, which is directly proportional with $\alpha$ and the variation is slightly higher near the center and decreases very slightly near the boundary. Also, Fig. 14 (left panel) shows that the electric charge $q$ varies inversely with $\alpha$, and the variation increases as we move towards the surface. The variation of mass-radius ratio ($m/r$) within the stellar interior has been shown in Fig. 14 (right panel). From this figure, It is clear that the mass-radius ratio varies proportionally with the $\alpha$, and the variation is most noticeable near the surface, in this case also. On the other hand, from Table 2, we notice that the central pressure ($\rho^0_{c}$), central and surface density ($\rho^0_{c}$ and $\rho^0_{s}$) are increasing when $\alpha$ increases but the total charge on the boundary $Q$ decreases when $\alpha$ increases. Moreover, The Table 3 shows that lower bound, mass-radius ratio ($M/R$), upper bound, compactness ($u = M_{\text{eff}}/R$) and surface red-shift for the same particular star PSR J1416-2230. As we can see that the $M/R$ and $M_{\text{eff}}/R$ are lying between the lower and upper bound for each of the obtained values of $\alpha$. Also both $M/R$ and $M_{\text{eff}}/R$ are increasing when $\alpha$ increases then obviously the surface red-shift ($z_{s}$) will increase with $\alpha$ also.

we would like to highlight one interesting point here that the gravitational decoupling, especially geometric deformation along with radial component of the metric function i.e. along with $g_{00}$ component, modifies the total mass of the objects. The total mass of the gravitationally decoupled object is $M = M_{0} - \frac{\alpha R}{2} f(R)$, where $M_{0}$ is a total mass of the charged object for seed space-time. As clearly indicated in Fig. 3 (left panel) that deformation function $f$ is negative for all $r > 0$, which implies that the factor $\frac{\alpha R}{2} f(R)$ will be positive, and then this factor will enhance the total mass of the objects. As we know that any massive object warps and curving the space-time. Since the gravitational field is basically a curving of the space-time, which means that more massive objects create a stronger gravitational field. On the other hand, the gravitational time dilation occurs because the objects with lot of mass create a strong gravitational field (i.e. stronger gravity), then it is clear that the gravitationally decoupled models may produce a stronger gravitational field, i.e. the stronger the gravity, the more curving space-time, and the slower time itself proceeds. On the other hand, the CGD introduces the transformation along with the temporal components i.e. along $g_{tt}$ of the space-time, which affects the proper time around astrophysical objects. From the concept of general relativity, the slowed time in higher gravitational potential is given by

$$\Delta t = \sqrt{g_{tt}} \, dt = \sqrt{e^{\nu(r)}} \, dt.$$  \hspace{1cm} (84)

Here $dt$ is the time measured at infinity and $\Delta t$ near the object. And in the weak field approximation we know that $g_{tt} = 1 + 2|\Phi|$. Therefore, at far away distances $\Phi \rightarrow 0$ and hence no gravitational time slowed. However, as the gravitational potential increases near the object the slowed time $\Delta t$ increases. Hence, the diluted time can be written as

$$dt = \frac{\Delta t}{\sqrt{g_{tt}}} = \frac{\Delta t}{\sqrt{e^{\nu(r)}}}. \hspace{1cm} (85)$$

In Fig. 15, one can see that the diluted time reduces to far away distances and increases near the surface, and continue till the center of the object. This is because assuming a spherically symmetric uniform density solid object the potential at the center is $3/2$ times higher than that of the surface. Extending this analogy to compact objects, the density increases inward towards the center and hence the potential. This leads to an increase in time dilation at the center compared to the surface.

8 Discussion and conclusion

In this paper, the extended gravitational decoupling by means of complete geometric deformation (CGD) approach has been utilized to find an anisotropic spherical solution in the presence of electric charge. To do this, we have modified Einstein–Hilbert action by introducing an extra action $S_0$ corresponding the extra source. The field equations for the
represents the Einstein–Maxwell system for isotropic matter functions while \( f(\alpha) \). For plotting this graph, we have used the same numerical values of the constants as used in Fig. 12.

### Table 2

Numerical values of physical parameters central density \( \rho_c \), surface density \( \rho_s \), central pressure \( p_c \), constant \( B \) and \( C \) for star PSR J1416-2230 with different values of \( \alpha \) with \( \beta = 1.1, \gamma = -0.001, \mu = 0.003, \) and \( b = 0.0000053 \)

| Values (\( \alpha \)) | Predicted radius (\( R \)) (km) | \( \rho_c \) (gm/cm\(^3\)) | \( \rho_s \) (gm/cm\(^3\)) | \( p_c \) (dyne/cm\(^2\)) | Electric charge \( Q \) (in coulomb) | \( B \) (km\(^{-2}\)) | \( C \) |
|---|---|---|---|---|---|---|---|
| 0.0 | 13.175\(^{+0.1}_{-0.1}\) | 4.83300 \times 10^{14} | 2.98154 \times 10^{14} | 2.75419 \times 10^{34} | 2.9216 \times 10^{20} | 0.00178 | -0.82887 |
| 0.02 | 13.067\(^{+0.099}_{-0.099}\) | 4.92966 \times 10^{14} | 3.06544 \times 10^{14} | 2.76491 \times 10^{34} | 2.8784 \times 10^{20} | 0.00188 | -1.38309 |
| 0.04 | 12.962\(^{+0.097}_{-0.098}\) | 5.02632 \times 10^{14} | 3.14911 \times 10^{14} | 2.77580 \times 10^{34} | 2.8428 \times 10^{20} | 0.00198 | -1.47676 |
| 0.06 | 12.859\(^{+0.096}_{-0.097}\) | 5.12298 \times 10^{14} | 3.23275 \times 10^{14} | 2.78676 \times 10^{34} | 2.8133 \times 10^{20} | 0.00208 | -1.56545 |
| 0.077 | 12.774\(^{+0.096}_{-0.096}\) | 5.20514 \times 10^{14} | 3.30354 \times 10^{14} | 2.79651 \times 10^{34} | 2.7932 \times 10^{20} | 0.00216 | -1.63736 |

### Table 3

Comparative study of lower bound, mass-radius ratio, upper bound, compactness \( \mu = M_{\text{eff}}/R \) and surface red-shift of the star PSR J1416-2230 for different values of \( \alpha \) with \( \beta = 1.1, \gamma = -0.001, \mu = 0.003, \) and \( b = 0.0000053 \)

| \( \alpha \) | Predicted radius \( R \) (km) | Lower bound \( \left( \frac{Q^2}{2R^2}+\Omega^2 \right) \) | Mass-radius ratio \( \left( \frac{M}{R} \right) \) | compactness \( \mu \) | Upper bound \( \left( \frac{2R^2+3Q^2+2\sqrt{R^2+3Q^2}}{9R^2} \right) \) | Surface redshift \( z_s \) |
|---|---|---|---|---|---|---|
| 0.00 | 13.175\(^{+0.1}_{-0.1}\) | 0.027105 | 0.220545 | 0.202457 | 0.468251 | 0.29631 |
| 0.02 | 13.067\(^{+0.099}_{-0.099}\) | 0.026747 | 0.222383 | 0.204534 | 0.467940 | 0.300862 |
| 0.04 | 12.962\(^{+0.097}_{-0.098}\) | 0.026513 | 0.224207 | 0.206514 | 0.467738 | 0.305242 |
| 0.06 | 12.859\(^{+0.096}_{-0.097}\) | 0.026384 | 0.225897 | 0.208380 | 0.467625 | 0.309412 |
| 0.077 | 12.774\(^{+0.096}_{-0.096}\) | 0.026356 | 0.227493 | 0.209005 | 0.46760 | 0.31285 |

decoupled system have been derived corresponding to the total energy momentum tensor \( T_{ij}^{\text{tot}} \) by varying the modified action over metric tensor \( g^{ij} \). Then decoupled field equations have been divided into two sets of equations using the CGD approach: \( e^{-\lambda} \rightarrow \mu + \alpha h \) and \( v(r) \rightarrow f(r) + \alpha h(r) \), where \( f(r) \neq 0 \) and \( h(r) \neq 0 \) are called the deformation functions while \( \alpha \) is a decoupling constant. The first system represents the Einstein–Maxwell system for isotropic matter distribution \( (T_{ij}) \) which has been solved by using the well-known spacetime geometry \( (38) \), while the second system for \( \theta_{ij} \) mainly depends on \( f(r) \) and \( h(r) \) that has been solved using two different approaches namely the mimick approach and the equation of state approach. To do this, we mimicked the \( \rho(r) \) with the \( \theta_{0}^{0} \) i.e. \( \rho(r) = \theta_{0}^{0}(r) \) that provides the expression for \( f(r) \) while we use the equation of state (EOS) approach, in particular \( \theta_{1}^{1} = \mu \theta_{0}^{0} + \gamma \), in order to determine \( h(r) \). We highlight that due to the presence of the additional \( \theta_{ij} \) source in the system, anisotropy arises for the condition \( \theta_{2}^{2} \neq \theta_{1}^{1} \) and then the total energy density \( \rho^{\text{tot}} \), total radial pressure \( p^{\text{tot}} \) and total tangential pressure \( p^{\text{tot}} \) becomes a combination of their isotropic versions and addition of the \( \theta \) components with a coupling constant \( \alpha \) as can be seen from the Eq. \( (19) \). We also studied the impact of the coupling constant \( \alpha \) in this work which is discussed in the latter half of this section. The junction conditions for the decoupled system in
the context of gravitational decoupling have been derived by taking the exterior Ressner–Nordström spacetime. All the constants involved in the solution are obtained by the matching of the interior ($r < R$) and exterior ($r > R$) spacetime at the surface ($r = R$) together with taking total radial pressure to be zero at $r = R$.

During the analysis of the deformation functions $f(r)$ and $h(r)$, we found that $f(r)$ is zero at the center and as we go towards the boundary, it decreases (Fig. 3 – left panel) which shows that it has an inverse relationship with $e^\lambda$. Then, we can say that $e^\lambda$ will increase as one moves towards the boundary and $e^\lambda = 1$ at $r = 0$ whereas, $h(r)$ also decreases and is positive as one moves towards the boundary, but it is non-vanishing at the center (Fig. 3 – right panel). But $e^\nu = e^{\xi + a h(r)}$ is increasing monotonically towards the boundary which shows the $\xi$ term grows faster than the term $a h(r)$. The variations of $e^\lambda$ and $e^\nu$ within different stellar objects are mentioned in Fig. 4 which satisfy the criteria of realistic self-gravitating objects. On the other hand, Fig. 5 display the variation of radial pressure ($p_r^{\text{tot}}$) and tangential pressure ($p_t^{\text{tot}}$), we can see that they decrease monotonically as one moves towards the boundary and attains the maximum value at the center where the radial pressure decreases in a slightly steeper manner. Also, the total energy density $\rho^{\text{tot}}$ is maximum at the center and decreases monotonically towards the boundary which in turn implies that the energy density is vastly concentrated near the center of the compact stellar object, see Fig. 6 (left panel). Furthermore, from the right panel of Fig. 6, it can be seen that the anisotropic factor $\Delta$ is zero at the center (i.e. the matter distribution can be said as perfect fluid at the center) and as one moves towards the surface, the anisotropy increases and becomes maximum near the surface. This implies that the anisotropic force ($F_a = 2\Delta/r$) acts radially outwards and this plays an active role in preventing gravitational collapse. Next, we studied the several energy conditions as mentioned in Sect. 6.2, the Null energy condition (NEC), weak energy conditions (WEC), strong energy condition (SEC) together with dominant (DEC) and trace (TEC) energy conditions. Since all first three conditions will automatically satisfy due to positiveness of $\rho_r^{\text{tot}}, p_t^{\text{tot}}, \rho^{\text{tot}}$ and $q$, therefore only we plot the Fig. 7 for the dominant and trace energy condition to check their validity inside each object. We found that both DEC and TEC are satisfying within each point of the stellar objects. The variation of the $m/r$ ratio within the objects is shown in Fig. 8. Form this variation, we found that $m/r$ ratio is increasing towards the boundary but is less than the Buchdahal upper bound value 4/9. On the other hand, Lower bound, $M/r$, compactness $M_{\text{eff}}/R$, upper bound and surface redshift ($z_s$) values are displayed in Table 1. The surface redshift values are increasing when compactness ($M_{\text{eff}}/R$) increases. The calculated values of $z_s$ for different object, by considering $\beta = 1.1$, $\gamma = -0.001, a = 0.0003, b = 0.0000053$ and the decoupling constant $\alpha = 0.02$, are as follows: (i) $z_s = 0.3008625$ for PSR J1416-2230, (ii) $z_s = 0.2757358$ for Vela X-1, (iii) $z_s = 0.2718340$ for 4U 1608-52, (iv) $z_s = 0.262529$ for PSR J1903+327, (v) $z_s = 0.2514419$ for 4U 1820-30, (vi) $z_s = 0.2398789$ for Cen X-3, (vii) $z_s = 0.215279$ for EXO 1785-248, (viii) $z_s = 0.213986$ for LMC X-4, (ix) $z_s = 0.1808966$ for SMC X-1, (x) $z_s = 0.161925$ for SAX J1808.4-3658, (xi) $z_s = 0.1577812$ for 4U 1538-52, and (xii) $z_s = 0.155007$ for Her X-1. Moreover, we found that the $M/r$ ratio clearly satisfied both inequalities (74) and (75).

Since as $M > M_{\text{eff}}$, then we can infer that $M_{\text{eff}}/R$ will also lie inside the upper and lower bound. The stability analysis and dynamical equilibrium has been also discussed. From Fig. 9, we found that both radial and tangential velocities remain less than the unity which implies that the velocity of sound is lesser than the velocity of light throughout the model that supports the criteria of a realistic model. While studying the stability of the solution based on Herrera and Abreu’s criteria, we found from Fig. 10 that the stable zone obtained from the Eq. (78) is maintained throughout the model and all the regions are completely stable in the system. Looking into the hydrostatic equilibrium through generalized TOV equation under extended gravitational decoupling, we found from Fig. 11 that for all different 12 stars, the gravitational force ($F_g^{\text{tot}}$) is acting strongly inwards and other forces like anisotropic force ($F_a^{\text{tot}}$), electric force ($F_e^{\text{tot}}$) and hydrostatic force ($F_h^{\text{tot}}$) are acting outwards. It is also seen that $F_g^{\text{tot}}, F_a^{\text{tot}}, F_e^{\text{tot}}$ are increasing monotonically throughout the model whereas, the $F_h^{\text{tot}}$ increases up to $r/R \approx 0.6$ where it attains its maxima and decreases after that. Also, all the forces combine to zero net force, i.e. $F_h^{\text{tot}} + F_g^{\text{tot}} + F_a^{\text{tot}} + F_e^{\text{tot}} = 0$, from which we can infer that the hydrostatic equilibrium is maintained for each compact object.
Table 4 Predicted radii and mass-radius ratio of 12 observed compact stars for different values of coupling constant $\alpha$ with $\beta = 1.1$, $\gamma = -0.001$, $a = 0.003$, and $b = 0.0000053$

| Compact objects | Mass ($M/\odot$) | Predicted radius ($R$) in km | Mass-radius ratio ($M/R$) in km |
|-----------------|------------------|-----------------------------|----------------------------------|
|                 | $\alpha = 0$     | $\alpha = 0.02$             | $\alpha = 0.04$                 | $\alpha = 0.06$ | $\alpha = 0.077$ | $\alpha = 0.00$ | $\alpha = 0.02$ | $\alpha = 0.04$ | $\alpha = 0.06$ | $\alpha = 0.077$ |
| PSR J1416-2230  | 1.97 ± 0.04      | 13.175⁺⁻⁰.⁰₁     | 13.067⁺⁻⁰.⁰⁹⁹ | 12.962⁺⁻⁰.⁰⁹⁷ | 12.859⁺⁻⁰.⁰⁹⁶ | 12.774⁺⁻⁰.⁰⁹⁶ | 0.22054 | 0.22237 | 0.22417 | 0.22597 | 0.22747 |
| Vela X-1        | 1.77 ± 0.08      | 12.662⁺⁻⁰.⁺⁰₂⁰⁹ | 12.561⁺⁻⁰.⁺⁰⁰⁵ | 12.458⁺⁻⁰.⁺⁰⁰⁵ | 12.361⁺⁻⁰.⁺⁰⁰³ | 12.280⁺⁻⁰.⁺⁰⁰³ | 0.20619 | 0.20784 | 0.20957 | 0.21121 | 0.21260 |
| 4U 1608-52      | 1.74 ± 0.14      | 12.582⁺⁻⁰.⁻⁰¹⁸⁶ | 12.48⁺⁻⁰.⁻⁰³⁶ | 12.38⁺⁻⁰.⁻⁰⁵⁹ | 12.28⁻⁻⁻⁻⁰.⁻⁰³⁰ | 12.203⁻⁻⁻⁻⁰.⁻⁰³³ | 0.20398 | 0.20564 | 0.20731 | 0.20894 | 0.21032 |
| PSR J1903+327   | 1.667 ± 0.021    | 12.384⁺⁻⁰.⁻⁰⁰⁵⁸ | 12.284⁺⁻⁰.⁻⁰⁰⁵⁷ | 12.187⁺⁻⁰.⁻⁰⁰⁵⁶ | 12.092⁺⁻⁰.⁻⁰⁰⁵⁵ | 12.013⁺⁻⁰.⁻⁰⁰⁵⁵ | 0.19855 | 0.20016 | 0.20175 | 0.20334 | 0.20468 |
| 4U 1820-30      | 1.58 ± 0.06      | 12.143⁺⁻⁰.⁺⁰₁⁶⁷ | 12.04⁺⁻⁰.⁺⁰₁⁶⁶ | 11.95⁺⁻⁰.⁺⁰₁⁶⁴ | 11.85⁺⁻⁰.⁺⁰₁⁶³ | 11.78⁺⁻⁰.⁺⁰₁⁶³ | 0.19193 | 0.19348 | 0.19502 | 0.19654 | 0.19782 |
| Cen X-3         | 1.49 ± 0.08      | 11.8⁰⁻⁻⁻⁻⁰.⁻¹⁷₁  | 11.78⁺⁻⁻⁻⁻⁰.⁻¹⁷⁰ | 11.7⁰⁻⁻⁻⁻⁰.⁻¹⁶⁸ | 11.⁰⁻⁻⁻⁻⁰.⁻¹⁶⁶ | 11.⁰⁻⁻⁻⁻⁰.⁻¹⁶⁶ | 0.18492 | 0.18643 | 0.18789 | 0.18935 | 0.19058 |
| EXO 1785-248    | 1.3 ± 0.2        | 11.3⁰⁻⁻⁻⁻⁰.⁻⁰⁰⁵⁵ | 11.2⁺⁻⁻⁻⁻⁰.⁻⁰⁶₆⁶ | 11.₁⁻⁻⁻⁻⁰.⁻⁰⁵₃ | 10.⁰⁻⁻⁻⁻⁰.⁻⁰₄⁰ | 10.⁰⁻⁻⁻⁻⁰.⁻⁰₃₅ | 0.16955 | 0.17091 | 0.17219 | 0.17358 | 0.17468 |
| LMC X-4         | 1.29 ± 0.05      | 11.²⁻⁻⁻⁻⁰.⁻⁰³¹⁵ | 11.₁⁻⁻⁻⁻⁰.⁻⁰²₂⁸ | 11.⁰⁻⁻⁻⁻⁰.⁻⁰²₂⁸ | 10.⁰⁻⁻⁻⁻⁰.⁻⁰²₂⁸ | 10.⁰⁻⁻⁻⁻⁰.⁻⁰₂₂⁸ | 0.16873 | 0.17007 | 0.17140 | 0.17271 | 0.17381 |
| SMC X-1         | 1.04 ± 0.09      | 10.⁰⁻⁻⁻⁻⁰.⁻⁰³⁰³ | 10.₂⁻⁻⁻⁻⁰.⁻⁰³⁰³ | 10.⁰⁻⁻⁻⁻⁰.⁻⁰³⁰³ | 10.⁰⁻⁻⁻⁻⁰.⁻⁰³⁰³ | 10.⁰⁻⁻⁻⁻⁰.⁻⁰₃₂⁰ | 0.14698 | 0.14815 | 0.14930 | 0.15042 | 0.15137 |
| SAX J1808.4-3658 | 0.⁹⁻⁻⁻⁻⁰.⁻⁰³⁺⁻⁻⁻⁻⁰.⁷⁷³ | 9.⁰⁻⁻⁻⁻⁰.⁻¹⁴³⁵ | 9.⁰⁻⁻⁻⁻⁰.⁻¹⁴³⁵ | 9.⁰⁻⁻⁻⁻⁰.⁻¹⁴³⁵ | 9.⁰⁻⁻⁻⁻⁰.⁻¹⁴³⁵ | 9.⁰⁻⁻⁻⁻⁰.⁻¹⁴³⁵ | 0.³⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻⁻RouterModule
Focusing on the impact of the coupling constant $\alpha$, we plot the Figs. 12, 13 and 14 for particular star PSR J1416-2230. From Fig. 12, we observe that when $\alpha = 0$, the matter distribution is isotropic and when $\alpha$ increases, the two pressure components bifurcate and anisotropy arises into the system and this anisotropy is maximum near the surface. It also shows that if $\alpha$ increases then $p_{\text{iso}}^{\text{tot}} > p_{\text{ans}}^{\text{tot}}$ at $r = 0$. Also, both central and surface densities are increasing when $\alpha$ increases, in particular as shown in Fig. 13 when $\alpha$ tends to 0 $\rightarrow$ 0.077, then anisotropic matter distribution becomes anisotropic and $\rho_{\text{iso}}^{\text{tot}} > \rho_{\text{ans}}^{\text{tot}}$ which strongly supports the Ruderman [90] suggestion that nuclear matter tends to become anisotropic in nature at very high densities of the order $10^{15}$ g/cm$^3$. The numerical values for $p_c^{\text{tot}}, p_\gamma^{\text{tot}}$ and $\rho_\text{iso}^{\text{tot}}$ are displayed in Table 2 for different values of $\alpha$. Also from Fig. 14, it is seen that the electric charge is decreasing while mass-radius ratio increases within the stellar model when $\alpha$ increases. Also, as analyzing Table 3 we can infer that the charge $Q$ on the boundary decreases with the increase of $\alpha$. Also, it can be seen that both $M/R$ and $M_{\text{crit}}/R$ lie between in the lower and upper bounds of each obtained value of $\alpha$. Moreover, both $M/R$ and $M_{\text{crit}}/R$ and also the surface redshift $z_\gamma$ increases with $\alpha$. Finally, we also predicted the radius for each obtained stellar object for different values of decoupling constant $\alpha$ together with mass-radius ratio which are displayed in Table 4. The predicted radii for the objects with mass $\geq 1.5M_\odot$ are lying between 11–13.5 km. Then our predicted radii are strongly compatible with the physical radius for several typical NS equations of state (EOS) obtained by Lattimer and Prakash [91]. Finally, we would like to say that the gravitational decoupling approach plays a vital role to obtain well-behaved realistic compact objects from isotropic to anisotropic matter distributions.
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Appendix

The values of expressions for the used coefficients as above

$$f_1 = \sqrt{2}[6b^2 + 2(a + \alpha \sqrt{a^2 - 4b})B^2 + b(B - 3a)
\sqrt{a^2 - 4b} + 3\sqrt{a^2 - 4b} + 4B)],$$

$$f_2 = \sqrt{2}[6b^2 - 2(a + \alpha \sqrt{a^2 - 4b})B^2 + b(B - 3a)
\sqrt{a^2 - 4b} - 3\sqrt{a^2 - 4b} + 4B)],$$

$$f_3 = \sqrt{a - \alpha \sqrt{a^2 - 4b}},$$

$$f_4(r) = \sqrt{a + \alpha \sqrt{a^2 - 4b}},$$

$$f_5 = \sqrt{a^2 - 4b},$$

$$B_0(R) = 8 - 3a\beta - 6a R^2 - \alpha a\beta R^2 - 4b R^4 + 3b a \beta R^4,$$

$$B_1(R) = [8 + 6a R^2 + 4b R^4 + \alpha a \beta R^2 + 3(3 + \alpha \beta R^2)],$$

$$B_2(R) = a^2 R^2(2 + 6a \beta R^2) + 2b R^2(3 + 3b \beta R^2) + \alpha[4\gamma(1 + b \beta R^2)^2 + 5b \beta R^2(5 + b \beta R^2)]$$

$$h_1(r) = 100[\psi_1(\gamma - 1) + b(88 - 5A_1 A_2)]\beta \log[a - 1 + 2b^2],$$

$$h_2(r) = 100[B\psi_1(\gamma - 1) + b(88 + 5A_1 A_2)]\beta \log[a + 1 + 2b^2],$$

$$h_3(r) = 4B^2 a^3(2B - a A_2)(B \sqrt{a - 5a \sqrt{a + A_3})} - 5b^2
\times [5B(256 - 48a(\beta - 13) + 25a^3 A_1 + 120a^2(3 + \beta)] - A_2
\times (25aA_2 A_4 + 20\sqrt{a A_3 A_4} + 25a^3 /2 A_3(5\beta - 1) - A_3)]$$

$$h_4(r) = A_2[25aA_2 A_4 + 20\sqrt{a A_3 A_4} + 25a^3 /2 A_3(-1 + 5\beta) + A_5],$$

$$h_5(r) = A_2[25bA_2 A_4 + 20\sqrt{a A_3 A_4} + 25a^3 /2 A_3(5\beta - 1 + 5a) + A_5],$$

$$h_6(r) = h_3 + bB \sqrt{a} h_5 + B \sqrt{a} (25a^3 /2 A_3(-1 + 5a) + A_7),$$

$$h_7(r) = b a^3 /2 A_2 + B(2 - a A_2),$$

$$h_8(r) = -4A^2 a^3 /2(-B(\alpha + a A_2)(5a \sqrt{a} - B \sqrt{a} + A_3) + 5b^2
\times [5B(256 - 48a(\beta - 13) + 120a^2(3 + \beta)]
\times A_2(25aA_2 A_4 - 20\sqrt{a A_3 A_4} - 25a^3 /2 A_3(5\beta - 1) + A_5)]

$$h_9(r) = 25B^2 a^3 /2(16 + a A_4) - 125a^3 /2(4a A_4 - 4(1 + \beta))$$

$$A_3 = \sqrt{80b + (5a + B)^2 a},$$

$$A_4 = (\beta - 1),$$

$$A_5 = (128\gamma$$

$$+320a \gamma + 200a \gamma^2),$$

$$A_6 = (-192\gamma - 480a \gamma - 300a \gamma^2),$$

$$A_7 = 64\gamma + 320a \gamma + 300a \gamma^2,$$

$$\psi_1(r) = -2\alpha^2 - A_1 B a + A A_1 A_0,$$
\[ F_1(r) = (6 + B r^2 + 2 b r^2 - B^2 r^4), F_2(r) = (11 + 2 B r^2 - B^2 r^4), \]
\[ F_3(r) = 4y + 25 b \rho r^2 + 8 b \rho r^4, F_4(r) = -3 + b r^4, \]
\[ F_5(r) = (5 B r^2 + 4 y r^2), F_6(r) = 1 + b r^4, \]
\[ F_7(r) = (15 - B^2 r^2 + 10 b r^4), \]
\[ \theta_{11}(r) = a^2 F_2(r) + a (8 y r^2 F_6(r) + \beta F_7(r)), \]
\[ \theta_{21}(r) = -64y - 800 b \rho r^2 + 16a y^2 r^2 - 256 b y r^4 - 40 b a y r^4 + 200 b a \beta r^4 + 80 b^2 r^6 + 125 b^2 a r^6 + 80 b^2 \beta r^6 + 250 b^2 a \beta r^8 + 625 b^2 a^2 \beta r^8 + 64 b a x y^2 r^8 - 32 b^2 x y^2 r^8 - 40 b^2 x y^2 r^8 + 440 b^2 a \beta y r^8 + 80 a x y^8 r^8 + 150 b a x y^8 r^8 - 80 b^3 \beta x y^8 r^8 - 1000 a b x y^8 r^8 + 250 b a y^2 r^8 + 96 b y^2 x r^8 r^8 - 125 b y^2 x r^8 r^8 + 40 b y^2 x r^8 r^8 + 31 b a x y r^8 r^8 + 28 b x y r^8 r^8 + 25 b a x y r^8 r^8 - 50 b^2 a x y r^8 r^8 + 25 b a x y r^8 r^8 + 40 b y^2 x r^8 r^8 + 40 b y^2 x r^8 r^8 + 30 b^2 a x y r^8 r^8 - 10 - 32 b x y r^8 r^8 + 4 b a x y r^8 r^8 - 8 y r^8 + 5 (1 + 2 B r^2) + a (50 - 5 B r^2 + 40 y r^2) + 50 b r^4 + 4 y r^8 + 32 y r^8 + 80 y r^8 + 32 y r^8 + \beta^2 (75 - 5 B r^2 + 50 b r^4) + \beta (10 B r^2 - 175 + 100 y r^2 \]
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