SZEGÖ LIMIT THEOREMS FOR SINGULAR BEREZIN-TOEPLITZ OPERATORS
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Abstract. We consider Berezin-Toeplitz operators whose multipliers are compactly supported densities carried by a submanifold \( \Gamma \subset \mathbb{C}^N \). We compute asymptotically the moments of their spectral measures, and we prove Szegö limit theorems in cases when \( \Gamma \) is isotropic or co-isotropic, from which Weyl estimates follow. We also obtain asymptotics of the Schatten norms of such operators. Rescaled versions of these operators can be thought of as quantum mechanical mixed states, and our results give the semi-classical limit of their entropy.
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1. Introduction and Statements of the Main Results

We will consider operators on the weighted Bargmann space

\[ \mathcal{B}_k = \left\{ \psi \in L^2(\mathbb{C}^N, dL) : \psi(z) = f(z)e^{-k|z|^2/2}, \bar{\partial}f = 0 \right\} \]

where \( dL \) denotes Lebesgue measure.

Let \( \Gamma \subset \mathbb{C}^N \cong \mathbb{R}^{2N} \) be a smooth submanifold. Although some of our examples of \( \Gamma \) are non-compact, we will only be considering symbols or amplitudes on \( \Gamma \) that are compactly supported.

As a motivation for the type of operators we consider in this article, let \( d\sigma \) be the measure induced on \( \Gamma \) by Lebesgue measure and \( L^2(\Gamma) \) the corresponding \( L^2 \) space. Let

\[ R_k : \mathcal{B}_k \rightarrow L^2(\Gamma) \]

be the restriction operator, which is bounded, and let

\[ R_k^* : L^2(\Gamma) \rightarrow \mathcal{B}_k \]

be its adjoint. Then the self-adjoint operator

\[ T_{\Gamma} := R^* \circ R : \mathcal{B}_k \rightarrow \mathcal{B}_k \]

is an example of what we will call a singular Toeplitz operator, since it can be considered as a Toeplitz operator with a multiplier that is a distribution supported on \( \Gamma \), as the following lemma shows:

**Lemma 1.1.** Let \( \Pi_k(z, \bar{w}) \) be the reproducing kernel for \( \mathcal{B}_k \), that is, the Schwartz kernel of the projection \( \Pi_k L^2(\mathbb{C}) \rightarrow \mathcal{B}_k \). Then

\[ \forall \psi \in \mathcal{B}_k \quad T_{\Gamma}(\psi)(z) = \int_\Gamma \Pi_k(z, \bar{w}) \psi(w) \, d\sigma(w). \]

**Proof.** We compute \( R^* \). Let \( \varphi \in L^2(\Gamma) \) and \( \psi \in \mathcal{B}_k \). Then

\[ \langle R^*(\varphi), \psi \rangle = \langle \varphi, R(\psi) \rangle = \int_\Gamma \varphi(\zeta) \bar{\psi}(\zeta) \, d\sigma(\zeta). \]

Now use the reproducing property:

\[ \psi(\zeta) = \int_{\mathbb{C}^N} \Pi_k(\zeta, \bar{w}) \psi(w) \, dL(w), \]

and using Fubini’s theorem we get that

\[ \langle R^*(\varphi), \psi \rangle = \int_{\mathbb{C}^N} \bar{\psi}(w) \left( \int_\Gamma \varphi(\zeta) \Pi_k(\zeta, \bar{w}) \, d\sigma(\zeta) \right) \, dL(w). \]

Since this is true for all \( \psi \),

\[ R^*(\varphi)(w) = \int_\Gamma \varphi(\zeta) \Pi_k(w, \bar{\zeta}) \, d\sigma(\zeta), \]

as desired. \( \square \)

More generally, in this paper we consider the following operators:
Definition 1.2. Let $a : \Gamma \to \mathbb{C}$ be a smooth function of compact support. Then $T_{ad\sigma} : \mathcal{B}_k \to \mathcal{B}_k$ is the operator

$$T_{ad\sigma}(\psi)(z) = \int_{\Gamma} \Pi_k(z, \overline{w}) \psi(w) a(w) \, d\sigma(w).$$

The reproducing kernel for $\mathcal{B}_k$ is

$$(4) \quad \Pi_k(z, \overline{w}) = \left(\frac{k}{\pi}\right)^N e^{k \mathcal{Z} \overline{w}} e^{-k|z|^2/2} e^{-k|w|^2/2} = \left(\frac{k}{\pi}\right)^N e^{-k|z-w|^2/2} e^{ik\omega(z, w)},$$

where $\omega$ is the symplectic form

$$(5) \quad \omega(z, w) = \frac{1}{2i} (z \overline{w} - w \overline{z}).$$

Therefore we have the explicit formula

$$(6) \quad T_{ad\sigma}(\psi)(z) = \left(\frac{k}{\pi}\right)^N e^{-k|z|^2/2} \int_{\Gamma} e^{k \mathcal{Z} \overline{w}} e^{-k|w|^2/2} \psi(w) a(w) \, d\sigma(w).$$

In the theory of Bergman spaces, one considers the holomorphic parts of the functions in $\mathcal{B}_k$, that is, the Fock space $\mathcal{B}_k$ for $k > 0$, consisting of all entire functions $f$ on $\mathbb{C}^N$ such that $f \in \mathcal{L}^2(\mathbb{C}^N, dL_k)$, where

$$dL_k = \left(\frac{k}{\pi}\right)^N e^{-k|z|^2} \, dL.$$ 

It is clear that the multiplication operator $M_k f(z) = e^{-k|z|^2/2} f(z)$ is an isomorphism of $\mathcal{B}_k$ onto $\mathcal{B}_k$. The operator $M_k^{-1} T_{ad\sigma} M_k$ is the Toeplitz operator on $\mathcal{B}_k$

$$T_{ad\sigma} f(z) = \int_{\Gamma} e^{k \mathcal{Z} \overline{w}} f(w) \left(\frac{k}{\pi}\right)^N e^{-k|w|^2} \, d\sigma(w).$$

Therefore our results have direct translations to corresponding Toeplitz operators in the Fock space. We chose to work on $\mathcal{B}_k$ for convenience.

A second motivation for the study of these operators comes from quantum mechanics. For each $w \in \mathbb{C}^N$ consider the coherent state at $w$, $e_w \in \mathcal{B}_k$:

$$e_w(z) = \Pi_k(z, \overline{w}).$$

The orthogonal projection $P_w$ onto the line spanned by $e_w$ is

$$(7) \quad P_w(\psi)(z) = \frac{1}{\Pi_k(w, \overline{w})} \psi(w) \Pi_k(z, \overline{w}) = \psi(w) e^{k \mathcal{Z} \overline{w}} e^{-|w|^2/2} e^{-|z|^2/2},$$

from where it follows that

$$(8) \quad T_{ad\sigma} = \left(\frac{k}{\pi}\right)^N \int_{\Gamma} a(w) P_w \, d\sigma(w).$$

In other words, up to an overall normalization factor, $T_{ad\sigma}$ is a weighted superposition of the rank-one projectors $P_w$ over $\Gamma$. From the expression (8) it follows that

$$(9) \quad \text{Tr}(T_{ad\sigma}) = \left(\frac{k}{\pi}\right)^N \int_{\Gamma} a(w) \, d\sigma(w).$$
If \( a > 0 \), the operator

\[
\rho_a := \frac{1}{\text{Tr}(T_{ad\sigma})} T_{ad\sigma}
\]

is non-negative and of trace one. In the language of quantum mechanics \( \rho \) is a mixed state or a density matrix.

Mixed states of this kind (with \( \Gamma \) Lagrangian) have been studied by Yohann Le Floch in [9], with \( \mathbb{C}^N \) replaced by a compact quantized Kähler manifold. (This work of Le Floch focuses on estimating the so-called fidelity of such states.) Quantum mechanically, they are partial traces of a pure state shared by the Bargmann space and by \( L^2(\Gamma) \). In a standard interpretation, by taking a partial trace over \( L^2(\Gamma) \), the latter is acting as the host of the (unknown) background state space.

If \( \{ \psi_j \} \) is an orthonormal basis of eigenfunctions of \( \rho_a \) with eigenvalues \( p_j \) (so that \( p_j \geq 0 \) and \( \sum_j p_j = 1 \)), a possible quantum mechanical interpretation of \( \rho_a \) is that \( \forall j \) it represents the state \( \psi_j \) with probability \( p_j \), see [6] §19.3. Since the greatest eigenvalue of \( T_{\Gamma} \) is

\[
\lambda_{\text{max}}(k) = \sup_{\psi \in B_k \setminus \{0\}} \frac{\int_{\Gamma} |\psi(z)|^2 \, d\sigma(z)}{\|\psi\|_{B_k}^2}
\]

(as follows from [2]), the the eigenvector corresponding to the greatest probability \( p_j \) is the function \( \psi \in B_k \) that is most concentrated on \( \Gamma \) in the \( L^2 \) sense.

Incidentally, the case \( \Gamma \) Lagrangian is special in that the restriction operator \( R \) is injective since \( \Gamma \) is then totally real and middle-dimensional.

In this paper we study the asymptotics of the spectrum of \( T_{ad\sigma} \) and related operators in the semi-classical limit, that is, as \( k \to \infty \). We will obtain the asymptotic behavior of the moments of their spectral measure, and Szegő limit theorems of normalizations of these operators for special classes of submanifolds \( \Gamma \). We now turn to stating our main results.

1.1. The norm estimate. Our first result is an upper bound on the operator norm of \( T_{ad\sigma} \):

**Theorem 1.3.** Let \( \Gamma \) be a smooth manifold in \( \mathbb{C}^N \) of dimension \( d \leq 2N \) and \( a \in L^\infty(\Gamma) \) of compact support. Then there exists \( C > 0 \) such that the operator norm of \( T_{ad\sigma} \) satisfies

\[
\|T_{ad\sigma}\|_{L(B_k)} \leq C\|a\|_{\infty} k^{N-d/2}.
\]

As we will see this estimate is sharp in general. A Szegő limit theorem applies to a family of operators whose spectra are contained on a fixed interval, and this result sets the dependence on \( k \) of the normalization one needs to make on the \( T_{ad\sigma} \) in order to obtain such a theorem.

1.2. The trace of a multiple composition. Next we state a general theorem on the asymptotics of the composition of \( n \) operators of the form \( T_{ad\sigma} \) associated to an arbitrary submanifold \( \Gamma \subset \mathbb{C}^N \).

To state our result we need to introduce an endomorphism of the tangent bundle of \( \Gamma \) which we denote by \( K : T\Gamma \to T\Gamma \) and is defined as follows. Let \( \Pi_w : \mathbb{R}^{2N} \to T_w\Gamma \) be the orthogonal projection. Then \( K_w : T_w\Gamma \to T_w\Gamma \), is defined by

\[
K_w := \Pi_w \circ J
\]

where \( J : \mathbb{R}^{2N} \to \mathbb{R}^{2N} \) is the complex structure such that

\[
\omega(v,w) = v \cdot J(w).
\]
Specifically, the right-hand side is the dot product: In complex notation \( u \cdot v = \Re \left( \sum_{j=1}^{N} u_j \overline{v_j} \right) \), and, in accordance with (5), \( J \) is multiplication by \( \sqrt{-1} \).

One can say that \( K \) is the projection of \( J \) on the tangent spaces of \( \Gamma \). \( K_w \) is skew-adjoint with respect to the Euclidean inner product on \( T_w \Gamma \), and therefore its eigenvalues are purely imaginary and come in conjugate pairs. Let us write the non-zero eigenvalues with multiplicities as \( \pm i \lambda_\ell, \quad 0 < \lambda_1 \leq \cdots \leq \lambda_r \).

Here \( r \) is half the rank of \( K_w \). In general the \( \lambda_\ell \) and \( r \) depend on the base point \( w \in \Gamma \), but we have suppressed that dependence from the notation, for simplicity.

We can now state:

**Theorem 1.4.** Let \( a_j \in C^\infty_0(\Gamma, \mathbb{C}) \), \( j = 1, \ldots, n \), and consider the composition

\[
\Upsilon := T_{a_1} \circ \cdots \circ T_{a_n} \circ \sigma.
\]

Then

\[
\text{Tr} (\Upsilon) = \left[ 2^{d/2} \left( \frac{k}{\pi} \right)^{N-d/2} \right]^n \left( \frac{k}{2\pi} \right)^{d/2} \left( \int_{\Gamma} \frac{1}{\Delta_n} \prod_{j=1}^{n} a_j(w) \, d\sigma(w) + O(1/k) \right)
\]

where

\[
\Delta_n = n^{\frac{d}{2} - r} \prod_{\ell=1}^{r} \frac{(1 + \lambda_\ell)^n - (1 - \lambda_\ell)^n}{2\lambda_\ell}.
\]

If we specialize to the case \( a_1 = a_2 = \cdots = a_n = a \), this theorem gives us the asymptotics of the moments of the spectral measure of \( T_{a_1} \circ \cdots \circ T_{a_n} \circ \sigma \).

This theorem is proved by the method of stationary phase, and \( \Delta_n \) arises as a factor of the square root of the Hessian of the phase. \( \Delta_n \) will be constant (with respect to \( w \in \Gamma \)) and explicit in the special cases we will consider below. Its dependence on \( n \) however introduces a new feature with respect to the “standard” Szegö limit theorem, which is the previous theorem in the case \( \Gamma = \mathbb{C}^N \):

**Corollary 1.5.** Let \( a \in C^\infty_0(\mathbb{C}^N, \mathbb{C}) \). Then for each \( n = 1, 2, \cdots \)

\[
\text{Tr}(T^n_{a_{1d\sigma}}) = \left( \frac{k}{\pi} \right)^N \left( \int_{\mathbb{C}^N} a(w)^n \, dL(w) + O(1/k) \right).
\]

**Proof.** Since \( d = 2N \), the constant in front of the integral in (15) evaluates to \( 2^{N(n-1)} \left( \frac{k}{2} \right)^N \). On the other hand in this case \( K = J \), so \( r = N \) and all the \( \lambda_\ell \) are equal to one. Therefore \( \Delta_n = 2^{N(n-1)} \), and the powers of 2 cancel each other out. \( \square \)

This Theorem is stated in [2] with \( \mathbb{C}^N \) replaced by a compact Kähler manifold. It is a “folk” theorem in the \( \mathbb{C}^N \) case, and it clearly holds for more general amplitudes \( a \), for example for \( a \) in the Schwartz class. We were not able to find a reference for it in the literature.

More generally, in case \( \Gamma \) is a complex submanifold of real dimension \( d = 2r \), all \( \lambda_\ell \) are equal to one which implies (by a similar argument as before) that

\[
\Delta_n = 2^{r(n-1)},
\]
and Theorem 1.4 in turn implies that
\[
\text{Tr} \left( \left( \frac{\pi}{k} \right)^{N-r} T_{\text{ad}\sigma} \right)^n = \left( \frac{k}{\pi} \right)^{r} \left( \int_{\Gamma} a(w)^n \, dL(w) + O(1/k) \right).
\]
This indicates that $T_{\text{ad}\sigma}$ is really a standard Berezin-Toeplitz operator on a Kähler manifold of real dimension $d = 2r$ except that it has a large kernel, corresponding to all holomorphic functions vanishing on $\Gamma$.

1.3. The Szegő limit theorem. We now specialize Theorem 1.4 to certain classes of submanifolds $\Gamma$, which will allow us to obtain finer results.

We begin by recalling some notions from symplectic geometry. Given a subspace $V \subset \mathbb{R}^{2N} \cong \mathbb{C}^N$, let us denote its symplectic annihilator by
\[
V^\circ = \{ x \in \mathbb{R}^{2N} : \forall v \in V \quad \omega(x, v) = 0 \}.
\]
If we denote by $V^\perp$ the subspace perpendicular to $V$ with respect to the Euclidean inner product, it is easy to check that
\[
V^\perp = J(V^\circ),
\]
and conversely. It follows that if we define $K : V \to V$ as above, namely $K = \Pi_V \circ J$, $\Pi_V : \mathbb{R}^{2N} \to V$ orthogonal projection, then
\[
\text{ker}(K) = V^\circ \cap V.
\]
This will be a useful fact.

**Definition 1.6.** $V$ is isotropic (resp. co-isotropic, resp. Lagrangian) if and only if $V \subset V^\circ$ (resp. $V^\circ \subset V$ resp. $V^\circ = V$). A submanifold $\Gamma$ is isotropic (resp. co-isotropic, resp. Lagrangian) if and only if $\forall w \in \Gamma$ the tangent space $T_w \Gamma$ is isotropic (resp. co-isotropic, resp. Lagrangian).

By the skew symmetry of $\omega$ it is automatic that any curve is isotropic and any hypersurface is co-isotropic.

We now assume that $\Gamma$ is isotropic or co-isotropic. The Szegő limit theorem in both cases can be stated at the same time, if we introduce the following

**Notation:** Let $d$ be the dimension of $\Gamma$. Then we let
\[
d' := d \quad \text{if } \Gamma \text{ is isotropic, and } d' := 2N - d \quad \text{if } \Gamma \text{ is co-isotropic.}
\]

In order to obtain a Szegő limit theorem we have to normalize $T_{\text{ad}\sigma}$ as follows: In both the isotropic and co-isotropic cases, define
\[
S_{\text{ad}\sigma} := 2^{-d'/2} \left( \frac{\pi}{k} \right)^{N-d'/2} T_{\text{ad}\sigma}.
\]
By the norm estimate $\|S_{\text{ad}\sigma}\| = O(1)$.

We will prove that Theorem 1.4 implies the following:

**Theorem 1.7.** Let $\Gamma$ be isotropic or co-isotropic, and $a \geq 0$ a smooth function of compact support on $\Gamma$. Let $R > 0$ such that
a) $\sigma(S_{\text{ad}\sigma}) \subset [0, R]$ for all $k$, and
b) $a(\Gamma) \subset [0, R]$.
Let \( \varphi \) be any function such that for some \( p > 0 \) \( \varphi(t)/t^p \in C[0,R] \). Then

\[
\lim_{k \to \infty} 2^{d'/2} \left( \frac{\pi}{k} \right)^{d'/2} \lambda_k \left( \frac{\varphi(S_{a\sigma})}{2^d} \right) = \int_\Gamma \mathcal{O}_{-d'/2}(\varphi)(a(w)) \, d\sigma(w),
\]

where \( \mathcal{O}_{-d} \) is the operator

\[
\mathcal{O}_{-d}(\varphi)(t) := \frac{1}{\Gamma(d)} \int_0^t \varphi(s) \log(t/s)^{d-1} \frac{ds}{s}
\]

(\( \Gamma(d) \) is the gamma function evaluated at \( d \)) if \( \varphi > 0 \) and \( \mathcal{O}_0 \) is the identity.

**Remark 1.8.** If \( \varphi \) is a polynomial without constant term the restriction \( a \geq 0 \) can be lifted, see Corollary 1.3.

In case \( a = 1 \) the previous Theorem simplifies to:

**Corollary 1.9.** For any function \( \varphi \) as in Theorem 1.7, if \( d' > 0 \) and \( \Gamma \) is compact one has

\[
\lim_{k \to \infty} 2^{d'/2} \left( \frac{\pi}{k} \right)^{d'/2} \lambda_k \left( \frac{\varphi(S_{a\sigma})}{2^d} \right) = \int_\Gamma \mathcal{O}_{-d'/2}(\varphi)(a(w)) \, d\sigma(w),
\]

where \( |\Gamma| = \int_\Gamma d\sigma \) is the volume of \( \Gamma \).

**Remark 1.10.** The operators \( \mathcal{O}_{-d} \) satisfy, for \( p > 0 \), that

\[
\mathcal{O}_{-d}(s^p)(t) = \frac{t^p}{p^\alpha}.
\]

For \( \alpha > 0 \) this follows from the change of variables \( x = p \log(t/s) \):

\[
\frac{1}{\Gamma(\alpha)} \int_0^t s^\alpha \log(t/s)^{\alpha-1} \frac{ds}{s} = \frac{1}{\Gamma(\alpha)} \int_0^\infty t^\alpha e^{-x} \left( \frac{x}{p} \right)^{\alpha-1} \frac{dx}{p} = \frac{t^\alpha}{p^\alpha}.
\]

**Remark 1.11.** If \( d' > 0 \), the right-hand side of (20) equals

\[
\frac{1}{\Gamma(d'/2)} \int_\Gamma \left( \int_0^{\max(a)} \varphi(s) \log \left( \frac{a(w)}{s} \right)^{\frac{d'}{2}-1} \frac{ds}{s} \right) d\sigma(w).
\]

By Fubini’s theorem we can also express this as the integral of \( \varphi \) with respect to an absolutely continuous measure \( dv_a = \mathcal{D}_a \, ds \) on \( [0,R] \),

\[
\lim_{k \to \infty} 2^{d'/2} \left( \frac{\pi}{k} \right)^{d'/2} \lambda_k \left( \frac{\varphi(S_{a\sigma})}{2^d} \right) = \int_{\max(a)}^{\max(a)} \varphi(s) \, \mathcal{D}_a(s) \, ds
\]

with a density given a.e. by

\[
\mathcal{D}_a(s) = \frac{1}{\Gamma(d'/2)} s \int_{\{a(w) \geq s\}} \log \left( \frac{a(w)}{s} \right)^{\frac{d'}{2}-1} \, d\sigma(w).
\]

This density is supported in \( [0,\max(a)] \) and is bounded in any closed interval \( I \subset (0,\max(a)] \) if \( d' \geq 2 \). In case \( d' = 1 \) it can be shown that \( \mathcal{D}_a \) is continuous at regular values of \( a \). The graphs of \( \mathcal{D}_a \) in case \( a = 1 \) for \( d' = 1 \) and \( d' = 4 \) appear in the figure below. For all values of \( d' \) the density of eigenvalues concentrates at zero, which is expected by compactness of the operators. For \( d' = 1 \) the density of eigenvalues concentrates at \( s = \max(a) \) as well (albeit it remains integrable at \( \max(a) \)). The case \( d' = 2 \) is particularly simple, as the log function disappears.
Remark 1.12. The previous Theorem includes the extreme co-isotropic case $\Gamma = \mathbb{C}^N$. Since $O_0$ is the identity, the limit of the spectral measure of $S_{adL}$ is just the push-forward by $a$ of the volume form on $\mathbb{R}^{2N}$. A similar statement can be derived in the case when $\Gamma$ is a complex submanifold, but we will not write it explicitly.

1.4. Corollaries and further results.

1.4.1. Weyl estimates. As we will see Theorem 1.7 implies the following Weyl estimate:

**Proposition 1.13.** Under the hypothesis of Theorem 1.7 let $I$ denote a closed interval contained in $(0, \max(a))$. Let $N_I(k)$ denote the number of eigenvalues of $S_{ad\sigma}$ contained in $I$, counted with multiplicities. Then

$$\lim_{k \to \infty} \frac{2^{d'/2}}{2} \left(\frac{\pi}{k}\right)^{d'/2} N_I(k) = \int_I D_a(s) \, ds.$$

**Proof.** $N_I(k) = \text{Tr} \left[ 1_I(S_{ad\sigma}) \right]$ where $1_I$ is the characteristic function of $I$. It is easy to construct two sequences of trapezoidal functions $\{\varphi_n\}$ and $\{\psi_n\}$ such that

$$\forall n \quad \varphi_n \leq 1_I \leq \psi_n$$

and such that $\lim_{n \to \infty} \varphi_n = 1_I = \lim_{n \to \infty} \psi_n$ pointwise except at the endpoints of $I$. For each $n$ and for each $k$ we have

$$\text{Tr}(\varphi_n(S)) \leq N(k) \leq \text{Tr}(\psi_n(S)).$$

Now multiply through by $2^{d'/2} \left(\frac{\pi}{k}\right)^{d'/2}$ and take limits as $k \to \infty$ to get that, for each $n$,

$$\mathcal{F}(\varphi_n) \leq \liminf 2^{d'/2} \left(\frac{\pi}{k}\right)^{d'/2} N(k) \leq \limsup 2^{d'/2} \left(\frac{\pi}{k}\right)^{d'/2} N(k) \leq \mathcal{F}(\psi_n)$$

where we have used the notation

$$\mathcal{F}(\varphi) = \int \varphi(s) D_a(s) \, ds.$$

By the Lebesgue dominated convergence theorem (recalling that $D_a(s) \, ds$ is absolutely continuous)

$$\lim_{n \to \infty} \mathcal{F}(\varphi_n) = \mathcal{F}(1_I) = \lim_{n \to \infty} \mathcal{F}(\psi_n),$$

and the result follows. \qed
In case $a \equiv 1$

$$\int_I D_1 \, ds = \frac{|\Gamma|}{\Gamma(d'/2)} \int_I \frac{(- \log(s))^d'}{s} \frac{ds}{s}.$$  

An integration by parts allows one to compute the integral. The result is as follows:

**Corollary 1.14.** Assume $\Gamma$ is compact, isotropic or co-isotropic, and $d' > 0$. Let $I = [\lambda, \mu] \subset (0, 1]$ and let $N_I(k)$ denote the number of eigenvalues of $S_{d \sigma}$ in $I$. Then

$$\lim_{k \to \infty} 2^{d'/2} \left( \frac{\pi}{k} \right)^{d'/2} N_I(k) = \frac{|\Gamma|}{\Gamma(1 + d'/2)} \left[ (- \log(\lambda))^{d'/2} - (- \log(\mu))^{d'/2} \right].$$

1.4.2. Asymptotics of the Schatten norms. We will also prove the following result on the Schatten norms:

**Theorem 1.15.** Let $\Gamma$ be isotropic or co-isotropic and let $a$ be smooth compactly supported complex-valued function on $\Gamma$. Then for every $0 < p < \infty$,

$$\lim_{k \to \infty} 2^{d'/2} \left( \frac{k}{\pi} \right)^{-d'/2} Tr \left( (S_{d \sigma}^* S_{d \sigma})^{p/2} \right) = \int_{\Gamma} \frac{|a(w)|^p}{p^{d'/2}} d\sigma(w).$$

In particular

(26) $$\lim_{k \to \infty} 2^{d'/2p} \left( \frac{k}{\pi} \right)^{-d'/2p} \|S_{d \sigma}\|_p = \left( \int_{\Gamma} \frac{|a(w)|^p}{p^{d'/2}} d\sigma(w) \right)^{1/p},$$

where $\|S_{d \sigma}\|_p$ is the Schatten $p$-norm of $S_{d \sigma}$.

1.4.3. The limit of the entropy of a mixed state. As a corollary of the Szegö theorem we can estimate the entropy of the mixed states mentioned above. Let us fix $\Gamma \subset \mathbb{R}^N$ either an isotropic or co-isotropic submanifold with $d' > 0$, and $a \in C_0^\infty(\Gamma)$ such that $a \geq 0$ and $\int_{\Gamma} a \, d\sigma = 1$. Then

$$\rho_a = \left( \frac{\pi}{k} \right)^N T_{d \sigma}$$

is a mixed state. Let us denote by $p_1 \geq p_2 \geq \cdots \geq 0$ the eigenvalues of $\rho_a$ listed with multiplicities.

We are interested in the information entropy of $\rho_a$, that is

$$\mathbb{H}(\rho_a) := - \sum_{j=1}^{\infty} p_j \log(p_j).$$

Our Szegö limit theorems are on the spectra of the operators

$$S_{d \sigma} = 2^{-d'/2} \left( \frac{\pi}{k} \right)^{N-d'/2} T_{d \sigma}$$

where $d' = 2N - d$ in the co-isotropic case and $d' = d$ in the isotropic case. In terms of $S_{d \sigma}$, $\rho_a$ is

(27) $$\rho_a = 2^{d'/2} \left( \frac{\pi}{k} \right)^{d'/2} S_{d \sigma} = C_d k^{-d'/2} S_{d \sigma},$$

where $C_d := 2^{d'/2} \pi^{d'/2}$. If $\mu_j$ are the eigenvalues of $S$ then $p_j = C_d k^{-d'/2} \mu_j$, and therefore

$$\mathbb{H}(\rho_a) = - \sum_{j=1}^{\infty} C_d k^{-d'/2} \mu_j \left[ \log(C_d k^{-d'/2}) + \log(\mu_j) \right].$$
Taking traces in (27) one gets
\[ C \sum_{j=1}^{\infty} \mu_j = 1 \]
and so
\[ H(\rho_a) = -\log(C_d k^{-d/2}) - C_d k^{-d/2} \sum_{j=1}^{\infty} \mu_j \log(\mu_j). \]
By the Szegö theorem using the test function \( \varphi(s) = s \log(s) \) (which is in our class of test functions),
\[ \sum_{j=1}^{\infty} \mu_j \log(\mu_j) = O(k^{d/2}), \]
and therefore the second term in (28) is \( O(1) \). However the first term is universal (it only depends on \( d \)). After a short calculation of constants one can conclude:

**Theorem 1.16.** If \( d' > 0, a \geq 0 \) and \( \int_{\Gamma} a \, d\sigma = 1 \),
\[
\lim_{k \to \infty} \left[ H(\rho_a) + \log(C_d k^{-d/2}) \right] = -\frac{1}{\Gamma(d'/2)} \int_{\Gamma} \left( \int_0^{a(w)} s \log(s) \log \left( \frac{a(w)}{s} \right) \frac{d'}{s} \right) d\sigma(w).
\]
This result has the same form as the general relationship between the differential entropy of a continuous distribution and the entropy of its discretization in bins of size \( C_d k^{-d/2} \).

Incidentally, we can directly apply Theorem (1.15) to obtain the limit of the trace distance between two mixed states associated with the same \( \Gamma \), it is just the \( L^1 \) distance:
\[ \lim_{k \to \infty} \|\rho_a - \rho_b\|_1 = \int_{\Gamma} |a(w) - b(w)| \, d\sigma(w). \]

**Remark 1.17.** We finish this subsection with the following general remark. In all the previous statements, the only difference between the isotropic and the co-isotropic cases is that, in the latter, \( d' \) is the codimension of \( \Gamma \) instead of its dimension. This can be interpreted as follows. Assume \( \Gamma \) is co-isotropic. Then \( \Gamma \) is foliated by leaves tangent to the spaces \( T_w \Gamma^\circ \), \( w \in \Gamma \). The dimension of the leaves is the codimension of \( \Gamma \), and the leaves are isotropic submanifolds of \( \mathbb{R}^{2N} \).

It is clear from the definition that in this case \( T_{a \sigma} \) can be thought of (albeit non rigorously) as an integral of singular Toeplitz operators, one for each isotropic leaf. By Theorem 1.17 the “crossed terms” between these isotropic operators do not contribute to the asymptotics of \( \text{Tr}[\varphi(S)] \).

The fact that the co-isotropic case formally boils down to a sum of isotropic cases indicates that the construction of mixed states, as we are considering here, is more naturally adapted to the isotropic setting. This is in agreement with the general philosophy that single quantum states aren’t naturally associated with co-isotropic submanifolds. Rather, if the null foliation of a co-isotropic is fibrating, \( \pi : \Gamma \to X \), then \( X \) is symplectic and to \( \Gamma \) one ought to associate the equivalent of the quantization of \( X \)-worth of quantum states (“quantization commutes with reduction”).

1.5. **Examples.** We present here some examples. (For examples with \( \mathbb{C}^N \) replaced with a compact Kähler manifold see [9], where the harmonic oscillator is also treated.)

1.5.1. **The harmonic oscillator.** The simplest example is \( N = 1 \) and \( \Gamma = \{ w \in \mathcal{C} : |w| = r \} \) parametrized by \( w = re^{it} \) so that \( d\sigma = rdt \). Straightforward calculations show that, with \( \psi(z) = f(z)e^{-k|z|^2/2} \in \mathcal{B}_k \),
\[ T_{\Gamma}(\psi)(z) = \frac{k}{\pi} e^{-k|z|^2/2} e^{-kr^2} \int_0^{2\pi} e^{kze^{-it}} f(re^{it}) \, dt. \]
Clearly $T_\Gamma$ must commute with the $S^1$ representation on $B_k$ induced by its action on $\mathbb{C}$, so it is diagonal on the monomial basis consisting of 

$$|n\rangle = z^n e^{-k|z|^2/2}, \quad n = 0, 1, \ldots.$$

One computes that

$$T_\Gamma |n\rangle = \lambda_n |n\rangle \quad \text{with} \quad \lambda_n = 2kr r^{2n} k^n n!/e^{-kr^2},$$

from where it follows that

$$\text{Tr}(T_\Gamma) = 2kr,$$

the length of the circle times $k/\pi$, in agreement with (9).

The associated mixed state is $\rho_\Gamma := \frac{1}{2k} T_\Gamma$. Its eigenvalues are just $p_n = r^{2n} k^n n!/e^{-kr^2}$.

With respect to $n$, $p_n$ is exactly a Poisson distribution with $\lambda = kr^2$.

To estimate the operator norm of $T_\Gamma$ we find the maximum eigenvalue $\lambda_{\text{max}}$ (the mode of the Poisson distribution). For this one considers the quotients $\frac{\lambda_{n+1}}{\lambda_n} = \frac{kr^2}{n}$. It follows that $\lambda_{\text{max}}$ corresponds to $n \approx kr^2$, which, in the present context, can be seen as a kind of Bohr-Sommerfeld condition. In fact if we impose that $k$ be of the form $k = \frac{r^2}{n}$, $n = 1, 2, \ldots$, then

$$\lambda_{\text{max}} = \lambda_{n=kr^2} = 2kr \frac{(kr^2)^{kn}}{(kn)!} e^{-kr^2} \sim \sqrt{\frac{2k}{\pi}}$$

by Stirling’s formula, showing that (12) is sharp in this case. The associated eigenvector $|n\rangle$ concentrates semi-classically on $\Gamma$. The normalized operator is $S_\Gamma = \sqrt{\frac{kr}{2k}} T_\Gamma$ and has greatest eigenvalue $\sim 1$, and the Szegő limit theorem, in this case, reads

$$\lim_{k \to \infty} \sqrt{\frac{2\pi}{k}} \sum_{n=0}^{\infty} \varphi \left( \frac{2\pi k}{n} r^{2n} k^n n! e^{-kr^2} \right) = 2\sqrt{\pi} \int_0^1 \varphi(s) \frac{ds}{s^{1/2} \log(s)}$$

for all functions $\varphi$ such that $\varphi(s)/s^p$ is continuous on $[0, 1]$ for some $p > 0$.

We can generalize the previous example to a product of $d$ circles in $\mathbb{C}^N$:

$$\Gamma = \{(r_1 e^{it_1}, \ldots, r_d e^{it_d}, 0, \ldots, 0) \in \mathbb{C}^N : (t_1, \ldots, t_d) \in [0, 2\pi]^d\}.$$

Once again the monomials

$$z^n e^{-k|z|^2/2}, \quad n = (n_1, \ldots, n_N) \in \mathbb{N}^N$$

are eigenfunctions of $T_\Gamma$. The eigenvalues are simply the product of the one–dimensional eigenvalues, namely

$$\lambda_n = (2k)^d \prod_{j=1}^d \frac{r_j^{2n_j} k^{n_j}}{n_j!} e^{-kr^2} = \frac{(2k)^d}{n!} k^{|n|} r^{2|n|+d} e^{-k|r|^2},$$

where $|r|^2 = \sum r_j^2$, $n! = \prod n_j!$, $|n| = \sum n_j$. Once again estimating the greatest eigenvalue shows that the operator norm of $T_\Gamma$ is $O(k^{N-d/2})$, showing that in general (12) is sharp.
1.5.2. A symplectic but non-complex example. This example shows that $\Delta_n(w)$ does not have to be constant with respect to $w \in \Gamma$. Let $z = (z_1, z_2)$ be the variable in $\mathbb{C}^2$, and let $z_j = x_j + \sqrt{-1}y_j$. Let $\Gamma$ be defined by the equations:

$$\Gamma : \quad x_2 = \frac{1}{2}x_1^2 \quad \text{and} \quad y_2 = 0.$$ 

Then $\Gamma$ is a symplectic submanifold. An elementary calculation shows that the matrix of $K$ in the parametrization is

$$\left( \begin{array}{cc} 0 & -rac{1}{1+x_1^2} \\ 1 & 0 \end{array} \right),$$

and therefore $r = 1$, $\lambda_1 = (1 + x_1^2)^{-1/2}$ and

$$\Delta_n = \sum_{j=0}^{\lfloor n/2 \rfloor} \left( \frac{n}{2j+1} \right) \frac{1}{(1+x_1^2)^j}$$

by the identity (109).

The paper is organized as follows. In the next section we compute the covariant symbol of $T_{\text{ad}\sigma}$ and its kernel, and derive some easy consequences. In §3 we establish Theorem 1.4 and the Szegő theorem (Theorem 1.7), first for polynomials and then for general test functions $\varphi$. A key step in this extension is to show that for every $p \in (0, 1)$ $\text{Tr}(S^p_{\text{ad}\sigma})$ is $O(k^{d/2})$, which we do in §4.3. In §5 we prove the Theorem on the Schatten norms. Finally, in §6 we consider the case when $\Gamma$ is a Lagrangian submanifold satisfying the Bohr-Sommerfeld condition and obtain lower bounds for the maximum eigenvalue of $T_{\text{ad}\sigma}$, by using as test functions Lagrangian pure states associated with $\Gamma$ (see Proposition 6.4).

Our proofs are direct, based on the explicit formula for the reproducing kernel and the method of stationary phase. It is expected however that there is a symbol calculus for a class of operators that includes the operators treated here, and generalizations. (For example, one can envision forming mixed states by integrating projectors over more general coherent states.) The symbols will be symplectic spinors, as in [4] and [7]. Such a symbol calculus will allow us to deal with many other issues related to these operators, for example propagation under a quantum Hamiltonian, as well as the extension of the theory to quantized compact Kähler manifolds. Since the Szegő projector on such manifolds has the same form asymptotically as in the Euclidean case, it is clear that the results presented here will take the same general form in that setting.

2. Symbols and kernels

We keep the notation of the previous section.

2.1. The covariant symbol. By definition, the covariant (Wick or Berezin) symbol of $T_{\text{ad}\sigma}$ is the function

$$\tilde{\sigma}_k = \frac{\langle T_{\text{ad}\sigma}(e_z), e_z \rangle}{\langle e_z, e_z \rangle} = \frac{T_{\text{ad}\sigma}(e_z)(z)}{\Pi(z, \overline{z})}.$$ 

A straightforward calculation shows:

$$\tilde{\sigma}_k = (\frac{k}{\pi})^N \int_{\Gamma} e^{-k|z-w|^2} a(w) \, d\sigma(w).$$

(33)
Note that in particular $\tilde{a}_k$ is exponentially small as $k \to \infty$ unless $z \in \Gamma$. Moreover, the knowledge of $\tilde{a}_k$ for every $k$ determines $a_d \sigma$. In fact the previous expression shows that $\tilde{a}_k$ is the heat evolution at $t = 1/4k$ of the measure $a_d \sigma$ in $\mathbb{C}^N$, and therefore

$$\lim_{k \to \infty} \tilde{a}_k dv = a_d \sigma$$

in the $w^*$ topology of $C_0(\mathbb{C}^N)^*$. Also, by the general theory of Berezin (1)

$$(34) \quad \text{Tr}(T_{a_d \sigma}) = \left(\frac{k}{\pi}\right)^N \int_{\mathbb{C}^N} \tilde{a}_k dL(z),$$

from which one can easily recover (9).

Another general formula due to Berezin is that the trace of the composition of two operators is the integral of the product of the covariant symbol of one times the Toeplitz (or anti-Wick or contravariant) symbol of the other. This leads to:

**Lemma 2.1.** Let $a, b \in C_0^\infty(\Gamma)$. Then

$$(35) \quad \text{Tr}(T_{a_d \sigma} \circ T_{b_d \sigma}) = \left(\frac{k}{\pi}\right)^{2N} \iint_{\Gamma \times \Gamma} e^{-k|z-w|^2} a(w) b(z) d\sigma(w) d\sigma(z).$$

Below we generalize (35) to a composition of $n$ operators.

It is straightforward to estimate the trace of an ordinary Berezin-Toeplitz operator composed with $T_{a_d \sigma}$. Let $H : \mathbb{C}^N \to \mathbb{C}$ be smooth and, say, of polynomial growth as well as all its derivatives. Define

$$\forall \psi \in \mathcal{B}_k \quad T_H(\psi) = \Pi_k(H \psi).$$

Then we have

$$\text{Tr}(T_H \circ T_{a_d \sigma}) = \left(\frac{k}{\pi}\right)^N \int_{\Gamma} H(w) a(w) d\sigma(w) dL(z),$$

which, by the method of stationary phase, implies the following:

**Proposition 2.2.** As $k \to \infty$

$$\text{Tr}(T_H \circ T_{a_d \sigma}) = \left(\frac{k}{\pi}\right)^N \int_{\Gamma} H(w) a(w) d\sigma(w) + O(k^{N-1})$$

(in fact there is a full asymptotic expansion of this trace).

2.2. **The Wick kernel.** Let $A : \mathcal{B}_k \to \mathcal{B}_k$ be any bounded operator. By the reproducing property of the coherent states $A(\psi) = \int_{\mathbb{C}^N} \psi(w) A(e_w) dw$, or

$$(36) \quad A(\psi)(z) = \int_{\mathbb{C}^N} \psi(w) \langle A(e_w), e_z \rangle dw.$$ 

This shows that

$$(37) \quad K_A(z, w) := \langle A(e_w), e_z \rangle$$

acts as the Schwartz kernel for $A : \mathcal{B} \to \mathcal{B}$. We will refer to $K_A$ as the (Wick or Berezin) kernel of $A$. It is easy to check that if $B : \mathcal{B}_k \to \mathcal{B}_k$ is another operator, then

$$(38) \quad K_{A \circ B}(z, w) = \int_{\mathbb{C}^N} K_A(z, \zeta) K_B(\zeta, w) d\zeta.$$
Furthermore, (34) is equivalent to

\[ (39) \quad \text{Tr}(A) = \int_{\mathbb{C}^N} K_A(z, z) dL(z). \]

The following is immediate:

**Lemma 2.3.** Let \( \Gamma \subset \mathbb{C}^n \) be a submanifold and \( \sigma \) a fixed positive measure on it. For each \( a \in C_0^\infty(\Gamma) \), the Berezin kernel (37) of \( T_{a, \sigma} \) is

\[ (40) \quad K_a(z, w) = \int_{\Gamma} \Pi(z, \zeta) \Pi(\zeta, \overline{w}) a(\zeta) d\sigma(\zeta) = \left( \frac{k}{\pi} \right)^{2N} \int_{\Gamma} e^{ik(\zeta, w-z) + i(|z-\zeta|^2 + |\zeta-w|^2)/2} a(\zeta) d\sigma(\zeta). \]

For future use we record here a formula for the trace of a composition of \( n \) singular Toeplitz operators associated with the same \( \Gamma \subset \mathbb{C}^N \):

**Proposition 2.4.** For \( n \geq 2 \) and smooth functions \( a_j \in C_0^\infty(\Gamma) \), \( j = 1, 2, \ldots, n \),

\[ (41) \quad \text{Tr}(T_{a_1, \sigma} \circ \cdots \circ T_{a_n, \sigma}) = \left( \frac{k}{\pi} \right)^{N_n} \int_{\Gamma^n} \left( e^{ik\Phi(\zeta_1, \cdots, \zeta_n)} \prod_{i=1}^{n} a_i(\zeta_i) \right) d\sigma(\zeta_1) \cdots d\sigma(\zeta_n), \]

where

\[ (42) \quad \Phi(\zeta_1, \cdots, \zeta_n) = \frac{i}{2} (|\zeta_1 - \zeta_2|^2 + \cdots + |\zeta_n - \zeta_1|^2) + \omega(\zeta_1, \zeta_2) + \cdots + \omega(\zeta_n, \zeta_1) \]

and \( \omega \) is the symplectic form \( \omega(z, w) = \frac{i}{2} (z \overline{w} - w \overline{z}) \).

**Proof.** Let us denote by \( K \) the Wick kernel of the composition \( T_{a_1, \sigma} \circ \cdots \circ T_{a_n, \sigma} \). Then by induction on (38) one can prove that

\[ (43) \quad K(z, \overline{w}) = \int_{\Gamma^n} \Pi(z, \zeta_1) \prod_{i=1}^{n-1} \Pi(\zeta_i, \overline{\zeta}_{i+1}) \Pi(\zeta_n, \overline{w}) a_1(\zeta_1) \cdots a_n(\zeta_n) d\sigma(\zeta_1) \cdots d\sigma(\zeta_n). \]

The desired trace, (41), is the integral \( \int_{\mathbb{C}^N} K(z, \overline{z}) dL(z) \). Using the reproducing property

\[ \int_{\mathbb{C}^N} \Pi(z, \overline{\zeta}) \Pi(\zeta, \overline{z}) dL(z) = \Pi(\zeta, \overline{\zeta}) \]

one obtains

\[ (44) \quad \int_{\mathbb{C}^N} K(z, \overline{z}) dL(z) = \int_{\Gamma^n} \prod_{i \mod n} \Pi(\zeta_i, \overline{\zeta}_{i+1}) \prod_{i=1}^{n} a_i(\zeta_i) d\sigma(\zeta_1) \cdots d\sigma(\zeta_n), \]

and the result follows. \( \square \)

3. PROOF OF THE NORM ESTIMATE

We now prove Theorem 1.3. We need the following:

**Lemma 3.1.** Let \( f \) be holomorphic in a neighborhood of \( B(a, r) \subset \mathbb{C}^N \). Then

\[ |f(a)|^2 e^{-k |a|^2} \leq \frac{k^N}{\gamma(kr^2)} \int_{B(a, r)} |f(z)|^2 e^{-k|z|^2} dv(z), \]

where \( \gamma(s) = \frac{\Theta_N}{2} \int_0^s t^{N-1} e^{-t} dt \) and \( \Theta_N \) is the surface area of the unit sphere in \( \mathbb{C}^N \).
Proof. Let $S$ be the unit sphere in $\mathbb{C}^N$, $\tau$ the Lebesgue measure in $S$ so that $\Theta_N = \tau(S)$. Then the sub-harmonicity of the function of $w$,

$$|f(a + \rho w)e^{\rho w \pi}|^2,$$

for $a$ and $\rho$ fixed implies that

$$\int_{B(a, r)} |f(z)|^2 e^{-k|z|^2} dv(z) = \int_{B(a, r)} |f(a + \zeta)e^{k\zeta \pi}|^2 e^{-k|\zeta|^2} dv(\zeta) e^{-k|a|^2}$$

$$= \int_0^r \int_S |f(a + \rho \zeta')e^{k\rho \zeta' \pi}|^2 d\tau(\zeta') e^{-k\rho^2} \rho^{2N-1} e^{-k|a|^2} d\rho$$

$$\geq \Theta_N |f(a)|^2 e^{-k|a|^2} \int_0^r \rho^{2N-1} e^{-k\rho^2} d\rho$$

$$= \frac{\Theta_N}{2k^N} |f(a)|^2 e^{-k|a|^2} \int_0^{kr^2} t^{N-1} e^{-t} dt.$$

Proof. (of Theorem (1.3)) Assume without loss of generality that $a \geq 0$. Let $r > 0$ and and \{zn\} a numbering of the lattice $r\mathbb{Z}^N$ in $\mathbb{C}^N$. For every $\lambda > 0$, there exists a number $L \in \mathbb{N}$ such that no more than $L$ balls $B(z_n, \lambda r)$ intersect for any $n$. The constant $L$ is independent of $r$. Let $dm = ad\sigma$. Notice that since $\Gamma$ is smooth and $a \in L^\infty$ then

$$\mu(B(z, r)) \leq M ||a||_\infty r^d.$$

Since $\mathbb{C} \subset \cup_n B(z_n, 2Nr)$ (the diameter of a cube in $\mathbb{R}^N$ of side $r$ is $\sqrt{2N}r$), then if we let $L$ correspond to $\beta = (2N + 1)r$ in the argument above we have, for $\psi = f(z)e^{-k|z|^2} \in B_k$,

$$\langle T_{a\sigma}\psi, \psi \rangle = \int_\mathbb{C} |f(z)|^2 e^{-k|z|^2} d\mu(z)$$

$$\leq \sum_n \int_{B(z_n, 2Nr)} |f(z)|^2 e^{-k|z|^2} d\mu(z)$$

$$\leq \frac{k^N}{\gamma(kr^2)} \sum_n \int_{B(z_n, 2Nr)} \left( \int_{B(z, r)} |f(u)|^2 e^{-k|u|^2} dv(u) \right) d\mu(z)$$

$$\leq \frac{k^N}{\gamma(kr^2)} \sum_n \int_{B(z_n, 2Nr)} \int_{B(z_n, (2N + 1)r)} |f(u)|^2 e^{-k|u|^2} dv(u) d\mu(z)$$

$$= \frac{k^N}{\gamma(kr^2)} \sum_n \mu(B(z_n, 2Nr)) \int_{B(z_n, (2N + 1)r)} |f(u)|^2 e^{-k|u|^2} dv(u)$$

$$\leq \frac{k^N M(2Nr)^d ||a||_\infty}{\gamma(kr^2)} \sum_n \int_{B(z_n, (2N + 1)r)} |f(u)|^2 e^{-k|u|^2} dv(u)$$

$$\leq \frac{k^N L M(2Nr)^d ||a||_\infty}{\gamma(kr^2)} \int_\mathbb{C} |f(u)|^2 e^{-k|u|^2} dv(u).$$

If we choose $kr^2 = 1$ we obtain that for a constant $C > 0$

$$\int_\mathbb{C} |f(z)|^2 e^{-k|z|^2} d\mu(z) \leq C ||a||_\infty k^{N-d/2} \int_\mathbb{C} |f(u)|^2 e^{-k|u|^2} dv(u),$$
hence
\[
\langle T_{ad^r} \psi, \psi \rangle \leq C \|a\|_{\infty} k^{N-d/2} \|\psi\|_{B_k}^2
\]
for every \( \psi \in B_k \) and the proposition follows. \( \square \)

4. Proof of the Szegö Limit Theorem

The proof of Theorem 1.7 begins with the proof of Theorem 1.4. After that we show that the traces of the \( S \) operators are bounded, and a final argument concludes the proof.

4.1. Proof of Theorem 1.4. The starting point of the proof is the expression (41) for the trace of \( \Upsilon \), which we recall for convenience:
\[
\text{(41)} \quad \text{Tr}(T_{a_1d_1} \cdots T_{a_n d_n}) = \left( \frac{k}{\pi} \right)^N \int_{\Gamma^n} \left( e^{ik\Phi(\zeta_1, \ldots, \zeta_n)} \prod_{i=1}^n a_i(\zeta_i) \right) d\sigma(\zeta_1) \cdots d\sigma(\zeta_n),
\]
where
\[
\Phi(\zeta_1, \ldots, \zeta_n) = \frac{i}{2} \left( |\zeta_1 - \zeta_2|^2 + \cdots + |\zeta_n - \zeta_1|^2 \right) + \omega(\zeta_1, \ldots, \zeta_n).
\]

We will estimate this trace using the method of stationary phase.

Note first that the imaginary part of \( \Phi \) is non-negative and is zero precisely on the diagonal
\[
\Gamma^\Delta := \{ (\zeta_1, \ldots, \zeta_n) \in \Gamma^n ; \zeta_1 = \zeta_2 = \cdots = \zeta_n \}.
\]
For this reason one can easily show that the integrand of (41), integrated over the complement of any neighborhood of \( \Gamma^\Delta \), is exponentially decreasing. Therefore, asymptotically to all polynomial orders we can restrict our attention to a small neighborhood of \( \Gamma^\Delta \).

In addition we will show that
\[
(\ast) \quad \Gamma^\Delta \text{ is a non-degenerate manifold of critical points of } \Phi.
\]
In particular, in a sufficiently small neighborhood of \( \Gamma^\Delta \) any critical point of \( \Phi \) is in \( \Gamma^\Delta \).

Let \( \gamma : B(0; 1) \subset \mathbb{R}^d \to \Gamma \) be a parametrization of an open set \( \mathcal{U} \subset \Gamma \). The notation
\[
\gamma_j := \frac{\partial \gamma}{\partial t_j} \in \mathbb{R}^{2N}
\]
will be useful in the proof. Let \( G(t) = (g_{ij}(t)) \) be the metric of \( \Gamma \), that is \( g_{ij}(t) = \gamma_i(t) \cdot \gamma_j(t) \), and let \( d\mu(t) dt = \sqrt{\det(G)} dt \) denote the volume element on \( \Gamma \).

Let \( t, s_1, \ldots, s_{n-1} \) be variables in \( \mathbb{R}^d \) so that, for example \( s_i = (u_i^1, \ldots, u_i^d) \in \mathbb{R}^d \), and define \( \Xi : B(0, \epsilon)^n \to (\mathbb{R}^{2N})^n \) by
\[
\Xi(t, s_1, \ldots, s_{n-1}) = (\gamma(t), \gamma(t + s_1), \gamma(t + s_1 + s_2), \ldots, \gamma(t + s_1 + \cdots + s_{n-1})).
\]
Choosing \( \epsilon \) small enough, this is a parametrization of an open set \( \mathcal{V} \subset \Gamma^n \) intersecting the diagonal in \( \mathcal{U}^\Delta \). This intersection corresponds to \( s_1 = \cdots = s_{n-1} = 0 \).

Let \( \chi \in C^\infty_0(\mathcal{V}) \). We begin by calculating the asymptotic expansion as \( k \to \infty \) of
\[
I_\chi(k) = \left( \frac{k}{\pi} \right)^N \int_{\mathcal{V}} e^{ik\Phi(\zeta_1, \ldots, \zeta_n)} \prod_{j=1}^n a_j(\zeta_j) \chi(\zeta_1, \ldots, \zeta_n) \ d\sigma(\zeta_1) \cdots d\sigma(\zeta_n),
\]
computing in the parametrization \( \Xi \). We will do stationary phase with respect to the \( s = (s_1, \ldots, s_{n-1}) \) variables for each \( t \), and then integrate over \( t \).
Let
\[ \psi(t, s) = \Phi \circ \Xi(t, s) = \Phi(\gamma(t), \gamma(t + s_1), \gamma(t + s_2), \ldots, \gamma(t + s_{n-1})) \]
be the phase in coordinates, and write
\[ \psi(t, s) = i\psi_1(t, s) + \psi_2(t, s) \]
where
\[
\begin{align*}
\psi_1(t, s) &= \frac{1}{2} |\gamma(t) - \gamma(t + s_1)|^2 + \frac{1}{2} \sum_{i=1}^{n-2} |\gamma(t + s_i) - \gamma(t + s_{i+1})|^2 + \frac{1}{2} |\gamma(t + s_{n-1}) - \gamma(t)|^2 \\
\psi_2(t, s) &= \omega(\gamma(t), \gamma(t + s_1)) + \sum_{i=1}^{n-2} \omega(t + s_i, t + s_{i+1}) + \omega(\gamma(t + s_{n-1}), \gamma(t)).
\end{align*}
\]
We claim that for \( t \) fixed \( \psi \) has a critical point at \( s = 0 \). In fact, let \( s_i = (u_1^i, \ldots, u_d^i), \) \( i = 1, \ldots, n - 1 \). Then for \( i = 2, \ldots, n - 2 \) and \( j = 1, \ldots, d \)
\[
\frac{\partial \psi_1(t, s)}{\partial u_j^i} = (\gamma(t + s_i) - \gamma(t + s_{i+1})) \cdot \vec{\gamma}_j(t + s_i) + (\gamma(t + s_i) - \gamma(t + s_{i-1})) \cdot \vec{\gamma}_j(t + s_{i-1}),
\]
and
\[
\frac{\partial \psi_1(t, s)}{\partial u_j^{i-1}} = (\gamma(t + s_1) - \gamma(t + s_2)) \cdot \vec{\gamma}_j(t + s_1) + (\gamma(t + s_1) - \gamma(t)) \cdot \vec{\gamma}_j(t + s_1).
\]
In addition
\[
\frac{\partial \psi_1(t, s)}{\partial u_j^{n-1}} = (\gamma(t + s_{n-1}) - \gamma(t + s_{n-2})) \cdot \vec{\gamma}_j(t + s_{n-1}) + (\gamma(t + s_{n-1}) - \gamma(t)) \cdot \vec{\gamma}_j(t + s_{n-1}).
\]
For \( \psi_2 \) we have as before for \( i \neq 1, n - 1 \)
\[
\frac{\partial \psi_2(t, s)}{\partial u_j^i} = \omega(\vec{\gamma}_j(t + s_i), \gamma(t + s_{i+1})) + \omega(\gamma(t + s_{i-1}), \vec{\gamma}_j(t + s_i)),
\]
and for \( i = 1, n - 1 \)
\[
\frac{\partial \psi_2(t, s)}{\partial u_j^i} = \omega(\vec{\gamma}_j(t + s_i), \gamma(t)) + \omega(\gamma(t), \vec{\gamma}_j(t + s_i)).
\]
It follows that \( \nabla_s \psi(t, 0) = 0 \).

We can calculate directly from \([50],[51],[52]\) the Hessian matrix \( \psi_1(t, \cdot)'(0) \) with respect to the \( s \) variables at \( s = 0 \). It is the \((n - 1)d \times (n - 1)d\) matrix
\[
L_{n-1}^{(1)} = \begin{pmatrix}
2G(t) & -G(t) & 0 & \ldots & 0 \\
-G(t) & 2G(t) & -G(t) & \ldots & 0 \\
0 & -G(t) & 2G(t) & -G(t) & \ldots & 0 \\
0 & \ldots & 0 & -G(t) & 2G(t)
\end{pmatrix}.
\]

written in \(d \times d\) blocks.

We now compute the Hessian of \(\psi_2\), using (53) and (54). Obviously the partial derivative \(\frac{\partial^2 \psi_2}{\partial u_i \partial u_j}(t,0)\) is zero if the indices \(i, i'\) are not consecutive modulo \(n\) (assigning to the \(t\) variables the index zero). If the indices are consecutive mod \(n\), one can check that

\[
\frac{\partial^2 \psi_2}{\partial u_{i+1} \partial u_j}(t,0) = \omega(\vec{\gamma}_j(t), \vec{\gamma}_j(t))
\]

because terms containing second derivatives of \(\gamma\) appear in pairs that cancel each other out, by the skew symmetry of \(\omega\). It follows that the Hessian of \(\psi_2\) is

\[
L_{n-1}^{(2)} = \begin{pmatrix}
0 & H(t) & 0 & \ldots & 0 \\
-H(t) & 0 & H(t) & \ldots & 0 \\
0 & -H(t) & 0 & H(t) & \ldots & 0 \\
0 & \ldots & 0 & -H(t) & 0
\end{pmatrix}
\]

where \(H\) is the \(d \times d\) skew-symmetric matrix

\[
H(t) = (\omega(\vec{\gamma}_i(t,0), \vec{\gamma}_j(t,0))).
\]

In conclusion, the Hessian of the full phase \(\psi = i\psi_1 + \psi_2\) with respect to the \(s\) variables is the block tri-diagonal Toeplitz matrix

\[
Hess_{n-1}(t) = iS_{n-1}(t)
\]

where

\[
S_{n-1}(t) = \begin{pmatrix}
2G(t) & -G(t) - iH(t) & 0 & \ldots & 0 \\
-G(t) + iH(t) & 2G(t) & -G(t) - iH(t) & \ldots & 0 \\
0 & -G(t) + iH(t) & 2G(t) & \ldots & 0 \\
0 & \ldots & 0 & -G(t) - iH(t)
\end{pmatrix}.
\]

It is shown in the appendix (see (110)) that

\[
\det \left( \frac{1}{i} Hess_{n-1} \right) = \det(G)^{n-1} \Delta_n^2.
\]

In particular the determinant of this matrix is positive. Since the \(s\) variables are variables normal to \(\Gamma\), this proves the claim (**).
Choose $\epsilon > 0$ so that $s = 0$ is the only critical point of the phase with respect to the $s$ variables and let $h_\chi(t,s) = \chi \circ \Xi(t,s)$. Then, by the stationary phase method,

$$
\int_{B(0,\epsilon)^{n-1}} e^{ik\psi(t,s)} a_1(\gamma(t)) a_2(\gamma(t + s_1)) \cdots a_n(\gamma(t + s_{n-1})) h_\chi(t,s) \, d\mu(t + s_1) \cdots d\mu(t + s_{n-1}) \, ds
$$

\[=
\left(\frac{2\pi}{k}\right)^{d(n-1)/2} \left[\det(-i\text{Hess}_{n-1}(t))\right]^{-1/2} \left(\prod_{j=1}^n a_j(\gamma(t))\right) h_\chi(t,0) \, d\mu(t)^{n-1} \left(1 + O(1/k)\right)
\]

Notice that the factor of $\sqrt{\det(G)}^{n-1}$ in the square root of (60) cancels the Jacobian factors $d\mu(t)$.

Integrating the last expression on $B(0,\epsilon)$ with respect to $d\mu(t)dt$ we obtain

$$I_\chi(k) = 2^{d^{n-1}/2} \left(\frac{k}{\pi}\right)^{(N-d)/2} \Delta_n^{-1} \int_\Gamma \prod_{j=1}^n a_j(\zeta) \chi^\Delta(\zeta) \, d\sigma(\zeta) \left(1 + O(1/k)\right)
$$

where $\chi^\Delta(\zeta) = \chi(\zeta, \zeta, \ldots, \zeta)$.

We now let $\{\chi_\alpha\}$ denote a partition of unit of a neighborhood of $\Gamma^\Delta$ in $\Gamma^n$ so that $\sum_\alpha \chi_\alpha = 1$ in a neighborhood of the support of $\prod_{j=1}^n a_j(\zeta_j)$, subordinated to a cover for which the previous calculations apply. Then

$$\text{Tr}(\Upsilon) = \sum_\alpha I_{\chi_\alpha}(k) + O(k^{-\infty}),$$

and using (61) we obtain

$$\text{Tr}(\Upsilon) = 2^{d^{n-1}/2} \left(\frac{k}{\pi}\right)^{(N-d)/2} \sum_\alpha \int_\Gamma \Delta_n^{-1} \prod_{j=1}^n a_j(\zeta) \chi^\Delta(\zeta) \, d\sigma(\zeta) \left(1 + O(1/k)\right).
$$

(63)

$$= 2^{d^{n-1}/2} \left(\frac{k}{\pi}\right)^{(N-d)/2} \int_\Gamma \prod_{j=1}^n a_j(\zeta) \Delta_n \, d\sigma(\zeta) \left(1 + O(1/k)\right)
$$

since $\sum_\alpha \chi^\Delta = 1$ in the support of $\prod_{j} a_j$. \hfill \Box

4.2. The Szegö limit theorem for polynomials. We now specialize to the case when $\Gamma$ is isotropic or co-isotropic.

**Proposition 4.1.** Let $a_j \in C_0^\infty(\Gamma), j = 1, \ldots, n$, and assume $\Gamma$ is isotropic or co-isotropic. Then

$$2^{d'/2} \left(\frac{\pi}{k}\right)^{d'/2} \text{Tr}(S_{a_1 d\sigma} \cdots S_{a_n d\sigma}) = \frac{1}{n^{d'/2}} \int_\Gamma \prod_{j=1}^n a_j(w) \, d\sigma(w) + O(1/k).
$$

**Proof.** First assume that $\Gamma$ is isotropic. Then $d' = d$ and

$$S_{a_j d\sigma} = 2^{-d'/2} \left(\frac{\pi}{k}\right)^{N-d'/2} T_{a_j d\sigma},
$$
and so by (15)

$$\text{Tr}(S_{a_1, d\sigma} \cdots S_{a_n, d\sigma}) = \left(\frac{k}{2\pi}\right)^{d/2} \left(\int_{\Gamma} \frac{\prod_{j=1}^n a_j(w)}{\Delta_n} d\sigma + O(1/k)\right).$$

Moreover, by (17) the endomorphism $K$ is identically zero, and therefore

$$\forall n = 1, 2, \ldots \quad \Delta_n = n^{d/2}. \tag{65}$$

Let us now assume that $\Gamma$ is co-isotropic, so that $d' = 2N - d$ and

$$S_{a_j, d\sigma} = 2^{-N+d/2} \left(\frac{\pi}{k}\right)^{N-d/2} T_{a_j, d\sigma}. \tag{66}$$

Once again by (15) we can conclude that

$$\text{Tr}(S_{a_1, d\sigma} \cdots S_{a_n, d\sigma}) = 2^{n(d-N)} \left(\frac{k}{2\pi}\right)^{d/2} \left(\int_{\Gamma} \frac{\prod_{j=1}^n a_j(w)}{\Delta_n} d\sigma + O(1/k)\right). \tag{67}$$

We now compute $\Delta_n$. By (17), at each point in $\Gamma$

$$\ker(K) = T^\circ_w \Gamma.$$ 

Recall that $r$ is half the rank of $K$, and since $T^\circ_w \Gamma$ and $T_w \Gamma$ have complementary dimension the dimension of $\Gamma$ must equal

$$d = N + r.$$ 

In particular $r$ is constant. Note that $d' = N - r$.

To continue we need a lemma from linear algebra:

**Lemma 4.2.** If $V$ is co-isotropic, the image $E$ of $K$ is the maximal complex subspace of $V$:

$$E = J(V) \cap V. \tag{68}$$

**Proof.** The inclusion $\supset$ is obvious. To prove the reverse inclusion, let $v = \Pi(J(u))$ with $u \in V$. Then $v = J(u) + w$ with $w \in V^\perp = J(V^\circ)$. Therefore $\exists a \in V^\circ$ such that $w = J(a)$ and finally $v = J(u + a)$ with $u + a \in V$. \qed

Therefore $V = E \oplus V^\circ$ and the mapping $K : V \to V$ is diagonal with respect to this decomposition. It is zero on $V^\circ$ and agrees with $J$ on $E$. Therefore, there exists a basis of $V$ where the matrix for the transformation $K$ is the canonical one, namely

$$W_{\text{can}} = \begin{pmatrix} 0 & -I_r & 0 \\
I_r & 0 & 0 \\
0 & 0 & 0 \end{pmatrix}.$$ 

In particular all the eigenvalues $\lambda_\ell$ are equal to one, and one computes

$$\forall n = 1, 2, \ldots \quad \Delta_n = n^{N-r} 2^{r(n-1)} = n^{d'/2} 2^{(n-1)(d-N)}. \tag{69}$$

It follows that

$$\frac{2^{n(d-N)}}{\Delta_n} = \frac{2^{d-N}}{n^{d'/2}}$$

and

$$\text{Tr}(S_{a_1, d\sigma} \cdots S_{a_n, d\sigma}) = 2^{d-N} \left(\frac{k}{2\pi}\right)^{d/2} \left(\int_{\Gamma} \frac{\prod_{j=1}^n a_j(w)}{n^{d'/2}} d\sigma + O(1/k)\right). \tag{70}$$

As the constant in front of the integral is $2^{d/2-N} \left(\frac{k}{2\pi}\right)^{d/2} = 2^{-d'/2} \left(\frac{k}{2\pi}\right)^{d/2}$, the proposition is proved. \qed
Taking $a_1 = a_2 = \cdots = a_n = a$, using the linearity of the trace and since $O_{-n/2}(s^n)(t) = \frac{t^n}{n!}$, we immediately obtain:

**Corollary 4.3.** The Szegö limit Theorem 1.7 holds for $\varphi$ a polynomial without constant term.

### 4.3. Bounding the traces.

Let us now assume that $a \geq 0$ and that $\Gamma$ is isotropic or co-isotropic. The next step in order to obtain Theorem 1.7 is to show that the rescaled traces $k^{-d/2} \text{Tr} (S^p_{\varphi \sigma})$ are bounded as $k \to \infty$. If $p \geq 1$ this clearly follows from Corollary 4.3. Our immediate goal is to extend this bound to $0 < p < 1$. We will prove:

**Lemma 4.4.** Assume $a \geq 0$ is compactly supported and that $\Gamma$ is isotropic or co-isotropic. Then for every $p \in (0, 1)$ there is $C > 0$ such that for all $k$

$$k^{-d/2} \text{Tr} (S^p_{\varphi \sigma}) \leq C.$$  

As we will see the proof reduces to estimating the integral

$$I_p = \int_{\mathbb{C}^N} \left( \int_{\Gamma} e^{-k|z-w|^2} a(w) d\sigma(w) \right)^p dL(z) \quad (71)$$

as $k \to \infty$.

**4.3.1. Localization to a tubular neighborhood.** Let us introduce a tubular neighborhood of $\Gamma$,

$$\mathcal{N} = \{ z \in \mathbb{C}^n : d(z, \Gamma) \leq \epsilon \} \quad (72)$$

where $d(z, \Gamma) = \min_{w \in \Gamma} |z - w|$ is the distance from $z$ to $\Gamma$, and $\epsilon > 0$ is small enough so that $\mathcal{N}$ is a bundle $\mathcal{N} \to \Gamma$ whose fibers are $(2N - d)$-dimensional disks. We will prove:

**Lemma 4.5.**

$$I_p = \int_{\mathcal{N}} \left( \int_{\Gamma} e^{-k|z-w|^2} a(w) d\sigma(w) \right)^p dL(z) + O(k^{-\infty}).$$

**Proof.** Let $\mathcal{W}_N = \mathbb{C}^N \setminus \mathcal{N}$ be the complement of $\mathcal{N}$, and partition it as follows,

$$\mathcal{W}_N = \mathcal{W}_R \cup \mathcal{W}_\infty, \quad \mathcal{W}_R = \{ z \in \mathcal{W}_N : |z| \leq R \} \quad (73)$$

where $R > 0$ is chosen large enough so that

$$|z| \geq R \text{ and } w \in \Gamma \implies |z - w| \geq |z|/2.$$  

It is clear that there is $C > 0$ such that

$$\forall z \in \mathcal{W}_R, w \in \Gamma \quad |z - w|^2 \geq C,$$

and therefore

$$\int_{\mathcal{W}_R} \left( \int_{\Gamma} e^{-k|z-w|^2} a(w) d\sigma(w) \right)^p dL(z) \leq C_k e^{-kpC}$$

is negligible. Furthermore, for some constants $C, c > 0$,

$$\int_{\mathcal{W}_\infty} \left( \int_{\Gamma} e^{-k|z-w|^2} a(w) d\sigma(w) \right)^p dL(z) \leq C \int_{\{z : |z| \geq R\}} e^{-kc|z|^2} dL(z),$$

and it is not hard to see that the last integral is $O(k^{-\infty})$ as well. □
4.3.2. Integration over $\mathcal{N}$. Using a (finite) partition of unit we can assume without loss of generality that the support of $a$ is contained in the image of a parametrization of $\Gamma$,

$$\mathbb{R}^d \supset U \xrightarrow{\gamma} \Gamma.$$ 

Let us introduce coordinates $s = (s_1, \ldots, s_d) \in \mathbb{R}^d$ and $z = (x_1, \ldots, x_{2N}) \in \mathbb{R}^{2N} \cong \mathbb{C}^N$. Also introduce smooth orthonormal vector fields $E_j$, $j = 1, \ldots, \nu := 2N - d$, defined on the image of $\gamma$ which, at each point $p \in \Gamma$ span the normal space $T_p\Gamma^\perp$. We will regard the $E_j$ as functions of $s$ via the parametrization. Letting $B(0, \epsilon) = \{ t \in \mathbb{R}^\nu : |t| < \epsilon \}$, we can define a parametrization of $\mathcal{N}$ by

$$U \times B(0, \epsilon) \rightarrow \mathcal{N} \quad (s, t) \mapsto z(s, t) := (s) + \sum_{j=1}^\nu t_j E_j(s).$$

We now apply the method of stationary phase to the integral

$$J_k(s, t) := \int_U e^{-k|z(s, t) - \gamma(u)|^2} a(\gamma(u)) h(u) du,$$

where $h(u) du = d\sigma$. Choosing $\epsilon$ small enough we can guarantee that the only critical point of the phase is at $u = s$, which is the minimum of the function $u \mapsto |z(s, t) - \gamma(u)|^2$. Since the normal moving frame $\{E_j\}$ is orthonormal

$$|z(s, t) - \gamma(s)|^2 = \sum_{j=1}^\nu t_j^2,$$

and the method of stationary phase gives that

$$J_k(s, t) = \left(\frac{2\pi}{k}\right)^{d/2} \frac{e^{-k|t|^2}}{\sqrt{H(s, t)}} (a(\gamma(s)) h(s) + O(1/k)),$$

uniformly in $(s, t)$. Here $H(s, t)$ is the determinant of the Hessian of the phase at $u = s$. On the other hand, by the assumption on the support of $a$,

$$\mathcal{I}_p = \int_{U \times B(0, \epsilon)} J_k(s, t)^p W(s, t) ds dt + O(k^{-\infty})$$

where $W(s, t) ds dt = dL(z)$. Therefore, for $k$ sufficiently large

$$\mathcal{I}_p \leq C \int_{B(0, \epsilon)} \frac{e^{-k|t|^2}}{k^{pd/2}} dt \leq Ck^{-(pd+\nu)/2}.$$

Recalling that $\nu = 2N - d$, we obtain:

**Lemma 4.6.** There is $C > 0$ such that for all $k$ sufficiently large

$$\mathcal{I}_p \leq C k^{-N+d(1-p)/2}.$$

**Proof of Lemma 4.4.** Let $\hat{T}^p$ be the Berezin transform (or Berezin symbol) of $T^p$, namely,

$$\hat{T}^p(z) = \langle T^p(k_z), k_z \rangle$$

where $k_z = e_z/\|e_z\|$ are the normalized coherent states. Then

$$\text{Tr}(T^p) = \left(\frac{k}{\pi}\right)^N \int_{\mathbb{C}^N} \hat{T}^p(z) dL(z).$$
On the other hand, for $0 < p \leq 1$ we have that if $e$ is a unit vector then $\langle T^p(e), e \rangle \leq (T(e), e)^p$ (see for example [11] Proposition 1.31). Therefore

$$\tilde{T}^p(z) \leq \tilde{T}(z)^p \quad \text{and} \quad \text{Tr}(T^p) \leq \left( \frac{k}{\pi} \right)^N \int_{\mathbb{C}^N} \tilde{T}(z)^p dL(z).$$

If we recall that

$$\tilde{T}(z) = \left( \frac{k}{\pi} \right)^N \int_{\Gamma} e^{-k|z-w|^2} a(w) d\sigma(w),$$

we see that

$$\text{Tr}(T^p) \leq \left( \frac{k}{\pi} \right)^{N(1+p)} I_p \leq Ck^{N(1+p)-N+d(1-p)/2} = Ck^{Np+d(1-p)/2}.$$ 

Since $S = 2^{-d'/2} \left( \frac{k}{\pi} \right)^{-N+d/2} T$, $\text{Tr}(S^p) \leq Ck^{d'/2}$.

\[\Box\]

4.4. End of the proof of Theorem 1.7 Let us fix $a \in C_0^\infty(\Gamma)$, $a \geq 0$. In the reminder of this section we denote $S_{a,\sigma}$ simply by $S$.

We begin by introducing the functional that appears on the right-hand side of (20), namely

$$F(\varphi) = \int_{\Gamma} O_{-d'/2}(\varphi)(a(w)) d\sigma(w).$$

We will need:

Lemma 4.7. The functional $F$ is well-defined in the class of functions

$$C = \left\{ \varphi(s) : \exists p > 0 \text{ such that } \frac{\varphi(s)}{s^p} \text{ is continuous on } [0, R] \right\}.$$ 

Moreover, if $\varphi(s)/s^p$ is continuous on $[0, R]$

$$|F(\varphi)| \leq C_p \|s^{-p}\varphi(s)\|_{L^\infty[0, R]}.$$

Proof. It suffices to check the case $d' > 0$. Notice that since $s^\mu |\log(s)|$ if bounded in $(0, R]$, for any $\mu > 0$ then $\int_0^1 |s^\mu \log(1/s)| d\frac{1}{s}$ is finite and

$$\int_0^{a(w)} \|\varphi(s) \log(a(w)/s)| d'/2-1 \frac{ds}{s} \leq \|t^{-p}\varphi\|_{L^\infty[0, R]} \int_0^{a(w)} \|s^p \log(a(w)/s)| d'/2-1 \frac{ds}{s}$$

$$= a(w)^p \|t^{-p}\varphi\|_{L^\infty[0, R]} \int_0^1 \|s^p \log(1/s)| d'/2-1 \frac{ds}{s}.$$ 

From this the lemma follows.  \[\Box\]

Lemma 4.8. Let $a \geq 0$ and $p > 0$. Let $f$ be a polynomial without a constant term. Then

$$\lim_{k \to \infty} 2^{d'/2} \left( \frac{\pi}{k} \right)^{d'/2} \text{Tr}[S^p f(S)] = F(t^p f(t)).$$
Proof. Let \([0, R]\) be an interval containing the spectra of \(S_{ad\sigma}\) for all \(k\), and let \((g_j)\) a sequence of polynomials such that
\[
\lim_{j \to \infty} g_j(t) = t^p \quad \text{uniformly on } [0, R].
\]

We can estimate
\[
\left| 2^{d/2} \left( \frac{\pi}{k} \right)^{d/2} \text{Tr}[S^p f(S)] - \mathcal{F}(t^p f(t)) \right| \leq I + II + III
\]
where
\[
I = \left| 2^{d/2} \left( \frac{\pi}{k} \right)^{d/2} \text{Tr}[(S^p - g_j(S)) f(S)] \right|,
\]
\[
II = \left| 2^{d/2} \left( \frac{\pi}{k} \right)^{d/2} \text{Tr}[g_j(S) f(S)] - \mathcal{F}(g_j(t)f(t)) \right|,
\]
and
\[
III = |\mathcal{F}(g_j(t)f(t)) - t^p f(t)|.
\]

Let \(\tilde{f}\) be the polynomial whose coefficients are the absolute values of the coefficients of \(f\). Then \(\text{Tr}(|f(S)|) \leq \text{Tr}(|\tilde{f}(S)|)\) and therefore, using the Szegö theorem for polynomials (or just the estimates for the traces of powers of \(S\)), we have
\[
I \leq 2^{d/2} \left( \frac{\pi}{k} \right)^{d/2} \text{Tr}(|f(S)|) \|S^p - g_j(S)\| \leq C \|S^p - g_j(S)\|
\]
for some \(C > 0\) and all \(k\). Let \(\epsilon > 0\). There exists \(j\) large enough so that
\[
\|S^p - g_j(S)\| < \frac{\epsilon}{3C} \quad \text{and} \quad \|S^p - g_j(S)\| < \frac{\epsilon}{3}.
\]
The first of these conditions together with (75) implies that \(I < \epsilon/3\). Now for each \(j\) the quantity \(II\) tends to zero as \(k \to \infty\), by Corollary 4.3. Therefore the left-hand side of (74) is less than \(\epsilon\) if \(k\) is large enough. □

End of the proof of Theorem 1.7. Let \(\varphi \in C\), that is, for some \(p \in (0, 1)\), the function
\[
\psi(t) := \frac{\varphi(t)}{t^p}
\]
is continuous on \([0, R]\). In the argument below \(p\) can be arbitrary in \((0, 1)\). Therefore, without loss of generality we can assume that \(\psi(0) = 0\).

Let \((f_\ell)\) be a sequence of polynomials such that
\[
\lim_{\ell \to \infty} f_\ell(t) = \psi(t) \quad \text{uniformly on } [0, R].
\]
Without loss of generality we can assume that \(f_\ell(0) = 0\) for all \(\ell\). We have that
\[
\varphi(S) = S^p \lim_{\ell \to \infty} f_\ell(S)
\]
in the operator norm uniformly in \(S\) provided \(\|S\|\) remains bounded. Also, by Lemma 4.7
\[
\mathcal{F}(\varphi) = \lim_{\ell \to \infty} \mathcal{F}(t^p f_\ell).
\]
We can now estimate:
\[
|\text{Tr}[\varphi(S) - S^p f_\ell(S)]| = |\text{Tr}[S^p(\psi(S) - f_\ell(S))]| \leq \text{Tr}(S^p) \|\psi(S) - f_\ell(S)\|.
\]
By Lemma 4.4, the numbers $k^{-d/2} \text{Tr}(S^p)$ are bounded. Therefore there exists $C > 0$ such that

$$k^{-d/2} |\text{Tr} [\varphi(S) - S^p f_\ell(S)]| \leq C ||\psi(S) - f_\ell(S)|| \xrightarrow{\ell \to \infty} 0,$$

that is,

$$k^{-d/2} \text{Tr}(\varphi(S)) = \lim_{\ell \to \infty} k^{-d/2} \text{Tr} [S^p f_\ell(S)]$$

uniformly in $k$.

Applying Lemma 4.8 (which is possible since $f_\ell(0) = 0$ for all $\ell$) and exchanging the limits $\ell \to \infty$, $k \to \infty$ we get

$$\lim_{k \to \infty} 2^{d^2/2} \left( \frac{k}{\pi} \right)^{-d/2} \text{Tr}[\varphi(S)] = \mathcal{F}(\varphi(t)),$$

as desired. \hfill \Box

5. Asymptotics of the Schatten norms

When $\Gamma$ is isotropic or co-isotropic one has \cite[64]{64}, that is

$$2^{d^2/2} \left( \frac{k}{\pi} \right)^{-d/2} \text{Tr}(S_{a_1, a_2} \cdots S_{a_n, a_2}) = \frac{1}{n^{d/2}} \int_{\Gamma} \prod_{j=1}^n a_j(w) d\sigma(w) + O(1/k).$$

Hence for any polynomial $p$ such that $p(0) = 0$,

$$2^{d^2/2} \left( \frac{k}{\pi} \right)^{-d/2} \text{Tr}[p(S^* S_{a_1, a_2})] = \frac{1}{2^{d^2/2}} \int_{\Gamma} O_{r/2}(p(|a(w)|^2)) d\sigma + O(1/k).$$

Recall that a bounded operator $S$ in a Hilbert space belongs to the Schatten class $S_r$, with $r > 0$ if

$$\|S\|_r = (\text{Tr}(|S|^r))^{1/r} < \infty,$$

where $|S| = (S^* S)^{1/2}$. $\|S\|_r$ is a norm for $r \geq 1$, and for $0 < r < 1$

$$\|S_1 + S_2\|_r^r \leq 2 (\|S_1\|_r^r + \|S_2\|_r^r),$$

see \cite[Ch X, Lemma 9.9]{53}.

After these preliminary remarks we now prove Theorem 1.15.

**Proof.** For $a = a_1 + i a_2$ a smooth complex function in $\Gamma$ we can write

$$S_{a_0} = S_{(a_1 + C)d\sigma} + i S_{(a_2 + C)d\sigma} - (1 + i) S_{d\sigma},$$

where $C = \|a\|_\infty$ so all the operators in this linear combination have positive symbols. From \cite[80]{80} and Lemma 4.4, it follows that $k^{-d/2} \text{Tr} \left( (S^*_{a_0} S_{a_0})^{r/2} \right)$ is bounded in $k$ for any $r > 0$.

Denote $A = S^*_{a_0} S_{a_0}$. Let $\epsilon > 0$ and consider a polynomial $p_1(t)$ such that

$$\|t^{r/4} - p_1\|_{L^\infty[0, R]} < \epsilon/4 C_1(r),$$

where $C_1(r) = \sup_k 2^{d^2/2} \left( \frac{k}{\pi} \right)^{-d/2} \text{Tr}(A^{r/4})$. Then we have

$$2^{d^2/2} \left( \frac{k}{\pi} \right)^{-d/2} \left| \text{Tr} \left( A^{r/2} - A^{r/4} p_1(A) \right) \right| = 2^{d^2/2} \left( \frac{k}{\pi} \right)^{-d/2} \left| \text{Tr} \left( A^{r/4} \left( A^{r/4} - p_1(A) \right) \right) \right| \leq 2^{d^2/2} \left( \frac{k}{\pi} \right)^{-d/2} \text{Tr} \left( A^{r/4} \|A^{r/4} - p_1(A)\| \right) \leq \epsilon/4.$$
Similarly, let \( C_2 = \sup_k 2^{d/2} (\frac{k}{\pi})^{-d/2} \Tr(|p_1(A)|) < \infty \) and let \( p_2 \) be a polynomial such that \( \|v^4 - p_2\|_{L^\infty[0, R]} < \epsilon/4C_2 \). Then
\[
2^{d/2} \left( \frac{k}{\pi} \right)^{-d/2} \left| \Tr \left( p_2(A)p_1(A) - A^4 p_1(A) \right) \right| = 2^{d/2} \left( \frac{k}{\pi} \right)^{-d/2} \left| \Tr(p_1(A)) \left( A^4 - p_2(A) \right) \right| \leq \epsilon/4.
\]
Thus we have found a polynomial \( p = p_1p_2 \) such that
\[
2^{d/2} \left( \frac{k}{\pi} \right)^{-d/2} \left| \Tr \left( A^4 - p(A) \right) \right| \leq \epsilon/2.
\]
Notice that we can choose the \( p_i \) so that \( \|v^4 - p_i\|_{L^\infty[0, R]} \) is small enough to have
\[
2^{-d/2} \int_T \left| \mathcal{O}_{-d'/2}(v^4) - \mathcal{O}_{-d'/2}(p) \right| |a(w)|^2 d\sigma \leq \epsilon/4.
\]
Finally, by (79) there exists \( M \) such that if \( k > M \)
\[
2^{d/2} \left( \frac{k}{\pi} \right)^{-d/2} \left| \Tr(p(A)) - 2^{-d'/2} \int_T \mathcal{O}_{-d'/2}(p)|a(w)|^2 d\sigma \right| < \epsilon/4.
\]
Since \( 2^{-d'/2} \int_T \mathcal{O}_{-d'/2}(v^4) |a(w)|^2 d\sigma(w) = \int_T |a(w)|^2 r_{d'/2} d\sigma(w) \), we have by (81), (82) and (83) that
\[
2^{d/2} \left( \frac{k}{\pi} \right)^{-d/2} \left| \Tr(A^4) - \int_T |a(w)|^2 r_{d'/2} d\sigma(w) \right| \leq \epsilon
\]
if \( k > M \) and the proof is complete. \( \square \)

6. Estimating \( \lambda_{\max} \) when \( \Gamma \) is a Bohr-Sommerfeld Lagrangian

In this section we obtain an asymptotic lower bound for the greatest eigenvalue of \( T_{ad\sigma} \), under the assumption that \( a \) is real-valued and \( \Gamma \) satisfies a Bohr-Sommerfeld condition. We begin by recalling that the greatest eigenvalue of \( T_{ad\sigma} \) is
\[
\lambda_{\max}(k) = \sup_{\psi \in \mathcal{B}_k \setminus \{0\}} \frac{\int_T |\psi(z)|^2 a(z) d\sigma(z)}{\|\psi\|_{\mathcal{B}_k}^2}.
\]
The Bohr-Sommerfeld condition allows us to construct a sequence \( \{\psi_k \in \mathcal{B}_k : k = 1, 2, \ldots\} \) whose micro-support is \( \Gamma \), and the lower bound is obtained by considering the asymptotics as \( k \to \infty \) of
\[
\int_T |\psi_k(z)|^2 a(z) d\sigma(z)
\]
\[
\|\psi_k\|_{\mathcal{B}_k}^2
\]
In this section we work with the symplectic form on \( \mathbb{C}^N \), \( \Omega = -2\omega \), that is
\[
\Omega = i \sum_{j=1}^N dz_j \wedge d\bar{z}_j
\]
which, if we write \( z_j = \frac{1}{\sqrt{2}} (q_j - ip_j) \) becomes \( \Omega = \sum_j dp_j \wedge dq_j \). This rescaling of \( \omega \) of course does not change the notions of isotropic/co-isotropic.

The reproducing kernel of \( \mathcal{B}_k \) is now
\[
\Pi_k(z, w) = \left( \frac{k}{\pi} \right)^N e^{ik[-\Omega(z, w) + i|z-w|^2]/2}.
\]
We will also need the potential one-form
\[
\eta = \frac{i}{2} \sum_{j=1}^{N} z_j d\bar{z}_j - \bar{z}_j dz_j
\]
so that \( \Omega = d\eta \). Denote by \( \iota : \Gamma \hookrightarrow \mathbb{C}^N \) the inclusion. By the hypothesis that \( \Gamma \) is isotropic we have:
\[
d\iota^* \eta = \iota^* d\eta = \iota^* \Omega = 0,
\]
that is, \( \iota^* \eta \) is a closed one-form on \( \Gamma \). It is rare that it is an exact form. However the following is relatively more common:

**Definition 6.1.** We will say that \( \Gamma \) satisfies the Bohr-Sommerfeld condition iff there is a smooth map \( \Phi : \Gamma \to S^1 \) such that
\[
\Phi^{-1} d\Phi = i\iota^* \eta.
\]

We henceforth assume that this condition holds. It will be convenient to introduce the notation
\[
\Phi = e^{i\vartheta} \quad \text{with} \quad \vartheta : \tilde{\Gamma} \to \mathbb{R},
\]
where \( \tilde{\Gamma} \to \Gamma \) is the universal cover of \( \Gamma \). We will abuse the notation and write \( \Phi(w) = e^{i\vartheta(w)} \), identifying \( \Gamma \) with a fundamental domain in \( \tilde{\Gamma} \). Condition (86) now reads
\[
d\vartheta = \iota^* \eta.
\]

**Definition 6.2.** Let \( \alpha : \Gamma \to \mathbb{R} \) be a smooth function. With the previous notation we let
\[
\psi_k(z) := \int_{\Gamma} \Pi_k(z, w) e^{ik\vartheta(w)} \alpha(w) \, d\sigma(w).
\]

More specifically,
\[
\psi_k(z) = \left( \frac{k}{\pi} \right)^N \int_{\Gamma} e^{ik\left[ -\frac{i}{2} \Omega(z, w) + \vartheta(w) + \frac{1}{2}|z-w|^2 \right]} \alpha(w) \, d\sigma(w).
\]

By the compactness of \( \Gamma \) it is clear that \( \psi_k \in B_k \). In fact, comparing with equation (3), we see that
\[
\psi_k = R^* (e^{ik\vartheta(w)} \alpha(w)).
\]

We can estimate the norm of \( \psi_k \) as follows in case \( \Gamma \) is lagrangian (for an analogous result on compact Kähler manifolds see [3]):

**Lemma 6.3.** If \( \Gamma \) is lagrangian,
\[
\|\psi_k\|^2 = \left( \frac{2k}{\pi} \right)^{N/2} \int_{\Gamma} |\alpha(w)|^2 \, d\sigma(w) + O(k^{N/2-1}).
\]

**Proof.** By the reproducing property
\[
\|\psi_k\|^2 = \int_{\Gamma} \int_{\mathbb{C}^N} \Pi_k(z, w_1) e^{ik\vartheta(w_1)} \alpha(w_1) \Pi_k(w_2, z) e^{-ik\vartheta(w_2)} \overline{\alpha}(w_2) \, dL(z) \, d\sigma(w_1) \, d\sigma(w_2) =
\]
\[
= \int_{\Gamma} \int_{\Gamma} \Pi_k(w_2, w_1) e^{ik\vartheta(w_1) - \vartheta(w_2)} \alpha(w_1) \overline{\alpha}(w_2) \, d\sigma(w_1) \, d\sigma(w_2) =
\]
\[
= \left( \frac{k}{\pi} \right)^N \int_{\Gamma} e^{ik\left[ \frac{1}{2} \Omega(w_2, w_1) + \vartheta(w_1) - \vartheta(w_2) + \frac{1}{2}|w_1-w_2|^2 \right]} \alpha(w_1) \overline{\alpha}(w_2) \, d\sigma(w_1) \, d\sigma(w_2).
\]
Now apply the method stationary phase in the inner integral (with respect to \( w_1 \)) with \( w_2 \) fixed, that is, to

\[
\int_{\Gamma} e^{ik\left[-\frac{i}{2}\Omega(w_2, w_1) + \vartheta(w_1) + \frac{i}{2}|w_1 - w_2|^2\right]} \alpha(w_1) \, d\sigma(w_1).
\]

In a local parametrization of \( \Gamma \) \( w_1 = w_1(t) \), \( t \in U \subset \mathbb{R}^N \) an open set, the derivative of the phase is

\[
\frac{\partial}{\partial t_j} \left[ \frac{1}{2i} \left( w_2 \dot{w}_1 - \ddot{w}_2 w_1 - |w_1 - w_2|^2 \right) + \vartheta(w_1) \right] =
\frac{1}{2i} \left( w_2 \dot{w}_1 - \ddot{w}_2 w_1 - w_1 (\ddot{w}_1 - \ddot{w}_2) - \dot{w}_1 (w_1 - w_2) - w_1 \dot{w}_1 + \ddot{w}_1 w_1 \right) = i \dot{w}_1 (w_1 - w_2).
\]

where we let \( \dot{w}_1 = \frac{\partial}{\partial t} w_1(t) \) for simplicity.

This shows that the critical points of the phase in (92) are the values of \( t \) such that

\[
\forall j = 1, \ldots, d \quad \frac{\partial \varpi_1(t)}{\partial t_j} \cdot (w_1(t) - w_2) = 0.
\]

It is not hard to see that, in real terms,

\[
\frac{\partial \varpi_1(t)}{\partial t_j} \cdot v = 0 \iff v \in T_{w_1}^\perp \Gamma \cap T_{w_1}^0 \Gamma,
\]

where \( T_{w_1}^\perp \Gamma \) is the metric orthogonal to \( T \Gamma \) and

\[
T^0 \Gamma = \{ w \in \mathbb{R}^{2N} ; \forall u \in T \Gamma \Omega(u, v) = 0 \}
\]
is the symplectic annihilator of \( T \Gamma \). In the lagrangian case

\[
\forall w_1 \in \Gamma \quad T_{w_1}^\perp \Gamma \cap T_{w_1}^0 \Gamma = 0,
\]

and therefore the only critical point of (92) is the value \( t_0 \) such that \( w_1(t_0) = w_2 \). The hessian matrix of the phase at the critical point is

\[
i \left( \frac{\partial \varpi_1}{\partial t_i} \cdot \frac{\partial \varpi_1}{\partial t_j} \right).
\]

To proceed, let us assume without loss of generality that the parametrization of \( \Gamma \) is such that the matrix \( (g_{ij}) \) of the metric is the identity matrix at \( t = t_0 \). Together with the assumption that \( \Gamma \) is isotropic this implies that \( \left( \frac{\partial \varpi_1}{\partial t_i} \cdot \frac{\partial \varpi_1}{\partial t_j} \right) = I_{N \times N} \). Therefore the method of stationary phase gives that (92) equals

\[
\left( \frac{2\pi}{k} \right)^{N/2} e^{ik\vartheta(w_2)} \alpha(w_2) + O(k^{-N/2-1}),
\]

and therefore

\[
\| \psi_k \|^2 = \left( \frac{2k}{\pi} \right)^{N/2} \int_{\Gamma} |\alpha(w)|^2 \, d\sigma(w) + O(k^{N/2-1}).
\]

That (92) equals (96) gives the pointwise estimate

\[
\forall z \in \Gamma \quad \psi_k(z) = \left( \frac{2k}{\pi} \right)^{N/2} e^{ik\vartheta(z)} \alpha(z) + O(k^{N/2-1}),
\]
where the constants implicit in the $O$ estimate can be taken uniformly on $z \in \Gamma$ by compactness. Therefore
\begin{equation}
\int_{\Gamma} |\psi_k(z)|^2 a(z) \, d\sigma(z) = \left( \frac{2k}{\pi} \right)^N \int_{\Gamma} |\alpha(z)|^2 a(z) \, d\sigma(z) + O(k^{N-1}),
\end{equation}
and therefore
\begin{equation}
\int_{\Gamma} \frac{|\psi_k(z)|^2 a(z) \, d\sigma(z)}{\|\psi_k\|^2} = \left( \frac{2k}{\pi} \right)^{N/2} \int_{\Gamma} \frac{|\alpha(z)|^2 a(z) \, d\sigma(z)}{\int_{\Gamma} |\alpha(w)|^2 \, d\sigma(w)} + O(k^{N/2-1}).
\end{equation}
Finally we obtain:

**Proposition 6.4.** If $\lambda_{\text{max}}(k)$ is the largest eigenvalue of $T_{\alpha d\sigma}$, then, for any $\alpha \in C_0^\infty(\Gamma)$ such that $\|\alpha\|_{L^2} = 1$
\begin{equation}
\lambda_{\text{max}}(k) \geq \left( \frac{2k}{\pi} \right)^{N/2} \int_{\Gamma} |\alpha(z)|^2 a(z) \, d\sigma(z) + O(k^{N/2-1}).
\end{equation}

**Remarks:**

(1) In particular, if $a \equiv 1$ the asymptotic lower bound obtained is simply $\left( \frac{2k}{\pi} \right)^{N/2}$. It is universal (independent of $\Gamma$).

(2) If we take $\alpha$ to be constant, by virtue of Theorem (1.3) we can conclude that $\exists C, C' > 0$ such that
\begin{equation}
C\|a\|_{\infty} k^{N/2} \geq \lambda_{\text{max}}(k) \geq C' k^{N/2} \inf(a).
\end{equation}

**Appendix A. Computing det(Hessian)**

We present here the computation of the determinant of the matrix $S$ equal to $-\sqrt{-1}$ times the Hessian, that is, the matrix $[59]$. For convenience we write $q = n - 1$. The matrix $[59]$, partitioned into a $q \times q$ array of $d \times d$ blocks, is equal to
\begin{equation}
S_q = \begin{pmatrix}
G & 0 & 0 & \cdots & 0 \\
0 & G & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & G & 0 \\
0 & \cdots & \cdots & 0 & G
\end{pmatrix} \times M_q
\end{equation}
where $M_q$ is the block tri-diagonal Toeplitz matrix
\begin{equation}
M_q = \begin{pmatrix}
2I & B & 0 & \cdots & 0 \\
B & 2I & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & B & 2I & B \\
0 & \cdots & \cdots & B & 2I
\end{pmatrix}
\end{equation}
with
\begin{equation}
B := -I + iG^{-1}H.
\end{equation}
All blocks consist of $d \times d$ matrices. Since $H$ is skew-symmetric $B$ is Hermitian and $M_q$ is symmetric. We will prove that $\det(M_q) = \Delta_n^2$. 
In the calculation of \( \det(S_q) \), we follow the approach of [10]. Let \( \mathcal{R} \) be the ring of \( d \times d \) complex matrices generated by the identity and the matrix
\[
W := G^{-1}H.
\]
Clearly \( \mathcal{R} \) is a commutative ring (in particular \([B, B] = 0\)). The matrix \( M_q \) is a \( q \times q \) matrix with entries in \( \mathcal{R} \). Any such matrix has a determinant, which we denote with a capital \( D \), that is an element in \( \mathcal{R} \); in particular
\[
\text{Det}(M_q) \in \mathcal{R}.
\]
Det is defined by the usual formula which is unambiguous since \( \mathcal{R} \) is commutative. All the usual rules for computing determinants carry over to computing Det, and one has the theorem that for any \( d \times d \) matrix \( L \) with entries in \( \mathcal{R} \), its numerical determinant equals
\[
\det(L) = \det(\text{Det}(L)).
\]
We will use this result to compute \( \det(M_q) \), first recursively and later in closed form. Since
\[
\det(S_q) = \det(G)^q \det(M_q),
\]
we will obtain a formula for \( \det(S_q) \).

**Lemma A.1.** Let
\[
Z = BB = I + W^2.
\]
Then one has
\[
\begin{align*}
(103) & \quad \text{Det}(M_1) = 2I, \\
(104) & \quad \text{Det}(M_2) = 4I - Z = 3I - W^2,
\end{align*}
\]
and for each \( q = 2, 3, \ldots \)
\[
(105) & \quad \text{Det}(M_{q+1}) = 2 \text{Det}(M_q) - Z \text{Det}(M_{q-1}).
\]

**Proof.** (103) and (104) are immediate, and (105) is obtained by expanding \( \text{Det}(M_{q+1}) \) along the top row. \( \square \)

**Corollary A.2.**
\[
\begin{align*}
\det(S_1) &= 2^d \det(G), \\
\det(S_2) &= \det(G)^2 \times \det(3I - W).
\end{align*}
\]

It is possible to solve (105) in closed form, as follows. Let us write, for simplicity of notation,
\[
D_q = \text{Det}(M_q).
\]
The recursion relation \( D_{q+1} = 2D_q - ZD_{q-1} \) can itself be written in matrix form
\[
\begin{pmatrix}
D_q \\
D_{q+1}
\end{pmatrix}
= \begin{pmatrix}
0 & I \\
-Z & 2I
\end{pmatrix}
\begin{pmatrix}
D_{q-1} \\
D_q
\end{pmatrix},
\]
and therefore, introducing the matrix with entries in \( \mathcal{R} \)
\[
T := \begin{pmatrix}
0 & I \\
-Z & 2I
\end{pmatrix},
\]
\[
T_q := \begin{pmatrix}
D_q \\
D_{q+1}
\end{pmatrix} = T \begin{pmatrix}
D_{q-1} \\
D_q
\end{pmatrix} = T \cdots T_1 \begin{pmatrix}
D_0 \\
D_1
\end{pmatrix}.
\]
we see that
\[
\left( \frac{D_{q}^{-1}}{D_{q}} \right) = T^{q-2} \left( \frac{D_{1}}{D_{2}} \right) = T^{q-2} \left( \begin{array}{c} 2I \\ 3I - W^2 \end{array} \right).
\]

Let us diagonalize \( T \) to compute its powers. \( \text{Det}(T) = Z \), and the “eigenvalues” in \( \mathcal{R} \) of this matrix are
\[
\Lambda_{1,2} := I \mp \sqrt{1-Z} = I \mp iW.
\]

One can check that the column vectors of
\[
S = \left( \begin{array}{cc} I & I \\ \Lambda_1 & \Lambda_2 \end{array} \right)
\]
are eigenvectors of \( T \). More precisely
\[
S^{-1}TS = \left( \begin{array}{cc} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{array} \right),
\]
and therefore
\[
T^q = S \left( \begin{array}{cc} \Lambda_1^q & 0 \\ 0 & \Lambda_2^q \end{array} \right) S^{-1}.
\]

A computation shows that
\[
S \left( \begin{array}{cc} \Lambda_1^q & 0 \\ 0 & \Lambda_2^q \end{array} \right) = \left( \begin{array}{cc} \Lambda_1^q & \Lambda_2^q \\ \Lambda_1^{q+1} & \Lambda_2^{q+1} \end{array} \right)
\]
while, since \( \text{Det}(S) = \Lambda_2 - \Lambda_1 = 2iW \),
\[
S^{-1} = (2iW)^{-1} \left( \begin{array}{cc} \Lambda_2 & -I \\ -\Lambda_1 & I \end{array} \right).
\]

Combining, we obtain
\[
T^q = (2iW)^{-1} \left( \begin{array}{cc} \Lambda_1^{q+1} \Lambda_2 - \Lambda_2^{q+1} \Lambda_1 & -\Lambda_1^{q+1} + \Lambda_2^{q+1} \end{array} \right)
\]
where the computation of the starred entries is not necessary, since we are only interested in the equation for the second component of \( (106) \).

Let us now compute the bottom row of \( T^q \). Recalling that \( \Lambda_1 \Lambda_2 = Z \),
\[
\Lambda_1^{q+1} \Lambda_2 - \Lambda_2^{q+1} \Lambda_1 = Z(\Lambda_1^q - \Lambda_2^q).
\]

Therefore
\[
2iW \text{ Det}(M_{q+2}) = 2(I + W^2)(\Lambda_1^q - \Lambda_2^q) - (3I - W^2)(\Lambda_1^{q+1} - \Lambda_2^{q+1}) =
\]
\[
= \Lambda_1^q (2I + 2W^2 - (3I - W^2)(I - iW)) - \Lambda_2^q (2I + 2W^2 - (3I - W^2)(I + iW)).
\]
The factor of \( \Lambda_1^q \) in this expression is
\[
2I + 2W^2 - 3I + 3iW + W^2 - iW^3 = (iW - I)^3 = -\Lambda_1^3.
\]

Similarly, the factor of \( -\Lambda_2^q \) in \( (107) \) is
\[
2I + 2W^2 - 3I - 3iW + W^2 + iW^3 = -(iW + I)^2 = -\Lambda_2^2.
\]
Substituting back into \( (107) \) (and shifting the value of \( q \)) we obtain
\[
2iW \text{ Det}(M_q) = -\Lambda_1^{q+1} + \Lambda_2^{q+1}.
\]

\footnote{Assuming \( W = G^{-1}H \) is invertible in \( \mathcal{R} \). Otherwise, perturb \( W \) a little so that it is invertible. The final result will be a polynomial expression for \( D_q \) in terms of \( W \), so it will remain valid in case \( W \) is not invertible, by continuity.}
Now $\Lambda_{1,2} = I \mp iW$, therefore

$$\Lambda_1^{q+1} - \Lambda_2^{q+1} = (I - iW)^{q+1} - (I + iW)^{q+1}.$$ 

The right-hand side is a polynomial in $W$ without constant term. Substituting back into \([108]\) concludes the proof of:

**Proposition A.3.**

$$\text{Det}(M_q) = i \left( \frac{(I - iW)^{q+1} - (I + iW)^{q+1}}{2W} \right) = \sum_{j=0}^{\lfloor q/2 \rfloor} \left( \frac{q + 1}{2j + 1} \right) (-1)^j W^{2j}.$$ 

Next we show:

**Lemma A.4.** For each $t$, $W(t)$ is the matrix of the transformation $K := (\Pi_{\gamma(t)} \circ J) : T_{\gamma(t)}\Gamma \to T_{\gamma(t)}\Gamma$ in the basis $\{\gamma_i(t)\}$.

**Proof.** The definition of the matrix $W$ is equivalent to $GW = H$, where

$$G = (\gamma_i \cdot \gamma_j) \quad \text{and} \quad H = (\omega(\gamma_i, \gamma_j)).$$

Since $\omega(v, w) = v \cdot J(w)$, we can re-write this in the form $\forall i, k \sum_j G_{ij}W_{jk} = H_{ik}$, or

$$\forall i, k \quad \gamma_i \cdot \sum_j W_{jk} \gamma_j = \gamma_i \cdot J(\gamma_k).$$

Since $\{\gamma_i\}$ is a basis of $V$, this is equivalent to $\Pi J(\gamma_k) = \sum_j W_{jk} \gamma_j$. \qed

As we already saw in §1, at any tangent space $V$ of $\Gamma K$ is skew-adjoint. We have denoted its non-zero eigenvalues (with multiplicities) as

$$\pm i\lambda_\ell, \quad 0 < \lambda_1 \leq \cdots \leq \lambda_r.$$ 

Therefore the eigenvalues of $W^{2j}$ are $(-1)^j \lambda_\ell^2$, each with double the multiplicity as eigenvalues of $K$, together with the eigenvalue zero with multiplicity $d - 2r$. Therefore, by \([A.3]\) the eigenvalues of $\text{Det}(M_q)$ are

$$\sum_{j=0}^{\lfloor q/2 \rfloor} \left( \frac{q + 1}{2j + 1} \right) \lambda_\ell^{2j} = \left( 1 + \lambda_\ell \right)^{q+1} - \left( 1 - \lambda_\ell \right)^{q+1} \quad \ell = 1, \ldots, r,$$

each with double the multiplicity, together with the eigenvalues corresponding to the kernel of $W$, namely $(q + 1)$ with multiplicity $d - 2r$.

We can then conclude that

$$\sqrt{\text{det}(M_q)} = (q + 1)^{\frac{q}{2} - r} \prod_{\ell=1}^{r} \left( \frac{1 + \lambda_\ell}{2\lambda_\ell} \right)^{q+1} = \Delta_{q+1}.$$
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