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Abstract— Property value capitalization has been part of spatial-economic results of transportation infrastructure development. This paper presents a study to understand the relationship between property value and public transport accessibility. A structural equation model or SEM in terms of path analysis was developed and explained the backward-forward chain of sequential causality of property value, public transport accessibility and travel behavior. The backward chain explains the transportation influences land use in a sequential causality and the forward chain explains the relationship from land use to travel behavior. Path analysis reported the backward chain was only valid in a direct relationship from public transport accessibility to property value but failed to account for a sequential causality relationship from public transport accessibility, land use density/intensity and property value. The forward chain confirmed the significant relationship from accessibility to travel time and to the number of household trips through the influence of land use, however at low influence. Direct relationship from accessibility to travel behavior (car uses) mediating by travel distance was at moderate influence. Nevertheless, the paper reported the variances of property value explained by the overall LUTI relationship was only modes at 12%.
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I. INTRODUCTION

STUDIES in property value capitalization related to the new transportation infrastructure development have been discussed from various perspectives. Property value concept has often been discussed as the appraisal or the price valuation of property or housing (Watkins (1999), Straszheim (1974)). The concept of property valuation has been used in the calculation of the level of local tax assessment or value captured mechanisms (Pagourtzi (2003), McIntosh, Newman, Crane, and Mourtiz (2011)). Another perspective of property value research is the analysis of public transport accessibility. The accessibility variable often been captured as part of the travel time saving that inherently accounted for in the determination of the house prices, in terms of location advantages (Buxton and Taylor (2010), Cho, Poudyal, and Lamb (2008), Kryvobokov (2007), Du and Mulley (2007), Rodríguez and Mojica (2009)). In addition, So (2001) discussed the role of house price in joint residential and work location choice. The improvement of public transport accessibility and land use development would create property value capitalization among other impacts, such as broader opportunities for activities and multimodal creation.

Cervero and Landis (1997) found some degree of positive impacts of public transport extension on property value. The strongest impact had emerged within a narrow radius from the transit node ((Munoz-Raskin, 2010). In line with these findings, Pan (2012) found that the Houston MetroRail transit line impacted positively on property value for residential properties located within a quarter mile of rail stops. Therefore, the connection between property value capitalization and travel patterns, whether it is direct or indirect, is an important part of the puzzle for better understanding land use and transport integration, yet it has rarely been discussed in the literature. Furthermore, Ryan (1999) suggested that the incorporation of property value in the LUTI framework is very critical in order to achieve a better understanding of relationship between land use and transport. The property value capitalization has been discussed in Ryan (1999) as the travel time saving gained from the improved public transport accessibility.

This paper attempts to conduct an aggregate analysis to assess the relationship between the land use-transportation components accounts for the inclusion of property value variable. The relationship will be elaborated in a backward and forward chain of sequential causality between land use and transportation in the context of Perth – Mandurah railway line extension. The extended railway line Perth – Mandurah in Perth Metropolitan region was operated in December 2007. The railway line situated along a 72 km network from Perth to Mandurah, assumed to make a direct influence on property value. Further details on the relationship between public transport accessibility, property value, land use intensity/density and travel behavior measures were hypothesized as followed: public transport accessibility improvement – land use development – and property value seems to have interrelations in a sequential
but also recursive. Direct impacts of new transport project consist of the improvement of public transport accessibility, land use densification, and property value increases. These impacts create a backward chain in land use-transport system where transport influences land use component. In this regards, the capitalization of property value is as an indicator of travel time saving as explained in Ryan (1999). The individuals/households will consider these travel time savings due to an improvement in public transport accessibility to amenities, transport facilities, work place and schools, etc, as one of important factor influencing their residential location choice.

Land use development is assumed to change the distribution of activities, hence also influence the attractiveness of land use and destinations. These lead to the change in origins and destinations or travel patterns. These later processes called as the forward chain that explains how land use influences travel behavior in a sequential causality relationship. This paper examines the role of property value in both backward and forward chain causality relationship within the land use – transportation interaction framework.

II. METHOD

Structure equation model is a powerful tool of analysis (Van Aker, et al. 2007) to examine relationship/causality on a complex phenomena. Golob, 2003 mentioned the differences between SEM and other multivariate linear model. Path analysis is a special case of SEM with observed variable; whereas ordinary linear regression is also the special case of SEM with one observed endogenous variables and multiple observed exogenous variables. However, SEM measurement model is used to specify latent or unobserved variables as linear functions or weighted averages of other variables in the system. Other observed variables have a role of indicators of the latent constructs. Further, covariance analysis in SEM is differentiated with the least square technique usually used in regression. Covariance analysis actually the extension of the least squares method into the realm of the latent variables, error term covariance, and non-recursive model (model with feedback loop). Golob, 2003 also explained, the difference of SEM with path analysis or exploratory factor analysis, such as PCA or principal component analysis. In PCA, all elements of the matrix defining the latent variables, named as factors, in terms of linear combination of the observed variables take on non-zero values. These values, known as factor loadings, measure the correlations between the factors and the observed variables by maximizing the number of loadings with high and low absolute values. In short, Hoyle, 2012 pointed out that SEM can be described as a generalization, integration, and extension of these familiar models of linear models mentioned (regression, factor analysis, or PCA analysis).

In this paper, SEM was used to examine the causality relationship, to specify the magnitude and direction of the relationship, and to separate between direct and indirect influences as specified in the research design. SEM was used to answer the research question: ’How much the changes in accessibility, land use, and property value due to public transport extension would influence the travel pattern or travel behavior of residents in the rail station precinct?’.

Technique of SEM mentioned in Golob, 2003 was used to capture the causal influence or regression effects from the exogenous variables on endogenous variables; and also the causal influence from the endogenous variables on other endogenous variables. SEM generally estimated using covariance structure analysis. Model parameters are determined such that the variances and covariance of the variables implied by the model are as close as possible with the observed variances and covariance of the sample. In the other way, SEM was used in order that the estimated parameters make the variance-covariance matrixes predicted by the model as similar as possible to the observed variance-covariance matrixes while respecting the constraints of the model. The model was able to handle a large amount of endogen and exogenous variables. The latent or unobserved variable was specified as linear combinations of the weighted average of the observed variables.

In the model identification, SEM differentiated the measurement model and the structural model. In model specification, SEM postulated the existence of direct effects between variables and optimal error term covariance of several types. Each postulated effect usually corresponds with a free parameter. Specification of the model involved designating the variables, relations among variables, and the status of parameters in the model (Hoyle, 2012). In terms of measurement causality, Golob, 2003 explained the important distinction in SEM in regards with some concept of causality, i.e.:

- Direct effect: direct effect measures the links between a productive variables and the variable that is the target of the effect. Each direct effect corresponds with the arrow in a path or flow diagram. SEM model is specified by defining which direct effects are present and which are absent. The direct effects embody the causal modelling in SEM.

- Indirect effect: indirect effect is the sum of all of the effects along the paths between the two variables that involve intervening variables.

- Total effect: total effect is the sum of direct effects and indirect effects. The total effects of the exogenous variables on the endogenous variables are sometimes known as the coefficients of the reduced form equations.

Path analysis in this paper discussed the general framework of LUTI to show the relationship between public transport accessibility, land use, property value and travel patterns/travel behavior in a form of backward and forward chain of sequential causality. Path analysis attempts to examine if the zero partial correlation (r = 0) between x and y, holding z constant, is actually a spurious correlation between x and y when z is actually a confounder or causally prior to x and y. Other possible relationship is that, when z is causally prior to x and causally subsequent to y, z is an intervening variable between x and y (Simon, 1954 as cited in Matsueda (2012). This paper assumed that the property value was an intervening variable in
the association between land use and transportation. This paper used SEM in the form of path analysis as this technique was able to identify the causality relationship while allowing the interchange position between independence and dependence variable in the structure of equation. Thus, the structure that was represented by path analysis allows for the examination of backward and forward chain of relationship in land use and transport components.

III. RESULTS AND DISCUSSION

A. Result

Path analysis used sample size of 321 suburbs in Perth Metropolitan region. Some data had violated the assumption of normality distribution, i.e. land use measured by development area and total floor space area, travel distance, travel time, the proportion of public transport uses, proportion of car uses, property value, and the number of household trips. For this reason, the modification of model was required. Hancock and Liu (2012) suggested using the bootstrapping, a technique that is viewed to be more tolerant of non-normality. Development of the criterion and the interpretation of the model fits in this paper referred to West, Taylor, and Wu (2012).

Path analysis examined the backward and forward chain of sequential relationship. The backward chain consisted of the relationship between public transport accessibility, land use, and property value. The squared multiple correlations showed that the total variance of property value being explained by public transport accessibility and household income was 12%. The indirect relationship from public transport accessibility to property value through land use has not been significant. Direct relationship from public transport accessibility to property value showed the magnitude influence of (-0.30)2 with the correct sign of relationship or 0.09. Direct relationship from household income on property value was (0.17)2, lower than that of influence from public transport accessibility or 0.0289. However, the low value of the squared multiple correlation implies there were too many unobserved variables that influence property value that were failed to be captured by the model. Therefore, the backward relationship was only valid partially as shown by direct relationship from public transport accessibility to property value, but failed to accounted for sequential or chain causality from public transport accessibility and land use to property value.

On the other hand, path analysis explained the forward chain causality that assumed the relationship between public transport accessibility and property value to travel behavior, mediating by land use factors. Land use has been explained by two variables, i.e. development area and total floor space area. Of these two variables, the square multiple correlation showed the proportion of the variances that were accounted for by each of their predictors only high enough for the total floor space variable or FLSP. The variable of FLSP has 0.568 squared multiple correlation. This means, variable closeness centrality (accessibility), developed area, and family size has accounted for 56.8% of the variance of the total floor space. Public transport accessibility variable or closeness centrality was an exogenous variable.

The variables in questioned, i.e. travel behavior, consisted of the proportion of public transport uses, the proportion of car uses, and the number of household trips; and travel patterns in terms of travel time and travel distance. Of these variables, the total variance of household trips that being explained by the model was 49.7%, travel time 42.9%, travel distance 26%, and the proportion of car uses 28.9%. The model cannot explain the variance in the proportion of public transport uses, as its squared multiple correlation was too small, i.e. only 1.8%. The number of household trip per day on average had been explained by travel time, travel distance, household income, family size, and vehicle ownership. Based on hypotheses of the model, it was expected that there was an indirect effect from public transport accessibility variable on the number of trips mediated by travel time and travel distance. In addition, the indirect effect from public transport accessibility to travel time was mediated by land use besides its direct effect has also been as expected. The public transport accessibility had indeed influenced travel time and travel distance by (-0.243)2 or 0.06 and (0.510)2 or 0.26. Public transport accessibility had influenced travel distance at a considerably medium degree 0.26. However, the next sequence relationship, i.e. the influence of travel distance on the number of household trip was too low, i.e.(-0.031)2 or 9% but stronger for car use, i.e. 29%. In addition, the influence of public transport accessibility on land use was too weak, nevertheless both of land use variables had intervened the relationship from accessibility to the number of household trips through travel time. Therefore, the model confirmed the forward chain of causality relationship partially, i.e. from public transport accessibility directly to travel pattern and travel behavior, but the influence of causality of land use as mediating variable from accessibility to travel behavior was very weak. The improved public transport accessibility played an important role in influencing travel distance then to car use proportion but no intervening effect from any of land use variables. This means, the effect of public transport accessibility to travel behavior intervening by land use variables and travel pattern was only partially true.

In regards with household attributes, it seems that household income and household size has influenced the number of household trip more than that of the variables hypothesized by the model, such as public transport accessibility and land use. Household income influenced as much as 25% and household size 14%. It suggested that the influence of household characteristics on trip number was stronger than that of land use variables and public transport accessibility.

This paper discussed some of the fit indices, i.e. the absolute fit index (chi-square, \( \chi^2/df \), GFI, AGFI, RMSEA) and some comparative fit index (TLI, CFI and RMR). The overall model fit tested by chi-square. Chi square tested the null hypothesis, i.e. the model being tested fits no worse than a saturated model. Saturated model is the model with zero chi-square and zero degree of freedom (it fits perfectly with the data).

The fit indices from SEM output in this model (as shown in table 2) showed that overall goodness of fit mentioned by chi-square was significant or \( p>0.05 \). This means that the model had
A perfect fit in the population was true, i.e. the discrepancy between the matrix of implied variances and covariances in the model and the matrix of empirical sample variances and covariances was due to chance alone and concluded that the model fitted representation of the data (the discrepancy was very small). The ratio of chi-square and degree of freedom ($\chi^2/df$) suggested the value of greater than 1 or less than 2 as indication of a good fit. The model showed this value was 1.78 indicated a good fit Testing the null hypothesis with Bollen-Stine bootstrap result in p-value 0.164 indicated this value was above 0.05 which was significant. The value of RMSEA is a derivation from chi-square. The RMSEA is a badness of fit index where the value declining with improving fit. The RMSEA is a measure of the discrepancy per degree of freedom, having first diminished the discrepancy function somewhat as a function of sample size. The RMSEA is bounded at a lower value of zero, but has no theoretically maximum value. Browne and Cudeck 1993 suggested a model with an RMSEA of 0.10 is unworthy of serious consideration. Browne and Cuddeck suggested that a RMSEA of 0.05 or less indicates a close fit, suggesting that the model is tenable. The model develops in this paper showed the RMSEA value was 0.049 with the lower limit 0.030 (less than 0.05) and upper limit 0.068 (less than 0.08 or 0.10). This means the model closely fit the data was retained. This has been supported by the value of PCLOSE 0.495 greater than 0.05 to accept the test of close fit.

The residual test was carried by the Root Mean-square Residual (RMR), similar to the Unweighted Least Squares discrepancy function as in the chi-square test. The RMR was the measure of the average difference or residual between the two matrices per element of the variance-covariance matrix. The incremental fit indices measure how much better the fitted model is compared to the baseline model or the independence model. This test was shown for example by the value of GFI or the Goodness of Fit Index and the TLI or the Tucker-Lewis Index, the Comparative Fit Index or CFI. All these values should be greater than 0.95. This paper carried these tests and the results reported the value of GFI 0.965, TLI 0.957 and 0.974 represented the model was better than the independence or the null model.

Overall goodness fit of indices in the model (the fit statistic, residual, and the incremental index) reported the acceptable level. Although the model showed some issues in terms of normality and the sample size of data, the bootstrap method has effectively improved the model fit.

Table 1.

| Standardized Regression Weights | Squared Multiple Correlations | Estimate |
|---------------------------------|------------------------------|----------|
| Development area                | <-   | Accessibility                      | -0.087  |
|                                 |     | Development area                   | 0.008   |
| Distance                        | <-   | Accessibility                      | 0.510   |
|                                 |     | Land use intensity                 | 0.568   |
| Land use intensity              | <-   | Accessibility                      | -0.110  |
|                                 |     | Distance                           | 0.260   |
| Land use intensity              | <-   | Development area                   | 0.724   |
|                                 |     | Travel time                        | 0.429   |
| Land use intensity              | <-   | Family size                        | -0.133  |
|                                 |     | % Public transport use              | 0.018   |
| Travel time                     | <-   | Accessibility                      | -0.243  |
|                                 |     | Property value                     | 0.120   |
| Travel time                     | <-   | Development area                   | 0.062   |
|                                 |     | % Car use                          | 0.289   |
| Travel time                     | <-   | Distance                           | 0.743   |
|                                 |     | Hhtrips                            | 0.497   |
| Travel time                     | <-   | Land use intensity                 | -0.026  |

Description:
- Causality relationship is hypothesized and it is found to be significant
- Causality relationship is hypothesized but it is found to be not significant
- Causality relationship is not hypothesized but it is found to be significant
### Table 2. Model Fits Summary

| Property value | Accessibility | -.301 |
| % car          | Family size   | .104  |
| % car          | Distance      | .239  |
| % car          | Car ownership | .053  |
| % car          | % public transport | -.473 |
| Property Value | Family income | .171  |
| Hhtrips        | Family income | .485  |
| Hhtrips        | Distance      | -.031 |

### B. Discussion

The main contribution of this paper is the inclusion of the property value concept in the overall land use-transportation interaction framework (the LUTI). The property value concept has been discussed in the context the LUTI framework in terms of the co-location hypothesis. For example, So (2001) discussed the interplay behavior on choice of residential location and workplace location involving some trade off on wages, housing prices, and commuting costs. Most literatures on property value concept discussed the hedonic regression model for predicting the property value, or factors affecting the price of land or property and the property valuation methods.

This paper hypothesized the property value concept as the intervening or mediating variable in the relationship between public transport accessibility and travel behavior. By path analysis or SEM model, the role of property value in the set of relationship between any components in LUTI has been clearer as seen by the model diagram (path) in terms of sequential causality. The introduction of forward and backward chain in the model intend to offer a comprehensive perspective of LUTI, that is, the property value is not in an isolated concept when discussing the determinant factor of travel behavior. Indeed, most of literature remained at discussing the backward chain such as the relationship between the increase of public transport accessibility due to the development of new infrastructure to the change in property value (see Cervero and Landis, 1993, 1997 and Du & Mulley, 2007). There has been an omission in the relation between the backward and the forward chain, i.e. the influence of the accessibility improvement post the transportation development would also affect the property value and land use development, hence, affect travel behavior.

There were some interesting findings reported from this paper. For example, this paper found the household income explained the variance of property value at some degree, in which the influence of household income on property value was only modes at 3%. Choi and Ha 2008 emphasized the role of household income (or expense) determining the demand of housing in terms of size and tenure. This implied the distribution of housing by size and tenure (which often defined by its property value) would dictate the distribution of household by its demographic profile. This finding may support the new hypothesis that may be worth noting for the future research. That is, there may be indirect relationship between property value and travel behavior (the number of household trips and the mode choice) that are mediated by the variable of household income through the distribution location of property dictating the residential location choice and mode choice. On the other hand, the hypothesized relationship that the indirect relationship from public transport accessibility to property value intervening by land use variables has been supported partially. This finding was in agreement with the insight from Ryan, 1999 and Cervero & Kang, 2011 mentioning the relationship between property value and land use through the concept of travel time savings. However, the relationship from accessibility to property value found in this paper came as a

### Table 1. Path Analysis

| % public transport | Family income | -.041 |
| % public transport | Travel time   | .129  |
| Hhtrips            | Family size   | .384  |
| Hhtrips            | Car ownership | -.115 |
| % car use          | Family income | .019  |
| Hhtrips            | Travel time   | -.141 |

### Baseline Comparisons

| Model            | NFI | RFI | IFI | TLI | CFI |
|------------------|-----|-----|-----|-----|-----|
| Default model    | .944| .907| .975| .957| .974|
| Saturated model  | 1.000| 1.000| 1.000| 1.000| 1.000|
| Independence model | .000| .000| .000| .000| .000|

### RMSEA

| Model       | RMSEA | LO 90 | HI 90 | PCLOSE |
|-------------|-------|-------|-------|--------|
| Default model | .049  | .030  | .068  | .495   |
backward chain, and from accessibility to land use (development area and floor space area) as a forward chain in the relationship, but no direct or indirect relationship from property value to land uses.

Research finding revealed both the backward and forward chain of causality relationship was significant partially. Nevertheless, direct and indirect relationship from the accessibility to travel distance and travel behavior remained moderate. This paper found travel characteristics such as travel time and travel distance was actually intervening (mediated) the relationship between accessibility and land use to travel behavior (mode choice and trip number). Finding from this paper may be relevant with both the classical and modern literatures, for example in Hall (1969) and Waddell et al. (2007). The backward and forward chain of sequential causality may imply the two way relationship in LUTI, that is the transport development will influence urban pattern and (residential) location (Waddell et al., 2007), and that the urban pattern affect the available choice of transportation in turn (Hall, 1969, p. 428).

IV. CONCLUSION

Path analysis or SEM model developed in this paper contributed to explain the role of property value in the set of relationship in the LUTI framework. The property value concept related directly with the improvement of accessibility post the public transport extension. Path analysis explained the set of relationship clearer in terms of sequential causality. However, this paper reported relationship from accessibility to property value emerged as a backward chain, and from accessibility to land use (development area and floor space area) as a forward chain in the relationship, and no direct or indirect relationship from property value to land uses. These findings implied the worthiness of SEM technique as a more powerful tool to reveal a complex relationship attached to the LUTI framework.
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