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Abstract

In this letter, we investigate the hybrid beamforming based on deep reinforcement learning (DRL) for millimeter Wave (mmWave) multi-user (MU) multiple-input-single-output (MISO) system. A multi-agent DRL method is proposed to solve the exploration efficiency problem in DRL. In the proposed method, prioritized replay buffer and more informative reward are applied to accelerate the convergence. Simulation results show that the proposed architecture achieves higher spectral efficiency and less time consumption than the benchmarks, thus is more suitable for practical applications.
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I. INTRODUCTION

Hybrid beamforming (HBF) has been a key technique in the application of millimeter Wave (mmWave) massive multiple-input-multiple-output (MIMO) system to reduce the amount of radio-frequency (RF) chains. To obtain the hybrid precoding matrices, several iterative methods, such as [1]–[4], have been proposed for single-user and multi-user (MU) systems. While providing effective HBF solutions, these algorithms were based on the assumption that the array response sets of the transceiver are available. This requires the knowledge of the angles of arrival...
and departure (AoA/AoD) of each user, which are hard to accurately estimate in practice. Also, the iterative algorithms introduce unnegligible processing delays.

Recently, due to its ability to handle the non-convex problem, reinforcement learning (RL) has been used in wireless communication systems design [5]–[10]. Compared to the supervised learning (SL) methods which are widely investigated these years, RL methods do not need the pre-obtained large amount of training data, which might be very difficult to obtain. Moreover, RL is more robust to the environment [8]. For the SL methods, new training data is needed and the network needs to be retrained, when the transmission environment changes to the one not included in the training data. In contrast, RL can adaptively and efficiently track the environment change based on its experience buffer. In [6], [7], RL method was used to choose the HBF matrices from codebooks generated by traditional methods. In [8], single-agent deep RL (DRL) was used to design the digital precoder. Compared to single-agent DRL, multi-agent DRL (MADRL) algorithm can improve the learning speed and reduce the exploration cost. In [9], [10], the Q-learning and deep Q-networks (DQN) were extended to multi-agent pattern to solve the power control and beamforming problems.

In this letter, we investigate the HBF design for mmWave MU-MISO system exploiting DRL method. We propose a deep deterministic policy gradient (DDPG) [11] based MADRL algorithm to learn the analog beamformers. The proposed algorithm employs multi-agent joint exploration, improved experience replay buffer with priority, and more informative reward to simultaneously explore different subspaces of the environment. Simulations show that the performance and convergence speed of the proposed MAHBF algorithm outperforms the traditional algorithms.

II. SYSTEM MODEL

Consider a mmWave MU-MISO system consisting of a base station (BS) with $N_t$ antennas and $N_{RF}^t$ RF chains, and $K$ single-antenna users, where $K \leq N_{RF}^t < N_t$. The received signal of user $k$ can be written as

$$y_k = h_k^H f_k s_k + h_k^H \sum_{l \neq k} f_l s_l + n_k,$$

where $s_k$ satisfying $\mathbb{E}[s_k^2] = 1$ and $n_k \sim \mathcal{CN}(0, \sigma_k^2)$ are the transmitted signal and received noise of user $k$, $\sigma_k^2$ is the noise power, $h_k \in \mathbb{C}^{N_t \times 1}$ is the channel vector from BS to user $k$. 
\[ f_k = \mathbf{F}_{RF} f_{Dk}, \quad f_{Dk} \in \mathbb{C}^{N_{RF} \times 1} \] is the digital beamforming vector of user \( k \), \( \mathbf{F}_{RF} \in \mathbb{C}^{N_t \times N_{RF}} \) is the analog precoder with the \((i, j)\)-th element \( \mathbf{F}_{RF}(i, j) \) satisfying the constant modulus constraints \( |\mathbf{F}_{RF}(i, j)| = 1 \), the beamforming vector satisfies the total power constraint \( \text{Tr}(\mathbf{F}_{RF}^H \mathbf{F}_{RF} \mathbf{F}_{D} \mathbf{F}_{D}^H) \leq P_t \), \( P_t \) is the transmitted power, and \( \mathbf{F}_D = [f_{D1}, \cdots, f_{DK}] \). Then, the spectral efficiency of user \( k \) is

\[
R_k = \log_2 \left( 1 + \frac{|h_k^H \mathbf{F}_{RF} f_{Dk}|^2}{\sigma_k^2 + \sum_{l \neq k} |h_k^H \mathbf{F}_{RF} f_{Dl}|^2} \right). \tag{2}
\]

Assuming uniform linear array (ULA) at the BS, we use the geometric channel model [12], i.e.,

\[
h_k = \sqrt{\frac{N_t}{N_{cl} N_{ray}}} \sum_{i=1}^{N_{cl}} \sum_{j=1}^{N_{ray}} \alpha_{ij} g_i(\varphi^l_{ij}), \tag{3}
\]

where \( N_{cl} \) is the number of scattering clusters, \( N_{ray} \) is the number of scattering rays per cluster, \( \alpha_{ij} \sim \mathcal{CN}(0, \sigma^2_{a,i}) \) is the complex path gain of \( j \)-th ray in the \( i \)-th cluster, \( \sigma^2_{a,i} \) is the average power gain of the \( i \)-th cluster, \( \varphi^l_{ij} \) is the AoD,

\[
g_i(\varphi) = \frac{1}{N_t} [1, e^{j \frac{2\pi \tilde{d}}{\lambda} \sin(\varphi)}, \cdots, e^{j (N_t - 1) \frac{2\pi \tilde{d}}{\lambda} \sin(\varphi)}]^T, \tag{4}
\]

\( \lambda \) is the carrier wavelength, and \( \tilde{d} \) is the antenna spacing.

To maximize the throughput of the considered system, the HBF design problem can be given as

\[
\max_{\mathbf{F}_D, \mathbf{F}_{RF}} \sum_{k=1}^{K} R_k, \\
\text{s.t.} \quad \text{Tr}(\mathbf{F}_{RF}^H \mathbf{F}_{RF} \mathbf{F}_{D} \mathbf{F}_{D}^H) \leq P_t, \quad |\mathbf{F}_{RF}(i, j)| = 1, \forall i, j. \tag{5}
\]

In this letter, we try to solve the analog precoder design problem in [5] through MADRL algorithm, while adopt the zero-forcing (ZF) digital precoder to suppress the inter-user interference.

### III. MADRL Hybrid Beamforming Architecture

In this section, we propose a MADRL algorithm to design the analog precoder for the considered MU-MISO systems.

#### A. Overall Architecture

The proposed MADRL HBF (MAHBF) algorithm regards the whole transmission system seen at BS as the environment. It takes the channel matrix \( \mathbf{H} = [h_1, \cdots, h_K]^H \) as input and outputs
the analog precoder and its corresponding digital precoder after several learning iterations. As illustrated in Fig. 1, the core of this algorithm consists of \( Y \) agents, a centralized critic network to coordinate the behaviours of the agents, a centralized predictive network to guide the exploration of the agents. Each agent \( i \) contains an actor network \( \mathcal{A}_i \), a target actor network \( \mathcal{A}'_i \), and a prioritized replay buffer \( \mathcal{D}_i \) with capacity \( N_{D_i} \). The centralized critic network \( \mathcal{C} \) and predictive network \( \mathcal{P} \) also have a corresponding target network \( \mathcal{C}' \) and \( \mathcal{P}' \). The target networks are used to soft update these networks \([11]\). For simplicity, the target networks are not shown in Fig. 1. The network \( \mathcal{A}_i, \mathcal{A}'_i, \mathcal{C}, \mathcal{C}', \mathcal{P}, \) and \( \mathcal{P}' \) are parameterized by \( \theta_{\mathcal{A}_i}, \theta_{\mathcal{A}'_i}, \theta_{\mathcal{C}}, \theta_{\mathcal{C}'}, \theta_{\mathcal{P}}, \text{ and } \theta_{\mathcal{P}'} \), respectively.

![Fig. 1. Block diagram of the MADRI HBF method.](image)

Note that our aim is to obtain the analog precoder, and each element of the analog precoder can be uniquely determined by its phase. Thus, at learning iteration \( t \), the state of the \( i \)-th agent is defined as the phases of the elements of the analog precoder at the previous learning iteration, i.e., \( s_i^{(t)} = \{ \angle \mathbf{F}_{RF,i}^{(t-1)} \} \), and the input vector of its actor network is

\[
s_i^{(t)} = \text{vec}(\angle \mathbf{F}_{RF,i}^{(t-1)}),
\]

where \( \mathbf{F}_{RF,i}^{(t-1)} \) is the analog precoder obtained by the \( i \)-th agent at learning iteration \( t - 1 \), and \( \angle \) means the phases of the matrix elements. Its corresponding action is the phase of the analog precoder at the current learning iteration, i.e., \( a_i^{(t)} = \{ \angle \mathbf{F}_{RF,i}^{(t)} \} \). Thus, the output vector of the actor network is

\[
a_i^{(t)} = \text{vec}(\angle \mathbf{F}_{RF,i}^{(t)}).
\]
The initial states \( s_i^{(1)} \) of different agents are set to be orthogonal so that they are initialized at different subspaces. Specifically, all the \( F_{RF,i}^{(0)} \) are first randomly generated, and then orthogonalized by the Schmidt orthogonalization approach so that the initial actions of different agents satisfy that 
\[
(\text{vec}(F_{RF,i}^{(0)}))^H \text{vec}(F_{RF,j}^{(0)}) = 0, \, i \neq j.
\]

With the obtained \( F_{RF,i}^{(t)} \), ZF beamforming is used to generate the low-dimensional digital precoder \( F_{D,i}^{(t)} \) [2], i.e.,
\[
F_{D,i}^{(t)} = \tilde{F}_{D,i}^{(t)} (P_i^{(t)})^{\frac{1}{2}},
\]
where \( F_{D,i}^{(t)} = [f_{D_1,i}^{(t)}, \ldots, f_{D_K,i}^{(t)}] \), \( f_{D_k,i}^{(t)} \) is the digital beamforming vector of user \( k \) obtained by the \( i \)-th agent,
\[
\tilde{F}_{D,i}^{(t)} = (F_{RF,i}^{(t)})^H HF_{RF,i}^{(t)} (HF_{RF,i}^{(t)})^H)^{-1},
\]
\( P_i^{(t)} = \text{diag}(p_{1,i}^{(t)}, \ldots, p_{K,i}^{(t)}) \) with \( p_{k,i}^{(t)} \) representing the received signal power obtained by user \( k \) of the \( i \)-th agent. The diagonal power matrix \( P_i^{(t)} \) is obtained by the water-filling method [2] to maximize the sum rate, and can be given as \( p_{k,i}^{(t)} = (\mu_i^{(t)}/y_{k,i}^{(t)} - \sigma_k^2)^+ \), where \((\cdot)^+\) is the non-negative operator, \( y_{k,i}^{(t)} \) is the \( k \)-th diagonal element of \( Y_i^{(t)} = (\tilde{F}_{D,i}^{(t)})^H (F_{RF,i}^{(t)})^H F_{RF,i}^{(t)} \tilde{F}_{D,i}^{(t)} \), and \( \mu_i^{(t)} \) is selected to ensure the power constraint \( \sum_k y_{k,i}^{(t)} p_{k,i}^{(t)} \leq P_t, \forall i \).

With the output action of the \( i \)-th agent, the environment feeds back a raw reward \( r_i^{(t)} \) to evaluate the action. Since the object of this HBF design is to maximize the sum rate, the raw reward is therefore defined as the sum rate. With ZF digital precoders and [2], the raw reward can be expressed as
\[
r_i^{(t)} = \sum_{k=1}^K \log_2 (1 + p_{k,i}^{2}/\sigma_k^2).
\]

The predictive network \( P \) takes the state-action pair \( (s_i^{(t)}, a_i^{(t)}) \) as the input, and outputs a predicted reward value \( \sigma_i^{(t)} \). The raw reward \( r_i^{(t)} \) is then modified into \( \tilde{r}_i^{(t)} \) based on \( \sigma_i^{(t)} \), which will be introduced later in Section [III-D]. The centralized critic network \( C \) also takes \( (s_i^{(t)}, a_i^{(t)}) \) as input, it outputs the Q-value of each agent’s state-action pair, i.e., \( Q^C(s_i^{(t)}, a_i^{(t)}) \), to the corresponding agent. Next, the \( i \)-th agent stores the experience \( \{s_i^{(t)}, a_i^{(t)}, \tilde{r}_i^{(t)}, s_i^{(t+1)}, \varphi_i^{(t)}\} \) into its replay buffer \( D_i \), where \( \varphi_i^{(t)} \) is the priority of this experience and will be introduced in Section [III-C]. After that, \( M_i \) samples are taken from \( D_i \), where \( \sum M_i = M \) and \( M \) is the total number of samples taken from all the agents’ buffers, to update all the neutral networks based on the Q-values.
Then, the algorithm moves to the next learning iteration until $|\mathbf{F}_{RF,i}^{(t)} - \mathbf{F}_{RF,i}^{(t-1)}| < \tau_{\text{thres}}$ or $t = T$, where $\tau_{\text{thres}}$ is a pre-defined threshold. At last, the action of the agent with the largest Q-value is selected as the analog precoder. The main steps of the proposed algorithm are listed in Algorithm 1 and the key details are described in the following subsections.

Algorithm 1 MADRL-aided HBF algorithm

1: Input the channel matrix $\mathbf{H}$;
2: Initialize $\mathcal{C}$, $\mathcal{P}$, and $\{\mathcal{A}_i, \mathcal{D}_i\}_{i=1}^Y$;
3: Initialize all the state $s_i^{(1)}$ orthogonally;
4: for $t = 1, 2, \ldots, T$ do
5: Each agent outputs its action $a_i^{(t)}$;
6: Environment feedbacks reward $r_i^{(t)}$ to each agent;
7: Each agent outputs its $(s_i^{(t)}, a_i^{(t)})$ pair to $\mathcal{C}$ and $\mathcal{P}$;
8: $\mathcal{C}$ outputs $Q_c(s_i^{(t)}, a_i^{(t)})$ to each agent;
9: $\mathcal{P}$ outputs $\sigma_i^{(t)} = P(s_i^{(t)}, a_i^{(t)})$ to each agent;
10: The reward is modified according to (16);
11: Each agent store experience in its replay buffer $\mathcal{D}_i$;
12: Sampling from the buffers to update $\mathcal{C}$, $\mathcal{P}$, and $\{\mathcal{A}_i\}$;
13: if $|\mathbf{F}_{RF,i}^{(t)} - \mathbf{F}_{RF,i}^{(t-1)}| < \tau_{\text{thres}}$ then break;
14: end for
15: Select the action $a_i^{(t)}, \forall i$ with the largest Q-value as $\mathbf{F}_{RF}^{(t)}$ and the corresponding $\mathbf{F}_{D,i}^{(t)}$ as $\mathbf{F}_D$;

B. Multi-agent Joint Exploration

Considering that a single agent can only explore a local subspace and needs high sampling complexity to learn an acceptable behaviour policy, one possible solution to accelerate the convergence of policy iteration is the joint exploration of the multiple agents. In the proposed MADRL algorithm, $Y$ agents are initialized orthogonally to handle the same task. Then, it coordinately explores the state space of each agent in the previous learning stage, so that each agent can explore different state space to speed up the convergence of the beamforming policy.

Note that the reinforcement learning works based on the assumption that the environment can be formulated as a Markov Decision Process (MDP). In the multi-agent learning system, each agent’s state transition depends on the agents’ joint actions, which means the environment of one agent may not be stationary as the other learning agents update their policies. Thus, the Markov property in the single-agent case no longer holds. To keep a stationary environment for all agents, the steps in Algorithm 1 are for one channel realization, and retraining is needed when the channel conditions change. However, for practical implementations, the BS does not need to wait until the algorithm reaches the optimal solution to serve the users. It can perform the training and serve the users with the output precoder of each learning iteration at the same time.
agents, there should be collaborative approach among the agents. Therefore, a centralized critic network $C$ shared by all agents is introduced to ensure that the evaluation of different agents’ actor networks are impartial, so that, from the perspective of a certain agent, the environment is stationary. Specifically, at every learning step, the critic network obtains the state-action pairs from all agents, outputs the Q-value to evaluate them based on the agents’ observation, and feeds back the Q-values to each agent for their updates.

C. Prioritized Replay Buffer

The experience replay buffer enables the DRL agent to memorize and reuse prior experiences, and update its neural networks by uniformly sampling from the buffer. However, this method simply replays the samples at the same frequency, regardless of their significance. Since the networks are updated to minimize the temporal-difference error (TD-error) between the approximated Q-value $Q^C(s_i, a_i)$ and the target $y_i$, by stochastic gradient descent (SGD), the transitions with larger TD-error will contribute more in calculating the gradient. Therefore, we demonstrate the importance of each transition by the TD-error [13], and intend to reuse the experiences with larger TD-error more frequently to make exploration efficient. Thus, the priority of the $n$-th transition in the replay buffer $D_i$ is defined as the difference between its Q-value obtained from the critic network and the modified reward, i.e., $\varphi_i^{(t_n)} = Q^C(s_i^{(t_n)}, a_i^{(t_n)}) - r_i^{(t_n)} + \delta$, and is also stored in the replay buffer, where the transition $e_i^{(n)} = \{s_i^{(t_n)}, a_i^{(t_n)}, r_i^{(t_n)}, s_i^{(t_n+1)}, \varphi_i^{(t_n)}\}$ is the $n$-th experience in $D_i$, which is the experience of the $t_n$-th learning iteration of the $i$-th agent, and $0 < \delta \ll 1$ is a bias to ensure positive priority.

With the transition $e_i^{(n)}$, each agent holds its own replay buffer $D_i$ in the form of “sum-tree” to improve sampling efficiency, as shown in Fig. 2. The lowest-level leaf node stores the transition while the remaining nodes only store the sum of the priority of their children nodes, i.e., $\Phi_i^{ab}$, where $a$ and $b$ are the indexes of its children nodes. The root node records the sum of the priority of all samples in $D_i$, denoted as $\Phi_i^{root}$. Considering the access frequency of a sample can also reflect its importance [14], we further modify the priority of each leaf node using its access frequency $\rho_i^{(n)}$ as

$$\varphi_i^{(t_n)} = Q^C(s_i^{(t_n)}, a_i^{(t_n)}) - r_i^{(t_n)} + \frac{\rho_i^{(n)}}{\sum_j \rho_i^{(j)}} + \delta.$$  (11)
Prioritized replay buffer
\[ \Phi_i^{\text{root}} = \sum_{k} \varphi_i(t_k) \]

\[ \Phi_i^{12,34} = \Phi_i^{12} + \Phi_i^{34} \]

\[ \Phi_i^{56,78} = \Phi_i^{56} + \Phi_i^{78} \]

\[ \Phi_i^{12} = \varphi_i(t_1) + \varphi_i(t_2) \]

\[ \Phi_i^{34} = \varphi_i(t_3) + \varphi_i(t_4) \]

\[ \Phi_i^{56} = \varphi_i(t_5) + \varphi_i(t_6) \]

\[ \Phi_i^{12} = \varphi_i(t_7) + \varphi_i(t_8) \]

\[ e_i^{(m)} = \{ s_i(t_m), a_i(t_m), r_i(t_m), s_i(t_m+1), \varphi_i(t_m) \} \]

Prioritized replay buffer
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\[ e_i^{(5)} \]

\[ e_i^{(6)} \]
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**Fig. 2. The Prioritized Experience Replay**

To make each agent effectively utilize the knowledge learned by the other agents instead of exploring the entire state-action space, we further take the contribution of different agent into consideration. Note that the sum priority \( \Phi_i^{\text{root}} \) stored in the root node of \( D_i \) reveals the importance of the \( i \)-th agent in the update of the centralized critic network. The agent with higher \( \Phi_i^{\text{root}} \) should contribute more. Thus, we define the priority of the \( i \)-th agent as

\[ q_i = \exp(\Phi_i^{\text{root}})/\sum_j \exp(\Phi_j^{\text{root}}). \]

In each learning iteration, a \( M \)-size minibatch is sampled, and the number of experiences sampled from \( D_i \) is \( M_i = \lfloor q_i M \rfloor \), where \( \lfloor \cdot \rfloor \) is the round down operation. Moreover, the probability of sampling the \( m \)-th transition in the \( i \)-th replay buffer \( D_i \) is set to \( P_i(t_m) = \varphi_i(t_m)/\sum_{i,j} \varphi_i(t_j) \), so that the probability of being sampled is monotonic in the transition’s priority. The loss function of the centralized critic network is

\[ L(\theta_C) = \frac{1}{M} \sum_{i=1}^{Y} \sum_{m=1}^{M_i} q_i^{(t)} \left( Q^C(s_i^{(t_m)}, a_i^{(t_m)}) - y_i^{(t_m)} \right)^2, \]  

where \( q_i^{(t)} \) is the priority of the \( i \)-th agent at learning iteration \( t \), and the target

\[ y_i^{(t_m)} = r_i^{(t_m)} + \gamma Q^C(s_i^{(t_m+1)}, a_i^{(t_m)}) \bigg|_{a_i^{(t_m)} = A_i'(s_i^{(t_m+1)})}, \]

where \( \gamma \) is the discount factor to guarantee convergence. The policy gradient of the \( i \)-th agent and the centralized critic network are updated via (12) and

\[ \theta_{A_i} = \arg \min_{\theta_{A_i}} \frac{q_i^{(t)}}{M_i} \sum_{m=1}^{M_i} -Q^C(s_i^{(t_m)}, a) \bigg|_{a = A_i'(s_i^{(t_m)})}, \]
and all the target networks are soft updated according to

$$\theta'_{A_i} = \tau \theta_{A_i} + (1 - \tau) \theta'_{A_i}, \quad \theta'_{C_i} = \tau \theta_{C_i} + (1 - \tau) \theta'_{C_i},$$

(15)

where $\tau \ll 1$ is an update factor to ensure the weights of target networks to change slowly. In this way, the agents with larger priority and the experiences with greater TD-errors are used to provide more information for the update of networks. The improved experience replay buffer enables the critic network to evaluate and coordinate all the agents’ behavior, while the actor networks of different agents can learn concurrently. Thus, the time consumption of convergence is shortened.

D. More informative reward

An undeniable problem in RL is the insufficient-information reward compared with the informative label in supervised learning. When most agents get feedback with insufficient information, the learning process is difficult to perform, especially under the unstationary environment caused by the interaction of multiple agents. A method for increasing the information embedded in the reward based on the latent state was proposed in [15]. It uses the experience stored from previous trajectories as the representation of reward to train a network, which predicts the reward of the new state-action pair. However, it requires numerous repetitive simulations, which is too costly in complex environments.

In this letter, we propose a centralized predictive network $P$. It uses the output of the critic network as target to estimate the reward of the current state-action pair, therefore can gather the experiences from all agents’ replay buffers for real-time training other than the pre-experiment in [15]. At every learning iteration $t$, the $i$-th agent obtains the state and action of the current learning iteration, i.e., $(s^{(t)}_i, a^{(t)}_i)$. The predictive network uses it as input, and outputs a predicted value $\sigma^{(t)}_i = P(s^{(t)}_i, a^{(t)}_i | \theta_P)$ as bias to refine the reward, i.e.,

$$\tilde{r}^{(t)}_i = r^{(t)}_i + \eta \sigma^{(t)}_i,$$

(16)

where the discount factor $\eta$ is used to determine how much the predictive value is used to
increase the information in the reward. The loss function of the predictive network is

$$L(\theta_P) = \frac{1}{M} \sum_{i=1}^{Y} \sum_{m=1}^{M_i} q_i(t)(Q_{i}((s_{i}^{(t m)}, a_{i}^{(t m)})) - \sigma(t m))^2.$$  \hspace{1cm} (17)

Then, it is updated by SGD. Note that the predictive and critic network are updated at the same time using the same experiences, and the gradient flows from the predictive network and actor networks to the critic network. Therefore, the final gradient of the critic network is the sum of the gradients from the predictive network and actor networks. In this way, the more informative reward accelerates the update of the centralized predictive network and critic network, which leads to more efficient and effective explorations of all agents.

IV. SIMULATION

In this section, we provide the simulation results to validate the performance of the proposed MAHBF algorithm. The proposed algorithm and the two benchmarks are all implemented on the following configurations: deep learning platform PyTorch 1.3.1, one graphic for NVIDIA Tesla V100 32GB. In the simulations, we set $N_t = 64$, $N_{RF}^t = K = 8$, $\bar{d} = \lambda / 2$, $N_{cl} = 10$, and $N_{ray} = 8$. All the networks are composed of four fully-connected layers. The input layer of the actor networks includes $N_t N_{RF}^t$ nodes, and the input layer of the critic and predictive networks both includes $2N_t N_{RF}^t$ nodes. The second and third layers of all the networks are hidden layers with 300 and 200 neurons, respectively. All the first three layers use the rectified linear units (ReLU) as the activation function. The output layer of each actor network has $N_t N_{RF}^t$ nodes, and the output layer of the critic and predictive network both have 1 node. All these output layers use tanh function as the activation function, and $\alpha = 10^{-3}$, $\gamma = 0.95$, $\tau = 10^{-3}$, $\tau_{\text{thres}} = 10^{-4}$, $N_{D_i} = 500$, $\forall i$, and $M = 32$.

Fig. 3 compares the sum rate achieved by the proposed MAHBF algorithm under $Y = 1, 2,$ and 3, with the algorithms in [2] and [3], and the performance of the full digital ZF precoder is provided as an upper bound. In this figure, the effects of each of the three proposed improvements are also shown. The algorithm with only the multi-agent exploration is referred to as “case1”, the one with the multi-agent exploration and the prioritized replay buffer is referred to as “case2”, and the one with all the three improvements is referred to as “case3”. Fig. 4 compares the
convergence performance of these cases with the single-agent DRL algorithm, that does not apply these improvements, under SNR = 5 dB.

Fig. 3 shows that almost all these three cases can achieve higher sum rate than the methods in [2], [3], with the only exception that case1 is slightly inferior to the method in [2] under low SNR with \( Y = 1 \). Fig. 4 shows that when \( Y = 2 \), the convergence of case1, case2, and case3 requires about 200, 150, and 130 learning iterations, while the single-agent approach requires 250 learning iterations. From both figures, it can be seen that all these proposed improvements contribute to the sum rate increment as well as convergence acceleration, i.e., case3 outperforms case2, and case2 outperforms case1. It can also be seen that the prioritized buffer provides more performance increment than the other two improvements.

From Fig. 3, it can be seen that the performance of the proposed algorithm with all three improvements is very close to the upper bound. It can also be seen that the proposed algorithm with \( Y = 3 \) outperforms the proposed algorithm with \( Y = 1 \), while the proposed algorithm with \( Y = 2 \) outperforms both the other two cases. This indicates that more agents is not always better, since the variance of the policy gradient can be increasingly large when the number of DRL agents increases [16]. Although the proposed multi-agent exploration and the other two
methods help to improve the system performance, this increasing variance of the policy gradient degrades the performance. Thus, there exists an optimal number of agents.

Table I shows the time consumption required for convergence of different algorithms when SNR = 5 dB. It can be seen that the time consumption of the proposed algorithm is much less than the other algorithms. We also obtained that the convergence of two-agent and three-agent approaches requires about 130 and 145 learning iterations, while the single-agent approach requires 250 learning iterations. It can be seen that with multiple agents, the time consumption and iterations required to converge are reduced, and the proposed algorithm with $Y = 2$ has the lowest time consumption.

Although the convergence time of the proposed algorithm might not be extremely short to satisfy the coherence time constraint of mmWave channel under current condition, we believe that it can be greatly reduced with the improving of the computing power brought by the development of the high performance computer.
V. CONCLUSION

In this letter, we proposed a novel hybrid beamforming design architecture based on MADRL algorithm for mmWave MU-MISO systems. In this algorithm, multiple agents were used to accelerate the learning process. Moreover, multi-agent joint exploration, an improved prioritized replay buffer, and a reward-prediction network were proposed. Simulations verified that the proposed algorithm can achieve considerable performance while has much less time consumption.
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