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Abstract

Nonconvex-nonconcave saddle-point optimization in machine learning has triggered lots of research for studying non-monotone variational inequalities (VI). In this work, we introduce two mirror frameworks, called mirror extragradient method and mirror extrapolation method, for approximating solutions to relatively Lipschitz and monotone-like VIs. The former covers the well-known Nemirovski’s mirror prox method and Nesterov’s dual extrapolation method, and the recently proposed Bregman extragradient method; all of them can be reformulated into a scheme that is very similar to the original form of extragradient method. The latter includes the operator extrapolation method and the Bregman extrapolation method as its special cases. The proposed mirror frameworks allow us to present a unified and improved convergence analysis for all these existing methods under relative Lipschitzness and monotone-like conditions that may be the currently weakest assumptions guaranteeing (sub)linear convergence.
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1 Introduction

Variational inequalities (VI), as a powerful mathematical tool to reformulate optimality conditions and saddle-point optimization [1, 2], have recently attracted renewed attention in the communities of machine learning and optimization. The most classic method for solving VIs may be the extragradient (EG) method, which was initially proposed by Korpelevich to modify the projected gradient method using extrapolation techniques so that the required strongly monotone assumption can be relaxed [3]. From a mirror descent perspective, Nemirovski [4] proposed a prox-method, which generalizes the EG method from the standard Euclidean case to non-Euclidean cases. Another non-Euclidean extension of EG is Nesterov’s dual extrapolation (EP) proposed via dual averaging technique [5]. Recently, the authors of [6] unified the mirror descent and dual averaging and proposed a unified framework which covers Nemirovski’s and Nesterov’s methods. Besides these
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extensions and unifications, there are lots of research aimed at improving the original EG methods by reducing the cost of EG per iteration that needs to evaluate gradients twice; see e.g. [7–11].

A common assumption behind all these methods above is that the operator in VIs is Lipschitz continuous and monotone. However, modern nonconvex-nonconcave saddle-point optimization problems such as those appeared in deep learning go beyond monotone VIs and hence the existing results fail to apply in non-monotone settings. This motivates a surge of interest to generalized VIs and its associated algorithms [12–18]. We restrict our attention to the line of research that relaxes the Lipschitz continuity and monotonicity assumptions.

The concept of relative Lipschitzness appeared about five years ago in the field of convex optimization [19, 20]. Following a basic observation on the classic proximal gradient, the authors of [19] proposed the Lipschitz-like/convexity condition to replace the usual Lipschitz continuity property. This property was also independently discovered by the authors of [20] under the name of relative smoothness. Recently, the notion of relative smoothness was extended to monotone VIs in [21]. The extension is not trivial since the formulation in VIs is quite different from that in optimization. It has been illustrated that the relative Lipschitzness is a very suitable tool to convergence analysis for several extragradient-type methods applied to monotone VIs [21, 22].

Regarding to the relaxation of monotonicity, generalized monotone VIs, whose operators are not necessarily monotone, were considered in the past few years; see e.g. the work [12]. In the community of machine learning, the generalized monotone assumption [12] was rediscovered in the work [13] under the name of variational coherence. In order to study weakly-convex-weakly-concave min-max problems for the training of generative adversarial networks, the authors of [14] proposed a weakly monotone condition for VIs. With the similar motivation, the authors of [15] introduced a new class of structured nonconvex-nonconcave min-max optimization problems by proposing a weak MVI (Minty variational inequality) condition, under which they proved sublinear convergence on the squared gradient norm for an EG-type method, named EG+ method. Another recent work [16] introduced a generalized strong monotonicity condition, with which the authors showed linear convergence for their proposed operator extrapolation method. It should be noted that all these mentioned works were done under the Lipschitz continuity assumption.

A natural question arises: can we combine the relative Lipschitzness and non-monotonicity to consider more general VIs? To answer this question, we first introduce two algorithmic frameworks—mirror EG method and mirror EP method by utilizing mirror mapping and extrapolation techniques as well as the tool of generalized Bregman distances. The new frameworks mainly depend on a mirror mapping function $\omega$. By suitably choosing subgradients from the subdifferential of $\omega$, we greatly expand our previously proposed Bregman EG and EP methods [22]. When the mirror mapping function is specialized to the so-called $X$-regularizer, the mirror EG method recovers the unified mirror prox method in [3]. Formally, the mirror EG method is very similar to the original EG method, which helps us clearly distinguish Nemirovski’s mirror prox method [4], Nesterov’s dual extrapolation method [3], and our Bregman EG method [22]. The mirror EP method is formally similar to Bregman EP method and covers the operator EP method [16]. Theoretically, we derive a group of convergence results for our proposed frameworks under relative Lipschitzness and generalized monotone-like assumptions, which generalize and improve the existing theory. For example, Theorem [2] for mirror EG method generalizes the convergence result of EG+ in [15] and Theorem [4] for mirror EP method generalizes and improves the convergence result of operator EP in [16].

The remainder of the paper is organized as follows. In Section 2, we present some basic nota-
tions and elementary preliminaries. In Section 3, the VI problem of interest and the saddle-point optimization problem are formulated, along with a group of Lipschitz-like and monotone-like assumptions. In Section 4, by introducing the mirror mapping and extrapolation techniques, we propose the mirror EG and EP methods. We also present an algorithmic application to a class of constrained saddle-point optimization problems. In Section 5, we study convergence properties of the proposed frameworks under relative Lipschitzness and generalized monotone-type conditions. Section 6 gives some concluding remarks and several research directions for future work.

2 Preliminaries

2.1 Notation

In this paper, we restrict our attention to an arbitrary finite dimensional space \( \mathbb{R}^d \) associated with inner product \( \langle \cdot, \cdot \rangle \). Denote the norm in \( \mathbb{R}^d \) by \( \| \cdot \| \) and its dual norm by \( \| \cdot \|_* \). For a multi-variables function \( f(x,y) \), we use \( \nabla_x f \) (respectively, \( \nabla_y f \)) to denote the gradient of \( f \) with respect to \( x \) (respectively, \( y \)). Given a subset \( \Omega \subset \mathbb{R}^d \), the characteristic function of \( \Omega \) is denoted by \( I_{\Omega} \) that takes value zero on \( \Omega \) and equals to \( +\infty \) elsewhere.

2.2 Convex analysis tools

We present some basic notations and facts about convex analysis, which will be used in our study.

**Definition 1.** A function \( \phi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \) is convex if for any \( \alpha \in [0,1] \) and \( u,v \in \mathbb{R}^d \), we have
\[
\phi(\alpha u + (1-\alpha)v) \leq \alpha \phi(u) + (1-\alpha)\phi(v);
\]
and strongly convex with modulus \( \mu > 0 \) if for any \( \alpha \in [0,1] \) and \( u,v \in \mathbb{R}^d \), we have
\[
\phi(\alpha u + (1-\alpha)v) \leq \alpha \phi(u) + (1-\alpha)\phi(v) - \frac{1}{2}\mu\alpha(1-\alpha)\|u-v\|^2.
\]
Furthermore, \( \phi \) is concave if \( -\phi \) is convex.

Let \( f(x,y) : \mathbb{R}^{p+q} \to \mathbb{R} \cup \{+\infty\} \) be a function. If \( f(x,y) \) is convex in \( x \) for any fixed \( y \) and concave in \( y \) for any fixed \( x \), then we say it is convex-concave.

**Definition 2.** Let \( \phi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \) be a convex function. The subdifferential of \( \phi \) at \( u \in \mathbb{R}^d \) is defined as
\[
\partial \phi(u) := \{u^* \in \mathbb{R}^d : \phi(v) \geq \phi(u) + \langle u^*, v-u \rangle, \ \forall v \in \mathbb{R}^d \}.
\]
The elements of \( \partial \phi(u) \) are called the subgradients of \( \phi \) at \( u \). The effective domain of \( \phi \) is defined as \( \text{dom} \phi := \{x \in \mathbb{R}^d : \phi(x) < +\infty \} \) and the effective domain of \( \partial \phi \) is given by
\[
\text{dom} \partial \phi := \{x \in \mathbb{R}^d : \partial \phi(x) \neq \emptyset \}.
\]

The subdifferential generalizes the classical concept of differential because of the well-known fact that \( \partial \phi(u) = \{\nabla \phi(u)\} \) when the function \( \phi \) is differentiable. In terms of the subdifferential, the strong convexity in Definition 1 can be equivalently stated as \( \| \cdot \|_* \): For any \( u,v \in \mathbb{R}^d \) and \( v^* \in \partial \phi(v) \), we have
\[
\phi(u) \geq \phi(v) + \langle v^*, u-v \rangle + \frac{\mu}{2}\|u-v\|^2. \tag{1}
\]
Definition 3. Let $\phi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be a convex function. The conjugate of $\phi$ is defined as

$$\phi^*(u^*) = \sup_{v \in \mathbb{R}^d} \{\langle u^*, v \rangle - \phi(v)\}.$$  

The following facts are well-known, which can be found from the classic textbooks [24] and [23].

Lemma 1. Let $\phi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be a lower-semicontinuous convex function with a nonempty domain. Then, the conditions $\phi(u) + \phi^*(u^*) = \langle u, u^* \rangle$, $u^* \in \partial \phi(u)$, and $u \in \partial \phi^*(u^*)$ are equivalent.

2.3 Bregman distance tools

The Bregman distance, originally introduced in [25], is a very powerful tool in many fields where distances are involved. Recently, a couple of variants of Bregman distances were introduced, see e.g. [26–28]. For simplicity as well as generality, we define the Bregman distance via a convex function, not necessarily differentiable.

Definition 4. Let $\omega : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be a convex function with $\text{dom} \partial \omega \neq \emptyset$. The Bregman distance $D^\omega_{\omega^*}(u,v)$ between $u \in \mathbb{R}^d$ and $v \in \text{dom} \partial \omega$ with respect to $\omega$ and a subgradient $v^* \in \partial \omega(v)$ is defined by

$$D^\omega_{\omega^*}(u,v) := \omega(u) - \omega(v) - \langle v^*, u - v \rangle.$$  

If the distance generating function $\omega$ is differentiable at $v$, the Bregman distance above reduces to

$$D^\omega_{\omega^*}(u,v) := \omega(u) - \omega(v) - \langle \nabla \omega(v), u - v \rangle.$$  

The following results on the Bregman distance, essentially coming from [27, 29], will be used in the later convergence analysis.

Lemma 2. Let $\omega : \mathbb{R}^d \to \mathbb{R}$ be a convex function with $\text{dom} \partial \omega \neq \emptyset$. For any $u, p, q \in \mathbb{R}^d$ and $p^* \in \partial \omega(p), q^* \in \partial \omega(q)$, we have that

$$D^\omega_{\omega^*}(u, p) - D^\omega_{\omega^*}(u, q) + D^\omega_{\omega^*}(p, q) = \langle q^* - p^*, u - p \rangle.$$  

If the function $\omega$ is $\mu$-strongly convex, then we have

$$D^\omega_{\omega^*}(p, q) \geq \frac{\mu}{2} \|p - q\|^2.$$  

3 The problem formulation and assumptions

In this section, we first introduce the VI problem of interest. Then, we discuss a group of assumptions on Lipschitz-like continuities and monotone-like conditions.

3.1 The problem formulation

Given a nonempty closed convex set $\mathcal{U} \subset \mathbb{R}^d$ and an operator $F : \mathcal{U} \to \mathbb{R}^d$, the VI problem of interest consists in finding $\hat{u}$ such that

$$\langle F(\hat{u}), u - \hat{u} \rangle \geq 0, \forall u \in \mathcal{U}.$$  

Such a point \( \tilde{u} \) is referred to as a strong solution of the VI problem (6). We denote the set of all such solutions by \( U_s \), assumed to be nonempty. If the operator \( F \) is monotone in the sense that
\[
\langle F(u) - F(u'), u - u' \rangle \geq 0, \forall u, u' \in U,
\]
then the VI problem (6) has the following equivalent problem that consists in finding \( \tilde{u} \) such that
\[
\langle F(u), \tilde{u} - u \rangle \leq 0, \forall u \in U.
\]
Such a point \( \tilde{u} \) is referred to as a weak solution of the VI problem (6). We denote the set of all such solutions by \( U_w \), which equals to \( U_s \) under the monotonicity of \( F \).

As an illustrative example, we consider the following constrained saddle-point optimization problem, which consists in finding a point pair \( (\hat{x}, \hat{y}) \in X \times Y \) such that
\[
f(\hat{x}, \hat{y}) = \min_{x \in X} \max_{y \in Y} f(x, y),
\]
where \( X \subset \mathbb{R}^p \) and \( Y \subset \mathbb{R}^q \) are closed convex sets, and the saddle-point function \( f : X \times Y \to \mathbb{R} \) is smooth convex-concave. Such a point \( (\hat{x}, \hat{y}) \in X \times Y \) is referred to as a saddle point (also called a Nash equilibrium), which can be characterized by
\[
f(\hat{x}, y) \leq f(\hat{x}, \hat{y}) \leq f(x, \hat{y}), \forall x \in X, y \in Y.
\]
Then, the constrained saddle-point problem can be equivalently reformulated into the VI problem (6) with \( U = X \times Y, u = (x, y), \hat{u} = (\hat{x}, \hat{y}) \), and the operator \( F : U \to \mathbb{R}^{p+q} \) being given by
\[
F(u) = F(x, y) := (\nabla_x f(x, y), -\nabla_y f(x, y))^T.
\]
The operator above is called saddle-point gradient operator.

### 3.2 Assumptions

The most common assumption for studying VIs in the literature may be the \( L \)-Lipschitz continuity condition of the operator \( F \), i.e., for some \( L > 0 \),
\[
\|F(u) - F(u')\|_* \leq L\|u - u'\|, \quad \forall u, u' \in U.
\]
If the operator \( F \) is specialized to the gradient operator of a function \( \phi \), then the property (11) recovers the gradient-Lipschitz-continuity condition (also called \( L \)-smoothness, see e.g. the book [30]), which was recently generalized to so-called relative smoothness for wider first-order optimization in [19, 20]. Motivated by the relative smoothness and the area convexity condition of [31], a weaker alternative to the \( L \)-Lipschitz continuity condition, called relative Lipschitzness, was introduced recently in [21] with the form:
\[
\langle F(v) - F(u), v - z \rangle \leq \lambda \cdot (D_\omega(v, u) + D_\omega(z, v)),
\]
where \( \omega \) is a convex and differentiable function and \( \lambda > 0 \) is the relatively Lipschitz constant. The proposed relative Lipschitzness is well-suited for the standard analyses of extragradient-type methods, as illustrated in [21] for mirror prox and dual extrapolation methods and in [22] for Bregman extragradient and extrapolation methods. In this study, in order to apply the relative Lipschitzness more widely, we slightly modify it by allowing the distance generating function \( \omega \) to be nondifferentiable.


Assumption 1. Let $\omega : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be a convex function satisfying $U \subset \text{dom} \partial \omega$ and let $\lambda$ be a positive parameter. We say that the operator $F$ is $\lambda$-relatively Lipschitz continuous with respect to $\omega$ on $U$ if for any $u,v,z \in U$ it holds that
\[
\langle F(v) - F(u), v - z \rangle \leq \lambda \cdot \left( \inf_{u^* \in \partial \omega(u)} D^{u^*}_\omega(v,u) + \inf_{v^* \in \partial \omega(v)} D^{v^*}_\omega(z,v) \right).
\]

(12)

The following two results, essentially observed in [21], respectively say that the relative Lipschitzness encapsulates the basic Lipschitz continuity and relative smoothness. Note that the relative notions in the second lemma are more general than the original statement in [21] since we allow the distance generating function $\omega$ to be nondifferentiable. For completeness, we give proofs in Appendix.

Lemma 3. If $\omega$ is strongly convex with modulus $\mu$ and $F$ is $L$-Lipschitz continuous, then $F$ is $L/\mu$-relatively Lipschitz continuous with respect to $\omega$ on the whole space $\mathbb{R}^d$.

Lemma 4. If $\phi$ is convex and $L$-relatively smooth with respect to $\omega$ in the senses that
\[
\phi(u) - \phi(v) - \langle \nabla \phi(v), u - v \rangle \leq L \cdot D^{u^*}_\omega(u,v), \forall u,v \in \mathbb{R}^d, \; u^* \in \partial \omega(v),
\]
then $F$, defined by $F := \nabla \phi$, is $L$-relatively Lipschitz continuous with respect to $\omega$ on the whole space $\mathbb{R}^d$.

The (relatively) Lipschitz continuity of $F$ defines (relatively) smooth VIs. In order to solve the VIs globally and more efficiently, monotone-like assumptions are usually necessary. Therefore, we introduce two monotone-like conditions, namely $\eta$-monotone and $\tau$-comonotone, as strengthen versions of (7). The operator $F$ is $\eta$-monotone if for any $u,u' \in U$ it holds that
\[
\langle F(u) - F(u'), u - u' \rangle \geq \eta \cdot \|u - u'\|^2.
\]

(14)

The operator $F$ is $\tau$-comonotone if for any $u,u' \in U$ it holds that
\[
\langle F(u) - F(u'), u - u' \rangle \geq \tau \cdot \|F(u) - F(u')\|^2.
\]

(15)

The $\eta$-monotonicity consists of three cases depending on the parameter: strong monotonicity when $\eta > 0$, weak monotonicity when $\eta < 0$, and monotonicity when $\eta = 0$. Similarly, the $\tau$-comonotonicity also consists of three cases: cocoercivity when $\tau > 0$, comonotonicity when $\tau < 0$, and monotonicity when $\eta = 0$; note that the definition of comonotonicity here is more general than that in [32] since we distinguish the norm and dual norm. There are interesting links between monotonicity of operator and convexity of function. A classic result is the correspondence between the convexity of a function $\phi$ and the monotonicity of its gradient $\nabla \phi$. Another well-known result is that the saddle-point gradient operator (10) is monotone if the saddle-point function $f(x,y)$ is smooth convex-concave and vice versa. Based on these facts, we may guess that some classes of non-convex and non-concave saddle-point functions could be characterized by certain non-monotonicity conditions. Actually, the connection between the weak monotonicity of the saddle-point gradient operator (10) and the weakly-convex-weakly-concave of the saddle-point function $f$ was recently established in [14]. Thereby, further relaxed monotonicity conditions in VIs allow us to cover saddle-point optimization problems more widely.
Note that the monotone-like assumptions previously mentioned are all characterized by inequalities that require all point pairs \((u, u')\) to satisfy. This requirement is strict but not necessary because we actually only need these inequalities to hold on some certain point pairs. Hence, it leaves us space for further relaxation; this idea was developed in convex optimization for relaxing the strong convexity in [33, 34]. Returning to VIs and with the same spirit of relaxation, the authors of [12] introduced the generalized monotone assumption, which was rediscovered in the work [13] under the name of variational coherence. In symbol, we say that the operator \(F\) is generalized monotone if for any \(\hat{u} \in \mathcal{U}\) it holds that

\[
\langle F(u), u - \hat{u} \rangle \geq 0, \forall u \in \mathcal{U}.
\]  

(16)

Obviously, this condition is implied by the monotonicity and also by the pseudo-monotone condition, which says that the operator \(F\) is pseudo-monotone if for any \(u, u' \in \mathcal{U}\) it holds that

\[
\langle F(u), u' - u \rangle \geq 0 \Rightarrow \langle F(u'), u' - u \rangle \geq 0.
\]  

(17)

Conversely, the generalized monotonicity does not imply the monotonicity or the pseudo-monotonicity, and hence it is a strictly weaker assumption; see the constructed example in [12]. Recently, the authors of [15] introduced the weak MVI condition, which is further weaker than the generalized monotonicity, for a class of structured nonconvex-nonconcave min-max optimization. It says that the operator \(F\) is \(\rho\)-weakly MVI monotone if \(\rho > 0\) and there exists \(\hat{u} \in \mathcal{U}\) such that for any \(u \in \mathcal{U}\) it holds that

\[
\langle F(u), u - \hat{u} \rangle \geq -\rho \cdot \|F(u)\|^{2}.
\]  

(18)

It has been shown in [15] that the \(\rho\)-weakly MVI monotone assumption is implied by the \((-\frac{\rho}{2})\)-comonotonicity [32] in the case of \(\mathcal{U} = \mathbb{R}^{d}\). Based on the interaction dominate condition in [18], the authors of [17] introduced a nonconvex-nonconcave condition that implies the the \(-\frac{\rho}{2}\)-comonotonicity and hence implies the \(\rho\)-weakly MVI monotonicity.

In order to study linear convergence of the operator extrapolation method, the authors of [16] proposed a generalized strong monotonicity condition, which is stronger than the generalized monotonicity but does not imply monotonicity. Letting \(\hat{u} \in \mathcal{U}_{s}\), it reads as

\[
\langle F(u), u - \hat{u} \rangle \geq 2\mu \cdot D_{\omega}(\hat{u}, u), \ \forall u \in \mathcal{U}.
\]  

(19)

When \(F = \nabla \phi\) and \(\omega = \frac{1}{2}\|\cdot\|^{2}\), the above inequality reduces to

\[
\langle \nabla \phi(u), u - \hat{u} \rangle \geq \mu \cdot \|\hat{u} - u\|^{2}, \ \forall u \in \mathcal{U},
\]  

(20)

which was introduced and studied in [33, 35, 36] under the name of restricted strongly convex property and in [13] under the name of strongly variational coherence. Below, we present a modified version of (19) by allowing the distance generating function \(\omega\) to be nondifferentiable, and call it relatively restricted monotonicity.

**Assumption 2.** Let \(\omega : \mathbb{R}^{d} \to \mathbb{R} \cup \{+\infty\}\) be a convex function with \(\mathcal{U} \subset \text{dom} \partial \omega\) and let \(\mu \geq 0\) be a given parameter. We say that the operator \(F\) is \(\mu\)-relatively restricted monotone with respect to \(\omega\) on \(\mathcal{U}\) if for any \(u \in \mathcal{U}\) and \(\hat{u} \in \mathcal{U}_{s}\) it holds that

\[
\langle F(u), u - \hat{u} \rangle \geq \sup_{u^{*} \in \partial \omega(u)} 2\mu \cdot D_{\omega}(\hat{u}, u).
\]  

(21)
4 Algorithmic frameworks

In this section, we introduce two mirror algorithmic frameworks, both of which are constructed by coupling the operator $F : \mathcal{U} \rightarrow \mathbb{R}^d$ and a convex function $\omega : \mathbb{R}^d \rightarrow \mathbb{R} \cup \{+\infty\}$.

4.1 Two pillars

In this part, we introduce the mirror mapping and extrapolation techniques, as two basic tools for constructing our mirror frameworks.

4.1.1 Mirror mapping technique

The mirror descent (MD) algorithm, originally introduced by Nemirovski and Yudin in [37], has become a very popular method in many applied mathematical fields. Here, we briefly recall its algorithmic motivation and the explanation in terms of nonlinear projection by following [38] and [39].

Suppose that we want to minimize a function $f$ in some Banach space $\mathcal{B}$, whose dual space $\mathcal{B}^*$ is assumed to be different from $\mathcal{B}$. Then, the gradient descent strategy can not be directly applied to minimizing $f$ since now the formulation

$$x - \eta \cdot \nabla f(x)$$

makes nonsense if the step size $\eta \neq 0$ due to the fact that $x \in \mathcal{B}$ whilst $\nabla f(x) \in \mathcal{B}^*$. There are two possible ways to remedy this: mapping $x$ into $\mathcal{B}^*$ or mapping $\nabla f(x)$ back to $\mathcal{B}$ so that both of them lie in the same space. More concretely, we first choose a map $\Psi : \mathcal{B} \rightarrow \mathcal{B}^*$ and its inverse map $\Psi^{-1} : \mathcal{B}^* \rightarrow \mathcal{B}$. The first way goes like

$$\Psi^{-1}(\Psi(x) - \eta \cdot \nabla f(x)).$$

The second way works as

$$x - \eta \cdot \Psi^{-1}(\nabla f(x)).$$

The MD algorithm follows from the first way by setting $\Psi = \nabla \omega$ and $\Psi^{-1} = \nabla \omega^*$ with a differentiable function $\omega$; while the dual space preconditional gradient descent, recently introduced in [40], follows from the second way.

Now, we describe the basic step of the MD as follows; see also Figure 1.

$$x^+ = \nabla \omega^*(\nabla \omega(x) - \eta \cdot \nabla f(x)).$$

(22)

Note that if $\omega$ is strongly convex, then (22) is just the first-order optimality condition of the following convex optimization:

$$x^+ = \arg\min_z \{\langle \eta \nabla f(x), z \rangle + \omega(z) - \langle \nabla \omega(x), z \rangle\}$$

$$= \arg\min_z \{\langle \eta \nabla f(x), z \rangle + D_\omega(z,x)\}. \quad (23)$$

This is exactly the nonlinear projection explanation introduced in [38]. If let $\omega = \frac{1}{2} \| \cdot \|^2$ with $\| \cdot \|$ being the Euclidean norm, then we have

$$x^+ = x - \eta \nabla f(x) = \arg\min_z \{\langle \eta \nabla f(x), z \rangle + \frac{1}{2} \| z - x \|^2 \}. \quad (24)$$
Therefore, (23) can be viewed as a generalized gradient descent (also called Bregman gradient descent) since it replaces the Euclidean distance proximity term $\frac{1}{2}\|z - x\|^2_2$ with the Bregman distance $D_\omega(z, x)$. In order to further generalize (23), we consider to replace the term $D_\omega(z, x)$ by the generalized Bregman distance $D^{\omega^*}(z, x)$ with $x^* \in \partial \omega(x)$; that is

$$x^+ = \arg\min_z \{\langle \eta \nabla f(x), z \rangle + D^{\omega^*}(z, x)\} = \nabla^{\omega^*}(x^* - \eta \nabla f(x)). \quad (25)$$

We call the update (25) generalized mirror descent method; see also Figure 2. Note that this update not only depends on the function $\omega$ but also the subgradient $x^*$. Different setting rules of such $x^*$ will correspond to different algorithmic schemes.

### 4.1.2 Extrapolation technique

The extragradient (EG) method, originally introduced by Korpelevich in 1976 [3], is also a modified gradient method using the idea of extrapolation rather than the mirror mapping. It first makes a trial step along a negative gradient direction to produce an “extrapolated” point, and then proceeds actual movement along the gradient at the extrapolated point. Applying this idea to the VI problem (6) with $\mathcal{U} = \mathbb{R}^d$, the basic step of the EG method can be described as follows:

$$\left\{ \begin{array}{l}
\tilde{u}_k = u_k - \eta F(u_k), \\
u_{k+1} = u_k - \eta F(\tilde{u}_k).
\end{array} \right. \quad (26)$$

Here, $\tilde{u}_k$ is the extrapolated point and $u_{k+1}$ is the actually updated point from $u_k$. In (26), two gradient-like sequences $\{F(u_k)\}$ and $\{F(\tilde{u}_k)\}$ need to compute. Recently, a single-call EG variant, which only requires to compute the sequence $\{F(\tilde{u}_k)\}$, received lots of attention [41–44]. This variant reads as

$$\left\{ \begin{array}{l}
\tilde{u}_k = u_k - \eta F(\tilde{u}_{k-1}), \\
u_{k+1} = u_k - \eta F(\tilde{u}_k).
\end{array} \right. \quad (27)$$

One can see that the new extrapolated point $\tilde{u}_k$ is obtained along the history gradient $F(\tilde{u}_{k-1})$ rather than $F(u_k)$. This slight modification provides us with the following equivalent form of (27), that is

$$\tilde{u}_{k+1} = \tilde{u}_k - \eta F(\tilde{u}_k) - \eta (F(\tilde{u}_k) - F(\tilde{u}_{k-1})). \quad (28)$$
The term \( F(\tilde{u}_k) - F(\tilde{u}_{k-1}) \) is referred to as an operator extrapolated term. At last, it should be noted that (28) can also be derived from Popov’s modification \[7\], which reads as
\[
\begin{align*}
\tilde{u}_k &= \bar{u}_{k-1} - \eta F(u_k), \\
u_{k+1} &= \bar{u}_k - \eta F(u_k).
\end{align*}
\] (29)
Eliminating the element \( \bar{u}_k \), we can get
\[
u_{k+1} = u_k - \eta F(u_k) - \eta(F(u_k) - F(u_{k-1})),
\] (30)
which is essentially (28). Note that Popov’s method is also a single-call EG-type variant.

4.2 The proposed methods

Very recently, we introduced two new EG variants, namely Bregman EG and EP methods in \[22\], by applying the generalized mirror descent (25) to the EG method (26) and to its extrapolated variant (30), respectively. Now, let us recall these two methods. The Bregman EG method generates the iterates \( \{u_k\} \) for \( k \geq 0 \) via the following scheme:
\[
\begin{align*}
\bar{u}_k &= \nabla^* (u^*_k - \alpha_k F(u_k)), \\
u_{k+1} &= \nabla^* (u^*_k - \alpha_k F(\bar{u}_k)), \\
u^*_{k+1} &= u^*_k - \alpha_k F(\bar{u}_k).
\end{align*}
\] (31)
The Bregman EP method generates the iterates \( \{u_k\} \) for \( k \geq 0 \) via the following scheme:
\[
\begin{align*}
u_{k+1} &= \nabla^* (u^*_k - \alpha_k F(\bar{u}_k) - \alpha_k \beta_k (F(u_k) - F(u_{k-1}))), \\
u^*_{k+1} &= u^*_k - \alpha_k F(u_k) - \alpha_k \beta_k (F(u_k) - F(u_{k-1})).
\end{align*}
\] (32)
In this study, we further generalize the Bregman EG and EP methods to solve VIs by utilizing other possible subgradients from the subdifferential \( \partial \omega(u_k) \). Corresponding to the Bregman EG method, we propose the following scheme, called mirror EG method.
\[
\begin{align*}
\bar{u}_k &= \nabla^* (u^*_k - \alpha_k F(u_k)), u^*_{k,1} \in \partial \omega(u_k), \\
u_{k+1} &= \nabla^* (u^*_k - \alpha_k F(\bar{u}_k)), u^*_{k,2} \in \partial \omega(u_k), \\
\langle u^*_{k,2} - u^*_{k,1}, u - u_k \rangle &\leq 0, \forall u \in \mathcal{U}, \\
\langle u^*_{k+1,2} - u^*_{k,2} + \alpha_k F(\bar{u}_k), u - u_{k+1} \rangle &\geq 0, \forall u \in \mathcal{U}.
\end{align*}
\] (33a) (33b) (33c) (33d)
In (33a) and (33b), we utilize two different subgradient sequences \{u_{k,1}^*\} and \{u_{k,2}^*\}, which distinguishes the mirror EG method from the Bregman EG method. Of course, the choosing of subgradients can not be arbitrary. In (33c), we add a constraint on them, in order to ensure the convergence analysis of the Bregman EG in [22] still to be feasible. The reader who will go
tinguishes the mirror EG method from the Bregman EG method. O f course, the choosing of
\(\beta\) At last, the introduction of parameter \(\beta\) was inspired by the EG+ method, recently suggested in [15]. The reader will find that if \(\beta\) is strictly less than one, then sublinear convergence of the mirror EG method may follow under the weakly MVI monotonicity.

To summarize, our motivation of proposing the mirror EG method is to utilize the subdifferential \(\partial \omega(u_k)\) more sufficiently and meanwhile guarantee it to converge safely.

Corresponding to the Bregman EP method, we similarly propose the mirror EP method as follows.

\[
\begin{align*}
\eta_k &= \alpha_k F(u_k) + \alpha_k \beta_k(F(u_k) - F(u_{k-1})), \\
\eta_k &= \nabla \omega^*(u_k - \xi_k), u_k^* \in \partial \omega(u_k), \\
\langle u_{k+1}^* - u_k^* + \xi_k, u - u_k \rangle &\geq 0, \forall u \in \mathcal{U}.
\end{align*}
\]

(34a), (34b), (34c)

In order to guarantee that the sequences \{\tilde{u}_k\} and \{u_k\} in (33) and (34) are well-defined, we need to choose suitable functions \(\omega\), called mirror mapping function, such that: 1) the subdifferential \(\partial \omega(u_k)\) should be nonempty, otherwise \(u_{k,i}^*\) can not be defined; 2) the conjugate \(\omega^*\) should be differentiable on \(\mathbb{R}^d\) and the generated points \(\tilde{u}_k\) and \(u_k\) by the mapping \(\nabla \omega^*\) need to lie in \(\mathcal{U}\), otherwise \(F(\tilde{u}_k)\) and \(F(u_k)\) would make nonsense since the operator \(F\) is defined on \(\mathcal{U}\). To this end, we propose the following condition:

\[
u_0 \in \partial \omega, \ \nabla \omega^*(\mathbb{R}^d) \subset \mathcal{U},\]

(35)

with which we immediately have \(\tilde{u}_k, u_k \in \nabla \omega^*(\mathbb{R}^d) \subset \mathcal{U}\) and hence \(F(\tilde{u}_k)\) and \(F(u_k)\) are well-defined. Let us check that \(\partial \omega(u_k) \cap \neq \emptyset\). It suffices to show \(\nabla \omega^*(\mathbb{R}^d) \subset \partial \omega\) since \(u_k \in \nabla \omega^*(\mathbb{R}^d)\). In fact, for any \(v \in \nabla \omega^*(\mathbb{R}^d)\), there exists \(y \in \mathbb{R}^d\) such that \(v = \nabla \omega^*(y)\) and hence \(y \in \partial \omega(v)\), which means \(v \in \partial \omega\). Thus, \(\nabla \omega^*(\mathbb{R}^d) \subset \partial \omega\).

In the case of \(\mathcal{U} = \mathbb{R}^d\), (35) holds trivially. In the case of \(\mathcal{U} \neq \mathbb{R}^d\), we may take \(\omega\) to be of the form \(\psi + I_\mathcal{U}\) with some convex function \(\psi\). Then, (35) also holds because of

\[
\nabla \omega^*(\mathbb{R}^d) \subset \partial \omega \subset \mathcal{U},
\]

where the left-hand side inclusion is due to the following observation

\[
\begin{align*}
v &= \nabla \omega^*(y) &\Rightarrow&\ y \in \partial \omega(v) \\
&= v \in \text{arg min}_{x \in \mathbb{R}^d} \{\omega(x) - \langle y, x \rangle\} \\
&\Rightarrow&\ v \in \partial \omega.
\end{align*}
\]

(36)

For certain setups on the function \(\psi\), the reader may refer to Section 4.4.
4.3 Related unified framework

Recently, the authors of \([6]\) introduced and analyzed a unified mirror descent method which unifies both the mirror descent and dual averaging algorithms. Moreover, they applied it to solving Lipschitz continuous and monotone VI problems and proposed the unified mirror prox (UMP) method. Their methods and convergence analysis depend on a multi-valued prox-mapping \(\Pi_\omega : \mathbb{R}^d \Rightarrow \mathcal{U} \times \mathbb{R}^d\). Concretely, \(\Pi_\omega(\zeta)\) is the set of couples \((u, \nu)\) satisfying
\[
\begin{cases}
  u = \nabla \omega^*(\zeta), \\
  \nu \in \partial \omega(u), \\
  \langle \nu - \zeta, u' - u \rangle \geq 0, \forall u' \in \mathcal{U}.
\end{cases}
\]

With this operator, their UMP can be described as follows:
\[
\begin{align}
\zeta_k &\in \partial \omega(u_k), \\
\langle v_k - \zeta_k, u - u_k \rangle &\leq 0, \forall u \in \mathcal{U}, \\
\bar{u}_k &= \nabla \omega^*(\zeta_k - \gamma F(u_k)), \\
(u_{k+1}, v_{k+1}) &\in \Pi_\omega(v_k - \gamma F(\bar{u}_k)).
\end{align}
\]

It was verified that both of Nemirovski’s mirror prox method \([4]\) and Nesterov’s dual extrapolation \([5]\) method are special cases of UMP. Interestingly, we find when the mirror mapping function \(\omega\) is specialized to the \(X\)-regularizer defined in \([6]\), UMP can be transformed into the scheme \((33)\). In other words, they are equivalent in this special setting. This sounds surprising since they are designed with different motivations and hence have quite different appearances. We believe that each of them complements to the other. On one hand, the existing theory on UMP will help us exploit the mirror EG method more deeply; on the other hand, the reader may be more familiar with the formulation of the mirror EG method since it is very similar to the original form of the EG method. The latter will be highlighted by reformulating Nemirovski’s mirror prox method, Nesterov’s dual extrapolation method, and the Bregman EG method as special cases of the mirror EG method.

4.4 Specialization

Abstract algorithmic frameworks have been constructed in the previously subsections. Now, we try to specialize the mirror mapping function \(\omega\) so that concrete algorithmic examples could be discussed. First, we need the concept of compatible mirror map and its associated properties \([6]\).

**Definition 5.** Let \(\psi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}\) be a function. Denote \(D_\psi := \text{intdom} \psi\), where the symbol \(\text{intdom}\) means the interior of \(\text{dom} \psi\). We say that \(\psi\) is a \(\mathcal{U}\)-compatible mirror map if

1. \(\psi\) is lower-semicontinuous and strictly convex,
2. \(\psi\) is differentiable on \(D_\psi\),
3. the gradient of \(\psi\) takes all possible values, i.e. \(\nabla \psi(D_\psi) = \mathbb{R}^d\).
4. \(\mathcal{U} \subset \text{cl}(D_\psi)\),
5. \(\mathcal{U} \cap D_\psi \neq \emptyset\).
Lemma 5. Let $\psi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be a $\mathcal{U}$-compatible mirror map. Then, we have

(a). $\nabla \psi^*(\mathbb{R}^d) = \text{intdom} \psi$, 
(b). $\nabla \psi(\nabla \psi^*(v)) = v, \forall v \in \mathbb{R}^d$, 
(c). if $z \in \text{intdom} \psi$, then $\arg\min_{u \in \mathcal{U}} D_\psi(u, z)$ exists and is unique, belonging to $\text{intdom} \psi \cap \mathcal{U}$, 
(d). if $\omega = \psi + I_\mathcal{U}$, then $\omega^*$ is differentiable on $\mathbb{R}^d$ and $\nabla \psi(u) \in \partial \omega(u), \forall u \in \text{intdom} \psi$.

The definition of compatible mirror map and the listed properties above help us reformulate Nemirovski’s mirror prox method, Nesterov’s dual extrapolation method, and the operator extrapolation method.

Proposition 1. Let $\psi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be a $\mathcal{U}$-compatible mirror map and let $u_0 \in \text{intdom} \psi \cap \mathcal{U}$. Describe the basic steps of Nemirovski’s mirror prox method as follows:

\begin{align*}
\bar{u}_k &= \arg\min_{u \in \mathcal{U}} \{\langle \alpha_k F(u_k), u \rangle + D_\psi(u, u_k)\} \quad \text{(38a)} \\
u_{k+1} &= \arg\min_{u \in \mathcal{U}} \{\langle \alpha_k F(\bar{u}_k), u \rangle + D_\psi(u, u_k)\}. \quad \text{(38b)}
\end{align*}

Let $\omega := \psi + I_\mathcal{U}$. Then Nemirovski’s mirror prox method can be equivalently described as

\begin{align*}
\bar{u}_k &= \nabla \omega^*(\nabla \psi(u_k) - \alpha_k F(u_k)), \quad \text{(39a)} \\
u_{k+1} &= \nabla \omega^*(\nabla \psi(u_k) - \alpha_k F(\bar{u}_k)). \quad \text{(39b)}
\end{align*}

Moreover, it is a special case of the mirror EG method with $u_{k,i}^* = \nabla \psi(u_k), i = 1, 2$.

Proof. First, we assume that $u_k \in \text{intdom} \psi \cap \mathcal{U}$. Starting with (38a), we derive that

$$
\bar{u}_k = \arg\min_{u \in \mathcal{U}} \{\langle \alpha_k F(u_k), u \rangle + \psi(u) - \langle \nabla \psi(u_k), u \rangle\}
$$

which can be equivalently written as (39a) by using Lemma 1. Similarly, (38b) is equivalent to (39b). The condition $u_0 \in \text{intdom} \psi \cap \mathcal{U}$ and the form $\omega = \psi + I_\mathcal{U}$ ensure (38) to hold, partially due to intdom $\psi \subset \nabla \omega^*(\mathbb{R}^d)$ from (d) of Lemma 5. To show (38) is a special case of the mirror EG method, it remains to show that

$$
\langle \nabla \psi(u_{k+1}) - \nabla \psi(u_k) + \alpha_k F(\bar{u}_k), u - u_{k+1} \rangle \geq 0, \forall u \in \mathcal{U},
$$

which is just the first-order optimality condition of (38b). This completes the proof. □
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Proposition 2. Let $\psi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be $\mathcal{U}$-compatible mirror map and let $u_0 \in \text{intdom } \psi \cap \mathcal{U}$. Denote $\omega := \psi + I_\mathcal{U}$. Describe the basic steps of Nesterov’s dual extrapolation method as follows:

$$
\begin{align*}
    u_k &= \nabla \omega^*(v_k), \\
    \bar{u}_k &= \arg\min_{u \in \mathcal{U}} \{\alpha_k F(u_k), u \} + D_\psi(u, u_k) \\
    v_{k+1} &= u_k - \alpha_k F(\bar{u}_k).
\end{align*}
$$

Then, Nesterov’s dual extrapolation method can be equivalently described as

$$
\begin{align*}
    \bar{u}_k &= \nabla \omega^*(\nabla \psi(u_k) - \alpha_k F(u_k)), \\
    u_{k+1} &= \nabla \omega^*(v_k - \alpha_k F(\bar{u}_k)), \\
    v_{k+1} &= v_k - \alpha_k F(\bar{u}_k).
\end{align*}
$$

Moreover, it is a special case of the mirror EG method with $u_{k,1}^* = \nabla \psi(u_k)$ and $u_{k,2}^* = v_k$.

**Proof.** Repeating the argument in the proof of Proposition 1, we deduce (42a) from (41b). Using (41a) and (41c), we deduce that $u_{k+1} = \nabla \omega^*(v_k) = \nabla \omega^*(v_k - \alpha_k F(\bar{u}_k))$, which is just (42b). Thus, the equivalence between (41) and (42) follows. To show that both of them are special cases of the mirror EG method, it remains to show that

$$
\langle v_k - \nabla \psi(u_k), u_k \rangle \leq 0, \forall u_k \in \mathcal{U},
$$

which follows by observing that $u_k = \nabla \omega^*(v_k)$ implies

$$
v_k \in \partial \omega(u_k) = \nabla \psi(u_k) + N_\mathcal{U}(u_k),
$$

where $N_\mathcal{U}(u_k) = \{y : \langle y, u - u_k \rangle \leq 0, \forall u_k \in \mathcal{U}\}$. This completes the proof. \qed

Proposition 3. Let $\psi : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}$ be a $\mathcal{U}$-compatible mirror map and let $u_0 \in \text{intdom } \psi \cap \mathcal{U}$. Denote $\omega := \psi + I_\mathcal{U}$. Describe the basic steps of operator extrapolation method as follows:

$$
u_{k+1}^* = \arg\min_{u \in \mathcal{U}} \{\alpha_k F(u_k) + \alpha_k \beta_k (F(u_k) - F(u_{k-1})), u \} + D_\psi(u, u_k)\}.

Then, the operator extrapolation method can be equivalently described as

$$
u_{k+1} = \nabla \omega^*(\nabla \psi(u_k) - \alpha_k F(u_k) - \alpha_k \beta_k (F(u_k) - F(u_{k-1}))).
$$

Moreover, it is a special case of the mirror EP method with $u_k^* = \nabla \psi(u_k)$.

The proof is similar to that of Proposition 2; we omit the details here. Comparing the equivalent reformulations (43) and (44) with the Bregman EG method (31), we find that the latter is indeed a new algorithm in the sense it does not need to compute $\nabla \psi(u_k)$ at all. Also, the Bregman EP method (32) is new, compared with (33), in the same sense.
4.5 Examplary applications

In this part, we apply our algorithmic frameworks to the constrained saddle point optimization problem \(\mathcal{P}\) with the constraints given by

\[
\mathcal{X} = \Delta_p, \mathcal{Y} = \Delta_q,
\]

where we use the symbol \(\Delta_d = \{ u \in \mathbb{R}_+^d : \sum_{i=1}^d u_i = 1 \}\) to denote the \((d-1)\)-dimensional probability simplex. Thus, the constraint set in the corresponding VI problem \(\mathcal{P}\) is \(\mathcal{U} = \mathcal{X} \times \mathcal{Y}\). We choose \(\omega = \psi + I_U\) with \(\psi(u) = \sum u_i \ln u_i - u_i\), whose conjugate function and gradients can be computed as follows:

\[
\psi^*(v) = \sum_i \exp(v_i), \nabla \psi(u) = \ln(u), \nabla \psi^*(v) = \exp(v).
\]

Note that the dimensions of variables in the above functions are not indexed so that the functions could be applied to different dimensions of variables.

In our algorithmic frameworks, the most important ingredient is to compute \(\nabla \omega^*\). To do this, we deduce the computing \(u = \nabla \omega^*(v)\) with \(v \in \mathbb{R}^{p+q}\) being given as follows:

\[
\begin{align*}
u &= \arg \min_z \{ \omega(z) - \langle v, z \rangle \} \\
&= \arg \min_{z \in U} \{ \psi(z) - \langle v, z \rangle \}. \tag{45}
\end{align*}
\]

Denote \(z = (z_x, z_y)\) and \(v = (v_x, v_y)\), where \(z_x\) means the subvector of \(z\) that lies in \(\mathcal{X}\). Using the separability of the objective function and the variables \(x, y\). The computing \([45]\) can be transformed into the following two problems:

\[
\begin{align*}
x &= \arg \min_{z_x \in \mathcal{X}} \{ \psi(z_x) - \langle v_x, z_x \rangle \}, \tag{46a} \\
y &= \arg \min_{z_y \in \mathcal{Y}} \{ \psi(z_y) - \langle v_y, z_y \rangle \}. \tag{46b}
\end{align*}
\]

Both of them can be expressed as Bregman’s projection onto the constrained sets, since

\[
\begin{align*}
x &= \arg \min_{z_x \in \mathcal{X}} \{ \psi(z_x) - \langle \nabla \psi(\nabla \psi^*(v_x)), z_x \rangle \} \\
&= \arg \min_{z_x \in \mathcal{X}} \{ D_\psi(z_x, \nabla \psi(\nabla \psi^*(v_x))) \}. \tag{47}
\end{align*}
\]

Thus, using the formula in Example 6.15 in \([26]\), we obtain

\[
\begin{align*}
x &= \frac{\nabla \psi(\nabla \psi^*(v_x))}{\sum_i(\nabla \psi(\nabla \psi^*(v_x)))_i}, \quad y = \frac{\nabla \psi(\nabla \psi^*(v_y))}{\sum_i(\nabla \psi(\nabla \psi^*(v_y)))_i}. \tag{48}
\end{align*}
\]

Now, we are ready to present the following algorithmic schemes for the constrained saddle point problem. The first is obtained by applying Nemirovski’s mirror prox method \([39]\):

\[
\begin{align*}
\begin{cases}
\bar{x}_k = \frac{\exp(\ln x_k - \alpha_k \nabla f(x_k, y_k))}{\sum_i(\exp(\ln x_k - \alpha_k \nabla f(x_k, y_k)))_i}, & \hat{y}_k = \frac{\exp(\ln y_k - \alpha_k \nabla f(x_k, y_k))}{\sum_i(\exp(\ln y_k - \alpha_k \nabla f(x_k, y_k)))_i}, \\
x_{k+1} = \frac{\exp(\ln x_k - \alpha_k \nabla f(\bar{x}_k, \hat{y}_k))}{\sum_i(\exp(\ln x_k - \alpha_k \nabla f(\bar{x}_k, \hat{y}_k)))_i}, & y_{k+1} = \frac{\exp(\ln y_k - \alpha_k \nabla f(\bar{x}_k, \hat{y}_k))}{\sum_i(\exp(\ln y_k - \alpha_k \nabla f(\bar{x}_k, \hat{y}_k)))_i}. 
\end{cases} \tag{49a, 49b}
\end{align*}
\]
The third is obtained by applying Bregman EG method (31):

\[
\begin{align*}
\bar{x}_k &= \frac{\exp(\ln x_k - \alpha_k \nabla_x f(x_k, y_k))}{\sum_i \exp(\ln x_k - \alpha_k \nabla_x f(x_k, y_k))} \cdot \bar{y}_k = \frac{\exp(\ln y_k - \alpha_k \nabla_y f(x_k, y_k))}{\sum_i \exp(\ln y_k - \alpha_k \nabla_y f(x_k, y_k))}, \\
\bar{x}_{k+1} &= \frac{\exp(x^*_k - \alpha_k \nabla_x f(\bar{x}_k, \bar{y}_k))}{\sum_i \exp(x^*_k - \alpha_k \nabla_x f(\bar{x}_k, \bar{y}_k))} \cdot \bar{y}_{k+1} = \frac{\exp(y^*_k - \alpha_k \nabla_y f(\bar{x}_k, \bar{y}_k))}{\sum_i \exp(y^*_k - \alpha_k \nabla_y f(\bar{x}_k, \bar{y}_k))}, \\
(x^*_{k+1}, y^*_{k+1}) &= (x^*_k, y^*_k) - \alpha_k (\nabla_x f(\bar{x}_k, \bar{y}_k), -\nabla_y f(\bar{x}_k, \bar{y}_k)).
\end{align*}
\]

The second is obtained by applying Nesterov’s dual extrapolation method (42):

\[
\begin{align*}
\bar{x}_k &= \frac{\exp(x^*_k - \alpha_k \nabla_x f(x_k, y_k))}{\sum_i \exp(x^*_k - \alpha_k \nabla_x f(x_k, y_k))} \cdot \bar{y}_k = \frac{\exp(y^*_k - \alpha_k \nabla_y f(x_k, y_k))}{\sum_i \exp(y^*_k - \alpha_k \nabla_y f(x_k, y_k))}, \\
\bar{x}_{k+1} &= \frac{\exp(x^*_k - \alpha_k \nabla_x f(\bar{x}_k, \bar{y}_k))}{\sum_i \exp(x^*_k - \alpha_k \nabla_x f(\bar{x}_k, \bar{y}_k))} \cdot \bar{y}_{k+1} = \frac{\exp(y^*_k - \alpha_k \nabla_y f(\bar{x}_k, \bar{y}_k))}{\sum_i \exp(y^*_k - \alpha_k \nabla_y f(\bar{x}_k, \bar{y}_k))}, \\
(x^*_{k+1}, y^*_{k+1}) &= (x^*_k, y^*_k) - \alpha_k (\nabla_x f(\bar{x}_k, \bar{y}_k), -\nabla_y f(\bar{x}_k, \bar{y}_k)).
\end{align*}
\]

Denote

\[
\begin{align*}
\xi^x_k := \alpha_k \nabla_x f(x_k, y_k) + \alpha_k \beta_k (\nabla_x f(x_k, y_k) - \nabla_x f(x_{k-1}, y_{k-1})), \\
\xi^y_k := \alpha_k \nabla_y f(x_k, y_k) + \alpha_k \beta_k (\nabla_y f(x_k, y_k) - \nabla_y f(x_{k-1}, y_{k-1})).
\end{align*}
\]

Then, the fourth scheme is obtained by applying the operator extrapolation method (43):

\[
\begin{align*}
x_{k+1} &= \frac{\exp(\ln x_k - \xi^x_k)}{\sum_i \exp(\ln x_k - \xi^x_k)} \cdot y_{k+1} = \frac{\exp(\ln y_k - \xi^y_k)}{\sum_i \exp(\ln y_k - \xi^y_k)},
\end{align*}
\]

The last one is obtained by applying the EP method (32):

\[
\begin{align*}
x_{k+1} &= \frac{\exp(x^*_k - \xi^x_k)}{\sum_i \exp(x^*_k - \xi^x_k)} \cdot y_{k+1} = \frac{\exp(y^*_k - \xi^y_k)}{\sum_i \exp(y^*_k - \xi^y_k)}, \\
(x^*_{k+1}, y^*_{k+1}) &= (x^*_k, y^*_k) - (\xi^x_k, \xi^y_k).
\end{align*}
\]

It should be noted that the choices of parameters \(\alpha_k\) and \(\beta_k\) depend on the saddle-point functions.

## 5 Convergence analysis

In this section, we deduce a group of convergence results for the proposed mirror frameworks.

### 5.1 Convergence analysis for mirror EG method

This part is devoted to the convergence analysis for the mirror EG method. We first introduce an important lemma.

**Lemma 6.** Suppose that the operator \(F\) is \(\lambda\)-relatively Lipschitz continuous with respect to \(\omega\). Let \(\{\bar{u}_k, u_k\}_{k \geq 0}\) be generated by the mirror extragradient method with the step parameters \(\alpha_k\) and \(\beta\) satisfying \(0 < \lambda \alpha_k \leq \beta\). Then, for any \(u \in U\) we have

\[
(\alpha_k F(\bar{u}_k), \bar{u}_k - u) \leq D^{u^1}_{\omega^2}(u, u_k) - D^{u^1}_{\omega^2}(u, u_{k+1}) + (\beta - 1)D^{u^1}_{\omega^2}(u_{k+1}, u_k).
\]
Moreover, if \( \omega \) is a \( \mu_0 \)-strongly convex function with \( L_0 \)-Lipschitz-continuous gradient, then we have the following tight estimation:

\[
\frac{\mu_0 \alpha_k^2}{2L_0^2} \| F(\tilde{u}_k) \|^2 \leq D_\omega(u_{k+1}, u_k) \leq \frac{\alpha_k^2}{2\mu_0} \| F(\tilde{u}_k) \|^2. \tag{56}
\]

**Proof.** It follows from (59) that

\[
\tilde{u}_k^* := u_{k,1}^* - \frac{\alpha_k}{\beta} F(u_k) \in \partial \omega(\tilde{u}_k).
\]

Noting that \( u_{k,1}^* \in \partial \omega(u_k) \) and applying Lemma 2 for any \( u \in \mathcal{U} \) we have that

\[
\langle \frac{\alpha_k}{\beta} F(u_k), \tilde{u}_k - u \rangle = \langle u_{k,1}^* - \tilde{u}_k^*, \tilde{u}_k - u \rangle = D_\omega^u(u, u_k) - D_\omega^{u_k^*} - D_\omega^u(u_{k,1}, u_k). \tag{57}
\]

Using (57) and applying Lemma 2 again, for any \( u \in \mathcal{U} \) we have that

\[
\langle \alpha_k F(\tilde{u}_k), u_{k+1} - u \rangle \leq \langle u_{k,1,2}^* - u_{k,2}^*, u - u_{k+1} \rangle = D_\omega^u(u_{k,1}, u_k) - D_\omega^{u_{k,1}^*} - D_\omega^{u_{k,2}^*} - D_\omega^u(u_{k+1}, u_k). \tag{58}
\]

Combining (57) with \( u = u_{k+1} \) and (58), we derive that

\[
\langle \alpha_k F(\tilde{u}_k), \tilde{u}_k - u \rangle = \langle \alpha_k F(\tilde{u}_k), u_{k+1} - u \rangle + \langle \alpha_k F(\tilde{u}_k), u_k - u_{k+1} \rangle \leq D_\omega^u(u_{k,1}, u_k) + \beta D_\omega^{u_{k,1}^*} + D_\omega^{u_{k,2}^*} - D_\omega^u(u_{k+1}, \tilde{u}_k).
\]

From (53) it follows that

\[
D_\omega^u(u_{k,1}, u_k) - D_\omega^u(u_{k+1}, u_k) = \langle u_{k,2}^* - u_{k,1}^*, u_{k+1} - u_k \rangle \leq 0. \tag{60}
\]

Invoking the relatively Lipschitz continuity of \( F \) and noting that \( \lambda \alpha_k \leq \beta \), we obtain

\[
\alpha_k \langle F(\tilde{u}_k) - F(u_k), \tilde{u}_k - u_{k+1} \rangle \leq \beta(D_\omega^{u_{k,1}^*} + D_\omega^{u_{k,2}^*} - D_\omega^u(u_{k+1}, \tilde{u}_k)). \tag{61}
\]

Therefore, (55) follows by combining (59)-(61).

Now, let us show (56). Using (53) with \( u = u_k \) and the strong convexity of \( \omega \), we deduce that

\[
\langle \alpha_k F(\tilde{u}_k), u_k - u_{k+1} \rangle \geq \langle u_{k,1,2}^* - u_{k,2}^*, u_{k+1} - u_k \rangle = D_\omega^{u_{k,1}^*} + D_\omega^{u_{k,2}^*} - D_\omega^{u_{k+1}^*} \tag{62}
\]

Using the Cauchy-Schwartz inequality, we have

\[
\langle \alpha_k F(\tilde{u}_k), u_k - u_{k+1} \rangle \leq \frac{\mu_0}{2} \| u_k - u_{k+1} \|^2 + \frac{\alpha_k}{2\mu_0} \| F(\tilde{u}_k) \|^2. \tag{63}
\]
Combining (62) and (63) and using the implied fact that $\omega$ is differentiable, we obtain
\[
D_\omega(u_{k+1}, u_k) = D_\omega^{u_{k,2}}(u_{k+1}, u_k) \leq \frac{\alpha_k^2}{2\mu_0} \|F(\bar{u}_k)\|_*^2.
\]
It remains to show the left-hand side inequality of (56). Note that $u_{k,i}^* = \nabla \omega(u_k), i = 1, 2$. Using (33b) and the fact that $\nabla \omega^* = (\nabla \omega)^{-1}$, we have
\[
\nabla \omega(u_{k+1}) = \nabla \omega(u_k) - \alpha_k F(\bar{u}_k).
\]
Finally, using the fact that $\omega$ is a $\mu_0$-strongly convex function with $L_0$-Lipschitz-continuous gradient, we derive that
\[
\|\alpha_k F(\bar{u}_k)\|_*^2 = \|\nabla \omega(u_{k+1}) - \nabla \omega(u_k)\|_*^2 \leq L_0^2 \|u_{k+1} - u_k\|^2 \leq 2L_0^2 \mu_0 \|u_{k+1} - u_k\|.
\]
Note that the inequalities in (56) become equalities when $\omega = \frac{1}{2}\|\cdot\|^2$, i.e., $\mu_0 = L_0 = 1$. Hence, the estimation is tight. This completes the proof. \qed

Now, we state a sublinear convergence guarantee that generalizes the original result–Theorem 2 in [6] for Nesterov’s dual extrapolation method and the newly developed result–Theorem 7.4 in [7] for UMP.

**Theorem 1.** Suppose that the operator $F$ is monotone and $\lambda$-relatively Lipschitz continuous with respect to $\omega$. Let $\{\bar{u}_k, u_k\}_{k \geq 0}$ be the iterates generated by the mirror extragradient method with the step parameters $\alpha_k$ and $\beta$ satisfying $0 < \lambda \alpha_k \leq \beta \leq 1$. Denote $s_t := \sum_{k=0}^t \alpha_k$ and $\bar{u}_t := \frac{1}{s_t} \sum_{k=0}^t \alpha_k \bar{u}_k$. Then, for any $u \in U$ and $t \geq 0$ we have
\[
\langle F(u), \bar{u}_t - u \rangle \leq \frac{1}{s_t} D_\omega^{u_{\bar{u}_k,2}}(u, u_0).
\]

**Proof.** Summing up (65) in Lemma 6 from $k = 0$ to $t$ and noting that $\beta \leq 1$, we have
\[
\sum_{k=0}^t \alpha_k (F(\bar{u}_k), \bar{u}_k - u) \leq D_\omega^{u_{\bar{u}_k,2}}(u, u_0).
\]
Using the monotonicity of $F$, we derive that
\[
\langle F(u), \bar{u}_t - u \rangle = \frac{1}{s_t} \sum_{k=0}^t \langle F(u), \alpha_k (\bar{u}_k - u) \rangle \leq \frac{1}{s_t} \sum_{k=0}^t \alpha_k (F(\bar{u}_k), \bar{u}_k - u) \leq \frac{1}{s_t} D_\omega^{u_{\bar{u}_k,2}}(u, u_0),
\]
which completes the proof. \qed

The result above with $\alpha_k \equiv \frac{\beta}{t}$ gives
\[
\langle F(u), \bar{u}_t - u \rangle \leq \frac{\lambda D_\omega^{u_{\bar{u}_k,2}}(u, u_0)}{\beta(t+1)},
\]
which implies that $\bar{u}_t$ tends to a weak solution $\bar{u}$ with the convergence rate $\frac{1}{t}$ if $U$ is bounded (the boundedness could be dropped; see e.g. [22]). However, if $F$ is non-monotone, then it will make nonsense to find weak solutions for VIs. The following is a sublinear convergence result on the squared norm of the operator $F$, which generalizes the result–Theorem 3.2 in [15].
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**Theorem 2.** Let \( \omega \) be a \( \mu_0 \)-strongly convex function with \( L_0 \)-Lipschitz-continuous gradient; denote \( \kappa_0 := \frac{\mu_0}{L_0} \). Suppose that the operator \( F \) is \( \lambda \)-relatively Lipschitz continuous with respect to \( \omega \) and \( \rho \)-weakly MVI monotone with \( \rho < \frac{\kappa_0}{4} \). Let \( \{\bar{u}_k, u_k\}_{k \geq 0} \) be the iterates generated by the mirror extragradient method with \( \alpha_k \equiv \frac{1}{\lambda} \) and \( \beta = \frac{1}{2} \). Then, there exists \( \bar{u} \in U_\kappa \) such that for any \( t \geq 0 \) we have

\[
\frac{1}{t + 1} \sum_{k=0}^{t} \|F(\bar{u}_k)\|^2 \leq \frac{16\lambda^2}{(t + 1)(\kappa_0 - 4\lambda \rho)} D_\omega(\bar{u}, u_0).
\]  

(67)

In particular, we have

\[
\min_{0 \leq k \leq t} \|F(\bar{u}_k)\|^2 \leq \frac{16\lambda^2}{(t + 1)(\kappa_0 - 4\lambda \rho)} D_\omega(\bar{u}, u_0).
\]  

(68)

**Proof.** Using (55) in Lemma 6 the fact that \( \omega \) is \( \mu_0 \)-strongly convex function with \( L_0 \)-Lipschitz-continuous gradient, and the \( \rho \)-weakly monotone property, we have

\[
-\frac{\rho}{4\lambda}\|F(\bar{u}_k)\|_\omega^2 \leq D_\omega(u, u_k) - D_\omega(u, u_{k+1}) - \frac{1}{2} D_\omega(u_{k+1}, u_k).
\]  

(69)

Based on the estimation (56) in Lemma 5 we further get

\[
\frac{\kappa_0 - 4\lambda \rho}{16\lambda^2} \|F(\bar{u}_k)\|_\omega^2 \leq D_\omega(u, u_k) - D_\omega(u, u_{k+1}).
\]  

(70)

Now, summing up (70) from \( k = 0 \) to \( t \) gives (67). This completes the proof. \( \square \)

### 5.2 Convergence analysis for mirror EP method

This part is devoted to the convergence analysis for the mirror EP method. We begin with an important lemma as well.

**Lemma 7.** Let \( \{u_k\}_{k \geq 0} \) be the iterates generated by the mirror extrapolation method. Denote \( \Delta F_k := F(u_k) - F(u_{k-1}) \) and \( \Delta D_k(u) := D_\omega^u(u, u_k) - D_\omega^u(u_{k+1}, u_{k+1}). \) Then, for any \( u \in \mathcal{U} \) and \( k \geq 0 \) we have

\[
\alpha_k \langle F(u_{k+1}), u_{k+1} - u \rangle \leq \alpha_k \langle \Delta F_{k+1}, u_{k+1} - u \rangle - \alpha_k \beta_k \langle \Delta F_k, u_k - u \rangle + \Delta D_k(u) - D_\omega^u(u_{k+1}, u_k) + \alpha_k \beta_k \langle \Delta F_k, u_k - u_{k+1} \rangle.
\]  

(71)

**Proof.** On one hand, it follows from (34a) and the notation \( \Delta D_k(u) \) that

\[
\langle \xi_k, u_{k+1} - u \rangle = \langle u^u_{k+1} - u^u_k, u - u_{k+1} \rangle - D_\omega^u(u, u_k) - D_\omega^u(u_{k+1}, u_k) + \Delta D_k(u) - D_\omega^u(u_{k+1}, u_k).
\]  

(72)

On the other hand, using (34a) and the notation \( \Delta F_k \), we derive that

\[
\langle \xi_k, u_{k+1} - u \rangle = \alpha_k \langle F(u_{k+1}), u_{k+1} - u \rangle - \alpha_k \langle \Delta F_{k+1}, u_{k+1} - u \rangle + \alpha_k \beta_k \langle \Delta F_k, u_k - u \rangle - \alpha_k \beta_k \langle \Delta F_k, u_k - u_{k+1} \rangle.
\]  

(73)

Combining (72) and (73), we immediately obtain (71). \( \square \)
Now, we state the sublinear convergence for the mirror EP method.

**Theorem 3.** Suppose that the operator $F$ is monotone and $\lambda$-relatively Lipschitz continuous with respect to $\omega$. Let $\{u_k\}_{k \geq 0}$ be generated by the mirror EP method with the initial conditions $u_0 = u_{-1}$ and the step parameters $\alpha_k$ and $\beta_k$ satisfying
\[
\begin{cases}
\alpha_k \beta_k = \alpha_{k-1}, \\
\lambda(\alpha_k + \alpha_{k-1}) \leq 1.
\end{cases}
\]

Denote $s_t := \sum_{k=0}^{t} \alpha_k$ and $\hat{u}_t := \frac{1}{s_t} \sum_{k=0}^{t} \alpha_k u_{k+1}$. Then, for any $u \in U$ and $t \geq 0$ we have
\[
\langle F(u), \hat{u}_t - u \rangle \leq \frac{1}{s_t} D^u_{\omega}(u, u_0).
\]

**Proof.** First, using the relatively Lipschitz continuity, we have
\[
\langle \Delta F_k, u_k - u_{k+1} \rangle = \langle F(u_k) - F(u_{k-1}), u_k - u_{k+1} \rangle 
\leq \lambda D^u_k(u_{k+1}, u_k) + \lambda D^u_{\omega}(u_{k}, u_{k-1}).
\]

Now, using (76), (71) in Lemma 7 and the parameter relations (74), we obtain
\[
\alpha_k \langle F(u_{k+1}), u_{k+1} - u \rangle \leq \alpha_k \langle \Delta F_{k+1}, u_{k+1} - u \rangle - \alpha_{k-1} \langle \Delta F_k, u_k - u \rangle
+ D^u_k(u_k, u_{k+1}) + D^u_{\omega}(u_k, u_{k+1}) + \lambda \alpha_{k-1} D^u_{\omega}(u_k, u_{k-1}) - \lambda \alpha_k D^u_{\omega}(u_{k+1}, u_k).
\]

Summing up (77) from $k = 0$ to $t$ and noting that $u_0 = u_{-1}$, we have
\[
\sum_{k=0}^{t} \alpha_k \langle F(u_{k+1}), u_{k+1} - u \rangle \leq \alpha_t \langle \Delta F_{t+1}, u_{t+1} - u \rangle + D^u_{\omega}(u_t, u_0) - D^u_{\omega}(u_{t+1}, u_t) - \lambda \alpha_t D^u_{\omega}(u_{t+1}, u_t).
\]

Using again the relatively Lipschitz continuity and noting that $\lambda \alpha_t \leq 1$, we have
\[
\alpha_t \langle \Delta F_{t+1}, u_{t+1} - u \rangle \leq D^u_{\omega}(u_t, u_{t+1}) + \lambda \alpha_t D^u_{\omega}(u_{t+1}, u_t).
\]

Thus, we get
\[
\sum_{k=0}^{t} \alpha_k \langle F(u_{k+1}), u_{k+1} - u \rangle \leq D^u_{\omega}(u_t, u_0).
\]

Finally, using the monotonicity of $F$, we derive that
\[
\langle F(u), \hat{u}_t - u \rangle = \frac{1}{s_t} \sum_{k=0}^{t} \langle F(u), \alpha_k (u_{k+1} - u) \rangle 
\leq \frac{1}{s_t} \sum_{k=0}^{t} \alpha_k \langle F(u_{k+1}), u_{k+1} - u \rangle
\leq \frac{1}{s_t} D^u_{\omega}(u, u_0).
\]

This completes the proof. \qed

We are now ready to show the linear convergence of the mirror EP method for relatively Lipschitz and relatively restricted monotone VIs. It should be noted that Theorem 4 below and its proof are inspired by the linear convergence results in [16]. However, the linear convergence results here hold with a sharper rate under weaker assumptions, and apply to more general algorithmic framework—the mirror EP method.
Theorem 4. Suppose that the operator $F$ is $\lambda$-relatively Lipschitz continuous and $\mu$-relatively restricted monotone with respect to $\omega$ and the condition number of $F$ is denoted by $\kappa := \frac{\lambda}{\mu}$. Let \{${u_k}$\}$_{k \geq 0}$ be generated by the mirror EP method with the initial conditions $u_0 = u_{-1}$ and the step parameters $\alpha_k$ and $\beta_k$ satisfying
\[
\begin{align*}
\alpha_k \beta_k \gamma_k &= \alpha_{k-1} \gamma_{k-1}, \\
\gamma_k &\leq \gamma_{k-1} (1 + 2 \mu \alpha_{k-1}), \\
\lambda (\alpha_k + \alpha_k \beta_k) &\leq 1, \\
1 + 2 \alpha_k \beta_k - \alpha_k \lambda &\geq 0.
\end{align*}
\] (81a)

Then, for any $u \in \mathcal{U}$ and $t \geq 0$ we have
\[
D^u_{\omega} (u, u_{t+1}) \leq \frac{\gamma_0 D^u_{\omega} (u, u_0)}{\gamma_t (1 + 2 \mu \alpha_t - \lambda \alpha_t)}. \quad (82)
\]

In particular, if $\alpha_k \equiv \frac{\theta}{2k}$ and $\beta_k \equiv \beta$ with $\theta > 0, \beta > 0$ that satisfy the conditions \ref{81a} \textendash \ref{81d}, then the best convergence rate, obtained by setting $\theta = \theta_0$ and $\beta = \frac{1}{1 + \alpha_0 \nu}$ with $\theta_0 = \frac{\alpha_t - 1 + \sqrt{1 + \kappa^2}}{\kappa}$, reads as
\[
D^u_{\omega} (u, u_{t+1}) \leq (1 + \kappa^2 - \kappa)^{t+1} (2 + \frac{1}{\kappa}) D^u_{\omega} (u, u_0). \quad (83)
\]

Proof. Multiplying \ref{71} in Lemma 7 with $\gamma_k$, we obtain
\[
\begin{align*}
\gamma_k \Delta D_k (u) &\geq \gamma_k \alpha_k \langle F (u_{k+1}), u_{k+1} - u \rangle - \gamma_k \alpha_k \langle \Delta F_{k+1}, u_{k+1} - u \rangle + \gamma_k \alpha_k \beta_k \langle \Delta F_k, u_k - u \rangle + \gamma_k \alpha_k \beta_k \langle \Delta F_k, u_k - u_{k+1} \rangle.
\end{align*}
\] (84)

Summing up \ref{84} from $k = 0$ to $t$, using the relationship \ref{81a}, and noting that $\Delta F_0 = 0$, we derive that
\[
\sum_{k=0}^t \gamma_k \Delta D_k (u) \geq \sum_{k=0}^t \left[ \gamma_k \alpha_k \langle F (u_{k+1}), u_{k+1} - u \rangle - \gamma_t \alpha_t \langle \Delta F_{t+1}, u_{t+1} - u \rangle + S_t, \right.
\]
where
\[
S_t := \sum_{k=0}^t \left[ \gamma_k \alpha_k \beta_k \langle \Delta F_k, u_k - u_{k+1} \rangle \right].
\]

Invoking the relatively Lipschitz continuity to yield
\[
\langle \Delta F_k, u_k - u_{k+1} \rangle \leq \lambda D^u_{\omega} (u_{k+1}, u_k) + \lambda D^u_{\omega} (u_k, u_{k-1}). \quad (86)
\]

Thus, we can derive that
\[
S_t \geq \sum_{k=0}^t \left[ \langle \gamma_k - \alpha_k \beta_k \gamma_k \lambda \rangle D^u_{\omega} (u_{k+1}, u_k) - \alpha_k \beta_k \gamma_k \lambda D^u_{\omega} (u_{k+1}, u_{k-1}) \right] = \sum_{k=0}^t \left[ \mu_k D^u_{\omega} (u_{k+1}, u_k) - \nu_k D^u_{\omega} (u_{k+1}, u_k) \right],
\]

where $\mu_k = \gamma_k - \alpha_k \beta_k \gamma_k \lambda$ and $\nu_k = \alpha_k \beta_k \gamma_k \lambda$. Using the relationships \ref{81a} and \ref{81c}, we derive that
\[
\mu_k - \nu_{k+1} = \gamma_k - \alpha_k \beta_k \gamma_k \lambda - \alpha_k \beta_k \gamma_k \lambda - \mu_{k+1} = \gamma_k - \alpha_k \beta_k \gamma_k \lambda - \alpha_k \beta_k \gamma_{k+1} \lambda \geq 0. \quad (88)
\]
Thereby, it follows from (87) that
\[ S_t \geq \mu_t D_{\omega_t}^u (u_{t+1}, u_t). \]  
(89)

Now, combining (85) and (90), we obtain
\[ \sum_{k=0}^{t} \gamma_k \Delta D_k(u) \geq \sum_{k=0}^{t} \left[ \gamma_k \alpha_k \langle F(u_{k+1}), u_{k+1} - u \rangle - \gamma_t \alpha_t \langle \Delta F_{t+1}, u_{t+1} - u \rangle + \mu_t D_{\omega_t}^u (u_{t+1}, u_t) \right]. \]
(90)

Invoking the relatively Lipschitz continuity again, we derive that
\[ -\gamma_t \alpha_t \langle \Delta F_{t+1}, u_{t+1} - u \rangle + \mu_t D_{\omega_t}^u (u_{t+1}, u_t) \geq -\alpha_t \gamma_t \lambda D_{\omega_t}^{u^*_t} (u_{t+1}, u_t) - \alpha_t \gamma_t \lambda D_{\omega_t}^{u^*_t} (u, u_{t+1}) + \mu_t D_{\omega_t}^u (u_{t+1}, u_t) \]
(91)
\[ = (\mu_t - \alpha_t \gamma_t \lambda) D_{\omega_t}^u (u_{t+1}, u_t) - \alpha_t \gamma_t \lambda D_{\omega_t}^{u^*_t} (u, u_{t+1}). \]

Note that from (81c), we have
\[ \mu_t - \alpha_t \gamma_t \lambda = \gamma_t - \alpha_t \beta_t \gamma_t \lambda - \alpha_t \gamma_t \lambda \geq 0. \]

Thus, combining (90), (91), and using the relatively restricted monotonicity, we derive that
\[ \sum_{k=0}^{t} \gamma_k \Delta D_k(u) \geq \sum_{k=0}^{t} \left[ \gamma_k \alpha_k \langle F(u_{k+1}), u_{k+1} - u \rangle - \alpha_t \gamma_t \lambda D_{\omega_t}^{u^*_t} (u, u_{t+1}) \right] \]
(92)
\[ \geq \sum_{k=0}^{t} \left[ 2 \alpha_k \gamma_k \mu D_{\omega_t}^{u^*_t} (u, u_{k+1}) \right] - \alpha_t \gamma_t \lambda D_{\omega_t}^{u^*_t} (u, u_{t+1}). \]

Now, using the expression of \( \Delta D_k(u) \) and (81b), we further derive that
\[ \sum_{k=0}^{t} \left[ (\gamma_k + 2 \alpha_k \gamma_k \mu) D_{\omega_t}^{u^*_t} (u, u_{k+1}) \right] - \alpha_t \gamma_t \lambda D_{\omega_t}^{u^*_t} (u, u_{t+1}) \leq \sum_{k=0}^{t} \left[ \gamma_k D_{\omega_t}^{u^*_t} (u_{k+1}, u_{k+1}) \right] - \gamma_0 D_{\omega_t}^{u^*_t} (u_{t+1}, u_{t+1}) \]
(93)
\[ \leq \gamma_0 D_{\omega_t}^{u_t} (u_{t+1}, u_{t+1}) \]
\[ \leq \gamma_0 D_{\omega_t}^{u_t} (u, u_{t+1}) + \sum_{k=1}^{t} \left[ \gamma_k + 2 \alpha_k \gamma_k \mu \right] D_{\omega_t}^{u^*_t} (u, u_{k+1}) \]
\[ \leq \gamma_0 D_{\omega_t}^{u_t} (u, u_{t+1}) + \sum_{k=0}^{t-1} \left[ \gamma_k + 2 \alpha_k \gamma_k \mu \right] D_{\omega_t}^{u^*_t} (u, u_{k+1}). \]

Thereby,
\[ (\gamma_t + 2 \alpha_t \gamma_t \mu - \alpha_t \gamma_t \lambda) D_{\omega_t}^{u^*_t} (u, u_{t+1}) \leq \gamma_0 D_{\omega_t}^{u_t} (u, u_{t+1}). \]
(94)

This together with (81d) implies (82).

It remains to determine the best convergence rate when the parameters \( \alpha_k, \beta_k \) are fixed constants with the form of \( \alpha_k \equiv \frac{\beta}{2 \beta} \) and \( \beta_k \equiv \beta \). In such setting, it follows from (81a) that
\[ \gamma_k = \frac{1}{\beta} \gamma_{k-1} = \cdots = \left( \frac{1}{\beta} \right)^k \gamma_0. \]

Now, eliminating \( \gamma_k \) from (81b) and using (81c)-(81d), we get
\[ \begin{align*}
\frac{1}{\beta} & \leq 1 + \kappa \theta, \\
\theta \beta & \leq 2 - \theta, \\
1 + \kappa \theta - \frac{\theta}{2} & \geq 0.
\end{align*} \]
(95a)
(95b)
(95c)
From (95b), we observe that \( \theta \leq 2 \). Thus, a product of (95a) and (95b) shows that the parameter \( \theta \) must satisfy the inequality

\[ \theta \leq (2 - \theta)(1 + \kappa \theta), \]

from which it must hold that

\[ 0 < \theta \leq \theta_0 := \frac{\kappa - 1 + \sqrt{1 + \kappa^2}}{\kappa}. \]

Note that \( \theta \leq \theta_0 < 2 \) ensures (95c) to hold. Therefore, \( \theta_0 \) is the largest possible value of \( \theta \) that satisfies (95a)-(95c). Hence, we could use (95a) and (95b) to bound \( \beta \) as follows.

\[ \frac{1}{1 + \kappa \theta_0} \leq \frac{1}{1 + \kappa \theta} \leq \beta \leq \frac{2}{\theta} - 1. \]

Thus, the smallest possible value of \( \beta \) is \( \frac{1}{1 + \kappa \theta_0} \), which corresponds to the best convergence rate by observing that \( \frac{\alpha_t}{\lambda_t} = \beta^k \). Finally, after some simple relaxations, we could get

\[ \frac{1}{1 + 2\mu \alpha_t - \lambda \alpha_t} \leq 2 + \frac{1}{\kappa}. \]

Thereby, we obtain (83). This completes the proof. \( \square \)

Remark 1. If \( \omega \) is differentiable and 1-strongly convex and \( F \) is \( \lambda \)-Lipschitz continuous and \( \mu \)-relatively restricted monotone with respect to \( \omega \), then the authors of [16] obtained the convergence result

\[ D_\omega(u, u_{t+1}) \leq \left( \frac{1}{1 + \kappa} \right)^t + 1(1 + \frac{1}{\kappa})D_\omega^0(u, u_0), \]

for the OE method (3) by taking \( \alpha_t \equiv \frac{1}{2 \lambda}, \beta_t \equiv \frac{1}{1 + \kappa} \); the corresponding extrapolation value is \( \alpha_t \beta_t = \frac{1}{2 \lambda(1 + \kappa)} \). Our convergence rate in Theorem 4 specialized to the OE method (3) is better since

\[ \sqrt{1 + \kappa^2} - \kappa = \frac{1}{\sqrt{1 + \kappa^2} + \kappa} < \frac{1}{1 + \kappa}. \]

The reason may lie in that we choose larger step sizes \( \alpha_t \equiv \frac{\theta_0}{2 \lambda} \) and larger extrapolation values since in our setting

\[ \alpha_t \beta_t = \frac{1}{2 \lambda(1 + \kappa)} \frac{\theta_0 + \kappa \theta_0}{1 + \kappa \theta_0} > \frac{1}{2 \lambda(1 + \kappa)}, \]

by noting \( \theta_0 > 1 \).

6 Conclusion

In this study, we introduced two unified algorithmic frameworks–mirror EG and EP methods for solving relatively Lipschitz and generalized monotone VIs. The proposed frameworks provide us with equivalent formulations, similar to the original EG method, for the well-known Nemirovski’s mirror prox method and Nesterov’s dual extrapolation method as well as the Bregman EG method. The equivalent formulations help us clearly see the essential difference between these methods. Theoretically, we are able to analyze (or even improve) the convergence for all these methods in a
unified way with currently weakest assumptions. Nevertheless, the convergence theory is far from completion. For example, it is unclear whether one could derive linear convergence for the mirror EG method under the relatively restricted monotonicity, and derive sublinear convergence in the sense of (67) in Theorem 2 for the mirror EP method under the weakly MVI monotone assumption. Moreover, the research directions, briefly described below, may be considered as future work as well.

It is well-known that VIs can be reformulated as monotone inclusions. Recently, the author of [11] proposed the forward-reflected-backward (FRB) splitting for approximating a solution to monotone inclusions and showed its linear convergence under Lipschitz continuity and strong monotonicity. One of the main contributions made in [11] is that the authors could relax the cocoercivity assumption to Lipschitz continuity. Since the FRB splitting shares the same extrapolation technique with the operator extrapolation method in [10], we wonder whether the Lipschitz continuity and strong monotonicity assumed by FRB for linear convergence can be relaxed into relative versions.

A slightly more general VIs than (6) is to find a point \( \hat{u} \) such that

\[
\langle F(\hat{u}), u - \hat{u} \rangle + r(u) - r(\hat{u}) \geq 0, \forall u \in \mathcal{U},
\]

where \( r \) is a proper lower semicontinuous convex function, usually playing a regularization role. The entropy-regularized constrained saddle-point problem [43, 45] can be reformulated as its special case. We wonder whether our proposed mirror frameworks could be extended to study (96).

Last but not least, it would be interesting to extend our results to stochastic VIs.
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Appendix

Proof of Lemma 3. Fix \( u, v, z \in \mathbb{R}^d \). By Cauchy-Schwartz inequality, Lipschitzness of \( F \), and strong convexity of \( \omega \), we derive that for any \( u^* \in \partial \omega(u), v^* \in \partial \omega(v) \),

\[
\langle F(v) - F(u), v - z \rangle \\
\leq \| F(v) - F(u) \|_* \| z - v \| \\
\leq L \| v - u \| \| z - v \| \\
\leq L \left( \frac{1}{\tau} \| v - u \|^2 + \frac{1}{\tau} \| z - v \|^2 \right) \leq \frac{L}{\mu} \left( D^u(\omega, v, u) + D^v\omega(z, v) \right)
\]

from which the result follows.

Proof of Lemma 4. Fix \( u, v, z \in \mathbb{R}^d \). By the definition Bregman distance and relative smoothness
of \( \phi \), we derive that for any \( u^* \in \partial \omega(u) \), \( v^* \in \partial \omega(v) \),

\[
L(D_u^{u^*}(v, u) + D_v^{v^*}(z, v)) \\
\geq \phi(v) - [\phi(u) + \langle \nabla \phi(u), v - u \rangle] + \phi(z) - [\phi(v) + \langle \nabla \phi(v), z - v \rangle] \\
= \phi(z) - \phi(u) - \langle \nabla \phi(u), v - u \rangle - \langle \nabla \phi(v), z - v \rangle \\
= D_\phi(z, u) + \langle \nabla \phi(u), z - u \rangle - \langle \nabla \phi(v), v - u \rangle - \langle \nabla \phi(v), z - v \rangle \\
= D_\phi(z, u) + \langle \nabla \phi(v) - \nabla \phi(u), v - z \rangle.
\]

Note that \( F = \nabla \phi \) and \( D_\phi(z, u) \geq 0 \) due to the convexity of \( \phi \). The conclusion follows.
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