Universal voltage scaling due to self-averaging of the quantum corrections in graphene

R. Somphonsane*
Department of Physics, King Mongkut’s Institute of Technology Ladkrabang, Bangkok 10520, Thailand

H. Ramamoorthy, G. He, J. Nathawat, S. Yin, and J. P. Bird
Department of Electrical Engineering, University at Buffalo, the State University of New York, Buffalo, NY 14260-1908, USA

C.-P. Kwan, N. Arabchigavkani, and B. Barut
Department of Physics, University at Buffalo, the State University of New York, Buffalo, NY 14260-1500, USA

M. Zhao and Z. Jin
High-Frequency High-Voltage Device and Integrated Circuits Center, Institute of Microelectronics of Chinese Academy of Sciences, 3 Beitucheng West Road, Chaoyang District, Beijing, PR China

J. Fransson†
Department of Physics and Astronomy, Uppsala University, Box 516, SE-751 21 Uppsala, Sweden

(Dated: July 30, 2018)

The differential conductance of graphene is shown to exhibit a zero-bias anomaly at low temperatures, arising from a suppression of the quantum corrections due to weak localization and electron interactions. A simple rescaling of these data, free of any adjustable parameters, shows that this anomaly exhibits a universal, temperature-($T$) independent form. According to this, the differential conductance is approximately constant at small voltages ($V < k_BT/e$), while at larger voltages it increases logarithmically with the applied bias, reflecting a quenching of the quantum corrections. For theoretical insight into the origins of this behavior, we formulate a model for weak-localization in the presence of nonlinear transport. According to this, the voltage applied under nonequilibrium induces unavoidable dephasing, arising from a self-averaging of the diffusing electron waves responsible for transport. By establishing the manner in which the quantum corrections are suppressed in graphene, our study will be of broad relevance to the investigation of nonequilibrium transport in mesoscopic systems in general. This includes systems implemented from conventional metals and semiconductors, as well as those realized using other two-dimensional semiconductors and topological insulators.

I. INTRODUCTION

It has long been understood that the conductance of mesoscopic systems may exhibit quantum corrections at low temperatures, arising from the combined influence of weak localization [1–3] and electron interactions [3–5]. The former phenomenon [1] is due to the coherent interference of time-reversed pairs of Feynman paths, which return to their origin after a sequence of elastic scattering events, thereby enhancing the resistance above its Drude value. The interaction correction [2], on the other hand, has been discussed in terms of the scattering generated by the charge hologram associated with such closed paths [5]. While these corrections have long been the subject of study in normal metals and semiconductors, interest in these phenomena has been revived in recent years due to their manifestations in emergent two-dimensional materials, with the most notable example being provided by graphene. The unusual aspects of the bandstructure of this material, including its linear energy dispersion and the chiral nature of its carriers, significantly modify weak localization, in a manner that has been discussed in a number of theoretical [6–12] and experimental [13–24] works. Most notable here is that the details of the localization are strongly dependent upon the nature of the impurities in the system, with exact backscattering being forbidden for remote impurities that generate long-range scattering [25, 26]. As such, this behavior corresponds to weak antilocalization, a phenomenon that is normally associated with materials with strong spin-orbit coupling [1–3]. The antilocalization occurs in spite of the very weak spin-orbit coupling in graphene, but is suppressed in the presence of short-ranged impurities; these restore weak localization by allowing backscattering between the inequivalent $K$ and $K'$ valleys. Elsewhere, other works have explored the nature of the interaction-related correction to graphene’s conductance [27–32], and have found it to be of similar magnitude to that arising from weak localization.

In both the original experimental work on quantum corrections in normal metals and semiconductors [1–3, 5], and in more recent investigations performed on graphene [13–24, 27–32], the primary emphasis has been on obtaining information on these phenomena by studying their influence on the linear conductance. More specifically, most works have addressed the manner in which the corrections are affected by a magnetic field, which breaks time-reversal symmetry and suppresses weak localization while leaving the interaction
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contribution unaffected [1–5]. In contrast, far fewer studies have explored the manner in which these phenomena are affected under nonequilibrium conditions. (Notable exceptions include early works that demonstrated the inability of an electric field to break time reversal during coherent backscattering [33, 34], and later experiments on the differential conductance of GaAs/AlGaAs quantum dots [35] and short metallic nanobridges [36, 37].) While there have been a few investigations of the nonlinear differential conductance of graphene [38–43], there is still relatively little that is understood about the manner in which the quantum corrections in this material (and in other Dirac materials) are affected under nonequilibrium conditions. It is this specific problem that we address here, from both experimental and theoretical perspectives.

The experimental component of this work involves studies of the differential conductance \( g \) of graphene transistors, implemented in both monolayer and bilayer material. At low temperatures \( T \), where quantum corrections are expected to influence transport, the zero-bias conductance \( G \) of these devices is suppressed by the combined influence of weak localization and electron interactions. Application of a nonzero voltage \( V \) quenches these phenomena, however, and leads to an enhancement of the differential conductance that defines a zero-bias anomaly. By implementing a simple rescaling of these data, in which we plot the bias-induced change in conductance, \( \Delta g \), as a function of the dimensionless voltage \( eV/k_B T \), where \( k_B \) is the Boltzmann constant, we show that the zero-bias anomaly collapses onto a universal, temperature-independent form. According to this, the linear conductance remains unchanged for voltages \( eV \lesssim k_B T \), while at larger voltages it increases as a logarithmic function of \( V \), reflecting the quenching of the quantum corrections. This universal voltage scaling of the quantum corrections is observed in both monolayer and bilayer devices, and on the electron and hole sides of the Dirac point. Quantitative insight into the origins of this behavior is provided in the theoretical component of this work, in which we develop a formal description of the weak-localization correction under strongly nonequilibrium conditions. This is achieved by making use of a nonequilibrium Green function approach, in which we address the influence of disorder-induced scattering upon to the level of the maximally-crossed diagrams responsible for weak localization. Our essential finding is that the applied voltage introduces an additional dephasing in transport, that is analogous to that known to arise from a magnetic field or from nonzero temperature [44]. More specifically, by opening an energy window for transport, the applied voltage causes a self-averaging of the electron wavefunction, according to which diffusing waves gradually decohere with one another as they propagate around the same scattering loop. While our calculations are performed for the weak-localization correction alone, the strong similarities that they exhibit with the results of our experiment suggest that the interaction correction should be similarly affected by the self-averaging phenomenon.

The organization of the remainder of this paper is as follows. Section II provides a description of the graphene devices used in this study, and of the different techniques that are used to measure them. Our main experimental results are then presented in Sec. III, while in Sec. IV we develop a theoretical model for weak localization in graphene under nonequilibrium. In Sec. V we discuss some of the implications of our results, before concluding in Sec. VI.

II. EXPERIMENTAL METHODS

Graphene devices were fabricated by exfoliating Kish graphite onto a heavily-doped Si substrate with a 300-nm SiO2 cap layer [45, 46]. Layer identification was achieved through a combination of optical microscopy and Raman imaging [46], following which individual graphene flakes were contacted with Cu/Au (3–50-nm) electrodes, defined by electron-beam lithography and lift-off. The conductive Si substrate served as the (back-) gate of these devices, which was biased at an appropriate voltage \( V_g \) to vary the carrier concentrations. A number of devices were fabricated, and characterized electrically, and exhibited similar and consistent characteristics. In this work we focus on a detailed study of the differential conductance of representative devices realized from monolayer and bilayer graphene. Measured electron \( (\mu_e) \) and hole \( (\mu_h) \) mobilities in these devices \( \mu_e = 12,000 \text{ cm}^2/\text{V} \text{s} \) and \( \mu_h = 14,000 \text{ cm}^2/\text{V} \text{s} \) in monolayer, and \( \mu_e = 1,300 \text{ cm}^2/\text{V} \text{s} \) and \( \mu_h = 1,100 \text{ cm}^2/\text{V} \text{s} \) in bilayer, both at 4 K and a concentration of \( 10^{12} \text{ cm}^{-2} \) were consistent with prior reports [47] for graphene on SiO2. For four-probe measurements of the linear conductance \( G \), a small AC voltage \( V_{AC} \) was applied between the source and drain contacts of the device, allowing the conductance to be determined from the measured AC current \( I_{AC} \) and from the voltage \( V \) drop across a pair of internal voltage probes. An example of this configuration is provided in the left inset of Fig. 1 (a), which features an optical micrograph of one of our bilayer devices. The value of \( V_{AC} \) was configured to yield an internal voltage \( V \approx 100 \mu \text{V} \) and the measurement frequency was set at 13 Hz. For measurements of the differential conductance, the AC conductance was determined in the same manner as above, but now with an additional DC voltage \( V_d \) applied to the source and drain contacts) superimposed upon the AC component. In all of the data presented here, the variation of differential conductance is indicated as a function of the DC voltage drop \( V \) across the pair of internal probes. This voltage was determined from the measured AC voltages, according to \( V \approx V_{AC} - (V/V_d) \). All measurements were made with the samples mounted in vacuum, on the cold finger of a closed-cycle cryostat.

III. EXPERIMENTAL RESULTS

We begin our discussions by focusing on the manner in which the quantum corrections are manifested in the linear-transport characteristics of the devices. In the main panel of Fig. 1 (a), we show the variation of the small-signal resistance \( R \equiv 1/G \) of the bilayer device as a function of its gate voltage. Measurements are shown for various temperatures from 4 – 100 K, and reveal several important characteristics. Firstly,
as the temperature is lowered below 30 K, reproducible conductance fluctuations develop in the curves, signaling the emergence of coherent mesoscopic transport [48, 49]. More importantly, the fluctuations are superimposed upon a background trend for increasing resistance with decreasing temperature (see the right inset to Fig. 1 (a)), behavior that is typical of the quantum corrections [1–5]. This connection is further established in Fig. 1 (b), where we plot the variation of resistance as a function of temperature at three representative gate voltages. In all three cases, the resistance varies as a logarithmic function of temperature, a characteristic signature of quantum corrections in two-dimensional materials [1–5].

The main emphasis in this report is on understanding the manner in which the quantum corrections in graphene are suppressed under nonequilibrium conditions. The essential phenomenon in which we will be interested is presented in Figs. 1 (c) – (e), in which we plot the low-temperature (4 K) differential conductance of a bilayer device at three gate voltages (identified in the main panel of Fig. 1 (a)). Common to these data is a zero-bias anomaly, according to which the conductance is suppressed at zero bias but then increases when a voltage of either polarity is applied. (The anomaly is superimposed upon a broader conductance variation, which has previously been discussed as a signature of electron heating [42].) As we now describe, the zero-bias anomaly is attributed to a nonequilibrium suppression of the quantum corrections in these devices.

In normal investigations of quantum corrections, it is common to distinguish the influence of weak localization and electron interactions by applying a perpendicular magnetic field \( B \); as noted already, this suppresses weak localization while leaving the interaction correction unaffected [1–5]. In Fig. 2 (a), we show the results of measurements of the symmetric component [46] of the linear magneto-conductance of the monolayer device at five different temperatures. At 3 K, the signature of weak localization can be clearly seen in the data, in the form of a narrow conductance dip that is centered at zero magnetic field, and which coexists with reproducible fluctuations that extend over the entire field range. Both of these features weaken as the temperature is increased to 35 K, consistent with the expected reduction in carrier phase coherence [44, 48, 49]. The most important point here, however, is that the localization is quenched at very weak magnetic fields, as little as 30 mT. Noting this, in Fig. 2 (b) we plot the results of measurements of the low-temperature differential conductance of the monolayer device at three different magnetic fields. These data were obtained for a gate voltage close to the Dirac point and at \( B = 0 \) T the zero-bias anomaly is close to \( 2e^2/h \) in size. Its amplitude is reduced under the application of the magnetic field, decreasing to around 50% of its original value at 0.4 T. The crucial point here is that this field value is significantly larger than that required in Fig. 2 (a) to suppress weak localization. Consequently, we may conclude that the zero-bias anomaly in the differential conductance arises, at zero magnetic field at least, from the combined influence of weak localization and electron interactions. Moreover, the data of Fig. 2 (b) suggest that the relative magnitude of these two quantum corrections should be roughly the same.

While the data of Figs. 2 (a), (b), were obtained for a monolayer device, with the gate voltage configured at the Dirac point, the general features of the zero-bias anomaly revealed in these figures were found also in our studies of bilayer graphene (as confirmed already in Fig. 1), and were largely unchanged as the gate voltage was used to move the Fermi level between the valence and conduction bands.

Consistent with the temperature-dependent nature of linear transport, as evidenced in Figs. 1, 2, the zero-bias anomaly in the differential conductance is also found to depend strongly upon temperature. This is illustrated in Fig. 3 (a), in the main
As the temperature is increased from an initial value of 3 K, two important trends are apparent in this data: firstly, the zero-bias conductance increases with increasing temperature, consistent with the expected suppression of the quantum corrections, and; secondly, the overall amplitude of the zero-bias anomaly is simultaneously reduced. Remarkably, we find that these data can be rescaled onto a common curve by implementing the procedure utilized in the inset to Fig. 3. Here we replot the data from the main panel, according to which we plot the differential conductance of the monolayer device at various temperatures (indicated). The colors of the different data points correspond to the same temperatures as indicated in the main panel.

For further insight into the rescaling of the differential conductance of the monolayer device at a number of different temperatures, in Figs. 4 (a), (b), we show the results of this rescaling for a bilayer transistor. In Fig. 4 (a), we show the variation of the differential conductance ($g(V)$) as a function of the applied voltage, with the abscissa indicated on a logarithmic scale. From these data alone, it is clear that the differential conductance exhibits two distinct regimes of voltage-dependent behavior; the first at low voltages where it is approximately constant, and the second at higher voltages where it instead exhibits a logarithmic variation. In Fig. 4 (b), we rescale these data as in the inset to Fig. 3, in this case representing the dimensionless voltage on a logarithmic scale. As with the behavior revealed in Fig. 3, we once again see how the curves obtained at various temperatures in Fig. 4 (a) collapse onto a common curve as a result of the data rescaling. Having replotted the data in this way, it is moreover apparent that the crossover between the voltage-independent and voltage-dependent regimes occurs for $eV/k_B T \sim 1$, a natural result if the influence of the voltage is to open a thermally-resolved energy window for transport (a point that we return to below). In Fig. 4 (c), we provide yet another illustration of this rescaling, in this case for the monolayer data of Fig. 3. The similarity of these results to those of Fig. 4 (b) is striking, with a crossover near $eV/k_B T \sim 1$ and a logarithmic scaling at higher voltages.

Having established the universal voltage scaling of the quantum corrections in graphene, in the next section we develop a theoretical model to account for this behavior. Our approach involves formulating a description of the weak-
The data were obtained for a gate voltage the quenching of the quantum corrections in experiment. important insight into the relevant processes responsible for the scope of the current work. By clarifying how weak local-der nonequilibrium, this latter task is considered to be beyond also involve calculating the interaction-induced correction un-
ing that this exhibits the essential characteristics of our exper-
imental data. While a full treatment of this problem should also involve calculating the interaction-induced correction under nonequilibrium, this latter task is considered to be beyond the scope of the current work. By clarifying how weak localization is influenced under nonequilibrium, however, we gain important insight into the relevant processes responsible for the quenching of the quantum corrections in experiment.

**IV. THEORETICAL TREATMENT OF WEAK LOCALIZATION IN GRAPHENE UNDER NONEQUILIBRIUM**

In usual discussions of weak localization it is common to describe this phenomenon in terms of the two-particle propagator known as the Cooperon \[2, 3, 50, 51\]. This comprises a quasiparticle that follows a diffusive path, and which interferes with its time-reversed partner, providing the natural viewpoint from which to discuss weak localization. As a linear-response construct, however, the Cooperon may only be utilized under equilibrium, or quasiequilibrium, conditions, and thus is not applicable in the nonlinear regime of interest here. We therefore adopt an alternative approach to treat weak localization \[52, 53\], which is based on the use of nonequilibrium Green functions. Under spatial averaging, we obtain *rainbow* diagrams that provide the impurity-limited scattering lifetime in the self-consistent Born approximation, and *maximally-crossed* diagrams that account for weak localization (see App. B). To implement our calculations, we consider a graphene sheet contacted by a pair of metallic leads, and calculate its electronic structure subject to the boundary conditions imposed by the coupling to these leads. To consider the details of transport in the presence of disorder, we introduce short-range scattering centers that represent atomically-sharp defects. By including such impurities in our model we are able to capture effects arising from inter-valley scattering \[54, 55\], a key mechanism that is necessary to give rise to weak localization \[6\]. (The role of long-range disorder, such as that generated by substrate impurities, is not considered here. In this sense, our analysis is pertinent to intrinsic graphene, in the presence of local imperfections and defects, but free of any substrate interactions.)

While the details of our calculation of the nonequilibrium weak-localization correction are provided in the appendix to this paper, the essential features of our theory are as follows. Using a tight-binding model of the monolayer graphene lattice, with imperfections arising from a random collection of short-ranged impurities, and tunneling to a pair of metallic leads, we calculate the current flowing through this layer under the application of fixed voltage. The nonequilibrium nature of this problem is taken into account by formulating the model on the Keldysh contour (see appendix for details). The reduction of current (\(\delta I\)) caused by weak-localization is then determined by applying an impurity averaging, in which the contribution to the current from the maximally-crossed diagrams is calculated. Using the resulting expression, the localization-induced correction to the differential conductance is ultimately expressed (in the limit \(T \to 0\)) as:

\[
\frac{d}{dV} \delta I = -\frac{2e^2}{h} \Gamma^L \Gamma^R \frac{D_\ell}{D^2} \ln \frac{D_\ell}{eV}.
\]  

(1)

Here, \(\Gamma^L, \Gamma^R\) represent the coupling between the graphene and its left and right reservoirs (we take \(\Gamma^L = \Gamma^R = 5 \text{ meV}\)), \(D_\ell = (4\pi \nu_F^2 \rho)^{1/2} = 3 \text{ eV}\) is an upper energy limit, \(\nu_F\) is the Fermi velocity of graphene, and \(\rho\) is its planer density \[56\]. Crucially, Eq. (1) indicates that the localization correction to the differential conductance decreases with increasing voltage, exhibiting a logarithmic scaling as a function of this parameter that is highly suggestive of that found in our experiment.

Before undertaking a quantitative comparison of our experiment and theory, we comment on the significance of Eq. (1). Physically, this describes an additional dephasing that is introduced in the transport, and which arises from a self-averaging
An electron starts at point $r$ and returns to the same point after a sequence of (five) scattering events, $U_{1-5}$, denoting the different scattering potentials associated with these scatterers. (b) At zero voltage, weak localization arises from the interference of monoenergetic partial waves that travel in opposite directions. (c) At non-zero voltage, the monoenergetic waves in (b) are replaced by a set of waves with a spread of energies, which decohere with one another over an effective, voltage-induced, decoherence length.

Fig. 6: In the inset to this figure, we show the calculated differential conductance for monolayer graphene (temperatures indicated) in the presence of weak localization. The impurity concentration is set at 1% and the scattering potential associated with the impurities is 1 eV. In the main panel we replot the differential conductance data to show the variation of bias induced conductance change ($\Delta g$) as a function of the dimensionless voltage ($eV/k_BT$).

In the inset to Fig. 6, we plot the calculated contribution of weak localization to the differential conductance of graphene, over a temperature range similar to that studied in experiment. In these calculations, the impurity concentration is taken to be 1% and the scattering potential associated with the impurities ($U_n = U_{1-5}$ in Fig. 5) is set at 1 eV. The graphene is furthermore assumed to be intrinsic, by which we mean that the Fermi level lies at the Dirac point at thermal equilibrium. The resulting curves capture well the conductance variations found in experiment (compare, for example, with the results of Fig. 3), showing a zero-bias anomaly that is suppressed with increasing voltage and temperature. The values of the characteristic voltage (10 mV) and temperature (40 K) required to suppress the anomaly are moreover consistent with the results of our experiment. To further highlight the extent of the agreement between experiment and theory, in the main panel of Fig. 6 we plot the result of rescaling the calculated conductance curves, using the same approach as that applied to the experimental data. Here, also, we find that the data conform to a universal voltage scaling, showing little change in differential conductance at larger voltages. Most importantly, the collapse of the temperature-dependent data onto a single curve in this figure, without the need to make use of any adjustable parameters, reproduces the key observation of our experiment. Overall, the suggestion is that our theoretical model therefore describes the essential physics exhibited in the experiment.

V. DISCUSSION

The similar properties of the zero-bias anomaly, obtained in our experiment and theory, suggest a close connection of the results of Section III to the energy-averaging mechanism highlighted in Section IV (see Fig. 5 and related discussion). While we have calculated the effect of this averaging on the weak-localization correction alone, we know from our exper-
of partial waves that traverse direction must be viewed as arising from the interference of a set model. Specifically, at nonzero voltage, the localization corrections scattering diagrams are summed in the nonequilibrium. However, the presence of a nonzero voltage does lead to the averaged picture presented here.

The role of energy-averaging in mesoscopic transport has been highlighted previously, in discussions of the thermal damping of universal conductance fluctuations in dirty metals. There, the averaging is described as an unavoidable source of static dephasing, arising from the thermal spread of the electron energy at nonzero temperature. In such systems, this static dephasing must be considered in addition to the dynamic dephasing generated by scattering from time-dependent sources (such as phonons and other electrons). One question that arises here is whether the observed features of the conductance anomaly really do result from energy averaging? An alternative scenario that might be considered is that application of the bias voltage instead increases dynamic dephasing, by enhancing electron-phonon and electron-electron scattering. This would likely lead to a power-law variation of the dynamic dephasing length \( l_p \propto V^{-p} \), \( p \approx 1 \), and thus, once again, to a logarithmic conductance scaling. In such a situation, however, it is not at all clear that the resulting conductance variations should exhibit the universal voltage scaling found here. Specifically, the observation that the conductance curves collapse on one another when rescaled by the thermal energy, and that the rescaled data show a crossover in behavior when \( eV \sim k_B T \), would appear to favor the energy-averaging picture presented here.

In usual discussions of weak localization, the static dephasing associated with thermal smearing is known to leave the localization unaffected. Physically, this result that may be understood in the following way. At nonzero temperature, the backscattering responsible for weak localization can be attributed to a family of partial waves, with an energy spread set by the temperature. At each fixed energy within this range, a contribution to localization arises from the interference of time-reversed pairs of closed trajectories. Since each such pair returns to its origin in phase, summing over all relevant energies preserves the coherence required for the localization correction, and there is no thermal averaging of this effect. In our calculations of the energy averaging induced under nonequilibrium, however, the presence of a nonzero voltage does lead to averaging of the localization effect. Formally, this is due to the different way in which the contributions of the various scattering diagrams are summed in the nonequilibrium model. Specifically, at nonzero voltage, the localization correction must be viewed as arising from the interference of a set of partial waves that traverse different closed loops, and which have a spread of energies set by the voltage. As the voltage is increased and the size of this energy window grows, this leads to self-averaging of the wavefunction as diffusing waves gradually decohere with one another as they propagate around the same loop. Mathematically, this means that the energy averaging is described by first calculating the contribution of each scattering loop for a spread of energies, and only then adding the contributions of these averaged terms.

Finally, we note that our calculations of the localization contribution are performed for intrinsic graphene, by which we mean that the Fermi level is taken to lie at the Dirac point at thermal equilibrium. As demonstrated in Fig. 4, however, the bias-induced suppression of the quantum corrections, and the zero-bias anomaly that it leads to, appears to be a general feature of mesoscopic transport, for both electrons and holes in graphene. Similarly, while our model is formulated for a monolayer sheet of graphene, the observation of similar zero-bias anomalies in our monolayer and bilayer devices point to the more general nature of the voltage-induced energy averaging.

VI. CONCLUSIONS

In conclusion, in this work we have explored the manner in which the quantum corrections to the low-temperature conductance of graphene, arising from weak localization and from electron interactions, are modified under nonequilibrium. In our studies of the differential conductance of monolayer and bilayer devices, we have demonstrated the presence of a zero-bias anomaly at low temperatures, which arises from a voltage-induced averaging of the quantum corrections. By implementing a simple rescaling of these data, in which we plot the bias-induced change of differential conductance as a function of the dimensionless voltage \( eV/k_B T \), we have shown how this anomaly collapses onto a universal, temperature-independent form. According to this, the linear conductance remains approximately unchanged for voltages \( eV \leq k_B T \), while at larger voltages it increases as a logarithmic function of \( V \), reflecting the quenching of the quantum corrections. For insight into the origins of this behavior, we have made use of nonequilibrium Green functions to formulate a formal description of weak-localization in the presence of nonlinear transport. According to this model, the voltage applied under nonequilibrium gives rise to an additional dephasing in transport, arising from a self-averaging effect. By establishing the manner in which the quantum corrections are suppressed in graphene, our study will be of broad relevance to the investigation of nonequilibrium transport in mesoscopic systems in general. This includes systems implemented from conventional metals and semiconductors, as well as those realized using other two-dimensional semiconductors and topological insulators.
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**Appendix A: Model and transport formalism**

We model the low-energy physics around the Fermi level of pristine graphene using the tight-binding Hamiltonian

$$\mathcal{H}_0 = -t \sum_{\langle ij \rangle \sigma} a_{i\sigma}^\dagger b_{j\sigma} + H.c.,$$  \hspace{1cm} (A1)

where $a_{i\sigma}$ and $b_{j\sigma}$ denote the electron operators in the $A$- and $B$-sublattice, respectively. The nearest neighbor ($\langle ij \rangle$) intersite hopping rate is denoted by $t$. Assuming a spin-degenerate system, we can drop the spin subscript $\sigma = \uparrow, \downarrow$. We add a dilute random dispersion of impurities through

$$\mathcal{H}_I = \int \Psi^\dagger(r) V(r) \Psi(r) dr,$$  \hspace{1cm} (A2)

where $\Psi(r) = \int \Psi_k e^{-ik \cdot r} \rho k / \rho$, $\Psi_k = (a_k, b_k, \rho)$ is the graphene planar density [56], and $V(r) = \sum_m V_m \delta(r - r_m)$ denotes the scattering potential due to these impurities. Here, $V_m = U \sum_{\sigma} \delta_{\alpha m A + \sigma} \delta_{\beta m B}$ with $\sigma_A = (\sigma_0 + \sigma_0) / 2, \sigma_B = (\sigma_0 - \sigma_0) / 2$, $\delta_{\alpha m A(B)}$ is the indicator function for $r_m$ within the $A$-sublattice ($B$-sublattice), and $U$ is the scattering potential.

In reciprocal space, the model $\mathcal{H}_{gr} = \mathcal{H}_0 + \mathcal{H}_I$ is transformed into $\mathcal{H}_{gr} = \sum_k \Phi_k \Psi_k^\dagger \Psi_k + \sum_{kk'} \delta_k \Psi_k^\dagger \Psi_{kk'} \Psi_{kk'}$. Here

$$\Phi_k = \begin{pmatrix} 0 \\ \phi_k^\dagger \\ \phi_k \end{pmatrix},$$  \hspace{1cm} (A3)

where the structure factor $\phi_k = -t \sum_j \exp(i k \cdot \delta_j)$ is given in terms of the nearest neighbor vectors $\delta_1 = (a(\sqrt{3}, 1)/2, \delta_2 = -a(\sqrt{3}, -1)/2$, and $\delta_3 = -a(0, 1)$, with lattice parameter $a$. Free electrons have the dispersion relation $\phi_{k \pm k} \approx \pm v_F k e^{\pm i \phi}$ around the $K$-points $K_\pm = \pm K = \pm 2\pi \sqrt{3}/(1, 0) / 9 a$, with Fermi velocity $v_F = 3a t / 2$. In $k$-space, the scattering potential $\delta_{kk'} = \sum_m V_m \exp[-i(k - k') \cdot r_m] / \Omega$, where $\Omega$ is the volume.

The conductance of the disordered graphene flake is calculated by placing it in the junction between a pair of metallic leads, modeled here with Hamiltonians $\mathcal{H}_L = \sum (\epsilon_p - \mu_L) c_p^\dagger c_p$ and $\mathcal{H}_R = \sum (\epsilon_p - \mu_R) c_p^\dagger c_p$, where the chemical potentials $\mu_{L/R}$ are related to the applied voltage $V$ by $\mu_L - \mu_R = e V$. Tunneling between the leads and the graphene is described by the Hamiltonian $\mathcal{H}_T = \sum_{p k} c_p^\dagger t_{pk}^\dagger \Psi_k + \sum_{q k} c_{q k}^\dagger t_{k q} \Psi_k + H.c.$, where the row vector $t_{pk}$ ($t_{k q}$) denotes the tunneling rate between the left (right) lead and the graphene. It must be kept in mind that electrons in both sub-lattices take part in tunneling to and from the leads, which is accounted for here by the vectors $t_{pk}$ and $t_{qk}$.

The stationary charge current is given by $I = -e \partial_l (N_\uparrow) = -e \partial_l \sum_{k \sigma} (c_{k \sigma}^\dagger c_{k \sigma})$, which using standard methods becomes

$$I = \frac{ie}{h} \text{tr} \sum_{k k'} \Gamma_k^\dagger \left( f_L(\omega) G_{k k'}^\text{L}(\omega) + f_L(-\omega) G_{k k'}^\text{R}(\omega) \right) d\omega.$$  \hspace{1cm} (A4)

Here, the trace runs over the pseudo-spin degrees of freedom, $f_j(x) = f(\omega - \mu_j)$ is the Fermi function at the chemical potential $\mu_j$, and $\Gamma_k^\dagger$ is the coupling between the lead $\chi = L, R$ and the central region. We omit the momentum dependence of the coupling, $\Gamma_k^\dagger = \Gamma_k^\dagger$ and assume that the lesser/greater Green function for the central region $G_{kk'}^{<}(\omega) = G_{kk'}^{>}(\omega)$.

**Appendix B: Electronic structure calculation**

We describe the weak localization correction in graphene by considering the features of its electronic structure. In these calculations, the assumption of nonequilibrium conditions requires that we expand all calculated quantities on the Keldysh contour.

The electronic structure of pristine graphene is described by the free (unperturbed) graphene Green function $G(k, \omega) = (\omega \sigma_0 + \Phi_k)^{-1}$, where $\omega \in C$. We write the equation of motion for the Green function $G(k, k'; \omega) = \langle \Psi_k | \Psi_{k'} \rangle (\omega)$ as the Dyson equation

$$G_{kk'} = \delta_{kk} g_k + \sum_k g_k V_{kk} G_{kk'}^r,$$  \hspace{1cm} (B1)

and expand in orders of the scattering potential $V_{kk'}$.

$$G_{kk'} = \delta_{kk} g_k + g_k V_{kk} g_k + \sum_k g_k V_{kk} g_k V_{kk} g_k + \cdots,$$  \hspace{1cm} (B2)

which enables an order-by-order investigation of the electronic structure in terms of the scattering potential.

1. Impurity averaging

We calculate the weak localization correction by making an average over impurities located at $r_m$, thereby surrendering the non-locality of the Green function in reciprocal space. Employing the method outlined in [52, 53], we obtain to first order

$$\overline{V}_{kk'} = \frac{U}{\Omega} (N_A \sigma_A + N_B \sigma_B) \delta_{kk'},$$  \hspace{1cm} (B3)

The Feynman diagram corresponding to this scattering process is depicted in Fig. 7 (a). Assuming equal numbers of impurities in the two sublattices, $N_A = N_B = N$, we can write

$$\overline{V}_{kk'} = \frac{U}{\Omega} U \sigma_0 \delta_{kk'} = c U \sigma_0 \delta_{kk'},$$  \hspace{1cm} (B4)

where $c = N / \Omega$ defines the concentration of impurities. The first order correction to the Green function is, hence, given by

$$\delta G_{kk'}^{(1)} = c U g_k^2.$$  \hspace{1cm} (B5)

In an analogous manner, the second-order component becomes

$$\overline{V}_{kk'} \overline{V}_{kk'} = \frac{NU^2}{\Omega^2} \left( (N-1) g_k \sigma_0 + \sum_{i=A,B} \sigma_i g_k \sigma_i \right) \delta_{kk'}.$$  \hspace{1cm} (B6)
of the Dyson equation where the impurity averaged Green function is given in terms of the diagonal components only. This structural organization leads to a restricted contribution from diagrams (c), (f), and (g) are the lowest-order rainbow diagrams, whereas diagram (h) is the lowest-order crossed diagram.

The Feynman diagrams corresponding to this second-order scattering process are depicted in Figs. 7 (b) and (c), respectively. The distribution of impurities between the two sublattices leads to a restricted contribution from \( \sum_k g_k \), picking out the diagonal components only. This structural organization is important for some of the higher-order contributions.

The second-order correction is summarized as

\[
\delta G^{(2)}_k = e^2 U^2 \left[ 1 - \frac{1}{N} g_k^3 + e U^2 \sum_{k} g_k \bar{g}_k g_k \right],
\]

where \( \bar{g} = \sum_{i=A,B} g_i \). Here, the first term can be absorbed into the single-particle energy. The last term, however, provides the first diagram in the class of rainbow diagrams, see Fig. 7 (c). A partial summation over this class of diagrams leads to an electronic structure that is dependent upon the effective impurity-limited scattering lifetime \( \tau_I \). Therefore, we define the self-energy in the self-consistent Born approximation in terms of the impurity averaged Green function \( G(u^2 = eU^2) \)

\[
\Sigma = \frac{u^2}{\Omega} \sum_{i=A,B} \sum_k \sigma_i G_k \sigma_i,
\]

where the impurity averaged Green function is given in terms of the Dyson equation \( G_k = \left( g^{-1}_k(k) - \Sigma G \right)^{-1} \). The ansatz \( \Sigma' = (\Lambda - i/2 \tau_I) \sigma_0 \) for the retarded self-energy, leads to

\[
\frac{u^2}{\Omega} \sum_{i=A,B} \sum_k \sigma_i G_k \sigma_i = -\frac{4u^2}{D_e^2} \left( \omega + i/2 \tau_I \right) \left( \ln \frac{D_e}{\omega + i/2 \tau_I} + i \pi \frac{1}{2} \text{sign}(\omega) \right) \sigma_0,
\]

where \( D_e^2 = 4\pi \rho^2 \) defines an upper energy cut. Equating for \( \Lambda \) and \( 1/\tau_I \), and assuming that \( 1/\tau_I \ll |\omega| \) (which is sufficient for small energies around the Fermi level, since \( D_e \sim 1 \text{ eV} \), and \( U \sim 1 \text{ eV} \), while \( u^2/D_e^2 \sim 10^{-3} - 10^{-2} \), implying that \( 1 - 4(u^2/D_e^2) \ln(D_e/|\omega + i/2 \tau_I|) \geq 1 \), leads to the result that we can neglect \( \Lambda \), and retain only the approximate inverse lifetime, or, momentum scattering time

\[
\frac{1}{\tau_I} \approx \frac{4\pi u^2}{D_e^2} |\omega|,
\]

in agreement with previous studies [54, 55].

2. Maximally-crossed diagrams

The weak localization phenomenon arises from enhanced backscattering, caused by the constructive interference between pairs of time-reversed closed paths. It is well known that diagrams containing crossed impurity lines account for the largest contribution from this class is provided by the subclass of maximally-crossed diagrams. The diagram in Fig. 7 (h), which represents the lowest-order maximally-crossed diagram and can be written algebraically as

\[
\Sigma_{ij}^{(1)}(\mathbf{k}) = \frac{1}{\Omega^2} \sum_{m\neq n} \sum_{\mathbf{q}} V_m G_{\mathbf{p}+\mathbf{q}} V_n G_{\mathbf{p}+\mathbf{q}} V_n G_{\mathbf{p}+\mathbf{q}} V_m \equiv \frac{u^4}{\Omega^2} \sum_{\mathbf{q}} \sum_i \sum_{j=A,B} \sigma_i G_{\mathbf{p}+\mathbf{q}} \sigma_j G_{\mathbf{p}+\mathbf{q}} \sigma_j G_{\mathbf{p}+\mathbf{q}} \sigma_i, \quad (B11)
\]

where \( \mathbf{p} = \mathbf{k} + \mathbf{q} \). The dominant contribution to the lesser/greater form of the self-energy is then given by [53]

\[
\Sigma_{ij}^{(1)\leftrightarrow}(\mathbf{k}) = \frac{u^4}{\Omega^2} \sum_{\mathbf{q}} \sum_i \sum_{j=A,B} \sigma_i G_{\mathbf{p}+\mathbf{q}} \sigma_j G_{\mathbf{p}+\mathbf{q}} \sigma_j G_{\mathbf{p}+\mathbf{q}} \sigma_i. \quad (B12)
\]

The matrices \( \sigma_i \), \( i = A, B \), are projections and orthogonal \((\sigma_i \sigma_j = \delta_{ij} \sigma_i)\). For a general 2 \times 2 matrix \( A \), we have \( \sigma_A \sigma_A = A_{11} \sigma_1 \) and \( \sigma_B \sigma_B = A_{22} \sigma_2 \), while \( \sigma_A \sigma_B = A_{12} \sigma_+ \) and \( \sigma_B \sigma_A = A_{21} \sigma_- \), where \( \sigma_\pm = (\sigma_\times \pm i \sigma_\gamma)/2 \). Hence, a product on the form \( \sigma_i A_C \sigma_j B_C \sigma_j \) reduces to

\[
\sum_{i,j=A,B} \sigma_i A_C \sigma_j B_C \sigma_j = \left( A_{11} B_{11} C_{11} + A_{12} B_{21} C_{12} + A_{21} B_{12} C_{21} + A_{22} B_{22} C_{22} \right). \quad (B13)
\]

This property enables us to evaluate all of the crossed diagrams, element by element.

Since the diagonal components of the graphene Green function are equal, we only have to consider one of them. An analogous observation holds for the off-diagonal components. The calculation of all matrix components in the self-energy is fundamentally important since the coupling between the pseudo-spin degrees of freedom plays a central role in the theory of weak localization in graphene [6]. Hence, we write

\[
\left( \Sigma_{ij}^{(1)\leftrightarrow}(\mathbf{k}) \right)_{ij} = \frac{u^2}{\Omega} \sum_q \xi_j(\mathbf{p}) \left( \bar{G}_{\mathbf{q}} \right)_{ij}. \quad (B14)
\]
where the subscripts $ij$ refer to matrix components and where

$$\zeta_{ij}(p) = \frac{u^2}{\Omega} \sum_k (G_{p/2-k})_i (G_{p/2-k})_j.$$  \hspace{1cm} (B15)

The momentum summation contained in $\zeta_{ij}$ is carried out by individually expanding the Green functions around the nodes in the two valleys $\pm K$, such that both intra- and inter-valley scattering is included. Hence,

$$\phi_{p/2-k+k} \approx 2s \left\{ 2p + 2k \epsilon \Delta x \right\}, \quad s = \pm,$$  \hspace{1cm} (B16)

where $\tan \varphi_k = k_x/k_y$ and $\tan \varphi_p = p_x/p_y$. This leads to the result that

$$\phi_{p/2-k+k} \approx -E^2 \sin^2 \varphi_p + 4\epsilon^2 \sin^2 \varphi_k,$$  \hspace{1cm} (B17)

where $E = \epsilon_F p$ and $\epsilon = \epsilon_F k$. Moreover, since $|\phi_{p/2-k+k} \rightarrow \epsilon_F |p/2 \pm k|$ in the valleys, and restricting ourselves to the regime $E \ll \epsilon_F$, we can employ the approximation $\phi_{p/2-k+k} \approx \epsilon_F |p/2 \pm k| \approx \epsilon_F \cos \gamma$.

In the notation $(z'x')^2 = (z^2x^2) \approx \epsilon_F \cos \gamma$, with $z' = \omega \pm i/2 \tau$ and $\gamma = \varphi_k - \varphi_p$, we have

$$\zeta_{11}(p) = \frac{8u^2}{D_c} \int \frac{|z'|^2}{|z'^2 - \epsilon_F^2|(|z'^2 - \epsilon_F^2)| - \epsilon_F \cos \gamma} \frac{d\varphi_k}{2\pi},$$  \hspace{1cm} (B18a)

$$\zeta_{12}(p) = \frac{-8u^2}{D_c} \int \frac{|z'|^2}{|z'^2 - \epsilon_F^2|(|z'^2 - \epsilon_F^2)| - \epsilon_F \cos \gamma} \frac{d\varphi_k}{2\pi}.$$  \hspace{1cm} (B18b)

The energy ($\epsilon$) integration generates the contribution

$$\log \left[ \frac{D_c^4}{|z'^2 - \epsilon_F^2|} \right] \log \left[ \frac{D_c^4}{|z'^2 - \epsilon_F^2|} \right] \approx 2 \pi,$$  \hspace{1cm} (B19)

in both integrals, while $\zeta_{12}$ also contains the contribution

$$\log \left[ \frac{D_c^4}{|z'^2 - \epsilon_F^2|} \right] \approx 4 \log \frac{D_c}{|\omega|}.$$  \hspace{1cm} (B20)

In these equations, we have omitted any angular dependence in the logarithms, which in the latter case implies that $(z'^2 - \epsilon_F^2)^2 \approx \omega^2$.

We can now write the kernels $\zeta_{ij}$ according to

$$\zeta_{11}(p) = \frac{2\pi u^2}{D_c} / \int \frac{|z'^2|^{2}}{i\omega - \epsilon_F \cos \gamma} \frac{d\varphi_k}{2\pi},$$  \hspace{1cm} (B20a)

$$\zeta_{12}(p) = \frac{-2\pi u^2}{D_c} / \int \frac{|z'^2|^{2}}{i\omega - \epsilon_F \cos \gamma} \frac{d\varphi_k}{2\pi}.$$  \hspace{1cm} (B20b)

Then, by performing the angular integration, we arrive at

$$\zeta_{11}(p) = \frac{2\pi u^2}{D_c} / \frac{\omega^2}{\sqrt{(\omega/\tau)^2 + (\epsilon_F E)^2}},$$  \hspace{1cm} (B21a)

$$\zeta_{12}(p) = \frac{-2\pi u^2}{D_c} / \frac{2\ln D_c}{|\omega|} \pi \frac{E^2 - 4\omega^2}{\sqrt{(\omega/\tau)^2 + (\epsilon_F E)^2}} \sin^2 \varphi_p.$$  \hspace{1cm} (B21b)

where in the result for $\zeta_{11}$ we have replaced $|z'|$ by $\omega$ (since $1/4\tau^2 \ll \omega^2$) and in that for $\zeta_{12}$ we have neglected a minor contribution proportional to $\omega^2$. In fact, the second contribution to $\zeta_{12}$ can also be omitted without changing its vital properties pertaining to weak localization.

To first order in the self-energy, our calculation of the maximally-crossed diagrams yields the expression

$$\Sigma_{c^{<}}^{\omega} (k) = \frac{u^2}{\Omega} \sum_q \left\{ \frac{2\pi u^2 \omega^2 / D_c^2}{\sqrt{(\omega/\tau)^2 + (\epsilon_F E)^2}} \left[ (G_q)_{11} 0 \right] \right\}

- \frac{2\pi u^2}{D_c} / \ln |\omega| \left( \begin{array}{cc} 0 & (G_q)_{12}^{<} \end{array} \right) |(G_q)_{21}^{<}.$$  \hspace{1cm} (B22)

The result in Eq. (B13) implies that the $n$th contribution to both diagonal and off-diagonal entries equal the $n$th power of the entries in the expression above. Hence, the summation over the maximally-crossed diagrams can be performed independently, in each matrix entry, giving

$$\sum_{n=1}^{\infty} (\zeta_{11}(p))^n = \sum_{n=1}^{\infty} (\zeta_{22}(p))^n \approx (\omega/\tau \epsilon_F)^2 / E^2 + (\omega/\tau \epsilon_F)^2,$$  \hspace{1cm} (B23a)

$$\sum_{n=1}^{\infty} (\zeta_{12}(p))^n = \sum_{n=1}^{\infty} (\zeta_{21}(p))^n \approx -2 u^2 / D_c \ln |\omega|.$$  \hspace{1cm} (B23b)

In the expressions for $\zeta_{11}$ and $\zeta_{22}$, we have made use of the relation $4\pi u^2 / D_c^2 \approx 1 / |\tau \omega|$. The self-energy contribution from the maximally-crossed diagrams is then reduced to the expression

$$\Sigma_{c^{<}}^{\omega} (k) = \frac{u^2}{\Omega} \sum_q \left\{ \frac{\omega/\tau \epsilon_F}{E^2 + (\omega/\tau \epsilon_F)^2} \left[ (G_q)_{11} 0 \right] \right\}

- \frac{2\pi u^2}{D_c} / \ln |\omega| \left( \begin{array}{cc} 0 & (G_q)_{12}^{<} \end{array} \right) |(G_q)_{21}^{<}.$$  \hspace{1cm} (B24)

Next, we sum over the momentum $q$. In the diagonal components, we note that $1/[E^2 + (\epsilon_F E)^2]$ is strongly peaked around $q = -k$, and recall that $E = \epsilon_F |k + q|$, which allows us to move $(G_q)_{11(22)}$ out of the summation, the remainder of which yields a factor $\approx \omega^2$. The summation of the off-diagonal components is trivial since the contribution from $\zeta_{12}$ is independent of $q$. Setting $G_q^{<} = \sum_q G_q^{<} - G_q$, where

$$\Sigma_0^{\omega} (\omega) = (\pm i) \sum_x \Gamma_x f_x (\pm \omega) (\sigma_0 + \sigma_\varphi) \text{ leads to}$$

$$\Sigma_{c^{<}}^{\omega} (k) \approx (\pm i) \sum_x \Gamma_x f_x (\pm \omega) \left[ \sigma_0 u^2 \left( \begin{array}{cc} (G_{-k})_{11} & 0 \\ 0 & (G_{-k})_{12} \end{array} \right) \right]

- \frac{3 u^2}{D_c} / \ln |\omega|. \hspace{1cm} (B25)$$

The diagonal components in this expression provide a contribution to the current that is quartic in the Green functions, which should be compared with the quadratic contribution generated by the off-diagonal terms. Since the multiplying factor is also constant, when compared to the logarithmic functions in the off-diagonal components, the diagonal components can be discarded when calculating the weak-localization correction. The off diagonal components account
for the coupling between electrons in different sublattices, indicating that the pseudo-spin chirality is of great importance for the emergence of weak localization in graphene.

Finally, calculation of the differential conductance reduces to the procedure of taking the derivative of the relevant Fermi functions, yielding the correction

\[
\frac{d\delta I}{dV} = -\frac{2e^2}{h} \Gamma \Gamma_R \int \mathcal{F}_V(\omega) \frac{1}{D^2_e} \ln \frac{D_c}{|\omega|} d\omega. \tag{B26}
\]

At low temperatures, this displays the logarithmic variation normally associated with weak localization in linear transport, since \( \mathcal{F}_V(\omega) = (\beta/4) \cosh^2 \beta(\omega - eV)/2 \), as \( T \to 0 \), giving

\[
\frac{d\delta I}{dV} = -\frac{2e^2}{h} \Gamma \Gamma_R \frac{D_c}{D^2_e} \ln \frac{D_c}{|eV|} T \to 0. \tag{B27}
\]

---
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