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Abstract. We extend path analysis by giving sufficient conditions for computing the partial covariance of two random variables from their covariance. This is specifically done by correcting the covariance with the product of some partial variance ratios. As a result, the partial covariance retains the covariance’s salient feature of factorizing over the edges in the paths between the two variables of interest.

1. Introduction

To ease interpretation, linear structural equation models are typically represented as path diagrams: Nodes represent random variables, directed edges represent direct causal relationships, and bidirected edges represent confounding, i.e. correlation between error terms. Moreover, each directed edge is annotated with the corresponding coefficient in the linear structural equation model, a.k.a. path coefficient. Likewise, each bidirected edge is annotated with the corresponding error covariance. A path diagram also brings in computational benefits. For instance, it is known that the covariance \( \sigma_{XY} \) of two standardized random variables \( X \) and \( Y \) can be determined from the path diagram. Specifically, \( \sigma_{XY} \) can be expressed as the sum for every \( \emptyset \)-open path from \( X \) to \( Y \) of the product of path coefficients and error covariances for the edges in the path (Wright, 1921; Pearl, 2009). For non-standardized variables, one has to multiply the product associated to each path with the variance of the root variable in the path, i.e. the variable with no incoming edges. A path can have no root variables (\( X \leftrightarrow Z \rightarrow \cdots \rightarrow Y \) or \( X \leftarrow \cdots \leftarrow Z \leftrightarrow W \rightarrow \cdots \rightarrow Y \)) or one root variable (\( X \rightarrow \cdots \rightarrow Y \) or \( X \leftarrow \cdots \leftarrow Z \rightarrow \cdots \rightarrow Y \)).

In this work, we develop a similar factorization for the partial covariance \( \sigma_{XY:Z} \) for certain path diagrams. More specifically, we give sufficient conditions for computing \( \sigma_{XY:Z} \) by correcting \( \sigma_{XY} \) with the product of some partial variance ratios. This implies that \( \sigma_{XY:Z} \) factorizes over the edges of the paths from \( X \) to \( Y \), much in the same way as \( \sigma_{XY} \) does. Moreover, we use the factorization to show that Simpson’s paradox cannot occur in certain path diagrams.

*This work extends our results in Peña (2020) from singly-connected path diagrams to a superclass thereof.
We conclude this introduction by recalling some related works. Chaudhuri and Richardson (2003) and Chaudhuri (2005) identify sufficient conditional independencies for ordering squared partial correlation coefficients in singly-connected path diagrams. Chaudhuri (2014) extends these results to general Gaussian random vectors. Chaudhuri and Tan (2010) report similar general results for absolute values of partial regression coefficients. Finally, Ong (2014) proves similar results for (signed) partial covariances, correlation coefficients and regression coefficients for singly-connected path diagrams and general Gaussian random vectors.

It should be noted that these works consider paths with colliders and we do not. However, none of these works develops a factorization of the measure of association under study, as we do for the partial covariance. Moreover, the path diagrams that we consider in this work are a superclass of singly-connected diagrams. Therefore, our results about the impossibility of Simpson’s paradox subsume the results by Pearl (2014), who identified three singly-connected path diagrams that do not lead to the paradox.

The rest of this work is structured as follows. Section 2 presents our factorization of partial covariances, and the conditions under which it is valid. The section also features some illustrative examples. Section 3 shows that Simpson’s paradox cannot occur under the conditions in the previous section. Section 4 closes with some discussion.

2. Conditional Path Analysis

We start by recalling the separation criterion for path diagrams. Given a path $\pi_{XY}$ from a node $X$ to a node $Y$ in a path diagram, a node $C$ is a collider in $\pi_{XY}$ if $A \leftrightarrow C \leftrightarrow B$ is a subpath of $\pi_{XY}$, where $\leftrightarrow$ means $\rightarrow$ or $\leftrightarrow$. Given a set of nodes $Z$, $\pi_{XY}$ is said to be $Z$-open if

- every collider in $\pi_{XY}$ is in $Z$ or has some descendant in $Z$, and
- every non-collider in $\pi_{XY}$ is outside $Z$.

Whereas all the nodes in a path must be different, the nodes in a route do not need to be so. Given a route $\rho_{XY}$ from a node $X$ to a node $Y$ in a path diagram, a node $C$ is a collider in $\rho_{XY}$ if $A \leftrightarrow C \leftrightarrow B$ is a subroute of $\rho_{XY}$. Note that $A$ and $B$ may be the same node. Given a set of nodes $Z$, $\rho_{XY}$ is said to be $Z$-open if

- every collider in $\rho_{XY}$ is in $Z$, and
- ever non-collider in $\rho_{XY}$ is outside $Z$.

Note that there is a $Z$-open route from $X$ to $Y$ if and only if there is a $Z$-open path from $X$ to $Y$ (see Lemma 4 in the appendix). We use $X \perp Y | Z$ and $X \perp Y | Z$ to denote, respectively, the existence or not of such a path. We say that $X$ and $Y$ are $Z$-connected if $X \perp Y | Z$.

If $X \perp Y | Z$, then one can readily conclude that $\sigma_{XY,Z} = 0$. If on the other hand $X \not\perp Y | Z$, then one may think that $\sigma_{XY,Z}$ can be obtained by first applying path analysis to obtain an expression for $\sigma_{XY}$ and,
then, modifying this expression by replacing (co)variances with partial (co)variances given \( Z \). However, this is incorrect as the following example shows. Consider the path diagram to the left in Figure 1 which corresponds to the following linear structural equation model:

\[
\begin{align*}
X &= \epsilon_X \\
Y &= \alpha X + \epsilon_Y \\
Z &= \delta Y + \epsilon_Z.
\end{align*}
\]

Consider representing the error terms explicitly in the diagram, which results in the path diagram to the right in Figure 1. Then,

\[\sigma_{XY} = \text{cov}(X, \alpha X + \epsilon_Y) = \alpha \sigma_Y^2 + \text{cov}(X, \epsilon_Y) = \alpha \sigma_X^2\]

where the last equality follows from the fact that \( \text{cov}(X, \epsilon_Y) = 0 \) since \( X \perp \epsilon_Y | \emptyset \). However,

\[\sigma_{XY,Z} = \text{cov}(X, \alpha X + \epsilon_Y | Z) = \alpha \sigma_Y^2 Z + \text{cov}(X, \epsilon_Y | Z) \neq \alpha \sigma_X^2 Z\]

where the last inequality follows from the fact that \( \text{cov}(X, \epsilon_Y | Z) \neq 0 \) in general, since \( X \perp \epsilon_Y | Z \) does not hold. The theorems below show that we can obtain \( \sigma_{XY,Z} \) by correcting \( \sigma_{XY} \) with a partial variance ratio as follows:

\[\sigma_{XY,Z} = \sigma_{XY} \frac{\sigma_Y^2 Z}{\sigma_Y^2} \]

2.1. Main Contribution. The two theorems in this section are the main contribution of this work. Before presenting them, we need to introduce some notation. The parents of a node \( X \) are \( Pa(X) = \{ Y | Y \rightarrow X \} \). The children of \( X \) are \( Ch(X) = \{ Y | X \rightarrow Y \} \). The spouses of \( X \) are \( Sp(X) = \{ Y | X \leftrightarrow Y \} \). Moreover, we define the operation of conditioning a path diagram on a node \( A \) as replacing every edge \( A \rightarrow B \) with an edge \( A_B \rightarrow B \), where \( A_B \) is a new node. Note that \( A \) is not removed. In terms of the associated system of linear equations, this implies (i) adding a new equation \( A_B = \epsilon_A \) where \( \epsilon_A \) is normally distributed with arbitrary mean and variance, and (ii) replacing every equation \( B = \alpha^T (A, Pa(B) \\setminus A) + \epsilon_B \) with an equation \( B = \alpha^T (A_B, Pa(B) \setminus A_B) + \epsilon_B \). Note that, after conditioning, we have that \( Ch(A) = \emptyset \) whereas \( Pa(A_B) \cup Sp(A_B) = \emptyset \) and \( Ch(A_B) = B \). See

![Figure 1. Path diagram illustrating that computing \( \sigma_{XY,Z} \) is non-trivial.](image-url)
Figure 2 for an illustration. Let $V$ denote all the nodes in the path diagram at hand, and consider the distribution $p(V \setminus A, A = a)$ defined by the system of equations before conditioning on $A$. This is the unnormalized conditional distribution of $V \setminus A$ given $A$. Let $A'$ denote the new nodes created by conditioning on $A$, and consider the distribution $p(V \setminus A, A = a, A' = a)$ defined by the system of equations after conditioning on $A$. This is the unnormalized conditional distribution of $V \setminus A$ given $A \cup A'$. Note that both unnormalized conditional distributions coincide for all $a$, i.e. $p(V \setminus A = x, A = a) = p(V \setminus A = x, A = a, A' = a)$ for all $x$ and $a$. Thus, their normalized versions coincide as well. So, computing partial covariances in either of them gives the same result, since partial covariances coincide with conditional covariances for Gaussian random vectors. In other words, the partial covariance $\sigma_{XY \cdot A}$ in the original path diagram is equal to $\sigma_{XY \cdot AA'}$ in the conditional diagram.

Finally, we define conditioning on a set of nodes $S$ as conditioning on each node in $S$. By the previous reasoning, the partial covariance $\sigma_{XY \cdot S}$ in the original path diagram is equal to $\sigma_{XY \cdot SS'}$ in the conditional diagram, where $S'$ denotes the new nodes created by conditioning on $S$. The following theorems show how to compute the latter. See the appendix for the proofs. We illustrate the theorems through some examples in the next section.

**Theorem 1.** Consider a path diagram conditioned on a set of nodes $S$. Let $Z = S \cup S'$. Let $\Pi_{X,Y}$ denote all the $Z$-open paths from $X$ to $Y$. Suppose that no path in $\Pi_{X,Y}$ has colliders. Suppose that all the paths in $\Pi_{X,Y}$ have a subpath $X_m \leftarrow \cdots \leftarrow X_2 \leftarrow X_1 \rightarrow X_{m+1} \rightarrow \cdots \rightarrow X_{m+n}$ or $X_1 = X \rightarrow X_2 \rightarrow \cdots \rightarrow X_{m+n}$. Suppose that there is no $Z$-open route $X_i \rightarrow A \leftarrow \cdots \leftarrow B \leftarrow X_i$ with $i > 1$. Moreover, let $Z_i = Z_i \cup Z^i$ and $Z_{1a}^{1b} = Z_1 \cup \cdots \cup Z_a \cup Z^1 \cup \cdots \cup Z^b$ where

- $Z^i = \{W_1, W_2, \ldots\}$ is a subset of $Z \setminus Z_{i-1}^{i-1}$ such that each $W_j$ is $(Z_{i-1}^{i-1} \cup W_{1j-1})$-connected to $X_i$ through $Pa(X_i) \cup Sp(X_i)$ by a path that does not contain any node that is in some path in $\Pi_{X,Y}$ except $X_i$, and
- $Z_i = \{W_1, W_2, \ldots\}$ is a subset of $Z \setminus Z_{i-1}^{i-1}$ such that each $W_j$ is $(Z_{i-1}^{i-1} \cup W_{1j-1})$-connected to $X_i$ through $Ch(X_i)$ by a path that
does not contain any node that is in some path in $\Pi_{XY}$ except $X_i$.

Finally, let $Z \setminus Z_{1:m+n}^\sim = \{W_1, W_2, \ldots \}$ and suppose that $X \perp W_j \mid Z_{1:m+n}^\sim \cup W_{1:j-1}$ or $Y \perp W_j \mid Z_{1:m+n}^\sim \cup W_{1:j-1}$. Then,

$$\sigma_{XY \cdot Z} = \frac{\sigma_{XY}^2 \prod_{i=2}^{m+n} \sigma_{X_i, Z_{i+1}^\sim}^2}{\sigma_{X_1}^2 \prod_{i=1}^{m+n} \sigma_{X_i, Z_{i+1}^\sim}^2}.$$  

**Theorem 2.** Consider the same assumptions as in Theorem 1 with the only exception that all the paths in $\Pi_{XY}$ have now a subpath $X_m \leftarrow \ldots \leftarrow X_2 \leftarrow X_1 \leftrightarrow X_{m+1} \rightarrow \ldots \rightarrow X_{m+n}$ or $X_1 \leftrightarrow X_2 \rightarrow \ldots \rightarrow X_{m+n}$ or $\leftarrow X_1 \rightarrow \ldots \rightarrow X_{m+n}$. Then,

$$\sigma_{XY \cdot Z} = \sigma_{XY} \prod_{i=1}^{m+n} \frac{\sigma_{X_i, Z_{i+1}^\sim}^2}{\sigma_{X_{i-1}}^2 \cdot \sigma_{X_i, Z_{i+1}^\sim}^2}.$$  

Note that the numerator and the denominator of each partial variance ratio in the theorems above coincide except for $Z_i$ that is only in the numerator. Then, each ratio can be interpreted as a deflation factor ($\leq 1$) that accounts for the additional reduction of the partial variance of $X_i$ when conditioning on $Z_i$. Note that $\sigma_{XY \cdot Z}$ inherits from $\sigma_{XY}$ the salient feature of factorizing over the edges in the paths in $\Pi_{XY}$. Note also that the theorems always apply when the original path diagram is singly-connected. Finally, note that conditioning does not change the sign of the covariance, i.e. $\text{sign}(\sigma_{XY \cdot Z}) = \text{sign}(\sigma_{XY})$. This implies that if all the paths in $\Pi_{XY}$ are of the form $X \rightarrow \ldots \rightarrow Y$, then conditioning does not change the sign of the regression coefficient of $Y$ on $X$ and, thus, of the causal effect of $X$ on $Y$. The following corollary is immediate.

**Corollary 3.** Suppose that two sets of nodes $S_1$ and $S_2$ satisfy the assumptions in Theorems 1 or 2. Then, $\text{sign}(\sigma_{XY}) = \text{sign}(\sigma_{XY \cdot S_1}) = \text{sign}(\sigma_{XY \cdot S_2})$.

2.2. **Examples.** We illustrate Theorem 1 with the following example. Consider the path diagram to the left in Figure 3. Say that we want to compute $\sigma_{XY \cdot S}$ with $S = \{C, D, E\}$. The path diagram conditioned on $S$ can be seen to the right in Figure 3. Then, $S' = \{C_{X_1}, C_{X_2}, E_D\}$ and $Z = S \cup S' = \{C, D, E, C_{X_1}, C_{X_2}, E_D\}$. As discussed before, $\sigma_{XY \cdot S}$ in the original diagram coincides with $\sigma_{XY \cdot Z}$ in the conditional diagram. Now, note that $Z^1 = \{C_{X_1}\}$, $Z_1 = \{D, E_D\}$, $Z^2 = \{C_{X_2}\}$, $Z_2 = \emptyset$, $Z^3 = \emptyset$.

\footnote{In the third subpath type, the predecessor of $X_1$ does not have to be the same in every path in $\Pi_{XY}$. It just has to reach $X_1$ through an edge $\rightarrow$ or $\leftrightarrow$ in every path in $\Pi_{XY}$.}
and $Z_3 = \{E\}$. Then, Theorem \([1] \) gives

$$
\sigma_{XY \cdot Z} = \sigma_{XY} \frac{\sigma_{X_1, C, X_1, D, E}\sigma_{X_2, C, X_1, D, E}\sigma_{X_3, C, X_1, D, E, C, X_2, E}}{\sigma_{X_1, C, X_1, D, E}\sigma_{X_2, C, X_1, D, E}\sigma_{X_3, C, X_1, D, E, C, X_2}}.
$$

We also illustrate Theorem \([2] \) with an example. Consider the path diagram to the left in Figure \([4] \). Say that we want to compute $\sigma_{XY \cdot S}$ with $S = \{C, D\}$. The path diagram conditioned on $S$ can be seen to the right in Figure \([4] \). Then, $S' = \{C_{X_1}, C_{X_2}, D_E\}$ and $Z = S \cup S' = \{C, D, C_{X_1}, C_{X_2}, D_E\}$. As discussed before, $\sigma_{XY \cdot S}$ in the original diagram coincides with $\sigma_{XY \cdot Z}$ in the conditional diagram. Now, note that $Z^1 = \{C_{X_1}\}$, $Z^2 = \{C_{X_2}, D_E\}$, and $Z_1 = Z_2 = Z_3 = Z_3 = \emptyset$. Then, Theorem \([2] \) gives

$$
\sigma_{XY \cdot Z} = \sigma_{XY} \frac{\sigma_{X_1, C, X_1, D, E}\sigma_{X_2, C, X_1, C, X_2, D, E}\sigma_{X_3, C, X_1, C, X_2, D, E}}{\sigma_{X_1, C, X_1, D, E}\sigma_{X_2, C, X_1, C, X_2, D, E}\sigma_{X_3, C, X_1, C, X_2, D, E}}.
$$

Theorems \([1] \) and \([2] \) can be extended to when all the paths from $X$ to $Y$ in the conditional path diagram share more than one subpath. For instance, consider the path diagram to the left in Figure \([5] \). Say

Figure 3. Left: Path diagram where Theorem \([1] \) can be applied to compute $\sigma_{XY \cdot CDE}$. Right: The path diagram to the left conditioned on $\{C, D, E\}$.

Figure 4. Left: Path diagram where Theorem \([2] \) can be applied to compute $\sigma_{XY \cdot CD}$. Right: The path diagram to the left conditioned on $\{C, D\}$. 

Figure 5. Left: Path diagram to compute $\sigma_{XY \cdot CDE}$. Right: The path diagram to the left conditioned on $\{C, D, E\}$. 


that we want to compute $\sigma_{X_1X_4|S}$ with $S = \{A, B, D\}$. The path diagram conditioned on $S$ can be seen to the right in Figure 5. Then, $S' = \{A_{X_2}, B_{X_3}, B_{X_4}\}$ and $Z = S \cup S' = \{A, B, D, A_{X_2}, B_{X_3}, B_{X_4}\}$. As discussed before, $\sigma_{X_1X_4|S}$ in the original diagram coincides with $\sigma_{X_1X_4|Z}$ in the conditional diagram. Now, note that $Z_1 = \{A\}$, $Z_2 = \{A_{X_2}\}$, $Z_3 = \{B_{X_3}\}$, $Z_4 = \{D\}$, and $Z_1 = Z_2 = Z_3 = \emptyset$. Note also that the conditional diagram has two $Z$-open paths from $X_1$ to $X_4$, which share two subpaths: $X_1 \to X_2$ and $X_2 \to X_3 \to X_4$. Therefore, neither Theorem 1 nor 2 applies. However, applying Theorem 1 followed by Theorem 2 gives

$$\sigma_{X_1X_4|Z} = \sigma_{X_1X_4} \frac{\sigma_{X_1A}^2 \sigma_{X_2A}^2 \sigma_{X_3AA_{X_2}}^2 \sigma_{X_4A}^2 \sigma_{X_4AA_{X_2}B_{X_3}}^2 \sigma_{X_4A}^2 \sigma_{X_4AA_{X_2}B_{X_3}B_{X_4}}^2}{\sigma_{X_1}^2 \sigma_{X_2A}^2 \sigma_{X_3AA_{X_2}}^2 \sigma_{X_3AA_{X_2}B_{X_3}}^2 \sigma_{X_4A}^2 \sigma_{X_4AA_{X_2}B_{X_3}B_{X_4}}^2}, \quad (1)$$

The proof of correctness of the previous expression is simply a concatenation of the proofs of Theorems 1 and 2. We omit the details. An alternative way of answering the previous query is by first absorbing the subpath $X_2 \to C \to X_3$ into the subpath $X_2 \to X_3$. Now, there is only one shared subpath in the path diagram conditioned on $S$, namely $X_1 \to X_2 \to X_3 \to X_4$. Then, Theorem 1 gives Equation 1. This absorption trick is always possible when there are several shared subpaths. We omit the details.

### 3. Simpson’s Paradox

In this section, we use Theorems 1 and 2 to conclude that Simpson’s paradox cannot occur in certain path diagrams. For path diagrams, Simpson’s paradox can be described as the reversal of the sign of the regression coefficient of a random variable $Y$ on a second variable $X$ upon conditioning on a set of variables $S$. Pearl (2013, Section 3.1) shows that the paradox can well occur for the path diagram $X \to Y \leftarrow S \to X$. Note the diagram is not singly-connected. Pearl (2014, Section 2.2) argues that the paradox does not occur for the singly-connected path diagrams $S \leftarrow X \to Y$, $S \to X \to Y$, and $X \to Y \leftarrow$...
given a functional of association. To see it, recall from Pearl (2009, Definition 6.5.1) that given a functional \( g(p(x,y)) \) that measures the association between two random variables \( Y \) and \( X \) in \( p(x,y) \), we say that \( g \) is collapsible over a variable \( S \) if

\[
E_s[g(p(x,y|s))] = g(p(x,y)).
\]

If we now consider the diagram \( S \leftarrow X \to Y \) and let \( g \) be the covariance between \( Y \) and \( X \), then collapsibility does not hold since

\[
E_s[g(p(x,y|s))] = E_s[cov(X,Y|S = s)] = cov(X,Y|S) = \sigma_{XY|S} \neq \sigma_{XY} = g(p(x,y))
\]

where the second equality follows from the fact that the conditional covariance does not depend on the value of the conditioning set, and the inequality follows from Theorem 1. Similarly for the diagram \( S \to X \to Y \). For the diagram \( X \to Y \leftarrow S \), on the other hand, Theorem 1 implies collapsibility. If we instead let \( g \) be the regression coefficient of \( Y \) on \( X \), then collapsibility follows from Theorem 1 for the three diagrams under consideration. Moreover, Pearl (2014) does not discuss if Simpson’s paradox can occur for the diagram \( X \to Y \to S \). In fact, we can use Theorem 1 again to conclude that collapsibility does not hold for this diagram, regardless of whether association means covariance or regression coefficient. Pearl does not discuss either the case of singly-connected path diagrams where \( X \) and \( Y \) are connected by a path of length greater than one. We fill these gaps next.

Note that Simpson’s paradox concerns the sign of the regression coefficient of \( Y \) on \( X \) upon conditioning on \( S \) or, equivalently, it concerns the sign of the covariance between \( X \) and \( Y \) upon conditioning on \( S \). Therefore, we are interested in the collapsibility of their sign rather than in the collapsibility of the regression coefficient or the covariance themselves. Corollary 3 implies that conditioning on \( S \) does not change the sign of the covariance if \( S \) satisfies the conditions in Theorem 1 or 2. Consequently, Simpson’s paradox cannot occur in those cases which, recall from Section 2.1, include singly-connected path diagrams.

---

\^2 For \( S \leftarrow X \to Y \) and \( S \to X \to Y \), Theorem 1 and \( X \not\perp S|\emptyset \) give \( \sigma_{XY|S} = \sigma_{XY}(\sigma_{X,S}^2/\sigma_X^2)(\sigma_{Y,S}^2/\sigma_Y^2) = \sigma_{XY} \).

\^3 For \( X \to Y \leftarrow S \), Theorem 1 gives \( \sigma_{XY|S} = \sigma_{XY}(\sigma_{X,S}^2/\sigma_X^2)(\sigma_{Y,S}^2/\sigma_Y^2) = \sigma_{XY} \).

\^4 For \( S \leftarrow X \to Y \) and \( S \to X \to Y \), Theorem 1 gives \( \beta_{Y|X,S} = \sigma_{XY|S}/\sigma_X^2 = \sigma_{XY}/\sigma_X^2 = \beta_{Y|X} \). For \( X \to Y \leftarrow S \), Theorem 1 and \( X \not\perp S|\emptyset \) give \( \beta_{Y|X,S} = \sigma_{XY|S}/\sigma_X^2 = \sigma_{XY}/\sigma_X^2 = \beta_{Y|X} \).

\^5 For \( X \to Y \leftarrow S \), Theorem 1 and \( Y \not\perp S|\emptyset \) give \( \sigma_{XY|S} = \sigma_{XY}(\sigma_{X,S}^2/\sigma_X^2)(\sigma_{Y,S}^2/\sigma_Y^2) = \sigma_{XY} \). Moreover, \( \beta_{Y|X,S} = \sigma_{XY|S}/\sigma_X^2 = (\sigma_{XY}/\sigma_X^2)(\sigma_{Y,S}^2/\sigma_Y^2) = \sigma_{XY}/\sigma_X^2 = \beta_{Y|X} \), because \( X \not\perp S|\emptyset \) and \( Y \not\perp S|\emptyset \).
4. Discussion

In this work, we have extended path analysis by giving sufficient conditions for computing the partial covariance of two random variables from their covariance. This is done by correcting the covariance with the product of some partial variance ratios. These ratios can be interpreted as deflation factors that account for the reduction of the partial variances of the variables in the paths between the two variables of interest. As a result, the partial covariance retains the covariance’s salient feature of factorizing over the edges in the paths. Moreover, we have used these results to show that Simpson’s paradox cannot occur under the sufficient conditions developed.

In the future, we would like to relax these sufficient conditions. Specifically, we would like to address the following two limitations of Theorems 1 and 2. A limitation is that each node $X_i$ in the subpath shared by all the paths in $\Pi_{X;Y}$ must be either the root or a non-root in all the paths in $\Pi_{X;Y}$. As a consequence, the theorems do not apply to the path diagram conditioned on $S$ that is shown to the left in Figure 6, because $R$ is the root of the path $X \leftarrow R \rightarrow Y$ but it is a non-root node in the path $X \leftrightarrow R \rightarrow Y$. Ideally, we would like to apply Theorem 1 to just the first path, and Theorem 2 to just the second. This would imply a correction due to the first path and no correction due to the second (the partial variance ratio equals 1). Developing such a path-wise correction is an open question.

A related limitation of Theorems 1 and 2 is that there cannot be any $Z$-open route $X_i \rightarrow A \leftarrow \cdots \leftarrow B \leftrightarrow X_i$ with $i > 1$. As a consequence, the theorems do not apply to the path diagram conditioned on $S$ that is shown to the right in Figure 6 because $S$ is both a child and a spouse of $R$. Ideally, we would like to apply Theorem 1 to account for $S$ as a spouse, and Theorem 2 to account for $S$ as a child. This would imply no correction in the first case (the partial variance ratio equals 1) and a correction in the second case. Developing such a role-wise correction is an open question.

Appendix: Proofs

This appendix contains the proofs of Theorems 1 and 2. We start with some lemmas stating some auxiliary results. The proofs of the
lemmas contain some repetition. We decided to keep it this way for the sake of clarity. Recall from Footnote \[\text{Footnote 1}\] that when we say that every path has a subpath \(A \leftrightarrow\), we do not mean that the successor of \(A\) is the same in every path. We mean that the successor is reached through an edge \(\rightarrow\) or \(\leftrightarrow\) in every path. Given a route \(\rho_{XY}\) from \(X\) to \(Y\), we let \(\rho_{XA}\) denote the subroute of \(\rho_{XY}\) from \(X\) to \(A\). Given two routes \(\rho_{XA}\) and \(\rho_{AY}\), we let \(\rho_{XA} \cup \rho_{AY}\) denote the route from \(X\) to \(Y\) resulting from concatenating \(\rho_{XA}\) and \(\rho_{AY}\). Finally, the path corresponding to a \(Z\)-open route from \(X\) to \(Y\) is a \(Z\)-open path from \(X\) to \(Y\) whose edges are a subset of the edges in the route. Such a path always exists by Lemma \[\text{Footnote 4}\].

**Lemma 4.** There is a \(Z\)-open route from \(X\) to \(Y\) if and only if there is a \(Z\)-open path from \(X\) to \(Y\). Moreover, the path and the route can be chosen such that the edges in the former are a subset of the edges in the latter.

*Proof.* Let \(\pi_{XY}\) be a \(Z\)-open path from \(X\) to \(Y\). For every subpath \(A \leftrightarrow C \leftrightarrow B\) of \(\pi_{XY}\) such that \(C \notin Z\), do the following. First, find a path \(C \rightarrow X_1 \rightarrow \cdots \rightarrow X_n\) with \(X_n \in Z\) and \(X_1, \ldots, X_{n-1} \notin Z\). Such a path must exist for \(\pi_{XY}\) to be \(Z\)-open. Second, replace \(A \leftrightarrow C \leftrightarrow B\) with \(A \leftrightarrow C \rightarrow X_1 \rightarrow \cdots \rightarrow X_n \leftarrow \cdots \leftarrow X_1 \leftarrow C \leftrightarrow B\). The result is the desired route.

Let \(\rho_{XY}\) be a \(Z\)-open route from \(X\) to \(Y\). Repeat the following two steps while possible. The result is the desired path. First, choose a node \(A\) that occurs several times in \(\rho_{XY}\). Let \(A_1\) and \(A_2\) denote the first and the last occurrences of \(A\) in \(\rho_{XY}\). Assume without loss of generality that no node in \(\rho_{XA_1}\) occurs in \(\rho_{A_2Y}\) except \(A\). Second, consider the following cases.

- If \(\rho_{XY}\) is \(X \leftrightarrow \cdots \leftrightarrow A_1 \leftrightarrow \cdots \leftrightarrow A_2 \leftrightarrow \cdots \leftrightarrow Y\), then replace it with \(\rho_{XA_1} \cup \rho_{A_2Y}\).
- If \(\rho_{XY}\) is \(X \leftrightarrow \cdots \leftrightarrow A_1 \leftrightarrow \cdots \leftrightarrow A_2 \rightarrow \cdots \leftrightarrow Y\), then replace it with \(\rho_{XA_1} \cup \rho_{A_2Y}\).
- If \(\rho_{XY}\) is \(X \leftrightarrow \cdots \leftrightarrow A_1 \leftrightarrow \cdots \leftrightarrow A_2 \leftrightarrow \cdots \leftrightarrow Y\), then replace it with \(\rho_{XA_1} \cup \rho_{A_2Y}\).

Note that \(A\) or some descendant of \(A\) must be in \(Z\) for the original \(\rho_{XY}\) to be \(Z\)-open.

\[\Box\]

**Lemma 5.** Consider a path diagram. Let \(X, Y, R\) and \(W\) be nodes and \(Z\) a set of nodes. If \(X \perp W|Z \cup R\) and \(Y \perp W|Z \cup R\) and \(X \perp Y|Z \cup R\), then

\[
\sigma_{XY\cdot ZW} = \sigma_{XY\cdot Z} \frac{\sigma_{R\cdot ZW}}{\sigma_{R\cdot Z}}.
\]

*Proof.* Note that \(X \perp W|Z \cup R\) implies that

\[
0 = \sigma_{XW\cdot ZR} = \sigma_{XW\cdot Z} - \frac{\sigma_{XR\cdot Z} \sigma_{RW\cdot Z}}{\sigma_{R\cdot Z}}.
\]
which implies that \( \sigma_{XY \cdot Z} = \delta_{XR \cdot Z} \sigma_{RW \cdot Z} \) where \( \delta_{XR \cdot Z} = \sigma_{XR \cdot Z} / \sigma_{R \cdot Z}^2 \). Likewise, \( Y \perp W | Z \cup R \) implies that \( \sigma_{YW \cdot Z} = \delta_{YR \cdot Z} \sigma_{RW \cdot Z} \) where \( \delta_{YR \cdot Z} = \sigma_{YR \cdot Z} / \sigma_{R \cdot Z}^2 \). Likewise, \( X \perp Y | Z \cup R \) implies that \( \sigma_{XY \cdot Z} = \delta_{XR \cdot R} \delta_{YR \cdot Z} \sigma_{R \cdot Z}^2 \). Therefore,

\[
\sigma_{XY \cdot ZW} = \sigma_{XY \cdot Z} - \frac{\sigma_{XY \cdot Z} \sigma_{YX \cdot Z} \delta_{YR \cdot Z} \sigma_{R \cdot Z}^2}{\sigma_{W \cdot Z}^2} = \delta_{XR \cdot Z} \delta_{YR \cdot Z} \sigma_{R \cdot Z}^2 \frac{\delta_{YR \cdot Z} \sigma_{R \cdot Z} \sigma_{RW \cdot Z}}{\sigma_{W \cdot Z}^2} = \delta_{XR \cdot Z} \delta_{YR \cdot Z} \sigma_{R \cdot Z}^2 \frac{\sigma_{R \cdot Z} \sigma_{W \cdot Z}}{\sigma_{R \cdot Z}^2} = \sigma_{XY \cdot Z} \frac{\sigma_{W \cdot Z}^2}{\sigma_{R \cdot Z}^2}.
\]

\[\Box\]

**Lemma 6.** Consider a path diagram. Let \( X, Y \) and \( W \) be nodes and \( Z \) a set of nodes. If \( Y \perp W | Z \cup X \), then

\[
\sigma_{XY \cdot ZW} = \sigma_{XY \cdot Z} - \frac{\sigma_{XY \cdot Z} \sigma_{YX \cdot Z} \delta_{YR \cdot Z} \sigma_{R \cdot Z}^2}{\sigma_{W \cdot Z}^2} = \sigma_{XY \cdot Z} - \sigma_{XY \cdot Z} \sigma_{YX \cdot Z} \sigma_{XW \cdot Z} \frac{\sigma_{R \cdot Z} \sigma_{W \cdot Z}^2}{\sigma_{R \cdot Z}^2} = \sigma_{XY \cdot Z} \frac{\sigma_{W \cdot Z}^2}{\sigma_{X \cdot Z}^2} = \sigma_{YW \cdot Z} \frac{\sigma_{YX \cdot Z} \sigma_{XW \cdot Z}}{\sigma_{X \cdot Z}^2}.
\]

Proof. Note that \( Y \perp W | Z \cup X \) implies that

\[0 = \sigma_{YW \cdot ZX} = \sigma_{YW \cdot Z} - \frac{\sigma_{YX \cdot Z} \sigma_{XW \cdot Z}}{\sigma_{X \cdot Z}^2} \]

which implies that

\[\sigma_{YW \cdot Z} = \frac{\sigma_{YX \cdot Z} \sigma_{XW \cdot Z}}{\sigma_{X \cdot Z}^2}.
\]

Therefore,

\[
\sigma_{XY \cdot ZW} = \sigma_{XY \cdot Z} - \frac{\sigma_{XY \cdot Z} \sigma_{YX \cdot Z} \sigma_{XW \cdot Z}}{\sigma_{X \cdot Z}^2} = \sigma_{XY \cdot Z} - \sigma_{XY \cdot Z} \sigma_{YX \cdot Z} \sigma_{XW \cdot Z} \frac{\sigma_{R \cdot Z} \sigma_{W \cdot Z}^2}{\sigma_{R \cdot Z}^2} = \sigma_{XY \cdot Z} \frac{\sigma_{W \cdot Z}^2}{\sigma_{X \cdot Z}^2} = \sigma_{YX \cdot Z} \frac{\sigma_{XW \cdot Z}}{\sigma_{X \cdot Z}^2}.
\]

\[\Box\]

**Lemma 7.** Consider a path diagram. Let \( X, Y \) and \( W \) be nodes and \( Z \) a set of nodes. If \( X \perp W | Z \) or \( Y \perp W | Z \), then \( \sigma_{XY \cdot ZW} = \sigma_{XY \cdot Z} \).

Proof. Note that \( X \perp W | Z \) and \( Y \perp W | Z \) imply \( \sigma_{XY \cdot Z} = 0 \) and \( \sigma_{YW \cdot Z} = 0 \), respectively. Thus, if \( X \perp W | Z \) or \( Y \perp W | Z \) then

\[
\sigma_{XY \cdot ZW} = \sigma_{XY \cdot Z} - \frac{\sigma_{XY \cdot Z} \sigma_{W \cdot Z}^2}{\sigma_{X \cdot Z}^2} = \sigma_{XY \cdot Z}.
\]

\[\Box\]
Lemma 8. Consider a path diagram. Let $\Pi_{XY}$ denote all the $Z$-open paths from $X$ to $Y$. Suppose that no path in $\Pi_{XY}$ has colliders. Suppose that all the paths in $\Pi_{XY}$ have a subpath $\leftarrow R \rightarrow$ or $R = X \rightarrow$. Let $W$ be a node that is $Z$-connected to $R$ by a path that does not contain any node that is in some path in $\Pi_{XY}$ except $R$. If $Pa(W) \cup Sp(W) = \emptyset$, then
\[
\sigma_{XY,ZW} = \sigma_{XY,Z} \frac{\sigma_{RZW}^{2}}{\sigma_{Z}^{2}}.
\]

Proof. Consider first the case where $\leftarrow R \rightarrow$ is a subpath of every path in $\Pi_{XY}$. Assume to the contrary that $X \not\perp W|Z \cup R$ and let $\rho_{X,W}$ be a $(Z \cup R)$-open route. Follow $\rho_{X,W}$ until reaching $R$ or $W$, and let $\pi_{XY} \in \Pi_{XY}$.

- If $R$ is reached first, then consider the first occurrence of $R$ in $\rho_{X,W}$ and note that $\rho_{X,R} \cup \pi_{RY}$ is a $Z$-open route. Moreover, it does not contain any edge $\leftarrow R$ that is in some path in $\Pi_{XY}$ because, otherwise, $\rho_{X,W}$ contains the edge ($\pi_{RY}$ cannot by definition) and, thus, it is not $(Z \cup R)$-open. Then, the path corresponding to $\rho_{X,R} \cup \pi_{RY}$ contradicts the assumptions in the lemma.
- If $W$ is reached first, then let $\rho_{RW}$ denote a $Z$-open path that does not contain any node that is in some path in $\Pi_{XY}$ except $R$. Such a path exists by the assumptions in the lemma. Thus, $\rho_{X,W} \cup \rho_{W,R} \cup \pi_{RY}$ is a $Z$-open route, because neither $R$ nor $W$ is a collider in it. The latter follows from the assumption that $Pa(W) \cup Sp(W) = \emptyset$. Moreover, the route does not contain any edge $\leftarrow R$ that is in some path in $\Pi_{XY}$ because, otherwise, $\rho_{X,W}$ contains the edge ($\rho_{W,R} \cup \pi_{RY}$ cannot by definition) and thus it reaches $R$ first. Then, the path corresponding to $\rho_{X,W} \cup \rho_{W,R} \cup \pi_{RY}$ contradicts the assumptions in the lemma.

Consequently, $X \perp W|Z \cup R$. We can analogously prove that $Y \perp W|Z \cup R$. Now, assume to the contrary that $X \not\perp Y|Z \cup R$ and let $\rho_{X,Y}$ be a $(Z \cup R)$-open route. Note that $R$ must be in $\rho_{X,Y}$ because, otherwise, $\rho_{X,Y}$ is $Z$-open and, thus, its corresponding path contradicts the assumptions in the lemma. Then, consider the first occurrence of $R$ in $\rho_{X,Y}$ and note that $\rho_{X,R} \cup \pi_{RY}$ is a $Z$-open route. Moreover, the route does not contain any edge $\leftarrow R$ that is in some path in $\Pi_{XY}$ because, otherwise, $\rho_{X,Y}$ contains the edge ($\pi_{RY}$ cannot by definition) and thus it is not $(Z \cup R)$-open. Then, the path corresponding to $\rho_{X,R} \cup \pi_{RY}$ contradicts the assumptions in the lemma. Consequently, $X \perp Y|Z \cup R$. Therefore, the desired result follows from Lemma 5.

Finally, consider the case where $R = X \rightarrow$ is a subpath of every path in $\Pi_{XY}$. Assume to the contrary that $Y \not\perp W|Z \cup X$ and let $\rho_{Y,W}$ be a $(Z \cup X)$-open route. Follow $\rho_{Y,W}$ until reaching $X$ or $W$. 

• If \( X \) is reached first, then note that \( \rho_{Y;X} \) does not contain any edge \( X \rightarrow \) that is in some path in \( \Pi_{XY} \) because, otherwise, \( \rho_{Y;W} \) is not \( (Z \cup X)\)-open. Then, the path corresponding to \( \rho_{XY} \) contradicts the assumptions in the lemma.

• If \( W \) is reached first, let \( \varrho_{X;W} \) denote a \( Z \)-open path that does not contain any node that is in some path in \( \Pi_{XY} \) except \( X \). Such a path exists by the assumptions in the lemma. Then, \( \varrho_{X;W} \cup \rho_{W;Y} \) is a \( Z \)-open route, because \( W \) is not a collider in it due to the assumption that \( Pa(W) \cup Sp(W) = \emptyset \). Moreover, the route does not contain any edge \( X \rightarrow \) that is in some path in \( \Pi_{XY} \) because, otherwise, \( \rho_{W;Y} \) contains the edge \( (\varrho_{X;W} \) cannot by definition) and thus it reaches \( X \) first. Then, the path corresponding to \( \varrho_{X;W} \cup \rho_{W;Y} \) contradicts the assumptions in the lemma.

Consequently, \( Y \perp W | Z \cup X \) and, thus, the desired result follows from Lemma 6. □

**Lemma 9.** Consider a path diagram. Let \( \Pi_{XY} \) denote all the \( Z \)-open paths from \( X \) to \( Y \). Suppose that no path in \( \Pi_{XY} \) has colliders. Suppose that all the paths in \( \Pi_{XY} \) have a subpath \( \leftarrow R \rightarrow \) or \( R = X \rightarrow \). Let \( W \) be a node that is \( Z \)-connected to \( R \) by a path that does not contain any node that is in some path in \( \Pi_{XY} \) except \( X \). If \( Ch(W) = \emptyset \) and \( \Pi_{XY} \) are all the \( (Z \cup W)\)-open paths from \( X \) to \( Y \), then

\[
\sigma_{XYZW} = \frac{\sigma_{RZW}^2}{\sigma_{RZ}^2}.
\]

**Proof.** Consider first the case where \( \leftarrow R \rightarrow \) is a subpath of every path in \( \Pi_{XY} \). Assume to the contrary that \( X \perp W | Z \cup R \) and let \( \rho_{X;W} \) be a \( (Z \cup R)\)-open route. Follow \( \rho_{X;W} \) until reaching \( R \) or \( W \), and let \( \pi_{XY} \in \Pi_{XY} \).

• If \( R \) is reached first, then consider the first occurrence of \( R \) in \( \rho_{X;W} \) and note that \( \rho_{X;R} \cup \pi_{RY} \) is a \( Z \)-open route. Moreover, it does not contain any edge \( \leftarrow R \) that is in some path in \( \Pi_{XY} \) because, otherwise, \( \rho_{X;W} \) contains the edge \( (\pi_{RY} \) cannot by definition) and, thus, it is not \( (Z \cup R)\)-open. Then, the path corresponding to \( \rho_{X;R} \cup \pi_{RY} \) contradicts the assumptions in the lemma.

• If \( W \) is reached first, then let \( \varrho_{R;W} \) denote a \( Z \)-open path that does not contain any node that is in some path in \( \Pi_{XY} \) except \( R \). Such a path exists by the assumptions in the lemma. Thus, \( \rho_{X;W} \cup \varrho_{R;W} \cup \pi_{RY} \) is a \( (Z \cup W)\)-open route from \( X \) to \( Y \), because \( W \) is a collider in it whereas \( R \) is not. The former follows from the assumption that \( Ch(W) = \emptyset \). Moreover, the route does not contain any edge \( \leftarrow R \) that is in some path in \( \Pi_{XY} \) because, otherwise, \( \rho_{X;W} \) contains the edge \( (\varrho_{R;W} \) and \( \pi_{RY} \) cannot by
definition) and thus it reaches $R$ first. Then, the path corresponding to $\rho_{X:W} \cup \rho_{W:R} \cup \pi_{RY}$ contradicts the assumptions in the lemma. Consequently, $X \perp W|Z \cup R$. We can analogously prove that $Y \perp W|Z \cup R$. Now, assume to the contrary that $X \not\perp Y|Z \cup R$ and let $\rho_{XY}$ be a $(Z \cup R)$-open route. Note that $R$ must be in $\rho_{XY}$ because, otherwise, $\rho_{XY}$ is $Z$-open and, thus, its corresponding path contradicts the assumptions in the lemma. Then, consider the first occurrence of $R$ in $\rho_{XY}$ and note that $\rho_{XR} \cup \pi_{RY}$ is a $Z$-open route. Moreover, the route does not contain any edge $\leftarrow R$ that is in some path in $\Pi_{XY}$ because, otherwise, $\rho_{XY}$ contains the edge $(\pi_{RY}$ cannot by definition) and thus it is not $(Z \cup R)$-open. Then, the path corresponding to $\rho_{XR} \cup \pi_{RY}$ contradicts the assumptions in the lemma. Consequently, $X \not\perp Y|Z \cup R$. Therefore, the desired result follows from Lemma 6.

Finally, consider the case where $R = X \rightarrow$ is a subpath of every path in $\Pi_{XY}$. Assume to the contrary that $Y \not\perp W|Z \cup X$ and let $\rho_{YW}$ be a $(Z \cup X)$-open route. Follow $\rho_{YW}$ until reaching $X$ or $W$.

- If $X$ is reached first, then note that $\rho_{Y:X}$ does not contain any edge $X \rightarrow$ that is in some path in $\Pi_{XY}$ because, otherwise, $\rho_{YW}$ is not $(Z \cup X)$-open. Then, the path corresponding to $\rho_{XY}$ contradicts the assumptions in the lemma.
- If $W$ is reached first, let $g_{X:W}$ denote a $Z$-open path that does not contain any node that is in some path in $\Pi_{XY}$ except $X$. Such a path exists by the assumptions in the lemma. Then, $g_{X:W} \cup \rho_{W:Y}$ is a $(Z \cup W)$-open route, because $W$ is a collider in it due to the assumption that $Ch(W) = \emptyset$. Moreover, the route does not contain any edge $X \rightarrow$ that is in some path in $\Pi_{XY}$ because, otherwise, $\rho_{YW}$ contains the edge $(g_{X:W}$ cannot by definition) and thus it reaches $X$ first. Then, the path corresponding to $g_{X:W} \cup \rho_{W:Y}$ contradicts the assumptions in the lemma.

Consequently, $Y \not\perp W|Z \cup X$ and, thus, the desired result follows from Lemma 6. □

Lemma 10. Consider a path diagram. Let $\Pi_{XY}$ denote all the $Z$-open paths from $X$ to $Y$. Suppose that no path in $\Pi_{XY}$ has colliders. Suppose that all the paths in $\Pi_{XY}$ have a subpath $\leftrightarrow R \rightarrow$ or $\leftrightarrow Y = R$. Let $W$ be a node that is $Z$-connected to $R$ through $Pa(R) \cup Sp(R)$ by a path that does not contain any node that is in some path in $\Pi_{XY}$ except $R$. If $Pa(W) \cup Sp(W) = \emptyset$ and $W$ is not $Z$-connected to $R$ through $Ch(R)$, then

$$\sigma_{XY:ZW} = \sigma_{XY:Z}.$$  

Proof. Consider first the case where $\leftrightarrow R \rightarrow$ is a subpath of every path in $\Pi_{XY}$. Assume to the contrary that $X \not\perp W|Z$ and let $\rho_{X:W}$ be a $Z$-open route. Follow $\rho_{X:W}$ until reaching $R$ or $W$, and let $\pi_{X:Y} \in \Pi_{XY}$.
• If $R$ is reached first, then consider the first occurrence of $R$ in $\rho_{X,W}$ and note that $\rho_{X,R}$ ends with an edge $\leftrightarrow R$ because, otherwise, $\rho_{X,R} \cup \pi_{R,Y}$ is a $Z$-open route that has a subroute $\leftrightarrow R \rightarrow$, and, thus, its corresponding path contradicts the assumptions in the lemma. Then, $\rho_{R,W}$ must start with an edge $R \rightarrow$ for $\rho_{X,W}$ to be $Z$-open. However, this contradicts the assumption that $W$ is not $Z$-connected to $R$ through $Ch(R)$.

• If $W$ is reached first, then let $g_{R,W}$ denote a $Z$-open path that does not contain any node that is in some path in $\Pi_{X,Y}$ except $R$. Such a path exists by the assumptions in the lemma. Thus, $\rho_{X,W} \cup g_{W,R} \cup \pi_{R,Y}$ is a $Z$-open route, because neither $R$ nor $W$ is a collider in it. The latter follows from the assumption that $Pa(W) \cup Sp(W) = \emptyset$. Moreover, the route does not contain any edge $\leftrightarrow R$ that is in some path in $\Pi_{X,Y}$ because, otherwise, $\rho_{X,W}$ contains the edge ($g_{W,R}$ and $\pi_{R,Y}$ cannot by definition) and thus it reaches $R$ first. Then, the path corresponding to $\rho_{X,W} \cup g_{W,R} \cup \pi_{R,Y}$ contradicts the assumptions in the lemma. Consequently, $X \perp W|Z$. When $\leftrightarrow Y = R$ is a subpath of every path in $\Pi_{X,Y}$, we can prove that $X \perp W|Z$ much in the same way. Consequently, $X \perp W|Z$ in either case and, thus, the desired result follows from Lemma 7.

Lemma 11. Consider a path diagram. Let $\Pi_{X,Y}$ denote all the $Z$-open paths from $X$ to $Y$. Suppose that no path in $\Pi_{X,Y}$ has colliders. Suppose that all the paths in $\Pi_{X,Y}$ have a subpath $\leftrightarrow R \rightarrow$ or $\leftrightarrow Y = R$. Let $W$ be a node that is $Z$-connected to $R$ through $Pa(R) \cup Sp(R)$ by a path that does not contain any node that is in some path in $\Pi_{X,Y}$ except $R$. If $Ch(W) = \emptyset$, and $W$ is not $Z$-connected to $R$ through $Ch(R)$, and $\Pi_{X,Y}$ are all the $(Z \cup W)$-open paths from $X$ to $Y$, then

$$\sigma_{XY,ZW} = \sigma_{XY,Z}.$$ 

Proof. Consider first the case where $\leftrightarrow R \rightarrow$ is a subpath of every path in $\Pi_{X,Y}$. Assume to the contrary that $X \not\perp W|Z$ and let $\rho_{X,W}$ be a $Z$-open route. Follow $\rho_{X,W}$ until reaching $R$ or $W$, and let $\pi_{X,Y} \in \Pi_{X,Y}$.

• If $R$ is reached first, then consider the first occurrence of $R$ in $\rho_{X,W}$ and note that $\rho_{X,R}$ ends with an edge $\leftrightarrow R$ because, otherwise, $\rho_{X,R} \cup \pi_{R,Y}$ is a $Z$-open route that has a subroute $\leftrightarrow R \rightarrow$ and, thus, its corresponding path contradicts the assumptions in the lemma. Then, $\rho_{R,W}$ must start with an edge $R \rightarrow$ for $\rho_{X,W}$ to be $Z$-open. However, this contradicts the assumption that $W$ is not $Z$-connected to $R$ through $Ch(R)$.

• If $W$ is reached first, then let $g_{R,W}$ denote a $Z$-open path that does not contain any node that is in some path in $\Pi_{X,Y}$ except $R$. Such a path exists by the assumptions in the lemma. Thus, $\rho_{X,W} \cup g_{W,R} \cup \pi_{R,Y}$ is a $(Z \cup W)$-open route, because $W$ is a
collider in it whereas $R$ is not. The former follows from the assumption that $Ch(W) = \emptyset$. Moreover, the route does not contain any edge $\leftrightarrow R$ that is in some path in $\Pi_{XY}$ because, otherwise, $\rho_{X,W}$ contains the edge ($\varphi_{W,R}$ and $\pi_{RY}$ cannot by definition) and thus it reaches $R$ first. Then, the path corresponding to $\rho_{X,W} \cup \varphi_{W,R} \cup \pi_{RY}$ contradicts the assumptions in the lemma.

Consequently, $X \perp W|Z$. When $\leftrightarrow Y = R$ is a subpath of every path in $\Pi_{XY}$, we can prove that $X \perp W|Z$ much in the same way. Consequently, $X \perp W|Z$ in either case and, thus, the desired result follows from Lemma 7.

Lemma 12. Consider a path diagram. Let $\Pi_{XY}$ denote all the $Z$-open paths from $X$ to $Y$. Suppose that no path in $\Pi_{XY}$ has colliders. Suppose that all the paths in $\Pi_{XY}$ have a subpath $\leftrightarrow R \rightarrow$ or $\leftrightarrow Y = R$. Let $W$ be a node that is $Z$-connected to $R$ through $Ch(R)$ by a path that does not contain any node that is in some path in $\Pi_{XY}$ except $R$. If $Pa(W) \cup Sp(W) = \emptyset$ and $W$ is not $Z$-connected to $R$ through $Pa(R) \cup Sp(R)$, then

$$\sigma_{XY:ZW} = \sigma_{XY:Z} \frac{\sigma_{RZX}^2}{\sigma_{RZ}^2}.$$ 

Proof. Consider first the case where $\leftrightarrow R \rightarrow$ is a subpath of every path in $\Pi_{XY}$. Assume to the contrary that $X \not\perp W|Z \cup R$ and let $\rho_{X,W}$ be a $(Z \cup R)$-open route. Follow $\rho_{X,W}$ until reaching $R$ or $W$, and let $\pi_{XY} \in \Pi_{XY}$.

- If $R$ is reached first, then note $R$ must be a collider in $\rho_{X,W}$ for this to be $(Z \cup R)$-open. However, the last occurrence of $R$ in $\rho_{X,W}$ contradicts the assumption that $W$ is not $Z$-connected to $R$ through $Pa(R) \cup Sp(R)$.

- If $W$ is reached first, then let $\varphi_{RW}$ denote a $Z$-open path that does not contain any node that is in some path in $\Pi_{XY}$ except $R$. Such a path exists by the assumptions in the lemma. Thus, $\rho_{X,W} \cup \varphi_{W,R} \cup \pi_{RY}$ is a $Z$-open route, because neither $R$ nor $W$ is a collider in it. The latter follows from the assumption that $Pa(W) \cup Sp(W) = \emptyset$. Moreover, the route does not contain any edge $\leftrightarrow R$ that is in some path in $\Pi_{XY}$ because, otherwise, $\rho_{X,W}$ contains the edge ($\varphi_{W,R}$ and $\pi_{RY}$ cannot by definition) and thus it reaches $R$ first. Then, the path corresponding to $\rho_{X,W} \cup \varphi_{W,R} \cup \pi_{RY}$ contradicts the assumptions in the lemma.

Consequently, $X \perp W|Z \cup R$. Now, assume to the contrary that $Y \not\perp W|Z \cup R$ and let $\rho_{YW}$ be a $(Z \cup R)$-open route. Follow $\rho_{YW}$ until reaching $R$ or $W$, and let $\pi_{XY} \in \Pi_{XY}$.

- If $R$ is reached first, then note $R$ must be a collider in $\rho_{YW}$ for this be $(Z \cup R)$-open. However, the last occurrence of $R$ in
\( \rho_{Y;W} \) contradicts the assumption that \( W \) is not \( Z \)-connected to \( R \) through \( Pa(R) \cup Sp(R) \).

- If \( W \) is reached first, then let \( g_{RW} \) denote a \( Z \)-open path that leaves \( R \) through \( Ch(R) \) and that does not contain any node that is in some path in \( \Pi_{X,Y} \) except \( R \). Such a path exists by the assumptions in the lemma. Thus, \( \pi_{X;R} \cup g_{RW} \cup \rho_{W;Y} \) is a \( Z \)-open route, because neither \( R \) nor \( W \) is a collider in it. The latter follows from the assumption that \( Pa(W) \cup Sp(W) = \emptyset \). Moreover, the route does not contain any edge \( R \rightarrow \) that is in some path in \( \Pi_{X,Y} \) because, otherwise, \( \rho_{W;Y} \) contains the edge \( (\pi_{X;R} \text{ and } g_{RW} \text{ cannot by definition}) \) and thus it reaches \( R \) first. Then, the path corresponding to \( \pi_{X;R} \cup g_{RW} \cup \rho_{W;Y} \) contradicts the assumptions in the lemma.

Consequently, \( Y \perp W | Z \cup R \). Now, assume to the contrary that \( X \not\perp Y | Z \cup R \) and let \( \rho_{X,Y} \) be a \((Z \cup R)\)-open path. Note that \( R \) must be a collider or a descendant of a collider in \( \rho_{X,Y} \) because, otherwise, \( R \) is not in \( \rho_{X,Y} \) and, thus, \( \rho_{X,Y} \) is \( Z \)-open, which contradicts the assumptions in the lemma. Note also that the assumption that \( W \) is \( Z \)-connected to \( R \) through \( Ch(R) \) implies that some descendant of \( R \) is in \( Z \cup W \). Actually, some descendant of \( R \) must be in \( Z \) due to the assumption that \( Pa(W) \cup Sp(W) = \emptyset \). Then, \( \rho_{X,Y} \) is \( Z \)-open, which contradicts the assumptions in the lemma. Consequently, \( X \not\perp Y | Z \cup R \). Therefore, the desired result follows from Lemma 6.

Finally, consider the case where \( \leftrightarrow Y = R \) is a subpath of every path in \( \Pi_{X,Y} \). Assume to the contrary that \( X \not\perp Y | Z \cup Y \) and let \( \rho_{X;W} \) be a \((Z \cup Y)\)-open route. Follow \( \rho_{X;W} \) until reaching \( Y \) or \( W \).

- If \( Y \) is reached first, then note \( Y \) must be a collider in \( \rho_{X;W} \) for this to be \((Z \cup Y)\)-open. However, the last occurrence of \( Y \) in \( \rho_{X;W} \) contradicts the assumption that \( W \) is not \( Z \)-connected to \( R \) through \( Pa(Y) \cup Sp(Y) \).

- If \( W \) is reached first, let \( g_{Y;W} \) denote a \( Z \)-open path that does not contain any node that is in some path in \( \Pi_{X,Y} \) except \( Y \). Such a path exists by the assumptions in the lemma. Then, \( g_{X;W} \cup \rho_{W;Y} \) is a \( Z \)-open route, because \( W \) is not a collider in it due to the assumption that \( Pa(W) \cup Sp(W) = \emptyset \). Moreover, the route does not contain any edge \( \leftrightarrow Y \) that is in some path in \( \Pi_{X,Y} \) because, otherwise, \( \rho_{X;W} \) contains the edge \( (g_{Y;W} \text{ cannot by definition}) \) and thus it reaches \( Y \) first. Then, the path corresponding to \( g_{X;W} \cup \rho_{W;Y} \) contradicts the assumptions in the lemma.

Consequently, \( X \not\perp W | Z \cup Y \) and, thus, the desired result follows from Lemma 6.

\( \square \)

**Lemma 13.** Consider a path diagram. Let \( \Pi_{X,Y} \) denote all the \( Z \)-open paths from \( X \) to \( Y \). Suppose that no path in \( \Pi_{X,Y} \) has colliders.
Suppose that all the paths in $\Pi_{X,Y}$ have a subpath $\Leftrightarrow R \rightarrow$ or $\Leftrightarrow Y = R$. Let $W$ be a node that is $Z$-connected to $R$ through $Ch(R)$ by a path that does not contain any node that is in some path in $\Pi_{X,Y}$ except $R$. If $Ch(W) = \emptyset$, and $W$ is not $Z$-connected to $R$ by any path that reaches $R$ through $Pa(R) \cup Sp(R)$, and $\Pi_{X,Y}$ are all the $(Z \cup W)$-open paths from $X$ to $Y$, then

$$\sigma_{XY,ZW} = \sigma_{XY,Z} \frac{\sigma_{ZW}}{\sigma_{Z}}.$$

Proof. Consider first the case where $\Leftrightarrow R \rightarrow$ is a subpath of every path in $\Pi_{X,Y}$. Assume to the contrary that $X \not\Leftrightarrow W|Z \cup R$ and let $\rho_{X,W}$ be a $(Z \cup R)$-open route. Follow $\rho_{X,W}$ until reaching $R$ or $W$, and let $\pi_{X,Y} \in \Pi_{X,Y}$.

- If $R$ is reached first, then note that $R$ must be a collider in $\rho_{X,W}$ for this to be $(Z \cup R)$-open. However, the last occurrence of $R$ in $\rho_{X,W}$ contradicts the assumption that $W$ is not $Z$-connected to $R$ through $Pa(R) \cup Sp(R)$.

- If $W$ is reached first, then let $g_{RW}$ denote a $Z$-open path that does not contain any node that is in some path in $\Pi_{X,Y}$ except $R$. Such a path exists by the assumptions in the lemma. Thus, $\rho_{X,W} \cup g_{W,R} \cup \pi_{RY}$ is a $(Z \cup W)$-open route, because $W$ is a collider in it whereas $R$ is not. The former follows from the assumption that $Ch(W) = \emptyset$. Moreover, the route does not contain any edge $\Leftrightarrow R$ that is in some path in $\Pi_{X,Y}$ because, otherwise, $\rho_{X,W}$ contains the edge $(g_{W,R}$ and $\pi_{RY}$ cannot by definition) and thus it reaches $R$ first. Then, the path corresponding to $\rho_{X,W} \cup g_{W,R} \cup \pi_{RY}$ contradicts the assumptions in the lemma.

Consequently, $X \not\Leftrightarrow W|Z \cup R$. Now, assume to the contrary that $X \not\Leftrightarrow W|Z \cup R$ and let $\rho_{Y,W}$ be a $(Z \cup R)$-open route. Follow $\rho_{Y,W}$ until reaching $R$ or $W$, and let $\pi_{X,Y} \in \Pi_{X,Y}$.

- If $R$ is reached first, then note that $R$ must be a collider in $\rho_{Y,W}$ for this to be $(Z \cup R)$-open. However, the last occurrence of $R$ in $\rho_{Y,W}$ contradicts the assumption that $W$ is not $Z$-connected to $R$ through $Pa(R) \cup Sp(R)$.

- If $W$ is reached first, then let $g_{RW}$ denote a $Z$-open path that leaves $R$ through $Ch(R)$ and that does not contain any node that is in some path in $\Pi_{X,Y}$ except $R$. Such a path exists by the assumptions in the lemma. Thus, $\pi_{X,R} \cup g_{RW} \cup \rho_{W,Y}$ is a $(Z \cup W)$-open route, because $W$ is a collider in it whereas $R$ is not. The former follows from the assumption that $Ch(W) = \emptyset$. Moreover, the route does not contain any edge $R \rightarrow$ that is in some path in $\Pi_{X,Y}$ because, otherwise, $\rho_{W,Y}$ contains the edge $(\pi_{X,R} \cup g_{RW}$ cannot by definition) and thus it reaches $R$ first.
Then, the path corresponding to $\pi_{X,R} \cup \varrho_{R,W} \cup \rho_{W,Y}$ contradicts the assumptions in the lemma. Consequently, $Y \perp W | Z \cup R$. Now, assume to the contrary that $X \not\perp Y | Z \cup R$ and let $\rho_{X,Y}$ be a $(Z \cup R)$-open path. Note that $R$ must be a collider or a descendant of a collider in $\rho_{X,Y}$ because, otherwise, $R$ is not in $\rho_{X,Y}$ and, thus, $\rho_{X,Y}$ is $Z$-open, which contradicts the assumptions in the lemma. Note also that the assumption that $W$ is $Z$-connected to $R$ through $Ch(R)$ implies that some descendant of $R$ is in $Z \cup W$. Then, $\rho_{X,Y}$ is $(Z \cup W)$-open, which contradicts the assumptions in the lemma. Consequently, $X \perp Y | Z \cup R$ and, thus, the desired result follows from Lemma 5.

Finally, consider the case where $\leftrightarrow Y = R$ is a subpath of every path in $\Pi_{X,Y}$. Assume to the contrary that $X \not\perp Y | Z \cup Y$ and let $\rho_{X,W}$ be a $(Z \cup Y)$-open route. Follow $\rho_{X,W}$ until reaching $Y$ or $W$.

- If $Y$ is reached first, then note $Y$ must be a collider in $\rho_{X,W}$ for this to be $(Z \cup Y)$-open. However, the last occurrence of $Y$ in $\rho_{X,W}$ contradicts the assumption that $W$ is not $Z$-connected to $R$ through $Pa(Y) \cup Sp(Y)$.
- If $W$ is reached first, let $\varrho_{Y,W}$ denote a $Z$-open path that does not contain any node that is in some path in $\Pi_{X,Y}$ except $Y$. Such a path exists by the assumptions in the lemma. Then, $\varrho_{X,W} \cup \rho_{W,Y}$ is a $(Z \cup W)$-open route, because $W$ is a collider in it due to the assumption that $Ch(W) = \varnothing$. Moreover, the route does not contain any edge $\leftrightarrow Y$ that is in some path in $\Pi_{X,Y}$ because, otherwise, $\rho_{X,W}$ contains the edge ($\varrho_{Y,W}$ cannot by definition) and thus it reaches $Y$ first. Then, the path corresponding to $\varrho_{X,W} \cup \rho_{W,Y}$ contradicts the assumptions in the lemma.

Consequently, $X \perp W | Z \cup Y$ and, thus, the desired result follows from Lemma 6.

**Proof of Theorem 1.** Consider hereinafter the path diagram conditioned on $S$. We first compute $\sigma_{XY,Z^1}$ from $\sigma_{XY}$ by adding the nodes in $Z^1$ to the conditioning set in the order $W_1, W_2, \ldots$. The assumption that $\Pi_{X,Y}$ are all the $Z$-open paths from $X$ to $Y$ implies that $\Pi_{X,Y}$ are all the $(W_{1,j-1})$-open paths from $X$ to $Y$ because, otherwise, any other path cannot be closed afterwards which contradicts the assumption. To see it, note that a node $W \in Z$ does not close any open path, since there is no subpath $\leftrightarrow W \rightarrow$ or $\leftarrow W \rightarrow$ due to the conditioning operation. Then,

$$\sigma_{XY,W_1} = \sigma_{XY} \frac{\sigma_{X_1,W_1}^2}{\sigma_{X_1}^2}.$$
by Lemma 8 or 9. Combining the last two equations gives

\[ \sigma_{XY \cdot W_1W_2} = \sigma_{XY \cdot W_1} \frac{\sigma_{X_1 \cdot W_1W_2}^2}{\sigma_{X_1 \cdot W_1}^2}. \]

Continuing with this process for the rest of the nodes in \( Z^1 \) gives

\[ \sigma_{XY \cdot Z_1} = \sigma_{XY} \frac{\sigma_{X_1 \cdot Z_1}^2}{\sigma_{X_1}^2}. \]  \( (2) \)

Now, we compute \( \sigma_{XY \cdot Z_1} \) from \( \sigma_{XY \cdot Z_1} \) by adding the nodes in \( Z_1 \) to the conditioning set in the order \( W_1, W_2, \ldots \). Recall from above that \( \Pi_{X \cdot Y} \) are all the \((Z^1 \cup W_{1j-1})\)-open paths from \( X \) to \( Y \). Then,

\[ \sigma_{XY \cdot Z_1 \cdot Z_1} = \sigma_{XY \cdot Z_1} \frac{\sigma_{X_1 \cdot Z_1Z_1}^2}{\sigma_{X_1 \cdot Z_1}^2} \]

by repeating the reasoning that led to Equation 2. Moreover, combining the last two equations yields

\[ \sigma_{XY \cdot Z_1} = \sigma_{XY} \frac{\sigma_{X_1 \cdot Z_1}^2}{\sigma_{X_1}^2}. \]  \( (3) \)

Now, we compute \( \sigma_{XY \cdot Z_1 \cdot Z_2} \) from \( \sigma_{XY \cdot Z_1} \) by adding the nodes in \( Z_2 \) to the conditioning set in the order \( W_1, W_2, \ldots \). The assumption that there is no \( Z \)-open route \( X_2 \rightarrow A \leftrightarrow \cdots \leftrightarrow B \leftrightarrow X_2 \) implies that there is no \((Z_1^1 \cup W_{1j-1})\)-open path from \( W_j \) to \( X_2 \) through \( Ch(X_2) \). To see it, assume the opposite. Then, there are \((Z_1^1 \cup W_{1j-1})\)-open paths from \( W_j \) to \( X_2 \) through both \( Ch(X_2) \) and \( Pa(X_2) \cup Sp(X_2) \). This implies that there is a route \( X_2 \rightarrow A \leftrightarrow \cdots \leftrightarrow B \leftrightarrow X_2 \) that contains \( W_j \), and the route is \((Z_1^1 \cup W_{1j-1})\)-open or \((Z_1^1 \cup W_{1j})\)-open. Then, there is a path \( A \leftrightarrow \cdots \leftrightarrow B \leftrightarrow \) that is \((Z_1^1 \cup W_{1j-1})\)-open or \((Z_1^1 \cup W_{1j})\)-open by Lemma 3. However, this path cannot be closed afterwards which contradicts the assumption. To see it, note that a node \( W \in Z \) does not close any open path, since there is no subpath \( \leftrightarrow W \rightarrow \leftrightarrow W \rightarrow \) due to the conditioning operation. Consequently, there is no \((Z_1^1 \cup W_{1j-1})\)-open path from \( W_1 \) to \( X_2 \) through \( Ch(X_2) \). Recall also from above that \( \Pi_{X \cdot Y} \) are all the \((Z_1^1 \cup W_{1j-1})\)-open paths from \( X \) to \( Y \). Then,

\[ \sigma_{XY \cdot Z_1 \cdot W_1} = \sigma_{XY \cdot Z_1}. \]

by Lemma 10 or 9. Combining the last two equations gives

\[ \sigma_{XY \cdot Z_1 \cdot W_2} = \sigma_{XY \cdot Z_1 \cdot W_1}. \]
by Lemma 10 or 11. Combining the last two equations gives
\[ \sigma_{XY \cdot W_1 W_2} = \sigma_{XY \cdot Z_1^1}. \]
Continuing with this process for the rest of the nodes in \( Z^2 \) gives
\[ \sigma_{XY \cdot Z_1^1 Z_2^2} = \sigma_{XY \cdot Z_1^1}. \quad (4) \]
Now, we compute \( \sigma_{XY \cdot Z_1^1 Z_2^2} \) from \( \sigma_{XY \cdot Z_1^1 Z_2^2} \) by adding the nodes in \( Z^2 \) to the conditioning set in the order \( W_1, W_2, \ldots \) Recall from above that \( \Pi_{X,Y} \) are all the \((Z_1^1, W_{1:1})\)-open paths from \( X \) to \( Y \). Recall also from above that the assumption that there is no \((Z_1^1, W_{1:1})\)-open path from \( W_j \) to \( X \) through \( Pa(X_2) \cup Sp(X_2) \). Then,
\[ \sigma_{XY \cdot Z_1^1 Z_2^2} = \sigma_{XY \cdot Z_1^1 Z_2^2} \]
by repeating the reasoning that led to Equation 2 but using Lemmas 12 and 13 instead. Moreover, combining the last equation with Equations 3 and 4 gives
\[ \sigma_{XY \cdot Z_1^1 Z_2^2} = \sigma_{XY} \frac{\sigma_{X_2 Z_1^1}^2}{\sigma_{Z_1^1}^2} \]
Finally, continuing with the process above for \( X_3, \ldots, X_{m+n} \) yields
\[ \sigma_{XY \cdot Z_1^1 \cdot Z_{m+n}} = \sigma_{XY} \frac{\prod_{i=2}^{m+n} \sigma_{X_i Z_1^1}}{\sigma_{X_1}^2} \]
which implies the desired result by repeated application of Lemma 7. □

**Proof of Theorem 2.** The proof is analogous to that of Theorem 1. □
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