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Abstract—Greybox fuzzing has been widely used in stateless programs and has achieved great success. However, most state-of-the-art greybox fuzzers generally have the problems of slow speed and shallow state depth coverage in the process of fuzzing stateful network protocol programs which are able to remember and store details of the interactions. The existing greybox fuzzers for network protocol programs send a series of well-defined prefix sequences of input messages first and then send mutated messages to test the target state of a stateful network protocol. The process mentioned above causes a high time cost. In this paper, we propose SNPSFuzzer, a fast greybox fuzzer for stateful network protocol using snapshots. SNPSFuzzer dumps the context information when the network protocol program is under a specific state and restores it when the state needs to be fuzzed. Furthermore, we design a message chain analysis algorithm to explore more and deeper network protocol states. Our evaluation shows that, compared with the state-of-the-art network protocol greybox fuzzer AFLNET, SNPSFuzzer increases the speed of network protocol fuzzing by 112.0%-168.9% and improves path coverage by 21.4%-27.5% within 24 hours. Moreover, SNPSFuzzer exposes a previously unreported vulnerability in program TinyDfs.

Index Terms—Greybox fuzzing, stateful network protocol programs, snapshots.

I. INTRODUCTION

NETWORK protocol is the set of communication rules between devices on the network, and it plays a crucial role in the whole network. Once there is a security vulnerability in the network protocol, it will lead to serious consequences. In 2014, OpenSSL, an open source implementation of the SSL (Secure Sockets Layer) security protocol, was exposed to a major security vulnerability called "HeartBleed", which led to the disclosure of confidential information such as user accounts, passwords, and private keys in the server.
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Recent research has shown that greybox fuzzing can be more effective than blackbox fuzzing in terms of finding vulnerabilities. Greybox fuzzing techniques, such as Peach, BooFuzz, and AFL, are more effective than blackbox fuzzing techniques in terms of finding vulnerabilities. However, most greybox fuzzing techniques are designed for stateless programs, and they are not suitable for stateful programs. In this paper, we propose SNPSFuzzer, a fast greybox fuzzer for stateful network protocol programs using snapshots.

Fig. 1. An example to explain the process of network protocol fuzzing.

Coverage-based Greybox Fuzzing (CGF) is one of the most effective vulnerability discovery techniques, especially in fuzzing command-line inputs (AFL [1], AFLFast [2]), library APIs (LibFuzzer [3]) and other stateless programs. However, it is very difficult for CGF to fuzz network protocol programs which have a huge state space. Only when an accurate input message sequence is defined can the state space of network protocol be traversed effectively. Network protocols can be modeled by finite state machine (FSM) theory. Specifically, considering a stateful protocol P with n states and m state transitions. The state set S=<S0, S1, ..., Sn>, the message sequence M=<M1, M2, ..., Mn>, and the protocol state transition relationship can be expressed as a directed graph G=<S, M>. Figure 1 gives an example of protocol state machine model. The model includes four states, and the initial state is S0. In order to fuzz the S3 of the protocol, M1 and M2 must be sent in order to reach S3. However, the state-of-the-art greybox fuzzers such as AFL [1] and AFL++ [4] do not consider the internal states of the protocol, the order and structure of the protocol messages, and thus only the initial state S0 can be fuzzed. Therefore, traditional greybox fuzzing techniques are only suitable for fuzzing stateless programs.

Because of the problems mentioned above, the most widely used fuzzing technology for network protocol is still Stateful Blackbox Fuzzing (SBF) such as Peach [5] and BooFuzz [6]. By constructing the protocol state machine model, SBF generates a large number of random or semi-random messages in different protocol states to find protocol bugs. However, SBF is a blackbox testing technology, which does not use program runtime information, such as coverage and data flow, to improve the quality of generated messages. Therefore, for SBF, a lot of time is often wasted in useless test cases and hard to cover deeper code coverage than CGF.

Recently, some researchers have applied CGF technique to network protocols called Stateful Coverage-based Greybox Fuzzing (SCGF) to solve the above problems. AFLNET [7] is the first greybox fuzzer for network protocol programs, which uses mutation-based method to generate messages. AFLNET
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uses the response codes as the states of the network protocol programs, which can accurately fuzz the actual states of the network protocol programs. Peach* [8] and PAVFuzz [9] use generation-based method to generate messages. Users describe the messages format and state transformation relationship of the protocol in the form of XML file after reading the protocol specification. Then Peach* and PAVFuzz can parse the XML format and transform it into the protocol state machine model to generate well-formatted messages.

However, because of the complexity of stateful network protocol programs, the existing SCGF fuzzers are not efficient when fuzzing network protocols. Generally, the existing SCGF fuzzers face two challenges:

Low speed. Different from the traditional command-line inputs and library APIs programs, network protocol programs use socket communication to complete messages interaction. The communication speed of socket is slower than the above programs [10]. In this case, speeding up the fuzzing of network protocol programs can improve the efficiency of coverage and vulnerability discovery. The existing SCGF fuzzers first send a series of prefix messages, and then send mutated messages to fuzz the target state of network protocol programs. Specifically, if the state \( S_3 \) shown in Figure 1 need to be fuzzed by a SCGF fuzzer, it sends prefix messages \( M_1 \) and \( M_2 \) in turn first, and then sends mutated messages after reaching state \( S_3 \). Sometimes, a large number of prefix messages must be sent in order to reach some deep protocol states. More seriously, in the process of network protocol fuzz campaign, the prefix messages must be resent when the protocol states chosen to be fuzzed again. The above process results in a high-time consumption and eventually leads to a low speed of network protocol fuzzing.

Hard to cover deep states. SCGF fuzzers are usually guided by the states of the network protocol programs. The basic idea of SCGF fuzzers is first select the target state as the fuzz object, and then select the message sequence that can reach the target state from the message sequence queue. In this case, it is likely that different message sequences can reach the same state in different ways. Taking Figure 1 as an example, there are many ways to reach state \( S_3 \), such as \([S_0 \rightarrow S_1 \rightarrow S_3], [S_0 \rightarrow S_2 \rightarrow S_3], [S_0 \rightarrow S_1 \rightarrow S_3 \rightarrow S_0 \rightarrow S_2 \rightarrow S_3]\). Each additional message increases the time overhead of message sending and receiving. Therefore, most SCGF fuzzers prefer to the message sequence that can reach the target state faster (i.e. shorter prefix messages) to reduce messages sending and receiving time. However, the choice makes it difficult to cover the deep states and eventually deep paths and bugs can not be found.

In this paper, we propose SNPSFuzzer, a fast greybox fuzzer for stateful network protocol using snapshots. SNPSFuzzer dumps the context information of each state of the network protocol programs and restores it when the state needs to be fuzzed. Specifically, we save the process context (i.e. process snapshot) of the network protocol program to be fuzzed after SCGF fuzzers send prefix messages at the first time. Then whenever a specific state needs to be fuzzed, only the snapshot needs to be restored and the subsequent mutated messages are sent. This can save the time of sending prefix messages in each iteration of fuzzing and speed up the network protocols fuzzing. Moreover, in order to solve the problem that the existing SCGF fuzzers are difficult to cover deep states, we design a message chain analysis algorithm to explore more deeper protocol states.

In summary, the main contributions of this paper are as follows:

- We summarize the key ideas and processes of the existing SCGF fuzzers and investigate the reasons why the fuzzing speed of the existing SCGF fuzzers are slow. Based on the investigation, we propose to use snapshots technology to speed up network protocol fuzzing.
- We propose Snapshot Point Analysis (SPA) algorithm to help SCGF fuzzers to judge when to take and restore snapshots and Message Chain Analysis (MCA) algorithm to cover more and deeper protocol states.
- We implement a prototype of SNPSFuzzer and evaluate it on two widely used open source network protocol programs. The results show that compared with the state-of-the-art network protocol greybox fuzzer AFLNET, SNPSFuzzer can generally increase the speed of network protocol fuzzing by 112.0%-168.9% and improve path coverage by 21.4%-27.5%. It has also found an unknown vulnerability in a real network program.

II. BACKGROUND

A. Coverage-based Greybox Fuzzing

The Coverage-based Greybox Fuzzing (CGF) [1], [2], [3], [4], [11], [12], [13], [14] has received widespread attentions and achieved great success in finding vulnerabilities in command-line inputs, library APIs and other stateless programs. Unlike heavyweight technologies such as symbolic execution [15] and taint analysis [16], CGF is a fast and efficient technology, which uses lightweight instrument to obtain coverage information. Given an initial seed, CGF generates new test cases by mutation. If a new test case can trigger a new interesting path, it is retained; Otherwise, it will be discarded. The above process is executed during the fuzzing loop stage until timeout or termination signal is received.

However, CGF can not fuzz stateful software such as network protocol programs. The network protocol programs are state-driven which can only be converted to a specific state after receiving a specific message. CGF cannot obtain the state information of network protocol programs, nor can it obtain the format and order of the messages.

B. Stateful Coverage-based Greybox Fuzzing

Recent works have paid more attentions to the problem that traditional CGF can not fuzz network protocol programs [17]. In order to solve the problem, some researchers proposed Stateful Coverage-based Greybox Fuzzing (SCGF) [7], [8], [9]. SCGF adds the states and messages information of the network protocol programs to CGF and has the state awareness of network protocol programs. Its general idea is that in order to fuzz the specific state of network protocol programs, it first sends the prefix messages in turn to reach the specific
state, and then sends the mutated messages in this state. In this process, message chain and state chain appears.

1) **Message chain** refers to the chain composed of messages sent successively in an iteration of fuzzing. A new message chain is generated during each iteration.

2) **State chain** refers to the chain composed of the states generated by network protocol programs in turn with the received message chain. At the beginning of each iteration, the network protocol program is in the initial state. Therefore, the first state of the state chain is the initial state $S_0$.

Figure 2 is an example to explain message chain and state chain. The state transition process of network protocol programs can be represented by Protocol State Machine (PSM) model, as shown in Figure 2(a). When the network protocol program starts at the beginning, it is in the initial state $S_0$. If message $M_1$ is received, the program is in state $S_1$; if message $M_4$ is received, the program is in state $S_2$; otherwise, it is still in state $S_0$. Suppose during an iteration of fuzzing, SCGF send messages $M_1, M_2, ..., M_6$ successively, that is, message chain $MC=[M_1, M_2, M_3, M_4, M_5, M_6]$. At the beginning of the iteration, the network protocol program is in the initial state $S_0$. At this time of state $S_0$, the message $M_1$ is received, and the program will be in state $S_1$ according to the protocol state machine. We can deduce the rest in the same manner. Finally the state chain of the network protocol program $SC=[S_0, S_1, S_3, S_0, S_2, S_3, S_3]$, as shown in Figure 2(b).

Generally, the workflow of SCGF can be abstracted into two stages: initial stage and fuzzing loop stage, as shown in Figure 3.

**Initial stage:** One or more initial seeds provided by users for the network protocol program are added to the message chain queue. Similar to the seed queue of traditional CGF, the message chain queue maintains interesting message chain information. If a new message chain can find new code coverage or new states, SCGF regards it as interesting message chain. The initial stage is executed only once, and then enter into the fuzzing loop stage.

**Fuzzing loop stage:** (1) Maintain a state chain queue that can be updated during fuzzing loop; (2) State selector selects the most interesting network protocol program state to be fuzzed as the target state from the state chain queue; (3) Message chain selector selects the message chain that can reach the target state from the message chain queue; (4) Message chain mutator mutates the specific messages in the message chain to generate new mutated messages; (5) Network message handler sends mutated messages to the network protocol program and receives the corresponding reply messages through socket communication to realize the state transition of the network protocol program; (6) Maintain the interesting message chain and state chain according to the feedback information such as states and code coverage; (7) Go back to Step (2).

SCGF saves the message chain and state chain information with the corresponding data structure to fuzz network protocol programs. In order to reach the target state of network protocol programs, SCGF sends corresponding messages in turn according to the data structure. Take Figure 4 as an example, assuming that the state $S_2$ is the target state selected by the state selector. To start from the initial state $S_0$ to reach the state $S_2$, SCGF sends messages $M_1, ..., M_4$ successively according to the information of $MC$ and $SC$, and then sends mutated messages to complete fuzzing state $S_2$. In the above process, the prefix messages (i.e. the messages sent successively to reach the target state) are $M_1, ..., M_4$. Whenever the target state $S_2$ selected to be fuzzed, the prefix messages need to be resent. SCGF can complete fuzzing network protocol programs in different states. However, the speed of SCGF is very slow. Therefore, we aim at improving the speed of SCGF and finding more code coverage and vulnerabilities in the same time.

### III. MOTIVATION

#### A. The Speed of Stateful Coverage-based Greybox Fuzzing

Speed is very important for the efficiency of fuzzing. It turns out that even the most effective technique is less efficient than blackbox fuzzing if the time spent for generating a test case takes relatively too long [18]. A typical example is symbolic
execution and coverage-based greybox fuzzing. Symbolic execution uses program analysis and constraint solvers to generate high quality test cases, in which each test case can trigger a new path of the program. However, the process is very time-consuming. Different from symbolic execution, CGF uses the lightweight instrument to get code coverage without program analysis. Although the seed quality generated by CGF is not better than symbolic execution, the speed of CGF provides an important guarantee for its effectiveness. CGF has been proven to be effective and found a large number of real-world programs vulnerabilities [19].

To show the speed of SCGF, we conduct an experiment on a typical SCGF fuzzer AFLNET to evaluate the speed of fuzzing real-world network protocol programs. We select a total of five programs from ProfFuzzBench [20] (a state-of-art benchmark for stateful fuzzing of network protocols) in our experiment: Lightftp [21], Live555 [22], Tinydtls [23], Kamailio [24], Dcmtk [25]. Because different instrument methods lead to different speeds, we all use afl-clang-fast instrument mode in this experiment. We calculate the execution speed according to Equation (1).

\[ S = \frac{N}{T} \]  
\[ E = \frac{1}{S} \]

where \( N \) represents the total number of test cases executed, and \( T \) represents the running time of fuzzer.

To better display the results, we use execution time per test case metric to represent the speed of SCGF. We calculate the execution time metric \( E \) according to Equation (2).

\[ E = \frac{1}{S} \]

where \( E \) is inversely proportional to \( S \). A larger \( S \) leads to a smaller \( E \).

The results are shown in Figure 5. We find that for network protocol programs, the execution time of each test case is at the millisecond level, ranging from tens to hundreds of milliseconds. The average speed of AFLNET is at least two orders of magnitude slower than CGF fuzzers. This leads to the inefficiency of SCGF fuzzers represented by AFLNET. The results make us to think about the reason why network protocol fuzzing is slow. Therefore, we calculate the time spent for sending messages and show the percentage of messages sending time in the total execution time of each test case, as shown in Figure 6. We find that during the execution of each test case, most of the time was spent in the process of sending messages. Specifically, at least 67% of the time is consumed in sending messages in the process of network protocol fuzzing. And the longer the execution time of each test case, the greater the percentage. This also shows that other time will not change significantly with different programs compared with the time for sending messages.

B. Further Analysis of Slow Speed and Motivation Description

As described in Section II-B, message chain refers to the messages sent successively in each iteration of network protocol fuzzing. Therefore, the messages sending time actually refers to the total time spent for sending each message in the message chain, including the time of sending messages and receiving reply messages. The messages sending time of each fuzzing iteration is positively correlated with the number of messages sent. Network protocol fuzzing is based on socket communication, which is very slow compared with command-line, library APIs fuzzing. The more messages are sent, the more socket communications are performed. Therefore, sending too many messages leads to a serious decline in the speed of network protocol fuzzing.

On the other hand, network protocol programs are stateful. In order to fuzz the target state, prefix messages must be sent in advance. We can divide the messages sent each iteration into two parts: prefix messages and non-prefix messages, as shown in Figure 6. Suppose that during a fuzzing iteration, SCGF fuzzer sends a total of \( n \) messages, where the first \( i \) (\( i < n \)) messages are prefix messages, and the number of non-prefix messages is \( n - i \). Therefore, the more prefix messages sent, the less non-prefix messages need to be sent.

Motivation 1. SCGF first sends the corresponding prefix messages to reach the target state, and then sends mutated messages in this state to fuzz the target state of the network protocol program. If the network protocol program in the target state can be saved, we do not need to send prefix messages in the process of fuzzing the target state. This can save the time cost of sending prefix messages and speed up the network protocol fuzzing. Moreover, we can save more messages sending time overhead to speed up the network protocol fuzzing if the length of prefix messages is longer.

According to the Motivation 1, we further analyze the Cumulative Distribution Function (CDF) of average number of prefix messages when AFLNET fuzzs different network protocol programs. The results are shown in Figure 7. We find that the average number of prefix messages is different for different protocols. For program Live555 and Lightftp, the numbers of prefix messages are relatively bigger. However, for
In the fuzzing loop stage, the following steps are carried out in turn:

1. Maintain a state chain queue that can be updated during fuzzing loop;
2. State selector selects the most interesting network protocol program state to be fuzzed as target state from the state chain queue;
3. Message chain selector selects the message chain that can reach the target state from the message chain queue;
4. Message chain analyzer analyzes the message chain selected by the message chain selector to determine: i) whether to take and restore snapshots of the Protocol Under Test (PUT); ii) the most interesting parts of message chain. For the former, if the PUT needs to be taken snapshots, the message chain analyzer will pass the snapshot guidance information to the snapshotor to checkpoint the process instance generated by the snapshot-based process instance generator; and if the PUT already has a snapshot, the message chain analyzer calls the snapshotor to restore the snapshot. For the latter, the message chain analyzer passes the mutation guidance information to the message chain mutator to mutate the most interesting parts of message chain;
5. Message chain mutator mutates the specific messages in the message chain to generate new mutated messages;
6. Network message handler sends mutated messages to the PUT generated by the snapshot-based process instance generator and receives the corresponding reply messages through socket communication to realize the state transition of the PUT. The Snapshot-based process instance generator has two generation modes: the traditional Fork-Server mode and the snapshot-based process instance generation mode. When no snapshot is needed in fuzzing PUTs, the traditional Fork-Server mode is used to generate process instances. Otherwise, the snapshot-based process instance generation mode is used;
7. Maintain interesting message chain and state chain according to the feedback information;
8. Go back to Step (2).

Based on the existing SCGF fuzzer, we mainly modify it in the fuzzing loop stage and add three main components: snapshot-based process instance generator, snapshotor and message chain analyzer. These three components will be described in detail later in this section.

IV. OVERVIEW OF SNPSFUZZER

A. Framework

The basic workflow and main components of SNPSFuzzer are shown in Figure 8. The basic workflow is divided into two stages: initial stage and fuzzing loop stage.

At the beginning of a fuzz campaign, SNPSFuzzer is in the initial stage. Given one or more initial seeds provided by users for the network protocol program, SNPSFuzzer adds them to the message chain queue as initial queue. Similar to the seed queue of traditional CGF, the message chain queue maintains interesting message chain information. If the message chain can find new code coverage or states, SNPSFuzzer regards it as interesting message chain.

In the fuzzing loop stage, the following steps are carried out in turn:
1. Maintain a state chain queue that can be updated during fuzzing loop;
fuzzing meets two conditions: 1) whether to use snapshots; 2) whether to have snapshots. If both conditions are satisfied, the snapshotor uses the `restore` function to obtain the process instance of the previous snapshots. Otherwise, the Fork-Server process is informed through the pipe to generate a new process instance and returns the corresponding process `pid`.

### C. Snapshotor

Snapshotor is an important component for taking and restoring snapshots. We use the program process level as the granularity of snapshots according to the analysis in Section IV-B. Therefore, the snapshotor is dedicated to taking and restoring snapshots of program process.

In order to better realize the snapshots of PUTs, the snapshotor must support the complete preservation and restoration of process context information for PUTs. In the scenario of network protocol program fuzzing, the context information of the PUT has three kinds of features: 1) Features of the PUT running environment; 2) Features of the PUT itself; 3) New features of the PUT brought by the instrument of fuzzers.

**Features of the PUT running environment:** At present, most open source PUTs and fuzzers run in the Linux OS. Moreover, we want to fuzz the new version of the PUT as much as possible. Therefore, we need to run them in a newer Linux kernel version.

**Features of the PUT itself:** Different from other programs, the PUT has two characteristics: 1) The PUT uses the network programming and needs the `socket` interface; 2) The PUT is often the multi-process or multi-thread program. Whenever a legal client request is received, the PUT starts up a new process or thread to handle the request and achieve the goal of handling multiple requests at the same time.

**New features of the PUT brought by the instrument of fuzzers:** The greybox fuzzer obtains the code coverage information of the program through instrument and uses the information to determine whether interesting seeds are generated. In this workflow, the fuzzing process needs to interact with the program instance process, so as to realize the sharing of code coverage information. IPC (Inter-Process Communication) is the main method to meet the above requirements. There are many ways in IPC, such as message queue, pipe, shared memory. And one of the state-of-the-art greybox fuzzer AFL uses shared memory to share code coverage information.

We hope that the snapshotor can support the above three features of the PUT. Therefore, we investigate the existing

---

**Fig. 8.** Overview of SNPSFuzzer.

**Fig. 9.** The workflow of the snapshot-based process instance generator.
process snapshots and obtain the results shown in Table I [29]. We find that CRIU meets all features of the PUT, so we choose CRIU as the snapshotor.

| Features          | CRIU | DMTCP | BLCR | OpenVZ |
|-------------------|------|-------|------|--------|
| Linux Kernel      | ✓    | ✓     | ✗    | ✓      |
| Sockets           | ✓    | ✗     | ✗    | ✓      |
| Multiple Thread/Process | ✓    | ✓     | ✗    | ✓      |
| Shared Resources  | ✓    | ✓     | ✗    | ✓      |

We propose the Snapshot Point Analysis (SPA) algorithm to judge when to take and restore snapshots, as shown in Algorithm 1. Whether to take a snapshot is related to the length of prefix messages in the message chain. If the target state is the initial state ①, the length of the prefix messages is 0. In other words, the state can be reached without sending prefix messages. For this case, we do not need to take a snapshot; Otherwise, take a snapshot. Specifically, the entire SPA algorithm can be divided into the following three steps:

1) Algorithm SPA has three input parameters: message chain MC, state chain SC and target state State. These three parameters will be called by function SPLIT_MC to divide the message chain MC into three parts MP, MI and MS (Line 4), where MP represents the prefix messages to reach the target state; MI represents the infix messages when the PUT is in the target state; MS represents the suffix messages remaining in the message chain. We do this for two purposes, as shown below:

- The traditional CGF fuzzer is not aware of the network program states and can not identify which message will be more effective. Therefore, it treats all messages in the message chain equally and mutate the the entire message chain. Specifically, given a message chain MC with n (n > 0) messages, that is, $MC = [M_1, ..., M_n]$. Assuming that the message $M_i$ (0 < i < n) is the most interesting message, CGF does not focus on $M_i$ and repeatedly mutates the uninteresting messages $M_1$ to $M_{i-1}$ before mutating the message $M_i$. By splitting the MC, we can effectively mutate the most interesting messages to improve the efficiency of network protocol fuzzing (Line 5-Line 6);
- It is more effective to determine when a snapshot should be taken. As described in Section II-B, the target state is the most interesting state in the current fuzzing iteration. After sending the prefix messages, the program is in the target state. Exploring it is more likely to find more code coverage and vulnerabilities. Therefore, we judge whether a snapshot can be taken according to the length of prefix messages to quickly fuzz the most interesting state.

We design a message chain analysis algorithm to divide the message chain, as shown in Algorithm 2. When the infix messages are determined, the prefix messages and suffix messages in the message chain will also be determined. Therefore, we define two variables MI_Start and MI_Count to represent the starting position and number of infix messages respectively. We infer from the end of the state chain until the location of the target state appears, and update MI_Start to the location. Then, we continue to judge the number of consecutive occurrences of the target state to update MI_Start and MI_Count. Finally, we use the two variables to split the message chain.

Take the Figure 11 as examples to illustrate the idea of function SPLIT_MC. Figure 11(a) shows the situation when
the target state occurs once in the state chain. Assuming that the selected target state is state $S_2$ in an iteration, Algorithm MCA sets the messages $[M_1, M_2, M_3, M_4]$ to reach the state $S_2$ as prefix messages, the messages sent $[M_5]$ when the PUT is in the state $S_2$ as infix messages, and the remaining messages $[M_6, M_3]$ as suffix messages.

Figure 11(b) shows a case that the target state occurs multiple times in the state chain. Assuming that the selected target state is state $S_3$ in an iteration, we can find that the state $S_3$ appears three times in the state chain $SC$. Therefore, there are three choices in this case, and different choices lead to different efficiencies of the final results. The existing SCGF fuzzers often select the target state $S_3$ appears for the first time in the state chain as the target point, which can reach the target state faster and reduce messages sending and receiving time. However, this choice makes it difficult to cover the deep states and eventually deep paths and bugs will not be found. On the basis of the snapshots technology, increasing the number of prefix messages does not increase the time overhead of messages sending and receiving. Because once we select the target state, we take snapshot for the PUT in this state. Whenever the state is fuzzed, we can directly restore the state snapshot. In the entire process, there is no need to send messages $MP$ again. Therefore, we select the last consecutive target state $S_3$ in the state chain as the target point to avoid the time overhead caused by the prefix messages and explore more and deeper states of the PUT. We will compare the performance impact of these two options in Section V.

2) Algorithm SPA maintains two important bool variables: $can\_snapshot$ and $has\_snapshot$, where the former represents whether a snapshot can be taken under a certain state of the PUT, the latter represents whether there is a corresponding snapshot in this state. We set them to FALSE during the initialization stage (Line 2-Line 3). After using function SPLIT_MC to split the $MC$, we can determine whether the snapshot can be taken by judging whether $MP$ exists (i.e. whether the length of $MP$ is greater than 0) (Line 7). If the snapshot can not be taken, the message chain $MC'$ will be sent directly (Line 22). The reason is that when the length of $MP$ is 0, the target state is the initial state which can be reached without sending prefix messages. The snapshot taking and restoring time is usually shorter than the time of sending prefix messages. Once a snapshot is taken, there is no need to take snapshot in the next iteration of fuzzing the target state repeatedly and just restore the snapshot. Therefore, using snapshot can speed up the network protocol fuzzing when prefix messages $MP$ exist.

3) After determining whether snapshot can be taken in the target state, we need to further judge whether there is a snapshot in this state. If the snapshot exists, function RESTORE_SNAPSHOT is directly called to restore snapshots (Line 11-Line 12). Otherwise, it first calls function SEND_MESSAGES to send messages $MP$ and receive the corresponding reply messages, so that the PUT reaches the target state. Then it calls function CHECKPOINT_SNAPSHOT to take a snapshot of the PUT and set the snapshot flag $has\_snapshot$ to TRUE. Finally, restore the snapshot of the PUT (i.e. the PUT in the target state) (Line 13-Line 17).

We send mutated messages $M'$ (Line 19) and suffix messages $MS$ (Line 20) in turn to complete fuzzing the target state after restoring the snapshot. It is note that the Algorithm SPA needs to take snapshot only once when the target state is selected in each iteration of fuzzing. In the subsequent fuzzing process, we restore the snapshot for reducing the time overhead of repeatedly sending prefix messages.

---

**Algorithm 1** Snapshot Point Analysis (SPA)

```plaintext
1: function SPA(MC, SC, State)
2:  can_snapshot = FALSE
3:  has_snapshot = FALSE
4:  MP, MI, MS = SPLIT_MC(MC, SC, State)
5:  MI' = MUTATE(MI)
6:  MC' = <MP, MI', MS>
7:  if LENGTH(MP) > 0 then
8:      can_snapshot = TRUE
9:  end if
10: if can_snapshot then
11:     if has_snapshot then
12:        RESTORE_SNAPSHOT()
13:     else
14:        SEND_MESSAGES(MP)
15:        CHECKPOINT_SNAPSHOT()
16:        has_snapshot = TRUE
17:        RESTORE_SNAPSHOT()
18:     end if
19:     SEND_MESSAGES(MI')
20: else
21:     SEND_MESSAGES(MS)
22: end if
23: end function
```

**Algorithm 2** Message Chain Analysis (MCA)

```plaintext
1: function SPLIT_MC(MC, SC, State)
2:  MI_Start = 0
3:  MI_Count = 0
4:  for i from LENGTH(SC)-1 down to 1 do
5:     if SC[i] == State then
6:        MI_Start = i
7:        for j from i-1 down to 1 do
8:           if SC[j] == State then
9:              MI_Count += 1
10:         MI_Start = j
11:     else
12:        break
13:     end if
14: end for
15: break
16: end if
17: end for
18: MP=MC[1:MI_Start-1]
19: MI=MC[MI_Start:MI_Start+MI_Count]
20: MS=MC[MI_Start+MI_Count+1: LENGTH(MC)]
21: end function
```
V. EVALUATION

Implementation. We implemented SNPSFuzzer based on the widely used SCGF fuzzer AFLNET [7]. We use snapshotor CRIU [30] in our implementation. The snapshot-based process instance generator and message chain analyzer are mainly implemented in the fuzzing loop stage used in C language.

Experimental setup. We selected two famous stateful network protocols, DTLS [31] and SIP [32], as evaluation programs. These programs have been widely used at present. Therefore, we believe that these two programs are representative. Specifically, we chose open-source Tinydtls [23] and Kamailio [24] as the concrete implementations corresponding to these two protocols.

| Program | Size | Protocol | Description |
|---------|------|----------|-------------|
| Tinydtls 14.4K DTLS DTLS server implementation for IoT devices |
| Kamailio 1214.9K SIP SIP signaling server implementation for large deployments |

We compared SNPSFuzzer with two baseline open-source network protocol greybox fuzzers: AFLNET [7] and AFLNWE [33]. AFLNET is the first greybox fuzzer for network protocol programs, which adopts mutation-based method to generate messages. It uses the response codes as the states of the network protocol programs, which can accurately fuzz the actual states of the network protocol programs. AFLNWE is a stateless coverage-guided fuzzer. It changes the file input mode of AFL into the network protocol socket sending mode. At present, there are other SCGF fuzzers, such as Peach* [8] and PAVFuzz [9], but they are not open source. We hope to make further comparison with them after they open source. Meanwhile, we call the situation without using Algorithm MCA (Message Chain Analysis) as SNPSFuzzer-tmp and this mode is also added to the comparison object to evaluate the performance of Algorithm MCA.

All our experiments are run on a server of Intel Xeon Gold 6230R with 104 CPU cores and 125GB RAM, which runs Ubuntu 16.04 LTS. In order to ensure the fairness of our experiments, we provided the same initial seeds for different fuzzers. At the same time, we conducted each experiment for 24 hours and repeated each experiment 5 times to determine the statistical significance of the results.

Research Questions. By comparing with two network protocol greybox fuzzers AFLNET and AFLNWE, we answer the following research questions:

RQ1. How do the results of execution speed compare with the state-of-the-art stateful coverage-based greybox fuzzer AFLNET?

RQ2. How many messages can SNPSFuzzer save compared with the total number of messages sent by AFLNET?

RQ3. How do the results of code coverage in network protocol fuzzing compare to the previous network protocol greybox fuzzers?

RQ4. How do the results of vulnerability discovery in network protocol fuzzing compare to the previous network protocol greybox fuzzers?

A. Speed Evaluation (RQ1)

SNPSFuzzer uses snapshot technology to save the state of a specific network protocol program. Whenever it is necessary to fuzz the state, SNPSFuzzer does not need to send prefix messages frequently. Therefore, we can save the time of frequently sending prefix messages and thus speed up the network protocols fuzzing.

Because SNPSFuzzer is expanded on the basis of AFLNET, we mainly compared the execution speed with AFLNET. Among them, the speed of network protocol fuzzing is calculated according to the Equation (1) in Section III-A. We record fuzzing speed of different fuzzers in the same 24 hours. The results are shown in Table III where $R_T$ and $R_S$ represent the improvement of SNPSFuzzer-tmp and SNPSFuzzer compared with AFLNET respectively.

Answer to RQ1. We find that both SNPSFuzzer-tmp and SNPSFuzzer can speed up the network protocol fuzzing. Specifically, the speed of SNPSFuzzer-tmp is increased by 96.2% on average and the speed of SNPSFuzzer is increased by 140.45% on average compared with AFLNET. We can also find that SNPSFuzzer is faster than SNPSFuzzer-tmp. Because SNPSFuzzer always selects the longer prefix messages, there are fewer messages left for the same message chain. Therefore, it can save the overhead of sending some messages and waiting for reply messages in each iteration of network protocol fuzzing to generate more test cases in the same time.

| Program | AFLNET | SNPSFuzzer-tmp | SNPSFuzzer | $R_T$ | $R_S$ |
|---------|--------|----------------|------------|-------|-------|
| Tinydtls 2.5 4.3 5.3 68.10%↑ 112.00%↑ |
| Kamailio 4.5 10.1 12.1 124.4%↑ 168.9%↑ |
| Average - - - 96.2%↑ 140.45%↑ |

B. Messages Savings Evaluation (RQ2)

SNPSFuzzer uses snapshot technology to save the number of prefix messages sent. In the SCGF fuzzers represented by AFLNET, each test case contains multiple interrelated messages. Therefore, in order to better evaluate the performance of
SNPSFuzzer, we counted the total number of messages sent by AFLNET and the number of messages saved by SNPSFuzzer and SNPSFuzzer-tmp in the same 24 hours. The results are shown in Figure 12.

**Answer to RQ2.** We find that both SNPSFuzzer and SNPSFuzzer-tmp can save the number of messages sent, where SNPSFuzzer saves more messages. For program Tinydtls, SNPSFuzzer saves 44.4% and SNPSFuzzer-tmp saves 5.6% compared with the total number of messages sent by AFLNET. For program Kamailio, SNPSFuzzer even saves 215.4% and SNPSFuzzer-tmp saves 28.4% compared with the total number of messages sent by AFLNET.

There are two reasons for the above results: 1) The execution speed of SNPSFuzzer and SNPSFuzzer-tmp is faster than AFLNET. Therefore, SNPSFuzzer and SNPSFuzzer-tmp run more test cases in the same time. Compared with program Tinydtls, they saves more messages in program Kamailio; 2) SNPSFuzzer uses MCA algorithm to prioritize the selection deeper states. It needs to send more prefix messages to get the states. Therefore, SNPSFuzzer saves more messages than SNPSFuzzer-tmp.

**C. Code Coverage Evaluation (RQ3)**

Figure 13 shows the detailed results of path covered changes during fuzzing each protocol and the overall improvements are summarized in Table IV.

**Answer to RQ3.** We find that the efficiency of SNPSFuzzer in discovering new path coverage is significantly better than AFLNET and AFLNWE. At first, the number of path coverage found by each fuzzer increased rapidly. But with the passage of time, AFLNET gets into trouble faster and reach a state where it is difficult to grow rapidly. SNPSFuzzer can help alleviate this situation. Overall, in the same 24 hours, SNPSFuzzer can increase the path coverage by 24.45% on average, of which at least 21.4% can be increased.

We also find that SNPSFuzzer-tmp can improve the efficiency of path coverage discovery compared with AFLNET. In the same 24 hours, the found path coverage increased by 16.85% on average. After using MCA algorithm, SNPSFuzzer can cover 7.6% more new paths on average, which shows that MCA algorithm is helpful to cover deeper paths for network protocol fuzzing.

**D. Vulnerability Discovery Evaluation (RQ4)**

In order to show the performance of SNPSFuzzer in vulnerability discovery, we compared two metrics: unique crashes and unique vulnerabilities.

**Answer to RQ4.** Table V shows the number of unique crashes found by different fuzzers in the same 24 hours. We find that SNPSFuzzer finds more unique crashes than AFLNET with a total increase of 133.3% and SNPSFuzzer-tmp finds more unique crashes than AFLNET with an average increase of 22.2%.

SNPSFuzzer-tmp only uses snapshot technology to speed up network protocol fuzzing and thus vulnerabilities can be found faster. However, the results are limited. On the basis of snapshot technology, MCA algorithm can explore deeper protocol states without increasing the time overhead of sending prefix messages. For stateful network programs, messages parsing and abnormal state transition are key factors leading to vulnerabilities. Exploring the deep states helps to find the above two types of vulnerabilities. Therefore, MCA algorithm has a significant improvement in finding vulnerabilities.

**TABLE V**

| Program  | AFLNET | AFLNWE | SNPSFuzzer-tmp | SNPSFuzzer |
|----------|-------|-------|----------------|-----------|
| Tinydtls | 34    | 24    | 36             | 43        |
| Kamailio | 2     | 0     | 4              | 4         |
| Total    | 36    | 24    | 44             | 48        |

We further use Address Sanitizer [34] to recompile the programs and reevaluate them with the discovered unique crash inputs. Finally, we get the number of unique vulnerabilities in program Tinydtls by analyzing the unique crashes. The results are shown in Table VI. SNPSFuzzer is superior to AFLNWE and AFLNET in the total number of unique vulnerabilities found. In the same 24 hours, compared with AFLNET, SNPSFuzzer can find a new unknown stack-buffer-overflow vulnerability. We have submitted the discovered vulnerability to the corresponding developers [35].

**Previous unknown vulnerability in program Tinydtls.** Listing 1 illustrates the unknown stack-buffer-overflow vulnerability found in Tinydtls program using SNPSFuzzer.
vulnerability exposed by SNPSFuzzer in Tinydtls. The location of the vulnerability is in Line 3776 of file dtls.c. When the program crashes, the value of rlen is not 0, resulting in the increase of pointer msg (Line 3912) until the program stack overflows. The value of rlen is the return value of the function is_record. The function is_record checks if the variable msg points to a valid record of DTLS protocol and sets the sum of DTLS record layer and UDP layer length to variable rlen. If the value of rlen is smaller than the value of msglen (i.e. the length of received messages), rlen can not be set 0 (Line 370-Line 371). SNPSFuzzer takes a snapshot after sending prefix messages, the mutated messages can not be set 0 (Line 370-Line 371). SNPSFuzzer is more likely to generate long messages and quickly trigger the vulnerability.

TABLE VI

| Program       | Vulnerability          | AFLNWE | AFLNET | SNPSFuzzer |
|---------------|------------------------|--------|--------|------------|
| Tinydtls      | stack-buffer-overflow-1| ✓      | ✓      | ✓          |
|               | stack-buffer-overflow-2| ✓      | ✓      | ✓          |
|               | stack-buffer-overflow-3| ✗      |        | ✓          |
|               | stack-buffer-overflow-4| ✗      |        | ✓          |
| Total         |                        | 4      | 2/4    | 3/4        | 4/4        |

VI. RELATED WORK

A. Stateful Blackbox Fuzzing

The Stateful Blackbox Fuzzing (SBF) technology is widely used in network protocol fuzzing. Stateful blackbox fuzzing \[5, 6\] usually uses the generation-based method to generate test cases without any program analysis. Specifically, in order to better explore the different state space of network protocol programs, SBF usually defines a set of template specifications in advance according to specific formats. For example, Peach provides an input template standard in XML format. SBF generates test cases that meet the protocol grammar according to the template file. The method brings good scalability to SBF and generally supports the fuzzing of a variety of network protocol programs. Whenever a new protocol needs to be fuzzed, just write the corresponding template file as required.

However, the stateful blackbox fuzzing has two shortcomings. The detailed descriptions are as follows:

One is that the final fuzzing results are closely related to the quality of the template file. Users need to write corresponding template files to describe the message formats and state transition relationship of the protocol after reading the RFC documents or other specifications. Therefore, in order to ensure the quality of fuzzing, users often need to spend a lot of time for writing template files.

The other one is that SBF can not use any program information to improve the quality of seeds. SBF is a blackbox fuzzing which can only judge whether the test case is valid by the external results of the program (e.g. crashes and timeout), and can not use other finer grained information. Therefore, the blackbox fuzzing does not save test cases even if these test cases generated in a fuzzing process are good for finding bugs. Therefore, blackbox fuzzing is often blind.

B. Coverage-based Greybox Fuzzing

Coverage-based Greybox fuzzing (CGF) has attracted extensive attention recently. CGF obtains the coverage information of programs through lightweight instrument and uses genetic algorithm to improve the quality of test cases. CGF has achieved great success in fuzzing stateless programs such as command-line, file, library API programs. AFL \[1\] and LibFuzzer \[3\] are typical representatives.

In recent years, most researchers have proposed various improved strategies and algorithms for CGF. MOPT \[36\] proposes to use particle swarm optimization (PSO) algorithm to find the best probability distribution of CGF mutation operators. ENTROPIC \[37\] develops a power schedule based on entropy for CGF to allocate more energy to the seeds that maximize information from the perspective of information theory. TortoiseFuzz \[38\] proposes coverage accounting to address the limitation that CGF treats coverage equally.

Moreover, many work on integrating the traditional static analysis and dynamic analysis technology into CGF is proposed. GREYONE \[39\] introduces Dynamic Taint Analysis (DTA) technology into CGF and uses program data flow information to guide mutation. QSYM \[40\] designs a fast concolic execution engine to support hybrid fuzzing. ParmeSan \[41\] presents sanitizer-guided fuzzing to reduce the Time-To-Exposure (TTE) of bugs.

However, the above researches are mainly aimed at stateless programs, which can not effectively fuzz the stateful programs such as network programs.

C. Stateful Coverage-based Greybox Fuzzing

In order to overcome the limitation of CGF in network protocol fuzzing, AFLNET \[7\] adds the concept of state to CGF. AFLNET is the first greybox fuzzer for protocol implementations, which realizes the network protocol programs fuzzing by sensing the message structures and state transition relationship of network protocol. Peach\[8\] is a greybox fuzzer for ICS protocol, which can identify the seeds that trigger the new code coverage and apply semantic sensitive generation strategy to optimize the generation of test cases. PAVFuzz \[9\] can...
fuzz network protocols in the field of automatic driving such as RTPS (Real Time Publish Subscribe). It adopts a new relationship learning strategy, which can automatically learn the relationship between data elements in different protocol states. Using the learned relationship, PAVFuzz intelligently identifies the key elements of each state in the data model and dynamically assigns weights. Compared with the traditional random element selection strategy, dynamic weight avoids the waste of time and computing resources and thus significantly improves the efficiency of fuzzing.

The above fuzzers have the function of network protocol state perception, and use the coverage information to improve the quality of test cases. However, they did not pay attention to the low efficiency caused by frequently sending the same prefix messages in the process of network protocol fuzzing. Therefore, this paper proposes to accelerate the network protocol fuzzing based on snapshot technology.

VII. CONCLUSION

In this paper, we summarize the idea and process of existing SCGF technology in network protocol fuzzing, and point out that the speed of existing SCGF technology is generally slow. In order to speed up network protocol fuzzing, we propose SNPSFuzzer, a fast greybox fuzzer for stateful network protocol using snapshots. SNPSFuzzer dumps the context information of each state of the network protocol and restores it when the state needs to be fuzzed. Furthermore, on the basis of the snapshots technology, we design a message chain analysis algorithm to increase the number of prefix messages and explore more and deeper states in network protocol fuzzing. In the same 24 hours, SNPSFuzzer can generally increase the speed of network protocol fuzzing by 112.0%-168.9% and improve path coverage by 21.4%-27.5%. It has also found an unknown vulnerability in a real network program. In future work, we will expand SNPSFuzzer to fuzz TCP based network protocols, such as Real Time Streaming Protocol (RTSP) and File Transfer Protocol (FTP).
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