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Abstract

Since convolutional neural networks (ConvNets) can easily memorize noisy labels, which are ubiquitous in visual classification tasks, it has been a great challenge to train ConvNets against them robustly. Various solutions, e.g., sample selection, label correction, and robustifying loss functions, have been proposed for this challenge, and most of them stick to the end-to-end training of the representation (feature extractor) and classifier. In this paper, by a deep re-thinking and careful re-examining on learning behaviors of the representation and classifier, we discover that the representation is much more fragile in the presence of noisy labels than the classifier. Thus, we are motivated to design a new method, i.e., REED, to leverage above discoveries to learn from noisy labels robustly. The proposed method contains three stages, i.e., obtaining the representation by self-supervised learning without any labels, transferring the noisy label learning problem into a semi-supervised one by the classifier directly and reliably trained with noisy labels, and joint semi-supervised retraining of both the representation and classifier. Extensive experiments are performed on both synthetic and real benchmark datasets. Results demonstrate that the proposed method can beat the state-of-the-art ones by a large margin, especially under high noise level.

1. Introduction

Convolutional neural networks (ConvNets) \cite{17,33} have achieved remarkable success in many computer vision tasks, e.g., image classification \cite{26,53} and object detection \cite{16,25}, because of their ability to model complex patterns. To fully exploit the learning ability of ConvNets, large-scale and well-annotated datasets, e.g., ImageNet \cite{50} and COCO \cite{38}, are needed. However, noisy labels are ubiquitous and inevitable, since such large and accurate datasets are expensive and time-consuming to acquire. Besides, modern ConvNets can easily overfit and memorize these noisy labels due to over-parameterization, which subsequently leads to very poor generalization \cite{2,43,68}. Thus, how to train ConvNets robustly against noisy labels becomes a problem of great importance.

Recently, many approaches have been proposed to robustly learn from noisy labels \cite{20}, and they generally follow three directions, i.e., sample selection \cite{21,29,35,51,60,67}, label correction \cite{22,54,56,62,66}, and robustifying loss functions \cite{8,14,32,39,42,55,71}. Specifically, sample selection methods construct some criterion attempting to pick up samples with clean labels for training. These criterion, e.g., small-loss \cite{21,29} and disagreement \cite{41,67}, usually rely on the memorization effect \cite{2,68} of deep networks. Label correction methods attempt to directly correct the possibly noisy labels. They achieve this purpose by, e.g., pseudo labeling technologies \cite{34}, using class prototype \cite{22}, or even treating label as learnable and latent variables \cite{54,66}. Finally, since the existing loss functions for classification, e.g., categorical cross entropy (CE) \cite{14} and focal loss \cite{37}, can be skewed by noisy labels \cite{71}, more robust loss functions are proposed. Examples are generalized CE loss \cite{71} and curriculum loss \cite{39}. They are less biased on noisy labels and can be learned together with rep-

| Method          | Learning manner | Semi | HN | NCln |
|-----------------|-----------------|------|----|------|
| Co-Teaching     | end2end         | X    | X  | ✓    |
| F-correction    | end2end         | X    | X  | ✓    |
| Ren et al. 49   | end2end         | X    | X  | X    |
| PENCIL 66       | end2end         | X    | X  | ✓    |
| M-correction    | end2end         | X    | X  | ✓    |
| NLNL 32         | end2end         | ✓    | X  | ✓    |
| Zhang et al. 72  | end2end         | X    | ✓  | X    |
| DivideMix 35     | end2end         | ✓    | X  | ✓    |
| REED (ours)     | decoupled       | ✓    | ✓  | ✓    |

Table 1. A comparison between the proposed REED with state-of-the-art methods. Manner: how a method learn from noisy labels; Semi: can semi-supervised learn from samples with wrong labels; HN: can deal with high noise level; NCln: no need for extra clean training data.
representation.

Indeed, due to the superior performance resulting from the end-to-end training of deep networks [17], most aforementioned methods also jointly learn the representation and classifier in an end-to-end manner. However, such a joint learning scheme neglects an important issue - is there any difference in the learning behaviors between the representation and classifier with noisy labels? Intuitively, when the representation is good enough, the decision boundary of the classifier can be easy to find even there is strong noise [23, 58]. Thus, we decouple the training scheme with noisy labels into representation and classifier learning, and then look inside their learning behaviors. Interestingly, we discover that noisy labels will damage the representation learning much more significantly than classifier learning, and the classifier itself indeed can exhibit strong robustness w.r.t. noisy labels with a good representation. These discoveries are not noticed previously and new to the literature of noisy label learning.

Thus, instead of the classical end-to-end training method, which can lead to sub-optimal performance, we are motivated to decouple the representation and classifier in noisy label learning. The proposed method, named REED, contains three stages and can take good care of both representation and classifier by leveraging the above discoveries (see Table 1). Specifically, in the first stage, inspired by the recent advances of self-supervised representation learning technologies [10, 24], we learn the representation through a contrastive pretext task. Then, in the second stage, we utilize the intrinsic robustness in classifier learning to obtain a reliable classifier with noisy labels, which helps to transfer the noisy label learning into a semi-supervised learning problem. Finally, to fully explore the information in the transferred labels, we construct a class-balanced sampler and graph-structured regularizer to jointly fine-tune the representation and classifier in the third stage. Contributions of this paper are as follows:

• We decouple the classical end-to-end training procedures into representation learning and classifier learning and systematically explore their robustness in the presence of noisy labels respectively. We discover that representation matters much more than the classifier, since the representation is very fragile while classifier can exhibit strong robustness in the presence of noisy labels.

• We propose an effective and three-stage learning manner, i.e., REED, which leverages self-supervised representation learning to solve the fragility of representation learning and make full use of the robustness of the classifier. Also by assigning credibility to samples and two improvements for semi-supervised learning (i.e., graph-structured regularization and class-balanced sampler), we further improve the ability of classification.

• We perform extensive experiments on both synthetic, i.e., noisy CIFAR-10 and CIFAR-100 datasets, and real benchmark, i.e., Clothing-1M dataset. Results demonstrate that the proposed method can beat the state-of-the-art ones by a large margin, especially under high noise level. Effectiveness of each stage is also elaborated in ablation studies.

Notations. Let $x_i$ denote the image, $y_i$ be the clean label, and $\hat{y}_i$ be the noisy version of $y_i$. A ConvNet typically contains two parts, one is the representation learning part, i.e., $z_i = h(x_i; \theta)$, where $z_i$ is the representation for $x_i$ and $h$ is implemented by the feature extractor (i.e., deep stack of convolutional and pooling layers) with parameter $\theta$; another part is the classifier, i.e., $f = g(z_i; W)$, where $W$ is the parameters of a multilayer perceptron (MLP). Its prediction probability (or confidence) for the $i$th class is given by a softmax function as $p_i = e^{h_k} / \sum_{k=1}^C e^{h_k}$, where $C$ is the number of classes. Cross-entropy loss is used for training, i.e., $\mathcal{L}_{ce}(p, \hat{y}) = - \sum_{k=1}^C \hat{y}_k \log p_k$, and the class with the highest confidence, i.e., $y' = \arg \max_i(p)$, is taken as the prediction for the sample.

2. Related work
2.1. Noisy Label Learning

Many methods have been developed to make deep classification model robust w.r.t. noisy labels [20], as mentioned in Section 1 they generally follow three directions.

• Sample selection. A straightforward approach to handle noisy labels is to find and make them less important in training. Relying on the memorization effect [2] [68], many methods separate clean and noisy samples by using small-loss [1] [21] [29] [35] [51] [64] and disagreement [41] [67]. Among them, MentorNet [29] introduces an auxiliary network to select clean samples; Co-teaching [21] maintains two networks to avoid confirmation bias. And many approaches [1] [35] [64] [67] attempt to improve the sampling criterion or better reuse the noisy labels. As for re-weighting methods [49] [51], optimal weights are learned for different samples by using meta-learning [28]. However, these methods heavily rely on the training strategies that discard or reuse the noisy samples [64].

• Label correction. This direction attempts to directly correct possibly noisy labels into correct ones. One common approach to achieve this is leveraging pseudo labeling technologies, which reuses confident predictions from the trained model [32] [54]. Joint optimization [54] updates noisy labels with network parameters in an alternating strategy. Meta re-labeling [72] incorporates con-

---

1 We offer a detailed example in Appendix ??.
Figure 1. Top 1 testing accuracy v.s. epochs for the representation and classifier learning with different datasets (i.e., Figure 1(b)), different noisy type (i.e., Figure 1(c)), and different architectures (i.e., Figure 1(d)). "Sym" and “Asym” denote symmetric and asymmetric noisy type respectively as in Section 5.1. Implementation details are in Appendix ??.

- Robust loss function. Since commonly used loss functions for classification, e.g., categorical cross-entropy (CE) and Focal loss (FL), are not robust in the context of noisy labels [14, 40]. Many approaches are proposed to modify or redesign them [18, 40, 42, 43, 69, 71]. Generalized cross-entropy loss (GCE) [71] proposes to mix CE with robust mean absolute error (MAE) loss by Box-Cox transformation. Normalized loss [40] shows that a simple normalization can make any loss function robust to noisy labels. However, since the deep network is over-parameterized, these methods can still memorize the noisy labels given sufficient training time [68].

The proposed method and above existing ones are compared in Table 1. Our insights in Section 3 motivate us to decouple the representation and classifier in noisy label learning, which further lead to a new direction in training a robust ConvNet.

2.2. Self-Supervised Representation Learning

Self-supervised representation learning (SSRL) [6, 15] is a form of unsupervised learning where the data itself provides supervision without external human annotations. In general, it frames a pretext task, e.g., rotations [15] and relative patch position prediction [12], and the network is forced to learn what a task really cares about, e.g., the semantic representation, in order to learn well [73].

Such an idea is widely used in natural language processing (NLP) field [11, 47]. Recently, it also makes great progress in the vision domain, which has shown to be a promising alternative to supervised representation learning [10, 19, 24, 74]. And various heuristics pretext tasks can be unified into some forms of contrastive losses [24], which measure the similarity of sample pairs in representation space. There are many contrastive learning based methods, e.g., SimCLR [10] and MoCo [24], which have shown a great promise and achieve the state-of-the-art in SSRL.

3. Revisiting Noisy Representation Learning

Intuitively, representation can matter more than classifier, since the decision boundary is obvious when representation is good enough (see Appendix ??). However, most aforementioned approaches train representation and classifier jointly in an end-to-end manner without care about their difference, which might be suboptimal. In this section, to justify this, we attempt to look deeply into the representation and classifier’s learning behavior by decoupling the classical end-to-end training manner.

As shown in Figure 1(a), we first train the whole ConvNet with clean labels (see the curve train on clean labels), which can be regarded as the ground-truth model. Then, we follow the control variate method to fairly and separately compare the robustness of the representation and classifier. Specifically, we retrain the representation with noisy labels while fixed the classifier inherited from the ground-truth model (i.e., retrain-representation); and retrain the classifier with noisy labels while fixed the representation inherited from the ground-truth model (i.e., retrain-classifier). Finally, we include the baseline training the whole network with noisy labels in an end-to-end manner (i.e., train on noisy labels), which is adopted by most current noisy label learning approaches.

First, we can see that the curve of train on clean labels rise steadily, while the curve of train on noisy labels first increases and then slowly drops. This is known as the memorization effect in the literature [2], which is also the crux of sample selection methods [21, 29, 35, 67, 65]. More importantly, we have the following three new observations:

- The curve of retrain-representation is very similar to that
of train on noisy labels, which demonstrates that representation learning is very sensitive to noisy labels;

- It is surprising to see that retrain-classifier can easily get accuracy near to the ground-truth model in a few epochs and then keep steadily without overfitting. This shows the classifier itself can be intrinsically robustness w.r.t noisy labels with a good representation;

- Finally, we can see that above phenomena do not change w.r.t. different dataset (i.e., Figure [1b]), different noisy type (i.e., Figure [1c]), and different architecture (i.e., Figure [1d]). This further supports our claim that noisy labels will damage the representation learning significantly than the classifier learning.

These observations subsequently motivate us to propose a new method which can take good care of both representation learning and classifier for noisy label learning.

4. The Proposed Method

Next, we elaborate our approach, i.e., REED, which contains three stages to fully utilizes our observations. Specifically, in the first stage (Section 4.1), we show how to solve the fragility of representation learning by leveraging recent SSRL methods. Next, in the second stage (Section 4.2), we utilize the intrinsic robustness in classifier learning to obtain a reliable classifier with noisy labels. Then, we measure the label credibility for each sample using the obtained classifier, which helps transfer the hard noisy label learning problem to an easier semi-supervised learning one.

Figure 2. The framework of REED. “LCS”, “GSR” and “CBS” are short for label credibility assessment, graph-structured regularization and class-balanced sampler respectively.

4.1. Stage-1: Representation Learning

Previously, both the representation $h$ and classifier $g$ are trained in an end-to-end manner in noisy label learning (see Table [1]). However, as observed in Section [3] such a learning manner for $h$ may not be proper. Thus, can we learn the representation without using noisy labels? Fortunately, recent advances in SSRL have shown promising results in this direction [24, 10, 19]. As a result, we adopt such a learning paradigm in Stage-1 to learn the representation without using noisy labels. See more implementation details in Appendix ??.

4.2. Stage-2: Robust Classifier Training

After learning the representation without labels, inspired by observations in Section [3] we fix the representation and train a robust classifier $g$ on noisy labels. Moreover, based on the reliable classifier, we can accurately assign the credibility for each sample’s label, which helps transfer the hard noisy label learning problem to an easier semi-supervised learning one.

Figure 3. Label credibility assessment module: transferring noisy labels into clean or unknown labels.

To fully leverage $ar{y}$ in the training data, we transfer it into clean labeled data ($L$) and unknown labeled data ($U$) (Figure [3]). Firstly, the original label $ar{y}$ is divided into clean or noisy. Next, for a noisy label, we correct it if classifier $g$ predicts right $y'$. To achieve this, we assign credibility $p_{\text{clean}}$ and $p_{\text{right}}$ to corresponding labels, i.e., $ar{y}$ and $y'$, and divide clean or noisy by a threshold $\tau_{\text{clean}}$. Judge right or wrong $y'$ by another threshold $\tau_{\text{right}}$. More Specifically, due to memorization effect [2], loss can be regarded as a good criterion for dividing clean and noisy [21, 35]. We estimate $p_{\text{clean}}$ by a two-component Gaussian mixture models (GMM) which is fitted on $L_{\text{ce}}$ distribution following DivideMix [35]. Besides this, since samples with highly confident predictions tend to be correctly classified [57], our paper equips another GMM to estimate $p_{\text{right}}$, which is optimized on the distribution of $p_i$.

4.3. Stage-3: Semi-supervised Retraining

Since the representation and classifier can still be biased by decoupling in the previous two stages (see Table [2]), in this final stage, we re-train the whole network on the transferred labels by semi-supervised learning. However, comparing with standard semi-supervised learning methods [4, 52, 63], we propose two unique designs here, i.e., graph-structured regularization to fully make use of self-learned representation in Stage-1 and class-balanced sampler to solve the class-imbalanced problem caused by relabeling in Stage-2.
4.3.1 Graph-structured regularization

As representation self-learned in Stage-1 narrows the distance of similar samples, and samples with stronger similarity are more likely to share the same label. Inspired by neural graph machines [5], to make use of this information, we treat image samples in a mini-batch as nodes in a graph \( \mathcal{G} \), and the edges in \( \mathcal{G} \) correspond to the similarity between pairs of samples. Such a neighbor graph-structured can be constructed by Algorithm 1 where \( \text{sim} \) denotes cosine similarity and \( \tau_c \) is a threshold for determining the connection of nodes. We used it with existing semi-supervised learning methods. Specifically, we introduce the following regularization:

\[
\mathcal{R} = \lambda_{LU} \sum_{u,v \in \mathcal{G}} A_{uv} \| \hat{p}(x_u) - y_v \|^2 + \\
\lambda_{UU} \sum_{u,v \in \mathcal{G}} A_{uv} \| \hat{p}(x_u) - \hat{p}(x_v) \|^2,
\]

where \( \hat{p} = p_t^{1/T} / \sum_{k=1}^C p_k^{1/T} \) is a sharpening operation that reduce the entropy of predicted label distribution, \( T \) is the “temperature”, \( \lambda_{LU}, \lambda_{UU} \geq 0 \) are hyperparameters. Formally, the final objective \( \mathcal{L} \) for Stage-3 is defined as:

\[
\mathcal{L} = \mathcal{L}_{sup} + \lambda_u \mathcal{L}_{unsup} + \mathcal{R},
\]

where \( \mathcal{L}_{sup} \) and \( \mathcal{L}_{unsup} \) denote supervised and unsupervised loss term respectively. Note that many existing semi-supervised learning methods can be used, e.g., MixMatch [4], FixMatch [52] and ReMixMatch [3]. However, for a fair comparison with existing works in noisy label learning, we use MixMatch [4] here following DivideMix [35].

**Algorithm 1** Construct neighbor graph structure.

**Requires:** Representation matrix \( Z^N \times d \), threshold \( \tau_c \).

**Ensure:** Adjacency Matrix \( A^N \times N \) of neighbor graph \( \mathcal{G} \).

\begin{algorithm}
1: for \( i \) from 0 to \( N - 1 \) and \( j \) from 0 to \( N - 1 \) do
2: \( A_{ij} \leftarrow \text{ReLU}(\text{sim}(Z_i, Z_j) - \tau_c) \)
3: end for
\end{algorithm}

4.3.2 Class-balanced sampler

Recall that we have transferred the noisy dataset into \( L \) and \( U \) in Figure 5 such a division could cause class-imbalanced issue (see Figure 5(c)) since the fitting ability for different categories is not the same. However, existing semi-supervised learning methods [3, 4, 52] typically require that given \( L \) and \( U \) been class-balanced, and they do not generalize well in the imbalanced scenarios, since those methods make use of the unlabeled data by pseudo-label. Thus, they are very sensitive to label quality and can be easily biased toward majority classes [31]. To alleviate this issue, we formulate a class-balanced sampler for \( L \), which uses sampling probability \( P_i = 1/c \) for the \( i \)th class. Finally, to make the \( U \) balanced, we take all \( x \) in the original dataset as candidates for sampling unlabeled data.

4.4. Comparison with Existing Works

**Pre-training** [13] is a popular approach to obtain a general representation in many visual tasks [25, 74], which can improve robustness w.r.t. noise labels by providing a good initialization [27]. However, the representation obtained from ImageNet is not enough to train a accurate classifier to divide noisy labels (see Section 5.3.2), due to the domain gap [30, 59, 61]. Additionally, collecting well-annotated datasets like ImageNet is very challenging and not easy to scale up, but SSRL can help leverage large-scale noisy labeled target dataset, e.g., Clothing-1M.

**DivideMix** [35] is the state-of-the-art and the most related work with our method, which also leverages semi-supervised techniques in noisy label learning task. However, there are three important differences. First, our method makes full use of the different robustness in representation learning and classifier learning, which is not concerned in DivideMix and other literature. Second, DivideMix needs warmup on the noisy dataset firstly, which can easily lead to over-fitting especially on the extreme noise, while our method does not have such an issue. Finally, we introduce label correction by label credibility assessment module (Section 4.2) and proposed effective improvements to semi-supervised learning (Section 4.3).

5. Experiments

All codes are implemented in the PyTorch framework run on a server with 8 NVIDIA RTX 2080 GPUs.

5.1. Datasets

**Noisy CIFAR-10 and CIFAR-100.** Both CIFAR-10 and CIFAR-100 consist of 60000 color images of size 32×32, 50000 for training, and 10000 for testing. Following [21], we apply two types of label noise, i.e., **symmetric** and **asymmetric** (see elaborations in Appendix ??), on the original CIFAR dataset. Symmetric noise is generated by replacing the clean labels with uniformly selected labels among the classes; asymmetric noise is designed to simulate the fine-grained classification task, where clean labels are replaced by similar classes.

**Clothing-1M** [62]. This is a large dataset containing noisy labels from real scenarios. It contains 1 million training cloth images from the shopping website, which are categorized into 14 classes by parsing surrounding texts. And it also provides 50k, 14k, 10k clean data for training, validation, and testing respectively. Following previous methods [35, 56, 54], we do not use the 50k clean training data. The shorter size of the image is first resized to 256
Table 2. Comparison with state-of-the-art methods on CIFAR-10/100 datasets with symmetric noise. For fair comparison under the same network architecture, i.e., Pre-ResNet18, we reuse the re-implemented baseline results from [35]. † means without model ensemble. “CE” is the standard ConvNet trained with Cross-Entropy loss in an end-to-end manner.

| Dataset          | Method/Noise ratio | CIFAR-10 20% | CIFAR-10 50% | CIFAR-10 80% | CIFAR-10 90% | CIFAR-100 20% | CIFAR-100 50% | CIFAR-100 80% | CIFAR-100 90% |
|------------------|--------------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
|                  | Best               | 86.8         | 79.4         | 62.9         | 42.7         | 62.0         | 46.7         | 19.9         | 10.1         |
|                  | Last               | 82.7         | 57.9         | 26.1         | 16.8         | 61.8         | 37.3         | 8.8          | 3.5          |
|                  |                    |              |              |              |              |              |              |              |              |
| Cross-Entropy (CE) |                   | 86.8         | 79.8         | 63.3         | 42.9         | 62.1         | 46.6         | 19.9         | 10.2         |
|                  |                    | 82.9         | 58.4         | 26.8         | 17.0         | 62.0         | 37.9         | 8.9          | 3.8          |
|                  |                    |              |              |              |              |              |              |              |              |
| Bootstrap [48]    | Best               | 86.8         | 79.8         | 63.3         | 42.9         | 61.5         | 46.6         | 19.9         | 10.2         |
|                  | Last               | 83.1         | 59.4         | 26.2         | 18.8         | 61.4         | 37.3         | 9.0          | 3.4          |
|                  |                    |              |              |              |              |              |              |              |              |
| F-correction [44] | Best               | 86.8         | 79.8         | 63.3         | 42.9         | 62.0         | 46.6         | 19.9         | 10.2         |
|                  | Last               | 83.1         | 59.4         | 26.2         | 18.8         | 61.4         | 37.3         | 9.0          | 3.4          |
|                  |                    |              |              |              |              |              |              |              |              |
| Co-teaching+ [67] | Best               | 89.5         | 85.7         | 71.6         | 47.9         | 65.6         | 51.8         | 27.9         | 13.7         |
|                  | Last               | 88.2         | 84.1         | 45.5         | 30.1         | 64.1         | 45.3         | 15.5         | 8.8          |
|                  |                    |              |              |              |              |              |              |              |              |
| Mixup [69]       | Best               | 95.6         | 87.1         | 71.6         | 52.2         | 67.8         | 57.3         | 30.8         | 14.6         |
|                  | Last               | 92.3         | 77.6         | 46.7         | 43.9         | 66.0         | 46.6         | 17.6         | 8.1          |
|                  |                    |              |              |              |              |              |              |              |              |
| PENCIL [66]      | Best               | 92.4         | 89.1         | 77.5         | 58.9         | 69.4         | 57.5         | 31.1         | 15.3         |
|                  | Last               | 92.0         | 88.7         | 76.5         | 58.2         | 68.1         | 56.4         | 20.7         | 8.8          |
|                  |                    |              |              |              |              |              |              |              |              |
| Meta-Learning [59] | Best              | 92.9         | 89.3         | 77.4         | 58.7         | 68.5         | 59.2         | 42.4         | 19.5         |
|                  | Last               | 92.0         | 88.8         | 76.1         | 58.3         | 67.7         | 58.0         | 40.1         | 14.3         |
|                  |                    |              |              |              |              |              |              |              |              |
| M-correction [1]  | Best               | 94.0         | 92.0         | 86.8         | 69.1         | 73.9         | 66.1         | 48.2         | 24.3         |
|                  | Last               | 93.8         | 91.9         | 86.6         | 68.7         | 73.4         | 65.4         | 47.6         | 20.5         |
|                  |                    |              |              |              |              |              |              |              |              |
| DivideMix† [35]  | Best               | 95.2         | 94.2         | 93.0         | 75.5         | 75.2         | 72.8         | 58.3         | 29.9         |
|                  | Last               | 95.0         | 93.7         | 92.4         | 74.2         | 74.8         | 72.1         | 57.6         | 29.2         |
|                  |                    |              |              |              |              |              |              |              |              |
| REED (no Stage-3)| Best               | 91.8         | 91.7         | 90.8         | 89.1         | 65.2         | 64.1         | 60.2         | 54.8         |
|                  | Last               | 91.8         | 91.6         | 90.4         | 88.4         | 65.0         | 63.9         | 59.9         | 54.1         |
|                  |                    |              |              |              |              |              |              |              |              |
| REED             | Best               | 95.8         | 95.6         | 94.3         | 93.6         | 76.7         | 73.0         | 69.9         | 59.6         |
|                  | Last               | 95.7         | 95.4         | 94.1         | 93.5         | 76.5         | 72.2         | 66.5         | 59.4         |

pixels and then takes a 224×224 crop from it for fitting the network.

5.2. Implementation Details

Noisy CIFAR-10 and CIFAR-100. In Stage-1 of representation learning, we adopt the SimCLR [10] implementation for the self-supervised representation learning and ResNet50 as encoder with most hyperparameters as introduced by the original paper. In the Stage-2 of robust classifier training, we fix the representation and only train classifier with SGD optimizer for 200 epoch on CIFAR-10 and 100 epoch on CIFAR-100 dataset, and the learning rate is set as 0.001 and 0.005 respectively. And the hyperparameters of two GMM are same as [35]. τ_{clean} and τ_{right} are both set to 0.5. For Stage-3 retraining, following DivideMix [35], we adopt the PreAct-ResNet18 architecture. As for MixMatch [4], we choose T from {0.5, 0.8}, α from {4, 0.75}, the unsupervised loss weight λ_u from {0, 20, 50, 100, 150, 200} and learning rate from {0.001, 0.005} and the whole parameters are trained with Adam optimizer and cosine learning rate scheduler for 500 epoch with batch size of 128 and eta_{min} of 0.0002, and parameter exponential moving average (EMA) is used as in [4]. For neighbor graph, λ_{LU}, λ_{LU}, and τ_c are set to 0.01, 0.005 and 0.5 respectively.

Clothing-1M. In Stage-1, we adopt the implementation from MoCo for representation learning to save memory, and ResNet50 as encoder with most hyperparameters as introduced by the original paper. In State-2, we train the classifier with an SGD optimizer for 5 epochs and decay learning rate at the 3rd epoch by 0.1, the learning rate and batch size are set to 5 and 512 respectively. In Stage-3, we adopt the ResNet50 architectures without ImageNet pre-trained weight. For saving training time, we reuse the weights trained in the previous two-stages, EMA is used as in [4], and fine-tune the weights by SGD optimizer with learning rate of 0.005 for classifier and 0.0005 for feature extractor.
5.3. Benchmark Comparison

5.3.1 Noisy CIFAR-10 and CIFAR-100 Datasets

Symmetric case. Following [35], we conduct experiments on noisy CIFAR datasets with four different noisy ratios, i.e., 20%, 50%, 80%, 90%. The best testing accuracy across all epochs and the average testing accuracy over the last 10 epochs are reported. Table 2 shows the top-1 testing accuracy on CIFAR-10 and CIFAR-100 with symmetric noisy type. As can be seen, compared with other competing methods, our method obtains the best performance. Specifically, on extreme noisy ratio (e.g., 90%), we get 26% relative improvement in CIFAR-10, and 103% relative improvement in CIFAR-100 compared with the state-of-the-art method respectively.

Asymmetric case. Following [35], we test our method on the asymmetric noisy CIFAR-10 dataset with noisy ratio of 40% and provide extra 20% noisy ratio results for better comparison. We keep the same noise generalization process as previous works [35, 36], and the top-1 testing accuracy is shown in the Table 3. Compared with DivideMix [35], REED gets 1.4% and 1.2% improvements in the noisy ratio of 20% and 40% respectively, and outperforms many methods that use deeper networks, e.g., Pre-ResNet32. Besides, our method do not leverages the extra clean data, while it is needed in [72] for meta-relabeling.

Table 3. Asymmetric noise on CIFAR-10. † means the reproduced result from the public code without model ensemble.

| Method            | Backbone     | Noisy ratio |
|-------------------|--------------|-------------|
|                   |              | 20%  | 40%  |
| Joint-Optim [54]  | Pre-ResNet32 | 92.8 | 91.7 |
| PENCIL [66]       | Pre-ResNet32 | 92.4 | 91.2 |
| F-correction [44] | ResNet32     | 89.9 | -    |
| Zhang, et al. [72]| ResNet29     | 92.7 | 90.2 |
| Meta-Learning [36]| Pre-ResNet18 | -    | 88.6 |
| M-correction [1]  | Pre-ResNet18 | -    | 86.3 |
| Iterative-CV [9]  | Pre-ResNet18 | -    | 88.0 |
| DivideMix† [35]   | Pre-ResNet18 | 93.6 | 91.1 |
| REED              | Pre-ResNet18 | **95.0** | **92.3** |

Learning curves comparison. Finally, to further demonstrate the benefit of decoupling the representation and classifier learning in REED, we plot its learning curves in Stage-3 in Figure 4. Specifically, the best existing method in Table 2, i.e., DivideMix, and the baseline CE which directly trains the whole model on noisy labels, are compared. As can be seen, the curves of REED grow much steadily compared with DivideMix and without the memorization effect compared with CE.

5.3.2 Clothing-1M Dataset

Performance comparison. Table 4 shows the top-1 accuracy on the clean testing set of Clothing-1M. It can be seen that our method performs the best. Note that, competing baseline approaches, i.e., F-correction, M-correction, Joint-Optim, Meta-Learning, PENCIL, DivideMix and Self-Learning, are pre-trained on ImageNet, while our method does not leverage information from other data. Besides, we find that DivideMix is very sensitive to ImageNet pre-training. When we train DivideMix from scratch, its accuracy drops 5.03%. This phenomenon further confirms our claim that representation is very important and fragile in the noisy label learning.

Table 4. Top-1 testing accuracy on the Clothing-1M. ‡ means without ImageNet pre-training.

| Method            | Top-1 testing accuracy |
|-------------------|------------------------|
| CrossEntropy      | 69.21                  |
| F-correction [44] | 69.84                  |
| M-correction [1]  | 71.00                  |
| Joint-Optim [54]  | 72.16                  |
| Meta-Cleaner [70] | 72.50                  |
| Meta-Learning [36]| 73.47                  |
| PENCIL [66]       | 73.49                  |
| Self-Learning [22]| 74.45                  |
| DivideMix [35]    | 74.76                  |
| DivideMix‡ [35]   | 69.73                  |
| REED              | **75.81**              |

Distinctiveness of the representation. To understand the benefit of SSRL over pre-training better, we visualize the obtained representations by each method on the clean Clothing-1M testing set by t-SNE [7]. Five exemplar classes (i.e., Downcoat, Suit, Shawl, Dress, Underwear) are plotted in Figure 6. As can be seen, pre-training can provide coarse-grained clustering representation by transferable common pattern filters, but not as good as self-supervised, which direct learns representation on the Clothing-1M dataset. Finally, there is a clear gap between the representation of different classes in Figure 6 (a). As
discussed in Section 1, such a distinctiveness on the representation further helps us find a robust classifier even with noisy labels.

5.4. Ablation studies

5.4.1 Stage-1: Decoupled vs. End-to-end training

For a better understanding the advantages of the decoupled learning strategy in Stage-1, Figure 7 plots a comparison of two different learning manners, i.e., Decoupled and End-to-end. Specifically, the curves of CE are trained end-to-end on noisy datasets. For the curves of Decoupled, we first train representation through SSRL, then train the classifier on noisy datasets. As can be seen, the curves of Decoupled grow much steadily and without the memorization effect compared with CE. Besides, the curves of Decoupled are less sensitive to noisy ratio compared with CE, which further illustrates the robustness of the classifier to noise.

5.4.2 Stage-2: Label transformation

Figure 5(a) shows that the optimized reliable classifier $g$ can separate the clean and noisy labels with a large margin by using the loss distribution. Besides, the right predicted pseudo-labels can be judged by the confidence distribution (see Figure 5(b)). As analyzed in Section 4.3, the divided labels are class-imbalanced (see Figure 5(c)).

5.4.3 Stage-3: Improved semi-supervised learning

We propose two improvements, i.e., class-balanced sampler (denoted as “CBS”) and graph-structured regularization (denoted as “GSR”), for the semi-supervised learning on the transferred labels. As shown in Table 5, they both help improve the performance of noisy label learning.

Table 5. Ablation study for semi-supervised retraining in Stage-3 on CIFAR-100.

| Component | Noisy ratio |
|-----------|-------------|
|           | 20% | 50% | 80% | 90% |
| CBS       |     |     |     |     |
| GSR       |     |     |     |     |
| ✓         |     |     |     |     |
| x         |     |     |     |     |
| Best      | 74.2 | 71.1 | 65.5 | 58.6 |
| Last      | 74.0 | 70.7 | 65.2 | 58.4 |
| ✓         |     |     |     |     |
| x         |     |     |     |     |
| Best      | 74.8 | 71.9 | 65.6 | 59.0 |
| Last      | 74.7 | 71.5 | 65.2 | 58.4 |
| ✓         |     |     |     |     |
| ✓         |     |     |     |     |
| Best      | 76.2 | 72.3 | 66.4 | 59.4 |
| Last      | 75.9 | 72.0 | 66.3 | 59.2 |
| ✓         |     |     |     |     |
| ✓         |     |     |     |     |
| Best      | 76.7 | 73.0 | 66.9 | 59.6 |
| Last      | 76.5 | 72.2 | 66.5 | 59.4 |

6. Conclusion

In this paper, we look deeply into the robustness of representation and classifier learning in the presence of noisy labels. We find that noisy labels will damage the representation learning significantly than classifier learning, and the classifier itself can exhibit strong robustness w.r.t. noisy labels with a good representation. Motivated by this, we proposed an effective and three-stage learning manner to take care of both representation learning and classifier learning. Experiments demonstrate that
our method achieves state-of-the-art results on noisy label learning benchmarks.
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