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Abstract

Let $\beta > 0$. Motivated by jumbled graphs defined by Thomason, the celebrated expander mixing lemma and Haemers’s vertex separation inequality, we define that a graph $G$ with $n$ vertices is a weakly $(n, \beta)$-graph if $\frac{|X||Y|}{(n-|X|)(n-|Y|)} \leq \beta^2$ holds for every pair of disjoint proper subsets $X, Y$ of $V(G)$ with no edge between $X$ and $Y$, and it is an $(n, \beta)$-graph if in addition $X$ and $Y$ are not necessarily disjoint. Our main results include the following.

(i) For any weakly $(n, \beta)$-graph $G$, the matching number $\alpha'(G) \geq \min\left\{\frac{1-\beta}{1+\beta}, \frac{1}{2}\right\} \cdot (n-1)$. If in addition $G$ is a $(U, W)$-bipartite graph with $|W| \geq t|U|$ where $t \geq 1$, then $\alpha'(G) \geq \min\{t(1-2\beta^2), 1\} \cdot |U|$. 

(ii) For any $(n, \beta)$-graph $G$, $\alpha'(G) \geq \min\left\{\frac{2-\beta}{2(1+\beta)}, \frac{1}{2}\right\} \cdot (n-1)$. If in addition $G$ is a $(U, W)$-bipartite graph with $|W| \geq |U|$ and no isolated vertices, then $\alpha'(G) \geq \min\{1/\beta^2, 1\} \cdot |U|$. 

(iii) If $G$ is a weakly $(n, \beta)$-graph for $0 < \beta \leq 1/3$ or an $(n, \beta)$-graph for $0 < \beta \leq 1/2$, then $G$ has a fractional perfect matching. In addition, $G$ has a perfect matching when $n$ is even and $G$ is factor-critical when $n$ is odd. 

(iv) For any connected $(n, \beta)$-graph $G$, the toughness $t(G) \geq \frac{1-\beta}{\beta}$. For any connected weakly $(n, \beta)$-graph $G$, $t(G) > \frac{5(1-\beta)}{11\beta}$ and if $n$ is large enough, then $t(G) > \left(\frac{1}{2} - \varepsilon\right) \frac{1-\beta}{\beta}$ for any $\varepsilon > 0$. 

The results imply many old and new results in spectral graph theory, including several new lower bounds on matching number, fractional matching number and toughness from eigenvalues. In particular, we obtain a new lower bound on toughness via normalized Laplacian eigenvalues that extends a theorem originally conjectured by Brouwer from regular graphs to general graphs.
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1 Introduction

Throughout this paper, we only consider nonempty simple graphs and \( G \) is a graph with \( n \) vertices. Let \( \delta \) and \( \Delta \) be the minimum degree and maximum degree of \( G \), respectively. For two vertex subsets \( X \) and \( Y \) of \( G \), \( e(X, Y) \) denotes the number of edges with one end in \( X \) and the other one in \( Y \) (edges with both ends in \( X \cap Y \) are counted twice). We use \( \lambda_i := \lambda_i(G) \) to denote the \( i \)-th largest eigenvalue of the adjacency matrix of \( G \). By the Perron-Frobenius Theorem, \( \lambda_1 \) is always positive and \( |\lambda_i| \leq \lambda_1 \) for all \( i \geq 2 \). Let \( \lambda = \max_{2 \leq i \leq n} |\lambda_i| \), that is, the second largest absolute eigenvalue. For a \( d \)-regular graph, it is known that \( \lambda_1 = d \). A \( d \)-regular graph on \( n \) vertices with the second largest absolute eigenvalue at most \( \lambda \) is called an \((n, d, \lambda)\)-graph. The celebrated expander mixing lemma states that for any \((n, d, \lambda)\)-graph and two vertex subsets \( X \) and \( Y \),

\[
|e(X, Y) - \frac{d}{n}|X||Y| \leq \lambda \sqrt{|X||Y| \left(1 - \frac{|X|}{n}\right) \left(1 - \frac{|Y|}{n}\right)}.
\]

This result is usually attributed to Alon and Chung \[3\]. It is also noticed that the idea appeared earlier with a different form in the PhD thesis \[28\] of Haemers.

If \( e(X, Y) = 0 \), the expander mixing lemma implies that for \((n, d, \lambda)\)-graphs, then we have

\[
\frac{|X||Y|}{(n - |X|)(n - |Y|)} \leq \left(\frac{\lambda}{d}\right)^2.
\]

When \( X, Y \) are disjoint vertex subsets with \( e(X, Y) = 0 \), Haemers \[29\] showed that

\[
\frac{|X||Y|}{(n - |X|)(n - |Y|)} \leq \left(\frac{\mu_n - \mu_2}{\mu_n + \mu_2}\right)^2
\]

for any graph \( G \), where \( \mu_i \) denotes the \( i \)-th smallest eigenvalue of the Laplacian matrix of \( G \).

These inequalities are more like combinatorial properties rather than spectral properties. In fact, Thomason \[10, 11\] introduced the definition of jumbled graphs by using the edge density of all subgraphs, which is the first quantitative definition of pseudorandom graphs. We observe that even we ignore the edge distribution of graphs, the vertex separations also imply nice structural properties. This observation motivates the following definitions.

**Definition 1.1** Let \( \beta > 0 \).

(i) A graph \( G \) with \( n \) vertices is a **weakly \((n, \beta)\)-graph** if

\[
\frac{|X||Y|}{(n - |X|)(n - |Y|)} \leq \beta^2
\]

holds for every pair of disjoint proper subsets \( X, Y \) of \( V(G) \) with no edge between \( X \) and \( Y \).

(ii) It is an **\((n, \beta)\)-graph** if \[13\] holds for every pair of proper subsets \( X, Y \) of \( V(G) \) with no edge between \( X \) and \( Y \).

By convention, the complete graph \( K_n \) is an \((n, 0)\)-graph, which means that \( K_n \) is an \((n, \beta)\)-graph for every \( \beta > 0 \). Clearly any \((n, \beta)\)-graph is also a weakly \((n, \beta)\)-graph. Notice that if \( \beta \geq 1 \), every graph is a weakly \((n, \beta)\)-graph trivially. Thus it is more interesting when \( 0 < \beta < 1 \). By \[11\],
every \((n, d, λ)-graph\) is an \((n, λ/d)-graph\), and by \([12]\), every graph is a weakly \((n, β)-graph\) where
\[ β ≥ \frac{μ_n-μ_2}{μ_n+μ_2}. \]
In the next section, we introduce more \((n, β)-graphs\) and weakly \((n, β)-graphs\).

We prove two general separation results (Lemmas 3.1 and 3.2), through which we will study several properties of (weakly) \((n, β)-graphs\), including matching, fractional matching, factor-critical graph, and toughness, etc. These results imply many old and new results in spectral graph theory.

The rest of this paper is organized as below. In the next section, we list \((n, β)-graphs\) and weakly \((n, β)-graphs\) via eigenvalues of adjacency matrix, Laplacian matrix and normalized Laplacian matrix. We study matching number and toughness of (weakly) \((n, β)-graphs\) in Sections 3 and 4 respectively.

By applying these results for specific values of \(β\), we obtain many results involving eigenvalues in each corresponding section. In Section 3, a bipartite analogue of \((n, β)-graphs\) will be introduced.

2 \((n, β)-graphs\) and weakly \((n, β)-graphs\) via eigenvalues

In this section, we show that every graph is an \((n, β)-graph\) and/or a weakly \((n, β)-graph\) for some value \(β\) involving eigenvalues. These are listed in Proposition 2.1.

Recall that the Laplacian matrix of a graph \(G\) is the matrix \(L = D - A\), where \(D\) is the diagonal matrix of vertex degrees and \(A\) is the adjacency matrix of \(G\); and \(μ_i := μ_i(G)\) denotes the \(i\)-th smallest eigenvalue of the Laplacian matrix of \(G\) for \(i = 1, 2, \ldots, n\). We have \(0 = μ_1 ≤ μ_2 ≤ \cdots ≤ μ_n\).

According to \([11]\), the normalized Laplacian matrix \(\mathcal{L}\) of \(G\) is an \(n \times n\) matrix such that the \((u, v)\)-entry equals \(-1/√d(u)d(v)\) if \(u\) is adjacent to \(v\), equals 1 if \(u = v\) and \(d(v) ≠ 0\), and 0 otherwise. Let \(σ_i := σ_i(G)\) denote the \(i\)-th smallest eigenvalue of the normalized Laplacian matrix of \(G\), and it is known that \(0 = σ_1 ≤ σ_2 ≤ \cdots ≤ σ_n ≤ 2\). Let \(σ = \max_{2 ≤ i ≤ n}{\{|1 - σ_i|\}}\). More about normalized Laplacian matrix and its eigenvalues can be found in \([11][12]\) by Chung.

**Proposition 2.1** We have the following.
(i) Every \((n, d, λ)-graph\) is an \((n, β)-graph\), where \(β ≥ λ/d\).
(ii) Every graph is a weakly \((n, β)-graph\), where \(β ≥ \frac{μ_n-μ_2}{μ_n+μ_2}\).
(iii) If \(2β ≥ μ_2 + μ_n\) for a graph \(G\), then \(G\) is an \((n, β)-graph\), where \(β ≥ \frac{μ_n-μ_2}{μ_n+μ_2}\).
(iv) Every graph with no isolated vertices is an \((n, β)-graph\), where \(β ≥ σΔ/δ\).
(v) Every connected graph is a weakly \((n, β)-graph\), where \(β ≥ \frac{σ_n-σ_2}{σ_n+σ_2} \frac{Δ}{δ}\).

**Proof.** It is straightforward to see that (i) follows from \([11]\), (ii) follows from \([12]\), (iii) follows from Corollary 2.1, (iv) follows from Corollary 2.2 and (v) follows from Corollary 2.3.

**Remark 2.1** For any graph, \(\frac{σ_n-σ_2}{σ_n+σ_2} ≤ σ\).

**Proof.** For complete graphs, it is known from \([11]\) that \(σ_2 = σ_n = n/(n - 1)\), and thus \(\frac{σ_n-σ_2}{σ_n+σ_2} ≤ σ\). For noncomplete graphs, we have \(σ_2 ≤ 1 < σ_n\) by \([11]\). Thus \(σ_2 - 1 ≤ 0 < σ_n - 1\) and so \(σ = \max\{σ_n - 1, 1 - σ_2\}\).

If \(σ_n + σ_2 ≤ 2\), that is, \(σ_n - 1 ≤ 1 - σ_2\), then \(σ = 1 - σ_2\). It follows that

\[ \frac{σ_n-σ_2}{σ_n+σ_2} = 1 - \frac{2σ_2}{σ_n+σ_2} ≤ 1 - σ_2 = σ. \]
If \( \sigma_n + \sigma_2 \geq 2 \), that is, \( \sigma_n - 1 \geq 1 - \sigma_2 \), then \( \sigma = \sigma_n - 1 \). It follows that

\[
\frac{\sigma_n - \sigma_2}{\sigma_n + \sigma_2} = \frac{2\sigma_n}{\sigma_n + \sigma_2} - 1 \leq \sigma_n - 1 = \sigma,
\]
as desired.

The following two theorems of Chung [12] are generalizations of the celebrated expander mixing lemma to Laplacian eigenvalues and normalized Laplacian eigenvalues.

**Theorem 2.1 (Chung [12])** Let \( d' = (\mu_n + \mu_2)/2 \). For any two subsets \( X \) and \( Y \) of \( V(G) \),

\[
|e(X,Y) - \frac{d'}{n} |X||Y| + d'|X \cap Y| - \sum_{v \in X \cap Y} d_G(v) | \leq \frac{\mu_n - \mu_2}{2} \sqrt{|X||Y| \left( 1 - \frac{|X|}{n} \right) \left( 1 - \frac{|Y|}{n} \right)}.
\]

**Corollary 2.1** If \( \delta \geq (\mu_n + \mu_2)/2 \), then for any two subsets \( X \) and \( Y \) of \( V(G) \) with no edge between \( X \) and \( Y \),

\[
\frac{|X||Y|}{(n - |X|)(n - |Y|)} \leq \left( \frac{\mu_n - \mu_2}{\mu_n + \mu_2} \right)^2.
\]

**Proof.** If \( \delta \geq (\mu_n + \mu_2)/2 = d' \), then \( \sum_{v \in X \cap Y} d_G(v) \geq d'|X \cap Y| \). By Theorem 2.1,

\[
\frac{d'}{n} |X||Y| \leq 0 - \frac{d'}{n} |X||Y| + d'|X \cap Y| - \sum_{v \in X \cap Y} d_G(v) | \leq \frac{\mu_n - \mu_2}{2} \sqrt{|X||Y| \left( 1 - \frac{|X|}{n} \right) \left( 1 - \frac{|Y|}{n} \right)}.
\]

It follows that

\[
\left( \frac{d'}{n} |X||Y| \right)^2 \leq \left( \frac{\mu_n - \mu_2}{2} \right)^2 |X||Y| \left( 1 - \frac{|X|}{n} \right) \left( 1 - \frac{|Y|}{n} \right),
\]

and so

\[
(d')^2 |X||Y| \leq \left( \frac{\mu_n - \mu_2}{2} \right)^2 (n - |X|)(n - |Y|),
\]

implying that

\[
\frac{|X||Y|}{(n - |X|)(n - |Y|)} \leq \left( \frac{\mu_n - \mu_2}{2d'} \right)^2 = \left( \frac{\mu_n - \mu_2}{\mu_n + \mu_2} \right)^2,
\]
as desired.

For a graph \( G \) and a subset \( X \subseteq V(G) \), let \( \overline{X} = V(G) \setminus X \) and define the volume \( \text{vol}(X) \) as

\[
\text{vol}(X) = \sum_{v \in X} d(v).
\]

**Theorem 2.2 (Chung [12])** For a graph \( G \) and two subsets \( X \) and \( Y \) of \( V(G) \),

\[
|e(X,Y) - \frac{\text{vol}(X) \text{vol}(Y)}{\text{vol}(G)} | \leq \frac{\sigma \sqrt{\text{vol}(X) \text{vol}(\overline{X}) \text{vol}(Y) \text{vol}(\overline{Y})}}{\text{vol}(G)}.
\]

**Corollary 2.2** Suppose that \( X \) and \( Y \) are two subsets of \( V(G) \) such that there is no edge between \( X \) and \( Y \). If \( G \) contains no isolated vertices, then

\[
\frac{|X||Y|}{(n - |X|)(n - |Y|)} \leq \left( \frac{\sigma \Delta}{\delta} \right)^2.
\]
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Proof. By Theorem 2.2

\[ \left| 0 - \frac{\text{vol}(X) \text{vol}(Y)}{\text{vol}(G)} \right| \leq \sigma \sqrt{\frac{\text{vol}(X) \text{vol}(Y) \text{vol}(X) \text{vol}(Y)}{\text{vol}(G)}}, \]

and so

\[ \text{vol}(X) \text{vol}(Y) \leq \sigma \sqrt{\text{vol}(X) \text{vol}(Y) \text{vol}(X) \text{vol}(Y)}. \]

It follows that

\[ \text{vol}(X) \text{vol}(Y) \leq \sigma^2 \text{vol}(X) \text{vol}(Y). \]

Notice that \( \delta |X| \leq \text{vol}(X), \delta |Y| \leq \text{vol}(Y), \text{vol}(X) \leq \Delta |X| = \Delta (n - |X|) \) and \( \text{vol}(Y) \leq \Delta |Y| = \Delta (n - |Y|) \), we have

\[ \delta^2 |X||Y| \leq \sigma^2 \Delta^2 (n - |X|)(n - |Y|), \]

and thus it follows.

Theorem 2.3 (Butler [10]) Let \( G \) be a connected graph on \( n \geq 2 \) vertices. If \( X \) and \( Y \) are two disjoint subsets of \( V(G) \) such that there is no edge between \( X \) and \( Y \), then

\[ \frac{\text{vol}(X) \text{vol}(Y)}{\text{vol}(X) \text{vol}(Y)} \leq \left( \frac{\sigma_n - \sigma_2}{\sigma_n + \sigma_2} \right)^2. \]

Corollary 2.3 Let \( G \) be a connected graph on \( n \geq 2 \) vertices. If \( X \) and \( Y \) are two disjoint subsets of \( V(G) \) such that there is no edge between \( X \) and \( Y \), then

\[ \frac{|X||Y|}{(n - |X|)(n - |Y|)} \leq \left( \frac{\sigma_n - \sigma_2}{\sigma_n + \sigma_2} \cdot \frac{\Delta}{\delta} \right)^2. \]

Proof. Similar to the proof of Corollary 2.2.

3 Matching number

A matching in a graph is a set of pairwise non-adjacent edges. A maximum matching is one with maximum size among all matchings of the graph. The matching number of a graph \( G \), denoted by \( \alpha'(G) \), is the size of a maximum matching in \( G \). A perfect matching in a graph \( G \) with \( |V(G)| \) even is a matching of size \( |V(G)|/2 \). It has been shown by Tutte [43] that a graph \( G \) has a perfect matching if and only if \( o(G - S) \leq |S| \) for every \( S \subseteq V(G) \), where \( o(G - S) \) denotes the number of odd components of \( G - S \). Generalizing Tutte’s condition, Berge discovered the following formula for the matching number. The formula can also be derived from Tutte’s theorem, and thus is called the Berge-Tutte Formula.

Theorem 3.1 (Berge [6]) The matching number of a graph \( G \) is

\[ \alpha'(G) = \frac{1}{2} \left( |V(G)| + \min_{S \subseteq V(G)} \{ |S| - o(G - S) \} \right). \]
Here is an analogue of the Berge-Tutte Formula for bipartite graphs by Ore, which can also be obtained by the well-known Hall’s condition \[31\]. A \((U,W)\)-bipartite graph is a bipartite graph with bipartition \(U,W\). For a vertex subset \(S\), let \(N(S)\) denote the set of vertices having a neighbor in \(S\).

**Theorem 3.2 (Ore \[37\])** The matching number of a \((U,W)\)-bipartite graph \(G\) is

\[
\alpha'(G) = |U| + \min_{S \subseteq U} \left\{ |N(S)| - |S| \right\}.
\]

We prove lower bounds on matching number of (weakly) \((n,\beta)\)-graphs.

**Theorem 3.3** Let \(G\) be a weakly \((n,\beta)\)-graph. Then

\[
\alpha'(G) \geq \min \left\{ \frac{1 - \beta}{1 + \beta}, \frac{1}{2} \right\} \cdot (n-1).
\]

In particular, if \(n\) is even and \(0 < \beta \leq 1/3\), then \(G\) has a perfect matching.

**Theorem 3.4** Let \(G\) be an \((n,\beta)\)-graph. Then

\[
\alpha'(G) \geq \min \left\{ \frac{2 - \beta}{2(1 + \beta)}, \frac{1}{2} \right\} \cdot (n-1).
\]

In particular, if \(n\) is even and \(0 < \beta \leq 1/2\), then \(G\) has a perfect matching.

**Theorem 3.5** Let \(G\) be a \((U,W)\)-bipartite graph with \(|W| \geq t|U|\), where \(t \geq 1\). If \(G\) is a weakly \((n,\beta)\)-graph, then

\[
\alpha'(G) \geq \min \left\{ t(1 - 2\beta^2), 1 \right\} \cdot |U|.
\]

**Theorem 3.6** Let \(G\) be a \((U,W)\)-bipartite graph with \(|W| \geq |U|\). If \(G\) is an \((n,\beta)\)-graph with no isolated vertices, then

\[
\alpha'(G) \geq \min \left\{ 1/\beta^2, 1 \right\} \cdot |U|.
\]

A graph \(G\) is factor-critical if for every vertex \(v \in V(G)\), \(G-v\) has a perfect matching. Obviously, any factor-critical graph has an odd number of vertices. We have the following result for factor-critical graphs.

**Theorem 3.7** Let \(n\) be odd.

(i) If \(G\) is a weakly \((n,\beta)\)-graph and \(0 < \beta \leq 1/3\), then \(G\) is factor-critical.

(ii) If \(G\) is an \((n,\beta)\)-graph and \(0 < \beta \leq 1/2\), then \(G\) is factor-critical.

A fractional matching of a graph \(G\) is a function \(f\) that assigns to each edge of \(G\) a real number in \([0,1]\) so that for each vertex \(v \in V(G)\), we have \(\sum_{e \in \delta(v)} f(e) \leq 1\) where the sum is taken over all edges incident to \(v\). It is not hard to see that \(\sum_{e \in \delta(v)} f(e) \leq |V(G)|/2\) for any fractional matching \(f\) of \(G\). A fractional matching \(f\) of \(G\) is called a fractional perfect matching if \(\sum_{e \in \delta(v)} f(e) = |V(G)|/2\). The fractional matching number \(\alpha'_f(G)\) of \(G\) is the maximum of \(\sum_{e \in \delta(v)} f(e)\) over all fractional matchings of \(G\). Clearly \(\alpha'_f(G) \geq \alpha'(G)\) for any graph \(G\), however, for bipartite graphs, \(\alpha'_f(G) = \alpha'(G)\). More about fractional matching can be found in \([39\] Chapter 2].

Clearly if a graph has a perfect matching, then it has a fractional perfect matching. It is also known that any factor-critical graph has a fractional perfect matching \([19\]. Thus, by Theorems 3.3, 3.4 and 3.7 we have the following corollary.
Corollary 3.1 If $G$ is a weakly $(n, \beta)$-graph for $0 < \beta \leq 1/3$ or an $(n, \beta)$-graph for $0 < \beta \leq 1/2$, then $G$ has a fractional perfect matching.

We would also like to mention a fractional version of the Berge-Tutte formula, which will be used later in this section.

Theorem 3.8 (The fractional Berge-Tutte Formula [39]) The fractional matching number of $G$ is

$$\alpha'_f(G) = \frac{1}{2} \left( |V(G)| + \min_{S \subseteq V(G)} \{ |S| - i(G - S) \} \right),$$

where $i(G - S)$ is the number of isolated vertices in $G - S$. In particular, $G$ has a fractional perfect matching if and only if $i(G - S) \leq |S|$ for every $S \subseteq V(G)$.

We will present the proofs of these theorems and some applications in spectral graph theory in the next two subsections, respectively.

3.1 Proofs of the theorems

The following lemma was shown in [27] for a specific value of $\beta$ involving Laplacian eigenvalues, however, the proof in [27] actually indicates a more general combinatorial result as below. For completeness, we include a proof.

Lemma 3.1 Suppose that $S \subset V(G)$ such that $G - S$ is disconnected. Let $X$ and $Y$ be disjoint vertex subsets of $G - S$ such that $X \cup Y = V(G) - S$ with $|X| \leq |Y|$. If $|X||Y| \leq \beta^2(n - |X|)(n - |Y|)$ with $\beta > 0$, then

$$|X| \leq \frac{\beta n}{1 + \beta}, \quad (3.1)$$

and

$$|S| \geq \frac{1 - \beta}{\beta} |X|, \quad (3.2)$$

with each equality holding only when $|X| = |Y|$.

Proof. Since $|X| \leq |Y|$, we have

$$|X|^2 \leq |X| \cdot |Y| \leq \beta^2(n - |X|)(n - |Y|) \leq \beta^2(n - |X|)^2,$$

that is

$$|X| \leq \beta(n - |X|),$$

and hence

$$|X| \leq \frac{\beta n}{1 + \beta}, \quad (3.3)$$

with the equality holding only when $|X| = |Y|$.

Notice that (3.2) is trivial if $\beta \geq 1$. Thus we may assume that $0 < \beta < 1$. Since $|Y| = n - |S| - |X|$, we have

$$|X|(n - |S| - |X|) = |X| \cdot |Y| \leq \beta^2(n - |X|)(n - |Y|) = \beta^2(n - |X|)(|S| + |X|),$$
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implying that
\[ |X|n \leq (\beta^2(n - |X|) + |X|) (|S| + |X|) = (\beta^2n + (1 - \beta^2)|X|) (|S| + |X|). \] (3.4)

By (3.3), we have
\[(1 - \beta^2)|X| \leq (1 - \beta^2) \frac{\beta n}{1 + \beta} = (\beta - \beta^2)n,\]
which, together with (3.4), implies that
\[|X|n \leq (\beta^2n + (\beta - \beta^2)n) (|S| + |X|) = \beta n (|S| + |X|),\]
and we have
\[|X| \leq \beta (|S| + |X|).\]
Hence,
\[|S| \geq \frac{1 - \beta}{\beta} |X|.\]

Since (3.3) was utilized, the equality holds in (3.2) only when \(|X| = |Y|\).

**Lemma 3.2** Let \(S\) be a subset of \(V(G)\) such that \(G - S\) contains at least \(c\) components, where \(c \geq 2\).

(i) If \(G\) is a weakly \((n, \beta)\)-graph and \(0 < \beta < 1\), then
\[|S| > \frac{(c - 1)(1 - \beta)}{2\beta} \quad \text{and} \quad c - |S| < \max \left\{ \frac{(3\beta - 1)n + 2(1 - \beta)}{\beta + 1}, 0 \right\}.\]

(ii) If \(G\) is an \((n, \beta)\)-graph, then
\[c \leq \frac{\beta n}{1 + \beta} \quad \text{and} \quad c - |S| \leq \max \left\{ \frac{2\beta - 1}{1 + \beta}, n, 0 \right\}.\]

Furthermore, if \(G - S\) contains \(c - 1\) isolated vertices and \(|V(G) - S| \geq 2\beta n/(1 + \beta)\), then
\[|S| > \frac{2(c - 1)}{\beta(1 + \beta)} \geq \frac{c}{\beta(1 + \beta)}.\]

**Proof.** Let \(D_1, D_2, \ldots, D_c\) be the vertex sets of the \(c\) components of \(G - S\). Without loss of generality, we may assume that \(|D_1| \leq |D_2| \leq \cdots \leq |D_c|\).

(i): Define \(X = \bigcup_{1 \leq i \leq \lfloor c/2 \rfloor} D_i\) and \(Y = V(G) - S - X\). Then \(\frac{c - 1}{2} \leq |X| \leq |Y|\) and \(e(X, Y) = 0\). By (3.2) and \(|X| \geq \frac{c - 1}{2}\), we have
\[|S| \geq \frac{1 - \beta}{\beta} |X| \geq \frac{(1 - \beta)(c - 1)}{2\beta},\] (3.5)
with equality holding only when \(\frac{c - 1}{2} = |X| = |Y|\) by Lemma 3.1. However, if \(c\) is even, then \(\frac{c - 1}{2} < \frac{c}{2} \leq |X|\); and if \(c\) is odd, then \(|X| < |Y|\) by definitions of \(X\) and \(Y\). Thus the equality never hold in (3.5).

Next, we show the upper bound for \(c - |S|\). It suffices to show that
\[\text{if } c - |S| \geq 0, \text{ then } c - |S| < \frac{(3\beta - 1)n + 2(1 - \beta)}{\beta + 1}.\] (3.6)
We first show that if \(|V(G) - S| = c|\), then (3.6) holds. In this case, each \(D_i\) is an isolated vertex for \(1 \leq i \leq c\). By (3.5),
\[
n - c = |S| > \frac{(c - 1)(1 - \beta)}{2\beta},
\]
and thus
\[
c < \frac{\beta(2n - 1) + 1}{\beta + 1}.
\]
This implies that
\[
c - |S| = 2c - n < \frac{2\beta(2n - 1) + 2}{\beta + 1} - n = \frac{(3\beta - 1)n + 2(1 - \beta)}{\beta + 1},
\]
and so (3.6) holds.

Thus, we may assume that \(|V(G) - S| \geq c + 1\) in the following. It was proved in [27] that if \(|V(G) - S| \geq c + 1\), then \(V(G) - S\) can be partitioned into two disjoint sets \(X\) and \(Y\) such that \(e(X, Y) = 0\) and \(|Y| \geq |X| \geq c/2\). It follows that \(|c| \leq 2|X|\). Thus, by (3.2),
\[
c - |S| \leq 2|X| - |S| \leq 2|X| - \frac{1 - \beta}{\beta} |X| = \frac{3\beta - 1}{\beta} |X|,
\]
and thus (3.1) implies that
\[
0 \leq c - |S| \leq \frac{3\beta - 1}{\beta} |X| \leq \frac{3\beta - 1}{\beta} \cdot \frac{\beta}{1 + \beta} \cdot n = \frac{3\beta - 1}{1 + \beta} \cdot n < \frac{(3\beta - 1)n + 2(1 - \beta)}{\beta + 1}. \tag{3.7}
\]

(ii): Let \(U\) be a set of vertices that consists of exactly one vertex from each \(D_i\) for \(i = 1, 2, \ldots, c\). By the definition of \((n, \beta)\)-graphs, \(|U|^2 \leq \beta^2(n - |U|)^2\). It follows that \(|U| \leq \beta(n - |U|)\) and so
\[
c = |U| \leq \frac{\beta n}{1 + \beta}. \tag{3.8}
\]

Next, we show the upper bound on \(c - |S|\). It suffices to show that
\[
\text{if } c - |S| > 0, \text{ then } c - |S| \leq \frac{2\beta - 1}{1 + \beta} \cdot n. \tag{3.9}
\]

Since \(G\) is an \((n, \beta)\)-graph, \(c \leq \frac{\beta n}{1 + \beta}\) by (3.8). If \(|V(G) - S| \leq \frac{2\beta n}{1 + \beta}\), then \(|S| \geq \frac{1 - \beta}{1 + \beta} \cdot n\). Thus
\[
c - |S| \leq \frac{\beta n}{1 + \beta} - \frac{1 - \beta}{1 + \beta} \cdot n = \frac{2\beta - 1}{1 + \beta} \cdot n,
\]
and so (3.9) holds. Therefore, we can assume that \(|V(G) - S| > \frac{2\beta n}{1 + \beta} \geq 2c\) in the following, and so \(|V(G) - S| \geq 2c + 1\).

**Case 1:** \(\sum_{i=1}^{c-1} |D_i| = c - 1\). Then each \(D_i\) is a single vertex for \(i = 1, 2, \ldots, c - 1\). Let \(X = \bigcup_{i=1}^{c-1} D_i\) and \(Y = V(G) - S\). Then \(|X| = c - 1\) and \(e(X, Y) = 0\). By definition of \((n, \beta)\)-graphs,
\[
\frac{|X||Y|}{(n - |X|)(n - |Y|)} \leq \beta^2 \text{ and thus } \frac{|X||Y|}{\beta^2} \leq (n - |X|)(n - |Y|) < n(n - |Y|) = n|S|.
\]
It follows that
\[
|S| > \frac{|X||Y|}{n\beta^2} \geq \frac{|X|}{\beta^2} \cdot \frac{|Y|}{n} \geq \frac{c - 1}{\beta^2} \cdot \frac{2\beta}{1 + \beta} = \frac{2(c - 1)}{\beta(1 + \beta)} \geq \frac{c}{\beta(1 + \beta)},
\]
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and thus (3.3) implies that
\[ c - |S| < c - \frac{c}{\beta(1 + \beta)} = \frac{\beta^2 + \beta - 1}{\beta(1 + \beta)} \cdot c \leq \frac{\beta^2 + \beta - 1}{\beta(1 + \beta)} \cdot \frac{\beta n}{1 + \beta} \leq \frac{2\beta^2 + \beta - 1}{(1 + \beta)^2} \cdot n = \frac{2\beta - 1}{1 + \beta} \cdot n, \]
as required.

**Case 2:** \( \sum_{i=1}^{c-1} |D_i| \geq c \). Let \( V_i = D_i \) for \( i = 1, 2, \ldots, c-1 \) and \( V_c = D - X - S \). Thus \( \sum_{i=1}^{c-1} |V_i| \geq c \) and \( V(G) - S = \bigcup_{i=1}^{c} V_i \).

It was proved in [25] that if \( |V(G) - S| \geq 2c + 1 \) and \( \sum_{i=1}^{c-1} |V_i| \geq c \), then \( V_1, V_2, \ldots, V_c \) can be partitioned into two disjoint sets \( X \) and \( Y \) such that \( e(X, Y) = 0 \) and \( |Y| \geq |X| \geq c \). Thus, by (3.2),
\[ 0 < c - |S| \leq |X| - |S| \leq |X| - \frac{1 - \beta}{\beta} |X| = \frac{2\beta - 1}{\beta} |X|. \]

By (3.1) and (3.10),
\[ 0 < c - |S| \leq \frac{2\beta - 1}{\beta} |X| \leq \frac{2\beta - 1}{\beta} \cdot \frac{\beta n}{1 + \beta} = \frac{2\beta - 1}{1 + \beta} \cdot n, \]
and thus (3.9) also holds.

**Proof.** [Proof of Theorem 3.3] Let \( r = \min \left\{ \frac{1 + \beta}{1 + \beta}, \frac{1}{2} \right\} \). The result is trivial for \( \beta \geq 1 \), and so we may assume that \( 0 < \beta < 1 \). By Theorem 3.1 it suffices to show that for every \( S \subseteq V(G) \),
\[ |S| - o(G - S) \geq (2r - 1)n - 2r, \]
i.e.
\[ o(G - S) - |S| \leq (1 - 2r)n + 2r. \]

If \( o(G - S) \leq 1 \), then \( o(G - S) - |S| \leq 1 - |S| \leq 1 \leq (1 - 2r)n + 2r \), since \( 0 \leq 1 - 2r \leq (1 - 2r)n \) as \( r \leq 1/2 \). Furthermore, the result clearly holds for \( o(G - S) - |S| \leq 0 \). Thus we may assume that \( c = o(G - S) \geq 2 \) and \( c - |S| = o(G) - |S| > 0 \). Since \( r \leq \frac{1 - \beta}{1 + \beta} \), by Lemma 3.2, we have
\[ 0 < o(G - S) - |S| = c - |S| \leq \frac{(3\beta - 1)n + 2(1 - \beta)}{\beta + 1} \leq (1 - 2r)n + 2r, \]
as desired.

**Proof.** [Proof of Theorem 3.4] Let \( r = \min \left\{ \frac{2 - \beta}{2(1 + \beta)}, \frac{1}{2} \right\} \). By Theorem 3.1 it suffices to show that
\[ o(G - S) - |S| \leq (1 - 2r)n + 2r \]
for every \( S \subseteq V(G) \).

If \( o(G - S) \leq 1 \), then \( o(G - S) - |S| \leq 1 - |S| \leq 1 \leq (1 - 2r)n + 2r \), since \( 1 - 2r \leq (1 - 2r)n \) as \( r \leq 1/2 \). Thus we may assume that \( c = o(G - S) \geq 2 \) and \( c - |S| > 0 \). Since \( r \leq \frac{2 - \beta}{2(1 + \beta)} \),
\[ 0 < o(G - S) - |S| = c - |S| \leq \frac{2\beta - 1}{1 + \beta} \cdot n \leq (1 - 2r)n, \]
by Lemma 3.2.
Proof. [Proof of Theorem 3.5] Let \( r = \min \{ t(1 - 2\beta^2), 1 \} \). Obviously we can assume that \( 1 - 2\beta^2 > 0 \). Let \(|U| = n_1 \) and \(|W| = n_2 \), and so \( n_2 \geq tn_1 \). By Theorem 3.2 it suffices to show that for every \( S \subseteq U \),

\[
|S| - |N(S)| \leq (1 - r)n_1.
\]

It is trivial if either \(|S| \leq (1 - r)n_1 \) or \(|S| \leq |N(S)| \) since \( r \leq 1 \). Thus we may assume that \(|S| > (1 - r)n_1 \) and \(|S| > |N(S)| \).

By contradiction, we suppose that there exists an \( S \subseteq U \) such that \(|S| - |N(S)| > (1 - r)n_1 \). Let \(|S| = x \) and \(|N(S)| = y \), and so \( x - y > (1 - r)n_1 \). Choose \( X = S \) and \( Y = V(G) \setminus (S \cup N(S)) \). Clearly \( X, Y \) are disjoint and there is no edge between \( X \) and \( Y \).

By the definition of weakly \((n, \beta)\)-graphs, we have

\[
\frac{1}{2} \left( 1 - \frac{y}{n_1 + n_2 - x} \right) < \frac{x(n_1 + n_2 - x - y)}{(x + y)(n_1 + n_2 - x)} \leq \beta^2,
\]

as \( y < x \). This implies that \( y > (n_1 + n_2 - x)(1 - 2\beta^2) \).

Now, we have \((1 - r)n_1 < x - y < x - (n_1 + n_2 - x)(1 - 2\beta^2) \leq 2(1 - \beta^2)n_1 - (n_1 + n_2)(1 - 2\beta^2) \leq 2(1 - \beta^2)n_1 - (1 + t)n_1(1 - 2\beta^2) \), which implies that \( r > t(1 - 2\beta^2) \), a contradiction. \( \square \)

Proof. [Proof of Theorem 3.6] Let \( r = \min \{ 1/\beta^2, 1 \} \). Let \(|U| = n_1 \) and \(|W| = n_2 \), and so \( n_2 \geq n_1 \). By Theorem 3.2 it suffices to show that for every \( S \subseteq U \),

\[
|S| - |N(S)| \leq (1 - r)n_1.
\]

This is trivial if either \(|S| \leq (1 - r)n_1 \) or \(|S| \leq |N(S)| \) since \( r \leq 1 \). Thus we may assume that \(|S| > (1 - r)n_1 \) and \(|S| > |N(S)| \).

By contradiction, we suppose that there exists an \( S \subseteq U \) such that \(|S| - |N(S)| > (1 - r)n_1 \). Let \(|S| = x \) and \(|N(S)| = y \), and so \( x - y > (1 - r)n_1 \). Since \( G \) has no isolated vertices, \( N(S) \) is nonempty. Choose \( X = S \) and \( Y = U \cup (W \setminus N(S)) \). Then there is no edge between \( X \) and \( Y \). By the definition of \((n, \beta)\)-graphs, we have

\[
\frac{x}{y} < \frac{x(n_1 + n_2 - y)}{y(n_1 + n_2 - x)} \leq \beta^2,
\]

as \( y < x \). This implies that \( y > x/\beta^2 \).

Now, since \( r \leq 1 \), we have

\[
0 \leq (1 - r)n_1 < x - y < \left( 1 - \frac{1}{\beta^2} \right) x \leq \left( 1 - \frac{1}{\beta^2} \right) n_1,
\]

which implies that \( r > 1/\beta^2 \), a contradiction. \( \square \)

Proof. [Proof of Theorem 3.7] Gallai [22] proved that \( G \) is factor-critical if and only if \(|V(G)| \) is odd and \( o(G - S) \leq |S| \) for every nonempty subset \( S \subseteq V(G) \). Suppose to the contrary that \( G \) is not factor-critical. Then there exists a nonempty subset \( S \subseteq V(G) \) such that

\[
o(G - S) \geq |S| + 1 \geq 2.
\] (3.11)

(i) Let \( O_1, O_2, \ldots, O_c \) be the vertex sets of the odd components of \( G - S \), where \( c = o(G - S) \). Since \( \beta \leq \frac{1}{4} \), by Lemma 3.2,

\[
|S| > \frac{(1 - \beta)(c - 1)}{2\beta} \geq c - 1 = o(G - S) - 1,
\]
contrary to (3.11).

(ii) Since \( c = o(G - S) \geq 2 \), \( c - |S| = o(G - S) - |S| > 0 \) and \( \beta \leq 1/2 \), by Lemma 3.2 we have

\[
o(G - S) - |S| = c - |S| \leq \frac{2\beta - 1}{1 + \beta} \cdot n \leq 0,
\]

contrary with (3.11). This completes the proof.

3.2 Lower bounds on matching number via eigenvalues

Matching and matching number have been studied, among others, in [9, 14–16, 34, 36] for regular graphs by means of the second or the third largest adjacency eigenvalues and in [9, 27] from Laplacian eigenvalues. As shown in Proposition 2.1, every graph is a weakly \((n, \beta)\)-graph, where \( \beta = \frac{\mu_n - \mu_2}{\mu_n + \mu_2} \).

Thus Theorems 3.3 and 3.7 and Corollary 3.1 imply the following results originally discovered in [9, 27, 44].

**Corollary 3.2** ([27]) For any graph \( G \) with \( n \) vertices, \( \alpha'(G) \geq \min \left\{ \left\lceil \frac{\mu_2}{\mu_n} (n - 1) \right\rceil, \left\lceil \frac{1}{2} (n - 1) \right\rceil \right\} \).

**Corollary 3.3** Let \( G \) be a nonempty graph on \( n \) vertices that satisfies \( 2\mu_2 \geq \mu_n \).

(i) ([9]) If \( n \) is even, then \( G \) has a perfect matching.

(ii) ([27]) If \( n \) is odd, then \( G \) is factor-critical.

(iii) ([14]) Then \( G \) has a fractional perfect matching.

Proposition 2.1 also indicates that if \( 2\delta \geq \mu_2 + \mu_n \), then \( G \) is an \((n, \beta)\)-graph where \( \beta = \frac{\mu_n - \mu_2}{\mu_n + \mu_2} \).

Thus Theorems 3.4 and 3.7 imply the following results.

**Corollary 3.4** If \( 2\delta \geq \mu_2 + \mu_n \), then

\[
\alpha'(G) \geq \min \left\{ \left\lceil \frac{3\mu_2 + \mu_n}{4\mu_n} (n - 1) \right\rceil, \left\lceil \frac{1}{2} (n - 1) \right\rceil \right\} \geq \left\lceil \frac{n - 1}{4} \right\rceil.
\]

**Corollary 3.5** If \( 2\delta \geq \mu_2 + \mu_n \) and \( 3\mu_2 \geq \mu_n \), then \( G \) has a perfect matching when \( n \) is even and \( G \) is factor-critical when \( n \) is odd, and thus \( G \) has a fractional perfect matching.

Since every \((n, d, \lambda)\)-graph is an \((n, \lambda/d)\)-graph, Theorems 3.4 implies the following result for regular graphs via adjacency eigenvalues, which provides a valuable addition to the results of [15, 16, 36] on matching number.

**Corollary 3.6** Let \( G \) be an \((n, d, \lambda)\)-graph. Then

\[
\alpha'(G) \geq \min \left\{ \left\lceil \left( \frac{3(d - \lambda)}{4(d + \lambda)} + \frac{1}{4} \right) (n - 1) \right\rceil, \left\lceil \frac{1}{2} (n - 1) \right\rceil \right\}.
\]

Similarly, Theorems 3.3 and 3.5 imply lower bounds on bipartite matching number via Laplacian eigenvalues by setting \( \beta = \frac{\mu_n - \mu_2}{\mu_n + \mu_2} \).

**Corollary 3.7** Let \( G \) be a \((U, W)\)-bipartite graph with \( |W| \geq t|U| \). If \( t \geq 1 \), then

\[
\alpha'(G) \geq \min \left\{ \frac{t(4\mu_n \mu_2 - (\mu_n - \mu_2)^2)}{(\mu_n + \mu_2)^2}, 1 \right\} \cdot |U|.
\]
Corollary 3.8 \((\text{I})\) Let \(G\) be a \((U,W)\)-bipartite graph with \(|W| \geq s|U|/(s-2)\), where \(s > 2\). If \(\mu_n \leq \frac{\sqrt{s+1}}{\sqrt{s-1}}\mu_2\), then \(G\) has a matching that saturates \(U\).

**Proof.** By Proposition 2.1, \(G\) is a weakly \((n,\beta)\)-graph where \(\beta = \frac{\mu_n - \mu_2}{\mu_n + \mu_2}\). Let \(t = s/(s-2)\). If \(\mu_n \leq \frac{\sqrt{s+1}}{\sqrt{s-1}}\mu_2\), then \(t(1-2\beta^2) \geq 1\), and thus \(G\) has a matching that saturates \(U\) by Theorem 3.5.

Corollary 3.9 Let \(G\) be a \((U,W)\)-bipartite graph with \(|W| \geq |U|\). If \(2\delta \geq \mu_2 + \mu_n\), then \(G\) has a matching that saturates \(U\).

**Proof.** By Proposition 2.1, if \(2\delta \geq \mu_2 + \mu_n\), then \(G\) is an \((n,\beta)\)-graph where \(\beta = \frac{\mu_n - \mu_2}{\mu_n + \mu_2}\). Since \(1 \leq 1/\beta^2\), by Theorem 3.6, \(G\) has a matching that saturates \(U\).

Remark 3.1 By Proposition 2.1, every graph with no isolated vertices is an \((n,\frac{\alpha c}{\beta})\)-graph and every connected graph is a weakly \((n,\beta)\)-graph where \(\beta = \frac{\alpha c}{\sigma_n + \sigma_2}\). Thus Theorems 3.3, 3.4, 3.5, 3.6, and 3.7 imply similar results via normalized Laplacian eigenvalues. We omit these results as one can easily obtain them if needed.

At the end of this section, we would like to revisit fractional matching number \(\alpha_f'(G)\). Since \(\alpha_f'(G) \geq \alpha'(G)\), any lower bound on \(\alpha'(G)\) automatically becomes a lower bound on \(\alpha_f'(G)\). While we were not able to prove stronger results for weakly \((n,\beta)\)-graphs, we have the following slight improvement of the result in [27] via Laplacian eigenvalues.

Theorem 3.9 Let \(r\) be a real number with \(0 < r \leq 1/2\).

(i) If \(\mu_2 \geq r\mu_n\), then \(\alpha_f'(G) \geq rn\);

(ii) If \(\mu_2 \geq r\mu_n\) and \(\alpha'(G) \neq \frac{1}{2}(n-1)\), then \(\alpha'(G) \geq rn\).

**Proof.** If \(G\) is a complete graph, then the statements are trivially true. Thus we may assume that \(G\) is not a complete graph in the following. By Theorems 3.1 and 3.8, we suppose that \(S\) is a subset of \(V(G)\) such that \(i(G-S) - |S| = n - 2\alpha_f'(G)\) to show (i) and \(o(G-S) - |S| = n - 2\alpha'(G)\) to prove (ii). It suffices to show that

\[i(G-S) - |S| \leq (1-2r)n \quad \text{and} \quad o(G-S) - |S| \leq (1-2r)n.\]

Let \(c_1 = i(G-S)\) and \(c_2 = o(G-S)\). We use \(c\) for both \(c_1\) and \(c_2\) when the proofs are the same. We may assume that \(c \geq |S| + 1\), for otherwise if \(c \leq |S|\), then \(c - |S| \leq 0 \leq (1-2r)n\), done.

First, we claim \(c \geq 2\). Since \(\mu_2 \geq r\mu_n > 0\), \(G\) is connected. If \(|S| = 0\), then \(c_1 = i(G-S) = 0\) and (i) clearly holds. Thus we may assume \(|S| \geq 1\) for (i) and so \(c_1 \geq |S| + 1 \geq 2\). If \(c_2 = 1\), then \(|S| = 0\) and thus \(n\) is odd for (ii). By the assumption, \(o(G-S) - |S| = n - 2\alpha'(G)\) and thus \(\alpha'(G) = \frac{1}{2}(n-1)\), a contradiction. Therefore we have \(c_2 \geq 2\).

By Proposition 2.1, every graph is a weakly \((n,\beta)\)-graph, where \(\beta = \frac{\mu_n - \mu_2}{\mu_n + \mu_2}\). If \(|V(G-S)| \geq c+1\), then by [3.7],

\[0 < c - |S| < \frac{3\beta - 1}{1+\beta}n = \left(1 - \frac{2\mu_2}{\mu_n}\right)n \leq (1-2r)n,\]
done. Thus we can assume that \( |V(G - S)| = c \). By taking a vertex in each component of \( G - S \), we obtain an independent set of cardinality \( c \). It is well known from [23, 35] that

\[
\begin{align*}
c &\leq \frac{\mu_n - \delta}{\mu_n} n. 
\end{align*}
\]  

(3.12)

Since \( G \) is not a complete graph, we have \( \mu_2 \leq \delta \) by Fiedler [21]. Combining this with (3.12), it follows that

\[
0 < c - |S| = 2c - n \leq \left( 1 - \frac{2\delta}{\mu_n} \right) n \leq \left( 1 - \frac{2\mu_2}{\mu_n} \right) n \leq (1 - 2r)n,
\]

as required.

**Remark 3.2** With the similar argument as in Theorem [3.9], we have a refinement of Theorem [3.4]: If \( G \) is an \((n, \beta)\)-graph and \( \alpha'(G) \neq \frac{1}{2}(n - 1) \), then \( \alpha'(G) \geq \min \left\{ \frac{2 - \beta}{2(1 + \beta)}, \frac{1}{2} \right\} \cdot n \).

### 4 Toughness and Hamilton cycle

In this section, we study toughness and Hamilton cycle of (weakly) \((n, \beta)\)-graphs.

#### 4.1 Toughness

The **toughness** \( t(G) \) of a connected graph \( G \) is defined as \( t(G) = \min \left\{ \frac{|S|}{c(G - S)} \right\} \), in which the minimum is taken over all proper subsets \( S \subset V(G) \) such that \( G - S \) is disconnected and \( c(G - S) \) denotes the number of components of \( G - S \). By convention, the toughness of a complete graph is infinity. For any real number \( r \geq 0 \), \( G \) is **\( r \)-tough** if \( t(G) \geq r \). The graph toughness was introduced by Chvátal [13] in 1973 to study cycle structures.

Toughness of regular graphs from eigenvalues of the adjacency matrix was first studied by Alon [2] who proved that for any connected \( d \)-regular graph \( G \), \( t(G) \geq \frac{1}{3} \left( \frac{d^2}{\lambda_2 + \lambda_3} - 1 \right) \). By this result, Alon showed that for every \( t \) and \( g \) there are \( t \)-tough graphs of girth strictly greater than \( g \), strengthening a result of Bauer, Van den Heuvel and Schmeichel [5] thus disprove in a strong sense a conjecture of Chvátal [13] that there exists a constant \( t_0 \) such that every \( t_0 \)-tough graph is pancyclic. Brouwer [7] independently showed that \( t(G) > \frac{d}{3} - \frac{2}{\lambda} \) for any connected \( d \)-regular graph \( G \), and he also conjectured that \( t(G) \geq \frac{d}{\lambda} - 1 \) in [7,8]. Some related results can be found in [17, 18, 24, 38]. Recently Brouwer’s conjecture has been confirmed in [25].

**Theorem 4.1** ([25]) *For any connected \( d \)-regular graph \( G \), \( t(G) \geq \frac{d}{\lambda} - 1 \).*

Here we use a similar idea and generalize the result to \((n, \beta)\)-graphs. By Proposition 2.1, every \((n, d, \lambda)\)-graph is an \((n, \lambda/d)\)-graph, and thus Theorem 4.1 is a corollary of the following theorem.

**Theorem 4.2** Let \( G \) be a connected \((n, \beta)\)-graph. Then \( t(G) \geq \frac{1 - \beta}{\beta} \).

**Proof.** We can assume that \( \beta < 1 \), for otherwise it is trivially true. Suppose to the contrary that

\[
t(G) < \frac{1 - \beta}{\beta}. \quad (4.1)
\]
By definition, suppose that $S$ is a subset of $V(G)$ such that $\frac{|S|}{c(G-S)} = t(G)$. Let $B = V(G - S)$. Denote $c(G - S) = c$ and $t(G) = t$. Then $|S| = tc$ and so $|B| = n - tc$.

By Lemma 3.2

$$c \leq \frac{\beta n}{1 + \beta}.$$  

If $|B| \leq \frac{2 \beta n}{1 + \beta}$, then $|S| = n - |B| \geq \frac{(1-\beta)n}{1+\beta}$, and

$$t = \frac{|S|}{c} \geq \frac{1 - \beta n}{1 + \beta} \cdot \frac{1 + \beta}{\beta n} = \frac{1 - \beta}{\beta},$$

contrary to (4.1). Thus, we may assume that

$$|B| > \frac{2 \beta n}{1 + \beta},$$

and thus $|B| \geq 2c + 1$.

Let $V_1, V_2, \ldots, V_c$ denote the vertex sets of the $c$ components of $G - S$. Without loss of generality, we may assume that $|V_1| \leq |V_2| \leq \cdots \leq |V_c|$. If $\sum_{i=1}^{c-1} |V_i| = c - 1$, then each $V_i$ is a single vertex for $i = 1, 2, \ldots, c - 1$. By Lemma 3.2

$$t = \frac{|S|}{c} > \frac{1}{\beta(1 + \beta)} > \frac{1 - \beta}{\beta},$$

contrary to (4.1). Thus we may assume that $\sum_{i=1}^{c-1} |V_i| \geq c$.

For $\sum_{i=1}^{c-1} |V_i| \geq c$, it was proved in [29] that when $|B| \geq 2c + 1$, $V_1, V_2, \ldots, V_c$ can be partitioned into two disjoint sets $X$ and $Y$ such that $c(X, Y) = 0$, and $|Y| \geq |X| \geq c$.

By the definition of $(n, \beta)$-graphs and Lemma 3.1

$$t = \frac{|S|}{c} \geq \frac{(1 - \beta)|X|}{c\beta} \geq \frac{1 - \beta}{\beta},$$

completing the proof. \hfill \blacksquare

Most recently, Haemers [30] conjectured that $t(G) \geq \frac{\mu_2}{\mu_n - \mu_2}$ for any graph $G$, and a partial result has been obtained in [26] that $t(G) \geq \frac{\mu_2}{\mu_n - \mu_2}$ By Proposition 2.1 if $2\delta \geq \mu_2 + \mu_n$ for a graph $G$, then $G$ is an $(n, \beta)$-graph, where $\beta = \frac{\mu_n - \mu_2}{\mu_n + \mu_2}$. Thus we have the following corollary.

**Corollary 4.1** If $2\delta \geq \mu_2 + \mu_n$ for a connected graph $G$, then $t(G) \geq \frac{2\mu_2}{\mu_n + \mu_2}$.

By Proposition 2.1 again, every graph with no isolated vertices is an $(n, \beta)$-graph, where $\beta = \frac{\sigma}{\sigma \Delta} - 1$. We have the following lower bound on toughness via normalized Laplacian eigenvalue $\sigma$. Notice that $\sigma = \frac{\lambda}{d}$ for $d$-regular graphs and thus the following corollary extends Theorem 4.1 to general graphs.

**Corollary 4.2** For any connected graph $G$, $t(G) \geq \frac{\delta}{\sigma \Delta} - 1$.

Many graph properties are related to toughness, and we refer readers to the survey [4] for more toughness related results. Using similar ideas as [20], we have various applications on, for instances, matching extensions, factors, $k$-walk, and spanning trees of bounded maximum degree, etc. These results can be easily obtained when needed, and thus are omitted here.

Here is a variation of toughness introduced by Enomoto [20] to study $k$-factors. Let $t'(G)$ be the minimum of $\frac{|S|}{c(G-S)}$ taken over all proper subsets $S \subset V(G)$ such that $G - S$ is disconnected. Clearly $t'(G) > t(G)$. We have a quick proof of the following result for weakly $(n, \beta)$-graphs.
Theorem 4.3 For a connected weakly \( (n, \beta) \)-graph \( G \), \( t'(G) > \frac{1 - \beta}{2\beta} \) and \( t(G) > \frac{5(1 - \beta)}{11\beta} \). Furthermore, if \( n \) is large enough, then \( t(G) > \left( \frac{1}{2} - \varepsilon \right) \frac{1 - \beta}{\beta} \) for any \( \varepsilon > 0 \).

Proof. By definition, suppose that \( S \) is a subset of \( V(G) \) such that \( \frac{|S|}{c(G - S)} = t(G) \) or \( \frac{|S|}{c(G - S) - 1} = t'(G) \). Denote \( c(G - S) = c \). By Lemma 3.2

\[
|S| > \frac{(c - 1)(1 - \beta)}{2\beta}, \text{ and so } t'(G) = \frac{|S|}{c} > \frac{1 - \beta}{2\beta}.
\]

To show the lower bounds on \( t(G) \), let \( V_1, V_2, \ldots, V_c \) be the vertex sets of the \( c \) components of \( G - S \). Without loss of generality, we may assume that \( |V_1| \leq |V_2| \leq \cdots \leq |V_c| \). Clearly we may suppose that \( 0 < \beta < 1 \). In the proof of Lemma 3.2 it is proved that if either \( |V(G) - S| > c + 1 \) or \( c \) is even, then \( V_1, V_2, \ldots, V_c \) can be partitioned into two disjoint parts \( X \) and \( Y \) such that \( c(X, Y) = 0 \) and \( |Y| \geq |X| \geq \frac{\varepsilon}{2} \). By 3.2,

\[
t(G) = \frac{|S|}{c} \geq \frac{1 - \beta}{\beta} \cdot \frac{|X|}{c} \geq \frac{1 - \beta}{2\beta}.
\]

Therefore it suffices to assume that \( c \) is odd and \( |V(G) - S| = c \geq 3 \) in the following.

If \( t(G) = \frac{|S|}{c} = \frac{n - c}{e} \leq \frac{5(1 - \beta)}{11\beta} \), then \( \beta \leq \frac{5e}{11n - 6c} \). Let \( X = \bigcup_{j=1}^{\lceil c/2 \rceil} V_j \) and \( Y = V(G) - S - X \). By (1.1),

\[
\frac{c^2 - 1}{(2n + 1 - c)(2n - c - 1)} = \frac{|X| \cdot |Y|}{(n - |X|)(n - |Y|)} \leq \beta^2 \leq \left( \frac{5c}{11n - 6c} \right)^2,
\]

which implies that \( (21c^2 - 121)n - 11c(c^2 - 1) \leq 0 \), contrary to the fact that \( n \geq c + 1 \geq 4 \).

It remains to prove that \( t(G) > \left( \frac{1}{2} - \varepsilon \right) \frac{1 - \beta}{\beta} \) when \( n \) is large enough. Let \( X = \bigcup_{j=1}^{\lceil c/2 \rceil} V_j \) and \( Y = V(G) - S - X \). Then \( |Y| = \frac{n - c}{2} > |X| = \frac{n - c}{2} \geq \left( \frac{1}{2} - \varepsilon \right) c \) when \( c \geq \frac{1}{2e} \). By 3.2 again,

\[
t(G) = \frac{|S|}{c} > \frac{1 - \beta}{\beta} \cdot \frac{|X|}{c} \geq \left( \frac{1}{2} - \varepsilon \right) \frac{1 - \beta}{\beta}.
\]

If \( c < \frac{1}{2e} \), then

\[
t(G) = \frac{|S|}{c} = \frac{n - c}{e} = \frac{n}{c} - 1 > 2\varepsilon n - 1 \geq \left( \frac{1}{2} - \varepsilon \right) \frac{1 - \beta}{\beta},
\]

when \( 2\varepsilon n \geq \left( \frac{1}{2} - \varepsilon \right) \frac{1 - \beta}{\beta} + 1 \). This completes the proof.

Remark 4.1 In the above proof, the requirement \( 2\varepsilon n \geq \left( \frac{1}{2} - \varepsilon \right) \frac{1 - \beta}{\beta} + 1 \) is not optimized. It probably can be improved with a little more effort, but we did not pursue it. The same idea also works to prove some specific bound like \( t(G) > \frac{k}{2e + 1} \cdot \frac{1 - \beta}{\beta} \) for larger \( n \). For instance, it is true that \( t(G) > \frac{6(1 - \beta)}{13\beta} \) when \( n \geq 6 \).

To end this subsection, we mention another variation of toughness. The scattering number \( s(G) \) is defined by Jung [32] in the “additive dual” sense of toughness that \( s(G) = \max \{c(G - S) - |S|\} \) taken over all proper subsets \( S \subset V(G) \) such that \( G - S \) is disconnected. A graph is an \( H \)-free graph if it does not contain \( H \) as an induced subgraph. The scattering number is closely related to disjoint paths, Hamilton paths and Hamilton cycles in \( P_4 \)-free graphs which are also called \( D^* \)-graphs in [32]. Lemma 3.2 implies that \( s(G) \leq \max \left\{ \frac{2\beta - 1}{\beta + 1}n, 0 \right\} \) for \( (n, \beta) \)-graphs and \( s(G) \leq \max \left\{ \frac{(3\beta - 1)n + 2(1 - \beta)}{\beta + 1}, 0 \right\} \) for weakly \( (n, \beta) \)-graphs.
4.2 Hamilton cycle

A graph is Hamiltonian if it contains a Hamilton cycle. The following conjecture of Krivelevich and Sudakov \cite{33} is well known for pseudorandom graphs. A stronger conjecture was then made by the first author via Laplacian eigenvalues.

**Conjecture 4.1 (Krivelevich and Sudakov \cite{33})** For any \((n, d, \lambda)\)-graph \(G\) with large enough \(n\), there exists a constant \(K > 0\) such that if \(d/\lambda > K\), then \(G\) is Hamiltonian.

**Conjecture 4.2 (Gu, Conjecture 5.11 in \cite{26})** There exists a positive constant \(C < 1\) such that if \(\mu_2/\mu_n \geq C\) and \(n \geq 3\) (or large enough \(n\)), then \(G\) is Hamiltonian.

Now we may make a similar conjecture for weakly \((n, \beta)\)-graphs as below. Note that any \((n, \beta)\)-graph is also a weakly \((n, \beta)\)-graph. By Proposition 2.1, Conjecture 4.3 is stronger than both Conjectures 4.1 and 4.2.

**Conjecture 4.3** There exists a constant \(\beta > 0\) such that every weakly \((n, \beta)\)-graph with \(n \geq 3\) (or large enough \(n\)) is Hamiltonian.

Chvátal \cite{13} conjectured that there exists a constant \(t_0\) such that every \(t_0\)-tough graph is Hamiltonian. By Theorem 4.3 it is not hard to see that Chvátal’s conjecture implies Conjecture 4.3. Chvátal’s conjecture is still open, however, it has been verified for many graph families, especially for graphs with various forbidden subgraphs. For instance, it was proved by Jung \cite{32} that any \(P_4\)-free graph \(G\) with at least 3 vertices is Hamiltonian if \(t(G) \geq 1\). By Theorem 4.2 this implies that Conjecture 4.3 is true with \(\beta \leq 1/2\) for \(P_4\)-free graphs. It has also been shown that Chvátal’s conjecture is true for planar graphs, chordal graphs, \(2K_2\)-free graphs, \((P_2 \cup P_3)\)-free graphs, \((P_2 \cup 3P_1)\)-free graphs, \((P_3 \cup 2P_1)\)-free graphs, etc., where \(P_n\) is a path on \(n\) vertices. Thus Conjectures 4.1, 4.2 and 4.3 are true for these families of graphs.

5 A bipartite analogue

Motivated by the bipartite analogue of pseudorandom graphs by Thomason \cite{42}, we have the following bipartite analogue of \((n, \beta)\)-graphs.

A \((U, W)\)-bipartite graph \(G\) is called a \((U, W, \beta)\)-bipartite graph if

\[
\frac{|X||Y|}{(|U| - |X|)(|W| - |Y|)} \leq \beta^2
\]

holds for every pair of vertex subsets \(X \subseteq U\) and \(Y \subseteq W\) such that \(e(X, Y) = 0\). Clearly a \((U, W)\)-bipartite graph is a \((U, W, 0)\)-bipartite graph if and only if it is a complete bipartite graph.

Here is an example. It is proved by Butler \cite[Lemma 38]{10} that

\[
\frac{\text{vol}(X)\text{vol}(Y)}{\text{vol}(U \setminus X)\text{vol}(W \setminus Y)} \leq (1 - \sigma_2)^2
\]

for any connected \((U, W)\)-bipartite graph and every pair of vertex subsets \(X \subseteq U\) and \(Y \subseteq W\) such that \(e(X, Y) = 0\). Let \(\delta_1, \delta_2\) be the minimum degree of vertices in \(U\) and \(W\), respectively. Similarly, let \(\Delta_1\)
and $\Delta_2$ be the maximum degree of $U$ and $W$, respectively. We have $\delta_1|X| \leq \text{vol}(X)$, $\delta_2|Y| \leq \text{vol}(Y)$, $\text{vol}(U \setminus X) \leq \Delta_1(|U| - |X|)$ and $\text{vol}(W \setminus Y) \leq \Delta_2(|W| - |Y|)$, which implies that

$$\frac{|X||Y|}{(|U| - |X|)(|W| - |Y|)} \leq \left(1 - \sigma_2\right) \cdot \frac{\Delta_1\Delta_2}{\delta_1\delta_2} \leq \left(1 - \sigma_2\right) \cdot \frac{\Delta}{\delta}.$$ 

Thus any connected $(U, W)$-bipartite graph is a $(U, W, \beta)$-bipartite graph for $\beta \geq (1 - \sigma_2) \cdot \sqrt{\frac{\Delta}{\delta}}$.

**Theorem 5.1** Let $G$ be a connected $(U, W, \beta)$-bipartite graph with $|W| \geq t|U|$. If $t \geq 1$ and $\beta > 0$, then

$$\alpha'(G) \geq \min \left\{t/\beta^2, 1\right\} \cdot |U|.$$ 

**Proof.** Let $r = \min \left\{t/\beta^2, 1\right\}$, $|U| = n_1$ and $|W| = n_2$. Then $n_2 \geq tn_1$. By Theorem 3.2 it suffices to show that for every $S \subseteq U$, $|S| - |N(S)| \leq (1 - r)n_1$.

This is trivial if either $|S| \leq (1 - r)n_1$ or $|S| \leq |N(S)|$ since $r \leq 1$. Thus we may assume that $|S| > (1 - r)n_1$ and $|S| > |N(S)|$.

By contradiction, we suppose that there exists an $S \subseteq U$ such that $|S| - |N(S)| > (1 - r)n_1$. Let $|S| = x$ and $|N(S)| = y$, and so $x - y > (1 - r)n_1$. Choose $X = S$ and $Y = W \setminus N(S)$. Then there is no edge between $X$ and $Y$. By definition, we have

$$\frac{x(n_2 - y)}{(n_1 - x)y} = \frac{|X||Y|}{(n_1 - |X|)(n_2 - |Y|)} \leq \beta^2.$$

Since $y < x$ and $n_2 \geq tn_1$, it follows that

$$\frac{tx}{y} < \frac{x(n_2 - y)}{(n_1 - x)y} \leq \beta^2,$$

and so $y > tx/\beta^2$.

Since $r \leq 1$, we have

$$0 \leq (1 - r)n_1 < x - y < x - \frac{tx}{\beta^2} = \left(1 - \frac{t}{\beta^2}\right)x \leq \left(1 - \frac{t}{\beta^2}\right)n_1,$$

which implies that $r > t/\beta^2$, a contradiction. This completes the proof.

**Corollary 5.1** Let $G$ be a connected $(U, W)$-bipartite graph with $|W| \geq t|U|$. If $t \geq 1$, then

$$\alpha'(G) \geq \min \left\{\frac{1}{(1 - \sigma_2)^2} \cdot \frac{\delta_1\delta_2}{\Delta_1\Delta_2}, t, 1\right\} \cdot |U|.$$ 

**Acknowledgements.**

The authors would like to thank Dr. Shaowei Sun for discussing normalized Laplacian eigenvalues. Gu is partially supported by a grant from the Simons Foundation (522728), and Liu is partially supported by Natural Science Foundation of Guangdong Province (No. 2022A1515011786).
References

[1] S. Akbari, G.H. Fath-Tabar and E. Ghasemian, An inequality using perfect matchings and Laplacian spread of a graph, Linear Multilinear Algebra 67 (2019), 442–447.

[2] N. Alon, Tough Ramsey graphs without short cycles, J. Algebraic Combin. 4 (1995), 189–195.

[3] N. Alon and F.R.K. Chung, Explicit construction of linear sized tolerant networks, Discrete Math. 72 (1988), 15–19.

[4] D. Bauer, H. Broersma and E. Schmeichel, Toughness of graphs – a survey, Graphs Combin. 22 (2006), 1–35.

[5] D. Bauer, J. van den Heuvel and E. Schmeichel, Toughness and triangle-free graphs, J. Combin. Theory Ser. B 65 (1995), 208–221.

[6] C. Berge, Sur le couplage maximum d’un graphe, C.R. Acad. Sci. Paris 247 (1958), 258–259.

[7] A.E. Brouwer, Toughness and spectrum of a graph, Linear Algebra Appl. 226/228 (1995), 267–271.

[8] A.E. Brouwer, Spectrum and connectivity of graphs, CWI Quarterly 9 (1996), 37–40.

[9] A.E. Brouwer and W.H. Haemers, Eigenvalues and perfect matchings, Linear Algebra Appl. 395 (2005), 155–162.

[10] S.K. Butler, Eigenvalues and Structures of Graphs, University of California, San Diego, PhD Thesis, 2008.

[11] F.R.K. Chung, Spectral Graph Theory, American Mathematical Society, 1992.

[12] F.R.K. Chung, Discrete isoperimetric inequalities, Surveys in Differential Geometry, Vol. IX, International Press, Somerville, (2004), 53–82.

[13] V. Chvátal, Tough graphs and hamiltonian circuits, Discrete Math. 5 (1973), 215–228.

[14] S.M. Cioabă, Perfect matchings, eigenvalues and expansion, C. R. Math. Acad. Sci. R. Can. 27 (2005), 101–104.

[15] S.M. Cioabă and D.A. Gregory, Large matchings from eigenvalues, Linear Algebra Appl. 422 (2007), 308–317.

[16] S.M. Cioabă, D.A. Gregory and W.H. Haemers, Matchings in regular graphs from eigenvalues, J. Combin. Theory Ser. B, 99 (2009), 287–297.

[17] S.M. Cioabă and X. Gu, Connectivity, toughness, spanning trees of bounded degrees, and spectrum of regular graphs, Czechoslovak Math. J. 66 (2016), 913–924.

[18] S.M. Cioabă and W. Wong, The spectrum and toughness of regular graphs, Discrete Appl. Math. 176 (2014), 43–52.

[19] G. Cornuéjols and W.R. Pulleyblank, Critical graphs, matchings and tours or a hierarchy of relaxations for the travelling salesman problem. Combinatorica, 3(1) (1983), 35–52.
[20] H. Enomoto, Toughness and the existence of $k$-factors. III, Discrete Math. 189 (1998), 277–282.
[21] M. Fiedler, Algebraic connectivity of graphs, Czechoslovak Math. J. 23 (1973), 298–305.
[22] T. Gallai, Neuer Beweis eines Tutte'schen Satzes, Magyar Tud. Akad. Mat. Kut. Int. Közl. 8 (1963), 135–139.
[23] C.D. Godsil and M.W. Newman, Eigenvalue bounds for independent sets. J. Combin. Theory Ser. B 98 (2008), 721–734.
[24] X. Gu, Toughness in pseudo-random graphs, European J. Combin. 92 (2021), 103255.
[25] X. Gu, A proof of Brouwer’s toughness conjecture, SIAM J. Discrete Math. 35 (2021), 948–952.
[26] X. Gu and W.H. Haemers, Graph toughness from Laplacian eigenvalues, Algebraic Combin. 5 (2022), 53–61.
[27] X. Gu and M. Liu, A tight lower bound on matching number of graphs via Laplacian eigenvalues, European J. Combin. 101 (2022), 103468.
[28] W.H. Haemers, Eigenvalue techniques in design and graph theory, PhD thesis, 1979.
[29] W.H. Haemers, Interlacing eigenvalues and graphs, Linear Algebra Appl. 226-228 (1995), 593–616.
[30] W.H. Haemers, Toughness conjecture, www.researchgate.net/publication/348437253, 2020.
[31] P. Hall, On representation of subsets, J. London Math. Soc 10 (1935), 26–30.
[32] H.A. Jung, On a class of posets and the corresponding comparability graphs, J. Combin. Theory Ser. B 24 (1978), 125–133.
[33] M. Krivelevich and B. Sudakov, Sparse pseudo-random graphs are Hamiltonian, J. Graph Theory 42 (2003), 17–33.
[34] M. Krivelevich and B. Sudakov, Pseudo-random graphs, More sets, graphs and numbers, Bolyai Soc. Math. Stud., 15, Springer, Berlin, 2006, 199–262.
[35] M. Lu, H. Liu and F. Tian, Laplacian spectral bounds for clique and independence numbers of graphs, J. Combin. Theory Ser. B 97 (2007), 726–732.
[36] S. O and S.M. Cioab˘ a, Edge-connectivity, eigenvalues and matchings in regular graphs, SIAM J. Discrete Math. 24 (2010), 1470–1481.
[37] O. Ore, Graphs and Matching theorems, Duke Math. J. 22 (1955), 625–639.
[38] D. Park, A. Ostuni, N. Hayes, A. Banerjee, T. Wakhare, W. Wong and S. Cioab˘ a, The toughness of Kneser graphs, Discrete Math. 334 (2021), 112484.
[39] E.R. Scheinerman and D.H. Ullman, Fractional Graph Theory: A Rational Approach to the Theory of Graphs, Dover Publications, 2011.
[40] A. Thomason, Pseudo-random graphs, in: Proceedings of Random Graphs, Poznań 1985, M. Karoński, ed., Annals of Discrete Math. 33 (1987), 307–331.
[41] A. Thomason, Random graphs, strongly regular graphs and pseudo-random graphs, Surveys in Combinatorics, 1987, C. Whitehead, ed., LMS Lecture Note Series 123 (1987), 173–195.

[42] A. Thomason, Dense expanders and pseudo-random bipartite graphs, Discrete Math. 75 (1989), 381–386.

[43] W.T. Tutte, The factorization of linear graphs, J. London Math. Soc. 22 (1947), 107–111.

[44] J. Xue, M.Q. Zhai and J.L. Shu, Fractional matching number and eigenvalues of a graph, Linear Multilinear Algebra 67 (2019), 2565–2574.