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Abstract

The problem of natural selection in dispersal-structured populations consisting of individuals characterized by different diffusion coefficients is studied. The competition between the organisms is taken into account through the assumption that the reproduction and/or death probability of an individual is influenced by the number of other individuals within a neighborhood with radius $R$. It is observed that for a wide range of parameters the competition advantage is given to the individuals whose motion is characterized by intermediate values of diffusion coefficient, instead of the most or least motile ones. The optimal level of the dispersal is determined by the interplay between various factors such as cluster formation, temporal fluctuations, initial conditions, and carrying capacity of the system. The dynamics and the time evolution of the system are investigated in detail revealing the winning mechanism and process of the natural selection in such dispersal-structured populations. Furthermore, the rescaling of the results is discussed for different values of the interaction radius $R$ of the organisms.
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1 Introduction

The influence of the dispersal of individuals on the outcome of the competition has been debated for a long time \cite{1,2}. In some works it has been concluded that it is more advantageous to diffuse faster while in other ones the opposite conclusion has been drawn. The picture emerging is that the temporal fluctuations, including the stochasticity induced by demographic events, tend to give a competition advantage to species diffusing faster \cite{3,4}. Instead, the spatial heterogeneities, due to the patch formation of organisms or non-homogeneous distribution of nutrients, give the advantage to less motile species \cite{5,6}, or, in the case of the species described by different types of diffusion, to the one forming stronger clusters \cite{7}.

In most investigations various explicit assumptions are made, e.g., about mutations, Allee effect, fitness, distribution of resources, carrying capacities of different space regions, costs for faster dispersal, etc. Instead, in this paper we address a model where the spatial distribution of organisms as well as the temporal fluctuations are generated solely by the individuals themselves, and the diffusivities leading to the competition advantage are selected by this self-created environment.

In the case of the competition between two species it is straightforward to draw the conclu-
sions: either the species diffusing faster or slower wins, or the coexistence can occur. However, as we will demonstrate, the situation is more complex in dispersal-structured populations, in which the organisms are characterized by a wide range of diffusivities. As discussed in Ref. [17], the dispersal ability can vary as much within a species as among species, indicating that the investigation of dispersal-structured populations is highly relevant.

In accordance with the works mentioned, we observe that the general propensity is that the spatial heterogeneities tend to favor the smaller diffusivities while the increase of temporal fluctuations enhances the competition success of the individuals diffusing faster. However, beside this general trend, we observe that in systems with moderate temporal fluctuations, instead of the utmost values, for a range of parameters the intermediate values of diffusion coefficient enhance the competition advantage, i.e., there is an optimal range of diffusion level that increases the survival probability. The emergence of such optimal diffusivity is investigated in detail.

2 Model

The model under investigation is extremely simple. We study a system consisting of organisms that reproduce asexually, die, and move in space according to Brownian diffusion. We assume that initially there are \( N_0 = 5000 \) organisms (much more than the carrying capacity of the system), placed randomly in a two-dimensional \( L \times L \) square domain or one-dimensional domain with length \( L \). The system has periodic boundary conditions and \( L = 1 \), so that lengths are measured in units of system size.

Differently from previous works [3–10], in the current model a heterogeneity is introduced in the population by assuming that all individuals that are present at time \( t = 0 \) are characterized by different diffusivities \( \kappa_j \), with \( j = 1, \ldots, N_0 \), extracted randomly from a uniform distribution in the interval \([0, 2\kappa]\), with mean value \( \kappa \) and standard deviation \( \kappa/\sqrt{3} \). Thus, the larger is \( \kappa \), the larger is the variation of the individuals. In general, it would be more realistic to assume that the diffusivities of the individuals follow the normal distribution. However, we have checked that using the normal distribution instead of the uniform one does not influence the results significantly, in fact, it only magnifies the effects observed.

The demographic processes are affected by the competitive interactions. Namely, the bug labeled \( i \) \( [i = 1, \ldots, N] \), with \( N \equiv N(t) \) being the number of bugs in the system at time \( t \) reproduces and dies following Poisson processes with rates \( r_i^b \) and \( r_i^d \) (probabilities per unit of time) [18], respectively,

\[
\begin{align*}
  r_i^b &= \max(0, r_{b0} - \alpha N_i^R), \\
  r_i^d &= r_{d0} + \beta N_i^R.
\end{align*}
\]

Here, \( r_{b0} \) and \( r_{d0} \) are the constant reproduction and death rates of an isolated bug. The terms containing the positive parameters \( \alpha \) and \( \beta \) take into account the competitive interactions: the reproduction rate of an individual \( i \) decreases and the death rate increases with the number of its neighbors \( N_i^R \) that are at a distance smaller than \( R \) \((R \ll L)\) from it. Thus, the parameters \( \alpha \), \( \beta \) determine how the birth and death rates depend on the density, respectively. The function \( \max() \) in the first equation excludes the possibility of negative rates. The critical number of neighbors, \( N_i^{R*} \), for which death and reproduction are equally probable for individual \( i \), is determined by

\[
N_i^{R*} = \frac{\Delta_0}{\gamma},
\]

where \( \Delta_0 = r_{b0} - r_{d0} \) is the maximum net growth rate and \( \gamma = \alpha + \beta \) is called competition intensity. For \( N_i^{R*} < N_i^R \) it is more probable that individual \( i \) reproduces and for \( N_i^{R*} > N_i^R \) death is more likely. In the case of reproduction, newborns are placed at the same positions as the parents, leading to reproductive correlations, and will inherit also their characteristics (diffusion coefficient).

As mentioned, we assume that the system is initially over-crowded, but the competitive interactions will bring the population size soon down to its equilibrium size, around which it will fluctuate. In principle, finally — at least after infinite time — all organisms in the system will have the same diffusion coefficient, i.e., they are successors of the same ancestor [19]. The model described corresponds to the process of natural selection instead of evolution through mutations as investigated in numerous works, e.g., in Refs. [3, 6, 7, 12]. The variety in diffusivities is assumed through the initial conditions, corresponding to the fact that the individuals are
to a greater or lesser extent all different due to the natural variation and mutations. Thus, there is a variation in traits and our time scale is assumed to be such that mutations do not occur. From studies of dispersal genetics it is known that the time-scale characterizing selection processes can be relevant in a wide range of size, from micro-organisms to animals and plants [20].

The system is simulated through the Gillespie algorithm and the spatial motion of the individuals is modeled through the continuous time random walk as described in Refs. [21,22] with the difference that now the newborns have different diffusivities and the newborns inherit the diffusivities of their parents.

3 Identical brownian bugs

Before addressing the systems with dispersal-structured populations, let us review some aspects of the corresponding homogeneous problem, crucial for the present study.

3.1 Periodic arrangement of organisms

In the system consisting of the individuals that reproduce and die according to Eqs. (1), and whose motion is characterized by the same diffusion coefficient \( \kappa \), a spontaneous formation of a clumped spatial distribution of the organisms takes place under certain conditions [18,23,24]. In particular, in the case of a two-dimensional system with a low death rate value, a hexagonal periodic pattern appears (see Fig. 1). The same takes place also when the organisms undergo Lévy motion [21,22,24]. The instability of the initial homogeneous spatial distribution of the organisms is a consequence of the competitive interactions.

Let the bugs be initially distributed homogeneously in space with a density such that deaths and births are balanced. When there are fluctuations or perturbations that enhance the density at points separated by a distance larger than \( R \) but smaller than \( 2R \), death will become more probable than reproduction in the area in between these density maxima. This is so because in this zone an individual experiences the competition with the organisms from at least two of the density maxima, whereas in each density maximum the competition takes place only between the individuals in the same maximum (other maxima are out of the interaction range \( R \)). Thus, according to Eqs. (1) in such region the probability for a bug to die is larger than to reproduce. As a consequence, the density will decrease in between the density maxima. This in turn releases competitive pressure on the maxima, which will tend to grow, and then start to form periodically located clusters and close a positive feedback loop that will finally eliminate all organisms in these death zones between the clusters (see also Fig. 2). The only mechanism that can stop this process is diffusion, if it occurs fast enough to redistribute the bugs before the instability concentrates them [24].

From the mean-field approach, using the linear stability analysis, the condition for the pattern formation is:

\[
2R^2 \Delta_0 / \kappa > \nu_c ,
\]

where \( \nu_c = 370.384 \) for two-dimensional systems and \( \nu_c = 168.4 \) for one-dimensional systems. The derivation of Eq. (3), and of the value for \( \nu_c \) is presented in great detail in Ref. [23,24].

Condition (3) reveals that the pattern formation can be achieved increasing \( \Delta_0 \) or the interaction radius \( R \) or decreasing the diffusion coefficient \( \kappa \) so that \( \kappa < \kappa_c \), where

\[
\kappa_c = 2R^2 \Delta_0 / \nu_c .
\]

Notice that the value of \( \Delta_0 \), besides satisfying Eq. (3), has to be large enough in order to avoid the situation when the system becomes extinct due to the fluctuations.

Importantly, the size of the temporal fluctuations depends not only on \( \Delta_0 \) and \( \gamma \), determining the maximum number of organisms in the equilibrium state, but for the given values of \( \Delta_0 \) and \( \gamma \) also on the values of \( r_{d0} \) and \( \beta \), as observed in Ref. [21] and discussed in Ref. [24]. Large temporal fluctuations lead to the situation that the clusters formed will be arranged in a rather disordered way.

In the following we assume that the temporal fluctuations are sufficiently small, unless indicated differently. Throughout the paper we set \( \Delta_0 = 0.9 \), \( \gamma = 0.02 \), and \( r_{d0} = 0.1 \); in this case the size of the temporal fluctuations is determined by the value of \( \beta \). We also set \( R = 0.1 \), unless otherwise stated.

Let us first look the case of \( \beta = 0 \). Then from Eq. (6) we see that for \( R = 0.1 \) and \( \Delta_0 = 0.9 \) the
The self-organized periodic pattern of the competing Brownian bugs with diffusion coefficient $\kappa = 10^{-5}$ in the two-dimensional homogeneous system. The circles with radius $R$ have the centers at the cluster centers. The values $R = 0.1$, $r_{b0} = 0.1$, $\alpha = 0.02$, $r_{d0} = 0.1$, $\beta = 0$ have been used.

The critical value of diffusion coefficient for pattern formation is, $\kappa_c = 4.86 \times 10^{-5}$ for two-dimensional systems and $\kappa_c = 10.69 \times 10^{-5}$ for one-dimensional systems. The pattern periodicity (the distance between the centers of the clusters) is of the form $\delta = fR$ with $1 < f < 2$; namely,

$$\delta = R(2\epsilon/R + 1) = fR. \quad (5)$$

The quantity $\epsilon$ is defined through Eq. (5) and it gives an approximate estimation of the spatial cluster size, as can be seen from Fig. 2. The continuous description and the linear stability analysis give that $f = 1.31475$ in two-dimensional systems

$$f = \delta/R = 1.31475 \quad (6)$$

and in one-dimensional systems

$$f = \delta/R = 1.54. \quad (7)$$

Let us illustrate the structure of the periodic pattern for the clarity in a one-dimensional system (see Fig. 2). According to Eq. (6) the critical number of neighbors, for which death and reproduction are equally probable for individual $i$ for the given parameters, is $N^*_R = 45$; $N^*_R + 1$ is also the asymptotic equilibrium cluster size for small values of $\kappa$ ($\kappa \to 0$). The competition in the green region in Fig. 2, i.e., around the cluster centers $\xi_{i,j}$, is smaller than in the yellow and red region; for $x \to \xi_{i,j}$, $r_{b} \geq r_{d}$. Out of the cluster centers the organisms start to feel the competition with the ones of the neighboring clusters, $N^*_R > N^*_R$, and the probability for reproduction becomes smaller than the probability for death, $r_{b} < r_{d}$. If the diffusion coefficient is sufficiently small then in the range $r_{d} < 2 \pi R + 2 \pi R$ the probability for reproduction is zero (see Fig. 2); therefore, this region (the yellow and red regions together) can be called death zone.
In fact, defining the death zone through the condition \( r_d > r_b \) then, as can be seen from Fig. 2, it is even wider than \( R \). Notice that in earlier works the region \( (\xi_j - R, \xi_i + R) \) has been called the death zone (the red zone in Fig. 2; \( \xi_i, \xi_j \) are the centers of two neighboring clusters); in this region the competition is extreme because the individuals feel very high competition compared to the ones inside the cluster and the density of organisms is zero.

In the two-dimensional system, besides the zones where the organisms feel the competition pressure of two neighboring clusters, there are also zones where the competition from three clusters is felt. However, to pass from one cluster to the next one, there are narrow channels where the influence of only two neighboring clusters is felt. Such super-competition regions and lower competition channels (see Fig. 1) allow to reduce the problem of diffusion from one cluster to the next one to the quasi one-dimensional problem.

As already mentioned, for \( \kappa \to 0 \) the number of organisms inside clusters reaches the value \( N^*_R + 1 \). In this case the probability for reproduction and death is equal in the cluster centers. For \( \kappa > 0 \) in the cluster centers the probability for reproduction is slightly larger than the probability for death and the net growth rate \( r_b - r_d \) in the cluster centers increases when the diffusion coefficient increases due to the decrease of the number of organisms inside the clusters and even more due to the spreading of clusters (compare panels a and b in Fig. 2). This is similar to the idea of kin competition [27–32] — leaving the birth place (clusters) relieves the competition inside the clusters, creating a more favorable environment inside the clusters compared to the zero diffusion case when everybody would remain there; for individuals leaving the clusters the situation is of course not advantageous within the current model. Furthermore, the total number of organisms in the system is decreased compared to the low diffusion case. For large values of diffusion the clusters disappear and one cannot talk about the kin competition anymore.

### 3.1.1 Invading neighboring clusters

In Ref. [21] the bugs with the same diffusion coefficient were divided into different groups according to their initial position and the mixing of these groups was investigated. It was observed that in the case of small diffusivities the mixing of groups did not take place or if then only due to the diffusion of clusters as a whole during the clusters arrangement into the periodic pattern. For larger values of \( \kappa \) the inter-cluster travel took place and led to the conquering of new territories; i.e., bugs were found in a region where their ancestors were not from. The effect was larger for larger \( \kappa \) and led to the disappearance of some initially present groups. Finally, for increased diffusion, due to the intra-cluster competition all surviving bugs were from a single group (and finally from a single ancestor); which group (ancestor) won was a random event. The process was faster for larger diffusion.

The diffusion coefficient that makes it possible to traverse the death-zones between two neighboring clusters can be estimated from the following condition:

\[
t^* = t_m.
\]

Here \( t^* \) is the typical first-passage time of an organism with the diffusion coefficient \( \kappa \) for traversing the death-zone between the clusters. And \( t_m \) is the typical lifetime of a family defined as a chosen individual and its descendants. Thus, even if an individual with diffusivity \( \kappa \) does not reach a neighboring cluster, its descendants that continue the diffusion process of the mother may arrive there and in this way the organisms with a certain \( \kappa \) can invade new clusters even if \( \kappa \) is rather small (so that the probability for a single organism to arrive there is extremely small).

For simplicity, let us consider a one-dimensional system and assume that \( \beta = 0 \) (for \( \beta > 0 \) the calculation of the family life time is not trivial).

The width of the death-zone is approximately the interaction radius \( R \) (the yellow and red region in Fig. 2) and the typical first-passage time of an organism with the diffusion coefficient \( \kappa \) for traversing the death-zone between the clusters is \( t^* = R^2/(6\kappa) \).

However, in order to invade the neighboring cluster traversing the death-zone might not be sufficient. As can be seen from Fig. 2 unless the diffusion coefficient is really small, the bugs extend due to the diffusion also to the death-zone. Therefore, the individuals on the border may still experience the competition from more than just one cluster: their reproduction rate is decreased and the death rate is larger than the birth rate, though
they are inside the cluster (in the green region). Furthermore, one has to be successful also in the intra-cluster competition. The probability for reproduction is maximal in the cluster centers and the difference $r_b - r_d$ is the larger the larger is the diffusion coefficient. Then, the distance $\ell$ that the individuals have to traverse for successful invasion can be equal even to $\delta$.

Thus, in Eq. (6) the following typical first-passage time should be used,

$$t^* = \ell^2 / (6\kappa),$$  \hspace{1cm} (9)

where $\ell \in [R, \delta]$.

Following Ref. [25] one finds that the the typical lifetime of a family is,

$$t_m = \Delta_0 / (2\alpha r_{d0}).$$  \hspace{1cm} (10)

Thus, from conditions [8], [9], [10] we get that the critical diffusion coefficient allowing to traverse the inter-cluster death-zones is

$$\kappa^* = \ell^2 \alpha r_{d0} / (3\Delta_0).$$  \hspace{1cm} (11)

The one-dimensional approximation is sufficiently good also for a two-dimensional system, as discussed above, but then one should use Eq. (9); as a result $\kappa^* = 1.28 \times 10^{-5}$ in two-dimensional systems. The parameter values used for Fig. 8 in Ref. [21] are the same as we have used here. Thus, also in this case it should be true that $\kappa^*_j \approx 1.28 \times 10^{-5}$. This result is in consistency with what is observed in Fig. 8 in Ref. [21]: for $\kappa = 10^{-5}$ the mixing of different groups is still not visible, but for $\kappa = 2 \times 10^{-5} > \kappa^*$ it is already rather noticeable.

We also point out that Eqs. [6] and [7] for the pattern periodicity hold only close enough to the instability developing in a periodic pattern. Numerical simulations reveal that for fixed parameter values the diffusion coefficient influences to a certain extent the periodicity of the pattern (see Fig. 2) and the number of clusters in the system: smaller values of $\kappa$ lead to larger number of clusters. For example, from Fig. 8 in Ref. [21] one can see that the number of clusters is 53 for $\kappa = 4 \times 10^{-5}$ and 63 for $\kappa = 10^{-5}$. A one-dimensional system with $L = 1$ can fit 8 clusters for $\kappa = 10^{-6}$, and thus $\delta = 0.125$; for $\kappa = 10^{-5}$ and for $\kappa = 10^{-4}$ the system fits 7 or 8 clusters leading to $\delta \approx 0.143$ or $\delta = 0.125$; the actual distances between the cluster centers fluctuate around these values. The dependence of the pattern periodicity on diffusion coefficient enters through the cluster linear size dependence on the diffusion coefficient, but the mean-field description fails in describing this. Furthermore, also the size of the simulation domain affects the inter-cluster distance; this issue will be addressed in detail in a forthcoming paper.

4 Natural selection in dispersal-structured populations

Let us now go back to the problem of dispersal-structured populations.

In the following, as already mentioned, we assume that $r_{b0} = 1$, $r_{d0} = 0.1$, and $\gamma = 0.02$; $R = 0.1$, unless indicated differently.

First, we investigate the system where the death rate is constant and only the birth rate is influenced by the competition, e.g., we set $\alpha = 0.02$ and $\beta = 0$. For such parameter values the temporal fluctuations are rather small. Then we investigate how the increase of temporal fluctuations influences the process of natural selection in the dispersal-structured populations. Finally, we also study the effect of the interaction radius size on the competition outcome.

4.1 Small temporal fluctuations

4.1.1 The dynamics of competition: time evolution

In the case of the dispersal-structured populations, there are initially $N_0$ organisms all with different diffusivities (remember that we assumed that $N_0$ is much larger than the carrying capacity of the system). Due to the fluctuations in the number of individuals and the irreversibility of death, the number of different diffusivities decreases in time, reaching, in principle, after a certain time for any parameters the value 1. The required time is the larger the smaller is the mean value $\kappa$ of the initial diffusivities and we have observed previously that for some parameter values the disappearance times of the diffusion coefficients diverge [9,19]. However, considering that in real systems the time is
always finite and because we actually investigate a process taking place in a limited time interval — we have set a maximum simulation time $t_{\text{max}} = 5 \times 10^5$. Thus, the probability distribution $P(\kappa_j)$ in the final state is constructed either on the basis of the global diffusion coefficients, i.e., in single realizations all individuals have finally the same diffusivities, meaning that they are all the successors of the same ancestor, or on the basis of the different diffusivities present in the system at $t_{\text{max}}$.

In the finite time interval the two-dimensional system is most selective in the diffusivities for intermediate values of $\kappa$ (e.g., for $\kappa = 10^{-3}$). In this case, $P(\kappa_j)$ presents at $t_{\text{max}}$ a very clear maximum at smaller but intermediate values, going then rather rapidly to zero; the distribution has a finite value at $\kappa_j \rightarrow 0$ (see the curve corresponding to $t_{\text{max}}$ in Fig. 3b). The time evolution in Fig. 3 shows that in the beginning the organisms with the smallest diffusivities are the most favored ones due to the faster density enhancement near the individuals with smaller $\kappa_j$. Related with the inter-cluster competition the second maximum in $P(\kappa_j)$ appears at $\kappa_j$ values close to the critical value determined by Eq. 3 leading to the pattern formation. What happens is that the organisms with $\kappa_j \approx \kappa_c$, still forming into clear clumps in the case of an unstructured population, invade the space regions occupied by the organisms with a comparable but slightly larger diffusion coefficients. As this process goes on in time, the distribution $P(\kappa_j)$ becomes narrower, the initially local maximum of the distribution increases, turns after some time into the global maximum, and shifts to the smaller values while the individuals with larger diffusivities disappear gradually. At the same time, the value of $P(\kappa_j \rightarrow 0)$ decreases gradually: the individuals with $\kappa_j \rightarrow 0$ have an advantage in the intra-cluster competition, but the probability that they manage to traverse the zones between the clusters, where the probability for the death is larger than for the reproduction [21,24], is very low; the irreversibility of death leads finally to disappearance of low diffusivities (not apparent in Fig. 3b). Thus, the maximum of $P(\kappa_j)$ at intermediate values is the outcome of the inter- and intra-cluster competition.

For small values of $\kappa$, e.g., for $\kappa = 10^{-5}$, corresponding to the situation when each value of $\kappa_j$ leads to the strong clustering, at $t_{\text{max}}$ (almost) each patch of the periodic pattern emerging is occupied by individuals coming from a different ancestor (see also Ref. 19). The behavior of $P(\kappa_j)$ is similar to the case of intermediate values of $\kappa$: smaller diffusivities tend to favor the competition success, but the maximum of the probability distribution of $\kappa_j$ is at an intermediate value of $\kappa_j$ (see Fig. 3a). However, now $P(\kappa_j)$ has a finite value also for $\kappa_j \rightarrow 2\kappa$, i.e., also the species with larger diffusivities manage to survive at large but finite times. The reason why in the case of small $\kappa$ the initial and final distributions of $\kappa_j$ are rather similar within the finite time, is that the variation in diffusivities is small and the probability to traverse the death-zones is very low for all values of $\kappa_j$; this makes the whole

---

**Figure 3:** The time evolution of the probability distribution $P(\kappa_j)$ in the heterogeneous two-dimensional system ($\beta = 0$, $\alpha = 0.02$). The initial mean diffusion coefficients are: (a) $\kappa = 10^{-5}$; (b) $\kappa = 10^{-4}$; (c) $\kappa = 10^{-3}$. Notice that the x-axes is scaled by different values of $\kappa$ for the three panels. The curves are obtained averaging over 150 realizations.
dynamics very slow.

For large values of $\kappa$, e.g., for $\kappa = 10^{-3}$, the time evolution of $P(\kappa_j)$ changes significantly (see Fig. 3c). In this case, the small values of $\kappa_j$ never become the favorable ones during the time evolution. Instead, starting with an uniform distribution, as time passes, the probability distribution $P(\kappa_j)$ will decrease at $\kappa_j \to 0$ as well as at $\kappa_j \to 2\kappa$, i.e., both smallest as well as largest diffusivities are disadvantageous. Simultaneously, $P(\kappa_j)$ develops a maximum at intermediate values of $\kappa_j$. The disadvantage of the large diffusivities is related with the spatial inhomogeneities (still present for the given $\kappa$) caused by the reproductive correlations. The disadvantage of the small diffusivities is caused by the initial condition leading to a small fraction of individuals with small $\kappa_j$ and a large fraction of individuals with larger $\kappa_j$ that create a well-mixed environment and prevent the successful cluster formation of the organisms with small $\kappa_j$ who should have the competition advantage. We have checked that assuming an initial distribution where the small values of $\kappa_j$ have a sufficiently larger probability, e.g., a truncated exponential distribution in the same interval $[0, 2\kappa]$ (notice that the mean value is now different), also the final distribution has a maximum at small values of $\kappa_j$.

### 4.1.2 One-dimensional systems

As mentioned, in the case of small and intermediate values of $\kappa$, due to the very large disappearance times [19], we cannot reach the state of the system when finally there is only one $\kappa_j$ present. Thus, one can question what is the final probability distribution of $\kappa_j$, because it might still change significantly compared to the ones in Figs. 3a and 3b at $t_{\text{max}}$. From Figs. 3a and 3b it seems that a stabilizing selection takes place and that there is an optimal diffusivity range leading to the increase of the competition success. However, this is not what is predicted by the mean-field theory. According to the latter one, the directional selection should take place $9, 10, 12, 24$, i.e., in the case of small temporal fluctuations the smallest diffusivities win while large temporal fluctuations give the advantage to the organisms diffusing faster.

In order to find the answer whether a stabilizing selection takes place or not, we have investigated the one-dimensional systems that converge to the final state when all the organisms have the same diffusion coefficient within an accessible simulation time.

For the dispersal-structured system with the initial mean diffusion coefficient $\kappa = 10^{-5}$ we observe in Fig. 4b (solid red curve) that the probability distribution of the diffusivities $\kappa_j$ in the final state shows a clear maximum at intermediate values. For the initial mean diffusion coefficient $\kappa = 10^{-5}$ the probability distribution of the diffusivities $\kappa_j$ in the final state demonstrates, instead, two maxima at intermediate values, see Fig. 4a (solid red curve). In both cases the enhancement of $P(\kappa_j)$ is approximately in the same range of $\kappa_j$ (notice that differently from Fig. 3 in Fig. 4 both panels are rescaled by the same value of $\kappa$). Thus, there really exists a range of optimal diffusivities giving the competi-

![Figure 4: The final probability distributions $P(\kappa_j)$ in the heterogeneous one-dimensional system ($\beta = 0$, $\alpha = 0.02$). The initial mean diffusion coefficients are: (a) $\kappa = 10^{-5}$; (b) $\kappa = 10^{-4}$. The solid red curves take into account all the realizations. Instead, the blue and pink dashed curves are obtained when separating the realizations leading to 8 or 7 clusters, respectively. The vertical dashed lines from left to right represent the theoretical results for $\kappa^*$ from Eq. (11) for $\ell = R$ (the first curve) and $\ell = \delta$, taking into account that there are 8 and 7 clusters in the system, i.e., $\delta = 0.125$ and $\delta = 0.143$.](image-url)
tion advantage, i.e. stabilizing selection, and it is determined by $\kappa^*$, as will be discussed in the following.

As mentioned above, analyzing the systems we have found that in both cases, for $\kappa = 10^{-5}$ as well as for $\kappa = 10^{-4}$, the organisms can self-organize in 7 or 8 clusters. Decomposing the probability distribution $P(\kappa_j)$ correspondingly, see from Fig. 4, that in the case of $\kappa = 10^{-5}$ the first maximum of the total distribution is related to the systems where 8 clusters are formed and the second maximum is related to the systems where 7 clusters are formed. The probability to have in the final state 7 or 8 clusters is 50/50; however, in the beginning of the time evolution the probability to have 7 clusters is much higher (around 80%). In the case of $\kappa = 10^{-4}$ the probability to have 8 clusters is much lower (less than 5% at small times and around 20% in the final state) and the maxima of the two sub-distributions cannot be resolved, i.e. the total distribution has a single maximum (see Fig. 4).

Though in the case of 8 clusters in average $\delta = 0.125$, the probability distributions have the maximum around the value $\kappa^* = 0.74 \times 10^{-5}$ corresponding to the distance $\ell = R = 0.1$ (Eq. (11)), i.e. it is sufficient to arrive from a cluster border to a cluster border. The probability distributions for the systems where 7 clusters are formed (i.e. when in average $\delta = 0.143$) have a maximum around the value determined by $\kappa^* = 1.51 \times 10^{-5}$ corresponding to $\delta = 0.143$ (7 clusters), for $\kappa = 10^{-5}$ the maximum is shifted towards smaller values; for $\kappa = 10^{-4}$ the distribution for the systems with 7 clusters is also remarkably broader.

As proposed in Sec. 4.1.1 the optimal diffusivity is determined by the interplay between the inter- and intra-cluster competition. The slight difference in the position of the maximum for the probability distribution $P(\kappa_j)$ for the systems with 7 clusters in the case of $\kappa = 10^{-5}$ and $\kappa = 10^{-4}$ is related to the intra-cluster competition. Because in the case of larger diffusivities in the cluster centers the reproduction rate is much higher, as can be seen from Fig. 2, then the distance to be traversed is from cluster center to cluster center, as discussed above, i.e. larger diffusion coefficient is needed to be successful in both the inter- as well as in the intra-cluster competition. In the case of smaller diffusivities it is not needed to travel from cluster center to cluster center but a smaller distance ($R < l < \delta$) is sufficient.

Thus, on the basis of the one-dimensional simulations one can conclude that there exists an optimal range of diffusivities giving the competition advantage. It is determined by the inter- and intra-cluster competition, and therefore by $\kappa^*$, and depends also on whether the organisms self-organize into 7 or 8 clusters in the system and slightly on the initial mean diffusion coefficient $\kappa$ of the system, as well as on fluctuations determined for $\beta = 0$ by $\gamma_{d0}$: the smaller is $\gamma_{d0}$, the smaller are fluctuations and in agreement with Eq. (11) the maximum of $P(d_j)$ shifts to smaller values of $\kappa_j$ in consistency with the mean-field approximation.

The situation would be different in a system where the individuals perform Lévy walks. In this case, due to the occasional long jumps it would be always possible to arrive to the other clusters and the outcome would be determined solely by the intra-cluster competition [21]. Thus, in this case there would take place directional selection and the slowest diffusing organisms would have the competition advantage. The same is valid when taking into account the mutation process.

4.2 The influence of increasing temporal fluctuations

We now return to the two-dimensional case and investigate the system where also the death rates are neighborhood dependent, i.e., $\beta > 0$. In order to have a comparable situation respect to the case $\beta = 0$, we keep the sum $\alpha + \beta = \text{const.}$, i.e., the critical number of neighbors $N^c_i$ of particle $i$ is always the same, see Eq. (2). If the individuals are identical, the increase of $\beta$ leads to the increase of the fluctuations amplitude in the population size. The spatial distribution becomes for a given diffusion coefficient more clumped. The regular hexagonal pattern appearing for $\beta = 0$ at sufficiently low diffusion coefficients gets for $\beta > 0$ irregular and the centers of mass of the clusters will rather perform a random walk instead of fluctuating slightly around the fixed positions of the pattern, and occasionally disappear from the system [24].

In the case of the dispersal-structured populations the results concerning the competition be-
tween different diffusivities are illustrated by Fig. 5, where the projection of the probability distribution $P(\kappa_j)$ in the final state (or at $t_{\text{max}}$) is depicted. For a low initial mean diffusion coefficient of the system, e.g., for $\kappa = 10^{-5}$, we have observed that increasing slightly $\beta$, the distribution $P(\kappa_j)$ remains also now rather similar to the initial distribution, due to the reasons discussed already for $\beta = 0$. However, for large values of $\beta$ a clear maximum of $P(\kappa_j)$ appears at large values of $\kappa_j$. At intermediate values of $\kappa$ (e.g., $\kappa = 10^{-4}$), increasing the value of $\beta$ shifts $P(\kappa_j)$ to larger values (Fig. 5b), i.e., the individuals with larger diffusivities gain the competition advantage. The transition from small to large values of the favorable diffusivities takes place smoothly. Instead, for larger values of $\kappa$, e.g., $\kappa = 10^{-3}$, already a small increase of $\beta$ shifts the maximum of $P(\kappa_j)$ to the large values of $\kappa_j$ (Fig. 5c). In all the cases, the increase of the competition success of the larger diffusivities is related to the fact that the larger fluctuations related to the increase of the death rates lead to the occasional disappearances of entire clusters or to their weakening and the organisms with larger diffusivities are more effective in occupying the empty space. We also mention that increasing $\beta$ leads to smaller disappearance times, i.e., the final state of the system with identical organisms present is reached faster [19]. However, also the extinction probability of the total system increases [21,33,34].

Increasing the competition intensity $\gamma = \alpha + \beta$ results in decreasing the carrying capacity of the system, which leads to the enhancement of the fluctuations in the population size. Namely, the larger is $\gamma$ the smaller is the critical cluster size determined by the equilibrium between the reproduction and death rates [see Eq. (2)] and the more probable is that a cluster disappears at some moment. Thus, the effect is similar to the increase of $\beta$ keeping $\gamma$ constant: the organisms with large diffusivities will have the competition success. This agrees well with the conclusion of Ref. [35] where a two-patch model was investigated, that a low-dispersing species dominates high carrying-capacity patches, whereas a high-dispersing species dominates low carrying-capacity patches.

We point out that though we have not assumed that a larger dispersal has a cost, this feature emerges in the systems where the clustering and pattern formation occurs naturally due to the neighborhood dependent reproduction rates [1]. Namely, for $\alpha > 0$, the larger is the diffusion coefficient of an individual the lower is on average its reproduction rate; the effect is the larger the stronger is the clustering (see the discussion in Ref. [24]). Furthermore, in the case of small temporal fluctuations, considering sexual reproduction and Allee effect does not affect the results because the individuals gathered in clusters have many neighbors and the ones between the clusters even more. The Allee effect becomes important only for large temporal fluctuations when empty regions form due to
the disappearance of clusters.

4.3 Interaction radius

The large-scale collective behavior of the system is first and foremost influenced by the competitive interaction [22] and the periodicity of the spatial pattern formed is determined by the interaction radius. Increasing $R$ by a factor $r$ increases the pattern periodicity by the same factor, see Eq. (5) and compare panels a and b in Fig. 6 for the two-dimensional system. The interaction radius enters also in the condition for pattern formation, Eq. (3), as well as in Eq. (11) determining together with the demographic parameters the optimal diffusion coefficient leading to the competition advantage. Thus, one might think that $R$ is a crucial quantity and it is important to investigate its influence on results.

In fact, as can be seen from Fig. 7, keeping the initial mean diffusivity of the system constant, the probability distribution $P(\kappa_j)$ at large times becomes much broader when increasing the interaction radius. In this case both the optimal diffusion coefficient as well as the critical diffusion coefficient for which the periodic pattern is still observed are

Figure 6: Spatial configurations of Brownian bugs for different values of interaction radius in the two-dimensional system: (a) $R = 0.1$, $\kappa = 10^{-4}$, $L = 1$; (b) $R = 0.2$, $\kappa = 10^{-4}$, $L = 1$; (c) $R = 0.2$, $\kappa = 4 \times 10^{-4}$, $L = 2$.

Figure 7: The probability distribution of diffusivities $\kappa_j$ for different values of interaction radius $R$ and simulation box size $L$ in the two-dimensional system: (a) $R = 0.1$, $\kappa = 10^{-4}$, $L = 1$; (b) $R = 0.2$, $\kappa = 10^{-4}$, $L = 1$; (c) $R = 0.2$, $\kappa = 4 \times 10^{-4}$, $L = 2$.

Figure 8: The time evolution of average number of organisms and average diversity in the system for different values of interaction radius and simulation box size $L$ in the two-dimensional system: (a) $R = 0.1$, $\kappa = 10^{-4}$, $L = 1$; (b) $R = 0.2$, $\kappa = 10^{-4}$, $L = 1$; (c) $R = 0.2$, $\kappa = 4 \times 10^{-4}$, $L = 2$. 
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\( r^2 \) times larger compared to the case with smaller \( R \) (see Eqs. (3) and (11)), leading also to the widening of the distribution. The picture turns to be more similar to the one seen in Fig. 3. Thus, increasing \( R \) but keeping \( \kappa \) the same, the effect is as if one decreases effectively the values of \( \kappa_j \). Namely, while the typical life time of a family that depends solely on the demographic parameters remains the same, the typical first-passage time increases by factor \( r^2 \), i.e. as if the organisms are slower.

Instead, increasing also \( \kappa \) by factor \( r^2 \), i.e., using \( rR \) and \( r^2\kappa \), the final probability distribution \( P(\kappa_j) \) versus \( \kappa_j/\kappa \) is the same as for \( R \) and \( \kappa \), see Fig. 7. In this case the typical first-passage time \( t^* \) of a family is the same as in the case when using the values \( R \) and \( \kappa \) and qualitatively the system is the same (compare also panels a and c in Fig. 6).

Rescaling also the simulation box size, i.e. taking \( L = 2 \), also the average number of organisms in the system remains the same, see Fig. 8. In fact, in Fig. 8 we have started with the initial number of organisms four times larger for the system with \( R = 0.2 \) compared to the system with \( R = 0.1 \), but reaching the state when the clusters are formed in the system, the time evolution of \( \langle N \rangle \) and \( \langle D \rangle \) is the same in both cases.

Therefore, with no loss of generality one can consider a single value of the interaction radius \( R \), as we did in the present paper.

5 Conclusion and discussion

In this paper we investigated the dynamics and the underlying mechanisms of natural selection in dispersal-structured populations. Notably, in the model examined in the present paper, the spatial distribution of the organisms as well as the temporal fluctuations are generated by the individuals themselves through the density-dependence of the demographic processes. In accordance with other works the model studied demonstrated that in general the clumping of the organisms favors the individuals diffusing slower and forming stronger clusters while the increase of temporal fluctuations enhances the competition success of the individuals diffusing faster. However, we have shown that the extreme values of the diffusivities do not lead to the largest competition success. Instead, in most cases there exists an optimal range of diffusion coefficients giving the competition advantage, determined by the interplay between various factors such as patch formation, temporal fluctuations, and carrying capacity of the system. Moreover, the time dynamics of the system and of the emergence of the probability distribution \( P(\kappa_j) \) showing the maximum at intermediate diffusivities, is very interesting and related to the initial density enhancements due to the fluctuations as well as to the inter- and intra-cluster competition and self-organization of the organisms. In the case of small temporal fluctuations, this observation agrees well with the conclusion made in Ref. [35] that some level of dispersal is favored by selection under almost all regimes of habitat variability, instead of the smallest diffusivity as predicted from the mean-field theory. The results of this study are particularly relevant in the problems of the motion of micro-organisms such as bacteria when the ability of an organism to move is determined by various factors such as its size, shape, etc. [36,37], but may give useful references also for the behavior of the systems consisting of macro-organisms [20].
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