Quantum metasurfaces with periodic arrays of Λ-emitters
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We study theoretically the optical response of a monolayer comprising regularly spaced quantum emitters with a doublet in the ground state (the so-called Λ-emitters). The emitters' self-action through the retarded dipole-dipole interaction provides a positive feedback, interplay of which with the intrinsic nonlinearity of an isolated emitter, leads to an exotic optical dynamics of the system and prominent effects, such as multistability, self-oscillations, and quasi-chaotic behavior. In a certain spectral domain, the monolayer operates as a bistable mirror. The optical response of the monolayer manifests high sensitivity to the doublet splitting and relaxation within the doublet, suggesting the latter to be the key parameters to tailor the monolayer optical response. These properties make such a system very promising for nanophotonic applications. We discuss the relevance of the predicted nonlinear effects for nano-sized all-optical devices.

PACS numbers: 78.67.-n 73.20.Mf 85.35.-p

I. INTRODUCTION

After the discovery of graphene,1,2 other crystalline (quasi)two-dimensional (2D) materials with fascinating optical and transport properties have been synthesized, such as transition metal dichalcogenides3–4 hexagonal boron nitride, black phosphorous, and other inorganic quasi-2D systems (see for reviews Refs. 5–7), as well as mixed-dimensional van der Waals heterostructures8. During the last decade, artificial 2D supercrystals based on semiconductor quantum dots (SQDs)10–12, organic 2D polymers13, and 2D nanostructures assembled from sequence-defined molecules (DNAs, peptides etc.)9 have been fabricated.

Assemblies of SQDs organized periodically are of special interest from the viewpoint of optical and optoelectronic applications, because they absorb light over the whole optical spectrum, from the infrared to the ultraviolet. These superstructures provide more degrees of freedom for manipulating their properties as compared to an isolated SQD, such as SQD constituent, lattice geometry, and inter-dot interaction. This opens up an unprecedented possibility to engineer physical and, in particular, optical properties of these systems, which is offering a promising perspective for nanophotonics.

The band structure14–17 and linear optical properties18–19 of SQD supercrystals have been addressed recently, demonstrating that the lattice geometry alone provides considerable room for engineering of the physical properties of these superstructures. Nonlinear optical response of these systems is intriguing and challenging problem and has not been widely discussed so far.

In recent publications,20–22 the nonlinear optical response of a 2D supercrystal comprising SQDs with a ladder arrangement of the energy levels has been theoretically investigated. It has been found that this system can manifest fascinating nonlinear optical effects, including multistability, periodic and aperiodic self-oscillations, chaos, and transient chaos. 2D arrays of V-type quantum emitters reveal similar features23–26. The key ingredient to these nonlinear effects is the secondary field produced by the system dipoles, which provides an intrinsic (mirrorless) positive feedback. The interplay of the latter and the nonlinearity of the emitters themselves gives rise to the above mentioned exotic optical response of the SQD supercrystal.

In this paper, we investigate theoretically the nonlinear optical response of a monolayer of Λ -emitters, i.e. emitters with a single upper state and a doublet in the ground state (see Fig. 1 for the level schematics). Doped quantum dots27 and organic nanocrystals with vibronic structure of the ground state28 are examples of such type of emitters. Due to a high density of emitters and high oscillator strengths of the optical transitions, the total (retarded) dipole-dipole interactions between emitters have to be taken into account, which is done in the mean-field approximation. The real part of this interaction results in the dynamic shift of the emitter’s energy levels, whereas the imaginary part describes the collective radiative decay of emitters, both depending on the population differences among levels (see, e.g., Refs. 29, 30). These two effects are crucial for the nonlinear dynamics of the system. As a result, in addition to bistability, analogous to that manifested by a thin layer of two-level emitters29–31 we predict multistability, self-oscillations and quasichaotic behavior in the optical response of supercrystal of Λ -emitters. Within a certain spectral range, the monolayer operates as a bistable mirror, similar to a 2D supercrystal of SQDs with the ladder and V arrangement of the energy levels20–22,25. To uncover
the character of the instabilities, we use the standard methods of nonlinear dynamics, such as the analysis of the Lyapunov’s exponents, bifurcation diagrams, phase-space maps, and Fourier spectra. To the best of our knowledge, a detailed study of the optical response of assemblies of Λ-emitters has not been carried out so far. Some preliminary results have been reported in our short paper.

The paper is organized as follows. In the next section, we describe the model of a monolayer comprising Λ-emitters and the mathematical formalism to explore its optical response, which is based on the density matrix approach for the description of the optical dynamics of an isolated emitter and an equation for the field acting on an emitter addressed within the mean-field approximation. In Sec. III, we present the results of numerical calculations of the monolayer optical response, including the steady-state solution (Sec. III A), an analysis of bifurcations occurring in the system (Sec. III B), and the system dynamics (Sec. III C). Discussion of the underlying physical mechanisms of the predicted effects is provided in Sec. III D. In Sec. IV, the close-to-unity monolayer reflectance is discussed. We conclude and argue about the relevance of our results for practical applications in Sec. V.

II. MODEL AND THEORETICAL BACKGROUND

We address a 2D $N \times N$ square lattice of quantum emitters spaced by the lattice constant $a$. All emitters comprising the monolayer have the Λ-type arrangement of the energy levels (as shown in Fig. 1) in which transitions are allowed only between the upper state $|3\rangle$ and a doublet $|2\rangle$ and $|1\rangle$ in the lower state. These transitions and characterized by the transition dipole moments $d_{31}$ and $d_{32}$, respectively. For the sake of simplicity, we set them to be real and parallel to each other, so that $d_{32} = \mu d_{31} \equiv \mu d$. The upper state $|3\rangle$ decays spontaneously to the states of the doublet $|2\rangle$ and $|1\rangle$ with the rates $\gamma_{32}$ and $\gamma_{31}$, respectively, which obey the relationship $\gamma_{32} = \mu^2 \gamma_{31}$. The doublet splitting $\omega_{21}$ is assumed to be small compared to the optical transition frequencies $\omega_{32} = \omega_3 - \omega_2$ and $\omega_{31} = \omega_3 - \omega_1$. We consider also the normal incidence of the external field polarized along the transition dipole moments and having the frequency $\omega_0$.

The optical dynamics of the monolayer is governed by the Lindblad quantum master equation for the density operator $\rho(t)$ [48–49]. Within the mean-field and the rotating wave approximations this equation reads

\[
\dot{\rho}(t) = -\frac{i}{\hbar} \left[ H^{\text{RWA}}(t), \rho(t) \right] + \mathcal{L}\{\rho(t)\}, \tag{1a}
\]

where the dot in Eq. (1a) denotes the time derivative, $\hbar$ is the reduced Plank constant, $H^{\text{RWA}}$ is the Λ-emitter Hamiltonian in the rotating wave approximation (RWA), square brackets denote commutators, $\mathcal{L}$ is the Lindblad relaxation operator given by Eq. (1c). In Eq. (1b), $\hbar \Delta_{21} = \hbar(\omega_3 - \omega_2)$ is the doublet energy splitting, while $\hbar \Delta_{31} = \hbar(\omega_3 - \omega_1)$ is the energy of the state $|3\rangle$ in the rotating frame. Alternatively, the quantity $\Delta_{31}$ can be interpreted as the detuning of the incident field frequency $\omega_0$ from the resonance frequency of the $1 \leftrightarrow 3$ transition. Herewith, $\Delta_{32} = \Delta_{31} - \Delta_{21}$ is the detuning of the incident field from the transition $2 \leftrightarrow 3$. Furthermore, $\Omega_{31}(t) = d_{31} E(t)/\hbar \equiv \Omega(t)$ and $\Omega_{32}(t) = d_{32} E(t)/\hbar \equiv \mu \Omega(t)$ where $E(t)$ is the slowly-varying amplitude of the total mean field acting on a Λ-emitter. The latter field is the sum of the amplitudes of the incident field, $E_0(t)$, and the amplitude of the secondary field produced by all others dipoles at the position of the given Λ-emitter. Thus, $\Omega(t)$ is the Rabi amplitude of the mean field and can be written in the following form [22] (hereafter, we omit the explicit time dependence in notations of all variables)

\[
\Omega = \Omega_0 + (\gamma_R - i \Delta_L)(\rho_{31} + \mu \rho_{32}), \tag{2}
\]

where $\Omega_0 = d_{31} E_0/\hbar$ is the Rabi amplitude of the incident field and the second term represents the Rabi amplitude of the secondary field, in which the two terms
proportional to $\gamma_R$ and $\Delta_L$ are far-zone and near-zone field, respectively. The latter is analogous to the Lorentz local-field correction \cite{50}. In the general case, $\gamma_R$ and $\Delta_L$ depend on the lattice geometry and the relationship between the system linear size and the excitation wavelength $\lambda$. For a simple square lattice of emitters with the linear size $Na$ one obtains \cite{22}

$$\gamma_R = \frac{3}{8}\gamma_{31}N^2, \quad (3a)$$

$$\Delta_L = 3.39\gamma_{31}\left(\frac{\lambda}{a}\right)^3, \quad (3b)$$

if $\lambda \ll Na$ (point-like system). In the opposite case of $\lambda \gg Na$ (extended system), $\gamma_R$ and $\Delta_L$ are given by \cite{22}

$$\gamma_R = 4.51\gamma_{31}\left(\frac{\lambda}{a}\right)^2, \quad (4a)$$

$$\Delta_L = 3.35\gamma_{31}\left(\frac{\lambda}{a}\right)^3, \quad (4b)$$

where $\lambda = \lambda/(2\pi)$. As follows from Eqs. (3a) and (4a), $\gamma_R$ is determined by the total number of emitters in the system for the point-like system ($\lambda \ll Na$). On the other hand, in the case of an extended sample ($\lambda \gg Na$), $\gamma_R$ is proportional to the number of emitters within the area of $\lambda^2$. We note here that $\gamma_R$ is nothing but the Dicke superradiant constant \cite{22,51,53} describing the collective radiation relaxation of $\Lambda$-emitters in the monolayer.

The parameter $\Delta_L$ is almost independent of the system size; it describes the near-zone dipole-dipole interaction of a given $\Lambda$-emitter with all other dipoles. Note that irrespectively of the system size, $\Delta_L \gg \gamma_R$ for a dense sample ($\lambda \gg a$).

In the basis of the states $|\alpha\rangle$, $|\beta\rangle$, and $|\gamma\rangle$, the system of equations Eqs. (1a) - (1c) for the density matrix elements $\rho_{\alpha\beta}$ ($\alpha, \beta = 1, 2, 3$) of a $\Lambda$-emitter in the monolayer reads

$$\dot{\rho}_{11} = \gamma_{21}\rho_{22} + \gamma_{31}\rho_{33} + \Omega^*\rho_{31} + \Omega_2^*\rho_{32}, \quad (5a)$$

$$\dot{\rho}_{22} = -\gamma_{12}\rho_{22} + \gamma_{32}\rho_{33} + \mu(\Omega^*\rho_{32} + \Omega_{22}^*\rho_{32}), \quad (5b)$$

$$\dot{\rho}_{33} = -\left(\gamma_{31} + \gamma_{32}\right)\rho_{33} - \Omega^*\rho_{31} - \Omega_3^*\rho_{32} - \mu(\Omega^*\rho_{32} + \Omega_{22}^*\rho_{32}), \quad (5c)$$

$$\dot{\rho}_{31} = -\left[i\Delta_{31} + \frac{1}{2}(\gamma_{31} + \gamma_{32})\right]\rho_{31} + \Omega(\rho_{33} - \rho_{11}) - \mu\rho_{21}, \quad (5d)$$

$$\dot{\rho}_{32} = -\left[i\Delta_{32} + \frac{1}{2}(\gamma_{31} + \gamma_{32} + \gamma_{21})\right]\rho_{32} + \mu\Omega(\rho_{33} - \rho_{22}) - \Omega_{21}^*\rho_{32}. \quad (5e)$$

Equations \cite{51,54} conserve the total population, $\rho_{11} + \rho_{22} + \rho_{33} = 1$, i.e., we consider the spontaneous decay to be the only channel of the population relaxation. Dephasing of the $\Lambda$-emitter states is also neglected.

### III. NUMERICAL RESULTS

In our numerical calculations we used the following set of parameters (similar to those in Ref. \cite{22}): $\gamma_{31} \approx 3 \cdot 10^9$ s$^{-1}$, the ratio $\mu = d_{32}/d_{31} = (\gamma_{32}/\gamma_{31})^{1/2}$ is taken to be unity for simplicity. The magnitudes of $\gamma_R$ and $\Delta_L$ depend on the ratio $\lambda/a$. Taking $\lambda \sim 100 \div 200$ nm and $a \sim 10 \div 20$ nm, we obtain the following estimates: $\gamma_R \sim 10^{12}$ s$^{-1}$ and $\Delta_L \sim 10^{13}$ s$^{-1}$. Accordingly, we set $\gamma_R = 100\gamma_{31}$ and $\Delta_L = 1000\gamma_{31}$. In what follows, the spontaneous emission rate $\gamma_{31}$ is used as the unit of all frequency-dimensional quantities, while $\gamma_{31}$ is the time unit.

The remaining two parameters are the doublet splitting $\Delta_{21}$ and the relaxation rate $\gamma_{21}$ within the channel $2 \to 1$. As we show below, both affect the monolayer optical response to a large extent and, therefore, they are considered to be variable quantities. Note, in particular, that in the case of the ladder-like arrangement of energy levels (see for example, Ref. \cite{22}), there are no analogs of the low-frequency coherence $\rho_{21}$ and its relaxation described by the constant $\gamma_{21}$. Here, this relaxation channel provides an additional degree of freedom to tailor the optical response of the monolayer of $\Lambda$-emitters.

First, we address the monolayer optical response for the case when the incident field is in resonance with the transition $1 \leftrightarrow 3$ of an isolated $\Lambda$-emitter: $\Delta_{31} = 0, \Delta_{32} = -\Delta_{21}$. Here, it is worth to notice that the bare resonances $\Delta_{31} = 0$ and $\Delta_{32} = 0$ undergo renormalization (dressing) resulting from the action of the secondary field on a given $\Lambda$-emitter. This field not only shifts the energy levels, but also couples transitions $1 \leftrightarrow 3$ and $2 \leftrightarrow 3$ to each other. As the result, one of the dressed resonances remains approximately around $\Delta_{31} = 0$, while the other one shifts down to $\Delta_{31} \approx \Delta_L$ (see Sec. \[IV\] for more detailed discussion). The monolayer optical response in the vicinity of $\Delta_{31} = \Delta_L$ will be considered as well (Sec. \[IV\]).

The system of equations \cite{2} and \cite{5a,5d} is a system of stiff equations, characterized by several significantly different time scales. In our case, they are $\gamma_{31}^{-1} \gg \gamma_R^{-1} \gg \Delta_L^{-1}$. The doublet splitting $\Delta_{21}$ and the relaxation rate $\gamma_{21}$ bring in two time scales more. To solve the system numerically we use specialised routines for stiff equations.

#### A. Steady-state analysis

To begin with, we consider the steady-state regime, setting to zero all time derivatives in Eqs. \cite{5a,5d}. We
FIG. 2. Steady-state solutions to Eqs. (2) and (5a)–(5f) obtained for the case when the incident field is in resonance with the transition $1 \leftrightarrow 3$ of an isolated Λ-emitter ($\Delta_{31} = 0$) for two values of the relaxation rate $\gamma_{21} = 0.01$ (left plot) and $\gamma_{21} = 0.05$ (right plot) and two values of the doublet splitting $\Delta_{21} = 15$ (upper panels) and $\Delta_{21} = 100$ (lower panels). The ratio $\mu = (\gamma_{32}/\gamma_{31})^{1/2} = 1$. Other parameters are specified in the text. Left panels in each plot display the $|\Omega|$-vs-$|\Omega_0|$ dependence. The solid (dashed) fragments of the curves indicate stable (unstable) parts of the steady-state solutions. Circles in the upper panel (left) indicate those points of the steady-state solution, for which the time-domain behavior of $|\Omega|$ is calculated (see Fig. 5). Arrows on the lower panel (left) show the Rabi magnitudes $|\Omega_0|$ of the incident field, for which the time-domain behavior of $|\Omega|$ is calculated for the initial condition $\rho_{11}(0) = 1$ (see Fig. 6). The character of a solution (stable, unstable) was unraveled from the analysis of Lyapunov’s exponents $\Lambda_k$ ($k = 1, 2, \ldots, 8$). The maximum value of the real part of $\Lambda_k$, $\text{Max}_k\{\text{Re}[\Lambda_k]\}$, as a function of $|\Omega|$, are depicted in the right panels. All quantities are given in units of the radiation rate $\gamma_{31}$.

use the analytical method developed in our recent paper [22] to solve these steady-state equations. The results, calculated for two values of the doublet splitting $\Delta_{21}$ and two relaxation rates $\gamma_{21}$, are presented in Fig. 2.

As is seen from Fig. 2, the Rabi magnitude $|\Omega|$ of the mean field can have several solutions (up to five for $\gamma_{21} = 0.05$ and $\Delta_{21} = 15$) for a given value of the Rabi magnitude $|\Omega_0|$ of the incident field. To explore the stability of different solutions, we used the standard Lyapunov’s exponents analysis [41, 42], calculating the eigenvalues $\Lambda_k$ ($k = 1 \ldots 8$) of the Jacobian matrix of the right hand side of Eqs. (5a)–(5f) as a function of $|\Omega|$. The Lyapunov’s exponent $\Lambda_k$ with the maximal real part, $\text{Max}_k\{\text{Re}[\Lambda_k]\}$, determines the character of a given steady-state solution: if $\text{Max}_k\{\text{Re}[\Lambda_k]\} \leq 0$ the solution is stable and unstable otherwise. The values of $\text{Max}_k\{\text{Re}[\Lambda_k]\}$ are plotted in the right part of each panel in Fig. 2.

We point out a very important feature of the steady-state characteristics: not only branches with the negative slope are unstable, which is always the case, but those with the positive slopes as well. Quite remarkably also, both the lower and upper branches are only partially stable. In particular, for $\Delta_{21} = 100$, the steady-state curve is almost completely unstable within the considered range of Rabi magnitudes $|\Omega_0|$. The character of instabilities of different branches of the steady-state solutions is discussed in the next section.

B. Bifurcation diagram

The bifurcation diagram is a powerful tool to explore possible scenarios of a dynamical system behavior [40, 41, 43, 46]. The diagram represents the system dynamics qualitatively as a function of some controlling (bifurcation) parameter. In our case, the most natural bifurcation parameter is the Rabi magnitude $|\Omega_0|$ of the incident field, while the Rabi magnitude of the mean field $|\Omega|$ is one of the possible measurable outputs. Below, we describe briefly an efficient procedure of constructing the bifurcation diagram, which was proposed in Ref. [22].

For each value of $|\Omega_0|$ and appropriate sets of initial conditions, Eqs. (5a)–(5f) are integrated until all transients vanish and the system reaches an attractor. Then the dynamics is analysed in the following way: all the extrema of $|\Omega(t)|$ are obtained over a sufficiently long time interval $T$. All the extremal values of $|\Omega(t)|$ are plotted...
FIG. 3. Top: the overall bifurcation diagram (extrema of the Rabi magnitude $|\Omega(t)|$ of the mean field as a function of the Rabi magnitude $|\Omega_0|$ of the incident field calculated for the case when the incident field is in resonance with the transition $1 \leftrightarrow 3$ of an isolated $\Lambda$-emitters ($\Delta_{31} = 0$) setting the doublet splitting $\Delta_{21} = 15$, the relaxation rate $\gamma_{21} = 0.01$, and the ratio $\mu = (\gamma_{32}/\gamma_{31})^{1/2} = 1$. Other parameters are specified in the text. The steady-state (double S-shaped) solution is given for reference. Bottom: the blow-up of the dark regions of the bifurcation diagram with nontrivial dynamics. All quantities are given in units of the radiation rate $\gamma_{31}$.

as points for the current value of the Rabi magnitude $|\Omega_0|$, forming the bifurcation diagram. The distribution of the extrema provides qualitative information on possible types of the system dynamics. For example, if the dynamics converges to a stable fixed point, all the extrema collapse onto a single point given by the corresponding stable steady-state solution. If the system is on a periodic orbit, all the extrema collapse onto a finite set of points separated by gaps. Quasiperiodic motion would appear as vertical bars separated by gaps, while chaos would manifest itself as a continuous vertical line. For more detail, see Ref. [22].

Figures 3 and 4 show the bifurcation diagrams, calculated as described above, for the case when the incident field is tuned into the resonance $1 \leftrightarrow 3$ ($\Delta_{31} = 0, \Delta_{32} = -\Delta_{21}$) of the isolated $\Lambda$-emitter. The data presented in Fig. 3 are obtained for the doublet splitting $\Delta_{21} = 15$, while those in Fig. 4 – for $\Delta_{21} = 100$. The relaxation constant $\gamma_{21} = 0.01$ in both cases. The double-S-shaped steady-state characteristics (solid black and dashed red curves), which are taken from Fig. 2 are given here for reference. Upper panels in both figures display the overall bifurcation diagram, while the lower ones show blow ups of the dense features in the diagrams.

The trivial part of the bifurcation diagrams coincides with the stable part of the corresponding steady-state curves (stable fixed points). However, there are also parts of the bifurcation diagrams which reveal nontrivial dynamics. On the one hand, there are sets of thin lines of points separated by gaps corresponding to some periodic orbits (limit cycles). On the other hand, there are dense features formed by vertical very dense lines of points, suggesting that the extrema of the mean-field Rabi magnitude $|\Omega(t)|$ are randomly distributed, so that the signal might be of the chaotic nature. Thus, for all values of the Rabi magnitude $|\Omega_0|$ of the incident field, the system dynamics manifests various types of attractors. We address their properties in more details below (see Sec. III C).

Figures 3 and 4 show that the system undergoes multiple bifurcations. Consider, for example, the vicinity of $|\Omega_0| \approx 20$ in Fig. 3 and assume that the system is initially at the lower stable branch of the steady state (fixed point). As $|\Omega_0|$ increases the system would follow the lower branch until it looses stability at some value of $|\Omega_0|$ and a stable limit cycle is born. This scenario is known as a supercritical Andronov-Hopf bifurcation. If the field is swept back, the system stays at the limit cycle
attractor, until it disappears, converting back to the stable fixed point, which resembles a subcritical Andronov-Hopf bifurcation. Note that the two changes of system dynamics occur at different values of $|\Omega_0|$, so the bifurcation diagram demonstrates hysteresis.

The next bifurcation is about $|\Omega_0| \approx 160$ (left side of the dense feature), where on sweeping up $|\Omega_0|$, a limit cycle converts into a chaotic trajectory, thus resembling a subcritical Andronov-Hopf bifurcation. The system remains on the chaotic attractor if $|\Omega_0|$ is increased slowly enough until (about $|\Omega_0| \approx 210$) the chaotic attractor disappears and the system collapses onto a stable fixed point (the upper stable branch of the stationary solution).

Here, it is helpful to mention that the chaos found may turn out to be of transient nature, in the sense that, if the system is let to evolve for sufficiently long time, it will finally be attracted to one of the stable steady-state points. Such events can be seen in the blow-up shown in the lower panel of Fig. 2. The white gaps in the feature correspond to solutions that converged during the calculation time towards the stable steady-state solution. However, the time required in order that transients are over is hardly predictable. Besides, this time seems to be very sensitive to initial conditions and the integration method, which is a typical feature of a transient chaos (see Refs. 53, 55 and references therein).

C. Dynamics

In this section, we present a variety of nontrivial attractors which the system achieves in its evolution. When solving Eqs. (5a)–(5f), two types of initial conditions were considered: first, when the system initially is in the ground state ($\rho_{11}(0)=1$, all other density matrix elements are equal to zero), and second, when the system starts from a given point of the steady-state solution. Here, it is worthwhile to note that if the system is exactly in a steady state, it remains there forever. However, due to the finite precision of the initial state itself, the system is, in fact, in a very small vicinity of the exact steady state. Therefore, it is either attracted back to the initial state (if the latter is a stable fixed point) or drifts away from it otherwise.

The results of numerical calculations are presented in Fig. 5 (for the doublet splitting $\Delta_{21}=15$) and Fig. 6 (for $\Delta_{21}=100$). Shown in the left plot of Fig. 5 are: time-domain behavior of the mean-field magnitude $|\Omega(t)|$ (left panels), the Fourier spectrum $\sum_{i} f_{i} \exp(i\omega_{i}t\Omega(t)dt)$ (middle panels) and two-dimensional phase-space map $(\text{Re}[\Omega], \text{Im}[\Omega])$ of the attractor (right panels) for four points on the steady-state characteristics chosen as the initial conditions (shown by thick dots in Fig. 2 upper panel): a) - ($|\Omega_0|=50, |\Omega|=0.0923$), b) - ($|\Omega_0|=100, |\Omega|=1.5213$), c) - ($|\Omega_0|=150, |\Omega|=2.3637$), and d) - ($|\Omega_0|=180, |\Omega|=2.9251$). We observe that for the points a) - c) the system evolves towards limit cycles, which has its confirmation in the equidistant character of the attractor’s Fourier spectrum and in closedness of the attractor’s trajectory. Oppositely, for the point d), residing within the black feature of the bifurcation diagram, the attractor resembles a chaotic motion: its Fourier spectrum is of a quasi-continuous nature and the trajectory densely covers a finite area in the phase space.

The right plot in Fig. 5 shows the results of calculations performed for the case when the system resides initially in the ground state, $\rho_{11}(0)=1$, for the same set of the incident field magnitude $|\Omega_0|$ as in the left plot: a) - $|\Omega_0|=50$, b) - $|\Omega_0|=100$, c) - $|\Omega_0|=150$, and d) - $|\Omega_0|=180$. In first two cases, a) and b), the system’s attractors appear to be insensitive to the initial conditions, whereas for the rest, c) and d), the system ends up on the upper stable branch of the steady-state characteristics. Sensitivity to the initial conditions is an inherent property of dynamical systems and is commonly considered as one of the possible ways to encode information.

Figure 6 shows the results of numerical calculations of the mean-field dynamics performed for the doublet splitting $\Delta_{21}=100$ and the ground-state initial conditions: $\rho_{\alpha\beta}(0) = \delta_{\alpha1}\delta_{\beta1}$. The panels are ordered in the same way as in Fig. 5 (left plot). Three values of the Rabi magnitude $|\Omega_0|$ of the incident field were considered (shown by arrows in Fig. 6 left plot, lower panel): a) - $|\Omega_0|=100$, b) - $|\Omega_0|=200$, c) - $|\Omega_0|=301.4$.

As is seen from Fig. 6 for $|\Omega_0|=100$ and $|\Omega_0|=200$, the system, during its evolution, is attracted to limit cycles, whereas for $|\Omega_0|=301.4$, the attractor is rather a chaotic orbit. Choosing the initial conditions on the steady-state curve (for the same values of $|\Omega_0|$) changes only a little the character of attractors in this case (not shown).

D. Qualitative reasoning

As was shown above, the monolayer optical response demonstrates a variety of fascinating properties: multistability, self-oscillations, and chaos. The origin of such a behavior is derived from the secondary field produced by the emitters place of a given one, which depends on the current state of the latter. This provides a positive feedback resulting finally in instabilities. On neglecting the secondary field, all above mentioned features disappear.

To specify our reasoning, consider Eqs. (5a) and (5f). Substituting therein the expression (2) for the mean-field Rabi amplitude $\Omega$, we get

\[
\dot{\rho}_{31} = -i\Delta_{31} + \Gamma_{31} - (\gamma_R - i\Delta_L)(Z_{31} - \mu\rho_{31}) \rho_{31} + \mu(\gamma_R - i\Delta_L)(Z_{31} - \mu\rho_{21})\rho_{31} + \Omega_0(Z_{31} - \mu\rho_{21})
\]
FIG. 5. Left plot - Time-domain behavior of the Rabi magnitude $|\Omega|$ of the mean field (left panels), the Fourier spectrum $\int_0^T \exp(i\omega t)|\Omega(t)| dt$ (middle panels), and the two-dimensional phase-space map $(\text{Re}[\Omega], \text{Im}[\Omega])$ of the attractor (right panels) obtained by solving Eqs. (6a)–(6b) for the doublet splitting $\Delta_{31} = 15$. The ratio $\mu = (\gamma_{32}/\gamma_{31})^{1/2} = 1$. Other parameters are specified in the text. Four points on the steady-state characteristics were considered as the initial conditions: a) $- (|\Omega_0| = 50, |\Omega| = 0.0923)$, b) $- (|\Omega_0| = 100, |\Omega| = 1.5213)$, c) $- (|\Omega_0| = 150, |\Omega| = 2.3637)$, and d) $- (|\Omega_0| = 180, |\Omega| = 2.9251)$. Right plot - Time-domain behavior of the Rabi magnitude $|\Omega|$ of the mean field calculated for the ground state as the initial condition, $\rho_{31}(0) = 1$, at the same values of Rabi magnitude $|\Omega_0|$ of the incident field as in the left plot: a) $- (|\Omega_0| = 50, b)$ $- (|\Omega_0| = 100, c)$ $- (|\Omega_0| = 150, and d)$ $- (|\Omega_0| = 180$. The inserts blow up the details of the Fourier spectrum. All frequency-dependent quantities are given in units of the radiation rate $\gamma_{31}$, while time is in units of $\gamma_{31}^{-1}$.

$$\dot{\rho}_{32} = - \left[ i\Delta_{32} + \Gamma_{32} \right. - \mu (\gamma_R - i\Delta_L) (\mu Z_{32} - \rho_{31}^*) \left. \right] \rho_{32} + (\gamma_R - i\Delta_L) (\mu Z_{32} - \rho_{21}) \rho_{31} + \Omega_0 (\mu Z_{32} - \rho_{21}^*),$$

(6b)

where we denoted $\Gamma_{31} = \frac{1}{2}(\gamma_{31} + \gamma_{32})$, $\Gamma_{32} = \frac{1}{2}(\gamma_{31} + \gamma_{32} + \gamma_{21})$, $Z_{31} = \rho_{33} - \rho_{11}$, and $Z_{32} = \rho_{33} - \rho_{22}$. Equations (6a) and (6b) are nothing else than those describing two coupled nonlinear oscillators driven by two incident forces. An important peculiarity of this system is that all oscillator’s characteristics (frequencies, relaxation rates, coupling strengths, and driving forth amplitudes) depend on the current state of a given $\Lambda$-emitter. The latter originates direct from the secondary field acting on the $\Lambda$-emitter on the part of the others (these do not appear in analogous equations for an isolated emitter). The principal consequence of this action is twofold: it results, first, in a renormalization of the transition frequencies, that is $\omega_{31} \rightarrow \omega_{31} + \Delta_{L} Z_{31} + \mu \text{Im}[(\gamma_R - i\Delta_L)\rho_{21}]$ and $\omega_{32} \rightarrow \omega_{32} + \mu^2 \Delta_{L} Z_{21} + \mu \text{Im}[(\gamma_R - i\Delta_L)\rho_{21}^*]$ for transitions $1 \leftrightarrow 3$ and $2 \leftrightarrow 3$, respectively, and, second, in an additional damping of the corresponding transitions described by $-\gamma_R Z_{31} + \mu \text{Re}[(\gamma_R - i\Delta_L)\rho_{21}]$ and $-\mu^2 \gamma_R Z_{32} + \mu \text{Re}[(\gamma_R - i\Delta_L)\rho_{21}^*]$. We stress again that both renormalizations depend on the current state of the emitter, thus having a dynamic nature.

Before the incident field is switched on, $Z_{31}(0) = -1$, whereas $Z_{32}(0) = \rho_{21}(0) = 0$, the latter is because the states $|2\rangle$ and $|3\rangle$ are not populated. Accordingly, only the transition $1 \leftrightarrow 3$ experiences the above mentioned renormalization, while the others do not. So the starting conditions are: the actual detuning away from the resonance with the transition $1 \leftrightarrow 3$ and the relaxation rate of the latter acquire values $\Delta_{31} - \Delta_L$ and $(1/2)(\gamma_{31} + \gamma_{32}) + \gamma_R$, respectively. As $\Delta_L \gg \Delta_{31}$ and $\gamma_R \gg (1/2)(\gamma_{31} + \gamma_{32})$, namely $\Delta_L$ and $\gamma_R$ determine the resonance detuning and the relaxation rate of the $1 \leftrightarrow 3$ transition at the initial instant. All other resonance detunings and decay rates remain unchanged.

The second terms in the right-hand sides of Eqs. (6a) and (6b) couple the oscillators to each other through the
secondary field: $\rho_{31}$ to $\rho_{32}$ with the coupling strengths $(\gamma_R - i\Delta_L)(Z_{31} - \mu \rho_{21})$ and $\rho_{32}$ to $\rho_{31}$ with the strength $(\gamma_R - i\Delta_L)(\mu Z_{32} - \rho_{21}^* )$. Initially, the oscillators are decoupled because $Z_{32}(0) = \rho_{32}(0) = \rho_{21}(0) = 0$. However, they do couple as soon as the upper doublet state $|2\rangle$ is populated, which occurs immediately after population of the emitter’s higher state $|3\rangle$ and subsequent decay to the upper state $|2\rangle$ of the doublet. Interconnection of the transitions $2 \leftrightarrow 1$ and $3 \leftrightarrow 2$ results in an additional dynamic coupling-driven renormalization of the transition frequencies and relaxation rates. In what follows, we will refer to the whole secondary-field-driven renormalization of $\Lambda$-emitter’s states/transitions as to dressing of $\Lambda$-emitter.

We believe that a complicated interplay of the underlined dynamic dressing effects, changing the resonance conditions and subsequent population redistribution among levels drive finally the system to being unstable.

IV. REFLECTANCE

In our analysis of the monolayer optical response we used as an output the Rabi amplitude $\Omega$ of the mean field. In experiment, however, the reflected or transmitted field is commonly measured. These two are determined by the far-zone part of $\Omega$ and are given by the following expressions:

$$\Omega_{\text{refl}} = \gamma_R (\rho_{31} + \mu \rho_{32} ) .$$  \hfill (7a)

$$\Omega_{\text{tr}} = \Omega_0 + \gamma_R (\rho_{31} + \mu \rho_{32} ) .$$  \hfill (7b)

The reflectance $R$ and transmittance $T$ (reflection and transmission coefficients of the light flow, respectively) are then defined as

$$R = \left| \frac{\Omega_{\text{refl}}}{\Omega_0} \right|^2 , \quad T = \left| \frac{\Omega_{\text{tr}}}{\Omega_0} \right|^2 .$$  \hfill (8)

A. Steady-state

Look first at the linear regime of excitation ($|\Omega_0| \ll 1$) and restrict ourselves to analyzing the steady-state reflectance. At $|\Omega_0| \ll 1$, the major contribution to $\Omega_{\text{refl}}$ comes from $\rho_{31}$ which is given by

$$\rho_{31} = - \frac{\Omega_0}{i(\Delta_{31} - \Delta_L) + \frac{1}{2}(\gamma_{31} + \gamma_{32}) + \gamma_R } .$$  \hfill (9)

Substituting Eq. (9) into Eq. (8), for the reflectance $R$ we get

$$R = \frac{\gamma_R^2}{(\Delta_{31} - \Delta_L)^2 + \left[ \frac{1}{2}(\gamma_{31} + \gamma_{32}) + \gamma_R \right]^2} .$$  \hfill (10)
FIG. 7. Intensity dependence of the steady-state reflectance $R$ calculated for the detuning $\Delta_{31}$ in the vicinity of $\Delta_{31} = \Delta_L$ for two values of the relaxation rate $\gamma_{21} = 0.01$ (left plot) and $\gamma_{21} = 0.05$ (right plot) and two values of the doublet splitting $\Delta_{21} = 15$ (upper panels) and $\Delta_{21} = 100$ (lower panels). The values of $\Delta_{31}$ considered are shown in the plots. The ratio $\mu = (\gamma_{32}/\gamma_{31})^{1/2} = 1$. Other parameters are specified in the text. The solid (dotted) fragments of the curves indicate their stable (unstable) parts. All frequency-dimension quantities are given in units of the radiation rate $\gamma_{31}$, while $|\Omega_0|^2$ is in units of $\gamma_{31}^2$.

From this expression, it follows that for the range of detuning $\Delta_{31} \leq 100$ used in our calculations so far, the reflectance $R \approx (\gamma_R/\Delta_L)^2 \ll 1$, because $\Delta_L \gg \Delta_{31}, \gamma_R, \gamma_{31} + \gamma_{32}$ for the parameters of our model. Nevertheless, all features of the mean field ($\Omega$) found in Sec. [III] will translate into the reflected field ($\Omega_{\text{refl}}$) and thus can be observed in the reflection geometry.

By contrast, in the vicinity of the renormalized by the near field resonance, $\Delta_{31} \sim \Delta_L$ (genuine resonance), the reflectance is close to unity, $R \approx 1$, i.e., in this region of frequencies, the monolayer of $\Lambda$-emitters operates as a perfect reflector.

Now, address the nonlinear regime of reflectance ($|\Omega_0| \gg 1$) in the vicinity of $\Delta_{31} \sim \Delta_L$, where the linear reflectance is high. Figure 7 shows the results of numerical calculations of the intensity-dependent reflectance, $R$ vs-$|\Omega_0|^2$, for two values of the relaxation rate $\gamma_{21} = 0.01$ (left plot) and $\gamma_{21} = 0.05$ (right plot) and two values of the doublet splitting $\Delta_{21} = 15$ (upper panels) and $\Delta_{21} = 100$ (lower panels). From this figure, one observes that, for the selected values of the detuning $\Delta_{31}$, $R$-$|\Omega_0|^2$ behavior is non-monotonous, can be multivalued and unstable (dashed parts of curves). Moreover, some of solutions are unstable in the whole range of intensities considered, like, for example, those for $\Delta_{31} = 1000$. One more feature of the nonlinear reflectance is that the $R$-$|\Omega_0|^2$ dependence is mostly double-peaked and, what is surprising, the peaks match up the total reflection, $R \approx 1$, i.e., on increasing the intensity of the incident field, the system falls twice in resonance with the latter.

In spite of the fact that we are now in the truly nonlinear regime, the problem in part can be handled in-depth. Solving formally Eqs. (5d) and (5e) together with Eq. (2) in the steady-state regime $\dot{\rho}_{31}(t) = \dot{\rho}_{31}(t) = 0$, we can find $\rho_{31} + \mu\rho_{32}$ which determine the Rabi amplitude $\Omega_{\text{refl}}$ of the reflected field, Eq. (7a), and after that the reflectance $R$. The result reads
can be qualitatively explained as follows. First, keep in mind that the incident and secondary fields, being in resonance with each other, have exactly opposite phases, in such a way interfering destructively. Next, both field will interfere out completely, giving the null transmitted field \( |\Omega_t| = 0 \) when their amplitudes are equal to each other \( (|\Omega_0| = \gamma_R|\rho_{31} + \mu \rho_{32}|) \). This condition for \( \gamma_R = 100 \) is fulfilled for both \( R \) peaks.

In the case of \( \Delta_{31} = 1200 \) (Fig. 8, right plot) the trajectory of Re[\( \kappa_+ \)] does not cross \( \Delta_{31} \)-line, resulting in only one peak in reflection. As Re[\( \kappa_+ \)] \( \neq \Delta_{31} \), the incident and secondary fields are not exactly in anti-phase and thus cannot completely compensate each other. Consequently, the peak value of \( R \) is visibly smaller than unity (see Fig. 7, upper-left plot).

We do not show the results for \( R \) in the vicinity of the second root \( \kappa_- \) because reflectance is low there.

### B. Time-domain

As was found in the preceding section, within some range of the incident field intensity \( |\Omega_0|^2 \), which depends on the detuning \( \Delta_{31} \), the reflectance \( R \) is unstable (see Fig. 7). Surprisingly, the instability may develop at rel-

---

**FIG. 8.** Intensity dependence of zeros \( \kappa_{\pm} \) of the denominator in Eq. (11) (solid curves) calculated for two values of the detuning \( \Delta_{31} \): left plot - \( \Delta_{31} = 1125 \), right plot - \( \Delta_{31} = 1200 \). Dashed curves show the reflectance \( R \) scaled to the plot (given for reference). Horizontal thin lines denote \( \Delta_{31} \)-level. Parameters of the doublet are: \( \Delta_{21} = 15, \gamma_{21} = 0.01 \). The ratio \( \mu = (\gamma_{32}/\gamma_{31})^{1/2} = 1 \). Other parameters are specified in the text. All frequency-dimension quantities are given in units of \( \gamma_{31} \), while \( |\Omega_0|^2 \) is in units of \( \gamma_{31}^2 \).

\[
R = \gamma_R^2 \left| \frac{\mu(i\Delta_{31} + \Gamma_{31})(\mu Z_{32} - \rho_{31}^*\gamma_{32}) + (i\Delta_{32} + \Gamma_{32})(Z_{31} - \mu \rho_{21})}{(i\Delta_{31} + \Gamma_{31})(i\Delta_{32} + \Gamma_{32}) - (\gamma_R - i\Delta_L)\mu(i\Delta_{31} + \Gamma_{31})(\mu Z_{32} - \rho_{21}) + (i\Delta_{32} + \Gamma_{32})(Z_{31} - \mu \rho_{21})} \right|^2. \tag{11}
\]
FIG. 9. Time-domain behavior of the reflectance \( R \) (left panels), the Fourier spectrum \(| \int_0^T \exp i \omega t \Omega_{\text{refl}}(t) dt |\) (middle panels) and the two-dimensional phase-space map \((\text{Re}[\Omega_{\text{refl}}], \text{Im}[\Omega_{\text{refl}}])\) of the attractor (right panels) obtained by solving Eqs. (5a)–(5f) for the detuning \( \Delta_{31} = 1000 \) with the ground-state initial condition, \( \rho_{11}(0) = 1 \), and setting the Rabi magnitude of the incident field \( |\Omega_0| = 1 \). The other parameters are: a) \(- \Delta_{21} = 15, \gamma_{21} = 0.01\); b) \(- \Delta_{21} = 100, \gamma_{21} = 0.01\); c) \(- \Delta_{21} = 15, \gamma_{21} = 0.05\); d) \(- \Delta_{21} = 100, \gamma_{21} = 0.05\). The inserts blow up the details of dynamics. All frequency-dependent quantities are given in units of the radiation rate \( \gamma_{31} \), while time is in units of \( \gamma_{31}^{-1} \).

![Graphs showing time-domain behavior, Fourier spectrum, and phase-space map of reflectance with different parameters.](image)

At relatively low values of \(|\Omega_0|^2 \lesssim 1\), as it takes place, in particular, for \( \Delta_{31} = 1000 \).

To uncover the character of instabilities, we performed time-domain calculations of the reflectance \( R \) within the unstable region, basically interesting in the system behavior at \(|\Omega_0|^2 \sim 1\). The typical results are shown in Fig. 9. The set of parameters used in calculations are specified in the figure caption.

As observed from Fig. 9, the only type of attractors, exhibiting by the system in the range of \(|\Omega_0|^2 \sim 1\), is self-oscillations, which is derived from the equidistant character of the Fourier spectrum \(| \int_0^T \exp i \omega t \Omega_{\text{refl}}(t) dt |\) (middle panels) and closedness of the two-dimensional phase-space map \((\text{Re}[\Omega_{\text{refl}}], \text{Im}[\Omega_{\text{refl}}])\) of the attractor.

It is worth to noting that the Fourier spectrum of self-oscillations contains components residing in THz domain (see panels b) and d) in Fig. 9). Thus, in this regime, the system represents a source of coherent THz radiation.

V. SUMMARY

We have conducted a theoretical study of the optical response of a quantum metasurface comprising regularly spaced \(\Lambda\)-emitters subjected to a CW quasi-resonant excitation. The (secondary) field, acting on an emitter on the part of the others, has been taken into account within the framework of the mean-field approximation. This field, being dependent on the emitter current state, plays the role of a positive feedback. An exact method of solving the nonlinear steady-state problem has been put forward to unravel the multi-valued character of the system’s optical response. Using the Lyapunov’s exponential analysis, we have found windows of stability and instability of different branches of the monolayer optical response.

Furthermore, the bifurcation diagram of the response has been put forward in order to get a general insight...
into possible scenarios of the system motion. Different types of bifurcations, such as supercritical and subcritical Andronov-Hopf, limit cycle–chaos bifurcations, has been found.

The monolayer optical response has turned out to manifest very different dynamics under a CW excitation: periodic self-oscillations and chaotic behavior. Herewith, the frequency of self-oscillations has turned out to depend on the incident field magnitude and, for the set of parameters used, has fall into the THz domain. The instabilities found originate from the complicated interplay of the secondary field–driven dynamic dressing of the emitter’s transitions and population redistribution among the dressed states.

Within the frequency range around the collective (excitonic) resonance, the monolayer has been found to almost totally reflect the incident field, thus acting as a perfect mirror. On the top of it, the monolayer’s reflectance can be abruptly switched from a low to high level and back by a small variation of the driving field magnitude, implying bistability and hysteresis. Note that an atomically thin layer of MoSe$_2$ manifests similar behavior [56, 57]. Likewise, quantum metasurfaces of arrays of atoms trapped in optical lattices [58] also exhibit high reflectance. So our system is a representative of one more class of nanoscale objects of such a type. Importantly, however, the advantage of metasurfaces comprising, in particular, SQDs as quantum emitters, infers from possibility of controlling properties of the SQD-based metasurfaces by the geometry and materials of the nanostructure.

The results obtained suggest various practical applications of metasurfaces of quantum Λ-emitters as being a nanometer-thin bistable mirror, a tunable generator of coherent THz radiation (in self-oscillation regime), and an optical noise generator (in chaotic regime). The intrinsic sensitivity of the optical response to the initial conditions in the chaotic regime could be of interest for information encryption [59]. All these findings make the considered system a promising candidate for all-optical information processing and computing.
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