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Abstract

Background: Observational post-marketing assessment studies often involve evaluating the effect of a rare treatment on a time-to-event outcome, through the estimation of a marginal hazard ratio. Propensity score (PS) methods are the most used methods to estimate marginal effect of an exposure in observational studies. However there is paucity of data concerning their performance in a context of low prevalence of exposure.

Methods: We conducted an extensive series of Monte Carlo simulations to examine the performance of the two preferred PS methods, known as PS-matching and PS-weighting to estimate marginal hazard ratios, through various scenarios.

Results: We found that both PS-weighting and PS-matching could be biased when estimating the marginal effect of rare exposure. The less biased results were obtained with estimators of average treatment effect in the treated population (ATT), in comparison with estimators of average treatment effect in the overall population (ATE). Among ATT estimators, PS-weighting using ATT weights outperformed PS-matching. These results are illustrated using a real observational study.

Conclusions: When clinical objectives are focused on the treated population, applied researchers are encouraged to estimate ATT with PS-weighting for studying the relative effect of a rare treatment on time-to-event outcomes.
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Background

Post-marketing assessment of the risk and the benefit of a drug in real-world setting frequently relies on observational studies (such as prospective cohorts), comparing treated and untreated subjects on a time-to-event outcome. Effect of the drug exposure is then evaluated through the estimation of a hazard ratio [1–4].

By nature, observational studies may end up with an imbalance of baseline characteristics between exposed and unexposed subjects. If some of these characteristics are also associated with the outcome of interest, we are confronted with confounding factors, and the crude analysis of the treatment effect will be biased [5, 6].

Among the methods used to account for confounding factors in observational studies, propensity score (PS) analysis has been increasingly used [7]. PS analysis was developed to take into account the problem of confounding in observational studies [8], inducing baseline balance of measured confounding factors between groups of exposed and unexposed subjects. PS analysis works with two successive steps [9, 10]. The first step corresponds to the estimation of the probability of exposure conditional on baseline confounding factors. In the second step, these conditional probability estimates are used for the estimation of treatment effect. Several methods have previously been described and extensively compared [11–16]: adjustment on PS [8, 12], stratification on PS [11, 17], matching on PS [8, 14, 18], and PS-weighting estimation [15, 19]. Using empirical case studies and Monte Carlo simulations.
Carlo simulations, several authors recently showed that PS-matching and PS-weighting more effectively reduced the imbalance between exposed and unexposed subjects in baseline covariates than the two other methods [11, 20], and should be the two preferred methods for the estimation of a marginal hazard ratio [16].

Unlike traditional regression analysis (i.e. incorporating exposure and confounding factors in the same regression model) which provides conditional estimation of the treatment effect, PS-weighting and PS-matching provide marginal estimation. While conditional effects denote an average effect for a specific strata defined by the vector of covariates included in the model, marginal effects denote an effect at the population level. The marginal estimation is similar to the causal estimation provided by a proper randomized clinical trial [10]. Furthermore, PS analysis outperforms conditional analysis when many confounding factors are taken into account: in this situation, conditional analysis may encounter convergence problems [21], particularly when the number of events of interest is small.

Several authors have discussed the use of PS analysis in some extreme situations such as small sample size [22] or rare outcome of interest [23–25]. But the use of PS analysis is also challenging in the case of rare exposure. This situation could frequently be encountered in pharmacoepidemiologic observational studies, particularly when study design does not require a high prevalence of exposure (for example, studies performed on electronic healthcare data, databases constituted with a nonspecific objective or analyzed for a different purpose than initially defined, evaluation of newly marketed drugs [26]). In this setting, the first step of PS analysis (i.e. conditional probability of treatment estimation) can be problematic, due to separation issues with the logistic model used for PS estimation, unless a large sample size is available. Although some recommendations encourage the use of alternative methods like disease risk score (DRS) in this setting [27, 28], to our knowledge, no study specifically assessed the effect of infrequent exposure on PS analysis. Even among the recent literature comparing DRS and PS based methods [29, 30], no article has explored the infrequent exposure setting.

Therefore, our objective was to evaluate the performance of PS-matching and PS-weighting to estimate the marginal hazard ratio associated with a rare exposure. They consisted in:

1. randomly generating independent datasets with several settings defined by exposure prevalence, covariates effect on exposure allocation and on outcome of interest, number of covariates, censoring rate, and exposure effect on outcome of interest (section ‘Data-generating process’);
2. applying each analytical method to analyze representative samples of each data set (section ‘Statistical analyses in simulated data sets’);
3. computing several criteria to evaluate and comparing the performance of each method (section ‘Performance criteria’).

**Definitions**

In a cohort of $N$ subjects, let $E$ be an indicator variable denoting exposure status ($E = 1$ for exposed subjects, $E = 0$ otherwise), $Y$ be an indicator variable of the event of interest ($Y = 1$ if subject has experimented the event, $Y = 0$ otherwise), and $t$ the observed follow-up time. Let $B$ and $C$ be two baseline covariates, the first one being binary and the second one continuous. Finally, let $U$ represent an unmeasured latent general health baseline variable.

**Data-generating process**

We used a data-generating process derived from Havercroft et al., who provide an algorithm to generate data from a desired marginal structural model for survival outcome with time-dependent confounding on exposure causal effect [31]. In our simulation process, only baseline confounding was generated.

The key aspect of the algorithm proposed by Havercroft et al. is the use of an unmeasured uniformly distributed variable $U \sim U(0,1)$ which represents a latent ‘general health’ process. A value of $U$ close to 0 indicates poor health, and $U$ close to 1 indicates good health.

First, for each subject, we randomly generate three normally distributed covariates $(X_B, X_C, X_U)$ from the following multivariate normal distribution:

$$X = [X_B, X_C, X_U] \sim N(0, \Sigma)$$

Variables $B$, $C$ and $U$ are then computed by applying the following transformations to $X_B, X_C$ and $X_U$:

$$B = \begin{cases} 1 & \text{if } X_B > 0 \\ 0 & \text{if } X_B \leq 0 \end{cases},$$

$$C = X_C,$$

and

$$U = P(X_U < x)$$

(the cumulative distribution function of $X_U$).

By construction, $B$ follows a Bernoulli distribution $\text{B}(0.5)$, $C$ follows a normal distribution $\mathcal{N}(0, \sigma_C)$, and $U$ follows a uniform distribution $\mathcal{U}(0, 1)$. $B$, $C$, $U$ are related
to each other through covariance parameters $\sigma_{U,B}$, $\sigma_{U,C}$ and $\sigma_{B,C}$.

The exposure allocation $E$ is drawn from a Bernoulli distribution $E \sim B(p_z)$, where

$$p_z = \logit^{-1}(\delta_0 + \delta_B + \delta_C).$$

(1)

$\delta_0$ is the intercept, selected so that the prevalence of exposed subjects in the simulated sample is fixed at a desired proportion $p$, and $\delta_B$ and $\delta_C$ are the regression coefficients of this exposure allocation logistic model. For each targeted prevalence, we used an iterative process to determine the value of $\delta_0$ that induced the desired prevalence $p$:

1. We simulated 100,000 subjects, and computed the individual probabilities of exposure with Eq. 1. The average of these individual probabilities is the theoretical prevalence of exposure, $p^*$, in the sample.

2. Minimizing $(p^* - p)^2$ (with the R function optim) allows us to obtain the parameter $\delta_0$ that induced desired prevalence of exposure $p$.

3. This process was repeated 1,000 times and values of $\delta_0$ were averaged to increase precision of the estimation.

An event time $T$ with exponential distribution is generated from $U$ as follows:

$$T = \frac{-\log(U)}{\lambda \exp(\gamma E)},$$

(2)

where $\lambda$ is a constant baseline hazard function, and $\gamma$ is the marginal effect of $E$ on event time (i.e. $\gamma = \log(HR)$). Censoring time $T_c$ is drawn from a uniform distribution $U(0, c)$ where $c$ is chosen to achieve a desired censoring rate $r_c$ in the simulated sample. Finally, the observed time-to-event outcome is obtained with the following decision rule:

$$Y = 1, t = T \text{ if } T \leq T_c$$

$$Y = 0, t = T_c \text{ if } T > T_c$$

Applied for $N$ subjects, this algorithm generates a sample corresponding to the directed acyclic graph represented on Fig. 1. The key mechanism by which the algorithm generates confounding in the estimation of the marginal exposure effect is the way in which the exposure $E$ and the time $t$ to event outcome $Y$ depends (directly or indirectly) both on $U$. The relationship between $U$ and $Y$ is straightforward, as $U$ is used to generate event times $T$ (Eq. 2). The relationship between $U$ and $E$ is mediated by the two other covariates $B$ and $C$, which are ‘natively’ correlated with $U$ (through parameters $\sigma_{U,B}$ and $\sigma_{U,C}$), and then used to calculate the probability of exposure allocation (Eq. 1). There is confounding due to $U$ being a common ancestor of $E$ and $Y$. $B$ and $C$ are sufficient to adjust for confounding, because $E$ is independent of $U$ given $B$ and $C$.

In all simulations, the following parameters were fixed:

- $N = 10,000$
- $\lambda = 0.1$
- $\sigma_B^2 = \sigma_C^2 = 1$

We allowed the following parameters to vary across simulations:

- the prevalence of exposure: $p \in \{1\%, 2\%, 5\%, 10\\%\}$
- the strength of the correlation between covariates $B$ and $C$: $\sigma_{B,C} \in \{0, 0.1, 0.3, 0.5\}$ (no, weak, moderate, or strong correlation);
- the strength of the association between covariates and $U$: $\sigma_{U,B} = \sigma_{U,C} \in \{0, 0.1, 0.3, 0.5\}$ (no, weak, moderate, or strong association);
- the strength of the association between covariates and exposure allocation:
  $\exp(\delta_B) = \exp(\delta_C) \in \{1, 1.2, 1.5, 2\}$ (no, weak, moderate, or strong association);
- the strength of the marginal association between exposure and outcome: $HR = \exp(\gamma) \in \{1, 1.2, 1.5, 2\}$ (no, weak, moderate, or strong association);
- the censoring rate: $rc \in \{20\%, 50\%, 80\%\}$

For the intelligibility of the description of the data-generating process, only two covariates ($B$ and $C$) were previously described. In order to study the impact of the number of confounding factors, two additional covariates, $B'$ and $C'$, were generated in some scenarios, according to the same process. In these scenarios, $B'$ is binary, $C'$ is continuous, and $B$, $B'$, $C$, $C'$, and $U$ are related to each other through covariance parameters $\sigma_{U,B} = \sigma_{U,B'}, \sigma_{U,C} = \sigma_{U,C'}, \sigma_{B,C} = \sigma_{B',C'}$ and $\sigma_{B,B'} = \sigma_{C,C'} = 0$. These two additional covariates are represented in gray on Fig. 1.
detailed document that encapsulates the data-generating process and all of the simulation scenarios in one place is included in the supplemental material (Additional file 1).

Statistical analyses in simulated data sets
First, in each simulated cohort, random representative samples of increasing size were selected. When studying a rare exposure and limited sample sizes, it is not uncommon to have no event $Y$ in the exposed group. These samples could not be analysed. Dropping all samples with no events in the exposed group would lead to over-represent samples with enough events, and would therefore break the simulation settings when studying small sample sizes. To prevent this situation, samples were not selected according to fixed sample sizes, but according to fixed numbers of events $y$ in the exposed group. More precisely, in each simulated cohort, we selected the first set of subjects among which there were $y$ events in the exposed group, with $y$ varying from 2 to 200, with increment of 2. This allows having enough events in all analysed samples, while ensuring the selection of representative samples of the underlying cohort.

Then, each representative sample was analyzed with the following statistical methods.

Propensity score (PS) analysis with PS-weighting
First, individual PS (i.e. individual probability of being exposed given baseline covariates) was estimated with the following logistic model:

$$PS = \logit^{-1} \left( \delta_0 + \delta_B B + \delta_C C \right)$$  (3)

The propensity score of each patient was estimated from the predicted probability of treatment given his/her covariates.

Then, we applied the Cox proportional hazards model given by the following equation:

$$\lambda(t) = \lambda_0(t) \exp(\hat{\gamma} E)$$  (4)

with each subject weighted using the propensity score, and robust standard error estimator [32].

The PS related literature differentiates between the average treatment effect in the entire eligible population (ATE) and the average treatment effect in treated subjects (ATT) [33]. Indeed, two types of weights could be used depending on the desired estimate, as follow:

$$W_{ATE} = \frac{E}{PS} + \frac{1-E}{1-PS}$$

$$W_{ATT} = E + \frac{PS(1-E)}{1-PS}$$

With ATE weights, we considered stabilized weights [34, 35] by multiplying previous (un-stabilized) weights by $E\hat{p} + (1-E)(1-\hat{p})$ (where $\hat{p}$ is the overall probability of being exposed, i.e. the prevalence of exposure estimated in the selected sample).

Propensity score (PS) analysis with PS-matching
First, individual PS were estimated with Eq. 3. Then, we used greedy nearest-neighbour 1:1 matching within specified caliper widths to form pairs of exposed and unexposed subjects matched on the logit of the propensity score, without replacement. We used calipers of width equal to 0.2 of the standard deviation of the logit of the propensity score as this caliper width has been found to perform well in a wide variety of settings [36].

Once matching was completed, we used an univariate Cox proportional hazards regression model with exposure as the only variable to estimate ATT. We used robust estimate of the standard error of the regression coefficient that accounted for the clustering within matched sets [32].

Performance criteria
We performed 5000 simulations per scenario. Results were assessed in terms of the following:

- Bias of the exposure effect estimation: $E(\hat{\gamma} - \gamma)$.
- Root mean squared error (RMSE) of the exposure effect estimation, defined as: $\sqrt{E((\hat{\gamma} - \gamma)^2)}$.
- Variability ratio of the exposure effect, defined as: $\frac{1}{\text{RMSE}} \sum_{i=1}^{5000} E(SE(\hat{\gamma}_i))$, where $SE(\hat{\gamma}_i)$ is the estimated standard error of exposure effect $\hat{\gamma}$ in the simulation $i$. A ratio > 1 (or < 1) suggests that standard errors overestimate (or underestimate) the variability of the estimate of exposure effect [25, 37].
- Coverage: proportion of times $\gamma$ is enclosed in the 95% confidence interval of $\gamma$ estimated from the model.

The mean sample size $n$ were also computed for each scenario.

The data-generating algorithm used in this simulation study allows to generate data with a desired level of ATE. But PS-matching and PS-weighting using ATT weights methods do not provide the same type of estimation (ATT). For these two methods in each evaluated scenario, performance metrics were estimated relative to the corresponding theoretical ATT hazard ratios.

In case of null treatment effect, the true marginal effect is null and do not vary over the sample. Theoretical ATE and ATT are equal: $HR = \exp(\gamma) = 1$. In case of non-null treatment effect, theoretical ATT were computed as followed:

- Using the parameters of the select scenario, we simulated a cohort of 100,000 subjects. Whatever the ‘real’ exposure status simulated, we generated two potential event times for each subject: first assuming
that the subject was unexposed and then assuming that the subject was exposed to the treatment.

- In the sample regrouping each subject twice (once with the outcome under treatment, and once with the outcome with no treatment), we fitted a Cox model using only subjects who were “really” exposed. The obtained coefficient corresponded to the ATT of the population.
- We repeated this process 1,000 times and averaged the values to increase the precision of this estimation.

**Software**

All simulations and analyses were performed using R software version 3.1.1 (R Foundation for Statistical Computing, Vienna, Austria). Critical parts (in terms of performances, mostly data sets generation procedure) of the simulation program were coded using C++, and integrated into R code with the help of Rcpp package [38].

**Results**

Results were displayed using a reference configuration: prevalence of exposure \( p = 5 \% \), moderate association between confounding factors and outcome \( \sigma_{U,B} = \sigma_{U,C} = 0.3 \), moderate association between confounding factors and exposure \( \exp(\delta_B) = \exp(\delta_C) = 1.5 \), no marginal association between exposure and outcome \( \exp(y) = HR = 1 \), two independent confounding factors (one binary, one continuous, \( \sigma_{B,C} = 0 \)), and a censoring rate \( r_c \) of 50% . Then, the effects of change of each of the simulation parameters (compared to the value used in the reference configuration) were reported. More precisely, when the value of a parameter is changed, all other parameters are fixed to the value used in the reference configuration.

The strength of confounding was defined in four classes:

- No confounding: \( \sigma_{U,B} = \sigma_{U,C} = 0 \) and \( \exp(\delta_B) = \exp(\delta_C) = 1 \)
- Weak confounding: \( \sigma_{U,B} = \sigma_{U,C} = 0.1 \) and \( \exp(\delta_B) = \exp(\delta_C) = 1.2 \)
- Moderate confounding: \( \sigma_{U,B} = \sigma_{U,C} = 0.3 \) and \( \exp(\delta_B) = \exp(\delta_C) = 1.5 \)
- Strong confounding: \( \sigma_{U,B} = \sigma_{U,C} = 0.5 \) and \( \exp(\delta_B) = \exp(\delta_C) = 2 \)

To make the comparison across the different scenarios possible, table and figures of this section report the mean sample size \( n \).

**Results for the reference configuration**

Results for the reference configuration previously defined are presented in Table 1.

When \( y = 20 \) (20 events in the exposed group, approximatively 700 analyzed subjects overall), PS-weighting using ATE weights (PSW-ATE) and PS-matching were the most biased methods, followed by PS-weighting using ATT weights (PSW-ATT), and the latter was the only method having coverage below the nominal level. Bias and coverage deteriorated when sample size decreased (\( y = 10 \), approximatively 350 analyzed subjects overall), particularly for PSW-ATE. When sample size increased (\( y = 30 \), approximatively 1100 subjects overall), PSW-ATE and PS-matching showed very similar results, and PSW-ATT was still the best method according to bias and coverage performance parameters.

Variability ratios suggested that standard errors underestimate the variability of the exposure effect estimate for methods PSW-ATE and PS-matching when the sample size was low. Variability ratios increased with the sample size, and became clearly larger than 1 for PSW-ATT method (meaning that standard errors tend to be overestimated). The lowest RMSE were observed with the PSW-ATT method.

Table 2 reports the distribution of ATE and ATT weights according to exposure status. Despite the use of stabilized

| Method       | \( y \) | \( n \) | Bias  | V ratio | RMSE  | 1-coverage | % match |
|--------------|--------|--------|-------|---------|-------|------------|---------|
| PSW-ATE      | 10     | 364    | 0.056 | 0.914   | 0.406 | 0.091      |         |
|              | 20     | 728    | 0.028 | 0.982   | 0.271 | 0.065      |         |
|              | 30     | 1092   | 0.018 | 1.009   | 0.216 | 0.057      |         |
| PSW-ATT      | 10     | 364    | 0.026 | 0.983   | 0.321 | 0.060      |         |
|              | 20     | 728    | 0.013 | 1.019   | 0.222 | 0.047      |         |
|              | 30     | 1092   | 0.008 | 1.031   | 0.180 | 0.046      |         |
| PS-matching  | 10     | 364    | 0.051 | 0.925   | 0.473 | 0.062      | 99.0    |
|              | 20     | 728    | 0.026 | 0.964   | 0.316 | 0.056      | 99.5    |
|              | 30     | 1092   | 0.017 | 0.990   | 0.250 | 0.053      | 99.7    |

Bias, variability ratio, RMSE, and 1-coverage according to analytical method, number of events in the exposed group \( y \), and mean analyzed sample size \( n \), for one scenario \( (p = 5 \%, \sigma_{U,B} = \sigma_{U,C} = 0.3, \sigma_{B,C} = 0, \exp(\delta_B) = \exp(\delta_C) = 1.5, HR = 1, 2 \text{ confounding factors, censoring rate } r_c = 50 \% ) \). The mean percentage of matched exposed subjects is reported for the PS-matching method.
weights, ATE (but not ATT) weights could reach extreme values in the exposed population.

**Effect of the prevalence of exposure**

Figure 2 shows that bias decreased when sample size and/or prevalence increased. Bias decreased more slowly for PSW-ATE than for PSW-ATT. At lower prevalences of exposure (1 and 2%), PS-matching encountered severe convergence issues, which explained the appearance of the corresponding bias curve. At this level of prevalence, neither PSW-ATE nor PSW-ATT had satisfactory coverage properties unless a

**Table 2** Distribution of ATE and ATT weights for the reference configuration

| y | E | ATE Weights | ATT Weights |
|---|---|-------------|-------------|
|   |   | Mean Var Min Max | Mean Var Min Max |
| 10 | 0 | 1.000 0.001 0.887 3.596 | 0.052 0.001 0.000 2.940 |
|   | 1 | 0.995 0.383 0.064 17.072 | 1.000 0.000 1.000 1.000 |
| 20 | 0 | 1.000 0.001 0.922 2.305 | 0.052 0.001 0.000 1.436 |
|   | 1 | 0.999 0.296 0.064 10.461 | 1.000 0.000 1.000 1.000 |
| 30 | 0 | 1.000 0.001 0.932 1.727 | 0.052 0.001 0.001 0.848 |
|   | 1 | 0.999 0.265 0.109 10.465 | 1.000 0.000 1.000 1.000 |

Mean, variance, minimum and maximum ATE and ATT weights according to type of weights, number of events in the exposed group y and exposure status E for one scenario (p = 5%, \( \sigma_{UB} = \sigma_{UC} = 0.3, \sigma_{EB} = 0, \exp(\delta_B) = \exp(\delta_C) = 1.5, HR = 1, 2 \) confounding factors, censoring rate \( t_c = 50% \))

**Fig. 2** Effect of exposure prevalence. Bias of exposure effect, variability ratio, 1 - coverage and RMSE according to prevalence p of exposure and mean sample size, for one continuous and one dichotomous confounder, \( \sigma_{UB} = \sigma_{UC} = 0.3, \sigma_{EB} = 0, \exp(\delta_B) = \exp(\delta_C) = 1.5, t_c = 50% \) and \( HR = 1 \), with weighting by inverse of PS using ATE and ATT weights and PS-matching.
large sample size was analyzed (Fig. 2), the worst method being the use of ATE weights. Standard errors were underestimated at lower levels of prevalence and/or sample size, and became slightly overestimated for PSW-ATT method when prevalence and sample size increased. PSW-ATT method had the lowest RMSE levels. When prevalence was 10 %, bias, coverage and variability ratio were satisfactory for all methods.

**Effect of the marginal effect of exposure on outcome event**

Influence of theoretical HR is illustrated on Fig. 3. In these scenarios, theoretical values of ATT hazard ratio (used to evaluate the performance of PS-matching and PSW-ATT methods) were 1, 1.471 and 1.935, for theoretical values of ATE hazard ratio of 1, 1.5 and 2 respectively.

All results were mostly unchanged with varying effect of exposure. PSW-ATT was both the less biased method and had the lowest RMSE levels.

**Effect of the strength of confounding**

Results are illustrated on Fig. 4. In terms of bias, increasing the strength of confounding had a favorable impact on PSW-ATT and PS-matching methods. In contrast, with PSW-ATE method, bias increased with the strength of confounding.

At strong level of confounding, standard errors were overestimated when using PSW-ATT. Consequently, coverage probabilities were greater than the nominal coverage probability, but PSW-ATT remained the most performant method in terms of RMSE.

**Effect of the number of confounding factors**

Results are illustrated on Fig. 5. The number of confounding factors had an important impact on the bias found with PSW-ATE method, in contrast to the one found with methods estimating ATT. Increasing the number of confounders increased the variability ratio of PSW-ATT method, which consequently seemed too conservative. Conversely, coverage properties of PSW-ATE method

---

**Fig. 3** Effect of theoretical hazard ratio. Bias of exposure effect, variability ratio, 1 - coverage and RMSEw according to theoretical exposure effect (HR) and mean sample size, for one continuous and one dichotomous confounder, $\sigma_{UR} = \sigma_{UC} = 0.3, \sigma_{BC} = 0, \exp(\delta_B) = \exp(\delta_C) = 1.5, \tau_c = 50\%$ and $p = 5\%$, with weighting by inverse of PS using ATE and ATT weights and PS-matching.
deteriorated with the transition from two to four confounders. Again, the method with the lowest RMSE values was PSW-ATT, whatever the number of confounding factors.

**Effect of the censoring rate**

Results are illustrated on Fig. 6. Bias increased with increasing censoring rate for all methods. At the lower level of censoring ($r_c = 20\%$), PSW-matching method was less biased than PSW-ATE method. The opposite was observed at the highest level of censoring. Bias found with PSW-ATT method never exceeded the bias found with PSW-ATE method.

Again, coverage properties and RMSE levels were more satisfactory with PSW-ATT than with PSW-ATE method.

**Effect of the correlation between covariates B and C**

Results are illustrated on Fig. 7. Whatever the method, the overall effect of the correlation level between confounding factors was modest.

Real observational dataset illustration

To illustrate these results, we applied the PS methods described above in an already published real observational study [39]. The objective of this study was to compare the occurrence of death, non-fatal myocardial infarction, and congestive heart failure in patients with diabetes, according to the use of thiazolidinedione (TZD), in the REACH (REduction of Atherothrombosis for Continued Health) Registry, an international prospective cohort of patients with either established atherosclerotic arterial disease or at risk for atherothrombosis [40–43]. Patients were enrolled in 44 countries between December 2003 and December 2004. In each country, the protocol was submitted to the institutional review boards according to local requirements, and signed informed consent was obtained for all patients.

From the REACH Registry, we selected 28,332 patients with type 2 diabetes and available data on TZD use. This population (mean age 68 years, standard deviation 9.6 years, 61% of male) has been previously described, and
Fig. 5 Effect of the number of confounders. Bias of exposure effect, variability ratio, 1 - coverage and RMSE according to number of confounders (2 or 4 confounders) and mean sample size, for $\sigma_{UL} = \sigma_{UC} = 0.3$, $\sigma_{BL} = 0$, $\exp(\delta_B) = \exp(\delta_C) = 1.5$, $HR = 1$, $r_c = 50\%$ and $p = 5\%$, with weighting by inverse of PS using ATE and ATT weights and PS-matching

is composed of 4997 TZD users at baseline (prevalence of exposure 17\%).

The list of co-variables used to calculate the propensity score was the same as in the original publication, and included age, geographic region of enrolment, height, body mass index, smoking status, atrial fibrillation/flutter, history of congestive heart failure, treated hypertension, use of lipid-lowering agents, anti-platelet agents, oral anti-coagulants, non-steroidal anti-inflammatory agents, diuretics, cardiovascular agents, peripheral arterial claudication medications, insulin, and use of other anti-diabetic agents. Before the use of PS methods, some known risk factors of cardiovascular events were imbalanced between TZD users and non-users, according to their absolute standardized differences (ASD) (Fig. 8). Compared to the ASD observed in the previous simulations (data not shown), some variables had ASD comparable to the ‘weak’ confounding condition (like continuous ‘age’ or binary ‘Atrial fibrillation’ variables), but also comparable to the ‘moderate’ (like continuous ‘BMI’ or binary ‘Insulin’ variables), or ‘strong’ confounding condition (like the multimodal ‘region’ variable). After application of the estimated propensity score to the entire dataset, all variables including those not used in the PS estimation (like formal education and employment) were correctly balanced between TZD users and non-users.

In this application, all event types were regrouped into the same composite outcome (time to the occurrence of the first event). An event occurred in 12\% of subjects. TZD effect was estimated with PS-matching and PS weighting approaches. None of these methods found a significant effect of TZD. No treatment effect heterogeneity was detected (test for homogeneity of the TZD effect across deciles of the PS, $p$-value $= 0.5425$).

We then 1) randomly dropped some TZD users to create a new dataset with a pre-specified lower prevalence of exposure 2) applied the three PS-based methods to a representative sample of this new dataset. This two-step process was repeated 2,000 times for prevalences ranging from 17\% (real) down to 5\% and increasing sample
sizes (selected according to the number of events in the exposed group, like in our simulations). We chose to limit the exploration of the real observational dataset to prevalence of exposure higher than 5%, because event rate was only 12% in the REACH cohort, and the number of events in the exposed group is then limited. Bias (relatively to the TZD effect estimated by each method applied in the entire cohort) was averaged and drawn on Fig. 9.

As demonstrated in the simulation study, we observed that ATE estimations were severely biased compared to TZD effect estimated in the full dataset, particularly for the smallest prevalences, even if a large sample size was analyzed. In contrast, ATT estimations through PS-weighting analysis using ATE weights were uniformly less biased, whatever the prevalence and the sample size used. In this application, results observed with PS-matching and PSW-ATT methods seemed superimposed, but this is due to the extremely poor performances of PSW-ATE method, and bias was actually higher with PS-matching than with PSW-ATT.

**Discussion**

The present simulation study shows that in case of rare exposure, PS-weighting or PS-matching can be biased for estimating the marginal hazard ratio of an exposure. This result was particularly clearcut with PS-weighting analysis using ATE weights, even if stabilized weights were used across all analyses. All methods were converging to their theoretical value with increasing sample size and/or prevalence, but the use of ATE weights and PS-matching needed more subjects than the use of ATT weights. This result leads to limiting the use of PS analysis in case of rare exposure if a sufficient number of subjects is not available, and to favour PS-weighting method using ATT weights when the number of subjects is limited.

Nevertheless, ATT estimation is not consistent with the study objectives in all cases. Small prevalence of exposure could be encountered in two main situations. First, a drug on the market for a long time, and actually little prescribed: in this situation, estimating ATE may not be of great interest, and estimating ATT makes more
clinical sense. Second, a newly marketed drug, that is not intended to remain uncommon: this situation is a subject of special attention from the health authorities, and early assessment of the drug effect if the entire population was exposed would be of great interest to public health policy. Our simulation results stress the importance of looking for methods less influenced by exposure prevalence.

The concerns with ATE estimation in case of rare exposure were sustained by our real dataset illustration. The number of potential confounders taken into account were high, and some variables had absolute standardized differences comparable to the ‘moderate’ and ‘strong’ confounding conditions of the simulations. We assumed from the former simulation results that the high degree of bias observed with PSW-ATE method in the REACH study is due to the strength of confounding and the number of confounders present in the database, which had a large impact on ATE estimates. Hence, results observed in the REACH study were consistent with the simulation results.

Pirracchio et al. [22] concluded from their simulation study that ‘even in case of small study samples or low prevalence of treatment, both propensity score matching and inverse probability of treatment weighting can yield unbiased estimations of treatment effect’. However this study explored more specifically the context of small sample size (ranging from 1000 down to 40) rather than low prevalence of exposure (ranging from 50 % down to 20 %). While some conventions exist on the definition of a rare disease [44], there is, to our knowledge, no such definition of a rare exposure. Nevertheless, we felt that a 1:4 exposure ratio represented a quite common exposure, and more extreme situations could be encountered in observational studies, for example those focusing on a newly marketed medications or when many therapeutic strategies are available. To the best of our knowledge, the present study is the first to focus on the performance of PS-based methods in the context of a rare exposure (10 % down to 1 %) and small sample sizes. This explains that,
unlike Pirracchio et al., we conclude that PS-based methods could lead to rather biased estimates when prevalence is low, particularly when estimating average treatment effect in the whole population.

Without focusing specifically on rare exposure issue, Austin et al. have compared the performance of different propensity score methods for estimating absolute effects [45] and relative effects [16] of treatments on survival outcomes. In these two simulation studies, low prevalences of exposure were also simulated. The authors did not observe any major performance issue using PS-weighting or PS-matching when proportion of treated subjects was fixed to 10% or 5%. For the estimation of absolute effects, they reported that PS-matching tended to decrease bias compared with PS-weighting approaches. However, all methods compared in this article were applied on simulated cohorts of 10,000 subjects. With fewer subjects, we observed that 1) all methods could be biased, 2) PS-weighting using ATT weights outperformed PS-matching for the estimation of ATT, and 3) PS-weighting using ATE methods.
weights was the method which performance deteriorates most with the decrease of exposure prevalence.

The context of rare exposure is also addressed by authors interested in ‘the prognostic analogue of the propensity score’, a.k.a. disease risk score (DRS) [29, 46, 47]. Actually, Effective Health Care Program recommends the use of disease risk score instead of propensity score when the exposure is infrequent [27, 28], but without defining when an exposure should be considered as infrequent. No study has compared propensity and disease risk score methods for the estimation of an exposure effect in the context of rare exposure. Arbogast et al. [29] compared the performance of disease risk score, propensity score and traditional multivariable regression to evaluate a treatment effect on a Poisson outcome, but prevalence of exposure was fixed to 10 %, and computations were based on the analysis of samples consisting of 10,000 subjects. The authors concluded that all methods performed well when there was an adequate number of events per covariates. Our simulation results also suggest that all PS-based methods are unbiased at this level of prevalence when a large sample size is analyzed. Wyss and colleagues [30] compared PS and DRS matching, and concluded that the use of DRS yielded to match more exposed subjects than the use of PS, and this improved the precision of the effect estimate. However, the prevalence of exposure was fixed to 30 % in all the scenarios considered. Intuitively, this advantage of DRS should be less apparent in case of lower prevalence of exposure. Among the scenarios and sample sizes explored in the present article, the percentages of matched exposed subjects were high (Q25 = 99.7 %, Q50 = 99.8 %, Q75 = 99.9 %). Thus, further investigation is needed to assess if DRS really performs better than PS in the context of rare exposure, especially as the relative performance of the different DRS-based methods for estimating ATE and ATT are today a research area [27].

In the setting of rare exposure, we found that application of PS-based methods could provide biased estimates unless a large sample size was available. PS method being a two-step estimator, the appropriateness of the estimation in the second step relies on correct modelling of the probability of exposure during the first step, which could be problematic in case of infrequent exposure, due to separation issues. Of note, alternative strategies than logistic regression have been proposed to estimate individual probability of exposure [48], but we found no information about how they would be affected by a rare exposure issue.
All PS methods rely on the validity of estimates of individual exposure probability, and thus on the validity of the logistic regression fitted for these estimations. A classical rule when fitting a logistic model is to have an adequate number of outcomes per predictor (at least five or ten outcomes per predictor [49, 50]). This explains why we chose to limit the number of confounding factors in our simulations: in case of small prevalence of exposure, the number of exposed subjects, and therefore the number of variables that could be included in the logistic model, is limited. The bias observed in some of our simulations could not be explained by an inadequate number of exposed subjects per co-variables in all cases: even with only two confounding factors, bias was still present with a sample size of 500 subjects and an exposure prevalence of 5% (and thus 25 exposed subjects on average) or 10% (50 exposed subjects on average). Therefore, the previously mentioned ‘rule of thumb’ fails to provide sufficiently accurate estimates of individual exposure probability, particularly when estimating ATE with PS-weighting method.

Other reasons might explain that the ATT estimates were more reliable that ATE estimates in the context of rare exposure. First, ATT estimates apply to a much more homogenous population, so less confounding might be involved. Another reason might be that strong confounding and limited overlap between treatment groups leads to a violation of the positivity assumption. We observed that ATE (but not ATT) weighting can yield extreme weights in the exposed population, as well as biased and highly variable estimates.

One of the strengths of this study is the use of an algorithm which directly generates data with desired marginal HR and confounding on exposure causal effect. Indeed, several simulations studies evaluating the performance of PS methods to estimate marginal HR used a conditional model to link the outcome with the exposure and (time-dependent or not) confounding factors, even though the measures used to estimate exposure effect on outcome are sometimes non-collapsible [51, 52] (i.e. conditional and marginal treatment effects will not coincide). Two more approximate strategies are typically used to deal with this issue: the use of a high number of simulations to determine the value of the conditional hazard ratio that induced the desired marginal hazard ratio [16]; or the post-hoc verification that conditional and marginal treatment effects are in the same range [53]. Another solution is to use a collapsible estimate of exposure effect, like risk differences [15], but this type of estimator is less used to report the effect of an exposure in real studies. Nevertheless, even if we did not use a conditional model to generate simulated datasets, a rather similar issue remains in this article: our algorithm simulates a desired hazard ratio in the entire cohort (ATE), but not a desired hazard ratio in the treated population (ATT). Thus, a possible explanation for the discrepancies between methods estimating ATE and ATT is that they are compared to different theoretical values of the treatment effect. However, this issue was minimized in this study 1) by choosing a null treatment effect in the majority of the reported scenarios (in this case, ATE and ATT are both null), and 2) by estimating the theoretical ATT as precisely as possible with a large number of simulations of potential outcomes in other cases. Moreover, if this estimation of theoretical ATT was not sufficiently accurate, this would probably disadvantage methods estimating ATT, which reinforce the findings of this study.

**Conclusions**

In conclusion, this simulation study showed that in case of rare exposure, marginal treatment effect estimation through propensity score analysis can be severely biased, in particular when focusing on average treatment effect in the entire eligible population (ATE). When clinical objectives are focused on the treated population, PS-weighting using ATT weights should be the preferred estimator of the treatment effect. Further work in this area is needed to provide improved analytical strategies for the estimation of the marginal treatment effect in the context of an observational study with a rare exposure.
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