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Results on the contact process with dynamic edges or under renewals*
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Abstract

We analyze variants of the contact process that are built by modifying the percolative structure given by the graphical construction and develop a robust renormalization argument for proving extinction in such models. With this method, we obtain results on the phase diagram of two models: the Contact Process on Dynamic Edges introduced by Linker and Remenik and a generalization of the Renewal Contact Process introduced by Fontes, Marchetti, Mountford and Vares.
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1 Introduction

The contact process was introduced by Harris [14] as a Markov process that models contact interactions on a lattice and has become one of the most studied interacting particle systems ever since. It may alternatively be defined in terms of a percolative structure usually referred to as a *graphical representation* [15]. In the classical setting, this is done with the aid of infinitely many independent Poisson point processes (PPP) which are suitably assigned to the sites and to the edges of the lattice. Using the common
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interpretation of the contact process as a model for an infection, the Poisson marks represent the space-time location where either a transmission across an edge takes place or where a site is cured. Apart from providing an appealing interpretation and allowing for a construction of the contact process, the graphical representation is also an important tool in the study of the process (and more generally, in other classes of interacting particle systems). Notably, the proof by Bezuidenhout and Grimmett [3] of the result that the critical contact process dies out makes fundamental use of it.

By replacing the PPPs in the graphical representation by other types of point processes, one is led to natural generalizations of the contact process. That is the case for the Contact Process on Dynamic Edges (CPDE) [22] and the Renewal Contact Process (RCP) [8–11]. Even though the Markov property and other useful features like the FKG inequality may no longer hold, the usual questions regarding survival or extinction still make good sense and remain interesting from various aspects, including the percolative perspective itself.

In this paper, we call a Generalized Contact Process (GCP) any process that is obtained from a percolative structure of recovery and transmission marks in the same way as the contact process, but where the distribution of these marks is given by some other point process. Our contributions in the study of these processes are twofold. First, by extending ideas from the existing literature and inspired by the above mentioned works (especially [10, 11]), we propose a quite robust renormalization approach for the study of survival or extinction for the GCP. Then we specialize to two types of GCP (the aforementioned CPDE and variants of the aforementioned RCP), and prove some results concerning their phase diagram. We expect that our methods may be applicable in greater generality, as for example, to allow the study of extinction for contact processes in random environments with space-time correlations.

We now provide a more detailed definition for the models under consideration and present our main results.

**Generalized Contact Process.** Let $\mathcal{N}_x$ and $\mathcal{N}_{x,y}$ be point processes on the line, indexed by the sites $x \in \mathbb{Z}^d$ and by the pairs of nearest neighbors $x, y \in \mathbb{Z}^d$ respectively. Given an initial configuration $\xi_0 \in \{0, 1\}^{\mathbb{Z}^d}$ we define a process $(\xi_t)_{t \geq 0}$ taking values in $\{0, 1\}^{\mathbb{Z}^d}$ where $\xi_t(x) = 1$ (resp. $\xi_t(x) = 0$) is interpreted as $x$ being infected (resp. healthy) at time $t$. From the initial configuration the process evolves in time, with the marks in $\mathcal{N}_x$ and $\mathcal{N}_{x,y}$ playing the roles of the instants of time when $x$ may get cured, and when the infection may be transmitted across the edge $xy$ respectively. More precisely, if $x, y \in \mathbb{Z}^d$ and $s < t$, we define a path $\gamma$ from $(x, s)$ to $(y, t)$ as a càdlàg function $\gamma : [s, t] \to \mathbb{Z}^d$ that fulfills the following properties:

- it does not contain any cure marks: for every $u \in [s, t]$ \((\gamma(u), u) \notin \mathcal{N}_{\gamma(u)}\);
- its discontinuities have size one and only occur at transmission times: if $\gamma(u) \neq \gamma(u-) \text{ then } \gamma(u) \text{ and } \gamma(u-) \text{ are nearest neighbors in } \mathbb{Z}^d$ and $u \in \mathcal{N}_{\gamma(u), \gamma(u)}$.

The event that there is a path from $(x, s)$ to $(y, t)$ is denoted by $(x, s) \rightarrow (y, t)$. We define $\xi_t(y)$ as

$$
\xi_t(y) = 1 \text{ if and only if we have } (x, 0) \rightarrow (y, t) \text{ for some } x \text{ with } \xi_0(x) = 1.
$$

We may pick a set $A \subset \mathbb{Z}^d$ to be the set of initially infected sites, by taking $\xi_0^A := 1_A$ in which case we write $\xi_t^A$ for the resulting process. Identifying a configuration $\xi \in \{0, 1\}^{\mathbb{Z}^d}$ with its set of infected sites $\{x \in \mathbb{Z}^d : \xi(x) = 1\}$ allows us to write $\xi_t^A = \bigcup_{x \in A} \xi_t^A(x)$, a property known as additivity. For any starting configuration $\Lambda$, we define the extinction time from $A$ as

$$
\tau^A := \inf\{t; \xi_t^A \equiv 0\}.
$$
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We say that the GCP dies out or that extinction occurs if $\tau^{(0)} < \infty$, where $\{0\}$ represents the set containing only the origin. On a vertex-transitive graph, assuming that our point processes are i.i.d., additivity implies that if $\tau^{(0)} < \infty$ a.s. then the same holds for any finite starting set $A$.

In Section 2 we present a reformulation of the renormalization approach used in [11] that can be used for proving extinction for the GCP under certain conditions. This renormalization is applied to the CPDE and the RCP models. In both models, $N_x$ and $N_{x,y}$ are independent renewal processes and to emphasize this we denote them by $R_x$ and $R_{x,y}$. However; we remark that the GCP includes more general point processes.

**Contact Process on Dynamic Edges.** Some of our results concern a model of contact process on a dynamic random environment that was introduced in [22]

The environment is given by a dynamic percolation [28] on the edges of the $Z^d$ lattice. Initially each edge is independently declared open with probability $p$ and closed otherwise. In the environment dynamics, each edge updates its state to open or closed with respective rates $vp$ and $v(1 - p)$. Hence the environment is in equilibrium, given by the product of Bernoulli measures of parameter $p$ and $v > 0$ is the total rate at which edges update.

Conditional on the environment, the contact process evolves as following: infected individuals try to transmit the infection to each of its healthy neighbors at a fixed rate $\lambda$ and heals at rate one. However, any attempt for transmissions is only successful when it is allowed by the environment, i.e. when it is done across an open edge. We write $P_{v,p,\lambda}$ for the joint law of the process and the environment on some suitable probability space.

More details about the model are given in Section 3.

Monotonicity with respect to $\lambda$ allows us to define the critical parameter

$$\lambda_0(v, p) := \inf\{\lambda > 0; P_{v,p,\lambda}(\tau^{(0)} = \infty) > 0\}.$$ 

Let $p_c(d)$ be the critical point for Bernoulli bond percolation on $Z^d$. Our main result is the following:

**Theorem 1.1.** Consider the CPDE on $Z^d$ with $d \geq 2$.

(i) If $p < p_c(d)$, then

$$\lim_{v \downarrow 0} \lambda_0(v, p) = \infty.$$

(ii) If $p > p_c(d)$, then

$$\sup_{v \geq 0} \lambda_0(v, p) < \infty.$$

**Remark 1.2.** Since $p \mapsto \lambda_0(v, p)$ is non-increasing, by monotonicity the second item implies that when $\bar{p} > p_c$

$$\sup_{p \geq \bar{p}, v \geq 0} \lambda_0(v, p) < \infty. \quad (1.1)$$

Theorem 1.1 only mentions dimension $d \geq 2$, since for $d = 1$ we have that (i) is covered in [22] and (ii) is vacuous. Several questions concerning the CPDE were investigated in [22], mostly related to the behavior of the model as a function of the parameters $v, p$ or $\lambda$. The results obtained there hold for any infinite vertex-transitive regular graph, the only exception being Theorem 2.4 which includes item (i) in Theorem 1.1 for the graph $Z$ (with the obvious adaptation that $p_c(1) = 1$). The proof there relies on arguments that are essentially $(1 + 1)$-dimensional and does not seem to extend easily to higher spatial dimensions. However, the authors conjectured that the result should still hold beyond $Z$ and item (i) answers this conjecture affirmatively for $Z^d, d \geq 2$.  
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If $\bar{\lambda}$ stands for the critical parameter of the contact process on the static lattice then a simple coupling shows that $\lambda_0(v, p) \geq \bar{\lambda}$. However, as shown in Corollary 2.8 in [22] there are choices for $v$ and $p$ for which $\lambda_0(v, p) = \infty$. In fact their results imply that if
$$p_1 := \sup\{p > 0; \text{ there is } v > 0 \text{ with } \lambda_0(v, p) = \infty\},$$
then $p_1 \in (0, 1)$ and Theorem 1.1(ii) complements their result with the bound $p_1 \leq p_c$, see Figure 1. A natural question that follows is if these critical points are equal or not. For CPDE on $\mathbb{Z}$ it holds $p_1 < p_c(1) = 1$, but we do not know if strict inequality holds in general. If so, then the phase diagram would be divided into three different regions, with respect to the value of $p$.

![Figure 1: Phase diagram for the behavior of $\lambda_0(v, p)$, complementing Figure 1 in [22]. The immunity region $\mathcal{J}$ in blue is the set of points with $\lambda_0(v, p) = \infty$. It falls below the line $p = p_1$, and the critical value $p_1$ is shown to be at most $p_c$ by Theorem 1.1(ii).](https://www.imstat.org/ejp)

The proof of Theorem 1.1(ii) is based on a one-step renormalization argument, while the proof of Theorem 1.1(i) relies on the multiscale renormalization construction presented in Section 2.

**Renewal Contact Process.** The second model for which we apply the method in Section 2 is a further generalization of the Renewal Contact Process (RCP) that appeared in the series of papers [8–11]. There, the authors consider the GCP in which the transmissions are governed by PPPs of rate $\lambda$ and the cures by renewal processes whose interarrivals have a certain distribution $\nu$. One can define the critical parameter whose value depends on the specific choice of distribution $\nu$ as:
$$\lambda_c(\nu) := \inf\{\lambda > 0; \mathbb{P}(\tau^{(0)} = \infty) > 0\}.$$  
One of the goals for the investigation carried on in [8–11], was to relate the question whether $\lambda_c(\nu)$ is strictly positive to the tail decay of $\nu$.

Analogously, if renewals with interarrival distribution $\mu$ were associated to the transmissions while the cures were given by PPP’s of rate $\delta$, then one could define the critical parameter as
$$\delta_c(\mu) := \inf\{\delta > 0; \mathbb{P}(\tau^{(0)} = \infty) = 0\}.$$  
(1.2)

The critical parameter $\delta_c$ has not been investigated in the series of works [8–11]. The main novelty here is to allow for both the transmissions and the cures to be determined by renewal processes. Their interarrival distributions will be denoted $\mu$ and $\nu$, respectively. Let us denote $\mathbb{P}_{\mu, \nu}$ the law of the resulting GCP on some suitable probability space.

A natural definition for the critical parameter is done by fixing one interarrival distribution while scaling the other. In fact, for any fixed $\delta > 0$ let us define the
distribution \( \nu_s \) on \( \mathbb{R}_+ \) given by \( \nu_s(t, \infty) := \nu(\delta t, \infty) \) for every \( t \geq 0 \). Then, we can define the critical parameter

\[
\delta_c(\mu, \nu) := \inf\{ \delta > 0; \ P_{\mu,\nu}(\tau^{(\delta)} = \infty) = 0 \}.
\] (1.3)

The definition in (1.3) includes the one in (1.2) since \( \delta_c(\mu, \Exp(1)) = \delta_c(\mu) \). However, notice that monotonicity of \( P_{\mu,\nu}(\tau^{(\delta)} = \infty) \) in \( \delta \) is not clear for general \( \nu \). A similar definition, considering scalings for \( \mu \), leads to the definition of \( \lambda_c(\mu, \nu) \). The parameter \( \lambda_c(\nu) \) investigated in [8–11] is the same as \( \lambda_c(\Exp(1), \nu) \).

We investigate the behavior of \( \delta_c(\mu, \nu) \). To emphasize that we are fixing the edge (or transmission) renewal processes and scaling the site (or cure) processes, we adopt the more explicit name Edge Renewal Contact Process (ERCP). Similarly, we write Site Renewal Contact Process (SRCP) in case we are fixing the cure processes. Also, we write ERCP(\( \mu, \nu \)) and SRCP(\( \mu, \nu \)) whenever we want to emphasize the dependence on the fixed distributions.

A first observation is that since we allow for transmissions that are given by general renewal processes, it is not clear in principle whether the infection can spread to infinitely many sites in finite time. In order to avoid such undesirable behavior, we only study \( \delta_c(\mu, \nu) \) for continuous \( \mu \) and \( \nu \). Such choice prevents the coincidence of transmission marks and is enough for our purposes, see Section 4.2 for the details. Another possibility would be the introduction of independent random delays to the transmission processes, using for instance i.i.d. uniform random variables in transmission marks and is enough for our purposes, see Section 4.2 for the details.

The first one is a quantitative control on the renewal marks of a heavy-tailed distribution: we say that \( \mu \) satisfies condition (G) if there exists \( \epsilon_4 > 0 \) and \( t_0 \) such that

\[
P(\mathcal{R} \cap [t, t + t^\epsilon_4] \neq \emptyset) \leq t^{-\epsilon_4} \quad \text{for } t \geq t_0.
\] (G)

Condition (G), which appeared already in [9], can be interpreted as \( \mathcal{R} \) having increasingly large gaps. In [9, Proposition 7] it is shown that (G) holds whenever \( \mu \) satisfies conditions A)-C) defined therein, which we reproduce here:

A) There is \( 1 < M_1 < \infty, \epsilon_1 > 0 \) and \( t_1 > 0 \) such that

\[
\text{for every } t > t_1, \quad \epsilon_1 \int_{[0,t]} s \mu(ds) < t \mu(t, M_1 t).
\]

B) There is \( 1 < M_2 < \infty, \epsilon_2 > 0 \) and \( r_2 > 0 \) such that

\[
\text{for every } r > r_2, \quad \epsilon_2 \mu[M'_2, M'_2 + 1] \leq \mu[M_2, M_2 + 2].
\]

C) There is \( M_3 < \infty, \epsilon_3 > 0 \) such that

\[
\text{for } t \geq M_3, \quad t^{-(1-\epsilon_3)} \leq \mu(t, \infty) \leq t^{-\epsilon_3}.
\]

Condition C) controls the tail decay of \( \mu \), while A) and B) concern its regularity. Thus, [9, Proposition 7] provides a straightforward way to verify if \( \mu \) satisfies (G). In particular, hypothesis (G) holds when \( \mu(t, \infty) = L(t) t^{-\alpha} \) with \( \alpha \in (0, 1) \), where \( L \) is a slowly varying function at infinity.
The second hypothesis on the interarrival distribution is a moment condition that is behind a sufficiently fast decay of correlations for events depending on $R$. In [11, Theorem 1.1] it is proved that a sufficient condition for $\lambda_c(\nu) > 0$ in a SRCP(Exp(1), $\nu$) is the moment condition

$$\int_{-\infty}^{\infty} x \exp\left[\theta \ln x\right]^{1/2} \nu(dx) < \infty \quad \text{for some } \theta > 4 \sqrt{(\ln 2)d}. \quad (M)$$

Condition (M) goes in the opposite direction of (G); it implies that it is hard to find large intervals without renewal marks, see Lemma 4.1(i). It is slightly stronger than finite first moment.

Now, we are ready to state our results about ERCP. Define

$$r_t := \max\{||x||_1 : (0,0) \rightarrow (x,t) \text{ in Richardson($\mu$) model}\}.$$ 

We estimate the speed of infection in Richardson($\mu$) model. This is based on a comparison with a toy model of iterated percolation, see Section 4.2. The estimates in Proposition 1.3 are used as a tool for proving Theorem 1.4, but we believe they are interesting by themselves.

**Proposition 1.3.** Let $d \geq 1$ and $\mu$ be a continuous distribution.

(i) For any $a > 1$ it holds $\lim_{t \to \infty} \frac{r_t}{t^{(\log t)^a}} = 0$, almost surely.

(ii) Suppose $\mu$ satisfies (G). Then, the process $r_t$ has sublinear growth: for every $\rho \in (0, \epsilon_4)$ we have

$$\lim_{t \to \infty} \frac{r_t}{t^{1-\rho}} = 0 \quad \text{almost surely.} \quad (1.4)$$

Our main contribution in the investigation of ERCP is a set of conditions on $\mu$ and $\nu$ under which we can show whether $\delta_c(\mu, \nu)$ is trivial or not. Heuristically, when $\mu$ is a heavy-tailed distribution, Proposition 1.3 shows that the speed of the infection in an environment without cures is slow. Any rate $\delta > 0$ of cure is sufficient for it to die out, as shown in Theorem 1.4(i) below. On the other hand, when $\mu$ and $\nu$ have a fast tail decay one expects a non-trivial phase transition, similar to what is observed in the standard Contact Process.

**Theorem 1.4.** Let $\mu, \nu$ be continuous interarrival distributions and consider a ERCP($\mu, \nu$) in $\mathbb{Z}^d$.

(i) If $d \geq 1$, $\mu$ satisfies A)-C) and $\nu$ satisfies $\int x^n \nu(dx) < \infty$ for all $n \geq 1$, then the ERCP($\mu, \nu_5$) dies out almost surely, for each $\delta > 0$, i.e., $\delta_c(\mu, \nu) = 0$.

(ii) If $d \geq 2$ and $\mu$ has finite first moment then $\delta_c(\mu, \nu) > 0$.

(iii) If $d \geq 1$ and $\mu$ and $\nu$ satisfy (M), then $\mathbb{P}_{\mu, \nu_5} (\tau^{(0)} = \infty) = 0$ for sufficiently large $\delta$, i.e., $\delta_c(\mu, \nu) < \infty$.

**Remark 1.5.** The restriction to $d \geq 2$ in (ii) allows a simpler argument by using at most once the transmission process at each given edge, therefore avoiding the dependencies between various residual times. A suitable extension to $d = 1$ is expected.

**Related works.** Let us now comment on some related works, apart from [8–11] and [22], which were already mentioned. There is a substantial literature on the contact process on static random environments, that is, versions of the contact process in which the recovery and transmission rates may vary spatially, and are sampled from some environment distribution, but the dynamics is still driven by Poisson point processes. Due to this last point, these models are fundamentally different from the ones we consider, but there
are similarities in the line of investigation and the analysis. Klein [17] considers an environment obtained from i.i.d. recovery and transmission rates, and gives a condition on the environment distribution that guarantees almost sure extinction; his method is a multi-scale construction that has similarities to the one we employ. Newman and Volchan [23] consider a one-dimensional recovery environment (and transmissions with constant rate $\lambda$), and give a condition on the environment distribution that guarantees survival regardless of $\lambda$. See also [1,4,12,19].

Summary of the paper. This paper is organized as follows. In Section 2 we develop the renormalization argument for a GCP. Section 3 contains the results for CPDE and Section 4 contains the results for ERCP.

2 Renormalization scheme for generalized contact process

As mentioned in the introduction, in order to prove extinction for GCP we develop a version of the renormalization in [11]. The construction in this section is very close to the one in [11], but is presented here with some details to make it more self-contained and ease applications in different GCP. For instance, Lemmas 2.2 and 2.4 are straightforward adaptations of [11, Lemmas 2.5 and 2.6]. The main differences between the construction here and the one in [11] are:

- The previous construction was developed in the context of Renewal Contact Process and the construction here can be applied to GCP in general.
- Instead of considering a fixed sequence of boxes $B_n = [0,2^n]^d \times [0,h_n]$, now we allow spatial dimensions to grow faster, which can be useful to decouple variations of the Contact Process with space correlations.
- In [11], the renormalization related crossing events on different scales by considering spatial and temporal crossings separately. Here, the same idea is present but we combine these crossings in a single event we call a half-crossing. Moreover, we now introduce the notion of a hierarchy of boxes, reminiscent of the arguments from [25,29]. Whenever one has a half-crossing of a large scale box, the hierarchy encodes the structure of smaller scale boxes that are also half-crossed. This provides an alternative way of using this renormalization to prove extinction of the infection, and we apply it to CPDE in Section 3.1.

The choice of scales depends on some parameters that need to be tuned in order for the argument to work. This tuning depends on the specific point processes we choose for the model.

2.1 Main events

We begin recalling the definition of a general space-time crossing.

Definition 2.1 (Crossing). Given space-time regions $C, D, H \subset \mathbb{Z}^d \times \mathbb{R}$ we say there is a crossing from $C$ to $D$ in $H$ if there is a path $\gamma : [s, t] \to \mathbb{Z}^d$ such that $\gamma(s) \in C, \gamma(t) \in D$ and for every $u \in [s, t]$ we have $(\gamma(u), u) \in H$.

Given $a = (a_1, \ldots, a_d)$, and $b = (b_1, \ldots, b_d)$ with $a_i < b_i$ for every $i$, let $[a, b] = \prod_{i=1}^d [a_i, b_i]$ and consider the space-time box $B := [a, b] \times [s, t]$ whose projection into the spatial coordinates is $[a, b]$. For each $1 \leq j \leq d$ we denote by

$$
\partial_j^- B := \{(x, u) \in B; \ x_j = a_j\} \quad \text{and} \quad \partial_j^+ B := \{(x, u) \in B; \ x_j = b_j\}
$$

the face of $B$ that is perpendicular to direction $j$. The hyperplane $\{(x, u) \in \mathbb{Z}^d \times \mathbb{R}; \ x_j = \frac{a_j + b_j}{2}\}$ divides $B$ into two half-boxes, $B_j^-$ and $B_j^+$, that contain faces $\partial_j^- B$ and $\partial_j^+ B$, respectively.
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For some fixed direction \( j \in \{1, \ldots, d\} \) we define \( S_j(B) \) as the event that there is a crossing from \( \partial_{j}^{-}B \) to \( \partial_{j}^{+}B \) in \( B \), i.e., there is a crossing connecting the opposite faces of \( B \) that are perpendicular to direction \( j \).

Spatial half-crossing. For some fixed direction \( j \in \{1, \ldots, d\} \), we define the events \( \tilde{S}_{j,+}(B) := S_j(B_{j}^{+}) \) and \( \tilde{S}_{j,-}(B) := S_j(B_{j}^{-}) \), in which we have a spatial crossing in \( B \) of a half-box connecting the opposite faces of direction \( j \). To ease notation, we write \( \tilde{S}_{j,+} = \tilde{S}_{j} \) and \( \tilde{S}_{j,-} = \tilde{S}_{j,d} \), allowing indices \( 1 \leq j \leq 2d \).

Given a box \( B \), consider the event
\[
H(B) := \tilde{T}(B) \cup \bigcup_{j=1}^{2d} \tilde{S}_{j}(B)
\]
that we refer to as half-crossing of \( B \); this event will play a central role in the renormalization approach to be developed in the next sections. Our first aim is to show that \( H(B) \) satisfies the so-called cascading property, meaning that its occurrence implies the existence of two well-positioned smaller boxes inside \( B \) which are also half-crossed.

2.2 Cascading property for half-crossing events; hierarchies
In what follows we will analyze half-crossing events inside boxes of type \( B_k := [-l_k, l_k]^d \times [0, h_k] \) where \( (l_k) \subset \mathbb{N} \) and \( (h_k) \subset \mathbb{R} \) are increasing sequences to be determined later. They must be interpreted as sequences of spatial and temporal scales along which we analyze occurrence of half-crossing events. In fact, if the origin starts infected, i.e. if \( \xi_0(0) > 0 \) and the resulting infection from that point survives till time \( h_k \) then either \( T(B_k) \) occurs or the infection must leave box \( B_k \) through some of its faces \( \partial_{j}^{+}B_k \) or \( \partial_{j}^{-}B_k \) for \( 1 \leq j \leq d \). Thus, one can write
\[
P(\tau^{(0)} = \infty) \leq P\left( \tilde{T}(B_k) \cup \bigcup_{j=1}^{2d} \tilde{S}_{j}(B_k) \right) = P(H(B_k)). \tag{2.2}
\]
Any space-time translation of the box \( B_k \) is called a scale-\( k \) box. This section is devoted to proving a deterministic lemma that relates half-crossings of boxes at two successive scales. In Lemma 2.5 we prove that for this sequence of boxes the event \( H(B_k) \) is cascading, meaning that its occurrence implies the occurrences of two similar events inside disjoint boxes from the previous scale. Moreover, we are able to

• find an upper bound (uniform in \( k \)) for the amount of pairs of boxes that we need to look at in order to find these two half-crossings;
• control the positions of such pairs of boxes, obtaining that they might be taken well-separated in space and time. For a class of examples, this allows to decouple the corresponding half-crossing events.

This will ultimately allow us to control the right-hand side in (2.2) which is useful for proving existence of regimes when the infection dies out.
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Let us now describe the rate of growth for the sequences of scales \((l_k)\) and \((h_k)\) to be considered. Given the initial scales \(l_0 \in \mathbb{N}\) and \(h_0 > 0\) and two constants \(\alpha, \beta \in \mathbb{N}\) we define recursively

\[
l_{k+1} = \alpha l_k \quad \text{and} \quad h_{k+1} = \beta h_k, \quad \text{for } k \geq 0.
\]  

(2.3)

Note that \(l_k\) and \(h_k\) grow exponentially fast. For other possibilities of scale progression, see Remark 2.6.

We are now ready to state and prove the main results in this section. Temporal and spatial half-crossing will be treated separately. Both cases follow the same pattern: given a scale-\(n\) box \(B_n\) that has been half-crossed, we can find two suitable disjoint regions inside \(B_n\) that were traversed by the half-crossing. After covering these regions with scale-\((n-1)\) boxes we conclude that in each region one of such boxes must have been half-crossed too. Let us begin with the temporal ones.

**Lemma 2.2 (Temporal half-crossings).** Fix \(n \geq 1\) and \(\beta > 4\). There are collections \(B_0 = B_{0,n}\) and \(B'_0 = B'_{0,n}\) of scale-\((n-1)\) boxes such that

\[
\hat{T}(B_n) \subset \bigcup_{(B,B') \in B_0 \times B'_0} H(B) \cap H(B').
\]

Moreover, we may assume that \(B_0\) and \(B'_0\) have \((2\alpha - 1)^d\) elements each, and that the vertical distance between any pair of boxes \(B \in B_0\) and \(B' \in B'_0\) is \((\beta/2 - 2)h_{n-1}\).

**Remark 2.3.** It is not needed to take \(\alpha, \beta \in \mathbb{N}\), but we do so for simplicity since our model is discrete in space. The arguments would still follow by making a slightly different choice of boxes \(B_n\).

**Proof.** By construction we have \(h_n = \beta h_{n-1}\). The event \(\hat{T}(B_n)\) entails the two following temporal crossings

\[
T([-l_n, l_n]^d \times [0, h_{n-1}]) \quad \text{and} \quad T([-l_n, l_n]^d \times [(\beta/2 - 1)h_{n-1}, (\beta/2)h_{n-1}]).
\]

For \(z \in [-\alpha, \alpha - 1] \cap \mathbb{Z} =: Z_{\alpha}\) let us define

\[
I_z := l_{n-1}z + [0, l_{n-1}]
\]

that forms a covering of \([-l_n, l_n]\) by \(2\alpha\) intervals of length \(l_{n-1}\). On \(T([-l_n, l_n]^d \times [0, h_{n-1}])\) we can find a path \(\gamma : [0, h_{n-1}] \to [-l_n, l_n]^d\) spanning the box in the temporal direction. Let us consider its range \(I = \gamma([0, h_{n-1}])\). Projecting \(I\) into each one of the coordinate directions \(j\) yields discrete intervals \(I_j \subset [-l_n, l_n]\). Define the box count of \(I_j\) as

\[
c_j := \min\{|I|; \ I \subset Z_{\alpha}, I_j \subset \bigcup_{z \in I} I_z\}.
\]

(2.4)

We decompose \(T([-l_n, l_n]^d \times [0, h_{n-1}])\) according to the values assumed by each \(c_j\).

If for every \(1 \leq j \leq d\) we have \(c_j \leq 2\) then the whole path \(\gamma\) is contained inside a \(d\)-dimensional box with side length \(2l_{n-1}\), yielding a temporal crossing. In this case, we can choose some \(z \in (Z_{\alpha} \setminus \{\alpha - 1\})^d\) such that

\[
I \subset l_{n-1}z + [0, 2l_{n-1}]^d,
\]

and the number of possible \(z\) is given by \((2\alpha - 1)^d\).

Now, let us consider the case in which some \(c_j \geq 3\) and thus \(I\) is not contained in some of the boxes with side length \(2l_{n-1}\) described above. In this case, we refine the argument by considering time. For any time \(t \in [0, h_{n-1}]\) we define \(I(t) := \gamma([0, t])\) and for any fixed direction \(j\) we consider its projection \(I_j(t)\) and its box count \(c_j(t)\). Define

\[
t_1 := \inf\{t \in [0, h_{n-1}] ; \ \exists 1 \leq j \leq d \text{ such that } c_j(t) \geq 3\}.
\]
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of the temporal crossing into space coordinates is not contained in one of the $(2n-1)^d$ sub-boxes of side length $2l_{n-1}$ a spatial crossing of a half-box of scale $n-1$ must occur.

Since $\gamma$ can only change value when there is transmission to a neighboring site, at time $t_1$ we have $c_j(t_1) = 2$ and $c_j(t_1) = 3$ for some special direction $j_0$ and $c_j(t_1) \leq 2$ for every other direction. Thus, there is $z \in (Z_\alpha \setminus \{\alpha - 1\})^d$ such that

$$ T(t_1) \subset l_{n-1}z + [0, 2l_{n-1}]^d \quad \text{but} \quad T_{j_0}(t_1) \not\subset l_{n-1}z + [0, 2l_{n-1}]^d \quad \text{and} \quad c_j(t_1) = 3. $$

Notice that this means path $\gamma$ must have crossed a half-box of $l_{n-1}z + [0, 2l_{n-1}]^d$ on direction $j_0$ during time interval $[0, t_1] \subset [0, h_{n-1}]$, see Figure 2. In any case, we have that $H(B)$ happens for some box $B$ in

$$ B_0 := \{(l_{n-1}z + [0, 2l_{n-1}]^d) \times [0, h_{n-1}]; z \in (Z_\alpha \setminus \{\alpha - 1\})^d\}. $$

Applying the same argument for event $T([-l_n, l_n]^d \times [\beta/2 - 1)h_{n-1}, \beta/2h_{n-1})]$, we conclude that we can take $B_0'$ as the vertical translation of boxes of $B_0$ by $(\beta/2 - 2)h_{n-1}$. \square

We now turn our attention to spatial half-crossings for which a similar result also holds.

**Lemma 2.4 (Spatial half-crossing).** Assume that $\alpha \geq 5$. Let $n \geq 1$ and $1 \leq j \leq 2d$. There are collections $B_j = B_{j, n}$ and $B'_j = B'_{j, n}$ of scale-$(n-1)$ boxes such that

$$ S_j(B_n) \subset \bigcup_{(B, B') \in B_j \times B'_j} H(B) \cap H(B'). $$

Moreover, we may assume that $B_j$ and $B'_j$ have $(2\beta - 1) \cdot (2\alpha - 1)^{d-1}$ elements and that any pair of boxes $B \in B_j$ and $B' \in B'_j$ have spatial distance at least $(\alpha/2 - 2)2l_{n-1}$.

**Proof.** By symmetry, we can assume $j = 1$. On the event $S_1([0, l_n] \times [-l_n, l_n]^{d-1} \times [0, h_n])$ we have a half-crossing of box $B_n$, that entails the crossing of two smaller boxes:

$$ S_1([0, 2l_{n-1}] \times [-l_n, l_n]^{d-1} \times [0, h_n]) \quad \text{and} \quad S_1([l_n - 2l_{n-1}, l_n] \times [-l_n, l_n]^{d-1} \times [0, h_n]). $$

Similarly to what was done in the proof of Lemma 2.2, we will build a collection $B_1$ inside the first box and take $B'_1$ as a translation of $B_1$. Hence the spatial distance of boxes in $B_1$ and $B'_1$ is at least $(\alpha/2 - 2)2l_{n-1}$. Consider the collection of boxes

$$ C := \{(l_{n-1}z + [0, 2l_{n-1}]^d) \times [0, h_n]; z \in \{0\} \times (Z_\alpha \setminus \{\alpha - 1\})^{d-1}\}. $$
Consider a path $\gamma : [s_1, t_1] \to \mathbb{Z}^d$ that realizes $S_1([0, 2^{n-1}] \times [-l_n, l_n]^{d-1} \times [0, h_n])$ and let $I_j$ be the projection of $\gamma([s_1, t_1])$ on direction $j$ and $c_j$ be its box count, i.e.,

$$c_j := \min\{|I| : I \subset \mathbb{Z}^n, I_j \subset \bigcup_{k \in I} I_k\}.$$

Like in the previous lemma, if $c_j \leq 2$ for every $2 \leq j \leq d$, we can ensure that $\gamma$ is contained in some box $B \in \mathcal{C}$ and $S_1(B)$ happens. On the other hand, if some $c_j \geq 3$ then $\tilde{S}_j(B)$ happens for some box $B \in \mathcal{C}$. In both cases, the crossing of our smaller box implies the occurrence of some half-crossing of a box $B \in \mathcal{C}$ inside it, of the form $[0, 2^{n-1}]^d \times [0, h_n]$. Finally, we adjust the time dimension of $B$ with a similar argument. Denote by $\pi(B)$ the space-projection of a space-time box $B$. Define

$$B_1 := \{\pi(B) \times [i-1, (i+1)h_n] : B \in \mathcal{C}, 0 \leq i \leq \beta - 1, i \in 1/2 + \mathbb{Z}\}.$$

Our path $\gamma$ ensures that either we have $\tilde{S}_j(B)$ for some direction $1 \leq j \leq d$ and box $B \in B_1$ or we have $\tilde{T}(B)$ for some $B \in B_1$. It is easy to check that $B_1$ has $(\beta - 1) \cdot (2\alpha - 1)^{d-1}$ elements.

Putting together Lemmas 2.2 and 2.4 we readily obtain a result that relates the occurrence of half-crossings at successive scales:

**Lemma 2.5** (Cascading half-crossings). For any $n \geq 1$, $\alpha \geq 5$ and $\beta \geq 6$ it holds

$$H(B_n) \subset \bigcup_{j=0}^{2d} \left( \bigcup_{(B, B') \in B_j \times B'_j} H(B) \cap H(B') \right).$$

Hence, whenever we have a half-crossing of a scale-$n$ box we can find half-crossings of two scale-$(n-1)$ boxes $B$ and $B'$ that either have vertical distance at least $\beta/2 - 2h_n$ or have spatial distance at least $\alpha/2 - 2l_n$. Moreover, we can find such pair considering at most

$$C(d, \alpha, \beta) := \left((2\alpha - 1)^d\right)^2 + (2d) \cdot \left((2\beta - 1) \cdot (2\alpha - 1)^{d-1}\right)^2$$

(2.5)

pairs of boxes $(B, B')$.

Lemma 2.5 provides explicit control on the amount and on the position of the boxes where the half-crossings are found when moving from one scale to the previous one. This allows us to derive upper bounds for the probability of half-crossings at large scales as we explain next. We will present two possible approaches for obtaining such upper bounds. One of them is to derive a contracting inequality relating the probability of the crossing events at two successive scales. The other one is to move all the way down to the bottom scale obtaining what we call an hierarchical structure.

**Recurrence inequality.** Let $u_n := \sup_{(x, t)} P(H((x, t) + B_n))$. Lemma 2.5 implies

$$u_n \leq C(\alpha, \beta, d) u_{n-1}^2 + C(\alpha, \beta, d) \max_{(B, B')} \text{Cov}(1_{H(B)} 1_{H(B')}),$$

(2.6)

where the maximum runs over pairs of scale-$(n-1)$ boxes $(B, B')$ ranging in $B_j \times B'_j$ with $0 \leq j \leq 2d$ and $C(\alpha, \beta, d)$ is given by (2.5). Provided that one is able to obtain good upper bounds on the covariance of the events $H(B)$ and $H(B')$, then (2.6) becomes a contraction, and therefore $u_n \downarrow 0$. This is a very common strategy in renormalization.

**Remark 2.6.** Notice that although we have worked with sequences $l_k, h_k$ that grow at an exponential rate, Lemma 2.5 allows us to consider more general scale progressions. In fact we may consider the more general relations

$$l_{k+1} = \alpha_k l_k \quad \text{and} \quad h_{k+1} = \beta_k h_k, \quad \text{for } k \geq 1,$$
and \(H(B_n)\) is contained in a union of at most \(C(d, \alpha_{n-1}, \beta_{n-1})\) pairs of scale-\((n-1)\) boxes. For instance, one can use sequences that grow faster than exponentially, in order to obtain better decoupling inequalities, i.e. better bounds on the covariance. This approach has been applied in [11, Theorem 1.1], and it will be used in the proof of Theorem 1.4(iii). The main difference is that [11] does not focus on events \(H(B_n)\), but instead considers spatial and temporal crossings separately as in [11, Lemmas 2.5, 2.6]. In the construction therein \(\alpha = 2\), which means that pairs of boxes \((B, B')\) with \(B = B'\) are considered. Here, we have opted to take \(\alpha \geq 5\) to ensure boxes \(B\) and \(B'\) are actually separated.

**Hierarchy.** Lemma 2.5 also allows for the definition of a hierarchy of boxes. The idea is simple: fix \(k \geq 1\) and consider box \(B_k = [-l_k, l_k]^d \times [0, h_k]\). Using Lemma 2.5, the original scale-\(k\) box gives birth to a pair of scale-\((k-1)\) boxes. After iterating the use of the same lemma we end up with a collection of \(2^k\) scale-0 boxes, all of which have been half-crossed. This structure of boxes can be encoded via a binary tree, in a construction that is similar to the one in [25] regarding random interlacements.

Let us introduce some notation. We use words \(a \in \{0, 1\}^n\) to encode the leaves of a binary tree of depth \(n\). Consider that \(\emptyset\) is the root vertex, and 0 and 1 denote the left and right children of \(\emptyset\), respectively. We append digits to the right of a word \(a \in \{0, 1\}^n\) in order to create longer words, e.g., \(a1 \in \{0, 1\}^{n+1}\) is the word that encodes the right child of \(a\). Moreover, for \(a, b \in \{0, 1\}^n\) we define the depth of \(a\) by \(|a| := n\) and define \(a \land b \in \cup_{i=0}^n \{0, 1\}^i\) to be the common ancestor of \(a\) and \(b\) of highest depth. In other words, \(a\) and \(b\) are descendants of \(a \land b\) but there is no \(c\) child of \(a \land b\) that has both \(a\) and \(b\) as descendants.

For a fixed \(k \geq 1\) we consider box \(B_k\) as the root of the hierarchy, and encode its descendants obtained via Lemma 2.5 by a binary tree. More precisely, a collection of boxes

\[
\mathcal{H}_k = \{B_k(a) ; a \in \cup_{i=0}^k \{0, 1\}^i\}
\]

is called a hierarchy of \(B_k\) if \(B_k(\emptyset) = B_k\), and for every \(a \in \cup_{i=0}^{k-1} \{0, 1\}^i\) the boxes \(B_k(a0)\) and \(B_k(a1)\) are disjoint scale-\((k - |a| - 1)\) boxes contained in \(B_k(a)\). A hierarchy is said to be achievable if for all boxes \(B_k(a)\) its children are a pair of boxes \((B, B')\) from the choice of pairs given in Lemma 2.5. Finally, let us define the collection of all achievable hierarchies

\[
\mathcal{X}_k := \{\mathcal{H}_k ; \mathcal{H}_k\text{ is an achievable hierarchy}\},
\]

which is a deterministic set. It is clear from Lemma 2.5 that \#\(\mathcal{X}_k \leq C \cdot C^2 \cdots C^{2^{k-1}} \leq C^{2^k}\) for \(C = C(d, \alpha, \beta)\) given by (2.5).

Define the set of leaves of \(\mathcal{H}_k\) as

\[
L(\mathcal{H}_k) := \{B \in \mathcal{H}_k ; B = B_k(a), a \in \{0, 1\}^k\},
\]

that is, the set of scale-0 boxes of \(\mathcal{H}_k\). Then, for any probability measure given by a GCP we have

\[
P(H(B_k)) \leq \sum_{H_k \in \mathcal{X}_k} P\left( \bigcap_{B \in L(H_k)} H(B) \right) \leq C^{2^k} \max_{H_k} P\left( \bigcap_{B \in L(H_k)} H(B) \right). \tag{2.7}
\]

Recall that we want to prove that the infection dies out almost surely. Since \(P(\tau^{(0)} = \infty) \leq P(H(B_k))\), the estimate in (2.7) shows it is sufficient to prove that \(P(\cap_{B \in L(H_k)} H(B)) \leq \varepsilon^{\alpha/2} )\) for \(\varepsilon\) sufficiently small, uniformly over \(\mathcal{H}_k \in \mathcal{X}_k\).

Fix any achievable hierarchy \(\mathcal{H}_k \in \mathcal{X}_k\). By construction, it contains \(2^k\) scale-0 boxes (its leaves) and any two of them are either separated by a spatial distance of at least \((\alpha/2 - 2)2l_0\) or by a temporal distance of at least \((\beta/2 - 2)h_0\). Indeed, we have for \(a \neq b\) with \(|a| = |b| = k\) that \(B_k(a)\) and \(B_k(b)\) are both contained in \(B_k(a \land b)\), but are in different
We may think of the state of each edge \( e \). Hence, by definition of achievable hierarchy boxes \( B_k((a \land b)0) \) and \( B_k(\{a \land b\}) \) are well-separated, implying that \( B_k(a) \) and \( B_k(b) \) enjoy the same property.

Fix some ordering \( \{L_1, L_2, \ldots, L_{2k}\} \) for \( L(H_k) \) such that \( L_j \) is always either above or at the same height of every previous leaf. Since

\[
P\left( \bigcap_{j=1}^k H(L_j) \right) = \prod_{j=1}^k P(H(L_j) \mid H(L_1) \cap \ldots \cap H(L_{j-1})) ,
\]

we focus on estimating the conditional probabilities above. This task depends on the point processes chosen for the GCP.

### 3 Contact process on dynamic edges

The authors in [22] define the CPDE on \( \mathbb{Z} \), but also remark that the definition extends easily to any connected graph with bounded degree. Here we will focus on the case of \( \mathbb{Z}^d \). The idea is to start with an underlying dynamic environment process \( \zeta_t \in \{0,1\}^{E(\mathbb{Z}^d)} \) and, conditional on the realization of this environment to define an infection process \( \eta_t \in \{0,1\}^{\mathbb{Z}^d} \) similar to the classical contact process, with the main difference that its evolution depends on the changing environment. More precisely, let us fix two parameters \( v > 0 \) and \( p \in (0,1) \). Independently of everything else, each edge \( e \) in the environment is assigned an initial state \( \zeta_0(e) \) with the Bernoulli distribution with parameter \( p, \text{Ber}(p) \), and independently updates its state as follows:

\[
0 \longrightarrow 1 \quad \text{at rate} \quad vp,
\]

\[
1 \longrightarrow 0 \quad \text{at rate} \quad v(1 - p).
\]

We say that the edge \( e \) is open at time \( t \) if \( \zeta_t(e) = 1 \) and that it is closed at time \( t \) otherwise. We may think of the state of each edge \( e \) independently alternating between open and closed at the given rates. This defines the Markov process \( \{\zeta_t\}_{t \geq 0} \) usually called dynamic bond percolation on \( \mathbb{Z}^d \) with density parameter \( p \) and rate \( v \). In fact, the choice for the initial distribution \( \zeta_0 \) as being the product of \( \text{Ber}(p) \) implies that \( \zeta_t \) is stationary. Hence, for each fixed time \( t \), the configuration \( \{\zeta_t(e)\}_{e \in E(\mathbb{Z}^d)} \) is distributed as an independent bond percolation process on \( \mathbb{Z}^d \).

We will now define the contact process \( \eta_t \) whose evolution will depend on a parameter \( \lambda > 0 \) and on the underlying environment \( \zeta_t \). At each site \( x \), the state \( \eta_t(x) \) evolves as follows:

\[
1 \longrightarrow 0 \quad \text{at rate} \quad 1,
\]

\[
0 \longrightarrow 1 \quad \text{at rate} \quad \lambda \sum_{y \sim x} \zeta_t(xy) \eta_t(y).
\]

In words, each site \( y \) attempts to infect a neighboring site \( y \) at rate \( \lambda \) through the edge \( e = xy \) as in the usual contact process on \( \mathbb{Z}^d \). However, it will only succeed in case that edge is found open at the time of the attempt.

In [22, Section 3.1] the authors define this process via a standard graphical construction, employing a collection of independent Poisson point processes on \((0, \infty)\):

- \( \{O_e\} \) of rate \( vp \), whose marks provide the opening times of edge \( e \).
- \( \{C_e\} \) of rate \( v(1-p) \), whose marks provide the closing times of edge \( e \).
- \( \{I_e\} \) of rate \( \lambda \), whose marks provide the times of potential transmissions along edge \( e \).
- \( \{R_x\} \) of rate \( 1 \), whose marks provide the cure (recovery) times of site \( x \).
This graphical construction serves as a tool in our methods. The reader may consult [22, Section 3.1] for more details.

**Remark 3.1.** It is worth noticing that actually the CPDE can be seen as a Renewal Contact Process with renewals on the edges and a delay. However, using the results available from previous works on RCP is not straightforward. The interarrival distribution \( \mu \) of the model depends on parameters \( \lambda, v, p \), and is therefore affected by changes on any of these parameters.

Using the above notation, the critical parameter is given by

\[
\lambda_0(v, p) = \inf\{\lambda > 0; \ P_{v, p, \lambda}(\eta_t^{(0)} \neq 0, \ \forall t > 0) > 0\}.
\]

### 3.1 Proof of Theorem 1.1(i)

In this section we apply the hierarchical approach to renormalization. On the course of the proof we will need to use a straightforward estimate on how long the usual contact process restricted to a finite (static) cluster can survive. We state it as a lemma and include its proof for the reader’s convenience.

**Lemma 3.2.** Let \( G \) be any connected subgraph of \( \mathbb{Z}^d \) with at most \( n \) vertices and \( \tau = \tau(G) \) the extinction time of the contact process on the subgraph \( G \) started from the configuration \( \eta^G_0 \). There exists \( \kappa = \kappa(\lambda, d) > 0 \) such that for every \( \nu > 1/n \),

\[
P(\tau(G) \geq e^{\nu n}) \leq \exp[-e^{(\nu-\kappa)n}/2].
\] (3.2)

**Proof.** We fix \( G \) throughout the proof and provide bounds that are uniform in \( G \). Let \( T_j \) be the event in which for every vertex in \( G \) there is a cure mark before the first transmission in \( j, j+1 \) (or before \( j+1 \), if there are no transmissions). It is clear that if \( T_j \) occurs for some \( j \leq k-1 \), then \( \tau < k \). Hence \( \{\tau \geq k\} \subset \bigcup_{j=0}^{k-1} T_j^c \), which implies for \( k = [e^{\nu n}] \),

\[
P(\tau \geq e^{\nu n}) \leq \prod_{j=0}^{k-1} P(T_j^c) = (1 - P(T_0))^k \leq \exp[-k \cdot P(T_0)] \leq \exp[-P(T_0) e^{\nu n}/2],
\]

where we have used the fact that the events \( T_j \) are independent and have the same probability together with the fact that \( [e^{\nu n}] > e^{\nu n}/2 \) if \( \nu > 1/n \). Since \( G \) has at most \( 2dn \) edges and \( n \) vertices, it is clear that

\[
P(T_0) \geq P\left( \bigcap_{e \in E(G)} \{ \mathcal{I}_e \cap [0, 1] = \emptyset \} \cap \bigcap_{e \in V(G)} \{ \mathcal{R}_e \cap [0, 1] \neq \emptyset \} \right) \geq \exp[-2d\lambda n \cdot (1 - e^{-1})^n]
\]

\[
\geq \exp[-(2d\lambda + 1)n],
\]

using that \( 1 - e^{-1} > e^{-1} \). Taking \( \kappa(\lambda, d) := 2d\lambda + 1 \), the inequality (3.2) follows. \( \square \)

**Proof of Theorem 1.1(i).** Let \( p < p_v(d) \) and \( \lambda > 0 \) be fixed. Our goal is to show that for \( v \) smaller than some \( v_0(p, \lambda, d) > 0 \), the CPDE dies out almost surely. In order to apply our renormalization approach, we need to define the sequence of scales \( l_k \) and \( h_k \) as in (2.3). Recall that they become fully determined once we choose the values for \( \alpha, \beta, l_0 \) and \( h_0 \). We start by fixing \( \alpha = 5 \). The other values will be determined next depending on \( p, \lambda \) and \( d \).

Let us write \( \delta = \delta(p) := \frac{1}{4}(p_v(d) - p) \) and fix \( \beta = \beta(p, d) \geq 6 \) sufficiently large so that

\[
e^{-((\beta/2 - 2)\delta)} < \delta. \quad (3.3)
\]

Having fixed \( \alpha \) and \( \beta \) it only remains to chose \( l_0 \) and \( h_0 \) suitably. In the following, we take

\[
v := \delta/h_0 \quad (3.4)
\]
so that $\psi$ will be determined once $h_0$ has been chosen.

For a scale-$k$ box $B_k = [-k, k]^d \times [0, h_k]$ and a hierarchy $\mathcal{H}_k \in \mathcal{X}_k$, label the leaves in $\mathcal{H}_k$ as $L_1, \ldots, L_{2^k}$ in such a way that leaves located higher in time are assigned greater indices. Fix some leaf $L_j$ of the form $\pi(L_j) \times [s_j, s_j + h_0]$ (recall the notation $\pi(L_j)$ for its space projection). Also recall that $\mathcal{O}_\epsilon$ and $\mathcal{C}_\epsilon$ are PPPs whose arrivals represent the times at which the edge $e$ opens and closes, respectively. We say that an edge $e$ with both endvertices in $\pi(L_j)$ is $L_j$-available if at least one of the following conditions is satisfied:

(i) $e$ opens during the time interval associated to $L_j$: $\mathcal{O}_\epsilon \cap [s_j, s_j + h_0] \neq \emptyset$;

(ii) $e$ does not update in the time interval of length $(\beta / 2 - 2)h_0$ prior to the time interval of $L_j$: $(\mathcal{O}_\epsilon \cup \mathcal{C}_\epsilon) \cap [s_j - (\beta / 2 - 2)h_0, s_j] = \emptyset$;

(iii) $e$ updates during $[s_j - (\beta / 2 - 2)h_0, s_j]$, and $e$ is open at time $s_j$.

Hence we have

$$P(e \text{ is } L_j\text{-available}) \leq (1 - e^{-p\epsilon h_0}) + (e^{-v(\beta/2-2)h_0}) + P(\zeta_{s_j}(e) = 1)$$

$$= (1 - e^{-p\delta}) + (e^{-v(\beta/2-2)\delta}) + p$$

$$\leq p\delta + e^{-v(\beta/2-2)\delta} + p$$

$$< \frac{1}{2}(p + p_c(d)),$$

(3.5)

where we used (3.4) in the second line and the last inequality is due to our choices of $\beta$ and $\delta$ in (3.3).

Consider the graph whose vertices are sites in $\pi(L_j)$ and whose edges are those that are $L_j$ available. Let us call $C_j(x)$ the cluster containing the vertex $x \in \pi(L_j)$ in this graph. Notice that $C_j(x)$ is either equal to $\{x\}$ or is an open cluster of a Bernoulli bond percolation process in $\pi(L_j)$ with parameter at most $(p + p_c(d))/2$, hence subcritical. By the exponential decay of the cluster size distribution (cf. [13, Theorem (6.75)])

$$\exists \psi = \psi(p, d) > 0 \quad \text{s.t.} \quad P(|C_j(x)| \geq m) \leq e^{-\psi m} \quad \forall m \in \mathbb{N}.$$  

(3.6)

For each $e = xy$ with both endvertices $x, y \in \pi(L_j)$ and $t \in [s_j, s_j + h_0]$ let us define

$$\hat{\zeta}_{j, t}(e) := 1_{\{e \text{ is } L_j\text{-available}\}}.$$  

(3.7)

Using the graphical construction in terms of the point processes $\mathcal{O}, \mathcal{C}, \mathcal{I}$ and $\mathcal{R}$ we can define inside $L_j$ the process $\hat{\eta}_j$, where, the initial configuration is given by $\hat{\eta}_{j,s_j}(x) = 1$ for every $x \in \pi(L_j)$ and instead of $\zeta_j(xy)$ one uses $\hat{\zeta}_{j, t}(xy)$ in (3.1). Roughly speaking, replacing $\zeta$ by $\hat{\zeta}$ amounts to enlarging the open clusters at the basis of $L_j$ and then to keep them frozen for time $h_0$. Indeed, their external boundary is made of edges that are not $L_j$-available and by (i) they remain closed. Of course the initial clusters evolve dynamically with time according to processes $\mathcal{O}$ and $\mathcal{C}$, but notice that whenever an edge is open for $\zeta$ if is also open for $\hat{\zeta}$. As a consequence, every infection path for $\eta$ is also an infection path for $\hat{\eta}$.

We say that the leaf $L_j$ is good if the half-crossing event occurs inside $L_j$ for the process $\hat{\eta}_j$. Let us denote this event by $\hat{H}(L_j)$. Notice that for different leaves, these events depend on disjoint regions of the Poisson point processes $\mathcal{O}, \mathcal{C}, \mathcal{I}$ and $\mathcal{R}$ so they are independent.

The infection spreads better inside $L_j$ when using $\hat{\eta}_j$, as discussed above. Therefore, it follows that $\hat{H}(L_j) \subset \hat{H}(L_j)$ and

$$P\left(\bigcap_{j=1}^{2^k} \hat{H}(L_j)\right) \leq P\left(\bigcap_{j=1}^{2^k} \hat{H}(L_j)\right) = P\left(\hat{H}(L_1)\right)^{2^k},$$

(3.8)
where we have used independence and translation invariance. In view of (2.7), it suffices to prove that \( \mathbb{P}(\tilde{H}(L_j)) < 1/(2C(d, \alpha, \beta)) \) where \( C(d, \alpha, \beta) \) has been fixed in Lemma 2.5. This will be done by suitably choosing \( l_0 \) and \( h_0 \).

By (3.6) the probability of the event

\[ U_j := \{ \exists x \in \pi(L_j); |C_j(x)| \geq (2d/\psi)\ln l_0 \} \]

is bounded by

\[ \mathbb{P}(U_j) \leq c(d)l_0^d \cdot e^{-\psi(2d/\psi)\ln l_0} = c(d)l_0^{-d}. \quad (3.8) \]

Since every infection path inside \( L_j \) must only jump through \( L_j \)-available edges, each of these paths is contained in a cluster \( C_j(x) \), that is typically much smaller than \( \pi(L_j) \).

Let us now fix \( l_0 \) sufficiently large so that

\[ \frac{2d}{\psi} \ln l_0 < l_0 \quad \text{and} \quad l_0 \geq [4c(d)C(d, \alpha, \beta)]^{1/d}. \quad (3.9) \]

Then, estimate (3.8) implies

\[ \mathbb{P}(U_j) \leq \frac{1}{4C(d, \alpha, \beta)}. \quad (3.10) \]

Moreover, any spatial half-crossing for \( \tilde{\eta} \) inside \( L_j \) has to traverse at least \( l_0 \) edges. Therefore, the occurrence of such half-crossings implies the occurrence of \( U_j \).

On \( U_j \) we know that all of the available clusters in \( \pi(L_j) \) are small, that is, each \( C_j(x) \) contains at most \( (2d/\psi)\ln l_0 \) sites. In order for a temporal half-crossing to occur the process \( \tilde{\eta} \) must survive for time at least \( h_0/2 \) in one of these small clusters.

Let \( \nu = \nu(p, \lambda, d, l_0) = \max\{\psi + \kappa, (2d/\psi)\ln l_0\} \) where \( \kappa = \kappa(\lambda, d) \) is given in Lemma 3.2 and \( \psi(p, d) \) is given in (3.6). Define

\[ V_j := \{ \exists x \in \pi(L_j); \tilde{\eta} \text{ survives longer than } e^{\nu(2d/\psi)\ln l_0} \text{ inside } C_j(x) \}. \]

By Lemma 3.2,

\[ \mathbb{P}(U^c \cap V_j) \leq c(d)l_0^d \cdot e^{-(\psi - \kappa)(2d/\psi)\ln l_0} = c(d)l_0^{d-\nu(2d/\psi)} \leq c(d)l_0^{-d} \leq \frac{1}{4C(d, \alpha, \beta)}. \quad (3.11) \]

Therefore, uniformly over

\[ h_0 \geq 2 \cdot e^{\nu(2d/\psi)\ln l_0} = 2 \cdot l_0^{\nu(2d/\psi)} \]

the following bound holds

\[ \mathbb{P}(\tilde{H}(L_j)) \leq \mathbb{P}(U) + \mathbb{P}(U^c \cap V) \leq \frac{1}{2C(d, \alpha, \beta)}. \quad (3.13) \]

as it can be seen by just plugging (3.8) and (3.11). Thanks to (3.4) this implies that any choice of \( \nu \in (0, \delta l_0^{-\nu(2d/\psi)}/2) \) is sufficient to establish (3.13). This finishes the proof with \( v_0 \equiv l_0^{-\nu(2d/\psi)}/2 \).

**3.2 Proof of Theorem 1.1(ii)**

Let us introduce some notation that will be used throughout this section. For each \( n \in \mathbb{N} \) and \( x \in \mathbb{Z}^d \), define

\[ B_n(x) := x + \{-n, \ldots, n\}^d. \]

For a bond percolation configuration \( \zeta \) in \( \mathbb{Z}^d \) and any connected subgraph \( B \) of \( \mathbb{Z}^d \), we denote by \( G_\zeta(B) \) the random subgraph of \( B \) induced by the open bonds in \( \zeta \). We denote by \( G^*_\zeta(B) \) the connected component with largest cardinality of \( G_\zeta(B) \) (we can adopt some arbitrary procedure to decide between components in the case of a tie).

The following result follows from Proposition 3.2 in [27] (which in turn is proved using results from [6] and [24]).
Proposition 3.3. Assume that \( d \geq 2 \), \( p > p_c(Z^d) \) and \( \zeta \) is sampled from the product Bernoulli(\( p \)) distribution. Then, there exists \( \delta > 0 \) such that the following holds for \( n \) sufficiently large. With probability higher than \( 1 - \exp\{-\exp(1)\} \), the component \( G^*_\zeta(B_n(o)) \) has cardinality larger than \( n^{d-\frac{6}{7}} \), and all other components of \( G^*_\zeta(B_n(o)) \) have cardinality smaller than \( n^{d-\frac{1}{2}} \).

For the rest of this section we fix \( d \geq 2 \) and \( \bar{p} > p_c(Z^d) \). We will prove that

\[
\sup \{ \lambda_0(v, \bar{p} : v \geq 0) \} < \infty. \tag{3.14}
\]

By Theorem 2.3 in [22] we have that \( \lambda_0(v, \bar{p}) \) converges to a finite limit as \( v \to \infty \). Hence, (3.14) will follow from showing that

\[
\sup \{ \lambda_0(v, \bar{p}) : 0 \leq v \leq \bar{v} \} < \infty \quad \text{for all } \bar{v} > 0. \tag{3.15}
\]

Therefore, for the rest of this section we fix \( \bar{v} > 0 \) and we will prove that (3.15) holds. The dynamic environment \( \{ G_t \}_{t \geq 0} \) will have edge density parameter equal to \( \bar{p} \) and edge update speed \( v \in [0, \bar{v}] \) which will be clear from the context or irrelevant.

For \( x \in \mathbb{Z}^d \), \( t \geq 0 \) and \( n \in \mathbb{N} \), define the event

\[
A_n(x, t) := \left\{ \begin{array}{ll}
G^*_\zeta(B_n(x)) \text{ has more than } n^{d-\frac{1}{2}} \text{ vertices; all other components of } G^*_\zeta(B_n(x)) \text{ have fewer than } n^{d-\frac{1}{2}} \text{ vertices} \\
\end{array} \right\}
\]

Then let

\[
E_n(x, t) := \left( \bigcap_{y \in B_n(x)} A_n(y, t) \right) \cap A_{2n}(x, t).
\]

Proposition 3.3 and a union bound give the following.

Lemma 3.4. For \( n \) sufficiently large we have, for any \( x \in \mathbb{Z}^d \) and \( t \geq 0 \),

\[
P(E_n(x, t) > 1 - (2n + 1)^d \cdot \exp\{-\exp((\log n)^{1+\delta})\} - \exp\{-\exp(2n)^{1+\delta}\},
\]

where \( \delta \) is given in Proposition 3.3.

For future reference, we make a few observations about these events. First, we have

\[
E_n(x, t) \subset \{ \text{for every } y \in B_n(x) \text{ we have } G^*_\zeta(B_n(y)) \subset G^*_\zeta(B_{2n}(x)) \}.
\]

Indeed, if \( E_n(x, t) \) occurs and \( y \in B_n(x) \), then \( G^*_\zeta(B_n(y)) \) has more than \( n^{d-\frac{1}{2}} \) vertices and is contained in some cluster \( C \) of \( G^*_\zeta(B_{2n}(x)) \); moreover, all clusters of \( G^*_\zeta(B_{2n}(x)) \) except for \( G^*_\zeta(B_{2n}(x)) \) have fewer than \( (2n)^{d-\frac{1}{2}} \ll n^{d-\frac{1}{2}} \) vertices, so it follows that \( C = G^*_\zeta(B_{2n}(x)) \).

Second, as an immediate consequence of the previous observation, we have that

\[
\text{if } x, x' \text{ have } B_n(x) \cap B_n(x') \neq \emptyset, \text{ then } E_n(x, t) \cap E_n(x', t) \subset \{ G^*_\zeta(B_{2n}(x)) \cap G^*_\zeta(B_{2n}(x')) \neq \emptyset \}. \tag{3.16}
\]

Third and finally, if \( E_n(x, t) \) occurs and \( \zeta \) is a bond percolation configuration obtained from \( G_t \) by modifying the state of a single bond, then \( G^*_\zeta(B_{2n}(x)) \) and \( G^*_\zeta(B_{2n}(x)) \) have at least one vertex in common. This is easy to check from the definition of \( E_n(x, t) \) and inspection of a few cases, so we leave the details to the reader.

We now define the event

\[
E'_n(x, t) = \bigcap_{s \in [t, t+1]} E_n(x, s), \quad n \in \mathbb{N}, \ x \in \mathbb{Z}^d, \ t \geq 0.
\]

We then have
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Lemma 3.5. For any $\varepsilon > 0$ there exists $n_0$ such that if $n \geq n_0$ we have $\mathbb{P}(E_n^c(x,t)) > 1 - \varepsilon$ for all $v \in [0,v], x \in \mathbb{Z}^d$ and $t \geq 0$.

Proof. Fix $v, x, t$ as in the statement. Let $\mathcal{T} \subset [0,\infty)$ denote the set of update times of the edges of $B_{2n}(x)$. Then, $\mathcal{T}$ is a Poisson point process whose intensity is smaller than $C_{dvn}^d$, for some constant $C_d > 0$. In particular, for any $s \geq 0$ we have

$$\mathbb{P}(\mathcal{T} \cap [s, s + (C_{dvn}^d)^{-1}] = \emptyset) \geq \mathbb{P}(\text{Poisson}(1) = 0) = e^{-1}.$$ 

On the event $(E_n^c(x,t))^c$, let $\tau$ denote the smallest $s \in [t, t+1]$ such that $(E_n(x,s))^c$ occurs. Letting $A = (E_n^c(x,t))^c \cap \{\mathcal{T} \cap (\tau, \tau + (C_{dvn}^d)^{-1}] = \emptyset\}$, we have, by the strong Markov property,

$$\mathbb{P}(A) \geq \mathbb{P}((E_n^c(x,t))^c) \cdot e^{-1}.$$

Now, noting that

$$(C_{dvn}^d)^{-1} \cdot \mathbb{I}_A \leq \int_t^{t+2} \mathbb{I}_{(E_n(x,s))^c} \, ds$$

and taking expectations, we obtain

$$(C_{dvn}^d)^{-1} \cdot e^{-1} \cdot \mathbb{P}((E_n^c(x,t))^c) \leq \mathbb{E} \left[ \int_t^{t+2} \mathbb{I}_{(E_n(x,s))^c} \, ds \right] \leq 2 \cdot [(2n + 1)^d \cdot \exp\{-\log n\}] + \exp\{-\log 2n\} \cdot \delta,$$

where the last inequality follows from Lemma 3.4 and Fubini’s theorem. We thus have

$$\mathbb{P}((E_n^c(x,t))^c) \leq 2neC_{dvn}d[(2n + 1)^d \cdot \exp\{-\log n\}] + \exp\{-\log 2n\} \cdot \delta,$$

and the right-hand side can be made as small as desired by taking $n$ sufficiently large, uniformly for $v \in [0, v]$.

We now give some further definitions. A finite sequence $\gamma = (x_0, \ldots, x_m)$ of vertices of $\mathbb{Z}^d$ is called a self-avoiding path if $x_0, \ldots, x_m$ are all distinct and $x_i \sim x_{i+1}$ for each $i$. For such a sequence $\gamma$ and $t > s \geq 0$, we let $\Phi(\gamma, s, t)$ denote the indicator function of the event that, in the graphical construction of the process, there exist times $s < t_1 < \ldots < t_m < t$ such that, for each $i$, there is a transmission mark in the edge $\{x_{i-1}, x_i\}$ at time $t_i$. We emphasize that this definition does not involve the recovery marks or the edge percolation environment, but only the transmission marks.

For a finite connected subgraph $B$ of $\mathbb{Z}^d$, let $\Gamma_B$ denote the (finite) set of all self-avoiding paths contained in $B$.

Lemma 3.6. Let $t > 0$ and $B$ be a finite connected subgraph of $\mathbb{Z}^d$. Then, for any $\varepsilon > 0$, we can take $\lambda$ large enough so that

$$\mathbb{P}(\Phi(\gamma, s, s+t) = 1 \text{ for all } \gamma \in \Gamma_B) > 1 - \varepsilon \text{ for all } s \geq 0.$$ 

Proof. By translation invariance, it suffices to treat $s = 0$. We divide $[0,t]$ into $|\Gamma_B|$ sub-intervals of equal lengths and disjoint interiors. The event in question is achieved if each edge of $B$ has a transmission mark in the interior of each of these sub-intervals. This has probability as high as desired when $\lambda \to \infty$.

We now define a further event $F_n(x,t)$ for $n \in \mathbb{N}, x \in \mathbb{Z}^d$ and $t \geq 0$, as follows. Let $t_1 < t_2 < \cdots < t_N$ denote, in increasing order, the (random) times within the time interval $[t, t+1]$ at which there is either an edge update or a recovery mark inside $B_{2n}(x)$. Also let $t_0 = t$ and $t_{N+1} = t + 1$. Then, $F_n(x,t)$ is defined as the event that

$$\Phi(\gamma, t_i, t_i+1) = 1 \text{ for all } \gamma \in \Gamma_{B_{2n}(x)} \text{ and all } i \in \{0, \ldots, N\}.$$
In words, this is the event that, between two successive times $t_i$, $t_{i+1}$ (each of which can correspond to a recovery mark or an edge update inside $B_{2n}(x)$), every self-avoiding path inside $B_{2n}(x)$ can be traversed by following transmissions. This guarantees that, if at time $t_0$ one of the vertices of $G^*_n(B_{2n}(x))$ is infected, then immediately before time $t_{i+1}$ all vertices of this cluster will be infected.

**Lemma 3.7.** For any $n \in \mathbb{N}$ and $\varepsilon > 0$, there exists $\lambda' > 0$ such that

$$
P(F_n(x, t)) > 1 - \varepsilon \quad \text{for any } \lambda > \lambda', \ v \in [0, \bar{v}], \ x \in \mathbb{Z}^d, \ \text{and } t \geq 0.
$$

**Proof.** Fix $n \in \mathbb{N}$ and $\varepsilon > 0$. By translation invariance, it is sufficient to prove that there exists $\lambda' > 0$ such that $P(F_n(0, 0)) > 1 - \varepsilon$ for any $\lambda > \lambda'$ and $v \in [0, \bar{v}]$. Let $t_1 < \cdots < t_N$ denote the times in $[0, 1]$ at which there is either an edge update or recovery mark inside $B_{2n}(0)$, and let $t_0 = 0$ and $t_{N+1} = 1$. Let

$$X := \inf\{|t_{i+1} - t_i| : i \in \{0, \ldots, N\}\}.$$

It is easy to see that there exists $\delta > 0$ such that

$$P(X > \delta, \ N < 1/\delta) > 1 - \frac{\varepsilon}{2} \quad \text{for any } v \in [0, \bar{v}].$$

Now, by Lemma 3.6 and a union bound, we can obtain $\lambda' > 0$ such that, for any $\lambda > \lambda'$ and any $v \in [0, \bar{v}]$,

$$P(F_n(0, 0) \mid X > \delta, \ N < 1/\delta) > 1 - \frac{\varepsilon}{2},$$

completing the proof. \qed

Finally, define

$$v_n(z, k) := (nz, nk, 0, \ldots, 0) \in \mathbb{Z}^{d-2}, \quad (z, k) \in \mathbb{Z}^2, \ k \geq 0$$

and

$$\eta_k(z) := \mathbb{I}\{E'_n(v_n(z, k), k) \cap F_n(v_n(z, k), k)\}, \quad (z, k) \in \mathbb{Z}^2, \ k \geq 0.$$

It will be useful to note the following:

**Claim 3.8.** If $\eta_0(z) = 1$ and at least one site of $G^*_n(B_{2n}(v_n(z, k)))$ is infected at time $k$, then all sites of $G^*_n(B_{2n}(v_n(z, k)))$ are infected at time $k+1$.

**Proof.** Let $t_1 < t_2 < \cdots < t_N$ denote the times within $[k, k+1]$ at which there is either an edge update or a recovery mark inside $B_{2n}(v_n(z, k))$. The definition of $F_n(v_n(z, k))$ guarantees that, in $[k, t_1)$, the component $G^*_n(B_{2n}(v_n(z, k)))$ becomes fully infected. As observed after Lemma 3.4, the definition of $E'_n(v_n(z, k), k)$ guarantees that the components $G^*_{t_{i-1}}(B_{2n}(v_n(z, k)))$ and $G^*_n(B_{2n}(v_n(z, k)))$ have at least one vertex in common. In particular, at least one infection remains in $G^*_{t_{i-1}}(B_{2n}(v_n(z, k)))$. Proceeding recursively, we obtain the result. \qed

**Proof of Theorem 1.1(ii).** Fix $\varepsilon > 0$. Assume that $n$ is large enough, as required by Lemma 3.5, and then assume that $\lambda$ is large enough, as required by Lemma 3.7. These choices guarantee that $P(\eta_k(z) = 1) > 1 - 2\varepsilon$ for all $\lambda > \lambda'$, $v \in [0, \bar{v}]$, $k \in \mathbb{N}$ and $z \in \mathbb{Z}$. We also have that if $(k, z)$ and $(k', z')$ have either $|k - k'| > 4$ or $|z - z'| > 4$, then $\eta_k(z)$ and $\eta_{k'}(z')$ are independent. Hence, $(\eta_k(z))$ dominates a Bernoulli field with range of dependence 4 (in $\ell_\infty$-norm) and density above $1 - 2\varepsilon$. If $\varepsilon$ is sufficiently small, then with positive probability there is an infinite sequence $0 = z_0, z_1, \ldots \in \mathbb{Z}$ such that $|z_k - z_{k+1}| \leq 1$ and $\eta_k(z_k) = 1$ for every $k$. By combining Claim 3.8 and (3.16), we obtain that there is
an infinite infection path contained in the space-time set \( \cup_k (B_{2n}(v_n(z_k,k)) \times [k, k + 1]) \).

This proves that \( \mathbb{P}(B_{2n}(0) \to \infty) > 0 \); since

\[
\mathbb{P}(B_{2n}(0) \to \infty) \leq |B_{2n}(0)| \cdot \mathbb{P}((0,0) \to \infty),
\]

it follows that \( \mathbb{P}((0,0) \to \infty) > 0 \).

\[\square\]

4 Edge renewal contact process

4.1 Uniform renewal control for renewals

Our study of ERCP is based on a uniform control for the probability of having renewal marks in an interval of fixed length. The next lemma summarizes inequalities that achieve this goal. These estimates are in the core of all subsequent computations and justify our hypotheses on \( \mu \) and \( \nu \).

**Lemma 4.1** (Uniform estimates). Let \( \mu \) be any probability distribution on \( \mathbb{R}_+ \) and let \( \mathcal{R} \) be a renewal process with interarrival \( \mu \) started from some \( \tau \leq 0 \).

(i) If \( f : [0, \infty) \to [0, \infty) \) is non-decreasing, \( \lim_{x \to \infty} f(x) = \infty \), and \( \int x f(x) \mu(dx) < \infty \), then uniformly on \( \tau \) we have

\[
\sup_{t \geq 0} \mathbb{P}(\mathcal{R} \cap [t, t + h] = \emptyset) \leq \frac{C}{f(h)},
\]

for some positive constant \( C = C(\mu, f) \) whenever \( f(h) > 0 \). Moreover, if \( \int x \mu(dx) < \infty \) then given any \( \epsilon > 0 \) there is \( \tau_0 = \tau_0(\epsilon) > 0 \) such that uniformly on \( \tau \), we have

\[
\sup_{t \geq 0} \mathbb{P}(\mathcal{R} \cap [t, t + \tau_0] = \emptyset) \leq \epsilon.
\]

(ii) If \( \mu \) is continuous, then given \( \epsilon > 0 \) there is \( \tau_0 = \tau_0(\epsilon) > 0 \) such that uniformly on \( \tau \) we have

\[
\sup_{t \geq 0} \mathbb{P}(\mathcal{R} \cap [t, t + \tau_0] \neq \emptyset) \leq \epsilon.
\]

**Proof.** We can assume that \( \tau = 0 \). Indeed, if \( \mathcal{R} \) is a renewal process started from 0 and \( \tau < 0 \) then the process \( \mathcal{R}' = \tau + \mathcal{R} \) is a renewal process started from \( \tau \) and we have

\[
\sup_{t \geq 0} \mathbb{P}(\mathcal{R}' \cap [t, t + h] = \emptyset) = \sup_{t \geq 0} \mathbb{P}((\tau + \mathcal{R}) \cap [t, t + h] = \emptyset) = \sup_{s \geq -\tau} \mathbb{P}((\mathcal{R} \cap [s, s + h] = \emptyset)
\]

\[
\leq \sup_{t \geq 0} \mathbb{P}((\mathcal{R} \cap [t, t + h] = \emptyset).
\]

The first statement in (i) is exactly Lemma 2.3 of [11]. We also notice that the inequality (4.2) is a straightforward consequence of (4.1). Indeed, it suffices to show that when \( \int x \mu(dx) < \infty \) one can find a function \( f \) satisfying the requirements for (4.1) and then take \( h \) sufficiently large. Finding such function \( f \) is a standard analysis exercise and we omit the proof.

The proof of (ii) is based on the fact that when \( \mu \) is continuous its renewal function \( U(t) \), i.e., the expected number of renewal up to time \( t \), is uniformly continuous on \( \mathbb{R}_+ \). The continuity of \( U(t) \) follows at once from that of \( \mu \). To ensure uniform continuity, we have to control the behavior of \( U(t) \) as \( t \to \infty \). This follows from the classical renewal theorem, which implies \( \lim_{t \to \infty} (U(t + h) - U(t)) = \frac{1}{\int x \mu(dx)} \) (understood as zero if the integral diverges). Hence, given \( \epsilon > 0 \) there is \( \tau_0 = \tau_0(\epsilon) \) such that

\[
\sup_{t \geq 0} \mathbb{P}(\mathcal{R} \cap (t, t + \tau_0) \neq \emptyset) \leq \sup_{t \geq 0} (U(t + \tau_0) - U(t)) \leq \epsilon.
\]

\[\square\]
4.2 Growth of ERCP

We start this section by showing that if $\mu$ is continuous then a.s. the infection cannot reach infinitely many sites in finite time. A first observation is that conditions for finite speed of infection already exist for First Passage Percolation in $\mathbb{Z}^d$. This classical model considers that every edge $e$ of the graph has a random passage time $\tau_e \geq 0$, with $(\tau_e)$ being i.i.d. with distribution $\mu$, representing the time it takes for an infection to traverse edge $e$. In First Passage Percolation, a known condition in $\mu$ for having a finite speed of infection is $\mu(\{0\}) < p_c = p_c(\mathbb{Z}^d)$, cf. [16]. In words, one has to prevent the existence of an infinite cluster of edges that can be crossed instantaneously by the infection.

Although the infection spreads in a different way in a RCP, a similar phenomenon can occur. For instance, if $\mu$ has an atom at $t \geq 0$ with $\mu(\{t\}) > p_c$ then the cluster at time $t$ is a.s. infinite. Moreover, the same behavior can be obtained by combining atoms at different times: e.g., if $\mu(1)^2 + \mu(2) > p_c$ then we have the same problem, since it implies $P(\mathcal{R} \geq 2) > p_c$.

We estimate the speed of growth in an ERCP without cures, which is a Richardson($\mu$) model. Our strategy is to make a comparison with a toy model of iterated percolation. The idea is the following. Fix $p < p_c(\mathbb{Z}^d)$ and let $\mathcal{P}_i$ be a family of independent Bernoulli bond percolation models on $\mathbb{Z}^d$. Moreover, for $V \subset \mathbb{Z}^d$ let us denote by $\mathcal{C}_i(V)$ the connected component of $V$ in $\mathcal{P}_i$ by open edges. Given an initial finite non-empty set $\mathcal{C}_0$, we define an increasing sequence of sets by

$$\mathcal{C}_n := \mathcal{C}_n(\mathcal{C}_{n-1}), \quad \text{for every } n \geq 1.$$  

**Coupling.** Fix $d \geq 1$ and a continuous distribution $\mu$ for the transmissions. We compare iterated percolation with Richardson($\mu$) model. Assume that only the origin is infected at time $0$. By Lemma 4.1(ii) we can choose an increasing sequence of times $(s_n)_{n \geq 0}$ with $s_0 := 0$ and $\lim s_n = \infty$ satisfying

$$P(\mathcal{R} \cap [s_n, s_{n+1}] \neq \emptyset) < \frac{1}{2} p_c(\mathbb{Z}^d). \quad (4.4)$$

Indeed, we can fix $\varepsilon = \frac{1}{2} p_c(\mathbb{Z}^d)$ and define $s_n := n v_0(\varepsilon)$. The sequence of times $(s_n)$ is important for the coupling we describe next. Define $\mathcal{I}_0$ as the set containing only the origin of $\mathbb{Z}^d$. Notice that if a site $v$ is infected at time $s_1$ there must be a sequence of sites $0 = x_0, x_1, \ldots, x_k = v$ such that $\mathcal{R}_{x_i \rightarrow x_{i+1}} \cap [s_0, s_1] \neq \emptyset$ for every $1 \leq i \leq k$. Hence, we can find all infected sites at time $s_1$ by exploring the connected component of the origin in a canonical way: order the set of edges and always explore the smallest edge that has not been explored yet but has some extremity in the current infected cluster. Due to (4.4), this exploration produces a finite (random) set $\mathcal{E}_1$ of explored edges and finds all sites that have been infected till time $s_1$.

Let us define $\mathcal{I}_1$ as the set of all sites that are an extremity of some edge in $\mathcal{E}_1$. Notice that sites in $\mathcal{I}_1$ may not be actually infected (since we may have $e \in \mathcal{E}_1$ with $\mathcal{R}_e \cap [0, s_1] = \emptyset$), but we consider them infected all the same.

We define sets $\mathcal{E}_{n+1}$ and $\mathcal{I}_{n+1}$ inductively. Given $\mathcal{I}_n$, consider an exploration process on edges of $\mathcal{E}_n$ to find the infected cluster at time $s_{n+1}$, starting from $\mathcal{I}_n$ infected at time $s_n$. This consists of checking the processes $\{\mathcal{R}_e \cap [s_n, s_{n+1}]; e \in \mathcal{E}_n\}$ until we determine the cluster. We define $\mathcal{E}_{n+1}$ as the union of all new explored edges with $\mathcal{E}_n$ and define $\mathcal{I}_{n+1}$ as the set of all sites that are the extremity of some $e \in \mathcal{E}_{n+1}$.

Since we only look at each edge at most once and different edges have independent renewal processes, this construction is a minor modification of the iterated percolation described above. Indeed, the set of explored edges in step $n$, $\mathcal{E}_n \setminus \mathcal{E}_{n-1}$, is contained in...
the union of $C_n(I_{n-1})$ with its external boundary of edges, a set we denote $\bar{C}_n(I_{n-1})$. We conclude that it holds

$$I_n \subset \bar{C}_n(I_{n-1}), \quad \text{for every } n \geq 1$$

and, since in each step we have $I_n \setminus I_{n-1}$ is finite, the infection cannot reach infinitely many sites in finite time.

**Iterated percolation growth.** We have just described a coupling in which the growth of an iterated percolation model dominates the growth of ERCP. We can actually use the coupling to estimate its rate of growth. We consider the variation of iterated percolation that is relevant for us: given $C_0 \subset \mathbb{Z}^d$ finite, define $C_n := \bar{C}_n(C_{n-1})$, for every $n \geq 1$. The main quantity for us is

$$R_n := \max\{\|x\|_1 ; \, x \in C_n\}.$$ 

Having control on $R_n$, we are able to control $C_n$ since $C_n \subset B(R_n)$. We are able to prove that the growth of $R_n$ is very close to linear.

**Proposition 4.2.** For any fixed $a > 1$ we have that almost surely, as $n \to \infty$

$$\frac{\rho}{2} \leq \lim_{n} \frac{R_n}{n} \quad \text{and} \quad \lim_{n} \frac{R_n}{n(\ln n)^a} = 0. \quad (4.5)$$

**Proof.** The first step of our proof is to show that $R_n$ must grow at least linearly. This is quite straightforward, since in any step of the growth process we must have some $x \in C_n$ that achieves $\|x\| = R_n$ and an edge with extremity on $x$ such that if it is open on $F_{n+1}$ then $R_{n+1} \geq R_n + 1$. This shows $R_n$ dominates stochastically $R_0 + \text{Bin}(n, p)$. Hence, using Chernoff bounds we can write

$$\Pr(R_n \leq (\rho/2)n) \leq \Pr(\text{Bin}(n, p) \leq (\rho/2)n) \leq e^{-\frac{(\rho/2)^2 n}{4n}} = e^{-\rho^2/8n}.$$ 

Since $\sum_n \Pr(R_n \leq (\rho/2)n)$ converges, using the Borel-Cantelli lemma we conclude that $R_n > (\rho/2)n$ for every sufficiently large $n$ and the lower bound in (4.5) is proved. For the upper bound, we define events

$$A_{n+1} := \{R_{n+1} \geq R_n + \eta \ln R_n\}.$$ 

for some constant $\eta(p, d) > 0$ that is chosen below. Consider the filtration $F_n := \sigma(P_i; \, i \leq n)$ and notice that $A_n \in F_n$. Given $F_n$ we have that on event $A_{n+1}$ there must be some point $x \in \partial B(R_n)$ (notice that it does not need to belong to $C_n$) that satisfies $x \leftrightarrow x + \partial B(\eta \ln R_n)$ in percolation $F_{n+1}$. Hence, exponential decay of cluster size, see e.g. [13, Theorem (6.75)], gives the estimate

$$\Pr(A_{n+1} \mid F_n) \leq \sum_{x \in \partial B(R_n)} \Pr(x \leftrightarrow x + \partial B(\eta \ln R_n) \mid F_n) \leq c R_n^{-d-1} e^{-\psi(p, d) \eta \ln R_n}.$$ 

Choose $\eta(p, d) := \frac{d+1}{\psi(p, d)}$, which leads to $\Pr(A_{n+1} \mid F_n) \leq c R_n^{-2}$. The linear growth estimate says there is $n_1$ (random) such that $R_n > (\rho/2)n$ for $n \geq n_1$, and we notice that $x \mapsto cx^{-2}$ is decreasing for $n \geq n_1$. This means that

$$\sum_{n \geq n_1} \Pr(A_{n+1} \mid F_n) \leq c(p, d) \sum_{n \geq n_1} n^{-2} < \infty.$$ 

Using a conditional Borel-Cantelli lemma, see [7, Theorem 5.3.2], we have that $\Pr(\lim A_n) = 0$ implying that there is a random $n_2$ such that $R_{n+1} \leq R_n + \eta \ln R_n$ for $n \geq n_2$. This implies estimates on the growth of $R_n$. Indeed, fix $a > 1$ and define function $f : [1, \infty) \to \mathbb{R}$ given by $f(x) := x + \eta \ln x$. Notice that if we take $x$ of the form $y(\ln y)^a$ we can write

$$f(y(\ln y)^a) = y(\ln y)^a + \eta \ln(y(\ln y)^a) = y(\ln y)^a + \eta \ln y + \eta a \cdot \ln \ln y \leq y(\ln y)^a + (\ln y)^a \leq (y + 1)(\ln(y + 1))^a \quad (4.6)$$
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for any \( y \geq y_0(a, \eta) \). Using that \( R_n \) eventually grows at least linearly, we can find a random \( n_3 \geq n_2 \) sufficiently large so that \( R_{n_3} = \gamma(\ln y)^a \) for some \( y \geq y_0 \). Now, by (4.6) we have
\[
R_{n_3+1} \leq f(R_{n_3}) = f(y(\ln y)^a) \leq (y + 1)(\ln(y + 1))^a
\]
and repeated application of (4.6) leads to \( R_{n+n_3} \leq (y + n)(\ln(y + n))^a \) for every \( n \geq 0 \). Hence, we have asymptotically that
\[
\lim \frac{R_n}{n(\ln n)^a} \leq 1.
\]
Since any choice of \( a > 1 \) works, the result follows.

**Proof of Proposition 1.3(i).** Let \( w_0 = w_0(p_c(Z^d)/2) \) as given in Lemma 4.1(ii) and consider the sequence \( s_n := n w_0 \). We just have to combine the linear growth of \( s_n \) with the estimates given by Proposition 4.2. For any fixed time \( t \), define \( n(t) := \lceil \frac{a}{\log n} \rceil \). Clearly, we have \( r_t \leq R_{n(t)} \) and since \( \lim n_{n(t)} \) the result holds.

Notice that in Proposition 1.3 the rate of growth of \( s_n \) is essential in the final estimate. When \( \mu \) is heavy-tailed, our estimate on \( r_t \) can be greatly improved by considering a sequence of times that grows faster. We assume that \( \mu \) satisfies (G). Then, for \( n_0 \) sufficiently large and the sequence of times \( t_0 = 2^{n_0} \) and \( t_{n+1} = t_n + t_0^4 \), we can ensure
\[
\mathbb{P}(R \cap [t_n, t_{n+1}] \neq \emptyset) \leq p < p_c(Z^d)
\] (4.7)
and let \( \mathcal{P}_n \) be independent Bernoulli bond percolation models with parameter \( p \). In other words, we start the coupling only at time \( t_0 \), when we have a (random) finite infected set \( \mathcal{I}_0 \) and then
\[
\{x; (0, 0) \rightarrow (x, t_n) \text{ in Richardson(}\mu\text{) model} \} \subset \mathcal{I}_n \subset \mathcal{C}_n(\mathcal{I}_{n-1}) \quad \text{for every } n \geq 1. \quad (4.8)
\]

**Proof of Proposition 1.3(ii).** The growth of \( R_n \) is estimated in Proposition 4.2. Fixing \( a > 1 \), we notice that \( r_t \leq R_n \leq n^a \) for large \( n \). It is also clear that \( r_t \) is non-decreasing. Thus, for some \( s > 0 \) sufficiently large, if we define \( n = n(s) \) as the unique integer satisfying \( t_{n-1} < s \leq t_n \), then \( r_s \leq n^a \). We just have to estimate \( n(s) \).

Consider intervals \( I_i := [2^{n_0+i-1}, 2^{n_0+i}] \). Each of them cannot have too many points of sequence \((t_j)\). Indeed, since for \( t_j \in I_i \), we have \( t_{i+1} = t_{j+1} = t_{j+1}^4 \geq 2^{(n_0+i-1)(1-\epsilon_4)} \), we have
\[
\#\{j; t_j \in I_i\} \leq \frac{2^{n_0+i-1}}{2^{(n_0+i-1)(1-\epsilon_4)}} = 2^{(n_0+i-1)(1-\epsilon_4)}.
\]
Since \( s \geq 2^{[\log_2 s]} \), we conclude that
\[
n(s) \leq \sum_{i=1}^{[\log_2 s]-n_0} 2^{(n_0+i-1)(1-\epsilon_4)} \leq c(n_0, \epsilon_4)2^{[\log_2 s](1-\epsilon_4)} \leq c(n_0, \epsilon_4)s^1-\epsilon_4.
\]
Notice that since we can take any \( a > 1 \), the result in (1.4) follows.

**Corollary 4.3.** If \( \mu(t, \infty) = L(t)^{-\alpha} \) with \( \alpha \in (0, 1) \), \( L(t) \) slowly varying, and \( \mu \) satisfies the Strong Renewal Theorem (cf. [5]), then for all \( \eta > 0 \) we have
\[
\lim_{s \to \infty} \frac{r_s}{s^{\alpha+\eta}} < 1.
\] (4.9)
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Proof. The estimate in (4.9) follows in the same manner, by noticing that if we have the Strong Renewal Theorem then

\[ \Pr(\mathcal{R} \cap [t, t + t'] \neq \emptyset) \leq \sum_{s=1}^{t'} \Pr(\mathcal{R} \cap [t + s - 1, t + s] \neq \emptyset) \sim t' \varepsilon \frac{L(t)}{t^{1-\alpha}} \]

for some slowly varying function \( L \). Hence, this probability goes to zero whenever \( \varepsilon < 1 - \alpha \). This implies that we can take \( \varepsilon_4 \) arbitrarily close to \( 1 - \alpha \) and the result follows.

\[ \square \]

4.3 Extinction in heavy-tailed ERCP

Proposition 1.3(ii) gives a bound on how fast the infection can spread without any cures: for large \( t \), the infection is contained inside \( \{ (x, t); \|x\|_1 \leq t^n \} \) for some \( \rho < 1 \).

Fix \( \beta > 0 \). The next step in our investigation is to show that eventually we are able to cure all the infection in a region of the form \( B(2^{2n}) \times [2^n, 2^n + 2^{n+4}] \). Choosing \( \beta \) sufficiently large, this will imply that the process dies almost surely for any renewal process \( \nu \) for the cures, given that \( \nu \) has moments of all orders. The following lemmas introduce some bad events that would represent obstacles for stopping the infection in one of such regions all at once. We show that each of these events cannot happen infinitely often.

Our first lemma estimates the probability of having large clusters of transmissions inside \( B(2^{2n}) \). For that, we recall that a finite connected subgraph of \( \mathbb{Z}^d \) that contains the origin is said to be a lattice animal. Let us denote by \( A_m \) the set of lattice animals with \( m \) edges. By Equation (4.24) of [13] we have that \( \# A_m \leq 7^{m(m+1)} \leq C^m \) for some positive constant \( C(d) \). The probability finding a cluster of \( m \) adjacent transmissions in region \( B(2^{2n}) \times [2^n, 2^n + 2^{n+4}] \) decays quickly with \( n \).

Lemma 4.4. Let \( \mu \) satisfy (G). Consider the event \( U_n = U_n(m, \beta) \) defined by

\[ U_n := \bigcup_{x \in B(2^n)} \bigcup_{M \in x + A_m} \{ \mathcal{R}_e \cap [2^n, 2^n + 2^{n+4}] \neq \emptyset, \text{ for every } e \text{ edge of } M \} \]  

(4.10)

There is \( m(\varepsilon_4, \beta, d) \in \mathbb{N} \) such that \( \Pr(\lim_n U_n) = 0 \).

Proof. Using the union bound and the estimate from (G), we can write

\[ \Pr(U_n) \leq c(d) 2^{d2^n} \cdot C^m \cdot 2^{-n\varepsilon_4 m} = c C^m \cdot 2^{(d-\varepsilon_4) m} \]

and it suffices to choose \( m > \frac{d}{\varepsilon_4} \) to make \( \Pr(U_n) \) summable.

A second estimate that is useful is a consequence of [9, Lemma 3]. It says that even when there are transmissions in an interval \( [2^n, 2^n + 2^{n+4}] \) for an edge of \( B(2^{2n}) \), the probability of having too many transmissions in this edge decays fast with \( n \).

Lemma 4.5. Let \( \mu \) satisfy C. Let \( V_n(\varepsilon_4, \beta, \eta) \) be the event

\[ V_n := \{ \exists e \text{ edge of } B(2^{2n}); |\mathcal{R}_e \cap [2^n, 2^n + 2^{n+4}]| \geq 2^{n\varepsilon_4 n}\} \]

(4.11)

There is \( \eta = \eta(\mu) \) with \( \eta \in (0, 1) \) such that it holds \( \Pr(\lim_n V_n) = 0 \).

Proof. Taking \( I = [2^n, 2^n + 2^{n+4}] \) and denoting by \( l = 2^{n\varepsilon_4} \) its length, Lemma 3 of [9] shows that

\[ \Pr(|\mathcal{R} \cap I| \geq l^{1-\varepsilon_4} \ln^2 l) \leq 2 \cdot e^{-\varepsilon_4 l} \leq 2^{-\alpha_2 n^2} \]

for large \( n \) and some \( \alpha > 0 \).
where constant $\epsilon_3 > 0$ satisfies $\mu(t, \infty) \geq t^{-(1-\epsilon_3)}$ for large $t$ (the proof of Lemma 3 of \cite{9} only uses the lower bound of condition C). Taking $\eta \in (1-\epsilon_3, 1)$ we have that
\[
l^{1-\epsilon_3} \ln^2 l = 2^{(1-\epsilon_3)\epsilon_4 n} \ln^2 2^{\epsilon_4 n} \ll 2^{\eta \epsilon_4 n}
\]
for large $n$. The union bound implies
\[
P(V_n) \leq K(d)2^{d\beta n}P(|R \cap I| \geq 2^{\eta \epsilon_4 n}) \leq K(d)2^{d\beta n}2^{-\epsilon_4 n^2},
\]
for some constant $K(d) > 0$. Then, $\sum_n P(V_n)$ is summable and the result follows. \hfill \Box

The last event we consider is the only one related to cures. Notice that on the event $U^c_n \cap V^c_n$ the region $B(2^\beta n) \times [2^n, 2^n + 2^{\epsilon_4 n}]$ only has clusters of transmissions with at most $m$ edges and each of these edges do not have many transmissions. Hence, for each cluster $M$ we can find an interval $I_M \subset [2^n, 2^n + 2^{\epsilon_4 n}]$ with length at least $2^{\epsilon_4 n}/(m2^{\eta \epsilon_4 n}) = 2^{(1-\eta)\epsilon_4 n}/m$ satisfying that $R_x \cap I_M = \emptyset$ for every edge of $M$.

Let us denote by $\mathcal{H}_x$ the renewal process with interarrival $\nu_\beta$ that is associated to site $x \in \mathbb{Z}^d$.

**Lemma 4.6.** Let $\beta, \epsilon_4 > 0$ and $\eta \in (0, 1)$. Consider the event $W_n = W_n(\beta, \epsilon_4, \eta)$ defined by
\[
W_n := \bigcup_{x \in B(2^\beta n)} \bigcup_{I} (\mathcal{H}_x \cap I = \emptyset),
\]
where the second union is over all intervals $I \subset [2^n, 2^n + 2^{\epsilon_4 n}]$ of length $|I| = 2^{(1-\eta)\epsilon_4 n}/m$.

If $\nu$ has finite moments of all orders then it holds $P(\lim_n W_n) = 0$.

**Proof.** Let $t_j = 2^n + j \cdot 2^{(1-\eta)\epsilon_4 n}/(2n)$ and notice that intervals $I_j = [t_j, t_{j+1}]$ for $0 \leq j \leq [2m \cdot 2^{\eta \epsilon_4 n}]$ cover $[2^n, 2^n + 2^{\epsilon_4 n}]$. If we have an interval $I$ of length $|I| = 2^{(1-\eta)\epsilon_4 n}/m$ that has no cure marks for every $x \in B(2^\beta n)$, then this interval must contain some $I_j$. Hence,
\[
P(W_n) \leq K(d)2^{d\beta n} \sum_{j=0}^{[2m \cdot 2^{\eta \epsilon_4 n}]} P(H \cap I_j = \emptyset).
\]

By (4.1) in Lemma 4.1, we can translate moments of $\nu_\beta$ into estimates for $P(H \cap I_j = \emptyset)$. Consider the function
\[
f(x) := x^a, \quad \text{with } a > \frac{d\beta + \eta \epsilon_4}{(1-\eta)\epsilon_4}.
\]

Since $E_{\nu_\beta}[X f(X)] = E_{\nu}[X/\delta]^{1+a} < \infty$ and every $I_j$ has length $2^{(1-\eta)\epsilon_4 n}/(2m)$, it follows that
\[
P(W_n) \leq c(d, m, a, \delta) \cdot 2^{(d\beta + \eta \epsilon_4 - a(1-\eta)\epsilon_4)n}.
\]

Our choice of $a$ makes the coefficient multiplying $n$ in the exponent negative, and we conclude that $\sum_n P(W_n)$ converges. \hfill \Box

From the estimates above, we have

**Proof of Theorem 1.4(i).** By Proposition 1.3(ii), there is $r(\mu) < 1$ such that $r_t \leq t^p$ for every large $t$. Fix $\beta > \rho$ and consider the bad events $U_n(m, \beta), V_n(\epsilon_4, \beta, \eta), W_n(\epsilon_4, \beta, \eta)$ described in Lemmas 4.4, 4.5 and 4.6 with $m$ and $\eta$ chosen so that all the bounds in these lemmas hold.

Since $\beta > \rho$, for large $n$ we have that $B(2^\beta n) \times [2^n, 2^n + 2^{\epsilon_4 n}]$ will contain all infected sites of time interval $[2^n, 2^n + 2^{\epsilon_4 n}]$. Moreover, on $U^c_n \cap V^c_n \cap W^c_n$ every cluster $M$ of transmissions cannot have more than $m$ edges and must have an interval $I_M$ of length at least $2^{(1-\eta)\epsilon_4 n}/m$ without transmissions. Since we also have that $I_M$ must have a point of $\mathcal{H}_x$ for every $x \in B(2^\beta n)$, the result follows. \hfill \Box
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4.4 Phase transition

Lemma 4.1 is at the core of the proof of Theorem 1.4(ii) and (iii).

Proof of Theorem 1.4(ii). We make a straightforward comparison with planar oriented percolation. It is sufficient to prove the statement for \( d = 2 \). We can actually prove there is a positive probability of survival in the quadrant \( Z^2_+ \times R_+ \). In \( Z^2_+ \), consider the graph with oriented edges \( z + (1, 0) \) and \( z + (0, 1) \). Given any \( \varepsilon > 0 \), notice that by Lemma 4.1 we can find \( h \) such that

\[
P(\mathcal{R} \cap [t, t + h] = \emptyset) \leq \varepsilon, \quad \text{for any } t \geq 0.
\]

For each site \( x \in Z^2_+ \) we associate a point \( g(x) \in Z^2_+ \times R_+ \) defined by \( g(x) := (x, h \|x\|_1) \), the only point in the intersection of the vertical line from \( (x, 0) \) with the plane through \((1, 0, h), (0, 1, h) \) and the origin. We denote by \( G \) the graph with vertex set \( \{g(x); x \in Z^2_+\} \) and oriented edges from \( g(x) \) to \( g(y) \) if and only if there is one from \( x \) to \( y \) in the oriented graph \( Z^2_+ \). Clearly, \( G \) is isomorphic to \( Z^2_+ \) as shown in Figure 3. Define a site bond percolation model in \( G \) by stating that

- A site \( g(x) \) is open if and only if \( \{x \} \times [h(\|x\|_1 - 1), h(\|x\|_1 + 1)] \) has no cure marks.
- An edge from \( g(x) \) to \( g(y) \) is open if and only if \( \mathcal{R}_{x,y} \cap [h(\|x\|_1 - 1), h \|x\|_1] \neq \emptyset \).

![Figure 3: Coupling with oriented site bond percolation when \( d \geq 2 \). A path of open sites and bonds connecting \( 0 \) to \( g(x) \) in \( G \) implies the infection reaches \( g(x) \) in the original model.](image)

Notice that the state of every site and bond is independent and the probability of an edge being open is at least \( 1 - \varepsilon \). Now, we use Lemma 4.1(ii) to obtain a similar estimate for the probability of a site being open. There is \( w_0(\varepsilon) > 0 \) such that it holds

\[
\inf_{t \geq 0} P(\mathcal{R} \cap [t, t + w] = \emptyset) \geq 1 - \varepsilon, \quad \text{for any } w \in (0, w_0).
\]

Notice that \( P(\mathcal{R} \cap [t, t + w] = \emptyset) = P(\mathcal{R} \cap [\frac{1}{2} t, \frac{1}{2} t + \frac{1}{2} w] = \emptyset) \) for every \( t \geq 0 \). Taking \( \delta_0 := \frac{w_0}{2} \), it follows that for \( \delta \in (0, \delta_0) \) the probability of a site being open is at least \( 1 - \varepsilon \). This independent site-bond model can be compared with a finite range dependent bond model: say that an edge \( e = (x, y) \) is open if \( e, x \) and \( y \) are all open in \( G \) leads to a bond model in which edges that do not share extremities are independent. By the classical stochastic domination results of Liggett, Schonmann and Stacey [21], if we choose \( \varepsilon > 0 \) small enough in the beginning it follows that \( \text{ERCP}(\mu, \nu_0) \) with \( \delta \in (0, \delta_0) \) survives with positive probability. \( \square \)
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Proof of Theorem 1.4(iii). Here we use the recurrence inequality approach. The initial part of the argument is essentially the same as in the proof of [11, Theorem 1.1], with the only difference that now transmissions and cures are given by renewal processes with interarrival distributions $\mu$ and $\nu_0$, respectively. Analogous to [11, Definition 2.2], we consider the uniform quantities

$$
\tilde{s}_n := \sup \hat{P}(\tilde{S}_1((x,t) + B_n)) \quad \text{and} \quad \tilde{t}_n := \sup \hat{P}(\tilde{T}_1((x,t) + B_n)),
$$

(4.13)

where the suprema above are over all $(x,t) \in \mathbb{Z}^d \times \mathbb{R}_+$ and all product probability measures $\hat{P}$ describing independent renewal processes with interarrival distributions $\mu$ and $\nu_0$ and renewal points starting at (possibly different) time points strictly less than zero. Define

$$
u_0 := \tilde{s}_n + \tilde{t}_n.
$$

(4.14)

Most of the reasoning in the proof of [11, Theorem 1.1] still holds, up to the choice of box sequence. More precisely, consider boxes $B_n = [0,2^n]^d \times [0,h_n]$. Using (4.1) in Lemma 4.1(i) we estimate the probability of decoupling both transmissions and cures. For some fixed non-decreasing function $f$ to be precised later, we estimate the probability that some site or edge in $[0,2^n]^d$ does not have a mark in the interval $[t,t+h]$ by

$$
\sup_{n \geq 0} \hat{P}\left(\bigcup_e \{R_{e}^\mu \cap [t,t+h] = \emptyset\} \cup \bigcup_s \{R_{s}^{\nu_0} \cap [t,t+h] = \emptyset\}\right) \leq \frac{d2^{dn}C(f,\mu)}{f(h)} + \frac{2^{dn}C(f,\nu_0)}{f(h)}.
$$

More than that, the upper bound above can be taken uniform for $\delta > 1$ since

$$
P(\{R_{e}^{\mu} \cap [t,t+h] = \emptyset\}) = P(\{R_{s}^{\nu_0} \cap [\delta t, \delta t + \delta h] = \emptyset\}) \leq \frac{C(f,\nu)}{f(\delta h)} \leq \frac{C(f,\nu)}{f(h)},
$$

(4.15)

and $f$ is non-decreasing. Hence, the same line of reasoning in the proof of [11, Lemmas 2.5, 2.6] shows there are constants $c = c(d)$ and $C = C(d,\mu,\nu,f)$ such that

$$
u_0 \leq c \cdot (h_n/h_{n-1})^2 \cdot u_{n-1}^2 + \frac{C2^{dn}}{f(h_{n-1})}.
$$

(4.16)

Remark 4.7. The derivation of (4.16) uses essentially the same geometric features of the paths that are used while deriving (2.6) and we omit full details.

Since $\mu$ and $\nu$ satisfy (M), if we choose a sequence $h_n = e^{(\alpha/\theta)^2n^2}$ with an appropriate choice of $\alpha$ like in the proof of [11, Lemma 2.7], and

$$
f(x) := e^{\theta (\ln x)^{1/2}} \cdot 1\{x \geq 1\},
$$

(4.17)

it follows that there is $n_0(\mu,\nu,\theta,d)$ such that if $u_{n_0} \leq 2^{-dn}$ then $u_n \leq 2^{-dn}$ for every $n \geq n_0$. For sake of completeness, we include this proof in an Appendix. To finish the proof, we only need to choose $\delta > 1$ sufficiently high so that $u_{n_0} \leq 2^{-dn}$.

Recall that $n_0(d,\mu,\nu,\theta)$ is fixed, and so are the dimensions $l_{n_0}$ and $h_{n_0}$ of box $B_{n_0}$. To control the probability of $\hat{P}(\tilde{S}_1((x,s) + B_{n_0})) \text{ and } \hat{P}(\tilde{T}_1((x,s) + B_{n_0}))$ uniformly in $(x,s)$ and $\hat{P}$ we observe the following. Firstly, we control the probability of some edge in $\pi(B_{n_0})$ having too many renewal marks. Let $N$ denote the number of edges in $\pi(B_{n_0})$.

For a single edge, we can find $k_0(n_0,\mu)$ sufficiently large so that

$$
P(\#R_e \cap [s,s+h_{n_0}] \geq k_0) \leq \frac{1}{4N}2^{-dn_0},
$$

implying that

$$
P\left(\bigcup_{e \in \pi(B_{n_0})} \{\#R_e \cap [s,s+h_{n_0}] \geq k_0\}\right) \leq N \cdot P(\#R \cap [s,s+h_{n_0}] \geq k_0) \leq \frac{1}{4}2^{-dn_0}.
$$

(4.18)
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Estimate (4.18) controls the probability that some edge has more than $k_0$ renewals. When every edge of $\pi(B_{b_n})$ has less than $k_0$ renewals, we show that after every transmission in $B_{b_n}$ there is a high probability that every site gets cured before the next transmission if $\delta$ is sufficiently large.

Let $Z_t$ denote the overshoot at time $t$, i.e., $Z_t := \inf R \cap [t, \infty) - t$. We denote by $Z_t^{\mu,e}$ and $Z_t^{\nu,s}$ the overshoots of the renewal processes of edge $e$ and site $x$. By Lemma 4.1(ii), given $\varepsilon > 0$ there is $u_0(\varepsilon, \mu, \nu, f) > 0$ such that

$$
\inf_{t \geq 0} \hat{P}( \min_{x \in \pi(B_{b_n})} Z_t^{\mu,e} > w_0) \geq (1 - \varepsilon)^N.
$$

(4.19)

On the other hand, denoting by $M$ the number of sites in $\pi(B_{b_n})$ we have that

$$
\inf_{t \geq 0} \hat{P}( \max_{x \in \pi(B_{b_n})} Z_t^{\nu,s} \leq w_0) = (1 - \sup_{t \geq 0} \hat{P}(Z_t^{\nu,s} > w_0))^M
\geq (1 - \hat{P}(\mathcal{R}^{\nu,s} \cap [t, t + w_0] = \emptyset))^M
\geq (1 - \frac{C(\nu, f)}{f(\delta w_0)})^M,
$$

where the last inequality is a consequence of (4.15).

Hence, we can choose $\delta_0(\nu, w_0, f, \varepsilon) > 0$ so that for $\delta \geq \delta_0$ we have

$$
\inf_{t \geq 0} \hat{P}( \max_{x \in \pi(B_{b_n})} Z_t^{\nu,s} \leq w_0) \geq (1 - \varepsilon)^M.
$$

(4.20)

Combining (4.19) and (4.20) we can write that

$$
\inf_{t \geq 0} \hat{P}(\min_{e} Z_t^{\mu,e} > \max_{x} Z_t^{\nu,s}) \geq \inf_{t \geq 0} \hat{P}(\min_{e} Z_t^{\mu,e} > w_0 \geq \max_{x} Z_t^{\nu,s}) \geq (1 - \varepsilon)^{N+M}.
$$

(4.21)

Let us estimate $\hat{P}(\hat{S}_1((x, s) + B_{b_n}))$. Define $T_0 := s$ and $T_{j+1} := T_j + \min_{e \in \pi(B_{b_n})} Z_{T_j}^{\nu,e}$. Then, $T_j$ is an increasing sequence of stopping times for the filtration $\mathcal{F}_j$ that makes $\mathcal{R}_x \cap [0, t]$ and $\mathcal{R}_x \cap [0, t]$ measurable for every edge $e$ and site $x$ in $\pi(B_{b_n})$. By (4.18), we know that

$$
\hat{P}(T_{N_k_0} \leq s + h_{b_n}) \leq \frac{1}{4} 2^{-d n_o}.
$$

Given $\mathcal{F}_{T_j}$, notice that at $T_j$ there has been unique transmission in $(x, s) + B_{b_n}$ and by (4.21) all sites will cure before the next transmission with probability

$$
\hat{P}(\min_{e} Z_{T_j}^{\mu,e} > \max_{x} Z_{T_j}^{\nu,s} \mid \mathcal{F}_{T_j}) \geq (1 - \varepsilon)^{N+M},
$$

implying that

$$
\hat{P}\left(\bigcap_{j=1}^{N_k_0} \min_{e} Z_{T_j}^{\mu,e} > \max_{x} Z_{T_j}^{\nu,s} \mid \mathcal{F}_{T_j}\right) \geq (1 - \varepsilon)^{N(N+M)k_0}.
$$

Notice that on the event

$$
\{T_{N_k_0} > s + h_{b_n}\} \cap \left( \bigcap_{j=1}^{N_k_0} \min_{e} Z_{T_j}^{\mu,e} > \max_{x} Z_{T_j+1}^{\nu,s} \right)
$$

there are no spatial nor temporal crossings. Hence, it follows

$$
\hat{P}(\hat{S}_1((x, s) + B_{b_n})) \leq \frac{1}{4} 2^{-d n_o} + \left[1 - (1 - \varepsilon)^{N(N+M)k_0}\right] \leq \frac{1}{2} 2^{-d n_o}
$$

(4.22)

if we choose $\varepsilon(n_0, k_0, d) > 0$ sufficiently small. We emphasize that the choice of parameters above is not circular: we can choose in order $k_0(n_0, \mu, \varepsilon(n_0, k_0, d))$, $u_0(\varepsilon, \mu, \nu, f)$, and then $\delta_0(\nu, w_0, f, \varepsilon)$, so that (4.22) holds for $\delta \geq \delta_0$, uniformly on $\hat{P}$ and $(x, s)$. We can estimate $\hat{P}(\hat{T}_1((x, s) + B_{b_n}))$ in a similar way, which leads to $u_{n_0} \leq 2^{-d n_o}$ and the result follows. 

EJP 27 (2022), paper 91. https://www.imstat.org/ejp

Page 28/31
5 Appendix

Lemma 5.1. (A version of [11, Lemma 2.7]) Let \( \mu, \nu \) be probability distributions on \( \mathbb{R}_+ \) satisfying condition (M). Let \( (u_n) \) satisfy a recursion of the form (4.16) with \( f \) given by (4.17). A parameter \( \alpha > 0 \) can be chosen so that for \( h_n = e^{(\alpha/\theta)2n^2} \) there exists a natural number \( n_0 = n_0(\mu, \nu, \theta, d) \) such that if \( u_{n_0} \leq 2^{-dn_0} \), then for every \( n \geq n_0 \) we have \( u_n \leq 2^{-dn} \).

Proof. For the above choices we have \( f(h_{n-1}) := e^{\alpha(n-1)} \) for \( \alpha > 0 \), which is the parameter to be chosen so that \( 2^d f(h_{n-1}) \) tends to zero sufficiently fast. The recurrence relation (4.16) becomes

\[
u_n \leq c(d) \left( \frac{h_n}{h_{n-1}} \cdot u_{n-1} \right)^2 + C(\mu, \nu, \theta) \exp[(d \ln 2)n + \alpha(n - 1)],
\]

from where we see that the decay of \( u_n \) cannot be faster than \( e^{-\alpha(n-1)} \). Based on this, we suppose \( u_{n-1} \leq e^{-\beta(n-1)} \) for some parameter \( \alpha > \beta > 0 \). Under this assumption we have

\[
\left( \frac{h_n}{h_{n-1}} \cdot u_{n-1} \right)^2 = e^{(\alpha/\theta)(2(2n-1))} \cdot u_{n-1}^2 \leq e^{2(\alpha/\theta)(2(n-1)-2\beta(n-1))},
\]

which leads to

\[
u_n \leq c(d) e^{2(\alpha/\theta)(2(n-1)-2\beta(n-1))} + C(\mu, \nu, \theta) e^{(d \ln 2-\alpha)n+\alpha}
\leq c(d, \alpha, \beta, \theta) e^{4(\alpha/\theta)^2-\beta} \cdot e^{-\beta n} + C(\mu, \nu, \theta, \alpha) e^{(\beta+d \ln 2-\alpha)n} \cdot e^{-\beta n}. \tag{5.1}
\]

The induction will follow once we ensure

\[
4(\alpha/\theta)^2 - \beta < 0 \quad \text{and} \quad \beta + d \ln 2 - \alpha < 0
\]
or, equivalently,

\[
\theta^2 > \frac{4\alpha^2}{\beta} \quad \text{and} \quad \alpha > \beta + d \ln 2.
\]

We choose \( \alpha \) and \( \beta \) that would allow to take \( \theta \) as small as possible while still being able to perform the induction. Combining the two inequalities above we have

\[
\theta^2 > 4 \left( \sqrt{\beta + \frac{d \ln 2}{\sqrt{\beta}}} \right)^2 \geq 16d \ln 2,
\]

by AM-GM inequality, with equality when \( \beta = d \ln 2 \). This brings us to hypothesis (M) as the best we can hope for with this argument. We then fix \( \beta = d \ln 2 \) and take

\[
2d \ln 2 < \alpha < \theta \sqrt{d \ln 2} \frac{2}{\theta^2}.
\]

Since \( \frac{\theta^2}{2} \sqrt{d \ln 2} > 2d \ln 2 \), we can take for instance \( \alpha(d, \theta) := \frac{1}{2} \left( 2d \ln 2 + \frac{\theta^2}{2} \sqrt{d \ln 2} \right) \). Take \( n_0 = n_0(\mu, \nu, d, \theta) \) sufficiently large so that

\[
c(d, \alpha, \beta, \theta) e^{4(\alpha/\theta)^2-\beta} \leq \frac{1}{4} \quad \text{and} \quad C(\mu, \nu, \theta, \alpha) e^{(\beta+d \ln 2-\alpha)n} \leq \frac{1}{4} \quad \text{for all} \quad n \geq n_0. \tag{5.2}
\]

This is possible since both left hand sides tend to zero as \( n \to \infty \). Suppose that \( u_{n_0} \leq e^{-\beta n_0} = 2^{-dn_0} \), recalling that \( \beta = d \ln 2 \). Then, we have by (5.1) that

\[
u_n \leq \frac{1}{4} e^{-\beta n} + \frac{1}{4} e^{-\beta n} \leq e^{-\beta n} \quad \text{for every} \quad n \geq n_0,
\]

completing the proof. \( \square \)
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