Quality Control for the BPG Lossy Compression of Three-Channel Remote Sensing Images
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Abstract: This paper deals with providing the desired quality in the Better Portable Graphics (BPG)-based lossy compression of color and three-channel remote sensing (RS) images. Quality is described by the Mean Deviation Similarity Index (MDSI), which is proven to be one of the best metrics for characterizing compressed image quality due to its high conventional and rank-order correlation with the Mean Opinion Score (MOS) values. The MDSI properties are studied and three main areas of interest are determined. It is shown that quite different quality and compression ratios (CR) can be observed for the same values of the quality parameter Q that controls compression, depending on the compressed image complexity. To provide the desired quality, a modified two-step procedure is proposed and tested. It has a preliminary stage carried out offline (in advance). At this stage, an average rate-distortion curve (MDSI on Q) is obtained and it is available until the moment when a given image has to be compressed. Then, in the first step, an image is compressed using the starting Q determined from the average rate-distortion curve for the desired MDSI. After this, the image is decompressed and the produced MDSI is calculated. In the second step, if necessary, the parameter Q is corrected using the average rate-distortion curve, and the image is compressed with the corrected Q. Such a procedure allows a decrease in the MDSI variance by around one order after two steps compared to variance after the first step. This is important for the MDSI of approximately 0.2–0.25 corresponding to the distortion invisibility threshold. The BPG performance comparison to some other coders is performed and examples of its application to real-life RS images are presented.

Keywords: lossy image compression; image quality assessment; BPG coder; remote sensing images

1. Introduction

A general tendency in modern remote sensing (RS) imaging is to acquire data with higher resolution, for larger territories and more frequently [1]. This leads to collecting data having a very large size and running into typical problems of big data, i.e., difficulties with image processing, transferring, storage, and dissemination [2]. These difficulties with the RS data can be partially solved by their compression [3]. As is widely known, there are lossless and lossy image compression techniques that may be applied for general-purpose images [4]. The former group of methods allows original (undistorted) data to be obtained after decompression. However, in this case, the compression ratio (CR) is relatively small (limited by image entropy) and may reach values of around 5:1 only for hyper-spectral images with very high inter-band correlation [5]. Nevertheless, a larger CR is often needed in practical applications, particularly for RS images; hence, the only possibility is the use of lossy compression with inevitable distortions [6].

An interesting analysis of the influence of the lossy compression on the quality of aerial images using a weighted combination of qualitative parameters is presented in the
paper [7], where the multi-criteria decision-making framework has been proposed for quality evaluation. Although there are many different requirements for lossy compression, their priority and type (obligatory or desired) usually depend on the application [8], e.g., there may be an initial condition to provide the minimum required CR. This may happen if a channel bandwidth and/or time of data transferring are limited. In such a situation, a coder should provide a simple way to define the desired CR (similarly to JPEG2000-like methods) and diminish introduced distortions to prevent their negative influence on further image processing, as well as the results of image analysis or classification studied in the paper [9] and object recognition effectiveness depending on the RS image quality [10]. For multi-channel data (e.g., color, multi-spectral, hyper-spectral), the compression performance may be improved by a preliminary decorrelation and the use of three-dimensional (3D) approaches for compression [11–13]. Another recent direction of research is the application of deep neural networks for the optimization of observer-dependent image compression towards a trade-off between the human visual system and classification accuracy [14]. However, in some applications, there may be another priority related to the introduced distortions (characterized by a specified measure or metric) below a given level, keeping the highest possible CR. Some of the issues may be related to the fast and efficient control (providing) of distortions’ level [15], and the choice of an adequate metric to characterize distortions, considering a task to be further solved using compressed data [16]. Some additional requirements may concern a certain format (according to some standards), compression speed, or, e.g., limited power consumption [17].

To satisfy the above requirements concerning the metrics, some pre-requisites have appeared recently, and considerable attention has been paid to metrics able to characterize the quality of RS data [16,18,19], including the artificial visible-like images based on SAR data generated with the use of deep CNNs [20]. In particular, special attention has been paid to the so-called visually lossless compression for RS image browsing and other applications [12,13,21–23]. This is important since compressed RS images are often subject to visual inspection. Meanwhile, JPEG2000 is not the best compression technique, similarly to the well-known full-reference image quality metric SSIM used in [12,13], which is clearly not the best among existing visual quality metrics. Perceptual quality has also received attention in the papers [24,25]. The necessity to provide a desired compression ratio and quality quickly enough is important in practical applications where processing time and resources are limited [26]. No-reference metrics potentially can also be used for quality assessment purposes [27]; however, to date, no-reference metrics are less adequate in characterizing image quality than full-reference ones.

It has been demonstrated recently [16] that the Mean Deviation Similarity Index (MDSI) [28] and some other elementary metrics can perform well in the characterization of three-channel RS images with distortions typical for remote sensing imagery, including distortions caused by lossy compression. It has also been shown that lossy compression, under certain conditions, can lead to practically the same or even better performance of image classification compared to the classification of original uncompressed data [29–33]. This may happen when noise suppression is observed or if distortions cannot be detected visually [33]. This means that two benefits can be provided simultaneously—one obtains the CR that sufficiently differs from unity and an improved (or, at least, not worse) classification is observed. Additionally, sufficient work has been carried out towards accelerating lossy compression while attaining a predefined desired quality. For this purpose, an iterative compression [34] has been found accurate but requiring an unpredictable number of iterations that might cause problems with the time and computational efficiency of compression. To solve this issue, two-step methods and algorithms have been proposed and studied [35,36]. It has been demonstrated that lossy compression providing a given quality according to a chosen quality metric can be carried out with the appropriate accuracy in two steps.

For the first step, one needs an average dependence of a chosen metric on a compression controlling parameter (sometimes referred to as the PCC [35,36]; however, in this paper, the abbreviation CCP is used to avoid confusion with the Pearson Correlation Coefficient,
typically used in image quality assessment), obtained in advance for a set of basic images (see details in Section 4). Knowing such a dependence, it is possible to determine the initial $CCP$ that corresponds to a desired quality metric value according to the average rate-distortion curve, i.e., Peak Signal-to-Noise Ratio (PSNR) on quantization step (QS) or the number of bits per pixel (bpp). The value of the metric for the first step may be obtained after compression and decompression of an image with the initial $CCP$. After this, the $CCP$ is corrected using a linear interpolation, and the average rate-distortion curve to obtain the final $CCP$ is used for final compression in the second step. Such a two-step procedure is quite fast, accurate, and universal, working well particularly for coders based on the Discrete Cosine Transform (DCT) and wavelets (e.g., SPIHT).

Nevertheless, an important feature of the proposed two-step approach is that it may be effectively applied for Better Portable Graphics (BPG)—a novel compression method tending to replace JPEG due to its considerably better performance compared to JPEG, JPEG2000 [21], and some other popular lossy compression techniques. Compression characteristics can be varied by the so-called quality parameter $Q$; its increase leads to a larger compression ratio but more distortions introduced for the BPG. However, the same value of the $Q$ parameter leads to different quality if it is characterized by a certain quality metric [36], e.g., the PSNR-HVS-M metric [37], where HVS denotes the human vision system and M stands for masking. This means that $Q$ should be adjusted depending on the individual image subject to compression, particularly for grayscale images, as shown in the paper [36]. However, in remote sensing practice, many modern systems acquire multi-channel images, for which the use of 3D compression is expedient.

Thus, the first research goal is to check whether or not it is possible to apply the two-step method for compressing multi-channel RS images—more precisely, three-channel images that include color images and vision range data of multi-spectral imagery. Since there are no commonly accepted quality metrics for an arbitrary number of RS data components, there is also a need to evaluate some recently proposed metrics in terms of their applicability for the quality control of such images. Hence, the second goal of the paper is to investigate some important properties of the MDSI metric, pre-selected as the most appropriate, and to verify its usefulness for the proposed two-step approach. We also analyze the degree of accuracy of the MDSI that should and can be achieved in practice.

The original contributions of the paper are related to the following:

- To the best of our knowledge, MDSI has been never used and analyzed for lossy image compression in general and lossy compression of remote sensing data in particular;
- MDSI is shown to be very useful for the considered application due to several benefits it provides—in particular, high linear and rank-order correlation of MDSI with MOS values for the types of distortions under interest and fast calculation;
- The main areas of MDSI values have been determined and the behavior of the MDSI metric for them has been analyzed;
- The analysis has been carried out for the BPG coder that outperforms known standards and provides performance comparable to the state-of-the-art compression techniques;
- the two-step procedure of providing the desired quality has been tested for the considered metric and coder, showing peculiarities dealing with the CCP (integer values of the $Q$ parameter).

The paper structure is as follows. Section 2 considers some properties of three-channel images. Some important properties of the MDSI metric are obtained using color images from the TID2013 database [38]. Then, the proposed two-step procedure is described in Section 3 and its implementation for the BPG is studied in Section 4. Some simulation results are provided in Section 5 and the obtained accuracy is discussed in Section 6, followed by the conclusions.
2. Metrics for the Assessment of the Visual Quality of Three-Channel RS Images

2.1. Properties of Three-Channel RS Images

Many modern RS systems produce multi-channel images, where the term “multi-channel” concerns multi-spectral, hyper-spectral, dual and multi-polarization radar data, etc. In this paper, we concentrate on three-channel images due to three main reasons. Firstly, together with dual-polarization radar data, three-channel images are the simplest example of multi-channel ones, being also convenient to process and analyze. Having some methods and results obtained for three-channel images, they can be generalized for images with a higher number of channels. Secondly, three-channel RS images can be easily visualized as color ones, leading to the simplicity of visual analysis in comparison to the case of multi-channel image representation in pseudo-colors. Although the wavelengths of the channels of multi-spectral images usually do not coincide with the wavelengths in traditional RGB representations, visualized three-channel images usually look quite clear for an observer. Finally, it is expected that the BPG compression can be extended for images with a higher number of channels. However, at the moment, only the BPG version designed for the compression of three-channel color images is available.

Compared to conventional color images (photos), RS images have some specific features. First of all, they are usually more highly structured and each object has a semantic meaning [39], whereas natural images are more chaotic. These objects present in RS images need to be analyzed in further stages of data processing, particularly target recognition, classification, segmentation, and parameter estimation. For example, the main goal of the image segmentation process related to partitioning an image into a set of homogeneous segments, in terms of chromatography or texture, is highly important for remote sensing data [40]. Meanwhile, the fact that RS images often include large areas of background, which is much less important than foreground objects [41], may also be taken into account in compression.

Secondly, the correlation between component images of three-channel RS data can differ from the correlation of red, green, and blue components of color images. Whilst, for color images, the cross-correlation factor is usually around 0.7 [42], the correlation factor between components of three-channel RS data may be significantly higher [5]. This might influence noticeably the final compression performance if 3D approaches are to be applied.

Since individual channels of RGB images are represented as 8-bit data and such components of RS images might be initially represented in another way, e.g., as 16-bit data, it may be difficult to adequately compare the compression of color and three-channel RS images. Therefore, three-channel images with the 8-bit representation of channels (also referred to as component images) are considered in a further part of the paper. Additionally, if component images originally have more than 8 bits, it is supposed that they are pre-normalized to 8 bits before lossy compression. Certainly, this leads to the introduction of some additional errors, although relatively small, due to rounding to the nearest integer. The PSNR of images subject to normalization, rounding-off, and re-normalization is usually around 59 dB, whereas distortions introduced during lossy compression usually lead to a much smaller PSNR. Thus, distortions caused by normalization (if applied) may be ignored in further analysis.

Furthermore, there are no commonly accepted databases of “pristine” (reference, distortion-free) RS images. Moreover, types of distortions inherent for RS images and color images partly coincide but are partly different. For example, image dithering is not met in practice in RS images. Meanwhile, speckle noise is not typical for color images but it might be an important factor for RS images of a special kind (synthetic aperture radar ones). This obstacle prevents the direct use of color image databases for making conclusions and recommendations for RS images. However, recently, the TID2013 dataset has been indirectly used to analyze the subsets of distortion types that might be present in RS images. This has allowed the determination of good elementary visual quality metrics for the adequate characterization of RS image quality and the design of combined metrics. Already known visual quality metrics, used in a combined metric [16] as one of the inputs,
are referred to as elementary metrics. In particular, the MDSI [28] has been presented as one of the best elementary metrics [16]. Hence, more details about this metric are provided below, together with an explanation of why it has caught our attention. It should be kept in mind that the visual quality metrics describe the quality of data from a specific viewpoint and the relation between visual quality metrics and, e.g., text recognition from document images or image classification accuracy is not fully known [29]. Nevertheless, preliminary results of the classification of compressed images have already demonstrated that visual quality has a high correlation with classification accuracy, especially for classes represented by small-sized, prolonged, and textural objects, i.e., for classes that are quite heterogeneous [16]. Since high-frequency information can be lost due to lossy compression for large CR, it might harm the classification as well.

Our task of providing desired quality in compressing a given image can be treated as a particular case of applying the theory of generative adversarial nets [43–45] since the image at hand is supposed to belong (according to its basic properties) to the set of images used at the method training stage when the average rate distortion curve has been obtained. Although there are some papers studying how distortions affect image classification and object recognition tasks, particularly with the use of neural networks, it should be kept in mind that lossy compression should not lead to an essential degradation in performance for image classification and object recognition compared to uncompressed original data.

2.2. Analysis of Some Elementary Image Quality Metrics

Image quality assessment (IQA) plays a significant role in numerous image processing applications—for example, image acquisition, lossy compression, restoration, denoising, etc. IQA techniques and metrics can be divided into three categories according to the availability of the original image, namely Full-Reference (FR), Reduced-Reference (RR), and No-Reference (NR). Different methods may be chosen according to the requirements, their priority, and their application. In this paper, the FR IQA methods are utilized to evaluate the compressed images and to provide the desired visual quality in RS lossy compression. The main reason is the knowledge of the reference image (this is simply the image to be compressed). Another reason is that the FR IQA metrics are usually simpler and more adequate (accurate) than the metrics that belong to the two latter groups.

The simplest classical FR IQA metric is the Mean Squared Error (MSE), computed by averaging the squared intensity differences of distorted and reference images pixel-wise. Another well-known metric strictly related to MSE is the Peak Signal-to-Noise Ratio (PSNR). The significant advantages of MSE and PSNR are that their calculation is simple and their physical meaning is clear since the contrasting is based on the pixel level. Nevertheless, the most relevant weakness of these metrics is that they are not very well matched to perceived visual quality [46]. Because of this, numerous metrics based on the MSE and other principles, particularly calculated locally using the sliding window approach, have been proposed and intensively studied in the last three decades, i.a., Structural Similarity (SSIM) [47–49], Feature Similarity (FSIM) [50], or the MDSI [28].

In this paper, the MDSI is adopted as the visual quality metric for three-channel RS images. To explain the reasons for this choice, some aspects and requirements for IQA should be recalled. As is widely known, subjective image visual quality is assessed during quite complicated experiments involving a large number of participants and test images of different complexity [38]. The result of such testing consists in obtaining Mean Opinion Score (MOS) or Differential Mean Opinion Score (DMOS) values. A metric is considered good if, for different databases, it has high absolute values of correlation factor between a given metric and MOS, where both conventional (Pearson) and rank-order (Spearman and/or Kendall) correlations can be taken into consideration (ideally, it is desired that both Pearson and Spearman correlation coefficients have absolute values close to unity). As the first requirement, monotonicity of dependence of a metric on image quality characterized by Spearman Rank Order Correlation Coefficient (SROCC) is required. Meanwhile, linearity of this dependence, better characterized by the Pearson Linear Correlation Coefficient
(PLCC), is desired as well. Note that the above-mentioned FSIM [50] has sufficiently nonlinear behavior on image quality and MOS [51]. During some experiments conducted for 50 metrics [16], SROCC values have been calculated as one quantitative criterion of metric performance for all distortion types and three subsets of the Tampere Image Database (TID2013). According to these calculations, the SROCC value determined for MDSI versus MOS is 0.8897 for all types and levels of distortions, being higher than for most other metrics, whereas the SROCC for the subset Noise&Actual is 0.9374. It is the highest value among all the considered elementary metrics. Meanwhile, the statistics of average calculation time demonstrate that the computational efficiency of the MDSI is very high. Additionally, the SROCC between MDSI and MOS has been calculated for images with three types of distortions related to lossy compression in the TID2013 dataset. It is equal to 0.966, i.e., very high, meaning that the MDSI is able to adequately characterize the visual quality of lossy compressed images.

Although the detailed SROCC values for 50 elementary metrics obtained for three subsets and the whole TID2013 dataset may be found in the paper [16], an additional verification of these metrics may be conducted for the Konstanz Artificially Distorted Image quality Database (KADID-10k) [52], containing 81 pristine images, each degraded by 25 distortions in five levels—particularly for the subsets containing distortions characteristic for RS images. Considering the JPEG and JPEG2000 compressed images, only two metrics—HaarPSI and MDSI—achieve SROCC values over 0.925 and PLCC over 0.94 (after nonlinear fitting) simultaneously, demonstrating both high prediction monotonicity and accuracy. Nevertheless, it is worth noting that the HaarPSI metric is around 1.4 times slower than MDSI, being one of the fastest elementary metrics (detailed results are presented in the paper [16]). The performance comparison of individual metrics for the lossy compressed images from the KADID-10k dataset is presented in Appendix A (Table A1).

2.3. The MDSI Metric and Its Properties

An important property of the MDSI metric is that, during its computation, a gradient magnitude is used to measure structural distortions, whereas chrominance features are used to measure color distortions (recalling that both these types of distortions are equally important for three-channel RS images). Subsequently, the two obtained similarity maps are combined to form a gradient-chromaticity similarity map. Differently than for SSIM and FSIM, the deviation pooling strategy is used to compute the final quality score. In comparison to previous research, this new gradient similarity map is more likely to follow the human visual system (HVS).

Providing the desired visual quality in lossy compression is a challenging task; however, it would be possible if a metric value was associated with a certain level of quality. It could also be useful to know a range of metric values for which distortions are practically invisible. In lossy compression, the desired visual quality is often within a certain range, also for RS images. As illustrated by some already completed analyses based on other metrics [33], the lower limit is such that lossy compression has no negative impact on further image processing. It means that the introduced distortions may be noticeable or even visible but not annoying. Concerning the upper limit, the lossy compression should provide a higher CR than possible to achieve by the lossless compression (limited by entropy). A reasonable threshold should be set in such a way that the introduced distortions are invisible, so the visual quality of compressed data should be identical to lossless compressed images but higher CR can be achieved. This threshold is around 40 dB in terms of the PSNR-HVS-M metric multi-channel RS images [33].

To provide a reasonable range for the metric MDSI, we have tested 3000 color images of the database TID2013 to obtain the statistical data results [38] and put them into three categories, namely visible, just noticeable, and invisible distortions. Since MOS values have been provided for each image in the TID2013 dataset, the scatter plot for MDSI vs. MOS for the three mentioned classes of images is shown in Figure 1.
Combining the statistical results and MOS values, it can be approximately stated that there are three gradations of image quality according to MDSI:

- excellent quality (MDSI ≤ 0.15), the distortions are mostly invisible;
- good quality (0.15 < MDSI ≤ 0.25), the distortions can be just noticeable;
- middle and bad quality (MDSI > 0.25), the distortions are visible or they can be annoying.

Therefore, the reasonable range (under interest in this paper) is set as the range from 0.10 to 0.25. It is also worth noting that the relation between MDSI and MOS is almost linear and this should be considered as one more advantage of the MDSI metric.

3. The Two-Step Method for Lossy Compression

The two-step image compression method has been recently proposed to control the visual quality in lossy compression, and further provide the desired visual quality for handling images in terms of a chosen visual quality metric. The previous research has proven that this method works well for DCT-based coders (such as AGU, ADCTC) [35,53] as well as for the DWT-based coder (SPIHT) [54]. The latest conference paper [36] demonstrates also some initial results and the advantages of the two-step compression method for the BPG coder.

Although lossy compression can easily achieve higher CR than lossless compression, usually, it reduces the visual quality of an image noticeably. However, the visual quality is also important and it can be even the most important requirement in some cases. Consequently, in such applications, lossy compression should be applied with additional control of introduced distortions. To control the visual quality in lossy compression, the CCP can be adjusted (or just properly set), considering the so-called rate-distortion curve, representing the dependence of visual quality on the CCP. However, for a given lossy compression coder, visual quality dependence on the CCP varies, depending also on image characteristics. Although it is difficult to know the rate-distortion curve for each image to be compressed in advance, it is still possible to obtain the general trend for particular image categories, e.g., three-channel RS images.

Since the provided approach should be possible to apply for images of different terrains or, in other words, of different complexity containing various types of objects, a relatively high number of test images should be used in experiments. This requirement is one of the main reasons for the methodology of design and analysis applied at different stages of the study presented in the paper.

First of all, a certain number of images are chosen to be compressed/decompressed assuming a series of CCP values, further referred to as the basic image set (sample images are shown in Figure 2). Each value of MDSI for each test image obtained after compression/decompression using given CCP values should be registered to evaluate the
distortions. As a consequence, a model of visual quality metric dependence on the CCP may be obtained from these statistic data. At this stage, it is possible to obtain individual dependencies of the metric on the CCP, further averaged for all basic images corresponding to each CCP (more details are provided in Section 4). In this way, it is also possible to obtain an averaged dependence, the so-called average rate-distortion curve, which reflects the monotonous change in visual quality with the CCP. This process is performed offline; hence, it does not influence the time efficiency of the two-step method. Based on this average rate-distortion curve, the second step of the method can be carried out.

The block diagram of the two-step compression method is illustrated in Figure 3; in the first step, the initial CCP is determined using the desired visual quality and the average rate-distortion curve. In general, it is calculated using the following equation:

$$CCP_{init} = CCP_{est} + \frac{M_{des} + M_{avg}}{M'} ,$$  

where $M_{des}$ is the desired visual quality pre-set by the user, and the other three parameters come from the average rate-distortion curve presented in a tabular form. The $M_{avg}$ is the value closest to the desired $M_{des}$ at the right end of the corresponding interval of the average rate-distortion data array, whereas $CCP_{est}$ is the value corresponding to $M_{avg}$. The curve derivative for the corresponding $CCP_{est}$ is denoted as $M'$. These calculations do not require image compression, so the $CCP_{init}$ value is the same for all images being compressed, assuming a given desired visual quality.

The first step of the proposed method is the compression and decompression of the original image with the initial CCP; subsequently, the visual quality value $M_{init}$ of the decompressed image could be calculated using the original image as the reference. Since the metric value $M_{init}$ is close to the desired $M_{des}$, the absolute error is calculated as

$$\Delta M = |M_{init} - M_{des}| ,$$

further evaluated as acceptable or not to undertake a decision concerning further actions. It is worth noting that, for some images, the above $\Delta M$ error can achieve the required level, so the second step is not needed and the compressed image in the first step can be treated as the final output.

To improve the accuracy of provided visual quality, the CCP value needs to be corrected before the second step using the following equation:

$$CCP_{des} = CCP_{init} + \frac{M_{des} + M_{init}}{M'} .$$

This corrected CCP value may be different for different images. Finally, the second step, compression, is carried out using the $CCP_{des}$, and the compressed image file obtained after the second step is considered as the final output with the desired quality.
Figure 2. Samples of the basic RS images used in experiments. The values provided in brackets concern Q, MDSI, and CR values, respectively.
4. The Implementation of the Two-Step Method for the BPG Coder

Since the demand for high-quality images with acceptable size has been dramatically increased, there have been numerous conventional lossy compression coders developed [21,31,54–56] that may be applied not only for typical three-channel RGB images. One of the most interesting recent concepts is known as the Better Portable Graphics (BPG), which is a novel image compression method that aims to replace the decades-old JPEG format due to considerably better performance in the sense of higher quality and/or lower size [57]. Even though, recently, some learned lossless and lossy image compression methods have been proposed, the BPG is still highly competitive [58]. In this paper, it is utilized as the lossy compression coder applied to compress three-channel RS images. The description of the implementation of the two-step compression method for the BPG coder is provided further.

4.1. The BPG Coder

The BPG coder is based on the High Efficiency Video Coding (HEVC) [59,60] technique, which was proposed by Fabrice Bellard in the form of the open-source code (More details available at: https://bellard.org/bpg/ (accessed on 23 February 2022)). Compared to JPEG, the BPG coder ensures a higher compression ratio for the same quality. Additionally, the BPG has the following important attributes:

- it provides a JavaScript decoder, increasing the accessibility of the BPG to most web browsers and portable applications due to its lightweight code;
- it is open-source, royalty-free, and patent-free;
- it supports the same chroma formats as JPEG (grayscale, YCbCr 4:4:4, 4:2:2, 4:2:0 with the use of Lanczos filters) to reduce the losses during the conversion, as well as an alpha channel, RGB, YCgCo, and CMYK color spaces;
- it supports natively 8 to 14 bits per channel, although, in most applications, 8 bits are used, similarly as in this paper;
- it supports lossless and lossy compression.

Figure 3. The block diagram of the two-step compression method.

[Diagram showing the two-step compression method with labels for initial CCP, CCP correction, corrected CCP, and the second step compression.]
As mentioned above, the BPG algorithm is an essential part of the HEVC video encoder \([59,60]\), which is treated as a sufficient advance in video compression technology. The high efficiency of HEVC is explained by the intelligent approach to block size and the use of the DCT or the Discrete Sine Transform in the spatial frequency domain.

Regardless of some patent issues of the HEVC implementations (More details available at: https://www.loc.gov/preservation/digital/formats/fdd/fdd000530.shtml (accessed on 30 March 2022)), all the above features make the open-source BPG a highly competitive candidate for the replacement of many existing image compression algorithms. Some details concerning its hardware implementation may be found in the paper \([61]\).

The parameter \(Q\), used internally to control the compression ratio and image quality in the BPG encoder, is considered as the CCP, where \(Q \in \{1, \ldots, 51\}\) and a larger \(Q\) results in a higher CR, corresponding to lower visual quality \([36]\). Unlike the CCP in AGU and SPIHT, the parameter \(Q\) takes only integer values. The BPG encoder may also use JPEG or PNG images as input, performing BPG compression, and producing the corresponding BPG image.

The BPG performance has already been compared to many other coders in terms of standard and visual quality metrics \([62–64]\). It has been demonstrated that the BPG outperforms JPEG and JPEG2000 \([62]\). It also performs approximately at the same level as modern autoencoders based on learning \([63,64]\).

In addition, a special comparison has been carried out for the considered case, i.e., for the MDSI metric and color RS images. Two 512 × 512 pixel color images for simple and complex structures (Frisco and Diego, respectively), shown in Figure 4, have been processed to produce three different values of MDSI: 0.1, 0.15, and 0.2. The analysis of the provided histograms shows the prevailing influence of the blue component in both cases. The same holds, in general, for other three-channel images used in our studies.

**Figure 4.** Additional color test images from the USC-SIPI database and their histograms: (a) Frisco (image no. 2.1.03); (b) Diego (image no. 2.2.05).
The CR values have been obtained for the BPG (version 4:2:2), the 3D version of the AGU coder [65], JPEG, and JPEG2000 [66]. The data are collected in Table 1. Their analysis shows that the BPG slightly outperforms the 3D AGU and JPEG2000 for the middle values of the Q parameter (high quality of compressed images) and has obvious benefits for large Q values (low quality of the compressed image). Additional data on the comparison of coders can be found in [32,33], showing that better performance of a coder usually leads to better classification.

Table 1. Performance comparison of several coders: the CR values for two images and three MDSI values.

| Quality | Coder  | CR Values for the Test Image |
|---------|--------|-----------------------------|
|         |        | Frisco                      | Diego                      |
| MDSI = 0.1 | BPG    | 5.6                         | 4.2                        |
|         | 3D AGU | 5.2                         | 4.0                        |
|         | JPEG   | 4.9                         | 2.7                        |
|         | JPEG 2000 | 3.8                | 3.2                        |
| MDSI = 0.15 | BPG    | 34.4                        | 14.8                       |
|         | 3D AGU | 21.2                        | 9.9                        |
|         | JPEG   | 20.1                        | 8.7                        |
|         | JPEG 2000 | 10.2                | 6.5                        |
| MDSI = 0.2 | BPG    | 139.2                       | 64.6                       |
|         | 3D AGU | 60.4                        | 22.0                       |
|         | JPEG   | 38.9                        | 21.8                       |
|         | JPEG 2000 | 37.9                | 15.2                       |

4.2. Calculation of the Average Rate-Distortion Curve According to the MDSI

The prime task in the implementation of the two-step method for the BPG coder is to obtain the average rate-distortion curve for the considered visual quality metric (MDSI). Based on the analysis provided in Section 3, this average rate-distortion curve results from statistical data from a certain number of images. In this paper, twelve 1024 × 1024 pixel three-channel RS images taken from the USC-SIPI dataset (volume 2: Aerials) (The USC-SIPI image database is available at: http://sipi.usc.edu/database/database.php?volume=aerials (accessed on 23 February 2022)) have been chosen as the basic image set, shown in Figure 5. Then, the compression and decompression have been carried out for each image with various CCP values, where all possible values of the Q parameter have been used.

To obtain the average rate-distortion curve, MDSI values have been calculated for all 612 images (12 original images and 51 values of the Q parameter), and further averaged for the individual Q values. The obtained curves are presented in Figure 6 independently for each of the images used in the experiments. The obtained curves may be divided into four areas for further analysis:

- Q ≤ 3—the visual quality is constant and very high;
- 4 ≤ Q ≤ 25—the visual quality starts to change slowly, and the MDSI values for different images are very similar;
- 26 ≤ Q ≤ 40—the visual quality changes more significantly, but the deviations between quality indicators of different images are still small;
- Q ≥ 41—the visual quality starts to rapidly decline and the deviations of the MDSI values for different images become obvious.
Figure 5. The original images from the basic image set.

Figure 6. Curves of the MDSI dependence on the $Q$ parameter for individual basic images (RSI #1–#12) and the obtained average curve.

Consequently, the optimal work area of the $Q$ parameter seems to be $[26, 40]$, and the corresponding range of the MDSI values is $[0.1, 0.25]$.

The two-step compression can be carried out for the BPG using the average rate-distortion curve (shown in Figure 6), but the implementation differs from the previous scheme. Formula (1) is not needed and the $Q_{\text{init}}$ may be set as the nearest integer $Q$ producing the desired MDSI value according to the average rate-distortion curve. In other words, $Q_{\text{init}}$ equals $Q_{est}$. Additionally, since the value of $Q$ after the correction according to Equation (3) is, most probably, non-integer, a rounding-off operation is needed for the
Q. More detailed experimental results obtained for the basic image set are provided in Appendix A (Table A2).

Since the curves in Figure 6 partly overlap, the MDSI values obtained for ten values of the Q parameter for the considered test images are also presented in Table 2. Whilst the MDSI values are almost the same for small Q values (where the introduced distortions are anyway invisible), sufficient differences can be observed for large Q (e.g., data for Q equal to 40 and 45, which are of practical interest).

Table 2. Results of the MDSI metric obtained for 10 values of the Q parameter using the basic images (RSI #1–#12) presented in Figure 6.

| Test Image | 5  | 10  | 15  | 20  | 25  | 30  | 35  | 40  | 45  | 50  |
|------------|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| RSI1       | 0.0517 | 0.0543 | 0.0604 | 0.0748 | 0.0940 | 0.1191 | 0.1450 | 0.1775 | 0.2287 | 0.3068 |
| RSI2       | 0.0386 | 0.0455 | 0.0583 | 0.0745 | 0.1017 | 0.1223 | 0.1418 | 0.1708 | 0.2263 | 0.2887 |
| RSI3       | 0.0365 | 0.0426 | 0.0511 | 0.0656 | 0.0868 | 0.1144 | 0.1487 | 0.2034 | 0.2868 | 0.3701 |
| RSI4       | 0.0393 | 0.0436 | 0.0522 | 0.0651 | 0.0843 | 0.1122 | 0.1444 | 0.1822 | 0.2354 | 0.3639 |
| RSI5       | 0.0485 | 0.0516 | 0.0570 | 0.0703 | 0.0904 | 0.1166 | 0.1447 | 0.1797 | 0.2316 | 0.3127 |
| RSI6       | 0.0396 | 0.0456 | 0.0553 | 0.0735 | 0.0958 | 0.1305 | 0.1664 | 0.1963 | 0.2298 | 0.2973 |
| RSI7       | 0.0399 | 0.0452 | 0.0544 | 0.0701 | 0.0925 | 0.1218 | 0.1543 | 0.1995 | 0.2680 | 0.3663 |
| RSI8       | 0.0509 | 0.0536 | 0.0597 | 0.0741 | 0.0944 | 0.1176 | 0.1451 | 0.1777 | 0.2291 | 0.3057 |
| RSI9       | 0.0411 | 0.0478 | 0.0583 | 0.0729 | 0.0917 | 0.1160 | 0.1469 | 0.1891 | 0.2451 | 0.3190 |
| RSI10      | 0.0419 | 0.0498 | 0.0597 | 0.0746 | 0.0926 | 0.1158 | 0.1470 | 0.1869 | 0.2454 | 0.3269 |
| RSI11      | 0.0387 | 0.0436 | 0.0520 | 0.0663 | 0.0864 | 0.1131 | 0.1443 | 0.1876 | 0.2484 | 0.3407 |
| RSI12      | 0.0427 | 0.0488 | 0.0593 | 0.0740 | 0.0947 | 0.1176 | 0.1477 | 0.1857 | 0.2491 | 0.3203 |
| Average    | 0.0424 | 0.0477 | 0.0564 | 0.0713 | 0.0921 | 0.1181 | 0.1480 | 0.1863 | 0.2436 | 0.3265 |

To obtain an initial insight about the CR and its variation depending on image properties, Figure 7 illustrates the corresponding data. Whilst the CR values are small and do not vary significantly for small Q values, they are quite large (significantly larger than for lossless compression) and vary strongly for the Q values starting from 20. This explains our special interest in the Q values within the limits from around 20 to approximately 45, corresponding to MDSI values from around 0.07 to 0.28.

![Figure 7](image-url)  
*Figure 7. Curves of the CR dependence on the Q parameter for individual basic images (RSI #1–#12) and the obtained average curve in logarithmic scale.*

The pseudo-code illustrating the main idea of the method is provided in Algorithm 1.
Algorithm 1 Quality control algorithm flow.

Require: original image, desired MDSI value, Q array, MDSI average array, derivative array
1: for \(i = 1\) to \(50\) do
2: repeat
3: \(\) Calculate mean(MDSI[i]) - desired MDSI
4: \(i++\)
5: until mean(MDSI[i]) - desired MDSI > 0
6: end for
7: Calculate the initial Q
8: Perform the BPG compression according to initial Q
9: Record the initial MDSI
10: Calculate the final Q
11: Round up Q
12: if final Q = initial Q then
13: return initial MDSI
14: else
15: Perform the BPG compression according to the final Q
16: return final MDSI
17: end if

5. The Experimental Results

To evaluate the performance of the proposed two-step method for the BPG coder for three-channel RS images, some additional test experiments are necessary since the average rate-distortion curve model has been obtained only for the basic image set, which might be not representative enough. Consequently, the two-step compression method has been applied firstly for the basic image set to provide four typical values for the MDSI metric, representing the four classes provided in Section 4.2. These four typical values have been set as 0.1, 0.15, 0.2, and 0.25, respectively, and the achieved statistical data are shown in Table 3, where \(M_{des}\) denotes the desired value of the MDSI metric, \(VAR_1\) stands for the variance of MDSI provided in the first step, and \(VAR_2\) is the variance of MDSI provided in the second step. For a better understanding of the data, the mean MDSI values finally provided in the second step are provided as well, denoted as \(MEAN_2\).

| \(M_{des}\) | \(VAR_1\) | \(VAR_2\) | \(MEAN_2\) |
|---|---|---|---|
| 0.10 | \(2.24 \times 10^{-5}\) | \(2.24 \times 10^{-6}\) | 0.1010 |
| 0.15 | \(4.31 \times 10^{-5}\) | \(6.73 \times 10^{-6}\) | 0.1495 |
| 0.20 | \(1.20 \times 10^{-4}\) | \(1.32 \times 10^{-5}\) | 0.1978 |
| 0.25 | \(3.32 \times 10^{-4}\) | \(1.85 \times 10^{-5}\) | 0.2466 |

The analysis of the data provided in Table 3 leads to the conclusion that the variance after the second step of compression has decreased by approximately one order of magnitude for each desired value. It proves that the proposed two-step procedure works well in the considered conditions. It can also be noticed that both variances \(VAR_1\) and \(VAR_2\) tend to increase if the desired MDSI increases. This means that the task of providing the desired MDSI is more important for larger \(M_{des}\) values, e.g., 0.2 or 0.25 (for \(M_{des} = 0.1\), the distortions are invisible and they remain invisible if the desired MDSI is provided with the error of around 0.01).

The mean absolute error of the desired quality, calculated as \(|M_{des} - MEAN_2|\), does not exceed 0.034, and its value increases as the desired visual quality decreases, which is similar to the trend observed in previous works with the other coders [35,54].

To verify the representativeness of the basic set, the other 12 RS images have been chosen as the test image set, shown in Figure 8 (further referred to as RSI #13–#24), which
is also a part of the USC-SIPI dataset. Then, the two-step compression method has been applied to these images to verify the correctness and universality of the previously obtained curve model, leading to the statistical data shown in Table 4.

Figure 8. The original images from the test image set.

Table 4. The statistical data for the test image set.

| $M_{des}$ | $VAR_1$      | $VAR_2$      | $MEAN_2$   |
|-----------|--------------|--------------|------------|
| 0.10      | $2.30 \times 10^{-5}$ | $4.75 \times 10^{-6}$ | 0.1003     |
| 0.15      | $5.48 \times 10^{-5}$ | $6.33 \times 10^{-6}$ | 0.1490     |
| 0.20      | $1.70 \times 10^{-4}$ | $2.94 \times 10^{-5}$ | 0.1989     |
| 0.25      | $3.01 \times 10^{-4}$ | $2.04 \times 10^{-5}$ | 0.2465     |

As shown in Table 4, for each desired MDSI value, the variance after the second step of compression has also decreased by approximately an order of magnitude, and the mean error does not exceed 0.035. As one can see, the tendencies and values are similar to those observed in Table 3, so the basic image set has been chosen correctly to obtain the average rate-distortion curve and this model works well for other three-channel RS images.

To analyze the data for 12 test images (RSI #13–#24) in detail, results obtained for $M_{des} = 0.25$ are presented in Table 5, where $Q_{init}$ denotes the parameter $Q$ used for the first step of compression. It comes from the average rate-distortion curve and equals 45 for all images. As may be seen in Table 5, although the initial MDSI values are different for individual test images, their variance after the second step has decreased significantly, being only 1/15 of its value after the first step. The mean value of the MDSI after the second step is also noticeably closer to 0.25; hence, its average relative error has also decreased (from 2.08% to 1.4%).
Table 5. The experimental data obtained for the test image set assuming the desired value of MDSI = 0.25.

| Test Image | $Q_{init}$ | $MDSI_{init}$ | $Q_{des}$ | $MDSI_{final}$ |
|------------|------------|---------------|-----------|---------------|
| RSI #13    | 45         | 0.2587        | 44        | 0.2427        |
| RSI #14    | 45         | 0.2491        | 45        | 0.2491        |
| RSI #15    | 45         | 0.2454        | 45        | 0.2454        |
| RSI #16    | 45         | 0.2185        | 47        | 0.2447        |
| RSI #17    | 45         | 0.2167        | 47        | 0.2394        |
| RSI #18    | 45         | 0.2436        | 45        | 0.2436        |
| RSI #19    | 45         | 0.2611        | 44        | 0.2445        |
| RSI #20    | 45         | 0.2477        | 45        | 0.2477        |
| RSI #21    | 45         | 0.2568        | 45        | 0.2568        |
| RSI #22    | 45         | 0.2586        | 44        | 0.2443        |
| RSI #23    | 45         | 0.2188        | 47        | 0.2507        |
| RSI #24    | 45         | 0.2631        | 44        | 0.2489        |
| VAR        | 3.01 × 10^{-4} |               |           | 2.04 × 10^{-5} |
| MEAN       | 0.2448     |               |           | 0.2465        |

In general, the accuracy has radically improved due to the second step of compression. Meanwhile, there are cases when the MDSI after the second step is the same as for the first step, e.g., this happens for RSI #13. This means that there is no need to correct the $Q$ parameter and apply the second step of compression in such cases. As shown in Table 5, 5 out of 12 images needed only one-step compression to meet the quality requirements, whilst the other seven images needed the second step to improve the accuracy. For all verification experiments (carried out for all 24 images and four desired MDSI values), 28.1% of images needed only the first step of the two-step compression to provide the desired visual quality. The other tables with more detailed results, both for the basic and the test image sets, achieved for different desired MDSI values, are provided in Appendix A (Tables A3–A9).

6. Discussion

To analyze the accuracy of the provided visual quality for the BPG-based lossy compression of three-channel remote sensing images, three images (RSI #13, #14, and #16) have been selected as representative examples with the desired visual quality (MDSI) equal to 0.25.

The decompressed images for the two-step compression method are shown in the middle (third) column in Figure 9. For the desired MDSI value equal to 0.25, the initial $Q$ is equal to 45; the calculated $Q_{des}$ values are different for different images (equal to 44, 45, and 47, respectively). The two images on the left from the third column are the images obtained if the parameter $Q$ is set as $Q_{des} - 1$ and $Q_{des} - 2$, and the two images on the right are the images when $Q$ is set as $Q_{des} + 1$ and $Q_{des} + 2$.

For RSI #14, $Q_{init}$ appears to be the appropriate value as for its change (increase or decrease), the error $\Delta_{MDSI} = |MDSI_{final} - MDSI_{des}|$ increases. For RSI #13, the parameter $Q$ is corrected to 44, and in comparison to the four other values, compression with the $Q_{des}$ produces $MDSI_{final}$, which is the closest to the $MDSI_{des}$. In contrast, for RSI #16, the initial $Q$ is corrected to 47, and compression with this $Q_{des}$ produces the smallest error between $MDSI_{final}$ and $MDSI_{des}$. Concerning the error, for RSI #16 considered as an example, the provided $MDSI_{final}$ is 0.2447, and the error between $MDSI_{final}$ and $MDSI_{des}$ is 0.0053. Figure 9 shows five decompressed images resulting from RSI #16, where images compressed with two values of $Q$ differing by unity seem to be practically identical, but if $Q$ differs by 2 or more, e.g., for RSI #16 (45, 0.2185, 233) and RSI #16 (49, 0.2817, 527) compared to RSI #16 (47, 0.2447, 347), the difference is much easier to observe. Hence, if the difference $\Delta_{MDSI}$ is approximately 0.015, it is difficult to observe the changes in the decompressed images. However, it becomes noticeable if $\Delta_{MDSI}$ is approximately 0.03, e.g., for RSI #16 (46, 0.2303, 280) and RSI #16 (48, 0.2586, 424). Therefore, in practical applications, it is enough to ensure
errors of providing the desired MDSI less than $\approx 0.01$. Consequently, it can be drawn that the accuracy of the two-step method for the BPG coder is good enough.

![Sample Decompressed Images](image)

**Figure 9.** The sample decompressed images obtained for the $Q$ values around $Q_{des}$. The values provided in brackets concern $Q$, MDSI, and CR values, respectively.

In summary, for images where the second step is necessary, regardless of whether the correction is forward or reverse (initial $Q$ is increased or decreased), it gives a positive impact and eventually provides the visual quality that is the closest to the desired one. Additionally, the CR values provided for image lossy compression in the neighborhood of the distortion invisibility threshold are considerably higher than possible to achieve using a lossless compression.

To analyze the computational efficiency of the proposed approach, some tests have also been performed using a notebook with an Intel® Core™ i7-4710HQ CPU @2.50 GHz and 16.0 GB RAM, controlled by the 64-bit Windows 10 Pro operating system for the x64 processor architecture. For $512 \times 512$ pixel images, the compression time is from 0.02 s to 0.05 s depending on image complexity and the value of the parameter $Q$ (a larger time is needed for more complex structure images). The decompression time is from 0.006 s to 0.019 s (more time is spent on the decompression of more complex structure images). For $1024 \times 1024$ pixel images, the compression time is from 0.06 s to 0.12 s; the decompression time is sufficiently smaller (from 0.02 s to 0.06 s). The MDSI values can be calculated very quickly (the time for their calculation is only around 1.5 times longer than for the calculation of MSE).

7. Conclusions

In this paper, a two-step algorithm for providing the desired visual quality for the BPG-based lossy compression of three-channel remote sensing images has been proposed. The MDSI metric has been applied to evaluate the visual quality of the decompressed image. The main contributions of this paper concern the extensions of the basic two-step algorithm utilizing the MDSI metric and some features of the BPG encoder, e.g., integer form of the $Q$ parameter, as well as the properties of three-channel RS images, such as high correlation of multi-channel data.

The MDSI metric has been studied to evaluate the quality of three-channel images, providing a reasonable operation range for the lossy compression of three-channel RS images.
Three visual quality levels have been proposed, corresponding to the MDSI values appropriate for excellent quality, good quality, as well as middle and bad quality, respectively.

Experimental results have demonstrated the superiority of the proposed algorithm. It allows images to be compressed quickly and with appropriate errors concerning the desired quality characterized by the MDSI metric. If the parameter $Q$, calculated after the second step, is equal to the initial $Q$, the second step could be skipped and the procedure may be accelerated for some similar images or video frames. Otherwise, the second step is needed to improve the accuracy with the corrected $Q$ value. Statistical data show that, due to the second step, the accuracy is considerably improved and the provided visual quality is very close to the desired one. Our methodology is quite general and can also be applied to some other metrics having similar performance to MDSI.

In the future, it is expected that BPG-based lossy compression can be applied to provide the desired characteristics of the classification of decompressed images. A study concerning the impact of visual quality evaluated by the MDSI on the accuracy of classification is planned, as well as a discussion of the applicability of the two-step algorithm for the BPG coder in the classification task of high-resolution multi-channel remote sensing images.
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Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| BPG          | Better Portable Graphics |
| bpp          | bits per pixel |
| CCP          | compression controlling parameter |
| CR           | compression ratio |
| DCT          | Discrete Cosine Transform |
| DMOS         | Differential Mean Opinion Score |
| DWT          | Discrete Wavelet Transform |
| FR IQA       | Full-Reference Image Quality Assessment |
| FSIM         | Feature Similarity |
| HEVC         | High Efficiency Video Coding |
| HVS          | Human Visual System |
| JPEG         | Joint Photographic Experts Group |
| KADID        | Konstanz Artificially Distorted Image quality Database |
| MDSI         | Mean Deviation Similarity Index |
| MOS          | Mean Opinion Score |
| MSE          | Mean Squared Error |
Appendix A

The tables provided in the Appendix A contain the performance of the selected elementary metrics for KADID-10k dataset (Table A1), experimental results obtained for the basic image set (Table A2) as well as the results achieved for various desired MDSI values.

Table A1. Performance of selected elementary metrics for the KADID-10k subsets containing compression-related distortions. Metrics are ordered in descending order according to the PLCC values for both subsets obtained after nonlinear fitting.

| Distortions | JPEG | JPEG2000 | Both |
|-------------|------|----------|------|
| Metric      | SROCC| PLCC     | SROCC| PLCC | SROCC| PLCC |
| IQM2        | 0.9412| 0.9598 | 0.8774| 0.9653| 0.9222| 0.9602|
| HaarPSIm    | 0.9472| 0.9585 | 0.9576| 0.9654| 0.9307| 0.9578|
| RVSIM       | 0.9519| 0.9527 | 0.8777| 0.9639| 0.9230| 0.9507|
| ADM         | 0.9528| 0.9692 | 0.8984| 0.9654| 0.9384| 0.9494|
| MDSI        | 0.9405| 0.9246 | 0.8948| 0.9619| 0.9267| 0.9432|
| VIF         | 0.9514| 0.9327 | 0.8878| 0.9705| 0.9249| 0.9404|
| MCSD        | 0.9447| 0.9247 | 0.9027| 0.9535| 0.9323| 0.9356|
| CVSSI       | 0.9438| 0.9249 | 0.8849| 0.9402| 0.9299| 0.9319|
| DSS         | 0.9488| 0.9144 | 0.8969| 0.9615| 0.9291| 0.9298|
| IGM         | 0.9385| 0.9179 | 0.8688| 0.9523| 0.9160| 0.9256|
| RFSIM       | 0.9219| 0.9254 | 0.8446| 0.9261| 0.9014| 0.9228|
| FSIMc       | 0.9510| 0.9078 | 0.9119| 0.9323| 0.9379| 0.9200|
| NQM         | 0.9175| 0.9167 | 0.8524| 0.9264| 0.8876| 0.9190|
| PSNRHVSVM   | 0.9354| 0.9016 | 0.8739| 0.9591| 0.8941| 0.9166|
| PSNRHMAy    | 0.9338| 0.9008 | 0.8699| 0.9584| 0.8916| 0.9153|
| FSIM        | 0.9509| 0.9016 | 0.9018| 0.9283| 0.9313| 0.9136|
| PSIM        | 0.9367| 0.8969 | 0.8957| 0.9398| 0.9250| 0.9119|
| SRSIM       | 0.9509| 0.9076 | 0.8991| 0.9210| 0.9297| 0.9090|
| SFF         | 0.9466| 0.9100 | 0.8864| 0.9073| 0.9252| 0.9068|
| WSNR        | 0.9150| 0.8921 | 0.8291| 0.9360| 0.8807| 0.9060|
| VSI         | 0.9395| 0.8817 | 0.8865| 0.9218| 0.9311| 0.9021|
| VIFP        | 0.9330| 0.9060 | 0.8303| 0.9019| 0.9048| 0.8908|
| ADD_GSIM    | 0.9353| 0.8850 | 0.8952| 0.8908| 0.9281| 0.8866|
| GSM         | 0.9349| 0.8567 | 0.8497| 0.9198| 0.9120| 0.8836|
| VSNR        | 0.9312| 0.8884 | 0.8409| 0.9018| 0.9034| 0.8831|
| CSSIM       | 0.9410| 0.8484 | 0.8849| 0.9180| 0.9265| 0.8841|
| PSNRHVS     | 0.9168| 0.8719 | 0.8186| 0.9174| 0.8841| 0.8792|
| PSNRHMAy    | 0.9155| 0.8709 | 0.8161| 0.9156| 0.8819| 0.8772|
| IWSSIM      | 0.9489| 0.8896 | 0.8874| 0.9096| 0.9290| 0.8769|
| ESSIM       | 0.9328| 0.8521 | 0.8623| 0.9181| 0.9159| 0.8728|
| PSNRHMA     | 0.9308| 0.8907 | 0.8075| 0.9077| 0.8961| 0.8675|
| MSSIM       | 0.9334| 0.8428 | 0.8740| 0.9071| 0.9169| 0.8583|
| SSIM        | 0.9282| 0.8531 | 0.8644| 0.9060| 0.9056| 0.8559|
| PSNRHMA_mod | 0.9134| 0.8694 | 0.7955| 0.8863| 0.8812| 0.8558|
Table A1. Cont.

| Distortions | JPEG | JPEG2000 | both |
|-------------|------|----------|------|
| Metric      | SROCC| PLCC     | SROCC| PLCC | SROCC| PLCC |
| PSNRHA      | 0.9113 | 0.8591 | 0.7917 | 0.8799 | 0.8782 | 0.8446 |
| SSIM        | 0.9391 | 0.8395 | 0.8848 | 0.9063 | 0.9095 | 0.8830 |
| ADD_SSIM    | 0.9294 | 0.8447 | 0.8690 | 0.8712 | 0.9110 | 0.8350 |
| CSSIM4      | 0.9453 | 0.8171 | 0.8892 | 0.8551 | 0.9317 | 0.8228 |
| IFC         | 0.8640 | 0.8278 | 0.8155 | 0.8085 | 0.8432 | 0.8161 |
| UQI         | 0.7853 | 0.8251 | 0.7623 | 0.7995 | 0.7786 | 0.8123 |
| PSNR        | 0.8837 | 0.8256 | 0.6793 | 0.7131 | 0.8091 | 0.7534 |
| MSE         | 0.8837 | 0.7443 | 0.6793 | 0.6584 | 0.8091 | 0.6897 |
| QILV        | 0.9414 | 0.8460 | 0.8500 | 0.8407 | 0.9022 | 0.6656 |
| DSI         | 0.9197 | 0.6218 | 0.8338 | 0.6826 | 0.8943 | 0.5623 |
| CWSSIM      | 0.9057 | 0.6002 | 0.8457 | 0.4213 | 0.8911 | 0.3937 |
| WASH        | 0.8712 | 0.8450 | 0.3685 | 0.3668 | 0.2194 | 0.2765 |
| MSVD        | 0.2799 | 0.2824 | 0.2280 | 0.1938 | 0.2314 | 0.2267 |

Table A2. The experimental data obtained for the basic image set.

| Q       | #1     | #2     | #3     | #4     | #5     | #6     | #7     | #8     | #9     | #10    | #11    | #12    | AVG    |
|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| JPEG    | 0.0517 | 0.0384 | 0.0362 | 0.0391 | 0.0484 | 0.0395 | 0.0398 | 0.0509 | 0.0409 | 0.0417 | 0.0385 | 0.0426 | 0.0423 |
| JPEG2000| 0.0517 | 0.0384 | 0.0362 | 0.0391 | 0.0484 | 0.0395 | 0.0398 | 0.0509 | 0.0409 | 0.0417 | 0.0385 | 0.0426 | 0.0423 |
| both    | 0.0517 | 0.0384 | 0.0362 | 0.0391 | 0.0484 | 0.0395 | 0.0398 | 0.0509 | 0.0409 | 0.0417 | 0.0385 | 0.0426 | 0.0423 |
| CWSSIM   | 0.0507 | 0.0384 | 0.0362 | 0.0391 | 0.0484 | 0.0395 | 0.0398 | 0.0509 | 0.0409 | 0.0417 | 0.0385 | 0.0426 | 0.0423 |
| MDSI     | 0.6793 | 0.5698 | 0.5684 | 0.5671 | 0.5669 | 0.5666 | 0.5671 | 0.5683 | 0.5670 | 0.5671 | 0.5683 | 0.5687 | 0.5680 |
| SROCC    | 0.0578 | 0.0526 | 0.0523 | 0.0523 | 0.0526 | 0.0526 | 0.0528 | 0.0528 | 0.0528 | 0.0528 | 0.0528 | 0.0528 | 0.0528 |
| PLCC     | 0.0578 | 0.0526 | 0.0523 | 0.0523 | 0.0526 | 0.0526 | 0.0528 | 0.0528 | 0.0528 | 0.0528 | 0.0528 | 0.0528 | 0.0528 |
### Table A2. Cont.

**MDSI Values for Individual RS Images**

| Q   | #1    | #2    | #3    | #4    | #5    | #6    | #7    | #8    | #9    | #10   | #11   | #12   | AVG |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----|
| 38  | 0.1640| 0.1565| 0.1777| 0.1656| 0.1856| 0.1798| 0.1635| 0.1715| 0.1710| 0.1684| 0.1697| 0.1699|     |
| 39  | 0.1710| 0.1641| 0.1894| 0.1725| 0.1905| 0.1883| 0.1714| 0.1797| 0.1789| 0.1783| 0.1779| 0.1780|     |
| 40  | 0.1775| 0.1708| 0.2034| 0.1822| 0.1979| 0.1963| 0.1995| 0.1777| 0.1891| 0.1869| 0.1876| 0.1857| 0.1864|
| 41  | 0.1872| 0.1779| 0.2177| 0.1911| 0.1887| 0.2024| 0.2108| 0.1872| 0.2011| 0.1971| 0.1983| 0.1966| 0.1963|
| 42  | 0.1956| 0.1872| 0.2323| 0.2008| 0.1971| 0.2209| 0.1945| 0.2103| 0.2087| 0.2096| 0.2089| 0.2063|     |
| 43  | 0.2054| 0.2013| 0.2502| 0.2088| 0.2080| 0.2165| 0.2333| 0.2057| 0.2211| 0.2188| 0.2214| 0.2220| 0.2177|
| 44  | 0.2178| 0.2117| 0.2712| 0.2229| 0.2170| 0.2230| 0.2477| 0.2158| 0.2319| 0.2347| 0.2336| 0.2388| 0.2305|
| 45  | 0.2287| 0.2263| 0.2868| 0.2354| 0.2316| 0.2298| 0.2680| 0.2291| 0.2451| 0.2454| 0.2484| 0.2491| 0.2436|
| 46  | 0.2423| 0.2384| 0.3051| 0.2513| 0.2454| 0.2383| 0.2872| 0.2428| 0.2618| 0.2599| 0.2625| 0.2659| 0.2584|
| 47  | 0.2587| 0.2537| 0.3209| 0.2689| 0.2579| 0.2499| 0.3101| 0.2560| 0.2721| 0.2774| 0.2807| 0.2784| 0.2737|
| 48  | 0.2743| 0.2614| 0.3374| 0.2965| 0.2792| 0.2622| 0.3259| 0.2726| 0.2892| 0.2924| 0.2967| 0.2950| 0.2902|
| 49  | 0.2912| 0.2707| 0.3555| 0.3228| 0.2933| 0.2769| 0.3452| 0.2855| 0.3050| 0.3098| 0.3190| 0.3074| 0.3068|
| 50  | 0.3068| 0.2887| 0.3701| 0.3639| 0.3127| 0.2973| 0.3663| 0.3057| 0.3190| 0.3269| 0.3407| 0.3203| 0.3265|
| 51  | 0.3281| 0.2979| 0.3813| 0.3949| 0.3288| 0.3070| 0.3770| 0.3206| 0.3331| 0.3389| 0.3600| 0.3336| 0.3418|

### Table A3. The experimental data obtained for the basic image set for the desired MDSI = 0.1.

| Test Image | Q<sub>init</sub> | MDSI<sub>init</sub> | Q<sub>des</sub> | MDSI<sub>final</sub> |
|------------|-----------------|------------------|-----------------|------------------|
| RSI #1     | 25              | 0.0940           | 26              | 0.0991           |
| RSI #2     | 25              | 0.1017           | 25              | 0.1017           |
| RSI #3     | 25              | 0.0868           | 28              | 0.1026           |
| RSI #4     | 25              | 0.0843           | 28              | 0.1006           |
| RSI #5     | 25              | 0.0904           | 27              | 0.1000           |
| RSI #6     | 25              | 0.0958           | 26              | 0.1022           |
| RSI #7     | 25              | 0.0925           | 27              | 0.1039           |
| RSI #8     | 25              | 0.0944           | 26              | 0.0991           |
| RSI #9     | 25              | 0.0917           | 27              | 0.1000           |
| RSI #10    | 25              | 0.0926           | 27              | 0.1014           |
| RSI #11    | 25              | 0.0864           | 28              | 0.1015           |
| RSI #12    | 25              | 0.0947           | 26              | 0.0996           |
| **VAR**    |                 | **2.24 × 10^{-5}** |                 | **2.24 × 10^{-6}** |
| **MEAN**   |                 | 0.0921           |                 | 0.1010           |

### Table A4. The experimental data obtained for the basic image set for the desired MDSI = 0.15.

| Test Image | Q<sub>init</sub> | MDSI<sub>init</sub> | Q<sub>des</sub> | MDSI<sub>final</sub> |
|------------|-----------------|------------------|-----------------|------------------|
| RSI #1     | 35              | 0.1450           | 36              | 0.1518           |
| RSI #2     | 35              | 0.1418           | 36              | 0.1452           |
| RSI #3     | 35              | 0.1487           | 35              | 0.1487           |
| RSI #4     | 35              | 0.1444           | 36              | 0.1513           |
| RSI #5     | 35              | 0.1447           | 36              | 0.1523           |
| RSI #6     | 35              | 0.1664           | 33              | 0.1520           |
| RSI #7     | 35              | 0.1543           | 34              | 0.1477           |
| RSI #8     | 35              | 0.1451           | 36              | 0.1511           |
| RSI #9     | 35              | 0.1469           | 35              | 0.1469           |
| RSI #10    | 35              | 0.1470           | 35              | 0.1470           |
| RSI #11    | 35              | 0.1443           | 36              | 0.1527           |
| RSI #12    | 35              | 0.1477           | 35              | 0.1477           |
| **VAR**    |                 | **4.31 × 10^{-5}** |                 | **6.73 × 10^{-6}** |
| **MEAN**   |                 | 0.1480           |                 | 0.1495           |
Table A5. The experimental data obtained for the basic image set for the desired MDSI = 0.2.

| Test Image | Q_{init} | MDSI_{init} | Q_{des} | MDSI_{final} |
|------------|----------|-------------|---------|--------------|
| RSI #1     | 41       | 0.1872      | 42      | 0.1956       |
| RSI #2     | 41       | 0.1779      | 43      | 0.2013       |
| RSI #3     | 41       | 0.2177      | 39      | 0.1894       |
| RSI #4     | 41       | 0.1910      | 42      | 0.2008       |
| RSI #5     | 41       | 0.1887      | 42      | 0.1971       |
| RSI #6     | 41       | 0.2024      | 41      | 0.2024       |
| RSI #7     | 41       | 0.2108      | 40      | 0.1995       |
| RSI #8     | 41       | 0.1872      | 42      | 0.1945       |
| RSI #9     | 41       | 0.2011      | 41      | 0.2011       |
| RSI #10    | 41       | 0.1971      | 41      | 0.1971       |
| RSI #11    | 41       | 0.1983      | 41      | 0.1983       |
| RSI #12    | 41       | 0.1966      | 41      | 0.1966       |
| VAR        | $1.20 \times 10^{-4}$ | 1.32 $\times 10^{-5}$ |
| MEAN       | 0.1963   | 0.1978      |

Table A6. The experimental data obtained for the basic image set for the desired MDSI = 0.25.

| Test Image | Q_{init} | MDSI_{init} | Q_{des} | MDSI_{final} |
|------------|----------|-------------|---------|--------------|
| RSI #1     | 45       | 0.2287      | 46      | 0.2423       |
| RSI #2     | 45       | 0.2263      | 47      | 0.2537       |
| RSI #3     | 45       | 0.2868      | 43      | 0.2502       |
| RSI #4     | 45       | 0.2353      | 46      | 0.2513       |
| RSI #5     | 45       | 0.2316      | 46      | 0.2454       |
| RSI #6     | 45       | 0.2298      | 46      | 0.2382       |
| RSI #7     | 45       | 0.2680      | 44      | 0.2477       |
| RSI #8     | 45       | 0.2291      | 46      | 0.2428       |
| RSI #9     | 45       | 0.2451      | 45      | 0.2451       |
| RSI #10    | 45       | 0.2454      | 45      | 0.2454       |
| RSI #11    | 45       | 0.2484      | 45      | 0.2484       |
| RSI #12    | 45       | 0.2491      | 45      | 0.2491       |
| VAR        | $3.2 \times 10^{-4}$ | $1.85 \times 10^{-5}$ |
| MEAN       | 0.2436   | 0.2466      |

Table A7. The experimental data obtained for the test image set for the desired MDSI = 0.1.

| Test Image | Q_{init} | MDSI_{init} | Q_{des} | MDSI_{final} |
|------------|----------|-------------|---------|--------------|
| RSI #13    | 25       | 0.0876      | 28      | 0.1045       |
| RSI #14    | 25       | 0.0880      | 27      | 0.0977       |
| RSI #15    | 25       | 0.0986      | 25      | 0.0986       |
| RSI #16    | 25       | 0.0905      | 27      | 0.1037       |
| RSI #17    | 25       | 0.0831      | 28      | 0.0983       |
| RSI #18    | 25       | 0.0880      | 27      | 0.0979       |
| RSI #19    | 25       | 0.0897      | 27      | 0.1006       |
| RSI #20    | 25       | 0.0911      | 27      | 0.1007       |
| RSI #21    | 25       | 0.0859      | 28      | 0.1013       |
| RSI #22    | 25       | 0.0923      | 27      | 0.1015       |
| RSI #23    | 25       | 0.0997      | 27      | 0.0997       |
| RSI #24    | 25       | 0.0889      | 27      | 0.0995       |
| VAR        | $2.30 \times 10^{-5}$ | $4.75 \times 10^{-6}$ |
| MEAN       | 0.0903   | 0.1003      |
Table A8. The experimental data obtained for the test image set for the desired MDSI = 0.15.

| Test Image | Q_{init} | MDSI_{init} | Q_{des} | MDSI_{final} |
|------------|----------|-------------|---------|--------------|
| RSI #13    | 35       | 0.1522      | 35      | 0.1522       |
| RSI #14    | 35       | 0.1471      | 35      | 0.1471       |
| RSI #15    | 35       | 0.1457      | 36      | 0.1515       |
| RSI #16    | 35       | 0.1457      | 36      | 0.1511       |
| RSI #17    | 35       | 0.1385      | 37      | 0.1523       |
| RSI #18    | 35       | 0.1494      | 35      | 0.1494       |
| RSI #19    | 35       | 0.1555      | 34      | 0.1465       |
| RSI #20    | 35       | 0.1660      | 33      | 0.1454       |
| RSI #21    | 35       | 0.1470      | 33      | 0.1470       |
| RSI #22    | 35       | 0.1503      | 35      | 0.1503       |
| RSI #23    | 36       | 0.1413      | 36      | 0.1460       |
| RSI #24    | 35       | 0.1571      | 34      | 0.1494       |

VAR \( \times 10^{-5} \)
MEAN \( 0.1497 \)

Table A9. The experimental data obtained for the test image set for the desired MDSI = 0.2.

| Test Image | Q_{init} | MDSI_{init} | Q_{des} | MDSI_{final} |
|------------|----------|-------------|---------|--------------|
| RSI #13    | 41       | 0.2079      | 40      | 0.1974       |
| RSI #14    | 41       | 0.2007      | 41      | 0.2007       |
| RSI #15    | 41       | 0.1881      | 42      | 0.1984       |
| RSI #16    | 41       | 0.1818      | 43      | 0.1976       |
| RSI #17    | 41       | 0.1803      | 43      | 0.1984       |
| RSI #18    | 41       | 0.1998      | 41      | 0.1998       |
| RSI #19    | 41       | 0.2098      | 40      | 0.1987       |
| RSI #20    | 41       | 0.2155      | 39      | 0.1993       |
| RSI #21    | 41       | 0.1999      | 41      | 0.1999       |
| RSI #22    | 41       | 0.2080      | 40      | 0.1965       |
| RSI #23    | 41       | 0.1812      | 43      | 0.1976       |
| RSI #24    | 41       | 0.2142      | 40      | 0.2028       |

VAR \( \times 10^{-4} \)
MEAN \( 0.1989 \)
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