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Abstract

Aging is a part of human life, often accompanied by serious illnesses. Nowadays, people sometimes do not live up to the biological aging of the body at all due to late-timed diagnosis of diseases. Unfortunately, the methods of early detection of diseases associated with aging do not yet have the technical equipment that would allow them to be fully implemented. This article provides an overview of methods for defining and analyzing the aging of the body. This is a review article of a novel hardware and software complex for health monitoring developed by a scientific group, which analyzes human bio parameters using artificial intelligence algorithms. The relevance of the proposed system is undeniable due to the used algorithms of artificial intelligence, with the help of which it is possible to quickly and accurately analyze a large amount of data related to human aging. The article will be of interest to developers of artificial intelligence, biostatisticians and scientists working on the definition of aging in the human body.

Introduction

Aging is natural for every living organism, while it is often accompanied by diseases that affect both the body and the human psyche. From a biological point of view, aging is the result of the influence of metabolic errors and external stress factors on the individual development of the body [Moskalev A., 2019]. For different people of the same age, the rates of aging can differ significantly, as well as the rates of aging of systems and organs within one organism - the degradation of one system causes changes in many others [Fedintsev A., 2017]. Aging is not a simple factor of time. Some animals age quickly; others age over a very long time. This is exciting because it is not simply an accumulation of time and toxic factors. Instead, there is some kind of physiologic clock.

Many scientists are working on the goal of extending human life and determining the biochemical processes that occur during aging. For each organism, aging occurs individually, therefore, an unambiguous way to track the process itself has not yet been found. However, there are many different ways to determine biological age, different from the calendar age. The data that identifies aging in the body are called biological markers of aging, or simply biomarkers of aging. Biomarkers can be found throughout the body: in the microflora of organs, in cells, and especially in DNA and RNA chains.

Due to the global change in lifestyle in recent decades, premature deaths are recorded much more often. According to statistics, many people die much earlier than the physical death of their organs. The main reason is serious diseases that were not diagnosed and cured in time [Kupryushin A.S., 2016]. Usually, doctors conduct a comprehensive examination only if the standard tests do not correspond to normal values, while most latent diseases are not tracked using the type tests available today [Vasilkov V.G., 2017]. Artificial intelligence methods can help make the current situation better. As an example, the Watson for Clinical Trial Matching from IBM Watson Health can collect and link structured and unstructured data from electronic medical records, medical literature, trial information and eligibility criteria from public databases such as ClinicalTrials.gov [Aggarwal M., 2017]. Mayo Clinic's early use of
Watson for CTM resulted in an 80 percent increase in the number of participants in clinical trials of systemic therapy for breast cancer within 11 months of implementation [Helgeson J., 2018].

Biological age and methods for determining it, including using artificial intelligence (AI), machine learning and artificial neural networks - these are the opportunities to find additional biomarkers of aging (natural and digital) - will be discussed in the first part of this article.

The methods used everywhere often do not help in detecting the disease in the early stages. In addition, due to cost constraints, fewer doctors are using modern equipment, such as mass spectrometry instruments, to analyze biomaterials. It's not just the cost of the equipment. There is also a lack of expertise to evaluate the results and the lack of phenotypes for corresponding data, i.e. not enough people have been tested for a particular condition to have meaningful use. Considering all of the above, it is safe to say that there is a need for health monitoring systems in which data can be analyzed using artificial intelligence algorithms. The second part of this article tells about the developed set of solutions.

1. Methods And Data

1.1. Biomarkers and biological aging

Biomarkers of aging are molecular, cellular and physiological parameters of the body that predictably change with age - qualitatively or quantitatively [Moskalev A., 2019]. In the scientific community, such a unit of measurement for biological age is considered the most relevant and promising for early diagnosis, prediction and monitoring of chronic, including age-related, diseases. Many pathologies develop in a latent form for a long time - it is extremely difficult to detect them at an early stage, since their manifestations are nonspecific for the general clinical case. Biomarkers make it possible to determine the deviation from the norm associated with the risk of developing a specific disease, and to prescribe effective prevention at an early stage [Pyrkov T.V., 2019].

According to Butler et al. [Butler R.N., 2004], the biomarker should:

- change with age;
- predicting death is better than calendar age;
- to determine the early stages of a specific pathology, in particular - an age-related disease;
- be minimally invasive - does not require major surgery or painful procedure.

Later, Moskalev [Moskalev A., 2019] added the list:

- have a high sensitivity to early signs of aging of the body;
- be predictable over the foreseeable time frame;
- have low analytical variability - be reliable and reproducible.
To date, the most complete database of biomarkers of human aging is the Digital Aging Atlas [Craig T., 2015].

1.2. Practical determination of biomarkers and biological age

The problem of biological aging was presented by Veytsman et al. [Veytsman B., 2019] as a trajectory in a multidimensional space, each dimension of which represents the characteristics of the functioning or work of the organism. These trajectories are different for different people and, moreover, each person follows them at a certain speed, which can increase or decrease depending on specific circumstances. In fact, each trajectory can be displayed in a set of natural coordinates, in this case, biomarkers. Consequently, it becomes possible to compare points on a specific set of trajectories, that is, to compare individual people and come to an understanding of how a person's trajectory is built and why the speed of a person's movement along its own trajectory changes.

The main problem in determining such a "trajectory" is the duality of approaches and the need for serious technical equipment. The various approaches are divided into “theoretical” and “practical”. The first uses only confirmed data, therefore it is limited, since the current scientific knowledge about the human body is still far from complete. The second takes into account all the data, but requires voluminous calculations, which is why you have to resort to machine learning methods to analyze a large amount of information and filter out useless samples. Consequently, to build correct correlations for the selected biomarkers, technical equipment is required corresponding to the amount of data and the complexity of calculations. A variant of the hardware and software complex developed for the analysis of such data is presented in the third part of this article.

1.3. Promising biomarkers

Chromatin. The basis of chromosomes, it is in the composition of chromatin that the implementation of genetic information, replication and DNA repair occurs. Complex connection of DNA, proteins and RNA; the smallest component is the nucleosome. There are many modifications, in particular, heterochromatin, which is characterized by a condensed (compact) state and a low ability to synthesize RNA.

Effects on aging and disease:

- It has been proven that a decrease in heterochromatin in the body leads to a number of chronic age-related diseases (for example, Werner's syndrome [Shumaker D.K., 2006; Zhang W., 2015]).
- Assumptions about the relationship between aging and a decrease in the amount of heterochromatin in the human body are based on two factors. The first of them is the relationship between mitochondrial stress (the result of incorrect conformational folding of proteins, leading to a change in the work of various genes), in which the concentration of heterochromatin in the blood decreases, and aging [Tian Y., 2016]. The second is the trend of scientific research [Scaffidi P., 2006; Larson K., 2012; Wood J.G., 2010].
Another confirmation is associated with the accumulation of nucleosomes (a product of chromatin degradation, its smallest constituent part) during aging in mammals [O’Sullivan R.J., 2010].

**Histone modifications.** Histones are proteins involved in the packaging of DNA strands and the regulation of processes such as the formation of RNA, the creation of daughter DNA, and the repair of damage in DNA molecules. Histone modifications are chemical changes in the original proteins that affect the formation of RNA.

Impact on disease and aging:

- Modifications of histones obtained with the help of nucleosomes accumulate during aging [Contrepois K., 2017; Piazzesi A., 2016].
- The variability of histone modifications changes during aging [Benayoun A., 2015].
- Methylated and acetylated histones are used as the main markers of aging. The amount of methylated histones decreases along with heterochromatin in the same Werner syndrome [Zhang W., 2015], while the amount of acetylated ones correlates with age-related deterioration in cognitive functions [Peleg S., 2010].

**DNA methylation.** The methylation reaction occurs at CpG dinucleotides - DNA regions that play a key role in the activation of innate immunity in vertebrates [Branda R.F., 1993]. CpGs are usually unevenly distributed along the DNA chain, and, nevertheless, there are sequences of successive CpG regions - CpG islands [Schubeler D., 2015]. Most of the individual CpGs are methylated, with the exception of the CpG islands [Neri F., 2017; Yang X., 2014].

Impact on disease and aging:

- Methylation of CpG islands is a feature of some cancer cells [Deaton A.M., 2011].
- It is possible to track age-related changes in mammals using CpG islands [Fraga M.F., 2007].
- Practical advances in the development of a "biological clock" based on the DNA methylation reaction. Some groups of scientists were able to measure the chronological age of a person [Horvath S., 2018; Nevalainen T., 2017; Wagner W., 2017], and the group of Levine et al. [Levine M.E., 2018] was able to develop a clock that predicts biological age using multiple linear regression algorithms and machine learning capable of analyzing and predicting life expectancy.
- It was confirmed that the data obtained from the analysis of methylated CpG groups are accurate up to the 0.95 level of the correlation coefficient between the predicted age and the present [Horvath S., 2018].

**Micro-RNA.** A class of non-coding (not translated into protein) RNAs that cause tissue degradation [Bartel D.P., 2004].

Impact on disease and aging:
The following scientific groups have shown the effect on aging: muscle cells [Singh J., 2016; Drummond M.J., 2011], germ cells [Battaglia R., 2016], human blood [Olivieri F., 2017] and blood serum [Smith-Vikos T., 2016].

Shown the existence and proved the influence of two micro-RNAs (let-7 and mir-34) on DNA damage [Kato M., 2009; Kato M., 2011], neurodegradation [Lehmann S.M., 2012], aging [Tazawa H., 2007] and cell death [He L., 2007].

With the help of the above micro-RNAs, it is possible to measure life expectancy [Ewald C.Y., 2016; Fitzenberger E., 2014].

The process of micro-RNA influence on the aging of the organism through the central conductor of aging signals [Tatar M., 2003] - the insulin signaling pathway [Inukai S., 2012] has been shown.

Micro-RNAs are extremely promising as biomarkers due to: mobility [Hoy A.M., 2012; Arroyo J.D. 2011; Hunter M. P. 2008; Vickers K.C., 2011], stability, quantification, protection against degradation [Huang X., 2013] and ease of detection [Machida T., 2015; Weber J.A., 2010].

The most accurate method for non-invasive RNA isolation is from blood serum [Cheng L., 2014].

**Microflora.** A set of microorganisms in symbiosis with humans.

Impact on disease and aging:

- Critically differs in different age categories, but changes gradually over time [Mangiola F., 2018], which is an important factor for a biomarker.
- Not relevant for data analysis of older people due to too much variability [Claesson M.J., 2012].

**Visual image.**

Impact on disease and aging:

- Used as a quantitative assessment of phenotypes and definition of biomarkers in databases [Zhao Q., 2016].
- Groups of scientists [Gunn D.A., 2008] proved that the person's age perceived from the image is not only considered a biomarker, but is also associated with variations in human genes [Liu F., 2016].
- Pigmentation of the face that gradually manifests itself with age, which is strongly associated with certain age-related diseases, for example, with atherosclerosis of the carotid arteries, is also considered a biomarker [Miyawaki S., 2016].
- Using MRI and skull scans, it has been proven that the density of the skull tissue [Colcomle S.J., 2003] and the volume of the brain [Driscoll I., 2009] decrease with aging, which is consistent with the decline in human cognitive functions with age.

### 1.4. Comparison of modern and clinical methods
Biological studies involving large numbers of samples are costly and logistically complex. The necessary process optimization consists in the ability to obtain a sufficiently complete database to describe the aging process, not only qualitatively, but also quantitatively. Another problem lies in the strong difference between biological and clinical markers for assessing human health [Mitnitski A., 2019], however, it can also be solved.

Integration of a large number of biomarkers into clinical trials is possible using the fragility index - the simplest and most reliable method available. The fragility index was presented in 2001 [Mitnitski A.B., 2001] as a means of quantifying the general health of the elderly, and then extended to adults [Rockwood K., 2011]. The fragility index is defined as the ratio of the number of human health disorders accumulated by a person to the total number of violations in a database or study [Mitnitski A., 2015]. According to earlier estimates obtained using cross-sectional demographic analysis, violations accumulate exponentially, at a rate of 3.5% per year [Mitnitski A., 2005]. Also, Minitsky et al. showed that the fragility index works with cellular biomarkers of inflammation, cellular aging and genetic markers [Zhavoronkov A., 2013].

However, for such a simple method, a contradiction arose - the fragility index takes into account any health deficiency, but does not take into account its characteristics, for example, diseases, disabilities and symptoms. This is convenient for practical use, but contradicts the primary principles of clinical teaching, in which the accuracy of the diagnosis of the disease is primarily important, since what helps in condition A can be harmful in a similar condition B. The simplest example of this is diabetes - the administration of insulin will help a patient with an excessive amount of sugar in the blood, but it will be harmful for a patient with a lack of sugar in the blood.

Nevertheless, as a quantitative assessment of aging, the fragility index fully justifies itself, after all, it does not matter which disorders have accumulated, it is important how they affected the body. So, for example, how could a skin problem and a heart attack be quantified? Not every heart attack is fatal, and not every rash can be benign. To the extent that such disturbances affect the body, they are added to the number of disturbances. The fragility index reflects the actual damage to the human body, without considering what kind of disease caused the damage, and, therefore, as a quantitative characteristic, it is extremely practical.

1.5. Artificial Intelligence Methods for Studying Aging

Assessment of aging is the first step towards taking measures to reduce the morbidity, social and economic burden associated with aging [Belsky D.W., 2017]. One of the main hypotheses is the assumption that chronic diseases associated with age have common components of the genetic architecture and, therefore, are associated with aging and the assessment of health risks in general.

However, for longevity medicine to be officially considered a branch of medicine, it must be practiced by doctors. Clinical practice requires a lot - clinical protocols and guidelines for diagnosis and treatment with defined outcome indicators, official biomarkers and drugs approved by regulatory authorities. To develop
at least preliminary clinical recommendations, it is necessary to monitor aging and consider it as a medical condition, conducting special studies to verify the effectiveness and safety of specific interventions in the process.

First of all, clinical trials are designed to predict the long-term consequences of the use of pharmaceutical or medical drugs [Abbas I., 2016]. The complexity of such a process lies not so much in monetary costs as in time. Patients die before the end of the study period, while the researchers themselves also age [Loseva P., 2020]. Nevertheless, scientists are working on this problem using artificial intelligence, because if you build a general research model and carry out the remaining calculations with its help, then clinical trials will take weeks, not years [Holford N.H.G., 2000]. With the rapidly growing volume of medical data available to researchers, including data from electronic medical records and wearable devices, sophisticated machine learning algorithms can save billions of dollars, accelerate the development of medicine and expand access to experimental therapies [Woo M., 2019].

The most accurate methods for calculating biological age are the subject of constant debate. Recent studies show that a set of biomarkers, and not any single biomarker, is the most effective means of assessing a patient's health status [Liu Z., 2018].

For analyzing such a large amount of data, AI and machine learning methods are best suited. Currently, there is a growing number of AI-based instruments that, having access to appropriate health parameters, use various aspects of the patient's health status and aging rate to make a prognosis [Zhavoronkov A., 2021].

Popular biological age models are trained to predict chronological age, but often fail to fully reflect the signs of a possible disease. This disadvantage can be eliminated using log-linear risk models that allow linear regression to be applied to the task and using clinical data [Mamoshina P., 2018].

For example, Mamoshina et al. [Mamoshina P., 2016] used deep neural networks (DNN - Deep Neural Networks) to build the aging clock. DNN architecture is promising at present due to their ability to identify hidden patterns in datasets and study multidimensional data in an atypical representation [Putin E., 2016]. This group of scientists considered age prediction as a regression problem, that is, the resulting model takes a vector of indicator values from the blood test and returns one value of the patient's age. To address the problem of DNN interpretability and gain a deeper understanding of the data, the researchers used permutation feature importance (PFI) analysis to rank input blood markers according to their importance in predicting age.

In another work [Bottou L., 2012], age prediction was also considered as a regression problem and the standard coefficient of determination and the ε-prediction accuracy were used to assess the effectiveness of the method. The single DNA assessment method has shown itself to be promising for further research due to its high accuracy.
In this work, the algorithms described below were used to train machine learning models (including those used in the development of the team of authors of neural networks), although the development of a system for assessing aging indicators is not limited to them:

- **Stochastic Gradient Descent Optimizer** is a function optimization method with suitable properties. In fact, this is a gradient descent optimization, since, in the case of a stochastic optimizer, not the entire data set is used, but a randomly selected set of a subset of the data, which greatly reduces the computational load, providing faster iterations in exchange for a lower convergence rate [Kingma D.P., 2015].

- **Adaptive optimization of the torque estimate** - a method that calculates the adaptive learning rates of the neural network for different parameters [Breiman L., 2001]. It is simple to implement, efficient and suitable for tasks with fluctuating parameters (in the described case, biomarkers).

- **Optimization of RMS propagation.**

- **Linear Regression** — A simple estimate of the coefficient values used in the analysis using the available data. Useful for large amounts of data.

- **Logistic regression** - estimation of the probability of a certain value with the available parameters. Useful for large amounts of data.

- **Monte Carlo Methods** - A subset of computational algorithms that use a multiple random sampling process to numerically estimate unknown parameters. They allow simulating complex situations in which many random variables are involved, and therefore assessing possible risks.

- **Markov models**: Markov chain, hidden Markov model, Markov decision-making process, partially observable Markov decision-making process.

- **Transformer** is a deep learning model that uses the attention mechanism by differentially weighing the significance of each piece of input data. Parallelizing training in a transformer model makes it possible to conduct training on large datasets.

- **Support vector machine (SVM)** is a linear algorithm used in classification and regression problems. The task of the algorithm is to find a hyperplane that separates the received data into two classes. The main advantage is the ability to work with a large amount of data.

- **Linear SVC** - optimization of the core of the SVM algorithm, which allows to reduce the number of calculations.

- **The k-Nearest Neighbors algorithm** is a simple algorithm that classifies all data or observations based on similarity to each other. It is useful in that it is easily amenable to parallel implementation and uses only local information, and therefore is adaptive.

- **Naïve Bayes Algorithm** - A simplification of the Bayesian classifier, an algorithm that calculates probabilities, making the assumption that values are conditionally independent from each other. This makes the Naive Bayes algorithm extremely fast.

- **Simple perceptron** - a supervised learning algorithm for binary and multiclass classifiers. It is useful for its adaptability in working with class separation.
• Decision tree classifier is a supervised machine learning algorithm that is used to solve classification problems. In fact, it is a branching chain of "Yes" or "No" questions. Such an algorithm does not require global data preparation, and the memory consumption for the implementation of the output is logarithmically dependent on the amount of data used for training, so a large amount of data does not greatly affect the output speed.

• Random Forests - an algorithm that uses an ensemble of decision trees [Hastie T., 2009]. Fast, easy to implement, adaptive, robust to non-linear functions, and capable of handling unstructured data.

• Gradient Boosting Classifier is a machine learning algorithm for classification problems that builds a prediction model in the form of an ensemble of weak predictive models, usually decision trees [Ke H., 2017]. Intuitive and predictive efficient algorithm.

• Ridge Classifier - a classification algorithm that allows you to work not only with linear differences between classes. With its help, it becomes possible to avoid overfitting data for class values.

• Bagging Classifier - an algorithm that evaluates an ensemble of solutions and fits the base classifying values (each on a random subset), and then combines them, and the individual predictions are used to form the final output. Greatly reduces the variance of the output.

2. Results And Discussion

The use of artificial intelligence algorithms to predict the duration and quality of human life is at the very beginning of its development. The objective of this work was to create a hardware and software complex for health monitoring, which can analyze human bio parameters using artificial intelligence algorithms.

Figure 1 shows a block diagram of the forecasting system being developed for assessing the duration and quality of life, and in table. 1 provides descriptions of specific modules. The forecasting system is configured so that the assessment of a person's life and general health is based on as many factors as possible that affect a person. AI algorithms and, in particular, machine learning, make a significant contribution to:

• monitoring by the system of many parameters of human health in real time, including the dynamic change of parameters;
• monitoring the state of hardware of the Forecasting System;
• the work of a recommendation module that suggests steps to improve a person's condition based on similar incidents from the database and prevent possible negative scenarios even at the preclinical stage;
• Correlation of anomalies in the database to create a subclass for unique situations, their causes and consequences.

Nevertheless, many technical and organizational problems need to be solved to organize the process of data collection and training the system. Among the technical ones is the task of forming a training sample and the target value of life expectancy (human health factor). The prediction system also has a
need to formulate a criterion for assessing the health of existing patient sets. The health factor used in this work is a synthetic measure that depends on the number of systemic diseases, current test values and functional characteristics of the organism.

Input data Forecasting systems are a set of parameters obtained from medical records, portable devices, questionnaires and other sources, including the upload of laboratory analyzes of biomaterials to the server of the System itself. Output data Forecasting systems are presented in the form of a report on the state of the body, possible diseases and the "health factor" of a person, which is directly related to life expectancy. The higher this factor, the longer and better a person's life is predicted.
| Module name                      | Module Description                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      |
|---------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Intelligent wearable device     | Contains at least one sensor for bio parameter registration, for example Garmin (implementation on an aggregation platform such as HealthKit, GoogleFit or other mobile applications for bio parameter registration is possible).                                                                                                                                                                                                                                                                                                                                 |
| User interface                  | Allows the user to view data in a variety of ways such as graphs, charts, and tables.                                                                                                                                                                                                                                                                                                                                                                                                                                       |
| Big data server                 | Data collected from a medical database and approved by the World Health Organization and / or the World Medical Association and / or other similar associations. The list of disease-specific parameters on a big data server may change based on new decisions by the World Health Organization and other associations.                                                                                                                                                                                                                                                      |
| Communication network           | Communication with a big data server.                                                                                                                                                                                                                                                                                                                                                                                                                                                                       |
| Database                        | Stores many parameters of the health of a large number of people.                                                                                                                                                                                                                                                                                                                                                                                                                                          |
| Medical Database                | When combined with a regular database, it can be a relational database that recognizes the relationships between the items in both databases.                                                                                                                                                                                                                                                                                                                                                           |
| Monitoring module              | Configured to take into account and redistribute many health parameters.                                                                                                                                                                                                                                                                                                                                                                                                                                          |
| Assessment module A            | An artificial intelligence model trained on data from a database.                                                                                                                                                                                                                                                                                                                                                                                                                                           |
| Artificial Intelligence Module A | Structures personal datasets of a plurality of individuals and generates a digital profile based on matches obtained from at least one user dataset and a plurality of general population datasets obtained from databases.                                                                                                                                                                                                                                                        |
| Artificial intelligence module B | 1. generates a list of necessary parameters for continuous monitoring of possible diseases; 2. develops personalized algorithms for each user health report; 3. with the available information about a specific user for a long period of time, uses the collected data to train AI models in order to predict the risk of a particular user getting sick and create personal preventive calculations without using common datasets of the population. |
| Assessment module B             | Evaluates the training dataset to draw conclusions from a large dataset and determine at least one characteristic from the training dataset.                                                                                                                                                                                                                                                                                                                                                   |
| First stage evaluation submodule | Instant evaluation of data about a person obtained at a certain point in time.                                                                                                                                                                                                                                                                                                                                                                                                                             |
| Second stage evaluation submodule | A machine learning model for processing historical data that analyzes the history of human diseases and learns from it.                                                                                                                                                                                                                                                                                                                                                                                                 |

Table 1  
Description of the modules of the patented method of the forecasting system
| Module name                        | Module Description                                                                                                                                 |
|-----------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------|
| **Third stage evaluation submodule** | The tasks of this module are:                                                                                                                                                       |
|                                  | 1. Recognition of a large number of similar parameters in a set of input parameters to assess the individual relationship between a person's quality of life and his corresponding quality of health. |
|                                  | 2. Formation of a basic personalized machine learning model, trained on a large sample of data and tuned to a specific person over a long period of time.                                      |
| **Second stage module**           | Develops a machine learning model. This trained model analyzes all the known medical data of a particular person.                                                                     |
| **Generation module**             | Provides an output that is a factor in assessing human health that is directly related to life expectancy.                                                                                |
| **Recommender module**            | Provides personal advice on the prevention of serious diseases at different stages of their development.                                                                                 |
| **Report module**                 | Creation of a report on the risk of a possible disease.                                                                                                                             |

In Fig. 2 shows a block diagram of the hardware of the Forecasting System, which includes:

- a processor for performing actions in accordance with instructions, for loading operating instructions from main memory (or data storage) into cache memory, for loading instructions from cache memory into on-board registers;
- block of cache memory for storing instructions;
- coprocessor to support the interaction of the processor and main memory;
- bus - an interface providing data exchange between the internal components of the Forecasting System;
- a block of main memory containing computer-executable code and including a processing circuit, which is configured on the basis of the previously described circuit in Fig. one;
- a network interface controller for managing one or more network interfaces and for connecting to network devices (for example, to access the network);
- input-output interface to facilitate sending and receiving data to various input-output devices (mobile phones, printers, etc.);
- data warehouse.

Prediction and assessment of the quality and duration of human life occur in the steps shown in the block diagram shown in Fig. 3 in accordance with the previously described firmware.

The first database includes various bio-data stored and collected in dynamics individually for each person. In the database, at the end of the first step, there are:

- general population data on which scientific articles are based;
data collected by the presented system, which are distributed according to the similarity of parameters (for example, only men, 45 years old, living in a metropolis, having had a stroke in the past, smokers, etc.)

- data accumulated over 3–5 years for each user. It is assumed that it is this option that will make the most accurate forecast of the trajectory of a person's life.

In a second step, health bio parameters are monitored and evaluated by a machine learning model trained on a database and a medical database. After the bio parameters are converted into a set of personal data, the AI module generates digital user profiles, which are considered a training sample for a machine learning model.

At the third step, the training sample is evaluated in order to draw conclusions based on it and determine at least one characteristic to describe the relationship between the quality and duration of a person's life. In the presence of a person's medical history, the model is trained on a larger amount of data, and, therefore, in the process of work, it recognizes more patterns between the quality of life and the level of health of an individual.

Then, at the fourth step, a trained machine learning model is formed, which analyzes many human bio parameters for different periods of life, affecting both positively and negatively on the prognosis of life expectancy.

The last step is to generate the output. In particular, the coefficient of human health, which is directly related to life expectancy. For example, the health coefficient indicates a longer life expectancy, when the risk of serious diseases is estimated and low. Personalized recommendations for the prevention of serious illness are provided personally to the person through a generated report using an AI module configured to extract the necessary data from an unstructured set.

3. Conclusion

The method described in this article is a 4P Medicine - Prevention, Prediction, Participatory, Personalized system. The system tracks twenty of the most serious diseases at the earliest known stages and is able to increase the duration and quality of human life. An early analysis of the bio parameters of an individual, while the symptoms are not even visible on traditional analyzes (biochemistry, ultrasound, MRI, etc.), but the development of the disease is already in progress, allows you to significantly save on expensive treatment when a serious illness is already running. Moreover, the described development is equipped with the proposed hardware and software complex and monitors more than fifty parameters from wearable electronics devices in real time, as well as the dynamics of a person's state for more than three hundred and fifty parameters of blood and other biomaterials with regular measurement (over two per year), providing the user with timely advisory health reports. As a result, the described development is of great help in the search for the "butterfly effect" of the life trajectory of every person, when it is still
possible to make the necessary changes in people's lives, giving them the opportunity to live more active and happy years without restrictions in the form of serious diseases.
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