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Abstract

Automated decision support systems promise to help human experts solve tasks more efficiently and accurately. However, existing systems typically require experts to understand when to cede agency to the system or when to exercise their own agency. Moreover, if the experts develop a misplaced trust in the system, their performance may worsen. In this work, we lift the above requirement and develop automated decision support systems that, by design, do not require experts to understand when to trust them to provably improve their performance. To this end, we focus on multiclass classification tasks and consider automated decision support systems that, for each data sample, use a classifier to recommend a subset of labels to a human expert. We first show that, by looking at the design of such systems from the perspective of conformal prediction, we can ensure that the probability that the recommended subset of labels contains the true label matches almost exactly a target probability value. Then, we identify the set of target probability values under which the human expert is provably better off predicting a label among those in the recommended subset and develop an efficient practical method to find a near-optimal target probability value. Experiments on synthetic and real data demonstrate that our system can help the experts make more accurate predictions and is robust to the accuracy of the classifier it relies on.

1 Introduction

In recent years, there has been an increasing interest in developing automated decision support systems to help human experts solve tasks in a wide range of critical domains, from medicine [1] and drug discovery [2] to criminal justice processes [3]. Among them, one of the main focus has been classification tasks, where a decision support system uses a classifier to make label predictions, and the experts decide when to follow or not follow the predictions made by the classifier [4, 5, 6].

However, these systems typically require the human experts to understand when to trust a prediction made by the classifier. Otherwise, the experts may be better off solving the classification tasks on their own [7]. This follows from the fact that, in general, the accuracy of a classifier differs across data samples [8]. Unfortunately, it is not yet clear how to make sure that the experts do not develop a misplaced trust that decreases their performance [9, 10, 11]. In this work, our goal is to develop decision support systems that, by design, do not require experts to understand when to trust the system and provably improve their performance.

Our contributions. We consider multiclass classification tasks and decision support systems that, for each data sample, use a classifier to recommend a subset of labels to a human expert. We view this type of decision support systems as more natural since, given a set of alternatives, human experts tend to narrow down their options to a subset of them before making their final decision [12, 13, 14]. In a way, our support systems help the experts by automatically narrowing down their options for them. In this context, a recent empirical study has also concluded that, in terms of overall accuracy, it may be more beneficial to recommend a subset of options than a final decision [15].

Here, one could still argue that the experts need to understand when to trust the system—when to predict one of the labels in the subset recommended by the system—as noted by Levy et al. [15]. This is largely due to the fact that the accuracy of the classifier differs across different data samples. Moreover, when the
size of the recommended subset is always the same across samples, it is difficult to bound the probability that the true label belongs to the subsets without making distributional assumptions about the data and the classifier. To circumvent this, in our work, we allow the recommended subset to be of different size across samples. Then, using the theory of conformal prediction [16, 17], we can guarantee that the probability that the true label belongs to the subset always matches almost exactly a given target probability value, without making any distributional assumptions about the data or the classifier.

In addition, we identify the set of target probability values under which human experts are guaranteed to achieve better average accuracy by predicting a label from the recommended subset, rather than the entire set of labels. Further, we develop an efficient method to find a near-optimal target probability value given an estimator of the expert’s success probability for any recommended subset. In this context, we also propose a practical method to obtain such estimator using the confusion matrix of the expert predictions in the original classification task as well as a given discrete choice model.

Finally, we experiment with synthetic and real data comprising of 511,400 expert predictions over 10,000 natural images. The results demonstrate that our decision support system is robust to the performance of the classifier it relies on—the competitive advantage it provides improves with the accuracy of the classifier, and the human experts do not decrease their performance by using the system even if the classifier is very inaccurate. Additionally, the results also show that, even if the classifiers that our system relies on have high accuracy, an expert using our system may achieve significantly higher accuracy than the classifiers on their own—in our experiments with real data, the relative reduction in misclassification probability is over 58%.

Further related work. Our work builds upon further related work on distribution-free uncertainty quantification and learning under algorithmic triage.

There exist three fundamental notions of distribution-free uncertainty quantification in the literature: calibration, confidence intervals, and prediction sets [17, 18, 19, 16]. Our work is most closely related to the rapidly increasing literature on prediction sets [20, 21, 22, 23], however, to the best of our knowledge, prediction sets have not been optimized to serve automated decision support systems such as ours—existing works do not consider there is a human expert, with a given prediction accuracy, who predicts a label among those in the constructed prediction sets.

Learning under algorithmic triage seeks the development of machine learning models that operate under different automation levels—models that take decisions for a given fraction of instances and leave the remaining ones to human experts [8, 24, 25, 26, 27]. This line of work has predominantly focused on supervised learning settings with a few very recent notable exceptions [28, 29]. However, in this line of work, each sample is either predicted by the model or by the human expert. In contrast, in our work, the model helps the human predict each sample.

2 Problem Formulation

We consider a multiclass classification task where a human expert observes a feature vector \( x \in \mathcal{X} \), with \( x \sim P(X) \), and needs to predict a label \( y \in \mathcal{Y} = \{1, \ldots, n\} \), with \( y \sim P(Y|X) \). Then, our goal is to design an automated decision support system \( C \) that, given a feature vector \( x \in \mathcal{X} \), helps the expert by automatically narrowing down the set of potential labels to a subset of them \( C(x) \subseteq \mathcal{Y} \) using a trained classifier \( \hat{f}(x) \in [0,1]^n \) that outputs softmax scores for each class. Refer to Figure 1 for an illustration of the automated decision support system we consider.

Here, we would like that, by design, the expert is always better-off by using the automated decision support system \( C \) to make predictions, i.e.,

\[
P[\hat{Y} = Y | C(X)] > P[\hat{Y} = Y | \mathcal{Y}],
\]

where \( P[\hat{Y} = Y | C(X)] \) denotes the expert’s probability of success, i.e., the probability that the label \( \hat{Y} \) predicted by the human expert matches the true label \( Y \), if she predicts a label among those in the subset \( C(X) \).

1To facilitate research in this area, we will release an open-source implementation of our system with the final version of the paper. We have submitted an anonymized version of the code with the supplementary material.

2We denote random variables with capital letters and realizations of random variables with lower case letters.
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Figure 1: Our automated decision support system $C$. Given a sample with a feature vector $x$, our system $C$ narrows down the set of potential labels $y \in \mathcal{Y}$ to a subset of them $C(x)$ using the softmax scores $\hat{f}_y(x)$ provided by a classifier $\hat{f}$ for each class $y$. The human expert receives the recommended subset $C(x)$, together with the sample, and predicts a label $\hat{y}$ from $C(x)$.

However, not all automated decision support systems fulfilling the above requirement will be equally useful—some will help experts increase their success probability more than others. Therefore, among those systems satisfying Eq. 1, we would ideally like to find the system $C^*$ that would help the expert achieve the highest success probability, i.e.,

$$C^* = \arg\max_C \mathbb{P}[\hat{Y} = Y | C(X)].$$

To address the design of such a system, we will look at the problem from the perspective of conformal prediction [16].

3 Subset Selection using Conformal Prediction

In general, if the trained classifier $\hat{f}$ we use to build $C(X)$ is not perfect, the true label $Y$ may or may not be included in $C(X)$. Therefore, we start by rewriting the success probability of human experts using a decision support system $C$ as follows:

$$\mathbb{P}[\hat{Y} = Y | C(X)] = \mathbb{P}[Y \in C(X)] \mathbb{P}[\hat{Y} = Y | C(X), Y \in C(X)] + \mathbb{P}[Y \notin C(X)] \mathbb{P}[\hat{Y} = Y | C(X), Y \notin C(X)]$$

$$= \mathbb{P}[Y \in C(X)] \mathbb{P}[\hat{Y} = Y | C(X), Y \in C(X)],$$

where we have used the fact that, if $Y \notin C(X)$, the human expert will always misclassify the true label $Y$, i.e., $\mathbb{P}[\hat{Y} = Y | C(X), Y \notin C(X)] = 0$.

Now, we will construct the subsets $C(X)$ using the theory of conformal prediction. This will allow our system to be robust to the accuracy of the classifier $\hat{f}$ it uses—the probability $\mathbb{P}[Y \in C(X)]$ that the true label $Y$ belongs to the subset $C(X) = C_\alpha(X)$ will match almost exactly a given target probability value $1 - \alpha$, without making distributional assumptions about the data distribution $P(X)P(Y | X)$ nor the classifier $\hat{f}$.

Let $D_{\text{cal}} = \{(x_i, y_i)\}_{i=1}^m$ with $(x_i, y_i) \sim P(X)P(Y | X)$ be a calibration set, $s(x_i, y_i) = 1 - \hat{f}_{y_i}(x_i)$ be the conformal score $s$ (i.e., if the classifier is catastrophically wrong, the conformal score will be large), and $\hat{q}$ be the $\lceil (m+1)\alpha \rceil$ empirical quantile of the conformal scores $s(x_1, y_1), \ldots, s(x_m, y_m)$. Then, if we use the quantile $\hat{q}$ to construct the subsets $C_\alpha(X)$ for new data samples as follows:

$$C_\alpha(X) = \{ y \mid s(X, y) \leq \hat{q} \},$$

3In general, the conformal score $s(x, y)$ can be any function of $x$ and $y$ measuring the similarity between samples.
it holds that the probability that the true label $Y$ belongs to the subset $C_\alpha(X)$ is almost exactly $1 - \alpha$. More formally, we have the following well-known conformal calibration coverage guarantee (refer to Appendix A in Angelopoulos and Bates [16] for a proof):

**Theorem 1** Consider an automated decision support system $C_\alpha$ that constructs the subsets $C_\alpha(X)$ using Eq. 4. Then, it holds that

$$1 - \alpha \leq \mathbb{P}(Y \in C_\alpha(X)) \leq 1 - \alpha + \frac{1}{m + 1},$$

where the probability is over the randomness in the samples it helps predicting and the calibration data used to compute the empirical quantile $\hat{q}$.

Further, if we combine the above Theorem and Eq. 5, we can readily bound the expert’s success probability $\mathbb{P}(\hat{Y} = Y | C_\alpha(X))$ from above and below, i.e.,

$$(1 - \alpha)\mathbb{P}(\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)) \leq \mathbb{P}(\hat{Y} = Y | C_\alpha(X)) \leq (1 - \alpha + \frac{1}{m + 1})\mathbb{P}(\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)).$$

Now, building on the lower bound above, we can characterize the set of target probability values $1 - \alpha$ under which the human expert will provably benefit from using the automated decision support system to make predictions.

**Proposition 1** Consider an automated decision support system $C_\alpha$ that constructs the subsets $C_\alpha(X)$ using Eq. 4. If

$$(1 - \alpha)\mathbb{P}(\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)) > \mathbb{P}(\hat{Y} = Y | Y),$$

then $\mathbb{P}(\hat{Y} = Y | C_\alpha(X)) > \mathbb{P}(\hat{Y} = Y | Y)$.

The above result tells us that, for the system to improve the expert’s performance, the probability that the expert predicts the true label from the recommended set $C_\alpha(X)$ given that the true label is within the subset should be strictly larger than $(1 - \alpha)^{-1}$ times the success probability when she predicts a label without using the system. However, we would like to emphasize that not all automated decision support systems fulfilling the above requirement are equally useful—some target probability values $1 - \alpha$ will lead to larger performance gains. Next, we will investigate how to find the optimal target probability value $1 - \alpha^*$.

### 4 Optimizing Conformal Prediction

In this section, we start by realizing that, to identify the optimal value of $\alpha^*$ given a calibration set $D_{cal}$, we only need to consider a finite countable set $\mathcal{A} = \{\alpha_i\}_{i \in [nm]}$. This is because, for each sample $(x_i, y_i) \in D_{cal}$, the subset $C_\alpha(x_i)$ will only change whenever $\hat{q}$ crosses each score value $s(x_i, y)$ for each different potential label value $y \in Y$.

As a result, we can conclude that, to recover the optimal value $\alpha^*$ for systems that construct the recommended subsets using Eq. 4, we need to solve the following maximization problem:

$$\alpha^* = \arg\max_{\alpha \in \mathcal{A}} \mathbb{P}(\hat{Y} = Y | C_\alpha(X)).$$

(6)

To find a near optimal solution $\hat{\alpha}$ to the above problem, we leverage the lower bound of the expert’s success probability $\mathbb{P}(\hat{Y} = Y | C_\alpha(X))$ given by Eq. 5. However, to use the lower bound, we need to estimate the expert’s conditional success probability $\mathbb{P}(\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X))$. Assume for now that we have access to an estimator $\hat{\mu}_\alpha$ of the expert’s conditional success probability such that with probability at least $1 - \delta$, where $\delta \in (0, 1)$, it holds that $|\hat{\mu}_\alpha - \mathbb{P}(\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X))| \leq \epsilon_\alpha$ for all $\alpha \in \mathcal{A}$. Then, we can use the following Proposition to find a near optimal solution $\hat{\alpha}$ to Eq. 6 with high probability:

---

4 All proofs are included in the Appendix.
Algorithm 1 Finding a near-optimal target probability $1 - \hat{\alpha}$

1: Input: $f, D_{est}, D_{cal}$
2: Initialize: $A = \emptyset, \hat{\alpha} \leftarrow 0, t \leftarrow 0$
3: for $x \in D_{cal}$ do
4:     for $y \in \mathcal{Y}$ do
5:         $\alpha \leftarrow 1 - \min\{i \mid s(x,y_i) \leq s(x,y_i),(x,y_i) \in D_{cal}\}$
6:     $A \leftarrow A \cup \{\alpha\}$
7: end for
8: end for
9: for $\alpha \in A$ do
10:    $\hat{\mu}_\alpha, \epsilon_\alpha \leftarrow \text{Estimate}(\alpha, D_{est})$ \{It uses Eq. 10\}
11:    if $t \leq (1 - \alpha)(\hat{\mu}_\alpha - \epsilon_\alpha)$ then
12:        $t \leftarrow (1 - \alpha)(\hat{\mu}_\alpha - \epsilon_\alpha)$
13:        $\hat{\alpha} \leftarrow \alpha$
14:    end if
15: end for
16: return $\hat{\alpha}$

Proposition 2 Consider an automated decision support system $C_{\hat{\alpha}}$ with

$$\hat{\alpha} = \arg\max_{\alpha \in A} (1 - \alpha)(\hat{\mu}_\alpha - \epsilon_\alpha).$$

Then, with probability at least $1 - \delta$, it holds that

$$P[\hat{Y} = Y | C_{\alpha}(X)] \geq P[\hat{Y} = Y | C_{\alpha}(X)] - 2(1 - \alpha)\epsilon_\alpha - \frac{1}{m + 1}$$

for all $\alpha \in A$.

More specifically, the above result directly implies that, with probability at least $1 - \delta$, it holds that:

$$P[\hat{Y} = Y | C_{\alpha^*}(X)] - P[\hat{Y} = Y | C_{\hat{\alpha}}(X)] \leq 2(1 - \alpha^*)\epsilon_{\alpha^*} + \frac{1}{m + 1}.$$  \hspace{1cm} (8)

Algorithm 1 summarizes the resulting procedure, which has an overall complexity of $O(nm \log m)$.

Estimating expert’s conditional success probability. We would first like to emphasize that our results so far, including Algorithm 1, are agnostic to the method used to estimate the expert’s conditional success probability $P[\hat{Y} = y | C_\alpha(x), y \in C_\alpha(x)]$. In what follows, we propose a practical estimation method that builds upon the multinomial logit model (MNL), one of the most popular models in the vast literature on discrete choice models [30].

More specifically, we assume that we have access to (an estimation of) the confusion matrix $C$ for the expert predictions in the (original) multiclass classification task, similarly as in Kerrigan et al. [31], i.e.,

$$C = [C_{yy'}]_{y,y' \in \mathcal{Y}}, \text{ where } C_{yy'} = P[\hat{Y} = y' | \mathcal{Y}, Y = y].$$

Moreover, given a sample $(x,y)$, we also assume that the expert’s conditional success probability for the subset $C_\alpha(x)$ follows a multinomial logit model (MNL) [30], i.e.,

$$P[\hat{Y} = y | C_\alpha(x), y \in C_\alpha(x)] = \frac{e^{u_{yy}}}{\sum_{y' \in C(x)} e^{u_{yy'}}},$$  \hspace{1cm} (9)
Then, it holds that:

$\hat{\mu}_\alpha = \frac{1}{k_\alpha} \sum_{i \in [m]} \mathbb{P}[Y = y_i \mid \mathcal{C}_\alpha(x_i), y_i \in \mathcal{C}_\alpha(x_i)],$  \hspace{1cm} (10)

where $k_\alpha = \sum_{i \in [m]} \mathbb{I}\{y_i \in \mathcal{C}_\alpha(x_i)\}$. Here, using Hoeffding’s inequality\(^5\) we can conclude that, with probability at least $1 - \delta$, it holds that (refer to Appendix C):

$$|\hat{\mu}_\alpha - \mathbb{P}[Y = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)]| \leq \sqrt{\frac{\log \frac{mn}{\delta}}{2k_\alpha}} := \epsilon_\alpha.$$  

As a consequence, as $m \to \infty$, the right hand side of Eq. 8 converges to zero almost surely, since $\lim_{m \to \infty} \frac{k_\alpha}{m} = (1 - \alpha)$ almost surely by the law of large numbers.

5 Beyond Standard Conformal Prediction

Until now, we have used standard conformal prediction \([16]\) to construct the recommended subsets $\mathcal{C}(X)$—we have constructed the subsets $\mathcal{C}_\alpha(X)$ by comparing the conformal scores $s(X, y)$ to a single threshold $\hat{q}$, as shown in Eq. 4. Here, we will show that we can sometimes improve the performance of our system by constructing $\mathcal{C}_\alpha(X)$ using two thresholds $\hat{q}_1$ and $\hat{q}_2$. By doing so, the recommended subsets will include label values whose corresponding conformal scores are neither unreasonably large, as in standard conformal prediction, nor unreasonably low, in comparison with the conformal scores of the samples in the calibration set $\mathcal{D}_{\text{cal}}$. This will be particularly useful whenever the classifier our system relies on has low accuracy.

More specifically, let $\alpha_1, \alpha_2 \in [0, 1]$, with $\alpha_1 < \alpha_2$, and $\hat{q}_1$ and $\hat{q}_2$ be the $\left\lfloor \frac{m+1(1-\alpha_1)}{m} \right\rfloor$ and $\left\lfloor \frac{m+1(1-\alpha_2)}{m} \right\rfloor$ empirical quantiles of the conformal scores $s(x_1, y_1), \ldots, s(x_m, y_m)$ of the samples in the calibration set $\mathcal{D}_{\text{cal}}$. Then, if we use the quantiles $\hat{q}_1$ and $\hat{q}_2$ to construct the subsets $\mathcal{C}_{\alpha_1,\alpha_2}(X)$ for new data samples as follows:

$$\mathcal{C}_{\alpha_1,\alpha_2}(X) = \{y \mid \hat{q}_2 \leq s(X, y) \leq \hat{q}_1\},$$  \hspace{1cm} (11)

it holds that the probability that the true label $Y$ belongs to the subset $\mathcal{C}_{\alpha_1,\alpha_2}(X)$ is almost exactly $\alpha_2 - \alpha_1$. More formally, we have the following conformal calibration coverage guarantee, which is the counterpart of Theorem 1.

Theorem 2 Consider an automated decision support system $\mathcal{C}_{\alpha_1,\alpha_2}$ that constructs $\mathcal{C}_{\alpha_1,\alpha_2}(X)$ using Eq. (11). Then, it holds that:

$$\alpha_2 - \alpha_1 - \frac{1}{m+1} \leq \mathbb{P}[Y \in \mathcal{C}_{\alpha_1,\alpha_2}(X)] \leq \alpha_2 - \alpha_1 + \frac{1}{m+1}.$$  

Perhaps surprisingly, building upon the above Theorem, we can identify a condition under which a system $\mathcal{C}_{\alpha_1,\alpha_2}$ that constructs $\mathcal{C}_{\alpha_1,\alpha_2}(X)$ using Eq. (11) is provably better than a system $\mathcal{C}_{\alpha_1}$ that constructs $\mathcal{C}_{\alpha_1}(X)$ using Eq. 4.

Proposition 3 Consider two automated decision support systems $\mathcal{C}_{\alpha_1}$ and $\mathcal{C}_{\alpha_1,\alpha_2}$ that construct the subsets $\mathcal{C}_{\alpha_1}(X)$ and $\mathcal{C}_{\alpha_1,\alpha_2}(X)$ using Eq. 4 and (11), respectively. If

$$\left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right) \mathbb{P}[\hat{Y} = Y \mid \mathcal{C}_{\alpha_1,\alpha_2}(X), Y \in \mathcal{C}_{\alpha_1,\alpha_2}(X)] > \left(1 - \alpha_1 + \frac{1}{m+1}\right) \mathbb{P}[\hat{Y} = Y \mid \mathcal{C}_{\alpha_1}(X), Y \in \mathcal{C}_{\alpha_1}(X)],$$

then $\mathbb{P}[\hat{Y} = Y \mid \mathcal{C}_{\alpha_1,\alpha_2}(X)] > \mathbb{P}[\hat{Y} = Y \mid \mathcal{C}_{\alpha_1}(X)].$
Moreover, let \( \hat{\mu}_{\alpha_1, \alpha_2} \) be an estimator of the expert’s conditional success probability such that, with probability at least \( 1 - \delta \), where \( \delta \in (0, 1) \), it holds that \(|\hat{\mu}_{\alpha_1, \alpha_2} - \mathbb{P}[\hat{Y} = Y | C_{\alpha_1, \alpha_2}(X), Y \in C_{\alpha_1, \alpha_2}(X)]| \leq \epsilon_{\alpha_1, \alpha_2} \). Then, we can proceed similarly as in standard conformal prediction to find the near optimal \( \hat{\alpha}_1, \hat{\alpha}_2 \in A \) with high probability:

**Proposition 4** Consider an automated decision support system \( C_{\hat{\alpha}_1, \hat{\alpha}_2} \) with

\[
\hat{\alpha}_1, \hat{\alpha}_2 = \arg\max_{\alpha_1, \alpha_2 \in A | \alpha_1 < \alpha_2} \left( \alpha_2 - \alpha_1 - \frac{1}{m+1} \right) \cdot (\hat{\mu}_{\alpha_1, \alpha_2} - \epsilon_{\alpha_1, \alpha_2}),
\]

where \( \delta \in [0, 1] \). Then, with probability at least \( 1 - \delta \), it holds that

\[
\mathbb{P}[\hat{Y} = Y | C_{\hat{\alpha}_1, \hat{\alpha}_2}(X)] \geq \mathbb{P}[\hat{Y} = Y | C_{\alpha_1, \alpha_2}(X)] - \frac{2}{m+1} - 2 \left( \alpha_2 - \alpha_1 - \frac{1}{m+1} \right) \epsilon_{\alpha_1, \alpha_2}
\]

for all \( \alpha_1, \alpha_2 \in A \) such that \( \alpha_1 < \alpha_2 \).

The resulting procedure is a straightforward extension of Algorithm 1. Here, it is worth pointing out that, in contrast with the case of standard conformal prediction, the complexity of finding the near optimal \( \hat{\alpha}_1 \) and \( \hat{\alpha}_2 \) is \( O(n^2m^2\log m) \). However, we can still rely on the practical method to estimate the expert’s conditional success probability introduced in Section 4 since the dependence of \( \epsilon_{\alpha_1, \alpha_2} \) with respect to the number of \( \alpha_1 \) and \( \alpha_2 \) values in \( A \) is logarithmic.

### 6 Experiments on Synthetic Data

In this section, we quantify the influence that the accuracy of the expert and the classifier, the size of the calibration and estimation sets, as well as the number of label values have on the performance of our system using synthetic data.

**Experimental setup.** We create a variety of synthetic prediction tasks, each with 20 features per sample and a varying number of label values \( n \) and difficulty. Refer to Appendix G for more details about the prediction tasks. For each prediction task, we generate 10,000 samples, pick 20% of these samples at random as test set and split also at random the remaining 80% into three disjoint subsets for training, calibration and estimation, whose sizes we vary across experiments. In each experiment, we specify the number of samples in the calibration and estimation sets—the remaining samples are used for training.

---

7 All algorithms ran on a Debian machine equipped with Intel Xeon E5-2667 v4 @ 3.2 GHz, 32GB memory and two M40 Nvidia Tesla GPU cards. See Appendix for further details.
The performance of our system under $\hat{\alpha}$ found by Algorithm 1 and under $\alpha^*$ is very similar. Given three prediction tasks where the expert and the classifier achieve different success probabilities $P[\hat{Y} = Y | X]$ and $P[Y' = Y]$, we compare the performance of our system under the near optimal $\hat{\alpha}$ found by Algorithm 1 and under all other possible $\alpha \in A$ values. Figure 2 summarizes the results, which suggest that: (i) the performance under $\hat{\alpha}$ is very close to that under $\alpha^*$, as suggested by Proposition 2, and, (ii) as long as $\alpha \leq \alpha^*$, the performance of our system increases monotonically with respect to $\alpha$, however, once $\alpha > \alpha^*$, the performance deteriorates as we increase $\alpha$. (iii) the higher the expert’s success probability $P[\hat{Y} = Y | X]$, the smaller the optimal $\alpha^*$ and thus the greater the average size of the subsets $C_{\alpha^*}(X)$. We found qualitatively
We consider prediction tasks with a varying number of label values, from $n$. The greater the number of label values, the more an expert benefits from using our system.

The size of the calibration and estimation set is $m$. Table 2: Average success probabilities $P[Y' = Y]$ and $P[\hat{Y} = Y | C_{\alpha}(X)]$ achieved by three popular deep neural network classifiers and by an expert using our system with each of the classifiers on the CIFAR-10H dataset. The size of the calibration and estimation set is $m = 1,500$ and the expert’s average success probability at solving the (original) multiclass task is $P[\hat{Y} = Y | \mathcal{Y}] = 0.947$. For readability, each cell shows only the average over 10 random data splits since the standard errors are all below $10^{-2}$.

| Classifiers     | $P[Y' = Y]$ | $P[\hat{Y} = Y | C_{\alpha}(X)]$ |
|-----------------|-------------|----------------------------------|
| ResNet-110      | 0.928       | 0.985                            |
| PreResNet-110   | 0.944       | 0.984                            |
| DenseNet        | 0.964       | 0.985                            |

Table 2: Average success probabilities $P[Y' = Y]$ and $P[\hat{Y} = Y | C_{\alpha}(X)]$ achieved by three popular deep neural network classifiers and by an expert using our system with each of the classifiers on the CIFAR-10H dataset. The size of the calibration and estimation set is $m = 1,500$ and the expert’s average success probability at solving the (original) multiclass task is $P[\hat{Y} = Y | \mathcal{Y}] = 0.947$. For readability, each cell shows only the average over 10 random data splits since the standard errors are all below $10^{-2}$.

similar results using other expert-classifier pairs with different success probabilities.

**Our system needs a relatively small amount of calibration and estimation data.** We vary the amount of calibration and estimation data $m$ we feed into Algorithm 1 and, each time, estimate the expert’s success probability $P[\hat{Y} = Y | C_{\alpha}(X)]$. Across prediction tasks, we consistently find that our system needs a relatively small amount of calibration and estimation data to perform well. For example, for all prediction tasks with $n = 10$ label values and varying level of difficulty, if we increase the amount of calibration and estimation data from $m = 160$ to $m = 1200$, the relative gain in success probability $P[\hat{Y} = Y | C_{\alpha}(X)]$ with respect to $P[\hat{Y} = Y | \mathcal{Y}]$, averaged across experts with $P[\hat{Y} = Y | \mathcal{Y}] \in \{0.3, 0.5, 0.7, 0.9\}$, goes from 47.51 ± 6.62% to 48.67 ± 6.65%.

The greater the number of label values, the more an expert benefits from using our system. We consider prediction tasks with a varying number of label values, from $n = 10$ to $n = 100$, and estimate the expert’s success probability $P[\hat{Y} = Y | C_{\alpha}(X)]$ for each task. Our results suggest that the relative gain in success probability $P[\hat{Y} = Y | C_{\alpha}(X)]$ with respect to $P[\hat{Y} = Y | \mathcal{Y}]$, averaged across experts with $P[\hat{Y} = Y | \mathcal{Y}] \in \{0.3, 0.5, 0.7, 0.9\}$, increases with the number of label values. For example, for $m = 400$, it goes from 46.64 ± 6.42% for $n = 10$ to 71.19 ± 8.96% for $n = 100$. For other $m$ values, we found a similar trend.

### 7 Experiments on Real Data

In this section, we evaluate the performance of our system using a dataset with real expert predictions over natural images and several popular and highly accurate deep neural network classifiers. Here, we focus on systems $C_{\alpha}, C_{\alpha,1}$ that construct $C_{\alpha}(X)$ using Eq. 1 because, whenever the classifiers are highly accurate, systems $C_{\alpha_1, \alpha_2}$ with $\alpha_2 \neq 1$ do not offer a competitive advantage.

**Data description and experimental setup.** We experiment with the dataset CIFAR-10H [32], which contains 10,000 natural images taken from the test set of the standard CIFAR-10 [33]. Each of these images belongs to one of $n = 10$ classes and contains approximately 50 expert predictions $Y, \{} \hat{Y} \}. Here, we randomly split the dataset into three disjoint subsets for calibration, estimation and test, whose sizes we vary across experiments. In each experiment, we specify the number of samples in the calibration and estimation sets—the remaining samples are used for testing.

Rather than training a classifier, we use three popular and highly accurate deep neural network classifiers trained on CIFAR-10, namely ResNet-110 [34], PreResNet-110 [35] and DenseNet [36]. Moreover, we use the human predictions $\hat{Y}$ to estimate the confusion matrix $C$ for the expert predictions in the (original) multiclass classification task [31] and then sample the expert’s prediction $\hat{Y}$ from the multinomial logit model.

---

8The dataset CIFAR-10H is among the only publicly available datasets that we found containing multiple expert predictions per sample, necessary to estimate the confusion matrix $C$, a relatively large number of samples, and more than two classes. However, since our theoretical guarantees are rather general, our system may help improving expert predictions in other applications.
defined by Eq. 9 to both estimate the expert’s conditional success probability using Eq. 10, which in turn we use during calibration, and estimate the expert’s success probability during test.

**Results.** We start by estimating the average success probability $P[\hat{Y} = Y | \mathcal{C}_\alpha(X)]$ during test for an expert using our system with each of the above mentioned classifiers. Table 2 summarizes the results, where we compare the success probability achieved by our system and by the corresponding classifier on its own and we report the expert’s success probability at solving the (original) multiclass task in the caption. We find very encouraging that, despite the classifiers are highly accurate, our results suggest that an expert using our system can solve the prediction task significantly more accurately than the classifiers. More specifically, the relative reduction in misclassification probability goes from 58\% (DenseNet) to a striking 79.2\% (ResNet-110). Moreover, it is also worth noting that, by using our system, our results suggest that the (average) expert would reduce their misclassification probability by $\sim$70%.

Next, for each choice of classifier, we compare the performance of our system under the near optimal $\hat{\alpha}$ found by Algorithm 1 and under all other possible $\alpha$ values, including the optimal $\alpha^*$. Figure 3 summarizes the results, which suggest that, similarly as in the experiments on synthetic data, the performance of our system under $\hat{\alpha}$ and $\alpha^*$ is very similar. However, since the classifiers are all highly accurate, the average size of the recommended subsets under $\hat{\alpha}$ and $\alpha^*$ is quite close to one even though $\hat{\alpha}$ is much smaller than in the experiments in synthetic data.

Finally, we also investigate to what extent the amount of calibration and estimation data $m$ we feed into Algorithm 1 influences the expert’s success probability $P[\hat{Y} = Y | \mathcal{C}_\alpha(X)]$ under our system. In contrast with the experiments on synthetic data, we do find that our system needs larger amounts of calibration and estimation data to realize its full potential. For example, while the relative gain in success probability $P[\hat{Y} = Y | \mathcal{C}_{\alpha}(X)]$ with respect to $P[\hat{Y} = Y | \mathcal{C}_{\alpha'}(X)]$ is just 0.26 ± 0.22\% under $m = 200$, it raises to 3.18 ± 0.12\% under $m = 1,500$. However, this is not surprising since the classifiers are very accurate and thus the optimal $\alpha^*$ is very small. Therefore, we need larger calibration sets to have enough granularity to distinguish among small $\alpha$ values.

### 8 Conclusions

In this work, we have initiated the development of automated decision support systems that, by design, do not require human experts to understand when to trust them to provably improve their performance. In particular, we have focused on multiclass classification tasks and build upon the theory of conformal prediction to design a system that, for each data sample, recommends a subset of labels to the experts using a classifier. Moreover, we have shown both theoretically and empirically that our system can help experts make
predictions more accurately and is robust to the performance of the classifier it relies on—the competitive advantage it provides improves with the accuracy of the classifier and the experts do not decrease their performance by using the system even if the classifier is inaccurate.

Our work opens up many interesting avenues for future work. For example, we have considered a simple conformal score function from the literature. It would be interesting to develop score functions especially designed to improve the performance of our system. Moreover, to estimate the expert’s success probability, we have introduced a simple procedure that builds upon the multinomial logit model (MNL), a classical model from the discrete choice model literature. However, more research is needed to accurately estimate the expert’s success probability, e.g., using more sophisticated discrete choice models. In this context, it would be also interesting to develop systems that perform online estimation of the expert’s conditional success probability. Finally, it would be important to deploy and evaluate our system on a real-world application with human experts.
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A Proof of Proposition 1

Based on Eq. 5, we have that:
\[ P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] \geq (1 - \alpha)(P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)]), \]
and hence whenever:
\[ (1 - \alpha)(P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)]) > P[\hat{Y} = Y \mid Y], \]
we will have that:
\[ P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] \geq (1 - \alpha)(P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)]) > P[\hat{Y} = Y \mid Y], \]
and hence:
\[ P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] > P[\hat{Y} = Y \mid Y]. \]

B Proof of Proposition 2

Given the estimators of \( P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)] \) we have that \( \forall \alpha \in \mathcal{A} \) with probability at least 1 - \( \delta \)
\[ |\hat{\mu}_\alpha - P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)]| \leq \epsilon_\alpha. \] (13)

From Eq. 5 it holds that
\[ P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] \geq (1 - \alpha)P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)]. \]

From Eq. 13 with probability at least 1 - \( \delta \) the above becomes:
\[ P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] \geq (1 - \alpha)P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)] \]
\[ \geq (1 - \alpha)(\hat{\mu}_\alpha - \epsilon_\alpha). \] (14)

Let \( \hat{\alpha} = \arg\max_{\alpha \in \mathcal{A}} \{(1 - \alpha)(\hat{\mu}_\alpha - \epsilon_\alpha)\} \). For \( \hat{\alpha} \) Eq. 14 becomes
\[ P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] \geq (1 - \hat{\alpha})(\hat{\mu}_{\hat{\alpha}} - \epsilon_{\hat{\alpha}}) \]
\[ \geq (1 - \hat{\alpha})(\hat{\mu}_{\hat{\alpha}} - \epsilon_{\hat{\alpha}}) \]
\[ = (1 - \hat{\alpha})(\hat{\mu}_{\hat{\alpha}} - \epsilon_{\hat{\alpha}}) + 2(1 - \hat{\alpha})\epsilon_\alpha - 2(1 - \hat{\alpha})\epsilon_\alpha \]
\[ = (1 - \hat{\alpha})(\hat{\mu}_{\hat{\alpha}} + \epsilon_{\hat{\alpha}}) - 2(1 - \hat{\alpha})\epsilon_\alpha, \forall \alpha \in \mathcal{A}. \]*

To proceed we are going to use Eq. 13 Since the above holds for \( \forall \alpha \in \mathcal{A} \) we need Eq. 13 also to hold \( \forall \alpha \in \mathcal{A} \),
which happens with probability at least 1 - |\( \mathcal{A} \)| \cdot \( \delta = 1 - m \cdot n \cdot \delta \), from union bound. Therefore, we shall choose \( \delta = \frac{\delta'}{m} \) so that the below holds with probability at least 1 - \( \delta' \), \( \forall \alpha \in \mathcal{A} \):
\[ P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] \geq (1 - \alpha)(\hat{\mu}_\alpha + \epsilon_\alpha) - 2(1 - \alpha)\epsilon_\alpha \]
\[ \geq (1 - \alpha)P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)] - 2(1 - \alpha)\epsilon_\alpha \]
\[ = \left(1 - \alpha + \frac{1}{m + 1}\right)P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)] \]
\[ - \frac{1}{m + 1}P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)] - 2(1 - \alpha)\epsilon_\alpha \]
\[ \geq \left(1 - \alpha + \frac{1}{m + 1}\right)P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)] - \frac{1}{m + 1} - 2(1 - \alpha)\epsilon_\alpha, \]

because \( P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X), Y \in \mathcal{C}_\alpha(X)] \in [0, 1] \). Finally from Eq. 5
\[ P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] \geq P[\hat{Y} = Y \mid \mathcal{C}_\alpha(X)] - 2(1 - \alpha)\epsilon_\alpha - \frac{1}{m + 1}. \]
C Derivation of error expression for Hoeffding’s inequality

From Hoeffding’s inequality we have that:

**Theorem 3** Let $Z_1, ..., Z_k$ be i.i.d., with $Z_i \in [a, b], i = 1, ..., k, a < b$ and $\hat{\mu}$ be the empirical estimate $\hat{\mu} = \frac{\sum_{i=1}^{k} Z_i}{k}$ of $E[Z] = E[Z_i]$. Then:

$$P \left| \hat{\mu} - E[Z] \right| \geq \epsilon \leq \exp \left( -\frac{2k\epsilon^2}{(b-a)^2} \right)$$

(15)

and

$$P \left| \hat{\mu} - E[Z] \right| \leq -\epsilon \leq \exp \left( -\frac{2k\epsilon^2}{(b-a)^2} \right)$$

(16)

hold for all $\epsilon \geq 0$.

In our case we have $k = k_\alpha$, $Z_i = P[\hat{Y} = y_i | C_\alpha(x_i), y_i \in C_\alpha(x_i)]$, $P[\hat{Y} = y_i | C_\alpha(x_i), y_i \in C_\alpha(x_i)] \in (0, 1)$, with $y_i \in C_\alpha(x_i)$, for $i = 1, ..., k_\alpha$. Hence, for the empirical estimate $\hat{\mu} = \hat{\mu}_\alpha$ of $P[\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)]$ and its error $\epsilon = \epsilon_\alpha$:

$$P \left[ \hat{\mu}_\alpha - P[\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)] \geq \epsilon_\alpha \right] \leq \exp \left( -\frac{2k_\alpha\epsilon_\alpha^2}{(1-0)^2} \right)$$

(17)

and

$$P \left[ \hat{\mu}_\alpha - P[\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)] \leq -\epsilon_\alpha \right] \leq \exp \left( -\frac{2k_\alpha\epsilon_\alpha^2}{(1-0)^2} \right)$$

(18)

hold. Further, if we set

$$\delta = \exp \left( -2k_\alpha\epsilon_\alpha^2 \right),$$

(19)

then

$$1 - P \left[ \hat{\mu}_\alpha - P[\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)] \leq \epsilon_\alpha \right] \leq \delta \Rightarrow P \left[ \hat{\mu}_\alpha - P[\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)] \leq \epsilon_\alpha \right] \geq 1 - \delta$$

(20)

and

$$1 - P \left[ \hat{\mu}_\alpha - P[\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)] \geq -\epsilon_\alpha \right] \leq \delta \Rightarrow P \left[ \hat{\mu}_\alpha - P[\hat{Y} = Y | C_\alpha(X), Y \in C_\alpha(X)] \geq -\epsilon_\alpha \right] \geq 1 - \delta$$

(21)

hold for any $\epsilon_\alpha \geq 0$. As follows, based on Eq. (19)

$$\delta = \exp \left( -2k_\alpha\epsilon_\alpha^2 \right) \Rightarrow \log \frac{1}{\delta} = 2k_\alpha\epsilon_\alpha^2 \Rightarrow \epsilon_\alpha^2 = \frac{\log \frac{1}{\delta}}{2k_\alpha} \Rightarrow \epsilon_\alpha = \sqrt{\frac{\log \frac{1}{\delta}}{2k_\alpha}}.$$

We choose $\delta = \frac{\delta'}{mn}$ so that we can find $\hat{\alpha}$ that, with probability at least $1 - \delta'$, maximizes the success probability, as shown in the proof of Proposition 2. As a result:

$$\epsilon_\alpha = \sqrt{\frac{\log \frac{1}{\delta'}}{2k_\alpha}}.$$
D Proof of Theorem 2

Let \( C_{\alpha_1}(X), C_{\alpha_2}(X) \) be a prediction set constructed with standard conformal prediction with coverage \( 1 - \alpha_1 \) and \( 1 - \alpha_2 \) respectively. Based on Theorem 1 it holds that:

\[
1 - \alpha_1 \leq \mathbb{P}[Y \in C_{\alpha_1}(X)] \leq 1 - \alpha_1 + \frac{1}{m+1} \tag{22}
\]

and

\[
1 - \alpha_2 \leq \mathbb{P}[Y \in C_{\alpha_2}(X)] \leq 1 - \alpha_2 + \frac{1}{m+1}. \tag{23}
\]

Since \( \alpha_1 < \alpha_2 \) we have that \( \hat{q}_2 = \left\lfloor \frac{(m+1)(1-\alpha_2)}{m} \right\rfloor < \left\lfloor \frac{(m+1)(1-\alpha_1)}{m} \right\rfloor = \hat{q}_1 \). We know that \( C_{\alpha_2}(X) = \{ y : s(X, y) < \hat{q}_2 \} \) and \( C_{\alpha_1}(X) = \{ y : s(X, y) < \hat{q}_1 \} \). So for any \( X \), it holds that \( C_{\alpha_2}(X) \subset C_{\alpha_1}(X) \). Based on the definition of \( C_{\alpha_1,\alpha_2}(X) \) in [1] we have that:

\[
C_{\alpha_1,\alpha_2}(X) = C_{\alpha_1}(X) \setminus C_{\alpha_2}(X) = \{ y : \hat{q}_2 \leq s(X, y) < \hat{q}_1 \},
\]

and therefore

\[
\mathbb{P}[Y \in C_{\alpha_1,\alpha_2}(X)] = \mathbb{P}[C_{\alpha_1}(X)] - \mathbb{P}[C_{\alpha_2}(X)]. \tag{24}
\]

Taking the upper-bound in Eq. 22 and the lower-bound in Eq. 23

\[
\mathbb{P}[Y \in C_{\alpha_1}(X)] - \mathbb{P}[Y \in C_{\alpha_2}(X)] \leq \alpha_2 - \alpha_1 + \frac{1}{m+1}. \tag{25}
\]

Similarly, taking the lower-bound in Eq. 22 and the upper-bound in Eq. 23

\[
\alpha_2 - \alpha_1 - \frac{1}{m+1} \leq \mathbb{P}[Y \in C_{\alpha_1,\alpha_2}(X)] \leq \alpha_2 - \alpha_1 + \frac{1}{m+1}. \tag{26}
\]

From Eqs. 24, 25 and 26 we have that:

\[
\alpha_2 - \alpha_1 - \frac{1}{m+1} \leq \mathbb{P}[Y \in C_{\alpha_1,\alpha_2}(X)] \leq \alpha_2 - \alpha_1 + \frac{1}{m+1}.
\]

E Proof of Proposition 3

From

\[
1 - \alpha_1 \leq \mathbb{P}[Y \in C_{\alpha_1}(X)] \leq 1 - \alpha_1 + \frac{1}{1+m}, \tag{27}
\]

we have that

\[
\mathbb{P}[\hat{Y} = Y|C_{\alpha_1}(X)] = \mathbb{P}[\hat{Y} = Y|C_{\alpha_1}(X), Y \notin C_{\alpha_1}(X)]\mathbb{P}[Y \notin C_{\alpha_1}(X)]
\]

\[
+ \mathbb{P}[\hat{Y} = Y|C_{\alpha_1}(X), Y \in C_{\alpha_1}(X)]\mathbb{P}[Y \in C_{\alpha_1}(X)]
\]

\[
\leq (1 - \alpha_1 + \frac{1}{1+m})\mathbb{P}[\hat{Y} = Y|C_{\alpha_1}(X), Y \in C_{\alpha_1}(X))],
\]

since \( \mathbb{P}[\hat{Y} = Y|C_{\alpha_1}(X), Y \notin C_{\alpha_1}(X)] = 0 \). For \( C_{\alpha_1,\alpha_2} \), it also holds that

\[
\alpha_2 - \alpha_1 - \frac{1}{m+1} \leq \mathbb{P}[Y \in C_{\alpha_1,\alpha_2}(X)] \leq \alpha_2 - \alpha_1 + \frac{1}{m+1}. \tag{28}
\]
and, as a direct consequence, we have that

$$
P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X)] = P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \notin \mathcal{C}_{\alpha_1, \alpha_2}(X)]P[Y \notin \mathcal{C}_{\alpha_1, \alpha_2}(X)] + P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)]P[Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)] \geq (\alpha_2 - \alpha_1 - \frac{1}{m+1})P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)],
$$

where we have also used that $P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \notin \mathcal{C}_{\alpha_1, \alpha_2}(X)] = 0$. Then, it holds that

$$
P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X)] > P[\hat{Y} = Y | \mathcal{C}_{\alpha_1}(X)], \quad \text{(29)}
$$
as long as

$$
(\alpha_2 - \alpha_1 - \frac{1}{m+1})P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)] > (1 - \alpha_1 + \frac{1}{1 + m})P[\hat{Y} = Y | \mathcal{C}_{\alpha_1}(X), Y \in \mathcal{C}_{\alpha_1}(X)].
$$

\section{Proof of Proposition 4}

Given the estimators of $P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)]$ we have that $\forall \alpha_1, \alpha_2 \in \mathcal{A}, \alpha_1 < \alpha_2$ with probability at least $1 - \delta$

$$
|\hat{\mu}_{\alpha_1, \alpha_2} - P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)]| \leq \epsilon_{\alpha_1, \alpha_2}.
$$

From Eq. (3) and Theorem 2 it holds that

$$
\left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)] \leq P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X)] \leq \left(\alpha_2 - \alpha_1 + \frac{1}{m+1}\right)P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)]. \quad \text{(31)}
$$

From the left-hand side of the above and Eq. (30) we have that

$$
P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X)] \geq \left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)P[\hat{Y} = Y | \mathcal{C}_{\alpha_1, \alpha_2}(X), Y \in \mathcal{C}_{\alpha_1, \alpha_2}(X)] \geq \left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)(\hat{\mu}_{\alpha_1, \alpha_2} - \epsilon_{\alpha_1, \alpha_2}).
$$

(32)

Let $\hat{\alpha}_1, \hat{\alpha}_2 = \arg\max_{\alpha_1, \alpha_2 \in \mathcal{A} | \alpha_1 < \alpha_2} \left\{\left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)(\hat{\mu}_{\alpha_1, \alpha_2} - \epsilon_{\alpha_1, \alpha_2})\right\}$. For $\hat{\alpha}_1, \hat{\alpha}_2$, Eq. (32) becomes

$$
P[\hat{Y} = Y | \mathcal{C}_{\hat{\alpha}_1, \hat{\alpha}_2}(X)] \geq \left(\hat{\alpha}_2 - \hat{\alpha}_1 - \frac{1}{m+1}\right)(\hat{\mu}_{\hat{\alpha}_1, \hat{\alpha}_2} - \epsilon_{\hat{\alpha}_1, \hat{\alpha}_2}) \geq \left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)(\hat{\mu}_{\alpha_1, \alpha_2} - \epsilon_{\alpha_1, \alpha_2}) = \left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)(\hat{\mu}_{\alpha_1, \alpha_2} - \epsilon_{\alpha_1, \alpha_2}) + 2 \left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)\epsilon_{\alpha_1, \alpha_2} - 2 \left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)\epsilon_{\alpha_1, \alpha_2} = \left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)(\hat{\mu}_{\alpha_1, \alpha_2} + \epsilon_{\alpha_1, \alpha_2}) - 2 \left(\alpha_2 - \alpha_1 - \frac{1}{m+1}\right)\epsilon_{\alpha_1, \alpha_2}, \forall \alpha \in \mathcal{A}
$$
To proceed further, we are going to use Eq. 13. Since the above holds for \( \forall \alpha \in \mathcal{A} \), we need Eq. 13 also to hold \( \forall \alpha \in \mathcal{A} \), which happens with probability at least \( 1 - \left| \{ \alpha_1, \alpha_2 \in \mathcal{A} | \alpha_1 < \alpha_2 \} \right| \cdot \delta \) from a union bound. Therefore, we shall choose \( \delta = \frac{\delta'}{|\{ \alpha_1, \alpha_2 \in \mathcal{A} | \alpha_1 < \alpha_2 \}|} \) so that the inequality below holds with probability at least \( 1 - \delta' \), \( \forall \alpha_1, \alpha_2 \in \mathcal{A}, \alpha_1 < \alpha_2 \):

\[
P[\hat{Y} = Y | C_{\hat{\alpha}_1, \hat{\alpha}_2}(X)] \geq \left( \alpha_2 - \alpha_1 - \frac{1}{m + 1} \right) (\hat{\mu}_{\alpha_1, \alpha_2} + \epsilon_{\alpha_1, \alpha_2}) - 2 \left( \alpha_2 - \alpha_1 - \frac{1}{m + 1} \right) \epsilon_{\alpha_1, \alpha_2}
\]

\[
\geq \left( \alpha_2 - \alpha_1 - \frac{1}{m + 1} \right) P[\hat{Y} = Y | C_{\alpha_1, \alpha_2}(X), Y \in C_{\alpha_1, \alpha_2}(X)] - 2 \left( \alpha_2 - \alpha_1 - \frac{1}{m + 1} \right) \epsilon_{\alpha_1, \alpha_2}
\]

\[
= \left( \alpha_2 - \alpha_1 + \frac{1}{m + 1} \right) P[\hat{Y} = Y | C_{\alpha_1, \alpha_2}(X)]
\]

\[
- \frac{2}{m + 1} P[\hat{Y} = Y | C_{\alpha_1, \alpha_2}(X), Y \in C_{\alpha_1, \alpha_2}(X)] - 2 \left( \alpha_2 - \alpha_1 - \frac{1}{m + 1} \right) \epsilon_{\alpha_1, \alpha_2}
\]

\[
\geq \left( \alpha_2 - \alpha_1 + \frac{1}{m + 1} \right) P[\hat{Y} = Y | C_{\alpha_1, \alpha_2}(X)]
\]

\[
- \frac{2}{m + 1} - 2 \left( \alpha_2 - \alpha_1 - \frac{1}{m + 1} \right) \epsilon_{\alpha_1, \alpha_2},
\]

because \( P[\hat{Y} = Y | C_{\alpha_1, \alpha_2}(X), Y \in C_{\alpha_1, \alpha_2}(X)] \in [0, 1] \). Finally, from Eq. 31, we can conclude that

\[
P[\hat{Y} = Y | C_{\hat{\alpha}_1, \hat{\alpha}_2}(X)] \geq P[\hat{Y} = Y | C_{\alpha_1, \alpha_2}(X)] - \frac{2}{m + 1} - 2 \left( \alpha_2 - \alpha_1 - \frac{1}{m + 1} \right) \epsilon_{\alpha_1, \alpha_2}.
\]
G Implementation Details

To implement our algorithms and run all the experiments on synthetic and real data, we used PyTorch 1.8.1, NumPy 1.20.1 and Scikit-learn 1.0.2 on Python 3.7.3. For reproducibility, we use a fixed random seed in all random procedures. Moreover, we set $\delta = 0.1$ everywhere.

**Synthetic prediction tasks.** We create $4 \times 3 = 12$ different prediction tasks, where we vary the number of labels $n \in \{10, 50, 100\}$ and the level of difficulty of the task. More specifically, for each value of $n$, we create four different tasks of increasing difficulty where the success probability of the logistic regression classifier is $\mathbb{P}[Y' = Y] = 0.9, 0.7, 0.5$ and 0.3, respectively.

To create each task, we use the function `make_classification` of the Scikit-learn library. This function allows the creation of data for synthetic prediction tasks with very particular user-defined characteristics, through the generation of clusters of normally distributed points on the vertices of a multidimensional hypercube. The number of the dimensions of the hypercube indicates the number of informative features of each sample, which in our case we set at 15 for all prediction tasks. Linear combinations of points, i.e., the informative features, are used to create redundant features, the number of which we set at 5. The difficulty of the prediction task is controlled through the size of the hypercube, with a multiplicative factor, namely `clas_sep`, which we tuned accordingly for each value $n$ so that the success probability of the logistic regression classifier above spans a wide range of values across tasks. All the selected values of this parameter can be found in the configuration file `config.py` in the code. Finally, we set the proportion of the samples assigned to each label, i.e., the function parameter `weights`, using a Dirichlet distribution of order $n$ with parameters $\alpha_1 = ... = \alpha_n = 1$. 


Additional Experiments on Synthetic Data

To complement the results in Table 1 in the main paper, we experiment with additional prediction tasks with different number of labels $n$ and amount of calibration and estimation data $m$. For each value of $n$ and $m$, we estimate the average success probability $\mathbb{P}[\hat{Y} = Y | C_{\hat{\alpha}_1, \hat{\alpha}_2}(X)]$ during test for four different experts using our system, each with a different success probability $\mathbb{P}[\hat{Y} = Y | Y]$, on four prediction tasks where the classifier achieves a different success probability $\mathbb{P}[Y' = Y]$. Figure 4 summarizes the results.

| $\mathbb{P}[\hat{Y} = Y | Y]$ | $\mathbb{P}[Y' = Y]$ | | $\mathbb{P}[\hat{Y} = Y | Y]$ | $\mathbb{P}[Y' = Y]$ |
|-----------------------------|---------------------|-----------------------------|---------------------|
| 0.3 | 0.56 | 0.72 | 0.85 | 0.93 | | 0.3 | 0.63 | 0.76 | 0.88 | 0.95 |
| 0.5 | 0.67 | 0.80 | 0.89 | 0.96 | | 0.5 | 0.73 | 0.84 | 0.91 | 0.97 |
| 0.7 | 0.79 | 0.87 | 0.93 | 0.97 | | 0.7 | 0.82 | 0.90 | 0.95 | 0.98 |
| 0.9 | 0.91 | 0.95 | 0.97 | 0.99 | | 0.9 | 0.93 | 0.95 | 0.98 | 0.99 |

(a) $n = 50, m = 1,200$

| $\mathbb{P}[\hat{Y} = Y | Y]$ | $\mathbb{P}[Y' = Y]$ | | $\mathbb{P}[\hat{Y} = Y | Y]$ | $\mathbb{P}[Y' = Y]$ |
|-----------------------------|---------------------|-----------------------------|---------------------|
| 0.3 | 0.40 | 0.57 | 0.75 | 0.88 | | 0.3 | 0.56 | 0.72 | 0.84 | 0.92 |
| 0.5 | 0.55 | 0.68 | 0.80 | 0.90 | | 0.5 | 0.67 | 0.80 | 0.89 | 0.94 |
| 0.7 | 0.72 | 0.79 | 0.88 | 0.93 | | 0.7 | 0.79 | 0.88 | 0.94 | 0.97 |
| 0.9 | 0.90 | 0.92 | 0.95 | 0.97 | | 0.9 | 0.92 | 0.95 | 0.97 | 0.99 |

(c) $n = 10, m = 400$

| $\mathbb{P}[\hat{Y} = Y | Y]$ | $\mathbb{P}[Y' = Y]$ | | $\mathbb{P}[\hat{Y} = Y | Y]$ | $\mathbb{P}[Y' = Y]$ |
|-----------------------------|---------------------|-----------------------------|---------------------|
| 0.3 | 0.63 | 0.76 | 0.88 | 0.94 | | 0.3 | 0.76 | 0.88 | 0.94 | 0.97 |
| 0.5 | 0.73 | 0.84 | 0.92 | 0.96 | | 0.5 | 0.84 | 0.92 | 0.96 | 0.99 |
| 0.7 | 0.83 | 0.90 | 0.95 | 0.92 | | 0.7 | 0.90 | 0.95 | 0.96 | 0.98 |
| 0.9 | 0.93 | 0.96 | 0.98 | 0.96 | | 0.9 | 0.96 | 0.98 | 0.96 | 0.99 |

(e) $n = 100, m = 400$

Figure 4: Average success probability $\mathbb{P}[\hat{Y} = Y | C_{\hat{\alpha}_1, \hat{\alpha}_2}(X)]$ during test for four different experts using our system, each with a different success probability $\mathbb{P}[\hat{Y} = Y | Y]$, on four prediction tasks where the classifier achieves a different success probability $\mathbb{P}[Y' = Y]$. Each table corresponds to a different number of label values $n$ and calibration and estimation set size $m$. For readability, each cell shows only the average since the standard errors are all below $10^{-2}$. 