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The purpose of this article is to examine and limit the conditions in which the $P$ complexity class could be equivalent to the $NP$ complexity class. Proof is provided by demonstrating that as the number of clauses in a $NP$-complete problem approaches infinity, the number of input sets processed per computation performed also approaches infinity when solved by a polynomial time solution. It is then possible to determine that the only deterministic optimization of a $NP$-complete problem that could prove $P = NP$ would be one that examines no more than a polynomial number of input sets for a given problem.

It is then shown that subdividing the set of all possible input sets into a representative polynomial search partition is a problem in the $FEXP$ complexity class. The findings of this article are combined with the findings of other articles in this series of 4 articles. The final conclusion will be demonstrated that $P \neq NP$.
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1. INTRODUCTION.

Stephen Cook described the importance of the $P = NP$ question in his article The $P$ Versus $NP$ Problem [Cook 2006]. Cook noted that if $P$ were to be proven equal to $NP$ then the consequences would be devastating to cryptography, yet Cook added “it would also have stunning practical consequences of a more positive nature.” These consequences could transform not only computer science, but mathematics in general.

Even if it turns out that $P \neq NP$, Cook hoped that “every $NP$ problem [may be] susceptible to a polynomial-time algorithm that works on “most” inputs.” [Cook 2006, p. 6]

In this article it will be shown that as the number of clauses in a $NP$-complete problem approaches infinity, the number of input sets processed per computation performed also approaches infinity when solved by a polynomial time solution. This will be used as the basis for proving the $P = NP$ Optimization Theorem, Theorem 4.4, which will be used to develop the $P = NP$ Partition Theorem, Theorem 5.1.

By the end of this article, the requirements for $P = NP$ will be narrowed. The narrowing of the requirements for $P = NP$ will form the basis of following articles
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in this series, including:

(2) Analysis of the deterministic polynomial time solvability of the 0-1-Knapsack problem. [Meek Article 2 2008]

(3) Independence of P vs. NP in regards to oracle relativizations. [Meek Article 3 2008]

(4) Analysis of the postulates produced by Karp’s Theorem. [Meek Article 4 2008]

The results of these combined works will conclude that \( P = NP \) is unattainable.

2. PRELIMINARIES.

The definition of a Deterministic Turing Machine will be based on that used by Marion [Marion 1994, p. 61].

**Definition 2.1.** Deterministic Turing Machine.

A Deterministic Turing Machine \( M \) has a finite set of states \( K \) with the state \( s \) being the initial state. There exists a set \( F \) with zero or more elements representing the final or accepting states, \( F \subseteq K \). There is an alphabet \( \Sigma \) which contains a symbol \( B \) representing a blank. There exists an input alphabet \( \Gamma \) such that \( \Gamma \subseteq \Sigma - \{B\} \). There is a transition function \( \delta \) which defines an action to take depending on the current state and input. The Turing Machine

\[
M = (K, \Sigma, \Gamma, \delta, s, F)
\]

can recognize a language if \( F \neq \emptyset \), and \( w \) is an input string (a finite sequence of elements from \( \Gamma \)). If the computation generated by the input string \( w \) causes the machine to halt in a state that is an element of \( F \) then \( w \) is said to be accepted by \( M \). \( L(M) \) consists of all input strings accepted by the machine.

**Definition 2.2.** Non-Deterministic Turing Machine.

The formula used by Marion to describe a Deterministic Turing Machine is the same formula used to describe a Non-Deterministic Turing Machine. Marion describes the difference as:

Non-determinism lends an element of “guessing” to the process at each state where there is more than one choice the next transition is guessed. [Marion 1994, p. 63]

Karp uses a definition of Non-Determinism that is similar to the concept of multithreading, where the machine performs a fork process to duplicate itself into multiple new machines with identical data, each executing a thread with a different option.

A nondeterministic algorithm can be regarded as a process which, when confronted with a choice between (say) two alternatives, can create two copies of itself, and follow up the consequences of both courses of action. Repeated splitting may lead to an exponentially growing number of copies; the input is accepted if any sequence of choices leads to acceptance. [Karp 1972, p. 91]
The definition from the National Institute of Science and Technology [Black 1999] is:

A Turing machine which has more than one next state for some combinations of contents of the current cell and current state. An input is accepted if any move sequence leads to acceptance.

The most important thing to keep in mind about non determinism is that all possible input sets can be evaluated at the same time, but the machine only tells us if one input set evaluates true. We therefore cannot expect a non deterministic machine to give us all inputs that evaluate true in a single operation.

2.1 Why are NP-complete problems so hard?

The nature of a Boolean Satisfiability Problem (SAT) is to determine if an input exists that will result in the problem evaluating true.

—Let \( A = \{a, b, c\} \)
—Let \( B = \{d, e, f\} \)
—Let \( C = \{g, h, i\} \)
—\( x \in A \)
—\( y \in B \)
—\( z \in C \)
—A 1-SAT problem is \( x \land y \land z \)

A logical conjunction can evaluate true if and only if all literals are true. It would therefore be easy to determine the truth of the expression if the values of \( x, y, \) and \( z \) were given as true or false, but because they are each one of three options it is not as easy. With 3 options for each of 3 literals there are 27 possible inputs.

\[
[a \land d \land g] \lor [b \land d \land g] \lor [c \land d \land g] \lor [a \land e \land g] \lor [b \land e \land g] \ldots
\]

It happens to be easier to write the logically equivalent 3-SAT problem.

\[
[a \lor b \lor c] \land [d \lor e \lor f] \land [g \lor h \lor i]
\]

However, if we want to determine the values for \( x, y, \) and \( z \) that will make the expression evaluate true, it is still necessary to compare every possible value of \( x \) to every possible value of \( y \) and each of those combinations to every possible value of \( z \).

If we are only looking to find one input set that evaluates true, then optimization may be possible. This process could be optimized by first finding a value of \( x \) that evaluates true, then finding a value for \( y \) that evaluates true, and then finding a value for \( z \) that evaluates true. In this case the problem is solved in \( 3 \times 3 = 9 \) computations.

If we are looking to find all input sets that evaluate true, then each value of \( x \) that is true must be found. Any values of \( x \) that work must be duplicated for each true \( y \) value, and all of these sets must be duplicated for each true \( z \) value. If it turns out that several values of \( x, y, \) and \( z \) are true then there may not be any known polynomial time optimization for this problem. It is important to remember
that a problem is proven irreducible to the $P$ complexity when it is impossible to find one answer in polynomial time on a deterministic machine.

Even the optimization for finding a single value can get complicated, especially when the literals have dependencies on each other.

—Let $A = \{a, b, c\}$
—Let $B = \{d, e, f\}$
—Let $C = \{h, i, j\}$
—Let $D = \{k, l, m\}$
—Let $1 \leq n \leq 3$
—Let $1 \leq o \leq 3, o \neq n$
—Let $1 \leq p \leq 3, p \neq o, p \neq n$
—$w = A_n$
—$x = B_o$
—$y = C_p$
—$z \in D$

The problem will be

\[ w \land x \land y \land z \]

Now we have

\[ [a \land e \land j \land k] \lor [a \land e \land j \land l] \lor [a \land e \land j \land m] \lor [a \land f \land i \land k] \lor [a \land f \land i \land l] \lor [a \land f \land i \land m] \lor [b \land d \land j \land k] \lor [b \land d \land j \land l] \lor \ldots \]

If the values of $a$ and $e$ are both true, and the algorithm arbitrarily decides to set $x = a$ and $y = e$. Then no accepted input may be found if $j$ is false. This means the algorithm will have to start over again, assigning either $x$ or $y$ to a different value.

Therefore, it may be possible to optimize some $NP$-complete problems with a deterministic algorithm specifically suited to work for a problem with a specific form. However, this optimization may not apply to all $NP$-complete problems.

### 2.2 How a Non-Deterministic Turing Machine evaluates $NP$-complete problems.

By Marion’s definition, a Non-Deterministic Turing Machine will be lucky enough to guess the input that will cause the expression to evaluate true on the first try if at least one such input exists.

By Karp’s definition, a Non-Deterministic Turing Machine will branch into as many different Turing Machines as needed. These machines are coordinated to simultaneously evaluate one of each of the possibilities and find all inputs that cause the expression to evaluate true if at least one exists. There should be no limit on the number of times that a Non-Deterministic Machine can branch.
P is a proper subset of NP.

3. THE INPUT SETS OF NP-COMPLETE PROBLEMS.

NP-complete is defined by Karp as:

The language $L$ is *(polynomial)* complete if

a) $L \in NP$

and

b) SATISFIABILITY $\propto L$

Either all complete languages are in $P$, or none of them are. The former alternative holds if and only if $P = NP$. (Theorem 3 From: Reducibility among combinatorial problems) [Karp 1972, p. 93]

**Definition 3.1. K-SAT**

K-SAT is the Boolean Satisfiability Problem consisting of a conjunction of clauses, each being a disjunction of literals. K-SAT is *NP-complete* when $k \geq 3$.

3.1 Total number of possible K-SAT input sets.

—Let a K-SAT problem have $k$ literals per clause.

—Let a K-SAT problem have $n$ clauses.

—Let $x$ be a two dimensional set containing $n$ sets each of which have $k$ elements.

—A CNF-K-SAT problem has the form:

\[
\left[ x_{11} \lor x_{12} \lor x_{13} \lor \ldots \lor x_{1k} \right] \land \\
\left[ x_{21} \lor x_{22} \lor x_{23} \lor \ldots \lor x_{2k} \right] \land \\
\left[ x_{31} \lor x_{32} \lor x_{33} \lor \ldots \lor x_{3k} \right] \land \\
\vdots \\
\left[ x_{n1} \lor x_{n2} \lor x_{n3} \lor \ldots \lor x_{nk} \right]
\]

**Proof.** Clause 1 has $k$ literals. If there is a second clause then there are $k$ more literals, so there are $2k$ literals. If there is a third clause then there are $k$ more literals, totaling $3k$ literals. So the total number of literals is $nk$.

We could then say that $x$ is a one dimensional set with $kn$ elements. Each element can be true or false. We could then think of $x$ as a binary number with $kn$ digits.

It then follows that the number of possible input sets is $2^{kn}$.

3.2 Polynomial time computation rate of NP-complete problems.

—Let $k$ be the number of literals in a clause such that $k \geq 3$.

—Let $n$ be the number of clauses in a NP-complete class problem.

—Let $t(x)$ be a polynomial function representing the number of computations required for a problem in the complexity class NP-complete to be solved in polynomial time.

—The number of input sets for a NP-complete problem as shown in Section 3.1 is $2^{kn}$.
Proof. $r$ shall represent the number of input sets evaluated per computation performed.

$$r(n) = \frac{2^{kn}}{t(n)}$$

If a $NP$-complete problem is solved in polynomial time by a search algorithm, then $r(n)$ represents that the polynomial time solution must evaluate $2^{kn}$ input sets for every $t(n)$ computations. This is the case provided that the method of solving the $NP$-complete problem checks all possible input sets. □

4. **The Limit of $NP$-Complete Polynomial Time Computation Rates.**

This section will rely on the following definitions.

**Definition 4.1. L'Hôpital's Rule.**

Let $f$ and $g$ be functions that are differentiable on an open interval $(a, b)$ containing $c$, except possibly at $c$ itself. Assume that $g'(x) \neq 0$ for all $x$ in $(a, b)$, except possibly at $c$ itself. If the limit of $f(x)/g(x)$ as $x$ approaches $c$ produces the indeterminate form $0/0$, then

$$\lim_{{x \to c}} \frac{f(x)}{g(x)} = \lim_{{x \to c}} \frac{f'(x)}{g'(x)}$$

provided that the limit on the right exists (or is infinite). This result also applies if the limit of $f(x)/g(x)$ as $x$ approaches $c$ produces any one of the indeterminate forms $\infty/\infty$, $(-\infty)/\infty$, $\infty/(-\infty)$, or $(-\infty)/(-\infty)$. [Larson et. al. 1998, p. 524]

**Definition 4.2. An Infinite Limit at Infinity.**

Let $f(x)$ be a function defined on an interval that contains $x = c$, except possibly at $x = c$. The statement

$$\lim_{{x \to \infty}} f(x) = \infty$$

means that for each $N > 0$ there exists a $M > 0$ such that $f(x) > N$ whenever $x > M$.

**Definition 4.3. Polynomial Time.**

Cook defines polynomial time as, “We say that $M$ runs in polynomial time if there exists $k$ such that for all $n$, $T_M(n) \leq n^k + k.$” [Cook 2006, p. 1]

Cook’s definition will be used here because it will allow us to assume that polynomial time is always bounded by a function that is the sum of 2 monomials. It would be perfectly acceptable for the time to be bounded by the sum of 3 or more monomials, but that would only serve to complicate things. If it is accepted that $(n^k + k) > (n^{k-1} + n^{k-2} + k)$, then Cook’s definition will always work.

In this article Cook’s definition will be altered to the following: there exists $p$ such that for all $n$, $T_M(n) \leq an^p + p$, when $a > 0$. This is because $k$ is already being used to represent the number of literals per clause. While $p$ will probably be proportional to $k$, the statement $p = k$ can only be known if the algorithm is...
known. In this work, nothing is being said about any polynomial time algorithm other than that it is executed in no more than $an^p + p$ computations, and it is a function that solves a \textit{NP-complete} problem.

4.1 Exponential functions \(>\) polynomial functions.

—Let \(a\) be a constant such that \(a > 0\).
—Let \(p\) be a constant such that \(p > 0\).
—\(c = (\ln a)\) which is also a constant.
—\(f(x) = a^x\)
—\(g(x) = ax^p + p\)

\textbf{Proof.} A pattern will be demonstrated by taking the first 3 derivatives of \(f(x)\) and \(g(x)\):

\[
\begin{align*}
\frac{df}{dx} &= \ln a \cdot a^x \\
\frac{d^2f}{dx^2} &= \ln^2 a \cdot a^x \\
\frac{d^3f}{dx^3} &= \ln^3 a \cdot a^x \\
\frac{dg}{dx} &= pax^{p-1} + p \\
\frac{d^2g}{dx^2} &= p(p-1)ax^{p-2} \\
\frac{d^3g}{dx^3} &= p(p-1)(p-2)ax^{p-3}
\end{align*}
\]

As can be seen from this pattern, the \((p-1)^{th}\) derivative of \(f(x)\) would be \(e^{p-1}a^x\), while the \((p-1)^{th}\) derivative of \(g(x)\) will be a constant.

\textit{L'Hôpital's Rule} can be expanded as follows.

\[
\lim_{x \to c} \frac{f(x)}{g(x)} = \lim_{x \to c} \frac{f'(x)}{g'(x)} = \lim_{x \to c} \frac{f''(x)}{g''(x)} = \lim_{x \to c} \frac{f'''(x)}{g'''(x)}
\]

Let \(e(x)\) be the \((p-1)^{th}\) derivative of \(f(x)\) and let \(h(x)\) be the \((p-1)^{th}\) derivative of \(g(x)\). Because it is known that the \((p-1)^{th}\) derivative of \(g(x)\) will not be zero, we can say

\[
\lim_{x \to c} \frac{f(x)}{g(x)} = \lim_{x \to c} \frac{e(x)}{h(x)}
\]

That is,

\[
\lim_{x \to \infty} \frac{f(x)}{g(x)} = \lim_{x \to \infty} \frac{e^{p-1}a^x}{\text{CONSTANT}} = \infty
\]

\[
\lim_{x \to \infty} \frac{f(x)}{g(x)} = \infty \implies f(x) > g(x)
\]

For any set of functions \(\{f(x), g(x)\}\) in which \(f(x)\) is exponential and \(g(x)\) is polynomial, there exists a number \(l\) such that any number \(n \geq l\) will make the statement \textit{true} that \(f(n) > g(n)\). 

\[\square\]
4.2 Limit at infinity of polynomial time computation rates for \textit{NP-complete} problems.
—Let \( k \) be the number of literals in a clause such that \( k \geq 3 \).
—Let \( n \) be the number of clauses in a \textit{NP-complete} class problem.
—Let \( t(n) \) be a polynomial function representing the number of computations required for a problem in the complexity class \textit{NP-complete} to be solved in polynomial time.
—If a \textit{NP-complete} class problem is solved in polynomial time, then the number of input sets processed by the polynomial function per computation performed as shown in Section 3.2 is \( r(n) = \frac{2^{kn}}{t(n)} \).

PROOF. Let \( a \) be a number at which \( 2^{ak} > t(a) \). Section 4.1 indicates such a number must exist.

\[
\lim_{n \to \infty} \frac{2^{kn}}{t(n)} = \infty
\]
Assume the limit of \( r(n) \) is at infinity.

\[
\frac{2^{kn}}{t(n)} > N \iff n > M
\]
Definition of an Infinite limit at Infinity.

\[
\frac{2^{kn}}{t(n)} > \frac{1}{t(n)} \iff n > a
\]
Set \( N \) equal to \( \frac{1}{t(n)} \) and \( M \) equal to \( a \).

\[
\frac{t(n)2^{kn}}{t(n)} > t(n)/t(n) \iff n > a
\]
Multiply both sides by \( t(n) \).

\[
2^{kn} > 1 \iff n > a
\]
Cancel like terms.

\[
\lim_{n \to \infty} r(n) = \infty
\]
Therefore, as the number of clauses in a \textit{NP-complete} problem increases, the number of input sets that must be processed per computation performed will eventually exceed any finite limit. \( \Box \)

4.3 The limitation of \textit{NP-complete} optimizations.

A Deterministic Turing Machine is limited to checking no more than one input per computation. Section 4.2 shows that when a polynomial time algorithm is used to check all possible input sets for a \textit{NP-Complete} problem, the machine cannot be limited by the number of inputs checked per computation.

\textbf{Theorem 4.4. P = NP Optimization Theorem.}

The only deterministic optimization of a \textit{NP-complete} problem that could prove \( P = NP \) would be one that can always solve a \textit{NP-complete} problem by examining no more than a polynomial number of input sets for that problem.

5. THE DIFFICULTY OF CREATING A POLYNOMIAL OPTIMIZATION.

It may be possible to optimize a deterministic algorithm so that a solution to a \textit{NP-complete} problem may be found in polynomial time, but doing so would require that the optimization must limit the number of inputs checked to a polynomial number of sets. Therefore, we can assume that as the number of clauses in the problem approaches infinity, the percentage of possible inputs checked by the polynomial time algorithm would approach zero. This could be acceptable if
(1) The nature of the problem is such that all input sets not checked are guaranteed to cause the expression to evaluate as false.

or

(2) The nature of the problem is such that if one or more input sets that cause the expression to evaluate true exists, then at least one of those sets will exist in the set that is checked.

Any optimization technique that relies on reducing the number of input sets checked to a polynomial amount can be expected not to work for all NP-complete problems. This can be demonstrated as follows:

—Let $A$ be a set containing all possible input sets for NP-complete problems $f(x)$ and $g(x)$.
—$B \subset A$
—$C = A - B$
—Let $f(x)$ be an NP-complete problem that evaluates false when the input is an element of $B$.
—Let $g(x)$ be an NP-complete problem that evaluates false when the input is an element of $C$.

Suppose that an optimized algorithm for $f(x)$ is found that will not evaluate elements of $B$. This technique will find the solution faster because it is already known that checking elements of $B$ for $f(x)$ is a waste of time. However this algorithm will always fail for evaluating $g(x)$.

It might be possible to create a different optimization that will evaluate a subset of $B$ and a subset of $C$ in such a way that it will always find at least one accepting input set for both $f(x)$ and $g(x)$ if one exists. In this case it should be possible to define a new problem $e(x)$ that is NP-complete and has at least one input set causing the expression to evaluate true, but none in the range checked by the optimized algorithm for solving $f(x)$ or $g(x)$.

5.1 Polynomial time under $P = NP$ limitations.

In this section the process of solving a NP-complete problem by only examining a polynomial-sized partition of the set of all possible solutions will be examined.

The term "representative polynomial search partition" will be used to indicate a partition from the set of all possible input sets such that the partition has a polynomial cardinality, and will contain at least one input set that results in a true evaluation if such an input set exists.

5.1.1 The Form of a $P = NP$ algorithm. The $P = NP$ Optimization Theorem requires that a deterministic polynomial time algorithm for a NP-complete problem must perform a search limited to a polynomial-sized subset of all possible input sets. It is also required that at least one input set that results in a true evaluation, if such a set exists, must exist within the representative polynomial search partition. It should then be a reasonable assumption that if a partition meeting these criteria must be searched, then it must first be found.
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—Let $C$ be a NP-complete problem.
—Let $S$ be the set of all possible input sets for $C$.
—Let $A \subset S$ such that $A$ contains all elements of $S$ that results in a true evaluation for $C$.
—Let $P \subset S$ such that $P$ contains a polynomial number of elements.
—Let $\alpha$ be a set such that $\alpha = \emptyset \iff A = \emptyset$ and $P \supset \alpha \subset A$
—Let $t_e$ be the number of computations required for a single element of $P$ to be evaluated.
—Let $t_p$ be the number of computations required for a single element of $P$ to be found.
—Let $t_{max}$ be the maximum number of computations required to solve $C$.

**Proof.** The NP-Complete Optimization Theorem requires that any deterministic polynomial time algorithm for $C$ must have the form

1. Set $i = 1$
2. Find $P_i$
3. If $P_i \in \alpha$ then halt in an accepting state.
4. If $P_i \notin \alpha$ and $i < |P|$ then increment $i$ and continue at step 2.
5. If $P_i \notin \alpha$ and $i = |P|$ then halt in a non-accepting state.

This algorithm requires the longest time when $A = \emptyset$, or when $|\alpha| = 1$ and $P|_P \in \alpha$. In both cases the algorithm will be forced to find all elements of $P$. It is then the case that

$$t_{max} = |P| (t_p + t_e)$$

It is known that $|P|$ and $t_e$ are products of polynomial functions. If $P = NP$ then $t_{max}$ must also be a product of a polynomial function. It is then the case that $t_p$ must be a polynomial function. □

**5.1.2 The complexity of finding the representative polynomial search partition.**

—Let $C$ be a NP-complete problem.
—Let $S$ be the set of all possible input sets for $C$.
—Let $A \subset S$ such that $A$ contains all elements of $S$ that result in a true evaluation for $C$.
—Let $q$ be some quality possessed by only a polynomial number of elements from $S$.
—Let $P \subset S$ such that $P$ contains all elements of $S$ which possess quality $q$.
—Let $\alpha$ be a set such that $\alpha = \emptyset \iff A = \emptyset$ and $P \supset \alpha \subset A$

**Proof.** It should be a reasonable assumption that all elements of $P$ share some quality in common, which is absent in all elements of $S$ that are not elements of $P$. If this were not the case, then it would be impossible to discriminate the polynomial number of elements of $P$ from the exponentially many other elements of $S$.

The algorithm for finding all elements of $P$ by exhaustion is

1. Set $i = 1$
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(2) If \( q \mapsto S_i \) then \( S_i \in P \)
(3) If \( i < |S| \) then increment \( i \) and continue at step 2.
(4) If \( i = |S| \) then all elements of \( P \) have been found.

Notice that the algorithm iterates once for every element of \( S \). It is then the case that the process of finding all elements of \( P \) requires an exponential number of iterations. It should be expected that an exponential number of iterations will require an exponential number of computations.

This problem is then a member of a complexity class that could be described as \( FEXP \). This is a function problem that requires exponential time on a Deterministic Turing Machine.

5.1.3 \( P \neq NP \) when the representative polynomial search partition is found by exhaustion.

—Let \( C \) be a \( NP-complete \) problem.
—Let \( t_s \) be the maximum number of computations required to solve \( C \) by the exhaustion method.
—Let \( t_p \) be the number of computations required to find a representative polynomial search partition for \( C \) by the exhaustion method.

PROOF. If a \( NP-complete \) problem is solved in deterministic exponential time, then the algorithm may iterate through every element of the set of all possible inputs. However, the algorithm also can stop searching when the algorithm finds an input set that evaluates \( true \). Therefore, a deterministic exponential time algorithm for a \( NP-complete \) problem may or may not require the entire duration of its worst case run time.

In the previous section it was shown that the process for finding the elements of the representative polynomial search partition by exhaustion requires searching all elements of the set of all possible inputs. Finding all elements of the search partition does not end when an element is found, because there may be more. It is therefore the case that the algorithm for finding all elements of the representative polynomial search partition must always require the entire duration of its worst case time (if the entire partition is found).

It may also be of interest to mention that the process of recording those elements of the representative polynomial search partition that are found will inevitably require even more computations. However, even if this is ignored it still remains that

\[
t_p \geq t_s
\]

5.2 The limitation of \( NP-complete \) search partitioning.

Section 5.1.1 shows that a deterministic polynomial time solution for a \( NP-complete \) problem must produce a representative polynomial search partition in deterministic polynomial time. Section 5.1.3 indicates that evaluating all elements of the set of all possible inputs to find elements of the search partition results in a \( NP-complete \) problem being solved in deterministic exponential time.
**Theorem 5.1.** \( P = \text{NP Search Partition Theorem.} \) *The only deterministic search optimization of a NP-complete problem that could prove \( P = \text{NP} \) would be one that can always find a representative polynomial search partition by examining no more than a polynomial number of input sets from the set of all possible input sets.*

6. **EXAMPLES OF NP-COMPLETE SOLUTIONS.**

The set of all possible input sets for a NP-complete problem is exponential in size. If a deterministic polynomial time algorithm is to be found, then a representative polynomial search partition must be found in deterministic polynomial time. For a search partition to be found in deterministic polynomial time, then a search partition for that search partition must be found in deterministic polynomial time. This circular argument means that finding a deterministic polynomial time algorithm for a NP-complete problem can be done only if a deterministic polynomial time algorithm for that problem already exists.

6.0.1 *A NP-complete problem solved in deterministic polynomial time.* Any problem solvable in deterministic polynomial time can also be solved in polynomial time on a Non Deterministic Turing Machine. It is therefore the case that any problem in the complexity class of \( P \) is also a member of the complexity class of \( NP \). All problems in \( NP \) can be reduced to \( NP-complete \), although some problems in \( NP-complete \) appear not to be reducible to problems outside \( NP-complete \). Because all problems in \( P \) are also in \( NP \), and all problems in \( NP \) are reducible to \( NP-complete \), it then follows that all problems in \( P \) are reducible to \( NP-complete \).

In this section a \( P \) class problem will be represented as a \( NP-complete \) problem. The purpose of this demonstration is to examine how the trap of the \( P = \text{NP Search Partition Theorem} \) may be avoided.

—Let \( S \) be a set of real numbers with \( k \) elements such that \( k \geq 3 \)
—Let \( M \) be a set of real numbers with \( n \) elements such that \( n \leq k \)

**Proof.** The \( NP-complete \) problem represents the question, is \( M \) a subset of \( S \)? This problem is formulated by:

\[
[S_1 = M_1 \lor S_2 = M_2 \lor S_3 = M_3 \lor \ldots \lor S_k = M_k] \land \\
[S_1 = M_2 \lor S_2 = M_2 \lor S_3 = M_3 \lor \ldots \lor S_k = M_2] \land \\
[S_1 = M_3 \lor S_2 = M_3 \lor S_3 = M_3 \lor \ldots \lor S_k = M_3] \land \\
\vdots \\
[S_1 = M_n \lor S_2 = M_n \lor S_3 = M_n \lor \ldots \lor S_k = M_n]
\]

The set of all possible input sets for this problem has \( 2^{kn} \) elements. However, if both \( S \) and \( M \) are sorted in ascending order, then \( M_1 \) can be compared to every value of \( S \) in ascending order. If a match is found for \( M_1 \), then \( M_2 \), which is greater than \( M_1 \), need not be compared to any values of \( S \) less than \( M_1 \). This method could be used to determine if \( M \) is a subset of \( S \) in \( k \) computations.
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Notice that this method will find a match if one exists, and it will not if one does not exist. It could be said that this algorithm finds a search partition with 1 element in deterministic polynomial time if $M$ is a subset of $S$, or it fails to find a search partition if $M$ is not a subset of $S$.  

6.0.2 A $NP$-complete problem unsolvable in deterministic polynomial time. The previous example allows a problem to be solved in polynomial time because the nature of the problem allows a search partition to be found in polynomial time. Horowitz and Sahni [Horowitz and Sahni 1974] have applied a similar method to the Knapsack problem. The form of the Knapsack problem examined here is the 0-1-Knapsack problem.

—Let $S$ be a set of real numbers with no two identical elements.
—Let $r$ be the number of elements in $S$.
—Let $\delta$ be a set with $r$ elements such that
  \[ \delta_i \in \{0, 1\} \quad 1 \leq i \leq r \]
—Let $M$ be a real number.

Then

\[ \sum_{i=1}^{r} \delta_i S_i = M \]

If given the values for $S$ and $M$, is it possible to create an algorithm guaranteed to find at least one variation of $\delta$ such that the expression will evaluate true if any such variation exists, while only examining a polynomial subset of the total set of all possible variations for $\delta$?

PROOF. This problem could be optimized by examining subsets of $S$. When $\sigma$ is a subset of $S$ found to be greater than $M$, then any subset known to be greater than $\sigma$ need not be examined. Horowitz and Sahni [Horowitz and Sahni 1974] have found that this method still requires exponential time. This is because the method of Horowitz and Sahni cannot reduce the search partition to a polynomial-size.

—Let $a < b < c < d$
—Let $S = \{a, b, c, d\}$

The sum of each subset of $S$ is

| Table I. Sums of subsets of $S$. |
|------------------------------|--|--|--|--|--|
| 1) 0                          | 2) $a$                       | 3) $b$                        | 4) $c$                        | 5) $d$                        |
| 6) $a + b$                    | 7) $a + c$                  | 8) $a + d$                    | 9) $b + c$                    | 10) $b + d$                   | 11) $c + d$                   |
| 12) $a + b + c$               | 13) $a + b + d$             | 14) $a + c + d$               | 15) $b + c + d$               |                                |                                |
| 16) $a + b + c + d$           |                                |                                |                                |                                |                                |

If it is determined that all subsets that contain $d$ as an element cannot total to $M$, then the input sets 5, 8, 10, 11, 13, 14, 15, and 16 can be removed. This leaves $2^3 = 8$ input sets. So eliminating the exponential partition of all subsets containing
any given element results in the problem still having an exponential number of input sets to be searched.

It may be possible to eliminate all elements that contain both \(a\) and \(b\). However, it is already known that the search partition resulting from removing all elements containing \(a\) is exponential in size. The number of elements that contain both \(a\) and \(b\) is less than the number of elements that contain \(a\). It should then be expected that this method will not result in a polynomial-sized search partition.

If input set 14 is found to be greater than \(M\), then input sets 15 and 16 can also be eliminated because they will be greater than \(M\). However, this does not reduce the maximum time required for the search. If \(M = a + b + c + d\) and the algorithm searches in ascending order, it will still require the same amount of time.

There also have been attempts by Horowitz and Sahni [Horowitz and Sahni 1974] to split the problem into several partitions. The partitioning methods of Horowitz and Sahni do provide faster methods, but they rely on exponential partitions and still require exponential time.

The problem with these kinds of reductions is that an exponential function minus a polynomial function equals an exponential function. If an exponential function is subtracted from an exponential function, then the result may be a polynomial function, or it may be an exponential function. Therefore, any relation that allows a polynomial-sized partition to be eliminated will not work, and any relation that allows an exponential-sized partition to be eliminated may or may not work. It happens to be that there is no easy way to find a representative polynomial search partition simply by examining the elements of \(S\) and the value of \(M\). A more detailed examination of the Knapsack problem in regards to polynomial time solutions based upon the form of the problem can be found in Analysis of the Deterministic Polynomial Time Solvability of the 0-1-Knapsack Problem. [Meek Article 2 2008] and also in Analysis of the postulates produced by Karp’s Theorem. [Meek Article 4 2008]

If the nature of the problem does not allow for a simple reduction to a representative polynomial search partition in deterministic polynomial time, then the conundrum of the \(P = NP\) Search Partition Theorem prevents the problem from being solved in deterministic polynomial time. \(\blacksquare\)

7. CONCLUSION.

The final conclusion is drawn from the following premises:

(1) The complexity class of \(P\) is the class of problems that can be solved in polynomial time by a Deterministic Turing Machine.

(2) The \(P = NP\) Optimization Theorem requires that an algorithm that solves a \(NP\)-complete problem in deterministic polynomial time can examine no more than a polynomial-sized search partition, and must find this partition in deterministic polynomial time.

(3) Some \(NP\)-complete problems can only have a deterministic polynomial time solution if the SAT problem has a deterministic polynomial time solution. [Meek Article 2 2008]

(4) SAT does not have a deterministic polynomial time solution. [Meek Article 4 2008]
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Because some $NP$-complete problems are dependant upon SAT to produce a deterministic polynomial time solution for them, and because SAT does not have a deterministic polynomial time solution, then $P$ is a proper subset of $NP$. $P \neq NP$.

Q.E.D.
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