CapsNets algorithm
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Abstract: Capsule networks (CapsNets) is a commonly used neural network structure, especially in computer vision research, which may have a significant impact on deep learning. Convolutional neural networks (CNNs) have reached superhuman level in various computer classification tasks such as classification, parsing, object detection, semantic segmentation, and instance segmentation. Traditional deep learning tends to deteriorate when the relevance of detection objects changes. For this kind of situation, this paper improves a new network, namely the capsule network (CapsNets), the network can achieve a higher detection rate in the hostile environment.

1. Introduction

CNN has many problems: for example, the direction of the component and the relative relationship in space are not important to it, it only cares about the characteristics [1]. In addition, CNN has a problem, that is, the pooling layer. Hinton said the performance of the maximum pooling layer was such a huge error that it was a disaster. From a network design perspective, Hinton is right, the pooling layer not only reduces the parameters, but also avoids over-fitting. However, it does discard some information, such as location information. Despite the different angles, your brain can easily identify them as the same object, which CNN doesn't. It can only achieve similar functions by increasing the amount of training data [2].

2. CapsNet Principle

Geoffrey Hinton et al first proposed that CapsNets is in the document "Transformation Encoder" [3] in 2011. But in 2017, Sara Sabour et al. published an article called "Dynamic Routing between Capsules" [4] that introduced a new CapsNets structure. The best performance was achieved on MNIST [5] (a well-known data set for handwritten digital pictures), and a lot better performance were obtained on MultiMNIST (a deformed handwritten digital image dataset of different numbers versus overlap) than CNNs [6].
Figure 1. MultiMNIST image (white) and CapsNets reconstructed image (red + green) [7]

Figure 1 MultiMNIST image (white) and CapsNets reconstructed image (red + green). "R" stands for refactoring and "L" [8] stands for label. For example: this example predicts (upper left) is correct, and the reconstructed image is also correct. But the fifth example prediction is wrong, (5,0) is predicted to be (5,7). Therefore, 5 is correctly reconstructed, but 0 is not [9].

3. Step
A capsule is a vector, which can contain any number of values, and each value represents a feature of an object (such as a picture) to be identified. Combined with the study of traditional CNN earlier, [10] we already know that convolution layer of each value is a convolution of the region and the convolution kernel, this is the result of the linear weighted sum, and there is only one value, and it is also a scalar. In our capsule network, each value is a vector that represents not only the characteristics of the object, but also its direction and state, etc [11]. Now we assume that there are three lower levels of capsules required to deliver a higher level of four capsules [12].

Like a fully connected neural network, each connection to the capsule network is also weighted. In figure 2, W represents weighting. What we need to pay attention to is: [13] C is not a weight. It is called a coupling coefficient. Next, I will explain in detail. The weight now only concerns W. In a neural network, we know that each neuron is a scalar, that is, there is only one digital value, [14] so each weight is both a scalar and a numeric value [15].

But in the capsule network, the vector is represented by each capsule neuron, which means that it contains multiple values (such as [x1, x2, x3, ..., xn], [16] the specific number n is obtained according
to the network design), [17] so the weight $W$ of each capsule neuron should also be a vector. $W$ is still updated based on backpropagation.

The input of the fully connected neural network is a linear weighted summation [18]. This is similar to the capsule network, but the coupling coefficient $C$ is increased during the linear summation phase. The input $S$ of the capsule network is obtained by the following formula.

$$S_j = \sum c_{ij} \hat{u}_{ji}, \quad \hat{u}_{ji} = W_{ij} \mathbf{u}_i$$

Where $\mathbf{u}$ is the output value of the network of the upper layer. $W$ is the weight to be multiplied by each output [19]. $C$ is calculated by the following formula [20]:

$$C_{ij} = \frac{\exp(b_{ij})}{\sum_i \exp(b_{ij})}$$

$C$ is called the coupling coefficient. In order to find $C$[21], we have to figure out $b$ first, $b$ according to the following formula[22]:

$$b_i \leftarrow b_i + \hat{u}_{ji} \cdot \mathbf{v}_j$$

$b$ initial value is 0. Therefore, in the process of forward propagation $S$, [23] we design $W$ as a random value, $b$ initialized to 0 to get $C$, the output of the capsule network in the previous layer is $\mathbf{u}$, with three values, we can get the next layer $S$ [24].

In a fully connected neural network, the activation functions we choose are usually [25]: sigmoid, tanh, etc. But in the capsule network, Hinton constructs a new activation function Squashing, so the output $V$ is calculated as shown below [26]:

$$V_j = \frac{||S_j||}{1+||S||} \frac{S_j}{||S||}$$

4. Simulation

The three pictures on the left are the detection effects under the CapsNet network, [27] and the three pictures on the right are detected under the R-CNN network. [28] It can be seen that the CapsNet network is much more robust [29].

5. Conclusion
Compared to other advanced technologies, CapsNet has the highest success rate for capsule networks with MNIST data sets [30]. Using a smaller data set will be more successful. (By forcing the model to learn the characteristic variables in the capsule, it can more effectively infer possible variables with less training data). The routing-by-agreement algorithm allows us to distinguish among objects with overlapping images [31]. It is easier to understand the image with the activation vector. The capsule network retains information such as homomorphism, hue, pose, albedo, texture, deformation, speed and object position [32].
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