Maximal mixed parabolic–hyperbolic regularity for the full equations of multicomponent fluid dynamics
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Abstract

We consider a Navier–Stokes–Fick–Onsager–Fourier system of PDEs describing mass, energy and momentum balance in a Newtonian fluid with composite molecular structure. For the resulting parabolic–hyperbolic system, we introduce the notion of optimal regularity of mixed type, and we prove the short-time existence of strong solutions for a typical initial boundary-value-problem. By means of a partial maximum principle, we moreover show that such a solution cannot degenerate in finite time due to blow-up or vanishing of the temperature or the partial mass densities. This second result is however only valid under certain growth conditions on the phenomenological coefficients. In order to obtain some illustration of the theory, we set up a special constitutive model for volume-additive mixtures.
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1. Introduction

1.1. Transport and mechanics for a composite Newtonian fluid

We consider a molecular mixture of $N \geq 2$ chemical substances $A_1, \ldots, A_N$ that constitute a fluid phase. While being composite at the molecular level, the fluid is macroscopically homogeneous and it obeys the continuum principles of mass, energy and momentum conservation

\begin{align*}
\partial_t \varrho + \text{div}(\varrho \mathbf{v}) &= 0, \\
\partial_t (\varrho u) + \text{div}(\varrho u \mathbf{v} + J^\mathbf{h}) &= (\mathbf{p} + \mathbf{S}) : \nabla \mathbf{v}, \\
\partial_t (\varrho \mathbf{v}) + \text{div}(\varrho \mathbf{v} \otimes \mathbf{v} - \mathbf{S}) + \nabla p &= \varrho \mathbf{b},
\end{align*}

Appendix A. Estimates for linearised problems

A.1. The linearised system for the variable $q$

A.2. Linearised parabolic system for the variable $v$

Appendix B. Two technical statements for the maximum principle

Appendix C. Analytical investigations on fluid mixtures

References
with the mass density $\rho$ of the fluid and the velocity field $v = (v_1, v_2, v_3)$. The absolute temperature $T$—which does not yet occur explicitly in the PDE system (1)–(3)—is usually chosen as the additional main state variable. In (2), the function $\rho u$ is the internal energy density, while $J^h$ denotes the heat flux. The thermodynamic pressure is denoted by $p$, and $S$ is the viscous stress tensor. The field $b$ in (3) denotes the external forces.

To solve these PDEs in some domain $\Omega \times [0, \bar{T}]$ of $\mathbb{R}^4$, closure equations relating $\rho u$, $p$ and $J^h$, $S$, $b$ to the main variables are further needed. For single component fluids, the thermodynamic state is expressed by the absolute temperature $T$ and the density $\rho$, and (1)–(3) leads to the Navier–Stokes–Fourier system. On the contrary, for multicomponent fluids, all thermodynamic driving mechanisms are essentially affected by the molecular composition. Not only the constitutive equations for $\rho u$ and $p$, but also the material parameters occurring in the definition of the heat flux (thermodynamic diffusivities) and the stress tensor (viscosity coefficients) depend on which composition of the $N$ substances is locally available.

The thermodynamic state of a mixture is thus locally expressed by $N + 1$ variables:

$$T \hspace{1cm} \rho = (\rho_1, \ldots, \rho_N) \hspace{1cm} \text{— partial mass densities.} \quad (4)$$

The partial mass density $\rho_i$ is the mass of the component $A_i$ available per unit volume of the mixture. With this definition, the mass density of the fluid is nothing but the sum of the partial mass densities: $\rho := \sum_{i=1}^{N} \rho_i$ for which reason it shall be called the total mass density. The mass transport in a multicomponent fluid is described, instead of having only one scalar conservation law (1) for the mass, by $N$ partial mass balances driving the densities $\rho_1, \ldots, \rho_N$. It might also be practically useful to specify different body forces $b_1, \ldots, b_N$ for the different species (This occurs for instance for charge carriers). In general, the mass and energy transport, and the mechanical behaviour of a multicomponent fluid in $\Omega \times [0, \bar{T}]$, are described by the equations

$$\partial_t \rho_i + \text{div}(\rho_i v + J^i) = r_i, \quad \text{for } i = 1, \ldots, N, \quad (5)$$

$$\partial_t (\rho u) + \text{div}(\rho u v + J^h) = (-p I + S) : \nabla v + \sum_{i=1}^{N} J^i \cdot b^i, \quad (6)$$

$$\partial_t (\rho v) + \text{div}(\rho v \otimes v - S) + \nabla p = \sum_{i=1}^{N} \rho_i b^i. \quad (7)$$

These PDEs (5)–(7) form the basic equation of multicomponent fluid dynamics. With $j$ denoting the mass flux of substance $A_i$, the mass diffusion fluxes $J^1, \ldots, J^N$ are defined via

$$J^i := j - \rho_i v,$$

as the non-convective part of the mass fluxes. To remain consistent with the continuity equation (1), one has to postulate that

$$\sum_{i=1}^{N} J^i = \rho v \quad \text{or, equivalently,} \quad \sum_{i=1}^{N} J^i = 0. \quad (8)$$

1 Depending on the context, other sets of variables might arise, which is commented below.

2 The same function was also called the apparent mass density of $A_i$, see [LT98].
This means that diffusive transport does not result, at the continuum level, into a net mass flux—which would have to be associated with mechanical motion. Likewise, the production functions $r_1, \ldots, r_N$ modelling chemical reactions conserve the total mass, and therefore we must have $\sum_{i=1}^N r_i = 0$.

Depending on the choice of the thermodynamic potential, which will be discussed just hereafter, different characterisations of $\rho u$ are possible. In any case, the internal energy density possesses an expression

$$\rho u = \epsilon(T, \rho_1, \ldots, \rho_N),$$  \hspace{1cm} (9)

with a certain constitutive function $\epsilon$ of the main thermodynamic state-variables (4).

The constitutive equations for the diffusion fluxes and the heat flux rely on the laws of Fick, Onsager and Fourier, more specifically

\begin{align*}
J^i &= -\sum_{j=1}^N M_{ij} \left( \nabla \mu_j \frac{b^j}{T} - b^j \frac{\mu_j}{T} \right) + l_i \nabla \frac{1}{T}, \quad \sum_{i=1}^N M_{ij} = 0 \quad \text{for all } j \quad \text{and} \quad \sum_{i=1}^N l_i = 0, \quad \text{(10)}
\end{align*}

\begin{align*}
J^h &= -\sum_{j=1}^N l_j \left( \nabla \mu_j \frac{b^j}{T} - b^j \frac{\mu_j}{T} \right) + \kappa \nabla \frac{1}{T}. \quad \text{(11)}
\end{align*}

In (10), $\{M_{ij}\}$ is a symmetric, positive semi-definite $N \times N$ matrix, and $\kappa$ in (11) is a positive scalar. The coefficients $l_j$ with $j = 1, \ldots, N$ allow to describe thermo-diffusion. The thermodynamic diffusion coefficients $M_{ij}, l_j$ and $\kappa$ in general exhibit a strong dependence on the state variables $T$ and $\rho_1, \ldots, \rho_N$.

Hereby, as shown for instance in [BD20], section D, consistency with the second law of thermodynamics requires that the $(N+1) \times (N+1)$ matrix

$$\mathcal{M}(T, \rho_1, \ldots, \rho_N) = \begin{pmatrix} 
\{M(T, \rho_1, \ldots, \rho_N)\} & \{l(T, \rho_1, \ldots, \rho_N)\} \\
\{l(T, \rho_1, \ldots, \rho_N)\}^T & \kappa(T, \rho_1, \ldots, \rho_N)
\end{pmatrix}$$  \hspace{1cm} (12)

is positive semi-definite on all states $(T, \rho_1, \ldots, \rho_N) \in \mathbb{R}_+^{N+1}$. This can be achieved for instance requiring

$$l_i = -\sum_{j=1}^N M_{ij} \tilde{l}_j \quad \text{for } i = 1, \ldots, N, \quad \kappa = \tilde{\kappa} + M \tilde{l} \cdot \tilde{l}, \quad \text{(13)}$$

where $\tilde{\kappa} > 0$ and $\tilde{l}_1, \ldots, \tilde{l}_N$ are functions of the state variables.

If the matrix $M(T, \rho)$ which occurs in (10) possesses rank $N - 1$, then $\mathcal{M}(T, \rho)$ possesses rank $N$ and, due to the constraint in (10)$_2$, the kernel of $\mathcal{M}$ is the span of the vector $(1, \ldots, 1, 0)$ in $\mathbb{R}^{N+1}$. The entries in $\mathcal{M}$ are the so-called thermodynamic diffusivities. Details concerning their modelling by the Fick–Onsager or Maxwell–Stefan equations are to be found for instance in [BD15], [BD20] and further references given there.

In (10) and (11) we have introduced the (mass-based) chemical potentials $\mu_1, \ldots, \mu_N$. In this paper, the constitutive theory relating the thermodynamic state variables follows the postulates of local thermodynamics and the theory of irreversible processes in the fashion of [MR59].

---

3 We define $\mathbb{R}_+ = ]0, +\infty [ \text{ and } \mathbb{R}_+^N = (\mathbb{R}_+)^N.$
We start with the assumption that the entropy of the system possesses only a bulk contribution with density $\varrho_s$, which is of the special form

$$\varrho_s = -h(\rho_1, \ldots, \rho_N, \varrho u).$$

(14)

The constitutive function $h: \mathcal{D} \subseteq \mathbb{R}^N_+ \times \mathbb{R} \rightarrow \mathbb{R}$, where $\mathbb{R}^N_+:=[0, +\infty]^N$, is assumed strictly convex and sufficiently smooth in its domain $\mathcal{D}$. It is to remark that, in local thermodynamics, the natural variables of the entropy functional are not $T$ and $\rho_1, \ldots, \rho_N$ but rather $\varrho u$ and $\rho_1, \ldots, \rho_N$ which are the quantities directly subject to conservation laws. However, attempts to construct the entropy functional from available data frequently use other variables like $T$ and $\rho_1, \ldots, \rho_N$ or $T$, the thermodynamic pressure $p$, and the mole fractions $x_1, \ldots, x_N$. We refer to [BDD], or to [Gio99], section 6 for details. In section 3.1, we shall discuss an explicit example for the constitutive theory of volume-additive mixtures.

With the entropy functional at hand, we have the following well-known definitions relating the chemical potentials and the internal energy density to the state variables

$$-\frac{1}{T} = \partial_{\varrho u} h(\rho_1, \ldots, \rho_N, \varrho u) \quad \text{and} \quad \frac{\mu_i}{T} = \partial_{\rho_i} h(\rho_1, \ldots, \rho_N, \varrho u) \quad \text{for} \quad i = 1, \ldots, N.$$ 

(15)

We introduce the $(N+1)$-vector of extended state variables

$$w_i := \rho_i \quad \text{for} \quad i = 1, \ldots, N, \quad w_{N+1} := \varrho u,$n

(16)

to denote the variables occurring in the entropy functional. The combinations

$$w^*_i := \frac{\mu_i}{T} \quad \text{for} \quad i = 1, \ldots, N, \quad w^*_{N+1} := -\frac{1}{T},$$

(17)

are the dual variables, also called the 'entropic variables' (see [Gio99], chapter 8.4 or [Jun15]).

The thermodynamic pressure $p$ that occurs in (6) and (7) obeys the Gibbs–Duhem equation

$$p = -\varrho u + T \varrho s + \sum_{i=1}^N \rho_i \mu_i.$$ 

(18)

With the variables in (16), we also have

$$p = T \left(-\varrho u \frac{1}{T} + \varrho s + \sum_{i=1}^N \rho_i \mu_i \right) = T \left(-h(w) + \sum_{i=1}^{N+1} w_i \partial_{w_i} h(w) \right)$$

(19)

$$= T g(\nabla_w h(w)),$$

where $g$ is the classical Legendre transform of $h$.

In the Navier–Stokes equation (7), the viscous stress tensor is denoted $\mathbb{S}$. We restrict to the choice

$$\mathbb{S} = \lambda(T, \rho_1, \ldots, \rho_N)(\text{div} \ v) \mathbb{I} + 2 \eta(T, \rho_1, \ldots, \rho_N)(\nabla v)_{\text{sym}} \quad \text{with}$$

$$\eta > 0, \quad \lambda + \frac{2}{3} \eta \geq 0.$$ 

(20)

$^4$Personally I learned to know these notions with the more recent [BD15], [Guh14] or [DGM18].
In general, the viscosity coefficients are functions of the state variables $T$ and $\rho$ as well. The vector fields $b^1, \ldots, b^N$ occurring in (7) are external body forces, depending on space and time and assumed given.

To close the equations (5)–(7) it remains to explicit the reaction terms $r_i$. We do not enter the details how to choose these functions, and we assume that $r_i = r_i(T, \rho_1, \ldots, \rho_N)$ are certain function of the state variables. As explained above, these $r_i$ are subject to $\sum_{i=1}^N r_i \equiv 0$. In order to reach thermodynamic consistency with the second law without cross-effects between the different dissipative mechanisms, it is usual to require that $\sum_{i=1}^N r_i \mu_i / T \leq 0$. Examples and some discussions are to be found, a.o. in [GM12], in [AB21a, HMPW17, DDGG20], and of course in many other references.

**A boundary-value-problem.** We shall investigate the system (5)–(7) in a cylinder $Q_\tau := \Omega \times [0, \tau]$ with bounded cross-section $\Omega \subset \mathbb{R}^3$ and $\tau > 0$.

We impose initial conditions for the state variables and the velocity field via

$$
\rho_i(x, 0) = \rho_i^0(x) \quad \text{for } i = 1, \ldots, N,
$$
$$
T(x, 0) = T_0(x), \quad \text{for } x \in \Omega.
$$

(21)

Then, under the assumption (9), we also obtain the initial state of the internal energy via

$$
\varrho_0 u_0(x) := g_u(x, 0) = e(T_0(x), \rho_1^0(x), \ldots, \rho_N^0(x)) \quad \text{for } x \in \Omega.
$$

(22)

On the lateral surface $\partial \Omega \times [0, \tau]$ we for simplicity consider no-slip boundary conditions for the velocity field, and conditions of reaction-type for the transport of mass and energy. These read

$$
\begin{align*}
\nu \cdot J_i &= -r_i^\Gamma + J_i^\Gamma \quad \text{for } i = 1, \ldots, N, \\
\nu \cdot J_h &= -r_h^\Gamma + J_h^\Gamma,
\end{align*}
$$

(23)

on $S_\tau$, where $r_i^\Gamma$ and $r_h^\Gamma$ are certain functions of the state variables $T$ and $\rho_1, \ldots, \rho_N$ and also of $(x, t)$. The contributions $J_i^\Gamma$ and $J_h^\Gamma$ are given functions of space and time. The data $r_i^\Gamma$ and $J_i^\Gamma$ are moreover subject to the side conditions

$$
\sum_{i=1}^N r_i^\Gamma = 0, \quad \sum_{i=1}^N J_i^\Gamma = 0.
$$

For the mass fluxes, the conditions (23) describe exchange processes at the boundary: sorption phenomena or chemical reactions with adjacent matter. In [DDGG20], we for instance derived this type of boundary conditions from the more general principles of surface thermodynamics for electrolyte–electrode interactions exposed in [Guh14], [DGM18]. We also refer to [AB21a, AB21b] for interesting discussions in the context of catalysis, or to [BP17]. For the heat flux, typical are for instance cooling conditions like $-r_h^\Gamma(x, t, T) = \alpha (T - T_{\text{ext}}(x, t))$, where $T_{\text{ext}}$ is the given external temperature and $\alpha$ a positive coefficient.

**Thermodynamic state variables.** Beside the main variables $T$ and $\rho_1, \ldots, \rho_N$ introduced in (4), we encounter in this investigation different sets of thermodynamic variables. At first, the natural variables of the entropy functional are

$$
(\rho_1, \ldots, \rho_N, g_u).
$$

(24)
With the molar masses $M_1, \ldots, M_N > 0$ of the constituents, we introduce

$$n_i := \frac{\rho_i}{M_i}, \text{ mole density,}$$

$$n = \sum_{i=1}^N n_i, \text{ total mole density}$$

$$x_i = \frac{n_i}{n}, \text{ mole fraction.}$$

A second equivalent set of variables is

$$(T, p, x_1, \ldots, x_N),$$

which shall be used in connection with the discussion of ideal mixtures and the construction of the entropy functional.

For the PDE-analysis, the relevant set of variables relies partly on the dual variables and reads

$$\left(\varrho, \frac{\mu_1 - \mu_N}{T}, \ldots, \frac{\mu_{N-1} - \mu_N}{T}, -\frac{1}{T}\right).$$

It is well known that, in the stable fluid phase, the sets of state variables (4), (24) and (25) are equivalent, in the sense that there are smooth bijections transforming these vectors into one another. Recall that thermodynamic stability is equivalent with the strict convexity of the entropy function which, in the main variables (4), is expressed by the two positivity conditions

$$\{\partial_{\rho_i} \mu_j\} > 0 \quad \text{and} \quad \partial_{\epsilon} > 0,$$

where $>0$ applied to a matrix means positive definite. We can for instance refer to [Gio99], chapter 6, and [GM12] or to [BD15] and to [BDD], appendix A, for modern discussions on the equivalence of thermodynamic formalisms (4), (24) and (25). The passage from (4)–(26) possesses an eminent importance for the study of mathematical properties of multicomponent systems. In the context of the symmetrisation of hyperbolic–parabolic systems, a closely related transformation was investigated in [Gio99], chapter 8 and 9, and in several other other works by the same author. More generally, so-called entropic variables are used for the mathematical study of transport problems with (cross-)diffusion. The variable change (4) $\mapsto$ (26) also plays an essential part in [DDGG20], [BD21a]. In the present paper we extend the approach of these latter references to the non-isothermal case. The main steps of the variable transformation are exposed in the section 2.2.1.

Additional properties of the transformations shall also be stated in situ along the paper, cf for example the relation (37), the remark 2.5 or the section 3.2.

When we estimate a function of the state variables (free energy, pressure, internal energy, etc) or want to calculate its derivatives using the chain rule, there is the typical problem how to indicate in which variables this function is currently expressed. The clearest way is certainly using superscripts. For instance, if $\varrho \psi$ is the Helmholtz free energy, we denote $\varrho \psi$ its representation in $\{T, \rho_1, \ldots, \rho_N\}$, with $\varrho \psi$ its representation in $\{T, p, x_1, \ldots, x_N\}$, and so on. However, since we encounter here at least four different sets of variables, we often shall prefer to rely on the context than to introduce a completely consequent, but heavy system of notations.

Concerning the notations, there is further the typical problem that a large number of symbols is reserved for thermodynamic functions which, at the same time, are commonly used for mathematical parameters: for instance, $p$ stands for the pressure, but also typically for the integrability index of a Lebesgue space, $f, u$ stand for the Helmholtz free energy density and the specific internal energy density but are also, in mathematical analysis, common names for.
generic functions, or \( x \) denotes the mole fractions and the position variable. Here too we hope that the context shall suffice to rule out possible misunderstandings.

1.2. Multicomponent systems and mathematical analysis

Although fluids with composite molecular structure are omnipresent in every-day life and applications, the basic PDEs describing their behaviour have been, comparatively to their relevance, rather less studied from the viewpoint of mathematical analysis. There might exist several reasons explaining this fact, among them certainly the following ones. At first, the complexity of the underlying thermodynamic models makes investigations in this area long and involved. At second there are tough, yet unsolved mathematical problems already in the single component case, like the global existence of regular solutions or handling the quadratic terms on the right-hand side of the energy equation. Such difficulties are rather amplified by the multicomponent character.

Nevertheless, through the effort of several research groups, it has become clear since several years that multicomponent fluid dynamics raises, in PDE analysis too, interesting problems which are worth being investigated for themselves. The consistent coupling of chemistry and mechanics necessary to handle the basic problems of multicomponent gas dynamics leads, as exhibited in the book [Gio99], to interesting PDE systems of mixed parabolic–hyperbolic type. We refer to the section 9, in particular 9.4, of [Gio99] for first results on existence of strong solutions in a neighbourhood of the chemical equilibrium for this type of problems.

In several subsequent investigations, the equations (5)–(7) or the constitutive equations (10) and (11) have been partly investigated. The paper [FPT08] deals with the global weak solution analysis of multicomponent flow models, for the case of mixtures of monoatomic gases. Here the diffusion fluxes are assumed of the Fickian form \( J_i = -D \nabla y_i \) with a single common diffusivity \( D > 0 \) and \( y_1, \ldots, y_N \) being the mass fractions. This constitutive law preserves the condition \( \sum_{i=1}^{N} J_i = 0 \), but the pressure and temperature contributions to the thermodynamic driving forces and the fluxes do not occur. The constitutive theory in [FPT08] yields chemical potentials of the form \( \mu_i = \mu_0(T, \varrho) - T s_i \) where \( s_i \) denotes the partial specific entropy of the species, there assumed constant. Hence this form of the fluxes results from another modelling strategy than (10). In [FPT08], the equation of state for the pressure depends only on \( T \) and \( \varrho \). In this way, the mechanical behaviour is essentially independent on the molecular composition. (The coupling between partial mass balance equations and the mechanics is unilateral.) This is quite different a situation than the one considered in the present investigation.

In [CJ15], [MT15] and [BP17], the total mass density \( \varrho \) is assumed constant, so that (7) reduces to the usual incompressible Navier–Stokes equations. In this way the hyperbolic component and the bilateral coupling of chemistry and mechanics are avoided. This type of models can be well justified for dilute mixtures, see [BS16]. Similar remarks apply to available investigations of the classical Nernst–Planck model of electrochemistry, or to Navier–Stokes–Nernst–Planck: see [Rou05], [BFS14], [FS17] or [Sch09]. In [MPZ15], beside diverse simplifications, a ‘parabolic regularisation’ (Bresch–Desjardins technique) is employed to obtain a control on the density gradient. In this case too, the hyperbolic character is relaxed.

In [DDGG20] (electrolytes), [Dru21b] (Maxwell–Stefan diffusion), we separate the hyperbolic from the parabolic components in the spirit of the book [Gio99] to obtain well-posedness results in classes of weak solutions for isothermal systems in the so-called normal form. In
[BD21a] we perform, still in the isothermal case, the local-in-time strong solution analysis for a general thermodynamic model. Other teams have investigated the models of ideal gas dynamics exposed in [Gio99] with different methods and focuses: concerning strong solutions in [PSZ19a], [PSZ19b], concerning (stationary) weak solutions in [BJPZ], [AP21].

The purpose of the present paper is mainly to prove the local well-posedness of the full system (5)–(7) subject to a general thermodynamic model. Remark that the existence of strong solutions has already been obtained for nonideal fluids in the paper [GM13]. There, following the methods exposed in [Gio99], chapter 9 for the ideal case, the authors show that the PDE system is symmetrisable in the sense of hyperbolic systems, from which it follows that the Cauchy problem is well-posed in higher-order Hilbert spaces for initial data sufficiently close to a constant equilibrium solution. In the present paper we focus on boundary value problems and general initial data. Our approach is based on techniques developed more specifically for compressible Navier–Stokes equations in the Sobolev spaces $W^{2,1}_p - W^{1,1}_p$, for $p > 3$. Hence, our paper provides interesting complementary views on the well-posedness issue.

In order to illustrate our concept, we moreover develop a thermodynamically consistent explicit constitutive model for volume-additive mixtures.

Since multicomponent systems are not only encountered in the context of fluid dynamics, we conclude this section on the state of the art with a few additional remarks.

The system (5) occurs in the context of reaction–diffusion systems, with or without energy equation. These problems are essentially parabolic, but techniques like the entropic variables are obviously related to the ones in use in multicomponent fluid dynamics. We mention [JS13, Jün15, JCe17] or, for non-isothermal problems, [PSZ20, BGL17, HJ21, FHKM22] with recent interesting advances on thermodynamically-driven reaction–diffusion equations.

The paper [DGM13] raised a few years ago—in the context of the Nernst–Planck model of electrochemistry—the interesting question of how pressure is handled in similar investigations. Very often indeed, the thermodynamic constitutive hypotheses combined with the Gibbs–Duhem equation do not yield isobaric systems. An exception is the paper [HMPW17], where the free energy is modelled to result into an isobaric system. However, [HMPW17] assumes a constant total mass density $\rho$.

In the introduction to [AB21b], we find interesting reflections on how mechanics is handled in reaction–diffusion systems.

As far as reaction–diffusion systems for fluids are concerned, it is sometimes claimed that other velocity fields are used (mainly the volume-averaged velocity) than the one occurring in Newton’s equations. Another interesting idea is using the Darcy velocity $v = -\nabla p$ in combination with the Gibbs–Duhem equation. The resulting mass fluxes $j = -\rho_i \nabla p + J_i$ yield a full-rank reaction–diffusion parabolic system if $J_i$ obeys (10). The Darcy velocity was for instance used in [DJ20]. However, the question why, for certain situations, the Darcy law or other velocities can be substituted to momentum balance, seems not to have been yet completely answered for multicomponent fluids. Sometimes $v = 0$ has been postulated (see [DGM13], [Fuh15], [KZ17], [HJ21]) as the fastest way to come to reaction–diffusion systems,
but often the only solution consistent with momentum balance is then the hydrostatic and chemical equilibrium. In non-equilibrium, the Navier–Stokes equations cannot be simultaneously fulfilled.

Multiphase fluids are quite different than homogeneous mixtures but, for phase-field regularisations, there is a small layer where homogeneous mixing of the phases occur. Then, similar mathematical challenges arise from the coupling of a transport problem for $N$ species with mechanics. For instance, in the context of Cahn–Hilliard–Navier–Stokes models, a coupling to mechanics quite in the spirit of the system (5)–(7) has been set up, too. We refer to [LT98] for the modelling of two-phase (binary) mixtures.

Very often, however, significant differences occur. One important aspect are the variables. In many investigations on Cahn–Hilliard–Navier–Stokes equations, the volume-fractions are used to describe the composition of the mixture: see for instance [Boy02, AGG12] or, more recently, [CHM+], section 3. Then the models resemble the system (5)–(7) but the definition of the mechanical velocity is sometimes different, and the conservation of mass is handled differently in both approaches.

Interesting questions also arise for instance from the comparison of the choices of diffusion constants: Cahn–Hilliard models often set the mobilities (corresponding to the matrix $M$) constant, while the Maxwell–Stefan approach sets them proportional by a constant factor—the Fickian diffusivities—to the mass densities, see [BD20].

Despite a profound relationship between the models, from the viewpoint of mathematical analysis, the techniques to handle reaction–diffusion systems, Cahn–Hilliard systems and the model studied in this paper are in fact quite different. We therefore do not further discuss this point here, referring to the section C for some additional reflections on the modelling topic.

In the next two sections, we shall now treat the main topics of the paper: the well-posedness theorem in section 2 and the discussion of ideal mixtures in section 3.

2. A well-posedness theorem under fully general constitutive theory

2.1. The main result

We will first formulate our main result in terms of the main state-variables $(T, \rho, v)$ which is a vector of size $1 + N + 3$. From purely structural PDE considerations, these variables are not the most natural ones, though, since parabolic and hyperbolic components are not clearly separated. The concept of optimal mixed regularity that we shall introduce afterwards relies on so-called entropic variables\(^5\), see (17).

Let $\Omega \subset \mathbb{R}^3$ be a bounded domain, and $\tau$ a positive number. We denote by $Q_\tau$ the cylinder $\Omega \times ]0, \tau[$ in $\mathbb{R}^4$. To formulate our results, we need several usual function spaces. We refer to standard monographs, like for instance the second chapter of [LSU68] or, for up-to-date language and the most recent results, to [DHP07] with references. We introduce the parabolic Sobolev spaces

\[
W^{2,1}_p(Q_\tau) := \{ u \in L^p(Q_\tau) : D^2_t D^\alpha_x u \in L^p(Q_\tau) \quad \text{for all} \quad 0 < 2\beta + |\alpha| \leq 2 \},
\]

\[
W^{1,0}_p(Q_\tau) := \{ u \in L^p(Q_\tau) : D^{\alpha}_x u \in L^p(Q_\tau) \quad \text{for all} \quad |\alpha| = 1 \},
\]

\(^5\)From the point of view of the mathematical structure of multicomponent fluid dynamics the relevant distinction is the one between the total mass density, driven by hyperbolic dynamics, and other suitable components with parabolic dynamics.
and the anisotropic Sobolev spaces over the cylinder domain

\[ W^{1,1}_D(Q) := \{ u \in L^{p,q}(Q) : D^\alpha u \in L^{p,q}(Q) \quad \text{for all } |\alpha| = 1 \}. \]

Here, \( L^{p,q}(Q) \) is the Banach-space of all Lebesgue-measurable classes over \( Q \) with finite integral \( \int_Q |u(x, \tau)|^q \, dx \, d\tau \) or, for \( q = +\infty \), with finite ess \( \sup \int_Q |u(x, \tau)|^p \, dx \). Moreover, \( D^\alpha \) denotes spacial derivatives, while we use \( D^{\alpha} \) for the full differential. We commonly use \( \nabla \) for the spacial gradient.

Recall also that we make use of small calligraphic letters for the integrability indexes \( p \) and \( q \) in order to distinguish them from thermodynamic variables occurring in the paper.

Following the original notation in [Sol80], we further denote by \( W^{1,1}_{p,\infty}(Q) \) the closure of \( C^1(\overline{\Omega} \times [0, \bar{\tau}]) \) with respect to the \( L^{\infty} \)-norm. Thus, elements of this space possess continuous-in-time weak derivatives with values in \( L^p(\Omega) \). We moreover need the trace spaces

\[ W^{1,\frac{2}{\rho}}(\Omega) := \left\{ u \in W^{1,p}(\Omega) : [\partial_T u]_{p,\Omega}^{(1-\frac{2}{\rho})} < +\infty \quad \text{for } i = 1, \ldots, N \right\} \]

with \( [u]_{p,\Omega}^{(\lambda)} := \left( \int_{\partial\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{2+\lambda}} \, dx \right)^{\frac{1}{p}} \).

\[ W^{1,\frac{1}{\rho}}(S) := \left\{ u \in L^p(S) : [u]_{p,S}^{(1+\frac{1}{\rho})} + [u]_{p,S}^{(1-\frac{1}{\rho})} < +\infty \right\} \]

with \( [u]_{p,S}^{(\lambda)} := \left( \int_0^\tau \int_S \frac{|u(x, t) - u(y, t)|^p}{|x - y|^{2+\rho \lambda}} \, dy \, dx \right)^{\frac{1}{p}} \) and \( [u]_{p,S}^{(\lambda)} := \left( \int_0^\tau \int_\mathbb{R} |u(x, t) - u(x, s)|^p \, |t - s|^{1+\rho \lambda} \, dr \, dx \right)^{\frac{1}{p}} \).

For a function \( r = r^\tau(x, t, T, \rho_1, \ldots, \rho_N) \), defined on \( S_\tau \times \mathbb{R}^{N+1} \), we write

\[ r^\tau \in C^{\frac{1}{2}, \frac{1}{2}}(S_\tau \times \mathbb{R}^{N+1}), \]

if and only if \( r^\tau \) is continuous in \((x, t)\) for all \((T, \rho)\), continuously differentiable in \((T, \rho)\) for all \((x, t)\) and, for all \( K \subset \mathbb{R}^{N+1} \) compact, we have

\[ \sup_{x \neq y \in \partial\Omega, (T, \rho) \in [0, \bar{\tau}] \times K} \frac{|r^\tau(x, t, T, \rho) - r^\tau(y, t, T, \rho)|}{|x - y|^{\lambda}} < +\infty \]

\[ \sup_{T \neq \rho \in [0, \bar{\tau}], (x, s, T, \rho) \in \partial\Omega \times K} \frac{|r^\tau(x, t, T, \rho) - r^\tau(x, s, T, \rho)|}{|t - s|^{\frac{1}{2}}} < +\infty, \]

\[ \sup_{(x, s) \in S_\tau, (T, \rho) \in \partial\Omega \times K} |D^\tau r^\tau(x, t, T, \rho)| < +\infty. \]
To formulate the necessary compatibility conditions on the line $\partial \Omega \times \{0\}$, we also need the Slobodeckii spaces $W^p_p(\partial \Omega)$. The definitions are well-known too.

We also define $D : \mathbb{R}^{N+1} \to \{(1^N, 0)\}^\perp$ to be the orthogonal projection onto the orthogonal complement of the span of $(1^N, 0) = (1, \ldots, 1, 0)$ in $\mathbb{R}^{N+1}$. We choose

$$D := \{(\rho, g_u) \in \mathbb{R}^N_+ \times \mathbb{R} : g_u > \epsilon_{\min}(\rho)\},$$

(27)

where we assume that $\epsilon_{\min} \in C(\mathbb{R}^N_+)$ is a given convex function, or $\epsilon_{\min} \equiv -\infty$. We next formulate our main theorem.

**Theorem 2.1.** We fix an index $p > 3$, and we assume that

(a) $\Omega \subset \mathbb{R}^3$ is a bounded domain of class $C^2$;
(b) $M : \mathbb{R}^{N+1}_+ \to \mathbb{R}^{N \times N}$ is a mapping of class $C^2(\mathbb{R}^{N+1}_+; \mathbb{R}^{N \times N})$ into the positive semi-definite matrices of rank $N - 1$ with constant kernel $1^N = \{1, \ldots, 1\}$; $l \in C^2(\mathbb{R}^{N+1}_+; \mathbb{R}^N)$ maps into the orthogonal complement of $1^N$; $\kappa \in C^2(\mathbb{R}^{N+1}_+)$ is a positive function. These functions are chosen such that the matrix $M(T, \rho)$ of (12) is positive semi-definite at all $(T, \rho) \in \mathbb{R}^{N+1}_+$, for instance by means of the construction (13);
(c) $\eta, \lambda \in C(\mathbb{R}^{N+1}_+)$ are subject to the restrictions in (20);
(d) $D$ is an open convex set of the epigraphical form (27); $h : D \subset \mathbb{R}^N_+ \times \mathbb{R} \to \mathbb{R}$ is of class $C^1(D)$ and, together with its convex conjugate $h^*$ on the domain $\mathbb{R}^N_+ \times \mathbb{R} =: D^*$, it forms a pair of Legendre-type$^6$;
(e) $r \in C^1(\mathbb{R}^{N+1}_+; \mathbb{R}^N)$ maps into the orthogonal complement of $1^N$;
(f) $r_1^r, \ldots, r_N^r \in C^\lambda_+ : (\mathcal{S}_r \times \mathbb{R}^N_+)$ with $\lambda > 1 - 1/p$, and $r^r = (r_1^r, \ldots, r_N^r)$ maps into the orthogonal complement of $1^N$;
(g) The external forcing $b^1, \ldots, b^N$ satisfies

$$b - 1^N \cdot b/N 1^N \in W^{1,0}_p(\Omega; \mathbb{R}^{N^3}) \cap C \left[0, \bar{\tau}\right]; W^{1,\frac{1}{2}}_p(\Omega; \mathbb{R}^{N^3}) \cdot \nu \in W^{1,\frac{1}{2} - \frac{1}{p}}_p(\mathcal{S}_r; \mathbb{R}^N),$$

and $1^N \cdot b \in L^p(\Omega; \mathbb{R}^3)$.
(h) The functions $r_1^r, \ldots, r_N^r, J_0^r$ all belong to $W^{1,\frac{1}{2}}_p(\mathcal{S}_r)$ and $\sum_{i=1}^N J_i^r = 0$;
(i) The initial data $T_0, \rho_0^0, \ldots, \rho_N^0 : \Omega \to \mathbb{R}_+$ are positive measurable functions satisfying the following conditions:

* The initial total mass density $\rho_0 := \sum_{i=1}^N \rho_i^0$ is of class $W^{1,0}(\Omega)$, and there is $m_0 > 0$ such that $0 < m_0 \leq \rho_0(x)$ for all $x \in \Omega$;
* The initial reciprocal temperature $-1/T_0$ belongs to $W^{2,\frac{1}{p}}_p(\Omega)$, and there is $\theta_1 > 0$ such that $0 < T_0(x) \leq \theta_1$ for all $x \in \Omega$;
* Defining $\phi_{0,0}$ via (22), the vector field $w^{0\nu} := \nabla \phi_0 h(\rho_1^0, \ldots, \rho_N^0, \phi_{0,0})$ (initial dual variables) satisfies $\mathcal{P} w^{0\nu} \in W^{2,\frac{2}{p}}(\Omega; \mathbb{R}^{N+1}_+)$;

---

$^6$ A function $f$ defined in an open convex set $D \subset \mathbb{R}^n$ is called of Legendre-type if it is continuously differentiable and strictly convex in $D$ and the gradient of $f$ blows up at every point of the boundary of $D$ (see [Roc70], section 26).
The initial and boundary data satisfy, as traces in $W^{1−3/ρ}_p (∂Ω)$, the compatibility conditions
\[
−ν \cdot \left( \sum_{j=1}^N M_j (T_0, ρ^0) (\nabla w^0_j + b^j(0)/T_0) + l_j (T_0, ρ^0) \nabla w^0_{N+1} \right)
= −r^F_i (\cdot, 0, T_0, ρ^0) + J^F_i (\cdot, 0), \quad \text{for } i = 1, \ldots, N,
\]
\[
−ν \cdot \left( \sum_{j=1}^N l_j (T_0, ρ^0) (\nabla w^0_j + b^j(0)/T_0) + \kappa (T_0, ρ^0) \nabla w^0_{N+1} \right)
= −r^Γ_i (\cdot, 0, T_0, ρ^0) + J^Γ_i (\cdot, 0).
\]

(j) The initial velocity $v^0$ belongs to $W^{2,2}_p (Ω; ℝ^3)$ with $v^0 = 0$ in $W^{2,2}_p (∂Ω; ℝ^3)$.

Then, there exists $0 < t^∗ ≤ τ$ such that the problem (5)–(7) with closure relations (10), (11) and (18) and boundary conditions (21), (23) ($= (P)$) possesses a unique solution in the class
\[
T \in W^{1,1}_p (Q_{t^∗}; ℝ^3), \quad ρ \in W^{1,1}_p (Q_{t^∗}; ℝ^N), \quad v \in W^{2,1}_p (Q_{t^∗}; ℝ^3).
\]
Moreover, the vector $w^∗ := ∇ w (h(ρ, ε(T, ρ)))$ satisfies $P w^∗ \in W^{2,1}_p (Q_{t^∗}; ℝ^{N+1})$.

From the purely mathematical viewpoint, there seems to be a more natural formulation of this result. Indeed, the variables $(T, ρ, v)$ do not account for the mixed parabolic–hyperbolic structure of the PDE system. In order to formulate results in classes of optimal regularity, we use other variables:
\[
\begin{array}{ccl}
\frac{μ_1 − μ_N}{T} & \text{relative chemical potentials} & \{ \text{the parabolic variables}, \nonumber \\
\frac{1}{T} & \text{reciprocal of temperature} & \text{velocities} \nonumber \\
\end{array}
\]
\[
ρ \quad \text{total mass density} \quad \text{the hyperbolic variable}. \quad (28)
\]

The origin of a distinction of parabolic and hyperbolic variables is retraced in [Gio99], chapter 8. The name ‘relative chemical potentials’ was used in [DDGG20].

**Definition 2.2.** A solution for the PDE system (5)–(7) is said to possess optimal mixed regularity (of index $p$, on the interval $[0, τ]$) if all associated parabolic variables in (28) belong to $W^{1,1}_p (Q_{t^∗})$ and the hyperbolic component $ρ$ belongs to $W^{2,1}_p (Q_{t^∗})$.

The statement of theorem 2.1 can be equivalently reformulated in more simple fashion.

**Theorem.** Under the assumptions of theorem 2.1, there exists $0 < t^∗ ≤ τ$ such that the problem $(P)$ possesses a unique solution of optimal mixed regularity with index $p$ on $[0, t^∗]$.

In this theorem we exploit the vicinity of regular initial data to obtain a strong solution if the time is short enough. We remark that, following the paper [BD21a] on the isothermal case, we can also reasonably expect the well-posedness on arbitrary large time intervals, provided

---

7 In other contexts, one sometimes find the definition of chemical potentials as $μ_i := ∂_i ψ$ with $y_1, \ldots, y_{N−1}$ being the $N − 1$ independent mass fraction, and $ψ$ the specific Helmholtz free energy as a function of $T$, $ρ$, and $y_1, \ldots, y_{N−1}$. Then, by definition, there are only $N − 1$ chemical potentials, the ‘relative’ ones.
that the initial data are given by a sufficiently small perturbation of an equilibrium solution, itself assumed sufficiently smooth. In particular, the initial data for the density must be more regular than assumed in theorem 2.1, (i). The proof of this result in [BD21a] relies on stability estimates, and it requires a linearisation of the PDE system which is different than the one used for proving the local-in-time well-posedness. We refer the interested readers to [BD21a], theorem 2.4 for details. Let us also remark that assuming thermodynamic stability only locally, as in the paper [GM13], is closer to the physical reality since instabilities occur at critical temperature, pressure and composition. In this case, the domain of definition of a strictly convex entropy function is smaller than assumed in (27). From the mathematical viewpoint however, the local well-posedness issue can be treated with the same method as in theorem 2.1, where the time of existence is further restricted by the distance of the initial state to the boundary of \(D\). It must be expected that the strong solution ceases to exist when reaching the instability. These questions are worth of being investigated, but we shall not attempt to discuss them here, which would make the paper too long.

We shall instead raise an additional question concerning blow-up criteria and the maximal existence-time for the strong solution. Let \((T, \rho, v)\) be a solution of optimal mixed regularity for \((P)\) on \([0, \bar{\tau}]\), and assume that \(\sup_{t \in [0, \bar{\tau}]} T(x, \tau)\) is bounded for all \(t < \bar{\tau}\). Then, the parabolic regularity of the reciprocal temperature \(-1/T\) alone does not prevent possible blow-up of the temperature for \(t \to \bar{\tau}\). In other words, \(\|T\|_{L^\infty(Q_T)} \to +\infty\) implies certainly that \(sup_{Q_T}(-1/T) \to 0-\), but this is no contradiction to \(-1/T\) remaining finite and even smooth.

Hence, in the context of solutions with optimal mixed regularity of index \(p\), a maximum principle for the temperature has to be proved independently. We shall show how to achieve such a result by imposing certain growth restrictions on the data in the thermodynamic model. This can be done even in the general case. However it looks in our eyes more meaningful to formulate the result for a particular example. In this way, we exhibit the general procedure well enough, while being able to calculate explicit growth conditions. We refer to the section 3.1 for the construction of a particular constitutive model for volume-additive mixtures, and to theorem 3.13 for the formulation of the maximum principle in this case.

2.2. Transformation to a parabolic–hyperbolic system

The system (5) and (7) for constant temperature has been studied in [BD21a]. Here we show that the extension to energy systems can be dealt with by means of essentially the same method. In this section, we describe the passage to entropic variables for systems with energy equation.

2.2.1. Change of variables. We recall the definitions (16) and (17) of primal (conservative) variables \(w = (\rho, \text{wu}) \in D\) and dual variables \(w^* := (\mu/T, -1/T) \in \mathbb{R}^N \times \mathbb{R}^-\). With the help of the conjugate convex function \(h^*\) to \(h\), we can invert the relations

\[
\frac{\mu_i}{T} = \partial_{\rho_i} h(\rho, \text{wu}) \quad \text{for } i = 1, \ldots, N, \quad -\frac{1}{T} = \partial_{\text{wu}} h(\rho, \text{wu}),
\]

which more compactly now read as \(w^* = \nabla_w h(w)\).

Lemma 2.3. We assume that \(h\) is a function of Legendre-type on \(D \subseteq \mathbb{R}^N_+ \times \mathbb{R}\) open, convex. We define \(D^* = \mathbb{R}^N_+ \times \mathbb{R}^-\) and assume that the image of \(\nabla_w h\) on \(D\) is equal to \(D^*\). Then, the convex conjugate \(h^*(w^*) := \sup_{w \in D} \{w^* \cdot w - h(w)\}\) is a function of Legendre-type on \(D^*\). The gradients \(\nabla_w h\) on \(D\) and \(\nabla_{w^*} h^*\) on \(D^*\) are inverse to each other. Moreover \(h \in C^k(D)\) iff \(h^* \in C^k(D^*)\) for all \(k \geq 1\).
Proof. Due to the theorem 26.5 of [Roc70], we directly obtain that \((h, D)\) and \((h^*, D^*)\) is a Legendre pair. This means that \(D, D^*\) are open and convex, and they coincide with the interior of the domain of \(h, h^*\). Moreover, \(h\) and \(h^*\) are strictly convex and essentially smooth therein and \((\nabla_w h_\rho)^{-1} = \nabla_w^* h_\rho^*\). Since \(\nabla_w h\) and \(\nabla_w h^*\) are inverse to each other, we get the \(C^k\) property due to the implicit function theorem.

The next topic is passing to variables that allow to exhibit the parabolic–hyperbolic structure of the PDE system. To this aim, we choose new axes \(\xi^1, \ldots, \xi^N, \xi^{N+1}\) of \(\mathbb{R}^{N+1}\) such that

\[
\begin{align*}
\xi^N &:= e^{N+1} = (0, \ldots, 0, 1) \quad \text{and} \quad \xi^{N+1} := (1, \ldots, 1, 0), \\
\xi^1, \ldots, \xi^{N-1} &\in \left\{ x \in \mathbb{R}^{N+1} : x_{N+1} = 0, \sum_{i=1}^N x_i = 0 \right\} = \{ \xi^N, \xi^{N+1} \}^\perp. 
\end{align*}
\]

Typical is the choice \(\xi^k = e^k - e^N\) for \(k = 1, \ldots, N - 1\), where \(e^1, \ldots, e^N\) are the Euclidian basis vectors. We let \(\eta^1, \ldots, \eta^{N+1} \in \mathbb{R}^{N+1}\) be the dual basis to \(\xi^1, \ldots, \xi^{N+1}\). We prove easily that

\[
\eta^1 = e^1, \quad \eta^{N+1} = \frac{1}{N} e^{N+1}. \tag{31}
\]

For \(w^* = (\mu_1/T, \ldots, \mu_N/T, -1/T)\), we define the projections

\[
q_\ell := \eta^\ell \cdot w^* := \sum_{i=1}^{N+1} \eta^\ell_i w^*_i \quad \text{for} \quad \ell = 1, \ldots, N. \tag{32}
\]

Due to the properties of the chosen basis, in particular to (31), we have a relationship

\[
w^* = \sum_{i=1}^N q_i \xi^i + (w^* \cdot \eta^{N+1}) \xi^{N+1} \quad \text{implying that} \quad w^*_{N+1} = q_N. \tag{33}
\]

Now, since the coordinate \(w^*_{N+1}\) has the physical meaning of \(-1/T\), the relevant domain for the new variable \(q\) is the half-space

\[
H^N := \{ (q_1, \ldots, q_N) \in \mathbb{R}^N : q_N < 0 \} = \mathbb{R}^{N-1} \times \mathbb{R}_.
\]

Since \((\mu_1/T, \ldots, \mu_N/T, -1/T) = \nabla_w h(\rho_1, \ldots, \rho_N, qw)\), use of the conjugate convex function implies that

\[
(\rho_1, \ldots, \rho_N, qw) = \nabla_w^* h^*(\mu_1/T, \ldots, \mu_N/T, -1/T).
\]

In order to isolate the hyperbolic component \(\varrho\) (total mass density), we now express

\[
\varrho = \sum_{i=1}^N \rho_i = \sum_{i=1}^{N+1} \xi^i \partial_{\xi^i} h^*(w^*_1, \ldots, w^*_{N+1}) \\
= \xi^{N+1} \cdot \nabla_w h^* \left( \sum_{i=1}^{N+1} q_i \xi^\ell + (w^* \cdot \eta^{N+1}) \xi^{N+1} \right).
\]

This is an algebraic equation of the form \(F(w^* \cdot \eta^{N+1}, q_1, \ldots, q_N, \varrho) = 0\). We notice that

\[
\partial_{w^*} F(w^* \cdot \eta^{N+1}, q_1, \ldots, q_N, \varrho) = D^2 h^*(w^*) \xi^{N+1} \cdot \xi^{N+1} > 0,
\]
due to the strict convexity of the conjugate function (lemma 2.3). Thus, the latter algebraic equation defines the last component \( w^* \cdot \eta^{N+1} \) implicitly as a differentiable function of \( \varrho \) and \( q_1, \ldots, q_N \). We call this function \( \mathcal{M} \) and obtain the equivalent formulae

\[
\begin{align*}
  w^* &= \sum_{\ell=1}^{N} q_\ell \xi^\ell + \mathcal{M}(\varrho, q_1, \ldots, q_N) \xi^{N+1}, \\
  \rho_i &= \partial_{u_i^*} h^\star \left( \sum_{\ell=1}^{N} q_\ell \xi^\ell + \mathcal{M}(\varrho, q_1, \ldots, q_N) \xi^{N+1} \right) =: \mathcal{R}(\varrho, q), \quad \text{for } i = 1, \ldots, N, \\
  \varrho u &= \partial_{w^*} h^\star \left( \sum_{\ell=1}^{N} q_\ell \xi^\ell + \mathcal{M}(\varrho, q_1, \ldots, q_N) \xi^{N+1} \right),
\end{align*}
\]

with \( \varrho \) and \( q_1, \ldots, q_N \) as the free variables. Since \( p \) obeys (18), we have \( p = T g(\nabla_w h(w)) \), and here \( g \) denotes the Legendre transform of \( h \). Using lemma 2.3, we find \( p = T h^\star(w^*) = -h^\star(w^*)/w^*_N \).

We combine the latter with (34) to obtain that

\[
  p = P(\varrho, q) := -\frac{1}{q_N} h^\star \left( \sum_{\ell=1}^{N} q_\ell \xi^\ell + \mathcal{M}(\varrho, q_1, \ldots, q_N) \xi^{N+1} \right).
\]

With \( \bar{q} = (q_1, \ldots, q_{N-1}) \), this expression makes sense in the domain

\[
(\varrho, \bar{q}, q_N) \in \mathbb{R}_+ \times \mathcal{H}^N_\varnothing = \mathbb{R}_+ \times \mathbb{R}^{N-1}_- \times \mathbb{R}_-.
\]

To analyse the PDEs (5)–(7), we next need some regularity properties of the transformed coefficients.

**Lemma 2.4.** Suppose that \( D \) is of the form (27), and \( h \in C^3(D) \) satisfies the assumptions of lemma 2.3. Then, the formula (37) defines a function \( P \) which belongs to \( C^2(\mathbb{R}_+ \times \mathcal{H}^N) \).

**Proof.** We first investigate the regularity of the function \( \mathcal{M} \) introduced in (34).

For fixed \( q \in \mathcal{H}^N \) and \( \varrho > 0 \), we define

\[
  f(\mathcal{M}) := h^\star \left( \sum_{\ell=1}^{N} q_\ell \xi^\ell + \mathcal{M} \xi^{N+1} \right) - \varrho \mathcal{M} \quad \text{for } \mathcal{M} \in \mathbb{R}.
\]

This \( f \) is of class \( C^2(\mathbb{R}) \) and strictly convex. By the definition of \( h^\star \), we have, for all points \( w = (t 1^N/N, \epsilon) = t \eta^{N+1} + \epsilon \eta^N \in D \) with \( t > 0 \) and \( \epsilon > \epsilon_{\text{min}}(t 1^N/N) \)

\[
  f(\mathcal{M}) \geq \left( \sum_{\ell=1}^{N} q_\ell \xi^\ell + \mathcal{M} \xi^{N+1} \right) \cdot (t \eta^{N+1} + \epsilon \eta^N) - h(t 1^N/N, \epsilon) - \varrho \mathcal{M} \\
  = q_N \epsilon - h(t 1^N/N, \epsilon) + (t - \varrho) \mathcal{M}.
\]

Hence, choosing fixed \( t = \varrho/2 \) and \( t = 2 \varrho \), we easily show that \( \lim_{\mathcal{M} \to \infty} f(\mathcal{M}) = +\infty \). Thus, \( f \) possesses a unique global minimiser, denoted by \( \mathcal{M}(\varrho, q) \in \mathbb{R} \). Since \( f'(\mathcal{M}(\varrho, q)) = 0 \), we
thus see that
\[ \xi^{N+1} \cdot \nabla w^* \left( \sum_{\ell=1}^{N} q_{\ell} \xi^{\ell} + \mathcal{M} \right) = \varrho, \]

and \( \mathcal{M} \) is well-defined. For the derivatives of \( \mathcal{M} \), we obtain the expressions
\[ \partial_{\varrho} \mathcal{M} (\varrho, q) = \frac{1}{D^2 h^{*} \xi^{N+1} \cdot \xi^{N+1}} \cdot \xi^{k}, \]
\[ \partial_{q_k} \mathcal{M} (\varrho, q) = - \frac{D^2 h^{*} \xi^{N+1} \cdot \xi^k + M \xi^{N+1}}{D^2 h^{*} \xi^{N+1} \cdot \xi^{N+1}}, \]
where the Hessian \( D^2 h^* \) is evaluated at \( w^* = \sum_{\ell=1}^{N} q_{\ell} \xi^{\ell} + \mathcal{M} (\varrho, q) \xi^{N+1} \).

Remark 2.5. All thermodynamic quantities can now be introduced as functions of the variables \( \varrho, q \). Indeed, considering a thermodynamic function \( f = \tilde{f}(T, \rho_1, \ldots, \rho_N) \) with a certain constitutive function \( \tilde{f} \), we use that \( T = -1/q_N \) and \( \rho = \mathcal{R}(\varrho, q) \) (see (35)), and we define
\[ f(\varrho, q) := \tilde{f} \left( -\frac{1}{q_N}, \mathcal{R}_1(\varrho, q), \ldots, \mathcal{R}_N(\varrho, q) \right) \]

(39) to obtain the equivalent representation in the entropic variables.

Using this remark, we introduce next some functions that we will need later on. The heat capacity \( c_v \) at constant volume is defined as
\[ c_v = \tilde{c}_v(T, \rho) = \frac{1}{\rho} \partial_T \epsilon(T, \rho), \]
with the \( \epsilon \) from (9). We define
\[ c_v(\varrho, q) := \frac{1}{\varrho} \partial_T \epsilon \left( -\frac{1}{q_N}, \mathcal{R}_1(\varrho, q), \ldots, \mathcal{R}_N(\varrho, q) \right). \]

(40) Similarly, for the shear viscosity coefficient \( \eta \), we have
\[ \eta = \tilde{\eta}(T, \rho) = \tilde{\eta} \left( -\frac{1}{q_N}, \mathcal{R}(\varrho, q) \right) =: \eta(\varrho, q), \]

and the same for the bulk viscosity \( \lambda \). We shall write
\[ \mathcal{S}(\varrho, q, \nabla v) = 2\eta(\varrho, q) (\nabla v)_{\text{sym}} + \lambda(\varrho, q) (\text{div } v)^2. \]

2.2.2. Reformulation of the partial differential equations and of the main theorem. We introduce the combined flux vector
\[ J := (J^1, \ldots, J^N, J^h) \in \mathbb{R}^{(N+1)\times 3}, \]

(41) the force vector
\[ b(x, t) = (b^1(x, t), \ldots, b^N(x, t), 0) \in \mathbb{R}^{(N+1)\times 3} \]

(42)
and the bulk production vector

\[
\pi = (r_1, \ldots, r_N, (-p \mathbb{1} + S) : \nabla v + \mathcal{J} : b) \quad \text{in } \mathbb{R}^{N+1}.
\]  

(43)

With these notations, we express the relations (10) and (11) more compactly as

\[
\mathcal{J}^i = -\sum_{j=1}^{N+1} \mathcal{M}_{ij}(T, \rho) \nabla(w_j^* - b^*/T).
\]

Using the dual basis vectors \(\eta^1, \ldots, \eta^{N-1}\) associated with (30), we define

\[
\tilde{b}^\ell \coloneqq \sum_{j=1}^{N+1} \eta_j^\ell b(x, t) \quad \text{for } \ell = 1, \ldots, N, \quad \bar{b} = \sum_{j=1}^{N+1} \eta_j^{N+1} b^i,
\]

so that \(b(x, t) = \sum_{\ell=1}^N \tilde{b}^\ell(x, t) \xi^\ell + \bar{b}(x, t) \xi^{N+1}\). We recall in this place that \(\mathcal{M}\) has the one-dimensional kernel \(\{\xi^{N+1}\}\), that \(-1/T = q_N\), and we see that the fluxes have the form

\[
\mathcal{J}^i = -\sum_{j=1}^{N+1} \mathcal{M}_{ij}(T, \rho) (\nabla(w_j^* + q_N b^i))
\]

\[
= -\sum_{j=1}^{N+1} \sum_{\ell=1}^N \mathcal{M}_{ij}(T, \rho) \xi_j^\ell (\nabla q_\ell + q_N \tilde{b}^\ell) + \mathcal{M}_{ij}(T, \rho) \xi_j^{N+1} (\nabla \mathcal{M}(\rho, q)
\]

\[
+ q_N \tilde{b})
\]

\[
= -\sum_{\ell=1}^N \left[ \sum_{j=1}^{N+1} \mathcal{M}_{ij}(T, \rho) \xi_j^\ell \right] (\nabla q_\ell + q_N \tilde{b}^\ell).
\]

If we introduce the rectangular projection matrix \(Q_{\ell j} = \xi_j^\ell\) for \(\ell = 1, \ldots, N\) and \(j = 1, \ldots, N + 1\), then \(\mathcal{J} = -\mathcal{M} Q(\nabla q + q_N \tilde{b})\). Thus, the basic PDEs read equivalently

\[
\partial_t w + \text{div}(w v - \mathcal{M} Q(\nabla q + q_N \tilde{b})) = \pi,
\]

\[
\partial_t (\rho v) + \text{div}(\rho v \otimes v - S(\rho, q, \nabla v)) + \nabla p = \sum_{j=1}^{N} w_j b^j.
\]

Next we define, for \(k = 1, \ldots, N\), the maps

\[
R_k(\rho, q) \coloneqq \sum_{j=1}^{N+1} \xi_j^k w_j = \sum_{j=1}^{N+1} \xi_j^k \partial_x^j h^* \left( \sum_{\ell=1}^{N} q_\ell \xi_\ell + \mathcal{M}(\rho, q) \xi^{N+1} \right).
\]  

(44)

Obviously we can express

\[
w_j = \sum_{k=1}^{N+1} w \cdot \xi_j^k \eta_j^k = \sum_{k=1}^{N} R_k(\rho, q) \eta_j^k + \rho \eta_j^{N+1}.
\]
Lemma 2.6. Suppose that \( h \in C^3(D) \) satisfies the assumptions of lemma 2.3. Then, the formula (44) defines \( R \) as a vector field of class \( C^4(\mathbb{R}_+ \times H^N; \mathbb{R}^N) \). The Jacobian \( \{R_{k}\}_{k=1,...,N} \) is symmetric and positively definite at every \((\varrho, q) \in \mathbb{R}_+ \times H^N\) and

\[
R_{\varrho}(\varrho, q) = \left( Q^T D^2 h^* Q - \frac{Q^T D^2 h^* \xi^{N+1} \otimes Q^T D^2 h^* \xi^{N+1}}{D^2 h^* \xi^{N+1} \cdot \xi^{N+1}} \right)_{ij} \in \mathbb{R}^N.
\]

In this formula, the Hessian \( D^2 h^* \) is evaluated at \( u^* = \sum_{l=1}^N q_l \xi^l t + \mathcal{M}(\varrho, q) \xi^{N+1} \).

The proof is direct, using lemma 2.3 and the properties of \( \mathcal{M} \).

For \( k = 1, \ldots, N \), we multiply the mass transport and energy transport equations with \( \xi^k \), and we obtain that

\[
\partial_t R_k + \text{div} \left( R_k v - \sum_{l=1}^N \tilde{M}_{k,l} (\nabla q_l + q_N \bar{b}) \right) = (Q^T \pi)_k,
\]

\[
\tilde{M}(T, \rho) := Q^T \mathcal{M}(T, \rho) Q.
\]

It turns out that if the rank of \( \mathcal{M}(T, \rho) \) is \( N \) on all states \((T, \rho) \in \mathbb{R}_+^{N+1}\), the matrix \( \tilde{M}(T, \rho) \) is positively definite on all states \((T, \rho) \in \mathbb{R}_+^{N+1}\). Making use of (34) and (35), we can also consider \( \tilde{M} \) as a mapping of the variables \( \varrho \) and \( q \). Using the lemma 2.6, we then establish the following properties of this map.

Lemma 2.7. Suppose that \( h \in C^3(D) \) satisfies the assumptions of lemma 2.3. Suppose further that \( \mathcal{M} : \mathbb{R}_+^{N+1} \to \mathbb{R}_+^{N \times N+1} \) is a map into the positively semi-definite matrices of rank \( N \) with kernel \( \{\xi^{N+1}\} \), having entries \( M_{ij} \) of class \( C^2(\mathbb{R}_+^{N+1}) \). Then the formula \( \tilde{\mathcal{M}}(\varrho, q) := Q^T \mathcal{M}(T, \rho) Q \) defines a map \( \tilde{\mathcal{M}} : \mathbb{R}_+ \times \mathcal{H}^N \to \mathcal{H}^{N \times N} \) into the symmetric positively definite matrices. The entries \( \tilde{\mathcal{M}}_{ij} \) are functions of class \( C^2([0, +\infty) \times \mathcal{H}^N) \).

Overall, we get for the variables \((\varrho, q_1, \ldots, q_N, v)\) instead of (5)–(7) the equivalent equations

\[
\partial_t R(\varrho, q) + \text{div}(R(\varrho, q) v - \tilde{\mathcal{M}}(\varrho, q) (\nabla q + q_N \bar{b})) = \tilde{\pi}(x, t, \varrho, q, \nabla q, \nabla v),
\]

\[
\partial_t \varrho + \text{div}(\varrho v) = 0,
\]

\[
\partial_t (q v) + \text{div}(q v \otimes v - \mathcal{S}(\varrho, q, \nabla v)) + \nabla P(\varrho, q) = R(\varrho, q) \cdot \bar{b}(x, t) + \varrho \bar{b}(x, t).
\]

Here we have interpreted

\[
Q^T \pi = Q^T (r_1(T, \rho), \ldots, r_N(T, \rho), (\varrho \mathbb{1} + \mathcal{S}) : \nabla v + \mathcal{J} : \bar{b}) = Q^T \left( r \left( -\frac{\mathbb{1}}{q_N}, \mathcal{R}(\varrho, q), -\mathcal{P}(\varrho, q) \mathbb{1} \right) \right.
\]

\[
+ \mathcal{S}(\varrho, q, \nabla v) : \nabla v - \tilde{\mathcal{M}}(\varrho, q) (\nabla q + q_N \bar{b}(x, t)) \cdot \bar{b}(x, t) \right)
\]

\[
= \tilde{\pi}(x, t, \varrho, q, \nabla q, \nabla v).
\]
In the PDE system (45)–(47) we are faced with two type of constraints: the positivity constraint on the total mass density $\rho$, and the half-space constraint $q \in H^1_{\Gamma_1}$.

Our aim is now to show that the system (45)–(47) for the variables $(\rho, q_\ell, \ldots, q_N, v)$ is locally well-posed. We consider initial conditions

$$\begin{align*}
q(x, 0) &= q^0(x), \\
\rho(x, 0) &= \rho_0(x), \quad \text{for } x \in \Omega, \\
v(x, 0) &= v^0(x),
\end{align*}$$

To find the initial data for $q^0(x)$, we first use the function $\rho_0\mu_0$ of (22). Then we define

$$q^0_\ell(x) := \eta^\ell \cdot \nabla_\omega h(\rho^0(x), \rho_0\mu_0(x)) \quad \text{for } \ell = 1, \ldots, N.$$  

Under the assumptions of theorem 2.1, the new initial data are of class

$$q^0 \in W^{2-\frac{2}{p}}_p(\Omega; \mathbb{R}^N), \quad \rho_0 \in W^{1,\eta}(\Omega), \quad v^0 \in W^{2-\frac{2}{p}}_p(\Omega; \mathbb{R}^3),$$

satisfying $q^0 \geq m_0 > 0$ in $\Omega$, $q^0 \leq -1/\theta_1 < 0$ in $\Omega$.

We already showed that $J = -\mathcal{M}(\nabla q + q_N \tilde{b})$. With $\pi^\Gamma := -(r^\Gamma, r_0^\Gamma)$ and $\mathcal{J}^\Gamma := (J^\Gamma, J_0^\Gamma)$ on the surface $S^\Gamma$, the boundary conditions (23) are equivalent to

$$-\mathcal{M}(\nabla q + q_N \tilde{b}) \cdot \nu = \pi^\Gamma + \mathcal{J}^\Gamma,$$

and therefore, with $\tilde{\mathcal{M}} = \mathcal{Q}^T \mathcal{M} \mathcal{Q}$

$$-\tilde{\mathcal{M}}(\nabla q + q_N \tilde{b}) \cdot \nu = \mathcal{Q}^T \pi^\Gamma + \mathcal{Q}^T \mathcal{J}^\Gamma.$$

Next the matrix $\tilde{\mathcal{M}}$, which is positive definite, can also be inverted, and we get

$$(\nabla q + q_N \tilde{b}) \cdot \nu = [\tilde{\mathcal{M}}]^{-1} \mathcal{Q}^T \pi^\Gamma + [\tilde{\mathcal{M}}]^{-1} \mathcal{Q}^T \mathcal{J}^\Gamma.$$

Hence, for simplicity, we might consider the boundary conditions

$$\begin{align*}
v &= 0, \\
\nu(x) \cdot \nabla q_k &= \pi^\Gamma_k(x, t, \rho, q) \quad \text{for } k = 1, \ldots, N.
\end{align*}$$

where $\pi^\Gamma(x, t, \rho, q)$ stands for

$$\begin{align*}
\pi^\Gamma(x, t, \rho, q) &= -q_N \tilde{b}(x, t) \cdot \nu(x) + [\tilde{\mathcal{M}}(\rho, q)]^{-1} \mathcal{Q}^T \pi^\Gamma(x, t, \rho, q) \\
&+ [\tilde{\mathcal{M}}(\rho, q)]^{-1} \mathcal{Q}^T \mathcal{J}^\Gamma(x, t).
\end{align*}$$

Owing to the lemmas 2.4, 2.6 and 2.7, the coefficient functions $R, \tilde{\mathcal{M}}$ and $\mathcal{P}$ are of class $C^2$ in the domain of definitions $\mathbb{R}_+ \times H^1_{\Gamma_1}$.

2.3. Proof of the well-posedness theorem

2.3.1 General method. For the equivalent problem (45)–(47) with boundary conditions (48) and (50) we search for a solution in the class of optimal mixed regularity

$$\begin{align*}
(q, \rho, v) &\in W^{2,1}_p(Q; H^1_{\Gamma_1}) \times W^{1,1}_p(Q; \mathbb{R}^N) \times W^{2,1}_p(Q; \mathbb{R}^3) =: \mathcal{X}_r.
\end{align*}$$
The analysis of equations (45)–(47) in this class was basically studied in the paper [BD21a] devoted to the isothermal case. In the present paper, we must deal with the following extensions:

- The production term $\tilde{\pi}$ depends on the velocity gradient squared;
- The viscosity coefficients $\eta$ and $\lambda$ depends on the thermodynamic state;
- There are non-trivial boundary fluxes;
- The variable $q$ is restricted by the half-space constraint $H^N$.

We will prove the local well-posedness by adapting the method of [BD21a] to this new case. Due to the fact that the coefficients of the transformed PDE system are singular when $q \to 0^+$ or $q_N \to 0^-$, the domain of the differential operator is restricted to the subset

$$X_{r,+} := \{(q, g, v) \in X_r : q_N(x, t) < 0, \ g(x, t) > 0 \quad \text{for all } (x, t) \in Q_r\}.$$

For the parabolic components, we also introduce

$$Y_r := \{(q, g, v) : q \in W^{2,1}(Q_r, \mathbb{R}^N), \ v \in W^{2,1}_p(Q_r, \mathbb{R}^3)\}.$$

For proving a self-map property, we introduce for $K_0$, $\tilde{\theta} > 0$ the closed subsets

$$Y_{r,K_0,\tilde{\theta}}(q^0, v^0) := \{(q, g, v) \in Y_r : q_N \leq -1/\tilde{\theta}, \ ||(q, v)||_{Y_r} \leq K_0, \ (q(0), v(0)) = (q^0, v^0)\}.$$

In order to next linearise the PDEs we shall indicate, throughout the section, fixed state-variable by means of *-superscripts. This is not related to the dual operations of convex analysis used elsewhere in the paper. For arbitrary $(q^*, v^*) \in Y_{r,K_0,\tilde{\theta}}$, we consider the following system of equations for unknowns $u = (q, g, v)$

$$\begin{align*}
\partial_t g + \text{div}(g v^*) &= 0, \quad (52) \\
R_q(g, q^*) \partial_t q - \text{div}(\tilde{M}(g, q^*) \nabla g) &= g(x, t, q^*, g, v^*, \nabla q^*, \nabla g, \nabla v^*), \quad (53) \\
g \partial_t v - \text{div} \mathbb{S}(g, q^*, \nabla v) &= f(x, t, q^*, g, v^*, \nabla q^*, \nabla g, \nabla v^*). \quad (54)
\end{align*}$$

Here we have set

$$\mathbb{S}(g, q^*, \nabla v) = 2\eta(g, q^*) (\nabla v)_{\text{sym}} + \lambda(g, q^*) \nabla v.$$

In (53) and (54), the right-hand sides $f$ and $g$ are given by

$$g(x, t, q^*, g, v^*, \nabla q^*, \nabla g, \nabla v^*) := (R_q(g, q^*) g - R_q(g, q^*)) \text{div} v^*$$

$$R_q(g, q^*) \partial_t q - \text{div}(\tilde{M}(g, q^*) \nabla q) = g(x, t, q^*, g, v^*, \nabla q^*, \nabla g, \nabla v^*),$$

$$g \partial_t v - \text{div} \mathbb{S}(g, q^*, \nabla v) = f(x, t, q^*, g, v^*, \nabla q^*, \nabla g, \nabla v^*).$$
\[ f(x, t, q^*, \varrho, v^*, \nabla q^*, \nabla \varrho, \nabla v^*) := -P_\varrho(q^*, \varrho) \nabla \varrho - P_q(q^*, \varrho) \nabla q^* - \varrho (v^* \cdot \nabla)v^* + R(q^*, \varrho) \cdot \dot{b}(x, t) + \varrho \dot{b}(x, t). \] (57)

We consider these PDEs together with the initial conditions (48), and with \[ v = 0, \quad \nu \cdot \nabla q_k = \tilde{\pi}^I_k(x, t, \varrho, q^*), \quad \text{on } S_\tau. \] (58)

As shown in [BD21a], a fixed-point \( q = q^* \) and \( v = v^* \) in (52)–(54) provides a solution for the PDE system (45)–(47).

The continuity equation for \( \varrho \) is first solved independently in \( W^{1,\infty}_{\text{loc}}(Q_\tau) \), and the solution remains positive on the entire time-interval (see theorem 1 in [Sol80], proposition 7.5 in [BD21a]). Then, the problem (53) and (54) is linear in \( \varrho \) with the theory of parabolic systems in the sense of Petrovski (see [LSU68], chapter 10, [BD21a], proposition 7.1). It is to observe that \( \varrho(0) = \varrho_0 \) and \( (q^*, v^*) \in \mathcal{Y}_{\gamma_0,0,\theta} \) guarantee that \( \tilde{\pi}^I(x, 0, \varrho(0), \varrho^*(0)) = \tilde{\pi}^I(x, 0, \varrho_0, q^*) \). By the construction of \( \tilde{\pi}^I \), the compatibility conditions of zeroth order on \( \partial \Omega \) at time zero for (58) are satisfied whenever the data obey the assumptions of theorem 2.1, (i).

However, the equations (52)–(54) might not be solvable in \( \mathcal{X}_{\gamma,0} \) on the entire time interval, because the solution \( q \) might reach the boundary of the half-plane \( \mathcal{H}_N^\tau \) in finite time.

Nevertheless, we can show that the solution map \( (q^*, v^*) \mapsto (q, v) \), denoted \( \mathcal{F} \), is well defined from the closed subset \( \mathcal{Y}_{\gamma_0,0,\theta} \) into itself for appropriate choices of the positive constants \( t_0 \) (small constant), and \( K_0 \) and \( \theta \) (large constants). To establish this key point, we rely on continuous estimates expressing the controlled growth of the solution in time.

### 2.3.2. Controlled growth in time

For the pair \( (q, v) \in \mathcal{Y}_\gamma \) solving (53) and (54), and for all \( 0 < t \leq \tilde{\tau} \), we obtain an estimate

\[ \| (q, v) \|_{W^{1,\infty}_{\text{loc}}(Q_\tau; \mathbb{R}^{n+3})} \leq \Psi(t, R_0, \theta^*(t), \| (q^*, v^*) \|_{W^{2,1}_{\text{loc}}(Q_\tau; \mathbb{R}^{n+3})}) =: \Psi^*_t. \] (59)

Here \( R_0 \) is a fixed number depending on the initial data \( q^0, \varrho_0 \) and \( v^0 \), and on the external forces \( b \) and fluxes \( \mathcal{F} \) and \( J^I \) in their respective norms, while

\[ \theta^*(t) := \frac{1}{\sup_{(x,\tau) \in \bar{Q}_\tau} q_N(x, \tau)} \quad \text{for } 0 < t < \tilde{\tau}. \]

The function \( \Psi = \Psi(t, a_1, a_2, a_3) \) occurring in (59) is defined on \( [0, +\infty[^t \), it is continuous up to the boundary, and increasing in all arguments. Moreover, we can establish the important property that

\[ \Psi(0, a_1, a_2, a_3) = \Psi^0(a_1, a_2), \] (60)

where \( \Psi^0 \) is a continuous function independent on the last argument \( a_3 \)—which stands for the norm of highest order of the data \( q^* \) and \( v^* \).

Let us now discuss the differences with respect to [BD21a] occurring in the proof of the estimate (59). For what the lower-order contribution \( \tilde{\pi}(x, t, \varrho, q^*, \nabla v^*) \) to the right-hand side \( g \) (cf (56)) is concerned, the only term not already present in [BD21a] is the product \( S_\varrho(q, q^*, \nabla v^*) : \nabla v^* \), which can be estimated from above via

\[ |S_\varrho(q, q^*, \nabla v^*) : \nabla v^*| \leq \phi \left( g, (\inf_{x \in \Omega} g(x, t))^{-1}, |q^*|, \theta^*(t) \right) |\nabla v^*|^2. \]
with a certain continuous function $\phi$. Hence, observing that $2 < 2 - 3/p + 3/(5 - p)^+$ (since $p > 3 > 5/2$), the quadratic growth in $|\nabla v^+|$ is sub critical, and the lemma 8.1 of [BD21a] shows that this case is in fact also comprised in the analysis.

The second difference is that the coefficients $\eta$ and $\lambda$ are depending on the state. In order to deal with this situation, we must apply a localisation technique similar to the one used for the parabolic system concerning $\varphi$ in [BD21a]. To avoid too many technicalities in this place, we delay the proof to the appendix. In the same way, we show in the appendix how to handle the non zero boundary fluxes.

Presently, and it thus remains only to show how, relying on (59), to control the distance of the solution $q$ to the boundary of the half plane $\mathcal{H}^\Omega$.

For $0 \leq t \leq \hat{\tau}$ use of the Gagliardo–Nirenberg inequality ([Nir66], theorem 1) yields

$$\|q(\cdot, t) - q^0\|_{L^\infty(\Omega)} \leq C_1 \|q(\cdot, t) - q^0\|_{L^p(\Omega)}^{1 - \frac{\beta}{p}} \|\nabla q(\cdot, t) - \nabla q^0\|_{L^p(\Omega)}^{\frac{\beta}{p}}$$

$$+ C_2 \|q(\cdot, t) - q^0\|_{L^p(\Omega)},$$

where the constants $C_1$ and $C_2$ depend only on $p$ and on $\Omega$. Since $q(\cdot, 0) = q^0$ in $\Omega$, the identity $q(\cdot, t) - q^0 = \int_0^t \partial_t q(\cdot, \tau) \, d\tau$ and Hölder’s inequality moreover imply that

$$\|q(\cdot, t) - q^0\|_{L^p(\Omega)} \leq \int_0^t \|\partial_t q(\cdot, \tau)\|_{L^p(\Omega)} \, d\tau \leq t^{1 - \frac{\beta}{p}} \|\partial_t q\|_{L^p(\Omega)}.$$ 

Combining the two preceding inequalities, we find that

$$\|q(\cdot, t) - q^0\|_{L^\infty(\Omega)} \leq \max\{C_1, C_2\} \left(1 - \frac{\beta}{p}\right) \left(1 - \frac{\beta}{p}\right)$$

$$\times \left(\|\partial_t q\|_{L^p(\Omega)}^{1 - \frac{\beta}{p}} \|\nabla q(\cdot, t) - \nabla q^0\|_{L^p(\Omega)}^{\frac{\beta}{p}} + t^{\frac{\beta}{p}} \left(1 - \frac{\beta}{p}\right) \|\partial_t q\|_{L^p(\Omega)}^{\frac{\beta}{p}}\right)$$

$$\leq \max\{C_1, C_2\} \left(1 - \frac{\beta}{p}\right) \left(1 - \frac{\beta}{p}\right) \|\partial_t q\|_{L^p(\Omega)}^{1 - \frac{\beta}{p}}$$

$$\times \left(\sup_{0 \leq \tau \leq t} \|\nabla q(\cdot, \tau) - \nabla q^0\|_{L^p(\Omega)}^{\frac{\beta}{p}} + t^{\frac{\beta}{p}} \left(1 - \frac{\beta}{p}\right) \|\partial_t q\|_{L^p(\Omega)}^{\frac{\beta}{p}}\right)$$

$$\leq C_1 \left(1 - \frac{\beta}{p}\right) \left(1 - \frac{\beta}{p}\right) \|\partial_t q\|_{L^p(\Omega)}^{1 - \frac{\beta}{p}}$$

$$\times \left(\sup_{0 \leq \tau \leq t} \|q(\cdot, \tau)\|_{W^{1,p}(\Omega)} + \|q^0\|_{W^{1,p}(\Omega)} + t^{1 - \frac{\beta}{p}} \|\partial_t q\|_{L^p(\Omega)}^{\frac{\beta}{p}}\right)$$

$$\leq C_1 \left(1 - \frac{\beta}{p}\right) \left(1 - \frac{\beta}{p}\right) \|\partial_t q\|_{L^p(\Omega)}^{1 - \frac{\beta}{p}} \left(c(t) \|q^0\|_{W^{2,p}(\Omega)} + \|q^0\|_{W^{2,p}(\Omega)}\right)^{\frac{\beta}{p}},$$

where, for the last inequality, the continuity of $W^{2,1}_p(\Omega) \subset L^\infty(0, t; W^{1,p}(\Omega))$ was invoked. The inequality (59) yields $\sup_{t \leq \tau} \|q(\cdot, \tau) - q^0\|_{L^\infty(\Omega)} \leq C(\tau) t^{\prime} \left(\|q^0\|_{W^{2,1}_p(\Omega; \mathbb{R}^N)} + \Psi^1\right)$, with positive constants $\gamma$ and $\theta_1$ defined via...
\[
\gamma := \left(1 - \frac{1}{p}\right) \left(1 - \frac{3}{p}\right) \quad \text{and} \quad \sup_{x \in \Omega} q_N(x) =: - \frac{1}{\theta_1}.
\]

It follows that
\[
\sup_{(x, \tau) \in Q_{t_0}} q_N(x, \tau) \leq - \frac{1}{\theta_1} + \bar{C}(\bar{\tau}) \bar{r}^* \left( \|q_0\|_{W^{2-2/p}_{p} (\Omega, \mathbb{R}^N)} + \Psi^* \right).
\]  

(61)

**Lemma 2.8.** We assume the validity of the estimates (59) and (61), and we let \( \Psi, \gamma > 0, \bar{C} = C(\bar{\tau}) \) and \( R_0 > 0 \) be the data occurring there. Let \( \Psi^0 = \Psi(0, \cdot) \) be the function occurring in (60). With \( \bar{\theta} \) and \( K_0 \) being any two positive constants subject to the restrictions \( \bar{\theta} > 2 \theta_1, \quad K_0 > \Psi^0(R_0, \bar{\theta}), \)

we define \( t_a = t_a(R_0, \bar{\theta}, K_0) \) to be the largest number s.t. \( \sup_{t \leq t_a} \Psi(t, R_0, \bar{\theta}, K_0) \leq K_0, \)

and

\[
t^* := \min \left\{ t_a(R_0, \bar{\theta}, K_0), \left( \frac{1}{\bar{\theta} C(\|q^0\|_{W^{2-2/p}_{p} + K_0})} \right)^{\frac{1}{\gamma}} \right\}.
\]

Then, for every \( (q^*, v^*) \in \mathcal{Y}_{r,K_0}\theta \) the element \( (q, v) = \mathcal{F}(q^*, v^*) \) belongs to \( \mathcal{Y}_{r,K_0}\theta. \)

**Proof.** Assume that \( (q^*, v^*) \in \mathcal{Y}_{r,K_0}\theta. \) In (59) and (61), we have obtained for all \( 0 < t < t^* \) the following estimates:

\[
\|(q, v)\|_{\mathcal{Y}_r} \leq \Psi(t, R_0, \bar{\theta}, K_0)
\]  

(62)

and

\[
- \frac{1}{\bar{\theta}t^*} := \sup_{(x, \tau) \in Q_{t^*}} q_N(x, \tau) \leq \frac{1}{\theta_1} + \bar{C}(\bar{\tau}) \bar{r}^* \left( \|q_0\|_{W^{2-2/p}_{p} + \Psi(t, R_0, \bar{\theta}, K_0)} \right)
\]

\[
\leq - \frac{2}{\bar{\theta}} + \bar{C}(\bar{\tau}) \bar{r}^* \left( \|q^0\|_{W^{2-2/p}_{p} + \Psi(t, R_0, \bar{\theta}, K_0)} \right).
\]

With the definition of \( t^* \), it now follows that

\[
\sup_{t \leq t^*} \Psi(t, R_0, \bar{\theta}, K_0) \leq \Psi(t_a, R_0, \bar{\theta}, K_0) = K_0.
\]

Moreover, using the choice of \( t^* \) again

\[
\bar{C} \sup_{t \leq t^*} \bar{r}^* \left( \|q^0\|_{W^{2-2/p}_{p} + \Psi(t, R_0, \bar{\theta}, K_0)} \right) = \bar{C}(t^*) \gamma \left( \|q^0\|_{W^{2-2/p}_{p} + \Psi(t^*, R_0, \bar{\theta}, K_0)} \right)
\]

\[
\leq \bar{C}(t^*) \gamma \left( \|q^0\|_{W^{2-2/p}_{p} + \Psi(t_a, R_0, \bar{\theta}, K_0)} \right)
\]

\[
= \bar{C}(t^*) \gamma \left( \|q^0\|_{W^{2-2/p}_{p} + K_0} \right)
\]

\[
\leq \bar{C}(t^*) \gamma (\|q^0\|_{W^{2-2/p}_{p} + K_0}) \leq \frac{1}{\bar{\theta}}.
\]
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Thus, in view of (62), we have obtained \( \|(q, v)\|_{\mathcal{Y}_{r}} \leq K_0 \) and \( \theta(t') \leq \bar{\theta} \). Since \( (q(0), v(0)) = (q^0, v^0) \) by construction, we see that \( (q, v) \in \mathcal{Y}_{r,K_0,\bar{\theta}} \). This means that the image \( \mathcal{F}(q^*, v^*) \) is a well-defined element of \( \mathcal{Y}_{r,K_0,\bar{\theta}} \) for \( (q^*, v^*) \in \mathcal{Y}_{r,K_0,\bar{\theta}} \).

With the self-mapping property at hand, the existence proof can be finalised by means of the same fixed-point iteration as in the section 9 of [BD21a]. With an arbitrary extension \( (q^1, v^1) \in \mathcal{Y}_{r,K_0,\bar{\theta}} \) of the initial data as starting point, we define \( (q^{n+1}, v^{n+1}) := \mathcal{F}(q^n, v^n) \) for \( n \in \mathbb{N} \). This iteration converges in a lower-order norm on the interval \( [0, r' \, [ \). This is sufficient to prove the existence of a unique limit solution. This point was extensively explained and proved in [BD21a].

### 2.4. A partial maximum principle for the energy equation

Let \( (q, q_\circ, v) \in \mathcal{X}_r \) be a solution of optimal mixed regularity to the system (45)–(47) on some interval \( [0, r'] \).

In this section we want to show that, under certain growth conditions for the data of the problem, a strong solution with bounded state-space norm cannot cease to exist due to blow-up of \( \|T(r)\|_{L^p(\Omega)} \) as \( r \to \bar{r} \). As we already explained, the regularity of \( q_N = -1/T \) alone does not prevent this type of blow-up.

For our aim, we use the parabolicity of the equation for the internal energy density \( \epsilon := \rho u \). With a given solution \( (q, q_\circ, v) \), we first re-introduce the state variables

\[
\rho(x, t) = \sum_{k=1}^{N-1} R_k(q, q_\circ) \eta^k + \rho \eta^{N+1},
\]

\[
\rho u(x, t) = R_N(q, q_\circ) \left( \frac{\partial_{vN^+} h^* \left( Q^T q + \mathcal{M}(q, q_\circ) \xi^{N+1} \right) \right),
\]

with the map \( R \) of (44). For \( i = 1, \ldots, N \), the function \( q_i \) belongs to \( W^{2,1}_{r,\infty}(Q_r) \), while \( \rho \) possesses all generalised first derivatives in \( L^{p,\infty}(Q_r) \). Together with the \( C^2 \)-regularity of the coefficient \( R \) in the domain \( \mathbb{R}_+ \times \mathcal{H}_N^r \) (lemma 2.6), the identities (63) and (64) allow to show that, for every \( t \) such that

\[
\sup_{(x, \tau) \in Q_t} q_n(x, \tau) < 0,
\]

the functions \( \rho_i \) and \( \rho u \) belong to \( W^{1,\infty}_{r,\infty}(Q_r) \). Hence, \( \rho u \) can be shown to be a weak solution to the energy equation (6) for all \( 0 < t < \bar{r} \) enjoying the property (65). To show this, we next restrict for simplicity to the case that \( b^1 = \cdots = b^p \) in (7), which essentially means that the body forces reduce to gravity. In this case, we have \( \bar{b} \equiv 0 \) so that \( b \) does neither contribute to the diffusion fluxes nor to the right-hand side of the equation (6). Moreover, we shall simplify the proof assuming that there is no heat flux \( -r^1 + J^1_b \) on the boundary. We discuss afterwards the modifications necessary to handle the general case.

**Lemma 2.9.** Let \( \bar{r} > 0 \) and assume that \( (q, q_\circ, v) \in \mathcal{X}_r \) is a strong solution to the system (45)–(47), such that (65) is valid for all \( t < \bar{r} \). We define \( \epsilon := R_N(q, q_\circ) \). Then, for all \( t < \bar{r} \), the function \( \epsilon \) belongs to \( W^{1,\infty}_{p,\infty}(Q_r) \) and, for all \( \phi \in W^{1,p}_{p,\infty}(Q_r) \), where \( p' = p/(p - 1) \), it satisfies the integral identity

\[
\int_{Q_t} \partial_{v} \epsilon \phi \, dx \, dt - \int_{Q_t} (\epsilon v + J^3_b) \cdot \nabla \phi \, dx \, dt = \int_{Q_t} \left( -p \|S\| + \nabla v \phi \right) \, dx \, dt.
\]
Proof. For every \( t < \bar{t} \), the optimal regularity together with the condition \((65)\) guarantees that \( \epsilon, p, \) the viscosities \( \eta \) and \( \lambda \) and all other continuous functions of \( \bar{\theta} \) and \( q \) are uniformly bounded on \( Q_t \). The heat flux \( J^b \) satisfies an estimate in \( L^{\infty, p}(Q_t; \mathbb{R}^3) \) at least. To see this, for \( k = 1, \ldots, N - 1 \) we define \( L_k := \xi^k \cdot (l, 0) \) with \( \xi^k \) from \((30)\). Recalling \((11)\) with \( b = 0 \) we have

\[
J^b = \kappa \nabla \frac{1}{T} - L \cdot \nabla \bar{q} = -\kappa \left( \frac{1}{q_N} \mathcal{R}(\bar{\theta}, q) \right) \nabla q_N - L \left( \frac{1}{q_N} \mathcal{R}(\bar{\theta}, q) \right) \cdot \nabla \bar{q}. \tag{66}
\]

With \( \theta(t) := \sup_{Q_t} (-1/q_N) < +\infty \) and \( M(t) := \sup_{Q_t} \bar{\theta} \), we see that

\[
|J^b| \leq \sup_{\theta \in [\theta(t), \theta(t) + M(t)]} \left\{ \kappa(\theta, r) + |L(\theta, r)| \right\} |\nabla q| = C(t) |\nabla q|.
\]

For \( p > 3 \), we have \( W^{1,p}(\Omega) \subset L^{\infty}(\Omega) \). Hence, \( J^b \in L^{\infty,p}(Q_t) \) as claimed.

Using next that \( W^{3-2/p, 3}(\Omega) \subset L^{3p/(5-p)}(\Omega) \), the term \( |\nabla v|^2 \) satisfies

\[
\| |\nabla v|^2 \|_{L^{\infty}(Q_t)} \leq C_0 \| v \|_{W^{2,1}_p(\Omega)}^2 \quad z := \frac{3p}{2(5-p)^{1}}.
\]

We note that \( z > 3p/(p + 3) \). Hence, the Sobolev embedding guarantees that \( W^{1,p}(\Omega) \subset L^{3p/(2p-3)}(\Omega) \). Combining these properties and Hölder’s inequality we see that

\[
\int_{Q_t} |\nabla v|^2 |\phi| \, dx \, d\tau \leq \| |\nabla v|^2 \|_{L^{\infty}(Q_t)} \| \phi \|_{L^{3p/(2p-3)}(Q_t)} \leq C_1 \| v \|_{W^{2,1}_p(\Omega)}^2 \| \phi \|_{W^{1,p}_p(\Omega)}.
\]

Hence, all integral make sense in the weak form of the energy equation. \( \square \)

Next we want to obtain an equivalent expression of the heat flux allowing us to use weak parabolic estimates techniques on the function \( \epsilon \). To this aim, we need to introduce some further thermodynamic quantities. With the \( h^* \) introduced in lemma 2.3, and the choices \((30)\) of the axes \( \xi^1, \ldots, \xi^{N+1} \), we define

\[
a_0 := \frac{D^{\xi^N+1}_{w^*,w^*}}{D^1_{w^*,w^*}} h^* \cdot \xi^{N+1},
\]

\[
a_k := D^2_{w^*,w^*} h^* \cdot \xi^k - \frac{D^2_{w^*,w^*} h^* \cdot \xi^{N+1}}{D^2_{w^*,w^*} h^* \cdot \xi^{N+1}} \frac{D^2_{w^*,w^*} h^* \cdot \xi^{N+1}}{D^2_{w^*,w^*} h^* \cdot \xi^{N+1}} \quad \text{for } k = 1, \ldots, N - 1,
\]

\[
d_0 := D^2_{w^*,w^*} h^* = \frac{(D^{\xi^N+1}_{w^*,w^*})^2}{D^2_{w^*,w^*} h^* \cdot \xi^{N+1}}.
\]
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Therein, all occurrences of $h^*$ and its derivatives are evaluated at $w^* = Q^T q + \mathcal{M}(q, q) \xi^{N+1}$. Hence, $a_0$, $a_k$ and $d_0$ are well-defined functions over $Q_T$. Next, we show that these new objects occur naturally when we re-express the heat flux using the gradient of $\epsilon$.

**Lemma 2.10.** For the coefficient introduced in (69), we have

$$d_0(q, \rho) \geq \frac{\rho}{d_0^N} c_*(q, \rho) \left( = T^2 \rho c_* \right),$$

with the function $c_*$ of (40). Writing $q = (\bar{q}, q_N)$, the heat flux $J^h$ is equivalently given as

$$J^h = \frac{\kappa}{d_0} (\nabla \epsilon - a_0 \nabla q) - \left( L - \frac{\kappa}{d_0} a \right) \cdot \nabla \bar{q}.$$

**Proof.** By the definition of the entropic variables, we have

$$\rho u = \partial \omega_{(N+1)}^* (Q^T q + \mathcal{M}(q, q) \xi^{N+1}).$$

Hence, applying the chain rule yields

$$\nabla \epsilon = \nabla \rho u = \sum_{k=1}^{N-1} \sum_{i=1}^{N+1} \partial^2 \omega_{(N+1)}^* \xi^k \nabla q_k + \partial^2 \omega_{(N+1)}^* h^* \nabla q_N$$

$$+ \sum_{i=1}^{N} \partial^2 \omega_{(N+1)}^* h^* \nabla \mathcal{M},$$

$$\nabla \mathcal{M} = \partial \mu \nabla q + \sum_{k=1}^{N-1} \partial q_k \nabla q_k + \partial q_N \nabla q_N.$$

Use of the equivalent expressions (38) for the derivatives of $\mathcal{M}$, and $T^2 \nabla q_N = \nabla T$ yields

$$\nabla \epsilon = \sum_{k=1}^{N-1} a_k \nabla q_k + a_0 \nabla q + \frac{d_0}{T^2} \nabla T.$$  (70)

The function $d_0$ defined in (69) is clearly positive as $h^*$ is strictly convex. Due to (70), we now have

$$\nabla T = \frac{T^2}{d_0} \left( \nabla \epsilon - \sum_{k=1}^{N-1} a_k \nabla q_k - a_0 \nabla q \right)$$

implying that

$$J^h = -\frac{\kappa}{d_0} (\nabla \epsilon - a \cdot \nabla \bar{q} - a_0 \nabla q) - L \cdot \nabla \bar{q}.$$

This proves the equivalent representation of the heat flux. Finally, we estimate $d_0$ from below. To this aim, we use that $\nabla h^*(\mu / T, -1/T) = (\rho, \rho u)$. Therein, we now reinterpret $\mu$ and $\rho u$ as functions of the main variables $(T, \rho_1, \ldots, \rho_N)$. 


For notational simplicity, let \( \{A^*_k\}_{k=1,...,N} \) denote the upper left block of the matrix \( D w_{t,x}^* h^* \). For \( i = 1, \ldots, N \), we differentiate in \( T \) the identities \( \partial_{\omega_i} h^* = \rho_i \) and \( \partial_{\omega_i}^N h^* = \rho u \), and thus
\[
\sum_{k=1}^N A^*_k \partial_T(\mu_k/T) + \frac{1}{T^2} \partial_{\omega_{N+1}^*}^2 h^* = 0, \quad \text{for } i = 1, \ldots, N,
\]
\[
\frac{1}{T^2} \partial_{\omega_{N+1}^*}^2 h^* + \sum_{i=1}^N \partial_{\omega_{N+1}^*}^2 \partial_T(\mu_i/T) = g c_v.
\]
Combining both identities, we obtain that
\[
\partial_{\omega_{N+1}^*}^2 h^* = T^2 g c_v + T^4 A^* \partial_T(\mu/T) \cdot \partial_T(\mu/T).
\]
Hence, an equivalent form for \( d_0 \) is
\[
d_0 = T^2 g c_v + T^4 \left( A^* \partial_T(\mu/T) \cdot \partial_T(\mu/T) - \frac{(A^* \partial_T(\mu/T) \cdot \xi_{N+1})^2}{A^* \xi_{N+1} \cdot \xi_{N+1}} \right).
\] (71)
Owing to the positivity of \( A^* \), we see that \( d_0 \geq T^2 g c_v \), as claimed. □

We now re-express the integral identity of lemma 2.9 as
\[
\int_{Q_\tau} \partial_\epsilon \phi \, dx d\tau + \int_{Q_\epsilon} \left\{ \frac{\kappa}{d_0} \nabla \epsilon + \left( L - \frac{\kappa}{d_0} a \right) \cdot \nabla \eta - \frac{\kappa}{d_0} a_{00} \nabla \eta - \epsilon v \right\} \cdot \nabla \phi \, dx d\tau
= \int_{Q_\tau} (-p \mathbb{I} + S) \cdot \nabla v \phi \, dx d\tau.
\] (72)
In order to obtain a maximum principle, we choose test functions of the form
\[
w_k = (\epsilon - k)^+ := \max\{\epsilon - k, 0\},
\]
where \( k \) is any parameter such that
\[
k > k_0 := \sup_{x \in \Omega} \epsilon(x, 0).
\] (73)
We also define
\[
\Omega_{\epsilon,k} := \{ x \in \Omega : \epsilon(x, t) > k \}, \quad Q_{\epsilon,k} := \{ (x, \tau) \in Q_{\epsilon} : \epsilon(x, \tau) > k \}.
\]
For all \( 0 < \bar{\tau} < \bar{\tau} \), we next insert \( \phi(x, \tau) := w_k(x, \tau) \chi_{[0,\bar{\tau}]}(\tau) \) in (72), easily showing that
\[
\frac{1}{2} \int_{\Omega_{\epsilon,k}} w_k^2(x, \tau) \, dx + \int_{Q_{\epsilon,k}} \frac{\kappa}{d_0} |\nabla \epsilon|^2 \, dx d\tau
= - \int_{Q_{\epsilon,k}} \left\{ \left( L - \frac{\kappa}{d_0} a \right) \cdot \nabla \eta - \frac{\kappa}{d_0} a_{00} \nabla \eta - \epsilon v \right\} \cdot \nabla \epsilon \, dx d\tau
+ \int_{Q_{\epsilon,k}} (-p \mathbb{I} + S) \cdot \nabla v \, w_k \, dx d\tau.
\] (74)
We also notice that
\[ \int_{Q_t} \epsilon v \cdot \nabla \epsilon \, dx \, d\tau = \int_{Q_t} (\epsilon - k) v \cdot \nabla \epsilon \, dx \, d\tau + \int_{Q_t} v \cdot \nabla \epsilon \, dx \, d\tau \]
\[ = - \int_{Q_t} \div v \left( \frac{1}{2} w_k + k \right) w_k \, dx \, d\tau. \]

Using that \( \frac{1}{2} w_k + k \leq \frac{1}{2} \epsilon \) if \( \epsilon \geq k \), we see that
\[ \left| \int_{Q_t} \epsilon v \cdot \nabla \epsilon \, dx \, d\tau \right| \leq \frac{3}{2} \int_{Q_t} |\div v| |\epsilon w_k| \, dx \, d\tau. \]

By means of Young’s inequality, we moreover estimate
\[ \left| \int_{Q_t} \left( \frac{L - \kappa}{d_0} a \right) \cdot \nabla \psi - \frac{\kappa}{d_0} a_0 \nabla \psi \cdot \nabla \epsilon \right| \leq \frac{\kappa}{2d_0} |\nabla \epsilon|^2 \]
\[ + \frac{d_0}{2\kappa} \left( \left| L - \frac{\kappa}{d_0} a \right| |\nabla \psi| + \frac{\kappa}{d_0} |a_0| |\nabla \psi| \right)^2. \]

Combining these ideas, (74) implies that
\[ \frac{1}{2} \int_{Q_t} \psi^2(x, t) \, dx + \int_{Q_t} \frac{\kappa}{2d_0} |\nabla \epsilon|^2 \, dx \, d\tau \]
\[ \leq \int_{Q_t} \left( \frac{d_0}{\kappa} \left| L - \frac{\kappa}{d_0} a \right| |\nabla \psi| + \frac{\kappa}{d_0} |a_0| |\nabla \psi| \right)^2 \]
\[ + \left\{ \frac{|p|}{|\nabla v|} + |S| |\nabla v| + \frac{3}{2} \epsilon |\nabla \cdot v| \right\} \, w_k \, dx \, d\tau. \] (75)

Depending on the asymptotic behaviour of the coefficients \( \kappa, L, a, etc \) for large values of \( \epsilon \) and fixed or bounded entropic variables \( (\rho, q) \), we can now obtain a maximum principle. In order to make the discussion more simple from the viewpoint of notations, we use the following convention.

**Convention 2.11.** Consider a function \( f \) of the thermodynamic state variables \( (T, \rho) \) and \( \alpha > 0 \). We let \( (\rho, q) \) being the associated entropic variables and \( \epsilon = \epsilon(T, \rho) \) the associated internal energy. If there are:

- A positive, continuous function \( k_1 \) on \( ]0, +\infty[ \);
- A continuous, nonnegative function \( \phi \) (a continuous, positive function \( \psi \) on \( \mathbb{R}_+ \times \mathcal{H}_N^+ \)) such that
  \[ f \leq \phi(q, \rho) \epsilon^\alpha, \quad (f \geq \psi(q, \rho) \epsilon^\alpha) \quad \text{for all } \epsilon \geq k_1(q, |q|), \]

then we write \( f \lesssim \epsilon^\alpha \), \( (f \gtrsim \epsilon^\alpha) \). We write \( f \approx \epsilon^\alpha \) if both \( f \lesssim \epsilon^\alpha \) and \( f \gtrsim \epsilon^\alpha \) hold.

Before starting with the technical proof of the maximum principle, we remark that the coefficients \( a_0, a \) and \( d_0 \) of (67)–(69) are certain derivatives of the internal energy density at fixed entropic variables, expressed by elements or Schur-complements of the matrix \( \{D_{w_i w_j}^2 \} \)
which is the inverse of the Hessian of the entropy). In the present paper, these coefficients are primarily relevant due to their mathematical properties. More generally, these functions are also very interesting from the viewpoint of thermodynamics. For instance, lemma 2.10 shows that the coefficient $d_0$ is related to the heat capacities of mixtures. We refer to the section 3.2 for similar estimates concerning the functions $d_0$ and $a$, relating them to classical thermodynamic data in the case of ideal mixtures. We also remark that the quantity $1/D^2 h_{\alpha \beta \gamma}^{\xi N+1} \xi N+1$, which occurs in (67)–(69), possesses the dimension $T_0^{-1} dp/d \theta$ and can be viewed as a ‘determinant’ of the change of variables transformation $(T, \rho_1, \ldots, \rho_n) \mapsto (T_0, q_1, \ldots, q_n)$. For this function, explicit formulae have been established in [DDGG20], [Dru21a] for the isothermal case.

**Proposition 2.12.** Assume that there are numbers $\beta \geq 1$ and $\sigma_i \geq 0$ ($i = 0, \ldots, 3$) such that the following estimates for the thermodynamic coefficients $\kappa$, $d_0$, $a$, $L$, $p$, $\eta$ and $\lambda$ are valid:

$$
\frac{\kappa}{d_0} \gtrsim e^{2(\beta - 1)}, \quad \frac{d_0}{\kappa} |L|^2 + \frac{\kappa}{d_0} |a|^2 \gtrsim e^{\sigma_0}, \quad \frac{\kappa}{d_0} |a|^2 \gtrsim e^{\sigma_1}, \quad |p| \gtrsim e^{\sigma_2}, \quad \eta + |\lambda| \gtrsim e^{\sigma_3}.
$$

(76)

We assume that for all $t < \bar{\tau}$, $\epsilon \in W^1_p(Q_t)$ satisfies the weak form (72) and that $(q, q, v) \in X_\tau$ is a solution of optimal regularity with index $p$. We suppose, moreover, that $\epsilon \in L^{1,\infty}(Q_\tau)$. Then, under the conditions that $p > 5$ and that the exponents $\beta$ and $\sigma_i$ occurring in the conditions (76) are subject to

$$
|\sigma_0, \sigma_3 + 1| < \frac{6}{5} (1 + \beta), \quad |\sigma_1| < \frac{6}{5} \left(1 + \beta - \frac{5}{3p}\right), \quad |\sigma_2| < \frac{1}{5} (6\beta + 1),
$$

we have $\limsup_{t \to \bar{\tau}} \| \epsilon \|_{L^{\infty}(Q_t)} < +\infty$.

We remark that the assumption $\epsilon \in L^{1,\infty}$ is a natural and minimal one. Conservation of energy for (5)–(7) implies that the total energy $E = \int_{\Omega} \epsilon(T, \rho) + \frac{1}{2} |q|^2 \, dx$ is bounded. Thus, if the function $\epsilon$ is bounded from below as it is natural to expect, we can always rely on the $L^{1,\infty}$ bound.

**Proof.** Since $(q, q, v) \in X_\tau$ by assumption, the norms $\| q \|_{L^{\infty}(Q_\tau)}$ and $\| q \|_{L^{1,\infty}(Q_\tau; R^N)}$ are finite. Moreover, $\inf_{Q_t} q > 0$ follows from the continuity equation. We introduce $m(t) := \inf_{Q_t} q > 0$, $M(t) := \sup_{Q_t} q$ and $Q(t) := \| q \|_{L^{\infty}(Q_t)}$. Due to the assumptions (76), for all

$$
\epsilon \geq \left( \inf_{m(\tau) \leq r \leq M(\tau), \| \xi \| \leq Q(\tau)} k_1(r, |\xi|) \right) k_1(\bar{\tau}),
$$

we can rely on a bound

$$
\frac{\kappa}{d_0} \geq \psi(q, \bar{\tau}) e^{2(\beta - 1)} \geq \left( \inf_{m(\tau) \leq r \leq M(\tau), \| \xi \| \leq Q(\tau)} \psi(r, \bar{\tau}) \right) e^{2(\beta - 1)} = c(\bar{\tau}) e^{2(\beta - 1)}.
$$
Similarly, (76) guarantees that
\[ \frac{d_0}{\kappa} |L| + \frac{\kappa}{d_0} |a| \leq C(\tilde{\tau}) \epsilon^m, \quad \frac{\kappa}{d_0} |a_0| \leq C(\tilde{\tau}) \epsilon^1, \text{ etc. for all } \epsilon \geq \tilde{k}(\tilde{\tau}), \]
where the number \( \tilde{k}(\tilde{\tau}) \) is obtained as the maximum among all threshold functions \( k_f \) associated with the coefficients (see the convention 2.11), and \( k_0 \) is the number defined in (73). In (75), we restrict to \( k \geq \max\{k_0, \tilde{k}(\tilde{\tau})\} \). Use of (75) and of the growth conditions on \( \kappa/d_0 \) and the other coefficients yields
\[
\frac{1}{2} \int_{\Omega} \epsilon^2(x, t) \, dx + c(\tilde{\tau}) \int_{Q_{\tilde{\tau}}} e^{2(\beta-1)} |\nabla \epsilon|^2 \, dx \, dt \\
\leq C(\tilde{\tau}) \int_{Q_{\tilde{\tau}}} \left( \epsilon^0 |\nabla q|^2 + \epsilon^1 |\nabla q|^2 \right. \\
+ \left. \left\{ \epsilon^{2} + \frac{3}{2} \tilde{\epsilon} \right\} |\nabla v| + \epsilon^3 |\nabla v|^2 \right) \, dx \, dt. \tag{77}
\]
Since \( \beta \geq 1 \), we also observe that, for \( \epsilon(x, t) \leq k \)
\[ e^{2(\beta-1)} |\nabla \epsilon|^2 \geq (\epsilon - k)^{2(\beta-1)} |\nabla \epsilon|^2 = \frac{1}{\beta^2} |\nabla (\epsilon - k)|^2. \]
Moreover, since \( \epsilon_0 \leq \epsilon, (77) \) implies that, possibly with a larger constant \( C(\tilde{\tau}) \),
\[
\int_{\Omega} \epsilon^2(x, t) \, dx + \int_{Q_{\tilde{\tau}}} |\nabla \epsilon|^2 \, dx \, dt \\
\leq C(\tilde{\tau}) \int_{Q_{\tilde{\tau}}} \left\{ \epsilon^{0} |\nabla q|^2 + \epsilon^1 |\nabla q|^2 \right. \\
+ \left. \left\{ \epsilon^{2} + \frac{3}{2} \tilde{\epsilon} \right\} |\nabla v| + \epsilon^3 |\nabla v|^2 \right\} \, dx \, dt. \tag{78}
\]
Due to the lemma B.1, restriction to \( k \geq 2 \) \( \|\epsilon\|_{L^1(\Omega)}^2 / \lambda_3(\Omega) \) implies that
\[
\|w_\kappa\|_{L^1(\Omega)}^2 \leq c_0 \|\epsilon_\kappa\|_{L^1(\Omega)}^2 \|\nabla \epsilon_\kappa\|_{L^1(\Omega)}^2 \text{ with } r = \frac{4}{3} + 2 \beta, \tag{79}
\]
with \( c_0 = c_0(\Omega) \) being an embedding constant. Thus, with \( R(t) \) denoting the right-hand of (78), we have \( \|w_\kappa\|_{L^1(\Omega)} \leq c_0 (R(t))^\frac{r}{2} R(t) \) or, in other words,
\[
\|w_\kappa\|_{L^1(\Omega)}^2 \leq C(\tilde{\tau}) \int_{Q_{\tilde{\tau}}} \left\{ \epsilon^{0} |\nabla q|^2 + \epsilon^1 |\nabla q|^2 + (\epsilon^{2} + \frac{3}{2} \tilde{\epsilon}) |\nabla v| \\
+ \epsilon^3 |\nabla v|^2 \right\} \, dx \, dt. \tag{80}
\]
We introduce functions and exponents
\[
G_0 := |\nabla q|^2, \quad \alpha_0 := \sigma_0, \quad G_1 := |\nabla q|^2, \quad \alpha_1 := \sigma_1, \\
G_2 := |\nabla v|, \quad \alpha_2 := \max\{2, \sigma_2 + 1\}, \quad G_3 := |\nabla v|^2, \quad \alpha_3 := \sigma_3 + 1. \tag{81}
\]
Then, (80) can be rewritten as
\[
\|u_k\|_{L^p(Q_0)}^p \leq C(\bar{\epsilon}) \sum_{i=0}^{3} \int_{Q_{i,k}} G_i(x, \tau) \epsilon a_i \, dx \, d\tau.
\] (82)

In order to estimate a generic term of the form \( \int_{Q_{i,k}} G_i(x, \tau) \epsilon a_i \, dx \, d\tau \), we rely moreover on the information \( \|\epsilon\|_{L^1(\Omega)} < +\infty \).

For \( i = 0, \ldots, 3 \), we choose numbers \( 0 \leq a_i < \min\{1, \alpha_i\} \) and we define \( b_i := \alpha_i - a_i \), in order to re-express
\[
\int_{Q_{i,k}} G_i(x, \tau) \epsilon a_i \, dx \, d\tau \int_{Q_{i,k}} (G_i(x, \tau) \epsilon a_i) \, e^{b_i} \, dx \, d\tau.
\]

Use of \( \epsilon = w_k + k \) on \( \Omega_{i,k} \) implies that
\[
\int_{Q_{i,k}} (G_i(x, \tau) \epsilon a_i) \, e^{b_i} \, dx \, d\tau \leq 2^{b_i} \int_{Q_{i,k}} (G_i \epsilon a_i) \, w_k^i \, dx \, d\tau + (2k)^{b_i} \int_{Q_{i,k}} G_i \epsilon a_i \, dx \, d\tau.
\]

Next, we assume that \( b_i < r \) and we let \( 0 < 1/s < 1 - b_i/r \). Then, Hölder’s inequality implies that
\[
\int_{Q_{i,k}} (G_i \epsilon a_i) \, e^{b_i} \, dx \, d\tau \leq 2^{b_i} \|w_k\|_{L^s(Q_0)} \|G_i \epsilon a_i\|_{L^p(Q_0)} |Q_{i,k}|^{1 - \frac{s}{p}} \cdot k^b
\]
\[
\quad \quad \quad + (2k)^{b_i} \|G_i \epsilon a_i\|_{L^p(Q_0)} |Q_{i,k}|^{1 - \frac{s}{p}}.
\]

We further restrict the choice of \( b_i \) and \( r \) by the condition
\[
b_i < \frac{3r}{5}.
\] (83)

By means of Young’s inequality \( xy \leq \delta x^p + c(\delta, p)y^{p/(p-1)} \), which we apply with \( \delta > 0 \) arbitrary, \( p = \xi_i := 3r/(5b) \) we get, with \( \xi_i' = \xi_i/(\xi_i - 1) \),
\[
\int_{Q_{i,k}} (G \epsilon a_i) \, e^{b_i} \, dx \, d\tau \leq \delta \|w_k\|_{L^s(Q_0)} + c_i \|G \epsilon a_i\|_{L^p(Q_0)} |Q_{i,k}|^{\xi_i'} \left(1 - \frac{1}{p} + \frac{b_i}{5r} \right)
\]
\[
\quad \quad \quad + c \|G \epsilon a_i\|_{L^p(Q_0)} |Q_{i,k}|^{1 - \frac{s}{p}}.
\] (84)

We introduce numbers
\[
z_i := \left(1 - \frac{1}{s} - \frac{b_i}{r}\right) \xi_i' \frac{5}{3r} = \left(1 - \frac{1}{s} - \frac{b_i}{r}\right) \frac{5}{3r - 5b_i},
\]
\[
z_i' = \left(1 - \frac{1}{s}\right) \frac{5}{3r}, \quad \omega_i := \frac{5b_i}{3r},
\]
\[
z_i' = \frac{5}{3r}.\]
and we attain

\[
\int_{Q_T} G_1 e^{\alpha_1} \, dx \leq \delta \left\| w_k \right\|_{L^5(Q_T)} + c_\delta \left\| G_1 e^{\alpha_2} \right\|_{L^5(Q_T)} \left\| Q_{t,k} \right\|_{L^5}^{\frac{3}{5}} \nonumber \]  

\[+ c_0 \left\| G_1 e^{\alpha_3} \right\|_{L^5(Q_T)} \left\| Q_{t,k} \right\|_{L^5}^{\frac{3}{5}}. \]  

(85)

We recall (82) and choose \( \delta \) suitably small. Since \( 5\xi/(3r) = 5/(3r - 5b) \), we obtain that

\[
\left\| w_k \right\|_{L^5(Q_T)} \leq C(\bar{\tau}) \left( 1 + \sum_{i=0}^{3} \left\| G_i e^{\alpha_i} \right\|_{L^5(Q_T)}^{\frac{5}{3}} \right) \sum_{i=0}^{3} \left( \left\| Q_{t,k} \right\|_{L^5} \right)^{\frac{5}{3}}. \]  

By means of Hölder’s inequality, it also follows that

\[
\left\| w_k \right\|_{L^5(Q_T)} \leq C(\bar{\tau}) \left( 1 + \sum_{i=0}^{3} \left\| G_i e^{\alpha_i} \right\|_{L^5(Q_T)}^{\frac{5}{3}} \right) \times \sum_{i=0}^{3} \left( \left\| Q_{t,k} \right\|_{L^5} \right)^{\frac{5}{3}}. \]  

Under the conditions

\[ z_i, \bar{z} > \frac{1}{r} \quad \text{and} \quad \omega_i \leq 1 + \bar{z} - \frac{1}{r} \quad \text{for} \quad i = 0, \ldots, 3, \]  

(86)

the lemma B.2 with \( n = 3, \quad y_i := z_i + 1 - 1/r, \quad y := \bar{z} + 1 - 1/r, \quad \text{and} \quad A_i := 1 + \sum \left\| G_j e^{\alpha_j} \right\|_{L^5(Q_T)} \right\|_{L^5(Q_T)}^{\frac{5}{3}} \right), \]  

(87)

with \( k_1 := \max \left\{ k_0, k(\bar{\tau}), 2 \left\| e \right\|_{L^5(Q_T)}^{\frac{5}{3}} \right\} \) and a certain positive continuous function \( C \).

Verifying the conditions (86) is elementary. They reduce to the possibility of choosing \( s > 5/2 \) and \( b_1 < 3r/5 + 2/5 - 1/s \), but the latter condition is weaker than \( b_1 < 3r/5 \) which we already assumed in (83). Thus, in order to obtain the bound as claimed in the lemma, it is sufficient to find parameters \( \alpha_i \) and \( s \) such that

\[ \alpha_i - a_i = b_1 < \frac{3r}{5} \quad \text{and} \quad G_1 e^{\alpha_i} \in L^s(Q_\tau) \quad \text{for} \quad s > 5/2. \]

In order to satisfy the latter condition, we choose appropriate numbers \( 0 \leq \alpha_i < 1/s \). This is possible if

\[ \alpha_i < \frac{3r}{5} + \frac{1}{s}. \]  

(88)
In this case, use of Hölder’s inequality implies that
\[
\int_\Omega (G(x,t))^s e^{\epsilon^s}(x,t) \, dx \leq \|G(\cdot,t)\|_L^{s} \| \epsilon(\cdot,t)\|_{L^{\infty}(\Omega)}^{\alpha}
\]
yielding
\[
\|G_i e^{\epsilon} \|_{L^p(Q_t)} \leq \| \epsilon \|_{L^{\infty}(Q_t)}^{\alpha} \|G_i\|_{L^{p/(\sigma+\alpha)}(Q_t)}.
\]
Suppose therefore that \(G_i \in L^{n,\alpha}(Q_t)\) with a number \(s_i > s > 5/2\), then we define \(a_i := (s_i - s)/s_i\). We can now choose any
\[
\alpha_i < \frac{3r}{s} + \frac{1}{s} - \frac{1}{s_i}, \quad (89)
\]
a restriction which is stronger than (88), and (87) implies that
\[
\| \epsilon \|_{L^{\infty}(Q_t)} \leq k_1 + C \left( \frac{r}{s}, \Omega, k_1, \sum_{i=0}^3 \left( \| \epsilon \|_{L^{\frac{s_i}{s_i-1}}(Q_t)} \|G_i\|_{L^{n,\alpha}(Q_t)} \right)^{\frac{1}{s_i-1}} \right)^{\frac{1}{s_i}}. \quad (90)
\]
Here \(s_i > s > 5/2\) are arbitrary numbers. Finally, it remains to choose \(s_i\) and \(s\) in order that we are able to estimate the norms of the functions \(G_i\) by the state-space norm.

At this point, we recall the definitions (81). Commencing with \(G_1 = \|\phi\|_2^2\) we can at best rely on the bound \(\|G_1\|_{L^{p/2}(Q_t)} \leq c \|\phi\|_{W^{1,1}_p(Q_t)}^2\). Hence for all \(\frac{5}{2} < s < s_1 = \frac{2}{3}\), we get a bound for \(G_1 \in L^{n,\alpha}(Q_t)\). This means that we have to restrict to \(p > 5\), and (89) restricts \(\sigma_1 = \alpha_1\)
\[
\sigma_1 < \frac{2}{5} \left( 2 + 3\beta + 1 - \frac{5}{p} \right).
\]
Next with \(G_2 = |v|\), we have a bound \(\|v\|_{L^{\infty}(Q_t)} \leq c_0 \|v\|_{W^{1,1}_p(Q_t)}\), hence we can choose \(p > s > 5/2\) arbitrary and \(s_2 = +\infty\). Thus, (89) restricts the exponent \(\alpha_2\) as
\[
\alpha_2 = \max\{2, 1 + \sigma_2\} < \frac{3r}{s} + \frac{2}{5} = \frac{2}{5} (3 + 3\beta) \quad \text{arbitrary.}
\]
Since \(\beta \geq 1\), this condition reduces to \(\sigma_2 < \frac{5}{2} (6\beta + 1)\). For \(G_3 = |v|\) and \(G_0 = |\phi|_2^2\), we have the same parabolic regularity. Due to the Sobolev embedding, we have
\[
\|G_i\|_{L^{\infty}(Q_t)} + \|G_i\|_{L^{p/2}(Q_t)} \leq c_0 (\|\phi\|_{W^{1,1}_p(Q_t)}^2 + \|v\|_{W^{1,1}_p(Q_t)}^2)^{2} \quad \varepsilon := \frac{3p}{2 (5-p)^+}.
\]
Thus, since we already restrict to \(p > 5\), we can choose \(p > s > 5/2\) arbitrary and \(s_0, s_3 = +\infty\). Hence max\{\(\sigma_0, \sigma_3 + 1\}\} < \(\frac{5}{2} (3 + 3\beta)\) satisfies (89).

**Remark 2.13.** In the case that there is a heat flux on the boundary, the weak form reads
\[
\int_{Q_t} \{ \partial_t \phi - (\epsilon u + J^h) \cdot \nabla \phi \} \, dx \, dt = \int_{Q_t} \left( -p I + \mathbb{S} \right) : \nabla v \, \phi \, dx \, dt + \int_{S_t} (v^E - J^{\mathbb{S}}_h) \phi \, dS \, dt.
\]
Here it is necessary to derive also growth conditions for the temperature-dependence of \( r^T \).

A not seldom, convenient case occurs if \( T \mapsto r^T(x,t,T,\rho) \) is monotone decreasing. Then, \( \tilde{q}_u \mapsto r^T(x,t,\tilde{T}(\rho, \tilde{q}_u), \rho) \) is also monotone decreasing and there are no growth conditions coming from this term\(^8\). For instance, the natural cooling condition \( r^T = T^{\text{ext}} - T \) with the outer temperature \( T^{\text{ext}} \) is of this form. As to \( J^T_\alpha \), it is sufficient to assume that it possesses an extension of class \( W^{1,0}_j(Q_T) \) with \( r > 5 \).

**Remark 2.14.** We considered the case \( b^1 = \ldots = b^N \). Otherwise \( \tilde{b} \neq 0 \) and two differences have to be studied.

1. The heat flux gets, in comparison to (66), an additional term

\[
J^h = \kappa(T, \rho) \nabla \frac{1}{T} - \frac{N-1}{T} \sum_{k=1}^{N-1} \xi_k \cdot \ell(T, \rho) (\nabla q_k + q_{N} \tilde{b}^k(x,t)).
\]

In the right-hand of (78), there is an additional term \( \int_{\Omega_\Delta} \epsilon \sigma_4 |\tilde{b}(x,t)|^2 \, \text{d}x \, \text{d}\tau \), where we assumed that \( \sigma_4 \) is such that

\[
d_0 \frac{q_{N}^2}{4} \sigma_4^2 (\rho, q) \lesssim \epsilon_4 \delta_5.
\]

Since \( \tilde{b} \in L^{\infty}(Q_T) \) by the assumption (g) of theorem 2.1, we in fact do not need to reinforce the assumptions (76). The term \( q_{N}^2 \) being favourable for \( T \to +\infty \) (meaning that \( q_{N} \to 0^- \)), we have \( \sigma_4 \leq \sigma_0 \) and finish the proof as in proposition 2.12.

2. If \( \tilde{b} \neq 0 \), the right-hand side of the equation (6) gets the additional term \( J : b \). On the right-hand side of (78), there is an additional \( \int_{\Omega_\Delta} \epsilon \sigma_5+1 (|\nabla q| + |q_{N}||\tilde{b}(x,t)|)|\tilde{b}(x,t)| \, \text{d}x \, \text{d}\tau \) where \( \sigma_5 \) is the growth exponent for the thermodynamic diffusivities \( M_{ij} \):

\[
|M_{ij}| \lesssim \epsilon_5 \delta_5 \quad \text{for } i, j = 1, \ldots, N.
\]

If \( \sigma_5 + 1 \) is subject to the same restrictions as \( \sigma_0 \), the term \( \int_{\Omega_\Delta} \epsilon \sigma_5+1 |q_{N}||\tilde{b}(x,t)|^2 \, \text{d}x \, \text{d}\tau \) can be treated as just shown under (1) of the present remark. For \( \tilde{b} \in L^{\infty}(Q_T) \), the product \( |\tilde{b}| |\nabla q| \) can be estimated in the same way as \( |\nabla q|^2 \) and \( |\nabla v|^2 \) in the proof of proposition 2.12. Hence, \( \sigma_5 \) is also subject to the same restrictions as the exponent \( \sigma_3 \). Summarising, it is sufficient that the entries of \( M \) are subject to the same growth restrictions as the viscosity coefficients \( \eta \) and \( \lambda \).

With the boundedness of \( \tilde{q}_u \), we finally obtain the maximum principles for \( T \) and \( \rho \).

**Corollary 2.15.** Assume that the function \( \epsilon \) in (9) is such that, for all \( 0 < m \leq M < +\infty \)

\[
\liminf_{T \rightarrow +\infty} \inf_{m \leq |b| \leq M} \epsilon(T, \rho) = +\infty.
\]

Under the assumptions of proposition 2.12, we then also have

\[
\limsup_{T \rightarrow +\infty} ||T||_{L^\infty(Q)} < +\infty, \quad \liminf_{T \rightarrow +\infty} \inf_{i=1, \ldots, N, x \in \Omega} \rho_i(x, t) > 0.
\]

\(^8\) Representation of the temperature in the variables (24) yields \( T = \tilde{T}(\rho, \tilde{q}_u) \), which shall be discussed in section 3.1.
Proof. By assumption, the total mass density $\rho$ associated with the solution remains inside of the interval $[m(\tau), M(\tau)]$. Thus, the bound obtained in proposition 2.12 implies that $\|T\|_{L^\infty(Q)}$ remains bounded.

Hence, we also have that $\sup_{Q} q N < 0$. Next we recall that $\rho = \mathcal{R}(\underline{\varrho}, q)$, and since $(\underline{\varrho}, q)$ remains in the strict interior of the domain $\mathbb{R}^+ \times \mathcal{H}^N$, the mass densities cannot tend to zero. \qed

This achieves to prove the general form of the maximum principle for the system (5) and (6). For a more concrete illustration of the condition (76) in proposition 2.12, we refer to the theorem 3.13.

3. Application to ideal mixtures

The purpose of this section is to construct a particular thermodynamic model. We illustrate and discuss all steps necessary to pass from available thermodynamic data to the abstract results of section 2. In particular, we want to verify the conditions of validity for the maximum principle.

3.1. A constitutive model for ideal mixtures

With the concept of an ideal mixture, we refer to a concrete form of the chemical potentials

$$
\mu_i = \tilde{\mu}_i(T, p, x_i) = g_i(T, p) + \frac{RT}{M_i} \ln x_i. \tag{92}
$$

The structure (92) implies that the mixture is volume-additive and enthalpy-additive. Let us however remark that the predicates ‘simple mixture’ or ‘ideal mixture’ do not seem to possess a completely univoque meaning in the literature. For instance, a more restrictive characterisation of the concept of an ideal mixture is to be found in [Brd81], chapter 4.1.9

For notational simplicity, the gas constant $R$ shall from now be normalised to one. In (92), $g_i(T, p)$ denotes the Gibbs free energy density of the constituent $A_i$. In particular, with $\tilde{\rho}_i(T, p)$ denoting the mass density of the constituent $A_i$ as a function of temperature and pressure, we have the identity $\partial_{\rho} g_i(T, p) = 1/\tilde{\rho}_i(T, p)$. If full thermodynamic data are available for all $A_i$, we can therefore construct the function $g_i$ from the following data concerning the constituent $A_i$:

- The equation of state $\tilde{\rho}_i(T, p)$ giving the density or specific volume as function of temperature and pressure;
- The heat capacity at reference pressure $c_{i0}^p(T) := c_{i0}^p(T, p^0)$ as a function of temperature only;
- The (constant) enthalpy $h^0$ and entropy $s^0$ at reference temperature $T^0$ and pressure $p^0$.

Then we have the formula (see [BDD], equation (32))

$$
g_i(T, p) = \int_{p^0}^{p} \frac{1}{\tilde{\rho}_i(T, p')} \, dp' = \int_{p^0}^{T} \int_{\theta^0}^{T} c_{i0}^p(\theta') \, d\theta' \, d\theta - s^0 T + h^0. \tag{93}
$$

In the stable fluid phase, the data in the latter formula are restricted by several conditions of thermodynamic consistency. Denoting by $v^i$ the specific volume and $c_{i0}^{\rho}, c_{i0}^{\theta}$ the heat capacities

---

9 In an ideal mixture the same forces are acting in average between the molecules of the different materials as between the molecules of the pure components (…). A series of extensive properties of ideal mixtures are obtained in simple additive way from the corresponding properties of the pure components. See [Brd15], page 317.
of the constituent \(A_i\), we must have
\[
\frac{\partial^2 g_i}{\partial p^2} \geq 0, \quad \frac{\partial^2 g_i}{\partial T^2} = -\frac{c'_i}{T} < 0,
\]
\[
\frac{\partial^2 g_i}{\partial T^2} - \left(\frac{\partial^2 g_i}{\partial T^2} \right)^2 = -\frac{c'_i}{T} < 0.
\]  

(94)

In this section, we at first investigate the possibility to construct the constitutive function \(h\) from the data in (92) with general \(g_1, \ldots, g_N\). At second, we shall set up a simple particular constitutive model.

3.1.1. General results. We start with giving the form of several thermodynamic functions of the main variables implied by the definition (92) (cf lemma 3.1). Afterwards, we want to discuss under which kind of conditions for the \(g_i\)’s we are able to construct a potential of Legendre-type (cf proposition 3.3).

**Lemma 3.1.** Assume that for \(i = 1, \ldots, N\) the function \(g_i\) belongs to \(C^2([0, +\infty[^2\), is strictly concave, and it satisfies \(\partial_p g_i > 0\). Assume moreover that, for all \(T > 0\),
\[
\lim_{p\to\infty} \max_{i=1,\ldots,N} \partial_p g_i(T, p) = +\infty, \quad \lim_{p\to\infty} \partial_p g_i(T, p) = 0 \quad \text{for} \quad i = 1, \ldots, N.
\]

(95)

If the chemical potentials are given by (92), then the Gibbs–Duhem equation (18) is satisfied iff \(p = \tilde{p}(T, \rho)\), where the function \(p\) of the main variables is defined as the root of the equation
\[
\sum_{i=1}^N \partial_p g_i(T, p) \rho_i = 1 \iff p = \tilde{p}(T, \rho).
\]

(96)

Moreover, the free and internal energy densities and the entropy density are, up to a function of temperature only, uniquely determined as functions of the main variables via
\[
g_\Psi = \sum_{i=1}^N g_i(T, \tilde{p}(T, \rho)) \rho_i - \tilde{p}(T, \rho) + T \sum_{i=1}^N \frac{\rho_i}{M_i} \ln \frac{\rho_i/M_i}{\sum_j (\rho_j/M_j)} = : f(T, \rho),
\]

(97)

\[
g_u = \sum_{i=1}^N (g_i(T, \tilde{p}(T, \rho)) - T \partial_T g_i(T, \tilde{p}(T, \rho))) \rho_i - \tilde{p}(T, \rho) = : c(T, \rho),
\]

(98)

\[
g_s = -\sum_{i=1}^N \partial_T g_i(T, \tilde{p}(T, \rho)) \rho_i + \sum_{i=1}^N \frac{\rho_i}{M_i} \ln \frac{\rho_i/M_i}{\sum_j (\rho_j/M_j)} = : h(T, \rho).
\]

(99)

The heat capacity \(c_v := \partial_T c_v/\varrho\) of the mixture is positive, and it obeys
\[
c_v = c_v(T, \rho) = -\frac{T}{\varrho} \left( \sum_{i=1}^N \frac{\partial^2 g_i(T, \tilde{p})}{\partial T^2} \rho_i \right) \geq \inf_{i=1,\ldots,N} c'_i(T, \tilde{p}).
\]

(100)
Proof. Due to the definition \( g\psi := \varrho u - T g s \) of the Helmholtz free energy, the Gibbs–Duhem equation (18) reads \( p = -g\psi + \sum_{i=1}^{N} \rho_i \mu_i \). We claim that this equation equivalently defines the partial mass densities as functions of temperature, pressure and the mole fractions. To see this, we write \( g\psi = f(T, \rho_1, \ldots, \rho_N) \) with a constitutive function \( f \) of the main variables. With \( \nu = 1/\mu \) being the molar volume, and \( x_1, \ldots, x_N \) the mole fractions, we have \( \rho_i = M_i x_i/\nu \).

Hence, an equivalent expression of the Gibbs–Duhem equation is

\[
p = -f \left( T, \frac{1}{\nu} (M_1 x_1, \ldots, M_N x_N) \right) + \frac{1}{\nu} \sum_{i=1}^{N} M_i x_i \tilde{\mu}_i(T, p, x_i).
\]

(101)

The strict convexity of \( f \) in the \( \rho \)-variables is a consequence of the basic definitions. This can now be used to show that (101) defines \( \nu \) as an implicit function of \( T, p, x \). Then, differentiating (101) in \( p \) yields \( 1 = \sum_{i=1}^{N} \rho_i \partial_{p i} \tilde{\mu}_i(T, p, x_i) \), which is nothing else but the left-hand side of (96).

Under the conditions (95), we have for all \( T, \rho_1, \ldots, \rho_N > 0 \)

\[
\lim_{p \to +\infty} \sum_{i=1}^{N} \partial_{p i} g_i(T, p) \rho_i = 0 \quad \text{and} \quad \lim_{p \to 0^+} \sum_{i=1}^{N} \partial_{p i} g_i(T, p) \rho_i = +\infty.
\]

Owing to the strict concavity of \( g_i \), we must also have \( \partial_{p i}^2 g_i < 0 \). Hence, for all \( T, \rho_1, \ldots, \rho_N > 0 \), the equation \( \sum_{i=1}^{N} \partial_{p i} g_i \rho_i = 1 \) in (96) possesses exactly one root \( p = \hat{p}(T, \rho) \), which justifies (96), right-hand side.

In the appendix of [BDD], we prove that the corresponding form of the Helmholtz free energy \( g\psi \) is, up to a function of temperature, given by (97).

Using the definition (96) of \( \hat{p}(T, \rho) \), we compute

\[
\partial_T \hat{p}(T, \rho) = -\frac{\sum_{i=1}^{N} \partial_{p i}^2 g_i(T, p) \rho_i}{\sum_{i=1}^{N} \partial_{p i}^2 g_i(T, p) \rho_i}.
\]

(102)

We are now able to compute \( \partial_T f \). Then, the identities \( \varrho u = f - T \partial_T f \) and \( g s = -\partial_T f \) are used to derive the forms (98) and (99) of the internal energy and entropy densities. Using next the definition \( \dot{c}_v := \partial_T \varrho u \) of the heat capacity, we obtain its representation (100) as a straightforward exercise. Finally we want to obtain a lower bound on \( c_v \). With the mass fractions \( y_i := \rho_i/\varrho \), we now can express

\[
c_v = -\frac{T}{\sum_{i=1}^{N} \partial_{p i}^2 g_i(T, p) y_i} \det \left( \sum_{i=1}^{N} y_i D_{T,p}^2 g_i(T, p) \right).
\]

The strict positivity of \( c_v \) directly follows from the strict concavity of \( (T, p) \mapsto g_i(T, p) \) for each \( i \). Moreover, by the sub-additivity of the determinant on definite matrices

\[
c_v \geq \frac{-T}{\sum_{i=1}^{N} \partial_{p i}^2 g_i(T, p) y_i} \sum_{i=1}^{N} y_i \det(D_{T,p}^2 g_i(T, p)) = \frac{1}{\sum_{i=1}^{N} \partial_{p i}^2 g_i y_i} \sum_{i} y_i \partial_{p i}^2 g_i c_i.
\]

10 Recall that \( f \) is a function of \( (T, \rho) \), while \( h \) is a function of \( (\rho, \varrho u) \). We have

\[
D_{\rho \varrho u}^2 f = \frac{1}{T} \left( D_{\rho}^2 h - \frac{D_{\rho \rho}^2 h}{\partial_{\rho \rho}^2 h} \right).
\]
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from which it follows that $c_i \geq \min_i c_i'$.

In order to investigate further thermodynamic functions, we next introduce thresholds functions related to the definition (96) of the pressure variable.

**Lemma 3.2.** We adopt the assumptions of lemma 3.1, and we moreover assume that
\[
\lim_{p \to 0+} \partial_p g_i(T, p) = +\infty \text{ for all } i = 1, \ldots, N \text{ and all } T > 0.
\]
For $T, \varphi > 0$ and $i = 1, \ldots, N$, we define $p_i(T, \varphi)$ as the root of the equation $\partial_p g_i(T, p) = 1/\varphi$, and
\[
\begin{align*}
\min_{i=1, \ldots, N} p_i(T, \varphi) &:= p_i(T, \varphi), \\
\max_{i=1, \ldots, N} p_i(T, \varphi) &:= \max_{i=1, \ldots, N} p_i(T, \varphi).
\end{align*}
\]
Let $T, \rho_1, \ldots, \rho_N > 0$. If $\tilde{p}(T, \rho_1, \ldots, \rho_N)$ is defined via (96), then with $\varphi = \sum_{i=1}^N \rho_i$ we have $p_{\min}(T, \varphi) \leq \tilde{p} \leq p_{\max}(T, \varphi)$.

**Proof.** In view of the asymptotic behaviour of $\partial_p g_i$ for $p \to \{0, +\infty\}$, the functions $p_i, p_{\min}$ and $p_{\max}$ are well-defined. If $\tilde{p}(T, \rho_1, \ldots, \rho_N)$ satisfies (96), then the definition of $p_i$ implies that
\[
\min_{i} \partial_p g_i(T, \tilde{p}) \leq \sum_{i=1}^N \rho_i = \frac{1}{\varphi} = \partial_p g_i(T, p_i(T, \varphi)) \quad \text{for } i = 1, \ldots, N.
\]
Thus, with a certain index $i_1$ such that $\partial_p g_{i_1}(T, \tilde{p}) = \min_{i} \partial_p g_i(T, \tilde{p})$, we obtain that
\[
\partial_p g_{i_1}(T, \tilde{p}) \leq \tilde{p} g_{i_1}(T, \tilde{p}).
\]
Using that $\partial_p g_{i_1}$ is strictly decreasing in the second argument yields $\tilde{p} \geq p_{i_1}(T, \varphi) \geq p_{\min}(T, \varphi)$. Similarly, we show that $\tilde{p} \leq p_{\max}(T, \varphi)$.

In the next statement we show under which conditions for $g_1, \ldots, g_N$ we obtain a full thermodynamic model. With this notion, we mean that the entropy potential is a so-called function of Legendre-type on an open convex set $D \subset \mathbb{R}^N_+ \times \mathbb{R}$, and that the Legendre transform $h^*$ is well-defined in the largest possible domain allowed by the constraint of temperature positivity.

**Proposition 3.3.** We adopt the assumptions of lemmas 3.1 and 3.2, reinforcing the regularity of the data to $g_1, \ldots, g_N \in C^3([0, +\infty]^2)$. Moreover, we assume that there are $\epsilon_1^{\min}, \ldots, \epsilon_N^{\min} < \infty$ and all $i = 1, \ldots, N$ and arbitrary $\rho_1, \epsilon_1 > 0$
\[
\lim_{T \to 0^+} \partial_T g_i(T, \rho_1) = 0, \quad \lim_{T, \rho_1 \to 0^+, \rho \rho_{\max}(T, \rho_1)} (g_i(T, \rho) - T \partial_T g_i(T, \rho)) = \epsilon_i^{\min}.
\]

(103)

For $T_1 > 0$ arbitrary, assume that the heat capacities of the species, defined in (94), satisfy
\[
\inf_{i=1, \ldots, N, T \geq T_1, \rho > 0} c_i^{\rho}(T, \rho) > 0.
\]
We define an open, convex set $D := \{ (\rho, u) \in \mathbb{R}^N_+ \times \mathbb{R} : \rho u > \sum_{i=1}^N \epsilon_i^{\min} \}$. Then, with $\epsilon$ defined in (98), the root $T = T(\rho_1, \ldots, \rho_N, u)$ of the equation
\[
\epsilon(T, \rho_1, \ldots, \rho_N) = u
\]

(104)
is well-defined for all \((\rho, g u) \in \mathcal{D}\). For \((\rho, g u) \in \mathcal{D}\), we introduce \(h(\rho, g u) := \hat{h}(\tilde{T}(\rho, g u), \rho)\) with \(\hat{h}\) from (99). Then, \(h\) is strictly convex in \(\mathcal{D}\) and of class \(C^3(\mathcal{D})\). Suppose additionally that for all \(T > 0\)

\[
\lim_{p \to +\infty} g_i(T, \rho) = +\infty \quad \text{for } i = 1, \ldots, N, \quad \lim_{p \to +\infty} \min_{i = 1, \ldots, N} g_i(T, \rho) = -\infty.
\]

(105)

Then the image of \(\nabla h\) on \(\mathcal{D}\) is \(\mathbb{R}^N \times \mathbb{R}_- =: \mathcal{D}'\). Finally, suppose that for all \(T_2 > T_1 > 0\) and \(\varrho > 0\)

\[
\lim_{p \to +\infty} \min_{i = 1, \ldots, N} \sup_{\varrho \leq \varrho_1} \frac{g_i(T, p_{\max}(T, \varrho))}{T} = -\infty,
\]

\[
\lim_{p \to +\infty} \max_{i = 1, \ldots, N} \sup_{T_2 > T_1} \frac{\partial_{\rho_1} g_i(T, \rho)}{T} = 0,
\]

(106)

\[
\lim_{p \to +\infty} \min_{i = 1, \ldots, N} \sup_{T_2 > T_1} g_i(T, \rho) = -\infty.
\]

Then \(h\) is essentially smooth on \(\mathcal{D}\).

**Proof.** For fixed \(\rho_1, \ldots, \rho_N > 0\), and \(T \geq T_1\), we have

\[
\partial_{\rho_1} \epsilon(T, \rho) = \varrho \tilde{c}_i(T, \rho) \geq \varrho \inf_{p = 1, \ldots, N} \sup_{T \geq T_1, p > 0} c_i(T, \rho) > 0.
\]

Hence \(\lim_{T \to +\infty} \epsilon(T, \rho) = +\infty\). Due to (96), we have \(1/\varrho \leq \max_{i = 1, \ldots, N} \partial_{\rho_i} g_i(T, \tilde{p})\). We next fix \(\rho \in \mathbb{R}^N\), while letting \(T \to 0^+\), and want to show that \(\lim \sup_{T \to 0^+} \tilde{p}(T, \rho) = 0\). Suppose that it is not the case, that is \(\lim \sum_{T \to 0^+} \tilde{p}(T, \rho) =: p_1 > 0\). Then, (103) implies that

\[
\frac{1}{\varrho} \leq \lim \sup_{T \to 0^+} \max_{i = 1, \ldots, N} \partial_{\rho_1} g_i(T, \rho),
\]

(107)

a clear contradiction. It then also follows from (103) that

\[
\lim_{T \to 0^+} \epsilon(T, \rho) = \sum_{i = 1}^N \lim_{T \to 0^+} \sup_{p = 0, \rho = p_{\max}(T, \rho)} (g_i(T, \rho) - T \partial_{\rho_i} g_i(T, \rho)) \rho_i = \sum_{i = 1}^N \epsilon_i \min \rho_i.
\]

(108)

This shows that for all \(\rho, g u \in [1 \sum c_i \min \rho_i, +\infty \] , the equation (104) possesses a unique solution \(T = \tilde{T}(\rho, g u)\). The derivatives of \(T\) in particular satisfy \(\partial_{\rho_i} \tilde{T}(\rho, g u) = 1/(\varrho c_i)\).

For \((\rho, g u) \in \mathcal{D}\), we introduce \(h(\rho, g u) := \hat{h}(\tilde{T}(\rho, g u), \rho)\), where \(\hat{h}\) is the \((T, \rho)\) representation of the negative entropy (see (99)). For the derivatives, we obtain that

\[
\partial_{\rho} h = \frac{\mu(\tilde{T}, \rho)}{T} \left( \frac{g(T, \tilde{T}(\rho))}{T} \right) + \frac{1}{M} \ln \frac{\rho / M}{\sum_{j} (\rho / M)} \partial_{\rho} h = -\frac{1}{T},
\]

(109)

For the second derivatives, we obtain that

\[
\partial_{\rho_{1\rho}} h = \frac{1}{T} \partial_{\rho_{1\rho}} f(\tilde{T}, \rho) + \frac{\varrho c_i}{T^2} \partial_{\rho_{1\rho}} \tilde{T},
\]

\[
\partial_{\rho_{2\rho}} h = \frac{1}{T^2} \partial_{\rho_{2\rho}} \tilde{T}, \quad \partial_{\rho_{3\rho}} h = \frac{1}{\varrho c_i T^2}.
\]

(110)
Here \( f \) is the \((T, \rho)\) representation of the free energy (see (97)). Since \( \rho c_{v_i} > 0 \), the function \( h \) thus possesses a positive definite Hessian ill \( \rho \rightarrow f(T, \rho) \) possesses a positive definite Hessian for all \( T \). Now, the Hessian of the free energy at fixed temperature can again be computed from the representation of \( \rho \psi \), to the result

\[
\partial^2_{\rho \rho_i} f(T, \rho) = -\frac{1}{\sum_k \partial^2_{\rho \rho_k} g(T, \rho) \partial_{\rho_k} g(T, \rho)} \partial_{\rho_k} g(T, \rho) \partial_{\rho_i} f(T, \rho) + \frac{T}{M_i M_j} \left( M_i \delta_{ij} - \frac{1}{\sum_k (\rho_k / M_k)} \right).
\]

The latter matrix is positive definite on all states.

Next we want to show that for all \( w^* \in \mathbb{R}^N \times \mathbb{R}_+ \) given, the equations \( \nabla_w h(\rho, g \nu) = w^* \) possess a unique solution. We first introduce \( T = -1/w_N^* \). As a next step, we determine a solution \((\rho, x_1, \ldots, x_N)\), with the constraint \( \sum_{i=1}^N x_i = 1 \), for the equations

\[
w_{i}^* = \frac{\mu_i}{T} = \frac{g_i(T, \rho)}{T} + \frac{1}{M_i} \ln x_i \quad \text{for } i = 1, \ldots, N
\]

yielding

\[
x_i = \exp \left( M_i \left( w_{i}^* - \frac{g_i(T, \rho)}{T} \right) \right). \tag{111}
\]

For the sake of commodity, we shall from now also use the notation \( w^* = (\tilde{w}^*, w_N^* \bar{w}^*) \). To realise the constraint that the \( x_i \)'s sum up to one, we find the root \( \rho \) of the equation

\[
1 = \sum_{i=1}^N \exp \left( M_i \left( w_{i}^* - \frac{g_i(T, \rho)}{T} \right) \right). \tag{112}
\]

Owing to the conditions (105), this equation defines \( \rho \) implicitly as a function of the variables \( T \) and \((w_1^*, \ldots, w_N^*) = \tilde{w}^* \). We denote this function by \( \tilde{\rho}(T, \tilde{w}^*) \). We also define

\[
\hat{\rho}(T, \tilde{w}^*) := M_i \exp \left( M_i \left( w_{i}^* - \frac{g_i(T, \rho, g \nu)}{T} \right) \right) / \sum_{i=1}^N M_i \partial_{\rho} g(T, \tilde{\rho}(T, \tilde{w}^*)) \exp \left( M_i \left( w_{i}^* - \frac{g_i(T, \hat{\rho}(T, \tilde{w}^*))}{T} \right) \right) \tag{113}
\]

and we choose

\[
\rho = \hat{\rho} \left( -\frac{1}{w_{N+1}^*} \tilde{w}^* \right), \quad g \nu := \epsilon \left( -\frac{1}{w_{N+1}^*} \tilde{w}^* \right).
\]

We claim to have determined a solution \((\rho, g \nu)\) to \( \nabla_w h(\rho, g \nu) = w^* \), which can be verified easily: with \( x_i = \hat{x}_i(T, \tilde{w}^*) := \exp(M_i(w_{i}^* - g_i(T, \tilde{\rho}(T, \tilde{w}^*))) / T) \) as in (111), the identity (113) implies that \( \exp(\hat{\rho} M_i / \sum_k (\hat{\rho} / M_k)) = \hat{x}_i \), and the claim follows from applying the logarithm in (111) and comparing with (109).

This solution must be unique, since \( h \) is a strictly convex function on a convex domain.

Finally we want to show that \( h \) is an essentially smooth function on its domain \( \mathcal{D} \). This means showing that \( |\nabla_w h(\rho, g \nu)| \to +\infty \) whenever \((\rho, g \nu)\) approach a boundary point of \( \mathcal{D} \).
Consider arbitrary a sequence \( w^m = (\rho^m, u^m) \subset \mathcal{D} \) such that \( w^m \to w^0 = (\rho^0, u^0) \in \partial \mathcal{D} \). (In particular, this implies that \( \sup_n |w^m| < +\infty \)). The boundary of \( \mathcal{D} \) consists of the surfaces

\[
S^1 = \left\{ (\rho^m, u^m) : \rho \in \mathbb{R}^N_+, \, u = \sum_i \rho_i \right\},
\]

\[
S^2 = \left\{ (\rho^m, u^m) : \inf_i \rho_i = 0, \, u > \sum_i \rho_i \right\},
\]

where \( S^1 \) is empty if \( \inf_i \rho_i^{\min} = -\infty \). We define \( 1/T^m := -\partial_\rho h(\rho^m, u^m) \). If \( T^m \to 0 \), then obviously \( |\nabla_i h(\rho^m, u^m)| \geq 1/T^m \to +\infty \), and we are done already. Hence, we assume that \( \inf_{m\in\mathbb{N}} T^m > 0 \).

Since the sequence \( \rho^m \) converges, it is bounded. As shown in (108), we can have \( \rho^m - \sum_i \rho_i^{\min} \to 0 \) only if \( T^m \to 0^+ \) and we are done again. Hence, it remains to consider the case that \( w^m \) approaches a point on \( S^2 \). This means that \( \inf_i \rho_i^{\min} \to 0 \).

At first, assume that \( T^m \to +\infty \). Due to the definition of \( p_{\max} \) in lemma 3.2, the fact that \( \ln x_i < 0 \) implies that

\[
\frac{\mu_i^m}{T^m} \leq \frac{g_i(T^m, p^m)}{T^m} \leq \sup_{\rho \in \rho^m} \frac{g_i(T^m, p_{\max}(T^m, \rho))}{T^m} \to -\infty.
\]

Hence, the condition (106) implies for \( m \to +\infty \) that

\[
\inf_i \frac{\mu_i^m}{T^m} \leq \sup_i \frac{g_i(T^m, p_{\max}(T^m, \rho))}{T^m} \to -\infty.
\]

As \( \frac{\mu_i^m}{T^m} = \partial_\rho h(\rho^m, u^m) \), this again would show that \( |\nabla_i h(\rho^m, u^m)| \to +\infty \).

Thus, it remains only to consider the case where \( \inf_i \rho_i^{\min} \to 0 \) while the sequence \( T^m \) is uniformly bounded from below and above. Then, we invoke (96) to see that

\[
\max_{i=1, \ldots, N, \sup_n p^m \geq \sup T} \partial_\rho g_i(T, p^m) \geq \frac{1}{\rho^m} \geq \frac{1}{\sup \rho^m} > 0,
\]

(114)

and, with \( p^m := p(T^m, \rho^m) \), the assumption (106) implies that \( \sup_n p^m < +\infty \). Thus, \( g_i(T^m, p^m) \) is uniformly bounded above for \( i = 1, \ldots, N \). We then distinguish two cases. The first case is that the associated total mass densities \( \rho^m := \sum_i \rho_i^m \) are bounded away from zero. Since \( x_i^m \leq M_{\max} \rho_i^m / (\rho_{\min} M_{\min}) \), with the maximal/minimal molar masses, we must have \( \inf_{i=1, \ldots, N} x_i^m \to 0 \), and we see that

\[
\frac{1}{T^m} \inf_i \mu_i^m \leq \inf_i \ln x_i^m + \sup_i \frac{g_i(T^m, p^m)}{T^m} \leq \inf_i \ln x_i^m + C_0 \to -\infty.
\]

The second case is \( \rho^m \to 0 \). Then, it is possible that all \( x_i^m \) remain bounded from below. However, (114), first inequality, shows that necessarily \( p^m \to 0^+ \), and (106) yields

\[
\min_{i=1, \ldots, N, \sup_n p^m \geq \sup T} g_i(T, p^m) \to -\infty.
\]
We find again that $|\nabla \omega h(\rho^n, \varrho^{\nu n})| \to +\infty$, finishing the proof. □

The next step is to propose a concrete ansatz realising all conditions of proposition 3.3.

3.1.2. Particular constitutive model. We employ the equation (93), and we assume that the specific volume of each $A_i$ possesses sublinear growth/decay in temperature/pressure with certain powers. This reflects an equation of state of Tait-type. For the heat capacity $c_i^0(T)$, we assume some growth of monomial type in temperature. With this motivation\(^{11}\), we consider the particular choice

$$g_i(T, p) = \frac{p^0}{\beta_i \rho_i^R} \left( \frac{T}{T^0} \right)^{\alpha_i} \left( \frac{p}{p^0} \right)^{\beta_i} - \frac{c_i^0 T^0}{\gamma_i (\gamma_i + 1)} \left( \frac{T}{T^0} \right)^{\gamma_i + 1} + g_i^1 T^0 + g_i^0, \quad (115)$$

subject to the restrictions

$$0 \leq \alpha_i < 1, \quad 0 < \beta_i < 1, \quad \alpha_i + \beta_i \leq 1, \quad \gamma_i > 0, \quad c_i^0 > 0,$$

and certain constants $\rho_i^R > 0$ and $g_i^0, g_i^1$ that play no particular role for the analysis of the model.

The practically relevant case of $A_i$ being an ideal gas is not covered by (115), but occurs for the limiting case $\beta_i \to 0$ and $\alpha_i \to 1$. In this case we in fact choose

$$g_i(T, p) = \frac{p^0}{\rho_i^R} \frac{T}{T^0} \ln \frac{p}{p^0} - c_i^0 T \left( \ln \frac{T}{T^0} - 1 \right) + g_i^1 T^0 + g_i^0. \quad (117)$$

We here impose the restriction that

$$c_i^0 > \frac{p^0}{T^0 \rho_i^R}. \quad (118)$$

Lemma 3.4. The conditions (116) and (118) guarantee the thermodynamical consistency of the choices (115) and (117).

Proof. For (115), we get

$$\frac{1}{\hat{\rho}_i(T, p)} = \partial_p g_i(T, p) = \frac{p^0}{\rho_i^R p^2} \left( \frac{T}{T^0} \right)^{\alpha_i} \left( \frac{p}{p^0} \right)^{\beta_i},$$

and

$$\partial_p^2 g_i = \frac{\beta_i - 1}{\rho_i^R p^2} \left( \frac{T}{T^0} \right)^{\alpha_i} \left( \frac{p}{p^0} \right)^{\beta_i} < 0,$$

$$\partial_T^2 g_i = \frac{\alpha_i (\alpha_i - 1)}{\beta_i \rho_i^R T^2} \left( \frac{T}{T^0} \right)^{\alpha_i} \left( \frac{p}{p^0} \right)^{\beta_i} - \frac{c_i^0}{T} \left( \frac{T}{T^0} \right)^{\gamma_i} < 0.$$

\(^{11}\)The canonical way is obviously to look up such data in tables, and then trying to fit a function with the available parameters. However, it is not necessary to perform this step for a qualitative analysis like the present investigation.
Moreover
\[
\partial^2 g_i - \frac{(\partial^2 g_i)^2}{\partial p^2 g_i} = -\frac{\alpha_i p^0}{\beta_i (1 - \beta_i) p_i^R T^2} \left( \frac{T}{T^0} \right)^{\alpha_i} \left( \frac{p}{p^0} \right)^{\beta_i} \\
\times (1 - \alpha_i - \beta_i) - \frac{c^0}{T} \left( \frac{T}{T^0} \right)^{\gamma_i} < 0.
\]

(119)

For (117), we get
\[
\frac{1}{\rho_i (T, p)} = \frac{p^0}{\rho_i^R} p T T^0 \quad \text{and} \quad \partial^2 g_i = -\frac{p^0}{\rho_i^R} p T T^0 < 0, \quad \partial^2 g_i = -\frac{c^0}{T} < 0.
\]

Moreover
\[
\partial^2 g_i - \frac{(\partial^2 g_i)^2}{\partial p^2 g_i} = -\frac{1}{T} \left( c^0 - \frac{p^0}{\rho_i^R} p_i^R \right).
\]

(120)

Under the condition (118), we obtain that \( c_i^0 \) is a positive constant. \( \square \)

**Lemma 3.5.** Assume that for \( i = 1, \ldots, N \), the function \( g_i \) is given either by (115) or (117), where we adopt the assumptions (116) and (118). We additionally suppose that there exists at least one index such that \( g_i \) obeys (117). Then, with \( \epsilon_{\text{min}} = g^0 \) for \( i = 1, \ldots, N \), all assumptions of proposition 3.3 are satisfied.

**Proof.** We verify easily that \( g_i(T, p) \to +\infty \) for \( p \to +\infty \). Consider any index \( i \) such that \( g_i \) obeys (117) which, by assumption, is the case for at least one of them. Then, for \( 0 < p < p^0 \) and \( T \geq T_1 > 0 \) arbitrary we have
\[
g_i(T, p) \leq \frac{p^0}{p_i^R} T_1 T^0 \ln \frac{p}{p^0} + \sup_{T \geq T_1} \left\{ -c^0 T \left( \ln \frac{T}{T^0} - 1 \right) + g^1 \left( \frac{T}{T^0} \right) + g^0 \right\}.
\]

\[
\Rightarrow \inf_i \sup_{T \geq T_1} g_i(T, p) \leq c_0 \ln \frac{p}{p^0} + c_1.
\]

Hence, \( \lim_{p \to +\infty} \inf_i \sup_{T \geq T_1} g_i(T, p) = -\infty \). For (115), we have \( \partial_p g_i(T, p) = 1 / \rho_i \) iff
\[
\frac{p^0}{\rho_i^R} \left( \frac{T}{T^0} \right)^{\alpha_i} \left( \frac{p_i}{p^0} \right)^{\beta_i} = \frac{1}{\rho_i} \quad \Leftrightarrow \quad p_i = p^0 \left( \frac{\rho_i}{\rho_i^R} \right)^{\alpha_i} \left( \frac{T}{T^0} \right)^{\alpha_i}.
\]

For (117), similar arguments yield \( p_i = p^0 \frac{\rho_i}{\rho_i^R} T / (\rho_i^R T^0) \).

Recall that \( \alpha_i < 1 - \beta_i \). Hence, for \( p \leq \rho_i \), and \( T \) sufficiently large the largest \( p_i \) is always associated with the choice (117), and it is of the form \( c_1 T \) with a certain positive constant \( c_1 \).

Hence, for all \( g_i \) obeying (117) we have
\[
g_i(T, p_{\text{max}}(T, \rho)) \leq \frac{p^0 T}{\rho_i^R T^0} \ln (c_1 T / p^0) - c^0 T \ln \frac{T}{T^0} + g^1 T + g^0 \]
\[
\leq \left( -c^0 + \frac{p^0}{\rho_i^R T^0} \right) T \ln T + g^1 T + g^0.
\]
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Now it is readily seen that 
\[
\lim_{T \to +\infty} \min_{i \in \Omega} \sup_{\varrho} g(T, \rho_{\text{max}}(T, \varrho)) = -\infty.
\]

For \( g_i \) obeying (115) we have
\[
\lim_{T, p \to 0^+} g(T, p) = g^0, \quad \lim_{T, p \to 0^+} T \partial_T g(T, p) = 0.
\]

For \( g_i \) obeying (117), we can show as above that for \( \varrho_1 > 0 \) fixed and \( T \) sufficiently small, the function \( \rho_{\text{min}}(T, \varrho_1) \) is of the form \( c_2 T \) with a positive constant \( c_2 \). For \( p_1 \geq p \geq \rho_{\text{min}}(T, \varrho_1) \), and thus \( T \ln p_1 \geq T \ln p \geq (T \ln T - C_1) \), which, for (117), allows showing that
\[
\lim_{T, p \to 0^+, p \geq \rho_{\text{min}}(T, \varrho_1)} g(T, p) = g^0, \quad \lim_{T, p \to 0^+, p \geq \rho_{\text{min}}(T, \varrho_1)} T \partial_T g(T, p) = 0.
\]

The other assumptions of proposition 3.3 are verified similarly. □

**Remark 3.6.** The assumption that there is one index such that \( g_i \) is given by (117) is rather artificial and in fact not needed. More natural and sufficient is the condition that at least one of the \( g_i \) is singular in \( p \) in a neighbourhood of the origin \( (T = 0, p = 0) \). For instance, let \( g_i \) obey
\[
g_i(T, p) = \frac{\rho_i^0}{\rho_i^1} \left( \frac{T}{T_0} \right)^{\alpha_i} \left( \ln \frac{p}{p^0} + \frac{1}{\beta_i} \left( \frac{p}{p^0} \right)^{\beta_i} \right) - \frac{c_i^0 T^0}{\gamma_i (\gamma_i + 1)} \left( \frac{T}{T_0} \right)^{\gamma_i + 1} + g_i^{0, i} \frac{T}{T_0} + g_i^0,
\]
for at least one constituent. However, working with the explicit formulae (115) and (117) is simpler if we want to compute exponents. Remark that it is also possible to combine non-ideal behaviour of the equation of state with ideal heat capacity, for instance by choosing, instead of (115),
\[
g_i(T, p) = \frac{\rho_i^0}{\beta_i \rho_i^1} \left( \frac{T}{T_0} \right)^{\alpha_i} \left( \frac{p}{p^0} \right)^{\beta_i} + c_i^0 T \left( \ln \frac{T}{T_0} - 1 \right) + g_i^{0, i} \frac{T}{T_0} + g_i^0.
\]

These are just particular examples, and discussion of the simplest case is sufficient for our purpose.

### 3.2. The maximum principle for a special ideal mixture

In this section we prove the partial maximum principle for the free energy model relying on (92) and (115), (117). This result, to be exposed in theorem 3.13 here below, relies on estimates for the growth of the coefficient functions \( \kappa, d_0, a_0, a \), etc, which occur in the statement of the general maximum principle in proposition 2.12, for large temperatures. Our task is therefore to translate all technical conditions of proposition 2.12 into growth conditions for the thermodynamic data: the viscosity coefficients, the thermodynamic diffusivities, and the data of the constitutive model (115) and (117).

At first we show that the heat capacity term dominates in the expression for the Gibbs energies at large \( T \) (subsection 3.2.1). Then, we establish under certain conditions that the density of the species having the largest heat capacity dominates at large \( T \) (subsection 3.2.2). This allows to show that the data associated with this species determine the behaviour of the...
system in the large temperature regime. In order to next determine the asymptotic behaviour of functions like $a_o, a, d_0$ etc, we must obtain some representation for the Hessian of the entropy allowing us to relate these functions to the data. This is the object of subsection 3.2.3, while the estimates themselves are exposed in subsection 3.2.4.

3.2.1. Growth properties of some basic thermodynamic quantities. For a general ideal model, the pressure function $p = \tilde{p}(T, \rho)$ is defined as the root of the equation (96). If $g_i$ obeys (115) or (117), we have

$$\partial \rho g_i(T, p) = \frac{1}{\rho_i^2} \left( \frac{\rho_i}{p} \right)^{1-\beta_i} \left( \frac{T}{T^0} \right)^{\alpha_i}.$$ 

Hence, computing the functions $p_{\text{min}}$ and $p_{\text{max}}$ (see lemma 3.2) is a straightforward exercise. For at least two indices $i_0, i_1$ (the choice of which is presently depending on the state variables!), we obtain that

$$p^0 \left( \frac{T}{T^0} \right)^{\frac{\alpha_{i_0}}{\beta_{i_0}}} \left( \frac{\rho_{i_0}}{\rho^0} \right) \leq p \leq p^0 \left( \frac{T}{T^0} \right)^{\frac{\alpha_{i_1}}{\beta_{i_1}}} \left( \frac{\rho_{i_1}}{\rho^0} \right).$$  

(121)

Now for $i = 1, \ldots, N$, the latter implies that

$$\left( \frac{T}{T^0} \right)^{\alpha_i} \left( \frac{p}{p^0} \right)^{\beta_i} \leq c_i \frac{\rho_i}{\rho^0} T^{\alpha_i + \beta_i} \frac{\rho_{i_0}}{\rho_{i_1}},$$

(122)

where

$$\alpha_i + \beta_i \frac{\alpha_{i_0}}{1-\beta_{i_0}} = \alpha_i + \beta_i \frac{1-\alpha_{i_0} - \beta_{i_0}}{1-\beta_{i_0}} \leq 1.$$ 

Recalling the ansatz (115) for $g_i$, the latter implies that, for fixed $\rho$, the functions $g_i$ having $\gamma_i > 0$ are all negative if $T$ is sufficiently large. In fact, the heat capacity term dominates, and we have

$$g_i = -\frac{T^0}{(\gamma_i + 1) \gamma_i} \left( \frac{T}{T^0} \right)^{1+\gamma_i} \left( e^{\rho_i} - \rho_i \right)$$

(123)

where

$$\frac{T^0}{(\gamma_i + 1) \gamma_i} \alpha_i := \frac{\rho_i^0}{\beta_i \rho_i^0} \left( \frac{\rho_{i_0}}{\rho^0} \right) \left( \frac{T}{T^0} \right)^{\alpha_{i_0}-\gamma_i-1} \left( \frac{p_i}{p^0} \right)^{\beta_i} \left( g^{i_0} T + g^0 \right) \left( \frac{T}{T^0} \right)^{-\gamma_i-1}.$$ 

With the help of (122), and recalling that $1/T = -q_N$, we now have

$$T^0 |\alpha_i| \leq c_i \left( \frac{\rho_i^0}{g^{i_0}} T^{\alpha_{i_0}+\beta_i} \frac{\rho_{i_0}}{\rho^0} + |g^{i_0} T| + |g^0| T^{-1} \right)$$

$$\leq c_i \left( \frac{\rho_i^0}{g^{i_0}} (-q_N)^{1-\alpha_i-\beta} \frac{\rho_{i_0}}{\rho^0} + 1 - q_N \right) = c_i (\rho_i - q_N).$$

We see that $\alpha_i$ is bounded for bounded entropic variables. Moreover

$$|\alpha_i| \leq c_i (\rho_i - q_N) (-q_N)^\gamma \to 0 \quad \text{for } q_N \to 0.$$  

(124)
To obtain a similar result in the case of (117), we apply the logarithm to (121), obtaining for certain indices $i_0, i_1$ that

\[
\frac{\alpha_{i_0}}{1 - \beta_{i_1}} \ln \frac{T}{T_0} + \frac{\ln q - \ln \rho^R_{i_0}}{1 - \beta_{i_1}} \leq \frac{\ln p}{p^0} \leq \frac{\alpha_{i_1}}{1 - \beta_{i_0}} \ln \frac{T}{T_0} + \frac{\ln q - \ln \rho^R_{i_1}}{1 - \beta_{i_0}}. \tag{125}
\]

We see that

\[
g_i = -T \ln \left( \frac{T}{T_0} \right) \left( c^{i_0} - \frac{\rho^i}{\rho^R} \frac{T}{T_0} - o_i \right), \tag{126}
\]

where

\[
o_i := -\frac{\rho^i}{\rho^R} \frac{T}{T_0} \left( 1 - \frac{\ln \rho^i}{\ln \rho^R} \right) + \frac{1}{\ln \rho^R} \left( c^{i_0} - \frac{\rho^{i_1}}{\rho^{R_1}} + \frac{\rho^{i_0}}{\rho^{R_0}} \right).
\]

By means of (125), we can verify that $o_i$ is bounded for bounded entropic variables. Moreover, the second inequality in (125) shows that

\[
1 - \frac{\ln \rho^i}{\ln \rho^R} \geq \frac{1}{(1 - \beta_{i_0}) \ln \frac{T}{T_0}} \min \rho^R_i
\]

which implies that

\[
\ln T o_i \leq c_i \ln T \frac{1 + |\ln \rho^i|}{\ln T - \ln T_0} = c_i \ln \frac{1}{|q_N|} \ln \frac{1 + |\ln \rho^i|}{\ln \frac{1}{q_N} - \ln T_0}.
\]

In the case that all $g_i$’s obey (117), the numbers $\alpha_i/(1 - \beta_i)$ are all equal to one, and (125) implies that

\[
\ln T |o_i| \leq c_i \ln T \frac{1 + |\ln \rho^i|}{\ln T - \ln T_0} = c_i \ln \frac{1}{|q_N|} \ln \frac{1 + |\ln \rho^i|}{\ln \frac{1}{q_N} - \ln T_0},
\]

showing that $\ln T |o_i|$ is bounded for bounded entropic variables, and moreover that

\[
|o_i| \leq c_i (q, -q_N) \frac{1}{\ln \frac{1}{q_N}} \to 0 \quad \text{for } q_N \to 0. \tag{127}
\]

3.2.2. Dominant species for large temperature. We showed in remark 2.5 that all thermodynamic quantities can be introduced as functions of the variables $q$ and $q_1, \ldots, q_N$. If we fix $q$ and $\bar{q} = (q_1, \ldots, q_{N-1})$, a thermodynamic quantity is a function of $q_N = -1/T$ only, hence a function of $T = -1/q_N$ only. To hint at this situation we shall, in this paragraph, use the tilde superscripts again, for instance

\[
\tilde{\rho}(T) = \tilde{\rho}(T; q, \bar{q}) = \mathcal{R}(q, \bar{q}, -1/T).
\]
Now we want to investigate the behaviour for $T \to +\infty$ for several functions. This is a key idea to obtain a maximum principle for the temperature using the general energy equation like in the preceding section. For two functions $\tilde{f}_1(T)$, $\tilde{f}_2(T)$, we use the notations
\[
\tilde{f}_1(T) \preceq \tilde{f}_2(T), \quad (\tilde{f}_1(T) \preceq \tilde{f}_2(T))
\]
if there are continuous functions $\phi$ and $\psi$ on $\mathbb{R}_+ \times \mathbb{R}^N$ with $\phi$ nonnegative and $\psi$ positive, such that
\[
\tilde{f}_1(T) \leq \phi(\varrho, q) \tilde{f}_2(T), \quad (\tilde{f}_1(T) \geq \psi(\varrho, q) \tilde{f}_2(T)).
\]
Moreover $\tilde{f}_1(T) \simeq \tilde{f}_2(T)$ means that both $\tilde{f}_1(T) \preceq \tilde{f}_2(T)$ and $\tilde{f}_1(T) \preceq \tilde{f}_2(T)$ are valid.

To start with, the identities (92) allow to express, with $x_1, \ldots, x_N$ denoting the mole fractions,
\[
\frac{1}{M_i} \ln x_i = \frac{\mu_i}{T} - \frac{g_i(T, p)}{T} \quad \text{for } i = 1, \ldots, N
\]
and, using the entropic variables with the transformation (33) (recall that $\xi_i^N = 0$ for all $1 \leq i \leq N$)
\[
\frac{1}{M_i} \ln x_i = \sum_{k=1}^{N-1} q_{ik} \xi_k^i + \mathcal{M}(\varrho, q) - \frac{g_i(T, p)}{T}.
\] (128)

Since $x_i \leq 1$ by definition, we obtain that
\[
\frac{g_i(T, p)}{T} \geq \mathcal{M}(\varrho, q) - |Q| |\bar{q}| \quad \text{for all } i = 1, \ldots, N
\]
\[\Rightarrow \quad \mathcal{M}(\varrho, q) \leq \frac{1}{T} \inf_{i} \frac{g_i(T, p)}{T} + |Q| |\bar{q}|.
\]
The property $\sum x_i = 1$ also implies that there is at least one $i_2$ such that $x_{i_2} \geq 1/N$. Thus, (128) also implies that
\[
\mathcal{M}(\varrho, q) \geq \frac{g_{i_2}(T, p)}{T} - \frac{1}{M_{i_2}} \ln N - |Q| |\bar{q}|
\]
\[\geq \frac{1}{T} \inf_{i} g_i(T, p) - C (1 + |\bar{q}|).
\]
We hence see that the factor $\mathcal{M}(\varrho, q)$ satisfies
\[
\left| \mathcal{M}(\varrho, q) - \frac{1}{T} \inf_{i} g_i(T, p) \right| \leq C (1 + |\bar{q}|).
\] (129)

Due to (123), (124), (126) and (127), the heat capacity terms in the formula for the $g_i$’s always dominate at large temperature. We now exploit this fact to determine the behaviour of $\inf_{i=1,\ldots,N} g_i(T, p)$ for $T$ large.

For the sake of meaningfully reducing the complexity of this issue, we will restrict to the case where, at large temperatures, there is a single dominant species with respect to the heat capacity. This concept is explained in the next definition. It relies on the representations (119) and (120) of the heat capacities of the species.
Definition 3.7. Assume that for \( i = 1, \ldots, N \), the function \( g_i \) obeys either (115) or (117). We set \( \gamma_i := 0 \) in the case of (117), and we define

\[
\gamma_{\text{max}} := \max_{i=1, \ldots, N} \gamma_i.
\]

We let \( k_1, \ldots, k_m \) be an enumeration of the indices for which \( \gamma_{k_j} = \gamma_{\text{max}} \) (where \( 1 \leq m \leq N \) is the number of species having the maximal \( \gamma \)). If there is a strict ordering:

\[
\left\{ \begin{array}{l}
\epsilon_{k_1}^0 < \epsilon_{k_2}^0 < \ldots < \epsilon_{k_m}^0, \\
\epsilon_{k_1}^0 - \frac{p^0}{\rho_{k_1}^0 T^0} < \epsilon_{k_2}^0 - \frac{p^0}{\rho_{k_2}^0 T^0} < \ldots < \epsilon_{k_m}^0 - \frac{p^0}{\rho_{k_m}^0 T^0},
\end{array} \right.
\]

for \( \gamma_{\text{max}} > 0 \),

\[
\left\{ \begin{array}{l}
\epsilon_{k_1}^0 < \epsilon_{k_2}^0 < \ldots < \epsilon_{k_m}^0, \\
\epsilon_{k_1}^0 - \frac{p^0}{\rho_{k_1}^0 T^0} < \epsilon_{k_2}^0 - \frac{p^0}{\rho_{k_2}^0 T^0} < \ldots < \epsilon_{k_m}^0 - \frac{p^0}{\rho_{k_m}^0 T^0},
\end{array} \right.
\]

for \( \gamma_{\text{max}} = 0 \),

then, we define \( I := k_m \), and we call the species \( A_I \) dominant with respect to the heat capacity.

Lemma 3.8. We assume that \( g_1, \ldots, g_N \) obey the representation (115) or (117), with exponents \( \alpha_i, \beta_i \) and \( \gamma_i \) subject to (116) and, in the case (117), subject also to (118). We define \( \gamma_{\text{max}} := \max_{i=1, \ldots, N} \gamma_i \), and we assume that there is a single index \( I \) such that the species \( A_I \) dominates at large temperatures in the sense of definition 3.7. Then,

- For all \( j \neq I \), there is a positive, continuous function \( b_\delta(\varrho, \bar{q}) \) such that

\[
\bar{\rho}_I(T) \approx \begin{cases} e^{-b_\delta T^{\gamma_{\text{max}}}} & \text{if } \gamma_{\text{max}} > 0, \\ T^{-b_\delta} & \text{if } \gamma_{\text{max}} = 0. \end{cases}
\]

- \( \lim_{T \to +\infty} \bar{\rho}_I(T) = \varrho \delta_{II} \), with the Kronecker symbol \( \delta \).

Proof. For two arbitrary indices \( i \neq j \), we want to investigate the asymptotic behaviour of the differences \( \bar{g}(T) - \bar{g}_j(T) \) for \( T \to +\infty \), while \( (\varrho, \bar{q}) \) remains fixed.

First we choose \( i \neq j \) such that \( \gamma_i > \gamma_j > 0 \). Then, the formula (123) implies that

\[
\frac{\bar{g}_j(T)}{\bar{g}(T)} = \left( \frac{\gamma_i + 1}{\gamma_j + 1} \right) \frac{T}{T_0^{\gamma_j - \gamma_i}} \left( \frac{T}{T_0} \right)^{\gamma_j} e^{\varrho_0 - \varrho_j} e^{\varrho_0 - \varrho_i}.
\]

In view of the property (124), we can choose a number \( T_1 = T_1(\varrho, i, j) > T_0 \) such that

\[
|\varrho_k| \leq \frac{1}{2} e^{\varrho_0} \text{ for } k = i, j \quad \text{and} \quad 3 \frac{e^{\varrho_0}}{e^{\varrho_0}} \frac{(\gamma_i + 1) \gamma_i}{(\gamma_j + 1) \gamma_j} \left( \frac{T}{T_0} \right)^{\gamma_j - \gamma_i} \leq \frac{1}{2} \quad \text{for all } T \geq T_1.
\]

Then \( \bar{g}_j(T)/\bar{g}(T) \leq 1/2 \) and, invoking (123),

\[
\bar{g}(T) - \bar{g}_j(T) \leq \frac{1}{2} \bar{g}(T) \leq -\frac{\varrho_{II}}{4} \frac{T^0}{(\gamma_i + 1) \gamma_i} \left( \frac{T}{T_0} \right)^{1+\gamma_i}.
\]

Second, we consider the case that \( \gamma_i = \gamma_j > 0 \). Then, by means of (130)

\[
\frac{\bar{g}_j(T)}{\bar{g}(T)} = \frac{e^{\varrho_0} - \varrho_j}{e^{\varrho_0} - \varrho_i}. 
\]
Now, suppose that $c^0 < c^0$. Then, by means of (124), we can find a $T_2(\varrho, i, j) > T^0$ such that, for all $T \geq T_2$, we have $c^0 - o_i > 0$ for $k = i, j$ and

$$c^0 - o_i > (1 + \delta) (c^0 - o_j), \quad 2\delta := \frac{c^0}{c^0} - 1.$$  

Then, for all $T \geq T_2$, it follows that

$$\bar{g}(T) - \tilde{g}(T) \leq \frac{\delta}{1 + \delta} \bar{g}(T) \leq -\frac{c^0 - c^0}{c^0 + c^0} \frac{T^0}{(\gamma_i + 1) \gamma_i} \left( \frac{T}{T^0} \right)^{1 + \gamma_i}. \quad (132)$$

The third case is that $i \neq j$ are such that $\gamma_i > 0$ and $\gamma_j = 0$. Then we invoke (123) and (126) to see that

$$\bar{g}(T) = [T^0]^{\gamma_i} (\gamma_i + 1) \gamma_i \ln \frac{T}{T^0} \frac{c^0 - p^0/(\rho_i^R T^0) - o_i}{c^0 - o_i}.$$  

In the same way as for (131), the function $o_i$ can be made arbitrarily small, while we have shown that $o_j$ is bounded. Hence, the difference $\bar{g}_i - \tilde{g}_i$ is asymptotically equivalent to $-T^{\gamma_i+1}$ for sufficiently large $T$.

The fourth and last case is $\gamma_i = \gamma_j = 0$. Here we restrict to the case of a mixture of ideal gases, where we can rely on (127). Then

$$\frac{\bar{g}(T)}{\tilde{g}(T)} = \frac{c^0 - p^0/(\rho_i^R T^0) - o_i}{c^0 - p^0/(\rho_i^R T^0) - o_i}.$$  

If $c^0 - p^0/(\rho_i^R T^0) > c^0 - p^0/(\rho_j^R T^0)$, we can argue as for (132), and find with the help of (126) that

$$\bar{g}(T) - \tilde{g}(T) \leq -\frac{c^0 - p^0/(\rho_i^R T^0) - c^0 + p^0/(\rho_j^R T^0)}{c^0 - p^0/(\rho_i^R T^0) + c^0 - p^0/(\rho_j^R T^0)} \left( c^0 - p^0/(\rho_i^R T^0) \right) T \ln \frac{T}{T^0}. \quad (133)$$

Due to these considerations, we see that for fixed entropic variables $\varrho$ and $\bar{q} = (q_1, \ldots, q_{N-1})$

$$\lim_{T \to \infty} (\bar{g}(T) - \tilde{g}(T)) = -\infty \quad \text{for} \quad \begin{cases} \gamma_i > \gamma_j, \\ \gamma_i = \gamma_j > 0 \quad \text{if} \quad c^0 > c^0, \\ \max_{i=1, \ldots, N} \gamma_i = 0 \quad \text{if} \quad c^0 = \frac{p^0}{\rho_i^R T^0} > c^0 - \frac{p^0}{\rho_j^R T^0}. \end{cases}$$

For fixed density $\varrho$, and for sufficiently large temperature $T$, we thus have $\inf_{i=1, \ldots, N} \tilde{g}_i(T) = \bar{g}_i(T)$ and the index $I$ is uniquely determined as follows:

For $\max \{ \gamma_1, \ldots, \gamma_N \} > 0 : \gamma_I = \max \{ \gamma_1, \ldots, \gamma_N \}$ and $c^0 > c^0$ for all $\gamma_k = \gamma_{\max}$,

For $\max \{ \gamma_1, \ldots, \gamma_N \} = 0 : c^0 = \frac{p^0}{\rho_{\max}^R T^0}$. 

$3861$
Then, in view of (129), we see that, for \(\gamma_{\text{max}} > 0\),
\[
\mathcal{M}(\varrho, q) + \left(\frac{\rho^0}{\rho^1 T^0}\right)^{\gamma_{\text{max}}} \leq C (1 + |q| + c(\varrho,1/T)),
\]
where \(c\) occurs in (124) and is uniformly bounded. If \(\gamma_{\text{max}} = 0\), then with the \(c(\varrho,1/T)\) of (127), we have instead
\[
\mathcal{M}(\varrho, q) + \ln \frac{T}{T_0} \left(\frac{\rho^0}{\rho^1 T^0}\right)^{\gamma_{\text{max}}} \leq C (1 + |q| + c(\varrho,1/T)).
\]
With this result at hand, we now determine the behaviour of the densities at large \(T\). We here recall (128). If \(i = I\), then (129) shows that
\[
(x_i(T))^\beta T = e^{\beta_i T} \exp\left(\mathcal{M} - \tilde{g}_I(T)\right)
\]
implying that
\[
e^{\beta_i T} e^{-C(1 + |\tilde{q}| + c(\varrho,1/T))} \leq (x_i(T))^\beta T \leq e^{\beta_i T} e^{C(1 + |\tilde{q}| + c(\varrho,1/T))}.
\]
In short, the fraction \(x_I\) is bounded and positive independently of the temperature. For \(j \neq I\), we have
\[
\frac{1}{M_j} \ln x_j(T) = \frac{1}{M_I} \ln \tilde{x}_I(T) + \frac{\tilde{g}_I(T) - \tilde{g}_j(T)}{T} + \tilde{q} \cdot (\xi_j - \xi_I)
\]
and therefore
\[
(x_j(T))^\beta T = (x_I(T))^\beta T e^{\beta_j (\tilde{g}_I(T) - \tilde{g}_j(T))} \exp\left(\frac{\tilde{g}_I(T) - \tilde{g}_j(T)}{T}\right).
\]
Now, as shown in (131) and (132), for \(\gamma_{\text{max}} > 0\), we find \(T_1 > T_0\) such that \(\tilde{g}_I(T) - \tilde{g}_j(T) = -c_{ij} T_{1+\gamma_{\text{max}}}\), with \(c_{ij}\) positive and bounded, for all \(T \geq T_1\). Hence \(\exp(\tilde{g}_I(T) - \tilde{g}_j(T)) = e^{-c_{ij} T_{1+\gamma_{\text{max}}}^*}\). If \(\gamma_{\text{max}} = 0\), then for all \(T \geq T_2\), (133) yields \(\tilde{g}_I(T) - \tilde{g}_j(T) = -c_{ij} T \ln T\). Therefore \(\exp(\tilde{g}_I(T) - \tilde{g}_j(T)) = T^{-c_{ij}}\).

Overall, for all \(j \neq I\) (134) shows that
\[
\tilde{x}_j(T) \approx \begin{cases} 
 e^{-b_j T^{\gamma_{\text{max}}}} & \text{for } \gamma_{\text{max}} > 0, \\
 T^{-b_j} & \text{for } \gamma_{\text{max}} = 0,
\end{cases}
\]
with positive, continuous functions \(b_j\) of the entropic variables. \(\square\)

**Lemma 3.9.** With the index \(I\) of lemma 3.8, the following properties are valid

For all \(i \neq I\):
\[
\tilde{\rho}_I(T) \tilde{\partial}_I g_I(T), \quad \tilde{\rho}_i(T) \tilde{\partial}^* g_i(T) \to 0 \quad \text{for } T \to \infty \quad \text{and} \quad \tilde{\rho}_I(T) \sim T^{\alpha_I}.\]

**Proof.** In the case that \(\gamma_{\text{max}} > 0\), \(i \neq I\) implies that \(\tilde{\rho}_I(T) \approx e^{-b_I T^{\gamma_{\text{max}}}}\). On the other hand, since \(\tilde{\partial}_I g_I = c_i T^\alpha p^\gamma T\), (121) implies that \(\tilde{\partial}^* g_i(T) \leq c_i T^\alpha p^\gamma T\). Thus,
\[
\lim_{T \to \infty} \tilde{\rho}_I(T) \tilde{\partial}_I g_I(T) \leq c_i \lim_{T \to \infty} e^{-b_I T^{\gamma_{\text{max}}}} T^\alpha p^\gamma T = 0.
\]
If $\gamma_{\text{max}} = 0$ and all species behave like ideal gases, then $\partial_{p}g_{i} = c_{i}T/p$, and (121) implies that $\partial_{p}g_{i} \leq \tilde{c}_{i}$, which yields
\[
\lim_{T \to \infty} \tilde{\rho}(T) \partial_{p}g_{i}(T) \leq \tilde{c}_{i} \lim_{T \to \infty} T^{-b_{i}} \leq 0.
\]

We can prove the same for $\tilde{\rho}(T) T \partial_{T}^{2}g_{i}(T)$. If $i \neq I$ and $\gamma_{\text{max}} > 0$, then $T \partial_{T}^{2}g_{i}(T)$ possesses at most polynomial growth. If $\gamma_{\text{max}} = 0$, then $T \partial_{T}^{2}g_{i}(T)$ is bounded.

To investigate the growth exponent of $\tilde{\rho}(T)$, we use the preceding result, showing that
\[
\rho_{I} \partial_{p}g_{i} = 1 = \sum_{j \neq I} \rho_{j} \partial_{p}g_{j} = 1 - \delta(T; \varrho, \eta),
\]
where $\delta \to 0$ as $T \to +\infty$. Thus, we can find $T_{1} = T_{1}(\varrho, \eta)$ such that $\delta \leq 1/2$ for all $T \geq T_{1}$, and the identity
\[
\tilde{\rho}(T) = \rho_{0} \left( \frac{\rho_{I}}{(1 - \delta) \rho_{R}} \right)^{1/\gamma_{I}} \left( \frac{T}{T_{0}} \right)^{2/\gamma_{I}}
\]
establishes the asymptotic behaviour of $\tilde{\rho}(T)$.

Next we investigate other basic thermodynamic functions. For notational relief, we introduce the enthalpies
\[
H_{i}(T, p) := g_{i}(T, p) - T \partial_{T}g_{i}(T, p),
\]
\[
gH := \sum_{i=1}^{N} \rho_{i} (g_{i}(T, p) - T \partial_{T}g_{i}(T, p)).
\]

**Proposition 3.10.** The assumptions of lemma 3.8 also imply that
\[
\tilde{c}_{\varrho}(T) \sim T^{\gamma_{\text{max}}}, \quad \tilde{\varrho}(T), \tilde{g}(T) \sim T^{1 + \gamma_{\text{max}}}.
\]

**Proof.** We recall the representation (100) of the function $c_{\varrho}$. We have shown in lemma 3.9 that $T \partial_{T}^{2}g_{i}(T) \tilde{\rho}_{i}(T) \to 0$ as $T \to \infty$ for all $i \neq I$. Moreover
\[
\left( \frac{\alpha_{I}}{\rho_{I}} \right)^{2} \left( \frac{\beta_{I}}{\rho_{I}} \right) \left( \frac{\delta_{I}}{\rho_{I}} \right) \left( \frac{\gamma_{I}}{\rho_{I}} \right) = \left( \frac{\beta_{I}}{\rho_{I}} \right) \left( \frac{\gamma_{I}}{\rho_{I}} \right) \left( \frac{\delta_{I}}{\rho_{I}} \right) \left( \frac{\alpha_{I}}{\rho_{I}} \right)
\]
\[
\times \left( \frac{1 + \sum_{j \neq I} (\partial_{p}g_{j}/\partial_{p}g_{i})^{2}}{1 + \sum_{j \neq I} (\rho_{j}/\rho_{I}) (\partial_{p}^{2}g_{j}/\partial_{p}g_{i})^{2}} \right) - 1 \right),
\]
(135)

Since $\partial_{T}g_{i} = \frac{\partial_{T} \rho_{i}}{\rho_{i}} \partial_{p}g_{i}$, and since $\partial_{p}^{2}g_{i} = -\frac{1 - \beta_{i}}{\rho_{i}} \partial_{p}g_{i}$, it follows that
\[
-\rho_{I} \left( \frac{\partial_{T}^{2}g_{i}}{\partial_{p}g_{i}} \right) = \alpha_{I}^{2} (1 - \beta_{I}) \frac{p}{T^{2}} \rho_{I} \partial_{p}g_{i} \leq \alpha_{I}^{2} (1 - \beta_{I}) \frac{p}{T^{2}}.
\]
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where we use that $\rho_j \partial_j g_1 \leq 1$. Since (121) shows that $\tilde{p}(T)/T$ is bounded it follows that
\[
T \frac{\partial^2 \tilde{p}(T)}{\partial^2 g_1(T)} \leq c \frac{\tilde{p}(T)}{T} \leq c.
\]

Moreover, invoking lemma 3.9 again,
\[
\frac{\tilde{p}(T)}{\tilde{\rho}(T)} \frac{\partial^2 \tilde{p}(T)}{\partial^2 g_1(T)} = c, \quad \frac{\tilde{p}(T)}{\tilde{\rho}(T)} \frac{\partial^2 \tilde{p}(T)}{\partial^2 g_1(T)} \rightarrow 0, \quad \frac{\tilde{p}(T)}{\tilde{\rho}(T)} \frac{\partial^2 \tilde{p}(T)}{\partial^2 g_1(T)} \rightarrow 0.
\]

Thus, (100) and (135) imply that
\[
\frac{\tilde{p}(T)}{\tilde{\rho}(T)} \frac{\partial^2 \tilde{p}(T)}{\partial^2 g_1(T)} \approx \frac{\tilde{p}(T)}{\tilde{\rho}(T)} \frac{\partial^2 \tilde{p}(T)}{\partial^2 g_1(T)} \approx \frac{\tilde{p}(T)}{\tilde{\rho}(T)} \frac{\partial^2 \tilde{p}(T)}{\partial^2 g_1(T)} \approx \tilde{p}(T)\tilde{c}_i(T).
\]

Since we know that the heat capacity of the species $I$ is asymptotic equivalent with $T^{-\max}$, the claim for $c_i$ follows.

Next we look at the internal energy density and the enthalpy density. If we insert the particular choices (115), we first obtain that
\[
H_j = g_j(T, p) + T \partial_j g_j(T, p) = \frac{\theta^\alpha}{\beta_j \rho_j^\delta} \left( \frac{T}{T^0} \right)^{\alpha_j} \left( \frac{p}{p^0} \right)^{\beta_j} + \frac{e_0 T^0}{\gamma_j + 1} \left( \frac{T}{T^0} \right)^{\gamma_j + 1} + e^\delta.
\]

If $\gamma_{\max} > 0$, and $j \neq I$, the mass density $\tilde{\rho}(T)$ decays exponentially, and we therefore easily show that $\tilde{\rho}(T) H_j(T) \rightarrow 0$ for $T \rightarrow \infty$. Hence $\tilde{\rho} H(T) \approx T^{1+\gamma_{\max}}$.

If $\gamma_{\max} > 0$, we have $\tilde{p}(T)/T^{1+\gamma_{\max}} \rightarrow 0$. Thus, since $\tilde{\rho} = \tilde{\rho} H - p$, it also follows that $\tilde{\rho}(T) \approx \tilde{\rho} H(T) \approx T^{1+\gamma_{\max}}$.

For (117), we have $H_j(T, p) = g_j(T, p) + T \partial_j g_j(T, p) = e^\delta T + e^\delta$. This implies that $\tilde{\rho} \tilde{H}(T) \approx T$. In this case, we have also $p = \theta^0 T / T^0 \sum_i (\rho_i / \rho_i^0)$. We show that $\tilde{\rho} \tilde{H}(T) \approx T$ due to
\[
\tilde{\rho} = T \sum_{i=1}^N \left( e^\delta - \theta^0 / \rho_i^0 \right) \rho_i + \sum_{i=1}^N e^\delta \rho_i.
\]

\[\Box\]

3.2.3. Partially explicit formulae for the derivatives of transformed coefficients depending on the entropic variables. Now, we need estimating the combinations $a_0, a_1, \ldots, a_{\gamma_{\max}}$ and $d_0$ introduced in (67)-(69). In order to obtain estimates for these functions, we first have to find a way to compare them with the quantities $T, \tilde{p}(T), \tilde{\rho}(T), e^\delta(T),$ etc of which we know the asymptotic behaviour.
As already shown in the papers [DDGG20, Dru21a], we can achieve partially explicit formulae for the inverse Hessian \((D_{\bar{w}}^2 h)^{-1}\) in the case of ideal mixtures.

**Proposition 3.11.** We adopt the assumptions of lemma 2.3. For \(w^* \in \mathbb{R}^N \times \mathbb{R}_-\), we let \(w^* = (w^*, w_{N+1}^*) = (w^*, -1/T)\). For the derivatives of the function \(h^*\), for all \(i, k \leq N\), we obtain the representations

\[
\begin{align*}
\partial^2_{w_i, w_k} h^* (\bar{w}^*, -1/T) &= \rho_i \left( M_i \delta_{ik} - \rho_k \left( M_i \partial_p g_i + M_k \partial_p g_k \right) \right) \\
&\quad + \rho_k \sum_j (\partial_p g_j)^2 \rho_j M_j - T \rho_i \sum_j \partial_p^2 g_j \rho_j, \quad (136)
\end{align*}
\]

\[
\begin{align*}
\partial^2_{w_N, w_{N+1}} h^* (\bar{w}^*, -1/T) &= \rho_i \left( M_i H_i - \sum_j M_j \rho_j \partial_p g_j H_j \right) \\
&\quad + \rho_i \rho H \left( -M_i \partial_p g_i + \sum_j M_j \rho_j (\partial_p g_j)^2 - T \sum \rho_j \partial_p^2 g_j \right) \\
&\quad - T^2 \rho_i \sum_j \rho_j \partial_T^2 g_j, \quad (137)
\end{align*}
\]

\[
\begin{align*}
\partial^2_{w_i, w_{N+1}} h^* (\bar{w}^*, -1/T) &= \sum_i M_i \rho_i H_i^2 - 2 \rho H \sum_i M_i \rho_i \partial_p g_i H_i \\
&\quad + (\rho H) \left( \sum_i M_i \rho_i (\partial_p g_i)^2 - T \sum \rho_i \partial_p^2 g_i \right) \\
&\quad - 2 \rho H T^2 \sum_i \rho_i \partial_T^2 g_i - T^3 \sum_i \rho_i \partial_T^2 g_i, \quad (138)
\end{align*}
\]

where \(\rho = \hat{\rho}(T, \bar{w}^*)\) with the \(\hat{\rho}\) map introduced in (113). The occurrences of \(g\) and its derivatives are evaluated at \((T, p)\) with \(p = \hat{p}(T, \bar{w}^*)\), where the function \(\hat{p}(T, \bar{w}^*)\) was introduced in (112).

**Proof.** The key idea is using the equation (112) and the representation (113) of \(\rho_i\) in the variables \(T\) and \(\bar{w}^*\). Differentiating in (112) yields, after using the identity (111),

\[
\begin{align*}
\frac{1}{T} \sum_{i=1}^N M_i x_i \partial_p g_i (T, \hat{p}(T, \bar{w}^*)) \partial_w \hat{p}(T, \bar{w}^*) &= M_j x_j \quad \text{for} \ j = 1, \ldots, N.
\end{align*}
\]

(139)

Thus, invoking (139) and (113)

\[
\begin{align*}
\partial_{w_i} \hat{p}(T, \bar{w}^*) &= \frac{T M_j x_j}{\sum_{i=1}^N M_i x_i \partial_p g_i (T, \hat{p}(T, \bar{w}^*))} = T \hat{\rho}_i (T, \bar{w}^*).
\end{align*}
\]

With the same ideas, we also find that
\[\partial_T \hat{p}(T, \hat{w}^*) = \frac{1}{T} \sum_{i=1}^{N} \hat{p}_i \left(g_i(T, \hat{p}(T, \hat{w}^*)) - T \partial_T g_i(T, \hat{p}(T, \hat{w}^*))\right)\]

Moreover, direct calculations in (113) yield
\[\partial_{w_i} \hat{p}(T, \hat{w}^*) = \rho_i \left(M_i \delta_{ik} - \rho_i \left(M_i \partial_{pg_i} + M_k \partial_{pg_k}\right) + \rho_k \sum_j (\partial_{pg_j})^2 \rho_j M_j - T \rho_k \sum_j \partial_{pg_j}^2 \rho_j\right)\]

in which \(g_i\) and its derivatives are evaluated at \((T, p(T, \hat{w}^*))\).

Again, direct calculations yield
\[\partial_T \bar{g}_u(T, \hat{w}^*) = \frac{\rho_i}{T^2} \left(M_i H_i - \sum_j M_j \rho_j \partial_{pg_j} H_j\right) + \frac{\rho_i}{T^2} gH \left(-M_i \partial_{pg_i} + \sum_j M_j \rho_j (\partial_{pg_j})^2 - T \sum_j \rho_j \partial_{pg_j}^2\right) - \rho_i \sum_j \rho_j \partial_{pg_j}^2 g_j\]

Note that \(g u = \bar{g}u(T, \hat{w}^*) = \sum_{i=1}^{N} \hat{p}_i \left(g_i(T, \hat{p}) - T \partial_T g_i(T, \hat{p})\right) - \hat{p}.\) Thus
\[\partial_T \bar{g}u(T, \hat{w}^*) = \sum_i H_i \partial_T \hat{p}_i + \sum_i \hat{p}_i (\partial_{pg_i} \partial_T \hat{p} - T \partial_{pg_i}^2 - T \partial_{p\hat{p}} g_i) - \partial_T \hat{p}\]

Inserting the corresponding identities for \(\partial_T \hat{p}\) and \(\partial_T \hat{p}\), we get
\[\partial_T \bar{g}u(T, \hat{w}^*) = \frac{1}{T^2} \sum_i M_i \rho_i H_i - 2 \frac{gH_i}{T^2} \sum_i M_i \rho_i \partial_{pg_i} H_i + \frac{(gH_i^2}{T^2} \left(\sum_i M_i \rho_i (\partial_{pg_i})^2 - T \sum_i \rho_i \partial_{pg_i}^2\right) - 2 \frac{gH_i}{T^2} \sum_i \rho_i \partial_{pg_i}^2 g_i\]

Now, we have defined the entropic variables via
\[\nabla_{w^*} h^*(w^*) = w = [\rho, gu] = [\hat{p}(-1/w_{N+1}^*, \hat{w}^*), \bar{g}u(-1/w_{N+1}^*, \hat{w}^*)]\]

This allows to compute
\[\partial_{w_i, w_k}^2 h^* = \partial_{w_i} \hat{p}_i (-1/w_{N+1}^*, \hat{w}^*) \text{ for } 1 \leq i, k \leq N\]
\[\partial_{w_i, w_{N+1}^*}^2 h^* = \partial_T \bar{g}_u(-1/w_{N+1}^*, \hat{w}^*) \text{ for } 1 \leq i \leq N\]
\[\partial_{w_{N+1}^*, w_k}^2 h^* = \partial_T \bar{g}_u(-1/w_{N+1}^*, \hat{w}^*) \text{ for } 1 \leq k \leq N\]
and we obtain the representations (136)–(138).

The formulae of proposition 3.11 also yield
\[
\sum_{k=1}^{N} \partial_{w_i^*, w_k}^2 h^* (\bar{w}^*, -1/T) = \rho_i \left( M_i - M_i \partial_{\rho_i} g_i \sum_k \rho_k M_k \partial_{\rho_k} g_k + \frac{1}{T} \sum_j (\partial_{\rho_j} g_j)^2 \rho_j M_j \right).
\]
(140)

Summation over \(i = 1, \ldots, N\) yields
\[
D_i^2 \sum_{i=1}^{N} \partial_{w_i^*, w_k}^2 h^* = \sum_{i=1}^{N} M_i \rho_i (1 - \partial_{\rho_i} g_i)^2 + T \sum_{j} \rho_j |\partial_{\rho_j} g_j|.
\]
(141)

We also compute
\[
\sum_{i=1}^{N} \partial_{w_i^*, w_k}^2 h^* (\bar{w}^*, -1/T) = \sum_{j} \rho_j M_j H_j (1 - \partial_{\rho_j} g_j) + \frac{1}{T} \sum_{j} \rho_j (\partial_{\rho_j} g_j - 1)
\]
\[- T \sum_{j} \rho_j |\partial_{\rho_j} g_j|.
\]
(142)

3.2.4. Some estimates. We exploit the representation (136) and the asymptotic properties in lemma 3.9 and proposition 3.10. We see that
\[
\tilde{\partial}_{w_i^*, w_k}^2 h^* \tilde{\partial}_{w_i^*, w_k}^2 h^* (\bar{w}^*, -1/T) \approx \frac{\tilde{\partial}_{\rho_i}^2 \tilde{p}(T)}{\tilde{p}(T)} \delta_i \delta_k \quad \text{and} \quad D_i^2 \tilde{h}^{w_i^*, w_i^*} (T) \delta_i \approx \frac{\tilde{\partial}_{\rho_i}^2 \tilde{p}(T)}{\tilde{p}(T)}.
\]
(143)

We obtain that
\[
\frac{\tilde{\partial}_{w_i^*, w_k}^2 h^* (T)}{D_i^2 \tilde{h}^{w_i^*, w_i^*} (T) \delta_k} \lesssim 1.
\]
(144)

In order to estimate (137), we use the result of proposition 3.10 for \(\tilde{\rho}(T)\). By the same means
\[
\tilde{\partial}_{w_i^*, w_i^*}^2 h^* \lesssim (\tilde{\rho}(T))^2 \approx T^{2+\gamma_{\max}}, \quad \tilde{\partial}_{w_i^*, w_i^*}^2 h^* \lesssim T^{1+\gamma_{\max}}.
\]
(145)

It also follows that
\[
\frac{|\tilde{\partial}_{w_i^*, w_i^*}^2 h^*|}{D_i^2 \tilde{h}^{w_i^*, w_i^*} (T) \delta_i} \lesssim T^{\gamma_{\max}} \tilde{p}(T) \approx T^{\gamma_{\max} + \gamma_{\max}^{\gamma_{\max}}}.
\]
(146)
Finally we estimate the coefficients occurring in the weak form of the energy equation.

**Lemma 3.12.** Define $a_0$, $a_1$ and $d_0$ as in (67)–(69). Then

$$|\tilde{a}_0(T)| \lesssim T^{\max} + \frac{\tilde{\gamma}}{T}, \quad |\tilde{a}_1(T)| \lesssim T^{1+\gamma_{\max}}, \quad \tilde{d}_0(T) \approx T^{2+\gamma_{\max}}.$$

**Proof.** The estimates for $a_0$ and $a$ is a direct consequence of the definitions (67) and (68), where we use (145) and (146). In (71), we proved that

$$d_0 = T^2 \varrho c_v + T^4 \left( A^* \partial_T (\mu/T) \cdot \partial_T (\mu/T) - \frac{(A^* \partial_T (\mu/T) \cdot \xi^{N+1})^2}{A^* \xi^{N+1} \cdot \xi^{N+1}} \right),$$

in which $A^* = D_{\mu^*}^2 h^*$. In the case of $\gamma_{\max} > 0$, we express

$$A_{ij}^* = \delta_{i j} \hat{h}_i a_{ij}^* + \tilde{B}_{ij}(T) \quad \text{with} \quad a_{ij}^* \approx \frac{T^2}{\tilde{\rho}(T)},$$

where $B_{ij} \equiv 0$ and, exploiting the result of lemma 3.8, the coefficients $\tilde{B}_{ij}(T)$ decay exponentially for $T \to \infty$. Then, for $z \in \mathbb{R}^N$ arbitrary,

$$A^* z \cdot z = \frac{(A^* z \cdot \xi^{N+1})^2}{A^* \xi^{N+1} \cdot \xi^{N+1}}$$

$$= \frac{a_{ij}^* \varrho \tilde{B} \xi^{N+1} \cdot \xi^{N+1} + \tilde{B} z \cdot z a_{ij}^* - (\tilde{B} z \cdot \xi^{N+1})^2}{A^* \xi^{N+1} \cdot \xi^{N+1}},$$

and we see that

$$A^* z \cdot z = \frac{(A^* z \cdot \xi^{N+1})^2}{A^* \xi^{N+1} \cdot \xi^{N+1}} \leqslant 3 \frac{|\hat{B}|}{A^* \xi^{N+1} \cdot \xi^{N+1}} |z|^2. \quad (147)$$

We also note that, for the chemical potentials as functions of $T$ and $\rho$,

$$\partial_T (\mu/T) = - \frac{1}{T^2} (g_i - T \partial_T g_i - T \partial_\rho g_i \partial_T \rho) = - \frac{1}{T^2} H_i + \frac{1}{T} \partial_\rho g_i \partial_T \rho.$$

We recall that $\partial_\rho \rho(T, \rho) = - \partial_\rho^2 \rho g(T, \rho) \cdot \rho / \partial_\rho^2 g(T, \rho) \cdot \rho$. Since $\partial_\rho^2 g_i = (\beta_i - 1) \rho^{-1} \partial_\rho g_i$ and $\partial_\rho^2 g_i = \alpha_i T^{-1} \partial_\rho g_i$, it follows that

$$\partial_\rho g_i \partial_T \rho = \frac{\alpha_i}{1 - \beta_i} \frac{\rho}{T} \partial_\rho g_i.$$

Hence, $T^{1+\gamma_{\max}} \approx T^{1+\gamma_{\max}}$. We choose $\varepsilon := T^2 \partial_T (\mu/T)(T)$ in (147), and we see that

$$T^4 \left( A^* \partial_T (\mu/T) \cdot \partial_T (\mu/T) - \frac{(A^* \partial_T (\mu/T) \cdot \xi^{N+1})^2}{A^* \xi^{N+1} \cdot \xi^{N+1}} \right)$$

decays with $\tilde{B}(T)$ exponentially to zero for $T \to +\infty$. Thus $d_0 \approx T^2 \varrho \tilde{c}_v$. 
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In the case $\gamma_{\text{max}} = 0$, we can directly compute that
\[
\partial_T(\mu_i/T) = -\frac{1}{T} \left( \frac{\rho_i}{\rho_i^0 T_0} - \frac{g^0}{T^2} \right),
\]
\[
T^2 \left( A^* \partial_T(\mu_i/T) \cdot \partial_T(\mu/T) - \frac{(A^* \partial_T(\mu_i/T) \cdot \xi^{N+1})^2}{A^* \xi^{N+1} \cdot \xi^{N+1}} \right)
\]
\[
= T^2 \left( A^* c - \frac{(A^* c \cdot \xi^{N+1})^2}{A^* \xi^{N+1} \cdot \xi^{N+1}} \right),
\]
with $c_i = \frac{\rho_i}{\rho_i^0 T_0} - \frac{g^0}{T}$. Here again, we can write $A^* = a_i T_1 + \tilde{B}$ where $\tilde{B}(T) \to 0$ for $T \to +\infty$ in polynomial decay. Hence $\sigma(T) := A^* c \cdot c - (A^* c \cdot \xi^{N+1})^2 / A^* \xi^{N+1} \cdot \xi^{N+1}$ tends to zero. Since $d_0 = T^2 (\rho c_i + c)$, we are allowed to conclude again that $d_0 \to o T^2 \tilde{c}_i$.

3.2.5. Sufficient conditions for the maximum principle. In this last paragraph we show how to derive the growth conditions on the thermodynamic diffusivities and viscosities. We give the statement for body forces satisfying $b^1 = \cdots = b^N$ which corresponds to the case that the body forces reduce to the gravitational attraction. For the general case, there is an additional restriction concerning the growth of the functions $M_i/T, \rho$ in temperature (cf remark 2.14).

**Theorem 3.13.** Consider the ideal mixture of section 3.1, based on the choice of $g_1, \ldots, g_N$ according to (115) or (117). Assume that $T \mapsto \nu^1(x, t, T, \rho)$ is nonpositive if $T$ is large enough$^{12}$, and that $J^\Gamma \in W_1^{1, \frac{1}{2}}(S)$ with $r > 5$. We assume that, for some $i \in \{1, \ldots, N\}$, the species $A_i$ has dominant heat capacity according to the definition 3.7. Let $p > 5$ and the exponents $\gamma = \gamma_{\text{max}}$, $\alpha_i$ and $\beta_i$ be such that
\[
\beta \in \left[ 1, \min \left\{ \frac{3}{p}, \frac{5}{\gamma + 1} \left( 1 - \frac{\alpha_i}{1 - \beta_i} \right) \right\} \right],
\]
and any $s_0 \leq s_1$ in the interval
\[
\left[ 2\beta (1 + \gamma) - \gamma, \min \left\{ \frac{6}{5} (1 + \beta) (1 + \gamma), \frac{6}{5} (1 + \gamma) \left( 1 + \beta - \frac{5}{3p} \right) \right\} + 2 \left( 1 - \frac{\alpha_i}{1 - \beta_i} \right) \right] - \gamma.
\]
Suppose that for all $0 < m \leq M < +\infty$, the coefficients $\kappa, l_1, \ldots, l_N, \eta$ and $\lambda$ satisfy the following growth conditions:
\[
\lim_{T \to +\infty} \inf_{T \mapsto \Gamma} \sup_{m \leq |\rho| \leq M} \kappa(T, \rho) > 0, \quad \lim_{T \to +\infty} \inf_{T \mapsto \Gamma} \sup_{m \leq |\rho| \leq M} \kappa(T, \rho) < +\infty,
\]
\[
\lim_{T \to +\infty} \inf_{T \mapsto \Gamma} \sup_{m \leq |\rho| \leq M} \left\| k(T, \rho) \right\| < +\infty,
\]
\[
\lim_{T \to +\infty} \inf_{T \mapsto \Gamma} \sup_{m \leq |\rho| \leq M} \left\| \eta(T, \rho) + |\lambda(T, \rho)| \right\| < +\infty.
\]

$^{12}$ More precisely, we assume that there is a function $T_1 \in C(R_+)$ such that $r^2(x, t, T, \rho) \leq 0$ for all $T \geq T_1(|\rho|)$. 

Then, for every solution of optimal mixed regularity on $]0, T[ \subset ]0, \bar{T}[$ subject to the assumptions of Theorem 2.1 and satisfying $\| \varrho u \|_{L^\infty(Q_T)} < +\infty$, we have

$$\|T\|_{L^\infty(Q_T)} < +\infty, \quad \inf_{(x, t) \in Q_T, i=1,\ldots,N} \rho_i(x, t) > 0.$$  

A small application of this result is the following. Consider the typical choice of a mixture of ideal gases, that is, for all $i$, the function $g_i$ obeys (117). Then the heat capacities $c_i^0$ of the species are constant, we have $\gamma_{\text{max}} = 0$, $\alpha_i = 1$ and $\beta_i = 0$. We assume that $\kappa = \kappa_0 T^2$ with a constant $\kappa_0 > 0$. We choose $\beta = 1$ and $s_0 = s_1 = 2$ which is compatible with the conditions in Theorem 3.13. Then, we obtain the maximum principle if the growth of $|M|$, $|l|$ in $T$ is smaller than $T^\frac{2}{5}$ and $\eta$, $|\lambda|$ smaller than $T^\frac{3}{5}$.

For instance, if we follow the choices exposed in the chapter 5 of [Gio99] of the transport coefficients using molecular data, and if we neglect temperature-dependence of collision integrals, we expect in the gas phase that the viscosities and binary diffusivities grow at fixed density like $T^\frac{1}{2}$, which is covered by Theorem 3.13. If instead the phenomenological coefficients are constructed from measurements, the result $T^\frac{2}{5}$ would at least allow for linear interpolation strategies.

Let us moreover remark that the restrictions due to the choice of a particular index $p$ in Theorem 3.13 are only associated with the regularity of the initial data. However, except for this particular restriction, growth conditions on the coefficients similar to the ones stated in theorem 3.13 are necessary to prevent the blow-up of the temperatures for solutions to the PDEs.

**Proof.** Let $I$ be the index of the dominant species. We assume that $p > 5$, $\gamma$, $\alpha_I$ and $\beta_I$ satisfy the conditions of Theorem 3.13.

Then we choose any $\beta$ and $s_0 \leq s_1$ as in the statement of the theorem. Suppose that $T^{\alpha_0} \lesssim \tilde{\kappa}(T) \lesssim T^{\alpha_0}$ and the coefficients $l$, $\eta$ and $\lambda$ satisfy

$$|l| \lesssim T^{\frac{2\gamma}{5} + \frac{1}{5} (1 + \beta) (1 + \gamma) - 1 + \frac{2}{5}}, \quad \eta + |\lambda| \lesssim T^{\left(\frac{2}{5} (1 + \beta) (1 + \gamma) - 1\right)}.$$

We claim that the coefficients $\kappa$, $d_0$, $a_0$, $a_l$, $p$, $\eta$ and $\lambda$ satisfy the requirements of Proposition 2.12.

To see this, we at first recall that $\epsilon = \varrho u \approx T^{1 + \gamma}$ (Proposition 3.10), and that $d_0 \approx T^{2 + \gamma}$ (Lemma 3.12). The condition (76)$_1$ is equivalent to

$$\kappa \gtrsim T^2 D_0^{(\beta - 1) (1 + \gamma) + \gamma}.$$  

In order to ensure (76)$_2$, we require separately that $|l|^2 / \kappa \leq \epsilon^2 / d_0$ and $\kappa |a|^2 / d_0 \leq \epsilon^2$. From the growth rates established in Lemma 3.12 for $d_0$ and $a_1, \ldots, a_{N - 1}$, sufficient conditions for (76)$_2$ to hold are therefore

$$\frac{1}{\kappa} |l|^2 \lesssim T^{-2 - \gamma} T^{\gamma_0 (1 + \gamma) - \gamma}, \quad \kappa \lesssim T^{\gamma_0 (1 + \gamma) - \gamma}.  \quad (149)$$

Here, $\sigma_0$ is subject to $\sigma_0 < \frac{\kappa}{\lambda} (1 + \beta)$. Moreover, due to the growth rate established or $a_0$ in Lemma 3.12, the condition (76)$_3$ can be satisfied requiring that

$$\kappa T^{\gamma_0 + 2 - \gamma / \beta} \lesssim T^{\sigma_1 (1 + \gamma)} T^2,$$

with $\sigma_1$ subject to $\sigma_1 < \frac{\kappa}{\beta} (1 + \beta - \frac{\kappa}{d_0})$. Finally, (76)$_4$ and (76)$_5$ impose the conditions

$$\frac{\alpha_I}{1 - \beta} \leq \sigma_2 (1 + \gamma) \quad \text{and} \quad \eta + |\lambda| \lesssim T^{\sigma_3 (1 + \gamma)},$$  
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Moreover, if $\kappa^2$ we assume $s_t$ satisfy the other conditions, we assume that $T_{a}$. The linearised system for the variable $q$ here.
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A.1. The linearised system for the variable $q$

Here $\sigma_2$ and $\sigma_3$ are subject to

$$\sigma_3 + 1 < \frac{6}{5} (1 + \beta), \quad \sigma_2 < \frac{1}{5} (6\beta + 1).$$

The condition $(151)_1$ is independent. With $\delta := \alpha_t/(1 - \beta t)$, it imposes the restriction

$$\delta < \frac{1}{5} (6\beta + 1) (1 + \gamma). \quad (152)$$

Since we assume $\beta \geq 1$, and since $\delta \leq 1$ by construction, this condition is always satisfied. To satisfy the other conditions, we assume that $\kappa \gtrsim T^0$. Then, in view of (148), $s_0$ is subject to

$$s_0 \geq 2 + 2(\beta - 1)(1 + \gamma) + \gamma = 2\beta (1 + \gamma) - \gamma.$$

Moreover, if $\kappa \lesssim T^1$, then $s_1 \geq s_0$. Due to (149) and (150) $s_1$ is also subject to

$$s_1 \leq \sigma_0 (1 + \gamma) - \gamma < \frac{6}{5} (1 + \beta) (1 + \gamma) - \gamma,$$

$$s_1 + 2 \delta + \gamma < 2 + \frac{6}{5} \left( 1 + \beta - \frac{5}{3} \beta \right) (1 + \gamma).$$

We can satisfy these algebraic conditions under the assumptions of the theorem. The remaining conditions (149) and (151) then restrict the growth of the coefficients $l$ and $\eta, \lambda$ as $|l| \lesssim T^\frac{\delta}{2 + \frac{5}{2}(1 + \gamma)} - 1$ and $\eta + |\lambda| \lesssim T^\frac{\delta}{2 + \frac{5}{2}(1 + \gamma)}$.

Appendix A. Estimates for linearised problems

A.1. The linearised system for the variable $q$

We want to derive the desired estimate for the linear system (53), recalling that $\varphi \in W^{1,1}_{0;\infty}(Q_T)$, $q^\tau \in W^{2,1}_p(Q_T; \mathbb{R}^N)$ and $v^\tau \in W^{2,1}_p(Q_T; \mathbb{R}^3)$ are given. In order to reduce this problem to the situation of zero flux boundary conditions considered in the paper [BD21a], we at first show how to homogenise the boundary data given in the condition $\nu \cdot \nabla q = g^T$ on $S_{\bar{\tau}}$, with boundary data given in the form of

$$g^T(x, t) = G(x, t, \varphi(x, t), \varphi(x, t), \varphi(x, t)).$$

Here, the function $G$ is a generalisation of $\bar{\varphi}$ that occurs in the original problem. The natural domain of definition of $G$ is the set $S_{\bar{\tau}} \times \mathcal{H}^N \times \mathbb{R}_+ \times \mathbb{R}^3$. In order to state the assumptions on $G$, we also introduce for parameters $0 < m < M < +\infty$ and $K_0$, $\theta > 0$ the convex sets

$$E(m, M, K_0, \theta)$$

$$:= \{ (z, r, w) \in \mathcal{H}^N \times \mathbb{R}_+ \times \mathbb{R}^3 : |z| + |w| \leq K_0, m \leq r \leq M, z_N \leq -1/\theta \}.$$

**Lemma A.1.** Let $(q^\tau, \varphi, v^\tau) \in X_{\bar{\tau}}$. For $0 \leq t < \bar{\tau}$, we define $m^*(t) = \inf_{\bar{\varphi}} \varphi$, $M^*(t) := \sup_{\bar{\varphi}} \varphi$ and $\theta^*(t) := 1/\sup_{\bar{\varphi}} \varphi_N$. For $(x, t) \in Q_{\bar{\tau}}$, we define

$$g^T(x, t) := G\left(x, t, (q^\tau, \varphi, v^\tau)(x, t)\right).$$
where the function $G$ satisfies the following assumptions:

(a) For all $(z, r, w) \in \mathcal{H}^N \times \mathbb{R}_+ \times \mathbb{R}^3$, the function $(x, t) \mapsto G(x, t, (z, r, w))$ belongs to \( C^{1, \frac{1}{q}}(S_t) \) with \( \lambda > 1 - 1/p \). For all \( 0 < m < M < +\infty \) and \( K_0, \theta > 0 \) we have

\[
\sup_{(z, r, w) \in E(m, M, K_0, \theta)} \| G(\cdot, (z, r, w)) \|_{C^{1, \frac{1}{q}}(S_t)} < +\infty.
\]

(b) For all $(x, t) \in S_t$, the map $(z, r, w) \mapsto G(x, t, (z, r, w))$ is of class $C^1(\mathcal{H}^N \times \mathbb{R}_+ \times \mathbb{R}^3)$, and $\| G \|_{L^\infty(S_t) ; C^1(E(m, M, K_0, \theta))} < +\infty$.

Then, there exists a continuous function $\Psi = \Psi(t, b_1, \ldots, b_4)$ on $[0, +\infty]$ such that

\[
\| g^{1, p} \|_{W^1_p(\Omega)} \leq \| \Psi(t, (m^*(t))^{-1}, M^*(t), \theta^*(t), \| (q^*, \varrho, v^*) \|_{L^\infty(\Omega)}) \|
\]

In addition, $\Psi$ is nondecreasing in all arguments and $\Psi(0, b) \equiv 0$ for all $b \in \mathbb{R}_+$.

**Proof.** For arbitrary $u \in W^1_{p, \infty}(Q_\lambda)$ we have $\| D_x u \|_{L^\infty(Q_\lambda)} \leq \| D_x u \|_{L^p(\Omega)}$, hence

\[
\| u \|_{L^p(\Omega)} \leq c_0 \| u \|_{W^1_{p, \infty}(Q_\lambda)} \leq c_0 \| u \|_{W^1_{p, \infty}(Q_\lambda)}.
\]

Moreover, if $u \in W^1_{p, \infty}(Q_\lambda)$ we also have

\[
\| u \|_{L^p(\Omega; W^{1, \frac{1}{q}, \frac{1}{q}}(S_t))} \leq c \max \{ t^{\frac{1}{p} - \frac{1}{q}}, t^{\frac{1}{p} - \frac{1}{q}} \} \| u \|_{W^1_{p, \infty}(Q_\lambda)} + \| D_x u \|_{L^p(\Omega)}.
\]

Hence

\[
\| u \|_{W^{1, \frac{1}{q}, \frac{1}{q}}(S_t)} \leq c \max \{ t^{\frac{1}{p} - \frac{1}{q}}, t^{\frac{1}{p} - \frac{1}{q}} \} \| u \|_{W^1_{p, \infty}(Q_\lambda)} + \| D_x u \|_{L^p(\Omega)}.
\]

We apply this inequality to $\varrho$ and the components of $(q^*, v^*)$. Clearly, it follows that

\[
\| (q^*, \varrho, v^*) \|_{W^{1, \frac{1}{q}, \frac{1}{q}}(S_t)} \leq c \max \{ t^{\frac{1}{p} - \frac{1}{q}}, t^{\frac{1}{p} - \frac{1}{q}} \} \| (q^*, \varrho, v^*) \|_{L^\infty(S_t)}.
\]

Now, for $(x, \tau)$ and $(y, s)$ arbitrary on $S_t$, we have, with $E^*(t) \equiv E(m^*(t), M^*(t), t^{\theta^*(t)})$,

\[
\| g(x, \tau, (q^*, \varrho, v^*)(x, \tau)) - g(y, s, (q^*, \varrho, v^*)(y, s)) \| \
\leq \| G(x, \tau, (q^*, \varrho, v^*)(x, \tau)) - G(y, s, (q^*, \varrho, v^*)(y, s)) \| \
+ \| G(\cdot, (q^*, \varrho, v^*)(x, \tau)) \|_{C^{1, \frac{1}{q}}(S_t)} \| (|x - y|^{\lambda} + |\tau - s|^{\lambda}) \
+ \| DG(y, s, \cdot) \|_{L^\infty(E^*(t))} \| (q^*, \varrho, v^*)(x, \tau) - (q^*, \varrho, v^*)(y, s) \| \
\leq \sup_{(x, \tau) \in E^*(t)} \| G(\cdot, (z, r, w)) \|_{C^{1, \frac{1}{q}}(S_t)} \| (|x - y|^{\lambda} + |\tau - s|^{\lambda}) \
+ \| DG(y, s, \cdot) \|_{L^\infty(E^*(t))} \| (q^*, \varrho, v^*)(x, \tau) - (q^*, \varrho, v^*)(y, s) \|.
\]

3872
In particular, since \( \lambda > 1 - 1/p \), it follows with \( \tau = s \) that
\[
[s^\Gamma]_{p, t, S^\Gamma} \left( \frac{1}{p}, \frac{1}{q} \right) \leq c \left( t^+ \right)^{\frac{\lambda}{p} - \frac{1}{p} - 1} \sup_{(x, r, w) \in E^+(t)} \| G(\cdot, (x, r, w)) \|_{L^\lambda(S^\Gamma)}
+ \| DG(y, s, \cdot) \|_{L^{\lambda}(E^+(t))} [q^*, \varrho, v^*] \left( \frac{1}{p}, \frac{1}{q} \right)
\]
and, with \( x = y \), also that
\[
[s^\Gamma]_{p, t, S^\Gamma} \left( \frac{1}{p}, \frac{1}{q} \right) \leq c \left( t^+ \right)^{\frac{\lambda}{p} - \frac{1}{p} - 1} \sup_{(x, r, w) \in E^+(t)} \| G(\cdot, (x, r, w)) \|_{L^\lambda(S^\Gamma)}
+ \| DG(y, s, \cdot) \|_{L^{\lambda}(E^+(t))} [q^*, \varrho, v^*] \left( \frac{1}{p}, \frac{1}{q} \right)
\]
Invoking (153), we are done.

Consider now the parabolic system (53) with initial conditions \( q = q^0 \) and lateral conditions (58).2 Using the preceding lemma, we have
\[
\left\| \tilde{\pi}^\Gamma(\cdot, \varrho(\cdot), q^*(\cdot)) \right\|_{W^p_{\frac{1}{p} + \frac{1}{q}}} \leq \Psi_i^\Gamma,
\]
with a factor \( \Psi_i^\Gamma = \Psi_i^\Gamma(t, \bar{b}) \) of the desired structure. For \( k = 1, \ldots, N \), we solve the problem
\[
\begin{align*}
\partial_t s_k - \Delta s_k &= 0 \quad \text{in } Q_t, \\
\nu(x) \cdot \nabla s_k &= \tilde{\pi}^\Gamma_k(x, t, \varrho(q^0)) \quad \text{on } S^\Gamma_t, \\
s_k(x, 0) &= q^0_k(x) \quad \text{in } \Omega.
\end{align*}
\]
(154)
The data are subject to the necessary compatibility condition \( \tilde{\pi}^\Gamma(x, 0, \varrho(x, 0), q^*(x, 0)) = \nu(x) \cdot \nabla q^0(x) \) for \( x \in \partial \Omega \). Indeed, for the special choice of \( \tilde{\pi}^\Gamma \) used in (50), the assumptions of theorem 2.1, (i) guarantee that the latter conditions are satisfied, since \( \varrho(0) = \varrho_0 \) results from \( \varrho \) solving (52) with initial data \( \varrho_0 \), and since \( q^*(0) = q^0 \) is presupposed for \( q^* \). Then, \( s = (s_1, \ldots, s_N) \) satisfies (see [LSU68], theorem 9.1 and page 351, or [DHP07], theorem 2.1)
\[
\left\| s_k \right\|_{W^p_{\frac{1}{p} + \frac{1}{q}}} + \sup_{\tau \leq t} \left\| s_k(\tau) \right\|_{W^p_{\frac{1}{p} + \frac{1}{q}}} \leq C_1 \left( \left\| q^0 \right\|_{W^p_{\frac{1}{p} + \frac{1}{q}}} + \left\| \tilde{\pi}^\Gamma \right\|_{W^p_{\frac{1}{p} + \frac{1}{q}}} \right) =: \Psi_i.
\]
Now, \( q \) solves the equation (53) if and only if \( \tilde{q} := q - s \) solves
\[
R_q(\varrho, q^*) \partial_t \tilde{q} - \text{div}(\overline{\M}(\varrho, q^*) \nabla \tilde{q}) = \tilde{g}(x, t, \varrho, v^*, \nabla q^*, \nabla \varrho, \nabla v^*) \quad \text{in } Q_t, \\
\nu(x) \cdot \nabla \tilde{q} = 0 \quad \text{on } S^\Gamma_t, \\
\tilde{g}(x, 0) = 0 \quad \text{in } \Omega.
\]
(156)
With \( g \) from (53), we have \( \tilde{g} := g - R_q(\varrho, q^*) \partial_t s + \text{div}(\overline{\M}(\varrho, q^*) \nabla s) \). It is readily shown that the norm of \( \tilde{g} \) in \( L^p(Q) \) can be controlled by the norm of \( g \) and the norm of \( s \) occurring in (155). For the problem (156), we can apply the proposition 7.1 of [BD21a].
A.2. Linearised parabolic system for the variable $v$

At second, we consider the parabolic system (54) with given right-hand side

$$
\begin{align*}
\rho \partial_t v - \Delta v - \lambda \eta \nabla v &= f(x, t), & \text{in } Q, \\
v &= 0 & \text{on } S_r, \\
v(x, 0) &= v^0(x), & \text{in } \Omega.
\end{align*}
$$

(157)

We recall that the meaning of $\zeta \in \mathbb{R}$ was given in (55), that is, we here assume that the coefficients $\eta, \lambda \in C^2$-functions of their arguments. In the present case, the data $f$ and $v^0$ are subject to

$$
\begin{align*}
\bar{f} \in L^p(Q_T; \mathbb{R}^3), & \quad v^0 \in W^{2,\frac{2}{3}}(\Omega; \mathbb{R}^3),
\end{align*}
$$

and to the compatibility condition $v^0 = 0$ on $\partial \Omega$.

**Lemma A.2.** If $v \in W^{2,1}_p(Q_T)$ is a solution to (54) then, with $0 < \beta < 1$ and $t \leq T$ arbitrary,

$$
\begin{align*}
\|v\|_{W^{2,\frac{2}{3}}(Q_T)} + \sup_{t \leq T} \|v\|_{W^{2,\frac{2}{3}}(\Omega)} & \leq C_2 \left( 1 + \|\bar{f}\|_{L^p(Q_T)} + \|\eta^\beta \nabla v\|_{L^p(Q_T)} \right)^\frac{1}{\beta}.
\end{align*}
$$

**Proof.** Here the difference to proposition 7.5 of [BD21a] is the state-dependence of the viscosity functions. We deal with this case with the same localisation technique applied in the appendix B of [BD21a]. At first we rewrite the PDEs in the form

$$
\begin{align*}
\rho \partial_t v - \eta \Delta v - (\lambda + \eta) \nabla v &= f - 2 \nabla \eta \cdot (\nabla v)_{\text{sym}} - \nabla \lambda \cdot \nabla v \\
&= f - 2 (\eta v \nabla \rho + \eta_q \cdot \nabla q^*) \cdot (\nabla v)_{\text{sym}} - (\lambda v \nabla \rho + \lambda_q \cdot \nabla q^*) \cdot \nabla v =: \tilde{f},
\end{align*}
$$

Let $(x^0, \rho^0) \in Q$ and $r > 0$. We consider a (small) volume

$$
Q_r^0 = Q_r(x^0, \rho^0) := \{(x, t) \in \mathbb{R}^4 : |x - x^0| \leq \sqrt{r}, \quad |t - \rho^0| \leq r\}.
$$

We can localise the boundary value problem (157) in $Q_r^0$ by choosing a cutoff function $\zeta \in C_c^\infty(Q_r^0)$ and satisfies the condition $|\partial_t \zeta| + |\partial_x \zeta| \leq c_0 r^{-1}$. Then, $w := \zeta v$ satisfies

$$
\begin{align*}
\rho \partial_t w - \eta \Delta w - (\lambda + \eta) \nabla w &= \tilde{f} & \text{in } Q, \\
w &= 0 & \text{on } S_r, \\
w(x, 0) &= v^0(x) \eta(x, 0), & \text{in } \Omega.
\end{align*}
$$

Here

$$
\begin{align*}
\tilde{f} = \zeta \tilde{f} + \rho \partial_t \zeta v + \eta (\nabla \zeta \cdot \nabla v + \text{div}(v \nabla \zeta)) \\
+ (\lambda + \eta) (\text{div } v \nabla \zeta + \nabla v \cdot \nabla \zeta + D^2 \zeta v).
\end{align*}
$$
Next, we write the PDEs in the form
\[
\begin{align*}
&\rho(x^0, \rho) \partial_t w - \text{div } S(\rho(x^0, \rho), q^*(x^0, \rho), \nabla w) = \tilde{f} \\
&\quad + [\rho(x^0, \rho) - \rho] \partial_t w + [\eta(\rho, q^*) - \eta(\rho(x^0, \rho), q^*(x^0, \rho))] \Delta w \\
&\quad + [\lambda + \eta(\rho, q^*) - (\lambda + \eta(\rho(x^0, \rho), q^*(x^0, \rho))] \nabla \text{div } w.
\end{align*}
\]

Recalling that \(w\) is localised in \(Q_t^0\), the perturbations on the right-hand side satisfy estimates
\[
||\rho(x^0, \rho) - \rho||_{C^{\frac{3}{2}}(\Omega)} \lesssim \rho \partial_t ||w||_{L^p(\Omega)} + \Delta ||w||_{L^p(\Omega)} \\
\quad \times |\eta(\rho, q^*) - \eta(\rho(x^0, \rho), q^*(x^0, \rho))| ||w||_{L^p(\Omega)} \\
\lesssim [\eta]_{C^{1}(E_7)} \left( [\rho]_{C^{\frac{3}{2}}(\Omega)} + [q^*]_{C^{\frac{3}{2}}(\Omega)} \right) r^\frac{3}{2} ||\Delta w||_{L^p(\Omega)},
\]
and the same for the grad-div term. Here \(E_7\) is the range over \(Q_t\) of the variables \((\rho, q^*)\) in \(R_+ \times H^3\). We obtain an estimate
\[
||w||_{W^{2,1}_p(Q_t)} \lesssim c \left( ||w(\cdot, 0)||_{W^{2,1}_p(\Omega)} + ||\tilde{f}||_{L^p(\Omega)} \right) \\
\quad + c (1 + [\eta]_{C^{1}(E_7)} + [\lambda]_{C^{1}(E_7)}) \\
\quad \times \left( [\rho]_{C^{\frac{3}{2}}(\Omega)} + [q^*]_{C^{\frac{3}{2}}(\Omega)} \right) r^\frac{3}{2} ||w||_{W^{2,1}_p(Q_t)}.
\]

Here \(c\) is the norm of the inverse of the left right-hand side operator, hence it depends only on \(t, \rho(x^0, \rho)\) and the values of the viscosity coefficients at \(\rho(x^0, \rho), q^*(x^0, \rho)\). Choosing \(r\) in such a way that
\[
c (1 + [\eta]_{C^{1}(E_7)} + [\lambda]_{C^{1}(E_7)}) \left( [\rho]_{C^{\frac{3}{2}}(\Omega)} + [q^*]_{C^{\frac{3}{2}}(\Omega)} \right) r^\frac{3}{2} = \frac{1}{2},
\]
we obtain that
\[
||w||_{W^{2,1}_p(Q_t)} \lesssim 2c \left( ||w(\cdot, 0)||_{W^{2,1}_p(\Omega)} + ||\tilde{f}||_{L^p(\Omega)} \right).
\]

Now, it remains to estimate the norm of the right-hand side. By appropriate covering of \(Q_t\) with sets of the structure of \(Q_t^0\), we can sum up these estimates to the result. We refer to the appendix B of [BD21a] for details.

**Appendix B. Two technical statements for the maximum principle**

We denote by \(\lambda_3\) the three-dim. Lebesgue measure. We begin with a short preliminary remark. Consider a Lipschitz domain \(\Omega\) in \(R^3\). Then, there exists \(c_0 = c_0(\Omega)\) such that \(||u||_{L^2(\Omega)} \leq c_0 ||\nabla u||_{L^2(\Omega)}\) for all \(u \in W^{1,2}(\Omega)\) with the property
\[
\lambda_3(\{x \in \Omega : |u(x)| = 0\}) \geq \lambda_3(\Omega)/2.
\]
Lemma B.1. Let \( u \in C^1(\Omega) \) and \( \beta > 0 \). There is \( c_0 = c_0(\Omega) \) such that, for all \( k > 2 \| u \|_{L^\infty(\Omega)} / \lambda_3(\Omega) \), the function \( w_k = \max\{ u - k, 0 \} \) satisfies
\[
\| w_k \|_{L^r(\Omega)} \leq c_0 \| w_k \|_{L^\infty(\Omega)}^{\frac{4}{3}} \| \nabla w_k^\beta \|_{L^2(\Omega)}, \quad r = \frac{4}{3} + 2\beta,
\]

Proof. For \( \tau \in ]0, \eta[ \), and for \( k \) as in the assumptions, we have
\[
\lambda_3 \left( \{ x : u(x, \tau) > k \} \right) \leq \frac{\| u \|_{L^1(\Omega)}}{k} \leq \frac{\lambda_3(\Omega)}{2}.
\]
Hence, \( \lambda_3 \{ x : w_k(x, \tau) = 0 \} \geq \lambda_3(\Omega)/2 \).
Moreover \( \| w_k(\cdot, \tau) \|_{L^r(\Omega)} = \int_\Omega |w_k|^\frac{r}{2} |w_k|^{2\beta} \, dx \). Use of Hölder’s inequality yields
\[
\| w_k(\cdot, \tau) \|_{L^r(\Omega)} \leq \| w_k(\cdot, \tau) \|_{L^6(\Omega)}^{\frac{4}{3}} \| \nabla w_k^\beta(\cdot, \tau) \|_{L^2(\Omega)}^{2\beta}.
\]
Since \( W^{1,2}(\Omega) \subset L^6(\Omega) \) with continuous embedding, we get
\[
\| w_k^\beta(\cdot, \tau) \|_{L^2(\Omega)}^2 \leq c_1 \| w_k^\beta(\cdot, \tau) \|_{W^{1,2}(\Omega)}^{2\beta} \leq c_1 c_2 \| \nabla w_k^\beta(\cdot, \tau) \|_{L^2(\Omega)}^2,
\]
where we also use the preliminary consideration. The claim follows. \( \square \)

Lemma B.2. Let \( u \in L^1(\Omega) \). For \( k \in \mathbb{R} \), we denote \( Q_\delta := \{ (x, \tau) \in Q_x : u(x, \tau) > k \} \).
Assume that for all \( k \geq k_1 \), the function \( w_k = \max\{ u - k, 0 \} \) satisfies the inequality
\[
\| w_k \|_{L^1(\Omega)} \leq \sum_{i=0}^n \left( A_i |Q_{\cdot,\cdot}|^{\omega_i} + B_i k^{\omega_i} |Q_{\cdot,\cdot}|^{\beta_i} \right),
\]
with \( n \in \mathbb{N} \), \( y > 1 \) and, for \( i = 1, \ldots, n \), constants \( 1 < \omega_i \), \( 0 \leq \omega_i \leq y \) and \( A_i, B_i \geq 0 \). Then
\[
\sup_{\Omega} u \leq k_1 + C(t, |\Omega|, k_1, |A|_1, |B|_1, \| u \|_{L^1(\Omega)}),
\]
where \( C \) is a positive continuous function.

Proof. Let \( f(k) := \| w_k \|_{L^1(\Omega)} / |Q_k| \). Then \( f \) is weakly differentiable on \( \mathbb{R}_+ \) and \( -f'(k) = |Q_{k,\cdot}| / |Q| \leq 1 \) for almost all \( k \). Hence \( f \in C^0(\mathbb{R}) \). Using the assumptions, for all \( k \geq k_1 \), we can show that
\[
|Q_k| f(k) \leq \left( \sum_{i=0}^n A_i |Q_i|^{\omega_i} \right) (-f'(k))^\omega_{\min} + \left( \sum_{i=0}^n B_i k_i^{\omega_i} \right) \left( \frac{k}{k_1} \right)^{\omega_{\max}} |Q_{\cdot,\cdot}| (-f'(k))^{\beta_i},
\]

3876
where \( y_{\min} := \min_i y_i > 1 \) and \( \omega_{\max} = \max_i \omega_i \). From this we deduce that

\[
-f'(k) \geq \min \left\{ \left( \frac{f(k)}{2\sum_{i=0}^n A_i |Q_i|^{\nu_{\min}} - k} \right)^{\frac{1}{\nu_{\min}}}, \left( \frac{f(k)}{2(k/k_1)^{\nu_{\max}} |Q_i|^{\nu_{\min}} \sum_j B_j k_j^{\nu_{\min}}} \right)^{\frac{1}{\nu_{\min}}} \right\}
\]

\[
\geq 2^{\nu_{\max}} \max \left\{ \left( \frac{|Q_i| f(k)}{(\sum_{i=0}^n A_i |Q_i|^{\nu_{\min}})^{\nu_{\min}}}, \frac{|Q_i| (\sum_{i=0}^n B_j k_j^{\nu_{\min}})}{k_1^{\nu_{\min}}} \right)^{\frac{1}{\nu_{\min}}} \right\},
\]

with \( \alpha := \max \{1/y, 1/y_{\min} \} < 1 \). Since \( |Q_i| f(k)/\|u\|_{L^1(Q_i)} \leq 1 \), with \( \nu := \omega_{\max}/y \leq 1 \) we also obtain that

\[
-f'(k) \geq \frac{1}{2^{\nu_{\max}}} \min \left\{ \left( \frac{\|u\|_{L^1(Q_i)}}{|Q_i|^{\nu_{\min}}} \cdot \|u\|_{L^1(Q_i)}^{\frac{1}{\nu_{\min}}} \right)^{\frac{1}{\nu_{\min}}}, \frac{|Q_i| f(k)\nu}{k^{\nu}} \right\}
\]

We are now in the situation of lemma 5.1 in [LU68]. If \( \nu < 1 \), we get a bound

\[
\sup_{Q_i} u \leq k_1 + c(\alpha, \nu) \frac{\Sigma}{\|Q_i\|^{\frac{1}{\nu}}} \left( \frac{\|u\|_{L^1(Q_i)}}{|Q_i|^{\nu_{\min}}} \right)^{\frac{1}{\nu_{\min}}}.
\]

\[
\Sigma := \left\| u \right\|_{L^1(Q_i)}^{\frac{1}{\nu_{\min}}} 2^{\nu_{\max}} \max \left\{ \left( \frac{\sum_{i=0}^n A_i |Q_i|^{\nu_{\min}}}{|Q_i|^{\nu_{\min}}}, \frac{|Q_i| (\sum_{i=0}^n B_j k_j^{\nu_{\min}})}{k_1^{\nu_{\min}}} \right)^{\frac{1}{\nu_{\min}}} \right\}.
\]

If \( \nu = 1 \), then with the same \( \Sigma \) the bound takes the form

\[
\sup_{Q_i} u \leq k_1 \exp \left( \frac{\Sigma}{1 - \alpha} \left( \frac{\|u\|_{L^1(Q_i)}}{|Q_i|} \right)^{1-\alpha} \right).
\]

\( \square \)

**Appendix C. Analytical investigations on fluid mixtures**

We started with the PDEs (5)–(7) of multicomponent fluid dynamics; this is the Navier–Stokes–Fick–Onsager–Fourier system.

In other investigations devoted to mixtures, the modelling seems to be different at first sight. In many mixture theories indeed, the varying composition is handled by means of the volume fractions.

To understand this viewpoint, let us call a mixture of \( N \) constituents volume-additive if for every control volume \( V \) in the fluid, the equation

\[
|\mathcal{V}| = \sum_{j=1}^N m_j(\mathcal{V}) \dot{v}_j
\]

is valid, with \( m_j(\mathcal{V}) \) being the total mass of \( A_j \) available in \( \mathcal{V} \), and \( \dot{v}_j = 1/\rho_i \) denoting the specific volume of \( A_i \) as pure substance. For instance, ideal mixtures are volume-additive in this context.
sense ([Brd81], section 4.1). The mixtures characterised by the splitting (92) of the chemical potentials are also a subclass of the volume-additive mixtures (cp (96))\(^{13}\).

The specific volume/the mass density of a constituent are functions of temperature and pressure. In the continuum limit, the definition (158) implies that the equation
\[
\sum_{i=1}^{N} \frac{\rho_i}{\hat{\rho}(T, p)} = 1
\]  
(159)
is valid at every point of a volume-additive mixture. In fact, (159) is the equation of state of any volume-additive mixture.

The quantities \(\varphi_i := \rho_i / \hat{\rho}(T, p)\) sum up to one at every point and \(\varphi_1, \ldots, \varphi_N\) are called the \textit{volume fractions}.

To determine the volume fractions in systems subject to dynamics, one is faced with the difficulty that, up to the equation (159)—which, depending on the properties of the mixture, we might postulate or not—conservation principles are not formulated for the volume, but for the mass. For this reason, the volume-fractions are not always subject to similar conservation laws like the partial mass densities. If we account for the fact that \(\hat{\rho}\) remains dependent on \(T\) and \(p\) in the mixture, dividing in (5) with \(\hat{\rho}(T, p)\) does not yield a divergence-form equation for \(\varphi_i\) except, of course, for isothermal and isobaric systems.

However, another special case occurs if the involved constituents are all perfectly incompressible. In this case \(\partial_T \hat{\rho}_i = 0\) for each \(A_i\) by definition and, due to the inequality (see [Mül85] or (36) of [BDD])
\[
(\partial_T \hat{\varphi}_i)^2 \leq -\frac{C_p}{T} \partial_T \hat{\varphi}_i,
\]
also \(\partial_T \hat{\rho}_i = 0\). Hence \(\hat{\rho}_i = \rho^R_i\) with the constant reference bulk mass density of the constituent \(A_i\). Then, (159) reduces to a \textit{constraint} for the partial mass densities:
\[
\sum_{i=1}^{N} \frac{\rho_i}{\rho^R_i} = 1,
\]  
(160)
expressing the equation of state of a \textit{volume-additive mixture of incompressible constituents}\(^{14}\).

In this case, the volume fractions of the constituents approximately satisfy conservation laws: we divide in (5) with \(\rho^R_i\), yielding with \(\varphi_i := \rho_i / \rho^R_i\),
\[
\partial_t \varphi_i + \text{div}(\rho^R_i^{-1} \mathbf{j}^i) = (\rho^R_i^{-1} \mathbf{j}^i).
\]  
(161)
This form of the equations of mass conservation is used for instance in [JHH96], [OW97], [Boy02], [AGG12] and many more. However, note that other papers like [LT98] on Cahn–Hilliard regularisations of two-phase binary mixtures do not rely on the assumption that the mass densities of the constituents are constant\(^{15}\).

\(^{13}\)For mixtures which are not volume-additive, the equation (158) can be postulated too, but the specific volumes \(\hat{\varphi}_i\) are not independent on the molecular composition.

\(^{14}\)In the paper [JHH96], the same type of mixture is called ‘simple mixture’. In [BD15], section 15, ‘simple mixture’ refers to a different concept. A mixture is simple if the internal energy density and the pressure can be additively constructed from the corresponding partial constitutive quantities of the constituents.

\(^{15}\)In [LT98], the partial mass density is called ‘apparent mass density’ and the mass density of the constituent is called ‘actual mass density’. 
We sum up the equation (161) and, if chemical reactions are absent, we get

\[ \text{div} \left( \sum_{i=1}^{N} (\rho_i^R)^{-1} j^i \right) = 0. \]

Hence we recover the statement of [Boy02] that the volume-averaged velocity

\[ v^{\text{vol}} := \sum_{i=1}^{N} (\rho_i^R)^{-1} j^i \]

is divergence-free. This is however only true in a volume-additive mixture of incompressible fluids where there are, moreover, no chemical reactions.

In order to work with the equation (161) while preserving \( \sum_{i=1}^{N} \varphi_i = 1 \), several approaches have been tried. For instance, in [OW97], two modelling possibilities are discussed in order to guarantee that the net flux \( \sum_{i=1}^{N} (\rho_i^R)^{-1} j^i \) — or at least its divergence — vanish. This modelling approach results into reaction–diffusion systems, which raises also the question on how to couple mass transport with mechanics. In [Boy02] or [AGG12], another solution is applied. The rescaled mass fluxes

\[ (\rho_i^R)^{-1} j^i = \varphi_i v^{\text{vol}} + \tilde{J}^i, \]

are employed. The modified diffusion fluxes \( \tilde{J}^i \) have to sum up to zero due to the definition of the volume-averaged velocity. Now, it is postulated that \( v^{\text{vol}} \) is the mechanical velocity occurring in Newton’s law and diffusion is modelled in the spirit of the theory of irreversible processes as relative motion to this new velocity. This approach is restricted to ideal mixtures of perfectly incompressible constituents without chemical reactions, and it is incompatible with the identity (8). Hence, the continuity equation \( \partial_t \rho + \text{div}(\rho v) = 0 \) is not valid with the same velocity field as the one occurring in the equations of momentum balance.

At last, let us remark that serious conceptual problems are still generated by the appropriate notion of incompressibility for the multicomponent case. In [OW97], incompressibility is defined as \( \sum_{i=1}^{N} \varphi_i = 1 \). In [AGG12, Boy02], incompressibility is defined as \( \text{div} v^{\text{vol}} = 0 \). This constraint is enforced by using the pressure in the momentum equation (for \( v^{\text{vol}} \)) as a Lagrange multiplier, in the spirit of the single component incompressible Navier–Stokes equations. As a drawback, the pressure is decoupled from the thermodynamic potential and does not obey (18).

As already shown in [JHH96], it is not to be expected that the barycentric velocity field \( v^{\text{mass}} \) is solenoidal even in volume additive mixtures of incompressible fluids. The only possible exceptions are: (i) that all fluids possess the same density, which is seldom the interesting case in practice or, (ii) that \( N - 1 \) components are dilute in one dominating fluid, which of course occurs frequently. But mathematically, the case (ii) reduces to the single component variant of the Navier–Stokes equations, which essentially decouple.

From this latter viewpoint, a reliable way to enforce the constraint (160) while staying consistent with (18) and the general form of the free energy functional \( \varphi(T, \rho_1, \ldots, \rho_N) \), is to introduce the thermodynamic pressure as a Lagrange multiplier directly for the algebraic constraint (160) instead of the differential constraint \( \text{div} v = 0 \). We refer to [BDD] for a recent model derivation — similar observations had been done in [JHH96] and [LT98] with the notion of quasi-incompressible fluid — and to [FLM16], [Dru21a], [BD21b] for first analytical results. Here too, \( \text{div} v^{\text{vol}} = 0 \) results as a trivial consequence of the mass conservation equations \( \partial_t \rho + \text{div} j = 0 \), the equation of state (160) (= the incompressibility constraint), and the assumption that the constituents are incompressible— that is, \( \hat{\rho}(T, p) = \rho_i^R \) constant.
Hence, $\text{div} \, v^{\text{vol}} = 0$ does not need being enforced by changing the definition of pressure or Newton’s conservation principle.

Another interesting recent result proved in this context is that not only volume-additive mixtures of incompressible fluids, but even general incompressible mixtures must obey the equation (160). Hence, the partial molar volumina are independent of the composition if the mixture is incompressible. This has been proved and discussed in [BDD].
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