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Abstract—The purpose of this research is to perform a comparative numerical analysis of an efficient numerical methods for second-order ordinary differential equations, by reducing the second-order ODE to a system of first-order differential equations. Then we obtain approximate solutions to the system of ODE. To validate the accuracy of the algorithm, a comparison between Euler’s method and the Runge-Kutta method or order four was carried out and an exact solution was found to verify the efficiency, accuracy of the methods. Graphical representations of the parametric plots were also presented. Time inference analysis is taken to check the time taken to execute the algorithm in Mathematica®12.2.0. The obtained approximate solution using the algorithm shows that the Runge-Kutta method of order four is more efficient for solving system of linear ordinary differential equations.
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I. INTRODUCTION

In recent times, computer algebraic system (CAS) have been employed to investigate the use of built-in functions and construction of algorithm to obtain solutions to initial value problems. Scientific problems arises in stem fields as Biology, Physics, Chemistry, and Engineering [1], Ecology with respect to inverse problems [2]. They also arise in non-stem fields as humanities, virtual art, designs and films [3], [4]. Differential equations recently have been understood, that its application model life realities and numerical methods are used to investigate ODEs. Some problems have been modeled to explore dynamics of music, literature, poetry, prey-predator models, decay radiation, and numerical methods [5], have been used to understand its dynamics in terms of approximation. Some mathematical real life situations modeled by system of ODEs do not have exact solutions, hence, approximation and/or numerical techniques must be used. In this paper, we consider second-order ODEs, convert them to a system of ODEs and compare the exact and numerical solution. This exploration is investigated through evaluation using Mathematica®[6], [7], [8]. Euler’s and Runge-Kutta [9], [5], [10] algorithm are implemented with its built-in function. Other researchers have implemented several methods to solve initial value problems and the analysis of the accuracy in areas such as Epidemiology [11], stability and efficiency to system of ODEs [12] but not with the algorithm implemented in this paper and the use of time inference obtained with Mathematica®. The Euler’s method has large errors which is illustrated using Taylor’s series expansion. Taylor’s series converges within a small range and as a result, if the step size is not relatively small, it diverges. From Taylor’s expansion, the first two terms represent the Euler’s method. Through this, its imperative enough to know if h is not small enough, the method is not accurate and will not be a good use for practical implementation. The Runge-Kutta method of order four gives a better approximation than the Euler’s method but its complicated in computing. However, it converges faster to the exact solution. This procedure explore the comparative analysis between the exact and numerical solution of the ODEs [13],[14]. The algorithm works robustly for obtaining solution to system of first order ODEs [15] and comparing the solution by computation and investigating the absolute timing it takes for each algorithm to compute, hence the algorithm can be applied to biological models. This algorithm will be applied to investigate nonlinear system of ODEs for further studies.

In this paper, we are more concerned about the accuracy of the algorithm and its reliability after comparing the exact solution, Euler’s method and Runge-Kutta method on the system of first-order linear ODEs.

II. METHODOLOGY

In this section, we will consider a second-order ODEs by recasting it to system of first-order ODEs. In considering the Euler’s method and Runge-Kutta method of order four, this methods investigated by coding an algorithm using the CAS, Mathematica and its built-in function. The approximate solution of both methods would be obtained and compared by the result of algorithm and the built-in function of Mathematica®. For Equation (1) and Equation (2), the explicit formula for the solution can’t be obtained for an initial value problem of such form but can approximate the solution using the numerical methods which is based on the tangent line approximation. In this paper, the Euler’s method would be used to approximate the system of ODEs with initial conditions. This technique will investigate numerically with the aid of the Mathematica® software.
III. **Euler’s Method**

Consider the initial value problem in

\[
\frac{dx}{dt} = f(t, x, y), \quad \frac{dy}{dt} = g(t, x, y),
\]

with initial condition \(x(0) = 0\), and \(y(0) = 0\) valid for \(a \leq t \leq b\)

Let

\[
m_k = f(x_k, y_k), \quad n_k = g(x_k, y_k),
\]

Such that

\[
x_{k+1} = x_k + m_k \Delta t \Rightarrow x_{k+1} = x_k + f(x_k, y_k) \Delta t, \quad (5)
\]

\[
y_{k+1} = y_k + n_k \Delta t \Rightarrow y_{k+1} = y_k + g(x_k, y_k) \Delta t. \quad (6)
\]

where \(\Delta t = \frac{b - a}{n}\) is known as the step size. The rule of the thumb to the above algorithm is the smaller the step size (over the increased number of length interval), the more accurate the approximate solution. However, even when extremely small step sizes are used, over a large number of steps the error starts to accumulate and the estimate diverges from the actual functional value which denotes its limitation and the requires more time to compute the approximate solution using the CAS.

IV. **Runge-Kutta Method of Order 4 (RK4)**

The Runge-Kutta method are an important family of methods for approximate solutions of ODEs which were developed by mathematics duo C Runge (1856-1927) and M.W Kutta (1867-1944). In this paper, the Runge-Kutta method (RK4) was considered for a initial value problem (IVP), for a system of the first order ODEs, such that

\[
x'(t) = f(t, x) \quad \text{where} \quad x = x(t) = [(x_1(t), x_2(t), \ldots, x_n(t))^T, \quad f \in [a, b] \times \mathbb{R}^n \rightarrow \mathbb{R}^n, \quad (7)
\]

\[
y'(t) = f(t, y) \quad \text{where} \quad y = y(t) = [(y_1(t), y_2(t), \ldots, y_n(t))^T, \quad f \in [a, b] \times \mathbb{R}^n \rightarrow \mathbb{R}^n. \quad (8)
\]

with initial condition \(x(0) = x_0\). To implement the RK4 method of solution of \(x(t)\) and \(y(t)\) of the IVP over the time interval \(t \in [a, b]\). The time interval was subdivided into \(n\) equal intervals and we selected the step size such that \(h = \frac{b - a}{n}\) where \(h\) is called the step size.

Consider a problem for the implementation of RK4

\[
x' = f(t, x, y); x(t_0) = x_0, \quad (9)
\]

\[
y' = f(t, x, y); y(t_0) = y_0. \quad (10)
\]
Fig. 2. (a) Graph of Exact and Numerical Solution, Euler’s Algorithm for Example 1.

V. NUMERICAL EXAMPLES

A. Using Euler’s Algorithm

Consider the system of ODE

\[ x' = -x + y, \quad (11) \]
\[ y' = -x - y, \quad (12) \]
\[ x(0) = 0, \quad y(0) = 4, \quad h = 0.1. \]

The exact solution was obtained as \( x(t) = 4e^{-t} \sin(t), \) \( y(t) = 4e^{-t} \cos(t). \) Results generated using the Euler’s algorithm were represented on the Table I.

Table I. Results Obtained Using Euler’s Algorithm

| n   | \( x_n \) | \( y_1 \) | \( y_n \) |
|-----|---------|---------|---------|
| 0   | 0       | 0       | 4       |
| 1   | 0.361332| 0.4     | 3.60127 | 3.6     |
| 2   | 0.650827| 0.72    | 3.20984 | 3.2     |
| 3   | 0.825707| 0.98    | 2.83902 | 2.808   |
| 4   | 1.04414 | 1.152   | 2.40692 | 2.4304  |
| 5   | 1.16315 | 1.27984 | 2.12912 | 2.07216 |
| 6   | 1.23935 | 1.35907 | 1.81182 | 1.7369  |
| 7   | 1.27964 | 1.396868| 1.51924 | 1.42736 |
| 8   | 1.28972 | 1.3999194| 1.2552 | 1.14494 |
| 9   | 1.27391 | 1.37411286| 1.01091| 0.89945 |
| 10  | 1.23824 | 1.3260166272| 0.79064 | 0.66364 |

The graphs in Figure 1 represents the exact solution, numerical solution of \( x(t) \) & \( y(t) \) and the error plots.

Figure 1 (b) and (d) shows that the order of errors observed in the graphs for Figure 1 (a) and (c) are \( 10^{-2} \) and \( 10^0 \) respectively. For example 1, we observed that the solutions for \( x(t) \) yielded better approximations than the solutions for \( y(t). \) Although, from a graphical perspective, Figure 1 (c) shows better agreement (between the exact and numerical solutions) as compared to Figure 1.

The graph in Figure 2 represents the exact solution and numerical solution of \( x(t) \) & \( y(t) \)

B. Using Runge-Kutta Algorithm

Now, let us consider the system of ODEs from equations in Equation (11)-Equation (12). The exact solution was obtained as \( x(t) = 4e^{-t} \sin(t), \) \( y(t) = 4e^{-t} \cos(t). \) The results generated by the Runge-Kutta algorithm are represented in the Table II.

Table II. Table II Represent the Result Obtained using Runge-Kutta Algorithm

| n   | \( L \)    | \( P \)    | \( Y_n \) |
|-----|-----------|-----------|-----------|
| 0   | 0         | 0         | 4         |
| 1   | 0.361332  | 0.318733  | 3.60127   |
| 2   | 0.650827  | 0.579032  | 3.20984   |
| 3   | 0.825707  | 0.78666   | 2.83902   |
| 4   | 1.04414   | 0.94723   | 2.40692   |
| 5   | 1.16315   | 1.06615   | 2.12912   |
| 6   | 1.23935   | 1.14855   | 1.81182   |
| 7   | 1.27964   | 1.19929   | 1.51924   |
| 8   | 1.28972   | 1.22289   | 1.2522    |
| 9   | 1.27391   | 1.22354   | 1.01091   |
| 10  | 1.23824   | 1.20507   | 0.79064   |

The graph in Figure 3 represents the exact solution and numerical solution of \( x(t) \) & \( y(t) \) and error plots.

The same phenomenon we observed under the Euler’s algorithm section is also observed in this section. Figure 3 (b) and (d) are error plots having order of magnitudes \( 10^{-1} \) and \( 10^0 \) respectively. However, Figure 3 (a) and (c) shows that the agreement between the exact and numerical solutions for \( y(t) \) is better compared to the agreements between the exact and numerical solutions for \( x(t). \)

The graph in Figure 4 represents the exact solution and numerical solution of \( x(t) \)

C. Example 2

Consider the IVP of the form

\[ x'' + 2x' + x = 0, \quad (13) \]
\[ x(0) = 1, \quad x'(0) = 0. \]

In what follows, we reduce Equation (13) to a system of first-order ODEs

\[ x' = y, \quad (14) \]
\[ y' = -x - 2y \quad (15) \]
\[ x(0) = 1, \quad y(0) = 0. \]

The exact solution of the system was obtained as

\[ x(t) = e^{-t}(1 + t), \quad (16) \]
\[ y(t) = -e^{-t} \cdot t, \quad (17) \]
\[ x(0) = 1, \quad y(0) = 0. \]

Analytical solution \( y(t) = e^{-t}(1 + t). \) \( (18) \)

The result generated using Euler’s algorithm by comparative analysis is presented in Table III. We define the following

\[ x2 \to e^{-t}(1 + t), \quad y2 \to -e^{-t} \cdot t. \] \text{Exact solution} \quad (19)

and

\[ X_n \to y, \quad Y_n \to -x - 2y. \] \text{Numerical solution} \quad (20)
The graph in Figure 5 represents the exact solution, numerical solution of $x(t)$ & $y(t)$ and error plots.

For example 2, we can observe a stark contrast to example 1. Figure 5 (a) and (c) shows that the agreement between the exact and numerical solutions for $x(t)$ is better compared to the agreements between the exact and numerical solutions for $y(t)$. The error plots for the graph in Figure 5 (b) shows that the approximation is quite good, as the error has order of magnitude $10^{-2}$. The error plots for the solutions of $y(t)$ is not quite good (it has dimensions of order $10^0$).

The graph in Figure 6 represents the exact solution and numerical solution of $x(t)$.

### Table III. Results Obtained Using Euler’s Algorithm

| n   | $X_n$ | $Y_n$ |
|-----|-------|-------|
| 0   | 1     | 0     |
| 1   | 0.995321 | 0.996738 | -0.0904837 | -0.0905542 |
| 2   | 0.982477 | 0.984877 | -0.163746 | -0.163981 |
| 3   | 0.963064 | 0.966075 | -0.222245 | -0.222686 |
| 4   | 0.938484 | 0.941753 | -0.268128 | -0.268776 |
| 5   | 0.878099 | 0.881058 | -0.329287 | -0.330261 |
| 6   | 0.844195 | 0.846968 | -0.359463 | -0.36056 |
| 7   | 0.808792 | 0.811058 | -0.365913 | -0.366986 |
| 8   | 0.772482 | 0.774135 | -0.367879 | -0.368873 |
| 9   | 0.735759 | 0.736721 | -0.368742 | -0.369726 |

### Table IV. Results Obtained Using Runge-Kutta Algorithm

| n   | $X_n$     | $Y_n$ |
|-----|-----------|-------|
| 0   | 1         | 0     |
| 1   | 0.995321 | 0.996738 | -0.0904837 | -0.0905542 |
| 2   | 0.982477 | 0.984877 | -0.163746 | -0.163981 |
| 3   | 0.963064 | 0.966075 | -0.222245 | -0.222686 |
| 4   | 0.938484 | 0.941753 | -0.268128 | -0.268776 |
| 5   | 0.878099 | 0.881058 | -0.329287 | -0.330261 |
| 6   | 0.844195 | 0.846968 | -0.359463 | -0.36056 |
| 7   | 0.808792 | 0.811058 | -0.365913 | -0.366986 |
| 8   | 0.772482 | 0.774135 | -0.367879 | -0.368873 |
| 9   | 0.735759 | 0.736721 | -0.368742 | -0.369726 |

D. Using Runge-Kutta Algorithm

Consider the system of ODEs in Equation (14)-Equation (15), result generated by RK4. The numerical solution is presented in Equation (20). The comparative Runge-Kutta algorithm is presented in the Table IV.
The graph in Figure 7 represents the exact solution, numerical solution of \( x(t) \) & \( y(t) \), and error plots.

For this section, the error plots for \( x(t) \) has order of magnitude 10^{-3} (see Figure 7 (b)). The magnitude of order for the error plots of \( y(t) \) still maintains the same value as it was in the section for Euler’s algorithm (see Figure 7 (d)).

The graph in Figure 8 represents the exact solution and numerical solution of \( x(t) \)

E. Example 3

In what follows, we will consider the well-known model of a vibrating particle attached to a stationary wall through a spring

\[ mx''(t) + dx'(t) + kx(t) = 0, \]

(21)

where \( m \) is the mass of the particle, \( d \) is the damping factor, and \( k \) is the stiffness constant of the spring. Equation (21) is rewritten as

\[ x''(t) + 2\delta x'(t) + \omega^2 x(t) = 0, \]

(22)

where \( 2\delta = d/m \) and \( \omega^2 = k/m \). Equation (22) is reduced to the system of first-order ODEs

\[ x' = y \]

(23)

\[ y' = -2\delta y - \omega^2 x \]

(24)

From Equation (23)-Equation (24), the exact solution was obtained as

\[ x(t) = (0.1 - 2.6963 \times 10^{-34} \cos[6.28319t]) + (3.15475 \times 10^{-17} + 8.22996 \times 10^{-34}i \sin[6.28319t]), \]

(25)

\[ y(t) = (-0.628319 + 2.38256^{-18i}) ((0 + 0i) + (1 + 0i) \sin[6.28319i]), \]

(26)

\[ x(0) = 0.1, y(0) = 0, \delta = 0, \omega = 2\pi \]

The results generated from the Euler’s algorithm is presented in Table V by defining the following:

\[ \text{TABLE V. RESULTS OBTAINED USING EULER'S ALGORITHM.} \]

\[
\begin{array}{cccc}
\hline
\text{t} & x & y' & y'' \\
\text{0.0} & \text{0.0} & \text{0.0} & 0.0 \\
0.1 & 0.0000000 & 0.0000000 & 0.0000000 \\
0.2 & 0.0000000 & 0.0000000 & 0.0000000 \\
0.3 & 0.0000000 & 0.0000000 & 0.0000000 \\
0.4 & 0.0000000 & 0.0000000 & 0.0000000 \\
0.5 & 0.0000000 & 0.0000000 & 0.0000000 \\
0.6 & 0.0000000 & 0.0000000 & 0.0000000 \\
0.7 & 0.0000000 & 0.0000000 & 0.0000000 \\
0.8 & 0.0000000 & 0.0000000 & 0.0000000 \\
0.9 & 0.0000000 & 0.0000000 & 0.0000000 \\
1.0 & 0.0000000 & 0.0000000 & 0.0000000 \\
\hline
\end{array}
\]
Fig. 7. (a) Graphical Representation: Exact and Numerical Solution of \( x(t) \) (b) Error Plot of \( x(t) \) (c) Graphical Representation: Exact and Numerical Solution of \( y(t) \) (d) Error Plot of \( y(t) \), using the Runge-Kutta Algorithm for Example 2.

Fig. 8. (a) Graph of Exact and Numerical Solution, Runge-Kutta Algorithm for Example 2.

The graph in Figure 9 represents the exact solution, numerical solution of \( x(t) \) & \( y(t) \) and error plots. The graph in Figure 11 represents the exact solution and numerical solution of \( x(t) \)

F. Using Runge-Kutta Algorithm

Now, let us consider the system of ODEs in Equation (23)-Equation (24), for the results generated using RK4 and its numerical solution. The comparative analysis of RK4 algorithm is presented in the Table VI.

The graph in Figure 10 represents the exact solution, numerical solution of \( x(t) \) & \( y(t) \), and error plots.

The graph in Figure 12 represents the exact solution and numerical solution of \( x(t) \)

VI. Time Inference

This section details the time taken by Mathematica® to evaluate the formulated algorithms. An inference can be drawn that Euler’s algorithm solves the system of ODEs in less time than the RK4. By computation the average time for each algorithm is represented in Table VII. As seen in Table VII, the Euler’s algorithm computes faster although, it does not give an accurate approximation but the RK4 algorithm gives a better approximation despite having a lower computational speed compared to the Euler’s algorithm.

VII. Conclusion

In this paper, we considered an algorithm which was simulated using Mathematica® 12.2.0 installed on a 512 SSD, 64 bit laptop. The built-in function of Mathematica® with
absolute timing was used to generate a better approximation in the three examples considered in preceding sections. The accuracy of this algorithm depends on the system of ODEs under consideration. The algorithm was built to simulate system of ODEs by converting second-order ODE to a system of first-order IVP, with graphical representation of exact and numerical solution. The error plot with the same step size $h = 0.1$ was also graphically illustrated. Considering the parametric plot of example 1, the plot shows that the solution presented by the both algorithm, that RK4 algorithm gives a better approximation than the Euler’s algorithm. This was also the case in example 2, the Runge-Kutta algorithm showed that the solution obtained from the exact and numerical solution by comparative analysis obtained accurate result and the same goes for example 3. It has been observed by the results shown in Figure 13, through the parametric plot that the algorithm works well. Table VII shows how the Euler’s algorithm computes faster but does not give accurate approximations, like that of RK4 which computes slower but gives better approximation. In future work, we intend to harness the algorithm to solve higher orders of ODE that can be recasted to system of ODEs. We also aim to adopt the algorithms to solve other differential equations such as Lotka-Volterra model, and stiff equations, and investigate the algorithm time taken in execution, using Mathematica®. By investigation, it is shown in Figure 9 that the parametric plot of the system of ODEs using the (Euler’s and RK4) algorithms concludes that RK4 algorithm works well and gives better approximation. In Equation (25) and Equation (26), we observed the appearance of complex conjugate values in the exact solution. This was due to the low value of damping ($\delta = 0.01$) used in the equation of motion, describing the particle attached to a stationary wall. This explanation also covers for the complex values observed in Table V and Table VI. The numerical values in the aforementioned tables showed close approximations, despite the complex part. The values of the complex parts are also negligible as they are really small (having dimensions of $10^{-34}$, $10^{-19}$ and $10^{-18}$). Comparing Figure 9 (b) and (d) against Figure 10 (b) and (d), we can observe that the Runge-Kutta algorithm also gave a better approximation to the Euler algorithm. The errors for the Runge-Kutta algorithm was in order $5 \times 10^{-2}$ while Euler algorithm was in order $1 \times 10^{-1}$.
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Fig. 10. (a) Graphical Representation: Exact and Numerical Solution of $x(t)$ (b) Error Plot of $x(t)$ (c) Graphical Representation: Exact and Numerical Solution of $y(t)$ (d) Error Plot of $y(t)$ using the Runge-Kutta Algorithm in Example 3.

Fig. 11. (a) Graph of Exact and Numerical Solution, Euler’s Algorithm in Example 3.

Fig. 12. (a) Graph of Exact and Numerical Solution, Runge-Kutta Algorithm in Example 3.
Fig. 13. [a,b] Parametric plot: Euler’s and RK4 algorithm for Example 1. [c,d] Parametric plot: Euler’s and RK4 algorithm for Example 2.
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