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Abstract—Many applications in image processing require resampling of arbitrarily located samples onto regular grid positions. This is important in frame-rate up-conversion, super-resolution, and image warping among others. A state-of-the-art high quality model-based resampling technique is frequency-selective mesh-to-grid resampling which requires pre-estimation of key points. In this paper, we propose a new key point agnostic frequency-selective mesh-to-grid resampling that does not depend on pre-estimated key points. Hence, the number of data points that are included is reduced drastically and the run time decreases significantly. To compensate for the key points, a spectral weighting function is introduced that models the optical transfer function in order to favor low frequencies more than high ones. Thereby, resampling artefacts like ringing are suppressed reliably and the resampling quality increases. On average, the new AFSMR is conceptually simpler and gains up to 1.2 dB in terms of PSNR compared to the original mesh-to-grid resampling while being approximately 14.5 times faster.

Index Terms—image reconstruction, resampling, scattered data

I. INTRODUCTION

In image processing, the need for reconstructing samples from non-integer positions onto regular grid positions is of high importance for many applications. For example, this is required when different warped meshes are combined to one single-view point like in view generation [1]. The same problem holds for multi-camera setups and stereo matching applications [2], [3]. Furthermore, non-integer positions arise in scenarios that take sub-pixel accuracy implicitly as e.g. super-resolution [4] or frame-rate up-conversion [5]. The arbitrarily located non-integer positions are referred to as mesh, the integer positions as grid in the following. In literature, mesh points are also known as scattered data and thus, the solution of this interpolation task is referred to as scattered data interpolation. In Fig. 1 the mesh positions are given as red circles. The task is to resample the red circles onto regularly spaced grid positions, which are given as black dots in Fig. 1. They are located on the intersections of the dashed lines which aim to visualize the grid.

Common state-of-the-art methods that address this problem statement are presented in the next section. In line with this, one of those state-of-the-art methods is named frequency-selective mesh-to-grid resampling (FSMR) [6]. To overcome the drawback of computational complexity and to enhance the resampling quality further, the novel key point agnostic FSMR (AFSMR) with spectral weighting is proposed. The new AFSMR is presented in Sec. III. Subsequently, the techniques are evaluated in terms of quality and run time in Sec. IV. The paper concludes with Sec. V.

II. STATE-OF-THE-ART

In mesh to grid resampling pixels that are located on arbitrary floating mesh positions have to be resampled onto regular grid positions. Grid positions hold integer coordinates whereas floating mesh positions hold non-integer positions. We refer to this problem as image resampling or scattered data interpolation. To tackle this problem, common interpolation techniques can be applied. Using bilinear interpolation [7] the information on the grid can be achieved by taking the mean of the neighboring floating mesh data points. A similar approach holds for bicubic interpolation [7] where polynomials are used to fit the original data and interpolate the unknown grid information. Also Lanczos interpolation can be used to solve the interpolation task.
Other approaches to solve the resampling problem can be found in the context of image reconstruction and more specifically in the area of the reconstruction of irregularly sampled image data. Nevertheless, irregularly sampled data is not the same as scattered data. In most cases, if one refers to irregularly sampled data, the data is still sampled on fixed grid positions. Scattered data are usually located on arbitrary non-integer positions. However, the reconstruction of images from irregularly sampled data can handle differences in pixel density and the reconstruction from arbitrarily distributed original data. A very common representative of this group of reconstruction techniques is the kernel regression approach by Takeda et al. [8]. Other reconstruction methods use Delaunay triangulation [9], second-order wavelets [10], or moving least squares [11] approaches to handle the irregularly sampling problem.

Another method that can be used for resampling and reconstruction is the model-based Frequency-Selective Mesh-to-Grid Resampling (FSMR) [6]. It originates from frequency-selective reconstruction [12], which was developed over the last years [13], [14]. It is designed to solve quarter sampling problems and thus can be seen as a representative of the irregular sampling group. FSMR is a versatile technique to handle any kind of scattered data interpolation problem. Furthermore, FSMR is a powerful technique that yields excellent resampling quality [6]. A great drawback of FSMR however is, that a huge data base is incorporated into model generation due to the pre-estimation of key points and, thereby, the run time is quite long. As FSMR is important for the ongoing work, we will shortly summarize it in the following.

As already described, arbitrarily distributed mesh pixels \( \mathcal{M} \) are resampled onto regularly distributed grid coordinates \( \mathcal{G} \). The grid coordinates are interpolated in a first step using bicubic interpolation to stabilize FSMR. This step yields a high increase in the number of underlying data points. We denote these points as key points \( \mathcal{G}_{\text{key}} \). A visualization of the used (red) and the to be reconstructed coordinates (black) of FSMR is given in Fig. 1. To generate a model, FSMR uses the assumption that an image \( f[m,n] \) can be locally represented as a weighted superposition of two-dimensional basis functions \( \varphi(k,l) \). Therefore, the image is partitioned into blocks with a support area around. It holds in total \( M \times N \) pixels. In a given reconstruction area \( \mathcal{A} = \mathcal{M} \cap \mathcal{G}_{\text{key}} \), the image signal is defined as

\[
f[m,n] = \sum_{(k,l) \in \mathcal{K}} c(k,l)\varphi(k,l)[m,n],
\]

with expansion coefficients \( c(k,l) \), the set of available basis functions \( \mathcal{K} \) and pixel coordinates \((m,n) \in \mathcal{A} \). As orthogonal bases from the discrete cosine transform (DCT) are considered, the expansion coefficients can be interpreted as transform coefficients of the inverse transform.

The model is generated iteratively within the reconstruction area \( \mathcal{A} \). It is initialized to zero, i.e. \( g^{(0)} = 0 \ \forall (m,n) \in \mathcal{A} \). In iteration \( \nu \) the model is given according to

\[
g^{(\nu)}[m,n] = g^{(\nu-1)}[m,n] + \hat{c}_{(u,v)}\varphi(u,v)[m,n],
\]

with the chosen basis function \( \varphi(u,v) \) in iteration \( \nu \) and the corresponding estimated expansion coefficient \( \hat{c}_{(u,v)} \) where \( u \) and \( v \) denote the selected frequency coefficients. In order to find the best fitting basis function, the weighted residual \( r \) is determined in every iteration step

\[
r^{(\nu)} = (f[m,n] - g^{(\nu)}[m,n])w[m,n].
\]

The spatial weighting function

\[
w[m,n] = \begin{cases} \rho\sqrt{(m-M)^2+(n-N)^2} & \forall (m,n) \in \mathcal{M}, \\ \alpha\rho\sqrt{(m-M)^2+(n-N)^2} & \forall (m,n) \in \mathcal{G}_{\text{key}}, \end{cases}
\]

is used to weight the influence of every single pixel on the reconstruction. The isotropic window function smoothly decreases with distance to the center of the reconstruction area. Furthermore, a lower weight is assigned to key points as these are only estimations and not as trustworthy as original samples. The spatial weighting is controlled by parameter \( \alpha \). As further explained in [6], \( \alpha \) is chosen adaptively to the density of pixels in \( \mathcal{A} \). To obtain the expansion coefficient \( \hat{c}^{(\nu)}_{(k,l)} \), the weighted residual energy \( E^{(\nu)} \) can be obtained [6]. Following [15] and setting the derivative of \( E^{(\nu)} \) with respect to \( \hat{c}_{(u,v)} \) to zero, the expansion coefficient is given as

\[
\hat{c}^{(\nu)}_{(k,l)} = \sum_{(m,n) \in \mathcal{A}} w[m,n]\varphi(k,l)[m,n] \sum_{(m,n) \in \mathcal{A}} w[m,n]\varphi(k,l)[m,n]^2.
\]

In every iteration step one basis function is chosen. For the best choice the difference of the residual energy from \( E^{(\nu-1)} \) to \( E^{(\nu)} \) is calculated

\[
\Delta E^{(\nu)}_{(k,l)} = (\hat{c}^{(\nu)}_{(k,l)})^2 \sum_{(m,n) \in \mathcal{A}} w[m,n] \varphi(k,l)[m,n]^2.
\]

The frequency indices of the basis function that gives the greatest reduction in residual energy are selected according to

\[
(u,v) = \arg\max_{(k,l)} \Delta E^{(\nu)}_{(k,l)}
\]

and the corresponding basis function \( \varphi(u,v) \) is subsequently used in (3). The procedure is repeated until a stopping criterion is met. This can either be a maximum number of iterations or a maximum decrease in residual energy. If the model generation is finished, the points \((m,n) \in \mathcal{G} \) are taken out of the model and used as grid point reconstruction. This procedure is repeated until all image blocks have been reconstructed [6].

**III. NOVEL KEY POINT AGNOSTIC FSMR**

Key points are important in FSMR since they restrict the possible solutions during model generation and thereby stabilize it. As described in the last section, key points are estimations based on cubic interpolation. Thus, these points can be considered a workaround, as they restrict the reconstruction to a low-frequency model. If they are included in the model generation, the model is adapted to these suboptimal points. To overcome this drawback, we propose to disregard key points.
and generate the image model solely on the original floating mesh points using a frequency prior for stabilization. Thereby, the number of input points decreases drastically. As all calculations have to be conducted for all input points, the number of computations decreases considerably. Consequently, the run time of AFSMR is reduced significantly while it still generates a high-quality image model. AFSMR is presented in detail in the following.

A. Key point agnostic resampling

The same approach as in Sec. II is conducted. An image signal is represented according to (1) and the corresponding model is generated iteratively as given in (2). Now, the key points are disregarded and only the original mesh points $\mathcal{M}$ are used. The block partitioning area is reduced to $\mathcal{A} = \mathcal{M}$. In order to obtain the best fitting basis function in iteration $\nu$ the residual between the available original signal $f[m, n]$ and the current model is considered

$$r^{(\nu)} = f[m, n] - g^{(\nu)}[m, n].$$

(8)

In contrast to FSMR, the residual is not weighted in AFSMR. FSMR considers key points and thus, the residual on mesh and grid has to be treated differently. As no key points are considered in AFSMR, no weighting has to be applied. Nevertheless, the spatial weighting $w[m, n]$ function still has to be used in the computation of the weighted residual energy function $E$ for the given reconstruction area $\mathcal{A}$

$$E^{(\nu)} = \sum_{(m, n) \in \mathcal{A}} w[m, n] \left( r^{(\nu)}[m, n] \right)^2.$$

(9)

The spatial weighting is defined as a decaying isotropic window, i.e.,

$$w[m, n] = \rho \sqrt{(m - \frac{20}{4})^2 + (n - \frac{20}{4})^2}, \quad \forall (m, n) \in \mathcal{M}.\quad (10)$$

It is solely determined on the original mesh positions. Using these changes, the expansion coefficient in iteration $\nu$ is expressed as

$$c^{(\nu)}(k, l) = \frac{\sum_{(m, n) \in \mathcal{A}} r^{(\nu-1)}[m, n] \varphi(k,l)[m, n] w[m, n]}{\sum_{(m, n) \in \mathcal{A}} w[m, n] (\varphi(k,l)[m, n])^2}.\quad (11)$$

The selection of the best fitting basis function in the current iteration step $\nu$ can be pursued following (6) and (7). Due to the disregard of the key points, an additional spectral weighting is suggested for the selection of the best fitting basis function in order to restrict the solution space for the selection of a suitable coefficient to the most probable frequencies. It is described in further detail in the next section. The model generation is finished if one of the already described stopping criteria is met.

The values on the grid positions still have to be determined. Therefore, the generated model offers the estimated expansion coefficients $c(k,l)$ for all possible basis functions. These coefficients are taken and inserted into (1). The image signal is evaluated on the grid positions

$$f[m, n] = \sum_{(k,l) \in \mathcal{K}} c(k,l) \varphi(k,l)[m, n], \quad \forall (m, n) \in \mathcal{G}.\quad (12)$$

B. Spectral Weighting

The disregard of key points leads to a smaller basis of points that are used for model generation. Hence, the solution space for the model increases. Especially high frequencies are additionally included. Supplemental high frequencies might cause artifacts like ringing and noise because natural images mainly contain low frequencies [16]. Nevertheless, they should not be as strictly suppressed as in FSMR, which utilizes bicubic grid points. Therefore, the solution space is restricted by taking a prior frequency distribution into account. For this purpose, an additional spectral weighting is used to attenuate the high frequencies in the selection of the best fitting basis function. Inspired by the optical transfer function [12] which attenuates high frequencies more than low ones, the spectral weighting function is expressed as

$$w_f(k, l) = \sigma \sqrt{\frac{k^2 + l^2}{5}},\quad (13)$$

where $\sigma \in [0, 1]$ parametrizes the decay and $k, l$ denote the horizontal and vertical frequency indexes, respectively. The isotropic decaying window smoothly decreases with increasing frequency. It favors low frequencies in order to avoid ringing artifacts. Nevertheless, if high frequencies are dominant they are still allowed to be included in the model generation in order to resample fine structures. The spectral weighting function is visualized in Fig. 2. Using the spectral weighting, the selection process results in

$$(u, v) = \arg \max_{(k,l)} \left( \Delta E^{(\nu)}_{(k,l), w_f(k,l)} \right),\quad (14)$$

where $u$ and $v$ denote the selected frequency coefficients. Hence, low frequency basis functions are preferably selected, but high frequency coefficients are still allowed in model generation.

A summary of the whole newly proposed key-point agnostic resampling with spectral weighting is shown in the flow chart in Fig. 3. The improvements for AFSMR in contrast to FSMR are highlighted in blue.

![Fig. 2: Exemplary spectral weighting function $w_f$ for $k = l = 32$ frequency indexes in horizontal and vertical direction, respectively, and $\sigma = 0.9$.](image-url)
IV. EXPERIMENTAL RESULTS

In this section, experiments, parameter settings and evaluation datasets are presented first. Then, the results in terms of quality and run time are shown and analyzed.

A. Experiments and Settings

In order to thoroughly test the performance of AFSMR, a series of tests on natural images is conducted. A synthetic testing framework is employed in order to evaluate the quality in terms of PSNR and SSIM using ground truth data. Therefore, sets of mutually canceling affine transforms are considered as described in [17]. The affine transformation is defined as following:

\[ y = Tx + t, \]  

(15)

where \( y \in \mathbb{R}^2 \) are the resulting coordinates. The matrix \( T \) is a \( 2 \times 2 \) invertible transform matrix, \( x \in \mathbb{R}^2 \) are the original positions and \( t \in \mathbb{R}^2 \) is a translation vector. The following sequences of consecutive affine transforms are used:

- **Rotation**: A forth and back rotation of angles from 10 to 40 degrees in steps of 2.5 degrees,
- **Zoom 15%**: A 15% zoom-in and zoom-out given by the sequence \( \{ T_z, T_z^{-1} \} \) with \( T_z = \begin{bmatrix} 1.15 & 0 \\ 0 & 1.15 \end{bmatrix} \).

For the model-based experiments, block sizes of \( 8 \times 8 \) pixels are used. Additionally, a support area of 8 pixels width around the block is considered. Hence, at one time \( M \times N = 24 \times 24 \) pixels are used for model generation. Furthermore, 1000 iterations are taken. The spatial weighting function uses \( \rho = 0.8 \). The spectral weighting function uses a basis of \( \sigma = 0.9 \). The parameters are trained on the set of KODAK images \([18]\). Subsequently, the tests are pursued on the TECNICK dataset \([19]\). It provides 100 images of real-world data. The images show a resolution of \( 1200 \times 1200 \) pixels. All images used are 8 bit grayscale images.

B. Evaluation

The performance of the novel AFSMR is compared to other state-of-the-art reconstruction methods. First of all, FSMR is used as it was shown that it is the best performing reconstruction algorithm so far \([6]\). Second, we show results for FSMR w/o key points which is equivalent to AFSMR if no spectral weighting is applied. Furthermore, bilinear \([7]\) and bicubic \([7]\) interpolation are used as commonly used interpolation methods. Additionally, Lanczos interpolation \([20]\) is applied. These are very common interpolation methods. Moreover, the experiments are pursued on two techniques which were mainly developed for the reconstruction of irregularly sampled data. The classical kernel regression method (Kernel Reg.) by Takeda et al. \([8]\) and the moving least squares approach (MLS) by Bose et al. \([11]\) are incorporated.

1) Quality: The quality is measured in terms of PSNR and SSIM. As some state-of-the-art models yield inaccuracies in the border regions, the outer border of 24 pixels width

### TABLE I: Average PSNR in dB for TECNICK \([19]\) dataset. Best numbers are given in bold face.

| Method          | Zoom 15% | Rot 15° | Rot 30° | Affine |
|-----------------|----------|---------|---------|--------|
| Linear          | 37.7     | 37.9    | 38.1    | 33.5   |
| Cubic           | 37.7     | 40.6    | 41.2    | 35.3   |
| Kernel Reg.     | 29.3     | 29.0    | 29.2    | 24.2   |
| MLS             | 12.0     | 12.2    | 12.4    | 8.3    |
| FSMR            | 47.9     | 47.5    | 44.8    | 42.2   |
| FSMR w/o key points | 47.4     | 47.5    | 45.1    | 42.8   |
| AFSMR           | 49.1     | 47.9    | 47.2    | 42.8   |

### TABLE II: Average SSIM for TECNICK \([19]\) dataset. Best numbers are given in bold face.

| Method          | Zoom 15% | Rot 15° | Rot 30° | Affine |
|-----------------|----------|---------|---------|--------|
| Linear          | 0.9988   | 0.9976  | 0.9976  | 0.9920 |
| Cubic           | 0.9899   | 0.9812  | 0.9830  | 0.9675 |
| Lanczos         | 0.9806   | 0.9874  | 0.9903  | 0.9736 |
| Kernel Reg.     | 0.9898   | 0.8944  | 0.8994  | 0.7471 |
| MLS             | 0.9912   | 0.1000  | 0.1168  | 0.0875 |
| FSMR            | 0.9963   | 0.9909  | 0.9921  | 0.9878 |
| FSMR w/o key points | 0.9950   | 0.9945  | 0.9921  | 0.9883 |
| AFSMR           | 0.9960   | 0.9954  | 0.9948  | 0.9888 |
is neglected for all interpolation methods in both cases for the evaluation. The results for Affine, Rotation of 15 and 30 degrees, and Zoom 15% are given explicitly in Tab. I in terms of PSNR and in Tab. II in terms of SSIM.

The consecutive application of four affine transforms in the Affine case shows that AFSMR performs best in terms of PSNR and SSIM. A gain of 0.6 dB regarding PSNR and 0.0020 regarding SSIM can be achieved for AFSMR relative to FSMR. Furthermore, the tables show that for the two rotation cases, the novel AFSMR performs best. Additionally, it can be seen that the gain of AFSMR over FSMR increases with the angle. This behavior is also shown in Fig. 4. Here, the results for Rotation are given in terms of PSNR. In this figure, the results are shown for the angles from 10 to 40 degrees in steps of 2.5 degrees. Obviously, linear, cubic, and Lanczos interpolation perform worse than the two model-based techniques but their performance is approximately constant. The kernel regression method and MLS are outperformed by all other shown methods for all shown test cases. The reason for the rather bad performance of the kernel regression approach is that this method is originally designed for the reconstruction of irregularly sampled data, i.e. the technique is mainly focused on input data which is lying on integer grid positions. The same holds for the MLS approach. Additionally, the inverse of the basis functions multiplied with the spatial weighting function [11] leads in many cases to infinity because of the fast decay to zero of the spatial weighting function. Hence, a proper calculation of every pixel cannot be guaranteed for MLS. Nevertheless, we show all results for MLS as well. In the Rotation case, the quality of FSMR drops drastically by nearly 8 dB with increasing angle. If FSMR is used without key points, the drop shrinks to approximately 5 dB. If the proposed spectral weighting is used additionally, i.e. AFSMR is applied, the drop is reduced to approximately 1 dB for increasing rotation angle. Hence, AFSMR shows a greater robustness against varying transform conditions than FSMR and FSMR without key points. In addition, the proposed AFSMR is nearly 6 dB better than Lanczos interpolation for a rotation angle of 40 degrees. Furthermore, AFSMR can improve the results for bicubic interpolation in the case of Zoom 15% by more than 10 dB and a gain of 1.2 dB is achieved compared to FSMR.

In this case, the disregard of key points leads to a worse result than FSMR. Hence, the incorporation of the proposed spectral weighting function is crucial for an improvement in quality. The evaluation in terms of SSIM shows the same behavior. A visual example for the case of Zoom 15% is given in Fig. 5. The interpolation based methods in Fig. 5b, 5c and 5d yield blurred results especially for the cables. The same can be observed for the kernel regression in Fig. 5e. As could already be expected from the results before, the MLS approach fails also in Fig. 5f. Using FSMR produces ringing artifacts particularly on the right side of the right cable in Fig. 5g. The cable itself is of high quality while no blurring is visible. The proposed AFSMR maintains the high reconstruction quality of the cable but reduces the ringing artifacts next to the cable due to the introduced spectral weighting significantly as shown in Fig. 5h.

2) Run Time: The run time measurements are conducted for the application of 15% zoom-in. It is computed on a mid-range computer using the Intel Xeon(R) CPU E3-1275 with 3.4GHz. The results are shown in Tab. III. Firstly, the absolute average processing time is given per block and secondly, the speed-up factor with respect to FSMR is indicated. Obviously, the frequency-based methods cannot compete with run times of linear or cubic interpolation, as the used test setup is a non-optimized Matlab implementation. Nevertheless, considering the two high quality model-based resampling methods, AFSMR is 14.5 times faster than FSMR. Moreover, the presented AFSMR can also be reformulated according to [13], resulting in an additional significant speed-up. A further acceleration of the processing time can be achieved if the signal characteristics are taken into account [14].

V. Conclusion

Resampling from arbitrarily located mesh positions onto regularly spaced grid positions is a common task in image processing. One can see this problem on the one hand as classical interpolation problem so that commonly used interpolation methods can be taken for solving it, like e.g. bicubic interpolation. On the other hand, the problem can be assumed to be a reconstruction problem so that more sophisticated solutions like e.g. kernel regression can be applied. An approach that combines both views is FSMR that yields high-quality images. Our proposed AFSMR method is conceptually

### TABLE III: Average processing time in milliseconds per $8 \times 8$ block and speed-up factor indicated relative to FSMR.

| Technique   | Time in ms | Speed-up factor |
|-------------|------------|-----------------|
| Linear      | 0.6        | 996.9           |
| Cubic       | 0.6        | 996.9           |
| Lanczos     | 15.9       | 34.9            |
| Kernel Reg. | 24.0       | 23.2            |
| MLS         | 107.5      | 5.2             |
| FSMR        | 333.8      |                 |
| AFSMR       | 38.3       | 14.5            |

Fig. 4: Average PSNR in dB for TECNICK [19] dataset for Rotation of angles from 10 to 40 degrees.
Fig. 5: An extract of Image 92 of TECNICK dataset for Zoom 15% is given. In (a) the original is shown. The used reconstruction method is (b) bilinear, (c) bicubic, (d) Lanczos, (e) Kernel Regression, (f) MLS, (g) FSMR, and (h) AFSMR. PSNR is indicated for the respective extract. Best be viewed enlarged on a screen.

simpler, yields even better results in terms of PSNR and SSIM, and is at the same time significantly faster than the underlying FSMR. PSNR gains of up to 1.2 dB can be achieved while the processing time is decreased by a factor of 14.5. These benefits are achieved by disregarding the estimated key points for the model generation and introducing a spectral weighting function at the same time.
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