Renormalization group in quantum critical theories with Harris-marginal disorder
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We develop a renormalization group for weak Harris-marginal disorder in otherwise strongly interacting quantum critical theories, focusing on systems which have emergent conformal invariance. Using conformal perturbation theory, we argue that previously proposed random lines of fixed points with Lifshitz scaling in fact flow towards other universal fixed points, and this flow is captured by a “one-loop” analysis. Our approach appears best controlled in theories with only a few operators with low scaling dimension. In this regime, we compare our predictions for the flow of disorder to holographic models, and find complete agreement.
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1. INTRODUCTION

1.1. Disorder and strong interactions

A longstanding challenge in understanding the landscape of phases of quantum matter has been a careful analysis of the interplay between disorder and strong interactions. While in some contexts, disorder simply tends to prevent phase ordering or symmetry breaking [1, 2], it is also possible for relevant disorder to lead to entirely new phases of matter, such as glasses [3], Anderson [4] or many-body localization [5–8] or “infinite randomness” fixed points [9, 10].

It was first proposed in [11] that, at least in the context of a specific holographic model, yet another possibility might arise: a strongly correlated quantum critical system, (weakly) perturbed by Harris-marginal disorder [12], would flow...
to a “Lifshitz fixed point” – a non-relativistic scaling theory where the dynamical critical exponent $z$ characterizing the scaling asymmetry between time and space could continuously depend on disorder strength $D$:

$$z = 1 + cD + O(D^2)$$  \hfill (1.1)

where $c > 0$ is a non-universal prefactor. The possible existence of this new line of fixed points led to many further investigations, which also found this same physics in holographic models [13–16] and even from generic field theoretic arguments [17].

However, as two of us recently pointed out [18], and as we will sketch out more quantitatively in the following subsection, the holographic argument of [11] appears inconsistent at sufficiently low energy scales. Instead, we argued that the line of Lifshitz “fixed points” found previously is in fact a transient effect: the disorder (and thus exponent $z$) do in fact flow to particular values. The purpose of this paper is to revisit our argument from a field theoretic perspective, and to confirm and generalize our original conclusions: in general, marginal disorder will flow either to 0 or to large values, and there is no line of (marginally) stable Lifshitz fixed points.

### 1.2. Summary of results

We start with a “UV” replicated action that contains all length scales $L \gtrsim \Lambda^{-1}$. Following the Wilsonian paradigm, we wish to integrate out short length scales and obtain an effective action directly for the physics at scale $L \gg \Lambda^{-1}$. However, we cannot directly proceed using Feynman diagrammatics, since we are dealing with a strongly interacting theory which might, in fact, not have a local Lagrangian. (An example of such a theory would be the O(2) Wilson- Fisher theory in 2 + 1 dimensions.)

Instead, we will make simple arguments, based both on careful scaling analyses together with conformal perturbation theory (see e.g. [19]), to develop a simple “one-loop” prescription for analyzing the RG flow of the disorder strength $D$, along with the dynamical critical exponent $z$. We first show that in certain CFTs with a conserved U(1) charge in 2 + 1 dimension, the disorder is marginally relevant. This is a particularly interesting case to study, since due to rather generic non-renormalization theorems for the scaling dimension of the charge density [20, 21], the density operator must be Harris-marginal even in a strongly coupled system. In this case, at energy scale $E$, we will show that

$$D(E) = \frac{D(A)}{1 - D(A) \frac{C_{\mathcal{J}\mathcal{J}T}}{C_{TT}} \log \frac{A}{E}}$$ \hfill (1.2)

We then compare these results to a minimal holographic model, and find agreement.

As a second example, we study CFTs coupled to Harris-marginal (Lorentz-) scalar disorder. Here, we find that the scalar disorder is marginally irrelevant: the effective disorder coupling strength is given by

$$D(E) = \frac{D(A)}{1 + D(A) \frac{C_{\mathcal{O}\mathcal{O}T}}{C_{TT}} \log \frac{A}{E}}$$ \hfill (1.3)

In (1.2) and (1.3), $C_{\mathcal{J}\mathcal{J}T}$, $C_{\mathcal{O}\mathcal{O}T}$ and $C_{TT}$ are the standard normalizations of three and two point functions in position space whose ratio is constrained by Ward identities [17, 22]; details will be provided later as appropriate.

A little more precisely, let $\mathcal{J}$ be the timelike component of a conserved spin-1 current, and $\mathcal{O}$ a scalar operator. These are the operators which we source with Harris-marginal disorder. The assumptions which then go in to our simple calculation are that the dominant contribution to the $\mathcal{J}_t \mathcal{J}_t$ and $\mathcal{O} \mathcal{O}$ operator product expansion is the stress tensor $T^\mu\nu$. While in a theory such as the 2+1D Wilson-Fisher fixed point, there is no reason for this to hold, this property is generic in CFTs described by simple holographic models, such as scalars minimally coupled to Einstein gravity. Therefore, our minimalistic conformal perturbative approach is sufficient to compare with the holographic computation of [18], where we find complete agreement. We will present an analogous holographic calculation with charge disorder, and again find agreement with our field theoretical arguments.

The rest of this paper is organized as follows: In section 2 we introduce our charge disorder model and obtain the replicated action. Section 2.2 reviews the earlier argument of [17] for the emergence of Lifshitz fixed points in generic systems with Harris-marginal disorder. Section 2.3 and 3 contains our “one-loop” perturbative and holographic computations for the flow of $D$ in the vector case respectively. In section 4, we perform a similar field theoretic calculation for the scalar case and compare the results to [18]. Section 5 discusses possible applications and extensions of our results, along with a comparison to some other work.
2. CHARGE DISORDER IN TWO SPATIAL DIMENSIONS: FIELD THEORY

We begin by discussing charge disorder in two spatial dimensions. This “dirty boson” problem in condensed matter physics has been extensively explored recently in [23, 24]. Our calculation is somewhat different: as stated above, our approach is valid even in a strongly coupled field theory (without an ε or large N expansion); however, we neglect contributions to the operator product expansion which might be important in an \( N = 1 \) theory.

2.1. Model details

We consider a quantum critical theory, described by a conformal field theory (CFT) in \( d \) spatial dimensions. This means that the dynamical critical exponent \( z = 1 \), where \( z \) is defined by the relative scaling of time and space: \([t] = z[x]\). We also assume hyperscaling: \( \theta = 0 \), hence the free energy \( F(T) \sim T^{1 + d/z} \sim T^{1 + d} \). In what follows, we focus on zero temperature physics, and work in Euclidean time.

Suppose that this CFT has a \( U(1) \) conserved charge and therefore an \( \text{spin-1} \) conserved current \( J \) of dimension

\[
|J| = \Delta = d \tag{2.1}
\]

We will relax this assumption in section 4. Then for such an a vector operator,

\[
\langle J_\mu(x)J_\nu(0)\rangle_{\text{CFT}} = \frac{CJ(\delta_{\mu\nu} - \frac{2x_\mu x_\nu}{x^2})}{x^{2d}} \tag{2.2}
\]

Now consider perturbing the CFT Lagrangian density by a space-dependent but time-independent coupling \( h(x) \), physically corresponding to a quenched random potential, due to e.g., sample impurities:

\[
\mathcal{L} \rightarrow \mathcal{L} + \mu(x)J(x,t) \tag{2.3}
\]

where \( h^t = \mu \). Note that \([\mu] = 1\). We assume that \( \mu(x) \) is drawn from a Gaussian distribution with zero mean and covariance matrix

\[
\mu(x)\mu(x') = 2\pi D \times G(|x - x'|) \tag{2.4}
\]

\( D \) corresponds to the strength of the random potential, and is dimensionless as the disorder is Harris-marginal. We include an extra factor of \( 2\pi \) to account for the field normalization that is simpler in holographic models. The UV cutoff is given by \( \Lambda \), and \( G \) is a smooth function such that \( G(r) \sim e^{-r} \). We normalize the dimensionful \( G \) (note that \([G] = d\)) so that

\[
1 = \int d^d x G(A|x|). \tag{2.5}
\]

On long wavelengths, therefore, \( G(A|x|) \approx \delta^{(d)}(x) \).

The inverse length scale \( \Lambda \) corresponds to a UV cutoff on disorder (namely, the inverse of its correlation length). Within the \( z = 1 \) fixed point theory, of course, \( \Lambda \) is also the UV energy scale below which the disorder may qualitatively change the physics. We must emphasize that there is a separate energy scale \( \Lambda_{\text{CFT}} \gg \Lambda \) above which the continuum field theory description no longer holds (at least if we assume that the true microscopic physics takes place in a lattice model). We will not be interested in adjusting \( \Lambda_{\text{CFT}} \) because, by assumption, the CFT is an IR fixed point when \( D = 0 \); hence, for the discussion that follows, we will treat the “UV” theory to be the CFT. Our goal is to determine the IR fixed point once the CFT is perturbed by Harris-marginal disorder.

We will analyze this theory using the replica method (although the “peculiar” \( n \rightarrow 0 \) limit does not appear important for the calculation). For pedagogical purposes, let us illustrate our procedure by assuming some “Lagrangian” exists for this theory (though, ultimately, this assumption does not factor in to our calculation). Let \( a,b \) denote replica indices. Upon disorder averaging (2.3) using (2.4), we obtain the effective action

\[
S_{\text{eff}} = \sum_{a=1}^{n} \int d^d x dt L_a - \frac{2\pi D}{2} \sum_{a,b=1}^{n} \int d^d x_1 d^d x_2 dt_1 dt_2 G(A|x_1 - x_2|) J^a_1(x_1,t_1) J^b_1(x_2,t_2) = \sum_{a=1}^{n} S_{\text{CFT},a} + S_{\text{dis}} \tag{2.6}
\]

where \( L_a \) denotes the CFT Lagrangian density for replica \( a \), and only depends on the \( a \)-copy of the fields.

Since we require our disorder to be Harris-marginal (\( D \) is dimensionless), we set \( d = 2 \) for the reminder of the analysis on charge disorder.
2.2. Emergence of Lifshitz scaling

Let us now review the argument of [17] for the emergence of Lifshitz scaling in the presence of disorder. Even though the original argument was presented for scalar disorder, an analogous approach works for vector disorder that we consider in this section. We focus on the second term in (2.6). When we bring two operators very close, it is reasonable to try and use the operator product expansion (OPE) to simplify this expression. One universal contribution to this OPE arises due to the stress tensor:

\[ J^a_{\mu}(x, t_1) J^b_{\mu}(x, t_2) = \delta_{ab} \frac{C_{\mu\nu}}{C_{\mu\nu}} T_{tt}(x, t_1) + \cdots \]  

(2.7)

where \( t_{12} = t_1 - t_2 \). Note that the form of this OPE is fixed by conformal invariance. Now, suppose that in the textbook spirit of Wilson’s RG, we wish to reduce our UV cutoff from \( \Lambda \) to \( \Lambda / b \), with \( b > 1 \) a small parameter. Integrating over \( t_{12} \) we find

\[ S_{\text{eff}} \approx \cdots - \frac{2\pi D}{2} \sum_{a=1}^n \int d^2x dt T^a_{tt}(x, t) \times \int \frac{dt'}{t'} \frac{C_{\mu\nu}}{C_{tt}} \log |t'| \]  

(2.8)

The logarithmically IR-divergent integral above leads to non-trivial critical exponents. In particular, observe that

\[ S_{\text{eff}} = \cdots - 2\pi D \frac{C_{\mu\nu}}{C_{tt}} \log b \int dt H(t), \]  

(2.9)

where \( H(t) \) is the total Hamiltonian (i.e. energy) in the system.\(^1\) This divergence can be effectively cancelled by rescaling time coordinate as \( t \rightarrow t Z_t \), since the variation of the action under this transformation takes the form \( \delta S = -(Z_t - 1) \int dt H(t) \). For us, we see that:

\[ Z_t = 1 - 2\pi D \frac{C_{\mu\nu}}{C_{tt}} \log b \]  

(2.10)

This suggests that the theory has Lifshitz invariance, since

\[ \frac{dZ_t}{d \log b} = -2\pi D \frac{C_{\mu\nu}}{C_{tt}} = z - 1. \]  

(2.11)

So we expect that time scales a little differently from space: \( z = 1 \) is broken by an order \( D \) correction.

Note that we do not need to consider other components of the stress tensor in the OPE. The nonlocality in (2.6) is only in the time direction. After performing the integral over \( t_{12} \), we find that the only divergence arises in the energy channel.

2.3. Flow of disorder

The main point of this paper is to show that the argument above is incomplete: \( D \) will generically flow under RG. As such, there will in general be no line of fixed points with disorder-dependent dynamical critical exponent.

In order to find the flow equation for \( D \), we need to keep in mind that the coupling constants in (2.6) are the “bare” couplings. They should be re-scaled as follows:

\[ J^a_{\mu} = \frac{J^a_{\mu}}{\sqrt{Z_t}} \]  

(2.12a)

\[ t^a = t^a_{\text{bare}} \]  

(2.12b)

\[ D = D_{\text{bare}} \]  

(2.12c)

where \( Z_t = 1 + \delta_t \), with \( \delta_t \) corresponding to couplings of counter terms. We already calculated \( Z_t \) in (2.10) and we will determine \( Z_{\mu\nu} \) shortly.

\(^1\) Note that since \( t' \) can be positive or negative, the integral over \( t' \) leads to a factor of \( 2 \log A \).
Clearly, we cannot implement the RG sketched above using a conventional diagrammatic expansion. We may not even have a controlled Lagrangian description of the CFT, as is the case in even a simplest non-trivial example (O(2) Wilson-Fisher fixed point in 2 + 1 dimensions). Still, in the spirit of the canonical Wilsonian RG, to leading order, (2.11) generalizes to give us

$$- \frac{d \log t}{d \log b} = 1 - 2\pi D(E) \frac{C_{J^\alpha J^\beta}}{C_{TT}} + \cdots$$

where \( \cdots \) represents higher order terms in \( D \), which are beyond the scope of this work.

We claim that

$$Z_{\mathcal{J}^\alpha J^\beta} = 1$$

since we know from non-renormalization theorems [20, 21] that a conserved current does not gain an anomalous dimension unless the conservation law is broken. We should emphasize that there are certain holographic models that do support anomalous dimensions for \( \mathcal{J} \) [25–27] but these models typically involve introducing other fields (such as a dilaton) coupled to the gauge field or breaking of the gauge symmetry.

Now combining (2.12c), (2.10), and (2.14) we find,

$$D_{\text{bare}} = D \frac{1}{Z_{\mathcal{J}^\alpha J^\beta}}$$

Hence,

$$b \frac{\partial D}{\partial b} = - \frac{4D^2 \pi C_{J^\alpha J^\beta}}{C_{TT}}$$

At energy scale \( E \), which is defined by \( b = A/E \), we conclude that the effective disorder strength is given by

$$D(E) = \frac{D(A)}{1 + 2\pi D(A) \frac{2C_{J^\alpha J^\beta}}{C_{TT}} \log \frac{A}{E}}$$

We can also see what happens to the flow of the dynamical critical exponent \( z \). Upon integrating (2.17) using (4.28), we find that

$$- \frac{d \log t}{d \log b} = 1 - \frac{2\pi D(A) \frac{C_{J^\alpha J^\beta}}{C_{TT}}}{1 + 2\pi D(A) \frac{2C_{J^\alpha J^\beta}}{C_{TT}} \log b}$$

which means that

$$- \log t = \log b - \frac{1}{2} \log \left( 1 + 2\pi D(A) \frac{2C_{J^\alpha J^\beta}}{C_{TT}} \log b \right)$$

The effective dynamical critical exponent at energy scale \( E < A \) is given by

$$z_{\text{eff}}(E) = - \frac{\log t}{\log \frac{b}{A}} = 1 - \frac{\log \left( 1 + 2\pi D(A) \frac{2C_{J^\alpha J^\beta}}{C_{TT}} \log \frac{A}{E} \right)}{2 \log \frac{A}{E}}$$

Now using the results for the three-point functions of a conserved current found in [17, 22, 28, 29], we find that

$$\frac{C_{J^\alpha J^\beta}}{C_{TT}} = - \frac{3}{64\pi}$$

which gives,

$$z(E) = 1 - \frac{\log \left( 1 - \frac{3D(A)}{16} \log \frac{A}{E} \right)}{2 \log \frac{A}{E}}$$
We learn from (2.17) that the disorder becomes marginally relevant, because $C_{J,J^T} < 0$. There is simultaneously a blow up in the dynamical critical exponent at an IR scale

$$A_{IR} \sim A e^{-\frac{\Lambda_{IR}}{2g_{max}}}.$$  

(2.23)

This exponential scaling of an IR scale at which perturbation theory breaks down is reminiscent of the localization length scale in Anderson localization in two spatial dimensions for a system with time-reversal symmetry [30]. It is tempting to speculate that holographic systems in four bulk spacetime dimensions with charge disorder that there may also be a similar kind of “localization” phenomenon, perhaps even associated with fragmentation of the bulk horizon [31, 32]. We would predict that this phenomenon is already visible within the Einstein-Maxwell theory, as studied above. However, a curious known fact is that (at least until the horizon fragments) the conductivity of such holographic models is always finite [33, 34]. One possible resolution is that fragmentation does not happen, and that there is some non-perturbative resolution of the disorder in holographic models leading to a smooth horizon; or, there may be a first order phase transition to the fragmented/localized phase where the conductivity abruptly drops to zero; or, it may be the case that localization is in a sector of the theory decoupled from charge and heat transport (namely the “localized” highly disordered phase remains a conductor). It would be interesting to study this problem further.

3. CHARGE DISORDER IN TWO SPATIAL DIMENSIONS: HOLOGRAPHIC MODEL

In general, it is far from clear that the OPE channel $J,J^T$ is the only contribution to the RG flow of $D$. However, there is one class of CFTs for which we can assure this is the case: a CFT described by gauge-gravity duality [35]. In a nutshell, the holographic correspondence states that the CFT (if it is of a suitable large $N$ matrix type) is dual to a semiclassical gravity theory in asymptotically anti-de Sitter (AdS) space in one higher dimension. The conserved current $J$ is dual in the bulk to a gauge field $A$, and the stress tensor $T_{\mu\nu}$ is dual to the spacetime metric $g_{\mu\nu}$. The holographic action controls CFT data, such as scaling dimensions and OPE coefficients.

A classic example of such a CFT is the ABJM theory in 2+1 spacetime dimensions [36]. This theory has a conserved $U(1)$ current, and it is holographically realized by the AdS$_4$-Einstein-Maxwell theory with gravitational action:

$$S_{Grav.} = \int dt dx r \sqrt{-g} \left( R + 6 - \frac{1}{4} F_{ab} F^{ab} \right)$$  

(3.1)

where we have set the gravitational constant and AdS radius to 1 without loss of generality. The indices $a,b$ denote bulk coordinates with $r$ being the bulk radial direction. Since we want the metric to be asymptotically AdS, we have set the cosmological constant to $-3$, in units where the AdS radius has been set to 1.

3.1. Constructing the bulk geometry

In holography, the Harris-marginal disorder (2.4) corresponds to setting boundary conditions on the timelike component of the gauge field $A_t$ near the boundary of AdS. By solving the bulk equations of motion carefully, we can hope to track the RG flow of the coupling constants, following the prescription of [18]. In particular, we will try to directly construct a homogeneous approximation to the bulk geometry which is self-consistent. There are no assumptions about scaling dimensions and non-renormalization theorems: instead, the consistent solutions to the gravitational equations will encode this physics.

The coupled equations of motion for the metric tensor and the gauge field are

$$\nabla_a F^{ab} = 0$$  

(3.2a)

$$R_{ab} - \frac{1}{2} R g_{ab} - 3 g_{ab} = \frac{1}{2} F^c_{\ a} F_{cb} - \frac{1}{4} g_{ab} F^2$$  

(3.2b)

Since the background field theory is initially disorder free, the solution on the gravity side, at $r = 0$, corresponds to an asymptotically AdS$_4$ geometry:

$$ds^2(r \to 0) = - \frac{dr^2}{r^2} + \frac{dr^2}{r^2} + \frac{d\vec{x}^2}{r^2}$$  

(3.3a)

$$A_t(\vec{x}, r) = \mu(\vec{x}) + J_t(\vec{x}) r + ..$$  

(3.3b)
where we have used standard quantization. Thus the coefficient of the leading power of \( r \) \((\mu(x))\) in the near boundary expansion of \( A_i \) corresponds to the chemical potential and sub-leading correction \((J_i(x))\) to the charge density of the dual field theory. In our calculations we work in the temporal gauge \( A_t(r, x, y) = A_i(r)e^{ik_x x + ik_y y} \), and find that no other components of the gauge field are sourced in the bulk by the equations of motion.

In general, solving these equations exactly is extraordinarily difficult and can only be done numerically. Yet, we have already seen that we must go to \( \textit{exponentially small} \) energy scales \( A_{\text{IR}} \) (which will roughly mean exponentially large \( r \)) in order to understand the RG flow of the Harris marginal disorder. Hence, it is unlikely that even the best present day numerical techniques \([37]\) would suffice to resolve the IR geometry. We therefore proceed using an approximation technique from \([18, 35]\). We assume the metric takes the form

\[
ds^2 = A(r)dr^2 + \frac{dr^2}{A(r)} - B(r)dt^2. \tag{3.4}\]

Note that this homogeneity assumption is reasonable: inhomogeneity in the metric is \( O(D) \), and feeds back in to affect the homogeneous part of the metric only at \( O(D^2) \). As long as \( D \) is small therefore, we do not expect this ansatz will cause problems. To calculate \( A \) and \( B \), we disorder average the stress energy tensor in \((3.2b)\) prior to solving for the metric components. After some algebra, Einstein's field equations become

\[
\begin{align*}
    rA \partial_r \left( \frac{1}{r^4 A} \right) - \partial_r B \frac{r^3 B}{A} &= \frac{A}{B} (\partial_r A_i)^2 \\
    6A - 6 \frac{A}{r^2} + \frac{A}{rB} \partial_r \left( \frac{B}{A} \right) &= \frac{(\partial_r A_i)^2}{2B} \\
    \frac{8}{r^2} - 12A + 2B \frac{A}{rA} \partial_r \left( \frac{A}{B} \right) + 2 \sqrt{\frac{A}{B}} \frac{\partial_r B}{\sqrt{AB}} &= \frac{(\partial_r A_i)^2}{B}
\end{align*} \tag{3.5a-3.5c}\]

where we have assumed the disorder averages are isotropic along the spatial directions: \((\partial_x A_i)^2 = (\partial_y A_i)^2\).

To solve \((3.5)\), the first step is to evaluate the disorder averages. For this we need to solve the gauge field equation of motion for a gauge field at spatial wave number \( k \) (dual to the disorder of the same wave number) given by

\[
\partial_\mu (\sqrt{-g} g^{\mu\nu} g^{tt} \partial_\nu A_i(r, x, y)) = 0 \tag{3.6}\]

We use the following metric ansatz

\[
\begin{align*}
    A(r) &= \frac{c}{r^2} \tag{3.7a} \\
    B(r) &= \frac{1}{r^2 (rA)^{2z_{\text{eff}}(r)-2}} \tag{3.7b}
\end{align*}
\]

where we assume the geometry varies sufficiently slowly in the radial direction: in particular,

\[
r \partial_r z_{\text{eff}}(r) \ll 1. \tag{3.8}\]

If so, then the solution to \((3.6)\) is

\[
A_i(r) \approx \sqrt{2\pi (rA)^{1-z_{\text{eff}}(r)}} e^{-\sqrt{\pi} r} \tag{3.9}
\]

where the \( A \) dependence comes in because the metric transitions to AdS close to \( r \approx \frac{1}{\sqrt{A}} \). This tells us that the dimension of the source has now become \([\mu(x)] = z_{\text{eff}}\). We therefore find that the disorder averages go as

\[
\frac{A}{B} (\partial_r A_i)^2 = (rA)^{z_{\text{eff}}(r)-1} \frac{3D}{16 c^2 r^4} \tag{3.10a}
\]

\[
\frac{1}{2B} (\partial_r A_i)^2 = (rA)^{z_{\text{eff}}(r)-1} \frac{r^2 D (24 + 4(z_{\text{eff}}(r) - 1 + r \log(rA) z'_{\text{eff}}(r))(3 + z_{\text{eff}}(r) + r \log(rA) z''_{\text{eff}}(r))}{64 c^2 r^4} \tag{3.10b}
\]

Note that the left hand side of \((3.5)\) does not pick up any anomalous factor of \( rA \) in the IR. As a consequence, we will find that the right hand sides of \((3.5)\) become very large in the IR, since \( z_{\text{eff}} \geq 1 \), and the geometry must qualitatively change to account for this. Solving the set of coupled equations in \((3.5)\) at moderately small values of \( r \) (i.e. not too deep in the IR) using \((3.7)\) and \((3.10)\), following \([18]\), we obtain

\[
c = 1 + \frac{D}{16} \tag{3.11a}
\]

\[
z_{\text{eff}}(r) \sim 1 - \frac{\log \left( 1 - \frac{3D}{16} \log(rA) \right)}{2 \log(rA)} \tag{3.11b}
\]
with \( \Lambda \) the UV cutoff. This is precisely what we expect to find for marginally relevant disorder as in (2.20).

This suggests that there is an emergent IR scale where \( z(r) \) blows up:

\[
A_* \sim A_0 e^{-\frac{r}{\Lambda}}
\]

(3.12)

where \( a \) is an \( O(1) \) constant which we estimate is close to \( \frac{8}{3} \). The assumption (3.8) is thus justified as long as \( r < \frac{1}{\Lambda} \).

For energy scales \( E \) obeying \( A_* \ll E \ll \Lambda \), we have an effective Lifshitz metric with the dynamical critical exponent locally given by

\[
z = 1 + \frac{3}{32} D + \cdots.
\]

(3.13)

Of course, this value of \( z \) is not really constant, but rather slowly varying.

The blow up of (3.11) is not surprising as the disorder has become relevant in the IR of the Lifshitz geometry. A blow up in the metric due to the presence of relevant disorder in \( \text{AdS}_4 \) geometry was first proposed in [38]. Later, [15] explained how to remove these divergences and arrive at a well behaved solution with Lifshitz scaling. Amusingly, our argument suggests that at exponentially larger values of \( r \), the original conclusion of [38] is correct after all.

In order to further verify the agreement between holographic and the scaling arguments of the previous section, we solve the gauge field equation of motion to first order in \( D \). The behavior of \( A_t \) near the boundary looks like

\[
A_t \sim \alpha(k) + \mathcal{O}(r) + r^{1-\frac{32}{D}} (\beta(k) + \mathcal{O}(r))
\]

(3.14)

This tells us that the dimension of the dual operator scales like \( [J_t] = [\alpha(k) + \mathcal{O}(r)] + \frac{32}{D} [\beta(k) + \mathcal{O}(r)] \). This is in agreement with the non-renormalization theorem and as a consequence (2.14).

### 3.2. Finite chemical potential, magnetic field and temperature

One of the advantages to holography is that it allows us to turn on additional background fields or sources that introduce more explicit scales into the problem. This can be challenging when trying to organize conventional RG, but is no more difficult to analyze than what we did above. As a concrete example, we will study how the weak marginal disorder affects the system when it is at a finite chemical potential \( \mu_0 \ll \Lambda \). Now the background clean geometry is no longer \( \text{AdS}_4 \) but rather Reissner-Nordstrom-AdS (\( \text{AdS-RN} \)) with a charged black hole [35]. The gauge fixed background metric and gauge field solutions are [35]

\[
ds^2 = -\frac{f(r)}{r^2} dt^2 + \frac{dr^2}{f(r) r^2} + \frac{d\vec{x}^2}{r^2}
\]

(3.15a)

\[
A_t(r) = \mu_0 \left( 1 - \frac{r}{R} \right)
\]

(3.15b)

where

\[
f(r) = 1 - \left( 1 + \frac{R^2 \mu_0^2}{4} \right) \left( \frac{r}{R} \right)^3 + \frac{R^2 \mu_0^2}{4} \left( \frac{r}{R} \right)^4
\]

(3.16)

is the emblackening factor with the location of horizon given by \( R = \frac{2\sqrt{7}}{\mu_0} \).

The near-horizon regime of this geometry is of the most interest to us as it controls the IR behaviour of the theory. For this regime, we switch from \( r \) to a new coordinate

\[
\zeta = \frac{1}{R - r} \frac{R^2}{6}
\]

(3.17)

Under this transformation and \( x \to c_0 x \) we find that the near-horizon geometry becomes \( \text{AdS}_2 \times \mathbb{R}^2 \) with the gauge field solution given by

\[
ds^2 = -\frac{dt^2}{6\zeta^2} + \frac{d\zeta^2}{6\zeta^2} + \frac{c_0}{R^2} d\vec{x}^2
\]

(3.18a)

\[
A_t(\zeta) = \frac{\mu_0 R}{6\zeta}
\]

(3.18b)
In these coordinates, the horizon is at $\zeta \to \infty$. Now adding the disorder implies perturbing the background gauge field solution (3.18b) at order $O(D)$. We find that at first order in $D$,

$$A_4(k, \zeta) \sim \sqrt{2\pi} (\zeta \mu_0)^{-\mu_0 + \frac{2k^2 + c_0^2}{2\mu_0}}$$  \hspace{1cm} (3.19)

where the overall $O(1)$ normalization constant is unimportant. Using this we arrive at the homogeneous correction at order $O(D)$ to the metric:

$$ds^2 = -\frac{1}{6\zeta^2} dt^2 + \frac{1}{6\zeta^2} d\zeta^2 + c_0 \frac{1 + Dg(\zeta)}{R^2} dx^2$$  \hspace{1cm} (3.20)

where

$$f(\zeta) = \frac{9c_0\zeta\mu(1 + \log(\zeta\mu)) - 16c_1 \log(\zeta\mu)^2}{48\zeta\mu \log(\zeta\mu)^2}$$  \hspace{1cm} (3.21a)

$$h(\zeta) = -\frac{9c_0\zeta(2 + 5\log(\zeta\mu)) + 80c_1 \log(\zeta\mu)^2 - 45c_0 \log(\zeta\mu)^2 \log(\zeta\mu)}{48r\mu \log(\zeta\mu)^2}$$  \hspace{1cm} (3.21b)

$$g(\zeta) = -\frac{c_1 \zeta}{\zeta\mu} + c_2 - \frac{c_0}{32 \log(\zeta\mu)^2} - \frac{3c_0}{8 \log(\zeta\mu)} + \frac{9c_0 \log(\zeta\mu)}{16\zeta\mu}$$  \hspace{1cm} (3.21c)

where $\text{li}(x)$ is the logarithmic integral function whose asymptotic behavior is $\lim_{x \to \infty} \text{li}(x) = \frac{x}{\log(x)}$ and $c_1$ and $c_2$ are constants of integration. Note that all the perturbations are finite and we have no divergence as $\zeta \to \infty$. This tells us that unlike the $\mu_0 = 0$ case, the disorder becomes strictly irrelevant [39]. In order to fix $c_0$, $c_1$ and $c_2$ we assume the metric smoothly deforms from $\text{AdS}_4$ to $\text{AdS}_2 \times \mathbb{R}^2$ over a length scale of $\delta r \sim \frac{O(1)}{\mu}$ and we match the metric coefficients.

$$ds^2 = -\frac{1}{6\zeta^2} dt^2 + \frac{1}{6\zeta^2} d\zeta^2 + c_0 \frac{1 + Dc_2}{R^2} dx^2 $$  \hspace{1cm} (3.22)

where

$$c_0 \sim \frac{1}{4} \log \left( \frac{A}{\mu_0} \right) \log \left( \log \left( \frac{A}{\mu_0} \right) \right)$$  \hspace{1cm} (3.23a)

$$c_2 \sim \frac{3}{32} \log \left( \frac{A}{\mu_0} \right) - \frac{3}{80}$$  \hspace{1cm} (3.23b)

The above result of the disorder becoming strictly irrelevant (not just marginally irrelevant) at finite $\mu_0$ also holds if we had instead put the system at finite magnetic field $B \sim O(1)$ or at a finite temperature $T$, so long as $TR \ll 1$ (which ensures the $\text{AdS}_2 \times \mathbb{R}^2$ geometry at intermediate scales). The fact that the coefficient of $dx^2$ has increased means that disorder has perturbatively increased the entropy density of the low temperature field theory in the IR.

We also briefly relate our results to some older work in the literature. In [40], it was proposed that $\text{AdS}_2 \times \mathbb{R}^2$ geometries would admit inhomogeneous deformations; see [41] for follow-up numerics which argue instead that $\text{AdS}_2 \times \mathbb{R}^2$ is stable. Our results appear consistent with the latter conclusion, though we are not certain whether our approach is sufficiently high order in nonlinear terms to recover the conjectured effect [40]. Interestingly enough, it appears to be the zero density systems (which seemed not to admit highly inhomogeneous IR geometries [15, 42]) that lead to highly disordered IR geometries. It would be interesting to test this prediction in future numerics.

4. SCALAR DISORDER

Having confirmed the agreement between our heuristic field theoretic arguments and the minimal holographic theory with charge disorder, we now move on to the theory with scalar disorder which was studied in [11, 18]. We start by introducing the original model. Suppose that this CFT has an operator $\mathcal{O}$ of dimension

$$[\mathcal{O}] = \Delta = \frac{d}{2} + 1.$$  \hspace{1cm} (4.1)

Here, we will assume that $\mathcal{O}$ is spin zero. For a spin-0 (scalar) operator of this special dimension,

$$\langle \mathcal{O}(x, t) \mathcal{O}(0, 0) \rangle_{\text{CFT}} = \frac{C_{\mathcal{O}\mathcal{O}}}{(x^2 + t^2)^{1+d/2}}$$  \hspace{1cm} (4.2)
Now again consider perturbing the CFT Lagrangian density by a space-dependent but time-independent coupling $h(x)$
\[
\mathcal{L} \rightarrow \mathcal{L} + h(x)\mathcal{O}(x,t).
\] (4.3)

Note that $[h] = d/2$. We similarly take the disorder to be drawn from a Gaussian distribution
\[
\overline{h(x)h(x')} = D \times G(A|x - x'|). \tag{4.4}
\]

The replicated action in this case resembles (2.6) except with the operator $\mathcal{J}_t$ replaced by $\mathcal{O}$. The relevant term in the OPE now takes the form:
\[
\mathcal{O}^a(x_1,t_1)|\mathcal{O}|^b(x_2,t_2) \supset \frac{\delta_{ab}C_{\mathcal{O}\mathcal{O}\mathcal{O}|\mathcal{O}|}t_{12}^2t_{14}(x_1,t_1)}{C_{TT}(x_{12} + t_{12}^2)^{\Delta}} + \cdots \tag{4.5}
\]

Using this we see that the expression for $Z_t$ (2.10) remains the same as well with $C_{\mathcal{J}\mathcal{J}|\mathcal{O}|}$ replaced by $C_{\mathcal{O}\mathcal{O}|\mathcal{O}|}$ in agreement with [11, 17]. Note that in any CFT, [17]
\[
C_{\mathcal{O}\mathcal{O}|\mathcal{O}|} < 0, \tag{4.6}
\]
and so $z \geq 1$, consistent with all the understood quantum field theories that we are aware of.

### 4.1. Heuristic argument and comparison to holography

In general, it is far from clear that the OPE channel $\mathcal{O}\mathcal{O}|\mathcal{O}|$ is the only contribution to the RG flow of $D$. However, there is one class of CFTs for which we can assure this is the case: a putative CFT described by gauge-gravity duality [35]. In a nutshell, the holographic correspondence states that the CFT (if it is of a suitable large $N$ matrix type) is dual to a semiclassical gravity theory in asymptotically anti-de Sitter (AdS) space in one higher dimension. The scalar operator $\mathcal{O}$ is dual in the bulk to a scalar field $\phi$, and the stress tensor $T_{\mu\nu}$ is dual to the spacetime metric $g_{\mu\nu}$. The holographic action controls CFT data, such as scaling dimensions and OPE coefficients. The bulk holographic model
\[
S_{\text{bulk}} = \int d^{d+2}x_{\text{bulk}} \left( R + \frac{d(d + 1)}{L^2} - \frac{1}{2}(\nabla \phi)^2 - \frac{m^2}{2} \phi^2 \right), \tag{4.7}
\]
which was studied in [11] corresponds to a CFT where the only third order OPE coefficients (of relevance) are $TTT$ and $\mathcal{O}\mathcal{O}|\mathcal{O}|$; these coefficients can be read off from the action by computing (schematically) $\delta \phi^3$ and $\delta \phi \delta \phi^2$ terms in (4.7) upon expanding around AdS spacetime (a saddle point of this action). By suitably tuning $m^2$, we can arrange for Harris-marginal disorder.

A quick argument for the fact that $D$ can become marginally irrelevant, which we repeat from [18], is instructive. The Harris criterion [12] for the marginality of scalar disorder in $d + 1$ dimensions with dynamical critical exponent $z$ is given by
\[
\Delta = \frac{d}{2} + z. \tag{4.8}
\]

In our scalar theory, we will have $\Delta = \frac{d}{2} + 1$ and $z = 1$ at the UV fixed point: from (2.11), we see that $z$ will slightly change. Unless $\Delta$ happens to be rescaled by the exact same amount (which would seem to require one parameter’s worth of fine tuning), then we should anticipate that at order $D$, (4.8) will no longer hold, and so disorder will be either marginally irrelevant or relevant.

In the holographic computation of [18], it was found that $\Delta$ increased by a larger amount at order $D$ than $z$, and hence the scalar disorder was marginally irrelevant. This can be seen from the relation between the mass of the bulk scalar field $m$ and the dimension of the dual operator $\Delta$:
\[
\Delta(\Delta - d - z) = m^2 \tag{4.9}
\]

$m^2 = -\frac{d}{2}(\frac{d}{2} + 1)$ is fixed by requiring the operator be Harris-marginal to begin with. Using this we find that for $z \approx 1$:
\[
\Delta \approx \left(\frac{d}{2} + 1\right) + \left(\frac{d}{2} + 1\right)(z - 1) + O((z - 1)^2) \tag{4.10}
\]
This tells us that the disorder becomes marginally irrelevant.

Therefore with the normalization of $\phi$ above, and in $d = 1$, one finds that for energy scales just below $\Lambda$,

$$z \approx 1 + \frac{D}{8} = 1 + \frac{D|C_{O\sigma T}|}{C_T}.$$  

(4.11)

However, our argument shows that this value of $z$ flows, because $D$ flows.

In the holographic calculation of [18], determination of these flowing quantities relied on a subtle heuristic argument. Disorder arises due to random boundary conditions on the bulk field $\phi$; one must (approximately) construct the back-reacted geometry in the presence of disorder and solve the Einstein equations all the way to a zero temperature horizon in the infrared. So one must account for non-perturbative effects in $1/D$, which only arise at the energy scale

$$A_s \sim A \exp \left[ \frac{C_T}{D|C_{O\sigma T}|} \right],$$  

(4.12)

a scale which was not accessible in the resummed perturbative argument of [11]. From our RG perspective, this non-perturbative effect is a conventional, one-loop phenomenon of marginally irrelevant disorder.

### 4.2. Correction to two-point function

The calculation for the scalar case proceeds similar to the vector calculation. We begin with the rescaled correlation function:

$$\langle O(x, t)O(0, 0)\rangle_{CFT} = \frac{C_{CFT}Z_{O\sigma}}{(x^2 + (Z_t t)^2)^{1+d/2}}$$  

(4.13)

Our goal is to determine $Z_{O\sigma}$; we have already determined $Z_t$ in the earlier discussion above. In this spirit we look at the following two-point function:

$$\langle O^a(0, 0)O^a(x, t)\rangle_D = \langle O(0, 0)O(x, t)\rangle_{CFT} + \frac{D}{2} \int d^d x_1 dt_1 dt_2 \langle O(0, 0)O(x, t)O(x_1, t_1)O(x_1, t_2)\rangle_{CFT} + \cdots$$  

(4.14)

(no sum over $a$) where higher order terms are not of interest to us. Now plugging in the OPE given in (4.5), we get

$$\langle O^a(0, 0)O^a(x, t)\rangle_D = \langle O(0, 0)O(x, t)\rangle_{CFT} + \frac{DC_{O\sigma T}\log b}{C_T} \int d^d x_1 dt_1 \langle O(0, 0)O(x, t)T_{H}(x_1, t_1)\rangle_{CFT}$$  

(4.15)

where the three point function is given by

$$\langle O(x_1)O(x_2)T_{\mu
u}(x_3)\rangle = C_{O\sigma T} \frac{V_\mu V_\nu - \delta_{\mu\nu} V_\alpha V_\alpha}{x_{13}^{-d+1}x_{23}^{-d+1}} x_{12}^{2\Delta - d + 1}$$  

(4.16)

with $V^\alpha = \frac{x_1^\alpha}{x_{13}^2} - \frac{x_2^\alpha}{x_{23}^2}$. We now use the result given in [17] to evaluate the integral over the three-point function to get,

$$\int d^d x_3 dt_3 \langle O(0, 0)O(x_2, t)T_{H}(x_3, t_3)\rangle_{CFT} = C_{O\sigma T} \frac{d + 2 x^2 + t^2 - 2 d t - 1}{(d + 1)(x^2 + t^2)^{\frac{d}{2} + 1}}$$  

(4.17)

However, it is important to note that (4.16) does not include contact terms. These terms go as [43, 44]:

$$\langle T_{H}(x)O(x_1)O(x_2)\rangle \supset C_0(d+1)(x - x_1) + \delta_0(d+1)(x - x_2)\langle O(x_1)O(x_2)\rangle$$  

(4.18)

We fix the coefficient of the contact term by requiring that the equal $x$ correlator does not gain any logarithmic corrections. This can be motivated by looking at the correction to the action in (2.6) containing two time integrals leading to no $\log t'$ dependence for disorder profiles with short range correlations (disorder at different points are not necessarily statistically independent), evaluating the integral in (4.14) we obtain

$$\int d^d x_1 d^d x_2 dt_1 dt_2 G(A|x_1 - x_2|)\langle O(0, 0)O(x_1, t_1)\rangle\langle O(0, 0)O(x_2, t_2)\rangle \sim A_{CFT}^{d+2},$$  

(4.19)

$$\int d^d x_1 d^d x_2 dt_1 dt_2 G(A|x_1 - x_2|)\langle O(0, 0)O(x_1, t_1)\rangle\langle O(0, 0)O(x_2, t_2)\rangle \sim \frac{A_{CFT}}{x^{d+1}} + \log(xA) + \cdots.$$  

(4.20)
The former integral indicates that without further OPE corrections in the scalar channel (which we do not consider in this paper), the correction to the scaling exponent $\Delta$ is fixed by the requirement that the equal-$x$ correlator does not gain an anomalous dimension with $t$.

Combining (4.17) with (4.18), we find that this happens when (recall $\Delta = 1 + d/2$):

$$C = \frac{d\Delta}{d + 1}. \quad (4.21)$$

Hence we find

$$\langle O^a(0,0)O^a(x,t)\rangle_D = \frac{C_{O\phi}}{(x^2 + t^2)^{1 + \frac{d}{2}}} \left(1 + \frac{DC_{O\phi T}(d + 2)x^2\log b}{C_{TT}(x^2 + t^2)}\right) \quad (4.22)$$

We find that with the contact term (4.18), the results for equal $x$ and $t$ correlators are in line with holographic results from [45]. For the vector case, we did not need to worry about contact terms since $J$ is a conserved current even under renormalization.

Now plugging in the rescaled correlator (4.13), we can see that the divergence appearing in the renormalized correlator is removed by choosing

$$Z_{O\phi} = 1 - \frac{(d + 2)DC_{O\phi T}\log b}{C_{TT}} \quad (4.23)$$

This leads to the scalar operator gaining an anomalous dimension given by

$$\gamma_o = \frac{1}{2} \frac{\partial Z_{O\phi}}{\partial \log b} = -\frac{(d + 2)DC_{O\phi T}}{2C_{TT}} \quad (4.24)$$

The final step is to find the relation between $D^{\text{bare}}$ and $D$ (renormalized):

$$D^{\text{bare}} \approx D^R \left(1 - \frac{dD^RC_{O\phi T}}{C_{TT}\log b}\right) \quad (4.25)$$

Or, we can re-write it as

$$D^R \approx D^{\text{bare}} \left(1 + \frac{dD^{\text{bare}}C_{O\phi T}}{C_{TT}\log b}\right) \quad (4.26)$$

Let us put this in the form of a conventional Wilsonian RG equation. Assuming that the only important contribution to the flow of $D$ arises due to the stress tensor channel, we conclude that

$$b \frac{\partial D}{\partial b} = -\frac{dD^2|C_{O\phi T}|}{C_{TT}} \quad (4.27)$$

We have used that $C_{O\phi T} < 0$. At energy scale $E$, we conclude that the effective disorder strength is given by

$$D(E) = \frac{D(A)}{1 + D(A)\frac{d|C_{O\phi T}|}{C_{TT}\log b}} \quad (4.28)$$

Hence, disorder is marginally irrelevant. We can also see what happens to the flow of the dynamical critical exponent $z$. Upon integrating (2.13) using (4.28), we find that

$$-\frac{d\log t}{d\log b} = 1 + \frac{D(A)|C_{O\phi T}|}{C_{TT}} \quad (4.29)$$

leading to

$$-\log t = \log b + \frac{1}{d} \log \left(1 + D(A)\frac{d|C_{O\phi T}|}{C_{TT}\log b}\right) \quad (4.30)$$
The effective dynamical critical exponent at energy scale \( E < \Lambda \) is given by

\[
z(E) = -\frac{\log t}{\log b} = 1 + \frac{\log \left( 1 + D(A) \frac{d \text{Ccorr}}{C_{TT}} \log \frac{\Lambda}{E} \right)}{d \log \frac{\Lambda}{E}} \tag{4.31}
\]

The true infrared theory has irrelevant disorder given by (4.28), and the unusual effective dynamical critical exponent (4.31). These two results are precisely what was found in [18]. We also see that the anomalous dimension is in agreement between the two theories from (4.10) and (4.24) indicating that that what we have in (4.18) is indeed the correct contact term.

5. CONCLUSIONS

We have discussed, both using gauge-gravity duality and scaling arguments inspired by conformal perturbation theory, the RG flows of Harris-marginal disorder in strongly coupled CFTs. We find that scalar disorder is marginally irrelevant while charge disorder is marginally relevant, when the dominant coupling is of these operators to the stress tensor. This assumption is indeed the case in the matrix-large-\( N \) field theories that have weakly coupled holographic dual descriptions.

Our work provides a more physical picture to the more heuristic construction of bulk geometries advocated in [18]; in particular, in this paper we have been able to precisely match the field theoretic flows of coupling constants to the evolution of the bulk geometry in the 2d model with charge disorder. As such, we conclude that the speculative Lifshitz fixed points of [11] do not exist as genuine IR fixed points (at least at weak coupling). It may, unfortunately, be quite challenging to resolve the endpoint of the RG flow, since as we emphasized above, the energy scales where the “tree level” calculation of \( z \) becomes inaccurate are exponentially small. In this sense, the Lifshitz fixed point can appear for a wide range of scales.

In more practical physical systems, it is less clear whether our assumption is justified. In principle, one may wish to perform loop calculations within conformal perturbation theory to try and compute the RG flow of disorder etc. without resorting to general scaling arguments, as we did in this paper. We leave a more systematic development of that method to future work.

Our approach provides an interesting alternative to the more conventional methods for studying the interplay of disorder and strong interactions. Usually in the field theory literature, one either starts with a theory with a vector large-\( N \) limit, which is for practical purposes weakly coupled in any spatial dimension, or by doing an \( \epsilon \)-expansion about an upper critical dimension. Each of these approaches relies on conventional Feynman diagrammatics and the validity of this approach at a strongly coupled fixed point is not clear. Our approach does not assume anything about the strength of coupling constants, instead assuming the dominant OPE channels. In this sense it complements existing approaches. We hope that our approach can provide a useful new tool for future studies of strongly interacting and disordered field theories.

ACKNOWLEDGEMENTS

We thank Sean Hartnoll for useful comments on a draft. KG and AL were partially supported by a Research Fellowship from the Alfred P. Sloan Foundation under Grant FG-2020-13795, and by the Gordon and Betty Moore Foundation’s EPiQS Initiative under Grant GBMF10279. LR was supported by the Simons Investigator Award from the James Simons Foundation.

[1] A. I. Larkin, “Effect of Inhomogeneties on the Structure of the Mixed State of Superconductors,” Soviet Journal of Experimental and Theoretical Physics 31, 784 (1970).
[2] Yoseph Imry and Shang-keng Ma, “Random-field instability of the ordered state of continuous symmetry,” Phys. Rev. Lett. 35, 1399–1401 (1975).
[3] Daniel S. Fisher and David A. Huse, “Equilibrium behavior of the spin-glass ordered phase,” Phys. Rev. B 38, 386–411 (1988).
[4] P. W. Anderson, “Absence of diffusion in certain random lattices,” Phys. Rev. 109, 1492–1505 (1958).
[5] L. Fleishman and P. W. Anderson, “Interactions and the anderson transition,” Phys. Rev. B 21, 2366–2377 (1980).
[6] D.M. Basko, I.L. Aleiner, and B.L. Altshuler, “Metal–insulator transition in a weakly interacting many-electron system with localized single-particle states,” Annals of Physics 321, 1126–1205 (2006).

[7] I. V. Gornyi, A. D. Mirlin, and D. G. Polyakov, “Interacting electrons in disordered wires: Anderson localization and low-t transport,” Phys. Rev. Lett. 95, 206603 (2005).

[8] Vadim Oganesyan and David A. Huse, “Localization of interacting fermions at high temperature,” Phys. Rev. B 75, 155111 (2007).

[9] Daniel S. Fisher, “Random transverse field ising spin chains,” Phys. Rev. Lett. 69, 534–537 (1992).

[10] Daniel S. Fisher, “Random antiferromagnetic quantum spin chains,” Phys. Rev. B 50, 3799–3821 (1994).

[11] Sean A. Hartnoll and Jorge E. Santos, “Disordered horizons: Holography of randomly disordered fixed points,” Phys. Rev. Lett. 112, 231601 (2014), arXiv:1402.0872 [hep-th].

[12] A B Harris, “Effect of random defects on the critical behaviour of ising models,” Journal of Physics C: Solid State Physics 7, 1671–1692 (1974).

[13] Sean A. Hartnoll, David M. Ramirez, and Jorge E. Santos, “Emergent scale invariance of disordered horizons,” JHEP 09, 160 (2015), arXiv:1504.03324 [hep-th].

[14] Sean A. Hartnoll, David M. Ramirez, and Jorge E. Santos, “Thermal conductivity at a disordered quantum critical point,” JHEP 04, 022 (2016), arXiv:1508.04435 [hep-th].

[15] Daniel K. O’Keeffe and Amanda W. Peet, “Perturbatively charged holographic disorder,” Phys. Rev. D 92, 046004 (2015), arXiv:1504.03288 [hep-th].

[16] Antonio M. García-García and Bruno Loureiro, “Marginal and Irrelevant Disorder in Einstein-Maxwell backgrounds,” Phys. Rev. D 93, 065025 (2016), arXiv:1512.00194 [hep-th].

[17] Ofer Aharony and Vladimir Narovlansky, “Renormalization group flow in field theories with quenched disorder,” Phys. Rev. D 98, 045012 (2018), arXiv:1803.08534 [hep-th].

[18] Koushik Ganesan and Andrew Lucas, “Breakdown of emergent Lifshitz symmetry in holographic matter with Harris-marginal disorder,” JHEP 06, 023 (2020), arXiv:2004.06543 [hep-th].

[19] Andrea Amoretti and Nicodemo Magnoli, “Conformal perturbation theory,” Phys. Rev. D 96, 045016 (2017), arXiv:1705.00003 [hep-th].

[20] Xiao-Gang Wen, “Scaling theory of conserved current and universal amplitudes at anisotropic critical points,” Phys. Rev. B 46, 2655–2662 (1992).

[21] Subir Sachdev, “Quantum phase transitions and conserved charges,” Zeitschrift fur Physik B 94, 469–479 (1994).

[22] H. Osborn and A. Petkou, “Implications of conformal invariance in field theories for general dimensions,” Annals of Physics 231, 311–362 (1994).

[23] Yong Baek Kim and Xiao-Gang Wen, “Large N renormalization-group study of the commensurate dirty-boson problem,” Physical Review B 49, 4043–4052 (1994).

[24] Hart Goldman, Alex Thomson, Laimei Nie, and Zhen Bi, “Interplay of interactions and disorder at the superfluid-insulator transition: A dirty two-dimensional quantum critical point,” Physical Review B 101 (2020), 10.1103/physrevb.101.144506.

[25] Sean A. Hartnoll and Andreas Karch, “Scaling theory of the cuprate strange metals,” Phys. Rev. B 91, 155126 (2015).

[26] B. Goutéraux, “Universal scaling properties of extremal cohesive holographic phases,” JHEP 01, 080 (2014), arXiv:1308.2084 [hep-th].

[27] Andreas Karch, “Conductivities for Hyperscaling Violating Geometries,” JHEP 06, 140 (2014), arXiv:1405.2926 [hep-th].

[28] G. Arutyunov and S. Frolov, “Three-point green function of the stress-energy tensor in the ads-cft correspondence,” Phys. Rev. D 60, 026004 (2000).

[29] Daniel Z. Freedman, Samir D. Mathur, Alec Matusis, and Leonardo Rastelli, “Correlation functions in the cftd/adsd +1 correspondence,” Nuclear Physics B 546, 96–118 (1999).

[30] E. Abrahams, P. W. Anderson, D. C. Licciardello, and T. V. Ramakrishnan, “Scaling theory of localization: Absence of quantum diffusion in two dimensions,” Phys. Rev. Lett. 42, 673–676 (1979).

[31] Dionysios Anninos, Tarek Anous, Frederik Denef, and Lucas Peeters, “Holographic Vitrification,” Phys. Rev. Lett. 115, 221601 (2015), arXiv:1507.00003 [hep-th].

[32] Sašo Grozdanov, Andrew Lucas, Subir Sachdev, and Koenraad Schalm, “Absence of disorder-driven metal-insulator transitions in simple holographic models,” Phys. Rev. Lett. 115, 221601 (2015), arXiv:1507.00003 [hep-th].

[33] Sašo Grozdanov, Andrew Lucas, and Koenraad Schalm, “Incoherent thermal transport from dirty black holes,” Phys. Rev. D 93, 061901 (2016).

[34] Sean A. Hartnoll, Andrew Lucas, and Subir Sachdev, “Holographic quantum matter,” (2016), arXiv:1612.07324 [hep-th].

[35] Ofer Aharony, Oren Bergman, Daniel Louis Jafferis, and Juan Maldacena, “N=6 superconformal Chern-Simons-matter theories, M2-branes and their gravity duals,” JHEP 10, 091 (2008), arXiv:0806.1218 [hep-th].

[36] Oscar J. C. Dias, Jorge E. Santos, and Benson Way, “Numerical Methods for Finding Stationary Gravitational Solutions,” Class. Quant. Grav. 33, 133001 (2016), arXiv:1510.02804 [hep-th].

[37] Allan Adams and Sho Yaida, “Disordered holographic systems: Marginal relevance of imperfection,” Phys. Rev. D 90, 046007 (2014), arXiv:1201.6366 [hep-th].

[38] Sean A. Hartnoll and Diego M. Hofman, “Locally critical resistivities from umklapp scattering,” Phys. Rev. Lett. 108, 241601 (2012).
[40] Sean A. Hartnoll and Jorge E. Santos, “Cold planar horizons are floppy,” Phys. Rev. D **89**, 126002 (2014), arXiv:1403.4612 [hep-th].

[41] Aristomenis Donos and Jerome P. Gauntlett, “The thermoelectric properties of inhomogeneous holographic lattices,” JHEP **01**, 035 (2015), arXiv:1409.6875 [hep-th].

[42] Paul Chesler, Andrew Lucas, and Subir Sachdev, “Conformal field theories in a periodic potential: results from holography and field theory,” Phys. Rev. D **89**, 026005 (2014), arXiv:1308.0329 [hep-th].

[43] M. Srednicki, *Quantum field theory* (Cambridge University Press, 2007).

[44] Michael E. Peskin and Daniel V. Schroeder, *An Introduction to quantum field theory* (Addison-Wesley, Reading, USA, 1995).

[45] Ville Keränen, Watse Sybesma, Phillip Szepietowski, and Larus Thorlacius, “Correlation functions in theories with Lifshitz scaling,” Journal of High Energy Physics **2017** (2017), 10.1007/jhep05(2017)033.