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Abstract

In the present work we redefine and generalize the action principle for dissipative systems proposed by Riewe by fixing the mathematical inconsistencies present in the original approach. In order to formulate a quadratic Lagrangian for non-conservative systems, the Lagrangian functions proposed depend on mixed integer order and fractional order derivatives. As examples, we formulate a quadratic Lagrangian for a particle under a frictional force proportional to the velocity, and to the classical problem of an accelerated point charge.
I. INTRODUCTION

Since the introduction of the action principle in its mature formulation by Euler, Hamilton and Lagrange, it is well known that the equation of motion of dissipative linear dynamical systems with constant coefficients cannot be obtained by variational principle. A rigorous proof of the failure of the action principle for non-conservative systems was given in 1931 by Bauer \cite{1} when he proved the impossibility to obtain a dissipation term proportional to the first order time derivative in the equation of motion from a variational principle. Over the last century, several methods were developed in order to deal with this failure. Examples include time dependent Lagrangians \cite{2}, and the Bateman approach by introducing auxiliary coordinates that describe the reverse-time system \cite{3} (see \cite{4} for a review). Unfortunately, all these approaches give us non-physical Lagrangians in the sense they provide non-physical relations for the momentum and Hamiltonian of the system (see \cite{5} for a detailed discussion).

Only recently, by exploring a loophole in Bauer’s proof (in his proof Bauer assumed that all derivatives were integer order), Riewe \cite{5} showed that quadratic Lagrangians involving fractional time derivatives lead to equation of motion with non-conservative forces such as friction. Furthermore, the quadratic Lagrangian with fractional derivatives proposed by Riewe have the advantage over other approaches of being physical in the sense that it provides meaningful relations for momentum and Hamiltonian \cite{5}. The Riewe’s approach follows from the observation that if the Lagrangian contains a term proportional to \( (d^n x/dt^n)^2 \), then the Euler-Lagrange equation will have a corresponding term proportional to \( d^{2n} x/dt^{2n} \). Hence a frictional force proportional to the velocity \( dx/dt \) should follow directly from a Lagrangian containing a quadratic term proportional to the fractional derivative \( (d^{1/2} x/dt^{1/2})^2 \).

However, since fractional derivatives are in general non-local operators with algebraic properties different from usual derivatives \cite{6–12}, in order to obtain the equation of motion for dissipative systems in the Riewe’s approach, we should redefine the action principle by taking a given limit, make some not well defined approximations, and introduce a complex Lagrangian \cite{5}. Despite the mathematical inconsistency in these approximations, the idea proposed by Riewe proves to be so novel and interesting that it transcends the problem that it was originally designed to solve and becomes an area of study in its own right. Nowadays, the fractional calculus of variations is being developed as a tool to study a wide variety of problems \cite{13}. 
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In the present work we redefine and generalize the action principle for dissipative systems by fixing the mathematical inconsistencies present in the Riewe’s formulation. Our approach also has the advantage that the Lagrangian can be a real valued function with a direct physical meaningful. Furthermore we also generalize the Riewe’s approach in order to formulate Lagrangians for higher order dissipative systems, like the classical problem of an accelerated point charge [14].

Our paper is organized as follows. In section 2 we review the Riemann-Liouville and Caputo fractional calculus. The action principle for dissipative systems, with Lagrangian functions with Caputo derivatives, is introduced in section 3, and generalized to higher-order systems in section 4. Finally, the conclusion is presented in section 5.

II. THE RIEMANN-LIOUVILLE AND CAPUTO FRACTIONAL CALCULUS

The fractional calculus of derivative and integration of non-integers orders started more than three centuries ago with l’Hôpital and Leibniz when a derivative of order $\frac{1}{2}$ was suggested [6]. This subject was also considered by several mathematicians as Euler, Laplace, Liouville, Grunwald, Letnikov, Riemann and others up to nowadays. Although the fractional calculus is almost as old as the usual integer order calculus, only in the last three decades it has gained more attention due to its applications in various fields of science (see [7–10] for a review). Actually, there are several definitions of fractional order derivatives. Theses definitions include the Riemann-Liouville, Caputo, Riesz, Weyl, Grunwald-Letnikov, etc. (see [6–12] for a review). In this section we review some definitions and properties of the Riemann-Liouville and Caputo fractional calculus.

Despite we have many different approaches to fractional calculus, several known formulations are somehow connected with the analytic continuation of Cauchy formula for $n$-fold integration

$$\int_a^t x(i)(dt)^n = \int_a^t \int_a^{t_n} \int_a^{t_{n-1}} \cdots \int_a^{t_3} \int_a^{t_2} x(t_1)dt_1\cdots dt_{n-1}dt_n$$

$$= \frac{1}{\Gamma(n)} \int_a^t \frac{x(u)}{(t-u)^{1-n}} du \quad (n \in \mathbb{N}),$$

(1)

where $\Gamma$ is the Euler gamma function. The proof of Cauchy formula can be found in several textbooks (for example, it can be found in [4]). The analytic continuation of [1] gives us a definition for an integration of non-integer (or fractional) order. This fractional order
integration is the building bloc of the Riemann-Liouville and Caputo calculus, the two most popular formulations of fractional calculus, as well as several other approaches to fractional calculus [6–12]. The fractional integration obtained from (1) are historically called Riemann-Liouville left and right fractional integrals:

**Definition 1** Let $\alpha \in \mathbb{R}_+$. The operators $a J_t^\alpha$ and $t J_b^\alpha$ defined on $L_1[a,b]$ by

\[ a J_t^\alpha x(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \frac{x(u)}{(t-u)^{1-\alpha}} du, \]

and

\[ t J_b^\alpha x(t) = \frac{1}{\Gamma(\alpha)} \int_t^b \frac{x(u)}{(u-t)^{1-\alpha}} du, \]

with $a < b$ and $a,b \in \mathbb{R}$, are called left and the right fractional Riemann-Liouville integrals of order $\alpha$, respectively.

For integer $\alpha$ the fractional Riemann-Liouville integrals (2) and (3) coincide with the usual integer order $n$-fold integration [1]. Moreover, from the definitions (2) and (3) it is easy to see that the Riemann-Liouville fractional integrals converge for any integrable function $x$ if $\alpha > 1$. Furthermore, it is possible to proof the convergence of (2) and (3) for $x \in L_1[a,b]$ even when $0 < \alpha < 1$ [12].

It can be directly verified that the fractional Riemann-Liouville integrals (2) and (3) of the power functions $(t-a)^\beta$ and $(b-t)^\beta$ yield power functions of the same form [8, 12]:

**Remark 1** Let $\alpha > 0$ and $\beta > -1$ with $\alpha, \beta \in \mathbb{R}$. Then

\[ a J_t^\alpha (t-a)^\beta = \frac{\Gamma(\beta+1)}{\Gamma(\beta+\alpha+1)} (t-a)^{\beta+\alpha}, \]

and

\[ t J_b^\alpha (b-t)^\beta = \frac{\Gamma(\beta+1)}{\Gamma(\beta+\alpha+1)} (b-t)^{\beta+\alpha}. \]

The integration operators $a J_t^\alpha$ and $t J_b^\alpha$ play a fundamental role in the definition of fractional Riemann-Liouville and Caputo calculus. In order to define the Riemann-Liouville derivatives, we recall that for positive integers $n > m$ it follows the identity $D_t^n x(t) = D_t^n a J_t^{n-m} x(t)$, where $D_t^n$ is an ordinary derivative of integer order $m$.

**Definition 2 (Riemann-Liouville)** The left and the right Riemann-Liouville fractional derivative of order $\alpha > 0 \ (\alpha \in \mathbb{R})$ are defined on $L_1[a,b]$, respectively, by $a D_t^\alpha x(t) :=$
\[ D^n_t J^{-\alpha}_t x(t) \] and
\[ t D^n_b x(t) := (-1)^n D^n_t J^{-\alpha}_b x(t) \] with \( n = [\alpha] + 1, \) namely
\[ a D^n_t x(t) = \frac{1}{\Gamma(n - \alpha)} \frac{d^n}{dt^n} \int_a^t \frac{x(u)}{(t-u)^{1+\alpha-n}} du \] (6)
and
\[ t D^n_b x(t) = \frac{(-1)^n}{\Gamma(n - \alpha)} \frac{d^n}{dt^n} \int_t^b \frac{x(u)}{(u-t)^{1+\alpha-n}} du. \] (7)
where \( \frac{d^n}{dt^n} \) stands for ordinary derivatives of integer order \( n. \)

On the other hand, the Caputo fractional derivatives are defined by inverting the order between derivatives and integrations

**Definition 3 (Caputo)** The left and the right Caputo fractional derivatives of order \( \alpha \in \mathbb{R}_+ \) are defined on \( C^n[a, b], \) respectively, by
\[ C^\alpha_a D_t^n x(t) := \left( -1 \right)^n J^{-\alpha}_t D^n_a x(t) \] and
\[ C^\alpha_{-t} D_b^n x(t) := \left( -1 \right)^n J^{-\alpha}_b D^n_t x(t) \] with \( n = [\alpha] + 1; \) that is,
\[ C^\alpha_a D_t^n x(t) := \frac{1}{\Gamma(n - \alpha)} \int_a^t \frac{x^{(n)}(u)}{(t-u)^{1+\alpha-n}} du \] (8)
and
\[ C^\alpha_{-t} D_b^n x(t) := \frac{(-1)^n}{\Gamma(n - \alpha)} \int_t^b \frac{x^{(n)}(u)}{(u-t)^{1+\alpha-n}} du, \] (9)
where \( a \leq t \leq b \) and \( x^{(n)}(u) = \frac{d^n x(u)}{du^n} \) is the ordinary derivative of integer order \( n. \)

An important consequence of definitions (6)-(9) is that the Riemann-Liouville and Caputo fractional derivatives are non-local operators. The left (right) differ-integration operator (6) and (8) ((7) and (9)) depends on the values of the function at left (right) of \( t, \) i.e. \( a \leq u \leq t \) \( (t \leq u \leq b). \) On the other hand, it is important to note that when \( \alpha \) is an integer, the Riemann-Liouville fractional derivatives (6) and (7) reduce to ordinary derivatives of order \( \alpha. \) On the other hand, in that case, the Caputo derivatives (8) and (9) differ from integer order ones by a polynomial of order \( \alpha - 1 \) \([8, 12]. \) Furthermore, it can be easily verified that the Riemann-Liouville and Caputo derivatives are connected with each other by the following relations:
\[ C^\alpha_a D_t^n x(t) = a D_t^n x(t) - \sum_{k=0}^{n-1} \frac{x^{(k)}(a)}{\Gamma(k - \alpha + 1)} (t-a)^{k-\alpha}, \] (10)
and
\[ C^\alpha_{-t} D_b^n x(t) = t D_b^n x(t) - \sum_{k=0}^{n-1} \frac{x^{(k)}(b)}{\Gamma(k - \alpha + 1)} (b-t)^{k-\alpha}, \] (11)
where \( n = [a] + 1 \).

For power functions \((t - a)^\beta\) and \((b - t)^\beta\) the Riemann-Liouville and Caputo fractional derivatives yield [8, 12]:

**Remark 2** Let \( \alpha > 0 \) and \( \beta > -1 \) with \( \alpha, \beta \in \mathbb{R} \). We have for the Riemann-Liouville derivatives

\[
aD^\alpha_t (t - a)^\beta = \frac{\Gamma(\beta + 1)}{\Gamma(\beta - \alpha + 1)} (t - a)^{\beta - \alpha},
\]

and

\[
tD^\alpha_t (b - t)^\beta = \frac{\Gamma(\beta + 1)}{\Gamma(\beta - \alpha + 1)} (b - t)^{\beta - \alpha},
\]

if \( \alpha - \beta \notin \mathbb{N} \), and zero when \( \alpha - \beta \in \mathbb{N} \). For the Caputo derivatives we have, similarly,

\[
aD^\alpha_t (t - a)^\beta = \frac{\Gamma(\beta + 1)}{\Gamma(\beta - \alpha + 1)} (t - a)^{\beta - \alpha},
\]

and

\[
tD^\alpha_t (b - t)^\beta = \frac{\Gamma(\beta + 1)}{\Gamma(\beta - \alpha + 1)} (b - t)^{\beta - \alpha}.
\]

when \( \beta \neq 0, 1, 2, \ldots, [\alpha] \), and zero if \( \beta = 0, 1, 2, \ldots, [\alpha] \).

In particular, if \( \beta = 0 \) the Riemann-Liouville fractional derivatives of a constant are, in general, not equal to zero:

\[
aD^\alpha_1 1 = \frac{(t - a)^{-\alpha}}{\Gamma(1 - \alpha)}, \quad \text{and} \quad tD^\alpha_1 1 = \frac{(b - t)^{-\alpha}}{\Gamma(1 - \alpha)},
\]

while the Caputo fractional derivatives of a constant is always zero.

In addition to these definitions, in the present work we make use of the following property

\[
aD^{\frac{1}{2}}_a D^{\frac{1}{2}}_t x(t) = \frac{d}{dt} aJ^{\frac{1}{2}}_t x(t) = \frac{d}{dt} J^{\frac{1}{2}}_t x(t) = \frac{d}{dt} x(t)
\]

that follows from the general property \( aJ^{\alpha}_t aJ^{\beta}_t = aJ^{\alpha+\beta}_t \) for any differentiable function \( x(t) \) (see, e.g., [11, 12]), and the integration by parts

**Theorem II.1** (Integration by parts — see, e.g., [15]) Let \( 0 < \alpha < 1 \) and \( x \) be a differentiable function in \([a,b]\) with \( x(a) = x(b) = 0 \). For any function \( y \in L_1([a,b]) \) one has

\[
\int_a^b y(t) aD^\alpha_1 x(t) dt = \int_a^b x(t) aD^\alpha_1 y(t) dt
\]

and

\[
\int_a^b y(t) tD^\alpha_1 x(t) dt = \int_a^b x(t) tD^\alpha_1 y(t) dt.
\]

It is important to notice that the formulas of integration by parts (18) and (19) relate Caputo left (right) derivatives to Riemann-Liouville right (left) derivatives.
In this section we propose an action principle, or Hamilton’s principle, for Lagrangian functions depending on fractional derivatives in order to fix the mathematical inconsistencies present in Riewe’s approach [5].

The classical action principle states that a system moves from a given configuration to another, on the time interval \([a, b]\), in such a way that the variation of the action integral \[ S = \int_{a}^{b} L dt \] between the path taken and a neighboring virtual path is zero, where \(L\) is the Lagrangian function. In the language of calculus of variations, the action principle mean that the first variation of the functional \(S\) should be zero, namely

\[
\delta S = \delta \int_{a}^{b} L dt = 0, \tag{20}
\]

and the system path is given by the solution of the Euler-Lagrange equation obtained from \[(20)\].

For any positive integer \(n\) it is a simple exercise to show that if the Lagrangian contains a term proportional to \((d^n x/dt^n)^2\) then the Euler-Lagrange equation will have a corresponding term proportional to \(d^{2n} x/dt^{2n}\). As a consequence, it is not possible to formulate quadratic Lagrangian function for dissipative systems containing odd order time derivatives in the equation of motion, like a frictional force proportional to the velocity \(\dot{x} = dx/dt\). In order to bypass this difficulty, Riewe proposed a Lagrangian for a particle under this kind of frictional force by introducing a quadratic term containing a Riemann-Liouville derivative of order \(\alpha = 1/2\) [5]:

\[
L \left( x, \dot{x}, _{t}D_{b}^{\alpha} x \right) = \frac{1}{2} m (\dot{x})^2 - U(x) + i \frac{\gamma}{2} \left( _{t}D_{b}^{\frac{1}{2}} x \right)^2, \tag{21}
\]

where the three terms in \[(21)\] represent the kinetic energy, potential energy, and the fractional linear friction energy, respectively. The action Riewe consider is then given by

\[
S = \int_{a}^{b} L \left( x, \dot{x}, _{t}D_{b}^{\alpha} x \right) dt, \tag{22}
\]

for which the path taken \(x(t)\) should satisfy the fractional Euler-Lagrange equation [5]

\[
\frac{\partial L}{\partial x} - \frac{d}{dt} \frac{\partial L}{\partial (\dot{x})} + _{a}D^{\alpha}_{t} \frac{\partial L}{\partial \left( _{t}D_{b}^{\alpha} x \right)} = 0. \tag{23}
\]

It is important to notice that while the Lagrangian function in \[(22)\] contains only right Riemann-Liouville derivative, the Euler-Lagrange equation \[(23)\] contain both right and left
derivatives. The Euler-Lagrange equation (23) give us for (21) the following fractional differential equation

\[ m\dddot{x} - i\gamma_a D^\frac{1}{2}_a D^\frac{1}{2}_b x = F(x), \]

where \( \dddot{x} = d^2x/dt^2 \) is the acceleration and \( F(x) = -\frac{d}{dx}U(x) \) is the external force. Since in general \( aD^\frac{1}{2}_a D^\frac{1}{2}_b x \neq \dot{x} \), Riewe proposed a modification to the action principle by stating that the equation of motion is obtained after taking the limit \( a \to b \) in the Euler-Lagrange equation (23). In addition Riewe also made the approximation \( i\alpha D^\frac{1}{2}_a f(t) \approx iD^\frac{1}{2}_b f(t) \), and used the relation \( iD^\frac{1}{2}_b D^\frac{1}{2}_b x(t) = \frac{d}{dt}f(t) \), obtaining [5]

\[
\lim_{a \to b} \left( m\dddot{x} - i\gamma_a D^\frac{1}{2}_a D^\frac{1}{2}_b x \right) = \lim_{a \to b} \left( m\dddot{x} + \gamma_t D^\frac{1}{2}_b D^\frac{1}{2}_b x \right) = m\dddot{x} + \gamma\dot{x} = F(x). \tag{25}
\]

It is important to emphasize that the condition \( a \to b \) applied to the action principle does not imply any restrictions for conservative systems, since in this case the path \( x(t) \) is the action’s extremal for any time interval \([a, b]\), even when \( a \to b \). However, the Riewe’s approach displays two mathematical problems. First, if \( x(b) \neq 0 \) we have \( iD^\frac{1}{2}_b D^\frac{1}{2}_b x \) defined only in \([a, b]\) and not in \([a, b]\), and beyond that, \( iD^\frac{1}{2}_b D^\frac{1}{2}_b x = \dot{x} \) is not always valid [6–12]. Second and most important, the approximation \( i\alpha D^\frac{1}{2}_a x(t) \approx iD^\frac{1}{2}_b x(t) \) is actually inconsistent. In addition to both left and right fractional derivatives of \( x(t) \) being real valued functions, the ratio \( aD^\frac{1}{2}_a x(t)/iD^\frac{1}{2}_b x(t) \) in the limit \( a \to b \) is indefinite (see Appendix A). Finally, the fractional linear friction energy defined in (21) has the additional drawback of not display physical reality due to the imaginary number in (21) and, most important, since it diverges in the limit \( a \to b \) if \( x(b) \neq 0 \) (see Appendix A).

In order to fix these inconsistencies we propose two modifications to the action principle for dissipative systems. Furthermore, our approach has the advantage of allowing a real valued Lagrangian with direct physical interpretation. The first mathematical limitation, as well as the divergence of the linear friction energy, can be easily removed if we replace the Riemann-Liouville derivative in the Lagrangian by a Caputo derivative (see discussion at the end of this section). Furthermore, we show that the second inconsistency can be fixed by specifying the way we takes the limit \( a \to b \). To proof the last statement, let we analyze the ratio \( C_a D^\frac{1}{2}_a x(t)/iD^\frac{1}{2}_b x(t) \) in the limit \( a \to b \). If we consider \( x(t) \) at least \( C^1[a, b] \), there are real numbers \( a < c_a < t \) and \( t < c_b < b \) such that \( x(t) = x(a) + \dot{x}(c_a)(t - a) \) in \([a, t]\) and
\[ x(t) = x(b) - \dot{x}(c_b)(b - t) \text{ in } [t, b] \]. Then, if \( \dot{x}(b) \neq 0 \),

\[
\lim_{a \to b^-} \frac{C_a}{C^{\alpha} T_a x(t)} = \lim_{a \to b^-} \frac{\dot{x}(c_a)}{\dot{x}(c_b)} \left( \frac{t - a}{b - t} \right)^{1-\alpha} = -\lim_{a \to b^-} \left( \frac{t - a}{b - t} \right)^{1-\alpha},
\]

(26)
since \( \lim_{a \to b^-} \frac{\dot{x}(c_a)}{\dot{x}(c_b)} = 1 \). Note that the limit (26) is indefinite for arbitrary \( t \in [a, b] \).

For example, by choosing \( t = a + s(b - a) \) with \( 0 < s < 1 \) we obtain

\[
\lim_{a \to b^-} \frac{C_a}{C^{\alpha} T_a x(t)} = -\lim_{a \to b^-} \left( \frac{s}{1 - s} \right)^{1-\alpha} = -\left( \frac{s}{1 - s} \right)^{1-\alpha},
\]

(27)
that depends on the value \( 0 < s < 1 \). In conclusion, in order to get a definite limit for the ratio \( \frac{C_a}{C^{\alpha} T_a x(t)} \) we should specify the way \( t \) tends to \( b \) in the limit \( a \to b \). We can now state the following Lemma:

**Lemma III.1** Let \( x(t) \in C^1[a, b] \) with \( \dot{x}(b) \neq 0 \), and let \( \alpha \in \mathbb{R} \) with \( 0 < \alpha < 1 \). Then we have, for a given real number \( 0 < s < 1 \),

\[
\lim_{a \to b^-} \frac{C_a}{C^{\alpha} T_a x(t)} = -\left( \frac{s}{1 - s} \right)^{1-\alpha} \text{ if } t = a + s(b - a).
\]

(28)

In particular, from this Lemma we can conclude that for \( s = \frac{1}{2} \) (when \( t \) is the midpoint of \([a, b]\)) we can approximate

\[
\frac{C_a}{C^{\alpha} T_a x(t)} \approx -\frac{C_a}{C^{\alpha} T_a x(t)} \text{ for } a - b << 1.
\]

(29)

We can now formulate an action principle for dissipative systems free from the problems found in Riewe’s approach. The action principle we propose states that the equation of motion for dissipative systems is obtained by taking the limit \( a \to b \) with \( t = a + (b - a)/2 = (a + b)/2 \) in the extremal of the action

\[
S = \int_a^b L \left( x, \dot{x}, \frac{C}{C^{\alpha} T_a x} \right) dt,
\]

(30)
that satisfy the fractional Euler-Lagrange equation (see \[10\] and references therein):

\[
\frac{\partial L}{\partial x} - \frac{d}{dt} \frac{\partial L}{\partial (\dot{x})} + a \frac{D^\alpha}{(\frac{C}{C^{\alpha} T_a x})} \frac{\partial L}{\partial (\frac{C}{C^{\alpha} T_a x})} = 0.
\]

(31)

Note that in the definition of the action principle we choose \( t = (a + b)/2 \) (\( s = 1/2 \)) as the midpoint of the time interval \([a, b]\). Actually, this choice do not imply any restriction since for \( s \neq 1/2 \) we can redefine the Lagrangian by introducing a constant in order to absorb the factor \((s/(1 - s))^{1-\alpha}\) that should appear in the approximation (29) due to (28).
Furthermore, the condition $\dot{x}(b) \neq 0$, in both (28) and (29), also do not impose restriction to our problem since the physical path $x(t)$ is at least a $C^2$ function, and we can take the analytic continuation of our solution to the points where $\dot{x}(b) = 0$. Finally, in order to display the absence of mathematical inconsistencies in our approach, and in order to show that our method provides us with physical Lagrangians, let us consider the simple problem of a particle under a frictional force proportional to velocity.

A. A quadratic Lagrangian for the linear friction problem

The action principle we propose enables us to formulate a quadratic Lagrangian for a particle under a frictional force proportional to the velocity as

$$L(x, \dot{x}, C_tD_b^\frac{1}{2}x) = \frac{1}{2}m(\dot{x})^2 - U(x) + \frac{\gamma}{2} \left(C_tD_b^\frac{1}{2}x\right)^2,$$

where the three terms in (32) represent the kinetic energy, potential energy, and the fractional linear friction energy, respectively. Note that different from the Riewe’s Lagrangian (21) our Lagrangian (32) is a real function with a linear friction energy physically meaningful. Since the equation of motion is obtained in the limit $a \to b$, if we consider the last term in (32) up to first order in $\Delta t = b - a$ we get:

$$\frac{\gamma}{2} \left(C_tD_b^\frac{1}{2}x\right)^2 \approx \frac{\gamma}{2} \left(\Gamma(1)\right)^2 (\dot{x})^2 \Delta t \approx \frac{2}{\pi} \gamma \dot{x} \Delta x,$$

that coincide, apart from the multiplicative constant $2/\pi$, with the work from the frictional force $\gamma \dot{x}$ in the displacement $\Delta x \approx \dot{x} \Delta t$. This additional constant is a consequence of the use of fractional derivatives in the Lagrangian and do not appears in the equation of motion after we apply the action principle. Furthermore, the Lagrangian (32) is physical in the sense it provide us with physically meaningful relations for the momentum and the Hamiltonian. If we define the canonical variables

$$q_1 = \dot{x}, \quad q_\frac{1}{2} = C_tD_b^\frac{1}{2}x,$$

and

$$p_1 = \frac{\partial L}{\partial q_1} = m\dot{x}, \quad p_\frac{1}{2} = \frac{\partial L}{\partial q_\frac{1}{2}} = \gamma C_tD_b^\frac{1}{2}x,$$

we obtain the Hamiltonian

$$H = q_1p_1 + q_\frac{1}{2}p_\frac{1}{2} - L = \frac{1}{2}m(\dot{x})^2 + U(x) + \frac{\gamma}{2} \left(C_tD_b^\frac{1}{2}x\right)^2.$$
From (35) and (36) we can see that the Lagrangian (32) is physical in the sense it provides us a correct relation for the momentum $p_1 = m\dot{x}$, and a physically meaningful Hamiltonian (it is the sum of all energies). Furthermore, the additional fractional momentum $p_{1/2} = \gamma^C_1 D^{1/2}_t x$ goes to zero when we takes the limit $a \to b$.

Finally, the equation of motion for the particle is obtained by inserting our Lagrangian (32) into the Euler-Lagrange equation (31),

$$m\ddot{x} - \gamma C D^{1/2}_t D^{1/2}_b x = F(x),$$

where $F(x) = -\frac{d}{dx} U(x)$ is the external force. By taking the limit $a \to b$ with $t = (a + b)/2$ and using the approximation (29) and the relation (17) we obtain

$$m\ddot{x} + \gamma \dot{x} = F(x).$$

IV. THE ACTION PRINCIPLE FOR HIGHER-ORDER DISSIPATIVE SYSTEMS

In this section we generalize our action principle in order to investigate new kinds of quadratic Lagrangian suitable to study higher-order systems. Lagrangians with higher-order derivatives have gained attention in the last three decades due to applications in several fields. Higher-order derivatives appear naturally as corrections to renormalizable gauge field theories [17], gravity [18], cosmic strings [19], dark energy physics [20], electrodynamics [21], and other problems [22]. Furthermore, higher-order effective Lagrangians have been intensely studied in the literature in order to parametrize possible deviations of the electroweak interactions from the standard model [23]. Therefore, the study of Lagrangians with higher-order derivatives are important for several physical problems, at least from the phenomenological point of view. Actually, we need not go so far to find physical systems with higher-order derivatives. As an example, we have the classical problem of an accelerated point charge where we have a radiation recoil force proportional to $\ddot{x} = d^3x/dt^3$.

In order to deal with Lagrangian functions with fractional derivatives and higher-order integer derivatives we introduced the following Theorem

**Theorem IV.1** Let $\alpha_j \in \mathbb{R}$ with $0 < \alpha_j < 1$ ($j = 0, 1, ..., n$), and $S$ be an action of the
form

\[ S = \int_a^b L \left( t, x, \frac{dx}{dt}, \ldots, \frac{d^n x}{dt^n}; a C D^\alpha_t x, a C D^\alpha_t \frac{dx}{dt}, \ldots, a C D^\alpha_n \frac{d^n x}{dt^n}, \right. \]

\[ \left. b C D^\alpha_b x, b C D^\alpha_b \frac{dx}{dt}, \ldots, b C D^\alpha_n \frac{d^n x}{dt^n}, \right) \ dt, \]  

(39)

where the function \( x \in C^{n+2}[a, b] \) satisfies the fixed boundary conditions \( x(a) = x^{(0)}_a, x(b) = x^{(0)}_b, \) and \( \frac{d^j x(a)}{dt^j} = x^{(j)}_a, \frac{d^j x(b)}{dt^j} = x^{(j)}_b \) with \( x^{(j)}_a, x^{(j)}_b \in \mathbb{R} \) for \( j = 1, \ldots, n - 1. \) Also let \( L \in C^2[a, b] \times \mathbb{R}^{3n+3}. \) Then, the necessary condition for \( S \) to possess an extremum is that the function \( x \) fulfills the following fractional Euler-Lagrange equation:

\[ \frac{\partial L}{\partial x} + \sum_{j=1}^n (-1)^j \frac{d^j \frac{\partial L}{\partial \left( \frac{d^j x}{dt^j} \right)}}{dt^j} + \sum_{r=0}^n (-1)^j \frac{d^j}{dt^j} \left( t D^\alpha_t \frac{\partial L}{\partial (C^t D^\alpha_t x \frac{d^j}{dt^j})} + a D^\alpha_t \frac{\partial L}{\partial (C^a D^\alpha_t x \frac{d^j}{dt^j})} \right) = 0, \]

(40)

where \( \frac{d^0}{dt^0} \equiv 1. \)

**Proof** In order to develop the necessary conditions for the extremum of the action (39), we define a family of functions \( x \) (weak variations)

\[ x = x^* + \varepsilon \eta, \]

(41)

where \( x^* \) is the desired real function that satisfies the extremum of (39), \( \varepsilon \in \mathbb{R} \) is a constant, and the function \( \eta \) defined in \([a, b]\) satisfies the boundary conditions

\[ \eta(a) = \eta(b) = 0, \quad \frac{d^j \eta(a)}{dt^j} = \frac{d^j \eta(b)}{dt^j} = 0 \quad (j = 1, \ldots, n - 1). \]

(42)

The condition for the extremum is obtained when the first Gâteaux variation is zero

\[ \delta S = \lim_{\varepsilon \to 0} \frac{S[x^* + \varepsilon \eta] - S[x^*]}{\varepsilon} = \int_a^b \left[ \frac{\partial L}{\partial x^*} + \sum_{j=1}^n \frac{d^j \eta}{dt^j} \frac{\partial L}{\partial \left( \frac{d^j x^*}{dt^j} \right)} \right. \]

\[ \left. + \sum_{r=0}^n \left( a D^\alpha_t \frac{d^j \eta}{dt^j} \frac{\partial L}{\partial (C^a D^\alpha_t \frac{d^j x^*}{dt^j})} + b D^\alpha_t \frac{d^j \eta}{dt^j} \frac{\partial L}{\partial (C^b D^\alpha_t \frac{d^j x^*}{dt^j})} \right) \right] dx = 0. \]

(43)

Finally, by using the formula for integration by part \([6, 7]\), the boundary conditions (42) and the fundamental lemma of the calculus of variations, we obtain the fractional Euler-Lagrange equations (40).
It is important to notice that since $\frac{C}{\alpha} D_{\alpha}^\alpha = \frac{C}{\alpha} D_{\alpha}^{\alpha+j}$, we can rewrite our Lagrangian with Caputo derivatives of order $0 < \alpha + j < \alpha + n$. However, different from [24] where a similar functional is considered, we adopt the notation $\frac{C}{\alpha} D_{\alpha}^\alpha$ because it is more didactic for the present purpose. Finally, it is important to mention that our Action Principle generalizes [5] and differs from the general theorems proposed in [25–27] (for a review in recent advances in calculus of variations with fractional derivatives see [13]).

A. A quadratic Lagrangian for the classical accelerated point charge

As an example of application, in this section we obtained a quadratic Lagrangian for the classical accelerated point charge [14], where we have a radiation recoil force proportional to $\ddot{x}$. We also show that our Lagrangian is physical in the sense it provides meaningful relations for the momentum and Hamiltonian. Let us consider the Lagrangian

$$L \left( x, \dot{x}, C_t D_b^{\frac{1}{2}} \dot{x} \right) = \frac{1}{2} m \left( \dot{x} \right)^2 - U(x) + \frac{2e^2}{6c^3} \left( C_t D_b^{\frac{1}{2}} \dot{x} \right)^2,$$

(44)

where the three terms in (44) represent the kinetic energy, potential energy, and the fractional radiation recoil energy, respectively. Since the physical equation of motion is obtained in the limit $a \to b$, if we consider the last term in (44) up to first order in $\Delta t = b - a$ we get:

$$\frac{2e^2}{6c^3} \left( C_t D_b^{\frac{1}{2}} \dot{x} \right)^2 \approx \frac{2e^2}{6c^3} \left( \frac{\Gamma(1)}{\Gamma(\frac{3}{2})} \right)^2 \left( \ddot{x} \right)^2 \Delta t \approx \frac{2e^2}{\pi} \frac{2e^2}{3c^3} (\ddot{x})^2 \Delta t,$$

(45)

that coincide, apart from the multiplicative constant $2/\pi$, with the energy lost in the time interval $\Delta t$ by the radiation recoil [14]. As in the linear friction problem, this additional constant is a consequence of the use of fractional derivatives in the Lagrangian and do not appears in the equation of motion after we apply the action principle. Furthermore, the Lagrangian (44) is physical in the sense it provide us with physically meaningful relations for the momentum and the Hamiltonian. If we define the canonical variables

$$q_1 = \dot{x}, \quad q_2 = C_t D_b^{\frac{1}{2}} \dot{x},$$

(46)

and

$$p_1 = \frac{\partial L}{\partial q_1} = m \ddot{x}, \quad p_2 = \frac{\partial L}{\partial q_2} = \frac{2e^2}{3c^3} C_t D_b^{\frac{1}{2}} \ddot{x},$$

(47)

we obtain the Hamiltonian

$$H = q_1 p_1 + q_2 p_2 - L = \frac{1}{2} m \left( \dot{x} \right)^2 + U(x) + \frac{2e^2}{6c^3} \left( C_t D_b^{\frac{1}{2}} \dot{x} \right)^2.$$

(48)
From (47) and (48) we can see that the Lagrangian (44) is physical in the sense it provides us a correct relation for the momentum $p_1 = m \dot{x}$, and a physically meaningful Hamiltonian (it is the sum of all energies). Furthermore, the additional fractional momentum $p_2$ goes to zero when we take the limit $a \to b$.

Finally, by inserting (44) into our generalized Euler-Lagrange equation (40) we obtain the following relation

$$m \ddot{x} + \frac{2e^2}{3c^3} \frac{d}{dt} \left( a D_t^{\frac{1}{2}} D_t^{\frac{1}{2}} \right) \dot{x} = F(x), \tag{49}$$

where $F(x) = -\frac{d}{dx} U(x)$ is the external force. The equation of motion for the accelerated charge is obtained from (49) by taking the limit $a \to b$. By taking the limit and using the approximation (29) and the relation (17) we obtain

$$m \ddot{x} - \frac{2e^2}{3c^3} \dddot{x} = F(x), \tag{50}$$

that is the correct equation of motion for the charged particles [14].

V. CONCLUSIONS

In the present work, we redefined the action principle for dissipative systems and we solved the mathematical inconsistencies present in the Riewe’s approach. In order to formulate a quadratic Lagrangian for non-conservative systems, the Lagrangian functions proposed depends on mixed integer order and fractional order derivatives. Our approach has the advantage of enable us to formulate physical Lagrangians for dissipative systems in the sense they provide us a correct relation for the momentum, and a physically meaningful Hamiltonian. Furthermore, our action principle also enable us to formulate Lagrangians for higher-order open and dissipative systems. As examples of applications for non-conservative systems, we formulate a quadratic Lagrangian for a particle under a frictional force proportional to the velocity, and for the accelerated point charge.
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Appendix A: The limit $a \to b$ for Riemann-Liouville derivatives

In this appendix we analyze the limit $a \to b$ for Riemann-Liouville derivatives. We prove the following lemma

**Lemma A.1** Let $x(t) \in C^1[a,b]$, and let $\alpha \in \mathbb{R}$ with $0 < \alpha < 1$. If $x(b) \neq 0$ then

$$\lim_{a \to b^-} aD^\alpha_t x(t) = \lim_{a \to b^-} tD^\alpha_b x(t) = \pm \infty,$$

(A1)

and the limit

$$\lim_{a \to b^-} \frac{aD^\alpha_t x(t)}{tD^\alpha_b x(t)}$$

(A2)

is indefinite.

**Proof** Since $x(t) \in C^1[a,b]$, there are real numbers $a < c_a < t$ and $t < c_b < b$ such that $x(t) = x(a) + \dot{x}(c_a)(t-a)$ in $[a,t]$ and $x(t) = x(b) - \dot{x}(c_b)(b-t)$ in $[t,b]$. Then, from (12) and (13), we have:

$$\lim_{a \to b^-} aD^\alpha_t x(t) = \lim_{a \to b^-} \left( x(a) \frac{(t-a)^{-\alpha}}{\Gamma(1-\alpha)} + \dot{x}(c_a) \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)} \right) = x(b) \lim_{a \to b^-} \frac{(t-a)^{-\alpha}}{\Gamma(1-\alpha)}, \quad (A3)$$

$$\lim_{a \to b^-} tD^\alpha_b x(t) = \lim_{a \to b^-} \left( x(b) \frac{(b-t)^{-\alpha}}{\Gamma(1-\alpha)} - \dot{x}(c_b) \frac{(b-t)^{1-\alpha}}{\Gamma(2-\alpha)} \right) = x(b) \lim_{a \to b^-} \frac{(b-t)^{-\alpha}}{\Gamma(1-\alpha)}, \quad (A4)$$

and

$$\lim_{a \to b^-} \frac{aD^\alpha_t x(t)}{tD^\alpha_b x(t)} = \lim_{a \to b^-} \frac{x(a) \frac{(t-a)^{-\alpha}}{\Gamma(1-\alpha)} + \dot{x}(c_a) \frac{(t-a)^{1-\alpha}}{\Gamma(2-\alpha)}}{x(b) \frac{(b-t)^{-\alpha}}{\Gamma(1-\alpha)} - \dot{x}(c_b) \frac{(b-t)^{1-\alpha}}{\Gamma(2-\alpha)}} = \lim_{a \to b^-} \frac{x(a) \frac{(b-t)}{t-a} \frac{(b-t)^{-\alpha}}{\Gamma(1-\alpha)}}{x(b)} \quad (A5)$$

It can be easily seen that the limits (A3) and (A4) are divergent since $x(b) \neq 0$. On the other hand, the limit (A5) is indefinite since $t$ is any arbitrary number in $[a,b]$ (see discussion on section 3).
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