A Regional Frequency Analysis of Tide Gauges to Assess Pacific Coast Flood Risk
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A regional frequency analysis (RFA) of tide gauge (TG) data fit with a Generalized Pareto Distribution (GPD) is used to estimate contemporary extreme sea level (ESL) probabilities and the risk of a damaging flood along Pacific Basin coastlines. Methods to localize and spatially granulate the regional ESL (sub-annual to 500-year) probabilities and their uncertainties are presented to help planners of often-remote Pacific Basin communities assess (ocean) flood risk of various threshold severities under current and future sea levels. Downscaling methods include use of local TG observations of various record lengths (e.g., 1–19+ years), and if no in situ data exist, tide range information. Low-probability RFA ESLs localized at TG locations are higher than other recent assessments and generally more precise (narrower confidence intervals). This is due to increased rare-event sampling as measured by numerous TGs regionally. For example, the 100-year ESLs (1% annual chance event) are 0.15 m and 0.25 higher (median at-site difference) than a single-TG based analysis that is closely aligned to those supporting recent Intergovernmental Panel on Climate Change (IPCC) assessments and a third-generation global tide and surge model, respectively. Height thresholds for damaging flood levels along Pacific Basin coastlines are proposed. These floods vary between about 0.6–1.2 m or more above the average highest tide and are associated with warning levels of the U.S. National Oceanic and Atmospheric Administration (NOAA). The risk of a damaging flood assessed by the RFA ESL probabilities under contemporary sea levels have about a (median) 20–25-year return interval (4–5% annual chance) for TG locations along Pacific coastlines. Considering localized sea level rise projections of the IPCC associated with a global rise of about 0.5 m by 2100 under a reduced emissions scenario, damaging floods are projected to occur annually by 2055 and >10 times/year by 2100 at the majority of TG locations.
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INTRODUCTION

Coastal flood risk is on the rise along many coastlines. Along the densely populated coastlines of the U.S that are well-monitored by tide gauges (TGs), the annual rate of high tide flooding impacting roadways, storm and wastewater systems, and commerce is accelerating and has doubled nationally since 2000 (Sweet and Park, 2014; Sweet et al., 2020). Here, and elsewhere, the primary reason is sea
level rise, with >9 cm occurring globally since the early 1990s (Hamlington et al., 2019; Thompson et al., 2019) and even higher rise of relative sea levels (RSL) from regional variability and land subsidence (Kopp et al., 2015).

Across the Pacific Basin and its vast coastlines, decision makers are also facing mounting impacts from rising seas and they need flood risk information to plan and implement well-timed adaptation solutions (Keener et al., 2018). Unfortunately, risk quantification at space scales useful for decision-making is challenging across the Pacific Basin. Extreme events like tropical cyclones are common, extreme climatic variability is constantly occurring [e.g., from the El Nino Southern Oscillation (ENSO),] bathymetries are complex (e.g., islands), and TGs needed to support risk assessments are relatively sparse. With a global sea level rise of 0.5 m (or more) projected by 2100 under a reduced emissions scenario (Church et al., 2013; Oppenheimer et al., 2019) and impacts and expenditures mounting (Moftakhari et al., 2017), the need for contemporary and future projected estimates of coastal flood risk by decision makers here and elsewhere is growing (Le Cozannet et al., 2017; Hall et al., 2019; Kopp et al., 2019).

The basis for assessing contemporary coastal (ocean) flood risk depends upon local extreme sea level (ESL) probabilities from TGs (Figure 1A) to map associated exposure (Kulp and Strauss, 2019) as shown in Figure 1B. Future estimates typically include localized RSL projections (e.g., Hunter, 2012; Tebaldi et al., 2012; Church et al., 2013; Kopp et al., 2014; Sweet and Park, 2014; Buchanan et al., 2017; Wahl et al., 2017; Ghanbari et al., 2019; Oppenheimer et al., 2019; Frederikse et al., 2020; Taherkhani et al., 2020). Most of these studies use the 100-year ESL (1% annual chance level) as a suitable flood threshold to assess impacts and communicate risk, though empirically derived height thresholds for flooding of various severities is preferable as to align with actual infrastructure vulnerabilities and weather warnings affecting daily decision making (Sweet and Park, 2014; Sweet et al., 2018). A drawback is that singular TG records suffer from record-length bias (e.g., short records), and from the perspective of a particular location, under-sample regionally significant rare events like land-falling tropical cyclones leading to large uncertainties in important (e.g., 100-year) ESLs (Hall et al., 2016; Wahl et al., 2017; Figure 1C). Assessments using dynamical models increase spatial coverage and inclusion of synthetic storms are capable of lengthening the record-length of rare event sampling (Lin et al., 2012, 2019; Haigh et al., 2014a,b; Nadal-Caraballo et al., 2015; Vitousek et al., 2017; Voudouris et al., 2018; Muis et al., 2020). However, dynamical models usually perform poorly in areas with high TC activity with complex bathymetries (Muis et al., 2016). Recent studies using satellite altimeter (Lobeto et al., 2018) and Bayesian hierarchical models of TG data (Calafat and Marcos, 2020) show promise, but neither have been applied along Pacific Basin coastlines to our knowledge.

In this study, we estimate ESL probabilities and those specifically for damaging flood heights along Pacific coastlines. Our criteria for a damaging flood are calibrated to U.S. National Oceanic and Atmospheric Administration (NOAA) coastal flood thresholds for weather-related hazards along a variety of U.S. Pacific coastlines. We use a regional frequency analysis (RFA) of TG data building upon efforts of Hall et al. (2016), who supported a flood risk assessment of U.S. Department of Defense coastal installations worldwide. In our usage, the RFA method is used to aggregate sets of TG threshold exceedances across particular Pacific basin regions and fit the data with a Generalized Pareto Distribution (GPD) to form a regional ESL probability distribution. A RFA-based assessment provides three key advantages as compared to a single-TG analysis only (Hosking and Wallis, 1997). (1) Rare-event sampling is increased by combining data within a region to provide a more robust parameterization. (2) Shorter TG records are lengthened by regional data to reduce record length bias. (3) Regional ESL probabilities can be downscaled even where there are no TGs if a reasonable localization factor is available.

Our paper has four main components. First, we identify statistically homogeneous regions and for the RFA and fit Pacific TG threshold exceedances with a GPD to estimate regional ESL probabilities (subannual to 500-year). Next, methods to obtain the necessary localization factor to downscale the regional ESL probabilities are presented with results compared to recent sets of foundational results using both TGs and advanced tide and storm surge modeling. Then, we define a Pacific-wide height threshold for a damaging flood. Lastly, we assess the current risk of the damaging flood heights under current sea levels and show how this risk will change under current flood defenses using RSL rise projected by the Intergovernmental Panel of Climate Change (IPCC, Oppenheimer et al., 2019) under Representative Concentration Pathways (RCP) 4.5 (IPCC, 2014).

MATERIALS AND METHODS

The RFA method (Hosking and Wallis, 1997) is based upon the assumption that regional environments with similar forcing attributes experience a similar event frequency and (extreme) probability density up to a local flood index (u), which is a local scaling factor that captures response peculiarities (Dalrymple, 1960). A RFA uses regional sets of data locally normalized by their respective u with a statistical heterogeneity test (H value) to assess the extent that the data are sufficiently similar. Using statistical L-moments, heterogeneity is a measure of the variation between sites of a location’s summary distribution statistics relative to the amount of dispersion expected if the locations were indeed a homogeneous region (Hosking and Wallis, 1997). If $H < 1$, the region is considered relatively homogeneous. If $1 < H < 2$, the region is considered possibly heterogeneous, but acceptable for our study. If $H \geq 2$, then the TG group is definitely heterogeneous and not suitable for analysis. Where $H \geq 2$, a discordancy measure that also uses L-moments is used to pinpoint and remove individual locations whose sample L-moment ratios are an outlier within a region (Hosking and Wallis, 1997). Once the regional bounds are established whose data is acceptably homogeneous, the aggregated data is fit with an extreme value distribution. RFA has been useful in river (Michele and Rosso, 2001; Smith et al., 2015), rainfall (Roth et al., 2012; Carreau et al., 2017; Perica et al., 2018), wave height (Weiss et al., 2014), tsunami (Hosking, 2012),
and coastal storm surge (Bardet et al., 2011; Bernardara et al., 2011; Weiss and Bernardara, 2013; Frau et al., 2018) studies.

In our study, hourly TG observations with >10 years of record archived by the University of Hawaii Sea Level Center are used and referenced to mean higher high water (MHHW; NOAA, 2003) to help normalize for tide range differences. MHHW is approximated as a 19-year (or record length if < 19 years of data; Supplementary Table 1) average of daily highest water levels. Also used is tide range defined as the difference between MHHW and mean lower low water (MLLW), which is approximated as a 19-year average of daily lowest water levels (NOAA, 2003). Observations from TGs with >20 years of record are linearly detrended and centered with respect to 1992 (i.e., the trend line intercepts the x-axis at the year 1992) similar to methods of NOAA (Zervas, 2013) to align with the midpoint of the current (1983–2001) national tidal datum epoch. Alignment is important as NOAA’s real-time observations and tide predictions along the U.S. West Coast and coastlines of Alaska, Hawaii and the US Pacific Affiliated Islands currently reference the 1983–2001 epoch. From the hourly data, daily highest water levels are

1https://tidesandcurrents.noaa.gov/tide_predictions.html
declustered at each TG using a 4-day storm window to ensure event independence. The 98th percentile of the declustered daily highest levels at each TG is both the threshold to assess exceedances and is also the flood index to localize the RFA ESL probabilities (described below; henceforth, both are referred to as “u” and are the same quantity).

To identify RFA homogeneous regions, we start with the classifications of Rueda et al. (2017) for the Pacific, who divide the global ocean in terms of physical processes (storm surge, tides and wave effects) and their influence inherent within ESL probabilities (Figure 2 and Supplementary Table 1). Within our Pacific study region are Rueda et al. (2017) Tide-dominated (T), Tropical Cyclone (TC), Extratropical (ET), Wave-dominated (W), and Transition (TR) regional classifications. The first step is to regionally aggregate the normalized (by local u value) set of TG threshold exceedances within each of Rueda et al. (2017) classifications. Next, the regional data are spatially declustered with an additional 4-day storm window to ensure that only the maximum water level across TGs within a region is retained (removes any lesser peak water levels from the same event). Then, the statistical heterogeneity measure (H) is estimated and where $H \geq 2$, the TG groups were further subdivided based on the following: sub-classifications from Rueda et al. (2017), geographic divisions (e.g., northern latitude vs. southern latitude stations), and/or the Discordancy measure of a particular TG. In some instances, a TG fit multiple regions and the choice was to keep island groupings together as long as the group’s H value was <2 (e.g., Hawaiian Islands).

For example, Rueda et al. (2017) identified two sub-classifications in the Wave region: one that is wave-tide dominant and one that is wave dominant. Within the Pacific, the Wave regions (yellow and whitish-yellow hue colored regions in Figure 2) were located in two areas—one north of the equator and one south of the equator. The main Hawaiian Islands straddle two groups—the wave-tide dominant sub-classification (yellow region in Figure 2) of the Wave region and two sub-classifications (greenish colored regions in Figure 2) within the Transition Region (wave-tide dominant and tide dominant). In order to keep the Island groupings together, we included the main Hawaiian Islands in the Wave Region. We initially grouped TGs from all sub-classifications and the HI stations as one region within the Pacific (13 stations), but the H value was not resolvable. We further separated this group (W1 and W2) based on geographic location (one group north of the equator and one south of the equator). For the southern group (W1), we included Rarotonga, Cook Islands (#23). Technically this station sits in the Tide (T1) region, but it borders the Wave (W1) region and when included within the T1 region its high discordancy resulted in an H value > 2. This region (W1) resulted in an H value of 0.28, which is considered homogeneous. The northern group including the Hawaiian Island stations (W2) resulted in an H value of 1.67, which is considered possibly (acceptably) homogeneous.

With the TG regions established (Figure 2), the aggregated and normalized sets of TG threshold exceedances are fit with a GPD (Coles, 2001) using the penalized maximum likelihood method (Coles and Dixon, 1999; Frau et al., 2018) to estimate...
(median) regional ESL (RESL) probabilities and the 5th and 95th% levels (90% confidence interval) defined as:

\[
G(Z; u, \alpha, \xi) = \lambda \left[ 1 + \frac{\xi(z-u)}{\alpha} \right]^{-\frac{1}{\xi}},
\]

where \( G \) is the exceedance probability (\( P[Z > z] \)), \( \lambda \) is the probability of an individual (normalized) observation exceeding the threshold \( (u) \), \( \alpha \) is the scale parameter, and \( \xi \) is the shape parameter. It is assumed that the distribution of the number of exceedances per year follows a Poisson distribution and the return level \( (e.g., 100\text{-year}) \) for an ESL of height \( z \) is given by

\[
Z_N = u + \frac{\alpha}{\xi} \left[ (N_n \lambda)^{\xi} - 1 \right],
\]

where \( N \) is the annual return interval (\( \sim 0.3\text{-}500\text{-year level} \)), \( n \) is number days per year (365.25) and \( \lambda \) is the average number of event exceedances/year (about 3.15 on average across all TGs in the study).

In our RFA approach using GPD, the local ESLs (LESLs) including the model of expected values and their 90% confidence interval at a particular location is given as

\[
\text{LESL} = \text{RESL} \ast u + u,
\]

where RESL is the regional return level for a particular homogeneous TG region and \( u \) is the local flood index. The LESLs are first multiplied by \( u \) to localize the values (i.e., LESLs relative to the local \( u \) value), which is then added to \( u \) to put the LESL results onto MHHW (\( u \) is a height above MHHW; Figure 1A). The uncertainty of RESL, as determined from RFA is assumed to be \( \sigma_{\text{RESL}} \). When localized at any of the TGs used in our study (LESL), \( u \) is assumed to have no uncertainty. It is recognized that values of \( u \) will have time-dependent characteristics, e.g., similar to those identified in the location parameter of the Generalized Extreme Value (GEV) distribution (e.g., Menéndez and Woodworth, 2010). To our knowledge, no other studies consider or include uncertainties of \( u \) within GDP-based estimates of ESL probabilities.

Methods to obtain a prediction or estimate of \( u \) and its uncertainty [i.e., root mean squared error (RMSE)] are provided to localize the RESL probabilities and confidence intervals for coastlines (Figure 2) without existing TG data or perhaps a few years of data only. The first method provides a prediction of \( u \) and its uncertainty based upon a linear dependence that exists between tide range and \( u \) at the Pacific TGs. Tide range information is readily available along most coastlines and islands, e.g., from models calibrated by the global set of TGs and/or satellite altimetry (e.g., https://www.aviso.altimetry.fr/data/products/auxiliary-products/global-tide-fes.html; https://tidesandcurrents.noaa.gov/tide_predictions.html).

The other option provides an estimate of the uncertainty in \( u \) as a function of a 1–19 record length. For simplicity, an RMSE estimate of \( u \) is assessed for the set of Pacific TGs as a whole. To compute the RMSE, we first find the maximum absolute differences between \( u \) derived over the entire record (Supplementary Table 1) and for progressively longer consecutive record lengths between 2001 and 2019 at each TG (e.g., 19 discrete 1-year records; 18 overlapping 2-year records, etc.). We use the maximum (absolute) difference at each TG to account for potential interannual variability that can be extreme (e.g., due to phases of ENSO). This difference is considered the error in estimating \( u \) for shorter records and the average of the absolute differences across all TGs is considered the bias. The standard deviation of the absolute differences is also computed across all TGs and an estimate of the RMSE is then computed as the square of the root of the sum of the square of the bias and the standard deviation (variance).

When using predicted values or short-record estimates of \( u \), the uncertainty estimates of LESL will include additional uncertainty in \( u \) (\( \sigma_u \)). For simplicity, we assume that RESL (estimated from the regional return level curve) and \( u \) are independent and derive an expression for variance of LESL (\( \sigma^2_{\text{LESL}} \)) as follows:

First, using Eq. (3), 

\[
\sigma^2_{\text{LESL}} = \text{Var} [\text{RESL} \ast u] + \text{Var} [u] + 2 \text{Cov} [\text{RESL} \ast u, u]
\]

where Var and Cov represent the variance and the covariance, respectively, of terms inside the square brackets. It may be shown (Mood et al., 1974) that

\[
\text{Var} [\text{RESL} \ast u] = \mu^2_{\text{RESL}} \sigma^2_u + \mu^2_u \sigma^2_{\text{RESL}} + 2 \mu_{\text{RESL}} \mu_u \sigma_{\text{RESL}} \sigma_u
\]

where \( \mu_u \) and \( \sigma_u \) are the expected value and the variance of the variable indicated in the subcript. Also, the covariance term above simplifies to: 

\[
\text{Cov} [\text{RESL} \ast u, u] = \mu_u \sigma_u^2.
\]

Combining the above expressions, we obtain:

\[
\sigma^2_{\text{LESL}} = \left(1 + \mu^2_{\text{RESL}}\right)^2 \sigma^2_u + \mu^2_{\text{RESL}} \sigma^2_u + \mu^2_u \sigma^2_{\text{RESL}}
\]

where \( \mu_{\text{RESL}} \) and \( \mu_u \) are the expected values of the regional return levels and the expected value of \( u \), for example, predicted by the tide-range and \( u \) dependency, respectively, and \( \sigma^2_u \) is the uncertainty inherent to any \( u \)-prediction relationship (e.g., RMSE). It should be noted that the added uncertainty in \( u \) as estimated from this relationship would introduce additional uncertainty in estimates of LESL.

Derivation of a threshold defining a damaging flood height builds upon patterns found by Sweet et al. (2018) between discrete coastal flood thresholds of NOAA’s National Weather Service and local tide range. NOAA’s National Weather Service coastal flood thresholds are empirically calibrated over years of impact monitoring, define infrastructure vulnerabilities and used to warn emergency managers of forecasted impacts. Projections of RSL rise under RCP4.5 used to assess future changes in flood risk come from the IPCC Special Report on the Ocean and Cryosphere in a Changing Climate (SROCC; Oppenheimer et al., 2019). To estimate LESLs with return intervals down to a 0.1-year event frequency, we extrapolate our GDP model with a logarithmic fit for return levels between 2 years and the ~0.3 years (1/3) limit, with results that are in agreement with those of Sweet et al. (2018).

**FINDINGS**

The RESL probabilities span from about 0.3- to 500-year levels and are shown in Figure 3 (values also listed in Supplementary Table 2) as return level curves following
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common engineering practice along with the GPD model parameters and their uncertainties. The regional return level curves show where RESL probabilities are limited (bounded) or not (unbounded) as quantified by either a negative or positive shape parameter, respectively. Unbounded regions include TC regions 1 and 3 and W regions 1 and 2. Visual inspection of the regional return level curves show a satisfactory fit to the data, though outliers within the extreme tails are noticeable mainly within regions TC3 and W2 (Figure 3). These outliers (data near/above the 90% confidence interval) suggest a mixed response from tropical and extratropical cyclones (Haigh et al., 2014a), which is reflected in their higher heterogeneity measure (H values in TC3 and W2 of 1.39 and 1.67, respectively in Supplementary Table 2). Indeed, outlier data in region TC3 include several tropical storm surges measured at Saipan (TG #28), Yap (TG #8), and Wake Island (TG #51). Region W2 contains tropical storm surges measured at Johnston Atoll (TG #52) and a record-setting event in response to Hurricane Iniki, which hit Hawaii in 1992 and whose surge (e.g., 0.96 m above MHHW at Kauai-TG #58) produced highest TG-measured water levels ever along the Hawaiian Islands.
Factors affecting the fit of the regional models (Figure 3), and hence LESLs (Eq. 3) include methodological choices of the RFA local flood index (u), the threshold (also u in our case) or time block to assess local TG exceedances or block maxima and the extreme value distribution (e.g., GEV or GPD) fit to the regional data. As discussed by Wahl et al. (2017) for single-gauge analyzes, 100-year LESLs can vary by 10’s of centimeters in some unbounded locations depending upon methodological choices and the extreme value distribution used to fit TG data, though GPD fits to threshold exceedances are less likely to be biased high or low. Specific to the RFA is the selection of an optimal flood index as discussed by Weiss and Bernardara (2013) who show that RFA-based LESLs can vary (<10 cm per their GEV-based examples) depending upon regional heterogeneity and on the nature of treatment to the local flood index (e.g., using the mean or median value of annual maxima or threshold exceedances) used within a particular region. In both studies (Weiss and Bernardara, 2013; Wahl et al., 2017), nuances in model choice mostly affect the tail of the distribution (e.g., 100-year LESLs). Our usage of the TG exceedance threshold directly as the local flood index is the equivalent to the location parameter, which Weiss and Bernardara (2013) find as an optimal index in some circumstances and follows other studies (Roth et al., 2012; Frau et al., 2018).

For method consistency and application simplicity across all the Pacific study regions (Figure 2), we compute LESLs (i.e., Eq. 3) keeping to a constant definition of u (98th percentile of a TG’s 4-day declustered daily highest levels). However, we compute several sets of LESL results using alternate methods to estimate u values and their uncertainties (Eq. 4) and compare them to those based upon the entire TG record (Supplementary Table 1). These alternative methods may be of interest to coastal communities that are not co-located to a TG used in this study, but have predictions of tide range or have access to or be planning deployments to collect in situ water level records. Applicable for where tide range predictions exist, a in situ to or be planning deployments to collect this study, but have predictions of tide range or have access to coastal communities that are not co-located to a TG used in Table 1). These alternative methods may be of interest to those based upon the entire TG record (Supplementary Table 1) and the Japanese coral atoll of Minamito (TG #49) that have extremely small tide ranges compared to their u values (> two standard deviation outliers).

Another set of LESLs are based upon u values estimated using short data records and utilize an uncertainty estimate (RMSE) in u which is record-length dependent (Figure 4B). For simplicity (as in Figure 4A), the RMSE in u is estimated across the entire Pacific study region (64 of 84 TGs included), but only those with complete 2001–2019 records and also excluding Ofunato (TG #351) and Yakutat (TG #570) due to significant non-linear vertical land motion in the time series. The RMSE as a function of consecutive record length is plotted in Figure 4B and fit using a best-fit logarithmic function. With about 4 years of data, the RMSE in u (7–8 cm) is about the same as those based upon the tide range (Figure 4A). After 19 years, the RMSE is about 1 cm (not shown), but has been reduced to zero across the 1–19 year range.

Our 1- and 100-year RFA LESLs (Figure 5) based upon record-length values of u (Supplementary Table 1) have median values of 0.47 and 0.83 m above MHHW, respectively. Higher 100-year LESLs (e.g., >1.2 m) generally occur along the continental margins where larger variability occurs from extreme astronomical tides or tropical and extratropical storm exposure such as is the case for Nagasaki, Townsville and Ketchikan (Table 1). In terms of the 1-year LESLs and higher probability events, a similar spatial pattern emerges, but tide range becomes more of a dominant factor as expressed by the tight coupling between u and tide range across the Pacific TG locations (Figure 4A). For example, smaller 1-year levels at Papeete,
TABLE 1 | An example of 1-, 10-, and 100-year return levels (meters above MHHW) with 90% confidence intervals (CI: spread of the 5th and 95th% levels) from regional frequency analysis (RFA) highlighting a subset of tide gauges (TG) within each homogeneous region and its H value.

| Region | H Value | TG # | Location | Tide Range (m) | u (m) | 1-year (m) | 90% CI | 10-year (m) | 90% CI | 100-year (m) | 90% CI |
|--------|---------|------|----------|---------------|-------|------------|--------|-------------|--------|--------------|--------|
| ET1    | 1.37    | 571  | Ketchikan | 4.65          | 1.10  | 1.35       | 1.33–1.36| 1.83        | 1.77–1.89| 2.30         | 2.14–2.46|
| T1     | 0.73    | 55   | Kwajalein | 1.17          | 0.45  | 0.54       | 0.53–0.54| 0.67        | 0.66–0.68| 0.75         | 0.73–0.77|
| T2     | -2.37   | 334  | Townsville| 2.18          | 0.82  | 0.98       | 0.96–0.99| 1.22        | 1.19–1.25| 1.40         | 1.33–1.47|
| TC1    | 0.53    | 362  | Nagasaki  | 2.09          | 0.56  | 0.74       | 0.73–0.75| 1.13        | 1.08–1.17| 1.56         | 1.41–1.70|
| TG2    | -0.96   | 18   | Suva      | 1.28          | 0.29  | 0.34       | 0.34–0.35| 0.44        | 0.43–0.46| 0.53         | 0.49–0.57|
| TC3    | 1.39    | 53   | Guam      | 0.71          | 0.25  | 0.30       | 0.30–0.31| 0.47        | 0.44–0.50| 0.75         | 0.63–0.88|
| TR1    | 0.21    | 569  | San Diego | 1.73          | 0.51  | 0.62       | 0.61–0.63| 0.84        | 0.81–0.87| 1.05         | 0.97–1.14|
| W1     | -0.28   | 15   | Papeete   | 0.22          | 0.15  | 0.19       | 0.18–0.19| 0.31        | 0.28–0.34| 0.54         | 0.40–0.67|
| W2     | 1.67    | 57   | Honolulu  | 0.58          | 0.25  | 0.31       | 0.31–0.32| 0.46        | 0.44–0.48| 0.63         | 0.57–0.68|

Also shown is the TG’s tide range and u value (98th% of daily highest water levels, which is both the TG exceedance threshold and the RFA local flood index).

Honolulu and Guam (Table 1) occur largely in response to smaller tide ranges.

**Result Comparisons**

When compared to a single-gauge GPD estimate of LESLs using the same TG data, the RFA-based LESLs show some important distinctions. At the 1-year LESL (Figure 6A), the two approaches yield similar results with RFA estimates only slightly higher (median value is 2 cm higher). However, the 100-year LESLs are very different (Figure 6B), with the RFA LESLs much higher in many locations (0.3–0.6 m) such as along the Japan and U.S. Pacific Northwest coastlines and 0.11 m higher overall (median value). In terms of a broad regional comparison (Figure 6C), the single-gauge LESLs are 87% of those from the RFA based upon linear regression coefficient (or RFA is about 13% higher), which about the ratio of the median of the single gauge (0.76 m) to RFA (0.83 m) 100-year LESLs. Higher LESLs is a typical artifact of the RFA (Hall et al., 2016) and a primary purpose of the RFA process—to quantify ESL probabilities and exposure locally from a regional perspective.

There are a few exceptions where the RFA 100-year LESLs are much smaller (~1 m, Figure 6B), e.g., Nome, which may be partly attributed to its short record length (bias) of 23 years (Supplementary Table 1).

Sensitivity of LESLs localized by various methods to estimate u are the focus of Figures 6D–F. Comparisons between the RFA 100-year LESLs and those with u values from 9 years of data (2011–2019, which is an arbitrary record length, but represents half of a tidal nodal cycle) and predicted by tide range (Figures 6D,F, respectively) reveal little inherent bias with (median) differences of ≤1 cm. Linear regression shows a tight coupling ($R^2 = 0.98$) between the LESLs based upon record-length and 9-year estimates of u (Figure 6F). Differences using a tide-range predicted u (Figure 6E) are more pronounced due to its underlying predictive relationship (Figure 4A), with the two outliers (Nome and Minamito) >1 m apart and reducing the overall goodness-of-fit (Figure 6F; $R^2 = 0.47$).

Comparison of the spread in 100-year 90% confidence intervals (Figure 7) show that the (median) RFA LESLs spread...
is 14 cm (Figure 7A) and is 8 cm tighter (Figure 7B; negative values illustrate where RFA values are less) than those based upon a single-gauge (GPD) analysis. The locations with much tighter (< -0.6 m) RFA 100-year 90% confidence intervals are mostly within regions prone to rare (outlier) extremes and with unbounded tails (positive shape parameters in Figure 3), namely TC Regions 1 and 3 and Wave Regions 1 and 2. Comparison of the 100-year 90% confidence intervals using u predicted by tide range as the local index flood (Figure 7C) shows the additional inflation due to method uncertainty (Eq. 4), which is persistent spatially (median difference of -0.35 m). Of note is that some of the location-specific peculiarities are less than those based upon a single-gauge approach (Figure 7B) due to the RFA process (standard deviation of 10 vs. 34 cm by single-gauge estimate). The inflation in the 100-year 90% confidence interval when using a 9-year estimate of u (Figure 7D) is less than those from a tide-range predicted u (Figure 7C) and closer to those using u values based upon the complete TG record (median difference = -0.09 m in Figure 7D).

The RFA LESLs are next compared to recent foundational sets of LESLs derived from both TGs and advanced tide and storm surge modeling. A comparison in Figure 8 is made to the results of a single-gauge GPD analysis (Rasmussen et al., 2018) that are closely aligned (similar methodology and results) to those supporting the IPCC Global Warming of
1.5°C (Hoegh-Guldberg et al., 2018) and SROCC (Oppenheimer et al., 2019) assessments. The comparison with Rasmussen et al. (2018) results is made at 61 of the 84 TGs in our study. The RFA 1- and 100-year LESLs are both higher overall, by about 10 and 16%, respectively based upon linear regression (Figure 8A). For context, the median (±1 SD) TG difference of the 1- and 100-year LESLs being compared in Figure 8A is 0.06 and 0.15 m (±0.07 and 0.26 m), respectively, with the higher values from the RFA LESLs. Comparison of a 100-year LESL based on a single-gauge GPD analysis using data in this study (e.g., same data set compared in Figure 6B) to the Rasmussen et al. (2018) are quite similar as would be expected since both use the same data set (regression slope of 1.01; not shown).
LESLS are also compared to those from a third-generation global tide and surge model forced by ERA5 climate reanalysis from 1979 to 2017 (Muis et al., 2020). The RFA LESLS, once adjusted to a comparable mean sea level datum, are also higher overall to the modeled results of Muis et al. (2020), who fit a Gumbel distribution to the annual maxima (Figure 8B). Comparing the 10-, 100-, and 500-year LESLS at 74 of the 84 TGs, the RFA estimates are about 12, 16, and 18% higher based upon linear regression with good agreement (small variability) between the two sets of results ($R^2$ of 0.97, 0.93, 0.88), respectively (Figure 8B). For context, the median ($\pm$1 SD) differences are 0.20, 0.25, and 0.31 m ($\pm$0.14, 0.21, 0.30 m), respectively. The RFA result comparison to Muis et al. (2020) could also reflect inherent differences in data utilization (threshold exceedances vs. annual maxima) and fitted extreme value distribution (GPD vs. Gumbel) and not necessarily model biases (Wahl et al., 2017). However, the large discrepancies between results, even down to the 2-year LESL (median difference of 0.17 m, not shown), would suggest some underlying response and/or possible tidal datum bias.

A Damaging Flood Threshold and Its Current Risk

Local flood risk varies according to many factors such as elevation, topography, urbanization and flood proofing. Instead of using probabilistic thresholds like the 100-year LESL (e.g., Oppenheimer et al., 2019), which may or may not cause significant or even noticeable impacts, we utilize NOAA’s flood severity thresholds. Following methods of Sweet et al. (2018), we first regionalize all TGs with NOAA minor flood thresholds along U.S. Pacific coastlines (Figure 9A; median value of 0.58 m above MHHW) and then plot relative to tide range (Figure 9B) as the initial basis for deriving a Pacific Basin flood threshold/infrastructure vulnerability definition. NOAA-defined minor flooding typically is more disruptive (e.g., flooding of some roadways, stormwater system infiltration), whereas NOAA-defined moderate flooding is damaging to public and private infrastructure. When a moderate (and/or major) flood is imminent, NOAA issues a coastal flood warning for conditions posing a serious risk to life and property (Sweet et al., 2018). To define a moderate flood threshold throughout the Pacific Basin (henceforth called a damaging flood), we add 0.3 m to this quadratic fit/threshold, which is about the median offset between the U.S. NOAA minor and moderate flood thresholds (Sweet et al., 2018) and apply this relationship at all TGs within our study. We do this because there are many more TGs with NOAA minor flood thresholds than with NOAA moderate threshold defined along the U.S. Pacific coastline. An important distinction between this study’s approach broadly defining infrastructure flood thresholds and that of Sweet et al. (2018) is the inclusion of Alaska NOAA thresholds and the usage of a quadratic fit.

Applying this definition across our study’s TGs, the median height of the Pacific damaging flood threshold is 0.69 m above MHHW and spans from about 0.6 and 1.2 m above
MHHW (Figure 9C) depending upon local tide range. As a whole, damaging floods have a median (not shown) return interval (Figure 9D) of about 20–25 years, which equates to about a 4–5% annual chance of occurring. Longer return intervals (i.e., >100 years) occur where extreme variability is less (where LESL probabilities tend to be bounded: Figure 3) and there is a spatial pattern resembling that of the heights of the 100-year LESLs (Figure 5B). At the two outlier TGs where non-tidal variability is relatively extreme (Figure 4A), damaging floods occur >10 times per year (blue dots in Figure 9D) and local vulnerability and impacts are likely not adequately defined by this threshold level. For context, a damaging flood in Honolulu is defined here as 0.66 m above MHHW (Figure 9C), which is 0.3 m higher than the regression fit to NOAA minor flood heights along Pacific coastlines (Figure 9B) that locally cause impacts (Habel et al., 2020), 0.03 m higher than its RFA 100-year LESL, and about 0.24 m higher than the 100-year LESL quantified using a single-gauge GPD analysis (Figure 1A).

### Future Flood Risk

To quantify future risk of a damaging flood event, the median RSL projections of RCP4.5 developed under the IPCC SROCC (Oppenheimer et al., 2019), which equate to about a 0.5 m global rise by 2100 are used with our LESL probabilities. We note that the 1983–2001 reference frame is about the same as the RSL projection baseline (1986–2005). Under such a scenario and assuming flood defenses do not change, by 2055 (Figure 10A), the damaging flood level is (median value) only 0.44 m above MHHW and occurs about once/year (median value). This finding is supportive of the findings of Oppenheimer et al. (2019), though their metric to assess flood risk is their 100-year LESL, which is generally less than our RFA LESLs (e.g., as in Honolulu, Figure 1A). Damaging floods in 2055 are projected to occur less often along many island coastlines (dark blue dots in Figure 10A) where flood levels have contemporary return intervals closer to the 100-year level (Figure 9D). By 2100, the damaging flood level is only 0.14 m above MHHW (median value) and events occur more than 10 times/year in most locations (Figure 10B).

### SUMMARY REMARKS

The risk of disruptive-to-destructive flooding (e.g., from “king tides” to tropical cyclone storm surge) is a serious concern within Pacific Basin coastal communities (Keener et al., 2018). Especially in light of rising seas, there is a need for data and mapped (e.g., Figure 1) information regarding current and future LESL probabilities along all populated coastlines—not just where TGs exist—for planning and preparedness purposes. Modeling and reanalysis of storm tides can help spatially granulate LESL probabilities, but their results often do not capture the response (e.g., surge/set up) peculiarities in some locations, especially those exposed to tropical cyclones. Even where TGs exist, measurements often are not long enough to capture historically significant events at a particular location or miss those completely that are of regional significance. Regional aggregation of TG data via the RFA process and its ability to support localization of LESL probabilities is a method that can help in both regards. Here, we suggest usage of short-term water level observations (either existing or future efforts) or tide-range information to augment estimates of LESL probabilities and flood risk for Pacific coastal communities without long-term TG observations. Ideally, output from high-resolution tide models would be employed to localize the RESLs and produce high-resolution LESLs estimates along coastlines.

A consequence of the RFA’s data aggregation is that uncertainties of low-probability LESLs are better constrained...
at Honolulu (water levels represent about a 5-year and a 100-year LESL MHHW). From a probabilistic standpoint, Hurricane Iniki’s levels were more than a 0.5 m less (about 0.41 m above Island and the nearby TG in Honolulu (TG #57) where water
Nawiliwili: TG #58) offers a lens to evaluate the robustness the Hawaiian Island of Kauai (e.g., 0.96 m above MHHW at
a practical sense, the storm surge associated with Hurricane
50 year reanalysis from dynamical storm-tide modeling. In
more accurate than those from single-gauge analysis or a 40–
50 year reanalysis from dynamical storm-tide modeling. In
a practical sense, the storm surge associated with Hurricane
Iniki in 1992, which caused record-setting water levels along
the Hawaiian Island of Kauai (e.g., 0.96 m above MHHW at
Nawiliwili: TG #58) offers a lens to evaluate the robustness
of results. By chance, this hurricane narrowly missed Oahu
Island and the nearby TG in Honolulu (TG #57) where water
levels were more than a 0.5 m less (about 0.41 m above MHHW). From a probabilistic standpoint, Hurricane Iniki’s
water levels represent about a 5-year and a 100-year LESL
at Honolulu (Figure 1 and Table 1) and are about 0.1 and
0.25 m above the 500-year LESL 90% confidence interval at
Nawiliwili from a RFA and both a single-gauge analysis/storm-
tide reanalysis, respectively. Though this event and its surge are
still an outlier, its occurrence is captured via the RFA process
and transferred to all TGs across the Hawaiian Islands. We
would argue that the results from the RFA process, if not
more accurate, are a more sensible result for risk management
and robust decision making under current and future LESLs
(Hall et al., 2016).

LESL event probabilities themselves do not necessarily imply
a certain severity of damage or impacts, although the 100-
year event is a common proxy for severe or consequential
flooding (Oppenheimer et al., 2019). Instead, a height threshold is
proposed for a damaging flood to broadly establish infrastructure
vulnerabilities along the Pacific Basin (Figure 9C). The height
for a damaging flood varies according to the underlying
relationship between tide range and NOAA coastal flood severity
thresholds along the U.S. Pacific coastline used for weather
impact forecasting and communication purposes. Along U.S.
coastlines, NOAA moderate (damaging) floods pose a serious
risk to life and property. As defined for the Pacific Basin
region in this study, damaging floods currently have about a
(median value) 20–25 year return interval (4–5% annual chance).
However, that risk continues to grow with RSL rise. In fact,
damaging floods are likely to occur on an annual basis in
the next 35 years (2055) considering RCP4.5 projections at a
majority of TGs if flood defenses or other adaptive measures
are not enacted. They will become a common occurrence (> 10
events/year) by 2100 largely in response to tidal forcing alone as
the gap or freeboard between average high tide and damaging
flood levels closes.

One flood risk threshold does not fit all circumstances and
other locally important thresholds should be examined as
appropriate. Likewise, no one model will definitively provide the
“true probability” of rare and often-compounding events leading
to damaging floods. As discussed here, a host of factors can affect
estimates of rare-event probabilities (e.g., the 100-year LESL),
but methodological differences may be indistinguishable relative
to the uncertainties imposed by mapping for decision-support
purposes (Kulp and Strauss, 2019). On the other hand, most
extreme value model estimates converge and their uncertainties
close at the higher probability portion of the distribution
nearing the annual (1-year) event. In this context, and with
knowledge of a realistic damaging flood height threshold, an
examination of remaining freeboard can be made and future
projections of its loss under RSL projections leading to chronic
flooding can be performed with relative certainty. A strength
of the RFA approach is the ability to spatially define LESLs
across regions affording coastal communities with or without
long-term TGs tools they need to assess current flood risk
and make informed decisions in the face of RSL rise and an
uncertain future.
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