Human activity recognition using wearable sensors, discriminant analysis, and long short-term memory-based neural structured learning
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Healthcare using body sensor data has been getting huge research attentions by a wide range of researchers because of its good practical applications such as smart health care systems. For instance, smart wearable sensor-based behavior recognition system can observe elderly people in a smart eldercare environment to improve their lifestyle and can also help them by warning about forthcoming unprecedented events such as falls or other health risk, to prolong their independent life. Although there are many ways of using distinguished sensors to observe behavior of people, wearable sensors mostly provide reliable data in this regard to monitor the individual's functionality and lifestyle. In this paper, we propose a body sensor-based activity modeling and recognition system using time-sequential information-based deep Neural Structured Learning (NSL), a promising deep learning algorithm. First, we obtain data from multiple wearable sensors while the subjects conduct several daily activities. Once the data is collected, the time-sequential information then go through some statistical feature processing. Furthermore, kernel-based discriminant analysis (KDA) is applied to see the better clustering of the features from different activity classes by minimizing inner-class scatterings while maximizing inter-class scatterings of the samples. The robust time-sequential features are then applied with Neural Structured Learning (NSL) based on Long Short-Term Memory (LSTM), for activity modeling. The proposed approach achieved around 99% recall rate on a public dataset. It is also compared to existing different conventional machine learning methods such as typical Deep Belief Network (DBN), Convolutional Neural Network (CNN), and Recurrent Neural Network (RNN) where they yielded the maximum recall rate of 94%. Furthermore, a fast and efficient explainable Artificial Intelligence (XAI) algorithm, Local Interpretable Model-Agnostic Explanations (LIME) is used to explain and check the machine learning decisions. The robust activity recognition system can be adopted for understanding peoples' behavior in their daily life in different environments such as homes, clinics, and offices.

Body sensors have been getting popular day by day for various practical applications such as entertainment, security, and healthcare research fields. The wearable sensors can be actively explored applied for accurately recognizing people's health status, activities, and behavior. Thus, these sensors can be promising to improve our life much in the same way as other regular electronic devices such as the personal computers, smart phones, etc. In case of commercial applications, wearable sensors have been mostly applied to trigger panic buttons to seek emergency whenever necessary. Such use of the sensors can be considered as a commercial success 1. In such cases, the users are guessed to be alert and fit enough to use the button. Also, the panic button should be designed as light and comfortable to wear. Wearable sensors have also attracted many researchers of medical sciences to observe physiological behavior of human body. In such applications, patients' vital body signs are continuously observed such as heart rate, respiration, etc. 2.

Alongside other applications of the body sensors, they can be used to obtain necessary treatment at home, especially for chronic patients of heart-attacks, Parkinson disease, etc. For example, patients usually go under the
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rehabilitation process after an operation where they should follow strict daily routines. In such cases, wearable sensor-based systems can help to monitor the health status and behaviors of the patient using the physiological signals. During the rehabilitation stage, the wearable sensors can also provide audio feedback or other rehabilitative services as well. The history of the patient's health and behaviors can be monitored remotely by doctors, relatives, or caregivers etc.

For observing behavior based on wearable sensors, research is still going on these days towards developing smart healthcare systems such as fall detection of elderly living alone at home4–6. Also, wearable devices and sensors have been getting attentions for commercial purpose such as smartwatch and Google's smart glasses. Thus, the wearable technologies can have an important impact in medical technologies to define doctor-patient relationship and saving healthcare cost. The rapid growth of the applications of wearable technologies, their acceptance seems to continue in many important sectors such as healthcare.

Wearable sensors-based activity recognition system handles the integration of sensing and reasoning to be able to better understand people's behavior. Research in human behavior analysis has become popular in many areas (e.g., surveillance, context-aware systems, and ambient assistive living). In 7, the authors focused on important applications of activity recognition in several fields such as healthcare, wellbeing and sports systems. Regarding the wearable sensor-based activity recognition, they reported examples of healthcare monitoring and diagnosis systems; rehabilitation; child and elderly care. Besides, they also reviewed monitoring systems to improve the life and ensure safety and well-being of children, seniors, and people who have cognitive disorders. In 8, the researchers proposed activity recognition systems as links among the common diseases with the degrees of peoples' physical activity. The authors also analyzed the systems with daily activity patterns that contributed well to the procedure and diagnosis of neurological disorders. In 9, the authors proposed an activity prediction approach based on sensors embedded in smartphones to estimate energy expenditure recognizing spontaneous physical activities.

Sensor-driven systems are usually based on the collaboration between the users and technology where the system is aimed to provide a good support in decision support systems. So, there should always be enough balance between the rights of the users and requirements of an efficient functioning of the system. Among the other sensors as data sources for human behavior analysis, cameras are the very popular since the users are visually available in the display. Though they are very popular, such systems can however raise privacy issues of the users often. On the other side, wearable sensors sensor-based approaches for activity recognition system do not usually face privacy issues. Figure 1 shows a schematic setup of a body sensor-based human activity recognition system where a user is wearing some sensors in different body parts such as chest, wrist, and ankle. The multimodal sensor data is transferred to a computer though wireless medium and then the data is processed there to perceive underlying events via deep learning.

The recent success of machine learning models has been mostly possible due to efficient deep learning algorithms with hundreds of layers and millions of parameters. Among the successful deep learning algorithms, Deep Belief Network (DBN) was the first successful machine learning technique which was later overpowered by Convolutional Neural Networks (CNN), especially for image processing and computer vision applications. CNN-based deep learning is very robust for recognizing patterns in images, but it has not been much applied for time-sequential data. In that regard, Recurrent Neural Networks (RNNs) have been quite popular to model time-sequential events in data. However, general RNN consists of a problem called vanishing gradient limitation that basically occurs in processing of long-term information. To overcome that, Long Short-Term Memory
(LSTM) was developed consisted of different memory units were included. Though the aforementioned deep learning approaches are good in corresponding fields, they are still sensitive to noise hence noise in testing data may drop the accuracy of the overall performance of the systems.

Google’s open-source tool TensorFlow is one of the most famous tools applied among the deep learning tools for different event modelling such as prediction related tasks in pattern recognition areas. Neural Structured Learning (NSL) is an open-source framework inside that is one of the latest deep learning algorithms to learn events in data. NSL can be used to construct robust models in a wide range of research fields such as computer vision and natural language processing. It can be utilized for training taking the advantage of structured signals related to the feature inputs. NSL is a neural graph learning approach to train neural networks depending on graphs and structured data. NSL also generalizes basic adversarial learning utilizing the structured data with good relational information among the samples. The structured signals are applied to update the learning parameters to train a network towards learning as accurate as possible alongside maintaining the structures of the inputs to the network. Hence, NSL seems to be a good choice in this activity recognition work for better activity modeling and testing than the other traditional deep learning approaches such as DBN, CNN, and LSTM-based RNN. Besides, the aforementioned traditional neural networks can be put inside an NSL framework to improve a system’s performance. For instance, LSTM is fed into NSL in this work to model time-sequential wearable sensor data for activity modeling.

In the recent time, Artificial Intelligence (AI) has reached in an extraordinary momentum. Proper control and exploration can bring the best of expectations of it in many practical application fields. Towards meeting the expectations as fast as possible, the corresponding community is now facing the barrier of explainability problem to open the black-box machine learning models, which is called explainable AI (i.e., XAI). XAI is a key feature for the applications of AI models and seems to continue its trend in future as one of the core research focuses of the AI research community. Among the popular state-of-the-art algorithms for XAI (e.g., Local Interpret- able Model-Agnostic Explanations (LIME) and SHapley Additive exPlanations (SHAP)), LIME is light-weight to generate quick and satisfactory post-hoc explanations. Therefore, LIME seems to be a suitable choice for this work to apply XAI on the decision provided by the machine learning model.

In this work, a novel activity recognition method is proposed based on applying NSL on the wearable sensor data. At first, robust statistical features are extracted from the sensors followed by applying kernel discriminant analysis (KDA) to make them more robust. Then, NSL consists of LSTM inside, is applied to model the features for activity training and recognition. The proposed method based on NSL with LSTM inside, should yield better recognition performance than the traditional approaches such as DBN, CNN, and RNN. Since the approach is fast and efficient, it can be tried on various smart environments such as smart homes or clinics. Furthermore, LIME is used for post-hoc explanations of the machine learning decision of activities.

Methodology

The system starts with the processing of data obtained from different wearable sensors and take the decision regarding the underlying activities via feature processing and training a robust activity model using NSL. Figure 2 shows the general flowcharts for the training and testing of the proposed method.

Sensor data processing. In this work, a public dataset called MHEALTH was majorly used to check the performances of different approaches where data was collected from different sensors worn on the body of different subjects. The dataset comprises vital signs and motion recordings of ten subjects of the diverse profile. In dataset, there were twelve activities performed by the subjects and they are: Standing still, Sitting and relaxing, Lying down, Walking, Climbing stairs, Waist bends forward, Frontal elevation of arms, Knees bending, Cycling, Jogging, Running, and Jump front and back.

During building the dataset, the sensors were placed in different places of the body of the subjects (i.e., chest, right wrist, and left ankle) and the data was collected with the sampling rate of 50 Hz. The multimodal recording of the data allows to record different important data such as data from the heart via ECG sensors, body acceleration via accelerometers, tilting amount via gyroscopes, and magnetic field orientation of the body via magnetometers. Figure 3 shows the sensor placements on subjects’ body for the MHEALTH dataset.

The sensors are worn on different body parts i.e., the heartrate healthcare sensor on the chest provides heart data measurement and other sensors provide the motion-related experience of different parts of the body e.g., the acceleration by accelerometers, the rate of tilting by gyroscopes, and the magnetic field dynamics by the magnetometer. Shimmer2 sensors were used for the data collection. The utilization of multiple sensors allows the work to calculate the motion observed by different body parts such as the acceleration, turning rate, and magnetic field orientation. Thus, it helps better perception of the users’ body dynamics.

Feature representation. The sensor data is organized to represent features as follows. The acceleration data from the chest sensor is represented as

\[ C_C = (C_x, C_y, C_z). \]  

(1)

Electrocardiogram (ECG) data from the heartrate sensor lead 1 and 2 are obtained as

\[ E = (E_1, E_2). \]  

(2)

Acceleration from the left-ankle is obtained as
Tilting data from the left-ankle Gyroscope sensor is obtained as

\[ C_{LA} = (L_x, L_y, L_z). \]  

(3)

Tilting data from the left-ankle Gyroscope sensor is obtained as

\[ Y_{LA} = (L_x, L_z). \]  

(4)

Left-ankle magnetometer data is obtained as

Figure 2. Flowchart of training and testing process of the proposed method.

Figure 3. Sensor placements for MHEALTH dataset.
The left-wrist accelerometer data is obtained as

\[ M_{LA} = (G_x, G_y, G_z). \]  

(5)

The left-wrist accelerometer data is obtained as

\[ C_{RW} = (I_x, I_y, I_z). \]  

(6)

Titling data from the left-wrist gyroscope is obtained as

\[ Y_{LW} = (R_x, R_y, R_z). \]  

(7)

Gyroscope sensor data from the right-wrist is obtained as

\[ Y_{RW} = (Q_x, Q_y, Q_z). \]  

(8)

Right-wrist magnetometer sensor data is obtained as

\[ M_{RW} = (T_x, T_y, T_z). \]  

(9)

Furthermore, all the data features obtained for a specific time-period are augmented and represented as

\[ L = C_C || E || C_{LA} || Y_{LA} || M_{LA} || C_{RW} || Y_{LW} || Y_{RW} || M_{RW}. \]  

(10)

Figure 4 shows the mean \( L \) features of twelve different activities where it can be noticed that different activities follow different structures. That indicates that a robust classification system can make them separated from each other. The total number of samples is 343,070 × 23 for all activities of 10 subjects. The samples are reshaped as 34,307 × 10 × 23 i.e., per second. Also, in the dataset, to define the gap (interval) in between the activities, the dataset authors included null or 0 classes. Besides, Table 1 shows the features from the individual sensors on body.
To enhance the features, kernel-based discriminant analysis (KDA) is applied. KDA is based on an eigenvalue resolution problem based on a kernel to find a nonlinear space that tries to minimize the inner-class scatterings of the samples from different classes while maximizing the inter-class scatterings. In this work, features from different body sensors’ data goes through a Gaussian kernel to find out the nonlinear feature space, which is obtained from the maximization of the following as

$$D = \frac{|D^T C_W D|}{|D^T C_B D|},$$  \hspace{1cm} (11)

where $D$ represents discriminant features of between-class scatterings $C_B$ and within-class scatterings $C_W$. The eigenvalue problem

$$C_B D = \Lambda C_W D,$$  \hspace{1cm} (12)

where $\Lambda$ represents the eigenvalue matrix. Figure 5 shows a 3-D plot of KDA features of the samples from six different classes where it shows a good clustering of the samples.

**Human activity modelling.** Proactive machine learning systems require computational models to perceive and anticipate upcoming unknown future events. These models very often need to have an internal model that can learn to structure the temporal phenomena. Deep artificial neural networks (ANNs) is mostly used in this regard to build significantly enhanced predictive technologies. ANN models are designed with various architectures that would be appropriate for specific machine learning task consists of specific computational models. Among which, recurrent neural networks (RNN) is one that can learn from sequences of data and convolutional neural networks (CNNs) with a capability of learning from mostly image type of data. So, LSTM seems appropriate over CNN due to its time-sequence modelling capability.

LSTM RNNs are basically applied to sequences of information in a one-at-a-time way i.e., the model predicts mostly the very next element of the sequence. So, a little variation in the input data (e.g., noise) may cause wrong perceptions by the model. Hence, this work focuses on the variations of temporality in a time-sequential data-based system that should allow us to come up with a better activity model. That is why, the proposed approach goes for LSTM inside Neural Structured Learning (NSL) for robust activity modelling.

Neural Structured Learning (NSL) is a machine learning approach that is targeted on training the neural networks by taking the advantages of structured signals combined with features from the inputs. In NSL, the structured signals are accustomed to regularizing working out of a neural network that has the strong target to understand accurate predictions with the aid of minimizing supervised loss. Simultaneously, it tries to steadfastly keep up structural similarity of the input by emphasizing the minimization of the neighbour. The generalized neighbour loss equation could be represented as bellow.

$$\text{neighbour} \_\text{loss} = \sum_{k=0}^{W} L(y_i, \hat{y}_i) + \alpha \sum_{k=0}^{W} L(y_i, x_i, N(x_i)).$$  \hspace{1cm} (13)

Thus, NSL basically generalizes the network using two different ways. The first one is by using neural graph learning where neighbors are connected by a graph. The second one is by utilizing adversarial learning where the neighbors are induced by the adversarial perturbation. The overall workflow of an LSTM-based NSL model...
for human activities, is depicted in Fig. 6. In the figure, the black arrows show the flow how training is done and in the same figure, the red arrows depict how the learning takes the advantage of structured signals. In NSL, the training data is represented by augmentation of the structured signals. When the structured signals are not possible to obtain, in that case the signals are usually constructed by process of adversarial learning. Once the training samples are augmented, which consists of original and neighbouring samples, they are applied on an LSTM neural network first that consists of several memory units to calculate the samples’ embeddings. In the LSTM depicted in the Fig. 6, L is the input to the LSTM sequential units and N is the final output. Then, the neighbour loss is calculated by finding the distance between the embedding of a sample and neighbour itself, i.e., regularization which is later added to the final loss. While regularizing the neighbour-based process, the layers in the neural network of NSL can be used to calculate the loss. For adversarial-based (i.e., induced) regularization, the neighbour loss is computed based on the distance between the ground truth and predicted output of the adversarial neighbors. Table 2 shows the NSL model summary consisting of layers and parameters used in this work.

Results and discussion
Ten-fold cross validations (i.e., leave-one-subject-out) is applied for the experiments of twelve activities performed by ten subjects. The leave-one-subject-out validation basically repeatedly splits the dataset according to the number of subjects. One subject is selected at a time for the testing purposes while the others are used for training the machine learning model. This process is repeated until all the subjects have been used as testing part. Finally, overall accuracy is calculated based on all the folds of the subjects to show the performance of the approach. The proposed NSL-based approach that achieved the mean recognition performance of 99% as shown in Table 3. Figure 7 shows the loss and accuracy of the ten-fold LSTM-based NSL model applied in this work. The confusion matrices of the folds from the ten-fold cross-validation are reported in Figs. 8 and 9. To compare the proposed approach with other traditional approaches such as typical DBN, CNN, and RNN-based experiments.

Table 2. The NSL models used in this work.

| Layer   | Output shape | Number of parameters |
|---------|--------------|----------------------|
| LSTM    | 50           | 14,800               |
| Dense-1 | 128          | 6528                 |
| Dense 2 | 12           | 1548                 |
| Total parameters | 22,876       |                      |

Figure 6. An LSTM-based neural structured learning model for human activities.
were done. However, they achieved a maximum mean recognition rate of 94%. Figure 10 also depicts that theNSL-based proposed approach overpowers three other state-of-the-art approaches. The applied training andtesting NSL method is quite fast, can be applied real-time. To avoid the overfitting problem, minimum number ofepochs were considered that achieved the constant accuracy of on the testing results.

Local explanations in machine learning models handle explainability by dividing the model’s complex solutions space into several less complex solution subspaces that are relevant for the model. These explanations can adopt some techniques with the differentiating property to interpret the model to some extent. Local explanations are one within that category as simplified machine learning models are sometimes just representative of some specific sections of a model. Most of the methods of model simplification are basically based on rule extraction techniques. However, the most popular contributions for local explanation are based on the approach calledLocal Interpretable Model-Agnostic Explanations (LIME) 32–35. LIME usually generates locally linear models for the predictions of a machine learning model to explain it. Explanations by simplification in LIME builds a whole new system based on the trained model to be explained. Then, the new simplified model usually tries to optimize its resemblance to its predecessor model functions while reducing the complexity and keeping a similar performance at the same time.

Thus, we tried LIME in this work to explain our trained model. Figure 11 shows the LIME explanation on the LSTM-based trained model for a sample walking test sample from the dataset. In each subfigure om the figure, the right side (i.e., green bars) represents the weights for that activity and other side (i.e., red bars) for other activities. The bars from top to bottom in the subfigures represent the features 1 to 23, respectively. As can be noticed there, the collective weights of walking activity are quite larger than that of the other activities, compared to similar local explanations in case of other activities. This indicates that, the test sample belongs to walking activity that also matches the ground truth as well as model predictions for the sample. Figure 12 also shows further explanations consisting of the prediction probabilities of the activities and feature range as well as probabilities of walking versus other activities, for a test sample from walking activity. Thus, the Figs. 11 and 12 justify and explain the sample to be in the walking activity.

Thus, we tried LIME in this work to explain our trained model. Figure 11 shows the LIME explanation on the LSTM-based trained model for a sample walking test sample from the dataset. In each subfigure om the figure, the right side (i.e., green bars) represents the weights for that activity and other side (i.e., red bars) for other activities. The bars from top to bottom in the subfigures represent the features 1 to 23, respectively. As can be noticed there, the collective weights of walking activity are quite larger than that of the other activities, compared to similar local explanations in case of other activities. This indicates that, the test sample belongs to walking activity that also matches the ground truth as well as model predictions for the sample. Figure 12 also shows further explanations consisting of the prediction probabilities of the activities and feature range as well as probabilities of walking versus other activities, for a test sample from walking activity. Thus, the Figs. 11 and 12 justify and explain the sample to be in the walking activity.

Table 3. The mean recall rates of different activities using different approaches.

| Activity/Model               | DBN | CNN | RNN | NSL |
|-----------------------------|-----|-----|-----|-----|
| Standing still (A1)         | 0.92| 1.00| 1.00| 1.00|
| Sitting and relaxing (A2)   | 0.94| 0.90| 0.92| 1.00|
| Lying down (A3)             | 0.84| 0.85| 0.91| 0.99|
| Walking (A4)                | 0.92| 1.00| 1.00| 1.00|
| Climbing stairs (A5)        | 0.93| 0.91| 0.94| 0.99|
| Waist bends forward (A6)    | 0.90| 0.93| 1.00| 1.00|
| Frontal elevation of arms (A7)| 0.89| 0.94| 0.90| 1.00|
| Knees bending (A8)          | 0.88| 0.89| 0.92| 1.00|
| Cycling (A9)                | 0.92| 0.90| 1.00| 1.00|
| Jogging (A10)               | 0.94| 0.92| 0.91| 0.99|
| Running (A11)               | 0.93| 0.92| 0.97| 0.99|
| Jump front and back (A12)   | 0.87| 0.89| 0.92| 1.00|
| Mean                        | 0.90| 0.92| 0.94| 0.99|

Figure 7. (a) Loss and (b) accuracy of the NSL model for 50 epochs and 10 folds.
Figure 8. Confusion matrices of fold 1–6 from (a) to (f) using NSL.
rights regarding privacy and data protection. Nevertheless, technologies can be adopted to solve the problems they create while enhancing their uses in compliance with the requirements of privacy, by choosing the data sources as much anonymous as possible if required such as body sensor data over cameras for monitoring of the users. Most of the smart services provided in a smart environment such as smart homes/clinics include observing residents’ or users’ activities to analyse patterns of their daily activities to improve their health and lifestyles. Some services focus on detecting emergency (e.g., falls or heart attacks) which needs urgent medical attention. Though a lot of research has been done in this regard, a significant amount of research is still needed to develop robust algorithms for such activity pattern analysis where there would as less false alarms as possible. Wearable sensors basically provide reliable data for activity recognition. However, the main drawbacks of such sensors are intrusiveness and the necessity of frequent recharging of batteries. Besides, wearing such sensors may not be possible always such as by the elderly or the people with memory problems. Though cameras do not generate such drawbacks, they may generate a high risk of privacy since the data is quite visually interpretable most of the time. Thus, wearable sensors seem to be a good choice to generate robust activity recognition model to observe the users’ behaviour.

Humans are usually restrained to accept methods that are not interpretable i.e., trustworthy, pushes the demand for ethical machine learning to increase 40–49. Focusing only on performance of the models rather than explaining how the decision is taken, gradually pushes the systems towards unacceptance. Though there is a trade-off between the performance and interpretability in machine learning, improvements via explainability can however lead to the correction of the models’ deficiencies. Therefore, the machine learning research should focus

Figure 9. Confusion matrices of fold 7–10 from (g) to (j) using NSL.
Figure 10. Mean of the recalls of the activities using four different approaches.

Figure 11. Explanation results using LIME on a test sample of walking activity.
on generating more explainable models while upholding the high level of accuracies. Lots of research is happening these days on the explainability of machine learning models alongside generating the highly accurate models. Hence, the target here is to focus on extending our activity recognition research to generate a transparent model.

**Results on PUC-Rio dataset.** To check the robustness of the proposed method, we applied it on a second dataset named PUC-Rio behavior recognition dataset. During recording the dataset, a total of four accelerometer sensors were placed in four body positions i.e., left thigh, waist, right ankle, and right arm. The sensors were calibrated before actual data recording. To calibrate the sensors in a standard way, they were placed on a flat table in the same spot. Then, the data collection was done once the sensors were placed on the bodies of the subjects. The database has five activities: sitting, sitting down, standing, standing up and walking. A total of 165,632 different samples are available from the five activities and a two-fold cross validation was applied for the experiments on them. Figure 13 shows the normalized confusion matrices for the two different folds where average accuracy is 99%. However, the traditional approaches such as DBN, CNN could not yield more than 93%. Figure 14 shows error plot during the epochs for training the models for the two folds. Thus, the proposed approach shows its robustness by good performance on the PUC-Rio dataset as well.

**Conclusions**
In this work, a multimodal robust human activity recognition system has been investigated using wearable body sensors and robust deep learning method, NSL based on time-sequential data model LSTM inside it. The body sensor data has been analyzed and extracted efficient features based on nonlinear generalized discriminant analysis. The features have been applied to train a deep activity NSL to model twelve different human activities. Finally, the trained model has been applied for recognizing the underlying activity in testing sensor data. Using the proposed approach, maximum mean recall rate of 0.99 has been achieved on MHEALTH activity dataset whereas, the traditional approaches yielded maximum 0.94. The proposed approach also showed 99% accuracy on PUC-Rio behavior recognition dataset whereas, the traditional approaches could not cross 93%. Thus, the experimental results indicated the robustness of the proposed approach. Besides, the fast XAI algorithm LIME has also been tried to justify the decision taken by the machine learning model. The NSL-based multimodal

![Figure 12. Prediction probabilities of the activities and feature range as well as probabilities of walking versus others, for a test sample of walking activity.](image-url)
system can be applied or adopted in any health care service for real-time recognition of human activity recognition for better life care of the users, especially the elderly or disabled people to improve their lifestyle and prolong their independent living. While the overall system of monitoring peoples’ behavior is important and at the same time technically challenging. There is also an issue of privacy where the users may appreciate the increase safety and data privacy that smart monitoring system can provide. Also, the users may hesitate to be monitored always by any kind of sensors, non-camera-based approaches are acceptable to some extent though. Thus, one of the key challenges here is to determine an acceptable trade-off between privacy intrusion and efficient system.
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