Reducing Capacity Gap in Knowledge Distillation with Review Mechanism for Crowd Counting

Yunxin Liu, Qiaosi Yi, and Jinshan Zeng

Abstract—The lightweight crowd counting models, in particular knowledge distillation (KD) based models, have attracted rising attention in recent years due to their superiority on computational efficiency and hardware requirement. However, existing KD based models usually suffer from the capacity gap issue, resulting in the performance of the student network being limited by the teacher network. In this paper, we address this issue by introducing a novel review mechanism following KD models, motivated by the review mechanism of human-beings during the study. Thus, the proposed model is dubbed ReviewKD. The proposed model consists of an instruction phase and a review phase, where we firstly exploit a well-trained heavy teacher network to transfer its latent feature to a lightweight student network in the instruction phase, then in the review phase yield a refined estimate of the density map based on the learned feature through a review mechanism. In the review mechanism, we firstly use the estimate of the density map yielded by the decoder as a certain attention weight to pay more attention to the important crowd regions, then aggregates the new feature incorporated with attention weight and the feature learned from the teacher to generate an enhanced feature, and finally yield a refined estimate by the decoder. The effectiveness of ReviewKD is demonstrated by a set of experiments over six benchmark datasets via comparing to the state-of-the-art models. Numerical results show that ReviewKD outperforms existing lightweight models for crowd counting, and can effectively alleviate the capacity gap issue, and particularly has the performance beyond the teacher network. Besides the lightweight models, we also show that the suggested review mechanism can be used as a plug-and-play module to further boost the performance of a kind of heavy crowd counting models without modifying the neural network architecture and introducing any additional model parameter.
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I. INTRODUCTION

CROWD counting aims to automatically estimate the total number of people in surveillance scenes. It is of great significance in many fields such as security analysis, and has attracted tremendous attention in recent years [1]–[3].

Existing methods for crowd counting can be generally divided into three categories, i.e., detector based methods [4]–[7], regressor based methods [8]–[11] and deep learning based methods [12]–[21]. The first category of crowd counting methods generally yields the estimate of crowd count by locating the people with pedestrian detectors, which mainly focus on some important characteristics of human-beings such as face and body [6], [22]. These methods are usually effective when applied to sparse scenes with a small number of objectives, but may fail for those scenes with complex background and dense objectives, and in particular with crowd occlusion. Later, some regressor based methods were suggested in the literature [8]–[11]. This kind of methods yields the estimate of crowd count via learning a mapping from some handcrafted low-level features. Although the regressor based methods can in some extent alleviate the problems of occlusion and background clutter, yet their performance depends on the quality of low-level features and is usually far from satisfactory for real-world applications.

Motivated by the powerful expression and approximation ability of deep neural networks, in particular the great success of convolutional neural networks (CNNs), the deep learning based methods have become the mainstream in crowd counting and made remarkable progress [12]–[20], [23]–[25]. To achieve better performance, most of state-of-the-art methods [12]–[20], [24] use heavy backbone networks such as the VGG networks [26] as feature extractors. Although these heavy crowd counting models can achieve satisfactory performance on estimating the crowd count, their impressive performance is at the expensive of large computational cost and hardware burden [27], limiting their wide use in the real-world applications and causing poor scalability, particularly, on edge computing devices with limited computing resources.

To fill this gap, several lightweight crowd counting models were proposed in recent years [13], [28]–[31]. Although the computational cost is significantly reduced, the performance of these lightweight models also degrades much, as compared to those heavy models in [12]–[20]. Along this line, an efficient lightweight crowd counting model called the structured knowledge distillation (SKT) was recently suggested in the literature [27], based on the framework of knowledge distillation (KD) [32]. In the framework of KD, a lightweight student network is trained to acquire the knowledge of a well-trained heavy teacher network. To fully distill the knowledge of the teacher network, two complementary modules, i.e., an Intra-Layer Pattern Transfer (Intra-PT) and an Inter-Layer Relation Pattern (Inter-RT) were introduced in [27] to exploit the structured knowledge of the teacher network.

Despite the effectiveness of SKT [27], it may still suffer from the capacity gap issue, an essential issue existing in the framework of KD [32]–[35], that is, there is a gap between
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Fig. 1. Alleviating error propagation issue by the suggested VSKT model. (a) The original scene with obscuration by an umbrella; (b)-(e) present the density maps of ground truth, the teacher network, SKT and VSKT, respectively.

Fig. 2. A simplified review mechanism of human-beings. The student refines his knowledge through several rounds of review.

To address these issues, we introduce a review mechanism following KD models, mainly motivated by the review mechanism of human-beings during the study as shown in Figure 2. Thus, the suggested model is called ReviewKD, whose architecture is presented in Figure 3. There are two phases in the proposed model, i.e., an instruction phase and a review phase. In the instruction phase, a well-trained teacher network transfers its latent feature to a lightweight student network, and in the review phase, a refined estimate of the density map is yielded by the decoder of the student network from the feature aggregated through a review mechanism. In the review mechanism, we firstly use the density map yielded by the decoder of the student network as a certain attention map to emphasize the important crowd regions of the feature learned from the teacher network, then aggregate the learned feature and its enhanced one incorporated with attention map to generate a refined feature, and finally yield a refined density map by the decoder from the aggregated feature. By the use of such review mechanism, the capacity gap issue suffered by KD models can be effectively alleviated. Our major contributions can be summarized as follows.

1. We introduce a novel review mechanism to solve the capacity gap issue suffered by existing KD models, mainly motivated by the review mechanism of human-beings. By leveraging such review mechanism, the capacity gap issue can be effectively alleviated, and in particular, the performance of the student network can be generally better than the associated teacher network.

2. In the instruction phase of the suggested ReviewKD, we consider two KD models including the SKT recently proposed in [27] and its variant suggested in this paper by using a new lightweight student network constructed by MobileNetV2. The effectiveness of the proposed models is demonstrated by a series of experiments over six benchmark datasets in comparison to the state-of-the-art models for crowd counting. Numerical results show that the proposed models outperform the state-of-the-art models for crowd counting, and the capacity gap issue suffered by KD models can be effectively addressed by the introduced review mechanism. Moreover, the error propagation issue suffered by SKT can be also effectively alleviated by the suggested VSKT as shown in Figure 1(e).

3. We also conduct a set of numerical experiments to show that the introduced review mechanism can be used as
a plug-and-play module to further improve the performance of a kind of heavy neural network models (say, the encoder-decoder based models) for crowd counting without modifying the neural network architectures and introducing any additional model parameter.

The rest of this paper is organized as follows. Section II presents some related work of this paper. Section III describes the proposed model in detail. Section IV provides a series of experiments to demonstrate the effectiveness of the proposed model. We conclude this paper in Section V.

II. RELATED WORK

The capacity gap issue existing in knowledge distillation will limit the performance of the kind of KD models, i.e., generally yielding a lightweight student network with worse performance than its associated teacher network [33]–[35]. In order to address this issue, some related works have been recently suggested in the literature [33]–[35] for image classification. In [35], a teacher assistant was introduced to reduce the capacity gap between the student and teacher networks. In [34], an assistant was introduced to learn the residual error between the knowledge of the student and teacher such that the student gradually learns the knowledge of the teacher. Similar idea was also suggested in [33], where a res-student was introduced to guide the student to learn the knowledge of the teacher. On one hand, it can be observed that the existing literature [33]–[35] focus on “how to yield a student network with performance close to the teacher network”, while this paper focuses on “how to yield a student network with performance beyond the teacher network”. To achieve this, we introduce a novel review mechanism to further boost the performance of the student network such that it can be beyond the performance of the teacher network, mainly motivated the review mechanism of human-beings. Moreover, it should be pointed out that all the assisted modules, i.e., teacher assistant, assistant and res-student suggested in the literature [33]–[35] need to interact with both student and teacher networks, while the review mechanism introduced in this paper only needs to interact with the student network. This makes the introduced review mechanism can be easily adapted to many KD models. On the other hand, existing work in the literature [33]–[35] are mainly applicable to image classification, yet it is difficult to directly apply these improved KD models to the more challenging dense-labeling crowd counting, since this task requires the distilled models to maintain the discriminative abilities at every location [27].

III. PROPOSED MODEL

In this section, we firstly describe a simplified review mechanism of human-beings, then motivated by it, introduce the proposed model, and finally present some specific implementations of the proposed model.

A. Review mechanism of human-beings

As an old Chinese idiom said, “new understanding can be yielded through reviewing the old knowledge”, thus the review mechanism is a very important self-enhance scheme during the study. A simplified review mechanism can be described in Figure 2. From Figure 2 given the note learned from the teacher and the associated knowledge yielded by the student during the instruction phase, in the first round of review, the student uses the learned knowledge as a certain attention map to pay more attention to the important places in the note, and later aggregates such concerned note after the attention procedure and the original note learned from the teacher to generate a refined note, and finally yields some refined knowledge based on the new note. Such review procedure can be repeated several rounds to produce more new knowledge as shown in Figure 2.

B. Architecture of ReviewKD

Due to the capacity gap between the student and teacher networks in KD models, the performance of the student network is generally limited by the teacher network. To overcome such limitation, we introduce a review mechanism following existing KD models as depicted in Figure 2 through mimicking the review mechanism of human-beings shown in Figure 2. From Figure 3 there is an instruction phase and a review phase. In the instruction phase, a well-trained heavy teacher network in a KD model transfers its latent feature to the student network, then based on the learned feature, the student network yields an estimate of the density map by the decoder. In the review phase, similar to the simplified review mechanism of human-beings presented in Figure 2, in the first round of review, the student network uses the estimated density map as certain an attention map to pay more attention to the important crowd regions, then aggregates the interested feature yielded by the attention map and the original feature learned from the teacher network to obtain the refined feature, and finally produces a better estimate of the density map by the decoder based on such refined feature. By repeating such review procedure several rounds, the student network would yield a more and more accurate estimate of the density map. Thus, by the use of such review mechanism, the performance of the student network can be improved much and even better than that of the associated teacher network as shown by the later experiments in Section IV.

In the instruction phase of ReviewKD, besides the existing SKT model [27], we introduce a variant of SKT (VSKT) model as the KD model, in the purpose of alleviating both capacity gap and mistake propagation issues suffered by SKT as shown in Figure 1. The architecture of the suggested VSKT model is depicted in Figure 1. From Figure 4 similar to the SKT model, there are a well-trained teacher network, a lightweight student network, the Intra-PT and Inter-RT modules lying between the student and teacher networks to fully distill the knowledge of the teacher network, and a decoder to yield an estimate of the density map in the VSKT model. Here, we take CSRNet [14] as the teacher network for example, where the heavy backbone network VGG16 is used. Besides CSRNet, some other heavy teacher networks (e.g., BL [1]) can be also adopted as the teacher network in the considered KD models, as shown in the later Section IV. We use the same
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**Fig. 3.** The architecture of the proposed ReviewKD, where a KD model is used in the instruction phase to transfer the knowledge of the heavy teacher network to the lightweight student network, and a review mechanism is introduced to improve the performance of the student network in the review phase, motivated by the review mechanism of human-beings.

**Fig. 4.** A variant of SKT model introduced in this paper, where the CSRNet [14] is used as the teacher network as an example.

decoder in the student network as in SKT [27]. Compared to SKT [27], there are two major modifications made in the suggested VSKT model. The first one is that in the VSKT model, a new lightweight student network is adopted through taking a part of channels of the well-known MobileNetV2, instead of the teacher network as done in SKT [27], mainly due to the superiority of MobileNetV2 on capturing high-level features and its lightweight nature. Similar to SKT [27], the student network is also set to be a subnet of MobileNetV2 with only $1/n$ channels, where $n$ is some positive integer, say 2 and 4 as presented in Table I. Henceforth, we call the student network with only $1/n$ channels the $\frac{1}{n}$-StuNet.

The specific structure of the encoder in the student network is also presented in Table I where each layer is some residual modules from MobileNetV2. The second one is that VSKT only keeps the intermediate feature extraction layers while gets rid of the final decoder layer of the teacher network. Thus, distinguished to SKT, the soft ground truth as the output of the decoder layer of the teacher network is not used for the final inference. By doing this, errors made by the teacher network at the decoding stage would be avoided in VKST during the final inference stage.
C. Training loss of proposed model

In the following, we describe the training loss of the proposed ReviewKD, where we take the VSKT as an example. As depicted in Figure 4, given a scene image, we simultaneously feed it into the teacher network and $\frac{1}{n}$-StuNet for feature extraction, where the teacher network has been pre-trained on standard benchmarks. Let Conv$_j^i$ and Layer$_j^i$ be the $j$-th convolution at the $i$-th layer of teacher and student networks, respectively. We denote $t^i_j$ and $s^i_j$ as the features of Conv$_j^i$ and Layer$_j^i$ respectively. Then we adopt both Intra-PT and Inter-RT modules to fully distill the teacher network. Since the Inter-RT calculates feature relations densely, we only perform distillation on some representative features, in the purpose of reducing the computational cost during the training procedure.

In the VSKT model, we use the feature extracted by the final convolution at each layer, instead of the first convolution as done in SKT [27] for both teacher and student networks, mainly because the final convolution at each layer would capture more knowledge than the associated first convolution. Thus, the selected features are presented as follows:

$$T = \{t^1_{1}, t^1_{2}, t^2_{2}, t^3_{4}\}, \quad S = \{s^1_{0}, s^1_{1}, s^2_{1}, s^3_{2}, s^4_{3}\}. \quad (1)$$

Note that the $k$-th component of $T$ (denoted as $T_k$) and the associated component of $S$ (denoted as $S_k$) in (1) have the same resolution but different number of channels, where the number of channels of $S_k$ is only $1/n$ of that of $T_k$ for $k$ varying from 1 to 5. In order to address this issue, we feed each $S_k$ into a $1 \times 1$ convolution layer to yield an interim feature $\hat{S}_k$, which has the same channels to $T_k$. Thus, $\hat{S} = \{\hat{s}^1_{0}, \hat{s}^1_{1}, \hat{s}^2_{1}, \hat{s}^3_{2}, \hat{s}^4_{3}\}$. Based on $\hat{S}$ and following the previous work [27] Sec. 3.2], the loss associated to the Intra-PT module can be expressed as

$$L_{\text{Intra-PT}} = \sum_{k \in |T|} \sum_{x=1}^{H_k} \sum_{y=1}^{W_k} (1 - S_k(x, y)), \quad (2)$$

where $|T|$ is the index set of $T$, i.e., $|T| = \{1, 2, 3, 4, 5\}$ in this case. $H_k$ and $W_k$ are respectively the height and width of feature $T_k$, and $S_k(x, y)$ represents the similarity between $T_k$ and $\hat{S}_k$ at location $(x, y)$ defined as the following:

$$S_k(x, y) = \cos(T_k(x, y), \hat{S}_k(x, y))$$

$$= \frac{1}{\ell_k(x, y)} \sum_{c=1}^{C_k} T_k(x, y, c) \cdot \hat{S}_k(x, y, c),$$

where $C_k$ denotes the channel number of $T_k$, $\ell_k(x, y)$ denotes the length of $T_k(x, y)$, and $T_k(x, y, c), \hat{S}_k(x, y, c)$ are respectively the response values of $T_k$ and $\hat{S}_k$ at location $(x, y)$ of the $c$-th channel. Here, we use $\cos$ function as the similarity measure.

Following [27] Sec. 3.3], the flow of solution procedure (FSP) in the Inter-RT module can be modeled with the relationship between features from two layers. Specifically, given two features $f_1 \in \mathbb{R}^{h \times w \times n}$ and $f_2 \in \mathbb{R}^{h \times w \times n}$, the $(p, q)$-th component of their FSP matrix $F(f_1, f_2) \in \mathbb{R}^{m \times n}$ can be defined as

$$F_{pq}(f_1, f_2) = \sum_{x=1}^{h} \sum_{y=1}^{w} f_1(x, y, p) \cdot f_2(x, y, q) / (h \cdot w).$$

Notice that FSP matrix computation is implemented on features with the same resolution. However, the features in $T$ have various resolutions. To tackle this issue and simultaneously reduce the FSP computational cost, we consistently resize all features in both $T$ and $\hat{S}$ to the resolution of $t^4_3$. The resized features of $T_k$ and $\hat{S}_k$ are denoted respectively as $R(T_k)$ and $R(\hat{S}_k)$. In order to better capture the long-short term evolution of features, a dense FSP strategy is adopted in the proposed model, motivated by [27]. Specifically, we generate a FSP matrix $F(R(T_{k_1}), R(T_{k_2}))$ for every pair $(T_{k_1}, T_{k_2})$ in $T$ with $k_1 \neq k_2$, and similarly, a FSP matrix $F(R(\hat{S}_{k_1}), R(\hat{S}_{k_2}))$ for every pair $(\hat{S}_{k_1}, \hat{S}_{k_2})$ in $\hat{S}$. Thus, the loss for the Inter-RT module can be formulated as

$$L_{\text{Inter-RT}} = \sum_{(k_1, k_2) \in |T| \times |T|} \|F(R(T_{k_1}), R(T_{k_2})) \) - F(R(\hat{S}_{k_1}), R(\hat{S}_{k_2})))\|^2 \quad (3)$$

After the instruction phase, the student network yields an estimate $M_0$ of the density map via a decoder and based on the knowledge $s^4_3$ learned from the teacher network. In order to further boost performance of the student network, we stack $p$ rounds of review following the student network, as shown in Figure 5. According to the review mechanism in ReviewKD, the density map $M_i$ estimated at the $i$-th round of review can be expressed as follows:

$$M_i = D((s^4_3 \odot M_{i-1}) + s^4_3), \quad i = 1, \ldots, p.$$  

To regularize each review module in the review phase, we consider the total $L_2$ loss between the estimate at each round of review and the hard ground truth $G$, instead of only the

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Parameter} & \text{Expansion} & \text{No. Blocks} & \text{Stride} & \text{Kernel size} & \text{No. channels} & \text{1-StuNet} \\
\hline
\text{Layer0} & - & 1 & 1 & 512 & 64 & 16 \\
\text{Layer1} & 1 & 1 & 1 & 512 & 64 & 16 \\
\text{Layer2} & 6 & 2 & 2 & 256 & 128 & 64 \\
\text{Layer3} & 6 & 2 & 2 & 128 & 128 & 64 \\
\text{Layer4} & 6 & 4 & 2 & 64 & 256 & 128 \\
\text{Layer5} & 6 & 4 & 2 & 32 & 256 & 128 \\
\hline
\end{array}
\]

\[\text{1-StuNet} = 5, \quad \frac{1}{n}\text{-StuNet} = 5, \quad \frac{2}{n}\text{-StuNet} = 5, \quad \frac{4}{n}\text{-StuNet} = 5.\]
\(L_2\) loss between the eventual estimate \(M_p\) of the density map after \(p\) rounds of review and the hard ground truth \(G\). Thus, the loss in the review phase together with the \(L_2\) loss between \(M_0\) and \(G\) can be expressed as follows:

\[
L_{\text{review}} = \sum_{i=0}^{p} ||M_i - G||_F^2, \quad (4)
\]

where \(\parallel \cdot \parallel_F\) represents the Frobenius norm. Based on the above loss, together with the loss functions (2) and (3) for the Intra-PT module and Inter-RT module, the training loss for the proposed model is shown as follows:

\[
L_{\text{ReviewKD}} = L_{\text{review}} + \lambda_1 L_{\text{Intra-PT}} + \lambda_2 L_{\text{Inter-RT}}, \quad (5)
\]

where \(\lambda_1\) and \(\lambda_2\) are two tunable hyper-parameters for the Intra-PT and Inter-RT loss functions. It can be observed from (5) that the second and third terms are the loss introduced in the instruction phase, which aims to distill the knowledge of the teacher network to the student network, while the first term is the loss introduced in the review phase, which aims to boost the performance of the student network.

IV. EXPERIMENTS

In this section, we conduct a series of experiments to demonstrate the effectiveness of the proposed model. We first describe the experimental settings, then provide some experiments to demonstrate the effectiveness of the introduced review mechanism for reducing capacity gap, and later show the effectiveness of the proposed model via comparing with the state-of-the-art crowd counting models, and then generalize the idea of review mechanism to some heavy crowd counting models to further boost their performance, and finally present some ablation studies to determine some hyperparameters involved in the proposed model including the rounds of review in the review phase and the channel preserving ratio (CPR) used in the student network, as well as to show the superiority of the only use of hard ground truth as the supervisory information over the use of both hard and soft ground truths in the literature (e.g., (27)).

A. Experimental settings

In the following, we describe the experimental settings.

A. Datasets. To evaluate the performance of the proposed model, we consider six benchmark datasets including ShanghaiTech Part_A and Part_B \([13]\), UCF_CC_50 \([9]\), UCF-QNRF \([37]\), WorldExpo’10 \([20]\) and TRANCOS \([38]\), described as follows:

- The ShanghaiTech dataset \([13]\) consists of Part_A and Part_B, where Part_A contains 482 images and Part_B contains 716 images. Specifically, in Part_A, there are 300 images for training and 182 images for testing, while in Part_B, there are 400 images for training and 316 images for testing.
- The UCF_QNRF dataset is a large-scale crowd dataset recently released in \([37]\). It contains 1,535 images in which there are about 1.25 million head annotations. There are 1,201 images for training and 334 images for testing.
- The UCF_CC_50 dataset \([9]\) contains 50 images with a total of 63,974 head annotations. The number of heads per image varies greatly in a wide range from 94 to 4,543. For the fairness of comparison, we use the standard settings as done in \([9]\).
- The WorldExpo’10 dataset \([20]\) is a large scale data-driven cross-scene crowd counting dataset collected from Shanghai 2010 WorldExpo. There are 3,380 frames of images for training and 600 frames of images for testing, where the test set is divided into five test sets, denoted as \(S1, S2, S3, S4\) and \(S5\).
- The TRANCOS dataset \([38]\) is a dataset constructed for vehicle counting in traffic jam scenes. It contains 1,244 traffic images with vehicle numbers varying from 9 to 107. There are a total of 46,796 annotated vehicles with extreme overlap.

B. Evaluation metrics. For most of benchmark datasets, we use the commonly used mean absolute error (MAE) and mean square error (MSE) as evaluation metrics to evaluate the performance of models. Specifically, MAE and MSE are defined as follows:

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |C_i - \hat{C}_i|, \quad \text{MSE} = \frac{1}{N} \sum_{i=1}^{N} |C_i - \hat{C}_i|^2,
\]

where \(C_i\) and \(\hat{C}_i\) respectively represent the predicted counting number and ground truth.

For the TRANCOS dataset, motivated by the existing literature \([38]\), we use the Grid Average Mean absolute Error (GAME) instead of MAE and MSE as the evaluation metric, where GAME is defined as follows:

\[
\text{GAME}^L = \frac{1}{N} \sum_{i=1}^{N} |C_i^l - \hat{C}_i^l|, \quad (6)
\]

where \(\text{GAME}^L\) evaluates the case that images are divided into 2\(L\) non-overlapping regions. For all these evaluation metrics, the smaller value implies the better performance.

C. Implementation detail. We use the popular optimizer Adam \([39]\) to train the proposed model, where the learning rate and the parameter of weight decay used in Adam are empirically set as 0.0001 and 0.0005, respectively, and the batch size is set to be 1. The hyperparameters \(\lambda_1\) and \(\lambda_2\) in \([5]\) are empirically set to be 0.5. Experiments are implemented on a single NVIDIA 3090 GPU. Moreover, the same data augmentation method used in the training of teacher network is also adopted to train the proposed model. The codes are available at \texttt{https://github.com/Dearbreeze/ReviewKD}

B. Reducing capacity gap by review mechanism

In this subsection, we conduct a series of experiments over six benchmark datasets described in Section IV-A to demonstrate the effectiveness of the introduced review mechanism for alleviating the capacity gap issue, through showing that the proposed ReviewKD can yield the performance beyond the associated teacher network. In the instruction phase, we consider two KD models, i.e., SKT and VSKT suggested in this paper. Thus, we denote the proposed ReviewKD with


TABLE II

The performance of the proposed models over the ShanghaiTech Part_A, Part_B, UCF_CC_50 and UCF_QNRF datasets with comparison to the teacher networks. For each block, the first row presents the performance of the teacher network, while the second and third rows present the performance of the proposed ReviewKD-SKT and ReviewKD-VSKT, respectively. The best results are highlighted in bold. * These teacher networks are implemented by ourselves.

| Model          | ShanghaiTech Part_A | ShanghaiTech Part_B | UCF CC_50 | UCF QNRF |
|----------------|---------------------|---------------------|-----------|----------|
|                | MAE     | MSE     | Ratio | MAE     | MSE     | Ratio | MAE     | MSE     | Ratio | MAE     | MSE     | Ratio | MAE     | MSE     | Ratio |
| CSRNet*        | 68.31   | 109.28  |       | 10.23   | 16.50   |       | 263.43  | 388.33  |       | 190.21  | 381.34  |       | 16.26M  |         |       |
| ReviewKD-SKT   | 67.83   | 109.30  | 1.00  | 9.81    | 16.17   | 1.03  | 247.51  | 352.24  | 1.09  | 137.39  | 207.73  | 1.66  | 1.02M   |         |       |
| ReviewKD-VSKT  | 67.33   | 106.87  | 1.02  | 8.99    | 13.39   | 1.19  | 214.71  | 293.28  | 1.28  | 104.76  | 179.63  | 2.01  | 1.38M   |         |       |
| BL*            | 68.50   | 110.96  |       | 7.65    | 12.63   |       | 227.56  | 313.44  |       | 89.20   | 156.66  |       | 21.50M  |         |       |
| ReviewKD-SKT   | 62.22   | 103.78  | 1.08  | 7.33    | 12.51   | 1.02  | 211.54  | 300.67  | 1.06  | 89.37   | 153.55  | 1.01  | 1.35M   |         |       |
| ReviewKD-VSKT  | 61.47   | 101.26  | 1.10  | 7.16    | 11.95   | 1.06  | 191.97  | 277.63  | 1.15  | 88.22   | 148.99  | 1.04  | 2.20M   |         |       |

| Model          | Params |
|----------------|--------|
|                |        |
| CSRNet*        | 1.38M  |        |
| ReviewKD-SKT   | 2.0    |        |
| ReviewKD-VSKT  | 1.7    |        |
| BL*            | 1.02M  |        |
| ReviewKD-SKT   | 0.8    |        |
| ReviewKD-VSKT  | 0.7    |        |

TABLE III

The performance of the proposed models over the WorldExpo'10 and TRANCOS datasets with comparison to the teacher networks. For WorldExpo'10 dataset, only MAE is recorded for five different test sets, while for the TRANCOS dataset, the GAME metrics (6) with four different L are recorded. Avg. represents the average of evaluation metrics.

| Model          | WorldExpo'10 | TRANCOS |
|----------------|--------------|---------|
|                | S1 S2 S3 S4 S5 Avg Ratio | GAME1 GAME2 GAME3 GAME4 Avg Ratio |
| CSRNet*        | 2.0 14.5 9.6 12.7 3.3 6.6 | 3.33 5.63 8.72 | 4.43 7.43 11.47 | 1.97 3.24 6.75 1.75 |
| ReviewKD-SKT   | 1.7 12.8 9.5 12.1 3.7 8.0 | 3.23 5.70 7.93 | 4.32 7.32 12.31 | 1.97 3.24 6.75 1.75 |
| ReviewKD-VSKT  | 1.5 10.9 7.9 12.0 2.7 7.0 | 3.24 4.93 7.34 | 4.34 7.43 11.47 | 1.97 3.24 6.75 1.75 |
| BL*            | 1.8 13.9 8.2 10.8 2.8 7.5 | 3.43 4.78 7.01 | 4.34 7.43 11.47 | 1.97 3.24 6.75 1.75 |
| ReviewKD-SKT   | 1.9 11.7 8.4 10.1 2.6 6.9 | 3.28 4.77 6.85 | 4.28 7.28 10.22 | 1.97 3.24 6.75 1.75 |
| ReviewKD-VSKT  | 1.7 10.9 7.8 9.6 2.3 6.5 | 3.08 4.22 6.13 | 3.97 5.85 9.97 | 1.97 3.24 6.75 1.75 |

SKT and VSKT as ReviewKD-SKT and ReviewKD-VSKT, respectively. Besides CSRNet, we also consider another representative heavy teacher network, i.e., BL [1] in the instruction phase. When taking BL as the teacher network, the student network in the suggested VSKT model should be slightly modified with one more layer, as presented in Table I. As demonstrated by the later experiments in Section IV-E1, we use two rounds of review in the review phase.

In order to quantify the boosting ratio of the proposed model as compared to the associated teacher network, we define the boosting ratio as the following:

$$\text{Ratio} = \frac{\text{Performance of teacher}}{\text{Performance of student}}$$

where the Performance of teacher (respectively, student) is defined as MAE+MSE of the teacher network (respectively the student network) for the ShanghaiTech Part_A, Part_B, UCF_CC_50 and UCF_QNRF, and MAE for the WorldExpo’10 dataset, and GAMEL for the TRANCOS dataset, respectively. When Ratio is above one, it implies that the performance of the proposed ReviewKD model is better than that of the teacher network, and a larger Ratio implies the better boosting performance of the proposed model. The experiment results are presented in Tables II and III. Some visualization results of the proposed model are presented in Figure 5.

From Tables II and III, the performance of the proposed models is better than the associated teacher network over these six benchmark datasets, in terms of the concerned evaluation metrics, as well as the boosting ratio. When comparing the performance of the proposed models using different teacher networks, the proposed models using BL model as the teacher network generally outperform the proposed models using the CSRNet as the teacher network, since the performance of BL model is generally better than that of CSRNet. This implies that a better teacher network generally leads to a better student network. When concerning the boosting ratio, we can observe that the proposed models using CSRNet as the teacher network yield larger improved ratios than the associated counterparts using BL as the teacher network. This demonstrates that the introduced review mechanism will bring more improvement when using a worse teacher network. Moreover, when comparing the performance of ReviewKD-SKT and ReviewKD-VSKT, it can be observed from Table II and Table III that the performance of ReviewKD-VSKT is better than that of ReviewKD-SKT. This shows that the suggested VSKT is generally better than SKT [27]. From Figure 5, we can observe that the estimates of crowd counts yielded by the proposed ReviewKD-VSKT model are more accurate than those of the associated teacher networks. These experiment results demonstrate that the introduced review mechanism can effectively alleviate the capacity gap issue suffered by existing KD models and in particular break through the limitation of the performance of the associated teacher network. Besides, the proposed models have much smaller sizes of parameters than the associated teacher networks, as shown in the last column of Table II, where the parameter sizes of the proposed ReviewKD models are more accurate than those of the associated teacher networks.

C. Comparison with state-of-the-art models

In this subsection, we compare the performance of the proposed model (using VSKT as the KD model and BL [1] as the teacher network) with the state-of-the-art lightweight crowd counting models including SANet [28], ACSCP [29], TEDNet [30], MobileCount [31], SKT [27] and VSKT suggested in this paper, where both SKT and VSKT also use the BL as the teacher network. Moreover, since there are
Fig. 5. Some visualization results of the performance of the proposed ReviewKD-VSKT model. The first scene is from ShanghaiTech Part B dataset, and the second to the fourth scenes are from UCF QNRF datasets. It can be observed that the estimates of the crowd counts yielded by the proposed model are much more accurate than the associated teacher network.

very few lightweight crowd counting models evaluated on the TRANCOS dataset, we compare the performance of the proposed model with the state-of-the-art heavy crowd counting models including CSRNet [14], COBC [40], DensityCNN-H [24], LSC-CNN [41] and KDMG [42] over the TRANCOS dataset. The comparison results are presented in Table IV and Table V.

From Table IV, the proposed model outperforms the state-of-the-art lightweight crowd counting models over ShanghaiTech Part A and Part B, UCF_CC_50 and UCF_QNRF datasets in terms of both MAE and MSE, and achieves the best performance in average over the WorldExpo’10 dataset, where the proposed model achieve the best performance on the S3 and S5 test sets. From Table V, the proposed model achieves the best performance on the TRANCOS dataset in terms of GAME0, GAME1 and GAME2 in comparison to the state-of-the-art heavy crowd counting models, while the size of model parameters of the proposed ReviewKD is much smaller than those of heavy models, as presented in the last column of Table V. These demonstrate the effectiveness of the proposed model.

When comparing the performance of ReviewKD-VSKT and the associated KD model, i.e., VSKT presented in the last two rows of Table IV and Table V, it can be observed that the performance of VSKT can be substantially improved by introducing a review mechanism. This also demonstrates the effectiveness of the introduced review mechanism. Moreover, when concerning the performance of SKT and VKST presented in the fourth and second rows from the end of Table IV and Table V, we can observe that VSKT outperforms SKT over most of benchmark datasets, which implies the effectiveness of the suggested VSKT.

D. Generalization to heavy crowd counting models

In this subsection, we conduct a set of experiments to show that the introduced review mechanism can be used as a plug-and-play module to boost the performance of a kind of heavy crowd counting models without adding any additional parameter. The architecture of the heavy crowd counting models equipped with the review mechanism is presented in Figure 6. From Figure 6, an encoder-decoder based heavy crowd counting model is used in the learning phase to generate...
TABLE IV
COMPARISON RESULTS OF DIFFERENT LIGHTWEIGHT MODELS ON FIVE BENCHMARK DATASETS INCLUDING THE SHANGHAI TECH PART A, SHANGHAI TECH PART B, UCF_QNRF, UCF_CC_50 AND WORLD EXPO’10 DATASETS. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD. THERE ARE FIVE DIFFERENT TEST SETS FOR THE WORLD EXPO’10 DATASET AND ONLY MAE ARE RECORD FOR THIS DATASET.

| Model         | Part_A MAE | Part_A MSE | UCF_QNRF MAE | UCF_QNRF MSE | UCF_CC_50 MAE | UCF_CC_50 MSE | MAE on World Expo’10 | Params |
|---------------|------------|------------|--------------|--------------|---------------|---------------|----------------------|--------|
| SANet [28]    | 67.0       | 104.5      | -            | -            | 254.8         | 334.9         | 2.6                   | 0.91M  |
| ACSCP [29]    | 75.7       | 102.7      | 17.2         | 27.4         | 291.0         | 404.6         | 2.8                   | 5.10M  |
| TEDNet [30]   | 64.2       | 109.1      | 8.2          | 12.8         | 249.4         | 354.5         | 2.3                   | 1.63M  |
| MobileCount [31] | 84.4   | 135.1      | 8.6          | 13.8         | 284.8         | 392.8         | 2.3                   | 1.63M  |
| SKT [27]      | 62.73      | 102.33     | 7.98         | 13.13        | 96.24         | 156.82        | 1.4                   | 1.35M  |
| ReviewKD-SKT  | 62.22      | 103.78     | 7.33         | 12.51        | 89.37         | 153.55        | 1.9                   | 1.20M  |
| VSKT          | 63.72      | 105.39     | 7.74         | 13.07        | 92.04         | 155.52        | 2.1                   | 2.20M  |
| ReviewKD-VSKT | 61.47      | 101.26     | 7.16         | 11.95        | 88.22         | 148.99        | 1.7                   | 2.20M  |

TABLE V
COMPARISON RESULTS OF DIFFERENT MODELS ON THE TRANCOS DATASET. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD.

| Model           | GAME0 | GAME1 | GAME2 | GAME3 | Params |
|-----------------|-------|-------|-------|-------|--------|
| CSRNet [14]     | 3.67  | 5.82  | 8.53  | 14.40 | 16.26M |
| COBC [40]       | 3.15  | 5.45  | 8.34  | 15.02 | 14.7M  |
| DensityCNN-H [24] | 3.17 | 4.78  | 6.30  | 8.26  | ≥10M   |
| LSC-CNN [41]    | 4.6   | 5.4   | 6.9   | 8.3   | 20.6M  |
| KDMG [42]       | 3.13  | 4.79  | 6.20  | 8.68  | ≥10M   |
| SKT             | 3.45  | 5.12  | 7.13  | 10.58 | 1.35M  |
| ReviewKD-SKT    | 3.28  | 4.77  | 6.85  | 10.22 | 1.35M  |
| VSKT            | 3.41  | 4.82  | 7.15  | 10.40 | 2.20M  |
| ReviewKD-VSKT   | 3.08  | 4.22  | 6.13  | 9.97  | 2.20M  |

Fig. 6. An overview of heavy crowd counting models equipped with review mechanism.

To demonstrate the effectiveness of the introduced review mechanism when adapted to the heavy crowd counting models, we consider three representative heavy crowd counting models, i.e., BL [1], CSRNet [14] and MCNN [13]. Motivated by the later experiments in Section IV-E1, we also take two rounds of review in the review phase. We compare the performance of these heavy models as well as their counterparts with two rounds of review over the ShanghaiTech Part-B dataset. Experiment results are presented in Table VI. It can be observed from Table VI that the performance of these heavy crowd counting models can be substantially improved by equipping with the introduced review mechanism, and the more improvement can be achieved when adapted to a worse heavy model.

E. Ablation studies

In this subsection, we provide a set of ablation studies to show the effect of some hyperparameters including the rounds of review in the review mechanism and the channel preservation rate (CPR), i.e., $\frac{1}{n}$ in the student network of the VSKT model, as well as the superiority of the use of only hard ground truth as compared to the use of both hard and soft ground truths in the literature [27].

1) On rounds of review: As depicted in Figure 3 there is a hyperparameter, i.e., the number of rounds of review used...
in the review phase. In this subsection, we conduct a set of experiment over the ShanghaiTech Part_B dataset to show the effect of this hyperparameter. In these experiments, we consider two different KD models in the instruction phase, i.e., SKT [27] and VSKT, suggested in this paper, where the teacher networks used for both SKT and VSKT are CSRNet [14], while the student networks of SKT and VSKT are 1/2-CSRNet and 1/4-StuNet, respectively. We use the channel preserving ratio 1/2 as the default value for both student networks in SKT and VSKT mainly motivated by [27] and the later experiments shown in Section IV-E3. For each KD model, we consider four different rounds of review in the review phase, i.e., {1, 2, 3, 4}. The curves of MAE and MSE with respect to the number of rounds of review are respectively depicted in Figure 7(a) and (b).

From Figure 7 it can be observed that the performance of both KD models can be substantially improved by incorporating the review mechanism in terms of both MAE and MSE. Specifically, by Figure 7 the performance of the proposed ReviewKD models with only one round of review is much better that of the associated KD models. It can be also observed from Figure 7 that both ReviewKD models with two rounds of review outperform the associated teacher network, i.e., CSRNet in these experiments. This demonstrates that the introduced review mechanism is feasible to address the capacity gap issue and in particular can break through the limitation of the teacher network in KD models such that the student network can achieve the performance beyond its associated teacher network.

When concerning the effect of the number of rounds of review, we can observe that the performance of both ReviewKD models gets better as the number of rounds of review increasing, and improves a bit when the rounds of review are no more than two, while gains less improvement when the rounds of review are above two. This shows that two rounds of review are in general sufficient in the proposed ReviewKD models for the consideration of both performance and computational cost. Thus, we suggest using two rounds of review in the proposed ReviewKD models in the later experiments.

We also provide some visualization results of ReviewKD with VSKT as the KD model in Figure 8 to show the learned features and estimated density maps during the review phase. From Figure 8(c)-(e) and (h)-(j), the feature as well as the estimated density map becomes more and more accurate as the number of rounds of review increasing. Particularly, for the concerned scene image, the proposed ReviewKD model with two rounds of review yields the exact estimate of the crowd count as shown in Figure 8(j). This also shows the effectiveness of the proposed review mechanism.

When considering the performance of ReviewKD with these two different KD models, it can be observed from Figure 7 that ReviewKD-VSKT generally outperforms ReviewKD-SKT in terms of both MAE and MSE. In particular, the performance of SKT is slightly worse than the teacher network, while the performance of VSKT is better than the teacher network. This shows that the suggested lightweight student network VSKT should reduce the capacity gap between the teacher and student networks and thus yield better performance. Moreover, it can be observed from Figure 1 that the error propagation issue suffered by SKT can be effectively alleviated by the use of the new lightweight student network in VSKT. By Figure 1(a), there is an obscured region by an umbrella in the scene image. Due to such obscuration, the teacher network would make a mistake at this region as shown by Figure 1(c), and propagate it to the student network in SKT as depicted in Figure 1(d), while such mistake can be effectively avoided by the suggested VSKT as shown in Figure 1(e), through introducing a new lightweight student network constructed from the well-known MobileNetV2 instead of the associated teacher network and only using the hard ground truth as the supervisory information.

![Fig. 7. The influence of the number of rounds of review in the review phase over ShanghaiTech Part_B dataset.](image)

## Table VI

| Model         | MAE  | MSE  | Params |
|---------------|------|------|--------|
| BL + Review   | 5.88 | 12.77| 21.50M |
| BL + Review   | 5.09 | 12.22| 21.50M |
| CSRNet + Review | 10.23 | 16.30 | 16.26M |
| CSRNet + Review | 8.63  | 14.15 | 16.26M |
| MCNN + Review | 25.20 | 41.80 | 0.13M  |
| MCNN + Review | 18.30 | 29.00 | 0.13M  |

## Table VII

| Model       | Part_A | Part_B | Part_A | Part_B |
|-------------|--------|--------|--------|--------|
|              | MAE    | MSE    | MAE    | MSE    |
| Hard + Soft | 6.91   | 11.11  | 10.10  | 16.36  |
| Hard        | 6.33   | 10.87  | 8.99   | 13.39  |

2) Hard vs. hard+soft ground truths: As analyzed in Section III-B and shown in Figure 1 the soft ground truth as the output of the decoder of the teacher network may contain some errors. When the soft ground truth is used as the supervisory information for inference, these errors made by the teacher network may propagate to the student network, resulting in the performance degradation of the student network. Thus, as described in Section III we only use the hard ground truth in the suggested VSKT model as the supervisory information.
for the final inference, instead of both soft and hard ground truths used in SKT [27]. To verify this, we conduct several experiments over ShanghaiTech Part_A and Part_B datasets. Specifically, in these experiments, we consider the proposed ReviewKD-VSKT model (where the teacher and student networks are respectively CSRNet and $\frac{1}{4}$-StuNet presented in Table I and two rounds of review are used) and its variant with both soft and hard ground truths as similarly done in SKT, that is, the decoder layer in the teacher network is also kept in the variant as the supervisory information. Experiment results are presented in Table VII. From Table VII, the performance of the proposed model using only the hard ground truth as the supervisory information is better than that of its variant with both soft and hard ground truths as the supervisory information, mainly due to the avoidance of errors in the soft ground truth by getting rid of it at the inference stage.

3) On channel preservation rate in student network: The choice of the channel preservation rate (CPR), i.e., $\frac{1}{n}$, plays an important role in the tradeoff between performance and scale of the student network. To determine $n$, we conduct a series of experiments over ShanghaiTech Part_B dataset to show the influence of CPR. Specifically, we consider the proposed ReviewKD-VSKT model with two rounds of review as suggested in the previous experiments, and five different CPRs, that is, $\{1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}\}$ for the student network. The experiment results are presented in Table VIII. It can be observed from Table VIII that the proposed ReviewKD-VSKT with the $\frac{1}{4}$-StuNet achieves the optimal tradeoff between performance and scale of the model. As a consequence, we suggest using $\frac{1}{4}$ as the default CPR value in the proposed ReviewKD-VSKT model.

V. CONCLUSION

The capacity gap issue suffered by KD models generally limits their performance in crowd counting. To address this issue, we suggest a novel review mechanism following the KD models, inspired by the review mechanism of human-beings during the study. By leveraging such review mechanism, the performance of KD models can be substantially improved and in particular, the improved performance is generally better than that of the associated teacher networks, as shown by a series of experiments over six benchmark datasets. This demonstrates that the capacity gap issue could be effectively solved by the suggested review mechanism. We also show that the proposed review mechanism can be easily adopted to a kind of encoder-decoder based heavy crowd counting models to boost their performance without adding any additional model parameter. Moreover, we suggest a new variant of SKT model in the instruction phase of the proposed ReviewKD model, aiming to further improve the performance of the SKT model. A future direction is to establish some theoretical understandings on the success of the introduced review mechanism.
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