SOCIAL NETWORKS, COGNITIVE BIASES AND FAKE NEWS: CAN A SIMPLE COMPUTER MODEL EXPLAIN A COMPLEX PHENOMENON?
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Abstract: Misinformation spread by individuals sharing fake news can cause problems in social, economic and democratic systems. The World Economic Forum considers the viral spread of misinformation online to be one of the main threats to our society. While the reasons why people spread misinformation likely haven’t changed in the last millennia, the rise of Internet powered social networks has allowed news to spread rapidly among millions of users, and gave rise to new phenomena such as echo chambers. The question we ask in this paper is whether we can model the dissemination of fake news and the emerging phenomena using relatively simple rules in an agent-based model. We present the current state of research in the field of fake news, the agent-based modelling methodology, and the current state of our model development.
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INTRODUCTION

The viral spread of digital misinformation has become so severe that the World Economic Forum (Tedeneke, 2018) considers it among the main threats to human society. There is worldwide concern over false news and the possibility that it can influence political, economic, and social well-being (Törnberg, 2018). The scale and rapidity of sharing fake news and misinformation are having an impact on democratic processes. False news can drive the misallocation of resources during terror attacks and natural disasters, the misalignment of business investments, and can misinform elections (Vosoughi, Roy, & Aral, 2018)

The spreading of fake news in social networks is a complex social phenomenon. Unfortunately, the study of large-scale social systems is hampered by its subject – in contrast with modelling of problems typically examined in natural sciences, social science problems are much harder to analyse and model, as they involve real human beings. Consequently, it is nearly impossible to build coherent theories that would account for all empirical observations and which all scientists would agree on.

Currently, there is a lack of models explaining the behaviour of individuals spreading fake news, as the past research has been mostly focused on statistical analysis of the spread of individual articles or posts via sharing (retweeting) in social networks. The analysis of large datasets (e.g. 500 million tweets in (Yang & Leskovec, 2010)) can improve our understanding of the macro phenomena via the development of statistical models, which can provide a reference point for the validation of novel micro models of processes behind the current fake
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news phenomena. Such micro models would allow us to develop and test new theories explaining and predicting the fake news phenomena using individual-level rules.

Agent based modelling (ABM) is currently the methodology of choice for the construction of micro models aiming to model the interaction of individual humans. In ABM, the focus is on individual agents, their decision processes, their interaction with other agents, and the effects of that interaction on decision processes. Differences between individuals can be introduced relatively easily, as ABM models operate on the micro abstraction level, with individuals represented as discrete agents. The aim of this paper is therefore to present the current state of research in the field of fake news, ABM methodology, and the current state of our model development.

LITERATURE REVIEW

Social media platforms are often used as effective tools for constructive communication, but they also help disseminate false news (Tedenke, 2018). Known examples of fake news disrupting democratic processes include the 2016 US presidential elections (Bovet & Makse, 2019), the UK Brexit referendum (Himma-Kadakas, 2017), 2019 European elections (Marianna Spring and Lucy Webster, 2019), and the 2018 Brazil election (Paraguassu, 2020; Trevisani & Seetharaman, 2018).

The paradigm of direct production of uncurated content and its uncritical consumption on online social media fosters the formation of homogeneous communities (echo-chambers) around specific worldviews, and has been demonstrated as a breeding ground for the creation and diffusion of fake news (Zollo et al., 2015). It seems that fake news become rife in times of crisis, as people seek simple explanations for complex truths and scapegoats, as evident in the ongoing Covid-19 pandemic (Hartley & Vu, 2020; Orso, Federici, Copetti, Vetrugno, & Bove, 2020). Furthermore, fake news 'factories' and 'troll farms' seem to have become a common weapon in psychological warfare used by state actors as well as a tool to generate web traffic and thus profit (Gorrell et al., 2019; Linvill & Warren, 2018) (Linvill & Warren, 2018).

Humans are biased in perceiving and understanding a semantic content. A person can verify grammatical correctness of a sentence faster if the subject matches his pre-existing opinion and can understand a sentence faster based on hierarchical structure of the content in brain (Collins & Quillian, 1969; Gilead, Sela, & Maril, 2018). In addition, an individual weakness, such as lack of analytical thinking, can result in significant inaccuracy in generating content and detecting fake content distributed in social networks (Pennycook & Rand, 2017). A recent study has shown that humans are extremely naive in distinguishing content generated by other humans from those by bots (Shao et al., 2017).

While all persons potentially succumb to cognitive biases, regardless of their political persuasion (Pelly, 2017; Tait, 2017), there is evidence that the political bias and demographic factors significantly influence individuals response to fake news and thus their dissemination of fake news (Bovet & Makse, 2019; Guess, Nyhan, & Reifler, 2018; Poynter Institute, 2018; Silverman & Alexander, 2016) (Tait, 2017; Silverman and Lawrence, 2016; Hern, 2018; Guess et al., 2018; Poynter Institute, 2018). The polls conducted during Brexit also show a stronger response to pro-Brexit propaganda, which focused on the immigration issues (“take control of our borders”) in districts with an older age profile, lower proportions of residents educated to the equivalent of a degree, lower median earnings and lower proportions employed in highly skilled occupations (Gunther, Nisbet, & Beck, 2018; Waldherr & Wijermans, 2013). Work of
Goyanes and Lavin (Goyanes & Lavin, 2018) further sheds light on the demographic factors and situational predictors that influence the probability to share political fake news through social media platforms.

**METHODOLOGY**

**Agent based modelling in social psychology**

The key properties of the multi-agent approach according to Smith and Conrey (Smith & Conrey, 2007) are as follows. First, agents are autonomous. Second, agents are interdependent. Third, agents in these models follow extremely simple rules. One frequent goal of ABM is to identify the simplest and best supported assumptions about individual agent behaviour (such as the motive to seek the most attractive partner) that will generate the overall pattern or outcome of interest. Agent-based models can be used to study the sensitivity of a system to path dependence, and to explore perturbations to social organization at various stages of group processes (Smaldino, Calanchini, & Pickett, 2015). While the concept of agent-based modelling is easy to grasp, defining an agent-based model is not an easy task. Common mistakes in ABM based research include the integration of too many features and the choice of the parameters. The results of models are often criticized for being either trivial (too much abstraction) or, on the other hand, too complex (insufficient abstraction) and therefore probably wrong because of their surprising results (Waldherr & Wijermans, 2013). Getting the level of abstraction right is therefore of paramount importance. It goes without saying that the modeller must have a good understanding of the problem or system that is being modelled, but a less obvious requirement for selecting the appropriate level of abstraction is a well-defined hypothesis. The hypothesis defines the goals of modelling and thus informs the selection of model variables, their level of detail (=abstraction) and the scenarios to be simulated.

Experiments in social psychology have to navigate the thin line between an experimental setup that mimics real-world situations at the risk of complicating later data analysis, and an over-controlled environment trying to eliminate all potentially interfering variables. In ABMs, we can create the experimental environment containing the exact amount of detail needed. However, a strong bias towards simplicity should be adopted, as overly complicated models are more difficult to analyse, and the number of model parameters can be prohibitive due to the dimensionality of the space of possible parameter settings, which can become too large to be searched efficiently (Eberlen, Scholz, & Gagliolo, 2017). Conte and Paolucci (Conte & Paolucci, 2014) offer a similar view, and advise that model designer should strive to create a model system that captures the aspects of the real-world system in which she is interested, with enough complexity to create a credible analogy between the model and real world systems, but otherwise as simple as possible so as to maximize generalizability and minimize obscuring artefacts.

**CURRENT STATE OF RESEARCH**

While the development of a complex human actor model may be unfeasible due to the complexities of human psyche, we aim to model the fake news dissemination processes with sufficient accuracy by leaning on a main premise of complex adaptive systems research and agent based modelling (ABM) in social systems: complex phenomena emerges from the interplay of a large number of autonomous actors employing a set of simple rules. An individual will be modelled from the aspect of an agent in the news dissemination process, and its decision-making model is to integrate representations of the relevant cognitive biases.
The current version of the model allows us to adjust the number of individual agents, and adjust the parameters governing the behaviour of the “news consumer” agents and several sources of legitimate and fake news (messages). Agent parameters include political partisanism (propensity to forward authentic messages supporting the favoured faction), naivety (likelihood to accept a false message as authentic), ratio of fake/authentic messages and frequency of message generation per news source, processing time for fake and authentic news per agent, and the impact of a false message (affecting likelihood for it to be forwarded).

The model also allows us to adjust network type and layout during a simulation run. Available network layouts include arranged, random, and spring-weight, and network types distance-based and scale-free (Barabási & Bonabeau, 2003). The simulation interface with animation of agent communication is shown in Figure 1, while Figure 2 shows that nonlinear behaviour can appear even in the relatively simple current version of the model. News consumer agents are represented as circles and are divided among two factions (political options) A and B. There are two news source agents, represented as cloud icons, and each news source generates messages supporting a single faction. Colours are used to represent the political factions, state of agents (receiving/forwarding messages) and the authenticity of messages received or forwarded. Agent size is adjusted to indicate the number of their connections (links to other agents). Simulation experiment interface is shown on Figure 1. The current value of experiment parameters is shown in the top left, while the charts display the dynamics in the model, such as number of legitimate and fake messages received and forwarded by news consumer agents of factions A and B and the rate of message forwarding per adjustable time period. The agents, their state, network layout and connections are shown on the right.

Figure 1. Simulation interface within the current model prototype
The charts in Figure 2 display the linear increase of the cumulative number of received and forwarded messages, with visible aberrations appearing between agent factions despite the equal number of agents per faction and the same values of agent parameters. This indicates that even a relatively simple model, containing only linear dependencies between variables can produce unpredictable, nonlinear and even counterintuitive behaviour under the right circumstances, such as network congestion.

**Figure 2.** Observed nonlinear behaviour within the current model prototype

We must note that the experiment results do not yet correspond to real world data, as the model is still under development and not yet calibrated with empirical data. The model’s value in current state is in generating insight and new ideas for its further development.

**CONCLUSION**

The current version of the fake news dissemination model allows use to vary the agent behaviour parameters, news generation and processing parameters as well as agent network type and layout in order to examine the influence of these parameters on the dynamics of message diffusion as well as visualize the diffusion of messages through the network. We have so far noticed that the increased frequency of messages can produce non-linear behaviour through network congestion. The development of the model prototype will utilize the findings from previous studies and literature review. Calibration, verification and validation of the model will be carried out using the rules identified through secondary sources and available databases of social network (e.g. Twitter, Facebook) and news website data. Originality and innovation of the planned simulation model is in the focus on the mechanisms at the level of individuals, which result in complex social dynamics present in the fake news phenomenon. We will use ABM to model and test new theories based on existing fake news research. The fake news phenomenon is a very relevant area of research, with a major potential scientific and applied impact. As the subject of our research is interdisciplinary, we are looking to cooperate with researchers from the field of network analysis, psychology and social psychology.
ACKNOWLEDGMENT

Research supported by the Slovenian Research Agency (programme No. P1-0383, Complex networks).

REFERENCES

Barabási, A. L., & Bonabeau, E. (2003). Scale-free networks. *Scientific American*, 288(5), 60–69. https://doi.org/10.1038/scientificamerican0503-60

Bovet, A., & Makse, H. A. (2019). Influence of fake news in Twitter during the 2016 US presidential election. *Nature Communications*, 10(1), 7. https://doi.org/10.1038/s41467-018-07761-2

Collins, A. M., & Quillian, M. R. (1969). Retrieval time from semantic memory. *Journal of Verbal Learning and Verbal Behavior*, 8(2), 240–247. https://doi.org/10.1016/S0022-5371(69)80069-1

Conte, R., & Paolucci, M. (2014). On agent-based modeling and computational social science. *Frontiers in Psychology*, 5(JUL), 668. https://doi.org/10.3389/fpsyg.2014.00668

Eberlen, J., Scholz, G., & Gagliolo, M. (2017). Simulate this! An Introduction to Agent-Based Models and their Power to Improve your Research Practice. *International Review of Social Psychology*, 30(1), 149. https://doi.org/10.5334/irsp.115

Gilead, M., Sela, M., & Maril, A. (2018, April 4). That’s My Truth: Evidence for Involuntary Opinion Confirmation. *Social Psychological and Personality Science*, p. 194855061876230. https://doi.org/10.1177/1948550618762300

Gorrell, G., Bakir, M. E., Roberts, I., Greenwood, M. A., Iavarone, B., & Bontcheva, K. (2019). *Partisanship, Propaganda and Post-Truth Politics: Quantifying Impact in Online Debate*. Retrieved from https://www.researchgate.net/publication/330898845_Partisanship_Propaganda_and_Post-Truth_Politics_Quantifying_Impact_in_Online

Goyanes, M., & Lavin, A. (2018). The Sociology of Fake News. Factors affecting the probability of sharing political fake news online. In *Media and Communications*. https://doi.org/10.2307/3331474

Guess, A., Nyhan, B., & Reifler, J. (2018). *Selective Exposure to Misinformation: Evidence from the consumption of fake news during the 2016 U.S. presidential campaign*. Retrieved from http://www.dartmouth.edu/~nyhan/fake-news-2016.pdf

Gunther, R., Nisbet, E. C., & Beck, P. (2018). Trump may owe his 2016 victory to ‘fake news’,’ new study suggests. Retrieved November 10, 2020, from The Conversation website: https://theconversation.com/trump-may-owe-his-2016-victory-to-fake-news-new-study-suggests-91538

Hartley, K., & Vu, M. K. (2020). Fighting fake news in the COVID-19 era: policy insights from an equilibrium model. *Policy Sciences*, 53(4), 735–758. https://doi.org/10.1007/s11107-020-09405-z

Himma-Kadakas, M. (2017). Alternative facts and fake news entering journalistic content production cycle. *Cosmopolitan Civil Societies: An Interdisciplinary Journal*, 9(2), 25. https://doi.org/10.5130/ccs.v9i2.5469

Linvill, D. L., & Warren, P. L. (2018). *Troll Factories: The Internet Research Agency and State-Sponsored Agenda Building*. Retrieved from https://www.rcmediafreedom.eu/Publications/Academic-sources/Troll-Factories-The-Internet-Research-Agency-and-State-Sponsored-Agenda-Building

Marianna Spring and Lucy Webster. (2019). European elections: How disinformation spread in Facebook groups. *BBC NEWS*. Retrieved from https://www.bbc.com/news/blogs-
trending-48356351
Orso, D., Federici, N., Copetti, R., Vetrugno, L., & Bove, T. (2020). Infodemic and the spread of fake news in the COVID-19-era. European Journal of Emergency Medicine, pp. 327–328. https://doi.org/10.1097/MEJ.0000000000000713
Paraguassu, L. (2020). Brazil finalizing bill to target financiers of “fake news” attacks. Retrieved November 11, 2020, from Reuters website: https://in.reuters.com/article/us-brazil-politics-maia/brazil-finalizing-bill-to-target-financiers-of-fake-news-attacks-idUSKBKN25ZZG5
Pelly, S. (2017). How fake news becomes a popular, trending topic - CBS News. Retrieved January 23, 2019, from CBS News website: https://www.cbsnews.com/news/how-fake-news-find-your-social-media-feeds/
Pennycook, G., & Rand, D. G. (2017). Who falls for fake news? The roles of bullshit receptivity, overclaiming, familiarity, and analytic thinking. In SSRN. https://doi.org/10.2139/ssrn.3023545
Poynter Institute. (2018). Fake news and fact-checking websites both reach about a quarter of the population – but not the same quarter. Retrieved March 10, 2018, from https://www.poynter.org/fact-checking-research-database/fake-news-and-fact-checking-websites-both-reach-about-quarter
Shao, C., Ciampaglia, G. L., Varol, O., Yang, K., Flammini, A., & Menczer, F. (2017). The spread of fake news by social bots. Undefined, 1–16. https://doi.org/1707.07592
Silverman, C., & Alexander, L. (2016). How Teens In The Balkans Are Dupering Trump Supporters With Fake News. Retrieved January 23, 2019, from BuzzFeed News website: https://www.buzzfeednews.com/article/craig silverman/how-macedonia-became-a-global-hub-for-pro-trump-misinfo
Smaldino, P. E., Calanchini, J., & Pickett, C. L. (2015). Theory development with agent-based models. Organizational Psychology Review, 5(4), 300–317. https://doi.org/10.1177/2041386614546944
Smith, E. R., & Conrey, F. R. (2007). Agent-based modeling: A new approach for theory building in social psychology. Personality and Social Psychology Review, 11(1), 87–104. https://doi.org/10.1177/1088868306294789
Tait, A. (2017, February 11). Fake news is a problem for the left, too. New Statesman. Retrieved from https://www.newstatesman.com/politics/media/2017/02/fake-news-problem-left-too
Tchedeneke, A. (2018). Fake News Poses a Threat to Democracies across Latin America and Worldwide &gt; Press releases | World Economic Forum. Retrieved January 23, 2019, from World Economic Forum website: https://www.weforum.org/press/2018/03/fake-news-poses-a-threat-to-democracies-across-latin-america-and-worldwide/
Törnberg, P. (2018). Echo chambers and viral misinformation: Modeling fake news as complex contagion. PLoS ONE, 13(9), e0203958. https://doi.org/10.1371/journal.pone.0203958
Trevisani, P., & Seetharaman, D. (2018). In Brazil Vote, Misinformation Spreads on Social Media Despite Efforts to Stop It. Wall Street Journal. Retrieved from https://www.wsj.com/articles/in-brazil-vote-fake-news-spreads-on-social-media-despite-efforts-to-stop-it-1540566295
Vosoughi, S., Roy, D., & Aral, S. (2018). The spread of true and false news online. Science, 359(6380), 1146–1151. https://doi.org/10.1126/science.aap9559
Waldherr, A., & Wijermans, N. (2013). Communicating social simulation models to sceptical minds. JASSS, 16(4). https://doi.org/10.18564/jasss.2247
Yang, J., & Leskovec, J. (2010). Modeling information diffusion in implicit networks. Proceedings - IEEE International Conference on Data Mining, ICDM, 599–608. https://doi.org/10.1109/ICDM.2010.22
Zollo, F., Novak, P. K., Del Vicario, M., Bessi, A., Mozetič, I., Scala, A., … Preis, T. (2015). Emotional dynamics in the age of misinformation. *PLoS ONE, 10*(9), e0138740. https://doi.org/10.1371/journal.pone.0138740