1. Introduction

Information security, reliability of data transfer are today an important component of the globalization of information technology. Therefore, the proposed work is devoted to highlighting the results of the design and development of a hacking-resistant algorithm to ensure the integrity of information transfer via digital technology and computer engineering. To solve such problems, cryptographic hashing functions are used. In particular, elements of deterministic Chaos were introduced into the developed cyclic hashing algorithm. The investigation analyzes in detail the strengths and weaknesses of known hashing algorithms. They are shown to have disadvantages. The main ones are a large number of matches (Hamming (x, y) and the presence of a weak avalanche effect, which lead to a significant decrease in the reliability of the algorithm for hacking. The designed hashing algorithm uses an iterative Merkle-Damgard structure, augmented by the input message to a length multiple of 32 bits. Processing in blocks of 128-bit uses cellular automata with mixed rules of 30, 105 and 90, 150 and takes into account the dependence of the generation of the initial vector on the incoming message. This allows half of the 10,000 pairs of arbitrary messages to have an inverse Hamming distance of 0 to 2. The proposed algorithm is four times slower than the well-known family of ‘secure hash algorithms’. However, computation speed is not a critical requirement for a hash function. Decreasing the sensitivity to the avalanche effect allows the generation time to be approximately halved. Optimized of the algorithm, as well as its testing was carried out using new technologies of the Java programming language (version 15). Suggestions and recommendations for improving this approach to data hashing are given also.
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2. Analysis of literature data and problem statement

A cryptographic hash function, often referred to simply as a hash, is a mathematical algorithm that converts an arbitrary array of data into a fixed-length string of letters and numbers. Moreover, provided that the same type of hash is used, this length will remain unchanged, regardless of the amount of input data. The hash function can be cryptographically strong only if the main requirements are satisfied. Resistance to recovery of hashed data and resistance to collisions, that is, the formation of two identical hash values from two different data arrays. Interestingly, none of the existing hashing algorithms formally falls under these requirements, since finding the inverse of the hash value is only a matter of computing power. In fact, in the case of some particularly advanced algorithms, this process can take unreasonable time consumption.

Accordingly, the development of new hashing algorithms is an urgent task in software engineering.
In Ukraine, as in most countries of the world, there are rules for information security in the banking system. They are regulated by the decree of September 28, 2017 No. 95 [6], which requires the use of hashing security algorithms SHA-224, SHA-256, SHA-384, SHA-512, “Kupina”, or more crypto-resistant. Similar requirements are formulated in DSTU 7564:2014 [7].

However, as mentioned in [8, 9], these algorithms have a number of disadvantages. Their improvement occurs in different ways.

In particular, in [8], to overcome the shortcomings of hashing algorithms of the SHA families, a specialized hash function is proposed that accepts 512-bit message blocks and generates a 256-bit hash value. The random signed sequence is added as an additional input to the hash compression function.

The authors of [9] have improved the throughput of the SHA3 hash algorithm by reducing the number of clock cycles required to obtain the hash value. However, a decrease in the maximum frequency was observed.

Chaos theory [10] is used in the creation of new hashing algorithms, which is applied in several stages to encrypt images. This algorithm performs bitwise encryption using the SHA-1 hashing algorithm.

An information block can be divided into several subblocks by means of a fixed division, as suggested in [11]. This uses the SIFT operator to retrieve information about the characteristics of key points in subblocks. Similarly, using the compilation policy by the data distribution method for the IMC implementation of the Keccak hash algorithm (SHA), the algorithm performance is increased by more than 70% [12], which indicates the effectiveness of such a method.

Analysis of a computational collision problem using a hash algorithm based on a chaotic map using message expansion and aggregation operation, which increases the sensitivity between messages and hash values, which helps to reduce the probability of conflicts [13].

To improve the security of the hash sequence during image processing, a fractional order mapping and chaotic scrambling are constructed to encrypt the eigenvector, and the image information is confirmed by the Hamming distance [14].

In [15], an implementation of a message authentication code using a random initial sequence of a linear congruential generator is presented. The applied hashing algorithm proved to be more reliable due to the increased complexity of the traditional SHA-160. This scheme has proven to be effective and applicable for a variety of environments with high security requirements [5].

Data protection in web applications is implemented with the MD5 hash function, which provides the function and form of password encryption. It, like the hashing algorithms of the SHA families, has problems in the form of a collision (coincidence) attack. It can have the same hash value for two different input messages, which is unacceptable from a data security point of view. Improving the reliability in this case is proposed using the SHA 512 algorithm [16]. Risk mitigation is provided by a new hash function that modifies the code to recover the system and test the implementation. Penetration testing was performed on a User Entry Test (UAT). The UAT result shows an agreement of 86.00%.

A combined method of data protection is also used, which consists in using the features of the processor design and a set of instructions and rules for a particular application. In particular, in [17], it is proposed to combine the features of the operation of a specialized integrated circuit and digital signal processing – for the hashing algorithm RIPEMD-160, a specialized configuration of registers and an instruction set architecture are formed. It includes 12 special and 35 general instructions. Despite the cumbersomeness of the method, its tests show that its performance exceeds that of analogs.

So, the analysis of literature data [4–17] allows to state the following.

Known hashing algorithms (SHA family, MD, etc.) have disadvantages. The main ones are a large number of coincidences (small Hamming distance) between hash images of similar input data and the presence of weak avalanche effect, which lead to a significant decrease in the reliability of the algorithm for cracking.

Let’s formulate the requirements for the hash function [18]:
1. Determinism: the same messages with the same input conditions always lead to the same hash image.
2. The impossibility of reproducing a preimage from a known hash image.
3. The impossibility of finding two arbitrary messages within a reasonable time, giving the same hash-image (Collision of the 1st kind).
4. The impossibility of finding (in a reasonable time) for a given message another arbitrary message giving the same values of the hash image (collision of the second kind).
5. Effective avalanche effect: a change in one bit of an incoming message should lead to a change in at least half of the bits of the hash image [19].

Most traditional hashing systems are based on cyclical algorithms, in which a sequence of operations is repeated, the algorithmic sequence is known and open. This can lead to the fact that, by analyzing a large series of data, some patterns can be generalized, which will lead to an unacceptable decrease in cryptographic strength. The stability of such systems depends only on the computing power of the cryptanalyst.

### 3. The aim and objectives of research

The aim of research is to find a way to increase the sensitivity to the avalanche effect of the data hashing algorithm based on cellular automata by introducing elements of deterministic Chaos into the cyclic algorithm.

To achieve the aim, the following objectives were set:
- develop an algorithm for splitting the original message into blocks;
- develop an initializing block – an input vector using the theory of cellular automata;
- develop an algorithm for cyclic compression of text by blocks;
- create transformation functions using a one-dimensional cellular automaton;
- check the avalanche effect of the developed hash function.

### 4. Materials and research methods

The algorithm for achieving this goal is based on the use of the principles of generating unpredictability, which is based on the theory of Chaos.

Cellular automata (CA) are one of the examples of simple chaotic systems [20]. A cellular automaton consists of cells
that have a strictly defined state, and can change it discretionally depending on their state and the state of neighboring cells. How their state will change is determined by the rules (transition functions). Depending on them, the state of the cells can vary greatly depending on the initial conditions.

To implement the algorithm, the iterative structure of the Merkle–Damgård [21] was chosen as a basis. Its content provides for splitting an incoming message of arbitrary length into blocks of a specific length, and then working with them using the compression function \( f \). This function takes 2 arrays of the same size as input, and generates a third array of the same size.

As input parameters, as a rule, the message block itself and the hash image of the previous step are used. The main advantage of this structure is that if the compression function is collision resistant, then the entire hash function will be stable [21].

One-dimensional cellular automata [9], including 30, 90, 105 and 150 rules, were used as a simple chaos generator. With their help, new mixed rules were built, which were subsequently used for the compression function and the generation of the input vector. These rules were chosen because of their investigated and proven chaotic properties. All of them belong to the 3rd class of rules, which are considered chaotic [23].

With the help of CA cellular automata, new mixed rules were developed, which were subsequently used for the compression function and the generation of the input vector. The chaotic properties of the CA made it possible to introduce an element of uncertainty into the cyclic algorithm.

### 5. Research results of the developed hash function algorithm based on cellular automata and chaos theory

#### 5.1. Development of an algorithm for splitting the original message into blocks

Processing a message of arbitrary length to the desired length (multiple of 512 bits) is performed similarly to MD5 and SHA-1 algorithms. Then, in accordance with the illustration of the text splitting model using the example of the phrase “Hello, world!” shown in Fig. 1 is appended to the end of the message with such a block of zeros so that the length of the last message is 448. This addition makes it possible to add the original message into blocks

```
\text{Hello, world!} \rightarrow 104 \text{ bit}
```

```
\begin{array}{c|c|c|c}
104 & 343 & 64 & 512 \text{ bit} \\
\hline
01001000 & 01100101,01101100 & 0000 10\ldots000000 & 00100001
\end{array}
```

This padding will occur in any case, even if the original message was 448 bits long.

#### 5.2. Development of an initialization block - an input vector using the theory of cellular automata

In the well-known, widely used algorithms (SHA MD5), the input vector is formed as a sum of 64 bits at the beginning and at the end of the message, which, from the point of view of chaos theory, gives a weak avalanche effect. Namely, a change in the message by one bit gives a change in the input vector by a maximum of one bit. Therefore, to increase the sensitivity to the avalanche effect, the algorithm for obtaining the input vector should be improved.

The mathematical model describing the quality of sensitivity to the avalanche effect (avalanche criterion) is based on the bit independence criterion, according to which when one input bit changes, any two output bits change independently of each other [24].

The function \( f: \{0,1\}^k \) satisfies the bit independence criterion if for any \( i, j, k \in \{1,2, \ldots,n\} \), where \( j \neq k \), inverting the bit at the input causes the \( j \) and \( k \)-th components of the output vector for the modified \( i \)-th component of the input vector.

\[
BIC = \max_{i\in\text{blocks}_{jk}} = BIC(\alpha_i, \alpha_j) .
\]

This parameter demonstrates how well the function \( f \) satisfies the bit independence criterion. It takes values in the interval \([0, 1]\), and in the best case is equal to 0, then it is possible to talk about complete independence, in the worst case 1, when there is a complete dependence.

In the proposed algorithm, the dependence of the output byte from the input one has a pseudo-chaotic nature according to the definition of a chaotic group of cellular automata. Thus, for one iteration, the BIC correlation coefficient is 0.5. For 128 iterations, this coefficient will be equal to

\[
BIC(\alpha_i, \alpha_j) = (0.5)^{256} \rightarrow 0.
\]

Modern hashing algorithms provide a correlation coefficient of 0.5. That is, when hashing two identical strings that differ by 1 bit, approximately half (0.5) bytes will be the same.

In the case of the proposed algorithm, the matches are practically independent. This means that by controlling the number of iterations, the sensitivity of the algorithm to the avalanche effect can be increased to almost maximum value. At the same time, resource costs increase significantly. On the other hand, by reducing the number of iterations, an optimal level of correlation between the speed and sensitivity of the algorithm to the avalanche effect can be achieved.

Since the compression function requires 2 arrays at the input, and at the first stage, there is still no hash array from the previous step, the input vector is used instead. The block diagram of the formation of the input vector is shown in Fig. 2.

\( M_0 \) – incoming message with length \( n \) bits. The incoming message is padded with zero bytes so that its length is a multiple of 512, and then used as a data source for the vector. The first 64 and last 64 bits are taken from the padded incoming message and combined into a 128-bit array. Using the resulting key as the initial state of the cellular automaton, mixed rules 30 and 105 are applied to it, so that rule 30 applies to all odd cells, and 105 applies to even cells. As a result of 128 iterations, a 128-bit block is obtained, which will be used together with the first block of text for the compression function.
5.3. Development of an algorithm for cyclic compression of text by blocks

The text is padded to a multiple of 512 and splitted into blocks of 512 bits. Each such block is divided into sub-blocks of 128 bits.

The compression function, in a specific implementation of the algorithm, “compresses” 128 bits of the M_0 message and the hash sum of the previous block \(h_{i-1}\) into a new hash of 128 bits. It consists of two stages: direct compression with the hash of the previous (cyclically shifted) block, and the transformation function using a cellular automaton with 90 and 150 rules [25–27].

The result of the compression function will be a 128-bit block, which is the key for the next block of text. Fig. 3 shows the hashing algorithm \(M_1\) (the first 512 bits) of the message block.

Rule 90 is applied to the entire array, then rule 150 is applied to the result. Let’s repeat the operation 64 times. As a result, a 128x128 matrix is obtained, the diagonal of which is the HASH function \(h1\). In this case, large computing power is used. However, this disadvantage is compensated for by the expected high sensitivity to avalanche effect. As mentioned above, the algorithm uses the rules of cellular automata belonging to the 3\(^{rd}\) class of rules, which are considered chaotic [9, 23]. Their randomness, in turn, should provide a high sensitivity of the algorithm to the avalanche effect.

Compression of a block with a hash is provided according to formula (1) [20], which is widely used in the theory of cellular automata, but was not used earlier to form the initial vector:

\[
C_i = M_0 \oplus h_{i-1} \ll S_0, \quad (1)
\]

where \(C_i\) – compressed part of input message \(M_i\);
\(h_{i-1}\) – hash-image of the previous block;
\(S_0\) – cyclic bitwise shift depending on \(k\);
\(k\) – number of 128 bit sub-block in 512-bit block;
\(S_i = (7, 12, 17, 22)\).

All text is split into blocks of 512 bits. These blocks are split into 4 more sub-blocks of 128 bits each. For each of these 4 blocks, let’s apply a cyclic left shift. That is, for the first block \(S_1 = 7\), for the second \(S_2 = 12\), for the third \(S_3 = 17\) for the fourth \(S_4 = 22\), according to the fact that \(S_i = (7, 12, 17, 22)\).

In this case, a shift vector from the well-known MD5 hashing algorithm is used. If necessary, it can be replaced with another one optimized for the avalanche effect, and, in principle, generally be an input element of the hashing procedure, if it is used as a library, which often happens.

After executing this function, a 128-bit compressed hash image is obtained. The next step is to apply the transform function.

5.4. Creating a transformation function using a one-dimensional cellular automaton

For it, a one-dimensional cellular automaton was chosen, which is subject to rules 90 and 150, since this pair has the best chaotic characteristics [21]. The rules are applied step by step. First, rule 90 is applied to the original 128-bit array. In the next step, rule 150 is applied to the result. And so in turn 128 steps, which means that each rule is applied 64 times. In Fig. 4 shows a diagram of the execution of the function of transforming a compressed block in 128 bits.
Let’s chose just such a set of rules and their combinations, since this pair showed the least number of collisions with this application. All possible pairs of rules (30, 90, 105, 150) [28] were experimentally tested, and it was confirmed that using (90, 150) mixing “vertically” not a single collision was found on all 8 and 16 bit numbers. This means that each number turned into some other unique number.

As a result, a 128×128 matrix is obtained, where the vertical representations of the transformation results for each of the 128 steps. Even lines are the result of rule 90, odd lines are the result of rule 150.

The resulting row (128-bit block) is not the last 128th row, but the main diagonal of the matrix. This block will be transferred to the next 128-bit block for compression. It is converted from binary to hexadecimal and the result is a 32 byte hash sum.

\[
\begin{array}{c}
C_i \\
A_1 \\
A_2 \\
A_3 \\
A_4 \\
A_{126}
\end{array}
\begin{array}{c}
01001011.....10011 \quad 150 \text{rule} \\
1100001.....00100 \quad 90 \text{rule} \\
00111100.....111100 \quad 150 \text{rule} \\
1110001.....010100 \quad 90 \text{rule} \\
1000011.....1100000 \quad 150 \text{rule} \\
1001001.....001001 \quad 90 \text{rule}
\end{array}
\]

128 times alternating. Once Rule 150, the second time Rule 90

Fig. 4. Diagram of the transformation function of a compressed 128-bit block

By itself, the use of cellular automata of the “chaotic group” greatly complicates the derivation of the preimage from the result. The use of cellular automata of a chaotic group for 128 iterations significantly complicates the derivation of the preimage from the final hash-image [28].

Thus, the use of cellular automata of a chaotic group makes it difficult to quickly recover the original text from the hash image, since it is difficult to catch the pattern of creating a hash function from the original. However, this increases the computing power, which can be reduced by decreasing the number of iterations and possibly reducing the sensitivity to the avalanche effect.

In each specific case of using this algorithm, the user can smoothly optimize the ratio between resource consumption and sensitivity to the avalanche effect by varying the number of iterations.

5. Testing the avalanche effect of the developed hash function

The avalanche effect is a mandatory property of cryptographic hash functions, reflecting the idea of a high degree of nonlinearity: a slight change in the input (flipping one bit) produces a significant change in the output (about half of the bytes have changed). Usually, if function \( f \) has an avalanche effect, then the Hamming distance between two strings that differ by one bit (byte) is no more than half the length of the output string.

Mathematically, hash function \( F : \{0, 1\}^m \rightarrow \{0, 1\}^n \) has an avalanche effect, if:

\[
\text{Hamming}(x, y) = 1,
\]

\[
\Rightarrow \text{Hamming}(F(x), F(y)) = n/2,
\]

where \( \text{Hamming}(x, y) \) denotes the Hamming distance between two n-bit blocks \( x \) and \( y \), that is, the number of matches.

The results were obtained from an experiment according to the following algorithm.

In the famous phrase “Hello, world!” in each iteration of the processing cycle, one of the 13 composite bytes was randomly selected and increased by 1 (incremented). The hash image of the resulting string was calculated and compared with the hash image of the previous string. The length of the output hash image was 32 bits, that is, the required average Hamming value for these pairs is 16. This means that about half of the bytes should change their value when one byte in the input message changes. In this case, Hamming Distance is equal to the inverse Hamming distance.

The experiment was of an evaluative nature. For a more complete experiment, in the future, strings of 512 bytes and the number of pairs of 1 million will be used.

In Fig. 5 schematically shows the results of checking the avalanche effect of the considered hash function. Distance is inverse to Hamming distance – Hamming\(^{-1}\) denotes the number of matches in two blocks of the same length.

\[
\text{Hamming}^{-1}(x, y) = \text{length}(x) - \text{Hamming}(x, y).
\]

That is, if the strings do not match in any of the characters, then \( \text{Hamming}^{-1} = 0 \). And if they have matched 1 byte, then \( \text{Hamming}^{-1} = 1 \).

For verification, a set of 10,000 pairs \( \{M_i, M'_i\} \) of arbitrary messages was created, such that \( \text{Hamming}(M_i, M'_i) = 1 \), that is, the lines differed by one byte.

The test was carried out using a bench developed by the authors based on the new Java 11 methods.

The test results are shown below in Table 1.

![Fig. 5. The obtained distribution of coincidences between hashes of random messages and hashes of their one-bit changes](image-url)
The results obtained during the development of the hash function algorithm based on cellular automata and chaos theory, namely, the high sensitivity of the algorithm to the avalanche effect, illustrated in Fig. 5, 6 and in Table 2 is explained, first of all, by an increase in the computation time. The proposed algorithm works four times slower than the well-known SHA family. Nevertheless, the hashing process in the general information processing algorithm (receiving, primary processing, packing, sending, unpacking, verifying, etc.) takes relatively little time resources, then it is possible to assume that the performance requirements should not be critical. Security depends on time, that is, the safer option will take relatively little time resources, then it is possible to assume that the performance requirements should not be critical. Security depends on time, that is, the safer option will take approximately halved.

In the proposed algorithm, the original message is divided into blocks, just as it was done in [8]. Similarly to [10, 13], the algorithm uses chaos theory. New in the proposed algorithm, as shown in Fig. 2, is the compression of a block with a hash and the formation of an input vector using the theory of cellular automata. In particular - in blocks of 128-bit with mixed rules CA 30, 105 and 90, 150, taking into account the dependence of the generation of the initial vector on the incoming message.

In algorithms like SHA, MD5, the input vector is formed as the sum of 64 bits at the beginning and at the end of the message. In this case, a change in the message by one bit gives a change in the input vector by a maximum of one bit. In the case of the proposed algorithm, increasing the sensitivity to the avalanche effect is achieved by improving the algorithm for obtaining the input vector.

The algorithm for cyclical compression of text by blocks consists of compression with a hash of the previous (cyclically shifted) block, and a transformation function using a cellular automaton with 90 and 150 rules.

The creation of a transformation function using a one-dimensional cellular automaton of a chaotic group for 128 iterations makes it much more difficult to obtain a preimage from the final hash-image.

The proposed algorithm has limitations in application when the time provided for processing the input message is limited. This is because it is four times slower than the

---

### Table 1

| Hamming | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
|---------|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|
| coincidence frequency | 1654 | 3268 | 898 | 18 | 2472 | 829 | 830 | 0 | 5 | 0 | 6 | 0 | 0 | 8 | 0 | 12 | 0 |

---

### Table 2

| String | Hash |
|--------|------|
| the quick brown fox jumps over the lazy dog | 68f100d52620ca6ad6d1f4d71271519 |
| the quick brown fox jumps over the lazy dog | 606d80c7f86045980516d489d34859 |
| the quick brown fox jumps over the lazy dog | 6cf2846d5f0ccoli7e752c4952e041 |

The given result is presented for clarity, although it does not represent sufficient verification statistics. The second line differs from the first by the presence of a period at the end of the phrase. This is not entirely correct, since the lengths of the two original strings must be the same.
well-known SHA family. At the same time, decreasing the sensitivity to the avalanche effect makes it possible to approximately halve the generation time.

Of the five requirements put forward to the hash function (determinism, impossibility of obtaining a preimage, collisions of the 1st and 2nd kind, avalanche effect) [19], three of them were carefully checked. The collision requirement has been checked on an assessment basis. This is an obvious flaw in the study. For correct checking of collisions of the 1st and 2nd kind, it is necessary to carefully define the requirements for the purity of the experiment. In particular, how to ensure the generation of several hundred million different lines. In a preliminary experiment, 4 million lines were generated, which took 1 gigabyte of RAM. Thus, testing the sensitivity of the algorithm to the avalanche effect showed matches up to a quarter of the characters, instead of the required half characters [19]. More than 80% of tested pairs showed from zero to two matches per 32-bit hash, which is almost four times more sensitive than existing algorithms (SHA1, SHA256 and MD5).

The development of research on improving the hash function algorithm based on cellular automata and chaos theory is planned in the direction of correct checking of collisions of the 1st and 2nd kind. In addition, the use of new technologies of the Java programming language (version 15) will help optimize the output parameters of the proposed function.

7. Conclusions

1. The algorithm for splitting the original message of arbitrary length into blocks to the required one (512 bits) has been added by adding a single bit to the end of the message, which is padded with zeros until the message length is 448. This addition allows adding the size of the original message in binary code to the last 64 bits.

2. It is proposed to compress a block with a hash and form an input vector using the theory of cellular automata, in particular, in blocks of 128-bit with mixed rules CA 30, 105 and 90, 150, taking into account the dependence of the generation of the initial vector on the incoming message.

3. A function of text compression by blocks is proposed, which consists of compression with a hash of the previous (cyclically shifted) block, and a transformation function using a cellular automaton with rules 90 and 150. With its help, a 128-bit block is obtained, which is the key for the next block of text.

4. For the transformation function, a one-dimensional cellular automaton is selected, which is subject to rules 90 and 150, which are applied alternately in steps of 64 times. This pair of rules with this application showed the least number of collisions. In particular, no collisions were found on all 8 and 16 bit numbers.

5. Testing the proposed algorithm for susceptibility to the avalanche effect showed that about half of the hash patterns of 10 thousand 32-bit pairs match from 0 to 2, instead of the required 16. The proposed algorithm works four times slower than the well-known SHA family. At the same time, a decrease in the sensitivity to the avalanche effect allows the generation time to be approximately halved.
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