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Abstract

With today’s quantum processors venturing into regimes beyond the capabilities of classical devices, we face the challenge to verify that these devices perform as intended, even when we cannot check their results on classical computers. In a recent breakthrough in computer science, a protocol was developed that allows the verification of the output of a computation performed by an untrusted quantum device based only on classical resources. Here, we follow these ideas, and demonstrate in a first, proof-of-principle experiment the verification of the output of a quantum computation using only classical means on a small trapped-ion quantum processor. We contrast this to verification protocols, which require trust and detailed hardware knowledge, as in gate-level benchmarking, or additional quantum resources in case we do not have access to or trust in the device to be tested. While our experimental demonstration uses a simplified version of Mahadev’s protocol we demonstrate the necessary steps for verifying fully untrusted devices. A scaled-up version of our protocol will allow for classical verification, requiring no hardware access or detailed knowledge of the tested device. Its security relies on post–quantum secure trapdoor functions within an interactive proof. The conceptually straightforward, but technologically challenging scaled-up version of the interactive proofs, considered here, can be used for a variety of additional tasks such as verifying quantum advantage, generating and certifying quantum randomness, or composable remote state preparation.

1. Introduction

Quantum computers are now widely believed to be at the brink of solving problems that are classically intractable [1–3]. Yet, for operating these devices in such a quantum advantage regime, one is confronted with the question of how their output can be verified. The answer depends strongly on the task for which the device is used, the level of control, and its quality. In case the user has direct access to the device, for instance, they can perform gate benchmarks [4] and develop a microscopic error model to gain confidence in the device. For such a scenario, several verification and validation schemes have been proposed [5]. However, these techniques are rarely scalable and require detailed hardware knowledge. These requirements can be alleviated somewhat by cross-verifying honest quantum devices [6, 7] to assess their relative performance in a hardware-independent fashion.

The situation becomes significantly more challenging, when the device to be verified cannot be accessed, nor trusted, as might be the case for cloud-access quantum computers. If the user employs a quantum computer to solve a problem within the complexity class NP, such as factoring a large number into its prime factors, the solution to the problem can be efficiently verified with a classical computer. However, it is
believed that quantum computers are capable of efficiently solving problems that can no longer be efficiently verified classically [5, 8]. How can one then rely on the output, given that the quantum computer (or the person operating it) might be malicious and might want to convince the user that the answer to e.g. a decision problem is ‘yes’ when it is actually ‘no’? Harnessing the full power of a quantum device therefore brings with it the necessity to develop protocols for verifying its output. Moreover, in light of recent advancements in remotely accessible quantum computers, there is an increased need for verification protocols for untrusted devices.

Several powerful verification schemes designed for utilizing and testing untrusted quantum devices have been developed, as we briefly summarize below. Some of them provide unconditional security but come with the drawback that the user needs to possess limited quantum capacity [9–14]. In practice though, a user is typically limited to classical resources. In a recent breakthrough, the remaining barrier has been overcome, namely, the requirement for the user to possess quantum resources. This enables, even a purely classical user, under a computational assumption, to verify the output of the significantly more powerful quantum device [15–17]. Understandably, these verification schemes are currently too resource-intensive for practical implementation with existing technology, necessitating further research to enhance their feasibility.

Here, we consider the verification protocol presented in [15], where a purely classical user (verifier) verifies the output of a quantum computer (prover) based on a computational assumption. Realizing the fully secure protocol exceeds the capability of current technology. Therefore, our focus here is on the experimental realization of the necessary subprotocols required to implement such a verification scheme. Specifically, we follow the protocol outlined in [18] for a showcase example of a quantum computation. We relax the security constraints and demonstrate the main ingredients for classical verification tailored to an eight-qubit trapped-ion quantum processor [19]. Our experiment illustrates that this fully classical verification of the output of the computation requires considerably higher fidelity operations of the quantum device than just implementing the underlying quantum computation directly.

### 1.1. Computing with untrusted quantum devices

Schemes, developed to utilize and verify an untrusted quantum device differ significantly in the resources required by the user and the security level they offer. To highlight certain differences, we briefly summarize some of them here. Schemes, which operate without relying on trust, such as verifiable blind quantum computation [9–14] or schemes utilizing two non-communicating quantum processors [20] have been developed. While these protocols offer unconditional security, they do demand that the user possesses a limited quantum device or has access to two non-communicating quantum processors. For example, the user must be capable of generating and transmitting single qubit states to the quantum computer. A protocol to verify the output of a fault-tolerant quantum computation in a measurement-based model (MBQC) has been presented in [21]. There, verification in a noise setting by a user with a limited quantum device has been demonstrated.

In contrast to the aforementioned schemes, recent achievements in [15–17] have eliminated the necessity for the user to possess quantum resources. There, it has been shown that a purely classical user can verify the output of computation performed by a much more powerful quantum device. This protocol, which we review in appendix E, is no longer unconditionally secure. Instead, it relies on a computational assumption, namely the existence of problems that are hard to solve even by a quantum computer. More precisely, the classical verification protocol presented in [15] is secure against dishonest devices under the computational assumption that there exist trapdoor functions that are post–quantum secure [22–24]. These cryptographic functions have the property that given \( f(x) \) it is, even for a quantum computer, not possible to determine the preimage \( x \) efficiently. However, having some additional information (trapdoor), the task becomes easy, even for a classical computer. It is widely believed that these functions exist and can be obtained from the Learning with Errors problem [22]. The key idea in the classical verification protocol [15] is to use post–quantum secure trapdoor functions within an interactive proof [25]. There, the user exchanges messages with the quantum device to eventually get convinced of the correctness of the output or to decide that it should be rejected. As shown in [15] the protocol verifies the output of an arbitrary decision problem within the class of BQP (bounded error quantum polynomial time), i.e. a problem that can be solved efficiently by a quantum computer. It fulfills the completeness and soundness conditions [15]. That is, if the answer provided by the quantum device is true, the honest prover can convince the verifier that it is indeed true (completeness). If the answer is false, no prover, even if dishonest, can convince the verifier that it is true, except with some small probability (soundness).

Here, for the first time, we will showcase the experimental implementation of the essential components needed to execute this protocol. For this purpose, we will consider a simplified version of the protocol with relaxed security constraints. Our results below differ significantly from the recently reported experiments verifying quantum advantage and quantumness [26] (see appendix E). While for both interactive proof
protocols the usage of post–quantum secure functions within the measurement protocol is crucial, the verification of the output of a quantum computation requires additional important steps prior to the measurement. As we explain below, in the first part of the protocol, the answer to the decision problem of interest is encoded in the ground state energy of a Hamiltonian and a corresponding \(m\)-qubit state, with \(m\) larger than the input size of the decision problem, is prepared by the prover. After this step, these \(m\) qubits are measured in a way hidden from the prover. Crucially, this first part of the protocol is not needed to verify quantumness or quantum advantage. This illustrates the difference between the verification protocols and also explains the additional experimental challenges associated with verifying the output of a computation. Due to the resulting experimental difficulties, we realize here a simplified version of the protocol [15], which nevertheless retains all the steps required for a full-fledged verification protocol.

1.2. Classical verification of the output of a quantum computer

Let us now explain the verification protocol for an arbitrary decision problem within the class of BQP [15]. For the experimental realization we will then consider one specific problem. A description of the corresponding quantum \(n\)-qubit circuit \(C\), consisting of \(T\) single and two–qubit gates, is sent to the quantum prover \(B\). He can compute the output of the decision problem (‘yes’ or ‘no’) efficiently. Without loss of generality, we assume that \(B\) claims the answer is ‘yes’ (the ‘no’ case is similar, see appendix D.3). The classical verifier Alice (\(A\)) wants to verify this output using only classical means. The correctness of \(B\)’s answer can be checked with the help of an interactive proof as we will explain in the following.

Following [27], \(A\) and \(B\) first construct a Hamiltonian \(H\) that depends on the prover’s answer and the circuit of interest. This Hamiltonian acts on the \(n\) system qubits and additionally \([\log(T + 1)]\) qubits (the so-called clock register [27, 28], see equation (2)). \(H\) can be chosen to consist of only 2-local terms containing the Pauli operators \(X\) and \(Z\) [27, 29]. Crucially, the ground-state energy of this Hamiltonian \(\lambda(H)\) encodes the correct output of the initial computation. More precisely, the energy is below a certain value only if \(B\)’s answer is correct and larger otherwise [27]. Hence, an honest \(B\) can prove that his answer is correct by preparing a state with low energy. To this end, he can prepare efficiently the clock (or history) state \([\eta]\) associated with \(C\) [27]. This state is a superposition, \(\sum_{t=0}^T |\Psi_t\rangle/t\), where \(|\Psi_t\rangle\) denotes the state of the system after applying the first \(t\) gates of \(C\) to the initial state and the second register denotes the clock register. By construction, this state has low energy, \(\langle \eta|H|\eta\rangle\), in case \(B\) is honest as outlined below.

If \(A\) would be able to measure this energy, the problem is solved [30]. Since \(A\) does not possess a quantum device she needs to delegate the energy measurement to \(B\) in such a way that \(B\) does not learn what is actually measured. This part of the protocol is crucial for the verification and is achieved using post-quantum-secure trapdoor functions [22] within an interactive proof. \(A\) constructs these cryptographic functions and keeps the trapdoor information for herself. This information is what allows her to compute the preimages of the function, which \(B\) cannot do efficiently. Furthermore, the functions are of two different types (see below), which will determine whether \(B\) performs an \(X\) or \(Z\) measurement. \(B\) cannot efficiently differentiate between the two types of functions and thus cannot learn which measurement he implements by following the measurement protocol depicted in figure 1(a). After receiving a description of the function (labeled by \(k\) in figure 1(a)), \(B\) uses it to entangle each of the qubits in the \(\eta\)-state with several auxiliary qubits. Some of them are then measured in the computational basis leading to outcomes \(\bar{y}_i\) in figure 1. Importantly, the state of the remaining qubits depends on these outcomes. More precisely, the remaining qubits are in a superposition of computational basis states, which are the preimages of \(\bar{y}_i\). They are known to \(A\). However, \(B\) cannot learn them efficiently. At this point the power of interactive proofs comes into play. \(B\) is now forced to answer all subsequent questions by \(A\) in a way that is consistent with \(\bar{y}_i\). \(A\) could now exploit her superiority to verify quantumness and quantum advantage [17]. In a verification protocol this interactive proof is not only used to ensure that \(B\) holds a quantum state, which leads (approximately) to the observed measurement outcomes, but also to enable \(A\) to determine its energy in a way hidden to \(B\) [15].

Since \(B\) can prepare a state with low energy only in case his answer was correct this interactive protocol allows \(A\) to verify that answer.

A realization of Mahadev’s protocol, as presented in [15], requires randomly chosen trapdoor functions with additional properties, especially the hard-core bit property (see appendix E), and with a very large range. Hence, many auxiliary qubits are required in the measurement protocol. More precisely, several hundred auxiliary qubits are required for the secure delegation of single-qubit measurements, in either the \(X\)- or \(Z\)-basis, with the basis hidden to the quantum prover. The verification of the output of a quantum computation running on \(n\) qubits requires, as explained before [15, 27], \(O(n + \log(T + 1))\) qubits to prepare

---

5 Note, however, that there are recent proposals like [31] in which some of those requirements can be removed.
6 See, for instance, the website www.latticechallenge.org, where functions similar to the ones we need are explicitly constructed.
the $|\eta\rangle$ state. All those qubits need to be measured, which amounts to an overhead of several hundreds of auxiliary qubits for each of them. Hence, the fully secure verification is experimentally not feasible on current devices. However, we can demonstrate the key ingredients of classical verification using the simplified version of the protocol outlined in [18]. To this end, we focus on verification of a single-qubit computation, and we use fixed random one-to-one and two-to-one functions [18], which map 2-bit-strings to 2-bit-strings in each step of the protocol, and we elaborate on further deviations from Mahadev’s protocol in appendices D and E. Note that the next smallest instance would already require 16 qubits. We stress that our simplified protocol (as any other protocol using less than hundreds of qubits) is not fully secure and refer to the appendix in the main text). An honest prover can convince $A$ of the correctness of his answer by efficiently preparing the clock-state $|\phi\rangle$ associated to $C$ (step 2). Within an interactive proof, $A$ delegates the measurements $|k, k\rangle$ required to determine the energy of the prepared state to $B$ (step 3). The usage of post–quantum secure trapdoor functions prevents $B$ from learning the measurements he performs (to get $|\phi_i, k\rangle$ according to equation (3)) and a dishonest prover from convincing $A$ of the wrong output (step 4). To ensure security $A$ requests the measurement outcomes of qubits 4,5,7,8 (|y\rangle). Once $B$ has committed to an answer, $A$ further requests measurements of qubits 1,3 and 2,6 with probability 1/2 along $Z$ in a test round (step 5a) to receive $b_1, x_1$ or along $X$ in a measurement round (step 5b) to receive $c_i, d_i$ as indicated in (b). This allows $A$ to check whether $B$’s answers are consistent with his initial commitment and to determine the energy. (b), Eight-qubit circuit implementing the verification of the outcome corresponding to the single-qubit computation $C = U(\alpha)$ of equation (1), here using an ion-trap quantum computer. Upon coherent laser-ion interaction single-qubit rotations $R^\alpha(\theta)$ and two qubit $MS^\alpha(\theta)$ are realized, see appendix A. The honest prover prepares the two-qubit clock-state $|\phi\rangle$ from equation (2), which has low energy with respect to the corresponding two-qubit Hamiltonian. Depending on the verifier’s measurement choice, labeled by $|k, k\rangle$, each qubit of the $\eta$-state is entangled in a particular way, for $B$ indiscernible way, to three auxiliary qubits. After measuring some of the qubits in the $Z$-basis, leading to the measurement outcomes $\tilde{y}_i$, $A$ chooses randomly to perform either a test or a measurement round (for simplicity in this proof-of-principle experiment, we let Bob make this choice). In the former case she checks the correct implementation of $B$ by measuring the remaining qubits in the $Z$-basis, i.e. the final Hadamard gates ($H$) are excluded. In the measurement round the remaining qubits are measured in the $X$-basis, which effectively implements a measurement in the $Z_i Z_j, Z_i X_j, X_i Z_j,$ or $X_i X_j$ basis of the qubits in the $\eta$-state. Using the trapdoor information $A$ computes the output of these measurements classically and uses them to determine the energy of the state prepared by $B$. In case the energy is below a certain value $B$ must have been honest.

1.3. Experimental setup

We implement the protocol experimentally on an eight-qubit trapped-ion quantum processor, see figure 1. On our setup, each $^{40}$Ca$^+$ ion resides within a linear string and hosts a single qubit encoded in (meta-)stable electronic states [19]. A universal set of high fidelity quantum gate operations is realized upon coherent laser-ion interaction and comprises arbitrary single-qubit and pairwise two-qubit entangling gates, see appendix A.

2. Results

2.1. Experimental verification protocol

We consider a noiseless, secure, and authenticated classical channel between the prover and the verifier. No assumptions, other than the computational assumption of the existence of post–quantum secure trapdoor functions, are made about the prover, who is considered untrusted. We illustrate the ingredients needed for the verification of quantum computation with an ion-trapped quantum computer without error correction. In appendices A, B and I, we present the details of the experimental setup, discuss the experimental noise, and show that it is well approximated by a depolarizing channel. We note, however, that this error modeling is only to illustrate that the experimental behavior is well understood. The verification protocol itself considers the quantum device to be untrusted and makes no assumptions on the experimental noise.
We experimentally demonstrate the smallest protocol instance, that is, verifying the output of a single-qubit quantum circuit. Let us denote that single-qubit circuit to verify by \( C = U(\alpha) \) parameterized with \( \alpha \) as follows

\[
U(\alpha) = \cos \alpha Z + \sin \alpha X.
\]

For convenience\(^7\), we choose a problem with output ‘yes’ if \( p_0(C) > 3/5 \) and ‘no’ if \( p_0(C) < 1/10 \), where \( p_0(C) = |\langle 0|C|0 \rangle|^2 = \cos^2 \alpha \) (for more details see appendix D.3). A sends a description of the circuit to B, who runs the computation on the quantum computer and obtains an output. Without loss of generality, we assume B claims that the answer is ‘yes’. To verify this output the protocol proceeds with the following steps (see appendix C and figure 1 for details).

**Step 1: determination of the Hamiltonian** – A determines classically the corresponding Hamiltonian \([27]\) \( H \), as given in equation (C.1). This Hamiltonian acts on two qubits and contains only \( X \) and \( Z \) operators.

**Step 2: preparation of the clock state** – B prepares the clock state corresponding to \( U(\alpha) \) (figure 1(b)),

\[
|\eta \rangle = \frac{1}{\sqrt{2}} \left( |0 \rangle \langle 0 | + (U(\alpha) |0 \rangle \langle 1 |) \right) \equiv \sum_{b_1, b_2} \alpha_{b_1, b_2} |b_1, b_2 \rangle.
\]

Its energy is given by \( \langle \eta | H | \eta \rangle = 1 - p_0(C) (= \sin^2 \alpha) \). Thus, in case the answer of the problem was indeed ‘yes’ it holds that \( \lambda(H) < \langle \eta | H | \eta \rangle < 2/5 \). At the same time we have \( \lambda(H) \geq \langle \eta | H | \eta \rangle - 2/5 \), such that \( \lambda(H) > 1/2 \) in case the correct answer was ‘no’ (appendix D.2). Consequently, B can only prepare a quantum state with energy below 0.4 in case his output ‘yes’ is indeed the correct output.

**Step 3: selection of the trapdoor functions** – In order to delegate the measurements of the operators occurring in the Hamiltonian to B, A chooses trapdoor functions \( y_k \) labeled by \( k = 0 \) or \( k = 1 \) to perform \( Z \) or \( X \) basis measurements respectively, see appendix C for details. We choose the one-to-one function \( y_k \) as the identity and the two-to-one function \( y_k \) as \( y_k(z_1, z_2) = (0, 0) \) or \( (1, 0) \) for \( z_1 = z_2 \) or \( z_1 \neq z_2 \) respectively. Here, \( z_i \in \{ 0, 1 \} \) for \( i = 1, 2 \). For instance, if A wants to measure the term \( Z_1 Z_2 \), she chooses \((k_1, k_2) = (0, 1)\).

**Step 4: entangling the qubits to be measured with auxiliary qubits** – After receiving \( k_1, k_2 \), the prover B attaches three auxiliary qubits to each qubit of the \( \eta \)-state and implements a unitary operator to generate (depending on the label) one of four 8–qubit entangled states (see figure 1(b))

\[
|\phi_{b_1, b_2} \rangle \propto \sum_{b_1, b_2} \alpha_{b_1, b_2} |b_1 \rangle |b_2 \rangle |0 \rangle \times \frac{1}{\sqrt{2}} \sum_{w_1=0}^{1} |w_1 \rangle |y_{b_1}(b_1, w_1)\rangle |y_{b_2}(b_2, w_2)\rangle |y_{k_1} \rangle |y_{k_2} \rangle.
\]

**Step 5: measurement protocol** – We explain here the measurement protocol for a single qubit, namely qubit 1, in the \( \eta \)-state, i.e. consider the state in equation (3) without summing over \( b_2, w_2 \) and ignoring qubits 2, 6, 7, 8 (the measurement of qubit 2 is equivalent, see appendix C). Qubit 1 is entangled in a way that depends on \( k_1 \) to the three auxiliary qubits, namely qubits 3, 4, 5 (figure 1(b)). A asks B to measure qubits 4 and 5 in the \( Z \)-basis and requests the 2-bit outcome, the commitment, (denoted by \( y_1 \) in figure 1). After this measurement, qubits 1 and 3 are (i) in a product state \( |b_1 \rangle |x_{1}^{(i)} \rangle \) where \( y_{b_1}(b_1, x_1) = y_1 \) for \( k_1 = 0 \); or (ii) in a superposition of the state \( |0 \rangle |x_{1}^{(0)} \rangle \) and \( |1 \rangle |x_{1}^{(1)} \rangle \) where \( y_{1}(0, x_{1}^{(0)}) = y_{1}(1, x_{1}^{(1)}) = y_1 \) for \( k_1 = 1 \). Note that A knows which type of function was used and in which state the remaining qubits can be, i.e. she knows the preimage(s) of \( y_1 \) using the trapdoor information. However, B cannot learn either of them due to the properties of the cryptographic trapdoor functions. This fact implies that A can now ask B for additional measurement outcomes (measuring the remaining qubits) where only she knows the possible outcomes. In order to provide the correct answers, B basically needs to have a quantum state, namely a state of the form from equation (3). Stated differently, the fact that the prover has to commit to an answer \( (y_1) \) before A asks for additional measurement outcomes, which need to be consistent with the outcome \( y_1 \) and are unknown to B, enforces B to have a quantum state. These properties can be utilized to verify quantumness and quantum advantage, as recently experimentally reported \([26]\). In the context considered here, the properties explained above also enable A to verify the output of B. She proceeds by randomly choosing to perform one of the following two steps.

**Step 5a: test round** – A asks B to measure the remaining qubits in the \( Z \)-basis. The outputs, which are known to A (but not to B), need to be consistent with the previous answer. This allows A to test the correct behaviour of B (see figure E.1 for the experimental data and appendix E).

\(^7\) Note that there is some freedom in choosing the values \((a, b) = (1/10, 3/5)\). In general, for a uniformly generated family of circuits \( C \), acting on \( n \) qubits, the requirement is \([27]\) that the ‘gap’ \( b - a \) must be larger than \( 1/ \text{poly}(n) \).
For this simplified version of Mahadev’s protocol, to verify a single-qubit computation we need the Hamiltonian \( H \). A computation is either verified as correct, or it cannot be verified. A computation is either verified as correct, or it cannot be verified. Note that for an individual experimental run, the protocol never produces an incorrect result. A computation is either verified as correct, or it cannot be verified.

Given that \( B \) passes the tests of \( A \) with sufficiently high probability, a scaled-up version of the protocol (see appendix E) verifies the prover’s answer whenever the error is below 0.4. Figure 2(a) shows the corresponding experimentally measured expectation values following the above protocol. The data covers the whole range \( 0 \leq \alpha \leq \pi / 2 \) and, up to experimental imperfections, follows the ideal theory prediction (dashed lines). \( A \) then makes use of these expectation values to calculate the energy of the state held by \( B \) according to the Hamiltonian \( H \). Results on the total \( \eta \)-state energy are depicted in figure 2(b), where we successfully certify a ‘yes’ outcome for \( \alpha \leq 0.12\pi / 2 \) (dark grey shaded region), where data-points well undercut the derived energy thresholds 0.4. Notably, our results cover a good fraction of the light grey shaded region, where by construction a proof on the ‘yes’ outcome exists. Further, all data-points follow the expected \( \langle \eta|H|\eta \rangle = \sin^2 \alpha \) behaviour. The stated error-bars represent one standard deviation of quantum projection noise around the mean values from all experimental samples. We use these statistical errors to calculate the significance level as the probability that the verifier, \( A \), incorrectly accepts the result. The significance level thereby states the probability that a measured value below the threshold actually corresponds to a true value above the threshold as a result of statistical uncertainty. For data points in the dark grey shaded region, we receive significance levels \( \{0.012, 0.042, 0.015, 0.102, 0.039\} \) for \( \alpha \) values \( \{0, 0.03\pi / 2, 0.06\pi / 2, 0.09\pi / 2, 0.12\pi / 2\} \), respectively.

Due to experimental noise, an energy offset appears with respect to the ideal outcome and remains roughly constant over the course of \( \alpha \). This is confirmed by a simple depolarizing noise model, outlined in appendix I, that accurately describes the measured data points. By construction, any noise will lead to an increase in the measured energy, which in turn prevents the verification protocol from determining the correctness of the computation. Note that for an individual experimental run, the protocol never produces an incorrect result. A computation is either verified as correct, or it cannot be verified.

Before further discussing the experimental realization, let us stress again that the functions in the fully secure version of the protocol need to have much larger domain and range. In addition, they need to satisfy the so-called hard-core bit property (see appendix E for details). To show the main ingredients of classical verification, in this work we simply use instead the random 1-to-1 and 2-to-1 functions \( y_0(\cdot) \) and \( y_1(\cdot) \), respectively. For this simplified version of Mahadev’s protocol, to verify a single-qubit computation we need...
in total 8 qubits, 19 single-qubit gates, and 5 entangling two-qubit gates. This compact circuit is a testament to the efficiency of our implementation of the verification protocol, which is made possible, in part, by the all-to-all connectivity of the trapped-ion platform, see appendix A. To emphasize the high control needed over a quantum device to successfully operate the protocol, we quantify the system performance. A simplistic estimate of the fidelity of the experimentally prepared \( |\eta\rangle \)-state as measured using the six auxiliary qubits is given by considering error-rates on all individual gates in the respective circuits. Considering single- and two-qubit errors inherent to our setup (see appendix B), we expect a fidelity of 0.873(17). We compare this number to results from figure 2(a). For this we use the fact that the \( |\eta\rangle \)-state implemented by the circuit in the grey box from figure 1(b) represents a Bell-state for \( \alpha = \pi/2 \). Hence, averaging expectation values \( Z_1 Z_2 \) and \( X_1 X_2 \) at \( \alpha = \pi/2 \) provides an estimate of the \( |\eta\rangle \)-state fidelity measured via the six auxiliary qubits, which results in 0.852(8). This is in good agreement with the above mentioned error-model. Moreover, the latter analysis was similarly performed on the direct estimation of the \( |\eta\rangle \)-state energy depicted in figure H.1 from the appendix H and leads to an estimated Bell-state fidelity of 0.945(12). The difference between expected and observed outcome is due to experimental errors when extracting the \( |\eta\rangle \)-state energy via the auxiliary qubits as required for the classical verification. As a final simpler comparison, note that merely performing, but not verifying the single-qubit computation \( U(\alpha) \) to compute \( p_0 = |\langle 0 | U(\alpha) | 0 \rangle|^2 \) could be achieved with a fidelity of 0.9988(4), see appendix B.

3. Discussion

To conclude, the verification of the output of a quantum computation by purely classical means comes, in general, with stringent requirements on the classical user as well as the quantum prover. On the classical side, finding suitable post-quantum secure trapdoor functions will be crucial for the application of such interactive proof protocols. On the quantum side, a large and powerful quantum computer is required in the sense that secure classical verification is expected to require hundreds of additional qubits per computational qubit and a similar increase in gate performance between merely performing the computation and classically verifying it. As experimental imperfections accumulate in such verification protocol, its realization is very demanding, as already evident in our demonstration. However, in the continuing effort to relax the constraint to achieve security and in view of wide-ranging applications \([17, 26, 32, 33]\), an inevitable future challenge will be to improve and generalise the protocols both theoretically and technologically, in particular the realisation of interactive proofs using secure post-quantum trapdoor functions.
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Appendix A. Experimental toolbox

Experiments are performed on an ion-trap quantum computer as illustrated by the middle inset of figure 1 from the main text. The setup operates on a linear chain of $^{40}$Ca$^+ $ ions confined in ultra high vacuum using a linear Paul trap. Each ion acts as a qubit encoded in the electronic levels $S_{1/2}(m = -1/2) = |0\rangle$ and $D_{5/2}(m = -1/2) = |1\rangle$ denoting the computational subspace [19]. Arbitrary qubit manipulation is realized with coherent laser-ion interaction, upon which the setup is capable of implementing a universal set of quantum gate operations. This universal gate-set comprises of addressed single-qubit rotations with an angle $\theta$ around the $x$- and $y$-axis of the form $R^\alpha(\theta) = \exp(-i\theta \sigma_j/2)$ with the Pauli operators $\sigma_j = X_j$ or $Y_j$ acting on the $j$th qubit, together with two-qubit Malher–Sørensen entangling gate operations $MS_j(\theta) = \exp(-i\theta X_j X_j/2)$ [19]. Multiple addressed laser beams, coherent among themselves, allow for arbitrary two-qubit connectivity across the entire ion string [35]. Initial state preparation in $|0\rangle$ is reached after a series of doppler, polarization-gradient and sideband cooling. Read-out is realized by exciting a dipole transition solely connected to the lower qubit level $|0\rangle$ and collecting its scattered photons, from which the computational basis states $|0\rangle$ and $|1\rangle$ can be identified. Thereby, a qubit’s state is revealed by accumulating probabilities from multiple experimental runs. The dipole laser collectively covers the entire ion string, which enables a complete read-out in one measurement round. Additional pump lasers support efficient state preparation as well as cooling and prevent the occupation of unwanted meta-stable states outside the computational subspace $\{|0\rangle, |1\rangle\}$.

Appendix B. Ion-trap implementation & error rates

The particular circuit for the classical verification protocol discussed in the main text is again depicted in figure B.1(a) with a focus on the ion-trap implementation. The circuit demands for local gates, more specifically Hadamards $H$, as well as two-qubit CNOT-gates—the latter creating pairwise entanglement. Figure B.1(b) follows up on the sub-circuits corresponding to those building blocks suitable and optimized for the ion-trap gate set. Each CNOT gate demands for a full-entangling, two-qubit $MS_{\alpha}(\pi/2)$ alongside four single-qubit gates, i.e. single-qubit rotations of type $\theta = \pi/2$ around $X$, $Y$ or $Z$. $CU(\alpha)$ from the grey box is realized upon two single-qubit gates acting on the prover-qubit to continuously change basis between $\text{CPhase}$ and $\text{CNOT}$ for $\alpha = 0$ and $\pi/2$ respectively. The total number of single-qubit gates is further reduced by compiling the overall circuit. Thus, the final implementation of each circuit $Z_i Z_3, Z_i X_2, X_i Z_2$ and $X_i X_2$ requires five $MS_{\alpha}(\pi/2)$ alongside 19 single-qubit gates ($\theta = \pi/2$ around $X$, $Y$ or $Z$).

All results from the main text, covered by figure 2 have been accumulated from 2000 experimental runs in each data point to faithfully estimate the protocol’s outcome. The respective number of experimental runs in complementary experiments covered by this appendix have further been stated in the individual figure captions. Generally, for the estimation of quantum projection noise, as stated by error-bars in figures and errors in numbers, the probabilities of measured outcomes were resampled using a multinomial distribution considering the number of experimental runs. If not stated differently the underlying errors were then extracted from the resampled data-set and correspond to 1 standard deviation.

In the following we discuss error-rates inherent to our system. Our average single-qubit fidelity ($\theta = \pi/2$ around $X$, $Y$ or $Z$) estimated via randomized benchmarking reads 0.9994(3) [35]. To further improve single-qubit gates on circuit level, we construct each gate out of three gates using various axes following the aim of reducing cross-talk to neighbouring qubits. This results in a slightly lower average fidelity on the composite gate of 0.998(1). However, on the eight-qubit circuits this approach is beneficial, as otherwise cross-talk errors proliferate generally lowering the implementation’s quality.

The performance of the two-qubit $MS$-gates may slightly differ upon the chosen qubit-pair across the ion-string. As such, we characterize the particular five pairs occurring in the $X_i X_2$-measurement to build the simple error model below and understand the experimental limitations. Note that the qubit order differs from the circuits depicted in figure B.1 as we optimized for inter-ion spacing to minimize cross-talk. Given
Figure B.1. Ion trap implementation of the classical verification protocol. (a), Eight-qubit circuit implementing our decision problem linked to the outcome of the gate $U(\alpha) = \cos \alpha Z + \sin \alpha X$, according to figure 1 from the main text. The circuit consists of single qubit gates, i.e. Hadamards $H$, as well as CNOT-gates to create pairwise entanglement. The final read-out in Z-basis is performed via collective fluorescence detection, see text. (b), Efficient ion-trap implementation of the building blocks from (a). We emphasize that one CNOT requires one two-qubit MS$_{X}^{\pi/2}$ alongside four single-qubit gates. We implement $CU(\alpha)$ using two additional single-qubit gates on the prover-qubit to continuously change between CPHASE and CNOT for $\alpha = 0$ and $\pi/2$ respectively. Compiling the final circuits results in 19 single-qubit gates alongside five MS$_{X}^{\pi/2}$.

Table B.1. Summary of error-rates on MS-gate pairs according to figure F.1. Results on population, coherence and fidelity are extracted from the exponential decay of a series of MS-gates as depicted in the figure. All errors refer to 1 standard deviation from the exponential fit uncertainty.

| MS-gate qubit-pair | Population $F_{\text{pop.}}$ | Coherence $F_{\text{coh.}}$ | Fidelity $F_{\text{tot.}}$ |
|---------------------|-----------------------------|-----------------------------|-----------------------------|
| (1,8)               | 0.983(1)                    | 0.984(1)                    | 0.984(1)                    |
| (5,8)               | 0.974(6)                    | 0.981(2)                    | 0.979(3)                    |
| (1,7)               | 0.982(1)                    | 0.986(1)                    | 0.985(1)                    |
| (2,5)               | 0.977(2)                    | 0.982(1)                    | 0.980(1)                    |
| (4,7)               | 0.966(2)                    | 0.975(2)                    | 0.972(1)                    |

similar ion-pairs for $Z_1 Z_2$, $X_1 X_2$, $X_1 Z_2$ measurements, this is a representative set across the verification circuits. Gate fidelities are estimated in a robust fashion from sequences of MS-gates, see appendix F for the technical details. The resulting populations, coherences and fidelities for each gate, as extracted from figure F.1 in the SI, are summarized in table B.1. Fidelities scatter between 0.972(1) and 0.985(1), with the lower values for qubit-pairs with smaller inter-ion spacing and more neighbours as a consequence of cross-talk and due to position dependent laser beam and focus quality.

Note that calibrations for the verification circuits are independent of the decay series discussed here. The latter only serve to provide fidelity estimates, which we use, along those for the single-qubit gates, to predict outcome qualities of the verification experiments throughout the manuscript. The characterizations also indicate that the overall performance is limited by the entangling gates rather than single-qubit ones. Similar decay rates between population and parity shown in table B.1 led us to conclude that the MS-gate performance, and by that our verification experiments, are dominated by depolarizing noise. We successfully utilize depolarizing noise in an error-model to characterize system limitations—thoroughly discussed at the bottom of appendix I.

We proceed to incorporate these error-rates into a simplistic estimate on the expected fidelity of the $\eta$-state as measured using the six auxiliary qubits. Therefore, we accumulate error-rates on all gates from the circuits. The 19 single-qubit gates reduce the fidelity to 0.966(18). Additionally taking MS-gate rates from table B.1 into account, we expect a final fidelity of
\[ F = 0.966(18) \cdot 0.984(1) \cdot 0.979(3) \]
\[ \cdot 0.985(1) \cdot 0.980(1) \cdot 0.972(1) = 0.873(17) \]

for the \( \eta \)-state measurement. We compare this to the results from the experimental implementation depicted in figure 2(a) by averaging \( Z_1 Z_2 \) and \( X_1 X_2 \) at \( \alpha = \pi/2 \) representing an estimate of the \( \eta \)-state's Bell-state fidelity. The result reads:

\[ F \sim \frac{Z_1 Z_2 (\alpha = \pi/2) + X_1 X_2 (\alpha = \pi/2)}{2} \]
\[ = \frac{0.891(10) + 0.812(13)}{2} = 0.852(8), \]

and is again in good agreement with the above simplistic error-modelling.

**Appendix C. The protocol step-by-step**

Here we elaborate on steps 1 – 5 of the verification protocol discussed in the main text, and as implemented in the experiment. In particular, we discuss the details of all the steps of the protocol presented in the main text.

**Step 1: determination of the Hamiltonian** – The Hamiltonian associated to the circuit \( C = U(\alpha) \) given in equation (1) is defined in the Hilbert space of two qubits and reads \( H = H_{\text{out}} + 6H_{\text{in}} + 3H_{\text{prop}} \) (see appendix D.1), where

\[
H_{\text{out}} = \frac{1}{2} (1 - Z_1 - Z_2 + Z_1 Z_2), \quad H_{\text{in}} = \frac{1}{4} (1 - Z_1 + Z_2 - Z_1 Z_2), \quad H_{\text{prop}} = \frac{1}{2} (1 - \cos \alpha Z_1 X_2 - \sin \alpha X_1 X_2).
\]

(C.1)

**Step 2: preparation of the clock state** – As explained in appendix D.2, the ground-energy of \( H \) is correlated to the answer of the promise problem and the corresponding clock state (cf (D.5)) is given in equation (2).

**Step 3: selection of the trapdoor function** – Our family of functions contains functions transforming two-bits strings to two-bits strings, and consists of two elements labeled by \( k = 0 \) and \( k = 1 \), respectively. From the main text we recall the definition of the one-to-one function \( j_0(z_1, z_2) = (z_1, z_2) \) (identity), and two-to-one function \( j_1(0, 0) = j_1(1, 1) = (0, 0) \) and \( j_1(0, 1) = j_1(1, 0) = (1, 0) \), respectively. A chooses a term \( P_1 P_2 \) in the Hamiltonian that she wants to measure. This determines a pair of labels \( (k_1, k_2) \in \{0, 1\}^2 \) as

\[
k_i = \begin{cases} 0, & P_i \in \{Z_i, 1\}, \\ 1, & P_i = X_i. \end{cases}
\]

She sends \( (k_1, k_2) \) to B. Together with \( k \), A generates a trapdoor \( t_k \) (see main text) that she keeps private. In the examples considered here, the trapdoor information, \( t_k \), together with an output \( j_k(z_1, z_2) \) lead to the preimage(s) of \( j_k(z_1, z_2) \).

**Step 4: entangling the qubits to be measured with the auxiliary qubits** – An honest B prepares the clock state \( |\eta\rangle \) given in equation (2) (cf (D.5)). He attaches six auxiliary qubits to it, and performs the unitary transformation \( |\eta\rangle |0^{6\alpha} \rangle \rightarrow |\phi_{k_1, k_2}\rangle \), with \( |\phi_{k_1, k_2}\rangle \) given by equation (3). The preparation of those states can be done efficiently by a quantum computer.

**Step 5: measurement protocol** – B is asked to measure some registers of the state he is supposed to hold (the state \( |\phi_{k_1, k_2}\rangle \)). He is asked to measure the registers \( (4, 5) \) (obtaining \( \bar{y}_1 \in \{0, 1\}^2 \) and the registers \( (7, 8) \) (obtaining \( \bar{y}_2 \in \{0, 1\}^2 \) in the \( Z \) basis. He sends \( (\bar{y}_1, \bar{y}_2) \) to A. After these measurements, the state of registers \( (1, 3) \) and \( (2, 6) \) depends on the labels \( k_1 \) and \( k_2 \), respectively. Let us discuss the cases explicitly:

- In case \( (k_1, k_2) = (0, 0) \), the state of the remaining registers will be the product state \( |b_1, x_1\rangle_{13} |b_2, x_2\rangle_{26} \), with probability \( \alpha_{b_1, b_2} \), where \( j_0(b_1, b_2) = \bar{y}_1 \) for \( i = 1, 2 \).
- In case \( (k_1, k_2) = (0, 1) \), the state of the remaining registers will be \( \propto \sum_{\alpha=0,1} \alpha_{b_1, b_2} |b_1, x_1\rangle_{13} c_{l, x_2(\alpha)} \), where \( j_0(b_1, x_1) = \bar{y}_1 \) and \( j_1(0, x_2(0)) = y_1(1, x_2(1)) = \bar{y}_2 \).

The cases \( (k_1, k_2) = (1, 0) \) and \( (k_1, k_2) = (1, 1) \) can be computed in a similar way.

After receiving the outcomes \( \bar{y}_1 \) and \( \bar{y}_2 \), to which B is now committed to, A randomly chooses (with equal probability) to run either a test or a measurement round. In both cases, B is asked to measure the remaining registers of the state he is supposed to hold.
Step 5a: test round – In a test round, B is asked to measure the registers (1, 3) and (2, 6) in the Z basis and obtains the outcomes \((b_1, x_1) \in \{0, 1\}^2\) and \((b_2, x_2) \in \{0, 1\}^2\), respectively. He sends the results to A. She checks whether \(y_i(b_i, x_i) = \bar{y}_i\) for \(i = 1, 2\) as would be the case if B was honest. If this is not the case, she rejects. In figure E.1(a) we show the probability with which A rejects for each possible label.

Step 5b: measurement round – In a measurement round, B is asked to measure the registers (1, 3) and (2, 6), in the X basis and obtains outcomes \((c_1, d_1) \in \{0, 1\}^2\) and \((c_2, d_2) \in \{0, 1\}^2\), respectively. He sends the results to A. For each qubit \(i\), with \(i = 1, 2\), there are two options depending on \(k_i\).

- If \(k_i = 0\), the \(i\)th qubit of the clock state was effectively measured in the Z basis. In this case, A ignores \((c_i, d_i)\) and just computes, with the trapdoor, the preimage of \(\bar{y}_i\) under \(y_0(\cdot, \cdot)\). In other words, she finds \((m_i, x_i)\) such that \(y_0(m_i, x_i) = \bar{y}_i\). Finally, she stores \(m_i\) as the result of projecting the \(i\)th qubit in the Z basis.
- If \(k_i = 1\), the \(i\)th qubit of the clock state was effectively measured in the X basis. In this case, A stores

\[
m_i = c_i \oplus d_i \cdot (x_{i(0)} \oplus x_{i(1)}) ,
\]

as the result of projecting the \(i\)th qubit in the X basis. Here, \(y_1(0, x_{i(0)}) \equiv y_1(1, x_{i(1)}) = \bar{y}_i\). Note that in order to compute \(x_{i(0)}\) and \(x_{i(1)}\), A needs to use the trapdoor.

Summarizing, for each \((k_1, k_2)\), this protocol provides A with a pair of bits \((m_1, m_2)\). By construction, the random variable \((m_1, m_2)\) has the same statistics⁸ as the measurement outcomes resulting from projecting the qubits of a quantum state (in case of an honest prover the state \(|\psi\rangle\)) in the basis associated to \((k_1, k_2)\).

Note that the measurement basis is kept secret⁷ from B. This allows A to estimate the expectation values of XZ-type operators corresponding to the state held by B without allowing him to cheat (see figure 2(a)). Moreover, those expectation values can be used to determine the energy with respect to \(H\) (see figure 2(b)).

Appendix D. The XZ-type \(\log(n)\)-local Hamiltonian and its properties

In this section we present details on the construction of the Hamiltonian corresponding to a general decision problem and the bounds on the ground state energy for the Hamiltonian given in equation (C.1) and discuss the instance where B’s answer is ‘no’.

More precisely, in appendix D.1, we give the details of the construction of the Hamiltonian associated to a general decision problem given by a circuit \(C\) acting on \(n\) qubits. One defines the output of the problem to be ‘yes’ if \(p_0(C) > b\) and ‘no’ if \(p_0(C) < a\), where \(p_0(C) = |\langle 0^{m}|C|0^n\rangle|^2\) and \(0 < a < b \leq 1\). Considering a uniformly generated family of circuits \(C_n\) acting on \(n\) qubits, one requires \(b - a > 1/poly(n)\). At the end of this subsection we derive the Hamiltonian for the simple example considered in the main text in case B claims that the answer of the decision problem is ‘yes’.

In appendices D.2 and D.3 we focus on the Hamiltonian associated to our example. In appendix D.2 we present the bounds on the ground state energy for the Hamiltonian considered in the main text. Finally, in D.3, we explain how this Hamiltonian must be modified in case B claims that the answer of the problem was ‘no’.

D.1. The XZ-type \(\log(n)\)-local Hamiltonian

In this section we present the details of the construction of the Hamiltonian \(H\) mentioned in the main text associated to an arbitrary circuit \(C = U_{T_1} \cdots U_2 U_1\) in case B claims that the answer of the decision problem was ‘yes’. This construction is essentially the same as the one presented in [27]. However, here our main concern is not the locality of each term in the Hamiltonian (as shown in the latter reference, it can be made 2-local) but rather to ensure that the total number of required qubits is kept small. As explained below, to achieve this we will use (a) Gray codes [36] and (b) a universal gate set where all the gates are selfadjoint. For a circuit \(C = U_{T_1} \cdots U_2 U_1\) acting on \(n\) qubits, the Hamiltonian presented in [27] \(H = H(C)\) is acting on \(n + \lceil \log(T + 1) \rceil\) qubits, with \(\lceil \cdot \rceil\) the ceiling function. It can be expressed as

\[
H = H_{\text{out}} + J_\text{in} H_\text{in} + J_\text{prop} H_\text{prop} ,
\]

(1.0)

⁸ In fact, this is only true if one uses post-quantum secure trapdoor claw-free functions [22] and the prover is accepted in a test round with probability 1. In case this probability is only close to 1, one can show that the statistics of the measurement outcomes obtained by A are close enough to those of an actual quantum state. In the general case, this is sufficient to prevent B from cheating (see appendix B).

⁹ Again, this is true only when considering the family of functions described in [15]. There it is shown that the labels associated to one-to-one and two-to-one functions are computationally indistinguishable even for a quantum computer (if the problem Learning with Errors is hard for a quantum computer, which is widely believed to be the case [22]).
where $J_{\text{in}}$ and $J_{\text{prop}}$ are some suitable polynomials of $n$. The positive semidefinite operators $H_{\text{in}}, H_{\text{prop}}$ and $H_{\text{out}}$ are called input, propagation and output Hamiltonians, respectively, and will be explicitly presented below.

The additional $[\log(T+1)]$ qubit register allows us to encode $T+1$ orthogonal quantum states, representing the time steps. Using Gray’s code, we write $|t\rangle$ for each of the $T+1$ orthogonal states such that the representation of two successive values of $t$ differ only in one bit, i.e. they are given by a Gray code like, for instance, $(0,1,2,\ldots) = (000,001,011,\ldots)$. The following expressions, which will be useful in describing the Hamiltonians $H_{\text{out}}, H_{\text{in}}$ and $H_{\text{prop}}$, can be written as products of $\log(n)$ operators that are either $X$ or $Z$:

\begin{equation}
C(t) = |t\rangle \langle t|, \quad C(t,t-1) = \frac{1}{2} |t\rangle \langle t-1| + \frac{1}{2} |t-1\rangle \langle t|.
\end{equation}

In fact, the $[\log(T+1)] = O(\log(n))$-local input and output Hamiltonians are given by

\begin{equation}
H_{\text{in}} = \sum_{i=1}^{n} \frac{1}{2} (1 - Z_i) \otimes C(0),
\end{equation}

\begin{equation}
H_{\text{out}} = (T+1) \frac{1}{2} (1 - Z_i) \otimes C(T),
\end{equation}

where the first and second factors in the tensor products act in the Hilbert space of the $n$ computational qubits and the $[\log(T+1)]$ qubits encoding the clock states, respectively.

The 2-local Hamiltonian $H_{\text{prop}}$ introduced in [27] can be written as a sum of products of only $X$ and $Z$ operators by using a gadget introduced in [29]. Importantly, the resulting Hamiltonian is still 2-local. However, this comes at the price of introducing more ancillary qubits. As we show now, using a Gray code and a universal set of self-adjoint gates leads to a Hamiltonian which is no longer 2-local. However, the number of auxiliary systems is reduced. The result is a $\mathcal{X}$-type Hamiltonian that is $\log(n)$-local (instead of just 2-local).

Without loss of generality [29, 37], we can assume that the circuit $C = U_T \cdots U_2 U_1$ is written as a sequence of gates $U_i$ that are either (i) 1-local and of the form $U(\alpha) = \cos \alpha Z + \sin \alpha X$ or (ii) CNOT acting on any pair of qubits. In this case, the $O(\log(n))$-local propagation Hamiltonian is given by

\begin{equation}
H_{\text{prop}} = \sum_{t=1}^{T} H_{\text{prop}}(t),
\end{equation}

\[ H_{\text{prop}}(t) = \frac{1}{2} \mathbf{1} \otimes C(t) + \frac{1}{2} \mathbf{1} \otimes C(t-1) - U_t \otimes C(t,t-1). \]

One can easily verify that the Hamiltonian $H$ constructed in this way can be expressed as a sum of products of only $X$ and $Z$ operators, as desired.

Finally, let us discuss the clock state $|\eta\rangle$ associated to this Hamiltonian and its relation to its lowest eigenvalue $\lambda(H)$. The clock state is given by [27]

\begin{equation}
|\eta\rangle = \frac{1}{\sqrt{T+1}} \sum_{t=0}^{T} U_t \cdots U_2 U_1 |0\rangle \otimes |t\rangle,
\end{equation}

and it is easy to see that $p_0(C) = 1 - \langle \eta | H | \eta \rangle$. Hence $\lambda(H) \leq \langle \eta | H | \eta \rangle = 1 - p_0(C)$. It is shown in [27] that $\lambda(H) > \langle \eta | H | \eta \rangle - 1/4$ if one chooses appropriate values $J_{\text{in}} = \rho_0(n)$ and $J_{\text{prop}} = \rho_0(n)$ for the coefficients in the Hamiltonian. Thus, if the answer of the problem was ‘yes’, $\langle \eta | H | \eta \rangle = 1 - p_0(C) < 1 - b$ (since $p_0(C) > b$ in this case) and thus $\lambda(H) < \langle \eta | H | \eta \rangle < 1 - b$ as well. If the answer of the problem was ‘no’, then we have $\lambda(H) \geq \langle \eta | H | \eta \rangle - 1/4 = 1 - p_0(C) - 1/4 = 3/4 - a$ (since $p_0(C) < a$ in case the answer was ‘no’).

As mentioned above, in [27] a two-local Hamiltonian $H^{(\text{two}-\text{loc})}$ is presented which has similar properties to $H$ but is acting on more qubits. There, the coefficients in $H^{(\text{two}-\text{loc})}$ can be chosen such that $\lambda(H^{(\text{two}-\text{loc})}) < 1 - b$ in case the answer was ‘yes’ and $\lambda(H^{(\text{two}-\text{loc})}) > 1/2 - a$ in case the answer was ‘no’ [27].

In the main text and in what follows, we will choose $J_{\text{in}} = 6$ and $J_{\text{prop}} = 3$ (as we are considering here a Hamiltonian acting on a fixed number of qubits). One can see that for our simple example the values $J_{\text{in}} = 6$ and $J_{\text{prop}} = 3$ are sufficient to establish (D.6) while keeping the trace of the Hamiltonian small enough. This is important because the larger this trace, the larger the impact of errors in the noisy estimation (see the error model given in appendix B). In the next section we explain how, using (D.6), the ground-energy of the Hamiltonian (C.1) can be used to encode the original promise problem.
D.2. Bounds on the ground state energy for the example considered here

As explained above, the Hamiltonian corresponding to the circuit $C$ encodes the answer to the decision problem [27]. Here we give the details for our particular example, where the circuit $C = U(\alpha)$ is given in equation (1), the Hamiltonian $H = H_{\text{out}} + 6H_{\text{in}} + 3H_{\text{prop}}$ is given in equation (C.1), and the clock state is given in equation (2).

For our simple Hamiltonian, one can explicitly check (since it is just a matter of numerical diagonalization of a $4 \times 4$ matrix) that

$$\lambda(H) > \langle \eta | H | \eta \rangle - 2/5. \quad (D.6)$$

In our particular case, we take the values $(a, b) = (1/10, 3/5)$. So that, if the answer of the problem was 'yes', $\langle \eta | H | \eta \rangle = 1 - p_0(C) < 1 - b = 0.4$. In case the answer of the problem was 'no', we have $\langle \eta | H | \eta \rangle = 1 - p_0(C) > 1 - a = 0.9$ (since $p_0(C) < 0.1$ in case 'no'). Now, using the latter inequality and equation (D.6), it follows that $\lambda(H) > \langle \eta | H | \eta \rangle - 2/5 > 1 - a - 2/5 = 3/5 - a = 0.5$ in case the answer of the problem was 'no'. Summarizing, for our particular promise problem, we have

$$\begin{cases} 
\lambda(H) < \frac{3}{5} = 0.4, & \text{if "yes"}, \\
\lambda(H) > \frac{3}{5} = 0.5, & \text{if "no"}. 
\end{cases} \quad (D.7)$$

Recall that we consider here the case where the prover's output is 'yes'. We deal in the next subsection with the case in which he outputs 'no'.

D.3. Details of the case in which $B$ claims that the answer is 'no'

As mentioned in the main text, one can assume without loss of generality, that the prover $B$ claims that the answer to the problem associated to the circuit $C$ is 'yes'. The reason for that is that in case he claims 'no' for the circuit $C$, this is equivalent to the case where he claims 'yes' for the modified circuit $C' = XC$. Here we explain in detail the corresponding Hamiltonian for our particular case.

In case $B$ claims that the answer of the promise problem associated to $C$ is 'no', $A$ constructs a Hamiltonian $H^{(\text{no})}$ in the same way (cf D.1) but now associated to the circuit $XC$. Since the circuit always acts on the fixed initial state $|0\rangle$, one can add an initial $Z$ gate and consider w.l.o.g. in the 'no' case the circuit $XCZ$. Since $C = U(\alpha_0)$, one obtains $XCZ = U(\pi/2 - \alpha_0)$.

Hence, the situation in which $B$ claims 'no' for $U(\alpha_0)$ is equivalent to the situation in which he claims 'yes' for $U(\pi/2 - \alpha_0)$. For this reason, we study the problem in which the promise is that $\alpha$ belongs to $I_1 \cup I_2$, where $I_1 = [0, \arcsin \sqrt{1/10}]$ and $I_2 = [\arcsin \sqrt{9/10}, \pi/2]$. So that both $\alpha$ and $\pi/2 - \alpha$ are possible values of our parameter.

A value $\alpha_0 \in I_1 \cup I_2$ is given and a description of the circuit $C = U(\alpha_0)$ is sent to $B$. Then the prover $B$ can run this circuit and measure $p_0(C)$ to decide whether the answer is either 'yes' or 'no'. Once $B$ sends his claim (either 'yes' or 'no') to $A$, the Hamiltonian $H$ that $A$ constructs is

$$H = \begin{cases} 
H^{(\text{yes})} = H(C) = H(U(\alpha_0)), & \text{if } B \text{ claims "yes"}, \\
H^{(\text{no})} = H(XCZ) = H(U(\pi/2 - \alpha_0)), & \text{if } B \text{ claims "no"}, 
\end{cases}$$

where $H(U)$ denotes the Hamiltonian of appendix D.1 associated to circuit $U$. Due to that, the results presented in the main text also show that for any $\alpha = \pi/2 - \alpha_0$, where $\alpha_0$ is in the interval for which the experimentally estimated energy is sufficiently low (see figure 1), the same conclusion as for $\alpha_0$ can be drawn.

Appendix E. Sketch of the fully-secure protocol

The aim of this section is to present more details on the main ingredients, which are required for a completely secure protocol, and to discuss main differences to the simplified version presented in this work.

In order to have full security, one uses [15] a family of two-to-one and one-to-one trapdoor functions that are hard to invert even for a quantum computer. Importantly, this family of functions needs to satisfy certain additional technical requirements. First, the two-to-one functions in the family need to have two hardcore bit properties (see [15] for details). Roughly speaking, for a two-to-one function $f: \{0,1\}^m \rightarrow \{0,1\}^m$ with the hard-core bit property, the following problem is hard: given $x_0 \in \{0,1\}^m$ and $f(x_0) = g \in \{0,1\}^m$, find a bit-string $d \in \{0,1\}^m$ such that $d \cdot (x_0 \oplus x_1) = 0 \pmod{2}$, where $f(x_0) = f(x_1) = f$. Note that this property is crucial to ensure security (see [15]). Second, the one-to-one and
the two-to-one functions in the family must look alike. That is, it must be computationally hard to decide whether a function in the family is two-to-one or not [15]. As it is unknown how to construct such a family of functions with the required properties, a family of functions that fulfills those requirements not always but with high probability was used in [15].

This family of functions is used in Mahadev’s measurement protocol [15] for both the test and the measurement round. The verifier A decides to run each of these rounds with equal probability. In both of these rounds, A can reject B’s answer. To this end, A uses the trapdoor information and checks whether the preimages of the measurement outcomes $\hat{y}_i$ exist (see figure E.1) for the four possible basis choices $h$, here represented by $(k_i, l_i)$, i.e. the probability that $y_{k_i}(h, x_i) \neq \hat{y}_i$ for some $i = 1, 2$. (b), In a measurement round, A can perform some additional checks, complementing those of the test round (a), by exploiting the fact that the two-to-one functions are not surjective. In our case, this can be easily understood from our choice of the two-to-one function $y_1 : \{0, 1\}^2 \rightarrow \{0, 1\}^2$, given by $y_1(0, 0) = y_1(1, 1) = (0, 0)$ and $y_1(0, 1) = y_1(1, 0) = (1, 0)$. Whenever $k_i = 1$, A rejects if $\hat{y}_i \notin \{0, 10\}$. Observe that in case $k_i = 0$, since $y_0(\cdot)$ is one-to-one, all possible values $\hat{y}_i \in \{0, 1\}$ are possible. Here we plot the single-copy probability of rejection $p_{\text{rej}}$ for the four possible basis choices $h$ represented by $(k_i, l_i) \in \{0, 1\}^2$. By construction, this rejection probability is exactly zero for $(k_i, l_i) = (0, 0)$. As expected, for $(k_i, l_i) = (1, 1)$ this probability is larger than for $(k_i, l_i) = (0, 0)$ or $(k_i, l_i) = (0, 1)$. Note that this error probability, related to bit-flip errors owed to resonant cross-talk, is in general very small in our experiment (cf appendices B and 1). Every experimental run was repeated 2000 times. Errors represent 1 standard-deviation from quantum projection noise.

\begin{figure}[h]
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\caption{Probability of rejection in test and measurement rounds. (a), In a test round A gains confidence that B is holding a quantum state which contains the preimages of $\hat{y}_i$, as B cannot determine $(h_i, x_i)$ given $\hat{y}_i$ such that $y_{k_i}(h_i, x_i) = \hat{y}_i$. To this end, B is asked to measure all the qubits of the state given in equation (3) in the Z-basis, obtaining $(h_i, x_i, \hat{y}_i)$ and $(h_i, x_i, \hat{y}_i)$ as measurement outcomes, respectively. A checks whether $y_{k_i}(h_i, x_i) = \hat{y}_i$ and $y_{k_i}(h_i, x_i) = \hat{y}_i$. If this is the case, which it would always be for an honest and ideal prover, A accepts; otherwise she rejects. Here we plot the probability $p_{\text{rej}}$ of A rejecting those outcomes in a single-copy test round for the four possible basis choices $h$, here represented by $(k_i, l_i)$, i.e. the probability that $y_{k_i}(h_i, x_i) \neq \hat{y}_i$ for some $i = 1, 2$. (b), In a measurement round, A can perform some additional checks, complementing those of the test round (a), by exploiting the fact that the two-to-one functions are not surjective. In our case, this can be easily understood from our choice of the two-to-one function $y_1 : \{0, 1\}^2 \rightarrow \{0, 1\}^2$, given by $y_1(0, 0) = y_1(1, 1) = (0, 0)$ and $y_1(0, 1) = y_1(1, 0) = (1, 0)$. Whenever $k_i = 1$, A rejects if $\hat{y}_i \notin \{0, 10\}$. Observe that in case $k_i = 0$, since $y_0(\cdot)$ is one-to-one, all possible values $\hat{y}_i \in \{0, 1\}$ are possible. Here we plot the single-copy probability of rejection $p_{\text{rej}}$ for the four possible basis choices $h$ represented by $(k_i, l_i) \in \{0, 1\}^2$. By construction, this rejection probability is exactly zero for $(k_i, l_i) = (0, 0)$. As expected, for $(k_i, l_i) = (1, 1)$ this probability is larger than for $(k_i, l_i) = (0, 0)$ or $(k_i, l_i) = (0, 1)$. Note that this error probability, related to bit-flip errors owed to resonant cross-talk, is in general very small in our experiment (cf appendices B and 1). Every experimental run was repeated 2000 times. Errors represent 1 standard-deviation from quantum projection noise.}
\end{figure}

As explained in the main text, the protocol is used to delegate X- and Z-basis measurements in $a$, for B indistinguishable way. The statistics of X- and Z-basis measurements allows to compute the energy of the state with respect to the Hamiltonian $H$, corresponding to an arbitrary decision problem, given in equation (C.1). Its ground-energy $\langle H \rangle$ encodes the answer to the problem (cf equation (D.7)). In order to determine the energy with respect to $H$, Mahadev uses the protocol presented in [38], which we recall here. The Hamiltonian is first written as a convex combination (up to some re-scaling) of projectors, as explained in the following. For a 2-local Hamiltonian $H = \sum_{l=1}^L c_l P(l)$ with $P(l) = P_{i(l)}(l)P_{j(l)}(l)$, where $P_i(l) \in \{X, Z, 1\}$, $i, j$ denote the qubits the operator is acting on and $L = \text{poly}(n)$ [27], the Hamiltonian $H' = (1 + H/c)/2$, where $c = \sum |c_l|$ is defined. The new Hamiltonian $H'$ is a convex combination of projectors of the form $(1 + s(l))P(l)/2$ with weights $|c_l|/c$, where $s(l) = \text{sign}(c_l)$. In order to determine the energy, A samples, with probability $|c_l|/c$ a term $P(l) = P_{i(l)}(l)P_{j(l)}(l)$, which she then measures. Let $(m_i(l), m_j(l))$ denote the measurement outcomes obtained from projecting qubits $i = i(l)$ and $j = j(l)$ in the eigenbasis of $P_i(l)$ and $P_j(l)$, respectively. We use the notation:

$$m_i(l) = \begin{cases} (-1)^{m_i(l)} & \text{if } P_l(l) \in \{Z, X\}, \quad P_{j}(l) \in \{Z, X\}, \\ (-1)^{m_j(l)} & \text{if } P_{j}(l) \in \{Z, X\}, \quad P_l(l) = 1, \\ (-1)^{m_j(l)} & \text{if } P_{j}(l) \in \{Z, X\}, \quad P_l(l) = 1, \\ 1 & \text{if } P_{l}(l) = 1, \quad P_{j}(l) = 1. \end{cases} \quad (E.1)$$
Now, A uses the following rule to determine a final bit $r(l) \in \{0, 1\}$:

$$r(l) = \begin{cases} 
1, & \text{if } m(l) = s(l), \\
0, & \text{if } m(l) = -s(l). 
\end{cases}$$

(E.2)

Observe that if B could send a state to A, and A could perform those measurements by herself, the expected value $\langle r \rangle$ of the random variable $r$ coincides with the energy, with respect to $H'$, of the state sent by B [38]. Hence, after repeating the measurement protocol $N = \text{poly}(n)$ times obtaining $\{r_1, \ldots, r_N\}$, A can compute an estimate $r^\text{est}$ of the expectation value $\langle r \rangle$ of the random variable $r$. She then ‘accepts’ if $r^\text{est} \leq T_0$, with

$$T_0 = (1 + f(H)/c)/2,$$  

(E.3)

where $f(H)$ denotes the upper bound on $\lambda(H)$ given in appendix D.1 in case the answer was ‘yes’. For the example considered in the main text we have $T_0 = (1 + 0.4/c)/2$ using equation (D.7). In case the answer to the problem was ‘no’, one has $r^\text{est} \geq T_1$, with

$$T_1 = (1 + g(H)/c)/2.$$  

(E.4)

where $g(H)$ denotes the lower bound on $\lambda(H)$ given in appendix D.1 in case the answer was ‘no’. For the example considered in the main text we have $T_1 = (1 + 0.5/c)/2$ using equation (D.7).

As the two bounds, $T_0, T_1$ differ by $1/\text{poly}(n)$, one can run an extended protocol, using polynomially many copies $N$ of the state to differentiate between the two cases (‘yes’ and ‘no’) with an exponentially small error (see [30] and protocol 8.3. in [15]).

Note that for convenience in our experiment we do not estimate $(H')$ by sampling from the probability distribution $\langle c | c \rangle$, but determine $(H)$ instead. This amounts to distinguishing energies below 0.4 and above 0.5 (cf figure 2). In the protocol discussed here, one needs to distinguish quantities below $0.4/c$ and above $0.5/c$. However, using several repetitions of the protocol would allow us to distinguish the two cases. In particular, in our example, for $\alpha = 0.12\pi/2$ one has $c = 12.4631$.

A classical verifier A uses Mahadev’s measurement protocol as follows to delegate the previous measurements to B for the extended protocol.

- First, she randomly chooses $N = \text{poly}(n)$ operators $P_1, \ldots, P_N$ occurring in the Hamiltonian $H'$ independently with probability $\langle c | c \rangle$. For each choice, $l$, she defines a vector $h^l \in \{0, 1\}^n$ by setting

$$h^l_i = \begin{cases} 
0, & \text{if } P_l \in \{Z_i, 1_i\}, \\
1, & \text{if } P_l = X_i. 
\end{cases}$$

Note that $h^l_i = 0$ for any qubit $i$ on which $P_l$ acts trivially. We call the vector $h = (h^1, h^2, \ldots, h^N)$ now the basis choice.

- A and B run the measurement protocol explained in the main text for the basis choice $h$. Let $p_{t,h}, (p_{m,h})$ denote the probability that at least one of the tests in the test (measurement) round failed.

- In the measurement round the verifier computes the product of the measurement results for each term $P_l$ and sets $r(l) = 1$ only if for more than half on the times the product of the measurement results coincides with $s(l)$.

Given $r(l)$, A computes the expectation value of $r$ and thereby the expectation value of $H'$. As shown in [15] the probability with which A accepts the answer of B is given by

$$P_{\text{accept}} = \frac{1}{2} \sum_h v_h (1 - p_{t,h}) + \frac{1}{2} \sum_h v_h (1 - p_{m,h}) \text{Prob}_h (r^\text{est} < T_0).$$  

(E.5)

Here, $v_h$ denotes the probability with which A samples the basis choice $h$ (depending on the Hamiltonian). Moreover, $\text{Prob}_h (r^\text{est} < T_0)$ denotes the probability with which $r^\text{est} < T_0$ in case the basis choice $h$ was used for the measurements.

Note that, in the absence of noise, an honest prover B, who would simply prepare $N$ copies of the $|\eta\rangle$-state, would be accepted with probability exponentially close to 1 [15]. Importantly, in [15], Mahadev showed that A can differentiate between such a honest prover and a dishonest prover. The reason for that is that the probability for accepting a dishonest prover is upper bounded by $3/4$ even for non-vanishing $p_{t,h}$.
and $p_{m,k}$ (soundness). Repeating the protocol $\text{poly}(n)$ many times the verifier can distinguish between the cases where the outcome of the problem was ‘yes’ or ‘no’.

As emphasized before, implementing this protocol is highly demanding. This is not only because it requires many auxiliary qubits for each qubit to be measured, but also due to the stringent quality requirements for an honest quantum computer to successfully pass the test rounds. While a detailed study of the influence of realistic noise on the fully-secure version of this protocol remains an open challenge, there has been progress in verifying quantum computations in the presence of noise when users have limited access to quantum devices. In [9], such a protocol is developed within the framework of fault-tolerant MBQC. In this context, Bob sends potentially noisy cluster states to Alice, who then performs the desired computation by measuring some of the qubits. In [21] the authors demonstrated that, under reasonable error models, efficient verification can be achieved.

Let us also finally comment on other applications of interactive proofs using post-quantum secure cryptographic functions. They can be used to verify quantumness and quantum advantage [16, 17], which has been recently demonstrated experimentally [26]. A can use the above ideas to get convinced that $B$ possesses a quantum state and is using it to solve certain computational task efficiently, which would have been impossible for a classical machine. In particular, $A$ can send $B$ the labels $k$ of two-to-one trapdoor claw-free functions $F_k : \{0,1\}^m \rightarrow \{0,1\}^m$ and ask him to prepare the state

$$\frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle|F_k(x)\rangle.$$  

Then, $A$ asks $B$ for a commitment string $\bar{y} \in \{0,1\}^{m'}$ in the range of $F_k$. This can be easily provided by a quantum $B$. He just needs to measure the last $m'$ registers. Then, $B$ would hold the superposition

$$\frac{1}{\sqrt{2}}|x_0\rangle + \frac{1}{\sqrt{2}}|x_1\rangle,$$

where $F_k(x_0) = F_k(x_1) = \bar{y}$. Recall that $B$ does not know the preimages, $x_0, x_1$. However, $A$ can easily compute them knowing the trapdoor information. Now, $A$ asks $B$ to measure the remaining $m$ qubits either in the $Z$- or $X$-basis and to send the result to $A$. We denote by $p_A$ the probability that $B$ sends a preimage of $\bar{y}$ in the first case. An honest $B$ would just measure the first $m$ registers in the $Z$-basis and obtain a bit-string $x$ such that $F_k(x_0) = \bar{y}$, where $b = 0$ or $b = 1$ with probability 1/2. Let $p_B$ denote the probability that $B$ sends $d \in \{0,1\}^m$ such that $d \cdot (x_0 \oplus x_1) = 0 \pmod{2}$ with $F_k(x_0) = F_k(x_1) = \bar{y}$, in the second case. It can be easily seen that, in this case, an honest $B$ would just measure the first $m$ registers in the $X$-basis and obtain a string $d$ that would be accepted. Note that in case of $X$-basis measurements, the hard-core bit property discussed above comes into play. Recall that the function $F_k$ has the hard-core bit property if, given $x_0 \in \{0,1\}^m$ and $F_k(x_0) = x_0 \in \{0,1\}^m$, it is hard to find a bit-string $d \in \{0,1\}^m$ such that $d \cdot (x_0 \oplus x_1) = 0 \pmod{2}$, where $F_k(x_0) = F_k(x_1) = \bar{y}$. Note that, in contrast to a classical device, an honest quantum $B$ would be able to obtain such $d$ without knowing $x_0$ or $x_1$. Using these properties, one can derive interactive proof protocols based on the assumption that the problem Learning with Errors is hard [22] such that $p_A + 2p_B \leq 2$ for the best classical strategy (for $m, m'$ sufficiently large). This means that such a protocol can be used by $A$ to verify the ‘quantumness’ of $B$ and even quantum advantage in case $m, m'$ are large enough [16, 17, 26].

### Appendix F. Entangling gate error estimation

In the following we present the technical details on the MS-gate fidelity discussion from appendix B. To characterize the entangling gates, we initialize a GHZ-state for each ion-pair through a series of $(4n + 1)$ with $n \in \{0, 1, 2, 3, 4\}$ full-entangling MS$^{4n}/(-\pi/2)$. Here, we use that the GHZ-state’s density matrix ideally consists of only four elements, namely two diagonal terms $|00\rangle$ and $|11\rangle$ referred to as population as well as two off-diagonal ones describing relative coherences. The population can be directly inferred from fluorescence detection of the measured population in $p_{00}$ and $p_{11}$, whereas the coherence terms are extracted from the contrast in parity oscillations. Averaging population and parity leads to the GHZ-state fidelity. Notably, we implement each series by introducing a pause at the duration of typical local operations after each MS-gate to both mimic realistic experiment conditions, where entangling gates are interleaved with local results. On all gate pairs from the representative $X_1X_2$ circuit are shown in figure F.1 and thoroughly discussed in appendix B. Note that, qubit orders differ from the circuits in figure B.1 as to maximize inter-ion spacing and by that reduce the influence of cross-talk.
Appendix G. A different decision problem

Here we give the details of our experimental results for a different, but related, decision problem. Specifically we consider the problem where the answer is ‘yes’ for \( \alpha \) close to \( \pi/2 \) in the same circuit \( \mathcal{C} = U(\alpha) \) as in the main text. Crucially, from a computer science perspective this case is completely equivalent to the case discussed in the main text. In practice, however, different decision problems, even when they are associated to the same circuit, correspond to different implementations at the hardware level and might thus exhibit different noise sensitivities. For this reason, it might be interesting to verify multiple instances on a given quantum device. To confirm this behaviour, we now consider the circuit \( \mathcal{C} = U(\alpha) = \cos \alpha Z + \sin \alpha X \), but defining the answer of the problem to be

\[
\begin{cases}
\text{“yes”}, & \text{if } p_1(C) > b, \\
\text{“no”}, & \text{if } p_1(C) < a,
\end{cases}
\]  

under the promise that one of the two cases occurs, where \( p_1(C) = |\langle 1|C|0 \rangle|^2 \). The corresponding Hamiltonian \( H = H_{\text{out}} + J_{\text{int}} J_{\text{in}} + J_{\text{prop}} H_{\text{prop}} \) (see appendix D.1) must thus be changed such that \( H_{\text{out}} \) penalizes states with the output-qubit in state \( |0 \rangle \), such that

\[
H_{\text{out}} = (T+1) \frac{1}{2} (1 + Z_1) \otimes C(T).
\]

Assuming now, without loss of generality (see appendix D.3), that B claims that the answer to the decision problem was ‘yes’, the Hamiltonian \( H = H_{\text{out}} + 6H_{\text{in}} + 3H_{\text{prop}} \) now reads

\[
H_{\text{out}} = \frac{1}{2} (1 + Z_1 - Z_2 - Z_1Z_2),
\]

\[
H_{\text{in}} = \frac{1}{4} (1 - Z_1 + Z_2 - Z_1Z_2),
\]

\[
H_{\text{prop}} = \frac{1}{2} (1 - \cos \alpha X_1X_2 - \sin \alpha X_1X_2),
\]

for comparison with the Hamiltonian of equation (C.1) in the main text. Analogously to the case in the main text, one can show that in this case \( \langle \eta | H | \eta \rangle = 1 - p_1(C) \) and \( \lambda(H) > \langle \eta | H | \eta \rangle - 2/5 = 3/5 - p_1(C) \) hold (see appendix D.2). This implies that equation (D.7) holds for the Hamiltonian (G.2) and the decision problem (G.1).

Figure G.1 shows the experimental results in this case, again choosing \((a, b) = (1/10, 3/5)\) so that the thresholds of equation (D.7) remain \( 1 - b = 0.4 \) and \( 3/5 - a = 0.5 \). Curiously, despite being formally equivalent to the case in the main text, verification turns out to be slightly more challenging for this problem. This goes to show, that the protocol indeed verifies the output of a device, not the device itself. Hence, just because the protocol successfully verifies one instance, does not mean that all instances can be verified.

A closer inspection of the underlying circuits show that the case \( \alpha \to \pi/2 \) generates more entanglement in the system compared to \( \alpha \to 0 \). Experimentally, this amplifies the noise in an unfavourable way to prevent...
verification for most values of $\alpha$ in this case. One exception is the instance with $\alpha = \pi/2$ which features an energy below the verification threshold for two reasons. First, the term given in the above Hamiltonian proportional to $\cos \alpha Z_x X_z$ exactly vanishes at $\alpha = \pi/2$. Second, the basis change operation rotating CPHASE becomes trivial for $\alpha = \pi/2$.

Error-bars in figure G.1 represent one standard deviation of quantum projection noise, estimated from sampled energy values that we find to be normally distributed around the plotted mean values. These statistical errors are used to calculate the significance level as the probability that the verifier, $A$, incorrectly accepts the result. Therefore, significance levels are determined by the one-tailed probability that an energy value results above the threshold 0.4 inferred from the normal distribution of sampled energy values. For the instance at $\alpha = \pi/2$ we receive a significance level of 0.425.

We further note that the same depolarizing noise model used in the main text (see section A) also accurately describes the data presented in figure G.1 here. Numerical simulations then suggest that about a 30% reduced depolarizing rate of $\lambda = 0.035$ would be required to verify this case. This demonstrates that there can be large differences in the verifiability of different instances of the same problem on the same hardware.

Appendix H. Direct estimation of $\eta$-state energy

For previous attempts, covered in figures 2(b) and G.1(b), the $\eta$-state's energy was estimated using the six auxiliary qubits necessary for the trapdoor function implementation to thereby enable classical verification. For comparison, we follow up on the direct estimation of the $\eta$-state's energy. To this end, we implement the sub-circuit in the grey box from figure B.1(a) alongside additional operations on prover and clock qubit required to realize basis read-outs according to $Z_i Z_2, Z_i X_2, X_2 Z_i$ and $X_2 X_i$. Figure H.1 contains results on operator values (a) as well as energies covering both decision problems (b) and (c) considering the classical verification of $\alpha \to 0$ (see main text) and $\alpha \to \pi/2$ (see appendix G) respectively. In both cases our experimental results undercut the threshold $1 - b = 0.4$ across the relevant region $\alpha \in [0, 0.32] \cup [1.25, 1.57]$, for which our decision problems hold. Comparably good results are obtained due to the less complex experiment using only one full-entangling MS-gate plus on average eight single-qubit gates. Note that, these experiments were likewise performed on an eight-ion string using 400 experimental runs in each data point. Errors represent 1 standard-deviation from quantum projection noise.

We continue to estimate the $\eta$-state fidelity by incorporating error-rates inherent to the individual gates as previously done and thoroughly explained in the bottom part of appendix B—there considering the entire protocol. Here, the expected fidelity on the direct estimation reads:

$$\mathcal{F} = 0.998 (1)^8 \cdot 0.984 (1) = 0.968 (8).$$
Figure H.1. Direct estimation of $\eta$-state total energy. Preparation of solely the $\eta$-state according to the circuit depicted in the grey box from figure B.1 (a), Directly on $\eta$-state qubits measured expectation values for each value $(k_1, k_2) \in \{0, 1\}^2$ covering $0 \leq \alpha \leq \pi/2$. (b), Total energy of the $\eta$-state as in the decision problem of the main text relating $\alpha \rightarrow \pi/2$ as the 'yes' outcome—calculated from results in (a). (c), Total energy of the $\eta$-state as in the decision problem from section G relating $\alpha \rightarrow 0$ as the 'yes' outcome—calculated from results in (a). The error-bars represent the standard-deviation from quantum projection noise upon averaging 400 experimental repetitions that suffice to verify the outcome beyond the imprinted statistical errors. Dashed lines follow the ideal outcome.

We compare this number to results from figure H.1(a) by averaging $Z_1Z_2$ and $X_1X_2$ at $\alpha = \pi/2$ representing an estimate of the $\eta$-state’s Bell-state fidelity. The result reads:

$$F \sim \frac{Z_1Z_2 (\alpha = \pi/2) + X_1X_2 (\alpha = \pi/2)}{2} = \frac{0.955 (16) + 0.935 (17)}{2} = 0.945 (12),$$

and is again in good agreement with the above simplistic error-modelling.

Appendix I. Noisemodel simulations

This section aims to elaborate an error-model, which best describes the experimental data from the measurement rounds depicted in figure 2 from the main text. Choosing a suitable error-model was done upon previous error-rate observations thoroughly discussed at the bottom of appendix B. Those observations distinctly reveal pairwise MS-gates to limit the overall performance of our classical verification implementation. In contrast, single-qubit gates clearly make a smaller contribution, although having an approximately four times higher abundance in the final circuits. The analysis of individual MS-gate pairs, depicted in table B.1, discloses similar decay-rates in population and coherence—the latter characterizing the degree of loss in phase information. Hence, our findings support a simultaneous dephasing along X, Y and Z basis manifesting a so-called depolarizing channel. A fully depolarized state leads to a completely mixed state, which in the single qubit case is illustrated by shrinking the Bloch-sphere towards its center. Based on this, we worked out the following eight-qubit $\Gamma_\lambda = \Delta_\lambda^{\otimes 8}$ depolarizing channel to describe our classical verification results:

$$\begin{align*} 
\Gamma_\lambda (\rho_{\text{ideal}}) &= \Delta_\lambda^{\otimes 8} (\rho_{\text{ideal}}) \\
\Delta_\lambda (\sigma) &= \sum_{l=0}^{3} K_l \sigma K_l^\dagger 
\end{align*}$$

where $\Delta_\lambda$ are single-qubit depolarizing channels with Kraus operators

$$\begin{align*} 
K_0 &= \sqrt{1 - 3\lambda/4} \mathbf{1} \\
K_1 &= \sqrt{\lambda/4} X \\
K_2 &= \sqrt{\lambda/4} Y \\
K_3 &= \sqrt{\lambda/4} Z.
\end{align*}$$

Hence $\lambda$ is the single-qubit depolarizing parameter. In figure I.1 we show the depolarizing channel using the best fitted rate given at $\lambda = 0.05$ represented by dashed-lines on top of the data discussed in the main text. The good agreement between data and noise channel confirms our limitation to be depolarizing noise. According to the channel in equation (I.1) an ideal outcome in the measurement round with respect to the eight-qubit density matrix $\rho_{\text{ideal}}$ is expected at a probability of about $(1 - \lambda)^8 \approx 0.66$. The total energy plot from (b) additionally depicts the ground-state energy of the implemented Hamiltonian $H = H_{\text{out}} + 6H_{\text{in}} + 3H_{\text{prop}}$ with each term given by equation (C.1). Note that, for this ground-state energies,
i.e. the smallest numerical eigenvalues $\lambda_{\text{min}}(H^{(\text{res})})$, the inequality $\lambda_{\text{min}}(H) > \langle \eta | H | \eta \rangle - 2/5$ holds across the entire $\alpha$ range, as discussed in the above section D.2.

Moreover, this identical noise-model ($\lambda = 0.05$) accurately images the experimental outcome on the extra decision problem presented in section G.
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Figure I.1. Noise model simulation on the measurement rounds from figure 3 in the main text. We find good agreement in operator-values (a) as well as the $\eta$-state’s total energy (b) between the experimental data and our noise-modelling represented by the depolarizing channel from equation (1.1) utilizing the best fitted parameter $\lambda = 0.05$. In (b) we follow up on the numerical values of the ground-state energy $\lambda_{\text{min}}(H^{(\text{res})})$ illustrated by the dotted-line according to $H = H_{\text{int}} + 6H_{\text{in}} + 3H_{\text{prop}}$, see text for details.
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