Deprojecting galaxy-cluster cold fronts: evidence for bulk, magnetised spiral flows
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\begin{abstract}
Tangential discontinuities known as cold fronts (CFs) are abundant in groups and clusters of galaxies (GCs). The relaxed, spiral-type CFs were initially thought to be isobaric, but a significant, 10\%-20\% jump in the thermal pressure $P_t$ was reported when deprojected CFs were stacked, interpreted as missing $P_t$ below the CFs (i.e. at smaller radii $r$) due to a locally-enhanced nonthermal pressure $P_{nt}$. We report a significant ($\sim 4.3\sigma$) deprojected jump in $P_t$ across a single sharp CF in the Centaurus cluster. Additional seven CFs are deprojected in the GCs A2029, A2142, A2204, and Centaurus, all found to be consistent (stacked: $\sim 1.9\sigma$) with similar pressure jumps. Combining our sample with high quality deprojected CFs from the literature indicates pressure jumps at significance levels ranging between 2.7\$\sigma$ and 5.0\$\sigma$, depending on assumptions. Our nominal results are consistent with $P_{nt} \simeq (0.1-0.3) P_t$ just below the CF. We test different deprojection and analysis methods to confirm that our results are robust, and show that without careful deprojection, an opposite pressure trend may incorrectly be inferred. Analysing all available deprojected data, we also find: (i) a nearly constant CF contrast $q$ of density and temperature within each GC, monotonically increasing with the GC mass $M_{200}$ as $q \propto M_{200}^{0.23\pm 0.04}$, (ii) hydrostatic mass discontinuities indicating fast bulk tangential flows below all deprojected CFs, with a mean Mach number $\sim 0.76$; and (iii) the newly deprojected CFs are consistent (stacked: $\sim 2.9\sigma$) with a $1.25^{+0.08}_{-0.08}$ metallicity drop across the CF. These findings suggest that GCs quite generally harbor extended spiral flows.
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1 INTRODUCTION

In the past two decades, high resolution X-ray imaging of the intracluster medium (ICM) of galaxy clusters (GCs) revealed an abundance of thermal discontinuities known as cold fronts (CFs; for a review, see Markevitch & Vikhlinin 2007). CFs are broadly classified (Markevitch & Vikhlinin 2007) into merger CFs, such as the contact discontinuity trailing a shock in the Bullet cluster (Markevitch et al. 2002), and core CFs (also known as spiral CFs), identified as tangential discontinuities of substantial shear (Keshet et al. 2010; henceforth K10) found inside or near the core, probably as part of an extended spiral flow (Ascasibar & Markevitch 2006; Keshet 2012; henceforth K12). Other, putative types of CFs (e.g., Birnboim et al. 2010) were not yet detected. We henceforth focus on core CFs.

As one crosses such a CF outward (i.e. with increasing distance from the centre of the GC), the plasma density sharply drops, and its temperature sharply increases (jumps), over a length scale shorter than the Coulomb mean free path (e.g., Ettori & Fabian 2000; Vikhlinin et al. 2001; Werner et al. 2016). This behaviour, combined with evidence for shear (K10), is the reason for classifying these CFs as tangential discontinuities. Note that an opposite discontinuity, in which the density jump with increasing radius, would be Rayleigh-Taylor unstable. Assuming hydrostatic equilibrium and no additional pressure components, the thermal pressure, $P_t$, should then be equal on both sides of the CF. Indeed, such core CFs were initially thought to be isobaric (e.g., Markevitch et al. 2001; Tanaka et al. 2006; Sanders et al. 2009; Nulsen et al. 2013).

However, some nonthermal pressure $P_{nt}$ is nevertheless...
expected, due to magnetisation and turbulence. Magnetic fields, in particular, can exert different levels of pressure on each side of the discontinuity. Such an effect is expected due to shear magnetisation in the fast flows below CFs, inferred from discontinuities in the hydrostatic mass $M_h$ (K10). Indeed, $\gtrsim 10\%$ magnetisation is needed to explain why these CFs are thinner than the Coulomb mean free path and to stabilise them against Kelvin-Helmholtz instabilities (K10). Therefore, as the total pressure $P_{tot} = P_i + P_o$ should be continuous across a CF, some discontinuity in $P_i$ is expected. Measuring such a $P_i$ discontinuity would thus imply an opposite discontinuity in $P_{tot}$, gauging in particular the magnetic field (Reiss & Keshet 2014, henceforth RK14).

An accurate determination of the thermal pressure near the CF requires a careful deprojection of the X-ray data, from photon counts in two-dimensional sky coordinates to three-dimensional (3D) thermal distributions. A survey of previously deprojected profiles (RK14), interpolated to the CF position, indicated small discontinuities in $P_i$. Namely, the thermal pressure $P_{i,o}$ just outside (i.e. above) the CF was found to somewhat exceed its value $P_{i,o}$ just inside (i.e. below) the CF. Here, subscript $i$ (o) denotes regions inside (outside) the CF, namely below (above) it. Let $q_i \equiv P_{i,o}/P_{i,o}$ denote the ratio between the thermal pressure just outside and just inside the CF. (Notice that RK14 used the notation $\xi \equiv q_{o}^{-1}$, instead.) We henceforth refer to a sudden rise in the thermal pressure with increasing distance from the centre (i.e. $q_r > 1$) as a pressure jump. RK14 found pressure jumps with a mean value in the range $1.1 \lesssim q_r \lesssim 1.3$, depending on the sample selection. Stacking a sample of deprojected CFs indicated a significant jump, $q_r = 1.23 \pm 0.04$.

However, the RK14 sample of deprojected profiles was insufficient for further studying this effect. First, the pressure jumps across individual CFs were typically identified at low confidence levels, so even establishing the presence of the effect necessitated a stacking analysis. It should be pointed out that a CF in the Virgo cluster did show a high significance jump, but this was based on a narrow sector with substructure, and so deemed unreliable by RK14. The CF closest to the centre of the GC A133 also appeared to show a significant ($\gtrsim 4 \sigma$) jump; however, the deprojected temperature profile (Randall et al. 2010) was misaligned with the CF, introducing a systematic error in the inferred $P_i$ jump and its significance. Second, measuring a $P_i$ jump at the $\sim 10\%$ level may be sensitive to the simplifying assumptions often made when deprojecting CFs. Such assumptions include adopting a homogeneous or effective (e.g., Mazzotta et al. 2004) cooling function, and neglecting metallicity gradients, in particular discontinuities in the deprojected metallicity that were demonstrated (Sanders et al. 2005) across two CFs in Abell 2204 (and recently, in one CF in the Centaurus cluster; Sanders et al. 2016). And third, the previous deprojected CF sample was too noisy to test subtle properties, such as the anticipated correlation between the magnetic pressure (inferred from the $P_i$ jump) and the shear velocity (inferred from the $M_h$ jump; K10). In conclusion, a dedicated deprojection of the thermal profiles across CFs is needed in order to critically test the pressure jumps and study their related properties.

We carry out a careful deprojection analysis of CFs from raw X-ray observations, targeting both the local thermal discontinuities and the global thermal structure. We focus on the GCs Abell 2029, 2142, 2204 (hereafter A2029, A2142, and A2204, respectively), and Centaurus, all of which present CFs in multiple sectors. To our knowledge, the spiral CF in A2029 was not previously deprojected. The analysis of these CFs is supplemented by a study of the available deprojected discontinuities across all CFs in the literature. We examine the contrast values of the deprojected properties — density, temperature, pressure, metallicity, hydrostatic mass, and tangential velocity — across all the analysed CFs, and the correlations between them.

The paper is organised as follows. In §2, we describe the observational targets and the data reduction. In §3, we outline the spectral analysis methods used to extract the deprojected thermodynamic profiles. The resultant deprojected thermodynamic properties are discussed in §4. The newly deprojected thermal pressure profiles are presented and analysed in §5. In addition, in this section we analyse the deprojected thermal pressure discontinuities, presently available in the literature. In §6, we test how projection effects the inferred pressure discontinuities. In §7 we discuss the shear flows that are found along the analysed CFs. Our results are summarised and discussed in §8. In Appendix A, we examine different deprojection models. We discuss the correlations between the different CF diagnostics in Appendix B.

We adopt a concordance ΛCDM model with a Hubble parameter $H_0 = 70\, \mathrm{km\, s^{-1}\, Mpc^{-1}}$ and a matter fraction $\Omega_m = 0.3$. An angular separation of $1^\circ$ is thus equivalent to a proper distance separation of $1.45, 1.68, 2.65,$ and $0.22$ kpc, respectively; in A2029, A2142, A2204, and Centaurus. A 76% hydrogen mass fraction is assumed. Errors are quoted at the single-parameter $1\sigma$ confidence level, unless otherwise stated.

### 2 SAMPLE AND DATA REDUCTION

The GCs A2029, A2142, A2204, and Centaurus were observed with the Chandra Advanced CCD Imaging Spectrometer (ACIS). Table 1 presents the observations parameters: the ID (ObsIDs) of each observation, the observation starting date, the total exposure time, and the cleaned total exposure time, as described below.

The GC A2029 (at a redshift $z \simeq 0.0765$) is regarded as one of the most relaxed known clusters (e.g., Ascasibar & Markevitch 2006). The mass of the cluster, parameterised as the mass within a radius enclosing a mean density 200 times the critical density of the Universe, is $M_{200} = (9.1 \pm 5.6) \times 10^{14} M_\odot$ (Gonzalez et al. 2018) for a Navarro-Frenk-White model (NFW; henceforth Navarro et al. 1997). It was the first GC to present a clear, continuous spiral pattern, extending far from the centre (Clarke et al. 2004; Paterno-Mahler et al. 2013), when subtracting a model from the surface brightness ($S_B$) image. Across this spiral, the thermal pressure was reported as continuous, motivating its classification as a core CF (Paterno-Mahler et al. 2013). To our knowledge, this GC was not previously deprojected. As explained in §3.2.2, we are able to analyse only the south-western sector, A2029SW, where a CF is observed at a radius $\sim 30$ kpc from the X-ray peak. (We use such sector notations — the cluster identifier
with letters designating the cardinal or intercardinal sector direction, henceforth.)

Abell 2142 (z ≈ 0.0898) is a relaxed cluster, with no evidence for a recent major merger. In the outskirts, however, multiple minor mergers are suggested from the complex dynamics, as inferred from a combination of X-ray and the optical band observations (Liu et al. 2018). Such minor mergers were previously suggested as responsible for sloshing in the core of the GC (e.g., Ascasibar & Markevitch 2006; Owens et al. 2011). A2142 is massive, with $M_{200} = (1.2 \pm 0.2) \times 10^{15} M_{\odot}$ (Munari et al. 2014). A spiral pattern is visible in this GC, as seen in the projected temperature map (Rossetti et al. 2013). The GC presents a narrow CF that stretches from west to north (A2142NW) at an angular separation $\psi \sim 3'$ (e.g., Markevitch et al. 2000), a southeast (A2142SE) CF at $\psi \sim 0'.7$ (e.g., Markevitch et al. 2000), and another CF in the A2142SE sector at $\psi \sim 10'$, outside the field of view of present Chandra observations (see Rossetti et al. 2013). As explained below, in this GC we can only deproject the A2142NW sector. This sector was recently deprojected (Wang et al. 2018), however, the metallicity profile was not analysed, and the method utilised (in particular, its density and temperature weights; see §3.3.2) may be inappropriate for the accurate determination of a CF pressure jump; see discussion in Appendix A.

Abell 2204 (z ≈ 0.1524) is regarded as a very relaxed cluster (Reiprich et al. 2009), with mass $M_{200} = (7.1^{+3.2}_{-0.8}) \times 10^{14} M_{\odot}$ (Corless et al. 2009). It presents a spiral pattern seen directly in the $S_e$ and projected temperature images. The cluster shows two distinct CFs (Sanders et al. 2005), one to the west (A2204W) and one to the northeast (A2204NE), at angular separations $\psi \sim 0'.4$ and $\sim 0'.2$ from the centre, respectively. We analyse all four sectors, A2204W, A2204E, A2204S, and A2204N, each showing a different part of the same spiral CF. The south and north-west sectors are deprojected here, to our knowledge, for the first time.

The Centaurus cluster (A3526; hereafter Centaurus; z ≈ 0.0109) is one of the most well-observed GCs, at various wavelengths, with a mass $M_{200} = (1.6^{+0.9}_{-0.3}) \times 10^{14} M_{\odot}$ (Walker et al. 2013). It is a nearby relaxed GC which presents two CFs to the west (A3526W), at $\psi \sim 1'$ and $\sim 3'.3$, and two CFs to the east (A3526E), at $\psi \sim 1'.5$ (e.g., Sanders & Fabian 2002; Sanders et al. 2016) and one CF that we identify (see §3.2.2) in at $\psi \sim 6'.6$. Below the inner CF, a complex X-ray structure is visible, strongly correlated with the radio source found in the centre (Taylor et al. 2007). A model-subtracted $S_e$ image and the projected temperature map each indicates the presence of a spiral pattern (Sanders et al. 2016). We are able to deproject the outer CFs in the A3526E and A3526SW sectors, at $\psi \sim 3'.3$ and $\psi \sim 6'.6$. The A3526SW CF was previously deprojected (Sanders et al. 2016), but using data only at small distances above the CF; to our knowledge, the A3526E sector was not previously deprojected.

In all these GCs, the spiral pattern can be directly inferred from the morphology and position of the CFs, which themselves are apparent in the $S_e$ images.

The raw data of these GCs is processed in the same way as described in Wang et al. (2016). For each of the ObsIDs, we reprocess Level = 1 event files, by using the tool acis_process_events of the Chandra X-ray Centre (CXC).

Table 1. Observations used in this work

| GC   | ObsID | Observation start date | Total exposure (ks) | Cleaned exposure (ks) |
|------|-------|------------------------|---------------------|-----------------------|
| A2029 (0.0765) | 891 | 2000-04-12 | 20.1 | 19.7 |
| A2142 (0.0898) | 5005 | 2005-04-13 | 45.2 | 44.6 |
| A2204 (0.1524) | 499 | 2000-07-29 | 10.4 | 9.3 |
| Centaurus (0.0109) | 7940 | 2007-06-06 | 78.5 | 77.7 |

| GC   | ObsID | Observation start date | Total exposure (ks) | Cleaned exposure (ks) |
|------|-------|------------------------|---------------------|-----------------------|
| A2029 (0.0765) | 4954 | 2004-04-01 | 90.2 | 89.2 |
| A2142 (0.0898) | 4955 | 2004-04-02 | 45.3 | 44.6 |
| A2204 (0.1524) | 5310 | 2004-04-04 | 50.0 | 49.8 |
| Centaurus (0.0109) | 16225 | 2014-05-26 | 181.3 | 180.5 |
| A2029 (0.0765) | 16224 | 2014-04-09 | 42.9 | 42.5 |
| A2142 (0.0898) | 16225 | 2014-04-26 | 30.5 | 30.1 |
| A2204 (0.1524) | 16534 | 2014-06-05 | 56.2 | 56.0 |
| A2204 (0.1524) | 16607 | 2014-04-12 | 46.3 | 45.6 |
| A2204 (0.1524) | 16608 | 2014-04-07 | 34.6 | 34.2 |
| A2204 (0.1524) | 16609 | 2014-05-04 | 83.4 | 83.0 |
| A2204 (0.1524) | 16610 | 2014-04-27 | 17.6 | 17.6 |

Columns: (1) The GC; (2) The observation ID number; (3) The observation start date; (4) Total exposure; (5) Total exposure after the cleaning process, described in the text.

Software, CIAO (4.8). We apply the standard event filtering procedure of masking bad pixels, grade filtering, removal of cosmic-ray afterglow and streak events, and the detector background events identified using the VFAINT mode data. The ObsIDs are then aligned in the sky coordinates by running the CIAO wavelet source detection routine wavedetect (see CIAO science threads). Periods of elevated background are identified by using the 2.5–7 keV light curve in a background region free of cluster emission on the ACIS chip. This is done by excluding circles of radii 6', 8', 7', 4', and 6'.5, respectively, for A2029, A2142, A2204, and Centaurus, around the centre of each GC. We use time bins of 1 ks and discard bins that have count rates that are different by more than 20% from the mean value. The resulting clean exposures of the above ObsIDs are provided in Table 1.

To model the detector and sky background, we use the ACIS blank-sky background data set of the corresponding epoch (see Markevitch et al. 2003; Hickox & Markevitch 2006). The VFAINT mode filter and bad pixel masking.
are applied. The events are then projected onto the sky for each observation, using the task make_acisbg\(^2\). The 41 ms readout time of the CCD introduces artefacts in the CHIPY direction. These artefacts are modelled by the tool make_readout_bg\(^3\). The count rate derived from the background data is then scaled so that it has the same 9.5 – 12 keV counts as the observed data. This value is further reduced by 1.32\% or 1.28\%, depending on the observation included five or six chips, respectively, to accommodate the amount of background contained in the readout artefact. Exposure maps are then created using Alexey Vikhlinin’s tools\(^4\). These exposure maps account for the position- and energy-dependent variation in effective area and detector efficiency (Weisskopf et al. 2002) using a MEKAL model.

The exposure maps and the images of the cleaned event, background, and readout files of the different ObsIDs are co-added in sky coordinates. After cleaning and co-addition, \( S_z \) images in the 0.8 – 7.0 keV energy band are created by subtracting both background and readout files from the processed event files, and dividing the outcome by the co-added exposure map. The surface brightness in the energy band \([e_a, e_b]\) can be expressed as

\[
S_z(e_a, e_b) = \frac{N_{\text{event}} - N_{\text{readout}} - N_{\text{background}}}{t_{\text{exp}}},
\]

where \( N_f \) is the number of counts in some pixel in file \( f \), and \( t_{\text{exp}} \) is the total exposure time. In order to account for the energy-dependence of the chip effective area, \( S_z \) images in narrower energy bands are created (as described above) and then summed to give an \( S_z \) image in the 0.8 – 7.0 keV band,

\[
S_z (0.8\text{ keV}, 7.0\text{ keV}) = \sum_k S_z (e_a, e_a + 1). \tag{2}
\]

Figs. 1, 3, 5, and 8 present the cleaned \( S_z \) images in the 0.8 – 7.0 keV band of the GCs A2029, A2142, A2204, and Centaurus, respectively.

In each GC, we exclude point sources from our analysis by visually inspecting the 0.8 – 7.0 keV \( S_z \) images.

3 THERMAL PROPERTY DERIVATION

In each GC, we extract the spatial profiles of the electron number density, \( n \), electron temperature, \( T \), and metallicity, \( Z \), above and below the identified CFs. To do so, we use the projected, binned profiles of \( S_z \), the temperature, and the metallicity.

In addition, in order to increase our sample of deprojected CFs, and thus investigate the thermal properties across CFs on a global extent, we extract deprojected thermal profiles across previously deprojected CFs in the literature.

3.1 Deprojection procedure

In order to derive the deprojected thermodynamic properties \( n, T, \) and \( Z \), we need three equations that relate these profiles to the observed, projected data. The value of \( S_z \) may be related to the X-ray emissivity \( j_x(r) \), which strongly depends on \( n(r) \), integrated over the line of sight \( l \) (henceforth LOS).

\[
S_z = \int j_x \, dl. \tag{3}
\]

Standard packages (for example XSPEC\(^5\)) use spectral fitting to provide the projected values of the thermal properties \( A \in \{T, Z\} \) in a given angular bin \( b \). The value of \( A \) thus fitted may be related, under certain assumptions, to the weighted average of \( A \) over the volume \( V \) corresponding to \( b \) and \( l \),

\[
A_{\text{proj}}(b) \simeq \frac{\int W_A \, dV}{\int W_A \, dV}, \tag{4}
\]

where \( W_A \) is the corresponding weight. Given expressions for the weights \( j_x, W_T, \) and \( W_Z \), some assumptions on the spatial distribution of the gas, and the projected profiles \( S_z, T_{\text{proj}}, \) and \( Z_{\text{proj}} \), one can carry out the above integrals, and solve for the spatial distributions of \( n, T, \) and \( Z \).

3.2 Projected quantities

To derive the projected profiles, \( S_z, T_{\text{proj}}, \) and \( Z_{\text{proj}} \), we first define the sectors for the analysis. Subsequently, we derive the finely-binned \( S_z \) profile, and the coarsely-binned \( T_{\text{proj}} \) and \( Z_{\text{proj}} \) profiles.

3.2.1 CF sectors

To simplify the analysis of the quasi-spiral CF observed, we divide the CF into sectors, and impose a common centre to all sectors, coincident with the GC centre. This cannot be done with a circular fit to the CF, so for each sector we find the ellipse that best-fits the CF. The region of interest inside (outside) the CF is bounded by this ellipse and a similar ellipse, rescaled by a small (large) number. The inner and outer radii of each region of interest are determined by data availability. As the CF ellipse is chosen by eye, its parameters carry some errors. However, the radial position of the CF along the sector is derived more carefully (see §3.3.3).

The centre of the CF ellipse is chosen at the position of the GC centre, defined as the X-ray peak. For the analysed GCs, this coincides with the position of the cD galaxy to within \( \sim 10 \) kpc for A2142 and \( \sim 1 \) kpc for the rest of the GCs. This choice is justified for regions where the gas is relaxed (Markevitch & Vikhlinin 2007). It is a necessary choice in some of our profiles (in A2029 and A2204), in which the inner region of interest extends all the way to the GC centre.

In each region of interest, we then define a sector, by placing angular cuts emanating from the GC centre. The angular size of a sector is limited by the location where the CF either loses its coherence, or is no longer fit by a simple ellipse. For simplicity, we associate the radial thermal profile in a given sector with its angular bisector. As an example, see the A2029 CF sector in Fig. 1.

As the CFs are non-spherical, the angle \( \alpha \) between the

---

\(^2\) http://cxc.harvard.edu/contrib/maxim/acisbg/

\(^3\) http://cxc.harvard.edu/contrib/maxim/make_readout_bg

\(^4\) http://hea-www.harvard.edu/~alexey/CHAV/

\(^5\) https://heasarc.gsfc.nasa.gov/xanadu/xspec
discontinuity and a coincident sphere around the GC centre. We quantify this deviation by the angle $\alpha_{\text{proj}}$ between the projected CF and its fitted ellipse, measured at the bisector; the results are presented in Table 4. Six out of our eight newly deprojected CFs are approximately circular, and accordingly, $\alpha_{\text{proj}} \approx 10^\circ$ is small. For the remaining two CFs, in the A2029SW and A2204N sectors, we find that $\alpha_{\text{proj}} \approx 30^\circ - 40^\circ$. These larger values reflect an elliptical GC morphology (in A2029) or an inclined spiral CF plane (see §7.3), with a bisector that is not aligned with the axes of the ellipse.

### 3.2.2 Surface brightness

The $S_x$ profile along the sector is extracted in radially logarithmic, elliptical annuli, according to the properties of the aforementioned ellipse. We convert the distribution of $S_x$ among the pixels in the sector into a radial profile, by assigning each bin with its average $S_x$ and the range of projected radius $R$ values it spans along the angle bisector. For example, Fig. 2(a) shows the $S_x(R)$ profile in the A2029 sector of Fig. 1.

There are some CFs that are seen in the $S_x$ maps, but we do not analyse. In Centaurus, four CFs are visible in Fig. 8: two to the east of the centre, and two to the west. However, we analyse only the two peripheral CFs, as the regions below the more central CFs are obscured by substructure. Notice that the peripheral CF to the east is reported here for the first time. According to Paterno-Mahler et al. (2013), additional discontinuities lie above both CFs A2204E and A2204S, when subtracting a model from the $S_x$ maps; this is also faintly visible in Fig. 5. However, these additional discontinuities, if real, are not sufficiently significant in the $S_x$ profiles, and so are disregarded. In A2142, substructure prevents us from analysing the south-eastern CF. In A2029, statistics are insufficient to analyse the region below the north-eastern CF.

Just above the A3526W CF we find a substructure that is starched from the west to the north (see Fig. 8). Therefore, we focus on the south-western side of the edge (A3526SW).

#### 3.2.3 Projected temperature and metallicity profiles

We extract the $T_{\text{proj}}$ and $Z_{\text{proj}}$ profiles above and below each CF, as follows. We divide each sector into radial bins, to be used for both $T_{\text{proj}}$ and $Z_{\text{proj}}$. The bins are defined such that each bin contains approximately the same number of counts, as listed in Table 2. This number of counts is chosen large enough to ensure sufficient statistics for the $T_{\text{proj}}$ and $Z_{\text{proj}}$ derivation, and small enough to produce at least two bins both above and below the CF. The radial range associated with each bin is determined along the angle bisector, as for $S_x$.

The bins are aligned such that the CF lies at the boundary between two bins, in order to make the implicit assumption of binning — an approximately uniform thermal distribution within each bin — more plausible. The by-eye tracing of the CF is thought to capture its shape reasonably well, but often introduces a substantial error in the determination of $r_{\text{CF}}$. Such an error has a minor effect on the $S_x$ profile, which is both continuous and finely binned. This is not the case, however, for the sparsely-binned, discontinuous $T_{\text{proj}}$ and $Z_{\text{proj}}$ profiles, which are sensitive to errors in $r_{\text{CF}}$. The latter are therefore rebinned after $r_{\text{CF}}$ is more precisely determined; see §3.3.3.

The values of $T_{\text{proj}}$ and $Z_{\text{proj}}$ in each bin are derived with the spectral fitting package XSPEC, using an APEC*WABS model. The required co-added instrument response files of the different ObsIDs are generated as described in Vikhlinin et al. (2005). Before fitting the APEC*WABS
Figure 2. A2029 - radial thermodynamic properties on the plane of the sky, in the SW (dashed blue) sector (see Fig. 1): (a) the surface brightness; (b) the projected temperature; (c) the projected metallicity; (d) the electron deprojected number density; (e) the deprojected temperature; (f) the deprojected metallicity; (g) the deprojected electron thermal pressure times the radial distance from the centre; and (h) the deprojected hydrostatic mass divided by the radial distance from the centre. Shaded regions represent the confidence intervals of the corresponding curves. Vertical, dot-dashed blue line represents the position of the CF. The contrast values of the deprojected properties at the CF are given in Table 3. The best-fit models of $T_{\text{proj}}$ and $Z_{\text{proj}}$ at each bin are presented by a cyan rhombus. The best-fit model of $S_x$ is presented by a cyan line.

Table 2. Events in each temperature bin

| GC       | # of events ($10^3$) | Circle radii | $N_H$ ($10^{20}$cm$^{-2}$) |
|----------|----------------------|--------------|-----------------------------|
| A2029    | 8.5                  | 3’           | 4.01 ± 0.02                 |
| A2142    | 25                   | 3’           | 5.16 ± 0.03                 |
| A2204    | 9                    | 3’           | 6.6 ± 0.4                   |
| Centaurus| 60                   | 3’5          | 10.21 ± 0.05                |

Columns: (1) The GC; (2) The number of counts in each radial bin of $T_{\text{proj}}$ and $Z_{\text{proj}}$ profiles; (3) The radii of the circle in which $N_H$ was measured; (4) The absorption column value.

To model the data, we freeze the redshift at the mean GC value (see Table 1). We freeze the absorption column density $N_H$ at the value obtained when fitting the co-added GC spectra with a single temperature. The fitted region here is the largest disk, centred upon the X-ray peak, still confined within the chips. The disk radii and the corresponding $N_H$ values in each GC are given in Table 2. While the simplifying assumption of an isothermal GC introduces some systematic errors, the resulting $N_H$ values are in good agreement with the expected results (e.g., Kalberla et al. 2005).

Figs. 4(b) and 4(c) demonstrate the projected $T_{\text{proj}}$ and $Z_{\text{proj}}$ profiles, respectively, in A2142.

3.3 Deprojection

To model the deprojected radial thermal profiles, $n$, $T$, and $Z$, in a sector, we first assign a 3D parametric model to each of the profiles. We then determine the weights $f_x$, $W_T$, and $W_Z$. Finally, we determine $r_{\text{cf}}$, rebin the $T_{\text{proj}}$ and $Z_{\text{proj}}$ profiles, and derive the best-fit parameters of the $\{n, T, Z\}$ models.
Figure 3. Chandra surface brightness image of A2142 in the 0.8 – 7.0 keV band. The image was exposure corrected, background subtracted, and Gaussian smoothed with a 3″ radius. A wide and sharp CF is present to the north west of the GC centre. Notations are as in Figure 1.

Figure 4. A2142 - radial thermodynamic properties on the plane of the sky. Same as Figs. 2(a)–2(h) for the NW (dashed blue) sector of A2142 (see Fig. 3). The best-fit models of $T_{\text{proj}}$ and $Z_{\text{proj}}$ at each bin are presented by a cyan rhombus. The best-fit model of $S_x$ is presented by a cyan line.
Figure 5. *Chandra* surface brightness image of A2204 in the $0.8 - 7.0$ keV band. The image was exposure corrected, background subtracted, and Gaussian smoothed with a $3''$ radius. In the image to the left, we divided the GC to four regions and fit a different ellipse to each of the CFs (dashed lines), visible at the west, east, north and south sectors. Notations are as in Figure 1.

Figure 6. A2204 - radial thermodynamic properties on the plane of the sky. Same as Figs. 2(a)–2(h) for the west (red) and east (dashed blue) sectors of A2204 (see Fig. 5). The best-fit models of $T_{\text{proj}}$ and $Z_{\text{proj}}$ at each bin are presented by a cyan rhombus (orange square) for the eastern (western) sector. The best-fit model of $S_x$ is presented by a cyan (dashed black) line for the eastern (western) sector.
3.3.1 Parametric models

Deprojecting a CF requires some assumptions on the underlying 3D plasma distribution. Observations indicate that the gas distribution in a GC can be described as a triaxial spheroid (e.g., Cooray 2000; De Filippis et al. 2005; Paz et al. 2006; Sereno et al. 2006; Kawahara 2010; Planck Collaboration et al. 2016; Sereno et al. 2017). Simulations indicate that a prolate symmetry provides a good approximation (e.g., Jing & Suto 2002; Allgood et al. 2006; Macciò et al. 2007; Muñoz-Cuartas et al. 2011; Despali et al. 2014). Hence, we model the 3D gas distribution in each CF sector as a prolate spheroid. For simplicity, we assume that the large axis of the spheroid lies on the plane of the sky. Therefore, we infer the three axes of the spheroid from the CF ellipse; in particular, the axis along the LOS is identified with the minor axis of the ellipse. The thermal properties are thus taken as functions of a single 3D parameter, namely the spheroidal radius $r$, identified on the plane of the sky along the bisector with the 2D coordinate $R$. To model the thermal profiles while taking into account the presence of the CF at spheroidal radius $r = r_{cf}$, and the effect of the CF on the gas distribution, we adopt, for each CF, different models for the gas inside ($r < r_{cf}$) and outside ($r > r_{cf}$) the CF.

For the density profile, we first attempt a $\beta$-model (Cavaliere & Fusco-Femiano 1976, 1978),

$$n_j(r) = n_j \left( \frac{r^2}{r_{c,j}^2 + r_{cf}^2} \right)^{-\frac{2}{\beta_j}},$$

(5)

where the index $j \in \{i, o\}$ denotes regions inside, outside the CF. Here, $\beta_j$ is the slope parameter, and the normalisation $n_j$ is the density extrapolated (from each side) to $r_{cf}$. The parameter $r_{c,j}$, representing the core radius, is allowed to take different values on each side of the CF. At least on one side of the CF, $r_c$ cannot be assumed to correspond to any physical core scale. If the $\beta$-model on either side of the CF yields a negligibly small $r_c$ (with respect to the radial data range), the model is replaced by a power-law,

$$n_j(r) = n_j \left( \frac{r}{r_{cf}} \right)^{\alpha_{n,j}}.$$

(6)

For $T(r)$ and $Z(r)$, we simply adopt power-law profiles,

$$T(r) = T_j \left( \frac{r}{r_{cf}} \right)^{\alpha_{T,j}},$$

(7)

$$Z(r) = Z_j \left( \frac{r}{r_{cf}} \right)^{\alpha_{Z,j}}.$$

Figure 7. A2204 - radial thermodynamic properties on the plane of the sky. Same as Figs. 2(a)–2(h) for the north (dotted green) and south (dot-dashed brown) sectors of A2204 (see Fig. 5). The best-fit models of $T_{proj}$ and $Z_{proj}$ at each bin are presented by a green rhombus (purple square) for the southern (northern) sector. The best-fit model of $S_x$ is presented by a cyan (dashed black) line for the southern (northern) sector.
and
\[ Z(r) = Z_j \left( \frac{r}{r_{cf}} \right)^{\alpha_T}, \tag{8} \]
respectively. Here, the normalisations \( T_j \) and \( Z_j \) are the temperature and metallicity extrapolated to the CF radius, whereas \( \alpha_T \) and \( \alpha_Z \) are the corresponding profile slopes.

The various models described above are not expected to hold over a wide radial range, especially if more than one CF is present in the modelled sector. We therefore restrict the radial range of each model to the CF region, using data at radii reaching up to a factor of \( \sim 3 \) both above and below the CF radius. The use of a multiplicative radial factor here is justified by the nearly logarithmic CF spirals inferred from observations and simulations (K12), and we choose the factor to be \( \sim 3 \) based on some multi-CF sectors, for example in Centaurus (e.g., Sanders et al. 2016) and in A2029 (e.g., Paterno-Mahler et al. 2013). In some sectors, an evident change in the slope of \( S_j, T_{proj}, \) or \( Z_{proj} \) can be seen even closer to the CF; in such cases we accordingly limit the modelled radial range. Our results depend somewhat on the precise locations of these radial cutoffs; we discuss this sensitivity in §8.

### 3.3.2 Weight functions

Once the projected profiles are derived and the 3D parametric models are chosen, we only need to determine the weights \( j_x, W_T, \) and \( W_Z \) in order to derive the deprojected thermal profiles (according to Eqs. 3 and 4).

The emissivity \( j_x \) is parameterised as \( j_x = \Delta n^2 \). For a given GC redshift \( z \), observed photon energy band \( \{\epsilon_a, \epsilon_b\} \), and given gas parameters \( T \) and \( Z \), XSPEC provides\(^6\) the

\(^6\) When using the XSPEC function “flux” (with variable “norm”
Figure 9. Centaurus - radial thermodynamic properties, on the plane of the sky. Same as Figs. 2(a)–2(h) for the western (dashed blue) and eastern (red) sectors of Centaurus (see Fig. 8). The best-fit models of $T_{\text{proj}}$ and $Z_{\text{proj}}$ at each bin are presented by a cyan rhombus (orange square) for the western (eastern) sector. The best-fit model of $S_x$ is presented by a cyan (dashed black) line for the south-western (eastern) sector.

cooling function $\Lambda$. We model $\Lambda$ by interpolating tabular data from XSPEC, for the given GC redshift and the observed energy band, i.e. $\epsilon_a = 0.8$ keV and $\epsilon_b = 7.0$ keV.

The emissivities of different slices along the LOS have an additive effect on $S_x$. This justifies writing $S_x$ (in Eq. 3) as the integral over $j_x = n^2 \Lambda$ (which can be seen as the mean of $n^2$ weighted by $\Lambda$), inasmuch as the model for $\Lambda(T, Z)$ can be trusted and the local (3D) temperature and metallicity can be determined. In contrast, it is not necessarily true that the projected temperature and metallicity depend linearly on the contribution of each slice, because $T_{\text{proj}}$ and $Z_{\text{proj}}$ are determined from a spectral fit which is inherently non-linear. As the weights $W_T$ and $W_Z$ are thus ill-defined, there is no obvious way to choose them, and different expressions were explored in the literature. It is important to verify that the results of a deprojection are qualitatively insensitive to the precise choice (within reason) of these weights.

Among the expressions adopted in the literature for $W_T$, notable are the emissivity weight $W_T = n^2 \Lambda$, the emission measure weight $W_T = n^2$ (i.e. approximating $\Lambda = \text{const.}$), and a weight based on a spectral fit, $W_T = n^2 T^{-3/4}$ ($\Lambda \propto T^{-3/4}$; see Mazzotta et al. 2004, and references therein). As our nominal choice, we adopt the emissivity weight, $W_T = n^2 \Lambda$, which takes into account both temperature and metallicity variations, and can be justified for the simplified case where the spectral fit is additive. In §A, we examine different choices of the weight $W_T$, and quantify the sensitivity of the results to this choice.

The metallicity weight $W_Z$, defined through Eq. (4), received less attention in the literature, probably because measuring $Z$ is more difficult, and is not strictly necessary if $\Lambda$ and $W_T$ are approximated as $Z$-independent. Several studies (e.g., Ettori et al. 2002; Pizzolato et al. 2003; Siegel et al. 2018) adopted the emissivity as the metallicity weight, $W_Z = n^2 \Lambda$, albeit not (as far as we know) in the context of CF analyses. The metallicity in CF sectors was, however, non-parametrically deprojected: Sanders et al. (2005) used the XSPEC deprojection routine PROJCT (see Ap-
pendix A), and Sanders et al. (2016) used the deprojection routine DSDPROJ (e.g., Sanders & Fabian 2007; Fabian et al. 2008).

We adopt the emissivity as our nominal weight, \( W_Z = \pi^2 \Lambda \), for the same reasons outlined above for \( W_T \); the sensitivity of our results to this choice are discussed in §8.

### 3.3.3 Fit procedure

As mentioned above, the by-eye determination of \( r_{\text{cf}} \) is prone to error. Therefore, unlike the parameters describing the shape of the CF, \( r_{\text{cf}} \) is now treated as a free parameter. This introduces some difficulty, because the bins already introduced into the analysis may now become misaligned with the CF. As explained above, the results are not sensitive to a misaligned \( S_z \) binning, because \( S_z \) is continuous and finely binned, with bins near the CF thinner than 5 kpc in A2142, and \(< 1 \) kpc in the rest of the analysed GCs. The results can however become significantly distorted by a misaligned \( T_{\text{proj}} \) or \( Z_{\text{proj}} \) binning, because a thermal discontinuity may thus become lodged deeply within a large bin. This severely complicates the analysis: binning correctly requires an accurate determination of \( r_{\text{cf}} \), but this determination is skewed by the incorrect binning.

To break the degeneracy, and self-consistently both determine \( r_{\text{cf}} \) and accordingly bin the data, we use an iterative approach. First, we consider a model which does not depend on \( T \) and \( Z \). This is achieved by fitting only the density profile, based on the binned \( S_z \) data interpreted using Eq. (3) with a simplified, \( j_x \propto n^2 \) emissivity that is independent of \( T \) and \( Z \). The resulting best-fit value of \( r_{\text{cf}} \) is then used to rebin the data, with an improved bin-CF alignment. The rebinned \( T_{\text{proj}} \) and \( Z_{\text{proj}} \) profiles, along with the \( S_z \) profile, can now be used to fit the three thermal profiles, \( n \), \( T \), and \( Z \), using the nominal \((T- \text{and } Z-\text{dependent}) \) weights. This step — rebinning the data and refitting the nominal model — can be repeated until it converges. In practice, we find that a single iteration is sufficient, leading to an \( r_{\text{cf}} \) determination accurate to within the \( S_z \) bin resolution.

The outcome of this process is the determination of the values of the model parameters in Eqs. (5–8) that, when projected according to Eqs. (3) and (4) with our nominal weights, provide the best fit the projected data. This includes \( r_{\text{cf}} \), the temperature profile parameters \( T_j \) and \( \alpha_{T,j} \), the metallicity profile parameters \( Z_j \) and \( \alpha_{Z,j} \), and the density profile parameters \( n_j \) and either \( \{r_{\text{cf}}, \beta_j \} \) or \( \alpha_{n,j} \).

### 3.4 Previously deprojected CFs

In order to improve the statistics of our CF analysis, we supplement our CF sample by analysing previously deprojected CFs from the literature. We reanalyse, in particular, part of the CF sample discussed in RK14, as detailed below. A thorough discussion of systematic effects associated with the analysis of data from the literature is given by RK14.

Some CF analyses in the literature show only one thermal bin on one side of of the CF, either above or below it. This is the case, for example, in three out of the 17 CFs in the sample of RK14. Modelling the thermal profile on one side of the CF with a single data point requires strong assumptions on the profile; one typically assumes that the plasma here is isothermal. To avoid such unjustified assumptions and the corresponding large systematic errors, we exclude these CFs from our analysis.

We find 13 CFs in 10 GCs which are usable here, namely were reported in the literature with more than one thermal bin on each side of the CF. The CFs in the previously deprojected CF sample are found in the following GCs (one CF in a GC, unless otherwise stated): A133 (two CFs; Randall et al. 2010), A496 (Tanaka et al. 2006), A1644 (Johnson et al. 2010), A1795 Markevitch et al. (2001), A2052 (de Plaa et al. 2010), A2199 (Nulsen et al. 2013), A3158 (Wang et al. 2010), RXJ1532 (Hlavacek-Larrondo et al. 2013), Virgo (Urban et al. 2011), and 2A0335 (three CFs; Sanders et al. 2009).

Our sample of previously deprojected CFs includes three CFs, found in the GCs A3158, A2199, and RXJ1532, that were not analysed by RK14. The remaining 10 CFs, already studied by RK14, are reanalysed here starting from the published, binned thermal profiles. The seven CFs studied by RK14 and excluded from the present analysis include the three aforementioned CFs with a single temperature bin below the CF (in RXJ1347.5 and the inner CF in A1644), three CFs in A2204 which we reanalyse from the raw data, and one CF in A1664 which was not deprojected.

Results from the 13 previously deprojected CFs are presented in the relevant figures below. However, only eight of these CFs are actually included in our following statistical computations. The remaining five CFs suffer from analysis complications. The CF in Virgo is based on a very narrow sector, leading to strong fluctuations; see §1. The outer CF in A1644 is suspected as being affected by a merger; see discussion in RK14. The thermal binning used in A133 (the innermost CF), RXJ1532, and A2199 appear to be misaligned with the CF; here we ignore the bin harbouring the CF, and use the bins above and below this problematic bin. As these five CFs provide interesting information but differ from the other CFs and carry potentially large systematic errors, they are only shown in figures, but not incorporated in the statistical analysis.

### 4 DEPROJECTION RESULTS

The best-fit model parameters in Eqs. (5–8) are presented in Tables 3 and 4, for each of the analysed sectors in each of the GCs. Since we are interested in the fractional variations in the thermal parameters across a CF, we analyse the thermal profiles in log space, implicitly assuming that the statistical errors are distributed symmetrically in their respective log space; the sensitivity to this assumption is discussed in §5. The projected and deprojected thermal profiles across the different analysed sectors are shown in Fig. 2 for A2029, Fig. 4 for A2142, Figs. 6 and 7 for A2204, and Fig. 9 for Centaurus.

#### 4.1 Density drops and temperature jumps

As Table 3 shows, across the analysed CFs, the density sharply drops (with increasing radius) and the temperature sharply jumps, as expected. The fractional density drops
are of order $q_n \equiv n_1/n_o \sim 1.6$, whereas the fractional temperature jumps are of order $q_T \equiv T_o/T_r \sim 2$ (see detailed discussion below). Here and below, we define contrasts, such as $q_n$ and $q_T$, such that their value is positive for a typical CF. Comparing these typical $q_n$ and $q_T$ values already hints at a non-isobaric transition, as we discuss later in §5.

In some CFs, it is possible to compare our results with previous deprojections. We confirm that in A2142NW, A2204E, and A2204W, our $q_n$ and $q_T$ values agree (within $\lesssim 1\sigma$) with previous studies that employed different deprojection methods (Sanders et al. 2005; Chen et al. 2017; Wang et al. 2018). The same holds in A3526SW for $q_n$, but not for $q_T$, because the previous deprojection (Sanders et al. 2016) used a smaller range of radii outside the CF.

The mean, uncertainty-weighted values of $q_n$ and $q_T$, averaged over all the newly deprojected CFs, are $\bar{q}_n = 1.32 \pm 0.01$ and $\bar{q}_T = 1.38 \pm 0.03$, respectively. However, the dispersion among these CFs is substantial, as we discuss below; indeed, the reduced chi-squared values ($\chi^2$ per degree of freedom; DOF; Pearson 1900) of fitting universal contrasts are $\chi^2_n \equiv \chi^2/\nu \sim 79$ for $\bar{q}_n$, and $\chi^2_T \sim 7$ for $\bar{q}_T$. Here, $\nu = N_{CF} - 1 = 7$ is the number of DOF, and $N_{CF} = 8$ is the number of CFs.

The dispersion among CFs in different GCs is especially notable. Without the CFs in Centaurus, which dominate the results due to their relatively small uncertainties, the mean-weighted values become $\bar{q}_n = 1.78 \pm 0.03$ ($\chi^2_n \sim 16$) and $\bar{q}_T = 2.0 \pm 0.2$ ($\chi^2_T \sim 0.4$). Fitting only the two CFs in Centaurus with uniform contrast values yields $\bar{q}_n = 1.19 \pm 0.01$ ($\chi^2_n \sim 20$) and $\bar{q}_T = 1.34 \pm 0.03$ ($\chi^2_T \sim 28$). Fitting the four CFs in A2204, we find $\bar{q}_n = 1.81 \pm 0.04$ ($\chi^2_n \sim 9.5$) and $\bar{q}_T = 2.0 \pm 0.2$ ($\chi^2_T \sim 0.5$). In the other GCs, A2092 and A2142, we analysed only one CF sector. Thus, while the dispersion within a GC can be substantial (as in Centaurus), the overall dispersion is dominated by the variation between different GCs.

The dispersion in contrast values among different CFs in different GCs exceeds the statistical uncertainties. The measured contrast values $q_n$ and $q_T$, and their considerable dispersion among CFs in different GCs, are consistent with previous contrast values inferred from the literature (e.g., Markevitch et al. 2000; 2003; Sanders et al. 2005, 2009; Ogrean et al. 2014; Chen et al. 2017). It is interesting to examine the origins of this dispersion, and to quantify the variations in contrast within a single GC.

As shown in §5, the parameters $q_n$ and $q_T$ are closely related, as the CFs are not far from being isobaric. We may thus reduce the statistical noise by examining the distribution of the mean CF contrast, $q \equiv (q_n+q_T)^{1/2}$, averaging the density and temperature contrasts. We find that the dispersion in $q$ within a given GC is relatively small, i.e. the CFs in the GC have a roughly constant contrast; this is shown in §4.1.1, using both newly and previously (see §3.4) deprojected CFs. This conclusion suggests that the CF contrast is a characteristic of the GC, and as such, may scale with some other GC property — for example, the GC mass — leading to the aforementioned dispersion in contrast among different GCs; this possibility is examined in §4.1.2.

### 4.1.1 The CF contrast is nearly constant inside a GC

To examine the variation in contrast $q$ within a given GC, we focus on GCs that harbour more than one deprojected CF sector. We begin with the newly deprojected, multiple-CF GCs, namely A2204 and Centaurus. Next, we consider GCs with multiple deprojected CF sectors in the literature, namely A133 and 2A0335. Finally, we study the joint population of these two GC samples.

In Centaurus, the contrast value $q = 1.44 \pm 0.03$ across the A3526SW CF, is only slightly higher than the $q = 1.19 \pm 0.02$ value across the A3526E CF. Yet, due to the exquisite statistics in this GC, the two contrast values are inconsistent with each other at the $\sim 6.6\sigma$ confidence level. Among the four CFs in A2204, those with the highest contrast ($q = 2.0 \pm 0.2$ across the A2204W CF) and with the lowest contrast ($q = 1.5^{+0.2}_{-0.3}$ across the A2204N CF) are consistent with each other at the $\sim 1.7\sigma$ level.

More quantitatively, Fig. 10 presents the normalised contrast $q/\bar{q}$, plotted against the normalised CF distance $R_{cf}/\bar{R}_{cf}$ from the GC centre. Here, $\bar{q}$ and $\bar{R}_{cf}$ are the mean values of $q$ and $R_{cf}$, respectively, among all the CFs in the same GC. The mean variation in $q/\bar{q}$ among the new sample of six CFs (two in Centaurus and four in A2204), weighted by the statistical errors, gives $\langle \delta q/\bar{q} \rangle = 0.007 \pm 0.017$, with $\chi^2 = 6.7$, where we defined $\delta q \equiv q - \bar{q}$. The relatively large $\chi^2$ value is mostly due to the good statistics in Centaurus. The $\langle \delta q/\bar{q} \rangle = 0$ result support the hypothesis of a nearly constant contrast inside a given GC.

We repeat this analysis for the sample of multiple CFs previously deprojected in the same GC. In order to extract the parameters of a CF from the literature (listed in §3.4), we extrapolate the reported density and temperature profiles on each side of the CF to the CF radius. First, we fit power-law models for the $n(r)$ and $T(r)$ profiles, each on both sides of the CF. Next, we use these fits to extrapolate each quantity on each side of the CF, to the CF radius. The mean CF contrast $q$ is then estimated as $q = [n(T_0)/(n_0,T_0)]^{1/2}$.

We find two GCs which harbor multiple previously deprojected CFs: two CFs in A133 and three in 2A0335. However, as mentioned in §3.4, one of the CFs in A133 is excluded from our study. In the remaining GC, 2A0335, $\langle \delta q/\bar{q} \rangle = 0.017 \pm 0.016$, with $\chi^2 = 4.3$. This result further support a nearly constant contrast inside a GC.

To test for a possible subtle trend in CF contrast within a GC, we examine the Pearson linear correlation $R$ (Pearson 1895) between $\ln(q/\bar{q})$ and $\ln(R_{cf}/\bar{R}_{cf})$. In order to incorporate the statistical errors, we Monte-Carlo simulate the distribution of mock CFs corresponding to each data point, and use this distribution to evaluate $R$ and its confidence interval. As expected, the Fisher $z$-transformation (Fisher 1921), $\zeta = (1/2) \ln[(1 + R)/(1 - R)]$, leads to an approximately normal distribution in $\zeta$-space, providing a useful measure of the mean correlation $\zeta$ and its standard deviation $\sigma_\zeta$. We use $\sigma_\zeta$ to quantify the $1\sigma$ confidence interval on $R$, in the form $R = \bar{R}_{\pm \delta R}$, where $\bar{R} \equiv \bar{R}_{\zeta}$ and $\delta R_{\zeta} \equiv \pm \bar{R}_{\zeta} (\zeta \pm \sigma_\zeta) = \bar{R}_{\zeta};$ see discussion in Fisher (1921).

In this method, we parameterise the correlation between the contrast values and radii of CFs within a GC in terms of both Fisher $\zeta$ and Pearson $R$. For the sub-sample of six newly-deprojected CFs in Centaurus and A2204, $\zeta = 0.0 \pm 0.4$ and $R = 0.0^{+0.4}_{-0.3}$. For the joint sub-sample of nine CFs, $\zeta = 0.1 \pm 0.3$ and $R = 0.1^{+0.3}_{-0.3}$. These results
are consistent with no correlation between \( q \) and \( R \), and with nearly constant contrast values inside each GC.

It is useful to test for a subtle radial trend in contrast, \( q = q(R) \), also by fitting a model of the form
\[
q/R = a(R_c/R)^b.
\]
(9)

This gives \( a = 1.01 \pm 0.02 \), \( b = -0.25 \pm 0.05 \) with \( \chi^2_q \simeq 2.1 \) for the newly deprojected sub-sample, and \( a = 1.01 \pm 0.02 \), \( b = -0.23 \pm 0.05 \) (\( \chi^2_q \simeq 1.8 \)) for the nine-CF joint sample. Excluding the two CFs in Centaurus (which dominate the results due to their relatively small uncertainties) yields \( a = 1.01 \pm 0.05 \) and \( b = 0.1 \pm 0.1 \) (\( \chi^2_q \simeq 0.4 \)). The best fit models are presented in Fig. 10. The results of the model fits, like those of the correlation tests, are consistent with an approximately constant \( q \) value inside each GC.

The model (9) fits the data substantially better than the null hypothesis (labelled with subscript ‘-’),
\[
q = q_- \equiv a_- (R_c/R)^b_-.
\]
(10)

that does not invoke a fixed contrast inside a GC. For example, for the joint nine CF sample, the best fit here is \( a_- = 1.30 \pm 0.02 \) and \( b_- = 0.20 \pm 0.04 \) (\( \chi^2_q \simeq 8.7 \)).

We may use the TS test (Wilks 1938; Mattos et al. 1996) to quantify how much better model (9) performs with respect to model (10), i.e. determine the confidence level at which a uniform CF contrast value can be assigned to each GC. To this end, we supplement model (9) with a control parameter, arriving at the refined model (labelled with subscript ‘+’)
\[
q = q_+ \equiv a_+ (R_c/R)^b_+ q^c_+.
\]
(11)

Here, for the joint sample \( a_+ = 1.01 \pm 0.02 \), \( b_+ = -0.23 \pm 0.05 \), and \( c_+ = 1.1 \pm 0.2 \) (\( \chi^2_q \simeq 2 \)), and the implied TS \( \chi^2_q^+ - \chi^2_q^- \simeq 49 \) approximately follows a \( \chi^2 \) distribution with one degree of freedom. We conclude that model (11), which invokes a nearly constant contrast within each GC, is favored over the null hypothesis at the \( \gtrsim 6.9 \) confidence level.

We conclude that although the sample of GCs with multiple CFs is small, and the data is noisy, there is evidence that variations in contrast are modest inside each GC, compared to the dispersion among different GCs. Next, we examine how the mean contrast \( \bar{q} \) inside each GC depends on other GC properties.

\[4.1.2 \text{ The CF contrast scales with the GC mass}\]

Having identified the CF contrast as a global property of the GC, it is natural to expect it to correlate with other GC properties. In particular, some correlation is anticipated with the GC mass, which itself correlates with GC properties such as the mean temperature (e.g., Horner et al. 1999; Vikhlinin et al. 2006; Mantz et al. 2010) and the characteristic radii \( R_c \). Here, \( R_c \) is defined as the radius enclosing a mean density that is \( \kappa \) times the critical density of the Universe; in particular, we utilise the scale \( R_{200} \) below.

The relation between the CF contrast parameter \( q \) and the host GC mass is shown in Fig. 11. As a proxy for the GC mass, we use \( M_{200} \), the mass within \( R_{200} \). Measurements of \( M_{200} \) are based on weak lensing for A2029, A2142, and A2204. In Centaurus, no weak lensing estimate is available, to our knowledge, so we adopt an estimate of \( M_{200} \) derived from X-ray observations assuming hydrostatic equilibrium.

In A2029, A2142, and A2204, the masses inferred from weak lensing and from X-rays are found to be consistent with each other, so using the X-ray-based mass in Centaurus seems reasonable. For the previously deprojected CFs, we found a weak-lensing measurement of \( M_{200} \) only for RXJ1532; for the rest of the GCs in this sample we use \( M_{200} \) estimates based on combining X-ray observations with the assumption of hydrostatic equilibrium (see Reiprich & Böhringer 2002; Martinet et al. 2017; Simionescu et al. 2017).

We examine the \( q-M_{200} \) relation in both the newly and the previously deprojected CF samples. First, we use Pearson’s correlation test to estimate the correlations between the contrast and mass in each GC, in terms of \( R \) and its \( \zeta \)-space value. Next, we fit the data with a power-law model,
\[
q \sim R_{200}^{b_0}. 
\]
(12)

Applying these tests to our CF sub-samples shows a consistent positive, sub-linear relation between \( q \) and \( M_{200} \), as follows.

For the newly deprojected CFs, the correlation coefficient between \( \ln(q) \) and \( \ln(M_{200}) \) is found to be \( \zeta = 0.46 \pm 0.07 \) in \( \zeta \)-space (\( \sim 5 \sigma \)), and \( R = 0.43 \pm 0.06 \). When fitting the data to the model (12), we obtain the best-fit slope \( b = 0.26 \pm 0.04 \), with \( \chi^2_q \simeq 2.3 \). Both of these tests suggest a strong positive correlation between \( q \) and \( M_{200} \).

Repeating the above tests for the sample of previously deprojected CFs (see §3.4), we again find a rather strong positive correlation, \( \zeta = 0.24 \pm 0.05 \) (\( \sim 4 \sigma \)), \( R = 0.23 \pm 0.05 \) and \( b = 0.18 \pm 0.06 \) (\( \chi^2_q \simeq 1.6 \)). In a joint analysis of both newly and previously deprojected CFs, we obtain \( \zeta = 0.46 \pm 0.07 \) (a \( \sim 6 \sigma \) effect), \( R = 0.43 \pm 0.06 \) and \( b = 0.23 \pm 0.04 \) (\( \chi^2_q \simeq 4.5 \)). Notice that the previously de-
projected CF sample indicates, on its own accord, a similar scaling $b$ of $q$ with $M_{200}$ as found from the new CFs.

To conclude, our results are consistent with the CF contrast being a property of the GC, showing little variability inside the GC but positively correlating with the GC mass. This behavior is found in both sub-samples, as well as in the joint sample. The correlation between $q$ and $M_{200}$ appears to be positive but sublinear, best-fit by $q \propto M_{200}^{0.23\pm0.04}$.

### 4.2 Metallicity drops

Previously analysed metallicity profiles, based on deprojected (Sanders et al. 2005), but more often projected (e.g., Ghizzardi et al. 2007; Rossetti et al. 2007; Simionescu et al. 2010; Fabian et al. 2011; Russell et al. 2012; Ghizzardi et al. 2013; Walker et al. 2017), data, suggested a sharp drop in $Z$ across CFs, $q_Z \equiv Z_i/Z_o > 1$. The only metallicity profiles that were, as far as we know, previously deprojected across a CF (Sanders et al. 2005, 2016), suggested such a drop at only marginal, $\lesssim 2\sigma$ confidence levels. We examine the deprojected metallicity profiles in our sample of eight CFs (see Table 3), as shown in Fig. 12 by plotting $q_Z$ against $R_{cf}/R_{500}$.

For the CFs in A2204E, A2204W, and A3526SW, it is possible to compare our $q_Z$ values with previous deprojections (Sanders et al. 2005; Chen et al. 2017; Sanders et al. 2016). We confirm that the agreement is good (within $\lesssim 1\sigma$).

Across the A3526E CF, we find a contrast $q_Z = 1.4_{-0.1}^{+0.2}$, inconsistent with an equal metallicity on both sides of the CF at the $\sim 2.9\sigma$ confidence level. The contrast values across the other seven CFs are also consistent with a metallicity drop, $q_Z = 1.1 \pm 0.1$, but this is only a marginally-significant, $\sim 1.4\sigma$ effect in this subsample. The contrast value of the combined sample of eight CFs is $q_Z = 1.25_{-0.08}^{+0.09}$, inconsistent with a constant metallicity across the CF at the $\sim 2.9\sigma$ confidence level.

To test if our analysis — in particular the binning, fit, and extrapolation to the CF radius — introduces systematic errors that may bias the $q_Z$ measurement, we compute $q_Z$ values across a control CF sample, composed of bins that do not harbour a CF, in a method similar to that used in RK14. Namely, we place fictitious CFs between consecutive metallicity (and so, also temperature) bins in the same sectors harbouring the real CFs, but at radii sufficiently far removed from these CFs. In order to produce useful mock profiles and minimise the influence of nearby real CFs, we place the mock CFs only above the known CFs, with at least two CF-free bins with $Z$ measurements both above and below each mock CF. The metallicity contrasts of the 50 mock CFs in the resulting control sample, shown in Fig. 13, have a weighted (by statistical errors) mean metallicity contrast $q_Z = 1.05 \pm 0.06$, showing that any positive bias due to our analysis method is not large, and is unlikely to account for the mean $q_Z \sim 1.25$ drop across the real CFs.

### 5 CF THERMAL PRESSURE JUMPS

We now turn our attention to the thermal pressure profiles across CFs, examining if a pressure discontinuity can be robustly identified. As reviewed in §1, thermal pressure jumps were previously discovered across deprojected CFs by stacking their pressure profiles (RK14). Our analysis includes eight newly deprojected CFs and 13 previously deprojected CFs, eight of which are considered high quality (one of these eight literature CFs was not included in the RK14 analysis). We find that the present CF sample is sufficiently sensitive for critically testing the nature, magnitude, and significance of the pressure transition across CFs. We analyse our newly deprojected CFs and the deprojected CFs from the literature, both separately and in a joint analysis, thus generalising, testing, and correcting the stacking analysis of RK14.
Table 3. The thermal properties ratio/difference across the CFs

| GC      | CF     | $r_{cf}$[kpc] | $q_n$ | $q_T$ | $q_Z$ | $q_P$ | $\bar{Y}$ | $R_{500}$[kpc] |
|---------|--------|---------------|-------|-------|-------|-------|-----------|----------------|
|         | (1)    | (2)           | (3)   | (4)   | (5)   | (6)   | (7)       | (8)            |
| A2029   | SW     | 31.8 ± 0.9    | 1.32  | 1.3   | 2.3   | 0.5   | 2.1       | 1.1 ± 0.17     |
| A2142   | NW     | 34.8 ± 0.3    | 1.16  | 1.3   | 1.4   | 0.5   | 1.4       | 1.1 ± 0.15     |
| A2204   | S      | 33.0 ± 0.6    | 1.8   | 0.1   | -0.3  | -0.5  | 2.2       | 0.9 ± 0.4      |
|         | E      | 38.0 ± 0.8    | 1.2   | 0.1   | -0.3  | -0.5  | 2.2       | 0.9 ± 0.4      |
|         | N      | 39.0 ± 1.0    | 1.2   | 0.1   | -0.3  | -0.5  | 2.2       | 0.9 ± 0.4      |
|         | W      | 71.4 ± 1.0    | 1.9   | 0.1   | -0.3  | -0.5  | 2.2       | 0.9 ± 0.4      |
| Centaurus | SW   | 40.9 ± 0.1    | 1.62  | 1.1   | 1.1   | 1.1   | 1.2       | 1.2 ± 0.4      |
|         | E      | 79.8 ± 0.4    | 1.4   | 1.1   | 1.1   | 1.1   | 1.2       | 1.2 ± 0.4      |

Columns: (1) The GC; (2) The position of the CF at that analysed sector, see Figs. 1, 3, 5, and 8; (3) The CF distance from the centre; (4) The modelled electron number density ratio at the CF, $q_n$; (5) The modelled temperature ratio at the CF, $q_T$; (6) The modelled metallicity ratio at the CF, $q_Z$; (7) The thermal pressure jumps at the CF, $q_P$; (8) The shear parameter; (9) the radius enclosing a mean density 500 times the critical density of the Universe (values taken from Reiprich & Böhringer 2002). In round (square) brackets are the 1σ single (multi-) parameter confidence levels. The statistical errors are assumed to have symmetrical distribution in log space.

Figure 13. The deprojected metallicity ratio $q_Z$ across control (fictitious) CFs, plotted against their normalised radii $R_{cf}/R_{500}$ in the control sample. The symbols and lines are the same as in Fig. 12.

5.1 Pressure jumps: newly deprojected CFs

Using the deprojected $n$ and $T$ profiles derived in §3, we compute the deprojected profile of the electron thermal pressure, $P_e = nk_b T$, across the eight newly deprojected CFs. Here, $k_B$ is the Boltzmann constant. The thermal pressure profiles in the different analysed sectors are shown in Fig. 2(g) for A2029, Fig. 4(g) for A2142, Figs. 6(g) and 7(g) for A2204, and Fig. 9(g) for Centaurus. In order to better show deviations of the pressure from its radially-declining mean, in these figures we plot $R P_e(R)$ instead of $P_e(R)$.

The pressure contrast values inferred across these CFs are provided in Table 3, and are plotted against the normalised CF radius, $R_{cf}/R_{500}$, in Fig. 14. In our nominal analysis, statistical errors are assumed to be symmetrically distributed in $\ln(q_P)$; alternative assumptions on the error are explored in §5.2. For the A3526SW CF, we find a significant, $~4.3\sigma$ pressure jump, $q_P = 1.26 \pm 0.06$. The seven other newly-deprojected CFs too suggest a pressure jump, albeit at a low significance level for each individual CF. For six of these CFs, the best fit gives $1.04 \leq q_P \leq 1.5$ in each, only marginally suggesting pressure jumps (at confidence levels ranging between $0.7\sigma$ and $1.7\sigma$); in the remaining CF, $q_P = 0.9 \pm 0.2$. The error-weighted mean value of these seven CFs is $\bar{q}_P = 1.06 \pm 0.03$, hinting at a pressure jump at the $~3.8\sigma$ confidence level. As shown below, our nominal method is rather conservative; by replacing $q_P$ with $\xi$ (defined above as $q_P^{-1}$), for example, these eight CFs would indicate a $4.9\sigma$ pressure jump.

5.2 Including previously deprojected CFs

The jump in $P_e$ across each of the previously deprojected CFs (listed in §3.4) is estimated as $q_P = q_n T_e/(n_e T_e)$, and presented in Fig. 14. Here we use the same extrapolation procedure for $n_e$, $n_\gamma$, $T_e$, and $T_\gamma$, as discussed...
The weighted mean of the joint CF sample, including both newly and high-quality previously deprojected CFs, is \( \bar{P}_{\text{CF}} \), consistent with an isobaric CF at the \( \sim \) confidence level. Problematic CFs excluded from the fit are marked by a circle (see text).

\[ \ln( new \text{ly and high-quality previously deprojected CFs, is } \bar{P}_{\text{CF}} \) is distributed normally, the inferred pressure jumps change only slightly. Here, we obtain \( \bar{P}_{\text{CF}} = 1.09 \pm 0.03 \) for the eight newly deprojected CFs, \( \bar{P}_{\text{CF}} = 1.04 \pm 0.06 \) for the eight previously deprojected CFs, and \( \bar{P}_{\text{CF}} = 1.08 \pm 0.02 \) for the joint sample. These results are inconsistent with an isobaric transition at the \( \sim 3.3\sigma \), \( \sim 0.7\sigma \), and \( \sim 3.3\sigma \) confidence levels, respectively. If one assumes, instead, that \( \bar{P}_{\text{CF}} \) is normally distributed, the tension with an isobaric transition increases. Here, we obtain \( \bar{P}_{\text{CF}} = 0.89 \pm 0.02 \) for the newly deprojected CFs, \( \bar{P}_{\text{CF}} = 0.93 \pm 0.05 \) for the literature sample, and \( \bar{P}_{\text{CF}} = 0.89 \pm 0.02 \) for the joint sample, inconsistent with an isobaric transition at the \( \sim 4.9\sigma \), \( \sim 1.4\sigma \), and \( \sim 5.0\sigma \) confidence levels, respectively. Note that the result remains fairly strong (\( \sim 2.7\sigma \)) even if A3526SW is excluded from the joint sample.

We deduce that the results are not highly sensitive to the error distribution, that a \( \sim 10\% \) pressure jump is favoured, and that an isobaric CF is ruled out at the (3–5)\( \sigma \) level. These results are based on a conservative selection of CFs, excluding potentially problematic profiles as discussed in §3.4. However, it should be noted that incorporating such problematic profiles in our sample would not alter our conclusions. In fact, including the CFs in A133 and Virgo would only raise the significance of our results. The mean pressure jumps are nearly independent of the CFs in A1644 and RXJ1532, as their analyses carry considerable errors; the above results are obtained whether or not these CFs are included in the sample. Including the A2190 CF in our sample would have a negligible effect on the overall sample, although the significance of the pressure jump in the literature-only sample would somewhat decrease. Including all problematic CF profiles would lead to a more significant mean pressure jump than in the nominal method.

As a consistency test, we repeat the analysis for the RK14 CF sample, adopting their assumption of normally-distributed \( \bar{P}_{\text{CF}} \). For the full RK14 sample of 17 CFs (including, in addition to our literature sample, also Virgo, A133, A1644, A1664, A2204, and RXJ1347, but excluding A3158), we obtain \( \bar{P}_{\text{CF}} = 0.77 \pm 0.04 \), inconsistent with an isobaric CF at the \( \sim 5.8\sigma \) confidence level. This significance is quite high, although somewhat lower than reported in RK14, due to a correction to their error propagation routine. For the nominal 14 CF sample of RK14 (excluding also Virgo, A1644, and RXJ1347), we obtain \( \bar{P}_{\text{CF}} = 0.83 \pm 0.05 \), inconsistent with an isobaric transition at the \( \sim 3.7\sigma \) level; again, this significance is fairly high, albeit lower than reported in RK14, for the same reasons.

in §4.1.1. The results are not sensitive to the details of the extrapolation, as we show below.

To compute the weighted-mean \( \bar{P}_{\text{CF}} \), we first assume that \( \ln(\bar{P}_{\text{CF}}) \) is normally distributed. We find that for the high-quality sample of eight CFs from the literature (shown in the figure as symbols without a circle; see §3.4), \( \bar{P}_{\text{CF}} = 1.06 \pm 0.06 \), consistent with an isobaric CF at the \( \sim 1\sigma \) confidence level. The weighted mean of the joint CF sample, including both newly and high-quality previously deprojected CFs, is \( \bar{P}_{\text{CF}} = 1.10 \pm 0.03 \), inconsistent with an isobaric CF at the \( \sim 3.9\sigma \) confidence level.

To test if the results are sensitive to the extrapolation to the CF radius, we test the literature CFs with several other fitting models. Namely, we replace the power-law fits of \( n(r) \) and \( T(r) \) with linear fits (giving \( \bar{P}_{\text{CF}} = 1.03 \pm 0.05 \)), exponential fits (\( \bar{P}_{\text{CF}} = 1.07 \pm 0.06 \)), or logarithmic fits (\( \bar{P}_{\text{CF}} = 1.04 \pm 0.05 \)). These results are similar to the nominal, \( \bar{P}_{\text{CF}} = 1.06 \pm 0.06 \), indicating that our approach is reasonable and perhaps slightly conservative.

The results weakly depend on the number of bins taken on each side of the CF. If we restrict the data to two bins on each side of the CF, the results become 1.07 \( \pm 0.07 \) (nominal method), 1.13 \( \pm 0.09 \) (linear fits), 1.10 \( \pm 0.07 \) (exponential fits), and 1.09 \( \pm 0.07 \) (logarithmic fits).

If one assumes that \( \bar{P}_{\text{CF}} \), rather than \( \ln(\bar{P}_{\text{CF}}) \), is distributed normally, the inferred pressure jumps change only slightly.

\begin{figure}[ht]
\centering
\includegraphics[width=0.5\textwidth]{figure14}
\caption{The CF thermal-pressure ratio \( q_{\text{CF}} = P_{\text{CF}}/P_{\text{t,i}} \) plotted against the normalised radius \( R_{\text{CF}}/R_{\text{500}} \) (\( R_{\text{500}} \) values taken from Reiprich & Böhringer 2002; Ehlert et al. 2013; Simionescu et al. 2017). Empty symbols (filled symbols) represent the newly (previously) deprojected CFs. The symbols are the same as in Fig. 11. The weighted-mean value of \( q_{\text{CF}} \) is shown for the subsample of newly deprojected CFs (dashed blue line), previously deprojected CFs (dot-dashed red), and the joint sample (solid purple, with shaded region showing the 1\( \sigma \) confidence level). Problematic CFs excluded from the fit are marked by a circle (see text).}
\end{figure}

\begin{figure}[ht]
\centering
\includegraphics[width=0.5\textwidth]{figure15}
\caption{The deprojected thermal-pressure ratio \( q_{\text{CF}} \) across control (fictitious) CFs, plotted against their normalised radii \( R_{\text{CF}}/R_{\text{500}} \) in the control sample. The symbols and lines are the same as in Fig. 14.}
\end{figure}
5.3 Approximately uniform magnetisation

The above discussion indicates that \( q_T > 1 \) thermal pressure jumps are robustly found across spiral CFs. Depending on the sample selection, we find 10% to 30% pressure jumps, at fairly high (stacked: typically > 3\( \sigma \), and up to 5\( \sigma \)) significance levels. These jumps do not seem to be highly sensitive to photon statistics, deprojection bias, or assumptions on the underlying error distribution, and do not appear in control samples. A significant pressure jump is found even without stacking in one case, presenting with \( q_T = 1.26 \pm 0.06 \) (4.3\( \sigma \)) in the A3526SW CF.

Having identified CFs as long-lived discontinuity surfaces, the total pressure across them should be continuous. Our results then indicate that an inhomogeneous, nonthermal pressure component \( P_{\text{nt}} \) must exist, carrying at least 10%–30% of the thermal pressure just below the CF, consistent with RK14. This conclusion alone does not uniquely identify the nature of the nonthermal component, nor does it determine whether this component is confined below the CF or simply discontinuously stronger below it. Nevertheless, the sharpness of the jump indicates that \( P_{\text{nt}} \) is predominantly magnetic,

\[
P_B \equiv \frac{B^2}{8\pi} \gtrsim \frac{1}{2} P_{\text{nt}} \approx 0.1 P_t ;
\]

see discussion in RK14.

Inspecting Fig. 14, it is interesting to examine the variation of \( q_T \) with CF radius. Thus we model our various samples of CFs with \( q_T \propto (R_{\text{c}/R_{\text{50}}}^3) \). The best-fit power-law index is found to be \( b = -0.17 \pm 0.06 \) (\( \chi^2 \approx 1.4 \)) for the newly deprojected CF sample, \( b = 0.01 \pm 0.10 \) (\( \chi^2 \approx 0.7 \)) for the sample of deprojected CFs from the literature, and \( b = -0.12 \pm 0.05 \) (\( \chi^2 \approx 1.1 \)) for the joint sample. It is unclear if the slightly negative values of \( b \) in the new and joint samples reflect a physical trend. These values are entirely governed by the high statistics in Centaurus; without either of the CFs in this cluster, \( b \) would become consistent with zero at the \( < 1 \sigma \) level (\( b = -0.07 \pm 0.09 \) and \( b = -0.03 \pm 0.06 \) without A3526SW, and \( b = -0.03 \pm 0.10 \) and \( b = -0.07 \pm 0.07 \) without A3526E). Moreover, the control sample of mock CFs shown in Fig. 15 yields a similar, \( b = -0.07 \pm 0.07 \). Pearson correlation tests between \( \ln(q_T) \) and \( \ln(R_{\text{c}/R_{\text{50}}}^3) \) give \( R = -0.3 \) for the newly deprojected CFs sample, whether or not the CFs in Centaurus are included. The joint sample yields \( R = -0.3 \pm 0.3 \) (\( R = -0.1 \pm 0.2 \)) if we include (exclude) the two CFs in Centaurus.

We conclude that the results are consistent with a roughly uniform value of \( q_T \) among different CFs in different GCs; the statistics are insufficient to identify any trend here. The preceding discussion thus indicates a roughly constant magnetic equipartition value, \( \eta \equiv P_B/P_t \approx 0.1 \), below all CFs. Such a magnetisation level could arise if, for example, shear magnetisation becomes saturated below CFs, as suggested in RK14 based on the strength of the field; see discussion in §8.

6 PROJECTION HIDES PRESSURE DROPS

Several studies \( \text{(e.g., Vikhlinin et al. 2001; Markevitch & Vikhlinin 2007; Machacek et al. 2011;)} \)

Gastaldello et al. 2013; Lal et al. 2013; Ghizzardi et al. 2014) have estimated the \( P_t \) transitions across CFs without fully deprojecting the data. To critically test this simpler approach and its systematics, we analyse similarly projected pressure profiles across CFs in our sample and from the literature. Using the same methods applied above to the deprojected profiles, here we compute the projected pressure transitions \( q_{P,\text{proj}} \) across CFs, and compare them with the corresponding deprojected jumps \( q_T \) inferred in §5.

We follow the standard approach in the literature for studying the projected pressure, by combining the projected temperature with the deprojected density. Namely, we compute the projected density contrast \( \eta \equiv n_1/n_0 \) and the projected temperature contrast \( q_{T,\text{proj}} \equiv T_{\text{proj,i}}/T_{\text{proj,o}} \), and define the projected pressure contrast as

\[
q_{P,\text{proj}} \equiv q_{T,\text{proj}}/\eta ;
\]

We compute \( q_{P,\text{proj}} \) by modelling \( T_{\text{proj}}(R) \) with a (different) power-law profile on each side of the CF, as in Eq. (7), and extrapolating the inside and outside profiles to the CF position to obtain \( T_{\text{proj,i}} \) and \( T_{\text{proj,o}} \).

We apply this procedure to our sample of eight newly deprojected CFs, as well as to CFs from the literature. The resulting \( q_{P,\text{proj}} \) profiles are plotted against \( R_{\text{c}/R_{\text{50}}}^3 \) in Fig. 16. The literature sample used here differs from that of §5, because there we required the deprojected, rather than projected, temperature profiles. Consequently, here we are able to include also CFs in galaxy groups (GGs), and not only in GCs.

As in §5, here too we only use profiles with data available for at least two bins on each side of the CF. This leads to the following literature sample of seven CFs in six GCs and seven CFs in four GGs (one CF per object, unless otherwise stated). The GCs include A133 (two CFs; Randall et al. 2010), A496 (Tanaka et al. 2006), A1664 (Kirkpatrick et al. 2009), A3158 (Wang et al. 2010), RXJ1532 (Hlavacek-Larrondo et al. 2013), and Virgo (Urban et al. 2011). The GGs include IC1800 (Gastaldello et al. 2013), NGC5098 (two CFs; Randall et al. 2009), NGC5846 (two CFs; Machacek et al. 2011), and 3C449 (two CFs; Lal et al. 2013).

The projected profiles in A133 and RXJ1532 suffer from problems similar to those pertaining to the corresponding deprojected profiles (see §3.4). Moreover, in A133, both CFs (and not only the inner one) are misaligned with the projected bins. In NGC5098, the projected profiles across both CFs suffer from the same problem as in A133 and in Virgo, both of which are problematic and thus excluded from the statistical analysis, as mentioned above. The weighted-mean pressure contrast is \( q_{P,\text{proj}} \approx 0.90 \pm 0.01 \) for the newly analysed CFs, \( q_{P,\text{proj}} = 0.77 \pm \)
0.04 for the literature sample, and $q_{P, proj} = 0.89 \pm 0.01$ for the joint sample. These results strongly favour a projected pressure drop, rather than a jump, and are inconsistent with an isobaric ($q_{P, proj} = 1$) projected CF at respectively the $\sim 8\sigma$, $\sim 5.9\sigma$, and $\sim 9.2\sigma$ confidence levels. We conclude that in a typical CF, $q_{P, proj} < 1 < q_P$.

The $q_{P, proj} < q_P$ behaviour is anticipated from projection effects (RK14). The projected $T_{proj}$ in a radial bin is affected by all the bins above it. However, as the density profile is steep, so is the emission measure, and the effect is typically modest and short range. The effect of projection on a certain bin is thus dominated by the adjacent bin from above, and can be noticeable if the temperature contrast between the two is large. In a CF, $T_o$ is larger than $T_i$, by a factor of $\sim 2$ or so, so the bin $i$ immediately inside the CF is affected by the first bin $o$ outside the CF, leading to $T_{proj,o} > T_i$. The temperature above the CF changes slowly with radius, so $T_{proj,o} \approx T_o$ is not sensitive to projection. Combining these results, projection leads to $T_{proj,o}/T_{proj,i} = q_{P, proj} < q_P = T_o/T_i$. As both projected and deprojected analyses employ the deprojected density, it follows that $q_{P, proj} < q_P$. Indeed, we verify that $q_{P, proj} < q_P$ holds not only on average, but also on a CF-by-CF basis, for the CF sub-sample that has both projected and deprojected profiles.

To examine if our results, $q_P/q_{P, proj} \approx 1.1/0.9 \approx 1.2$, are self-consistent, consider a simple projection model. Assume, for simplicity, a spherical geometry, $q_r = 2$, and a $\Lambda$ CDM 1 emission-measure cooling function. For the typical radial bins, logarithmically separated with factor $\sim 1.3$ increments, projection of the bin just outside the CF gives in this model $P_{proj} \approx 1.4P$. Consequently, $q_P/q_{P, proj} = (P_{proj}/P)\approx 1.4$, consistent with our results. Namely, projection has a large, $\sim 40\%$ on the estimated pressure jump under these conditions, so deprojection is essential for uncovering the nature of the transition.

Note that while our projected pressure profiles are, as usual, based on the product of the projected temperature and the deprojected density (see Eq. 14), our nominal density profiles themselves are derived using the deprojected temperature. We use the density deprojection recipe of (GGS). Weighted mean values of $q_{P, proj}$ are shown for the new CFs (dashed blue line), the literature CFs (dotted brown), and the joint sample (solid purple, with shaded region showing the $1\sigma$ confidence level). Problematic CFs excluded from the fit are marked by a circle (see text). Data sources for $R_{500}$: Reiprich & B{" o}hringer (2002); Gastaldello et al. (2007); Sun et al. (2009); Ehlert et al. (2013); Zhu et al. (2016).

### 7 SHEAR FLOWS ALONG COLD FRONTS

Spiral-type CFs typically show a strong, order unity discontinuity in the hydrostatic mass $M_h$. Namely, just above the CF one infers an $M_h$ value considerably larger than $M_h$ just below the CF (see e.g., Markevitch et al. 2001, and K10). Such a discontinuity is naturally interpreted as arising from a tangential bulk flow along, and below, the CF (K10). We examine such hydrostatic mass discontinuities, across both newly deprojected and literature CFs, and estimate the associated shear.

We assume that the gravitating mass has a spherically symmetric distribution, and define $M(r)$ as the mass enclosed inside $r$. For simplicity, we assume that the pressure is predominantly thermal (as suggested by our above results; see §5), and that its distribution is approximately spherically symmetric, so $P_{tot} \approx P(r)$. Notice that this assumption is consistent with our deprojection procedure (which implicitly assumes a constant pressure in bins aligned with the CF and not, in general, spherical; see §3) only in the limit of a nearly spherical CF (like in A2204) or a sufficiently narrow sector. But in any case, the deprojection geometries used here (a prolate spheroid elongated in the plane of the sky; see §3.3.1) and in other studies are not fully consistent with a 3D quasi-spiral CF manifold.

In §7.1, we present a simplified analysis of the $M_h$ jumps assuming a non-rotating, spherical CF surface. The resulting $M_h$ jumps are presented and analysed in §7.2. We generalise the analysis to the more realistic picture of a rotating, quasi-spiral CF manifold, in §7.3, showing that our conclusions are not substantially modified with respect to the spherical picture.

#### 7.1 Spherically symmetric limit

For simplicity, let us first approximate the gas distribution as spherically symmetric, $n = n(r)$, and assume that the GC is non-rotating. The hydrostatic mass $M_h$, defined as the gravitating mass in hydrostatic equilibrium, is then directly determined from the density and the radial derivative of the total pressure, as inferred from the Euler equation for a steady flow,

$$0 = \hat{r} \cdot \frac{du}{dr} = -\frac{1}{\mu n} \frac{\partial P}{\partial r} - \frac{GM_h}{r^2}.$$  

Here, $\{r, \theta, \phi\}$ are spherical coordinates, where $r$ is the radius from the GC centre, $\theta$ is the polar angle, and $\phi$ is the
azimuth. The radial component of the velocity field $u$ is denoted $u_r$, $\mu \approx 0.6m_p$ is the average particle mass, $m_p$ is the proton mass, and $G$ is the gravitational constant.

Under the above assumption of a spherical, non-rotating gas distribution, one can measure $M_h(r)$ using the deprojected $n(r)$ and $P_t(r)$ profiles along the bisector, as $M_h \approx -r^2P_t(r)/\mu G$. The radial $M_h(R)$ profiles on the plane of the sky are shown in Fig. 2(h) for A2029, Fig. 4(h) for A2142, Figs. 6(h) and 7(h) for A2204, and Fig. 9(h) for Centaurus, for each of the eight newly analysed sectors. In order to better show deviations of the hydrostatic mass from its radially-increasing mean, in these figures we plot $R^{-2}M_h(R)$ instead of $M_h(R)$.

These figures suggest that $M_h$ discontinuously jumps, $M_{h,i} < M_{h,o}$, across each of the eight newly deprojected CFs. As the gravitating mass is continuous, such discontinuities indicate that the above assumptions break down. A natural interpretation is that the ICM near the CF is not in hydrostatic equilibrium, such that the acceleration term in Eq. (15) does not vanish. As there can be no flow across a tangential discontinuity, the measured $M_h$ jump thus implies the presence of a tangential bulk flow, at least below the CF. As long as the CF can be approximated as spherical, and assuming that the gas is not rapidly rotating, one can then measure a dimensionless shear parameter quantifying the normalised centripetal-acceleration difference across the CF (K10),

$$\frac{u^2 - u^2}{c_{s,i}} \approx \equiv \frac{R_{i}}{\gamma k_B T_i} \left( \frac{1}{n_o} \frac{\partial P_{i}}{\partial R} - \frac{1}{n_i} \frac{\partial P_{i}}{\partial R} \right) \tag{16}$$

Here, $u$ is velocity of the flow along the CF, $c_s = (\gamma k_B T/\mu)^{1/2}$ is the speed of sound, $\gamma = 5/3$ is the adiabatic index, and we define the shorthand notation $\partial_R \ldots = \equiv (\partial_R \ldots)_{x,i}$, where $x$ is the projected azimuthal angle, and $l$ is (as defined above) the distance along the LOS. It is convenient to define

$$\Upsilon \equiv -\delta = \frac{R_{i}}{\gamma k_B T_i} \left[ \frac{\partial_R P_{i}}{n_o} \right] \equiv \frac{[u^2]_i}{c_{s,i}^2}, \tag{17}$$

which is typically positive. Here, $[F]_i \equiv F_i - F_o$ for any quantity $F$.

Alternative interpretations appear to be far less plausible, as discussed in K10. For example, one may try to attribute the change in the pressure slope to the presence of some nonthermal pressure component. However, the large $M_h$ contrast consistently observed requires the implied nonthermal pressure gradient, $\partial_P n_{i,t}$, to be at least comparable to its thermal counterpart, $\partial_T P_{i,t}$, below the CF. Such a strong gradient would lead to a large nonthermal contribution to the pressure below the CF, in contrast to the small nonthermal component, $\eta_n \approx 0.1$, we derived in §5.

Additional, competing effects are similarly implausible. For example, a viscous acceleration term,

$$a_{visc} = \frac{1}{\mu n} \nabla \cdot \left\{ \eta \left[ \nabla u + (\nabla u)^T \right] \right\}, \tag{18}$$

where $\eta$ is the dynamic viscosity, was neglected in Eq. (15) with respect to the pressure gradient term, $a_p = -\nabla P_{i}/(\mu \mu)$; namely, the Reynolds number $Re$ was assumed large. (This remains the relevant criterion also when considering the difference in the Euler equation between the two sides of the CF, as the fractional jump in $a_p$ is found to be substantial.) In terms of the Spitzer viscosity, $\eta_s \approx 1.4 \times 10^4 T_{5}^{5/2}$ erg s cm$^{-3}$ (Braginskii 1965; Spitzer 2006), this assumption becomes

$$1 \gg \frac{a_{visc}}{a_p} \approx Re^{-1} \approx \frac{\eta}{\eta_n} \left( \frac{T_5^2}{M n_s \Delta_{10}} \right), \tag{19}$$

where we defined $k_B T \equiv 5T_5$ keV, $n \equiv 10^{-3} n_3$ cm$^{-3}$, and assumed a flow of Mach number $M$ confined to a layer of width $\Delta \equiv 10 \Delta_{10}$ kpc. This criterion is satisfied because the viscosity is thought to be suppressed near CFs (e.g., Roediger et al. 2013; Zuhone et al. 2015; Zuhone & Roediger 2016) by a factor $\eta/\eta_s \approx 0.1$. Indeed, the shear flow inferred below the CF is accompanied by tangential magnetization, shown in RK14 and in §5.3 to be strong, capable of suppressing viscosity by orders of magnitude (Kaufman 1990).

Next, we derive the value of $\Upsilon$ for the newly (§2) and previously (§3.4) deprojected CFs, discussed above.

### 7.2 Shear flows across CFs: results

We derive the value of the shear parameter, $\Upsilon$, for each of the newly and previously deprojected CFs according to Eq. (17). The resulting $\Upsilon$ values are plotted against $R_{i}/R_{so}$ in Fig. 17; the results for the newly deprojected CFs are presented in Table 3. As Fig. 17 shows, all (21 out of 21) of our analysed CFs show $\Upsilon > 0$, indicating bulk flows below all these CFs. This result, valid also for quasi-spiral patterns (see §7.3), testifies to the ubiquity of the phenomenon.

The weighted-mean value of the eight newly deprojected CFs is $\Upsilon = 0.57 \pm 0.03$, inconsistent with a stationary fluid at the $\sim 19\sigma$ confidence level. To test if our analysis introduces systematic errors, we compute mock $\Upsilon$ values across the same control sample used in §4.2; see Fig. 18. The weighted mean value of the control sample is $\Upsilon = 0.01 \pm 0.02$, consistent with a stationary fluid, disfavouring any putative bias in our analysis. We confirm that our $\Upsilon$ values in the A2204E and A2204W CFs ($\sim 5 \sigma$) is more significant, but somewhat lower, than the $\Upsilon = 0.78 \pm 0.14$ (5.5\sigma) value reported by K10. The difference is mostly due to our conservative exclusion of CFs suspected of large systematic uncertainties, in particular RXJ1720 (where only one bin is available below the CF), the outer CF in A1644 (where a merger might distort the result), and in A20335 (where the profile analyzed by K10 was modified by an additional CF reported later by RK14).

The K10 analysis also included deprojection results superseded by improved ones; in particular, the first deprojections of the A2204E and A2204W CFs (Sanders et al. 2005) were noisier and gave much larger $\Upsilon$ values than obtained here (and in Chen et al. 2017). As a consistency check, we
In practice, deviations from spherical symmetry are evident in all well-observed GCs. We therefore generalise the discussion to incorporate the quasi-spiral pattern typically observed. For simplicity, we retain the spherical definition of $M_\star$ in Eq. (15). It is necessary, however, to generalize the interpretation of $\Upsilon$ on the RHS of Eq. (17), taking into account projection effects and the 3D spiral structure. The analysis largely follows K12, focusing on the semi-circular variant of the discontinuity manifold therein.

The observation of a quasi-spiral CF pattern in a large fraction of well-observed GCs suggests that there exists an optimal viewing angle in which a putative observer would see the projected CF pattern as a continuous, monotonic, and undistorted planar spiral. Let us assume that such a unique viewing angle exists. Define the plane harboring the GC centre and perpendicular to this viewing angle as the equatorial plane. Denote the normal to this plane as the axis of symmetry as $\hat{z}$, and a line of sight parallel (perpendicular) to this axis as face on (edge on) viewing. We assume that the centre of the spiral pattern in the equatorial plane coincides with the GC centre. In the analysis below, we adopt both cylindrical $\{\theta, \phi, z\}$ and spherical $\{r, \theta, \phi\}$ coordinate systems, both centred on the GC centre, with $\theta = 0$ identified as the $+z$ direction and $\phi$ as the distance from the $z$-axis, such that $r^2 = \phi^2 + z^2$.

Adiabatic numerical simulations of sloshing in a GC (e.g., Ascasibar & Markoff 2006; Roediger et al. 2011) suggest that in a constant $\phi$ cut (edge-on viewing), the CF discontinuity would appear semi-circular, $r_{\text{cf}}(\theta, \phi) \approx r_{\text{cf}}(\phi)$. Hence, the CF radius of curvature in the polar direction is approximately fixed by the CF radius, $R_{\text{cf}}(\phi) \approx r_{\text{cf}}(\phi)$. Equivalently, the projected CF radius would be nearly constant, $R_{\text{proj}} \simeq \text{const.} \approx r_{\text{cf}}(\phi)$, in edge-on viewing. For simplicity, we adopt such a geometry here, although simplistic analytical models of spiral flows that take into account radiative cooling (K12; Reiss & Keshet 2015) suggest that $R_{\phi} > r_{\text{cf}}$.

For this simple CF geometry in the polar direction, $r_{\text{cf}}(\theta, \phi) \simeq r_{\text{cf}}(\phi) \simeq R_{\phi}(\phi)$, the two-dimensional discontinuity surface may be compactly parameterised in 3D as

$$0 = S(r) = S(r, \theta, \phi) = S(r, \phi) = r - f(\phi),$$

where $f(\phi)$ is a monotonic function, chosen, without loss of generality, to be monotonically increasing.

In projection, the CF is observable at viewing angles for which the line of sight $l$ is tangent to the discontinuity surface,

$$l \cdot \nabla S = 0. \tag{21}$$

The precise appearance of the projected CF curve depends on the inclination angle, $i$, defined as the angle between $l$ and the $z$-axis. The measured values of $\alpha_{\text{proj}}$ indicate that $f$ varies slowly: $f'(\phi) / f(\phi) \lesssim \tan(i_{\alpha_{\text{proj}}}) \approx 0.2$, although this depends somewhat on projection effects.

We may now relate $\Upsilon$ to the dynamics. First, generalise the spherical momentum Eq. (15) to the general Euler equation

$$\frac{d\mathbf{u}}{dt} = \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\frac{\nabla P_1}{\mu n} - \frac{GM_\star}{r^2} \hat{r}. \tag{22}$$

Under the present assumptions, the flow is driven by central
forces only, implying a planar fluid motion. Namely, the path function of any fluid element is confined to a plane that contains the GC centre.

Next, we assume that at least locally, there exists a frame of reference in which the CF pattern is stationary. This frame may be rotating about the z-axis at some angular frequency \( \omega \), which could vary slowly in space and time; the derivatives of \( \omega \) are assumed negligible in what follows. By symmetry, the angular velocity is chosen in the z direction, \( \Omega = \omega \hat{z} \). In our notations, a trailing spiral pattern corresponds to \( \omega < 0 \). For simplicity, we assume a steady flow in this rotating frame. Under these assumptions, in the vicinity of the CF, the Euler equation (22) becomes

\[
(\mathbf{u} \cdot \nabla) \mathbf{u} \approx \frac{\nabla P}{\mu} - \frac{GM}{r^2} \hat{r} - 2\Omega \times \mathbf{u} - \Omega \times (\Omega \times \mathbf{r}) .
\]  
\[
(23)
\]

The radial component of Eq. (23) may be written as

\[
\dot{u}_r^2 + \dot{u}_\phi^2 - \dot{u}_\phi \approx \frac{P'(r)}{\mu} + \frac{GM}{r^2} ,
\]

where we denote \( \dot{P} \equiv (\mathbf{u} \cdot \nabla) P \) as the derivative along the flow, and a brief designation of the non-rotating frame; in particular, \( \dot{u}_\phi \equiv u_\phi + \omega r \). Taking the difference of this equation between the two sides of the CF, and noting that \( P'(r) = (r/R) \partial R P_r \), one may relate the measured \( \Upsilon \) to the 3D flow,

\[
\Upsilon \equiv \frac{R_c}{\gamma_k B T_i} \left[ \frac{\partial P_i}{n} \right]'_o = \frac{R_i}{c_s,i} \left[ \frac{P'(r)}{\mu} \right]'_o 
\approx \left( \frac{R_i}{r_{cf}} \right)^2 \left( \frac{\dot{u}_r^2 + \dot{u}_\phi^2}{c_s,i} \right) - \frac{r_{cf} \dot{u}_\phi}{c_s,i} ,
\]

(25)

to be evaluated where the LOS meets the tangent to the flow.

In the rotating frame of reference, where the flow is assumed steady, the velocity component normal to the CF must vanish in its vicinity, by the definition of the CF as a tangential discontinuity. The measured large, near-unity values of \( \Upsilon \), and the constraint \( r_{cf} \leq c_t \), thus indicate that the \( \dot{u}_r \) term in Eq. (25) is subdominant. Otherwise, the radial velocity \( u_r \) would quickly become large, and even supersonic, in contradiction to the slow velocity anticipated from the nearly spherical CF surface.

We therefore see that \( \Upsilon \sim 0.6 \) provides an approximate measure of the difference in the squared non-rotational velocity in the inertial frame, \( [\dot{u}_r^2 + \dot{u}_\phi^2] \sim [\dot{u}^2 - \dot{u}_\phi^2] \). Furthermore, as \( \Upsilon \) is large, we deduce that the flow is considerably faster inside, i.e. below, the CF. Up to the correction factor \( (R_{cf}/r_{cf})^2 \), then, \( \Upsilon \approx M_i^2 \equiv (\dot{u}_r^2 + \dot{u}_\phi^2)/c_s^2 \), approximately measures the square of the Mach number \( M_i \), associated in the inertial frame with the non-rotational velocity inside the CF.

The implied Mach number, \( M_i \approx \Upsilon^{1/2} \approx 0.76 \pm 0.02 \) for the joint CF sample, somewhat underestimates the inner flow tangential to the CF, because (i) the latter also has some radial component; (ii) the factor \( (R_{cf}/r_{cf}) \) is smaller than unity; and (iii) the fluid above the CF is not precisely stationary. However, the spiral CFs observed are quite tight, so the radial component of the flow is small and the factor \( R_{cf}/r_{cf} \) is close to unity. Moreover, while a fast flow above the CF or an extreme projection with a small \( (R_{cf}/r_{cf}) \) could render \( M_i \gg \Upsilon^{1/2} \), this seems unlikely as the inner flow would become highly supersonic. We conclude that our results robustly indicate that the tangential flow below the CF is nearly sonic, in agreement with K10.

In the limit of a tight spiral, where the CF surface approaches a plane, the interpretation (25) of \( \Upsilon \) reduces to the spherical picture (17) in the inertial frame, regardless of the rotation frequency \( \omega \). The analysis similarly reduces to that of the spherical case, regardless of \( \omega \) and the spiral function \( f(\phi) \), if the flow is polar in the inertial frame, i.e. if \( \mathbf{u} = \mathbf{u} \theta \); however, such a flow pattern seems rather unlikely.

8 SUMMARY AND DISCUSSION

We perform an in-depth study of the accessible thermal transitions across CFs, comparing different deprojection and projection methods. In addition to an analysis of all deprojected CFs from the literature (see §3.4), we process raw Chandra data from the GCs A2029, A2142, A2204, and Centaurus. The S\(_2\) maps of these four GCs (see §2) show sharp edges, which we confirm as CFs. We spectrally analyse the sectors above and below these CFs (see §3) and derive the projected and deprojected thermal profiles in these sectors; see Figs. 1–2 for A2029, Figs. 3–4 for A2142, Figs. 5–7 for A2204, and Figs. 8–9 for Centaurus.

In our spectral analysis, we first derive the projected \( S_2 \), \( T_{proj} \), and \( Z_{proj} \) profiles in radially logarithmic bins, aligned with each CF and centred on the X-ray peak. The data are then fit by projected 3D models. We adopt separate \( n \) (beta-model or power law), \( T \) (power-law), and \( Z \) (power-law) profiles above and below each CF (see Eqs. 5–8). Our nominal analysis projects these quantities, weighted (see Eqs. 3 and 4) by the emissivity \( j_x \approx n^2 \Lambda(T,Z,\epsilon_x,\epsilon_z) \), and assuming an underlying prolate spherical geometry; the resulting model parameters are given in Tables 3 and 4. Other, simplified deprojection models are examined in Appendix §A, in order to test the robustness of our nominal results. Overall, the results are found to be robust to the analysis method; the main differences lie in the inferred confidence levels. We confirm that our results are consistent with previous deprojection studies of the A2204E, A2204W, A2142NW, and A3526SW sectors (Sanders et al. 2005, 2016; Chen et al. 2017; Wang et al. 2018), which computed some of the CF parameters \( q_2, q_4, q_5, q_6, q_7, \) or \( T \).

As expected, as one crosses outside any of these CFs, the density abruptly drops while the temperature jumps (see Table 3). The average density and temperature contrast values across the eight newly deprojected CFs are \( q_2 \equiv (n_1/n_o) \sim 1.3 \) and \( q_T \equiv (T_o/T) \sim 1.4 \), but these means are dominated by the superior statistics in Centaurus. We find large dispersions in \( q_2 \), and in \( q_T \) among the different CFs in our sample. A similarly large dispersion is found in the mean \( q \equiv (q_2 q_T)^{1/2} \), which provides a more robust estimate of the contrast for nearly-isobaric (see §5) CFs. (Note that in simplified spiral flow models (K12 and Reiss & Keshet 2015), \( q_2 \) and \( q_T \) are expected to differ and show some opposite radial trends.) In contrast, the dispersion in \( q \) within each GC is small (see Fig. 10), with no evidence for a radial trend. Statistical tests (Pearson’s correlation test, TS test, and chi-squared test; see §4.1.1) are indeed consistent with a null hypothesis of a constant contrast among all CFs inside each GC. We thus propose that the CF contrast \( q \) is a global property of each GC. This GC contrast is shown (see §4.1.2) to strongly (> 5\( \sigma \), see Fig. 11) correlate with the cluster mass, with a power-law fit \( \dot{q} \propto M_{200}^{0.23 \pm 0.04} \).
We identify metallicity drops across CFs (see §4.2), established at a high ($\sim 3\sigma$) significance for the first time (see Table 3 and Fig. 12). Across the A3526E CF, we find a highly significant, $q_\alpha \equiv Z_\alpha/Z_\odot = 1.4^{+0.2}_{-0.1}$ metallicity drop, inconsistent with a continuous metallicity transition at the $\sim 2.9\sigma$ confidence level. The remaining seven newly deprojected CFs also suggest a metallicity drop, with an average value $q_\alpha = 1.1 \pm 0.1$, albeit at lower $\sim 1.4\sigma$ confidence level. The method is tested using a control sample of mock CFs (see Fig. 13), found to be consistent with continuous metallicity profiles, revealing no bias in the measurement of $q_\alpha$ and thus supporting our conclusions.

An extended spiral CF is thought to arise from large-scale flows in the GC, following a major perturbation such as a merger. Assuming that the metallicity in a parcel of gas changes slowly, on a timescale longer than the dynamical timescale, the metallicity drop then indicates that the gas below (above) the CF originates from radii smaller (larger) than the CF radius. Namely, the metallicity distribution follows the spiral pattern of the CF (as was found in the Fornax cluster; e.g., Su et al. 2017). The motions involved span nearly an order of magnitude in $r$, if one assumes a typical, $Z \propto r^{-0.3}$ (Sanderson et al. 2009) metallicity profile in a relaxed cluster. One might then expect to find correlations between $q_\alpha$ and measures of the velocity (such as the shear parameter $\xi$, see §7) or of the CF strength (such as the contrast $q_\alpha$). As shown in Appendix B, we are unable to establish or rule out such correlations using the present data. For an analysis of the imprint of a spiral flow on the metallicity and entropy discontinuities, see Naor et al. (in preparation).

We find that the eight newly deprojected CFs are all consistent with a pressure jump ($q_\rho > 1$; see §5.1) across the CF (see Table 3 and Fig. 14). The A3526W CF shows a particularly significant, $q_\rho = 1.26 \pm 0.06$ pressure jump, inconsistent with an isobaric transition at the $\sim 4.3\sigma$ confidence level. The remaining seven CFs show a mean $q_\rho = 1.06 \pm 0.03$ ($\sim 1.9\sigma$) pressure jump. Our control sample of mock CFs (see Fig. 15) is found to be consistent with isobaric transitions, thus disfavouring any bias in our analysis. Measuring the pressure behavior is subtle, so we examine variations to our nominal analysis by testing different deprojection models that were used in the literature (see Appendix A). While the pressure jumps depend somewhat on the deprojection model, with $q_\rho$ changing by $\lesssim 30\%$ in each CF, all models are consistent with an average deprojected pressure jump. We conclude that the inferred pressure jumps are robust, and unlikely to be systematic artefacts of our analysis, nor statistical fluctuations.

Our new deprojections are supplemented by a reanalysis of the thermal pressure contrast across CFs that were previously deprojected in the literature (see Fig. 14). We reanalyse the 17 CF sample of RK14, confirming a significant ($\sim 5\sigma$, high but slightly lower than reported in RK14; see discussion in §5.2) stacked pressure jump when using their assumptions. Our nominal analysis differs from that of RK14 in two ways. First, we impose more stringent constraints on the data and deprojection quality, leading to a smaller sample of high-quality CFs from the literature, composed of seven CFs from the RK14 sample supplemented by one additional CF. Second, our assumption of a normally distributed $\ln(q_\rho)$ is more conservative than the normal $q_\rho^{-1}$ distribution assumed by RK14. Consequently, we find a weighted mean $q_\rho = 1.06 \pm 0.06$ for previously deprojected CFs, suggesting a pressure jump, but alone inconsistent with an isobaric CF at the $\sim 1\sigma$ confidence level. The weighted mean value of the joint sample of both newly deprojected and high-quality literature deprojected CFs, is $q_\rho \sim 1.10 \pm 0.03$ ($\sim 3.9\sigma$). Modifying our assumptions yields similar, but typically more significant, pressure jumps.

We perform several sensitivity tests to examine the robustness of the deprojected pressure jumps. These include tests of the sensitivity to biases (using control samples; see §5.1), alternative assumptions on the deprojection weights (see Appendix §A), different models for the underlying 3D density, temperature and metallicity profiles (see Appendix §A), variations in the assumed parameters — redshift, column density, CF radius, CF morphology (including best-fit spheres or ellipses with an unconstrained center, and different radii of curvature along the LOS), numbers of bins on each side of the CF, and bin size — among their nominal values, tests of the stacking sensitivity to the presence of a few dominant CFs, and different methods of extrapolation to the CF radius. Our main results, in particular the presence of pressure jumps across CFs, are not sensitive to reasonable variations in these assumptions. For example, we consider different assumptions for the distribution of pressure values within their inferred uncertainty, including normal distributions of either $\ln(q_\rho)$ (nominal), $q_\rho$, or $\xi \equiv q_\rho^{-1}$. We show (in §5.2) that the inferred pressure jumps depend only weakly on these assumptions, that the detection of the pressure jump is robust, and that our nominal assumption is conservative.

Previous studies of spiral-type CFs that were not properly deprojected, typically reported pressure drops ($q_{\rho,\text{proj}} < 1$), as opposed to our deprojected pressure jumps ($q_\rho > 1$). We critically test the effect of projection (see §6), and show that it usually makes an actual pressure jump for an apparent pressure drop (see Fig. 16). This effect is tested both by projecting our newly-deprojected CFs, and by examining projected CFs from the literature. We confirm that $q_{\rho,\text{proj}} < q_\rho$ for individual CFs, in the subsample where both projected and deprojected profiles are available. We find that a CF typically shows a projected $\lesssim 10\%$ pressure drop and an opposite, $\gtrsim 10\%$ deprojected pressure jump. On average, we find $q_{\rho,\text{proj}} = 0.89 \pm 0.01$ (inconsistent with an isobaric transition at the $\sim 9\sigma$ confidence level) for our joint sample of projected CFs. Projection can lead to a $\sim 40\%$ reduction in the value of $q_\rho$ (see discussion in §6), so this projected average is consistent with the mean $q_\rho \sim 1.10 \pm 0.03$ obtained after deprojection.

Our deprojected $1.1 \lesssim q_\rho \lesssim 1.3$ values indicate an excess of non-thermal pressure just below spiral CF discontinuities, at a level $\sim 10\% - 30\%$ of equipartition (see §5.3). As discussed in RK14, some of this non-thermal pressure could possibly be attributed to poorly-constrained components of the ICM, such as turbulence and perhaps cosmic-rays. However, the non-thermal pressure must be predominantly magnetic, in order to maintain the CF thinness (much narrower than the Coulomb mean free path; see Vikhlinin et al. 2001) and its general stability against Kelvin-Helmholtz instabilities. Such magnetisation in indeed expected to arise from tangential shear flows, which were inferred from hydrostatic mass jumps across spiral CFs (K10).
We compute the shear parameter $\Upsilon$ for each of the 21 deprojected CFs in our sample (see §7.2), presented in Fig. 17. This parameter, defined in Eq. (17), is closely related to the discontinuity in the power-law index $d\ln P/d\ln R$ of the radial pressure profile. All analysed CFs are found to be consistent with a jump in hydrostatic mass across the CF, $M_{h,0} > M_{h,i}$, such that $\Upsilon > 0$. On average, we obtain mean $\Upsilon$ values of $0.57 \pm 0.03$ (for our eight newly deprojected CFs), $0.32 \pm 0.10$ (for the eight high-quality CFs out of the 13 deprojected CF from the literature; see §3.4), and $0.55 \pm 0.03$ (for the joint sample), all highly inconsistent with a continuous $M_h$. Control samples of mock CFs (see Fig. 18) indicates that the measurement is robust against a putative bias in our $\Upsilon$ measurement.

The large $\Upsilon$ values we infer can be naturally explained only if a nearly sonic, tangential bulk flow is present below each CF, with a mean Mach number $\mathcal{M}_t \approx (\Upsilon^{1/2}) = 0.76 \pm 0.02$, consistent with the conclusions of K10. Such a picture directly derives from a spherical CF approximation (see §7.1), but remains the most plausible interpretation also for the more realistic, rotating spiral CF manifold inferred from simulations (see §7.3), provided that $\mathcal{M}$ is measured in the inertial frame. To this end, we model the three-dimensional CF discontinuity as $r(\theta, \phi) = f(\phi)$, and use the CF morphology to show that the spiral is tight, $f'(\phi)/f \lesssim \tan(\alpha_{proj}) \approx 0.2 < 1$; see Table 4.

A fast flow below the CF can quickly reach high, near equipartition magnetisation levels. To quantify this, consider a simple model with a cylindrical CF and an azimuthal velocity profile $u = \omega_\phi \rho \phi$. Assume some preexisting, weak magnetic field $B$, with a radial component $B_r$ corresponding to an equipartition fraction $\eta_B$. Equations (25) and (26) of Naor & Keshet (2015) directly yield the field after time $t$, $B = B + B_\phi \omega'(\phi)q t \phi$. (26)

Assuming that the flow is confined to a layer of width $\Delta < q$ below the CF, the initially radial component is amplified by the shear, giving a dominant azimuthal component, $B_\phi \sim B_\phi \frac{u t}{\Delta}$. (27)

The time required to stretch the field to the equipartition value $\eta_B \approx (q_\rho - 1)/q_\rho$, inferred from the CF analysis may then be estimated as

$$t \sim \frac{\Delta B_\phi}{u} \sim \frac{\Delta}{u} \frac{q_\rho - 1}{q_\rho \eta_B} \sim \frac{100}{10 \text{ kpc}} \left( \frac{\eta_B}{10^{-3}} \right)^{-1} \text{Myr},$$

where we adopted the typical values inferred above for $u$, and $q_\rho$. This timescale, much shorter than the estimated $\gtrsim \text{Gyr}$ age of the spiral structure, suggests that shear magnetization can rapidly generate the $\eta_B \approx 0.1$ fields we infer below CFs, and that this magnetization is saturated.

A spiral flow could lead to correlations between the different measures of the deprojected CFs, namely $q_\theta$, $q_\rho$, $q_z$, $q_\phi$, and $\Upsilon$. For instance, one might expect $\Upsilon$ and $q_\phi$ to be correlated, if the former gauges the flows giving rise to the nonthermal pressure measured by the latter. The various available correlations are computed in Appendix B for our deprojected CF sample (see Table B1), and calibrated against a control sample of mock clusters (see Table B2). A strong correlation is found between $q_\theta$ and $q_\rho$, as expected in a CF, but no other significant correlation is identified, possibly due to the substantial statistical uncertainties. Future observations, with better statistics, may be able to identify some underlying correlations.

In particular, we find no correlation between $q_\phi$ and the other thermal parameters, including the shear flow parameter $\Upsilon$ (see Appendix B). We also find no significant radial dependence of the pressure jump, which appears to be consistent with a constant value, $q_\rho \sim 1.1$, among all CFs (see §5.3). These results, suggesting a roughly constant magnetic equipartition value, $\eta_B \approx 0.1$, below all CFs, are consistent with the aforementioned picture of saturated magnetisation. Interestingly, magnetic saturation at such $\eta_B \approx 0.1$ levels is sometimes inferred in radio halos and relics in GCs (Keshet 2010), from observations of radio-bright regions in the ICM.

In summary, the evidence presented above supports the notion that GCs harbor extended, magnetised, spiral bulk flows. Future, high resolution studies may be able to unravel the geometry of the CF discontinuity surface, and measure the orientation, width, and structure of the tangential flow layers. However, our results suggest that systematic uncertainties at the $\sim 5\%$ level (see Appendix A), associated with the deprojection method, will limit such studies. It may be necessary to develop a dedicated spiral deprojection routine in order to facilitate future progress.
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| GC    | Region | n_e [10^{-3} \text{cm}^{-3}] | T_e [\text{keV}] | Z_{\alpha} | r_c [\text{kpc}] | \beta_1 \ (\text{or } \alpha_{n,i}) | \beta_\alpha \ (\text{or } \alpha_{n,o}) | r_{c,i} [\text{kpc}] | r_{c,o} [\text{kpc}] | \alpha_{T,i} | \alpha_{T,o} | \alpha_{Z,i} | \alpha_{Z,o} | \alpha_{\text{proj}} |
|-------|--------|-------------------------------|------------------|------------|-----------------|-----------------------------------------------|-----------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| A2029 | SW     | 31.6 ± 3                      | 4 ± 3            | 0.3 ± 0.7  | 3.1 ± 0.9       | (−0.6 ± 0.3)                                  | 0.41 ± 0.04                                   | −               | 36 ± 10         | 0.0 ± 1.2       | 0.0 ± 0.2       | 0.4 ± 2.2       | 0.2 ± 1.5       | 42°             |
|       | NW     | 1.8 ± 0.1                     | 6.4 ± 0.9        | 0.3 ± 1.1  | 343.8 ± 0.3     | (−0.93 ± 0.05)                                 | (−1.4 ± 0.1)                                  | −               | −               | −0.4 ± 0.3      | 0.0 ± 1.1       | −0.3 ± 1.2      | −0.4 ± 7.2      | 8°              |
| A204  | S      | 40 ± 6                        | 2 ± 2            | 2 ± 2      | 23.4 ± 0.8      | 7 ± 162                                       | (−1.2 ± 0.1)                                  | 76.7 ± 934      | −               | −0.2 ± 1.3      | 0.2 ± 0.6       | 0.5 ± 7.4       | −1 ± 2          | 8°              |
|       | E      | 27 ± 5                        | 4 ± 1            | 0.3 ± 0.0  | 30.8 ± 0.6      | 0.3 ± 0.1                                     | 0.38 ± 0.08                                   | 6.7 ± 23        | 23 ± 23         | 0.6 ± 0.1       | 0.3 ± 0.5       | 1 ± 1           | 0.4 ± 2.2       | 11°             |
|       | N      | 23 ± 4                        | 4 ± 0.4          | 0.4 ± 0.4  | 39.0 ± 1.0      | 1 ± 3                                         | 0.45 ± 0.05                                   | 36 ± 237        | 20 ± 237        | 0.5 ± 2.0       | 0.1 ± 0.5       | 0 ± 4           | −0.2 ± 2.0      | 31°             |
|       | W      | 11.3 ± 0.7                    | 6 ± 2            | 0.2 ± 0.4  | 71.4 ± 1.0      | (−1.0 ± 0.2)                                  | 0.59 ± 0.02                                   | −               | 99 ± 10         | 0.4 ± 0.6       | −0.1 ± 0.2      | 0.1 ± 2.3       | 0.2 ± 1.4       | 10°             |
| Centaurus | SW    | 5.1 ± 0.2                     | 2.6 ± 0.2        | 1.3 ± 0.3  | 40.9 ± 0.1      | (−0.8 ± 0.2)                                  | (−1.10 ± 0.05)                                | −               | −               | −0.3 ± 0.4      | −0.2 ± 0.2      | −0.07 ± 0.87    | −2.0 ± 0.6      | 12°             |
|       | E      | 3.74 ± 0.08                   | 3.6 ± 0.3        | 0.6 ± 0.2  | 79.8 ± 0.4      | (−0.54 ± 0.07)                                | (−1.05 ± 0.02)                                | −               | −               | 0.05 ± 0.17     | −0.24 ± 0.08    | −0.3 ± 0.5      | −1.3 ± 0.5      | 13°             |

Columns: (1) The GC name; (2) The analysed sector, see Figs. 1, 3, 5, and 8; (3) The electron number density just above the CF; (4) The temperature just below the CF; (5) The metallicity just above the CF; (6) The distance of the CF from the centre of the sector; (7) The beta parameter of the \( \beta \)-model (or, if in brackets, the power-law slope) of the density profile below the CF; (8) Same as (7) but above the CF; (9) The \( r_c \) core-radius parameter of the \( \beta \)-model below the CF; (10) Same as (9) but above the CF; (11) The power-law slope of the temperature below the CF; (12) The power-law slope of the temperature above the CF; (13) The power-law slope of the metallicity below the CF; (14) The power-law slope of the metallicity above the CF; (15) The angle between the CF and the azimuthal direction on the plane of the sky. The error bars are the 1σ multi-variant confidence levels.
Various sensitivity and robustness tests were outlined in §8, examining the validity of our nominal deprojection analysis method described in §3. Here we demonstrate such tests by examining a few variations to the deprojection method which may be found in the literature.

First, we examine alternative choices of the deprojection weights, in particular replacing the interpolation over the tabulated cooling function Λ used in the nominal method. Simple variants tested include: (i) replacing Λ by the emission measure cooling function Λ = const. \( e.g., \) Markevitch et al. 2001; Vikhlinin et al. 2001; Hallman & Markevitch 2004; Tanaka et al. 2006; Johnson et al. 2010); (ii) replacing Λ by the spectroscopic-like cooling function Λ = Λ(T) \( ∝ T^{-3/4} \) (Mazzotta et al. 2004); and (iii) using a mixed approach \( e.g., \) Mazzotta et al. 2011; Bourdin et al. 2013; Giacintucci et al. 2017; Wang et al. 2018), where we use the emission measure cooling function for \( S_a \) (i.e. Λ = const. in \( j_z \) in Eq. 3), and the spectroscopic-like cooling function for the projected temperature and metallicity (i.e. Λ \( ∝ T^{-3/4} \) in \( W_T \) and \( W_Z \) in Eq. 4).

Another common deprojection variant found in the literature is to ignore the metallicity drop at the CF. We thus retain our nominal weights, but adopt a single beta-model for the metallicity profile across the CF \( e.g., \) Pizzolato et al. 2003; Siegel et al. 2018), replacing Eq. (8) by

\[
Z(r) = Z_{\text{cf}} \left( \frac{r^2 + r_{\text{p}}^2}{r_{\text{p}}^2 + r_{\text{c}}^2} \right)^{-\beta_r} .
\]

(A1)

Here, \( r_p \) and \( \beta_r \) are free parameters analogous to \( r_c \) and \( \beta \).

Figure A1 presents the thermal pressure contrast \( q_r \), plotted against the shear parameter \( \Upsilon \), for each of the eight newly deprojected CFs. The results are shown both in the nominal method (large symbols) and in its variants outlined above (smaller symbols). Overall, the different deprojection variants lead to small changes in \( q_r \) inside flow (\( \Upsilon > 0 \)), delineated by dotted lines. The weighted-average \( \bar{q}_r \) and \( \bar{\Upsilon} \) values for each of the four (non nominal) variants are \( \bar{q}_r = 1.07 \pm 0.04 \) and \( \bar{\Upsilon} = 0.63 \pm 0.04 \) for the spectroscopic-like model, \( \bar{q}_r = 1.04 \pm 0.03 \) and \( \bar{\Upsilon} = 0.61 \pm 0.03 \) for the emission-measure model, \( \bar{q}_r = 1.00 \pm 0.03 \) and \( \bar{\Upsilon} = 0.57 \pm 0.03 \) for the mixed approach, and \( \bar{q}_r = 1.08 \pm 0.03 \) and \( \bar{\Upsilon} = 0.60 \pm 0.03 \) for the continues \( \Upsilon \) model. These results should be compared to those of the nominal method, \( \bar{q}_r = 1.11 \pm 0.03 \) and \( \bar{\Upsilon} = 0.57 \pm 0.03 \). We conclude that indeed, the shear parameter is not sensitive to the deprojection method and its errors. The results indicate that the identification of pressure jumps across CFs does not crucially depend on the deprojection method.

Overall, we find that \( \bar{q}_r \) shows a weak dependence upon the model variant, changing the magnitude of the inferred pressure jump but not its overall presence. Note that the variants of our nominal method seemingly yield smaller \( q_r \) values, with the mixed approach showing no evidence for a pressure jump. However, this behavior can be shown to arise in part due to the exclusion of the highly significant A3526SW CF from some variants, as mentioned above, and in part due to the less physical assumptions underlying these model variants. We conclude that the identification of pressure jumps is not a deprojection artefact, but the inferred magnitude of the jump, as a ∼10% effect, is sensitive to the underlying assumptions.

Finally, we test our nominal deprojection method by comparing it to the commonly used XSPEC deprojection routine PROJCT. PROJCT does not attempt to fit the projected spectrum in each bin with some effective physical parameters \( n, T, \) and \( Z \). Instead, it produces a synthetic emissivity function for each 3D shell, given the mean physical parameters in that shell. The projected spectrum in each bin is then fitted with the volume-weighted sum over all shells, by simultaneously adjusting the physical parameters in all shells.

PROJCT thus has the advantage of avoiding the contamination of spectra by inter-bin temperature variations along the line of sight, but has some disadvantages. First, it does not utilise the superior angular resolution one can obtain in \( S_a \). Second, for a multi-phase gas PROJCT is sensitive to changes in the radial binning (dropping bins from either ends of the region, altering bin size, etc.) and tends to produce spurious temperature oscillations \( e.g., \) Fabian et al. 2006; Sanders & Fabian 2007; Russell et al. 2008).

Figure A1. The thermal pressure ratio, \( q_r \), plotted against the shear parameter, \( \Upsilon \), for the eight newly deprojected CFs, computed in different deprojection method variants. Our nominal deprojection method (see §3) is shown in very large black symbols. Other variants include a continuous metallicity model (large brown symbols), \( \Lambda \propto T^{-3/4} \) (medium-large purple), emission-measure cooling function \( \Lambda = \text{const.} \) (medium-small blue), and mixed weights \( (j_x \propto T^0 \text{ and } W_T = W_Z \propto T^{-3/4}, \text{ small red symbols}) \). Most of the CFs suggest a pressure jump \( (q_r > 1) \) and an inside flow \( (\Upsilon > 0) \), delineated by dotted lines.
same \( T_{\text{proj}} \) and \( Z_{\text{proj}} \) bins. Figure A2 compares the continuous \( n, T, \) and \( Z \) profiles of our nominal deprojection (blue dashed lines) with the binned \( n, T, \) and \( Z \) profiles derived using PROJCT. The two methods are found to be in fairly good agreement, although some deviations are seen near the CF. Extrapolating the PROJCT profiles to the CF radius, using the same models adopted in the nominal method, yields \( q_f = 1.3 \pm 0.2 \) and \( \Upsilon = 0.3 \pm 0.3 \). These results, again suggesting a pressure jump and a fast flow below the CF, are consistent with the nominal results, \( q_f = 1.5^{+0.4}_{-0.3} \) and \( \Upsilon = 0.2 \pm 0.1 \), obtained for this CF.

In the other GCs — A2142, A2204, and Centaurus — we obtain nonphysical results when using PROJCT. In Centaurus, PROJCT produces large oscillations in both analysed sectors, giving poorly constrained CF contrast parameters. In A2142, PROJCT yields profiles that are in reasonable agreement with our nominal profiles, but appears to overestimate the density just above the CF. This seemingly leads to a large pressure jump, which we dismiss because it corresponds to a nonphysical CF density jump, instead of the expected drop. In A2204, PROJCT yields very low temperatures near the CF, in all four sectors, far colder than in the corresponding projected temperature. These low temperatures, found on both sides of the CFs, are related in all but the south sector with strong \( T \) gradients in the CF vicinity, which seem non-physical. Moreover, in the A2204W and A2204E sectors, PROJCT produces large oscillations in both analysed profiles.

In conclusion, we find that special care must be taken when using PROJCT. In cases where PROJCT produces reasonable results, it is in good agreement with our nominal deprojection method.

**APPENDIX B: CROSS CORRELATIONS**

It is interesting to examine the cross-correlations between the different CF parameters derived in the analysis. We thus consider the parameters \( \ln(q_n), \ln(q_T), \ln(q_z), \ln(q_F), \) and \( \Upsilon \), the latter taken without a logarithm as it is the difference, rather than the ratio, between properties above and below the CF. For each pair of parameters, we carry out two correlation tests: Pearson’s correlation test and a linear fit. Table B1 presents the results for the newly deprojected, eight-CF sample. For each pair of quantities, the table lists the Pearson’s correlation coefficient \( R \), its value in Fisher’s \( \zeta \)-space, \( \zeta \) (see §4.1.1), the slope \( b \) of the best linear fit, and its goodness of fit per DOF \( \chi^2 \); error estimates are computed as described in §4.1.1. In order to identify systematic biases, the same analysis is applied to the control, 50-CF sample (see §4.2); the results are displayed in Table B2.

The strongest correlation seen in Table B1, especially when compared with the mock CF Table B2, is the rather strong, positive correlation between \( q_n \) and \( q_T \), with a significantly positive slope of \( b = 0.7 \pm 0.2 \). Such a correlation is the defining property of CFs: a large density drop, associated with a comparably large temperature jump. However, as the tables show, the results are quite noisy; even this \( q_n-q_T \) correlation presents at only a marginal significance level.

---

**Figure A2.** Radial profiles deprojected in the A2029 sector, both in the nominal method (dashed blue with shaded region as the 1σ confidence interval, identical to Fig. 2) and when using PROJCT (red disks with vertical error bars).

**Table B1.** Correlations between the thermal transitions across the eight newly deprojected CFs.

| \( q_n \) | \( q_T \) | \( q_z \) | \( q_F \) |
|---|---|---|---|
| \( \ln(q_n) \) | \( \ln(q_T) \) | \( \ln(q_z) \) | \( \ln(q_F) \) |
| \( \Upsilon \) | \( 0.24^{+0.29}_{-0.34} \) | \( -0.05^{+0.40}_{-0.39} \) | \( -0.12^{+0.48}_{-0.43} \) | \( -0.23^{+0.45}_{-0.38} \) |
| \( \zeta \) | \( 0.25 \pm 0.34 \) | \( -0.05 \pm 0.42 \) | \( -0.12 \pm 0.50 \) | \( -0.22 \pm 0.46 \) |
| \( b \) | \( -3^{+5}_{-2} \) | \( -3^{+5}_{-2} \) | \( -3^{+5}_{-2} \) | \( -2^{+5}_{-2} \) |

For each of the quantity rows, we list different measures of correlation: **First sub-row** — Pearson correlation; **Second sub-row** — the correlation coefficient in Fisher’s \( \zeta \)-space; **Third sub-row** — the reduced chi square value of the best fit; **Fourth sub-row** — the best fitted slope. In the best fit the parameter to the left is regarded as the horizontal axis and the upper as the vertical axis.
Table B2. Correlations between the thermal transitions across the 50 CFs of the control sample

| ln(q₁₂) | ln(q₁₃) | ln(q₁₄) | ln(q₁₅) |
|---------|---------|---------|---------|
| Τ       |         |         |         |
| ln(q₆₁) |         |         |         |
| ln(q₇₁) |         |         |         |
| ln(q₈₁) |         |         |         |

Rows: same as Table B1.

according to its ζ uncertainty. No significant correlations are found even when q₁ and q₄₁ are replaced by the mean contrast parameter, q ≡ (q₁q₄₁)₁/₂ (see §4.1.1).

Comparing the two tables suggests a possible positive correlation between q₁ and Τ, anticipated if a strong shear is needed to sustain a large contrast, but the confidence is very low. There is a similar hint of a positive correlation between q₂ and ξ, anticipated if the dense phase below the CF originated from the GC centre, but the significance is again very low. Better data is needed in order to test such correlations.
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