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Most existing longitudinal control strategies for connected and automated vehicles (CAVs) have unclear adaptability without scientific analysis regarding the key parameters of the control algorithm. This paper presents an optimal longitudinal control strategy for a homogeneous CAV platoon. First of all, the CAV platoon models with constant time-headway gap strategy and constant spacing gap strategy were, respectively, established based on the third-order linear vehicle dynamics model. Then, a linear-quadratic optimal controller was designed considering the perspectives of driving safety, efficiency, and ride comfort with three performance indicators including vehicle gap error, relative speed, and desired acceleration. An improved particle swarm optimization algorithm was used to optimize the weighting coefficients for the controller state and control variables. Based on the Matlab/Simulink experimental simulation, the analysis results show that the proposed strategy can significantly reduce the gap error and relative speed and improve the flexibility and initiative of the platoon control strategy compared with the unoptimized strategies. Sensitivity analysis was provided for communication lag and actuator lag in order to prove the applicability and effectiveness of this proposed strategy, which will achieve better distribution of system performance.

1. Introduction

With the development of the urbanization process, traffic demand and the number of motor vehicles have been greatly increased, and the contradiction between traffic supply and demand has become more and more serious, leading to a series of social problems, such as traffic congestion [1, 2], environmental pollution [3, 4], accident frequency [5–8], and energy waste [9, 10]. With the advantages of information acquisition, perception, response time, and interaction behavior, connected and automated vehicles (CAVs) are expected to improve the traffic flow characteristics from the microlevel, thus providing an effective method to solve problems such as traffic congestion and traffic safety [11–13]. Adaptive cruise control (ACC) is an important technology in CAVs longitudinal control and ACC vehicles can obtain the real-time status information (position, speed, acceleration, etc.) of the preceding vehicle through on-board detection equipment with the acceleration optimization algorithm to maintain the constant gap for the preceding vehicle [14]. As a more complex form of ACC system, cooperative adaptive cruise control (CACC) vehicles can actively communicate with the preceding vehicle through vehicle-to-vehicle (V2V) communication technology to coordinate their speed changes to form platoons that allow them to follow the preceding vehicles safely with short gaps [15]. A successful CACC operation strategy can increase the probability of making individual CACC vehicles join the platoons. Once a
CAV platoon is formed, the strategy can also help maintain the platoon operation throughout a highway corridor. However, there are many factors affecting the application effect for the CACC system, among which the most critical ones are spacing strategy and control algorithm. Before the implementation of large-scale field real vehicle test, it is necessary to study the influence of different spacing strategies and control algorithms on the performance of CACC system in order to improve the theory of CACC system and promote the promotion of its technology.

During the process of vehicle longitudinal control, the reasonable spacing control strategy is one of the keys to ensuring high safety, car-following stability, and satisfactory road capacity. In recent years, a variety of control strategies have been put forward, which are mainly divided into constant spacing gap (CSG) strategy, constant time-headway gap (CTG) strategy, and variable time-headway gap (VTG) strategy. CSG strategy shows that the vehicle always maintains a constant intervehicle distance with the preceding vehicle [16, 17]. Due to its simple structure and low application difficulty, it is first applied in highway environment with relatively little interference [18]. However, CSG strategy is insensitive to the change of vehicle speed and has poor adaptability to the platoon stability in the complex and changeable driving environment. In order to deal with these shortcomings, some strategies in which the gap varies with the driving environment are proposed, such as CTG strategy and VTG strategy. CTG strategy refers to the constant time headway between the subject vehicle and the preceding vehicle by constantly adjusting the speed under the car-following state [19]. With further research, the flexibility and stability of CTG strategy, like CSG strategy, cannot meet the requirements of the complex traffic system [20]. Therefore, some VTG strategies that the time headway can change with the traffic flow environment have attracted the attention of researchers. With due consideration of the influence of vehicle speed, acceleration, and relative speed changes by varied time headway, Yanakiev and Kanellakopoulos [21] presented a variable headway strategy and proved that the proposed strategy can guarantee platoon stability. In addition, some variable time-headway strategies were proposed for different driving behaviors, such as perception, judgment, and operation [22, 23].

In the car-following mode, it is greatly necessary to take into consideration various factors such as comfort, safety, car-following stability, traffic capacity, and energy consumption except considering a stable safety control strategy between the vehicle and the preceding vehicle. From the perspective of optimal control, the design of a reasonable and effective control algorithm is another research hotspot of CACC system design. The design of a reasonable and effective control algorithm from the perspective of optimal control is another focus of CACC research field. Presently, the theories and methods applied to the car-following mode of CACC system include classical proportional integral differential (PID) control, model predictive control (MPC), and artificial neural network and linear-quadratic (LQ) control. For the nonlinear characteristics of CACC system, PID is applied to realize the automatic adjustment of the performance index parameters [24]. Through control strategies such as prediction model, rolling optimization, and feedback correction, MPC can take into account multiple control objectives and constraints simultaneously, which is conducive to meeting multiple control requirements during vehicle driving [25]. The disadvantage of MPC is that the model structure is too complex. The methods of artificial intelligence mainly include fuzzy control and artificial neural network. The idea is to establish the relationship between input (vehicle position, velocity, acceleration, etc.) and output (desired acceleration, angle, etc.) through the sample training method. It has the advantages of simple design structure, mature algorithm application conditions, and low hardware requirements, and the disadvantages of the model structure are difficult to describe. LQ algorithm, also known as a linear-quadratic algorithm, is an optimal control law based on quadratic performance indexes to obtain state linear feedback and realize closed-loop optimal control. Its advantages are not limited by the concrete model structure and its design is flexible. The disadvantage is that the control performance depends on the weight matrix of state variables and input variables, and these choices are subjective and lack objective description.

To attain optimal gains for PID or LQ algorithm, a series of intelligent optimization algorithms were used, such as Genetic Algorithm (GA) and particle swarm optimization (PSO) methods. Compared with GA and other optimization methods, PSO memorizes satisfactory solutions among all the particles without considering previous knowledge after each evolution, so that it attracts increasing attention for solving complex optimization problems. Sowjanya and Srinivas [26] presented the development of an optimal PID controller for a composition control system using PSO technique. Chen et al. [27] used dynamic particle swarm optimization to develop optimal strategies for two-variable energy management and gear-shifting in hybrid electric vehicles. The results demonstrate that, compared with the baseline case, the proposed optimization strategy brought superior performance when applied to hybrid energy management and transmission control. Rahman et al. [28] investigated the use of the accelerated particle swarm optimization (APSO) method for developing real-time and large-scale optimizations for allocating power. Compared with standard particle swarm optimization considering charging time and battery capacity, the APSO method can achieve some improvements in terms of best fitness and computation time. The above studies have revealed that PSO is a reliable tool for designing an optimal strategy and that it can outperform other evolutionary algorithms [27].

The longitudinal control strategy of CAV platoon is complex, especially with the uncertainty of key parameters, and there is a need to develop computationally efficient algorithms to find optimal solutions. The objective of this paper is to design an optimal controller considering the key parameter selection involved in the longitudinal vehicle dynamics. The optimal control is designed by considering the parametric uncertainties in the dynamics model of platoons expressed by a third-order linear vehicle model.
The optimal platooning is then formulated as a linear-quadratic optimal control problem, where optimal desired accelerations are generated to minimize the cost function. The optimal controller regulates platoon desired accelerations to minimize the cost function representing safety, efficiency, and comfort, subject to speed limits, acceleration range, and minimal spacing. In addition, an improved particle swarm optimization (IPSO) algorithm is used to optimize the weighting coefficients for the state variables and input variables. The designed control strategy is flexible in such a way that it can be applied to the homogeneous platooning control with constant time-headway gap and constant spacing gap.

The remainder of this paper is structured as follows. Section 2 introduces the system models for constant time-headway and constant spacing gap platoons with CAVs. Section 3 presents a linear-quadratic optimal controller with an improved particle swarm optimization algorithm. Section 4 designs simulation experiments to verify the performance of the proposed controller and discusses the simulation results of the CAV platoons under different control strategies. Finally, conclusions and recommendations are delivered in Section 5.

2. Dynamics Models

First of all, a single CAV dynamics model is introduced, and then the CAV platoon dynamics models under the strategy of constant time-headway and constant spacing gap are established.

2.1. Single-Vehicle Dynamics Model. In the dynamics modeling process with a single vehicle, it is assumed that a vehicle travels on the road, with \( l_p, x_n, v_n, \) and \( a_n \) denoting the vehicle length, location, speed, and acceleration of the subject vehicle. According to the second law of Newton's kinematics, the dynamic equation of a single vehicle is listed as follows:

\[
\begin{align*}
\{ m_n \cdot \ddot{x_n} &= F_n - R_{g,n} - R_{d,n} - R_{a,n}, R_{a,n} = K_{a,n} \cdot x_n^2 \} \\
\frac{d}{dt}Z &= \frac{d}{dt}(\Delta s_n, \Delta v_n, a_n)^T = \frac{d}{dt}
\begin{pmatrix}
    x_{n-1} - x_n - l_n - s_n^d \\
    v_{n-1} - v_n \\
    a_n
\end{pmatrix} = \begin{pmatrix}
    v_{n-1} - v_n - a_n \cdot t^d \\
    a_{n-1} - a_n \\
    (u_n - a_n)
\end{pmatrix}
\end{align*}
\]

where \( m_n \) denotes the mass of vehicle \( n \), \( F_n \) denotes the driving force produced by vehicle's engine, \( R_{g,n}, R_{d,n}, \) and \( R_{a,n} \) denote the grade resistance, mechanical drag, and aerodynamic drag, respectively, and \( K_{a,n} \) denotes the aerodynamic drag coefficient.

The vehicle engine model can be considered as a first-order lag system as expressed by \([29]\)

\[
\dot{F}_n = -\frac{F_n}{\tau^A} + \frac{U_n}{\tau^A},
\]

where \( \tau^A \) denotes the vehicle engine time coefficient, \( U_n \) denotes the throttle command input, and \( U_n \geq 0 \) and \( U_n \leq 0 \) represent power input and brake input, respectively.

Utilizing the feedback linearization control law \([30]\), the nonlinear model in equation (1) can be linearized as a first-order lag system as expressed by

\[
U_n = m_n u_n + 2K_{a,n} x_n \dot{x}_n + (R_{g,n} + R_{d,n} + R_{a,n}),
\]

\[
\begin{align*}
\Delta s_n &= \frac{1}{\tau^A} (u_n - x_n),
\end{align*}
\]

where \( u_n \) denotes the desired acceleration given to vehicle \( n \).

Under the strategy of the constant time-headway gap, the control objective is to keep the speed of the subject vehicle consistent with the preceding and maintain a constant time-headway; that is, \( s^d_n = v_n \cdot t^d + s_0 \), where \( s^d_n \) is the desired gap, \( t^d \) is the desired time-headway, and \( s_0 \) is the minimum gap at standstill. For a single vehicle \( n \), the system state is described by the gap error, relative speed to the preceding vehicle, and actual acceleration; that is, \( Z = (\Delta s_n, \Delta v_n, a_n)^T \); and the control variable is defined as \( U = u_n \). \( \Delta s_n \) is the deviation between the real space gap \( s_n = x_{n-1} - x_n - l_n \) and the desired gap \( s^d_n \) to the preceding vehicle; that is, \( \Delta s_n = s_n - s^d_n \), the relative speed to the preceding vehicle.

According to the previous definition of system state and control variable, a third-order model is used to express the longitudinal dynamics model for vehicle \( n \) as shown in \([31]\)

\[
f(Z, U, d) = A \cdot Z + B \cdot U + C \cdot d,
\]

which refers to the actual acceleration of the preceding vehicle \( n-1 \) in this paper.

Under the strategy of the constant spacing gap, the control objective is to maintain a desired space gap between
the subject vehicle \( n \) and the preceding vehicle \( n - 1 \); this is \( s_n^d = L_d \), where \( L_d \) is the desired spacing gap. Compared with the CTG strategy, the change of the CSG strategy is the expression adjustment of gap error; that is, \( \Delta s_n = x_{n-1} - L_d - L_d \). Therefore, the single dynamics model of CSG strategy can still be expressed by equations (4) and (5), and it only needs to set \( t^d = 0 \).

2.2. Platoon Dynamics Models. For a homogeneous CAV platoon system with \( N \geq 2 \) vehicles, the system state variables can be defined as \( Z^p = (\Delta s_1, \Delta v_1, a_1, \Delta s_2, \Delta v_2, a_2, \ldots, \Delta s_N, \Delta v_N, a_N)^T \), the control variable can be defined as \( U^p = (u_1, u_2, \ldots, u_N)^T \), and the disturbance can be defined as \( d^p = a_p \), where \( a_p \) is the actual acceleration of the preceding vehicle \( n - 1 \). For each homogeneous CAV vehicle in this platoon system, it is applicable to the single-vehicle dynamics model. Therefore, the matrix-form system dynamics model for homogeneous CAV platoon can be expressed with

\[
\frac{d}{dt}Z^p = \frac{d}{dt}(\Delta s_1, \Delta v_1, a_1, \Delta s_2, \Delta v_2, a_2, \ldots, \Delta s_N, \Delta v_N, a_N)^T = g(Z^p, U^p, d^p),
\]

where

\[
A^p = \begin{bmatrix}
A_1^{3 \times 3} & 0^{3 \times 3} & \cdots & 0^{3 \times 3} \\
0^{3 \times 3} & A_2^{3 \times 3} & \cdots & 0^{3 \times 3} \\
\vdots & \vdots & \ddots & \vdots \\
0^{3 \times 2} & 0^{3 \times 3} & \cdots & A_N^{3 \times 4}
\end{bmatrix},
\]

\[
B^p = \begin{bmatrix}
B_1 & 0 \\
\vdots & \vdots \\
0 & B_N
\end{bmatrix},
\]

\[
C^p = \begin{bmatrix}
C & 0 \\
0 & 0
\end{bmatrix},
\]

\[
A_1^{3 \times 3} = \begin{bmatrix}
0 & 1 & -t^d \\
0 & 0 & -1 \\
0 & 0 & \left(\frac{1}{T^a}\right)
\end{bmatrix},
\]

\[
A_i^{3 \times 4} = \begin{bmatrix}
0 & 0 & 1 & -t^d \\
1 & 0 & 0 & -1 \\
0 & 0 & 0 & \left(\frac{1}{T^a}\right)
\end{bmatrix}, \quad i = 2, 3, \ldots, N,
\]

\[
B_k = \begin{bmatrix}
0 \\
\vdots \\
0 \\
1
\end{bmatrix}, \quad k = 1, 2, \ldots, N.
\]

3. Design of Optimal Controller for Platoon Operation

In this section, a linear-quadratic optimal controller is developed to determine the control command by minimizing a running cost function.

3.1. Platooning Control Formulation. The centralized control method is adopted in the controller design of the CAV platoon, where all the follower information is collected and computed by the leader of a CAV platoon, and then the desired accelerations are broadcast to the followers. Since the platoon dynamics model is linear, a linear-quadratic optimal controller is designed to optimize the performance of CAV platoon operation. The target is to enable the platoon to obtain better performance in terms of driving safety, efficiency, and ride comfort, which is to reduce the gap error, relative speed, and desired acceleration reflecting physical quantity [31]. The controller is used to comprehensively consider each performance indicator through the weighting coefficients. The cost function \( J \) is shown in

\[
J = \min_{U^p} \int_{t^b}^{t^b + T_p} L(Z^p(t), U^p(t))\, dt,
\]

\[
L = c_1 \sum_{i=1}^{N} (\Delta s_i)^2 + c_2 \sum_{i=1}^{N} (\Delta v_i)^2 + c_3 \sum_{i=1}^{N} (u_i)^2.
\]

In equation (9), \( c_1, c_2, \) and \( c_3 \) denote the weighting coefficients of vehicle gap error, relative speed, and desired acceleration, respectively, and \([t^b, t^b + T_p]\) denotes a time horizon.

In addition to the target performance indicator, the state and control variables in the system should also be constrained. The existing constraints are listed as follows:

1. Speed constraint:
\( y \leq v_i \leq \bar{v} \) \hspace{1cm} (10)

(2) Gap constraint:

\[ x_i - x_{i+1} \geq s_0 + l_i, \] \hspace{1cm} (11)

(3) Acceleration constraint:

\[ a \leq u_i \leq \bar{a}. \] \hspace{1cm} (12)

(4) Other constraints: since the accurate feedback information on vehicle positions, speeds, and actual acceleration is obtained via on-board sensors and V2V communication. The received state at time \( t_0 \) is actually measured at time \( t_0 - \tau^* \). It is formulated as follows:

\[ \tilde{Z}_i^p (t_0) = Z_i^p (t_0 - \tau^*), \] \hspace{1cm} (13)

where \( y, \bar{v}, q, \) and \( \bar{a} \) denote the lower and upper bounds of the speed and acceleration, respectively, and \( \tau^* \) is the feedback delay in communication.

In order to facilitate later expression and calculation, the cost function is adjusted to matrix forms, and the expression is listed as follows:

\[ J = \min_{U^p} \int_{t_0}^{t_{n+1}^*} \left[ (Z_i^p)^T Q Z_i^p + (U^p)^T R U^p \right] dt, \] \hspace{1cm} (14)

where

\[
Q = \begin{bmatrix}
q_1 & 0_{3 \times 3} \\
& & \ddots & 0_{3 \times 3} \\
& 0_{3 \times 3} & & q_i
\end{bmatrix},
\]

\[
R = \begin{bmatrix}
r_1 & 0 \\
& & \ddots & 0 \\
0 & & & r_i
\end{bmatrix},
\]

\[
q_i = \begin{bmatrix}
c_1 & 0 \\
0 & c_2 \\
0 & 0
\end{bmatrix},
\]

\[ r_i = [c_{i1}]_{1 \times 1}, \quad i = 1, 2, \ldots, N. \]

The desired acceleration of platoon system can be calculated by

\[ U^p (t) = -K \cdot Z_i^p (t), \] \hspace{1cm} (16)

where \( K \) is the optimal control feedback gain matrix. When the vehicle parameter value and the weighting coefficient value are determined, \( K \) can be obtained by solving Riccati equation:

\[ PA^p + (A^p)^T P - PB^p R^{-1} (B^p)^T P + Q = 0, \] \hspace{1cm} (17)

where \( P \) is the solution of Riccati equation (17).

Lastly, the optimal control feedback gain matrix is obtained; that is, \( K = R^{-1} (B^p)^T P \).

3.2. Parameters Optimization. In equations (9) and (14)–(17), it can be seen that the target performance of the system completely depends on the selection of the weighting coefficients \( c_1, c_2, \) and \( c_3 \). In previous designs, the weighted coefficient is usually obtained by repeated trials, which makes the optimal control law lack theory and objectivity. In this section, an improved particle swarm optimization algorithm is adopted to optimize the weighting coefficients for the controller.

PSO is an intelligent optimization algorithm based on the predation behavior of birds, which has the characteristics of swarm optimization. However, the basic PSO algorithm is prone to fall into local optimization and has a slow convergence rate. Therefore, an IPSO algorithm is introduced to optimize the weight coefficient of the controller. The idea is to use the nonlinear function sigmoid to dynamically adjust the inertia factor, and the algorithm can achieve a good balance in the global space and local space [32]. In the optimization process, the velocity and position of particles in the search space are determined according to the following improved iterative updating formula:

\[ \bar{\theta}_{i+1} = \omega_i \bar{\theta}_i + \eta_1 \gamma_1 (P_i - \chi_i) + \eta_2 \gamma_2 (G_i - \chi_i), \] \hspace{1cm} (18)

\[ \chi_{i+1} = \chi_i + \bar{\theta}_{i+1}, \] \hspace{1cm} (19)

\[ \omega_i = \text{sigmoid} \left( \alpha \cdot \frac{\Delta J}{\bar{\theta}_i} \right), \] \hspace{1cm} (20)

where \( \chi \) denotes the position of the particle, \( \bar{\theta} \) denotes the velocity of the particle, \( \omega_i \) denotes the inertia factor, \( \eta_1 \) and \( \eta_2 \) denote accelerated constant, \( \gamma_1 \) and \( \gamma_2 \) denote a random number between \([0, 1]\), \( P_i \) denotes the best position that the particle has searched so far, \( G_i \) denotes the best location of the whole particle swarm so far, \( \alpha \) denotes the linear change coefficient, and \( \Delta J \) denotes the change of fitness function value.

The procedure of controller parameter optimization using IPSO is shown in Figure 1, and the flow of the IPSO algorithm is as follows:

Step 1. Initialize the particle swarm. The positions \( \chi_t \) and velocities \( \bar{\theta}_t \) of all particles are generated randomly, and \( P_t \) and \( G_t \) are determined.

Step 2. Calculate the fitness value of each particle and compare its fitness value with the fitness value of the optimal position \( P_t \) experienced by the particle. If it is good, take it as the current \( P_t \).

Step 3. For each particle, compare its fitness value with the fitness value of the optimal position \( G_t \) experienced by the whole particle swarm. If it is good, take it as the current \( G_t \).
4. Simulation Experimental Design

4.1. Simulation Scenarios. In order to verify the effectiveness of the proposed method, a homogeneous CAV platoon system with \( N = 4 \) vehicles is selected for this case study, which followed an exogenous head vehicle, as shown in Figure 2. V2V communication is adopted between each following CAV. For convenience, all vehicle lengths, the desired headway, and the minimum gap at standstill are the same.

4.2. Results Analysis. To verify the benefits of the optimal controller of platoons using IPSO, some different strategies were adopted to conduct the comparison:

- **CTG strategy**: desired time headway \( t^d = 1 \) s [33] and weighting coefficient \( c_1 = 0.6, c_2 = 0.5, \) and \( c_3 = 0.6 \) [31]
- **CSG strategy**: desired time headway \( t^d = 0 \) s, desired space gap \( L_d = 75 \) m, and weighting coefficient \( c_1 = 0.6, c_2 = 0.5, \) and \( c_3 = 0.6 \)
- **CTG-IPSO strategy**: desired time headway \( t^d = 1 \) s and the weighting coefficient value space is [0.1, 100]
- **CSG-IPSO strategy**: desired time headway \( t^d = 0 \) s, desired space gap \( L_d = 75 \) m, and the weighting coefficient value space is [0.1, 100]

During the simulation experiment, the simulation period is 50 s. A step function is used to describe the acceleration for the exogenous head vehicle, which starts with an initial speed of 25 m/s, decelerates with \(-4 \) m/s\(^2\) from 10 s to 12 s, and then accelerates with 1 m/s\(^2\) from 27 s to 35 s. For other time slots, its acceleration is 0 m/s\(^2\). For the controllers, the parameters are set as follows: \( l_i = 4 \) m, \( s_0 = 2 \) m, \( L_d = 75 \) m, \( \tau^1 = 0.2 \) s, \( \tau^f = 0.05 \) s, \( v = 0 \) m/s, \( \varpi = 120/3.6 \) m/s, \( a = -5 \) m/s\(^2\), and \( \eta = 2 \) m/s\(^3\).

To ensure the stability of the results, the simulations of CTG-IPSO and CSG-IPSO controllers run 10 times, and the optimization procedure is shown in Figure 3. The simulation results of each scheme are shown in Table 1 and Figures 4–7. In Figure 3, the algorithm has converged when the number of iterations is less than 15 generations. This also shows that the controller using the improved particle swarm optimization algorithm has good feasibility. At this time, the weighting coefficients of CTG-IPSO controller are \( c_1 = 60.157, c_2 = 68.653, \) and \( c_3 = 0.491 \); the total cost is 143.8; the weighting coefficients of CSG-IPSO controller are \( c_1 = 5.276, c_2 = 100.0, \) and \( c_3 = 0.295 \); and the total cost is 193.0. As depicted in Figures 4–7 and values of costs in Table 1, when the exogenous head vehicle decelerates or accelerates, all controllers give control commands to reduce the relative speeds and gap errors for reducing the costs and settle to a new equilibrium where the cost is zero after a certain time. In addition, the behavior of the first vehicle is more sensitive to the change of the exogenous head vehicle. Since the changes of actual accelerations start from the first vehicle to the last vehicle sequentially, the maximum of absolute relative speed and gap error of the 4th vehicle is smaller than that of the first vehicle. To this end, they can ensure string stability.

In order to describe quantitatively the variation of the performance indicators, the root-mean-square value of performance indicator is analyzed for CAV platoon considering the single CAV performance indicator. The analysis results are shown in Table 2 and Figure 8.

It can be seen from Table 2 that the total cost of the CTG-IPSO controller is decreased by 10.0% compared with the unoptimized CTG controller, wherein the relative speed is reduced by 8.3%, and the actual acceleration is decreased by 3.3% relative to the gap error which increased by 3.0%.
Figure 2: The platooning formations.

Table 1: Performance results of platooning controllers.

| Indicators         | CTG   | CSG   | CTG-IPSO | CSG-IPSO |
|--------------------|-------|-------|----------|----------|
| max $|Δs_i|$ (m) | 0.400 | 2.150  | 1.132    | 0.767    |
| max $|Δs_i|$ (m) | 0.240 | 0.263  | 0.247    | 0.059    |
| max $|Δv_i|$ (m/s) | 1.037 | 1.320  | 1.006    | 0.295    |
| max $|Δv_i|$ (m/s) | 0.948 | 0.152  | 0.917    | 0.031    |
| max $|a_i|$ (m/s²) | 1.007 | 1.179  | 1.001    | 1.053    |
| max $|a_i|$ (m/s²) | 0.954 | 1.265  | 0.994    | 1.101    |
| min $|Δs_i|$ (m) | 0.769 | 4.638  | 0.313    | 1.331    |
| min $|Δs_i|$ (m) | 0.155 | 0.504  | 0.191    | 0.105    |
| min $|Δv_i|$ (m/s) | 3.733 | 2.549  | 3.057    | 0.783    |
| min $|Δv_i|$ (m/s) | 1.417 | 0.233  | 1.310    | 0.070    |
| min $|a_i|$ (m/s²) | 3.553 | 4.625  | 3.324    | 4.205    |
| min $|a_i|$ (m/s²) | 1.447 | 4.110  | 1.479    | 4.392    |

Figure 4: Simulation result of CTG: (a) gap error, (b) relative speed, and (c) acceleration.
Figure 5: Simulation result of CSG: (a) gap error, (b) relative speed, and (c) actual acceleration.

Figure 6: Simulation result of CTG-IPSO: (a) gap error, (b) relative speed, and (c) actual acceleration.

Figure 7: Simulation result of CSG-IPSO: (a) gap error, (b) relative speed, and (c) actual acceleration.
contrast to the unoptimized CSG controller, the total cost of the CSG-IPSO controller decreased by 34.1%, wherein the vehicle gap error decreased by 69.3% and the relative speed decreased by 73.2% combined with the actual acceleration which increased by 1.5%. It can be seen from the changes in total cost and performance that the controller designed in this paper has certain benefits for different control strategies.

As depicted in Figures 8(a) and 8(b), the vehicle gap error and the relative speed for each controller decrease with the increase of the vehicle number order. The decreasing trend of CTG and CTG-IPSO is slow, while the decreasing trend of the CSP and CSP-IPSO controllers is dramatic. It can be seen from Figure 8(c) that the actual acceleration of the CTG and CTG-IPSO controllers decreases sharply with the increase of the number order, but the CTG-IPSO controller is better than CTG. The actual acceleration of the CSG-IPSO and CSG controllers is maintained at 0.9 m/s². This is because, under the constant time-headway gap strategy, the desired vehicle spacing is no longer fixed but changes linearly with the change of vehicle speed. At this time, the position and speed information of the leading car are independent of the following car. The subject vehicle only needs to maintain a constant time headway with the preceding vehicle, and it can also maintain the safety and stability of the system with less acceleration.

4.3. Sensitivity Analysis of Key Parameters. Hysteresis is one of the three characteristics of the car-following model and is inevitable in the CACC system. In CACC system, there are mainly two types: communication lag and mechanical lag. In this paper, mechanical lag refers to the time coefficient of the automobile engine, namely, the actuator lag. Therefore, this section mainly analyzes the impact of communication lag and actuator lag on the proposed method.

4.3.1. Communication Lag. With the values of other parameters fixed, the communication lag value varies between 0 s and 0.2 s with an interval of 0.05 s. The optimized system performance indicator and total cost are shown in Tables 3 and 4.

As can be seen from Table 3, with the increase of the communication lag, the vehicle gap error of CTG controller decreases, but the relative speed and actual acceleration increase. Compared with the CTG controller, the CTG-IPSO controller improves the gap error, relative speed, and actual acceleration together with the system total cost which decreases by 8.1%–10.0%. It can be seen from Table 4 that the vehicle gap error, the relative speed, and the actual acceleration of CSG and CSG-IPSO controllers increase with the increase of communication lag. Compared with the CSG controller, the CSG-IPSO controller improves the vehicle gap error and the relative speed, but the actual acceleration is slightly increased combined with the total cost reduced by 22.2%–35.7%. The analysis results show that the controller designed in this paper can improve system efficiency with different communication lag and gap control strategies. In addition, when communication lag increases from 0 s to 0.2 s, the total cost of CTG and CTG-IPSO controllers will be increased by 4.7% and 6.9%, respectively, and the total cost of CSG and CSG-IPSO controllers will be increased by 12.3% and 35.9%, respectively. This finding shows that the constant time-headway gap strategy can overcome the interference caused by communication lag, which is suitable for vehicle formation driving under extreme communication conditions.
4.3.2. Actuator Lag. With the values of other parameters fixed, the actuator lag value varies between 0.1 s and 0.5 s with an interval of 0.1 s. The optimized system performance indicator and total cost are shown in Tables 5 and 6.

It is shown in Table 5 that the performance indicators of CTG and CTG-IPSO controllers increase with the increase of actuator lag, but the vehicle gap error of CTG-IPSO controller decreases. Compared with the CTG scheme, the CTG-IPSO controller reduces the vehicle gap error, relative speed, and actual acceleration together with the total cost which decreases by 7.7%–15.7%. In addition, it can be seen from Table 6 that the vehicle gap error, relative speed, and actual acceleration of the CSG and CSG-IPSO controllers increased with the increase of the actuator lag. Compared with the CSG controller, the CSG-IPSO controller has improved by the vehicle gap error and the relative speed; however, the actual acceleration is slightly increased combined with the total cost reduced by 33.1%–34.3%. The analysis results also show that the controller designed in this paper can improve the system efficiency with different actuator lag and gap strategies.

In addition, when actuator lag increases from 0.1 s to 0.5 s, the total cost of CTG and CTG-IPSO controllers will be increased by 18.0% and 7.8%, respectively, and the total cost of CSG and CSG-IPSO controllers will be increased by 44.6% and 43.4%, respectively. This finding also shows that the constant time-headway gap strategy can overcome the adverse effects caused by actuator lag and has excellent flexibility and initiative, and it is suitable for vehicle formation driving under extreme mechanical conditions.

5. Conclusions

Most studies have used constant time-headway gap or constant spacing gap as the CACC control strategy, and the weighting coefficients of the performance indicators are calculated...
According to subjective judgment in order to achieve the optimal control for the system. However, the strategy type and weighting coefficient uncertainties will directly affect the optimal performance of the system under different driving environments. In this paper, an optimal longitudinal control strategy of platoons using improved particle swarm optimization has been proposed to address these issues. The controlled object in this proposed strategy is the homogeneous platoon model under the constant time-headway strategy and constant spacing strategy. In order to overcome the interference caused by changing the acceleration of the exogenous head vehicle, a linear-quadratic optimal controller is designed with the consideration of the feedback delay and weighting coefficient uncertainties. The controller is optimized by an improved particle swarm optimization algorithm. The simulation results show that the CTG-IPSO controller can reduce the total cost by 10%, vehicle relative speed by 8.3%, and actual acceleration by 3.3% compared with the unoptimized controller. The CSG-IPSO controller can reduce the total cost by 34.1% and reduce the vehicle gap error by 69.3%, reducing the relative speed by 73.2%. Whether it is a constant time-headway gap strategy or constant spacing gap strategy, the strategy proposed in this paper can obtain good control benefits. In addition, the sensitivity analysis of the two parameters, communication lag and actuator lag, further proves the adaptability and effectiveness of the proposed strategy and also reveals that the constant time-headway gap strategy has greater flexibility and initiative with the balance of performance indicators, which is applicable to form platoons in extreme conditions.

In order to highlight the benefits of the proposed method, the homogeneous platoon system is chosen as the research object which does not consider the design and optimization of the controller under the heterogeneous traffic flow mixed with CAVs and human-driven vehicles. During the actual complex traffic scenarios, the variable time-headway gap strategy has greater flexibility and adaptability. Therefore, future research should consider the stability analysis and controller design of platoons under the variable time-headway gap strategy. Furthermore, the controller designed in this paper only considers the objectives of safety, efficiency, and comfort. How to introduce the energy consumption for the original basis is also a potential topic which needs to be expanded in the next research.
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