Chromaticity of the lattice and beam stability in energy recovery linacs
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Energy recovery linacs (ERLs) are an emerging generation of accelerators that promises to revolutionize the fields of high-energy physics and photon sciences. These accelerators combine the advantages of linear accelerators with that of storage rings, and augur the delivery of electron beams of unprecedented power and quality. The use of superconducting radio-frequency cavities converts ERLs into nearly perfect “perpetuum mobile” accelerators, wherein the beam is accelerated to the desired energy, used, and then yields the energy back to the rf field. However, one potential weakness of these devices is transverse beam breakup instability that could severely limit the available beam current. In this paper, I propose a novel method of suppressing these dangerous effects via a natural phenomenon in the accelerators, viz., the chromaticity of the transverse motion.
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I. INTRODUCTION

Energy recovery linacs (ERLs, see Fig. 1) belong to a family of recirculating linacs (RLs) that accelerate a beam of charged particles multiple times in the same linear accelerator, accumulating the beam’s energy on each pass. The difference between an RL and an ERL is that the latter does not dispose of the accelerated beam; instead its energy is recovered by decelerating the beam to the injection energy (Fig. 1).

In the ERL, low-energy particles are injected and accelerated on the crest (or near it) in the superconducting radio-frequency (SRF) linac to the top energy. After their usage at top energy, the beam’s rf phase is shifted by 180 degrees, and the beam is decelerated in the same linac. The latter assures that the beam’s energy is recovered into that of the electromagnetic (EM) field in the linac. Finally, the beam is ejected and disposed of at a very low energy compared with the top energy.

In 1965, Tigner suggested the idea of an energy recovery linac [1]. It took some 35 years of development of superconducting radio-frequency (SRF) ERLs to reach beam currents ~10 mA, and energy of few hundreds MeV. While this sufficed for the first spectacular demonstration of generating very high powerful coherent-radiation in 2000 [2,3] at the Thomas Jefferson Accelerator Facility (JLab), there now is a well-established need for ERLs with GeV-scale energy, and ampere-scale currents for fundamental and applied sciences. Such ERLs would find unique applications for next-generation light sources [4,5], and similarly for high-energy physics colliders [6–8].

One main challenge toward meeting these goals is the transverse beam breakup instability (TBBU) that especially is severe for SRF recirculating linacs. Early experiments with recirculating SRF accelerators at Stanford [9] and Illinois [10], where this instability occurred at a few microamperes of the average beam current, highlighted this problem. Dipole high-order modes (HOMs) of the SRF cavities were identified as the culprits driving this instability [11,12], and several remedies were developed for raising this threshold [13].

Detailed theoretical approaches and TBBU simulation programs were developed in the late 1980s [14–16]. The renewed interest also stimulated refinements of the TBBU theory, simulation programs [17–19], and their experimental verification [20], all driven by the need for high-current ERLs, and also by the rewards of resolving this complex problem. Nevertheless, strong damping of HOMs in SRF linacs while maintaining high accelerating gradients remains one of the major unsolved issues.
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FIG. 1. A simplified sketch of a three-pass ERL comprised of the linear accelerator and three returning loops.
In this paper, I suggest a novel method of addressing TBBU instability, that is, using a natural phenomenon, i.e., the chromaticity\(^1\) of the ERL’s return loops.

Before discussing the working of my proposed suppression mechanism, I reiterate the fundamentals of TBBU instability, sketched in Fig. 2.

Let us consider the SRF cavity with residual oscillations of a dipole transverse HOM that imparts a transverse kick to the passing bunch (indicated by \(x'\) in Fig. 2). When the bunch returns to the entrance of the same cavity, it acquires a transverse displacement that is proportional to the \(T_{12}\) element of the transport matrix (map) of the returning loop

\[ x_p = T_{12} \cdot x' \quad \text{(1)} \]

which excites the field of the HOM.\(^2\) The strength of the HOM’s longitudinal electric field is proportional to its distance from the axis. For some of the many HOMs, the phasing can be such that the bunch sees a decelerating electric field and loses part of its energy, which is transferred into that of the HOM field. The next bunch in the beam receives a stronger kick, comes back with a larger transverse displacement, and further excites the cavity. Hence, unless the HOM field decays, such a system is prone to instability. The SRF cavities support an environment wherein the \(Q\) factor can reach values of \(\sim 10^8–10^{10}\), i.e., the decay times of the HOMs can be measured in seconds; thus, it is a very challenging problem to reduce the HOM’s \(Q\) factors to the required values, \(Q \sim 10^3\)\(^3\).

In the general ERL case, we can write a complete matrix of dispersion relations \([14–19]\), but an analytical solution of the TBBU’s instability threshold can be derived only for a single HOM mode, and a single-pass ERL, and as detailed in [12]:

\[ I_{th} = \frac{2c^2}{eR_g \cdot Q \cdot \omega} \cdot \frac{1}{T_{12} \sin \omega t_r} \quad \text{(2)} \]

where \(c\) is the speed of the light, \(e\) is the elementary charge, \(R_g \cdot Q\) is the HOM’s impedance (measured in \(\Omega\)), \(\omega\) is its frequency, and \(t_r\) is the beam’s travel time through the returning loop. Thus, for \(T_{12} \sin \omega t_r > 0\), the \(I_{th} > 0\) and TBBU instability occurs for beam current above the threshold, i.e., \(I > I_{th}\). What is important is that, for a given cavity with \(2c^2/eR_g\omega = \text{const}\), the threshold current is inversely proportional to \(Q \cdot |T_{12} \sin \omega t_r|\).

Since there are many HOM modes in the cavities encompassing a large range of the spectrum, there can be modes with \(|\sin \omega t_r| \sim 1\); then, the only meaningful way of increasing the threshold is by reducing the values of \(Q\) and the \(|T_{12}|\).

As shown in [17], Eq. (66), in an ERL with \(N\) passes through its linac, we can estimate the TBBU threshold by

\[ I_{th} = \frac{2c^2}{eR_g \cdot Q \cdot \omega} \cdot \frac{1}{\sum_{j=1}^{N} \sum_{i=-j}^{j} T_{ji}^N \sin \omega (t_i - t_j)} \quad \text{(3)} \]

where \(T_{ji}^N = T_{12}(j_i|j_g)\) is the element of transport matrix between the \(j\)th and \(i\)th pass through the linac. Analyzing Eq. (3) the authors of Ref. [17] offered their natural conjecture that the TBBU threshold scales as follows:

\[ I_{th} \propto (R_g \cdot Q \cdot N^2 |T_{ij}|)^{-1} \quad \text{(4)} \]

Reasoning that the linac’s HOM impedance scales with its length and therefore, for a fixed top energy of the ERL, the geometrical impedance then scales as \(R_g \sim E_{top}/N\), and

\[ I_{th} \propto (R_g \cdot Q \cdot N |T_{ij}|)^{-1} \quad \text{(5)} \]

where \(R_g\) is HOM impedance for a unit length of the linac.

On the other hand, in the linac the typical values of the \(\beta\) functions, and therefore the typical values of \(T_{ij}\), are proportional to its length, which scales as \(\sim 1/N\) (see footnote 7). This observation may challenge the \(N^2\) dependence of the TBBU threshold for a properly matched ERL lattice. However, the tendency of the TBBU threshold falling with the ERL’s top energy remains. The other important conjecture is that the TBBU threshold is proportional to the lowest electron beam energy passing through the ERL. Thus, the requirement of a high ERL beam current may contradict a natural desire to dump the beam on as low energy as possible.

\(^1\)Chromaticity is a natural phenomenon caused by the energy dependence of the focusing strength of the magnetic elements in the ERL’s loops.

\(^2\)I focus here on the simple case of uncoupled motion in the loop; hence, the suppression mechanism does not require transverse coupling. As shown in [19], for a dipole HOM polarized at an arbitrary angle, \(\theta\), and arbitrary transverse coupling described by a \(4 \times 4\) transport matrix \(T\), \(T_{12}\) should be replaced in the TBBU dispersion relation by \(T_{12} \cos^2 \theta + (T_{14} + T_{32}) \times \sin \theta \cos \theta + T_{34} \sin^2 \theta\). Since all considerations for \(T_{12}\) are applicable to \(T_{13}, T_{23}, T_{24}, T_{34}\), the suppression of the beam response by chromaticity will remain intact.

\(^3\)The geometric impedance, \(R_g\), is a function of the cavity’s geometry, and does not depend on the material (i.e., it does not depend on \(Q\)). However, often the rf literature contains a confusing form \(R_g = R/Q\).
It is noteworthy that, in modern TBBU theory, electron bunches are considered to be monoenergetic pointlike charges that act upon and react identically. Most of the TBBU codes (except that in [22]) assume this in simulating such instability.

The unfavorable scaling discussed above may have major implications on the cost of a high-energy ERL. Since an SRF linac is usually more expensive than magnetic elements, cost-effective solutions [22–25] lead to three- to six-pass ERLs. If the current in such ERL designs suffers from severe limitation, then the extent of their use and their energy reach will be restricted.

One way of resolving these confines lies in reducing the $Q$ of all dangerous HOMs by developing complex HOM-damping schemes, and in addition, circumscribing the number of cells per linac module so as to avoid trapping high-$Q$ HOMs [26–28]. These stringent requirements on HOM suppression frequently complicate the SRF linac designs, reduce the real-estate gradient, and make them more expensive.

The other way of increasing the threshold current is by lowering $\langle T^{\prime 2} \rangle$. The latter is the topic of this paper, wherein I describe the workings of my proposed suppression mechanism.

II. SUPPRESSION OF THE BEAM’S RESPONSE USING THE ERL LATTICE’S CHROMATICITY

Since the bunch is an ensemble of particles, its transverse response to the kick will be the average if the responses of the individual particles are

$$\langle x_r \rangle = \langle T_{12} \rangle \cdot x',$$

where $\langle a \rangle$ signifies the average value of a parameter, $a$. I suggest using the chromaticity of the returning loops and an energy spread in the beam (induced by an rf chirp, if needed) to reduce $\langle T_{12} \rangle \rightarrow 0$.

In contrast to storage rings wherein the beam circulates for trillions of turns, in an ERL the beam passes through the system only once on its way up in energy, and once on its way down. In storage rings, chromaticity must be compensated for assuring both the beam’s stability and a reasonable lifetime; this is unnecessary in ERLs, and, as discussed in this paper, may even be counterproductive. Hence, I consider a linear ERL lattice without sextupole fields.

Let us consider the transverse motion of an ultrarelativistic particle with momentum $p = p_o(1 + \delta)$; $|\delta| \ll 1$ propagating through the linear transport system of the returning loop with a designed momentum, $p_o$, as is described by Hill’s differential equation:

$$x'' = \frac{d^2 x}{ds^2} = -\frac{K_1(s)}{1 + \delta} \cdot x \equiv -(1 - \delta)K_1(s) \cdot x,$$

where $s$ is the longitudinal coordinate along the designed trajectory, and $K_1(s)$ is the rigidity of the transverse focusing for particles with the design energy [29]. The solution of this equation is well known in accelerator literature as the Courant-Snyder parametrization [30]:

$$x = aw(s) \cos(\psi(s) + \varphi); \quad \psi' = 1/w^2;$$

$$x' = aw'(s) \cos(\psi(s) + \varphi) - \frac{a}{w(s)} \sin(\psi(s) + \varphi),$$

where $a$ and $\varphi$ are the constants of motion, and both the envelope function $w(s, \delta)$ and $\psi(s, \delta)$ depend on the particle’s momentum. $^6$ Assuming the kick at $s = 0$ as the initial condition, $x_0 = 0$; $x'_0 = x'$, yields

$$\varphi = -\pi/2; \quad a = w_x x'; \quad w_i \equiv w(0);$$

$$x = x' \cdot w_x w(s) \sin(\psi(s)).$$

If all particles in the beam have the same energy, $E_o$, they will respond identically to the kick with $T_{12}(0) = w_x w(s) \sin(\psi(s))$. $^7$ For a particle with a small energy deviation, $|\delta| \ll 1$, the envelope function and the phase advance can be extended as

$$w(s, \delta) \equiv w_o(s)[1 + \delta \cdot v(s)];$$

$$\psi(s, \delta) \equiv \psi_o(s) + \delta \cdot \phi(s),$$

where the subscript “o” indicates the values for particles with the designed energy. The straightforward perturbation theory (see Appendix A and C) yields the following expression:

$$\phi(s) = -\frac{1}{2} \int_0^s K(z)w_o^2(z) [1 + \cos 2(\psi_o(z) + \varphi_o)] dz;$$

$$v(s) = -\frac{1}{2} \int_0^s K(z)w_o^2(z) \sin 2(\psi_o(z) + \varphi_o) dz.$$  

One important (and well-known) feature of this solution is that the phase deviation (i.e., the chromaticity of oscillations) is defined by a monotonic function with average rate of $\sqrt{\langle K(z)w_o^2(z) \rangle}/2$, while the envelope deviation is a fast oscillating function with double-betatron frequency.

$^5$Throughout this paper I use the notations $' = \frac{dx}{dz}$, $'' = \frac{d^2 x}{dz^2}$.

$^6$I use the simple case of constant particle energy and momentum connected by a standard relativistic relation $E^2 = p^2 c^2 + m^2 c^4$, see Appendix D and Refs. [29,31,32] for cases of arbitrary linear coupling and varying $e$-beam energy.

$^7$The simple approach of choosing $w(s, \delta) = 0$ is possible only for a single cavity ERL. In practice, the length of the linacs, $L$, is large in any high-energy ERL linac ($L \sim 100$ m for a 1 GeV SRF linac), and the average value of $|T_{12}|$ is comparable to the linac’s length, i.e., $\max(|T_{12}|)_{\text{linac}} \sim L \sim 1/N$.  

---
Hence, in a large accelerator system, chromaticity grows steadily, and can reach significant values:

\[ C(s) = \frac{\phi(s)}{2\pi} \gg 1, \]  

and, even for a modest deviation in relative energy, phase variation can be large, while the relative variation in the envelope function remains small:

\[ \delta \cdot \nu(s) \ll 1. \]  

The latter assures the absence of emittance growth in chromatic transport line for a matched beam. It is noteworthy that chromatic transport would cause emittance growth for mismatched injected beam with that growth being proportional to the mismatch (details are given in Appendix C).

Let us consider a bunch with Gaussian energy distribution with a relative rms energy spread \( \sigma_\delta \):\(^8\)

\[ f(\delta) = \frac{1}{\sqrt{2\pi\sigma_\delta}} \exp\left(-\frac{\delta^2}{2\sigma_\delta^2}\right). \]

We then calculate the value of the electron bunches’ displacement, i.e., \( \langle x(s) \rangle \):

\[ \langle x(s) \rangle = x' \cdot \int_{-\infty}^{\infty} w(s, \delta) \sin \psi(s, \delta) f(\delta) d\delta. \]  

Substituting (10), the integral (15) is evaluated readily:

\[ \langle T_{12} \rangle = \frac{\langle x(s) \rangle}{x'} = \exp\left(-\frac{(\phi\sigma_\delta)^2}{2}\right) \cdot w_0 w_o(s) \left[ \sin \psi_o(s) + \nu(s) \phi(s) \sigma_\delta^2 \cos \psi_o(s) \right], \]  

with the suppression factor exponentially dependent on the product of the chromaticity and the energy spread:

\[ \langle T_{12} \rangle \propto \exp\left(-\frac{(\phi\sigma_\delta)^2}{2}\right) \cdot T_{12}(\text{max}). \]  

FIG. 3. In an arc with zero chromaticity, a transverse-momentum kick received from the linac (a), will translate (after rotation in the phase space) into a displacement of the entire bunch at the exit of the transport channel (arc) (b).

FIG. 4. In an arc with large product of the chromaticity and energy spread, a transverse-momentum kick received from linac (a) will not displace the bunch overall because the dependence of the phase-space rotation angle on the particles’ energy spreads their displacement evenly around the circle (b).

0.2%, the response \( \langle T_{12} \rangle \) will be suppressed 3000-fold, and, according to formula (2), the threshold for TBBU instability will increase by about this value, or will be limited by another type of instability.

While chromaticity exponentially suppresses the dipole moment excited in the beam by a kick, it does not cause the beam’s emittance to grow; details are given in Appendix C.

Naturally, the level of suppression of the beam’s response (transfer function, \( \langle T_{12} \rangle \)) depends on the energy-distribution function; Table I gives a few examples.

Smooth bell-shaped energy-distribution functions (Gaussian, Lorentzian, \( \kappa = 2 \)) assure the strong suppression of \( \langle T_{12} \rangle \) whose value falls fast with the increase of \( |X| = 2\pi|C|\sigma_\delta \); sharp-edged distribution functions (such as rectangular or triangular ones) cause the oscillating behavior of \( \langle T_{12} \rangle \) which declines more slowly with the growth of \( |X| \). In all cases, a highly chromatic lattice resulting in \( |X| \gg 1 \) effectively suppresses the beam’s response to transverse kicks.

\[^8\text{We can produce such a beam in an ERL injector from a cold beam generated from photoinjectors. For example, by creating an electron bunch at the photocathode with a Gaussian longitudinal profile, and then accelerating it off-crest will assure the desirable distribution. Section III details this method.}\]
III. PRACTICAL ISSUES OF DEPHASING

In many cases, there is insufficient chromaticity in an arc and energy spread in the electron beam to suppress the beam’s response. For example, most presently designed ERLs for future light sources and their prototypes [33–36] have a relatively weak focusing lattice and, therefore, low chromaticity. Furthermore, there is a tendency to use sextupoles in compensating for natural chromaticity. Hence, in several cases the naturally occurring energy spread is insufficient to measurably suppress the beam’s response. In addition, for most ERLs it is beneficial to keep the energy spread of the beam as low as possible.9

Hence, it would be natural to create such a response suppressor artificially using two rf cavities: one to create an energy spread at the entrance of the arc and the other to remove it at its end (Fig. 5). Since most ERLs use isochronous arcs (i.e., arcs with $T_{56} = 0$), neither the energy spread nor the beam’s bunch length are affected by such a system. The only effect will be to introduce additional energy spread in the arc, thereby suppressing the beam’s response.

There are many advantages to such a system. One is that electron beams generated from photoinjectors frequently have a Gaussian longitudinal distribution, and a linear chirp in the rf cavity will introduce a Gaussian energy spread in the beam. This means that, for $2\pi C\sigma_\delta \gg 1$, the beam’s response would be completely (exponentially) suppressed.

This scheme affords us a practical way to suppress TBBU instability in almost all ERLs. Using an energy chirp in the part of the arcs where energy spread is allowed suppresses the beam’s response, while removing of this energy chirp returns the energy spread to its natural value before using the beam (for example, in an undulator or in a collision). In such a scheme, the local energy spread in the bunch remains low.

IV. EXAMPLES

Let us consider two specific examples of multipass ERLs proposed for the electron-hadron colliders, eRHIC and LHeC. Two recent papers describe their low-emittance achromatic arc lattices [37,38].

eRHIC’s 30 GeV ERL, shown in Fig. 6, comprises a 0.6 GeV injector and two 2.45 GeV superconducting rf linacs. All eRHIC linacs work in the energy recovery mode; the injector is a single-pass ERL, while the main linacs are part of a 6-pass ERL. The electron beam from a 10 MeV preinjector is accelerated to 0.6 GeV in the injector ERL and then accelerated further to 30 GeV, passing six times through the main SRF linacs. After collision in one of eRHIC’s detectors, the electron beam is decelerated to 10 MeV and then is dumped. The path length of the 30 GeV beam line provides for 180-degree phase shift, and the used electrons decelerate at the same linacs in the reverse sequence. After reaching 0.6 GeV, they are routed to the injection ERL to recover their energy.

eRHIC’s low-emittance ERL lattice has natural chromaticity of $C_\xi = -28.571$; $C_\gamma = -20.242$ per sextant. While the mergers and combiners, as well as the straight

---

9For the eRHIC’s ERL with 6 passes [8], the energy of the electrons will affect its spin precession, and preserving the polarization of the electron beam would require alternating the sign of the chirp on consecutive passes. Since one arc in eRHIC is twice the length of the other, and therefore, has a chromaticity twice as large, using a chirp of the same amplitude would keep most of the “memory loss” experienced in the previous section. In the LHeC case, the vertical spin direction will be retained in the arcs. Accordingly, this scheme can be used without alternating the chirp’s sign.
sections, add to natural chromaticity, their contribution is relatively small, i.e., just few units. Accordingly, the total 360° turn chromaticities can be estimated as $C_{xt} = 175; \ C_{yt} = 125; \ \phi_y = 800$.10 Furthermore, total accumulated chromaticity for six passes up in energy and five passes down is $C_{xERL} \approx -2000; \ C_{yERL} \approx -1400$ and $\phi_{xERL} \approx 1.25 \times 10^4; \ \phi_{yERL} \approx 8.5 \times 10^3$.

Figure 7 shows BNL’s version of 60-GeV ERL for LHeC electron-hadron collider. It comprises a single-pass 0.3 GeV energy recovery injector, and two main 9.95 GeV superconducting rf linacs. Electrons pass three times through the main linacs on their way up to 60 GeV, and, after colliding with LHC protons, three times on the way down in energy.

The low-emittance ERL lattice for this ERL has natural chromaticity of $C_{x} = -254.29; \ C_{y} = -227.37$ per 180° arc. Similarly to eRHIC’s ERL lattice, the mergers, combiners, and straight sections add just a few units to natural chromaticity. The chromaticities of the 360° turn are $C_{x} \approx -510; \ C_{y} \approx -460, \ \phi_y \approx 3.2 \times 10^3; \ \phi_y \approx 2.9 \times 10^3$. Similarly, the total accumulated chromaticity on three passes up and two passes down is $C_{xERL} \approx -2500; \ C_{yERL} \approx -2300$ and $\phi_{xERL} \approx 1.5 \times 10^4; \ \phi_{yERL} \approx 1.4 \times 10^4$.

In contrast to the cumulative beam breakup, the TBBU ERL instability relies on the feedback provided by electron bunches returning to the same rf cavity. In other words, such feedback occurs only after $e$-beam goes through a complete 360-degree turn. Hence, one-turn chromaticity plays a dominant role in suppressing a single-turn TBBU.

To roughly estimate TBBU suppression in the above ERLs, I consider an electron beam with an induced

\[ C_{xERL} \approx -2500; \ C_{yERL} \approx -2300; \ \phi_{xERL} \approx 1.5 \times 10^4; \ \phi_{yERL} \approx 1.4 \times 10^4. \]

\[ C_{xERL} \approx -2500; \ C_{yERL} \approx -2300; \ \phi_{xERL} \approx 1.5 \times 10^4; \ \phi_{yERL} \approx 1.4 \times 10^4. \]

FIG. 7. BNL’s design of 60 GeV ERL for the LHeC linac-ring collider [47].
Gaussian energy spread of $\sigma_\delta = 5 \times 10^{-3}$. For eRHIC's ERL, the vertical response of the bunch (i.e., a one-turn response $\langle T_{12}(s | s + C) \rangle$) will be suppressed by a factor of $2.9 \times 10^3$, while the horizontal suppression factor will be an astronomical factor of $3.7 \times 10^6$. Since the chromaticity per turn is higher in the case of LHeC, the suppression will be astronomical factor of $\sim 10^{14}$, i.e., other higher order effects and the imperfections of the Gaussian profile should be considered. It also means that for the LHeC, $\sigma_\delta \approx 1.3 \times 10^{-3}$ will suffice for suppressing a single-turn response by a factor of 1000.

It is noteworthy that some ERLs proposed for future light sources have relatively large chromaticity. For example, the 7-GeV arc of the proposed ERL at Argonne National Laboratory [36] would have a chromaticity $\sim \phi_{\text{arc}} = 380$; introducing energy chirps with a relative rms energy spread of 0.5% would suppress the beam’s response sixfold. Even though this level is less impressive than that for the eRHIC and LHeC ERLs, it would support the usage of a multiturn ERL for such a light source, and, potentially, significantly lower its cost. In addition, it may be economically viable to increase the number of arc cells and corresponding chromaticities in such ERL to allow a multipass scheme.

Very large values of accumulated chromaticity $\phi \approx -10^4$ for a beam passing through the entire eRHIC or LHeC ERL means that an average $\sigma_\delta \sim 5 \times 10^{-4}$ will erase the memory of a low beam returning to the ERL injector, i.e., to suppress $\langle T_{12}(\text{in/out}) \rangle$ of the main ERL by three to four orders of magnitude.

To improve the accuracy of this statement, I consider here an electron bunch propagating through the entire eRHIC ERL [24,37], starting at an injection energy of 0.6 GeV, accelerating to 30 GeV, and then decelerated back to 0.6 GeV, traversing eleven times around the RHIC tunnel. I consider inducing a linear (correlated) energy chirp on a Gaussian electron bunch with an rms value of 0.025 GeV at the exit of the injection channel.
(and taking this chirp out from the ejecting beam before it goes through ejection beam line). For simplicity, I neglect the natural energy spread from the gun, along with that accumulated from the quantum fluctuation of synchrotron radiation in eleven passes, since these effects would only increase suppression.

Since the eRHIC arcs have an identical lattice in all arcs, the arcs have zero values of $T_{56}^3$, and since electrons are accelerated on-crest, their longitudinal motion is frozen and energy deviation at every pass is determined. Thus, we can calculate exactly the accumulated spread of the betatron-oscillation phases caused by the induced energy spread. Table II gives details of the $e$-beam propagating through eRHIC, and the accumulated betatron-phase spreads. Intuitively it is understandable that the betatron phase is additive, i.e., it accumulates at every element of the accelerator’s transport channel. Appendix D gives the theoretical foundation of this approach.

Simple arithmetic reveals in this case that the induced phase spreads will be 10.53 and 7.61 in the horizontal and vertical planes, correspondingly. The exponential term (17) with $X = 7$ or $X = 10$ would represent astronomic suppression (i.e., 12 to 24 orders of magnitude!) in the beam’s response at the exit of the eRHIC ERL on the kick at its entrance. The exact value of $Y$ (which is in the order of unity—see example in Fig. 8) would not change this conclusion, and, in practice, the deviation of the beam from the Gaussian form, or higher order effects will determine the beam’s residual response.

It also means that a chirp with rms of 0.0125 GeV would be sufficient suppress the round-trip beam response by 3 orders of magnitude.

Thus, the standard conjecture from modern TBBU theory that in an $N$-pass ERL the lowest value of the beam energy will determine the threshold as well as $N^{-2}$ scaling of the TBBU threshold current would not apply for the case discussed herein. Hence, a multipass ERL approach for light sources, similar to that proposed by Budker Institute of Nuclear Physics [39], can take advantage of this suppression mechanism.

V. NUMERIC EXAMPLE

As discussed in Appendix C, some higher order effects can, in principle, reduce or at least significantly modify the prediction of Eq. (17). To address this concern, I tested the concept by directly calculating the response of the beam with a Gaussian energy distribution propagating through a beam line encompassing 1024 FODO cells. Each FODO cell comprises one focusing (F) and one defocusing (D) quadrupole separated by a drift spaces (O).

Hence, I use a paraxial approximation for the particle’s trajectory, so that it is easy to write the exact analytical expression for the transport matrix of the FODO cell for an ultrarelativistic particle with arbitrary momentum $p = p_o \left(1 + \delta \right)$: $T_{\text{FODO}}(\delta)$. The matrix is multiplied by the necessary number of times\footnote{The number of cells, $N = 1024 = 2^{10}$ was chosen to shorten the simulation time by reducing $N$ matrix multiplications to $\log_2(N) = 10$ via $T^{2^{10}} = \left[T^{2^5}\right]^2$.}

$$T_{\text{total}}(\delta) = [T_{\text{FODO}}(\delta)]^{1024} \quad (18)$$

to form the exact matrix of the beam line. The beam’s displacement at the end of the beam line to an angular kick, $\theta$, at its entrance entails a simple convolution:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig8}
\caption{The FODO beam line optics parameters as a function of the particle momentum for a nominal tune advance per cell $\Delta Q_x(\delta = 0) = 0.2499$: (a) dependence of the total horizontal tune advance (red line), and beta function (blue line) on the relative momentum deviation $\delta$; (b) dependence of the beam line’s $T_{12}$ element (blue line) and its convolution with the momentum distribution function (red line) on the relative momentum deviation $\delta$.}
\end{figure}
where \( T_{12\text{ total}}(\delta) \) is an exact, analytical, nonlinear function of \( \delta \). For comparison, I define the suppression factor of the transverse response as

\[
\langle S \rangle = \langle T_{12\text{ total}} \rangle \cdot \theta; \\
\langle T_{12\text{ total}} \rangle = \int_{-\infty}^{\infty} T_{12\text{ total}}(\delta)f(\delta)d\delta, \tag{19}
\]

This exact matrix function was used for direct numerical calculations of \( T_{12\text{ total}}(\delta) \) of the beam line, and convolving it with Gaussian energy distribution (14) with relative rms energy spread of \( \sigma_{\delta} = 2 \times 10^{-3} \). I did not observe any significant deviations from the expected theoretical behavior predicted by Eq. (17) either at a small values (as expected) or at large values of the of total beam line’s chromaticity.

For example, the beam line with tune advance of 0.22285 per cell has chromaticity of \( C = -276.68 \), and the calculated suppression factor of 428-fold that compares favorably with the theoretical estimation of 422-fold given by Eq. (17).

Increasing the chromaticity further to \( C = -328.51 \) by increasing the tune advance per cell to 0.2499 increased the calculated suppression factor to \( 5.93 \times 10^{3} \). This also is reasonably close to the theoretical estimation of \( 5.02 \times 10^{3} \) given by Eq. (17).

It is remarkable that, at large values of the suppression, the exact value of the suppression of the beam’s response exceeds the theoretical predictions. A possible explanation of this phenomena is that high-order effects increase the particle’s decoherence compared with first-order chromatic effects. As evident from Fig. 8, the behavior of the chromatic suppression does not deviate strongly from first-order chromatic behavior represented by Eqs. (10) and (11).

The tune advance demonstrates mostly linear dependence on \( \delta \) with the quadratic term contributing \( \Delta Q_{\text{quad}} \approx 0.049 \) at \( \delta = \pm 0.01 \). As expected, neither the \( \beta \) function nor the envelope of \( T_{12} \) significantly change within the \( \delta = \pm 0.01 \) range. The \( \beta \) function changes only for less than 1% at \( \delta = \sigma_{\delta} \), and a smooth envelope of oscillating \( T_{12} \) provides for a strong suppression of the overall response when convoluted with smooth energy distributions.

\section*{VII. DISCUSSION AND CONCLUSIONS}

I have shown in this paper that using the natural chromaticity of the arcs in ERLs affords an opportunity of suppressing the beam’s transfer function (its response to transverse kicks), and either suppressing TBBU instability or significantly increasing allowable operating currents. It is important here to note that using chromatic arcs requires matching the injected beam into the ERL lattice to preserve the beam’s emittance since that of an mismatched beam can increase.

In an ERL comprising a sequence of linacs and arcs, with the product of the chromaticity and the energy spread in the arcs \( |\phi \sigma_{\delta}| \gg 1 \), the electron beam forgets the kick it received in the linacs while traveling through an arc. Then, the traditional ERL TBBU excitation scheme falls apart, and each linac effectively sees fresh electron beams. Accordingly, the problem of the beam’s stability could be reduced to the traditional cumulative transverse instability in long linacs. The nature of this instability [40] that differs from that of the ERL TBBU is outside the scope of this paper. It is well studied [41–43] and known to have higher instability threshold compared with that of the TBBU.

In the TBBU theory [14–19], the low-energy passes through the linac are considered to be the ones most vulnerable to TBBU instability. Specifically, the conclusions are that the TBBU threshold is proportional to the lowest energy in the recirculating path, and also inversely proportional to the number of the recirculating passes. The examples described in this paper show that this rule is not applicable to an ERL wherein the accumulated chromatic phase spread is significantly larger than unity. Hence, the proposed method may pave the way for multipass ERLs becoming an economic choice for high-energy electron accelerators. Thus, using highly chromatic lattices in ERLs may support cost-effective multipass ERLs, as well as very effective energy recovery attained by dumping the used electron beams at very low energies.

Using the natural chromaticity of the ERL lattice may offer a winning case: Thus, sextupole magnets are not required to compensate for chromaticity (i.e., reducing

\footnote{Tests with nonequal strength of the quadrupole did not reveal any difference in behavior from this example.}
the cost of the accelerator) while the threshold for TBBU instability goes up. Still, in special cases of compact machines wherein natural chromaticity is small, or when using a lattice with large natural chromaticity is impractical, installing sextupoles and intentionally increasing chromaticity to the desirable level might be considered. Compared with storage rings, the fact that in ERLs electrons are used only once provides much-relaxed requirements on the linearity of the lattice, and using very strong sextupoles could be possible.

In contrast to other mitigation methods, such as HOM damping, this method is straightforward and modern accelerator codes easily can simulate lattice effect on the electron beam’s emittance. It also may allow us to use longer SRF linac strings, or an increase in the real-estate gradients in ERLs, and lower injection energy. Overall, this method offers an additional tool in advancing accelerator codes easily can simulate lattice effect on the electron beam’s emittance. It also may allow us to use longer SRF linac strings, or an increase in the real-estate gradients in ERLs, and lower injection energy.

Standard TBBU simulation codes presently cannot encompass chromatic effects in the simulation, with one possible exception [22]. While verifying the proposed suppression mechanism by direct TBBU simulations would be beneficial, such tests are beyond the scope of this paper.

There was an experimental observation of about 60% TBBU threshold increase in JLab’s ERL when FEL was lasing [44]. One plausible explanation of the increase is that the transverse beam response was chromatically suppressed by a very significant energy spread induced by the FEL lasing. There could be other plausible explanations of this phenomena and a detailed analysis is needed to identify the reason.
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APPENDIX A: ENVELOPE AND PHASE-ADVANCE DEPENDENCE ON THE PARTICLE ENERGY

Here, I give a very short 1D derivation of the envelope and phase variation for an off-momentum particle. More details appear in [31,32].

Let us consider the Hamiltonian of a transverse 1D linear motion of a particle with constant longitudinal momentum $p = p_o(1 + \delta)$ in a beam line with a focusing function $K(s)$: $^{14}$

$$
H = \frac{p_0^2}{2} + \frac{K(s) x^2}{1 + \delta \frac{2}{2}} = H_o - \nu K(s) x^2, \quad (A1)
$$

where $\nu = \delta/(1 + \delta)$, which I assume to be infinitesimally small $|\nu| = |\delta| \ll 1$, and $p_o$ is the momentum of the reference particle. I use a known Courant-Snyder parametrization for the reference particle [30],

$$
x = a \cdot w_o(s) \cdot \cos[\psi_o(s) + \varphi];
\beta_o = w_o^2; \quad \psi_o' = 1/\beta_o, \quad (A2)
$$

where $a = \sqrt{2I}$, $\varphi$ are determined by initial conditions. It is well known [45] that parametrization (A2) is a canonical transformation from $(x, x')$ to the action-angle variables $(\varphi, I)$ with reduced Hamiltonian:

$$
h = H - H_o = -\nu I \cdot K(s) w_o^2(s) \cdot \cos^2[\psi_o(s) + \varphi], \quad (A3)
$$

and reduced equations of motion:

$$
\varphi' = \frac{\partial h}{\partial I} = -\nu \cdot K(s) w_o^2(s) \cdot \cos^2[\psi_o(s) + \varphi];
I' = -\frac{\partial h}{\partial \varphi} = -\nu \cdot I \cdot K(s) w_o^2(s) \cdot \sin[2(\psi_o(s) + \varphi)]. \quad (A4)
$$

Using the standard perturbation method [46] these equations are easily integrated:

$$
\varphi(s) = \varphi_o - \delta \cdot \int_o^s K(z) w_o^2(z) \cdot \frac{1 + \cos[2(\psi_o(z) + \varphi_o)]}{2} dz + O(\delta^2);
I = I_o \left\{ 1 - \delta \cdot \int_o^s K(z) w_o^2(z) \cdot \sin[2(\psi_o(z) + \varphi_o)] dz \right\} + O(\delta^2), \quad (A5)
$$

This result demonstrates that in a periodic lattice [i.e. $K(s) = K(s + C); w_o(s + C) = w_o(s)$] the envelope (amplitude) variation has only an oscillating term (traditionally called a beta beating), while the phase has both monotonically growing and oscillating terms. Substituting (A5) into (A2) and keeping only first-order terms of $\nu$ gives

$$
x \equiv a_0 \cdot w_o(s) \cdot \cos[\psi_o(s) + \varphi(s)];
$$

$$
w_o(s) = w_o(s) \left\{ 1 - \frac{\delta}{2} \int_o^s K(z) w_o^2(z) \cdot \sin[2(\psi_o(z) + \varphi_o)] dz \right\} + O(\delta^2). \quad (A6)
$$

The choice of the initial amplitude and phase gives the required expressions in Eqs. (10) and (11).

Finally, it also is well known that, for a linear system, the beam’s emittance is an average of the actions of individual particles:

\[K(y) = \frac{c}{p_{y0}} \frac{\partial H}{\partial y} or K_x(s) = -\frac{c}{p_{x0}} \frac{\partial H}{\partial x} + \left(\frac{\partial H}{\partial p_{x0}}\right)^2.\]
and averaging the second equation in (A5) over the initial betatron phase $\phi_o$, shows, as expected, that emittance of the matched beam$^{15}$ does not suffer from the chromaticity of the beam line:

$$\langle I \rangle = \langle I_o \rangle + O(\delta^2). \quad \text{(A7)}$$

The latter is well known experimentally, viz., the chromaticity of the betatron oscillations does not result in emittance growth in a storage ring, wherein particles propagate for millions of turns and accumulate astronomical value of the phase spread due to chromaticity.

**APPENDIX B: EFFECTS OF FINITE BUNCH LENGTH**

Traditional TBBU treatments assume that the electron bunch is much shorter than the period of HOM oscillations. Frequently, such analysis is sufficient.

Since I am considering a possibility of a correlated energy spread, i.e., time-dependent energy chirp, it is worth considering the details of the interaction of such a beam with a dipole HOM having a frequency, $\omega_o$. Let us consider a bunch of electrons with rms duration $\sigma$, passing through the cavity at the HOM phase of $\phi_o$. A central electron will receive a transverse kick $x'_o = \theta \cdot \sin(\phi_o)$. After an interval, $t$, such an electron arrives at another cavity with displacement $x = T_{12} \cdot \theta \cdot \sin(\phi_o)$, and excites the EM field in the HOM with frequency, $\omega_1$, proportional to $A \propto eR_{\text{HOM}} \cdot T_{12} \cdot \theta \cdot \sin(\phi_o) \cdot \sin(\omega_1 t)$. If the electron bunch is very short compared with the HOM oscillation period, $\omega_o \sigma_l \ll 1$; $\omega_1 \sigma_l \ll 1$, all $N$ electrons will excite the EM wave coherently, and the total excited amplitude would be $A \propto q eR_{\text{HOM}} \cdot T_{12} \cdot \theta \cdot \sin(\phi_o) \cdot \sin(\omega_1 t)$; $q = Ne$. Otherwise, we should consider the effect of the finite bunch length on the bunch’s response.

An electron deviated from the bunch center by $\tau$ would have kick $x'_o = \theta \cdot \sin(\phi_o + \omega_o \tau)$ and would excite the second cavity’s HOM as follows:

$$A \propto eR_{\text{HOM}} \cdot T_{12}(\delta) \cdot \theta \cdot \sin(\phi_o + \omega_o \tau) \cdot \sin[\omega_1(t + \tau)]. \quad \text{(B1)}$$

It is useful to rewrite this in the following form:

$$A \propto T_{12}(\delta) \cdot \{\cos[\phi_o - \omega_1 t + (\omega_0 - \omega_1)\tau] - \cos[\phi_o + \omega_1 t + (\omega_0 + \omega_1)\tau]\}. \quad \text{(B2)}$$

In the absence of a correlation between the energy deviation $\delta$ and $\tau$, and a Gaussian bunch-length distribution, $f(\tau) = \exp[-(\tau/\sigma_l)^2/2]/\sqrt{2\pi}\sigma_l$, averaging of (B2):

$$\langle A \rangle \propto \langle T_{12} \rangle \cdot \{e^{-(\omega_0 - \omega_1)^2 \sigma_l^2/2} \cos(\phi_o - \omega_1 t) - e^{-(\omega_0 + \omega_1)^2 \sigma_l^2/2} \cos(\phi_o + \omega_1 t)\}. \quad \text{(B3)}$$

While second term vanishes when $\sigma_l \gg 1/(\omega_1 + \omega_o)$, it is not necessarily correct for the first term, especially if $\omega_1 \equiv \omega_o$:

$$\langle A \rangle \propto \langle T_{12} \rangle \cdot \{\cos(\phi_o - \omega_0 t) - e^{-2\omega_0^2 \sigma_l^2} \cos(\phi_o + \omega_0 t)\}.$$  

In the case of correlated energy spread with $\delta = \mu \tau$; $\sigma_\delta = \mu \sigma$, we should use $T_{12}(\delta) = w_0 w(s, \delta) \sin(\psi(s, \delta)$ and Eq. (10). Integration is trivial, and will generate four exponential terms:

$$\exp\left[\frac{(\phi + \zeta_{12})^2 \sigma_\delta^2}{2}\right]; \quad \zeta_{12} = \frac{\omega_o \pm \omega_1}{\mu}; \quad \text{(B4)}$$

i.e., the exponential chromatic suppression will be valid when $|\phi| \gg |\zeta_{12}|$. In other terms, for the most interesting case of $|\phi \sigma_\delta| \gg 1$, the suppression projected by Eq. (16) is correct for any HOM whose period is comparable to or longer than the bunch length.

**APPENDIX C: ALTERNATIVE PERTURBATION METHOD**

This is a simplified version of an arbitrary case detailed in [31,32]. For a 1D linear system with Hamiltonian $H = X^T \cdot H \cdot X; X^T = \{x, p_x\}$, there is a full set of two eigenvectors satisfying the following equations and symplectic relations:

$$\tilde{Y} = D(s)\tilde{Y}; \quad \tilde{Y}^* = D(s)^*\tilde{Y}^*; \quad D = \sigma \cdot H;$$

$$\sigma = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}; \quad \tilde{Y} = Y e^{i\psi} = \begin{bmatrix} w \\ (w + i/w)e \end{bmatrix} e^{i\psi}; \quad \tilde{Y}^* \sigma \tilde{Y} = Y^* \sigma Y = 2I; \quad \text{(C1)}$$

with $A^T \sigma A = 0, \forall A$. Let us consider a slightly perturbed Hamiltonian with respect to that for an ideal case (in this case a particle with designed energy) $H = H_\sigma + \delta h; D = D_\sigma + \delta D; |\delta| \ll 1$. With the known eigenvectors for the ideal case:

$$\tilde{Y}_0 = \begin{bmatrix} w_0 \\ (w_0 + i/w_0) \end{bmatrix} e^{i\phi_0}; \quad \tilde{Y}_0^* = \begin{bmatrix} w_0 e^{-i\phi_0} \\ (w_0 - i/w_0) e^{-i\phi_0} \end{bmatrix};$$

$$\tilde{Y}_o = D_\sigma(s)\tilde{Y}_0; \quad \tilde{Y}_o^* = D_\sigma(s)^*\tilde{Y}_0^*; \quad D_\sigma(s) = \begin{bmatrix} 0 & 1 \\ -K(s) & 0 \end{bmatrix}. \quad \text{(C2)}$$

We can use perturbation theory similar to that used in quantum mechanics (see page 63 of [31]) to find perturbed solutions:

$$D(s) = D_\sigma(s) + \delta \cdot \Delta(s); \quad \tilde{Y} = a\tilde{Y}_o + b\tilde{Y}_o^*; \quad |b| = O(\delta) \ll |a|. \quad \text{(C3)}$$
Symplectic normalization $\tilde{Y}^{\dagger} \sigma \tilde{Y} = (a^* \tilde{Y}^{\dagger*}_o + b^* \tilde{Y}^{\dagger*}_v) \sigma \cdot (a \tilde{Y}_o + b \tilde{Y}_v) = 2i(|a|^2 - |b|^2) = 2i$ imposed by (C1) results in $|a| = 1 + O(\delta^2)$.

I note that even though $|a|$ does not significantly deviate from unity, the complex amplitude $a = |a|e^{i\varphi}$ can significantly deviate from $a = 1$.

Keeping only first-order terms in (C3) we derive a linear equation for $a$ and for $b$:

$$
\tilde{Y}^i = \{D_o(s) + \delta \Delta(s)\} \tilde{Y}_o; \quad \tilde{Y}^{\dagger}_o = D_o(s) \tilde{Y}^i_o;
$$

$$
a' \tilde{Y}_o + b' \tilde{Y}_v = \delta \Delta(s)(a \tilde{Y}_o + b \tilde{Y}_v) = a \cdot \delta \Delta(s) \tilde{Y}_o + O(\delta^2).
$$

(C4)

Multiplying the last equation from the left by the mode projection operators $\hat{Y}^{\dagger}_o \sigma$, $\hat{Y}^{\dagger}_v \sigma$; and using an obvious $\sigma^2 = -1$ yields the linear equations,

$$
\hat{Y}^{\dagger}_o \sigma: \quad 2ia' \equiv -a \cdot \delta [\hat{Y}^{\dagger}_o h(s) \tilde{Y}_o];
$$

$$
\hat{Y}^{\dagger}_v \sigma: \quad -2ib' \equiv -a \cdot \delta [\hat{Y}^{\dagger}_v h(s) \tilde{Y}_o],
$$

(C5)

that easily are solved analytically:

$$
a(s) = \exp(i \delta \chi(s));
$$

$$
\chi(s) = \frac{1}{2} \int_0^s \tilde{Y}^{\dagger}_o(z)h(z)\tilde{Y}_o(z)dz;
$$

$$
b(s) = \frac{\delta}{2i} \int_0^s e^{i \delta \chi(z)} \tilde{Y}^{\dagger}_o(z)h(z)\tilde{Y}_o(z)dz.
$$

(C6)

wherein I use the natural initial conditions of $a(0) = 1$; $b(0) = 0$. In our specific case of equation of motions for a particle with a small energy deviation

$$
h(s) = \begin{bmatrix} -K(s) & 0 \\ 0 & 0 \end{bmatrix}.
$$

(C7)

Then, Eq. (C6) becomes

$$
a(s) = e^{i \chi(s)}; \quad \chi(s) = -\frac{\delta}{2} \int_0^s K(z)w_0^2(z)dz;
$$

$$
b = \frac{i \delta}{2} \int_0^s e^{i \varphi_o(z) + \chi(z)}K(z)w_0^2(z)dz.
$$

(C8)

From this result it already is apparent that in a periodic lattice structure [i.e., $K(s) = K(s + C)$; $Y(s + C) = Y(s)$], the error in the phase of the betatron oscillations, $\chi$, grows monotonically with the azimuth, while the deviation from the ideal eigenvector oscillates with double-betatron frequency plus chromatic phase shift.

Combining this with (C2) we can write explicit expressions for the linear part of modification to the envelope, and the phase of the betatron motion:

$$
w(s) \equiv w_0(s)[1 + \delta \cdot u(s)]; \quad \psi(s) = \psi_o(s) + \delta \cdot \phi(s);
$$

(C9)

using straightforward manipulations:

$$
w = \sqrt{w_0^2[a e^{i \varphi_o(s)} + b e^{-i \varphi_o(s)}]^2}
$$

$$
\equiv w_0^2(1 + \text{Re}b(s)e^{-i[\varphi_o(s) + \chi(s)]})
$$

$$
\psi(s) = \text{Arg}(ae^{i \varphi_o(s)} + be^{-i \varphi_o(s)})
$$

$$
\equiv \psi_o(s) + \chi(s) + \text{Im}(be^{-i[\varphi_o(s) + \chi(s)]}).
$$

(C10)

Here, the first-order terms are identical to those derived in Appendix A with one important exception, namely, that the chromatic phase advance is involved in the envelope’s modulation. While being of the same order of perturbation, the chromatic term can accumulate in a long system to a significant value and, hence, cannot be simply ignored. This paper is concerned specifically with the case wherein the accumulated chromatic phase advance can be $\gg 1$ for rms energy spread.

For completeness, I mention that for an arbitrary linear betatron coupling, the system is described completely by the full set of four four-component eigenvectors $[31,32]$, comprised of two complex conjugated pairs $\{Y_1, Y_1^*, Y_2, Y_2^*\}$, $\tilde{Y}_k = Y_k(s)e^{i \varphi_o(s)}$; $k = 1, 2$:

$$
\tilde{Y}_{1,2} = D(s)\tilde{Y}; \quad D = S \cdot H; \quad S = \begin{bmatrix} \sigma & 0 \\ 0 & \sigma \end{bmatrix};
$$

$$
\tilde{Y}_{1,2}^TS\tilde{Y}_k = Y_{1,2}^SY_k = 2i \delta_{ik};
$$

where $\delta_{ik}$ is the Kronecker’s delta. For a linear perturbation, any vector can be expanded using a full set of unperturbed eigenvectors:

$$
D(s) = D_o(s) + \delta \cdot \Delta(s);
$$

$$
\tilde{Y}_k = (a_k \tilde{Y}_{1k} + b_k \tilde{Y}_{2k} + c_k \tilde{Y}_{1i} + d_k \tilde{Y}_{2i}); \quad i \neq k;
$$

$$
|b_k|, |c_k|, |d_k| = O(\delta) \ll |a_k| \equiv 1
$$

(C12)

with solutions obtained employing symplectic projection operators:

$$
\tilde{Y}^{TS}_{1k}: \quad 2ia_k \equiv -a_k \cdot \delta \tilde{Y}^{TS}_{1k} h(s)\tilde{Y}_{1k};
$$

$$
\tilde{Y}^{TS}_{1i}: \quad 2ib_k \equiv \delta a_k \tilde{Y}^{TS}_{1i} h(s)\tilde{Y}_{1k};
$$

(C13)

$$
\tilde{Y}^{TS}_{2k}: \quad 2ia_k \equiv \delta a_k \tilde{Y}^{TS}_{2k} h(s)\tilde{Y}_{2k};
$$

$$
\tilde{Y}^{TS}_{2i}: \quad 2ib_k \equiv \delta a_k \tilde{Y}^{TS}_{2i} h(s)\tilde{Y}_{2k};
$$

that should be evaluated in an identical manner to that in (A7) for two pairs of $(k, i)$: $(k = 1, i = 2)$ and $(k = 2, i = 1)$. After straightforward calculations $[31,32]$ we find that, similar to the decoupled case, the phase advance in a periodic lattice is a monotonous function of $s$:

$$
a_k = a_{k0}e^{i \delta \chi_k(s)};
$$

$$
\chi_k(s) = -\int_0^s \tilde{Y}^{TS}_{1k}(z)h(z)\tilde{Y}_{1k}(z)dz; \quad k = 1, 2
$$

(C14)

since in the periodic lattice the eigenvectors are periodic $Y_{1k}(z + C) = Y_{k0}(z)$ and the scalar $y = \tilde{Y}^{TS}_{1k}hY_k$ under the integral is a real number.
wherein I use the fact that the Hamiltonian matrix is real \( h^* = h \), and symmetric \( h^T = h \).

In contrast to the traditional perturbation methods, used in Appendix A, the approach described in this section is applicable only for a linear system. However, it is not limited to the second order.\(^{16}\)

Hence, in a nondegenerate\(^{17}\) periodic magnetic lattice, perturbed eigenvectors oscillate with the sum and difference betatron frequencies about the matched values, and there is no constant growth of amplitudes.

This conclusion is not always correct for the strongly mismatched case. Here, for simplicity, I consider the evolution of a strongly mismatched eigenvector for uncoupled motion (the coupled case is similar but more mathematically involved). Let us consider a properly normalized unperturbed but mismatched eigenvector:

\[
\tilde{Z}_o = (A\tilde{Y}_o + B\tilde{Y}^*_o); \quad |A|^2 - |B|^2 = 1; \quad |B| \neq 0; \quad (C16)
\]

propagating through a periodic lattice with a matched eigenvector \( Y_o(z + C) = Y_o(z) \). We easily find that (C16) is the solution for unperturbed motion. The perturbation of the mismatched vector is given by Eqs. (C4)–(C8) replacing \( Y \rightarrow Z \):

\[
\tilde{Z} = e^{i\delta x(s)}\tilde{Z}_o + b\tilde{Z}^*_o; \\
\chi(s) = \frac{1}{2} \int_0^s \tilde{Z}^*_o h(z)\tilde{Z}_o(z)dz; \\
b(s) = \frac{\delta}{2i} \int_0^s e^{i\delta x(z)}\tilde{Z}^*_o(z)h(z)\tilde{Z}_o(z)dz.
\]

Substituting (C16) in (C17) gives following expression:

\[
\chi(s) = \frac{1}{2} \int_0^s [(|A|^2 + |B|^2)Y_o^T h Y_o \\
+ 2\text{Re}(AB^* \cdot Y_o^T h Y_o e^{2i\phi})]dz; \\
b(s) = \frac{\delta}{2i} \int_0^s e^{i\delta x(z)}(2A^2 Y_o^T h Y_o e^{2i\phi} + 2AB Y_o^T h Y_o \\
+ B^2 Y_o^T h Y_o e^{-2i\phi})dz; \quad (C18)
\]

and the chromaticity case (C7)

\[
\chi(s) = -\int_0^s \frac{K(z)w^2(z)}{2}[|A|^2 + |B|^2 \\
+ 2\text{Re}(AB^* \cdot e^{2i\phi(z)})]dz; \\
b(s) = \frac{\delta}{2i} \int_0^s e^{i\delta x(z)}(A^2 Y_o^T h Y_o e^{2i\phi} \\
+ 2AB + B^2 e^{-2i\phi})dz. \quad (C18)
\]

The second equation in (C18) significantly differs from the matched case. The second term does not oscillate and could support the steady growth of the coefficient \( b \), i.e., the deviation from the unperturbed solution. In addition, there is additional phase advance for the perturbed solution \( Z = e^{i\delta x(s)}\tilde{Z}_o + b(\delta)\tilde{Z}^*_o; \) e.g., the unmatched eigenvectors spread in phase. Consequently, the projected emittance of the beam also could grow. This is a clear indication that the successful implementation of my proposed method requires properly matching the electron beam into the periodic lattice of the ERL arcs.

In other words, we can expand the initial unmatched eigenvector (describing the particle’s distribution) about the perturbed matched eigenvectors:

\[
\tilde{Z}_o(0) = [A(\delta)\tilde{Y}(\delta) + B(\delta)\tilde{Y}^*(\delta)]; \\
[A(\delta)]^2 - |B(\delta)|^2 = 1; \\
\text{at } s = 0 \text{ to find that at an arbitrary azimuth the orientation of the eigenvector}
\]

\[
\tilde{Z}_o(s, \delta) = A(\delta)[Y_o(s)e^{i\phi(s)+\delta x} + bY_o^*(s)e^{-i\phi(s)}] \\
+ B(\delta)[Y_o^*(s)e^{-i\phi(s)+\delta x} + b^*Y_o(s)e^{i\phi(s)}],
\]

where the terms \( b \sim O(\delta), A(\delta) - A(0) \sim O(\delta) \) stay small, while the advance of the chromatic phase is not limited. That is, in the unmatched case, the deviation of perturbed eigenvectors from the unperturbed one can be large:

\[
\tilde{Z}_o(s, \delta) - \tilde{Z}_o(s, 0) = AY_o(s)e^{i\phi(s)}(e^{i\delta x(s)} - 1) \\
+ BY_o^*(s)e^{-i\phi(s)}(e^{-i\delta x(s)} - 1) \\
+ O(\delta). \quad (C21)
\]

Direct calculations, readily performed for the 1D case, show that for a mismatched beam with Gaussian energy distribution (14), the projected emittance will increase as follows:

\[
e(s) = e_o \cdot [1 + |AB|(1 - e^{-Z(\phi(s)\sigma_z)}^2)] + O(\sigma_z^2). \quad (C22)
\]

For the matched case \( B = 0 \), there will be no emittance growth. For the case of interest, \( (\phi\sigma_z)^2 \gg 1 \), the emittance growth is directly proportional to the mismatch: \( e(s) \propto e_o \cdot (1 + |AB|). \)\(^{18}\) Thus, using a chromatic lattice

\[
\frac{w}{w_0}w' - \frac{2}{w_0}'(w_0w' - w_0) ; \quad B = -\frac{1}{2}(\frac{w_0}{w} - \frac{w}{w_0}) + \frac{1}{2}(w_0w' - w_0)' .
\]

\(^{16}\)Similar to quantum mechanics, except for some pathological and degenerate cases (such as the parametric resonance of one cell), we can extend this perturbation series to an arbitrary order as detailed in [31,32].

\(^{17}\)The case is nondegenerate when the following is correct: \( D(s + C) = D(s); \quad \psi_k(s + C) = \psi_k(s) + \mu_k; \quad e^{i\mu_k z} \neq 1; \)

\(^{18}\)With \( A = \frac{1}{2}(\frac{w_0}{w} + \frac{w}{w_0}) - \frac{2}{w_0}'(w_0w' - w_0) ; \quad B = -\frac{1}{2}(\frac{w_0}{w} - \frac{w}{w_0}) + \frac{1}{2}(w_0w' - w_0) \)
would require properly matching the injected beam into the ERL.

**APPENDIX D: CHROMATIC EFFECTS IN A GENERAL CASE**

In a generic accelerator, the energy of a particle is not a constant and could undergo both systematic changes (e.g., acceleration, deceleration, energy loss), oscillations (both synchrotron and betatron), as well as random changes (quantum fluctuations of synchrotron radiation or various scattering processes). Since longitudinal and transverse motion are fully coupled (e.g., the $K_{\nu}\delta$ term in the Hamiltonian [45]), the only accurate representation of this processes is possible in a form 6D map of the complete 6D phase.

A detailed description of such a general case is very lengthy, and beyond this paper’s scope. Hence, I focus here on a simple case, when the particles’ longitudinal momentum is defined along the accelerator path:$^{19}$

$$
  p(s) = p_o(s) + \delta p_o(s), \tag{D1}
$$

where this the energy of the reference particle. By the same reasoning, I consider a case without transverse coupling.

Since the particle’s momentum no longer is a constant, we have to use canonical variables $\{x, p_x\}$, $\{y, p_y\}$ instead of $\{x, x'\}$, $\{y, y'\}$ with the Hamiltonian of

$$
  H = \frac{p_x^2}{2[p_o(s) + \delta p_o(s)]} + K(s) \frac{x^2}{2} = H_o(s) - \nu \frac{p_x^2}{2p_o(s)}. \tag{D2}
$$

The eigenvectors of the unperturbed equation of motions have the same features and normalization as (11), but they are related to the beta function through the momentum, i.e.,

$$
  w^2 = \beta/p_o(s).
$$

The rest of the eigenvector perturbation theory described in Appendix C is applicable to this case:

$$
  h = -\frac{p_x^2}{2p_o(s)}; \quad \delta(s) = \frac{\delta p_o(s)}{p_o(s)}; \tag{D3}
$$

$$
  h(s) = \begin{bmatrix}
  0 & 0 \\
  0 & -1/p_o(s)
  \end{bmatrix}, \tag{D4}
$$

with the following result:

\[ y(s) = a(s)\hat{Y}_o(s) + b(s)\hat{Y}_o(s); \quad a(s) = e^{is}; \quad \chi(s) = \frac{1}{2} \int_0^s \delta(z) \left( \frac{w_x^2(z)}{2} + \frac{1}{w_o(z)} \right) dz; \tag{D5} \]

\[ b(s) = \frac{i}{2} \int_0^s \delta(z) \left( \frac{w_y(z)}{2} + \frac{i}{w_o(z)} \right)^2 dz. \]

One can show that for a case $\delta = \text{const}$, $p_o = \text{const}$ Eq. (D5) is equivalent to (C3) and (C8). Hence, while slightly less trivial than the case of constant momentum, Eq. (D5) shows that if the sign of the momentum deviation does not change, the chromatic phase advance accumulates monotonically through the ERL lattice.
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