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Abstract

Recently, many studies have shed light on the high adaptivity of deep neural network methods in nonparametric regression models, and their superior performance has been established for various function classes. Motivated by this development, we study a deep neural network method to estimate the drift coefficient of a multi-dimensional diffusion process from discrete observations. We derive generalization error bounds for least squares estimates based on deep neural networks and show that they achieve the minimax rate of convergence up to a logarithmic factor when the drift function has a compositional structure.
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1 Introduction

Let us consider a $d$-dimensional diffusion process $X = (X_t)_{t \geq 0}$ satisfying the following stochastic differential equation (SDE):

$$dX_t = b(X_t)dt + \Sigma(X_t)dw_t, \quad X_0 = \eta,$$

where $b(x) = (b^i(x))_{1 \leq i \leq d}$ is a $d$-dimensional vector, $\Sigma(x) = (\Sigma_{ij}(x))_{1 \leq i,j \leq d}$ a $d \times d$ matrix, $\eta$ a $d$-dimensional random vector and $w_t$ a $d$-dimensional standard Wiener process independent of $\eta$. Our aim is to pursue nonparametric estimation for the drift function $b$, given discrete observations of $X$.

In the univariate case, nonparametric drift estimation has been studied by many researchers. See Kutoyants [21], Hoffmann [17], Spokoiny [36], Gobet et al. [13], Dalalyan [7], Comte et al. [5], Comte and Genon-Catalot [6], among others. In contrast, nonparametric estimation for multi-dimensional diffusions, especially from discrete observations, was rarely studied. There are relatively many studies in a setting with a continuous record of the process available; see Dalalyan and Reiß [8], Strauch [37, 38], and Nickl and Ray [27]. When only discrete observations are available, Schmisser [34] proposed penalized least squares estimators based on B-splines and established oracle bounds for the expected empirical errors. Another relevant work is Bandi and Moloche [1] who
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develop point-wise consistency and asymptotic normality of Nadaraya-Watson type estimators. In this paper, we employ deep neural networks instead of these methods.

In the past few years, many researchers have contributed to understanding theoretical advantages of deep neural network estimates for nonparametric regression models. Schmidt-Hieber [33] considered a situation where the regression function is a composition of several functions and showed that the minimax estimation rate is not attained by wavelet series estimators but attainable (up to a logarithmic factor) by least squares estimators based on deep neural networks with the ReLU activation function. See also [3] for a related result. Suzuki [41] showed that such estimators also achieve the minimax optimal rate over a class of functions in a Besov space and its variant with mixed smoothness for which (nonadaptive) linear estimators are suboptimal; see also [42, 43]. Imaizumi and Fukumizu [18] considered estimation for piece-wise smooth functions, and they showed that estimators using deep neural networks are minimax optimal and outperform linear estimators. This type of result was further explored by [16, 19]. In addition, several authors showed that deep neural network methods adapt to an intrinsic dimension of covariates; see [4, 26, 32] for details.

In spite of recent progress in deep neural network methods, they are hardly applied to statistical estimation for diffusion processes, and almost nothing is known about their theoretical properties in this context. One exception is work by Ogihara [28] who considers neural network estimates for the diffusion matrices and studies their estimation errors as misspecified models. Unlike this work, we focus on drift estimation and develop a theory in a nonparametric way. As already mentioned above, the literature on nonparametric drift estimation based on discrete observations is rather scarce, and this article also sheds new light on this area.

In this paper, we assume that the process is discretely observed: the discrete observations $(X_0, X_\Delta, \ldots, X_{n\Delta})$ have a sampling interval $\Delta > 0$. We are mainly interested in high-frequency and long-term sampling schemes such that $\Delta = \Delta_n$ tends to 0 and $n\Delta$ tends to infinity, but most results are stated in finite samples. The statistical problem is to recover the unknown drift function $b$ over a compact set $K$ from the sample $(X_{k\Delta})_{k=0}^n$. By scaling the model appropriately, it suffices to consider the case $K = [0, 1]^d$ without loss of generality. Also, it is enough to estimate $b$ for each component because we can combine component-wise estimators to construct an estimator for $b$ itself. Specifically, we consider the $i$-th component of $b$ for a given $i \in \{1, \ldots, d\}$ and restrict the domain of the component function to the compact set $[0, 1]^d$, that is $f_0 := b^i \mathbb{I}_{[0,1]^d}$, and our aim is to estimate this unknown function $f_0$. This is standard in the literature; see e.g. [5, 17, 34]. We establish an oracle inequality for estimators belonging to a class of deep neural networks analogous to the one established in [33] for nonparametric regression models. Then, under a composition assumption on $f_0$ discussed in [33], we derive generalization error bounds for least squares estimates based on deep neural networks and show that they attain the minimax rate of convergence up to a logarithmic factor. For the latter purpose, we develop a technique to control $\beta$-mixing coefficients uniformly over a certain class of diffusion processes, which will be of independent interest; see Lemma 3.1 and its proof.

This paper is organized as follows. In Section 2, we collect some assumptions and definitions used throughout the paper. Section 3 presents the main results
of this paper. All mathematical proofs are deferred to Sections 4–7.

Notation. For a vector or matrix $W$, we write $|W|$ for the Frobenius norm (i.e., the Euclidean norm for a vector), $|W|_\infty$ for the maximum-entry norm and $|W|_0$ for the number of non-zero entries. For vectors $x, y \in \mathbb{R}^d$, $\langle x, y \rangle := x^\top y$ denotes the inner product. We write $\|f\|_\infty := \sup_{x \in [0,1]^d} |f(x)|$ for the supremum on the compact set $[0, 1]^d$, $\lfloor x \rfloor$ for the largest integer $\leq x$, and $\lceil x \rceil$ for the smallest integer $\geq x$. For a random vector $\xi$, we denote by $L_\xi$ the law of $\xi$.

2 Assumptions and definitions

2.1 Assumptions on the diffusion process model

We will impose the following assumptions.

Assumption 2.1. The functions $b$ and $\Sigma$ are globally Lipschitz continuous: There are constants $C'_b, C'_\Sigma > 0$ such that

$$\begin{align*}
|b(x) - b(y)| &\leq C'_b |x - y|, \\
|\Sigma(x) - \Sigma(y)| &\leq C'_\Sigma |x - y|
\end{align*}$$

for all $x, y \in \mathbb{R}^d$. In particular, $C_b := \sup_{x \in [0,1]^d} |b(x)| < \infty$ and $C_\Sigma := \sup_{x \in [0,1]^d} |\Sigma(x)| < \infty$.

Assumption 2.2. The process $X$ is exponentially $\beta$-mixing: there exist positive constants $C_\beta, C'_\beta$ such that, for all $t > 0$,

$$\beta_X(t) \leq C'_\beta \exp (-C_\beta t)$$

where $\beta_X(t)$ is the $\beta$-mixing coefficient of $X$ (see [47] for the precise definition).

Assumption 2.3. $\Delta \leq 1$ and $n\Delta \geq 2$.

Remark 2.1. (a) Assumption 2.2 is implied by the following exponential ergodicity assumption on $X$:

($\ast$) There is a probability measure $\Pi$ on $\mathbb{R}^d$, a function $V \in L^1(\Pi) \cap L^1(L_\eta)$ and a constant $\rho > 0$ such that

$$\|P^t(x, \cdot) - \Pi\| \leq V(x)e^{-\rho t}$$

for all $x \in \mathbb{R}^d$ and $t \geq 0$, where $(P^t)_{t \geq 0}$ is the transition semigroup of $X$ and $\| \cdot \|$ is the total variation norm.

This follows from the same argument as in the proof of [23, Proposition 3] (see Appendix A.1).

(b) Assumption ($\ast$) is satisfied when $X$ satisfies the following conditions in addition to Assumption 2.1:

(i) There are constants $r > 0, \alpha \geq 1$ and $M_0 > 0$ such that $\langle b(x), x \rangle \leq -r|x|^\alpha$ for all $x \in \mathbb{R}^d$ with $|x| > M_0$.  
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(ii) There are constants $\lambda-, \lambda_+ > 0$ such that $\lambda-|x|^2 \leq |\Sigma(x)^\top x|^2 \leq \lambda_+|x|^2$ for all $x \in \mathbb{R}^d$.

(iii) $E[\exp(\nu |\eta|)] < \infty$ for some $\nu > 0$.

This follows from Theorem 3.3.4 in [20].

2.2 Multilayer neural networks

To fit a multilayer neural network, we need to choose an activation function $\sigma : \mathbb{R} \to \mathbb{R}$ and the network architecture. Focusing on the importance in deep learning, we use the rectified linear unit (ReLU) activation function $\sigma(x) = \max\{x, 0\}$.

For $v = (v_1, \ldots, v_r) \in \mathbb{R}^r$, define the shifted activation function $\sigma_v : \mathbb{R}^r \to \mathbb{R}^r$ as

$$
\sigma_v \begin{pmatrix} y_1 \\ \vdots \\ y_r \end{pmatrix} = \begin{pmatrix} \sigma(y_1 - v_1) \\ \vdots \\ \sigma(y_r - v_r) \end{pmatrix}.
$$

The network architecture $(L, p)$ consists of a positive integer $L$ called the number of hidden layers or depth and a width vector $p = (p_0, \ldots, p_{L+1}) \in \mathbb{N}^{L+2}$. A neural network with network architecture $(L, p)$ is a function $f : \mathbb{R}^{p_0} \to \mathbb{R}^{p_{L+1}}$ of the form

$$
f(x) = W_L \sigma_{v_L} W_{L-1} \sigma_{v_{L-1}} \cdots W_1 \sigma_{v_1} W_0 x, \quad x \in \mathbb{R}^d, \quad (2.1)
$$

where $W_i$ is a $p_i \times p_{i+1}$ weight matrix and $v_i \in \mathbb{R}^{p_i}$ is a shift vector. For $s, F \in (0, \infty]$, we set

$$
\mathcal{F}(L, p, s, F) := \left\{ f \chi_{[0,1]^d} : f \text{ is of the form (2.1), } \max_{j=0,\ldots,L} |W_j|_\infty \vee |v_j|_\infty \leq 1, \sum_{j=0}^L (|W_j|_0 + |v_j|_0) \leq s, \|f\|_\infty \leq F \right\}, \quad (2.2)
$$

where we use the convention that $v_0$ is a vector with coefficients all equal to zero. We write $\mathcal{F}(L, p, s, F) = \mathcal{F}(L, p, s, \infty)$ for short. Since we are interested in estimating a real-valued function on $\mathbb{R}^d$, we always assume that $p_0 = d$ and $p_{L+1} = 1$ in the following.

Remark 2.2. In this paper, following [33], we restrict our attention to neural networks with parameters bounded by 1. It is worth mentioning that any neural network with depth $L$ and parameters bounded by $B > 1$ can be transformed into a neural network with depth $L' := (\lceil \log B \rceil + 5)L$ and parameters bounded by 1; see Proposition A.3 in [12]. Moreover, the proof of this proposition indicates that the transformed network has at most $2(s + 12L')$ non-zero parameters, where $s$ is the number of non-zero parameters of the original network.
Remark 2.3 (Activation function). Although we focus only on the ReLU activation function for simplicity, our main results are still valid for other activation functions as long as they are Lipschitz continuous. To be precise, we need properties of the ReLU activation function only for the proofs of Lemma 4.13 (covering entropy bound for neural networks) and Lemma 5.1 (approximation error bound by neural networks), and these results are still valid for Lipschitz continuous activation functions; see Proposition 2 and Theorem 9 in [29] for details.

2.3 Estimator

In this paper, unless otherwise stated, an estimator refers to a real-valued random function $\hat{f}_n$ defined on $\mathbb{R}^d$ such that the map $(\omega, x) \mapsto \hat{f}_n(\omega, x)$ is measurable with respect to the product of the $\sigma$-algebra generated by $(X^\Delta_k)_{k=0}^n$ and the Borel $\sigma$-algebra of $\mathbb{R}^d$.

To evaluate the statistical performance of an estimator $\hat{f}_n$, we derive bounds for the generalization error defined by

$$R_n(\hat{f}_n, f_0) := \mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} \left( \hat{f}_n(X^\Delta_k) - f_0(X^\Delta_k) \right)^2 \right],$$

where $X' = (X'_t)_{t \geq 0}$ is an independent copy of $X$.

Remark 2.4. If $X$ is stationary with invariant distribution $\Pi$, we have

$$R_n(\hat{f}_n, f_0) = \mathbb{E} \left[ \int_{\mathbb{R}^d} \left( \hat{f}_n(x) - f_0(x) \right)^2 d\Pi(x) \right].$$

That is, $R_n(\hat{f}_n, f_0)$ is equal to the $L^2$-risk with respect to $\Pi$. If $X$ is not stationary but satisfies $(\ast)$, one can prove (cf. the proof of Lemma 7.1)

$$\left| R_n(\hat{f}_n, f_0) - \mathbb{E} \left[ \int_{\mathbb{R}^d} \left( \hat{f}_n(x) - f_0(x) \right)^2 d\Pi(x) \right] \right| \leq \frac{4F^2 \mathbb{E} \left[ V(\eta) \right]}{n(1 - e^{-\rho \Delta})},$$

provided that $|\hat{f}_n| \leq F$ and $|f_0| \leq F$ for some $F > 0$. In this case, we can also relate $R_n(\hat{f}_n, f_0)$ to the so-called path-dependent generalization error: Following Eq.(4) of [22], we may define the path-dependent generalization error in our setting as

$$\tilde{R}_{n,s}(\hat{f}_n, f_0) := \mathbb{E} \left[ \left( \hat{f}_n(X_{n\Delta+s}) - f_0(X_{n\Delta+s}) \right)^2 \mid (X^\Delta_k)_{k=0}^n \right],$$

where $s > 0$ is fixed. This can be seen as an $s$-ahead prediction error of $\hat{f}_n$ given actual observations of $(X^\Delta_k)_{k=0}^n$. Thanks to the Markov property of $X$, $\tilde{R}_{n,s}(\hat{f}_n, f_0)$ can be rewritten as

$$\tilde{R}_{n,s}(\hat{f}_n, f_0) = \int_{\mathbb{R}^d} \left( \hat{f}_n(x) - f_0(x) \right)^2 P^s(X_{n\Delta}, dx).$$

Therefore, by $(\ast)$ and the boundedness assumption on $\hat{f}_n$ and $f_0$,

$$\left| \tilde{R}_{n,s}(\hat{f}_n, f_0) - \int_{\mathbb{R}^d} \left( \hat{f}_n(x) - f_0(x) \right)^2 d\Pi(dx) \right| \leq 4F^2 V(X_{n\Delta}) e^{-\rho s}.$$
Thus we obtain

\[ \hat{R}_{n,s}(f_n, f_0) \leq R_n(f_n, f_0) + 4F^2V(X_{n\Delta})e^{-\rho s} + \frac{4F^2\mathbb{E}[V(\eta)]}{n(1-e^{-\rho \Delta})}. \]

Note that \( s \) should be large to make the second term on the right hand side small. This is analogous to bounds in [22, Section 6] since they also have the \( \phi \)-mixing coefficient \( \phi(s) \) in their bounds and we usually need \( s \) to be large to make \( \phi(s) \) small.

Let \( X_i \) denote the \( i \)-th component of \( X \). Set

\[ Y_k := \Delta \left( X_{(k+1)\Delta}^i - X_{k\Delta}^i \right), \quad k = 0, 1, \ldots, n - 1. \]

When \( \Delta \) is small, \( Y_k \) is approximately equal to \( b(X_{k\Delta}^i) \) plus a noise term (cf. (4.1)). This motivates us to consider a least squares estimator obtained by minimizing the following quantity subject to \( f \in F(L, p, s, F) \):

\[ Q_n(f) := \frac{1}{n} \sum_{k=0}^{n-1} (Y_k - f(X_{k\Delta}))^2. \]

In practice, however, it might be difficult to find an exact minimizer of this quantity. For this reason, we handle a general estimator \( \hat{f}_n \) and explicitly incorporate the optimization error into our error bounds. Given a pointwise measurable class \( F \) consisting of real-valued functions on \( \mathbb{R}^d \) (cf. Example 2.3.4 in [45]), we define

\[ \Psi_n(\hat{f}_n) := \mathbb{E} \left[ Q_n(\hat{f}_n) - \inf_{f \in F} Q_n(f) \right]. \quad (2.3) \]

\( \Psi_n(\hat{f}_n) \) measures a gap between \( \hat{f}_n \) and an exact minimizer of \( Q_n(f) \) subject to \( f \in F \). We write \( \Psi_n(\hat{f}_n) = \Psi_n^{F(L,p,s,F)}(\hat{f}_n) \) for short. Convergence analysis of the optimization error \( \Psi_n(\hat{f}_n) \) is a very active research area in the machine learning community. See e.g. [40] for an overview.

**Remark 2.5 (Choice of \( \Delta \)).** In real data application, we have the freedom to choose the time unit, and this choice affects the objective function \( Q_n(f) \) through the value of \( \Delta \), so one may wonder whether this choice has an impact on the performance of the estimator (see [11] for a related discussion). Indeed, in our case, the choice of the time unit affects only on the scale of the estimator, so the performance will not be sensitive to the choice as long as \( F \) is taken sufficiently large. To see this, let us consider the case that we change the time scale from \( \Delta \) to \( \tau \Delta \) for some \( \tau > 0 \). Note that by this change we should regard the underlying process as \( X_{\tau \Delta} := X_{t/\tau} \) instead of \( X_t \) because the observation data \( (X_{k\Delta})_{k=0}^n \) are unchanged regardless of the choice of the time scale. It is straightforward to check that the new process \( X^\tau := (X_{\tau \Delta})_{\tau \geq 0} \) satisfies the following SDE:

\[ dX^\tau_t = \tau^{-1}b(X^\tau_t)dt + \tau^{-1/2}\Sigma(X^\tau_t)dw^\tau_t, \]

where \( w^\tau_t := \sqrt{\tau}w_{t/\tau} \) is a \( d \)-dimensional standard Wiener process. Therefore, by this time scale change, the drift function to estimate is also changed to
$\tau^{-1}b$. With this in mind, we see how the time scale change affects minimizers of objective functions. It alters $Q_n(f)$ to

$$Q_n^*(f) := \frac{1}{n} \sum_{k=0}^{n-1} (\tau^{-1}Y_k - f(X_k)) = \tau^{-2}Q_n(\tau f).$$

If $\tau \leq 1$, we have \{\tau f : f \in \mathcal{F}(L, p, s, F)\} \subset \mathcal{F}(L, p, s, F)$. Therefore, if a minimizer $f_n$ of $Q_n(f)$ over $f \in \mathcal{F}(L, p, s, F)$ is realized in \{\tau f : f \in \mathcal{F}(L, p, s, F)\}, then $\tau^{-1}f_n$ gives a minimizer of $Q_n^*(f)$ over $f \in \mathcal{F}(L, p, s, F)$, so the time scale change does not matter. The former likely happens if we take $F$ sufficiently large. If $\tau > 1$, we reach the same conclusion by exchanging the roles of $Q_n(f)$ and $Q_n^*(f)$.

**Remark 2.6 (Extension to Lévy-driven SDEs).** Our estimation method is formally applicable when the driving process is a more general Lévy process, and we conjecture that this would be theoretically justified as long as increments of the driving Lévy process have sufficiently light tails. However, the proof will need the following non-trivial modification: In our proof, the fact that the driving process is a continuous local martingale is essentially used for applications of Lemma 4.9, a self-normalized inequality. It will be still possible to use Proposition 4.2.1 in [2] instead of Lemma 1.2 in [10], which extends the scope of Lemma 4.9 to locally square-integrable martingales but replaces $(M)_T$ by $(M)_T + \sum_{0 \leq t \leq T}(\Delta M_t)^2$, where $M$ is the continuous martingale part of $M$. So we additionally need to control the sum of squared jumps term $\sum_{0 \leq t \leq T}(\Delta M_t)^2$. In our original proof, it is crucial that $(M)_T$ enjoys a good pathwise bound, but this is generally false for $\sum_{0 \leq t \leq T}(\Delta M_t)^2$. We conjecture that such a pathwise bound would be available after truncation, and the truncation error would be negligible as long as increments of the driving Lévy process have sufficiently light tails. In contrast, if the increments have heavy tails, the truncation error would be problematic, so we speculate that it would be better to employ a different estimation method such as the least truncated squares in [35] or the least absolute deviations in [25]. Since one major motivation for using non-Gaussian processes is to model heavy tailed data, we leave this subject to future work.

### 3 Main results

Our first main result is the following oracle type inequality.

**Theorem 3.1.** Suppose that Assumptions 2.1–2.3 are satisfied. Consider the $d$-dimensional diffusion process model (1.1) satisfying $\|f_0\|_\infty \leq F$ for some $F \geq 1$. Let $\hat{f}_n$ be any estimator taking values in the class $\mathcal{F}(L, p, s, F)$ satisfying $s \geq 2$. Then for any $\tau > 1$, there exists a constant $C_\tau$ depending only on $(C_0, C'_0, C_\Sigma, C'_\Sigma, C_\beta, C'_\beta, C, C')$ such that

$$\mathcal{R}_n(\hat{f}_n, f_0) \leq \tau \left( \Psi_n(\hat{f}_n) + \inf_{f \in \mathcal{F}(L, p, s, F)} \|f - f_0\|_\infty^2 \right) + C_\tau F^2 \left( \frac{s(L \log s + \log(n\Delta)) \cdot \log(n\Delta)}{n\Delta} + \Delta \right). \quad (3.1)$$
Remark 3.1. (a) Theorem 3.1 can be seen as an analog of [33, Theorem 2] in the drift estimation problem for a discretely observed diffusion process. In contrast to the latter result, our bound has an extra logarithmic factor $\log(n\Delta)$ in the third term. This is caused by the fact that $X_{\Delta k}$ are not independent. Also, the term $\Delta$ appears in the bound due to discretization errors.

(b) Our bound also shares a similar nature with the bound given in [34, Theorem 1]. An important difference is that the latter is concerned with the expected empirical error. Indeed, our proof allows us to establish a bound for the expected empirical error without the $\beta$-mixing property; see Lemma 4.2.

(c) Note that the boundedness assumption $\|f_0\|_\infty \leq F$ is imposed on $f_0 = \beta \mathbb{I}_{[0,1]^d}$ rather than $b$ itself. Since we assume $b$ is (Lipschitz) continuous, this condition always holds with some $F$.

Recent progress in neural network theory allows us to get a sharp bound for the approximation error

$$
\inf_{f \in \mathcal{F}(L,p,F)} \|f - f_0\|_\infty
$$

under various assumptions on $f_0$; see e.g. references cited in the Introduction. As an illustration, we apply Theorem 3.1 to the situation where the drift function has a compositional structure as discussed in [33]; see Appendix A.3 for the case that the drift function belongs to a Besov space.

For $p, r \in \mathbb{N}$ with $p \geq r$, $\beta, K > 0$ and $l < u$, we denote by $\mathcal{C}_\beta^r([l, u]^p, K)$ the set of functions $f : [l, u]^p \to \mathbb{R}$ satisfying the following conditions:

(i) $f$ is of class $C^{[\beta]}$ and satisfies

$$
\sum_{|\alpha| : |\alpha| < \beta} \|\partial^{\alpha}f\|_\infty + \sum_{|\alpha| : |\alpha| = |\beta|} \sup_{x \in [l, u]^p, y \neq z} \frac{|\partial^{\alpha}f(x) - \partial^{\alpha}f(y)|}{|x - y|^{d - |\beta|}} \leq K,
$$

where we used multi-index notation, that is, $\partial^\alpha = \partial^{\alpha_1} \cdots \partial^{\alpha_p}$ with $\alpha = (\alpha_1, \ldots, \alpha_p) \in \mathbb{Z}_{\geq 0}^p$ and $|\alpha| := \sum_{j=1}^p \alpha_j$.

Let $d = (d_0, \ldots, d_{q+1}) \in \mathbb{N}^{q+1}$ with $d_0 = d$ and $d_{q+1} = 1$, $t = (t_0, \ldots, t_q) \in \mathbb{N}^{q+1}$ with $t_i \leq d_i$ for all $i$ and $\beta = (\beta_0, \ldots, \beta_q) \in (0, \infty)^{q+1}$. We define $\mathcal{G}(q, d, t, \beta, K)$ as the class of functions $f : [0, 1]^d \to \mathbb{R}$ of the form

$$
f = g_0 \circ \cdots \circ g_0,
$$

where $g_i = (g_{ij}) _j : [l_i, u_i]^d_i \to [l_{i+1}, u_{i+1}]^{d_{i+1}}$ with $g_{ij} \in \mathcal{C}_\beta^{\beta_i}([l_i, u_i]^{d_i}, K)$ for some $|l_i|, |u_i| \leq K$, $i = 0, \ldots, q$; in particular, $g_{ij}$ depends on at most $t_i$ coordinates. The function class $\mathcal{G}(q, d, t, \beta, K)$ is rich enough to cover many important models such as (generalized) additive models and functions with sparse tensor decomposition; see Section 4 in [33] for more details.

Denote by $\mathcal{G}(q, d, t, \beta, K)$ the class of all functions $f : \mathbb{R}^d \to \mathbb{R}$ such that $\text{supp}(f) \subset [0, 1]^d$ and the restriction of $f$ to $[0, 1]^d$ belongs to $\mathcal{G}(q, d, t, \beta, K)$. Also, define

$$
\beta_i^* := \beta_i \prod_{\ell=i+1}^{q} (\beta_{\ell} \land 1), \quad \phi_n := \max_{i=0, \ldots, q} (n\Delta)^{-\beta_i^*/\beta_i^*}.
$$
and
\[ c^j_L := \sum_{i=0}^{q} \frac{\beta_i + t_i}{t_i} \log_2(4t_i \vee 4\beta_i). \]

**Theorem 3.2.** Suppose that Assumptions 2.1–2.3 are satisfied. Consider the \(d\)-dimensional diffusion process model (1.1) such that \( f_0 \in \mathcal{U}(q, d, t, \beta, K) \). Let \( \hat{f}_n \) be an estimator taking values in the network class \( \mathcal{F}(L, p, s, F) \) satisfying

(i) \( F \geq K \lor 1, \)
(ii) \( 11q + 8 + c^j_L \log_2(n\Delta) \leq L \leq c^\alpha_L n\Delta \phi_n, \)
(iii) \( c_p n\Delta \phi_n \leq \min_{i=1,\ldots,L} p_i, \)
(iv) \( c^j_L n\Delta \phi_n \log(n\Delta) \leq s \leq c^s_L n\Delta \phi_n \log(n\Delta), \)

for some constants \( c^j_L, c_p, c^\alpha_L, c^s_L > 0 \). Then there exist constants \( C, C', C'' \) depending only on \( (C_b, C'_b, C, C'_c, C, C'_\beta, C'^s_L, c_p, c^s_L, q, d, t, \beta, F) \) such that

\[ R_n(\hat{f}_n, f_0) \leq C\Psi_n(\hat{f}_n) + C'\phi_n L \log^3(n\Delta) + C''\Delta. \]  

(3.3)

The error bound in (3.3) consists of three terms. The first term \( \Psi_n(\hat{f}_n) \) is equal to 0 when \( \hat{f}_n \) minimizes \( Q_n(f) \) over \( f \in \mathcal{F}(L, p, s, F) \). The second term \( \phi_n L \log^3(n\Delta) \) is minimized when \( L \) is taken of the order of \( \log_2(n\Delta) \). Finally, in the standard asymptotic regime such that \( n\Delta \to \infty \) and \( n\Delta^2 \to 0 \), the third term \( \Delta \) is dominated by \( \phi_n \). This leads to the following corollary.

**Corollary 3.1.** Under the assumptions of Theorem 3.2, let \( \hat{f}_n \) be a minimizer of \( Q_n(f) \) over \( f \in \mathcal{F}(L, p, s, F) \). Suppose that \( L = O(\log_2(n\Delta)) \), \( n\Delta \to \infty \) and \( n\Delta^2 \to 0 \) as \( n \to \infty \). Then

\[ R_n(\hat{f}_n, f_0) = O(\phi_n \log^4(n\Delta)) \quad \text{as} \quad n \to \infty. \]

**Example 3.1** (Additive model). Suppose that the drift function \( b \) is of the form \( b(x_1, \ldots, x_d) = \sum_{j=1}^{d} b_j(x_j) \) for some Lipschitz functions \( b_j : \mathbb{R} \to \mathbb{R}^d, j = 1, \ldots, d \). Then \( b \) is also Lipschitz continuous. Therefore, if \( \Sigma \) is Lipschitz continuous and the assumptions in Remark 2.1(b) hold, Assumptions 2.1 and 2.2 are satisfied. Let \( \beta \geq 1 \) be a constant and assume that every \( b_j \) is of class \( C^{[\beta]} \) and its \( [\beta] \)-th derivative is \( (\beta - [\beta]) \)-Hölder continuous. In this case, we have \( \phi_n = (n\Delta)^{-2\beta/(2\beta+1)} \) (cf. Section 4 in [33]), so we obtain \( R_n(\hat{f}_n, f_0) = O ((n\Delta)^{-2\beta/(2\beta+1)} \log^4(n\Delta)) \) as \( n \to \infty \) in the setting of Corollary 3.1. [33] has obtained a similar convergence rate for the expected empirical error by B-spline regression while assuming the drift function has an additive form. Unlike this result, we do not need this information to construct our estimators.

We now show that the rate of convergence given by Corollary 3.1 is optimal up to the logarithmic factor in the minimax sense. For this purpose, we introduce a class of diffusion processes over which we can control the \( \beta \)-mixing coefficients uniformly while \( \phi_n \) gives a lower bound on the minimax rate of convergence for \( R_n(\hat{f}_n, f_0) \). For \( r \in (0, 1] \) and \( K > 0 \), we denote by \( \mathcal{B}_0(r, d, K) \) the class of measurable functions \( b : \mathbb{R}^d \to \mathbb{R}^d \) satisfying the following conditions:

\[ \langle b(x), x \rangle \leq -r|x| \quad \text{for all} \quad |x| > 2d \quad \text{and} \quad \sup_{x \in \mathbb{R}^d} |b(x)|_{\infty} \leq K. \]
For each \( b \in B_0(d, r, K) \), we consider the following SDE:

\[
dX_t = b(X_t)dt + dw_t, \quad X_0 = \eta. \tag{3.4}
\]

This SDE has a unique weak solution by assumption (cf. [39, Theorems 7.2.1]).

The following lemma shows that the diffusion model (3.4) satisfies Assumption 2.2 “uniformly” over \( b \in B_0(d, r, K) \).

**Lemma 3.1.** Consider the \( d \)-dimensional diffusion process model (3.4) with \( b \in B_0(d, r, K) \) and \( \mathbb{E} [\exp(r|\eta|)] < \infty \). There are positive constants \( C_\beta \) and \( C'_\beta \) depending only on \( d, r, K \) and \( \eta \) such that

\[
\beta_X(t) \leq C'_\beta e^{-C_\beta t} \quad \text{for all } t \geq 0. \tag{3.5}
\]

We define \( \mathcal{B}(r, q, d, t, \beta, K) \) as the class of all functions \( b \in B_0(d, r, K) \) satisfying the following conditions:

(i) \(|b(x) - b(y)| \leq K|x - y|\) for all \( x, y \in \mathbb{R}^d \).

(ii) \( f_0 = b \|_{[0,1]^d} \in \mathcal{U}(q, d, t, \beta, K) \).

Theorem 3.2 and Lemma 3.1 imply the following result.

**Proposition 3.1.** Consider the \( d \)-dimensional diffusion process model (3.4) with \( b \in \mathcal{B}(r, q, d, t, \beta, K) \) and \( \mathbb{E} [\exp(r|\eta|)] < \infty \). Let \( \hat{f}_n \) be a minimizer of \( Q_n(f) \) over \( f \in \mathcal{F}(L, p, s, F) \) satisfying conditions (i)–(iv) in Theorem 3.2. Then

\[
\sup_{b \in \mathcal{B}(r, q, d, t, \beta, K)} \mathcal{R}_n(\hat{f}_n, f_0) = O \left( \phi_n \log^4(n\Delta) \right) \quad \text{as } n \to \infty,
\]

provided that \( L = O(\log_2(n\Delta)) \), \( n\Delta \to \infty \) and \( n\Delta^2 \to 0 \).

Let \( t^* \) be an index such that \( \beta_{i^*}^*/(2\beta_{i^*}^* + t_{i^*}) = \min_{i=0,1,...,q} \beta_i^*/(2\beta_i^* + t_i) \). Write \( \beta^* := \beta_{i^*} \) and \( t^* := t_{i^*} \). The next theorem shows that \( \phi_n \) is a lower bound on the minimax rate of convergence for the generalization error over \( \mathcal{B}(r, q, d, t, \beta, K) \) for sufficiently large \( K \) under natural constraints on \( d, t \) and \( \beta \).

**Theorem 3.3.** Consider the \( d \)-dimensional diffusion process model (3.4) with \( b \in \mathcal{B}(r, q, d, t, \beta, K) \) and \( \mathbb{E} [\exp(r|\eta|)] < \infty \). Suppose that \( n\Delta \to \infty \) and \( \Delta \to 0 \) as \( n \to \infty \). Suppose also that \( \beta^* \geq 1 \) and \( t_j \leq \min\{d_0, \ldots, d_{j-1}\} \) for all \( j \). Then, there is a constant \( K > 0 \) such that

\[
\liminf_{n \to \infty} \phi_n^{-1} \inf_{\hat{f}_n} \sup_{b \in \mathcal{B}(r, q, d, t, \beta, K)} \mathcal{R}_n(\hat{f}_n, f_0) > 0,
\]

where the infimum is taken over all estimators \( \hat{f}_n \).

The assumption \( \beta^* \geq 1 \) is necessary to ensure that the class \( \mathcal{B}(r, q, d, t, \beta, K) \) contains sufficiently many Lipschitz continuous functions. The assumption on \( d \) and \( t \) is the same one as in [33, Theorem 3].

Proposition 3.1 and Theorem 3.3 show that any minimizer of \( Q_n(f) \) over \( f \in \mathcal{F}(L, p, s, F) \) is minimax optimal up to the \( \log^4(n\Delta) \) factor in the setting described in these results. So far, we have no idea how to remove the (presumably) extra logarithmic factor.
Remark 3.2. Our estimator in Corollary 3.1 is not adaptive in the sense that the sparsity parameter $s$ should be selected of the order $O(n \Delta \phi_n \log(n \Delta))$ which depends on $t$ and $\beta$. We might be able to resolve this problem by introducing a penalty term when minimizing $Q_n(f)$ as suggested by [29] for nonparametric regression models. We leave such an extension to future work.

Remark 3.3. Some authors have recently showed that deep neural networks have good ability to approximate discontinuous functions; see [16, 18, 19] for example. However, we cannot benefit from these results because we encounter a fundamental difficulty specific to diffusion process models when the drift function is discontinuous: In our argument, the Lipschitz continuity of the drift function plays a crucial role to control discretization errors, entering the final bound as the last term on the right hand side of (3.1). To be precise, the Lipschitz continuity is essentially used in the proof of Lemma 4.6. We conjecture that it could be relaxed to a Hölder continuity by replacing Gronwall’s inequality in this proof with Bihari’s inequality, although this will change the final bound. In contrast, when the drift function is discontinuous, the current proof strategy will no longer work, so we will need a fundamental modification. We leave this topic to future research.

4 Proof of Theorem 3.1

To prove Theorem 3.1, we establish two general error bounds in nonparametric drift estimation for a discretely observed diffusion process, which may be of independent interest.

Consider a pointwise measurable class $\mathcal{F}$ of real-valued functions on $\mathbb{R}^d$. For $\delta > 0$, a subset $\mathcal{G} \subset \mathcal{F}$ is called a $\delta$-net of $\mathcal{F}$ with respect to $\| \cdot \|_\infty$ if for every $f \in \mathcal{F}$ there is a function $g \in \mathcal{G}$ such that $\| f - g \|_\infty \leq \delta$. The smallest possible cardinality of a $\delta$-net of $\mathcal{F}$ with respect to $\| \cdot \|_\infty$ is called the covering number of $\mathcal{F}$ with respect to $\| \cdot \|_\infty$ and denoted by $N(\delta, \mathcal{F}, \| \cdot \|_\infty)$.

Let $f_0 : \mathbb{R}^d \to \mathbb{R}$ be a measurable function we wish to estimate. We consider an estimator $\hat{f}_n$ taking values in $\mathcal{F}$, and define its expected empirical error by

$$\mathcal{R}_n(\hat{f}_n, f_0) := \mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} \left( \hat{f}_n(X_{k\Delta}) - f_0(X_{k\Delta}) \right)^2 \right].$$

The first bound relates the generalization error $\mathcal{R}_n(\hat{f}_n, f_0)$ to its empirical counterpart $\mathcal{R}_n(f_n, f_0)$.

Lemma 4.1. Let $X = (X_t)_{t \geq 0}$ be a general $d$-dimensional stochastic process that is not necessarily a diffusion process satisfying (1.1). Let $\delta > 0$ and $N_n$ be an integer such that $N_n \geq N(\delta, \mathcal{F}, \| \cdot \|_\infty) \vee \exp(7.4)$. Also, let $a_n$ be a positive number such that $\mu_n := \lfloor n/2a_n \rfloor > 0$. In addition, suppose that there is a number $F \geq 1$ such that $|f| \leq F$ for all $f \in \mathcal{F} \cup \{ f_0 \}$. Then, for all $\varepsilon \in (0, 1]$,

$$\mathcal{R}_n(\hat{f}_n, f_0) \leq (1 + \varepsilon) \mathcal{R}_n(f_n, f_0) + \frac{24(1 + \varepsilon)^2}{\varepsilon} \cdot F^2 \log N_n \mu_n \left[ \frac{8F^2}{n} + 4(2 + \varepsilon)F \delta \right].$$
The second bound is an oracle type inequality for \( \hat{R}_n(f_n, f_0) \).

**Lemma 4.2.** Let \( X \) be a \( d \)-dimensional diffusion process satisfying (1.1), and set \( f_0 := b\mathbf{1}_{[0,1]^d} \). Also, let \( \delta > 0 \) and set \( N_\delta := N(\delta, F, \| \cdot \|_\infty) \). Suppose that there is a number \( F \geq 1 \) such that \( |f| \leq F \) for all \( f \in F \cup \{ f_0 \} \). Suppose also that \( \text{supp}(f) \subseteq [0,1]^d \) for all \( f \in F \). Then, under Assumptions 2.1 and 2.3, for all \( \varepsilon \in (0,1) \) there exists a constant \( C_\varepsilon \) depending only on \( (C_b, C_b', C_\Sigma, C_\Sigma', \varepsilon) \) such that

\[
\hat{R}_n(f_n, f_0) \leq \frac{1}{1 - \varepsilon} \Psi_n^r(f_n) + \frac{1 + \varepsilon}{1 - \varepsilon} \inf_{f \in F} R_n(f, f_0) + C_\varepsilon F^2 \gamma_{\delta,n},
\]

where

\[
\gamma_{\delta,n} := \Delta + \delta + \frac{1}{\sqrt{n\Delta}} \int_0^\delta \sqrt{\log N(u, F, \| \cdot \|_\infty)} du + \frac{\log N_n + 1}{n\Delta}.
\]

**Remark 4.1.** It is worth mentioning that Lemma 4.2 does not require Assumption 2.2. That is, \( X \) is not necessarily \( \beta \)-mixing.

The remainder of this section proceeds as follows. We prove Lemmas 4.1 and 4.2 in Sections 4.1 and 4.2, respectively. Then, we give a proof of Theorem 3.1 in Section 4.3.

### 4.1 Proof of Lemma 4.1

Since \( N_\delta \geq N(\delta, F, \| \cdot \|_\infty) \), we can take a \( \delta \)-net \( \{ f_1, \ldots, f_{N_\delta} \} \) of \( F \) with respect to \( \| \cdot \|_\infty \). By definition there is a random variable \( j^* \) such that \( |f_n - f_{j^*}| \leq \delta \).

We follow similar arguments as in Part (I) of the proof of [33, Lemma 4], but we apply a blocking technique as in [48] to address the dependence of observations.

#### 4.1.1 Step 1: \( \beta \)-mixing

For \( l = 0, 1, \ldots, \mu_n - 1 \), define

\[
H_l := \{ k : 2la_n \leq k \leq (2l + 1)a_n - 1 \},
\]

\[
H_{2l} := \{ k : (2l + 1)a_n \leq k \leq 2(l + 1)a_n - 1 \},
\]

\[
\tilde{g}_l := \begin{pmatrix}
\sum_{k \in H_l} ((f_1 - f_0)(X_{k\Delta}))^2 \\
\sum_{k \in H_l} ((f_2 - f_0)(X_{k\Delta}))^2 \\
\vdots \\
\sum_{k \in H_l} ((f_{N_\delta} - f_0)(X_{k\Delta}))^2
\end{pmatrix},
\]

\[
\tilde{g}_l' := \begin{pmatrix}
\sum_{k \in H_l} ((f_1 - f_0)(X'_{k\Delta}))^2 \\
\sum_{k \in H_l} ((f_2 - f_0)(X'_{k\Delta}))^2 \\
\vdots \\
\sum_{k \in H_l} ((f_{N_\delta} - f_0)(X'_{k\Delta}))^2
\end{pmatrix}.
\]

In the following, extending the probability space if necessary, we assume that there is a sequence \( \{ U_t \}_{t=1}^\infty \) of i.i.d. uniform variables over \( [0,1] \) independent of \( X \).
Proposition 4.1. There exists a sequence \( (g_l^i)_{l=0}^{\mu_n - 1} \) of independent random vectors in \( \mathbb{R}^d \) such that each \( g_l \) has the same law as \( \tilde{g}_l \) and satisfies \( \mathbb{P}[g_l \neq \tilde{g}_l] \leq \beta_X(a_n, \Delta) \). Also, there exists a sequence \( (g'_l)_{l=0}^{\mu_n - 1} \) of independent random vectors in \( \mathbb{R}^d \) such that each \( g'_l \) has the same law as \( \tilde{g}'_l \) and satisfies \( \mathbb{P}[g'_l \neq \tilde{g}'_l] \leq \beta_X(a_n, \Delta) \).

Proof. For all \( l_1, l_2 \), define the \( \sigma \)-field \( A_{(l_1, l_2)} \) generated by \( (X_k\Delta)_{k \in H(l_1, l_2)} \), where \( H(l_1, l_2) := \bigcup_{l=1}^{l_2} H_l \). For all \( l \), we can find by definition that the \( \sigma \)-field generated by \( \tilde{g}_l \) is a subset of \( A_{(l,l)} \), i.e. \( \sigma(\tilde{g}_l) \subset A_{(l,l)} \). Using Lemma 5.1 in [31], there exists a random vector \( g_l \), with the same law as \( \tilde{g}_l \), independent of \( A_{(0,l-1)} \), such that \( \mathbb{P}[g_l \neq \tilde{g}_l] \leq \beta_X(a_n, \Delta) \). Furthermore \( g_l \) is measurable with respect to the \( \sigma \)-field generated by \( A_{(0,l)} \) and \( U_l \). Therefore, for any \( l \), \( g_l \) is independent of \( (g_{0,k})^{l-1}_{k=0} \), since for \( l_1, l_2 \) with \( l_1 < l_2 \), \( g_{l_2} \) is independent of the \( \sigma \)-field generated by \( A_{(0,l_1)} \) and \( U_{l_1} \). This completes the proof of the first claim. We can similarly prove the second claim.

Define
\[
g_{s,t} := g_{s',t}, \quad g'_{s,t} := g'_{s',t},
\]
\[
\tilde{g}_{s,t} := \tilde{g}_{s',t} = \sum_{k \in H_l} ((f_{s'} - f_0)(X_k\Delta))^2,
\]
\[
\tilde{g}'_{s,t} := \tilde{g}'_{s',t} = \sum_{k \in H_l} ((f_{s'} - f_0)(X_k'^\Delta))^2,
\]
where \( g_{s,t} \) and \( g'_{s,t} \) denote the \( j \)-th components of \( g_l \) and \( g'_l \), respectively.

Lemma 4.3. For all \( l = 0, 1, \ldots, \mu_n - 1 \),
\[
|\mathbb{E}[g_{s,t}] - \mathbb{E}[\tilde{g}_{s,t}]| \leq 4F^2 a_n \beta_X(a_n, \Delta),
\]
\[
|\mathbb{E}[g'_{s,t}] - \mathbb{E}[\tilde{g}'_{s,t}]| \leq 4F^2 a_n \beta_X(a_n, \Delta).
\]

Proof. By definition we have \( |\tilde{g}_{s,t}| \leq 4F^2 a_n \) for all \( j \). Since \( g_l \) has the same law as \( \tilde{g}_l \), we also have \( |g_{s,t}| \leq 4F^2 a_n \) a.s. for all \( j \). Consequently,
\[
|\mathbb{E}[g_{s,t}] - \mathbb{E}[\tilde{g}_{s,t}]| \leq \mathbb{E} \left| [g_{s,t} - \tilde{g}_{s,t}] 1_{\{g_{s,t} \neq \tilde{g}_{s,t}\}} \right| \leq 4F^2 a_n \mathbb{P}[g_{s,t} \neq \tilde{g}_{s,t}]
\]
\[
\leq 4F^2 a_n \mathbb{P}[g_l \neq \tilde{g}_l] \leq 4F^2 a_n \beta_X(a_n, \Delta).
\]
Hence we obtain the first inequality. We can similarly prove the second one.

4.1.2 Step 2: Bernstein’s inequality
For \( j = 1, \ldots, N_n \), define
\[
r_j := \left( \frac{4F^2 a_n \log N_n}{\mu_n} \sqrt{\frac{1}{\mu_n} \sum_{l=0}^{\mu_n - 1} \mathbb{E}[g'_{l,j}]} \right)^{1/2},
\]
\[
B_j := \frac{\sum_{l=0}^{\mu_n - 1} (g'_{l,j} - g_{l,j})}{2Fr_j}.
\]
Then we set
\[ r^* := r_j^* = \left( \frac{4F^2a_n \log N_n}{\mu_n} \right)^{1/2} \cdot \frac{1}{\mu_n} \sum_{l=0}^{\mu_n-1} E \left[ g_{*,t} \mid \{X_i\}_{t \geq 0} \right] \]
and
\[ B := \max_{1 \leq j \leq N_n} B_j. \]

**Lemma 4.4.** If \( \log N_n \geq 7.4 \),

\[ E[B] \leq 3 \sqrt{a_n \mu_n \log N_n}, \quad \text{and} \quad E[B^2] \leq 12 a_n \mu_n \log N_n. \]

**Proof.** Define \( \gamma := 1 + 2^{1/3} \) and \( \alpha = \alpha_n := \gamma a_n \mu_n \log N_n \). Note that \( \gamma \) solves the equation \( 3\gamma^2 - 2\gamma - 12 = 0 \). For all \( j, l \), we have by construction

\[ \left| g_{*,t} - g_{j,l} \right|_{2Fr_j} \leq \frac{(2F)^2 a_n}{2F} \frac{\log N_n}{\mu_n} \frac{a_n \mu_n}{\log N_n} \]

and

\[ \text{Var} \left( \frac{g_{*,t} - g_{j,l}}{2Fr_j} \right) \leq (2Fr_j)^{-2} \cdot 2E \left[ (g_{*,t}^{'})^2 \right] \]
\[ \leq \frac{2 \cdot 4F^2 a_n \mu_n}{2F} \frac{1}{\mu_n} \sum_{l=0}^{\mu_n-1} \frac{E \left[ g_{*,t}^{'}, \{X_i\}_{t \geq 0} \right]}{E \left[ g_{j,l}^{'}, \{X_i\}_{t \geq 0} \right]} \]
\[ = 2a_n \mu_n \log N_n \frac{\gamma a_n \mu_n \log N_n + 2a_n \mu_n}{\gamma a_n \mu_n \log N_n + 2a_n \mu_n} \cdot \frac{\log N_n}{\alpha t} \]

Hence

\[ \frac{\mu_n-1}{\mu_n} \sum_{l=0}^{\mu_n-1} \frac{E \left[ g_{*,t}^{'}, \{X_i\}_{t \geq 0} \right]}{E \left[ g_{j,l}^{'}, \{X_i\}_{t \geq 0} \right]} \leq 2a_n \mu_n. \]

Using Bernstein’s inequality (cf. Lemma 2.2.9 in [45]), we have for all \( t \geq \alpha \)

\[ P[B_j \geq t] \leq 2 \exp \left( -\frac{t^2}{\frac{1}{3} \left( \frac{a_n \mu_n \log N_n \gamma a_n \mu_n \log N_n}{\log N_n} + 2a_n \mu_n \right)} \right) \]
\[ \leq 2 \exp \left( -\frac{3\gamma^2 \log N_n}{2\gamma + 12} \right) \]
\[ = 2 \exp \left( -\frac{\log N_n}{\alpha t} \right). \]

Thus, a union bound argument yields

\[ P[B \geq t] \leq \sum_j P[B_j \geq t] \leq \sum_j 2 \exp \left( -\frac{\log N_n}{\alpha t} \right) \]
\[ = 2N_n \exp \left( -\frac{\log N_n}{\alpha t} \right). \]

We therefore find

\[ E[B] = \int_0^\infty P[B \geq t] \, dt \]
This completes the proof.

\[ \mathbb{E} [B^2] = 2 \int_0^\infty t \mathbb{P} |B(t)| \, dt \]

Lemma 4.5.

\[ \mathbb{E} \sum_{l=0}^{\mu_n-1} g_{*,l} \leq (1 + \varepsilon) \mathbb{E} \sum_{l=0}^{\mu_n-1} g_{*,l} + \frac{24(1 + \varepsilon)^2}{\varepsilon} F^2 a_n \log \mathcal{N}_n. \]

Proof. By definition we have

\[ \left| \mathbb{E} \sum_{l=0}^{\mu_n-1} g_{*,l} - \mathbb{E} \sum_{l=0}^{\mu_n-1} g_{*,l} \right| \leq \mathbb{E} \left( \sum_{l=0}^{\mu_n-1} \left| g_{*,l} - g_{*,l} \right| \right) \leq 2FE [r^* B]. \]

Using the Schwarz inequality, we obtain

\[ \mathbb{E} [r^* B] \leq \left( \frac{1}{\mu_n} \sum_{l=0}^{\mu_n-1} \mathbb{E} \left| g_{*,l} | (X_l)_{l=0} \right| \right)^{1/2} \leq \frac{2F^2 a_n \log \mathcal{N}_n}{\mu_n} \mathbb{E} [B]. \]

Consequently,

\[ \left| \mathbb{E} \sum_{l=0}^{\mu_n-1} g_{*,l} - \mathbb{E} \sum_{l=0}^{\mu_n-1} g_{*,l} \right| \leq 2 \mathbb{E} \left( \sum_{l=0}^{\mu_n-1} g_{*,l} \right)^{1/2} \left( \frac{F^2 \mathbb{E} [B^2]}{\mu_n} \right)^{1/2} + 4F^2 \frac{a_n \log \mathcal{N}_n}{\mu_n} \mathbb{E} [B]. \]

Hence, using Eq.(C.4) of [33], we find

\[ \mathbb{E} \sum_{l=0}^{\mu_n-1} g_{*,l} \leq (1 + \varepsilon) \mathbb{E} \sum_{l=0}^{\mu_n-1} g_{*,l} \]
\[
(1 + \varepsilon) \cdot 4F^2 \frac{\sigma_{\eta} \log \mathcal{N}_n}{\mu_n} \mathbb{E} \left[ \frac{1}{\varepsilon} \right] + \frac{(1 + \varepsilon)^2}{\mu_n} F^2 \mathbb{E} \left[ B^2 \right] \leq (1 + \varepsilon) \mathbb{E} \left[ \mu_{n-1} \sum_{l=0} \hat{g}_{*,l} \right] + \frac{24(1 + \varepsilon)^2}{\varepsilon} F^2 a_n \log \mathcal{N}_n,
\]
where the last inequality follows from Lemma 4.4 and \(1 \leq (1 + \varepsilon)/\varepsilon\). □

### 4.1.3 Step 3: Conclusion

Using Lemmas 4.3 and 4.5, we deduce

\[
\mathbb{E} \left[ \mu_{n-1} \sum_{l=0} \hat{g}_{*,l} \right] \leq \mathbb{E} \left[ \mu_{n-1} \sum_{l=0} \hat{g}_{*,l}^* \right] + 4F^2 a_n \mu_n \beta_X (a_n \Delta)
\]

\[
\leq (1 + \varepsilon) \mathbb{E} \left[ \mu_{n-1} \sum_{l=0} \hat{g}_{*,l} \right] + \frac{24(1 + \varepsilon)^2}{\varepsilon} F^2 a_n \log \mathcal{N}_n + 4F^2 a_n \mu_n \beta_X (a_n \Delta)
\]

\[
\leq (1 + \varepsilon) \mathbb{E} \left[ \mu_{n-1} \sum_{l=0} \hat{g}_{*,l} \right] + \frac{24(1 + \varepsilon)^2}{\varepsilon} F^2 a_n \log \mathcal{N}_n + (2 + \varepsilon) \cdot 4F^2 a_n \mu_n \beta_X (a_n \Delta).
\]

Additionally, we define

\[
\hat{g}_{2*,l} := \sum_{k \in H_{2,l}} ((f_{j*} - f_0)(X_k \Delta))^2,
\]

\[
\hat{g}_{2*,l}^* := \sum_{k \in H_{2,l}} ((f_{j*} - f_0)(X_k')^2,
\]

and then we find in a similar way,

\[
\mathbb{E} \left[ \mu_{n-1} \sum_{l=0} \hat{g}_{2*,l} \right] \leq (1 + \varepsilon) \mathbb{E} \left[ \mu_{n-1} \sum_{l=0} \hat{g}_{2*,l}^* \right] + \frac{24(1 + \varepsilon)^2}{\varepsilon} F^2 a_n \log \mathcal{N}_n + (2 + \varepsilon) \cdot 4F^2 a_n \mu_n \beta_X (a_n \Delta).
\]

Now, note that

\[
\mathcal{R}_n(f_{j*}, f_0) = \frac{1}{n} \mathbb{E} \left[ \sum_{l=0}^{\mu_{n-1}} \hat{g}_{*,l} + \sum_{l=0}^{\mu_{n-1}} \hat{g}_{2*,l} + \sum_{k=2a_n \mu_n}^{n-1} ((f_{j*} - f_0)(X_k')^2),
\]

\[
\mathcal{R}_n(f_{j*}, f_0) = \frac{1}{n} \mathbb{E} \left[ \sum_{l=0}^{\mu_{n-1}} \hat{g}_{*,l} + \sum_{l=0}^{\mu_{n-1}} \hat{g}_{2*,l} + \sum_{k=2a_n \mu_n}^{n-1} ((f_{j*} - f_0)(X_k')^2).
\]

To evaluate remaining terms with indices \(k \in \{2a_n \mu_n, \ldots, n - 1\}\), we use the following inequality:

\[
|((f_{j*} - f_0)(X_k \Delta))^2 - ((f_{j*} - f_0)(X_k')^2 | \leq 4F^2.
\]
Finally, we use the following inequalities:
\[
\begin{align*}
|R_n(\hat{f}, f_0) - R_n(f_j^*, f_0)| &\leq 4F\delta, \\
|R_n(\hat{f}, f_0) - \hat{R}_n(f_j^*, f_0)| &\leq 4F\delta.
\end{align*}
\]
Combining all the equations above, we obtain the desired result.

4.2 Proof of Lemma 4.2
As in the previous subsection, we can take a \(\delta\)-net \(\{f_1, \ldots, f_{N_n}\}\) of \(\mathcal{F}\) with respect to \(\|\cdot\|_\infty\), and there is a random variable \(j^*\) such that \(|\hat{f}_n - f_j^*| \leq \delta\).

For \(k = 0, 1, \ldots, n - 1\), define
\[
I_{k\Delta} := \frac{1}{\Delta} \int_{k\Delta}^{(k+1)\Delta} (\dot{b}^i(X_s) - \dot{b}^i(X_{k\Delta})) ds,
\]
\[
Z_{k\Delta}^i := \frac{1}{\Delta} \int_{k\Delta}^{(k+1)\Delta} \Sigma^i(X_{k\Delta}) dw_s,
\]
\[
Z_{k\Delta}^{ii} := \frac{1}{\Delta} \int_{k\Delta}^{(k+1)\Delta} (\Sigma^i(X_s) - \Sigma^i(X_{k\Delta})) dw_s,
\]
where \(\Sigma^i := (\Sigma_{i1}, \ldots, \Sigma_{id})\), and define \(Z_{k\Delta} = Z_{k\Delta}^i + Z_{k\Delta}^{ii}\). Then, \(Y_{k\Delta}\) is decomposed as
\[
Y_{k\Delta} = \dot{b}(X_{k\Delta}) + I_{k\Delta} + Z_{k\Delta},
\]
where \(Y_{k\Delta}\) is defined in Section 2.3. We follow similar arguments as in Parts (II) and (III) of the proof of [33, Lemma 4], but there are several differences. We begin by an auxiliary result.

Lemma 4.6. Define \(A_t := \{X_t \in [0, 1]^d\}\) for every \(t \geq 0\). Let \(C_{\text{Lip}} := 4 \left( C_b^2 + C^2 \right) e^{4(C_b^2 + C^2)}\). For any \(k \in \{0, \ldots, n - 1\}\) and \(s \in [k\Delta, (k+1)\Delta]\),
\[
E \left[ |X_s - X_{k\Delta}|^2 \mathbb{1}_{A_{k\Delta}} \right] \leq C_{\text{Lip}}(s - k\Delta).
\]

Proof. Using the Itô isometry,
\[
E \left[ |X_s - X_{k\Delta}|^2 \mathbb{1}_{A_{k\Delta}} \right] = E \left[ \sum_{i=1}^d \left( \int_{k\Delta}^s \dot{b}^i(X_u) du + \int_{k\Delta}^s \Sigma^i(X_u) dw_u \right)^2 \mathbb{1}_{A_{k\Delta}} \right]
\leq 2E \left[ \sum_{i=1}^d \left( \int_{k\Delta}^s \dot{b}^i(X_u) \mathbb{1}_{A_{k\Delta}} du \right)^2 + \sum_{i=1}^d \int_{k\Delta}^s \Sigma^i(X_u) \Sigma^i(X_u)^T \mathbb{1}_{A_{k\Delta}} du \right]
\leq 2E \left[ \int_{k\Delta}^s \sum_{i=1}^d \left( (\dot{b}^i(X_u))^2 + \Sigma^i(X_u) \Sigma^i(X_u)^T \right) \mathbb{1}_{A_{k\Delta}} du \right],
\]
where the last inequality follows from the Schwarz inequality and \(s - k\Delta \leq 1\). Additionally, for any \(u \in [k\Delta, (k+1)\Delta]\),
\[
(\dot{b}^i(X_u))^2 = (\dot{b}(X_{k\Delta}) + (\dot{b}(X_u) - \dot{b}(X_{k\Delta})))^2
\]
\[
\begin{align*}
\leq 2 \left( \dot{b}(X_{1\Delta}) \right)^2 + 2 \left( \dot{b}(X_u) - \dot{b}(X_{1\Delta}) \right)^2 \\
\end{align*}
\]

and
\[
\begin{align*}
\Sigma^i(X_u) \Sigma^j(X_u)^\top &= \sum_j \left( \Sigma^{ij}(X_{1\Delta}) + (\Sigma^{ij}(X_u) - \Sigma^{ij}(X_{1\Delta})) \right)^2 \\
&\leq 2 \sum_j \left( \Sigma^{ij}(X_{1\Delta}) \right)^2 + 2 \sum_j \left( \Sigma^{ij}(X_u) - \Sigma^{ij}(X_{1\Delta}) \right)^2.
\end{align*}
\]

Using these inequalities and Assumption 2.1, we conclude
\[
\begin{align*}
&\mathbb{E} \left[ |X_s - X_{k\Delta}|^2 \mathbbm{1}_{A_{k\Delta}} \right] \\
&\leq 4 \mathbb{E} \left[ \int_{k\Delta}^{s} C_b^2 + C_b^2 + (C_b^2 + C_b^2) |X_u - X_{k\Delta}|^2 \mathbbm{1}_{A_{k\Delta}} du \right] \\
&= 4 \left( C_b^2 + C_b^2 \right) (s - k\Delta) + 4 \left( C_b^2 + C_b^2 \right) \int_{k\Delta}^{s} \mathbb{E} \left[ |X_u - X_{k\Delta}|^2 \mathbbm{1}_{A_{k\Delta}} \right] du.
\end{align*}
\]

Therefore, we obtain the desired result using Gronwall’s inequality and Assumption 2.3.

The above lemma yields the following estimates for \(I_{k\Delta}\) and \(Z_{k\Delta}^{''}\):

**Corollary 4.1.** \(\mathbb{E} \left[ I_{k\Delta}^2 \mathbbm{1}_{A_{k\Delta}} \right] \leq \frac{1}{2} C_{\text{Lip}}^2 \) for any \( k \in \{0, \ldots, n - 1\} \).

**Proof.** Using the Schwarz inequality and Assumption 2.1,
\[
\begin{align*}
\mathbb{E} \left[ I_{k\Delta}^2 \mathbbm{1}_{A_{k\Delta}} \right] &\leq \mathbb{E} \left[ \frac{1}{\Delta} \int_{k\Delta}^{(k+1)\Delta} \left( \dot{b}(X_s) - \dot{b}(X_{k\Delta}) \right)^2 \mathbbm{1}_{A_{k\Delta}} ds \right] \\
&= \frac{1}{\Delta} \int_{k\Delta}^{(k+1)\Delta} \mathbb{E} \left[ \left( \dot{b}(X_s) - \dot{b}(X_{k\Delta}) \right)^2 \mathbbm{1}_{A_{k\Delta}} \right] ds \\
&\leq \frac{1}{\Delta} C_b^2 \int_{k\Delta}^{(k+1)\Delta} \mathbb{E} \left[ |X_s - X_{k\Delta}|^2 \mathbbm{1}_{A_{k\Delta}} \right] ds.
\end{align*}
\]

Lemma 4.6 yields the desired bound.

**Corollary 4.2.** \(\mathbb{E} \left[ Z_{k\Delta}^{''2} \mathbbm{1}_{A_{k\Delta}} \right] \leq \frac{1}{2} C_{\text{Lip}}^2 \) for any \( k \in \{0, \ldots, n - 1\} \).

**Proof.** Using the Itô isometry and Assumption 2.1,
\[
\begin{align*}
\mathbb{E} \left[ Z_{k\Delta}^{''2} \mathbbm{1}_{A_{k\Delta}} \right] \\
&= \mathbb{E} \left[ \frac{1}{\Delta^2} \int_{k\Delta}^{(k+1)\Delta} \left( \Sigma'(X_s) - \Sigma'(X_{k\Delta}) \right) \left( \Sigma'(X_s) - \Sigma'(X_{k\Delta}) \right)^\top \mathbbm{1}_{A_{k\Delta}} ds \right] \\
&= \frac{1}{\Delta^2} \int_{k\Delta}^{(k+1)\Delta} \mathbb{E} \left[ \left( \Sigma'(X_s) - \Sigma'(X_{k\Delta}) \right) \left( \Sigma'(X_s) - \Sigma'(X_{k\Delta}) \right)^\top \mathbbm{1}_{A_{k\Delta}} \right] ds \\
&\leq \frac{1}{\Delta^2} C_{\text{Lip}}^2 \int_{k\Delta}^{(k+1)\Delta} \mathbb{E} \left[ |X_s - X_{k\Delta}|^2 \mathbbm{1}_{A_{k\Delta}} \right] ds.
\end{align*}
\]

Lemma 4.6 yields the desired bound.
Note that Corollaries 4.1 and 4.2 particularly imply the square-integrability of $I_{k\Delta} \mathbb{1}_{A_{k\Delta}}$ and $Z_{k\Delta} \mathbb{1}_{A_{k\Delta}}$.

Next we consider the following decomposition of $\hat{R}_n(\hat{f}_n, f_0)$:

**Lemma 4.7.** For any non-random $\hat{f} \in \mathcal{F}$,

$$\hat{R}_n(\hat{f}_n, f_0) = \Psi_n(\hat{f}_n, \hat{f}) + \hat{R}_n(\hat{f}, f_0) + 2\mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} (\hat{f}_n - \hat{f})(X_{k\Delta})I_{k\Delta} \right] + 2\mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} (\hat{f}_n - f_0)(X_{k\Delta})Z_{k\Delta} \right], \quad (4.2)$$

where $\Psi_n(\hat{f}_n, \hat{f}) := \mathbb{E} \left[ Q_n(\hat{f}_n) - Q_n(\hat{f}) \right]$.

**Proof.** A straightforward computation shows

$$(Y_{k\Delta})^2 - (f_0(X_{k\Delta}))^2 = (Y_{k\Delta} - \hat{f}_n(X_{k\Delta}))^2 - (\hat{f}_n - f_0)(X_{k\Delta}))^2 + 2\hat{f}_n(X_{k\Delta})(Y_{k\Delta} - f_0(X_{k\Delta})).$$

Since $\text{supp}(\hat{f}_n) \subset [0, 1]^d$ by assumption, we have

$$\hat{f}_n(X_{k\Delta})(Y_{k\Delta} - f_0(X_{k\Delta})) = \hat{f}_n(X_{k\Delta})(Y_{k\Delta} - \hat{f}(X_{k\Delta})) = \hat{f}_n(X_{k\Delta})(I_{k\Delta} + Z_{k\Delta}).$$

In a similar way, we deduce

$$(Y_{k\Delta})^2 - (f_0(X_{k\Delta}))^2 = (Y_{k\Delta} - \hat{f}(X_{k\Delta}))^2 - ((\hat{f} - f_0)(X_{k\Delta}))^2 + 2\hat{f}(X_{k\Delta})(I_{k\Delta} + Z_{k\Delta}).$$

Moreover, since $(Z_{k\Delta} \mathbb{1}_{A_{k\Delta}})_{k=0}^{n-1}$ is a sequence of martingale differences,

$$\mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} \hat{f}(X_{k\Delta})Z_{k\Delta} \right] = \mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} f_0(X_{k\Delta})Z_{k\Delta} \right] = 0.$$

We obtain (4.2) by combining these identities. \hfill $\Box$

We proceed to bound the quantities on the right hand side of (4.2). We bound the term involving $I_{k\Delta}$ by the following lemma.

**Lemma 4.8.** Let $C_I := \frac{1}{2} C_{b, Lip}^2$. For any $\varepsilon > 0$,

$$\mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} (\hat{f}_n - \hat{f})(X_{k\Delta})I_{k\Delta} \right] \leq \frac{\varepsilon}{4} \hat{R}_n(\hat{f}_n, f_0) + \frac{\varepsilon}{2} \hat{R}_n(\hat{f}, f_0) + \frac{3C_I}{2\varepsilon} \Delta.$$

**Proof.** For $(f, c) \in \{(\hat{f}_n, \varepsilon/2), (\hat{f}, \varepsilon)\}$, we have by the AM-GM inequality and Corollary 4.1

$$\mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} (f - f_0)(X_{k\Delta})I_{k\Delta} \right]$$
\[
\begin{align*}
\leq & \mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} \frac{1}{2} \left( c ((f - f_0)(X_k\Delta))^2 + c^{-1}I^2_{k\Delta} \mathbf{A}_{k\Delta} \right) \right] \\
\leq & \frac{c}{2} \mathcal{R}_n(f, f_0) + \frac{C_I}{2c} \Delta.
\end{align*}
\]

Combining this with the decomposition \( \hat{f}_n - \bar{f} = (\hat{f}_n - f_0) - (\bar{f} - f_0) \) and the triangle inequality, we obtain the desired result.

To bound the term involving \( Z_{k\Delta} \), we first consider the quantity obtained by replacing \( \hat{f}_n \) with \( f_{j*} \). The following result plays a key role to bound this quantity.

**Lemma 4.9.** Let \( M = (M_t)_{t \geq 0} \) be a continuous local martingale. Then, for any \( T, y > 0 \),

\[
\mathbb{E} \left[ \frac{y}{\sqrt{\langle M \rangle_T}} \exp \left\{ \frac{M^2_T}{2(\langle M \rangle_T + y^2)} \right\} \right] \leq 1.
\]

Moreover, if \( \mathbb{E}[\sqrt{\langle M \rangle_T}] > 0 \), then

\[
\mathbb{E} \left[ \exp \left\{ \frac{M^2_T}{4(\langle M \rangle_T + (\mathbb{E}[\sqrt{\langle M \rangle_T}])^2)} \right\} \right] \leq \sqrt{2}.
\]

**Proof.** This is a consequence of Lemma 1.2 and Theorem 2.1 in [10].

**Lemma 4.10.**

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} (f_{j*} - f_0)(X_k\Delta)Z_{k\Delta} \right] \leq \left( \frac{AC^2}{n\Delta} \left( 2 \log N_n + \log 2 \right) \right)^{1/2} \left( \mathcal{R}_n(\hat{f}_n, f_0) + 4F\delta + \frac{2F^2C^2_{\text{Lip}}}{c_E} \right)^{1/2}.
\]

**Proof.** For any (possibly random) \( f \in \mathcal{F} \), define processes \( \hat{M}(f) = (\hat{M}(f)_s)_{s \geq 0} \) and \( \hat{A}(f) = (\hat{A}(f)_s)_{s \geq 0} \) by

\[
\begin{align*}
\hat{M}(f)_s := & \sum_{k=0}^{s \land (k+1)\Delta} (f - f_0)(X_k\Delta) \int_{s \land (k\Delta)}^{s \land ((k+1)\Delta)} \Sigma^2(X_u)dw_u, \\
\hat{A}(f)_s := & \sum_{k=0}^{s \land (k+1)\Delta} ((f - f_0)(X_k\Delta))^2 \int_{s \land (k\Delta)}^{s \land ((k+1)\Delta)} |\Sigma^2(X_u)|^2 du.
\end{align*}
\]

Note that

\[
\hat{M}(f)_{n\Delta} = n\Delta \cdot \frac{1}{n} \sum_{k=0}^{n-1} (f - f_0)(X_k\Delta)Z_{k\Delta}.
\]

Next, take \( \varepsilon > 0 \) arbitrarily and set \( D := \mathbb{E}[\hat{A}(f_{j*})_{n\Delta}] + \varepsilon \). Then we define

\[
\xi_j := \frac{\hat{M}(f_{j*})_{n\Delta}}{2\sqrt{\hat{A}(f_{j*})_{n\Delta} + D}}, \quad j = 1, \ldots, N_n.
\]
For every $j$, $f_j$ is non-random and thus $\hat{M}(f_j)$ is a continuous local martingale with $\langle \hat{M}(f_j) \rangle = \hat{A}(f_j)$. Hence, Lemma 4.9 yields

$$\mathbb{E} \left[ \frac{\sqrt{D}}{\sqrt{\hat{A}(f_j)_{n\Delta} + D}} \exp \left( 2\xi_j^2 \right) \right] \leq 1.$$ 

Meanwhile, we have by the Schwarz inequality

$$\mathbb{E} \left[ \exp(\xi_j^2) \right] \leq \sqrt{\mathbb{E} \left[ \frac{\sqrt{D}}{\sqrt{\hat{A}(f_j^*)_{n\Delta} + D}} \exp \left( 2\xi_j^2 \right) \right]} \cdot \sqrt{\mathbb{E} \left[ \frac{\sqrt{D}}{\sqrt{\hat{A}(f_j_{n\Delta})_{\Delta} + D}} \right]}.$$ 

Since

$$\mathbb{E} \left[ \frac{\sqrt{D}}{\sqrt{\hat{A}(f_j^*)_{n\Delta} + D}} \exp \left( 2\xi_j^2 \right) \right] \leq \mathbb{E} \left[ \max_{1 \leq j \leq N_n} \frac{\sqrt{D}}{\sqrt{\hat{A}(f_j)_{n\Delta} + D}} \exp \left( 2\xi_j^2 \right) \right] \leq N_n,$$

and

$$\mathbb{E} \left[ \frac{\sqrt{D}}{\sqrt{\hat{A}(f_j^*)_{n\Delta} + D}} \right] \leq \sqrt{\mathbb{E} \left[ \hat{A}(f_j_{n\Delta})_{\Delta} + D \right]} \leq \sqrt{2},$$

we obtain

$$\mathbb{E} \left[ \exp(\xi_j^2) \right] \leq 2^{1/4} \sqrt{N_n}.$$ 

Hence, the Jensen inequality yields

$$\mathbb{E} \left[ \xi_j^2 \right] \leq \log \mathbb{E} \left[ \exp(\xi_j^2) \right] \leq \frac{1}{4} \log 2 + \frac{1}{2} \log N_n.$$ 

Furthermore,

$$\mathbb{E} \left[ \hat{A}(f_j^*)_{n\Delta} \right] \leq 2C^2_\Sigma n \Delta R_n(f_{j^*}, f_0) + 8F^2 \Delta^2 \sum_{k=0}^{n-1} \mathbb{E} \left[ Z^\delta_k \right],$$

$$\leq 2C^2_\Sigma n \Delta \left( R_n(f_{j^*}, f_0) + 4F \delta \right) + 4F^2 C^2_\Sigma C_{\text{Lip}} n \Delta^2,$$

where the first inequality follows from Assumption 2.1 and $\left| \Sigma^i(X_u) \right|^2 \leq 2 \left| \Sigma^i(X_{k\Delta}) \right|^2 + 2 \left| \Sigma^i(X_u) - \Sigma^i(X_{k\Delta}) \right|^2$, and the last inequality follows from Corollary 4.2. Combining these bounds with the Schwarz inequality, we deduce

$$\mathbb{E} \left[ \frac{1}{n\Delta} \hat{M}(f_{j^*})_{n\Delta} \right] = \frac{2}{n\Delta} \mathbb{E} \left[ |\xi_j^*| \left( \hat{A}(f_{j^*})_{n\Delta} + D \right)^{1/2} \right]$$

$$\leq \frac{2}{n\Delta} \sqrt{\mathbb{E} \left[ \xi_j^* \right]} \left( 2 \mathbb{E} \left[ \hat{A}(f_{j^*})_{n\Delta} \right] + \varepsilon \right)$$

$$\leq \sqrt{\frac{\log 2 + 2 \log N_n}{(n\Delta)^2}} \left( 4C^2_\Sigma n \Delta \left( R_n(f_{j^*}, f_0) + 4F \delta \right) + 8F^2 C^2_\Sigma C_{\text{Lip}} n \Delta^2 + \varepsilon \right).$$

Letting $\varepsilon$ tend to 0, we obtain the desired result. \(\square\)
Next we evaluate the approximation error induced by replacing \( \hat{f}_n \) with \( f_j \).

**Lemma 4.11.**

\[
E \left[ \left| \frac{1}{n} \sum_{k=0}^{n-1} (\hat{f}_n - f_j)(X_{k\Delta}) Z''_{k\Delta} \right| \right] \leq \delta \sqrt{\frac{1}{2} C_{\Sigma}^2 C_{\text{Lip}}}.
\]

**Proof.** We have

\[
E \left[ \left| \frac{1}{n} \sum_{k=0}^{n-1} (\hat{f}_n - f_j)(X_{k\Delta}) Z''_{k\Delta} \right| \right] \leq \frac{1}{n} \sum_{k=0}^{n-1} E \left[ \left| (\hat{f}_n - f_j)(X_{k\Delta}) \right| Z''_{k\Delta} \mathbb{1}_{A_{k\Delta}} \right].
\]

Therefore, we obtain the desired result using \( \| f_n - f_j \|_\infty \leq \delta \) and Corollary 4.2 with \( E \| Z''_{k\Delta} \|_{A_{k\Delta}}^2 \leq E \| Z''_{k\Delta} \|_{A_{k\Delta}}^2 \).

**Lemma 4.12.** There exists a constant \( C_Z \) depending only on \( C_{\Sigma} \) such that

\[
E \left[ \left| \frac{1}{n} \sum_{k=0}^{n-1} (\hat{f}_n - f_j)(X_{k\Delta}) Z''_{k\Delta} \right| \right] \leq \frac{C_Z}{\sqrt{n\Delta}} \int_0^1 \sqrt{\log N(u, \mathcal{F}, \| \cdot \|_\infty)} du.
\]

**Proof.** For non-random \( f, g \in \mathcal{F} \), we consider the following processes:

\[
\tilde{M}(f, g)_s := \frac{1}{2C_{\Sigma}\sqrt{n\Delta}} \sum_{k=0}^{n-1} (f - g)(X_{k\Delta}) \int_{s\wedge(k\Delta)}^{s\wedge((k+1)\Delta)} \Sigma^i(X_{k\Delta}) dw_u,
\]

\[
\tilde{A}(f, g)_s := \frac{1}{4C_{\Sigma}^2 n\Delta} \sum_{k=0}^{n-1} ((f - g)(X_{k\Delta}))^2 \int_{s\wedge(k\Delta)}^{s\wedge((k+1)\Delta)} |\Sigma^i(X_{k\Delta})|^2 du.
\]

Then, \( \tilde{M}(f, g)_s \) is a continuous local martingale and \( \tilde{A}(f, g)_s \) gives its quadratic variation. Therefore, if \( E[\tilde{A}(f, g)_{n\Delta}] > 0 \), Lemma 4.9 along with the inequality \( (E[\tilde{A}(f, g)_{n\Delta}])^2 \leq E[\tilde{A}(f, g)_{n\Delta}] \) imply that

\[
E \left[ \exp \left( \frac{\tilde{M}(f, g)_{n\Delta}^2}{4 \left( \tilde{A}(f, g)_{n\Delta} + E[\tilde{A}(f, g)_{n\Delta}] \right)} \right) \right] \leq \sqrt{2}.
\]

Thus, for any \( x > 0 \),

\[
P \left[ \left| \tilde{M}(f, g)_{n\Delta} \right| \geq x \right] \leq P \left[ \exp \left( \frac{\tilde{M}(f, g)_{n\Delta}^2}{4 \left( \tilde{A}(f, g)_{n\Delta} + E[\tilde{A}(f, g)_{n\Delta}] \right)} \right) \geq \exp \left( \frac{x^2}{2 \| f - g \|_\infty^2} \right) \right] \leq \exp \left( -\frac{x^2}{2 \| f - g \|_\infty^2} \right) E \left[ \exp \left( \frac{\tilde{M}(f, g)_{n\Delta}^2}{4 \left( \tilde{A}(f, g)_{n\Delta} + E[\tilde{A}(f, g)_{n\Delta}] \right)} \right) \right] \leq 2 \exp \left( -\frac{x^2}{2 \| f - g \|_\infty^2} \right),
\]
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where we used $\tilde{A}(f,g)_{n\Delta} \leq \frac{1}{2} \|f - g\|_{\infty}^2$ for the first inequality. When $\mathbb{E}[\tilde{A}(f,g)_{n\Delta}] = 0$, then $\tilde{M}(f,g)_{n\Delta} = 0$ and hence the above inequality is evident. Now, for each $f \in \mathcal{F}$, define

$$\tilde{Z}'(f) := \frac{1}{2C\Sigma \sqrt{n\Delta}} \sum_{k=0}^{n-1} f(X_{k\Delta}) \int_{k\Delta}^{(k+1)\Delta} \Sigma^j(X_{k\Delta}) dw_u.$$  

Then we have $\tilde{Z}'(f) - \tilde{Z}'(g) = \tilde{M}(f,g)_{n\Delta}$ for any $f,g \in \mathcal{F}$, so the process $(\tilde{Z}'(f))_{f \in \mathcal{F}}$ is sub-Gaussian with respect to $\|\cdot\|_\infty$ (cf. Section 2.1.3 of [45]). Hence, Corollary 2.2.8 in [45] yields

$$\mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} (f_n - f_j)(X_{k\Delta}) Z_{k\Delta}' \right] \leq \frac{2C\Sigma}{\sqrt{n\Delta}} \mathbb{E} \left[ \sup_{\|f-g\|_\infty \leq \delta} \left| \tilde{Z}'(f) - \tilde{Z}'(g) \right| \right] \leq \frac{2C\Sigma K}{\sqrt{n\Delta}} \int_0^\delta \sqrt{\log N(u, \mathcal{F}, \|\|_\infty)} du,$$

where $K > 0$ is a universal constant.

We are now ready to prove Lemma 4.2.

**Proof of Lemma 4.2.** We have by Lemma 4.10 and the AM-GM inequality

$$\mathbb{E} \left[ \frac{1}{n} \sum_{k=0}^{n-1} (f_n - f_0)(X_{k\Delta}) Z_{k\Delta}' \right] \leq \frac{\varepsilon}{4} \hat{R}_n(\bar{f}_n, f_0) + \gamma_\varepsilon,$$

where

$$\gamma_\varepsilon = \frac{\varepsilon}{4} F^\delta + \frac{\varepsilon F^2 C^2 \Sigma}{2C\Sigma} \Delta + \frac{4C\Sigma}{\varepsilon n\Delta} (2 \log N_n + \log 2).$$

Combining this with Lemmas 4.7, 4.8 and 4.10–4.12, we obtain for any $\bar{f} \in \mathcal{F}$

$$\hat{R}_n(\bar{f}_n, f_0) \leq \Psi_n^\varepsilon(\bar{f}_n) + \hat{R}_n(\bar{f}, f_0) + \frac{\varepsilon}{2} \hat{R}_n(\bar{f}_n, f_0) + \varepsilon \hat{R}_n(f, f_0) + \frac{3\varepsilon}{\varepsilon} C\Sigma F^2 \Delta + \sqrt{2C\Sigma^2 C_{\text{Lip}} \delta}$$

$$+ \frac{2C\Sigma}{\sqrt{n\Delta}} \int_0^\delta \sqrt{\log N(u, \mathcal{F}, \|\|_\infty)} du + \hat{R}_n(\bar{f}_n, f_0) + 2\gamma_\varepsilon.$$

Therefore, noting $\hat{R}_n(\bar{f}, f_0) = R_n(\bar{f}, f_0)$, we obtain

$$(1 - \varepsilon) \hat{R}_n(\bar{f}_n, f_0) \leq \Psi_n^\varepsilon(\bar{f}_n) + (1 + \varepsilon) \hat{R}_n(\bar{f}, f_0) + \gamma'_\varepsilon,$$

where

$$\gamma'_\varepsilon = \frac{3\varepsilon}{\varepsilon} C\Sigma F^2 \Delta + \sqrt{2C\Sigma^2 C_{\text{Lip}} \delta} + \frac{2C\Sigma}{\sqrt{n\Delta}} \int_0^\delta \sqrt{\log N(u, \mathcal{F}, \|\|_\infty)} du + 2\gamma_\varepsilon.$$

Taking the infimum over $\bar{f}$, we conclude

$$\hat{R}_n(\bar{f}_n, f_0) \leq \frac{1}{1 - \varepsilon} \Psi_n^\varepsilon(\bar{f}_n) + \frac{1 + \varepsilon}{1 - \varepsilon} \inf_{\bar{f} \in \mathcal{F}} R_n(\bar{f}, f_0) + \frac{1}{1 - \varepsilon} \gamma'_\varepsilon.$$

Noting $F \geq 1$, we obtain the desired result. □
4.3 Proof of Theorem 3.1

We can estimate the covering number of a subset of a subset of $\mathcal{F}(L, p, s)$ as follows.

**Lemma 4.13.** Let $\mathcal{F} \subset \mathcal{F}(L, p, s)$. If $s \geq 2$, we have for all $\delta \in (0, 1)$

$$\log \mathcal{N}(\delta, \mathcal{F}, \| \cdot \|_\infty) \leq C s(L \log s + \log d - \log \delta),$$

where $C > 0$ is a universal constant.

**Proof.** Note that $\mathcal{N}(\delta, \mathcal{F}, \| \cdot \|_\infty) \leq \mathcal{N}(\frac{1}{C}, \mathcal{F}(L, p, s), \| \cdot \|_\infty)$ by Exercise 4.2.9 of [46]. Thus, we have by Lemma 5 and Remark 1 in [33]

$$\log \mathcal{N}(\delta, \mathcal{F}, \| \cdot \|_\infty) \leq (s + 1) \log (2^{2L+6}\delta^{-1}(L + 1)d^2s^2L).$$

Then, using $\log s \geq \log 2$ and $\log (L + 1) \leq L$, we obtain the desired result. \qed

**Proof of Theorem 3.1.** We apply Lemmas 4.1 and 4.2 with $\delta = (n\Delta)^{-1}$ and $a_n = \frac{n}{\sqrt{\log(n\Delta)}}$. We may assume $\mu_n := [n/2a_n] > 0$ without loss of generality; otherwise, $n < 2a_n$ and thus $\frac{\log(n\Delta)}{n\Delta} > C_\beta/2$, so the desired bound holds with $C_\beta = 2/C_\beta$. Hence, noting $\Delta \leq 1$ and $F \geq 1$, we obtain by Lemmas 4.1 and 4.2

$$\mathcal{R}_n(f, f_0) \leq \tau \left( \Psi_n^*(f_n) + \inf_{f \in \mathcal{F}} \mathcal{R}_n(f, f_0) \right) + c_1 F^2 \left( \frac{\log \mathcal{N}_n}{\mu_n} + \beta_X(a_n \Delta) \right) + \log \mathcal{N}_n \left( \frac{\log \mathcal{N}_n}{n\Delta} \right) + \frac{1}{\sqrt{n\Delta}} \int_0^\delta \sqrt{\log \mathcal{N}(u, \mathcal{F}, \| \cdot \|_\infty)} du,$$

where $\mathcal{F} := \mathcal{F}(L, p, s, F)$, $\mathcal{N}_n := \mathcal{N}(\delta, \mathcal{F}, \| \cdot \|_\infty) \vee \exp(7.4)$ and $c_1 > 0$ is a constant depending only on $(C_\beta, C_{\Sigma}, C_{\Sigma}', C_{\Sigma}'')$. Now, Lemma 4.13 and Assumption 2.3 yield

$$\log \mathcal{N}_n \left( \frac{\log \mathcal{N}_n}{n\Delta} \right) \leq c_2 s(L \log s + \log(n\Delta)) \cdot \log(n\Delta),$$

where $c_2 > 0$ depends only on $C_\beta$. Also, Assumption 2.2 yields $\beta_X(a_n \Delta) \leq C_\beta'(n\Delta)^{-1}$. Moreover, we have by Lemma 4.13

$$\int_0^{(n\Delta)^{-1}} \sqrt{\log \mathcal{N}(u, \mathcal{F}, \| \cdot \|_\infty)} du \leq c_3 \int_0^{(n\Delta)^{-1}} \frac{1}{\sqrt{r^2}} s(L \log s + \log u^{-1}) du = c_3 \int_0^\infty \frac{1}{\sqrt{r^2}} s(L \log s + \log r) dr$$

$$\leq c_3 \int_{n\Delta}^\infty \left( \frac{1}{2r^2} s(L \log s + \log r) - \frac{s}{2\sqrt{L \log s + \log r}} \right) dr + c_3 \int_{n\Delta}^\infty \frac{\sqrt{s}}{r^2} dr$$

$$= c_3 \left[ -\frac{1}{2} s(L \log s + \log r) \right]_{n\Delta}^\infty + c_3 \left[ -\sqrt{sr^{-1}} \right]_{n\Delta}^\infty$$

$$= c_3 \frac{s(L \log s + \log(n\Delta)) + \sqrt{s}}{n\Delta},$$

where $c_3 > 0$ is a universal constant. Finally, note that $\mathcal{R}_n(f, f_0) \leq \| f - f_0 \|_\infty^2$. Combining all the estimates above, we obtain the desired result. \qed
5 Proof of Theorem 3.2

The following result is essentially shown in the proof of Theorem 1 in [33].

Lemma 5.1. For any \( f \in \mathcal{G}(q, \mathbf{d}, \mathbf{t}, \beta, K) \) there are a function \( \tilde{f}_n \in \mathcal{F}(L, p, s, F) \) and a constant \( C > 0 \) depending only on \( (c_0^q, c_p^q, c_0^q, \mathbf{d}, \mathbf{t}, \beta, F) \) such that \( \| \tilde{f}_n - f_0 \|_{\infty} \leq C \phi_n \).

We give a proof of this lemma in Section A.2 for the sake of completeness.

Proof of Theorem 3.2. Assumption 2.3 and condition (iv) imply that

\[
\frac{s(L \log s + \log(n\Delta)) \cdot \log(n\Delta)}{n\Delta} \leq c \phi_n L \log^3(n\Delta),
\]

where \( c > 0 \) depends only on \( (c_0^q, q, \mathbf{t}, \beta) \). Combining this with Theorem 3.1 and Lemma 5.1, we obtain the desired result. \( \square \)

6 Proof of Lemma 3.1

We begin by introducing some general notation. Given a Markov kernel \( \mathcal{P} \) on \( \mathbb{R}^d \) and a probability measure \( \mu \) on \( \mathbb{R}^d \), we define the probability measure \( \mu \mathcal{P} \) on \( \mathbb{R}^d \) by \( (\mu \mathcal{P})(\cdot) = \int_{\mathbb{R}^d} \mathcal{P}(x, \cdot) \mu(dx) \). The total variation measure of a signed measure \( \nu \) is denoted by \( |\nu| \). For \( x \in \mathbb{R}^d \), \( \delta_x \) denotes the Dirac measure at \( x \).

For the proof, we apply Theorem 1.3 in [15]. Let \((P'_b)_{t \geq 0}\) be the transition semigroup associated with the SDE (3.4). First we check Assumption 1 in [15] (geometric drift condition). Fix a \( C^\infty \) function \( \kappa : \mathbb{R} \rightarrow [0, 1] \) such that \( \kappa(x) = 0 \) for \( x \leq 1 \) and \( \kappa(x) = 1 \) for \( x \geq 2 \). Define the function \( V : \mathbb{R}^d \rightarrow (0, \infty) \) by \( V(x) = \exp(r|x|\kappa(|x|)) \) for \( x \in \mathbb{R}^d \). \( V \) is evidently a \( C^\infty \) function. Moreover, let \( \mathcal{L} \) be the generator associated with the SDE (3.4). Then, for any \( x \in \mathbb{R}^d \) with \( |x| > 2d \), we have

\[
\mathcal{L} V(x) = r V(x) \left\{ \frac{(b(x), x)}{|x|} + \frac{r}{2} \left( r + \frac{d - 1}{|x|} \right) \right\} \\
\leq r V(x) \left\{ -r + \frac{r}{2} \left( r + \frac{1}{2} \right) \right\} \leq -\frac{r^2}{4} V(x).
\]

Therefore, setting \( a := -\frac{r^2}{4} \) and

\[
C_0 := (1 + a) \sup_{x \in \mathbb{R}^d : |x| \leq 2d} \left( \sqrt{dF} |\nabla V(x)| + \frac{1}{2} |\nabla \cdot \nabla V(x)| \right) < \infty,
\]

we obtain

\[
\mathcal{L} V(x) \leq -a V(x) + C_0 \quad \text{for any } x \in \mathbb{R}^d.
\]

Hence, we deduce from Example 3.2.5 in [20]

\[
\int_{\mathbb{R}^d} V(y) P'_b(x, dy) \leq e^{-at} V(x) + C_0 \frac{1 - e^{-at}}{a} \quad (6.1)
\]

for any \( x \in \mathbb{R}^d \) and \( t > 0 \). Next we check Assumption 2 in [15] (minorization condition). Set

\[
R := \frac{3C_0}{a} \quad \text{and} \quad \mathcal{C} := \{ x \in \mathbb{R}^d : V(x) \leq R \}.
\]
Note that $C$ is compact. Theorem 2 in [30] implies that, for any $x, y \in \mathbb{R}^d$, 

$$p_b^1(x, y) \geq \frac{1}{(2\pi)^{d/2}} e^{-\frac{||x-y||^2}{2} - \|\zeta_d + |x-y|\|},$$

where $p_b^1(x, \cdot)$ is a density of $P_b^1(x, \cdot)$, $\|b\| : = \sup_{x \in \mathbb{R}^d} |b(x)|$ and $\zeta_d$ is a positive constant depending only on $d$. Since 

$$\frac{\|x - y + \|b\|)^2}{2} + \|b\|(|\zeta_d + |x-y|)$$

$$= \frac{|x-y|^2 + \|b\|^2}{2} + \|b\|(|\zeta_d + 2\|b\||x-y|$$

$$\leq |x-y|^2 + \|b\|^2 \left( \frac{5}{2} + \zeta_d \right) \leq 2|x|^2 + 2|y|^2 + dK^2(3 + \zeta_d),$$

we obtain 

$$p_b^1(x, y) \geq \varphi(y) \cdot 2^{-d/2} e^{-2|x|^2 - dK^2(3 + \zeta_d)},$$

where $\varphi$ is the density of the $d$-dimensional normal distribution with mean 0 and covariance matrix $2^{-1}I_d$. Therefore, letting 

$$\alpha : = \inf_{x \in C} 2^{-d/2} e^{-2|x|^2 - dK^2(3 + \zeta_d)} \in (0, 1),$$

we obtain 

$$\inf_{x \in C} p_b^1(x, y) \geq \alpha \varphi(y) \quad \text{for any} \quad y \in \mathbb{R}^d, \quad (6.2)$$

which yields Assumption 2 in [15]. Consequently, we have by Theorem 1.3 in [15] 

$$\rho_b(\mu_1 P_b^1, \mu_2 P_b^1) \leq \alpha \rho_b(\mu_1, \mu_2) \quad (6.3)$$

for any probability measures $\mu_1$ and $\mu_2$ on $\mathbb{R}^d$, where $\beta \geq 0$ and $\alpha \in (0, 1)$ depend only on $r, d, K$ (and $\kappa$), and 

$$\rho_b(\mu_1, \mu_2) : = \int_{\mathbb{R}^d} (1 + \beta V(x))|\mu_1 - \mu_2|(dx).$$

Now, applying (6.3) repeatedly, we obtain 

$$\rho_b(\mu_1 P_b^n, \mu_2 P_b^n) \leq \alpha^n \rho_b(\mu_1, \mu_2) \quad \text{for} \quad n = 1, 2, \ldots. \quad (6.4)$$

Therefore, for any integer $n \geq 1$, 

$$\beta_X(n) = \sup_{t \geq 0} \int_{\mathbb{R}^d} ||\delta_x P_b^n - \mathcal{L} \rho_b^n ||\mathcal{L} \rho_b^n (dx)$$

$$\leq \sup_{t \geq 0} \int_{\mathbb{R}^d} \rho_b(\delta_x P_b^n, \mathcal{L} \rho_b^n) \mathcal{L} \rho_b^n (dx)$$

$$\leq \alpha^n \sup_{t \geq 0} \int_{\mathbb{R}^d} \rho_b(\delta_x, \mathcal{L} \rho_b^n) \mathcal{L} \rho_b^n (dx)$$

$$\leq 2\alpha^n \sup_{t \geq 0} \left( 1 + \beta \int_{\mathbb{R}^d} V(x) \mathcal{L} \rho_b^n (dx) \right)$$

$$\leq 2\alpha^n \left( 1 + \beta \int_{\mathbb{R}^d} V(x) \mathcal{L} \rho_b^n (dx) + \frac{C_d}{a} \right),$$

where the first equality follows from [9, Proposition 1] and the last inequality follows from (6.1), respectively. Finally, note that $\beta_X(t) \leq \beta_X([t])$ for any $t \geq 0$. Thus we complete the proof of (3.5).
7 Proof of Theorem 3.3

Throughout this section, we write \( \mathcal{B} = \mathcal{B}(r, q, d, t, \beta, K) \) and \( \| \cdot \|_2 = \| \cdot \|_{L^2([0,1]^d)} \) for short. We begin by reducing the problem to establishing a lower bound on the minimax \( L^2 \)-estimation error.

**Lemma 7.1.** There is a constant \( c > 0 \) such that

\[
\liminf_{n \to \infty} \inf_{f_n \in \mathcal{B}} \sup_{\mathcal{B}(r, q, d, t, \beta, K)} \phi_n^{-1} \mathcal{R}_n(f_n, f_0) \geq c \liminf_{n \to \infty} \inf_{f_n \in \mathcal{B}} \phi_n^{-1} \mathbb{E} \left[ \| f_n - f_0 \|_2^2 \right]. \tag{7.1}
\]

**Proof.** Throughout the proof, we will use the same notation as in Section 6. First, from the proof of Lemma 3.1 and [15, Theorem 3.2], \( P^n_b \) has the invariant distribution \( \Pi_b \) for all \( b \in \mathcal{B}(d, r, K) \). Next, fix an estimator \( \hat{f}_n \) arbitrarily. Define \( \hat{f}_n := \{(-K) \vee f_n \} \wedge K \mathbb{1}_{[0,1]^d} \). Since \( \| f_0 \|_\infty \leq K \) and \( \sup \{ f_0 \} < [0, 1]^d \), we have \( |f_n - f_0| \leq |\hat{f}_n - f_0| \). Hence \( \mathcal{R}_n(f_n, f_0) \geq \mathcal{R}_n(\hat{f}_n, f_0) \)

\[
\mathcal{R}_n(\hat{f}_n, f_0) = \frac{1}{n} \sum_{k=0}^{n-1} \mathbb{E} \left[ \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |\hat{f}_n(y) - f_0(y)|^2 P^n_b(x, dy) \right) \mathcal{L}_\eta(dx) \right],
\]

we have

\[
\left| \mathcal{R}_n(\hat{f}_n, f_0) - \mathbb{E} \left[ \int_{\mathbb{R}^d} |\hat{f}_n(y) - f_0(y)|^2 \Pi_b(dy) \right] \right|
\]

\[
\leq 4K^2 \frac{1}{n} \sum_{k=0}^{n-1} \int_{\mathbb{R}^d} \| \delta_x P^n_b \Pi_b \| \mathcal{L}_\eta(dx) \leq 4K^2 \frac{1}{n} \sum_{k=0}^{n-1} \alpha^{\lfloor k \Delta \rfloor} \int_{\mathbb{R}^d} \rho_\beta(\delta_x, \Pi_b) \mathcal{L}_\eta(dx),
\]

where the last inequality follows from (6.4). We have

\[
\frac{1}{n} \sum_{k=0}^{n-1} \alpha^{\lfloor k \Delta \rfloor} \leq \frac{1}{n \bar{\alpha}} \sum_{k=0}^{n-1} \alpha^{k \Delta} \leq \frac{1}{n \bar{\alpha}(1 - \bar{\alpha})}
\]

and

\[
\int_{\mathbb{R}^d} \rho_\beta(\delta_x, \Pi_b) \mathcal{L}_\eta(dx) \leq 2 + \beta \int_{\mathbb{R}^d} V(x) \mathcal{L}_\eta(dx) + \beta \int_{\mathbb{R}^d} V(x) \Pi_b(dx).
\]

One can easily derive the following estimate from (6.1) (cf. [14, Proposition 4.24]):

\[
\int_{\mathbb{R}^d} V(x) \Pi_b(dx) \leq \frac{C_0}{\bar{\alpha}}.
\]

Combining these estimates, we obtain

\[
\left| \mathcal{R}_n(\hat{f}_n, f_0) - \mathbb{E} \left[ \int_{\mathbb{R}^d} |\hat{f}_n(y) - f_0(y)|^2 \Pi_b(dy) \right] \right| \leq \frac{C_1}{n(1 - \bar{\alpha})},
\]

where \( C_1 \) is a constant depending only on \( d, r, K \) and \( \eta \). Since \( (1 - \bar{\alpha})/\Delta \to -\log \bar{\alpha} \) and \( \phi_n^{-1} = o(\Delta) \) as \( n \to \infty \), we conclude

\[
\liminf_{n \to \infty} \inf_{f_n \in \mathcal{B}} \sup_{\mathcal{B}(r, q, d, t, \beta, K)} \phi_n^{-1} \mathcal{R}_n(\hat{f}_n, f_0)
\]

\[
\geq \liminf_{n \to \infty} \inf_{f_n \in \mathcal{B}} \mathbb{E} \left[ \int_{\mathbb{R}^d} |\hat{f}_n(y) - f_0(y)|^2 \Pi_b(dy) \right]
\]

\[
\geq \liminf_{n \to \infty} \inf_{f_n \in \mathcal{B}} \mathbb{E} \left[ \int_{[0,1]^d} |\hat{f}_n(y) - f_0(y)|^2 \Pi_b(dy) \right]. \tag{7.3}
\]
Now, using the definition of \( \Pi_b \), we can easily check that \( \Pi_b \) has a density given by
\[
\pi_b(y) = \int_{\mathbb{R}^d} p_b^t(x,y) \Pi_b(dx), \quad y \in \mathbb{R}^d.
\]
We have by (6.2)
\[
\inf_{y \in [0,1]^d} \pi_b(y) \geq \alpha \inf_{y \in [0,1]^d} \varphi(y) \Pi_b(C).
\]
By the Markov inequality and (7.2), we obtain
\[
1 - \Pi_b(C) = \Pi_b(V > R) \leq \frac{1}{R} \int_{\mathbb{R}^d} V(x) \Pi_b(dx) \leq \frac{1}{3}.
\]
Hence we conclude
\[
\inf_{y \in [0,1]^d} \pi_b(y) \geq \frac{\alpha}{3} \inf_{y \in [0,1]^d} \varphi(y).
\]
Consequently, there is a constant \( c > 0 \) depending only on \( d, r \) and \( K \) such that
\[
\mathbb{E} \left[ \int_{[0,1]^d} |f_n(y) - f_0(y)|^2 \Pi_b(dy) \right] \geq c \mathbb{E} \left[ \int_{[0,1]^d} |\hat{f}_n(y) - f_0(y)|^2 dy \right].
\]
Combining (7.3) with (7.4), we obtain the desired result. \( \square \)

To establish a lower bound on the right hand side of (7.1), we employ the functions in \( \mathcal{G}(q, d, t, \beta, K) \) constructed in the proof of [33, Theorem 3]. Properties of these functions are summarized as follows:

**Lemma 7.2.** There is a constant \( K > 0 \) having the following property: For any \( n \in \mathbb{N} \) and \( \Gamma > 0 \), there are an integer \( M \geq 1 \) and functions \( f_0, \ldots, f_M \in \mathcal{G}(q, d, t, \beta, K) \) satisfying the following conditions:

(i) For all \( 0 \leq j < k \leq M \),
\[
n \Delta \| f(j) - f(k) \|^2 \leq \frac{\log M}{9t^r}.
\]
and
\[
\| f(j) - f(k) \|^2 \geq \kappa \phi_n,
\]
where \( \kappa > 0 \) is a constant depending only on \( t \) and \( \beta \).

(ii) \( |f(j)(x) - f(j)(y)| \leq K|x - y|^\beta \) for all \( j = 0, 1, \ldots, M \) and \( x, y \in [0,1]^d \).

(iii) \( \|f(j)\| \leq (2(\beta^\ast t^r)^B \) for all \( j = 0, 1, \ldots, M \).

**Proof of Theorem 3.3.** For each \( b \in \mathcal{B} \) and \( n \in \mathbb{N} \), we denote by \( P_{b,n} \) the law of \( X_n := (X_t)_{t \in [0,n \Delta]} \) induced on \( C([0,n \Delta], \mathbb{R}^d) \) when \( X \) is defined by (3.4). Here, \( C([0,n \Delta], \mathbb{R}^d) \) is the space of all continuous functions from \( [0,n \Delta] \) to \( \mathbb{R}^d \) equipped with the supremum norm. Moreover, \( E_{b,n}[\cdot] \) denotes the expectation under \( P_{b,n} \).

Since the continuous observation model is more informative than the discrete observation model, the right hand side of (7.1) is bounded from below by
\[
c \lim_{n \to \infty} \inf_{b \in \mathcal{B}} \inf_{b \in \mathcal{B}} \mathbb{E} \left[ \| \tilde{b}_{n \Delta} - b \|_2^2 \right].
\]
where the infimum is taken over all estimators \( \hat{b}_{n,\Delta} \) based on the continuous observations \( \mathcal{X}_n \), i.e. all real-valued random functions \( \hat{b}_{n,\Delta} \) defined on \( \mathbb{R}^d \) such that \((\omega, x) \mapsto \hat{b}_{n,\Delta}(\omega, x)\) is measurable with respect to the product of the \( \sigma \)-algebra generated by \( \mathcal{X}_n \) and the Borel \( \sigma \)-algebra of \( \mathbb{R}^d \). Therefore, according to Theorem 2.7 in [44] and Lemma 7.1, it suffices to show that there is a constant \( K > 0 \) having the following property: For every \( n \in \mathbb{N} \), there are an integer \( M \geq 1 \) and functions \( b_0, b_1, \ldots, b_M \in \mathcal{B} \) such that

\[
\| \hat{b}_j - \hat{b}_{k} \|_2^2 \geq \kappa \phi_n \quad \text{for all } 0 \leq j < k \leq M
\]  

(7.7)

and

\[
P_j \ll P_0 \quad \text{for all } j = 1, \ldots, M
\]

(7.8)

and

\[
\frac{1}{M} \sum_{j=1}^{M} \int \log \frac{dP_j}{dP_0} \, dP_j \leq \frac{1}{9} \log M,
\]

(7.9)

where \( \kappa > 0 \) is a constant independent of \( n \) and \( P_j := P_{b_j, n} \) for \( j = 0, 1, \ldots, M \). Set \( B := \prod_{\ell=i+1}^{d} (\beta \wedge 1) \) and \( R := r \vee (2(\beta^*)^t x^*)^B \). Define

\[
t_0 := \frac{\log 2}{36R^2} \quad \text{and} \quad \Gamma := \left( R + \frac{1}{\sqrt{2\pi t_0}} \right)^d,
\]

and take the constant \( K > 0 \) appearing in Lemma 7.2. Also, take a \( C^\infty \) function \( \psi : \mathbb{R} \to [0, 1] \) such that \( \psi(x) = 1 \) for \( |x| > 2d \) and \( \psi(x) = 0 \) for \( |x| \leq d \). Increasing the value of \( K \) if necessary, we may assume \( |\psi(x) - \psi(y)| \leq K|x - y| \) for all \( x, y \in \mathbb{R}^d \). Then, given \( n \in \mathbb{N} \), there are an integer \( M \geq 1 \) and functions \( f_0, \ldots, f_M \in \mathcal{G}(\mathbb{R}, \mathbf{d}, \mathbf{t}, \mathbf{K}) \) satisfying conditions (i)–(iii). For each \( j = 1, \ldots, M \), we define the function \( b_j : \mathbb{R}^d \to \mathbb{R}^d \) as

\[
b_j(x) = \begin{cases} f_{(j)}(x)e_i - \frac{\sqrt{2\pi}}{\sigma_i} \psi(|x|) & \text{if } x \neq 0, \\ f_{(j)}(0)e_i & \text{if } x = 0. \end{cases}
\]

Here, \( e_i \) is the \( d \)-dimensional unit vector whose \( i \)-th coordinate is 1. Using (ii)–(iii) and properties of \( \psi \), one can easily check that \( b_0, b_1, \ldots, b_M \in \mathcal{B} \) with increasing the value of \( K \) if necessary. In the following we show that these \( b_j \) satisfy (7.7)–(7.9).

First, (7.7) immediately follows from (7.6). Next, from Section 76.4 of [24], we have (7.8) and

\[
\frac{dP_j}{dP_0}(\mathcal{X}_n) = \exp \left\{ \int_0^{\Delta} \left\langle b_j(X_t) - b_0(X_t) \right\rangle^\top dX_t - \frac{1}{2} \int_0^{\Delta} (|b_j(X_t)|^2 - |b_0(X_t)|^2) \, dt \right\}
\]

for every \( j = 1, \ldots, d \). Hence we obtain

\[
E_{b_j, n} \left[ \log \frac{dP_j}{dP_0}(\mathcal{X}_n) \right]
\]

\[
= E_{b_j, n} \left[ \int_0^{\Delta} \langle b_j(X_t) - b_0(X_t), b_j(X_t) \rangle \, dt - \frac{1}{2} \int_0^{\Delta} (|b_j(X_t)|^2 - |b_0(X_t)|^2) \, dt \right]
\]

29
\[ E_{b_j,n} \left[ \frac{1}{2} \int_0^{n\Delta} |b_j(X_t) - b_0(X_t)|^2 dt \right] \]
\[ = \frac{1}{2} E_{b_j,n} \left[ \int_0^{n\Delta} |f_{(j)}(X_t) - f_{(0)}(X_t)|^2 dt \right]. \]  

(7.10)

Now, Theorem 1 in [30] implies that

\[ p_t^j(x,y) \leq \prod_{k=1}^d \left( \frac{1}{\sqrt{2\pi t}} \int_{|x_k-y_k|/\sqrt{t}}^{\infty} e^{-(z-R\sqrt{t})^2/2} dz \right) \]

for all \((t,x,y) \in (0,\infty) \times \mathbb{R}^d \times \mathbb{R}^d\), where \(p_t^j\) are transition densities associated with (3.4) with \(b = b_j\). Since

\[ \int_{0}^{\infty} e^{-(z-R\sqrt{t})^2/2} dz = R\sqrt{2\pi} + e^{-R^2t/2}, \]

we have for any \(x,y \in \mathbb{R}^d\) and \(t \geq t_0\)

\[ p_t^j(x,y) \leq \prod_{k=1}^d \left( R + \frac{1}{\sqrt{2\pi t}} \right) \leq \Gamma. \]

Combining this with (7.5), (iii), supp\((f_{(j)})\) \(\subset [0,1]^d\) and Fubini’s theorem, we obtain

\[ E_{b_j,n} \left[ \int_0^{n\Delta} |f_{(j)}(X_t) - f_{(0)}(X_t)|^2 dt \right] \]
\[ = E_{b_j,n} \left[ \int_0^{t_0} |f_{(j)}(X_t) - f_{(0)}(X_t)|^2 dt \right] + \int_{\mathbb{R}^d} \left\{ \int_{t_0}^{n\Delta} |f_{(j)}(y) - f_{(0)}(y)|^2 p_t^j(x,y) dt \right\} L_\eta(dx) dy \]
\[ \leq 4R^2t_0 + \log M_9. \]

Note that (7.5) and (7.6) imply \(M \geq 2\). Thus, we have by the definition of \(t_0\)

\[ E_{b_j,n} \left[ \int_0^{n\Delta} |f_{(j)}(X_t) - f_{(0)}(X_t)|^2 dt \right] \leq \frac{2}{9} \log M_9. \]

Combining this with (7.10), we deduce (7.9). This completes the proof. \(\square\)

**A Appendix**

**A.1 Proof of Remark 2.1(a)**

By [9, Proposition 1], we have for any \(t \geq 0\)

\[ \beta_X(t) = \sup_{s \geq 0} \int_{\mathbb{R}^d} \|P^t(x, \cdot) - L_\eta P^{s+t}\| L_\eta P^s(dx). \]
Hence
\[
\beta_X(t) \leq \sup_{s \geq 0} \int_{\mathbb{R}^d} \| P^t(x, \cdot) - \Pi \| \mathcal{L}_\eta \, P^s(dx) + \sup_{s \geq 0} \| \Pi - \mathcal{L}_\eta \, P^{s+t} \|.
\]

For any Borel set \( A \subset \mathbb{R}^d \),
\[
P^t(x, A) - \Pi(A) = \int_{\mathbb{R}^d} \{ P^{t/2}(y, A) - \Pi(A) \} P^{t/2}(x, dy).
\]

Hence, for any \( s \geq 0 \),
\[
\int_{\mathbb{R}^d} \| P^t(x, \cdot) - \Pi \| \mathcal{L}_\eta \, P^s(dx)
\leq \int_{\mathbb{R}^d} \left\{ \int_{\mathbb{R}^d} \| P^{t/2}(y, \cdot) - \Pi \| P^{t/2}(x, dy) \right\} \mathcal{L}_\eta \, P^s(dx)
= \int_{\mathbb{R}^d} \left\{ \int_{\mathbb{R}^d} \| P^{t/2}(y, \cdot) - \Pi \| P^{t/2+s}(x, dy) \right\} \mathcal{L}_\eta \, (dx)
\leq 2 \int_{\mathbb{R}^d} \| P^{t/2+s}(x, \cdot) - \Pi \| \mathcal{L}_\eta \, (dx) + \int_{\mathbb{R}^d} \| P^{t/2}(y, \cdot) - \Pi \| \Pi(dy)
\leq 2e^{-\rho(t/2+s)} \int_{\mathbb{R}^d} V(x) \mathcal{L}_\eta \, (dx) + e^{-\rho t/2} \int_{\mathbb{R}^d} V(x) \Pi(dy).
\]

Also, for any Borel set \( A \subset \mathbb{R}^d \),
\[
\Pi(A) - \mathcal{L}_\eta \, P^{s+t}(A) = \int_{\mathbb{R}^d} \{ \Pi(A) - P^{s+t}(x, A) \} \mathcal{L}_\eta \, (dx).
\]

Hence
\[
\| \Pi - \mathcal{L}_\eta \, P^{s+t} \| \leq \int_{\mathbb{R}^d} \| \Pi - P^{s+t}(x, \cdot) \| \mathcal{L}_\eta \, (dx) \leq e^{-\rho(s+t)} \int_{\mathbb{R}^d} V(x) \mathcal{L}_\eta \, (dx).
\]

Consequently,
\[
\beta_X(t) \leq \left\{ 3 \int_{\mathbb{R}^d} V(x) \mathcal{L}_\eta \, (dx) + \int_{\mathbb{R}^d} V(x) \Pi(dy) \right\} e^{-\rho t/2}.
\]

So Assumption 2.2 holds with \( C_\beta = 3 \int_{\mathbb{R}^d} V(x) \mathcal{L}_\eta \, (dx) + \int_{\mathbb{R}^d} V(x) \Pi(dy) \) and \( C_\beta = \rho/2 \).

A.2 Proof of Lemma 5.1

We construct \( \tilde{f}_n^* \) in essentially the same way as in the proof of [33, Theorem 1].

Step 1. Let \( f \) be of the form (3.2). Define functions \( h_i : [0, 1]^{d_i} \to [0, 1]^{d_i+1} \) \((i = 0, \ldots, q)\) by
\[
\begin{align*}
h_0(x) &:= \frac{g_0(x)}{2K} + \frac{1}{2}, \\
h_i(x) &:= \frac{g_i(2Kx - K1)}{2K} + \frac{1}{2}, \quad i = 1, \ldots, q - 1, \\
h_q(x) &:= g_q(2Kx - K1),
\end{align*}
\]
where $1 = (1, \ldots, 1)^\top \in \mathbb{R}^d$. One can easily check that

$$f = g_q \circ \cdots \circ g_0 = h_q \circ \cdots \circ h_0$$  \hspace{1cm} (A.1)$$

and $h_{ij} \in C^2_{\text{loc}}([0,1]^d, Q_i)$ for all $i = 0, 1, \ldots, q$ and $j = 1, \ldots, d_{i+1}$, where $h_i = (h_{ij})_{j}$ and

$$Q_0 = 1, \quad Q_i = (2F)^{\beta_i} \quad (i = 1, \ldots, q - 1), \quad Q_q = (2F)^{\beta_q + 1}.$$  

**Step 2.** For $i = 0, 1, \ldots, q$, define

$$r_i := d_{i+1}(t_i + \lfloor \beta_i \rfloor), \quad m_i := \left\lfloor \frac{\beta_i + t_i}{t_i} \log_2(n\Delta \phi_n) \right\rfloor - 6,$$

and set $L_i := 8 + (m_i + 5)(1 + \lfloor \log_2(\beta_i \land \beta_i) \rfloor)$. Also, take a sufficiently small $c > 0$ so that $c_p \geq 2c \max_{i=0, \ldots, q} 6r_i$, and define $N := \lceil cn\Delta \phi_n \rceil$. There is a constant $M > 0$ depending only on $(c_p, q, d, t, \beta, F)$ such that

$$N \geq \max_{i=0, \ldots, q} ((\beta_i + 1)^{t_i} \lor (Q_i + 1)e^{t_i}),$$

and

$$c_p n\Delta \phi_n \geq d \lor N \max_{i=0, \ldots, q} 6r_i,$$  \hspace{1cm} (A.2)

when $n\Delta \geq M$. Increasing $M$ if necessary, we may also assume that $m_i > 0$ for all $i$ when $n\Delta \geq M$. In the following steps, we always assume $n\Delta \geq M$ unless otherwise stated.

**Step 3.** Applying Theorem 5 in [33] to each function $h_{ij}$, we can construct a network $h^*_{ij} \in \mathcal{F}(L_i^0, (d_i, 6(t_i + \lfloor \beta_i \rfloor))N, \ldots, 6(t_i + \lfloor \beta_i \rfloor)N, 1), s_i)$ with

$$s_i \leq 141(t_i + \beta_i + 1)^{t_i}N(m_i + 6),$$  \hspace{1cm} (A.3)

such that

$$\| h^*_{ij} - h_{ij} \|_{\infty} \leq (2Q_i + 1)(1 + t_i^2 + \beta_i^2)6^{t_i}N^{-2m_i} + Q_i^3\beta_iN^{-2m_i}.$$  \hspace{1cm} (A.4)

If $i < q$, we define $\tilde{h}_{ij} := 1 - \sigma(1 - \sigma(h^*_{ij}))$. By construction we have $\tilde{h}_{ij} \in \mathcal{F}(L_i^0 + 2, (t_i, 6(t_i + \lfloor \beta_i \rfloor))N, \ldots, 6(t_i + \lfloor \beta_i \rfloor)N, 1), s_i+4)$ and $\sigma(\tilde{h}_{ij}) = (h^*_{ij} \lor 0) \land 1$. Moreover, since $0 \leq h_{ij} \leq 1$ by construction, we also have

$$\| \sigma(\tilde{h}_{ij}) - h_{ij} \| \leq \| h^*_{ij} - h_{ij} \|_{\infty}.$$  \hspace{1cm} (A.5)

**Step 4.** Let $\tilde{h}_i = (\tilde{h}_{ij})_{j=0}^{d_{i+1}}$ for $i = 0, \ldots, q - 1$. Computing the networks $\tilde{h}_{ij}$ in parallel, we obtain

$$\tilde{h}_i \in \mathcal{F}(L_i^0 + 2, (d_i, 6r_iN, \ldots, 6r_iN, d_{i+1}, d_{i+1}(s_i + 4)).$$

We then define $f^*_n = h^*_{01} \circ \sigma(\tilde{h}_{q-1}) \circ \cdots \circ \sigma(\tilde{h}_0)$. We have by construction (cf. Section 7.1 in [33])

$$f^*_n \in \mathcal{F}(E, (d, 6r_0N, \ldots, 6r_qN, 1), \sum_{i=0}^{q} d_{i+1}(s_i + 4) - 4),$$
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where \( E = \sum_{i=0}^q (L_i' + 2) - 1 - 2 = 3q + \sum_{i=0}^q L_i' \). Note that
\[
E \leq 3q + 8(q + 1) + \sum_{i=0}^q (m_i + 5)(\log_2(t_i \vee \beta_i) + 2)
\]
\[
= 11q + 8 + \sum_{i=0}^q (m_i + 5) \log_2(4t_i \vee 4\beta_i) \leq L,
\]
where the last inequality follows from condition (ii) in Theorem 3.2. Moreover, in the light of condition (ii) in Theorem 3.2 and (A.3), we can increase the value of \( M \) if necessary and may assume for \( n\Delta \geq M \)
\[
\sum_{i=0}^q d_{i+1}(s_i + 4) - 4 + (L - E)d \leq c_s n\Delta \phi_n \log(n\Delta).
\]
Note that \( M \) now depends on \((c_s^q, c_p, c_t^s, c_t^n, q, d, t, \beta, F)\). Hence, we obtain \( f_n^* \in F(L, p, s) \) by Eq.(18) in [33] and conditions (iii)–(iv) in Theorem 3.2.

**Step 5.** Applying Lemma 3 in [33] with (A.4) and (A.5), we deduce
\[
\|f_n^* - f\|_\infty \leq C_1 \left( K \prod_{i=0}^{q-1} (2K)^{\beta_{i+1}} \sum_{i=0}^q (N^{-\frac{1}{p}})^{\prod_{i=1+1}^{i+1} \beta_i \land 1} \right)^2
\]
\[
\leq C_2 \max_{i=0,\ldots,q} N^{-\frac{2\beta_i^j}{p}} \leq C_3 \phi_n,
\]
where \( C_1, C_2, C_3 > 0 \) depend only on \((c_p, q, d, t, \beta, F)\).

Define \( \tilde{f}_n^* := f_n^*\left(\frac{\|f_n^*\|_\infty}{\|g_n\|_\infty} \land 1\right) \). Since \( f \in G(q, d, t, \beta, K) \), \( \|f\|_\infty \leq \|g\|_\infty \leq K \leq F \). Moreover, \( \tilde{f}_n^* \in F(L, p, s, F) \). Writing \( \tilde{f}_n^* = f_n^* - f_n^* - f \), we obtain \( \|f_n^* - f\|^2_\infty \leq 4\|f_n^* - f\|^2_\infty \leq 4C_3 \phi_n \) for \( n\Delta \geq M \).

Meanwhile, since \( \|\tilde{f} - f\|^2_\infty \leq 2F \) for any \( \tilde{f} \in F(L, p, s, F) \), there is a constant \( C_4 > 0 \) depending only on \((c_s^q, c_p, c_t^s, q, t, \beta, F)\) such that \( \|\tilde{f} - f\|_\infty \leq C_4 \phi_n \) for all \( \tilde{f} \in F(L, p, s, F) \) and \( n\Delta < M \). This completes the proof. \( \square \)

### A.3 Generalization error bounds in Besov spaces

For a function \( f : [0, 1]^d \to \mathbb{R} \), an integer \( r \geq 0 \) and a vector \( h \in \mathbb{R}^d \), we define the \( r \)-th difference of \( f \) in the direction \( h \) by
\[
\Delta_h^r(f)(x) := \sum_{j=0}^r \binom{r}{j} (-1)^{r-j} f(x + jh) \quad \text{if } x, x + rh \in [0, 1]^d,
\]
\[
\text{otherwise}.
\]

Note that, if \( x, x + rh \in [0, 1]^d \), then \( x + jh \in [0, 1]^d \) for all \( j = 0, 1, \ldots, r \) by convexity. Then, for every \( p \in (0, \infty] \), we define the \( r \)-th modulus of smoothness of \( f \) in \( L^p([0, 1]^d) \) as
\[
w_{r,p}(f, t) := \sup\{\|\Delta_h^r(f)\|_p : h \in \mathbb{R}^d, |h| \leq t\}, \quad t > 0.
\]

Here, for a function \( g : [0, 1]^d \to \mathbb{R} \), we write
\[
\|g\|_p = \begin{cases} \left( \int_{[0,1]^d} |g(x)|^p dx \right)^{1/p} & \text{if } 0 < p < \infty, \\ \sup_{x \in [0, 1]^d} |g(x)| & \text{if } p = \infty. \end{cases}
\]
Further, for $\alpha > 0$, we set

$$|f|_{B^{\alpha}_{p,q}} := \left( \int_0^\infty [t^{-\alpha} w_{r,p}(f,t)]^q \frac{dt}{t} \right)^{1/q}$$

for $q \in (0, \infty)$ and

$$|f|_{B^{\alpha}_{p,\infty}} := \sup_{t>0} t^{-\alpha} w_{r,p}(f,t).$$

For $p, q \in (0, \infty]$ and $\alpha > 0$, we define the Besov space $B^{\alpha}_{p,q}(I)$ as the set of all functions $f : [0,1]^d \to \mathbb{R}$ such that

$$\|f\|_{B^{\alpha}_{p,q}} := \|f\|_p + |f|_{B^{\alpha}_{p,q}} < \infty.$$

**Theorem A.1.** Suppose that Assumptions 2.1–2.3 are satisfied. Consider the $d$-dimensional diffusion process model (1.1) such that $\|f_0\|_{B^{\alpha}_{p,q}} \leq 1$ and $\|f_0\|_\infty \leq K$ for some $p, q \in (0, \infty]$, $\alpha > 0$ and $K > 0$ with $\alpha > d/p$. Set $N := (n\Delta)^{d/(2\alpha+d)}$. Take a positive integer $m$ such that $0 < \alpha < \min\{m, m-1+1/p\}$, and set $W_0 := 6dm(m+2) + 2d$. Then, there exists a constant $c_L^1 > 0$ depending only on $(d,p,q,\alpha,m)$ such that, if $\hat{f}_n$ is an estimator taking values in the network class $\mathcal{F}(L,p,s,F)$ satisfying

(i) $F \geq K + 1$,

(ii) $c_L^1 \log^2 N \leq L \leq c_L^q N$ for some $c_L^q > 0$,

(iii) $NW_0 \leq \min_{i=1,...,L} p_i$,

(iv) $s = 2c_s\{(L-1)W_0^2 + 1\}N + 12L$ for some $c_s \geq 1$,

then

$$\mathcal{R}_n(\hat{f}_n, f_0) \leq 2\Psi_0(\hat{f}_n) + C \left( (n\Delta)^{-\frac{3\alpha}{2\alpha+d}} L^2 \log^2 (n\Delta) + \Delta \right),$$

where $C > 0$ is a constant depending only on

$$(C_b, C'_b, C_\Sigma, C'_\Sigma, C_\beta, C'_\beta, d, p, q, \alpha, m, F).$$

In particular, if $f_n$ be a minimizer of $Q_n(f)$ over $f \in \mathcal{F}(L,p,s,F)$ and $L = O(\log^2(n\Delta))$, $n\Delta \to \infty$ and $n\Delta^2 \to 0$ as $n \to \infty$, then

$$\mathcal{R}_n(\hat{f}_n, f_0) = O \left( (n\Delta)^{-\frac{3\alpha}{2\alpha+d}} \log^6 (n\Delta) \right) \quad \text{as } n \to \infty.$$

**Remark A.1.** The assumption $\alpha > d/p$ is stronger than the corresponding one in Theorem 2 in [41] ($\alpha > d(1/p - 1/2)_+$ is assumed ibidem). Note that, however, we typically need to assume a stronger condition $\alpha \geq d/p + 1$ to ensure the Lipschitz continuity of the drift function (cf. Proposition 1 in [42]), so this difference does not matter in practice.

**Proof of Theorem A.1.** By Proposition 1 in [41] (with $s = \alpha$ and $r = \infty$) and Remark 2.2, there exist positive constants $c_L^1$ and $C_0$ depending only on $(d,p,q,\alpha,m)$ such that

$$\inf_{f \in \mathcal{F}(L,p,s)} \|f - f_0\|_\infty \leq C_0 N^{-\alpha/d} = C_0 (n\Delta)^{-\alpha/(2\alpha+d)}$$
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when the network parameters $L, p$ and $s$ satisfy conditions (ii)–(iv). Then, by the same argument as in Step 5 of Section A.2, we obtain

$$\inf_{f \in F(L, p, s, F)} \|f - f_0\|_{\infty} \leq 2C_0(n\Delta)^{-\alpha/(2\alpha+d)}.$$ 

Combining this with Theorem 3.1 gives the first claim. The second claim is an immediate consequence of the first one.
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