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Abstract—This paper investigates the problem of cooperative tuning of multi-agent optimal control systems, where a network of agents (i.e. multiple coupled optimal control systems) adjusts parameters in their dynamics, objective functions, or controllers in a coordinated way to minimize the sum of their loss functions. Different from classical techniques for tuning parameters in a controller, we allow tunable parameters appearing in both the system dynamics and the objective function of each agent. A framework is developed to allow all agents to reach a consensus on the tunable parameter, which minimizes team loss. The key idea of the proposed algorithm rests on the integration of consensus-based distributed optimization for a multi-agent system and a gradient generator capturing the optimal performance as a function of the parameter in the feedback loop tuning the parameter for each agent. Both theoretical results and simulations for a synchronous multi-agent rendezvous problem are provided to validate the proposed method for cooperative tuning of multi-agent optimal control.

I. INTRODUCTION

Optimal control theories are developed to find control inputs for a plant such that its states and inputs optimize a particular objective \cite{1}. An optimal control (OC) system typically includes system dynamics and an objective function to be optimized given a task specification. The system dynamics and objective function can determine an optimal controller for a given OC system. In order to employ a pre-designed OC system in practice, one often allows tunable parameters appearing in one or more of its dynamic model, objective function, or the optimal controller (if it is available) to tune the OC system to meet additional performance requirements or even to minimize an additional performance index. Tuning of OC systems refers to the adjustment of a tunable parameter in the control system to further minimize such an additional performance index while retaining optimality (through some adjustment of the optimal control for the original performance index to reflect the tunable parameter adjustment). Such an additional performance index commonly involves a scalar loss function defined in terms of a system's instantaneous states/inputs to serve as a criterion to evaluate the system's performance, and could reflect stability, fast and smooth set-point tracking, robustness for disturbance rejection, mission changes or newly arisen safety constraints. Tuning OC systems is critical in adapting OC to different application scenarios and the hope is that it can be achieved without re-designing the OC system from the beginning.

Tuning of OC system is in the tradition of what has become known as neighboring extremal optimal control (NEOC). Reference \cite{2} (the first edition of which originally appeared in 1975) treats the following problem. Suppose an open-loop optimal control is known for a nonlinear system with prescribed initial condition, and suppose the initial condition is then varied by a small amount; how can one obtain (easily) a corresponding small variation to the control to maintain optimality? The answer rests on what is known as the theory of the second variation, and boils down to solving a time-varying linear-quadratic optimal control problem with parameters derived from the original problem and its optimum trajectory. From this consideration of perturbations of the initial condition, attention moved to perturbations of other aspects of optimal control problems, including parameters in the loss function. Thus reference \cite{3} considers a nonlinear optimal control problem in which there are one or more scalar parameters which potentially can vary. With a solution available for one set of parameter values, an algorithm is given whereby the gradient of the optimal index with respect to those parameters is computed. It is a variant on that provided in \cite{2} for initial condition perturbation, on a time-varying linear-quadratic foundation. In a further example, \cite{4} indicates how NEOC can work in the presence of control constraints.

Building on the early focus on small variations in initial conditions or parameters, the paper \cite{5} considers a nonlinear optimal control problem where a parameter undergoes a significant change from the value used to compute the optimal control. It is shown how a modified optimal control can be computed using multiple applications of the neighboring extremal method, each corresponding to a distinct point on a homotopic path, and also importantly demonstrates the possibility that a change of extremal due to an infinitesimal change in the parameter can be discontinuous, though the performance index value may be continuous across the change.

By and large, these papers all work with continuous time systems, but unsurprisingly the ideas carry over to discrete time \cite{6}. Very recently the authors of \cite{7} have developed a framework for tuning of an OC system based on differentiating the Pontryagin’s Maximum Principle corresponding to the OC system. Different from classical research in tuning parameters in controllers \cite{8}, objective functions (known as learning from demonstrations \cite{9}–\cite{11}), or system dynamics
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(known as system identification [12, 13]), the work in [7] allows tunable parameters existing in controllers, objective functions and system dynamics. In this paper we aim to further extend the result in [7] from tuning of an OC system to cooperative tuning of multiple coupled multi-agent OC systems.

By working as a cohesive whole, a multi-agent system can usually accomplish complicated missions well beyond capabilities of individual subsystems [14, 15]. But there is little work on the problem of cooperative tuning of multi-agent optimal control systems (CT-MAOCS). The scenario to be considered envisages individual agents in which a certain adjustable parameter appears in each, and such that optimal controls (based on an agent-specific performance index) for each agent can be computed using the individual parameter and performance index. Figure 1 illustrates the arrangement. CT-MAOCS can be applied to multi-agent consensus problems where the shared information is a tunable parameter in the OC system of each agent. Parameter tuning needs to achieve a consensus while the optimal trajectory of each agent needs to satisfy a specific task specification under this consensus. An example treated in a later section is the synchronous multi-agent rendezvous problem [16], in which agents should determine their own optimal trajectories such that the rendezvous takes place at a certain specified time. The challenge in solving the problem of CT-MAOCS comes from two parts: first, each individual loss function $L_i$ is expressed using an explicit function both of the parameter $\theta_i$ and the trajectory of the associated OC system, which makes the whole optimization problem at least a bi-level optimization; second, the optimization goal involves not just minimization of each agent’s individual loss $L_i$ but the team-average loss, for which all tunable parameters need to be adjusted cooperatively. Main contribution of this paper is the development of a distributed framework to solve the problem of CT-MAOCS, which comes from a combination of a consensus-based distributed rule for multi-agent optimization in [17] and a gradient generator in [7].

![Fig. 1: Cooperative Tuning of Multi-Agent Optimal Control Systems (CT-MAOCS)](image)

Notations. Let $|\mathcal{N}|$ denote the cardinality of a set $\mathcal{N}$. Let $(\cdot)^T$ denote the Hermitian transpose. Let $|| \cdot ||$ denote the Euclidean norm. For a square matrix $A \in \mathbb{R}^{n \times n}$, let $\text{Tr}(A)$ denote the trace of $A$. Let $\text{col}\{v_1, \cdots, v_n\}$ denote a column stack of elements $v_1, \cdots, v_n$ which may be scalars, vectors or matrices, i.e., $\text{col}\{v_1, \cdots, v_n\} \triangleq [v_1^T \cdots v_n^T]^T$. Let $\frac{\partial g_i}{\partial x_i} \in \mathbb{R}^{n \times m}$ denote the Jacobian matrix of a function $g : \mathbb{R}^m \to \mathbb{R}^m$ with respect to $x \in \mathbb{R}^n$ evaluated at $x_t$, i.e., $\frac{\partial g_i}{\partial x_i} = \frac{\partial g_i(x)}{\partial x} \bigg|_{x=x_t}$.

II. PROBLEM FORMULATION

Consider a multi-agent system consisting of a number of $N$ agents labeled as $\mathcal{V} = \{1, \cdots, N\}$. Each agent $i$ can receive information from its neighbor set, which is denoted by $\mathcal{N}_i$, $\mathcal{G}_k = \{\mathcal{V}, \mathcal{E}_k\}$ denotes the directed graph such that a directed edge from $j$ to $i$ is in $\mathcal{E}_k$ if and only if $j \in \mathcal{N}_i(k)$.

Suppose each agent $i$ is an optimal control system with a tunable parameter $\theta_i \in \mathbb{R}^r$ denoted by $\mathcal{S}_i(\theta_i)$. The open-loop system dynamics of agent $i$, i.e. $\mathcal{S}_i(\theta_i)$, are described by

$$x_{i,t+1} = f_i(x_{i,t}, u_{i,t}, \theta_i),$$

where $t = 0, \cdots, T$ denotes the discrete time index, $x_{i,t} \in \mathbb{R}^n$ denotes agent-$i$’s state at time $t$, $u_{i,t} \in \mathbb{R}^m$ denotes agent-$i$’s optimal control input at time $t$, and $f_i : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^r \to \mathbb{R}^n$ denotes the nonlinear dynamics of agent-$i$, which is assumed to be twice-differentiable. The open-loop control $u_{i,t}$ could be replaced or determined by an optimal control determined in the following way. Associated with agent $i$ is an objective function denoted by

$$J_i = \sum_{t=0}^{T-1} c_{i,t}(x_{i,t}, u_{i,t}, \theta_i) + h_i(x_{i,T}, \theta_i),$$

where $c_{i,t} : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^r \to \mathbb{R}$ and $h_i : \mathbb{R}^n \times \mathbb{R}^r \to \mathbb{R}$ denoting the running and final cost, respectively. Then under a given initial condition $x_{i,0}$, the optimal control for agent $i$ can be determined by

$$\min_{u_{i,0:T-1}} J_i = \sum_{t=0}^{T-1} c_{i,t}(x_{i,t}, u_{i,t}, \theta_i) + h_i(x_{i,T}, \theta_i)$$

s.t. $$x_{i,t+1} = f_i(x_{i,t}, u_{i,t}, \theta_i),$$

$$\forall t = 0, \cdots, T-1 \text{ with given } x_{i,0},$$

(1)

Here $x_{i,0:T} \triangleq \text{col}\{x_{i,0}, \cdots, x_{i,T}\} \in \mathbb{R}^{n(T+1)}$ denotes all the states from time $t = 0$ to $T$; similarly $u_{i,0:T-1} \triangleq \text{col}\{u_{i,0}, \cdots, u_{i,T-1}\} \in \mathbb{R}^{mT}$; the optimal control will be denoted by $u_{i,0:T-1}^*$. Given a particular value of $\theta_i$, the inputs $u_{i,0:T-1}^*$ in (1) are designed to minimize the objective function $J_i$. For notational simplicity, let

$$\xi_i(\theta_i) \triangleq \text{col}\{x_{i,0:T}, u_{i,0:T-1}\} \in \mathbb{R}^a$$

denote the trajectory of $\mathcal{S}_i(\theta_i)$ given $\theta_i$, where $a = (T + 1)n + Tm$. We assume, as is common, that any necessary smoothness and similar conditions for a well-defined unique solution to exist are fulfilled. Since this optimal trajectory depends on the parameter $\theta_i$, $\xi_i$ can also be viewed as a function of $\theta_i$, i.e., $\xi_i : \mathbb{R}^r \to \mathbb{R}^a$.

Let $L_i(\xi_i, \theta_i)$ denote a scalar function, which is an additional ‘partial’ performance index or loss function (independent of $J_i$) used as a contribution to a group or team-average performance index or loss function, and reflecting to agent

1Optimal control inputs in this paper will be taken to be open-loop time functions rather than controls generated by a feedback law.
i’s trajectory $\xi_i(\theta_i)$ as well as the associated performance index; thus ultimately, $L_i$ is just a function of $\theta_i$. Correspondingly, the global average $\frac{1}{N} \sum_{i=1}^{N} L_i(\xi_i, \theta_i)$ evaluates the performance of the whole multi-agent system. Note that the objective function $J_i$ reflects a task specification that is only related to agent-i, whereas the loss function $L_i$ indicates a new task specification which might be also related to other agents.

The problem of interest is to develop an iterative rule for each agent $i$ to update $\theta_i$ such that all the $\theta_i$ reach a consensus at a common parameter $\theta^*$, which minimizes the global average loss, i.e.

$$\{\theta^*\}_{i=1}^{N} = \arg \min_{\{\theta_i\}_{i=1}^{N}} \frac{1}{N} \sum_{i=1}^{N} L_i(\xi_i(\theta_i), \theta_i)$$

s.t. $\xi_i$ obtained by (1) under $\theta_i$.

Note that the notation $\xi_i$ is shorthand for the whole optimal trajectory (input and state) of agent-$i$ from $t = 0$ to $t = T$.

III. MAIN RESULTS

The challenge in solving the cooperative tuning problem of multi-agent optimal control systems in (2) comes from two parts: first, each $L_i$ here is a function of the trajectory of a dynamical system $S_i(\theta_i)$, which makes the whole optimization problem at least a bi-level optimization; second, the optimization goal is not just the minimization of each system’s own loss but the team-average loss, for which all tunable parameters need to be adjusted cooperatively. Motivated by these two challenges, in this section we will develop a method to solve (2) by a combination of consensus-based distributed optimization in [17] and a gradient generator in [7].

A. Consensus-based Distributed Optimization

We first suppose the gradient $\frac{dL_i(\xi_i(\theta_i), \theta_i)}{\partial \theta_i}$ is available for each agent $i$ (we shall explain in the next subsection how it can be obtained). Then the problem in (2) becomes a standard consensus-based multi-agent optimization as follows:

$$\min_{\theta_1, \ldots, \theta_N} \frac{1}{N} \sum_{i=1}^{N} L_i(\xi_i(\theta_i), \theta_i)$$

s.t. $\theta_1 = \ldots = \theta_N$. 

Let $k = 0, 1, \ldots$ denote the iteration index for adjustment of tunable parameters. Let $\theta_i(k) \in \mathbb{R}^r$ denote agent $i$’s tunable parameter at iteration $k$. At iteration $k$, the optimal control sequence $u^{*}_{i,0:T-1}(k)$ for agent-$i$ is computed once based on (1) with current parameter $\theta_i(k)$. Then an updated value of $\theta_i(k+1)$ will be computed using $\theta_i(k)$ and the optimal control sequence $u^{*}_{i,0:T-1}(k)$ together with other information from agent-$i$’s neighbors. We in fact employ the following consensus-based gradient-descent update proposed by [17], [18]:

$$\theta_i(k+1) = \sum_{j \in N_i(k)} w_{ij}(k) \theta_j(k) - \eta(k) \frac{dL_i}{\partial \theta_i}(k).$$

Here,

$$\frac{dL_i}{\partial \theta_i}(k) = \frac{dL_i}{\partial \theta_i} \bigg|_{\theta_i=\theta_i(k)}$$

is the gradient of agent-$i$’s local loss $L_i$ with respect to $\theta_i$ evaluated at $\theta_i = \theta_i(k)$; and the optimal control sequence $u^{*}_{i,0:T-1}(k)$ is used in evaluating the gradient; further, $\eta(k) > 0$ is a diminishing step size for agent-$i$ such that

$$\lim_{k \to \infty} \eta(k) = 0, \sum_{k=0}^{\infty} \eta(k) = \infty, \sum_{k=0}^{\infty} \eta(k)^2 < \infty, \quad (5)$$

and $w_{ij}(k)$ are non-negative weights. Let $W(k) \in \mathbb{R}^{N \times N}$ be such that the $i$-$j$th entry is $w_{ij}(k)$ if $j \in N_i(k)$ and 0, otherwise. As adopted in [17], [18], we make the following assumption

**Assumption 1.** $W(k)$ is doubly stochastic for all $k = 0, 1, \ldots$. There exists positive integers $\tau$ and $l$ such that the union of graphs $G_{k\tau+l+1}, G_{k\tau+l+2}, \ldots, G_{(k+1)\tau+l}$ is strongly connected.

By analytical proofs and results in [17], [18], one directly has the following lemma

**Lemma 2.** [18] Assume that the gradient $\frac{dL_i(\xi_i(\theta_i), \theta_i)}{\partial \theta_i}$ is known for each agent $i$, and each $L_i(\xi_i(\theta_i), \theta_i)$ is convex in $\theta_i$. Then the distributed update (4) with Assumption 1 and step size (5) drives $\theta_i(k) \to \theta^*$ as $k \to \infty$ for all $i \in \mathcal{V}$ and $\theta^*$ minimizes the global average, i.e.

$$\{\theta^*\}_{i=1}^{N} = \arg \min_{\theta_1, \ldots, \theta_N} \frac{1}{N} \sum_{i=1}^{N} L_i(\xi_i(\theta_i), \theta_i).$$

Note that [18] proves Lemma 2 when the step size satisfies (5) and [17] proves Lemma 2 when the step size is a positive constant. Lemma 2 hypotheses that the gradient $\frac{dL_i(\xi_i(\theta_i), \theta_i)}{\partial \theta_i}$ is available to each agent $i$ for all iterations $k = 0, 1, \ldots$. From the chain rule, one has

$$\frac{dL_i(\xi_i, \theta_i)}{\partial \theta_i} = \frac{dL_i(\xi_i, \theta_i)}{d\xi_i} \frac{d\xi_i}{d\theta_i} + \frac{dL_i(\xi_i, \theta_i)}{d\theta_i}, \quad (7)$$

where the partial derivatives $\frac{dL_i(\xi_i, \theta_i)}{d\xi_i}$ and $\frac{dL_i(\xi_i, \theta_i)}{d\theta_i}$ are known. The main challenge here comes from the fact that agent $i$ does not have an analytical relation between its system trajectory $\xi_i$ and the parameter $\theta_i$, and thus does not know $\frac{d\xi_i}{d\theta_i}$, i.e., the partial derivative of a trajectory $\xi_i$ with respect to the parameter $\theta_i$. In the following, we will borrow a result from [7] to develop a gradient generator which computes the exact value for $\frac{d\xi_i}{d\theta_i}$.

B. Gradient Generator

This subsection introduces the gradient generator for computing $\frac{d\xi_i(\theta_i)}{d\theta_i}$ at each iteration $k$. For simplicity of notation, we use $\theta_i$ to denote $\theta_i(k)$ in this section. Given the optimal control (1), one has the following Hamiltonian associated with $S_i(\theta_i)$ for all $t = 0, \ldots, T - 1$.

$$H_{i,t} = c_i(t)(x_{i,t}, u_{i,t}, \theta_i) + f_i(x_{i,t}, u_{i,t}, \theta_i) \lambda_{i,t+1}. \quad (8)$$
Here, \( \lambda_t \in \mathbb{R}^n \), \( t = 1, \ldots, T \) denotes the Lagrangian multiplier associated with the equality constraint which represents the dynamics \( x_{i,t+1} = f_i(x_{i,t}, u_{i,t}, \theta_i) \). By the definition of \( \xi_i \), we have

\[
\frac{\partial \xi_i(\theta_i)}{\partial \theta_i} = \begin{bmatrix} \frac{\partial f_{0,T}}{\partial x_{i,T}} \\ \frac{\partial f_{0,T}}{\partial u_{i,T}} \end{bmatrix}.
\]

Let

\[
X_{i,t} \triangleq \frac{\partial x_{i,t}}{\partial \theta_i} \in \mathbb{R}^{n \times r}, \quad U_{i,t} \triangleq \frac{\partial u_{i,t}}{\partial \theta_i} \in \mathbb{R}^{m \times r}.
\]

Note that \( X_{i,0} = \frac{\partial x_{i,0}}{\partial \theta_i} = 0 \) because \( x_{i,0} \) in (1) is given.

The tool for computing the gradient \( \frac{\partial \xi_i(\theta_i)}{\partial \theta_i} \) involves a linear quadratic control system \( \mathcal{S}_i(\theta_i) \) given as follows:

\[
\min_{X_{i,1:T}, U_{i,0:T-1}} J_i = \mathbf{Tr} \sum_{t=0}^{T-1} \left( \frac{1}{2} \begin{bmatrix} X_{i,t} & U_{i,t} \end{bmatrix} Q_{i,t} \begin{bmatrix} X_{i,t} \\ U_{i,t} \end{bmatrix} + \begin{bmatrix} X_{i,t} \\ U_{i,t} \end{bmatrix} R_{i,t} \begin{bmatrix} X_{i,t} \\ U_{i,t} \end{bmatrix} \right)
\]

s.t. \( X_{i,t+1} = F_{i,t} X_{i,t} + G_{i,t} U_{i,t} + E_{i,t} \) with \( X_{i,0} = 0 \),

\[
Q_{i,t} = \begin{bmatrix} X_{i,t}^T & X_{i,t}^T \\ X_{i,t}^T & H_{i,t}^{xx} \\ X_{i,t}^T & H_{i,t}^{xu} \\ H_{i,t}^{ux} & H_{i,t}^{uu} \end{bmatrix}, \quad R_{i,t} = \begin{bmatrix} H_{i,t}^{xx} & H_{i,t}^{xu} \\ H_{i,t}^{ux} & H_{i,t}^{uu} \end{bmatrix}.
\]

The coefficients in (9) are defined as follows:

\[
F_{i,t} = \frac{\partial f_i}{\partial x_{i,t}}, \quad G_{i,t} = \frac{\partial f_i}{\partial u_{i,t}}, \quad E_{i,t} = \frac{\partial f_i}{\partial \theta_i}
\]

\[
H_{i,t}^{xx} = \frac{\partial^2 H_{i,t}}{\partial x_{i,t} \partial x_{i,t}}, \quad H_{i,t}^{xu} = \frac{\partial^2 H_{i,t}}{\partial x_{i,t} \partial u_{i,t}}, \quad H_{i,t}^{ux} = \frac{\partial^2 H_{i,t}}{\partial u_{i,t} \partial x_{i,t}}, \quad H_{i,t}^{uu} = \frac{\partial^2 H_{i,t}}{\partial u_{i,t} \partial u_{i,t}},
\]

which are known based on the trajectory \( \xi_i(\theta_i) \) and the trajectory of Lagrangian multipliers \( \lambda_{i,1:T} \). By the discrete-time Pontryagin’s Maximum Principle [7], the Lagrangian multipliers \( \lambda_{i,1:T} \) can be obtained by iteratively computing (14) and (15) given \( \xi_i(\theta_i) \):

\[
\lambda_{i,T} = \frac{\partial h_{i,T}}{\partial x_{i,T}},
\]

\[
\lambda_{i,t} = \frac{\partial H_{i,t}}{\partial x_{i,t}} + \frac{\partial f_i}{\partial x_{i,t}} \lambda_{i,t+1}, \quad t = T-1, \ldots, 1.
\]

In practice, many nonlinear optimization solvers, such as IPOPT [19], can return the value of Lagrangian multipliers after a constrained nonlinear program is solved.

Note that \( \mathcal{S}_i(\theta_i) \) is of the linear quadratic regulator (LQR) form [1] and the system dynamics and control objective in \( \mathcal{S}_i(\theta_i) \) are purely determined by the trajectory \( \xi_i(\theta_i) \) from \( \mathcal{S}_i(\theta_i) \). We also call \( \mathcal{S}_i(\theta_i) \) the gradient generator because of the following lemma:

**Lemma 3.** [7, Lemma 5.1] Let \( \{X_{i,0:T}, U_{i,0:T-1}^*\} \) be a stationary solution to (9). Then

\[
\begin{bmatrix} X_{i,0:T}^* \\ U_{i,0:T-1}^* \end{bmatrix} = \begin{bmatrix} \frac{\partial x_{i,0:T}}{\partial u_{i,T-1}} \\ \frac{\partial u_{i,T-1}}{\partial \theta_i} \end{bmatrix} = \frac{\partial \xi_i(\theta_i)}{\partial \theta_i}. \tag{16}
\]

By stationary solution we mean that \( \{X_{i,0:T}, U_{i,0:T-1}^*\} \) might be a saddle point or a minimum to (9). However, as long as \( \{X_{i,0:T}, U_{i,0:T-1}^*\} \) is a stationary solution to (9), i.e. the gradients of (9) are zeros, \( \{X_{i,0:T}, U_{i,0:T-1}^*\} \) is exactly \( \frac{\partial \xi_i(\theta_i)}{\partial \theta_i} \). Since \( \mathcal{S}_i(\theta_i) \) is a linear quadratic control system, we can compute \( \{X_{i,0:T}, U_{i,0:T-1}^*\} \) by the following lemma:

**Lemma 4.** [7, Lemma 5.2] \( \{X_{i,0:T}, U_{i,0:T-1}^*\} \) can be obtained by the following iterations for \( t = T-1, \ldots, 0 \)

\[
P_{i,t} = Q_{i,t} + A_{i,t}^T(I + P_{i,t+1} R_{i,t})^{-1} P_{i,t+1} A_{i,t},
\]

\[
W_{i,t} = A_{i,t}^T(I + P_{i,t+1} R_{i,t})^{-1}(W_{i,t+1} + P_{i,t+1} M_{i,t}) + N_{i,t},
\]

where \( P_{i,T} = H_{i,T}^{xx}, \) \( W_{i,T} = H_{i,T}^{xu} \). \( I \) is identity matrix;

\[
A_{i,t} \triangleq F_{i,t} - G_{i,t} (H_{i,t}^{uu} - H_{i,t}^{xu} H_{i,t}^{ux})^{-1} H_{i,t}^{ux}, \quad R_{i,t} \triangleq G_{i,t} (H_{i,t}^{uu} - H_{i,t}^{xu} H_{i,t}^{ux})^{-1} H_{i,t}^{xu},
\]

\[
M_{i,t} \triangleq E_{i,t} - G_{i,t} (H_{i,t}^{uu} - H_{i,t}^{xu} H_{i,t}^{ux})^{-1} H_{i,t}^{ux} - H_{i,t}^{xu} (H_{i,t}^{xu} H_{i,t}^{ux})^{-1} H_{i,t}^{ux}.
\]

Further, \( \{X_{i,0:T}, U_{i,0:T-1}^*\} \) can be computed by iteratively computing the following equations from \( t = 0 \) to \( T - 1 \) with \( X_{i,0} = 0 \):

\[
U_{i,t} = -(H_{i,t}^{uu})^{-1} \left( H_{i,t}^{ux} X_{i,t} + H_{i,t}^{xu} + G_{i,t}^T(I + P_{i,t+1} R_{i,t})^{-1} \right. \left. (P_{i,t+1} A_{i,t} X_{i,t} + P_{i,t+1} M_{i,t} + W_{i,t+1}) \right), \quad \tag{18}
\]

\[
X_{i,t+1} = F_{i,t} X_{i,t} + G_{i,t} U_{i,t} + E_{i,t}. \quad \tag{19}
\]

**Remark 5.** \( H_{i,t}^{uu} \) in (18) for all \( t = 0, \ldots, T - 1 \) is invertible if the second-order optimality sufficient condition of (1) is satisfied (as proved in Lemma 1 and Theorem 1 in [20]). See [20, Lemma A.2] for further details about the second-order sufficient condition. This is because when the condition holds, the Hessian matrix of the Hamiltonian in (8), \( \begin{bmatrix} H_{i,t}^{xx} & H_{i,t}^{xu} \\ H_{i,t}^{ux} & H_{i,t}^{uu} \end{bmatrix} \), is a positive definite matrix for all \( t = 0, \ldots, T - 1 \). This indicates that \( H_{i,t}^{uu} \) is a positive definite matrix for all \( t = 0, \ldots, T - 1 \), i.e. \( H_{i,t}^{uu} \) in (18) is invertible. In this case, the stationary solution becomes a globally unique solution. If the second-order optimality sufficient condition does not hold, then one cannot use the recursions in Lemma 4 to compute a stationary solution to (9). Nevertheless one can compute a stationary solution with a gradient descent-based method [21].

C. The Framework for Cooperative Tuning of Multi-Agent Optimal Control

To sum up, we employ the following framework for cooperative tuning of Multi-Agent Optimal Control, i.e. to solve the problem in (2). This framework is based on a combination of the consensus-based gradient descent algorithm in (4) and the gradient generator in (9), as shown in Fig. 2.

By Lemma 2, Lemma 3 and Lemma 4, one has the following main result.
Theorem 6. Suppose that Assumption 1 holds. The distributed update (4) is utilized for (2), where $\frac{dL_i}{dt} = 0$ is computed by the chain rule in (7) and $\frac{\partial \xi_i (\theta_i)}{\partial \theta_i}$ is obtained by the gradient generator (9). One has all $\theta_i(k) \rightarrow \theta^*$ as $k \rightarrow \infty$ for all $i \in V$ where $\theta^*$ solves the problem in (2).

D. Constraints in Optimal Control

In the optimal control problem (1), one can add inequality constraints that represent safety constraints. With the interior-point method [22], one can define a logarithmic barrier function for each inequality constraint and a barrier parameter. Then the constrained optimization problem can be written as an unconstrained one, where the new objective function is the original one minus the summation of all the barrier functions. Hence, one can formulate a similar gradient generator for this new optimal control problem. The Hamiltonian associated with this new problem also includes the inequality constraint. See [20] for details.

IV. SIMULATION

This section applies the proposed cooperative tuning into a synchronous multi-agent rendezvous problem [16]. Suppose there are $N$ mobile robots (or agents) and each agent should determine an optimal trajectory based on its optimal control. The rendezvous should take place at a certain specified time (i.e. the end of the trajectory), and the desired rendezvous location for each agent is unspecified, which is initialized randomly and viewed as a tunable parameter in the OC system of each agent. Given a particular value of the tunable parameter for each agent, the determination of the optimal trajectory is made independently of the other agents.

At first iteration ($k = 0$), each agent determines an optimal trajectory under a initial parameter $\theta_i(0) = k = 0$. Then for each iteration, agents share and update their parameters and cooperatively minimize a global loss function by individually minimizing their own local loss function. All the agents should eventually achieve a consensus on the parameter and hence rendezvous at a single unspecified location.

Agent-$i$'s dynamics are modeled by the following unicycle model [23, Chapter 13]:

$$\dot{x}_i = \begin{bmatrix} p_x, i \\ p_y, i \\ \psi_i \end{bmatrix} = f_c(x_i, u_i) = \begin{bmatrix} u_{v,i} \cdot \cos(\psi_i) \\ u_{v,i} \cdot \sin(\psi_i) \\ u_{\omega,i} \end{bmatrix},$$

(20)

where $x_i \in \mathbb{R}^3$ is agent-$i$'s state, $u_i = \{u_{v,i}, u_{\omega,i}\} \in \mathbb{R}^2$ is agent-$i$'s control input, $p_x, i \in \mathbb{R}$ and $p_y, i \in \mathbb{R}$ are position coordinates, $\psi_i \in \mathbb{R}$ is the heading angle, $u_{v,i}$ is the velocity input, and $u_{\omega,i}$ is the angular velocity input. Define

$$p : x_i \in \mathbb{R}^3 \mapsto p_i \in \mathbb{R}^2$$

as the static mapping from agent-$i$'s state to its position $p_i = \text{col}\{p_{x,i}, p_{y,i}\} \in \mathbb{R}^2$.

The optimal control for agent-$i$ is written as

$$\min_{x_{i,T}, u_{i,0:T-1}} J_i(x_{i,0:T}, u_{i,0:T-1}, \theta_i)$$

s.t. $x_{i,t+1} = x_{i,t} + \Delta \cdot f_c(x_{i,t}, u_{i,t})$,

$\forall t = 0, \ldots, T-1$ with given $x_{i,0}$,

where $\theta_i \in \mathbb{R}^2$ is the tunable parameter for agent-$i$, $\Delta > 0$ is a constant arising in the discrete time Euler approximation of the differential equation (20), and the objective function $J_i(x_{i,0:T}, u_{i,0:T-1}, \theta_i)$ is defined by

$$J_i = \sum_{t=0}^{T-1} \left[ 2||p(x_{i,t}) - \theta_i||^2 + ||u_{i,t}||^2 \right] + 5||p(x_{i,T}) - \theta_i||^2,$$

(23)

The local loss function for agent-$i$ is defined by

$$L_i(\xi_i, \theta_i) = 100||p(x_{i,T}) - \theta_i||^2$$

(24)

where $\xi_i \triangleq \text{col}\{x_{i,0:T}, u_{i,0:T-1}\} \in \mathbb{R}^{5T+3}$, and $x_{i,T}$ is the $(T + 1)$-th component of $\xi_i$. And the global loss function is $\sum_{i=1}^{N} L_i$. Note that the weighting coefficients in (23) and (24) are essentially arbitrary.

Section II mentions the difference between an objective function $J_i$ and a local loss function $L_i$ in general. In this specific example, $J_i$ (through its inclusion of the term $||u_{i,t}||^2$) indicates that the trajectory of each agent should seek over the whole trajectory to become as close as possible to the desired rendezvous location while maintaining small energy consumption, whereas $L_i$ indicates that the end of the trajectory should be as close as possible to the desired rendezvous location, and nothing more than that, since energy use and proximity to the rendezvous point before the end-time are irrelevant to the global objective.

A. Simulation Result

The other parameters used for the following simulation are: $N = 5$, $T = 60$, $\Delta = 0.1s$, $\eta(k) = 0.1 \forall k \geq 0$. A periodic time variant graph $G_k$ is defined in Fig. 4. The weight matrix $W(k)$ is defined by Metropolis weights [24]. The initial state $x_{i,0}$ and parameter $\theta_i(0)$ are generated randomly.

As shown in Fig. 3(a) and 3(b), the tunable parameters $\theta_i$ are initialized as different positions at first iteration. As the iteration $k$ increases, the $\theta_i(k)$ converge to a common point, resulting in multiple agents rendezvous with each other. In Fig. 3(c), the loss is decreasing when the parameter error $\sum_{i=1}^{N} \sum_{j=1}^{N} ||\theta_i - \theta_j||^2$ is decreasing significantly, and finally both the loss and the parameter error converge.
(a) The trajectory before iteration
(b) The trajectory after 30 iterations
(c) The loss and parameter error

Fig. 3: The simulation result for a multi-agent rendezvous problem given a periodic graph with 5 agents. The blue dots are the initial positions. The red stars are the desired terminal positions. The lines in blue are the optimal trajectory generated by the optimal controls given $\theta_i$. The top plot in (c) is relative loss over iterations, i.e., current loss divided by the initial loss. The bottom plot in (c) is total error of parameter $\theta_i$ among all agents over iterations, i.e., $\sum_{i=1}^{N} \sum_{j=|i-j|}^{N} ||\theta_i - \theta_j||^2$.

Fig. 4: Periodic time variant graph $G_k$, $q = 0, 1, 2, \ldots$

V. Conclusion

This paper has developed a framework based on a combination of consensus-based distributed optimization and gradient generator, which solves the problem of cooperative tuning of multi-agent optimal control system. Future work includes development of a gradient estimator based on trajectory segments of optimal control systems, extension of the result to optimal control systems with infinite time horizon and employment of other gradient-descent algorithms, such as Nesterov’s Accelerated Gradient [25].
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