A Finite-Time Differentiator with Application to Nuclear Reactor Inverse Period Measurement
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Abstract: The measurement of the growth rate, or the so-called inverse period, of a nuclear reactor is crucial for safety monitoring and control purposes. Due to the inevitable statistical fluctuation of neutron flux at low power-levels, it is difficult to precisely estimate the inverse period from the pulse counting data in the source range. Motivated by the equivalence of the measurement of inverse period and the differentiation of the logarithm of pulse count, a new differentiator is proposed, which is finite-time convergent with a bounded steady estimation error. The feasibility of this newly-built finite-time differentiator is verified by numerical simulation. Then, based on the pulse count data recorded during the startup of a test reactor, the differentiator is used to estimate the inverse period and its derivative, as well as the period and the reactivity of the reactor. The results show that the differentiator is capable of providing a satisfactory estimation of signal derivatives under strong noise.
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1. Introduction

The period of a nuclear reactor is defined as the e-folding time of neutron flux. In nuclear engineering, the reactor period is an important parameter, which is taken to be positive for a flux increase and negative for a flux decrease [1]. The reciprocal of the reactor period, also called the growth rate or the inverse period, shows the fractional increase in the neutron flux per second, i.e.,

\[ \omega = \frac{1}{n(t)} \frac{dn(t)}{dt} = \frac{d\ln n(t)}{dt} \]  

where \( n(t) \) is the neutron flux of a nuclear fission reactor, and \( \omega \) denotes the inverse period. Reactor period \( T \) can be given as

\[ T = \frac{1}{\omega} \]  

The measurement of the period or inverse period is needed for reactor control and safety purposes [2,3]. For example, the worth of a control rod can be calibrated through measuring the period related to an incremental withdrawal of the rod [3]. At low power-levels, such measurement is normally performed in the pulse channel, where each electrical impulse represents the detection of an individual neutron. Hence, neutron flux \( n(t) \) is measured by the pulse count per second in the pulse channel. However, due to the inherent statistical fluctuation of neutron flux at low power-levels, it is difficult to accurately measure the inverse period by directly differentiating the signal given by the logarithm of pulse count based on the traditional numerical difference method [4].
Actually, the necessity of estimating the time-derivative of signals arises in many areas of system monitoring and control, such as target tracking and motion analysis. The derivative of a signal can be approximated by its numerical difference roughly, and can also be estimated based upon a differentiator precisely. Here, a differentiator is a special state-observer providing both the estimates of several orders of the derivatives and the reconstruction of the original signal. In the past almost three decades, some promising results of differentiator design have been given, which can be classified into linear and nonlinear differentiators. The idea of linear differentiator design is to approximate the transfer function of an ideal differentiator while filtering out the noises. Khalil gave the linear high-gain observer (HGO) which can be able to provide the estimates of the time-derivatives of a signal up to \((n - 1)\)th order, where \(n\) is the dimension of the state-vector of HGO \([5,6]\). To avoid the peaking phenomenon induced by high gains, Ibrir proposed a Kalman filter-like linear differentiator, whose time-varying gain matrix is given by the solution of a differential Riccati equation \([7,8]\). To further enhance the convergence, the development of nonlinear differentiators is then concerned. Based on the sliding mode technique, Levant proposed a first-order \([9]\) as well as a high-order \([10]\) differentiator. Although these sliding mode differentiators are finite-time convergent, the main drawback is the chattering phenomenon induced by the sign function. Motivated by the bang-bang control of integrator chains, Han et al. proposed the tracking differentiator (TD) \([11]\). It is shown by the comparison study \([12]\) that the TD has a weaker stability requirement of the original systems utilized for differentiator design than those linear differentiators presented in \([5–8]\) do. The rigorous convergence analysis of TD can be found in \([13,14]\). Further, a finite-time-convergent differentiator is proposed in \([15]\) based on the perturbation technique as well as some well-constructed finite-time stable systems. The construction of finite-time stable systems can be realized by designing finite-time stabilizers for an integrator chain \([16,17]\). By designing a new finite-time stabilizer of the 2nd-order integrator chain, a 1st-order differentiator is newly given in \([18]\). However, since the expressions of the finite-time stabilizers of integrator chains presented in \([16–18]\) are complicated, the corresponding differentiators cannot be easily implemented in practical engineering, which lead to the need for developing simple and effective differentiators.

It can be seen from (1) that the inverse period is essentially the derivative of signal \(v\) defined by \(v(t) = \ln n(t)\). Motivated by the equivalence of the measurement of the inverse period and the differentiation of signal \(v\), a simple nonlinear differentiator is first proposed, which is finite-time convergent with a bounded steady estimation error. Then, the feasibility of the newly-built differentiator is verified through numerical simulation. Finally, the differentiator is applied to estimate the inverse period and its derivative as well as the period and the reactivity of a test reactor from the pulse counting data recorded during the reactor startup.

2. Introduction to Homogeneity and Finite-Time Stability

In this section, the concepts about homogeneity and finite-time stability are first introduced. Then, both the lemma giving the sufficient condition of finite-time stability and that showing the properties of homogeneous systems are given.

**Definition 1 (\(\delta^\tau\)-Homogeneity).** Fix a set of coordinates \(x = [x_1, \ldots, x_n]^T\) in \(R^n\). Let \(r = (r_1, \ldots, r_n)\) be a \(n\)-tuple of positive real numbers. Then, the definitions of the one-parameter dilation, homogeneous function and homogeneous vector are given as follows:

1. The one-parameter dilation \(\delta^\tau_r\) associated with \(r\) is defined by

   \[
   \delta^\tau_r(x) = [\varepsilon^{r_1}x_1 \quad \cdots \quad \varepsilon^{r_n}x_n]^T
   \]

   where \(\varepsilon > 0, = [x_1, \ldots, x_n]^T \in R^n\), and the numbers \(r_i (i = 1, \ldots, n)\) are the weights of coordinates.
(2) A function \( V: \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be \( \delta^r \)-homogenous of degree \( m \) (\( m \in \mathbb{R} \)) if
\[
V(\delta^r x) = \varepsilon^m V(x), \quad \forall x \in \mathbb{R}^n, \forall \varepsilon > 0.
\]

(3) A vector function \( f(x) = [f_1(x), \ldots, f_n(x)]^T \) is said to be \( \delta^r \)-homogenous of degree \( k \) (\( k \in \mathbb{R} \)) if \( f_i(x) \) is \( \delta^r \)-homogenous of degree \( k + r_i \) (\( i = 1, \ldots, n \)), i.e.,
\[
f_i(\delta^r x) = \varepsilon^{k + r_i} f_i(x), \quad \forall x \in \mathbb{R}^n, \forall \varepsilon > 0, i = 1, \ldots, n.
\]

**Definition 2** (\( \delta^r \)-homogeneous norm [19]). Let \( r = (r_1, \ldots, r_n) \) be a \( n \)-uplet of positive real numbers. For \( \forall x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n \), a \( \delta^r \)-homogeneous norm is given by
\[
\|x\|_{r,p} = \left( \sum_{i=1}^{n} |x_i|^{p r_i} \right)^{\frac{1}{p}},
\]
where \( p \geq 1 \). Moreover, the set given by
\[
S_{r,p} = \{ x | \|x\|_{r,p} = 1 \}
\]
is the corresponding \( \delta^r \)-homogeneous unit sphere.

**Definition 3** (Finite-Time Stability). Consider the following nonlinear system
\[
\dot{x} = f(x), \quad x \in D \subset \mathbb{R}^n,
\]
where \( f: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is continuous, \( O \in D \), and \( f(O) = O \). The equilibrium \( x = O \) is finite-time stable if it is Lyapunov stable and there exists a function \( T: D/O \rightarrow (t_0, \infty) \) such that, for any \( x_0 \in U/O \), system trajectory \( x(t) \) with \( x(t_0) = x_0 \) satisfies
\[
\lim_{t \rightarrow T(x_0)} x(t) = O
\]
where \( t \in [t_0, T(x_0)) \), and \( T(x_0) \) is called the settling time. Further, if \( D = \mathbb{R}^n \), then the origin is globally finite-time stable.

**Lemma 1.** Consider nonlinear system (4). If there exists a real scalar \( \gamma \in (0,1) \), a positive scalar \( c \) and a continuously differentiable Lyapunov function \( V(x) \) so that inequality holds along the trajectories starting at any initial point \( x_0 \), then the origin is a finite-time stable, and the settling time satisfies
\[
T(x_0) \leq \frac{1}{c(1-\gamma)} V^{1-\gamma}(x_0).
\]

**Lemma 2.** Consider nonlinear system (4), and suppose that system vector \( f \) is \( \delta^r \)-homogenous of degree \( h \), where \( h \in \mathbb{R} \). If the origin \( x = O \) is asymptotically stable, then it can be seen that
1. For \( \forall d > 0 \), there exists a Lyapunov function \( V \) that is \( \delta^r \)-homogenous of degree \( d \).
2. If \( h < 0 \), then the origin is finite-time stable.
3. There exists positive constants \( B_i (i = 1, \ldots, n) \) so that
\[
\left| \frac{\partial V(z)}{\partial z_i} \right| \leq B_i |V(z)|^{\frac{d-1}{d}}, \quad \forall z \in \mathbb{R}^n.
\]
where \( \mathbb{R}_A \) is the attraction region of the origin.

**Proof.** The detailed proof is given in the Appendix A. □
3. Finite-Time Differentiator Design

In this section, a simple nonlinear differentiator is proposed, and it is shown by theoretical analysis that this differentiator is finite-time convergent with a bounded steady error. Based upon Lemma 2, the following Theorem 1 gives a finite-time stable original system for differentiator design, which is the first main result of this paper.

**Theorem 1.** Consider dynamic system

\[
\begin{align*}
\dot{x}_i &= x_{i+1}, \quad i = 1, \ldots, n-1, \\
\dot{x}_n &= -\sum_{i=1}^{n} k_i \text{sgn}(x_i)^\theta_i,
\end{align*}
\]

where \(x_i \in \mathbb{R}\) are the state-variables, \(k_i\) are positive constants,

\[
\text{sgn}(x_i)^\theta_i = |x_i|^\theta_i \text{sgn}(x_i),
\]

\[
\theta_i = \frac{n\alpha - (n-1)}{r_i},
\]

\[
r_i = (i-1)\alpha - (i-2)
\]

\(i = 1, \ldots, n, \text{sgn}(\cdot)\) is the sign function given by

\[
\text{sgn}(\theta) = \begin{cases} 
1 & \theta > 0, \\
0 & \theta = 0, \\
-1 & \theta < 0,
\end{cases} \quad \forall \theta \in \mathbb{R},
\]

and \(\alpha\) is a given constant satisfying

\[
1 - \frac{1}{n} < \alpha < 1.
\]

System (6) is finite-time stable around the origin \(x = 0\) if the algebraic equation

\[
s^n + k_n s^{n-1} + \cdots + k_2 s + k_1 = 0,
\]

where \(s \in \mathbb{C}\), is Hurwitz, i.e., all the roots have strictly negative real parts.

**Proof.** First, we show that system (6) is asymptotically stable around the origin.

Define

\[
x_e = [x_e, x_{e-1}, \ldots, x_{e-n+1}]^T = [x_e, \text{sgn}(\rho) \frac{x_e}{|x_e|}, \ldots, \text{sgn}(\rho) \frac{x_e}{|x_e|}]^T, \quad \forall \rho \neq 0.
\]

Then, the linearized system corresponding to system (6) at \(x_e\) can be written as

\[
\dot{x} = A(\rho)x,
\]

where

\[
A(\rho) = \begin{bmatrix}
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
-k_1(\rho) & -k_2(\rho) & \cdots & -k_n(\rho)
\end{bmatrix},
\]

and

\[
k_i(\rho) = \frac{k_i}{|x_e|^{\theta_i}} = \frac{k_i}{|\rho|^{\alpha-\frac{1}{2}}}, \quad i = 1, \ldots, n.
\]

From (15), the characteristic equation corresponding to system matrix \(A(\rho)\) is given by

\[
p^n + k_n(\rho)p^{n-1} + \cdots + k_2(\rho)p + k_1(\rho) = 0,
\]
where \( p \in C \). Define
\[
s = |\rho|, \quad \rho \in C,
\]
and (17) can be rewritten as (12). Since Equation (12) is Hurwitz, system (6) is asymptotically stable around \( x_e \) that can be arbitrarily close to the origin by setting constant \( \rho \) to be small enough.

Suppose that system (6) is not asymptotically stable at the origin, which means that there exists a positive constant \( M > 0 \) so that
\[
\lim_{t \to \infty} \|x(t)\| \geq M
\]
From (13), it can be seen the fact
\[
\lim_{\rho \to 0} x_e(\rho) = O
\]
which means that \( \|x_e(\rho)\| < M/2 \) if positive constant \( \rho \) is small enough. Since (6) is asymptotically stable around \( x_e(\rho) \), there exists \( T > 0 \) so that
\[
\|x(t) - x_e(\rho)\| < M/2, \quad \text{for } t > T \text{ and } \|x_e(\rho)\| < M/2.
\]
which further gives
\[
\|x(t)\| < M, \quad t > T.
\]
Because of the contradiction between inequalities (19) and (20), system (6) must be asymptotically stable at the origin.

Second, we show the homogeneity property of system vector \( f(x) \) given by
\[
f(x) = \begin{bmatrix} f_1(x) & \cdots & f_{n-1}(x) & f_n(x) \end{bmatrix}^T = \begin{bmatrix} x_2 & \cdots & x_n & -\sum_{k=1}^n k_i \text{sig}(x_i) \theta \end{bmatrix}^T.
\]
Actually, it can be seen by direct calculation that
\[
f(\delta^\alpha_r(x)) = \begin{bmatrix} \varepsilon^{2-v_1} \varepsilon f_1(x) \\ \vdots \\ \varepsilon^{n-1} \varepsilon f_n(x) \\ -\varepsilon^{n+1-v_1} \varepsilon^{n} \sum_{k=1}^n k_i \text{sig}(x_i) \theta \end{bmatrix}^T = \varepsilon^{\alpha-1} I^\alpha_r(f(x)).
\]
Then, from Definition 1 and Equation (22), system vector \( f(x) \) is \( \delta^\alpha \)-homogenous of degree \( \alpha - 1 \). It can be further seen from (11) that \(-1/n < \alpha - 1 < 0\).

Since system (6) is asymptotically stable at the origin, and system vector \( f(x) \) is \( \delta^\alpha \)-homogenous with a negative degree, it can be seen from Lemma 2 that system (6) is finite-time stable at the origin, which completes the proof of Theorem 1. \( \square \)

**Remark 1.** As \( \alpha \to 1 \), system (6) converges to system
\[
\dot{x} = A_c x,
\]
where
\[
A_c = \begin{bmatrix} 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \\ -k_1 & -k_2 & \cdots & -k_2 \end{bmatrix}.
\]
The trajectory of system (23) is given by
\[
\begin{align*}
\|x(t)\| & < M, \quad t > T. \\
\end{align*}
\]
where $x_0$ is the initial point. Since the characteristic equation of matrix $A_c$ is just (12) which is Hurwitz, i.e., all the eigenvalues of $A_c$ have negative real parts. Then, from (25), system (23) is exponentially stable at the origin $x = 0$. Hence, positive constant $\alpha$ cannot equal to 1, otherwise the finite-time stability of the origin will degrade to the asymptotic stability.

Based on the system given by (6)–(11), design the $(n-1)$th-order differentiator of signal $v(t)$ as

$$
\begin{align*}
\dot{z}_i &= z_{i+1}, & i &= 1, \ldots, n-1, \\
\dot{z}_n &= -\frac{1}{\epsilon} \left[ k_1 \text{sgn}(z_1 - v)^\theta_1 + \sum_{i=2}^n k_i \text{sgn}(\epsilon^{i-1} z_i)^\theta_i \right],
\end{align*}
$$

where $\epsilon > 0$ is an arbitrarily given positive constant, $\theta_i$ is given by (8), $i = 1, \ldots, n$. It can be seen that differentiator (26) not only gives the derivatives of signal $v(t)$ up to $(n-1)$th order but also provides the reconstruction of $v(t)$ from noises. The following Theorem 2, which is the second main result, shows finite-time convergence of differentiator (26).

**Theorem 2.** Differentiator (26) is finite-time convergent with a bounded steady error if the associated system given by (6)–(11) is finite-time stable.

**Proof.** Define the time-scale transformation as

$$
\tau = t/\epsilon,
$$

and define the coordinate transformation as

$$
x_i = \epsilon^{i-1} \left[ z_i - v^{(i-1)} \right], \quad i = 1, \ldots, n.
$$

where $v^{(0)}$ is the $i$th order derivative of signal $v(t)$.

From scale transformation (27) and coordinate transformation (28), $(n-1)$th-order differentiator (26), where integer $n$ should be larger than 2, can be rewritten as

$$
\begin{align*}
\frac{dx_i}{d\tau} &= x_{i+1}, & i &= 1, \ldots, n-1, \\
\frac{dx_n}{d\tau} &= -\sum_{i=1}^n k_i \text{sgn}(x_i)^\theta_i + \epsilon^\theta \Delta,
\end{align*}
$$

where

$$
\Delta = \sum_{i=1}^{n-1} k_i \epsilon^{i(\theta_{i+1} - \theta_2)} \Delta_i + \epsilon^{n-\theta_2} \Delta_n
$$

and

$$
\Delta_i = \left\{ \begin{array}{ll}
\text{sgn}(z_i - v^{(i)})^{\theta_i} - \text{sgn}(z_{i+1})^{\theta_i} & i = 1, \ldots, n-1, \\
-v^{(n)} & i = n.
\end{array} \right.
$$

In practical engineering, both signal $v(t)$ and its derivatives are bounded in most cases, and hence it is not loss of generality to assume that scalar $\Delta$ given by (30) is bounded, i.e., there exists a positive constant $M$ so that

$$
|\Delta| \leq M.
$$

From Lemma 2, for an arbitrarily given positive constant $d$, there exits a Lyapunov function $V$ that is $\delta^d$-homogenous of degree $d$ while satisfying

$$
\frac{dV(x)}{d\tau} = -C[V(x)]^{\epsilon \delta} + \epsilon^{\delta} \frac{\partial V(x)}{\partial x_n} \Delta,
$$

where $\epsilon > 0$ is an arbitrarily given positive constant, $\theta_i$ is given by (8), $i = 1, \ldots, n$. It can be seen that differentiator (26) not only gives the derivatives of signal $v(t)$ up to $(n-1)$th order but also provides the reconstruction of $v(t)$ from noises. The following Theorem 2, which is the second main result, shows finite-time convergence of differentiator (26).

**Theorem 2.** Differentiator (26) is finite-time convergent with a bounded steady error if the associated system given by (6)–(11) is finite-time stable.

**Proof.** Define the time-scale transformation as

$$
\tau = t/\epsilon,
$$

and define the coordinate transformation as

$$
x_i = \epsilon^{i-1} \left[ z_i - v^{(i-1)} \right], \quad i = 1, \ldots, n.
$$

where $v^{(0)}$ is the $i$th order derivative of signal $v(t)$.

From scale transformation (27) and coordinate transformation (28), $(n-1)$th-order differentiator (26), where integer $n$ should be larger than 2, can be rewritten as

$$
\begin{align*}
\frac{dx_i}{d\tau} &= x_{i+1}, & i &= 1, \ldots, n-1, \\
\frac{dx_n}{d\tau} &= -\sum_{i=1}^n k_i \text{sgn}(x_i)^\theta_i + \epsilon^\theta \Delta,
\end{align*}
$$

where

$$
\Delta = \sum_{i=1}^{n-1} k_i \epsilon^{i(\theta_{i+1} - \theta_2)} \Delta_i + \epsilon^{n-\theta_2} \Delta_n
$$

and

$$
\Delta_i = \left\{ \begin{array}{ll}
\text{sgn}(z_i - v^{(i)})^{\theta_i} - \text{sgn}(z_{i+1})^{\theta_i} & i = 1, \ldots, n-1, \\
-v^{(n)} & i = n.
\end{array} \right.
$$

In practical engineering, both signal $v(t)$ and its derivatives are bounded in most cases, and hence it is not loss of generality to assume that scalar $\Delta$ given by (30) is bounded, i.e., there exists a positive constant $M$ so that

$$
|\Delta| \leq M.
$$

From Lemma 2, for an arbitrarily given positive constant $d$, there exits a Lyapunov function $V$ that is $\delta^d$-homogenous of degree $d$ while satisfying

$$
\frac{dV(x)}{d\tau} = -C[V(x)]^{\epsilon \delta} + \epsilon^{\delta} \frac{\partial V(x)}{\partial x_n} \Delta,
$$

where $\epsilon > 0$ is an arbitrarily given positive constant, $\theta_i$ is given by (8), $i = 1, \ldots, n$. It can be seen that differentiator (26) not only gives the derivatives of signal $v(t)$ up to $(n-1)$th order but also provides the reconstruction of $v(t)$ from noises. The following Theorem 2, which is the second main result, shows finite-time convergence of differentiator (26).
where \( h = \alpha - 1 < 0 \), and \( \alpha \) is the positive constant limited by (11). Then, from the proof of Lemma 2 given in the Appendix A, it can be derived that

\[
\frac{dV(x)}{dt} \leq -C[V(x)]^{\frac{d-h}{p}} + \epsilon^{\frac{d-\mu}{p}} MB_a [V(x)]^{\frac{d-h}{p}}.
\]

(34)

From inequality (34), we can see that

\[
\frac{dV(x)}{dt} < -\epsilon^{\frac{d-h}{p}} MB_a [V(x)]^{\frac{d-h}{p}}, \quad x \in \mathbb{R}_A / \Xi.
\]

(35)

where \( \mathbb{R}_A \) is the domain of attraction of the origin \( x = 0 \), and

\[
\Xi = \left\{ x \in \mathbb{R}_A \mid \|x\|_{r,p} \leq \left( \frac{2\epsilon^{\frac{d-h}{p}} MB_a}{CC_1} \right)^{\frac{1}{r-\theta}} \right\}.
\]

(36)

Based upon (35) and (36), the state-vector \( x \) converges to bounded set \( \Xi \) in finite-time. Further, it can be seen from (28) that state-variables \( x_i \) \( (i = 1, \ldots, n) \) is the estimation error of signal \( v(t) \) and its derivatives up to the \( (n-1) \)th order. Hence, differentiator (26) is finite-time convergent with bounded steady error, which completes the proof of Theorem 2.

\( \square \)

Remark 2. From (36), a smaller value of constant \( \epsilon \) can decreases the upper bound of the norm of estimation error, which tends to enhance the differentiation performance. On the other hand, it can be seen from (26) that a smaller \( \epsilon \) induces higher gains, which results in performance degradation by amplifying the noise. Hence, there must be a tradeoff, and usually it is suggested to select the value of \( \epsilon \) so that \( \epsilon \in (0.0005, 0.05) \). In this recommended range, both the estimation error and transient oscillation are acceptable.

4. Application to the Inverse Period Measurement of Nuclear Reactors

In this section, the theoretical result about the convergence of differentiator (26) is first verified by the numerical simulation. Then, the differentiator is applied to estimate the inverse period from the practical measurement data of pulse count.

4.1. Simulation Verification

This simulation is performed on Matlab/Simulink platform. The measurement signal used in the simulation is generated by

\[
v(t) = \begin{cases} 
\ln u(t) & u(t) \geq 1, \\
0 & u(t) < 1,
\end{cases}
\]

(37)

where

\[
u(t) = r(t) + w(t),
\]

(38)

\[
\frac{dr(t)}{dt} = \lambda r(t), \quad r(0) = 0,
\]

(39)

\( \lambda \) is a given positive constant giving the growth rate of \( r(t) \), and \( w(t) \) is a zero-mean Gaussian distributed random signal denoting the measurement noise. The performances of 1st order and 2nd order differentiators determined by (26), as well as the Matlab platform built-in differentiator are compared with each other. Here, \( \theta_i \) should be set to satisfy
Equation (8), and gains $k_i$ should be chosen so that algebraic Equation (17) is Hurwitz ($i = 1, \ldots, n$). If these two conditions are satisfied, then the 1st- and 2nd-order differentiators are finite-time convergent.

In the simulation, $\lambda = 0.02$, the variance of noise $w(t)$ is set to 200. Constant $\varepsilon$ of differentiator (26) is chosen as $\varepsilon = 0.015$. From (8), it can be seen that $\theta_i$ ($i = 1, \ldots, n; n = 2, 3$) is given by constant $\alpha$, and is set to be $\alpha = 0.8$. For the 1st-order differentiator, gains $k_i$ ($i = 1, 2$) are given as $k_1 = 200$ and $k_2 = 1 \times 10^5$. For the 2nd-order differentiator, gains $k_i$ ($i = 1, 2, 3$) are set to be $k_1 = 2000$, $k_2 = 100,200$ and $k_3 = 100,100$. The signal derivatives estimated by the 1st- and 2nd-order differentiators given by (26) as well as the Matlab built-in differentiator are all shown in Figure 1a. The simulated signal generated by (37)–(39) and its reconstructions provided by the 1st- and 2nd-order differentiators are all shown in Figure 1b.

![Figure 1](image_url)

**Figure 1.** Numerical simulation results for the estimations of the derivative of a given signal provided by different differentiators: (a) growth rate, (b) measured and reconstructed signals.

From the signal generator given by (37)–(39), if there is no noise, then the signal derivative is $\lambda = 0.02$. The effectiveness of a differentiator depends on whether the estimation of signal derivative can converge to $\lambda$. In Figure 1a, all the derivatives provided by the 1st-order, the 2nd-order and the Matlab built-in differentiators converge to $\lambda$ in finite-time, verifying the correctness in designing differentiator (26). The Matlab built-in differentiator is just the derivative block of Simulink, which approximates the derivative of an input signal with a zero initial output. The transfer function of the Matlab built-in differentiator can be written as

$$G_{\text{diff, Matlab}}(s) = \frac{s}{Ns + 1}, \quad (40)$$

where $N$ is the inertia time-constant with a default value of ‘Inf’, i.e., infinitely small. In the simulation, the default value ‘Inf’ is adopted for inertia time-constant $N$ of the Matlab built-in differentiator represented as (40). In Figure 1a, the oscillations during the convergence period of the built-in differentiator are much stronger than those of the 1st- and 2nd-order differentiators, showing that differentiator (26) is more effective than the built-in one for noisy signals. It can be seen from Figure 1a that since inertia time-constant $N$ is infinitely small, the stochastically noised measurement signal is directly differentiated, which caused the serious fluctuation in the signal derivative. Meanwhile, as we can see from (26), the noised measurement is not directly differentiated, and the signal derivative is estimated by the newly-built differentiator with the measurement signal as the input and with integration as the main calculating operation, which effectively suppresses the
fluctuation. Moreover, it can be seen from Figure 1a that when the order of the differentiator is higher, the influence of noise is weaker. Actually, we can find the reason from (26). For the 1st-order differentiator, the noise directly affects the estimate of the 1st-order derivative, while the 2nd-order differentiator takes the direct influence of noise into the estimation of the 2nd-order derivative. In Figure 1b, the reconstruction performance of a higher-order differentiator is worse than that of a lower-order one, which is the tradeoff of higher-order. However, since the deviation between the estimation of higher order differentiator and actual signal is constant, there is no negative influence on the reactor monitoring.

From the above simulation results and discussions, differentiator (26) is effective in both time-derivative estimation and signal reconstruction under noisy environments. Moreover, when the order of differentiator is higher, the estimations of derivatives are smoother, but the reconstruction precision is lower.

4.2. Practical Measurement at Low Power-Level

After verifying the feasibility through numerical simulation, differentiator (26) is applied to measure the inverse period of the 5MWth nuclear heating reactor (NHR-5) [20,21] in the startup stage. The NHR-5 is a typical integral pressurized water reactor (iPWR) developed by the institute of nuclear and new energy technology (INET) of Tsinghua University, which has the inherent safety features such as the full-power-range natural circulation, self-pressurization and passive residual heat removing. During the startup of NHR-5 test reactor, the pulse count given by the source range instrument was recorded per second, which is illustrated in Figure 2. To calculate the inverse period or growth rate, the signal adopted to be differentiated is the logarithm of the pulse count after being conditioned by a first-order holder.

![Figure 2. Practical measured pulse count per second.](image)

In calculating the inverse period based upon the pulse count, constant $\epsilon$ and gains $k_i$ of differentiator (26) are set to the same values as those in the previous numerical simulation, where $i = 1, 2$ for the 1st-order differentiator, and $i = 1, 2, 3$ for the 2nd-order differentiator. The estimations of inverse period provided by the Matlab built-in differentiator as well as both the 1st- and 2nd-order differentiators given by (26) are shown in Figure 3a, and the logarithm of pulse count and its reconstructions are shown in Figure 3b.
It can be seen from Figure 2 that when the pulse count rate is low, the fluctuation is strong, which leads to the difficulty in measuring the inverse period in the pulse channel. The fluctuation of neutron flux is mainly given by two types of statistical noises, where one type are the internal noises governed by the statistical nature of neutron interactions, and the other type are the external noises related with random temperature variations and mechanical stresses as well as electronic noises, etc. In Figure 3a, the oscillations in the estimate of the inverse period by the Matlab built-in differentiator is too strong for the differentiator to be adopted practically. Compared to the Matlab built-in differentiator, both the 1st- and 2nd-order differentiators determined by (26) can provide acceptable estimates of inverse period. The reason is the same as that in the numerical simulation. Since the measurement noise is directly differentiated in the Matlab built-in differentiator, there must be a big fluctuation in the estimation of derivative. Meanwhile, it can be seen from (26) that the estimate of the signal derivative given by the \((n-1)\)th-order differentiator is influenced by the integration of measurement noise directly and by neither the noise itself nor its derivative. Moreover, as we can see from Figure 3b, the smoothness in derivative estimation is the tradeoff of the degradation of signal reconstruction. However, since this degradation is only a small constant deviation to the original signal, there is no negative influence to the reactor monitoring.

Moreover, the estimations of reactor period and total reactivity that are calculated from the estimations of inverse period by the Matlab built-in differentiator as well as the newly-built 1st- and 2nd-order differentiator are all shown in Figure 4a,b, respectively. The reactivity is calculated by the well-known in-hour equation. The amplitudes corresponding to the estimates of the derivative of inverse-period provided by the Matlab built-in and 2nd-order differentiators are shown in Figure 5. From Figure 4a, the shortest estimated period determined by the built-in differentiator is much smaller than those given by the 1st- and 2nd-order differentiators, which shows the capability of differentiator (26) in triggering fewer false alarms of a short period. From Figure 4b, a higher-order differentiator can enhance the smoothness of the estimate of total reactivity than the lower order one can. Moreover, from Figure 5, because of the influence of strong measurement noise, the derivative of inverse period estimation given by the Matlab built-in differentiator is much larger than that given by the 2nd-order differentiator, further showing that the newly-built differentiator (26) is robust to strong measurement noises, and is feasible to be implemented for the measurement and monitoring of nuclear reactors.

Figure 3. Measurements of inverse period given by different differentiators: (a) estimations of inverse period, (b) signal and its reconstructions.
In this paper, a simple differentiator is newly proposed, which is shown by Lyapunov stability analysis to be finite-time convergent with bounded estimation error. After verifying the inherent strong statistical fluctuation of neutron flux at low power-levels, it is quite difficult to accurately obtain the signal derivative, especially in the pulse channel. Hence, it is reasonable to develop signal differentiators that are robust to strong background noises.

The inverse period, i.e., the growth rate of a nuclear fission reactor denotes the fractional increase in the neutron flux per second, which is a key parameter reflecting the safety status of reactors. From the definition given by Equation (1), the inverse period is equal to the derivative of the signal given by the logarithm of neutron flux. Because of the difficulties in applying a higher order differentiator taking the form as (26). Actually, if the differentiation given by 2nd-order differentiator is still not satisfactorily smooth, then we can adopt the 3rd or even higher order, which depends on acceptance of performance.

5. Conclusions

The inverse period, i.e., the growth rate of a nuclear fission reactor denotes the fractional increase in the neutron flux per second, which is a key parameter reflecting the safety status of reactors. From the definition given by Equation (1), the inverse period is equal to the derivative of the signal given by the logarithm of neutron flux. Because of the inherent strong statistical fluctuation of neutron flux at low power-levels, it is quite difficult to accurately obtain the signal derivative, especially in the pulse channel. Hence, it is reasonable to develop signal differentiators that are robust to strong background noises. In this paper, a simple differentiator is newly proposed, which is shown by Lyapunov stability analysis to be finite-time convergent with bounded estimation error. After verifying...
the theoretical result by numerical simulation, the newly-built differentiator is applied to estimate the inverse period and its derivatives as well as the period and the reactivity of a test reactor from the pulse count data measured in the startup stage. The calculating results show that the performance of this new differentiator is acceptable and much better than the Matlab built-in differentiator, and the estimations can be smoothed by increasing the order of the differentiator. In the future, it is quite meaningful to develop real-time differentiators by implementing algorithm (26) to digital control system platforms such as an embedded computer.

Author Contributions: Conceptualization, Z.D.; methodology, Z.D., Y.Z. (Yunlong Zhu); validation, Y.Z. (Yunlong Zhu); writing—original draft preparation, Y.Z. (Yunlong Zhu); writing—review and editing, Z.D.; data, D.L.; funding acquisition, Z.D., X.H.; project supervision, Y.D., Y.Z. (Yajun Zhang) and Z.Z. All authors have read and agreed to the published version of the manuscript.

Funding: This research was jointly funded by Natural Science Foundation of China (NSFC) (Grant No. 62173202) and National S&T Major Project of China (Grants No. ZX069) And The APC was funded by NSFC (Grant No. 62173202).

Acknowledgments: The authors would like to thank the anonymous reviewers for the constructive comments.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

The detailed proof of Lemma 2 is given below.

Let the attraction domain of the origin \( x = O \) be denoted by \( R_A \), where \( R_A \subset D \). Based on the converse Lyapunov theorem, there is a smooth positive definite function \( W(x) \) and a continuous, positive definite function \( Q(x) \) both defined for all \( x \in D \), such that

\[
\lim_{x \to \partial R_A} W(x) = \infty,
\]

\[
\frac{\partial W}{\partial x} f(x) \leq -Q(x), \quad \forall x \in R_A,
\]

where \( \partial R_A \) is the boundary of \( R_A \), and for any \( c > 0 \), \( \{V(x) \leq c\} \) is a compact subset of \( R_A \).

For \( \forall d > 0 \), define function \( V(x) \) as

\[
V(x) = \int_0^\infty \frac{1}{\tau^{d+1}} \alpha \circ W(\delta^\tau_v(x)) d\tau
\]

(A1)

where function \( \alpha \) satisfies the properties given by

\[
\alpha(\lambda) = \begin{cases} 
0, & \lambda \leq 1, \\
1, & \lambda \geq 3,
\end{cases}
\]

(A2)

\[
\alpha'(\lambda) > 0, \quad 1 < \lambda < 3.
\]

(A3)

Since system (4) is asymptotically stable around the origin, it can be seen that for any initial point \( x_0 \in R_A \), there exits \( t_1 \) and \( t_2 \), such that

\[
W(\delta^\tau_v(x)) = \begin{cases} 
\leq 1 & \tau \in [0,t_1), \\
\geq 3 & \tau \in (t_2, \infty).
\end{cases}
\]

(A4)

From (A2) and (A4), it can be obtained that

\[
V(x) = \int_{t_1}^{t_2} \frac{1}{\tau^{d+1}} \alpha \circ W(\delta^\tau_v(x)) d\tau + \frac{1}{\alpha(3)}
\]

(A5)

which means that \( V(x) \) is strictly positive-definite.
Define state-transformation
\[ z = \delta_x^\prime (x). \]  
(6)

It can be seen that
\[ \dot{z} = \frac{d}{dt} \delta_x^\prime (x) = \delta_x^\prime (\dot{x}) = \delta_x^\prime (f(x)). \]  
(7)

Since vector function \( f \) is \( \delta^\prime \)-homogenous of degree \( h \),
\[ \delta_x^\prime (f(x)) = \tau^{-h} f(\delta_x^\prime (x)). \]  
(8)

By substituting Equations (8) to (7), system dynamics (4) under transformation (6) can be written as
\[ \dot{z} = \tau^{-h} \mathbf{f}(z). \]  
(9)

Differentiate \( V(x) \) along the trajectory of system (4),
\[ V(x) = \int_{t_1}^{t_2} \frac{1}{\tau^{-h}} [\alpha' \circ W(z)] \frac{\partial W(z)}{\partial z} \mathbf{f}(z) \mathbf{d}\tau = \int_{t_1}^{t_2} \frac{1}{\tau^{-h}} [\alpha' \circ W(z)] \frac{\partial W(z)}{\partial z} \mathbf{f}(z) \mathbf{d}\tau \]
\[ \leq -\int_{t_1}^{t_2} \frac{1}{\tau^{-h}} [\alpha' \circ W(z)] Q(z) \mathbf{d}\tau, \]  
(A10)

which shows that the derivative of \( V \) is strictly negative definite. Then, from (5) and (10), it can be seen that \( V(x) \) is a Lyapunov function of system (4).

Further, it can also be derived that
\[ V(\delta_x^\prime (x)) = \int_0^\infty \frac{1}{\tau^{-h}} [\alpha' \circ W(\delta_x^\prime (x))] d\tau \]
\[ = e^h \int_0^\infty \frac{1}{\tau^{-h}} [\alpha' \circ W(\delta_x^\prime (x))] d(\tau \mathbf{e}) = e^h V(x), \]  
(11)

and
\[ \dot{V}(\delta_x^\prime (x)) = \int_{t_1}^{t_2} \frac{1}{\tau^{-h}} [\alpha' \circ W(\chi)] \frac{\partial W(\chi)}{\partial \chi} \mathbf{f}(\chi) \mathbf{d}\lambda \]
\[ = e^{-h} \int_{t_1}^{t_2} \frac{1}{\chi^{-h}} [\alpha' \circ W(\chi)] \frac{\partial W(\chi)}{\partial \chi} \mathbf{f}(\chi) \mathbf{d}\lambda \]
\[ = e^{-h} \dot{V}(x), \]  
(A12)

where
\[ \chi = \delta_x^\prime (\delta_x^\prime (x)) = \delta_x^\prime (x). \]

From (11) and (12), functions \( V \) and \( \dot{V} \) are \( \delta^\prime \)-homogenous of degree \( h \) and \( d-h \), respectively.

Since positive-definite function \( W(x) \) is smooth, both functions \( V \) and \( \dot{V} \) are smooth, which means that there exist positive constants \( C_k \ (k = 1, 2, 3, 4) \) so that
\[ C_1 \leq V(x) \leq C_2, \quad C_3 \leq \dot{V}(x) \leq C_4, \quad \forall x \in S_{r, p}, \]  
(A13)

where \( S_{r, p} \) is just the \( \delta^\prime \)-homogeneous unit sphere introduced in Definition 3.

For \( \forall z \in R_{A} / \{ 0 \} \), it can be seen that
\[ \zeta = \delta_{\|z\|_{r, p}}^{-1} (z) \in S_{r, p}. \]  
(A14)

Actually, by the direct calculation, it can be verified that
\[ \| \delta_{\|z\|_{r, p}}^{-1} (z) \|_{r, p} = \left( \sum_{i=1}^{n} \left| \frac{z_i}{\|z\|_{r, p}} \right|^p \right)^{\frac{1}{p}} = \left( \frac{\left( \sum_{i=1}^{n} \left| z_i \right|^p \right)^{\frac{1}{p}}}{\|z\|_{r, p}} \right) = 1. \]  
(A15)
By substituting (A14) to (A13), and based on the homogeneity property of $V$ and $\dot{V}$, we have
\begin{align}
C_1 \| z \|_r^d & \leq V(z) \leq C_2 \| z \|_r^d, \quad \forall z \in \mathbb{R}_A, \quad (A16) \\
C_3 \| z \|_{r,p}^{d-h} & \leq \dot{V}(z) \leq C_4 \| z \|_{r,p}^{d-h}, \quad \forall z \in \mathbb{R}_A. \quad (A17)
\end{align}

From inequalities (A16) and (A17), it can also be seen that
\begin{align}
\dot{V}(z) & \leq C_4 \| z \|_{r,p}^{d-h} \leq C_4 \left[ \frac{V(z)}{C_1} \right]^{\frac{d-h}{d}} = C [V(z)]^{\frac{d-h}{d}}, \quad (A18)
\end{align}
where
\begin{align}
C = C_4 C_1^{-\frac{1}{d}}
\end{align}

Since $d$ can be arbitrarily chosen, we set $d > h$, which gives
\begin{align}
0 < \frac{d-h}{d} < 1. \quad (A19)
\end{align}

Hence, from inequalities (A18) and (A19) as well as Lemma 1, the origin $x = O$ is finite-time stable.

From the smoothness of positive-definite function $W(x)$, it can be seen that
\begin{align}
\frac{\partial V(x)}{\partial x_i}, \quad \forall x \in S_{r,p}, \quad i = 1, \ldots, n, \quad (A20)
\end{align}
is also smooth, which means that there exist positive constants $D_{11}$ and $D_{12}$ ($i = 1, \ldots, n$) so that
\begin{align}
D_{11} \leq \left| \frac{\partial V(x)}{\partial x_i} \right| \leq D_{12}, \quad \forall x \in S_{r,p}, \quad i = 1, \ldots, n, \quad (A21)
\end{align}

Further, from the relationship given by
\begin{align}
\frac{\partial V}{\partial x_i} (\delta^*_i (x)) = \frac{\partial V (\delta^*_i (x))}{\partial (\varepsilon^r_i x_i)} = e^{d-r} \frac{\partial V (x)}{\partial x_i}(x), \quad (A22)
\end{align}
we can see that function (A20) is $\delta^r$-homogenous of degree $d-r_i$. By substituting (A14) to (A21), one can find that
\begin{align}
D_{11} \| z \|_{r,p}^{d-r_i} \leq \left| \frac{\partial V(z)}{\partial x_i} \right| \leq D_{12} \| z \|_{r,p}^{d-r_i}, \quad \forall z \in \mathbb{R}_A. \quad (A23)
\end{align}

Based on (A16) and (A23), if we choose
\begin{align}
B_i = D_{12} C_2^{d-r_i}, \quad i = 1, \ldots, n \quad (A24)
\end{align}
then inequality can be well satisfied. This completes the proof of Lemma 2.
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