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A B S T R A C T

The purpose of the study is to reveal how interest rates on loans offered to consumers by banks in Turkey are affected by macroeconomic factors. For this purpose, the personal loan interest rate is considered as the consumer loan interest rate, mortgage loan interest rate and vehicle loan interest rate. Macroeconomic factors, inflation, gold, exchange rate and money supply are included in the analysis. Three models have been established using monthly data for the period January 2009-June 2020. Firstly, cointegration test was applied to the models and it was determined that there is at least one cointegration relationship in each model. Long-term estimation results for the models are obtained by using the FMOLS method. In general, it was observed that the increase in the exchange rate tended to increase the bank loan interest rates, while the increase in the money supply lowered the bank loan interest rates. As a result of the causality analysis, bidirectional causality relationship from consumer loan interest rate to money supply and inflation, unidirectional causality relationship from exchange rate to interest rate was determined. Unidirectional causality relationship from mortgage loan interest rate to money supply, unidirectional causality from exchange rate to interest rate was found. While it was determined that there is a bidirectional causality relationship between vehicle loan interest rate and money supply, gold price and inflation. It is expected that these results may guide banks and policymakers to determine interest rate policies.
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1. INTRODUCTION

Banks are organizations that aim for profit and have an important place in the financial system. Any positive or negative fluctuations in the banking sector, which is an important part of the economic system, rapidly affect both the market and the sector. While banks, as commercial enterprises, continue their activities for profit, there are many functions they undertake as part of the economic system. These functions can be ordered as financial intermediation, creating liquidity, evaluating and monitoring credit demanders, solving asymmetric information problems, increasing the effectiveness of monetary policies, affecting economic stability, benefiting from economies of scale and scope, increasing the efficiency of payment systems, funding foreign trade and encouraging exports (Yağcılar Göçmen, 2011).
Personal loans offered by banks have an important role in satisfying the needs of individuals in society immediately. At this point, while people are taking loans from banks, if the other conditions are the same, the low-interest rate is preferred. From the perspective of banks, it is to increase the number of people using loans by lowering interest rates (Ibicioglu and Karan, 2009). Changes in personal interest rates will increase the consumption expenditures of individuals, and this will have a positive effect on economic growth. In addition, as the change in interest rates affects the economic balances, it is an important tool that can be used in eliminating the recession in the market in line with the purpose of monetary policies.

Based on the importance of the banking sector in the economy, the aim of the study is to establish three different models for personal loan interest rates, which are classified as consumer loans, mortgage loans, and vehicle loans, to observe how interest rates are affected by economic data and to make comparisons of models. The results to be obtained here about inflation, exchange rate, gold and money supply forecasts will be useful for banks' loan interest policies and decisions. On the other hand, it has been observed that most of the studies in the literature have been studied with a limited number of variables, especially for loan interest rates in banks. Very few of these studies have been researched by classifying personal loans. The large number of variables used distinguishes the study from other studies in the literature, and it is considered to add innovation to the literature.

In the first part of the study, information about the studies in the literature is given. In the second part, the methods used are explained and in the third part the data set is introduced. In the fourth chapter, the results obtained with the applications are presented in tables. In the last part of the study, findings and interpretation of the results, suggestions for the development of the study are included.

2. LITERATURE REVIEW

There are various interest rates in the economic structure. There are many studies in the literature that research on interest rates. However, in line with the purpose of the study, in this section, studies that use interest rates in the banking sector and are specific to the banking sector are compiled.

In most of these studies, the answer to the question of what kind of relationship exists between bank loans and economic growth has been sought. Some studies using data from Turkey as follows; Kar and Pentecost (2000), Güven (2002), Yılmaz et al. (2007), Altunç (2008), Ceylan and Durkaya (2010), Tuna and Bekeş (2013), Mercan (2013), Vurur and Özen (2013), Sever and Han (2015), Turgut and Ertay (2016), Torun and Karanfil (2016), Pehlivan et al. (2017), Apaydın (2018). According to the results obtained from these studies, it is noteworthy that there is no consensus on the relationship between bank loans and economic growth. On the other hand, the relationship between bank loans and economic growth has also been a matter of concern for different countries with different development levels. Studies examining this relationship in a wide geography are Levine and Zervos (1998), Beck and Levine.
Another factor that is curious about its relationship with bank loans is inflation. Some of the studies examining the relationship between bank loans and inflation are Arslan and Yapraklı (2008), Akçacı and Method (2011), Peker and Canbazoğlu (2011), Korkmaz (2015), Kılıç and Torun (2018).

In studies involving various interest rates and macroeconomic variables applied by banks, it was generally carried out to examine the relationship between interest rate and inflation, exchange rate and money supply.

Ibicioglu and Karan (2009) investigated the effects of interest rates on personal loans in their studies covering the period 2004-2009. In the study, personal loans are the dependent variables, interest rate, ISE national index and consumer confidence index as independent variables. According to the causality analysis results of the study, unidirectional causality relationships from personal loan interest rate and ISE index to loan volume were found. In the regression model applied, it was seen that only the lagged values of interest rates on personal loans are significant.

Aytaç ve Sağlam (2014), examined the relationship between public deficits in Turkey, public debt, inflation, growth rate, and deposit interest rates with the VAR approach and causality using data from the 1980-2012 period. Accordingly, it has been concluded that interest rates affect public deficits through inflation. It has also been determined that the interest rate is the Granger cause of inflation.

Tanrıöver and Yamak’s (2015) study carried out to test the Gibson paradox for Turkey's economy, have used the consumer price index and nominal interest rate as the variable. As a result of the application made with the cointegration analysis based on the ARDL Bound Test approach, the existence of a long-term relationship from the general price level to the nominal interest rate and the existence of Gibson paradox are accepted.

Another study examining the nominal interest rate and consumer price index was conducted by Tunalı and Erönal (2016). Studies using data in period 2003-2014 in Turkey relationship between two variables is demonstrated by taking into account the structural break Gregory Hansen test. According to the findings, there is a long-term relationship between nominal interest rate and inflation. The validity of the Fisher hypothesis is stated in the relevant period for Turkey.

In the study, the non-parametric regression method is used to investigate the impact of inflation on the weighted average exchange rate using Turkey's 2010-2015 period data. The findings reveal the existence of a positive and statistically significant relationship deposit interest rate with and exchange rate and inflation (Ekinci et.al, 2016).

Obeng and Sakyi (2017) examined the relationship between the interest rate spread and macroeconomic variables in Ghana in the period 1980-2013 using the ARDL boundary test approach and the Vector Error Correction model. As a result of the study, it was seen that the volatility of the exchange rate, fiscal deficit, economic growth, and commercial bank public borrowing increased the interest rate margin in the long and short term.
In their study, Akıncı and Yılmaz (2016) determined the relationship between the deposit interest rate and six different variables with Dynamic Least Squares (DOLS) analysis. Using the data for the period 1980-2012, it has been determined that inflation, current account balance, foreign debt service, money supply, exchange rate and economic growth are statistically significant on the interest rate. While the effect of money supply on the interest rate is negative, other variables have a positive effect.

Kartal (2019) aimed to identify the factors affecting the commercial loan interest rates in Turkey. The effects of 8 different variables were observed using quarterly data for the period 2006-2018 and the Multivariate Adaptive Regression Splines (MARS) method. Deposit interest, foreign trade balance, central bank reserve, dollar rate, M2 and inflation variables are effective on the interest rate.

The purpose of the study, in which commercial bank loan interest rate and producer price index, consumer price index, exchange rate and CBRT overnight interest rates are used, is to determine which of the interest rate and exchange rate is more effective on inflation. For this purpose, cointegration and causality analysis was conducted in the study, in which monthly data from July 2016-June 2019 were used. FMOLS results show that the change in the exchange rate is more than the producer price index on bank interest rates. Also, a relationship between the consumer price index and interest rates couldn't be determined (Ozen et al., 2020).

When the literature is examined, the bank loan interest rate has been used as the deposit interest rate, common the personal loan interest rate or the commercial loan interest rate in most of the studies. This situation in the study will contribute to the issue from a sectoral perspective.

3. METHODOLOGY

The analysis will be carried out using three methods. First, the long-term relationship between variables will be determined using the cointegration test. Afterward, the direction and size of long-term relationships of variables will be tested by the FMOLS method. Finally, the causality relationship between variables will be studied by the causality test. The methods to be used in the study are briefly explained below.

3.1 Co-Integration

Cointegration techniques are argued to be suitable for analyzing long-term relationship among the variables. There are some cointegration techniques in literature and Johansen cointegration test is one of them. This approach estimates the association between non-stationary series in the long-term by employing maximum probability procedure forecasting the numbers and parameters of cointegration relationship (Asteriou and Hall, 2011). Johansen (1988) and Johansen and Juselius (1990) developed the test method. This cointegration test follow the VAR approach to examine the long-term relationship among variables. To use Johansen’s method, we need to turn the VAR of the form;
\[ y_t = \beta_1 y_{t-1} + \beta_2 y_{t-2} + \cdots + \beta_k y_{t-k} + u_t \]  
(1)

into a VECM, which can be written as

\[ \Delta y_t = \Pi y_{t-k} + \Gamma_1 \Delta y_{t-1} + \Gamma_2 \Delta y_{t-2} + \cdots + \Gamma_{k-1} \Delta y_{t-(k-1)} + u_t \]  
(2)

\( \Pi \) is long run coefficient matrix since all the \( \Delta y_{t-i} = 0 \). The test for cointegration between the \( y \)'s is calculated by looking at the rank of the \( \Pi \) matrix via its eigenvalues. The number of cointegrating vectors \( (r) \) is determined according to trace and maximum eigenvalue test statistics. The test statistics for cointegration are formulated as

\[ \lambda_{trace}(r) = -T \sum_{i=r+1}^{g} \ln(1 - \hat{\lambda}_i) \]  
(3)

and

\[ \lambda_{trace}(r) = -T \sum_{i=r+1}^{g} \ln(1 - \hat{\lambda}_i) \]  
(4)

where \( \hat{\lambda}_i \) is the estimated value for the \( i \)th ordered eigenvalue from the \( \Pi \) matrix (Brooks, 2002).

### 3.2 Long Run Coefficient with FMOLS

Fully Modified Ordinary Least Square (FMOLS) estimator, proposed by Phillips and Hansen (1990), uses the preliminary estimates of symmetric and one-sided long-run covariance matrices of residuals. FMOLS estimator eliminate diagnostic problems in standard estimators. FMOLS models are categories of multiple time series models that directly estimate the long run effect of the independent variables on the dependent variables after correcting for the endogeneity problem in the time series. If FMOLS method developed by Phillips and Hansen (1990) is expressed as an \( n + 1 \) dimensional time series vector;

\[ Y_t = X_t' \beta + D_{1t} \gamma_1 + u_{1t} \]  
(5)

where \( D_t = (D_{1t}, D_{2t})' \) denotes deterministic trend variables. After the long-term covariance matrices calculated from residuals and a series of operations are made, the FMOLS estimator as follows,

\[ \hat{\theta}_{FMOLS} = \left[ \begin{array}{c} \hat{\beta} \\ \hat{\gamma}_1 \end{array} \right] = \left( \sum_{t=2}^{T} Z_t Z_t' \right)^{-1} \left( \sum_{t=2}^{T} Z_t y_{t}^+ - T \left[ \hat{\lambda}_{12}^+ \right] \right) \]  
(6)

where \( Z_t = (X_t, D_t)' \). The Fully Modified Ordinary Least Square estimator in Equation (6) is asymptotically unbiased and efficient.

### 3.3 Causality

Granger (1969) developed a relatively simple test that describes causality between variables. According to Granger, if the prediction of \( Y \) is more successful when the past values of \( X \) are used than when the
past values of $X$ are not used (other terms are not changed), $X$ is the Granger cause of $Y$. The following two models are used to perform the test.

$$Y_t = \beta_0 + \sum_{i=1}^{n} \beta_i Y_{t-i} + \sum_{i=1}^{n} \gamma_i X_{t-i} + \epsilon$$  \hspace{1cm} (7)

$$X_t = \beta_0 + \sum_{i=1}^{n} \beta_i X_{t-i} + \sum_{i=1}^{n} \gamma_i Y_{t-i} + \epsilon$$  \hspace{1cm} (8)

Here $i$ indicates lag length and $\beta_i$ and $\gamma_i$ are predicted parameters. The Granger test is based on comparing the F statistics of the models by using two different models to explain the $Y$ variable. Equation (7) indicates the causality from $X$ to $Y$, Equation (8) indicates the causality from $Y$ to $X$.

4. DATA

The aim of the study is to reveal how the interest rates on loans offered to consumers by banks are affected by macroeconomic data. In the study, consumer loan interest rate, mortgage loan interest rate, and vehicle loan interest rate were used as dependent variables. Consumer Price Index, exchange rate, gold price and money supply were included in the study as independent variables. Monthly data for the period January 2009-June 2020 were used in the analyzes. All of the data was obtained from the CBRT database and analyzes were carried out by taking the natural logarithm of all variables. The variables used in the study and their abbreviations are expressed in Table 1.

| Variable                                      | Abbreviation |
|-----------------------------------------------|--------------|
| Interest rate of consumer credits             | rate$_{consumer}$ |
| Interest rate of mortgage credits             | rate$_{mortgage}$ |
| Interest rate of vehicle credits              | rate$_{vehicle}$ |
| Consumer price index                          | cpi           |
| Gold price                                    | gold          |
| Exchange rate                                 | usd           |
| Money supply                                  | M2            |

The stationarity levels of the series used in econometric applications are very important in terms of both determining the method to be used and obtaining appropriate results. For this purpose, the Augmented Dickey-Fuller Unit Root Test (ADF) (Dickey and Fuller, 1979) and Phillips-Perron Unit Root Test (PP) (Phillips and Perron, 1988) were used to perform stationarity analysis of the series.

| Series          | Augmented Dickey-Fuller (ADF) Test | Phillips-Perron (PP) Test | Stationary Level |
|-----------------|------------------------------------|---------------------------|-----------------|
|                 | Intercept | Trend+ Intercept | Intercept | Trend+ Intercept | Level |
| rate$_{consumer}$ | Level    | -2.542490 (0.1078) | -2.880198 (0.1723) | -2.191921 (0.2102) | -2.410835 (0.3723) | I(1) |
| Difference      | Level    | -6.370017 (0.0000) | -6.337326 (0.0000) | -7.058171 (0.0000) | -7.024845 (0.0000) |     |
|                 | Difference Level | -2.814540 | -2.923970 | -2.403508 | -2.529910 |     |
When the unit root test results in Table 2 are examined, it is seen that the series have unit root in level for both unit root tests. That is, the level values of the series are not stable. On the other hand, when the first difference of the series is taken, the null hypothesis, which expresses the presence of unit root for all variables, was rejected at the 1% significance level in unit root tests. Based on these results, the econometric analysis will be carried out by considering the I (1) case of the series being stationary at the first difference.

### 5. ANALYSIS RESULTS

The Johansen Cointegration Test was conducted to investigate the existence of a long-term relationship among the variables that are stationary in difference during the application phase. In order to reveal how consumer loan interest rate, mortgage loan interest rate, and vehicle loan interest rate offered by banks are affected by macroeconomic data, three different models have been defined in the study. In these models, the interest rate of each loan is the dependent variable and macroeconomic variables are independent variables. The models used in the study are as follows.

**Model-1**: $rate_{consumer} = cpi + usd + gold + M2 + \epsilon$

**Model-2**: $rate_{mortgage} = cpi + usd + gold + M2 + \epsilon$

**Model-3**: $rate_{vehicle} = cpi + usd + gold + M2 + \epsilon$

| rate_{mortgage} | (0.0589) | (0.1583) | (0.1427) | (0.3134) | I(1) |
|------------------|----------|----------|----------|----------|------|
| Difference       | -6.737619 | -6.696372| -6.418531| -6.373356|      |
|                   | (0.0000)  | (0.0000)  | (0.0000)  | (0.0000)  |      |

| rate_{vehicle}  | (0.2304) | (0.2991) | (0.2567) | (0.3094) | I(1) |
|-----------------|----------|----------|----------|----------|------|
| Difference      | -7.613555| -7.576543| -7.650351| -7.614070|      |
|                  | (0.0000)  | (0.0000)  | (0.0000)  | (0.0000)  |      |

| usd              | (1.305430)| -2.905101| 1.139190 | -2.335854| I(1) |
|------------------|----------|----------|----------|----------|------|
| Level            | (0.9986) | (0.1643) | (0.9977) | (0.4116) |      |
| Difference       | -8.666025| -9.030514| -7.836896| -7.872256|      |
|                  | (0.0000)  | (0.0000)  | (0.0000)  | (0.0000)  |      |

| cpi              | (2.443518)| -0.477718| 2.497147 | -0.780828| I(1) |
|------------------|----------|----------|----------|----------|------|
| Level            | (1.0000) | (0.9835) | (1.0000) | (0.9641) |      |
| Difference       | -6.624796| -7.229525| -8.801683| -9.077803|      |
|                  | (0.0000)  | (0.0000)  | (0.0000)  | (0.0000)  |      |

| gold             | (0.850704)| -0.611220| 0.869588 | -0.708674| I(1) |
|------------------|----------|----------|----------|----------|------|
| Level            | (0.9946) | (0.9766) | (0.9949) | (0.9699) |      |
| Difference       | -10.06504| -10.18566| -10.01092| -10.13692|      |
|                  | (0.0000)  | (0.0000)  | (0.0000)  | (0.0000)  |      |

| M2               | (1.785424)| -0.866205| 2.078941 | -0.843233| I(1) |
|------------------|----------|----------|----------|----------|------|
| Level            | (0.9997) | (0.9559) | (0.9999) | (0.9582) |      |
| Difference       | -11.67457| -11.95874| -11.67458| -12.00539|      |
|                  | (0.0000)  | (0.0000)  | (0.0000)  | (0.0000)  |      |

Note: The first of the numerical expressions written opposite the level and difference values shows the test statistics. The value in brackets shows the probability values according to the Schwarz statistical information criterion for ADF and according to the kernel method "Barlett kernel" and bandwidth "Newey West bandwidth" method for PP.
5.1 Co-integration Relationship Results

First of all, in order to see whether there is a long-term relationship between variables, the cointegration method developed by Johansen (1988) and Johansen & Juselius (1990) was used for cases where all variables are stationary at the same level. All variables included in the analysis are stationary in I (1).

Before applying the cointegration test, VAR models were created for each model, then the appropriate lag length was determined according to the Akaike (AIC) information criterion. Accordingly, the most suitable lag lengths were determined as 2 for Model-1, 3 for Model-2, and 2 for Model-3. The results of Johansen (1988) and Johansen & Juselius (1990) cointegration test performed with determined lag lengths are given in Table 3.

Table 3: Johansen co-integration results

| Model | Hypothesis | Trace Statistic | 0.05 Critical Value | Prob.** | Max-Eigen Statistic | 0.05 Critical Value | Prob.** |
|-------|------------|----------------|---------------------|---------|--------------------|---------------------|---------|
|       | r =0*      | 101.5807       | 88.80380            | 0.0044  | 45.99165           | 38.33101            | 0.0055  |
|       | r ≤ 1      | 55.58901       | 63.87610            | 0.2042  | 21.46753           | 32.11832            | 0.5352  |
|       | r ≤ 2      | 34.12148       | 42.91525            | 0.2829  | 18.05075           | 25.82321            | 0.3733  |
|       | r ≤ 3      | 16.07073       | 25.87211            | 0.4869  | 9.831059           | 19.38704            | 0.6369  |
|       | r ≤ 4      | 6.239675       | 12.51798            | 0.4305  | 6.239675           | 12.51798            | 0.4305  |

Model-1

| Hypothesis | Trace Statistic | 0.05 Critical Value | Prob.** | Max-Eigen Statistic | 0.05 Critical Value | Prob.** |
|------------|----------------|---------------------|---------|--------------------|---------------------|---------|
| r =0*      | 34.12148       | 42.91525            | 0.2829  | 18.05075           | 25.82321            | 0.3733  |
| r ≤ 1      | 55.58901       | 63.87610            | 0.2042  | 21.46753           | 32.11832            | 0.5352  |
| r ≤ 2      | 34.12148       | 42.91525            | 0.2829  | 18.05075           | 25.82321            | 0.3733  |
| r ≤ 3      | 16.07073       | 25.87211            | 0.4869  | 9.831059           | 19.38704            | 0.6369  |
| r ≤ 4      | 6.239675       | 12.51798            | 0.4305  | 6.239675           | 12.51798            | 0.4305  |

Model-2

| Hypothesis | Trace Statistic | 0.05 Critical Value | Prob.** | Max-Eigen Statistic | 0.05 Critical Value | Prob.** |
|------------|----------------|---------------------|---------|--------------------|---------------------|---------|
| r =0*      | 34.12148       | 42.91525            | 0.2829  | 18.05075           | 25.82321            | 0.3733  |
| r ≤ 1      | 55.58901       | 63.87610            | 0.2042  | 21.46753           | 32.11832            | 0.5352  |
| r ≤ 3      | 16.07073       | 25.87211            | 0.4869  | 9.831059           | 19.38704            | 0.6369  |
| r ≤ 4      | 6.239675       | 12.51798            | 0.4305  | 6.239675           | 12.51798            | 0.4305  |

Model-3

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level

* denotes rejection of the hypothesis at the 0.05 level

**MacKinnon-Haug-Michelis (1999) p-values

As a result of the comparison of the obtained maximum eigenvalue and trace statistics with the critical values, it is seen that there is at least 1 cointegration vector at 5% significance level in all three models. According to these results, it is possible to mention that a long-term equilibrium relationship between variables is valid during the analysis period.

5.2 FMOLS Results

After determining that there was at least one cointegration relationship between variables for all three models, Fully Modified Least Squares Regression (FMOLS) was used to obtain information about the direction and size of the long-term relationship between dependent variables and independent variables.
The results of the FMOLS regression are given in Table 4 for three models in which bank loan interest rates are the dependent variable, inflation, gold, exchange rate, and money supply as independent variables.

Table 4: FMOLS regression results

| Dependent Variable rate | FMOLS |     |     |
|-------------------------|-------|-----|-----|
|                         | Variables | Coefficients | t-statistics | Prob. |
| consumer                | C      | 25.96401 | 5.254928 | 0.0000 |
|                         | cpi    | 1.035588 | 1.076700 | 0.2836 |
|                         | usd    | 1.255147 | 4.344250 | 0.0000 |
|                         | gold   | -0.114258 | -0.641146 | 0.5225 |
|                         | M2     | -1.429990 | -3.398446 | 0.0009 |
| R²                      | 0.538595 |               | Adj. R² | 0.524613 |
| mortgage                | C      | 27.04429 | 5.787268 | 0.0000 |
|                         | cpi    | 0.970869 | 1.067263 | 0.2878 |
|                         | usd    | 1.427407 | 5.223616 | 0.0000 |
|                         | gold   | -0.234914 | -1.393743 | 0.1657 |
|                         | M2     | -1.451961 | -3.66370 | 0.0004 |
| R²                      | 0.596628 |               | Adj. R² | 0.584404 |
| vehicle                 | C      | 27.76616 | 6.254569 | 0.0000 |
|                         | cpi    | 1.091769 | 1.263355 | 0.2087 |
|                         | usd    | 1.703857 | 6.563569 | 0.0000 |
|                         | gold   | -0.414303 | -2.587474 | 0.0108 |
|                         | M2     | -1.484857 | -3.946840 | 0.0001 |
| R²                      | 0.727888 |               | Adj. R² | 0.719642 |

In each model, the determination coefficient (R²) expressing how much percentage of the dependent variable explains by the independent variables in the model was found to be 54% for Model-1, 60% for Model-2, and 73% for Model-3, respectively.

In Model-1, it is seen that the coefficients of the variables of the exchange rate and money supply are statistically significant, the increase in the exchange rate affects the consumer loan interest rate positively and the increase in the money supply negatively. In the 1% increase in the money supply, the consumer loan interest rate decreases by 1.42%. On the other hand, it is seen that the 1% increase in the exchange rate increased the consumer loan interest rate by 1.26%. The coefficients for gold and inflation in the model are not statistically significant.

Model-2 produced similar results to Model-1. 1% increase in the exchange rate increases the mortgage loan interest rate by 1.43%, and a 1% increase in the money supply decreases the loan interest rate by 1.45%, the coefficient of both variables is statistically significant. As in Model-1, the coefficients of inflation and gold price variables are not statistically significant.

In Model-3, where vehicle loan interest rate is the dependent variable, it was observed that the coefficients of the variables of the exchange rate, gold price, and money supply were statistically
significant. In the model, if the exchange rate increases by 1%, the vehicle loan interest rate will increase by 1.7%. And 1% increases in gold and money supply will decrease the vehicle loan interest rate by 0.41% and 1.48%, respectively. The coefficient of the inflation variable is not statistically significant.

5.3 Causality Analysis Results

In the final stage of the study, it was investigated whether there is a causality relationship between variables. For this purpose, Granger Causality Test was used. Table 5 shows the Granger causality test results for Model-1.

| Hypothesis                        | X² Statistic | Probability | Direction of Causality |
|-----------------------------------|--------------|-------------|------------------------|
| M2 does not Granger cause rate_{consumer} | 7.414382     | 0.0245      | rate_{consumer} ←→ M2  |
| rate_{consumer} does not Granger cause M2 | 11.07139    | 0.0039      |                        |
| gold does not Granger cause rate_{consumer} | 1.783849     | 0.4099      |                        |
| rate_{consumer} does not Granger cause gold | 5.942787     | 0.0512      | rate_{consumer} ←→ gold |
| cpi does not Granger cause rate_{consumer} | 8.63556     | 0.0133      | rate_{consumer} ←→ cpi |
| rate_{consumer} does not Granger cause cpi | 7.352660    | 0.0253      |                        |
| usd does not Granger cause rate_{consumer} | 5.309210     | 0.0703      | rate_{consumer} ←→ lnusd |
| rate_{consumer} does not Granger cause usd | 1.630570    | 0.4425      |                        |

According to the results of the causality test in Table 5, it is seen that the consumer loan interest rate and money supply variables have a bidirectional causality relationship at 1% and 5% significance levels. On the other hand, there is a bidirectional causality relationship between consumer loan interest rate and inflation variables at the 5% significance level. According to the results, the unidirectional causality relationship was determined from the consumer loan interest rate to the gold variable at the 10% significance level. The unidirectional causality relationship from the exchange rate variable to the consumer loan interest rate was determined at a 10% significance level. Table 6 shows the Granger causality test results for Model-2.

| Hypothesis                        | X² Statistic | Probability | Direction of Causality |
|-----------------------------------|--------------|-------------|------------------------|
| M2 does not Granger cause rate_{mortgage} | 0.306712     | 0.8578      |                        |
| rate_{mortgage} does not Granger cause M2 | 11.13541    | 0.0038      | rate_{mortgage} ←→ M2  |
| gold does not Granger cause rate_{mortgage} | 2.828155     | 0.2431      |                        |
| rate_{mortgage} does not Granger cause gold | 2.612869    | 0.2708      | rate_{mortgage} ←→ gold |
| cpi does not Granger cause rate_{mortgage} | 0.937156     | 0.6259      |                        |
| rate_{mortgage} does not Granger cause cpi | 2.876794    | 0.2373      | rate_{mortgage} ←→ cpi |
| usd does not Granger cause rate_{mortgage} | 13.19501     | 0.0014      | rate_{mortgage} ←→ usd |

means unidirectional causality relationship.  
means bidirectional causality relationship.
According to the causality test results in Table 6, it is seen that there is a unidirectional relationship at the level of 1% significance from the mortgage loan interest rate to the money supply variable. There is a causality relationship at the 1% significance level from the exchange rate variable towards the mortgage loan interest rate. According to the results, no causality relationship was found between the mortgage loan interest rate with gold and inflation variables. Table 7 shows the Granger causality test results for Model-3.

| Hypothesis                              | X² Statistic | Probability | Direction of Causality |
|-----------------------------------------|--------------|-------------|-----------------------|
| M2 does not Granger cause ratevehicle   | 7.000012     | 0.0302      | ratevehicle ← M2       |
| ratevehicle does not Granger cause M2   | 4.705418     | 0.0951      |                       |
| gold does not Granger cause ratevehicle | 8.243643     | 0.0162      | ratevehicle ← gold     |
| ratevehicle does not Granger cause gold | 4.967909     | 0.0834      |                       |
| cpi does not Granger cause ratevehicle  | 4.985074     | 0.0827      | ratevehicle ← cpi      |
| ratevehicle does not Granger cause cpi  | 7.898394     | 0.0193      |                       |
| usd does not Granger cause ratevehicle  | 11.92646     | 0.0026      | ratevehicle ← usd      |
| ratevehicle does not Granger cause usd  | 1.487588     | 0.4753      |                       |

According to the causality test results in Table 7, the bidirectional causality relationship between the vehicle loan interest rate variable and the money supply, gold, and inflation variables at 5% and 10% significance levels was determined. On the other hand, the unidirectional causality relationship from the exchange rate variable to the vehicle loan interest rate is seen at the 1% significance level.

6. CONCLUSION AND DISCUSSION

The study aimed to investigate the relationship between bank loan interest rates and economic indicators such as exchange rate, gold price, money supply and inflation, monthly data between 2009 and 2020 were included in the study. Bank loan interest rates are handled in three different models as consumer loan, mortgage loan and vehicle loan interest rates. In all three models established, loan interest rates took place as dependent variables and macroeconomic variables as independent variables. The stationarities of the series included in the study were primarily examined by ADF and PP unit root tests, and it was concluded that all variables were stationary at the first difference. Johansen Cointegration Test was conducted to determine the long-term relationship between variables for three
different models established. The existence of at least one cointegration relationship between variables was observed in all three models.

FMOLS regression, which deals with the second-order asymptotic bias problem arising from serial correlation and endogeneity and which is asymptotically equivalent and effective, was used in order to be informed about the direction and size of long-term relationships of variables with cointegration relationship. In Model-1 and Model-2, where consumer loan interest rate and mortgage loan interest rates are dependent variables, the coefficients of the exchange rate and money supply variables were found to be statistically significant. While the exchange rate variable had a positive effect on bank loan rates, the money supply variable had a negative effect. In Model-3, where vehicle loan interest rate is the dependent variable, unlike other models, it is seen that the coefficient of the gold, as well as the variables of the exchange rate and money supply, is statistically significant.

According to these results, it is seen that the coefficient value of the statistically significant exchange rate variable in all three models is the highest in Model-3. This situation can be explained by the fact that the automotive sector is heavily dependent on foreign countries and imports are made depending on the exchange rate. Most of the studies examining the effect of exchange rate on interest rate in the literature have determined that exchange rate and interest rate are related. An important part of the studies argues that this relationship is positive, Ekinci et al. (2016), Akıncı and Yılmaz (2016), Kartal (2019), Vurur (2020) are just a few of them.

The fact that the coefficient of the money supply variable, which has a statistically significant coefficient in the models, turned out to be negative, coincides with the studies in the literature. Some studies concluding that the money supply affects the interest rate negatively; Akıncı and Yılmaz (2016), Kartal (2019).

Comparing the determination coefficient of the models, it is noteworthy that the R2 value of the model in which the vehicle loan interest rate is used is higher than the others. This situation can be interpreted as the macroeconomic dimension of the automotive sector, which is one of the indicators of economic growth and welfare, is higher than other loans. The results are proof that interest rates should be carefully evaluated in terms of affecting investment and consumption expenditures within the economic structure and thus affecting various sectors. In this respect, it is important to follow the interest rate within the framework of economic policies and keep it as low as possible (Kartal, 2019).

The increase in inflation increases the interest rates of banks and so increases the costs of borrowers (Arslan ve Yapraklı, 2008). However, according to the results obtained from our study, the coefficient of the inflation variable in the model established for all three types of loan interest rates is not statistically significant. These findings obtained between the inflation variable and the bank loan interest rate support the Classical Interest Theory. These findings obtained between the inflation variable and the bank loan interest rate support the classical interest theory. The theory argues that money is neutral in the long run. This means that the real interest rate will be affected by the changes in the amount of money in the short term and will return to its previous level in the long term (Tanrıöver ve Yamak, 2015). On the other
hand, the results obtained are in contrast with the Fisher Hypothesis, which states that nominal interest rates and inflation have a positive relationship in the long run (Fisher, 1930). In some of the studies in the literature supports this hypothesis and some of them shows not valid for Turkey. Some of the studies supporting the hypothesis; Şimşek and Kadılar (2006), Alçam (2003) and some of the studies suggesting that it is not valid are Çakmak et al. (2001), Yılancı (2010).

In the last part of the study, Granger causality test was used to investigate causality relationships between variables. In the model in which the consumer loan interest rate is the dependent variable, it is determined that the interest rate and money supply and inflation affect each other mutually. It also appears that the interest rate is a reason for gold prices. In the model in which the mortgage loan interest rate is used, there is a causality relationship between the interest rate and the money supply. Another determination for this model is that gold price, inflation and interest rate do not interact. In the model where the vehicle loan interest rate is included, the interest rate has a mutual relationship with money supply, gold price, and inflation. The only factor that shows similarity in all three models is the relationship determined from exchange rate to interest rates.

The results obtained show that consumer loans, mortgage, and vehicle loans interest rates can be affected differently from economic data. In addition, the results are expected to guide policymakers in applying different interest rates for sectors that have a strong contribution to economic growth with high added value.
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