Semi-Supervised FaceGAN for Face-Age Progression and Regression with Synthesized Paired Images
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Abstract: The performance of existing face age progression or regression methods is often limited by the lack of sufficient data to train the model. To deal with this problem, we introduce a novel framework that exploits synthesized images to improve the performance. A conditional generative adversarial network (GAN) is first developed to generate facial images with targeted ages. The semi-supervised GAN, called SS-FaceGAN, is proposed. This approach considers synthesized images with a target age and the face images from the real data so that age and identity features can be explicitly utilized in the objective function of the network. We analyze the performance of our method over previous studies qualitatively and quantitatively. The experimental results show that the SS-FaceGAN model can produce realistic human faces in terms of both identity preservation and age preservation with the quantitative results of a decent face detection rate of 97\% and similarity score of 0.30 on average.
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1. Introduction

Age progression and age regression have appealed to the research community for a long time. Age regression is the attempt to represent the preceding face of a person. On the contrary, age progression or face aging is the task of presenting the synthesized future-look of a face given an input face (see Figure 1). Both tasks are important tasks because of their numerous applications \cite{1,2}. One can use this technique to find missing persons or to alter the faces of actors virtually according to the age of the character in a movie. The two main factors in this research are identity preservation and age preservation. That is, the input and output faces need to look like they come from the same person, and the generated face should be in accordance with the target age group.

![Figure 1. Face aging task.](image)

The previous methods require paired face images \cite{3,4}. However, it is difficult to collect such labeled datasets. There are many public face datasets with age labels for each image. However, most...
of them do not include serial face images of the same person at different timelines (e.g., UTKFace [2], IMDB-WIKI [5,6], APPA-REAL [7]). Because of this, previous methods usually consider face aging as an unpaired image-to-image translation problem [2,8,9]. The dataset should be split into several age groups (called domains). The goal now is to translate images from a source domain to the target domain.

Many researchers have tried to apply generative adversarial networks (GANs) to face age translation [9–11]. This technique is known as a powerful tool for generating realistic images [12,13]. Basically, they exploited conditional GANs to transform the given face to the synthesized face at the target age. In this task, it is ideal for learning the aging transformation features using samples from the same person at many different times. However, most of the public datasets do not have such paired images. The limitations of such datasets cause several problems. For example, the model may not learn the aging transformation features in enough detail. Different people have different age features (e.g., facial structure, beard). Moreover, there is a trade-off between identity preservation and aging transformation learning. If a model cannot determine the aging features and the identity features properly, it may produce low-quality images in terms of age accuracy while trying to maintain the person’s identity and vice versa. Although there are many studies related to face aging, not many attempts have been made regarding face regression [2].

To solve these issues, we propose a framework with two generative adversarial networks (GANs). The first GAN is an age-conditional GAN that focuses on learning aging features. The other GAN learns both aging features and identity features from a real dataset and the output of the first GAN. After training, the first GAN generates the synthesized data, which is exploited for training the second GAN. The synthesized data from the first GAN includes paired images (same person at different ages). Therefore, this approach helps overcome the limitations of real datasets, which do not have paired data.

The proposed model is distinct from the existing works [2,10] in the following way. While previous studies do not provide architecture that can be trained by real images and synthesized images efficiently, the proposed model provides a structure that exploits real images and synthesized images to improve performance. In addition, the proposed model has a totally different network architecture from the baseline model [2], where Unet is used as a generator and a pair of synthesized images can improve training through implicit supervision.

Overall, the contributions of this paper are as follows:

1. We proposed a novel framework for age progression and regression including two GAN models. By using an additional GAN, we can train the model with a semi-supervised approach with synthesized paired images, which avoids the limitations of real datasets.
2. We introduced a new way of training that separates the aging features and identity features so that we can better train our model. With our proposed method, we can use a Unet-based model as a generator, which can overcome the bottleneck limitation of auto-encoder. This helps our model to produce more detailed images.

2. Related Works

Before deep learning, the two main approaches for age progression were physical model approaches and prototype approaches. The physical model approaches focused on the change of physical factors (e.g., hair, wrinkles, mouth) over time [14,15]. Those approaches were complicated and required a large amount of paired data. The prototype approaches learned the features by averaging the faces of people in the same age group [3,16,17]. The aging features can be presented differently for each group. However, this method results in smoothed face images that lose information regarding identity.

Nowadays, deep convolution networks are widely used in image processing. Many studies have tried to apply GANs to face aging since it often generates realistic images. The basic GAN includes two networks, the generator and discriminator, to learn and mimic a real data distribution [18]. During training, the discriminator tries to distinguish whether the input image is from real data or the output
of the generator, while the generator tries to confuse the discriminator by generating images that make the discriminator predict real images. In the last several years, a lot of improvements have been made to keep the training process more stable and generate more high-quality images [12,19,20].

On the other hand, one variant of GAN, called conditional GAN [21], is more applicable than the original GAN. Instead of generating images from random noise, conditional GAN generates an image from a given label [22] or image [23,24]. The conditional GAN is good at image-to-image translation tasks such as style transfer [25], super-resolution [26], and colorization [27]. Therefore, many studies exploited conditional GAN to synthesize aged faces. For example, acGAN is an age-conditional GAN model for age progression [8]. For better quality, S. Liu et al. [11] introduced an extra module to take advantage of cross-age transition patterns while a pyramid-structured discriminator is used for learning both global and local features in [28]. Moreover, we can improve performance by exploiting additional information/loss functions such as facial attributions [29], perceptual loss, age classification loss [10], bias loss [30], and regularization on latent space [2]. Other studies tried to apply reinforcement learning to face aging [31] or explain why GANs are good at face aging tasks [32]. To overcome the limitations of real datasets, reconstruction loss and identity loss are applied in References [2,33] while the CycleGAN-based model [24] is used in References [30,34]. However, those techniques are not good enough to deal with a wide range of ages, where we have to handle significant changes between images. Consequently, age regression is not handled well because it requires the ability to learn global facial changes.

3. Method

3.1. Baseline Method

The baseline network is taken from the Conditional Adversarial Autoencoder (CAAE) model [2] (see Figure 2). The CAAE model includes one generator and two discriminators. The generator is an auto-encoder. The encoder part extracts features and produces an encoded vector $z$ given the input image $I_1$. The decoder takes the encoded $z$ and the target age information $t_2$, then generates the output image $I_2$ corresponding to the age group $t_2$. The main discriminator $D_{img}$ distinguishes the real/fake images based on the output of the generator and the age group information $t_2$. The additional discriminator $D_z$ forces the encoded $z$’s distribution as a prior distribution (e.g., uniform distribution). Besides the common loss functions of GAN, the objective function also includes the loss function of the discriminator $D_z$, the reconstruction loss $L_2$ norm between input and output image (for identity preserving) and the total variation loss (for removing artifact ghosting).

![Figure 2. The baseline model based on Conditional Adversarial Autoencoder (CAAE).](image)

Although the CAAE model can capture aging features over time, the image quality is not good. The CAAE model generates the output images based on the encoded vector $z$. However, the encoder
encodes a high-dimensional input image into a low-dimensional vector \( z \) for extracting high-level facial features [2]. Therefore, vector \( z \) cannot capture all the information from the input images because of dimensionality reduction [35]. The reconstruction loss used in auto-encoder also cannot deal with multi-modal data [36]. Therefore, the output of CAAE is blurry. In addition, the reconstruction loss they used also has other issues. Let us denote \( E \) and \( G \) as the encoder and decoder of the generator, respectively. In the CAAE framework, the authors use the \( L_2 \) norm for reconstruction loss.

\[
\min_{E,G} L_2(I_1, G(E(I_1), t_2)).
\] (1)

In Equation (1), the reconstruction loss between the output and input image for keeping the identity could be harmful to learning aging features, since the model should generate the output image at the target age group. However, the input image comes from a different age group. Therefore, forcing the model to generate the output image close to the input image actually makes the output face appear as though it comes from the source age group, not the target age group. This conflict also results in blurry output images.

3.2. Proposed Model

To solve the problem of image quality degradation in the output, we apply the Unet architecture [37] to replace the auto-encoder. The Unet architecture includes skip-connections, which may help to generate more detailed output images. Moreover, skip-connections also improve the gradient flow so the model can learn better than in the case of an auto-encoder.

However, once we apply the Unet architecture to the generator, the CAAE model cannot learn effectively due to reconstruction loss. During the training phase, the reconstruction loss overwhelms the conditional adversarial loss. The Unet model allows the layers close to an output layer to receive information from the primary layers of the encoder. Therefore, to minimize the reconstruction loss, the Unet generator can simply emphasize the input information on the output and ignore the high-level information from intermediate layers. In that case, the generator cannot learn the age features and the reconstruction loss can reduce to 0 quickly. As a result, the output images look the same as the input images (to keep the \( L_2 \) norm low) while the generative loss is high (see Figure 6). On the other hand, if we reduce the impact of \( L_2 \) loss, the output will become unrealistic.

The reason for using this kind of reconstruction loss in the CAAE model is due to the limitations of real datasets. To deal with this problem, we propose a way to generate the labeled data, including sequence images, from the same person at different ages. Thus, instead of using the input image for comparison, we actually compare the output image with the synthesized image. This semi-supervised learning method helps to overcome not only the original problem of reconstruction loss, but also the problem of trade-off between identity preservation and aging translation during training. Besides identity preservation, the reconstruction loss now also helps to learn aging features. We use an additional GANs model for synthesizing the labeled dataset.

Overall, our proposed model combines two GANs. The first GAN is the main model with the Unet architecture as the generator, which we named FaceGAN. FaceGAN takes the face image as input and produces the face image of the same person in accordance with a target age. The second GAN generates face images from random vectors. We named this network conditional StyleGAN (cStyleGAN). The cStyleGAN is used for making the synthesized labeled dataset. We use the second GAN as a supervisor of our main GAN model. The whole framework is called semi-supervised FaceGAN (SS-FaceGAN) and described in Figure 3.
3.3. The Conditional StyleGAN

The cStyleGAN is used for making the synthesized dataset. It receives a random vector \( z \) and age information \( t \) as input and produces a face image with corresponding age group \( t \). We can think of \( t \) as the conditional age information, which controls the aging features of the output image. The random vector \( z \) now only encodes the identity features. By fixing \( z \) and changing \( t \), we are able to generate multiple face images that have the same identity features and different aging features. This helps the cStyleGAN learn the aging features and identity features separately without requiring sequence samples from the same person at different ages.

For implementation, we decide to use the StyleGAN [13]. The StyleGAN model is the state-of-the-art model for face generation, and can generate realistic images at high resolutions. The input of StyleGAN is fed directly to every layer via adaptive instance normalization operations [38] so that features in every layer can be generated directly from the input. We want to first train StyleGAN to generate face images in different age groups. To do this, we modify the original StyleGAN model to conditional StyleGAN by adding the age information as conditional information.

We assume the image \( x \) and its label \( t \) come from a real data distribution \( P_{data} \) and the random vector \( z \) is sampled from a prior distribution \( P_z \). The objective function of cStyleGAN can be described as:

\[
\min_{G_{style}} \max_{D_{style}} \mathbb{E}_{x,I \sim P_{data} ; z \sim P_{z}} \left[ \log (1 - D_{style}(G_{style}(z, I))) + \log (D_{style}(x, t)) \right].
\]  

(2)

3.4. The FaceGAN

Once we get the trained cStyleGAN model, we generate synthesized face images for the same person in different age groups by simply changing the age input for fixed \( z \). Then, we use these images as input for training the FaceGAN. During this phase, we only train FaceGAN while freezing cStyleGAN.

For training FaceGAN, we use both the real dataset and the synthesized dataset. For the real dataset, we also apply the conventional objective function for GAN:

\[
L_{G_{real}} = \mathbb{E}_{x,I \sim P_{data}} \left[ \log (1 - D_{face}(G_{face}(x, I), t)) \right]
\]  

(3)

\[
L_{D_{real}} = \mathbb{E}_{x,I \sim P_{data}} \left[ \log (D_{face}(G_{face}(x, I), t)) + \log (1 - D_{face}(x, t)) \right].
\]  

(4)

where \( x \) is the real face image at age \( t \) in Equations (3) and (4). To train with synthesized data, we first generate them using cStyleGAN. Given a random vector \( z \) (where \( z \sim P_z \)) and any two random different age labels \( t_1 \) and \( t_2 \) (\( t_1, t_2 \sim P_t \), \( P_t \) is a prior distribution), we use cStyleGAN to produce two synthesized face images \( i_1 \) and \( i_2 \) that look like they are from the same person but with a different age:
\[ i_1 = G_{\text{style}}(z, t_1); i_2 = G_{\text{style}}(z, t_2). \]  
\( \text{(5)} \)

After that, the generator of FaceGAN is trained with the objective function as below:

\[ L_{G_{\text{fake}}} = \mathbb{E}_{z \sim p_z, t_1, t_2 \sim p_t} [\log(1 - D_{\text{face}}(G_{\text{face}}(i_1, t_2), t_2))]. \]  
\( \text{(6)} \)

Since \( i_1 \) and \( i_2 \) in Equation (5) are not the real images, we ignore the following term for training the discriminator:

\[ \min_{D_{\text{face}}} \mathbb{E}_{z \sim p_z, t_1, t_2 \sim p_t} [\log(1 - D_{\text{face}}(i_2, t_2)) + \log(D_{\text{face}}(G_{\text{face}}(i_1, t_2), t_2))]. \]  
\( \text{(7)} \)

The reconstruction loss of our method is the \( L_1 \) norm between the output image and the synthesized image \( i_2 \). We notice that using \( L_1 \) instead of \( L_2 \) leads to a better quality output. We train the generator of FaceGAN with the reconstruction loss in Equation (8).

\[ L_{L_1} = \mathbb{E}_{z \sim p_z, t_1, t_2 \sim p_t} [L_1(G_{\text{face}}(i_1, t_2), i_2)]. \]  
\( \text{(8)} \)

We also apply total variation loss (denoted as \( TV(.) \) in Equation (9)) for reducing artifacts when training the FaceGAN generator with real data:

\[ L_{TV} = \mathbb{E}_{x, t \sim p_{\text{data}}} [TV(G_{\text{face}}(x, t))]. \]  
\( \text{(9)} \)

Overall, the total loss of the generator is:

\[ L_G = \alpha_1 L_{G_{\text{real}}} + \alpha_2 L_{G_{\text{fake}}} + \alpha_3 L_{L_1} + \alpha_4 L_{TV}. \]  
\( \text{(10)} \)

In Equation (10), \( \alpha_1, \alpha_2, \alpha_3, \) and \( \alpha_4 \) are the weights for each loss. We define the loss function discriminator as:

\[ L_D = \gamma L_{D_{\text{real}}}, \]  
\( \text{(11)} \)

where \( \gamma \) is the weight for \( L_{D_{\text{real}}} \) in Equation (11).

Our new reconstruction loss shows several advantages. First, it can deal with the lack of paired samples in real datasets. The reconstruction loss in the CAAE framework gives a negative impact on capturing the aging features. On the contrary, the proposed model can also learn the aging features by comparing output faces with synthesized faces. The proposed method enables us to apply Unet as the generator of FaceGAN, which captures local features better than the auto-encoder. As a result, the output can be less blurry.

4. Experiments

4.1. Dataset

We use the UTKFace dataset [2] for training. The UTKFace dataset consists of over 20,000 face images along with information about age (from 0 to 116 years old), gender, and ethnicity. Those face images are aligned and cropped so that this dataset is suitable for many tasks including face aging. For a fair comparison, we only use age information for training and ignore gender and ethnicity labels. Differently from the CAAE experiment, we change the number of age groups from 10 to 6: 0–10, 11–20, 21–30, 31–40, 41–50, and 50+. For evaluation, we use The Face and Gesture Recognition Research Network (FG-NET) aging database, which is usually used for facial aging studies [39].
includes 1002 images from 82 subjects (from 0 to 69 years old). The images from FG-NET are also aligned and cropped for fair evaluation.

4.2. Implementation Details

For cStyleGAN, we train it with images of which the maximum size is $128 \times 128$. The input of the generator is random noise and age information, while the discriminator takes image and age information as the input. The random noise is a 500-dimensional vector and the age information is a one-hot vector with 6 dimensions (corresponding to the 6 age groups). We repeat the age information two times and concatenate it to the random noise to make a 512-dimensional vector to be the input of cStyleGAN. For faster training, we reduce the number of channels in both the generator and discriminator. A more detailed description of cStyleGAN is shown in Appendix A.

For the generator of FaceGAN, we use the auto-encoder and add skip-connections to build up the Unet model. The input of the generator of FaceGAN is the face image and the age information. The resolution of the input image is $128 \times 128$. The age information is first encoded as a one-hot vector (6 dimensions). Then, it is resized to a tensor ($128 \times 128 \times 6$) where the entries corresponding to the target channel are filled with ones while the other channels are filled with zeros. The face image and that tensor are concatenated before feeding to the generator. The input of the cStyleGAN discriminator is also the concatenation of face image and age tensor. For the FaceGAN discriminator, the age information is fed to an upsampling block (using the transposed convolution layer) before concatenating the main flow. The network architecture of FaceGAN is described in Figure 4. Both cStyleGAN and FaceGAN are trained on the UTKFace dataset.

Figure 4. The architecture of the FaceGAN generator and discriminator where k is the kernel size, n is the number of channels and s is the stride for each convolutional layer.
For training FaceGAN, we set the learning rate to 0.0002 for both the generator and discriminator. We use the Adam optimizer \([40]\) with \(\beta_1 = 0.5\) and \(\beta_2 = 0.999\). The number of epochs is 120. We set the weight coefficients \(\alpha_1 = 0.2, \alpha_2 = 0.2, \alpha_3 = 500, \alpha_4 = 1, \gamma = 1\).

For comparison, we implemented the CAAE model \([2]\) and Identity-Preserved Conditional Generative Adversarial Networks (IPCGANs) model \([10]\). In the CAAE model, we modify the auto-encoder such that its inputs are image and age information only for a fair comparison. For training IPCGANs, we use the UTKFace dataset to first train the age classification module and then train the main model. Both compared models are trained with \(128 \times 128\) images and 6 age groups. Each method is trained to make a single model for both age progression and age regression. In the inference phase, the inputs are arbitrary human face images without any additional information (age, gender, etc.).

4.3. The Qualitative Results

First of all, we train the cStyleGAN model on the UTKFace dataset. The synthesized outputs of cStyleGAN are shown in Figure 5. Those images are generated by the random vector \(z\) and the age information \(t\). As we can see, by fixing the random noise \(z\) and changing the conditional age \(t\), the model can present aging features well while maintaining the other facial features for identity preservation. This shows that the model is able to learn those two types of features separately.

![Figure 5. The results from cstyleGAN (time flows from top to bottom rows).](image)

To verify the domination problem of reconstruction loss, which can overwhelm the adversarial loss, we conduct an experiment using the baseline CAAE model with Unet as the generator. We check the performance of the new model (where Unet is a generator) with the original objective function of CAAE. As we expected, in the training phase, the reconstruction loss decreased to 0 quickly and the model could not learn anything. It can be seen from Figure 6 that if we replace the auto-encoder generator with Unet, all the output images look the same as the input ones. This indicates that our hypothesis in Section 3.2 is true.

The results of the three methods are shown in Figure 7. It is easy to see that the result images of CAAE are blurry and the effect of aging features is not obvious. Since the reconstruction loss of CAAE cannot make sufficient differences in the input and output, it fails to learn the global changes. Meanwhile, our method can capture aging features well, for example, the shape of heads or the presence of beards from the young group to the old group. Additionally, our method provides images with more details than CAAE.
Figure 6. The results based on CAAE with and without the Unet generator. With the impact of reconstruction loss, the output images look exactly the same as the input images.

Figure 7. The results with three methods (in each box, from top to bottom: Identity-Preserved Conditional Generative Adversarial Networks (IPCGANs), CAAE, SS-FaceGAN and the real images). For every person, the real images (the top-left image and the images in 4th row) and the synthesized images for 6 age groups are shown.
Compared with IPCGANs, the SS-FaceGAN method can also learn global changes better. Our method results in more realistic synthesized young faces than IPCGANs. In the case of the old group, IPCGANs learn the aging features directly from the trained age classifier. However, it only presents the local aging features (e.g., wrinkles). It sometimes results in unrealistic faces in a wide range of translational cases. For example: when predicting old faces of babyfaces, there are several dark areas and the shape of the head still remains the same.

In terms of age regression, SS-FaceGAN shows the best performance. The aging change is not evident in the case of CAAE. The synthesized young face images of IPCGANs come with artifacts, such as abnormal eyes and mouths. Moreover, the IPCGANs could not remove beards and glasses completely in young face images. In contrast, our method is able to generate realistic baby face images and show clear aging features.

Comparisons of the synthesized images with real images show that SS-FaceGAN outperforms the existing methods in expressing aging dependent features while maintaining the identity. For the input image of age 2, IPCGANs fail to generate normal human faces while CAAE also falls short of expressing aging dependent features. SS-FaceGAN is observed to express a slim face well. The synthesized image generated by IPCGANs and CAAE is found to be blurred significantly for the input image of age 31, possibly due to the low brightness. SS-FaceGAN is shown to generate a synthesized image with better quality. It is noted that the synthesized face images of SS-FaceGAN do not have glasses on the face for the young age image while they are present for the old age image, which implies that SS-FaceGAN might be able to learn when people wear glasses or not, which can depend on age. Similarly, the synthesized images of young faces generated by SS-FaceGAN do not have mustaches while other methods may make such considerations. SS-FaceGAN is also shown to generate synthesized images with aging features most accurately for the input images of ages 54 and 69.

4.4. The Quantitative Results

To make data for evaluation, we use 1002 images from FG-NET, which includes all 6 age groups. For every image, we generate 6 synthesized images corresponding to the 6 age groups. Thus, we have 6012 generated images for each method. This is different from the way that the IPCGANs method generates their evaluation dataset. In the IPCGANs method, the authors use only real images from the young group (11–20 years old) to assess the age progression task, while we wish to examine the performance for both age progression and age regression. However, due to missing data, we can only compare 3440 synthesized images to ground truth images.

We examine how realistic the face images generated are by a face detection model, which allows identifying human faces in images more objectively free from human bias. The Multi-task Cascaded Convolutional Networks (MTCNN) framework [41], which detects faces using confidence scores, is exploited. The number of detected faces and associated detection rates are as follows: for a total of 6012 images, the number of detected face images of CAAE, IPCGANs and our method are 5895 (98%), 5227 (87%) and 5834 (97%), respectively. The proposed method outperforms IPCGANs, which often fails to generate realistic faces, while it performs as well as CAAE, which generates face images with minor changes from the original image.

The quality of the detected face can be compared using the confidence score, which is the probability that the detected region in an image is a human face. We ignore all the samples generated by any of the three methods that cannot be detected by MTCNN. The confidence score is the output of the face classifier model, which indicates the probability of detecting a human face in an image. Figure 8 shows the average confidence score for each age group, which is calculated over the face images detected by all three methods for a fair comparison. The average confidence scores of SS-FaceGAN are larger than those of IPCGANs for all age groups. They are even slightly larger than those of CAAE, which generates the face images with minor local changes from the original face image. Even though CAAE quantitatively provides a larger confidence score for the groups of 0–10 and 10–20 years old, the generated image with the target age falls short of belonging to those age groups, as shown in Figure 7.
The images generated by CAAE do not have obvious changes compared to the input images. As a result, the output is still realistic, but cannot interpret the correct age features.

Secondly, we compare the identity preserving ability and the age transformation ability. The output image should preserve the identity of the face despite the age translation, while the age features should be presented appropriately according to the desired age group. In order to do this, we use a Resnet-50 model trained on VGGFace2 [42]. This is the pre-trained model on a large-scale face dataset. We exploit the pre-trained model as the feature extraction and compute the cosine similarity of the vector features of the synthesized output images and the real images. This means that for each subject in the FG-NET dataset (as described in Figure 7), we compare the synthesized images in each column to the ground truth images of the same column in the 4th row. We verify that a small cosine similarity implies the images represent the same person, as opposed to a large cosine similarity. Therefore, by obtaining the similarity scores between the output images and the real images, we can evaluate the ability of a model to maintain the identity information and learn the aging features correctly for the synthesized outputs. The lower similarity scores mean the model preserves the identity information and performs the aging features better.

The similarity scores are computed for each age group. The results in Table 1 show that our method achieves the best scores for all groups. Our method can accurately reflect the aging factor (the appearance of glasses and beard growth in Figure 7) while maintaining the identity information. The poor similarity score of CAAE also implies that this method may not result in significant changes between the input and output. Therefore, the CAAE method is not good at learning aging factors.

| Age group      | IPCGANs | CAAE  | SS-FaceGAN |
|----------------|---------|-------|------------|
| 0–10 years old | 0.33    | 0.34  | 0.32       |
| 11–20          | 0.35    | 0.37  | 0.32       |
| 21–30          | 0.32    | 0.37  | 0.29       |
| 31–40          | 0.33    | 0.37  | 0.28       |
| 41–50          | 0.36    | 0.36  | 0.28       |
| 51+            | 0.34    | 0.35  | 0.29       |

5. Conclusions

In this paper, we introduced a novel semi-supervised learning method for age progression and regression. To make a synthesized paired dataset, a conditional styleGAN is trained to learn the aging and identity features first. The additional styleGAN helps to overcome the limitation of
datasets. Then, we use this module to train FaceGAN to generate synthesized face images from input images. This leads to better learning for both aging features and identity features. We also exploit the Unet architecture for the generator of FaceGAN to improve the output quality. Both qualitative and quantitative experiments prove that our method is better than the other considered methods, especially regarding the age regression task. The confidence score shows that our model can produce realistic human faces. Our model also performs well at maintaining the identity information and presenting aging factors with a low cosine similarity score.

However, there is still a lot of room for improvement. For the age progression task, our model does not perform well when learning local aging features, such as skin irregularities or wrinkles, in the eldest group. Although the synthesized data from cStyleGAN can improve the results of the FaceGAN model, we still cannot solve the multi-modal problem with reconstruction loss [36]. In the future, we may add an age classification module [10] to help the model capture more aging features at a high level. To deal with the multi-modal problem, we may apply a multi-modal framework [43] or change the objective function [44]. Moreover, we can exploit other information of a person, such as gender or ethnicity, as conditional information in our model to improve the performance. We can also improve the way to use the synthesized face data for training the main model. An articulated definition of loss function using the synthesized data and an advanced architecture can be another direction to improve the performance of the proposed method. The performance of existing networks for face-age progression/regression is often limited by a lack of sufficient data over a wide range of ages. Thus, a method of collecting proper data in a new way to overcome the limitation of the existing research needs to be paid attention to.
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Appendix A. The cStyleGAN Architecture

The cStyleGAN architecture is described in Figure A1 and Tables A1 and A2. The cStyleGAN follows the original architecture of StyleGAN [13], but we reduce the number of channels for several layers. The parameters of the generator and discriminator are presented in Tables A1 and A2. Note that the input vector of the generator is fed into the mapping network, while the output of the mapping network is the style vector. Then, the main generator (in Table A1) runs the style vector through Adaptive Instance Normalization Layers [38]. For the discriminator, the image and age information are concatenated (the same setting as the input for the generator of FaceGAN) before feeding it into the network.
Figure A1. The StyledConvBlock with L output channels in the generator. In each block, the parameters of the convolution layer are: k is the kernel size, n is the number of channels and s is the stride for each convolutional layer.

| Layer                                | Kernel Size; Padding | Output Shape   |
|---------------------------------------|----------------------|----------------|
| StyledConvBlock with ConstantInput    | 3 × 3; 1             | 512 × 8 × 8    |
| Upsample                              | -                    | 512 × 16 × 16  |
| StyledConvBlock                       | 3 × 3; 1             | 512 × 16 × 16  |
| Upsample                              | -                    | 512 × 32 × 32  |
| StyledConvBlock                       | 3 × 3; 1             | 512 × 32 × 32  |
| Upsample                              | -                    | 512 × 64 × 64  |
| StyledConvBlock                       | 3 × 3; 1             | 512 × 64 × 64  |
| Upsample                              | -                    | 512 × 128 × 128|
| StyledConvBlock                       | 3 × 3; 1             | 512 × 128 × 128|

Table A2. The cStyleGAN discriminator.

| Layer            | Kernel Size; Padding | Activation | Output Shape   |
|------------------|----------------------|------------|----------------|
| Input Image      | -                    | -          | 9 × 128 × 128  |
| Conv (from_rgb)  | 1 × 1; 1             | LeakyReLU  | 128 × 128 × 128|
| Conv             | 3 × 3; 1             | LeakyReLU  | 128 × 128 × 128|
| Conv             | 3 × 3; 1             | LeakyReLU  | 128 × 128 × 128|
| DownSample       | -                    | -          | 128 × 64 × 64  |
| Conv             | 3 × 3; 1             | LeakyReLU  | 256 × 64 × 64  |
| Conv             | 3 × 3; 1             | LeakyReLU  | 256 × 64 × 64  |
| DownSample       | -                    | -          | 256 × 32 × 32  |
| Conv             | 3 × 3; 1             | LeakyReLU  | 512 × 32 × 32  |
| Conv             | 3 × 3; 1             | LeakyReLU  | 512 × 32 × 32  |
| DownSample       | -                    | -          | 512 × 16 × 16  |
| Conv             | 3 × 3; 1             | LeakyReLU  | 512 × 16 × 16  |
| Conv             | 3 × 3; 1             | LeakyReLU  | 512 × 16 × 16  |
| DownSample       | -                    | -          | 512 × 8 × 8    |
| Minibatch stddev | -                    | -          | 513 × 8 × 8    |
| Conv             | 3 × 3; 1             | LeakyReLU  | 512 × 8 × 8    |
| Conv             | 8 × 8; 0             | LeakyReLU  | 512 × 1 × 1    |
| Fully-Connected  | -                    | linear     | 1 × 1 × 1      |

For training, the number of images for each phase is 600k. We use the Adam optimizer, the learning rate is 0.0015, $\beta_1 = 0.0$ and $\beta_2 = 0.99$ for training cStyleGAN. The loss function is WGAN-GP loss [45]. The source code for cStyleGAN is available at https://github.com/QuangBK/cStyleGAN.
Electronics 2020, 9, 603
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