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Abstract

Thompson sampling has proven effective across a wide range of stationary bandit environments. However, as we demonstrate in this paper, it can perform poorly when applied to non-stationary environments. We attribute such failures to the fact that, when exploring, the algorithm does not differentiate actions based on how quickly the information acquired loses its usefulness due to non-stationarity. Building upon this insight, we propose predictive sampling, an algorithm that deprioritizes acquiring information that quickly loses usefulness. A theoretical guarantee on the performance of predictive sampling is established through a Bayesian regret bound. We provide versions of predictive sampling for which computations tractably scale to complex bandit environments of practical interest. Through numerical simulations, we demonstrate that predictive sampling outperforms Thompson sampling in all non-stationary environments examined.

1 Introduction

Thompson sampling (TS) (Thompson, 1933) is a bandit learning algorithm that operates by sampling at each timestep statistically plausible mean rewards and selecting the action associated with the largest sample. For a range of stationary bandit environments, or stationary bandits, for short, the efficacy of TS has been established through theoretical and empirical analyses (Agrawal and Goyal, 2012; Chapelle and Li, 2011; Russo and Van Roy, 2014). The algorithm has enjoyed a wide range of applications, including revenue management (Ferreira et al., 2018), website optimization (Hill et al., 2017), Monte Carlo tree search (Bai et al., 2013), A/B testing (Graepel et al., 2010), advertising (Agarwal et al., 2014; Graepel et al., 2010; Agarwal, 2013; Schwartz et al., 2017), and recommender systems (Kawale et al., 2015).

Many of these applications, however, exhibit non-stationarity. For example, recommender systems often serve user populations where trends and preferences fluctuate over time. Similarly, learning algorithms designed for dynamic pricing can be impacted by seasonal changes in supply and demand patterns. Unfortunately, as we demonstrate in this paper, TS is not suited for these non-stationary environments. We show that applying TS can lead to near worst-case performance in some examples of non-stationary bandits; this is further corroborated by the sub-optimal performance of TS in our numerical experiments.

What causes TS to perform poorly in the face of non-stationarity? We believe that a main driver is its failure to account for information durability. In a stationary environment, because the reward distributions do not change over time, any information the agent gathers about the reward distribution of an action, say, its mean, remains useful till the end of the time horizon. In contrast, reward distributions change over time in a non-stationary environment, and information obtained in the past will gradually lose usefulness for predicting future rewards. To add to the complexity, reward distributions associated with different actions may evolve at different speeds, and consequently, so will the value of information acquired about
these actions. To summarize, the presence of non-stationarity not only endows information with a finite durability, but such information durability may vary across actions.

The presence of information durability ought to change how an agent balances between maximizing current performance (exploitation) and obtaining new information about the quality of an action (exploration). For one, we would probably expect a good agent to explore less those actions with poor information durability, because such investments, at best, could only help inform the agent’s decisions for a relative short period of time. Notably, the original TS algorithm differentiates actions only via their respective posterior reward distribution, and not by their information durability: two actions could have distinct levels of information durability, but identical or similar posterior reward distributions, and consequently TS would explore both actions with equal intensity. Our subsequent analyses and numerical experiments would further support the assessment that the inability to adjust exploration according to information durability lies at the heart of TS’s failure in non-stationary environments.

Motivated by the above observations, we propose in this paper predictive sampling (PS) as an effective algorithm for non-stationary bandit learning. At a high-level, PS inherits the same conceptual elegance of the original TS algorithm, but is redesigned in such way that naturally shapes exploration using information durability. Concretely, PS operates by sampling at each timestep a statistically plausible sequence of future rewards, before selecting the action that maximizes the expected reward conditioned on the sequence being the true future rewards. When the environment is stationary, we demonstrate that a PS agent and a TS agent execute the same policy. When the environment is non-stationary, however, we illustrate how PS, unlike TS, intelligently adjusts its intensity of exploration based the durability of information, giving it a clear advantage. We show that, in some extreme cases, PS can attain near optimal performance while TS suffers near worst-case performance.

A second major contribution of the present paper lies in establishing a general information-theoretic framework that is capable of analyzing the performance of any agent in a non-stationary bandit. The environment’s being non-stationary introduces significant challenges to applying existing information-theoretic analyses due to changes in both the quantity and the quality of information. For example, while the total amount of information in the environment is typically bounded in a stationary bandit, in a non-stationary one, additional randomness can be injected to the environment in each time step, and thus the information can grow unbounded as the horizon $T$ increases. Furthermore, as discussed earlier, not all of such information is relevant when it comes to predicting future rewards, so the analysis needs to tease out durable information and quantify its performance impact. To overcome these difficulties, we introduce a novel concept of predictive information, which captures the type of information that is useful in predicting future rewards. Using it, along with a new notion of information ratio, we are able to extend the information-theoretic regret analysis originally developed for stationary bandits (Russo and Van Roy, 2014) to non-stationary bandit learning and obtain non-trivial regret upper bounds.

Using this framework, we establish a general regret bound for any agent that is expressed in terms of the cumulative predictive information $\Delta$. The bound grows linearly in $\sqrt{\Gamma \Delta}$, where $\Gamma$ denotes the sum of the information ratios. Applying this analysis to PS, we establish a regret bound that grows linearly in $\sqrt{T \Delta}$. In particular, when applied to a stationary environment, this bound reproduces some of the best known bounds for the regret of TS (c.f., (Neu et al., 2022)), suggesting that this new analysis is likely competitive against its stationary counterparts in terms of tightness.

We further leverage these general regret bounds to derive easy-to-interpret guarantees for specific classes of non-stationary bandit problems. We do so by developing new techniques that allow us to upper-bound the cumulative predictive information $\Delta$. For instance, we analyze a class of modulated Bernoulli bandits that generalizes the constant rate per-arm abrupt switching model in (Mellor and Shapiro, 2013a), where the reward distributions evolve according to a Markov chain. In this case, we are able to derive explicit bounds on $\Delta$ and further bounds on the regret that exhibits a graceful dependence on the transition kernel of the modulating Markov chain. We also establish a lower bound on the regret incurred by any agent in these bandits. These regret bounds demonstrate the effectiveness of predictive sampling across a range of such non-stationary Bernoulli bandits.

Finally, we develop computationally tractable implementations of PS. For a class of non-stationary Gaus-
sian bandits, we demonstrate how to implement PS exactly in a computationally efficient manner. For a more complex class of non-stationary logistic bandits, where PS is too computationally expensive to be performed exactly, we develop an efficient procedure to approximate PS using Laplace approximation. Using these implementations, we conduct extensive numerical experiments across a range of such bandits with varying information durability. Our computational results suggest that PS, as well as its approximation, consistently outperform not only TS, but also other algorithms proposed for non-stationary bandit learning.

In summary, the main contributions of this paper include:

1. We elucidate how and why TS and variants of TS proposed in previous literature do not account for information durability when selecting actions.

2. We propose PS for non-stationary bandit learning, and layout qualitative insights on how and why PS can significantly outperform TS in non-stationary environments. We further support the claim with theoretical results and numerical evidence.

3. We develop computationally tractable implementations of PS for a class of Gaussian bandits which we refer to as AR(1) bandits and an approximation of PS for a class of logistic bandits.

**Structure of the paper** The paper is organized as follows. Section 3 presents an example illustrating the limitations of TS in certain non-stationary bandits. Section 4 introduces a general formulation of bandits. Sections 5 and 6 formally introduce PS and discuss its qualitative properties. Section 7 provides the regret analyses. Section 8 presents tractable examples and approximations of PS, along with numerical experiments. Section 9 summarizes the paper. The appendix provides the probabilistic framework, information-theoretic notations and concepts, and technical proofs.

## 2 Related Work

**Non-Stationary Bandit Learning** A number of interesting algorithms for non-stationary bandit learning have been proposed based on modifying TS (Ghatak, 2021; Gupta et al., 2011; Mellor and Shapiro, 2013a; Raj and Kalyani, 2017; Trovo et al., 2020; Viappiani, 2013) or other stationary bandit algorithms (Bacchiocchi et al., 2022; Besbes et al., 2019; Besson and Kaufmann, 2019; Cheung et al., 2019; Garivier and Moulines, 2008; Hartland et al., 2006; Kocsis and Szepesvári, 2006; Mintz et al., 2020; Mellor and Shapiro, 2013a; Zhao et al., 2020). The main distinction between this literature and our work is they tend to focus on obtaining better estimates of the current rewards in the face of uncertainty, before deploying these improved reward estimates within an otherwise conventional bandit algorithm. Some of the prominent methods to improve reward estimates include maintaining a sliding window (Cheung et al., 2019; Garivier and Moulines, 2008; Russac et al., 2020; Trovo et al., 2020), discounting past rewards by recency (Bogunovic et al., 2016; Garivier and Moulines, 2008; Kocsis and Szepesvári, 2006; Russac et al., 2020), and restarting a base algorithm periodically or when a change point is detected (Abbasi-Yadkori et al., 2022; Auer et al., 2019; Besbes et al., 2019; Besson and Kaufmann, 2019; Cheung et al., 2019; Chen et al., 2024; Ghatak et al., 2021; Gupta et al., 2011; Hartland et al., 2006; Luo et al., 2018; Mellor and Shapiro, 2013b; Raj and Kalyani, 2017; Wei and Srivatsva, 2018; Viappiani, 2013; Zhao et al., 2020). However, because these approaches do not modify the underlying bandit algorithm, they still do not incorporate information durability into their exploration and therefore tend to suffer from the same limitations as their stationary counterparts. In contrast, our approach places a heavy emphasis on reasoning about how to change the way a bandit algorithm ought to explore in a non-stationary environment.

Another line of literature considered bandit problems where reward processes are modeled by more general (non i.i.d.) stochastic processes (Kaspi and Mandelbaum, 1998; Kim et al., 2022; Levine et al., 2017; Mandelbaum, 1986, 1987; Varaiya et al., 1985). A major distinction is that these works generally assume that the reward from an action evolves only when the action is selected by the agent, and as a result, the reward from a particular action only depends on how many times the said action has been used up until this point. In contrast, the rewards in our model, as well as those in the above-mentioned bandit literature, generally evolve over time endogenously, regardless of whether an action has been selected or not.
Information-Theoretic Analysis of Stationary Bandit Learning  Our work builds on the body of literature on information-theoretic regret analyses for stationary bandits (Bubeck et al., 2015; Dong and Van Roy, 2018; Hao et al., 2022; Lattimore and Szepesvári, 2019; Lu et al., 2021; Neu et al., 2022; Russo and Van Roy, 2014, 2016, 2018). This literature introduces the notion of an information ratio and bounds the regret of an agent in terms of its information ratio. Our work contributes to this literature by extending the information-theoretic framework to non-stationary bandit learning. As described in the Introduction, we overcome several non-trivially difficulties encountered in the process by leveraging a new notion of information ratio, originally proposed by Russo and Van Roy (2014), that is better suited for non-stationary bandits, as well as by using a novel concept of predictive information that allows us to articulate the predictive value of information for future rewards.

Prediction Driven Decision Making  There are algorithms that explicitly or implicitly use predictions of future system inputs in decision making. One paradigm, often known as model predictive control, involves a controller who repeatedly solves a planning problem into the future by substituting future inputs using predictions (Mesbah, 2018); the problems studied in (Freund and Banerjee, 2019; Spencer et al., 2014; Wen et al., 2022; Xu and Chan, 2016) fall under this general category. In other cases, thinking in terms of a hypothetical future input trajectory has proven valuable in obtaining improved performance characterization for Markov decision processes, a technique known as information relaxation (Brown et al., 2010). Notably, Min et al. (2019) proposes an interesting family of information-relaxation-inspired sampling algorithms for stationary bandits. When the actions are independent, PS can be shown to be equivalent to an extreme point of a sequence of such algorithms. However, compared to our work, existing applications that make use of predictions are either not concerned with learning with bandit-type feedback, or do not address the issue of learning in a non-stationary environment.

3  Motivation

This section demonstrates that TS, as typically applied, does not account for the durability of information and this can severely degrade its performance. Moreover, we demonstrate that in some non-stationary bandits, TS performs arbitrarily close to the worst possible agent. We also show that the same holds true for variants of TS that have been proposed in the literature.

3.1  Tossing Random Coins

Suppose you engage in a sequence of decisions where, at each timestep, you choose between one of two biased coins to toss and subsequently receive a payoff of $1 if the coin lands heads and $0 otherwise. This environment is illustrated in Figure 1. The first coin is known to land heads with probability \( p_1 = 0.99 \). The second coin is drawn from a bag that holds an infinite number of extremely biased coins, half of which always land heads and the other half always land tails. At each timestep, there is a high probability, say 0.99, that the second coin is replaced by a new one drawn from the bag. The bias of the second coin, which we denote by \( p_t,2 \), takes 0 and 1 with equal probability, and changes over time.

In this environment, selecting the first coin offers payoff of 99¢ per timestep. Selecting the second coin offers $1 if the coin bias is 1 and $0 otherwise, each with equal probability. After a single toss of the second coin, the bias of the second coin is revealed. However, there is a high probability that the second coin is replaced at the next timestep, and the learned bias becomes irrelevant. Therefore, an optimal agent would be one that only ever tosses the first coin, accumulating payoffs at an expected rate of 99¢ per timestep, instead of investing to learn the bias of the second coin.

Although TS offers an approach to making such sequential decisions, it turns out that it invests in learning the bias of the second coin, the durability of which is poor, and is thus suboptimal in this environment. Observe that this environment is identified by the coin biases \( p_1 \) and \( p_t,2 \). At each timestep, TS samples from the posterior distribution of the coin biases and selects an action that would maximize the sample. Because the first bias is known, at each timestep \( t \), TS takes its sample to be \( \hat{p}_{t,1} = p_1 = 0.99 \). The second
coin, on the other hand, is replaced with high probability at each time, and when it is replaced, the bias becomes 0 or 1 with equal probability. So $\hat{p}_{t,2} = 1$ with a probability that is at least 0.495. Maximizing between $\hat{p}_{t,1}$ and $\hat{p}_{t,2}$, TS samples the second coin with a probability that is at least 0.495. A simple derivation shows that TS accumulates payoffs at an expected rate of at most 75¢ per timestep, which clearly falls far short of the 99¢ rate that would be earned by repeatedly tossing the first coin.

3.2 Existing Variants of TS Do Not Fix the Issue

A number of variants of TS have been proposed for the purpose of non-stationary bandit learning, including TS with change-detection (Ghatak, 2021), dynamic TS (Gupta et al., 2011), change-point TS (Mellor and Shapiro, 2013a), discounted TS (Raj and Kalyani, 2017), sliding-window TS (Trovo et al., 2020) and reset-aware TS (Viappiani, 2013). Instead of maintaining an exact posterior distribution, which can be highly computationally demanding in a non-stationary environment, these algorithms strive to employ various heuristics to approximate the posterior distribution, and also to update this approximation in a tractable manner. Each algorithm, similar to what TS would do, samples from the approximate posterior distribution, and selects an action that optimizes the corresponding expected payoff.

In the coin-tossing environment of Figure 1, each of these algorithms maintains an approximate posterior distribution of the coin biases $p_1$ and $p_{t,2}$, samples from this distribution, and selects an action that maximizes the sample. Similar to TS, each agent would sample $\hat{p}_{t,1} = 0.99$. Recall that the second coin is replaced with probability 0.99 at each timestep, and when it is replaced, the bias becomes 0 or 1 with equal probability. Consequently, if an agent intelligently uses this coin-replacement information in approximating the posterior distribution of the coin biases, the agent would sample $\hat{p}_{t,2} = 1$ with a probability that is at least 0.495. Maximizing between $\hat{p}_{t,1}$ and $\hat{p}_{t,2}$, the agent would select the second coin with a probability that is at least 0.495 and deviate from the optimal agent that only ever selects the first coin.

Although not all agents would intelligently use the coin-replacement information in approximating the posterior distribution, readers can verify that each of the aforementioned agents would select the second coin with a positive probability. Therefore, similar to TS, these variants of TS invest in learning the bias of the second coin, and these variants are thus suboptimal in this environment. Since the variants of TS behave and perform similarly to TS, we will focus our attention on TS as a benchmark in the rest of the paper.

3.3 TS Can Perform Very Poorly

Now that we have demonstrated that TS deviates from the optimal strategy in some non-stationary environments, we next characterize how bad TS can perform. The main message here is that TS can perform almost as badly as a worst-performing agent in some non-stationary environments.

Consider a variant of the environment of Figure 1, where the decision at each time is to choose which coin among $K$ coins to toss, where $K$ is greater than 2. The third through $K$-th coins are independent copies of the second coin. That is, each of these coins is drawn independently from the bag and is replaced
independently at each time with probability 0.99. In addition, with this variant, almost all coins in the bag have bias 0: suppose that 99% of the coins in the bag have bias 0, and the rest have bias 1. Figure 2 illustrates this.

Figure 2: Choosing among $K$ coins: the third through $K$-th coins are independent copies of the second coin.

In such an environment, TS performs almost as badly as the worst-performing agent. To see why, first observe that TS takes $\hat{p}_t, 1 = 0.99$ as before. At each time, each of the second through the $K$-th coins is independently replaced with a positive probability 0.99, and that the bag contains a positive proportion 1% of coins with bias 1. Therefore, $\hat{p}_t,k = 1$ with a positive probability, for $k \in \{2, ..., K\}$. When $K$ is sufficiently large, by maximizing among $\hat{p}_t, 1, \hat{p}_t, 2, ..., \hat{p}_t,K$, TS selects one of the second through the $K$-th coins with a sufficiently large probability; the probability converges to 1 as $K \to +\infty$. However, tossing any of the second through the $K$-th coins yields an expected payoff at a rate that is close to 0¢; a simple derivation reveals that this rate is less than 2¢ per timestep. Therefore, in an environment where $K$ is sufficiently large, TS collects an expected payoff that is at most 2¢ per timestep, much smaller than the rate of 99¢ accumulated by an agent that only ever selects the first coin. This gap of 97¢ in payoffs per timestep is large, considering that the expected payoff per timestep lies in the range [$0, 1$].

In fact, following a similar argument, we can show that there exists an environment with multiple coins where the performance gap between TS and the optimal agent can be arbitrarily close to $1. In other words, we are able to show that in such an environment, TS accumulates an expected payoff that is arbitrarily close to 0 and that an optimal agent accumulates an expected payoff that is arbitrarily close to $1. Since payoffs in such environments are binary-valued, this indicates that TS performs arbitrarily close to the worst-possible agent for this environment. The above observations will be formalized in Theorem 1 of Section 5.1 using the language of Bernoulli bandits.

4 Definitions

We formally describe in this section the system model and some key definitions. All random quantities are defined with respect to a probability space $(\Omega, \mathcal{F}, P)$.

We first formalize the concept of a bandit. Let $\mathcal{A}$ be a finite set, and $\{R_t\}_{t=1}^{+\infty}$ be a stochastic process taking values in $\mathbb{R}^{\left|\mathcal{A}\right|}$. A bandit is defined by the tuple $(\{R_t\}_{t=1}^{+\infty}, \mathcal{A})$, where the two elements correspond to the reward process and the action set, respectively. In particular, for every $t \geq 0$ and $a \in \mathcal{A}$, $R_{t+1,a}$ represents the reward that will be realized if an agent executes action $a$ at timestep $t$. We use $\mathbb{Z}_+$ to denote nonnegative integers and $\mathbb{Z}_+^+$ to denote positive integers. We use $R_{1:+\infty}$ as a shorthand for the full reward sequence, and $R_{i:j}$ as a shorthand for the reward sequence $\{R_t\}_{t=i}^{j}$.

Let $\mathcal{H}$ denote the set of all sequences of a finite number of action-reward pairs. We refer to the elements of $\mathcal{H}$ as histories. A policy is a function that maps a history in $\mathcal{H}$ to a probability distribution over $\mathcal{A}$. So a policy $\pi$ assigns, for each realization of history $h \in \mathcal{H}$, a probability $\pi(a|h)$ of choosing an action $a$ for all $a \in \mathcal{A}$. For any policy $\pi$, we use $A_t^\pi$ to denote the action selected at time $t$ by an agent that executes policy $\pi$, and $H_t^\pi$ to denote the history generated at timestep $t$ as an agent executes policy $\pi$. 
Specifically, we let $H^+_0$ be the empty history, and iteratively define $A^+_t$ and $H^+_{t+1}$ for all $t \in \mathbb{Z}_+$. We let $A^+_t$ be such that $\mathbb{P}(A^+_t \in \cdot | H^+_t) = \pi(\cdot | H^+_t)$ and that $A^+_t$ is independent of $R_{1:+\infty}$ conditioned on $H^+_t$, and let $H^+_{t+1} = (A^+_{t}, R_1, A^+_2, \ldots, A^+_t, R_t, A^+_1)$.

Much of the work presented in this paper studies an agent that executes a specific policy, i.e., PS. Note that when it is clear from the context, we suppress superscripts that indicate this. For example, we use $A_t$ for the action selected and $H_t$ for the history generated as an agent executes PS.

It is worth noting that we adopt a standard Bayesian framework, and as such model all uncertain quantities as random variables. The information about the environment that the agent possesses at the beginning of time is represented as a joint distribution over the sequence of reward vectors $\mathbb{P}(\{R_t\}_{t=1}^{+\infty} \in \cdot)$. The agent then iteratively refines their knowledge of the reward process by updating its posterior distribution using the observed rewards and the rules of conditional probabilities. In our model the actions do not have delayed consequences.

**Stationary vs. Nonstationary Bandits** In order to determine whether a bandit is non-stationary, let us start by proposing a definition of stationary bandits that is consistent with all stationary bandit models in the literature that we are aware of. We say that a bandit is stationary if the reward process, $\{R_t\}_{t=1}^{+\infty}$, is exchangeable. That is, the joint distribution of the reward process is invariant under any finite permutation of the time indices. By de Finetti’s theorem, we also obtain an equivalent, and more familiar definition: a bandit is stationary if there exists a distribution $P$ over $\mathbb{R}^{|A|}$ such that, conditioned on $P$, the rewards are independently and identically distributed according to $P$. We refer to this $P$ as the reward distribution. It is worth mentioning that, here, the notion of a reward distribution is only defined for stationary bandits. With the above definition in place, we say a bandit is non-stationary if it is not stationary.

5 **Predictive Sampling**

This section introduces the predictive sampling (PS) algorithm.

5.1 Setting a Different Learning Target

We start by introducing a concept that is central to both the design and analysis of PS: learning target. Learning naturally occurs as an agent acquires more information about the rewards process when interacting with a bandit environment. A learning target, $\chi$, is a random variable that formalizes, and further crystallizes, about what the agent aims to learn in this process. For instance, taking $\chi$ to be the mean rewards of different arms, one may cast many existing algorithms for stationary bandits as trying to strike a balance between gaining more information about $\chi$ and maximizing instantaneous rewards (Arumugam and Van Roy, 2021a,b; Lu et al., 2021; Russo and Van Roy, 2022).

But we can take it a step further, by using the learning target not merely as a device to interpret existing algorithms, but also as a design tool to actively shape agent’s exploration behavior. This led us to a crucial insight: by choosing the appropriate learning target in a TS-like algorithm, we can overcome TS’s failure to account for information durability. Specifically, we argue that a promising candidate for the learning target is the sequence of all future, $R_{t+2:+\infty}$. Intuitively, one would expect an agent that aims to learn about the entire future reward vector sequence would naturally have to take into account the durability of the information she gathers in each timestep.

Building on the above insight, the PS algorithm follows naturally from the following two-step procedure: First, we provide a general formulation of TS so as to make the role of the learning target explicit. In particular, we frame TS as an agent who, at each timestep $t$,

1. **samples** a statistically plausible learning target $\hat{\chi}_t$ from its posterior $\mathbb{P}(\chi_t \in \cdot | H_t^{\text{TS}})$,

2. **estimates** the conditional mean reward $\hat{\theta}_t^{\text{TS}} = \mathbb{E}[R_{t+1} | H_t^{\text{TS}}, \chi_t \leftarrow \hat{\chi}_t]$ given the sampled learning target,
3. selects the action that has the highest mean reward estimate.

In the second step, we simply replace the learning target in the above TS procedure with the sequence of all future reward vectors \( R_{t+2:\infty} \), and doing so immediately leads to the PS algorithm.

In other words, PS builds upon TS by changing not how it samples, but what it samples. The most commonly used learning target in TS and its variants is the reward distribution at the current timestep, irrespective of how “quickly” this distribution is about to change. This choice incentivizes an agent to expand valuable resources on learning a piece of information that will quickly lose relevance in a non-stationary environment.

As a concrete piece of evidence, Theorem 1 establishes that a TS agent can suffer near worst-case performance in certain (non-stationary) Bernoulli bandits. Here, we use \( \pi_{TS} \) to denote the policy executed by TS; for any policy \( \pi \) and \( T \in \mathbb{Z}_+ \), denote by Return\((T; \pi)\) the expected cumulative reward collected by an agent that executes \( \pi \):

\[
\text{Return}(T; \pi) = \sum_{t=0}^{T-1} \mathbb{E}\left[R_{t+1,A_t}\right];
\]

a Bernoulli bandit is a bandit where the rewards are \{0, 1\}-valued.

**Theorem 1.** For all \( \epsilon \in (0, 1) \), there exists a Bernoulli bandit \( \nu \) and a policy \( \pi \) such that under \( \nu \),

\[
\text{Return}(T; \pi_{TS}) \leq \epsilon T, \quad \text{and} \quad \text{Return}(T; \pi) \geq (1 - \epsilon)T, \quad \text{for all} \ T \in \mathbb{Z}_+.
\]

A proof of this result is provided in Appendix C.

### 5.2 The Predictive Sampling Algorithm

![Algorithm 1: Predictive sampling (PS)](image)

We now provide a formal description of PS, summarized in Figure 3. At each timestep \( t \), PS performs the following steps:

1. **samples** an infinite sequence of future reward vectors \( \hat{R}_{t+2:\infty}^{(t)} \) from its posterior distribution, \( \mathbb{P}(R_{t+2:\infty} \in \cdot | H_t) \).

2. **estimates** expected mean rewards by deriving an estimate \( \hat{\theta}_t \), by “pretending” that \( \hat{R}_{t+2:\infty}^{(t)} \) is the sequence of true future reward vectors \( R_{t+2:\infty} \):

\[
\hat{\theta}_t = \mathbb{E}[R_{t+1} | H_t, R_{t+2:\infty} \leftarrow \hat{R}_{t+2:\infty}^{(t)}],
\]

(1)

3. **selects** the action that maximizes \( \hat{\theta}_{t,a} \), by setting \( A_t \in \arg \max_{a \in A} \hat{\theta}_{t,a} \).

In Step 2, the notation \( X \leftarrow Y \) denotes a change of measure from that of the random variable \( X \) to that of the random variable \( Y \): if we let \( f(x) = \mathbb{E}[R_{t+1} | H_t, R_{t+2:\infty} = x] \), then \( \hat{\theta}_t = f(\hat{R}_{t+2:\infty}^{(t)}) \). This notation is formally defined in Appendix B.2.
6 Qualitative Properties of PS

Next, we use some examples to illustrate two salient qualitative properties of PS. First, it reacts to information durability, and benefits from doing so. Second, in stationary environments, it coincides with the behavior of TS, and is therefore expected to perform just as well as TS.

6.1 PS Reacts to Information Durability

First, observe that PS samples the mean reward estimate $\hat{\theta}_t$ according to:

$$\mathbb{P} (\hat{\theta}_t \in \cdot | H_t) = \mathbb{P} \left( \mathbb{E}[R_{t+1} | H_t, R_{t+2:|H|} \leftarrow \hat{R}_{t+2:|H|}] \in \cdot | H_t \right) = \mathbb{P} (\mathbb{E}[R_{t+1} | H_t, R_{t+2:|H|}] \in \cdot | H_t),$$

where we have used the fact that the trajectory of future reward vectors are sampled with respect to the posterior distribution: $\mathbb{P}(\hat{R}_{t+2:|H|} \in \cdot | H_t) = \mathbb{P}(R_{t+2:|H|} \in \cdot | H_t)$. In other words, PS samples the mean reward estimate $\hat{\theta}_t$ from the posterior distribution $\mathbb{P}(\mathbb{E}[R_{t+1} | H_t, R_{t+2:|H|}] \in \cdot | H_t)$. Let us examine how this distribution changes as a function of the information durability of an action.

Let us now illustrate how PS takes into account information durability by considering a more general version of the example given in Figure 1. Here, in every timestep the second coin can be replaced with a new coin drawn from the bag with a probability $q$ that is not necessarily equal to 0.9. Below we present a formal description of the example.

Example 1 (Coin-Tossing Example Parameterized by $q$). Consider two coins. The bias of the first coin $p_1 = 0.99$. The sequence $\{p_{t,2}\}_{t=0}^{\infty}$ represents the bias of the second coin, and transitions according to

$$p_{0,2} = \begin{cases} 0 & \text{w.p. 0.5} \\ 1 & \text{w.p. 0.5} \end{cases}, \quad p_{t+1,2} = \begin{cases} p_{t,2} & \text{w.p. 1 - 0.5q} \\ 1 - p_{t,2} & \text{w.p. 0.5q} \end{cases}.$$ (2)

The outcome of the first coin $R_{t,1}$ is $\text{i.i.d. Bernoulli}(p_1)$, independent of the bias of the other coin $\{p_{t,2}\}_{t=0}^{\infty}$ or the outcomes of the other coin $\{R_{t,2}\}_{t=0}^{\infty}$. The outcome of the second coin $R_{t+1,2}$ is $\text{i.i.d. Bernoulli}(p_{t,2})$, independent of the bias or outcomes at other times or of the other coin. Select one coin at each time, observe its outcome, and collect the corresponding reward.

This example describes a bandit with actions $A = \{1, 2\}$ and reward process $\{R_t\}_{t=0}^{\infty}$. In this example, intuitively, the larger $q$ is, the more likely that the current second coin would be replaced, and therefore the less durable any information about its distribution. More specifically, due to the independence between the biases of the two coins, the mean reward estimate for second coin, $\hat{\theta}_{t,2}$, is drawn from the posterior distribution $\mathbb{P}(\mathbb{E}[R_{t+2:|H|} | H_t, R_{t+2:|H|}] \in \cdot | H_t)$, where $H_t$ denotes the actions taken in the past and the rewards observed in the past. When the redraw probability $q$ is very large, we see that the distribution $\mathbb{P}(\mathbb{E}[R_{t+2:|H|} | H_t, R_{t+2:|H|}] \in \cdot | H_t)$ is relatively insensitive to the sequence of potential outcomes $R_{t+2:|H|}$, because there would have likely been a “redraw” shortly after $t$, and therefore the values of future rewards beyond the “redraw” would have little influence on our knowledge about $R_{t+1}$. This further implies that this would induce a relatively small variance in the sampling distribution $\mathbb{P}(\hat{\theta}_{t,2} \in \cdot | H_t) = \mathbb{P}(\mathbb{E}[R_{t+2:|H|} | H_t, R_{t+2:|H|}] \in \cdot | H_t)$ of $\hat{\theta}_{t,2}$.

On the other hand, when the redraw probability $q$ is small, i.e., when the information associated with the second coin is durable, we see the opposite effect that the sampling variance for $\hat{\theta}_{t,2}$ is larger. In this case, $\mathbb{P}(\mathbb{E}[R_{t+2:|H|} | H_t, R_{t+2:|H|}] \in \cdot | H_t)$ is much more sensitive to $R_{t+2:|H|}$, beyond just the first few entries, because the agent can more confidently leverage many entries of the future rewards to infer the value of the reward associated with action 2 at the next timestep, $R_{t+1,2}$, knowing that there’s hardly any redrawing occurring between now and then. Consequently, we would expect the sampling distribution for $\hat{\theta}_{t,2}$ to have a larger variance.

In general, all else being equal, increasing the variance of the sampling distribution $\mathbb{P}(\hat{\theta}_{t,a} \in \cdot | H_t)$ of the mean reward estimate of an action $a$ tends to encourage the exploration of that action. The above analysis
Theorem 2. For all $\epsilon \in (0, 1)$, under the Bernoulli bandit $\nu$ specified in Theorem 1, we have that
\[
\text{Return}(T; \pi_{\text{PS}}) \geq (1 - \epsilon)T, \quad \text{for all } T \in \mathbb{Z}_{++}.
\]

Finally, we can apply PS to the coin-tossing environments of Figures 1 and 2. It turns out PS executes the optimal policy in both instances. In the two-coin environment of Figure 1, each reward vector $R_t$ corresponds to the payoff of selecting different actions, and PS takes the sequence of all future payoff vectors $R_{t+2:}\infty$ to be the learning target. Recall that Example 1 with $\theta_1 = 0.99$ corresponds to this two-coin environment. Since the first coin has a known bias of $p_1 = 0.99$, PS takes $\hat{\theta}_{t,1} = E[R_{t+1:1} | H_1, R_{t+2:}\infty] = p_1 = 0.99$. Recall that the second coin is replaced with probability $q = 0.99$ at each timestep; more specifically, the bias $\{p_{t,2}\}_{t=0}^{\infty}$ of the second coin transitions according to (2). Therefore, the sample $\hat{\theta}_{t,2}$ is close to 0.5. More specifically, $E[R_{t+1:2} | H_1, R_{t+2:}\infty] = \mathbb{P}(R_{t+1:2} = 1 | H_1, R_{t+2:}\infty) = \mathbb{P}(p_{t,2} = 1 | H_1, R_{t+2:}\infty) \leq 1 - q/2 = 0.505$. Hence, $\hat{\theta}_{t,2} \sim \mathbb{P}(E[R_{t+1:2} | H_1, R_{t+2:}\infty] \in \cdot|H_1) \in [0.495, 0.505]$. Consequently, by maximizing between $\hat{\theta}_{t,1}$ and $\hat{\theta}_{t,2}$, PS only ever selects the first coin and executes the optimal policy in this environment.

For the $K$-coin environment of Figure 2, we first present a formal description of it below.

Example 2 (Coin-Tossing Example with $K$ Coins). Consider $K$ coins. The bias of the first coin $p_1 = 0.99$. The sequence $\{p_{t,i}\}_{t=0}^{\infty}$ represents the bias of the $i$-th coin, for $i \in \{2, ..., K\}$, and transitions according to
\[
p_{0,i} = \begin{cases} 
0 & \text{w.p. } 0.99 \\
1 & \text{w.p. } 0.01
\end{cases}, \quad p_{t+1,i} = \begin{cases} 
0 & \text{w.p. } 0.99011_{\{p_{t,i}=0\}} + 0.98011_{\{p_{t,i}=1\}} \\
1 & \text{w.p. } 0.00991_{\{p_{t,i}=0\}} + 0.01991_{\{p_{t,i}=1\}}
\end{cases}, \tag{3}
\]
where $\mathbf{1}$ denotes the indicator function. The sequences $\{p_{t,i}\}_{t=0}^{\infty}$ are independent across $i \in \{2, ..., K\}$. The outcome of the first coin $R_{t,1} \overset{i.i.d.}{\sim} \text{Bernoulli}(p_1)$, independent of the bias of the other coins or the outcomes of the other coins. The outcome of the $i$-th coin $R_{t+1,i} \sim \text{Bernoulli}(p_{t,i})$, for $i \in \{2, ..., K\}$, independent of the bias or outcomes at other times or of the other coin.

Example 2 describes a bandit with actions $A = \{1, 2, ..., K\}$ and reward process $\{R_t\}_{t=0}^{\infty}$. In this example, PS takes $\hat{\theta}_{t,1} = 0.99$ as before. According to (3), the sample $\hat{\theta}_{t,2}$ is close to 0.01. More specifically, by (3), $\mathbb{P}(p_{t,2} = 1 | H_1, R_{t+2:}\infty) \in [0.0099, 0.0199] \in (0, 0.02)$, which implies that $\hat{\theta}_{t,2} \sim \mathbb{P}(E[R_{t+1:2} | H_1, R_{t+2:}\infty] \in \cdot|H_1) \in (0, 0.02)$.

Each of the third through the $K$-th coins is an independent copy of the second coin. Therefore, $\hat{\theta}_{t,i} \in (0, 0.02)$ for all $i \in \{2, ..., K\}$. By maximizing among $\hat{\theta}_{t,1}, \hat{\theta}_{t,2}, ..., \hat{\theta}_{t,K}$, PS only ever selects the first coin and executes the optimal policy in this environment. Thus, a PS agent accumulates expected payoffs at a rate of $99\%$ per timestep. This is much higher than the rate of at most $2\%$ of the TS agent described in Section 3.

6.2 PS Coincides with TS in Stationary Bandits

We show here that in a stationary bandit, PS executes the same policy as TS, if the latter uses the reward distribution as the learning target; recall that the notion of a policy is defined in Section 4. This is a very useful property because we can thus be assured that PS is guaranteed to succeed also in the type of stationary bandits where TS thrives.

Before we proceed, recall that the TS agent who targets to learn the reward distribution $P$ of a stationary bandit is presented in Section 5.1 with $\hat{\chi}_t = P$ for all $t \in \mathbb{Z}_+$. The PS agent is presented in Algorithm 1. Both agents are provided with identical information and begin with the same belief about the environment.
Proposition 1. In any stationary bandit where the reward distribution is $P$, a PS agent and a TS agent that takes $\chi_t = P$ for all $t \in \mathbb{Z}_+$ execute the same policy.

The proof is given in Appendix D and leverages the fact that in a stationary bandit, the reward distribution is equivalent to PS’s learning target; more precisely, the reward distribution $P$ and PS’s learning target of the sequence of future reward vectors $R_{t+2:\infty}$ are equally informative in predicting the immediate reward $R_{t+1}$.

7 Regret Analyses

The previous sections have presented several desirable properties of PS and showcased their performance implications in some examples. The goal of this section is to provide general theoretical guarantees on the performance of PS for a much wider range of environments.

To do so, we will first introduce a notion of regret for non-stationary bandits. We then establish a theoretical framework for information-theoretic regret analyses, which generalizes that developed by Russo and Van Roy (2014) for stationary bandits. Critical to the framework is a new information ratio and the concept of predictive information. We establish a regret bound that applies to any agent. We specialize the bound to PS and then further to non-stationary Bernoulli bandits. These bounds suggest that PS performs well across a range of such bandits.

7.1 Performance and Regret

Regret is a widely used metric in the bandit learning literature that measures the difference between the rewards collected by an oracle and that by an agent. While traditionally the oracle is one who knows and chooses the optimal action, the notion of an optimal action does not easily extend to a non-stationary environment because the “expected reward” at each timestep cannot be unambiguously defined. This issue is discussed extensively in (Liu et al., 2023). We provide a simple example in Appendix E, showing that multiple valid and yet contradicting “expected rewards” can exist.

With the above context in mind, the first definition of regret that we will consider involves an oracle that sees the entirety of all realizations of past rewards from all actions, $R_{1:t}$, and selects the action at each timestep to maximize the expected reward $E[R_{t+1,a} | R_{1:t}]$.

Definition 1 (Hindsight Regret). For all policies $\pi$ and $T \in \mathbb{Z}_+$, the hindsight regret associated with a policy $\pi$ over $T$ timesteps is

$$\text{Regret}_H(T; \pi) = \sum_{t=0}^{T-1} E \left[ R_{t+1,*} - R_{t+1,A^*_\pi} \right],$$

(4)

where $R_{t+1,*} = \max_{a \in A} E[R_{t+1,a} | R_{1:t}]$.

Because a real agent cannot observe the rewards of the actions that she did not choose in a given timestep, the aforementioned oracle is ensured to outperform any agent. This fact is formalized in the following result, which indicates that the hindsight regret is always non-negative; the proof is given in Appendix F.

Proposition 2. For all policies $\pi$ and $T \in \mathbb{Z}_+$,

$$\sum_{t=0}^{T-1} E \left[ R_{t+1,*} \right] \geq \sum_{t=0}^{T-1} E \left[ R_{t+1,A^*_\pi} \right].$$

Because it can be difficult to directly analyze the hindsight regret in general bandit environments, we will also introduce a second regret definition, which will serve as a more tractable proxy for hindsight regret within the family of non-stationary bandits that we will focus on. Instead of an oracle who sees all past rewards, we consider an oracle that instead has access to all future reward vectors, and subsequently chooses the action that maximizes the conditional mean reward $E[R_{t+1,a} | R_{t+2:\infty}]$. 
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Definition 2 (Foresight Regret). For all policies \( \pi \) and \( T \in \mathbb{Z}_+ \), the foresight regret associated with a policy \( \pi \) over \( T \) timesteps is

\[
\text{Regret}_F(T; \pi) = \sum_{t=0}^{T-1} \mathbb{E} \left[ R_{t+1, \pi} - R_{t+1, A_t^*} \right],
\]

where \( R_{t+1, \pi} = \max_{a \in A} \mathbb{E}[R_{t+1, a}|R_{t+2:\infty}] \).

The foresight regret has an advantage in tractability. Because our main aim in this paper is to characterize the performance of PS, which takes simulated future trajectories as a crucial input, foresight regret is more amenable to analysis because the oracle therein also uses future reward trajectories to drive actions. Furthermore, we will show in the subsequent section that, within a family of non-stationary bandits with a reversibility structure, foresight regret is always no smaller than hindsight regret, thus making it useful as a tool to upper-bound the latter.

Another benefit of foresight regret is that it generalizes the conventional notion of regret used in stationary bandit learning literature (Lai and Robbins, 1985; Neu et al., 2022). To see why, observe that in a stationary bandit with reward distribution \( P \), an oracle that sees all future reward vectors \( R_{t+2:\infty} \) can recover \( P \) from these rewards and will simply pick the action with the largest mean \( \mathbb{E}[R_{t+1, a}|P] \) at all timesteps. For instance, consider a bandit where \( R_{t+1, a} = 0 \) for all \( t \) or \( R_{t+1, a} = 1 \) for all \( t \) with equal probability. In this case, \( R_{t+1, \pi} = \max_{a \in A} \mathbb{E}[R_{t+1, a}|R_{t+2:\infty}] = \max_{a \in A} R_{t+2, a} = \max_{a \in A} R_{1, a} \) and we recover the conventional benchmark. As a result, the upper bounds we derive with foresight regret can then be compared to known bounds on conventional regret when the bandit is stationary.

7.2 Reversible Bandits

Many of our theoretical results will focus on the performance of an agent in a class of non-stationary bandits which we will refer to as reversible bandits. We explicitly state the reversibility assumption in results that require it. The reversible bandits are defined as follows:

Definition 3 (Reversible Bandit). A bandit is reversible if the reward process \( \{R_t\}_{t=1}^{+\infty} \) is reversible in the following sense: for all \( T \in \mathbb{Z}_+ \), \( \{R_t\}_{t=1}^T \) and \( \{R_{T+1-t}\}_{t=1}^T \) have the same joint distribution.

Reversible bandits encompass a wide range of bandit environments. All stationary bandits are reversible, so are all non-stationary bandits discussed in this paper, including the modulated Bernoulli bandits, AR(1) bandits, and AR(1) logistic bandits. There are certainly non-stationary bandits that are not reversible, whose analyses will be outside the scope of this paper but we believe can be an interesting direction for future work.

The following result shows that in a reversible bandit, the hindsight regret (Definition 1) is always bounded from above by the foresight regret (Definition 2); the proof is provided in Appendix G. As a consequence, we will be focusing on characterizing the foresight regret of an agent in the remainder of the paper, with the understanding that any upper bound will also apply to the hindsight regret when the bandit is reversible.

Proposition 3. Suppose the bandit is reversible. For all policies \( \pi \) and \( T \in \mathbb{Z}_+ \),

\[
\text{Regret}_H(T; \pi) \leq \text{Regret}_F(T; \pi).
\]

7.3 Predictive Information and a New Information Ratio

As our primary analytical framework, we will be using a variant of the information-theoretic regret analysis developed in the stationary bandit learning literature. Before we proceed, let us introduce some information-theoretic concepts and notation, specifically the entropy and mutual information. We introduce these concepts as defined in (Cover, 1999) for discrete random variables. The continuous generalization is presented in (Gray, 2011).
Let $X$, $Y$, and $Z$ be discrete random variables taking values in $\mathcal{X}$, $\mathcal{Y}$, and $\mathcal{Z}$, respectively. Then the entropy of $X$ is defined as:

$$H(X) = -\sum_{x \in \mathcal{X}} P(X = x) \log P(X = x).$$

Here, the log is base 2, and entropy is expressed in bits. Additionally, we use the convention that $0 \log 0 = 0$. Entropy measures the uncertainty of a random variable, quantifying information required to learn about it. Entropy is always non-negative.

The conditional entropy $H(Y|X)$ is defined as:

$$H(Y|X) = \sum_{x \in \mathcal{X}} P(X = x) H(Y|X = x) = -\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P(X = x, Y = y) \log P(Y = y|X = x).$$

It measures the uncertainty of $Y$ given full knowledge of $X$, or the additional information required to learn about $Y$ given full knowledge of $X$.

The mutual information between $X$ and $Y$ is defined as:

$$I(X; Y) = \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P(X = x, Y = y) \log \frac{P(X = x, Y = y)}{P(X = x)P(Y = y)}.$$

It is noteworthy that mutual information is symmetric around its arguments $I(X; Y) = I(Y; X)$. It measures the dependency between two random variables. The following equality establishes a connection between entropy and mutual information: $I(X; Y) = H(X) - H(X|Y)$. Intuitively, this equality shows that mutual information quantifies the reduction of uncertainty of one random variable due to another or the amount of information acquired about one random variable by acquiring full knowledge about another. Similarly, conditional mutual information can be defined as $I(X; Y|Z) = H(X|Z) - H(X|Y, Z)$.

The information-theoretical regret analysis was first used by (Russo and Van Roy, 2016) for analyzing TS and subsequently extended to many other settings (Bubeck et al., 2015; Lattimore and Szepesvári, 2019; Lu et al., 2021; Neu et al., 2022). The key idea is to bound the regret in terms of a certain information ratio, defined to be the ratio between a function of the immediate regret and the information gain about a learning target. The logic is that a “good” agent who optimally balances between information acquisition and reward maximization ought to have a relatively small information ratio, and vice versa. While proven extremely versatile in analyzing various stationary bandit learning agents, the aforementioned framework does not apply to non-stationary environments. One of the key obstacles is that the information ratio originally defined for stationary bandits do not generalize easily.

To overcome this challenge, we introduce in this paper a new information ratio that is better suited to our regret analysis for non-stationary bandits. The first change is that we now measure immediate regret with respect to the benchmark $R_{t+1, \pi}$ as per Definition 2, instead of the reward associated with the optimal action as in stationary bandits. The second, and more important, change is that we now measure information gain with respect to a new learning target, the sequence of future reward vectors, $R_{t+2:\infty}$, in contrast to using the current reward distribution as the learning target in stationary bandits. Formally, we define the information ratio associated with policy $\pi$ at timestep $t$ be

$$\Gamma_t^\pi = \frac{\mathbb{E} \left[ R_{t+1, \pi} - R_{t+1, A_t^\pi} \right]^2}{I(R_{t+2:\infty}; A_t^\pi; R_{t+1, A_t^\pi}|H_t)}. \quad (6)$$

This information ratio measures how an agent trades off between a single-timestep regret and information about $R_{t+2:\infty}$. Since much of the paper studies PS, we simplify the notation in this case and use $\Gamma_t$ to denote the information ratio associated with PS.

As mentioned earlier, the foresight regret coincides with the conventional regret definition in stationary bandits. Similarly, it is easy to show that the information gain defined here also coincides with one for stationary bandits (cf. Neu et al. (2022)).
Next, we introduce the notion of predictive information. It represents the new information that is being injected to the environment during each timestep, due to non-stationarity. Specifically, for all $t$, we define the incremental predictive information at time $t$ as the mutual information between the next reward $R_{t+1}$ and the sequence of all future reward vectors $R_{t+2:}\infty$, conditional on $R_{1:t}$. The definition is formalized below.

**Definition 4 (Incremental Predictive Information).** For all $t \in \mathbb{Z}_+$, the incremental predictive information at timestep $t$ is

$$\Delta_t = I(R_{t+2:\infty}; R_{t+1}|R_{1:t}).$$

Intuitively, $\Delta_t$ measures the incremental information one can learn about future rewards $R_{t+2:}\infty$ by observing current reward $R_{t+1}$, after having already observed all past rewards $R_{1:t}$. If the environment is highly stationary, then as $t$ increases, there is little additional information gained from observing the current reward, because most of the information about future rewards are already contained in the past rewards $R_{1:t}$. On the other hand, when the environment is highly non-stationary, historical data plays a less important role, and observing the most recent reward $R_{t+1}$ can be extremely helpful in predicting future rewards no matter how large $t$ is. In summary, one would expect that the predictive information $\Delta_t$ to decay as $t$ increases in a stationary environment, but to remain relatively large in a non-stationary one. This behavior is consistent with what we would expect from a good metric to quantify information.

Finally, we refer to the cumulative sum of incremental predictive information, $\sum_{t'=0}^{t-1} \Delta_{t'}$, as the cumulative predictive information at time $t$, representing the total new uncertainty that has been injected into the environment thus far. The cumulative predictive information is bounded for stationary environments. The following proposition establishes this.

**Proposition 4.** Consider a stationary bandit with reward distribution $P$. The cumulative predictive information satisfies $\sum_{t=1}^{+\infty} \Delta_t = \mathbb{H}(P)$.

The proof is presented in Appendix H. When the reward distribution $P$ is parameterized by a mean reward vector $\theta$, from Proposition 4 we recover $\sum_{t=1}^{+\infty} \Delta_t = \mathbb{H}(\theta)$.

The cumulative predictive information is typically linear in most non-stationary environments we care about. For example, in the coin-tossing game of Figure 1, which was formally introduced in Example 1 with $q = 0.99$, the incremental predictive information at each time $t \in \mathbb{Z}_+$ satisfies

$$\Delta_t = I(R_{t+2:\infty}; R_{t+1}|R_{1:t}) = I(R_{t+2:\infty}; R_{t+1}|R_t) = \mathbb{H}(R_{t+2}; R_{t+1}|R_t) = \mathbb{H}(R_3; R_2|R_1) > 0,$$

where the second equality follows from the fact that $R_{1:t-1} \perp R_{t+1:}\infty|R_t$ and the third equality follows from the fact that $R_{t+1} \perp R_{t+3:}\infty|R_t, R_{t+2}$. Thus, the cumulative predictive information $\sum_{t'=1}^{t-1} \Delta_{t'} = t\mathbb{H}(R_3; R_2|R_1) > 0$ is linear in time $t$.

The cumulative predictive information will play a crucial role in our analysis, and deriving an upper bound on it often allows us to further upper-bounding the regret itself.

### 7.4 Regret Bounds for General Agents

We are now ready to present our regret analysis. We begin with Theorem 3, which establishes a general upper bound on foresight regret that applies to any agent in any bandit. In particular, the bound is expressed in terms of the sum of the information ratios $\sum_{t=0}^{T-1} \Gamma_t^\pi$ and the cumulative predictive information $\sum_{t=0}^{T-1} \Delta_t$.

**Theorem 3.** For all policies $\pi$ and $T \in \mathbb{Z}_+$,

$$\text{Regret}_T(T; \pi) \leq \sqrt{\sum_{t=0}^{T-1} \Gamma_t^\pi \sum_{t=0}^{T-1} \Delta_t}.$$

14
The proof is provided in Appendix I. The proof leverages the fact that when an agent incurs regret, it must acquire some amount of information that is relevant for predicting future reward vectors $R_{t+2:}\infty$. Therefore, we can upper-bound the cumulative regret by how the agent trades off between immediate regret and such information, which is measured by the sum of information ratios $\sum_{t=0}^{T-1} \Gamma_t^\pi$, and the cumulative predictive information $\sum_{t=0}^{T-1} \Delta_t$, which upper-bounds the total information that an agent acquires to predict future rewards.

We will subsequently use the general regret bound of Theorem 3 by separately bounding the two constituent terms, $\sum_{t=0}^{T-1} \Gamma_t^\pi$ and $\sum_{t=0}^{T-1} \Delta_t$, respectively. The former depends on the choice of the agent or algorithm, while the latter is a function only of the underlying bandit environment. Because the cumulative predictive information is agent-independent, we will begin with it and first introduce Lemma 1. The lemma provides an elegant approach towards bounding the cumulative predictive information in any bandit; the proof is provided in Appendix J.

**Lemma 1.** Let $\{S_t\}_{t=1}^{+\infty}$ be a Markov process such that, for all $t \in \mathbb{Z}^+$, $S_{t+1:}\infty \perp R_{1:t} | S_t$ and $R_{t+2:}\infty \perp R_{t+1}|S_{t+2}, R_{1:t}$. For all $T \in \mathbb{Z}^+$, the cumulative predictive information satisfies

$$
\sum_{t=0}^{T-1} \Delta_t \leq I(S_2; S_1) + \sum_{t=1}^{T-1} I(S_{t+2}; S_{t+1} | S_t)
$$

The random variable $S_t$ in the above lemma can be thought of as the hidden state of the bandit at timestep $t$. By suitably constructing $\{S_t\}_{t=1}^{+\infty}$, we can apply this lemma to bound predictive information in any bandit. In particular, this can be achieved by letting $S_t = R_{1:t}$ for all $t \in \mathbb{Z}^+$. For some bandits, there is a better choice of $\{S_t\}_{t=1}^{+\infty}$ with which we can derive sharper bounds or more interpretable bounds when applying the lemma.

It is worth noting that, by combining Lemma 1 and Theorem 3, and specializing the resulting bound to stationary bandits, we can recover existing regret bounds for stationary bandits. See Appendix K for this result.

### 7.5 Regret Bounds for PS

We now turn our attention to using the general regret bound of Theorem 3 to obtain sharper regret bounds for PS in various non-stationary bandits.

We begin by obtaining an upper bound on the information ratio $\Gamma_t = \Gamma_t^{\pi^\text{PS}}$ associated with PS, expressed in terms of the number of actions and the variance of the rewards. The proof of the following result is provided in Appendix L.

**Lemma 2.** If for all $t \in \mathbb{Z}^+$ and $a \in A$, $P(R_{t+1:a} \in | H_t)$ is almost surely $\sigma_{SG}$-sub-Gaussian, then for all $t \in \mathbb{Z}^+$, the information ratio associated with PS satisfies

$$
\Gamma_t \leq 2|A|\sigma_{SG}^2.
$$

The following theorem follows directly from combining Theorem 3 and Lemma 2. It establishes a regret bound for PS in terms of the cumulative predictive information.

**Theorem 4.** If for all $t \in \mathbb{Z}^+$ and $a \in A$, $P(R_{t+1:a} \in | H_t)$ is almost surely $\sigma_{SG}$-sub-Gaussian, then for all $T \in \mathbb{Z}^+$, the regret of PS satisfies

$$
\text{Regret}_F(T) \leq \sqrt{2|A|\sigma_{SG}^2 T \sum_{t=0}^{T-1} \Delta_t}.
$$

Finally, using Lemma 1 to better characterize the cumulative predictive information, we obtain the following refinement.
Corollary 1. Let \( \{S_t\}^\infty_{t=1} \) be a Markov process such that, for all \( t \in \mathbb{Z}_+ \), \( R_t \perp R_{t+1} \perp S_t \perp S_{t+1} \mid S_t \). If for all \( t \in \mathbb{Z}_+ \) and \( a \in \mathcal{A} \), \( P(R_{t+1,a} \mid \cdot | H_t) \) is almost surely \( \sigma_{SG} \)-sub-Gaussian, then for all \( T \in \mathbb{Z}_+ \), the regret of PS satisfies

\[
\text{Regret}_F(T) \leq 2|\mathcal{A}|\sigma_{SG}^2T \left[ I(S_2; S_1) + \sum_{t=1}^{T-1} I(S_{t+2}; S_{t+1} | S_t) \right].
\]

Note that specializing the bound of PS in Corollary 1 to stationary bandits, we can recover existing regret bounds for TS in stationary bandits. See Appendix K for this result. We will also use this corollary to derive regret bounds for PS in more specialized bandit environments in the next subsection.

7.6 Regret Bounds in Modulated Bernoulli Bandits

Building on the results from the previous section, we now focus on a specific model of non-stationary reversible bandits that will enable us to derive a sharper and more interpretable regret bound.

A majority of the existing literature on non-stationary bandit learning focuses on Bernoulli bandits, and for this reason we will focus our analysis on this family as well. Below, we consider a family of non-stationary Bernoulli bandits that generalizes an abrupt switching model introduced by Mellor and Shapiro (2013a). It is easy to verify that bandits in family are reversible, and also encompass both coin-tossing environments introduced in Section 3.

Example 3 (Modulated Bernoulli Bandit). Consider a Bernoulli bandit with independent actions. For all \( a \in \mathcal{A} \), let \( \{\theta_{t,a}\}^\infty_{t=0} \) be a sequence of random variables. We refer to \( \theta_{t,a} \) as the mean reward associated with action \( a \) at timestep \( t \); conditioning on \( \theta_{t,a} \), the reward \( R_{t+1,a} \sim \text{Bernoulli}(\theta_{t,a}) \), independent of the rewards and mean rewards associated with other timesteps or actions. Each mean reward sequence \( \{\theta_{t,a}\}^\infty_{t=0} \) transitions according to

\[
\theta_{t+1,a} = \begin{cases} P(\theta_{0,a} \in \cdot) & \text{with probability } q_a, \\ \theta_{t,a}, & \text{otherwise}, \end{cases}
\]

where \( q_a \in [0,1] \) is deterministic and known. At each timestep, the mean reward \( \theta_{t,a} \) can be thought of as “redrawn” from its initial distribution independently with probability \( q_a \).

Modulated Bernoulli bandits serve as a stylized model for real applications where non-stationarity manifests as abrupt changes. In a modulated Bernoulli bandit, each \( q_a \) determines the frequency of abrupt changes associated with action \( a \). As we have discussed, modulated Bernoulli bandits generalize a model introduced in (Mellor and Shapiro, 2013b); various other models incorporating abrupt changes have been explored in (Abbasi-Yadkori et al., 2022; Auer et al., 2019; Besbes et al., 2019; Besson and Kaufmann, 2019; Cheung et al., 2019; Chen et al., 2021; Gupta et al., 2011; Hartland et al., 2006; Luo et al., 2018; Mellor and Shapiro, 2013b; Raj and Kalyani, 2017; Wei and Srivatsva, 2018; Viappiani, 2013; Zhao et al., 2020).

We are now ready to present the main result of this section: an upper bound on the regret of PS in a modulated Bernoulli bandit. The proof, presented in Appendix M, leverages Corollary 1 by carefully constructing a sequence \( \{S_t\}^\infty_{t=1} \) where we set \( S_t = \theta_{t-1} \) for all \( t \in \mathbb{Z}_+ \).

Theorem 5. In a modulated Bernoulli bandit, for all \( T \in \mathbb{Z}_+ \), the regret of PS satisfies

\[
\text{Regret}_F(T) \leq \sqrt{\frac{1}{2}|\mathcal{A}|T \left\{ \sum_{a \in \mathcal{A}} (1 - q_a)H(\theta_{0,a}) + (T - 1) \sum_{a \in \mathcal{A}} [2H(q_a) + q_a(1 - q_a)H(\theta_{0,a})] \right\}}.
\]
A first observation is that the above regret upper bound scales linearly in horizon, $T$. Interestingly, this scaling matches the next regret lower bound that we present, suggesting that the linear scaling in $T$ in our upper bound is tight. To the best of our knowledge, this is the first known linear regret lower bound for modulated Bernoulli bandits; a proof is provided in Appendix N.

**Theorem 6.** There exists a modulated Bernoulli bandit and a constant $C \in \mathbb{R}^+$ such that, for all policies $\pi$ and $T \in \mathbb{Z}_+$, the hindsight regret satisfies

$$\text{Regret}_F(T; \pi) \geq CT.$$ 

Together, Theorems 5 and 6 serve as encouraging evidence that PS performs competitively in modulated Bernoulli bandits. On one hand, when $q_a = 0$ for all $a$, i.e., when the environment is stationary, the bound becomes $\text{Regret}_F(T) = \sqrt{\frac{1}{2}|A|T \mathbb{H}(\theta_0)}$, which recovers a current best known regret bound for TS (Neu et al., 2022). On the other hand, as the $q_a$’s approach 1, the regret bound approaches 0, suggesting that PS performs well at the other extreme. This corresponds to the cases where coins are replaced very frequently. When $q_a = 0$ for some actions $a \in A_1$, and $q_a = 1$ for the remaining actions $a \in A \setminus A_1$, the regret bound becomes $\text{Regret}_F(T) = \sqrt{\frac{1}{2}|A|T \sum_{a \in A_1} \mathbb{H}(\theta_{0,a})}$, a value that is small and further upper-bounded by the regret bound established for the case where $q_a = 0$ for all $a \in A$. In summary, our regret bounds suggest that PS performs competitively at the extremes where each $q_a$ is close to either 0 or 1.

It is noteworthy that existing results, when applied to the modulated Bernoulli bandits of Example 3, often result in significantly larger regret bounds when the environment exhibits high levels of non-stationarity (i.e., $q_a$ approaching 1). For example, Besbes et al. (2019) establish a regret upper bound for an algorithm, Rexp3, under a different regret metric, in a frequentist setting. When applied to modulated Bernoulli bandits, this bound is linear in $T$ and increases as each $q_a$ increases from 0 to 1. Further details are available in Appendix O.

We will use a simple family of environments to demonstrate how to leverage the regret upper bound to derive meaningful performance guarantees and qualitative insights on PS in more general parameter ranges beyond the extremes.

**Example 4. (A Class of Modulated Bernoulli Bandit with Two Actions)** Consider a modulated Bernoulli bandit with two actions $A = \{1, 2\}$. Let $\theta_{t,1} = 0.9$ for all $t \in \mathbb{Z}_+$. Let $\theta_{0,2} \sim \text{unif}(\{0,1\})$.

This example represents a class of modulated Bernoulli bandits, each characterized by the parameter $q_2$. This also describes a set of coin-tossing games, where the first coin has a known bias of 0.9, and the second coin is replaced at each timestep with probability $q_2$.

If PS outperforms both a random policy with uniform action selection and TS, it indicates that PS exhibits intelligent action selection. We proceed to plot the first regret upper bound of PS established by Theorem 5, alongside with regret lower bound of TS when $q_2 > 0.2$, and a regret lower bound of a random (uniform) policy. (For detailed information on the regret lower bounds, please refer to Appendix O.) Specifically, Figure 4 plots these regret bounds in Example 4 across different values of $q_2$. The plot indicates that when $q_2 > 0.78$, Theorem 5 establishes that PS provably outperforms a random policy, and when $q_2 > 0.85$, PS also outperforms TS. In summary, these experiments indicate that our regret bounds establish that PS exhibits intelligent action selection in a range of environments as $q_2$ moves away from 1.

8 Efficient Implementations and Experiments

While the PS procedure is very easy to state, deriving the conditional probability distribution and subsequently sampling from the distribution can be computationally challenging. To address this, this section introduces efficient procedures to execute PS in a class of Gaussian bandits. We also design efficient procedures to execute an approximation of PS in a class of logistic bandits, in Appendix R. To examine the
advantage of PS over TS, we conduct experiments. The results suggest that PS consistently outperforms TS over time in environments with varying information durability. Additionally, we compare PS with other representative non-stationary bandit learning algorithms and show that PS consistently outperforms them.

8.1 PS in AR(1) Bandits

We consider a class of Gaussian bandits, which we refer to as AR(1) bandits, where each bandit is determined by a sequence \(\{\alpha_t,a\}_t=1,\infty\) that independently transitions according to a first-order autoregressive (AR(1)) process. We study AR(1) bandits because AR(1) processes have been commonly used to model non-stationary processes in fields such as nature and economics. Similar formulations of non-stationary bandits have been examined by Bacchiocchi et al. (2022); Chen et al. (2024); Gupta et al. (2011); Kuhn et al. (2015); Kuhn and Nazarathy (2015); Slivkins and Upfal (2008).

Example 5 (AR(1) Bandit). In an AR(1) bandit, each reward \(R_{t+1,a}\) is distributed according to a Gaussian distribution with a random mean \(\theta_{t,a} = \alpha_{t,a} + W_{t+1,a}\), where \(W_{t+1,a}\) is independent zero-mean noise with deterministic variance \(\sigma_a^2\). Each realized reward can be interpreted as a sum \(R_{t+1,a} = \theta_{t,a} + Z_{t+1,a}\), where \(Z_{t+1,a}\) is independent zero-mean noise with deterministic variance \(\sigma_a^2\). The variable \(\alpha_{t,a}\) evolves over time according to

\[
\alpha_{t+1,a} = (1 - \gamma_a)c_a + \gamma_a\alpha_{t,a} + W_{t+1,a},
\]

for each action \(a \in A\). The coefficients \(c_a\) and \(\gamma_a\) are deterministic, and each takes value in \(\mathbb{R}\) and \([0,1]\), respectively; \(W_{t+1,a}\) is independent zero-mean Gaussian noise with deterministic variance \(\delta_a^2\), with \(\delta_a \in \mathbb{R}_+\). When \(\gamma_a = 1\), we require \(\delta_a = 0\) and \(\theta_{0,a}\) to be Gaussian. We assume that the sequence \(\{\alpha_{t,a}\}_{t \in \mathbb{Z}_+}\) is in steady-state: when \(\gamma_a < 1\), this steady-state distribution is \(\mathcal{N}(c_a, \delta_a^2/(1 - \gamma_a^2))\).

Note that the formulation of AR(1) bandits accommodates stationary Gaussian bandits with independent actions as a special case. Specifically, if we let \(\gamma_a = 1\) and \(\delta_a = 0\) for all \(a \in A\), then \(\alpha_{t+1,a} = \alpha_{0,a}\) for all \(t \in \mathbb{Z}_+\) and \(a \in A\). Since \(\alpha_{0,a}\) is a Gaussian random variable for all \(a \in A\), we recover a stationary Gaussian bandit with independent actions. We can model any stationary Gaussian bandit with independent actions using an AR(1) bandit with \(\gamma_a = 1\) and \(\delta_a = 0\) for \(a \in A\) and suitably-chosen \(\alpha_{0,a}\) for each \(a \in A\).

When interacting with an AR(1) bandit, we assume that an agent knows a priori \(c_a, \gamma_a, \delta_a, \sigma_a, \mathbb{P}(\theta_{0,a} \in \cdot)\), and \(\sigma_a\) for all \(a \in A\). In fact, this assumption is not necessary: an agent can learn these parameters. In other words, an agent is able to estimate these parameters quite accurately after a finite number of timesteps that is large enough. Since we are interested in the performance of an agent in the regime \(T \to +\infty\), the
performance of the agent in the learning phase of the first finite number of timesteps is irrelevant. Therefore, we can focus on investigating the performance of an agent after it learns these parameters. Without loss of generality, we can assume that the parameters are known to the agent a priori. Similar assumptions appear in (Slivkins and Upfal, 2008) and (Mellor and Shapiro, 2013a) and techniques to estimate such parameters based on historical data have been discussed in (Wilson et al., 2010; Turner et al., 2009).

### 8.1.1 Efficient Implementation of PS

While we are interested in developing efficient procedures to execute PS in an AR(1) bandit, as a stepping stone, we first focus on implementing TS that takes \( \chi_t = \theta_t \) to be its learning target.

In an AR(1) bandit, TS samples at each timestep \( \hat{\theta}_{t}^{\text{TS}} \) from \( \mathbb{P}(\theta_t \in \cdot | H_{t}^{\text{TS}}) \), and selects an action that maximizes \( \hat{\theta}_{t}^{\text{TS}} \). Recall that in an AR(1) bandit, \( \mathbb{P}(\theta_0 \in \cdot) \) is Gaussian. When action \( a \) is selected at timestep \( t \), the agent observes \( R_{t+1,a} \sim \mathcal{N}(\theta_{t,a}, \sigma_a^2) \), where \( \sigma_a \) is deterministic and known. Therefore, \( \mathbb{P}(\theta_t \in \cdot | H_{t}^{\text{TS}}) \) is Gaussian. We use \( \mu_t^{\text{TS}} \) and \( \Sigma_t^{\text{TS}} \) to denote the mean and covariance of it; they can be derived using Kalman filter. Algorithm 3 provides an implementation of TS in an AR(1) bandit; for the sake of simplicity, we drop the superscript \( \pi_{\text{TS}} \).

For PS, we develop an efficient implementation of it based on the following observation from Section 6.1: Steps 2 and 3 of Algorithm 1 are equivalent to sampling \( \hat{\theta}_t \) from

\[
\mathbb{P}(\mathbb{E}[R_{t+1}|H_t, R_{t+2:\infty}] \in \cdot | H_t) = \mathbb{P}(\mathbb{E}[\theta_t|H_t, R_{t+2:\infty}] \in \cdot | H_t).
\]

(7)

Since the rewards are jointly Gaussian, the above distribution is Gaussian. We use \( \tilde{\mu}_t \) and \( \tilde{\Sigma}_t \) to denote its mean and covariance. We present Algorithm 2, which provides an implementation of PS in an AR(1) bandit.

**Algorithm 2:** PS in an AR(1) bandit

1. for \( t = 0, 1, \ldots, T - 1 \) do
2. \hspace{1em} sample: \( \tilde{\theta}_t \sim \mathcal{N}(\tilde{\mu}_t, \tilde{\Sigma}_t) \)
3. \hspace{1em} execute: \( A_t \in \arg \max_{a \in A} \tilde{\theta}_{t,a} \)
4. \hspace{1em} observe: \( R_{t+1,A_t} \)
5. \hspace{1em} update: \( \mu_{t+1} \leftarrow \mathbb{E}[\theta_{t+1}|H_{t+1}] \)
6. \hspace{1em} \( \tilde{\Sigma}_{t+1} \leftarrow \mathbb{V}(\mathbb{E}[\theta_{t+1}|H_t, R_{t+2:\infty}|H_{t+1}) \)

Step 5 of Algorithm 2 is the most challenging to implement, and we now show how it can be done. Observe that the distribution \( \mathbb{P}(\theta_t \in \cdot | H_t) \) is Gaussian. We use \( \mu_t \) and \( \Sigma_t \) to denote the mean and covariance of it, and they can be derived analytically using Kalman filter. The values of \( \tilde{\mu}_t \) and \( \tilde{\Sigma}_t \) can be derived using \( \mu_t \) and \( \Sigma_t \). Specifically, because both \( \Sigma_t \) and \( \tilde{\Sigma}_t \) are diagonal, we use \( \sigma_{a,t}^2 \) and \( \tilde{\sigma}_{a,t}^2 \) to denote each entry along their diagonals, respectively. The following result establishes the exact analytical forms for \( \tilde{\mu}_{t,a} \) and \( \tilde{\sigma}_{t,a}^2 \) as function of \( \mu_{t,a} \) and \( \sigma_{a,t}^2 \). The proof is presented in Appendix Q.

**Proposition 5.** In an AR(1) bandit, for all \( t \in \mathbb{Z}_+ \) and \( a \in A \), conditioned on \( H_t \), \( \hat{\theta}_{t,a} \) is Gaussian with mean and variance

\[
\hat{\mu}_{t,a} = \mu_{t,a} \quad \text{and} \quad \hat{\sigma}_{t,a}^2 = \frac{\gamma_a^2 \sigma_{t,a}^4}{\gamma_a^2 \sigma_{t,a}^2 + x_a^*},
\]

where \( x_a^* = \frac{1}{2} \left( \delta_a^4 + \sigma_a^2 - \gamma_a^2 \sigma_a^2 + \sqrt{(\delta_a^2 + \sigma_a^2 - \gamma_a^2 \sigma_a^2)^2 + 4 \gamma_a^2 \delta_a^2 \sigma_a^2} \right) \).

Both PS and TS are sampling algorithms, each begins by sampling an estimate, \( \hat{\theta}_t \) for PS and \( \hat{\theta}_{t}^{\text{TS}} \) for TS, followed by the selection of an action that maximizes the sample.
The key distinction between PS and TS lies in their respective sampling distributions, which of PS is defined in (7). According to Proposition 5, for all \( t \in \mathbb{Z}_+ \) and \( a \in \mathcal{A} \), it holds that \( \hat{\mu}_{t,a} = \mu_{t,a} \). This indicates that when presented with the same history \( H_t \), the sampling distributions of PS and TS share the same mean. In this scenario, the ratio of the variances of the sampling distributions is given by \( \frac{\sigma_{t,a}^2}{\sigma_{t,a}^2} = \frac{\gamma_a^2 \sigma_{t,a}^2}{\gamma_a^2 \sigma_{t,a}^2 + x^*} \in [0, 1] \). The ratio increases from 0 to 1 as \( \gamma_a \) increases from 0 to 1. This implies that as information becomes more durable, \( \gamma_a \) increases, so does the variance of the sampling distribution of PS, and thus PS explores more. This suggests that PS typically explores less compared to TS, and how much it explores varies according to the durability of information.

8.1.2 Experiments

We next conduct experiments in a sequence of AR(1) bandits where the actions are associated with varying degrees of information durability and compare the performance of PS against that of TS. Note that in an AR(1) bandit, \( \gamma_a \) captures the durability of information associated with action \( a \in \mathcal{A} \), with \( \gamma_a = 1 \) indicating that the information durability is infinite and \( \gamma_a = 0 \) indicating that the information durability is zero. Then we conduct experiments in bandits with varying \( \gamma_a \) for \( a \in \mathcal{A} \).

In particular, we let \( \mathcal{A} = \{1, 2\} \), the stationary distribution of each arm’s mean reward be \( \mathcal{N}(0, 1) \), and \( \gamma_1, \gamma_2 \in \{0.1, 0.3, 0.5, 0.7, 0.9\} \). This defines a range of two-armed AR(1) bandits where each mean reward distribution is standard normal, and \( \gamma_1 \) and \( \gamma_2 \) each varies in a discrete grid in (0, 1). By symmetry in actions, we examine bandits where \( \gamma_1 \in \{0.1, 0.3, 0.5\} \) and \( \gamma_2 \in \{0.1, 0.3, 0.5, 0.7, 0.9\} \).

**PS Outperforms TS Across Bandits** Figure 5a plots the average reward collected by PS and that collected by TS over a long duration of \( T = 1000 \) timesteps, which serve as good approximations to the long-run average rewards collected by the two agents. The plot shows that PS consistently outperforms TS, regardless of information durability associated with the actions. This provides additional evidence, complementing our theoretical analyses and examples, to support that PS has advantage over TS in non-stationary bandits.

The plot also suggests that both PS and TS perform better in bandits with a larger value of \( \gamma_1 \) or \( \gamma_2 \). This is consistent with our intuition that any given agent tends to perform better in bandits with better information durability because they can put the information learned so far to better use for longer periods of time.

**PS Outperforms TS Across Time** Now that we have examined the long-run performance of PS, we next investigate if PS sacrifices its short-term performance for long-term benefits. In particular, we focus on one example of the aforementioned AR(1) bandits, with \( \gamma_1 = 0.1 \) and \( \gamma_2 = 0.9 \) and plot the mean rewards across a number of timesteps. Figure 5b plots the average reward collected by PS and that collected by TS over \( t \in \{1, 2, ..., 200\} \) timesteps, with the error bars representing 95% confidence intervals. We observe that PS consistently outperforms TS across time.

The phenomenon that PS outperforms TS across time can be observed beyond this example. We present additional plots in Appendix S that illustrate this. The plots suggest that the phenomenon is persistent across a diverse set of AR(1) bandit instances.

8.2 Comparison with Other Algorithms

We conduct experiments to compare PS with non-stationary bandit algorithms beyond TS.

8.2.1 Algorithms and Environments

A large set of algorithms (Besbes et al., 2019; Besson and Kaufmann, 2019; Cheung et al., 2019; Garivier and Moulines, 2008; Ghatak, 2021; Gupta et al., 2011; Hartland et al., 2006; Kocsis and Szepesvári, 2006;
Figure 5: The average rewards collected by PS and that collected by TS in AR(1) bandits

(a) Average rewards collected over $T = 1000$ timesteps where $\gamma_1 \in \{0.1, 0.3, 0.5\}$, $\gamma_2 \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$

(b) An example: the average rewards collected over $t \in \{1, \ldots, 200\}$ timesteps in an environment where $\gamma_1 = 0.1$, $\gamma_2 = 0.9$

Mellor and Shapiro, 2013a; Raj and Kalyani, 2017; Trovo et al., 2020; Viappiani, 2013) designed for non-stationary bandit learning focuses on making better inference about current mean reward; given what is inferred, these algorithms usually apply action-selection schemes that are designed for stationary bandits, such as TS, upper-confidence-bound methods (Lai and Robbins, 1985), and the exponential-weight algorithms (Auer et al., 2002; Freund and Schapire, 1997). In this sense, one can think of these algorithms as taking the current mean reward as the learning target; in particular, to make it more concrete, when applied to the coin-tossing environments of Section 3, this learning target corresponds to the coin biases. Therefore, these algorithms, with TS and its existing variants as special cases, do not intelligently account for the information durability when selecting actions, and we believe that PS has advantages over these algorithms in non-stationary bandit learning.

**Algorithms** We conduct experiments with a representative subset of these non-stationary bandit learning algorithms. Since there are three popular heuristics on making inference on current mean reward, i.e., using a fixed-length sliding-window, weighing data by recency, and periodic restarts, we choose one algorithm focusing on each of the three heuristics. In addition, we take a naive TS agent, who executes TS while pretending that the bandit is stationary, as a baseline. Below we briefly describe each of the four representative algorithms with which we conduct experiments.

- **Rexp3** (Besbes et al., 2019) uses Exp3 as action-selection subroutine and restarts it periodically.
- **Discounted UCB** (Garivier and Moulines, 2008) uses UCB1 as subroutine and discounts the effect of past rewards on estimating current reward by weighing past data according to recency.
- **Sliding-window UCB** (Garivier and Moulines, 2008) maintains a sliding-window of fixed size and uses UCB1 as a subroutine.
- **Naive TS** pretends that the bandit is stationary and proceeds with inference.

**Environments** We next introduce the class of bandits in which we conduct the experiments and additional details in implementing the algorithms. Because past work that introduced Rexp3, discounted UCB, and sliding-window UCB conduct experiments in bandits with bounded rewards, we restrict our attention to such bandits. In addition, to analyze how the information durability affect the performance of the agents, we also would like to conduct experiments in bandits where the information durabilities are determined.
by particular environment parameters, the adjustments of which adjust the information durabilities. To accommodate both needs, we design a set of bandits that differ from the AR(1) bandits only in that the rewards are truncated to $[0, 1]$.

In implementing the algorithms, the parameters of Rexp3 are chosen according to Theorem 2 of (Besbes et al., 2019), where the “variation budget” is assumed to be known in advance for each simulation; the parameters in discounted UCB and sliding-window UCB are chosen according to Remark 3 and Remark 9 of (Garivier and Moulines, 2008), respectively, where “the number of breakpoints” is assumed to be known in advance; PS pretends that the rewards are not truncated.

### 8.2.2 Experiments

We conduct two sets of experiments. The first set of experiments show that PS explores less in a non-stationary environment, and outperforms other algorithms. We consider a bandit where $\mathcal{A} = \{1, 2\}$, $c_1 = c_2 = 0.5$, $\gamma_1 = \gamma_2 = 0.85$, $\delta_a = 0.15(1 - \gamma_a^2)$ for $a \in \mathcal{A}$, and $\sigma_1 = \sigma_2 = 0.1$. This describes a bandit with two symmetric actions.

Figure 6a plots the average reward collected by the agents over $t \in \{1, 2, ..., 2000\}$ timesteps, with the error bars representing 95% confidence intervals. The results suggest that a majority of the non-stationary bandit learning algorithms outperforms naive TS, and PS outperforms all others. This is consistent with our theoretical results that PS has advantages in non-stationary bandits.

Figure 6b plots the average frequency of selecting action 2 over $t \in \{1, 2, ..., 2000\}$ timesteps. As expected, since the actions are symmetric, all agents select each action half of the time in the long run. To demonstrate when PS selects actions differently, we visualize the amount of exploration over $t \in \{1, 2, ..., 2000\}$ timesteps in Figure 6c. Exploration occurs when the selected action does not maximize $\mathbb{E}[R_{t+1,a} | H_t]$, hence, we quantify exploration by the frequency of selecting such actions. Figure 6c illustrates that in this bandit, PS explores significantly less compared to other policies. This observation aligns with our intuition that PS intelligently reduces exploration in non-stationary environments.

![Figure 6](image)

(a) Average rewards collected by each agent  
(b) Frequencies of selecting action 2  
(c) Frequencies of engaging in exploration

Figure 7a plots the average rewards accumulated by the agents, with the error bars representing 95% confidence intervals. The results reveal that PS accumulates more rewards compared with other agents. This again suggests that PS has advantages in non-stationary bandits. Figure 7b plots the amount of exploration. As expected, the plot indicates that naive TS explores the least, and PS engages in relatively less exploration.
compared to other non-stationary algorithms. Figure 7c displays the average action selection frequency. This time, with asymmetric actions, we observe different frequencies of selecting the same action. As expected, we observe that the average frequency of selecting action 2 by naive TS converges to zero, because $c_2 < c_1$.

The reduced exploration by PS compared to other non-stationary bandit learning algorithms implies that PS selects the action with lower mean reward estimate less frequently. In most cases, this action corresponds to action 2. So PS selects action 2 less frequently compared to other non-stationary algorithms, as corroborated by the consistent behavior observed in Figure 7c.

To gain insight into when PS selects actions differently from other algorithms and why this is advantageous, let us examine a specific realization of the sample paths of $\theta_t$. Figure 8a displays $\theta_{1,t}$ and $\theta_{2,t}$ over $t \in \{1, 2, ..., 2000\}$ timesteps, along with the long-term average of $\theta_{1,t}$, which is 0.65. Figure 8b plots the frequencies of selecting action 2. We observe that, in line with our earlier discussions, the naive TS agent progressively decreases its selection of action 2 over time; the non-stationary bandit learning algorithms other than PS consistently select action 2 with high frequency, irrespective of the value of $\theta_{t,2}$; PS selects action 2 less frequently compared to other algorithms. Furthermore, Figure 8b indicates that PS opts for action 2 more frequently when $\theta_{t,2}$ is relatively large, which explains the superior performance of PS.
9 Concluding Remarks

This paper demonstrates that TS and its variants often do not perform well in non-stationary bandits, because they fail to intelligently account for the durability of information when selecting actions. To address this, we propose PS, an algorithm that can be viewed as a version of TS that takes the sequence of future rewards as the learning target. We develop efficient procedures to execute PS in AR(1) bandits. We demonstrate the efficacy of PS through coin-tossing examples, regret bounds, and numerical experiments.

At a high level, our paper illustrates how we can improve an existing algorithm (TS) to arrive at a new algorithm (PS) that is better suited for non-stationary bandits, by changing its learning target. As discussed in Sections 2 and 8.2, a number of other existing algorithms also do not account for the durability of information when selecting actions. Therefore, an interesting future direction would be to modify these other algorithms by taking the sequence of future rewards to be the learning target, and perhaps achieve even more drastic performance improvements in non-stationary environments. For instance, we can enhance information-directed sampling (IDS) to better handle non-stationarity, where the new agent minimizes (6) at each timestep. Importantly, all our theoretical analyses are applicable to this adapted algorithm. Further investigation into the additional advantages offered by this information-seeking approach, as well as efficient implementation methods, and the exploration of alternative algorithms, are left to future study.

While the sequence of future rewards has proven to be an effective learning target for our purpose, it would be interesting to investigate whether there are other potentially more powerful learning targets. For example, by suitably defining the “optimal action” at each timestep, we may alternatively take the sequence of future optimal actions as the learning target. It remains an open question how these alternative learning targets would perform in non-stationary environments, how to design algorithms with efficient implementations with respect to these learning targets, and how the current framework needs to adapt for their analyses.
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A Probabilistic Framework

Probability theory emerges from an intuitive set of axioms, and this paper builds on that foundation. Statements and arguments we present have precise meaning within the framework of probability theory. However, we often leave out measure-theoretic formalities for the sake of readability. It should be easy for a mathematically-oriented reader to fill in these gaps.

We will define all random quantities with respect to a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The probability of an event \(F \in \mathcal{F}\) is denoted by \(\mathbb{P}(F)\). For any events \(F, G \in \mathcal{F}\) with \(\mathbb{P}(G) > 0\), the probability of \(F\) conditioned on \(G\) is denoted by \(\mathbb{P}(F|G)\).

A random variable is a function with the set of outcomes \(\Omega\) as its domain. For any random variable \(Z\), \(\mathbb{P}(Z \in Z)\) denotes the probability of the event that \(Z\) lies within a set \(Z\). The probability \(\mathbb{P}(F|Z = z)\) is of the event \(F\) conditioned on the event \(Z = z\). When \(Z\) takes values in \(\mathbb{R}\) and has a density \(p_Z\), though \(\mathbb{P}(Z = z) = 0\) for all \(z\), conditional probabilities \(\mathbb{P}(F|Z = z)\) are well-defined and denoted by \(\mathbb{P}(F|Z = z)\). For fixed \(F\), this is a function of \(z\). We denote the value, evaluated at \(z = Z\), by \(\mathbb{P}(F|Z)\), which is itself a random variable. Even when \(\mathbb{P}(F|Z = z)\) is ill-defined for some \(z\), \(\mathbb{P}(F|Z)\) is well-defined because problematic events occur with zero probability.

For each possible realization \(z\), the probability \(\mathbb{P}(Z = z)\) that \(Z = z\) is a function of \(z\). We denote the value of this function evaluated at \(Z\) by \(\mathbb{P}(Z)\). Note that \(\mathbb{P}(Z)\) is itself a random variable because it depends on \(Z\). For random variables \(Y\) and \(Z\) and possible realizations \(y\) and \(z\), the probability \(\mathbb{P}(Y = y|Z = z)\)
that \( Y = y \) conditioned on \( Z = z \) is a function of \( (y, z) \). Evaluating this function at \( (Y, Z) \) yields a random variable, which we denote by \( \mathbb{P}(Y | Z) \).

We denote independence of random variables \( X \) and \( Y \) by \( X \perp Y \) and conditional independence, conditioned on another random variable \( Z \), by \( X \perp Y | Z \).

## B Concepts, Notations, and Relations

We review some standard information-theoretic concepts and associated notations, and introduce a change-of-measure notation in this section.

### B.1 Information-Theoretic Concepts, Notations, and Relations

We will make use of KL-divergence as measures of difference between distributions. We denote KL-divergence by

\[
\mathbf{d}_{\text{KL}}(P \parallel P') = \int P(dx) \ln \frac{dP}{dP'}(x).
\]

Gibbs’ inequality asserts that \( \mathbf{d}_{\text{KL}}(P \parallel P') \geq 0 \), with equality if and only if \( P \) and \( P' \) agree almost everywhere with respect to \( P \).

The following result is established by Theorem 5.2.1 of (Gray, 2011).

**Lemma 3 (Variantal Form of the KL-Divergence).** For any probability distribution \( P \) and real-valued random variable \( X \), both defined with respect to a measurable space \((\Omega', \mathcal{F}')\), let \( E_P[X] = \int_{x \in \mathbb{R}} x P(dx) \). For probability distributions \( P \) and \( P' \) on a measurable space \( (\Omega', \mathcal{F}') \) such that \( P \) is absolutely continuous with respect to \( P' \),

\[
\mathbf{d}_{\text{KL}}(P \parallel P') = \sup_X \left( E_P[X] - \ln E_P'[\exp(X)] \right),
\]

where the supremum is taken over real-valued random variables on \((\Omega', \mathcal{F}')\) for which \( E_Q[\exp(X)] < \infty \).

Mutual information and KL-divergence are intimately related. For any probability measure \( P(\cdot) = P(\{(X, Y) \in \cdot\}) \) over a product space \( X \times Y \) and probability measure \( P' \) generated via a product of marginals \( P'(dx \times dy) = P(dx)P(dy) \), mutual information can be written in terms of KL-divergence:

\[
\mathbb{I}(X; Y) = \mathbf{d}_{\text{KL}}(P \parallel P').
\]

Further, the following lemma presents an alternative representation of mutual information.

**Lemma 4 (KL-Divergence Representation of Mutual Information).** For any random variables \( X \) and \( Y \),

\[
\mathbb{I}(X; Y) = E \left[ d_{\text{KL}}(P(Y \in \cdot | X) || P(Y \in \cdot)) \right].
\]

In other words, the mutual information between \( X \) and \( Y \) is the KL-divergence between the distribution of \( Y \) with and without conditioning on \( X \).

Mutual information satisfies the chain rule and the data processing inequality.

**Lemma 5 (Chain Rule for Mutual Information).**

\[
\mathbb{I}(X_1, X_2, ..., X_n; Y) = \sum_{i=1}^{n} \mathbb{I}(X_i; Y | X_1, X_2, ..., X_{i-1}).
\]

**Lemma 6 (Data Processing Inequality for Mutual Information).** If \( X \) and \( Z \) are independent conditioned on \( Y \), then

\[
\mathbb{I}(X; Y) \geq \mathbb{I}(X; Z).
\]
The following lemma presents one useful property of mutual information.

**Lemma 7.** Let $A$, $B$, and $C$ be three random variables. If $A \perp C | B$ then

$$I(A; B | C) \leq I(A; B).$$

**Proof.** We prove for the case where $B$ has finite entropy. For the case where $B$ has infinite entropy, we use differential entropy instead of entropy in the analysis.

$$I(A; B | C) = H(A | C) - H(A | B, C)$$

$$= H(A | C) - H(A | B)$$

$$\leq H(A) - H(A | B)$$

$$= I(A; B).$$

\[\square\]

### B.2 Change-of-Measure Notation

To characterize PS, let us define a change-of-measure notation. Consider random variables $X$ and $Y$ and a conditional probability $\mathbb{P}(Y \in \cdot | X = x)$ for all $x$ in the image of $X$. Let $f(x) \equiv \mathbb{P}(Y \in \cdot | X = x)$ and $g(x) \equiv \mathbb{E}[Y | X = x]$, for all $x$ in the image of $X$. Given a random variable $Z$ with the same image as $X$, $f(Z)$ and $g(Z)$ are random variables. We use the notation $\mathbb{P}(Y \in \cdot | X \leftarrow Z)$ for $f(Z)$ and $\mathbb{E}[Y | X \leftarrow Z]$ for $g(Z)$. Note that we use the symbol $\leftarrow$ to distinguish a change of measure from conditioning on an event: in general,

$$\mathbb{P}(Y \in \cdot | X \leftarrow Z) \neq \mathbb{P}(Y \in \cdot | X = Z),$$

because the former represents a change of measure from $X$ to $Z$, whereas the latter represents the conditional distribution conditioning on the event $\{\omega : X = Z\}$. Similarly, in general, $\mathbb{E}[Y | X \leftarrow Z] \neq \mathbb{E}[Y | X = Z]$, and we need the former to represent a change of measure.

### C How Much Can PS Improve Over TS: Proof of Theorems 1 and 2

**Theorem 1.** For all $\epsilon \in (0, 1)$, there exists a Bernoulli bandit $\nu$ and a policy $\pi$ such that under $\nu$,

$$\text{Return}(T; \pi_{TS}) \leq \epsilon T, \quad \text{and} \quad \text{Return}(T; \pi) \geq (1 - \epsilon)T, \quad \text{for all} \ T \in \mathbb{Z}_{++}.$$

**Theorem 2.** For all $\epsilon \in (0, 1)$, under the Bernoulli bandit $\nu$ specified in Theorem 1, we have that

$$\text{Return}(T; \pi_{PS}) \geq (1 - \epsilon)T, \quad \text{for all} \ T \in \mathbb{Z}_{++}.$$

**Proof.** Consider a modulated Bernoulli bandit (see Example 3) with $K$ arms. Arm 1 has a deterministic mean of $p_1 = 1 - \epsilon$, which does not change over time. Each of arm 2 through $K$’s mean reward takes value 0 with probability $\beta$ and 1 with probability $1 - \beta$. The probability of transition for each of arm 2 through $K$ is $q$.

A PS agent estimates $\hat{\theta}_t$ at each timestep $t \in \mathbb{Z}_+$. Note that $\hat{\theta}_{t,1} = p_1$. For all $a \in \{2, \ldots, K\}$, 

$$\mathbb{E}[R_{t+1,a} | H_t, R_{t+2:}\infty] = \mathbb{P}(\theta_{t,a} = 1 | H_t, R_{t+2:}\infty) \leq 1 - q^2 \beta \text{ a.s.}$$

This implies that for all timestep $t \in \mathbb{Z}_+$ and $a \in \{2, \ldots, K\}$, $\hat{\theta}_{t,a} \leq 1 - q^2 \beta \text{ a.s.}$. 
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When \( q \) and \( \beta \) are sufficiently large, for \( a \in \{2, \ldots, K\} \), \( \hat{\theta}_{t,a} \leq 1 - q^2\beta \leq 1 - \epsilon = \hat{\theta}_{t,1} \), and a PS agent selects action 1 with probability one and collects cumulative reward

\[
\text{Return}(T; \pi_{PS}) = p_1 T = (1 - \epsilon) T. 
\]

A TS agent estimates \( \hat{\theta}_t^{TS} \) at each timestep \( t \in \mathbb{Z}_+ \). Note that \( \hat{\theta}_t^{TS} = p_1 \in (0, 1) \). So a TS agent selects action 1 at each timestep \( t \in \mathbb{Z}_+ \) with probability

\[
P\left( \max_{a \in \{2, \ldots, K\}} \hat{\theta}_{t,a}^{TS} < \hat{\theta}_{t,1}^{TS} \bigg| H_t^{TS} \right) = \prod_{a=2}^{K} P\left( \hat{\theta}_{t,a}^{TS} = 0 \bigg| H_t^{TS} \right) \leq (1 - q(1 - \beta))^{K-1} \text{ a.s.} 
\]

This probability is arbitrarily close to one with a sufficiently large \( K \). So a TS agent accumulates rewards

\[
\text{Return}(T; \pi_{TS}) \leq \left\{ (1 - q(1 - \beta))^{K-1} (1 - \epsilon) + \left[ 1 - (1 - q(1 - \beta))^{K-1} \right] (1 - q\beta) \right\} T 
\]

\[
\leq \left\{ (1 - q(1 - \beta))^{K-1} + (1 - q\beta) \right\} T. 
\]

This is upper bounded by \( \epsilon T \) if \( q \) and \( \beta \) are sufficiently large and that \( K \) is sufficiently large. \( \square \)

D  Equivalence of PS to TS in Stationary Bandits: Proof of Proposition 1

**Proposition 1.** In any stationary bandit where the reward distribution is \( P \), a PS agent and a TS agent that takes \( \chi_t = P \) for all \( t \in \mathbb{Z}_+ \) execute the same policy.

**Proof.** It is sufficient to show that for all \( t \in \mathbb{Z}_+ \),

\[
P\left( \hat{\theta}_t \in \cdot | H_t \right) = P\left( \hat{\theta}_t^{TS} \in \cdot | H_t^{TS} \leftarrow H_t \right). 
\]

We first show that if \( H_t \) and \( H_t^{TS} \) have the same support, then the change of measure is well-defined and (11) holds.

First observe that for all \( t \in \mathbb{Z}_+ \),

\[
P\left( \hat{\chi}_t \in \cdot | H_t^{TS} \right) = P\left( \hat{\chi}_t \in \cdot | H_t \right) \quad \text{and} \quad P\left( \hat{R}_t^{(t)} \in \cdot | H_t \right) = P\left( \hat{R}_t^{(t)} \in \cdot | H_t \right). 
\]

Therefore, for all \( t \in \mathbb{Z}_+ \),

\[
P\left( \hat{\theta}_t \in \cdot | H_t \right) = P\left( E[R_{t+1}|H_t^{TS}, \hat{\chi}_t] \in \cdot | H_t^{TS} \right) = P\left( E[R_{t+1}|H_t^{TS}, \hat{\chi}_t] \in \cdot | H_t \right) 
\]

and

\[
P\left( \hat{\theta}_t \in \cdot | H_t \right) = P\left( E[R_{t+1}|H_t, R_{t+2:}\infty \leftarrow \hat{R}_t^{(t)}] \in \cdot | H_t \right) = P\left( E[R_{t+1}|H_t, R_{t+2:}\infty \leftarrow \hat{R}_t^{(t)}] \in \cdot | H_t \right). 
\]

In addition, for all \( t \in \mathbb{Z}_+ \),

\[
E[R_{t+1}|H_t, R_{t+2:}\infty] \overset{a.s.}{=} E[R_{t+1}|H_t, R_{t+2:}\infty, P] = E[R_{t+1}|H_t, P]. 
\]

These conditional expectations determine how actions are sampled by PS and TS, and the equivalence implies that the two implement the same policy; that is, for all \( t \in \mathbb{Z}_+ \),

\[
P\left( \hat{\theta}_t \in \cdot | H_t \right) \overset{(a)}{=} P\left( E[R_{t+1}|H_t, R_{t+2:}\infty] \in \cdot | H_t \right) \overset{(b)}{=} P\left( E[R_{t+1}|H_t, P] \in \cdot | H_t \right) = P\left( E[R_{t+1}|H_t^{TS}, P] \in \cdot | H_t^{TS} \leftarrow H_t \right) \overset{(c)}{=} P\left( \hat{\theta}_t^{TS} \in \cdot | H_t^{TS} \leftarrow H_t \right), 
\]

where (a) follows from (12), (b) follows from (13), and (c) follows from (12) and the fact that the TS agent we consider takes \( \chi_t = P \) for all \( t \in \mathbb{Z}_+ \). Note that \( H_0 = H_0^{TS} \), so it is clear that by induction, for all \( t \in \mathbb{Z}_+ \), \( H_t \) and \( H_t^{TS} \) have the same support and (11) holds. \( \square \)
A Motivating Example for Notions of Regret in Non-Stationary Bandits: Discussion in Section 7.1

Below we provide a simple example, to show that multiple valid “expected rewards” can exist, and thus it is hard to directly extend the traditional notion of regret defined for stationary environments to non-stationary ones.

Example 6 (A Gaussian Bandit with Two Independent Actions). Let $\theta_1 = 0.8$, and $\{\theta_{t,2}\}_{t=1}^{\infty}$, $\{W_{t,2}\}_{t=1}^{\infty}$, $\{Z_{t,1}\}_{t=1}^{\infty}$, and $\{Z_{t,2}\}_{t=1}^{\infty}$ be independent sequences, each independent and identically distributed according to $\mathcal{N}(0, 1)$. Let $W_{2t-1,2} = W_{2t,2}$ for $t \in \mathbb{Z}_{++}$. We define the rewards as $R_{t,1} = \theta_{t,1} + Z_{t,1}$ and $R_{t,2} = \theta_{t,2} + W_{t,2} + Z_{t,2}$ for all $t \in \mathbb{Z}_{++}$.

This example describes a non-stationary Gaussian bandit with two independent actions $A = \{1, 2\}$ and reward process $\{R_t\}_{t=1}^{\infty}$. In this example, each of $\{\theta_{t,2}\}_{t=1}^{\infty}$, $\{\theta_{t,2} + W_{t,2}\}_{t=1}^{\infty}$, and $\{R_{t,2}\}_{t=1}^{\infty}$ itself qualify as a potential choice for the sequence of “expected rewards” associated with action 2.

Nonnegativity of Hindsight Regret: Proof of Proposition 2

Proposition 2. For all policies $\pi$ and $T \in \mathbb{Z}_{+}$,

$$\sum_{t=0}^{T-1} E[R_{t+1,\pi}] \geq \sum_{t=0}^{T-1} E[R_{t+1, A_t^\pi}].$$

Proof. For all policies $\pi$, and $t \in \mathbb{Z}_{+}$,

$$E[R_{t+1, A_t^\pi}] = E[E[R_{t+1, A_t^\pi} | H_t^\pi]]$$

$$= (a) E \left[ \sum_{a \in A} E[R_{t+1,a} | H_t^\pi] \mathbb{P}(A_t^\pi = a | H_t^\pi) \right]$$

$$\leq E \left[ \max_{a \in A} E[R_{t+1,a} | H_t^\pi] \right]$$

$$= E \left[ \max_{a \in A} E[R_{t+1,a} | R_{1:t}] \right]$$

$$\leq (b) E[R_{t+1,\pi}],$$

where $(a)$ follows from the fact that $A_t^\pi$ is independent of $R_{t+1}$ conditioned on $H_t^\pi$, and $(b)$ follows from Jensen’s inequality.

Hindsight Regret and Foresight Regret: Proof of Proposition 3

Proposition 3. Suppose the bandit is reversible. For all policies $\pi$ and $T \in \mathbb{Z}_{+}$,

$$\text{Regret}_H(T; \pi) \leq \text{Regret}_F(T; \pi).$$

Proof. It suffices to show that for all $t \in \mathbb{Z}_{+}$,

$$E[R_{t+1,\pi}] \leq E[R_{t+1,\pi}].$$

For all $t \in \mathbb{Z}_{+}$,

$$E[R_{t+1,\pi}] = E[E[R_{t+1,\pi} | R_{t+2:2t+1}]].$$
\[ \begin{align*}
&= \mathbb{E}\left[ \mathbb{E}\left[ \max_{a \in A} \mathbb{E}\left[ R_{t+1,a} | R_{t+2:2t+1} \right] | R_{t+2:2t+1} \right] \right] \\
&\geq (a) \mathbb{E}\left[ \max_{a \in A} \mathbb{E}\left[ R_{t+1,a} | R_{t+2:2t+1} \right] \right] \\
&= \mathbb{E}\left[ \max_{a \in A} \mathbb{E}\left[ R_{t+1,a} | R_{t+2:2t+1} \right] \right] \\
&= (b) \mathbb{E}\left[ \max_{a \in A} \mathbb{E}\left[ R_{t+1,a} | R_{t+1} \right] \right] \\
&= \mathbb{E}[R_{t+1,a}],
\end{align*} \]

where (a) follows from Jensen’s inequality, and (b) from reversibility.

**H Predictive Information in Stationary Bandits: Proof of Proposition 4**

**Proposition 4.** Consider a stationary bandit with reward distribution $P$. The cumulative predictive information satisfies $\sum_{t=1}^{+\infty} \Delta_t = \mathbb{H}(P)$.

**Proof.** Observe that conditioned on $R_{1:t}$ and $P, R_{t+2:2t+1} \perp R_{t+1}$; conditioned on $R_{1:t}$ and $R_{t+2:2t+1}, P \perp R_{t+1}$. Therefore, by data-processing inequality for mutual information, we have

\[ I(R_{t+2:2t+1}; R_{t+1} | R_{1:t}) = I(P; R_{t+1} | R_{1:t}). \] (15)

Then the cumulative predictive information satisfies

\[ \sum_{t=1}^{+\infty} \Delta_t = \sum_{t=1}^{+\infty} I(R_{t+2:2t+1}; R_{t+1} | R_{1:t}) \]
\[ = \sum_{t=1}^{+\infty} I(P; R_{t+1} | R_{1:t}) \]
\[ = I(P; R_{1:2t}) = \mathbb{H}(P), \]

where the second equality follows from (15), and the third equality follows from chain rule for mutual information.

**I General Regret Analysis: Proof of Theorem 3**

**Theorem 3.** For all policies $\pi$ and $T \in \mathbb{Z}_+$,

\[ \text{Regret}_F(T; \pi) \leq \sqrt{\sum_{t=0}^{T-1} \Gamma_t^2 \sum_{t=0}^{T-1} \Delta_t}. \]

**Proof.** For all policies $\pi$ and $T \in \mathbb{Z}_+$,

\[ \begin{align*}
\text{Regret}_F(T; \pi) &= \sum_{t=0}^{T-1} \mathbb{E}\left[ R_{t+1,\pi} - R_{t+1,A_\pi} \right] \\
&\leq (a) \sum_{t=0}^{T-1} \sqrt{\Gamma_t^2 I(R_{t+2:2t+1}; A_\pi, R_{t+1,A_\pi} | H_t^\pi)}
\end{align*} \]
and (17), we complete the proof. Observe that for all policies \( \pi \) and \( t \in \mathbb{Z}_+ \),

\[
\mathbb{I} \left( R_{t+2;\infty}:A_t^\pi,R_{t+1},A_t^\pi|H_t^\pi \right) = \mathbb{I} \left( R_{t+2;\infty}:R_{1:t+1}|H_t^\pi \right) - \mathbb{I} \left( R_{t+2;\infty}:R_{1:t+1}|H_{t+1}^\pi \right).
\]

Therefore, for all policies \( \pi \) and \( T \in \mathbb{Z}_+ \),

\[
\begin{align*}
&\sum_{t=0}^{T-1} \mathbb{I} \left( R_{t+2;\infty}:A_t^\pi,R_{t+1},A_t^\pi|H_t^\pi \right) \\
&= \sum_{t=0}^{T-1} \left[ \mathbb{I} \left( R_{t+2;\infty}:R_{1:t+1}|H_t^\pi \right) - \mathbb{I} \left( R_{t+1;\infty}:R_{1:t}|H_t^\pi \right) \right] \\
&\leq \mathbb{I} \left( R_{2;\infty}:R_1 \right) + \sum_{t=1}^{T-1} \left[ \mathbb{I} \left( R_{t+2;\infty}:R_{1:t+1}|H_t^\pi \right) - \mathbb{I} \left( R_{t+1;\infty}:R_{1:t}|H_t^\pi \right) \right] \\
&\equiv \mathbb{I} \left( R_{2;\infty}:R_1 \right) + \sum_{t=1}^{T-1} \left[ \mathbb{I} \left( R_{t+2;\infty}:R_{1:t}|H_t^\pi \right) + \mathbb{I} \left( R_{t+2;\infty}:R_{t+1}|R_{1:t},H_t^\pi \right) - \mathbb{I} \left( R_{t+1;\infty}:R_{1:t}|H_t^\pi \right) \right] \\
&\leq \mathbb{I} \left( R_{2;\infty}:R_1 \right) + \sum_{t=1}^{T-1} \mathbb{I} \left( R_{t+2;\infty}:R_{t+1}|R_{1:t},H_t^\pi \right) \\
&\equiv \sum_{t=0}^{T-1} \Delta_t,
\end{align*}
\]

where (a) follows from the chain rule of mutual information, and (b) from \( R_{t+1;\infty} \bot H_t^\pi | R_{1:t} \). Incorporating (16) and (17), we complete the proof. \( \square \)

### J Bounding the Predictive Information: Proof of Lemma 1

**Lemma 1.** Let \( \{S_t\}_{t=1}^{+\infty} \) be a Markov process such that, for all \( t \in \mathbb{Z}_+ \), \( S_{t+1;\infty} \bot R_{1:t}|S_t \) and \( R_{t+2;\infty} \bot R_{t+1}|S_{t+2},R_{1:t} \). For all \( T \in \mathbb{Z}_+ \), the cumulative predictive information satisfies

\[
\sum_{t=0}^{T-1} \Delta_t \leq \mathbb{I}(S_2;S_1) + \sum_{t=1}^{T-1} \mathbb{I}(S_{t+2};S_{t+1}|S_t)
\]

**Proof.** Observe that for all \( t \in \mathbb{Z}_+ \), the incremental predictive information satisfies

\[
\Delta_t = \mathbb{I}(R_{t+2;\infty};R_{t+1}|R_{1:t})
\]

(a) \leq \mathbb{I}(S_{t+2};R_{t+1}|R_{1:t})

\[
= \mathbb{H}(S_{t+2}|R_{1:t}) - \mathbb{H}(S_{t+2}|R_{1:t+1})
\]

\[
= \mathbb{H}(S_{t+2}|R_{1:t},S_{t+1}) + \mathbb{I}(S_{t+2};S_{t+1}|R_{1:t}) - \mathbb{H}(S_{t+2}|R_{1:t+1},S_{t+1}) - \mathbb{H}(S_{t+2}|S_{t+1}|R_{1:t+1})
\]

(b) \leq \mathbb{H}(S_{t+2}|S_{t+1}) + \mathbb{I}(S_{t+2};S_{t+1}|R_{1:t}) - \mathbb{H}(S_{t+2}|S_{t+1}) - \mathbb{H}(S_{t+2};S_{t+1}|R_{1:t+1})
\]
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where (a) follows from $R_{t+2}\perp R_{t+1}|S_{t+2}, R_{1:t}$ and the data processing inequality, and (b) from $S_{t+2} \perp R_{1:t+1}|S_{t+1}$.

Then the cumulative predictive information can be upper-bounded as follows:

$$\sum_{t=0}^{T-1} \Delta_t = \sum_{t=0}^{T-1} [I(S_{t+2}; S_{t+1}|R_{1:t}) - I(S_{t+2}; S_{t+1}|R_{1:t+1})]$$

$$= I(S_2; S_1) + \sum_{t=1}^{T-1} [I(S_{t+2}; S_{t+1}|R_{1:t}) - I(S_{t+1}; S_{t}|R_{1:t})]$$

$$\leq I(S_2; S_1) + \sum_{t=1}^{T-1} [I(S_{t+2}; S_{t}; S_{t+1}|R_{1:t}) - I(S_{t+1}; S_{t}|R_{1:t})]$$

$$= I(S_2; S_1) + \sum_{t=1}^{T-1} [I(S_{t+2}; S_{t+1}|R_{1:t}, S_{t})]$$

$$\overset{(a)}{=} I(S_2; S_1) + \sum_{t=1}^{T-1} [I(S_{t+2}; S_{t+1}|S_{t})],$$  \hspace{1cm} (18)

where (a) follows from $(S_{t+1}, S_{t+2}) \perp R_{1:t}|S_t$. \hfill \qed

## K Recovering Existing Bounds for Stationary Bandits

### K.1 Comparing Theorem 3 to Existing Results

It follows directly from Lemma 1 and Theorem 3 that for all policies $\pi$ and $T \in \mathbb{Z}_+$, the regret satisfies

$$\text{Regret}_F(T; \pi) \leq \sqrt{T} \Gamma_T^{-1} \left[ I(S_2; S_1) + \sum_{t=1}^{T-1} I(S_{t+2}; S_{t+1}|S_{t}) \right].$$

To relate our regret bound to existing regret bounds established in the literature of stationary bandits, we compare our bound to a bound established by Neu et al. (2022). Observe that if the information ratio satisfies $\Gamma_T^{-1} \leq \Gamma^* = \Gamma_n$ for all $t \in \mathbb{Z}_+$ for some $\Gamma^*$, then our result establishes that $\text{Regret}_F(T; \pi) \leq \sqrt{T^* T \mathbb{H}(P)}$, by letting $S_t$ be the reward distribution $P$. This is equivalent to an information-theoretic regret bound established by Neu et al. (2022).

### K.2 Comparing Corollary 1 to Existing Results for TS

In a stationary bandit, by letting $S_t$ be the reward distribution, which we denote by $P$, Corollary 1 implies that

$$\text{Regret}_F(T) \leq \sqrt{2|A| \sigma^2 S_0 T \mathbb{H}(P)}.$$  

This regret bound for PS is identical to an information-theoretic regret bound for TS established by Neu et al. (2022) in stationary bandits.
L \quad \text{PS Regret Analysis: Proof of Lemma 2}

\textbf{Lemma 2.} If for all $t \in \mathbb{Z}_+$ and $a \in A$, $\mathbb{P}(R_{t+1,a} \in \cdot | H_t)$ is almost surely $\sigma_{SG}$-sub-Gaussian, then for all $t \in \mathbb{Z}_+$, the information ratio associated with PS satisfies

$$\Gamma_t \leq 2|A|\sigma_{SG}^2.$$  

\textbf{Proof.} For all $t \in \mathbb{Z}_+$, let

$$\overline{\theta}_t^H = \mathbb{E}[R_{t+1} | H_t, R_{t+2:\infty}],$$

and $A^H_{t,*} \in \arg \max_{a \in A} \overline{\theta}_t^H$ satisfying $A^H_{t,*} \perp A_t | H_t$, and $R^H_{t+1,*} = R_{t+1,A^H_{t,*}}$. Then for all $t \in \mathbb{Z}_+$, we have

$$\mathbb{P}(A^H_{t,*} \in \cdot | H_t) = \mathbb{P}(A_t \in \cdot | H_t) \quad \text{and} \quad A^H_{t,*} \perp A_t | H_t. \leqno(18)$$

We begin by establishing a relation using KL-divergence. For all $a, a' \in A$, and $\lambda \in \mathbb{R}_+$, it follows from the variational form of KL-divergence (Lemma 3 of Appendix B) with $X = \lambda(R_{t+1,a} - \mathbb{E}[R_{t+1,a} | H_t])$ that for all $t \in \mathbb{Z}_+$ and $h \in \mathcal{H}_t$,

$$d_{KL}\left(\mathbb{P}(R_{t+1,a} \in \cdot | A^H_{t,*} = a', H_t = h) \bigg\| \mathbb{P}(R_{t+1,a} \in \cdot | H_t = h)\right) \geq \mathbb{E}[X | H_t = h, A^H_{t,*} = a'] - \ln \mathbb{E}\exp(X | H_t = h) \geq \lambda \mathbb{E} \left[\lambda(R_{t+1,a} - \mathbb{E}[R_{t+1,a} | H_t = h]) | H_t = h, A^H_{t,*} = a'\right] = \frac{1}{2} \lambda^2 \sigma_{SG}^2.$$

By maximizing over $\lambda$, we obtain

$$\left(\mathbb{E} \left[R_{t+1,a} | A^H_{t,*} = a', H_t = h\right] - \mathbb{E} \left[R_{t+1,a} | H_t = h\right]\right)^2 \leq 2\sigma_{SG}^2 d_{KL}\left(\mathbb{P}(R_{t+1,a} \in \cdot | A^H_{t,*} = a', H_t = h) \bigg\| \mathbb{P}(R_{t+1,a} \in \cdot | H_t = h)\right). \leqno(19)$$

We next establish a relation between this KL-divergence and mutual information. In particular,

$$\mathbb{I}(A^H_{t,*}; R_{t+1,a}, A_t | H_t = h) = \mathbb{I}(A^H_{t,*}; A_t | H_t = h) + \mathbb{I}(A^H_{t,*}; R_{t+1,a}, A_t | H_t = h) \leqno(a)$$

$$= \sum_{a \in A} \mathbb{P}(A_t = a | H_t = h) \mathbb{I}(A^H_{t,*}; R_{t+1,a} | A_t = a, H_t = h) \leqno(b)$$

$$= \sum_{a \in A} \mathbb{P}(A_t = a | H_t = h) \mathbb{I}(A^H_{t,*}; A_t = a, H_t = h) \leqno(c)$$

$$= \sum_{a \in A} \mathbb{P}(A_t = a | H_t = h) \left[\sum_{a' \in A} \mathbb{P}(A^H_{t,*} = a' | H_t = h) d_{KL}\left(\mathbb{P}(R_{t+1,a} \in \cdot | A^H_{t,*} = a', H_t = h) \bigg\| \mathbb{P}(R_{t+1,a} \in \cdot | H_t = h)\right)\right] \leqno(d)$$

$$= \sum_{a \in A} \sum_{a' \in A} \mathbb{P}(A^H_{t,*} = a | H_t = h) \mathbb{P}(A^H_{t,*} = a' | H_t = h) d_{KL}\left(\mathbb{P}(R_{t+1,a} \in \cdot | A^H_{t,*} = a', H_t = h) \bigg\| \mathbb{P}(R_{t+1,a} \in \cdot | H_t = h)\right) \leqno(20)$$

where (a) follows from the fact that $A_t \perp A^H_{t,*} | H_t$, (b) follows from $A_t \perp (A^H_{t,*}, R_{t+1,a}) | H_t$, (c) follows from the KL-divergence representation of mutual information (Lemma 4 of Appendix B), and (d) follows from $\mathbb{P}(A_t \in \cdot | H_t = h) = \mathbb{P}(A^H_{t,*} \in \cdot | H_t = h)$ for all $t \in \mathbb{Z}_+$ and $h \in \mathcal{H}_t$. 
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Next, we bound the difference between $R_{t+1, A_t^h}$ and $R_{t+1, A_t}$. For all $t \in \mathbb{Z}_+$ and $h \in \mathcal{H}_t$, we have
\[
\mathbb{E} \left[ R_{t+1, A_t^h} - R_{t+1, A_t} \mid H_t = h \right]^2 \\
\overset{(a)}{=} \sum_{a \in A} \mathbb{P} \left( A_t^h = a \mid H_t = h \right) \left( \mathbb{E} \left[ R_{t+1, a} \mid A_t^h = a, H_t = h \right] - \mathbb{E} \left[ R_{t+1, a} \mid H_t = h \right] \right)^2 \\
\overset{(b)}{\leq} |A| \sum_{a \in A} \mathbb{P} \left( A_t^h = a \mid H_t = h \right) \left( \mathbb{E} \left[ R_{t+1, a} \mid A_t^h = a, H_t = h \right] - \mathbb{E} \left[ R_{t+1, a} \mid H_t = h \right] \right)^2 \\
\leq |A| \sum_{a \in A} \mathbb{P} \left( A_t^h = a \mid H_t = h \right) \mathbb{P} \left( A_t^h = a' \mid H_t = h \right) \mathbb{E} \left[ R_{t+1, a} \mid A_t^h = a, H_t = h \right] - \mathbb{E} \left[ R_{t+1, a} \mid H_t = h \right] \right)^2 \\
\overset{(c)}{\leq} 2 |A| \sigma^2_{SG} \sum_{a \in A} \sum_{a' \in A} \mathbb{P} \left( A_t^h = a \mid H_t = h \right) \mathbb{P} \left( A_t^h = a' \mid H_t = h \right) d_{KL} \left( \mathbb{P} \left( R_{t+1, a} \in A_t^h \mid a', H_t = h \right) \right) \mathbb{P} \left( R_{t+1, a} \in \mid H_t = h \right) \\
\overset{(d)}{=} 2 |A| \sigma^2_{SG} \mathbb{I} \left( A_t^h ; A_t, R_{t+1, A_t} \mid H_t = h \right),
\]
where (a) follows from $A_t \perp R_{t+1, a} \mid H_t$ and $\mathbb{P}(A_t \in \mid H_t = h) = \mathbb{P}(A_t^h \in \mid H_t = h)$, (b) follows from the Cauchy-Schwarz inequality, (c) follows from Equation (19), and (d) follows from Equation (20). Hence,
\[
\mathbb{E} \left[ R_{t+1, A_t^h} - R_{t+1, A_t} \mid H_t \right]^2 = \mathbb{E} \left[ R_{t+1, A_t^h} - R_{t+1, A_t} \mid H_t \right]^2 \\
\overset{(a)}{\leq} \mathbb{E} \left[ R_{t+1, A_t^h} - R_{t+1, A_t} \mid H_t \right]^2 \\
\overset{(b)}{\leq} \mathbb{E} \left[ 2 |A| \sigma^2_{SG} \mathbb{I} \left( A_t^h ; A_t, R_{t+1, A_t} \mid H_t = H_t \right) \right] \\
= 2 |A| \sigma^2_{SG} \mathbb{I} \left( A_t^h ; A_t, R_{t+1, A_t} \mid H_t \right),
\]
where (a) follows from Jensen's Inequality and (b) follows from (21).

In addition, for all $t \in \mathbb{Z}_+$,
\[
\mathbb{E} [R_{t+1}] = \max_{a \in A} \mathbb{E} \left[ R_{t+1, a} \mid R_{t+2: \infty} \right] \\
= \max_{a \in A} \mathbb{E} \left[ R_{t+1, a} \mid R_{t+2: \infty} \right] \\
\overset{(a)}{\leq} \max_{a \in A} \mathbb{E} \left[ R_{t+1, a} \mid R_{t+2: \infty} \right] \\
= \max_{a \in A} \mathbb{E} \left[ R_{t+1, a} \mid R_{t+2: \infty} \right] \\
= \mathbb{E} \left[ R_{t+1, A_t^h} \right].
\]

By the data processing inequality of mutual information (Lemma 6 of Appendix B), we have for all $t \in \mathbb{Z}_+$,
\[
\mathbb{I} \left( R_{t+2: \infty} ; A_t, R_{t+1, A_t} \mid H_t \right) \geq \mathbb{I} \left( A_t^h ; A_t, R_{t+1, A_t} \mid H_t \right).
\]

Then it follows from (22), (23) and (24) that for all $t \in \mathbb{Z}_+$,
\[
\Gamma_t = \frac{\mathbb{E} \left[ R_{t+1} - R_{t+1, A_t} \mid H_t \right]^2}{\mathbb{I} \left( R_{t+2: \infty} ; A_t, R_{t+1, A_t} \mid H_t \right)} \leq \frac{\mathbb{E} \left[ R_{t+1, A_t^h} - R_{t+1, A_t} \mid H_t \right]^2}{\mathbb{I} \left( R_{t+2: \infty} ; A_t, R_{t+1, A_t} \mid H_t \right)} \leq 2 |A| \sigma^2_{SG}.
\]

\[\square\]
PS Regret Upper Bound in a Modulated Bernoulli Bandit: Proof of Theorem 5

**Theorem 5.** In a modulated Bernoulli bandit, for all \( T \in \mathbb{Z}_+ \), the regret of PS satisfies

\[
\text{Regret}_P(T) \leq \sqrt{\frac{1}{2}|A|T \{\mathbb{I}(\theta_1; \theta_0) + (T - 1)\mathbb{I}(\theta_2; \theta_1|\theta_0)\}} 
\leq \sqrt{\frac{1}{2}|A|T \left\{ \sum_{a \in A} (1 - q_a)\mathbb{H}(\theta_{0,a}) + (T - 1) \sum_{a \in A} [2\mathbb{H}(q_a) + q_a(1 - q_a)\mathbb{H}(\theta_{0,a})] \right\}.
\]

Note that in a modulated Bernoulli bandit, \( R_{t,a} \in [0,1] \) for each \( t \in \mathbb{Z}_+ \) and \( a \in A \). So the rewards are sub-Gaussian with parameter \( \sigma_{SG} = \frac{1}{2} \). Then Theorem 5 follows directly from Lemma 8 and Corollary 1. Below we present this lemma followed by its proof.

**Lemma 8.** In a modulated Bernoulli bandit, for all \( T \in \mathbb{Z}_+ \), the cumulative predictive information satisfies

\[
\sum_{t=0}^{T-1} \Delta_t \leq \mathbb{I}(\theta_1; \theta_0) + (T - 1)\mathbb{I}(\theta_2; \theta_1|\theta_0) 
\leq \sum_{a \in A} (1 - q_a)\mathbb{H}(\theta_{0,a}) + (T - 1) \sum_{a \in A} [2\mathbb{H}(q_a) + q_a(1 - q_a)\mathbb{H}(\theta_{0,a})] 
\]

**Proof.** Applying Lemma 1 by letting \( S_t = \theta_{t-1} \), we can bound the cumulative predictive information as follows

\[
\sum_{t=0}^{T-1} \Delta_t \leq \mathbb{I}(S_2; S_1) + (T - 1)\mathbb{I}(S_3; S_1) = \mathbb{I}(\theta_1; \theta_0) + (T - 1)\mathbb{I}(\theta_2; \theta_1|\theta_0).
\]

We can further upper-bound the total predictive information by the entropy and conditional entropy of mean rewards, i.e., by \( \mathbb{H}(\theta_0), \mathbb{H}(\theta_1|\theta_0), \) and \( \mathbb{H}(\theta_2|\theta_0) \):

\[
\sum_{t=0}^{T-1} \Delta_t \leq \mathbb{I}(\theta_1; \theta_0) + (T - 1)\mathbb{I}(\theta_2; \theta_1|\theta_0) 
= \mathbb{H}(\theta_1) - \mathbb{H}(\theta_1|\theta_0) + (T - 1) \left[ \mathbb{H}(\theta_2|\theta_0) - \mathbb{H}(\theta_2|\theta_1, \theta_0) \right] 
= \mathbb{H}(\theta_0) - \mathbb{H}(\theta_1|\theta_0) + (T - 1) \left[ \mathbb{H}(\theta_2|\theta_0) - \mathbb{H}(\theta_1|\theta_0) \right],
\]

where the last equality follows from \( \theta_2 \perp \theta_0 | \theta_1 \).

To upper-bound \( \mathbb{H}(\theta_2|\theta_0) \) and to lower-bound \( \mathbb{H}(\theta_1|\theta_0) \) in (25), it is helpful to consider an alternative formulation of the modulated Bernoulli bandit. For all \( a \in A \), let \( \{B_{t,a}\}_{t \in \mathbb{Z}_+} \) be an i.i.d. Bernoulli \( (q_a) \) process and \( \{X_{t,a}\}_{t \in \mathbb{Z}_+} \) be an i.i.d. process with discrete range. We let \( \theta_{0,a} = X_{0,a} \) and, for all \( a \in A \) and \( t \in \mathbb{Z}_+ \),

\[
\theta_{t+1,a} = \begin{cases} X_{t+1,a} & \text{if } B_{t+1,a} = 1 \\ \theta_{t,a} & \text{if } B_{t+1,a} = 0. \end{cases}
\]

It is clear that each \( \theta_{t,a} \) is “redrawn” from its initial distribution with probability \( q_a \) at each timestep. With this alternative formulation, for all \( t \in \mathbb{Z}_+ \) and \( a \in A \),

\[
\theta_{t+1,a} = (1 - B_{t+1,a})\theta_{t,a} + B_{t+1,a}X_{t+1,a}.
\]

This recursive formula (26) is helpful in deriving an lower bound for \( \mathbb{H}(\theta_1|\theta_0) \) and in deriving an upper bound for \( \mathbb{H}(\theta_2|\theta_0) \). We first derive a lower bound for \( \mathbb{H}(\theta_1|\theta_0) \):

\[
\mathbb{H}(\theta_1|\theta_0) = \sum_{a \in A} \mathbb{H}(\theta_{1,a}|\theta_{0,a})
\]
Proof. 

where the second-to-last equality follows from the independence of \( B \), the next timestep. The agent is short in information compared to this oracle, and thus incurs a large regret in the two arguments, we lower-bound the regret.

On the other hand, if an agent selects action 2 with a small probability, then the agent collects an expected reward that is close to \( E \) optimally with full knowledge of all past rewards provided information of better durability. Recall that the regret is defined with respect to an oracle that acts provides information that immediately becomes irrelevant in the next timestep; in contrast, selecting action 1 provides information of better durability. In this bandit, \( q_2 = 1 \), so selecting action 2 optimally with full knowledge of all past rewards \( R_{t-1} \). So if an agent selects action 2 with a large probability, the agent is short in information compared to this oracle, and thus incurs a large regret in the next timestep. On the other hand, if an agent selects action 2 with a small probability, then the agent collects an expected reward that is close to \( E[R_{t-1}] = \frac{1}{2} \), and thus incurs a large regret in the current timestep. Combining these two arguments, we lower-bound the regret.

We introduce a modulated Bernoulli bandit with a set of two actions \( \mathcal{A} = \{1, 2\} \), and for each \( a \in \mathcal{A} \),

\[
\theta_{0, a} = \begin{cases} 
0 & \text{with probability } \frac{1}{2} \\
1 & \text{with probability } \frac{1}{2}.
\end{cases}
\]

\[ \geq \sum_{a \in \mathcal{A}} \mathbb{H}(\theta_{1, a} | \theta_{0, a}, B_{1, a}) \]

\[
\overset{(a)}{=} \sum_{a \in \mathcal{A}} \mathbb{H}((1 - B_{1, a}) \theta_{0, a} + B_{1, a} X_{1, a} | \theta_{0, a}, B_{1, a})
\]

\[
= \sum_{a \in \mathcal{A}} \mathbb{H}(B_{1, a} X_{1, a} | \theta_{0, a}, B_{1, a})
\]

\[
\overset{(b)}{=} \sum_{a \in \mathcal{A}} \mathbb{H}(B_{1, a} X_{1, a} | B_{1, a})
\]

\[
= \sum_{a \in \mathcal{A}} q_a \mathbb{H}(X_{1, a})
\]

\[
= \sum_{a \in \mathcal{A}} q_a \mathbb{H}(\theta_{0, a})
\]  

where (a) follows from (26), and (b) follows from \( B_{1, a} X_{1, a} \perp \theta_{0, a} | B_{1, a} \).

Now we derive an upper bound for \( \mathbb{H}(\theta_2 | \theta_0) \):

\[
\mathbb{H}(\theta_2 | \theta_0) = \sum_{a \in \mathcal{A}} \mathbb{H}(\theta_{2, a} | \theta_{0, a})
\]

\[
= \sum_{a \in \mathcal{A}} \mathbb{H}(B_{2, a} X_{2, a} + (1 - B_{2, a}) B_{1, a} X_{1, a} + (1 - B_{2, a}) (1 - B_{1, a}) \theta_{0, a} | \theta_{0, a})
\]

\[
\leq \sum_{a \in \mathcal{A}} \mathbb{H}(\theta_{0, a}, B_{1, a}, B_{2, a}, B_{2, a} X_{2, a}, (1 - B_{2, a}) B_{1, a} X_{1, a} | \theta_{0, a})
\]

\[
= \sum_{a \in \mathcal{A}} \left[ \mathbb{H}(B_{1, a}) + \mathbb{H}(B_{2, a}) + \mathbb{H}(B_{2, a} X_{2, a} | B_{2, a}) + \mathbb{H}((1 - B_{2, a}) B_{1, a} X_{1, a} | B_{1, a}, B_{2, a}) \right]
\]

\[
= \sum_{a \in \mathcal{A}} \left[ 2 \mathbb{H}(q_a) + q_a \mathbb{H}(\theta_{0, a}) + q_a (1 - q_a) \mathbb{H}(\theta_{0, a}) \right],
\]  

where the second-to-last equality follows from the independence of \( B_{1, a}, X_{1, a}, B_{2, a}, X_{2, a} \) and \( \theta_{0, a} \).

Plugging (27) and (28) into (25), we complete the proof. \( \blacksquare \)

N Regret Lower Bound: Proof of Theorem 6

Theorem 6. There exists a modulated Bernoulli bandit and a constant \( C \in \mathbb{R}_{++} \) such that, for all policies \( \pi \) and \( T \in \mathbb{Z}_+ \), the hindsight regret satisfies

\[
\text{Regret}_F(T; \pi) \geq CT.
\]

Proof. We outline the proof below. We first construct a modulated Bernoulli bandit where \( \mathcal{A} = \{1, 2\} \), and \( \theta_{0, a} \sim \text{unif}\{0, 1\} \) for each \( a \in \mathcal{A} \); we let \( q_1 = 1/2 \) and \( q_2 = 1 \). In this bandit, \( q_2 = 1 \), so selecting action 2 provides information that immediately becomes irrelevant in the next timestep; in contrast, selecting action 1 provides information of better durability. Recall that the regret is defined with respect to an oracle that acts optimally with full knowledge of all past rewards \( R_{t-1} \). So if an agent selects action 2 with a large probability, the agent is short in information compared to this oracle, and thus incurs a large regret in the next timestep. On the other hand, if an agent selects action 2 with a small probability, then the agent collects an expected reward that is close to \( E[R_{t-1}] = \frac{1}{2} \), and thus incurs a large regret in the current timestep. Combining these two arguments, we lower-bound the regret.

We introduce a modulated Bernoulli bandit with a set of two actions \( \mathcal{A} = \{1, 2\} \), and for each \( a \in \mathcal{A} \),

\[
\theta_{0, a} = \begin{cases} 
0 & \text{with probability } \frac{1}{2} \\
1 & \text{with probability } \frac{1}{2}.
\end{cases}
\]
We let $q = [1/2, 1]$. Then for all $t \in \mathbb{Z}_+$, the baseline at time $t$ is

$$
\mathbb{E}[R_{t+1,z}] = \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[R_{t+1,a} | R_{t+2,\infty}] \right]
$$

\begin{align*}
&\overset{(a)}{=} \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[R_{t+1,a} | R_{t+2}] \right] \\
&\overset{(b)}{=} \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[\theta_{t,a} | \theta_{t-1}] \right] \\
&\overset{(c)}{=} \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[\theta_{t,a} | \theta_{t-1,1}] \right] \\
&= \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[\theta_{t,a} | \theta_{t-1,1}] \right] \\
&\overset{(d)}{=} \mathbb{E} \left[ \sum_{a' \in A} \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[\theta_{t,a} | \theta_{t-1,1}] \right] \right] \mathbb{P}(A_{t-1}^\pi = a' | H_{t-1}^\pi),
\end{align*}

where (a) follows from that $(\theta_t : t \in \mathbb{Z})$ follows a Markov process, and that $R_{t+1} = \theta_t$, (b) follows from the reversibility, (c) follows from $q_2 = 1$, and (d) from that $A_{t-1}^\pi$ is independent of $\theta_{t-1}$ conditioned on $H_{t-1}^\pi$. For any policy $\pi$ and all $t \in \mathbb{Z}_+$, the reward collected at time $t$ is upper-bounded by

$$
\mathbb{E} \left[ R_{t+1,A_t}^\pi \right] = \mathbb{E} \left[ \mathbb{E} \left[ R_{t+1,A_t}^\pi | H_t^\pi \right] \right]
$$

\begin{align*}
&\leq \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[R_{t+1,a} | H_t^\pi] \right] \\
&= \mathbb{E} \left[ \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[R_{t+1,a} | H_t^\pi] \right] \right] \\
&= \mathbb{E} \left[ \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[R_{t+1,a} | H_t^\pi, A_{t-1}^\pi, R_{t,A_{t-1}}^\pi] | H_t^\pi \right] \right] \\
&\overset{(a)}{=} \mathbb{E} \left[ \sum_{a' \in A} \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[R_{t+1,a} | H_t^\pi, A_{t-1}^\pi, R_{t,a'}^\pi] | H_t^\pi \right] \right] \mathbb{P}(A_{t-1}^\pi = a' | H_{t-1}^\pi) \\
&\overset{(b)}{=} \mathbb{E} \left[ \sum_{a' \in A} \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[R_{t+1,a} | \theta_{t-1,1,a'}, H_t^\pi] | H_t^\pi \right] \right] \mathbb{P}(A_{t-1}^\pi = a' | H_{t-1}^\pi),
\end{align*}

where (a) follows from that $A_{t-1}^\pi$ is independent of $R_t$ conditioned on $H_{t-1}^\pi$, and (b) from $R_{t+1} = \theta_t$. Observe that for all $t \in \mathbb{Z}_+$, the term $\mathbb{E} \left[ \max_{a \in A} \mathbb{E}[R_{t+1,a} | H_t^\pi, A_{t-1}^\pi, R_{t,a'}^\pi] | H_t^\pi \right]$ in (30) for each of $a' \in A = \{1, 2\}$ can be derived or upper-bounded as follows:

$$
\mathbb{E} \left[ \max_{a \in A} \mathbb{E}[\theta_{t,a} | H_{t-1}^\pi, \theta_{t-1,1}] | H_t^\pi \right] = \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[\theta_{t,a} | \theta_{t-1,1}] | H_t^\pi \right],
$$

and

$$
\mathbb{E} \left[ \max_{a \in A} \mathbb{E}[\theta_{t,a} | H_{t-1}^\pi, \theta_{t-1,1}] | H_t^\pi \right] \overset{(a)}{=} \mathbb{E} \left[ \max_{a \in A} \mathbb{E}[\theta_{t,a} | \theta_{t-1}] | H_t^\pi \right] \\
= \max_{a \in A} \mathbb{E}[\theta_{t,a} | H_t^\pi] \\
\overset{(b)}{=} \max_{a \in A} \mathbb{E}[\theta_{t,a} | H_t^\pi].
$$
where (a) follows from $q_2 = 1$, (b) follows from that $\theta_t$ is independent of $H_{t-1}^\pi$ conditioned on $\theta_{t-2}$ (recall that $H_{t-1}^\pi = (A_0^\pi, R_1, A_2^\pi, ..., A_{t-2}^\pi, R_{t-1}, A_{t-2}^\pi)$, (c) from Jensen’s inequality, and (d) again from $q_2 = 1$. Subtracting (30) from (29), we establish a lower bound on the instantaneous regret:

$$
\mathbb{E}[R_{t+1, \pi} - R_{t+1, A_t^\pi}] \geq \mathbb{E} \left[ \sum_{a' \in A} \mathbb{E} \left[ \max_{a \in A} \mathbb{E} [\theta_{t,a} | \theta_{t-1,1}, \theta_{t-1,a'}] H_{t-1}^\pi | A_{t-1}^\pi = a' \right] \right] - \mathbb{E} \left[ \max_{a \in A} \mathbb{E} [\theta_{t,a} | H_{t-1}^\pi] \right] P(A_{t-1}^\pi = a' | H_{t-1}^\pi)
$$

$$
\geq \mathbb{E} \left[ \sum_{a' \in A} \mathbb{E} \left[ \max_{a \in A} \mathbb{E} [\theta_{t,a} | \theta_{t-1,1}, \theta_{t-2,1}, \theta_{t-2,2}, \theta_{t-3,1}, ...] H_{t-1}^\pi | A_{t-1}^\pi = a' \right] \right] - \mathbb{E} \left[ \max_{a \in A} \mathbb{E} [\theta_{t,a} | H_{t-1}^\pi] \right] P(A_{t-1}^\pi = a' | H_{t-1}^\pi)
$$

$$
= \frac{1}{16} P(A_{t-1}^\pi = 2),
$$

where (a) follows from (31) and (32), and (b) from computing the conditional expectation, which turns out to be independent of $H_{t-1}^\pi$.

Below we derive another lower bound on the instantaneous regret. First, observe that for any policy $\pi$ and all $t \in \mathbb{Z}_+$, the reward collected at time $t$ is upper-bounded by:

$$
\mathbb{E} [R_{t+1, A_t^\pi}] = \mathbb{E} [R_{t+1, A_t^\pi} | A_t^\pi = 1] P(A_t^\pi = 1) + \mathbb{E} [R_{t+1, A_t^\pi} | A_t^\pi = 2] P(A_t^\pi = 2)
$$

$$
\leq \mathbb{E} [R_{t+1,1}] P(A_t^\pi = 1) + \mathbb{E} [R_{t+1,2}] P(A_t^\pi = 2)
$$

$$
= \mathbb{E} [R_{t+1}] + P(A_t^\pi = 2),
$$

where both inequalities follow from that rewards are bounded in $[0, 1]$. Therefore, for any policy $\pi$ and all $t \in \mathbb{Z}_+$, the instantaneous regret can be lower-bounded as follows:

$$
\mathbb{E} [R_{t+1, \pi} - R_{t+1, A_t^\pi}] \geq \mathbb{E} [R_{t+1, \pi}] - \mathbb{E} [R_{t+1,1}] - P(A_t^\pi = 2)
$$

$$
= \frac{5}{8} - \frac{1}{2} - P(A_t^\pi = 2) = \frac{1}{8} - P(A_t^\pi = 2).
$$

Incorporating the two lower bounds on instantaneous regret established in (33) and (34), respectively, we derive a lower bound on the cumulative regret: for any policy $\pi$, and $T \in \mathbb{Z}_+, \ T \geq 2$,

$$
\text{Regret}_T(T; \pi) \geq \max \left\{ \sum_{t=0}^{T-2} \frac{1}{16} P(A_t^\pi = 2), \sum_{t=0}^{T-2} \left[ \frac{1}{8} - P(A_t^\pi = 2) \right] \right\}
$$

$$
\geq \frac{16}{17} \sum_{t=0}^{T-2} \frac{1}{16} P(A_t^\pi = 2) + \frac{1}{17} \sum_{t=0}^{T-2} \left[ \frac{1}{8} - P(A_t^\pi = 2) \right]
$$

$$
= \frac{1}{136} (T-1)
$$

$$
\geq \frac{1}{272} T.
$$

(35)

For any policy $\pi$, and $T = 1$,

$$
\text{Regret}_T(T; \pi) = \mathbb{E}[R_{1,a}] - \mathbb{E}[R_{1,A_0^\pi}]
$$
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\[ \geq E[R_{1,a}] - E \left[ \max_{a \in A} E[R_{t+1,a}] \right] \]
\[ = \frac{5}{8} - \frac{1}{2} = \frac{1}{8} \geq \frac{1}{27} T. \]  
\( (36) \)

Combining (35) and (36), we complete the proof.

### O Application of an Existing Theoretical Result to Modulated Bernoulli Bandits: Illustration of a Discussion in Section 7.6

Theorem 2 of Besbes et al. (2019) establishes a regret upper bound of \( R_{exp3} \), under a different notion of regret which we denote by \( \text{Regret}_D \). The result suggests that for all \( T \in \mathbb{Z}_+ \),

\[ \text{Regret}_D(T; \pi_{\text{exp3}}) \leq C(\log |A|)^{1/3} V_{T}^{1/3} T^{2/3}, \]

where \( C \) is a constant that does not depend on \( |A|, V_T \), or \( T \), and \( V_T \) measures the temporal variation of the mean reward sequence and is defined as \( V_T = \sum_{t=1}^{T-1} \sup_{a \in A} |\theta_{t,a} - \theta_{t+1,a}| \).

Applying this frequentist result to the modulated Bernoulli bandits introduced by Example 3 yields a bound of \( C(\log |A|)^{1/3} \mathbb{E}[V_T^{1/3}] T^{2/3} \). We can lower-bound \( \mathbb{E}[V_T^{1/3}] \) as follows: for all \( T \in \mathbb{Z}_+ \), we have

\[ \mathbb{E}[V_T^{1/3}] = \mathbb{E} \left[ \left( \sum_{t=1}^{T-1} \sup_{a \in A} |\theta_{t,a} - \theta_{t+1,a}| \right)^{1/3} \right] \]
\[ = \mathbb{E} \left[ T^{1/3} \left( \frac{1}{T} \sum_{t=1}^{T-1} \sup_{a \in A} |\theta_{t,a} - \theta_{t+1,a}| \right)^{1/3} \right] \]
\[ \geq \mathbb{E} \left[ T^{1/3} \frac{1}{T} \sum_{t=1}^{T-1} \left( \sup_{a \in A} |\theta_{t,a} - \theta_{t+1,a}| \right)^{1/3} \right] \]
\[ = T^{-2/3} \sum_{t=1}^{T-1} \mathbb{E} \left[ \left( \sup_{a \in A} |\theta_{t,a} - \theta_{t+1,a}| \right)^{1/3} \right] \]
\[ = T^{1/3} \mathbb{E} \left[ \left( \sup_{a \in A} |\theta_{1,a} - \theta_{2,a}| \right)^{1/3} \right]. \]

This implies that applying the result established by Besbes et al. (2019) to the modulated Bernoulli bandits yields a bound of at least \( C(\log |A|)^{1/3} \mathbb{E} \left[ \left( \sup_{a \in A} |\theta_{1,a} - \theta_{2,a}| \right)^{1/3} \right] T \). This is linear in \( T \) and increases as \( q_a \) increases.

### P Analysis of a Class of Modulated Bernoulli Bandits: Example 4

This section presents simple derivations for a regret lower bound for a random policy that uniformly selects actions and a regret lower bound for TS in Example 4. We first restate the example below, which describes a class of modulated Bernoulli bandits parameterized by \( q_2 \).

**Example 4. (A Class of Modulated Bernoulli Bandit with Two Actions)** Consider a modulated Bernoulli bandit with two actions \( A = \{1, 2\} \). Let \( \theta_{t,1} = 0.9 \) for all \( t \in \mathbb{Z}_+ \). Let \( \theta_{0,2} \sim \text{unif}(\{0,1\}) \).

In each step, an agent that selects each action uniformly at random would collect an expected reward of \( \frac{1}{2} \mathbb{E}[\theta_{t,1}] + \frac{1}{2} \mathbb{E}[\theta_{t,2}] = 0.7 \). An optimal agent would achieve least 0.9 in expected reward by selecting only
action. Therefore, a random policy has a regret lower bound of 0.2. If PS attains regret of less than 0.2, it would suggest that it is performing arm selection in a manner more intelligent than a random policy.

Next, we consider a TS agent, who, at each timestep $t$,

1. samples $\hat{\theta}_{t,1}$ from posterior $\mathbb{P}(\theta_{t,1} \in \cdot | H_t^{\text{TS}})$ and $\hat{\theta}_{t,2}$ from posterior $\mathbb{P}(\theta_{t,2} \in \cdot | H_t^{\text{TS}})$.

2. selects the action that maximizes $\hat{\theta}_{t,a}$ for $a \in \{1, 2\}$.

If $q_2 > 0.2$, then in each step $t \in \mathbb{Z}_+$, TS collects an expected reward of

$$
\mathbb{E} \left[ R_{t+1, A_t^{\text{TS}}} \right] = \mathbb{E} \left[ \mathbb{E} \left[ R_{t+1, A_t^{\text{TS}}} | H_t^{\text{TS}} \right] \right]
$$

$$
= \mathbb{E} \left[ \mathbb{E} \left[ R_{t+1, 1}^{\text{TS}} | H_t^{\text{TS}} \right] \mathbb{P}(A_t^{\text{TS}} = 1 | H_t^{\text{TS}}) + \mathbb{E} \left[ R_{t+1, 2}^{\text{TS}} | H_t^{\text{TS}} \right] \mathbb{P}(A_t^{\text{TS}} = 2 | H_t^{\text{TS}}) \right]
$$

$$
= \mathbb{E} \left[ 0.9 \mathbb{P}(\theta_{t,2} = 0 | H_t^{\text{TS}}) + \mathbb{P}(\theta_{t,2} = 1 | H_t^{\text{TS}}) \mathbb{P}(\theta_{t,2} = 1 | H_t^{\text{TS}}) \right]
$$

$$
\leq \mathbb{E} \left[ 0.9 \right] + \left( 1 - \frac{q_2}{2} \right) \frac{q_2}{2}
$$

$$
= \left( 0.9 + \frac{q_2}{2} \right) \left( 1 - \frac{q_2}{2} \right),
$$

where the last inequality follows from $0.9 > 1 - \frac{q_2}{2}$ when $q_2 > 0.2$. Consequently, a regret lower bound for a TS agent is $0.9 - (0.9 + q_2/2) (1 - q_2/2) = q_2^2/4 - q_2/20$, when $q_2 \geq 0.2$. If PS achieves a regret lower than this bound, it implies that PS outperforms TS.

Q Efficient Implementation of PS in AR(1) Bandits: Proof of Proposition 5

**Proposition 5.** In an AR(1) bandit, for all $t \in \mathbb{Z}_+$ and $a \in \mathcal{A}$, conditioned on $H_t$, $\hat{\theta}_{t,a}$ is Gaussian with mean and variance

$$
\hat{\mu}_{t,a} = \mu_{t,a} \text{ and } \hat{\sigma}_{t,a}^2 = \frac{\gamma_2^2 \sigma_{t,a}^4}{\gamma_2^2 \sigma_{t,a}^4 + x_a^2},
$$

where $x_a^2 = \frac{1}{2} \left( \delta_a^2 + \sigma_a^2 - \gamma_2^2 \sigma_a^2 + \sqrt{(\delta_a^2 + \sigma_a^2 - \gamma_2^2 \sigma_a^2)^2 + 4 \gamma_2^2 \delta_a^2 \sigma_a^2} \right)$.

**Proof.** The analysis is done for PS and an arbitrary arm $a \in \mathcal{A}$. We drop the the subscript $a$ from most of the random variables.

For all $t \in \mathbb{Z}_+$, and $n \in \mathbb{Z}_+$, $n \geq 2$, let

$$
\hat{\theta}_t^H(n) = \mathbb{E}[R_{t+1}|H_t, R_{t+2:t+n+1}].
$$

We define

$$
\hat{R}_{t+2} = R_{t+2}, \text{ and } \hat{R}_{t+i} = R_{t+i} - \gamma R_{t+i-1} - (1 - \gamma) c \text{ for all } i \in \{3, ..., n+1\}.
$$

Then we can rewrite $\hat{\theta}_t^H(n)$ as follows:

$$
\hat{\theta}_t^H(n) = \mathbb{E} \left[ R_{t+1} | H_t, R_{t+2:t+n+1} \right] = \mathbb{E} \left[ R_{t+1} | H_t, \hat{R}_{t+2:t+n+1} \right].
$$

Conditioned on $H_t$, for all $n \geq 2$, $R_{t+1:t+n+1}$ is Gaussian, so the vector constructed by stacking $R_{t+1}$ and $\hat{R}_{t+2:t+n+1}$ is also Gaussian. We use $\mu_n$ and $\Sigma_n$ to denote its mean and variance. In particular, we view
Based on these derivations, and \( \{ \}

Then the sequence \( d \)

If we use row operations on the \((k + 1)\)-th to last row: Subtract \( r_k \) times \( k \)-th to the last row from the \((k + 1)\)-th to last row. The sequence \( \{ r_k \} \) are such that the matrix becomes lower-triangular after the \( n - 1 \) row operations. If we use \( d_k \) to denote the diagonal entry of the matrix on the \( k \)-th to last row after these row operations. Then the sequence \( \{ d_k \} \) satisfies the following recurrence:

\[
\begin{align*}
d_1 &= \delta^2 + (1 + \gamma^2)\sigma^2, \\
d_k &= \delta^2 + (1 + \gamma^2)\sigma^2 - \frac{\gamma^2\sigma^4}{d_{k-1}}, \quad k = 2, \ldots, n - 1, \\
d_n &= \frac{\gamma^2(\sigma_t^2 - \sigma^2) + \delta^2 + (1 + \gamma^2)\sigma^2 - \gamma^2\sigma^4}{d_{n-1}}.
\end{align*}
\]
Note that the recurrence induces the following fixed-point equation:

\[ d_* = \delta^2 + (1 + \gamma^2)\sigma^2 - \frac{\gamma^2 \sigma^4}{d_*}. \]

Solving for \( d_* \), we have

\[ d_* = \frac{1}{2} \left( \gamma^2 \sigma^2 + \sigma^2 + \delta^2 \pm \sqrt{(\gamma^2 \sigma^2 + \sigma^2 + \delta^2)^2 - 4 \gamma^2 \sigma^4} \right) = \frac{1}{2} \left( \gamma^2 \sigma^2 + \sigma^2 + \delta^2 \pm \sqrt{(\delta^2 + \sigma^2 - \gamma^2 \sigma^2)^2 + 4 \gamma^2 \delta^2 \sigma^2} \right). \]

Then for all \( t \in \mathbb{Z}_+ \), the variance

\[ \mathbb{V} \left( \hat{\theta}_{t,a} | H_t \right) = \mathbb{V} \left( \hat{\theta}_{t,a}^H | H_t \right) = \lim_{n \to \infty} \mathbb{V} \left( \hat{\theta}_{t,a}^H(n) | H_t \right) \]

\[ = \lim_{n \to \infty} \Sigma_{n12} \Sigma_{n22}^{-1} \Sigma_{n21} = \frac{\gamma_a^2 \sigma_{t,a}^4}{d_* + \gamma_a^2 (\sigma_{t,a}^2 - \sigma^2)} = \frac{\gamma_a^2 \sigma_{t,a}^4}{\gamma_a^2 \sigma_{t,a}^2 + x_a^*}, \]

where

\[ x_a^* = \frac{1}{2} \left( \delta_a^2 + \sigma_a^2 - \gamma_a^2 \sigma_a^2 + \sqrt{(\delta_a^2 + \sigma_a^2 - \gamma_a^2 \sigma_a^2)^2 + 4 \gamma_a^2 \delta_a^2 \sigma_a^2} \right). \]

\[ \square \]

R. Tractable Variant of PS in AR(1) Logistic Bandits

We next consider a class of bandits which we refer to as AR(1) logistic bandits. Just like the AR(1) bandits, the reward distributions of these bandits are governed by a sequence \( \{\alpha_t\}_{t \in \mathbb{Z}_+} \) that evolves according to an AR(1) process, but in this case the rewards will be Bernoulli. This class extends bandits modulated by AR(1) processes to logistic bandits. We study AR(1) logistic bandits because it serves as a first step towards implementing PS in contextual bandits and further in practical problems.

Example 7 (AR(1) Logistic Bandit). In an AR(1) logistic bandit, each reward \( R_{t+1,a} \) is Bernoulli distributed with mean \( \frac{\exp(\alpha_t^a \phi_a)}{1 + \exp(\alpha_t^a \phi_a)} \), where \( \alpha_t \in \mathbb{R}^d \) is unknown with a known dimension \( d \in \mathbb{Z}_+ \) and \( \phi_a \in \mathbb{R}^d \) denotes a known feature vector associated with action \( a \in \mathcal{A} \). The variable \( \alpha_{t,a} \) is defined exactly as in Example 5, transitioning following an AR(1) process.

Similarly, the formulation of AR(1) logistic bandits accommodates stationary logistic bandits as a special case. In particular, following a similar argument to that of AR(1) bandits, we can model any stationary logistic bandit using an AR(1) logistic bandit with \( \gamma_a = 1 \) and \( \delta_a = 0 \) for \( a \in \mathcal{A} \) and suitably-chosen \( \alpha_{0,a} \) for each \( a \in \mathcal{A} \). As was the case with the AR(1) bandits, we assume that an agent knows a priori \( c_a, \gamma_a, \delta_a, q_a, \mathbb{P}(\theta_{0,a} \in \cdot) \), and \( \sigma_a \) for all \( a \in \mathcal{A} \).

R.1 Approximate PS in AR(1) Logistic Bandits

We next discuss techniques to approximate PS and apply those techniques to AR(1) logistic bandits to develop efficient implementations.

Incremental Laplace Approximation And Approximate TS We first introduce a technique that is useful in developing tractable procedures to approximate PS in AR(1) logistic bandits. For better exposition, we will first demonstrate this technique in the context of implementing an approximation of TS in AR(1) logistic bandits. In an AR(1) logistic bandit, a natural learning target is \( \alpha_t \). We thus focus on TS that takes
Specifically, an agent can construct imaginary Gaussian rewards \( \tilde{R}_{t}^{\pi_{TS}} \) from the posterior of \( \alpha_t \), and selects an action that maximizes the expected reward conditioned on the sample.

Because deriving the posterior of \( \alpha_t \) is usually intractable, we can instead apply Laplace approximation (Laplace, 1986). That is, we approximate the posterior using a Gaussian distribution centered at the maximum a posteriori (MAP) of \( \alpha_t \), with a variance that is equal to the inverse of the Hessian of the log-posterior. This is a standard practice and has been popular with stationary logistic bandits and contextual bandits (Chapelle and Li, 2011).

However, when the environment is non-stationary, applying the method to approximate the posterior of \( \alpha_t \) can be computationally onerous. To address this, we propose what we call incremental Laplace approximation—the practice of approximating the posterior distribution incrementally at each timestep using Laplace approximation. Incremental Laplace approximation is comparable with the standard Laplace approximation in stationary logistic bandits, but can be efficiently carried out in non-stationary ones.

### Algorithm 4: Approximate TS in an AR(1) logistic bandit

1. **sample**: \( \hat{\hat{\alpha}}_t \) from \( N(\mu_t, \Sigma_t) \)
2. **estimate**: \( \hat{\theta}_t = \phi^T \hat{\alpha}_t \)
3. **select**: \( A_t \in \arg \max_{a \in A} \hat{\theta}_{t,a} \)
4. **observe**: \( R_{t+1,A_t} \)
5. **derive**: \( \mu_{t+1} \leftarrow \min_{\alpha} \left\{ \frac{1}{2} (\alpha - \mu_t)^T \Sigma_t^{-1} (\alpha - \mu_t) - R_{t+1,A_t} \phi_{A_t} \alpha + \log \left( 1 + \exp \left( \phi_{A_t} \alpha \right) \right) \right\} \), and
   \[ \Sigma_{t+1} \leftarrow \begin{pmatrix} \Sigma_t + \exp(\phi_{A_t} \mu_{t+1}) \left[ 1 + \exp \left( \phi_{A_t} \mu_{t+1} \right) \right]^{-2} \phi_{A_t} \phi_{A_t}^T \end{pmatrix}^{-1} \]
6. **update**: \( \mu_{t+1} \leftarrow A \mu_{t+1} \) and \( \Sigma_{t+1} \leftarrow A \Sigma_{t+1} A^T + V \)

Applying incremental Laplace approximation, we develop an efficient implementation of an approximation of TS in an AR(1) logistic bandit. It is detailed in Algorithm 4; for the sake of simplicity, we drop the superscript \( \pi_{TS} \). Step 6 carries out incremental Laplace approximation. In Step 7, \( A \) denotes a diagonal matrix with \( \gamma_a \) at its \( a \)-th position along its diagonal, and \( V \) a diagonal matrix with \( \delta_a^2 \) at its \( a \)-th position along its diagonal.

**Finite-sample Approximation**  Another technique that is useful in constructing computationally tractable approximations of PS is to sample a finite number of rewards instead of an infinite sequence of rewards in executing the algorithm. In Algorithm 1, this corresponds to changing Steps 2 and 3 to:

1. **sample**: \( \hat{\hat{R}}_{t+2:t+n+1}^{(t)} \sim \mathbb{P}(R_{t+2:t+n+1} \in \cdot | H_t) \),
2. **estimate**: \( \hat{\theta}_t = \mathbb{E}[R_{t+1}|H_t, R_{t+2:t+n+1} \leftarrow \hat{\hat{R}}_{t+2:t+n+1}^{(t)}] \).

The new Steps 2 and 3 are equivalent to sampling \( \hat{\theta}_t \) from the distribution \( \mathbb{P}(\mathbb{E}[R_{t+1}|H_t, R_{t+2:t+n+1} \leftarrow \hat{\hat{R}}_{t+2:t+n+1}^{(t)}] \in \cdot | H_t) \). To see why, first observe that for all \( t \in \mathbb{Z}_+ \), \( \mathbb{P}(\hat{\theta}_t \in \cdot | H_t) = \mathbb{P}(\mathbb{E}[R_{t+1}|H_t, R_{t+2:t+n+1} \leftarrow \hat{\hat{R}}_{t+2:t+n+1}^{(t)}] \in \cdot | H_t) = \mathbb{P}(\mathbb{E}[R_{t+1}|H_t, R_{t+2:t+n+1}] \in \cdot | H_t) \).

**Gaussian Imagination**  If the sampling distribution \( \mathbb{P}(\mathbb{E}[R_{t+1}|H_t, R_{t+2:t+n+1}] \in \cdot | H_t) \) of an approximation of PS have closed-form solutions, then we can design efficient procedures to execute the algorithm. Regardless of whether this is computationally tractable, an agent can approximate this distribution by pretending that the rewards are Gaussian. This practice is called Gaussian imagination (Liu et al., 2022). Specifically, an agent can construct imaginary Gaussian rewards \( \hat{R}_{t+1} \) for all \( t \in \mathbb{Z}_+ \); the imaginary rewards
live in the agent’s imagination and are designed to approximate real rewards. The agent then estimates $\mathbb{P}(E[R_{t+1}|H_t, R_{t+2:t+n+1}] \in \cdot |H_t)$ using $\mathbb{P}(E[\hat{R}_{t+1}|H_t, \hat{R}_{t+2:t+n+1}] \in \cdot |H_t)$.

**Approximate PS** We next apply finite-sampling approximation, Gaussian imagination, and incremental Laplace approximation to approximate PS in AR(1) logistic bandits. Specifically, this approximation algorithm, which we refer to as approximate PS, samples $\hat{\theta}_t$ from the an approximate posterior of $E[\hat{R}_{t+1}|H_t, \hat{R}_{t+2:t+n+1}]$, and selects an action that maximizes $\hat{\theta}_{t,a}$. In applying Gaussian imagination, we let $\hat{R}_{t+1} \sim \mathcal{N}(\frac{1}{2} + \frac{1}{2}\phi^\top \alpha_t, \frac{1}{2}I)$, where $1$ is an all-one vector and $\phi$ is the matrix whose $a$-th column is $\phi_a$.

With this definition of $\hat{R}_{t+1}$, $E[\hat{R}_{t+1}|H_t, \hat{R}_{t+2:t+n+1}] = \frac{1}{2}1 + \frac{1}{2}\phi^\top E[\alpha_t|H_t, \hat{R}_{t+2:t+n+1}]$. Therefore, equivalently, approximate PS can sample $\hat{\alpha}_t$ from an approximate posterior distribution of $E[\alpha_t|H_t, \hat{R}_{t+2:t+n+1}]$ and select an action that maximizes $\phi^\top \hat{\alpha}_{t,a}$.

Applying incremental Laplace approximation, we construct the approximate posterior using a Gaussian imagination, and incrementally Laplace approximation to approximate PS in AR(1) logistic bandits. Specifically, this approximation algorithm algorithm, which we refer to as approximate PS, samples $\hat{\theta}_t$ from the an approximate posterior of $E[\hat{R}_{t+1}|H_t, \hat{R}_{t+2:t+n+1}]$, and selects an action that maximizes $\hat{\theta}_{t,a}$. In applying Gaussian imagination, we let $\hat{R}_{t+1} \sim \mathcal{N}(\frac{1}{2} + \frac{1}{2}\phi^\top \alpha_t, \frac{1}{2}I)$, where $1$ is an all-one vector and $\phi$ is the matrix whose $a$-th column is $\phi_a$.

With this definition of $\hat{R}_{t+1}$, $E[\hat{R}_{t+1}|H_t, \hat{R}_{t+2:t+n+1}] = \frac{1}{2}1 + \frac{1}{2}\phi^\top E[\alpha_t|H_t, \hat{R}_{t+2:t+n+1}]$. Therefore, equivalently, approximate PS can sample $\hat{\alpha}_t$ from an approximate posterior distribution of $E[\alpha_t|H_t, \hat{R}_{t+2:t+n+1}]$ and select an action that maximizes $\phi^\top \hat{\alpha}_{t,a}$.

Algorithm 5: Approximate PS in an AR(1) logistic bandit

1. for $t = 0, 1, \ldots, T - 1$ do
2. 
3. sample: $\hat{\alpha}_t$ from $\mathcal{N}(\mu'_t, \Sigma'_t)$
4. estimate: $\hat{\theta}_t = \phi^\top \hat{\alpha}_t$
5. select: $A_t \in \arg\max_{a \in A} \hat{\theta}_{t,a}$
6. observe: $\hat{R}_{t+1, A_t}$
7. derive: $\mu_{t+1} \leftarrow \min_{\alpha} \{ \frac{1}{2}(\alpha - \mu_t)^\top \Sigma_t^{-1}(\alpha - \mu_t) - R_{t+1, A_t} \phi_{A_t} \alpha + \log(1 + \exp(\phi_{A_t} \alpha)) \}$, and $\Sigma_{t+1} \leftarrow \left\{ \Sigma_t^{-1} + \exp(\phi_{A_t} \mu_{t+1})[1 + \exp(\phi_{A_t} \mu_{t+1})]^{-2} \phi_{A_t}^\top \phi_{A_t} \right\}^{-1}$
8. update: $\mu_{t+1} \leftarrow A\mu_{t+1}, \Sigma_{t+1} \leftarrow A\Sigma_{t+1}A^\top + V$, and update $\mu'_t$ and $\Sigma'_t$ according to incremental Laplace approximation

**R.2 Experiments**

We now conduct experiments to examine the performance of approximate PS. Since the experiment design and the analyses are similar to that concerning PS in Section 8.1.2, some repetition is expected but is kept to a minimum. In particular, we compare approximate PS with approximate TS in a sequence of AR(1) logistic bandits where $\alpha_{t,1}$ is associated with information of varying durability. We also examine both the case where the actions are independent and the case where the actions are dependent. Specifically, we let $A = \{1, 2, 3\}$, the stationary distribution of each $\alpha_{t,k}$ be $\mathcal{N}(0, 1)$, and $\gamma = [\gamma_1, 0.9, 0.9]$, where $\gamma_1 \in \{0.1, 0.9, 0.99\}$. In addition, we let $\phi \in \{\phi^{\text{ind}}, \phi^{\text{dep}}\}$, where

$$
\begin{align*}
\phi^{\text{ind}} &= \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} \quad \text{and} \quad \phi^{\text{dep}} &= \begin{bmatrix}
0.9 & 0.1 & 0 \\
0 & 0.9 & 1 \\
0.1 & 0 & 0.9
\end{bmatrix}.
\end{align*}
$$

Note that $\gamma_1$ determines the durability of the information associated with $\alpha_{t,1}$; the feature matrix $\phi$ determines whether the actions are independent, with $\phi^{\text{ind}}$ indicating that the actions are independent, and $\phi^{\text{dep}}$...
indicating that the actions are dependent. Therefore, the set of parameters define a range of three-armed AR(1) logistic bandits with varying durability of information associated with \( \alpha_{t,1} \), and accommodates both the case where the actions are independent and the case where the actions are dependent.

**Approximate PS Outperforms Approximate TS Across Bandits** Figure 9a plots the average rewards collected by approximate PS and that by approximate TS over a long duration of \( T = 1000 \) timesteps, to study the long-run performance of the algorithms. The plot shows that approximate PS consistently outperforms approximate TS. These results support the efficacy of approximate PS and the usefulness of the techniques we introduced to approximate PS.

**Approximate PS Outperforms Approximate TS Across Time** Similar to how we investigate PS, we also investigate if approximate PS sacrifices its short-term performance for long-term benefits. We focus on an example in the aforementioned AR(1) logistic bandits, with \( \gamma_1 = 0.1 \) and \( \phi = \phi^{\text{ind}} \). Figure 9b plots the average reward collected by approximate PS and that collected by approximate TS over \( t \in \{1, 2, ..., 200\} \) timesteps, with the error bars representing 95% confidence intervals. The results suggest that approximate PS outperforms approximate TS across time.

![Figure 9a](image)

(a) The average rewards collected over \( T = 1000 \) timesteps in the environments where \( \phi \in \{\phi^{\text{ind}}, \phi^{\text{dep}}\} \), \( \gamma_1 \in \{0.1, 0.9, 0.99\} \)

![Figure 9b](image)

(b) An example: the average rewards collected over \( t \in \{1, 2, ..., 200\} \) timesteps in an environment where \( \gamma_1 = 0.1 \), \( \phi = \phi^{\text{ind}} \)

Figure 9: The average rewards collected by approximate PS and that collected by approximate TS in AR(1) logistic bandits

**R.3 More Details on Implementation of Algorithm 5**

In implementing Algorithm 5, we present detailed steps to derive \( \mu_t' \) and \( \Sigma_t' \) based on \( \mu_t \) and \( \Sigma_t \) as follows: \( \mu_t' = \mu_t \), \( \Sigma_t' = \Sigma_{12}^{-1} \Sigma_{21} \), and

\[
\Sigma_{21} = \frac{1}{4} \begin{bmatrix}
\phi A \Sigma_{t} \\
\phi A^2 \Sigma_{t} \\
\vdots \\
\phi A^n \Sigma_{t}
\end{bmatrix}, \quad \Sigma_{12} = \Sigma_{21}^\top, \quad \Sigma_{22} = \frac{1}{16} \begin{bmatrix}
\phi \hat{\Sigma}_{t+1}^{(t)} \phi^\top + I & \phi \hat{\Sigma}_{t+2}^{(t)} A^\top \phi^\top & \cdots & \phi \hat{\Sigma}_{t+n}^{(t)} A^{n-2} \phi^\top \\
\phi \hat{\Sigma}_{t+2}^{(t)} \phi^\top + I & \phi \hat{\Sigma}_{t+3}^{(t)} A^\top \phi^\top & \cdots & \phi \hat{\Sigma}_{t+n+1}^{(t)} A^{n-3} \phi^\top \\
\vdots & \vdots & \ddots & \vdots \\
\phi \hat{\Sigma}_{t+n}^{(t)} \phi^\top + I & \cdots & \cdots & \phi \hat{\Sigma}_{t+n}^{(t)} \phi^\top
\end{bmatrix}.
\]
The matrices $\tilde{\Sigma}^{(t)}_t, \tilde{\Sigma}^{(t)}_{t+1}, \ldots, \tilde{\Sigma}^{(t)}_{t+n}$ can be derived from the following recursion:

\[
\begin{align*}
\tilde{\Sigma}^{(t)}_t &= \Sigma_t, \\
\tilde{\Sigma}^{(t)}_{t+i+1} &= A\tilde{\Sigma}^{(t)}_{t+i} A^T + V, \quad i = 0, 1, 2, \ldots, n-1.
\end{align*}
\]

S Additional Experiments

We conduct additional experiments in AR(1) bandits with $\gamma_1 \in \{0.1, 0.3\}$ and $\gamma_2 \in \{0.1, 0.5, 0.9\}$. The results suggest that PS outperforms TS across time consistently in all bandits.
Figure 10: Average reward collected by PS and that collected by TS in AR(1) bandits