GROUP ACTIONS ON GEODESIC PTOLEMY SPACES
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ABSTRACT. In this paper we study geodesic Ptolemy metric spaces $X$ which allow proper and cocompact isometric actions of crystallographic or, more generally, virtual polycyclic groups. We show that $X$ is equivariantly roughly isometric to a Euclidean space.

1. INTRODUCTION

1.1. Statement of results. A metric space $X$ is called a Ptolemy metric space if the inequality

\[ |xy| |uv| \leq |xu| |yu| + |xv| |yu| \]

is satisfied for all $x, y, u, v \in X$.

In this paper we study subgroups $\Gamma \subset \text{ISO}(X)$ of the isometry group of geodesic Ptolemy spaces $X$, which act properly and cocompactly on $X$. Our motivation to study these spaces is described in Subsection 1.3.

We adopt the notation of [BH] (p. 131) and call an action proper if for every $x \in X$ there is a number $r > 0$ such that the set $\{ \gamma \in \Gamma \mid |x \gamma(x)| < r \}$ is finite. An action is cocompact if there is a compact subset $K \subset X$, such that $X = \Gamma K$. Since $X$ allows a proper and cocompact action by isometries, $X$ is complete and, since $X$ is geodesic, it is indeed a proper metric space, i.e. closed distance balls are compact (see [BH], p. 132, 8.4(1)).

Theorem 1.1. Let $X$ be a geodesic Ptolemy metric space and let $\Gamma \subset \text{ISO}(X)$ be a crystallographic group of rank $n$ acting properly and cocompactly on $X$. Then there exists a continuous rough isometry $\varphi : X \to \mathbb{R}^n$, which is equivariant with respect
to the group operation, i.e. $\varphi(\gamma x) = \gamma \varphi(x)$, where $\Gamma$ acts on $\mathbb{R}^n$ by isometries with compact quotient.

In the case where $X$ is a topological manifold we can say more.

**Theorem 1.2.** Let $X$ be a geodesic Ptolemy metric space which is in addition a topological manifold. Assume that $\Gamma \subset \text{ISO}(X)$ is a crystallographic group of rank $\mathfrak{n}$ which acts properly and cocompactly on $X$. Then there actually exists an equivariant isometry $\varphi : X \to \mathbb{R}^n$.

The methods of the proof in connection with the results in [CS] also give the following general structure result for abelian groups operating on Ptolemy spaces:

**Theorem 1.3.** Let $X$ be a geodesic Ptolemy metric space and let $\Gamma \subset \text{ISO}(X)$ act properly and cocompactly on $X$. Then every free abelian subgroup of $\Gamma$ is straight in $\Gamma$.

To define the notion of straightness we recall the word norm $|| \cdot ||_\Gamma$ of a finitely generated group. Let $\{\gamma_1, \ldots, \gamma_k\}$ be a set of generators of $\Gamma$. Then for $\gamma \in \Gamma$, $||\gamma||_\Gamma$ is defined as the length of the shortest word in the $\gamma_i$ and $\gamma_i^{-1}$ representing $\gamma$. This norm depends on the choice of generators. However, as it is easy to see, different sets of generators give rise to equivalent norms. That is, if $|| \cdot ||_1^\Gamma$ and $|| \cdot ||_2^\Gamma$ are such norms, then there exists a constant $c \geq 1$ such that $(1/c)||\gamma||_1^\Gamma \leq ||\gamma||_2^\Gamma \leq c||\gamma||_1^\Gamma$ for all $\gamma \in \Gamma$. A finitely generated subgroup $\Gamma_0 \subset \Gamma$ is called straight in $\Gamma$ if $|| \cdot ||_{\Gamma_0}$ and $|| \cdot ||_\Gamma$ are equivalent norms on $\Gamma_0$. This notion is independent of the choice of generators on $\Gamma_0$ and $\Gamma$.

As a consequence of Theorem 1.3 we can generalize our result to the action of virtual polycyclic groups. A group is called polycyclic if it admits a finite chain of subgroups $G_0 \subset G_1 \subset \cdots \subset G_l$, such that $G_0$ is the trivial subgroup and $G_l = G$, such that $G_i/G_{i-1}$ is cyclic. Equivalently a group is polycyclic if it is solvable and every subgroup is finitely generated. A group is called virtual polycyclic if it contains a polycyclic subgroup of finite index. In particular crystallographic groups are virtual polycyclic.

**Corollary 1.4.** Theorem 1.1 and Theorem 1.2 also hold if $\Gamma \subset \text{ISO}(X)$ is assumed to be virtual polycyclic. In particular if a virtual polycyclic group acts properly and cocompactly on a geodesic Ptolemy space, then there exists a homomorphism $\Gamma \to \text{ISO}(\mathbb{R}^n)$ with finite kernel such that the image is a crystallographic group.

At the end of the introduction we state a result, which we need in the proof and which is of independent interest; see Section 2.

**Theorem 1.5.** A proper, geodesic Ptolemy metric space is strictly distance convex.
topology, the curves \( t \mapsto (t, i) \) are geodesics parameterized by arclength for \( i = 0, 1 \) and \( d((t, 0), (t, 1)) \leq A \) for some constant \( A \). Question: Is \((X, d)\) isometric to a flat strip \( \mathbb{R} \times [0, D] \)? We do not know the answer even under the additional assumption that the translation map \( T : X \to X, T(t, s) = (t + 1, s) \) is an isometry. In the case of CAT(0)-spaces the flat strip theorem follows from the fact that the distance function \( t \mapsto d(c(t), c'(t)) \) is convex for geodesics \( c, c' : [a, b] \to X \). We also remark that the convexity of the function \( t \mapsto d(c(t), c'(t)) \) is the essential tool to obtain the analogous results of Theorem 1.1 and Theorem 1.2 in the CAT(0)-case. Since we do not have this convexity, our proof in the Ptolemy case is very different.

We outline our main ideas: Our proof relies on a weaker form of convexity. In geodesic Ptolemy metric spaces the distance function \( d(p, \cdot) \) to a point \( p \in X \) is convex. As a consequence Busemann functions are also convex. We show (in the setting of Theorem 1.2) that the Busemann function of an axis of an element \( \alpha \in \Gamma^* \subset \Gamma \) (where \( \Gamma^* \) is the maximal abelian subgroup of \( \Gamma \)) is indeed an affine function. We can show that there are enough affine functions to separate points. Thus we can apply the main theorem of [HL] to obtain that \( X \) is isometric to a convex subset of a normed vector space. Finally we have to use the Theorem of Schoenberg [Sch] to see that \( X \) is isometric to a Euclidean space. In the setting of Theorem 1.1 we need suitable modifications.

We should mention that the result and parts of its proof have some analogy to the “Hopf conjecture” and its proof in [BuI]. Compare in this context also [Bu] and the discussion in [G], pp. 43 ff.

1.3. Motivation and outlook. At the end of this introduction we give an idea why we investigate geodesic Ptolemy spaces. Our motivation was the study of the boundary of CAT(−1)-spaces. On the ideal boundary \( \partial_\infty Y \) of a CAT(−1)-space \( Y \), Bourdon [B] introduced a distance function \( \rho_o \), depending on a point \( o \in Y \). A similar metric \( \rho_o \) on \( \partial_\infty Y \setminus \{\omega\} \) was introduced by Hamenstädt [Ha], where the metric depends on a point \( \omega \in \partial_\infty Y \) and a Busemann function for this point. The metrics \( \rho_o, \rho_c \) are all Möbius equivalent. For a detailed description compare [PS].

Let us describe the elements of Möbius geometry on metric spaces. Let \( X \) be a metric space, where \(|xy|\) is the distance between \( x \) and \( y \). To a quadruple \((x, y, z, w) \in X^4 \setminus D \) (where \( D \) is the diagonal of points where one entry appears 3 or 4 times), we associate the cross ratio triple

\[
\text{crt}(x, y, z, w) = ([|xy| |zw| : |xz| |yw| : |xw| |yz|]) \in \mathbb{R}P^2.
\]

Similar to the classical cross ratio, there are six reasonable definitions obtained by permuting the entries. A map \( f : X \to Y \) is called a Möbius map if it is injective and for all quadruples from \( X^4 \setminus D \) we have \( \text{crt}(f(x), f(y), f(z), f(w)) = \text{crt}(x, y, z, w) \). This definition is equivalent to the usual definition using the classical cross ratio. Let \( \Delta \subset \mathbb{R}P^2 \) be the subset of points \((a : b : c)\) such that the three numbers \(|a|, |b|, |c|\) satisfy the triangle inequality. Then \( X \) is a Ptolemy metric space if and only if for all allowed quadruples, \( \text{crt}(x, y, z, w) \in \Delta \). Therefore the Ptolemy condition is in a natural way a Möbius invariant condition. In a certain sense the Ptolemy condition is the natural condition for involutive geometry: note that a metric space \( X \) is Ptolemy if and only if for all points \( x \in X \) the map \( \rho_x : X \setminus \{x\} \times X \setminus \{x\} \to \mathbb{R}, \rho_x(y, z) = \frac{|yz|}{|xz| + |yw|} \) is a metric (see also [BFW]).

In [FS] we made the observation that the Bourdon and Hamenstädt metrics on \( \partial_\infty Y \) are Ptolemy for CAT(−1)-spaces \( Y \) and the isometries of \( Y \) extend to Möbius
maps on \( \partial_\infty Y \). In Ptolemy metric spaces one can naturally define the notion of a circle (in the generalized sense, i.e. a circle or a line). Recall that the classical Ptolemy theorem states that four points \( x, y, z, w \) (in the Euclidean plane or more generally in \( \mathbb{R}^n \)) lie on a circle (or a line) if and only if \( \text{crt}(x, y, z, w) \in \partial \Delta \), where \( \partial \Delta \) is the set of points \( (a : b : c) \) with equality in the triangle inequality. Thus let us define

**Definition 1.6.** Let \( X \) be a Ptolemy space. A circle in \( X \) is a continuous map \( f : S^1 \to X \) such that for all \( x, y, z, w \in S^1 \) we have equality in the Ptolemy inequality, i.e., \( \text{crt}(f(x), f(y), f(z), f(w)) \in \partial \Delta \).

It then turns out that for points \( x, y, z, w \in S^1 \), which are ordered cyclically on \( S^1 \) (i.e. \( y \) and \( w \) lie in different components of \( S^1 \setminus \{x, z\} \)), we have an equality of the form

\[
|f(x)f(y)||f(z)f(w)| + |f(y)f(z)||f(w)f(x)| = |f(x)f(z)||f(w)f(y)|.
\]

Note that this notion of a circle is obviously Möbius invariant and thus circles are preserved by Möbius maps.

Now one can reformulate a result of Bourdon (see [B]) in the following way: Let \( Y \) be a CAT(-1)-space and consider \( \partial_\infty Y \) as a Ptolemy space with some Bourdon or Hamenstätt metric. Let \( f : S^1 \to \partial_\infty Y \) be a circle. Then there exists a totally geodesic subspace \( Y_0 \subset Y \) isometric to \( \mathbb{H}^2 \) such that \( \partial_\infty Y_0 \) is the image of \( f \). Indeed the circles in \( \partial_\infty Y \) correspond \( 1-1 \) to the boundaries of isometrically embedded hyperbolic planes in \( Y \).

This is one motivation for studying Ptolemy spaces with many circles. If we look to our definition of a circle, a circle through infinity should just be a proper map \( f : \mathbb{R} \to X \) such that for all allowed quadruples \( x, y, z, w \in \mathbb{R} \) we have \( \text{crt}(f(x), f(y), f(z), f(w)) \in \partial \Delta \). For arbitrary but fixed \( x, y, z \) and \( w \to \infty \) this implies that \( |f(x)f(y)| : |f(x)f(z)| : |f(y)f(z)| \in \partial \Delta \). Equivalently, this condition says that \( f : \mathbb{R} \to X \) is a geodesic line (not necessarily parameterized proportionally to arclength). From this viewpoint it is also natural to study Ptolemy spaces with many lines.

### 2. Convexity

Let \( X \) be a metric space. By \( |xy| \) we denote the distance between points \( x, y \in X \). Unless otherwise stated, we will parameterize geodesics proportionally to arclength. Thus a geodesic in \( X \) is a map \( c : I \to X \) with \( |c(t)c(s)| = \lambda |t - s| \) for all \( s, t \in I \) and some constant \( \lambda \geq 0 \). A metric space is called geodesic if every pair of points can be joined by a geodesic. A geodesic \( c \) is said to be convex if for all points \( x, y \in C \) the set \( C \subset X \) is convex if for \( x, y \in C \) also \( m(x, y) \subset C \).

A function \( f : X \to \mathbb{R} \) is convex (resp. affine) if for all geodesics \( c : I \to X \) the map \( f \circ c : I \to \mathbb{R} \) is convex (resp. affine).

The space \( X \) is called **distance convex** if for all \( p \in X \) the distance function \( d_p = |· - p| \) to the point \( p \) is convex. It is called **strictly distance convex** if the functions \( t \mapsto (d_p \circ c)(t) \) are strictly convex whenever \( c : I \to X \) is a geodesic with \( |c(t)c(s)| > |p(c(t)) - p(c(s))| \) for all \( s, t \in I \), i.e., with neither \( c(t) \) nor \( c(s) \) being on a geodesic from \( p \) to the other. This definition is natural, since the restriction of \( d_p \)
to a geodesic segment containing \( p \) is never strictly convex. The Ptolemy property easily implies (see [FLS]):

**Lemma 2.1.** A geodesic, Ptolemy metric space is distance convex.

As a consequence, we obtain that for Ptolemy metric spaces, local geodesics are geodesics. Here we call a map \( e : I \to X \) a local geodesic if for all \( t \in I \) there exists a neighborhood \( t \in I' \subset I \) such that \( c_{|I'} \) is a geodesic.

**Lemma 2.2.** If \( X \) is distance convex, then every local geodesic is globally minimizing.

**Proof.** Assume the contrary. Then there is a local geodesic \( c : [0, b] \to X \) such that there exists \( a \in (0, b) \) such that for \( p = c(0) \) we have \( |pc(a - \varepsilon)| = a \pm \varepsilon \) for all \( \varepsilon \geq 0 \) but \( |pc(a + \varepsilon)| < a \pm \varepsilon \) for \( \varepsilon > 0 \). The distance convexity applied to \( d_p \) and the minimizing geodesic \( c_{[a-\varepsilon,a+\varepsilon]} \) implies that \( |pc(a)| < a \), a contradiction. \( \square \)

In [FLS] we gave examples of Ptolemy metric spaces which are not strictly distance convex. However, if the space is proper, then the situation is completely different.

**Theorem 1.5.** A proper, geodesic Ptolemy metric space is strictly distance convex.

Before we prove this result, we derive some consequences. The first corollary has already been proved in [FLS].

**Corollary 2.3** (see also [FLS]). Let \( X \) be a proper, geodesic Ptolemy space. Then for \( x, y \in X \) there exists a unique midpoint \( m(x, y) \in X \). The midpoint function \( m : X \times X \to X \) is continuous.

**Proof.** Assume that there are midpoints \( m_1, m_2 \in m(x, y) \). Let \( m \) be a midpoint of \( m_1 \) and \( m_2 \). If \( m_1 \neq m_2 \), then the strict distance convexity according to Theorem 1.5 implies \( |xm| < |xm_1| = \frac{1}{2}|xy| \), and \( |ym| < |ym_2| = \frac{1}{2}|xy| \), which is a contradiction. The uniqueness of the midpoint function together with the properness easily implies the continuity of \( m \). \( \square \)

**Corollary 2.4.** Let \( X \) be a proper, geodesic Ptolemy space, and let \( K \subset X \) be a compact subset. Then there exists a unique closed ball \( B_r(p) \) of minimal radius such that \( K \subset B_r(p) \).

**Proof.** The existence of such a ball of minimal radius is clear. We have to prove the uniqueness. Assume that \( K \subset B_r(p_1) \cap B_r(p_2) \), with \( p_1 \neq p_2 \). Let \( m \) be the midpoint of \( p_1 \) and \( p_2 \). If \( q \in K \), then \( |qp_1| \leq r \) and the strict convexity of the distance function implies \( |qm| < r \). By compactness, \( K \subset B_{r'}(m) \) for some \( r' < r \), contradicting the minimality of \( r \). \( \square \)

**Corollary 2.5.** Let \( X \) be a proper, geodesic Ptolemy space, and let \( A \subset X \) be a closed and convex subset. Then there exists a continuous projection \( \pi : X \to A \).

**Proof.** The strict convexity of the distance function easily implies, with a similar argument as in the proof above, that for given \( x \in X \), there exists a unique \( a \in A \), with \( |ax| \) minimal. One easily checks that this projection is continuous. \( \square \)

**Remark 2.6.** For CAT(0)-spaces this projection is always 1-Lipschitz. We do not know if \( \pi \) is 1-Lipschitz for general proper geodesic Ptolemy spaces.
The strict convexity of the distance function together with the properness implies easily (cf. Corollary 2.3)

**Corollary 2.7.** Let $X$ be a proper, geodesic Ptolemy space and let $x, y \in X$. Then there exists a unique geodesic $c_{xy} : [0, 1] \to X$ from $x$ to $y$ and the map $X \times X \times [0, 1] \to X, (x, y, t) \mapsto c_{xy}(t)$ is continuous.

As a consequence $X$ is contractible. Indeed for the choice of a basepoint $o \in X$ the map $\rho : X \times [0, 1] \to X, \rho_t(x) = c_{ox}(t)$ is a contraction.

**Corollary 2.8.** Let $X$ be a complete, geodesic Ptolemy space. If $X$ is a topological manifold, then every geodesic is extendable. Thus for every geodesic segment $c : I \to X$ there exists a geodesic $\bar{c} : \mathbb{R} \to X$ with $\bar{c}_I = c$.

**Proof.** Let $c : I \to X$ be a geodesic defined on some interval $I \subset \mathbb{R}$, which cannot be extended. We have to show that $I = \mathbb{R}$. If $c$ is a constant map, then it can be extended trivially. Thus $I$ consists of more than one point and $c$ is not a constant geodesic. Since $X$ is complete, we see that $I$ is (after obvious reparameterization) of the form $[0, a]$ with $a > 0$ or of the form $(-\infty, a]$ for some $a > 0$. In both cases the geodesic $c_{[0,a]} : [0, a] \to X$ cannot be extended over its endpoint $c(a)$, since otherwise $c$ could also be extended by Lemma 2.2. Let $o = c(0)$ and $x = c(a)$. The nonextendability of $c_{[0,a]}$ implies that for every point $y \in X \setminus \{x\}$, the point $x$ is not contained in $c_{xy}([0,1])$. Thus $\rho$ also defines a retraction $\rho_{\{x\}} : X \setminus \{x\} \times [0, 1] \to X \setminus \{x\}$, and hence $X$ as well as $X \setminus \{x\}$ are contractible. This is in contradiction to the fact that $H_n(X,\{x\},\mathbb{Z}) = \mathbb{Z}$, since $X$ is a manifold. □

We now prove Theorem 1.5. We start with a simple observation.

**Lemma 2.9.** If $\alpha, \beta, a, b$ are real numbers with $\alpha + \beta, a, b \geq 0$, then
\[
\alpha b + \beta a \geq (\alpha + \beta) \min\{a, b\} - |a - b| \min\{|\alpha|, |\beta|\}.
\]

**Proof.** We assume without loss of generality that $a \leq b$. Then $b = a + c$, where $c = |a - b| \geq 0$. We compute $\alpha b + \beta a = (\alpha + \beta) a + c \alpha$. If $\alpha \geq 0$, then our estimate holds trivially. If $\alpha < 0$, then the assumption implies that $|\alpha| = \min\{|\alpha|, |\beta|\}$ and $c\alpha = -|a - b| \min\{|\alpha|, |\beta|\}$. □

**Proof of Theorem 1.5.** Note that in order to prove Theorem 1.5 it suffices to prove the

**Claim.** Let $X$ be a proper, geodesic, Ptolemy metric space. Let further $p, x, y \in X$ be points with
\[
|px| - |py| < |xy|,
\]
or equivalently, neither $x$ nor $y$ is on a geodesic from $p$ to the other.

Then there exists a midpoint $m$ of $x$ and $y$ such that $|pm| < \frac{1}{2} |px| + |py|$.

Indeed, since a geodesic Ptolemy metric space is distance convex by Lemma 2.1 the claim implies the uniqueness of midpoints and therefore the validity of Theorem 1.5.

In order to prove the claim, we set
\[
\eta := \frac{|px| - |py|}{|xy|}.
\]
Thus, $0 \leq \eta < 1$ by assumption \((1)\). Let $s := \frac{1}{2}||px| + |py||$ and let $\tau := \frac{|px|}{s}$ as well as $\rho := \frac{|py|}{s}$. Thus, $0 < \tau, \rho < 2$ and $\tau + \rho = 2$.

We first make the additional assumption that $\tau$ and $\rho$ are very close together; i.e., both are very close to 1. Namely we assume that

\[
\min \left\{ \frac{1}{\tau}, \frac{1}{\rho} \right\} - \eta \min \{ \tau, \rho \} \geq \frac{1}{2} (1 - \eta).
\]

Clearly this assumption holds for $\rho = 1 = \tau$ (and hence $\eta = 0$), and at first reading one might as well consider this special case. We will now prove the claim under the Assumption \((5)\). Later we will reduce the general case to this special situation.

Choose geodesics $\gamma_{px}, \gamma_{py} : [0, s] \to X$ connecting $p$ to $x$ and $y$, parameterized proportionally to arclength. For every $t \in [0, s]$, let $\sigma_{s-t} : [0, 2] \to X$ be a geodesic connecting $\gamma_{px}(s-t)$ to $\gamma_{py}(s-t)$, parameterized proportionally to arclength. Since $X$ is proper, there exists a sequence $t_n \in (0, s)$, $t_n \to 0$, such that $\sigma_{s-t_n}(1) \to m$, where $m$ is some midpoint of $x$ and $y$.

The distance convexity of geodesic, Ptolemy metric spaces implies $|pm| \leq \frac{1}{2} ||px| + |py||$. To prove our claim, we assume equality and will finally reach a contradiction.

Thus we assume $|pm| = \frac{1}{2} ||px| + |py|| = s$.

![Figure 1. The figure visualizes the notation in the proof of Theorem 1.5.](image)

We set

\[
\begin{align*}
    s_n &:= s - t_n, \\
    x_n &:= \gamma_{px}(s_n), \\
    y_n &:= \gamma_{py}(s_n), \\
    m_n &:= \sigma_{s_n}(1), \\
    l_n &:= |x_ny_n|, \\
    l &:= |xy|, \\
    b_n^- &:= |xn|, \\
    a_n^- &:= |ym|, \\
    b_n^+ &:= |xm_n|, \\
    a_n^+ &:= |ym_n|, \\
    \varphi_n &:= |mn|.
\end{align*}
\]

Since $m_n \to m$ we have $\varphi_n \overset{n \to \infty}{\to} 0$.

By a simple triangle inequality, the Ptolemy inequality for $\{p, x_n, m, y_n\}$ and the sum of the Ptolemy inequalities for $\{x_n, x, m, m_n\}$ and $\{m_n, m, y, y_n\}$, we obtain
the inequalities

\[(I)\quad a_n^+ + b_n^+ \geq l,\]

\[(II)\quad a_n^- \tau s_n + b_n^- \rho s_n \geq l_n(s_n + t_n)\] as well as

\[(III)\quad a_n^+ a_n^- + b_n^+ b_n^- \leq \frac{b_n^-}{2} + 2t_n \varphi_n.\]

Now the distance convexity (Lemma 2.1) yields

\[b_n^- \leq \frac{1}{2}(\tau t_n + |x_n y|) \leq \frac{1}{2}(\tau t_n + \rho t_n + l_n) = \frac{1}{2}l_n + t_n\]

and similarly \(a_n^- \leq \frac{1}{2}l_n + t_n.\) These inequalities together with the triangle inequality \(a_n^- + b_n^- \geq l_n\) also yield \(b_n^- \geq \frac{1}{2}l_n - t_n\) as well as \(a_n^- \geq \frac{1}{2}l_n - t_n.\) Hence we obtain

\[|a_n^+ - \frac{l_n}{2}| \leq t_n \quad \text{and} \quad |b_n^- - \frac{l_n}{2}| \leq t_n.\]

In the same way, we deduce \(|a_n^+ - \frac{l_n}{2}| \leq t_n \quad \text{and} \quad |b_n^- - \frac{l_n}{2}| \leq t_n.\)

Thus, passing to appropriate subsequences, we find \(A^-, B^-, A^+, B^+ \in (-2, 2)\) such that

\[a_n^- = \frac{l_n}{2} + \frac{A^-}{\tau} t_n + o(t_n), \quad b_n^- = \frac{l_n}{2} + \frac{B^-}{\rho} t_n + o(t_n),\]

\[a_n^+ = \frac{l_n}{2} + \frac{A^+}{\tau} t_n + o(t_n), \quad b_n^+ = \frac{l_n}{2} + \frac{B^+}{\rho} t_n + o(t_n)\]

and

\[|\frac{A^-}{\tau}|, |\frac{B^-}{\rho}|, |\frac{A^+}{\tau}|, |\frac{B^+}{\rho}| \leq 1.\]

The inequalities \((I), (II)\) and \((III)\) above now yield

\[(I')\quad \frac{A^+}{\tau} + \frac{B^+}{\rho} \geq 0,\]

\[(II')\quad A^- + B^- \geq \frac{l}{s} \quad \text{as well as}\]

\[(III')\quad \frac{A^-}{\tau} + \frac{A^+}{\tau} + \frac{B^-}{\rho} + \frac{B^+}{\rho} \leq 0.\]

But Lemma 2.9, the inequalities \((6),\) inequality \((II'),\) \(|\tau - \rho| = \frac{l}{s} \eta\) and inequality \((5)\) also yield

\[\frac{A^-}{\tau} + \frac{B^-}{\rho} \geq (A^- + B^-) \min \left\{ \frac{1}{\tau}, \frac{1}{\rho} \right\} - \frac{1}{\tau} - \frac{1}{\rho} \min \left\{ |A^-|, |B^-| \right\}
\]

\[\geq \frac{l}{s} \min \left\{ \frac{1}{\tau}, \frac{1}{\rho} \right\} - \frac{\tau - \rho}{\rho \tau} \min \left\{ \tau, \rho \right\}
\]

\[\geq \frac{l}{s} \frac{1}{2} (1 - \eta) > 0,
\]

which contradicts the simultaneous validity of the inequalities \((I')\) and \((III').\)

Finally we have to get rid of the assumption that \(\rho\) and \(\tau\) are close together.

Consider some arbitrary \(p, y_0, y_2\) with \(\eta := \frac{|p y_0| - |p y_2|}{|y_0 y_2|} < 1.\) Consider a geodesic \([0, 2] \to X, t \mapsto y_t\) from \(y_0\) to \(y_2\) parameterized proportionally to arclength. If \(|p y_1| < s_0 = \frac{1}{2}(|p y_0| + |p y_2|),\) we are done. Thus we assume \(|p y_1| = s_0,\) which then implies by Lemma 2.1 that \(t \mapsto |p y_t|\) is affine. As a consequence we see that

\[\frac{|p y_{1-\epsilon} - p y_{1+\epsilon}|}{|y_{1-\epsilon} y_{1+\epsilon}|} = \eta\]
is constant. Thus if we take as a new triple the points \( p, y_{1-t}, y_{1+t} \) for some \( t > 0 \), then the corresponding \( \eta \) is the same as for the original triple. Now we can choose \( t > 0 \) sufficiently small, such that for \( y'_0 := y_{1-t}, y'_2 := y_{1+t} \) and \( \rho's0 = |py'_0|, \tau's0 = |py'_2| \) the estimate \( 5 \) holds (this is possible, since \( \eta \) is fixed and \( \rho', \tau' \) tend to 1 for \( t \to 0 \)). Thus by the above argument, there exists a midpoint \( y'_i \) of \( y'_0 \) and \( y'_2 \) with \( |py'_i| < s_0 \). Clearly \( y'_i \) is also a midpoint of \( y_0 \) and \( y_2 \), and we are done. \( \square \)

3. NORMED VECTOR SPACES

We recall some facts about normed vector spaces which we will use in the sequel.

Let \( (V, \| \cdot \|) \) be a normed vector space. A line in \( V \) is a map \( c : \mathbb{R} \to V \) of the form \( c(t) = a + t b \), where \( b \neq 0 \). A line is always a geodesic; however, if the normball is not strictly convex, there are other geodesics. We call a subset \( C \subset V \) line-convex if for \( x, y \in C \) the segment \( [0, 1] \to V, t \mapsto ty + (1-t)x \) is also contained in \( C \). We use the notion line-convex since it differs from the notion of convexity as defined in Section 2 for normed spaces with nonstrictly (line)-convex normball.

Let \( \gamma \in \text{ISO}(V) \). Then a line \( c : \mathbb{R} \to V \) parameterized by arclength is called an axis of \( \gamma \) if \( \gamma c(t) = c(t + L) \) for some \( L > 0 \). If \( \gamma \) has an axis, then we denote with \( \text{Ax}(\gamma) \subset V \) the set of points, which lie on axes of \( \gamma \). Then \( \text{Ax}(\gamma) \) is a closed, line-convex subset of \( V \). If \( \alpha \in \text{ISO}(X) \) commutes with \( \gamma \), then \( \text{Ax}(\gamma) \) is \( \alpha \)-invariant.

Essential for our argument is the following result of Schoenberg [Sch].

**Theorem 3.1.** A normed vector space \( (V, \| \cdot \|) \) is a Ptolemy space if and only if it is an inner product space.

Using asymptotic cones, it is not difficult to prove

**Lemma 3.2.** If a normed vector space is roughly isometric to a Ptolemy space, then it is a Ptolemy space.

Therefore we obtain

**Corollary 3.3.** If a normed vector space \( (V, \| \cdot \|) \) is roughly isometric to a Ptolemy space, then it is an inner product space.

4. BUSEMANN FUNCTIONS

In this section \( X \) always denotes a geodesic Ptolemy space. Let \( c : [0, \infty) \to X \) be a geodesic ray parameterized by arclength. As usual we define the Busemann function \( b_c(x) = \lim_{t \to \infty} (|xc(t)| - t) \). Since \( b_c \) is the limit of the convex functions \( d_{c(t)} - t \), it is convex.

The following proposition implies that, in a Ptolemy space, rays with sublinear distance to each other define (up to a constant) the same Busemann functions.

**Proposition 4.1.** Let \( X \) be a Ptolemy space, let \( c_1, c_2 : [0, \infty) \to X \) be rays with Busemann functions \( b_i := b_{c_i} \), and assume \( \lim_{t \to \infty} \frac{1}{t}[c_1(t)c_2(t)] = 0 \). Then \( (b_1 - b_2) \) is constant.

**Proof.** Let \( p, q \in X \) and let \( P_i(t) = |pc_i(t)|, Q_i(t) = |qc_i(t)| \). We define \( P'_i(t), Q'_i(t) \), such that \( P_i(t) = t + P'_i(t) \) and \( Q_i(t) = t + Q'_i(t) \). Hence we have \( b_i(p) = \lim_{t \to \infty} P'_i(t) \) and \( b_i(q) = \lim_{t \to \infty} Q'_i(t) \). Since \( X \) is Ptolemy, the three numbers \( P_i(t)Q_2(t), P_2(t)Q_1(t), c_1(t)c_2(t) \) satisfy the triangle inequality. The assumption

\[
\lim_{t \to \infty} \frac{1}{t}[c_1(t)c_2(t)] = 0
\]
now implies
\[ \lim_{t \to \infty} \frac{1}{t} (P_1(t)Q_2(t) - P_2(t)Q_1(t)) = 0 \]
and hence
\[ \lim_{t \to \infty} (P'_1(t) + Q'_2(t) - P'_2(t) - Q'_1(t)) = 0. \]
The last limit implies \((b_1 - b_2)(p) = (b_1 - b_2)(q)\).

Now let \(c : [0, \infty) \to X\) be a geodesic line parameterized by arclength. Let \(c^\pm : [0, \infty) \to X\) be the rays \(c^+(t) = c(t)\) and \(c^-(t) = c(-t)\). Further let \(b^\pm := b_{c^\pm}\).

The following follows easily.

**Lemma 4.2.** \((b^+ + b^-) \geq 0\) and \((b^+ - b^-) = 0\) on the line \(c\).

We now consider these Busemann functions for lines with sublinear distance.

**Proposition 4.3.** Let \(c_1, c_2 : \mathbb{R} \to X\) be lines with \(\lim_{t \to \infty} \frac{1}{t} |c_1(t)c_2(t)| = 0\) and \(\lim_{t \to \infty} \frac{1}{t} |c_1(-t)c_2(-t)| = 0\). Then \((b^+_1 + b^+_1) (b^-_2 + b^-_2)\).

**Proof.** By Proposition [4.1] we have that \((b^+_1 - b^+_1)\) and \((b^-_2 - b^-_2)\) are constant, which implies that \((b^+_1 + b^-_2) = a\) for some constant \(a\). We show that \(a = 0\). If \(p_1 \in c_1(\mathbb{R})\), then by Lemma [4.2] \((b^+_1 + b^-_1)(p_1) = 0\) and \((b^+_2 + b^-_2)(p_1) \geq 0\). Thus \(a \leq 0\). If \(p_2 \in c_2(\mathbb{R})\), then \((b^+_2 + b^-_2)(p_2) = 0\) and \((b^+_1 + b^-_1)(p_2) \geq 0\). Thus \(a \geq 0\). \(\Box\)

5. Groups operating on \(X\)

In this section \(X\) always denotes a geodesic Ptolemy metric space. Let \(\Gamma \subset \text{ISO}(X)\) be a subgroup of the isometry group operating properly and cocompactly on \(X\). As already stated in the introduction, this implies that \(X\) is proper and in particular complete. An element \(\gamma \in \Gamma\) is a torsion element if \(\gamma^m = \text{id}\) for some \(m \geq 1\). To an element \(\gamma \in \Gamma\) we associate the displacement function \(d_\gamma(x) := |x\gamma x|\). A geodesic line is called an axis of an element \(\gamma\) if there exists some \(L \in \mathbb{R}\) such that \(\gamma c(t) = c(t + L)\) for all \(t \in \mathbb{R}\). We always parameterize lines by arclength. By \(\text{Ax}(\gamma) := \{x \in X | x \gamma \text{ lies on an axis of } \gamma\}\) we denote the union of all axes of \(\gamma\).

**Lemma 5.1.** (1) \(d_\gamma\) assumes the minimum \(\min d_\gamma \geq 0\).

(2) \(\min d_\gamma = 0\) if and only if \(\gamma\) is a torsion element.

(3) If \(\gamma\) is not torsion, then \(\text{Ax}(\gamma) = \{x \in X | d_\gamma(x) \text{ is minimal}\}\).

(4) If \(c_1, c_2\) are axes of \(\gamma\), then \(|c_1(t)c_2(t)|\) is bounded.

(5) If \(\alpha\) commutes with \(\gamma\) and \(c\) is an axis of \(\gamma\), then also \(\alpha c\) is an axis of \(\gamma\).

**Proof.** (1) is standard. See e.g. the proof of Lemma 2.1 in [CS].

(2) If \(\min d_\gamma = 0\), then \(\gamma\) has a fixed point. Since \(\Gamma\) operates properly, \(\gamma\) is a torsion element. If \(\gamma\) is torsion, then, for given \(x \in X\), the orbit \(K = \{\gamma^m(x) | m \in \mathbb{Z}\}\) is a \(\gamma\)-invariant compact set. By Corollary [4.3] there exists a unique \(p \in X\) such that \(K \subset B_r(p)\), where \(r\) is minimal. Then \(p\) is fixed by \(\gamma\); hence \(\min d_\gamma = 0\).

(3) Let \(\gamma\) be a nontorsion element. Let \(L = \min d_\gamma > 0\) be the minimum of the displacement function. Let \(x \in X\) with \(d_\gamma(x) = L\). Let \(c : \mathbb{R} \to X\) be the piecewise geodesic with \(c(nL) = \gamma^n(x)\). Note that \(c((\frac{2n+1}{2})L) = m(\gamma^n(x), \gamma^{n+1}(x))\) and hence \(\gamma(c((\frac{2n+1}{2})L)) = c((\frac{2n+1}{2})L))\). Thus
\[ d_\gamma(c((\frac{2n+1}{2})L)) \leq |c(\frac{2n-1}{2}L)c(nL)| + |c(nL)c(\frac{2n+1}{2}L)| = L. \]
Lemma 5.2. (1) If \( x,z \in L \) we have equality, which implies that \( c([\frac{2x+1}{2}L, \frac{2x+1}{2}L]) \) is minimizing. Thus since \( c([mL, (x+1)L]) \) is also minimizing, \( c \) is locally minimizing and hence a geodesic by Lemma 2.2. Thus \( c \) is an axis of \( \gamma \).

Assume now that \( c : \mathbb{R} \to X \) is an axis with \( \gamma c(t) = c(t + L) \), \( L > 0 \). We show that \( L = \min d_\gamma \). Therefore let \( x \in X \) and let \( a = d(x, c(0)) \). By the triangle inequality,

\[
mL = |c(0)\gamma^m c(0)| \leq |c(0)x| + |x\gamma^m x| + |\gamma^m x \gamma^m c(0)| \leq a + m d_\gamma(x) + a.
\]

Hence \( mL \leq 2a + m d_\gamma(x) \) for all \( m \), which implies \( d_\gamma(x) \geq L \).

(4) Since \( c_1, c_2 \) are axes parameterized by arclength, we have \( |c_1(t+L)c_2(t+L)| = |c_1(t)c_2(t)| \).

(5) If \( \alpha \) commutes with \( \gamma \) and \( \gamma c(t) = c(t + L) \), then \( \gamma(\alpha c(t)) = \alpha(\gamma c(t)) = \alpha(c(t)) \) is also an axis of \( \gamma \).

Now let \( \gamma \) be a nontorsion element of \( \Gamma \). We define \( b_\gamma = b_\epsilon \), where \( c \) is an axis of \( \gamma \). Since two axes have bounded distance, \( b_\gamma \) is well defined up to a constant by Proposition 1.3. More generally we define \( b_\gamma^\pm = b_\epsilon^\pm \) and \( B_\gamma = b_\gamma^+ + b_\gamma^- \). Note that \( B_\gamma \) is well defined and does not depend on the choice of an axis by Proposition 1.1.

Lemma 5.2. (1) If \( \alpha \) commutes with \( \gamma \), then \( b_\gamma(\alpha(x)) - b_\gamma(x) \) is constant (in \( x \)).

(2) \( b_\gamma(\gamma(x)) - b_\gamma(x) = \min d_\gamma \).

(3) \( B_\gamma = 0 \) on all axes of \( \gamma \).

(4) \( B_{\gamma^{-1}} = B_\gamma \) and \( B_\gamma(\alpha(x)) = B_{\alpha^{-1}\gamma\alpha}(x) \) for all \( \alpha \in \Gamma \).

Proof. (1) If \( \alpha \) commutes with \( \gamma \) and \( c : \mathbb{R} \to X \) is an axis of \( \gamma \), then \( \alpha^{-1} \circ c \) is also an axis of \( \gamma \) and hence in bounded distance to \( c \). Thus \( b_{\gamma^{-1}\alpha} \) and \( b_\gamma \) differ by a constant by Proposition 1.1. Since \( b_\gamma(\alpha x) = b_{\gamma^{-1}\alpha}(x) \) we obtain the result.

(2) Because of (1) we need to compute the equality only for \( x = c(0) \), where \( c \) is an axis of \( \gamma \). Since \( \gamma c(0) = c(L) \) with \( L = \min d_\gamma \) we are done.

(3) is merely a reformulation of Lemma 1.2.

(4) follows from an easy computation. \( \square \)

Now the proof of Theorem 1.3 follows from the arguments in Section III of [CS]. The essential tool for the proof in that paper was Corollary 2.6, which corresponds exactly to our Lemma 5.2. One can easily check that the proof in the cited paper transfers word by word to the present situation.

6. AFFINE FUNCTIONS

Let \( X \) be a geodesic metric space. Recall that for \( x, y \in X \) we denote by \( m(x,y) = \{ z \in X | d(x,z) = d(z,y) = \frac{1}{2}d(x,y) \} \) the set of midpoints of \( x \) and \( y \). A map \( f : X \to Y \) between two geodesic metric spaces is called affine if for all \( x, y \in X \) we have \( f(m(x,y)) \subset m(f(x), f(y)) \). Thus a map is affine if and only if it maps geodesics parameterized proportionally to arclength into geodesics parameterized proportionally to arclength. An affine map \( f : X \to \mathbb{R} \) is called an affine function. Note that this definition coincides with the definition given in Section 2. For \( X \) and \( Y \) line convex subsets of linear spaces, call \( f : X \to Y \) line affine if for any \( x, z \in X \), \( f(\frac{1}{2}x + \frac{1}{2}z) = \frac{1}{2}f(x) + \frac{1}{2}f(z) \). Notice that an affine function which takes line segments to line segments is line affine.

Given a geodesic metric space \( X \), we set \( \mathcal{A}'(X) := \{ f : X \to \mathbb{R} | f \text{ affine and Lipschitz} \} \).
\( \mathcal{A}'(X) \) is a Banach space, where \( \| f \| \) is the optimal Lipschitz constant. We set
\[ \mathcal{A}(X) := \mathcal{A}'(X)/\sim, \text{ where } f \sim g \text{ if } (f - g) \text{ is constant.} \]
By \([f]\) we denote the equivalence class of \( f \). Then also \( \mathcal{A}(X) \) is a Banach space, where \( \|[f]\| = \|f\| \).

The group \( \text{ISO}(X) \) acts on \( \mathcal{A}'(X) \) (and \( \mathcal{A}(X) \)) by linear isometries via \( \gamma(f)(x) = f(\gamma^{-1}(x)) \) (resp. \( \gamma([f]) = [\gamma(f)] \)). Let \( \mathcal{A}^*(X) \) be the Banach dual space of \( \mathcal{A}(X) \) with the norm
\[ \| \rho \| = \sup_{[f] \in \mathcal{A}(X)} \frac{|\rho([f])|}{\|f\|}. \]

Also \( \text{ISO}(X) \) operates linearly on \( \mathcal{A}^* \) by isometries via \( \gamma(\rho)([f]) = \rho(\gamma^{-1}([f])) \).

For \( x, y \in X \) let \( E(x, y) \in \mathcal{A}^*(X) \) be the evaluation map \( E(x, y)([f]) = f(x) - f(y) \).
It follows directly from the definitions that \( \|E(x, y)\| \leq |xy| \).

For a given basepoint \( o \in X \) consider the subset \( \mathcal{E}_o = \{ E(x, o) | x \in X \} \subset \mathcal{A}^* \)
and the map
\[ A_o : X \to \mathcal{E}_o, \quad x \mapsto E(x, o). \]
If \( x, y \in X \) and \( z \in m(x, y) \), then for all \([f] \in \mathcal{A}\) we have
\[ E(z, o)[f] = f(z) - f(o) = \frac{1}{2}(f(x) + f(y)) - f(o) = \frac{1}{2}E(x, o) + \frac{1}{2}E(y, o)[f]. \]

Thus \( A_o \) is affine and maps the geodesics in \( X \) to lines in \( \mathcal{E}_o \subset \mathcal{A}^* \). In particular \( \mathcal{E}_o \) is a line-convex subset of \( \mathcal{A}^* \).

Since \( \|E(x, o) - E(y, o)\| = \|E(x, y)\| \leq |xy| \) we see that \( A_o \) is 1-Lipschitz.

We consider the map \( a_o : \text{ISO}(X) \to \text{ISO}(\mathcal{E}_o) \) given by \( a_o(\gamma)(E(x, o)) := E(\gamma x, o) \).
Indeed \( a_0(\gamma) \) is an affine isometric operation, since
\[ \|E(\gamma x, o) - E(\gamma y, o)\| = \|E(\gamma x, \gamma y)\| = \|E(x, y)\| = \|E(x, o) - E(y, o)\|. \]

With respect to this affine operation the map \( A_o \) is \( \text{ISO}(X) \)-equivariant, i.e. \( A_o(\gamma x) = a_o(\gamma)A_o(x) \).
The isometries \( a_o(\gamma) \) map lines in \( \mathcal{E}_o \) to lines in \( \mathcal{E}_o \), so \( a_o(\gamma) \) is line affine.
We remark that this affine action of \( \text{ISO}(X) \) on \( \mathcal{E}_o \) is not the restriction of the linear action of \( \text{ISO}(X) \) on \( \mathcal{A}'(X) \) to the subset \( \mathcal{E}_o \).

We also notice that if \( U \) is a line convex subset of \( \mathcal{E}_o \), then \( A_o^{-1}(U) \) is convex.
We recollect all this information in the following.

**Lemma 6.1.** If \( X \) is a geodesic metric space, then the map \( A_o : X \to \mathcal{E}_o \) is a surjective, affine, 1-Lipschitz and \( \text{ISO}(X) \)-equivariant map of \( X \) onto the line-convex subset \( \mathcal{E}_o \subset \mathcal{A}^* \).

**Definition 6.2.** We say that **affine functions separate points** on \( X \) if for different \( x, y \in X \) there exists \( f \in \mathcal{A}'(X) \) with \( f(x) \neq f(y) \).

Note that affine functions separate points if and only if the map \( A_o \) is injective.
In this case we have the following strong result of Hitzelberger and Lytchak [HL].

**Theorem 6.3.** If affine functions separate points, then \( A_o : X \to \mathcal{E}_o \) is an isometry.
A group $\Gamma$ is crystallographic if and only if $\Gamma$ has a normal, free abelian subgroup $\Gamma^*$ of finite rank and finite index in $\Gamma$ which is maximal abelian in $\Gamma$. In that case, $\Gamma^*$ is unique.

Note that $\Gamma^* \simeq \mathbb{Z}^n$, since $\Gamma^*$ is free of finite rank. Since $\Gamma^*$ has finite index, $\Gamma^*$ also operates cocompactly on $X$. Let $\alpha \in \Gamma^* \setminus \text{id}$, let $c$ be an axis of $\alpha$ and let $b^\pm_\alpha = b^\pm_c$ be the corresponding Busemann functions. It follows from Lemma 5.2 that the function $B_\alpha = b^+_\alpha + b^-_\alpha$ is $\Gamma^*$ invariant. Since $\Gamma^*$ acts cocompactly the function $B_\alpha$ is bounded.

**Proof of Theorem 1.2.** We now assume in addition that $X$ is a manifold. Thus by Corollary 2.8 all geodesics in $X$ can be extended. Thus the bounded convex functions $B_\alpha$ are constant for all $\alpha \in \Gamma^* \setminus \text{id}$. Since $B_\alpha(x) = 0$ for a point on an axis of $\alpha$, we have that $B_\alpha = 0$ on $X$. Thus $B_\alpha = b^+_\alpha + b^-_\alpha$ is in particular affine, and since the $b^\pm_\alpha$ are convex, the functions $b^\pm_\alpha$ are actually affine.

Since $A_\alpha$ maps geodesics in $X$ to lines in $\mathcal{E}_\alpha$, and since all geodesics are extendable, the image $\mathcal{E}_\alpha$ is an affine subspace of $\mathcal{A}^*$. We will use the following fact which follows immediately from the cocompactness of $\Gamma^*$: there exists a constant $C_1 > 0$ such that for all $p, q \in X$ there exists $\alpha \in \Gamma^*$ with $|\alpha p(q)| \leq C_1$.

We now show that the affine functions separate points. Therefore let $x, y \in X$ with $x \neq y$. We first assume that $|xy| > 6C_1$. Then there exists $\alpha \in \Gamma^* \setminus \text{id}$ such that $|\alpha x(0)| = C_1$. There also exists an axis $c : \mathbb{R} \to X$ of $\alpha$ such that $|xc(0)| \leq C_1$ (this follows since for any axis $c'$ of $\alpha$ and any $\gamma \in \Gamma^*$, also $\gamma \circ c'$ is an axis of $\alpha$). Consider now the affine function $b_\alpha$. Since $b_\alpha$ is 1-Lipschitz, we have $|b_\alpha(x) - b_\alpha(c(0))| \leq C_1$, $|b_\alpha(\alpha c(0)) - b_\alpha(\alpha x)| \leq C_1$, $|b_\alpha(\alpha c(0)) - b_\alpha(c(0))| = |c(0)| \leq C_1$, and $|b_\alpha(\alpha c(0)) - b_\alpha(c(0))| - 3C_1 \geq |xy| - 6C_1 > 0$, which shows that $x, y$ are separated by $b_\alpha$.

Now let $x, y \in X$ be arbitrary with $x \neq y$. Let $c : \mathbb{R} \to X$ be the unit speed geodesic with $c(0) = x$ and $c(t) = y$ for $t = |xy|$. Let $s > 6C_1$ and $y' = c(s)$. By the above argument there exists an affine function $f$ with $f(x) \neq f(y')$. Thus the affine function $f \circ c$ is not constant, and hence $f(x) \neq f(y)$.

Since affine functions separate points, the map $A_\alpha : X \to \mathcal{E}_\alpha$ is an isometry by the Hitzelberger-Lytchak Theorem. Thus $\mathcal{E}_\alpha$ is an affine subspace of the normed vector space $\mathcal{A}^*$ which is in addition a Ptolemy space. By Schoenberg’s result it is an inner product space and hence isometric to the standard $\mathbb{R}^n$, where $n = \dim X$. □

We now turn to the proof of Theorem 1.1. We assume that a crystallographic group operates properly and cocompactly on the geodesic Ptolemy space $X$.

Let $X' \subset X$ be a nonempty, closed, convex and $\Gamma$-invariant subset, which is minimal with respect to these properties. Since $\Gamma$ operates cocompactly on $X$, it is easy to show that such a minimal set $X'$ exists. Namely, consider an arbitrary chain $\{A_j\}_{j \in J}$ of such sets. Then this chain is bounded by the nonempty, closed, convex and $\Gamma$-invariant set $\bigcap A_j$. In order to see that this set is nonempty, just take a compact, fundamental region $K$ of $\Gamma$ and consider the intersections $A_j \cap K$, $j \in J$. Since $K$ is a compact fundamental region, and the $A_j$ are $\Gamma$-invariant, it follows that $\bigcap A_j \neq \emptyset$. Now the existence of a minimal set $X'$ follows from Zorn’s Lemma.
By Corollary 2.5 there exists a continuous projection \( \pi : X \to X' \). This projection is \( \Gamma \)-equivariant and since \( \Gamma \) operates cocompactly on \( X \) as well as on \( X' \), there exists a constant \( C \geq 0 \) such that \( |x \pi(x)| \leq C \) for all \( x \in X \) and hence \( \pi \) is a rough isometry. Thus we have to prove the theorem only for \( X' \). Thus we can suppose that \( X \) satisfies the following additional

**Assumption.** If \( W \subset X \) is a nonempty closed convex and \( \Gamma \)-invariant subset, then \( W = X \).

**Lemma 7.1.** For all \( x \in X \) and for all \( \alpha \in \Gamma^* \setminus \text{id} \) we have

1. \( B_\alpha(x) = 0 \) and hence the functions \( b_\alpha^\pm \) are affine,
2. \( A_\alpha(x) \in A_\alpha(a_\alpha(\alpha)) \).

**Proof.** Let \( W \subset X \) be the subset of all \( x \in X \) such that (1) and (2) hold for all \( \alpha \in \Gamma^* \setminus \text{id} \). We have to show that \( W = X \).

Since \( B_\alpha \) is a continuous convex function, the condition (1) is closed and convex. Since the action of \( \text{ISO}(X) \) on \( \mathcal{E}_\alpha \) is line-convex, \( A_\alpha(a_\alpha(\alpha)) \) is line-convex and of course closed. Thus \( A_\alpha^{-1}(A_\alpha(a_\alpha(\alpha))) \) is a closed convex subset of \( X \).

Since \( \Gamma^* \) is a normal subgroup of \( \Gamma \), (1) and (2) describe a \( \Gamma \)-invariant condition. Thus \( W \) is closed convex and \( \Gamma \)-invariant.

We now show that \( W \) is not empty. To prove this, let \( W' \subset X \) be a nonempty, closed, convex and \( \Gamma^* \)-invariant subset, which is minimal with these properties. Since \( \Gamma^* \) operates (as a finite index subgroup of \( \Gamma \)) cocompactly on \( X \), it follows as above that such a minimal set \( W' \) exists. We show that \( W' \subset W \) and hence \( W \) is not empty. Let \( \alpha \in \Gamma^* \setminus \text{id} \). Since \( \Gamma^* \) is abelian, the convex function \( B_\alpha \) is \( \Gamma^* \)-invariant and hence \( \{ B_\alpha = 0 \} \) is closed, convex and \( \Gamma^* \)-invariant.

Now the function \( d_\alpha \) assumes a minimum on the subset \( W' \); hence there exists an axis \( c : \mathbb{R} \to W' \) of \( \alpha \).

Thus it follows from Lemma 5.2 (3) that \( W' \cap \{ B_\alpha = 0 \} \neq \emptyset \). This shows that \( W' \subset \{ B_\alpha = 0 \} \), since \( W' \) was assumed to be minimal and \( \{ B_\alpha = 0 \} \) is closed, convex and \( \Gamma^* \)-invariant.

Recall that \( A_\alpha \) maps geodesics to lines or to a point. We show that \( A_\alpha \circ c(t) = E(c(t), o) \) is actually a complete line. Since \( B_\alpha \) is constant and hence affine, also the functions \( b_\alpha^\pm \) are affine. Since \( b_\alpha^\pm \) are not constant on \( c(t) \), the map \( t \mapsto E(c(t), o) \) is also not constant. It follows that \( A_\alpha \circ c \) is a complete line which is \( a_\alpha(\alpha) \)-invariant and hence an axis of \( a_\alpha(\alpha) \). Since \( \Gamma^* \) is abelian, the set \( C := A_\alpha(a_\alpha(\alpha)) \subset \mathcal{E}_\alpha \) is closed, line-convex and \( a_\alpha(\Gamma^*) \)-invariant. Hence \( A_\alpha^{-1}(C) \) is closed, convex and \( \Gamma^* \)-invariant. By minimality \( W' \subset A_\alpha^{-1}(C) \), which implies that for \( x \in W' \), we have \( A_\alpha(x) \in A_\alpha(a_\alpha(\alpha)) \). Thus we have shown that \( W' \subset W \) and hence \( W \neq \emptyset \). By the additional assumption, \( W = X \).

**Lemma 7.2.** The map \( A_\alpha : x \mapsto E(x, o) \) is a rough isometry.

**Proof.** We know already that \( A_\alpha \) is 1-Lipschitz.

We use arguments which are very similar to the arguments in the proof of Theorem 1.2. Again \( \Gamma^* \) operates cocompactly on \( X \), and hence there exists \( C_1 > 0 \) such that for all \( p, q \in X \) there exists \( \alpha \in \Gamma^* \) with \( |p\alpha(q)| \leq C_1 \).

Now let \( x, y \in X \) with \(|xy| > 6C_1\), and choose \( \alpha \in \Gamma^* \) exactly as in the proof of Theorem 1.2.
Then
\[ \|E(x, o) - E(y, o)\| = \|E(x, y)\| \geq \|E(x, y)(\alpha)\| = |b_\alpha(x) - b_\alpha(y)| \geq |xy| - 6C_1, \]
where the arguments are exactly as above. The claim follows. \qed

**Lemma 7.3.** \( \mathcal{E}_o \) is an affine subspace of \( \mathcal{A}^* \) with \( \dim(\mathcal{E}_o) = \text{rank}(\Gamma^*) \).

**Proof.** By the above lemma all \( a_\alpha(\alpha) \), \( \alpha \in \Gamma^* \setminus \text{id} \) operate as translations on the set \( \mathcal{E}_o \). Thus the line-convex hull of \( a_\alpha(\Gamma^*)E(x,o) \) is an affine subspace \( H_x \subset \mathcal{E}_o \) of dimension equal to \( \text{rank}(\Gamma^*) \) for all \( x \in X \). Note that all \( H_x \) are parallel to each other. Since \( \Gamma^* \) is a finite index normal subgroup of \( \Gamma \), there are finitely many points \( x_0, \ldots, x_k \in X \) such that \( \Gamma \) leaves the set \( H_{x_0}, \ldots, H_{x_k} \) invariant. The line-convex hull of these subspaces defines a finite dimensional affine subspace \( V \) of \( \mathcal{A}^* \), and the group \( a_\alpha(\Gamma) \) leaves this space invariant and operates affinely on \( V \), i.e. maps lines to lines. Since \( a_\alpha(\Gamma) \) also maps parallels of \( H_x \) to parallels of \( H_y \), \( a_\alpha(\Gamma) \) also operates affinely on the quotient space \( V/H_{x_0} \), and has on that space a finite orbit \( [x_0], \ldots, [x_k] \). Therefore this operation has a fixed point \( [v] \) which is contained in the line-convex hull of \( [x_0], \ldots, [x_k] \). This implies that there exists an affine subspace \( H \) parallel to \( H_{x_0} \), which is \( a_\alpha(\Gamma)-\text{invariant} \) and which is contained in the line-convex hull of \( H_{x_0}, \ldots, H_{x_k} \). Thus \( H \) is in the image of \( A_o \).

Let \( W = A_o^{-1}(H) \). Then \( W \subset X \) is a nonempty convex \( \Gamma \)-invariant subset, and hence \( W = X \) by our additional assumption. It follows that for all \( x \in X \), \( H_x \subset H \) and by dimension reasons \( H_x = H \). It follows that \( \mathcal{E}_o = H \), which proves the lemma. \qed

Thus we see that \( A_o : X \to \mathcal{E}_o \) is a \( \Gamma \)-equivariant rough isometry. By Lemma 7.3 \( \mathcal{E}_o \) is a normed vector space which is roughly isometric to the Ptolemy space \( X \). By the Corollary 8.3 to Schoenberg’s result, we see that \( \mathcal{E}_o \) is an inner product space and hence we obtain Theorem 1.1.

Finally we prove Corollary 1.3.

Let \( \Gamma \) be a virtual polycyclic group. Let \( \Pi \subset \Gamma \) be a polycyclic subgroup of finite index. By a theorem of Hirsch (see e.g. [R], p. 139), \( \Pi \) contains a torsion-free solvable subgroup \( \Sigma \) of finite index. Then also \( \Sigma \) operates cocompactly on \( X \) and by Theorem 1.3 all abelian subgroups of \( \Sigma \) are straight. Note further that all abelian subgroups of \( \Sigma \) are finitely generated, since \( \Pi \) is polycyclic. Now a torsion-free solvable group such that all abelian subgroups are finitely generated and straight is a crystallographic group by [CS], Lemma 4.3. Thus \( \Sigma \) and hence also \( \Gamma \) contains a free abelian subgroup \( \Sigma^* \) of finite index and finite rank. It follows that \( \Gamma \) also has a normal free abelian subgroup \( \Gamma^* \) of finite index and finite rank. But this fact is the only property of \( \Gamma \) which we needed in the proof of Theorems 1.1 and 1.2.

At the end we pose an

**Open question.** Let \( \Gamma \) be a crystallographic group operating properly and cocompactly on a geodesic Ptolemy space \( X \). Does there exist a totally geodesic flat Euclidean subspace \( F \subset X \) which is \( \Gamma \)-invariant?
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