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Abstract

Estimating long-term causal effects based on short-term surrogates is a significant but challenging problem in many real-world applications such as marketing and medicine. Most existing methods estimate causal effects in an idealistic and simplistic manner - disregarding unobserved surrogates and treating all short-term outcomes as surrogates. However, such methods are not well-suited to real-world scenarios where the partially observed surrogates are mixed with the proxies of unobserved surrogates among short-term outcomes. To address this issue, we develop our flexible method called LASER to estimate long-term causal effects in a more realistic situation where the surrogates are either observed or have observed proxies. In LASER, we employ an identifiable variational autoencoder to learn the latent surrogate representation by using all the surrogate candidates without the need to distinguish observed surrogates or proxies of unobserved surrogates. With the learned representation, we further devise a theoretically guaranteed and unbiased estimation of long-term causal effects. Extensive experimental results on the real-world and semi-synthetic datasets demonstrate the effectiveness of our proposed method.
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1. Introduction

Estimating long-term causal effects is an important but challenging problem in many fields, from marketing (e.g., long-term revenue affected by high/low quality of advertising [1]), to medicine (e.g., taking years of follow-up to fully reveal mortality in acquired immunodeficiency syndrome drug clinical trials [2]). A key challenge in estimating long-term causal effects is the expense of conducting a long-time experiment to obtain a long-term outcome. Existing methods [3, 4, 5, 6] try to solve this problem by conducting short-time experiments and utilizing short-term outcomes as *surrogates* to estimate the long-time outcomes, which is much cheaper and more feasible, as shown in Figure 1 and Example 1.1.

![Figure 1: Example graph of long-term causal effects estimation task on a ride-hailing platform, corresponding to Example 1.1. Our goal is to estimate long-term causal effects using short-term experimental data and long-term observational data.](image)

**Example 1.1.** *In the example illustrated in Figure 1, to increase customer loyalty and revenue in the next quarter of 2023, a ride-hailing platform needs to evaluate long-term campaign strategies such as a 90-day taxi promotion or...*
advertising strategy. There are two ways to estimate the long-term effects of the promotion on revenue. One way is to conduct a 90-day random control experiment, and another way is to conduct an only-14-days experiment and to collect historical 90-day data available on the platform in the previous year. Comparing the two ways, the first will result in unaffordable marketing costs, while the second is considerably more feasible and acceptable to the ride-hailing platform.

Existing methods try to estimate long-term causal effects of treatment by utilizing surrogates, e.g., predicting the 90-day revenue increase of a promotion strategy by using users’ first 14-day usage frequency in Example 1.1. Athey et al. [5] propose Surrogate Index (SInd), a long-term outcome predictor given surrogates and covariates to estimate long-term causal effects based on the surrogacy assumption. Kallus et al. [7] propose an estimator based on flexible machine learning methods to estimate nuisance parameters. Cheng et al. [6] concentrate on time-dependent surrogates and employ an Recurrent Neural Network (RNN) with double heads to capture nonlinearity between surrogates and long-term outcomes. By utilizing the surrogates’ information related to the long-term outcome in observational data, these methods propose different types of estimators for long-term causal effects.

Figure 2: Causal graphs in the long-term setting. The directed edges represent causal relationships. The gray nodes represent observed variables and the white nodes represent latent variables in which $x$ are the covariates, $t$ is the treatment, and $y$ is the long-term outcome. In Figure 2(a) $s$ is the valid surrogate. In Figure 2(b) $s_l$ is the latent surrogates, $s_o$ is the observed surrogates, and $p$ is the observed proxies of latent surrogates. Figure 2(c) corresponds to Figure 2(b) and serves as an example graph.
In many real-world scenarios, however, without considering unobserved surrogates and by treating all short-term outcomes as surrogates, existing methods estimate long-term effects in an idealistic and simplistic way like Figure 2(a). As shown in Example 1.1 and Figures 2(b), 2(c), in estimating the long-term effects of a promotion $t$ on the revenue $y$ on the ride-hailing platform, there exist unobserved surrogates $s_l$ (e.g., user habituation directly caused by the promotion) and lots of observed short-term variables, including the observed surrogates $s_o$ (e.g., regional empty taxi rate directly caused by the promotion) and noisy proxies $p$ of unobserved surrogates $s_l$ (e.g., users’ behaviors and users’ cost of calling taxis caused by user habituation). The long-term revenue $y$ heavily relies only on the $s_o$ and $s_l$, but the $s_l$ can not be observed and the $s_o$ are indistinguishable from $p$ in multiple short-term outcomes. To work around this problem, existing works pose strong assumptions on the short-term outcomes $s_o$ and $p$ by excluding $s_l$ to obtain unbiased long-term outcome $y$, which is often impractical in real-world scenarios.

To tackle the challenges of unobserved surrogates and indistinguishable observed short-term outcomes ($s_o$ and $p$), we propose our method to identify long-term causal effects using LAnt SurrogatE Representation learning (LASER in short). Our method does not require accessing all valid surrogates nor distinguishing the observed surrogates from short-term outcomes. The generalized causal model is given in Figure 2(b). In detail, we aim to learn the predictive surrogate representation based on an identifiable variational auto-encoder (iVAE). Given the learned representation, the long-term causal effects can be directly estimated by classic methods, e.g., the Inverse Probability Weighting (IPW) method. We also extend our work to two special cases - we observe all valid surrogates and we only observe proxies. In summary, our contributions are as follows:

- We propose our method LASER to overcome the challenge of estimating long-term causal effects in the case that the valid surrogates are partially or even completely unobserved but noisy proxies of latent surrogates can be observed.

- Without the need to distinguish the observed surrogates and proxies of latent surrogates from short-term outcomes, we learn the surrogate representation in a unified way and provide the theoretically guaranteed identification of long-term causal effects.
• We provide extensive experimental results on both real-world datasets and semi-synthetic datasets which demonstrate the effectiveness of our proposed method.

2. Related Works

Related to Traditional Causal Inference: The traditional causal inference has been studied mainly in two languages: the graphical models [8] and the potential outcome framework [9]. The most related method is the propensity score method in the potential outcome framework, e.g., IPW method [10, 11]. Moreover, several neural networks-based works [12, 13, 14, 15, 16, 17] have been proposed, which mainly aim to learn a balanced representation or recover disentangled latent confounders. Different from these works above, we focus on the long-term setting and learn the latent surrogate representation instead of balanced representation or confounders.

Related to Surrogates: For many years, many works are interested in what is a valid surrogate that can reliably predict the long-term causal effects on treatment. Prentice criteria [3] is the first criteria proposing statistical surrogate condition that only requires the treatment and long-term outcome are independent conditioning on the surrogate. Based on the principal stratification framework, principal criteria [4] additionally consider the property of causal necessity, i.e., the absence of the causal effects on the surrogate indicates the absence of causal effects on the long-term outcome. Based on the language of graphical models, strong surrogate criteria [18] argue that a surrogate is valid for the effect of a treatment on the long-term outcome if and only if treatment is an instrument for the effects of the surrogates on long-term outcome. Causal effect predictiveness (CEP) [19] was introduced to evaluate a principal surrogate. However, the surrogate paradox still exists when these criteria hold, which means the treatment has a positive effect on surrogates but a negative effect on the long-term outcome. Consistent surrogate and several variants [20, 21, 22] propose various conditions for testing a valid surrogate to avoid surrogate paradox.

Moreover, many works have been proposed to estimate long-term causal effects based on surrogates. SInd [5] combines multiple surrogates to robustly estimate long-term causal effects. Cheng et al. [6] propose the Long-Term Effect Estimation method (LTEE) by adapting an RNN with double heads to learn the time-dependent link between time-dependent surrogates and the long-term outcome. Kallus et al. [7] propose Efficient Estimation for...
Treatment Effects (EETE) and analyze the benefit of surrogates in estimating causal effects and applies a nuisance estimator to long-term causal effects estimation. Some works \cite{23, 24} also focus on the latent confounder problem in the long-term setting and propose causal effects estimators without the unconfoundedness assumption. Different from these works above, we consider the observed short-term outcomes including observed surrogates and the proxies of latent surrogates, and in this case, these surrogate criteria do not hold, including traditional surrogacy assumption.

**Related to Variational Auto-encoders:** Our work is also related to the variational auto-encoders (VAE) \cite{25, 26}. The VAE attempts to approximate an intractable posterior inference in the presence of latent variables. Its variants include $\beta$-VAE \cite{27}, Hilbert-Schmidt information criterion-constrained VAE \cite{28}, $\sigma$-VAE \cite{29}, coupled conditional VAE \cite{30} and so on. However, these variants do not guarantee the identifiability of latent variables. A recent variant, called identifiable VAE (iVAE) \cite{31}, approximates the posterior with additional supervised information to ensure recovery of the true latent variables. Recently, Yao et.al \cite{32} borrow the idea of iVAE and propose the latent temporally causal processes estimation method for modeling causal latent processes. In this paper, our method absorbs the core of iVAE, which not only learns the latent surrogate representation to guarantee the unbiased causal effects estimation but also provides the identification.

### 3. Problem Definition

Let $x \in \mathbb{R}^d$ be the covariates (also known as pre-treatment features or confounders). Let $t \in \{0, 1\}$ denote a binary treatment, where $t = 1$ indicates a unit receives the treatment (treated) and $t = 0$ indicates a unit receives no treatment (control). Let $s_l \in \mathbb{R}^a$ denote latent surrogates and $s_o \in \mathbb{R}^b$ denote the observed surrogates, with the entire set of valid surrogates represented by concatenating $s = [s_o, s_l] \in \mathbb{R}^n$ where $n = a + b$. Let $p \in \mathbb{R}^c$ denote the proxies of latent surrogates, and for simplicity, we also denote the observed short-term outcomes as the mixture of observed surrogates and proxies of latent surrogates $m = [s_o, p] \in \mathbb{R}^{b+c}$. Let $y \in \mathbb{R}$ be the long-term outcome. Let $y(1)$ and $y(0)$ denote the potential outcome under the treatment group and control group, respectively. Note that we can only observe one of the potential outcomes, and then $y = t \cdot y(1) + (1 - t) \cdot y(0)$.

In this paper, given a set of historical data (observational data) $D_{obs} = \{(x, t, m, y)\}$, our goal is to estimate the average treatment effects (ATE) on
the target population, i.e., experimental data, \( D_{exp} = \{ x, t, m \} \) as follows:

\[
ATE = \tau_{exp} = \mathbb{E}[y|do(t = 1)] - \mathbb{E}[y|do(t = 0)],
\]

where \( do(\cdot) \) means do-operation [33].

In this work, our assumptions include Stable Unit Treatment Value Assumption (SUTVA), Overlap, and Unconfoundedness assumptions which are widely adopted in existing casual inference methods [10, 5, 6, 7, 16]. We further assume the following assumptions hold:

**Assumption 3.1.** (Comparability Assumption [5]). Given the covariates \( x \) and the valid surrogates \( s_o, s_l \), the conditional distribution of \( y \) in observational data is identical to that in experimental data. Formally,

\[
p_{obs}(y|x, s_o, s_l) = p_{exp}(y|x, s_o, s_l),
\]

where \( p_{obs} \) and \( p_{exp} \) denote the distribution on observational and experimental data, respectively.

**Assumption 3.2.** (Partially Latent Surrogacy Assumption). Given the covariates and the valid surrogates, including the observed surrogates \( s_o \) and the latent surrogates \( s_l \) of which we only have the proxies \( p \), the treatment \( t \) is independent of the long-term outcome \( y \). Formally,

\[
y \perp \perp t|s_o, s_l, x.
\]

Assumption 3.1 places the connection between observational and experimental data on the conditional distribution of \( y \). It allows inferring \( y \) in experimental data by making use of \( y \) in observational data.

Assumption 3.2 is the core assumption in our paper, which implies that given covariates the valid surrogates contain all causal information between the treatment and the long-term outcome. This assumption does not require full observation of the valid surrogates and even does not require observing one of the surrogates as long as the proxies are observed. Please note that this assumption is much weaker than the original surrogacy assumption in [5], i.e., \( y \perp \perp t|s, x \), which requires full observation of surrogates to totally block the causal path between the treatment and the long-term outcome.

It is challenging to estimate long-term causal effects when surrogates are partially observed and mixed with noisy proxies, which, however, is a very common scenario in reality (see Example 1.1). Surprisingly, we find that
noisy proxies of latent surrogates can still be useful in estimating long-term causal effects. Thus, we develop a representation learning method to jointly process noisy proxies and partially observed surrogates (see Section 4) and provide theoretically guaranteed and unbiased estimation (see Section 5).

4. Methodology

In this section, we aim to devise a practical LAtent SurrogatEs Representation learning method (LASER in short) to construct a predictive surrogate representation and further estimate the long-term causal effects, jointly taking the mixture of observed surrogates and proxies of latent surrogates as inputs. LASER generally consists of the following two steps: the iVAE-based representation learning step and the IPW-based causal effects estimation step.

In the representation learning step, we employ iVAE to construct a predictive surrogate representation from the mixture of observed surrogates and the proxies of latent surrogates as inputs. Specifically, considering the causal graph in Figure 2(b), we reconstruct $s$ from $s_o \cup p$, by incorporating $x$ and $t$ as additional supervised information to approximate the conditional prior $p(s|x, t)$. Such additional supervised information not only improves the quality of the learned representations but also guarantees the identifiability of the model.
We further devise an end-to-end neural network architecture for the representation learning as shown in Figure 3. The design of inference and generative network follows the distribution factorization as shown in Figure 2(b). For the inference network, the covariates $x$ and the treatment $t$ as additional supervised information are input together with $m$ to approximate appropriate prior $p(s|x, t)$, which importantly guarantees the power of approximation. For the generative network, besides the approximation of posterior $p(m|s)$, we also employ an MultiLayer Perceptron (MLP) to approximate $p(y|s, x)$. Considering the partially latent surrogacy assumption 3.2, training such an MLP at the same time will not only encourage the learned $s$ approximating the valid surrogates but also avoid the extra regression step of fitting $E[y|s, x]$ after learning the surrogates.

Following existing VAE-based works, we choose the prior $p(s|x, t)$ as standard Gaussian distribution, which can be extended to exponential family distributions as discussed in Section 5, and thus each of the dimensions of $s$ has two sufficient statistics, the mean and variance:

$$p(s|x, t) = \prod_{i=0}^{n-1} \mathcal{N}(s_i|0, 1),$$

where $n$ is the parameter that determines the dimensions of surrogates $s$.

In the inference network, the variational approximation of the posterior is defined as:

$$q(s|m, x, t) = \prod_{i=0}^{n-1} \mathcal{N}(\mu = \hat{\mu}_{si}, \sigma^2 = \hat{\sigma}^2_{si}),$$

where $\hat{\mu}_{si}$ and $\hat{\sigma}^2_{si}$ are the mean and variance of the Gaussian distribution parametrized by the inference network.

In the generative network, for a continuous outcome, we parametrize the probability distribution as a Gaussian distribution with its mean given by an MLP and a fixed variance $v^2$. For a discrete outcome, we use a Bernoulli distribution parametrized by an MLP similarly:

$$p(m|s) = \mathcal{N}(\mu = \hat{\mu}_m, \sigma^2 = v^2_m) \quad \text{or} \quad p(m|s) = \text{Bern}(\pi = \hat{\pi}_m),$$
$$p(y|s, x) = \mathcal{N}(\mu = \hat{\mu}_y, \sigma^2 = v^2_y) \quad \text{or} \quad p(y|s, x) = \text{Bern}(\pi = \hat{\pi}_y),$$

where for the continuous case $\hat{\mu}_m$ and $\hat{\mu}_y$ are the mean of the Gaussian distribution parametrized by the generative network similar to inference network, and $v^2_m$ and $v^2_y$ are the fixed variance of Gaussian distribution, and
for the discrete case \( \hat{\pi}_m \) and \( \hat{\pi}_y \) are the mean of Bernoulli distribution similarly parametrized by the network.

We can now form the objective function \( \mathcal{L} \) for the inference and generative networks, consisting of the negative variational Evidence Lower BOund (ELBO) of the graphical model and the negative marginal log-likelihood of \( y \) for reconstruction as follows:

\[
\mathcal{L} = - \text{ELBO} + \mathcal{L}_y = - \mathbb{E}_{q_{D_{\text{obs}} \cup D_{\text{exp}}}} [\mathbb{E}_{q(s|m,x,t)}[\log p(s|x,t) + \log p(m|s) - \log q(s|m,x,t)] - \mathbb{E}_{q_{D_{\text{obs}}}} [\mathbb{E}_{q(s|m,x,t)}[\log p(y|s,x)]]],
\]

where \( q_{D_{\text{obs}} \cup D_{\text{exp}}} \) and \( q_{D_{\text{obs}}} \) are the empirical data distributions given by dataset \( D_{\text{obs}} \cup D_{\text{exp}} \) and \( D_{\text{obs}} \) respectively. The ELBO derivation is given in Appendix D.

In the causal effects estimation step, we simply utilize the IPW method to estimate the long-term causal effects. Specifically, given experimental data \( D_{\text{exp}} \), we estimate the long-term causal effects \( \hat{\tau}_{\text{exp}} \) as follows:

\[
\hat{\tau}_{\text{exp}} = \mathbb{E} \left[ \frac{t}{e(x)} - \frac{1 - t}{1 - e(x)} \right],
\]

where \( \hat{y} \) is the output of the neural networks with input \( D_{\text{exp}} \) and \( e(\cdot) \) denotes the propensity score \( \mathbb{E}[t|x] \).

It is worth noting that LASER does not need to distinguish between observed surrogates and proxies of latent surrogates within the mixed short-term outcomes. Instead, we use all the observed short-term outcomes, including \( s_o \) and \( p \), to learn the complete surrogates \( s_o \) and \( s_l \). Our method provides a unified way to process both the surrogates and proxies of latent surrogates. In the next section, we will discuss the identifiability to guarantee the correctness of our model.

5. Theoretical Analysis

In this section, we present the identifiability of our model and long-term causal effects. Note that if we correctly identify the valid surrogates, the long-term causal effects can be identified based on the IPW method.

For simplicity, we externally define the proxies \( p_o \) of \( s_o \) without noise as \( p_o = s_o \). Thus the mixture \( m \) can be viewed as \( m = [s_o, p] = [p_o, p] \), which
only consists of the proxies. In this way, both \(s_0\) and \(s_l\) can be considered as the latent variables, while both \(p_o\) and \(p\) can be observed.

Let \(\theta = (T, f, \lambda)\) be the parameters on \(\Theta\) of the following conditional generative models:

\[
p(s, \varepsilon, m|x, t) = p_{T, \lambda}(s_0, s_l, \varepsilon|x, t)p_{f}(p_o, p|s_0, s_l, \varepsilon) \]
\[
= p_{T, \lambda}(s, \varepsilon|x, t)p_{f}(m|s, \varepsilon),
\]

where we define the following injective function \(f\):

\[
m = f(s, \varepsilon)
\]

in which we assume that \(\varepsilon \in \mathbb{R}^n\) is a conditional independent noise variable with probability density function \(p_\varepsilon(\varepsilon)\), i.e., \(\varepsilon_i\) is mutually independent given \((x, t)\). The proxies \(m\) are allowed to have different practical meaning from the surrogates \(s\), but must be generated by \(s\) and \(m\) as valid proxies.

To specify the correlation between latent variables \(s, \varepsilon\) and observed variables \(x, t\), we assume the conditional distribution \(p_{T, \lambda}(s, \varepsilon|x, t)\) is conditional factorial with an exponential family distribution:

**Assumption 5.1.** The correlation between \(s, \varepsilon\) and \(x, t\) is characterized by:

\[
P_{T, \lambda}(s, \varepsilon|x, t) = p_{T, \lambda}(s|x, t)p_{T, \lambda}(\varepsilon|x, t)
\]
\[
= (\prod_{i=1}^{n} \frac{Q_i(s_i)}{Z_i(x, t)} \exp[\sum_{j=1}^{k} T_{ij}(s_i)\lambda_{ij}(x, t)]) \times (\prod_{i=n+1}^{2n} \frac{Q_i(\varepsilon_i)}{Z_i(x, t)} \exp[\sum_{j=1}^{k} T_{ij}(\varepsilon_i)\lambda_{ij}(x, t)]),
\]

where \(Q_i\) is the base measure, \(Z_i(x, t)\) is the normalizing constant, \(T_1 = (T_{i,1}, ..., T_{i,k})\) are sufficient statistics, and \(\lambda_i(x, t) = (\lambda_{i,1}(x, t), ..., \lambda_{i,k}(x, t))\) are the \(x, t\) dependent parameters, and \(k\) is the dimension of each sufficient statistic.

Assumption 5.1 specifies that the conditioning on \((x, t)\) is through an arbitrary function \(X(x, t)\), which is crucial to make the latent surrogates identifiable. Note that the exponential families include many common distributions such as normal, exponential, gamma, beta, and Poisson, so Assumption 5.1 is not very restrictive. Such an assumption is widely used in VAE-based methods such as [14, 15, 31], and many of them usually further specify that the
(conditional) prior is Gaussian. In our implementation, we also use Gaussian distribution as the conditional prior.

Then, we consider the following equivalence relation on the set of parameters $\Theta$ from [31]:

**Definition 5.2.** Let $\sim_A$ be the binary relation on $\Theta$ defined as follows:

$$
(f, T, \lambda) \sim_A (\hat{f}, \hat{T}, \hat{\lambda}) \iff \\
\exists A, c \mid T(f^{-1}(x)) = A\hat{T}(\hat{f}^{-1}(x)) + c, \forall x \in \mathcal{X}
$$

where $A$ is an invertible matrix and $c$ is a vector, and $\mathcal{X}$ is the domain of $x$.

When the underlying model parameters $\theta = (f, T, \lambda)$ can be recovered by perfectly fitting the conditional distribution $p_{\theta}(m|x, t)$, the joint distribution $p_{\theta}(s, \varepsilon, m|x, t)$ also can be recovered. This further implies the recovery of conditional prior $p_{\hat{T}, \hat{\lambda}}(s, \varepsilon|x, t)$ and the recovery of latent surrogates $\hat{s}$ (and noises $\hat{\varepsilon}$) up to some simple transformations. We conclude the identifiability of our model as follows:

**Theorem 5.3.** Assume that the data we observed are generated following Eq. 7 and 8 and suppose Assumption 5.1 holds, and suppose the following conditions hold: (1) The sufficient statistics $T_{i,j}$ are differentiable almost everywhere, and $(T_{i,j})_{1 \leq j \leq k}$ are linearly independent on any subset of the domain of $(x, t)$ of measure greater than zero. (2) There exist $2nk + 1$ distinct points $(x_0, t_0), ..., (x_{2nk}, t_{2nk})$ such that the matrix

$$
L = (\lambda((x_1, t_1)) - \lambda((x_0, t_0)), ..., \lambda((x_{2n}, t_{2n})) - \lambda((x_0, t_0)))
$$

of size $2nk \times 2nk$ is invertible. Then the parameters $(T, f, \lambda)$ are $\sim_A$-identifiable.

The proof is in Appendix A. Note that the last assumption in Theorem 5.3 requires there exist $2nk + 1$ distinct points $(x_i, t_i)$. The assumption is reasonable for two reasons. First, based on the Overlap assumption, i.e., $0 < p(t|x) < 1, \forall t \in \{0, 1\}$, we only require that there exists $nk + 1$ distinct points $x_i$. Further, in many scenarios the space $\mathcal{X}$ of multivariate covariate $x$ is large enough so that we can easily collect sufficient enough different covariates.

Theorem 5.3 indicates that under mild assumptions, we can recover the $\hat{s}$ and $\hat{\varepsilon}$ which are equal to a permutation (the matrix $A$) and a point-wise nonlinearity (in the form of $T$ and $\hat{T}$) of the original latent surrogates $s$ and noises $\varepsilon$. Based on such recovered $\hat{s}$, we can further identify the long-term causal effects shown in the following theorem.
Theorem 5.4. Suppose assumptions SUTVA, Overlap, Unconfoundedness, assumption 3.1 assumption 3.2 and Theorem 5.3 hold, then the causal effect is equal to the estimated causal effect in Eq. 6: \[ \hat{\tau}_{\text{exp}} = \tau_{\text{exp}}. \]

The proof is in Appendix B. Theorem 5.4 guarantees that given enough information that makes \( s \) identifiable, the estimated ATE can also be identified under some mild assumptions which are usually assumed in causal inference. It theoretically guarantees the correctness of our model, providing a feasible technology of long-term causal effects estimation via learning latent surrogates. We also extend Theorem 5.4 to the following two special cases:

Corollary 5.5. Suppose Theorem 5.4 holds and the data generation progress follows the causal graph in Figure 4(a) or 4(b), then the causal effect is also equal to the estimated causal effect.

The proof is in Appendix C. Note that Figures 4(a) and 4(b) are only special cases under which our method LASER works well. In Figure 4(a), the proxies can be considered completely the same as observed surrogates, i.e., \( s_o = p \). In Figure 4(b), there are no observed surrogates and all observed short-term outcomes are proxies.

Corollary 5.5 indicates that regardless we observe the valid surrogates, the proxies of latent surrogates, or the mixed case, our method is able to
estimate the long-term causal effects robustly, which guarantees practicability and flexibility of our representation learning based estimation method. In many real-world scenarios, we have a myriad of observed short-term variables, making it extremely difficult to distinguish between surrogates and proxies. Theorem 5.4 and Corollary 5.5 allow inferring long-term causal effects without considering the complex causal structure among short-term variables and identifying which are surrogates or proxies.

It is worth noting that the traditionally assumed causal graph like Figure 4(a) is also a special case of our model. It means that without testing whether the standard surrogacy assumption \( y \perp \perp t | s, x \) holds, our model can be an out-of-box tool to estimate long-term causal effects for many real-world applications.

6. Experiments

In this section, we validate the proposed LASER on real-world and semi-synthetic datasets. In detail, we verify the effectiveness of our method on the real-world dataset in Section 6.1 and we further evaluate the correctness of the theorem analysis with the help of the semi-synthetic datasets in Section 6.2 and 6.3. The real-world dataset is generously provided by the Chinese largest mobility technology platform and the semi-synthetic datasets are simulated based on the Infant Health and Development Program (IHDP) [34].

Baseline Methods: We consider several baseline methods including the state-of-the-art model based on neural networks like LTEE [6] and some statistical models like SInd [5] and Back-Door adjustment method (BD) [35]. Some baseline methods are proposed to deal with different settings, and we will clarify them as follows:

- LTEE [6]: LTEE uses an RNN with double heads to capture the relationship of time-dependent surrogates respectively in the treatment and control group, and then estimate CATE by the predicted long-term outcome. We use the code available at [GitHubLuCheng/LTEE](https://github.com/GitHubLuCheng/LTEE). It requires \( x, t, m, y \) in observational data and \( x \) in experimental data.

- SInd-Linear and SInd-MLP [5]: SInd uses a predictor named "Surrogate Index" to predict the long-term outcome using surrogates, and the estimate CATE by the IPW method. We use linear regression (SInd-Linear) or an MLP (SInd-MLP) as the predictor to capture the relationship
between surrogates and the long-term outcome. It requires \(x, m, y\) in observational data and \(x, t, m\) in experimental data.

- **BD-Linear and BD-MLP** [35]: We employ the back-door adjustment method using the fitted experimental long-term outcome by SInd. Specifically, we obtain the fitted long-term outcome \(\hat{y}\) of experimental data by SInd and perform two regressions of \(\hat{y}\) on the back-door adjustment set \(x\), i.e., \(\mathbb{E}[y|t = 1, x]\) and \(\mathbb{E}[y|t = 1, x]\), using linear regressions (BD-Linear) or MLPs (BD-MLP). It requires \(x, m, y\) in observational data and \(x, t, m\) in experimental data.

- **EETE** [7]: EETE proposes an estimator and inferential method based on flexible machine learning methods to estimate nuisance parameters that appear in the influence functions. We implement its estimator in Python. To estimate causal effects, it requires \(x, t, m, y\) in observational data and \(x, t, m\) in experimental data.

**Implementation details:** We implement the basic version denoted by LASER and a modified version denoted by LASER-GRU. In LASER-GRU, we modify the extra MLP in the generative model to capture the time-dependent relationship between the long-term outcome and the specific surrogates \(s_o\) that has the same practical meaning (e.g., the first 14 days’ revenues when \(y\) is the 90th day’s revenue). We apply a GRU by inputting \(s_o\) to generate the time-dependent representation \(r\). Thus the modified extra MLP approximates: \(p(y|s_i, x, r)\) where \(r = GRU(s_o)\). Our implementation is based on the code of iVAE. We choose the Leaky-ReLu as the activation function in our model and Adam is adopted to solve the optimization problem. All the experiments can be run on a single 8GB GPU of NVIDIA Tesla P40. Our code will be available after this paper is accepted.

**Metric:** We report the mean and the standard deviation of mean absolute percentage error (MAPE) of ATE on experimental data in \(n\)-time runnings, where \(MAPE = \frac{\|\hat{\tau}_{\text{exp}} - \tau_{\text{exp}}\|}{\tau_{\text{exp}}}\). The values presented are averaged over at least 5 replicated with different random seeds. The standard deviation is in the subscript.

### 6.1. Real-World Dataset

We measure the effectiveness of our proposed methods using a real-world dataset collected from an online randomized controlled experiment that aims to estimate the long-term revenue increase of different taxi promotion strategies.
to users on the Chinese largest ride-hailing platform. The experiment is conducted in 4 different cities, and each enrolled user is randomly assigned one of the 6 different campaign strategies. In the next 90 days of the observation period, users’ transaction histories are logged anonymously on the platform. To ensure the privacy of users, we sample the data in a stratum and aggregate them in batches. In the end, the observed samples resulted in a large panel dataset, which includes the first 14 days of intermediate revenue and users’ behaviors that can be used as surrogates, as well as the primary

| Subject | Property : Number | Exist In |
|---------|------------------|---------|
| x       | dimension : 15   | $D_{obs}, D_{exp}$ |
| $m$ (all surrogates) | dimension : 105 | $D_{obs}, D_{exp}$ |
| $m$ (revenues only) | dimension : 14 | $D_{obs}, D_{exp}$ |
| y       | dimension : 1    | $D_{obs}$ |
| observational data (per strategy) | sample size : 4592 | $D_{obs}$ |
| experimental data (per strategy) | sample size : 1008 | $D_{exp}$ |

| Table 1: Detailed Information of Real-world Dataset |

| Strategy | All  | Strategy1 | Strategy2 | Strategy3 | Strategy4 | Strategy5 |
|----------|------|-----------|-----------|-----------|-----------|-----------|
|         | LASR | LASR-GRU | Stick-Linear | Shallow MLP | LITE | EETE | BD-Linear | HD-MLP |
| Mean    |      |          |            |           |       |      |           |      |
| 0.0905  | 0.0464 | 0.0413  | 0.0409  | 0.0528 | 0.0522 | 0.0522 | 0.0522  | 0.0522 |
| Std     |      |          |            |           |       |      |           |      |
| 0.0363  | 0.0438 | 0.0406  | 0.0406  | 0.0469 | 0.0474 | 0.0474 | 0.0474  | 0.0474 |

| Table 2: MAPE on Real-world dataset (Revenues Only) |

| Strategy | All  | Strategy1 | Strategy2 | Strategy3 | Strategy4 | Strategy5 |
|----------|------|-----------|-----------|-----------|-----------|-----------|
|         | LASR | LASR-GRU | Stick-Linear | Shallow MLP | LITE | EETE | BD-Linear | HD-MLP |
| Mean    |      |          |            |           |       |      |           |      |
| 0.0905  | 0.0464 | 0.0413  | 0.0409  | 0.0528 | 0.0522 | 0.0522 | 0.0522  | 0.0522 |
| Std     |      |          |            |           |       |      |           |      |
| 0.0363  | 0.0438 | 0.0406  | 0.0406  | 0.0469 | 0.0474 | 0.0474 | 0.0474  | 0.0474 |
outcome of interest, the 90th day cumulative revenue per user. To ensure the unconfoundedness assumption holds and the real long-term causal effects can be accessed, the observational and experimental data are all from this online randomized controlled experiment. Regarding the observational data, we use covariates, treatment, short-term outcome, and long-term outcome, i.e., $D_{obs} = \{\{x, t, m, y\}\}$. Regarding the experimental data, we only use covariates, treatment, and short-term outcome, i.e., $D_{exp} = \{\{x, t, m\}\}$.

Specifically, the original real-world dataset contains various short-term outcomes, including the user’s short-term revenue increase, usage frequency, taxi empty rate and so on for each day in the first 14 days, and the long-term outcome in the dataset is the user’s 90th-day revenue increase. We denote the whole original dataset as the dataset (All Surrogates) where we do not filter any short-term outcomes, resulting in 105 dimensions, and we denote the selective dataset as the dataset (Revenues Only) where only the first 14-day revenue increases are selected as the short-term outcomes due to the same practical meaning as the long-term outcome, which are of 14 dimensions. The covariates, the treatment, and the long-term outcome are identical in both datasets.

| Strategy | City | LASER | LASER-GRU | Sd1-Linear | Sd1-MLP | LTEE | EETE | BD-Linear | BD-MLP |
|----------|-----|-------|-----------|------------|--------|-----|-----|-----------|--------|
| Strategy 1 | All | 0.0135 ± 0.0001 | 0.0134 ± 0.0001 | 0.0129 ± 0.0001 | 0.0150 ± 0.0001 | 0.0161 ± 0.0001 | 0.0173 ± 0.0001 | 0.0191 ± 0.0001 | 0.0209 ± 0.0001 |
| A | 0.0146 ± 0.0001 | 0.0179 ± 0.0001 | 0.0184 ± 0.0001 | 0.0193 ± 0.0001 | 0.0218 ± 0.0001 | 0.0237 ± 0.0001 | 0.0254 ± 0.0001 | 0.0268 ± 0.0001 |
| B | 0.0861 ± 0.0001 | 0.0718 ± 0.0001 | 0.0694 ± 0.0001 | 0.0687 ± 0.0001 | 0.0676 ± 0.0001 | 0.0666 ± 0.0001 | 0.0656 ± 0.0001 | 0.0645 ± 0.0001 |
| C | 0.0312 ± 0.0001 | 0.0341 ± 0.0001 | 0.0389 ± 0.0001 | 0.0418 ± 0.0001 | 0.0464 ± 0.0001 | 0.0513 ± 0.0001 | 0.0560 ± 0.0001 | 0.0609 ± 0.0001 |
| D | 0.0135 ± 0.0001 | 0.0223 ± 0.0001 | 0.0265 ± 0.0001 | 0.0318 ± 0.0001 | 0.0403 ± 0.0001 | 0.0493 ± 0.0001 | 0.0582 ± 0.0001 | 0.0670 ± 0.0001 |

Table 3: MAPE on Real-World dataset (All Surrogates)
For compatibility and simplicity with other methods, we convert campaign strategies into binary ones, by setting one baseline strategy as the control and the rest as treated. To further prove LASER can handle heterogeneity across different regions, we compare experiment results in total and 4 cities respectively. We list the detailed information of the real-world dataset in Table 1 including the dimensions of covariates, short-term outcomes, etc. The detailed results are listed in Table 2 and Table 3.

In order to reflect the superior performance of the proposed method, we analyze the experiments by answering the following questions.

**Which short-term outcomes should be used as surrogates?** Compared Table 3 with Table 2, the results of using all surrogates are slightly better than the results of Revenues only. Although the revenues are the most important short-term outcome, adding more observational data will benefit the effectiveness of predicting the long-term outcome. To learn latent surrogate representation better, we suggest that we collect as many as possible short-term outcomes to achieve a better result and in a limited condition, we suggest collecting those surrogates which have the same practical meaning as the long-term outcome.

**Do we need to consider the temporal property of the short-term outcomes?** Compared LASER with LASER-GRU in Table 2 and 3, we find that these two methods perform almost the same. Thus we conclude that in the long-term causal effects estimating task, the time-dependent relationship is not important for long-term outcome estimation, because we are only concerned about the outcome at a fixed time step, i.e., 90th day in our dataset, different from the traditional time series prediction task that may predict 90, 91, 92, ..., days’ outcomes. That is also why LASER outperforms LTEE which focuses on capturing time-dependent relations to predict long-term outcomes.

**Is it necessary to conduct latent surrogate representation learning?** As shown in Table 2 and 3, our method generally performs better than other methods, which verifies Theorem 5.4. It indicates that the representation learning method based on iVAE is valid for long-term causal effect estimating tasks. In detail, compared with SInd-Linear, SInd-MLP, BD-Linear, BD-MLP and EEET, our methods perform better in almost every strategy and city, which means in the real-world scenario the surrogacy assumption is usually violated indeed and it is necessary to learn the latent surrogate representation through their proxies.
6.2. Semi-synthetic Datasets

Following LTEE [6], we use the semi-synthetic dataset generated based on a benchmark dataset for causal inference – IHDP [34]. The IHDP dataset is from a real-world randomized controlled trial, designed to recover the effect of high-quality child care and home visits on the children’s cognitive test scores. To mimic the reality, the imbalance between the treated and control units has been artificially introduced by removing a subset of the treated population and the outcomes are simulated using the original covariates and treatment [34]. Overall, this dataset contains 747 units and 25 covariates that describe both the characteristics of the infants and the characteristics of their mothers. To design a long-term setting dataset, we reuse the treatment and covariates in the IHDP dataset, and generate the surrogate and long-term outcome as follows:

\[
\begin{align*}
    s_o(1) &= x(W_0 + 1) + \varepsilon_0, \\
    s_o(0) &= x(W_1 - 1) + \varepsilon_0, \\
    s_l(1) &= x(W_2 + 1) + \varepsilon_1, \\
    s_l(0) &= x(W_3 - 1) + \varepsilon_1, \\
    p &= s_lW_4 + 5\varepsilon_2, \\
    y &= s_lW_5 + s_oW_6 + xW_7 + \varepsilon_3,
\end{align*}
\]

where \( W_j \) (\( j = 0, ..., 7 \)) are constant matrices or vectors and each of their elements is randomly sampled from \( \mathcal{N}(0, 1) \), and \( \varepsilon_j (j = 0, 1, 2, 3) \) are standard
Gaussian. Specifically, $y$ is of dimensions 1, and the coefficient of $\epsilon_2$ is 5 to artificially make the proxies noisy.

We generate two datasets to verify our method and theory. In the first dataset, we study the effect of the ratio of latent surrogates. Thus we fixed the number of observed short-term outcomes as 5 and varied the ratio of latent surrogates. The range of numbers of variables in the first dataset are listed as follows: $\text{num}(s_l) = r \times 5$, $\text{num}(s_o) = (1 - r) \times 5$ and $\text{num}(p) = r \times 5$, where $r = \{0, \frac{1}{5}, \frac{2}{5}, \frac{3}{5}, 1\}$. The result is shown in Figure 5(a). In the second dataset, we study the effect of a varying number of proxies. Thus we do not generate $s_o$ and the numbers of $s_l$ are fixed as 5, and the range of numbers of proxies is: $\text{num}(p) = \{10, 15, 20, 25, 30\}$. The result is shown in Figure 5(b).

Sensitivity analysis of the ratio of latent surrogates. As shown in Figure 5(a), overall, LASER achieves the lowest MAPE. In detail, When the ratio of $s_l$ to $s$ is small, the traditional surrogacy assumption approximately holds and SInd-Linear, BD-Linear, BD-MLP, and EETE have similar performance to LASER. However, as the ratio of $s_l$ to $s$ increases, the performance of SInd-Linear, BD-Linear, BD-MLP and EETE becomes worse in different degrees. SInd-Linear gets worse most obviously, indicating it is not robust to the violation of the surrogacy assumption. SInd-MLP is unstable, and the reason may be the unmatched regression. LASER performs stable and effective, which means LASER is robust in different cases and verifies Corollary 5.5.

Sensitivity analysis of the number of proxies. As shown in Figure 5(b) LASER outperforms all baselines. In detail, as the number of noisy proxies increases, the MAPE of LASER stays below 0.05 while other methods perform worse. The reason is that with the number of noisy proxies increasing, the noises, which bias the accuracy of causal effects estimation, increase too. The result shows that we can learn the latent surrogate representation well with the noisy proxies, whenever the number of proxies is small or large.

6.3. Additional Results of Semi-synthetic Dataset

We further validate whether the iVAE-based LASER method can learn the latent surrogate representation as indicated by Theorem 5.3. Following the data generation in Section 6.2 we fixed the number of latent surrogates $s_l$ as 2, and fixed the number of observed surrogates $s_o$ as 0. The latent surrogates have two segments divided by the auxiliary treatment variables as shown in Figure 6. Then after applying our method, the recovered distribution (right) is very close to the true distribution (left) with some indeterminacy of scale.
which is reasonable due to the $\sim_A -\textit{identifiable}$ in our theoretical results. Therefore, we conclude that the latent surrogates can be identified by LASER.

![Visualization of $p(s|x, t)$ and $\hat{p}(s|x, t, m)$](image_url)

(a) Visualization of $p(s|x, t)$ and $\hat{p}(s|x, t, m)$

Figure 6: Experimental visualization of groundtruth latent surrogates (left) and learn latent surrogate representation (right).

7. Conclusions

In this paper, we provide a practical solution to the real-world problem of estimating long-term causal effects in the case that the surrogates are partially or even totally unobserved. Note that the observation of noisy proxies of the latent surrogates helps to learn a predictive representation for long-term causal effects estimation, even though the proxies and partially observed surrogates are mixed together and indistinguishable. Therefore, we propose an iVAE-based approach to learn a surrogate representation of the full short-term outcomes, without the need to distinguish the observed surrogates and proxies. Through such a unified view of the surrogates and the proxies of latent surrogates, we further devise an out-of-box, unbiased, and theoretically guaranteed solution to the long-term causal effects estimating problem. The extensive experiments, especially the real-world data experiments, validate the effectiveness of our method. A clear next step is to extend our work to robustly estimate long-term causal effects without the unconfoundedness assumption.
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Appendix A. Proof of Theorem 5.3

We now prove Theorem 5.3 that under mild assumptions, we can recover the latent up to some simper transformations. The proof is based on the proof of Theorem 1 in Khemakhem et al. [31], with the following differences:

- We use both $t$ and $x$ as auxiliary variables, and treat $s$ and $\varepsilon$ as latent variables;
- We consider different causal mechanism of generating observed variables $m = f(s, \varepsilon)$. 
Proof. Suppose we have two sets of parameters \( \theta = (T, f, \lambda) \) and \( \hat{\theta} = (\hat{T}, \hat{f}, \hat{\lambda}) \) such that \( p_\theta(m|x, t) = p_{\hat{\theta}}(m|x, t) \), then:

\[
p_{T, f, \lambda}(m|x, t) = p_{\hat{T}, \hat{f}, \hat{\lambda}}(m|x, t)
\]

\[
\Rightarrow \int_S \int_E p_{T, f, \lambda}(s, \varepsilon|x, t)p_T(m|s, \varepsilon)dsd\varepsilon = \int_S \int_E p_{\hat{T}, \hat{f}, \hat{\lambda}}(s, \varepsilon|x, t)p_{\hat{T}}(m|s, \varepsilon)dsd\varepsilon
\]

\[
\Rightarrow \int_M p_{T, f, \lambda}(f^{-1}(\bar{m})|x, t)\text{vol}(f^{-1}(\bar{m}))p_{f}(m|f^{-1}(\bar{m}))d\bar{m}
\]

\[
= \int_M p_{T, \hat{f}, \hat{\lambda}}(\hat{f}^{-1}(\bar{m})|x, t)\text{vol}(\hat{f}^{-1}(\bar{m}))p_{\hat{f}}(m|\hat{f}^{-1}(\bar{m}))d\bar{m}
\]  \hspace{1cm} (A.1)

In Eq. \ref{A.1}, we denote the volume of a matrix \( A \) as \( \text{vol} A := \sqrt{\det A^T A} \). \( J \) denotes the Jacobian. We made the change of variable \( \bar{m} = f(s, \varepsilon) \) on the left-hand side and \( \bar{m} = \hat{f}(s, \varepsilon) \) on the right-hand side.

In determining function \( f \), i.e., \( m = f(s, \varepsilon) \), the term \( p_T(m|f^{-1}(\bar{m})) \) in Eq.\ref{A.1} can be written as \( p(m - \bar{m}) \) and then is vanished. Thus, we have the following equation:

\[
p_{T, f, \lambda}(f^{-1}(m)|x, t)\text{vol}(f^{-1}(m)) = p_{\hat{T}, \hat{f}, \hat{\lambda}}(\hat{f}^{-1}(m)|x, t)\text{vol}(\hat{f}^{-1}(m)). \]  \hspace{1cm} (A.2)

By taking the logarithm on both side of Eq. \ref{A.2} and replacing \( p_{T, \lambda} \) by its expression from Eq. \ref{A.1} under Assumption 5.1 we have:

\[
\log \text{vol}(f^{-1}(m)) + \sum_{i=1}^{2n} \left( \log Q_i(f^{-1}(m)) - \log Z_i(x, t) \right) + \sum_{j=1}^{k} T_{i,j}(f^{-1}(m))\lambda_{i,j}(x, t)) \]

\[
= \log \text{vol}(\hat{f}^{-1}(m)) + \sum_{i=1}^{2n} \left( \log \hat{Q}_i(\hat{f}^{-1}(m)) - \log \hat{Z}_i(x, t) \right) + \sum_{j=1}^{k} \hat{T}_{i,j}(\hat{f}^{-1}(m))\hat{\lambda}_{i,j}(x, t)) \]  \hspace{1cm} (A.3)

Let \( 2nk + 1 \) distinct points \( (x_0, t_0), ..., (x_{2nk+1}, t_{2nk+1}) \) be the point provided by the condition (2) of Theorem, and define \( \bar{\lambda}(x, t) = \lambda(x, t) - \lambda(x_0, t_0) \). We evaluate the above equations at these points to obtain \( 2nk + 1 \) equations, and subtract the first equation from the remaining \( 2nk \) equations to obtain, for \( l = 1, ..., 2nk \):

\[
\langle T(f^{-1}(m)), \bar{\lambda}(x_l, t_l) \rangle + \sum_i \log \frac{Z_i(x_0, t_0)}{Z_i(x_l, t_l)} = \langle \hat{T}(\hat{f}^{-1}(m)), \bar{\lambda}(x_l, t_l) \rangle + \sum_i \log \frac{\hat{Z}_i(x_0, t_0)}{\hat{Z}_i(x_l, t_l)} \]  \hspace{1cm} (A.4)
Let $L$ be the matrix defined in condition (2) and $\hat{L}$ similarly defined for $\hat{\lambda}$ (note that $\hat{L}$ is not necessarily invertible). Define $b_l = \Sigma_i \log \frac{\hat{Z}_i(x_0, t_0)Z_i(x_1, t_1)}{Z_i(x_0, t_0)\hat{Z}_i(x_1, t_1)}$ and $b$ the vector of all $b_l$ for $l = 1, \ldots, 2nk$.

Then Eq.\ref{A.4} can be rewritten in the matrix form:

$$L^T T(f^{-1}(m)) = \hat{L}^T \hat{T}(\hat{f}^{-1}(m)) + b.$$  

Then we multiply both sides of the above equation by $L^{-T}$ to get:

$$T(f^{-1}(m)) = A\hat{T}(\hat{f}^{-1}(m)) + c,$$  \hspace{1cm} (A.5)

where $A = L^{-T}\hat{L}$ and $c = L^{-T}b$.

We next show that $A$ is invertible. By definition of $T$ and according to condition (1), its Jacobian exists and is a $2nk \times 2n$ matrix of rank $2n$. This implies that the Jacobian of $\hat{T} \circ \hat{f}^{-1}$ exists and is of rank $2n$ and so is $A$.

If $k = 1$, $A$ is invertible because $A$ is $2n \times 2n$ matrix of rank $2n$.

If $k > 1$, $A$ is also invertible because:

Define $m = f^{-1}(m)$ and $T_i(m_i) = (T_{i,1}(m_i), \ldots, T_{i,k}(m_i))$.

First, we prove, by contradiction, that for each $i \in [1, \ldots, 2n]$, there exist $k$ points $m_i^1, \ldots, m_i^k$ such that for the distribution $p_{T,\lambda}$ the family $(T_i(m_i^1), \ldots, T_i(m_i^k))$ are linearly independent. Suppose for any choice of $m_i^1, \ldots, m_i^k$, the family $(T_i(m_i^1), \ldots, T_i(m_i^k))$ is never linearly independent. This means that $T_i(\mathbb{R})$ is included in a subspace of $\mathbb{R}^k$ of the dimension of most $k-1$. Let $h$ be a non-zero vector that is orthogonal to $T_i(\mathbb{R})$. Then for all $m \in \mathbb{R}$, we have $\langle T_i^t(m), h \rangle = 0$. By integrating we find that $\langle T_i(m), h \rangle = \text{const}$. Since this is true for all $m \in \mathbb{R}$ and $h \neq 0$, we conclude that the distribution is not strongly exponential, which contradicts the definition of distribution of $p_{T,\lambda}$. So by contradiction, we conclude that there exist $k$ points $m_i^1, \ldots, m_i^k$ such that $(T_i^t(m_i^1), \ldots, T_i^t(m_i^k))$ are linearly independent.

Second, we prove the invertibility of $A$. Collect these points to $k$ vectors $(\overline{m}_1, \ldots, \overline{m}_k)$ and concatenate the $k$ Jacobians $J_T(\overline{m}_i)$ evaluated at each of those vectors horizontally into the matrix $Q = (J_T(\overline{m}_1), \ldots, J_T(\overline{m}_k))$ and similarly define $\hat{Q}$ as the concatenation of Jacobians of $\hat{T}(\hat{f}^{-1} \circ f(m))$ evaluated at those points. Then the matrix $Q$ is invertible. By differentiating Eq.\ref{A.5} for each $\overline{m}_i$, we have:

$$Q = A\hat{Q}.$$

The invertibility of $Q$ implies the invertibility of $A$ and $\hat{Q}$, which completes the proof. \hfill \square
Appendix B. Proof of Theorem 5.4

Proof. The IPW method allows us to estimate causal effects by

\[ \tau_{exp} = \mathbb{E}[y(1) - y(0)] \]
\[ = \mathbb{E}\left\{ t \frac{e(x)}{e(x)} - \frac{1 - t}{1 - e(x)} \right\}. \]  

For simplicity, we only discuss the case of \( t = 1 \). We define the unbiased long-term outcome predictor \( h(s_l, s_o, x) = \mathbb{E}[y|s_l, s_o, x] \), and in practice the predictor that we use is \( h_p(\hat{s}, \hat{\epsilon}, x) = \mathbb{E}[y|\hat{s}, \hat{\epsilon}, x] \). We bridge the two predictors as follows:

\[ \mathbb{E}[y \frac{t}{e(x)}] = \mathbb{E}[h(s_l, s_o, x) \frac{t}{e(x)}] \]
\[ = \mathbb{E}[\mathbb{E}[y|s_l, s_o, x] \frac{t}{e(x)}] \]
\[ = \mathbb{E}[\mathbb{E}[y|s, x] \frac{t}{e(x)}] \]
\[ = \mathbb{E}[\mathbb{E}[y|s, \epsilon, x] \frac{t}{e(x)}] \]
\[ = \mathbb{E}[\mathbb{E}[y|f(s, \epsilon), x] \frac{t}{e(x)}] \]
\[ = \mathbb{E}[\mathbb{E}[y|\hat{f}^{-1} \circ f(s, \epsilon), x] \frac{t}{e(x)}] \]
\[ = \mathbb{E}[\mathbb{E}[y|\hat{f}^{-1}(m), x] \frac{t}{e(x)}] \]
\[ = \mathbb{E}[\mathbb{E}[y|\hat{s}, \hat{\epsilon}, x] \frac{t}{e(x)}] \]
\[ = \mathbb{E}[h_p(\hat{s}, \hat{\epsilon}, x) \frac{t}{e(x)}] \]  

where the fourth equation holds due to \( \epsilon \perp \perp y|x, s \), and the fifth equation holds due to the invertibility of \( f \).

Hence, the long-term causal effects are identifiable. \( \square \)

Appendix C. Proof of Corollary 5.5

Proof. As shown in Figure 4, this two cases are special cases of our generalized causal graph in Figure 2(b) and we discuss respectively:
Special case 1: in this case, we observe the whole valid surrogates. We can consider this case as that we observe noiseless proxies with the latent surrogates: \( s = s_o \) and also \( m = s_o \), which means the \( f \) defined in Eq. 7 is in a linear form with coefficient 1, i.e., \( m = f(s) = 1 \times s \). Thus the parameters \((T, f, \lambda)\) is still \( \sim_A \) identifiable when Theorem 5.3 hold. In such a case we can still recover \( s \). Thus, suppose Theorem 5.4 holds, the causal effects are also identifiable.

Special case 2: in this case, we only observe the proxies of surrogates. Without observing one of the surrogates, we consider \( s = s_l \) and \( m = p \), which develops into the standard latent identification problem as discussed in Khemakhem et al. \cite{31}. Thus the parameters \((T, f, \lambda)\) is \( \sim \) identifiable when Theorem 5.3 holds and then the causal effects are also identifiable when Theorem 5.4 holds.

Appendix D. ELBO Derivation

Our object function contains ELBO and a extra loss \( L_y \) minimizing predicting error of long-term outcome \( y \). We give the ELBO derivation as follows:

\[
\mathbb{E}_{q_{\mathcal{D}_{\text{obs}} \cup \mathcal{D}_{\text{exp}}}} \left[ \log p(m|x, t) \right] \\
= \mathbb{E}_{q_{\mathcal{D}_{\text{obs}} \cup \mathcal{D}_{\text{exp}}}} \left[ \mathbb{E}_{q(s|m, x, t)} \left[ \log p(m|x, t) + \log p(s|m, x, t) - \log p(s|m, x, t) \right] \right] \\
= \mathbb{E}_{q_{\mathcal{D}_{\text{obs}} \cup \mathcal{D}_{\text{exp}}}} \left[ \mathbb{E}_{q(s|m, x, t)} \left[ \log p(m, x, t) - \log p(s|m, x, t) - \log q(s|m, x, t) \right] - \log q(s|m, x, t) \right] \\
= \mathbb{E}_{q_{\mathcal{D}_{\text{obs}} \cup \mathcal{D}_{\text{exp}}}} \left[ \log p(m, s|x, t) - \log q(s|m, x, t) \right] + KL(q(s|m, x, t)||p(s|m, x, t)) \\
= ELBO + KL(q(s|m, x, t)||p(s|m, x, t)) \\
\geq ELBO \\
= \mathbb{E}_{q_{\mathcal{D}_{\text{obs}} \cup \mathcal{D}_{\text{exp}}}} \left[ \mathbb{E}_{q(s|m, x, t)} \left[ \log p(s|x, t) + \log p(m|s) - \log q(s|m, x, t) \right] \right],
\]

where \( q_{\mathcal{D}_{\text{obs}} \cup \mathcal{D}_{\text{exp}}} \) is the empirical data distribution given by dataset \( \mathcal{D}_{\text{obs}} \cup \mathcal{D}_{\text{exp}} \).

Appendix E. Additional Experiments

Appendix E.1. Additional Real-world Dataset

To further validate the effectiveness of LASER, we conduct additional experiments on another much larger real-world dataset than the dataset in
Table E.4: Detailed Information of Real-world Dataset in additional experiments

| Subject               | Property | Number | Exist In |
|-----------------------|----------|--------|----------|
|                       |          |        | $D_{obs}, D_{exp}$ |
| $x$                   | dimension| 123    |          |
| $m$ (all surrogates)  | dimension| 122    |          |
| $m$ (revenues only)   | dimension| 7      |          |
| $y$                   | dimension| 1      |          |

Sample size of observational data

| Strategy | Sample size | $D_{obs}$ |
|----------|-------------|-----------|
| Strategy1| 34866       |           |
| Strategy2| 34992       |           |
| Strategy3| 35010       |           |
| Strategy4| 34929       |           |
| Strategy5| 35010       |           |
| Strategy6| 34893       |           |
| Strategy7| 34920       |           |
| Strategy8| 35046       |           |

Sample size of experimental data

| Strategy | Sample size | $D_{exp}$ |
|----------|-------------|-----------|
| Strategy1| 3874        |           |
| Strategy2| 3888        |           |
| Strategy3| 3890        |           |
| Strategy4| 3881        |           |
| Strategy5| 3890        |           |
| Strategy6| 3877        |           |
| Strategy7| 3880        |           |
| Strategy8| 3894        |           |

Section 6.1 The dataset is collected from an online randomized controlled experiment on the Chinese largest ride-hailing platform, aiming to measure the effects of 9 different campaign strategies across 30 cities for 14 days. We record the first 7 days’ user behavior as surrogates and the 14th day cumulative revenue as the long-term outcome. We compare LASER with baseline methods on 8 different campaign strategies. The detailed information of this real-world dataset is listed in Table E.4. The detailed results on this dataset are listed in Table E.5 and Table E.6. The results are similar to the results in Section 6.1, strengthening our experimental conclusions. Moreover, LASER still performs well in the larger dataset, showing its robustness in the high dimensional case.
Table E.5: MAPE on Real-World dataset (Revenues Only)

|       | LASER | LASER-GRU | SInd-Linear | SInd-MLP | LTEE | EETE | BD-Linear | BD-MLP |
|-------|-------|-----------|-------------|----------|------|------|-----------|--------|
| Mean  | ± std | Mean ± std | Mean ± std | Mean ± std | Mean ± std | Mean ± std | Mean ± std | Mean ± std |
| Strategy 1 | 0.0296 ± 0.0530 | 0.0669 ± 0.2178 | 0.2197 ± 0.1247 | 0.1628 ± 0.0897 | 0.0949 ± 0.1472 | 0.0428 ± 0.0302 |
| Strategy 2 | 0.0142 ± 0.0066 | 0.0672 ± 0.1897 | 0.1931 ± 0.059 | 0.1580 ± 0.0253 | 0.1352 ± 0.0638 | 0.0416 ± 0.0147 |
| Strategy 3 | 0.0047 ± 0.0066 | 0.0396 ± 0.1957 | 0.1906 ± 0.0621 | 0.1094 ± 0.0284 | 0.1509 ± 0.0240 | 0.2415 ± 0.0419 | 0.1514 ± 0.0145 |
| Strategy 4 | 0.0047 ± 0.0066 | 0.0378 ± 0.2032 | 0.1974 ± 0.0302 | 0.0151 ± 0.0014 | 0.0517 ± 0.0049 | 0.2370 ± 0.0450 | 0.1947 ± 0.0147 |
| Strategy 5 | 0.0019 ± 0.0066 | 0.0556 ± 0.1617 | 0.1620 ± 0.0092 | 0.0042 ± 0.0002 | 0.0142 ± 0.0039 | 0.2307 ± 0.0460 | 0.1980 ± 0.0147 |
| Strategy 6 | 0.1137 ± 0.1076 | 0.1075 ± 0.1351 | 0.1838 ± 0.1202 | 0.1841 ± 0.2158 | 0.2582 ± 0.2060 | 0.2404 ± 0.0543 |
| Strategy 7 | 0.0639 ± 0.0942 | 0.0214 ± 0.1015 | 0.1191 ± 0.0600 | 0.1435 ± 0.0113 | 0.1103 ± 0.0707 | 0.2057 ± 0.0409 | 0.1562 ± 0.0159 |
| Strategy 8 | 0.0539 ± 0.0422 | 0.0253 ± 0.1815 | 0.1844 ± 0.0664 | 0.1307 ± 0.0201 | 0.2379 ± 0.0436 | 0.2331 ± 0.0237 |
| Average | 0.0358 ± 0.0442 | 0.0419 ± 0.1815 | 0.1844 ± 0.0664 | 0.1307 ± 0.0201 | 0.2379 ± 0.0436 | 0.2331 ± 0.0237 |

Table E.6: MAPE on Real-World dataset (All Surrogates)

|       | LASER | LASER-GRU | SInd-Linear | SInd-MLP | LTEE | EETE | BD-Linear | BD-MLP |
|-------|-------|-----------|-------------|----------|------|------|-----------|--------|
| Mean  | ± std | Mean ± std | Mean ± std | Mean ± std | Mean ± std | Mean ± std | Mean ± std | Mean ± std |
| Strategy 1 | 0.0822 ± 0.1120 | 0.1120 ± 0.3967 | 0.2396 ± 0.1859 | 0.1653 ± 0.2784 | 0.2145 ± 0.2111 |
| Strategy 2 | 0.0542 ± 0.0890 | 0.0890 ± 0.1293 | 0.2058 ± 0.0321 | 0.1827 ± 0.2322 | 0.1610 ± 0.0607 |
| Strategy 3 | 0.0272 ± 0.0467 | 0.0467 ± 0.2198 | 0.2255 ± 0.0288 | 0.1390 ± 0.2213 | 0.1851 ± 0.0807 |
| Strategy 4 | 0.0083 ± 0.0123 | 0.0123 ± 0.2325 | 0.2310 ± 0.0173 | 0.0150 ± 0.2168 | 0.1964 ± 0.0704 |
| Strategy 5 | 0.0048 ± 0.0066 | 0.0066 ± 0.1651 | 0.1991 ± 0.0096 | 0.0444 ± 0.2057 | 0.1515 ± 0.0199 |
| Strategy 6 | 0.0947 ± 0.0947 | 0.0947 ± 0.1711 | 0.2188 ± 0.0143 | 0.1853 ± 0.1853 | 0.2224 ± 0.0322 |
| Strategy 7 | 0.0357 ± 0.0357 | 0.0357 ± 0.1489 | 0.1322 ± 0.0177 | 0.1131 ± 0.1866 | 0.1706 ± 0.0414 |
| Strategy 8 | 0.0314 ± 0.0146 | 0.0146 ± 0.2592 | 0.2056 ± 0.0635 | 0.2012 ± 0.1828 | 0.1490 ± 0.0322 |
| Average | 0.0335 ± 0.0340 | 0.0340 ± 0.2187 | 0.2299 ± 0.0667 | 0.1308 ± 0.2153 | 0.1807 ± 0.0225 |

31