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In order to improve the effect of speech emotion research, this paper combines data mining technology to construct a speech emotion research model and establishes a state space model of speech emotion risk problem. Moreover, this paper uses fuzzy variables to describe the external uncertain environmental factors and intuitively shows the relationship between each technology, that is, clearly shows how actions and external environmental factors affect their action results, which is helpful in understanding the voice emotional risk problem from the root. In addition, this paper uses the basic knowledge of credibility theory to transform the model and finally transform the model into an optimal control problem. Through the speech emotion simulation experiment, it can be seen that the multilingual speech emotion analysis model based on data mining proposed in this paper has a good effect in speech emotion analysis.

1. Introduction
Discrete speech emotion recognition processes emotions into categories and this type of research suggests that there are several basic emotions in the brain. The most well-known classification criteria are six categories of emotions [1], including happy, sad, surprise, fear, anger, and disgust. However, scholars such as Baron-Cohen believe that cognitive mental states frequently occur in daily interactions, and they are not expressed through a few basic emotions. That is, a single sentiment label or limited discrete categories cannot adequately describe such complex sentiments. Therefore, some researchers consider replacing sentiment classification labels (namely, discrete sentiment) with continuous sentiment values (namely, dimensional sentiment) in multidimensional space [2].

Reference [3] proposes an emotional space description model consisting of Arousal (i.e., motivation, describing the intensity of emotion) and Valence (i.e., valence, describing the positive and negative degree of emotion). Among various continuous emotion space description models, the most abundant emotion description model is a four-dimensional space description model: Arousal-Valence-Power-Expectancy. Dimensional speech emotion recognition is a speech emotion research based on the emotion space description model. Dimensional discretization speech emotion recognition refers to using a transformation strategy to convert continuous emotion values in each dimension into a limited number of categories on the basis of dimension emotion annotation and then classify and recognize the converted emotion [4]. Reference [5] quantifies continuous labels in two dimensions of Valence-Arousal to four and seven classes and predicts the quantized sentiment labels on a conditional random domain model. The selection of speech emotion features is a crucial issue in speech emotion recognition [6]. Although the Low-level descriptors (LLD) features used in each corpus are not the same, for example, the LLD features related to energy, spectrum, and sound are used in the AVEC2012 corpus, while the LLD features in the IEMOCAP corpus mainly contain information related to energy, spectrum and fundamental frequency [7]. These LLD features contain rich emotional information and also lead to a sharp increase in the number of features, which are basically between 1000 and 2000. Too many features will bring information redundancy to a certain extent, and the dependencies between features may also be uncontrollable, which will greatly hinder the training of emotion recognition models [8]. Subsequently, some researchers began to explore some high-level features of knowledge-based features. Research results have shown that knowledge-based features...
may be more predictive of emotion recognition [9]. Reference [10] proposed to use a disfluency feature and a non-verbal feature (Disfluency and Non-verbal, DIS-NV) to identify the emotion in the dialogue and obtained a relatively good recognition accuracy. Another essential part of speech emotion recognition is the selection of recognition models. These models can achieve a good result in emotion recognition performance, but these models ignore the temporal information in emotion features [11]. In comparison, Long Short Term Memory Recurrent Neural Network (LSTM-RNN) can learn long-distance dependency information of features [12]. That is, the LSTM model is more suitable for long-distance information modeling in emotion recognition. Studies have shown that long short-term memory networks [13].

Since the introduction of deep learning, many researchers have begun to make breakthroughs [14]. People attribute deep learning problems to three elements: data, algorithms, and computing power [15]. Computing power refers to the environmental problems required for deep learning, mainly referring to the computing power of computers. GPU has powerful floating-point computing capabilities and efficient parallel computing capabilities, especially for tasks requiring high-density computing such as image processing, which provides strong support for accelerating deep learning operations. Algorithms refer to various methods of deep learning, and algorithms are inseparable from the support of data. The data determines the upper limit of the algorithm, and the algorithm is just constantly approaching this upper limit [16]. Given the importance of data to algorithms, some organizations have begun to build high-quality datasets around their research directions or commercial application purposes.

The public multimodal datasets are mainly used for facial expression recognition, image description, visual question answering, object and scene detection and recognition, and semantic segmentation. These datasets have not paid much attention to the problem of discrimination. Most of the datasets are too coarse-grained for the classification of emotional issues and almost do not contain expressions related to discrimination. Some expression recognition datasets, such as the RaFD dataset, contain categories related to discrimination. The RaFD dataset categorizes expressions into 8 expressions. This facial discrimination expression is too obvious and the modalities are single, and other types of discrimination such as various gesture discrimination and implicit discrimination in specific scenarios cannot be effectively studied [17]. The multimodal high-level semantic-oriented discrimination studied in the literature [18] is mostly implicit discrimination in specific scenarios, and the image and text alone do not convey any discriminatory emotion, and when the two appear together, they will express discrimination emotion. This kind of discrimination constitutes a complex condition, and the currently published datasets have not conducted in-depth research on this issue, and this multimodal high-level semantic discrimination problem may have an early adverse impact on an individual’s mental health and social stability. Manual detection of this problem: The problem of this kind of discrimination will consume huge resources, so it is very necessary to establish a high-quality dataset for this problem and make a little contribution to the study of multimodal discrimination. The discrimination-oriented multimodal dataset constructed in [19] focuses on the high-level semantics of images and texts and also studies gestures with obvious discrimination information. There are many kinds of gesture discrimination, which can be roughly summarized as pointing discrimination and face-to-face discrimination in terms of the positional relationship.

In order to improve the effect of speech emotion analysis, this paper combines data mining technology to build a speech emotion research model to improve the effect of speech emotion analysis.

2. Speech Emotion Recognition Algorithm

2.1. Expected Value of Fuzzy Variable Function

Definition 1. If it is assumed that \( \zeta \) is a fuzzy variable defined on the credibility space \((\Theta, P(\Theta), Cr)\), and \( f: \mathbb{R} \longrightarrow \mathbb{R} \) is a mapping to a real number set, the expected value \( E[f(\zeta)] \) of the function is defined as follows:

\[
E[f(\zeta)] = \int_{-\infty}^{\infty} Cr[f(\zeta) \geq r] dr - \int_{-\infty}^{0} Cr[f(\zeta) \leq r] dr. \tag{1}
\]

Among them, at least one integral in the above formula is finite.

We assume that \( \zeta \) is a fuzzy variable on the credibility space \((\Theta, P(\Theta), Cr)\), and its credibility density function \( \phi(x) \) and credibility distribution \( \Phi(x) \) both exist. If the Lebesgue integrals \( \int_{-\infty}^{\infty} x\phi(x)dx \) and \( \int_{-\infty}^{\infty} x\Phi(x)dx \) are finite, there is the following:

\[
E[\zeta] = \int_{-\infty}^{\infty} x\Phi(x)dx = \int_{-\infty}^{\infty} x\phi(x)dx. \tag{2}
\]

2.2. Parametric Model of Emotional Risk in Fuzzy Environment. In order to introduce the emotional risk model of hidden actions more clearly, we use Figure 1 to describe the emotional risk game sequence of hidden actions, which is helpful for the following understanding.

In previous studies, random variables are often used to represent the external uncertain environmental factors. Before the principal’s expected utility maximization model is established, in order to more clearly describe the emotional risk problem in the fuzzy environment, the notation and assumptions used in this chapter are firstly given.

The basic assumptions are as follows:

2.2.1. Symbol

\(- e \), is the effort level of the agent; \( \psi(e) \), is the cost at which the agent’s effort level is \( e \); \( q \), is the performance of the agent, that is the output; \( \Phi(x, e) \), is the reliability distribution function of \( q \) when the effort level is \( e \);
\( \phi(x, e) \), is the confidence density function of \( q \) when the effort level is \( e \);

\( t(q) \), is the emotional output that the agent receives from the principal;

\( U(t) \), is the utility function of the agent for the emotional output \( t \);

\( S(q) \), is the income function of the principal is the income brought by the output of \( q \) unit of the agent to the principal;

\( V(S) \), is the principal’s utility function for revenue.

### 2.2.2. Assumptions

1. The output \( q \) is a fuzzy variable whose support is \( \Omega = [a, b] \), and its credibility density function satisfies \( d^2\phi(x, e)/de^2 \leq 0 \).

2. The emotional output \( t(x) \) is monotonically increasing with respect to \( x \), that is, \( dt(x)/dx \geq 0 \). Moreover, there is a large positive number \( M \) that allows us to obtain \( 0 \leq dt(x)/dx \leq M \), that is, \( M \) is the upper bound of \( dt(x)/dx \), which means that the rate of change of the emotional output is lower than a certain level. That is to say, the rate of change of the acceptable emotional output set by the entrusted input is lower than a certain value. Obviously, this assumption is completely in line with the actual situation.

3. The client’s revenue function \( S(x) \) satisfies \( dS(x)/dx > 0, d^2S(x)/dx^2 \leq 0 \), and there is \( S(0) = 0 \):

4. The utility function of the principal is \( V(S(x)) - t(x) \), and we set \( dV(S(x))/dx \geq dt(x)/dx \); that is, for the unit change of the output \( q \), the rate of change of the principal’s utility for this part of the income is larger than the rate of change of the emotional output.

5. The cost function of the agent’s effort satisfies \( \psi(e) \geq 0, d\psi(e)/de > 0 \) and \( d^2\psi(e)/de^2 > 0 \), which indicates that as the effort level increases, the cost to be paid increases. At the same time, as the effort level increases, the cost required to improve the unit effort level, that is, the marginal cost also increases.

6. The utility function of the agent is \( U(t(q)) - \psi(e) \). Among them, \( U(\cdot) \) satisfies \( dU(t)/dt > 0, d^2U(t)/dt^2 \leq 0 \); that is, the agent uses a fuzzy variable to describe the agent’s output \( q \), so the principal’s utility \( V(S(q)) - t(q) \) is also a fuzzy variable. Therefore, the expected utility of the principal is as follows:

\[
E[V(S(q)) - t(q)].
\]

Strictly speaking, a contract that induces an agent to perform effort level \( e \) should satisfy: when the agent exerts effort level \( e \), the utility he obtains will be greater than that obtained when he exerts any other level of effort. These constraints are called incentive compatibility constraints, which are expressed as follows:

\[
\psi(e) \geq 0 \text{ and } d^2\psi(e)/de^2 > 0.
\]

In order to ensure that the agent is willing to participate in this contractual relationship and successfully complete the agency task, the level of utility brought to the agent by the contract provided by the principal cannot be lower than the level of utility that the agent can obtain when the latter does not participate in the contractual relationship (called retain utility). These constraints are called the participation constraints of the agent. Here, for the convenience of analysis, it is usually assumed that the retained utility of the agent is zero, and the participation constraint can be expressed as follows:

\[
E[U(t(q))] - \psi(e) \geq 0.
\]
Definition 2. If a set of contracts satisfies both the incentive compatibility constraint and the participation constraint, that is, formulas (14) and (16), then the set of contracts is said to be incentive feasible.

Therefore, the principal’s expected utility maximization model can be established as follows:

\[
\begin{align*}
\max_{t(\cdot), e} & \ E[V(S(q)) - t(q)], \\
\text{s.t.,} & \ e \in \arg\max_{e \geq 0} \left(E[U(t(q))] - \psi(e')\right), \\
& \ E[U(t(q))] - \psi(e) \geq 0, \\
& 0 \leq \frac{df(x)}{dx} \leq M.
\end{align*}
\]

2.3. Model Analysis and Solution. In this section, in order to find the optimal solution of model (16), we first analyze the principal’s objective function and the agent’s incentive compatibility constraints and participation constraints so as to give the equivalent form of model (16).

The client’s objective function can be written in the following form:

\[
E[V(S(q)) - t(q)] = \int_a^b [V(S(x)) - t(x)] \phi(x, e)dx.
\]

Proof. We only need to verify that \( V(S(x)) - t(x) \) is monotonically increasing with respect to \( x \). According to \( dV(S(x))/dx - df(x)/dx \), we have the following:

\[
\frac{dV(S(x)) - t(x)}{dx} = \frac{dV(S(x))}{dx} - \frac{df(x)}{dx} \geq 0.
\]

That is, \( V(S(x)) - t(x) \) is monotonically increasing with respect to \( x \). It can be obtained as follows:

\[
E[V(S(q)) - t(q)] = \int_a^b [V(S(x)) - t(x)] \phi(x, e)dx.
\]

The proof is complete.

The incentive compatibility constraint (14) can be transformed into the following form:

\[
e \in \arg\max_{e \geq 0} \left(\int_a^b U(t(x))\phi(x, e')dx - \psi(e')\right).
\]

Proof. Since there is \( dU(t)/dt > 0 \) and \( dt(x)/dx \geq 0 \), there is \( dU(t(x))/dx = dU(t)/dt \cdot df(x)/dx \geq 0 \); that is, \( U(t(x)) \) is monotonically increasing with respect to \( x \). It can be seen that

\[
E[U(t(q))] = \int_a^b U(t(x))\phi(x, e)dx.
\]

Furthermore, there is the following:

\[
E[U(t(q))] - \psi(e) = \int_a^b U(t(x))\phi(x, e)dx - \psi(e).
\]

Therefore, the incentive compatibility condition can be transformed into the following form:

\[
e \in \arg\max_{e \geq 0} \left(\int_a^b U(t(x))\phi(x, e')dx - \psi(e')\right).
\]

The incentive compatibility constraint (19) can be further transformed into the following:

\[
\int_a^b U(t(x)) \frac{\partial \phi(x, e)}{\partial e}dx - \frac{d\psi(e)}{de} = 0.
\]

Proof. First, set

\[
L(t, e) = \int_a^b U(t(x))\phi(x, e)dx - \psi(e).
\]

The first and second partial derivatives of \( L(t, e) \) with respect to \( e \) are calculated separately below:

\[
\frac{\partial L(t, e)}{\partial e} = \int_a^b U(t(x)) \frac{\partial \phi(x, e)}{\partial e}dx - \frac{d\psi(e)}{de},
\]

\[
\frac{\partial^2 L(t, e)}{\partial e^2} = \int_a^b U(t(x)) \frac{\partial^2 \phi(x, e)}{\partial e^2}dx - \frac{d^2 \psi(e)}{de^2}.
\]

According to \( \partial^2 \phi(x, e)/\partial e^2 \leq 0 \), we can know \( \partial^2 L(t, e)/\partial e^2 < 0 \), that is,

\[
L(t, e) = \int_a^b U(t(x))\phi(x, e)dx - \psi(e),
\]

is a concave function of \( e \). From the knowledge of calculus, it can be known that the maximum point of \( L(t, e) \) exists and is unique, and it makes the first-order partial derivative of \( L(t, e) \) with respect to \( e \) to be zero. Therefore, formula (19) can be transformed into the following:

\[
\int_a^b U(t(x)) \frac{\partial \phi(x, e)}{\partial e}dx - \frac{d\psi(e)}{de} = 0,
\]

\[
E[U(t(q))] - \psi(e) = \int_a^b U(t(x))\phi(x, e)dx - \psi(e) \geq 0.
\]

Through the above analysis of the model, the incentive compatibility constraints and participation constraints are transformed into integral forms, and the following conclusions can be obtained.
Model (16) can be transformed into the following form:
\[
\begin{align*}
\max_{t(\cdot),e} & \int_a^b [V(S(x)) - t(x)]\phi(x,e)dx, \\
\text{s.t.,} & \\
\int_a^b U(t(x))\frac{\partial\phi(x,e)}{\partial e}dx - \frac{d\psi(e)}{de} = 0, \\
\int_a^b U(t(x))\phi(x,e)dx - \psi(e) \geq 0, \\
0 \leq \frac{dt(x)}{dx} \leq M.
\end{align*}
\]

The incentive compatibility constraint (19) is equivalent to the following:
\[
\frac{dQ(x)}{dx} = U(t(x))\frac{\partial\phi(x,e)}{\partial e} - \phi(x,e)\frac{d\psi(e)}{de}. 
\]

Moreover, there is the following:
\[
\frac{dR(x)}{dx} = [U(t(x)) - \psi(e)]\phi(x,e).
\]

Proof. Because there is the following:
\[
R(x) = \int_a^b [U(t(y)) - \psi(e)]\phi(y,e)dy. 
\]

There is the following:
\[
\frac{dR(x)}{dx} = [U(t(x)) - \psi(e)]\phi(x,e). 
\]

Moreover, there is the following:
\[
R(b) = \int_a^b [U(t(y)) - \psi(e)]\phi(y,e)dy \\
= \int_a^b U(t(y))\phi(y,e)dy - \int_a^b \psi(e)\phi(y,e)dy, \\
= \int_a^b U(t(y))\phi(y,e)dy - \psi(e) \geq 0.
\]

The proof is complete.

Model (21) can be transformed into an optimal control problem of the form:
\[
\begin{align*}
\max_{t(\cdot),e} & \int_a^b [V(S(x)) - t(x)]\phi(x,e)dx, \\
\text{s.t.,} & \\
\frac{dQ(x)}{dx} & = U(t(x))\frac{\partial\phi(x,e)}{\partial e} - \phi(x,e)\frac{d\psi(e)}{de}, \\
\frac{dR(x)}{dx} & = [U(t(x)) - \psi(e)]\phi(x,e), \\
\frac{dt(x)}{dx} & = v(x), \\
0 \leq v(x) & \leq M, \\
Q(a) & = 0, \\
Q(b) & = 0, \\
R(a) & = 0, \\
R(b) & \geq 0, \\
t(a) & = 0.
\end{align*}
\]

Among them, the following:
\[
R(b) \geq 0.
\]

Among them, there is the following:
\[
R(x) = \int_a^b [U(t(y)) - \psi(e)]\phi(y,e)dy. 
\]
Through the above analysis, the emotional risk problem model in the principal-agent can be transformed into an optimal control problem. Among them, $Q(x)$, $R(x)$ and $I(x)$ are state variables and $V(x)$ is a control variable (refer to the literature). Therefore, the necessary conditions for the existence of the optimal solution of the model can be given by using the Pontryagin maximum principle (refer to the literature), and the specific solution steps are given.

First, the Hamiltonian function of model (45) can be defined as follows:

$$H(Q, R, t, v, l, \mu, y, x) = [V(S(x)) - t(x)]\phi(x, e) + \lambda(x) \left[ U(t(x)) \frac{\partial \phi(x, e)}{\partial e} - \phi(x, e) \frac{d\psi(e)}{de} \right]$$

$$+ \mu(x) [U(t(x)) - \psi(e)] \phi(x, e) + \gamma(x)v(x).$$

(35)

Among them, $Q(x)$, $R(x)$ and $t(x)$ are state variables, $V(x)$ is the control variable, $l, \mu$ and $y$ are the corresponding costate variables.

The necessary conditions for the existence of optimal solutions can be obtained by applying the Pontryagin maximum principle. That is, if $Q^*, R^*, t^*$ and $V^*$ are the optimal solutions of the optimal control problem (45), there are optimal costate variables $\lambda, \mu$ and $y$ such that $Q^*, R^*, t^*$, $V^*$ and $l, \mu, y$ satisfy the following equations and boundary conditions.

(1) Regular equation system

$$\begin{align*}
\frac{dQ(x)}{dx} &= \frac{\partial H}{\partial l}, \\
\frac{dR(x)}{dx} &= \frac{\partial H}{\partial \mu}, \\
\frac{dt(x)}{dx} &= \frac{\partial H}{\partial y} \\
\frac{d\lambda(x)}{dx} &= \frac{\partial H}{\partial Q}, \\
\frac{d\mu(x)}{dx} &= \frac{\partial H}{\partial R}, \\
\frac{dy(x)}{dx} &= \frac{\partial H}{\partial t}.
\end{align*}$$

(36)

(2) Boundary conditions

$$\begin{align*}
Q(a) &= 0, \\
Q(b) &= 0, \\
R(a) &= 0, \\
R(b) &= 0, \\
t(a) &= 0, \\
y(b) &= 0.
\end{align*}$$

(37)

(3) On $[0, M]$, $V^*$ maximizes the Hamiltonian function (24), that is,

$$H(Q^*, R^*, t^*, V^*, \lambda, \mu, y, x) = \max_{0 \leq t \leq M} H(Q^*, R^*, t^*, V^*, \lambda, \mu, y, x).$$

(38)

Therefore, corresponding to the above problem, combined with the specific form of the Hamiltonian function, the expression of the necessary conditions for the existence of the optimal solution is given, and the following conclusions can be obtained.

The optimal solution $(t^*(q), e^*)$ of the emotional risk model that maximizes the expected utility of the principal satisfies the following conditions:

(1) Regular equation system

$$\begin{align*}
\frac{dQ(x)}{dx} &= U(t(x)) \frac{\partial \phi(x, e)}{\partial e} - \phi(x, e) \frac{d\psi(e)}{de}, \\
\frac{dR(x)}{dx} &= [U(t(x)) - \psi(e)] \phi(x, e), \\
\frac{dr(x)}{dx} &= v(x), \\
\frac{d\lambda(x)}{dx} &= 0, \\
\frac{d\mu(x)}{dx} &= 0, \\
\frac{dy(x)}{dx} &= \phi(x, e) - \lambda(x) \frac{dU(t(x)) \partial \phi(x, e)}{dt} \\
&\quad - \mu(x) \frac{dU(t(x))}{dt} \phi(x, e).
\end{align*}$$

(39)

(2) Boundary conditions
that on $[0, M]$, $v^*$ maximizes the Hamiltonian function (45), that is,
$$H(Q^*, R^*, t^*, v^*, \lambda, \mu, y, x)$$
$$= \max_{[0, M]} H(Q^*, R^*, t^*, v, \lambda, \mu, y, x).$$

In the Hamiltonian function, there is only $y(x)$ which contains the control variable $v(x)$, then $v^*$ maximizes the Hamiltonian function, that is, $v^*$ maximizes $y(x)v(x)$. Therefore, it is only necessary to specifically determine the switching point of $v(x)$ according to the sign of $y(x)$, that is, when there is $y(x) > 0$, there is $v' x = M$. When there is $y(x) < 0$, there is $v' x = 0$. Finally, combined with the boundary conditions of $\frac{dv(x)}{dx} = v(x)$ and $t(x)$, the specific expression of the emotional output $t^*(x)$ can be given. Among them, $\lambda, \mu$ is determined by the boundary conditions. The above solution process is described below with a specific example.

We set
$$V(S) = \ln(1 + S), S(x) = x, U(x) = kx, k > 0, \psi(x) = e^2$$

It can be known from the regular equation
$$\frac{dy(x)}{dx} = \phi(x, e) - \lambda(x) \frac{dU(t)}{dt} \frac{\partial\phi(x, e)}{\partial e}$$
$$- \mu(x) \frac{dU(t)}{dt} \phi(x, e)$$
$$= \left[1 - \frac{dU(t)}{dt}\right] \phi(x, e) - \lambda(x) \frac{dU(t)}{dt} \frac{\partial\phi(x, e)}{\partial e}$$
$$\frac{d\lambda}{dx} = \left[1 - \frac{dU(t)}{dt}\right] \phi(x, e) - \lambda(x) \frac{dU(t)}{dt} \frac{\partial\phi(x, e)}{\partial e}$$

Therefore, according to $\frac{d\lambda}{dx} = 0, \frac{d\mu}{dx} = 0$ (that is, $\lambda, \mu$ is independent of $x$) and boundary condition $\lambda(b) = 0$, we have the following:

$$y(x) = -\int_x^b \left\{1 - \mu(y) \frac{dU(t)}{dt}\right\} \phi(y, e) - \lambda(y) \frac{dU(t)}{dt} \frac{\partial\phi(y, e)}{\partial e} dx$$
$$= -\int_x^b \left[1 - k\mu(y)\right] \phi(y, e) - k\lambda(y) \frac{\partial\phi(y, e)}{\partial e} dy$$
$$= (k\mu - 1) - \int_x^b \phi(y, e) dy + k\lambda \int_x^b \frac{\partial\phi(y, e)}{\partial e} dy.$$
\[ y(x) = -\int_x^b \left[ 1 - \mu(y) \frac{dU(t)}{dt} \right] \phi(y,e) - \lambda(y) \frac{dU(t)}{dt} \frac{\partial \phi(y,e)}{\partial e} \, dy \]

\[ = -\int_x^b \left[ 1 - k\mu(y) \right] \phi(y,e) - k\lambda(y) \frac{\partial \phi(y,e)}{\partial e} \, dy \]

\[ = (k\mu - 1) \int_x^{\infty} \phi(y,e) \, dy + k\lambda \int_x^{\infty} \frac{\partial \phi(y,e)}{\partial e} \, dy \]

\[ = (k\mu - 1) \int_x^{\infty} \phi(y,e) \, dy + k\lambda \frac{\partial}{\partial e} \int_x^{\infty} \phi(y,e) \, dy \]

\[ = (k\mu - 1) \exp \left( -\frac{x-a}{e} \right) \, dy + k\lambda \frac{\partial}{\partial e} \exp \left( -\frac{x-a}{e} \right) \]

\[ = [k\mu - 1 + k\lambda \frac{\partial}{\partial e} (x-a)] \exp \left( -\frac{x-a}{e} \right). \]

The cases are discussed in the following case by case. □

Case 1. \( \lambda > 0 \)
When there is \( x > (1 - k\mu)e^2 / k\lambda + a \), there is \( \gamma > 0 \), so there is \( v(x) = M \). At this point, there is \( t(x) = Mx + c_1 \).
When there is \( x \leq (1 - k\mu)e^2 / k\lambda + a \), there is \( \gamma \leq 0 \), so there is \( v(x) = 0 \). At this point, there is \( t(x) = c_2 \). At the same time, because there is \( t(a) = 0 \), there is \( c_2 = 0 \), that is,

\[ t^*(x) = \begin{cases} 0, & x \leq \frac{(1 - k\mu)e^2}{k\lambda} + a, \\ Mx + c_1, & x > \frac{(1 - k\mu)e^2}{k\lambda} + a. \end{cases} \] (47)

Among them, there is \( c_1 = -M \left( (1 - k\mu)e^2 / k\lambda + a \right) \).
The expression of \( t^*(x) \) is brought into the incentive compatibility constraint (3.7) to obtain the optimal effort level \( e^* \), which satisfies the following formula:

\[ km \left[ \frac{(1 - k\mu)}{k\lambda} + 1 \right] \exp \left( -\frac{(1 - k\mu)}{k\lambda} e \right) = 2e. \] (48)

If we set \( a_1 = (1 - k\mu)(e^*)^2 / k\lambda + a \), the optimal emotional output \( t^*(x) \) is shown in Figure 2.

It can be seen that the optimal emotional output \( t^*(x) \) is a piecewise function. That is, when the output result of the agent is below the limit value, it will not be able to obtain the emotional output. Only when the output result exceeds the limit value, can he obtain a positive emotional output. At this point, the sentiment output is a linear function with a growth rate of \( M \).

Case 2. \( \lambda < 0 \)
When there is \( x \leq (1 - k\mu)e^2 / k\lambda + a \), there is \( \gamma \geq 0 \), so there is \( v(x) = M \). At this point, there is \( t(x) = Mx + c_3 \). At the same time, we know \( t(a) = 0 \), then there is \( t(x) = Mx - Ma \).
When there is \( x > (1 - k\mu)e^2 / k\lambda + a \), there is \( \gamma < 0 \), so there is \( v(x) = 0 \). At this time, there is \( t(x) = c_4 \), that is,

\[ t^*(x) = \begin{cases} Mx - Ma, & x \leq \frac{(1 - k\mu)e^2}{k\lambda} + a, \\ c_4, & x > \frac{(1 - k\mu)e^2}{k\lambda} + a. \end{cases} \] (49)

Among them, there is \( c_4 = M (1 - k\mu)e^2 / k\lambda \)
The expression of \( t^*(x) \) is brought into the incentive compatibility constraint (3.7) to obtain the optimal effort level \( e^* \), which satisfies the following formula:

\[ km - km \left[ \frac{(1 - k\mu)}{k\lambda} + 1 \right] \exp \left( -\frac{(1 - k\mu)}{k\lambda} e \right) = 2e. \] (50)

If we set \( a_1 = (1 - k\mu)(e^*)^2 / k\lambda + a \), the optimal emotional output \( t^*(x) \) is shown in Figure 3.

It can be seen from the figure that the optimal emotional output \( t^*(x) \) is a piecewise function. The initial sentiment output is a linear function with a growth rate of \( M \) that increases as the output outcome increases. However, when the output result increases to a certain amount \( a_1 \), the emotional output will no longer increase, that is, maintain a fixed constant value. At this time, a certain number \( a_1 \) is large enough to ensure that the principal motivates the agent to make the optimal level of effort it is trying to motivate.

We set \( V(S) = S, S(x) = x, U(x) = kx, k > 0, \psi(e) = e^2 \) and output \( q \) as exponential fuzzy variables, and their membership functions are as follows:

\[ \mu(x) = 2 \left( 1 + \exp \left( \frac{nx}{\sqrt{6e}} \right) \right)^{-1}, x \geq 0. \] (51)

The distribution function is as follows:
\( \Phi(x,e) = \begin{cases} 1 - \left(1 + \exp\left(\frac{\pi x}{\sqrt{6}e}\right)\right)^{-1}, & x \geq 0, \\ 0, & x < 0, \end{cases} \)

\( \phi(x,e) = \begin{cases} \frac{\pi}{\sqrt{6}e} \exp\left(\frac{\pi x}{\sqrt{6}e}\right)\left(1 + \exp\left(\frac{\pi x}{\sqrt{6}e}\right)\right)^{-2}, & x \geq 0, \\ 0, & x < 0. \end{cases} \)

(52)

It can be known from the regular equation:

\[
\frac{dy}{dx} = \phi(x,e) - \lambda(x) \frac{dU(t)}{dt} \frac{\partial \phi(x,e)}{\partial e} - \mu(x) \frac{dU(t)}{dt} \phi(x,e)
\]

\[
= \left[1 - \mu(x) \frac{dU(t)}{dt}\right] \phi(x,e) - \lambda(x) \frac{dU(t)}{dt} \frac{\partial \phi(x,e)}{\partial e}
\]

(53)

Therefore, according to \( \frac{d\lambda(x)}{dx} = 0, \frac{d\mu(x)}{dx} = 0 \) (that is, \( \lambda, \mu \) is independent of \( x \)) and boundary condition \( \gamma(+\infty) = 0 \), we have the following:

\[
\gamma(x) = -\int_{x}^{\infty} \left[1 - \mu(y) \frac{dU(t)}{dt}\right] \phi(y,e) - \lambda(y) \frac{dU(t)}{dt} \frac{\partial \phi(y,e)}{\partial e} dy
\]

\[
= -\int_{x}^{\infty} \left[1 - k\mu(y)\right] \phi(y,e) - k\lambda(y) \frac{\partial \phi(y,e)}{\partial e} dy
\]

\[
= (k\mu - 1) \int_{x}^{\infty} \phi(y,e) dy + k\lambda \int_{x}^{\infty} \frac{\partial \phi(y,e)}{\partial e} dy
\]

(54)

\[
= (k\mu - 1) \left(1 + \exp\left(\frac{\pi x}{\sqrt{6}e}\right)\right)^{-1} + k\lambda \frac{\pi x}{\sqrt{6}e} \exp\left(\frac{\pi x}{\sqrt{6}e}\right) \left(1 + \exp\left(\frac{\pi x}{\sqrt{6}e}\right)\right)^{-2}
\]

\[
= \left[(k\mu - 1) + k\lambda \frac{\pi x}{\sqrt{6}e} \exp\left(\frac{\pi x}{\sqrt{6}e}\right) \left(1 + \exp\left(\frac{\pi x}{\sqrt{6}e}\right)\right)^{-1}\right] \left(1 + \exp\left(\frac{\pi x}{\sqrt{6}e}\right)\right)^{-1}.
\]

The cases are discussed in the following case by case.

Case 3. \( \lambda < 0 \)

When there is \( x \leq \sqrt{6} (1 - k\mu)e^2/nk\lambda \), there is \( \gamma \geq 0 \), so there is \( \nu(x) = M \). At this point, there is \( t(x) = Mx + m_1 \). At the same time, we know \( t(0) = 0 \), then there is \( t(x) = Mx \). When there is \( x > \sqrt{6} (1 - k\mu)e^2/nk\lambda \), there is \( \gamma < 0 \), so there is \( \nu(x) = 0 \). At this time, there is \( t(x) = m_2 \). Among them, there is \( m_2 = M (\sqrt{6} (1 - k\mu)e^2/nk\lambda) \), that is,

\[
t^*(x) = \begin{cases} Mx - Ma, & Mx - Ma, x \leq \sqrt{6} (1 - k\mu)e^2 \frac{1}{nk\lambda}, \\ m_2, & Mx - Ma, x > \sqrt{6} (1 - k\mu)e^2 \frac{1}{nk\lambda} \end{cases}
\]

(55)

Among them, there is \( m_2 = M (\sqrt{6} (1 - k\mu)e^2/nk\lambda) \).

The expression of \( t^*(x) \) is substituted into the incentive compatibility constraint (19) to obtain the optimal effort level \( e^* \), which satisfies the following formula:
Conclusion 1. As shown in Figure 5(a), $e^*$ changes with the change of $M$, that is, the size of $e^*$ and $M$ are proportional. It increases as $M$ increases. It shows that if the $M$ set by the principal in advance is larger, that is to say, the larger the upper limit of the change rate of the emotional output that it can accept in advance, the more it can motivate the agent to make a higher degree of effort. Conversely, too high a level of effort cannot be motivated.

Conclusion 2. As shown in Figure 5(b), $e^*$ is proportional to the size of $k$, which decreases as $k$ decreases. It shows that if the principal knows that the agent's sensitivity to the change of the emotional output is very small, it is reluctant to motivate the effort level that is too high. On the contrary, if the agent is very sensitive to the change of emotional output,
The Attention mechanism solves the Q, K, and V matrices, and the final results are stitched.

**Figure 7:** Structure diagram of SABG model.

**Figure 8:** Structural diagram of the emotion analysis model.
the principal is more willing to motivate the agent to pay a higher level of effort, that is, $e^*$ is proportional to the rate of change of the agent’s utility function about the emotional output.

3. Multilingual Speech Emotion Research Based on Data Mining

This paper proposes the GE-BiLSTM model. The key part is that the pretrained language model is used to obtain word vectors containing contextual information by training the language model, and combined with the global word vector generated by the traditional Glove, the connection between words is improved. Training word vectors for the purpose of a language model can better capture emotional factors, and a bidirectional LSTM network further extracts text features and improves classification accuracy. The flow chart of the emotion analysis model is shown in Figures 6–8.

The effect of the multilingual speech emotion research model proposed in this paper is verified, and the results of the statistical speech emotion research are shown in Table 1.

Through the speech emotion simulation experiment, it can be seen that the multilingual speech emotion analysis model proposed in this paper has a good effect on speech emotion analysis.

4. Conclusion

Currently, research on sentiment analysis methods focuses on pretrained language models. The model learns the context-sensitive representation of each word in the input sentence through massive text data, thereby learning generalized grammatical and semantic knowledge and then fine-tuning the network for specific downstream tasks. Pretrained language models have achieved good results in various natural language processing tasks. However, due to the long training time and high computational overhead caused by its large model, it is difficult to deploy it on computers and servers with limited computing power. Therefore, how to compress the model under the premise of ensuring performance and obtain higher accuracy through lightweight models has become a further research direction. In order to improve the effect of speech emotion analysis, this paper combines data mining technology to construct speech emotion research model. Through the speech emotion simulation experiment, it can be seen that the

Table 1: The effect of multilingual speech sentiment analysis model based on data mining.

| Num | Speech sentiment analysis |
|-----|--------------------------|
| 1   | 83.28                    |
| 2   | 87.49                    |
| 3   | 84.98                    |
| 4   | 87.14                    |
| 5   | 84.67                    |
| 6   | 86.67                    |
| 7   | 84.29                    |
| 8   | 81.27                    |
| 9   | 86.92                    |
| 10  | 87.97                    |
| 11  | 87.04                    |
| 12  | 83.18                    |
| 13  | 88.47                    |
| 14  | 86.64                    |
| 15  | 88.57                    |
| 16  | 87.80                    |
| 17  | 86.27                    |
| 18  | 88.60                    |
| 19  | 81.69                    |
| 20  | 81.72                    |
| 21  | 87.67                    |
| 22  | 82.44                    |
| 23  | 88.97                    |
| 24  | 84.66                    |
| 25  | 82.24                    |
| 26  | 88.25                    |
| 27  | 84.00                    |
| 28  | 86.05                    |
| 29  | 86.57                    |
| 30  | 83.98                    |
| 31  | 81.37                    |
| 32  | 82.58                    |
| 33  | 88.90                    |
| 34  | 83.17                    |
| 35  | 86.54                    |
| 36  | 85.94                    |
| 37  | 88.71                    |
| 38  | 83.58                    |
| 39  | 84.51                    |
| 40  | 82.94                    |
| 41  | 85.17                    |
| 42  | 81.58                    |
| 43  | 81.98                    |
| 44  | 87.27                    |
| 45  | 82.09                    |
| 46  | 84.58                    |
| 47  | 82.71                    |
| 48  | 84.27                    |
| 49  | 84.16                    |
| 50  | 87.80                    |
| 51  | 84.38                    |
| 52  | 85.03                    |
| 53  | 83.58                    |
| 54  | 84.51                    |
| 55  | 81.17                    |
| 56  | 81.38                    |

Table 1: Continued.

| Num | Speech sentiment analysis |
|-----|--------------------------|
| 43  | 81.98                    |
| 44  | 87.27                    |
| 45  | 82.09                    |
| 46  | 84.58                    |
| 47  | 82.71                    |
| 48  | 84.27                    |
| 49  | 84.16                    |
| 50  | 87.80                    |
| 51  | 84.38                    |
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multilingual speech emotion analysis model based on data mining proposed in this paper has a good effect in speech emotion analysis.
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