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Abstract

Calculating the most efficient schedule of work in a neural network compiler is a difficult task. There are many parameters to be accounted for that can positively or adversely affect that schedule depending on their configuration — How work is shared between distributed targets, the subdivision of tensors to fit in memory, toggling the enablement of optimizations, etc. Traditionally, neural network compilers determine how to set these values by building a graph of choices and choosing the path with minimal ‘cost’. These choices and their corresponding costs are usually determined by an algorithm crafted by engineers with a deep knowledge of the target platform. However, when the amount of options available to a compiler is large, it is very difficult to ensure that these models consistently produce an optimal schedule for all scenarios, whilst still completing compilation in an acceptable timeframe. This paper presents ‘VPUNN’ — a neural network-based cost model trained on low-level task profiling that consistently outperforms the state-of-the-art cost modeling in Intel’s line of VPU processors.

1 Introduction

1.1 Overview

This paper describes a new method of accurately modeling the decision costs within a neural network compiler (henceforth referred to as ‘a compiler’) using a neural network trained on task-level profiling recordings. Specifically, this paper’s research describes this new technique as applied to Intel’s range of Versatile Processor Units (VPUs) and their corresponding compiler, however, the concepts
presented herein can be applied to other compilers, processor types, or other applications that also make use of a cost model (e.g. performance prediction).

The first section of this paper describes existing methods for decision tree resolution and other relevant background information for understanding the context of the research reported in this paper. The following section contains a technical detailing of the VPUNN cost model (and variants thereof). Results gathered during the development are presented and discussed in the penultimate section. Finally, the paper is concluded with a brief discussion on the overall merits of the technique and the possible future direction of this work.

1.2 Background Information

At its most basic, compiling a neural network for execution on the VPU is a matter of scheduling smaller work items for the processor to complete in an efficient order. This is a common scenario for compilers, independent of research field.

Figure 1 shows an example of a hypothetical neural network that classifies an image as either containing a dog or a cat. To execute this network on the VPU, the network is compiled into a queue of low-level tasks such as memory transfers and discrete hardware tensor operations. Scheduling some of these operations can be straightforward — Convolution A can be completed in a single transfer — but Convolution B has been split into multiple parts to comply with a limitation of the target platform’s memory capacity. This limitation might lead to the compiler subdividing the work items into more compatible sizes. Figure 2 shows three options for how this division might be done. In this simple depiction of a 3-dimensional tensor, deciding which axis of division (or ‘split’) to choose could be determined by a simple benchmarking of all three options. However, in a real-world scenario where there are more granular division options, optimization toggles, and other significant choices involved, the search space grows rapidly. This is especially true when decisions about multiple adjacent operations are highly correlated with each other. In that case, the inherently combinatorial nature of the problem makes it intractable by brute-forcing all possible decisions.
Figure 3 shows a set of these choices and the resultant decision tree. It can be seen how each additional configurable property markedly increases the number of possible path choices. Because the VPU is an embedded processor with significantly restricted resources (to achieve a low power consumption), the execution schedule can have a very high number of tasks compared to a processor with larger capabilities (e.g. a GPU). This leads to an increased number of compiler decisions to determine how to divide a tensor into transferrable chunks, how much work each distributed unit might consume, configuration of different optimizations (e.g. data compression/decompression, sparse acceleration), etc. all compound to create an exploration space which is unwieldy to resolve in a timely manner.

1.3 Existing Methods

This is not a problem faced solely by VPU compilers and indeed, there is a reasonable body of research dedicated to alleviating the problem. These solutions have primarily taken two forms:

- Rule-Based decision: Determining the best scheduling decision by following a series of rules
- Cost-based decision: Selecting an outcome based on an algorithm or cost model of the underlying hardware that roughly models the behavior in terms of cycles/power of the target device

1.3.1 Rule Based Methodologies

Some projects with a decision tree may choose their path based on a series of rules (e.g. Hajek et al. [1986] describes a rule-based decision system for the best method to maintain a given pavement). An example of a rule might be "Choose to split a tensor on the x-axis if the x-axis is larger than 75 elements". The compiler will test each rule as required until there is only one possible configuration left to choose from. This approach lends itself well to decisions where the choices of schedules are limited and those choices have clear positive and negative effects on the resultant schedule. However, this method becomes difficult to manage when the number of parameters is high, or the effect of each parameter is not significantly pronounced to allow for elimination-style decisions.

1.3.2 Algorithmic Cost Modeling

A more advanced method is for compilers to calculate the final configuration through an algorithmic, or mathematical, methodology. The CoRA Tensor Compiler (as described in Fegade et al. [2021]) for example operates by computing the schedule which minimizes the amount of memory reloading — on the grounds that this will minimize wasted computation. A similar modeling function was used as the original cost model for the VPU compiler before VPUNN was integrated. However, this method is only as effective as the correlation of the algorithm to the actual performance of a system.

1.3.3 Performance Prediction

Performance prediction is a closely related topic to cost modeling. If the compiler knows the predicted performance of two different decisions, it can pick the preferrable one to proceed with.
Qi et al. [2017] provide algorithmic modeling of a hardware target’s performance based upon the arithmetic complexity of the network. Their proposal is a generic approach across multiple hardware targets, though it requires to be provided some high-level information about the target’s capabilities and processing paradigms.

More recent work leverages neural networks to model performance. Justus et al. [2018] discuss a prediction system operating on a range of Nvidia GPUs. Similarly in 2018, Intel Habana (Habana [2021]) trained a neural network to predict the performance of convolutions and fully-connected layers on the Gaudi processor. However, to the authors’ knowledge, the use of these performance predictors as a compiler cost model has not yet been published.

The VPUNN system is differentiated from prior work in several additional aspects:

- the neural network is trained at a hardware ‘task’ level, rather than at a network ‘operation’ level, allowing for more fine-grained modeling
- the VPUNN model includes hardware-specific parameters particular to Intel VPUs
- the model supports all available hardware-native operations of the VPU accelerator, rather than a subset.
- the VPUNN model is a product-grade cost model for the VPU compiler

VPUNN determines the most suitable selection of compiler decisions based on the projected cycle time as computed by its neural network. How this is achieved is described in Section 2.

As of the time of writing, the VPUNN system is the cost modeling technology of choice for Intel VPU neural network compilers.

2 Technical Overview

A large dataset is key to the successful training of a neural network. Data for training the neural network behind VPUNN was captured using two different methodologies:
1. Compiling real-world neural networks into VPU tasks. Each network can generate several hundred tasks, allowing for quick initialization of data points into the database.

2. Creating a wide range of processor tasks through a generation suite. This has been particularly important to unbias the database, as it allows to balance all of the operations and datatype classes.

The generated tasks are then profiled to collect their performance. It is possible to profile individual workloads with very hard granularity using both hardware emulators (Register-transfer level (RTL) simulation, Field-programmable gate array (FPGA) emulation, VPU behavioral model) and directly from the final silicon. This flexibility allows to have a very accurate cost model of the hardware well before silicon tape out, greatly increasing and simplifying the software and compiler development effort. Having such an accurate cost model of the hardware was very important to drive hardware/software co-design decisions at an early stage of product development.

Finally, task descriptions and cycle times are formatted to conform to a prescribed schema and submitted as records to a database. The top half of figure 4 provides a high-level view of this workflow.

Once the database has enough submissions for an initial deployment of the cost model, the values are downloaded to a single location, and using the TensorFlow framework, the training phase of a neural network is initiated. This trained neural network can be versioned and released for consumption. VPUNN provides two different versions of the cost model that can be used by a VPU NN compiler. These two versions of VPUNN allow a compiler to choose between accuracy and speed depending on the preference of the host compiler and the application requirements. Both model versions expose the same Application Programming Interface (API) so the choice is completely transparent to the end-user of the library. Figure 4 shows how the model can be deployed and used by the VPU compiler.

2.1 Data preprocessing and feature engineering

Initially, there are 26 raw input features which are then preprocessed and transformed into the final 71 features. The preprocessing step consists of categorically encoding the features that do not represent values, and logarithm the remaining numeric features for normalization. A more detailed analysis of the categorical encoding can be seen in Table 2. After these transformations have been done, the outlier data points are removed from the dataset before doing the train-validation split.

The output data is also transformed: The network is not trained to predict cycles values, which take values in the 100–10M range, but the utilization rate, which takes values in the 0–1 interval for dense workloads, a value that is much easier for the network to learn. The computed utilization rate can then be used to obtain the cycle value by understanding the cycles in a perfect utilization rate scenario.

2.2 VPUNN model variants

2.2.1 Neural Network using Multi Layer Perceptron (MLP)

For scenarios where a compiler may require a low-latency cost model, it can choose the VPUNN distribution based on an MLP network topology. This neural network has an input for each relevant aspect of a hardware task’s description, has trained its parameters based on the database entries, and predicts cycle cost as an output. A simplified diagram can be seen in Figure 5(i). In addition to other performance-enabling features such as caching, this method can save a lot of time for a compiler - considering that the cost model may need to be queried tens of thousands of times for a single network compilation (due to a large number of tasks and configuration options as described in 1.2). Here, VPUNN takes advantage of the property of MLP network topologies to be converted to matrix-multiplication equivalents which can often take advantage of processor SIMD or vector instructions (Ma and Lu 2017).

2.2.2 Neural Network using Embeddings

During training, the second style of the VPUNN model embeds costs from the database in an N-dimensional space, where each dimension corresponds with a property of the dataset (e.g., output channels). A simplified depiction of this insertion can be seen in Figure 5(ii).
When an inference of the neural network occurs, it will either return an exact value of a previous recording or interpolate between the nearest neighboring values to return an approximation. This technique is inspired by the similarity searches used by Guo et al. [2020] and Johnson et al. [2017]. This style of deployment provides higher confidence results due to its ability to return an exact match (where one exists), as opposed to the MLP method which can only return predictions.

3 Results & Discussion

3.1 Training VPUNN to approximate the hardware model

The VPUNN model analyzed in this paper was trained on 31366 recordings of simulated workloads, using 80% of the data for training and 20% for validation. The network was trained on an NVIDIA A100-SXM4 40GB GPU. On this system the training process takes 36 minutes - The network quickly learns features in the first few iterations and slowly refines them until we no longer see a significant benefit. The MAPE curve for the network can be seen in Figure 7.

The Early Stopping callback is used, with a patience of 100 epochs and a minimum delta of 0.1. The network is trained with a batch size of 64, for 1000 epochs, however, it only requires approximately 700 epochs to fully train, when the training stops because of the callback. These hyperparameters were obtained through repeated experiments and proved themselves to offer the best validation results.

At the end of the training, our model has a median validation Absolute Percentage Error (APE) of 0.72%. This signals a high rate of confidence in the modeling approximation, and the resulted
performance has high reproducibility throughout multiple experiments with different seeds as seen in Figure 11.

The Embedding version of VPUNN has been trained in the same fashion, however, there is a significant improvement in results. The Embedding model has a median validation APE of 0.31%. As expected, this variant performs better.

3.2 Effectiveness as a cost model

The fact that the VPUNN model is comparable to the hardware modeling does not necessarily imply a guarantee of improved cost modeling and resultant task schedules. For instance, a poor hardware modeling may be an inferior cost model when compared to a mathematical formula that better correlates to the costs in the system. The only way to verify whether it is a better cost model is by direct comparison of the VPU’s performance when using VPUNN in place of the existing, rule-based, methodology. Figure 8 shows the improvements in VPU execution time for a range of networks (in Frames per Second (FPS)) due to the integration of the VPUNN cost model inside the compiler.

The findings are significant in that every neural network that was profiled either improved or did not degrade. This means that the cost model was capable of guiding the compiler to make better decisions than the previous rule-based approach.

3.3 Execution Time

One might have been able to achieve similar results if they had used the complex hardware modeling directly as a cost model. However, these models are often very time-consuming and would be too slow for a standard user of the VPU compiler.

Table 1 shows the time to query both the complex hardware model and VPUNN for the different costs through a selection of networks. It can be seen that VPUNN takes far less time to return a result. Without this level of performance, using VPUNN as a cost model would have limited application,
perhaps used as an optimization toggle to the compiler, but it is fast enough to be considered as a standard cost model for a compiler.

Because of the widespread improvements were seen in Sections 3.2 and 3.3 VPUNN has since been established as the primary cost model for all future VPU products.

3.4 Limitations

There are two main limitations to the VPUNN approach to cost modeling. Firstly, VPUNN cannot be more accurate than the modeling of hardware it is approximating. The VPU target used in this paper was the third generation VPU in which the gathering of task-level profilings on hardware doesn’t allow a zero observer effect. This made the profiling of individual workloads a difficult and error-prone task. An accurate modeling of the VPU runtime has been done to mitigate the effect of measurement on task profiling but the whole process is tricky at best to fine-tune.

To overcome these limitations, future VPU generations have a cycle-accurate hardware timer specifically tailored for individual task profiling. We include some preliminary findings in Appendix 6.1 strongly indicating that using cycle costs from the actual hardware significantly reduces the impact of this limitation.

The second limitation is that gaps in training data could result in bad cost predictions by VPUNN. It is important, therefore, to have a training data set that covers as much of the network’s design space in as much detail as possible. This large problem space needs a quite large training set to enable the network to properly generalize across unseen workloads.

4 Conclusion and Future Plans / Use

There is a clear improvement in the performance of the VPU when task schedules are compiled using VPUNN over the existing mathematical methods. VPUNN has been integrated into the OpenVINO VPU plugin because it is a very accurate model of complex hardware without the performance overhead included in a transaction level model.

A significant benefit of VPUNN is its enhanced ability to generalize to new and unseen networks (as discussed in Section 3.2) and to efficiently scale to new workloads without much technical overhead. While an algorithmic model may require handcrafted analysis for every new type of workload, updating a neural network is much simpler and automatable once new workloads are collected in the database. It is possible to iteratively collect the data directly during pre-silicon validation and directly from end-users to allow the model to improve over time.

Though the topic of this paper has been focused on VPU, the concept is generic enough to apply VPUNN’s successes to other targets provided the training is updated to appropriate task parameters.

4.1 Cost Model Tuning

As the VPU moves through the different stages in its lifecycle - from design to delivery, the data used to train VPUNN can change too. Early-stage simulations or software modelings can be replaced with actual recordings on physical devices. This means that over time, releases of VPUNN for a target will be incrementally more accurate and representative.

If data gathering is straightforward, software modeling may not even be needed. Provided with sufficient data gathering, VPUNN is very reusable between generations of a target, or even between different targets. To update the system, a new set of model parameters may need to be defined - whereas software modeling may need a lot of engineering time to understand the new properties of

| Network       | MLP VPUNN | Embeddings VPUNN |
|---------------|-----------|------------------|
| ResNet-50     | 28.9x     | 21.1x            |
| MobileNet v2  | 65.9x     | 31.2x            |
| Yolo Tiny v2  | 47.8x     | 31.5x            |
the system, assert the continued properties of continued features, debug mistakes, and so on. There is
also a significant advantage in having a system less prone to the human element — gathering extra
training data is simpler than rewriting an entire software project!

4.2 Dataset Exploration

Outside of the improvements in cost model accuracy, having a singular repository of performance
data is valuable for other uses for early-stage hardware developers. Exploration within the dataset can
unveil unexpected performance characteristics, corner cases, or unmet expectations. Learnings from
such investigations can be fed back into different parts of the organization to inform architectural
and hardware design decisions, as well as firmware development choices. Collecting these datasets
will enable future VPU generations to better understandings about performance and power at a much
earlier stage of their lifecycles.

4.3 Future Work: Neural Architecture Search

The gathered dataset of tasks for VPUNN can be reused for other machine learning initiatives. One
prominent example is using Neural Architecture Search (as described by [Zoph and Le 2016]) to
vary the parameters of neural networks to contain operations and tensors that better suit the hardware
whilst not compromising on accuracy. The work by [Akin et al. 2022] has shown this to be a
successful technique for optimizing the power utilization and performance throughput of a given
network structure for Google’s Tensor Processing Units (TPUs)— a processor with similar trade-off
considerations as the Intel VPUs. [Donegan et al. 2021] have some established work in this area on a
previous version of the VPU.

4.4 Future Work: Optimizing for different costs

For performance, the cycle count is an effective metric to train our neural networks for. However,
particularly for Intel’s range of VPU and other processors in the same market, power can be an
important factor in competitive comparisons. Should this work be extended to gather the power cost
for each task, a compiler could produce schedules that are optimized for power, rather than speed —
or a hybrid combination.

Summary  The invention of VPUNN significantly improves the ability of the VPU compiler to
produce the most performant task schedule for a target VPU. It provides the benefit of a complex
hardware modeling system at a fraction of the execution overhead. Due to these merits, VPUNN is
now the standard costing system for the VPU compiler, already integrated into the Intel OpenVINO
toolkit.
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6 Appendix

6.1 Future Work: Improved Accuracy

Comparison of the Absolute Percentage Error between previous modelling tools and VPUNN when trained on hardware recordings — versus the actual cycle count of hardware recordings. These were gathered on early versions of Generation 4 Intel VPUs, as described in Section 3.4. These results shows promise of improved accuracy of results if VPUNN were updated to use real hardware timings rather than simulated timings.

![ArchBench Percentage Error Distribution](image)

Figure 9: ArchBench absolute percentage error

6.2 Preprocessing

Along with the fields presented here, there are some excluded fields set to zero, that are reserved for future versions of VPUs.
Table 2: Existing values for categorical features

| Feature name            | Values                                              |
|-------------------------|-----------------------------------------------------|
| input datatype          | [uint8; int8; float16; bfloat16]                    |
| weights datatype        | [uint8; int8; float16; bfloat16]                    |
| output datatype         | [uint8; int8; float16; bfloat16]                    |
| operation               | [Convolution; CM Convolution; DW Convolution; Elementwise; MaxPool; AveragePool] |
| execution mode          | [Vector; Matrix; Vector FP16; Cuboid 16x16; Cuboid 8x16; Cuboid 4x16] |
| activation function     | [None; RELU; LRELU; Add; Sub; Mult]                 |

6.3 Error Bars

![Figure 11: Median validation error bars (y) with respect to experiments with different seeds (x)](image)

6.4 Networks used for Assessment

Details of the networks used for assessing VPUNN in comparison to the existing cost modelling within the VPU compiler. All networks were found to be either improved or unchanged in performance when VPUNN was used.
Table 3: Networks analysed for performance improvement/degradation

| Network                                           | Precision       | Hyperlink                                      |
|---------------------------------------------------|-----------------|------------------------------------------------|
| por_tf_FP16-INT8_yolo-v2-tiny-ava-0001            | Mixed FP16-INT8 | OpenVINO Model Info                            |
| por_tf_FP16-INT8_yolo_v4                          | Mixed FP16-INT8 | OpenVINO Model Info                            |
| por_tf_FP16-INT8_yolo_v4_tiny                     | Mixed FP16-INT8 | OpenVINO Model Info                            |
| BDK_FP16-INT8_resnet-50-pytorch-sparse50          | Mixed FP16-INT8 | Internal variant of OpenVINO Model Info         |
| por_onnx_FP16-INT8_resnet-50-pytorch              | Mixed FP16-INT8 | OpenVINO Model Info                            |
| por_tf_FP16-INT8_googlenet-v1                     | FP16            | OpenVINO Model Info                            |
| por_tf_FP16_googlenet-v1                          | Mixed FP16-INT8 | OpenVINO Model Info                            |
| por_tf_FP16-INT8_googlenet-v3                     | Mixed FP16-INT8 | OpenVINO Model Info                            |
| por_tf_FP16_googlenet-v3                          | FP16            | OpenVINO Model Info                            |
| por_caffe2_FP16_squeezenet1.1                     | FP16            | OpenVINO Model Info                            |
| por_caffe2_FP16-INT8_squeezenet1.1                | Mixed FP16-INT8 | OpenVINO Model Info                            |
| scale_caffe_FP16_mobilenet-v1-1.0-224             | Mixed FP16-INT8 | OpenVINO Model Info                            |
| por_onnx_FP16-INT8_mobilenet-v2                   | Mixed FP16-INT8 | OpenVINO Model Info                            |
| ea_caffe_FP16_age-gender-recognition-retail-0013_ww14 | FP16           | OpenVINO Model Info                            |
| scale_caffe_FP16-INT8_age-gender-recognition-retail-0013 | Mixed FP16-INT8 | OpenVINO Model Info                            |
| scale_onnx_FP16_resnet-18-pytorch                 | Mixed FP16-INT8 | OpenVINO Model Info                            |
| scale_onnx_FP16-INT8_resnet-18-pytorch             | FP16            | OpenVINO Model Info                            |
| scale_caffe_FP16_mobilenet-v2                     | FP16            | OpenVINO Model Info                            |
| scale_caffe_FP16-INT8_mobilenet-v2                | Mixed FP16-INT8 | OpenVINO Model Info                            |
| FP16-INT8_InternalModel1                          | Mixed FP16-INT8 | Internal Model                                  |
| INT8_InternalModel2_V2                            | INT8            | Internal Model                                  |
| INT8_InternalModel2_V3                            | INT8            | Internal Model                                  |
| scale_tf_FP16_mobilenet-v3-large-1.0-224           | FP16            | OpenVINO Model Info                            |
| scale_tf_FP16-INT8_mobilenet-v3-large-1.0-224      | Mixed FP16-INT8 | OpenVINO Model Info                            |
| por_tf_FP16_mobilenet-v3-small-1.0-224             | FP16            | OpenVINO Model Info                            |
| por_tf_FP16-INT8_mobilenet-v3-small-1.0-224       | Mixed FP16-INT8 | OpenVINO Model Info                            |
| FP32_InternalModel3                                | FP32            | Internal Model                                  |

Note: The networks referenced here may be using internal releases of OpenVINO or be non-published variants of the published network.

Note: weblinks accessed 2022-04-29