Flexible and Fast Estimation of Binary Merger Population Distributions with Adaptive KDE
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The LIGO Scientific, Virgo and KAGRA Collaborations recently released the third gravitational wave transient catalog or GWTC-3, significantly expanding the number of gravitational wave (GW) signals. To address the — still uncertain — formation channels of the source compact binaries, their population properties must be characterized. The computational cost of the Bayesian hierarchical methods employed thus far scales with the size of the event catalogs, and such methods have until recently assumed fixed functional forms for the source distribution. Here we propose a fast and flexible method to reconstruct the population of LIGO–Virgo merging black hole (BH) binaries without such assumptions. For sufficiently high event statistics and sufficiently low individual event measurement error (relative to the scale of population features) a kernel density estimator (KDE) reconstruction of the event distribution will be accurate. We improve the accuracy and flexibility of KDE for finite event statistics using an adaptive bandwidth KDE (awKDE). We apply awKDE to publicly released parameter estimates for 44 significant (69) BH binary mergers in GWTC-2 (GWTC-3), in combination with a fast polynomial fit of search sensitivity, to obtain a non-parametric estimate of the mass distribution, and compare to Bayesian hierarchical methods. We also demonstrate a robust peak detection algorithm based on awKDE and use it to calculate the significance of the apparent peak in the BH mass distribution around 35 M⊙. We find such a peak is very unlikely to have occurred if the true distribution is a featureless power-law (significance of 3.6σ for confident GWTC-2 BBH events, 3.0σ for confident GWTC-3 BBH events).
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I. INTRODUCTION

Advanced LIGO’s and Advanced Virgo’s [1, 2] first three observing runs have produced many tens of confident detections of binary compact object mergers via gravitational wave (GW) emission, catalogued in GWTC-1 [3], GWTC-2 [4], GWTC-2.1 [5], and GWTC-3 [6].1 A detailed investigation of the population properties of binary black hole (BBH) mergers, the most commonly detected source type, has been published in [7] focusing on several population characteristics including their component masses and spins using GWTC-2 [4] events. This investigation was updated recently in [8] for GW observations up to the end of the O3 run, as catalogued in GWTC-3 [6], where updated events reported in GWTC-2.1 [5], are included.

One objective has been to reconstruct the primary mass distribution of merging BBH, in order to address questions in stellar evolution, BH formation and binary formation channels. The primary BH masses have lower measurement uncertainty compared to other parameters such as binary spins, thus their distribution is expected to yield significant information for eventual comparison with astrophysical model predictions. The binary chirp mass $M \equiv (m_1 m_2)^{3/5}(m_1 + m_2)^{-1/5}$, where $m_{1,2}$ are the source binary masses, is also measurable with (relatively) high precision, thus its distribution is comparable with model predictions stated in terms of binary properties [e.g. 9, 10].

In [7] specific functional forms and Bayesian hierarchical analysis are used to infer the mass distribution of binary mergers from these observed gravitational wave events: see Figure 1 for one output of such inference. These methods are well established, but as our observed sample grows with future observing runs, both computational cost and modeling complexity will increase accordingly. An alternative approach to reconstructing the population is non-parametric methods that allow deviations from a predetermined functional form to better fit observations, or that can approximate arbitrary functional forms. Non-parametric methods implemented via Bayesian analysis have recently been described in [11–17]; the motivation of this work is similar, but we prioritize computational simplicity and speed.

In this paper we propose a fast and flexible method for reconstructing binary merger population distributions via adaptive bandwidth kernel density estimation (KDE), using a publicly available code [18]. This method addresses the same goals as the hierarchical analyses mentioned above, but without assuming a particular functional form of the distribution beyond the choice of a kernel function (here, the choice of a Gaussian kernel enforces a smooth estimate). A standard Gaussian KDE with a fixed (global) bandwidth is unlikely to give a accurate representation of the BBH mass distribution, due
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1 Each successive catalog update includes previous detections.
to its complexity; [19] already identified the risk of significantly biased population estimates due to inappropriate or inflexible bandwidth choice.

Here, we deploy an adaptive KDE (awKDE) estimation method in combination with cross-validation to address the bandwidth problem: specifically, to ensure a locally appropriate bandwidth across a broad parameter space with a wide dynamic range of densities. We estimate the mass distribution of binary mergers from observed events, enabling us to validate and check the model assumptions of the standard Bayesian analyses in a flexible and computationally efficient way; this nonparametric approach can also potentially discover features not described by parametric models. The awKDE estimate of the detected event distribution also yields a differential merger rate estimate, using a fit of the search sensitivity as in [20]. We also compute an uncertainty estimate (confidence interval) for the population KDE using the bootstrap technique [21].

There is an apparent peak around $35M_\odot$ in the primary mass distribution of observed GW events, as seen in the Power Law + Peak [22] and Multi Peak model results in [7] (see Fig. 1). In this work we also propose a method to determine the significance of one or more prominent peaks in the detected distribution, quantifying the probability that comparable statistical fluctuations might occur in the presence of selection effects. We thus introduce a new peak detection algorithm [23] and apply it to GWTC-2 events. Investigating the presence and significance of such peaks will further help towards understanding BH binary formation; for instance, it has been suggested that pair-instability dynamics in supernovae could induce similar features in the BH mass function [recent discussions include 24–26]; however, as yet no definite signature has been identified.

The fixed bandwidth KDE overestimates the width (underestimates the height) of the observed peak around $35M_\odot$, but also yields a probably unphysical gap in the estimated distribution around $80M_\odot$; these undesirable aspects arise because a fixed bandwidth cannot both reconstruct small-scale features in regions with a high density of points, and supply enough smoothing to avoid artefacts in low density regions.

The paper is organized as follows: In Section II we describe the motivation and reconstruction of the population probability density function using the awKDE algorithm and its application to GW detections, including astrophysical merger rates. We further describe our procedure for computing the uncertainty estimates of our distribution function using bootstrap and awKDE Gaussian kernel contributions. In Section III we apply awKDE to reconstruct the BBH mass distribution from the observed LVK events. In Section IV we describe a peak detection algorithm to determine the significance of features beyond a power law distribution, and obtain results for GWTC-2 and GWTC-3 detected events. In Section V we summarize our conclusions.

II. RECONSTRUCTION METHOD

We propose the use of a kernel density estimate with adaptive bandwidth selection for reconstructing the probability distribution of source parameters for compact binary mergers observed via GW. This method is non-parametric, straightforward to apply, and enables the identification of general features in the distributions that may be an important input in the astrophysical interpretation of the merging binary population.

While a KDE with fixed (global) bandwidth, chosen for example via Silverman’s rule [27], is known to be a suitable method to estimate a distribution close to a single Gaussian, the mass (and possibly also spin) distributions of BBH mergers appear to have a more complex structure, which we do not expect to be well reconstructed by a simple KDE. In particular, the primary and secondary mass distributions may be composed of several components with widely differing mass scales and densities (which have in some cases, e.g. [22], been modelled by power laws and Gaussian peaks). Thus, we consider an extension where the bandwidth varies locally according to an initial estimate of the density of sample points [28, 29]. The differences between a fixed global bandwidth KDE and our proposed awKDE are illustrated in Figure 2.

The fixed bandwidth KDE overestimates the width (underestimates the height) of the observed peak around $35M_\odot$, but also yields a probably unphysical gap in the estimated distribution around $80M_\odot$; these undesirable aspects arise because a fixed bandwidth cannot both reconstruct small-scale features in regions with a high density of points, and supply enough smoothing to avoid artefacts in low density regions.

An adaptive bandwidth KDE [30] is implemented in the open source code awkde [18]. We first describe the construction of a KDE from observations $X_i, i = 1 \ldots n$: for instance, $X_i$ may be a measured property of a bi-
We wish to incorporate in reconstructions of the mass distribution. The parameters of each binary are obtained by Bayesian inference using models of the emitted GW waveform [e.g. 32], referred to as parameter estimation (PE). We consider detected mergers labelled by $i = 1 \ldots n$: uncertainties in a given parameter $X$ are quantified via random values $X^k$ drawn from the posterior of the $i$th merger. Typically, some thousands of parameter samples are available per merger event [33].

A. Application to GW observations

The component masses of observed GW binary mergers have significant measurement uncertainties, which we wish to incorporate in reconstructions of the mass distribution. The parameters of each binary are obtained by Bayesian inference using models of the emitted GW waveform [e.g. 32], referred to as parameter estimation (PE). We consider detected mergers labelled by $i = 1 \ldots n$: uncertainties in a given parameter $X$ are quantified via random values $X^k$ drawn from the posterior of the $i$th merger. Typically, some thousands of parameter samples are available per merger event [33].

Although we use a random selection of PE samples for the KDE including measurement uncertainty, to first obtain the optimum global bandwidth and sensitivity parameter $\alpha$ we evaluate the likelihood $\mathcal{L}_{\text{LOO}}$ using only the median parameter value for each merger as the data $X_i$. This choice reduces the computational cost and avoids over-fitting of random fluctuations: note that these medians are independent values, whereas the PE samples for a given event $i$, $X^k_i$, are not independent of one other, as they are all correlated with the (unknown) true source mass: thus, the PE samples for a given event are not independent draws from the population distribution that the KDE aims to reconstruct.

Having obtained the optimal $h$ and $\alpha$ choices, we construct the population KDE using 100 randomly chosen samples for each event. We verify that increasing the number of PE samples did not change our results significantly: considering KDE outputs using 10, 30, 100, and 300 PE samples and taking the 300-sample fit as a baseline, we find the maximum fractional difference, $\max_{m_1} f_{300}(m_1) - [f_n(m_1) - f_{300}(m_1)]$, for the 10-, 30-, and 100-sample outputs to be $\sim 20\%$, $\sim 15\%$, and $\sim 6\%$, respectively. We note though that for large measurement errors relative to the scale of structures in the underlying distribution, the KDE result is likely to be over-dispersed, i.e., any sudden variations in the actual density will be smoothed out.

Our major source of uncertainty for the population KDE lies in the finite number of binary merger events, and the resulting count fluctuations in the density estimate at a given parameter value. We estimate this uncertainty by bootstrap resampling [21] over the merger events $i$: i.e., we create a large number of bootstrapped data sets, each containing some number of copies of the PE samples for each event, with the number of copies following a binomial distribution. For the cases we consider, this distribution is well approximated by the Poisson distribution with unit mean, hence we expect this procedure

---

2 Note that we use samples obtained with a distance prior proportional to the comoving volume element times (redshifted) source time.

3 In principle this bias can be tackled by the computationally demanding hierarchical methods, if they model functional forms that are sufficiently close to the true distribution.
to give the correct scaling of uncertainties due to event count fluctuations. We extract the median and 5th and 95th percentiles from 1000 bootstrap iterations to obtain the confidence interval at any given parameter value; by plotting all bootstrap KDEs we can also visually identify regions of high and low uncertainty.

B. Fast approximate uncertainty estimate

While constructing an awKDE with median parameter values from PE, or in general using one parameter value per event, we can obtain a rapid uncertainty estimate by considering the awKDE Gaussian kernel contributions due to observed events at any given parameter value \( x \) (accessible with our modified awKDE algorithm \cite{18}). These contributions or KDE coefficients are

\[
c_k(x) = n^{-1} \frac{1}{h \lambda_k} K \left( \frac{x - X_k}{h \lambda_k} \right), \tag{6}
\]

where \( k \) labels the observed events. We may estimate the standard deviation of the coefficients, \( \sigma_c \), as

\[
\sigma_c^2(x) \simeq \langle c_k^2 \rangle - \langle c_k \rangle^2, \tag{7}
\]

where \( \langle \cdot \rangle \) represents the mean over observed events. As the KDE is the sum of \( n \) such coefficients its variance is a factor \( n \) larger, thus we take \( \sigma_{\text{KDE}}(x) = \sqrt{n} \sigma_c(x) \). The resulting estimated 90% confidence interval is \( 1.64 \sigma_{\text{KDE}}(x) \) above and below the central value,\(^4\) i.e.

\[
\epsilon_{\text{KDE}}(x) = 1.64 \sqrt{n} \sigma_c(x). \tag{8}
\]

We compare this estimate with the bootstrap uncertainty region and find them in a good agreement for most parameter values, as shown in Figure 3. Clearly this direct variance estimate is computationally much more efficient than the bootstrap.

While this coefficient-based estimate agrees with the bootstrap for small bandwidths (relative to the range of sample values \( X_k \)), for large values of bandwidth it becomes significantly smaller than the bootstrap uncertainty. We also see from Fig. 3 that the coefficient-based estimate tends to underestimate the bootstrap uncertainty in regions of low density. A complete explanation of this behaviour should include more complicated effects due to the two-step nature of the adaptive KDE: for instance, the estimate of (8) does not account for any systematic variation in coefficients due to changes in the bandwidths \( h \lambda_k \) between different data realizations. Also, the coefficient-based estimate considers only the variance of the density, which does not account for uncertainty distributions that deviate significantly from Gaussian, such as Poisson statistics in the small number regime.

We may get some insight from heuristic arguments: if we approximate the Gaussian kernel coefficients at a given \( x \) as constants \( c_L \) (‘large’ coefficients) for \( n_L \) data points \( X_k \) ‘close’ to \( x \) relative to their bandwidths \( h \lambda_k \), and vanishing for the remaining \( n - n_L \) points ‘far away’ from \( x \), then \( \sigma_{\text{KDE}}(x) \) becomes approximately \( (c_L n_L / n) \sqrt{n_L^{-1} - n^{-1}} \). This corresponds to the variance of a binomial distribution with a success rate \( n_L / n \). When the bandwidths are large, \( n_L \) will be close to \( n \) (many events will have large and near-equal coefficients), leading to a cancellation.

However, given that the data are produced by an underlying Poisson process, as the total number of astrophysical events observed is not fixed, we also considered a modified estimate which scales with the variance of the count of ‘close’ events, reducing to \( (c_L n_L / n) \sqrt{n_L^{-1}} \). This corresponds to removing the second term in Eq. (7), i.e.

\[
\hat{\sigma}_c^2(x) = \langle \epsilon_k^2 \rangle. \tag{9}
\]

We find that the 90% error \( \epsilon_{\text{KDE}}(x) \) corresponding to this modified estimate agrees much more closely with bootstrap uncertainties for large bandwidths. This property motivates our use of \( \epsilon_{\text{KDE}} \) in the peak detection method to be introduced in Section IV.

III. AWKDE POPULATION RECONSTRUCTION FROM LIGO-VIRGO DETECTIONS

In this section we apply the methods described above to reconstruct the distribution of parameters for BBH observed so far in the advanced detector runs. We divide this section into results obtained using the GWTC-2 event set, comprising events from the O1, O2 and O3a runs [3, 4], which we compare to the collaboration results in Abbott et al. [7]; and results using the GWTC-3 set [6] (including an updated release for data and events up to O3a, called GWTC-2.1 [5], where available).

\(^4\) The factor 1.64 corresponds to the 95th percentile of the standard normal distribution.
A. BBH population from GWTC-2

We use detected GW events from GWTC-2 [3, 4] to reconstruct the KDE of parameters for BBH observations. As in [7], we consider significant events (false alarm rate below 1/yr) for which both component masses are above 3\,M_\odot, finding 44 such mergers. We first consider the primary mass $m_1$ defined in the binary source frame. The resulting KDE bootstrap samples, median estimate and 90% confidence intervals are shown in Figure 4, where the top panel uses only the median $m_1$ value for each binary merger and the lower panel accounts for measurement uncertainties via the PE samples. As described in Sec. II A, the KDE bandwidth and sensitivity parameter $\alpha$ are optimized via leave-one-out cross validation using median $m_1$ sample values, and the same optimized parameters are used to evaluate the KDE including PE sampling of mass uncertainties.

The resulting primary mass distributions match well those inferred using parametric models in [7], specifically with the Power Law + Peak [22] and Multi Peak models most preferred by the GWTC-2 data. We note that there is a clear global maximum in the observed distribution at $\sim 35\,M_\odot$ and that the uncertainty in the mass distribution is smallest here. The awKDE is also able to reconstruct a wide dynamic range of densities without excessive statistical uncertainties.

As an alternative to the primary mass, we also consider the chirp mass $\mathcal{M}$ for observed BBH mergers, which is also measured with relatively small uncertainty. The corresponding KDEs are shown in Figure 5. Here in addition to the expected peak just below 30\,M_\odot we note hints of a secondary peak around $\mathcal{M} \approx 10$, though small compared to the estimated uncertainties: however, with this data we are not able to distinguish the multiple peaks claimed in [11] from random fluctuations.

a. Merger rate estimation from awKDE

We also consider estimation of BBH merger rates using our awKDE results. The additional ingredient in this analysis is the sensitive volume-time $V T$ over which a source is detectable: we quantify this based on an approximation for the sensitivity of GW detectors, with corrections to account for the actual behaviour of searches in real data [20]. The idea is to calibrate a semi-analytic function $V T_{\text{analytic}}$ against the re-weighted result of injections (i.e. simulated signals added to real data and analyzed by search pipelines) $V T_{\text{inj}}$, assuming a parameterized relationship between them that can be expressed via basis functions.

For the GWTC-2 observing runs, the ‘uncalibrated’ semi-analytic sensitivity is estimated using the criterion
that the signal-to-noise ratio (SNR) of a signal in the second most sensitive detector, using specific reference power spectral densities, should be greater than 8. This semi-analytic estimate $V_{T_{\text{analytic}}}$ is obtained for a given observing time $T$ over a grid of intrinsic source parameters such as component masses. For the injection $V_{T_{\text{inj}}}$, one performs a set of injections and counts the number detected by search pipelines to obtain an average $V_{T_{\text{inj}}}$ for the injected population at given intrinsic parameters. The calibrated estimate of $V_T$ is then obtained by fitting a correction function to the deviations of $V_{T_{\text{inj}}}$ from $V_{T_{\text{analytic}}}$, as described in [34] and applied in [7].

We compute the merger rate density using this corrected $V_T$ and our KDE results for the primary mass $f(m_1)$ from observations up to O3a. We obtain $V_T(m_1)$ assuming a power law distribution for the secondary mass $m_2$, taking the median power $\beta_q = 1.26$ from the TRUNCATED model samples from [7], and find the merger rate density via

$$\frac{dR}{dm_1} = \frac{n \cdot f(m_1)}{V_T(m_1)}.$$ (10)

Our estimate is in good agreement with the results in [7] for the POWER LAW + PEAK model, as shown in Fig. 6.

B. BBH population from GWTC-3

We also used recently available public data from GWTC-3 [6] to construct the distribution of primary and chirp masses using PE samples for 69 confident BBH events with a false alarm rate below 0.25/yr. Note that this data set includes a small number of events identified in a reanalysis of O3a data with improved search pipelines, detailed in GWTC-2.1 [5]. We find new features in the distributions, consistent with the results in [8]. As with the GWTC-2 data, we do not recover significant structure beyond the two visible peaks. The peak at $35 - 40 M_\odot$ in primary mass ($25 - 30 M_\odot$ in chirp mass) shows signs of asymmetry (skewness) relative to a locally Gaussian form, which may indicate a need for more complex models.

a. Merger rate estimation from awKDE We also estimate BBH differential merger rate over $m_1$ using our awKDE results from GWTC-3 data and an estimate of sensitive volume-time $V_T$ from GWTC-3 searches, and compare the estimate with the results of [8], as shown in Figure 8. Here we see similar features to those reported by the FLEXIBLE MIXTURES, POWER LAW + PEAK, and POWER LAW + SPLINE models in [8]. The structure of the rate distribution obtained from KDE does differ in detail from these hierarchical analyses, probably due to our different treatment of source mass measurement uncertainties, and their use of a specific model assumption for the binary mass ratio $q$ (i.e. a power law distribution). We also estimated $dR/dm_1$ by making a two-dimensional KDE reconstruction of detected events over $m_1, m_2$, converting to a rate distribution by dividing by $V_T(m_1, m_2)$ (obviating any assumption on the distribution of $q$), and marginalizing over $m_2$: the resulting rate is consistent with our estimate in Fig. 8.

C. 2D KDE for cosmological evolution of BH mass distribution

We apply our adaptive KDE in a two-dimensional space using median PE values for $m_1$ in the source frame and luminosity distance $D_L$ for BBH events in GWTC-3 [6], following the same procedure of leave-one-out cross-validation to determine the optimal global bandwidth.
and sensitivity parameter. As shown in Figure 9, the resulting two-dimensional KDE shows peaks around 10\,M⊙ and 35\,M⊙, similar to the one-dimensional mass KDEs and consistent with results in [8]; these overdensities appear to be present consistently over different distances. The absence of detected events at low mass and higher \(D_L\) is due to the selection function, i.e. the dependence of search sensitivity on mass.

We also show the relative uncertainty in the estimated density using bootstrap method, see bottom panel of Figure 9, showing that over almost all the region populated by detections the uncertainty is significantly less than the density; hence the apparent peaks are unlikely to be entirely due to random counting fluctuations.

**IV. DETECTION OF BH MASS FUNCTION PEAKS WITH AWKDE**

In this section we describe our algorithm [23] to detect prominent peaks in the BH mass function with awKDE. Peaks in the mass spectrum can provide hints of the formation channels responsible for the observed BBH (e.g. [25]). As shown in Figure 1, the two parameterised models of [7] that allow for a Gaussian peak component find such a feature around 35\,M⊙, as also visible in the awKDE reconstruction. However, the statistical preference for such models over power-law based models with no peak component or other feature is only moderate (log10 Bayes factor < 2 for GWTC-2 events). Here we pursue an alternative strategy by developing a general technique to identify peaks in the detected mass function, and a procedure to estimate their statistical significance.

**A. Peak Detection Algorithm**

We first propose an algorithm for detection of the most prominent peak in a (differentiable) one-dimensional distribution, which we then apply to our adaptive width KDEs. We consider the following algorithm:

- As a pre-processing step, we cancel the maximum likelihood power-law dependence from the density estimate, in order to obtain a distribution that is as close to uniform as possible in the absence of peaks: see IV C below.

- For a given distribution \(\hat{f}(x)\), find all local maxima, denoted \(\{x^p_j\}\).

- Using a window of given size \(\delta\) (the choice of \(\delta\) is discussed below), evaluate the PDF on either side of the peak, \(\hat{f}(x^\pm_j)\). In the event that \(x^{\pm}_j\) is outside the range where \(\hat{f}(x)\) is defined, to avoid extrapolation we substitute \(\hat{f}(x^\pm_j)\) with the value of \(\hat{f}\) at the highest (lowest) \(x_j\) in the available range.

- Compute peak heights using

\[
H^p_j = \hat{f}(x^p_j) - (\hat{f}^\pm_j + \hat{f}^\pm_j)/2. \tag{11}
\]

- Evaluate the estimated uncertainty at each peak, \(\epsilon^p_j\), in our case defined in Eq. (8).

\[\tag{5}\]
\[\tag{6}\]

In practice the algorithm requires the number of local maxima, determined numerically, to not be very large, which imposes some constraint on the smoothness of the distribution.

If an uncertainty estimate is not available, only \(H^p_j\) can be used to define the detection statistic in the final step.
FIG. 10. Peak detection algorithm for KDEs applied to BBH primary masses in GWTC-2 with an arbitrary choice of global bandwidth $h$. The solid black curve is the awKDE estimate $\hat{f}$ with the dashed brown curves indicating 5th and 95th percentile uncertainties estimated via Eq. (8). The green lines indicate the window size $\delta$, vertical red dotted lines indicate the construction used to measure peak height, while blue (black) vertical lines indicate the most significant (less significant) peak heights. (For simplicity, here we do not illustrate the pre-processing step to cancel the maximum likelihood power law dependence.)

- Determine the most significant peak by maximizing a detection statistic which combines $H_p$ and $\epsilon_p$ (we discuss the choice of detection statistic below). This maximized detection statistic value will be used to distinguish distributions with significant peak features from those without such features. Figure 10 illustrates the four steps of the algorithm subsequent to the post-processing step, applied to a set of BBH primary masses.

B. Mock data sets and algorithm evaluation

In order to evaluate and optimize the detection performance of our algorithm we created several large-scale mock datasets, each having 10,000 samples with 60 data points in each sample. Using the detection statistic values produced by the algorithm for background and signal samples, we calculate receiver operating characteristic curve (ROCs) to measure the efficiency of peak detection. Here, the false alarm or false positive probabilities are defined under the assumption of a truncated power-law population of mergers (accounting for the detection selection function), which we consider as representing a featureless power law. The first Uniform dataset contains only uniform random samples, the simplest realisation of a null case. The two other background datasets are drawn from a power law distribution of BBH primary and secondary masses, the TRUNCATED mass model in [7] (“Model B” in [35], see references therein). The model hyperparameters were estimated via Monte Carlo sampling: in our two datasets we either consider fixed hyperparameter values given by the sample medians, or variable hyperparameter values using available publicly released samples. With fixed parameter values, the primary mass power-law spectral index $\alpha$ is set to 2.21, the lower cut-off $m_{\text{min}}$ to 5.97, the upper cut-off $m_{\text{max}}$ to 78.47, and the mass ratio $q \equiv m_2/m_1$ follows a power-law with spectral index $\beta$ set to 1.26.

After generating a large number of $m_1$, $m_2$ samples from the TRUNCATED model we account for the selection function. The probability of detection over O1, O2 and O3a data is proportional to the search sensitive volume×time ($VT$), estimated as a function of $(m_1,m_2)$ via a semi-analytic calculation calibrated to search pipeline injection results [34] as in Section III A 0 a. Given the maximum value of $VT$ over masses, we use rejection sampling to implement the selection function. For the fixed hyperparameters case we obtain 60,000 data points after rejection sampling, yielding 10,000 independent samples with 60 points each. For the varying hyperparameters case we obtain 60 points for each hyperparameter sample; 7460 such samples are available from the analysis of Abbott et al. [7]. For GWTC-3, hyperparameter samples for the TRUNCATED model are not publicly available, however we were able to obtain so far...
unpublished results from which we use 10,000 samples, following the same procedure as for GWTC-2.

The resulting fixed/variable hyperparameter power-law VT corrected datasets are denoted FPLVT/VPLVT. The distribution of primary masses in these power-law based datasets is shown in Fig. 11 for the GWTC-2 case. This distribution is clearly far from uniform, however it does not have a well-defined local maximum feature apart from the cutoff at low mass.

\[ f(m) = \frac{m^\gamma}{\int_{m_{\text{min}}}^{m_{\text{max}}} dm \, m^\gamma}, \]  

(12)

the log likelihood for \( N \) events with mass values \( m_i \) is

\[ \ln \Lambda = \sum_{i=1}^{N} \ln \frac{m_i^\gamma}{\int_{m_{\text{min}}}^{m_{\text{max}}} dm \, m^\gamma}. \]

(13)

We obtain the maximum likelihood value \( \gamma_{\text{ML}} \), value setting \( d \ln \Lambda / d \gamma = 0 \) and numerically solving the resulting equation. Then, our pre-processing step multiplies the KDE by \( m^{-\gamma_{\text{ML}}} \) in order to suppress spurious peaks arising from a (non-uniform) power-law underlying distribution.

D. Tuning the peak window \( \delta \)

In our algorithm we need to choose a window size \( \delta \) to compute peak heights. We considered both fixed (predetermined) \( \delta \) choices, and values determined by the data or by the KDE construction.

The highest figures of merit were obtained by setting \( \delta = kh \), where \( h \) is the standard deviation of the Gaussian kernel used to construct the initial pilot (fixed bandwidth) KDE, i.e. the global bandwidth, and \( k \) is a constant factor which we took to range from 1 to 8. Depending on other choices, we will eventually identify the value of \( k \) with the highest FOM. Given our method of selecting \( h \), the choice \( \delta = kh \) ensures that the window size is automatically scaled to the variance of the data, whereas any fixed \( \delta \) value would have to be retuned when applying the method to other physical situations.

E. Tuning the global KDE bandwidth

In order to choose the global bandwidth for the pilot KDE we do not consider leave-one-out cross validation, as for the 10,000 samples of our background data this would be too computationally expensive. Also, the optimal bandwidth for accurate reconstruction of the mass distribution is not necessarily most suited to detection of peaks. Instead, we construct an awKDE for each sample, fixing \( \alpha = 1 \), for several different choices of bandwidth between 0.1 and 0.5 times the standard deviation of the data points, uniformly spaced in \( \log(h) \). We restrict the maximum bandwidth to 0.5 in units of the data standard deviation since if the bandwidth is larger the resulting KDE is necessarily very smooth, without smaller scale features. This affects the goal of our algorithm to identify datasets which have a peak feature smaller than the total overall extent of the distribution, versus those without such a feature. Out of these different bandwidths for a given sample, we select the one for which the maximum peak detection statistic is highest.
F. Range of KDE evaluation and boundary conditions

In order to check any specific trends in our algorithm we plotted several diagnostic tests including peak height, peak detection statistic and peak location for our mock datasets. We found that some spurious peaks were generated in peak datasets due to the falloff of the KDE towards the edges of the range, a known artifact resulting from the absence of points outside the range [36, 37]. To suppress these spurious peaks we used a bounded KDE, effectively reflecting the data points about the edges of the range, and we check that this choice increases the detection figure of merit. The choice of range of values over which to evaluate the KDE also affects the detection algorithm: we find the best performance for a KDE range which extends the range of the data points by 10% below (above) the minimum (maximum) points in a given sample.

G. Tuning choice of peak detection statistic

We lastly need to specify the detection statistic which determines the most significant peak in each awKDE. We considered various possibilities: the simplest choice would be to use the peak height $H_p$, however we also investigated combinations of the peak height and the error estimate $\epsilon_{\text{KDE}}(x_p^p)$ at the peak as in Eq. (8). Considering the ratio $H_p/\epsilon_{\text{KDE}}(x_p^p)$ as detection statistic, it has higher FOM than simply the peak height. However, the error estimate $\epsilon_{\text{KDE}}(x_p^p)$ reduces sharply with increasing bandwidth, leading to some spurious peaks in our background datasets with small height but smaller estimated errors.

Finally, to avoid such artefacts at high bandwidth we consider the modified uncertainty estimate of Eq. (9), which better agrees with the uncertainty obtained from bootstrap resampling. Using the statistic $H_p^p/\epsilon_{\text{KDE}}(x_p^p)$ the FOM increased further, thus this expression is our final choice.

H. Optimized detection choice

After the tuning steps described above, our choice of peak detection statistic is the ratio $H_p^p/\epsilon_{\text{KDE}}(x_p^p)$, then for the FPLVT background dataset $\delta = 3h$ gives the highest FOM, whereas for the VPLVT dataset $\delta = 5h$ gives the highest FOM (nearby choices give very similar performance). Hence we use $\delta = 4h$ to compute the detection statistic for the real dataset consisting of observed GW signals from BBH merger.

I. Peak detection for GWTC-2 BBH events

We apply our optimized detection algorithm to the 44 high-significance BBH detections in GWTC-2 as used in [7], finding a peak detection statistic of 2.85. To assess the significance of this value we construct comparable background samples, each having 44 data points, analogously to the FPLVT (VPLVT) mock data described in the previous section; as before we obtain 10000 (7640) samples and apply the same algorithm to compute their detection statistics.

We then compute the FAP for the detected events up to O3a using these background datasets, obtaining a value 0.0001 (3.7σ significance) for the FPLVT background and a value of 0.00013 (3.6σ) for the VPLVT background.8

So far, we have not accounted for mass measurement error in constructing background samples. We expect that such errors would not cause more significant peaks to appear in the KDE of BBH primary masses, however we investigate this by simulating errors of similar magnitude to those in the primary masses of GWTC-2 events [4]. We approximate the distribution of errors in $m_1$ as log-normal, and find a representative standard deviation of 0.24 by considering the published 90% credible intervals. Applying errors with this distribution to the VPLVT background dataset, we recompute the detection statistic values and obtain a FAP for the detected events up to O3a of 0.0017 (2.9σ). Hence such errors do not strongly impact our conclusions.

Thus, the apparent feature in GWTC-2 BBH primary masses is very unlikely to have originated from random fluctuations, if the true underlying distribution was a power law. This result strengthens the motivation to search for possible astrophysical explanations of such features.

J. Peak detection for GWTC-3 BBH events

We further applied the detection algorithm to 69 high-significance (false alarm rate below 0.25/yr) BBH events in GWTC-3 [6], finding a peak detection statistic of 3.36. Using FPLVT (VPLVT) mock data with 10000 samples, each having 69 data points, we compute their detection statistics. We then compute the FAP for the detected events in GWTC-3 using these background datasets, obtaining values 0.0001 (3.7σ) for the FPLVT background and 0.0012 (3.0σ) for the VPLVT background. Following the same procedure as for GWTC-2 to approximate the distribution of errors in $m_1$ as log-normal, we find a representative standard deviation of 0.23 by considering the published 90% credible intervals. Applying errors

---

8 These results are obtained using the pre-processing procedure of Sec.IV C; in our previous analysis without this step we obtained FAP values 0.0005 (3.5σ) for the FPLVT background and 0.0016 (2.9σ) for VPLVT background.
with this distribution to the VPLVT background dataset, we recompute the detection statistic values and obtain a FAP for GWTC-3 events of 0.0103 (2.3σ).

This apparently reduced significance for GWTC-3 events against VPLVT backgrounds, despite the higher peak detection statistic, reflects a difference in the truncated hyperparameter samples used for the background: specifically a more negative power-law index for the primary mass in GWTC-3 as compared to GWTC-2, leading to spurious peaks with somewhat higher detection statistics despite the steps taken in our algorithm. Thus, it is likely that the algorithm could be further refined to better reject steep power law background distributions. Our astrophysical conclusion that the primary BH mass distribution contains a peak-like feature strongly inconsistent with a power law is not affected.

V. CONCLUSIONS

GW observations from compact binary mergers detected in LVK data provide key astrophysical constraints, by allowing the comparison of theoretical models to the observed population of BBH. Many techniques to measure this population rely on a predetermined functional model form (e.g., [38], [22]), which cannot react to surprises without human intervention. In this work we provide a new, computationally cheap method for measuring the population with weak assumptions, allowing for the automated discovery of new population features; it will thus help to answer questions regarding mass gaps, sub-populations, and other signatures of BH formation channels as the number of detections increases.

Our fast and transparent method uses adaptive bandwidth KDE (awKDE) [18] to estimate or reconstruct the population distribution of compact binary mergers detectable by the global gravitational-wave interferometer network. The resulting estimates can serve as sanity checks on computationally more expensive Bayesian hierarchical inferences on binary merger populations, and may also be able to bring to light features that are not present in commonly used parameterized models. The method can straightforwardly incorporate uncertainties in individual source parameters and yield estimates of astrophysical merger rates. We specifically demonstrated its use for binary black hole (BBH) merger distributions over primary mass, chirp mass and cosmological distance.

In addition, we introduce a robust peak detection algorithm [23] for smooth one-dimensional distributions, such as those produced by awKDE, and apply the algorithm to BBH primary masses from the second LIGO-Virgo catalog of transient GW sources, obtaining significant evidence for the presence of a peak feature in the mass distribution as opposed to a simple power law. Possible future developments of this algorithm include extensions to detect gaps or dips in the distribution, to detect multiple features, or to better account for dependence of the detection probability on binary masses (or other parameters).
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