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ABSTRACT

Complex organic molecules (COMs) have been detected in a variety of interstellar sources. The abundances of these COMs in warming sources can be explained by syntheses linked to increasing temperatures and densities, allowing quasi-thermal chemical reactions to occur rapidly enough to produce observable amounts of COMs, both in the gas phase, and upon dust grain ice mantles. The COMs produced on grains then become gaseous as the temperature increases sufficiently to allow their thermal desorption. The recent observation of gaseous COMs in cold sources has not been fully explained by these gas-phase and dust grain production routes. Radiolysis chemistry is a possible non-thermal method of producing COMs in cold dark clouds. This new method greatly increases the modeled abundance of selected COMs upon the ice surface and within the ice mantle due to excitation and ionization events from cosmic ray bombardment. We examine the effect of radiolysis on three C\(_2\)H\(_4\)O\(_2\) isomers – methyl formate (HCOOCH\(_3\)), glycolaldehyde (HCOCH\(_2\)OH), and acetic acid (CH\(_3\)COOH) – and a chemically similar molecule, dimethyl ether (CH\(_3\)OCH\(_3\)), in cold dark clouds. We then compare our modeled gaseous abundances with observed abundances in TMC-1, L1689B, and B1-b.
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1 INTRODUCTION

The isomers of C\(_2\)H\(_4\)O\(_2\) – methyl formate (HCOOCH\(_3\)), glycolaldehyde (HCOCH\(_2\)OH), and acetic acid (CH\(_3\)COOH) – are all important chemical components of the interstellar medium. First detected by Brown et al. (1975) toward Sgr B2N, methyl formate, the most abundant of the three commonly occurring C\(_2\)H\(_4\)O\(_2\) isomers, has been detected toward warm sources, such as Sgr B2N and Orion A, and cold molecular clouds, such as TMC-1 and L1544 (Brown et al. 1975; Eldner et al. 1980; Jiménez-Serra et al. 2016; Soma et al. 2018). Soma et al. (2018) determined the column density of methyl formate toward TMC-1 to be \((1.5 \pm 0.1) \times 10^{12}\) cm\(^{-2}\). This column density, along with the estimated molecular hydrogen column density of \(10^{22}\) cm\(^{-2}\) yields a fractional abundance of approximately \(1.5 \times 10^{-10}\). Abundances of methyl formate toward L1689B and B1-b have been reported as \(7.4 \times 10^{-10}\), and \(2.0 \times 10^{-11}\), respectively (Bacmann et al. 2012; Cernicharo et al. 2012).

As far as we know, both acetic acid and glycolaldehyde have yet to be detected toward cold molecular clouds, although both have been observed toward Sgr B2N (Remijan et al. 2002, 2003, 2004), among other warm molecular clouds and star-forming regions. Indeed, glycolaldehyde was first detected toward Sgr B2N by Hollis et al. (2000), while acetaldehyde was first detected in Sgr B2, Orion KL, and W51 by Mehringer et al. (1997). Glycolaldehyde is a sugar-related molecule (Carroll et al. 2010) that might serve as a precursor to the kinds of true sugars, such as ribose and deoxyribose, that are critical constituent molecules in RNA and DNA, respectively. Acetic acid is a simple carboxylic acid, with a common functional group in biologically relevant compounds, and an amine group distant from the simplest amino acid, glycine. Another molecule that we will consider in the paper is dimethyl ether. While not an isomer of C\(_2\)H\(_4\)O\(_2\), it has been shown to share spatial abundance with methyl formate in areas of the ISM (Taquet et al. 2017; Soma et al. 2018).

The synthesis of COMs in warming sources in the interstellar medium is generally well understood, principally by efficient diffusion processes of radicals produced on grain surfaces by photodissociation, but also by gas-phase reactions. The surface radicals combine to form COMs and other species, which, at still higher tem-
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peratures, desorb thermally into the gas where they are detected. The granular synthesis is not thermally active, however, at temperatures below 20 K, since radicals - with the exception of light species such as atomic hydrogen - cannot diffuse rapidly enough to react. A number of other approaches to the synthesis of COMs in cold regions have been reported in the literature. These include both gas-phase chemistry, grain surface chemistry, and combinations of the two (Chang & Herbst 2016; Vasyunin & Herbst 2013; Balucani et al. 2015). The grain surface routes require some non-thermal mechanism to desorb molecules at low temperatures. The major desorption processes considered include reactive desorption, photo-desorption, and cosmic ray-induced desorption via heating and sputtering, most of which are only understood at a semi-quantitative level. (Garrod processes considered in include reactive desorption, photo-desorption, and the remaining bulk. This distinction is relevant to diffusive chemistry, reactive desorption, and other desorption mechanisms that drive COMs from the surface into the surrounding gas, where they are more easily observed. In addition to the base Nautilus-1.1 program, other features have been added to allow for the inclusion of radiolysis and suprathermal chemistry, as described in Shingledecker & Herbst (2018). Radiolysis chemistry will be further described in Section 2.3. The chosen initial abundances are displayed in Table 1, with relevant constant and homogeneous physical conditions in Table 2. Relevant to later sections is the cosmic ray ionization rate (ζ), 1.3 \times 10^{-17} \text{s}^{-1}. Table 3 lists the binding energies on water ice for C2H4O2 isomers and dimethyl ether. The design of the Nautilus program allows the user to enable or disable a variety of mechanisms related to gas- and grain-processes (Ruaud et al. 2016). These mechanisms and their status in this study are itemized in Table S4 of the supplementary material, entitled Nautilus Switches. In addition to the switches listed in supplementary Table S4, others have been added to update Nautilus with more options. A competitive tunneling mechanism for diffusive species, labelled "Modified_tunneling" is described in Herbst & Millar (2008). This choice is set to the faster option. The option "Only_light_tunnel" prevents all species but H and H2 from tunneling under activation energy barriers of surface reactions, and is set to "on" (Shingledecker et al. 2019a). There are switches regarding nonthermal desorption mechanisms for surface species. These include reactive desorption at 1 per cent probability (Garrod et al. 2007), photodesorption (Bertin et al. 2013), and cosmic ray induced photodesorption (Hasegawa & Herbst 1993). These three switches are set to "on", with the photodesorption yield set at $1 \times 10^{-4}$.

2.2 Network
The Nautilus reaction network used in this study has been expanded to include more complex chemical species and intermediates that lead up to C2H4O2 isomers, as well as dimethyl ether. The base network of gaseous reactions is taken from the KIDA network (Wakelam et al. 2012). The granular reaction network is from the Nautilus package, with additional thermal grain-surface reaction pathways leading to C2H4O2 isomer precursors from Garrod & Herbst (2006). Used initially in hot core models, these reactions have been included here to provide likely thermal pathways to COMs in competition with radiolysis. Other notable additions include new gas-phase reactions for acetic acid and glycolaldehyde from Souteris et al. (2018). The full list of additional reactions is contained in the supplementary material, Tables S1 S2, and S3 (available online), with important reactions discussed in Sections 3.1, 3.3, and 3.2. Species with the first letter “J” are those on the surface of the ice mantle, while species with a “K” lie within the bulk of the ice, which, after the simulation has completed running (107 yrs), contains close to 100 monolayers of ice. Additional binding energies are shown. The astrochemical implications are explained in Section 4, while Section 5 contains our conclusions.
Table 1. Initial abundances of elements with respect to total hydrogen nuclei

| Species | Abundance |
|---------|-----------|
| H₂       | 0.499     |
| He⁺      | 9.000 × 10⁻² |
| N⁺       | 6.200 × 10⁻⁵ |
| C⁺       | 1.700 × 10⁻⁴ |
| O⁺       | 2.429 × 10⁻⁴ |
| S⁺       | 8.000 × 10⁻⁸ |
| Na⁺      | 2.000 × 10⁻⁹ |
| Mg⁺      | 7.000 × 10⁻⁹ |
| Si⁺      | 8.000 × 10⁻⁹ |
| P⁺       | 2.000 × 10⁻¹⁰ |
| Cl⁺      | 1.000 × 10⁻⁹ |
| Fe⁺      | 3.000 × 10⁻⁹ |
| F⁺       | 6.680 × 10⁻⁹ |

a (Wakelam & Herbst 2008)  
b (McGuire et al. 2018)  
c (Graedel & McGill 1982)  
d (Garrod 2013)  
e (Neufeld et al. 2005)

Table 2. Physical conditions for TMC-1 utilized

| Parameter | TMC-1 |
|-----------|-------|
| n_H (cm⁻³) | 10⁴ |
| n_{H₂O} (cm⁻³) | 1.8 × 10⁻⁸ |
| T_gas (K) | 10 |
| T_dust (K) | 10 |
| N_{H₂O} (cm⁻³) | 1.5 × 10¹⁵ |
| ζ (s⁻¹) | 1.3 × 10⁻¹⁷ |

Table 3. Binding Energies

| Species                | E_b (K) |
|-----------------------|---------|
| JHCOOH₂                | 5200⁰    |
| JHC₃O₂OH               | 6680⁰    |
| JCH₂COOH               | 6300⁰    |
| JCH₃OCH₃               | 3675⁰    |

a (Garrod 2013)

Ed for the four principal molecules studied were taken from Garrod (2013) and are listed in Table 3. The diffusion barriers (E_b) for all granular species are 0.4 × Ed for ice surface species, and 0.8 × Ed for bulk species.

2.3 Radiolysis

The method used for radiolysis was first developed by Shingledecker & Herbst (2018). It describes four different results that follow an incoming cosmic ray or secondary electron interacting initially with a target species A, for which we use a “→”.

The first process leads to the ionisation of A, while the second process describes the formation of suprathermal fragments B and C with an intermediate suprathermal A formed via dissociative recombination of the A ion. The third process describes the direct formation of an intermediate suprathermal species followed by its fragmentation into non-excited products, while the last process describes the formation of suprathermal A, which does not subsequently fragment.

In order to implement both generation of suprathermal species, and fast suprathermal reactions into the rate-equation based model used, we can derive a pseudo first-order rate coefficient by multiplying a cross section (σ_{exc}), in cm², with a cosmic ray flux (φ), in cm⁻² s⁻¹. In order to obtain a cross section, we start with a stopping power cross section S(E), which is defined through the loss of kinetic energy of a projectile with distance and is in units of eV cm².

It can be calculated using the online program PSTAB, which uses the Bethe equation (Bethe 1932; Johnson 1990):

\[ S_{e}(E) = \frac{4\pi Z_{x} Z_{y} e^{4}}{m_{e} v^{2}} \left[ \ln \left( \frac{2 m_{e} v^{2}}{E_{\text{ion}}} \right) - 1 - \frac{C}{Z_{y}} \right] \]

where Z_x and Z_y are the atomic numbers of the target species, and the incoming particle, respectively, e is the charge of an electron, m_e is electron mass, and v is the velocity of the incoming particle. The equation refers to the electronic stopping cross section, which is the energy lost per unit area for inelastic collisions with electrons, or cosmic ray protons. At cosmic ray energies, nuclear stopping cross sections are multiple orders of magnitude lower compared with electronic stopping cross sections; therefore, inelastic electron collisions dominate. These electronic stopping cross sections can be easily calculated using the online program PSTAB, which uses the Bethe equation for particles at high energies, and fits to experimental data for lower energy particles (Berger et al. 1999).

From an electronic stopping cross section, we can then approximate an electronic cross section by dividing S by the average energy loss per ionization for an inelastic collision (W). The average energy lost is a sum of all the processes that can result from the inelastic collisions of cosmic rays or secondary electrons with the target. These processes include the energy lost to excitation (W_{exc}), the energy loss from the generation of secondary electrons (W_s), and the ionization energy (E_{ion}), which is the average energy loss of ionization (W_{ion}) minus the energy of the ionized electron (e). Thus, the total average energy lost per ionization due to inelastic collisions can be defined as follows:

\[ W = E_{\text{ion}} + \xi W_{\text{exc}} + W_{s} \]

where \( \xi \) is the average number of excitations per ionization. The value for W is approximately 27 eV for water, but can range from 60 eV at low energy collisions to 200 eV for high energy collisions above 100 eV (Dalgarno et al. 1958), and will be similar for most other molecules present in interstellar ices. For this reason, along with
lack of measured values for other molecules, the average energy loss is estimated to be that of water for all reactions.

The other factor needed to calculate the quasi-first-order rate coefficient is the cosmic ray flux. We use the Spitzer & Tomasko (1968) cosmic ray distribution, integrated over their cosmic ray energy range, which Shingledecker & Herbst (2018) calculated to result in a flux ($\phi_{ST}$) of 8.6 particles cm$^{-2}$ s$^{-1}$. Shingledecker & Herbst (2018) also introduced a scaling factor, $\zeta$, (with units of inverse seconds), based on the cosmic ray ionization rate of hydrogen, in order to easily adapt models to areas of higher or lower cosmic ray bombardment rates. Our overall flux is then:

$$\phi = \phi_{ST} \frac{\zeta}{10^{-17}}$$  \hspace{1cm} (7)

The product of $\phi$ and $\sigma_e$ yields the needed quasi-first-order rate coefficient:

$$k = \sigma_e \phi = \frac{S_e}{W} \phi_{ST} \frac{\zeta}{10^{-17}}$$  \hspace{1cm} (8)

This resulting rate coefficient must be further separated into specific rate coefficients for Reaction 1, 2, 3, and 4. However, we assume the probability of Reaction 1 to be 0, as the resulting electron will either immediately recombine, or be high enough in energy to be a reactive secondary electron. Therefore, the network does not take into account reactions similar to Reaction 1. The resulting reactions that are included in the chemical network, Reactions 2, 3, and 4 are referred to in Shingledecker et al. (2018) as Type I, II, and III reactions, respectively.

In order to account for the differences in rates for the different ionizations or excitations, it is helpful to use the G value, which is simply a measure of the extent of a process occurring with an input of 100 eV from the cosmic ray or secondary electron. G values can be used instead of the specific average energy loss, as shown in Equation 9:

$$G = \frac{100eV}{W}.$$  \hspace{1cm} (9)

We can estimate G values from ionization energies and average energy loss to excitation using the Shingledecker-Herbst method. (Shingledecker & Herbst 2018). This substitution results in the final form of our equation used to obtain pseudo-first order rate coefficients for the formation of suprathermal species.

$$k_n = S_e \left( \frac{G_n}{100eV} \right) \phi_{ST} \left( \frac{\zeta}{10^{-17}} \right).$$  \hspace{1cm} (10)

The W values for excitation and ionization plus the ionization energies $E_{ion}$ used to obtain G values are shown in Table 4. The G values for reaction types I, II, and III for the COMs studied in the paper are shown in Table 5.

The suprathermal species rate coefficients are then added to the network. The result of the inclusion of suprathermal species is multifaceted. By the generation of suprathermal species, the model has access to nearly instantaneous reactions that easily surmount activation energy barriers. In addition to this effect, the speed of these reactions is also enhanced because they occur between a suprathermal species and its adjacent neighbors, negating often slow diffusion processes. Another outcome of a suprathermal species is quenching. In this process, the energy of the excited suprathermal species is vibrationally lost to the surface of the grain. The lifetime of the suprathermal species is not long enough for diffusive reactions to occur, so rapid reactions with an adjacent neighbor or quenching can remove the excess energy of the suprathermal species. These two processes happen independently of each other, so that the rate of destruction for suprathermal species is the sum of the rates of fast reactions and quenching. Equations for the rates of both rapid processes are given in Shingledecker et al. (2018). Despite this fast quenching process, the existence of suprathermal reactions often allows new routes to COMs to be enabled, even at low temperatures.

### Table 4. Parameters used to estimate G values.

| Species    | $E_{ion}^a$ (eV) | $W_{exc}^b$ (eV) | $W_e$ (eV) |
|------------|-----------------|-----------------|------------|
| HCOOCH$_3$ | 10.84           | 5.390           | 3.636      |
| HCOCH$_2$OH| 10.86           | 4.132           | 3.639      |
| CH$_3$COOH | 10.65           | 6.199           | 3.614      |
| CH$_3$CHO  | 10.23           | 4.025           | 3.563      |
| HCO        | 8.12            | 2.017           | 3.256      |

* $a$ (Lis et al. 2018)
* $b$ (Keller-Rudek et al. 2013)

### Table 5. Estimated G values (extent per 100 eV)

| Species    | $G_I$   | $G_{II}$ | $G_{III}$ |
|------------|---------|----------|-----------|
| HCOOCH$_3$ | 3.704   | 4.305    | 4.305     |
| HCOCH$_2$OH| 3.704   | 5.603    | 5.603     |
| CH$_3$COOH | 3.704   | 3.804    | 3.804     |
| CH$_3$CHO  | 3.704   | 6.076    | 6.076     |
| HCO        | 3.704   | 14.345   | 14.345    |

3 RESULTS AND ANALYSIS

In our calculations, we have utilized two low temperature models, numbered 1 and 2. Model 1 does not contain radiolysis chemistry, and results with this model will be represented by solid lines in figures. Model 2 includes radiolysis chemistry, resulting in the generation of suprathermal species. Results with this model are shown in figures with dashed lines. Both models utilize the same set of choices regarding Nautilus switches, except for the switch that enables radiolysis. The models likewise share the same initial abundances and physical parameters.

New sets of reactions have been included in both of our models. New radiolysis reactions have been included to Model 2, which can increase the production of suprathermal species. Notable in Model 2 are not just the new suprathermal reactions that quickly produce the major molecules in our study, but also additional such reactions that destroy these molecules, which must be closely examined. Without these reactions, it is possible to overproduce the COMs we are studying in a non-physical manner. Model 1 includes the new thermal production and destruction reactions that are relevant to the species examined here that are also in Model 2.

In the modifications we have made to the networks, notable reactions include all production and destruction reactions involving acetic acid and glycolaldehyde on grains, as there are no reactions, thermal or suprathermal, that are included in the standard reaction network used. For example, in Model 2, we have included suprathermal hydrogen abstraction reactions that reduce double bonded oxygen atoms to hydroxy (-OH) groups. These reactions destroy acetic acid and glycolaldehyde, and generate suprathermal species. Also included are other new rapid reactions involving
suprathermal species. However, the destruction reactions of more complex species, not only for glycolaldehyde and acetic acid, have not been examined sufficiently, as most efforts to examine them have been focused on production routes. A detailed consideration of such destruction pathways have been found to be useful in previous investigations of families of isomers (Shingledecker et al. 2019b, 2020b), however such a study is beyond the scope of this work. Additionally, although methyl formate and dimethyl ether are both included in the base KIDA gas-phase network, glycolaldehyde and acetic acid are not, meaning there are very few thermal gas phase routes leading to their formation, and even fewer destruction reactions involving them, both in the gas phase and solid phase of the ice on the dust grains. This paucity of reactions must be eliminated.

3.1 Methyl Formate

In warmer environments, the main method of producing methyl formate is likely through a series of diffusive grain surface reactions (Laas et al. 2011). The final reaction in the chain is:

\[
\text{JHCO + JCH}_2\text{O} \rightarrow \text{HCOOCH}_3, \quad (11)
\]

after which the methyl formate product is subsequently desorbed from the grain surface once the temperature reaches \(\approx 100\) K. At lower temperatures, desorption occurs mainly through the exothermicity of the reaction 1 per cent of the time. A series of gas phase reactions also leads to gaseous methyl formate with the final reaction involving atomic oxygen and a radical (Balucani et al. 2015):

\[
\text{CH}_3\text{OCH}_2 + \text{O} \rightarrow \text{HCOOCH}_3 + \text{H}, \quad (12)
\]

although the role of this reaction has mainly been studied at low temperatures.

Although the abundance of methyl formate in warm regions is reproduced satisfactorily by the approach of thermal diffusion reactions followed by thermal desorption, the situation is quite different at temperatures below 20 K. In addition to the difficulty of producing the molecule on grains, desorption can only occur by non-thermal means, such as reactive desorption. At these temperatures, methyl formate has been detected toward various sources with cold and pre-stellar cores, with approximate fractional abundances of \(10^{-11}\) to \(10^{-10}\) toward TMC-1, and \(10^{-12}\) to \(10^{-11}\) toward B1-b (Bacmann et al. 2012; Cernicharo et al. 2012; Soma et al. 2018).

Let us first consider how the results of our non-radiolysis model (Model 1) compare with these observations. As shown in Figure 1, the predicted peak fractional abundance of gaseous methyl formate is only \(7.5 \times 10^{-13}\) at \(3 \times 10^5\) yr whereas the observed value in B1-b is still a factor of 30 higher, that in TMC-1 a factor of 200 higher, and that in L1689 three orders of magnitude higher. Much better results are found in our model with radiolysis, which achieves a value of \(3 \times 10^{-11}\), at a time of \(2.75 \times 10^5\) yr, as can be seen in the figure, and will be discussed below. Nevertheless, even the result of Model 2 is more than an order of magnitude below the abundance in L1689B, although quite adequate for the other two sources.

Why does Model 1 fail to reproduce observed methyl formate abundances at 10 K. At this temperature, the main limitation to Reaction (11) is not the presence of an activation energy barrier, but diffusion barriers for both species (Garrod & Herbst 2006). The radicals HCO and CH\(_3\)O are too massive to reliably tunnel under the diffusion barriers of 1600 K and 5080 K, respectively, and cannot overcome the barrier by hopping because of the low temperature (Garrod & Herbst 2006). Therefore, in order to reproduce the observed abundances of methyl formate in parts of the ISM at 10 K, other methods are needed. Radiolysis is the method pursued here.

Shingledecker et al. (2018) used the Nautilus-1.1 model to show how radiolysis increases the abundance of gaseous methyl formate, among other species, in TMC-1 and similar sources (Ruaud et al. 2016). Fig. 1 corroborates their results. In Model 2 and in their work, a peak abundance slightly greater than \(10^{-11}\) is achieved at a time of \(\approx 3 \times 10^5\) yr, while Model 2 has a larger abundance than their value at times earlier than \(\approx 10^6\) yr. While all reactions examined in this section are included in Shingledecker et al. (2018), we have included additional thermal production and destruction mechanisms for methyl formate. These newly included reactions are identified in the supplementary material (available online), and are not the dominant reactions that produce and destroy methyl formate (Shingledecker et al. 2018). However, the somewhat larger abundance of methyl formate in Model 2 at non-peak times is caused by the newly included reactions.

The dominant surface reaction scheme to form methyl formate was initially proposed by Bennett et al. (2005), and starts with the electron-irradiation of methanol and carbon monoxide ices, which lead to the production of both methyl formate and glycolaldehyde, depending upon whether the molecule reacting with HCO is methoxy (CH\(_3\)O), the precursor of methyl formate, or hydroxymethyl (CH\(_3\)OH), the precursor of glycolaldehyde. These reactions are included in Shingledecker et al. (2018). In our Model 2, either HCO or CH\(_3\)O can be suprathermal in order to produce methyl formate efficiently as shown in the following reactions:

\[
\text{JHCO}^+ + \text{JCH}_3\text{O} \rightarrow \text{HCOOCH}_3, \quad (13)
\]

\[
\text{JHCO} + \text{JCH}_3\text{O}^+ \rightarrow \text{HCOOCH}_3. \quad (14)
\]

Indeed, reactions 13 and 14 are the two main reactions that produce methyl formate in our radiolysis model - Model 2. Reaction 14 is slightly more important, due to the higher abundance of CH\(_3\)O present in the ice, which contributes to a higher number of suprathermal CH\(_3\)O molecules being generated. There are multiple gas-phase formation routes, but we find these reactions to be slower than the suprathermal reactive desorption reactions above, which come directly from radiolysis.

For methyl formate, unlike the case for the other species in this study, there are already adequate destruction mechanisms both in the gas phase and for the ice surface and bulk. The main destruction pathways in both models for gaseous methyl formate are

\[
\text{HCOOCH}_3 + \text{C} \rightarrow \text{CO} + \text{CO} + \text{H} + \text{CH}_3 \quad (15)
\]

\[
\text{HCOOCH}_3 + \text{H}_3^+ \rightarrow \text{H}_2 + \text{H}_5\text{C}_2\text{O}_2^+ \quad (16)
\]

Reaction 15 is dominant until approximately \(10^6\) yr while Reaction 16 is dominant after this time, while still being significant earlier. This difference arises from the time dependence of the abundance of gas phase C and H\(_3^+\). C is mostly present at early times until it gets trapped in other carbon-bearing species at later stages, even in purely gas-phase models. In contrast, the abundance of H\(_3^+\) is consistently lower than C before 10\(^6\) yr with an abundance of \(\approx 4 \times 10^{-10}\). After \(10^6\) yr, the abundance of H\(_3^+\) nearly matches that of gaseous carbon in both models, with abundances of \(\approx 1.5 \times 10^{-8}\).
The calculated abundances of methyl formate in the ice phases as functions of time are also shown in Figure 1. At the current stage of infrared astronomy, however, it is not possible to compare the calculated ice abundances with observational results for a number of reasons, such as the difficulty of observing weak and broad features in space. With the eventual launch of the James Webb Space Telescope, more information on ice composition may become available.

3.2 Acetic Acid

Acetic acid has been detected toward SgrB2, but has yet to be detected toward colder regions of the ISM (Mehringer et al. 1997; Remijan et al. 2002; Xue et al. 2019b,a). Prior to this work, as far as we can determine, the abundance of acetic acid toward cold areas of the ISM has not been included in granular chemistry in previous modelling attempts of cold dark clouds.

Numerous gas phase methods have been proposed for assorted COMs, most involving ion-neutral reactions followed by dissociative electron recombination (Huntress & Mitchell 1979; Ehrenfreund & Charnley 2000; Blagojevic et al. 2003). As far as we know, very few of these suggestions involve the formation of gaseous acetic acid. However, recently a quantum chemical study was performed that 1 percent reactive desorption from grain ices produces the majority of acetic acid through the following grain surface reactions at 10 K:

\[ \text{JHOCO} + \text{JCH}_3 \rightarrow \text{CH}_3\text{COOH} \]  
\[ \text{JOH}^+ + \text{JCH}_2\text{CO} \rightarrow \text{CH}_3\text{COOH}. \]

Reaction 17 is a standard thermal reaction from Garrod et al. (2008), while reaction 18 is a suprathermal version of a standard thermal reaction from the same source. One of the gas phase reactions from Skouteris et al. (2018) contributes in our treatment; however, results from Model 2 suggest that 1 per cent reactive desorption from grain ices produces the majority of acetic acid through the following grain surface reactions at 10 K via the reaction

\[ \text{CH}_3\text{CHOH} + \text{O} \rightarrow \text{CH}_3\text{COOH} + \text{H}. \]

This gas-phase reaction contributes efficiently for a short period of time between 1.5 \times 10^5 yr and 3 \times 10^5 yr, but is less efficient than Reactions 17 and 18 at all other times in the model.

There may need to be further examination of Reaction 17, because the reaction of HOCO with CH₃ might require one of the reactants to be a suprathermal species to overcome an activation energy barrier (Bennett & Kaiser 2007a). Surprisingly, in Model 2, however, the thermal reaction 17 is more efficient than the same reaction involving suprathermal species. This effect could be due to the lack of HOCO⁺ and CH₃⁺ at relevant times. The reactions lead to a maximum gas-phase abundance in Model 2 of 1.375 \times 10^{-13} as shown in Figure 2, compared with the peak abundance from Model 1 of 1.86 \times 10^{-16}. The higher calculated abundance is not sufficient for current telescopes to detect acetic acid towards TMC-1.

In comparison with methyl formate and dimethyl ether, there are a limited number of gas-phase acetic acid destruction reactions, all involving ions. Reactions taken from Skouteris et al. (2018) suggest that gas phase destruction reactions of acetic acid are mostly through ion-neutral reactions such as Reactions 20, 21, and 22:

\[ \text{H}_3\text{O}^+ + \text{CH}_3\text{COOH} \rightarrow \text{CH}_3\text{COO}^+ + \text{H}_2\text{O}, \]  
\[ \text{H}_3^+ + \text{CH}_3\text{COOH} \rightarrow \text{CH}_3\text{COO}^+ + \text{H}_2, \]  
\[ \text{H}_3^+ + \text{CH}_3\text{COOH} \rightarrow \text{CH}_3\text{CO}^+ + \text{H}_2 + \text{H}_2\text{O}. \]

These reactions are distinct from the neutral-neutral reactions that destroy methyl formate more efficiently, such as the destruction reaction involving atomic C (Reaction 15), which acetic acid does not have in our network. Both Model 1 and Model 2 show production and destruction rates for methyl formate at least four orders of magnitude faster than the production and destruction routes for acetic acid.

3.3 Glycolaldehyde

Like acetic acid, glycolaldehyde has no reactions in the KIDA network. We have included thermal grain surface and ice mantle reactions from Garrod & Herbst (2006), Hudson et al. (2005), and Garrod et al. (2008), and gas-phase reactions from Skouteris et al. (2018). Previous research into the synthesis of glycolaldehyde suggests that most routes previously studied are not efficient enough to produce significant amounts in the ISM (Woods et al. 2012, 2013). Even with the addition of reactions from Skouteris et al. (2018), production of gas-phase glycolaldehyde is still lacking without radiolysis, as can be seen in Figure 3. The inclusion of radiolysis greatly enhances the abundance of glycolaldehyde with the abundance peaking at about 0.04% of methyl formate, albeit at later times in the model. The peak abundance of gaseous glycolaldehyde is about 1.3 \times 10^{-11} with radiolysis, increasing from the non-radiolysis abundance of about 5.0 \times 10^{-16}. The main reactions that produce gas-phase glycolaldehyde are

\[ \text{JCH}_2\text{OH} + \text{JHCO}^+ \rightarrow \text{HCOCH}_3\text{OH}. \]  
\[ \text{JCH}_2\text{OH}^+ + \text{JHCO} \rightarrow \text{HCOCH}_3\text{OH}. \]

Reactions 23 and 24 are grain-ice surface reactions that lead initially to grain surface glycolaldehyde followed by reactive desorption (Bennett & Kaiser 2007b; Garrod et al. 2007). The faster reaction is Reaction 23 until about 5 \times 10^6 yr, at which point Reaction 24 produces the majority of gaseous glycolaldehyde. This is due to the time it takes to generate CH₃OH and CH₂OH⁺. The importance of the CH₂OH precursor is highlighted in Bennett & Kaiser (2007b), because the different reactions of CH₂OH and CH₃O with HCO determine if the product will be glycolaldehyde or methyl formate. For CH₂OH, Models 1 and 2 lead to a peak abundance of \sim 10^{-9}, while CH₃O has a peak abundance of \sim 10^{-7}. The resulting abundances of methyl formate and glycolaldehyde reflect the abundances of their precursors.

Like acetic acid, glycolaldehyde lacks neutral-neutral gas phase destruction mechanisms that methyl formate and dimethyl ether possess. The destruction rates of gas phase glycolaldehyde from Skouteris et al. (2018) included here are so slow that our model has adsorption of glycolaldehyde on to the grains as faster. Notable is
Figure 1. Abundance of methyl formate. Gas phase is in red, ice surface in green, and ice bulk in blue. Both models have the same physical and starting conditions, and are run at 10 K. The solid lines refer to the model without radiolysis (Model 1), while the dashed lines refer to the model with radiolysis turned on (Model 2). Horizontal black lines refer to observed abundances in L1689B, TMC-1, and B1-b.

3.4 Dimethyl Ether

Dimethyl ether has been detected toward multiple cold sources, such as TMC-1, L1544, and B1-b, with reported abundances of $\approx 1 \times 10^{-8}$ in TMC-1, $\approx 2 \times 10^{-11}$ in L1544, and $\approx 5 \times 10^{-10}$ in B1-b (Soma et al. 2018; Vastel et al. 2014; Jiménez-Serra et al. 2016; Cernicharo et al. 2012). The formation of dimethyl ether has been closely linked to the formation of $\text{C}_2\text{H}_4\text{O}_2$ isomers, as they are thought to share similar formation routes and precursors. Dimethyl ether is unique in this paper, however, as can be seen in Figure 4, which shows that radiolysis does not enhance the gas-phase abundance significantly compared with the other species examined here. The calculated abundances in the gas phase with respect to hydrogen peak at $\approx 2.5 \times 10^{-10}$ with radiolysis, and approximately $2.4 \times 10^{-10}$ for the model without radiolysis. Both of these values provide a reasonable fit to observations. The small difference between M1 and M2 arises from the main production routes occurring thermally on dust grains without suprathermal reactants; e.g.,

$$\text{JH} + \text{JCH}_3\text{OCH}_2 \rightarrow \text{CH}_3\text{OCH}_3,$$  

that result in the production of hydrogenated glycolaldehyde. Without these reactions, the amount of surface ice glycolaldehyde would be greater than the abundance of methyl formate in the ice. It should be mentioned at this stage that glycolaldehyde can be made efficiently on 10 K CO ice in a thermal laboratory experiment via a reaction sequence starting with CO and hydrogen, and thought to proceed via the dimerization of HCO followed by the formation of a C-C bond although the conditions are not the same as in the ISM (Fedoseev et al. 2015; Fuchs et al. 2009).
Figure 2. Abundance of acetic acid. Gas phase is in red, ice surface in green, and ice bulk in blue. Both models have the same physical and starting conditions, and are run at 10 K. The solid lines show the model without radiolysis, while the dashed lines show the model with radiolysis turned on.

\[
\text{JCH}_3 + \text{JCH}_3\text{O} \rightarrow \text{CH}_3\text{OCH}_3.
\] (28)

Despite the inclusion of suprathermal reactions such as the following:

\[
\text{JH}^+ + \text{JCH}_3\text{OCH}_2 \rightarrow \text{CH}_3\text{OCH}_3, \quad (29)
\]
\[
\text{JH} + \text{JCH}_3\text{OCH}_2 \rightarrow \text{CH}_3\text{OCH}_3, \quad (30)
\]
\[
\text{JCH}_3^+ + \text{JCH}_3\text{O} \rightarrow \text{CH}_3\text{OCH}_3, \quad (31)
\]
\[
\text{JCH}_3 + \text{JCH}_3\text{O}^+ \rightarrow \text{CH}_3\text{OCH}_3.
\] (32)

none of these reactions dominates, unlike the case of the C$_2$H$_4$O$_2$ isomers, because of the efficiency of Reactions 27 and 28. Reaction 27 is still efficient at low temperatures because hydrogen on the grain surface is still mobile, and is more likely to move to encounter JCH$_3$OCH$_2$. In order to further explain the other reactions leading to dimethyl ether, a knowledge of the abundance of precursor molecules will be useful, as will direct comparison of rates between models and the reactions mentioned above. Fig. 5 shows the abundance of such relevant precursor molecules, while Fig. 6 shows the rates for the reactions mentioned above. Most of these intermediates are not significantly enhanced by radiolysis chemistry, and the dashed and solid lines appear as one. Clearly, the abundances of both JCH$_3$ and JCH$_3$O are sufficient at relevant times that thermal methods can produce dimethyl ether at the observed levels at 10 K. Had the switch for “is_crid” been “on”, diffusion would have slightly increased for all species and helped to increase abundances by increasing rates of reaction. This switch is not turned on in the current model, but we are working on a more complex and accurate approach.

Although one would expect Reaction 29 to dominate due to the efficient speed of most other radiolysis reactions and the high availability of H$^+$ from water ice, Fig. 6 shows that Reactions 27 and 28 dominate in models with and without radiolysis.

Interestingly, Reaction 30 is not included in Fig. 6 because of rates constantly below 10$^{-40}$ cm$^{-3}$ s$^{-1}$. This may be caused by the slow generation of JCH$_3$OCH$_2$. In general, however, since atomic hydrogen can tunnel efficiently under diffusion barriers, allowing for very efficient surface reactions even with other heavy species at low
temperatures as long as there is no activation energy, thermal routes with complex molecules and thermal atomic hydrogen can compete with suprathermal reactions at low temperatures. One similar formation mechanism is that of methanol, where models can efficiently produce methanol on dust grains even at low temperatures through the rapid movement of thermal atomic hydrogen.

4 ASTROCHEMICAL IMPLICATIONS

All three of the \( \text{C}_2\text{H}_4\text{O}_2 \) isomers studied in this paper show significant increases in calculated gas-phase abundances when radiolysis chemistry is included in our model calculations at 10 K. Of the isomers, methyl formate has already been well observed within colder environments within the ISM, and has been the subject of a number of previous simulations. However, previous synthetic treatments have underproduced or barely produced sufficient methyl formate (Chang & Herbst 2016; Balucani et al. 2015; Vasyunin & Herbst 2012). Shingledecker & Herbst (2018) first showed that radiolysis greatly improves the gas-phase abundance of multiple molecules, including methyl formate. In this work, we have added new destruction methods of methyl formate through radiolysis, and thermal production and destruction mechanisms, listed in supplementary material (available online) (K. Acharyya, private communication).

The molecules examined in this work show that radiolysis should enhance the abundances of more species, potentially allowing their detection in dark clouds. One benefit of including radiolysis is to allow for fast reactions with immediate neighbors in the ice in which the suprathermal species can have enough energy to overcome most reaction barriers before being quenched. This process is in contrast with many surface radical-radical reactions at low temperatures, which generally have a low or no chemical barrier at all, but have high enough diffusion barriers to seriously hamper any reaction that is limited by thermal diffusion, both on the ice surface, and in the bulk of the ice.

Most of the reactions examined in this paper occur between ice surface species that form products which are assumed to desorb given sufficient energy at 1 per cent of the products. The molecules that remain in or on the ice can lead to the production of more complex COMs, by generating suprathermal species, or reacting with smaller species to increase complexity. For example, methyl formate that does not desorb following a reaction can undergo radiolysis, generating both suprathermal and thermal \( \text{CH}_3\text{O} \) and \( \text{HCO} \).

Alternatively, \( \text{HOCO} \), an intermediate species that is enhanced by radiolysis (Fig. 5), can thermally react with either \( \text{H} \) or \( \text{CH}_3 \) to produce \( \text{HCOOH} \) or acetic acid, respectively.

The increase in abundance for the \( \text{C}_2\text{H}_4\text{O}_2 \) isomers shows that
Figure 4. Abundance of dimethyl ether in the gas phase (red), ice surface (green), and ice bulk (blue). Both models have the same physical and starting conditions, and are run at 10 K. The solid line shows the model without radiolysis, while the dashed line is the model with radiolysis. Horizontal black lines refer to observed abundances in TMC-1, L1544, and B1-b.

Figure 5. Abundances of selected precursor species on the ice surface at 10 K. The solid line refers to the model without radiolysis (Model 1), while the dashed line refers to the model with radiolysis (Model 2).

it is possible to build up abundances of complex molecules such as methyl formate, acetic acid, and glycolaldehyde at 10 K, both in the gas phase and in the ice mantle of the dust grains through radiolytic chemistry and thermal reactions.

Despite the role of dimethyl ether as a COM, a role shared with the three isomers studied, and its detection in similar regions with methyl formate, radiolysis does not significantly impact the calculated gas-phase abundance of this molecule. This difference arises from the efficiency of normal thermal pathways and the lack of efficient suprathermal precursors in the synthesis of dimethyl ether. This exception to the role of radiolysis in enhancing abundances of organic molecules is important to show that not all species are significantly affected positively by radiolysis chemistry. Indeed, there may be efficient thermal routes already in existence, or yet to be examined routes to even more complex molecules that do not rely solely on radiolysis, such as cyanopolyynes (Shingledecker et al. 2018).

Although gas phase reactions that generate acetic acid and glycolaldehyde have been included, they are mostly insignificant compared with the resulting rates of the suprathermal reactions. More gas phase quantum mechanical studies or experimental studies on reaction rates should be conducted on all species examined here, but acetic acid is still lacking in information compared with methyl formate, glycolaldehyde, and dimethyl ether. These studies should be done in order to potentially find new pathways, because we could be ignoring other granular or gas-phase routes to all of these molecules.
Unlike the situation for acetic acid and glycolaldehyde, a gas-phase synthesis for dimethyl ether and methyl formate has been constructed by Balucani et al. (2015), based at least partially on measured and calculated rate coefficients involving neutral species. An earlier treatment was reported by Vasyunin & Herbst (2013). One important reaction in the sequence is a radiative association between the methyl and methoxy radicals to form dimethyl ether, which has not been studied in the laboratory:

\[
\mathrm{CH}_3 + \mathrm{CH}_3O \rightarrow \mathrm{CH}_3\mathrm{OCH}_3 + h\nu. \tag{33}
\]

Calculations by Tennis, Loison & Herbst (in preparation) indicate that this reaction occurs at near the collisional value at 10 K. With this large rate coefficient, the gas-phase approach of Balucani et al. (2015) embedded in the OSU2009 network shows significant enhancements to the calculated abundances of dimethyl ether and methyl formate, and can account for the observation of the former in L1544.

There are certain aspects of the treatment of radiolysis that can possibly be improved. For example, the assumption that suprathermal species react with unit efficiencies should be examined more closely. In addition, there are other aspects of cosmic ray interactions that have yet to be implemented into Nautilus-1.1, such as a more advanced treatment of cosmic ray heating, and sputtering caused by cosmic rays (Dartois et al. 2019). There are other treatments of reactive desorption that have a more nuanced approach than the base probability of desorption based on RRK theory (Garrod et al. 2007; Minissale et al. 2016) or our assumed probability of 1 per cent; however, an examination of these treatments is outside the scope of this paper.

5 CONCLUSIONS

In this work, we have added to the use of the method of radiolytic chemistry via the generation of suprathermal species to determine the abundances of selected COMs in cold dark clouds, such as TMC-1. The base versions of Nautilus-1.1 and the KIDA network have been expanded to allow for radiolysis chemistry in modeling the chemistry of the C$_2$H$_4$O$_3$ isomers methyl formate, glycolaldehyde, and acetic acid, as well as the important COM dimethyl ether. The results of the models discussed here show that radiolytic chemistry greatly increases the modelled abundance of these species except for dimethyl ether, so much so that it may be possible to detect glycolaldehyde in dark clouds. However, there is likely not enough gaseous acetic acid to be observed. Additionally, there are abundances of the C$_2$H$_4$O$_3$ isomers and dimethyl ether remaining within the ice. These remaining species could be used as building blocks for molecules of even greater complexity if activated by UV photons, as discussed by Jin & Garrod (2020) or by cosmic rays. If the very complex molecules remain on the grain mantle, however, infrared detection will be difficult for a number of reasons, although the advent of JWST might allow some more detections.
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Figure 6. Rates of relevant CH$_3$OCH$_3$ production mechanisms. Reactions 27 and 28 are in Model 1 (solid lines) and 2 (dashed lines), reactions 29, 31, and 32 are only in Model 2.

Graph: Rates of relevant CH$_3$OCH$_3$ production mechanisms. Reactions 27 and 28 are in Model 1 (solid lines) and 2 (dashed lines), reactions 29, 31, and 32 are only in Model 2.
