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Abstract
Lifelong learners must recognize concept vocabularies that evolve over time. A common yet underexplored scenario is learning with class labels that continually refine/expand old classes. For example, humans learn to recognize dog before dog breeds. In practical settings, dataset \textit{versioning} often introduces refinement to ontologies, such as autonomous vehicle benchmarks that refine a previous vehicle class into school-bus as autonomous operations expand to new cities. This paper formalizes a protocol for studying the problem of \textit{Learning with Evolving Class Ontology} (LECO). LECO requires learning classifiers in distinct time periods (TPs); each TP introduces a new ontology of “fine” labels that refines old ontologies of “coarse” labels (e.g., dog breeds that refine the previous dog). LECO explores such questions as whether to annotate new data or relabel the old, how to exploit coarse labels, and whether to finetune the previous TP’s model or train from scratch. To answer these questions, we leverage insights from related problems such as class-incremental learning. We validate them under the LECO protocol through the lens of image classification (on CIFAR and iNaturalist) and semantic segmentation (on Mapillary). Extensive experiments lead to some surprising conclusions; while the current status quo in the field is to relabel existing datasets with new class ontologies (such as COCO-to-LVIS or Mapillary1.2-to-2.0), LECO demonstrates that a far better strategy is to annotate new data with the new ontology. However, this produces an aggregate dataset with inconsistent old-vs-new labels, complicating learning. To address this challenge, we adopt methods from semi-supervised and partial-label learning. We demonstrate that such strategies can surprisingly be made near-optimal, in the sense of approaching an “oracle” that learns on the aggregate dataset exhaustively labeled with the newest ontology.

1 Introduction
Humans, as lifelong learners, learn to recognize the ontology of concepts which is being refined and expanded over time. For example, we learn to recognize dog and then dog breeds (refining the class dog). The class ontology often evolves from coarse to fine concepts in the real open world and can sometimes introduce new classes. We call this \textit{Learning with Evolving Class Ontology} (LECO).

Motivation. LECO is common when building machine-learning systems in practice. One often trains and maintains machine-learned models with class labels (or a class ontology) that are refined over time periods (TPs) (Fig. 2). Such ontology evolution can be caused by new requirements in applications, such as autonomous vehicles that expand operations to new cities. This is well demonstrated in many contemporary large-scale datasets that release updated versions by refining and expanding classes, such as Mapillary \textsuperscript{52,55}, Argoverse \textsuperscript{12,78}, KITTI \textsuperscript{4,23} and iNaturalist \textsuperscript{33,37,69,75}. For example, Mapillary V1.2 \textsuperscript{55} defined the road class, and Mapillary V2.0 \textsuperscript{52} refined it with fine
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Learning with Evolving Class Ontology (LECO) requires training models in time periods (TPs) with new ontologies that refine or expand the previous ones. **Left**: The Mapillary dataset, which was constructed to study semantic segmentation for autonomous vehicles, has updated versions from V1.2 [55] to V2.0 [52], which refined previous labels with fine-grained ones on the same data, e.g., V1.2's sidewalk is split to V2.0's sidewalk and driveway. The visual demonstration with semantic segmentation ground-truth blacks out unrelated classes for clarity. We explore LECO using this dataset. **Right**: To study LECO, we also repurpose the large-scale iNaturalist dataset [33–37, 69, 75] to simulate the coarse-to-fine ontology evolution through the lens of image classification. LECO asks the first basic question: for the new TP that defines new ontology of classes, should one relabel the old data or label new data? Interestingly, both labeling protocols have been used in the community for large-scale datasets. Our study provides the (perhaps obvious) answer – one should always annotate new data with the new ontology rather than re-annotating the old. One reason is that the former produces more labeled data. But this produces an aggregate dataset with inconsistent old-vs-new labels. We make use of insights from semi-supervised learning and learning-with-partial-labels to learn from such heterogeneous annotations, approaching the upper bound of learning from an oracle aggregate dataset with all new labels.

**Prior art.** LECO requires learning new classes continually in TPs, similar to class-incremental learning (CIL) [18, 47, 74, 86]. They differ in important ways. First, CIL assumes brand-new labels that have no relations with the old [47, 49, 60], while LECO’s new labels are fine-grained ones that expand the old / “coarse” labels (cf. Fig. 2). Interestingly, CIL can be seen as a special case of LECO by making use of a “catch-all” background class [41] (often denoted as void or unlabeled in existing datasets [14, 22, 49, 52, 55]), which can be refined over time to include specific classes that were previously ignored. Second, CIL restricts itself to a small memory buffer for storing historical data to focus on information retention and catastrophic forgetting [10, 47]. However, LECO stores all historical data (since large-scale human annotations typically come at a much higher cost than that of the additional storage) and is concerned with the most-recent classes of interest. Most related to LECO are approaches that explore the relationship of new classes to old ones; Sariyildiz et al. [64] study concept similarity but remove common superclasses in their study, while Abdelsalam et al. [1] explore CIL with a goal to discover inter-class relations on data labeled (as opposed to assuming such relationships can be derived from a given taxonomic hierarchy). To explore LECO, we set up its benchmarking protocol (Section 3) and study extensive methods modified from those of related problems (Sections 4, 5, and 6).

**Technical insights.** LECO studies learning strategies and answers questions as basic as whether one should label new data or relabel the old data? Interestingly, both protocols have been used in the community for large-scale dataset versioning: Argoverse V1.0 [12] defined the bus class, and Argoverse V2.0 [78] refined it with fine classes including school-bus. We assume the labeling cost is the same for either case. One may think re-annotating old data is cheaper, because one does not need to curate new data and may be able to redesign an annotation interface that exploits the old annotations (e.g., show old vehicle labels and just ask for fine-grained make-and-model label). But in practice, in order to prevent carry-over of annotation errors and to simplify the annotation interface, most benchmark curators tend to relabel from scratch, regardless of on old or new data. Examples of relabeling old data from scratch include Mapillary V1.2 [55] → V2.0 [52], and COCO [48] → LVIS [27].
dataset is now labeled with inconsistent old-vs-new annotations, complicating learning. We show that joint-training \cite{47} on both new and old ontologies, when combined with semi-supervised learning (SSL), can be remarkably effective. Concretely, we generate pseudo labels for the new ontology on the old data. But because pseudo labels are noisy \cite{44, 58, 68, 79} and potentially biased \cite{77}, we make use of the coarse labels from the old-ontology as “coarse supervision”, or the coarse-fine label relationships \cite{26, 45, 61, 73}, to reconcile conflicts between the pseudo fine labels and the true coarse labels (Section 6). There is another natural question: should one finetune the previous TP’s model or train from scratch? One may think the former has no benefit (because it accesses the same training data) and might suffer from local minima. Surprisingly, we find finetuning actually works much better, echoing curriculum learning [5, 21, 63]. Perhaps most surprisingly, we demonstrate that such strategies are near optimal, approaching an “upperbound” that trains on all available data re-annotated with the new ontology.

**Table 1:** LECO benchmarks use CIFAR100 \cite{42}, iNaturalist \cite{69, 75}, and Mapillary \cite{52, 55}. We also vary the number of training data in experiments; as conclusions hold across settings, we report these results in Table 9, 10, 11.

| Benchmark          | #TPs | #classes/TP | #train/TP | #test/TP |
|--------------------|------|-------------|-----------|----------|
| CIFAR-LECO         | 2    | 20/100      | 10k       | 10k      |
| iNat-LECO          | 2    | 123/810     | 50k       | 4k       |
| Mapillary-LECO     | 2    | 66/116      | 2.5k      | 2k       |
| iNat-4TP-LECO      | 4    | 123/339/729/810 | 25k     | 4k       |

**Salient results.** To study LECO, we repurpose three datasets: CIFAR100, iNaturlist, and Mapillary (Table 1). The latter two large-scale datasets have long-tailed distribution of class labels; particularly, Mapillary’s new ontology does not have strictly surjective mapping to the old, because it relabeled the same data from scratch with new ontology. Our results on these datasets lead to consistent technical insights summarized above. We preview the results on the iNaturalist-LECO setup (which simulates the large-scale long-tailed scenario): (1) finetuning the previous TP’s model outperforms training from scratch on data labeled with new ontology: 73.64% vs. 65.40% in accuracy; (2) jointly training on both old and new data significantly boosts accuracy to 82.98%; (3) taking advantage of the relationship between old and new labels (via Learning-with-Partial-Labels and SSL with pseudo-label refinement) further improves to 84.34%, effectively reaching an “upperbound” 84.51%!

**Contributions.** We make three major contributions. First, we motivate the problem LECO and define its benchmarking protocol. Second, we extensively study approaches to LECO by modifying methods from related problems, including semi-supervised learning, class-incremental learning, and learning with partial labels. Third, we draw consistent conclusions and technical insights, as described above.

## 2 Related Work

**Class-incremental learning (CIL)** \cite{18, 47, 74, 86} and LECO both require learning classifiers for new classes over distinct time periods (TPs), but they have important differences. First, the typical CIL setup assumes new labels have no relations with the old \cite{1, 47, 49}, while LECO’s new labels refine or expand the old / “coarse” labels (cf. Fig. 4). Second, CIL purposely sets a small memory buffer (for storing labeled data) and evaluates accuracy over both old and new classes with the emphasis on information retention or catastrophic forgetting \cite{10, 40, 47, 83}. However, LECO allows all (history) labeled data to be stored and highlight the difficulty of learning new classes which are fine/subclasses of the old ones. Further, we note that many real-world applications store history data (and should not limit a buffer size to save data) for privacy-related consideration (e.g., medical data records) and as forensic evidence (e.g., videos from surveillance cameras). Therefore, to approach LECO, we apply CIL methods that do not restrict buffer size, which usually serve as upper bounds in CIL \cite{17}. In this work, we repurpose “upper bound” CIL methods for LECO including finetuning \cite{3, 80}, joint training \cite{11, 47, 50, 51}, as well as the “lower bound” methods by freezing the backbone \cite{3, 20, 66}.

**Semi-supervised learning (SSL)** learns over both labeled and unlabeled data. State-of-the-art SSL methods follow a self-training paradigm \cite{54, 65, 79} that uses a model trained over labeled data to pseudo-label the unlabeled samples, which are then used together with labeled data for training. For example, Lee et al. \cite{44} use confident predictions as target labels for unlabeled data, and Rizve et al. \cite{62} further incorporate low-probability predictions as negative pseudo labels. Some others improve SSL using self-supervised learning techniques \cite{24, 84}, which force predictions to be similar for different augmentations of the same data \cite{6, 7, 68, 79, 85}. We leverage insights of SSL to approach LECO, e.g., pseudo labeling the old data. As pseudo labels are often biased \cite{77}, we further exploit the old-ontology to reject or improve the inconsistent pseudo labels, yielding better performance.
Learning with partial labels (LPL) tackles the case when some examples are fully labeled while others are only partially labeled \([9,15,26,53,56,88]\). In the area of fine-grained recognition, partial labels can be coarse superclasses which annotate some training data \([31,45,61,73]\). In a TP of LECO, the old data from previous TPs can be used as partially-labeled examples as they contain only coarse labels. Therefore, to approach LECO, we explore state-of-the-art methods \([70]\) in this line of work. However, it is important to note that ontology evolution in LECO can be more than splitting old classes, e.g., the new class special-subject can be a result of merging multiple classes child and police-officer. Indeed, we find it happens quite often in the ontology evolution from the Mapillary’s versioning from V1.2 \([55]\) to V2.0 \([52]\). In this case, the LPL method does not show better results than the simple joint training approach (31.04 vs. 31.05 on Mapillary in Table 4).

3 Problem Setup of Learning with Evolving Class Ontology (LECO)

Notations. Among \(T\) time periods (TPs), \(T^d\) has data distribution \(\mathcal{D}^t = \mathcal{X} \times \mathcal{Y}^t\), where \(\mathcal{X}\) is the input and \(\mathcal{Y}^t\) is the label set. The evolution of class ontology is ideally modeled as a tree structure: the \(i^{th}\) class \(y_i^t \in \mathcal{Y}^t\) is a node that has a unique parent \(y_{i-1}^t \in \mathcal{Y}^{t-1}\), which can be split into multiple fine classes in \(T^d\). Therefore, \(|\mathcal{Y}^t| > |\mathcal{Y}^{t-1}|\). \(T^d\) concerns classification w.r.t label set \(\mathcal{Y}^t\).

Benchmarks. We define LECO benchmarks using three datasets: CIFAR100 \([42]\), iNaturalist \([69,75]\), and Mapillary \([52,55]\) (Table 1). CIFAR100 is released under the MIT license, and iNaturalist and Mapillary are publicly available for non-commercial research and educational purposes. CIFAR100 and Mapillary contain classes related to person and potentially have fairness and privacy concerns, hence we cautiously proceed our research and release our code under the MIT License without re-distributing the data. The iNaturalist and Mapillary are large-scale and have long-tailed class distributions (refer to the Table 4 and 5 for class distributions). For each benchmark, we sample data from the corresponding dataset to construct time periods (TPs), e.g., \(T^0\) and \(T^1\) define their own ontologies of class labels \(\mathcal{Y}^0\) and \(\mathcal{Y}^1\), respectively. For CIFAR-LECO, we use the two-level hierarchy offered by the original CIFAR100 dataset \([42]\) using the 20 superclasses as the ontology in \(T^0\), each of them is split into 5 subclasses as new ontology in \(T^1\). For iNat-LECO, we used the most recent version of Semi-iNat-2021 \([71]\) that comes with rich taxonomic labels at seven-level hierarchy. To construct two TPs, we choose the third level (i.e., “order”) with 123 categories for \(T^0\), and the seventh (“species”) with 810 categories for \(T^1\). We further construct four TPs with each having an ontology out of four at distinct taxa levels (“order”, “family”, “genus”, “species”). For Mapillary-LECO, we use its ontology of V1.2 \([55]\) (2017) in \(T^0\), and that of V2.0 \([52]\) (2021) in \(T^1\). It is worth noting that, as a real-world LECO example, Mapillary includes a catch-all background class (aka void) in V1.2, which was split into meaningful fine classes in V2.0, such as temporary-barrier, traffic-island and void-ground.

Moreover, in each TP of benchmark CIFAR-LECO and iNat-LECO, we randomly sample 20% data as validation set for hyperparameter tuning and model select. We use their official valsets as our test-sets for benchmarking. In Mapillary-LECO, we do not use a valset but instead use the default hyperparameters reported in \([72]\), tuned to optimize another related dataset Cityscapes \([14]\). We find it unreasonably computational demanding to tune on large-scale semantic segmentation datasets. Table 1 summarizes our benchmarks’ statistics.

Remark: beyond class refining in ontology evolution. In practice, ontology evolution also contains the case of class merging, as well as class renaming (which is trivial to address). The Mapillary’s versioning clearly demonstrates this: 10 of 66 classes of its V1.2 were refined into new classes, resulting into 116 classes in total of its V2.0: objects of the same old class were either merged into a new class or assigned with new fine classes. Because of these non-trivial cases under the Mapillary-LECO benchmark, state-of-the-art methods of learning with partial labels are less effective but our other solutions work well.

Remark: number of TPs and buffer size. For most experiments, we set two TPs. One may think more TPs are required for experiments because CIL literature does so \([18,47,74,86]\). Recall that CIL emphasizes catastrophic forgetting issue caused by using limited buffer to save history data, so using more TPs for more classes and limited buffer helps exacerbate this issue. Differently, LECO emphasizes the difficulty of learning new classes that are subclasses of the old ones, and does not

\(^3\)The data distribution may not be necessarily static where LECO can still happen, as discussed in Section 1. Our work sets a static data distribution to simplify the study of LECO.
limit a buffer to store history data. Therefore, using two TPs are sufficient to show the difficulty. Even so, we have experiments that set four TPs, which demonstrate consistent conclusions drawn from those using two TPs. Moreover, even with unlimited buffer, CIL methods still work poorly on LECO benchmarks (cf. “TrainScratch” [59] and “FreezePrev” [47] in Table 2).

Metric. Our benchmarks study LECO through the lens of image classification (on CIFAR-LECO and iNat-LECO) and semantic segmentation (on Mapillary-LECO). Therefore, we evaluate methods using mean accuracy (mAcc) averaged over per-class accuracies, and mean intersection-over-union (mIoU) averaged over classes, respectively. The metrics treat all classes equally, avoiding the bias towards common classes due to the natural long-tailed class distribution (cf. iNaturalist [69] [75] and Mapillary [55]) (cf. class distributions in the appendix). We do not use specific algorithms to address the long-tailed recognition problem but instead adopt the recent simple technique to improve performance by tuning weight decay [2]. We run each method five times using random seeds on CIFAR-LECO and iNat-LECO, and report their averaged mAcc with standard deviations. For Mapillary, due to exorbitant training cost, we perform one run to benchmark methods.

4 Baseline Approaches to LECO

We first repurpose CIL and continual learning methods as baselines to approach LECO, as both require learning classifiers for new classes in TPs. We start with preliminary backgrounds.

Preliminaries. Following prior art [39] [47], we train convolutional neural networks (CNNs) and treat a network as a feature extractor \( f \) (parametrized by \( \theta_f \)) plus a classifier \( g \) (parametrized by \( \theta_g \)). The feature extractor \( f \) consists of all the layers below the penultimate layer of ResNet [28], and the classifier \( g \) is the linear classifier followed by softmax normalization. Specifically, in TP\( t \), an input image \( x \) is fed into \( f \) to obtain its feature representation \( z = f(x; \theta_f) \). The feature \( z \) is then fed into \( g \) for the softmax probabilities, \( q = g(z; \theta_g) \), w.r.t classes in \( Y^t \). We train CNNs by minimizing the Cross Entropy (CE) loss using mini-batch SGD. At TP\( t \), to construct a training batch \( B^t \), we randomly sample \( K \) examples, i.e., \( B^t = \{(x_1, y_1), \cdots, (x_K, y_K)\} \). The CE loss on \( B^t \) is

\[
L(B^t) = - \sum_{(x_k, y_k) \in B^t} H(y_k, g(f(x_k)))
\]

where \( H(p, q) = - \sum_c p(c) \log(q(c)) \) is the entropy between two probability vectors.

Similar, for semantic segmentation, we use the same CE loss at pixel level, along with the recent architecture HRNet with OCR module [72] [76] [81] (refer to appendix C for details).

Annotation Strategies. Closely related to LECO is the problem of class-incremental learning (CIL) or more generally, continual learning (CL) [47] [59] [60] [83] [86]. However, unlike typical CL benchmarks, LECO does not artificially limit the buffer size for storing history samples. Indeed, the expense of hard drive buffer is less of a problem compared to the high cost of data annotation. Therefore, LECO embraces all the history labeled data, regardless of being annotated using old or new ontologies. This leads to a fundamental question: whether to annotate new data or re-label the old, given a fixed labeling budget \( N \) at each TP (cf. Fig. 3)?

- (LabelNew) Sample and annotate \( N \) new examples using new ontology, which trivially infers the old-ontology labels. We further have the history data as labeled with old ontology.
- (RelabelOld) Re-annotate the \( N \) history data using new ontology. However, these \( N \) examples are all available data although they have both old- and new-ontology labels.

The answer is perhaps obvious – LabelNew – because it produces more labeled data. Furthermore, LabelNew allows one to exploit the old data to boost performance (Section 5). With proper techniques, this significantly reduces the performance gap with a model trained over both old and new data assumingly annotated with new-ontology, termed as AllFine short for “supervised learning with all fine labels”.

Training Strategies. We consider CL baseline methods as LECO baselines. When new tasks (i.e., classes of \( Y^t \)) arrive in TP\( t \), it is desirable to transfer model weights trained for \( Y^{t-1} \) in TP\( t-1 \) [47] [60]. To do so, we initialize weights \( \theta_f \) of the feature extractor \( f^t \) with \( \theta_{f^{t-1}} \) trained in TP\( t-1 \), i.e., \( \theta_f := \theta_{f^{t-1}} \). Then we can

- (FreezePrev) Freeze \( f^t \) to extract features, and learn a classifier \( g^t \) over them [47].
Table 2: Results of baseline methods for LECO (more results in the Table5). For all our experiments, we run each method five times and report the averaged mean per-class accuracy/intersection-over-union (mAcc/mIoU in %) with standard deviations when available. For each benchmark, we bold the best mAcc/mIoU including ties that fall within its std. FinetunePrev is the best learning strategy that outperforms TrainScratch (cf. 73.64% vs. 65.69% with LabelNew on iNat-LECO). This implies that the coarse-to-fine evolved ontology serves as a good learning curriculum. FreezePrev underperforms TrainScratch (cf. 50.82% vs. 65.69% with LabelNew on iNat-LECO), confirming the difficulty of learning new classes that refine the old. LabelNew and RelabelOld achieve similar performance with the former using only new data but not the old altogether. If using both old and new data, we boost performance as shown in Table6. The conclusions hold for varied number of training images and generalize to the Mapillary experiments, yet all methods fall short to the AllFine (which trains on all data assumed to be labeled with new ontology).

| Benchmark   | #images / TP | TP^0 mAcc/mIoU | TP^1 Strategy | TP^1 mAcc/mIoU | AllFine |
|-------------|--------------|----------------|---------------|----------------|---------|
| CIFAR-LECO  | 10000        | 77.78 ± 0.27   | FinetunePrev  | 65.83 ± 0.53   | 71.30 ± 0.41 |
|             |              |                | FreezePrev    | 52.64 ± 0.50   | 53.79 ± 0.43 |
|             |              |                | TrainScratch  | 65.40 ± 0.53   | 71.43 ± 0.24 |
| iNat-LECO   | 50000        | 64.21 ± 1.61   | FinetunePrev  | 73.64 ± 0.46   | 84.51 ± 0.66 |
|             |              |                | FreezePrev    | 50.82 ± 0.48   | 54.08 ± 0.31 |
|             |              |                | TrainScratch  | 65.69 ± 0.46   | 73.10 ± 0.80 |
| Mapillary-LECO | 2500      | 37.01           | FinetunePrev  | 30.39           | 31.73   |
|             |              |                | TrainScratch  | 27.24           | 27.23   |

- (FinetunePrev) Finetune \( f^t \) and learn a classifier \( g^t \) altogether \([47]\).
- (TrainScratch) Train \( f^t \) from random weights \([59]\).

Results. We experiment with different combinations of data annotation and training strategies in Table2. We adopt standard training techniques including SGD with momentum, cosine annealing learning rate schedule, weight decay and RandAugment \([16]\). We ensure the maximum training epochs \(2000/300/800\) on CIFAR/iNat/Mapillary respectively) to be large enough for convergence. See Table2-caption for salient conclusions.

5 Improving LECO with the Old-Ontology Data

The previous section shows that FinetunePrev is the best training strategy, and LabelNew and RelabelOld achieve similar performance with the former being not exploiting the old data. In this section, we stick to FinetunePrev and LabelNew and study how to exploit the old data to improve LECO. To do so, we repurpose methods from semi-supervised learning and incremental learning.

Notation: We refer to the new-ontology (fine) labeled samples at TP \( t \) as \( S^t \subset X \times Y^t \), and old-ontology (coarse) labeled samples accumulated from previous TPs as \( S^{1:t-1} = S^1 + \cdots + S^{t-1} \).

5.1 Exploiting the Old-Ontology Data via Semi-Supervised Learning (SSL)

State-of-the-art SSL methods aim to increase the amount of labeled data by pseudo-labeling the unlabeled examples \([25, 70]\). Therefore, a natural thought to utilize the old examples is to ignore their old-ontology labels and use SSL methods. Below, we describe several representative SSL methods which are developed in the context of image classification.

Each input sample \( x \), if not stated otherwise, undergoes a strong augmentation \( \text{RandAugment} \) for classification and HRNet \([72]\) augmentation for segmentation) denoted as \( A(x) \) before fed into \( f \). For all SSL algorithms, we construct a batch \( B_K \) of \( K \) samples from \( S_t \) and a batch \( B_M \) of \( M \) samples from \( S^{1:t-1} \). For brevity, we hereafter ignore the superscript (TP index). On new-ontology labeled samples, we use Eq. \([1]\) to obtain \( L(B_K) \), and sum it with an extra SSL loss on \( B_M \), denoted as \( L_{SSL}(B_M) \). We have four SSL losses below.

Following \([70]\), we use “Self-Training” to refer to a teacher-student distillation procedure \([29]\). Note that we adopt the FinetunePrev strategy and so both teacher and student models are initialized from the previous TP’s weights. We first have two types of Self-Training:
While the above techniques are developed in the context of image classification, they appear to be where
Table 3 compares the above-mentioned SSL and Joint Training methods. In training, we sample the
Therefore, we perform
The above SSL approaches discard the old-ontology labels, which could be a coarse supervision
y
Mapillary). We assign equal weight to
same amount of old data and new data in a batch, i.e., \(|\tilde{B}_M| = |B_K|\) (64 / 30 / 4 for CIFAR / iNat / Mapillary). We assign equal weight to \(L_{SSL}, L_{Joint}\), and \(L\). See Table 3 caption for conclusions.

5.2 Exploiting the Old-Ontology Data via Joint Training
The above SSL approaches discard the old-ontology labels, which could be a coarse supervision in training. A simple approach to leverage this coarse supervision is Joint Training, a classic incremental learning method [18, 47] that trains jointly on both new and old tasks. Interestingly, Joint Training is usually the upper bound performance in traditional incremental learning benchmarks [47]. Therefore, we perform Joint Training to learn a shared feature extractor \(f\) and independent classifiers \((g^1, \ldots, g^t)\) w.r.t both new and old ontologies. We define the following loss at TP\(^t\) using old-ontology data from \(TP^{t-1}\) to \(TP^t\):

\[
L_{old}(\tilde{B}_M) = \sum_{t \in \{1, \ldots, t-1\}} \sum_{(x_m, y'_m) \in \tilde{B}_M^t} \mathcal{H}(y'_m, g^t(f(A(x_m))))
\]

where \(y'_m\) is the coarse label of \(x_m\) at \(TP^t\) and \(\tilde{B}_M^t\) is the subset of \(\tilde{B}_M\) with label \(y'_m\) available. Importantly, because new-ontology fine labels \(y^t \in Y^t\) refine old-ontology coarse labels, e.g., \(y^t_{j-1} \in Y^{t-1}\), we can trivially infer the coarse label for any fine label. Therefore, we also apply \(L_{old}\) for fine-grained samples in \(B_K\), i.e., \(L_{old}(B_K)\). We have the final loss for Joint Training as \(L_{Joint} = L_{old}(B_K) + L_{old}(\tilde{B}_M)\).

5.3 Results
Table 3 compares the above-mentioned SSL and Joint Training methods. In training, we sample the
same amount of old data and new data in a batch, i.e., \(|\tilde{B}_M| = |B_K|\) (64 / 30 / 4 for CIFAR / iNat / Mapillary). We assign equal weight to \(L_{SSL}, L_{Joint}\), and \(L\). See Table 3 caption for conclusions.
We apply this loss on the fine-labeled data and define the
While the SSL approaches exploit old samples and Joint Training further utilizes their old-ontology
Another strategy to incorporate the taxonomic hierarchy is to exploit coarse labels in the pseudo-
The fact that each fine-grained label

| Benchmark     | #images / TP | SSL Alg  | TP \( m\text{Acc}/\text{mIoU} \) |
|---------------|--------------|----------|---------------------------------|
|               |              | \( \mathcal{L} \) only | \( +\mathcal{L}_{SSL} \) | \( +\mathcal{L}_{Joint} \) | \( +\mathcal{L}_{SSL} +\mathcal{L}_{Joint} \) | AllFine |
| CIFAR-LECO    | 10000        | ST-Hard  | 67.11 ± 0.34 | 69.86 ± 0.30 | 68.74 ± 0.21 | 71.30 ± 0.41 |
|               |              | ST-Soft  | 65.82 ± 0.27 | 63.56 ± 0.14 | 64.23 ± 0.20 | 69.03 ± 0.43 |
|               |              | PL       | 67.13 ± 0.36 | 64.82 ± 0.30 | 68.43 ± 0.40 | 71.30 ± 0.41 |
|               |              | FixMatch | 68.74 ± 0.21 | 64.83 ± 0.20 | 68.43 ± 0.40 | 71.30 ± 0.41 |
| iNat-LECO     | 50000        | ST-Hard  | 73.64 ± 0.46 | 79.64 ± 0.41 | 82.98 ± 0.33 | 84.51 ± 0.66 |
|               |              | ST-Soft  | 75.23 ± 0.14 | 79.64 ± 0.41 | 82.87 ± 0.51 | 84.51 ± 0.66 |
|               |              | PL       | 73.56 ± 0.09 | 73.56 ± 0.09 | 82.87 ± 0.51 | 84.51 ± 0.66 |
|               |              | FixMatch | 74.57 ± 0.54 | 79.64 ± 0.41 | 82.87 ± 0.51 | 84.51 ± 0.66 |
| Mapillary-LECO| 2500         | ST-Hard  | 30.39         | 30.06      | 31.05      | 31.09      | 31.73      |

6 Improving LECO with Taxonomic Hierarchy

While the SSL approaches exploit old samples and Joint Training further utilizes their old-ontology labels, none of them fully utilize the given taxonomic relationships between old and new ontologies. The fact that each fine-grained label \( y^t_j \) in \( Y^t \) refines a coarse label \( y^{t-1}_j \) in \( Y^{t-1} \) suggests a chance to improve LECO by exploiting such taxonomic relationship between the old and new classes \[58\] [59].

6.1 Incorporating Taxonomic Hierarchy via Learning-with-Partial-Labels (LPL)

Joint Training trains separate classifiers for each TP. This is suboptimal because we can simply marginalize fine-classes' probabilities for coarse-classes' probabilities \[19\]. This technique has been used in other works \[32\] [59] and is commonly called Learning-with-Partial-Labels (LPL) \[82\]. Concretely, the relationship between classes in \( Y^t \) and \( Y^{t'} \) with \( t > t' \) can be summarized by an edge matrix \( E_{t \rightarrow t'} \) with shape \( |Y^t| \times |Y^{t'}| \). \( E_{t \rightarrow t'}[i, j] = 1 \) when an edge \( y^t_i \rightarrow y^{t'}_j \) exists in the taxonomy tree, i.e., \( y^{t'}_j \) is the superclass of \( y^t_i \); otherwise \( E_{t \rightarrow t'}[i, j] = 0 \). Therefore, to obtain prediction probability of a coarse-grained label \( y^{t'}_j \) for a sample \( x \), we sum up the probabilities in \( g^t(f^t(x)) \) that correspond to fine labels of \( y^{t'}_j \), which can be efficiently done by a matrix vector multiplication: \( g^t(f^t(x)) \cdot E_{t \rightarrow t'} \). Formally, we define a loss over a sampled batch \( \mathbf{B}_M \subset S^{1:t-1} \) as:

\[
\mathcal{L}_{OLDLPL}(\mathbf{B}_M) = \sum_{t \in \{1, ..., t-1\}} \sum_{(x_m, y^t_m) \in \mathbf{B}_M^t} \mathcal{H}(y^t_m, g^t(f^t(A(x_m))) \cdot E_{t \rightarrow t'} \quad (7)
\]

We apply this loss on the fine-labeled data and define the LPL Loss \( \mathcal{L}_{LPL} = \mathcal{L}_{OLDLPL}(\mathbf{B}_K) + \mathcal{L}_{OLDLPL}(\mathbf{B}_M) \).

6.2 Incorporating Taxonomic Hierarchy via Pseudo-label Refinement

Another strategy to incorporate the taxonomic hierarchy is to exploit coarse labels in the pseudo-labeling process, which has been explored in a different task (semi-supervised few-shot learning) \[58\]. Prior art shows that the accuracy of pseudo labels is positively correlated with SSL performance \[68\]. Therefore, at TP\( ^t \), in pseudo-labeling an old sample \( x_m \), we use its coarse label \( y^t_m \), \( (t' < t) \) to clean up inconsistent pseudo labels. In particular, we consider

1. Filtering: we filter out (reject) pseudo-labels that do not align with the ground-truth coarse labels, i.e., rejecting pseudo-label \( q = g^t(f^t(x)) \) if \( E_{t \rightarrow t'}[\arg \max_c q_c, y^t_m] = 0 \).
2. Conditioning: we clean up the pseudo-label \( q \) by zeroing out all scores unaligned with the true coarse label: \( q[c] := q[c] + E_{t \rightarrow t'}[c, y^t_m] \). We then renormalize \( q[c] := q[c]/\sum_i q[i] \).
**6.3 Results**

Table 4 shows the results of LPL Loss and SSL strategies with pseudo-label refinement. We see that simply adding the LPL Loss $L_{LPL}$ matches the SOTA (achieved by naive SSL and Joint Training) strategies in Table 3. Also, adding SSL loss along with pseudo-label refinement via either Filtering or Conditioning further bridges the gap to AllFine. For example, on iNat-LECO, the best strategy ($+L_{LPL} + L_{SSL/Cond}$ with ST-Hard) is only 0.2% lower than the AllFine! (results in Table 10 and 11).

**7 Further Experiments with More Time Periods**

We further validate our proposed approaches with more TPs. In this experiment, we construct a benchmark iNat-4TP-LECO using iNaturalist by setting four TPs, each having an ontology at distinct taxa levels: “order” (123 classes), “family” (339 classes), “genus” (729 classes), “species” (810 classes). We show in Table 5 that FinetuneNew outperforms TrainScratch from TP1 to TP4. Furthermore, we study LabelNew annotation strategy with FinetunePrev training strategy (as in Table 3) and Table 4 for iNat-4TP-LECO, and report results in Table 6. In summary, all the proposed solutions generalize to more than two TPs, and simple techniques that utilize old-ontology labels (such as $L_{Joint}$) and label hierarchy (such as $L_{LPL}$) achieve near-optimal performance compared to AllFine “upperbound”.

---

**Table 4: Results of exploiting taxonomic hierarchy** (accuracy in %). We copy the best results in Table 3 (all obtained by $+L_{Joint} + L_{SSL}$) for reference. Adding supervision via taxonomic hierarchy is effective: (1) simply using $L_{LPL}$ already matches the previous best performance (by $+L_{Joint} + L_{SSL}$); (2) adding SSL loss along with pseudo-label refinement via either Filtering or Conditioning further bridges the gap to AllFine. As a result, for example, on iNat-LECO, the best strategy ($+L_{LPL} + L_{SSL/Cond}$ with ST-Hard) is only 0.2% lower than the AllFine!

| Benchmark        | #images / TP | SSL Alg                  | TP1 mAcc           | TP2 mAcc           | TP3 mAcc           | TP4 mAcc           |
|------------------|--------------|--------------------------|--------------------|--------------------|--------------------|--------------------|
| CIFAR-LECO       | 10000        | ST-Hard                  | 69.90 ± 0.29       | 70.42 ± 0.23       | 71.30 ± 0.41       |
|                  |              | ST-Soft PL               | 70.10 ± 0.12       | 70.02 ± 0.63       | 69.60 ± 0.26       |
|                  |              | FixMatch                 | 69.61 ± 0.17       | 69.85 ± 0.46       |                    |
| iNat-LECO        | 50000        | ST-Hard                  | 84.23 ± 0.61       | 84.12 ± 0.31       | 84.16 ± 0.19       |
|                  |              | ST-Soft PL               | 83.61 ± 0.39       | 83.62 ± 0.21       | 84.51 ± 0.66       |
|                  |              | FixMatch                 | 83.91 ± 0.39       | 83.95 ± 0.40       |                    |
| Mapillary-LECO   | 2500         | ST-Hard                  | 31.09              | 31.04              | 31.41              |
|                  |              |                          |                    |                    | 31.24              |
|                  |              |                          |                    |                    | 31.73              |

**Table 5: Baseline results on iNat-4TP-LECO** (accuracy in %). FinetunePrev significantly and consistently outperforms TrainScratch, suggesting representation trained for coarse-grained classification can serve as powerful initialization for finetuning in later TPs. Furthermore, LabelNew and RelabelOld achieve almost the same performance across all TPs, but we will show in Table 6 that once exploiting the old-ontology data and labels, we can significantly improve the performance, approaching the “upperbound” AllFine.

| Benchmark        | #images / TP | TP1 mAcc | Training Strategy | Annotation | TP2 mAcc | TP3 mAcc | TP4 mAcc |
|------------------|--------------|----------|-------------------|------------|----------|----------|----------|
| iNat-4TP-LECO    | 2500         | 46.6 ± 1.2 | TrainScratch      | LabelNew   | 50.9 ± 0.6 | 49.4 ± 0.6 | 48.4 ± 0.6 |
|                  |              |          | RelabelOld        | LabelNew   | 50.1 ± 1.1 | 49.7 ± 0.4 | 47.9 ± 0.6 |
|                  |              |          | AllFine           | LabelNew   | 62.7 ± 0.5 | 63.8 ± 0.3 | 58.0 ± 0.2 |
|                  |              |          | FinetuneNew       | LabelNew   | 55.1 ± 0.7 | 61.7 ± 0.8 | 63.2 ± 0.4 |
|                  |              |          |                   | LabelNew   | 55.6 ± 0.9 | 61.7 ± 0.9 | 63.1 ± 0.4 |
|                  |              |          |                   | AllFine    | 67.7 ± 0.6 | 78.8 ± 0.4 | 84.6 ± 0.3 |
Table 6: Results of iNat-4TP-LECO with FinetuneNew training strategy and LabelNew annotation strategy (accuracy in %). We select two best performing SSL methods on iNat-LECO in Table 5. FixMatch and ST-Soft, for benchmarking. Clearly, all solutions proposed in the paper achieve consistent gains over baseline methods (Table 5). First, leveraging old-ontology data via SSL (e.g., +L_{ST-Soft}) can improve the classification accuracy from 63.2% to 67.6% at TP3. Also, utilizing the old-ontology labels via simple joint training can boost performance to 83.0%. Lastly, incorporating taxonomic hierarchy through LPL and SSL (e.g., +L_{LPL} + L_{ST-Soft/Filter}) further improves to 85.3%.

| Benchmark   | #images / TP | Combination of losses                  | TP1 mAcc | TP2 mAcc | TP3 mAcc |
|-------------|--------------|---------------------------------------|----------|----------|----------|
| iNat-4TP-LECO | 25000        | AllFine                               | 67.7 ± 0.6 | 78.8 ± 0.4 | 84.6 ± 0.3 |
|             |              | L only                                | 55.1 ± 0.7 | 61.7 ± 0.8 | 63.2 ± 0.4 |
|             |              | +L_{FixMatch}                          | 56.7 ± 1.0 | 61.4 ± 1.0 | 65.0 ± 0.9 |
|             |              | +L_{ST-Soft}                           | 59.6 ± 1.2 | 67.8 ± 1.2 | 67.6 ± 1.3 |
|             |              | +L_{Joint}                             | 64.7 ± 0.6 | 74.3 ± 0.9 | 82.4 ± 0.9 |
|             |              | +L_{Joint} + L_{FixMatch}              | 64.6 ± 0.8 | 75.5 ± 0.7 | 82.8 ± 0.7 |
|             |              | +L_{Joint} + L_{ST-Soft}               | 64.4 ± 1.4 | 76.1 ± 1.5 | 83.0 ± 1.5 |
|             |              | +L_{LPL}                               | 67.5 ± 0.9 | 76.7 ± 0.9 | 83.6 ± 1.0 |
|             |              | +L_{LPL} + L_{FixMatch/Filter}         | **67.7 ± 0.8** | 77.0 ± 0.9 | **85.3 ± 0.6** |
|             |              | +L_{LPL} + L_{FixMatch/Cond}           | 67.5 ± 0.7 | 71.0 ± 0.8 | 78.8 ± 0.6 |
|             |              | +L_{LPL} + L_{ST-Soft/Filter}          | **67.7 ± 1.1** | **77.3 ± 1.1** | 85.1 ± 1.2 |
|             |              | +L_{LPL} + L_{ST-Soft/Cond}            | 66.3 ± 1.0 | 72.7 ± 1.3 | 79.4 ± 1.2 |

8 Discussions and Conclusions

We introduce the problem Learning with Evolving Class Ontology (LECO) motivated by the fact that lifelong learners must recognize concept vocabularies that evolve over time. To explore LECO, we set up its benchmarking protocol and study various approaches by repurposing methods of related problems. Extensive experiments lead to several surprising conclusions. First, we find the status-quo for dataset versioning, where old data is relabeled, is not the most effective strategy. One should label new data with new labels, but the mixture of old and new labels is effective only by exploiting semi-supervised methods that exploit the relationship between old and new labels. Surprisingly, such strategies can approach an upperbound of learning from an oracle aggregate dataset apparently annotated with new labels.

Societal Impacts. Studying LECO has various positive impacts as it reflects open-world development of machine-learning solutions. For example, LECO emphasizes lifelong learning and maintainance of machine-learning systems, which arise in inter-disciplinary research (where a bio-image analysis system needs to learn from a refined taxonomy, cf. iNaturalist), and autonomous vehicles (where critical fine-grained classes appear as operations expand to more cities). We are not aware of negative societal impacts of LECO over those that arise in traditional image classification.

Future work to address limitations. We notice several limitations and anticipate future work to address them. Firstly, the assumption of constant annotation cost between the old and new data needs to be examined, but this likely requires the design of novel interfaces for (re)annotation. Secondly, our work did not consider the cost for obtaining new data, which might include data mining and cleaning. Yet, in many applications, data is already being continuously collected (e.g., by autonomous fleets and surveillance cameras). This also suggests that LECO incorporate unlabeled data. Moreover, perhaps surprisingly, finetuning previous TP’s model significantly outperforms training from scratch. This suggests that the coarse-to-fine ontology evolution serve as a good curriculum of training, a topic widely studied in cognition, behavior and psychology [43, 57, 67]. Future work should investigate this, and favorably study efficiently finetuning algorithms [13, 30, 38, 46, 87]. Lastly, we explore LECO on well-known benchmarks with static data distributions over time periods; in the future, we would like to embrace temporal shifts in the data distribution as well [49].
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A: In LECO, label new data or relabel the old?

In LECO, the foremost question to answer is whether to label new data or relabel the old (Fig. 2 right). As discussed in the main paper, both labeling protocols have been used in the community. For example, in the context of autonomous driving research, Argoverse labeled new data with new ontology in its updated version (from V1.0 [12] to V2.0 [78]), whereas Mapillary related the old data from its V1.2 [55] to V2.0 [52]. Our extensive experiments convincingly demonstrate that a better strategy is to label new data, simply because doing so provides more (labeled) data.

Data acquisition (for new data) might be costly. However, many real-world applications acquire data continuously regardless of the cost. For example, autonomous vehicle fleets collect data continuously, so do surveillance cameras that record video frames. Therefore, labeling such new data is reasonable in the real world.

B: Rationale behind the selection of levels on iNaturalist

We repurpose the iNaturalist dataset to set up a LECO benchmarking protocol. The dataset has seven levels of taxa, allowing to use such as superclasses in LECO’s time periods. To determine the levels to use, we have two principles aiming to have a clean and challenging setup to study LECO. First, we think it is good to have more fine-grained classes in TP1, hence we choose the most fine-grained level “species” in TP1. Second, we think all coarse-classes should be split later to emphasize the difficulty of learning with class-evolution, and TP0’s classification task should be challenging as well with more classes. Therefore, we choose the “order” level which has 123 taxa. As reference, the original iNat dataset has seven levels: kingdom (3 taxa), phylum (8), class (29), order (123), family (339), genus (729), and species (810). The long-tailed class distributions in the two TPs are depicted in Fig. 4.

C: Experiments on Mapillary V1.2 → V2.0

As we briefly discussed in the main paper, Mapillary is a real-world example where a large dataset evolved over time from V1.2 [55] to V2.0 [52]. We include additional experiments on this real-world dataset versioning scenario. Mapillary is a rich and diverse street-level imagery dataset that was
collected for semantic segmentation research in the context of autonomous driving. We repurpose this dataset for setting a LECO benchmark. Briefly, we use the ontology of Mapillary V1.2 in time period 1 (TP1), and V2.0 in TP2. TP1 has 66 classes including a catch-all background (aka void) class. TP1 (i.e., Mapillary V2.0) contains 124 classes, out of which 116 are used for evaluation.

Mapillary-LECO benchmark. The original Mapillary contains 18k training images, which is much larger than other mainstream street-level segmentation datasets such as Cityscape [14] (which has 2975 training and 500 validation images). In this work, we repurpose Mapillary to set up a LECO benchmark by splitting training set into two subsets (each containing 2.5k or 9k images) for the two time periods. We use the original validation set of Mapillary with 2k images as our test set. The detailed statistics is shown in Table 7.

Baseline Experiments on Mapillary-LECO. We used the state-of-the-art architecture HRNet-V2-W48 for semantic segmentation with OCR module [72] [76] [81]. We noticed that for semantic segmentation on street-level imagery datasets [14], it is common to start from a Imagenet-pretrained model. Hence we name the weight initialization schemes for Mapillary-LECO as:

- (TrainRandom) Train an entire network from randomly initialized weights.
- (TrainScratch) Initialize the model backbone with ImageNet-pretrained weights [5]

As we can see from Table 8, TrainScratch (from ImageNet pretrained weights) as a popular initialization strategy for segmentation tasks [14] [55] indeed performs better than TrainRandom. Therefore,
We find that this simple procedure produces a reliable taxonomic hierarchy that can be used to exploit this fact to determine a single parent class in V1.2 for each of the 116 classes in V2.0. For both V1.2 to V2.0, we use the ground-truth label maps to automatically retrace the ontology evolution.

Results of various LECO strategies. Since Mapillary does not reveal the taxonomic hierarchy from V1.2 to V2.0, we use the ground-truth label maps to automatically retrace the ontology evolution. Because Mapillary adopts RelabelOld strategy, each input image has both V1.2 and V2.0 label map. We exploit this fact to determine a single parent class in V1.2 for each of the 116 classes in V2.0 following a simple procedure (taking bird class in V2.0 as an example):

1. First, we use the ground-truth V2.0 label maps to find all pixels labeled as bird.
2. Then, we locate those pixels in V1.2 label maps, and choose the V1.2 class that occupies the most pixels as bird’s parent.

We find that this simple procedure produces a reliable taxonomic hierarchy that can be used to improve the performance via $L_{SSL}$ and $L_{Joint}$ as shown in Table 10. Note that this procedure does not model class merging in Mapillary; however, our solutions still remain effective.

Segmentation Loss. We make use of a standard pixel-level cross-entropy loss function for training on Mapillary. One difference from our previous image classification setup is that both the ontology and semantic label maps changed from V1.2 to V2.0. In general, we find the label maps on V2.0 to be of higher quality. As such, we (1) do not add coarse supervision on TP0 data ($B_K$), since this pollutes the quality of annotations on the new data, i.e., $L_{Joint} = L_{old}(B_M)$ and $L_{LPL} = L_{oldLPL}(B_M)$, and (2) we mask out gradients on pixel regions (around 0.3% of all pixels) where the given V1.2 labels do not align with the parent class of their V2.0 labels for $L_{old}(B_M)$ and $L_{oldLPL}(B_M)$.

Training and Inference Details. For both TrainRandom and TrainScratch, we use an initial learning rate of 0.03; for FinetunePrev, we use an initial learning rate of 0.003. The L2 weight decay is selected as 0.0005. Other hyperparameters followed the default strategy in HRNet used to achieve the SOTA results on Cityscape. We use SGD with 0.9 momentum and a batch size of 16 for $B_K$ (or 8 for $B_M$ if we use $L_{SSL}$ or $L_{Joint}$). We use linear learning rate decay schedule that sets the learning rate to $\eta(1 - \frac{k}{K})^{0.9}$ where $\eta$ is the initial learning rate and $k/K$ are the current and total iteration. For data augmentation, an input image and its label map are randomly flipped horizontally and then its longer edge will be scaled with a base size of 2200 pixels multiplied by a scalar factor sampled between 0.5 and 2.1. Finally, a 720x720 region will be randomly cropped for each of the 16 images in mini-batch for training. For inference, we use a sliding window of 720x720 without scaling of the image to determine the final pixel-level prediction. We also perform inference on the flipped image and take the average prediction as final result. Note that it is possible to use more advanced inference techniques such as multi-scaled testing, but we omit them to speed up inference since they are orthogonal to our research goal. We allocate the same training budget for all experiments. In particular, we use a total number of 1600 epochs for 2.5k/9k samples (a single TP), or 800 epochs for 5k/18k samples (two TPs data such as AllFine and LabelNew with SSL/Joint/LPL techniques). All experiments are conducted on internal clusters with 8 GeForce RTX 3090 cards.

D: Dataset Statistics

To better understand the long-tailed nature of the datasets, we include the per-class image and pixel distributions for iNat-LECO in Figure 4 and Mapillary-LECO in Figure 5. We note that the long-tailed class distributions make semi-supervised methods less effective, as shown in Table 3, 4, 10, 11, e.g., the pseudo-labeling method of SSL underperforms the simple supervised learning baseline ($L$ only).
### Table 8: Results of baseline methods for Mapillary-LECO, analogous to Table 2 in the main paper. We report the mean Intersection-over-Union (mIoU in %). **TrainRandom** trains a model from scratch, as is the protocol in the main paper. Because segmentation tasks typically make use of ImageNet pre-training, we also show results for **TrainScratch** that trains with an ImageNet-pretrained encoder, improving upon **TrainRandom**. Finally, **FinetunePrev** makes use of TP0’s model, which is trained with **TrainScratch**. In Table 10, we explore Joint-Training and SSL, leading to further improvement.

| Benchmark       | #images / TP | TP1 Strategy | TP1 mIoU |
|-----------------|--------------|--------------|----------|
|                 |              | LabelNew    | RelabelOld | AllFine  |
| Mapillary-LECO  | 2500         | TrainRandom | 27.24     | 27.21    | 27.73    |
|                 |              | TrainScratch| 28.22     | 29.28    | 30.71    |
|                 |              | FinetunePrev| 30.39     | 29.05    | 31.73    |
| Mapillary-LECO  | 9000         | TrainScratch| 32.83     | 33.44    | 33.82    |
|                 |              | FinetunePrev| 34.08     | 35.01    | 36.20    |

![Figure 5: Mapillary-LECO Per-Class Distributions](source)

**Figure 5: Mapillary-LECO Per-Class Distributions.** We plot distributions of training pixels for **iNat-LECO** in log-scale. The x-axis are classes sorted by the number of pixels. The y-axis shows the number of pixels per class (in log scale).

### E: Training Details on CIFAR-LECO and iNat-LECO

We include all training details for reproducibility in this section. We adopt SOTA training strategies from recent papers \cite{68,70}. For all experiments, we train the CNN with mini-batch stochastic gradient descent with 0.9 momentum. Same as FixMatch \cite{68}, we use the an exponential moving average (EMA) of model parameters for final inference with a decay parameter of 0.999. We use a cosine annealing learning rate decay schedule which sets the learning rate to $\eta \cos \frac{\pi k}{K}$ where $\eta$ is the initial learning rate and $k/K$ are the current and total iteration. By default, we use a strong data augmentation scheme because it provides better generalization performance. In particular, we adopt RandAugment \cite{16} as implemented in this repository. We did a grid search for best learning rate and weight decay using the validation set of each benchmark. The benchmark-specific hyperparameters are detailed below:

**CIFAR100-LECO.** We use the same model architecture (Wide-ResNet-28-2 \cite{82}) in FixMatch paper for CIFAR100 experiments \cite{68}. We use a batch size of 128 (if using $L$ only), or we split the batch to 64 for $B_K$ and 64 for $B_M$. For each experiment, we search for initial learning rate in $[0.6, 0.06, 0.006, 0.0006]$ and report the best mAcc result. We use an L2 weight decay of 5e-4. We run for a total number of 160K iterations and evaluate on the validation set per 1K iterations (equivalent to around 2000 epochs for 10000 images).

**iNat-LECO.** We use the same model architecture (ResNet50 \cite{28}) as in \cite{70}. We use a batch size of 60 (if using $L$ only), or we split the batch to 30 for $B_K$ and 30 for $B_M$. Because it is a long-tailed recognition problem, we search for L2 weight decay as suggested by \cite{2} in $[0.001, 0.0001, 0.00001]$ and found out 0.001 produces the best mAcc. Then for each experiment, we search for initial learning rate in $[0.01, 0.001, 0.0001]$ and report the best mAcc result. We run for a total number of 250K iterations and evaluate on the validation set per 1K iterations (equivalent to around 300 epochs for 50000 images).
Table 9: Results of baseline methods for LECO (complete results). For all our experiments except on Mapillary, we run each method five times and report the mean accuracy averaged over per-class accuracies with standard deviations. Because running on Mapillary is very compute-demanding, we run it once and report mean intersection-over-union (mIoU in %) over per-class IOU. For each benchmark, we bold the best mAcc/mIoU including ties that fall within its std. All conclusions we derived in main paper still hold, e.g., FinetunePrev is the best learning strategy that outperforms TrainScratch (cf. 73.64% vs. 65.69% with LabelNew on iNat-LECO), implying that the coarse-to-fine evolved ontology serves as a good learning curriculum. FreezePrev significantly underperforms TrainScratch (cf. 50.82% vs. 65.69% with LabelNew on iNat-LECO), confirming the difficulty of learning new classes that refine the old. LabelNew and RelabelOld achieve similar performance with the former using only new data but not the old altogether. If using both old and new data, we boost performance as shown in Table 10. The conclusions hold for varied number of training images and generalize to the Mapillary experiments, yet all methods fall short to the AllFine (which trains on all data assumed to be labeled with new ontology).

| Benchmark      | #images / TP | TP\(^i\) mAcc/mIoU | TP\(^i\) Strategy                | TP\(^j\) mAcc/mIoU |
|----------------|--------------|---------------------|----------------------------------|---------------------|
|                |              |                     | LabelNew | RelabelOld | AllFine       |
| CIFAR-LECO     | 1000         | 50.92 ± 0.89        | FinetunePrev | 33.53 ± 0.57 | 29.85 ± 0.47 | 42.27 ± 0.83 |
|                |              |                     | FreezePrev | 24.13 ± 0.67 | 24.70 ± 0.41 | 27.82 ± 0.43 |
|                |              |                     | TrainScratch | 30.88 ± 1.05 | 31.02 ± 0.68 | 41.74 ± 0.56 |
| CIFAR-LECO     | 2000         | 59.48 ± 0.66        | FinetunePrev | 43.44 ± 0.73 | 42.88 ± 0.72 | 52.72 ± 0.38 |
|                |              |                     | FreezePrev | 33.74 ± 1.46 | 33.69 ± 1.44 | 36.57 ± 1.68 |
|                |              |                     | TrainScratch | 41.61 ± 0.53 | 41.77 ± 0.79 | 52.78 ± 0.35 |
| CIFAR-LECO     | 10000        | 77.78 ± 0.27        | FinetunePrev | 65.83 ± 0.53 | 65.30 ± 0.32 | 71.30 ± 0.41 |
|                |              |                     | FreezePrev | 52.64 ± 0.50 | 52.60 ± 0.52 | 53.79 ± 0.43 |
|                |              |                     | TrainScratch | 65.40 ± 0.53 | 64.98 ± 0.34 | 71.43 ± 0.24 |
| iNat-LECO      | 50000        | 64.21 ± 1.61        | FinetunePrev | 73.64 ± 0.46 | 71.26 ± 0.54 | 84.51 ± 0.66 |
|                |              |                     | FreezePrev | 50.82 ± 0.68 | 54.60 ± 0.49 | 54.98 ± 0.31 |
|                |              |                     | TrainScratch | 65.69 ± 0.46 | 65.78 ± 0.56 | 73.10 ± 0.80 |
| Mapillary-LECO | 2500         | 37.01               | FinetunePrev | 30.39 | 29.05 | 31.73 |
|                |              |                     | TrainScratch | 27.24 | 27.21 | 27.73 |
| Mapillary-LECO | 9000         | 44.14               | FinetunePrev | 34.08 | 35.01 | 36.20 |
|                |              |                     | TrainScratch | 32.83 | 33.44 | 33.82 |

iNat-4TP-LECO. The range of grid search of hyperparameters follows that of iNat-LECO, including 250\(K\) iterations (equivalent to around 600 epochs for 25000 images) for each TP. All the classification experiments were performed on a single modern GPU card. Based on the batch size scale, we use different GPU types, e.g., GeForce RTX 2080 Ti for image classification on CIFAR and iNaturalist, and GeForce RTX 3090 Ti on Mapillary.

F: Comprehensive Experiment Results

We now show the complete results on varying sample sizes per TP for all benchmarks. Table\[9] [10] [11] in appendix correspond to Table\[2] [3] [4] in main paper. All conclusions generalize to varied number of samples and all 3 datasets.

We also have complete results using all combinations of the various SSL/Joint/LPL techniques introduced in main paper. Results can be found on Table\[12] (CIFAR-LECO and iNat-LECO) and Table\[13] (Mapillary-LECO).
Table 10: Results of exploiting taxonomic hierarchy (complete results). Following the notation of Table 9, we study LabelNew annotation strategies that make use of algorithms for learning from old examples without exploiting the relationship between old-vs-new labels. Recall that AllFine uses $L$ only to train on all the data labeled with new ontology (doubling annotation cost). Using all the three losses together consistently improves mAcc / mIoU for all the benchmarks, confirming the benefit of exploiting the old examples. For instance, on iNat-LECO, this boosts the performance to 83.6%, approaching the AllFine (84.5%)! Similar trends hold for Mapillary-LECO.

| Benchmark      | #images / TP | SSL Alg  | TP\textsuperscript{1} mAcc/mIoU |
|----------------|--------------|----------|---------------------------------|
|                |              |          | $L$ only | $+L_{SSL}$ | $+L_{Joint}$ | $+L_{SSL} + L_{Joint}$ | AllFine |
| CIFAR-LECO     | 1000         | ST-Hard  | 34.59 ± 0.57 | 35.27 ± 0.64 |
|                |              | ST-Soft  | 37.53 ± 0.36 | 37.25 ± 0.66 | 38.48 ± 0.67 | 42.27 ± 0.83 |
|                |              | PL       | 34.20 ± 0.24 | 37.47 ± 0.53 |
|                |              | FixMatch | 44.87 ± 0.35 | 45.67 ± 0.32 |
| CIFAR-LECO     | 2000         | ST-Hard  | 43.44 ± 0.73 | 47.68 ± 0.70 | 48.72 ± 0.53 | 52.72 ± 0.38 |
|                |              | ST-Soft  | 63.86 ± 0.30 | 69.77 ± 0.71 | 71.30 ± 0.41 |
|                |              | PL       | 65.82 ± 0.27 | 68.74 ± 0.21 | 68.43 ± 0.40 |
|                |              | FixMatch | 67.11 ± 0.34 | 69.03 ± 0.43 |
| CIFAR-LECO     | 10000        | ST-Hard  | 73.64 ± 0.46 | 82.98 ± 0.33 | 85.61 ± 0.39 | 84.51 ± 0.66 |
|                |              | ST-Soft  | 75.23 ± 0.14 | 78.23 ± 0.38 |
|                |              | PL       | 79.64 ± 0.41 | 82.87 ± 0.51 |
|                |              | FixMatch | 81.56 ± 0.09 | 83.00 ± 0.33 |
| iNat-LECO      | 50000        | ST-Hard  | 30.39 ± 0.30 | 31.05 ± 0.09 | 31.09 ± 0.31 |
|                |              | ST-Soft  | 32.68 ± 0.35 | 35.40 ± 0.35 |
|                |              | PL       | 30.06 ± 0.05 | 35.72 ± 0.30 |
| Mapillary-LECO | 2500         | ST-Hard  | 34.08 ± 0.32 | 35.62 ± 0.30 |
| Mapillary-LECO | 9000         | ST-Hard  | 34.08 ± 0.32 | 35.12 ± 0.35 |

Table 11: Results of exploiting taxonomic hierarchy (complete results). We copy the best results in Table 10 (all obtained by $+L_{Joint} + L_{SSL}$) for reference. We can see that $L_{SSL}$ is less effective but still competitive on Mapillary-LECO, presumably because it does not model the class-merging scenarios. Nonetheless, combinations of the strategies, i.e., adding SSL loss along with pseudo-label refinement via either Filtering or Conditioning still bridge the gap to AllFine.

| Benchmark      | #images / TP | SSL Alg  | TP\textsuperscript{1} mAcc/mIoU |
|----------------|--------------|----------|---------------------------------|
|                |              |          | $+L_{Joint}$ | $+L_{SSL}$ | $+L_{LPL}$ | $+L_{SSL}/L_{Filter}$ | $+L_{SSL}/L_{Cond}$ | AllFine |
| CIFAR-LECO     | 1000         | ST-Hard  | 38.87 ± 0.54 | 38.68 ± 0.41 |
|                |              | ST-Soft  | 38.87 ± 0.52 | 38.19 ± 0.71 |
|                |              | PL       | 38.56 ± 0.44 | 38.67 ± 0.81 |
|                |              | FixMatch | 37.55 ± 0.69 | 37.35 ± 0.72 |
| CIFAR-LECO     | 2000         | ST-Hard  | 49.36 ± 0.56 | 48.65 ± 0.53 |
|                |              | ST-Soft  | 49.09 ± 0.46 | 48.54 ± 0.52 |
|                |              | PL       | 49.25 ± 0.34 | 48.91 ± 0.87 |
|                |              | FixMatch | 49.44 ± 0.22 | 48.81 ± 0.40 |
| CIFAR-LECO     | 10000        | ST-Hard  | 69.90 ± 0.29 | 70.42 ± 0.23 |
|                |              | ST-Soft  | 70.10 ± 0.12 | 70.02 ± 0.63 |
|                |              | PL       | 69.20 ± 0.20 | 69.60 ± 0.26 |
|                |              | FixMatch | 69.61 ± 0.17 | 69.85 ± 0.46 |
| iNat-LECO      | 50000        | ST-Hard  | 83.61 ± 0.39 | 84.23 ± 0.61 |
|                |              | ST-Soft  | 83.62 ± 0.21 | 84.34 ± 0.25 |
|                |              | PL       | 83.72 ± 0.22 | 84.16 ± 0.19 |
|                |              | FixMatch | 83.91 ± 0.39 | 83.95 ± 0.40 |
| Mapillary-LECO | 2500         | ST-Hard  | 31.09 ± 0.31 | 31.23 ± 0.31 |
| Mapillary-LECO | 9000         | ST-Hard  | 35.72 ± 0.35 | 35.47 ± 0.20 |
Table 12: Complete results of LECO strategies on classification benchmarks. We report results on combinations of all LECO strategies on CIFAR100-LECO and iNat-LECO with FinetunePrev strategy on TP. Major conclusions hold across all benchmarks: (1) Utilizing old-ontology samples and labels, i.e., $L_{SSL}$ and $L_{Joint}$, helps bridge the gap to AllFine, and (2) exploiting taxonomic hierarchy via $L_{SSL/Filter}$, $L_{SSL/Cond}$ or $L_{LPL}$ further improves the performance.

| Setup | TP $^\circ$ mIoU | TP$^\circ$ LabelNew | TP$^\circ$ SSL | TP$^\circ$ LPL | TP$^\circ$ LJoint |
|-------|-----------------|-----------------|----------------|--------------|----------------|
|       |                 |                 |                |              |                |
|       |                 |                 |                |              |                |

Table 13: Complete results of LECO strategies on Mapillary-LECO. We report results on combinations of all LECO strategies on Mapillary-LECO with FinetunePrev strategy on TP. It is worth noting that new labels in V2.0 do not necessarily have surjective mappings to old labels of V1.2. This means, it is non-trivial to apply coarse supervision as partial labels. Moreover, we only perform ST-Hard for SSL because other methods are excessively compute-demanding (e.g., ST-Soft requires saving per-class heatmaps for each image to allow making use of pseudo-labels’ scores, FixMatch requires learning a separate large-scale model, etc.). Concretely, we (1) do not add coarse supervision for $B_k$ since it pollutes quality of annotation on new data, and (2) mask out gradient where the given V1.2 labels do not align with the parent class for $L_{old}(B_M)$ and $L_{oldLPL}(B_M)$. Major conclusions hold here. We can see that all combinations of various LECO strategies achieve surprisingly good performances, whereas the best combination bridges 95% of the gap to AllFine (gap reduces from 1.34 to 0.08 for 2.5k samples with $L_{SSL}$ and $L_{LPL}$, and from 2.12 to 0.08 for 9k samples with $L_{SSL/Filter}$ and $L_{LPL}$).

| Setup   | TP $^\circ$ mIoU | AllFine | No SSL | LabelNew | ST-Hard |
|---------|-----------------|---------|--------|----------|---------|
|         |                 | $L$     | $L_{LPL}$ | $L_{Joint}$ | $L$     |
|         |                 | $L_{SSL}$ | $L_{SSL/Filt}$ | $L_{SSL/Cond}$ | $L_{SSL}$ | $L_{SSL/Filt}$ | $L_{SSL/Cond}$ |
| Mapillary-2.5k | 37.01 | 31.73 | 30.39 | 31.04 | 31.05 | 30.06 | 31.05 | 31.09 |
|          | +$L_{SSL}$ | 30.64 | 31.41 | 31.57 |
|          | +$L_{SSL/Filt}$ | 31.04 | 31.23 | 31.50 |
|          | +$L_{SSL/Cond}$ | 32.68 | 35.97 | 35.72 |
| Mapillary-9k | 44.14 | 36.20 | 34.08 | 35.04 | 35.40 | 34.96 | 36.12 | 36.06 |
|          | +$L_{SSL}$ | 35.29 | 35.47 | 35.70 |
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