A discrepancy bound for deterministic acceptance-rejection samplers beyond $N^{-1/2}$ in dimension 1
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Abstract In this paper we consider an acceptance-rejection (AR) sampler based on deterministic driver sequences. We prove that the discrepancy of an $N$ element sample set generated in this way is bounded by $O(N^{-2/3} \log N)$, provided that the target density is twice continuously differentiable with non-vanishing curvature and the AR sampler uses the driver sequence $K_M = \{(j \alpha, j \beta) \mod 1 \mid j = 1, \ldots, M\}$, where $\alpha, \beta$ are real algebraic numbers such that 1, $\alpha, \beta$ is a basis of a number field over $\mathbb{Q}$ of degree 3. For the driver sequence $F_k = \{(j/F_k, jF_k^{-1}/F_k) \mid j = 1, \ldots, F_k\}$, where $F_k$ is the $k$-th Fibonacci number and $\{x\} = x - \lfloor x \rfloor$ is the fractional part of a non-negative real number $x$, we can remove the log factor to improve the convergence rate to $O(N^{-2/3})$, where again $N$ is the number of samples we accepted. We also introduce a criterion for measuring the goodness of driver sequences. The proposed approach is numerically tested by calculating the star-discrepancy of $K_M$ and $F_k$ as driver sequences. These results confirm that achieving a convergence rate beyond $N^{-1/2}$ is possible in practice using $K_M$ and $F_k$ as driver sequences. In this way, especially the discrepancy of those points. By a generalization of the definition of the classical discrepancy, the discrepancy with respect to a distribution is defined in the following way. Let $P_N = \{p_j \mid j = 1, \ldots, N\} \subset [0, 1]^{s-1}$. Let $\psi : [0, 1]^{s-1} \rightarrow \mathbb{R}^+$, where $\mathbb{R}^+$ denotes the set of non-negative real numbers. Then the star-discrepancy of the point set $P_N$ with respect to $\psi$ is given by

$$D_{K_M,\psi}^*(P_N) = \sup_{t \in [0,1]^{s-1}} \left| \frac{1}{N} \sum_{j=1}^{N} 1_{[0,t]}(p_j) - \frac{1}{C} \int_{[0,t]} \psi(z) dz \right|, \quad \text{(1)}$$

where

$$C = \int_{[0,1]^{s-1}} \psi(z) dz > 0$$

is the normalizing constant, $[0, t] = \prod_{i=1}^{s-1} [0, t_i]$, and $1_{[0,t]}$ is the indicator function of $[0, t)$, i.e., it is 1 if $p_j \in [0, t)$ and 0 otherwise. The special case where $\psi = 1$ is denoted by $D_{K_M}^*(P_N)$.
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The aim of this paper is to devise methods to generate sample sets with low-discrepancy with respect to a given unnormalized target distribution. This is in general a difficult problem and not much is known on how low-discrepancy point sets can be generated. The existence of low-discrepancy point sets with respect to an arbitrary non-uniform measure in \([0,1]^s\) has been discussed by Aistleitner and Dick in (2014). They proved that there exists an \(N\) point set in \([0,1]^s\) whose star-discrepancy associated with a normalized Borel measure has the order of magnitude \((\log N)^{-2/3}/N.\) Since the result in Aistleitner and Dick (2014) is based on probabilistic arguments, it is not known how to explicitly construct good point sets. In general, it appears to be a very difficult problem to explicitly construct point sets achieving this rate of convergence. Even how to explicitly construct point sets which achieve a convergence rate beyond \(N^{-1/2}\) is not known in most cases. In this paper we show that in dimension 1 it is possible to explicitly construct point sets with discrepancy of order \(N^{-2/3} \) for the more general case where the target density is only known up to a constant but satisfies some smoothness conditions.

The star-discrepancy of samples appears in the upper bound on the integration error in the Koksma–Hlawka inequality (Aistleitner and Dick 2015; Brandolini et al. 2013)

\[
\left| \frac{1}{N} \sum_{j=1}^{N} f(p_j) - \frac{1}{C} \int_{[0,1]^{s-1}} f(x) \psi(x) \, dx \right| \leq V_{HK}(f) D_{N,\psi}(P_N),
\]

where \(V_{HK}(f)\) is the Hardy–Krause variation of the function, see Aistleitner and Dick (2015), Brandolini et al. (2013) and Sect. 1.2 below for details. This makes the star-discrepancy an important quality criterion for sample sets.

If the goal is to use the low-discrepancy point sets for numerical integration, then sometimes alternative methods can also be used. For instance,

\[
\frac{1}{C} \int_{[0,1]^{s-1}} f(x) \psi(x) \, dx
\]

can be approximated by

\[
\left( \sum_{j=1}^{N} w_j \psi(p_j) \right)^{-1} \sum_{j=1}^{N} w_j f(p_j) \psi(p_j),
\]

where we used some quadrature rule with weights \(w_j\) and quadrature points \(p_j\) for \(j = 1, \ldots, N.\) See for instance (Bungartz and Griebel 2004; Cools 1997, 2003; Dick and Pillichshammer 2010) for more background on suitable quadrature rules.

However, this method may not always yield good results. For instance, if \(\int_{[0,1]^{s-1}} \psi(x) \, dx\) is small, then even small errors in approximating \(\int_{[0,1]^{s-1}} \psi(x) \, dx\) by \(\frac{1}{N} \sum_{j=1}^{N} \psi(p_j)\) may yield large errors overall. In this case our method based on acceptance-rejection provides a good alternative which still yields small integration errors. Further, this method does not yield point sets with low discrepancy with respect to the unnormalized target density, which is the main aim of this paper.

In this paper we focus on the acceptance-rejection method which can be used to obtain samples with distribution \(\psi\) through a rather simple procedure as indicated below. The acceptance-rejection algorithm based on random inputs works as follows.

**Algorithm 1** For a given a target density \(\psi : [0,1]^{s-1} \to \mathbb{R}_+\), choose a proposal density \(H : [0,1]^{s-1} \to \mathbb{R}_+\) such that there exists a constant \(L < \infty\) with \(\psi(x) < LH(x)\) for all \(x \in [0,1]^{s-1}\). Then the acceptance-rejection algorithm is given by

(i) Draw \(X \sim H\) and \(u \sim U([0,1])\).

(ii) Accept \(Y = X\) as a sample of \(\psi\) if \(u \leq \frac{\psi(X)}{LH(X)}\), otherwise go back to the first step.

To improve the performance of this algorithm, there are at least two aspects which can be studied, namely choosing a better proposal density \(H\) (Devroye 1986; Hörmann et al. 2004) or proposing good initial samples with respect to a well chosen \(H\). We focus on the latter point in this paper. Note that we always choose the uniform distribution as our proposal distribution.

The acceptance-rejection algorithm based on a deterministic driver sequence works as follows.

**Algorithm 2** For a given a target density \(\psi : [0,1]^{s-1} \to \mathbb{R}_+\), assume that there exists a constant \(L < \infty\) such that \(\psi(x) < L\) for all \(x \in [0,1]^{s-1}\). Let the uniform distribution be the proposal density. Let \(\Lambda = \{x \in [0,1]^s \mid \psi(x_1, \ldots, x_{s-1}) \geq Lx_{s}\}\).

(i) Generate a uniformly distributed point set \(T_M = \{x_j \mid j = 1, \ldots, M\}\) in \([0,1]^{s-1}\).

(ii) Use the acceptance-rejection method for the points \(T_M\) with respect to the density \(\psi\), i.e., we accept the point \(x_j\) if \(x_j \in \Lambda\), otherwise reject. Let \(Q_N(T_M; \psi) = A \cap T_M\) be the sample set which we accepted.

(iii) Project the points in \(Q_N(T_M; \psi)\) onto the first \(s-1\) coordinates and denote the resulting point set by \(Q_N(T_M; \psi) = \{y_j \mid j = 1, \ldots, N\} \subset [0,1]^{s-1}\).

(iv) Return the point set \(Q_N(T_M; \psi)\).

Via the definition of the acceptance-rejection algorithm, we can view \(Q_N\) as a function of point sets \(T_M\) and unnor-
malized target densities $\psi$, which maps to point sets of size $N$ (where $N$ is itself a function of the particular inputs). Note that the function $Q_N$ (and in particular also $N$) also depends on the choice of $L$, since $L$ is not uniquely defined by $\psi$. We mainly suppress the dependence on $L$ in the following.

We restrict our investigation to the case where the density function is defined in $[0, 1]$ in this paper (which can be generalized to any bounded interval), since in this case we can prove bounds on the star-discrepancy beyond the order $N^{-1/2}$. Generalizing our results to dimension $s > 1$ would be of great interest, but this would require an extension of results on the discrepancy with respect to convex sets with smooth boundary and non-vanishing curvature, which is currently not known. See Brandolini et al. (2016) for more details.

### 1.1 Discrepancy bounds

In Zhu and Dick (2014) we proposed a deterministic acceptance-rejection sampler using low-discrepancy point sets as driver sequences. Therein we proved that the star-discrepancy is of order $N^{-1/2}$ for density functions defined in the $(s-1)$-dimensional cube, using $(t, m, s)$-nets or $(t, s)$-sequences as driver sequences. However, numerical results suggested a much better rate of convergence. Additionally, we proved a lower bound on the star-discrepancy with respect to a concave density function. The lower bound suggests a convergence rate of the form $N^{-2/3}$ for density functions defined in $[0, 1]^{s-1}$. We recall the lower bound here.

**Proposition 1** Let $T_M$ be an arbitrary point set in $[0, 1]^s$. Then there exists a concave density function $\psi : [0, 1]^{s-1} \to [0, 1]$ such that, for $N$ samples $Q_N(T_M; \psi)$ generated by the acceptance-rejection algorithm with respect to $T_M$ and $\psi$, we have

$$D_{N, \psi}^*(Q_N(T_M; \psi)) \geq c_N N^{-2/s+1},$$

where $c_N > 0$ is independent of $N$ and $T_M$ but depends on $s$.

It is natural to ask whether the above bound is achievable, i.e., can we construct a driver sequence $T_M$ such that the discrepancy of the point set $Q_N(T_M; \psi)$ achieves a convergence rate of (almost) $N^{-2/3}$ in dimension 1 for a class of target densities $\psi$ (note that dimension 1 corresponds to $s = 2$ in Proposition 1). Here we present two types of constructions of driver sequences $T_M$ for which this property holds for the class of twice continuously differentiable target densities with non-vanishing curvature. The first one is shown in Theorem 1 below. It uses the notions of non-vanishing curvature and number fields of degree 3, which we explain in the following.

The curvature of a twice continuously differentiable plane curve $\gamma(t) = (x(t), y(t))$ used in this paper is defined as

$$\kappa(t) = \frac{x'(t)y''(t) - y'(t)x''(t)}{(x'(t)^2 + y'(t)^2)^{3/2}},$$

where the parameterization is such that $(x'(t))^2 + (y'(t))^2 \neq 0$ for all $t$ in the domain. If the curve is given by a function $\gamma(t) = (t, f(t))$, then this reduces to

$$\kappa(t) = \frac{f''(t)}{(1 + (f'(t))^2)^{3/2}}.$$

Recall that if $f$ is concave, then $\kappa \leq 0$ and if $f$ is convex then $\kappa \geq 0$. By the assumption that the curve is twice continuously differentiable we have that $\kappa$ is continuous. The assumption that the curvature is non-vanishing implies therefore that $|\kappa(t)| \geq c > 0$ for all $t$ in the domain, and by the continuity of $t, \kappa$ is either positive or negative everywhere. In particular, if the curve is given by a function, this means that the function is either strictly concave or strictly convex everywhere.

For the construction of a suitable driver sequence we use algebraic number fields over the set of rational numbers $\mathbb{Q}$. An algebraic number field over $\mathbb{Q}$ is a finite degree field extension of the field $\mathbb{Q}$ of rational numbers and its dimension as a vector space over $\mathbb{Q}$ is called the degree of the number field. For instance, the set $\mathbb{Q}(\xi, \xi^2) = \{a + b\xi + c\xi^2 \mid a, b, c \in \mathbb{Q}\}$, where $\xi$ is a real root of a third degree irreducible polynomial over $\mathbb{Z}$, is a (real) number field of degree 3. In this case, $\{1, \xi, \xi^2\}$ is a basis of the number field.

**Theorem 1** Let an unnormalized density function $\psi : [0, 1] \to \mathbb{R}_+$ be twice continuously differentiable and having non-vanishing curvature. Assume that there exists a constant $L < \infty$ such that $\psi(x) \leq L$ for all $x \in [0, 1]$. Let

$$K_M = \{(j\alpha, j\beta) \mod 1 \mid j = 1, \ldots, M\},$$

where $\alpha, \beta$ are real algebraic numbers such that 1, $\alpha, \beta$ is a basis of a number field over $\mathbb{Q}$ of degree 3. Then the discrepancy of $Q_N(K_M; \psi) \subset [0, 1]$ generated by the acceptance-rejection sampler using $K_M$ as driver sequence satisfies

$$D_{N, \psi}^*(Q_N(K_M; \psi)) \leq C_{\psi, L} N^{-2/3} \log N,$$

where $C_{\psi, L}$ is a constant depending only on the target density $\psi$ and the constant $L$.

The proof of this result is presented in Sect. 3. We also prove the following result which improves the previous bound by a factor of $\log N$. Before we can state this result,
we introduce the following notation. Let $F_k$ denote the $k$-th Fibonacci number given by

$$F_1 = F_2 = 1, \quad F_k = F_{k-1} + F_{k-2} \text{ for } k \geq 3.$$ 

Let

$$\{x\} = x - \lfloor x \rfloor$$

denote the fractional part of the non-negative real number $x$.

**Theorem 2** Let an unnormalized density function $\psi : [0, 1] \to \mathbb{R}_+$ be twice continuously differentiable and having non-vanishing curvature. Assume that there exists a constant $L < \infty$ such that $\psi(x) \leq L$ for all $x \in [0, 1]$.

Let

$$\mathcal{F}_k = \left\{ \frac{j}{F_k}, \left\{ \frac{j F_{k-1}}{F_k} \right\} \mid j = 1, \ldots, F_k \right\}.$$ 

Then the discrepancy of $Q_N(\mathcal{F}_k; \psi) \subset [0, 1]$ generated by the acceptance-rejection sampler using $\mathcal{F}_k$ as driver sequence satisfies

$$D_{N,\psi}(Q_N(\mathcal{F}_k; \psi)) \leq C_{\psi, L} N^{-2/3},$$

where $C_{\psi, L}$ is a constant depending only on the target density $\psi$ and the constant $L$.

To prove this result we first introduce a quality criterion for driver sequences in Sect. 4 (see Eq. (6)) and then prove a bound on this criterion for the set $\mathcal{F}_k$ in Sect. 5.

1.2 Integration error

In Aistleitner and Dick (2015), Aistleitner and Dick proved a generalized Koksma–Hlawka inequality for non-uniform measures which states that for any function having bounded variation in the sense of Hardy and Krause (abbreviated as $V_{HK}$), the integration error can be bounded by a product of the variation of the integrand function times the discrepancy of the quadrature points. With the definition of $V_{HK}$ given in (Aistleitner and Dick 2015, Sect. 2), the following inequality holds.

**Proposition 2** Let $f$ be a measurable function on $[0, 1]^{s-1}$ which has bounded variation in the sense of Hardy and Krause, $V_{HK}(f) < \infty$. Let $\mu$ be a normalized Borel measure on $[0, 1]^{s-1}$, and let $P_N = \{p_j \mid j = 1, \ldots, N \}$ be a point set in $[0, 1]^{s-1}$. Then

$$\left| \frac{1}{N} \sum_{j=1}^{N} f(p_j) - \int_{[0,1]^{s-1}} f(x) \, d\mu(x) \right| \leq V_{HK}(f) D_{N,\mu}(P_N).$$

In the following we use this result for $s = 2$. In this case, if the function $f$ is absolutely continuous, then the variation in the sense of Hardy and Krause can be written as

$$V_{HK}(f) = \int_0^1 |f'(x)| \, dx.$$

Theorems 1, 2 and Proposition 2 imply the following result.

**Corollary 1** Let $f : [0, 1] \to \mathbb{R}$ be non-negative, twice continuously differentiable and having non-vanishing curvature. Then we have

$$\left| \frac{1}{N} \sum_{x \in R_N} f(x) - \frac{1}{C} \int_0^1 f(x) \psi(x) \, dx \right| \leq \left\{ \begin{array}{ll}
C_{\psi, L} V_{HK}(f) N^{-2/3} \log N, & \text{for } R_N = Q_N(K_M; \psi), \\
C'_{\psi, L} V_{HK}(f) N^{-2/3}, & \text{for } R_N = Q_N(\mathcal{F}_k; \psi),
\end{array} \right.$$ 

where $N$ is the number of points we accepted, $C = \int_{[0,1]} \psi(x) \, dx > 0$ and where $C_{\psi, L}$ and $C'_{\psi, L}$ are constants depending only on the target density $\psi$ and the constant $L$.

2 Numerical experiments

To demonstrate the performance of the deterministic acceptance-rejection samplers, we consider two density functions defined on $[0, 1]$ and calculate the star-discrepancy of the samples generated by the proposed methods. For comparison purpose, the convergence rate for the original algorithm using random points and regular grids as driver sequence are also presented. Note that numerical results are presented in a log-log scale in the figures.

**Example 1** Let the target density $\psi : [0, 1] \to \mathbb{R}_+$ be given by

$$\psi(x) = \frac{3}{16} \left( 4 \sin \left( \frac{\pi x}{2} \right) - x^{5/2} - x^2 \right).$$

This density function satisfies all the conditions in our theory since it is twice continuously differentiable and strictly concave. The numerical results shown in Fig. 1 suggest an empirical convergence rate of approximately $N^{-0.75}$ for samples of $\psi$ obtained by the deterministic acceptance-rejection sampler using the driver sequence

$$K_M = \{(j\alpha, j\beta) \mod 1 \mid j = 1, \ldots, M\}.$$ 

In the test we choose the real root of the polynomial $x^3 + 2x + 2$. Eisenstein’s criterion implies that this polynomial is irreducible over $\mathbb{Z}$. The root $\xi$ is approximated by $-0.770916997059248$ and we set $\alpha = \xi$ and $\beta = \xi^2$. 
Similarly, using the Fibonacci lattice point set
\[ F_k = \{(j/F_k, jF_{k-1}/F_k) \mid j = 1, \ldots, F_k\}. \]

the numerical experiments show a convergence rate of approximately \( N^{-0.8} \). The original acceptance-rejection sampler in the random setting produces samples whose star-discrepancy converges at roughly \( N^{-1/2} \). A similar result is observed for the regular grid \( G_M \) given by
\[ G_M = \left\{ \left( \frac{j}{\sqrt{M}}, \frac{m}{\sqrt{M}} \right) \mid j, m = 1, \ldots, \lfloor \sqrt{M} \rfloor \right\}. \]

It is worth noticing that Fibonacci lattice points always provided the smallest value of the discrepancy. The acceptance rate is roughly 69% for the first example.

**Example 2** Consider the twice continuously differentiable and strictly convex target density function
\[ \psi(x) = \begin{cases} 
-\frac{1}{2}x^4 - \frac{1}{6}x^2 + \frac{107}{108}, & x \in [0, \frac{1}{3}), \\
-\frac{3}{4}x^4 - \frac{2}{27}x + 1, & x \in \left[ \frac{1}{3}, 1 \right]. 
\end{cases} \]

We again observe much better results with deterministic driver sequences, \( F_k \) and \( K_M \), compared with pseudo-random points and regular grids as shown in Fig. 2. As observed in the first example, a Fibonacci lattice point set \( F_k \) yields a slightly better numerical result compared to the point set \( K_M \) in this experiment. The acceptance rate is around 80% for Example 2.

**3 Proof of Theorem 1**

The proof of Theorem 1 is motivated by a recent paper due to Brandolini et al. (2016). Therein they proved an upper bound for the following discrepancy associated with a convex domain with smooth boundary. We recall the main results pertaining to our paper here.

Let \( \Omega \) be a bounded convex domain in \( \mathbb{R}^2 \) such that the boundary curve is twice continuously differentiable and having non-vanishing curvature. For \( t = (t_1, t_2) \in (0, 1)^2 \) and any \( x \in \mathbb{R}^2 \), let
\[ I(t, x) = \bigcup_{m \in \mathbb{Z}^2} ((0, t_1] \times [0, t_2] + x + m). \]

Consider the following discrepancy defined with respect to the set \( \Omega \) and a point set \( P_N = \{p_j \mid j = 1, \ldots, N\} \) in \( \mathbb{R}^2 \),
\[ \tilde{D}_N(P_N, \Omega) = \sup_{t \in (0, 1)^2} \left| \frac{1}{N} \sum_{j=1}^{N} \sum_{m \in \mathbb{Z}^2} 1_{I(t, x) \cap \Omega}(x_j + m) - \lambda(I(t, x) \cap \Omega) \right|. \quad (2) \]

where \( \lambda \) denotes the Lebesgue measure.

The following result is (Brandolini et al. 2016, Theorem 2).

**Proposition 3** Suppose that \( \Omega \) is a convex domain in \( \mathbb{R}^2 \) such that the boundary curve is twice continuously differentiable and having non-vanishing curvature. Let \( 1, \alpha, \beta \) be a basis of a number field over \( \mathbb{Q} \) of degree 3. Let
\[ \mathcal{K}_N = \{x_j = (j\alpha, j\beta) \mid j = 1, \ldots, N\}. \]
For the discrepancy defined in Eq. (2), we have
\[
\tilde{D}_N^+(K_N, \Omega) \leq cN^{-2/3} \log N,
\]
where the constant \(c\) depends on the minimum and maximum of the curvature of the boundary of \(\Omega\) and the length of the boundary, and on the numbers \(\alpha\) and \(\beta\).

The proof of Brandolini et al. (2016), Theorem 2 actually shows that a slightly more general statement holds, which we describe in the following.

For given \(t\) and \(x\), the set \(I(t, x)\) is the union of infinitely many rectangles of the form \([0, t_1] \times [0, t_2] + x + m\), where \(m \in \mathbb{Z}^2\). Let \(K_1, \ldots, K_q\) denote all those rectangles which have non-empty intersection with \(\Omega\), i.e., \(K_r = [0, t_1] \times [0, t_2] + x + m_r\) for suitable choices of \(m_r \in \mathbb{Z}^2\) with \(K_r \cap \Omega \neq \emptyset\). Then
\[
\begin{align*}
\frac{1}{N} \sum_{j=1}^{N} \sum_{m \in \mathbb{Z}^2} 1_{I(t, x) \cap \Omega}(x_j + m) - \lambda(I(t, x) \cap \Omega) & = \sum_{r=1}^{q} \left( \frac{1}{N} \sum_{j=1}^{N} \sum_{m \in \mathbb{Z}^2} 1_{K_r \cap \Omega}(x_j + m) - \lambda(K_r \cap \Omega) \right). \tag{3}
\end{align*}
\]

In (Brandolini et al. 2016, p. 10) the authors state that they prove their result by showing the upper bound for a single piece \(K_r\), i.e. they show the bound
\[
\sup_{t \in \{0, 1\}^2} \left| \frac{1}{N} \sum_{j=1}^{N} \sum_{m \in \mathbb{Z}^2} 1_{K_r \cap \Omega}(x_j + m) - \lambda(K_r \cap \Omega) \right| \leq c_N'N^{-2/3} \log N. \tag{4}
\]
The bound on \(\tilde{D}_N(K, \Omega)\) then follows by the triangle inequality. We use (4) rather then Proposition 3 in the following.

Note that we are only interested in sets \(K_r\) which are contained in the unit square, i.e. \(K_r \subseteq [0, 1]^2\). In this case we have
\[
\frac{1}{N} \sum_{j=1}^{N} \sum_{m \in \mathbb{Z}^2} 1_{K_r \cap \Omega}(x_j + m) = \frac{1}{N} \sum_{j=1}^{N} 1_{K_r \cap \Omega}(x_j \mod 1),
\]
for any point set \([x_1, \ldots, x_N] \subseteq \mathbb{R}^2\). Thus we obtain from (4) that
\[
\sup_{t \in \{0, 1\}^2} \left| \frac{1}{N} \sum_{j=1}^{N} 1_{I(t, x) \cap \Omega}(x_j \mod 1) - \lambda(I(t, x) \cap \Omega) \right| \leq c_N'N^{-2/3} \log N. \tag{5}
\]

In order to be able apply this result in our setting, it remains to construct a suitable convex set \(\Omega\) in \([0, 1]^2\) which has the graph of \(\psi/L\) as part of its boundary. We define the boundary of the set \(\Omega\) by extending the graph of \(\psi/L\) using a Bézier curve such that the curve is twice continuously differentiable. The Bézier curve can be constructed using the derivative information of \(\psi/L\) at the boundary and further control points to control the curvature of the curve. The set \(\Omega\) enclosed by this curve then satisfies the assumptions that its boundary is twice continuously differentiable with non-vanishing curvature. The details of the construction are left to the reader (see (Farin 2001, Chapter 6)).

With these settings, the desired discrepancy bound in Theorem 1 now follows from (5).

### 4 A quality criterion for driver sequences

In acceptance-rejection sampling, the choice of driver sequence can have a significant impact on the properties of the accepted samples. In this section, we will present a criterion which can be used to measure the quality of driver sequences.

Let \(n = (n_1, n_2) \in \mathbb{Z}^2\) and let \(|n| = \max\{|n_1|, |n_2|\}\). For a collection of points \(T_M = \{x_j \mid j = 1, \ldots, M\}\) and \(R > 0\), define the following quantity \(Q_R\) with respect to the point set \(T_M\).

\[
Q_R(T_M) = \frac{1}{R} \sum_{0 < |n| < R} \frac{1}{(1 + |n_1|)(1 + |n_2|)} \left( \frac{1}{M} \sum_{j=1}^{M} e^{2\pi i n \cdot x_j} \right). \tag{6}
\]

The general Erdős-Turán inequality (Brandolini et al. 2016, Theorem 3) provides an upper bound on the discrepancy. We restate this result as a proposition in the following.

**Proposition 4** There exists a positive function \(\phi(u)\) on \([0, \infty)\) with rapid decay at infinity such that for any collection of points \(\{x_j \mid j = 1, \ldots, M\} \subset \mathbb{R}^4\), for every bounded Borel set \(D \subset \mathbb{R}^4\), and for every \(R > 0\),

\[
\left| \frac{1}{M} \sum_{j=1}^{M} \sum_{m \in \mathbb{Z}^2} 1_D(x_j + m) - \lambda(D) \right| \leq |\hat{H}_R(0)| + \sum_{n \in \mathbb{Z}^2 \setminus 0 < |n| < R} \left( |\hat{1}_D(n)| + |\hat{H}_R(n)| \right) \frac{1}{N} \sum_{j=1}^{M} e^{2\pi i n \cdot x_j},
\]

where \(H_R(x) = \phi(R \text{ dist}(x, \partial D))\), where \text{dist}(x, \partial D) is the Euclidean distance between \(x\) and the boundary \(\partial D\) of

\(\Box\) Springer
$D, \hat{H}_R(0)$ is the zeroth Fourier coefficient of $H_R$ and $\hat{1}_D$ is the Fourier transform of the indicator function $1_D$ of $D$.

Under certain smoothness conditions on the boundary curve of $D$, the quality criterion $Q_R$ can be derived from the right-hand side of the Erdős-Turán inequality by working out the corresponding Fourier coefficient decay. More precisely, if $D$ is the intersection of a convex set $\Omega$ with a rectangle such that the boundary curve of $\Omega$ is twice continuously differentiable and having non-vanishing curvature, then we have the formula for $Q_R$ as shown in Eq. (6). This was shown in (Brandolini et al. 2016, Lemma 10 & Lemma 11). We use this fact in the proof of Theorem 3 below.

The following theorem shows a connection between the criterion $Q_R$ for the driver sequence and the star-discrepancy of the samples obtained by the acceptance-rejection algorithm using a deterministic driver sequence. In the following discussion, the notation $x_N \lesssim y_N$ means that there exists a positive constant $\theta$ such that $x_N \leq \theta y_N$ for all $N$.

**Theorem 3** Let the unnormalized density function $\psi : [0, 1] \to \mathbb{R}_+$ be twice continuously differentiable and having non-vanishing curvature. Assume that there exists a constant $L < \infty$ such that $\psi(x) \leq L$ for all $x \in [0, 1]$. Let $Q_{N}(T_M; \psi) = \{y_j \mid j = 1, \ldots, N\} \subset [0, 1]$ be generated by the acceptance-rejection sampler using a point set $T_M = \{x_j \mid j = 1, \ldots, M\}$ of cardinality $M$ as the driver sequence. Then we have

$$D^*_{N, \psi}(Q_N(T_M; \psi)) \leq Q_R(T_M).$$

**Proof** Let

$$A = \{x = (x_1, x_2) \in [0, 1]^2 \mid \psi(x_1) \geq Lx_2\}$$

and

$$J^*_t = ([0, t) \times [0, 1)) \cap A$$

for $t \in [0, 1]$.

Algorithm 2 implies that the points $y_1, \ldots, y_N$ are the first coordinates of the points of the driver sequence $x_1, \ldots, x_M$ which are in the set $A$. Hence we have

$$\sum_{j=1}^{M} 1_{J^*_t}(x_j) = \sum_{j=1}^{N} 1_{[0,t)}(y_j).$$

Note that $C = \int_0^1 \psi(z) \, dz = L\lambda(A)$ and for any $t \in [0, 1]$ we have $\int_0^t \psi(z) \, dz = L\lambda(J^*_t)$. Therefore,

$$\left| 1 \int_0^N 1_{[0,t)}(y_j) - \frac{1}{C} \int_{[0,t]} \psi(z) \, dz \right|$$

$$= \left| \frac{1}{N} \sum_{j=1}^{M} 1_{J^*_t}(x_j) - \frac{1}{\lambda(A)} \lambda(J^*_t) \right|$$

$$\leq \frac{M}{N} \left| \frac{1}{M} \sum_{j=1}^{M} 1_{J^*_t}(x_j) - \frac{1}{\lambda(A)} \lambda(J^*_t) \right| + \frac{\lambda(A)}{\lambda(A)} \left( \frac{M}{N} - \frac{1}{\lambda(A)} \right)$$

$$\leq \frac{M}{N} \left( \left| \frac{1}{M} \sum_{j=1}^{M} 1_{J^*_t}(x_j) - \lambda(J^*_t) \right| + \left| \lambda(A) \left( 1 - \frac{1}{\lambda(A)} \frac{N}{M} \right) \right| \right)$$

$$\leq \frac{M}{N} \left( \left| \frac{1}{M} \sum_{j=1}^{M} 1_{J^*_t}(x_j) - \lambda(J^*_t) \right| + \left| \lambda(A) - \frac{1}{\lambda(A)} \frac{M}{N} \sum_{j=1}^{M} 1_{J_A}(x_j) \right| \right)$$

$$\leq \frac{2M}{N} \sup_{t \in [0, 1]} \left| \frac{1}{M} \sum_{j=1}^{M} 1_{J^*_t}(x_j) - \lambda(J^*_t) \right|,$$

where we used the estimation $\lambda(J^*_t) \leq \lambda(A)$ and the fact that $N = \sum_{j=1}^{M} 1_{A}(x_j)$ is the number of accepted points.

For the Borel set $J^*_t \subseteq [0, 1]^2$ we have

$$\frac{1}{M} \sum_{j=1}^{M} \sum_{m \in \mathbb{Z}^2} 1_{J^*_t}(x_j + m) = \frac{1}{M} \sum_{j=1}^{M} 1_{J^*_t}(x_j) \pmod{1}.$$
5 Proof of Theorem 2

We prove the following lemma which, together with Theorem 3, implies Theorem 2.

Lemma 1 Let $F_k$ denote the $k$-th Fibonacci number. Let

$$F_k = \{x_j = \left(\frac{j}{F_k}, \left\{\frac{jF_k-1}{F_k}\right\}\right) | j = 1, \ldots, F_k\}.$$ 

Then we have

$$Q_R(F_k) \lesssim F_k^{-2/3},$$

for $R = F_{[2k/3]}$. The implied constant is independent of $F_k$.

Proof The quantity $Q_R$ was defined in (6). We first consider the right-most sum in the definition of $Q_R$, for which we have

$$\sum_{n \in \mathbb{Z}^2} \frac{1}{|n|^{3/2}} \left(\frac{1}{|n|^{3/2}} + \frac{1}{(1 + |n_1|)(1 + |n_2|)}\right)$$

where $F_k|(n_1 + n_2F_{k-1})$ means that $F_k$ divides $(n_1 + n_2F_{k-1})$. Hence

$$\sum_{0 < |n| < R} \left|\frac{1}{F_k} \sum_{j=1}^{F_k} e^{2\pi i n_1 j/F_k} \right|^2$$

where $0 < |n| < R$, $F_k|(n_1 + n_2F_{k-1})$, and $n \in \mathbb{Z}^2$.

From (Niederreiter 1992, Definition 5.4 & Eq. (5.11) & Theorem 5.17) we obtain that

$$\sum_{n} \frac{1}{\max\{1, |n_1|\} \max\{1, |n_2|\}} \lesssim (\log F_k)^2 F_k^{-1}.$$ 

where the sum is over all $n = (n_1, n_2) \neq (0, 0)$ with $n_1 + n_2F_{k-1} \equiv 0$ (mod $F_k$) and $-F_k/2 < n_i \leq F_k/2$ for $i = 1, 2$. Hence

$$\sum_{0 < |n| < R} \frac{1}{F_k(|n_1 + n_2F_{k-1}|)} \lesssim \frac{(1 + |n_1|)(1 + |n_2|)}{F_k}.$$

$$\leq \sum_{0 < |n| < R} \frac{1}{\max\{1, |n_1|\} \max\{1, |n_2|\}} \lesssim \frac{(\log F_k)^2}{F_k}.$$

Note that if $n_1 = 0$, then $F_k|n_2F_{k-1}$ which implies $F_k|n_2$ since $\gcd(F_k, F_{k-1}) = 1$. It further implies $n_2 = 0$ by realising that $|n_2| \leq R = F_{[2k/3]} < F_k$ for $k \geq 3$.

If $n_2 = 0$, then $F_k|n_1$, which implies that $n_1 = 0$ since $|n_1| \leq R = F_{[2k/3]} < F_k$ for $k \geq 3$.

Since $F_k|(n_1 + n_2F_{k-1})$, there is an $\ell \in \mathbb{Z}$ such that $n_1 + n_2F_{k-1} = \ell F_k$. For given $n_2$, there is at most one value $\ell \in \mathbb{Z}$ such that $-R < \ell < \ell F_k - n_2F_{k-1} < R$.

Now we estimate the remaining term of Eq. (8). We have

$$\sum_{0 < |n| < R} \frac{1}{|n|^{3/2}} \frac{1}{F_k(|n_1 + n_2F_{k-1}|)} \leq \sum_{n_2 \neq 0} \sum_{\ell \in \mathbb{Z}} \frac{1}{\max\{|n_2|, |\ell F_k - n_2F_{k-1}|\}^{3/2}}.$$ (8)

To bound this term we need some preliminary results on Fibonacci lattice point sets $F_k$. The star-discrepancy with respect to uniform distribution (given in Eq. (1) using $\psi = 1$) of the Fibonacci point set $F_k$ is bounded by

$$D_{F_k}(F_k) \leq c_0 \frac{\log F_k}{F_k}.$$ 

See Niederreiter (1992), pp. 124. The star-discrepancy $D_{F_k}(F_k)$ is defined with respect to rectangles $[0, t] = [0, t_1] \times [0, t_2]$ for all $(t_1, t_2) \in [0, 1]^2$. To switch to the discrepancy $D_{F_k}(F_k)$ with respect to arbitrary rectangles $[a, b] \in [0, 1]^2$, we use the inequality $D_{F_k}(F_k) \leq 4D_{F_k}(F_k)$, see (Niederreiter 1992, Proposition 2.4).

Consider a rectangle $V$ of the following form,

$$V = \left[\frac{a}{F_k}, \frac{a + u}{F_k}\right] \times \left[\frac{b}{F_k}, \frac{b + v}{F_k}\right].$$

By the definition of the star-discrepancy, it follows that

$$\left|V \cap F_k\right| - \frac{uv}{F_k^2} \leq D_{F_k}(F_k) \leq 4D_{F_k}(F_k) \leq 4c_0 \frac{\log F_k}{F_k}.$$ 

This implies that

$$\left|V \cap F_k\right| \leq 4c_0 \log F_k + \frac{uv}{F_k^2}. \quad (9)$$
We now consider the double sum in Eq. (8). We divide the range of $0 < |n_2| < F_{[k/3]}$ into
\[ F_i \leq |n_2| < F_{i+1} \text{ for } i = 2, 3, \ldots, \left\lceil \frac{2k}{3} \right\rceil - 1. \]

Let $a = F_i$ and $u = F_{i-1}$, then $a + u = F_{i+1}$. Similarly we divide the range of $0 < |n_1| = |\ell F_k - n_2 F_{k-1}| < F_{[k/3]}$ into
\[ F_m \leq |n_1| < F_{m+1} \text{ for } m = 2, 3, \ldots, \left\lceil \frac{2k}{3} \right\rceil - 1. \]

Let $b = F_m$ and $v = F_{m-1}$, then $b + v = F_{m+1}$. With those settings we have
\[ \frac{a}{F_k} \leq \frac{|n_2|}{F_k} < \frac{a + u}{F_k}, \quad \frac{b}{F_k} \leq \frac{|n_2 F_{k-1} - \ell|}{F_k} < \frac{b + v}{F_k}. \]

By Eq. (9), the number of Fibonacci points in the rectangle $V$, given by $|F_k \cap V|$, is therefore bounded by $4c_0 \log F_k + \frac{F_{i-1} F_{m-1}}{F_k}$. This is equivalent to the statement that the number of $(n_1, n_2)$ with $n_1 = \ell F_k - n_2 F_{k-1}$, $a = F_i \leq |n_2| < F_{i+1} = a + u$, and $b = F_m \leq |n_1| < F_{m+1} = b + v$ is bounded above by a constant (which is independent of $i, k, m$) times
\[ 4c_0 \log F_k + \frac{F_{i-1} F_{m-1}}{F_k}. \]

This result can be obtained by considering the following four cases,

(i) $a \leq n_2 < a + u$ and $b \leq n_2 F_{k-1} - \ell F_k < b + v$,
(ii) $a \leq -n_2 < a + u$ and $b \leq -(n_2 F_{k-1} - \ell F_k) < b + v$,
(iii) $a \leq n_2 < a + u$ and $b \leq -(n_2 F_{k-1} - \ell F_k) < b + v$,
(iv) $a \leq -n_2 < a + u$ and $b \leq -(n_2 F_{k-1} - \ell F_k) < b + v$.

More precisely, for case (iii) and (iv), we consider the point set
\[ F_k' = \left\{ \left( \frac{j}{F_k}, \frac{-j F_{k-1}}{F_k} \right) \mid j = 1, \ldots, F_k \right\} \]
\[ = \left\{ \left( \frac{j}{F_k}, 1 - \left( \frac{j}{F_k} \right) \right) \mid j = 1, \ldots, F_k \right\}. \]

Then the star-discrepancy of $F_k'$, $D^*_k(F_k') \lesssim \frac{\log F_k}{F_k}$ by noting that $x_j'$ is a reflection of $x_j \in F_k$ and the inequalities $D^*_k(F_k') \leq D_k(F_k') \leq 4D^*_k(F_k')$.

On the other hand, for all $1 \leq n_2 < F_{i+1}$ and $k > i$, using the continued fractions technique mentioned in (Niederreiter (1992), Appendix B) and a property of Fibonacci numbers, we obtain
\[ |n_1| = |\ell F_k - n_2 F_{k-1}| \geq |F_{i-1} F_k - F_i F_{k-1}| = F_{k-i}. \]

Since $|n_1| \leq |n| < R = F_{[k/3]}$, there is no solution if $k - i \geq \left\lceil \frac{[k/3]}{2} \right\rceil$, i.e. $i \leq \left\lfloor \frac{k}{2} \right\rfloor$. Therefore
\[ \sum_{0 < |n| < R \atop n \in \mathbb{Z}^2} \frac{1}{|n|^{3/2}} \leq \frac{1}{\max\{|n_2|, |\ell F_k - n_2 F_{k-1}|\}^{3/2}}, \]
where we used that for $(n_1, n_2) \in \mathbb{Z}^2$ which satisfy $0 < \max\{|n_1|, |n_2|\} < R$ and $F_k(n_1 + n_2 F_{k-1})$, also $(-n_1, -n_2) \in \mathbb{Z}^2$ satisfy these properties.

To further estimate the right-hand side of Eq. (12), we use the following inequalities. For $F_i \leq |n_2| < F_{i+1}$ and $F_m \leq |n_1| < F_{m+1}$ we have
\[ \max\{|n_2|, |\ell F_k - n_2 F_{k-1}|\} \geq \max\{F_i, F_m\}. \]

For $\left\lfloor \frac{k}{2} \right\rfloor < i < \left\lceil \frac{k}{2} \right\rceil$ and $k - i \leq m < k$, we have $\max\{F_i, F_m\} = F_m$.

Applying the bound given in (10) in each case, we obtain from Eq. (12) that
\[ \sum_{0 < |n| < R \atop n \in \mathbb{Z}^2} \frac{1}{|n|^{3/2}} \leq 2 \sum_{i=\left\lceil \frac{k}{2} \right\rceil+1}^{k-1} \sum_{m=k-i}^{k-1} \left( 2^{k-1} - 1 \right) \left( \frac{F_{i-1} F_{m-1}}{F_k} \right)^{3/2} \]
\[ + 2 \sum_{i=\left\lfloor \frac{k}{2} \right\rfloor}^{\left\lfloor \frac{k}{2} \right\rfloor-1} \sum_{m=k-i}^{k-1} \left( \frac{4c_0 \log F_k}{\max\{F_i, F_m\}^2} \right)^{3/2} \]
\[ + \frac{F_{i-1} F_{m-1}}{\max\{F_i, F_m\}^2 F_k} \]

It is well known that $F_i = [\varphi^i / \sqrt{5}]$ with $\varphi = (1 + \sqrt{5})/2$, where $[\cdot]$ denotes the nearest integer function given by the
integer \([x] = \gamma \in \mathbb{Z}\) which satisfies that \(\gamma - \frac{1}{2} < x \leq \gamma + \frac{1}{2}\). Thus we have
\[
\sum_{i=[k/3]+1}^{[2k/3]-1} \sum_{m=k-i}^{[2k/3]-1} \frac{\log F_k}{F_m^{3/2}} 
\lesssim \log F_k \sum_{i=[k/3]+1}^{[2k/3]-1} \sum_{m=k-i}^{[2k/3]-1} \frac{1}{\varphi_{2m}^i}
\lesssim \log F_k \sum_{i=[k/3]+1}^{[2k/3]-1} \varphi_{2k}^{-1} (1 - \varphi_{2k}^{-1/2}) (1 - \varphi_{2k}^{-1/2})^{-1/2}
\lesssim \log F_k \sum_{i=[k/3]+1}^{[2k/3]-1} \varphi_{2k}^{i-k} (1 - \varphi_{2k}^{-1/2})^{-1/2}
\lesssim \frac{1}{\varphi_{2k}^i} \sum_{i=[k/3]+1}^{[2k/3]-1} \varphi_{2k}^{i-k} \lesssim \frac{1}{\varphi_{2k}^i} \lesssim \frac{1}{F_k^{3/4}}.
\]

With respect to the second summation,
\[
\sum_{i=[k/3]+1}^{[2k/3]-1} \sum_{m=k-i}^{[2k/3]-1} \frac{\log F_k}{\max(F_i, F_m)^{3/2}} 
\lesssim \log F_k \sum_{i=[k/2]}^{[2k/3]-1} \left( \sum_{m=k-i}^{[2k/3]-1} \varphi_{2m}^{-1} + \sum_{m=i+1}^{[2k/3]-1} \varphi_{2m}^{-1} \right)
\lesssim \log F_k \sum_{i=[k/2]}^{[2k/3]-1} k \varphi_{2k}^{-1} \lesssim \frac{(\log F_k)^2}{\varphi_{2k}^i} \lesssim \frac{(\log F_k)^2}{F_k^{3/4}}.
\]

Moreover, we obtain
\[
\sum_{i=[k/2]}^{[2k/3]-1} \sum_{m=k-i}^{[2k/3]-1} \frac{F_{i-1} F_{m-1}}{\max(F_i, F_m)^{3/2} F_k} 
\lesssim \sum_{i=[k/2]}^{[2k/3]-1} \sum_{m=k-i}^{[2k/3]-1} \varphi_{i+m-k} \lesssim \max(i,m)
\]

Since \((\log F_k)^2\) converges faster to 0 than \(F_k^{-2/3}\), we obtain a convergence rate of order \(F_k^{-2/3}\) of the right-hand side of (8). By setting \(R = F_{[2k/3]}\) we obtain a convergence rate of order \(F_k^{-2/3}\) for \(R_k(F_k)\), which completes the proof. \(\square\)

**Remark 1** Note that choosing \(R\) differently does not improve our result. Since Eq. (6) contains the factor \(\frac{1}{F_k}\), we need to choose \(F_k^{2/3} \lesssim R\). Choosing \(R\) larger than that can only increase the second term in (6). But for this second term we proved a convergence of order \(F_k^{-2/3}\) for \(R\) of order \(F_k^{2/3}\). Hence we cannot improve our result using a larger value of \(R\).

**Remark 2** Lattice point sets of the form \(\{(\frac{j}{N}, \frac{k}{N})\}, j = 1, 2, \ldots, N\) have small star-discrepancy with respect to rectangular boxes if the coefficients in the continued fraction expansion of \(\frac{j}{N}\) are bounded independently of \(N\), see Niederreiter (1992), Theorem 5.17. In particular, for Fibonacci lattice point sets these coefficients are always 1. Niederreiter Niederreiter (1986) explicitly finds values of \(g\) for \(N\) of the form \(2^e, 3^f, 5^i\), such that the continued fraction coefficient are at most 3 for \(2^e\) and \(3^f\), and at most 4 for \(5^i\). It is reasonable to suggest that similar results to Theorem 2 and Corollary 1 can also be obtained for lattice point sets based on the results in Niederreiter (1986).

**Acknowledgements** The authors are grateful to the anonymous referees and handling editor for valuable comments which improved the presentation of the results. The work was supported under the Australian Research Council’s Discovery Projects funding scheme (project DP150101770).

**References**
Aistleiter, C., Dick, J.: Low-discrepancy point sets for non-uniform measures. Acta Arith. 163, 345–369 (2014)
Aistleiter, C., Dick, J.: Functions of bounded variation, signed measures, and a general Koksma-Hlawka inequality. Acta Arith. 167, 143–171 (2015)
Brandolini, L., Colzani, L., Gigante, G., Travaglini, G.: On the Koksma-Hlawka inequality. J. Complexity 29, 158–172 (2013)
Brandolini, L., Colzani, L., Gigante, G., Travaglini, G.: Low-discrepancy sequences for piecewise smooth functions on the two-dimensional torus. J. Complexity 33, 1–13 (2016)
Bungartz, H.-J., Griebel, M.: Sparse grids. Acta Numer. 13, 147–269 (2004)
Cools, R.: Constructing cubature formulae: the science behind the art. Acta Numer. 6, 1–54 (1997)
Cools, R.: An encyclopaedia of cubature formulas. Numerical integration and its complexity (Oberwolfach, 2001). J. Complexity 19, 445–453 (2003)
Devroye, L.: Non-Uniform Random Variate Generation. Springer, New York (1986)
Dick, J., Pillichshammer, F.: Digital Nets and Sequences. Discrepancy Theory and Quasi-Monte Carlo Integration. Cambridge University Press, Cambridge (2010)
Farin, G.: Curves and Surfaces for Computer Aided Design: A Practical Guide, 5th edn. Morgan Kaufmann, Massachusetts (2001)
Hömmer, W., Leydold, J., Derflinger, G.: Automatic Nonuniform Random Variate Generation. Springer, Berlin (2004)
Niederreiter, H.: Dyadic fractions with small partial quotients. Monatsh. Math. 101, 309–315 (1986)
Niederreiter, H.: Random Number Generation and Quasi-Monte Carlo Methods. SIAM, Philadelphia (1992)
Zhu, H., Dick, J.: Discrepancy bounds for deterministic acceptance-rejection samplers. Electron. J. Stat. 8, 678–707 (2014)