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A tomographic technique called full-waveform inversion has recently shown promise as a fast, affordable, and safe modality to image the brain using ultrasound. However, its high computational cost and memory footprint currently limit its clinical applicability. Here, we address these challenges through a frequency-adaptive discretisation of the imaging domain and lossy compression techniques. Because full-waveform inversion relies on the adjoint-state method, every iteration involves solving the wave equation over a discretised spatiotemporal grid and storing the numerical solution to calculate gradient updates. The computational cost depends on the grid size, which is controlled by the maximum frequency being modelled. Since the propagated frequency typically varies during the reconstruction, we reduce reconstruction time and memory use by allowing the grid size to change throughout the inversion. Moreover, we combine this approach with multiple lossy compression techniques that exploit the sparsity of the wavefield to further reduce its memory footprint. We explore applying these techniques in the spatial, wavelet, and wave atom domains. Numerical experiments using a human-head model show that our methods lead to a 30\% reduction in reconstruction time and up to three orders of magnitude less memory, while negligibly affecting the accuracy of the reconstructions.

I. INTRODUCTION

Neurological disorders currently represent a major cause of death and disability worldwide, with stroke being one of the largest contributors\textsuperscript{1}. In the case of stroke, appropriate treatment can only be provided after the brain has been imaged, with treatment delays having a significant impact on patient outcomes\textsuperscript{2}. Therefore, a portable and fast neuroimaging technique that allows diagnosis and treatment to be performed at the point of first contact has the potential for significant impact in clinical neurological practice. Recently, it has been shown that this could be achieved through ultrasound tomography with full-waveform inversion (FWI), a technique originally developed to image the Earth’s subsurface\textsuperscript{3}. While conventional ultrasound is unable to image the brain across the adult human skull, FWI can do this with a high spatial resolution by relying on an accurate description of the physics of wave propagation\textsuperscript{3}. However, FWI currently exhibits high computational costs, both in terms of time and memory requirements, with realistic 3D imaging problems taking tens of hours to compute in high-performance computer clusters and requiring hundreds of gigabytes in memory\textsuperscript{3,4}. Given that imaging speed is crucial for prompt diagnosis of diseases like stroke, increased computational efficiency is fundamental to enable the translation of brain FWI to clinical practice.

In geophysics, previous studies have attempted to overcome these computational limitations through different approaches. Some of these studies have focused on the fact that, in FWI, most of the computational time is spent modelling wave propagation\textsuperscript{5,6}, which requires the full numerical solution of the acoustic wave equation over discrete grids. The size of the grid is controlled by the acoustic properties of the imaging target and the temporal frequencies involved. More specifically, the grid spacing is proportional to the minimum velocity in the model and inversely proportional to the maximum frequency being modelled. Even though both frequencies and velocities vary during the inversion, a constant grid spacing is typically used for the whole process, which is determined by the highest inverted frequency and minimum imaged velocity. Because the grid spacing could be larger during the inversion of low frequencies, using a fixed grid results in oversampling and redundant computations. For this reason, previous studies have explored the use of adaptive grids, where the grid spacing changes with the background acoustic velocity\textsuperscript{5,7} or the frequency of the propagated wave\textsuperscript{8}, thus allowing the use of a lower number of grid points with respect to conventional FWI.
The use of adaptive grids requires repeatedly resampling the model being reconstructed, for which it is common to rely on standard resampling methods such as linear and spline interpolation. However, traditional resampling algorithms perform poorly in the presence of high-contrast areas such as the head, in which the speed of sound and density of the skull are significantly higher than those of the surrounding tissues.

While the size of the grid also has an impact on memory consumption, the large memory requirements of FWI are due to the use of the adjoint-state method, which allows us to efficiently calculate the gradient of the misfit function. The adjoint-state method requires solving the acoustic wave equation forward in time and then storing this solution in memory at all time steps until the adjoint wave equation is solved because the two wavefields must be accessed simultaneously for computing the gradient. Prior studies in the field of geophysics have explored ways to reduce FWI memory consumption through different forms of checkpointing and lossy compression. In checkpointing approaches, the forward solution of the wave equation is stored only at specific time steps, while the remaining ones are discarded and later recomputed during the adjoint calculation. This, however, can result in significant computational overhead. For this reason, checkpointing is sometimes combined with other techniques, such as lossy compression, to reduce the size of the stored states and, therefore, the amount of states to be recomputed. Previous studies have also used lossy compression on its own to reduce the size of the stored wavefield, thus avoiding the large computational overhead that characterises checkpointing methods.

Here, we propose a combination of techniques aimed at reducing the computational cost of FWI while preserving imaging accuracy in the presence of high-contrast regions such as the human head. More specifically, we present a multi-grid approach, together with an edge-preserving interpolation algorithm, that allows the grid size to vary with the inverted frequencies, thus reducing both reconstruction time and memory use. Moreover, we take advantage of the inherent sparsity of the wavefield to further reduce its memory footprint through multiple lossy compression techniques, including hard thresholding and a sparse, half-precision representation of the wavefield. We compare the effect of assuming sparsity in three different domains: the spatial, wavelet, and wave atom domains. We present results of applying our methodology to image a numerical phantom of the human head, showing that it leads to a 30% shorter reconstruction time and up to three orders of magnitude less memory.

The rest of the paper is structured as follows: first, we introduce our proposed algorithms for multi-grid FWI and lossy compression in detail, as well as the numerical tests we carried out using a phantom of the human head. Then, we present the results of our experiments, showing how our methodology significantly reduces both computational time and memory use. Finally, we provide a discussion of our work and present our conclusions.

II. METHODS

A. Full-waveform inversion

As previously introduced, FWI is a technique that seeks to reconstruct the acoustic properties (generally speed of sound) of an object by solving an associated physics-constrained inverse problem. This involves starting from a model that is close enough to the object of the reconstruction to ensure convergence, and updating it iteratively by minimising the misfit between a set of experimentally observed and numerically predicted data. The gradient of this cost function is obtained through the adjoint-state method, which involves solving the wave equation forward in time, storing the solution in memory, and then solving the adjoint wave equation backwards in time.

Solutions of the wave equation are obtained over a discrete spatiotemporal grid by using numerical methods such as finite differences (FD), as in this study, or finite elements. The spatial and temporal steps of the discretisation are governed by dispersion and stability limits respectively. In particular, the maximum spatial grid spacing is given by,

$$dx_{\text{max}} = \frac{\lambda_{\text{min}}}{n} = \frac{v_{\text{min}}}{n f_{\text{max}}} \quad (1)$$

where $\lambda_{\text{min}}$ is the minimum wavelength within the model, i.e. the ratio of the minimum wave velocity $v_{\text{min}}$ and the maximum frequency $f_{\text{max}}$. While $n$ is a positive number indicating the grid points per wavelength, which depends on the implemented numerical scheme. In our implementation of the wave equation, we consider $n = 5$. Similarly, the maximum temporal spacing of our discretisation is determined by the Courant-Friedrichs-Lewy (CFL) condition,

$$dt_{\text{max}} = \frac{\mu dx_{\text{max}}}{v_{\text{max}}} \quad (2)$$

where $v_{\text{max}}$ is the maximum velocity in the model and $\mu$ is a factor that depends on the dimensionality of the wave equation and the accuracy of the numerical approximations. In this study, we set $\mu$ to 0.55.

Due to the oscillatory nature of the data, the solution of the inverse problem can lead to a local minimum rather than the global minimum, a phenomenon known as cycle-skipping. To reduce the risk of non-convergence, a multiscale approach is commonly used, in which the inversion is performed in stages, starting from the low frequency components of the data (which are less sensitive to cycle-skipping) and gradually introducing the higher frequencies into the optimisation process.

B. Multi-grid approach

Because frequencies are introduced gradually into the FWI reconstruction, and the grid spacing is controlled by the maximum frequency being propagated, we can reduce the computational effort of solving each FWI iteration by...
adopting a different grid for each frequency band (Fig. 1). This also results in lower memory requirements, due to the smaller size of the wavefields being stored at low frequencies.
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**FIG. 1.** The spatial grid becomes finer as higher frequencies are introduced into the inversion process.

To obtain a different grid for each band, the model being reconstructed must be resampled whenever a new frequency band is introduced. To correctly resample the model, we need to account for the large acoustic contrast that can arise in certain regions of the model, such as between the skull and the surrounding soft tissue. In these high-contrast regions, using a high-order interpolation without considerable prior smoothing results in ringing artefacts, while a low-order interpolation causes excessive blurring. To avoid both these problems, we have developed an edge-preserving interpolation algorithm.

The algorithm starts by determining which grid points of the original image are close to or belong to an edge using the Sobel edge detector. Then, for each grid point in the new image, it determines the (possibly off-grid) coordinates that indicate the position of this grid point in the original image (marked by a cross in Fig. 2). After that, the algorithm considers the four grid points that surround such position in the original image (shown as triangles in Fig. 2) and calculates the value \( X \) predicted by bilinear interpolation (Algorithm 1) at that point.
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**FIG. 2.** An example of interpolation showing how a grid point in the new image corresponds to a position that might be off-grid in the original image. Such position is marked by a cross, while the four grid points surrounding it are shown as triangles. The close-up on the right displays the names given to the intensities of the grid points as well as to their distances in the horizontal and vertical direction with respect to the interpolated point.

**Algorithm 1: BilinearInterpolation**

**Input:** The intensities of the grid points \((br, bl, tr, tl)\) and the distances \(h\) and \(v\), which appear in Fig. 2

**Output:** The interpolated intensity

1. \( b \leftarrow h \ast br + (1 - h) \ast bl \)
2. \( t \leftarrow h \ast tr + (1 - h) \ast tl \)
3. \( output \leftarrow v \ast t + (1 - v) \ast b \)

If the interpolated point is far from any edges in the original image, it is assigned \( X_b \) as its final value; otherwise, \( X_b \) is used to guide the decisions taken in the next steps. More specifically, if the interpolated point is close to any detected edges, the algorithm considers the four by four patch that surrounds it in the original image and determines the maximum and minimum intensities in that region. Subsequently, the intensity of the interpolated grid point is determined through Algorithm 2 (EdgePreserving). Depending on the value of \( X_b \), we have three possible scenarios:

1. \( X_b \) is closer to the minimum intensity in the patch, so the algorithm favours the lower interpolated intensities (Fig. 3(a)). As shown in Algorithm 2, whenever two intensities are interpolated (e.g., \( br \) and \( bl \), or \( tr \) and \( tl \)), the computation is performed through Algorithm 3 (2ValuesInterp). Among its inputs, Algorithm 3 receives the two intensities under consideration and the weight that typically multiplies the lowest of the two in bilinear interpolation. It also receives a Boolean value, which in this scenario is \text{true} to indicate that the algorithm should favour the low intensity. This is done by increasing the interpolation weight by an amount that is proportional to the difference between the low intensity and the maximum in the patch.

2. \( X_b \) is closer to the maximum intensity in the patch, so the algorithm favours the higher interpolated intensities (Fig. 3(b)). Once again, Algorithm 3 is used to interpolate groups of two intensities. However, in this case, 2ValuesInterp receives a \text{false} Boolean value as input, indicating that the algorithm should favour the high intensity. Therefore, the weight multiplying such intensity is increased by an amount proportional to the difference between this intensity and the minimum in the patch.

3. \( X_b \) is equally far from both minimum and maximum intensities (Fig. 3(c)), so this is the final value given to the grid point. Therefore, bilinear interpolation is only used if the interpolated value is equally far from both the minimum and maximum. However, to avoid generating very sharp edges, it is possible to modify the algorithm so that this happens for a range of values close to the centre of the interval bounded by the minimum and maximum (rather than at a single value). This is particularly useful at low frequencies, where it reduces staircasing artefacts.
ALGORITHM 2: EdgePreserving

Input: The original image IM, the minimum and maximum intensities in the patch (min\_patch and max\_patch), Xb, the distances h and v, the intensities of the interpolated grid points (br, bl, tr, tl), and a vector dist containing the factors that multiply br, bl, tr, tl, b and t in Algorithm 1

Output: The final value for the grid point

1: b1 ← min(br, bl)
2: b2 ← max(br, bl)
3: t1 ← min(tr, tl)
4: t2 ← max(tr, tl)
5: d1 ← the factor that should multiply b1 based on dist
6: d2 ← the factor that should multiply t1 based on dist
7: if abs(Xb - min\_patch) < abs(Xb - max\_patch) then
8: b ← 2ValuesInterp(IM, b1, b2, d1, Low=True)
9: t ← 2ValuesInterp(IM, t1, t2, d2, Low=True)
10: bt1 ← min(b, t)
11: bt2 ← max(b, t)
12: ds ← the factor that should multiply bt1 based on dist
13: output ← 2ValuesInterp(IM, bt1, bt2, ds, Low=False)
14: else if abs(Xb - min\_patch) > abs(Xb - max\_patch) then
15: b ← 2ValuesInterp(IM, b1, b2, d1, Low=False)
16: t ← 2ValuesInterp(IM, t1, t2, d2, Low=False)
17: bt1 ← min(b, t)
18: bt2 ← max(b, t)
19: ds ← the factor that should multiply bt1 based on dist
20: output ← 2ValuesInterp(IM, bt1, bt2, ds, Low=False)
21: else
22: output ← BilinearInterpolation(br, bl, tr, tl, h, v)
23: end if

C. Wavefield Compression

1. Ensuring convergence

To further reduce memory consumption, we rely on lossy compression of the acoustic wavefield, the solution of the forward wave equation. Using lossy compression to reduce the size of the temporal snapshots is possible because the wavefield exhibits sparsity in some domains. In other words, most of the wavefield information is represented by a small number of high-magnitude values, with the remaining values being zero or negligibly small in relative terms. However, lossy compression always introduces a certain amount of error, and this must be limited to ensure convergence of the minimization problem.

In the next paragraphs, we recall the computations typically involved in FWI minimization and introduce the conditions needed to ensure convergence when the acoustic wavefield is affected by sources of error.

Line-search methods aim to iteratively improve a certain model m. At each iteration k, the update to the model mk is given by αksk, where αk is the step length and sk is the search direction. sk is found by minimising the misfit functional f, which involves computing ∇fK, that is, the gradient of f evaluated at mk. To obtain ∇fK, it is necessary to calculate the Fréchet derivatives of f with respect to m. This is typically done through the adjoint-state method, which allows to write the Fréchet derivatives, e.g. for the acoustic case, in the form13,

\[ K(x) = \int_0^T (D^2p)(x, t) \cdot (p^\dagger)(x, t) \, dt, \]  

where \( p \) is the forward wavefield, \( p^\dagger \) is the adjoint wavefield and \( D^2 \) is a second-order temporal differential operator. Our aim is to compress \( D^2p \) during the forward run and decompress it during the adjoint run. Since the decompressed wavefield \( D^2p \) is approximate and is used
in place of $D^2p$ in Eq. (3), the resulting gradient is also an approximation.

To ensure convergence to a minimum, the approximate gradient $\tilde{g}$ must be sufficiently close to the exact gradient $g$. More precisely, convergence can be guaranteed if the inexact gradients satisfy the so-called angle condition \(^{18}\), that is,

$$(g_k, \tilde{s}_k) \leq -\beta \|g_k\| \cdot \|\tilde{s}_k\| \tag{4}$$

for some $\beta > 0$, at all iterations $k$. Since the ratio $(g_k, \tilde{s}_k) / (\|g_k\| \cdot \|\tilde{s}_k\|)$ represents the cosine of the angle between the inexact gradients $\tilde{s}_k$ and the exact gradient $g_k$, Equation (4) implies that such angle must be strictly smaller than 90° in order to ensure convergence. Because in the steepest descent method $\tilde{s}_k = \tilde{g}_k$, such condition sets a limit to the angle between the approximate gradient and the exact one. Intuitively, we expect the angle between the two gradients to depend on the error introduced when compressing the forward wavefield. Therefore, we can control such angle by setting a limit to the relative error allowed between the original and decompressed wavefields.

2. Compression techniques

For reducing the size of the acoustic wavefield, we combine temporal and spatial downsampling with other lossy compression techniques. The use of spatial and temporal downsampling is motivated by the fact that the maximum spatial and temporal steps respectively obtained through Eq.(1) and Eq.(2) are much smaller than those prescribed by the Nyquist-Shannon theorem. Based on this, we only store the wavefield every $k$ time steps, where $k$ is such that the resulting temporal sampling rate satisfies the condition set by the Nyquist-Shannon theorem. In the rest of the paper, we use $k$ to quantify the amount of temporal downsampling and refer to it as temporal downsampling ratio (TR). At each of the stored time steps, the wavefield is downsampled in space through bicubic interpolation. An edge-preserving interpolation is not necessary in this case because, contrary to the recovered acoustic speeds, the acoustic pressure varies gradually through the domain and no high-contrast areas are present. The spatial downsampling ratio (SR), that is, the ratio between the dimensions of the original grid and the new one, was determined through experimentation and was such that the resulting grid spacing would always be smaller than the limit set by Nyquist-Shannon theorem.

Subsequently, we further compress the wavefield by representing it in an appropriate domain, eliminating low-information values through thresholding, and then storing the resulting values in a sparse, half-precision representation. We investigated three domains in which to apply our techniques: the standard spatial domain, the wavelet domain, and the wave atom domain. For computing the wavelet transform, we rely on the Daubechies db5 wavelet because we experimentally determined that, in this case, it leads to better results when compared to other types of wavelets. As for the wave atoms, these are a family of wave packets that provide an optimally sparse representation of images with oscillatory patterns and, therefore, are typically well suited for compressing wave-equation solutions \(^{12}\). Different variants of wave atoms exist. Here, we use the orthobasis variant because it allows to reduce redundancy and is therefore better suited for compression.

The proposed sparsity-based compression is performed as follows. First, a hard thresholding approach is used to identify and store the values of the wavefield (or wavelet/wave atom coefficients) containing most information and discard the remaining ones. As previously mentioned, thresholding is used to enforce a sparse representation of the wavefield. The value of this threshold is identified based on the amount of compression error allowed on the (spatially downsampled) wavefield. More specifically, we rely on the mean of the $n$-highest pointwise relative errors, calculated as the difference between the original and decompressed wavefields, normalised by the dynamic range of the original one. We heuristically determine the value $n = 15$ as that which better describes the compression performance across the different domains studied and for the models used in this study. We refer to this value of the error as $\epsilon_{rel}$.

Having identified the threshold, all values below it are discarded, while the values above it are stored in a sparse representation. Figure 4 shows an example wavefield at different time steps, with the discarded part highlighted in grey. Once the most important values have been identified and saved, these are requantised and stored using 16-bit floating point precision.

During the adjoint run, the decompression takes place, firstly, by undoing the requantisation to retrieve the values in 32-bit floating point precision and then by recasting the sparse representation of the wavefield into its dense counterpart. At this point, if operations were performed in the wavelet or wave atom domains, the spatial wavefield values are recovered by computing the in-
verse transform. Finally, the wavefield is upsampling to its original size.

Moreover, linear interpolation is used during the adjoint run to obtain an approximation of the states discarded by temporal downsampling. Although in this study we chose linear interpolation for its simplicity and low computational overhead, other types of interpolation might be used, such as spline interpolation, depending on the requirements of the application at hand.

D. Numerical experiments

In order to test the proposed multi-grid and compression methods, we applied them to image a numerical model of the human head. The model being imaged can be seen in Fig. 5(a), with the ellipse showing the location of the 120 point transducers used as sources and receivers. This model was obtained from the segmented MIDA model19, for which acoustic properties were assigned according to experimental measurements available in the literature, as seen in Ref. 3. From this 3D model, a single 2D slice was taken for all experiments presented here. In all cases, the starting model consisted of the true skull, located within a homogeneous medium with the acoustic speed of water (Fig. 5(b)).

Imaging was performed using a Ricker wavelet with a centre frequency of 300 kHz. The inversion was carried out in five frequency bands from 200 to 600 kHz, using 10 iterations per band. At each iteration, a subset of 12 sources was selected. For every source, 200 µs of data were generated with a time spacing of 0.08 µs, as determined by the CFL condition (Equation (2), with μ = 0.55). For each frequency band, the grid sampling was calculated through Eq. (1), using n = 5.

For all the experiments, the 2D acoustic wave equation with homogeneous density was solved using a time-domain, finite-difference method implemented in Devito, a domain-specific language for the automatic generation of FD code20. The FD stencils used were eleventh-order accurate in space and fourth-order accurate in time.

Although we relied on 2D FWI in this study, all the techniques presented here are directly applicable to 3D. Of the proposed approaches, the only algorithm that would need to be adapted for 3D FWI is the edge-preserving interpolation, which could be done trivially.

E. Measures for assessing the results

To assess the efficacy of our methods, we rely on several measures. Among these, the mean overall compression factor (CF) is used to quantify the amount of memory saved (on average) during the simulation. This is a mean, across all iterations, of the ratio between the size of the original wavefield (i.e., its size in conventional FWI) and the size of the compressed one.

The quality of the inexactly computed gradients (obtained with the compressed wavefields) is determined by comparing them to the exact gradients using two criteria. Firstly, we use the angular difference θ, which represents the angle between the exact gradient $g$ and the inexact gradient $\tilde{g}$, and is calculated as,

$$\cos \theta = \frac{(\tilde{g}, g)}{||\tilde{g}|| \cdot ||g||}.$$  (5)

A smaller angular difference means that the model update resulting from the inexact gradient will be similar to the update obtained with the exact one. Secondly, we quantify the similarity between exact and inexact gradients through the structural similarity index (SSIM), which varies from 0 to 1, with 1 indicating maximum similarity21. For both the angular difference and SSIM, we show mean values, computed across the whole inversion process.

For some of our numerical tests we also include the overhead in simulation time due to compression and decompression (OV) with respect to multi-grid FWI without compression, as well as the range of values taken by the instantaneous compression factor (ICF), i.e. the CF calculated at a single time step.

III. RESULTS

The multi-grid approach allowed us to reduce the reconstruction time of FWI by approximately 30% for the tested model. This is due to the fact that, while in conventional FWI the inversion takes the same amount of time for each frequency band, in multi-grid FWI the inversion of the lowest frequencies takes a shorter time due to the reduced amount of computations associated with coarser grids. For the model imaged in this study,
such reduction in computational time varies from 64% for the first frequency band to 0% for the last band. Because coarser grids require less memory to be stored, the multi-grid approach also lowers memory consumption, by an amount similar to the reduction in computational time. A more significant decrease in memory usage was obtained by combining the multi-grid approach with lossy compression.

As explained in Section II C 2, we tested the performance of our compression techniques in three domains. In all cases, we set the temporal downsampling ratio, spatial downsampling ratio and relative error $\epsilon_{\text{rel}}$ to the values that ensure the highest compression while negligibly affecting the accuracy of the reconstruction (10, 2.2 and 9%, respectively). In Fig. 6, we show the recovered model obtained in each case, together with the true model, the model recovered by conventional FWI, and the one obtained using the multi-grid approach only. For each reconstruction, the normalised root-mean-square error (NRMSE) with respect to the true model is included in the figure.

As can be seen, the models obtained through multi-grid FWI with compression (Figs. 6(d)-6(f)) are in good agreement with the one recovered by conventional FWI (Fig. 6(b)). Moreover, the models recovered by relying on compression do not present significant differences with respect to the one obtained using the multi-grid approach only (Fig. 6(c)), both qualitatively and quantitatively. However, in all reconstructions obtained through multi-grid FWI (with or without compression), the NRMSE is approximately double the one of the model recovered by conventional FWI. To visualise how such error is distributed, Figure 7 shows difference maps between the true model and the models obtained using conventional FWI (Fig. 7(a)) and multi-grid FWI without compression (Fig. 7(b)). As can be deduced from the figure, in the model recovered by multi-grid FWI the error is concentrated in the skull region, which has been damaged as a result of resampling the model multiple times. This damage to the skull leads to an angular difference of 28.7° between exact and approximate gradients in the multi-grid inversion without compression, which in turn influences the recovered speeds of the intracranial soft tissue. In fact, these are slightly lower in the model recovered by multi-grid FWI with respect to the one obtained with conventional FWI, especially in the areas close to the skull. However, as evidenced from the recovered models in Fig. 6, this effect does not prevent a successful reconstruction.

As previously mentioned, introducing lossy compression further reduced the memory consumption. In Table I, we show the mean compression factor and angular difference obtained through the experiments relying on multi-grid FWI with compression, for each domain we tested. For the tests where compression is performed in the original spatial domain and the wavelet domain, we also report the computational overhead. For the experiment relying on wave atoms, this measure is not pre-
TABLE I. Comparison of the results obtained by applying our compression techniques in the different domains considered.

| Domain       | CF (10^4) | θ (°) | OV (%) |
|--------------|-----------|-------|--------|
| Spatial      | 3595      | 37.4  | 1.51   |
| Wavelet      | 3905      | 37.0  | 3.68   |
| Wave atom    | 2559      | 37.9  | -      |

Presented here because the value obtained was not representative of the real performance of the wave atom transform. This is because, in order to ensure compatibility with existing inversion codes, the transform was rewritten in Python for this study, based on the original MATLAB code\(^\text{12}\), and has not yet been optimised.

From Table I, we can see that the highest compression is achieved when our techniques are applied in the wavelet domain, while a slightly lower CF is obtained when they are applied directly on the spatial-domain wavefield. This suggests that, although the wavefield itself is sparse in the spatial domain, its representation in the wavelet domain is even sparser. A lower CF is obtained when compression is performed in the wave atom domain. As would be expected, the mean angular difference is comparable in all cases, with no significant differences between them. As for the computational overhead, this is negligible in the two cases compared, even if significantly higher for the wavelets than for the unaltered wavefield.

To better understand these results, we show in Fig. 8 the effects of sparsity-based compression on an example wavefield (at a particular time step), for each of the tested domains. The figure includes the spatially downsampled wavefield before compression, the decompressed wavefield (before upsampling), and the map of the relative error between the two. For each domain, the figure also shows the instantaneous compression factor achieved on the wavefield (at the time step being shown). These ICF values do not include the contribution of the multi-grid approach, as this varies based on the frequency band.

By comparing the decompressed wavefields in Figs. 8(a) and 8(b), we can see that applying our techniques in the wavelet domain rather than in the spatial one allows us to retain a larger part of the original wavefield, while also achieving a higher ICF. This again emphasizes that the wavefield is sparser in the wavelet domain. From Fig. 8(c), it is possible to see that, when the wave atom transform is used, a large portion of the original wavefield is retained, but the decompressed wavefield is corrupted by artefacts. This results from the loss of information caused by the hard-thresholding approach, as the artefacts become more evident when less coefficients are stored. Moreover, thresholding has a more important impact on the largest pressure values compared to when the wavelet transform is used, which limits the compression level that can be achieved with wave atoms. Because our purpose is to reduce memory use as much as possible while also preserving the most important information, the wavelet and spatial domains represent more suitable alternatives than the wave atom one for the case tested in this study. Therefore, for both these domains we performed additional experiments, which are subsequently presented.

To determine how each technique contributes to the overall CF, we also ran some experiments where compression is performed only through temporal and spatial downsampling. The results of these experiments are shown in Table II. Table III, instead, shows the results of the tests that relied on all the proposed techniques, with sparsity-based compression performed either in the spatial (experiment 5 to 7) or the wavelet (experiment 8 to 10) domain, for different levels of ε\(_\text{rel}\). The table also includes the experiments that resulted in the recovered models shown in Figs. 6(d) and 6(e) (experiments 7 and 10 respectively).

The results in Table II and Table III allow us to identify the techniques that contributed most to the obtained compression levels. From Table II, we see that, as expected, the CF follows a linear relationship with the

\[ \text{ICF} = \frac{\text{CF}}{\text{original CF}} \times 100 \]

FIG. 8. The effect of sparsity-based compression on the wavefield, for each of the tested domains. These include the original spatial domain (a), the wavelet domain (b) and the wave atom domain (c). In all cases, the left panel shows the original wavefield, the central panel shows the decompressed one and the right panel shows the relative error between the two. All wavefields have been normalised by the maximum magnitude in the original one. ICF indicates the compression factor achieved on the wavefield at the time step being shown and does not include the contribution of the multi-grid approach.
TABLE II. Results for the experiments performed without sparsity-based compression, for various configurations of temporal and spatial downsampling ratios. Such settings are specified in columns 2 and 3, while columns 4-8 refer to the results (calculated as described in Section II E).

| TR | SR | CF | $\theta$ (°) | SSIM | OV (%) | ICF |
|----|----|----|----------|------|--------|-----|
| Exp. 1 | 5  | 1  | 9  | 29.4 | 0.74  | 0.89 | 1 - 3 |
| Exp. 2 | 10 | 1  | 17 | 28.9 | 0.73  | 0.48 | 1 - 3 |
| Exp. 3 | 10 | 2  | 69 | 32.4 | 0.74  | 1.05 | 4 - 11 |
| Exp. 4 | 10 | 2.2| 84 | 33.8 | 0.73  | 1.02 | 5 - 14 |

temporal downsampling ratio and a quadratic relationship with the spatial downsampling ratio (due to the 2D nature of the experiment). Since the temporal and spatial downsampling are limited by the Nyquist-Shannon theorem, the amount of compression that these techniques can achieve is necessarily limited. On the other hand, if the temporal and spatial downsampling ratios are kept constant, introducing sparsity-based compression increases the CF by a factor of up to 46 (as can be seen from Table III). Therefore, most of the compression is due to this approach.

Table III also shows that, given a certain amount of error allowed on the wavefield, applying our techniques in the wavelet domain rather than on the wavefield itself always results in higher compression factors with similar levels of angular difference between exact and approximate gradients. As we might expect, independently of the domain in which compression is performed, the mean angular difference increases slightly when a larger amount of relative error is allowed. However, even with a mean CF of 3095, the inexacty computed gradient is still sufficiently similar to the exact one, with an angle of 37° between the two. To visualise how similar the gradients are when the angular difference between them is 37°, in Fig. 9 we show the gradients corresponding to iteration 25 for experiments 7 and 10, together with the exact gradient. It is possible to see that, although the inexact gradients exhibit some structural differences with respect to the exact one, they present similar feature distributions.

IV. DISCUSSION

The results presented here showcase that our methods are capable of reducing the reconstruction time of conventional FWI by approximately 30% and its memory consumption by up to three orders of magnitude, while retaining the high accuracy of the reconstructions. These results are of high importance for the clinical applicability of FWI because, in contexts like stroke imaging, time to treatment has a considerable impact on patient outcomes. Moreover, as FWI is brought closer to clinical practice, graphics processing units (GPUs) could prove an important tool in accelerating the solution of the wave equation. Since GPUs have limited working memory and the data transfer from/to host memory is computationally expensive, being able to reduce the
The study presented here has focused on a 2D model due to its computational simplicity. However, realistic imaging applications will require 3D implementations. From the proposed techniques, the edge-preserving interpolation is the only one that would require some modifications in order to be used for 3D FWI. These modifications, however, would be straightforward and will be the focus of future research.
V. CONCLUSION

Early diagnosis through brain imaging is crucial for the treatment of neurological diseases like stroke, which leads to a currently unmet need for fast, portable, and high-resolution neuroimaging. Full-waveform inversion (FWI) represents a promising modality that has the capacity to achieve this. However, the clinical applicability of FWI is limited by its high computational cost and memory requirements.

For this reason, we have developed a combination of techniques aimed at rendering FWI more computationally efficient. More specifically, we have exploited the fact that temporal frequencies are introduced gradually into FWI inversions to reduce computations and memory use through a frequency-adaptive spatial discretisation. Furthermore, we have combined this approach with multiple lossy compression techniques that take advantage of the sparsity of acoustic wavefields in different domains to further reduce their memory footprint. Numerical tests have shown that our methods can reduce memory consumption by up to three orders of magnitude and reconstruction time by 30%, with negligible impact on the quality of the recovered model.

The methodology introduced here will have a significant impact in the deployment of FWI in clinical scenarios, where faster image reconstructions can lead to saved lives and improved patient outcomes. Additionally, the results presented could have broader applicability beyond brain imaging, in geophysical FWI, but also in other physics-constrained optimisation problems in fields such as aeronautics and non-destructive testing.
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