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A recent paper by Kumar (2012) (hereafter K12) claimed that in a contracting model, described by perturbations around a collapsing Friedmann model containing dust or radiation, the perturbations can grow in such a way that the linearity conditions would become invalid. This conclusion is not correct due to the following facts: first, it is claimed that the linearity conditions are not satisfied, but nowhere in K12 the amplitudes of the perturbations were in fact estimated. Therefore, without such estimates, the only possible conclusion from this work is the well known fact that the perturbations indeed grow during contraction, which, per se, does not imply that the linearity conditions become invalid. Second, some evaluations of the linearity conditions are incorrect because third order terms, instead of the appropriate second order ones, are mistakenly compared with first order terms, yielding artificially fast growing conditions. Finally, it is claimed that the results of K12 are in sharp contrast with the results of the paper by Vitenti and Pinto-Neto (2012) (hereafter VPN12), because the author of K12 did not realize that the evolution of the perturbations were also calculated in a gauge invariant way in VPN12, but some of the linearity conditions which are necessary to be checked cannot be expressed in terms of gauge invariant quantities. In the present work, the incorrect or incomplete statements of K12 are clarified and completed, and it is shown that all other correct results of K12 were already present in VPN12, whose conclusions remain untouched, namely, that cosmological perturbations of quantum mechanical origin in a bouncing model can remain in the linear regime all along the contracting phase and at the bounce itself for a wide interval of energy scales of the bounce, ranging from the nucleosynthesis energy scale up to some few orders of magnitude below the Planck energy.
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I. INTRODUCTION

We comment on the paper by Kumar 2012 recently published in \cite{1}. This paper discusses the evolution of perturbations around a Friedmann model during a contracting phase, using the covariant gauge invariant approach described in \cite{2}. From gauge invariant equations of motion, the author extracted the linearity conditions by comparing the second order terms (in most of the examples) with the first order ones, in the cases of cosmological models with matter content described by dust and radiation. He then shows that the second order terms grow faster than the first order ones, and from this calculation alone he seems to conclude that near the bounce the linear regime becomes invalid. More specifically, in the abstract of K12 it is said that the linearity conditions are not satisfied in the bounce phase, while in the section V and in the Conclusion of this paper a softer statement is made, namely, that the linearity conditions may be invalidated at this phase. While the former claim would be a new, important but erroneous conclusion, the later is a general remark already present in virtually any paper considering contracting phases in Friedmann models. In this comment we will show in detail why the former conclusion cannot be sustained, and that the results presented in our work VPN12 \cite{3} are strictly correct.

II. LINEARITY CONDITIONS

In our paper VPN12, we have obtained a full set of linearity conditions for the evolution of cosmological perturbations in a Friedmann background space-time. This set have been obtained through the analysis of the equations of motion of all relevant geometrical objects and their perturbative expansions, and by comparing the background with first order terms. We have also shown, however, that the perturbative hypothesis must be checked in other fundamental places, like in the expansion of the physical metric $g^{\mu\nu}$ in terms of the perturbations $\delta g_{\mu\nu}$. For such quantities, it is not possible to obtain a gauge invariant condition. Therefore, even if one can combine many linearity conditions in order to express them directly in terms of gauge invariant variables, one still has to show that there is at least one gauge where the remaining conditions are valid.

Even though the conditions obtained in K12 were calculated in the covariant formalism, it is easy to translate such conditions to the usual gauge invariant formalism based on the Bardeen’s gauge invariant variables \cite{4}. In order to do so, we constructed a map between the so called covariant perturbation variables and the Bardeen variables. In order to facilitate the comparison, we used\textsuperscript{*} nelson.pinto@pq.cnpq.br\textsuperscript{†} vitenti@cbpf.br
the notation of \( \overline{\mathbf{R}} \) for the Bardeen gauge invariant variables, and we took from \( \overline{\mathbf{R}} \) the expressions relating the metric perturbations and the other perturbed tensors.

### A. General Expressions

In this section we will summarize some results from \( \overline{\mathbf{R}} \) which are necessary to perform the comparison with the results from K12. We take a Lorentzian metric \( g_{\mu\nu} \) with signature \((-1,1,1,1)\) to represent the physical metric, and we define

\[
\xi_{\mu\nu} \equiv g_{\mu\nu} - \bar{g}_{\mu\nu} = 2\phi \bar{v}_\mu \bar{v}_\nu + 2B_{(\mu} \bar{v}_{\nu)} + 2C_{\mu\nu},
\]

where

\[
\phi \equiv \frac{1}{2} \xi_{\mu\nu} \bar{v}^\mu \bar{v}^\nu, \quad B^\mu \equiv -\gamma [\xi^\mu \bar{v}^\nu], \quad C_{\mu\nu} \equiv \frac{\bar{\gamma} [\xi_{\mu\nu}]}{2},
\]

\( \bar{v}^\mu \) is the normal vector field \((\bar{v}^\mu \bar{v}_\mu = -1)\) representing the Friedmann's isotropic observers, \( \bar{\gamma}_{\mu\nu} \equiv \bar{g}_{\mu\nu} + \bar{v}_\mu \bar{v}_\nu \) is the projector on the background space-like hypersurfaces, and \( \bar{\gamma} [T_{\mu_1 \ldots \mu_n}] = \bar{\gamma}_{\mu_1 \ldots \mu_n} \) is the over-bar designates the background variables. The physical tensors will have their indices raised and lowered by \( g_{\mu\nu} \), and the background ones by \( \bar{g}_{\mu\nu} \). Using the scalar, vector, and tensor decomposition (see \( \overline{\mathbf{R}} \)) we rewrite the metric perturbations as

\[
B_\mu = B_{||\mu} + B_\mu, \quad C_{\mu\nu} = \psi^\nu \xi_{\mu\nu} - \xi_{\mu} \xi_{\nu},
\]

where \( B^\mu_{||\mu} = F^\mu_{||\mu} = W^\mu_{||\mu} = W_\mu^\mu = 0 \). For a global foliation described by a normal vector field \( \bar{v}^\mu \) \((\bar{v}^\mu \bar{v}_\mu = -1)\) we have

\[
\nabla_{\bar{v}} \bar{v}_\mu = K_{\mu\nu} - \bar{v}_\mu \alpha_{\bar{v}},
\]

where \( \nabla_{\bar{v}} \) is the covariant derivative compatible with \( g_{\mu\nu} \), i.e., \( \nabla_{\bar{v}} g_{\mu\nu} = 0 \), \( K_{\mu\nu} \) is the extrinsic curvature, and \( \alpha_{\bar{v}} \) is the normal acceleration, i.e., \( \alpha_{\bar{v}} \equiv v^\rho \nabla_{\bar{v}} v_\rho \). The extrinsic curvature is decomposed as

\[
\Theta \equiv K^\mu_{\mu}, \quad \sigma_{\mu\nu} \equiv K_{\mu\nu} - \frac{\Theta}{3} \bar{\gamma}_{\mu\nu},
\]

where \( \sigma_{\mu\nu} \) is the shear tensor, and \( \Theta \) is the expansion factor. Note that we are considering global foliations, and therefore we have zero vorticity (see \( \overline{\mathbf{R}} \)). However, since the vorticity is influenced only by vector perturbations, this restriction will not affect the evaluation of the scalar perturbations. The spatial covariant derivative is thus defined by

\[
D_{\alpha} M_{\mu_1 \ldots \nu_n} = \gamma [\nabla_{\alpha} M_{\mu_1 \ldots \nu_n}],
\]

where the projector is defined analogously to the background one defined above, and will shall call spatial any geometrical object which satisfies \( \bar{\gamma} [A_{\mu}] = A_\mu \). The spatial covariant derivative compatible with \( \bar{\gamma}_{\mu\nu} \) defines the spatial Riemann curvature tensor

\[
[D_{\mu} D_{\nu} - D_{\nu} D_{\mu}] A_{\alpha} \equiv \mathcal{R}_{\mu\nu\alpha} \beta A_\beta,
\]

where \( A_\alpha \) is an arbitrary spatial field. For a Friedmann background we have that the extrinsic curvature and the spatial Ricci tensor are diagonal

\[
\bar{K}_{\mu\nu} = \Theta \bar{\gamma}_{\mu\nu}, \quad \bar{\mathcal{R}}_{\mu\nu} = 2\bar{K} \bar{\gamma}_{\mu\nu},
\]

with the expansion factor and the function \( \bar{K} \) being homogeneous, i.e., \( D_\mu \Theta = 0 = D_\mu \bar{K} \).

We define the spatial component of the perturbed normal field \( v_\mu \) as \( v_\mu \equiv \bar{\gamma} [\delta v_\mu] \), where the \( \delta \) of a geometrical object \( T \) is defined as \( \delta T = T - \mathcal{T} \). For scalar perturbations, \( \delta v_\mu = D_\mu \mathcal{V} \). Using these definitions, it is easy to show that for any scalar quantity \( \varphi \), its gradient \( D_\mu \varphi \) at first order can be expressed as

\[
\delta (D_\mu \varphi) = \psi \dot{\varphi} + \bar{D}_\mu \delta \varphi = \bar{D}_\mu (\mathcal{V} \dot{\varphi} + \delta \varphi),
\]

where the dot represents the time derivative, i.e.,

\[
\dot{\varphi} \equiv \bar{\gamma} [\mathcal{E} \varphi] = \bar{v}^\mu \nabla_{\bar{v}} \varphi,
\]

and the quantity in parenthesis is automatically gauge invariant. Using the result above, it is easy to calculate the covariant defined gauge invariant variables

\[
X_\mu \equiv \kappa D_\mu \rho, \quad Y_\mu \equiv \kappa D_\mu p, \quad Z_\mu \equiv D_\mu \Theta,
\]

where \( \kappa \equiv 8\pi G/c^4 \), and \( G \) is the gravitational constant.

For a barotropic perfect fluid, the Mukhanov-Sasaki equation \( \overline{\mathbf{R}} \) is enough to describe the dynamics. However, since this is a second order time derivative equation, we need two variables to completely describe the state of the system. The Mukhanov-Sasaki variable is defined as

\[
\zeta = \mathcal{U} - \frac{2\bar{K} \Psi}{\kappa (\rho + p)},
\]

where

\[
\mathcal{U} \equiv \psi + \frac{\Theta \mathcal{V}}{3}, \quad \Psi \equiv \psi - \frac{\Theta \delta \sigma^s}{3},
\]

and the scalar shear potential is defined through

\[
\delta \sigma_{\mu\nu} = \left( \bar{D}_{(\mu} \bar{D}_{\nu)} - \frac{\bar{\gamma}_{\mu\nu} \bar{D}^2}{3} \right) \delta \sigma^s + \delta \sigma^s (v_{||\mu}) + \bar{W}^\alpha_{\mu} \bar{\gamma}^s_{\alpha\nu},
\]

reading,

\[
\delta \sigma^s \equiv \left( B - \dot{\mathcal{E}} + \frac{2}{3} \Theta \mathcal{E} \right), \quad \delta \sigma^{s\alpha} \equiv B^\alpha + \ddot{\mathcal{E}}^\alpha.
\]

The perturbation on the expansion factor gives

\[
\delta \Theta = \bar{D}^2 \delta \sigma^s + \dot{\Theta} \dot{\varphi} + 3 \psi.
\]
The perturbation on the spatial curvature scalar is
\[ \delta R = -4 \tilde{D}_\mu \tilde{D}^\mu \psi, \]
where we have defined the operator \( \tilde{D}_\mu \equiv \tilde{D}^2 + 3 \tilde{K} \).
Finally, the acceleration of the normal flow defined by \( \bar{\nu} \mu \)
is
\[ \delta a_\mu = -\tilde{D}_\mu \phi. \]  
(11)

The kinematic variables above are defined in the background foliation frame and are discussed in details in [6].

For the barotropic perfect fluid models we have
\[ \delta a_\mu = -\tilde{D}_\mu \phi. \]
(12)

The kinematic perturbations \( \delta R, \delta \sigma^a \) and \( \delta \Theta \) are defined in the background frame. Using the results from Appendix A of [6], it is easy to obtain the same variables in the fluid frame:
\[ \delta^2 R = \delta R - 4 \tilde{\Theta} \tilde{D}^2 \nu = -4 \left( \tilde{D}^2 U + 3 \tilde{K} \psi \right), \]
(14)
\[ \delta^2 \sigma^a = \delta \sigma^a + \nu, \]
(15)
\[ \delta \Theta = \delta \Theta + \tilde{D}^2 \nu = 3 \dot{\psi} + \tilde{\Theta} \phi + \tilde{D}^2 \delta \sigma^a, \]
(16)
\[ \delta^\mu a_\mu = \delta a_\mu + \tilde{D}_\mu \dot{\psi} = \tilde{D}_\mu (\dot{\psi} - \phi), \]  
(17)

For null spatial background curvature, the spatial curvature scalar and shear perturbations in the fluid frame are gauge invariant since their background values are null. In order to obtain the gauge invariant variable associated with \( \delta \Theta \), we could calculate \( Z_{\mu} \) directly. However, it is easier to use the time-space projection of the Einstein’s equation, i.e.,
\[ \gamma [G_{\nu \mu}] = D_\nu \sigma_{\rho \mu} - \frac{2}{3} D_\mu \Theta = 0, \]  
(18)
where the right hand side is null because we are in the fluid frame. Therefore, at first order we have
\[ Z_{\mu} = \frac{3}{2} D_\nu \sigma_{\rho \mu} \approx \tilde{D}_\mu \tilde{D}^2 \delta \sigma^a. \]  
(19)

The acceleration can also be simplified by using the spatial projection of the energy momentum conservation, i.e.,
\[ \gamma [\nabla_\nu T_{\rho \mu}] = (\rho + p) a_\mu + D_\mu p = 0. \]  
(20)

Hence, we have
\[ a_\mu = -\frac{c_s^2 X_\mu}{\kappa (\rho + p)}, \]  
(21)
where we used that, for a barotropic fluid, \( Y_\mu = c_s^2 X_\mu \)
where \( c_s^2 \) is the fluid speed of sound, i.e.,
\[ c_s^2 = \frac{\partial p}{\partial \rho}. \]

From the expressions above, we see that the only variable left to close the set is \( X_\mu \). Again, using the time-time projection of the Einstein equation we obtain,
\[ \frac{\mathcal{R}}{2} - \sigma^2 + \frac{\Theta^2}{3} = \kappa \rho. \]  
(22)

Thus, at first order \( X_\mu \) can be expressed as
\[ X_\mu \approx -2 \tilde{D}_\mu \tilde{D}^2 \left( \dot{\psi} - \frac{\Theta}{3} \delta \sigma^a \right). \]  
(23)

Finally, in K12 it is also used the following first order variable:
\[ R \equiv -\frac{\mathcal{R}}{2} + D_\alpha a^\alpha - 3 \sigma^2. \]  
(24)

Using the above results, we can write all the kinematic variables in terms of \( \zeta \) and \( \Psi \) as follows,
\[ \delta^2 R = -4 \tilde{D}^2 \zeta, \quad \delta^2 \sigma^a = \frac{3}{\Theta} (\zeta - \Psi), \]
\[ Z_{\mu} \approx \frac{3}{\Theta} \tilde{D}_\mu \tilde{D}^2 \left( \zeta - \Psi \right), \quad a_\mu \approx \frac{2 c_s^2 \tilde{D}_\mu \tilde{D}^2 \Psi}{\kappa (\rho + p)}, \]
\[ X_\mu \approx -2 \tilde{D}_\mu \tilde{D}^2 \Psi, \quad Y_\mu \approx -2 c_s^2 \tilde{D}_\mu \tilde{D}^2 \Psi, \]
\[ R \approx 2 \tilde{D}^2 \left( \zeta + \frac{c_s^2 \tilde{D}^2 \Psi}{\kappa (\rho + p)} \right). \]

\section{LINEARITY CONDITIONS}

Using the tools developed in the previous section, we can reanalyze the linearity conditions obtained in K12. Note, however, that the meaning of some expressions in K12 are not precisely defined. For example, the condition \( \varepsilon_2 \) given in Eq. (56) of K12 is written as
\[ \varepsilon_2 \equiv \frac{|\sigma^\gamma X_\gamma|}{|\kappa (\rho + p) Z_\mu|} \ll 1. \]

We understand that \( |V_\mu| \) is defined as \( |V_\mu| \equiv \sqrt{\gamma^\mu\nu V_\mu V_\nu} \)
for any spatial vector field \( V_\mu \). This is possible since the spatial metric is positive definite and, as such, \( \gamma^\mu\nu V_\mu V_\nu \geq 0 \), where the inequality is saturated only when \( V_\mu \) is null.

\footnote{The fluid frame is defined by the time-like eigenvector of the energy momentum tensor. The expressions for the perturbations in an arbitrary frame are given by Eqs. (A7), (A14), (A16) and (A30) of [6] respectively for acceleration, shear, expansion factor and spatial curvature scalar.}

\footnote{This expression was originally defined in Eq. (32) of [6]. This variable is first order only when the background is considered flat.}
A. Conditions for Scalar Perturbations

Using Eqs. (25), we can map the conditions directly in terms of $\zeta$ and $\Psi$. However, we still need to deal with the additional spatial derivatives of $\zeta$ and $\Psi$. The eigenfunctions $Q_i$ of the Laplace-Beltrami operator $\bar{D}^2$ provide a natural basis for the decomposition of these functions. Thus, decomposing both functions we have

$$\Psi = \sum_i \Psi_i Q_i, \quad \zeta = \sum_i \zeta_i Q_i,$$

where $\sum_i$ represent all sums and integrals necessary. Their Laplacian can be calculated as follows,

$$\bar{D}^2 \Psi = - \sum_i k_i^2 \Psi_i Q_i, \quad \bar{D}^2 \zeta = - \sum_i k_i^2 \zeta_i Q_i,$$

where $k_i^2 \equiv \delta_{ij} k_j^i k_j^j$, and $k_i^j$ is the wave vector. The first order shear perturbation $\delta\sigma_{\mu\nu}$ has its norm given by

$$|\delta\sigma_{\mu\nu}|^2 = \sum_{ij} \left( (\delta_{ij} k_j^i k_j^j - \frac{k_i^2 k_j^2}{3}) \right) \delta\sigma^i \delta\sigma^j Q_i Q_j,$$

$$\leq \sum_{ij} \left( \frac{2 k_i^2 k_j^2}{3} \right) \delta\sigma^i \delta\sigma^j Q_i Q_j = \frac{2}{3} (\bar{D}^2 \delta\sigma)^2,$$

where we used the Cauchy-Schwarz inequality to write $(k_i^j k_j^j)^2 \leq k_i^2 k_i^i$. Thus, we can substitute $\delta\sigma_{\mu\nu}$ by $\sqrt{2} \kappa_{\mu\nu} \bar{D}^2 \delta\sigma^i / 3$ when comparing second and first order terms. Using this result and the map given by Eqs. (25), the condition $\varepsilon_2$ can be written as

$$\varepsilon_2 \leq \frac{2 \sqrt{2} |\bar{D}^2 (\zeta - \Psi) \bar{D}_\mu \bar{D}^2 \Psi|}{3 |D_\mu D^2 (\zeta - \Psi)|}$$.  \hfill (26)

If we are working with an explicit cut-off in the modes, we define $k_{\text{max}}$ as the largest eigenvalue. Without a cut-off, we take in the sums above the values of $i$ which give the maximum value of $|k_i^2 \Psi_i Q_i|$ and $|k_i^2 \zeta_i Q_i|$. From these two values, we choose the one which gives the largest eigenvalue as $k_{\text{max}}$. Note also that $k_i^2 = -2\Theta k_i^2 / 3$, and for this reason we define

$$k_{\text{max}}^2 = x^{-2} k_{\text{max}}^2, \quad \dot{k}_{\text{max}}^2 = 0,$$

where $x = a_0 / a$, $a$ is the background scale factor, $3\dot{a} / a = \Theta$, and $a_0$ is the scale factor at a fixed time. We say that a mode $i$ is in super Hubble evolution when the potential that drives its evolution becomes larger than $k_i^2$. Since the eigenvalues are arranged in a monotonically increasing sequence we say that a perturbation is in a super Hubble evolution when the largest mode $k_{\text{max}}$ enters in super Hubble evolution.

In order to evaluate the super Hubble behavior of Eq. (26), and recalling that the square spatial norm of any vector field $V_\mu$, $|V_\mu|^2 = V_\mu V^\nu \gamma^\mu\nu$, contains a $\gamma^\mu\nu$ which evolves proportionally to $x^2$, we write $\varepsilon_2$ as

$$\varepsilon_2 \leq f_2 \frac{|\bar{D}_\mu \bar{D}^2 \Psi|}{|x \bar{D} (\zeta - \Psi)|}, \quad f_2 \equiv \frac{2 \sqrt{2} |x \bar{D}^2 (\zeta - \Psi)|}{3 |D_\mu D^2 (\zeta - \Psi)|}$$,  \hfill (27)

where the function $f_2$ in super Hubble evolution is constant in time. From Eqs. (10), (14), (18) and (40) in VPN12, we have the evolution of $\Psi$ and $\zeta$ in super Hubble scales for a single fluid, i.e.,

$$\Psi = \Psi_0 x^{(3+3\omega)/2}, \quad \zeta = \zeta_0 x^{3(1-\omega)/2},$$  \hfill (28)

where $\bar{w}$ is the equation of state parameter of the fluid ($\bar{w} = p/\bar{\rho}$), and the subscript $0$ refers to the function calculated at that same instant as $a_0$. Hence, for these models we obtain

$$\varepsilon_2 \leq f_2 \frac{|(\bar{D}_\mu \bar{D}^2 \Psi)_0|}{|x|} x^{3(1-\omega)/2}. \hfill (29)$$

For radiation we have $\varepsilon_2 \propto x \propto a^{-1}$, the same result as K12. This is exactly what we have already obtained in VPN12. There we have also shown that if $\zeta \ll 1$, then it would be enough to have Eq. (29) and all other linear conditions satisfied in order to keep the linear regime valid. For radiation, we have $\zeta = \zeta_0 x$. Hence, it is a crucial step to estimate whether $\zeta \ll 1$ cease to be valid in bouncing models in order to check the validity of the linear regime. The maximum value of $\zeta$ happens at the bounce. In that case, from Eqs. (12, 13, 18, 41) of VPN12 and from Ref. 11, one obtains that the modes of $\zeta$ during the super Hubble evolution have their power spectrum given by

$$\Delta^2_{\zeta, b} = n^2 \left( \frac{L_b}{R_H} \right)^2 k_n^{-1} x^{3(1-\omega)},$$

where $n$ is a mode independent constant, $L_b \equiv \sqrt{\kappa c}$ is the Plank length, $R_H = c/H_0$ is the present Hubble radius, $n_s$ is the scalar spectral index, and $k_i$ is in Hubble radius units.

The constant $n$ depends on the equation of state parameter $w_0$ of the matter content which is dominating the background when the scales of cosmological interest today are getting bigger than the curvature scale of the universe in the contracting phase. In order to have $n_s \approx 1$, one has to have $|w_0| \approx 0$, and the matter content should be like cold dark matter. If this matter content is described by a hydrodynamical fluid, then $n \approx w_0 - 1/4(1+3w_0) \approx w_0^{-3/4} \gg 1$.

\footnote{The eigenfunctions are defined by $\bar{D}^2 Q_i = -k_i^2 Q_i$, where $i$ represents the collection of indexes for the mode functions and $k_i$ their eigenvalues.}

\footnote{For an asymmetric bounce, the constant $n$ can also be large if the contracting Hubble rate is larger then the expanding one at the same value of the scale factor, or if there is particle creation near the bounce.}
The variance of $\zeta$ at a given point at the bounce can be evaluated from the above expression, and it is given by
\[
\langle \zeta^2 \rangle_b = \int_{k_{\text{min}}}^{k_{\text{max}}} \Delta \zeta \Delta k, \quad \approx \frac{n^2}{|n_s - 1|} \left( \frac{l_p}{R_H} \right)^2 x_b^{3(1-w)} \left| k_{\text{max}} - k_{\text{min}} \right|, \quad (30)
\]
where $k_{\text{min}}$ represents the largest observable wavelength. In the last line above we considered $n_s \approx 1$ but smaller, as observations indicate, and $k_{\text{min}} \approx 1$. Then we expect that
\[
\zeta_b \approx \frac{n x_b^{3(1-w)/2}}{|n_s - 1|} \approx \frac{n}{|n_s - 1|} 10^{-6} x_b^{3(1-w)/2},
\]
within some standard deviations. As $\zeta$ remains constant afterwards, $\zeta_b$ is its maximum value then, and it is constrained by observations to be $\zeta_b \approx 10^{-5} \approx \zeta_b$. Hence, if this condition is satisfied, we are guaranteed that perturbations remain linear all along.

We must now see what constraints on the bouncing background this condition implies. For the case of a radiation dominated bounce, one has that
\[
\zeta_b \approx \frac{n x_b^{3(1-w)/2}}{|n_s - 1|} \approx \frac{n}{|n_s - 1|} 10^{-5} x_b^{3(1-w)/2}, \quad (31)
\]
where $a_b$ is the value of the scale factor at the bounce. Hence we have $a_0/a_b < 10^{54}/n$, where we have assumed the observed value $|n_s - 1| \approx 10^{-2}$. As we have seen above, for a dust dominated contraction $n \gg 1$ ($|w_0| \approx 0$). Hence, depending on the value of $w_0$, one can obtain the reasonable interval $10^{12} < a_0/a_b < 10^{-5}$, where the bounce happens at energy scales above nucleosynthesis and below Planck energy scales.

The discussion above shows that the amplitude of $\zeta$ is controlled even for very deep bounces. In fact, contrary to usual intuition, if it were not for the factor $n$ above, even a bounce at Planck energy scale would lead to perturbation amplitudes much less then the ones observed from the CMB anisotropies, $\zeta_b \approx 10^{-5}$. Hence, all linearity conditions will be largely satisfied at the bounce itself and for any $x = a_0/a$ smaller than $x_b$. Such discussion is missing in K12, where the value of $\varepsilon_2$ is not estimated at any time, only the growth rate is obtained for the super Hubble scales. Then, from this result it is mistakenly concluded, in the abstract of K12, that the linearity conditions will not be satisfied near the bounce phase.

Note also that with the scale factor behavior of $\sigma^S$ given in Eq. (94) of K12,
\[
\sigma^S = \Sigma^{(1)}S a^{-1} + \Sigma^{(2)}S a^2,
\]
one would not have obtained the correct scale factor dependence of $\varepsilon_2$. In fact, Eq. (94) of K12 is not correct because it is in contradiction with the constraint given in Eq. (18) [Eq. (53) in K12], which implies that
\[
\sigma^S = \frac{Z^{(1)}}{k} a^{-3} + \frac{Z^{(2)}}{k} a^{-1},
\]
However, as K12 considered all kinds of perturbations (scalar, vector and tensor) when calculating the shear, and, since the tensor part grows as $a^{-3}$, he finally obtained the correct result for $\varepsilon_2$ in the radiation case.

For the dust fluid, we calculated above that $\varepsilon_2 \propto a^{-3/2}$, while in K12 it was obtained that $\varepsilon_2 \propto a^{-3/2} \ln(a)$. However, it is easy to see that K12 is not correct: as in the radiation case, the scale factor dependence of $\sigma^S$ was also mistakenly calculated in K12,
\[
\sigma^S = \Sigma^{(1)}S a^{-3} \ln(a) + \Sigma^{(2)}S a^{1/2},
\]
which is in sharp contradiction with the constraint
\[
\sigma^S = \frac{Z^{(1)}}{k} a^{-3} + \frac{Z^{(2)}}{k} a^{-1/2},
\]
which would give the correct growth rate for $\varepsilon_2 \propto a^{-3/2}$ for the dust fluid.

Note also that, for both matter contents, the growth rate of the shear is $a^{-3}$. This is exactly what one obtains from Eq. (25) and Eq. (28), which gives $\delta \sigma^S \propto x$ and, therefore, $\delta \sigma_{\mu\nu} \propto \delta \sigma_{\mu\nu}(a_0)a^{-3}$. This growth rate for the shear is commonly called anisotropy problem in bouncing models (see, for instance, [5] and references therein). The problem appears when one confront the growth rate of $\Theta^2 \propto x^{3(1-w)}$ and $\delta^2 \propto x^6$. Hence, for any contracting phase, the shear grows faster than the fluid has equation of state less than that of a stiff matter, i.e., $w < 1$.

However, when the shear arises from perturbations generated by quantum vacuum fluctuations, this problem does not appears. In this case, $\sigma^2$ is a second order variable, while $\Theta^2$ is a zero order one. Hence, using Eqs. (25) and (28), one obtains that (for the case of radiation domination at the bounce, which implies $\Theta^2 \propto x^4$)
\[
\frac{\sigma^2}{\Theta^2} \approx \left( \frac{l_p}{R_H} \right)^2 x^2 \approx 10^{-12} x^2, \quad \sigma^2 \approx \left( \frac{l_p}{R_H} \right)^2 x^2 \leq 10^{-8},
\]
Hence, with respect to the shear, a Friedmann background plus initial quantum vacuum fluctuations can accommodate a wide class of bouncing models without appealing to any fine tuning.

The next condition $\varepsilon_2$ can be written as
\[
\varepsilon_2 \equiv \frac{2|\text{Re}a_{\mu}|}{|X_\mu|} = \left| \frac{4\zeta^2 D^2}{\kappa(\bar{\rho} + \bar{p})} \left( \zeta + \frac{\bar{c}^2 D^2 \Psi}{\kappa(\bar{\rho} + \bar{p})} \right) \right| \ll 1.
\]
It provides a much less stringent constraint on the contracting phase. Using Eq. (28), we obtain
\[
\varepsilon_3 \equiv \left| \int \left[ \frac{4\zeta^2 D^2}{\kappa(\bar{\rho} + \bar{p})} \left( \zeta + \frac{\bar{c}^2 D^2 \Psi}{\kappa(\bar{\rho} + \bar{p})} \right) \right]_0 x^{(1-9w)/2},
\]
In the radiation case, we have $\varepsilon_3 \propto a$. These results do not agree with that of K12. This mistake of K12 happens because in Eq. (106) of K12 the second order term in $X$ was used to calculate its growth. However, this is the same as comparing a third order term $\sigma^2 a_\mu$ with a first order one $X_{\mu}$, which leads naturally to a faster growth rate. If one had used the correct first order term $Ax^{-3}$ (in the notation of K12), the correct growth rate of $\varepsilon_3 \propto a$ would have been obtained.

For the radiation case, we have
\[
\varepsilon_5 \equiv \left| \frac{4D_\mu a^2}{X_{\mu}} \right| \leq \frac{12}{\Theta^2} \left| \frac{\bar{D}_{\mu} \bar{D}_2 (\zeta - \Psi) \bar{D}_2 (\zeta - \Psi)}{\bar{D}_\mu \bar{D}_\nu \bar{D}_\nu} \right|,
\]
\[
\varepsilon_7 \equiv \left| \frac{2\sigma^\mu \sigma^\nu \ell_{\mu\nu}}{|X_{\mu}|} \right| \leq \frac{3\sqrt{2}}{\Theta^2} \left| \frac{\bar{D}_\mu \bar{D}_2 (\zeta - \Psi) \bar{D}_2 (\zeta - \Psi)}{\bar{D}_\mu \bar{D}_\nu \bar{D}_\nu} \right|.
\]

For the two cases analyzed here, dust and radiation, $\Psi$ grows faster than $\zeta$ and $\Theta \propto \rho$. In this case, both constraints are proportional to $\varepsilon_2$, i.e.,
\[
\varepsilon_5 \propto \varepsilon_7 \propto \varepsilon_2 \propto x^{3(1-\omega)/2}.
\]

For this reason, these constraints do not add new restrictions to the gauge invariant variables.

The other set of constraints in K12 were obtained by comparing the second order with $D_\mu D_\nu a^\nu$ instead of $X_{\mu}/2$. Since these two quantities are proportional to each other, we can write
\[
\bar{\varepsilon}_a = \frac{|X_{\mu}|}{2|D_\mu D_\nu a^\nu|} \varepsilon_a,
\]
(32)

for $a = 3, 5, 7$. This add an additional factor of
\[
\frac{\kappa (\bar{\rho} + \bar{p}) \bar{D}_\mu \bar{D}_2 \Psi}{2 \bar{\epsilon}^2 \bar{D}_\mu \bar{D}_2 \bar{D}_2 \bar{D}_\nu \bar{D}_\nu} = \left[ \frac{\kappa (\bar{\rho} + \bar{p}) \bar{D}_\mu \bar{D}_2 \Psi}{2 \bar{\epsilon}^2 \bar{D}_\mu \bar{D}_2 \bar{D}_2 \bar{D}_\nu \bar{D}_\nu} \right]_0 x^{1+3\omega}.
\]

This implies an additional factor in the constraint proportional to $a^{-2}$ and $a^{-3}$ for radiation and dust, respectively. These conditions grow faster than the first case. Notwithstanding, only one set must be fulfilled, since one must compare the second order terms with the largest first order ones.

The calculations above showed that the original conclusions of VPN12 are correct. The value of $\zeta$ (or the constant mode of $\Psi$) do not get larger than one near the bounce, and there is a gauge in which all perturbations remain small.

B. Conditions for Vector and Tensor Perturbations

In K12 the author also considered conditions mixing scalar, vector and tensor perturbations. These constraints are originated by the presence of vector and tensor perturbations in both the shear $\sigma_{\mu\nu}$ and the vorticity. For the tensor perturbations, it is easy to show that it also contributes to the shear with a factor which grows with $a^{-5}$. When considering the vacuum initial conditions for both scalar and tensor perturbations, the tensor contribution to the shear will also be of first order. In addition, for some class of models it is shown that the tensor amplitude is indeed smaller than the scalars' (see, for instance $\mathbb{E}$ [10]), hence, even if we consider its contribution to the shear, the constraints remain valid.

On the other hand, the vector perturbations have a very simple evolution. However, this fact makes the quantization and the imposition of similar initial conditions for the vector modes a non straightforward procedure. Without a theory of initial conditions for them, the growth rate for the vector perturbations it is not of much use. Notwithstanding, one can heuristically assume that the initial conditions for the vector perturbations are also of the same order of the scalar and tensor perturbations. Then, in this case, the growth rate are not larger than that of $\zeta$ and, therefore, one can still use the value of $\zeta$ as a measure of the validity of the perturbative series.

IV. CONCLUDING REMARKS

We have shown in this comment that the constraints obtained by the comparison between second order and first order terms in the K12 paper reduce to those obtained in VPN12. The difference in the calculations arises from the complication introduced by the presence of spatial derivatives in the K12 constraints, which we have treated. The idea of this comparison is interesting as a natural extension of our work VPN12. However, the conclusions of K12 are not new and some of them are not correct because estimates of the amplitudes of the perturbations are missing in K12, as we discussed throughout this paper. Hence, the conclusions of VPN12 are correct, namely, that cosmological perturbations of quantum mechanical origin in the contracting phase of a bouncing model can remain in the linear regime for a wide interval of energy scales of the bounce, ranging from the nucleosynthesis energy scale up to some few orders of magnitude below the Planck energy.
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5 Note that in Eqs. (110) and (112) of K12 there are typos, $\Omega^b_a$ should read $\Sigma^b_a$ in the expression for $\varepsilon_7$ and $\bar{\varepsilon}_7$. 
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