Vehicle Redistribution in Ride-Sourcing Markets using Convex Minimum Cost Flows

Renos Karamanis, Eleftherios Anastasiadis, Marc Stettler and Panagiotis Angeloudis

Abstract—Ride-sourcing platforms often face imbalances in the demand and supply of rides across areas in their operating road-networks. As such, dynamic pricing methods have been used to mediate these demand asymmetries through surge price multipliers, thus incentivising higher driver participation in the market. However, the anticipated commercialisation of autonomous vehicles could transform the current ride-sourcing platforms to fleet operators. The absence of human drivers fosters the need for empty vehicle management to address any vehicle supply deficiencies. Proactive redistribution using integer programming and demand predictive models have been proposed in research to address this problem. A shortcoming of existing models, however, is that they ignore the market structure and underlying customer choice behaviour. As such, current models do not capture the real value of redistribution. To resolve this, we formulate the vehicle redistribution problem as a non-linear minimum cost flow problem which accounts for the relationship of supply and demand of rides, by assuming a customer discrete choice model and a market structure. We demonstrate that this model can have a convex domain, and we introduce an edge splitting algorithm to solve a transformed convex minimum cost flow problem for vehicle redistribution. By testing our model using simulation, we show that our redistribution algorithm can decrease wait times by more than 50%, increase profit up to 10% with less than 20% increase in vehicle mileage. Our findings outline that the value of redistribution is contingent on localised market structure and customer behaviour.
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I. INTRODUCTION

Ride-sourcing companies, also referred to as Transportation Network Companies (TNCs) gradually dominated the pre-existing taxi market over the past decade, with evidence of their immense success stipulated in market analytics of urban transport data such as in New York City [1]. TNCs often encounter imbalances in the supply and demand for rides. Such imbalances can increase customer wait times in areas where there is an under-supply of drivers, thereby decreasing the quality of service and the popularity of the platform. To mediate this effect, TNCs apply dynamic pricing strategies, usually in the form of variable surge pricing multipliers [2]. These dynamic pricing strategies by design motivate drivers to redistribute to under-served areas and suppress demand from customers whom their willingness to pay is exceeded [3].

The anticipated launch of autonomous vehicles in TNC services to cut operational costs could transform TNCs from matching platforms to fleet operators having complete control of the supply [4]. In such a scenario, currently implemented dynamic pricing strategies would still suppress demand [5], but TNCs, as fleet owners, would need to decide vehicle redistribution operations. Generally, in the absence of drivers entering the market proactively by knowing historical surge pricing patterns [2], autonomous vehicle ride-sourcing operators would need to manage their fleet effectively, to alleviate any asymmetries of demand across road-networks.

Fleet management, and especially empty vehicle redistribution, although not prevalent in ride-sourcing markets, has been an established practice in shared mobility (bike and car-sharing) [6], [7]. In existing shared mobility schemes, vehicle redistribution is carried out by dedicated staff. In the case of autonomous ride-sourcing, platforms would be able to instruct vehicles to self-relocate, thereby avoiding dedicated staff costs. TNCs could also proactively decide vehicle redistribution operations by exploiting the diverse area of predictive algorithms and existing data.

Nonetheless, this seamless autonomous vehicle relocation would endure mileage costs. Besides, increased fleet mileage can induce externalities such as congestion subject to fleet adoption rates [8]. Furthermore, as ride-sourcing markets are competitive, and travellers encounter alternative options, redistributed vehicles in an area are not guaranteed an assignment. Consequently, vehicle redistribution models which take account of relocation costs, local market structure and travel behaviour are paramount in assessing the value of vehicle redistribution to autonomous ride-sourcing platforms.

Research on taxi economics, such as the work in [9], has been seminal in influencing the implementation of spatio-temporal characteristics when modelling taxi markets. The authors in [9] did assume the flow of taxis in neighbouring areas; however, the work focused on evaluating system performance metrics for regulatory frameworks. Later studies also considered optimizing redistribution in shared mobility schemes such as bike-sharing or car-sharing [4] fleets [6], [7], [11], [12].

The structural differences between ride-sourcing and traditional vehicle sharing schemes prohibited the direct application of such models in the ride-sourcing market. Vehicle redistribution for ride-sourcing/taxi markets became popular alongside the concept of autonomy. As a consequence, researchers inves-

1 For a comprehensive review of vehicle redistribution algorithms for car-sharing we refer readers to [10].

2 In traditional shared mobility schemes vehicles are usually parked at designated stations, and dedicated staff performs the relocation. Also, vehicles are usually booked in advance.
We transform the non-linear model to the convex minimum cost flow problem and solve it using an edge-splitting pseudo-polynomial algorithm.

Our contribution is summarised as follows:

1. We incorporate customer behaviour and local competition to account for the notion of diminishing returns in the vehicle redistribution problem.
2. We model the vehicle redistribution problem as a Non-Linear Minimum Cost Flow problem.
3. We derive a convex space for the problem and transform it into a Convex Minimum Cost Flow Problem, which is solved using a pseudo-polynomial algorithm edge splitting algorithm.

The remainder of this paper is structured as follows: In section II we outline the structure of our proposed vehicle redistribution model as a non-linear minimum cost flow model. We then prove the existence of a convex region and present our edge-splitting solution algorithm. In section III we test our redistribution methodology in an agent-based model by using taxi data from New York City. Conclusions and recommendations for further work are provided in section IV.

II. METHODOLOGY

A. Vehicle Redistribution Problem

We consider an autonomous vehicle ride-sourcing fleet operator, opposed with the problem of identifying an allocation of vehicles to various operations to minimise the fleet’s operational cost. The fleet operator identifies allocations of the vehicles at regular decision periods and operates in an urban road network split into different clusters.

Immediately before the allocation decision, the operator identifies the vehicle counts in each cluster, including the vehicles soon to be located in each area. At each decision epoch, the fleet operator needs to allocate the vehicles in each cluster into three possible operational states; available for trip allocation, empty redistribution, or idle.

Vehicles assigned for trip allocation are immediately available for trip requests originating from their existing cluster, and their number depends on demand estimates for the commencing period. Empty redistribution refers to vehicles allocated for empty travel to other clusters to satisfy demand.
estimates for the commencing and subsequent periods. Finally, idle vehicles remain inactive in their initial cluster for the commencing period and act as reserve capacity for the fleet if required.

Consequently, vehicles are allocated from their initial state and clusters into the various operations at the beginning of the decision period and end up in updated states and clusters for the subsequent period. For convenience, we refer to the updated vehicle states as resulting states and the operational states as decision states.

We define the set of road network clusters $J$ and assume the fleet operator has estimates of the total demand $Z_{ij}^t$ from cluster $i$ to cluster $j$ for each $i, j \in J$ and for every time epoch $t \in T$. We assume the mean utility of travel in time epoch $t$ for autonomous ride-sourcing trips from cluster $i$ to cluster $j$ is realised using the following generalised cost function:

$$g_{ij}^t(x) = -\nu(w_{ij}^t(x) + r_{ij}^t) - pr_{ij}^t \quad \forall i,j \in J, \forall t \in T \quad (1)$$

Where $\nu$ in (1) is the mean value of time of the ride-sourcing travellers, $w_{ij}^t(x)$ is the average wait time from request to pick up for a trip originating in cluster $i$ and terminating in cluster $j$ at period $t$ for a supply of vehicles $x$, $r_{ij}^t$ is the average travel time from cluster $i$ to cluster $j$ during period $t$ and $p$ is the price per time for the service.

The studies in [24], [25] and [26] derived estimates of the pickup wait time which are inversely proportional to the square root of idle vehicles in an area over a time interval. This relationship is consistent across the literature and takes the form of the logistic function. Equation (4) is a scaled version of the sigmoid function in (3). Consequently, due to its non-linearity and monotonically increasing nature, the function for the number of travellers choosing the service $N_{ij}^t(x)$ does not necessarily match the supply of vehicles $x$.

### B. Non-Linear Minimum Cost Flow Formulation

The logic defined in equations (1)-(4), represents the aggregated model which the fleet operator uses to estimate trips from and to each cluster. The number of travellers choosing the ride-sourcing service, however, is contingent on the redistribution strategy and the vehicle supply, which shapes the service quality defined in equation (2).

We, therefore, propose a minimum cost flow formulation in the form of resource allocation to solve the vehicle redistribution problem described in section II-A. Consider a directed acyclic graph $G = (V, E)$, with $V$ and $E$ representing the sets of graph vertices and edges respectively. The set of vertices $V$ consists of three subsets $A, B, C$, representing the initial states, decision states and resulting states respectively, such that $V = A \cup B \cup C$.

For initial state vertices, we consider the numbers of available vehicles at the beginning of epoch $t$ at each cluster. We also subdivide the decision state vertices into the subsets $K, L, M$ of trip, redistribution and idle states respectively, such that $B = K \cup L \cup M$. For resulting states, we consider the numbers of available vehicles at the beginning of epoch $t + 1$ at each cluster. We associate vertices in each set with the set of road network clusters $J$ such that $|A| = |K| = |L| = |M| = |C| = |J|$. Consequently, the cardinality $n$ of the set $V$ of vertices is $n = |V| = 3|J|$.

A graph edge $(i,j) \in E$ between two vertices $i,j \in V$, represents the change from state $i$ to state $j$ due to allocation decisions. Figure 1 outlines an example of our proposed resource allocation graph with two clusters. We assume vertices in $A$ have directed edges which connect to the vertices in $B$ only in their respective cluster, with a direction from $A$ to $B$. Consequently, there are three edges from vertices in $A$ to vertices in $B$ for each cluster.

We further assume edges between vertices in $B$ and $C$. Each vertex in $K$ connects to all vertices in $C$. For redistribution edges starting from vertices in $L$ and terminating to vertices in $C$, we exclude edges which start and terminate in the same cluster. Finally, for each cluster, we assume an edge from the corresponding cluster vertex in $M$ to the corresponding cluster vertex in $C$. As such the cardinality $m$ of the set of edges $E$ is $m = |E| = 3|J| + |J|^2 + |J|(|J| - 1) + |J| = |J|(2|J| + 3)$.

To assist our minimum cost flow formulation, we introduce the following functions on $E$: a lower bound $l_{ij} \geq 0$, a capacity $u_{ij} \geq l_{ij}$ and a cost $c_{ij}$ for each $(i,j) \in E$. Furthermore,
we introduce the balance vector function $b : V \rightarrow \mathbb{Z}$ which associates integer numbers with each vertex in $V$. We assume the following holds:

$$\sum_{v \in V} b(v) = 0 \quad (5)$$

We denote the flow in graph $G$ as a function $x : E \rightarrow \mathbb{Z}^\geq 0$ on the edge set of $G$, such that the value of the flow on edge $(i, j)$ is $x_{ij}$. The balance vector function $b(v)$ for each $v \in V$ is the difference between the flow in edges of out-degree of $v$ and the flow in edges of in-degree of $v$. As such, the balance vector $b$ is the following function on the vertices:

$$b(j) = \sum_{i: ij \in E} x_{ji} - \sum_{i: ji \in E} x_{ij} \quad \forall j \in V \quad (6)$$

We classify vertices with $b(v) > 0$ as source vertices, whereas vertices with $b(v) < 0$ are sink vertices. Otherwise, if a vertex has $b(v) = 0$ we call that vertex balanced. Consequently, a flow $x$ in $G$ is feasible if $l_{ij} \leq x_{ij} \leq u_{ij}$ for all $(i, j) \in E$ and equations (5) and (6) hold for all vertices $v \in V$. Considering our redistribution problem introduced in Section II-A, we can regard the redistribution vertices $v \in A$ as source vertices since these constitute the initial states of all vehicles in the fleet. In a similar fashion, the vertices in $C$ can be identified as sinks, however; their balance vectors cannot be defined in advance, as certain demand requirements might lead to violation of (5).

The balance vector function values for sink nodes are related to the demand for trips towards each cluster in the road network. As the minimum cost formulation for solving the resource allocation problem would adhere that a feasible flow satisfies equations (5) and (6), we transform our graph from a multi-source, multi-sink to a multi-source, single-sink one. To do so, we introduce the set of vertices $D$, for which $|D| = |J|$ such that there is one vertex from set $D$ in each cluster. We also introduce sink vertex $t$ for which $t \cap J = \emptyset$. Vertices in $D$ denote demand satisfiability for the subsequent period. Consequently we have $V \leftarrow V \cup (D \cup t)$.

Vertices from $C$ are connected with edges to vertices in $D$ in each cluster, to denote that vehicles which terminate their tasks or are idle in a cluster during a time epoch, could be available if needed in the same cluster for the subsequent period. Furthermore, to account for excess vehicles for subsequent demand, we also consider directed edges from all vertices in $C$ to the sink vertex $t$. We transfer the flow from vertices in $D$ to the sink vertex $t$ by including additional directed edges between them.

Edges starting from vertex sets $K$ to $C$ in each cluster as shown in Figure 1 represent trip edges. If we focus on an individual cluster, the vehicle flow through these edges originates from the same cluster and aims to satisfy the demand for the commencing period. However, depending on geographical proximity, redistributing vehicles from other areas might arrive in the cluster before the end of the commencing period. As a consequence, redistributing vehicles could be exposed to a portion of the demand originating from the cluster during the commencing period.

The above description implies that within a period, in each cluster, there can be variable supply levels exposed to variable demand portions due to the mixing of redistributing vehicles from different clusters. This behaviour is captured in the formulation of the rebalancing problem in [21]. To account for the intra-period redistribution mixing, we introduce additional sets of vertices and edges to the network described in Figure 1 between the vertex sets of $B$ and $C$. Specifically, in each cluster, we add vertices representing the arrival of vehicle flow from redistributing vertices $L$ from other clusters. As a consequence, we add $|J| - 1$ vertices in each cluster. These additional vertices are extensions to the vertex subset $K$ since they are trip vertices.

We then connect each additional edge in $K$ with a redistribution vertex in $L$ from other clusters, resulting in $|J|(|J| - 1)$ additional edges. We also connect each additional edge in $K$ with all vertices in $C$, resulting in $|J|^2(|J| - 1)$ additional edges. Furthermore, to model the vehicle mixing with vehicles already in each cluster, we need to add edges from the original vertices in $K$, to the additional vertices in $K$. To do so, we identify the sequence of vehicle mixing using a sorted list of the arrival times in each cluster.

For convenience, in each cluster $i$ in $J$, we denote original vertices in $K$ as $K'_i$. As the arrival of vehicles from other clusters has a cumulative effect on the supply in each cluster, we denote the additional vertices in $K$ using the sequence of arrivals. For example, if vehicles from $L_j$ arrive in cluster $i$ before vehicles from $L_k$ for $i, j, k$ in $J$, we denote the vertices corresponding to the mixing of vehicles as $K_{ij}$ and $K_{ijk}$, for redistribution occurring from clusters $j$ and $k$ respectively. Finally, to complete the mixing, in each cluster, we introduce $|J| - 1$ edges between the intra-cluster vertices in $K$ according to the sequence of arrivals. Revisiting the above example, in cluster $i$, directed edges are introduced from $K'_i$ to $K_{ij}$ and from $K_{ij}$ to $K_{ijk}$. An outline of the transformed graph is shown in Figure 2. As such, the following equations hold:
To assist our notation, we define a function \( n : V \rightarrow J \), which maps vertices of the resource allocation network to clusters in \( J \). Furthermore, to simplify set notation for edges, we define the edge sets \( A, B, C, D, E \in E \). These edge sets represent the trip, future trip, redistribution, idle and zero cost edges respectively, as described in Figure 2. As such, we define the cost functions for the edges in the graph as follows:

\[
b(v) > 0 \quad \forall v \in A \tag{7}
\]

\[
b(v) = 0 \quad \forall v \in B \cup C \cup D \tag{8}
\]

\[
b(t) < 0 \tag{9}
\]

Equations (10)-(12) define the cost functions for edges directed from decision state vertices \( B \) to vertices in \( C \). Equation (10) can have a negative sign, as the revenues from trip allocations with a supply of \( x_{ij} \) in the next epoch are subtracted from the cost using function \( h_{ij}(x_{ij}) \). Parameter \( r_{n(i)n(j)}^1 \) is the average travel time between the clusters \( n(i) \) and \( n(j) \) of vertices \( i \) and \( j \) at the initial epoch as introduced in equation (1), and \( C_M \) is the cost of a moving vehicle per time. Consequently, equation (11) defines the cost of redistribution for vehicles. Equation (12) defines the cost of idle vehicles, with \( C_I \) to denote the cost of an idle vehicle per period.

Equation (13), is similar to equation (10) but subtracts the revenues from potential trips in the subsequent period from the costs, depending on vehicle supply, using function \( f_{ij}(x_{ij}) \). Finally, we set the cost to zero for the remaining edges. Functions \( h_{ij}(x_{ij}) \) and \( f_{ij}(x_{ij}) \) in equations (10) and (13) are outlined in the following equations:

\[
h_{ij}(x_{ij}) = -\phi_{ij} N_{n(i)n(j)}^1 x_{ij} p_{n(i)n(j)}^1 + C_M r_{n(i)n(j)}^1 x_{ij} \quad \forall (i, j) \in A \tag{15}
\]

\[
f_{ij}(x_{ij}) = \sum_{m \in J} \left( -N_{n(i)m}^2 \frac{x_{ij}}{|J|} p_{n(i)m}^2 + C_M r_{n(i)m}^2 x_{ij} \right) \quad \forall (i, j) \in B \tag{16}
\]

As observed in equations (15) and (16), both functions utilise \( N_{ij}^0(x) \), which refers to the number of travellers choosing the service given a supply of vehicles \( x \) introduced in equation (4). Parameter \( p \) is the revenue per time for each vehicle as in equation (1), \( r_{ij}^t \) is the travel time between clusters \( i \) and \( j \) during epoch \( t \) as in equations (10) and (11). To accommodate vehicle mixing from redistribution, we factor the number of travellers \( N_{ij}^0(x) \) in equation (15) by a factor \( \phi_{ij} \in [0, 1] \) according to the arrival sequence of redistributing vehicles in each cluster. A visual demonstration of how the demand factor \( \phi_{ij} \) is calculated for each edge in \( A \) in a cluster is highlighted in Figure 3.

We further define the lower bounds of all vertices to zero and unbounded edge capacities as follows:

\[
l_{ij} = 0 \quad \forall (i, j) \in E \tag{17}
\]

\[
u_{ij} = \infty \quad \forall (i, j) \in E \tag{18}
\]

We also define the balance vectors for the source and sink vertices \( s \) and \( t \) as follows:

\[
b(i) = S_i \quad \forall i \in A \tag{19}
\]

Fig. 3. Example of how the demand factors \( \phi \) are calculated in cluster 1 of an instance with 3 clusters and decision epoch of length \( \tau \).
Parameter $S_i$ in (19) and (20) denotes the available vehicles $S_i$ in cluster $n(i)$ at the start of the current period.

As such, the vehicle redistribution problem introduced in section 11-A can be solved using the following nonlinear minimum cost flow optimization problem: Model 1:

\[
\begin{align*}
\text{minimize} & \quad \sum_{(i,j) \in E} c_{ij}(x_{ij}) \\
\text{subject to} & \quad x_{ij} \geq l_{ij} \quad \forall (i,j) \in E, \quad (21b) \\
& \quad x_{ij} \leq u_{ij} \quad \forall (i,j) \in E, \quad (21c) \\
& \quad b(j) = \sum_{i:j \in E} x_{ji} - \sum_{i:j \in E} x_{ij} \quad \forall j \in V, \quad (21d) \\
& \quad x_{ij} \in \mathbb{R}^{+} \quad \forall (i,j) \in E. \quad (21e)
\end{align*}
\]

Equations (21b)-(21e) ensure the flow of vehicles through each edge $(i,j)$ is within the specified lower and upper bounds respectively, as specified in equations (17) and (18). (21d) is the flow continuity constraint as specified in equation (6).

C. Convex Minimum Cost Flow Transformation

The objective function in (21a) is nonlinear, as a result of the costs for edges in $A$ and $B$. Such cost functions include the term $N^i_j(x)$ introduced in (4), of which its component $q^i_j(x)$ (eq. (2)) are nonlinear. Identifying the non-linearity of equation (15) is paramount for the choice of a solution method for Model 1. Classifying equation (15) as a sum of function (16) is a linear sum of equation (13) instances.

According to (26), equation (2) will result in minimum wait time up to the point of critical fleet size, when the number of idle vehicles $I^i_j(x)$ will be sufficient to sustain the rate of incoming requests. Including this notion in the cost, equations will result in increasing costs for trip edges up to the point of critical fleet size. Instead, to assist the solution process and reduce concavity, we choose the following relaxed version of equation (2) which can result in similar wait times for fleet sizes above the critical fleet size:

\[
w^i_j(x) = \frac{\alpha^t x_i x_j}{x + 1} \quad \forall i, j \in J, t \in T, x \in \mathbb{R}^{+} \quad (22)
\]

The parameter $\alpha^t$ can be determined by using linear least squares regression for specific values of $Z^i_j$ and pairs of $x$ and $w^i_j$ identified via ABM. To aid our analysis, we assume there is only one alternative ride-sourcing option which offers identical pricing rates and travel times, with a fixed wait time $\bar{w}$. We expect that the ride-sourcing platform prices its rides at a rate higher than its cost per time, such that $p > C_M$. We finally assume $Z^i_j$ is large enough to justify the cost of redistribution. For notation convenience, we omit any index notation $i, j, t$ in the proof of the following theorem.

Theorem 1. $h_{ij}(x_{ij})$ has an absolute minimum point in $x_{ij} \in [0, \infty]$.

Proof. We first consider the limit of $h(x)$ (eq. (15)) as $x \to \infty$. We note that $\lim_{x \to \infty} w(x) = 0$, therefore $\lim_{x \to \infty} g(x)$ is equal to some constant value $-r(\bar{r} + p)$. Consequently for $x \to \infty$, $q(x)$ converges to some finite maximum probability $p_{max}$. Since the upper bound of $q(x)$ is 1, $\lim_{x \to \infty} N(x) = Z$. It is therefore straightforward to deduce the following limit:

\[
\lim_{x \to \infty} h(x) = \infty \quad (23)
\]

We now consider the limit of $h(x)$ for $x \to 0^+$. For a large $Z$, $\lim_{x \to 0^+} w(x) = \alpha Z$, and $\lim_{x \to 0^+} g(x) = -\bar{v}(\alpha Z + r) - pr$. Due to the exponential nature of $q(x)$, for small values of $x$ (i.e. $x = 1$ for large $Z$), we have that $\lim_{x \to 0^+} q(x) = 0$ and consequently $\lim_{x \to 0^+} N(x) = 0$. Therefore we arrive to the following result:

\[
\lim_{x \to 0^+} h(x) = 0^+ \quad (24)
\]

Let us now explore the case of $q(x) = 0.5$. For $q(x) = 0.5$, $w(x) = \bar{w}$, therefore by rearranging the terms of $w(x)$, we have that $x = \frac{\alpha}{\bar{w}} Z - 1$. Since $q(x) = 0.5$, equation (15) results to $h(x) = -0.5Z\bar{p} + C_M r x$. Substituting $x$ with $\frac{\alpha}{\bar{w}} Z - 1$, and simplifying we have the following equation:

\[
h(x) = r \left( -0.5Z\bar{p} + C_M \left( \frac{\alpha}{\bar{w}} Z - 1 \right) \right) \quad (25)
\]

We know that the fleet operator chooses $p$ such that $p > C_M$ and we can scale $\alpha$, such that $\alpha < \bar{w}$ and $-0.5Z > \frac{C_M}{\bar{w}} (\frac{\alpha}{\bar{w}} Z - 1)$. Thus, by implementing the above inequalities, for $q(x) = 0.5$, the following relationship holds:

\[
h(x) < 0 \quad \forall x \in \mathbb{R}^+ \land q(x) = 0.5 \land \frac{C_M \alpha}{\bar{w}} \leq 0.5 \quad (26)
\]

Using equations (23) and (24), and by showing that $h(x)$ is negative for some $x \in \mathbb{R}^+$, we conclude that $h(x)$ has an absolute minimum point in $x \in [0, \infty]$.

Corollary 1. $h_{ij}(x_{ij})$ is convex for some domain $x_{ij} \in [x'_{ij}, x''_{ij}]$. Where $h_{ij}(x^*_{ij})$ is the absolute minimum value of $h_{ij}(x_{ij})$ for $x_{ij} \in \mathbb{R}^+$ and $x^*_{ij}$ is the largest value of $x_{ij}$ such that $h(x^*_{ij})$ is a non-stationary inflection point and $x^*_{ij} < x''_{ij}$.

Our aim is to identify and utilise the convexity of the domain $[x'_{ij}, x^*_{ij}]$ of each non-linear edge cost function to solve Model 1 as a convex minimum cost flow problem. In line with convexity, we replace the upper bounds $u_{ij}$ of each non-linear edge $(i,j)$ to the absolute minimum value $x^*_{ij}$. Therefore additional to equation (18), we introduce the following:

\[
u_{ij} = x^*_{ij} \quad \forall (i,j) \in A \cup B \quad (27)
\]

In a similar fashion, setting the lower bound $l_{ij}$ of any non-linear edge $(i,j)$ to the inflection point $x^*_{ij}$, would restrain our non-linear cost functions to the convex domain. Nonetheless, we refrain setting lower bounds to our problem to avoid potential infeasibility of Model 1. Instead, we split each non-linear cost function to a piece-wise one, with a linear part.
between \([0, x'_{ij}]\), and non-linear convex part between \([x'_{ij}, x''_{ij}]\). We linearise \(h_{ij}(x_{ij})\) between \([0, x'_{ij}]\) to avoid any concave parts of the cost misguiding our solution algorithm (Section II-D) towards non-optimal solutions.

As we will see in the next section (Section II-D), our proposed solution algorithm identifies optimal solutions of convex functions by incrementally moving from higher absolute values of the cost derivative \(\frac{dh_{ij}(x_{ij})}{dx_{ij}}\) towards values where the derivative approaches zero \((\frac{dh_{ij}(x'_{ij})}{dx_{ij}} = 0)\). Consequently, we set the equation of the linearised part \(h_{ij}^L(x_{ij})\) between \([0, x'_{ij}]\) for \(h_{ij}(x_{ij})\) to the equation of the tangent of \(h_{ij}(x_{ij})\) at \(x'_{ij}\) follows:

\[
h_{ij}^L(x_{ij}) = \frac{dh_{ij}(x'_{ij})}{dx_{ij}}x_{ij} - \frac{dh_{ij}(x'_{ij})}{dx_{ij}}x'_{ij} + h_{ij}(x'_{ij})
\]

Similarly, by performing the same procedure for \(f_{ij}(x_{ij})\) in equation \((16)\), the linearised part of the cost has the following form:

\[
f_{ij}^L(x_{ij}) = \frac{df_{ij}(x'_{ij})}{dx_{ij}}x_{ij} - \frac{df_{ij}(x'_{ij})}{dx_{ij}}x'_{ij} + f_{ij}(x'_{ij})
\]

We thereby introduce the following convex cost functions to replace equations \((10)\) and \((13)\) with equations \((30)\) and \((31)\) respectively:

\[
c_{ij}(x_{ij}) = h_{ij}^C(x_{ij}) \forall (i, j) \in A
\]

\[
c_{ij}(x_{ij}) = f_{ij}^C(x_{ij}) \forall (i, j) \in B
\]

The functions \(h_{ij}^C(x_{ij})\) and \(f_{ij}^C(x_{ij})\) in equations \((30)\) and \((31)\) respectively have the following form:

\[
h_{ij}^C(x_{ij}) = \begin{cases} h_{ij}^L(x_{ij}) & x_{ij} \leq x'_{ij} \\ h_{ij}(x_{ij}) & x_{ij} > x'_{ij} \end{cases}
\]

\[
f_{ij}^C(x_{ij}) = \begin{cases} f_{ij}^L(x_{ij}) & x_{ij} \leq x'_{ij} \\ f_{ij}(x_{ij}) & x_{ij} > x'_{ij} \end{cases}
\]

As such, by replacing equations \((10)\) and \((13)\) with equations \((30)\) and \((31)\) respectively and adapting the upper bounds of equation \((27)\) for non-linear edges, Model 1 becomes a Convex Minimum Cost Flow (CMCF) optimization problem.

### D. Edge-Splitting Pseudo-Polynomial Algorithm

It was previously mentioned that it is possible to transform our vehicle redistribution problem into a CMCF problem. The flow \(x_{ij}\) is a discrete quantity in our model as it considers the count of vehicles in each link \((i, j)\). Linear Minimum cost flow models adhere to the following theorem, as stated in [27]:

**Theorem 2. (Integrality Theorem)** If the capacities of all edges and the balance values of all the nodes are integer, the linear minimum cost flow problem always has an integer optimal flow.

For proof of the above theorem, we refer readers to [27]. We thus deduce by restricting the parameters of the problem to integers (capacities and balance vectors), we can solve the linear minimum cost flow problem in polynomial time. We aim to exploit the integrality theorem, using an appropriate linearisation technique, to solve the CMCF problem transformation of Model 1 in polynomial time.

The CMCF problem has been previously tackled efficiently in the literature. [28] initially proposed an extension of the scaling method for linear minimum cost flows presented in [29], for convex cost flows with quadratic functions. At a subsequent stage, [30] and [31] separately conducted studies on solving minimum cost flows with general convex objectives. A variant of the algorithm proposed by [30], and along the lines of [31], is featured in [27]. [32] proposed polynomial algorithms for solving the CMCF problem in circles, lines, or trees. The problem of quadratic CMCF was also tackled more recently in [33], using an enhanced version of [30], utilizing the technique for linear minimum cost flows proposed in [34].

A consistent assumption of the studies which efficiently address the CMCF problem is that the edge costs are non-negative. Nonetheless, as we have seen in sections II-B and II-C the non-linear cost functions of Model 1 can have negative values. The notion of negative costs (i.e. profit), implies that in an optimal solution of Model 1, there would be edges with negative costs. As such, we refrain from using the above algorithms, and instead, we incorporate a modified version of the pseudo-polynomial algorithm for CMCF presented in [27].

Our algorithm applies piece-wise linearisation by introducing parallel linear edges for each non-linear edge in the network. To limit the amount of additional parallel edges in the network, we start the algorithm with only two parallel edges for each non-linear edge \((i, j)\). As observed in equations \((32)\) and \((33)\), \(h_{ij}^C(x_{ij})\) and \(f_{ij}^C(x_{ij})\) are partly linearised (i.e. for \(x \leq x'_{ij}\)). Consequently, by replacing \(h_{ij}(x_{ij})\) and \(f_{ij}(x_{ij})\) with their linearised versions between \(x'_{ij}\) and \(x''_{ij}\), we initiate our algorithm with two parallel linear edges for each non-linear edge of Model 1. Figure 4 outlines the initial linearisation of costs for non-linear edges \((i, j) \in A\). The linearisation process for edges \((i, j) \in B\) is similar.

![Fig. 4. Cost Function Variation for Edges \((i, j) \in A\).](image-url)
through the parallel linear edge corresponding to the non-linear section for \( x_{ij} > x'_{ij} \). As such, assuming both parallel edges have residual capacity, flow through parallel edges with smaller slope is always prioritised over edges with larger slope value (i.e. closer to zero). This observation is described as the property of contiguity in \cite{27}.

Using contiguity, for each parallel linear edge, we set the upper bound (capacity), to the difference between the right and left flow boundaries of the linearised edge, while maintaining zero lower bounds. Consequently, for our initial linearisation configuration, the upper bounds will be \( u_{ij}^1 = x'_{ij} - 0 \) and \( u_{ij}^2 = x_{ij} - x'_{ij} \) from left to right respectively, as observed in figure \ref{fig:5}. Since we initiate our algorithm with two parallel linear edges per non-linear edge, we denote their linear cost functions as \( c_{ij}^1 \) and \( c_{ij}^2 \) for edges corresponding to \( x_{ij} \) and \( x_{ij} > x'_{ij} \) respectively. We show the transformation of each non-linear edge to a pair of linearised ones in figure \ref{fig:5}.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig5.png}
\caption{Linear transformation of a non-linear edge \((i,j)\) to linear edges \((i,j)^1\) and \((i,j)^2\) with resulting linear costs \(c_{ij}^1\) and \(c_{ij}^2\) respectively.}
\end{figure}

To maintain the validity of Theorem \ref{thm:2} we consider integer versions of \(x'_{ij}\) and \(x''_{ij}\), such that the resulting capacities \(u_{ij}^1\) and \(u_{ij}^2\) are also integers. Furthermore, to identify point \(x'_{ij}\) for each non-linear edge in Model 1, we approximate the first and second derivatives of the non-linear cost using the forward and central difference formulas respectively.

We introduce function \(P(i,j)\) which identifies the set of parallel edges between any pair of vertices \(i,j \in V\). We also refer to the linearised version of \(G = (V, E)\) as \(G_L = (V, E_L)\). Our non-linear edge linearisation of Model 1 up to this point can be described via the following formulation:

\textbf{Model 2:}

\begin{align}
\text{minimize} & \quad \sum_{(i,j) \in E} \sum_{k=1}^K P(i,j)(x^k_{ij}) \\
\text{subject to} & \quad x^k_{ij} \leq u^k_{ij} \quad \forall (i,j) \in E, \forall k \in P(i,j), \\
& \quad x^k_{ij} \leq x'_{ij} \quad \forall (i,j) \in E, \forall k \in P(i,j), \\
& \quad b(j) = \sum_{i,j \in E} x^k_{ij} - \sum_{i,j \in E} x^k_{ij} \quad \forall j \in V, \\
& \quad x^k_{ij} \in \mathbb{R} \quad \forall (i,j) \in E, \forall k \in P(i,j) \label{eq:34e}
\end{align}

A high level structure of our CMCF algorithm is outlined in Algorithm \ref{alg:1}. Algorithm \ref{alg:3} utilises graphs \(G\) and \(G_L\), and the structure of Model 2 to identify the set of minimum cost flows \(F\), such that \(x^k_{ij} \in F\), with \((i,j)^k \in E_L\). Algorithm \ref{alg:1} incorporates an iterative procedure to arrive at the optimal solution for the CMCF of graph \(G\).

\textbf{Algorithm 1 CMCF Edge-Splitting Algorithm}

\begin{algorithm}
1: Inputs: Model 2, graph \(G_L\) and graph \(G\) 
2: \(OPT = false\) 
3: \textbf{while} \(OPT = false\) \textbf{do} 
4: \(F \leftarrow \emptyset\) 
5: \(F = \text{NetworkSimplex}(F,G_L,\text{Model 2})\) 
6: \(U = \text{SplittableEdges}(F,G_L)\) 
7: \textbf{if} \(U = \emptyset\) \textbf{then} 
8: \(OPT = true\) 
9: \textbf{else} 
10: \textbf{for} \((i,j)^k \in U\) \textbf{do} 
11: \(G_L = \text{Split}(G,G_L, (i,j)^k)\) 
12: \textbf{end for} 
13: \textbf{end if} 
14: \textbf{end while} 
15: Output: Flow \(F\)
\end{algorithm}

To facilitate our edge-splitting algorithm, we define the boolean variable \(OPT\) with the default value set to false, which signals the algorithm to stop if an optimal solution is found during an iteration (i.e. if \(OPT\) is true). At the beginning of each iteration, we use the network simplex algorithm \cite{27} to solve the minimum cost flow problem and obtain a set \(F\) of flows \(x^k_{ij}\). We thereby screen through flows \(x^k_{ij} \in F\) using the function \(\text{SplittableEdges}(F,G_L)\) to identify the set \(U\) of linearised parallel edges which are subject to further splitting. If \(U\) is an empty set, the set \(F\) of flows \(x^k_{ij}\) is an optimal solution to the CMCF version of Model 1. Otherwise, we proceed with splitting each edge \((i,j)^k \in U\) using the routine \(\text{Split}(G,G_L, (i,j)^k)\), which updates the linearised graph \(G_L\) and move to the next iteration.

We use the function \(\text{NetworkSimplex}(F,G,G_L,\text{Model 2})\) to denote the procedure of solving Model 2 using network simplex and populating set \(F\). We omit presentation of the network simplex algorithm as it is well known in the literature. The routine followed for the \(\text{SplittableEdges}(F,G_L)\) function is outlined in Algorithm \ref{alg:2}. As observed in Algorithm \ref{alg:1}, we investigate the flow of each parallel edge \((i,j)^k\) of graph \(G_L\) which exists in the convex domain of edge \((i,j)\) of graph \(G\) (i.e. \(k > 1\)). If the edge \((i,j)^k\) is the first edge in \((i,j)\) which is not at capacity and can be divided, we add edge \((i,j)^k\) to the set \(U\).

The \(\text{Split}(G,G_L, (i,j)^k)\) function used in Algorithm \ref{alg:1} is outlined in Algorithm \ref{alg:3}. Initially, we identify the corresponding upper \((x_U)\) and lower \((x_L)\) flow values of edge \((i,j)^k\) in the convex domain of edge \((i,j)\). Since the flow \(F\) is contiguous, we can find \(x_U\) and \(x_L\) by finding the total flow in \((i,j)\), and the total flow in \((i,j)\) excluding \(x^k_{ij}\) respectively. We then identify the split point \(x_{ij}\) as the midpoint of \(x_U\) and \(x_L\). We thus remove the edge \((i,j)^k\) and append \(P(i,j)\) with the indices of the two new parallel edges to be added. For each new parallel edge, we find its upper and lower bound, as well as its cost function in a similar fashion as described earlier.

\(\lceil x \rceil\) denotes the ceiling function.
in the construction of $G_L$ before initialising Algorithm 1. We conclude the split function by adding the two new parallel edges in $E_L$ and returning the updated graph $G_L$.

**Algorithm 2 SplittableEdges Function**

1: Inputs: Set $F$ of flows $x_{ij}^k$, graph $G_L$
2: $U \leftarrow \emptyset$
3: for $(i, j) \in ((K \times C) \cup (D \times t))$ do
4: for $k \in P(i, j) \setminus k = 1$ do
5: if $(t_{ij}^k \leq x_{ij}^k < u_{ij}^k) \cup (x_{ij}^{k-1} = u_{ij}^{k-1})$ then
6: if $u_{ij}^k > 1$ then
7: $U \leftarrow U \cup (i, k)^k$
8: end if
9: end if
10: end for
11: end for
12: Output: Set $U$ of splittable edges

**Algorithm 3 Split Function**

1: Inputs: Graph $G$, graph $G_L$ and edge $(i, j)^k$
2: $x_U = \sum_{n \in P(i, j)} x_{ij}^n$
3: $x_L = \sum_{n \in P(i, j) \setminus n = k} x_{ij}^n$
4: $x_S = \frac{x_U^2 + x_L^2}{2}$
5: $E_L \leftarrow E_L \setminus (i, j)^k$
6: $n = \max(P(i, j))$
7: $P(i, j) \leftarrow P(i, j) \cup (n + 1) \cup (n + 2)$
8: $u_{ij}^{n+1} = x_S - x_L$
9: $u_{ij}^{n+2} = x_U - x_S$
10: $r_{ij}^{n+1} = 0$
11: $r_{ij}^{n+2} = 0$
12: Define $e_{ij}^{n+1}(x)$ by finding the linear equation between points $[x_L, c_{ij}(x_L)]$ and $[x_S, c_{ij}(x_S)]$.
13: Define $e_{ij}^{n+2}(x)$ by finding the linear equation between points $[x_S, c_{ij}(x_S)]$ and $[x_U, c_{ij}(x_U)]$.
14: $E_L \leftarrow E_L \cup (i, j)^{n+1} \cup (i, j)^{n+2}$
15: Output: Updated linearised graph $G_L$

The rationale behind our solution method, as described in Algorithms 1 and 3, is that we keep splitting linearised edges in the convex domain until we satisfy some optimality conditions. Specifically, we obtain the optimal solution when all the flows in each of the linearised edges in this domain are either zero or equal to the upper bound, and no further splitting can induce incremental cost savings.

If the total input flow (i.e. $\sum_{i \in A} S_i$) is large enough, Algorithm 1 allocates the upper bound flow in each of the non-linear edges of $G$ due to their negative costs (profitable edges). The case described above would terminate after the first iteration with the optimal solution of the CMCF version of Model 1. Otherwise, for each non-linear edge, the first parallel edge which is not at capacity is split into two parts. For any split edge, due to convexity, the flow in the next iteration would always be confined within the resulting pair of parallel edges.

As a result of the above description, Algorithm 1 terminates when for each non-linear edge, the splitting procedure produces parallel edges of unit capacity (i.e. $u_{ij}^k = 1$). Consequently, the number of iterations is logarithmic and relates to the maximum interval $x_{ij}^k - x_{ij}^{k-1}$ out of all the non-linear edges. If we denote this maximum interval as $\Delta$, we need to solve the minimum cost flow problem $\log_2(\Delta)$ times, adding at most $\lceil J \rceil^3 + |J|$ parallel edges to $G_L$ at each iteration.

We can express the cardinality $m$ of the set of edges $E$ in terms of $|J|$; hence each network simplex run is polynomially bounded by the number of variables of the original problem. However, we cannot express $\Delta$ by the number of variables in the network $G$. Consequently, Algorithm 1 runs in pseudo-polynomial time. Nonetheless, even in extreme practical cases $\log_2(\Delta)$ is a small number (i.e. for $\Delta = 10000, \log_2(\Delta) \approx 13$), hence our algorithm can be applied in practical implementations.

III. Discussion

A. Agent-Based Model

We tested the effectiveness of our redistribution algorithm in a simulated ride-sourcing environment using the ABM framework specified in [26] with a first-in-first-out (FIFO) customer assignment policy. Customer choices in the simulator were decided on an individual level using equations (1) and (3) with individual wait and travel times identified during the simulation. Additional to the framework in [26], we included an empty relocation state for vehicles, during which vehicles can still be assigned to customers.

We selected the area of Manhattan, NYC to apply a case study of the algorithm due to the comprehensive trip data-set available in [35] which served as our demand input. Travel times in the network were calculated using the OSMnx library [36]. By assuming a small proportion of traffic attributes to ride-sourcing, we omitted exogenous congestion in our ABM. Nonetheless, we accounted for exogenous congestion by applying a 20% penalty to the free-flow speeds in residential and motorway link segments, and 40% elsewhere during peak hours.

Using the data-set in [35], we created typical demand profiles for weekdays in Manhattan, NYC from 05:00 am to 12:00 am. K-means clustering was used to split the road-network into twenty clusters, with a universal value of $\alpha$ (equation (22)) for convenience. To benchmark the performance of our algorithm, we tested it against the case of no redistribution and also against a linear programming (LP) method from the state-of-the-art which does not assume any supply-demand elasticity, namely the rebalancing model in [21]. We selected the study in [21] as it has been tested against other central rebalancing methods such as [37]. All algorithms were tested using different fleet sizes from 2500 to 15000 vehicles.

For this study, we used UK estimates of the value of time $\bar{v}$ and vehicle moving costs $C_M$ from [38] as information on values of time for New York was not available. Consequently, the average value of time $\bar{v}$ was set to 17.69 GBP/hour. The vehicle moving cost $C_M$ was set to the conservative estimate of 12.96 GBP/hour to reflect current driver valuations. The idle vehicle cost $C_I$ was set to 1 GBP/hour to account for parking costs, whereas the price per minute for a ride $p$ was set to 1.00 GBP/min to reflect previous research on AV pricing [5]. The value of $\bar{w}$ was set to 5 (minutes).
Our algorithm performs allocations based on demand expectations for two subsequent periods \((Z^1_{ij} \text{ and } Z^2_{ij})\). Since the application of predictive algorithms is beyond the scope of this paper, we assumed that the platform has complete knowledge of the demand in the two subsequent periods for each cluster when applying our algorithm and the model in [21]. Nonetheless, to scrutinise how demand prediction accuracy affects the efficacy of our algorithm, we also considered an instance with a normally distributed error with mean 20% and standard deviation 10% on the total demand \(Z^t_{ij}\).

To investigate the robustness of our method and the effectiveness of the window length \(\tau\), we created instances with different values of \(\alpha\) and \(\tau\), respectively. The tested instances and parameters are outlined in table II. Where LP in table II refers to the model of [21] and \(a_3\) represents the version of Model 2 with a random error on total demand \(Z^t_{ij}\).

| ID | Method | Clusters | \(\tau\) [min] | \(\alpha\) |
|----|--------|----------|----------------|---------|
| a0 | Model 2 | 20       | 30             | 0.75    |
| a1 | Model 2 | 20       | 15             | 0.75    |
| a2 | Model 2 | 20       | 30             | 1.5     |
| a3 | Model 2 | 20       | 30             | 0.75    |
| b1 | LP     | 20       | 30             |         |
| b2 | LP     | 20       | 15             |         |
| b3 | LP     | 20       | 5              |         |

**B. Performance Analysis**

We used four different Key Performance Indicators (KPIs) to compare the effectiveness of each set-up outlined in table II with the case of no redistribution. Specifically, we used wait time reduction, market share improvement, profit improvement and additional mileage, expressed as percentage shifts from the no redistribution benchmark.

As observed in figures [6-9] we find that frequent redistribution degrades the efficacy of all tested methods. Our algorithm was found to be ineffective for \(\tau = 15\) minutes, whereas the LP benchmark algorithm presented noticeable degradation for a window length of 5 minutes. This ineffectiveness is expected, as both algorithms use central optimization and a refined window length deteriorates the quality of aggregation. We, therefore, deduce that our algorithm is best fitted for low frequency in redistribution (i.e. every 30 minutes).

As observed in figure [6] vehicle redistribution via our algorithm can reduce the average customer wait time up to more than 50% when compared to no redistribution. Furthermore, when considering market share, our algorithm contributes to an increase of up to 10%, as shown in figure [7]. However, as the fleet size increases to larger values, the contribution of redistribution towards higher market share and reduced wait times becomes marginal due to the abundance of available vehicles across the network.

Comparing the results of our algorithm with the method proposed in [21] and ignoring smaller window lengths \((a_1 \text{ and } b_1)\), we see that in many cases (above 2500 vehicles) the LP method outperforms Model 2 in reducing wait times and improving market share (figures [6] and [7]). Nonetheless, as our algorithm is modelled to minimise cost based on expected customer choices, the effectiveness of our algorithm over LP is clearly stated in profit improvement and additional mileage as observed in figures [8] and [9] respectively.

Observing figures [8] and [9] we see that our algorithm can achieve a sizeable profit increase of up to 10% with an additional mileage of 20% across the network. On the contrary, the LP algorithm achieves much lower wait times and higher market share in the expense of considerable additional mileage and a significant profit reduction (more than 10% in most cases). This result is anticipated, as there is no notion of diminishing returns for additional redistribution in the LP method, which is the reason for non-linearity in our method.
C. Practical Implementation

To assess the usefulness of Model 2 in practical implementations, we assess its robustness with regards to input functions such as equation (22) and uncertainty in demand estimation. We see that varying $\alpha$ in equation (22) from 0.75 to 1.50 does not have a significant effect on the resulting redistribution. As (22) is only used by the operator to estimate the effect of vehicle supply on the average wait time, variations of the wait time function can change the capacity of trip links in Model 2. Nonetheless, as the wait time change for either value is marginal when considering the large sizes of incoming demand and available vehicles in (22), so is the change across all KPIs when comparing instance $a_0$ to instance $a_2$. Furthermore, when comparing the effect of a randomly distributed error on demand estimation (instance $a_3$), we see that the performance of $a_3$ is consistently similar to both $a_0$ and $a_2$ across all KPIs. This similarity is most likely present due to setting an upper bound on the capacity of trip links in Model 2 and allowing for idle vehicles in each cluster to be available for assignment in-between redistribution decisions.

Finally, to confirm the efficiency of Algorithm 1 which solves Model 2, we measured its runtime for each fleet size in scenario $a_0$. We find that in the worst case, our algorithm requires an average of 74.7 seconds to identify the optimal redistribution, which we consider acceptable if a central fleet redistribution decision is made in windows of 30 minutes. The average runtimes for all tested fleet sizes are outlined in Table III.

### TABLE III

| Fleet Size | Runtime [sec] |
|------------|---------------|
| 2500       | 74.7          |
| 5000       | 23.8          |
| 7500       | 23.8          |
| 10000      | 24.2          |
| 12500      | 24.1          |
| 15000      | 23.8          |

## IV. Conclusion

In this paper, we addressed the problem of vehicle redistribution in autonomous ride-sourcing markets to mediate supply-demand imbalance across a road-network. We used network theory to transform the vehicle redistribution problem into a CMCF problem with negative costs, accounting for customer behaviour under an assumed market structure. Our proposed edge-splitting algorithm solves the CMCF problem exactly in pseudo-polynomial time by allocating vehicles to spatio-temporal tasks. We demonstrated the practicability of our redistribution algorithm in an agent-based model simulating ride-sourcing in a large urban setting, such as Manhattan, NYC.

Our suggestions for future research in this area are several. First, we believe that transportation providers should quantify the effects of localized demand choice model structures in vehicle redistribution models. The underlying city/road-network structure can influence parameters such as wait time variation and cluster size. As such, studies which test redistribution algorithms on different networks could add value to current research. Finally, we note that our model considers optimizing the operations of privately owned fleets from an operator perspective. We thus believe that studies which test vehicle redistribution of publicly owned fleets from the perspective of welfare maximization could be useful.
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