Abstract

We present a perspective on parser evaluation in a context where the goal of parsing is to extract meaning from a sentence. Using this perspective, we show why current parser evaluation metrics are not suitable for evaluating parsers that produce logical-form semantics and present an evaluation metric that is suitable, analysing some of the characteristics of this new metric.

1 Introduction

A plethora of parser evaluation metrics exist, which evaluate different types of information, at different levels of granularity, using different methods of calculation. All attempt to measure the syntactic quality of parser output, but that is not the only goal of parsing. The DELPH-IN consortium\(^1\) has produced many grammars of different languages, as well as a number of parsers, all with the aim of extracting meaning from text. In order to drive development, we need a parser evaluation metric that evaluates against that goal. That is, we require a metric that measures semantic rather than syntactic output. In the following section, we reflect on and categorize the semantic information we wish to evaluate, and discuss how current metrics partially overlap with this framework. We then, after describing some of the specifics of the tools we work with, present an evaluation metric that fits within the given framework, and show, using a couple of case studies, some characteristics of the metric.

2 Semantic Information

Our primary goal in parsing is to extract meaning from text. To evaluate progress towards this goal in a granular fashion, one needs to break up the semantic information into discrete elements. For this purpose, we distinguish three broad classes of information that contribute to meaning:

- **class 1** core functor–argument structure, whether syntactic or semantic
- **class 2** predicate information, such as the lemma, word category, and sense
- **class 3** properties of events and entities, such as tense, number, and gender

The widely-used PARSEVAL metric (Black et al., 1991) evaluates phrase structure, which covers none of these classes directly. Dependency-based evaluation schemes, such as those used by MaltParser (Nivre et al., 2004) and MSTParser (McDonald et al., 2005) evaluate **class 1** surface information. The annotation used in the Briscoe and Carroll (2006) DepBank for parser evaluation also describes just **class 1** syntactic information, although the relationships are different to those that MaltParser or MSTParser produce. The annotation of the original King et al. (2003) PARC700 DepBank does describe all three classes of information, but again in terms of syntactic rather than semantic properties.

A common element between all the dependency types above is the use of grammatical relations to describe **class 1** information. That is, the dependencies are usually labels like \texttt{SUBJ}, \texttt{OBJ}, \texttt{MOD}, etc. While these grammatical functions allow one to describe the surface linguistic structure, they do not make the underlying deep structure explicit. This deep structure describes semantic rather than syntactic arguments and can be seen in resources such as the Prague Dependency Treebank (Böhmová et al., 2003) and the Redwoods Treebank (Oepen et al., 2004b). Using this semantic argument structure for parser evaluation not only gets closer to the actual sentence meaning that we are trying to extract, but is potentially more general, as there is generally wider agreement on semantic arguments than on, for example, whether the main verb depends on the auxiliary, or

\(^{1}\)See \url{http://www.delph-in.net} for background.
vice versa.²

3 Background

The parser that we will be evaluating in this work encodes its semantic output in the form of Minimal Recursion Semantics (Copestake et al., 2005), although the derivation that we use for the evaluation metric should be compatible with any parser that produces information in classes given in the previous section.

3.1 Minimal Recursion Semantics

Minimal Recursion Semantics (MRS) is a flat semantic formalism that represents semantics as a bag of elementary predications and a set of underspecified scopal constraints. An elementary predication can be directly related to words in the text, or can reflect a grammatical construction, such as compounding. Each elementary predication has a relation name, a label and a distinguished variable (designated ARG0). Arguments of a predication are identified by ‘bleached’ ARGn roles (which are to be semantically interpreted for classes of predicates). Figure 1 shows the MRS analysis of He persuaded Kim to leave. Here we see six elementary predications, four with text referents and two as construction-specific covert quantifiers. The ARG1, ARG2 and ARG3 roles of the verbal predicates describe the predicate–argument relations and demonstrate co-indexation between the ARG2 of persuade and the ARG1 of leave. Entity and event variables carry properties such as gender or tense. An evaluation scheme based on MRS therefore allows us to evaluate class 1 information using the roles, class 2 information through predicate names and class 3 information from the properties of the distinguished variables.

3.2 Setup

We will use the PET parser (Callmeier, 2000) and associated grammars as our test environment to evaluate. The traditional accuracy metric for PET has been sentence accuracy which requires an exact match against the very fine-grained gold analysis, but arguably this harsh metric supplies insufficient information about parser performance on its own. In order to evaluate a parser for its use in an application, we are also interested in knowing how good the top ranked parse is, rather than only whether it is the very best parse possible. Even if the goal of evaluation were just parser development, a nuanced granular evaluation may help reveal what types of mistakes a parser is making.

4 EDM: Elementary Dependency Match

In addition to our focus on semantic information, we considered two other requirements for an effective parser evaluation metric. It should be:

1. understandable not just by parser developers, but also potential users of the parser.
2. configurable to suit the level of detail required for a particular scenario.

4.1 Elementary Dependencies

The metric we have devised to satisfy these requirements is Elementary Dependency Match (EDM), based on so-called Elementary Dependencies (EDs), a variable-free reduction of MRS developed by Oepen and Lønning (2006).³ In our work, we use sub-string character spans (e.g. <3:12>) to identify nodes in the dependency graph, to facilitate alignment of corresponding elements across distinct analyses. In keeping with our information classes, this allows us to separate the evaluation of class 2 information from class 1. Our EDM metric hence consists of three triple types which align with the three information classes:

ARGS: spanᵢ roleⱼ spanₖ
NAMES: spanᵢ NAME relationᵢ
PROPS: spanᵢ propertyⱼ valueⱼ

In these forms, relation is the predicate name of an elementary predication from the MRS, role is an argument label such as ARG1, property refers to an attribute such as TENSE or GEND and value is an appropriate instantiation for the respective property. Figure 2 shows the triples produced for the MRS in Figure 1. The text segment associated with each character span is shown for illustrative purposes, but is not part of the triple.

During evaluation, we compare the triples from the gold standard analysis with that ranked top by

²At the same time, we wish to focus parser evaluation on information determined solely by grammatical analysis, i.e. all contributions to interpretation by syntax, and only those. For these reasons, the task of semantic role labeling (SRL) against PropBank-style target representations (Kingsbury et al., 2002) is too far removed from parser evaluation proper; Copestake (2009) elaborates this argument.

³In more recent work, Copestake (2009) shows how essentially the same reduction can be augmented with information about the underspecified scope hierarchy, so as to yield so-called Dependency MRS (which unlike EDs facilitates bi-directional conversion from and to the original MRS).
The full EDM metric weights each triple equally which may not be ideal for all scenarios. The division by triple type gives one alternative view that provides a more complete picture of what sort of mistakes are being made by the parser. For particular applications, it might be that only class 1 information will be used, and in that case just measuring ARGs might be a better metric. Further fine-tuning is possible by assigning weights to individual predicate types via a configuration file similar to the parameter files used with the EvalB PARSEVAL script (Sekine and Collins, 1997). This will allow a user to, for example, assign lower weight to entity properties, or only evaluate ARG1 and ARG2 roles. One particular configuration we have found useful is to assign zero weight to the PROP triples and only evaluate ARGs and NAMES. While the class 3 information is useful for applications such as machine translation, and ideally would be evaluated, some applications don’t make use of this information, and so, in certain scenarios, it makes sense to ignore these triples in evaluation.

This configuration produces a metric broadly similar to the CCG dependencies used by Clark and Curran (2007) and also to the predicate argument structures produced by the Enju parser (Miyao and Tsujii, 2008), in terms of the information classes included, although the CCG dependencies again encode syntactic rather than semantic structure.

5 Analysis

To get some idea of the numeric range of the different EDM configurations, we parsed a section of the SemCor corpus (Miller et al., 1994) using the English Resource Grammar (ERG: (Flickinger, 1999)) and then calculated the average F1-score for each rank, as ranked by the statistical model packaged with the ERG. Figure 3 shows the relative differences between five configurations: all triples together (EDM), the NAME, ARG and PROP triple types separately (EDM, EDM, and EDM, respectively) and measuring just the NAME and ARG types together (EDM).

We can see that all configurations show approximately the same trends, and maintain their relative order. EDM is consistently higher, which follows from the fact that many of the properties are inter-dependent, and that the parser enforces agreement. Most difficult to identify correctly is the ARG type, which represent the core semantic arguments. All of the scores are quite high, even at the 40th rank parse, which is due to using a highly constrained grammar with fine-grained analyses that can vary in only small details.

To get a different view of the information that EDM provides, we looked at different scenarios...
that allow us to see relative differences in parser performance, measured using EDM and variants, as well as the traditional sentence accuracy.

### 5.1 Cross-Configuration

One possible evaluation scenario involves changing a parameter in the parser and measuring the effect. The results in Table 1 come from parsing a single corpus using a variant of the ERG with a much smaller lexicon in order to test two unknown word handling configurations.

The sentence accuracy figures are very low, since the grammar has been limited, and show no real difference between the two configurations. In the EDM results, we can see that, while the precision between the two configurations is very similar, recall is consistently lower for Config 1 (which had a slightly better sentence accuracy).

### 5.2 Cross-Grammar

In this comparison, we look at two different grammars, over parallel test data.\(^4\) The Spanish Resource Grammar (SRG: (Marimon et al., 2007)) also produces MRS, although properties are treated differently, so we leave out the EDM\(_N\) and EDM\(_P\) metric for compatibility and compare to ERG performance over the same small test set.

While the SRG is a less mature grammar, and does not analyse the full range of constructions that the ERG parses, EDM allows us to compare over items and information types that both grammars cover, and in Table 2 we can see that the SRG ranking model performs better over this data.

### 6 Conclusion

The current range of parser evaluation metrics all evaluate the syntactic quality of parser output, which makes them unsuitable to evaluate parsers which aim to output semantic analysis. The EDM metric we describe here allows us to evaluate the semantic output of any parser that can encode information in the Minimal Recursion Semantic framework, and indeed, the derivation that we use should be generalisable to any logical-form semantic output. This metric can measure three different classes of deep semantic information, and can be configured to evaluate whatever level is suitable for the potential application, or for the parser being evaluated. We have demonstrated that EDM and its variants, together with sentence accuracy, can give a detailed picture of how accurately a parser can extract meaning from text, allowing useful comparisons in a variety of circumstances. Furthermore, since MRS is used in applications and other semantic research (Oepen et al., 2004a; Dridan, 2007; Schlangen and Lascarides, 2003; Fuchss et al., 2004), the metric we have described here may prove useful in other areas where semantic comparison is required.
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\(^4\)The MRS test suite was constructed to represent a range of phenomena and consists of 107 short sentences which have been translated into multiple languages, maintaining parallel MRS analyses as far as possible.
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