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ABSTRACT. We study Ptolemy constant and uniformity constant in various plane domains including triangles, quadrilaterals and ellipses.

1. INTRODUCTION

The classical Ptolemy theorem is a relation between the four sides and two diagonals of a cyclic quadrilateral. In [4, 10.9.2] it is formulated as Ptolemy inequality:

Theorem 1.1. Let $ABCD$ be a quadrilateral. Then

$$AB \cdot CD + AD \cdot BC \geq AC \cdot BD$$

and inequality holds as equality if and only if the points $A$, $B$, $C$ and $D$ lie on a circle or on a line.

Based on this fact we define Ptolemy constant, which can be used to measure roundness of plane curves.

Let $J \subset \mathbb{R}^2$ be a Jordan curve. For points $a, b, c, d \in J$ in this order we define

$$p(a, b, c, d) = \frac{|a - b|}{|a - c|} \frac{|c - d|}{|b - d|}.$$

Let $D \subset \mathbb{R}^2$ be a domain, whose $\partial D$ is a Jordan curve. We define the Ptolemy constant as

$$(1.2) \quad P(D) = \sup_{a,b,c,d \in \partial D} p(a, b, c, d),$$

where point $a$, $b$, $c$ and $d$ occur in this order when traversing the Jordan curve in positive direction. For generalisation of the Ptolemy constant to normed spaces see [13, 21]. The Ptolemy theorem has also been considered in the spherical and the hyperbolic geometries, see [18, 19].

One motivation for our study of the Ptolemy constant dates back to a result due to L.V. Ahlfors [1] later reformulated by S. Rickman [14] as follows:

Theorem 1.3. A Jordan curve $J \subset \mathbb{C}$ is a quasicircle iff $\sup p(a, b, c, d)$ exists and is finite for ordered points $a, b, c, d \in J$.

As far as we know, explicit formulas for the Ptolemy constant for specific plane domains have not been studied in the literature before the unpublished licentiate thesis of P. Seittenranta [15] in 1996.
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In this article we study the Ptolemy constant and try to find a connection between the Ptolemy constant and the uniformity constant, which we introduce next.

Let $G \subseteq \mathbb{R}^n$ be a domain. We define the quasihyperbolic length of a rectifiable curve $\gamma \subset G$ by
\[
\ell_k(\gamma) = \int_\gamma \frac{|dx|}{d_G(x)},
\]
where $d_G(x) = d(x, \partial G)$. For $x, y \in G$ we define the quasihyperbolic distance (also called the quasihyperbolic metric) by
\[
k_G(x, y) = \inf \ell_k(\gamma),
\]
where the infimum is taken over all rectifiable curves joining $x$ and $y$ in $G$.

For $x, y \in G$ we define the distance ratio metric by
\[
j_G(x, y) = \log \left(1 + \frac{|x - y|}{\min\{d_G(x), d_G(y)\}}\right).
\]
We call the domain $G$ uniform, if there exists a constant $A$ such that $k_G(x, y) \leq Aj_G(x, y)$ for all $x, y \in G$. The uniformity constant is defined by
\[A_G = \inf\{A \geq 1: k_G(x, y) \leq Aj_G(x, y) \text{ for all } x, y \in G\}.
\]

One of the leading ideas behind our research was to establish a connection between the Ptolemy constant and the uniformity constant. These constants satisfy equality $A_G = 1 + P(G)$ in the unit ball $B^n$, the upper half space $\mathbb{H}^n$ and the angular domain $S_\alpha$ for $\alpha \in (0, \pi]$. Based on our study it is clear that equality is not true in all domains, but we could not find a clear connection between the two quantities. However, we can pose the following conjecture: for any domain $D \subset \mathbb{R}^2$ whose boundary $\partial G$ is a Jordan curve, we have $A_G \geq 1 + P(G)$.

One of the main results in P. Seittenranta’s thesis [15] is the following theorem:

**Theorem 1.4.** For a triangle $T$ with smallest angle $\alpha$
\[P(T) = \frac{1}{\sin \frac{\alpha}{2}} \geq 2.
\]

We continue this study and find a new proof for Theorem 1.4. This article is based on [7] and our main results are the following theorems. The first three results consider the Ptolemy constant and next three results consider the uniformity constant.

**Theorem 1.5.** Let $\alpha, \beta \in (0, \pi)$ with $\alpha + \beta \geq \pi$ and $S_{\alpha, \beta}$ the double angular domain (see (2.1)). Then
\[P(S_{\alpha, \beta}) = \frac{1}{\sin \frac{\min\{\alpha, \beta\}}{2}}.
\]
Theorem 1.6. Let $G$ be a parallelogram with smallest inner angle $\alpha \in (0, \frac{\pi}{2}]$ and sides $r$ and $s$. Then
\[
\frac{1}{2} \left( A + \frac{1}{A} \right) \leq P(G) \leq A = \frac{\sqrt{r^2 + 2rs\cos \alpha + s^2}}{\min\{r, s\} \sin \alpha}.
\]

Theorem 1.7. Let $E$ be an ellipse with semiaxis $a$ and $b$. Then
\[
\frac{1}{2} \left( \frac{a}{b} + \frac{b}{a} \right) \leq P(E) \leq \frac{1}{\sin \frac{b\pi}{2a}} \leq \frac{2}{\pi} \left( \frac{a}{b} + \frac{b}{a} \right).
\]

Theorem 1.8. If $T$ is a triangle with angle $\alpha$, $\beta$ and $\gamma$ such that $\alpha \leq \beta \leq \gamma$. Then
\[
A_T \geq \frac{1}{\sin \frac{\alpha}{2}} + \frac{1}{\sin \frac{\beta}{2}}.
\]

Theorem 1.9. Let $G$ be a convex polygon with smallest inner angle $\alpha \in (0, \pi)$. Then
\[
A_G \geq 1 + \frac{1}{\sin \frac{\alpha}{2}}.
\]

Theorem 1.10. Let $E \subset \mathbb{R}^2$ be an ellipse and let the ratio of the major and the minor axes be $c \geq 1$. Then
\[
\max \left\{ 2, \frac{2\sqrt{c^2 - 1} \arcsin \sqrt{1 - \frac{1}{c^2}}}{\log(2c^2 - 1)} \right\} \leq A_E \leq 2c^4.
\]

2. Preliminary results

For $\alpha \in (0, 2\pi)$ we denote angular domain by
\[
S_\alpha = \{re^{it} : r > 0, t \in (0, \alpha)\}.
\]

and for $\alpha, \beta \in (0, \pi)$ with $\alpha + \beta \geq \pi$ we denote double angular domain by
\[
S_{\alpha,\beta} = S_\alpha \cap \{1 + re^{it} : r > 0, t \in (\pi - \beta, \pi)\}.
\]

The following proposition gives the circumcenter of a triangle in complex number notation. It must be well known, but due to lack of a good reference at hand, it is proved below. A similar type of result is given in [2] p. 85.

Proposition 2.2. Let $a, b, c \in \mathbb{C}$ be vertices of a triangle $T$. The circumcenter of $T$ is
\[
\frac{(b - c)|a|^2 + (c - a)|b|^2 + (a - b)|c|^2}{(b - c)a + (c - a)b + (a - b)c}.
\]

Proof. The circumcenter is the intersection of perpendicular bisectors of line segments $[a, b]$ and $[b, c]$. Thus we have $(a + b)/2 + i(b - a)s = (b + c)/2 + i(c - b)t$ and $(\overline{a} + \overline{b})/2 + i(\overline{b} - \overline{a})s = (\overline{b} + \overline{c})/2 + i(\overline{c} - \overline{b})t$ which give
\[
s = \frac{i}{2} \frac{\pi(b - c) + \overline{b}(a - c) + \pi(2c - a - b)}{a(b - c) + b(c - a) + c(a - b)}
\]

and the circumcenter is
\[
\frac{a + b}{2} + i(b - a)s = \frac{(b - c)|a|^2 + (c - a)|b|^2 + (a - b)|c|^2}{(b - c)a + (c - a)b + (a - b)c}.
\]

\[\square\]
We now introduce auxiliary results, which we use to prove the main theorems.

**Lemma 2.3.** Let \(a,b,c,d \in \mathbb{C}\) be distinct points forming a convex polygon \(abcd\) and \(\alpha, \beta, \gamma, \delta\) be the angles of the polygon, respectively. Then the outer angle between circles \(C_A = C(a,b,d)\) and \(C_C = C(b,c,d)\) is equal to \(\min\{\alpha + \gamma, \beta + \delta\}\). Also the outer angle between circles \(C_B = C(a,b,c)\) and \(C_D = C(c,d,a)\) is equal to \(\min\{\alpha + \gamma, \beta + \delta\}\).

**Proof.** Let \(\alpha + \gamma \leq \beta + \delta\). Now \(\alpha + \gamma \leq \pi \leq \beta + \delta\) and if \(\alpha + \gamma = \pi = \beta + \delta\), then the assertion follows.

We assume \(\alpha + \gamma < \beta + \delta\). Now \(C_A\) and \(C_C\) intersect at points \(b\) and \(d\). Because \(\alpha + \gamma < \pi\), the circular arcs corresponding the angles \(\alpha\) and \(\gamma\) are subarcs of a semicircle, see Figure 1.

The angle between circle \(C_A\) and line \(\ell(b,d)\) is \(\alpha\), and the angle between circle \(C_C\) and line \(\ell(b,d)\) is \(\gamma\). Thus the outer angle between circles \(C_A\) and \(C_C\) is \(\alpha + \gamma\).

The situation for circles \(C_B\) and \(C_D\) is represented in Figure 1. Similar computation as above gives that the angle between circles \(C_B\) and \(C\) is \(2\pi - (\beta + \delta) = \alpha + \gamma\).

**Theorem 2.4.** Let \(a,b,c,d \in \mathbb{C}\) be distinct points forming a convex polygon \(abcd\) and \(\alpha, \beta, \gamma, \delta\) be the angles of the polygon, respectively. Then there exists a Möbius transformation \(m\) that maps the points \(a,b,c,d\) in the same order to the curve \(S_\theta\) with

\[
\theta = \min\{\alpha + \gamma, \beta + \delta\} \in (0,\pi].
\]

**Proof.** We may assume \(\alpha + \gamma \leq \pi \leq \beta + \delta = 2\pi - (\alpha + \gamma)\). By Lemma 2.3 the angle between circles \(C_B = C(a,b,c)\) and \(C_D = C(c,d,a)\) is \(\alpha + \gamma = 2\pi - (\beta + \delta)\). Thus we know that there exists a Möbius transformation \(m\) with \(m(a) = 0\), \(m(b) = 1\) and \(m(c) = \infty\), and which maps the points \(a,b,c,d\) in the same order to the curve \(S_\theta\). Both circles \(C_B\) and \(C_D\) are mapped to a line and the interior of \(C_B\) is mapped to the upper half space, see Figure 1.

**Theorem 2.5.** Let \((a,b,c,d)\) be a simple quadrilateral with inner angles \(\alpha, \beta, \gamma, \delta\). There exists a Möbius mapping \(m\), which maps the points \(a, b, c\)
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Figure 2. The mapping $m$ in Theorem 2.4.

and d in this order to the curve $S_\theta$ for

$$\theta = \min\{\alpha + \gamma, \beta + \delta\} \in (0, \pi].$$

Especially, $p(a, b, c, d) \leq P(S_\theta)$ and mapping $m$ can be chosen so that $m(a) = 0$, $m(b) = 1$, $m(c) = \infty$ and $m(d) = te^{i\theta}$, $t > 0$.

Proof. If $(a, b, c, d)$ is convex, then the assertion follows from Theorem 2.4.

If $(a, b, c, d)$ is not convex, then we may assume that $\alpha + \gamma \leq \pi \leq \beta + \delta$ and $\beta > \pi$. We show that there exists a domain $D$ such that the points $a, b, c, d$ are in the same order in $\partial D$ and $\partial D$ consists of two circular arcs with angle $\alpha + \gamma$. Now $m$ can be found as in the proof of Theorem 2.4.

Let $C_B = C(a, b, c)$ and $C_D = C(c, d, a)$. We choose $D$ so that $\partial D \subset C_B \cup C_D$ and $a, b, c, d \in \partial D$, see Figure 3.

Figure 3. Proof of Theorem 2.5. Thick line represents angle $\pi - \delta$ and double line angle $\beta - \pi$.

Now $\angle(a, b, c) = 2\pi - \beta$ and thus $\angle(c, a, d) = \pi - (2\pi - \beta) = \beta - \pi$. Similarly, $\angle(a, d, c) = \delta$ and the angle between $C_D$ and line $\ell(a, c)$ is $\pi - \delta$. The angle between $C_B$ and $C_D$ is now

$$(\pi - \delta) - (\beta - \pi) = 2\pi - (\beta + \delta) = \alpha + \gamma$$

and the assertion follows. \qed

Theorem 2.6. Let $(a, b, c, d)$ be a simple quadrilateral with opposite angles $\alpha$ and $\gamma$. There exists a Möbius mapping $m$ such that $(m(a), m(b), m(c), m(d))$ is a parallelogram with $(\alpha + \gamma)/2$. Especially

$$p(a, b, c, d) = p(m(a), m(b), m(c), m(d)).$$
Lemma 2.9. Let \( \frac{a}{t} \leq b \leq a \) and \( d(z, \partial E) = b \sqrt{1 - \frac{t^2}{a^2 - b^2}} \) where function \( g'(t) = \frac{d(t)}{(t^2 + 1)^2} \) is negative for \( t > 0 \). The limit \( f(t) \to 1 \) as \( t \to 0 \) is obtained by l'Hôpital’s rule.

Proof. By Theorem 2.5 we can map a simple quadrilateral \( abcd \) by a Möbius transformation \( m_1 \) to \( S_\theta \) in a way that \( m_1(a) = 0, m_1(b) = 1, m_1(c) = \infty \) and \( m_1(d) = te^{i\theta} \), where \( t > 0 \) and \( \theta = (\alpha + \gamma)/2 \). Similarly there is a Möbius transformation \( m_2 \) which takes the quadrilateral \( m_2(m(a)) = 0, m_2(m(b)) = 1, m_2(m(c)) = \infty \) and \( m_2(m(d)) = se^{i\theta} \).

Let us consider parallelogram \( m(a) = 0, m(b) = r, m(c) = r + 2u + 2i, m(d) = u + 2i \) and \( m(d) = u + 2i \) for \( r, u > 0 \). Since cross ratio is invariant under Möbius transformation we obtain

\[
[m(a), m(b), m(c), m(d)] = 1 - \left(\frac{u}{r}\right)^2 e^{i\theta} \quad \text{and} \quad [0, 1, \infty, se^{i\theta}] = 1 - se^{i\theta}.
\]

Choosing \( s = u/r > 0 \) we obtain \( m = m_2^{-1}m_1 \) and the assertion follows. \( \square \)

Lemma 2.7. Let \( x, y \in \mathbb{R}^2 \) and \( z \in \mathbb{R} \). Then \( |\angle(x, z, y)| \) obtains its largest value when the circle through points \( x, y \) and \( z \) touches the real axis, and smallest value when \( z \) is the intersection point of the real axis and the line through the points \( x \) and \( y \).

Proof. The largest value follows from [9, section 3.3] and the smallest value is clear as then \( |\angle(x, z, y)| = 0 \) \( \square \)

Lemma 2.8. If \( x > 0, y > 0 \) and \( c \in (0, 1) \), then

\[
\arg(x + ic) > c \cdot \arg(x + iy).
\]

Proof. The claim is equivalent to

\[
\frac{\arctan(c \cdot y/x)}{c \cdot y/x} > \frac{\arctan y/x}{y/x}
\]

and we prove this inequality by showing that the function \( f(t) = (\arctan t)/t \) is strictly decreasing and \( f(t) \to 1 \) as \( t \to 0 \).

By differentiation we obtain

\[
f'(t) = \frac{t - (1 + t^2) \arctan t}{(1 + t^2)t^2} = \frac{g(t)}{(1 + t^2)t^2},
\]

where function \( g'(t) = -2t \arctan t \) is negative for \( t > 0 \).

The limit \( f(t) \to 1 \) as \( t \to 0 \) is obtained by l’Hôpital’s rule. \( \square \)

Lemma 2.9. Let \( E \) be the domain enclosed by the ellipse \( \partial E = \{(x_0, y_0) \in \mathbb{R}^2 : (x_0/a)^2 + (y_0/b)^2 = 1\} \) and \( b \leq a \). If \( z = (t, 0) \in E \) and \( |t| \leq a - b^2/a \), then

\[
d(z, \partial E) = b \sqrt{1 - \frac{t^2}{a^2 - b^2}}
\]

and the closest points to \( z \) in \( \partial E \) are

\[
\left(\frac{t}{1 - b^2/a^2}, \pm b \sqrt{\left(\frac{at}{a^2 - b^2}\right)^2 - 1}\right).
\]

If \( z = (t, 0) \in E \) and \( a - b^2/a < |t| < a \), then \( d(z, \partial E) = a - |t| \) and the closest point to \( z \) in \( \partial E \) is \( (at/|t|, 0) \).
Proof. By differentiation \((x_0/a)^2 + (y_0/b)^2 = 1\) gives \(2x/a^2 + 2yy'/b^2 = 0\), which implies \(y' = -xb^2/(ya^2)\). The normal of the tangent of \(\partial E\) at point \((x_0,y_0)\) is
\[
y - y_0 = \frac{y_0a^2}{x_0b^2}(x - x_0)
\]
and since \(|x| < a\) the normal at \((x_0,y_0)\) intersects the real axis at \((x_0(1 - b^2/a^2),0)\).

The maximal disk \(B^2(z,r)\) contained in \(E\) intersects \(\partial E\) at \((x_0,y_0)\), where \(x_0 = t/(1 - b^2/a^2)\), whenever \(|t|/(1 - b^2/a^2) \leq a\), which is equivalent to \(|t| \leq a - b^2/a\). The first part of the assertion follows, because now
\[
y_0 = \pm b\sqrt{\left(\frac{at}{a^2 - b^2}\right)^2 - 1}
\]
and
\[
d(z,\partial E) = \sqrt{(t - x_0)^2 + y_0^2} = b\sqrt{1 - \frac{t^2}{a^2 - b^2}}.
\]

Let us next consider the case \(a - b^2/a < |t| < a\). The curvature of \(\partial E\) at \((\pm a,0)\) is \(b^2/a\). If \(a - b^2/a < |t| < a\), then \(a - |t| < b^2/a\) and thus the maximal disk \(B^2(z,r)\) contained in \(E\) intersects \(\partial E\) at \((\pm a,0)\). Now the assertion follows easily. □

The following lemma is from [3].

Lemma 2.10. For \(x \in (0,\pi/2]\)
\[
x \cot x \geq 1 - \frac{4x^2}{\pi^2}.
\]

Lemma 2.11. [20 Exercise 3.17] Let \(f : \mathbb{R}^n \to \mathbb{R}^n\) be an \(L\)-bilipschitz, that is
\[
\frac{|x - y|}{L} \leq |f(x) - f(y)| \leq L|x - y|
\]
for all \(x, y \in \mathbb{R}^n\). If \(G \subset \mathbb{R}^n\) is uniform, then \(f(G)\) is uniform and \(A_{f(G)} \leq L^4A_G\).

### 3. Angular domain and triangle

We begin by considering the angular domain. We prove first the result in the special case that one of the points in the supremum of \((1.2)\) is origin. Since \(p\) is invariant under Möbius transformations it makes no difference which one of the point we choose to be origin and thus we let \(b = 0\).

Lemma 3.1. For \(\alpha \in (0,\pi]\)
\[
\sup_{t>0, d>0, c \in (0,d)} p(te^{i\alpha}, 0, c, d) \geq \frac{1}{\sin \frac{\alpha}{2}}.
\]

Proof. Let \(a = ce^{i\alpha}, c \in (0,1)\) and \(d = 1\). Now
\[
p(ce^{i\alpha}, 0, c, 1) = \frac{|c - 1| + |ce^{i\alpha} - 1|}{|e^{i\alpha} - 1|}
\]
and since $|ce^{i\alpha} - 1| > |c - 1|$ and $|e^{i\alpha} - 1| = 2\sin\frac{\alpha}{2}$ we obtain

$$p(ce^{i\alpha}, 0, c, 1) > \frac{2|c - 1|}{e^{i\alpha} - 1} = \frac{1 - c}{\sin\frac{\alpha}{2}}.$$ 

We choose $c = \varepsilon \sin\frac{\alpha}{2}$ for $\varepsilon > 0$ and then

$$\sup_{t>0, d>0, c \in (0, d)} p(te^{i\alpha}, 0, c, d) = \sup_{c>0} p(ce^{i\alpha}, 0, c, 1) \geq \frac{1}{\sin\frac{\alpha}{2}} - \varepsilon.$$ 

The assertion follows as we let $\varepsilon \to 0$. □

**Remark 3.2.** Note that Lemma 3.1 includes also the case $d = \infty$ as $p$ is invariant under Möbius transformations.

**Lemma 3.3.** For $\alpha \in (0, \pi]$ and $t, c > 0$ we have $p(te^{i\alpha}, 0, c, \infty) \leq \frac{1}{\sin\frac{\alpha}{2}}$.

**Proof.** By the law of cosines we obtain

$$p(te^{i\alpha}, 0, c, \infty) = \frac{t + c}{te^{i\alpha} - c} = \frac{t + c}{\sqrt{t^2 + c^2 - 2tc\cos\alpha}} =: g(t).$$ 

We easily obtain

$$g'(t) = (c - t) \frac{c(1 + \cos\alpha)}{(t^2 + c^2 - 2tc\cos\alpha)^{3/2}}$$

and thus the function $g$ obtains its maximum at $t = c$ and

$$p(te^{i\alpha}, 0, c, \infty) \leq g(c) = \frac{2}{|e^{i\alpha} - 1|} = \frac{1}{\sin\frac{\alpha}{2}}.$$ □

**Theorem 3.4.** For $\alpha \in (0, \pi]$

$$\max\left\{ \sup_{t>0, d>0, c \in (0, d)} p(te^{i\alpha}, 0, c, d), \sup_{t>0, c>0} p(te^{i\alpha}, 0, c, \infty) \right\} = \frac{1}{\sin\frac{\alpha}{2}}.$$ 

**Proof.** By Lemmas 3.1 and 3.3 we need to show that

$$\sup_{t>0, d>0, c \in (0, d)} p(te^{i\alpha}, 0, c, d) \leq \frac{1}{\sin\frac{\alpha}{2}}.$$ 

Let us denote $a = te^{i\alpha}$ and consider a Möbius transformation $m$ that fixes origin, maps $c$ onto positive real line and $d$ to $\infty$. Now by Lemma 3.3

$$p(m(a), 0, m(c), m(d)) \leq \frac{1}{\sin\frac{\angle(m(a), 0, m(c))}{2}} \leq \frac{1}{\sin\frac{\angle(a, 0, c)}{2}} = \frac{1}{\sin\frac{\alpha}{2}},$$

where the second inequality follows from the facts that $\angle(m(a), 0, m(c)) > \angle(a, 0, c)$ and the function $f(x) = 1/\sin\frac{x}{2}$ is decreasing on $(0, \pi]$. □

Next we consider the case where one of the points in the supremum of (1.2) is on one of the sides of the angular domain and the three other points are on the other side.

**Corollary 3.5.** Let $\alpha \in (0, \pi]$ and $a, b, c, d \in \partial S_\alpha$ be such points that one of them is on one side of $S_\alpha$ and the other three are on the other side. Then

$$p(a, b, c, d) \leq \frac{1}{\sin\frac{\alpha}{2}}.$$
Proof. We may assume that the points $b$, $c$ and $d$ are on the positive real axis and $b < c < d$. Denote $\beta = \angle(a, b, c)$. Now $\beta \geq \alpha$ and points $a$, $b$, $c$ and $d$ are on the boundary of an angular domain with angle $\beta$. By Theorem 3.4 we have
\[ p(a, b, c, d) \leq \frac{1}{\sin \frac{\beta}{2}} \leq \frac{1}{\sin \frac{\alpha}{2}}, \]
where the second inequality follows as the function $f(x) = \frac{1}{\sin \frac{\alpha}{2}}$ is decreasing on $(0, \pi]$. □

Next we consider the angular domain in the case when there are exactly two points on each sides of the domain.

**Theorem 3.6.** Let $\alpha \in (0, \pi]$ and $a, b, c, d \in \partial S_\alpha$ be such points that two of them is on one side of $S_\alpha$ and the other two are on the other side. Then
\[ p(a, b, c, d) \leq \frac{1}{\sin \frac{\alpha}{2}}. \]

**Proof.** We may assume $|b| \leq |c|$. Let the circle through points $b$, $c$ and $d$ be $C$. Denote the intersection of the real axis and the tangent of $C$ at the point $b$ by $u$.

We prove first that the angle $\gamma = \angle(a, b, u) > \alpha$. By Proposition 2.2 the circumcenter of $C$ is
\[ k = b - \frac{(d - b)(c - b)}{b - \overline{b}}. \]
By a straightforward computation we obtain
\[ u = b + \frac{(d - b)(c - b)}{c + d - (b - \overline{b})} = \frac{cd - |b|^2}{c + d - 2\text{Re}b} \]
and
\[ \text{Re}u - \text{Re}b = \frac{\text{Re}(d - b)\text{Re}(c - b) - \text{Im}(b)^2}{\text{Re}(c + b) + \text{Re}(d - b)} < \text{Re}(c - b) \]
implying $u < c$. On the other hand, $|b| \leq c < d$ implies $u > 0$ and thus $0 < u < c$. If we denote $\beta = \angle(0, u, b)$, then $\pi - (\alpha + \beta) = \pi - \gamma$ and thus $\gamma = \alpha + \beta \in (\alpha, \pi]$.

If $a$ is contained inside $C$ then the points $a$, $b$, $c$ and $d$ can be mapped with a Möbius transformation to an angular domain with angle $\gamma$ and angular point at $b$. By Theorem 3.4 we obtain $p(a, b, c, d) = 1/\sin \frac{\gamma}{2} \leq 1/\sin \frac{\alpha}{2}$.

If $a$ is not contained inside $C$ then we consider circle $C'$ through points $c$, $d$ and $a$. The line through origin and $a$ intersects $C'$ at $a$ and $b'$. Since $b$ is inside $C'$ we have $|b'| \leq |b| \leq c$. We denote the angle between the line through origin and $a$, and the tangent of $C'$ at $a$ by $\gamma'$. Similarly as we obtained $\gamma > \alpha$, we now have $\gamma' > \alpha$ and by a Möbius transformation and Theorem 3.4 as above we collect $p(a, b, c, d) = 1/\sin \frac{\gamma'}{2} \leq 1/\sin \frac{\alpha}{2}$. □

Finally we can combine the results to obtain the Ptolemy constant in angular domain.

**Theorem 3.7.** For $\alpha \in (0, \pi]$
\[ P(S_\alpha) = \frac{1}{\sin \frac{\alpha}{2}}. \]
Proof. The assertion follows from Theorem 3.4, Corollary 3.5 and Theorem 3.6.

The result for the angular domain can easily be generalized for double angular domains.

Proof of Theorem 1.5. Boundary $\partial S_{\alpha, \beta}$ consists of a line segment $s$ and two half-lines $t$ and $u$. Let us denote the angular domain that contains $s$ and $t$ on its boundary by $S_{\alpha}$, the angular domain that contains $s$ and $u$ on its boundary by $S_{\beta}$ and the angular domain that contains $t$ and $u$ on its boundary by $S_{\gamma}$. Note that here $\gamma = \alpha + \beta - \pi$ and for each angular domain $S_j$, the subindex $j$ describes the size of the angle.

By considering domains $S_{\alpha}$ and $S_{\beta}$ it is clear that by Theorem 3.7 $P(S_{\alpha, \beta}) \geq \frac{1}{\sin \frac{\min\{\alpha, \beta\}}{2}}$.

If we map the angular point of $S_{\gamma}$ to $\infty$ with a Möbius transformation $m$, then $S_{\alpha, \beta}$ maps to a bounded domain with boundary consisting two line segments and a circular arc. As the angle between the line segments is $\gamma$ we obtain

$$P(S_{\alpha, \beta}) \geq \frac{1}{\sin \frac{\gamma}{2}}.$$

Let us prove that

$$P(S_{\alpha, \beta}) \leq \frac{1}{\sin \frac{\min\{\alpha, \beta, \alpha + \beta - \pi\}}{2}}.$$

If $s$, $t$ or $u$ does not contain any of the points $a$, $b$, $c$ or $d$, then the points are contained on the boundary of $S_{\alpha}$, $S_{\beta}$ or $S_{\gamma}$ and the assertion follows from Theorem 3.7. Now each of $s$, $t$ and $u$ contains at least one point and if we consider the angular domain $S_{\gamma}'$ that contains all of the points $a$, $b$, $c$ or $d$ on its boundary, we see that $\gamma' \geq \gamma$. Again the assertion follows from Theorem 3.7.

We finally extend the theory to triangles by the following lemma.

Lemma 3.8. Let $T$ be a triangle with angles $\alpha$, $\beta$, $\gamma$ and $a, b, c, d \in \partial T$. Then the points $a$, $b$, $c$ and $d$ can be mapped in same order with a Möbius transformation to $\partial S_\theta$, where $\theta \geq \min\{\alpha, \beta, \gamma\}$ and $\theta \leq \pi$.

Proof. Let $a$, $b$, $c$ and $d$ be on $\partial T$. If the points lie on two sides of the triangle then the assertion follows from Theorem 1.5. Thus we assume that at least one of the points $a$, $b$, $c$ and $d$ is on each side of the triangle.

We may assume the triangle $T$ to have vertices $0$, $1$ and $A$. We denote the angles $\alpha$, $\beta$ and $\gamma$ as in Figure 4 and we may assume that $b, c \in [0, 1]$ and $a$, $b$, $c$ and $d$ are located counterclockwise.

Now the circle through $a$, $0$ and $1$ contains $d$ or the circle through $0$, $1$ and $d$ contains $a$. We may assume that the circle $C$ through $0$, $1$ and $d$ encircles $a$ as the other case is symmetric.

We denote $s = (0, A) \cap \partial C$ and note that $a \in (0, s]$. Since $A$ is outside $C$ we have $\alpha' = \angle (0, s, 1) > \alpha$. Denote the angle between $C$ and $[0, A]$ at $s$ by $\alpha''$ and the angle between $C$ and $[0, 1]$ at $1$ by $\gamma'$. Now $\alpha'' = \alpha' + \beta > \alpha$ and $\gamma' > \gamma$. By a Möbius transformation that takes $(0, 1, s)$ to $(\infty, 0, 1)$ the
points \(a, b, c\) and \(d\) are mapped in this order to \(\partial S_{\gamma',\alpha''}\) and the assertion follows from Theorem 1.5.

**Proof of Theorem 1.4.** Let \(a, b, c, d \in \partial T\). By Lemma 3.8 we can map \(a, b, c, d\) in this order by a Möbius transformation to \(\partial S_\theta\), where \(\theta = \min\{\alpha, \beta, \alpha + \beta - \pi\}\), and the assertion follows from Theorem 3.7.

**4. Other domains**

We consider the Ptolemy constant for quadrilaterals, ellipses and convex plane domains. We begin with quadrilaterals.

**Proposition 4.1.** Let \((a, b, c, d)\) be a convex quadrilateral with two opposite angles \(\alpha\) and \(\gamma\). Then

\[ p(a, b, c, d) \leq \frac{1}{\sin \frac{\alpha + \gamma}{2}}. \]

**Proof.** If we denote the two other angles of \((a, b, c, d)\) by \(\beta\) and \(\delta\), then

\[ \sin \frac{\beta + \delta}{2} = \sin \frac{\alpha + \gamma}{2} \]

and the assertion follows from Theorems 3.7 and 2.6.

**Lemma 4.2.** Let \((x, a, b, y)\) be a convex quadrilateral and \(z\) be a point on the polyline \(xaby\). Then the angle \(\gamma = \angle yzx\) obtains its smallest value at \(z = a\) or \(z = b\).

**Proof.** Let us first assume that \(z \in [a, b]\). Denote the line through points \(a\) and \(b\) by \(\ell(a, b)\), and the line through points \(x\) and \(y\) by \(\ell(x, y)\). Denote the intersection of \(\ell(a, b)\) and \(\ell(x, y)\) by \(k\). Since \((x, a, b, y)\) is convex \(k \notin [x, y]\). By Lemma 2.7, \(\gamma\) obtains its minimal value at \(k\) and it is clear that \(\gamma\) increases as \(z\) is moved further away from \(k\) along the line \(\ell(a, b)\), see Figure 5. Thus the assertion follows.

If \(z \in [a, x]\) or \(z \in [b, y]\) the assertion is clear, see Figure 5.
Corollary 4.3. Let \((x, a_1, a_2, \ldots, a_n, y)\), \(n \geq 1\), be a convex polygon and \(z\) be a point on the polyline \(xa_1a_2\cdots a_ny\). Then the angle \(\gamma = \angle(yzx)\) obtains its smallest value at \(z = a_i\) for some \(i \in \{1, 2, \ldots, n\}\).

Our next two results give lower and upper bounds for the Ptolemy constant in a parallelogram.

Theorem 4.4. Let \(G\) be a parallelogram with smallest angle \(\alpha\) and sides \(r\) and \(s\). Then

\[
P(G) \geq \max \left\{ \frac{1}{\sin \frac{\alpha}{2}}, \sqrt{1 + \left( \frac{\max\{r, s\}}{2 \min\{r, s\} \sin \alpha} \right)^2}, \frac{1}{2} \left( f(r, s, \alpha) + \frac{1}{f(r, s, \alpha)} \right) \right\},
\]

where

\[
f(r, s, \alpha) = \frac{\sqrt{r^2 + 2rs \cos \alpha + s^2}}{\min\{r, s\} \sin \alpha}.
\]

Proof. By Theorem 3.7 it is clear that

\[
P(G) \geq \frac{1}{\sin \frac{\alpha}{2}}.
\]

We may assume \(r \geq s\). Let \(A, B, C\) and \(D\) be the vertices of \(G\) and let \(a, b, c, d \in \partial G\).

We prove first that

\[
P(G) \geq \frac{1}{2} \left( f(r, s, \alpha) + \frac{1}{f(r, s, \alpha)} \right).
\]

Since \(r \geq s\), we have \((r + s \cos \alpha)/2 \geq s \cos \alpha\). We choose \(b = B\), \(d = D\) and points \(a\) and \(c\) in a way that they divide the whole length of \(G\), that is \(r + s \cos \alpha\), into half (see left-hand side of Figure 6).
Figure 6. Proof of Theorem 4.4.

Now $|a - d| = |b - c| = (r + s \cos \alpha)/2$, $|a - c| = s \sin \alpha$, $|a - b| = |c - d| = \sqrt{s^2 \sin^2 \alpha + |a - d|^2}$ and $|b - d| = \sqrt{r^2 + s^2 + 2rs \cos \alpha}$. Now

$$p(a, b, c, d) = \frac{1}{2} \left( \frac{r^2 + 2rs \cos \alpha + s^2 \cos^2 \alpha}{s \sqrt{r^2 + s^2 + 2rs \cos \alpha}} \right).$$

Finally, we show that

$$P(G) \geq \sqrt{1 + \left( \frac{r}{2s \sin \alpha} \right)^2}.$$

If $r < 2s \cos \alpha$, then

$$\sqrt{1 + \left( \frac{r}{2s \sin \alpha} \right)^2} < \sqrt{1 + \tan^2 \alpha} = \frac{1}{\sin \alpha}$$

and thus

$$P(G) > \frac{1}{2} \frac{\sqrt{r^2 + 2rs \cos \alpha + s^2}}{s \sin \alpha} > \frac{1}{2} \frac{\sqrt{3r^2 + s^2}}{s \sin \alpha} \geq \frac{1}{\sin \alpha} > \sqrt{1 + \left( \frac{r}{2s \sin \alpha} \right)^2}.$$

We assume $r \geq 2s \cos \alpha$. We choose $b = A$, $c = (A + B)/2$, $d = C$ and $a$ is the intersection point of the side $[A, D]$ and the perpendicular bisector of $[B, C]$ (see right-hand side of Figure 6). Now

$$p(a, b, c, d) = \sqrt{1 + \left( \frac{r}{2s \sin \alpha} \right)^2}$$

and the assertion follows.

□

Theorem 4.5. Let $G$ be a parallelogram with smallest angle $\omega$ and sides $r$ and $s$. Then

$$P(G) \leq \frac{\sqrt{r^2 + 2rs \cos \omega + s^2}}{\min\{r, s\} \sin \omega}.$$ 

Proof. We may assume $s \leq r$. Let $a, b, c, d \in \partial G$ be points in this order. We denote the inner angles of the parallelogram $(a, b, c, d)$ by $\alpha$, $\beta$, $\gamma$ and $\delta$, respectively. We may assume $\alpha + \gamma \geq \pi$.

If $a$ and $c$ lie on the same side of $G$ so does $b$ and $d$, because $\beta + \delta \leq \pi$. In this case $p(a, b, c, d) = 1.$
Let us assume that \(a\) and \(c\) lie on adjacent sides of \(G\). Now \(\beta + \delta \geq \omega\) and by Proposition 4.1
\[
p(a, b, c, d) \leq \frac{1}{\sin \frac{\beta + \delta}{2}} \leq \frac{1}{\sin \frac{\omega}{2}} = \frac{2 \cos \frac{\omega}{2}}{\sin \frac{\omega}{2}} \leq \frac{\sqrt{2 + 2 \cos \omega}}{\sin \omega} \leq \frac{\sqrt{r^2 + 2rs \cos \omega + s^2}}{\min\{r, s\} \sin \omega}.
\]

Let us finally assume that \(a\) and \(c\) lie on opposite sides of \(G\). By Corollary 4.3 we may assume that \(b\) and \(d\) are vertices of \(G\). As above we know by Proposition 4.1 that
\[
(4.6) \quad p(a, b, c, d) \leq \frac{1}{\sin \frac{\beta + \delta}{2}}.
\]

If \(b\) and \(d\) are opposite vertices then \(\beta, \delta \geq \theta\), where \(\theta\) is the angle between the diagonal and a side of \(G\). We may assume that \(\theta\) is the smaller of the two possible angles. Now \((\beta + \gamma)/2 \geq \theta\) implying
\[
\sin \frac{\beta + \delta}{2} \geq \sin \theta = \frac{s \sin \omega}{\sqrt{(r + s \cos \omega)^2 + s^2 \sin^2 \omega}} = \frac{s \sin \omega}{\sqrt{r^2 + 2rs \cos \omega + s^2}}
\]
and the assertion follows from (4.6).

If \(b\) and \(d\) are adjacent vertices, then we may assume that \(c \in [b, d]\). By Lemma 2.7 the largest possible value for \(p(a, b, c, d)\) is attained for \(a\), which is on the perpendicular bisector \(p\) of points \(b\) and \(d\). Even if \(p\) does not intersect the side of \(G\) that is opposite to \([b, d]\), we can still use the estimate
\[
\sin \frac{\beta + \delta}{2} \geq \frac{s \sin \omega}{\sqrt{(\frac{1}{2})^2 + s^2 \sin^2 \omega}} \geq \frac{s \sin \omega}{\sqrt{r^2 + s^2}} \geq \frac{s \sin \omega}{\sqrt{r^2 + 2rs \cos \omega + s^2}}
\]
and the assertion follows from (4.6).

\[\square\]

\textbf{Figure 7.} Proof of Theorem 4.5. The points \(a\) and \(c\) are on the opposite sides. The points \(b\) and \(d\) are on opposite vertices (on left) and on adjacent vertices (on right).

\textbf{Proof of Theorem 1.6.} Follows from Theorems 4.4 and 4.5. \[\square\]

We collect two corollaries as special cases of Theorem 1.6.
Corollary 4.7. If $G$ is a rhombus (a parallelogram with $r=s$) with smallest angle $\alpha \in (0, \frac{\pi}{2}]$, then

$$P(G) = \frac{1}{\sin \frac{\alpha}{2}}.$$  

Proof. By Theorem 4.5,

$$P(G) \leq \sqrt{2 + 2 \cos \alpha \sin \alpha} = \frac{1}{\sin \frac{\alpha}{2}},$$

and by Theorem 4.4

$$P(G) \geq \max \left\{ \frac{1}{\sin \frac{\alpha}{2}}, \sqrt{1 + \left( \frac{1}{2 \sin \alpha} \right)^2 : \frac{1}{2} \left( \sin \frac{\alpha}{2} + \frac{1}{\sin \alpha} \right) } \right\},$$

so the assertion follows.

Corollary 4.8. If $R$ is a rectangle with sides $r$ and $s$, then

$$\max \left\{ \sqrt{2}, \sqrt{1 + \max \{r, s\}^2 / 4 \min \{r, s\}^2} \right\} \leq P(R) \leq \sqrt{1 + \frac{\max \{r, s\}^2}{\min \{r, s\}^2}}.$$ 

Proof. Follows from Theorems 4.4 and 4.5.

Our final goal in the study of the Ptolemy constant is ellipse. First we introduce a more general result for convex domains, and then we consider ellipses.

Theorem 4.9. Let $J$ be a convex curve with parametrisation $\gamma: [0, 1] \to \mathbb{C}$. If $\alpha = |\ang \gamma(0) - \ang \gamma(1)| < \pi$, then

$$P(J) \leq \frac{1}{\sin \frac{\pi - \alpha}{2}}.$$ 

Proof. The angle between the tangents of $J$ at the points $\gamma(0)$ and $\gamma(1)$ is at least $\pi - \alpha$, see Figure [8].

Let $a, b, c, d \in [0, 1]$ be such that $a < b < c < d$. Let $k$ be the intersection of the tangents of $J$ at points $\gamma(a)$ and $\gamma(d)$ and $\beta$ the angle between the tangents. Now $\beta \geq \pi - \alpha$. Let us denote the angle between lines through points $\gamma(a)$, $\gamma(b)$ and $\gamma(d), k$ by $\delta \geq \beta$. Finally, we denote the angle between lines through points $\gamma(a)$, $\gamma(b)$ and $\gamma(c), \gamma(d)$ by $\varphi$. Now $\varphi \geq \delta \geq \pi - \alpha$ and the assertion follows from Theorem 3.7.

Proof of Theorem 1.7. If $a = b$, the claim is clear. We assume $b < a$ and that the semiaxes lie on the real and the imaginary axes. Now

$$p(a, b, -a, -b) = \frac{2 \cdot (\sqrt{a^2 + b^2})^2}{2a \cdot 2b} = \frac{1}{2} \left( \frac{a}{b} + \frac{b}{a} \right) \leq P(E).$$

For the upper bound of $P(E)$ we consider scaling $E$ to circle $C$ with center at origin and radius $b$. The scaling is horizontal with scaling factor $c = b/a$. Four points on $C$ form a convex quadrilateral and we denote the angles by $\alpha$, $\beta$, $\gamma$ and $\delta$. Now $\alpha + \gamma = \pi = \beta + \delta$.

Each angle has two sides and when scaling $E$ to $C$ the angle $\eta$ between a side and a horizontal line changes. Lemma 2.8 gives a lower bound for the
change of \( \eta \). In the case when the scaling causes maximal decrease in \( \alpha + \gamma \), we obtain for new scaled angles \( \alpha' \) and \( \beta' \) that \( \alpha' + \beta' \in (c\pi, \pi] \). Now the upper bound for \( P(E) \) follows from Theorems 2.5 and 3.7.

To prove the last inequality we show that for \( c \in (0, 1] \),

\[
\frac{1}{\sin (c \cdot \pi/2)} < \frac{4}{\pi} \cdot \frac{1}{2} \left( \frac{1}{c} + \frac{1}{c^2} \right),
\]

which is equivalent to \( f(c) < 4/\pi \) for

\[
f(c) = \frac{1}{\sin(c\pi/2)} / \frac{1}{2} \left( \frac{1}{c} + \frac{1}{c^2} \right) = \frac{2}{\sin(c\pi/2) \cdot (c+1/c)}.
\]

Now

\[
f'(c) = \frac{-2}{(1+c^2)^2 \sin(c\pi/2)} \cdot \left( (1+c^2) \cdot (c\pi/2) \cot(c\pi/2) - (1-c^2) \right)
\]

and by Lemma 2.10 \( (c\pi/2) \cot(c\pi/2) \geq (1-c^2) \) implying

\[
f'(c) \leq \frac{-2}{(1+c^2)^2 \sin(c\pi/2)} \cdot (1-c^2)(1+c^2-1) \leq 0.
\]

Since

\[
\lim_{c \to 0^+} f(x) = \lim_{c \to 0^+} \frac{4}{\pi} \cdot \left( (c^2 + 1) \sin(c\pi/2)/(c\pi/2) \right)^{-1} = \frac{4}{\pi},
\]

the assertion follows.

\( \square \)

5. Uniformity

In this section we derive new estimates for the uniformity constant. To consider the uniformity constant we often need to estimate the quasihyperbolic distance, because explicit formula for it is known for very few simple domains. One of these is the complement of the origin. Martin and Osgood proved [12, p. 38] that for all \( x, y \in \mathbb{R}^n \setminus \{0\} \)

\[
k_{\mathbb{R}^n \setminus \{0\}}(x, y) = \sqrt{\varphi(x, 0, y)^2 + \left( \log \frac{|x|}{|y|} \right)^2},
\]
where \( \angle(x, 0, y) \) is the angle between line segments \([0, x]\) and \([0, y]\).

In the following example we consider the uniformity constant of a circular arc. We show that in this case there is no connection between the Ptolemy constant and the uniformity constant.

**Example 5.2.** Let us consider domain \( D \) in \( \mathbb{C} \), whose boundary consists of an arc of the unit circle. Then \( P(D) = 1 \) and \( A_D \) depends on the length of the \( \partial D \) and \( A_D \) increases as the length of \( \partial D \) increases. For \( a \in (0, \pi/2) \) we define

\[
\partial D = \{ z \in \mathbb{C} : z = e^{it}, t \in [a, 2\pi] \}.
\]

We derive a lower bound \( l = l(a) \) for \( A_D \) in terms of \( a \) and show that \( l(a) \to \infty \) as \( a \to 0 \).

Denote \( z = e^{ia} \) and \( u = (1 + z)/2 \). We estimate

\[
k_D(x, y) \geq k_G(x,u) = \log \frac{1 + \cos \frac{a}{2}}{\sin \frac{a}{2}},
\]

since \( |u - x| = |u| = \cos(a/2) \) and \( |1 - z| = 2\sin(a/2) \). By [8, Remark, 4.26] and [6, Lemma 2.2] we can calculate

\[
k_D(x, [z, 1]) = k_G(x,u) = \log \frac{2( |u - x| + \sqrt{|z-1|^2 + |u - x|^2})}{|1 - z|} = \log \frac{1 + \cos \frac{a}{2}}{\sin \frac{a}{2}},
\]

the estimates together we obtain

\[
A_D \geq \frac{k_D(x,y)}{j_D(x,y)} \geq \log \frac{1 + \cos \frac{a}{2} + \pi/2 + a/2}{\log 3} \to \infty
given\ as \ a \to 0.
\]

We introduce the following exact result for the angular domain and build up results to obtain a lower bound for the uniformity constant for convex polygons.

H. Lindén proved [10] that for \( \alpha \in (0, \pi] \),

\[
A_{S_\alpha} = 1 + \frac{1}{\sin \frac{\alpha}{2}}.
\]

**Theorem 5.3.** Let \( \alpha \in (0, \pi) \) and \( G \subset S_\alpha \) be a domain such that for some \( r > 0 \)

\[
G \cap B^2(r) = S_\alpha \cap B^2(r).
\]

Then \( A_G \geq A_{S_\alpha} \).
Proof. Since $S_\alpha$ is uniform, for any $\varepsilon > 0$ there exists points $x_0, y_0 \in S_\alpha$ such that

$$k_{S_\alpha}(x_0, y_0) \geq (A_{S_\alpha} - \varepsilon)j_{S_\alpha}(x_0, y_0).$$

Let us denote $R = 2 \cdot \max\{|x_0|, |y_0|\}$. Now points $x_0$ and $y_0$ are contained in $S_\alpha \cap \mathbb{B}(0, R)$ and thus points $r/R \cdot x_0$ and $r/R \cdot y_0$ are contained in $G \cap \mathbb{B}(0, r)$. We denote that

$$j_G(r/R \cdot x_0, r/R \cdot y_0) = \log \left(1 + \frac{\frac{r}{R}x_0 - \frac{r}{R}y_0}{\min\{d_{S_\alpha}(\frac{r}{R}x_0), d_{S_\alpha}(\frac{r}{R}y_0)\}}\right)$$

$$= \log \left(1 + \frac{|x_0 - y_0|}{\min\{d_{S_\alpha}(x_0), d_{S_\alpha}(y_0)\}}\right)$$

$$= j_{S_\alpha}(x_0, y_0).$$

**Figure 9.** Points $x_0$ and $y_0$ in $S_\alpha$ and their images under mapping $z \mapsto (r/R)z$.

Next we show that

$$k_G(r/R \cdot x_0, r/R \cdot y_0) \geq k_{S_\alpha}(x_0, y_0).$$

For any point $z \in G$ or equivalently $(R/r)z \in (R/r)G \subseteq S_\alpha$ we have

$$d(\partial G, z) = r/R \cdot d(\partial((R/r)G), (R/r)z) \leq r/R \cdot d(\partial S_\alpha, (R/r)z).$$

Let $\gamma \subset G$ be a rectifiable path joining $r/R \cdot x_0$ and $r/R \cdot y_0$. Now

$$k_G(r/R \cdot x_0, r/R \cdot y_0) = \inf_{\gamma \subset G} \int_{\gamma} \frac{|dz|}{d(\partial G, z)} \geq \inf_{\gamma \subset G} \int_{r/R \cdot \partial S_\alpha, (R/r)z} \frac{|dz|}{d(\partial G, z)}.$$
and further
\[ k_G(r/R \cdot x_0, r/R \cdot y_0) \geq \inf_{\gamma \subset G} \int_{\gamma} \frac{|dz|}{r/R \cdot d(\partial S_\alpha, (R/r)z)} \]
\[ = \inf_{\Gamma \subset (R/r)G} \int_{\Gamma} \frac{|dw|}{d(\partial S_\alpha, w)} \]
\[ \geq \inf_{\Gamma' \subset S_\alpha} \int_{\Gamma'} \frac{|dw|}{d(\partial S_\alpha, w)} = k_{S_\alpha}(x_0, y_0), \]

because paths \( \Gamma' \subset S_\alpha \) (joining \( x_0 \) and \( y_0 \)) covers all the paths \( \Gamma \subset (R/r)G \).

By putting all together we obtain
\[ k_G(r/R \cdot x_0, r/R \cdot y_0) \geq k_{S_\alpha}(x_0, y_0) \geq (A_{S_\alpha} - \varepsilon)j_{S_\alpha}(x_0, y_0) = (A_{S_\alpha} - \varepsilon)j_G(r/R \cdot x_0, r/R \cdot y_0) \]
and the assertion follows as we let \( \varepsilon \to 0 \). \( \square \)

**Proof of Theorem 1.9.** For each vertex of the polygon \( G \) we may use Theorem 5.3 for the inner angle \( \alpha_m \). Since \( G \) is convex \( \alpha_m \in (0, \pi] \). Now \( A_G \geq \max_m A_{S_{\alpha_m}} \) and the maximum is obtained for the smallest angle \( \alpha_m \). \( \square \)

Our next goal is to find a lower bound for the uniformity constant in triangle. To obtain it we estimate the quasihyperbolic distance in angular domain and the uniformity constant in cut angular domain \( S_\alpha \cap B^2(r) \).

**Lemma 5.4.** Let \( \alpha \in (0, \pi] \) and \( x, y \in S_\alpha \) with \( |y| \leq |x| \). Then
\[ k_{S_\alpha}(x, y) \geq \frac{1}{\sin \frac{\alpha}{2}} \ln \frac{|x|}{|y|}. \]

**Proof.** We denote \( z(t) = r(t)e^{i\theta(t)} \) and thus \( |dz| \geq |dr| \). Since \( d(\partial S_\alpha, z) \leq r \sin(\alpha/2) \) we obtain
\[ k_{S_\alpha}(x, y) = \inf_{\gamma} \int_{\gamma} \frac{|dz|}{d(\partial S_\alpha, z)} \geq \frac{|y|}{|x|} \int_{|x|} \frac{|dr|}{r \sin(\alpha/2)} \]
\[ \geq \frac{1}{\sin \frac{\alpha}{2}} \int_{|x|} \frac{dr}{r} \geq \frac{1}{\sin \frac{\alpha}{2}} \log \frac{|y|}{|x|} \]
and the assertion follows. \( \square \)

**Theorem 5.5.** Let \( \alpha \in (0, \pi] \) and \( G \subset \mathbb{R}^2 \) be a domain such that for some \( r > 0 \)
\[ G \cap B^2(r) = S_\alpha \cap B^2(r). \]

Then \( A_G \geq A_{S_\alpha} \).
Proof. The assertion can be proved in a similar way as Theorem 5.3. We choose \( r, x_0 \) and \( y_0 \) as in the proof of Theorem 5.3. For \( R \geq 2 \max\{|x_0|, |y_0|\} \) we obtain

\[
j_G((r/R)x_0, (r/R)y_0) = j_{\alpha}(x_0, y_0).
\]

We estimate next the quasihyperbolic distance between \( x_0 \) and \( y_0 \). We denote \( c = \frac{1}{2} A_{\alpha} j_{\alpha}(x_0, y_0) \) and set

\[
R \geq 2 \max\{|x_0|, |y_0|\} e^{c \sin(\alpha/2)}
\]

or equivalently

\[
\frac{1}{\sin \frac{\alpha}{2}} \log \frac{\frac{1}{2} R}{\max\{|x_0|, |y_0|\}} \geq c.
\]

Let \( \gamma \subset G \) be a curve joining points \((r/R)x_0 \) and \((r/R)y_0 \). We denote \((R/r)G\) by \( G' \) and the curve \((R/r)\gamma\) by \( \gamma' \). Note that \( \gamma' \) joins the points \( x_0 \) and \( y_0 \).

If \( \gamma' \subset B^2(R/2) \), then for each \( z \in \gamma' \) we have

\[
d(\partial G', z) = d(\partial S_{\alpha}, z)
\]

and thus

\[
k_G((r/R)x_0, (r/R)y_0) = k_{\alpha}( (r/R)x_0, (r/R)y_0).
\]

Now the proof continues as in the proof of Theorem 5.3. If \( \gamma' \notin B^2(R/2) \), then \( \gamma' \) goes from \( S^1(\max\{|x_0|, |y_0|\}) \) to \( S^1(R/2) \) and back at least once. Since for every \( z \in B^2(R/2) \), we have \( D(\partial G', z) = d(\partial S_{\alpha}, z) \), Lemma 5.4 gives

\[
k_{\alpha}'(x_0, y_0) \geq 2 \frac{1}{\sin \frac{\alpha}{2}} \log \frac{\frac{1}{2} R}{\max\{|x_0|, |y_0|\}} > 2c
\]

\[
= A_{\alpha} j_{\alpha}(x_0, y_0) = A_{\alpha} j_{\alpha}( (r/R)x_0, (r/R)y_0)
\]

and the assertion follows.

We estimate the uniformity constant in rhombi and obtain an estimate for rectangles as a special case.

**Theorem 5.6.** If \( G \) is a rhombus with smallest angle \( \alpha \), then

\[
A_G \geq \frac{2}{\sin \frac{\alpha}{2}}.
\]

Proof. We may choose \( G \) so that its vertices are 1, \( ti, -1 \) and \( -ti \) for \( t \in (0, 1) \). Let \( x = (s, 0) \) for \( s \in [0, 1] \) implying \( d_G(x) = (1 - |x|) \sin(\alpha/2) \). The quasihyperbolic geodesic from \( x \) to \(-x\) is the line segment \([-x, x]\) and thus

\[
k_G(-x, x) = 2 \int_0^{|x|} \frac{du}{(1 - u) \sin \frac{\alpha}{2}} = -2 \log(1 - |x|) \sin \frac{\alpha}{2}.
\]

For the distance ratio metric we obtain

\[
j_G(-x, x) = \log \left( 1 + \frac{2|x|}{(1 - |x|) \sin \frac{\alpha}{2}} \right)
\]

\[
= \log (\sin \frac{\alpha}{2} + (2 - \sin \frac{\alpha}{2})|x|) - \log ((1 - |x|) \sin \frac{\alpha}{2}).
\]
We denote \( u = |x| \) and \( C = \sin \frac{\alpha}{2} \). The l'Hôpital rule gives
\[
\frac{k_G(-x,x)}{j_G(-x,x)} \geq \lim_{u \to 1} \frac{k_G(-x,x)}{j_G(-x,x)}
= \lim_{u \to 1} \frac{2}{C(1-u)} \cdot \frac{1}{\frac{2-C}{C+u(2-C)} + \frac{C}{C(1-u)}}
= \lim_{u \to 1} \frac{2}{C} \cdot \frac{C + u(2-C)}{(2-C)(1-u) + C + u(2-C)} = \frac{2}{C}
\]
and the assertion follows. \( \square \)

**Corollary 5.7.** For rectangle \( R \) with sides of length \( a \) and \( b \leq a \) the uniformity constant is
\[
A_R \geq 2\sqrt{2} \left( \frac{b}{a} \right)^4.
\]

**Proof.** For a square \( S \), Theorem 5.6 gives uniformity constant \( 2\sqrt{2} \). We consider mapping \( f(x,y) = (ax, by) \). Now \( f \) is \((a/b)\)-bilipschitz and \( f(S) = R \). By Lemma 2.11 we obtain \( 2\sqrt{2} = A_S \leq L^4 A_R = (a/b)^4 \). \( \square \)

**Remark 5.8.** Corollary 5.7 improves the lower bound introduced in [10, 5.44].

**Proof of Theorem 1.8.** The medial axis of \( T \) consists of subarcs of the bisectors of the triangle \( T \) and it divides \( T \) into three subtriangles \( T_{\alpha}, T_{\beta} \) and \( T_{\gamma} \). For each \( m \in \{\alpha, \beta, \gamma\} \) the triangle \( T_m \) is opposite to the angle \( m \). Let us choose points \( x \) and \( y \) from the medial axis of \( T \) so that \( x \) lies on the bisector of \( \alpha \) and \( y \) lies on the bisector of \( \beta \), see Figure 10.

![Figure 10](image-url)

**Figure 10.** A curve \( \Gamma \) joining \( x \) and \( y \) in \( T \). If a part of \( \Gamma \) goes outside the lower subtriangle, it can be replaced by a part of medial axis.

The quasihyperbolic geodesic \( \Gamma \) from \( x \) to \( y \) has to be contained in \( T_{\gamma} \), because otherwise we could shorten the quasihyperbolic length of \( \Gamma \) by replacing the part that is outside \( T_{\gamma} \) by a part of the medial axis, see Figure 10.

For \( m \in \{\alpha, \beta\} \) we denote the line segment that is a part of medial axis and starts from angle \( m \) by \( l_m \). We can see that if \( \Gamma \) leaves from one side of \( T_{\gamma} \), let say \( l_{\alpha} \), it cannot come back to it, as otherwise the part could be replaced again with a line segment that is a subarc of \( l_{\alpha} \). Thus we now that \( \Gamma \) consists of three parts: \( \Gamma_1 \) is in \( l_{\alpha} \), \( \Gamma_2 \) is in the interior of \( T_{\gamma} \) and \( \Gamma_3 \) is in...
Here $\Gamma_1$ and $\Gamma_3$ may consist of only a single point. Note also that $\Gamma_2$ is determined by only one side of $T$ and thus it is a circular arc, because in half-plane quasihyperbolic geodesics agree with hyperbolic geodesics.

Let us fix two vertices of $T$: the vertex at angle $\alpha$ is 0 and the vertex at angle $\beta$ is 1, see Figure 11. By [11] quasihyperbolic geodesics are smooth curves and we can observe that the radius of $\Gamma_2$ is

$$r = \frac{\sin \frac{\alpha}{2} \sin \frac{\beta}{2}}{\sin \frac{\alpha}{2} + \sin \frac{\beta}{2}}.$$

![Figure 11. The quasihyperbolic geodesic $\Gamma$ joining $x$ and $y$ consists of three parts.](image)

We denote $\{x_1\} = \Gamma_1 \cap \Gamma_2$ and $\{y_1\} = \Gamma_2 \cap \Gamma_3$. Now $|x_1| = r/\tan \frac{\alpha}{2}$, $|y_1 - 1| = r/\tan \frac{\beta}{2}$ and

$$k_T(x, x_1) = \int_{|x|}^{|x_1|} \frac{dt}{t \sin \frac{\alpha}{2}} = \log |x_1| - \log |x| = \frac{\log r - \log(\tan \frac{\alpha}{2}) - \log |x|}{\sin \frac{\alpha}{2}},$$

$$k_T(y, y_1) = \frac{\log r - \log(\tan \frac{\beta}{2}) - \log |y_1 - 1|}{\sin \frac{\beta}{2}}.$$

Next we add a new condition for the points $x$ and $y$. We want that neither $\Gamma_1$ nor $\Gamma_3$ consist of a single point and thus we require that $|x| = |y - 1| = \varepsilon$ for small enough $\varepsilon$.

Now

$$k_T(x, y) > k_T(x, x_1) + k_T(y_1, y) = C + \left( \frac{1}{\sin \frac{\alpha}{2}} + \frac{1}{\sin \frac{\beta}{2}} \right) (-\log |x|),$$

where

$$C = \frac{\log r - \log(\tan \frac{\alpha}{2})}{\sin \frac{\alpha}{2}} + \frac{\log r - \log(\tan \frac{\beta}{2})}{\sin \frac{\beta}{2}}$$

does not depend on $|x|$.

Denote $y' \in l_\beta$ be the point with $d(x, \partial T) = d(y', \partial T)$. By assumption $\beta < \pi/2$ and thus

$$|x - y| \leq |x - y'| = 1 - |x| \frac{\sin \frac{\alpha + \beta}{2}}{\sin \frac{\alpha}{2}} = 1 - D|x|,$$
where $D$ is a constant not depending on $|x|$. Since $|x| = |y - 1|$ and $\alpha \leq \beta$ we have $d(x, \partial T) \leq d(y, \partial T)$ and

$$j_T(x, y) \leq \log \left( 1 + \frac{1 - D|x|}{|x| \sin \frac{\alpha}{2}} \right) \leq \log \left( 1 + \frac{1}{|x| \sin \frac{\alpha}{2}} \right)$$

$$\leq \log \left( \left( 1 + \frac{1}{\sin \frac{\alpha}{2}} \right) \frac{1}{|x|} \right) = E - \log |x|,$$

where $E$ does not depend on $|x|$.

Putting the estimates together give us

$$k_T(x, y) \geq \frac{C + \left( \frac{1}{\sin \frac{\alpha}{2}} + \frac{1}{\sin \frac{\beta}{2}} \right) (-\log |x|)}{E - \log |x|} \geq \lim_{|x| \to 0} \frac{C + \left( \frac{1}{\sin \frac{\alpha}{2}} + \frac{1}{\sin \frac{\beta}{2}} \right) (-\log |x|)}{E - \log |x|} = \frac{1}{\sin \frac{\alpha}{2}} + \frac{1}{\sin \frac{\beta}{2}}$$

and the assertion follows. □

Remark 5.9. Theorem 1.8 gives a lower bound for the uniformity constant of a triangle $T$. An upper bound $A_T \leq \frac{1}{\cos \frac{\gamma}{2}} \left( 2 + \frac{1}{\sin \frac{\alpha}{2}} + \frac{1}{\sin \frac{\beta}{2}} \right)$ is given [10, 5.38].

Next we prove a lower bound for the uniformity constant in an ellipse and in the complement of the unit ball.

Proof of Theorem 1.10. We denote the major axis of $E$ by $a$ and the minor axis by $b$. Now $c = a/b$.

Let us prove first the upper bound. We choose $G = B^2$ and $f(x, y) = (ax, by)$. Now $f$ is $c$-bilipschitz and $f(B^2) = E$. By Lemma 2.11 we have $A_E \leq c^4 A_{B^2} = 2c^4$.

We prove next the lower bound. We consider points $x, y \in E \cap \mathbb{R}$ and choose $-a < x < y < a$. By symmetry and convexity of $E$ it is clear that the quasihyperbolic geodesic from $x$ to $y$ in $E$ is the line segment $[x, y]$. By choosing $x = b^2/a - a$ and $y = a - b^2/a$ gives

$$k_E(x, y) = 2 \int_0^{a-b^2/a} \frac{dt}{b\sqrt{1 - t^2/(a^2 - b^2)}} = 2\sqrt{a^2 - b^2} \arcsin \frac{\sqrt{a^2 - b^2}}{a}$$

and $j_E(x, y) = \log(2(a/b)^2 - 1)$ implying

$$A_E \geq \frac{2\sqrt{c^2 - 1} \arcsin \sqrt{1 - \frac{1}{c^2}}}{\log(2c^2 - 1)}.$$

Let $x = si$ and $y = -si$ for $s \in (0, b)$. Now

$$k_E(x, y) = 2 \int_0^s \frac{dt}{b - t} = 2(\log b - \log(b - s))$$

and $j_E(x, y) = \log(2(s/b)^2 - 1)$ implying

$$A_E \geq \frac{2\sqrt{c^2 - 1} \arcsin \sqrt{1 - \frac{1}{c^2}}}{\log(2c^2 - 1)}.$$
and
\[ j_E(x, y) = \log \left( 1 + \frac{2s}{b - s} \right) = \log(b + s) - \log(b - s). \]

Because
\[ A_E \geq \lim_{s \to b} \frac{k_E(x, y)}{j_E(x, y)} = \lim_{s \to b} \frac{2/(b - s)}{1/(b + s) + 1/(b - s)} = 2, \]
the assertion follows. \( \square \)

**Theorem 5.10.** Domain \( G = \mathbb{R}^n \setminus \overline{B^n} \) is uniform and
\[ \frac{\pi}{\log 3} \leq A_G \leq \frac{4\pi}{\log 3}. \]

**Proof.** We prove first the lower bound. Let \( x \in G \) and choose \( y = -x \). Now by (5.11)
\[ \frac{k_G(x, y)}{j_G(x, y)} = \frac{k_{\mathbb{R}^n \setminus \{0\}}(x, y)}{j_{\mathbb{R}^n \setminus \{0\}}(x, y)} = \frac{\pi}{\log \left( 1 + \frac{2|x|}{|x|^2 - 1} \right)} \geq \lim_{|x| \to \infty} \frac{\pi}{\log \left( 1 + \frac{2|x|}{|x|^2 - 1} \right)} = \frac{\pi}{\log 3} \]
and thus \( A_G \geq \pi/(\log 3) \).

Next we consider the upper bound. We use the following 4 results:
(i) The domain \( \mathbb{R}^n \setminus \{0\} \) is uniform with \( A_{\mathbb{R}^n \setminus \{0\}} = \frac{\pi}{\log 3} \). [10, Theorem 1.9]
(ii) For any open set \( \bar{G} \subset \mathbb{R}^n \) and for all \( x, y \in G \) we have
\[ j_G(x, y) \leq \delta_G(x, y) \leq 2j_G(x, y), \]
where \( \delta_G \) is the Seittenranta metric in \( G \). [10, Theorem 3.4]
(iii) For any domain \( G \subset \mathbb{R}^n \) and for all \( x, y \in G \) we have
\[ k_G(x, y) \leq \rho_G(x, y) \leq 2k_G(x, y), \]
where \( \rho_G \) is the Ferrand metric in \( G \). [5]
(iv) Metrics \( \delta_G \) and \( \rho_G \) are Möbius invariant.

Let us fix points \( x, y \in G \). We denote Möbius mapping \( f(z) = 1/z \) and observe that \( f(G) = \mathbb{R}^n \setminus \{0\} \). By (ii) and (iii) we have
\[ \frac{k_G(x, y)}{j_G(x, y)} \leq 2\frac{\rho_G(x, y)}{\delta_G(x, y)} \quad \text{and} \quad \frac{\rho_{f(G)}(f(x), f(y))}{\delta_{f(G)}(f(x), f(y))} \leq 2 \frac{k_{f(G)}(f(x), f(y))}{j_{f(G)}(f(x), f(y))}. \]

These inequalities together with (i) and (iv) give
\[ \frac{k_G(x, y)}{j_G(x, y)} \leq 2\frac{\rho_G(x, y)}{\delta_G(x, y)} = 2\frac{\rho_{f(G)}(f(x), f(y))}{\delta_{f(G)}(f(x), f(y))} \leq 4 \frac{k_{f(G)}(f(x), f(y))}{j_{f(G)}(f(x), f(y))} \leq A_{f(G)} = \frac{4\pi}{\log 3} \]
and the assertion follows. \( \square \)

Our final uniformity constant estimate considers twice punctured space and it is not in any connection with the Ptolemy constant as the boundary of the domain is clearly not a Jordan curve.
Theorem 5.11. For $G = \mathbb{R}^2 \setminus \{-e_1, e_1\}$ we have

$$A_G \geq \frac{2 \text{arsinh} \beta}{\log \left(1 + \frac{2 \beta}{\sqrt{1 + \beta^2}}\right)} \approx 3.5131,$$

where $\beta \approx 3.1841$ is the solution of $\text{arsinh} t + \arctan t = \pi$ for $t > 0$.

Proof. We consider $k_G(te_2, -te_2)$ for $t > 0$ and $G = \mathbb{R}^2 \setminus \{-e_1, e_1\}$. By [12] and [17] we know the geodesics joining any two points in $G$. For small $t$ the geodesic segment between $x = te_2$ and $-x$ is the line segment $[x, -x]$ and for large $t$ there exists more than one geodesic segments joining $x$ and $-x$. In this case the geodesics are circular arcs with center at $-e_1$ or $e_1$. There is also a value of $t$ such that geodesics joining $x$ and $-x$ are circular arcs and the line segment $[-x, x]$. We show that this limiting value of $t$ is $\beta$.

We find formula for quasihyperbolic length of line segment $[x, -x]$. By definition

$$\ell_{k_G}(te_2, -te_2) = 2\ell_{k_G}([0, te_2]) = 2 \int_0^t dz \sqrt{1 + z^2} = 2 \text{arsinh} t.$$

Next we find formula for the quasihyperbolic length for the longer circular arc $C(x, -x)$ with center $e_1$ and joining $x$ and $-x$. By definition

$$\ell_{k_G}(C(x, -x)) = 2\pi - \angle (x, e_1, -x) = 2(\pi - \arctan t).$$

Now it is clear that

$$k_G(x, -x) = \ell_{k_G}([x, -x]) \land \ell_{k_G}(C(x, -x)) = 2 \min\{\text{arsinh} t, \pi - \arctan t\}$$

and $\text{arsinh} t = (\pi - \arctan t)$ is equivalent to $t = \beta$.

We next show that the solution $\beta$ is unique. Consider the function $f(t) = \text{arsinh} t - (\pi - \arctan t)$. Since $f'(x) = (1 + \sqrt{1 + t^2})/(1 + t^2) > 0$ the function $f(t)$ is strictly increasing and hence $\beta$ is a unique solution. Since the functions $\text{arsinh} t \land \pi - \arctan t$ are strictly monotone, it is clear that $k_G(x, -x)$ obtains its maximum at $\beta$.

By definition

$$j_G(x, -x) = \log \left(1 + \frac{2t}{\sqrt{1 + t^2}}\right)$$

and thus

$$\sup_{y, z \in G} \frac{k_G(y, z)}{j_G(y, z)} \geq \frac{k_G(\beta e_1, -\beta e_1)}{j_G(\beta e_1, -\beta e_1)} = \frac{2 \text{arsinh} \beta}{\log \left(1 + \frac{2 \beta}{\sqrt{1 + \beta^2}}\right)}$$

and the assertion follows.
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