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Abstract: With the development of the Internet of Things, sensor ontologies have been applied to a variety of fields. Most sensor ontologies are currently built for applications in specific domains, and these ontologies are usually heterogeneous, making it difficult to share or reuse knowledge and concepts. The ontology association methods can be used to construct the semantic mapping between heterogeneous ontologies, so as to effectively determine the similarity between concepts in the ontologies. However, most of the contemporary methods do not make full use of the information that is stored in ontologies and are insufficient for the effective association. This paper proposes a novel association method based on comprehensive similarity. In our proposed method, we first use How-Net to obtain concept representation and calculate the semantic similarity of ontology concepts through sememe Tree and sememe Hierarchy. Then we calculate the structural similarity by the internal structure and the hierarchical relationship between the ontologies and remove the conceptual pairs with low relevance. Finally, we combine the semantic similarity and structural similarity to calculate the similarity matrix between ontology concepts to achieve association. The experimental results on real data show that our method can effectively associate sensor data with domain ontology by combining two different similarity calculation methods.
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1. Introduction

In the past few decades, more IoT (Internet of Things) applications [1], sensor data-based software [2], and social network applications [3] have been generating data. The rapid growth and repeatability of data [4] make it difficult for people to locate desired information efficiently. The presence of the ontology improves this situation. On the basis of the World Wide Web, the Semantic Web was proposed, which adds semantic information that machines can understand for various documents, so that there is a semantic association between Web documents, making it an intelligent network. The construction of the Semantic Web involves several critical technologies, and the ontology is one of them. The concept of ontology first appeared in the field of philosophy, which studied whether a noun represented a real entity or a concept. In the 1970s and 1980s, with the development of artificial intelligence, the ontology was introduced into the computer field. The ontology builds models based on a specific category system to express concepts, entities, attributes, relationships, and so on. Ontology is a formal representation of a set of important concepts in a particular domain.

The original sensor data lacked semantic information. In 2009, the World Wide Web Consortium established the Semantic Sensor Network (SSN) to develop an ontology that describes the characteristics of sensors and sensor networks, specifying a semantic tagging language for sensor network applications. With the development of the IoT, the construction of sensor ontology is becoming more and more important. The sensor ontology can be defined as a five-tuple:

$$SO = (C, R, M, A, I)$$  \hspace{1cm} (1)

Where $C$ represents a set of concepts, $R$ represents a set of relations, $M$ represents a set of methods, $A$ represents a set of axioms, and $I$ represents a set of instances. The concept refers to the abstraction of sensors, sensor data, sensor properties and so on. Relationship refers to the association between concepts and forms a hierarchical structure between
concepts. The method is a further explanation of the concept. The axiom refers to the basic formal statement which can be used to derive other axioms. An instance is a specific object that belongs to a concept.

Ontology has been widely recognized as the basis of a structured description and inference of domain knowledge, providing sharable semantic descriptions for entities in the application domain to better share and reuse knowledge. Ontology is generally applied to the field of semantic-based information processing, especially in the fields of knowledge reasoning, information integration, and knowledge engineering. Although the original intention of establishing ontology is to share knowledge well, with the continuous development of ontology technology, a large number of sensor ontologies are generated, but they have heterogeneity in syntax, pattern, and semantics, which is difficult to share and reuse. At present, there is still great difficulty in establishing a globally universal large ontology. Faced with these heterogeneous ontologies, how to achieve the association among sensor ontologies and realize mutual sharing and reuse to improve the interoperability of sensor ontologies is a challenging research topic.

There are many reasons for the emergence of heterogeneous ontology. First, because of the distribution of the ontology itself, the representation of ontology is not completely consistent with its internal logic. Secondly, the existing ontologies are mostly constructed by different ontology development teams, so there is no unified standard to constrain the ontology construction. Different development teams will choose the method that matches the current research background according to their own needs, so that even the ontologies built in the same field may be different. Besides, different team's habits of using terminology, cultural background knowledge, and actual application are different, and their understanding of the objective world and methods are not exactly the same. In heterogeneous ontologies, the same entity may be expressed in different concepts, and the relationships between concepts may be different. The classification of concepts may also be different. The heterogeneity of the ontology will make the application of information communication on the upper layer of the ontology very difficult, and it is contrary to the original intention of sharing knowledge. Therefore, researchers have proposed many solutions to establish a mapping relationship between two heterogeneous ontology concepts.

Ontology mapping refers to the process of mapping the entity of the source ontology to the target ontology entity through a semantic association between the two ontologies. Ontology mapping enables heterogeneous ontologies to achieve a consistent understanding of the same thing and determine how different ontologies are mapped or related [5]. Ontology mapping solves the problem of complex information exchange in the Semantic Web. It can effectively share the knowledge in heterogeneous ontologies [6]. In practice, ontology mapping takes two heterogeneous ontologies as input and then outputs a semantic mapping relationship between two ontology concepts based on the mapping rules. The mapping relationships between semantics are generally determined by their similarity. The initial mapping process was done manually. At that time, the amount of data was relatively small so that the manual construction method could accomplish the task better. However, as the number of data increases, the information represented by the ontology was more and more. Merely relying on these methods cannot get good results. Moreover, the mapping process constructed by hand is too subjective and difficult to reuse. In addition, in some traditional ontology mapping systems, there are still problems such as large computation, low accuracy, and low mapping efficiency. Therefore, there is an urgent need to find some ways to better complete the association process.

Considering the shortcomings of current research, we propose a new method based on the comprehensive similarity to calculate the similarity between sensor data and domain ontology. The rest of this paper is structured as follows. In Section 2, we introduced the related work of ontology mapping and association method in the literature. In Section 3, we reconstruct the association rules of sensor data and domain ontology and propose a new similarity calculation method. In Section 4, the experimental result of a case study for semantic inference in berth management is introduced. Finally, in Section 5, we summarize the entire paper.

2. Related Work

Sensors are the low-level hardware that plays an essential role in detecting, sensing and collecting environmental information, such as warehouse security management [7], fire detection and warning [8], home automation, and remote patient monitoring [9]. Due to different descriptions of concepts in the sensor field and data processing methods, heterogeneous problems exist in sensor networks, which makes it difficult to share, reuse, and integrate different sensor data. Therefore, scholars have introduced ontology into sensors to construct sensor ontologies. Huang and Javed [10] applied the structure of the Semantic Web to the sensor network so that sensor data could be understood and processed by computers. Ni et al. [11] proposed a semantic sensor network that incorporates dynamic semantic information into sensor data, allowing sensor data to be reused. Liu et al. [12] proposed a new approach to construct multi-domain ontology for large-scale unstructured text. Kim et al. [13] proposed a service-oriented sensor ontology. Atanasov et al. [14] proposed a layered approach to model semantic information for IoT applications, transforming IoT data into reusable knowledge, and improving system energy efficiency.

To associate sensor data to domain ontology, we need help from sensor ontology. Therefore, we need to calculate the similarity between the sensor ontology and the domain ontology. The sensor ontology refers to the interrelationship between concepts in the domain of sensor. The sensor ontology is also a domain ontology. In the field of sensors,
there are mainly 12 famous sensor ontologies. [15] However, these sensor ontologies are built for specific applications, and the standards for their construction are not uniform, which leads to the definition of each concept is not the same, so it is difficult to achieve the sharing of the sensor ontology [16]. Therefore, this paper studies the similarity calculation method in the ontology mapping system to associate the sensor data with domain ontology. The system establishes a connection between heterogeneous ontologies to achieve a consistent understanding of the same thing between the two ontologies. The ontology mapping method determines how different ontologies are mapped and associated. In general, the ontology mapping system in a specific domain uses specific domain rules, heuristic learning, or background knowledge to assist association. [17]

The methods in ontology mapping system can be classified from different angles. According to the principle of methods, there are mainly the following three categories: methods based on rules, methods based on statistical and methods based on machine learning. According to the characteristics of the ontology, there are mainly following four categories: methods based on linguistic features, methods based on structural features, methods based on external resources, and methods based on logical reasoning.

2.1. Methods Based on Rules

The rule-based method is to define some heuristic rules in the ontology mapping. These rules are mostly derived from the definition of concepts and their structural information. In some specific application areas, domain rules can be applied to ontology mapping as ontology mapping rules. Fan et al. [18] proposed an improved multi-strategy concept similarity computing approach, which discusses the similarity of ontology concepts from four aspects: ontology concept name, attributes, instances, and hierarchies. Ehrig et al. [19] proposed a similarity calculation method based on heuristic rules. They implement ontology mapping by developing corresponding coding rules by experts in the ontology domain. After careful evaluation, the experimental results show that the method is effective. A novel comprehensive method was proposed by Li et al. [20]. This method uses different mapping rules to compute ontology similarity. This method constructs a structural tree model of association rules and calculates the similarity of conceptual structures according to association rules. Then the method calculates the final result based on Multiple feature similarities. This method achieves better results and reduces time complexity compared to RiMOM [21]. Wang et al. [22] proposed a new ontology mapping method, which can perform a series of filtering processes through the structural relationship between ontology entities, avoiding unnecessary mapping operations between source ontology and target ontology. Based on ontology concepts, Faria et al. [23] proposed AWL, a novel ontology mapping system. In the experiment, AML achieved high accuracy, but the F1 value and recall rate were relatively low.

2.2. Methods Based on Statistical

The statistical-based method refers to the use of statistical methods in the mapping process. In general, the traditional method assumes that the numerical properties of the concept are entirely independent and does not consider the dependencies therein. In fact, the value of each numeric attribute corresponds to the numerical attribute in the concept. Therefore, the joint distribution of different attribute values can be considered as features for ontology mapping. Prasad et al. [24] proposed a method based on Bayesian, while Doan et al. [25] proposed a method based on joint probability distribution. The method combines a variety of machine learning methods and adopts a hybrid ontology mapping system architecture to further improve the accuracy of ontology concept matching. However, the mapping accuracy of the experimental results on different test sets is 66% to 97%, indicating that the method does not have good stability.

2.3. The Methods Based on Machine Learning

Ontology mapping based on machine learning generally refers to the use of machine learning methods to transform mapping problems into classification problems in the mapping process. These methods typically require a data set of known mapping results as a training set to train a particular machine learning model. Common machine learning methods are support vector machines, random forests, deep learning networks, and so on. Xiang et al. [26] used vocabulary information, linguistic information, and semantic information of How-Net and Chinese Concept Dictionary (CCD) as mapping features to train the machine learning model. Finally, the initial mapping results are adjusted by using the similarity propagation algorithm. This method has achieved high accuracy in the experiment. Liu et al. [29] proposed a gradient descent algorithm based on the stochastic conjugate gradient and optimized the negative sampling process based on part-of-speech tagging to increase the accuracy of the language model. The experimental results show that the method is effective.

2.4. Methods Based on Linguistic Features

The domain ontology contains the concept definitions and language descriptions for specific domains, so the similarity between concepts can be obtained by comparing differences in character sequences. This method generally uses the edit distance to represent the difference between the sequences of characters. If the value of edit distance is large, the similarity between strings is small. There are many ways to calculate the edit distance, such as Levenshtein distance [27], I-sub method [28], and so on. With the development of deep learning, the word vector constructed by the deep learning model has also appeared to calculate the similarity between texts. Liu et al. [29] uses global information and sliding window context to characterize textual information.
2.5. Methods Based on Structural Features

The ontology can usually be represented as a tree or a graph, so ontology mapping can be performed using a tree operation or a graph theory method. These methods usually require constructing an output map between the ontologies as input, and a new mapping can be obtained by using a similarity propagation algorithm. This approach suggests that if the two concepts are similar, it is likely that their child concept or ancestor concept is similar. Sekine et al. [30] used WordNet and EDR as references and conducted several experiments based on the parent node, child nodes, and grandchild nodes. The experimental result proved that parent nodes and child nodes are more important.

2.6. Methods Based on External Resources

Domain resources usually have known background knowledge, and the use of dictionaries or third-party ontologies can provide a better reference for ontology mapping. At present, the use of dictionaries for ontology mapping generally based on WordNet. WordNet can classify words according to their meanings. Therefore, when calculating the similarity, the judgment of the similarity can be based on whether the concept of the ontology belongs to the same synonym set in WordNet or whether the distance is close enough. Budanitsky et al. [31] calculated semantic similarity based on WordNet ontology and path distance. Jin et al. [32] proposed a How-Net based ontology mapping method, which first calculates the conceptual similarity of ontology and then analyses its structural similarity. The method based on the third-party ontologies can usually treat the instance data in the ontologies as an external resource. When the instance sets of the two classes have a large intersection, the two classes are likely to be similar. A typical method is the Jaccard method [33]. This method is used for the similarity between sets, but it is not possible to measure the specific difference value of the measure set, just to get the result like whether the two sets are the same. Therefore, the Jaccard coefficient method only cares about whether the features between the sets are consistent.

2.7. Methods Based on Logical Reasoning

Logical reasoning-based methods are often used in conjunction with other methods because using this method alone does not produce good ontology mapping results. The mapping method based on logical reasoning can effectively utilize the semantic information in the ontology for reasoning and can also verify the mapping results, such as, reasoning or correcting the results calculated by other methods. There are currently not many mapping methods based on logical reasoning. Kumar et al. [34] construct a domain-specific ontology mapping based on a method of describing logic.

2.8. Other Methods

In addition to some of the above methods, it is also possible to find semantic relations between similar entities in heterogeneous ontologies to implement ontology mapping. The association of semantic information is the cornerstone of the semantic sensor network, which plays an important foundation for it. For semantic association problem, Wang et al. [35] proposed a data access control model for individual users. This model is mainly based on the semantic integration nature of XML data. Xiong et al. [36] proposed a new neural network model. The model improves the traditional algorithm and constructs a distributed vector representation of semantics based on CBOW model. What is more, the model uses the CNN model to train a large amount of text to achieve the semantic association between texts. Experiments show that this neural network model has high semantic relevance and accuracy. Wang et al. [37] proposed a mapping algorithm based on semantic similarity. The method constructs the connection between the knowledge ontologies and the Predicate-Argument structure. This mapping algorithm is also capable of querying the semantics of multiple ontologies. Pinkel et al. [38] extended the previous ontology mapping benchmark and proposed a new version of RODI. RODI tests the accuracy of the system by using test samples from scientific conferences and various exploration fields. The newly proposed RODI can evaluate all ontology mapping system that associate concepts with ontologies. Wang et al. [39] proposed a dynamic mapping strategy, which analyzes similar information and entities, and uses function decision methods to determine the combined weights of different ontology features. The experiment has achieved good results. Bockj et al. [40] used the MapPSO algorithm to solve the ontology alignment problem of semantic applications under heterogeneous knowledge base.

In summary, the contemporary ontology mapping systems lack effective measures for big data. Besides, since the number of ontologies increases rapidly and the ontologies lack a relatively uniform framework, the ontologies established in the same domain is not exactly the same, and there is no suitable general method for associating the sensor ontology with the domain ontology. In some ontology mapping systems, the calculation of similarity between ontologies is complex, and some methods only calculate similarities in certain aspects, such as concepts, attributes, and instances. However, not all concepts, attributes, and instances have similarities. There are also some methods with a single algorithm, resulting in lower computational accuracy, making mapping inefficient. In addition, there are also many methods to use only names as features of similarity calculations. Therefore, how to implement automatic mapping and reduce semantic conflict and human intervention are important research directions. For the problems mentioned above in the similarity calculation in ontology mapping, we propose a novel association method based on comprehensive similarity.

3. Method

We propose a method for correlating sensor ontology and domain ontology based on compound similarity. The
compound similarity is built on semantic similarity and structural similarity. In order to implement ontology mapping, we need to calculate the similarity between ontology concepts. The higher the similarity between the ontologies, the more likely it is to represent the same ontology concept. In the same domain, the ontologies constructed for different applications have certain similarities in its structure. Besides, the semantics of different concepts between ontologies also have certain similarities. Therefore, this paper proposes a new method to calculate similarity based on the similarity of conceptual semantics and the similarity of ontology structure.

3.1. Semantic Similarity Calculation

First, we calculate the similarity of the conceptual semantics of the ontologies. We take advantage of How-Net, which can express the relationship between the commonality and personality of the concept. We calculate the semantic similarity of sememe through sememe Tree and sememe Hierarchy. The method of this paper combines the depth of sememe and the density of sememe.

In general, the deeper the depth of sememe, the smaller the distance of sememe; the greater the density of sememe, the smaller the distance of sememe. The sememe depth is the distance from the sememe to the root node in the sememe tree. When the other conditions are the same, the similarity of the sememe pair in the upper layer of the sememe tree is lower than that of the sememe pair in the lower layer. The sememe density refers to the proportion of the number of brothers in the sememe layer. When other conditions are the same, the similarity of a sememe pair with more siblings will be higher than that of a sememe pair with a small number of siblings.

\[
\text{Sim}_{\text{sem}}(S_1, S_2) = \frac{\alpha P(S_1, S_2)}{D(S_1, S_2) + \alpha P(S_1, S_2)} \quad (2)
\]

\[
D(S_1, S_2) = \frac{q(S_1, S_2)}{W(S_1) + W(S_2)} \quad (3)
\]

\[
W(S) = \beta \text{Dep}(S) + (1 - \beta) \text{Den}(S) \quad (4)
\]

\[
\text{Den}(S) = \frac{\log f(S)}{\log \text{max}} \quad (5)
\]

Where S refers to sememe, \( S_1, S_2 \) refers to two different sememes, and \( P(S_1, S_2) \) is the distance from the smallest common parent node of \( S_1, S_2 \) to the root node. \( D(S_1, S_2) \) refers to the distance metric between two different sememes, and \( q(S_1, S_2) \) refers to the sum of the distances of two different sememes to the smallest common parent node. \( W(S) \) means the distance weight of the sememe, which is determined by the depth of sememe and the density of sememe. \( \text{Dep}(S) \) represents the depth of the sememe, \( \text{Den}(S) \) represents the density of the sememe, and \( f(S) \) represents the number of siblings of the sememe. \( \text{max} \) represents the number of nodes of the sememe tree, and \( \alpha, \beta \) are adjustment weights.

3.2. Structure Similarity Calculation

Then we calculate the structural similarity of the ontologies. First, we need to turn the ontology structure chart into ontology structure tree. Then we calculate the structural similarity between the conceptual nodes in the heterogeneous ontology trees according to the corresponding rules.

In the two heterogeneous ontology trees, we perform similar searches by setting different search radius so that we can get a set of concepts for the same search scope. We set the search radius \( r = 3, 5, 7 \) and use \( N(S) \) to represent these two related concept sets. Before calculating the structural similarity, we need to make certain assumptions about the structure of the ontology: in the constructed ontology tree, if we want to determine that the two concepts are similar, then their uncle nodes of the parent nodes need to be similar. Second, if the two concept nodes are similar, their respective sibling nodes and their children nodes are similar. Based on the above hypothetical rules, we choose the Jaccard coefficient method to compare the similarities between the two concepts. The structural similarity we propose needs to be calculated as follows:

\[
\text{Sim}_{\text{str}}(S_1, S_2) = \frac{\alpha \text{Sim}_u(S_1, S_2) + \beta \text{Sim}_m(S_1, S_2) + \gamma \text{Sim}_b(S_1, S_2)}{\alpha + \beta + \gamma} \quad (6)
\]

\[
\text{Sim}_u(S_1, S_2) = \text{Sim}_{\text{jac}}(N_u(S_1), N_u(S_2)) \quad (7)
\]

\[
\text{Sim}_m(S_1, S_2) = \text{Sim}_{\text{jac}}(N_m(S_1), N_m(S_2)) \quad (8)
\]

\[
\text{Sim}_b(S_1, S_2) = \text{Sim}_{\text{jac}}(N_b(S_1), N_b(S_2)) \quad (9)
\]

\[
\text{Sim}_{\text{jac}}(N(S_1), N(S_2)) = \frac{J(N(S_1), N(S_2))}{J(N(S_1), N(S_2)) + J(N(S_2), N(S_1))} \quad (10)
\]

\[
J(N(S_1), N(S_2)) = \frac{|U_1 \cap U_2|}{|U_1| + |U_2|} \quad (11)
\]

\[
J(N(S_1), N(S_2)) = \frac{|U_1 \cap U_2|}{|U_1| + |U_2|} \quad (12)
\]

\[
J(N(S_1), N(S_2)) = \frac{|U_1 \cap U_2|}{|U_1| + |U_2|} \quad (13)
\]

\( S_1, S_2 \) represent the concepts in two ontologies. \( \text{Sim}_u, \text{Sim}_m, \text{Sim}_b \) respectively represent the similarity between the sets of uncle nodes, child nodes, and sibling nodes of parent nodes of \( S_1, S_2 \). \( N(S) \) represents the set of related nodes of the concept \( S. N_u, N_m, N_b \) represent the set of uncle nodes, child nodes, and siblings of the parent nodes. \( \text{Sim}_{\text{jac}} \) is the calculated Jaccard similarity. \( U_1^{N(S_1), N(S_2)}, U_2^{N(S_1), N(S_2)} \) respectively represent a set in the ontology \( O_1 \) and ontology \( O_2 \) that belongs to both the set \( N(S_1) \) and the set \( N(S_2) \). \( |U_1|, |U_2| \) respectively represent the number of concept sets in ontology \( O_1 \) and ontology \( O_2 \). \( U_1^{N(S_1), N(S_2)}, U_2^{N(S_1), N(S_2)} \) respectively represent a set in the ontology \( O_1 \) and ontology \( O_2 \) that belongs only to the set \( N(S_2) \). Similarly, \( U_1^{N(S_1), N(S_2)}, U_2^{N(S_1), N(S_2)} \) respectively represent a set in the ontology \( O_1 \) and ontology \( O_2 \) that belongs only to the set \( N(S_1) \). In the structure tree, the structure of uncle nodes, child nodes, and sibling nodes are difficult to have the same effect on the similarity between concepts. Therefore, in order to indicate the contributions of
different node structures, we set the contribution coefficients $\sigma, \tau, \nu$ for uncle nodes, the children nodes, and sibling nodes, respectively. The larger the value of the coefficient, the more important it is for the node to calculate the conceptual similarity. In addition, we set $\sigma + \tau + \nu = 1, \sigma \geq \tau \geq \nu$.

In addition to the different sets of nodes affecting the calculation of similarity, the different search radius we initially set will also have different effects on it. Therefore, we set the influence coefficients $\sigma_r, \tau_r, \nu_r$ for different search radius. The calculation formula is as follows:

$$
\text{Sim}_{str,r}(S_1, S_2) = \frac{\sigma_r \text{Sim}_{sem}(S_1, S_2) + \tau_r \text{Sim}_{str}(S_1, S_2) + \nu_r \text{Sim}_{tr}(S_1, S_2)}{\sigma_r + \tau_r + \nu_r}
$$

(14)

$$
\text{Sim}_{str}(S_1, S_2) = \frac{\sum \text{Sim}_{str,r}(S_1, S_2)}{\text{num}(r)}
$$

(15)

Where $\text{num}(r)$ represents the set number of searches.

### 3.3. Improvement Strategy and Comprehensive Similarity

In the process of ontology mapping, we can unify the mapping results among ontologies into a Cartesian product of the number of concepts among mapping ontologies. The output of the ontology mapping system is an $m \times n$ matrix, where $m,n$ represent the number of concepts in the ontology $O_1, O_2$. In the matrix, $\text{Mat}[[i][j]]$ represents the similarity between the ith concept in the sensor ontology $O_1$ and the jth concept in the ontology $O_2$. Where $0 \leq i \leq m-1, 0 \leq j \leq n-1$.

According to the similarity calculation strategy in Sections 3.1 and 3.2, we calculate the similarity for each concept pair. We do not directly calculate the sum of the two similarities as the final criterion. Since the calculation of semantic similarity and structural similarity has different computational focus, we have performed some optimization operations on the calculation process. Firstly, we can calculate an initial matrix $\text{Mat}$ based on semantic similarity. The results of semantic similarity calculations will have some conceptual pairs with low similarity. We exclude these low-degree concept pairs from consideration to reduce the number of calculations. We set a threshold parameter $T_{str}$ here to preserve the concept pairs with higher similarity. Next, we calculate the structural similarity. We only need to select the conceptual similarity of the concept pairs we are interested in in the matrix. We will still set a threshold parameter $T_{str}$ here for filtering.

Finally, we calculate the similarity results by combining semantic similarity and structural similarity:

$$
\text{sim}(S_1, S_2) = w \text{Sim}_{sem}(S_1, S_2) + (1 - w) \text{Sim}_{str}(S_1, S_2)
$$

(16)

Where $w$ and $1-w$ are the weights of the two similarities. In this process, we filter the similarity between semantic similarity and structural similarity to get the mapping matrix. When all the similarity calculations are completed, we determine that the ith concept in the ontology $O_1$ is related to the jth concept in the ontology $O_2$ by looking up the ith row and the jth column of the maximum value of the matrix row by row. After calculating the mapping matrix $\text{Mat}$, the mapping rules of the concept pairs in the heterogeneous ontologies can be obtained.

### 4. Experimental Results

In the previous chapter, we have introduced our similarity calculation method in detail. In order to verify that our proposed method of combining semantic similarity and structural similarity can be effectively applied to ontology mapping tasks, we have experimented with semantic reasoning cases in berth management.

We used the depth conditions and climatic conditions of the port berths from the sensors registered by 52North [41]. In addition, SOS services [42] also store data collected by different sensors. In the experiment, we will calculate the similarity between the seven concepts in the domain ontology and the nine concepts in the sensor ontology to test whether our method can accurately associate sensor data with domain ontology.

The 16 concepts in the experiment are Light Intensity, Discharge of Water, Rainfall, Wind Velocity, Depth of Water, Temperature, Pressure Value, Air Water Content, PH Value, Air Temperature, Atmospheric Pressure, Wind Power, Humidity, Silt Amount, Water Quality, Geology respectively.

| Concepts           | Light Intensity | Discharge of Water | Rainfall |
|--------------------|-----------------|--------------------|----------|
| Air Temperature    | 0.200           | 0.317              | 0.187    |
| Atmospheric Pressure| 0.213           | 0.113              | 0.101    |
| Wind Power         | 0.076           | 0.075              | 0.044    |
| Humidity           | 0.220           | 0.060              | 0.263    |
| Silt Amount        | 0.034           | 0.008              | 0.041    |
| Water Quality      | 0.172           | 0.121              | 0.101    |
| Geology respectively| 0.085           | 0.306              | 0.263    |

| Concepts       | Wind Velocity | Depth of Water | Temperature |
|----------------|--------------|---------------|-------------|
| Air Temperature| 0.195        | 0.199         | 0.274       |
| Atmospheric Pressure| 0.249       | 0.160         | 0.122       |
| Wind Power     | 0.049        | 0.046         | 0.193       |
| Humidity       | 0.116        | 0.012         | 0.086       |
| Silt Amount    | 0.039        | 0.223         | 0.127       |
| Water Quality  | 0.177        | 0.133         | 0.183       |
| Geology respectively| 0.175      | 0.228         | 0.015       |

| Concepts           | Pressure Value | Air Water Content | PH Value |
|--------------------|----------------|------------------|----------|
| Air Temperature    | 0.012          | 0.119            | 0.245    |
| Atmospheric Pressure| 0.314         | 0.211            | 0.120    |
| Wind Power         | 0.079          | 0.005            | 0.189    |
| Humidity           | 0.050          | 0.166            | 0.031    |
| Silt Amount        | 0.207          | 0.213            | 0.077    |
| Water Quality      | 0.132          | 0.164            | 0.194    |
| Geology respectively| 0.207          | 0.122            | 0.145    |
We calculate the similarity between concepts by comprehensively evaluating the semantic similarity and structural similarity of the concepts in the sensor ontology and domain ontology to formulate association rules. The similarity calculation results are shown in Table 1, 2, 3. It can be seen from Table 1, 2, 3, and Figure 1 that the comprehensive similarity calculated by combining semantic similarity and structural similarity can well associate sensor ontology and domain ontology concepts.

5. Conclusion

With the development of the Internet of Things, sensor data will become more complex. At the same time, more sensor ontologies are applied to sensor data-based applications in various fields. By using an ontology association method, the semantic mapping between heterogeneous ontologies can be constructed, so as to effectively determine the correlation between ontologies. However, most association methods only use part of the information in the ontology so that the heterogeneous ontology cannot be well correlated. In this paper, we propose a novel method by building a compound similarity with semantic similarity and structural similarity to associate sensor data with domain ontology. We first make use of HowNet to obtain concept representation, calculate semantic similarity through sememe Tree and sememe Hierarchy, and remove conceptual pairs with low relevance. Then, we calculate the structural similarity of the ontologies, and also remove the conceptual pairs with low relevance. Finally, we combine two different similarity calculations to obtain the similarity matrix between the two ontology concepts for the association. The experimental results show that the proposed method can well determine the similarity of different concepts between the sensor ontology and the domain ontology through the combination of two similarities. However, some parts of the model use predefined weights, which are subjective to a certain extent. In our future work, the similarity calculation strategy will continue to be optimized. We will extract more information from the sensor data to achieve a more accurate and efficient sensor ontologies association method.
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