BESOV SPACE, SCHATTEN CLASSES AND COMMUTATORS OF RIESZ TRANSFORMS ASSOCIATED WITH THE NEUMANN LAPLACIAN
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Abstract. This article provides a deeper study of the Riesz transform commutators associated with the Neumann Laplacian operator $\Delta_N$ on $\mathbb{R}^n$. Along the line of singular value estimates for Riesz transform commutators established by Janson–Wolff and Rochberg–Semmes, we establish a full range of Schatten-$p$ class characterization for these commutators.
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1. Introduction

Originating in the works of Nehari [34] and Calderón [5], the theory of Calderón–Zygmund operator commutators plays a crucial role in harmonic analysis, which connects closely to complex analysis, non-commutative analysis and operator theory, see for example [8, 9, 19, 21, 29]. A milestone working on boundedness and compactness of Riesz transform commutators $[b, R_j]$ was due to Coifman, Rochberg and Weiss [9] and to Uchiyama [40], respectively, where $R_j$ is the $j$-th Riesz transform on $\mathbb{R}^n$. These two parts have been extensively studied in various settings with applications to compensated compactness [8], two weight estimates [19], little Hankel in several complex variables [17], Jacobian equations [21] and so on.

As a deeper study of the previous work and motivated by the quantised derivatives in non-commutative geometry (introduced in [11, IV], see also [12, 29, 32, 33]), singular value estimates...
of Riesz transform commutators via Schatten class were investigated by many authors in different settings [15, 16, 23, 29, 26, 32, 33, 36, 37], which are of independent interest in harmonic analysis and connect strongly to non-commutative geometry. The summary of this well-known result in the classical setting is as follows:

(1) In the case of dimension \( n = 1 \) and the Hilbert transform, one has \([b, H] \in S^p\) if and only if \( b \in B_{p,p}^\#(\mathbb{R})\), where \( 0 < p < \infty \) (see [35]).

(2) In the case of dimension \( n \geq 2 \), one has \([b, R_j] \in S^p\) if and only if \( b \in B_{p,p}^\#(\mathbb{R}^n)\) when \( p > n \), whereas \([b, R_j] \in S^p\) if and only if \( b \) is a constant when \( 0 < p \leq n \) (see [23, 36]).

Here \( B_{p,p}^\#(\mathbb{R}^n)\) is the homogeneous Besov space in \( \mathbb{R}^n, n \geq 1 \). \( S^p, 0 < p \leq \infty \), is the Schatten-\( p \) class, defined as follows: let \( T \) be any compact operator on \( L^2(\mathbb{R}^n)\), then \( T \in S^p \), if \( \{\lambda_n(T)\} \in \ell^p \), where \( \lambda_n(T) \) is the sequence of square roots of eigenvalues of \( T^*T \). More equivalent characterizations and properties about Schatten classes can be found in e.g. [30, 31].

Let \( \Delta_N \) be Neumann Laplacian operator on \( \mathbb{R}^n \), \( R_{N,j} = \frac{\partial}{\partial x_j} \Delta_N \) \(^{1/2} \), \( j = 1, 2, \ldots, n \) be the Riesz transforms associated to \( \Delta_N \) (defined in Section 2.2), and

\[
[b, R_{N,j}](f)(x) := b(x)R_{N,j}(f)(x) - R_{N,j}(bf)(x).
\]

The boundedness and compactness characterization of \([b, R_{N,j}]\) were established in Li–Wick [27] (see also [14]) and Cao–Yabuta [7], respectively. Thus, along the line of [23, 36], a natural question occurs: “could one establish the Schatten-\( p \) class characterization for \([b, R_{N,j}]\)?”

To study this, we consider the following sub-questions:

**Sub-question 1:** Which Besov space is suitable to characterize the \( S^p \) norm, \( p > n \), of \([b, R_{N,j}]\)?

**Sub-question 2:** What is the relationship between this Besov space and the classical one?

**Sub-question 3:** Do functions in this type of Besov space also collapse to constants when \( p \leq n \)?

In the last few decades, the theory of Besov spaces has been an active area of research, which, in particular, is useful to characterize the Schatten-\( p \) class property of Riesz transform commutators (see for example [15, 23, 37]). Among these works, it would be worthwhile to mention that Bui, Duong and Yan [3] laid the foundation of the theory of Besov space associated with a certain operator \( L \) under the assumption that \( L \) generate an analytic semigroup \( e^{-tL} \) with Gaussian upper bound on \( L^2(X) \), where \( X \) is a quasi-metric space of polynomial upper bounds on volume growth (see also [2, 4, 6, 20, 28] for other development along this direction). Inspired by their work, we will use the Besov space associated with Neumann operator as a suitable substitution of classical Besov space. To be more precise, we set

\[
\mathcal{M}(\mathbb{R}^n) := \left\{ f \in L^1_{\text{loc}}(\mathbb{R}^n) : \exists \epsilon > 0 \text{ s.t. } \int_{\mathbb{R}^n} \frac{|f(x)|^2}{1 + |x|^{p+\epsilon}} < +\infty \right\}.
\]

**Definition 1.1.** Suppose \( 1 \leq p, q < \infty \) and \( 0 < \alpha < 1 \). \( B^\alpha_{p,q,N}(\mathbb{R}^n) := \{ f \in \mathcal{M}(\mathbb{R}^n) : \|f\|_{B^\alpha_{p,q,N}(\mathbb{R}^n)} < \infty \} \), where

\[
\|f\|_{B^\alpha_{p,q,N}(\mathbb{R}^n)} := \left( \int_0^\infty (r^{-\alpha})^p (\int |t\Delta Ne^{-t\Delta_N} f(t)|_{L^p(\mathbb{R}^n)}^q \frac{dt}{t})^{1/q} \right)^{1/p}.
\]

Now we provide our main result as follows.
Theorem 1.2. Suppose \( n \geq 2, 0 < p < \infty \) and \( b \in \mathcal{M}(\mathbb{R}^n) \). Then for any \( \ell \in \{1, 2, \ldots, n\} \), one has \([b, R_N, \ell] \in S^p\) if and only if

1. \( b \in B^{\Delta N}_{p,p}(\mathbb{R}^n) \) when \( p > n \); in this case we have \( \|b\|_{B^{\Delta N}_{p,p}(\mathbb{R}^n)} \approx \|b, R_N, \ell\|_{S^p} \);
2. \( b \) is a constant \( c_1 \) on \( \mathbb{R}^n_+ \) and another constant \( c_2 \) on \( \mathbb{R}^n_- \) (in the sense of almost everywhere) when \( 0 < p \leq n \), where \( c_1 \) and \( c_2 \) may not be the same.

Comparing to the classical setting of Riesz transform commutator, the two main difficulties occur in the Neumann Laplacian setting:

- First, the Riesz transform kernel under consideration is of non-convolution type, so one cannot apply Fourier analysis as in the classical setting. To overcome this, we will adapt a new idea developed recently by the first three authors in [15] to provide a refined lower bound of Riesz transform kernel, to apply the median of the symbol on the atoms of the martingale, the bootstrapping techniques, and the effective tool of nearly weakly orthogonal due to Rochberg–Semmes [37] to estimate the Schatten-\( p \) norm.

- The second difficulty is a technical one: although the whole underlying space is \( \mathbb{R}^n \), the Riesz transform kernel associated with Neumann Laplacian operator becomes a Calderón–Zygmund operator satisfying certain non-degenerate conditions (a suitable lower bound) only on \((\mathbb{R}^n_+ \times \mathbb{R}^n_-) \cup (\mathbb{R}^n_- \times \mathbb{R}^n_+)\). As a consequence, the translation of a system of dyadic cubes along the \( x_n \) direction may go out of this range and then can no longer be a new system of dyadic cubes over this set. To overcome this, we will regard the half-plane as a space of homogeneous type and then apply collection of adjacent systems of dyadic cubes developed in [22] to develop a new idea.

The paper is organized as follows. Section 2 consists of three parts: the first part recalls the concept of adjacent systems of dyadic cubes and Haar basis on spaces of homogenous type; the second part provides the definition of Neumann Laplacian operator and a refined lower bound of its associated Riesz transform kernel; the third part establishes several fundamental properties of the Besov space \( B^{\Delta N}_{p,q}(\mathbb{R}^n) \), including a useful equivalent characterization of this Besov space, an embedding theorem and an interpolation theorem. In Sections 3 and 4, we give the proof of Theorem 1.2 for the cases \( p > n \) and \( 0 < p \leq n \), respectively, which lies in Propositions 3.5, 3.6 and 4.4.

Throughout the paper we denote by \( \chi_E \) the indicator function of a subset \( E \subseteq X \). We use \( A \lesssim B \) to denote the statement that \( A \leq CB \) for some constant \( C > 0 \), and \( A \simeq B \) to denote the statement that \( A \lesssim B \) and \( B \lesssim A \). For simplicity, we will usually abuse the notation \( \pm \) to denote \( + \) or \( - \).

2. Preliminaries

2.1. Preliminaries on Spaces of Homogeneous Type.

In the proof of necessity (the lower bound) for the case \( p > n \), we will regard the half-plane as a space of homogeneous type, in the sense of Coifman and Weiss ([10]), with Euclidean metric and Lebesgue measure. Specifically, for any \( x \in \mathbb{R}^n_n \) and \( r > 0 \), the set \( B_{\mathbb{R}^n_+}(x, r) := B(x, r) \cap \mathbb{R}^n_+ \), where \( B(x, r) \) is a Euclidean ball with centre \( x \) and radius \( r \), is considered as a ball in \( \mathbb{R}^n_+ \), which satisfies
the doubling condition stated as follow: for all \( x \in \mathbb{R}^n_\pm \) and \( r > 0 \),

\[
|B_{\mathbb{R}^n_\pm}(x, 2r)| \leq 2^{n+1}|B_{\mathbb{R}^n_\pm}(x, r)| < \infty.
\]

In what follows, for the convenience of the readers, we collect some properties about systems of dyadic cubes on homogeneous space and adapt it to the half-plane \( \mathbb{R}^n_\pm \). A countable family \( \mathcal{D}_\pm := \bigcup_{k \in \mathbb{Z}} \mathcal{D}_{k, \pm} \), \( \mathcal{D}_{k, \pm} := \{ Q_{\alpha, \pm}^k : \alpha \in \mathcal{A}_k \} \), of Borel sets \( Q_{\alpha, \pm}^k \subseteq \mathbb{R}^n_\pm \) is called a system of dyadic cubes over \( \mathbb{R}^n_\pm \) with parameter \( \delta \in (0, 1) \) if it has the following properties:

(1) \( \mathbb{R}^n_\pm = \bigcup_{\alpha \in \mathcal{A}_k} Q_{\alpha, \pm}^k \) (disjoint union) for all \( k \in \mathbb{Z} \);

(2) If \( \ell \geq k \), then either \( Q_{\beta, \pm}^\ell \subseteq Q_{\alpha, \pm}^k \) or \( Q_{\alpha, \pm}^k \cap Q_{\beta, \pm}^\ell = \emptyset \);

(3) For each \( (k, \alpha) \) and each \( \ell \leq k \), there exists a unique \( \beta \) such that \( Q_{\alpha, \pm}^k \subseteq Q_{\beta, \pm}^\ell \);

(4) For each \( (k, \alpha) \) there exists at most \( M \) (a fixed geometric constant) \( \beta \) such that

\[
Q_{\beta, \pm}^{k+1} \subseteq Q_{\alpha, \pm}^k, \quad \text{and} \quad Q_{\alpha, \pm}^k = \bigcup_{Q \in \mathcal{D}_{k+1, \pm}} Q;
\]

(5) For each \( (k, \alpha) \), one has

\[
B_{\mathbb{R}^n_\pm}(x^k_{\alpha, \pm}, 12\delta^k) \subseteq Q_{\alpha, \pm}^k \subseteq B_{\mathbb{R}^n_\pm}(x^k_{\alpha, \pm}, 4\delta^k) =: B_{\mathbb{R}^n_\pm}(Q_{\alpha, \pm}^k);
\]

(6) If \( \ell \geq k \) and \( Q_{\beta, \pm}^\ell \subseteq Q_{\alpha, \pm}^k \), then

\[
B_{\mathbb{R}^n_\pm}(Q_{\alpha, \pm}^k) \subseteq B_{\mathbb{R}^n_\pm}(Q_{\beta, \pm}^\ell).
\]

The set \( Q_{\alpha, \pm}^k \) is called a dyadic cube of generation \( k \) with centre point \( x^k_{\alpha, \pm} \in Q_{\alpha, \pm}^k \) and side-length \( \delta^k \). The family \( \mathcal{D} := \mathcal{D}_+ \cup \mathcal{D}_- \) is called a system of dyadic cubes over \( \mathbb{R}^n_\pm \) with parameter \( \delta \in (0, 1) \).

From the properties of the dyadic system, one can deduce that there exists a constant \( C_0 > 0 \), such that for any \( Q_{\alpha, \pm}^k \) and \( Q_{\beta, \pm}^{k+1} \) with \( Q_{\beta, \pm}^{k+1} \subset Q_{\alpha, \pm}^k \),

\[
|Q_{\beta, \pm}^{k+1}| \leq |Q_{\alpha, \pm}^k| \leq C_0|Q_{\beta, \pm}^{k+1}|.
\]

In particular, one may construct a system of dyadic cubes on \( \mathbb{R}^n_\pm \) in a standard way. To illustrate this, we let \( \mathcal{D}_{k, \pm}^0 := \bigcup_{k \in \mathbb{Z}} \mathcal{D}_{k, \pm}^0 \), where \( \mathcal{D}_{k, \pm}^0 \) is the standard dyadic partition of \( \mathbb{R}^n_\pm \) into cubes with vertices at \( \{2^{-k}m_1, \ldots, 2^{-k}m_n\} : (m_1, \ldots, m_n) \in \mathbb{Z}^{n-1} \times (\pm \mathbb{N}) \} \). Then \( \mathcal{D}^0 := \mathcal{D}_+^0 \cup \mathcal{D}_-^0 \) is a standard system of dyadic cubes on \( \mathbb{R}^n \). For any \( k \in \mathbb{Z} \), write \( \mathcal{D}_k = \mathcal{D}_k^0 \cup \mathcal{D}_{k, \pm}^0 \).

A finite collection \( \{ \mathcal{D}_k^\nu : \nu = 1, 2, \ldots, k \} \) of the dyadic families is called a collection of adjacent systems of dyadic cubes over \( \mathbb{R}^n_\pm \) with parameters \( \delta \in (0, 1) \) and \( 1 \leq C_{adj} < \infty \) if it has the following properties: individually, each \( \mathcal{D}_k^\nu \) is a system of dyadic cubes with parameter \( \delta \in (0, 1) \); collectively, for each ball \( B_{\mathbb{R}^n_\pm}(x, r) \subseteq \mathbb{R}^n_\pm \) with \( \delta^{k+3} < r \leq \delta^{k+2}, k \in \mathbb{Z} \), there exist \( \nu \in \{ 1, 2, \ldots, k \} \) and \( Q \in \mathcal{D}_k^\nu \) of generation \( k \) and with centre point \( x^k_{\alpha, \pm} \) such that \( |x - x^k_{\alpha, \pm}| < 2\delta^k \) and

\[
B_{\mathbb{R}^n_\pm}(x, r) \subseteq Q \subseteq B_{\mathbb{R}^n_\pm}(x, C_{adj}r).
\]

We recall from [22] the following construction.
Lemma 2.1. On $\mathbb{R}^n_\pm$ with Euclidean metric and Lebesgue measure, there exists a collection $\{D^\nu_\pm : \nu = 1, 2, \ldots, \kappa\}$ of adjacent systems of dyadic cubes with parameters $\delta \in (0, \frac{1}{90})$ and $C_{adj} := 8\delta^{-3}$. The centre points $x^k_{\alpha, \pm}$ of the cubes $Q \in D^\nu_\pm$ have, for each $\nu \in \{1, 2, \ldots, \kappa\}$, the two properties

$$|x^k_{\alpha, \pm} - x^k_{\beta, \pm}| \geq \frac{1}{4}\delta^k \quad (\alpha \neq \beta), \quad \min_{\alpha}|x - x^k_{\alpha, \pm}| < 2\delta^k \quad \text{for all } x \in \mathbb{R}^n_\pm.$$

Moreover, these adjacent systems can be constructed in such a way that each $D^\nu_\pm$ satisfies the distinguished centre point property: given a fixed point $x_{0, \pm} \in \mathbb{R}^n_\pm$, for every $k \in \mathbb{Z}$, there exists $\alpha \in \mathcal{A}_k$ such that $x_{0, \pm} = x^k_{\alpha, \pm}$, the centre point of $Q^k_{\alpha, \pm} \in D^\nu_{\alpha, \pm}$.

We will use the notion of nearly weakly orthogonal (NWO) sequences of functions proposed by Rochberg and Semmes [37]. For our purposes, we do not need to recall the explicit definition of NWO sequences. Instead, it suffices to recall the below inequality: given a system of dyadic cubes $\mathcal{D}$ over $\mathbb{R}^n$, then for any bounded compact operator $T$ on $L^2(\mathbb{R}^n)$:

$$\left| \sum_{Q \in \mathcal{D}} |\langle T e_Q, f_Q \rangle|^p \right|^{1/p} \lesssim ||T||_{\mathcal{L}^p},$$

where $\{e_Q\}_{Q \in \mathcal{D}}$ and $\{f_Q\}_{Q \in \mathcal{D}}$ are function sequences satisfying $|e_Q|, |f_Q| \leq |Q|^{-1/2}x_Q$ for some $c > 0$. This property can be found in [37, (1.10), §3].

For any $h \in B(0, 1)$, we note that the $h$-translated family $\tau^h \mathcal{D} := \tau^h \mathcal{D}_+ \cup \tau^h \mathcal{D}_-$ is a system of dyadic cubes over $\mathbb{R}^n$ with parameter $\delta \in (0, 1)$. We recall the explicit construction in [25] of a Haar basis associated to the dyadic cubes $Q \in \tau^h \mathcal{D}_k := \tau^h \mathcal{D}_{k+} \cup \tau^h \mathcal{D}_{k-}$ as follows. Denote $M_Q := \#\mathcal{H}(Q) = \#\{R \in \tau^h \mathcal{D}_{k+}, R \subseteq Q\}$ be the number of dyadic sub-cubes (“children”); namely $\mathcal{H}(Q)$ is the collection of dyadic children of $Q$. Then for any $Q \in \tau^h \mathcal{D}_k$, we let $h^1_Q, h^2_Q, \ldots, h^{M_Q-1}_Q$ be a family of Haar functions which satisfy the properties collected in the following two lemmas.

Lemma 2.2 ([25]). For any $h \in B(0, 1)$ and each $f \in L^p(\mathbb{R}^n)$, we have

$$f(x) = \sum_{Q \in \tau^h \mathcal{D}} \sum_{\epsilon = 1}^{M_Q-1} \langle f, h^\epsilon_Q \rangle h^\epsilon_Q(x),$$

where the sum converges (unconditionally) both in the $L^p(\mathbb{R}^n)$-norm and pointwise almost everywhere.

Lemma 2.3 ([25]). For any $h \in B(0, 1)$, the Haar functions $h^\epsilon_Q$, where $Q \in \tau^h \mathcal{D}$ and $\epsilon \in \{1, 2, \ldots, M_Q-1\}$, have the following properties:

(i) $h^\epsilon_Q$ is a simple Borel-measurable real function on $\mathbb{R}^n$;
(ii) $h^\epsilon_Q$ is supported on $Q$;
(iii) $h^\epsilon_Q$ is constant on each $R \in \mathcal{H}(Q)$;
(iv) $\int_{\mathbb{R}^n} h^\epsilon_Q \, dx = 0$ (cancellation);
(v) $\langle h^\epsilon_Q, h^{\epsilon'}_Q \rangle = 0$ for $\epsilon \neq \epsilon'$, $\epsilon, \epsilon' \in \{1, \ldots, M_Q-1\}$;
(vi) The collection $\{|Q|^{-1/2}x_Q| \cup |h^\epsilon_Q| : \epsilon = 1, \ldots, M_Q-1\}$ is an orthogonal basis for the vector space $V(Q)$ of all functions on $Q$ that are constant on each sub-cube $R \in \mathcal{H}(Q)$;
(vii) If $h^\epsilon_Q \neq 0$ then $\|h^\epsilon_Q\|_{L^p(\mathbb{R}^n)} \approx |Q|^{\frac{1}{p} - \frac{1}{2}}$ for $1 \leq p \leq \infty$;
(viii) $\|h^\epsilon_Q\|_{L^1(\mathbb{R}^n)} \cdot \|h^\epsilon_Q\|_{L^\infty(\mathbb{R}^n)} \approx 1$. 

2.2. The Neumann Laplacian and its Associated Riesz Transform Kernel. Recall from [39, (7), page 59 in Section 3.1] that the Neumann problem on the half line \((0, \infty)\) is formulated as follows:

\[
\begin{align*}
    u_t - u_{xx} &= 0, & \text{for } 0 < x < \infty, 0 < t < \infty, \\
    u(x, 0) &= f(x), \\
    u_x(0, t) &= 0. 
\end{align*}
\]

(2.4)

Then according to [39, (7), Section 3.1], the solution can be expressed as

\[ u(x, t) = e^{-t\Delta_{N_+}} f(x), \]

where we denote the corresponding Laplacian in the Neumann problem (2.4) by \(\Delta_{1,N_+}\).

For \(n \geq 2\), we write \(\mathbb{R}^n_+ = \mathbb{R}^{n-1} \times \mathbb{R}_+\) and then follow the notations in [7, 13, 14, 27] to define the Neumann Laplacian on \(\mathbb{R}^n_+\) by

\[ \Delta_{n,N_+} = \Delta_{n-1} + \Delta_{1,N_+}, \]

where \(\Delta_{n-1}\) is the Laplacian on \(\mathbb{R}^{n-1}\). Similarly we define the Neumann Laplacian \(\Delta_{n,N_+}\) on \(\mathbb{R}^n_+\). For simplicity, in the remainder of this article, we will skip the lower index \(n\) appeared in \(\Delta_{n,N_+}\). We denote by \(\Delta\) the Laplacian on \(\mathbb{R}^n\) and denote the Neumann Laplacian on \(\mathbb{R}^n_+\) (resp. \(\mathbb{R}^n\)) by \(\Delta_{N_+}\) (resp. \(\Delta_{N}\)). Next, let \(\Delta_N\) be the uniquely determined unbounded operator acting on \(L^2(\mathbb{R}^n)\) such that

\[
(\Delta_N f)_+ = \Delta_{N_+} f_+ \quad \text{and} \quad (\Delta_N f)_- = \Delta_{N_+} f_- 
\]

(2.5)

for all function \(f : \mathbb{R}^n \to \mathbb{R}\) such that \(f_+ := f|_{\mathbb{R}^n_+} \in W^{1,2}(\mathbb{R}^n_+)\) and \(f_- := f|_{\mathbb{R}^n} \in W^{1,2}(\mathbb{R}^n)\).

Observe that \(\Delta, \Delta_{N_+}\) and \(\Delta_N\) are positive self-adjoint operators. By the spectral theorem, one can define the heat semigroups \(\{e^{-t\Delta}\}_{t \geq 0}\), \(\{e^{-t\Delta_{N_+}}\}_{t \geq 0}\) and \(\{e^{-t\Delta_N}\}_{t \geq 0}\). Denote by \(p_t(x, y), p_t_{\Delta_{N_+}}(x, y)\) and \(p_t_{\Delta_N}(x, y)\) the heat kernels corresponding to the heat semigroups generated by \(\Delta, \Delta_{N_+}\) and \(\Delta_N\), respectively. Then we have

\[ p_t(x, y) = \frac{1}{(4\pi t)^\frac{n-1}{2}} e^{-\frac{|x-y|^2}{4t}}. \]

By the reflection method [39, (7), (9), page 60 in Section 3.1], one can get

\[ p_{t_{\Delta_{N_+}}}(x, y) = \frac{1}{(4\pi t)^\frac{n-1}{2}} e^{-\frac{|x-y'|^2}{4t}} \left( e^{-\frac{|x\cdot y\cdot y|^2}{4t}} + e^{-\frac{|y\cdot x\cdot y|^2}{4t}} \right), \quad x, y \in \mathbb{R}^{n_+}. \]

For any function \(f\) on \(\mathbb{R}^n_+\), we have ([13, Section 2.2])

\[ \exp(-t\Delta_{N_+}) f(x) = \exp(-t\Delta) f_r(x), \quad \text{for all } t \geq 0 \text{ and } x \in \mathbb{R}^n_+. \]

And, for any function \(f\) on \(\mathbb{R}^n\), we have ([13, Section 2.2])

\[ (\exp(-t\Delta_N)) f_\pm(x) = \exp(-t\Delta_N) f_\pm(x), \quad \text{for all } t \geq 0 \text{ and } x \in \mathbb{R}^n. \]

The heat kernel of \(\exp(-t\Delta_N)\) is given as

\[
p_{t_{\Delta_N}}(x, y) = \frac{1}{(4\pi t)^\frac{n-1}{2}} e^{-\frac{|x-y|^2}{4t}} \left( e^{-\frac{|x\cdot y\cdot y|^2}{4t}} + e^{-\frac{|y\cdot x\cdot y|^2}{4t}} \right) H(x_n y_n),
\]

(2.7)

where \(H : \mathbb{R} \to \{0, 1\}\) is the Heaviside function defined as

\[ H(t) = \begin{cases} 
    0, & \text{if } t < 0, \\
    1, & \text{if } t \geq 0.
\end{cases} \]
Denote by $K_{\ell}(x, y)$ the kernel of the $\ell$-th Riesz transform $R_{N, \ell}$. Then it was shown in [27, Proposition 2.2] that for any $1 \leq \ell \leq n - 1$ and for $x, y \in \mathbb{R}^n_+$ we have:

\begin{equation}
K_{\ell}(x, y) = -C_n \left( \frac{x_{\ell} - y_{\ell}}{|x - y|^{n+1}} + \frac{x_{\ell} - y_{\ell}}{(|x' - y'|^2 + |x_n + y_n|^2)^{n+1}} \right)
\end{equation}

and

\begin{equation}
K_n(x, y) = -C_n \left( \frac{x_n - y_n}{|x - y|^{n+1}} + \frac{x_n + y_n}{(|x' - y'|^2 + |x_n + y_n|^2)^{n+1}} \right),
\end{equation}

where $C_n = \frac{\Gamma \left( \frac{n+1}{2} \right)}{\pi^{\frac{n+1}{2}}}$. Similar expressions also hold for $K_{\ell}(x, y)$, $\ell = 1, \ldots, n$, when $x, y \in \mathbb{R}^n_+$.

From equality (2.7) and the formula

$$\Delta_n^{-\frac{1}{2}} = \frac{1}{\sqrt{\pi}} \int_0^{\infty} e^{-t\Delta_N} \frac{dt}{\sqrt{t}},$$

one can deduce that for any $1 \leq \ell \leq n$, $K_{\ell}(x, y) = 0$ whenever $x$ and $y$ belong to distinct half-plane.

**Lemma 2.4.** For any $\ell \in \{1, 2, \ldots, n\}$, the kernel $K_{\ell}(x, y)$ satisfies the following size condition and smooth condition:

$$|K_{\ell}(x, y)| \leq C_n \frac{1}{|x - y|^n},$$

and

$$|K_{\ell}(x, y) - K_{\ell}(x', y)| + |K_{\ell}(y, x) - K_{\ell}(y, x')| \leq C \frac{|x - x'|}{|x - y|^{n+1}}$$

for $x, x_0, y \in \mathbb{R}^n_+$ (or $x, x_0, y \in \mathbb{R}^n$) satisfying $|x - x'| \leq \frac{1}{2}|x - y|$.

**Proof.** Consult [27] for the proof. \qed

**Lemma 2.5.** Given $\ell \in \{1, 2, \ldots, n\}$, $h \in B(0, 1)$ and a system of dyadic cubes $\mathcal{D}_{\pm} := \cup_{k \in \mathbb{Z}} \mathcal{D}_{k, \pm}$ with parameter $\delta \in (0, 1)$. There exists a constant $A > 0$ such that for any $Q \in \tau^h \mathcal{D}_{k, \pm}$ with center $x_0$ and satisfying $Q \subseteq \mathbb{R}^n_{+}$, one can find a ball $\hat{Q} := B_{\mathbb{R}^n_+}(y_0, \frac{1}{2}\delta^k) \subseteq \mathbb{R}^n_+$ such that $|x_0 - y_0| = A\delta^k$, and for all $(x, y) \in Q \times \hat{Q}$, $K_{\ell}(x, y)$ does not change sign and satisfies

$$|K_{\ell}(x, y)| \geq C\delta^{-kn}$$

for some constant $C > 0$.

**Proof.** To avoid confusion, we first consider the case $Q \in \tau^h \mathcal{D}_{k, +}$, which satisfies $Q \subseteq \mathbb{R}^n_+$. Let $A$ be a sufficiently large number and $Q \in \tau^h \mathcal{D}_{k, +}$ be any cube with center $x_0 = (x^{(1)}, \ldots, x^{(n)}) \in \mathbb{R}^n_+$, side length $\delta^k$ and satisfying $Q \subseteq \mathbb{R}^n_+$. For any $\ell \in \{1, 2, \ldots, n\}$, we choose $y_0 = x_0 + A\delta^k e_{\ell} \in \mathbb{R}^n_+$, then

$$|K_{\ell}(x_0, y_0)| = C_n \left| A\delta^k - n + \frac{A\delta^k}{((A\delta^k)^2 + (2x^{(n)})^2)^{n+1}} \right| \geq C_n A^{-n} \delta^{-kn}, \text{ for } \ell \in \{1, 2, \ldots, n - 1\}$$

and

$$|K_n(x_0, y_0)| = C_n \left| (A\delta^k)^{-n} + (2x^{(n)} + A\delta^k)^{-n} \right| \geq A^{-n} \delta^{-kn}.$$
Let \( \hat{Q} := B_{\mathbb{R}^n}(y_0, \frac{1}{12} \delta^k) \). By Lemma 2.4, for any \( x \in Q \) and \( y \in \hat{Q} \), we have
\[
|K_\ell(x, y) - K_\ell(x_0, y_0)| \leq |K_\ell(x, y) - K_\ell(x, y_0)| + |K_\ell(x, y_0) - K_\ell(x_0, y_0)|
\leq C \frac{|y - y_0|}{|x - y_0|^p} + C \frac{|x - x_0|}{|x_0 - y_0|^p} + 1
\leq C_n A^{-n} \delta^{-kn},
\]
where in the last inequality we used the fact that \( A \) is a sufficiently large constant.

If \( K_\ell(x_0, y_0) > 0 \), then
\[
K_\ell(x, y) = K_\ell(x_0, y_0) - (K_\ell(x_0, y_0) - K_\ell(x, y)) \geq K_\ell(x_0, y_0) - |K_\ell(x, y) - K_\ell(x_0, y_0)|
\geq C_n A^{-n} \delta^{-kn} - \frac{C_n}{2} A^{-n} \delta^{-kn}
= \frac{C_n}{2} A^{-n} \delta^{-kn}.
\]

If \( K_\ell(x_0, y_0) < 0 \), then
\[
K_\ell(x, y) = K_\ell(x_0, y_0) - (K_\ell(x_0, y_0) - K_\ell(x, y)) \leq K_\ell(x_0, y_0) + |K_\ell(x, y) - K_\ell(x_0, y_0)|
\leq -C_n A^{-n} \delta^{-kn} + \frac{C_n}{2} A^{-n} \delta^{-kn}
= -\frac{C_n}{2} A^{-n} \delta^{-kn}.
\]

Similarly, if \( Q \in \tau^\ell \mathcal{D}_{k-} \) is any cube with center \( x_0 = (\chi^{(1)}, \ldots, \chi^{(n)}) \in \mathbb{R}^n \) and side length \( \delta^k \), then for any \( \ell \in \{1, 2, \ldots, n\} \), by choosing \( y_0 = x_0 - A \delta^k e_\ell \in \mathbb{R}^n \), \( \hat{Q} := B_{\mathbb{R}^n}(y_0, \frac{1}{12} \delta^k) \subset \mathbb{R}^n \) and following a similar calculation as above, we can also show that \( K_\ell(x, y) \) does not change sign for all \((x, y) \in Q \times \hat{Q}\). This ends the proof of Lemma 2.5. \( \square \)

2.3. Besov Spaces associated with Neumann Laplacian. In this subsection, we will establish several fundamental properties of the Besov space \( B_{p,q}^0(\mathbb{R}^n) \), which is useful for proving Theorem 1.2 and is also of independent interest in the theory of Besov spaces. Note that due to the lack of Hölder’s continuity estimate on the whole space \( \mathbb{R}^n \), the Neumann Laplacian operator does not satisfy the assumption imposed on the previous work [2, 3], so many properties in the previous theory can not be applied directly to our setting. To handle this, we will investigate this Besov space by borrowing some of the ideas in [7, 13, 27].

The first task is to establish a useful equivalent characterization of \( B_{p,q}^0(\mathbb{R}^n) \), which establishes the relation with the classical homogeneous Besov space.

**Definition 2.6.** Suppose \( 1 \leq p, q < \infty \) and \( 0 < \alpha < 1 \). We define the (homogeneous) Besov space \( B_{p,q}^\alpha(\mathbb{R}^n) \) as follows:
\[
B_{p,q}^\alpha(\mathbb{R}^n) = \{ f \in L^1_{\text{loc}}(\mathbb{R}^n) : \|f\|_{B_{p,q}^\alpha(\mathbb{R}^n)} < \infty \},
\]
where
\[
\|f\|_{B_{p,q}^\alpha(\mathbb{R}^n)} := \left( \int_{\mathbb{R}^n} \frac{\|f(\cdot + t) - f(\cdot)\|_{L^q(\mathbb{R}^n)}}{|t|^{n+\alpha q}} dt \right)^{1/q}.
\]
Now for any \( x = (x', x_n) \in \mathbb{R}^n \), we set \( \tilde{x} = (x', -x_n) \). Let \( f \) be any function defined on \( \mathbb{R}^n_+ \), its even extension \( f_e \) is defined on \( \mathbb{R}^n \) by

\[
    f_e(x) := \begin{cases} 
        f(x), & \text{if } x \in \mathbb{R}^n_+; \\
        f(\tilde{x}), & \text{if } x \in \mathbb{R}^n. 
    \end{cases}
\]

Similarly, one can define the even extension for any function defined on \( \mathbb{R}^n_+ \).

**Definition 2.7.** Suppose \( 1 \leq p, q < \infty \) and \( 0 < \alpha < 1 \). For any \( f \in \mathcal{M}(\mathbb{R}^n) \), we define its \( B^\alpha_{p,q}(\mathbb{R}^n_+) \) norm by the expression:

\[
    \|f\|_{B^\alpha_{p,q}(\mathbb{R}^n_+)} := \left( \int_0^\infty \left( \int_0^t (t^{-\alpha} \|t \Delta_N e^{-t \Delta_N} f\|_{L^p(\mathbb{R}^n)})^q \frac{dt}{t} \right)^{\frac{1}{q}} \right)^{\frac{1}{p}}.
\]

**Lemma 2.8.** Suppose \( 1 \leq p, q < \infty \) and \( 0 < \alpha < 1 \), then the space \( B^\alpha_{p,q}(\mathbb{R}^n_+) \) can be characterized in the following way:

\[
    B^\alpha_{p,q}(\mathbb{R}^n_+) \simeq \left\{ f \in \mathcal{M}(\mathbb{R}^n) : f_e \in B^\alpha_{p,q}(\mathbb{R}^n) \right\}.
\]

Furthermore, one has

\[
    \|f\|_{B^\alpha_{p,q}(\mathbb{R}^n)} \simeq \|f_e\|_{B^\alpha_{p,q}(\mathbb{R}^n)}.
\]

**Proof.** By [2, Theorem 6.5] (see also [3, Theorem 5.1]), we see that

\[
    \|f\|_{B^\alpha_{p,q}(\mathbb{R}^n_+)} = \left( \int_0^\infty \left( \int_0^t (t^{-\alpha} \|t \Delta_N e^{-t \Delta_N} f\|_{L^p(\mathbb{R}^n)})^q \frac{dt}{t} \right)^{\frac{1}{q}} \right)^{\frac{1}{p}} 
    \simeq \left( \int_0^\infty \left( t^{-\alpha} \|t \Delta e^{-t \Delta} f_e\|_{L^p(\mathbb{R}^n)} \right)^q \frac{dt}{t} \right)^{\frac{1}{q}} 
    + \left( \int_0^\infty \left( t^{-\alpha} \|t \Delta e^{-t \Delta} f_{-e}\|_{L^p(\mathbb{R}^n)} \right)^q \frac{dt}{t} \right)^{\frac{1}{q}} 
    \simeq \|f_e\|_{B^\alpha_{p,q}(\mathbb{R}^n)}.
\]

Similarly, one can deduce that \( \|f\|_{B^\alpha_{p,q}(\mathbb{R}^n_+)} \simeq \|f_e\|_{B^\alpha_{p,q}(\mathbb{R}^n)} \). This ends the proof of Lemma 2.8. \( \square \)

**Lemma 2.9.** Suppose \( 1 \leq p, q < \infty \) and \( 0 < \alpha < 1 \), then the space \( B^\alpha_{p,q}(\mathbb{R}^n) \) can be characterized in the following way:

\[
    B^\alpha_{p,q}(\mathbb{R}^n) = \left\{ f \in \mathcal{M}(\mathbb{R}^n) : f_{+,e} \in B^\alpha_{p,q}(\mathbb{R}^n), f_{-,e} \in B^\alpha_{p,q}(\mathbb{R}^n) \right\}.
\]

Furthermore, one has

\[
    \|f\|_{B^\alpha_{p,q}(\mathbb{R}^n)} \simeq \|f_{+,e}\|_{B^\alpha_{p,q}(\mathbb{R}^n)} + \|f_{-,e}\|_{B^\alpha_{p,q}(\mathbb{R}^n)}.
\]

**Proof.** By (2.6) and then Lemma 2.8,

\[
    \|f\|_{B^\alpha_{p,q}(\mathbb{R}^n)} \simeq \left( \int_0^\infty \left( t^{-\alpha} \|t \Delta_N e^{-t \Delta_N} f\|_{L^p(\mathbb{R}^n)} \right)^q \frac{dt}{t} \right)^{\frac{1}{q}} 
    + \left( \int_0^\infty \left( t^{-\alpha} \|t \Delta_N e^{-t \Delta_N} f\|_{L^p(\mathbb{R}^n)} \right)^q \frac{dt}{t} \right)^{\frac{1}{q}} 
    \simeq \|f_{+,e}\|_{B^\alpha_{p,q}(\mathbb{R}^n)} + \|f_{-,e}\|_{B^\alpha_{p,q}(\mathbb{R}^n)}.
\]

This ends the proof of Lemma 2.9. \( \square \)
Recall that [7] introduced the VMO_{Δ}(\mathbb{R}^n) space, the space of functions of vanishing mean oscillation associated with the semigroup \{e^{tΔ}\}_{t≥0}. One has the following embedding.

**Corollary 2.10.** For any \( n ≥ 2 \) and \( 1 ≤ p < ∞ \), the following embedding holds:

\[ B_{p,p}^{2,Δ}(\mathbb{R}^n) \subset \text{VMO}_{Δ}(\mathbb{R}^n). \]

**Proof.** Recall from [7] that VMO_{Δ}(\mathbb{R}^n) can be characterized in the following way.

\[ \text{VMO}_{Δ}(\mathbb{R}^n) := \{ f ∈ \mathcal{M}(\mathbb{R}^n) : f_{+σ} ∈ \text{VMO}(\mathbb{R}^n) \text{ and } f_{-σ} ∈ \text{VMO}(\mathbb{R}^n) \}. \]

This, in combination with Lemma 2.9 and the classical embedding \( B_{p,p}^{2}(\mathbb{R}^n) \subset \text{VMO}(\mathbb{R}^n) \), ends the proof of Corollary 2.10. □

Next, we will establish an interpolation theorem for the Besov space \( B_{p,p}^{α,Δ}(\mathbb{R}^n) \), which plays a crucial role in the proof of sufficiency (the upper bound of Theorem 1.2). To begin with, given two Banach spaces \( X_1 \) and \( X_2 \), we set \( \mathcal{F}(X_1, X_2) \) be the linear space consisting of all functions \( f : \mathbb{C} → X_1 + X_2 \), which are bounded and continuous on the strip \( \{ z ∈ \mathbb{C} : 0 ≤ \text{Re}z ≤ 1 \} \) and analytic on the open strip \( \{ z ∈ \mathbb{C} : 0 < \text{Re}z < 1 \} \), and moreover, the functions \( t → f(z + it) \) are continuous function from \( t ∈ \mathbb{R} \) to \( X_j, j = 1, 2 \), which tends to zero as \( |t| → ∞ \) (see [1, Section 4.1]). Then \( \mathcal{F}(X_1, X_2) \) is a Banach space under the norm

\[ \|f\|_{\mathcal{F}(X_1, X_2)} := \max \left\{ \sup_{t ∈ \mathbb{R}} \|f(it)\|_{X_1}, \sup_{t ∈ \mathbb{R}} \|f(1 + it)\|_{X_1} \right\}. \]

**Definition 2.11 ([1]).** Given two Banach spaces \( X_1 \) and \( X_2 \), we define the complex interpolation space \( (X_1, X_2)_θ \) be the linear subspace of \( X_1 + X_2 \) consisting of all values \( f(θ) \) when \( f \) varies in the preceding space of functions,

\[ (X_1, X_2)_θ = \{ g ∈ X_1 + X_2 : g = f(θ), f ∈ \mathcal{F}(X_1, X_2) \}, \]

equipped with the norm

\[ \|g\|_{(X_1, X_2)_θ} := \inf \{ \|f\|_{\mathcal{F}(X_1, X_2)} : g = f(θ), f ∈ \mathcal{F}(X_1, X_2) \}. \]

**Lemma 2.12.** Let \( 1 < p_1 < p_2 < ∞ \), \( 0 < α < 1 \) and \( 0 < θ < 1 \), then the spaces \( B_{π1,2}^{α,Δ}(\mathbb{R}^n) \) and \( B_{p_1,p_2}^{α,Δ}(\mathbb{R}^n) \) coincide, and their norms are equivalent, where \( \theta \) satisfies \( \frac{1−θ}{p_1} + \frac{θ}{p_2} = \frac{1}{p} \).

**Proof.** We first show that for any \( f ∈ (B_{p_1,p_2}^{α,Δ}(\mathbb{R}^n), B_{p_2,p_1}^{α,Δ}(\mathbb{R}^n)))_{θ_p} \), one has

\[ \|f\|_{B_{p_1,p_2}^{α,Δ}(\mathbb{R}^n)} ≤ \|f\|_{B_{p_2,p_1}^{α,Δ}(\mathbb{R}^n)} \]

To this end, for any \( ξ ∈ \mathcal{F}(B_{p_1,p_2}^{α,Δ}(\mathbb{R}^n), B_{p_2,p_1}^{α,Δ}(\mathbb{R}^n)) \) satisfying \( ξ(θ_p) = f \), we pick \( g(ξ) = ξ(ξ)_{+σ} \) and \( h(ξ) = ξ(ξ)_{-σ} \), then \( g(θ) = ξ(θ)_{+σ} = f_{+σ} \) and \( h(θ) = ξ(θ)_{-σ} = f_{-σ} \). Besides, applying the complex interpolation theorem for the classical Besov space \( B_{p,p}^{α}(\mathbb{R}^n) \), one has

\[ \|f\|_{B_{p,p}^{α}} \leq \max \left\{ \sup_{t ∈ \mathbb{R}} \|ξ(it)_{+σ}\|_{B_{p_1,p_2}^{α}(\mathbb{R}^n)}, \sup_{t ∈ \mathbb{R}} \|ξ(1 + it)_{+σ}\|_{B_{p_2,p_1}^{α}(\mathbb{R}^n)} \right\}. \]
\[ \begin{align*}
&+ \max \left\{ \sup_{t \in \mathbb{R}} \|\xi(it)\|_{B_{p_1,p_1}^\alpha(\mathbb{R}^n)}, \sup_{t \in \mathbb{R}} \|\xi(1 + it)\|_{B_{p_2,p_2}^\alpha(\mathbb{R}^n)} \right\} \\
&\leq 2 \max \left\{ \sup_{t \in \mathbb{R}} \|\xi(it)\|_{B_{p_1,p_1}^{\alpha,\Delta_N}(\mathbb{R}^n)}, \sup_{t \in \mathbb{R}} \|\xi(1 + it)\|_{B_{p_2,p_2}^{\alpha,\Delta_N}(\mathbb{R}^n)} \right\} \\
&= 2\|\xi\|_{\mathcal{F}(B_{p_1,p_1}^{\alpha,\Delta_N}(\mathbb{R}^n), B_{p_2,p_2}^{\alpha,\Delta_N}(\mathbb{R}^n))}.
\end{align*} \]

From the arbitrariness of \(\xi\), we deduce inequality (2.10).

Next, we show that for any \(f \in B_{p,p}^{\alpha,\Delta_N}(\mathbb{R}^n)\), one has

\[ (2.11) \quad \|f\|_{(B_{p_1,p_1}^{\alpha,\Delta_N}(\mathbb{R}^n), B_{p_2,p_2}^{\alpha,\Delta_N}(\mathbb{R}^n))_{\eta_p}} \lesssim \|f\|_{B_{p,p}^{\alpha,\Delta_N}(\mathbb{R}^n)}. \]

To this end, for any \(g, h \in \mathcal{F}(B_{p_1,p_1}^{\alpha}(\mathbb{R}^n), B_{p_2,p_2}^{\alpha}(\mathbb{R}^n))\) satisfying \(g(\theta_p) = f_+, e\) and \(h(\theta_p) = f_-, e\), we pick \(\xi = g \chi_{\mathbb{R}_+} + h \chi_{\mathbb{R}_-}\), then \(\xi(\theta_p) = f\). Besides,

\[ \|\xi\|_{\mathcal{F}(B_{p_1,p_1}^{\alpha,\Delta_N}(\mathbb{R}^n), B_{p_2,p_2}^{\alpha,\Delta_N}(\mathbb{R}^n))} \]

\[ = \max \left\{ \sup_{t \in \mathbb{R}} \|\xi(it)\|_{B_{p_1,p_1}^{\alpha}(\mathbb{R}^n)}, \sup_{t \in \mathbb{R}} \|\xi(1 + it)\|_{B_{p_2,p_2}^{\alpha}(\mathbb{R}^n)} \right\} \]

\[ \leq \max \left\{ \|g(it)\|_{B_{p_1,p_1}^{\alpha}(\mathbb{R}^n)}, \sup_{t \in \mathbb{R}} \|g(1 + it)\|_{B_{p_2,p_2}^{\alpha}(\mathbb{R}^n)} \right\} \]

\[ \leq \max \left\{ \|g(it)\|_{B_{p_1,p_1}^{\alpha}(\mathbb{R}^n)}, \sup_{t \in \mathbb{R}} \|g(1 + it)\|_{B_{p_2,p_2}^{\alpha}(\mathbb{R}^n)} \right\}. \]

From the arbitrariness of \(g\) and \(h\), we conclude that

\[ \|f\|_{(B_{p_1,p_1}^{\alpha,\Delta_N}(\mathbb{R}^n), B_{p_2,p_2}^{\alpha,\Delta_N}(\mathbb{R}^n))_{\eta_p}} \lesssim \|f\|_{\mathcal{F}(B_{p_1,p_1}^{\alpha,\Delta_N}(\mathbb{R}^n), B_{p_2,p_2}^{\alpha,\Delta_N}(\mathbb{R}^n))} \]

This ends the proof of Lemma 2.12. \(\square\)

3. Theorem 1.2: The case \(p > n\)

3.1. Proof of the Necessary Condition. The main task in this section is to show that \(b \in B_{p,p}^{\alpha,\Delta_N}(\mathbb{R}^n)\) provided \([b, R_N/f] \in S^p\) for some \(p > n\).

Given \(h \in B(0, 1)\) and a system of dyadic cubes \(D_k := \bigcup_{k \in \mathbb{Z}} D_{k, \pm}^\delta\) with parameter \(\delta \in (0, 1)\), we define the conditional expectation of a locally integrable function \(f\) on \(\mathbb{R}^n\) with respect to the increasing family of \(\sigma\)-algebras \(\sigma(\tau^h D_k)\) by the expression:

\[ E_{k,h}(f)(x) = \sum_{Q \in \tau^h D_k} (f)_Q \chi_Q(x), \ x \in \mathbb{R}^n, \]

where we denote \((f)_Q\) be the average of \(f\) over \(Q\), that is, \((f)_Q := \int_Q f(x)dx := \frac{1}{|Q|} \int_Q f(x)dx\), and where we denote the translated system of standard dyadic cubes by \(\tau^h D_k = \{\tau^h Q\}_{Q \in D_k}\). For
simplicity, we set \( E_k(f)(x) := E_{k,0}(f)(x) \), then it can be verified directly that for any \( k \in \mathbb{Z} \) and \( h \in \mathbb{R}^n \),

\[
E_k(\tau^h f)(x) = \tau^h E_k(f)(x).
\]

For any \( Q \in \tau^h D_k \), we let \( h_Q^1, h_Q^2, \ldots, h_Q^{M_k-1} \) be a family of Haar functions associated to \( Q \). Next, we choose \( h_Q \) among these Haar functions such that \( \left| \int_Q b(x) h_Q^\epsilon(x) \, dx \right| \) is maximal with respect to \( \epsilon = 1, 2, \ldots, M_k - 1 \). Note that the function \( (E_{k+1,h}(b)(x) - E_{k,h}(b)(x)) \chi_Q(x) \) is a sum of \( M_k - 1 \) Haar functions. That is, we are in a finite dimensional setting and all \( L^p \)-spaces have comparable norms. So we have that

\[
(\int_Q |E_{k+1,h}(b)(x) - E_{k,h}(b)(x)|^p \, dx)^{1/p} \leq C|Q|^{-1/2} \left| \int_Q b(x) h_Q(x) \, dx \right|,
\]

where \( C \) is a constant only depending on \( p \) and \( n \).

**Lemma 3.1.** Given a system of dyadic cubes \( D_\pm := \bigcup_{k \in \mathbb{Z}} D_{k,\pm} \) with parameter \( \delta \in (0, 1) \). Let \( 1 < p < \infty \) and suppose that \( b \in M(\mathbb{R}^n) \) satisfying \( \|b, R_{N,\ell}\|_{S_p} < \infty \) for some \( \ell \in \{1, 2, \ldots, n\} \), then there exists a constant \( C > 0 \) such that

\[
\sup_{b \in B(0,1)} \sum_{k \in \mathbb{Z}} \sum_{Q \in D_{k,\pm}^\delta} \int_Q |E_{k+1,h}(b)(x) - E_{k,h}(b)(x)|^p \, dx \leq C \left\| [b, R_{N,\ell}] \right\|_{S_p}^p.
\]

**Proof.** To begin with, by (3.12), we have

\[
\sum_{Q \in \tau^h D_{k,\pm}} \int_Q |E_{k+1,h}(b)(x) - E_{k,h}(b)(x)|^p \, dx \leq C \sum_{Q \in \tau^h D_{k,\pm}} |Q|^{-p/2} \left| \int_Q b(x) h_Q(x) \, dx \right|^p.
\]

To continue, for any \( Q \in \tau^h D_{k,\pm} \) satisfying \( Q \subseteq \mathbb{R}^n \), let \( \hat{Q} \) be the ball chosen in Lemma 2.5, then \( K_r(x,y) \) does not change sign for all \( (x,y) \in Q \times \hat{Q} \) and

\[
|K_r(x,y)| \geq \frac{C}{|Q|},
\]

for some constant \( C > 0 \). Now for any set \( S \) and function \( f \), we define \( \alpha_S(f) \) to be the median value of \( f \) over \( S \), which means \( \alpha_S(f) \) is a real number such that

\[
||x \in S : f(x) > \alpha_S(f)|| \leq \frac{1}{2} |S| \quad \text{and} \quad ||x \in S : f(x) < \alpha_S(f)|| \leq \frac{1}{2} |S|.
\]

A median value always exists, but may not be unique (see for example [24]). With this notation, we denote

\[
E^Q_1 := \left\{ x \in Q : b(x) \leq \alpha_{\hat{Q}}(b) \right\} \quad \text{and} \quad E^Q_2 := \left\{ x \in Q : b(x) > \alpha_{\hat{Q}}(b) \right\}.
\]

Next we decompose \( Q \) into a union of sub-cubes by writing \( Q = \bigcup_{i=1}^{M_k} P_i \), where \( P_i \in D_{k,1,\pm} \) and \( P_i \subseteq Q \) satisfying \( P_i \neq P_j \) if \( i \neq j \). By the cancellation property of \( h_{\hat{Q},\pm} \), we see that

\[
|Q|^{-1/2} \left| \int_Q b(x) h_Q(x) \, dx \right| = |Q|^{-1/2} \left| \int_Q (b(x) - \alpha_{\hat{Q}}(b)) h_Q(x) \, dx \right| \leq \frac{1}{|Q|} \int_Q |b(x) - \alpha_{\hat{Q}}(b)| \, dx.
\]
Now we denote
\[ Q^\ell := \{ \hat{y} \in \hat{Q} : b(\hat{y}) \geq \alpha_{\hat{Q}}(b) \} \quad \text{and} \quad \hat{Q}^\ell := \{ \hat{y} \in \hat{Q} : b(\hat{y}) \leq \alpha_{\hat{Q}}(b) \}. \]

Then by the definition of \( \alpha_{\hat{Q}}(b) \), we have \( |F_1^Q| = |\hat{F}_1^Q| \sim |\hat{Q}| \) and \( F_1^Q \cup F_2^Q = \hat{Q} \). Note that for \( s = 1, 2 \), if \( x \in E_s^Q \) and \( y \in F_s^Q \), then

\[
|b(x) - \alpha_{\hat{Q}}(b)| \leq |b(x) - \alpha_{\hat{Q}}(b)| + |\alpha_{\hat{Q}}(b) - b(y)| = |b(x) - \alpha_{\hat{Q}}(b) + \alpha_{\hat{Q}}(b) - b(y)| = |b(y) - b(x)|.
\]

Therefore, for \( s = 1, 2 \),

\[
\begin{align*}
I_s^Q &\leq \frac{1}{|Q|} \sum_{i=1}^{M_Q} \int_{P_i \cap E_s^Q} |b(x) - \alpha_{\hat{Q}}(b)| \, dx \frac{|F_s^Q|}{|Q|} \\
&\leq \frac{1}{|Q|} \sum_{i=1}^{M_Q} \int_{P_i \cap E_s^Q} \int_{F_s^Q} |b(x) - \alpha_{\hat{Q}}(b)| |K_\ell(x, y)| \, dy \, dx \\
&\leq \frac{1}{|Q|} \sum_{i=1}^{M_Q} \int_{P_i \cap E_s^Q} \int_{F_s^Q} |b(y) - b(x)| |K_\ell(x, y)| \, dy \, dx \\
&\leq \frac{1}{|Q|} \sum_{i=1}^{M_Q} \int_{P_i \cap E_s^Q} \int_{F_s^Q} (b(y) - b(x)) K_\ell(x, y) \, dy \, dx,
\end{align*}
\]

(3.18)

where in the last equality we used the fact that \( K_\ell(x, y) \) and \( b(y) - b(x) \) do not change sign for \( (x, y) \in (P_i \cap E_s^Q) \times F_s^Q, \) \( s = 1, 2 \). This, in combination with (3.14) and (3.17), implies that

\[
\sum_{Q \in \mathcal{D}_k} |Q|^{-p/2} \left| \int_Q b(x) h_Q(x) \, dx \right|^p \leq 2 \sum_{s=1}^{2} \sum_{Q \in \mathcal{D}_k} |I_s^Q|^p \\
\leq 2 \sum_{s=1}^{2} \sum_{Q \in \mathcal{D}_k} \left( \sum_{i=1}^{M_Q} \left[ b, R_{N,\ell} \right] \frac{|P_i|^{1/2} \chi_{F_s^Q}}{|Q|}, \frac{X_{P_i \cap E_s^Q}}{|P_i|^{1/2}} \right)
\]

(3.19)

Note that \( c_Q := \frac{|P_i|^{1/2} \chi_{F_s^Q}}{|Q|} \subset \hat{Q} \) and \( f_Q := \frac{X_{P_i \cap E_s^Q}}{|P_i|^{1/2}} \subset Q \) satisfy \( |c_Q|, |f_Q| \leq C |Q|^{-\frac{1}{2}} \chi_{\hat{Q}}, \) where \( C \) and \( c \) are absolute constants independent of \( Q \). Summing this last inequality over \( k \in \mathbb{Z} \) and then applying (2.3), we complete the proof of Lemma 3.1.

**Corollary 3.2.** Given a system of dyadic cubes \( \mathcal{D}_\delta := \cup_{k \in \mathbb{Z}} \mathcal{D}_{k,\pm} \) with parameter \( \delta \in (0, 1) \). Let \( 1 < p < \infty \) and suppose that \( b \in \mathcal{M}(\mathbb{R}^n) \) satisfying \( \| [b, R_{N,\ell}] \|_{L^p} < \infty \) for some \( \ell \in \{1, 2, \ldots, n\} \), then...
there exists a constant $C > 0$ such that
\begin{equation}
\sum_{k \in \mathbb{Z}} \delta^{-nk} \|E_{k+1,\pm}(b) - E_{k,\pm}(b)\|_{L^p(\mathbb{R}^n)}^p \leq C \|[b, R_{N,\ell}]\|_{S^p}^p.
\end{equation}

**Proof.** It is a direct consequence of Lemma 3.1 by taking $h = 0$ and noting that for any $x \in Q \in \mathcal{D}_{k,\pm}$, one has $E_{k,\pm}(b)(x) = E_{k,0}(b)(x)$. This ends the proof of Corollary 3.2. □

**Corollary 3.3.** Given a system of dyadic cubes $\mathcal{D}_{\pm} := \cup_{k \in \mathbb{Z}} \mathcal{D}_{k,\pm}$ with parameter $\delta \in (0, 1)$. Let $1 < p < \infty$ and suppose that $b \in M(\mathbb{R}^n)$ satisfying $\|[b, R_{N,\ell}]\|_{S^p} < \infty$ for some $\ell \in \{1, 2, \ldots, n\}$, then there exists a constant $C > 0$ such that for any $k \in \mathbb{Z}$,
\begin{equation}
\|[b - E_{k,\pm}(b)]\|_{L^p(\mathbb{R}^n)} \leq C \delta^{nk/p} \|[b, R_{N,\ell}]\|_{S^p}.
\end{equation}

**Proof.** It follows from Lemma 2.2 that $E_{k,\pm}(b) \to b$ a.e. as $k \to \infty$. By Corollary 3.2, $\|[E_{k+1,\pm}(b) - E_{k,\pm}(b)]\|_{L^p(\mathbb{R}^n)} \leq C \delta^{nk/p} \|[b, R_{N,\ell}]\|_{S^p}$. Combining these two facts and summing the geometric series yield the conclusion. □

**Lemma 3.4.** Given a system of dyadic cubes $\mathcal{D}_{\pm} := \cup_{k \in \mathbb{Z}} \mathcal{D}_{k,\pm}$ with parameter $\delta \in (0, 1)$. Let $1 < p < \infty$ and suppose that $b \in M(\mathbb{R}^n)$ satisfying $\|[b, R_{N,\ell}]\|_{S^p} < \infty$ for some $\ell \in \{1, 2, \ldots, n\}$, then there exists a constant $C > 0$ such that
\begin{equation}
\left(\sum_{k \in \mathbb{Z}} \delta^{-nk} \|b - E_{k,\pm}(b)\|_{L^p(\mathbb{R}^n)}^p\right)^{1/p} \leq C \|[b, R_{N,\ell}]\|_{S^p}.
\end{equation}

**Proof.** It suffices to show that
\begin{equation}
\left(\sum_{k = L}^{M} \delta^{-nk} \|b - E_{k,\pm}(b)\|_{L^p(\mathbb{R}^n)}^p\right)^{1/p} \leq C \|[b, R_{N,\ell}]\|_{S^p}
\end{equation}
for some constant $C > 0$ independent of $L < M \in \mathbb{N}$. To this end, we denote the term in the left hand side above by $\mathcal{Z}$ and then note that
\begin{align*}
\mathcal{Z} &\leq \left(\sum_{k = L}^{M} \delta^{-nk} \|b - E_{k+1,\pm}(b)\|_{L^p(\mathbb{R}^n)}^p\right)^{1/p} + \left(\sum_{k = L}^{M} \delta^{-nk} \|E_{k+1,\pm}(b) - E_{k,\pm}(b)\|_{L^p(\mathbb{R}^n)}^p\right)^{1/p} \\
&= \left(\sum_{k = L}^{M+1} \delta^{-nk(k-1)} \|b - E_{k,\pm}(b)\|_{L^p(\mathbb{R}^n)}^p\right)^{1/p} + \left(\sum_{k = L}^{M} \delta^{-nk} \|E_{k+1,\pm}(b) - E_{k,\pm}(b)\|_{L^p(\mathbb{R}^n)}^p\right)^{1/p} \\
&=: \text{Term}_1 + \text{Term}_2.
\end{align*}

To continue, we first note that Corollary 3.2 controls $\text{Term}_2$. $\text{Term}_1$ is dominated by
\begin{equation}
\delta^{n/p} \left(\sum_{k = L}^{M} \delta^{-nk} \|b - E_{k,\pm}(b)\|_{L^p(\mathbb{R}^n)}^p\right)^{1/p} + \delta^{-nM/p} \|[b - E_{M+1,\pm}(b)]\|_{L^p(\mathbb{R}^n)}.
\end{equation}

By Corollary 3.3, we see that the first term of the right-hand side in (3.24) can be absorbed into $\mathcal{Z}$, while the second term can be dominated by $C \|[b, R_{N,\ell}]\|_{S^p}$. This ends the proof of Lemma 3.4. □
Proposition 3.5. Let $1 < p < \infty$ and suppose that $b \in \mathcal{M}(\mathbb{R}^n)$ satisfying $\|[b, R_{N,\ell}]\|_{L^p} < \infty$ for some $\ell \in \{1, 2, \ldots, n\}$, then there exists a constant $C > 0$ such that

$$\|b\|_{L^p(\mathbb{R}^n)} \leq C\|[b, R_{N,\ell}]\|_{L^p}.$$

Proof. By Lemma 2.9, it suffices to show that

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|b(x) - b(y)|^p}{|x - y|^{2n}} \, dx \, dy \lesssim \|[b, R_{N,\ell}]\|_{L^p}(\mathbb{R}^n),$$

and that

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|b(x) - b(y)|^p}{|x - y|^{2n}} \, dx \, dy \lesssim \|[b, R_{N,\ell}]\|_{L^p}.$$  

To this end, we note that

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|b(x) - b(y)|^p}{|x - y|^{2n}} \, dx \, dy \leq C \sum_{k \in \mathbb{Z}} \delta^{-2nk} \int_{|x-y| \leq \delta^{k+1}} |b(x) - b(y)|^p \, dx \, dy.$$

To continue, we first recall that there exists a collection $\{D^\nu\}_{\nu = 1}^{n}$ of adjacent systems of dyadic cubes on $\mathbb{R}^n$ with parameters $\delta \in (0, 1)$ and $C_{adj} := 8\delta^{-3}$ such that the properties in Section 2.1 hold. With these collection of adjacent systems, we define the conditional expectation of a locally integrable function $f$ on $\mathbb{R}^n$ with respect to the increasing family of $\sigma$–algebras $\sigma(D^\nu)$ by the expression:

$$E_{k,\pm}^\nu(f)(x) = \sum_{Q \in D^\nu_{k,\pm}} (f)_{\nu} \mathbf{1}_Q(x), \quad x \in \mathbb{R}^n.$$  

Next, we note that there is an absolute constant $k_0 > 0$ such that for any $Q \in D^0_{k,\pm}$, the standard dyadic partition of $\mathbb{R}^n_k$ defined in Section 2.1, one has

$$Q_{\nu} := \{y \in \mathbb{R}^n_k : d(y, Q) \leq \delta^{k+1}\} \subset B_{\mathbb{R}^n_k}(x_0, \delta^{k-k_0}),$$

where we used the notation $d(y, Q)$ to denote the distance from a point $y \in \mathbb{R}^n_k$ to a set $Q$ and the notation $x_0$ to denote the centre of $Q$. Next, we apply Lemma 2.1 to see that there exist $\nu \in \{1, 2, \ldots, \kappa\}$ and $Q' \in D^\nu_{k-k_0-2,\pm}$ such that

$$B_{\mathbb{R}^n_k}(x, \delta^{k-k_0}) \subseteq Q' \subseteq B_{\mathbb{R}^n_k}(x, C_{adj}\delta^{k-k_0}).$$

With these observations, we conclude that

$$\sum_{k \in \mathbb{Z}} \delta^{-2nk} \int_{|x-y| \leq \delta^{k+1}} |b(x) - b(y)|^p \, dx \, dy \lesssim \sum_{k \in \mathbb{Z}} \delta^{-2nk} \sum_{Q \in D^\nu_{k,\pm}} \int_{Q_{\nu}} \int_{Q_{\nu}} |b(x) - b(y)|^p \, dx \, dy$$

$$\leq \sum_{k \in \mathbb{Z}} \delta^{-2nk} \sum_{Q \in D^\nu_{k,\pm}} \int_{Q'} \int_{Q'} |b(x) - b(y)|^p \, dx \, dy$$

$$\leq \sum_{k \in \mathbb{Z}} \sum_{\nu = 1}^\kappa \delta^{-2nk} \sum_{Q \in D^\nu_{k-k_0-2,\pm}} \int_{Q} \int_{Q} |b(x) - b(y)|^p \, dx \, dy.$$
where in the last inequality we used the fact that each \( Q' \in \mathcal{D}^\nu_{k_0-2,\pm} \) contains at most an absolute constant of the \( Q \in \mathcal{D}^\nu_{k,\pm} \). Next, we note that the right hand side above is dominated by

\[
\sum_{v=1}^{K} \sum_{k \in \mathbb{Z}} \delta^{-2nk} \sum_{Q \in \mathcal{D}^\nu_{k_0-2,\pm}} \int_Q \int_Q |b(x) - E^\nu_{k_0-2,\pm} b(x)|^p + |b(y) - E^\nu_{k_0-2,\pm} b(y)|^p \, dx \, dy
\]

\[
= \sum_{v=1}^{K} \sum_{k \in \mathbb{Z}} \delta^{-nk} \sum_{Q \in \mathcal{D}^\nu_{k_0-2,\pm}} \int_Q |b(x) - E^\nu_{k_0-2,\pm} b(x)|^p \, dx
\]

\[
\leq \sum_{v=1}^{K} \sum_{k \in \mathbb{Z}} \delta^{-nk} \|b - E^\nu_{k,\pm}(b)\|^p_{L^p(\mathbb{R}^d)^*}.
\]

Applying Lemma \( \text{3.4} \) to the last term, we deduce inequalities (3.25) and (3.26), and therefore, the proof of Proposition \( \text{3.5} \) is complete.

**3.2. Proof of the Sufficient Condition.**

**Proposition 3.6.** Suppose \( \ell \in \{1, 2, \ldots, n\} \), \( n < p < \infty \) and \( b \in \mathcal{M}(\mathbb{R}^n) \). If \( b \in B^{\frac{n}{p}, \nu}_{p, \nu}(\mathbb{R}^n) \), then \( [b, R_{N,\ell}] \in S^p \).

**Proof.** We will modify the proof in [23], which depends on general estimates for Schatten norms of integral operators. To begin with, we recall from Corollary 2.10 that \( B^{\frac{n}{p}, \nu}_{p, \nu}(\mathbb{R}^n) \subset \text{VMO}_{\Delta \nu}(\mathbb{R}^n) \). Then, the condition \( b \in B^{\frac{n}{p}, \nu}_{p, \nu}(\mathbb{R}^n) \) guarantees the compactness of \( [b, R_{N,\ell}] \) (see [7, Theorem 5.3]).

Next, recall that Russo ([38]) showed that for a general measure space \((X, \mu)\), if \( p > 2 \) and \( K(x, y) \in L^2(X \times X) \), then the integral operator \( T \) associated to the kernel \( K(x, y) \) satisfies the following estimate:

\[
\|T\|_{S^p} \leq \|K\|_{L^p,L^p}^{1/2} \|K^*\|_{L^p,L^{p'}}^{1/2},
\]

where \( p' \) is the conjugate index of \( p \) such that \( 1/p + 1/p' = 1 \), \( K^*(x, y) = \overline{K(y, x)} \), and \( \|\cdot\|_{L^p,L^{p'}} \) denotes the mixed-norm: \( \|K\|_{L^p,L^{p'}} := \|\|K(x, y)\||_{L^p(dx)}\|_{L^{p'}(dy)} \). Later, Goffeng ([18]) proved that the condition \( K(x, y) \in L^2(X \times X) \) in the above statement can be removed.

Moreover, Janson–Wolff ([23, Lemma 1 and Lemma 2]) extended the above statement to the corresponding weak-type version general measure space \((X, \mu)\): if \( p > 2 \) and \( 1/p + 1/p' = 1 \), then

\[
\|T\|_{S^{p,\infty}} \leq \|K\|_{L^p,L^{p',\infty}}^{1/2} \|K^*\|_{L^p,L^{p',\infty}}^{1/2},
\]

where \( \|\cdot\|_{L^p,L^{p',\infty}} \) denotes the mixed-norm: \( \|K\|_{L^p,L^{p',\infty}} := \|\|K(x, y)\||_{L^p(dx)}\|_{L^{p',\infty}(dy)} \).

Next, back to our Neumann Laplacian setting, we first note that

\[
\|(b(x) - b(y))K_\ell(x, y)\|_{L^p,L^{p',\infty}} \leq \|(b(x) - b(y))K_\ell(x, y)\chi_{\mathbb{R}^d}(x)\chi_{\mathbb{R}^d}(y)\|_{L^p,L^{p',\infty}}
\]

\[
+ \|(b(x) - b(y))K_\ell(x, y)\chi_{\mathbb{R}^d}(x)\chi_{\mathbb{R}^d}(y)\|_{L^p,L^{p',\infty}},
\]

where in the last inequality we used the fact that \( K_\ell(x, y) = 0 \) whenever \( x \) and \( y \) belong to distinct half-plane.
By weak-type Young’s inequality, for \(1/q = 1 - 2/p\),
\[
\| (b(x) - b(y)) K_{\ell}(x, y) \chi_{B^c_2}(x) \chi_{B^c_2}(y) \|_{L^p, L^p', \infty} \leq \left\| \frac{b(x) - b(y)}{|x - y|^p} \chi_{B^c_2}(x) \chi_{B^c_2}(y) \right\|_{L^p, L^p', \infty} \leq \frac{C|b_x - b_y|_{L^p(B^c_2)}}{|x - y|^{2p/p} \| \chi_{B^c_2}(x) \chi_{B^c_2}(y) \|_{L^p, L^p, \infty}} \leq C \|b\|_{B^{\ell}_{p,p}(\mathbb{R}^n)}.
\]
Therefore,
\[
\| (b(x) - b(y)) K_{\ell}(x, y) \|_{L^p, L^p', \infty} \leq C \|b\|_{B^{\ell}_{p,p}(\mathbb{R}^n)}.
\]

Similarly,
\[
\| (b(x) - b(y)) \overline{K_{\ell}(y, x)} \|_{L^p, L^p', \infty} \leq C \|b\|_{B^{\ell}_{p,p}(\mathbb{R}^n)}.
\]
Combining the inequalities (3.31), (3.32) and then applying the weak-type Russo’s inequality (3.29), we see that
\[
norm{[b, R_{N,\ell}]}_{S^{p,\infty}} \leq C \|b\|_{B^{\ell}_{p,p}(\mathbb{R}^n)}.
\]
Since this inequality holds for all \(n < p < \infty\), we can apply the interpolation \((S^{p_1, \infty}, S^{p_2, \infty})\theta_p = S^p\) and \((B^{\ell_1}_{p_1, p_1}(\mathbb{R}^n), B^{\ell_2}_{p_2, p_2}(\mathbb{R}^n))\theta_p = B^{\ell}_{p,p}(\mathbb{R}^n)\), where \(\frac{1}{\theta_1} + \frac{1}{\theta_2} = \frac{1}{p}\), to obtain that
\[
norm{[b, R_{N,\ell}]}_{S^p} \leq C \|b\|_{B^{\ell}_{p,p}(\mathbb{R}^n)}.
\]
This finishes the proof of sufficient condition for the case \(n < p < \infty\).

4. Theorem 1.2: \(0 < p \leq n\)

In this section, we will show the second argument of Theorem 1.2. That is, for each \(\ell \in \{1, 2, \ldots, n\}\) and for \(0 < p \leq n\), we will show that the commutator \([b, R_{N,\ell}] \in S^p\) if and only if \(b\) is a constant \(c_1\) on \(\mathbb{R}^n_+\) and another constant \(c_2\) on \(\mathbb{R}^n_-(\text{in the sense of almost everywhere})\), where \(c_1\) and \(c_2\) may not be the same. The key difficulty is to show the necessary part of the Theorem 1.2.

To show this, it suffices to consider the endpoint case \(p = n\) since one has the inclusion \(S^p \subset S^q\) for \(p < q\).

To complete our proof we will use the following lemmas.

**Lemma 4.1.** For any \(k \in \mathbb{Z}\) and cube \(Q \in D^0_k\) and \(a_j = \pm 1 (j = 1, 2, \ldots, 2n)\), there are cubes \(Q' \in D^0_{k+2}\) and \(Q'' \in D^0_{k+2}\) such that \(Q' \subset Q, Q'' \subset Q\) and if \(x = (x_1, x_2, \ldots, x_n) \in Q', y = (y_1, y_2, \ldots, y_n) \in Q''\), then \(a_j (x_j - y_j) \geq 2^{-k}\) for \(j = 1, 2, \ldots, n\).

**Proof.** Recall that \(D^0\) is a standard system of dyadic cubes on \(\mathbb{R}^n\). Then by symmetry, it suffices to consider the case that \(Q\) belongs to the first quadrant. Suppose that the vertex of \(Q\) is at \(2^{-k}m\) for some \(k \in \mathbb{Z}\) and \(m = (m_1, \ldots, m_n) \in \mathbb{N}^+_n\). Then we pick cubes \(Q' \in D^0_{k+2}, Q'' \in D^0_{k+2}\) with vertices at \((2^{-k}m_1 + 2^{-k-2} + a_12^{-k-2}, \ldots, 2^{-k}m_n + 2^{-k-2} + a_n2^{-k-2})\) and \((2^{-k}m_1 + 2^{-k-2} - a_12^{-k-2}, \ldots, 2^{-k}m_n + 2^{-k-2} - a_n2^{-k-2})\), respectively. It is direct to verify that these cubes satisfy the properties in the statement. \(\square\)
Now, we provide a lower bound for a local pseudo oscillation of the symbol $b$ in the commutator.

**Lemma 4.2.** Let $b \in C^\infty(\mathbb{R}^n)$. Suppose that there is a point $x_0 \in \mathbb{R}^n$ such that $\nabla b(x_0) \neq 0$. Then there exist constants $C > 0$, $\epsilon > 0$ and $N > 0$ such that if $k > N$, then for any cube $Q \in \mathcal{D}_k^0$ satisfying $|\text{center}(Q) - x_0| < \epsilon$, one has

$$\left| \int_Q b - \int_{Q'} b \right| \geq C 2^{-k} |\nabla b(x_0)|,$$

where $Q'$ and $Q''$ are the cubes chosen in Lemma 4.1.

**Proof.** We will now denote by $c_Q := (c^1_Q, c^2_Q, \ldots, c^n_Q)$ the center of $Q$ and $x = (x_1, x_2, \ldots, x_n)$, then by Taylor’s formula we have

$$b(x) = b(c_Q) + \sum_{j=1}^n \frac{\partial_j b(c_Q)}{j!} (x_j - c^j_Q) + R(x, c_Q),$$

where the remainder term $R(x, c_Q)$ satisfies

$$|R(x, c_Q)| \leq C \sum_{j=1}^n \sum_{k=0}^n \sup_{\theta \in [0,1]} |(\partial_{x_j} \partial_{x_k} b)(x + \theta (c_Q - x))| |c_Q - x|^2.$$

Observe that the condition $\theta \in [0, 1]$ implies that if $x \in Q$, then

$$|x + \theta (c_Q - x) - c_Q| \leq 2^{-k},$$

which implies that for $\epsilon = \epsilon_0 > 0$ sufficiently small, the right hand side in estimate (4.35) can be absorbed in the right hand side of (4.33). Thus, it suffices to deal with the first two terms on the right hand side of (4.34).

By Lemma 4.1 above, for $x' = (x'_1, \ldots, x'_n) \in Q'$ and $x'' = (x''_1, \ldots, x''_n) \in Q''$, one has the following

$$\text{sgn}(\partial_{x_j} b)(c_Q)(x'_j - x''_j) \geq 2^{-k}, \quad j = 1, 2, \ldots, n.$$

Hence, we have

$$\left| \int_Q b(x') dx' - \int_{Q''} b(x'') dx'' \right|$$

$$\geq \left| \int_{Q'} \int_{Q''} \sum_{j=1}^n \frac{\partial_{x_j} b(c_Q)}{j!} (x'_j - x''_j) dx'' dx' \right| - \int_{Q'} |R(x', c_Q)| dx' - \int_{Q''} |R(x'', c_Q)| dx''$$

$$\geq C \sum_{j=1}^n (\partial_{x_j} b(c_Q) 2^{-k} - C 2^{-2k} \|\nabla b\|_{L^\infty(B(x_0, 1))})$$

$$\geq C 2^{-k} |\nabla b(x_0)|.$$

This completes the proof of Lemma 4.2.

For any $h \in B(0, 1)$, define the conditional expectation of a locally integrable function $f$ on $\mathbb{R}^n$ with respect to the increasing family of $\sigma$–algebras $\sigma(\mathcal{D}_k)$ and $\sigma(\tau^k \mathcal{D}_k)$ by the expression:

$$E^h_k(f)(x) = \sum_{Q \in \mathcal{D}_k^h} (f)_Q \mathcal{X}_Q(x), \quad x \in \mathbb{R}^n,$$
Theorem 4.3. A function \( b \in M(\mathbb{R}^n) \) is a constant on \( \mathbb{R}^n \) if there exist constants \( C > 0 \) and \( \ell \in \{1, 2, \ldots, n\} \) such that

\[
E_{k,h}^0(f)(x) = \sum_{Q \in \tau^{h} D_{k,\pm}^n} (f)_{Q} \chi_{Q}(x), \quad x \in \mathbb{R}^n,
\]

respectively. Then we have the following Lemma.

**Lemma.**

A function \( b \in M(\mathbb{R}^n) \) is a constant on \( \mathbb{R}^n \) if there exist constants \( C > 0 \) and \( \ell \in \{1, 2, \ldots, n\} \) such that

\[
\sup_{h \in B(0,1)} \left\| \left( \int_Q \int_Q |E_{k,h}^0(b)(x') - E_{k,h}^0(b)(x'')|dx'dx'' \right)_{Q \in \tau^{h} D_{k,\pm}^n} \right\|_{L^p} \leq C \| [b, R_{N,\ell}] \|_{L^\infty}.
\]

(In the display \( Q \in \tau^h D_{k,\pm}^n \) and \( Q \subseteq \mathbb{R}^n \), and both \( Q \) and \( k \) vary and \( \tau^h \) denotes translation by \( h \)).

**Proof.** Pick a smoothly compactly supported function \( \psi \) over \( \mathbb{R}^n \) which integrates to 1 and pick \( \epsilon \) be a small positive constant. Consider \( \psi_\epsilon(x) = \frac{1}{\epsilon^n} \psi \left( \frac{x}{\epsilon} \right) \) and \( b_\epsilon := b * \psi_\epsilon \), where \( 0 < \epsilon < 1 \). Then \( b_\epsilon \) is a smooth function and converges to \( b \) almost everywhere.

Now we claim that \( b_\epsilon \) is a constant on \( \mathbb{R}^n_{e}, \) where

\[
\mathbb{R}^n_{e} := \mathbb{R}^n_{e} \pm \epsilon e_n, \quad \text{for } e_n = (0, 0, \ldots, 1).
\]

If not, then observe that there exists a point \( x_0 = (x_0^{(1)}, \ldots, x_0^{(n)}) \in \mathbb{R}^n_{e} \) such that \( \nabla b_\epsilon(x_0) \neq 0 \). By Lemma 4.2, there exist some \( \epsilon > 0 \) and \( N > 0 \) such that if \( k > N \), then for any cube \( Q \in D_{k,\pm}^0 \) satisfying \( |\text{center}(Q) - x_0| < \epsilon \),

\[
\int_Q \int_Q |E_{k,h}^0(b_\epsilon)(x') - E_{k,h}^0(b_\epsilon)(x'')|dx'dx'' \geq 2^{-k} |\nabla b_\epsilon(x_0)|.
\]

Denote \( \mathcal{A}_k^+(x_0) \) be the set consisting of \( Q \in D_{k,\pm}^0 \) satisfying \( |\text{center}(Q) - x_0| < \epsilon \) and \( d(Q, \partial \mathbb{R}^n_{e}) \geq x_0^{(n)} \).

Similarly, denote \( \mathcal{A}_k^-(x_0) \) be the set consisting of \( Q \in D_{k,\pm}^0 \) satisfying \( |\text{center}(Q) - x_0| < \epsilon \) and \( d(Q, \partial \mathbb{R}^n_{e}) \leq x_0^{(n)} \). Then observe that for any \( k > N \), the number of \( \mathcal{A}_k^+(x_0) \) is at least \( 2^{kn} \), which implies that

\[
\sum_{k > N} \left( \int_Q \int_Q |E_{k,h}^0(b_\epsilon)(x') - E_{k,h}^0(b_\epsilon)(x'')|dx'dx'' \right)^n = +\infty.
\]

However, the left hand side above is dominated by

\[
\sup_{h \in B(0,\epsilon)} \sum_{k \in \mathbb{Z}} \sum_{Q \in \mathcal{A}_k^+(x_0)} \left( \int_Q \int_Q |E_{k,h}^0(\tau^h b)(x') - E_{k,h}^0(\tau^h b)(x'')|dx'dx'' \right)^n
\]

\[
= \sup_{h \in B(0,\epsilon)} \sum_{k \in \mathbb{Z}} \sum_{Q \in \mathcal{A}_k^+(x_0)} \left( \int_Q \int_Q |\tau^h E_{k,h}^0(b)(x') - \tau^h E_{k,h}^0(b)(x'')|dx'dx'' \right)^n
\]

\[
= \sup_{h \in B(0,\epsilon)} \sum_{k \in \mathbb{Z}} \sum_{Q \in \mathcal{A}_k^+(x_0)} \left( \int_{\tau^h Q} \int_{\tau^h Q} |E_{k,h}^0(b)(x') - E_{k,h}^0(b)(x'')|dx'dx'' \right)^n.
\]

Note that the restriction \( x_0 \in \mathbb{R}^n_{e} \) implies that for any \( h \in B(0,\epsilon) \) and \( Q \in \mathcal{A}_k^+(x_0) \), one has \( \tau^h Q \subseteq \mathbb{R}^n_{e} \). This, together with inequality (4.36), implies that the right hand side of inequality (4.37) is dominated by \( \| [b, R_{N,\ell}] \|_{L^\infty} \), which is a contradiction. This ends the proof of Lemma 4.3.
Proposition 4.4. Suppose $b \in \mathcal{M}(\mathbb{R}^n)$. Then for any $\ell \in \{1, 2, \ldots, n\}$, the commutator $[b, R_{N,\ell}] \in S^n$ if and only if $b \equiv \text{Const}_1$ on $\mathbb{R}_+^n$ a.e. and $b \equiv \text{Const}_2$ on $\mathbb{R}_-^n$ a.e.

Proof. Note that if $b \equiv \text{Const}_1$ on $\mathbb{R}_+^n$ and $b \equiv \text{Const}_2$ on $\mathbb{R}_-^n$ a.e., then $[b, R_{N,\ell}] = 0$ since $K_{\ell}(x, y) = 0$ whenever $x$ and $y$ belong to distinct half-planes. Hence it remains to consider the direction in which we assume $[b, R_{N,\ell}] \in S^n$. To this end, by Lemma 3.1, there exists a constant $C > 0$ such that

$$\sup_{\mathcal{h} \in B(0,1)} \left\| \left\{ \int_Q \int_Q |E_{k+2,h}^0(b)(x') - E_{k+2,h}^0(b)(x'')|dx' dx'' \right\}_{Q \subseteq R^+_{\mathbb{R}_+^n}} \right\|_p \leq C \sup_{\mathcal{h} \in B(0,1)} \left\{ \int_Q \int_Q |E_{k+2,h}^0(b)(x') - E_{k+h}^0(b)(x')|dx' \right\}_{Q \subseteq R^+_{\mathbb{R}_+^n}} \right\|_p$$

(4.38)

(In the display $Q \in \mathcal{h}D_{k,h}^0$, $Q \subseteq \mathbb{R}_+^n$, and both $Q$ and $k$ vary.) This, together with Lemma 4.3, finishes the proof of Proposition 4.4.
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