1 Introduction

For the last decade or more there has been considerable interest in the use of ionic liquids as solvents for chemical synthesis\(^4\) and atomistic simulation has proved to be helpful in understanding the interactions between the solvent ionic liquid and the reacting species (solute)s.\(^2\)\(^–\)\(^4\) For most reactions the mechanism in an ionic liquid is found to be similar to that in a polar liquid, but Welton and co-workers\(^5\) found a different pathway for the S\(_{N2}\) reaction between charged solutes in an ionic liquid compared to that in molecular solvents. This they identified as a true ionic liquid effect. Following this I used atomistic simulation to investigate the free energy profile, energetics and local liquid structure for a model system of two spherical ions at different separations in an ionic liquid. That work\(^4\) showed that the ionic liquid provided effective screening of the solutes until they were quite close where they formed a contact ion pair. There was a small barrier in the free energy profile hindering the approach to this state. In that study the ionic liquid the ions had charges of ±1; the anion was Cl\(^−\) and the cation was \(\text{N}_2\text{N}′\text{-dimethylimidazolium chloride} (\text{[dmin][Cl]})\). The two solute ions were the same size as the anion, but with charges of +1 and −1. An interesting question is whether doubly charged solute ions in an ionic liquid with singly charged solvent ions would behave in the same way, or whether the behaviour would be similar to a pair of singly charged solute ions in a zero charged solvent (a molecular solvent). In this work we study a pair of doubly charged solute ions in the same \([\text{dmin}][\text{Cl}]\) ionic liquid used before.\(^4\) We find that the behaviour is similar to the system of singly charged solute ions studied previously\(^4\) except that the increased charges mean that the interactions are stronger. This leads to a higher free energy barrier and greater solvent structure around the ions.

The ionic liquid environment is, in many ways, very different from that of an aqueous electrolyte. This is illustrated by the values of the two lengths often used in discussions of electrolytes. The value of the Debye screening length in the ionic liquid \([\text{dmin}][\text{Cl}]\) at the temperature and density of the simulation is 0.016 nm while the Bjerrum length is 33.4 nm. This shows that in the Debye screening model screening would occur on a short length scale relative to the intermolecular separation (≈0.4 nm) while the energy of a pair of ions equals \(kT\) at the Bjerrum distance which is much greater than the separation. We shall see that charged solutes are well screened by the ionic liquid.

2 Methods

Using a modified version of the package DL\_POLY,\(^6\) simulations were carried out on a cubic box containing 192 \([\text{dmin}][\text{Cl}]\) (\(\text{N}_2\text{N}′\text{-dimethylimidazolium chloride}\)) ion pairs and two spherical charged solutes, C and D, with charges +2e and −2e respectively, and Lennard-Jones interaction with \(\sigma = 3.49\ \text{Å}\) and \(\varepsilon = 1.009\ \text{kJ mol}^{-1}\). A NVT ensemble was used with cubic periodic boundary conditions and a fixed box size of \((34.4\ \text{Å})^3\). As a high temperature must be used to ensure the ionic liquid...
remains liquid, a temperature of 500 K was maintained by a Berendsen thermostat with relaxation time of 0.01 ps. The electrostatic interactions were treated with an Ewald summation with precision $10^{-5}$ ($z = 0.199$ Å$^{-1}$, $k_{\text{max}} = 7$). The program was modified to output the difference of total forces on these solutes acting along the line of centres between them at regular intervals, and to output the average energy of interaction of each species with its surroundings. In some runs the distance between the solute ions was maintained by a corrector step after each time step., while in others the freeze option was used. No difference was found between these two methods. A time step of 2 fs was used. Because the system may have a net dipole moment if screening is incomplete the Yeh–Berkowitz correction for periodic boundaries was applied. This was found to make small differences to the forces and energies, but the qualitative results for the free energies and energies were unaffected.

Apart from the increased charges on the solute ions ($\pm 2e$ rather than $\pm 1e$) the force field parameters were the same as in our earlier work. As in that work the size and Lennard-Jones parameters of the solute ions were the same as used in much of our earlier work on single ions, the ionic liquid was modelled by the force field of Hanke, Price and Lynden-Bell. The force field parameters are given in ESI. Simulations were carried out at a series of fixed separations $z$ of the solute ions for several runs of 1 ns, and the average force along the line of centres between them, $\Delta F_{\text{CD}}(z) = (F_z - F_0)_{\text{CD}}$ determined at each separation. The free energy profile $A(z)$ was then found by integration of this force using

$$A(z) - A(z^{'}) = \int_{z^{'}}^{z} (\Delta F(z)/2) dz,$$

(1)

evaluating the integral using the trapezium rule. Standard errors in the values of the points in $A(z)$ were found from the standard errors in the forces measurements (see ESI†). For some separations near the barrier there were large fluctuations in the mean force due to the existence of two states of solvation, as will be discussed later.

3 Results

3.1 Free energy profile

Fig. 1 shows the changes in free energy of two oppositely charged ions as a function of the distance between them. The free energy profiles of pairs of ions with charges $q = \pm 2e$ and $q = \pm 1e$ are shown. The results for pairs of ions with charges $\pm 1$ are taken from our earlier work. In both cases at large distances the free energy is constant, rising to a barrier at a separation of about 4.5 Å, although the barrier is significantly higher for a $\pm 2$ pair than a $\pm 1$ pair, being 45 $\pm 10$ kJ mol$^{-1}$ ($\approx 11kT$) for the former and 20 $\pm 5$ kJ mol$^{-1}$ ($\approx 4.5kT$) for the latter. At sufficiently large distances the ions are completely screened by their solvation shells and do not interact. As the distance between the ions is decreased the free energy initially increases, but at short distances it decreases rapidly as screening is no longer complete. This initial increase followed by the steep decrease gives rise to a barrier at about 4.5 Å.

Near contact, the short range repulsive forces overcome the electrostatic interaction to give sharp minima, corresponding to contact ion pairs. The depth and position of these minima depend on the ion size which determines the short range repulsive forces. In neither case are there minima corresponding to solvent-separated ion pairs. For an isolated pair of ions $C^2+$ and $D^2-$ with the interaction parameters given above, the repulsive force from the Lennard-Jones term balances the attractive force due to the electrostatic term when $z = 2.54$ Å while for singly charged pair of ions the two terms balance at 2.88 Å.

This profile is the main result of this paper; the rest of the paper is directed towards understanding the screening between the ions and the existence of a barrier.

3.2 Energetics and screening

The free energy profile $A(z)$ as a function of the separation $z$ between the two solute ions is made up of energetic and entropic terms.

$$A(z) - A(z_0) = [U(z) - U(z_0)] - T[S(z) - S(z_0)].$$

(2)

For convenience we take $z_0 = 11$ Å as that is the largest separation in our simulations. There are three contributions to the potential energy, $U(z)$, namely the direct interaction of the solute ions with each other, the interaction of these ions with the solvent ions and thirdly the change in the solvent–solvent energy that results from the perturbation of the solvent by the solute ions. Further each of these terms can be split into an electrostatic term and a short range term, modelled in these simulations by point charges and Lennard-Jones interactions respectively. The direct electrostatic interaction is simply

$$U^{\text{el,dir}}(z) = \frac{q^2}{z} \times \left(\frac{e^2}{4\pi\varepsilon_0}\right),$$

(3)

where $qe$ is the modulus of the charge on the solute ions and $z$ is the distance between them and the other symbols have their
usual meanings. The interaction between the solute ions and the ionic liquid is measured during the simulations and is averaged for each run. The perturbation energy of the solvent (the cost of polarising the solvent) is less easily accessible as the values are small compared to the total electrostatic energy. We resort to using the Born model as an approximation and ignore changes in the Lennard-Jones solvent–solute interaction. In the Born model an ion with charge $qe$ is surrounded by an infinitesimal shell of radius $\sigma$ of counter-ions with total charge equal to $-qe$ for a conducting medium. The work done in charging the ion is $\frac{1}{2}(qe)^2(4\pi\varepsilon_0\sigma)^{-1}$ while the energy of interaction of the ion with its shell is twice this quantity. Hence the change in energy of the solvent is equal to minus half the change in direct interaction energy. We conclude that, in the Born model, the cost of polarising the solvent (the perturbation energy of the solvent) is equal to minus one half the direct solute–dielectric interaction.\textsuperscript{13–15} Earlier work on single ions dissolved in ionic liquids showed that, to a reasonable approximation the ionic liquid does behave linearly.\textsuperscript{9} Thus the change in direct interaction energy plus half the change in the solute–solvent interaction of about 4.5 Å, where the shells have joined and become

$$U(z) = U_{\text{el}}(z) + U_{\text{el}}^{\text{S,L}}(z) + \frac{1}{2}U_{\text{el}}^{\text{S,L}}(z). \quad (4)$$

The latter two terms give the solvation energy, that is the difference in energy of the system due to the presence of the ionic liquid.

The Born model with an infinitesimal shell of compensating charge is obviously an oversimplification. And the solvent response is only approximately linear. We shall see in the next section that the solvation shells have a thickness which is different for positive and negative solute ions. In earlier work as part of a study on the applicability of Marcus theory to redox reactions in ionic liquids we obtained data on the linearity of the solvent response to changes in the ion charge of a single solute ion pair with various separations. When $z = 9$ Å each ion has an oppositely charged spherical solvation shell. At such large distances the results in Fig. 2 show that the ions are screened from each other. At shorter separations the shells become distorted (as shown for $z = 7$ Å) until they coalesce at the shortest separations and the screening energy is lower.

The initial increase in $A(z)$ as the ions approach does not show up in the plot of screening energy shown in Fig. 2. It is possible that it is due to an decrease in entropy of solvation but we would expect an increase in entropy as the solvation shells become less ordered. However there is uncertainty in the values of the solvation energy due to the linear approximation used for the solvent–solvent energy, as well as uncertainty in the energetic measurements. A possible explanation for the initial rise in free energy is that as the separation decreases, the distortion of the solvation shells decreases the magnitude of the solute ion interaction with its own shell. At closer separations the interactions of each ion with the other ion and its solvation shell become more important. Although at large distances each solute ion is completely screened by its shell, as these are distorted the screening is less complete and the solute–solute energy becomes more negative.

The maximum in the free energy profile occurs at a separation of about 4.5 Å, where the shells have joined and become

![Fig. 2](image-url) Changes in the energy of interaction $U(z)$ for two approaching ions with charges $q = \pm 2$. 3.3 Solvation shells and local structure

To obtain more insight into the source of the barrier and the extent of screening the interaction energy of the ions with their solvation shells and the average local charge distribution around the solute ion pair were investigated in a series of runs where configurations were stored every 40 fs for further analysis.

Fig. 3 and 4 shows contours of charge density around the solute ion pair with various separations. When $z = 9$ Å each ion has an oppositely charged spherical solvation shell. At such large distances the results in Fig. 2 show that the ions are screened from each other. At shorter separations the shells become distorted (as shown for $z = 7$ Å) until they coalesce at the shortest separations and the screening energy is lower.

The initial increase in $A(z)$ as the ions approach does not show up in the plot of screening energy shown in Fig. 2. It is possible that it is due to an decrease in entropy of solvation but we would expect an increase in entropy as the solvation shells become less ordered. However there is uncertainty in the values of the solvation energy due to the linear approximation used for the solvent–solvent energy, as well as uncertainty in the energetic measurements. A possible explanation for the initial rise in free energy is that as the separation decreases, the distortion of the solvation shells decreases the magnitude of the solute ion interaction with its own shell. At closer separations the interactions of each ion with the other ion and its solvation shell become more important. Although at large distances each solute ion is completely screened by its shell, as these are distorted the screening is less complete and the solute–solute energy becomes more negative.

The maximum in the free energy profile occurs at a separation of about 4.5 Å, where the shells have joined and become
more localised. However as the upper panel in Fig. 4 shows, there is nothing particular to indicate that there is a barrier at this separation. The lower panel of this figure shows the charge density around a contact ion pair. Here the ions each have half shells which still provide significant shielding (about 171 kJ mol⁻¹).

It should be noted that the charge in the first solvation shell, which is clearly seen in these figures, overcompensates the charge on the solute ion. For example the first shell of the positive ion with charge \( q = 2 \) contains on average 5.3 chloride ions from the solvent and even when the solute ions are in contact there are 4 such ions. This overcompensation leads to successive solvation shells with alternating charge.⁸,⁹

Fig. 5 shows the energy of interaction of the positive solute (C²⁺) and the negative solute (D²⁻) with their respective first solvation shells (up to 4.5 Å). Note that where the solvation shells overlap, they are divided into C and D parts by the plane bisecting the CD vector. In both cases the solvation energy is most negative at long distances where the solvation shells are intact, and decreases as the shells are disrupted. The interaction energy of the positive solute with its shell is about twice as large as that of the negative solute. This is not surprising as the ionic liquid anion in these simulations is much smaller than the cation. The bottom curve in this figure shows the average numbers of anions in the shell of the positive solute during runs of 1 ns which ranges from 5 for separated solutes to 4 near contact. The fluctuations in the energy of the positive solute at separations between 4 Å and 5 Å are the results of changes in the number of anions in the first solvation shell. This is discussed further in Section 3.4.

3.4 Evidence for two solvation states

At some separations – in particular \( z = 4 \) Å and \( z = 4.5 \) Å, the force \( \Delta F_{CD} \) shows two types of fluctuation. An example is shown in Fig. 6. There are small rapid fluctuations about a mean and occasional large changes in this mean. Examination of snapshots from the simulation showed that these correspond

---

**Fig. 3** Cross section through the charge density around solute ions separated by 9 Å (above) and 7 Å (below). Contours are drawn in shades of red for positive charge densities from 0.005 to 0.02 e Å⁻³ and for negative charge densities in shades of blue from −0.005 to −0.07 e Å⁻³. Note how the solvation shells are spherical for the largest separation shown (9 Å) and become distorted as the separation decreases.

**Fig. 4** Cross sections through the three dimensional charge densities around ions separated by 4.5 Å (above) and 3 Å (below). Contours are drawn as in Fig. 3. Note how the solvation shells which are spherical for the largest separation in Fig. 3 and become distorted and gradually coalesce as the separation decreases. Although the free energy barrier occurs near \( z = 4.5 \) Å, there is no obvious change in the charge density at this separation.
to two states of local solvation of the positive solute at this separation. In the state with more negative force the first solvation shell of the positive solute contained 4 Cl⁻/C₀ ions while the states with the less negative value for the force was better screened and had 5 Cl⁻/C₀ ions in its first shell. At shorter distances the first shell of the positive solute contains 4 Cl⁻/C₀ ions, while at larger distances it had 5 Cl⁻/C₀ ions.

3.5 Comparison with q = ±1 ion pair

In our earlier work⁴ we investigated the free energy profile of singly charged two solute ions approaching each other in [dmim][Cl]. We found that for a solute pair with charges ±1 there was a free energy barrier at about 4.5 Å and a contact minimum. Although the results for a ±2 pair are similar there are important differences. The free energy barrier is higher and the contact minimum lower (see Fig. 1). This is not surprising as the solute–solute electrostatic interaction is four times greater and the solute–ionic liquid ion electrostatic interaction is twice as large. The barrier is slightly more than twice as large (≈ 45 kJ mol⁻¹ as opposed to ≈ 20 kJ mol⁻¹). The depth of the contact minimum is significantly lower for the ±2 pair than for the ±1 pair and it is at a shorter distance. Comparing the solvation shells in the two cases, the maximum charge in the first shells of the solute ions is larger in magnitude in the ±2 example than in the ±1 example.

4 Discussion

The number of ion pairs formed depends on the concentrations of the solute ions and on depth of the contact minimum in the free energy profile. This minimum occurs where the force due to the electrostatic attraction between the two partially screened solute ions is balanced by the short range repulsive forces between the ions in contact, which in this model lies at a separation of about 2.5 Å. However the solute ions in these calculations are not large; larger solute molecular ions would not be able to approach closely enough before the repulsive forces between them balanced the electrostatic attraction, leading to a shallower minimum (or even no minimum), and so fewer ion pairs. Ion pairs would only form in this model if the solutes could approach more closely than 3.8 Å where the interaction free energy becomes negative. A comparable solution of solutes with ±1 charges would have fewer ion pairs as the free energy minimum would be smaller.

The system being studied by Welton and co-workers¹⁷ comprises a charge transfer salt with a large solute cation with two delocalised charges and a doubly charged anion. Preliminary results¹⁸ for such a salt in 1-hexyl-3-methylimidazolium trifluoroacetate suggest that there are few if any ion pairs. The anion was tetrathiosquarate ((CS)₄²⁻). The crystal structure of salts containing this ion have been determined by Beck et al. (ref. 19) to give an ion diameter of approximately 9 Å. From Fig. 1 it can be seen that in [dmim][Cl] an ion of this size would not approach a cation closely enough to form an ion pair.

The existence of a barrier to formation of ion pairs does not affect the equilibrium numbers, but could slow down any reaction. However most reactions (e.g. S₂2 substitutions), have high reaction barriers, which would make the solvation barrier unimportant. However it is the existence of this barrier which prevents the interaction free energy decreasing monotonically as the ions approach each other and allow us to say that there are no ion pairs unless the separation is less than the critical separation where the free energy curve changes sign – in this case 3.8 Å.

5 Conclusion

We conclude that ionic liquids provide very effective electrostatic screening between charged solute molecules, whether...
singly charged or doubly charged. The simulations described in this paper suggest that the observed lack of ion pairs in the experimental study is due to the small electrostatic attraction at contact. Although our model system would have ion pairs, if the solutes were larger this would not be true.
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