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Abstract

We introduce Item Response Theory (IRT) from psychometrics as an alternative to majority voting to create an IRT gold standard ($G_{IRT}$). IRT describes characteristics of individual items in $G_{IRT}$ - their difficulty and discriminating power - and is able to account for these characteristics in its estimation of human intelligence or ability for an NLP task. In this paper, we evaluated IRT’s model-fitting of a majority vote gold standard designed for Recognizing Textual Entailment (RTE), denoted as $G_{RTE}$. By collecting human responses and fitting our IRT model, we found that up to 31% of $G_{RTE}$ were not useful in building $G_{IRT}$ for RTE. In addition, we found low inter-annotator agreement for some items in $G_{RTE}$ suggesting that more work is needed for creating intelligent gold-standards.

1 Introduction

Advances in artificial intelligence have made it possible to compare computer performance directly with human intelligence (Campbell et al., 2002; Ferrucci et al., 2010; Silver et al., 2016). In most cases, a common approach to evaluating performance is to compare the system against an unseen gold-standard dataset (GS items). GS items are often annotated by humans and confirmed through majority voting. Accuracy, recall, precision and F1 scores are commonly used to evaluate an NLP application. The assumptions with these evaluation metrics are that GS items have equal weight for evaluating performance. However item difficulty may vary. Some GS items may be harder than the others, with most if not all NLP systems answering incorrectly. The opposite may also be true: some GS items may be so easy that every NLP system answers them correctly, providing no meaningful information about the performance of a given NLP system. Therefore, two NLP systems with equal acc./R/P/F1 scores may not be equal in their ability to compare with human intelligence.

In this paper we introduce Item Response Theory (IRT) from psychometrics and demonstrate its application to NLP. IRT is a theory of evaluation for characterizing test items and estimating human ability from their performance on such tests. IRT assumes that individual test questions (referred to as “items” in IRT) have unique characteristics such as difficulty and discriminating power. These characteristics can be identified by fitting a model based on human response patterns to the test items. An IRT model takes a set of items and determines how well those items act as a measuring scale for human ability. The model is fit to a large number of human responses for a set of items to estimate characteristics of these items. Some items are found to fit the model poorly or are otherwise not suitable in a measurement scale and are excluded from the final set. The underlying assumptions of IRT are that the probability of a correct answer is associated with both item characteristics and individual ability, and therefore a collection of items of varying characteristics can determine an individual’s ability overall.

This paper applies the methodology of IRT to generating an evaluation gold standard for an NLP task. IRT can be used to learn more about datasets for NLP tasks, and can generate evaluation sets to measure system performance. With an IRT model, item characteristics such as difficulty and discrimination power are estimated and a set of items are identified as a test set that can effectively measure the ability of an NLP system. We apply IRT to a Recognizing Textual Entailment (RTE) dataset, where each text-hypothesis-label triple from the
training examples is considered an “item.”

Our motivation is to build an intelligent model that can be used to scale performance on the given task. With IRT we can identify items that can be used as an evaluation set to appropriately measure ability in relation to the overall population as scored by an IRT model. This process can serve two purposes: (i) to test whether individual items are appropriate for a test set that measures an individual’s ability for a particular task, and (ii) the resulting set of items can be administered as an evaluation set in its own right, to measure the ability of future subjects (or NLP models) for the same task. These evaluation sets can measure the ability of an NLP system without relying on a large number of testing examples.

Our contributions are as follows: First, we introduce the concept of Item Response Theory and describe its benefits generally. Second, we apply IRT to an RTE dataset and show that evaluation sets consisting of a small number of sampled items can provide meaningful information about the RTE task. The IRT models show that different items exhibit varying degrees of difficulty and discrimination power. By fitting our IRT model for RTE, we found that 31% of the sampled examples from $GS_{RTE}$ were not included in $GS_{IRT}$ as they fit the model poorly or are otherwise not adequate to be on an evaluation scale. Finally, we show that reliance on majority voting as quality control may not be sufficient to ensure that generated labels can be relied upon. An evaluation of the human responses gathered to fit our IRT model showed that 28% of selected $GS_{RTE}$ items did not have supermajority agreement from our annotators. This demonstrates the high degree of uncertainty in selecting the correct label, which is indicative of the difficulty of the RTE task. Moving forward, we hope to use IRT to introduce new scales for the evaluation of NLP methods for a variety of tasks.

2 Background and Related Work

2.1 Item Response Theory

IRT is one of the most widely used methodologies in scale construction and evaluation. It is typically used to analyze human responses (graded as right or wrong) to a set of questions (called “items”). IRT employs a statistical model that links these responses to the person’s ability and the items’ characteristics (Baker and Kim, 2004). This statistical model usually assumes: (a) People differ from each other on an unobserved latent trait dimension of interest (called “ability” or “factor”); (b) The probability of correctly answering an item is a function of the person’s ability. This function is called item characteristic curve (ICC) and involves item characteristics as parameters; (c) Responses to different items are independent of each other for a given ability level of the person (“local independence assumption”); (d) Responses from different individuals are independent of each other.

Two popular IRT models are the two- (2PL) and three-parameter logistic (3PL) models. In a 3PL model, the ICC follows a logistic function with a non-zero lower asymptote as follows:

$$p_{ij}(\theta_j) = c_i + \frac{1 - c_i}{1 + e^{-a_i(\theta_j - b_i)}}$$  \hspace{1cm} (1)

In this equation, $p_{ij}$ is the probability for person $j$ to answer item $i$ correctly and $\theta_j$ is the ability of individual $j$, assumed to be a random effect with a standard normal distribution. There are also three item parameters: the guessing parameter $c_i$ is the lower asymptote of the ICC and represents the probability of guessing correctly, the difficulty parameter $b_i$ is the level of ability that produces a chance of correct response equal to the average of the upper and lower asymptotes, and the slope or discrimination parameter $a_i$ is related to the steepness of the curve. A 2PL model assumes that the guessing parameter is equal to 0.

Figure 1 shows an example of an ICC. The ICC of a good item should have a relatively steep positive slope between -3 and 3 (where most people are located), for the item to have appropriate power to differentiate different levels of ability.

Described above is a one factor IRT model where ability is uni-dimensional. A multi-factor IRT model would involve two or more latent trait dimensions and will not be elaborated here.
After data are collected, a model is fit to estimate the item parameters. The number of factors can be established by comparing IRT models with different numbers of latent trait dimensions. The local independence assumption can be checked using the residuals of marginal response probabilities of item pairs (Chen and Thissen, 1997). The fit of the ICC for each item can be checked with item fit statistics (Orlando and Thissen, 2000). If all tests above are passed and all items have proper discrimination power, then the set of items is considered a calibrated measurement scale and the estimated item parameters can be further used to estimate an individual person’s ability level.

IRT is able to account for differences among items when estimating a person’s ability. In addition, ability estimates from IRT are on the ability scale of the population used to estimate item parameters. For example, an estimated ability of 1.2 can be interpreted as 1.2 standard deviations above the average ability in this population. The traditional total number of correct responses generally does not have such quantitative meaning.

IRT has been widely used in educational testing. For example, it plays an instrumental role in the construction, evaluation or scoring of standardized tests such as Test of English as a Foreign Language (TOEFL), Graduate Record Examinations (GRE) and SAT. To our knowledge, we are the first group to apply IRT for creating a gold standard with the intention of comparing NLP applications to human intelligence.

2.1.1 IRT Terminology
This section outlines common IRT terminology in terms of RTE. An *item* refers to a pair of sentences to which humans or NLP systems assign a label (entailment, contradiction or neutral). A set of responses to all items (each graded as correct or incorrect) is a *response pattern*. An *evaluation scale* is a set of items that can be administered as a test set to an NLP system and assigns an *ability score* (or *theta score*) to the system as its performance.

2.2 Gold Standard Generation
There are a variety of methods to generate gold-standard datasets, among them web crawling (Guo et al., 2013), automatic and semi-automatic generation (An et al., 2003), and expert (Roller and Stevenson, 2015) and non-expert human annotation (Bowman et al., 2015; Wiebe et al., 1999). In each case some validation is required to ensure that the data collected is appropriate and usable for the required task. Automatically generated data can be refined with visual inspection or post-collection processing. Human annotated data usually involves more than one annotator, so that comparison metrics such as Cohen’s or Fleiss’ $\kappa$ can be used to determine how much they agree. If there is a disagreement between annotators, it is either resolved by the intervention of the researcher or by taking a majority vote of the responses. If there is a majority for a given item from the dataset, it is retained in the final gold-standard version. This process often involves three to five individuals, due to time and resource constraints.

2.3 Recognizing Textual Entailment
RTE was introduced to standardize the challenge of accounting for semantic variation when building models for a number of NLP applications (Dagan et al., 2006). RTE defines a directional relationship between a pair of sentences, the text (T) and the hypothesis (H). T entails H if a human that has read T would infer that H is true. If a human would infer that H is false, then H contradicts T. If the two sentences are unrelated, then the pair are said to be neutral. Table 1 shows examples of T-H pairs and their respective classifications. Recent state-of-the-art systems for RTE require a large amount of feature engineering and specialization to achieve high performance (Beltagy et al., 2015; Lai and Hockenmaier, 2014; Jimenez et al., 2014).

2.4 Stanford SNLI Dataset
Many gold-standard datasets are publicly available, including a number of datasets to test RTE models (Marelli et al., 2014; Young et al., 2014; Levy et al., 2014). A recently introduced dataset for RTE is the Stanford Natural Language Inference (SNLI) dataset (Bowman et al., 2015). SNLI examples were generated using only human-generated sentences in order to mitigate the problem of poor data that was being used to build models for RTE. Amazon Mechanical Turk (AMT) users were shown a caption that was taken from the Flickr30k corpus (Young et al., 2014) and told that the caption was associated with a photo. The users were not shown the corresponding photo. They were then asked to write three alternate captions that could describe the photo: (i) one that is definitely true, (ii) one that might be true, and (iii) one that is definitely false. These newly generated sentences were then combined with the original
Table 1: Examples of retained & removed sentence pairs from IRT model fitting and item elimination process. Note that no 4GS entailment items were retained (Section 4.2)

| Text | Hypothesis | Label |
|------|------------|-------|
| **Retained - 4GS** | | |
| 1. A toddler playing with a toy car next to a dog | A toddler plays with toy cars while his dog sleeps | Neutral |
| 2. People were watching the tournament in the stadium | The people are sitting outside on the grass | Contradiction |

| Retained - 5GS | | |
| 3. A person is shoveling snow | It rained today | Contradiction |
| 4. Two girls on a bridge dancing with the city skyline in the background | The girls are sisters. | Neutral |
| 5. A woman is kneeling on the ground taking a photograph | A picture is being snapped | Entailment |

| Removed - 4GS | | |
| 6. Two men and one woman are dressed in costume hats | The people are swingers | Neutral |
| 7. Man sweeping trash outside a large statue | A man is on vacation | Contradiction |
| 8. A couple is back to back in formal attire | Two people are facing away from each other | Entailment |
| 9. A man on stilts in a purple, yellow and white costume | A man is performing on stilts | Entailment |

| Removed - 5GS | | |
| 10. A group of soccer players are grabbing onto each other as they go for the ball | A group of football players are playing a game | Contradiction |
| 11. Football players stand at the line of scrimmage | The players are in uniform | Neutral |
| 12. Man in uniform waiting on a wall | Near a wall, a man in uniform is waiting | Entailment |

3 Methods

We collected and evaluated a random selection from the SNLI dataset (GS\textsubscript{RTE}) to build IRT models and to determine the effectiveness of the majority-vote quality control methodology. We first randomly selected a subset of GS\textsubscript{RTE}, and then used the sample in an AMT Human Intelligence Task (HIT) to collect more labels for each text-hypothesis pair. We then applied IRT to evaluate the quality of the examples and used the final IRT models to create evaluation sets (GS\textsubscript{IRT}) to measure ability for RTE.

3.1 Item Selection

We identified a subset of GS\textsubscript{RTE} to use as an examination set according to the following steps: (1) Identify all of the “quality-control” items from GS\textsubscript{RTE}, where four additional annotations were obtained to confirm that the label provided by the first AMT user was appropriate, (2) Split this section of the data according to the number of users that agreed on the eventual gold standard label, (3) Randomly select 30 entailment sentence pairs, 30 neutral sentence pairs, and 30 contradiction sentence pairs from each of the 4-annotator gold standard (4GS) and 5-annotator gold standard (5GS) sets to obtain two sets of 90 sentence pairs.

90 sentence pairs for 4GS and 5GS were sampled so that the annotation (supplying 90 labels) could be completed in a reasonably short amount of time during which users remained engaged and did not lose focus. We selected items from 4GS and 5GS because both groups are considered high quality for RTE. We evaluated the selected 180 sentence pairs using the model provided with the original dataset (Bowman et al., 2015) and found that accuracy scores were similar compared to performance on the SNLI test set.

3.2 AMT Annotation

To maintain consistency in generating labels, we designed our AMT HIT to match the process used...
Table 2: Summary statistics from the AMT HITs.

|                      | 4GS  | 5GS  | Overall |
|----------------------|------|------|---------|
| Pairs with majority agreement | 95.6% | 96.7% | 96.1%   |
| Pairs with supermajority agreement | 61.1% | 82.2% | 71.7%   |
| Individual Label = gold label | 73.2% | 82.3% | 77.7%   |
| New gold label = original gold label | 81.1% | 93.3% | 87.2%   |

Table 3: Comparison of Fleiss’ $\kappa$ scores with scores from SNLI quality control sentence pairs.

|                      | 4GS  | 5GS  | Bowman et al. 2015 |
|----------------------|------|------|---------------------|
| Contradiction        | 0.37 | 0.59 | 0.77                |
| Entailment           | 0.48 | 0.63 | 0.72                |
| Neutral              | 0.41 | 0.54 | 0.6                 |
| Overall              | 0.43 | 0.6  | 0.7                 |

3.3 Statistical Analysis

We used a standard R package (Chalmers et al., 2015) for our analyses. The collected data were analyzed separately for 4GS and 5GS items. For both sets of items, the number of latent traits was identified by a plot of eigenvalues of the 90 by 90 tetrachoric correlation matrix and a further comparison between IRT models with different factors. A target rotation (Browne, 2001) was then used to identify a meaningful loading pattern that associates the factors and the items. Each factor could then be interpreted as the ability of a user to recognize the correct relationship between the sentence pairs associated with that factor.

We built a unidimensional IRT model for each set of items associated with a single factor. We fit and compared one- and two-factor 3PL models to confirm the unidimensional structure underlying these items, assuming the possible presence of guessing in people’s responses. We further tested the guessing parameter of each item in the one-factor 3PL model. If it was not significantly different from 0, a 2PL ICC was used for that particular item.

Once an appropriate model structure was determined, individual items were evaluated for goodness of fit within the model. If an item was deemed to fit the ICC poorly or to give rise to local dependence, it was removed for violating model assumptions. Furthermore, if the ICC of an item was too flat, it was removed for low discriminating power between ability levels. The model was then refit with the remaining items. This iterative process continued until no item could be removed. The number of iterations varied from 2 to 6 depending on how many items were removed from each set. The remaining items were considered a calibrated scale of ability to correctly identify the relationship between the two sentence pairs and are referred to as $GS_{IRT}$. Parameters of these items were estimated as part of the IRT model and the set of items can be used as an evaluation scale to estimate ability of test-takers or RTE systems.

4 Results

4.1 Response Statistics

Table 2 lists key statistics that we obtained as a result of our AMT HITs. Most of the sampled sentence pairs resulted in a gold standard label be-
ing identified via a majority vote. Due to the large number of individuals providing labels during the HIT, we also wanted to see if a gold standard label could be determined via a two-thirds supermajority vote, to see if more than just half of the annotators agreed on a label. We found that 28.3% of the sentence pairs did not have a supermajority gold label. In addition, for 12% of the sampled sentence pairs the gold label that was generated did not match the gold label from the original dataset. These items do not have a clear label as annotated by humans, and therefore should be reconsidered as part of a final RTE dataset. They highlight the ambiguity associated with RTE in general, and indicate that care is needed when defining entailment and determining gold-standard labels.

Although our results were taken from a sample of the original 56,000 quality control items, we believe that they are representative of the larger population in that we chose high-quality items, where at least 4 annotators selected the same label, indicating a strong level of agreement (Section 3.1). We argue that our sample is a high-quality portion of the dataset, and further analysis of items where the gold-standard label was only selected by 3 annotators originally would result in lower levels of agreement. Table 3 shows that the level of agreement as measured by the Fleiss’ $\kappa$ score is much lower when the number of annotators is increased, particularly for the 4GS set of sentence pairs, as compared to scores noted in (Bowman et al., 2015). The decrease in agreement is particularly large with regard to contradiction. This could occur for a number of reasons. Recognizing entailment is an inherently difficult task, and classifying a correct label, particularly for contradiction and neutral, can be difficult due to an individual’s interpretation of the sentences and assumptions that an individual makes about the key facts of each sentence (e.g. coreference). It may also be the case that the individuals tasked with creating the sentence pairs on AMT created sentences that appeared to contradict a premise text, but can be interpreted differently given a different context.

Before we fit the IRT models we performed a visual inspection of the 180 sentence pairs to determine if any were clearly not suitable for an evaluation scale, due to syntactic or semantic discrepancies. If an item was ambiguous, or was too general to be considered a good test item for the task, it was removed before the IRT evaluation. One such pair was removed from the 5GS contradiction set (Table 1 item 10) for semantic reasons. While many people would agree that the statement is a contradiction due to the difference between football and soccer, individuals from outside the U.S. would possible consider the two to be synonyms and classify this as entailment. Six such pairs were identified and removed from the set of 180 items, leaving 174 items for IRT model-fitting.

### 4.2 IRT Evaluation

We used the methods described in Section 3.3 to build IRT models to scale performance according to the RTE task. For both 4GS and 5GS items three separate latent traits were identified and they were each related to items for each $G_{RTE}$ label. This result suggests that items with the same $G_{RTE}$ label within each set defines a separate ability. In the subsequent steps, items with different labels were analyzed separately. After analysis, we were left with a subset of the 180 originally selected items. Refer to Table 1 for examples of the retained and removed items based on the IRT analysis. We retained 124 of the 180 items (68.9%). We were able to retain more items from the 5GS datasets (76 out of 90 - 84%) than from the 4GS datasets (48 out of 90 - 53.5%). Items that measure contradiction were retained at the lowest rate for both 4GS and 5GS datasets (66% in both cases). For the 4GS entailment items, our analysis found that a one-factor model did not fit the data, and a two-factor model failed to yield an interpretable loading pattern after rotation. We were unable to build an IRT model that accurately modeled ability to recognize entailment with the obtained response patterns. As a result, no items from the 4GS entailment set were retained.

As an example, Figure 2 plots the empirical spline-smoothed ICC of one item (Table 1 item
Figure 3: ICCs for retained (solid) and removed (dotted) items.

9) with its estimated response curve. The ICC is not continuously increasing, and therefore a logistic function is not appropriate. This item was spotted for poor item fit and removed.

As another example, Figure 3 shows a comparison between the ICC plot of a retained item (Table 1, item 4) and the ICC of a removed item (Table 1, item 8). Notice that the removed item has an ICC that is very flat between -3 and 3. This item cannot discriminate individuals at any common level of ability and therefore is not useful. The items retained for each factor can be considered as an evaluation scale that measures a single ability of an individual test-taker. As the models were split based on the gold-standard label that was tested, each model’s latent trait ($\theta$) is a person’s ability to correctly classify the relationship between the text and hypothesis for one such label (e.g. entailment). Items removed in the course of the statistical analysis should not be included in a test to measure the ability.

Parameter estimates of retained items for each label are summarized in Table 4. All retained items have 2PL ICCs. Difficulty parameters of most items are negative, suggesting that an average AMT user has at least 50% chance to answer these items correctly. This low range of item difficulty (relative to a human population) is appropriate for the evaluation of NLP systems. Items in each scale have a wide range of difficulty and discrimination power.

IRT is able to discover such heterogeneity of items and properly account for such differences in the estimation of a test-taker’s ability. Figure 4 plots the estimated ability of each AMT user from IRT against their total number of correct responses to the retained items in the 4GS contradiction item set. The two estimates of ability differ in many aspects. First, test-takers with the same total score may differ in their IRT ability estimate because they have different response patterns (i.e. they made mistakes on different items), showing that IRT is able to account for differences among items in scoring. Second, despite a rough monotonic trend between the two scores, people with a higher number of correct responses may have a lower ability estimate from IRT. We can extend this analysis to the case of RTE systems, and use the newly constructed scales to evaluate RTE systems. A system could be trained on an existing dataset and then evaluated using the retained items from the IRT models to estimate a new latent trait score. This score would be a measurement of how well the system performed with respect to the human population used to fit the model. With this approach, larger sections of datasets can be devoted to training, with a small portion held out to build an IRT model that can be used for evaluation.

As a demonstration, we used the LSTM model presented in (Bowman et al., 2015) to provide responses to items on our IRT evaluation scales. We also calculated accuracy for all quality control items from GS$_{RTE}$. The theta scores from IRT in Table 5 show that, compared to AMT users, the system performed well above average for contradiction items compared to human performance, and performed around the average for entailment and neutral items. For both the neutral and contradiction items, the theta scores are similar across the 4GS and 5GS sets, whereas the accuracy of the more difficult 4GS items is consistently lower. This clearly demonstrates the advantage of IRT to account for item characteristics in its ability estimates. In addition, the theta score for 5GS entailment shows that high accuracy does not necessarily mean that performance is above average when compared to human performance.
Figure 4: Plot of total correct answers vs. IRT scores.

5 Discussion

Majority vote validation of a gold standard has been in common use since the inception of NLP. It is easy to implement and evaluate, and allows for disagreements between annotators as long as one choice hits a certain threshold, usually 50% agreement. However, many factors may contribute to a majority vote. For example, an “easy” item with a majority vote may not be useful for separating the performance of NLP systems. By using a limited number of annotators there is a risk of bias or uncertainty influencing the evaluation. As NLP systems have become more sophisticated, we need more sophisticated methodologies to compare their performance. Expanding the number of annotators, although it can be expensive and time consuming, can indicate which items are of a higher quality and which items should possibly be reconsidered for inclusion. Items that receive a majority label with a small number of annotators may have that label changed when the number of annotators is increased. This disparity could have effects on NLP systems that are trained with the data, as they may learn according to ambiguous samples and come to incorrect conclusions.

One intelligent approach to create a gold standard is to use IRT to build models to scale performance on a small section of items with respect to the tested population. With IRT we can identify dataset items with different difficulty levels and discrimination powers based on human responses, and identify items that are not appropriate as scale items for evaluation. The resulting small set of items can be used as a scale to score an individual or NLP system. This leaves a higher percentage of a dataset to be used in the training of the system, while still having a valuable metric for testing from a much smaller portion of data.

IRT is not without its challenges. A large population is required to provide the initial responses in order to have enough data to fit the models. An alternative methodology is Classical Test Theory; however, it has its own limitations, in particular that it is test-centric, and cannot provide information for individual items.

Our current study uses the original $GS_{RTE}$ labels as answer keys to define response patterns. A drawback of this is that our analysis depends on the validity of the original $GS_{RTE}$ labels. However, IRT was still able to identify a final set of items and provide their meaningful characteristics, showing the robustness of this approach.

6 Conclusion and Future Work

In this paper we analyze a recent gold-standard dataset for the RTE task using the psychometric model of Item Response Theory (IRT). We show that by increasing the number of individuals used to evaluate the quality of the dataset items, overall agreement for the gold-standard dataset drops. There are a number of sentence pairs in the dataset that were identified as high-quality in the sense that they could be fit to IRT models representing individuals’ ability to identify a certain RTE label correctly. Future work will adapt this analysis to create an evaluation mechanism for the RTE task and evaluate a number of gold-standard RTE methods using it. The expectation is that methods that perform well using a standard accuracy measure can be stratified based on which types of items they perform well on, and also perform well when the models are used together as an overall test of ability. The hope is that this new method of evaluating RTE models can then be expanded to other NLP tasks, so that instead of gradually incrementing on a classification accuracy metric, new and innovative methods can be tested against a novel benchmark for performance.

| Item Set      | Theta Score | Percentile | SNLI Test Acc. |
|---------------|-------------|------------|----------------|
| 5GS Entailment| -0.133      | 44.83%     | 96.5%          |
| 5GS Contradiction| 1.539      | 93.82%     | 87.9%          |
| 5GS Neutral   | 0.423       | 66.28%     | 88%            |
| 4GS Contradiction| 1.777      | 96.25%     | 78.9%          |
| 4GS Neutral   | 0.441       | 67%        | 83%            |

Table 5: Theta scores for LSTM trained on SNLI and corresponding area under curve percentiles
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