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Abstract. We consider two kinds of periodicities of mutations in cluster algebras. For any sequence of mutations under which exchange matrices are periodic, we define the associated T- and Y-systems. When the sequence is ‘regular’, they are particularly natural generalizations of the known ‘classic’ T- and Y-systems. Furthermore, for any sequence of mutations under which seeds are periodic, we formulate the associated dilogarithm identity. We prove the identities when exchange matrices are skew symmetric.
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1. Introduction

Cluster algebras were introduced by Fomin and Zelevinsky [FZ02]. They naturally appear in several different areas of mathematics, for example, in geometry of surfaces, in coordinate rings of algebraic varieties related to Lie groups, in the representation theory of algebras, and also in the representation theory of quantum groups, etc. See [FG07, GSV05, GLS09, CC06, BMR+06, DK09], to name a few.

The simplest and the most tractable class of cluster algebras are the cluster algebras with finitely many seeds. They are called the cluster algebras of finite type and play a fundamental role in many applications. Fomin and Zelevinsky classified the cluster algebras of finite type by the Dynkin diagrams in their pioneering works [FZ03a, FZ03b]. They also clarified the intimate relation between cluster algebras of finite type and root systems of finite type. In particular, a remarkable periodicity property of mutations of seeds was discovered and proved; it is related to the Coxeter elements of the Weyl groups [FZ03a, FZ03b, FZ07].

In this paper we focus on two kinds of periodicities of mutations in general cluster algebras. The first one is the periodicity of exchange matrices (or quivers) under a sequence of mutations. In other words, the exchange relations of clusters and coefficient tuples are periodic under such a sequence of mutations. The second one is the periodicity of seeds under a sequence of mutations. The latter periodicity implies the former one, but the converse is not true.

Let us briefly explain the background for this study. Many examples of such periodicities appeared in connection with systems of algebraic relations called T-systems and Y-systems [Zam91, KP92, KN92, RTV93, KNS94, Her07] and the dilogarithm identities [KRS86, Kir89, BR90, KR90, Kun93, GT93] which originated in the study of integrable models in two dimensions. In retrospect, they are part of
the cluster algebraic structure which appeared prior to the notion of cluster algebra itself. Naturally and inevitably, their cluster algebraic nature has been gradually revealed recently [FZ03b, Cha05, FZ07, Kel09a, DK09, HL10, KNS09, IK10c, Nak09a, Kel10b, Nak09b, IK10a, IK10b, Nak10, NT10], and it turned out that the cluster algebraic formulation and machinery are very powerful and essential to understanding their properties.

Since examples of periodicities of exchange relations and seeds are accumulating, it may be a good time to reverse the viewpoint, namely, to formulate T-systems, Y-systems, and dilogarithm identities in a more general and unified setting, starting from general cluster algebras with such periodicity properties. This is the subject of the paper.

Let us summarize the main result of the paper. For any sequence of mutations under which exchange matrices are periodic, we define the associated T- and Y-systems. When the sequence is ‘regular’, they are particularly natural generalizations of the known ‘classic’ T- and Y-systems. The definition of the term ‘regular’ is found in Definition 5.1. Furthermore, for any sequence of mutations under which seeds are periodic, we formulate the associated dilogarithm identity. We prove the identities when exchange matrices are skew symmetric. We expect that there will be several applications of the result in various areas related to cluster algebras.

We mention that many examples of periodicities of exchange matrices were constructed by Fordy and Marsh [FM09] and the associated T-systems were also introduced.

The relation between cluster algebras and the dilogarithm was also studied earlier by Fock and Goncharov [FG09a, FG09b]. In fact, Proposition 6.7 is motivated by their formulas. However, there is a subtle but important difference; that is, we use $F$-polynomials of [FZ07] in (6.26). See Section 6.4 for more details.

The organization of the paper is as follows. In Section 2 we introduce the basic notions for periodicities of exchange matrices and seeds. In Section 3 we present some of known examples of periodicities of exchange matrices (or quivers) and seeds, most of which are connected to ‘classic’ T- and Y-systems. In Section 4 we give Restriction/Extension Theorem of periodicities of seeds. After these preparations, in Section 5, for any sequence of mutations under which exchange matrices are periodic, we define the associated T- and Y-systems. Here we do not require the periodicity of seeds. Special attention is paid to the case when the sequence is regular. In Section 6, for any sequence of mutations under which seeds are periodic, we formulate the associated dilogarithm identity. Then, we prove the identities when exchange matrices are skew symmetric in Theorem 6.1, which is the main theorem of the paper.
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2. Periodicities of exchange matrices and seeds

2.1. Cluster algebras with coefficients. In this subsection we recall the definition of the cluster algebras with coefficients and some of their basic properties, following the convention in [FZ07] with slight change of notations and terminology. See [FZ07] for more details and information.

Fix an arbitrary semifield \( \mathbb{P} \), i.e., an abelian multiplicative group endowed with a binary operation of addition \( \oplus \) which is commutative, associative, and distributive with respect to the multiplication \( [HW90] \). Let \( \mathbb{Q} \mathbb{P} \) denote the quotient field of the group ring \( \mathbb{Z}\mathbb{P} \) of \( \mathbb{P} \). Let \( I \) be a finite set, and let \( B = (b_{ij})_{i,j \in I} \) be a skew symmetrizable (integer) matrix; namely, there is a diagonal positive integer matrix called the mutation of the group ring \( \mathbb{Q} \mathbb{P} \) of the group ring \( y \) with respect to the multiplication \( [HW90] \).

Let \( Q \mathbb{P} \) be a skew symmetrizable matrix \( D \) such that \( D^{-1}DB = -DB \). Let \( x = (x_i)_{i \in I} \) be an \( I \)-tuple of formal variables, and let \( y = (y_i)_{i \in I} \) be an \( I \)-tuple of elements in \( \mathbb{P} \). For the triplet \( (B, x, y) \), called the initial seed, the cluster algebra \( \mathcal{A}(B, x, y) \) with coefficients in \( \mathbb{P} \) is defined as follows.

Let \( (B', x', y') \) be a triplet consisting of skew symmetrizable matrix \( B' = (b'_{ij})_{i,j \in I} \), an \( I \)-tuple \( x' = (x'_i)_{i \in I} \) with \( x'_i \in \mathbb{Q} \mathbb{P}(x) \), and an \( I \)-tuple \( y' = (y'_i)_{i \in I} \) with \( y'_i \in \mathbb{P} \). For each \( k \in I \), we define another triplet \( (B'', x'', y'') = \mu_k(B', x', y') \), called the mutation of \( (B', x', y') \) at \( k \), as follows.

(i) Mutation of matrix:

\[
\begin{align*}
\mu'_k b'_{ij} &= \begin{cases} 
-b'_{ij} & i = k \text{ or } j = k, \\
\frac{1}{2}(|b_{ik}|b'_{kj} + b_{ik}|b'_kj|) & \text{otherwise}.
\end{cases}
\end{align*}
\]

(ii) Exchange relation of coefficient tuple.

\[
\begin{align*}
\mu'_k y'_i &= \begin{cases} 
y'_i & i = k, \\
\frac{1}{y'_i(1 \oplus y'_i)^{-b'_{ki}}} & i \neq k, b'_{ki} \geq 0, \\
(1 \oplus y'_i)^{-b'_{ki}} & i \neq k, b'_{ki} \leq 0.
\end{cases}
\end{align*}
\]

(iii) Exchange relation of cluster.

\[
\begin{align*}
\mu'_k x'_i &= \begin{cases} 
x'_i \prod_{j \neq i} x'_j^{b'_{jk}} + \prod_{j \neq i} x'_j^{-b'_{jk}} & i = k, \\
x'_i & \text{otherwise.}
\end{cases}
\end{align*}
\]

It is easy to see that \( \mu_k \) is an involution, namely, \( \mu_k(B'', x'', y'') = (B', x', y') \).

Now, starting from the initial seed \( (B, x, y) \), iterate mutations and collect all the
resulting triplets \( (B', x', y') \). We call \( (B', x', y') \) a seed, \( y' \) and \( y'_i \) a coefficient tuple and a coefficient, \( x' \) and \( x'_i \), a cluster and a cluster variable, respectively. The cluster algebra \( \mathcal{A}(B, x, y) \) with coefficients in \( \mathbb{P} \) is the \( \mathbb{Z}\mathbb{P} \)-subalgebra of the rational function field \( \mathbb{Q}\mathbb{P}(x) \) generated by all the cluster variables. Similarly, the coefficient group \( \mathcal{G}(B, y) \) with coefficients in \( \mathbb{P} \) is the multiplicative subgroup of the semifield \( \mathbb{P} \) generated by all the coefficients \( y'_i \) together with \( 1 \oplus y'_i \).

It is standard to identify a skew symmetric (integer) matrix \( B = (b_{ij})_{i,j \in I} \) with a quiver \( Q \) without loops or 2-cycles. The set of the vertices of \( Q \) is given by \( I \), and we put \( b_{ij} \) arrows from \( i \) to \( j \) if \( b_{ij} > 0 \). The mutation \( Q'' = \mu_k(Q') \) of a quiver \( Q' \) is given by the following rule: For each pair of an incoming arrow \( i \to k \) and an outgoing arrow \( k \to j \) in \( Q' \), add a new arrow \( i \to j \). Then, remove a maximal set of pairwise disjoint 2-cycles. Finally, reverse all arrows incident with \( k \).

Let \( \mathbb{P}_{\text{univ}}(y) \) be the universal semifield of the 1-tuple of generators \( y = (y_i)_{i \in I} \), namely, the semifield consisting of the subtraction-free rational functions of formal variables \( y \) with usual multiplication and addition in the rational function field \( \mathbb{Q}(y) \). We write \( \oplus \) in \( \mathbb{P}_{\text{univ}}(y) \) as + for simplicity when it is not confusing.

From now on, unless otherwise mentioned, we set the semifield \( \mathbb{P} \) for \( \mathcal{A}(B, x, y) \) to be \( \mathbb{P}_{\text{univ}}(y) \), where \( y \) is the coefficient tuple in the initial seed \( (B, x, y) \).

Let \( \mathbb{P}_{\text{trop}}(y) \) be the tropical semifield of \( y = (y_i)_{i \in I} \), which is the abelian multiplicative group freely generated by \( y \) endowed with the addition \( \oplus \)

\[
\prod_i y_i^{a_i} \oplus \prod_i y_i^{b_i} = \prod_i y_i^{\min(a_i, b_i)}.
\]  \hspace{1cm} (2.4)

There is a canonical surjective semifield homomorphism \( \pi_T \) (the tropical evaluation) from \( \mathbb{P}_{\text{univ}}(y) \) to \( \mathbb{P}_{\text{trop}}(y) \) defined by \( \pi_T(y_i) = y_i \) and \( \pi_T(\alpha) = 1 \) \((\alpha \in \mathbb{Q}_+)\).

For any coefficient \( y'_i \) of \( \mathcal{A}(B, x, y) \), let us write \( [y'_i]_T := \pi_T(y'_i) \) for simplicity. We call \( [y'_i]_T \)'s the tropical coefficients (the principal coefficients in \( \mathbb{P}_{\text{Z07}} \)). They satisfy the exchange relation \( (2.2) \) by replacing \( y'_i \) with \( [y'_i]_T \) with \( \oplus \) being the addition in \( \mathbb{P}_{\text{trop}}(y) \).

To each seed \( (B', x', y') \) of \( \mathcal{A}(B, x, y) \) we attach the \( F \)-polynomials \( F'_i(y) \in \mathbb{Q}(y) \) \((i \in I)\) by the specialization of \( [x'_i]_T \) at \( x_j = 1 \) \((j \in I)\). It is, in fact, a polynomial in \( y \) with integer coefficients due to the Laurent phenomenon \( \mathbb{P}_{\text{Z07}} \) Proposition 3.6). For definiteness, let us take \( I = \{1, \ldots, n\} \). Then, \( x' \) and \( y' \) have the following factorized expressions \( \mathbb{P}_{\text{Z07}} \) Proposition 3.13, Corollary 6.3] by the \( F \)-polynomials.

\[
x'_i = \left( \prod_{j=1}^n x_j^{g^i_j} \right) \frac{F'_i(y_1, \ldots, y_n)}{F'_i(y'_1, \ldots, y'_n)}, \hspace{1cm} \hat{y}_i = y_i \prod_{j=1}^n x_j^{b^i_j},
\]  \hspace{1cm} (2.5)

\[
y'_i = [y'_i]_T \prod_{j=1}^n F'_j(y_1, \ldots, y_n)^{\hat{b}^i_j}.
\]  \hspace{1cm} (2.6)

The integer vector \( g'_i = (g'_{i1}, \ldots, g'_in) \) \((i = 1, \ldots, n)\) uniquely determined by \( (2.5) \) for each \( x'_i \) is called the \( g \)-vector for \( x'_i \).
Lemma 2.3. Let \( \mathcal{A}(B,x,y) \) be a skew-symmetric cluster algebra with skew-symmetric matrix \( B \). The following facts hold.

(a) Each tropical coefficient \( [y'_i]_T \) is not 1, and, either positive or negative, Laurent monomial in \( y \).

(b) (the ‘sign coherence’) For each \( i \), the \( i \)th components of \( g \)-vectors, \( g'_i \) \((j = 1, \ldots, n+1)\) in (2.5), are simultaneously nonpositive or nonnegative.

(c) Each \( F \)-polynomial \( F'_i(y) \) has a constant term 1.

This conjecture was proved in the skew symmetric case by [DWZ10, Pla10a, Nag10] with the result of [FZ07, Proposition 5.6].

Theorem 2.2. Conjecture 2.1 is true for any skew symmetric matrix \( B \).

Let \( \mathcal{A}(B,x,y) \) be a skew-symmetric cluster algebra with skew-symmetric matrix \( B \). The following fact will be used implicitly and frequently.

Definition 2.4. Let \( \mathcal{A}(B,x,y) \) be a cluster algebra, \((B',x',y')\) be a seed of \( \mathcal{A}(B,x,y) \), \( \mathcal{A}(B',x',y') \) be a seed of \( \mathcal{A}(B,x,y) \), \( \mathcal{A}(B'',x'',y'') \) be a seed of \( \mathcal{A}(B',x',y') \), \( \mathcal{A}(B'''',x''',y'''') \) be a seed of \( \mathcal{A}(B'',x'',y'') \), \( \mathcal{A}(B''''',x''''',y''''') \) be a seed of \( \mathcal{A}(B'''',x''''',y'''') \), and \( \nu : I \rightarrow I \) be a bijection.

(a) We call the sequence \( \mathcal{A}(B',x',y') \) a \( \nu \)-period of \( \mathcal{A}(B,x,y) \) if \( b''''_{\nu(i)\nu(j)} = b'_{ij} \) \((i, j \in I)\) holds; furthermore, if \( \nu = id \), we simply call it a period of \( \mathcal{A}(B',x',y') \).

(b) We call the sequence \( \mathcal{A}(B',x',y') \) a \( \nu \)-period of \( \mathcal{A}(B'',x'',y'') \) and \( \mathcal{A}(B''',x''',y''') \) a \( \nu \)-period of \( \mathcal{A}(B''',x''',y'''') \) if \( b''''_{\nu(i)\nu(j)} = b'_{ij} \), \( x''''_{\nu(i)} = x'_{i} \), \( y''''_{\nu(i)} = y'_{i} \) \((i, j \in I)\) holds; furthermore, if \( \nu = id \), we simply call it a period of \( \mathcal{A}(B',x',y') \).

For any seed \((B',x',y')\) of \( \mathcal{A}(B,x,y) \), \( \mathcal{A}(B',x',y') \) is isomorphic to \( \mathcal{A}(B,x,y) \) as a cluster algebra. Therefore, by resetting the initial seed if necessary, we may concentrate on the situation where \((B',x',y') = (B,x,y)\) in the above without losing generality.
If $i$ is a $\nu$-period of $(B, x, y)$, then, of course, it is a $\nu$-period of $B$. However, the converse does not hold, in general.

If $i$ is a $\nu$-period of $B$ and there is a nontrivial automorphism $\omega : I \to I$ of $B$, i.e., $b_{\omega(i),\omega(j)} = b_{ij}$, then $i$ is also an $\nu\omega$-period. On the other hand, there is no such ambiguity for a $\nu$-period of $(B, x, y)$, since cluster variables $x_i$ ($i \in I$) are algebraically independent.

If $i$ and $i'$ are a $\nu$-period and a $\nu'$-period of $B$, or $(B, x, y)$, respectively, then the concatenation of sequences

$$i | \nu(i') := (i_1, \ldots, i_r, \nu(i'_1), \ldots, \nu(i'_{r'}))$$

is a $\nu\nu'$-period of $B$, or $(B, x, y)$. In particular, $i | \nu(i) | \cdots | \nu^{p-1}(i)$ is a $\nu^p$-period of $B$, or $(B, x, y)$, for any positive integer $p$. Since $\nu$ acts on a finite set $I$, it has a finite order, say, $g$. Define

$$j(i, \nu) := \nu(i) | \cdots | \nu^{g-1}(i).$$

(2.10)

Then, $j(i, \nu)$ is a period of $B$, or $(B, x, y)$.

Examples of periodicities of exchange matrices (or quivers) and seeds will be given in Section 3.

Proposition 2.5. If $i$ is a period of $(B, x, y)$ in $A(B, x, y)$, then $i$ is also a period of $(-B, x, y)$ in $A(-B, x, y)$.

Proof. This is due to the duality between the exchange $B \leftrightarrow -B$, $y \leftrightarrow y^{-1}$. Namely, the correspondence of seeds $(B', x', y')$ in $A(B, x, y)$ and $(-B', x', y'^{-1})$ in $A(-B, x, y^{-1})$ commutes with mutations and yields the isomorphism of cluster algebras.

When $B$ is skew symmetric, the transformation $B \leftrightarrow -B$ corresponds to the transformation $Q \leftrightarrow Q^{\text{op}}$, where $Q^{\text{op}}$ is the opposite quiver of $Q$.

2.3. Criterion of periodicity of seeds for skew symmetric case. In general, checking the condition (2.8) directly is a very difficult task. However, at least when $B$ is skew symmetric, one can reduce the condition drastically, thanks to the existence of the categorification with 2-Calabi-Yau property by Plamondon [Pla10b, Pla10a].

Theorem 2.6 ([Pla10b, Pla10a, IK+10a, Theorem 5.1]). Assume that the matrix $B$ in Definition 2.4 is skew symmetric. Then, the condition (2.8) holds if and only if the following condition holds:

$$[y''_{\nu'(i)}]_T = [y'_{\nu(i)}]_T \quad (i \in I).$$

(2.11)

We expect that Theorem 2.6 holds for any skew symmetrizable matrix $B$.

Let us also mention that the application software by Bernhard Keller [Kelb] is a practical and versatile tool to check and explore periodicities of quivers and seeds.
3. Examples

We present some of known examples of periodicities of exchange matrices (or quivers) and seeds.

3.1. Examples of periodicities of exchange matrices. There are plenty of examples of periodicities of exchange matrices.

We identify a skew symmetric matrix $B$ and the corresponding quiver $Q$ as in Section 2.1.

**Example 3.1.** *Cluster algebras for bipartite matrices with alternating property [FZ07]*.

Assume that a skew symmetrizable matrix $B$ is *bipartite*; namely, the index set $I$ of $B$ admits the decomposition $I = I_+ \cup I_-$ such that, for any pair $(i, j)$ with $b_{ij} \neq 0$, either $i \in I_+, j \in I_-$ or $i \in I_-, j \in I_+$ holds. Assume further that $B$ has the following 'alternating' property: $b_{ij} > 0$ only if $i \in I_+, j \in I_-$. (In this quiver picture, $i \in I_+$ is a source and $i \in I_-$ is a sink so that the quiver is alternating.) Let $i_+$ and $i_-$ be the sequences of all the distinct elements of $I_+$ and $I_-$, respectively, where the order of the sequence is chosen arbitrarily thanks to Lemma 2.3. Then, $\mu_+(B) = -B$ and $\mu_-(B) = B$. Thus, $i = i_+ | i_-$ is a period of $B$. The associated Y-system and ‘T-system’ (in our terminology) were studied in detail in [FZ07]. (A matrix $B$ here is called a ‘bipartite matrix’ in [FZ07].)
Example 3.2. Cluster algebras for T- and Y-systems for quantum affinizations of tamely laced quantum Kac-Moody algebras [Her07, KNS09, Nak10].

The cluster algebras for T- and Y-systems for quantum affinizations of tamely laced quantum Kac-Moody algebras provide a rich family of more complicated periodicities of exchange matrices. As a typical example, let $Q$ be the quiver in Figure 1, where the right columns in the five quivers $Q_1, \ldots, Q_5$ are identified. We remark that $Q$ is not bipartite in the sense of Example 3.1. Let $i^+ (\text{resp. } i^-)$ be the sequence of all the distinct elements of the vertices in $Q$ with property $(\bullet, +)$ (resp. $(\bullet, -)$), and let $i^+_{\bullet,k}$ (resp. $i^-_{\bullet,k}$) be a sequence of all the distinct elements of the vertices in $Q_k$ with property $(\bullet, +)$ (resp. $(\bullet, -)$), where the order of the sequence is chosen arbitrarily thanks to Lemma 2.3. Let

$$i = i^+_{\bullet,1} | i^+_{\bullet,4} | i^+_{\bullet,3} | i^+_{\bullet,2} | i^+_{\bullet,5} | i^-_{\bullet,1} | i^-_{\bullet,4} | i^-_{\bullet,3} | i^-_{\bullet,2} | i^-_{\bullet,5}. \quad (3.1)$$

Let $\sigma$ be the permutation of $\{1, \ldots, 5\}$,

$$\sigma = \left(\begin{array}{ccccc}
1 & 2 & 3 & 4 & 5 \\
3 & 1 & 5 & 2 & 4
\end{array}\right). \quad (3.2)$$

Let $\nu : I \to I$ be the bijection of order 5 such that each vertex in $Q_1$ maps to the vertex in $Q_{\sigma(i)}$ in the same position. In particular, every vertex with $\bullet$ is a fixed point of $\nu$, and every vertex with $\circ$ has the $\nu$-orbit of length 5. Then $i^+_{\bullet} | i^-_{\bullet,1} | i^-_{\bullet,4} | i^-_{\bullet,3}$ is a $\nu$-period of $Q$, and $i$ is a period of $Q$. Note that $i \sim_Q j(i^+_{\bullet} | i^-_{\bullet,1} | i^-_{\bullet,4} | i^-_{\bullet,3} | \nu)$.

The quiver $Q$ corresponds to the level $\ell = 4$ T- and Y-systems for the quantum affinization of the quantum Kac-Moody algebra whose Cartan matrix is represented by the following Dynkin diagram.

See [Nak10] for more details.

Example 3.3. Cluster algebras with $\rho^m$-period of $Q$ for cyclic permutation $\rho$ [FM09].

For a cyclic permutation $\rho$ of $I$, many examples of quivers with $\rho^m$-period were constructed and partially classified in [FM09]. For instance, let $Q$ be the following quiver:
Let
\[ i = (1, 2, 3, 4, 5, 6). \]  
(3.3)

Let \( \rho \) be the cyclic permutation of \( \{1, \ldots, 6\} \),
\[ \rho = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 2 & 3 & 4 & 5 & 6 & 1 \end{pmatrix}. \]  
(3.4)

Then, \((1, 2)\) is a \( \rho^2 \)-period of \( Q \), and \( i \) is a period of \( Q \). Note that \( i = j((1, 2), \rho^2) \).

The quiver \( Q \) is a special case of a family of ‘period 2 solutions’ of [FM09, Section 7.4] with \( m_1 = m_3 = -m_2 = 1 \) and \( m_\bar{1} = 0 \) therein. It is also the quiver for the quiver gauge theory on the del Pezzo 3 surface [FHH01]. See [FM09] for more details.

### 3.2. Examples of periodicities of seeds.

All the examples of periodicities of seeds below can be proved by verifying the condition (2.11) in Theorem 2.6, case by case, with the help of relevant Coxeter elements.

**Example 3.4. Cluster algebras of finite type [FZ03a, FZ03b].**

For a skew symmetrizable matrix \( B \), define a matrix \( C = C(B) \) by
\[ C_{ij} = \begin{cases} 2 & i = j \\ -|b_{ij}| & i \neq j. \end{cases} \]  
(3.5)

Then, it is known that the cluster algebra \( A(B, x, y) \) is of finite type if and only if \( B \) is mutation equivalent to a skew-symmetric matrix \( B' \) such that \( C(B') \) is a direct sum of Cartan matrices of finite type. Suppose that \( C(B) \) is a Cartan matrix of finite type. Since there are only a finite number of seeds of \( A(B, x, y) \), for any \( I \)-sequence \( i \), there is some \( p \) such that the \( p \)-fold concatenation \( i^p \) of \( i \) is a period of \( A(B, x, y) \). Among them there is some distinguished period of \((B, x, y)\), which is closely related to the Coxeter element of the Weyl group for \( C \). For type \( A_n \), for example, they are given as follows.

(a) Type \( A_n \) (\( n \): odd). For odd \( n \), let \( Q \) be the following alternating quiver with index set \( I = \{1, \ldots, n\} \):

```
1 2 3 4
```

Let \( i = i_+ | i_- \), where \( i_+ = (1, 3, \ldots, n) \), \( i_- = (2, 4, \ldots, n-1) \). Let \( \omega : I \to I \) be the left-right reflection, which is a quiver automorphism of \( Q \). Then \( i \) is a period of \( Q \). Furthermore, \( i^{(n+3)/2} \) is an \( \omega \)-period of \((Q, x, y)\), and \( i^{n+3} \) is a period of \((Q, x, y)\).

We note that \( n + 3 = h(A_n) + 2 \), where \( h(X) \) is the Coxeter number of type \( X \).

For simply laced \( X \), \( h(X) \) coincides with the dual Coxeter number \( h^\vee(X) \) of type \( X \).

(b) Type \( A_n \) (\( n \): even). For even \( n \), let \( Q \) be the following quiver with index set \( I = \{1, \ldots, n\} \):

```
``
Let $i = i_+ | i_-$, where $i_+ = (1, 3, \ldots, n-1)$, $i_- = (2, 4, \ldots, n)$. Let $\nu : I \to I$ be the left-right reflection, which is not a quiver automorphism of $Q$. Then $i_+$ is a $\nu$-period of $Q$ and $i$ is a period of $Q$. Furthermore, $i^{n/2+1}$ is a $\nu$-period of $(Q, x, y)$, and $i^{n+3}$ is a period of $(Q, x, y)$. Note that $i \sim_Q j(i_+, \nu)$ and $i^{n+3} \sim_Q j(i^{n/2+1}i_+, \nu)$.

**Example 3.5. Cluster algebras for T- and Y-systems of quantum affine algebras**

With each pair $(X, \ell)$ of a Dynkin diagram $X$ of finite type and an integer $\ell \geq 2$, one can associate a quiver $Q = Q(X, \ell)$. They are related to the T- and Y-systems of a quantum affine algebra of type $X$, and provide a family of periodicities of seeds. Let us give typical examples for simply laced and nonsimply laced ones.

(a) **Simply laced case**: $(X, \ell) = (A_4, 4)$. Let $Q$ be the following quiver with index set $I$:

```
+ + + + + + + + + + + + + + + +
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
```

(3.6)

Let $i_+$ and $i_-$ be as before. Let $i = i_+ | i_-$. Let $\nu : I \to I$ be the left-right reflection, and let $\omega : I \to I$ be the top-bottom reflection, so that $\omega \nu = \nu \omega$. Then $i_+$ is a $\nu$-period of $Q$, and $i$ is a period of $Q$. Furthermore, $i^4 | i_+$ is a $\nu \omega$-period of $(Q, x, y)$, and $i^9$ is a period of $(Q, x, y)$, where $9 = 5 + 4 = h(A_4) + \ell$. Note that $i \sim_Q j(i_+, \nu)$ and $i^9 \sim_Q j(i^4 i_+, \nu \omega)$.

(b) **Nonsimply laced case**: $(X, \ell) = (B_4, 4)$. Let $Q$ be the following quiver with index set $I$:

```
+ + + + + + + + + + + + + + + +
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
```

(3.7)

Let $i^*_{\circ}$ (resp. $i^*_+$, $i^*_-$, $i^*_{\circ}$) be a sequence of all the distinct elements of $I$ with property $(\circ, +)$ (resp. $(\circ, -)$, $(\circ, +)$, $(\circ, -)$), where the order of the sequence is chosen arbitrarily. Let

$$i = (i^*_{\circ} | i^*_+ | i^*_-) | (i^*_{\circ} | i^*_- | i^*_\circ).$$

(3.8)
Let $\nu : I \to I$ be the left-right reflection, and let $\omega : I \to I$ be the top-bottom reflection, so that $\omega \nu = \nu \omega$. Then $i^\nu_+ | i^\nu_+ | i^\nu_+$ is a $\nu$-period of $Q$, and $i$ is a period of $Q$. Furthermore, $i^\nu_+ | i^\nu_+ | i^\nu_+$ is a $\nu \omega$-period of $(Q, x, y)$, and $i^{11}$ is a period of $(Q, x, y)$, where $11 = 7 + 4 = h^\nu(B_4) + \ell$. Note that $i \sim_Q j(i^\nu_+ | i^\nu_+ | i^\nu_+, \nu)$ and $i^{11} \sim_Q j(i^\nu_+ | i^\nu_+ | i^\nu_+, \nu \omega)$. See [HIK+10a] for more details.

**Example 3.6. Cluster algebras for sine-Gordon T- and Y-systems [NT10].**

The T- and Y-systems which originated from the sine-Gordon model provide another family of periodicities of seeds. Let us give an example.

Let $Q$ be the following quiver with index set $I = \{1, \ldots, 13\}$. Here all the vertices with $\bullet$ in the same position in the quivers $Q_1, \ldots, Q_6$ are identified. The quiver $Q$ is mutation equivalent to the quiver of type $D_{13}$.

![Diagram of quivers]

Let $i_+^\bullet$ and $i_-^\bullet$ be the $I$-sequences as before. Let

$$i = (i_+^\bullet | (1) | i_-^\bullet) | (i_+^\bullet | (2) | i_-^\bullet) | \cdots | (i_+^\bullet | (6) | i_-^\bullet). \quad (3.9)$$

Let $\nu : I \to I$ be the bijection of order 6 cyclically mapping the vertices 1, 2, $\ldots$, 6 to 2, 3, $\ldots$, 1 and fixing the rest. Let $\omega : I \to I$ be the involution exchanging the top two vertices with $\bullet$ and fixing the rest, which is a quiver automorphism of $Q$. Note that $\omega \nu = \nu \omega$. Then $i_+^\bullet | (1) | i_-^\bullet$ is a $\nu$-period of $Q$, and $i$ is a period of $Q$. Furthermore, $i_+^\bullet | (1) | i_-^\bullet$ is a $\nu \omega$-period of $(Q, x, y)$, and $i^{13}$ is a period of $(Q, x, y)$, where $13 = (12 + 2 + 10 + 2)/2 = (h(D_7) + 2 + h(D_6) + 2)/2$. Note that $i \sim_Q j(i_+^\bullet | (1) | i_-^\bullet, \nu)$ and $i^{13} \sim_Q j(i_+^\bullet | (1) | i_-^\bullet, \nu \omega)$. See [NT10] for more details.

In summary, we make two plain observations in these examples.

(a) There is a variety of patterns of periodicities of seeds.

(b) It is hard to tell whether a repetition of a given period of exchange matrices yields a period of seeds just by looking at the shape of its quiver.

We expect that these examples are just a tip of iceberg of the whole class of periodicities of seeds and their classification would be very challenging but interesting.
4. Restriction/Extension Theorem

In this section we present Restriction/Extension Theorem on periodicities of seeds.

We first state a very general theorem on the relation between $g$-vectors and tropical coefficients.

Let $I = \{1, \ldots, n\}$. For a given seed $(B', x', y')$ of $A(B, x, y)$, let $g'_i = (g'_1, \ldots, g'_n)$ ($i \in I$) be the $g$-vectors defined by (2.5). We also introduce integers $c'_{ij}$ ($i, j = 1, \ldots, n$) by

$$[y'_i]_T = \prod_{j=1}^{n} g'_{ij}. \quad (4.1)$$

Consider the matrices $C' = (c'_{ij})_{i,j=1}^{n}$ and $G' = (g'_{ij})_{i,j=1}^{n}$; that is, each column of $C'$ is the exponents of a tropical coefficient, and each column of $G'$ is a $g$-vector.

We remark that $C'$ is the bottom part of the extended exchange matrix $\tilde{B}'$ with the principal coefficients in [FZ07, Eq. (2.14)].

**Theorem 4.1.** Assume that $B$ is skew symmetric. Then, the matrices $C'^T$ and $G'$ are inverse to each other, where $C'^T$ is the transpose of $C'$.

**Proof.** We prove it by the induction on mutations. When $(B', x', y') = (B, x, y)$, the claim holds because $C' = G' = I$. Suppose that $(B'', x'', y'') = \mu_k(B', x', y')$. Let $C''$ and $G''$ be the corresponding matrices. Then, the following recursion relations hold [FZ07, Eq.(5.9) & Proposition 6.6]

$$c''_{ij} = \begin{cases} -c'_{ik} & j = k \\ c'_{ij} + \frac{1}{2}(c'_{ik}|b'_{kj} + c'_{ik}|b'_{kj}|) & j \neq k, \end{cases} \quad (4.2)$$

$$g''_{ij} = \begin{cases} -g'_{ik} + \sum_{p=1}^{n} g'_{ip}[b'_{pk}]_+ - \sum_{p=1}^{n} b_{ip}[c'_{pk}]_+ & j = k, \\ g'_{ij} & j \neq k, \end{cases} \quad (4.3)$$

where $[a]_+ = a$ if $a > 0$ and 0 otherwise. Also the following relation holds [FZ07, Eq.(6.14)]

$$\sum_{p=1}^{n} g'_{ip} b'_{pj} = \sum_{p=1}^{n} b_{ip} c'_{pj}. \quad (4.4)$$

We need one more fact: for each $j$, $c_{ij}$ are simultaneously nonnegative or non-positive for all $j = 1, \ldots, n$. This is proved for $B$ is skew symmetric by Theorem 2.2. Then, using these facts and the induction hypothesis $C'^T G' = I$, the claim $C''^T G'' = I$ can be easily verified.

**Remark 4.2.** Theorem 4.1 appeared in [Kel10b, Pla10a] implicitly. Namely, the claim is also a consequence of the following formula in [Kel10b, Corollaries 6.9 & 6.13] and [Pla10a, Proposition 3.6]:

$$g'_{ij} = \text{ind}_T T'_j : T_i, \quad (4.5)$$
Let us show that (4.8) and (4.9) imply (4.7). We introduce the integer \( s \)

\[
c'_i = [\text{ind}_iT_i : T'_i],
\]

where \( T = \bigoplus_{i=1}^{n} T_i \) and \( T' = \bigoplus_{i=1}^{n} T'_i \) are some objects in the ‘cluster category’ for \( \mathcal{A}(B,x,y) \). We ask the reader to consult [Pla10a] and the forthcoming paper [Pla] for details.

Now let us turn to the main statement of the section.

For a pair of index sets \( I \subset \tilde{I} \), suppose that there is a pair of skew symmetric matrices \( B = (b_{ij})_{i,j \in I} \) and \( \tilde{B} = (\tilde{b}_{ij})_{i,j \in \tilde{I}} \) such that \( B = \tilde{B}|_{I} \) under the restriction of the index set \( \tilde{I} \to I \). (In terms of quivers, \( Q \) is a full subquiver of \( \tilde{Q} \).) Then, we say that \( B \) is the \( I \)-restriction of \( \tilde{B} \) and \( \tilde{B} \) is an \( I \)-extension of \( B \).

**Theorem 4.3 (Restriction/Extension Theorem).** For \( I \subset \tilde{I} \), assume that \( B \) and \( B' \) are skew symmetric matrices such that \( B \) is the \( I \)-restriction of \( \tilde{B} \) and \( \tilde{B} \) is an \( I \)-extension of \( B \).

(a) (Restriction) Suppose that an \( I \)-sequence \( \mathbf{i} = (i_1, \ldots, i_r) \) is a period of \( (\tilde{B}, \tilde{x}, \tilde{y}) \) in \( \mathcal{A}(\tilde{B}, \tilde{x}, \tilde{y}) \). Then, \( \mathbf{i} \) is also a period of \( (B,x,y) \) in \( \mathcal{A}(B,x,y) \).

(b) (Extension) Suppose that an \( I \)-sequence \( \mathbf{i} = (i_1, \ldots, i_r) \) is a period of \( (B,x,y) \) in \( \mathcal{A}(B,x,y) \). Then, \( \mathbf{i} \) is also a period of \( (\tilde{B}, \tilde{x}, \tilde{y}) \) in \( \mathcal{A}(\tilde{B}, \tilde{x}, \tilde{y}) \).

**Proof.** (a) This is a trivial part. In general, the seed \( (B', x', y') = \mu_1(B,x,y) \) is obtained from the seed \( (\tilde{B}', \tilde{x}', \tilde{y}') = \mu_1(\tilde{B}, \tilde{x}, \tilde{y}) \) by restricting the index set \( \tilde{I} \) of \( (\tilde{B}', \tilde{x}', \tilde{y}') \) to \( I \) and specializing the ‘external’ initial cluster variables \( x_j \) \((j \in \tilde{I} \setminus I)\) to 1 appearing in the ‘internal’ cluster variables \( \tilde{x}_j' \)((i \in I)\). Thus, the periodicity of \((B,x,y)\) follows from the periodicity of \((\tilde{B}, \tilde{x}, \tilde{y})\).

(b) Set \( (\tilde{B}', \tilde{x}', \tilde{y}') : = \mu_1(\tilde{B}, \tilde{x}, \tilde{y}) \). Thanks to Theorem 2.6 it is enough to prove \( [\tilde{y}_i']_T = \tilde{y}_i \) \((i \in I)\). (4.7)

Since the ‘external’ coefficients \( \tilde{y}_j' \) \((j \in \tilde{I} \setminus I)\) do not influence each other under the mutation \( \mu_1 \), it is enough to verify (4.7) when there is only one external index \( j \in \tilde{I} \setminus I \). Thus, we may assume \( I = \{1, \ldots, n\} \) and \( \tilde{I} = \{1, \ldots, n + 1\} \).

By the periodicity assumption and the exchange relations (2.2) and (2.3), we know a priori the following periodicities hold.

\[
[\tilde{y}_i']_T = \tilde{y}_i \quad (i \in I), \quad \tilde{x}_{n+1}' = \tilde{x}_{n+1}.
\]

Let us show that (4.8) and (4.9) imply (4.7). We introduce the integers \( c'_{ij} \) \((i,j \in \tilde{I})\) by

\[
[\tilde{y}_i']_T = \prod_{j=1}^{n+1} \tilde{g}_{ij}'^{c'_{ij}}.
\]

Let \( g' = (g'_{ij})_{j=1}^{n+1} \) be the \( g \)-vector for \( \tilde{x}_j' \) \((i \in \tilde{I})\) in (2.6). Then, by Theorem 4.1 the transpose of \( C' = (c'_{ij})_{i,j=1}^{n+1} \) and \( G' = (g'_{ij})_{i,j=1}^{n+1} \) are inverse to each other, i.e.,

\[
C'^T G' = I.
\]

(4.11)
Meanwhile, the equalities (4.8) and (4.9) imply that $C'$ and $G'$ have the following form:

$$
C' = \begin{pmatrix}
1 & 0 \\
\vdots & \ddots \\
0 & \vdots & \ddots \\
* & \cdots & * & 1
\end{pmatrix}, \quad G' = \begin{pmatrix}
* & \cdots & * & 0 \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
* & \cdots & * & 1
\end{pmatrix}.
$$

The condition (4.11) further imposes that the matrix has the form

$$
C' = \begin{pmatrix}
1 & 0 \\
\vdots & \ddots \\
0 & \vdots & \ddots & \alpha_1 & \cdots & \alpha_n \\
\alpha_1 & \cdots & 1 & 0
\end{pmatrix}, \quad G' = \begin{pmatrix}
1 & 0 \\
\vdots & \ddots \\
0 & \vdots & \ddots & \beta_1 & \cdots & \beta_n \\
\beta_1 & \cdots & 1 & 0
\end{pmatrix}.
$$

with $\alpha_i = -\beta_i$. Now we recall Theorem 2.2.

(a) The Laurent monomial (4.10) is either positive or negative. So we have $\alpha_i \geq 0$.

(b) For each $i$, $g'_{ij}$ ($j = 1, \ldots, n + 1$) are simultaneously nonpositive or nonnegative. So we have $\beta_i \geq 0$.

Thus, we have $\alpha_i = \beta_i = 0$ and we conclude that $C' = G' = I$; therefore, (4.7) holds.

\textbf{Remark 4.4.} The extension theorem (b) was partially formulated by Keller \cite{Keller}, where only the periodicity of $\bar{B}$ was considered for the periodicities of seeds for 'pairs of Dynkin diagrams' studied in \cite{Keller2}. His result motivates us to formulate Theorem 4.3 (b). A generalized version of the result of \cite{Keller} will be contained in \cite{Pla}.

Theorem 4.3 tells that one may assume without losing much generality that the components of a period $i$ of a seed under study exhaust the index set $I$.

It may be worth to mention that the involution property of a mutation $\mu_i$ is also regarded as the simplest case of Extension Theorem applied for the subquiver of type $A_1$ consisting of a single vertex $i$.

\section{5. T-systems and Y-systems}

In this section, we define the T- and Y-systems associated with any period of an exchange matrix. We do it in two steps. First, we treat the special case when the period is 'regular'. The corresponding T- and Y-systems are natural generalizations of the known 'classic' T- and Y-systems. Next, the notions of T- and Y-systems are further extended to the general case. The latter ones will be used in Section 6. We stress that in this section we do not assume the periodicity of seeds.
5.1. Regular period. Let $B$ a skew symmetrizable matrix with index set $I$.

**Definition 5.1.** We say that a $\nu$-period $i$ of $B$ is regular if it is a complete system of representatives of the $\nu$-orbits in $I$; in other words, it satisfies the following conditions:

(A1) All the components of $j(i, \nu) = i | \nu(i) | \cdots | \nu^{\nu - 1}(i)$ exhaust $I$, where $g$ is the order of $\nu$.

(A2) All the components of $i$ belong to distinct $\nu$-orbits in $I$.

**Example 5.2.** In the previous examples, we have the following regular $\nu$-periods of $B$ or $Q$.

In Example 3.1, $i^+ | i^-$ is a regular period of $B$.

In Example 3.2, $i^+ | i^* | i^* | i^* | i^*$ is a regular $\nu$-period of $Q$.

In Example 3.3 (a), $i_+ | i_-$ is a regular period of $Q$.

In Example 3.4 (b), $i^* | i^* | (1)$ is a regular $\nu$-period of $Q$.

In Example 3.5 (a), $i^+ | i^*$ is a regular $\nu$-period of $Q$.

In Example 3.6, $i^* | (1)$ is a regular $\nu$-period of $Q$.

Suppose that $i = (i_1, \ldots, i_r)$ is a $\nu$-period of $B$. Let us decompose $i$ into $t$ parts as follows:

$$i = i(0) | i(1) | \cdots | i(t-1),$$

$$i(p) = (i(p)_1, \ldots, i(p)_{r_p}), \quad \sum_{p=0}^{t-1} r_p = r.$$  

(5.1)  

(5.2)

Let $B(p)$ ($p = 0, \ldots, t - 1$) be the matrices defined by the sequence of mutations

$$B(0) = B \xrightarrow{\mu(i(0))} B(1) \xrightarrow{\mu(i(1))} \cdots \xrightarrow{\mu(i(t-1))} B(t) = \nu(B),$$

(5.3)

where $\nu(B) = (b'_{ij})$ is the matrix defined by $b'_{\nu(i) \nu(j)} = b_{ij}$.

**Definition 5.3.** A decomposition of a $\nu$-period $i$ of $B$ is called a slice of $i$ (of length $t$) if it satisfies the following condition:

$$b(p)_{i(p)_a, i(p)_b} = 0 \quad (1 \leq a, b \leq r_p) \quad \text{for any } p = 0, \ldots, t - 1.$$  

(5.4)

For any $i$, there is at least one slice of $i$, i.e., the one $i = (i_1) | (i_2) | \cdots | (i_r)$ of maximal length. In general, there may be several slices of $i$.

If $i = i(0) | \cdots | i(t - 1)$ is a slice of a $\nu$-period of $B$, then, due to Lemma 2.3, each composite mutation $\mu(i(p))$ in (5.3) does not depend on the order of the sequence $i(p)$ and it is involutive. Furthermore, the sequence (5.3) is extended to
the infinite one

\[ \cdots \xleftarrow{\nu^{-(t-1)}} B(-1) \xrightarrow{\nu^{-(t-1)}} B(1) \xleftarrow{\nu^{-(t-2)}} B(t-1) \xrightarrow{\nu^{-(t-2)}} B(2) \xleftarrow{\nu^{-(t-3)}} B(3) \xrightarrow{\nu^{-(t-3)}} \cdots \]

\[ B(t) \xleftarrow{\nu^{-(t-2)}} B(t+1) \xrightarrow{\nu^{-(t-2)}} \cdots \xrightarrow{\nu^{-(1)}} B(2t-1) \xleftarrow{\nu^{-(1)}} B(2t) \xrightarrow{\nu^{-(1)}} \cdots \]

(5.5)

where \( B(nt) = \nu^n(B) \) for \( n \in \mathbb{Z} \). In particular, \( B(gt) = B \), where \( g \) is the order of \( \nu \). Thus, the sequence (5.5) has a period \( gt \) with respect to \( u \).

**Example 5.4.** For the regular \( \nu \)-periods of \( B \) or \( Q \) in Examples 5.2 we have the following slices.

In Example 5.1, \( i_+ \mid i_- \) itself is a slice of length 2, and \( gt = 2 \).

In Example 5.2, \( i_+^* \mid i_+^* \mid i_+ = (i_+^* \mid i_+^* \mid i_+^* \mid i_+^*) \) is a slice of length 2, and \( gt = 10 \).

In Example 5.3, \( (1, 2) = (1) \mid (2) \) is a slice of length 2, and \( gt = 6 \).

In Example 5.4 (a), \( i_+ \mid 1- \) itself is a slice of length 2, and \( gt = 2 \).

In Example 5.5 (b), \( i_+ \mid 1- \) itself is a slice of length 1, and \( gt = 2 \).

In Example 5.6 (b), \( i_+ = (i_+^* \mid i_+^*) \mid i_+ \) is a slice of length 2, and \( gt = 4 \).

In Example 5.7 (a), \( i_+^* \mid (1) \mid i_+^* \mid (1) \mid i_+^* \) is a slice of length 2, and \( gt = 12 \).

### 5.2. T- and Y-systems for regular period.

Here we introduce the T- and Y-systems for regular \( \nu \)-periods, which are especially important in applications. The T- and Y-systems for general \( \nu \)-periods will be treated in Section 5.3.

Assume that \( i = i(0) \mid \cdots \mid i(t-1) \) is a slice of a regular \( \nu \)-period of \( B \).

In view of (5.5), we set \((B(0), x(0), y(0)) \) (the initial seed of \( \mathcal{A}(B,x,y) \)), and consider the corresponding infinite sequence of mutations of seeds

\[ \cdots \xleftarrow{\nu^{-(t-1)}} (B(-1), x(-1), y(-1)) \xrightarrow{\nu^{-(t-1)}} (B(0), x(0), y(0)) \xleftarrow{\nu^{-(t-2)}} (B(1), x(1), y(1)) \xrightarrow{\nu^{-(t-2)}} \cdots \]

(5.6)

thereby introducing a family of clusters \( x(u) \ (u \in \mathbb{Z}) \) and coefficients tuples \( y(u) \ (u \in \mathbb{Z}) \).

We define a subset \( P_+ \) of \( I \times \mathbb{Z} \) by \( (i, u) \in P_+ \) if and only if \( i \) is a component of \( \nu^m(i(k)) \) for \( u = mt + k \ (m \in \mathbb{Z}, 0 \leq k \leq t-1) \). Plainly speaking, \( (i, u) \in P_+ \) is a forward mutation point in (5.6). Similarly, we define a subset \( P_- \) of \( I \times \mathbb{Z} \) by \( (i, u) \in P_- \) if and only if \( (i, u-1) \in P_+ \), namely, \( (i, u) \in P_- \) is a backward mutation point in (5.6). Below we mainly use \( P_+ \). (Alternatively, one may use \( P_- \) throughout.)

Let \( g \) be the order of \( \nu \). For each \( i \in I \), let \( g_i \) be the smallest positive integer such that \( \nu^{g_i}(i) = i \). Therefore, \( g_i \) is a divisor of \( g \). Note that \( (i, u) \in P_+ \) if and only if \( (i, u + tg_i) \in P_+ \). It is convenient to define a subset \( P_+ \) of \( I \times \mathbb{Z} \) by
Periodicities in cluster algebras and dilogarithm identities
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Figure 2. Schematic diagrams for Y-system (left) and T-system (right). A marked point represents a forward mutation point. A vertical bond represents the fact \( b_{ji}(v) \neq 0 \).

\((i, u) \in P_+ \) if and only if \((i, u + \frac{tg_i}{2}) \in P_+ \). Consequently, we have

\[(i, u) \in \tilde{P}_+ \iff (i, u + \frac{tg_i}{2}) \in P_+. \quad (5.7)\]

First, we explain what is the Y-system, in short. The sequence of mutations \((5.6)\) gives various relations among coefficients \( y_{ij}(u) \) \(((i, u) \in \mathbb{I} \times \mathbb{Z})\) by the exchange relation \((2.2)\). Then, thanks to the assumption \((A1)\) in Definition 5.1, all these coefficients are products of the ‘generating’ coefficients \( y_{ij}(u) \) and \( 1 + y_{ij}(u) \) \(((i, u) \in P_+)\) and their inverses. Here we also used the fact that \( y_{ij}(u) = y_{ij}(u - 1)^{-1} \) for \((i, u) \in P_- \). Furthermore, these generating coefficients obey some relations, which are the Y-system.

Let us write down the relations explicitly. Take \((i, u) \in P_+ \) and consider the mutation at \((i, u)\), where \( y_{ij}(u) \) is exchanged to \( y_{ij}(u + 1) = y_{ij}(u)^{-1} \). Then, for each \((j, v) \in P_+ \) such that \( v \in (u, u + tg_i) \) (i.e., \( u < v < u + tg_i \)), \( y_{ij}(v) \) are multiplied by factors \( (1 + y_{ij}(v))^{-b_{ji}(v)} \) for \( b_{ji}(v) < 0 \) and \( (1 + y_{ij}(v)^{-1})^{-b_{ji}(v)} \) for \( b_{ji}(v) > 0 \). The result coincides with the coefficient \( y_{ij}(u + tg_i) \) by the assumption \((A2)\) in Definition 5.1. See Figure 2. In summary, we have the following relations: For \((i, u) \in P_+ \),

\[ y_{ij}(u) y_{ij}(u + tg_i) = \prod_{(j,v) \in P_+} \frac{(1 + y_{ij}(v))^{G_+_{ij}(j,v,i,u)}}{(1 + y_{ij}(v)^{-1})^{G_-_{ij}(j,v,i,u)}}, \quad (5.8) \]

\[ G_{\pm_{ij}}(j,v;i,u) = \begin{cases} \mp b_{ji}(v) & v \in (u, u + tg_i), b_{ji}(v) \leq 0 \\ 0 & \text{otherwise.} \end{cases} \quad (5.9) \]

Or, equivalently, for \((i, u) \in \tilde{P}_+ \),

\[ y_{ij}(u - \frac{tg_i}{2}) y_{ij}(u + \frac{tg_i}{2}) = \prod_{(j,v) \in P_+} \frac{(1 + y_{ij}(v))^{G_{+_{ij}}(j,v,i,u)}}{(1 + y_{ij}(v)^{-1})^{G_{-_{ij}}(j,v,i,u)}}, \quad (5.10) \]

\[ G_{\pm_{ij}}(j,v;i,u) = \begin{cases} \mp b_{ji}(v) & v \in (u - \frac{tg_i}{2}, u + \frac{tg_i}{2}), b_{ji}(v) \leq 0 \\ 0 & \text{otherwise.} \end{cases} \quad (5.11) \]
We call the system of relations \((5.10)\) the \textit{Y-system associated with a slice} \(i = i(0)| \cdots |i(t - 1)\) of a regular \(\nu\)-period of \(B\).

Next, we explain what is the \(T\)-system, in short. The sequence of mutations \((5.10)\) gives various relations among cluster variables \(x_i(u)\) \(((i, u) \in I \times \mathbb{Z})\) by the exchange relation \((2.3)\). Again, thanks to the assumption (A1) in Definition \(5.1\), all these coefficients are represented by the ‘generating’ cluster variables \(x_i(u)\) \(((i, u) \in \bar{P}_+\)). Furthermore, these generating cluster variables obey some relations, which are the \(T\)-system.

Let us write down the relations explicitly. Take \((i, u) \in \bar{P}_+\) and consider the mutation at \((i, u)\). Then, by \((2.3)\) and the assumption (A2) in Definition \(5.1\), we have

\[
x_i(u)x_i(u + tg_i) = \frac{y_i(u)}{1 + y_i(u)} \prod_{(j,v) \in \bar{P}_+} x_j(v)^{H^+_j(i,v;i,u)} + \frac{1}{1 + y_i(u)} \prod_{(j,v) \in \bar{P}_+} x_j(v)^{H^-_j(i,v;i,u)},
\]

\[
H^+_j(i,v;i,u) = \begin{cases} \pm b_j(u) & u \in (v - tg_j, v), b_j(u) \geq 0 \\ 0 & \text{otherwise.} \end{cases} \tag{5.12}
\]

See Figure 2. By introducing the ‘shifted cluster variables’ \(\tilde{x}_i(u) := x_i(u + \frac{tg_i}{2})\) for \((i, u) \in \bar{P}_+\), these relations can be written in a more ‘balanced’ form and become parallel to \((5.10)\) as follows: For \((i, u) \in \bar{P}_+\),

\[
\tilde{x}_i(u - \frac{tg_i}{2})\tilde{x}_i(u + \frac{tg_i}{2}) = \frac{y_i(u)}{1 + y_i(u)} \prod_{(j,v) \in \bar{P}_+} \tilde{x}_j(v)^{H^+_j(i,v;i,u)} + \frac{1}{1 + y_i(u)} \prod_{(j,v) \in \bar{P}_+} \tilde{x}_j(v)^{H^-_j(i,v;i,u)},
\]

\[
H^+_j(i,v;i,u) = \begin{cases} \pm b_j(u) & u \in (v - \frac{tg_j}{2}, v + \frac{tg_j}{2}), b_j(u) \geq 0 \\ 0 & \text{otherwise.} \end{cases} \tag{5.14}
\]

We call the system of relations \((5.14)\) the \textit{T-system (with coefficients) associated with a slice} \(i = i(0)| \cdots |i(t - 1)\) of a regular \(\nu\)-period of \(B\).

Let \(A(B, x)\) be the cluster algebra with trivial coefficients with initial seed \((B, x)\). Namely, we set every coefficient to be 1 in the trivial semifield 1 = \{1\}. Let \(\pi_1 : P_{\text{univ}}(y) \to 1\) be the projection. Let \([x_i(u)]_1\) be the image of \(x_i(u)\) by the algebra homomorphism \(A(B, x, y) \to A(B, x)\) induced from \(\pi_1\). By the specialization of \((5.14)\), we have

\[
[x_i(u - \frac{tg_i}{2})]_1[x_i(u + \frac{tg_i}{2})]_1 = \prod_{(j,v) \in \bar{P}_+} [\tilde{x}_j(v)]_1^{H^+_j(i,v;i,u)} + \prod_{(j,v) \in \bar{P}_+} [\tilde{x}_j(v)]_1^{H^-_j(i,v;i,u)}. \tag{5.15}
\]

We call the system of relations \((5.15)\) the \textit{T-system (without coefficients) associated with a slice} \(i = i(0)| \cdots |i(t - 1)\) of a regular \(\nu\)-period of \(B\).
Proof. We recall that any matrix diagonalizing matrix $D$ in particular, if $B$ is skew symmetric, we have
\begin{equation}
 G_{\pm}(j, v; i, u) = H_{\pm}(i, u; j, v).
\end{equation}

Remark 5.5. For a given regular $\nu$-period $i$, different choices of slices of $i$ give different Y-systems/T-systems. But they are easily identified by ‘change of variables’, so the choice of a slice is not essential. (See Proposition 5.8 for a more precise statement.) However, in view of the sequence (\ref{eq:5.6}), it is economical, and often natural, to use a slice whose length $t$ is minimal among all the other slices, as in Example 5.4.

One may think that the Y- and T-systems are the both sides of the coin in the sense that they directly determine each other as follows.

Proposition 5.6 (Duality). Let $D = \text{diag}(d_i)_{i \in I}$ be a diagonal matrix such that $D(B) = -DB$. Let $G_{\pm}(j, v; i, u)$ and $H_{\pm}(j, v; i, u)$ the ones in (\ref{eq:5.11}) and (\ref{eq:5.15}), respectively. Then, the following relation holds for any $(j, v) \in P_+$ and $(i, u) \in \bar{P}_+$.
\begin{equation}
d_j G_{\pm}(j, v; i, u) = d_i H_{\pm}(i, u; j, v).
\end{equation}

In particular, if $B$ is skew symmetric, we have
\begin{equation}
 G_{\pm}(j, v; i, u) = H_{\pm}(i, u; j, v).
\end{equation}

Proof. We recall that any matrix $B'$ obtained from $B$ by mutation shares the same diagonalizing matrix $D$ with $B$ \cite[Proposition 4.5]{FZ02}. Then, by comparing (\ref{eq:5.11}) and (\ref{eq:5.15}), we immediately obtain the claim.

5.3. Examples. Let us write down the Y- and T-systems explicitly for the ones in Example 5.3.

(a) $(X, \ell) = (A_4, 4)$. Let $Q, I_+$, and $\nu$ be the one therein. Then, $I_+$ is a regular $\nu$-period of $Q$. We regard $I_+$ as a slice of itself of length 1, and consider the associated Y- and T-systems. We use the index set $I = \{1, 2, 3, 4\} \times \{1, 2, 3\}$ such that $(i, j) \in I$ corresponds to the vertex at the $i$th row (from the left) and the $j$th row (from the bottom). Thus, we have the data $t = 1$, $g = 2$, and $g_{(i, j)} = 2$ for any $(i, j) \in I$. The condition for the forward mutation points is given by
\begin{equation}
 (i, j, u) \in P_+ \iff i + j + u \text{ is even.}
\end{equation}

By writing $y_{(i, j)}(u)$ and $\tilde{x}_{(i, j)}(u)$ as $y_{i, j}(u)$ and $\tilde{x}_{i, j}(u)$, the resulting Y-system and T-system (without coefficients) are as follows.

Y-system: For $(i, j, u) \in \bar{P}_+$,
\begin{equation}
y_{i, j}(u - 1)y_{i, j}(u) + 1 = \frac{(1 + y_{i-1, j}(u))(1 + y_{i+1, j}(u))}{(1 + y_{i, j-1}(u))^{-1}(1 + y_{i, j+1}(u))^{-1}},
\end{equation}

where $y_{0, j}(u) = y_{5, j}(u) = 0$ and $y_{i, 0}(u)^{-1} = y_{4, i}(u)^{-1} = 0$ in the right hand side.

T-system: For $(i, j, u) \in P_+$,
\begin{equation}
 [\tilde{x}_{i, j}(u - 1)]_1 [\tilde{x}_{i, j}(u)]_1 = [\tilde{x}_{i-1, j}(u)]_1 [\tilde{x}_{i+1, j}(u)]_1 + [\tilde{x}_{i, j-1}(u)]_1 [\tilde{x}_{i, j+1}(u)]_1,
\end{equation}
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where \([\tilde{x}_{0,j}(u)]_1 = [\tilde{x}_{5,j}(u)]_1 = [\tilde{x}_{i,0}(u)]_1 = [\tilde{x}_{i,4}(u)]_1 = 1\) in the right hand side.

These are the Y- and T-systems associated with the quantum affine algebras of type \(A_4\) with level 4. The relation (5.21) is also a special case of Hirota’s bilinear difference equation [Hir77], and it is one of the most studied difference equations in various view points. See [HK+10u] for more information.

(b) \((X, \ell) = (B_4, 4)\). Let \(Q, I_1^*, I_2^*, I_3^*, I_4^*, \) and \(\nu\) be the one therein. Then, \((I_i^* | I_j^*)| I_k^*\) is a regular \(\nu\)-period of \(Q\). We regard it as a slice of itself of length 2, and consider the associated Y- and T-systems. We use the index set \(I\) which is the disjoint union of \(\{1, 2, 3, 5, 6, 7\} \times \{1, 2, 3\}\) and \(\{4\} \times \{1, \ldots, 7\}\) such that \((i, j) \in I\) corresponds to the vertex at the \(i\)th column (from the left) and the \(j\)th row (from the bottom). Thus, we have the data \(t = 2, g = 2,\) and \(g_{(i,j)} = 2\) for \(i \neq 4\) and \(g_{(4,j)} = 1\). The condition for the forward mutation points is given by

\[
((i, j), u) \in P_+ \iff \begin{cases} (i, j) \in I_i^* \cup I_j^* & u \equiv 0 \ (4) \\ (i, j) \in I_i^* & u \equiv 1, 3 \ (4) \\ (i, j) \in I_i^* \cup I_j^* & u \equiv 2 \ (4). \end{cases} \tag{5.22}
\]

The resulting Y-system and T-system (without coefficients) are as follows, where the ‘boundary terms’ in the right hand should be ignored as before.

**Y-system:** For \(((i, j), u) \in P_+\) with \(i = 1, 2, 6, 7,\)

\[
y_{i,j}(u - 2)y_{i,j}(u + 2) = \frac{(1 + y_{i-1,j}(u))(1 + y_{i+1,j}(u))}{(1 + y_{i,j-1}(u)^{-1})(1 + y_{i,j+1}(u)^{-1})},
\]

and, with \(i = 3, 4, 5,\)

\[
y_{3,j}(u - 2)y_{3,j}(u + 2) = \frac{(1 + y_{2,j}(u))(1 + y_{4,j-1}(u))(1 + y_{4,j+1}(u))}{(1 + y_{3,j-1}(u)^{-1})(1 + y_{3,j+1}(u)^{-1})},
\]

\[
y_{4,j}(u - 1)y_{4,j}(u + 1) = \begin{cases} \frac{1 + y_{3,j}(u)}{(1 + y_{4,j-1}(u)^{-1})(1 + y_{4,j+1}(u)^{-1})} & u + 2j \equiv 0 \ (4) \\ \frac{1 + y_{4,j-1}(u)}{(1 + y_{4,j}(u))} & u + 2j \equiv 2 \ (4), \end{cases}
\]

\[
y_{4,j+1}(u - 1)y_{4,j+1}(u + 1) = \frac{1}{(1 + y_{4,j-1}(u)^{-1})(1 + y_{4,j+1}(u)^{-1})},
\]

\[
y_{5,j}(u - 2)y_{5,j}(u + 2) = \frac{1}{(1 + y_{5,j-1}(u)^{-1})(1 + y_{5,j+1}(u)^{-1})}. \tag{5.24}
\]

**T-system:** For \(((i, j), u) \in P_+\) with \(i = 1, 2, 6, 7,\)

\[
[\tilde{x}_{i,j}(u - 2)]_1[\tilde{x}_{i,j}(u + 2)]_1 = [\tilde{x}_{i-1,j}(u)]_1[\tilde{x}_{i+1,j}(u)]_1 + [\tilde{x}_{i,j-1}(u)]_1[\tilde{x}_{i,j+1}(u)]_1, \tag{5.25}
\]

\(i, j \in \{1, 2, \ldots, 4\}\) and \(i \neq 0, 4, 6\) and \(j \neq 0, 4, 7\) with \(i, j \neq 1, 2\). Here the \(\tilde{x}_{i,j}(u)\) are the \(\tilde{x}_{i,j}(u+1)\) in 5.21. We refer to [IK+09] for more details.
and, with \( i = 3, 4, 5, \)
\[
\begin{align*}
[x_{3,j}(u-2)]_1[x_{3,j}(u+2)]_1 &= [x_{2,j}(u)]_1[x_{4,2j}(u)]_1 + [x_{3,j-1}(u)]_1[x_{3,j+1}(u)]_1, \\
[x_{4,2j}(u-1)]_1[x_{4,2j}(u+1)]_1 &= \begin{cases} 
[x_{5,j}(u-1)]_1[x_{5,j}(u+1)]_1 + [x_{4,2j-1}(u)]_1[x_{4,2j+1}(u)]_1 & u + 2j \equiv 1 \ (4) \\
[x_{5,j}(u-1)]_1[x_{5,j}(u+1)]_1 + [x_{4,2j-1}(u)]_1[x_{4,2j+1}(u)]_1 & u + 2j \equiv 3 \ (4), \\
[x_{4,2j+1}(u-1)]_1[x_{4,2j+1}(u+1)]_1 & u + 2j \equiv 0 \ (4) \\
[x_{5,j}(u)]_1[x_{5,j+1}(u)]_1 + [x_{4,2j}(u)]_1[x_{4,2j+2}(u)]_1 & u + 2j \equiv 2 \ (4) \\
[x_{5,j}(u-2)]_1[x_{5,j}(u+2)]_1 &= [x_{6,j}(u)]_1[x_{4,2j}(u)]_1 + [x_{5,j-1}(u)]_1[x_{5,j+1}(u)]_1.
\end{cases}
\end{align*}
\]

Under a suitable identification of variables, they coincide with the Y- and T-systems associated with the quantum affine algebras of type \( B_4 \) with level 4. See [IK+10a] for more information.

### 5.4. Standalone versions of T- and Y-systems

We establish certain formal property concerning T- and Y-systems.

We just introduced the T-systems (without coefficient, for simplicity) \((5.10)\) and Y-systems \((5.10)\), as relations inside a cluster algebra \( \mathcal{A}(B, x) \) and a coefficient group \( \mathcal{G}(B, y) \). On the other hand, usually these relations appear without their ‘ambient’ cluster algebras or coefficient groups. Therefore, to apply the cluster algebraic machinery of [FZ07], which has been proved to be so efficient and powerful, it is necessary to establish a precise connection between such ‘standalone’ T- and Y-systems and the ‘built-in’ T- and Y-systems inside cluster algebras. In fact, this has been repeated established case-by-case for each explicit example (e.g., [IK+10c, KNS09, IK+10a, Nak10, NT10]). Here we do it again, and hopeful for the last time, in a general setting.

We continue to use the same notations as in Section 5.2.

First, we introduce the ring/group associated with the built-in T-system/Y-system in cluster algebra/coefficient group.

**Definition 5.7.**

1. The T-subalgebra \( \mathcal{A}_i(B, x) \) of \( \mathcal{A}(B, x) \) associated with a slice \( i = i(0) \mid \cdots \mid i(t-1) \) of a regular \( v \)-period of \( B \) is the subring of \( \mathcal{A}(B, x) \) generated by \( x_i(u) \) \((i, u) \in \mathbb{Z}_+\), or equivalently, generated by \( \tilde{x}_i(u) \) \((i, u) \in \mathbb{Z}_+\).

2. The Y-subgroup \( \mathcal{G}_i(B, y) \) of \( \mathcal{G}(B, y) \) associated with a slice \( i = i(0) \mid \cdots \mid i(t-1) \) of a regular \( v \)-period of \( B \) is the multiplicative subgroup of \( \mathcal{G}(B, y) \) generated by \( y_i(u) \) and \( 1 + y_i(u) \) \((i, u) \in \mathbb{Z}_+\).

The following fact was casually mentioned in Remark 5.8.

**Proposition 5.8.** The algebra \( \mathcal{A}_i(B, x) \) and the group \( \mathcal{G}_i(B, y) \) depend only on \( i \) and do not depend on the choice of a slice of \( i \).
Proof. Suppose we take two different slices of \( i \). Then, there is a natural bijection between the forward mutation points \((i, u) \leftrightarrow (i', u')\) for two choices. Then, we have \( y_i(u) = y_i'(u') \) and \( x_i(u) = x_i'(u') \) in \( \mathcal{A}(B, x, y) \), thanks to the condition \( \text{Univ} \) and Lemma 2.3.

Next, we introduce the corresponding ring/group for the standalone T-system/Y-system.

**Definition 5.9.** (1) Let \( \mathcal{T}(B, i) \) be the commutative ring over \( \mathbb{Z} \) with identity element, with generators \( T_i(u)^{\pm 1} \) \((i, u) \in \mathbb{P}_+ \) and relations \( 5.10 \), where \([\tilde{x}_i(u)]_1\) is replaced with \( T_i(u) \), together with \( T_i(u)T_i(u)^{-1} = 1 \). Let \( \mathcal{T}(B, i) \) be the subring of \( \mathcal{T}(B, i) \) generated by \( T_i(u) \) \((i, u) \in \mathbb{P}_+ \).

(2) Let \( \mathcal{Y}(B, i) \) be the semifield with generators \( Y_i(u) \) \((i, u) \in \mathbb{P}_+ \) and relations \( 5.10 \), where \( y_i(u) \) is replaced with \( Y_i(u) \). Let \( \mathcal{Y}(B, i) \) be the multiplicative subgroup of \( \mathcal{Y}(B, i) \) generated by \( Y_i(u) \) and \( 1 + Y_i(u) \) \((i, u) \in \mathbb{P}_+ \).

Two rings/groups defined above are isomorphic.

**Theorem 5.10.** (1) The ring \( \mathcal{T}(B, i) \) is isomorphic to \( \mathcal{A}_i(B, x) \) by the correspondence \( T_i(u) \mapsto [\tilde{x}_i(u)]_1 \).

(2) The group \( \mathcal{Y}(B, i) \) is isomorphic to \( \mathcal{G}_i(B, y) \) by the correspondence \( Y_i(u) \mapsto y_i(u) \) and \( 1 + Y_i(u) \mapsto 1 + y_i(u) \).

Proof. (1) The map \( \rho : T_i(u) \mapsto [\tilde{x}_i(u)]_1 \) is a ring homomorphism by definition. We can construct the inverse of \( \rho \) as follows. For each \( i \in I \), let \( u_i \in \mathbb{Z} \) be the smallest nonnegative \( u_i \) such that \((i, u_i) \in \mathbb{P}_+ \). We define a ring homomorphism \( \phi : \mathbb{Z}[x_i^{\pm 1}]_{i \in I} \to \mathcal{T}(B, i) \) by \( x_i^{\pm 1} \mapsto T_i(u_i - \frac{u_i}{u_j})^{\pm 1} \). Thus, we have \( \phi([\tilde{x}_i(u_i)]_1) = [x_i(u_i)]_1 \mapsto T_i(u_i - \frac{u_i}{u_j}) \). Furthermore, one can prove that \( \phi([\tilde{x}_i(u_i)]_1) \mapsto T_i(u) \) for any \((i, u) \in \mathbb{P}_+ \) by induction on the forward mutations for \( u > u_i - \frac{u_i}{u_j} \) and on the backward mutations for \( u < u_i - \frac{u_i}{u_j} \), using the common T-systems for the both sides. By the restriction of \( \phi \) to \( \mathcal{A}_i(B, x) \), we obtain a ring homomorphism \( \varphi : \mathcal{A}_i(B, x) \to \mathcal{T}(B, i) \), which is the inverse of \( \rho \).

(2) This is parallel to (1). The map \( \rho : Y_i(u) \mapsto y_i(u) \) and \( 1 + Y_i(u) \mapsto 1 + y_i(u) \) is a group homomorphism by definition. We can construct the inverse of \( \rho \) as follows. For each \( i \in I \), let \( u_i \in \mathbb{Z} \) be the largest nonpositive \( u_i \) such that \((i, u_i) \in \mathbb{P}_+ \). We define a semifield homomorphism \( \phi : \mathbb{P}_{\text{univ}} \to \mathcal{Y}(B, i) \) as follows. If \( u_i = 0 \), then \( \phi(y_i) = Y_i(0) \). If \( u_i < 0 \), we define

\[
\phi(y_i) = Y_i(u_i)^{-\delta_{i,v}(u)} \prod_{j < v} (1 + Y_j(v))^{-b_{j,v}(u)} \prod_{j > v} (1 + Y_j(v)^{-1}b_{j,v}(u)), \tag{5.27}
\]

where the product in the numerator is taken for \((j, v) \in \mathbb{P}_+ \) such that \( u_i < v < 0 \) and \( b_{j,v}(u) < 0 \), and the product in the denominator is taken for \((j, v) \in \mathbb{P}_+ \) such that \( u_i < v < 0 \) and \( b_{j,v}(u) > 0 \). Then, we have \( \phi : y_i(u_i) \mapsto Y_i(u_i) \). Furthermore, one can prove that \( \phi : y_i(u) \mapsto Y_i(u) \) for any \((i, u) \in \mathbb{P}_+ \) by induction on the
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forward mutations for \( u > u_i \) and on the backward mutations for \( u < u_i \), using the common Y-systems for the both sides. By the restriction of \( \phi \) to \( G_i(B, y) \), we obtain a group homomorphism \( \varphi : G_i(B, y) \to Y^e(B, i) \), which is the inverse of \( \rho \).

Aside from the direct connection between T- and Y-systems in Proposition 5.6, there is an algebraic connection, which has been noticed since the inception of the original T- and Y-systems [KP92, KNS94].

Proposition 5.11. Let \( T(B, i) \) be the ring in Definition 5.9. For each \( (i, u) \in \mathcal{P}_+ \), we set

\[
Y_i(u) := \frac{\prod_{(j,v) \in \tilde{\mathcal{P}}_+} T_j(u)^{H_{+}(j,v,i,u)}}{\prod_{(j,v) \in \tilde{\mathcal{P}}_+} T_j(u)^{H_{-}(j,v,i,u)}}.
\]

Then, \( Y_i(u) \) satisfies the Y-system (5.10) in \( T(B, i) \) by replacing \( y_i(u) \) with \( Y_i(u) \).

Note that (5.28) is the ratio of the first and second terms in (5.16). Proof. Thanks to the isomorphism in Theorem 5.10, one can work in the localization of \( A_i(B, x) \) by generators \( [\tilde{x}_i(u)]_1 \) \((i, u) \in \tilde{\mathcal{P}}_+ \), which is a subring of the ambient field \( \mathbb{Q}(x) \). The claim is translated therein as follows: For each \( (i, u) \in \mathcal{P}_+ \), we set

\[
\tilde{y}_i(u) := \frac{\prod_{(j,v) \in \tilde{\mathcal{P}}_+} [\tilde{x}_j(v)]_1^{H_{+}(j,v,i,u)}}{\prod_{(j,v) \in \tilde{\mathcal{P}}_+} [\tilde{x}_j(v)]_1^{H_{-}(j,v,i,u)}} = \prod_{j \in I} [x_j(u)]_1^{b_{ji}(u)}.
\]

Then \( \tilde{y}_i(u) \) satisfies the Y-system (5.10) by replacing \( y_i(u) \) with \( \tilde{y}_i(u) \). In fact, this claim is an immediate consequence of [FZ07, Proposition 3.9].

Remark 5.12. Some classic examples of T- and Y-systems are not always in the ‘straight form’ presented here, but represented by generators \( T_i(u) \) and \( Y_i(u) \) whose indices \( i \) belong to the orbit space \( I/\nu \) of \( I \) by \( \nu \). For example, the T- and Y-systems for type \((X, \ell) = (B_4, 4)\) in Section 5.3 [IKK10], and the sine-Gordon T- and Y-systems for Example 3.6 [NT10] are such cases. In these examples, it is just a ‘change of notation’ for generators. However, this makes the reconstruction of the initial exchange matrix \( B \) from given T- or Y-systems nontrivial, because \( a \text{ priori} \) we only know \( I/\nu \), and we have to find out true index set \( I \) and \( \nu \) with some guesswork.
5.5. T- and Y-systems for general period. Conceptually, the notions of T- and Y-systems can be straightforwardly extended to general \( \nu \)-periods of \( B \), though they become a little apart from the ‘classic’ T- and Y-systems. We will use them in Section 6.

Let \( i = i(0) \mid \cdots \mid i(t - 1) \) be a slice of any (not necessarily regular) \( \nu \)-period \( i \) of \( B \). One can still define the sequence of seeds \( (B(u), x(u), y(u)) \) \( (u \in \mathbb{Z}) \) and the forward mutation points \( (i, u) \in P^+ \) as in the regular case.

Fix \( i \in I \), and let

\[
\ldots, (i, u), (i, u'), (i, u''), \ldots \quad (\cdots < u < u' < u'' < \ldots) \tag{5.30}
\]

be the sequence of the forward mutation points. (It may be empty for some \( i \).) In general, if it is not empty, the sequence \( \ldots, u, u', u'', \ldots \) is periodic for \( u \rightarrow u + tg \), but it does not necessarily have the common difference. For each \((i, u) \in P^+ \), let \((i, u + \lambda_+ (i, u)) \) and \((i, u - \lambda_- (i, u)) \) be the nearest ones to \((i, u) \) in the sequence \((5.30)\) in the forward and backward directions, respectively; in other words, \((i, u - \lambda_- (i, u)) \), \((i, u), (i, u + \lambda_+ (i, u)) \) are three consecutive forward mutation points in \((5.30)\). If \( i \) is regular, then \( \lambda_\pm (i, u) = tg \), which is the common difference (therefore, called regular). In general, we have \( 0 < \lambda_\pm (i, u) < t g \), \( \lambda_\pm (i, u + tg) = \lambda_\pm (i, u) \), and

\[
\lambda_+ (i, u - \lambda_- (i, u)) = \lambda_- (i, u). \tag{5.31}
\]

Let \( J(i, \nu) \) be the subset of \( I \) consisting of all the components of \( j(i, \nu) \). Note that the condition (A1) in Definition 5.1 means that \( J(i, \nu) \) is \( I \).

Using these notations, the relations \((5.8)\) and \((5.12)\) are generalized as follows. For \((i, u) \in P^+ \),

\[
y_i (u) y_{i, u + \lambda_+ (i, u)} = \prod_{(j, v) \in P^+} \frac{(1 + y_j (v))^{G_{\lambda_+} (j, v; i, u)}}{\prod_{(j, v) \in P^+} (1 + y_j (v)^{-1})^{G_{\lambda_-} (j, v; i, u)}}, \tag{5.32}
\]

and

\[
x_i (u) x_{i, u + \lambda_+ (i, u)} = \frac{y_i (u)}{1 + y_i (u)} \prod_{j \in I \backslash J(i, \nu); b_j > 0} x_j^{b_j (u)} \prod_{(j, v) \in P^+} x_j (v)^{H_+ (j, v; i, u)} \tag{5.34}
\]

\[
x_i (u) x_{i, u + \lambda_+ (i, u)} = \frac{1}{1 + y_i (u)} \prod_{j \in I \backslash J(i, \nu); b_j < 0} x_j^{b_j (u)} \prod_{(j, v) \in P^+} x_j (v)^{H_- (j, v; i, u)}, \tag{5.35}
\]

and

\[
G_{\lambda_+} (j, v; i, u) = \begin{cases} 
\sum b_j (v) & v \in (u, u + \lambda_+ (i, u)), b_j (v) \leq 0 \\
0 & \text{otherwise},
\end{cases} \tag{5.33}
\]
When a $\nu$-period $i$ of $B$ satisfies the condition (A1) in Definition 5.1, the relation (5.34) slightly simplifies as

\[ x_i(u)x_i(u + \lambda_+(i, u)) = \frac{y_i(u)}{1 + y_i(u)} \prod_{(j,v) \in P^+} x_j(v)^{H'_+(j,v;i,u)} + \frac{1}{1 + y_i(u)} \prod_{(j,v) \in P^+} x_j(v)^{H'_-(j,v;i,u)}. \] (5.36)

Unfortunately, one cannot simultaneously rewrite (5.32) and (5.34)/(5.36) into the balanced form similar to (5.10) and (5.14). Therefore, we just regard (5.32) and (5.34)/(5.36) as the Y- and T-systems associated with a slice $i = i(0) | \cdots | i(t-1)$ of a $\nu$-period of $B$.

Accordingly, Proposition 5.6 is generalized as follows.

**Proposition 5.13** (Duality). Let $D = \text{diag}(d_i)_{i \in I}$ be a diagonal matrix such that $t\cdot(DB) = -DB$. Let $G'_\pm(j,v;i,u)$ and $H'_\pm(j,v;i,u)$ the ones in (5.33) and (5.35), respectively. Then, the following relation holds for any $(j,v) \in P^+$ and $(i,u) \in \tilde{P}^+$.

\[ d_jG'_\pm(j,v;i,u - \lambda_-(i,u)) = d_iH'_\pm(i,u;j,v). \] (5.37)

In particular, if $B$ is skew symmetric, we have

\[ G'_\pm(j,v;i,u - \lambda_-(i,u)) = H'_\pm(i,u;j,v). \] (5.38)

**Proof.** This is immediate from (5.33) and (5.35). \qed

The results in Section 5.4 can be also generalized and/or modified straightforwardly. We leave it as an exercise for the reader.

### 6. Dilogarithm identities

Now we are ready to work on the main subject of the paper, the dilogarithm identities associated with any period of a seed. They are natural generalizations of the results in the former examples [FS95, Cha05, Nak09b, IIK+10a, IIK+10b, NT10]. The subject has originated from the pioneering works by Bazhanov, Kirillov, and Reshetikhin [KR86, Kir89, KR90, BR90]. See also [Kir95, Zag07, Nah07] for further background of the identities.

#### 6.1. Dilogarithm identities. Here we concentrate on the case when the exchange matrix $B$ is skew symmetric. (See Section 6.1 for the skew symmetrizable case.) Let $i$ be any period of $(B, x, y)$. In particular, $i$ is also a period of $B$. Let $i = i(0) | \cdots | i(t-1)$ be any slice of $i$. Then, the sequence of seeds $(B(u), x(u), y(u)) (u \in \mathbb{Z})$ and the forward mutation points $(i, u) \in P^+$ are defined as in Section 5 and we have the associated Y-system (5.32).
To emphasize the periodicity, we set $\Omega := t$. Then, by the periodicity assumption, we have

$$y_i(u + \Omega) = y_i(u). \quad (6.1)$$

Accordingly, we define the ‘fundamental regions’ $S_+$ of forward mutation points by

$$S_+ = \{(i, u) \in P_+ | 0 \leq u < \Omega\}. \quad (6.2)$$

Thanks to Theorem 2.2, each Laurent monomial $[y_i(u)]$ in $y ((i, u) \in P_+)$ is either positive or negative. Let $N_+$ (resp. $N_-$) be the total number of positive (resp. negative) monomials $[y_i(u)]$ in the fundamental region $S_+$.

Let $L(x)$ be the Rogers dilogarithm function [Lew81].

$$L(x) = -\frac{1}{2} \int_0^x \left\{ \log(1 - y) + \log \frac{y + 1}{1 - y} \right\} dy \quad (0 \leq x \leq 1). \quad (6.3)$$

It satisfies the following properties.

$$L(0) = 0, \quad L(1) = \frac{\pi^2}{6}, \quad (6.4)$$

$$L(x) + L(1-x) = \frac{\pi^2}{6} \quad (0 \leq x \leq 1). \quad (6.5)$$

The following is the main result of the paper.

**Theorem 6.1** (Dilogarithm identity in the skew symmetric case). Suppose that a family of real positive numbers $\{Y_i(u) | (i, u) \in P_+\}$ satisfies the Y-system (5.32) by replacing $y_i(u)$ with $Y_i(u)$. Then, we have the identities.

$$\frac{6}{\pi^2} \sum_{(i,u) \in S_+} L \left( \frac{Y_i(u)}{1 + Y_i(u)} \right) = N_-, \quad (6.6)$$

$$\frac{6}{\pi^2} \sum_{(i,u) \in S_+} L \left( \frac{1}{1 + Y_i(u)} \right) = N_+. \quad (6.7)$$

Two identities (6.6) and (6.7) are equivalent to each other due to (6.5).

### 6.2. Proof of Theorem 6.1

We prove Theorem 6.1 using the method developed by [FS95, Cha95, Nak09b].

We start from a very general theorem on the ‘constancy property’ of dilogarithm sum by Frenkel-Szemes [FS95]. For any multiplicative abelian group $A$, let $A \otimes \mathbb{Z} A$ be the additive abelian group with generators $f \otimes g \ (f, g \in A)$ and relations

$$(fg) \otimes h = f \otimes h + g \otimes h, \quad f \otimes (gh) = f \otimes g + f \otimes h. \quad (6.8)$$

It follows that we have

$$1 \otimes h = h \otimes 1 = 0, \quad f^{-1} \otimes g = f \otimes g^{-1} = -f \otimes g. \quad (6.9)$$
Let $S^2 A$ be the subgroup of $A \otimes \mathbb{Z} A$ generated by $f \otimes f \ (f \in A)$. Define $A^2 A$ be the quotient group of $A \otimes \mathbb{Z} A$ by $S^2 A$. In $A \otimes \mathbb{Z} A$ we use $\wedge$ instead of $\otimes$. Hence, $f \wedge g = -g \wedge f$ holds.

Now let $I$ be any open or closed interval of $\mathbb{R}$, and let $\mathcal{C}(I)$ be the multiplicative abelian group of all the differentiable functions $f(t)$ from $I$ to the set of all the positive real numbers $\mathbb{R}^+$. 

**Theorem 6.2 ([FS95 Proposition 1]).** Let $f_1(t), \ldots, f_k(t)$ be differentiable functions from $I$ to $(0, 1)$. Suppose that they satisfy the following relation in $\wedge^2 \mathcal{C}(I)$.

$$\sum_{i=1}^k f_i(t) \wedge (1 - f_i(t)) = 0 \quad \text{(constancy condition).} \tag{6.10}$$

Then, the dilogarithm sum $\sum_{i=1}^k L(f_i(t))$ is constant with respect to $t \in I$.

We remark that the proof of the theorem by [FS95] is quite simple, just showing the derivative of the dilogarithm sum vanishes by the symmetry reason.

Next we use the idea of Chapoton [Cha05] to integrate the condition (6.10) in the cluster algebra setting. We are going to prove the following claim.

**Proposition 6.3.** In $\wedge^2 P_{\text{univ}}(y)$, the following relation holds.

$$\sum_{(i,u) \in S^+} \frac{y_i(u)}{1 + y_i(u)} \wedge \frac{1}{1 + y_i(u)} = 0, \tag{6.11}$$

or, equivalently,

$$\sum_{(i,u) \in S^+} y_i(u) \wedge (1 + y_i(u)) = 0. \tag{6.12}$$

It is clear that the relations (6.11) and (6.12) are equivalent. We call them the constancy condition for the dilogarithm identities (6.6) and (6.7). Temporarily assuming Proposition 6.3, we prove the following theorem, which is equivalent to Theorem 6.1.

**Theorem 6.4.** Let $\mathbb{R}^+$ be the semifield of all the positive real numbers with the usual multiplication and addition. Then, for any semifield homomorphism $\varphi : P_{\text{univ}}(y) \to \mathbb{R}^+$, we have the identity,

$$\frac{6}{\pi^2} \sum_{(i,u) \in S^+} L\left(\varphi\left(\frac{y_i(u)}{1 + y_i(u)}\right)\right) = N_-, \tag{6.13}$$

$$\frac{6}{\pi^2} \sum_{(i,u) \in S^+} L\left(\varphi\left(\frac{1}{1 + y_i(u)}\right)\right) = N_+. \tag{6.14}$$

**Proof.** We concentrate on the first case (6.13). The proof separates into two steps.
Lemma 6.6. The following properties hold.

Step 1: Consistency. Let us first show that the left hand side of (6.13) is independent of the choice of \( \varphi \). Note that any semifield homomorphism \( \varphi \) is determined by the values \( \varphi(y_i) \) \((i \in I)\) of generators of \( P_{\text{univ}}(y) \). Let \( \varphi_0 \) and \( \varphi_1 \) be different homomorphisms from \( P_{\text{univ}}(y) \) to \( \mathbb{R}_+ \). Then we introduce the one parameter family of homomorphisms \( \varphi_t : P_{\text{univ}}(y) \to \mathbb{R}_+ \) \((t \in [0,1])\) interpolating \( \varphi_0 \) to \( \varphi_1 \) by \( \varphi_t(y_i) = (1-t)\varphi_0(y_i) + t\varphi_1(y_i) \). Set \( f_{i,u}(t) := \varphi_t(y_i(u)/(1 + y_i(u))) \) \((i,u) \in S_+ \) and regard them as a family of functions of \( t \) in the interval \([0,1]\). Then, due to (6.11), they satisfy the constancy condition (6.10) with \( I = [0,1] \). Then, by Theorem 6.2, the left hand side of (6.13) for \( \varphi = \varphi_t \) is independent of \( t \); in particular, it is the same for \( \varphi = \varphi_0 \) and \( \varphi_1 \).

Step 2: Evaluation at \( 0/\infty \) limit. Since we established the constancy of the left hand side of (6.13), we evaluate it at a certain limit of \( \varphi \) where each value \( \varphi(y_i(u)/(1 + y_i(u))) \) \((i,u) \in S_+ \) goes to either 0 or \( \infty \) \((0/\infty \) limit). Then, by (6.4), the value of the left hand side of (6.13) is the total number of \((i,u) \in S_+ \) such that the value \( \varphi(y_i(u)/(1 + y_i(u))) \) goes to \( \infty \). It is not obvious that such a limit exists. However, simply take the one parameter family of the homomorphism \( \varphi_t : P_{\text{univ}} \to \mathbb{R}_+ \) \((t \in (0,\epsilon))\) for some \( \epsilon > 0 \) defined by \( \varphi_t(y_i) = t \) for any \( i \in I \). Then, thanks to (2.6) and the parts (a) and (c) of Conjecture 2.1/Theorem 2.2, the limit \( \lim_{\epsilon \to 0} \varphi_t \) is indeed a \( 0/\infty \) limit, and the total number of \((i,u) \in S_+ \) such that the value \( \varphi(y_i(u)/(1 + y_i(u))) \) goes to \( \infty \) is exactly \( N_- \).

Remark 6.5. In the above proof, Step 1 (constancy) is due to [FS95], and Step 2 (evaluation at \( 0/\infty \) limit) is due to [Cha05].

6.3. First proof of Proposition 6.3. We give two proofs in this and the next subsections. The first one here is a generalization of the former proofs for special cases [Nak09b, HK+10a], which is a somewhat brute force proof with \'change of indices\'.

To start, we claim that one can assume all the components of \( \dot{I} \) exhaust \( I \). In fact, if the condition does not hold, one may reduce the index set \( I \) so that the condition holds, since doing that does not affect the Y-system (5.32). Note that the condition is nothing but the condition (A1) in Definition 5.1 with \( \nu = \text{id} \). Thus, the accompanying T-system has the simplified form (5.34). Furthermore, by the periodicity assumption and Theorem 4.3 (a), we have

\[
  x_i(u + \Omega) = x_i(u). \tag{6.15}
\]

Now, let \( F_i(u) \) be the \( F \)-polynomials at \((i,u)\).

Lemma 6.6. The following properties hold.

(a) Periodicity: \( F_i(u + \Omega) = F_i(u) \).

(b) For \((i,u) \in S_+ \),

\[
  F_i(u) F_i(u + \lambda_+(i,u)) = \left[ \frac{y_i(u)}{1 + y_i(u)} \right] \prod_{(j,v) \in P_+} F_j(v)^{H'_+(j,v,i,u)} \\
  + \left[ \frac{1}{1 + y_i(u)} \right] \prod_{(j,v) \in P_+} F_j(v)^{H'_-(j,v,i,u)}. \tag{6.16}
\]
(c) For \((i, u) \in S_+\),
\[
y_i(u) = \prod_{(j,v) \in P_+} F_j(v)^{H'_e(j,v,i,u)} [y_i(u)]_T \prod_{(j,v) \in P_+} F_j(v)^{H'_e(j,v,i,u)},
\]
(6.17)
\[
y_i^2 = \prod_{(j,v) \in P_+} F_j(v)^{H'_e(j,v,i,u)} [1 + y_i(u)]_T \prod_{(j,v) \in P_+} F_j(v)^{H'_e(j,v,i,u)}
\]
(6.18)

Proof. (a) This is obtained from the specialization of (6.15). (b) This is obtained from the specialization of (5.36). (c) The first equality is obtained by rewriting (6.12) with (5.35). The second one is obtained from the first one and (b). 

Proof of Proposition 6.3. We prove (6.12). We put (6.17) and (6.18) into the left hand side of (6.12), expand it, then, sum them up into three parts as follows.

The first part consists of the terms only involving tropical coefficients, i.e.,
\[
\sum_{(i,u) \in S_+} [y_i(u)]_T \prod_{(j,v) \in P_+} F_j(v)^{H'_e(j,v,i,u)}
\]
(6.19)

By Theorem 2.2 each monomial \([y_i(u)]_T\) is either positive or negative. If it is positive, then \([y_i(u)]_T \prod_{(j,v) \in P_+} F_j(v)^{H'_e(j,v,i,u)} = 0\). If it is negative, then, \([y_i(u)]_T \prod_{(j,v) \in P_+} F_j(v)^{H'_e(j,v,i,u)} = 0\). Therefore, the sum (6.19) vanishes.

The second part consists of the terms involving both tropical coefficients and \(F\)-polynomials. We separate them into five parts,
\[
\sum_{(i,u) \in S_+} [y_i(u)]_T \prod_{(j,v) \in P_+} F_j(v)^{H'_e(j,v,i,u)}
\]
(6.20)
where we changed indices and also used the periodicity of \([y_i(u)]_T, F_i(u), \lambda_- (i, u), \) and \(H'_n(j, v; i, u).\) Recall the relation \(H'_n(i, u; j, v) = G'_n(j, v; i, u - \lambda_- (i, u))\) in (5.38). Then, the sum of the above five terms vanishes due to the ‘tropical Y-system’

\[
[y_i (u - \lambda_- (i, u))]_T[y_i (u)]_T = \prod_{(j, v) \in P_+} \frac{[1 + y_j(v)]^G_{n}(j, v; i, u - \lambda_- (i, u))}{[1 + y_j(v)]^{G'}_{n}(j, v; i, u - \lambda_- (i, u))}, \tag{6.21}
\]

which is a specialization of (5.32).

The third part consists of the terms involving only \(F\)-polynomials. It turns out that this part requires the most elaborated treatment. We separate them into three parts,

\[
\begin{align*}
(A) &= \sum_{(i, u) \in S_+} \prod_{(j, v) \in P_+} F_j(v)^{H'_n(j, v; i, u)} \land F_i(u), \tag{6.22} \\
(B) &= \sum_{(i, u) \in S_+} \prod_{(j, v) \in P_+} F_j(v)^{H'_n(j, v; i, u)} \land F_i(u + \lambda_+(i, u)), \tag{6.23} \\
(C) &= \sum_{(i, u) \in S_+} \prod_{(j, v) \in P_+} F_j(v)^{H'_n(j, v; i, u)} \land \prod_{(j, v) \in P_+} F_j(v)^{-H'_n(j, v; i, u)}. \tag{6.24}
\end{align*}
\]

Let us rewrite each term so that their cancellation becomes manifest.

The first term (A) is rewritten as follows.

\[
\begin{align*}
(A) &= \sum_{(i, u) \in S_+} \prod_{(j, v) \in P_+} F_j(v)^{b_{ji}(u)} \land F_i(u) \\
&= \sum_{(i, u) \in S_+} b_{ji}(u) F_j(v) \land F_i(u) \\
&= \sum_{(i, u) \in S_+} b_{ji}(v) F_j(v) \land F_i(u) \\
&= \sum_{(i, u) \in S_+} b_{ji}(\min(u, v)) F_j(v) \land F_i(u).
\end{align*}
\]

Here the third line is obtained from the second one by the exchange \((i, u) \leftrightarrow (j, v)\) of indices, the skew symmetric property \(b_{ji}(u) = -b_{ij}(u),\) and the periodicity; the
last line is obtained by averaging the second and the third ones; therefore, there is the factor 1/2 in the front. We also mention that, in the last line, the pair \((i, u), (j, v)\) with \(u = v\) does not contribute to the sum, because in that case we have \(b_{ji}(u) = 0\) due to the condition \([4.4]\).

Similarly, the second term (B) is rewritten as follows.

\[
\begin{aligned}
\text{(B)} &= \sum_{(i,u)\in S_+} \prod_{v \in (v - \lambda_-(j,v),v)} F_j(v) b_{ji}(u) \wedge F_i(u + \lambda_+(i,u)) \\
&= \sum_{(i,u)\in S_+} \prod_{u - \lambda_-(i,u)\in (v - \lambda_-(j,v),v)} b_{ji}(u - \lambda_-(i,u)) F_j(v) \wedge F_i(u) \\
&= \frac{1}{2} \sum_{(i,u)\in S_+} \prod_{(u - \lambda_-(i,u), u) \cap (v - \lambda_-(j,v),v) \neq \emptyset} b_{ji}(\max(u - \lambda_-(i,u), v - \lambda_-(j,v))) F_j(v) \wedge F_i(u).
\end{aligned}
\]

The third term (C) is written as follows.

\[
\begin{aligned}
\text{(C)} &= \sum_{(i,u),(j,v)\in P_+} \left( \sum_{(k,w)\in S_+} \sum_{k\in (u - \lambda_-(i,u), u) \cap (v - \lambda_-(j,v),v)} b_{jk}(w)b_{ik}(w) \right) F_j(v) \wedge F_i(u) \\
&= \sum_{(i,u),(j,v)\in P_+} \left( \sum_{(k,w)\in S_+} \sum_{k\in (u - \lambda_-(i,u), u) \cap (v - \lambda_-(j,v),v)} -b_{jk}(w)b_{ik}(w) \right) F_j(v) \wedge F_i(u) \\
&= \frac{1}{2} \sum_{(i,u)\in S_+} \sum_{(j,v)\in P_+} \left( \sum_{(k,w)\in P_+} \sum_{k\in (u - \lambda_-(i,u), u) \cap (v - \lambda_-(j,v),v)} -\frac{1}{2} \left( b_{jk}(w)|b_{ki}(w)| + |b_{jk}(w)|b_{ki}(w) \right) \right) F_j(v) \wedge F_i(u).
\end{aligned}
\]

Here the second line is obtained from the first one by the exchange \((i, u) \leftrightarrow (j, v)\) of indices; the last line is obtained by averaging the first and the second ones; therefore, there is the factor 1/2 in the front. We also mention that, in the last line, \((k, w)\) with \(b_{jk}(w)\) and \(b_{ik}(w)\) having the same sign does not contribute to the second sum, because in that case \(b_{jk}(w)|b_{ki}(w)| + |b_{jk}(w)|b_{ki}(w) = 0\).

Now the sum (A) + (B) + (C) cancel due to the mutation of matrices (see \([2.1]\))

\[
\begin{aligned}
b_{ji}(\min(u,v)) &= -b_{ji}(\max(u - \lambda_-(i,u), v - \lambda_+(j,v))) \\
&+ \sum_{k\in (u - \lambda_-(i,u), u) \cap (v - \lambda_-(j,v),v)} \frac{1}{2} \left( b_{jk}(w)|b_{ki}(w)| + |b_{jk}(w)|b_{ki}(w) \right) \tag{6.25}
\end{aligned}
\]

for \((u - \lambda_-(i,u), u) \cap (v - \lambda_-(j,v), v) \neq \emptyset\).
6.4. Local version of constancy condition and second proof of Proposition 6.3. Here we give a ‘local’ version of Proposition 6.3 thereby providing an alternative proof of Proposition 6.3. The formula here is parallel to the ones in [FG09a, Lemma 6.1] and [FG09b, Lemma 2.17] by Fock and Goncharov. In fact, we have reached the formula while trying to interpolate Proposition 6.3 and their results. An important difference from their formulas is the use of $F$-polynomials in (6.26).

Let $A(B, x, y)$ be any cluster algebra. For each seed $(B', x', y')$, we set

$$V' = \frac{1}{2} \sum_{i \in I} F'_i \land (y'_i | T) = \sum_{i \in I} F'_i \land y'_i + \frac{1}{2} \sum_{i, j \in I} b'_{ij} F'_i \land F'_j,$$  \hspace{1cm} (6.26)

where $F'_i = F'_i(y') (i \in I)$ are the $F$-polynomials for $(B', x', y')$.

**Proposition 6.7** (Local constancy, cf. [FG09a, Lemma 6.1], [FG09b, Proposition 2.14 & Lemma 2.17]). Let $(B', x', y')$ and $(B'', x'', y'')$ be any seeds such that $(B'', x'', y'') = \mu_k(B', x', y')$. Then, we have the following relation in $\bigwedge^2 P_{univ}(y)$.

$$V'' - V' = y''_k \land (1 + y''_k).$$  \hspace{1cm} (6.27)

**Proof.** Our proof is parallel to the first proof of Proposition 6.3. We use the following property of the corresponding $F$-polynomials, which are derived as Lemma 6.6.

(a) For the above $k$,

$$F'_k F''_k = \left[ \frac{y''_k}{1 + y''_k} \right] T_{j: b'_jk > 0} F'_j y''_j + \left[ \frac{1}{1 + y''_k} \right] T_{j: b'_jk < 0} F'_j - y''_j.$$  \hspace{1cm} (6.28)

(b) For any $i \in I$,

$$y'_i = \left[ y'_i \right] T_{j: b'_{ji} > 0} F'_j y''_j = \left[ y'_i \right] T_{j: b'_{ji} < 0} F'_j - y''_j.$$  \hspace{1cm} (6.29)

(c) For the above $k$,

$$1 + y'_k = \left[ 1 + y'_k \right] T_{j: b'_{jk} < 0} F'_j y''_j.$$  \hspace{1cm} (6.30)

We put (6.28) and (6.30) into the right hand side of (6.27), expand it, then, sum them up into three parts as before.

The first part consists of the single term $[y'_k] T \land [1 + y'_k] T$, which vanishes by the same reason as before.
The second part consists of the terms involving both tropical coefficients and $F$-polynomials. We separate them into five parts as (6.20). By an easy calculation as before, they are summarized as follows.

$$\sum_{i \in I} F'_i \wedge [y'_i]_T - \sum_{i \in I} F'_i \wedge [y'_i]_T. \quad (6.31)$$

The third part consists of the terms involving only $F$-polynomials. We separate them into three parts as (6.22)–(6.24). Then, they are summarized as follows.

$$\frac{1}{2} \sum_{i \in I} F''_i \wedge \frac{y''_i}{[y'_i]_T} - \frac{1}{2} \sum_{i \in I} F'_i \wedge \frac{y'_i}{[y'_i]_T}. \quad (6.32)$$

Therefore, we obtain the claim.

Proposition 6.3 is immediately obtained from Proposition 6.7 as follows. For any $u \in \mathbb{Z}$, we set

$$V(u) = \frac{1}{2} \sum_{i \in I} F_i(u) \wedge (y_i(u)[y_i(u)]_T). \quad (6.33)$$

Note that $V(0) = 0$ because $F_i(0) = 1$. Then, by Proposition 6.7, we have, for $u > 0$,

$$V(u) = \sum_{(k,v) \in P, 0 \leq v < u} y_k(v) \wedge (1 + y_k(v)). \quad (6.34)$$

Then, from the periodicity $V(\Omega) = V(0) = 0$, we obtain (6.12).

### 6.5. Skew symmetrizable case.

For a skew symmetrizable matrix $B$, the dilogarithm identities should be slightly modified. Let $D = \text{diag}(d_i)_{i \in I}$ be the (left) skew symmetrizer of $B$, namely, $d_i b_{ij} = -d_j b_{ji}$ holds. Let $\tilde{d} = \text{LCM}(d_i)_{i \in I}$ and define $\tilde{d}_i = d_i / \tilde{d} \in \mathbb{N}$ ($i \in I$). Then, $\tilde{D} = \text{diag}(\tilde{d}_i)_{i \in I}$ be the right skew symmetrizer of $B$, namely, $b_{ij} \tilde{d}_j = -b_{ji} \tilde{d}_i$ holds. Let $\tilde{N}_+$ (resp. $\tilde{N}_-$) be the total number of positive (resp. negative) monomials $[y_i(u)]_T$ in the fundamental region $S_+$ with multiplicity $\tilde{d}_i$. Then, the identities (6.3) and (6.7) should be modified as

$$\frac{6}{\pi^2} \sum_{(i,u) \in S_+} \tilde{d}_i L \left( \varphi \left( \frac{y_i(u)}{1 + y_i(u)} \right) \right) = \tilde{N}_+, \quad (6.35)$$

$$\frac{6}{\pi^2} \sum_{(i,u) \in S_+} \tilde{d}_i L \left( \varphi \left( \frac{1}{1 + y_i(u)} \right) \right) = -\tilde{N}_-, \quad (6.36)$$

and (6.26) and (6.27) should be modified as

$$V' := \frac{1}{2} \sum_{i \in I} \tilde{d}_i F'_i \wedge (y'_i)\left(\frac{y'_i}{[y'_i]_T}\right) = \sum_{i \in I} \tilde{d}_i F'_i \wedge y'_i + \frac{1}{2} \sum_{i,j \in I} b'_{ij} \tilde{d}_j F'_i \wedge F'_j, \quad (6.37)$$
\[ V'' - V' = \tilde{d}_k y_k' \wedge (1 + y_k'). \] (6.38)

Unfortunately, for skew symmetrizable matrices one cannot yet prove (6.35), (6.36), and (6.38). This is because Conjecture 2.1 (the facts (a) and (c), in particular) is not yet proved, and we need it for the existence of the 0/∞ limit and also for \([y_k]'_T \wedge [1 + y_k]'_T\) to vanish. However, one can prove the rest by repeating the same argument. To summarize, we have the following intermediate result in the skew symmetrizable case.

**Theorem 6.8.** Suppose that Conjecture 2.1 is true. Then, for any skew symmetrizable matrix, we have (6.38) and the identities (6.35) and (6.36).

### 6.6. Concluding remark.

Let us conclude the paper by raising one natural question.

**Problem 6.9.** Describe the numbers \(N_\pm\) and \(N'_\pm\) in Theorems 6.1 and 6.8 by some other ways.
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