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Abstract

We derive the electric current on surface of a normal metal or superconductor induced by the light bosonic dark matter, such as axion or hidden photon, by appropriately taking account of the boundary condition of the electric and magnetic field at the surface. We discuss detection possibility of such an electric current.
1 Introduction

The QCD axion or the axion-like particle is one of the best-motivated candidates of light dark matter (DM) in the universe [1–5]. Another well-motivated light DM candidate is the hidden photon. Several production mechanisms of the hidden photon to explain the observed DM abundance have been proposed [6–15]. There are many ongoing and proposed experiments to probe the axion-like particle or hidden photon DM, although it is not discovered yet [16–53].

Recently, Refs. [52, 53] proposed a novel detection method of axion DM. Under the axion DM background and the applied external magnetic field, the oscillating electric field is induced, which leads to oscillating electric current on a superconductor or normal metal. Although the magnetic field is screened inside the superconductor, there is a thin layer region...
around its surface in which the external magnetic field exists. Then the oscillating current emits the dipole radiation and it can be detected by radio antenna. The same situation in the case of perfect metal was analyzed in Ref. [23] and there it was found that the electric field vanishes at the surface. Thus there should be no surface electric current in such a case. On the other hand, Ref. [53] analyzed the case of a metal with finite conductivity and claimed that the electric current is induced in a thin layer around a metal surface.

In this paper we revisit this idea by appropriately taking account of the boundary condition at the surface of a metal/superconductor. We also consider not only the case of axion DM but also the hidden photon DM as an extension of the previous analysis. We find that the current on a surface of metal or superconductor is orders-of-magnitude smaller than the estimate of Refs. [52, 53]. Still we find a substantial electric current on the surface and derive a configuration of oscillating electric field outside the metal/superconductor. This may be partly relevant to the DM detection ideas using mirrors such as MADMAX or BRASS [23, 25] and also for cavity experiments such as ADMX [18], HAYSTAC [19], ORGAN [20], KLAS H [21] and CULTASK [22].

In Sec. 2 we briefly review the electrodynamics in the metal and superconductor. In Sec. 3 we study the effect of axion and hidden photon DM on the electric field configuration around the metal surface and derive the electric current on the surface of the metal. In Sec. 4 we extend the analysis to the case of superconductor. We discuss possible detection strategy of such DM-induced currents in Sec. 5. Sec. 6 is devoted to summary.

2 Electrodynamics of metal/superconductor

In this section we briefly summarize the basic equations of electric/magnetic field in the metal and superconductor for later use. In this paper we take the dielectric constant $\varepsilon$ and permeability $\mu$ of the material to be equal to unity for simplicity. This assumption does not much affect the result as far as $|\varepsilon - 1|, |\mu - 1| \lesssim \sqrt{m/\sigma}$ or $m/m_A$ for a normal metal or superconductor respectively, where $m$ is the DM mass, $\sigma$ is the conductivity and $m_A$ is the photon mass in the superconductor.

2.1 Metal

2.1.1 Maxwell equations

Let us consider the Lagrangian:

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - e A_\mu j^\mu.$$  \hspace{1cm} (1)

where $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is the electromagnetic field strength tensor, $e$ is the gauge coupling constant (or $e = \sqrt{4\pi\alpha_e}$ with $\alpha_e$ being the fine structure constant) and $j_\mu$ is the electric current. The equation of motion (Maxwell equation) is given by

$$\partial_\mu F^{\mu\nu} = \Box A^\nu - \partial^\nu (\partial_\mu A^\mu) = e j^\nu.$$  \hspace{1cm} (2)
Applying $\partial_\nu$ on both sides leads to the current conservation: $\partial_\nu j^\nu = 0$. In components, the equation of motion leads to

\[
\begin{aligned}
\nu &= 0 : \quad \Delta A^0 + \vec{\nabla} \cdot \dot{\vec{A}} = e j^0 \\
\nu &= i : \quad \Box \vec{A} - \vec{\nabla}(A^0 + \vec{\nabla} \cdot \vec{A}) = e \vec{j}
\end{aligned}
\]  

(3)

These equations are rewritten in terms of $\vec{E} = -\vec{\nabla} A^0 - \dot{\vec{A}}$ and $\vec{B} = \vec{\nabla} \times \vec{A}$:

\[
\begin{aligned}
\nu &= 0 : \quad -\vec{\nabla} \cdot \vec{E} = e j^0 \\
\nu &= i : \quad \dot{\vec{E}} - \vec{\nabla} \times \vec{B} = e \vec{j}
\end{aligned}
\]

(4)

From this we obtain

\[
\Box \vec{E} = -e(\dot{j} + \vec{\nabla} j^0),
\]

(5)

\[
\Box \vec{B} = e \vec{\nabla} \times \vec{j}.
\]

(6)

On the other hand, there are identities:

\[
\vec{\nabla} \cdot \vec{B} = 0, \quad \vec{\nabla} \times \vec{E} = -\vec{B}.
\]

(7)

2.1.2 Plasma frequency

Let us express the current $\vec{j}$ in terms of the velocity of free electrons in the metal.#1 The equation of motion of free electron under the electric field is given by

\[
m_e \dot{v}_e = -e \vec{E},
\]

(8)

where $m_e$ is the electron mass. Thus the current is given by

\[
\dot{j} = n_e \dot{v}_e = -\frac{e n_e}{m_e} \vec{E},
\]

(9)

where $n_e$ is the electron number density. Substituting this into (5) and assuming the spatial gradient $\vec{\nabla} j^0$ is small enough, we obtain

\[
\Box \vec{E} = \frac{e^2 n_e}{m_e} \vec{E} \equiv \omega_p^2 \vec{E}.
\]

(10)

Here we have defined the plasma frequency $\omega_p$. It shows that the electric field obtains an effective plasma mass $\omega_p^2$. From (9) we also obtain

\[
\frac{d}{dt} \left( \vec{\nabla} \times \vec{j} - \frac{en_e}{m_e} \vec{B} \right) = 0.
\]

(11)

#1In our convention, $\vec{j}$ represents the electron number current and the electric current is given by $-e \vec{j}$.
It is solved as
\[ \nabla \times \vec{j} = \frac{e n_e}{m_e} (\vec{B} - \vec{B}_0), \tag{12} \]
where \( \vec{B}_0 \) represents arbitrary constant. When \( \vec{B}_0 = 0 \), this is called the London equation as shown in the next subsection. Substituting this into (6), we obtain
\[ \Box \vec{B} = \omega_p^2 (\vec{B} - \vec{B}_0). \tag{13} \]

To summarize, we obtained
\[ \Box \vec{E} = \omega_p^2 \vec{E}, \tag{14} \]
\[ \Box \vec{B} = \omega_p^2 (\vec{B} - \vec{B}_0). \tag{15} \]

For the electric field, the static solution should be of the form
\[ \vec{E}(x) = \vec{E}_0 e^{-\omega_p x}. \tag{16} \]

For the magnetic field, the constant solution is allowed:
\[ \vec{B}(x) = \vec{B}_0. \tag{17} \]

### 2.1.3 Finite conductivity

So far we have neglected the dissipation of the electron, i.e., we considered the limit of perfect metal. Several effects such as impurities in the material and scattering with phonons can act as an effective dissipation for the electron motion. We can phenomenologically introduce the effect of dissipation as
\[ \dot{\vec{v}}_e + \Gamma \vec{v}_e = -\frac{e \vec{E}}{m_e}, \tag{18} \]
where \( \Gamma \) denotes the dissipation coefficient. By defining the Fourier transform as
\[ \vec{E}(t) = \int \vec{E}_\omega e^{i\omega t} d\omega, \quad \vec{E}_\omega = \frac{1}{2\pi} \int \vec{E}(t) e^{-i\omega t} dt, \tag{19} \]
and so on, we obtain
\[ e \vec{j}_\omega = e n_e \vec{v}_\omega = -\sigma \vec{E}_\omega, \quad \sigma \equiv \frac{1}{i\omega + \Gamma} \frac{e^2 n_e}{m_e} = \frac{\omega_p^2}{i\omega + \Gamma}. \tag{20} \]

For a typical metal, \( \omega_p \sim 10 \text{ eV} \) and \( \Gamma \sim 0.1 \text{ eV} \). Later we will consider \( \omega \) equal to the DM mass, which is typically much smaller than \( \Gamma \). For \( \omega \ll \Gamma \), we have
\[ e \vec{j} = -\sigma \vec{E}; \quad \sigma \simeq \frac{e^2 n_e}{m_e \Gamma} = \frac{\omega_p^2}{\Gamma}. \tag{21} \]
Then Eq. (5) and (6) becomes
\begin{align}
\Box \vec{E} - \sigma \dot{\vec{E}} &= 0, \\
\Box \vec{B} - \sigma \dot{\vec{B}} &= 0.
\end{align}
(22)
(23)
By assuming the solution of the form $e^{i(-\omega t + kx)}$, we obtain the dispersion relation as
\[ k = (1 + i)\delta(\omega)^{-1}, \quad \delta(\omega) \equiv \sqrt{\frac{2}{\sigma \omega}}. \]
(24)
Thus it describes the exponentially decaying solution $\propto e^{-x/\delta}$ with a skin depth $\delta$.

2.2 Superconductor

Let us consider the following Lagrangian:
\[ \mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - |(\partial_\mu - ie q A_\mu) \Phi|^2 - V(|\Phi|) \]
(25)
\[ = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - |\partial_\mu \Phi|^2 - e^2 q^2 |\Phi|^2 A_\mu A^\mu - ie q A_\mu (\Phi^* \partial^\mu \Phi - \Phi \partial^\mu \Phi^*) - V(|\Phi|). \]
(26)
It is invariant under the gauge transformation $\Phi \rightarrow e^{iq\chi(x)} \Phi$ with $q$ being the charge of $\Phi$ and $A_\mu \rightarrow A_\mu + (\partial_\mu \chi)/e$. Let us suppose that the Higgs field obtains a VEV $|\Phi| = v_\Phi$. Note that there is an ambiguity of the phase: $\Phi = v_\Phi e^{i\theta(x)}$. Neglecting the dynamics of the radial mode of the Higgs, the Lagrangian is also expressed as
\[ \mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} m_A^2 A_\mu A^\mu - e A_\mu j_\mu^A, \]
(27)
where $m_A^2 = 2e^2 q^2 v_\Phi^2$ and $j_\mu^A = iq(\Phi^* \partial^\mu \Phi - \Phi \partial^\mu \Phi^*) = -2qv_\Phi^2 \partial^\mu \theta$. The equation of motion is given by
\[ \partial_\mu F^{\mu\nu} = \Box A^\nu - \partial^\nu (\partial_\mu A^\mu) = m_A^2 A^\nu + ej_\nu^A. \]
(28)
One can also define the “current” $e j_\mu^A \equiv m_A^2 A^\nu$ so that the equation is rewritten as
\[ \Box A^\nu - \partial^\nu (\partial_\mu A^\mu) = e (j_\mu^A + j_\mu^\theta). \]
(29)
Notice that the current $j_\mu^A$ and $j_\mu^\theta$ are not gauge invariant, but the sum $j_\mu^A + j_\mu^\theta$ is gauge invariant. By using this gauge degree of freedom, one can take a unitary gauge $\theta(x) = 0$ so that $j_\mu^\theta = 0$.

As a result, we obtain the Lagrangian in the unitary gauge\#2
\[ \mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} m_A^2 A_\mu A^\mu. \]
(30)
\#2The BCS theory implies $m_A^2 \approx e^2 n_e/m_e$, which is the same expression as the plasma frequency of a metal.
The equation of motion is given by
\[ \partial_\mu F^{\mu \nu} = \Box A^\nu - \partial^\nu (\partial_\mu A^\mu) = m_A^2 A^\nu = e j^\nu_A. \] (31)

These equations are rewritten in terms of \( \vec{E} \) and \( \vec{B} \):
\[
\begin{align*}
\nu = 0 : & \quad - \nabla \cdot \vec{E} = e j^0_A \\
\nu = i : & \quad \dot{\vec{E}} - \nabla \times \vec{B} = e j^i_A
\end{align*}
\] (32)

From this we obtain
\[
(\Box - m_A^2) \vec{E} = 0, 
\] (33)
\[
(\Box - m_A^2) \vec{B} = 0. 
\] (34)

The static solution looks like
\[ \vec{E}(x) = \vec{E}_0 e^{-m_A x}, \quad \vec{B}(x) = \vec{B}_0 e^{-m_A x}. \] (35)

Therefore, not only \( \vec{E} \), but also \( \vec{B} \) is screened in the superconductor. Note that we have
\[ e \nabla \times \vec{j}_A = m_A^2 \vec{B}. \] (36)

This is the London equation and it corresponds to the case of \( \vec{B}_0 = 0 \) in Eq. (12).

## 3 Metal with dark matter background

Now let us consider the effects of DM on the electrodynamics of metal. First we assume axion DM and derive the modified Maxwell equations in the presence of axion. Next we will also consider the cases of hidden photon DM.

### 3.1 Axion dark matter

#### 3.1.1 Basic equations

We are interested in the axion DM with the axion mass range of \( \mu \text{eV} \lesssim m_a \lesssim \text{meV} \). The number density of such a light bosonic DM around the Earth is huge and we can regard the axion DM as a coherent field within its de Broglie wavelength. We take the axion field as
\[ a(\vec{x}, t) \approx a_0 \cos (m_a t - m_a \vec{v}_a \cdot \vec{x}). \] (37)

The axion velocity is about \( |\vec{v}_a| \sim 10^{-3} \) around the Earth. In the most part of the following discussion, we neglect the spatial dependence of the axion field, which is justified as far as
we consider the dynamics within one coherent time $\tau \sim 1/(v_a^2 m_a)$. The axion energy density around the Earth is

$$\rho_a = \frac{1}{2} \dot{a}^2 + \frac{1}{2} m_a^2 a^2 = \frac{1}{2} m_a^2 a_0^2 \simeq 0.3 \text{ GeV/cm}^3.$$  \hspace{1cm} (38)

The Lagrangian is

$$\mathcal{L} = -\frac{1}{4} F_{\mu \nu} F^{\mu \nu} - e A_\mu j^\mu - \frac{1}{2} (\partial_\mu a)^2 - \frac{1}{2} m_a^2 a^2 + \frac{a}{4M} F_{\mu \nu} \tilde{F}^{\mu \nu},$$ \hspace{1cm} (39)

where $\tilde{F}^{\mu \nu} \equiv \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma}/2$ and the mass scale $M$ represents the strength of the axion-photon coupling. The equation of motion is given by

$$\Box A^\mu - \partial^\mu (\partial_\nu A^\nu) - \frac{1}{2M} \epsilon^{\mu \nu \rho \sigma} \partial_\nu (a F_{\rho \sigma}) = e j^\mu.$$ \hspace{1cm} (40)

The conservation law of the current is satisfied: $\partial_\mu j^\mu = 0$. In components, the equation of motion leads to

$$\begin{cases} 
\mu = 0 : \Delta A^0 + \nabla \cdot \dot{A} = \frac{1}{M} (\nabla a) \cdot \vec{B} + e j^0 \\
\mu = i : \Box A - \nabla (\dot{A}^0 + \nabla \cdot \vec{A}) = -\frac{1}{M} \left( \ddot{a} \vec{B} + \nabla a \times \vec{E} \right) + e \vec{j}
\end{cases}$$ \hspace{1cm} (41)

In terms of $\vec{E}$ and $\vec{B}$, it is written as

$$\begin{cases} 
\mu = 0 : -\nabla \cdot \vec{E} = \frac{1}{M} (\nabla a) \cdot \vec{B} + e j^0, \\
\mu = i : \ddot{\vec{E}} - \nabla \times \vec{B} = -\frac{1}{M} \left( \ddot{a} \vec{B} + \nabla a \times \vec{E} \right) + e \vec{j}
\end{cases}$$ \hspace{1cm} (42)

Assuming that the axion is almost spatially homogeneous ($|\dot{a}| \gg |\nabla a|$) and the existence of background magnetic field $\vec{B}_0$ much larger than the axion-induced electric field, we obtain:

$$-\Box \vec{E} \simeq -\frac{\ddot{a}}{M} \vec{B}_0 + e \vec{j}.$$ \hspace{1cm} (43)

### 3.1.2 Electric field configuration

Let us consider an effective one-dimensional setup in which the $x < 0$ region is superconductor and $x > 0$ region is vacuum. The uniform external magnetic field $\vec{B}_0$ is applied on the $z$ direction. The equation of motion of the electric field is

$$-\Box \vec{E} \simeq -\frac{1}{M} \ddot{\vec{B}}_0$$ \hspace{1cm} (x > 0) \hspace{1cm} (44)

$$-\Box \vec{E} \simeq -\frac{1}{M} \ddot{\vec{B}}_0 + e \vec{j}$$ \hspace{1cm} (x < 0) \hspace{1cm} (45)
Here and in what follows we neglect the spatial dependence of the axion and just take \( a(\vec{x}, t) = a_0 \cos(m_\alpha t) \). As for the electric current, we take \( e\vec{j} = -\sigma \vec{E} \). The general solution is given by the sum of particular solution and the homogeneous solution:

\[
\vec{E}^{(\text{vac})} = \vec{E}_a^{(\text{vac})} + \vec{E}_h^{(\text{vac})} \quad (x > 0)
\]

\[
\vec{E}^{(m)} = \vec{E}_a^{(m)} + \vec{E}_h^{(m)} \quad (x < 0).
\]

Here the homogeneous solution should satisfy

\[
\dddot{\vec{E}}_h + \sigma \dot{\vec{E}}_h - \partial_x^2 \vec{E}_h = 0.
\]

Below we solve the equation in complex form for convenience, since the equations are linear. The axion field is taken to be

\[
a(t) = a_0 e^{im_\alpha t}.
\]

The particular solution that depends on the axion source term is given by

\[
\vec{E}_a^{(\text{vac})} = -\frac{a_0 B_0}{M} e^{im_\alpha t} \vec{e}_z \quad (x > 0)
\]

\[
\vec{E}_a^{(m)} = -\frac{m_a(m_a + i\sigma) a_0 B_0}{m_a^2 + \sigma^2} M e^{im_\alpha t} \vec{e}_z \quad (x < 0).
\]

The general homogeneous solutions are summation of arbitrary frequency modes \( \omega \), but in the present situation it is sufficient to only consider the \( \omega = m_a \) mode since otherwise the boundary conditions, explained below, will not be satisfied. We also only consider the out-going wave from the surface of the metal as a physically relevant situation. Thus the homogeneous solution is written as

\[
\vec{E}_h^{(\text{vac})} = E_1 e^{im_a(t-x)} \vec{e}_z \quad (x > 0),
\]

\[
\vec{E}_h^{(m)} = E_2 e^{i(m_a t - k_R x)} e^{i k_I x} \vec{e}_z \quad (x < 0),
\]

where \( E_1 \) and \( E_2 \) are constants, which will be determined by the boundary condition, and

\[
k_R = -\sqrt{\frac{m_a}{2}} \left[ 1 + \sqrt{1 + \left( \frac{\sigma}{m_a} \right)^2} \right]^{1/2}, \quad k_I = \sqrt{\frac{m_a}{2}} \left[ -1 + \sqrt{1 + \left( \frac{\sigma}{m_a} \right)^2} \right]^{1/2}.
\]

The limiting form is given as

\[
k_R \simeq \begin{cases} -m_a & (m_a \gg \sigma) \\ -\sqrt{m_a \sigma / 2} & (m_a \ll \sigma) \end{cases}, \quad k_I \simeq \begin{cases} \sigma & (m_a \gg \sigma) \\ \sqrt{m_a \sigma / 2} & (m_a \ll \sigma) \end{cases}.
\]

Note that \( \sqrt{m_a \sigma / 2}^{-1} \equiv \delta \) is the skin depth of the metal (24).
In order to determine the coefficients $E_1$ and $E_2$ in the homogeneous solutions, we need to take the boundary condition at $x = 0$ into account. The boundary conditions are given by

$$E_z^{(\text{vac})} = E_z^{(m)} \quad \text{at} \quad x = 0, \quad (56)$$
$$B_y^{(\text{vac})} = B_y^{(m)} \quad \text{at} \quad x = 0. \quad (57)$$

By using the Maxwell equation, it is also written as

$$E_z^{(\text{vac})} = E_z^{(m)} \quad \text{at} \quad x = 0, \quad (58)$$
$$\partial_x E_z^{(\text{vac})} = \partial_x E_z^{(m)} \quad \text{at} \quad x = 0. \quad (59)$$

By solving this, we obtain

$$E_1 = \frac{k_R + ik_I}{k_R - ma + ikI} \frac{\sigma(\sigma - ima) a_0 B_0}{m^2 + \sigma^2 M}, \quad (60)$$
$$E_2 = \frac{ma}{k_R - ma + ikI} \frac{\sigma(\sigma - ima) a_0 B_0}{m^2 + \sigma^2 M}. \quad (61)$$

Let us take a limit $ma \ll \sigma$. Then we have

$$\vec{E}^{(\text{vac})} = \left[ 1 - \frac{1}{2} \frac{1}{\sigma} e^{ima(t-x)} - e^{ima t} \right] \frac{a_0 B_0}{M} \vec{e}_z, \quad (62)$$
$$\vec{E}^{(m)} = \left[ -\frac{1}{\sigma} e^{(mat-kRx)} e^{kI x} - \frac{ima}{\sigma} e^{ima t} \right] \frac{a_0 B_0}{M} \vec{e}_z. \quad (63)$$

By taking only the real part, we obtain

$$\vec{E}^{(\text{vac})} = \left\{ \cos(ma(t-x)) - \cos(mat) + \sqrt{\frac{ma}{2\sigma}} \left[ \sin(ma(t-x)) - \cos(ma(t-x)) \right] \right\} \frac{a_0 B_0}{M} \vec{e}_z, \quad (64)$$
$$\vec{E}^{(m)} = \left\{ \sqrt{\frac{ma}{2\sigma}} \left[ \sin \left( \frac{mat - x}{\delta} \right) - \cos \left( \frac{mat - x}{\delta} \right) \right] e^{x/\delta} + \frac{ma}{\sigma} \sin(ma t) \right\} \frac{a_0 B_0}{M} \vec{e}_z. \quad (65)$$

This result at $x > 0$ is the same as that of Ref. [23] in the limit $\sigma \to \infty$. We found a correction due to the finite conductivity that is suppressed by $\sqrt{ma/\sigma}$. It is usually negligible for a normal metal. The electric field at the surface of the metal $x = 0$ is given as

$$\vec{E}(x = 0) = \sqrt{\frac{ma}{2\sigma}} \frac{a_0 B_0}{M} \left[ \sin \left( ma t \right) - \cos \left( ma t \right) \right] \vec{e}_z. \quad (66)$$

It is smaller by a factor $\sim \sqrt{ma/\sigma}$ than the estimate in Ref. [53]. The electric current is thus estimated as

$$-e\vec{j}(x = 0) = \sigma \vec{E}(x = 0) = \sqrt{\frac{ma\sigma}{2}} \frac{a_0 B_0}{M} \left[ \sin \left( ma t \right) - \cos \left( ma t \right) \right] \vec{e}_z. \quad (67)$$
It is also smaller by a factor $\sim \sqrt{m_a/\sigma}$ than the estimate in Ref. [53]. Assuming a cylindrical metal with radius $r$, the current is induced at its surface with a skin depth $\delta$. The total current is oscillating with time, and its amplitude is given by

$$I = \sqrt{\frac{m_a \sigma a_0 B_0}{M}} \times 2\pi r \delta$$

$$\simeq 1.1 \times 10^{-16} A \left( \frac{B_0}{1 T} \right) \left( \frac{1 \mu eV}{m_a} \right) \left( \frac{10^{15} \text{ GeV}}{M} \right) \left( \frac{r}{1 \text{ cm}} \right).$$

Note that the dependence on the conductivity $\sigma$ is cancelled out.

### 3.2 Hidden photon dark matter

#### 3.2.1 Basic equations

Next we consider the hidden photon DM with the mass range of $\mu eV \lesssim m_H \lesssim \text{meV}$. As will soon be explained, the hidden photon field satisfies $\partial_{\mu} H^\mu = 0$. We take the hidden photon DM field as

$$H_0(x, t) \simeq -\vec{v}_H \cdot \vec{H}_c \cos (m_H t - m_H \vec{v}_H \cdot \vec{x}),$$

$$\vec{H}(x, t) \simeq \vec{H}_c \cos (m_H t - m_H \vec{v}_H \cdot \vec{x}).$$

Thus the zeroth component $H_0$ is suppressed by the velocity $|\vec{v}_H| \sim 10^{-3}$ compared with the spatial component. The hidden photon energy density around the Earth is

$$\rho_H \simeq \frac{1}{2} \dot{\vec{H}}^2 + \frac{1}{2} m_H^2 \vec{H}_c^2 \simeq 0.3 \text{ GeV/cm}^3.$$  

(72)

The Lagrangian is

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - e A_{\mu} j^{\mu} - \frac{1}{4} H_{\mu\nu} H^{\mu\nu} - \frac{1}{2} m_H^2 H_\mu H^\mu + \frac{\kappa}{2} F_{\mu\nu} H^{\mu\nu}. $$

(73)

where $H_{\mu\nu} \equiv \partial_\mu H_\nu - \partial_\nu H_\mu$ is the field strength tensor of the hidden photon and $\kappa$ denotes the kinetic mixing between the Standard Model photon and the hidden photon. The equation of motion is given by

$$\Box H^\mu - \partial^\mu (\partial_\nu H^\nu) - m_H^2 H^\mu + \kappa (\Box A^\mu - \partial^\mu (\partial_\nu A^\nu)) = 0,$$

(74)

$$\Box A^\mu - \partial^\mu (\partial_\nu A^\nu) + \kappa (\Box H^\mu - \partial^\mu (\partial_\nu H^\nu)) = e j^\mu.$$  

(75)

By multiplying $\partial_\mu$ on Eq. (74), we find a constraint $\partial_\mu H^\mu = 0$. We also find a current conservation $\partial_\mu j^{\mu} = 0$. Then these equations become

$$\Box H^\mu - m_H^2 H^\mu + \kappa (\Box A^\mu - \partial^\mu (\partial_\nu A^\nu)) = 0,$$

(76)

$$\Box A^\mu - \partial^\mu (\partial_\nu A^\nu) + \kappa \Box H^\mu = e j^\mu.$$  

(77)
In components, the equation of motion leads to
\begin{equation}
\begin{cases}
\mu = 0 : \Delta A^0 + \nabla \cdot \dot{A} = -\kappa \Box H^0 + e j^0 \\
\mu = i : \Box A - \nabla (A^0 + \nabla \cdot \dot{A}) = -\kappa \Box H + e j
\end{cases}
\end{equation}
(78)

In terms of $\vec{E}$ and $\vec{B}$, it is written as
\begin{equation}
\begin{cases}
\mu = 0 : -\nabla \cdot \vec{E} = -\kappa \Box H^0 + e j^0 \\
\mu = i : \dot{\vec{E}} - \nabla \times \vec{B} = -\kappa \Box \vec{H} + e j
\end{cases}
\end{equation}
(79)

By neglecting the spatial dependence of $H_\mu$, we obtain
\[-\Box \vec{E} \simeq \kappa \frac{d^3}{dt^3} \vec{H} + e j.\]
(80)

### 3.2.2 Electric field configuration

Comparing (80) with (43), the analysis will be almost parallel to the case of axion. The following replacement from the case of axion DM works: $m_a \rightarrow m_H$, $a_0 \rightarrow H_c \cos \theta$, $B_0/M \rightarrow \kappa m_H$ and $\cos(m_a t) \rightarrow \sin(m_H t)$ where $\theta$ is the angle between $\vec{e}_z$ and the vector $\vec{H}$. Note that the direction of $\vec{H}$ remains almost the same within one coherent time $\tau \sim 1/(v_H^2 m_H)$. Contrary to the case of axion, we do not need to apply the external magnetic field in order to obtain nontrivial effects from the hidden photon DM.

In the limit $m_H \ll \sigma$, a parallel calculation to the axion case shows
\[\vec{E}^{(\text{vac})} = \left\{ \sin(m_H(t - x)) - \sin(m_H t) + \sqrt{\frac{m_H}{2 \sigma}} [\cos(m_H(t - x)) - \sin(m_H(t - x))] \right\} \kappa m_H H_c \cos \theta \vec{e}_z,\]
(81)
\[\vec{E}^{(m)} = \left\{ \sqrt{\frac{m_H}{2 \sigma}} \left[ \cos \left( m_H t - \frac{x}{\delta} \right) - \sin \left( m_H t - \frac{x}{\delta} \right) \right] e^{x/\delta} + \frac{m_H}{\sigma} \cos(m_H t) \right\} \kappa m_H H_c \cos \theta \vec{e}_z.\]
(82)

The electric field at the surface of the metal $x = 0$ is given as
\[\vec{E}(x = 0) = \sqrt{\frac{m_H}{2 \sigma}} \kappa m_H H_c \cos \theta [\cos (m_H t) - \sin (m_H t)] \vec{e}_z.\]
(83)

Note that this is smaller by a factor $\sim \sqrt{m_H/\sigma}$ than the electric field at the vacuum ($x \rightarrow \infty$). The electric current is thus estimated as
\[-e j(x = 0) = \sigma \vec{E}(x = 0) = \sqrt{\frac{m_H}{2}} \kappa m_H H_c \cos \theta [\cos (m_H t) - \sin (m_H t)] \vec{e}_z.\]
(84)

Assuming a cylindrical metal with radius $r$, the amplitude of the total current is given by
\[I = \sqrt{\frac{m_H}{2}} \kappa m_H H_c \cos \theta \times 2 \pi r \delta \]
\[\simeq 5.5 \times 10^{-16} \text{A} \left( \frac{10^{-15}}{\text{cm}} \right) \left( \frac{r}{1 \text{cm}} \right) \cos \theta.\]
(86)
4 Superconductor with dark matter background

In this section we consider the effect of axion or hidden photon DM on the electromagnetic configuration around the superconducting material. The most analysis is parallel to the case of metal performed in the previous section. We assume that the DM mass is smaller than the energy gap of the superconducting material, which is typically $\mathcal{O}(\text{meV})$. Otherwise, the DM absorption destroys the Cooper pair and the excitation of quasi-particles should be taken into account. The absorption of DM heavier than the superconductor gap has been considered in Refs. [42, 43]. In this sense, we consider the regime complementary to these previous studies.

4.1 Axion dark matter

4.1.1 Basic equations

The Lagrangian of the electromagnetism in the superconductor, combined with the interaction with the axion, is given by

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} m_A^2 A_{\mu} A^{\mu} - \frac{1}{2} (\partial_{\mu} a)^2 - \frac{1}{2} m_a^2 a^2 + \frac{a}{4M} F_{\mu\nu} \tilde{F}^{\mu\nu}. \quad (87)$$

The equation of motion is given by

$$\square A^\mu - \partial^\mu (\partial_{\nu} A^\nu) - \frac{1}{2M} \epsilon^{\mu\nu\rho\sigma} \partial_{\nu} (a F_{\rho\sigma}) = e j^\mu_A, \quad (88)$$

where $e j^\mu_A = m_A^2 A^\mu$. In components, the equation of motion leads to

$$\begin{cases}
\mu = 0 & : \Delta A^0 + \nabla \cdot \vec{A} = \frac{1}{M} (\nabla a) \cdot \vec{B} + e j^0_A \\
\mu = i & : \Box \vec{A} - \nabla (\vec{A}^0 + \nabla \cdot \vec{A}) = -\frac{1}{M} \left( \dot{a} \vec{B} + \nabla a \times \vec{E} \right) + e \vec{j}_A \end{cases} \quad (89)$$

In terms of $\vec{E}$ and $\vec{B}$, it is written as

$$\begin{cases}
\mu = 0 & : -\nabla \cdot \vec{E} = \frac{1}{M} (\nabla a) \cdot \vec{B} + e j^0_A, \\
\mu = i & : \dot{\vec{E}} - \nabla \times \vec{B} = -\frac{1}{M} \left( \dot{a} \vec{B} + \nabla a \times \vec{E} \right) + e \vec{j}_A. \end{cases} \quad (90)$$

Assuming spatially homogeneous axion field, it leads to

$$(-\Box + m_A^2) \vec{E} \simeq -\frac{1}{M} \dot{a} \vec{B}_0, \quad \quad (91)$$

$$(-\Box + m_A^2) \vec{B} \simeq \frac{1}{M} a \nabla \times \vec{B}. \quad \quad (92)$$
4.1.2 Electric field configuration

Let us consider an effective one-dimensional setup in which the \( x < 0 \) region is superconductor and \( x > 0 \) region is vacuum. Let us apply the external magnetic field \( \vec{B}_0 \) along the \( z \) direction. It is screened inside the superconductor, so the static magnetic field configuration is given as

\[
\vec{B}_0(x) = \begin{cases} 
B_0 \hat{e}_z & (x > 0) \\
B_0 \exp(m_A x) \hat{e}_z & (x < 0)
\end{cases}.
\]

(93)

The equation of motion of the electric field is

\[
- \Box \vec{E} = -\frac{1}{M} \ddot{a} \vec{B}_0 \quad (x > 0) \\
(-\Box + m^2_A) \vec{E} = -\frac{1}{M} \ddot{a} \vec{B}_0 \quad (x < 0).
\]

(94)

(95)

Here and in what follows we neglect the spatial dependence of the axion and just take \( a(\vec{x}, t) = a_0 \cos(m_A t) \). The general solution is given by the sum of particular solution and the homogeneous solution:

\[
\vec{E}^\text{(vac)} = \vec{E}^\text{(vac)}_a + \vec{E}^\text{(vac)}_h \quad (x > 0) \\
\vec{E}^\text{(sc)} = \vec{E}^\text{(sc)}_a + \vec{E}^\text{(sc)}_h \quad (x < 0).
\]

(96)

(97)

The particular solution is given by

\[
\begin{align*}
\vec{E}^\text{(vac)}_a &= -\frac{a_0 B_0}{M} \cos(m_A t) \hat{e}_z, \\
\vec{E}^\text{(vac)}_a &= -\frac{a_0 B_0 e^{m_A x}}{M} \cos(m_A t) \hat{e}_z.
\end{align*}
\]

(98)

(99)

The general homogeneous solutions are given by

\[
\begin{align*}
\vec{E}^\text{(vac)}_h &= E'_1 \hat{e}_z \cos(m_a(t - x)) + E''_1 \hat{e}_z \sin(m_a(t - x)), \\
\vec{E}^\text{(sc)}_h &= (E'_2 \cos(m_a t) + E''_2 \sin(m_a t)) \hat{e}_z e^{\sqrt{m^2_A - m^2_a} x}.
\end{align*}
\]

(100)

(101)

To determine the coefficients \( E'_1, E''_1, E'_2 \) and \( E''_2 \) we need to take account of the boundary condition at the boundary \( x = 0 \). The conditions are

\[
\begin{align*}
E^\text{(vac)}_2 &= E^\text{(sc)}_2 \quad \text{at} \quad x = 0, \\
\partial_x E^\text{(vac)}_2 &= \partial_x E^\text{(sc)}_2 \quad \text{at} \quad x = 0.
\end{align*}
\]

(102)

(103)

By solving this, we obtain

\[
E'_1 = E'_2 = \frac{\sqrt{m^2_A - m^2_a} a_0 B_0}{m_A M}, \quad E''_1 = E''_2 = \frac{m_a a_0 B_0}{m_A M}.
\]

(104)
Substituting this into Eqs. (96, 97), we finally obtain the electric field configuration as
\[
\vec{E}^{(\text{vac})} = \frac{a_0 B_0}{M} e_z \left[ -\cos(m_a t) + \frac{\sqrt{m_A^2 - m_a^2}}{m_A} \cos(m_a(t - x)) + \frac{m_a}{m_A} \sin(m_a(t - x)) \right],
\] (105)
\[
\vec{E}^{(\text{sc})} = \frac{a_0 B_0}{M} e_z \left[ -\cos(m_a t) e^{m_A x} + \left( \frac{\sqrt{m_A^2 - m_a^2}}{m_A} \cos(m_a t) + \frac{m_a}{m_A} \sin(m_a t) \right) e^{\sqrt{m_A^2 - m_a^2} x} \right].
\] (106)

In particular, assuming \(m_a \ll m_A\), the electric field at the boundary \(x = 0\) is
\[
\vec{E}(x = 0) \simeq \frac{a_0 B_0 m_a}{M} \sin(m_a t) e_z,
\] (107)
It is smaller by a factor \(\sim (m_a/m_A)\) than the estimate of Refs. [52, 53]. The current at the surface \(x \simeq 0\) is calculated from the London equation (36):\(^\#3\)
\[
e^\gamma A \simeq \frac{a_0 B_0 m_A}{M} \cos(m_a t) e_z.
\] (108)
This is also smaller by a factor \(\sim (m_a/m_A)\) than the estimate of Refs. [52, 53]. Assuming a cylindrical superconductor with radius \(r\), the current is induced at its surface with a thin layer of \(m_A^{-1}\). The total current is oscillating with time, and its amplitude is given by
\[
I = \frac{a_0 B_0 m_A}{M} \times 2 \pi r m_A^{-1}
\] (109)
\[
\simeq 1.1 \times 10^{-16} \text{ A} \left( \frac{B_0}{1 \text{T}} \right) \left( \frac{1 \mu\text{eV}}{m_a} \right) \left( \frac{10^{15} \text{GeV}}{M} \right) \left( \frac{r}{1 \text{cm}} \right).
\] (110)
It is the same expression as the case of metal (69).

### 4.2 Hidden photon dark matter

#### 4.2.1 Basic equations

Next we discuss the case of hidden photon DM with a superconductor. The Lagrangian is
\[
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} m^2 a^2 A_{\mu} A_{\mu} - \frac{1}{4} H_{\mu\nu} H^{\mu\nu} - \frac{1}{2} m^2 H H - \frac{\kappa}{2} F_{\mu\nu} H^{\mu\nu}.
\] (111)

The equation of motions are similar to the case of metal discussed in Sec. 3.2. What we need is only to replace \(ej^\mu \rightarrow e j_A^\mu = m_A^2 A^\mu\). The equations are
\[
\begin{cases}
\mu = 0 & : \Delta A^0 + \vec{\nabla} \cdot \vec{A} = -\kappa \Box H^0 + ej_A^0 \\
\mu = i & : \Box \vec{A} - \vec{\nabla}(\vec{A}^0 + \vec{\nabla} \cdot \vec{A}) = -\kappa \Box \vec{H} + ej^\gamma
\end{cases}
\] (112)

\(^\#3\)The same result is obtained by a phenomenological estimate: \(ej^\gamma \sim e n_e \vec{v}_e\) where \(\vec{v}_e \sim e \vec{E}/(m_e m_a)\), and hence \(ej^\gamma \sim m_A^2 \vec{E}/m_a\).
In terms of $\vec{E}$ and $\vec{B}$, it is written as

$$\begin{cases} \mu = 0 &: -\nabla \cdot \vec{E} = -\kappa \Box H^0 + ej_A \\
\mu = i &: \vec{E} - \nabla \times \vec{B} = -\kappa \Box \vec{H} + ej_A \end{cases} \quad (113)$$

Assuming the spatially homogeneous hidden photon DM, we can derive the equation of the electric field as

$$( -\Box + m_A^2 ) \vec{E} \simeq \kappa \frac{d^3}{dt^3} \vec{H}. \quad (114)$$

### 4.2.2 Electric field configuration

The equation of motion of the electric field is

$$\begin{align*}
-\Box \vec{E} &= \kappa \frac{d^3}{dt^3} \vec{H} \quad (x > 0) \quad (115) \\
(-\Box + m_A^2) \vec{E} &= \kappa \frac{d^3}{dt^3} \vec{H} \quad (x < 0). \quad (116)
\end{align*}$$

The general solution is given by the sum of particular solution and the homogeneous solution:

$$\begin{align*}
\vec{E}^{(\text{vac})}(x > 0) &= \vec{E}^{(\text{vac})}_H + \vec{E}^{(\text{vac})}_h, \\
\vec{E}^{(\text{sc})}(x < 0) &= \vec{E}^{(\text{sc})}_H + \vec{E}^{(\text{sc})}_h.
\end{align*} \quad (117, 118)$$

The particular solution is given by

$$\begin{align*}
\vec{E}^{(\text{vac})}_H &= -\kappa m H c \cos \theta \sin(m H t) \vec{e}_z, \\
\vec{E}^{(\text{sc})}_H &= -\frac{m_A^2}{m_H^2 - m_A^2} \kappa m H c \cos \theta \sin(m H t) \vec{e}_z. 
\end{align*} \quad (119, 120)$$

The general homogeneous solutions are the same as the case of superconductor: it is given by

$$\begin{align*}
\vec{E}^{(\text{vac})}_h &= E'_1 \vec{e}_z \cos(m H (t - x)) + E''_1 \vec{e}_z \sin(m H (t - x)), \\
\vec{E}^{(\text{sc})}_h &= (E'_2 \cos(m H t) + E''_2 \sin(m H t)) \vec{e}_z e^{\sqrt{m_A^2 - m_H^2} x}. 
\end{align*} \quad (121, 122)$$

To determine the coefficients $E'_1, E''_1, E'_2$ and $E''_2$ we need to take account of the boundary condition at the boundary $x = 0$. Repeating the same procedure as the previous section, we obtain

$$\begin{align*}
E'_1 &= E'_2 = -\frac{m_H}{\sqrt{m_A^2 - m_H^2}} \kappa m H c \cos \theta, \\
E''_1 &= \kappa m H c \cos \theta, \quad E''_2 = -\frac{m_H^2}{m_A^2 - m_H^2} \kappa m H c \cos \theta. \quad (123, 124)
\end{align*}$$
Thus the full solution is
\[ \vec{E}^{(\text{vac})} = \left[ -\sin(m_H t) + \sin(m_H(t-x)) - \frac{m_H}{\sqrt{m_A^2 - m_H^2}} \cos(m_H(t-x)) \right] \kappa m_H H_c \cos \theta \vec{e}_z, \]  
\[ \vec{E}^{(\text{sc})} = \left\{ \begin{array}{ll}
\frac{m_H^2}{m_A^2 - m_H^2} \sin(m_H t) - \frac{m_H}{\sqrt{m_A^2 - m_H^2}} \left[ \cos(m_H t) + \frac{m_H}{\sqrt{m_A^2 - m_H^2}} \sin(m_H t) \right] e^{\sqrt{m_A^2 - m_H^2} x} \\
\times \kappa m_H H_c \cos \theta \vec{e}_z
\end{array} \right\} \]  
\[ \times \kappa m_H H_c \cos \theta \vec{e}_z \]  
\[ \times \kappa m_H H_c \cos \theta \vec{e}_z \]  
(125)  
(126)

Therefore, at the surface of the superconductor \( x = 0 \), the electric field is given by
\[ \vec{E}(x = 0) = -\frac{m_H}{\sqrt{m_A^2 - m_H^2}} \kappa m_H H_c \cos \theta \sin(m_H t) \vec{e}_z. \]  
(127)

It is smaller by a factor \( \sim m_H/m_A \) than the value at the vacuum \( (x \to \infty) \). The electric current is estimated as
\[ \mathcal{E} = \kappa \rho \vec{e}_z. \]  
(128)

Assuming a cylindrical superconductor with radius \( r \), the amplitude of the total current is given by
\[ I = \kappa m_A m_H H_c \cos \theta \times 2 \pi r m_A^{-1} \] 
\[ \simeq 5.5 \times 10^{-16} \text{A} \left( \frac{\kappa}{10^{-15}} \right) \left( \frac{r}{1 \text{cm}} \right) \cos \theta. \]  
(129)  
(130)

This is the same expression as the case of metal (86).

## 5 Detection possibility

In the previous sections we derived surface electric current on a material induced by axion/hidden-photon DM. Now let us discuss a possibility to measure such a current. Assuming a cylindrical metal, the total power compensated as the Joule heat is given by
\[ P_j = \int dV \sigma \vec{E}^2(x, t) \sim \sigma \vec{E}^2(x = 0, t) \Delta V, \]  
(131)

where \( \Delta V \simeq 2 \pi r \ell \delta \) with \( r \), \( \ell \) and \( \delta \) being the radius, height and the skin depth of the material, respectively. Substituting \( \vec{E}(x = 0, t) \) given in Eqs. (66) for the axion DM and (83) for the hidden photon DM and taking the time average over the DM oscillation time scale, we obtain
\[ P_j = \left\{ \begin{array}{ll}
2 m_a \rho_a \Delta V \left( \frac{B_0}{m_a M} \right)^2 & \text{for axion} \\
2 m_H \rho_H \Delta V (\kappa \cos \theta)^2 & \text{for hidden photon}
\end{array} \right\}. \]  
(132)
On the other hand, the Johnson-Nyquist noise power at the temperature $T$ and the frequency range $[\omega, \omega + \Delta \omega]$ is given by

$$P_T = \frac{T \Delta \omega}{2\pi}. \quad (133)$$

Taking the ratio, we obtain

$$\frac{P_J}{P_T} \approx 6 \times 10^{-11} \left( \frac{\ell}{1 \text{ m}} \right) \left( \frac{r}{1 \text{ cm}} \right) \left( \frac{1 \text{ K}}{T} \right) \left( \frac{10^4 \text{ eV}}{\sigma} \right)^{\frac{1}{2}} \left( \frac{1 \mu\text{eV}}{m_a} \right)^{\frac{1}{2}} \left( \frac{10^{15} \text{ GeV}}{M} \right)^2 \left( \frac{B_0}{10 \text{T}} \right)^2 \left( \frac{\mathcal{A}}{10^6} \right), \quad (134)$$

for the axion DM, and

$$\frac{P_J}{P_T} \approx 2 \times 10^{-11} \left( \frac{\ell}{1 \text{ m}} \right) \left( \frac{r}{1 \text{ cm}} \right) \left( \frac{1 \text{ K}}{T} \right) \left( \frac{10^4 \text{ eV}}{\sigma} \right)^{\frac{1}{2}} \left( \frac{1 \mu\text{eV}}{m_H} \right)^{\frac{1}{2}} \left( \frac{\kappa \cos \theta}{10^{-15}} \right)^2 \left( \frac{\mathcal{A}}{10^6} \right), \quad (135)$$

for the hidden photon DM, where we defined $\mathcal{A} \equiv m_{a/H}/(2\Delta \omega)$.

The DM signal may be significantly enhanced if we use the LC circuit to detect the current on a metal. Let us connect the top and bottom of the cylindrical material with a conducting wire, which then forms a LC circuit. The cylindrical material under the DM background acts as an alternating current source of the circuit. In the LC circuit, there is a resonant frequency at $\omega = \omega_0 \equiv 1/\sqrt{LC}$ where $L$ is the inductance and $C$ is the capacitance. At $m_{a/H} = \omega_0$, the signal is enhanced by the $Q$-value of the circuit, where $Q = \omega_0/(2\Delta \omega) = (1/R)\sqrt{L/C}$ with $R$ being the resistance and $\Delta \omega = R/(2L)$ the resonance width in a series LC circuit. The energy acquired by the coil is given by $U_L = LI_0^2/2$ and hence $U_L \approx \omega_0 LI_0^2/\sqrt{Q}$ where $I_0$ is the amplitude of the oscillating current. It is larger by a factor $Q$ than the power $(131)$. Thus we may improve the sensitivity by measuring the oscillating current or the magnetic field in the coil using the resonant LC circuit. Note that the time-averaged work done by the electromotive force, which is the DM-induced electric field, is given by $(1/T) \int_0^T tE(t)I(t) dt \approx \omega_0 LI_0^2/\sqrt{Q} \approx RI_0^2$ and it is the same as $(131)$.\(^{#4}\)

The signal-to-noise ratio is then given by

$$S/N = \frac{P_J}{P_T} \frac{Q}{2\pi} \frac{\Delta \omega t_{\text{obs}}}{2\pi} \approx 9 \times 10^7 \left( \frac{Q}{10^6} \right)^{\frac{1}{2}} \left( \frac{m_{a/H}}{1 \mu\text{eV}} \right)^{\frac{1}{2}} \left( \frac{t_{\text{obs}}}{1 \text{ min}} \right)^{\frac{1}{2}} \frac{P_J}{P_T}, \quad (136)$$

where $t_{\text{obs}}$ is the observation time at each band. Thus it is not very unrealistic that this method covers the QCD axion parameter region.\(^{#5}\) This method can be effective when the coupling to photons is stronger. In particular, it may have an advantage in the case where the Haloscope is not realistic because the mass is too small and the cavity size is too large, or when the mass is large and the cavity size and $Q$ value are small.

\(^{#4}\)Note that the resistance is given by $R \approx \ell/(2\pi \delta r \sigma)$.

\(^{#5}\)In the case of QCD axion, the axion-photon coupling $M$ is related to the axion mass $m_a$ through $M = C \times (5 \times 10^{15} \text{ GeV}) \times (1 \mu\text{eV}/m_a)$ with $C$ being $\mathcal{O}(1)$ coefficients depending on the detail of the axion model.
6 Summary

We derived the electric field configuration and the electric current around a surface of metal or superconductor under the axion/hidden-photon DM background. The current we found is orders-of-magnitude smaller than the estimates in Refs. [52,53], although still it may be relevant for future/on-going experiments. For example, in the case of experiments using mirrors such as MADMAX or BRASS [23,25], the electric field far from the mirror surface is almost identical to the previous estimates but there is a small correction suppressed by $\sqrt{m/\sigma}$ with $m$ and $\sigma$ being the DM mass and the conductivity, respectively. A similar correction is also expected in a cavity setup such as ADMX [18], HAYSTAC [19], ORGAN [20], KLASH [21] and CULTASK [22], although such an effect is absorbed in the cavity quality factor $Q$ and it does not give a significant correction. We also briefly discussed a possibility to detect such an oscillating electric current by using the LC circuit.
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