1. INTRODUCTION

Diffuse coronal waves were first observed by Moses et al. (1997) and Thompson et al. (1998) with the EUV Imaging Telescope (EIT) on board the Solar and Heliospheric Observatory (SOHO) and were commonly known as EIT waves. They are best seen in the running difference images as propagating bright fronts with a speed of a few hundreds of km s$^{-1}$, followed by an expanding dimming region (Thompson et al. 1998). EIT waves can be observed at several wavelengths, such as 171 Å, 195 Å, 284 Å, and 304 Å (Wills-Davey & Thompson 1999; Zhukov & Auchère 2004; Long et al. 2008). Many observational properties of EIT waves were presented by Delannée & Aulanier (1999), Klassen et al. (2000), and Thompson & Myers (2009). Recent reviews on this topic can be found in Wills-Davey & Attrill (2009), Warmuth (2010), and Gallagher & Long (2010).

It is natural that EIT waves are accompanied by some other solar active events such as coronal mass ejections (CMEs) and flares. Statistical and case studies have shown that EIT waves are closely related with CMEs rather than solar flares (Biesecker et al. 2005; Veronig et al. 2008; Ma et al. 2009; Attrill et al. 2009). In spite of the coincidence of EIT waves and CMEs, their spatial relationship is still being debated. Vršnak et al. (2006) reported a wave behind the CME flank, and Patsourakos & Vourlidas (2009) claimed that the EIT wave front is outside the CME frontal loop, whereas Chen (2009) and Dai et al. (2010) found that the EIT wave front is cospatial with the white-light frontal loop of CMEs. In addition, Warmuth (2010) found one event in which a wave front overtakes the CME flank.

Based on the observed properties of EIT waves, there are two main interpretations. One is the wave model, which suggests that EIT waves are fast-mode magnetohydrodynamic (MHD) waves or shocks (Wang 2000; Wu et al. 2001; Warmuth et al. 2001, 2004; Pomoell et al. 2008; Vršnak & Cliver 2008). This model can explain some of the characteristics of the wave front and was supported by a number of observations (Warmuth et al. 2005; Long et al. 2008; Veronig et al. 2008; Patsourakos & Vourlidas 2009; Gopalswamy et al. 2009; Kienreich et al. 2009). The other interpretation is related to CME expansion. Delannée (2000) suggested that the bright front may result from the interaction between CME-induced expansion of magnetic field lines and surrounding field lines. Chen et al. (2002, 2005) proposed a field-line stretching model, which predicts that there should exist a fast-moving coronal shock ahead of the slow EIT wave, which was recently confirmed by Chen & Wu (2011). The non-wave model can also explain many of the properties of the wave and was supported by Harra & Sterling (2003) and Zhukov et al. (2009). In addition, there are still other models such as slow-mode MHD waves (Wang et al. 2009), spherical current shell (Delannée et al. 2008), successive magnetic reconnections (Attrill et al. 2007a, 2007b), and soliton (Wills-Davey et al. 2007). A concept of a coupled coronal wave was proposed by Zhukov & Auchère (2004) and Cohen et al. (2009).

In the last decade, the main approach to studying EIT waves has been by ultraviolet imaging observations. The main limitation comes from the cadence and spatial resolution of the instruments, such as EIT on board SOHO and Extreme Ultraviolet Imager aboard the Solar Terrestrial Relations Observatory (STEREO; Howard et al. 2008). Atmospheric Imaging Assembly (AIA; Title & AIA team 2006) aboard the Solar Dynamics Observatory (SDO) has high spatio-temporal resolutions and signal-to-noise ratio, enabling us to study EIT waves in unprecedented detail. Liu et al. (2010) reported the first SDO/AIA observations of EIT waves. They found one diffuse pulse and multiple sharp fronts and suggested...
a hybrid interpretation, combining both wave and non-wave models. In addition to the imaging observations, spectroscopic observations are also very important, because they provide additional information on plasma dynamics during the wave propagation and aid clarification of the physical nature of EIT waves. Harra & Sterling (2003) did the first spectroscopic propagation and aid clarification of the physical nature of EIT additional information on plasma dynamics during the wave observations are also very important, because they provide models. In addition to the imaging observations, spectroscopic a hybrid interpretation, combining both wave and non-wave

Figure 1. SDO/AIA 193 Å image and the magnetogram measured by the Michelson Doppler Imager (MDI; Scherrer et al. 1995) aboard SOHO. The white boxes indicate the EIS FOV.

This raster was repeated 12 times. The FOV of EIS lay to the south of the active region where the flare occurred and the wave was generated. The FOV covered the central part of a magnetic bipole as shown in Figure 1.

This event was also well observed by SDO/AIA in several coronal passbands. We obtained the base difference image from the 193 Å data between ~00:55 and ~01:15 UT and found that the wave propagated nearly circularly, as shown in Figure 2. Fortunately, the southeastern part of the wave front, though not the strongest, passed through the EIS FOV. For a more detailed study, it is important to determine the spatial intersection between the wave and EIS observations. Thus, we measured the positions of the leading edge of the wave front with the help of a AIA 193 Å base difference movie and marked the results on both the AIA 193 Å maps, as shown by the asterisks in Figure 3. The wave front entered the EIS FOV at ~01:00 UT and moved out of it at ~01:04 UT. Although the cadence of ~310 s is a relatively high one for EIS observations, it is still too low to observe the wave with good temporal resolution. In this event, only one of the 12 rasters, which started at 01:01:02 UT, may contain some signatures of the wave front. There is usually an expanding dimming region behind the wave front; however, the dimming to the southeast of the active region was not obvious. It is possible that the dimming region did not propagate circularly like the wave front in this event. Another possibility is that the dimming was obscured by the presumed overlying dome-like wave front that contributed a part of the EUV emission.

For the analysis of EIS data, we selected the Fe xii λ195.12 and Fe xiii λ202.04 emission lines, since both of them are strong with no blends from other ions (Young et al. 2007, 2009). In addition, there are no significant line asymmetries, since the EIS FOV is mainly in a quiescent region rather than in an active region (Peter 2010). Hence we used a one-component Gaussian function to fit the line profiles. The function we used is written as

\[
I = A + B\lambda + I_0 \exp \left[ -\frac{(\lambda - \lambda_0)^2}{2\sigma^2} \right],
\]

where \(\lambda\) (in units of Å) is the wavelength, \(I_0\) (in units of erg cm\(^{-2}\) s\(^{-1}\) sr\(^{-1}\) Å\(^{-1}\)) is the peak value of the profile, \(\lambda_0\) (in units of Å)
Figure 2. Base difference image of SDO/AIA 193 Å. The image is subtracted by the one at 00:55:06 UT, with the solar rotation corrected. The red boxes indicate the EIS FOV.

(An animation and a color version of this figure are available in the online journal.)

Figure 3. Positions of the wave front indicated by the asterisks measured from SDO/AIA base difference images. The white/red boxes refer to the EIS FOV. Note that the wave front may not appear clear enough in some snapshots, in which case the position is measured using the movie instead.

(An animation and a color version of this figure is available in the online journal.)

is the line center, $\sigma$ (in units of Å) is the line width, and $A$ and $B$ are constants for the linear background.

The EIS FOV in the scanning direction is very small ($5''$); thus our main interest focuses on the variation along the slit. Hence, we binned up the 5 pixels along the scanning direction for all the rasters and obtained 12 slices. Figure 4 shows the synthetic maps reconstructed from the 12 slices for the Fe xii and Fe xiii lines. The positions of the wave front measured from AIA images are plotted in each panel with the dashed lines indicating the wave propagation. The detailed results of spectroscopic analysis are presented in the following section.

3. RESULTS

3.1. The Properties of the Wave Front

It is of interest to determine the physical characteristics of EIT waves from the spectroscopic observations. However, the cadence of scanning is usually too low to keep in pace with a fast-propagating phenomenon. Hence, it is challenging to observe the wave front in the line intensity maps reconstructed from the raster scans (Chen et al. 2010). In this event, we cannot see an obvious intensity increase along the dashed line in Figure 4, which indicates the wave propagation. Usually, we may find
some distinct features in line widths and Doppler velocities as revealed in previous studies (Harra & Sterling 2003; Asai et al. 2008; Chen et al. 2010). As shown in Figure 4, the variation of line width along the wave propagation in the quiescent region is insignificant and within the fitting error. This is different from the result observed by Chen et al. (2010), in which an enhanced line broadening appeared at the outer edge of the ensuing dimming, i.e., behind the wave front.

Unlike the wave-induced effect on the line intensity and line width, we discern a weak blueshift in lines along the wave propagation in the upper part of the EIS FOV. The blueshift is stronger for the Fe xiii line. To illustrate the result, we calculated the average of the Doppler velocities between $Y = 330''$ and $Y = 364''$ for each slice. The average Doppler velocity, as well as other line parameters, is plotted as a function of time in Figure 5. We can confirm that the line intensity and line width in this region did not vary significantly with time. At the time of the wave front transit (i.e., $\sim 33$ minutes according to Figure 5), the blueshift for the Fe xii line suddenly increased to $\sim 4$ km s$^{-1}$, a value that was different from those observed earlier by nearly 2 km s$^{-1}$. For the Fe xiii line, the amplitude of the blueshift when the wave passed was a little larger than that for the Fe xii line. The average fitting error in this region was $\sim 1.41$ km s$^{-1}$. The blueshift, albeit weak, was beyond the errors.

3.2. Interaction Between the EIT Wave and the Upflow Region

The EIS FOV covered the central part of a magnetic bipole, which appeared as several minor loops and EUV bright points in AIA images as shown in Figure 1. The photospheric magnetic field strength was generally less than 100 G. In Figure 3, we found that the wave front was only slightly distorted when it passed over these magnetic structures. It is known that the EIT wave front usually stops at active region boundaries and coronal holes (Thompson et al. 1998; Veronig et al. 2006, 2008). The magnetic bipole here may be too small to stop the wave propagation in either the wave scenario or the non-wave scenario.

There was an upflow region to the north of the magnetic bipole core ($Y \sim 245''$) that appeared the brightest in both the AIA image and the EIS line intensity map. In the upflow region, the line intensities of both the iron lines were much lower. The velocity amplitude of the upflow was 15 km s$^{-1}$ for the Fe xii line and 20 km s$^{-1}$ for the Fe xiii line. The line width in this upflow region was larger than that in the ambient regions. Moreover, the non-thermal velocity ($v_{\text{non}}$) can be calculated by

$$\text{FWHM}_{\text{obs}}^2 = \text{FWHM}_{\text{ms}}^2 + 4\ln2 \lambda^2 c^2 \left( \frac{2kT}{M} + v_{\text{non}}^2 \right),$$

(2)

where the value of FWHM$_{\text{ms}}$ is 0.056 Å, $\lambda$ is the wavelength (in units of Å), $c$ is the speed of light, $k$ is the Boltzmann constant, $T$ is the electron temperature, and $M$ is the ion mass. The value of FWHM$_{\text{obs}}$ (in units of Å) can be obtained from the line profile. In Figure 4, the upflow region was clear in the Doppler velocity and line width synthetic maps for both the iron lines. The upflow velocity and line width stayed nearly unchanged until the wave...
front passed. However, after the wave front passed the upflow region, we found that the upflow velocity and line width to the right of the dashed line suddenly and significantly decreased for both the lines. We refer to this phenomenon as a diminishing of upflow and non-thermal velocities. For a quantitative study, the Doppler velocity in this region is plotted against the non-thermal velocity, as shown in Figure 6. It is clear that after the wave front passed, the high-velocity tail was truncated so that the upflow velocity was $\lesssim 5 \text{ km s}^{-1}$ and the non-thermal velocity was $\lesssim 70 \text{ km s}^{-1}$ for the Fe xii line, while the upflow velocity was $\lesssim 10 \text{ km s}^{-1}$ and the non-thermal velocity was $\lesssim 60 \text{ km s}^{-1}$ for the Fe xiii line.

In addition, we analyzed the data obtained with a long raster (a large FOV) on the day before the event. The line intensity and Doppler velocity maps are shown in Figure 7. We can confirm that the upflow region existed at this position and exhibited a similar velocity amplitude for many hours. The magnetic bipole core is illustrated by the black contours on Figure 7 (right panel). The abrupt diminishing of the upward Doppler velocity and the non-thermal velocity in an ambient region of magnetic structure may imply an interesting scenario in which the wave front interacts with the magnetic field during its propagation.

4. DISCUSSION

We presented an EIT wave event, which was captured by Hinode/EIS raster. We studied the spectroscopic properties of the coronal plasma during the wave transit. The most interesting results are summarized below.

1. The wave front propagated nearly circularly, with its southeastern part observed by EIS. The line intensity and line width showed no change when the wave front passed. However, an enhanced blueshift of the line center, albeit weak, was observed at this time.

2. The wave front passed over an upflow region near a magnetic bipole. The shape of the wave front was only slightly distorted. For both of the iron lines studied, a sudden and clear diminishing of the upflow and non-thermal velocities in the upflow region was observed when the wave passed.

In general, during the EIT wave front passage, one may expect to observe a line intensity enhancement, a common feature observed in coronal EUV images. In this event, however, the variation of line intensity during the wave propagation was within the fitting error. For the raster observations of the wave, the line profile at a certain point is a composite of the contribution from the background corona during the whole exposure time (50 s for this event) and the contribution from the wave front. The wave quickly passes over this point and in fact it contributes little to the line profile. Therefore, it is hard to observe similar signatures from spectroscopic and image observations. It was previously observed that EIT waves and the accompanying dimmings exhibited a very high speed, so that their contribution to the line profile can result in a strong Doppler component (Harra & Sterling 2003; Asai et al. 2008). In this case, some significant features of the wave or wave-perturbed plasma can be observed from the spectroscopic data.
Fortunately, we found a sudden upward motion of the coronal plasma when the wave front passed the EIS FOV. The upward velocity \((v_{up})\) was \(\sim 4\) km s\(^{-1}\). If we assume that the velocity along the line of sight was purely from the projection of a tangential velocity (i.e., velocity along the solar surface), then we can estimate the local tangential velocity to be \(v_{up}/\cos \theta\), where \(\theta\), the projection angle, is \(\sim 30^\circ\). Thus, the local tangential velocity was \(\sim 10\) km s\(^{-1}\). For this event, the average propagation speed of the wave between 1:00:54 and 1:05:30 UT is \(\sim 358\) km s\(^{-1}\). This result implies that the speed of local plasma motion was far less than the propagation speed of the wave. This feature is compatible with both the wave and non-wave models.

The upflows at the edges of the active regions have been reported by Sakao et al. (2007), Hara et al. (2008), Harra et al. (2008), and Doschek et al. (2008). They were found to be
cospatial with open magnetic field lines (Sakao et al. 2007; Harra et al. 2008). The upflow region observed in our event, as described in Section 3.2, showed some similar behaviors. However, its spatial extension was much smaller. Based on the fact that the upflow we observed existed in a low-intensity region, it is probable that this region was a small coronal hole. Regardless of what the actual source of the upflow was, the magnetic field lines in this region were very likely to be open. However, several difficulties make it hard to get a valid result for the magnetic field structure for this event. First, both the active region where the EIT wave originated and the magnetic bipole region where upflows existed were far from the disk center. A correction for the curved surface and the projection of magnetic fields is required. Second, although extrapolation to active region magnetic fields has been studied intensively and is relatively easy to apply to various cases, extrapolation to small magnetic structures is a difficult task. Unfortunately, the region with the magnetic bipole and the upflows, which draws our main attention, is such an example. Our experiment showed that it is possible to get some preliminary results, though probably inaccurate, for the active region. However, no valid result is returned for the magnetic bipole or the intermediate area between it and the active region. Although there is no available information on the magnetic fields, we conjecture that the upflow region surrounding the magnetic bipole core may also be related to open fields or large-scale closed fields, based on the reasons mentioned above.

The ratio of magnetic pressure to gas pressure is high in the corona; thus, the direction of coronal plasma motion is dominated by magnetic field lines. The sudden variation of the line-of-sight velocity described in Section 3.2 implies a change of direction of the magnetic field lines. McIntosh et al. (2007) reported a disappearance and reappearance of “moss” around an active region during the evolution of a CME event. They explained the change of the “moss” as a proxy for the changing coronal magnetic field topology behind the CME front. Although their event is different from ours in some aspects, the common key feature is that a change of magnetic field orientation associated with large-scale coronal disturbances (CMEs or EIT waves) can influence the coronal plasma dynamics. In the field-line stretching model proposed by Chen et al. (2002, 2005), EIT waves are apparently propagating wave fronts formed by successive stretching/expansion of field lines, which is initiated by the erupting flux rope. It is expected that when the wave passes over the upflow region, the local open (or large-scale) field lines will be pushed aside and be redirected toward another direction by the stretched field lines related to the wave front. Therefore, the upflows change their direction to one that deviates more from the line of sight. The line-of-sight component velocity is apparently diminished as a result.

Hara et al. (2008) and Doschek et al. (2008) reported a positive correlation between the non-thermal velocity and upflow velocity from the line profile fitting, implying the multiplicity of actual upflow velocities. As shown in Figure 6, before the wave front passed, the upflow velocity and non-thermal velocity in the region we observed also shows a positive correlation, though somewhat weaker than what was reported by Hara et al. (2008) and Doschek et al. (2008). However, such a correlation does not exist after the wave front passed, when the upflow and non-thermal velocities were reduced to smaller magnitudes as mentioned in Section 3.2. Considering the difference in the correlation result, we think that the correlation observed in this upflow region before the wave front passed is of physical significance, especially for the Fe xiii line. Since one of the main causes of the non-thermal velocity is the multiplicity of line-of-sight velocities, the sudden diminishing of the non-thermal velocity could therefore be explained. Note that other mechanisms were also suggested to explain the variation of non-thermal velocity in coronal dimmings (McIntosh 2009). Here, we favor the scenario of multiple velocities existing in the spatially unresolved area to interpret the variation of the non-thermal velocity.

Note that an MHD wave impacting open (or large-scale) field lines can also push them aside and redirect them to some extent. However, the field lines would oscillate periodically. If this is so, we would expect to observe some oscillating patterns in the spectroscopic data. Unfortunately, no oscillation is found in the results shown above. It may be true that the sensitivity and the cadence of the instruments are not high enough to resolve the oscillation well. If this is the case, the diminishing of the Doppler velocity and non-thermal velocity would be gradual. However, Figure 4 shows a sudden diminishing of the velocities for both the iron lines. Therefore, while the wave model cannot be excluded, the non-wave model is more favored here in explaining the observational data.

In summary, a possible scenario for the EIT wave event analyzed in this paper could be as follows: the EIT wave encountered an open (or large-scale) magnetic field line, along which multi-component upflows existed. The independent magnetic system of the upflow region was too narrow to stop the wave from propagating. However, the open (or large-scale) field lines were pushed aside or distorted by the wave, resulting in an abrupt diminishing of upward line-of-sight velocity and non-thermal velocity as observed in the spectral lines. We suggest that this scenario could be more in accordance with what was proposed by Chen et al. (2002, 2005) for EIT waves, in which the formation of EIT wave fronts and their behaviors are essentially correlated with the stretching of magnetic field lines during CMEs.
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