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Demonstration of Baird’s rule complementarity in the singlet state with implications for excited-state intramolecular proton transfer†

Bryan J. Lampkin,‡ Yen H. Nguyen,‡ Peter B. Karadakov †b and Brett VanVeller †a

The aromatic character of an arene is proposed to switch from aromatic in the ground state (S0) to antiaromatic in the S1 and T1 excited states. This behavior is known as Baird’s rule and has been invoked to explain excited-state properties, primarily in the triplet state, whereas rationalization of antiaromaticity in the singlet state is less developed. This work demonstrates the first application of Baird’s rule to rationalize previously unexplained experimental behavior of the singlet state process known as excited-state intramolecular proton transfer (ESIPT). Further, by analyzing the variations in isotropic magnetic shielding around the base arenes (benzene and naphthalene) of ESIPT fluorophores in the S0 and S1 electronic states, different shielding distributions indicate a complementarity to Baird’s rule: greater aromaticity in S0 leads to greater antiaromaticity in S1 and vice versa. These findings have immediate application in the design of functional ESIPT fluorophores and, more generally, for photochemical reactions that are driven by the relief of antiaromaticity in the excited state. Notably, a tenet of traditional chromophore design states that expansion of conjugation generally leads to a red-shift in absorbance and emission wavelengths. The results of this study show that ESIPT fluorophores run contrary to those conventional design principles and this behavior can only be rationalized by considering Baird’s rule.

Introduction

Aromaticity plays a major role in the chemical and electronic properties of molecules in the ground state following Hückel’s rules.1–3 Alternatively, the concepts of aromaticity and antiaromaticity have also been shown to influence the properties of singlet and triplet excited states. In general, an annulene with [4n + 2] π-electrons in its aromatic ground state (S0) can be regarded as antiaromatic in its S1 and T1 excited states. The converse is similarly true for annulenes with a 4n π-electron antiaromatic ground state possessing aromatic character in the excited state.4–9 This inversion of aromaticity between the ground and excited states has colloquially come to be known as Baird’s rule.10,11 Baird originally proposed the inversion of Hückel’s rules between S0 and T1,4 but subsequent theoretical work suggested Baird’s rule to be applicable to S1 states as well.12–15 While numerous studies10 have been conducted to investigate the excited-state aromaticity of various annulenes—establishing Baird’s rule as a useful convention for understanding electronic states—the application of excited-state aromaticity to rationalize and design photochemical properties is less developed and predominantly focused on triplet aromaticity.16–19 The goal of this work was to apply Baird’s rules to interpret the unconventional behavior of benzoxazole fluorophores that undergo excited-state intramolecular proton transfer (ESIPT), where traditional strategies to red-shift the fluorescent wavelength instead lead to blue-shifted emission.20,21 In doing so, we demonstrate the complementarity of Baird’s rule, where lower aromaticity in S0 leads to lower antiaromaticity in S1. These results provide a deeper understanding of excited-state potential energy surfaces for applications in the design of functional chromophores and photochemical pathways.

Excited-state intramolecular proton transfer (ESIPT) is a photochemical process that leads to a dramatically large Stokes shift of the wavelength of fluorescence.22 Briefly, the 2-(2′-hydroxyphenyl)benzoxazole derivative (Fig. 1) exists in its phenolic enol form E in the ground state. After excitation of E, direct fluorescence from E* can produce an emitted photon with a relatively small Stokes shift. Alternatively, the structure of E* is such that an excited-state tautomerization can occur to produce the keto form
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**K** (Fig. 1, ESIPT step). The isomerization from E* to K* is fast (~ps) and highly favorable. Emission then takes place from K* to the ground-state keto form K—where the quinoidal character of K places it higher in energy in the ground state than E (an example of Hückel \([4n + 2]\) aromatic stability). The net result is that a stabilized K* and destabilized K closes the energy gap \(S_1 \rightarrow S_0\) such that fluorescence from K* can be > 150 nm red-shifted relative to fluorescence from E* \(S_1 \rightarrow S_0\).

The ESIPT process has been applied to the design of new functional molecules for biosensing and imaging.\(^{20,21}\) Thus, insights into the factors that govern the isomerization and wavelength of emission are immensely valuable to the design and optimization of novel chemical tools based on ESIPT. While the excited-state behavior of derivatives based on E has been extensively studied, one aspect of their emissive behavior has eluded explanation.\(^{22–24}\)

Consider the behavior of two benzoxazole derivatives HBO and NAP (Fig. 2 and Table 1). In general, expansion of conjugation leads to a red-shift in the absorption and emission of a chromophore. Accordingly, the absorbance maximum of NAP is ~40 nm longer than HBO. In contrast, however, the emission wavelength of NAP is not similarly red-shifted and the Stokes shift is far smaller than for HBO. The origins of this odd behavior have not been adequately explained.\(^{22–24}\) Additionally, for NAP, two emissive bands are observed. The predominant band is ascribed to emission from NAP-K* (460 nm) with a weaker, poorly defined band from NAP-E* (400 nm).\(^{22}\)

From the spectral data of HBO and NAP in Table 1, we can develop the potential energy diagrams in Fig. 3.\(^{23}\) Based on the higher energy of emission from NAP-K* (460 nm) versus HBO-K* (508 nm), HBO-K* is more stabilized relative to HBO-E* than for NAP-K* relative to NAP-E* \(\epsilon_{\text{HBO}} > \epsilon_{\text{NAP}}\). Similarly, the smaller energy difference between NAP-E* and NAP-K* \(\epsilon_{\text{NAP}}\) means that a detectable amount of NAP-E* exists and a minor band for enol emission is observed.\(^{25}\) Overall, these results are congruent with the notion that tautomerization of NAP-E* to NAP-K* is not as energetically stabilizing as tautomerization of HBO-E* to HBO-K* despite the larger conjugated system in HBO. Given the utility of ESIPT probes for a variety of sensing and imaging applications,\(^{20,21}\) it is essential to understand the factors that contribute to the photochemical mechanism to establish reliable design criteria.

It has been proposed theoretically that aromaticity may play a role in the tautomeric proton transfer of phenolic derivatives in the excited state.\(^{26,27}\) Similarly, according to Baird’s rule, the aromatic phenol (E) is antiaromatic in the excited state, and isomerization to the quinoidal keto form (K) can be conceptually understood to relieve the destabilizing effects of antiaromaticity.

Naphthalene is generally understood to be less aromatic than benzene in the ground state.\(^{28–31}\) We therefore propose that naphthalene is less antiaromatic than benzene in the excited state. This complementarity of greater aromaticity in the ground state leading to greater antiaromaticity in the excited state (and *vice versa*) is an aspect of Baird’s rule that has not been experimentally demonstrated.

Thus, NAP-E* is less antiaromatic relative to HBO-E*, which creates a lower driving force to form NAP-K*. Consequently, NAP-K* is less stabilized in the excited state and a larger energy gap must exist between NAP-K* and NAP-K relative to the energy gap between HBO-K* and HBO-K. As an aside, the reduced Stokes shift of NAP likely also derives from the lower energetic bias between the enol and keto tautomers in the

![Fig. 1](https://example.com/fig1.png) Excited-state intramolecular proton transfer (ESIPT). Isomerization to the keto form closes the energy gap, red-shifts emission and create a large Stokes shift.

![Fig. 2](https://example.com/fig2.png) Absorbance and emission traces of HBO (solid) and NAP (dashed) in toluene.

| Table 1 | Spectral data of ESIPT fluorophores in toluene |
|---------|---------------------------------------------|
|         | Abs \(\lambda_{\text{max}}\) (nm) | Em \(\lambda_{\text{max}}\) (nm) | Stokes shift (nm) |
| HBO-E*  | 335 | 508 | 173 |
| HBO-K*  | 378 | 400, 460 | 22, 82 |

![Fig. 3](https://example.com/fig3.png) Excited-state intramolecular proton transfer (ESIPT). Isomerization to the keto form closes the energy gap, red-shifts emission and create a large Stokes shift.
ground state (\(\mathbf{g}_{\text{HBO}}\) and \(\mathbf{g}_{\text{NAP}}\), Fig. 3). The lower ground-state aromaticity of naphthalene versus benzene means that \(\mathbf{g}_{\text{HBO}} > \mathbf{g}_{\text{NAP}}\). Thus, because \(\text{NAP-K}\) is not as destabilized relative to \(\text{NAP-E}\) due to this reduced aromaticity, the energy gap between \(\text{NAP-K}\) and \(\text{NAP-K}^*\) is necessarily larger than for \(\text{HBO}\).

### Results and discussion

The proposed role that the reduced excited-state antiaromaticity of naphthalene plays in the photophysics of \(\text{NAP}\) is supported by calculations off-nucleus isotropic magnetic shielding isosurfaces of benzene and naphthalene in the ground and excited state (Fig. 4–6). The comparison of ground and excited-state antiaromaticity is well- served by this computational approach \(^1\) because the off-nucleus magnetic isotropic shielding, displayed as a function of position in the contour plots of Fig. 4–6, addresses important drawbacks associated with single-point nucleus-independent chemical shift (NICS) values. \(^2\) Mainly, the arbitrary position at which a single-point NICS value is calculated may not possess sufficient information to fully characterize the aromaticity of a \(\pi\)-system. \(^3\) Additionally, geometric indices of aromaticity are often not applicable for excited-state aromaticity. For example, bond-length alternation is often invoked as an indication of reduced aromaticity in the ground state, \(^4\) but benzene maintains the same \(D_{6h}\) symmetry across \(S_0\) and \(S_1\). \(^5\) Thus, off-nucleus isotropic magnetic shielding isosurfaces provide one of the most insightful and succinct means of comparing aromaticity between molecules.

The contour plots in Fig. 4–6 display the spatial variation in the values of the off-nucleus isotropic magnetic shielding, \(\sigma_{\text{iso}}(\mathbf{r})\). The shape of the isotropic shielding surfaces and contour plots in Fig. 4–6 show profoundly different isotropic shielding distributions between the \(S_0\) and \(S_1\) of both benzene and naphthalene, where positive \(\sigma_{\text{iso}}(\mathbf{r})\) values indicate more shielded regions that can be associated with stronger bonding (aromatic) and negative \(\sigma_{\text{iso}}(\mathbf{r})\) values indicate more deshielded regions corresponding to weaker bonding (antiaromatic). Such contour plots have been referred to as “fingerprint” of aromaticity that allow for unambiguous classification of the degree of aromaticity and antiaromaticity in the electronic states of benzene and naphthalene. \(^6\)

The isotropic shielding is represented by three plotting plane orientations (Scheme 1) to provide a more comprehensive picture of the spatial variation of \(\sigma_{\text{iso}}(\mathbf{r})\).

In general, the contour plots in Fig. 4–6 reveal that benzene is more aromatic relative to naphthalene in the ground state and, conversely, benzene is more antiaromatic relative to naphthalene in the excited state.

The \(S_0\) of benzene in Fig. 4 displays a shielded ring inside of which the isotropic shielding, \(\sigma_{\text{iso}}(\mathbf{r})\), is above 15 ppm. In contrast, the regions where \(\sigma_{\text{iso}}(\mathbf{r})\) exceeds 15 ppm in each of the six-membered rings in \(S_0\) of naphthalene are smaller and discontinuous, indicating a lower aromaticity compared with \(S_0\) of benzene. The \(S_1\) contour plots reveal a complimentary relationship to the aromaticity in \(S_0\). The \(S_1\) of benzene shows \(\sigma_{\text{iso}}(\mathbf{r})\) going down to under \(-30\) ppm in a sizeable central circular region, which indicates that it is more antiaromatic than \(S_1\) of naphthalene where the contour line surrounding the corresponding deshielded regions has \(\sigma_{\text{iso}}(\mathbf{r})\) of \(-25\) ppm.

The spatial variation of \(\sigma_{\text{iso}}(\mathbf{r})\) represented in Fig. 5 reinforces the conclusions from Fig. 4. The areas of strong bonding exhibiting \(\sigma_{\text{iso}}(\mathbf{r})\) over 40 ppm, are larger in the \(S_0\) of benzene than for naphthalene (see inset). Here we have another confirmation that the greater aromaticity of benzene in \(S_0\) leads to greater antiaromaticity in \(S_1\) compared with naphthalene: the most deshielded region extending above and below the central parts of the benzene ring features \(\sigma_{\text{iso}}(\mathbf{r})\) below \(-40\) ppm whereas the corresponding regions in naphthalene are less deshielded by about 5 ppm.

The in-plane variation in \(\sigma_{\text{iso}}(\mathbf{r})\) represented in Fig. 6 is less indicative of differences in aromaticity in \(S_0\). We do note, however, that the area where \(\sigma_{\text{iso}}(\mathbf{r})\) falls to under 10 ppm at the center of each ring is smaller for benzene than for naphthalene, which shows that benzene possesses higher values of \(\sigma_{\text{iso}}(\mathbf{r})\) overall compared with naphthalene. The \(S_1\) contour plots reinforce the observations made in relation to Fig. 5: the central region of the benzene ring features more extensive deshielding that the central regions of the six-membered rings in naphthalene, which is an indication of greater antiaromaticity.

---

**Scheme 1** Planes of contour plots in Fig. 4–7.

---

The comparison of ground and excited-state aromaticity is well-supported by this computational approach because the off-nucleus magnetic isotropic shielding, displayed as a function of position in the contour plots of Fig. 4–6, addresses important drawbacks associated with single-point nucleus-independent chemical shift (NICS) values. Mainly, the arbitrary position at which a single-point NICS value is calculated may not possess sufficient information to fully characterize the aromaticity of a \(\pi\)-system. Additionally, geometric indices of aromaticity are often not applicable for excited-state aromaticity. For example, bond-length alternation is often invoked as an indication of reduced aromaticity in the ground state, but benzene maintains the same \(D_{6h}\) symmetry across \(S_0\) and \(S_1\). Thus, off-nucleus isotropic magnetic shielding isosurfaces provide one of the most insightful and succinct means of comparing aromaticity between molecules.

The contour plots in Fig. 4–6 display the spatial variation in the values of the off-nucleus isotropic magnetic shielding, \(\sigma_{\text{iso}}(\mathbf{r})\). The shape of the isotropic shielding surfaces and contour plots in Fig. 4–6 show profoundly different isotropic shielding distributions between the \(S_0\) and \(S_1\) of both benzene and naphthalene, where positive \(\sigma_{\text{iso}}(\mathbf{r})\) values indicate more shielded regions that can be associated with stronger bonding (aromatic) and negative \(\sigma_{\text{iso}}(\mathbf{r})\) values indicate more deshielded regions corresponding to weaker bonding (antiaromatic). Such contour plots have been referred to as “fingerprint” of aromaticity that allow for unambiguous classification of the degree of aromaticity and antiaromaticity in the electronic states of benzene and naphthalene. The \(S_0\) of benzene in Fig. 4 displays a shielded ring inside of which the isotropic shielding, \(\sigma_{\text{iso}}(\mathbf{r})\), is above 15 ppm. In contrast, the regions where \(\sigma_{\text{iso}}(\mathbf{r})\) exceeds 15 ppm in each of the six-membered rings in \(S_0\) of naphthalene are smaller and discontinuous, indicating a lower aromaticity compared with \(S_0\) of benzene. The \(S_1\) contour plots reveal a complimentary relationship to the aromaticity in \(S_0\). The \(S_1\) of benzene shows \(\sigma_{\text{iso}}(\mathbf{r})\) going down to under \(-30\) ppm in a sizeable central circular region, which indicates that it is more antiaromatic than \(S_1\) of naphthalene where the contour line surrounding the corresponding deshielded regions has \(\sigma_{\text{iso}}(\mathbf{r})\) of \(-25\) ppm.

The spatial variation of \(\sigma_{\text{iso}}(\mathbf{r})\) represented in Fig. 5 reinforces the conclusions from Fig. 4. The areas of strong bonding exhibiting \(\sigma_{\text{iso}}(\mathbf{r})\) over 40 ppm, are larger in the \(S_0\) of benzene than for naphthalene (see inset). Here we have another confirmation that the greater aromaticity of benzene in \(S_0\) leads to greater antiaromaticity in \(S_1\) compared with naphthalene: the most deshielded region extending above and below the central parts of the benzene ring features \(\sigma_{\text{iso}}(\mathbf{r})\) below \(-40\) ppm whereas the corresponding regions in naphthalene are less deshielded by about 5 ppm.

The in-plane variation in \(\sigma_{\text{iso}}(\mathbf{r})\) represented in Fig. 6 is less indicative of differences in aromaticity in \(S_0\). We do note, however, that the area where \(\sigma_{\text{iso}}(\mathbf{r})\) falls to under 10 ppm at the center of each ring is smaller for benzene than for naphthalene, which shows that benzene possesses higher values of \(\sigma_{\text{iso}}(\mathbf{r})\) overall compared with naphthalene. The \(S_1\) contour plots reinforce the observations made in relation to Fig. 5: the central region of the benzene ring features more extensive deshielding that the central regions of the six-membered rings in naphthalene, which is an indication of greater antiaromaticity.
Finally, we introduce a new “fingerprint” of aromaticity switching in Fig. 7, which displays the difference contour plots that result from subtracting $\sigma_{iso}(r)$ for $S_0$ from $\sigma_{iso}(r)$ for $S_1$. Fig. 7 confirms that the overall change in aromatic character from ground to excited state is greater for benzene than for naphthalene by 4–7 ppm.

The overall conclusion from all of the contour plots is that differences in aromaticity and bonding between benzene and naphthalene are smaller in $S_0$ relative to $S_1$. Indeed, differences in ground-state aromaticity are small (these are more obvious in the $S_0$ shielding plots 1 Å above the molecular plane, see Fig. 4, whereas the $S_0$ shielding plots in Fig. 5 and 6 display very similar bonding patterns). This finding, albeit based on a single comparative example, may imply that small differences in ground state aromaticity can lead to much larger differences in antiaromaticity in the excited state.

Collectively, these results affirm the greater aromaticity of benzene compared with naphthalene in $S_0$. Conversely, benzene is more antiaromatic in $S_1$ than naphthalene. Therefore, the greater aromaticity of benzene in $S_0$ similarly leads to greater antiaromaticity in $S_1$ relative to naphthalene (of about $-5$ ppm). These results demonstrate that, when applied to singlet states, Baird’s rule is complimentary between $S_0$ and $S_1$, where greater aromaticity in $S_0$ leads to greater antiaromaticity in $S_1$. The implications of this observation build a compelling case for the role that aromaticity effects play in the ESIPT process of HBO and NAP.

The greater antiaromaticity in the phenol of HBO-E* creates a larger energetic difference between HBO-E* and the quinoidal HBO-K* (which could be considered nominally nonaromatic by Hückel’s rules). In contrast, the reduced antiaromaticity of NAP-E* relative to HBO-E* creates a smaller energetic driving
As anticipated, based on the lower aromaticity of naphthalene, the difference between the stabilization (6 kcal mol\(^{-1}\)) of the enol form of HBO (HBO-E*) and the stabilization (6 kcal mol\(^{-1}\)) of NAP (NAP-E*) means that enol emission from HBO-E* is detectable relative to keto emission.

Finally, we note that Baird’s rules of excited-state aromaticity have primarily been validated in arenes with \((\pi,\pi^*)\) excited states.\(^{10}\) The ESIPT process similarly occurs in the \((\pi,\pi^*)\) excited state,\(^{24}\) which justifies our application of Baird’s rule to explain the behavior of HBO and NAP.

The potential energy diagrams in Fig. 3 were constructed based on the observable spectral properties of HBO and NAP. To gain further insight into the ESIPT process, we calculated the energetic parameters defined in Fig. 8.

The computed wavelengths of absorption and emission correspond to the Frank–Condon vertical transitions from the ground state to the optimized excited state geometry for both HBO and NAP. All electronic energies were normalized to the ground state energy of the enol form (E) for both HBO and NAP. As anticipated, based on the lower aromaticity of naphthalene versus benzene discussed above, there is a smaller energy difference between the E and K species of NAP relative to HBO.

Alternatively, in the excited state, the analysis in Fig. 4–7 predict a greater stabilization of HBO-K* compared to HBO-E*, in accord with Baird’s rule. Indeed, we compute a favorable stabilization (6 kcal mol\(^{-1}\)) of HBO-K* following ESIPT, whereas the energetic stabilization of NAP-K* was computed to be energetically uphill (4 kcal mol\(^{-1}\)) relative to NAP-E*. The spontaneous formation of NAP-K* has been spectroscopically confirmed,\(^{22}\) implying an exothermic ESIPT process to form NAP-K*. We therefore conclude that our computed endothermic process likely arises from error associated with excited-state geometry optimization of K*. TD-DFT geometry optimizations have been characterized to significantly underestimate CO bond lengths and as a result, will give inaccurate emission energies.\(^{39,40}\) Nevertheless, the reported gas phase transition energies (in nm) match experimental observables within documented TD-DFT errors (0.2–0.3 eV),\(^{31}\) where emission from NAP-K* shows the most inaccurate computed value (418 nm) relative to experiment (460 nm). This inaccuracy further suggests that an error in the computed geometry is responsible for the discrepancy in energy between theory and experiment of NAP-E* and NAP-K*.

Conclusion

We present compelling evidence that aromaticity plays a key role in determining the energetic difference between tautomeric species in the excited state. This result has immediate implications for the design of ESIPT chromophores based on HBO. The ESIPT process has been applied to the development of new functional molecules and sensors.\(^{20,21,42}\) Thus, an understanding of how structure relates to spectral features is critical to the design of novel ESIPT materials. This work reveals that expansion of conjugation is not a viable strategy to red-shift the emissive properties of ESIPT fluorophores unless expansion of the \(\pi\) system leads to a more aromatic phenolic partner than the base phenol in HBO. Notably, this result runs contrary to traditional chromophore design principles in which expansion of conjugation generally leads to a red-shift in absorbance and emissive properties. These results can only be rationalized by considering Baird’s rule (see below).

We propose that the aromaticity of the phenolic ring should be given strong consideration during the design of novel ESIPT chromophores as it can dramatically impact the Stokes shift of keto emission. Further, we predict that strategies centered around using electron-donating and electron-withdraw substituted (so called “push–pull” chromophores) may provide more fruitful avenues to increase the Stokes shift of keto emission, as has been demonstrated.\(^{43}\) To date, however, a systematic investigation of the role that substitution of the HBO core can play in tuning the absorbance and enol vs. keto emission features of HBO has not been experimentally demonstrated.\(^{25}\)

More generally, this work corroborates the tenets of Baird’s rule that \([4n+2]\) Hückel aromatic character in the ground state flips to antiaromatic character in the excited state.\(^{10}\) Furthermore, experimental evidence for Baird’s rule operating in the singlet excited state is lacking.\(^{12–15}\) This report provides experimental demonstration of Baird’s rule in the singlet state, where the excited-state isomerization observed in HBO can be rationalized to be a process by which excited-state antiaromaticity is alleviated via intramolecular proton transfer to a quinoidal isomer.

Finally, this work proposes and demonstrates a largely intuitive concept within Baird’s rule that greater aromaticity in \(S_0\) leads to greater antiaromaticity in \(S_1\), and presumably vice versa in terms of antiaromaticity in \(S_0\).

Computational details

All complete-active-space self-consistent field calculations with gauge-including atomic orbitals (CASSCF-GIAO) on benzene and naphthalene reported in this paper were carried out using the MRCSCF-GIAO (multiconfigurational SCF with GIAOs) methodology\(^{44,45}\) and implemented in the Dalton 2016.2 program package,\(^{46}\) within the 6-311+G* basis set.

The \(S_0\) \((1^1A_{1g})\) and \(S_1\) \((1^1B_{2u})\) electronic states of benzene were described using state-optimized \(\pi\)-space CASSCF(6,6) wavefunctions (with ‘6 electrons in 6 orbitals’), at the experimental \(D_0\) gas-phase ground-state geometry established through analysis of the \(v_4\) vibration–rotation bands of \(C_6H_6\) and \(C_6D_6\).\(^{47}\) The geometry of benzene chosen for the current
calculations is identical to that used in previous shielding studies.\textsuperscript{12,15,48}

In the calculations on the $S_0$ ($1^1A_g$) and $S_1$ ($1^1B_{2u}$) electronic states of naphthalene we employed state-optimized $\pi$-space CASSCF(10,10) wavefunctions (with ‘10 electrons in 10 orbitals’), at the $D_{2d}$ gas-phase ground-state geometry determined through a combination of ultrahigh-resolution laser spectroscopy and \textit{ab initio} calculations.\textsuperscript{19}

As ground-state geometries were used in excited state calculations, the comparisons between the properties of the $S_0$ and $S_1$ electronic states of benzene and naphthalene are in the context of vertical excitations.

$\sigma_{\text{iso}}(r)$ contour plots for the $S_0$ and $S_1$ electronic states of benzene and naphthalene were constructed using regular grids of points with a spacing of 0.05 Å. To reduce computational effort, for each grid $\sigma_{\text{iso}}(r)$ values were calculated within one quadrant of the respective grid only and replicated by symmetry.

The CASSCF(6,6)/6-311+G* and CASSCF(10,10)/6-311+G* $S_1 \leftarrow S_0$ vertical excitation energies of 4.98 eV and 4.22 eV that we obtained for benzene and naphthalene, respectively, agree well with experimental data and other theoretical results.\textsuperscript{12,56}

Additional data on NICS and magnetic susceptibilities for the $S_0$ and $S_1$ electronic states of benzene and naphthalene, calculated at the CASSCF(6,6)-GIAO/6-311+G* and CASSCF(10,10)-GIAO/6-311+G* levels of theory, respectively, are reported in Table 2. The selection of NICS indices includes the original NICS index, $\text{NICS(0)}_{zz}$\textsuperscript{51} defined as $-\sigma_{\text{iso}}$ (at ring center), $\text{NICS(1)} = -\sigma_{\text{iso}}$ (at 1 Å above ring center),\textsuperscript{52,53} $\text{NICS(0)}_{zz} = -\sigma_{zz}$ (at ring center)\textsuperscript{54,55} and $\text{NICS(1)}_{zz} = -\sigma_{zz}$ (at 1 Å above ring center).\textsuperscript{16}

The magnetic susceptibility data is comprised of the isotropic magnetic susceptibilities, $\chi_{\text{iso}}$, and the out-of-plane components of the magnetic susceptibility tensor, $\chi_{zz}$.

The comparison between the CASSCF-GIAO NICS values for the $S_0$ and $S_1$ electronic states of benzene and naphthalene shows clearly that whereas, in the electronic ground states, the six-membered ring in benzene is more aromatic than a six-membered ring in naphthalene, in the first singlet excited states a six-membered ring in naphthalene is less antiaromatic (or, more aromatic) than the six-membered ring in benzene. The NICS(0)$_{zz}$ and NICS(1)$_{zz}$ indices suggest more pronounced differences between the aromaticities of the six-membered rings in the two molecules in each electronic state than do NICS(0) and NICS(1). The CASSCF(6,6)-GIAO/6-311+G* NICS values for the $S_0$ and $S_1$ electronic states of benzene are in good agreement with the corresponding CASSCF(6,6)-GIAO/6-311+G(2d,2p) NICS data from literature,\textsuperscript{12} which is an indication that the accuracy afforded by the 6-311+G* basis is sufficient for the purposes of the current investigation. As expected, the NICS data in Table 2 fully supports the conclusions following from the analyses of Fig. 4–7.

When comparing the isotropic magnetic susceptibilities and the out-of-plane components of the magnetic susceptibility tensor for the two molecules, it is important to remember that these are ‘entire molecule’ and not ‘per ring’ values, so each of $\chi_{\text{iso}}$ and $\chi_{zz}$ for naphthalene needs to be divided by 2 before juxtaposing it with the corresponding value for benzene. A comparison of this type leads to conclusions analogous to those derived from the NICS values, with one exception: due to the larger differences between the diagonal components of the $S_1$ magnetic susceptibility tensor for naphthalene, the corresponding $\chi_{\text{iso}}$ value turns out to be higher than the corresponding value for benzene.

Finally, we note that HBO and NAP possess large $\pi$-systems making calculation of the full $\pi$-space by CASSCF impractical. For this reason, we chose TD-DFT to analyze these molecules in Fig. 8 (see ESI† for details). TD-DFT allowed for computation of these systems in a straightforward manner, introducing correlation effects for both core and valence electrons. However, TD-DFT cannot be used to describe singlet excited state (anti)aromaticity as the required methodology has not been developed and implemented in code.
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