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Abstract
Forecasting academic performance of student has been a substantial research inquest in the Educational Data-Mining that utilizes Machine-learning (ML) procedures to probe the data of educational setups. Quantifying student academic performance is challenging because academic performance of students hinges on several factors. The in hand research work focuses on students’ grade and marks prediction utilizing supervised ML approaches. The data-set utilized in this research work has been obtained from the Board of Intermediate & Secondary Education (B.I.S.E) Peshawar, Khyber Pakhtunkhwa. There are 7 areas in BISEP i.e., Peshawar, FR-Peshawar,Charsadda, Khyber, Mohmand and Upper and Lower Chitral. This paper aims to examine the quality of education that is closely related to the aims of sustainability. The system has created an abundance of data which needs to be properly analyzed so that most useful information should be obtained for planning and future development. Grade and marks forecasting of students with their historical educational record is a renowned and valuable application in the EDM. It becomes an incredible information source that could be utilized in various ways to enhance the standard of education nationwide. Relevant research study reveals that numerous methods for academic performance forecasting are built to carryout improvements in administrative and teaching staff of academic organizations. In the put forwarded approach, the acquired data-set is pre-processed to purify the data quality, the labeled academic historical data of student (30 optimum attributes) is utilized to train regression model and DT-classifier. The regression will forecast marks, while grade will be forecasted by classification system, eventually analyzed the results obtained by the models. The results obtained show that machine learning technology is efficient and relevant for predicting students performance.
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1 Introduction

Quality Education plays an essential role in the Sustainable-Development Goals (17-SDGs), endorsed by United Nations [1]. A crucial aspect to remember while working on sustainable development goals, to provide equal opportunities and sharing it equally. Students’ dissertation in attaining higher education is a serious matter, which need to be evaluated globally. The drop-out students’ ratio from academic institutions causes a loss/resource wastage, which is significant and costly in the educational settings, and affects the evaluation and assessment processes of the academic organizations. The declines in the engineering programs are higher than in all other science and art disciplines, as the study shows [2]. In our aimed study, we will gain the Data Science goals to gain insights from any sort of data. As the Data Science involves developing techniques of storing, recording and analyzing data to extract useful information efficiently. Forecasting analysis of secondary and intermediate students is performed, the marks and grades prediction framework will promote and enhance the standard of education and concentrate on the particular area wherever students do not earn satisfying grades. Education should be given priority in improving our organizations. Administrative and teaching staff should improve their productivity by recognizing curriculum development and skills, which will give students an improved opportunity for learning [3]. In this context, secondary and intermediate-level institutions must also focus on developing and enhancing education models by integrating information and communication technologies (ICT), which can act as an instrument for fostering social accountability and equal opportunities. With this view, the results of ICT in education systems are important as they can make important contributions to the process of learning and teaching as well as to encouraging knowledge building [4]. The use and implementation of ICT application involved in teaching/learning is also known as enhanced learning relying on technology. The term enhanced learning, based on Technology defines the usage of digital technologies to boost learning experience. The utilization of emerging technologies has enhanced learning, it can help to improve critical thinking among students [5]. Technology-based enhancement in learning involves several leading-edge technologies comprises smartphone learning applications, learning-management frameworks, cloud-based learning tools, web-based applications of social networking and social media for education, visual-aids, machine-learning(ML) and DM etc., [6].

In accordance with the impacts of learning-teaching on the sustainability of intermediate & secondary education and tech-boosted learning [5], We must carefully describe the basic information technology requirements that will serve us instead of being a hitch in learning and teaching. For instance, the preparation of teaching and managerial personnel’s for the production of predictive analytic skills as it is crucial for measuring the latent outcomes of the computer-aided framework usage [7]. In to discussed technologies earlier, that is executed with a greater impression in the academic set-ups to produce a large volume of data and save it in means that it could be efficiently presented ubiquitously [8]. The data
size can exceed the processing volume sometimes, storing and evaluating it with conventional methods. New technologies should be considered in order to perform data analysis such as data mining, intelligent systems, association rules mining, optimization based data mining [9] and big data. The bunch of these novel technologies will enable simple and effective analysis of educational-data, and can be utilized to transform the educational-data in a new shape which could be more beneficial [10–12].

With deep learning mining of educational data is a growing field for research that enable us to analyze and process the educational information collected from different roots [13]. For analyzing educational data, several statistical methods, data-mining, visualization and ML gears are utilized. The study analytics generated from academic-data intends to investigate obtained data from the institutional databases. Learning-management frameworks interprets the information, improve learning procedures and atmosphere in which the data befalls [14].

The related research includes various studies [8, 14–17] who have developed different classification-based data-mining systems to forecast the final grades of students. The following methods are the most representative of classifications techniques: Data analytics and Visualization; Instructor support system based on Feedback; A Recommendations system for Students; Social Media Analytics system, Student Modeling, and Marks and Grade forecasting Students Performance Assessment; In our aim system, we intended to make a framework in which student marks and grade can be predicted, in educational data mining such framework recognized as student performance prediction system. It has many applications nowadays and grows in reputation because of reliability and performance. The aim of the proposed framework is to estimate and forecast an unknown thing (Grade and marks), the nature of outcomes generate by the forecasting framework will be reliant on data and resilience of the regression model or the classifier. The data utilized in our study comprises several attributes and simultaneously dual methods of supervised-learning will work in synchrony, one will forecast the marks whilst another will forecast the grade [18].

According to these concepts, marks and grades of the student’s will be forecasted, the forecast and performance assessment will be reliant on previous educational history of the student. Based on forecasted results’ the student with week grade and low marks will be recognized, appropriate care and devotion to the weak students will be given in order to achieve good performance in examinations. Advanced advice can be served via the decision-making system to students’ who are at risk and do not attain satisfying marks and grades. This predictions framework will enable education department to sum up the annual examination of secondary & intermediate students before the examination takes place. This will also be used to forecast/predict the number of students who are graduating or failing in the ongoing uncertain situation of Covid-19 [19, 20].

The present research is evaluated according to the case-studies utilized to determine the efficacy of our proposed approach. The department of education will attain a validated results reliant on machine learning. Every year 180,000 to 200,000 students sit for the BISEP exam, the secondary exam (Class 9 and Class 10), is taken in two steps likewise the intermediate examination (class 11 and class 12) is taken in
two years. Every year there are four class examinations take place which produces a huge amount of data, It's a big data challenge [21]. The typical approaches used to build a small data predictive model cannot be used for clutching, pre-processing, feature extraction, regression and classification. Big-data technology empowers us to cope with the challenge [22]. The data of the students must be accurate, complete, and updated to make marks and grade forecasting framework.

This research study is structured as: Segment-2.0 addresses the associated study, methodologies, experimental evaluations and the contribution of the authors of the specific work. In segment-3 proposed methodology is outlined. Segment-3.1 approaches the processing of data-collection and its pre-processing steps. Segment-3.2 and 3.3 explains ML algorithms and selection techniques for attributes/features. Similarly in segment-4 comprehensive experimental techniques, result analytics, and visualization of results are outlined. Lastly, the conclusion and work are summed-up.

2 Related Work

The educational data-mining has been researched extensively in the past and remains a hot area of research in data-mining (DM), machine-learning (ML), deep-learning, and big-data. The aim of various forms of study is the development of a predictive framework, which will forecast the marks, grades, institutional ranking and institutional recommendations. Different tools and techniques are used to analyze and visualize the data. Below are some leading-edge work that helped us to explain our proposed methodology.

The research explains the use of large-data application in education [23], Big-data methods for learning analysis are used in different ways e.g., system performance prediction, visualization of data, student skills estimation, risk detection, fraud detection, system of course recommendation, grouping of students and collaboration with other students. The predictive analysis of this study focuses on student achievements, behavior, and skill prediction enhances the usefulness of this work.

During the forecast of student performance [24] data-mining procedures were utilized to build a predictor framework for the final-marks reliant on students’ achievements. A key element regression-model trained, and used to forecast the academic achievement of students. As features, non-courses variables, for instance out-of-class student conduct, who notes, focus in video watching and post-school tutoring were used.

The factors which influence the validity of application are examined in a study [25] while working on EDM, two sort methods for data-analysis are used, that is, descriptive and predictive models. Descriptive model utilizes unsupervised-learning techniques to explain and recognize the structure of mined-data while Predictive model utilizes supervised-learning techniques which determine unknown-values.

The objective of a study [26] was to evaluate students at the beginning of an academic session and to forecast achievements through academic history, using collaborative filtering technique. The authorized courses reflecting the student’s learning are chosen. The information system gathered historical data to identify similar
characteristics for students at the University of Masaryk. The research analysis indicates that this approach is efficient as a SVM-classifier.

In a study [27] the author has approached a novel technique by utilizing historical academic data of students as an input, in order to evaluate students’ performance. The study was relying on a factorization of low-range-matrixes and dispersed linear model. The data-set acquired from the University, about 12 years academic data was evaluated. The system proposed has improved the accuracy of grade prediction. In the study[28], the author suggested a new method that mines educational-data utilizing a recommendation-system, which is uniquely build to forecast performance and validated through comparing to another leading-edge regression-model, suchlike logistic and linear regression.

Data from different secondary schools in the Kanchi district were acquired in the paper [29]. To develop a student classification system two leading-edge classifiers i.e. naïve Bayes and decision tree were used, the occupation of parents was also included as features, which is played a significant role in the data-set to enhance the correctness of the grade-prediction framework. The classifier of the DT achieves better than the naïve Bayes Classification in accuracy terms.

Big-data technology scenarios and deployments for EDM have been analyzed in depth. The paper reveals the connection between big-data and educational data. The suggested technique [30] emphases on methods, strategies and algorithms’ of big-data utilized in educational setting to make learning and teaching processes easier and fairer for the future. The study also reveals the advantages and significance of large/complex-data in EDM.

Using big-data, the suggested approach [31] provides a smart recommendation framework. The mining of association-rule is an unsupervised approach applied to uncover the connection linking the academic activities of students. Rules are mind applying an algorithm for rule-mining and the conduct of students is utilized to index the subjects. Spark and Hadoop are eventually used to build a recommendation framework. The results obtained show that the proposed recommendation framework is successful.

In a study [32] the author has proposed a new intelligent machine learning framework for predicting the result of the game played by targeting to discover the influential features set that affects the results using historical data. Several ML techniques that utilize various learning structures to derive the models, including Decision Tree, artificial neural network, and Naïve Bayes are chosen. Based on the results analysis, the DRB (defensive rebounds) feature was selected and was considered as the most weighty factor influencing the outcomes of the game played.

### 3 Methodology

Our proposed system for marks and grade forecasting is explained (See Fig. 1). Pre-processing techniques are utilized to process the data, manage instances with missing values, and pull out attributes that comprise student personal info, removal of redundant-data etc. (See Table 1). Machine-learning (ML) approaches are used to build a prediction framework of students’ performance. Regression model and
classification-algorithms are utilized in order to build a framework for marks/grade prediction. The techniques of machine learning are chosen.

### 3.1 Data-set Acquisition

The data-set utilized in the proposed system is acquired from the Khyber Pakhtunkhwa Board of Intermediate & Secondary Education Peshawar. The data-set composes intermediate and secondary students’ academic records, the secondary school examination comprising 9th and 10th classes whereas the intermediate examination comprising 11th and 12th classes. In Khyber Pakhtunkhwa there are seven zones within the jurisdiction of BISEP, Every BISEP student must belong to the region, i.e., Peshawar, FR-Peshawar, Charsadda, Khyber, Mohmand Upper and Lower Chitral. The data-set comprises the following attributes:

The attributes contains students’ confidential information and inapplicable attributes i.e. Student Address, Cell Number, Religion, Roll_No; Registration_No, Institute_Code etc. are ousted from the data-set. This acquired data-set comprises 90,000 historical data of students’. The data comprises Obtain_marks and Grade, so using
EDM two supervised-learning models can be utilized to forecast the students’ marks and grades.

### 3.2 Machine-Learning Techniques Selection

#### 3.2.1 Attributes Selection based on Genetic Algorithm

The GA is a leading-edge optimizing technique\([33]\) that has been broadly utilized for the DM study, the GAs model is a novel search approach also called an evolutionary search technique. When it comes to predicting student performance, we have over 100 attributes which could impact the training accurateness as well increases the inefficiency of the classification framework. A random uniform population is created in our proposed framework at the first phase, for each generation, the probability mutation and crossover represent 0.3. The model begins and generate a random population, the chromosomes comprises several genes, and each genes holds an actual-number. The chromosome portrayal is presented in the following equation

\[
C = \{ \sim ki \mid ki \in [0, 1]\}n \quad i = 1
\]

#### 3.2.2 Pseudo-code of Proposed Features Selection Method Utilizing GA

\[
\begin{align*}
C,T,fbest &\leftarrow \emptyset \rightarrow \text{Initialize.} \\
P_0 &\leftarrow \text{Gauss random distribution with } \sigma=0.15 \text{ and } \mu=0.3 \\
&\text{Each genes is converted to binary discrete.} \\
&\quad \{0, \quad pi < 0.5\} \\
&\quad \{1, \quad \text{otherwise}\}
\end{align*}
\]

\[
\text{while } t \leq T \text{ do.}
\]

\[
\begin{align*}
t &\leftarrow t + 1 \\
\text{GA (}P_t). \\
\text{if } \text{argmax}_t(P_t) \geq \text{ then } fbest &\leftarrow \text{argmax}(P_t).
\end{align*}
\]

\[
\text{end while}
\]

\[
\text{return } best \ p \rightarrow \text{Return the best individual.}
\]

See Fig. 2.

### 3.3 Performance Calculation of Regression and Classification

Leading-edge technique i.e. Cross-validation is utilized for estimation of machine-learning. This method can easily be understood and implemented for machine learning to optimize parameters and to choose the best model. To test the classifier and regression three leading-edge cross-validation techniques are used. In our experimental study, \(K\)-Fold Cross-Validation techniques are used.
4 Results

In hand educational grade prediction framework the data-set comprises private, regular, arts and science group students. The data-set (See Table 1) comprises about 126 attributes, certain attributes contained confidential info of students’ and inapplicable towards classification has been drop-out. The regression method is utilized for students’ marks prediction, the attributes of “HSSC:II” have chosen as predictor, (See Table 5) and rest of as features. Likewise the classification method is utilized for students’ grades prediction, in the data-set the grade attribute is chosen as class label (See Table 4), and rest of them chosen as features. The data-set is described below (See Table 2).

The data-set comprises SSC:I, SSC:II, HSSC:I and HSSC:II marks. Assume a student was examined in the year 2012 with SSC:I, in 2013 with SSC:II, in 2014 with HSSC:I and in 2015 with HSSC:II. The proposed framework will forecast the marks and grades of HSSC:II students, reliant on the results over the last three years (SSC 1,2 and HSSC 1). The Table 2 contains the optimum attributes those are auto-selected via GA. Table 3 shows the information of marks distribution and grading scheme for SSC and HSSC examination.

The attributes of the data-set are grouped in Tables 4 and 5 utilizing optimized attributes to form a features vector and label vector. The grade prediction labels are the grades obtained earlier. Likewise, for marks prediction the predictors are the marks obtained in the past exam.
4.1 Attributes Optimization Using Genetic Algorithm

The leading-edge Genetic Algorithm optimization method, “Tournament Selection” that picks one or more tokens from thousands of tokens using GA. Herein many Tournaments is executed, the tokens (chromes) selection of tokens from a population can be random. The winner of each tournament is one who suits best and is chosen as the winner for a crossover. If the tournament size is larger, there is less possibility of selecting weak words in vocabulary.
Table 3: Grade, marks, and percentage distribution for SSC/HSSC examination

| Class | Marks ratio | Marks percentage | Grade | Division |
|-------|-------------|------------------|-------|----------|
| SSC   | 840 And Above | 80 | A-ONE | 1st   |
|       | 735 To 840  | 70 | A     | 1st   |
|       | 630 To 735  | 60 | B     | 1st   |
|       | 525 To 630  | 50 | C     | 2nd   |
|       | 420 To 525  | 40 | D     | 3rd   |
| HSSC  | 419 And Below | 39 | E     | Fail  |
|       | 880 And Above | 80 | A-ONE | 1st   |
|       | 770 To 880  | 70 | A     | 1st   |
|       | 660 To 770  | 60 | B     | 1st   |
|       | 550 To 660  | 50 | C     | 2nd   |
|       | 440 To 550  | 40 | D     | 3rd   |
|       | 440 And Below | 39 | E     | Fail  |

Table 4: For grade prediction, allocation of the data-set into features-set and labels

| SSC:I (Grade) | SSC:II (Grade) | HSSC:I (Grade) | HSSC:II (Actual Grade) | HSSC:II (Predicted Grade) |
|---------------|----------------|----------------|------------------------|---------------------------|
| 2012-Annual   | 2013-Annual    | 2014-Annual    | 2015-Annual            | 2015-Annual               |
| 2013-Annual   | 2014-Annual    | 2015-Annual    | 2016-Annual            | 2016-Annual               |
| 2014-Annual   | 2015-Annual    | 2016-Annual    | 2017-Annual            | 2017-Annual               |
| 2015-Annual   | 2016-Annual    | 2017-Annual    | 2018-Annual            | 2018-Annual               |
| 2016-Annual   | 2017-Annual    | 2018-Annual    | 2019-Annual            | 2019-Annual               |

Table 5: For Marks Prediction, Allocation of the data-set into features-set and labels

| SSC:I (Marks) | SSC:II (Marks) | HSSC:I (Marks) | HSSC:II (Marks Actual) | HSSC:II (Predicted Marks) |
|---------------|----------------|----------------|------------------------|---------------------------|
| 2012-Annual   | 2013-Annual    | 2014-Annual    | 2015-Annual            | 2015-Annual               |
| 2013-Annual   | 2014-Annual    | 2015-Annual    | 2016-Annual            | 2016-Annual               |
| 2014-Annual   | 2015-Annual    | 2016-Annual    | 2017-Annual            | 2017-Annual               |
| 2015-Annual   | 2016-Annual    | 2017-Annual    | 2018-Annual            | 2018-Annual               |
| 2016-Annual   | 2017-Annual    | 2018-Annual    | 2019-Annual            | 2019-Annual               |
The parameters of Genetic algorithm are shown in the Table 6. The Table 7 consists of information about the total attributes of the data-set and the selected optimal attributes that are used in our experimental work for grade and marks predication system.

### Table 6 Selection of optimal attributes, Genetic Algorithm parameters

| Parameters                  | Values/Types     |
|-----------------------------|------------------|
| Initializing operator       | Random           |
| Size of population          | 20               |
| Operator replacement        | Generational     |
| Frequency report            | 20               |
| Seed                        | 1                |
| Operator selection          | Tournament Selection |
| Probability of cross-over   | 0.6              |
| Generations                 | 20               |
| Mutation probability        | Bit Flip         |
| Mutation probability        | 1.1              |

### Table 7 Genetic Algorithm selected attributes

| Attributes                        | Values |
|-----------------------------------|--------|
| Total attributes for marks prediction | 126    |
| Total attributes for grade classification | 126    |
| Optimal-attributes chosen for marks prediction | 30     |
| Optimal-attributes chosen for classification of grade | 30     |

#### 4.2 Decision-Tree Results

The DT is used for the actual data-set comprising of 126 attributes as well as on the GA optimized data-set comprising 30 attributes (See Table 7). The optimized attributes helps in making a tiny size tree which minimizes the set of rules generated by DT. A K-Fold Cross-validation method evaluates the regression and classification models by choosing $K=10$ value. All the instances in the data-set take part in training and testing stages during k-fold cross-validation, the K-Fold approach is deemed the most effective tool in the efficiency valuation of the trained model amongst other cross-validation methods.

The aforementioned Table 8 shows the output of DT classifier utilizing K-Fold Cross-validation technique. If $K=10$, the data is split in ten test-set and train-set. Entire data-set instances are involved in testing and training stage. DT-classifier utilizing 10-folds cross-validation yielded 94.39% average accuracy.

GA attribute selector is utilized to catch the optimum attributes in the data-set. Genetic Algorithm approach ranks the attributes i.e. high or low, the low ones attributes are expelled from the data-set. For outcome evaluation and classifier training
the high ranked/optimal attributes are used. The Table 9 shows the achieved accuracy using the subject classifier.

Regression model of the Decision tree is trained utilizing educational data to predict the students’ marks. Utilizing 10-folds cross-validation technique the performance of the model is assessed. Standard matrices for performance evaluation like mean absolute error, root mean square error, correlation coefficient etc. are applied for evaluation of
regression model. A RMSE of 8.23 (see Table 10) attained by a simple DT’s regression-model (Table 11).

A tenfold cross validation technique is applied on GA base decision-tree regression model training. Root-mean-square error can be seen reduced by utilizing optimal attributes. The RMSE attained 5.34 utilizing GA based DT regression model which demonstrate performance improvement.

### 4.3 K-NN Results

The aforementioned Table 12 shows the output of K-NN classifier utilizing K-fold cross-validation technique. In the case of K=10, the data is divided in 10 test-set and 10 train-set. All the data-set instances are involved in testing and training stage.

#### Table 10  Results of the decision tree regression model for marks prediction

| ~ Summary ~                      |
|---------------------------------|
| Correlation coefficient 0.92    |
| Mean absolute error 16.37       |
| Root-mean-squared error(RMSE) 8.23 |
| Root-absolute error 8.67         |
| Root relative squared error(RAE) 11.93 |

#### Table 11  Results of genetic algorithm based decision tree regression model for marks prediction

| ~ Summary ~                      |
|---------------------------------|
| Correlation coefficient 0.96    |
| Mean absolute error 11.41       |
| Root mean squared error(RMSE) 5.34 |
| Root absolute error(RAE) 5.21   |
| Root relative squared error 6.44 |

A tenfold cross validation technique is applied on GA base decision-tree regression model training. Root-mean-square error can be seen reduced by utilizing optimal attributes. The RMSE attained 5.34 utilizing GA based DT regression model which demonstrate performance improvement.

#### Table 12  Error-matrix of K-NN classifier on 10-K cross-validation

| Correctly Classified Instances 271600 | 85.74% |
|---------------------------------------|--------|
| Incorrectly Classified Instances 45150 | 14.25% |

| ~ Confusion-Matrix ~                  |
|---------------------------------------|
| A1 | A  | B   | C   | D   | E   |
|----|----|-----|-----|-----|-----|
| A1 | 35825 | 1125 | 1725 | 1175 | 1075 | 1625 |
| A  | 1675 | 46100 | 2200 | 1525 | 2075 | 1675 |
| B  | 300 | 2225 | 67875 | 540 | 1300 | 1775 |
| C  | 1600 | 2275 | 1950 | 79150 | 2825 | 2125 |
| D  | 2050 | 800 | 2275 | 1925 | 40350 | 675 |
| E  | 350 | 75 | 275 | 400 | 250 | 2300 |
The DT-classifier utilizing 10-folds cross-validation obtained 85.74% average accuracy (Table 13).

The GA processed 126 attributes of the educational data-set and ranked the attributes into optimum and non-optimal. Just 30 optimal attributes are chosen amongst 126 attributes, the rest of non-optimum attributes are discarded. Keeping in view the precisions of the two models (Genetic Algorithm based K-Nearest Neighbor classifier and simply K-Nearest Neighbor classifier) GA based K-Nearest Neighbor gained higher accuracy.

Using educational info, the K-NN regression model is trained to forecast students’ marks. The model’s efficiency is measured by 10 folds cross-validation pattern. The regression model is assessed through quality performance assessment matrices like; root mean square error; means absolute error and correlation coefficient. The Table 14 consists of the experimental results which are obtained using different regression performance evaluation parameters.

The K-NN Regression Model relying on genetic algorithm is skilled by tenfold cross-validation technique. By integrating high ranked attributes, it may be noted that root-mean-square error is decreased. The R.M.S.E obtained 24.31 (Table 15).

### Table 13
Confusion-matrix of genetic algorithm based K-NN classifier on 10-K cross-validation

|         | Instances Classified Correctly 284850 | Instances Classified Incorrectly 37900 |
|---------|--------------------------------------|---------------------------------------|
| ~Confusion-Matrix~ |                                      |                                       |
| A1      | 37975 1025 1175 850 700 975           |                                       |
| A       | 1350 49075 950 1150 1550 1175         |                                       |
| B       | 1675 1850 71025 825 1100 750          |                                       |
| C       | 2300 1325 1650 81,550 1200 1900       |                                       |
| D       | 1025 1200 1075 975 42,725 1200        |                                       |
| E       | 275 100 3500 225 175 2625             |                                       |

### Table 14
Results of the K-NN regression model for marks Prediction

| ~Summary~                  |                              |
|----------------------------|------------------------------|
| Correlation coefficient    | 0.85                         |
| Mean absolute error        | 20.10                        |
| Root-mean-squared error(RMSE)| 27.66                       |
| Root-absolute error(RAE)   | 21.13                        |
| Root relative squared error| 26.41                        |
by incorporating \( K \)-NN regression model relying on Genetic Algorithm that demonstrates performance change.

### 4.4 \( K \)-NN and Decision-Tree Models Performance Appraisal

Table 16 indicates the average accuracy attained by grade predicting models, two leading-edge classifier and one leading-edge attribute chooser technique is included in the experiential study of grade forecasting framework. The accuracy of genetic-classification models is higher than the accuracy of normal classification models. The Genetic reliant DT-classification model outperforms the Genetic reliant \( K \)-NN model for grade forecasting framework.

Table 17 shows the errors gained by marks prediction models, two leading-edge classifiers and one leading-edge attribute chooser technique included in this innovative activity of grade prediction. The error attained with GA reliant regression models are higher than the normal models of regression. The Genetic reliant decision-tree regression model outperforms the Genetic reliant \( K \)-NN model for marks prediction framework.

| Table 15 Results of the GA based K-NN regression model for marks prediction |
|-----------------------------|-----------------------------|
| ~ Summary ~                 |                             |
| Correlation coefficient     | 0.86                        |
| Mean absolute error(MAE)    | 18.92                       |
| Root-mean-squared error(RMSE)| 24.31                      |
| Root-absolute error         | 17.16                       |
| Root relative squared error | 19.51                       |

| Table 16 Accuracy achieved by different classification algorithms |
|---------------------------------------------------------------|
| Classifier         | Accuracy |
|--------------------|----------|
| Decision-Tree (DT) | 94.39    |
| K-NN               | 85.74    |
| GA+Decision-Tree   | 96.64    |
| GA+K-NN            | 89.92    |

| Table 17 Root–mean-square error calculated by various regression models |
|----------------------------------------------------------|
| Regression Model | RMSE |
|------------------|------|
| Decision-Tree (DT) | 8.23 |
| K-NN             | 27.66 |
| GA + Decision-Tree | 5.34 |
| GA + K-NN        | 24.31 |
5 Conclusion

An approach is proposed in this article for observing and forecasting the students marks and grades in an automated way. This research study aims to gain better accuracy for the classification and low root means square error. This study also led us to make groups of students who have same education historic record, for instance, students have taken the same subjects in the same academic session. This job is not simple and easy, fact that intermediate & secondary grade students do not have the same conduct while studying in the same group. Thus to attain reliable forecasting outcomes it is essential to choose students’ of the same academic section and group. The student marks and grade were analyzed in this study by knowledge areas. It can be justified that a grade from one subject can be utilized to predict from the grade of a student who took the exam in the previous academic session. The proposed GA based decision tree classifier and regression achieved remarkable results, as presented in Figs 3 and 4, for grade prediction, the classification accuracy is 96.64% whereas marks predicting system based on regression has an Root Means Square Error of 5.34.

**Fig. 3** Performance comparison of K-NN Classifier and GA-Decision-Tree for Grade-Prediction
6 Future Work

The proposed system have a higher accuracy of the student’s academic achievements i.e. final marks & grade. Five sessions students’ academic historical data-set were obtained from the BISE Peshawar in this research-driven project, for future ten sessions data-set of SSC & HSSC will be acquired exceeding 6 Boards. Since the data volume increases, it is fitting a Big-Data issue, algorithms of Machine-Learning doesn’t play adequately. Classifiers based on Deep-learning and regression models will be integrated for students’ performance prediction. Recurrent neural networks uses an optimization approach, which adaptably up-dates the learning rate; aims to get best weight for the features in order to obtain maximum precision in prediction framework.
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