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Abstract—Decision-making is critical for lane change in autonomous driving. Reinforcement learning (RL) algorithms aim to identify the values of behaviors in various situations and thus they become a promising pathway to address the decision-making problem. However, poor runtime safety hinders RL-based decision-making strategies from complex driving tasks in practice. To address this problem, human demonstrations are incorporated into the RL-based decision-making strategy in this paper. Decisions made by human subjects in a driving simulator are treated as safe demonstrations, which are stored into the replay buffer and then utilized to enhance the training process of RL. A complex lane change task in an off-ramp scenario is established to examine the performance of the developed strategy. Simulation results suggest that human demonstrations can effectively improve the safety of decisions of RL. And the proposed strategy surpasses other existing learning-based decision-making strategies with respect to multiple driving performances.

I. INTRODUCTION

The decision-making function that receives the ambient environment information and generates high-level intentions for autonomous vehicles (AVs) is a crucial component in devising the driving strategy [1]–[4]. The early decision-making strategies were based on rules, but they were not adequate to cover all scenarios. As deep learning technology reaches maturity, deep reinforcement learning (RL), which show great representability and optimization ability, are promising for developing decision-making strategies for automated vehicles [5].

A majority of mainstream RLs are value-iteration algorithms, which target the establishment of a value approximator and make sure that optimal values are achieved at all times [6], [7]. Far-reaching value-iteration RLs such as Deep Q Network (DQN) have been applied to decision makings of AVs in city roads [8] and highways [9]. In [10], camera images were employed to construct the state space for a DQN-based car-following strategy. In [11], the historic visual information was employed to construct a recurrent DQN algorithm for tackling the behavior decision making problem. However, the strategies based on value-iteration RLs suffer from poor safety. Specifically, RLs are likely to take actions that cause AV to collide with the surrounding environment. This phenomenon is attributed to the algorithm nature: value-iteration RLs have to visit numerous high-value data before they can learn to perform safe behaviors. However, the random exploration mechanism of RL is likely to cause insufficient high-quality data, whereby the RL-based strategy exhibits inferior safety.

Human demonstrations, as prior knowledge, are expected to mitigate the above problem and improve the safety of decisions [12] [13]. The value approximator trained with safe human demonstrations can learn the value of favorable behaviors and thus avoid catastrophic actions. In [14], human demonstrations for manipulating the robotic arm were collected beforehand and utilized to improve RL in controlling the robots safely. In [15], human data in operating the drone was used for augmenting the RL-driven controller with safety requirements. In [16], a rule-based system generated expert demonstrations in the training session of RL to enhance the performance of the energy management strategy. In [17], dual experience replay buffers were adopted to store the human demonstrations and exploration data of RL, respectively. As a consequence, the DQN algorithm addressed six games safely that had never been overcome by similar algorithms. Despite the above efforts, there are few studies attempting to introduce demonstrations for RL-based safe decision-making strategies of AVs.

This paper aims to bridge the abovementioned gap. A human demonstration-aided value iteration method is proposed to improve the safety of deep RL in establishing the decision-making strategy. The schematic diagram of the proposed method is illustrated in Figure 1. Double Dueling DQN (D3QN) [18], a state-of-the-art value iteration-based algorithm, was employed as the backbone to conduct the decision makings. We enabled proficient human subjects to execute the driving task by a driving simulator and collect the generated data. Then, the data, which can be viewed as safe demonstrations, was sent to the experience replay buffer of D3QN. The safety, efficiency, and asymptotic performance of the D3QN agent were expected to be improved through the aid of safe demonstrations. The proposed strategy was examined through a lane change scenario, wherein the strategy generated high-level behavioral decisions for guiding the ego vehicle. We adopt two learning-based strategies as baselines to evaluate the ability of algorithms: a imitation learning-based strategy, which was also trained by human demonstrations; and a strategy based on the vanilla D3QN algorithm, which is ablated from human demonstrations.

The main contributions of this research are summarized as follows: 1) a human demonstration-aided RL approach is proposed, wherein the safety and performance of value-
iteration-based RL algorithms are improved. 2) a safe
decision-making strategy based on the proposed framework
is established and examined in a lane change task, and its
ability in controlling AVs is evaluated through comparison
with existing learning-based strategies.

The remainder of the paper is organized as follows. The
proposed method is elaborated on in Section II. The problem
formulation of lane change is described in Section III. The
implementation details of data collection and experiments,
and the validation results are provided in Section IV. Finally,
conclusions are drawn in Section V.

II. PROPOSED METHOD

In the proposed method, human demonstrations are uti-
lized to improve the safety and performance of value-based
RL algorithms. First, the D3QN algorithm, which serves as
the basis for the proposed value-based RL, is introduced in
principle. Then, human demonstrations are incorporated into
the D3QN algorithm to form the proposed method.

A. Double Dueling Deep Q Network

Double Dueling Deep Q Network (D3QN) is an advanced
variant of the DQN algorithm to address the overestimation
problem and improve sampling efficiency. The interaction
process between D3QN and the controlled environment is
described using a Markov Decision Process (MDP). At a
time-step $t$, the D3QN agent sends an action $a_t$ to the
environment. The state transitions $s_t \rightarrow s_{t+1}$ and reward
signal $r_t$, as feedbacks to the action, are generated in the
environment. The D3QN algorithm establishes a value
function $V$ to calculate the cumulative reward $\sum_t \gamma^t \cdot r_t$
under any pair of $(s_t, a_t)$, where $\gamma \in (0, 1]$ is the discount
factor. The above process is formulated using the Bellman
equation, as:

$$Q(s_t, a_t) = r_t + \gamma \cdot E[Q(s_{t+1}, a_{t+1})]$$  

The D3QN algorithm aims to obtain the optimal policy
$\pi^*$, which executes the actions leading to the maximum $Q$
value at any time step, represented as:

$$\pi^*(s_t) = \arg \max_a Q(s_t, a)$$  

Then the objective turns to find an accurate value function
$Q$. In this regard, a neural network with parameter $\theta$ is
used to approximate the value function. Hence, the value
function can be represented by $Q(s, a|\theta)$ network, and the
policy can be represented as $\pi(s|\theta)$. Specific to D3QN, two
same-structure $Q$ networks are used to address the over-
estimation problem. The loss function $L$ of two $Q$ network
are calculated as:

$$L_1 = E\left[r_t + \gamma Q_2(s_{t+1}, \pi(s_{t+1})|\theta_2) - Q_1(s_t, a_t|\theta_1)\right]$$  

$$L_2 = E\left[r_t + \gamma Q_1(s_{t+1}, \pi(s_{t+1})|\theta_1) - Q_2(s_t, a_t|\theta_2)\right]$$

where $\theta_1$ and $\theta_2$ denote the parameters of two $Q$ networks,
respectively.

In D3QN, the dueling mechanism is utilized to improve
the sample efficiency. Specifically, the body of $Q$ network is
split into two branches, which are the state-value network $V(s)$
and advantage network $A(s, a)$, respectively. This
mechanism can be represented by:

$$Q(s_t, a_t|\theta) = V(s_t|\theta^{br1}) + A(s_t, a_t|\theta^{br2})$$

where $\theta^{br1}$ and $\theta^{br2}$ denote the parameters of two branches,
respectively.

The data utilized in the above process in one time step is a
tuple $\xi(\cdot)$ which contains four elements, and the data is
stored to an experience buffer $B$ for replay. This process is
represented as:

$$B \leftarrow B \cup \xi_t(s_t, a_t, r_t, s_{t+1})$$  

Fig. 1: Schematic diagram of the proposed method.
B. Human-demonstration-aided Algorithm

The learning performance of D3QN is heavily related to sample quality. In the conventional D3QN, sample data is obtained through the \( \varepsilon \)-greedy method. During the interaction between the agent and the controlled environment, the sample tuple is obtained by:

\[
a_t = \varepsilon \cdot (a \sim U) + (1 - \varepsilon) \cdot \pi (s_t | \theta)
\]

where \( \varepsilon \in [0, 1] \) is the greedy variable that varies with the training process, and \( U \) represents uniform distribution.

The above random sampling is inefficient owing to the lack of prior knowledge. Human demonstrations are added to the sample distribution; this process could enable D3QN to visit favorable actions more frequently and learn the optimal policy with a higher efficiency [19].

Human demonstrations are collected before the learning process of D3QN, and the generated tuple \( \xi^H \) is shown as:

\[
\xi^H = (s_t, a_t^H, r_t, s_{t+1})
\]

where \( a_t^H \) represents the human demonstration action.

D3QN is expected to learn from a mixture of conventional experience data and human demonstration data. Supposing a data batch contains \( n_1 \) human-demonstration data and \( n_2 \) conventional data, the loss function of the \( Q \) network can be represented as:

\[
\mathcal{L}_1 = \sum_{i=1}^{n_1} ||r_i + \gamma \cdot Q_2(s_{i+1, \pi(s_{i+1})|\theta_2}) - Q_1(s_i, a_i^H|\theta_1)||^2
\]

\[
+ \sum_{i=1}^{n_2} ||r_i + \gamma \cdot Q_2(s_{i+1, \pi(s_{i+1})|\theta_2}) - Q_1(s_i, a_i|\theta_2)||^2
\]

The process of the \( Q_2 \) network is likewise calculated.

Lumping the above factors, the procedure of the proposed human-demonstration-aided D3QN algorithm is provided in Algorithm 1. Note that we use a single network \( Q \) to denote the value function for brevity as the double-\( Q \) setting is not the focus of the study.

III. Problem Formulation

The problem to be addressed by the proposed algorithm is a lane change task. First, scenario details are described; then the decision-making problem is defined in the context of RL.

A. Scenario Description

The lane change task occurs on a four-lane city road and the ego vehicle tends to exit the road. This requires the ego vehicle to maneuver from the leftmost lane to the shoulder lane. There were 15 vehicles surrounding the ego vehicle, whose positions and target speeds were randomly determined. The longitudinal behaviors of surrounding vehicles were controlled by the intelligent driver model (IDM), and their lane-change behaviors were generated and controlled by the built-in traffic manager of the simulation software. All vehicles travel along the center of the lane and travel at a velocity of 20 to 50 km/h. If the ego vehicle cannot drive to the shoulder lane within 240 meters from its starting point, it is considered to have failed the test.

The RL outputs behavioral decision-making commands as its actions. Motion-planning and tracking functions convert decisions into specific longitudinal and lateral signals for vehicle control. Specifically, the polynomial planning method is used to generate the trajectory, wherein a proportional-integral-derivative controller (PID) and an intelligent driver model (IDM) conduct tracking controls.

The scenario is established using the CARLA simulator [20], and the scenario overview is shown in Figure 2.

![Ego vehicle](image)

Fig. 2: Illustration of the scenario. Ego conducts lane changes, and the dotted line indicates one possible route.

B. RL definition

**State variable.** The bird’s-eye-view image is chosen as the state variable to comprehensively describe the environment information. The images are collected per 0.5s and four consecutive images consist of a state variable. The width and height of the image are 80 and 45 pixels, respectively.
Action variable. Five actions: maintaining, accelerating, braking, leftward lane-change, and rightward lane-change constitute the action space. Specifically, a maintaining command keeps the current speed and lane, the accelerating and braking signal enable the ego vehicle to respectively increase and decrease the target velocity by 2 km/h. Two lane-change commands refer to changing to the target lane with an invariant cruise speed. The action is sent to the environment per 0.5s.

Reward function. The reward function encourages the ego vehicle to conduct rightward lane-change behaviors for exiting the road, and the process should be safe and smooth as much as possible. Specifically, the reward function is calculated as:

\[
\begin{align*}
    r_{t,1} &= s_t \in S_R \\
    r_{t,2} &= s_t \in S_C \\
    r_{t,3} &= \left[TTC\left(ego, \text{front}\right)\right]^{-1} \cdot \left[\text{front} \notin \emptyset\right] \\
    r_{t,4} &= \left[TTC\left(ego, \text{rear}\right)\right]^{-1} \cdot \left[\text{rear} \notin \emptyset\right] \\
    r_t &= r_{t,1} + r_{t,2} + r_{t,3} + r_{t,4}
\end{align*}
\]

where \(S_R\) and \(S_C\) denotes the state of rightward lane-change and collision, respectively, \(TTC\) denotes the time-to-collision metric between two vehicles, \(ego, \text{front}\), and \(rear\) refer to the abbreviation of the ego vehicle, front surrounding vehicle and rear surrounding vehicle.

Neural network detail and hyperparameter. The proposed algorithm is backboned on the autoencoder neural network, of which the structure is provided in Table I. The used hyperparameters of the RL algorithm are listed in Table II.

### Table I: Neural Network Structure and Parameters

| Parameters                | Value                        |
|---------------------------|------------------------------|
| Input Image shape         | [80,45,4]                    |
| Convolution Filter Features | [16,32,64] (kernel size 3x3, stride=2) |
| Fully Connected Layer Features | [256,128,5]              |

### Table II: Hyperparameters of RL Algorithm

| Parameters         | Description                  | Value |
|--------------------|------------------------------|-------|
| Buffer size        | Capacity of the experience replay buffer | 16k   |
| Max episode        | Cutoff episode of the training process | 1000  |
| Minibatch size     | Capacity of minibatch        | 16    |
| Learning rate      | Initial learning rate of the Q network | 0.005 |
| Activation         | Activation method of layers of the network | relu  |
| Init exploration   | Initial exploration rate in \(\epsilon\)-greedy | 1     |
| Cut exploration    | Cutoff exploration rate in \(\epsilon\)-greedy | 0.1   |
| Gamma              | Discount factor of the \(Q\) function | 0.9   |

IV. EXPERIMENT

In this section, the implementation details of experiments are first provided. Then, the experimental results are shown and analyzed to evaluate the proposed strategy.

A. Environment Configuration

The scenario of Section III-A was implemented using the Town04 map of the CARLA simulator. The algorithm and related control procedures were programmed in python, and the neural networks were created using PyTorch. When collecting demonstrations, a human subject, who is proficient in driving and familiar with the control interface, was employed to execute the lane change task by pressing keys on the keyboard. Specifically, “W-S-A-D” corresponded to behavioral decisions accelerating, braking, leftward lane-change, and rightward lane-change, respectively. And “space” corresponded to the maintaining command. A human action that was treated as a safe demonstration was broadcast to the environment every 0.5 seconds in line with the RL control period. In contrast to decision-making actions that respond per 0.5s, the tracking control modules respond per 0.02s. This allows the low-level functions have ample time to respond to high-level decisions.

Two baseline strategies for decision-making were adopted to evaluate the performance of the proposed algorithm. The first baseline is based on the vanilla D3QN, which does not use any human demonstrations in the training process. The other candidate is the imitation learning (IL)-based strategy, which utilizes only the human demonstrations to train the neural network with the behavior cloning objective.

B. Results and Analysis

The proposed strategy was evaluated in two aspects, i.e., training performance, and decision-making ability.

The training sessions of the proposed and vanilla-D3QN-based strategies were compared to evaluate their performance. Five training attempts under different random seeds were conducted for each strategy, and results were represented by a solid line of the mean value and an error bar of the standard deviation. Two metrics: reward and lateral position, were used to quantify the training results. The curves are illustrated in Figure 3. As shown in Figure 3(a), the proposed strategy exhibits a faster learning speed, and the asymptotic reward of the proposed strategy was significantly higher than that of the baseline. This phenomenon confirms that the proposed strategy has a better optimization ability in the training process and exhibits more favorable performance. In Figure 3(b), the lateral position, which indicates lateral displacements of the ego vehicle between the initial and termination of the episode, can directly link to the target of lane-change. These curves exhibit a similar trend to the reward curves, which further verifies the advantage of the proposed strategy. The safety of the ego vehicle is demonstrated in Figure 3(c). The proposed strategy produces less than 20% of risky episodes in the end, compared to 35% collisions from the baseline strategy. It should be noted that the proposed strategy’s asymptotic collision rate does not approach zero due to the cutoff exploration rate (see Table II). Overall, the proposed strategy offers a higher level of safety during training thanks to the safe demonstration mechanism.
The decision-making abilities of the well-trained strategies were then investigated. Involved candidates include the proposed, vanilla-D3QN-based and IL-based strategies, and each strategy was run 30 times with different random seeds.

For an overall evaluation, collision rate, success rate of the ego vehicle, and average velocity of the traffic flow were calculated among three strategies, as shown in Table III. An episode without collision is considered safe. The proposed strategy ensures safe driving throughout the test, while the collision events occur in vanilla D3QN and IL. This superiority demonstrates the effect of safe demonstrations. A successful episode means the ego vehicle achieves the objective, namely changing to the shoulder lanes, and therefore the success rate is an indication of the strategy’s ability to accomplish the objective. The proposed strategy produces the greatest number of successful episodes. Further, the average velocity of the traffic flow reflects the impact of lane changes on surrounding vehicles. The proposed strategy outperforms the two baseline strategies significantly. This can be due to the better safety in lane changes: the ego vehicle lessens its impact on the rear vehicle, which does not have to undergo intense decelerations. Overall, the proposed strategy exhibits advantageous safety and performance in making lane-change decisions in the studied scenario.

A detailed analysis of an episode led by the proposed strategy was then conducted. Lateral displacement and velocity, and longitudinal velocity of the ego vehicle were recorded and illustrated in Figure 4. A series of smooth lane-change was witnessed: the lateral velocity was limited to less than 1.3 m/s. It was also found that although brakes were used during the lane-change period, longitudinal velocities did not vary greatly, which ensures a stable driving process.

In summary, owing to safe demonstrations from human, the proposed strategy achieved an advantageous training performance over the vanilla D3QN, as well as superior decision-making ability in the testing stage over both vanilla D3QN and IL. The effectiveness of the proposed strategy is therefore validated.

V. CONCLUSION

To tackle the safe lane-change problem of AVs, a decision-making strategy based on a human-demonstration-aided RL method is proposed in this study. Taking the D3QN-RL algorithm as the backbone, safe demonstrations, which are generated by a human participant, are utilized to improve the performance of RL on smart decision-making. Our strategy is compared with a vanilla D3QN-based strategy that does not utilize safe demonstrations and an IL-based strategy. Results show that:

1) the proposed strategy achieves superior safety when compared to existing ones;
2) the proposed strategy exhibits a better target achievement ability and makes less impact on the surrounding traffic.

For future work, more effort is needed from different research domains to further advance decision-making and autonomous driving technologies [21]–[26].

![Fig. 3: Training results of the proposed strategy and the vanilla D3QN-based strategy. Smoothed curves of (a) the episode reward in the training process, (b) the lateral position of the ego vehicle at the end of the episode in the training process, wherein the lateral position indicates the target achievement of the reward function, and (c) the collision rate of the ego vehicle in the training process.](image)

| Strategy      | Collision rate (%) | Success rate (%) | Average velocity of traffic flow (m/s) |
|---------------|--------------------|------------------|-----------------------------------|
| Proposed      | 0.0                | 80.0             | 8.697 ± 0.497                     |
| Vanilla-D3QN  | 16.7               | 70.0             | 8.458 ± 0.703                     |
| IL            | 23.3               | 73.3             | 8.359 ± 0.709                     |

Note: the traffic flow refers to all the surrounding vehicles in the scenario. Results are collected from 30 runs with different random seeds.
Fig. 4: Testing metrics led by the proposed strategy in one episode: (a) lateral displacement of the ego vehicle, (b) lateral velocity of the ego vehicle, and (c) longitudinal velocity of the ego vehicle.
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