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Abstract

One of the fundamental problems in Bayesian statistics is the approximation of the posterior distribution. Gibbs sampler and coordinate ascent variational inference are renownedly utilized approximation techniques that rely on stochastic and deterministic approximations. In this paper, we define fundamental sets of densities frequently used in Bayesian inference. We shall be concerned with the clarification of the two schemes from the set-theoretical point of view. This new way provides an alternative mechanism for analyzing the two schemes endowed with pedagogical insights.
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1 Introduction

A statistical model contains a sample space of observations $y$ endowed with an appropriate $\sigma$-field of sets over which is given a family of probability measures. For almost all problems, it is sufficient to suppose that these probability measures can be described through their density functions, $p(y|\theta)$, indexed by a parameter $\theta$ belonging to the parameter space $\Theta$. In many problems, one of the essential goals is to make an inference about the parameter $\theta$, and this article particularly concerns Bayesian inference.

Bayesian approaches start with expressing the uncertainty associated with the parameter $\theta$ through a density $\pi(\theta)$ supported on the parameter space $\Theta$, called a prior. A collection $\{p(y|\theta), \pi(\theta)\}$ is referred to as a Bayesian model. Given finite evidence $m(y) = \int p(y|\theta) \cdot \pi(\theta) d\theta$ for all $y$, the Bayes' theorem formalizes an inversion process to learn the parameter $\theta$ given the observations $y$ through its posterior distribution:

$$
\pi(\theta|y) = \frac{p(y|\theta) \cdot \pi(\theta)}{m(y)}.
$$

A central task in the application of Bayesian models is the evaluation of this joint density $\pi(\theta|y)$ or indeed to compute expectation with respect to this density.

However, for many complex Bayesian models, the posterior distribution $\pi(\theta|y)$ is intractable. In such situations, we need to resort to approximation techniques, and these fall broadly into two classes, according to whether they rely on stochastic [Casella and George 1992; Neal et al. 2011; Murray et al. 2010; Neal]
or deterministic \cite{Ranganath2014, Wang2013, Minka2013, Blei2017} approximations. See \cite{Andrieu2003, Zhang2018} for review papers for these techniques.

Gibbs sampler \cite{Casella1992} and coordinate ascent variational inference (CAVI) algorithm \cite{Blei2017} are extremely popular techniques to approximate the target density $\pi(\theta|y)$ \cite{1}. They are often jointed with more sophisticated samplers or optimizers, and share some common structure from an implementational point of view. For instances, Gibbs sampler is combined with the Metropolis-Hastings algorithms \cite{Chib1995, Beichl2000, Dwivedi2018} endowed with a nice proposal density which is typically easy to simulate from. The CAVI algorithm is combined with the stochastic gradient descent method \cite{Ruder2016} endowed with a reasonable assumption of mean-field family whose members are computationally tractable.

Essentially, the utilities of the two schemes are ascribed to their exploitations of the conditional independences \cite{Dawid1979} induced by a certain hierarchical structure formulated through the parameter $\theta$ and observations $y$. That way, we can decompose the original problem of approximation of the joint density $\pi(\theta|y)$, possibly supported on a high-dimensional parameter space $\Theta$, into a collection of small problems with low dimensionalities. A single cycle of resulting algorithms comprises multiple steps where at each step only a small fraction of the $\theta$ is updated, while remaining components are fixed with the most recently updated information.

This article aims to understand the two schemes set-theoretically to clarify some common structure between the two schemes and provide relevant pedagogical insights. Here, we say “set-theoretical understanding” in the sense that we will treat fundamental densities used in the two schemes as elements of some sets of densities. Set-theoretical statements are helpful in a clear understanding of the algorithms as they explain how ingredients of the two schemes are functionally related each other. A duality formula for variational inference \cite{Massart2007} is the essential theorem for the expositions.

2 A duality formula for variational inference

To state a duality formula for variational inference, we first introduce some ingredients. Let $\Theta$ be a set endowed with an appropriate $\sigma$-field $\mathcal{F}$, and two probability measures $P$ and $Q$, which formulates two probability spaces, $(\Theta, \mathcal{F}, P)$ and $(\Theta, \mathcal{F}, Q)$. We use notation $Q \ll P$ to indicate that $Q$ is absolutely continuous with respect to $P$ (i.e., $Q(A) = 0$ holds for any measurable set $A \in \mathcal{F}$ with $P(A) = 0$). Let $E_P[\cdot]$ denote integration with respect to the probability measure $P$. Given any real-valued random variable $g$ defined on the probability space $(\Theta, \mathcal{F}, P)$, notation $g \in L_1(P)$ implies that the random variable $g$ is integrable with respect to measure $P$, that is, $E_P[|g|] = \int |g|dP < \infty$. The notation $KL(Q||P)$ represents the Kullback-Leibler divergence from $P$ to $Q$, $KL(Q||P) = \int \log (dQ/dP)dQ$ \cite{Kullback1997}.

**Theorem 2.1 (Duality formula).** Consider two probability spaces $(\Theta, \mathcal{F}, P)$ and $(\Theta, \mathcal{F}, Q)$ with $Q \ll P$. Assume that there is a common dominating probability measure $\lambda$ such that $P \ll \lambda$ and $Q \ll \lambda$. Let $h$ denote any real-valued random variable on $(\Theta, \mathcal{F}, P)$ that satisfies $\exp h \in L_1(P)$. Then the following equality holds

$$
\log E_P[\exp h] = \sup_{Q \ll P} \{E_Q[h] - KL(Q||P)\}.
$$

Further, the supremum on the right-hand side is attained if and only if it holds

$$
g(\theta) = \frac{\exp h(\theta)}{E_P[\exp h]},
$$

Further, the supremum on the right-hand side is attained if and only if it holds

$$
g(\theta) = \frac{\exp h(\theta)}{E_P[\exp h]},
$$
almost surely with respect to probability measure \( Q \), where \( p(\theta) = dP/d\lambda \) and \( q(\theta) = dQ/d\lambda \) denote the Radon-Nikodym derivatives of the probability measures \( P \) and \( Q \) with respect to \( \lambda \), respectively.

**Proof.** We use a measure theory (Royden and Fitzpatrick [1988]) for a direct proof. Due to the dominating assumptions \( P \ll \lambda \) and \( Q \ll \lambda \) and the Radon-Nikodym theorem (Theorem 32.1 of [Billingsley 2008]), there exist Radon-Nikodym derivatives (also called generalized probability densities [Kullback 1997]) \( p(\theta) = dP/d\lambda \) and \( q(\theta) = dQ/d\lambda \) unique up to sets of measure (probability) zero in \( \lambda \) corresponding to measures \( P \) and \( Q \), respectively. On the other hand, due to the dominating assumption \( Q \ll P \), there exists Radon-Nikodym derivative \( dQ/dP \), hence, Kullback-Leibler divergence \( KL(Q\|P) = \int \log (dQ/dP)dQ \) is well-defined and finite. By using conventional measure-theoretic divergence (for example, see page 4 of [Kullback 1997]), we shall write \( dP(\theta) = p(\theta)d\lambda(\theta) \) and \( dQ(\theta) = q(\theta)d\lambda(\theta) \), and \( \int g dP = \int g(\theta)dP(\theta) \) for any \( g \in L_1(P) \) (Resnick 2003).

Use the measure theoretic ingredients as follow:

\[
\begin{align*}
\mathbb{E}_Q[h] - KL(Q\|P) &= \int h dQ - \int \log \left( \frac{dQ}{dP} \right) dQ \\
&= \int h(\theta)dQ(\theta) - \int \log \left( \frac{dQ(\theta)}{dP(\theta)} \right) dQ(\theta) \\
&= \int h(\theta)q(\theta)d\lambda(\theta) - \int \log \left( \frac{q(\theta)}{p(\theta)} \right) q(\theta)d\lambda(\theta) \\
&= \int \log \left( \frac{e^{h(\theta)}p(\theta)}{q(\theta)} \right) q(\theta)d\lambda(\theta) \\
&\leq \log \left( \int \left( \frac{e^{h(\theta)}p(\theta)}{q(\theta)} \right) q(\theta)d\lambda(\theta) \right) \\
&= \log \left( \int e^{h(\theta)}p(\theta)d\lambda(\theta) \right) \\
&= \log \left( \int e^{h(\theta)}dP(\theta) \right) \\
&= \log \mathbb{E}_P[\exp h].
\end{align*}
\]

Note that the Jensen’s inequality is used to derive the inequality in (2). Because the logarithm function is strictly concave, this inequality becomes the equality if and only if the function \( e^{h(\theta)}p(\theta)/q(\theta) \) is constant on \( \Theta \) almost surely with respect to measure \( Q \) (page 52 of [Keener 2010]). Let \( e^{h(\theta)}p(\theta)/q(\theta) = k \), where \( k \) is constant almost surely with respect to \( Q \). Then we have \( e^{h(\theta)}p(\theta) = kq(\theta) \). Take the integral \( \int d\lambda(\theta) \) on both sides on the final equation to complete the proof: \( \mathbb{E}_P[\exp h] = \int e^h dP = \int e^{h(\theta)}dP(\theta) = \int e^{h(\theta)}p(\theta)d\lambda(\theta) = \int kq(\theta)d\lambda(\theta) = \int kdQ(\theta) = \int kdQ = k. \)

In practice, a common dominating measure \( \lambda \) for \( P \) and \( Q \) is usually either Lebesgue or counting measure. This article mainly explores the former case where the duality formula becomes

\[
\log \mathbb{E}_{p(\theta)}[\exp h(\theta)] = \sup_{q \ll P} \{ \mathbb{E}_{q(\theta)}[h(\theta)] - KL(q\|p) \}. \tag{3}
\]

In equality (3), the \( p(\theta) = dP/d\lambda \) and \( q(\theta) = dQ/d\lambda \) are probability density functions (pdf) corresponding to the probability measures \( P \) and \( Q \), respectively, and \( h(\theta) \) is any measurable function such
that the expectation $\mathbb{E}_{p(\theta)}[\exp h(\theta)]$ is finite. Expectations in the equilibrium (3) are taken with respect to densities on the subscripts. For instance, the expectation $\mathbb{E}_{p(\theta)}[\exp h(\theta)]$ represents the integral $\int \exp h(\theta)p(\theta)d\theta$, and the Kullback-Leibler divergence is expressed with the pdf version, that is, $\text{KL}(q(\theta)||p(\theta)) = \int q(\theta) \log(q(\theta)/p(\theta))d\theta$. We shall use the notation $q \ll p$ to indicate that their corresponding probability measures satisfy the dominating condition $Q \ll P$.

### 3 Fundamental sets in Bayesian inference

Consider a Bayesian model $\{p(y|\theta), \pi(\theta)\}$ where $p(y|\theta)$ is a data generating process and $\pi(\theta)$ is a prior density as explained in Section (i). Now, we additionally assume that the entire parameter space $\Theta$ is decomposed as

$$\Theta = \prod_{i=1}^{K} \Theta_i = \Theta_1 \times \cdots \times \Theta_i \times \cdots \times \Theta_K,$$

for some integer $K > 1$.

Each component parameter space $\Theta_i$ ($i = 1, \ldots, K$) can be a set of scalar components, subvectors, or matrices. The notation $A \times B$ denotes the Cartesian product between two sets $A$ and $B$. Under the decomposition (4), elements of the set $\Theta$ can be expressed as $\theta = (\theta_1, \ldots, \theta_i, \ldots, \theta_K) \in \Theta$ where $\theta_i \in \Theta_i$ ($i = 1, \ldots, K$).

For each $i$, we define a set that complements the $i$-th component parameter space $\Theta_i$:

$$\Theta_{-i} := \prod_{j=1,j \neq i}^{K} \Theta_j = \Theta_1 \times \cdots \times \Theta_{i-1} \times \Theta_{i+1} \times \cdots \times \Theta_K.$$

The set $\Theta_{-i}$ is called the $i$-th complementary parameter space. Elements of the $\Theta_{-i}$ are of the form $\theta_{-i} = (\theta_1, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_K) \in \Theta_{-i}$.

It is important to emphasize that how to impose a decomposition on the set $\Theta$ (i.e., to determine the integer $K$ or the dimension of the component parameter spaces $\Theta_i$ in (4)) is at the discretion of a model builder. Although it is possible to fully factorize the $\Theta$ so that every $\Theta_i$ consists of scalar components, sampling or optimization algorithm based on such a decomposition may have limited accuracy, especially when the latent variables are highly dependent. One important consideration in choosing a decomposition is the correlation structure embedded in the target density $\pi(\theta|y)$. For instance, when a Bayesian model $\{p(y|\theta), \pi(\theta)\}$ formulates a certain hierarchical structure, one can impose a decomposition based on the conditional independence induced by the hierarchy among the latent variables $\theta_i$’s and observations $y$, thereby exploiting the notion of Markov blankets (Pellet and Elisseeff 2008).

Now, we define fundamental sets of densities, itemized with (i) – (vi). They play crucial roles in Bayesian inference about the parameter $\theta$ provided that Gibbs sampler or CAVI algorithm is carried out to approximate the target density $\pi(\theta|y)$:

(i) Set $Q_{\theta}$ is the collection of all the densities supported on the parameter space $\Theta$. Thus, the $Q_{\theta}$ is the largest set of densities that we can consider in Bayesian inference. Set $Q_{\theta|y}$ is the collection of all the densities conditioned on the observations $y$. Here, the term ‘conditioned on the observations $y$’ can be also replaced by term ‘having observed $y$’, or more concisely by ‘a posteriori’. By definitions, it holds a subset inclusion, $Q_{\theta|y} \subset Q_{\theta}$. Both prior and posterior densities, $\pi(\theta)$ and $\pi(\theta|y)$, belong to the set $Q_{\theta}$. And in particular, the posterior density $\pi(\theta|y)$ belongs to the set $Q_{\theta|y}$. As the prior density $\pi(\theta)$ does not involve the observations $y$, it holds $\pi(\theta) \in Q_{\theta} - Q_{\theta|y} = Q_{\theta} \cap (Q_{\theta|y})^{c}$;

(ii) For each $i$ ($i = 1, \ldots, K$), set $Q_{\theta_i}$ is the collection of all the densities supported on the $i$-th component parameter space $\Theta_i$, and set $Q_{\theta_i|y}$ denotes the collection for the only posterior densities supported on
Figure 1: Venn diagram that superimposed two set-inclusion relationships: (1) $Q_{\theta|y}^{M,F} \subset Q_{\theta|y} \subset Q_{\theta}$, and (2) $Q_{\theta_i|y}^{m} \subset Q_{\theta_i|y} \subset Q_{\theta_i}$ for each component index $i$ ($i = 1, \ldots, K$). Symbol • indicates an element of the sets. For each $i$, $\pi(\theta_i|\theta_{-i}, y)$ \[^{[10]}\] , $\pi(\theta_i|y)$ , and $q^*(\theta_i)$ \[^{[14]}\] are the full conditional, marginal posterior, and variational factor, respectively. The $\pi(\theta)$, $\pi(\theta|y)$ \[^{[1]}\] , and $q^*(\theta)$ are prior density, posterior density, and VB posterior, respectively.

(iii) For each $i$ ($i = 1, \ldots, K$), set $Q_{\theta_{-i}}$ is the collection of all the densities supported on the $i$-th complementary parameter space $\Theta_{-i}$ \[^{[5]}\] , and set $Q_{\theta_{-i}|y}$ denotes the collection for the only posterior densities supported on $\Theta_{-i}$. By definition, it holds $Q_{\theta_{-i}|y} \subset Q_{\theta_{-i}}$ for each $i$. Two typical elements of the set $Q_{\theta_{-i}|y}$ are $\pi(\theta_{-i}|y)$ which satisfies $\pi(\theta|y) = \pi(\theta_i|\theta_{-i}, y)\pi(\theta_{-i}|y)$ and $\pi(\theta_{-i}|\theta_i, y)$ which satisfies $\pi(\theta|y) = \pi(\theta_{-i}|\theta_i, y)\pi(\theta_i|y)$;

(iv) For each $i$ ($i = 1, \ldots, K$), set $Q_{\theta_i}^{m}$ is the collection of all the ‘marginal’ densities supported on the $i$-th component parameter space $\Theta_i$, and set $Q_{\theta_i|y}^{m}$ is the collection for the only ‘posterior marginal’ densities supported on $\Theta_i$. Here, the ‘marginal’ is superscripted with ‘$m$’. The meaning of marginal density of $\theta_i$ can be understood that no elements in the $i$-th complementary parameter space $\Theta_{-i}$ \[^{[5]}\] are involved in the density. Although the marginal posterior density $\pi(\theta_i|y) \in Q_{\theta_i|y}$ belongs to the set $Q_{\theta_i|y}^{m}$, the full conditional density $\pi(\theta_i|\theta_{-i}, y) \in Q_{\theta_i|y}$ does not belong to the set $Q_{\theta_i|y}^{m}$ unless $\theta_i$ and $\theta_{-i}$ are conditionally independent given $y$;

(v) Cartesian product of $K$ sets of marginal densities $\{Q_{\theta_i}^{m}\}_{i=1}^{K}$ (defined in the item (iv)) produces a set
of densities supported on $\Theta$

$$Q_{\theta}^{MF} := \prod_{i=1}^{K} Q_{\theta_i}^m = Q_{\theta_1}^m \times \cdots \times Q_{\theta_i}^m \times \cdots \times Q_{\theta_K}^m = \left\{ q(\theta) \mid q(\theta) = \prod_{i=1}^{K} q(\theta_i), q(\theta_i) \in Q_{\theta_i}^m \right\}. \quad (6)$$

The set $Q_{\theta}^{MF}$ (6) is referred to as the mean-field variational family $\{\text{Jordan et al.,} 1999\}$, whose root can be found in statistical physics literature $\{\text{Chandler,} 1987, \text{Parisi,} 1988, \text{Baxter,} 2016\}$. The superscript ‘$MF$’ represents the ‘mean-field’.

Note that an element of the set $Q_{\theta}^{MF}$ (6) is expressed with a product-form distribution supported on the parameter space $\Theta$ (4). Due to the definition of the set $Q_{\theta_i}^m$ ($i = 1, \ldots, K$) (defined in (iv)), elements of the set $Q_{\theta}^{MF}$ (6) retain a flexibility, a nice feature of non-parametric densities, with the unique constraint on the flexibility is the (marginal) independence among $\theta_i$‘s induced by the mean-field theory (6) (Ormerod and Wand, 2010). It is important to emphasize that this mean-field assumption (6) is not a modeling assumption underlying the Bayesian model $\{p(y|\theta), \pi(\theta)\}$: that is, we do not need this assumption to approximate the target density $\pi(\theta|y)$ (1). Rather, the purpose of imposing the mean-field assumption is to implement the CAVI algorithm.

Likewise, we define a set $Q_{\theta_i|y}^{MF}$ as the set obtained by Cartesian product of $K$ sets of posterior marginal densities $\{Q_{\theta_i|y}^m\}_{i=1}^{K}$ as follows

$$Q_{\theta_i|y}^{MF} := \prod_{i=1}^{K} Q_{\theta_i|y}^m = Q_{\theta_1|y}^m \times \cdots \times Q_{\theta_i|y}^m \times \cdots \times Q_{\theta_K|y}^m; \quad (7)$$

(vi) For each $i$ ($i = 1, \ldots, K$), Cartesian product of $K - 1$ sets of marginal densities $\{Q_{\theta_j}^m\}_{j=1,j \neq i}^{K}$ (defined in (iv)) defines a set of densities supported on the $i$-th complementary parameter space $\Theta_{-i}$ (5)

$$Q_{\theta_{-i}}^{MF} := \prod_{j=1,j \neq i}^{K} Q_{\theta_j}^m = Q_{\theta_1}^m \times \cdots \times Q_{\theta_{i-1}}^m \times Q_{\theta_{i+1}}^m \times \cdots \times Q_{\theta_K}^m \quad (8)$$

$$= \left\{ q(\theta_{-i}) \mid q(\theta_{-i}) = \prod_{j=1,j \neq i}^{K} q(\theta_j) = q(\theta_1) \cdots q(\theta_{i-1}) \cdot q(\theta_{i+1}) \cdots q(\theta_K), q(\theta_j) \in Q_{\theta_j}^m \right\}.$$ 

Similarly, we define a set $Q_{\theta_{-j}|y}^{MF}$ as the set obtained by Cartesian product of $K - 1$ sets of posterior marginal densities $\{Q_{\theta_j|y}^m\}_{j=1,j \neq i}^{K}$

$$Q_{\theta_{-j}|y}^{MF} := \prod_{j=1,j \neq i}^{K} Q_{\theta_j|y}^m = Q_{\theta_1|y}^m \times \cdots \times Q_{\theta_{i-1}|y}^m \times Q_{\theta_{i+1}|y}^m \times \cdots \times Q_{\theta_K|y}^m. \quad (9)$$

Figure[1] shows a Venn diagram which depicts set-inclusion relationships formed from the fundamental sets defined in items (i) – (vi). Some key elements (hence, densities) are marked by symbol $\bullet$. As seen from the panel, by notational definition, two chains of subset-inclusion hold: (1) densities supported on the entire parameter space $\Theta$, $Q_{\theta_i|y}^{MF} \subset Q_{\theta_i|y} \subset Q_{\theta_i}$; and (2) densities supported on the $i$-th component parameter space $\Theta_i$, $Q_{\theta_i|y}^{MF} \subset Q_{\theta_i|y} \subset Q_{\theta_i}$, for each $i = 1, \cdots, K$. Here, it holds $Q_{\theta_i|y}^{MF} \subset Q_{\theta_i|y}$ because, by
definitions, the $Q_{\theta_i|y}$ is the set of ‘all the densities’ supported on the $\Theta$, having observed the $y$, whereas the $Q^{MF}_{\theta_i|y}$ is the set of ‘all the densities of the product-form’ supported on the $\Theta$, having observed the $y$. Furthermore, it holds a proper subset inclusion relationship $Q^{MF}_{\theta_i|y} \subset Q_{\theta_i|y}$ as the integer $K$ is greater than 1.

Because the Venn diagram overlaid these chains on a single panel for visualization purpose, it should not be interpreted that subset-inclusions $Q^m_{\theta_i|y} \subset Q^{MF}_{\theta_i|y}$, $Q_{\theta_i|y} \subset Q_{\theta_i|y}$, and $Q_{\theta_i} \subset Q_{\theta}$ hold for each $i$ ($i = 1, \ldots, K$). Rather, it should be interpreted that each of the sets $Q^m_{\theta_i|y}$, $Q_{\theta_i|y}$, and $Q_{\theta_i}$ participates to each of the sets $Q^{MF}_{\theta_i|y}$, $Q_{\theta|y}$, and $Q_{\theta}$ as a piece, respectively.

4 Gibbs sampler and CAVI algorithm

4.1 Gibbs sampling algorithm

Consider a Bayesian model $\{p(y|\theta), \pi(\theta)\}$ as illustrated in Section 1. The Gibbs sampler algorithm (Geman and Geman 1984; Casella and George 1992) is a Markov chain Monte Carlo (MCMC) sampling scheme to approximate the target density $\pi(\theta|y) \in Q_{\theta|y}$. A single cycle of the Gibbs sampler is executed by iteratively drawing a sample from each of the full conditional posterior densities

$$
\pi(\theta_i|\theta_{-i},y) = \pi(\theta_i|\theta_1, \ldots, \theta_{i-1}, \theta_{i+1}, \ldots, \theta_K, y) \in Q_{\theta_i|y}, \quad (i = 1, \ldots, K),
$$

while fixing other full conditional posterior densities. In each of the $K$ steps within a cycle, latent variables conditioned on the density (10) (i.e., $\theta_{-i} \in \Theta_{-i}$) are updated with the most recently drawn values. See (Gelfand and Smith 1990; Gelfand 2000) for a comprehensive review of Gibbs sampler. Algorithm 1 details a generic Gibbs sampler.

**Algorithm 1: Gibbs sampler**

Initialize: pick arbitrary starting value $\theta^{(1)} = (\theta_1^{(1)}, \theta_2^{(1)}, \ldots, \theta_K^{(1)}) \sim h(\theta) \in Q_{\theta}$
Iterate a cycle:

Step 1. draw $\theta_1^{(s+1)} \sim \pi(\theta_1|\theta_2^{(s)}, \theta_3^{(s)}, \ldots, \theta_K^{(s)}, y) \in Q_{\theta_1|y}$
Step 2. draw $\theta_2^{(s+1)} \sim \pi(\theta_2|\theta_1^{(s+1)}, \theta_3^{(s)}, \ldots, \theta_K^{(s)}, y) \in Q_{\theta_2|y}$

... 
Step K. draw $\theta_K^{(s+1)} \sim \pi(\theta_K|\theta_1^{(s+1)}, \theta_2^{(s+1)}, \ldots, \theta_{K-1}^{(s+1)}, y) \in Q_{\theta_K|y}$
end Iterate

Algorithm 1 produces a Markov chain $\{\theta^{(1)}, \ldots, \theta^{(s)}, \theta^{(s+1)}, \ldots\}$ on the parameter space $\Theta$. The transition kernel $K_G(\cdot, \cdot) : \Theta \times \Theta \to [0, \infty)$ from $\theta^{(s)} = (\theta_1^{(s)}, \theta_2^{(s)}, \ldots, \theta_K^{(s)})$ to $\theta^{(s+1)} = (\theta_1^{(s+1)}, \theta_2^{(s+1)}, \ldots, \theta_K^{(s+1)})$ underlying the Gibbs sampler is

$$
K_G(\theta^{(s)}, \theta^{(s+1)}) = \prod_{i=1}^{K} \pi(\theta_i^{(s+1)}|\theta_j^{(s)}, j > i, \theta_j^{(s+1)}, j < i, y).
$$

Considerable theoretical works have been done on establishing the convergence of the Gibbs sampler for particular applications (Roberts and Polson 1994; Roberts and Smith 1994; Cowles and Carlin 1996). Under a mild condition (for example, Lemma 1 in (Smith and Roberts 1993), one can prove that the
stationary distribution (or the invariant distribution) for the above Markov chain is the target density \( \pi(\theta|y) \).

4.2 Coordinate ascent variational inference algorithm

Consider a Bayesian model \( \{p(y|\theta), \pi(\theta)\} \) as explained in Section \( \square \). Variational inference is a deterministic functional optimization method to approximate the target density \( \pi(\theta|y) \in Q_{\theta y} \) with another density \( q(\theta) \in \tilde{Q}_{\theta} \subseteq Q_{\theta} \) where \( \tilde{Q}_{\theta} \) is a set of candidate densities. To induce a good approximation, we wish that the set \( \tilde{Q}_{\theta} \) contains some nice elements close enough to the target density \( \pi(\theta|y) \). It is important to emphasize that the Gibbs sampler (or any other MCMC/MC sampling techniques) presumes that it holds \( \tilde{Q}_{\theta} = Q_{\theta} \). In contrast, when implementing variational inference techniques, we often specify the set \( \tilde{Q}_{\theta} \) as a proper subset of \( Q_{\theta} \) (i.e., \( \tilde{Q}_{\theta} \subseteq Q_{\theta} \)), yet the set \( \tilde{Q}_{\theta} \) still contains some nice candidate densities which can be computationally feasible to find.

Mean-field variational inference (MFVI) \( \{\text{Beal, 2003}\} \) \( \{\text{Jordan et al., 1999}\} \) is a special kind of variational inference, principled on mean-field theory \( \{\text{Chandler, 1987}\} \), where candidate densities are searched over the product-form distributions \( q(\theta) \in Q_{\theta} = Q_{\theta^{MF}} \subseteq Q_{\theta} \) \( \{\text{Gal, 2016}\} \). The theoretical aim of MFVI is to minimize the Kullback-Leibler divergence between \( q(\theta) \) and \( \pi(\theta|y) \):

\[
\hat{q}^{MF}(\theta) := \arg\min_{q(\theta) \in Q_{\theta}^{MF}} KL(q(\theta)||\pi(\theta|y)) \in Q_{\theta y}^{MF}.
\]

The output density \( \hat{q}^{MF}(\theta) \) is referred to as the global minimizer \( \{\text{Zhang and Zhou, 2020}\} \). In practice, the global minimizer is not very useful. This is because for complex Bayesian machine learning models such as Bayesian deep learning \( \{\text{Gal, 2016}\} \), latent Dirichlet allocation \( \{\text{Blei et al., 2006}\} \), etc, the dimension of the parameter space \( \Theta \) is very high, and finding the global minimizer \( \hat{q}^{MF}(\theta) \) directly from the set \( Q_{\theta}^{MF} \) is often computationally infeasible.

The CAVI algorithm \( \{\text{Bishop, 2006}\} \) \( \{\text{Blei et al., 2017}\} \) is an algorithm addressing this computational issue by iteratively minimizing the Kullback-Leibler divergence between \( q(\theta_i) \in Q_{\theta_i} \) and \( \pi(\theta|y) \) while fixing others \( q^*(\theta_j) \) \( (j \neq i) \) to be most recently updated ones:

\[
q^*(\theta_i) \leftarrow \arg\min_{q(\theta_i) \in Q_{\theta_i}} KL\left(q(\theta_i) \cdot \prod_{j=1, j\neq i}^{K} q^*(\theta_j) \bigg| \pi(\theta|y) \right) \in Q_{\theta_i y}^{\alpha}.
\]

In \( \square \), superscript * is used to indicate that the corresponding density has been updated. The output \( q^*(\theta_i) \) \( (i = 1, \cdots, K) \) \( \square \) is referred to as the \( i \)-th variational factor \( \{\text{Blei et al., 2017}\} \). The final output of the CAVI algorithm is a product-form joint density \( q^*(\theta) = \prod_{i=1}^{K} q^*(\theta_i) \in Q_{\theta y}^{MF} \) \( \{\text{Blei et al., 2017}\} \) obtained by repeating the iteration \( \square \) until the Kullback-Leibler divergence on the right-hand side of \( \square \) is small enough: this final output \( q^*(\theta) \) is referred to as the VB posterior \( \{\text{Wang and Blei, 2019}\} \). We can obtain the closed-form expression of the variational factor \( q^*(\theta_i) \) \( \square \):

**Lemma 4.1.** Consider a Bayesian model \( \{p(y|\theta), \pi(\theta)\} \) with the entire parameter space \( \Theta \) decomposed as \( \square \). Provided mean-field variational family \( Q_{\theta}^{MF} \) \( \square \), assume that the CAVI algorithm \( \square \) is employed to approximate the target density \( \pi(\theta|y) \) \( \square \). Then the \( i \)-th variational factor \( q^*(\theta_i) \) is

\[
q^*(\theta_i) = \frac{\exp \mathbb{E}_{q^*(\theta_i)}[\log \pi(\theta_i|\theta_{-i}, y)]}{\int \exp \mathbb{E}_{q^*(\theta_i)}[\log \pi(\theta_i|\theta_{-i}, y)]d\theta_i},
\]

where \( q^*(\theta_{-i}) = \prod_{j=1, j\neq i}^{K} q^*(\theta_j) \).
Proof. To avoid notation clutters, we omit the superscript * on the $q^*(\theta_i)$ and $q^*(\theta_{-i})$. We start with splitting the divergence $\text{KL}(q(\theta_i) \cdot q(\theta_{-i})||\pi(\theta|y))$ into two integrals

$$\text{KL}(q(\theta_i) \cdot q(\theta_{-i})||\pi(\theta|y)) = \int q(\theta_i) \cdot q(\theta_{-i}) \log \{q(\theta_i) \cdot q(\theta_{-i})\} d\theta - \int q(\theta_i) \cdot q(\theta_{-i}) \log \pi(\theta|y) d\theta.$$  

(15)

The first integral on the right-hand side of (15) can be further splitted because two densities, $q(\theta_i) \in Q^m_i$ and $q(\theta_{-i}) \in Q^m_{\theta_{-i}}$, are independent by the mean-field assumption (6)

$$\int q(\theta_i) \cdot q(\theta_{-i}) \log \{q(\theta_i) \cdot q(\theta_{-i})\} d\theta = \int q(\theta_i) \log q(\theta_i) d\theta_i + \int q(\theta_{-i}) \log q(\theta_{-i}) d\theta_{-i}.$$  

(16)

Note that the second integral on the right-hand side of (16) is constant with respect to $q(\theta_i) \in Q^m_i$. The second integral on the right-hand side of (15) can be further splitted by using $\pi(\theta|y) = \pi(\theta_i|\theta_{-i},y) \cdot \pi(\theta_{-i}|y)$

$$\int q(\theta_i) \cdot q(\theta_{-i}) \log \pi(\theta|y) d\theta = \int q(\theta_i) \log \pi(\theta_i|\theta_{-i},y) d\theta + \int q(\theta_{-i}) \log \pi(\theta_{-i}|y) d\theta_{-i}.$$  

(17)

Note that the second integral on the right-hand side of (17) is constant with respect to $q(\theta_i) \in Q^m_i$. This is because we have $\int q(\theta_i) \cdot q(\theta_{-i}) \log \pi(\theta_{-i}|y) d\theta = \int \{ \int q(\theta_i) \cdot q(\theta_{-i}) \log \pi(\theta_{-i}|y) d\theta \} d\theta_i = \int q(\theta_i) \{ \int q(\theta_{-i}) \log \pi(\theta_{-i}|y) d\theta \} d\theta_i = \int q(\theta_i) \log \pi(\theta_{-i}|y) d\theta_{-i} \cdot \int q(\theta_i) d\theta_i = \int q(\theta_i) \log \pi(\theta_{-i}|y) d\theta_{-i}$, which is independent of $q(\theta_i)$.

Let us introduce a function $\nu(\theta_i) = \exp E_{q(\theta_{-i})}[\log \pi(\theta_i|\theta_{-i},y)]$ on $\Theta_i$. The function $\nu(\theta_i)$ is not a density, but after normalization, the function $\nu(\theta_i)/\int \nu(\theta_i) d\theta_i \in Q^m_i$ becomes a marginal density supported on $\Theta_i$. Now, we can simplify the first integral on the right-hand side of (17) as follows

$$\int q(\theta_i) \cdot q(\theta_{-i}) \log \pi(\theta_i|\theta_{-i},y) d\theta = \int q(\theta_i) \cdot \log \nu(\theta_i) d\theta_i + \log \left( \int \nu(\theta_i) d\theta_i \right).$$  

(18)

Note that the second integral on the right-hand side of (18) is constant with respect to $q(\theta_i) \in Q^m_i$. By using the derived results (16) - (18), we can re-express the $\text{KL}(q(\theta_i) \cdot q(\theta_{-i})||\pi(\theta|y))$ (15) as follows

$$\text{KL}(q(\theta_i) \cdot q(\theta_{-i})||\pi(\theta|y)) = \int q(\theta_i) \log \left( \frac{q(\theta_i)}{\nu(\theta_i)/\int \nu(\theta_i) d\theta_i} \right) d\theta_i + \text{const w.r.t } q(\theta_i).$$

The above equality means that for a fixed $q(\theta_{-i}) \in Q^m_{\theta_{-i}}$, minimizing the $\text{KL}(q(\theta_i) \cdot q(\theta_{-i})||\pi(\theta|y))$ with respect to $q(\theta_i) \in Q^m_i$ is equivalent with minimizing the $\text{KL}(q(\theta_i)|| \nu(\theta_i)/\int \nu(\theta_i) d\theta_i)$ with respect to $q(\theta_i) \in Q^m_i$. The latter one vanishes if and only if it holds $q(\theta_i) = \nu(\theta_i)/\int \nu(\theta_i) d\theta_i$. \qed
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\[ \text{Algorithm 2: CAVI algorithm} \]
\[
\begin{align*}
\text{Initialize:} & \quad \text{pick arbitrary starting variational density } q(\theta) = q(\theta_1)q(\theta_2) \cdots q(\theta_K) \in Q_{\theta}^{MF} \text{ denote } q^*(\theta_1) \leftarrow q(\theta_1), q^*(\theta_2) \leftarrow q(\theta_2), \ldots, q^*(\theta_K) \leftarrow q(\theta_K) \\
\text{Iterate a cycle:} & \\
\text{Step 1. set } & \quad \frac{\exp \mathbb{E}_{q^*(\theta_{i-1})}[\log \pi(\theta_i|\theta_{i-1}, y)]}{\int \exp \mathbb{E}_{q^*(\theta_{i-1})}[\log \pi(\theta_i|\theta_{i-1}, y)]d\theta_i} \in Q_{\theta_i|y}^m \\
\text{Step 2. set } & \quad \frac{\exp \mathbb{E}_{q^*(\theta_{i-2})}[\log \pi(\theta_2|\theta_{i-2}, y)]}{\int \exp \mathbb{E}_{q^*(\theta_{i-2})}[\log \pi(\theta_2|\theta_{i-2}, y)]d\theta_2} \in Q_{\theta_2|y}^m \\
\vdots & \\
\text{Step K. set } & \quad \frac{\exp \mathbb{E}_{q^*(\theta_{K-1})}[\log \pi(\theta_K|\theta_{K-1}, y)]}{\int \exp \mathbb{E}_{q^*(\theta_{K-1})}[\log \pi(\theta_K|\theta_{K-1}, y)]d\theta_K} \in Q_{\theta_K|y}^m \\
\text{end Iterate}
\end{align*}
\]
Algorithm 2 details a generic CAVI algorithm. Broadly speaking, when we implement the CAVI algorithm for a Bayesian model \( \{p(y|\theta), \pi(\theta)\} \), having specified a certain mean-field variational family \( Q_{\theta}^{MF} \), we wish two consequences: (a) the VB posterior \( q^*(\theta) = \prod_{i=1}^{K} q^*(\theta_i) \in Q_{\theta|y}^{MF} \) nicely approximates the global minimizer \( \hat{q}^{MF}(\theta) \); and then (b) the global minimizer \( \hat{q}^{MF}(\theta) \) nicely approximates our target density \( \pi(\theta|y) \). Most of research articles [Bickel et al., 2013; Celisse et al., 2012; Wang and Blei, 2019; You et al., 2014] assume that the global minimum (12) can be achieved and work on theoretical aspects of the global minimizer \( \hat{q}^{MF}(\theta) \). On the other hand, there are only a few research works [Zhang and Zhou, 2020] that directly investigate theoretical aspects of an iterative algorithm. In this paper, we directly study the CAVI algorithm (Algorithm 2), and explain how key ingredients used in CAVI are functionally related each other by the duality formula (3).

We convey two messages. First, the full conditional posterior \( \pi(\theta_i|\theta_{-i}, y) \in Q_{\theta_i|y} \) plays a central role in the updating procedures not only for the Gibbs sampler but also for the CAVI algorithm [Ormerod and Wand, 2010]. Second, although the Gibbs sampler eventually leads to the exact target density \( \pi(\theta|y) \in Q_{\theta|y} \) when the number of iterations goes to infinity under reasonably general conditions [Roberts and Smith, 1994], this is not guaranteed for the MFVI. Set-theoretically, the later is obvious due to the nonvanishing divergence \( \text{KL}(q(\theta)||\pi(\theta|y)) > 0 \) induced by the proper subset relationship \( Q_{\theta|y}^{MF} \subseteq Q_{\theta|y} \): refer to Figure 1.

5 Gibbs sampler revisited by the duality formula

The Gibbs transitional kernel (11) explains the stationary movement of a state \( \theta \in \Theta \) from the present cycle to the next cycle (i.e., longitudinal point of view on the state). In this Section, our focus is to explain within a cycle how the ingredients of the Gibbs samplers, that is, \( \pi(\theta_i|\theta_{-i}, y) \in Q_{\theta_i|y}, \pi(\theta_{-i}|y) \in Q_{\theta_{-i}|y}, \) and \( \pi(\theta|y) \in Q_{\theta|y}, \) are functionally associated each other (i.e., cross-sectional point of view on the densities):

**Corollary 5.1.** Consider a Bayesian model \( \{p(y|\theta), \pi(\theta)\} \) with the entire parameter space \( \Theta \) decomposed as \( \Theta_{i} \). For each \( i \) \((i = 1, \cdots, K)\), define a functional \( F_i : Q_{\theta_i} \rightarrow \mathbb{R} \) induced by the duality formula as follow:

\[ F_i(q(\theta_i)) := \mathbb{E}_{q(\theta_i)}[\log \pi(\theta_{-i}|\theta_i, y)] - \text{KL}(q(\theta_i)||\pi(\theta_i|y)). \]

(19)
Then the following relations hold.

(a) The functional $F_i$ is concave over $Q_{\theta_i}$.

(b) For all densities $q(\theta_i) \in Q_{\theta_i|y}$, 
$$F_i\{q(\theta_i)\} \leq \log \pi(\theta_{-i}|y).$$

(c) The functional $F_i$ attains the value $\log \pi(\theta_{-i}|y)$ only at the full conditional posterior density $q(\theta_i) = \pi(\theta_i|\theta_{-i}, y) \in Q_{\theta_i|y}$ (10).

Proof. (a) Let $p(\theta_i)$ and $q(\theta_i)$ are elements of the set $Q_{\theta_i}$. For any $0 \leq a \leq 1$, we have 
$$F_i\{ap(\theta_i) + (1 - a)q(\theta_i)\} = \int \log \pi(\theta_{-i}|\theta_i, y)\{ap(\theta_i) + (1 - a)q(\theta_i)\}d\theta_i - KL(ap(\theta_i) + (1 - a)q(\theta_i)||\pi(\theta_i|y)).$$ 
(20)

The first term on the right-hand side of (20) can be written as 
$$\int \log \pi(\theta_{-i}|\theta_i, y)\{ap(\theta_i) + (1 - a)q(\theta_i)\}d\theta_i = a\mathbb{E}_{p(\theta_i)}[\log \pi(\theta_{-i}|\theta_i, y)] + (1 - a)\mathbb{E}_{q(\theta_i)}[\log \pi(\theta_{-i}|\theta_i, y)],$$
(21)

where the expectation $\mathbb{E}_{p(\theta_i)}[\cdot]$ and $\mathbb{E}_{q(\theta_i)}[\cdot]$ are taken with respect to the densities $p(\theta_i)$ and $q(\theta_i)$, respectively.

The (negative of) second term on the right-hand side (20) satisfies the following inequality
$$KL(ap(\theta_i) + (1 - a)q(\theta_i)||\pi(\theta_i|y)) \leq aKL(p(\theta_i)||\pi(\theta_i|y)) + (1 - a)KL(q(\theta_i)||\pi(\theta_i|y)).$$
(22)

The inequality (22) generally holds due to the joint convexity of the $f$-divergence; see Lemma 4.1 of (Csiszár et al. 2004).

Now, use the expression (21) and inequality (22) to finish the proof:
$$F_i\{ap(\theta_i) + (1 - a)q(\theta_i)\} \geq a\{\mathbb{E}_{p(\theta_i)}[\log \pi(\theta_{-i}|\theta_i, y)] \right. - KL(p(\theta_i)||\pi(\theta_i|y))\} 
+ (1 - a)\{\mathbb{E}_{q(\theta_i)}[\log \pi(\theta_{-i}|\theta_i, y)] - KL(p(\theta_i)||\pi(\theta_i|y))\} 
= aF_i\{p(\theta_i)\} + (1 - a)F_i\{q(\theta_i)\}.$$ 

(b) and (c) For each $i = 1, \cdots, K$, use the duality formula (3) by replacing the $q(\theta)$, $p(\theta)$, and $h(\theta)$ in the formula with $q(\theta_i) \in Q_{\theta_i}$, $\pi(\theta_i|y) \in Q_{\theta_i|y}$, and $\log \pi(\theta_{-i}|\theta_i, y) \in Q_{\theta_{-i}|y}$, respectively. (Recall that in the formula (3), $q$ and $p$ need to be densities, whereas $h$ is a measurable function.) This leads to the following equality
$$\log \mathbb{E}_{\pi(\theta_i|y)}[\pi(\theta_{-i}|\theta_i, y)] = \sup_{q(\theta_i) \in \pi(\theta_i|y)}\{\mathbb{E}_{q(\theta_i)}[\log \pi(\theta_{-i}|\theta_i, y)] - KL(q(\theta_i)||\pi(\theta_i|y))\},$$
(23)

where the supremum on the right-hand side of (23) is attained if and only if
$$q(\theta_i) = \pi(\theta_i|y) \cdot \frac{\pi(\theta_{-i}|\theta_i, y)}{\mathbb{E}_{\pi(\theta_i|y)}[\pi(\theta_{-i}|\theta_i, y)]} = \pi(\theta_i|\theta_{-i}, y) \in Q_{\theta_i|y}.$$
On the other hand, it is straightforward to derive that the left-hand side of (23) is log \( \mathbb{E}_{\pi(\theta_i | y)} \pi(\theta_i | y) = \log \pi(\theta_i | y) \).

Finalize the proof by using the above facts: by (23), it holds the following inequality
\[
F_i \{ q(\theta_i) \} = \mathbb{E}_{q(\theta_i)} \{ \log \pi(\theta_i | y) \} - \text{KL}(q(\theta_i) \| \pi(\theta_i | y)) \leq \log \pi(\theta_i | y)
\]
for all density \( q(\theta_i) \) supported on \( \Theta \) which satisfies the dominating condition \( q(\theta_i) \ll \pi(\theta_i | y) \), where the equality holds if and only if \( q(\theta_i) = \pi(\theta_i | \theta_{-i}, y) \in \mathcal{Q}_{\theta_i | y} \).

Corollary 5.1 states the full conditional posterior distribution \( \pi(\theta_i | \theta_{-i}, y) \in \mathcal{Q}_{\theta_i | y} \) (and likewise \( \pi(\theta_2 | \theta_{-2}, y) \in \mathcal{Q}_{\theta_2 | y}, \ldots, \pi(\theta_K | \theta_{-K}, y) \in \mathcal{Q}_{\theta_K | y} \)) is the global maximum of the induced functional \( F_i \) \( (19) \) with \( \log \pi(\theta_i | y) \) as the maximum value. They are related with the information equality \( (27) \).

We can derive information equations governing the Gibbs sampler by using the Corollary 5.1. These equations tell us how much amount information is transmitted at each step within a cycle.

Corollary 5.2. Consider a Bayesian model \( \{ p(y | \theta), \pi(\theta) \} \) with the entire parameter space \( \Theta \) decomposed as \( \pi \). For each \( i \) (\( i = 1, \ldots, K \)), define the posterior mutual information of \( (\theta_i, \theta_{-i}) \in \Theta_i \times \Theta_{-i} \), posterior differential entropy of \( \theta_{-i} \in \Theta_{-i} \), and posterior conditional differential entropy of \( \theta_{-i} \in \Theta_{-i} \) given \( \theta_i \in \Theta_i \).
as follows:

\[
I(\theta_i; \theta_{-i}) := KL(\pi(\theta_i|y)||\pi(\theta_i|y)\pi(\theta_{-i}|y)) = \int_{\Theta} \log \left( \frac{\pi(\theta_i|y)}{\pi(\theta_i|y)\pi(\theta_{-i}|y)} \right) \pi(\theta_i|y)d\theta_i, \tag{24}
\]

\[
H(\theta_{-i}) := -\mathbb{E}_{\pi(\theta_{-i}|y)}[\log \pi(\theta_{-i}|y)] = -\int_{\Theta_{-i}} \log \pi(\theta_{-i}|y)\pi(\theta_{-i}|y)d\theta_{-i}, \tag{25}
\]

\[
H(\theta_{-i}|\theta_i) := -\mathbb{E}_{\pi(\theta_{-i}|y)}[\log \pi(\theta_{-i}|\theta_i, y)] = -\int_{\Theta} \log \pi(\theta_{-i}|\theta_i, y)\pi(\theta_i|y)d\theta_i. \tag{26}
\]

Then the following K information equations hold

\[
I(\theta_i; \theta_{-i}) = H(\theta_{-i}) - H(\theta_{-i}|\theta_i), \quad (i = 1, \cdots, K). \tag{27}
\]

Proof. By Corollary 5.1 (b) and (c), for each i (i = 1, \cdots, K) the following equality holds

\[
KL(\pi(\theta_i|\theta_{-i}, y)||\pi(\theta_i|y)) = -\log \pi(\theta_{-i}|y) + \mathbb{E}_{\pi(\theta_{-i}, y)}[\log \pi(\theta_{-i}|\theta_i, y)].
\]

Take the integral \(\mathbb{E}_{\pi(\theta_{-i}, y)}[\cdot] = \int_{\Theta_{-i}} \cdot \pi(\theta_{-i}|y)d\theta_{-i}\) on both sides of the above equality to have

\[
\mathbb{E}_{\pi(\theta_{-i}|y)}[KL(\pi(\theta_i|\theta_{-i}, y)||\pi(\theta_i|y))] = -\mathbb{E}_{\pi(\theta_{-i}|y)}[\log \pi(\theta_{-i}|y)] - \left(\mathbb{E}_{\pi(\theta_{-i}|y)}[\mathbb{E}_{\pi(\theta_{-i}, y)}[\log \pi(\theta_{-i}|\theta_i, y)]]\right),
\]

which is the same as \(I(\theta_i; \theta_{-i}) = H(\theta_{-i}) - H(\theta_{-i}|\theta_i)\).

\[\square\]

Figure 3 displays a schematic description of Corollary 5.2. For each i (i = 1, \cdots, K), we define \(I(\theta_{-i}; \theta_i)\), \(H(\theta_i)\), and \(H(\theta_{-i}|\theta_i)\) by interchanging the i and \(-i\) from the \(I(\theta_i; \theta_{-i})\) (24), \(H(\theta_{-i})\) (25), and \(H(\theta_{-i}|\theta_i)\) (26), respectively. Then we can show that it holds \(I(\theta_i; \theta_{-i}) = H(\theta_{-i}) - H(\theta_{-i}|\theta_i) = H(\theta_i) - H(\theta_i|\theta_{-i}) = I(\theta_{-i}; \theta_i)\) (Theorem 2.4.1 of Cover, 1999). Mutual information \(I(\theta_i; \theta_{-i})\) quantifies the reduction in uncertainty of random quantity \(\theta_i \in \Theta_i\) once we know the other \(\theta_{-i} \in \Theta_{-i}\), a posteriori. It vanishes if and only if \(\theta_i\) and \(\theta_{-i}\) are marginally independent, a posteriori. Within a cycle of the Gibbs sampler (Algorithm 1), this mutual information is transmitted through an iterative Monte Carlo scheme (Gelfand and Smith, 1990).

6 CAVI algorithm revisited by the duality formula

Consider a Bayesian model \(\{p(y|\theta), \pi(\theta)\}\) with a mean-field variational family \(Q^MF_{\theta}\) (6). Having employed the CAVI algorithm (Algorithm 2), for each i (i = 1, \cdots, K), we can obtain the analytic formula of the i-th variational factor \(q^*(\theta_i)\) given as (14). We can regard this variational factor \(q^*(\theta_i)\) as a surrogate for the marginal posterior density \(\pi(\theta_i|y)\). Note that the two densities belong to the same set \(Q^m_{\theta_i|y}\) (defined in the item (iv)); refer to the Venn diagram in Figure 1. This suggests that an ‘intrinsic’ approximation quality due to the CAVI algorithm can be explained by the Kullback-Leibler divergence \(KL(q^*(\theta_i)||\pi(\theta_i|y))\) or its lower bound: a lower value may indicate a better approximation quality, which can be further applied to diagnostic of the algorithm (Yao et al., 2018).

In practice, although it is possible to sample from marginal posterior density \(\pi(\theta_i|y)\) (i = 1, \cdots, K) through various MCMC techniques (Gelman et al., 2013), but it is difficult to obtain an analytic expression of the density \(\pi(\theta_i|y)\), hence, so is for the divergence \(KL(q^*(\theta_i)||\pi(\theta_i|y))\). It is also nontrivial to acquire
a lower bound for $\text{KL}(q^*(\theta_i)||\pi(\theta_i|y))$ through information inequalities (for example, Pinsker’s inequality (Massart, 2007)) as such inequalities again require a closed-form expression for the density $\pi(\theta_i|y)$ for each $i$, $(i = 1, \cdots, K)$.

The duality formula (3) provides some heuristic insight about how the two densities, $q^*(\theta_i)$ and $\pi(\theta_i|y)$, are related, and an algorithmic-based lower bound for the $\text{KL}(q^*(\theta_i)||\pi(\theta_i|y))$ without requiring analytical expression of $\pi(\theta_i|y)$ when the CAVI algorithm (Algorithm 2) is employed:

**Corollary 6.1.** Consider a Bayesian model $\{p(y|\theta), \pi(\theta)\}$ with the entire parameter space $\Theta$ decomposed as $\{\Theta_i\}_{i=1}$. Provided mean-field variational family $Q_{\theta}^{MF}$ (θ), assume that the CAVI algorithm (Algorithm 2) is employed to approximate the target density $\pi(\theta|y)$ (1). For each $i$ $(i = 1, \cdots, K)$, define a functional $\mathcal{R}_{\theta}(\cdot) : Q_{\theta}^{MF} \rightarrow (0, \infty)$ induced by the duality formula as follow:

$$\mathcal{R}_{\theta}(\cdot) := \frac{\int \exp \mathbb{E}_{q^*(\theta_i)} [\log \pi(\theta_i\mid \theta_{\neg i}, y)]d\theta_i}{\exp \text{KL}(q^*(\theta_i)||\pi(\theta_i\mid y))}.$$  \hspace{1cm} (28)

Then the followings relations hold.

- **(a)** There exists $\mathcal{R}_{\theta}(q^*(\theta_i)) \in (0, 1)$ which is constant with respect to $q^*(\theta_i)$ such that

$$\mathcal{R}_{\theta}(q^*(\theta_i)) \cdot q^*(\theta_i) \leq \pi(\theta_i\mid y) \text{ for all } \theta_i \in \Theta_i.$$  \hspace{1cm} (29)

The value $\mathcal{R}_{\theta}(q^*(\theta_i))$ is called the squashing constant for the variational factor $q^*(\theta_i)$.

- **(b)** Kullback-Leibler divergence between $q^*(\theta_i)$ and $\pi(\theta_i\mid y)$ is lower bounded by

$$\text{KL}(q^*(\theta_i)||\pi(\theta_i\mid y)) \geq \max \left\{0, \log \left(\int \exp \mathbb{E}_{q^*(\theta_i)} [\log \pi(\theta_{\neg i}\mid \theta_i, y)]d\theta_{\neg i}\right)\right\}.$$  \hspace{1cm} (30)

**Figure 3:** Schematic description of the information equality associated with the Gibbs sampler (Algorithm 1). At the $i$-th step $(i = 1, \cdots, K)$ within a cycle, it holds $I(\theta_i;\theta_{\neg i}) = H(\theta_{\neg i}) - H(\theta_{\neg i}\mid \theta_i) = H(\theta_i) - H(\theta_i\mid \theta_{\neg i}) = I(\theta_{\neg i};\theta_i)$. The quantity $I(\theta_i;\theta_{\neg i})$ can be interpreted as the amount of information that shall be transmitted from the $i$-step to the $(i+1)$-th step within a cycle via drawing a sample $\theta_i \sim \pi(\theta_i\mid \theta_{\neg i}, y)$. The duality formula (3) provides some heuristic insight about how the two densities, $q^*(\theta_i)$ and $\pi(\theta_i|y)$, are related, and an algorithmic-based lower bound for the $\text{KL}(q^*(\theta_i)||\pi(\theta_i|y))$ without requiring analytical expression of $\pi(\theta_i|y)$ when the CAVI algorithm (Algorithm 2) is employed:
Proof. (a) To start with, for each \( i \) (\( i = 1, \ldots, K \)), define a functional \( \mathcal{F}_{-i} : \mathcal{Q}_{\Theta_{-i}} \to \mathbb{R} \) that complements the functional \( \mathcal{F}_i \) (19):

\[
\mathcal{F}_{-i}\{q(\theta_{-i})\} = \mathbb{E}_{q(\theta_{-i})}[\log \pi(\theta_i | \theta_{-i}, y)] - KL(q(\theta_{-i})||\pi(\theta_{-i}|y)).
\]  

(31)

For each \( i = 1, \ldots, K \), use the duality formula (33) by replacing the \( q(\theta) \), \( p(\theta) \), and \( h(\theta) \) in the formula with \( q(\theta_{-i}) \in \mathcal{Q}_{\Theta_{-i}} \), \( \pi(\theta_{-i}|y) \in \mathcal{Q}_{\Theta_{-i}} \), and \( \log \pi(\theta_i|\theta_{-i}, y) \in \mathcal{Q}_{\Theta_{-i}} \), respectively, which leads to

\[
\log \pi(\theta_i|y) = \sup_{q(\theta_{-i}) \ll \pi(\theta_{-i}|y)} \mathcal{F}_{-i}\{q(\theta_{-i})\}.
\]  

(32)

Now, take the \( \exp(\cdot) \) to the both sides of (32), and then change the \( \exp(\cdot) \) and \( \sup(\cdot) \) to obtain

\[
\pi(\theta_i|y) = \exp \left[ \sup_{q(\theta_{-i}) \ll \pi(\theta_{-i}|y)} \mathcal{F}_{-i}\{q(\theta_{-i})\} \right]
\]

\[
= \sup_{q(\theta_{-i}) \ll \pi(\theta_{-i}|y)} \left[ \exp \left[ \mathcal{F}_{-i}\{q(\theta_{-i})\} \right] \right]
\]

\[
\geq \sup_{q(\theta_{-i}) \ll \pi(\theta_{-i}|y), q(\theta_{-i}) \in \mathcal{Q}_{\Theta_{-i}}^{MF}} \left[ \frac{\exp \mathbb{E}_{q(\theta_{-i})}[\log \pi(\theta_i|\theta_{-i}, y)]}{\exp KL(q(\theta_{-i})||\pi(\theta_{-i}|y))} \right].
\]  

(33)

The inequality (33) holds because of a general property of supremum (i.e., it holds \( \sup_A(\cdot) \geq \sup_B(\cdot) \) if \( B \subset A \)). On the other hand, the CAVI-optimized variational density for \( \theta_{-i} \), denoted as \( q^*(\theta_{-i}) \), can be represented by

\[
q^*(\theta_{-i}) = \prod_{j=1, j \neq i}^{K} q^*(\theta_j)(\theta_j) = q^*(\theta_1) \cdots q^*(\theta_{i-1}) \cdot q^*(\theta_{i+1}) \cdots q^*(\theta_K) \in \mathcal{Q}_{\Theta_{-i}}^{MF},
\]  

(34)

where each variational factor on the right-hand side has been optimized through the CAVI optimization formula (24). Clearly, the density \( q^*(\theta_{-i}) \) (34) belongs to the set

\[
B := \{ q : \Theta_{-i} \to [0, \infty) | q \text{ is a density supported on } \Theta_{-i}, q(\theta_{-i}) \ll \pi(\theta_{-i}|y), q(\theta_i) \in \mathcal{Q}_{\Theta_{-i}}^{MF} \}
\]

which is the set considered in the \( \sup(\cdot) \) (33).

Now, use the definition of supremum and a simple calculation \( a \times (1/a) = 1 \) to derive the following inequality

\[
\pi(\theta_i|y) \geq \frac{\exp \mathbb{E}_{q^*(\theta_{-i})}[\log \pi(\theta_i|\theta_{-i}, y)]}{\exp KL(q^*(\theta_{-i})||\pi(\theta_{-i}|y))} \geq \frac{\int \exp \mathbb{E}_{q^*(\theta_{-i})}[\log \pi(\theta_i|\theta_{-i}, y)]d\theta_i}{\int \exp KL(q^*(\theta_{-i})||\pi(\theta_{-i}|y))d\theta_i}
\]

\[
= \mathcal{R}_{-i}\{q^*(\theta_{-i})\} \times q^*(\theta_i) \text{ on } \Theta_i,
\]  

(35)

where the functional \( \mathcal{R}_{-i}\{\cdot\} : \mathcal{Q}_{\Theta_{-i}}^{MF} \to (0, \infty) \) is defined by (28) and \( q^*(\theta_i) \in \mathcal{Q}_{\Theta_{-i}}^{MF} \) (34).

Finally, because \( \pi(\theta_i|y) \) and \( q^*(\theta_i) \) are densities, by taking \( \int d\theta_i \) on the both sides of (35), we can further obtain \( 0 < \mathcal{R}_{-i}\{q^*(\theta_{-i})\} \leq 1 \). Note that the value \( \mathcal{R}_{-i}\{q^*(\theta_{-i})\} \) is constant with respect to the \( i \)-variational factor \( q^*(\theta_i) \).
(b) For each \( i (i = 1, \cdots, K) \), by using the same reasoning used in proving (a), we can derive the following inequality

\[
\pi(\theta_{-i}|y) \geq \frac{\exp E_{q^*(\theta_i)}[\log \pi(\theta_{-i}|\theta_i, y)]}{\exp KL(q^*(\theta_i)||\pi(\theta_i|y))} = R_i\{q^*(\theta_i)\} \cdot q^*(\theta_{-i}) \quad \text{on } \Theta_{-i},
\]

(36)

where the functional \( R_i\{\cdot\} : Q^m_{\theta_i} \to (0, \infty) \) is defined by

\[
R_i\{q(\theta_i)\} = \int \frac{\exp E_{q(\theta_i)}[\log \pi(\theta_{-i}|\theta_i, y)]d(\theta_{-i})}{\exp KL(q(\theta_i)||\pi(\theta_i|y))},
\]

and \( q^*(\theta_{-i}) \) on the right-hand side of the (36) is obtained by interchanging the \( i \) with \(-i\) from the formula (14).

Because \( \pi(\theta_{-i}|y) \) and \( q^*(\theta_{-i}) \) are densities, by taking \( \int \cdot d(\theta_{-i}) \) on the both sides of the inequality (36), we have \( 0 < R_i\{q^*(\theta_i)\} \leq 1 \). Conclude the proof by using the fact that the Kullback-Leibler divergence \( KL(q^*(\theta_i)||\pi(\theta_i|y)) \) is non-negative.

Because \( \pi(\theta_{-i}|y) \) and \( q^*(\theta_{-i}) \) are densities, by taking \( \int \cdot d(\theta_{-i}) \) on the both sides of the inequality (36), we have \( 0 < R_i\{q^*(\theta_i)\} \leq 1 \). Conclude the proof by using the fact that the Kullback-Leibler divergence \( KL(q^*(\theta_i)||\pi(\theta_i|y)) \) is non-negative.

Figure 4: Pictorial illustration of CAVI algorithm (Algorithm 2). At the \( i \)-th step within a cycle \((i = 1, \cdots, K)\), the panel shows that the \( i \)-th variational factor \( q^*(\theta_i) \) (14) is pressed from above by the squashing constant \( R_{-i}\{q^*(\theta_{-i})\} \in (0, 1] \) so that it holds \( R_{-i}\{q^*(\theta_{-i})\} \cdot q^*(\theta_i) \leq \pi(\theta_i|y) \) on \( \Theta_i \). The distributional gap between \( q^*(\theta_i) \) and \( \pi(\theta_i|y) \) is explained by the inequality (30).

See Figure 4 for a pictorial illustration of the Corollary 6.1. Corollary 6.1 (a) implies that, at the \( i \)-th step of the CAVI algorithm (Algorithm 2) \((i = 1, \cdots, K)\), the \( i \)-th variational factor \( q^*(\theta_i) \) (14) and the \( i \)-th marginal target density \( \pi(\theta_i|y) \) are related by the inequality (29) with the squashing constant \( R_{-i}\{q^*(\theta_{-i})\} \), the functional value of \( R_{-i}\{\cdot\} \) evaluated at \( q^*(\theta_{-i}) = \prod_{j=1,j\neq i}^K q^*(\theta_j) \in Q^m_{\theta_{-i}|y} \). More colloquially, the variational factor \( q^*(\theta_i) \) (14) can be pressed from above by the squashing constant \( R_{-i}\{q^*(\theta_{-i})\} \), and kept below than \( \pi(\theta_i|y) \). Corollary 6.1 (b) suggests that the denominator in the CAVI
formula (14) plays an important role by participating as a lower bound of the distance \( \text{KL}(q^*(\theta_i) \| \pi(\theta_i | y)) \).

Note that the lower bound is algorithm-based, which can be approximated via a Monte Carlo algorithm.

7 Summary

In this paper, we aimed to provide some pedagogical insights about the Gibbs sampler (Algorithm 1) and CAVI algorithm (Algorithm 2) by treating fundamental densities used in the schemes as elements of sets of densities. Proofs of theorems contained in the paper are derived from the duality formula (3). The derived theorems helped comprehend some common structures between the Gibbs sampler and CAVI algorithm in a set-theoretical perspective. Among salient findings, one of the key discoveries was that the full conditional posterior distribution can be viewed as the global maximum of a functional induced by the duality formula. This has been extended to a new view on the Gibbs sampler from the perspective of information theory. Additionally, we showed that there is a link between the approximation quality of the CAVI algorithm and the denominator of the variational factor (14).
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