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Topological Space Knowledge Distillation for Compact Road Extraction in Optical Remote Sensing Images
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Abstract: Road extraction from optical remote sensing images has drawn much attention in recent decades and has a wide range of applications. Most of the previous studies rarely take into account the unique topological characteristics of the road. It is the most apparent feature of linear structure that describes the variety of connection relationships of the road. However, designing a particular topological feature extraction network usually results in a model that is too heavy and impractical. To address the problems mentioned above, in this paper, we propose a lightweight topological space network for road extraction based on knowledge distillation (TSKD-Road). Specifically, (1) narrow and short roads easily influence topological features extracted directly in optical remote sensing images. Therefore, we propose a denser teacher network for extracting road structures; (2) to enhance the weight of topological features, we propose a topological space loss calculation model with multiple widths and depths; (3) based on the above innovations, a topological space knowledge distillation framework is proposed, which aims to transfer different kinds of knowledge acquired in a heavy net to a lightweight net, while significantly improving the lightweight net’s accuracy. Experiments were conducted on two publicly available benchmark datasets, which show the obvious superiority and effectiveness of our network.
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1. Introduction

Road extraction in remote sensing images is always a research hotspot for its wide applications, such as in navigation [1], map updating [2], disaster detection [3–5], and so on. Especially with the development of intelligent transportation, it is of considerable significance to develop not only high accuracy, but also compact methods for road extraction.

In the past few decades, road extractions have mainly been based on handcrafted features, such as road color, geometry, spectral characteristics, and so on. Lue et al. [6] used the spectral difference between roads and others to extract road pixels. Ghaziani, M. et al. [7] utilized the segmentation method, which set several thresholds based on statistical road features, to achieve the binary classification of road and non-road. Hao Chen et al. [8] proposed the fusion of prior topological
the road data with a road skeleton to obtain high-accuracy road extraction. These methods play a significant role in the performance improvement of road extraction. However, due to the strong dependence on handcrafted features, they have poor performance in robustness and generalization, especially for images with complicated backgrounds.

Recently, due to the automatic learning abilities of modeling feature expression, many deep-learning-based methods have been proposed for road extraction in remote sensing images. The research on road extraction based on deep learning is mainly divided into two stages. The first stage mainly introduces the existing deep learning segmentation network into road extraction. These methods mostly rely on convolutional neural networks (CNNs) and fully convolutional neural networks (FCNs) [9]. Mnih and Hinton et al. [10] first applied deep learning methods to road extraction tasks. They employed restricted Boltzmann machines to segment roads based on patch images. In 2018, the D-LinkNet network proposed by Lichen Zhou et al. [11] won the championship of the DeepGlobe Road Extraction Challenge [12]. This method increases the network reception domain, retains the spatial details of the road, and effectively improves the road’s recognition accuracy. The above methods can obtain high-order features of and information on the road, which increases the power of handling road scene variations and deep semantic information. However, the characteristics of the road itself have rarely been introduced. For example, the centerline and boundary features of roads can be regarded as the other two forms of roads. In addition, humans usually follow the road in a specific direction, so the direction information is also a kind of road feature. In addition, topological features are also unique features of roads. The above features can better summarize the road characteristics, but such features are rarely used in the methods mentioned above.

In the second stage, researchers try to extract and detect features that match the characteristics of road targets in remote sensing images based on existing networks. Therefore, more road characteristics are added, such as direction information [13,14], centerline and edge of the road [15–18], and topological features. As for the topological features, Hu Xiaoling et al. [19] achieved both per-pixel accuracy and topological correctness with an end-to-end deep segmentation network. They put forward a topological loss that forces the segmentation results to have the same Betti number (number of connected components and handles) as the ground truth. Because the matching process needs to compute the Betti number, the computation of topological information is relatively expensive. Mosinska et al. [20] proposed the use of a pre-trained VGG19 net to construct a topological space loss. Although promising performance was achieved, their model still suffered from two drawbacks. The first problem is that the above method does not take into account the different forms of road connectivity or the typical topological structures. As shown in Figure 1, there are three classical topological structures: bifurcated structures, cruciform structures, and ring structures. They all have multiple connected components and decentralized structures in which the feature pixels of the road in the optical remote sensing image are scattered in position. They are different from other cluster features, such as buildings, airplanes, and so on, which is the main feature of linear structures like roads. However, the above methods use image patches as the input of the network; thus, it is difficult for the network to extract different forms of topological structures if the receptive field is too small. Another problem is that to extract the topology and achieve high accuracy, they usually design complex and heavy networks, requiring extensive computing resources and memory consumption. However, for example, in the case of flood [3], tsunami, earthquake [4], and landslide [5] disaster relief efforts, they all desire live drone imagery of the damaged roads. Therefore, it would bring more benefits if segmentation efficiency could be further improved. Moreover, when on-the-ground analysis of newly acquired images is required, this would require the use of smaller GPUs embedded into a laptop, implying significant memory constraints. To conclude, there is a need for a simple, lightweight road topological loss solution to improve the segmentation efficiency and reduce limitations by the capacity of available hardware (GPU and memory-wise).
Figure 1. Samples of common topological structures of the road. (a) Bifurcated structure: often appears on city slip roads and country roads; (b) Cruciform structure: indicates crossroads; (c) Ring structure: often appears in parking lots and parks.

In order to simplify the network structure, a lot of research on lightweight networks has recently appeared, such as mobilenet [21] and shufflenet [22], which have simple network structures and require little in terms of computing resources. However, applying them directly to road extraction will achieve low accuracy and rough extraction results. Recently, a method that can combine the high precision of complex networks and the light weight of compact networks has emerged, which is knowledge distillation. Knowledge distillation is an effective method to achieve a lightweight network with considerable accuracy. As can be seen in Figure 2a,b, compared with the ordinary network, knowledge distillation aims at transferring knowledge acquired in one model (teacher net, which is heavy but has high accuracy) to another model (student net, which is light but has low accuracy) without requiring any special operators while getting enhanced generalization. In 2014, Rich Caruana et al. [23] proposed that the shallow model imitates the behavior of the deep model and achieves considerable accuracy. In 2015, Hinton et al. [24] formally proposed the concept of knowledge distillation, which has been applied in many fields, including classification [25], object detection [26], semantic segmentation [27], and so on. W. Park et al. [28] proposed relational knowledge distillation, which can transmit interrelated data instances. It uses the distance-wise and angle-wise distillation losses to compensate for the structural differences of the relationship between different pixels. Especially in metric learning, it allows students to outperform teachers’ performance. Liu Y. et al. [27] proposed the use of three distillation methods: pixel distillation, pair-wise distillation, and structural distillation (GAN) in semantic segmentation, which focused on the three different aspects of distillation (pixel, pair relationship, structure) and achieved outstanding segmentation results. Knowledge distillation provides new insights into model compression, which lets us know that a lightweight network can achieve better performance.
Figure 2. An illustration of the distillation pipeline. (a) Ordinary network: this is the familiar deep learning process. (b) Distillation Network: the classic knowledge distillation process in which the pixel-level feature can be transformed from the teacher net to student net. (c) Topological Space Distillation Network: this is our proposed strategy of knowledge distillation. It distills two kinds of knowledge: one is the pixel-level feature, and another is the structure-level feature.

In this work, to better utilize the topological structures of roads and improve the accuracy and efficiency in road extraction, we propose a topological space distillation method, which does not need to redesign or match a topological loss function, but also solves the problem of complex and heavy networks. As can be seen in Figure 2c, it distills two kinds of knowledge from the teacher network: the widely used pixel-level feature distillation and a new kind of structure-level knowledge, which is also called the topological space feature. It can achieve the migration of topological space features from a teacher network to a lightweight network. Therefore, it can help the lightweight network summarize the topological information of surrounding pixels and pay attention to key areas, such as intersections. By introducing this, the network can achieve more continuous road detection results.

The main contributions can be summarized as the following:

1. A topological space knowledge distillation model named TSKD-Road is proposed for road extraction in remote sensing images. Our framework achieves high accuracy on a lightweight network. Compared with the state-of-art networks, TSKD-Road has fewer parameters and achieved considerable road detection accuracy. To the best of our knowledge, it is the first attempt to combine knowledge distillation with road extraction.

2. To enhance the weight of topological features, inspired by [29], we apply a topological space loss calculation model (TSKD) to train a lightweight topological integrity framework, which is based on knowledge distillation. The new topological space model can help the network achieve more consistent road detection results.

3. To better extract topological features of the road, a robust and dense encoder–decoder teacher network (D-EDTN) is designed. The network could better recover more detailed spatial information on roads that are too short or too narrow. Therefore, the network can better collect more topological features and improve network accuracy.
The remaining part of the paper proceeds as follows: Section 2 describes the details of our proposed TSKD-Road. The experimental results on two public datasets are reported in Section 3 and discussed in Section 4. Finally, Section 5 concludes the work and briefly discusses future work.

2. Materials and Methods

In this section, our proposed method for road extraction is discussed in detail. This section consists of four main parts. The first part is the overview of the whole network, which describes in detail the composition of our method. The second part is the pre-distillation part, which is used to output the prediction score map and transpose the pixel-based knowledge from the teacher net to the student net. The third part is the post-distillation part, which generates topological space loss and transposes the teacher net’s structure-based knowledge to the student net. The last part is all the loss functions used in TSKD-Road.

2.1. Overview of the Whole Method

The common distillation method is mostly based on the output of the teacher network. For example, as can be seen in Figure 2b, the basic knowledge distillation method is mostly distilling the prediction output of the network. In order to let students learn more road features from the network, other than the pre-distillation part, the post-distillation model is applied, which not only allows the student network to learn more generalized topological features, but also ensures the model’s light weight. Figure 3 shows the detailed configuration of the proposed method, which mainly includes two parts: the pre-distillation part and the post-distillation part. The pre-distillation part is a kind of pixel-level distillation, and the post-distillation part is the structure-level distillation. The remote sensing image is first input into the pre-distillation part to get the prediction (score maps). Then, the score map is input into the post-distillation part for assisting the pre-distillation part in extracting topological space information.

To realize a lightweight road extraction student network, we choose the lightweight MobileNetV2 as the backbone, which is used as a student network in knowledge distillation. Moreover, the teacher network output is used to guide the student network so that the knowledge learned by the teacher net can be transferred to the student network. The above process is the pre-distillation. What is more, to better extract the topological structure of the road, we designed a more powerful teacher net (D-EDTN) that could better extract the details of narrow and short roads. In addition, a robust teacher model yields a proportional increase in the accuracy of the student model, which also means that a stronger teacher network can teach a better student network; when the accuracy of the teacher network increases, the accuracy of the student network will also improve.

The common pixel-based loss function has the limitation that it only calculates the difference between the corresponding pixels without considering the overall structure. To extract different forms of road features, especially topological features, and increase the amount of knowledge transferred from the teacher network to the student network, we designed the post-distillation stage using the road topology characteristics learned by the teacher network to guide the output of the student network. So, the student network has not only the supervision of the pixel layer, but also the overall supervision. This post-distillation is also named the topological space knowledge distillation part (TSKD). The input of this part is the output of the teacher net and student net. Its outputs are the multi-width and multi-depth feature maps of topological space.

Taking into account the analysis as mentioned above, we propose a new kind of distillation framework for road extraction. The entire method can be reformulated in Algorithm 1.
Figure 3. Flowchart of our proposed method for road extraction based on knowledge distillation. It contains two distillation convolutional neural networks: the pre-distillation part and post-distillation part. The former is the pixel-level distillation, which consists of the teacher net (dense encoder–decoder teacher network (D-EDTN)) and the student net (lightweight net). The latter is the structure level of topological space knowledge distillation (TSKD), which consists of a width block and depth block.

Algorithm 1 Topological space network for road extraction based on knowledge distillation (TSKD-Road).

**Input:** The RGB remote sensing image $H \times W \times 3$; The corresponding ground-truth labeling $y$, where $y \in [0, 1]$;

**Output:** Student network model, and the road segmentation results;

1. **step1: pre-distillation**
   2. Extract the prediction segmentation results by the teacher net (D-EDTN) $\hat{y}^t$ and the student net $\hat{y}^s$;
   3. Calculate the semantic segmentation loss $L_{seg}(y, \hat{y}^s)$;
   4. Calculate the pre-distillation loss $L_{pre} = L_{pi}(\hat{y}^t, \hat{y}^s) + L_{pa}(\hat{y}^t, \hat{y}^s)$;

2. **step2: post-distillation**
   6. Normalize $\hat{y}^t$ and $\hat{y}^s$;
   7. Extract features $F^t_0$ and $F^s_0$ by the width TSKD;
   8. Initialize $L_{post} = 0$;
   9. for $i \in [1, 3]$ do
      10. $F^t_i = DepthBlock_{i-1}(F^t_{i-1})$;
      11. Calculate the post-distillation loss $L_{post} = L_{post} + L_{topo}(F^t_i, F^s_i)$;
   end for

2.2. Pre-Distillation Part

To effectively extract narrow and short roads, we propose the use of a dense encoder–decoder teacher network (D-EDTN) to guide the lightweight student net, which is the pre-distillation process.
2.2.1. Dense Encoder–Decoder Teacher Network (D-EDTN)

For the task of road extraction, it is hard to get both the high-resolution features and rich semantic information. Furthermore, in remote sensing images, a large part of the road looks short and narrow. The urban branch roads and rural roads have fewer pixels in width, and there are many short roads in the communities of cities. In multiple downsampling operations, semantic information became wealthy, but the location information was reduced a lot. Thus, it has a strong desire for high-resolution spatial information. The encoder–decoder network D-LinkNet has achieved high computational efficiency, but a simple encoder–decoder module cannot satisfy the extraction requirements. Although the multi-stage series–parallel atrous convolution increases the receptive field, it cannot solve the problem of the loss of spatial information caused by multiple downsampling, especially for images with lower resolution. The detailed feature information of the road is complete in the high-resolution layer. As a result, rather than restore high resolution from low resolution, we choose to keep high resolution with more encoder and decoder blocks.

As can be seen in Figure 4, the network uses ResNet34 pre-trained on an ImageNet dataset as its encoder: e00, e10, e20, e30, and e40. The input size of the net is $1024 \times 1024$ pixels of each image. Thus, the output size of each feature layer is 256 pixels, 128 pixels, 64 pixels, or 32 pixels. For the decoder block: d31, d22, d13, d16, and d01; Figure 4a shows the details. It has two $1 \times 1$ convolutions, and one transposed convolution with the stride of 2; $m$ is the input channel size, and $n$ is the out channel size. The output of each horizontal line is at the same size.

To better obtain the semantic information of the high-resolution layers, six blue blocks, e11, e12, e21, d14, d15, and d23, called High-Resolution Blocks (HRBs), as shown in Figure 4b, are added; here, $m$ is the input channel size, and $n$ is the out channel size. In addition, except for the addition operation from encoder block to decoder block, as shown in the figure in orange skip lines, more concatenation operations are added to assist the HRBs in recovering the semantic information of the high resolution, as shown in the figure with the blue skip dotted connections.

We formulate the six blocks as follows: Let $eij$ denote the encoder block of the three blue circles in Figure 4, and $dij$ represents the three blue decoder blocks, where $i$ indexes the same down-sampling layer and $j$ indexes the convolution layer of the net.

$$eij = \Psi ([ei(j - 1), U(e(i + 1)(j - 1))])$$

$$dij = \begin{cases} 
    \Psi ([di(j - 1), ei(j - 2), U(D)]) + ei0 & j = 3, 4 \\
    \Psi ([di(j - 1), ei(j - 3), ei(j - 4)]) & j = 5
\end{cases}$$

where function $\Psi(\cdot)$ is the convolution operation, like in Figure 4a. $U(\cdot)$ means the up-sampling to the same size as the $i$th layer. $[\ ]$ denotes the concatenation layer, and $+$ is the addition operation. $D$ represents the output feature of the Dblock. Here, the $e$ in Equation (1) is the $e$ in Equation (2); therefore, we make full use of the HRB in the decoder block. The decoder block not only relies on the low-resolution layer, but also the same resolution layer to get more detailed information. Therefore, the net can efficiently extract the narrow and short roads that are similar to the background or have small loops. The above two equations show how feature maps travel through the dense net.
Figure 4. Dense encoder–decoder teacher network (D-EDTN). The left images are the inputs of the network, and the right images are the outputs. The $e_{ij}$ indexes the encoder block and $d_{ij}$ indexes the decoder block. Here, $i$ indexes the same size of the feature layer, and $j$ indexes the net’s convolution layer. Dblock is the center dilation part in D-LinkNet [11]. The skip orange lines are the addition operation, and the skip blue line is the concatenation operation. The two blocks in the lower right corner are the (a) Decoder Block: the encoder block in the teacher net, and the (b) High-Resolution Blocks (HRBs): the blue blocks in the teacher net.

2.2.2. The Lightweight Student Network

In order to train a lightweight model and reduce memory, the backbone of the student net we choose is the MobileNetV2, which is based on Depthwise Separable Convolutions [30]. The entire student net is composed of seven basic blocks, M1, M2, ..., M7, as can be seen in Figure 5. Each basic block is a linear bottleneck depthwise separable convolution with residuals, which significantly reduces the memory requirement and prevents nonlinearities from destroying too much information. Moreover, rather than directly getting the final feature maps from M7, the M3 and a coarse bilinear interpolation upsampling of M7 are fused to combine the low-level spatial road information with abundant high-level semantic features.

Figure 5. The student network framework is based on MobileNetV2. It is composed of seven basic blocks, M1, M2, ..., M7. The M3 feature map and a coarse bilinear interpolation upsampling of M7 are fused for combining the low-level spatial road information with abundant high-level semantic features.

2.3. Post-Distillation Part

To extract topological road features and improve the student net’s accuracy, we design a simple but efficient framework called the topological space knowledge distillation model (TSKD). It can help the network acquire multidimensional topological structures from several convolutional layers.

The detailed framework of the TSKD is presented in Figure 6. On the one hand, for extracting multi-width topological features, the width-TSKD is designed. Rather than actually resampling features, the multiple parallel atrous convolutional layers are combined with different rates to...
effectively capture multi-scale information. This includes: (a) one $1 \times 1$ convolution and three $3 \times 3$ convolutions with rates = (6, 12, 18) (all with 32 channels and batch normalization that follows), and (b) the image-level features. The above structure resembles the Atrous Spatial Pyramid Pooling (ASPP) module [31]; the difference is that, in order to certainly reduce computational burden and achieve translation invariance over small spatial shifts in the image, as well as to expand the receptive field, four max-pooling layers with a $2 \times 2$ pixel filter are added after the atrous convolutional layer. By combining the multi-scaled local receptive field and global information of topological structures efficiently and flexibly, the width-TSKD can capture multi-scaled feature layers.

![Diagram](image1)

**Figure 6.** The topological space knowledge distillation (TSKD). It contains two TSKD parts: (a) the width-TSKD and (b) the depth-TSKD. The former is to extract multi-width topological feature maps, and the latter is to extract multi-depth topological feature maps.

On the other hand, for extracting multi-depth topological features, one $1 \times 1$ convolution and three $3 \times 3$ convolutional layers are added after the width-TSKD. Here, a convolutional layer with nonlinear units follows. These convolutions are applied to generalize different dimensions and sizes of topological space features. The output feature size of each convolutional layer is $32 \times 512 \times 512$, $64 \times 256 \times 256$, and $128 \times 64 \times 64$. Consequently, the three convolutional layers make up the high-level semantic features of topological space that might be missing from the common distillation. Meanwhile, combining multiple intermediate features at different scales contributes to improving the road extraction results.

The TSKD module tries to obtain higher-order semantic information of the road topology. This includes some key points of bifurcated structures, road connectivity, and clear edges with accurate holes. To verify our method’s effectiveness, we visualized the output of the last three convolutional layers, which is also the output of three width-TSKD blocks. This can be seen in Figure 7. The three images on the upper right are the output from the teacher net, and the corresponding three images below are the output from the student net. With the increase of the width-TSKD block, the topological features of the roads are extracted well. We noticed from the figure that the topological characteristics of the teacher network’s output are more evident and prominent. Compared with the student net’s outputs, the road lines are more visible, the area of the road is more precise, and more bifurcated structures are concerned. Then, by reducing the error between the output feature maps of the student net and the teacher net, the topological features can be better transferred from the teacher net to the student net.
2.4. Loss Function of TSKD-Road

The composition of the entire loss is shown below, which consists of three parts: the segmentation part, the pre-distillation part, and the post-distillation part, as shown in Figure 3.

\[
\text{loss} = \mathcal{L}_{\text{seg}} + \mathcal{L}_{\text{pi}} + \mathcal{L}_{\text{pa}} + \mathcal{L}_{\text{topo}}
\]  

(3)

Given RGB remote sensing imagery as the input, we get the output \( \hat{y} \in \mathbb{R}^{H \times W \times 2} \). Let \( y \) be the ground truth label. Each \( y \) and \( \hat{y} \) is the pixel \( i \) of the image.

Semantic segmentation loss: The road extraction is a primary semantic segmentation task. We use the binary cross-entropy loss. Due to the unbalanced samples of road and background, we add the SoftIoU loss [32].

\[
\mathcal{L}_{\text{seg}} = \mathcal{L}_{\text{BCE}} + \mathcal{L}_{\text{SoftIoU}}
\]  

(4)

\[
\mathcal{L}_{\text{BCE}} = - \sum_{i} [y \cdot \log (\hat{y}) + (1 - y) \cdot \log (1 - \hat{y})]
\]  

(5)

\[
\mathcal{L}_{\text{SoftIoU}} = - \sum_{i} \frac{\text{Intersection} (y \cdot \hat{y})}{\text{Union} (y \cdot \hat{y})}
\]  

(6)

Pre-distillation loss: Knowledge distillation aims to transform more information from the teacher net to student net. Thus, we apply two different kinds of strategies in the pre-distillation part.

One is pixel-wise distillation. The student net learns and fits the output of the teacher net pixel by pixel. The form of the loss function is the Kullback–Leibler divergence, defined as:

\[
l_{pi} = \frac{1}{W \times H \times 2} \sum_{i \in \mathcal{R}} KL (q_{i} || p_{i}),
\]  

(7)

where \( q_{i} \) and \( p_{i} \) stands for the outputs from the last layers of the student net and teacher net.

The other is pair-wise distillation, which can help the student net learn a similarity-preserving knowledge distillation. For example, similar (dissimilar) output in the teacher network will produce...
similar (dissimilar) activation in the student net. The form of the loss function adopted is the mean squared error loss, which can be denoted as:

$$l_{pa} = \frac{1}{(W \times H \times 2)^2} \sum_{i \in R} \sum_{j \in R} \left( a_{ij} - a_{ij}^t \right)^2,$$

(8)

where $a_{ij}$ and $a_{ij}^t$ represent the similarity between pixel $i$ and pixel $j$ of the student net and teacher net, which can be simply computed from the features $f_i$ and $f_j$ as:

$$a_{ij} = \frac{f_i^T f_j}{(||f_i||_2 ||f_j||_2)}.$$

(9)

Because the framework of the teacher net and the student net are entirely different, the above two distillation strategies are only used in the last output layer of the networks.

Post-distillation loss: The post-distillation loss tries to minimize the differences between what the teacher net describes in the three feature maps’ topological space and what the corresponding student net describes, which is introduced by Mosinska et al. [28].

$$l_{topo} = \sum_{n \in N} \sum_{c \in C} \sum_{i \in R} (T_{nci} - S_{nci})^2,$$

(10)

where $N$ represents three feature maps, $n=1,2,3$. $C$ represents the channels of each feature map. $R$ represents each pixel of the feature map. $T_{nci}$ and $S_{nci}$ represent the outputs of the teacher net and student net. Such an operation allows us to increase the depth and width of the high-dimension topological space. In other words, by minimizing this loss, the student net can better learn a function of the teacher net to extract the topological space.

3. Experiments

In this section, to demonstrate the effectiveness of the proposed method, extensive experiments were conducted based on two well-known publicly available road extraction datasets. Concerning comparative evaluation, we adopted some well-known methods as baselines.

3.1. Datasets

3.1.1. Massachusetts Roads Dataset

This dataset [10] consists of 1171 aerial images. The training set, test set, and validation set are split into 1108 images, 49 images, and 14 images. Each image is $1500 \times 1500$ pixels in size, covering an area of 2.25 square kilometers. The resolution is 1 m/pixel. The whole dataset covers over 2600 square kilometers, including urban, suburban, and rural regions. Such a complex background has various topological structures, which can be used to evaluate the efficiency of our method and make the road extraction extremely challenging.

3.1.2. RoadNet Dataset

This dataset is from [18]. The dataset consists of 20 aerial images. The training set and test set are split into 14 images and 6 images. It covers 21 regions, about 8 square kilometers. They are all from Ottawa, Canada. The resolution is 0.21 m/pixel. This is five times the resolution of the Massachusetts Roads Dataset, so it can effectively detect our method’s adaptability to high-resolution images.

3.2. Experimental Setting

All the methods in this paper were implemented with Google colab, based on a K80GPU (with 12 GB GPU memory). The “polynomial” learning rate (with power = 0.9) policy was employed for all the
experiments. The learning rate was originally set to $2 \times 10^{-4}$. Data augmentation is adopted on both datasets to avoid overfitting. Three common kinds of flips are used: horizontal, vertical, and diagonal, and uncommon color jittering is added as well. The last step is image shifting and scaling.

For the Massachusetts Roads Dataset, since all the images in the Massachusetts Roads Dataset are $1500 \times 1500$ pixels, to adapt to the receptive field in this method, we resize all the images to $1024 \times 1024$ pixels for adapting our network. For the RoadNet Dataset, because each image’s size is different, we crop the image into the same size, $1024 \times 1024$ pixels with a step of 512 pixels. Thus, the training and test sets are made up of 918 images and 192 images, respectively.

3.3. Evaluation Metrics

We employed the six most common metrics for evaluating road extraction results, including the parameters (to calculate the number of network parameters during testing), the inference time (Infer Time) of each image patch with a size of $1024 \times 1024$ pixels on the K80GPU (with 12 GB GPU memory), recall, precision, F1 score, mIoU, and Road IoU. Precision measures the true pixels of the road in all the predicted pixels of road, and recall represents the ratio of predicted pixels of the road to all the true pixels of the road. F1 score and mIoU are the comprehensive evaluation indexes. Road IoU is also a comprehensive metric, which is for the road class only. The above four metrics are calculated as follows:

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (11)

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (12)

$$F1 = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}$$  \hspace{1cm} (13)

$$\text{mIoU} = \frac{1}{2} \times \left( \frac{TP}{TP + FP + FN} + \frac{TN}{TN + FP + FN} \right)$$  \hspace{1cm} (14)

$$\text{Road IoU} = \frac{TP}{TP + FP + FN}.$$  \hspace{1cm} (15)

Here, $TP$, $TN$, $FN$, and $FP$ denote the count of true positives, the count of true negatives, the count of false negatives, and the count of false positives, respectively.

3.4. Ablation Study

We conducted ablation studies on the Massachusetts dataset, considering that it has over 2600 square kilometers and covers three regions: urban, rural, and suburban. It could fully evaluate the ability to deform various kinds of roads with a diverse background.

3.4.1. Comparison of the Dense Encoder–Decoder Teacher Network (D-EDTN)

To compare the performance of our proposed D-EDTN with the baseline D-LinkNet, we report the results in Figure 8 and Table 1. From the visual results in Figure 8, it can be seen that D-LinkNet had high performance due to its substantial center dilation part that expanded the receptive field of convolution. However, it still cannot pay attention to the short and narrow roads; with our proposed method, this problem is alleviated. The D-EDTN shows more short and narrow roads in Figure 8c compared with the baseline D-LinkNet in Figure 8b. The D-EDTN establishes more contact between encoder and decoder, especially in high resolution, which helps the net obtain detailed semantic information to recover the short and narrow roads.

The first two rows of Table 1 show the quantitative comparison of our method with D-LinkNet. The segmentation performance was evaluated using six different feature descriptors: Road IoU, mIoU, F1 score, recall, precision, parameters, and Infer Time. These show that our proposed method achieves slight improvements compared with the D-LinkNet; the F1 score, mIOU, and Road IoU are respectively
increased by 1.28%, 0.88%, and 1.64%, while the Infer Time and the parameters just increased by 60.1 ms and 0.7 MB. With such a strong teacher net, the student net can be trained better and can extract more topological space features.

### Table 1

| Method                  | Road IoU (%) | mIoU (%) | F1 (%) | Recall (%) | Precision (%) | Parameters (MB) | Infer Time (ms) |
|-------------------------|--------------|----------|--------|------------|---------------|-----------------|-----------------|
| Teacher Net (D-LinkNet) | 58.76        | 78.27    | 73.85  | 79.51      | 69.24         | 31.1            | 309.1           |
| Teacher Net (D-EDTN)    | 60.40        | 79.15    | 75.13  | 79.94      | 71.13         | 31.8            | 369.2           |
| Student Net             | 56.57        | 77.10    | 72.02  | 78.14      | 67.19         | 3.25            | 33.5            |
| + KD                    | 57.39        | 77.56    | 72.72  | 77.50      | 68.86         | 3.25            | 33.5            |
| + D-EDTN KD             | 58.47        | 78.13    | 73.59  | 78.07      | 69.92         | 3.25            | 33.5            |
| + TSKD                  | 59.16        | 78.49    | 74.15  | 79.38      | 69.85         | 3.25            | 33.5            |

Figure 8. Visual comparisons of the D-EDTN (ours) with the D-LinkNet on the Massachusetts Dataset. The three rows illustrate the results of three images. (a) Image; (b) results of D-LinkNet [11]; (c) our results (D-EDTN); (d) label.

3.4.2. Comparison of Different Kinds of Knowledge Distillation on the Student Net

In this comparative experiment, we applied different kinds of knowledge distillation strategies on the lightweight network. As shown in Figure 9, the middle feature results of three images were displayed, which are all from the M7 feature map of the student net. From left to right, each column is the image, the result of student net, the result of common knowledge distillation, the result of D-EDTN distillation, the result of TSKD, and the label. It can be seen in Figure 9b that the student net gets weak semantic information, and the features of the road cannot be well noticed. In Figure 9c,d, some regions are activated. Especially with the application of D-EDTN, some short and narrow roads are noticed. When applying the TSKD, the features of the roads are gathered together and shown more continuously. In particular, from Figure 9e, it can be seen that the road not only has strong semantic
information, but the method also starts to pay attention to the topological information of the road where it has cruciform structures and bifurcated structures.

As seen in the outputs of the different methods shown in Figure 10, the student net performs better and better with the application of knowledge distillation. The basic lightweight net without distillation misses many roads. From Figure 10c, it is clear to see that the student net with knowledge distillation captures more information than before. Apart from this, with the dense encoder–decoder teacher net (D-EDTN), the student yields better results. This is attributed to our dense model, which can get more detailed information about the narrow and short roads. This also verified the effectiveness of the proposed teacher net in contributing to the student net’s learning more spatial information about the unique scaled road. What is more, by integrating the topological space knowledge distillation (TSKD), the results are the best of all, demonstrating that the topological loss based on distillation is suitable for the road extraction task. As we shall see, with the topological loss, the student net produces a more consistent result, no matter if the roads are long or short.

To quantitatively assess the knowledge distillation performances of the proposed method, we list the quantitative comparison in the last four rows of Table 1. The metrics for evaluation are Road IoU, mIoU, F1 score, recall, precision, parameters, and Infer Time. Compared with the previously mentioned teacher net, the parameters of the student net are only 3.25 M, and the Infer Time is 33.5 ms, which are all the smallest and almost ten times smaller than those of the teacher net. The performance of the teacher net (D-EDTN) and student net (TSKD) can also be seen in Figure 11a. The student net shows a balanced performance between the parameters and the accuracy. Although it is only one-tenth of the parameter amount of the teacher network, it can still exhibit similar accuracy performance. As for Road IoU, mIoU, and F1 score, as shown in Figure 11b, with the distillation, the student net outperforms the baseline by 0.82%, 0.46%, and 0.70%. When applying the multi-scaled teacher net to the distillation (D-EDTN KD), it outperforms by 1.90%, 1.03%, and 1.57%, whereas with the TSKD, it outperforms by 2.59%, 1.39%, and 2.13%, which are consistent with our visual judgment.

Therefore, the results mentioned above demonstrated that the knowledge distillation and topological space loss could effectively help the lightweight network achieve higher accuracy without increasing any parameters or models of the lightweight network.

Figure 9. Middle-layer feature comparison of the student networks based on different kinds of knowledge distillation with the Massachusetts Dataset. (a) Image; (b) results of the student net; (c) results of student net with knowledge distillation (KD); (d) results of the student net with D-EDTN KD; (e) results of the student net with TSKD; (f) label.
Figure 10. Performance comparison of student networks based on knowledge distillation with the Massachusetts Dataset. (a) Image; (b) results of the student net; (c) results of the student net with knowledge distillation (KD); (d) results of the student net with D-EDTN KD; (e) results of the student net with TSKD; (f) label.

Figure 11. Segmentation results of our method, the topological space network for road extraction based on knowledge distillation (TSKD-Road), with the Massachusetts Dataset. (a) Comparison of the performance of the student net and the teacher net (D-EDTN) with different parameters in Road IoU, mIoU, and F1 score. (b) The growth ratio of evaluation metrics includes Road IoU, mIoU, and F1 scores between our proposed methods and the baseline.

3.5. Comparison with the State-of-the-Art Methods

To evaluate the effectiveness of the proposed method (TSKD-Road), we compared with different recent state-of-the-art road extraction methods, including DeepLab-v3, PSPNet, ENet, D-LinkNet, and RoadNet, and also compared the most relevant topology model, Mosinska’s method.

3.5.1. Results with the Massachusetts Dataset

Figure 12 shows the visualized results of the Massachusetts Dataset. It can be seen that our proposed method generally performs better than the baseline methods. The RoadNet, ENet, Mosinska, and PSPNet methods miss road regions and over-extracted in some places, especially for roads in which spectral characteristics are very similar to surrounding features, while the deeplab-v3 generally performs better, but a few discontinuities still exist. The D-LinkNet misses some roads when the roads...
are too narrow. Compared with all the baseline methods, our method learns more high-resolution semantic information and topological features of the road from the teacher network, which remarkably improved its fitting and understanding ability. As can be seen in Figure 13, for some small and narrow roads in the image, our network can effectively extract these parts of the roads and supplement the complete topology of the roads.

Figure 12. Performance comparison of student networks based on different methods with the Massachusetts Dataset. (a) Image; (b) results of RoadNet [18]; (c) results of ENet [33]; (d) results of PSPNet [34]; (e) results of Mosinska [20]; (f) results of DeepLabV3 [35]; (g) results of D-LinkNet [11]; (h) results of our method (TSKD-Road); (i) label.

Figure 13. The visualized segmentation results of the lightweight network with an image from the Massachusetts Dataset. The four images on the left and right are the enlarged renderings of the figure.

Table 2 presents the comparative quantitative results measured in terms of Road IoU, mIoU metrics, F1 score, recall, precision, parameters, and Infer Time. It can be seen from the table that our method has fewer parameters and lower Infer Time (compared with PSPNet, Deeplab-v3, RoadNet, and D-LinkNet), which are more than 5–20 times less than with those methods. This brings more possibilities for use in mobile computation. What is more, for the F1 score, Road IoU, and mIoU,
our method tends to yield the best performance. In order to better show the difference between Mosinska’s method and our net, Table 3 lists the comparison in terms of Road IoU, mIoU metrics, F1 score, topo-parameters, and whether a pre-trained model is used. Here, the topo-parameters indicate the number of topological network parameters. We use the same main network, MobilenetV2, to compare the differences in the topological networks. It can be seen that our topological network is more than 20 times smaller than Mosinska’s. We do not need to use a pre-trained network, which makes the training process lighter and does not require storage of huge parameters of the model. More importantly, our method shows better performance in accuracy of Road IoU, mIoU, and F1 score.

Table 2. Performance comparisons of different methods on the Massachusetts Dataset in terms of Road IoU, mIoU, F1 score, recall, precision, parameters, and Infer Time. The best results are shown in bold.

| Method    | Road IoU (%) | mIoU (%) | F1 score (%) | Recall (%) | Precision (%) | Parameters (MB) | Infer Time (ms) |
|-----------|--------------|----------|--------------|------------|---------------|----------------|-----------------|
| PSPNet    | 50.94        | 74.01    | 67.31        | 76.28      | 60.47         | 68.1           | 213.4           |
| ENet      | 55.01        | 76.24    | 70.71        | 77.08      | 65.70         | 0.35           | 28.7            |
| Deeplab-v3| 56.79        | 77.18    | 72.25        | 80.46      | 65.79         | 44.1           | 125.7           |
| Mosinska  | 57.50        | 77.38    | 72.49        | 79.16      | 67.19         | 3.25           | 33.5            |
| RoadNet   | 57.14        | 77.58    | 72.82        | 79.54      | 67.50         | 17.1           | 96.4            |
| D-LinkNet | 58.76        | 78.27    | 73.85        | 79.51      | 69.24         | 31.1           | 309.1           |
| Ours      | 59.16        | 78.49    | 74.15        | 79.38      | 69.85         | 3.25           | 33.5            |

Table 3. Performance comparisons of Mosinska’s method on the Massachusetts Dataset in terms of Road IoU, mIoU, F1 score, and topo-parameters, as well as whether a pre-trained model is needed. The best results are shown in bold.

| Method    | Road IoU (%) | mIoU (%) | F1 Score (%) | Topo-Parameters (MB) | Pre-Trained Model |
|-----------|--------------|----------|--------------|----------------------|-------------------|
| Mosinska  | 57.50        | 77.38    | 72.49        | 2.33                 | ✓                 |
| Ours      | 59.16        | 78.49    | 74.15        | 0.11                 | —                 |

3.5.2. Results with the RoadNet Dataset

In this subsection, we evaluate our method when used on the RoadNet Dataset. It is a high-resolution dataset and has many shadow-occluded areas, which brings challenges to our method. This can test the adaptability of our network to different resolutions. A visual comparison between the extraction results is shown in Figure 14. We can see from the figure that our method achieved a more promising performance than the other methods. Figure 14b shows that there are serious “salt and pepper” phenomena and wrong segmentation in Deeplabv3, while the ENet, RoadNet, Mosinska’s method, and PSPNet in Figure 14c–f improved a lot in this regard. However, these methods are likely to over-extract and have rough edges. Among all the methods, D-LinkNet and our method have smoother edges and performed better. However, the D-LinkNet shows some false positive parts. In summary, compared with the above methods, our method shows more completeness of the road, which means that our proposed TSKD model can capture the road’s topological characteristics. Meanwhile, Figure 15 shows the detailed segmentation results of our network. We can see that the underlying topological structure of the road is segmented clearly, especially for the shadow occlusion area. It can be seen in the four enlarged parts of the image that our network can overcome this problem and get the smooth road edges. The above results show that our method can effectively extract the topological structure of the road and overcome the non-obvious road features caused by environmental factors, such as tree shadows.

Table 4 shows the quantitative results compared with different methods. Our method yields the fewest parameters (3.25 M) and lowest Infer Time (33.5 ms) compared with Deeplab-v3, RoadNet, PSPNet, Mosinska, and D-LinkNet. Moreover, our method shows better results compared with Deeplab-v3, RoadNet, PSPNet, Mosinska, and ENet. In general, this method has achieved a relatively balanced performance between accuracy and parameters.
**Figure 14.** Performance comparison of student networks based on different methods with the RoadNet Dataset. (a) Image; (b) results of DeepLabV3 [35]; (c) results of ENet [33]; (d) results of RoadNet [18]; (e) results of Mosinska [20]; (f) results of PSPNet [34]; (g) results of D-LinkNet [11]; (h) results of our method (TSKD-Road); (i) label.

**Figure 15.** The visualized segmentation results of the lightweight network with an image from the RoadNet Dataset. The four images on the left and right are the enlarged renderings of the figure.

**Table 4.** Performance comparisons of different methods on the RoadNet Dataset in terms of Road IoU, mIoU, F1 score, recall, precision, parameters, and Infer Time. The best results are shown in bold.

| Method     | Road IoU (%) | mIoU (%) | F1 Score (%) | Recall (%) | Precision (%) | Parameters (MB) | Infer Time (ms) |
|------------|--------------|----------|--------------|------------|---------------|-----------------|-----------------|
| Deelab-v3  | 95.12        | 84.21    | 97.43        | 96.95      | 98.06         | 44.1            | 125.7           |
| ENet       | 97.29        | 90.73    | 98.61        | 98.28      | 98.97         | 0.35            | 28.7            |
| RoadNet    | 97.29        | 91.69    | 98.56        | 98.13      | 99.13         | 17.1            | 96.4            |
| PSPNet     | 97.84        | 92.69    | 97.84        | 98.58      | 99.24         | 68.1            | 213.4           |
| Mosinska   | 97.91        | 92.82    | 98.95        | 98.80      | 99.13         | 3.25            | 33.5            |
| D-LinkNet  | 98.16        | 93.63    | 99.06        | 98.83      | 99.31         | 31.1            | 309.1           |
| Ours       | 97.96        | 93.01    | 98.97        | 98.77      | 99.20         | 3.25            | 33.5            |
4. Discussion

We present our analysis and discussion in this section. The topological features of the road are used in this paper to enhance the ability of our network. In order not to increase the parameters of the network and to avoid the complicated topological loss calculation model, we adopted the knowledge distillation method. Knowledge distillation not only does not need to design a particular topological feature extraction network, but can also solve the problem of heavy models. It can be seen from Section 3 that our method has made great progress on two datasets.

In terms of the first dataset with low-resolution imagery, it is vital to get the high-resolution features, which have rich spatial information. In conditions in which low-resolution images have few pixels on small roads and multiple down-sampling operations easily lose position information, we designed the dense encoder–decoder teacher network (D-EDTN) structure to focus the position information in the pre-distillation stage. As can be seen in Figures 12 and 13, our method has shown excellent extraction capabilities in areas where road features are not obvious, as well as where roads are small and narrow.

In terms of the second dataset with high-resolution imagery, which has a lot of shadow occlusion areas, it is vital to focus on the broken segmentation road results. Therefore, the topological space loss calculation model (TSKD) we designed in the post-distillation stage is used to extract the topological characteristics of the road and, at the same time, to restore the areas occluded by shadows. It can be seen in Figures 14 and 15 that our method can get a relatively complete road structure, which means that the topological characteristics we extracted are more consistent with the labeling.

Finally, we also compared many methods using parameters of the networks and the Infer Time. As can be seen in Table 1 and Figure 11, our method can obtain a lightweight model while retaining a certain accuracy rate. Compared with our baseline model (D-LinkNet), our parameters and Infer Time are both reduced by about ten times. We can also see in Tables 2 and 4 that our method keeps a balance between accuracy and Infer Time.

However, our proposed method could not get delicate information about the edges of roads due to the lightweight network itself and the way of knowledge distillation. We will leave it for future work to incorporate sufficient semantic information and different kinds of knowledge distillation to extract roads well.

5. Conclusions

In this paper, a high-accuracy and lightweight topological space network based on knowledge distillation is proposed for road extraction. The two knowledge distillation methods, pre-distillation and post-distillation, can dramatically improve the accuracy of the lightweight network while maintaining the computing power and parameters of the network. The pre-distillation can especially pay attention to small and narrow roads, and the post-distillation provides a specific topological space distillation model for road extraction that can produce more continuous roads. Extensive experiments verify the advantages of our method, which achieves not only a light weight, but also performs better than state-of-the-art methods. To the best of our knowledge, this is the first time that such a lightweight but high-accuracy network has been trained for road extraction. In summary, this research sheds new light on road extraction based on a lightweight network. In future work, we will pay more attention to extracting more smooth road edges to make the model more accurate.
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