The transfer of entanglement negativity at the onset of interactions
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Abstract
Quantum information, in the form of entanglement with an ancilla, can be transmitted to a third system through interaction. Here, we investigate this process of entanglement transmission perturbatively in time. Using the entanglement monotone negativity, we determine how the proclivity of an interaction to either generate, transfer or lose entanglement depends on the choice of Hamiltonians and initial states. These three proclivities are captured by Hamiltonian- and state-dependent quantities that we call negativity susceptibility, negativity transmissibility and negativity vulnerability respectively. These notions could serve, for example, as cost functions in quantum technologies such as machine-learned quantum error correction.
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1. Introduction

1.1. Motivation

A key consequence of the existence of entanglement is that quantum information can be stored not only locally within individual quantum systems but also non-locally among quantum systems. This phenomenon is ubiquitous since, for large composite quantum systems, most of the Hilbert space consists of almost maximally entangled states [1], i.e. states whose information content is encoded in this sense nonlocally.

In the present paper, we investigate the transfer of such nonlocal quantum information, i.e. of entanglement, at the onset of interactions. To this end, we consider a system $A$ that is entangled with and purified by an ancilla system $\tilde{A}$. We then let $A$ interact with a system $B$. Throughout this interaction, $\tilde{A}$ always maintains its entanglement with the total system $AB$, but $\tilde{A}$ may lose entanglement with $A$ while gaining entanglement with $B$. We ask how this entanglement transfer depends on the states and Hamiltonians involved.

We are, therefore, considering the interaction between two systems, $A$ and $B$, as creating a quantum channel. The channel established by the interaction has a quantum channel capacity, a notion that has no classical analog [2–5]. Interactions do of course also possess classical channel capacity [6, 7], but we here exclusively focus on the ability of interactions to transfer entanglement.

The study of the transfer of quantum information in interactions is of both fundamental and practical importance. On the fundamental level, each interaction Hamiltonian in the standard model can be viewed as providing a means for the transfer of entanglement and, therefore, for the transfer of delocalized quantum information. The study of how the various fundamental interactions transfer entanglement can therefore provide insights into how not only classical but also quantum information flows in nature. Work in this direction may even yield a completely information-theoretic description of the fundamental interactions.

The transfer of quantum information in interactions is also of practical importance for quantum technologies, such as quantum computation [8–11], quantum communication [12–14] and quantum sensing [15–17], where fine-tuned control over the transfer of entanglement in interactions is crucial [18, 19]. For example, it is likely to be significantly more feasible to build small rather than large error-corrected quantum processors. In this case, it would be desirable to be able to link a large number of small quantum processors. These modules could then perform as one large processor—if entanglement can be transferred and thereby spread among the modules in a controlled way. The capability of controlled entanglement transfer would be necessary in order to be able to access all of the high-dimensional Hilbert space obtained by tensoring the Hilbert spaces of the modules.

In prior work, [20, 21], we investigated the transfer of entanglement, i.e. the dynamics of the quantum channel capacity, by studying the dynamics of coherent information. Use of the notion of coherent information is advantageous because coherent information is the basis for the conventional definition of quantum channel capacity [3, 4]. However, the notion of coherent information has the drawback that an individual coherent information value is hard to interpret since it is not an entanglement monotone. Also, the quantum channel capacity is obtained by an elaborate optimization over coherent information and this optimization tends to be infeasible most circumstances [3, 4].

In the present work, we therefore quantify the transfer of entanglement at the onset of interactions by using the notion of entanglement negativity [22] rather than the notion of coherent information. The negativity has the advantage of being calculable in practice and it possesses a
direct interpretation as an entanglement monotone. While our studies here are mostly perturbative, we also address some non-perturbative phenomena. In particular, given the existence of the phenomenon of sudden death of entanglement [23], we will here address the related question in which circumstances at the onset of an interaction there can be a finite wait time for entanglement transmission.

1.2. Organization of this paper

We introduce our system setup in section 1.3 and summarize the key features for the entanglement dynamics of our system in tables 1 and 2 of section 1.4. In section 2, we review the negativity as an entanglement measure and explain the framework for our perturbative calculations. In sections 3 and 4, we analyze the perturbative dynamics of negativity for the bipartite system between A and B and the bipartite system between A and B at the onset of interaction under different initial conditions (det(\(\rho_B\)) ≠ 0 versus det(\(\rho_B\)) = 0). We also introduce the notions of negativity susceptibility and negativity transmissibility in section 4. We focus on the perturbative dynamics of negativity for the bipartite system between \(\tilde{A}\) and A and introduce the notion of negativity vulnerability in section 5.1, and we study the behavior of entanglement delocalization in the rest of section 5. We next go beyond perturbative calculations and study whether \(\tilde{A}\) and B can become entangled throughout the course of time evolution with different forms of total Hamiltonians between A and B in section 6. We conclude in section 7 and discuss future work to apply and extend our results in the context of quantum technologies and fundamental physics.

1.3. System setup

We consider a simple arrangement of three finite-dimensional systems, A, \(\tilde{A}\) and B, wherein A and \(\tilde{A}\) are initially entangled such that \(\tilde{A}\) purifies A. We denote the dimensions of \(\mathcal{H}_A\) and \(\mathcal{H}_B\) by \(d_A\) and \(d_B\) respectively. We assume that \(\mathcal{H}_A\) and \(\mathcal{H}_B\) possess the same finite dimension \(d_A\). Both A and \(\tilde{A}\) will individually be mixed due to their mutual purification. B is initially unentangled with both A and \(\tilde{A}\). Also, B can be initially either mixed or pure. We assume that only the two systems A and B interact. Our aim is to study the dynamics of bipartite entanglement between the different subsystems within the setup. The setup is shown in figure 1. It is analogous to the setup used in [21] which studied the dynamics of coherent information at the onset of interactions.

With AA initially pure, we have \(\rho_{AA} = \rho_{AA}(0) = |\omega\rangle\langle\omega|, \) where \(|\omega\rangle \in \mathcal{H}_A \otimes \mathcal{H}_A\). By the Schmidt decomposition, we know \(|\omega\rangle = \sum_i \alpha_i |\tilde{a}_i\rangle \otimes |a_i\rangle\), where \(\{\alpha_i\}\) are non-negative. \(\{|\tilde{a}_i\rangle\}\) and \(\{|a_i\rangle\}\) are bases for \(\mathcal{H}_{\tilde{A}}\) and \(\mathcal{H}_A\) respectively. Then

\[
\rho_{AA} = \sum_{i,j} \alpha_i \alpha_j |\tilde{a}_i\rangle \langle \tilde{a}_j| \otimes |a_i\rangle \langle a_j|.
\]  

The partial trace gives us the initial density matrices of the subsystems A and \(\tilde{A}\):

\[
\rho_A = \text{Tr}_\tilde{A}[\rho_{AA}] = \sum_i \alpha_i^2 |a_i\rangle \langle a_i| = \sum_i \lambda_i^A |a_i\rangle \langle a_i|,
\]

\[
\rho_{\tilde{A}} = \text{Tr}_A[\rho_{AA}] = \sum_i \alpha_i^2 |\tilde{a}_i\rangle \langle \tilde{a}_i| = \sum_i \lambda_i^\tilde{A} |\tilde{a}_i\rangle \langle \tilde{a}_i|,
\]

where \(\lambda_i^A = \alpha_i^2\). Equations (2) and (3) are the eigen-decomposition of the initial density matrices \(\rho_A\) and \(\rho_{\tilde{A}}\), which share the same eigenvalues \(\{\lambda_i^A\}\). In our setup, we further assume
Figure 1. The tripartite system studied in this work. Boxes represent systems, and we adopt the convention that systems whose boxes are linked by a solid ellipse are entangled with another. Systems whose boxes are connected by a wiggly line are interacting. Here, the diagram shows a setup in which a system $A$ is initially entangled with (and in this case purified by) a system $\tilde{A}$, while $B$ is unentangled with both $A$ and $\tilde{A}$. $A$ and $B$ are starting to interact.

\[ \det(\rho_A) \neq 0, \text{ that is all eigenvalues of } \rho_A \text{ and } \rho_{\tilde{A}} \text{ are non-vanishing with } \lambda_i^A > 0 \text{ for all } i. \]

This assumption greatly simplifies our perturbative calculations in sections 4 and 5.1. The assumption of $\det(\rho_A) \neq 0$ is also reasonable since $A$ and $\tilde{A}$ purifies each other. Since $B$ is initially unentangled with $\tilde{A}$ or $A$, the total tripartite system has the initial state:

\[ \rho_{\text{tri}} = \rho_{\tilde{A}A} \otimes \rho_B = \sum_{i,j,k} \alpha_i \alpha_j \lambda_i^A \lambda_j^B |\tilde{a}_i\rangle \langle \tilde{a}_j| \otimes |a_i\rangle \langle a_j| \otimes |b_k\rangle \langle b_k|, \tag{4} \]

where $\rho_B = \sum_k \lambda_k^B |b_k\rangle \langle b_k|$. We thereby also know the initial density matrices for $AB$ and $\tilde{A}B$:

\[ \rho_{AB} = \rho_A \otimes \rho_B = \sum_{i,k} \lambda_i^A \lambda_k^B |a_i\rangle \langle a_i| \otimes |b_k\rangle \langle b_k|, \tag{5} \]

\[ \rho_{\tilde{A}B} = \rho_{\tilde{A}} \otimes \rho_B = \sum_{i,k} \lambda_i^\tilde{A} \lambda_k^B |\tilde{a}_i\rangle \langle \tilde{a}_i| \otimes |b_k\rangle \langle b_k|. \tag{6} \]

The exact time evolution of the total tripartite system $\tilde{A}AB$ is given by

\[ \rho_{\text{tri}}(t) = e^{-i\hat{H}_\text{tri}t} \rho_{\text{tri}} e^{i\hat{H}_\text{tri}t} \tag{7} \]

where $\hat{H}_{\text{tri}}$ is the Hamiltonian of our tripartite system. Throughout our work, we assume $\hat{H}_{\text{tri}}$ is time-independent with the following form:

\[ \hat{H}_{\text{tri}} = \hat{E} \otimes I_A \otimes I_B + I_A \otimes H_{\text{tot}} \tag{8} \]

\[ \hat{H}_{\text{tot}} = \hat{C} \otimes I_B + \hat{H}_{\text{int}} + I_A \otimes \hat{D} = \sum_q \hat{A}^q \otimes \hat{B}^q \tag{9} \]

Here, $\hat{E}$ is the free Hamiltonian for $\tilde{A}$ and $\hat{H}_{\text{tot}}$ is the total Hamiltonian between $A$ and $B$, which includes both the interaction Hamiltonian $H_{\text{int}}$ and the free Hamiltonians $\hat{C}$ for the subsystem $A$ and $\hat{D}$ for the subsystem $B$. The term $\hat{A}^q \otimes \hat{B}^q$ can absorb the respective free Hamiltonians for $A$ and $B$. In parts of sections 4, 5.1, and 6, we will discuss the special case of a product-form
interaction Hamiltonian $\hat{H}_{\text{int}} = \hat{A} \otimes \hat{B}$. Such product Hamiltonian are also the focus of [21] for studying the dynamics of coherent information.

Perturbatively up to second-order, we can expand $\rho(t)$ in equation (7) with respect to $t = 0$:

$$\rho_{\text{ini}}(t) = \rho_{\text{ini}}^{(0)} + t \rho_{\text{ini}}^{(1)} + t^2 \rho_{\text{ini}}^{(2)} + O(t^3)$$

$$= \rho_{\text{ini}} + i \left( \rho_{\text{ini}} \hat{H}_{\text{int}} - \hat{H}_{\text{int}} \rho_{\text{ini}} \right) t + \left( \hat{H}_{\text{int}} \rho_{\text{ini}} \hat{H}_{\text{int}} - \frac{1}{2} \hat{H}_{\text{int}}^2 \rho_{\text{ini}} - \frac{1}{2} \rho_{\text{ini}} \hat{H}_{\text{int}}^2 \right) t^2 + O(t^3).$$

We will use the exact formula in equation (7) to study the conditions for generating entanglement between $A$ and $B$ in section 6 and to perform numerical calculations for particular systems. We use the perturbative expansion in equation (11) to study the entanglement dynamics within our setup at the onset of interaction in sections 3–5. When $\hat{H}$ is finite dimensional, we can in principle use equation (7) to perform analytical calculation for $\rho_{\text{ini}}(t)$, but finding the analytical formulas for the eigenvalues of the partial transpose of $\rho_{\text{ini}}(t)$ is highly non-trivial for a system under a generic total Hamiltonian between $A$ and $B$, which justifies the perturbative analysis.

1.4. Results summary

In this subsection, we summarize our findings for the entanglement dynamics of our system setup. We use the notation $\tilde{A};A$ (or, e.g. $\tilde{A};AB$) to indicate that we are treating $\tilde{A}$ and $A$ (or, e.g. $\tilde{A}$ and $AB$) as the two subsystems between which the entanglement will be considered. We list the key features, matched with their corresponding sections and equations in the text, for the entanglement dynamics of all bipartite systems (excluding $A;AB$) in table 1.

As seen in table 1, the amount of entanglement between system $\tilde{A}$ on one hand and system $A;AB$ on the other hand, is in fact conserved in time (unlike the entanglement of the other two bi-partitionings of system $\tilde{A}AB$). A key question that we here answer is how much of the entanglement of $\tilde{A}$ with $AB$ is with either $A$ or $B$ or is delocalized among them, over time. Further, one of the key goals of this work is to study the quantum channel capacity, that is we want to know under what conditions we can transfer the initial entanglement within $\tilde{A};A$ to $\tilde{A};B$ as well as the efficiency of such transfer, so the entanglement between $\tilde{A}$ and $B$ is of particular importance. We summarize the features of the entanglement dynamics for $\tilde{A};B$ under different initial conditions in table 2. We give a more direct description for the four cases of the entanglement dynamics listed in table 2. The first case represents a product-form interaction Hamiltonian between $A$ and $B$ with or without the free Hamiltonian on subsystem $B$ (either $D \neq 0$ or $D = 0$). The second case represents a total Hamiltonian in a form different from $\tilde{A} \otimes B + \mathbb{I}_A \otimes D$ under the condition $\det(\rho_B) \neq 0$. The third case represents a product-form interaction Hamiltonian $\tilde{A} \otimes \tilde{B}$ in addition to a non-trivial free Hamiltonian $C$ on subsystem $A$ under $\det(\rho_B) = 0$. The fourth case represents a generic interaction Hamiltonian of multiple terms (not in the product form) between $A$ and $B$ under the condition $\det(\rho_B) = 0$.

Regardless of the initial state of $B$, we see that a product-form total Hamiltonian between $A$ and $B$ can never transfer any $A;A$ entanglement to $\tilde{A};B$, and the inclusion of a free Hamiltonian $D$ in subsystem $B$ will not help with the entanglement transfer. The inclusion of free Hamiltonian $C$ on subsystem $A$ (in addition to the product-form interaction Hamiltonian $\tilde{A} \otimes \tilde{B}$) can entangle, albeit weakly at the onset, $\tilde{A}$ and $B$. When $\det(\rho_B) \neq 0$, negativity for $\tilde{A};B$ will vanish for a finite amount of time at the onset. Only when $\det(\rho_B) = 0$ and the interaction Hamiltonian $\hat{H}_{\text{int}}$ contains multiple non-trivial terms can the entanglement be efficiently transferred from
Table 1. The summary for the key features of the dynamics of entanglement for all bipartite subsystems (excluding $\tilde{A}; AB$) under our tripartite system setup described in section 1.3. We used the notation $\tilde{A}; A$ (or, e.g. $\tilde{A}; AB$) to indicate that we are treating $\tilde{A}$ and $A$ (or, e.g. $\tilde{A}$ and $AB$) as the two subsystems between which the entanglement will be considered. We have assumed $\det(\rho_{A}) \neq 0$ for all our results except ones presented in section 6. We have defined $d_{A} := \dim(\mathcal{H}_{A})$ and $d_{B} := \dim(\mathcal{H}_{B})$.

| Bipartite systems | Dynamics of entanglement |
|-------------------|--------------------------|
| $\tilde{A};B \det(\rho_{B}) \neq 0$ | Negativity initially vanishes for a finite amount of time; guaranteed no entanglement for a finite amount of time if $d_{A}d_{B} \leq 6$ or $\text{Tr}[\rho_{A}^{2}]\text{Tr}[\rho_{B}^{2}] < 1/(d_{A}d_{B} - 1)$ (section 3). |
| $\tilde{A};B \det(\rho_{B}) = 0$ | Negativity susceptibility is given in equations (45)–(50); they become entangled at the onset for generic $\hat{H}_{\text{tot}}$ (section 4.1). |
| $\tilde{A};A$ | Negativity vulnerability is given in equation (77); the amplitude-based variance $G_{A}$ is introduced in equation (84); Entanglement diminishes at the onset for generic $\hat{H}_{\text{tot}}$ (section 5.1). |
| $\tilde{A};AB$ | The degree of entanglement remains constant; delocalization occurs when $\tilde{A};B$ unentangled (section 5.2). |
| $B;\tilde{A}A$ | Become entangled at the onset under a generic $\hat{H}_{\text{tot}}$; delocalization occurs for an initial period when $\det(\rho_{B}) \neq 0$ (section 5.3). |
| $\tilde{A};B$ | Results are summarized in table 2. |
| All bipartite systems | $1^{\text{st}}$-order perturbation of negativity initially vanishes (equations (44), (67), (76)). Free Hamiltonians do not change negativity up to second order (sections 4.1.1, 4.2.1, and 5.1.1). |

$\tilde{A};A$ to $\tilde{A};B$ at the onset of an interaction. In such a case, we can measure the speed of the entanglement transfer at the onset with the negativity transmissibility introduced in equation (68).

2. Negativity and perturbation

In this section, we first review the basic results on entanglement and negativity, the entanglement measure we will use for our study. We then setup the framework for our perturbative calculation of the dynamics of negativity.

2.1. The entanglement measure negativity

A system at a state $\rho$ on $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ is said to be separable over $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ if and only if there exist $\{\rho_{k}^{1}\}$ and $\{\rho_{k}^{2}\}$ which are the respective density matrices on $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ such that

$$\rho = \sum_{k} p_{k} \rho_{k}^{1} \otimes \rho_{k}^{2}, \text{ where } \sum_{k} p_{k} = 1 \text{ and } p_{k} \geq 0 \text{ for all } k.$$

(12)

The above definition includes the case of the bipartite product state $\rho = \rho_{1} \otimes \rho_{2}$. If $\rho$ is not separable as described in equation (12), then it is defined to be entangled.
Table 2. The summary for the features of the entanglement dynamics between \( \hat{A} \) and \( \hat{B} \) depending on the initial density matrix \( \rho_B \) for the subsystem \( \hat{B} \) and the forms of the interaction Hamiltonian \( \hat{H}_{\text{int}} \) and the total Hamiltonian \( \hat{H}_{\text{tot}} \) (including \( \hat{H}_{\text{int}} \) and the free Hamiltonians \( \hat{C} \) for the subsystem \( \hat{A} \) and \( \hat{D} \) for the subsystem \( \hat{B} \) within \( \hat{AB} \)). We have assumed \( \det(\rho_A) \neq 0 \) all our results except ones presented in section 6, and we defined \( d_A := \dim(H_A) \) and \( d_B := \dim(H_B) \).

\[
\begin{align*}
\hat{H}_{\text{tot}} = & \hat{A} \otimes \hat{B} + \mathbb{I}_A \otimes \hat{D} \quad (\text{sections 6.1, 6.2.1). Quantum discord can be immediately generated for qubits with } \rho_B \text{ pure (section 6.1.1).} \\
\hat{H}_{\text{tot}} \neq & \hat{A} \otimes \hat{B} + \mathbb{I}_A \otimes \hat{D} \\
\det(\rho_B) \neq & 0 \quad \text{Negativity initially vanishes for a finite amount of time (section 3). } \hat{A} \text{ and } \hat{B} \text{ are initially unentangled for a finite amount of time when } d_A d_B \leq 6 \text{ or } \Tr(\rho_A^T)\Tr(\rho_B^T) < 1/(d_A d_B - 1) \text{ (section 3). } \hat{A} \text{ and } \hat{B} \text{ can get entangled after a finite amount of time (section 6.3).} \\
\det(\rho_B) = & 0 \quad \hat{H}_{\text{tot}} = \quad \text{Negativity vanishes at the 2\text{-}nd order at the onset (section 4.2.2). } \hat{A} \text{ and } \hat{B} \text{ can get entangled when } [\hat{C}, \hat{A}] \neq 0 \text{ (section 6.2.2).} \\
\hat{H}_{\text{tot}} \neq & \hat{A} \otimes \hat{B} \quad \text{Negativity transmissibility is given in equations (68)–(71); } \hat{A} \text{ and } \hat{B} \text{ can get entangled at the onset (section 4.2).}
\end{align*}
\]

For a pure bipartite state \( \rho = |\psi\rangle \langle \psi| \), we can use the n-Rényi entropy\(^5\) to quantify the amount of entanglement [24]. Kendall and Kempf [20] has studied the dynamics of n-Rényi entropy between \( \hat{A} \) and \( \hat{B} \) at the onset of interaction under our system setup. When the bipartite state \( \rho \) is mixed, n-Rényi entropy is no longer a proper measure for entanglement. We consider a function a proper measurement of entanglement when the function satisfies the definitions of entanglement monotone [25], a non-negative function whose values do not increase under local operations and classical communication. Unlike many proposed bipartite entanglement monotones which are computationally intractable [26], negativity has a relatively simple expression which allows both analytical and numerical calculation, so we use negativity for our work.

Negativity is defined as the absolute sum of all negative eigenvalues for the partial transpose of the bipartite density matrix [22, 27–29]. For an arbitrary bipartite density matrix \( \rho = \sum_{ijkl} \rho^b_{ijkl} |i\rangle \langle k| \otimes |j\rangle \langle l| \) over \( \hat{H}_1 \otimes \hat{H}_2 \), the partial transpose with respect to the first system is defined as

\[
\rho^T := (T \otimes I)(\rho) = \sum_{ijkl} \rho^b_{ijkl} |i\rangle \langle k| \otimes |j\rangle \langle l| \tag{13}
\]

\[
= \sum_{ijkl} \rho^b_{ijkl} |k\rangle \langle i*| \otimes |j\rangle \langle l| = \sum_{ijkl} \rho^b_{ijkl} |k\rangle \langle i*| \otimes |j\rangle \langle l|, \tag{14}
\]

where \( T \) is the transpose operator [30]. The partial transpose with respect to the first system flips the order of indices associated to the first system. Partial transpose preserves the trace of the density matrix where \( \Tr[\rho^T] = \Tr[\rho] = 1 \). For the definition of negativity, taking partial

\( ^5 \) when \( n \to 1 \), Rényi entropy becomes the von-Neumann entropy.
transpose with respect to the first or second system does not matter, so we will always transpose
the first system in our work for consistency.
Let $\lambda^{T_i}$ be the eigenvalues of $\rho^{T_i}$. Then the negativity for the bipartite state $\rho$ can be written as [22]:
\[
N(\rho) := \sum_{\lambda^{T_i} < 0} -\lambda^{T_i} = \sum_{i} |\lambda^{T_i}_i| - \frac{1}{2} - \frac{1}{2} = ||\rho^{T_i}||_1 - 1 \overset{\text{Tr}[\rho^{T_i}] = 1}{=} \frac{1}{2} \text{Tr}[\sqrt{\rho^{T_i} \rho^{T_i}}] - 1.
\]
(15)
(16)
The two expressions in equation (15) are equivalent since $\text{Tr}[\rho^{T_i}] = 1$. In equation (16), both $||\rho^{T_i}||_1$ and $\text{Tr}[\sqrt{\rho^{T_i} \rho^{T_i}}]$ represent the sum of singular values of $\rho^{T_i}$. Since $\rho^{T_i}$ is Hermitian, singular values of $\rho^{T_i}$ are simply the absolute values of eigenvalues of $\rho^{T_i}$, which explains the equivalence between equations (15) and (16).

The partial transpose operation defined in equation (14) can produce negative eigenvalues, of which the negative sum indicates the amount of bipartite entanglement, in the sense that it has been proved to be an entanglement monotone [22]. The positivity of $\rho^{T_i}$, equivalent to $N(\rho) = 0$, implies bipartite separability, which is known as the Peres-Horodecki (PPT) criterion [30]. Identifying negative eigenvalues in $\rho^{T_i}$ is one of the easiest and most tractable methods for detecting bipartite entanglement, and negativity can be regarded as a quantitative version of the PPT criterion for separability. However, $N(\rho) = 0$ is generally not a sufficient condition for separability [31]. In the special case where the bipartite system $H_1 \otimes H_2$ has the dimension $2 \times 2$ or $2 \times 3$, the PPT criterion is both necessary and sufficient for separability [31], which will have implications in section 3.

Negativity can be easily calculated when the bipartite state $\rho$ is pure. Under our system setup, the initial density matrix for $AA$ is indeed pure according to equation (1). The partial transposition of $\rho_{AA}$ gives us
\[
\rho^{T_i}_{AA} = \sum_{i,j} \alpha_i \alpha_j |a_i^* \otimes a_j| \langle a_i | a_j \rangle.
\]
(17)
One can verify that $\sqrt{2} |a_i^* \otimes a_i|$ and $\sqrt{2} |a_v^* \otimes a_u|$ are eigenvectors of $\rho^{T_i}_{AA}$ with corresponding eigenvalues $\pm \alpha_u \alpha_v$, for $u < v$. $|a_u^* \otimes a_u|$ are also eigenvectors with corresponding eigenvalues $\alpha_u^2$ for all $a$. When $\alpha_u \neq 0$ for all $u$ (we have assumed $\det(\rho_{AA}) \neq 0$), $\{\alpha_u^2, \pm \alpha_u \alpha_v\}$ are the spectra of $\rho^{T_i}_{AA}$. We introduce the following notations for all of the eigenvalues and eigenvectors of $\rho^{T_i}_{AA}$, which will be used for the calculations in appendix C.3:
\[
\lambda^{T_i}_{w > \pm, A : AA} = \pm \alpha_u \alpha_v, \quad u < v
\]
(18)
\[
\lambda^{T_i}_{u, A : AA} = \alpha_u^2 = \lambda^u_A,
\]
(19)
\[
|a_u^* a_v| = \frac{\sqrt{2}}{2} |a_u^* \otimes a_v| \pm \frac{\sqrt{2}}{2} |a_u \otimes a_v|, \quad u < v
\]
(20)
\[
|a_u^* a_u| = |a_u^* \otimes a_u|.
\]
(21)
According to the definition of negativity in equation (15), only eigenvectors $|a_u^* a_v, -|$ with eigenvalues $-\alpha_u \alpha_v$ contribute to negativity, so
\[
N(\rho_{AA}) = \sum_{u < v} \alpha_u \alpha_v,
\]
(22)
which applies to any pure bipartite state.
When ρ is mixed, we can easily perform numerical calculations for eigenvalues of ρ\textsuperscript{T1} and obtain the dynamics of negativity for specific examples. However, it is difficult to find the general expressions for the eigenvalues of ρ\textsuperscript{T1}. Under our system setup, the three bipartite density matrices ρ\textsubscript{AB}(t), ρ\textsubscript{AA}(t), and ρ\textsubscript{\tilde{A}B}(t) are all expected to become mixed under the interaction Hamiltonian in equation (8). We will therefore resort to perturbation theory to find the general analytical expressions for the dynamics of negativity.

With the Hamiltonian of our tripartite system taking the form \( \hat{H}_\text{tot} = \hat{E} \otimes \hat{L}_\text{AB} + \hat{I}_\text{\tilde{A}} \otimes \hat{H}_\text{tot} \) according to equations (8) and (9), we know that the free Hamiltonian \( \hat{E} \) on the system \( \tilde{A} \) will not impact the separability or the negativity of any bipartite systems in our setup. Taking the bipartite system \( A; B \) as an example,

\[
\rho_{AB}^{\text{with } \hat{E}}(t) = \text{Tr}_A[U(t)\rho_{\tilde{A}A} \otimes \rho_B U^\dagger(t)]
\]

\[
= \text{Tr}_A[\exp{\{-it(\hat{E} \otimes \hat{I}_\text{AB} + \hat{I}_\text{\tilde{A}} \otimes \hat{H}_\text{tot})\}}] \rho_{\tilde{A}A} \otimes \rho_B \exp{\{it(\hat{E} \otimes \hat{I}_\text{AB} + \hat{I}_\text{\tilde{A}} \otimes \hat{H}_\text{tot})\}}]
\]

\[
= \exp{\{-it\hat{E}\}} \text{Tr}_A[\exp{-it\hat{H}_\text{tot}}] \rho_{\tilde{A}A} \otimes \rho_B \exp{\{it\hat{H}_\text{tot}\}} \exp{\{it\hat{E}\}}
\]

\[
= \exp{\{-it\hat{E}\}} \rho_{AB}^{\text{without } \hat{E}}(t) \exp{\{it\hat{E}\}},
\]

where we can decompose \( \exp{\{it(\hat{E} \otimes \hat{I}_\text{AB} + \hat{I}_\text{\tilde{A}} \otimes \hat{H}_\text{tot})\}} \) into \( \exp{\{it\hat{I}_\text{\tilde{A}} \otimes \hat{H}_\text{tot}\}} \exp{\{it\hat{E} \otimes \hat{I}_\text{AB}\}} \) since \( \hat{E} \otimes \hat{I}_\text{AB} \) and \( \hat{I}_\text{\tilde{A}} \otimes \hat{H}_\text{tot} \) commute. Equation (26) shows that the separability of \( \rho_{\tilde{A}B}(t) \) remains the same with or without the free Hamiltonian \( \hat{E} \) for the system \( \tilde{A} \). The negativity \( N_{\tilde{A}B}(t) \) is unaffected since the local unitary operation \( \exp{\{-it\hat{E}\}} \) can be considered a rotation of basis on \( \mathcal{H}_{\tilde{A}} \), thereby leaving the ρ\textsuperscript{\text{\textst{d}}}\textsubscript{B} components in equation (14) unchanged. We therefore ignore the free Hamiltonian \( \hat{E} \) on the system \( \tilde{A} \) and only consider the Hamiltonian \( \hat{H}_\text{tot} \) on \( AB \) in equation (9) for the rest of the work.

2.2. Perturbation of negativity: a general framework

Consider a general bipartite state with time evolution ρ(t). Let the initial density matrix be \( \rho(t_0) = \rho_0 \), and the eigenvalues and eigenvectors of \( \rho_0 \) be \( \lambda_n^{\text{T1}} \) and \( |\psi_n^{\text{T1}}\rangle \) respectively. To find the perturbation expressions of \( N(\rho(t)) \) with respect to \( t = t_0 \), we can first perturbatively expand each eigenvalue \( \lambda_n^{\text{T1}}(t_0) \) of \( \rho^{\text{T1}}(t_0) \) with respect to \( t_0 \). We therefore need to know the eigenvalue perturbations of \( \rho^{\text{T1}}(t_0) \). The general eigenvalue perturbation problem for a Hermitian operator upto second-order is reviewed in appendix A, which will be extensively used in sections 4 and 5.1. [32] provides an alternative formalism for the perturbative expansion of negativity using patterned matrix calculus, which is less intuitive for calculating the negativity dynamics at the onset of our system compared to the eigenvalue perturbation approach. Notice that our perturbative calculations are for short interaction times rather than for weak interaction Hamiltonians. This is subtly different because while the interaction Hamiltonian only contains the product of the coupling constant and the time, the free Hamiltonians do not contain the coupling constant. Studying the dynamics of negativity at the onset of an interaction, instead of expanding in coupling constants, has the advantage that this allows strong couplings.

Using notations in appendix A, we write the eigenvalue perturbation problem of \( \rho^{\text{T1}}(t_0) \) upto second-order in the following forms:

\[
\rho^{\text{T1}}(t) = \rho^{\text{T1}}(0) + t \rho^{\text{T1}(1)}(0) + t^2 \rho^{\text{T1}(2)}(0) + O(t^3),
\]

\[
\lambda_n^{\text{T1}}(t) = \lambda_n^{\text{T1}(0)}(0) + \lambda_n^{\text{T1}(1)}(0)t + \lambda_n^{\text{T1}(2)}(0)t^2 + O(t^3),
\]
\[ |v_{n}^{T}(t)| = |v_{n}^{T(0)}(t)| + t|v_{n}^{T(1)}(t)| + t^{2}|v_{n}^{T(2)}(t)| + O(t^{3}), \]  
(29)

where \( \lambda_{n}^{T(i)} \) and \( |v_{n}^{T(i)}(t)| \) are the \( i \)th order correction for the \( n \)th eigenvalue and eigenvector of \( \rho^{T}(t_{0}) \). In equation (28), the zeroth order term is simply the partial transpose of the initial density matrix \( \rho^{T(0)} = \rho_{0}^{T} \), so \( \lambda_{n}^{T(0)} = \lambda_{n}^{T} \). The perturbative expansions in equations (27)–(29) are valid, since \( \rho(t) \) follows the general form of equation (7), which is analytic with respect to \( t \). Therefore, \( \rho^{T}(t) \) and \( \lambda_{n}^{T} \) are also analytic. Results in appendix A will allow us to find analytical expressions for \( \lambda_{n}^{T(1)} \) and \( \lambda_{n}^{T(2)} \). Using equation (15), negativity can be perturbatively expanded to second-order in two equivalent ways:

\[
\mathcal{N}(\rho(t)) = \mathcal{N}(\rho_{0}) + \mathcal{N}^{(1)}t + \mathcal{N}^{(2)}t^{2}
\]  
(30)

\[
= \sum_{\lambda_{n}(t)<0} -\lambda_{n}(t) = \sum_{\lambda_{n}(t)<0} -(\lambda_{n}^{T_{1}} + \lambda_{n}^{T(1)}t + \lambda_{n}^{T(2)}t^{2}) + O(t^{3})
\]  
(31)

\[
= \frac{\sum_{n} |\lambda_{n}^{T} (t)| - 1}{2} = \frac{\sum_{n} |\lambda_{n}^{T(1)} + \lambda_{n}^{T(2)}t^{2} + O(t^{3})| - 1}{2}
\]  
(32)

from equation (32), we see that the perturbative expansion in equation (30) will only be valid for a finite amount of time at the onset when no \( \lambda_{n}^{T(1)} \) changes sign from their original values \( \lambda_{n}^{T} \). The absolute value function is not analytic across the origin, so \( \lambda_{n}^{T} \) can not cross zero for equation (30) to be valid. The initial eigenvalues \( \lambda_{n}^{T}(t_{0}) = \lambda_{n}^{T} \) can be zero, since the absolute value functions are analytic at the origin from one side.

We use equation (31) to analyze how each \( \lambda_{n}^{T} \) contributes to the negativity at the onset. It is clear that the summation condition \( \lambda_{n}^{T}(t) < 0 \) depends on both the initial eigenvalue \( \lambda_{n}^{T} \) and whether \( \lambda_{n}^{T}(t) \) increases or decreases at the leading order at the onset of interaction. The evolution of \( \lambda_{n}^{T}(t) \) is continuous due to analyticity, so there can be no sudden jump or fall of eigenvalues of \( \rho^{T}(t) \). When initially \( \lambda_{n}^{T} > 0 \), it will take a finite amount of time for \( \lambda_{n}^{T}(t) \) to decrease below 0 if it indeed decreases. Therefore, \( \lambda_{n}^{T} \) can not contribute to negativity for a finite amount of time when \( \lambda_{n}^{T} > 0 \), and the perturbation terms \( \lambda_{n}^{T(1)} \) and \( \lambda_{n}^{T(2)} \) can be ignored. When \( \lambda_{n}^{T}(t) \) eventually decrease below 0, the perturbation expansion in equation (30) breaks down.

When initially \( \lambda_{n}^{T} < 0 \), it will similarly take a finite amount of time for \( \lambda_{n}^{T}(t) \) to increase above 0 if it does increase. In this case, \( \lambda_{n}^{T(1)} \) and \( \lambda_{n}^{T(2)} \) will directly increase or decrease the negativity perturbation terms \( \mathcal{N}^{(1)} \) and \( \mathcal{N}^{(2)} \) until the negativity expansion in equation (30) breaks down when one of the eigenvalues of \( \rho^{T}(t) \) eventually changes sign. When initially \( \lambda_{n}^{T} = 0 \), then the leading non-zero perturbation term will decide whether \( \lambda_{n}^{T}(t) \) contributes to negativity at the onset. Suppose \( \lambda_{n}^{T(0)} \) is the leading non-zero term in equation (28) at the \( 0 \)th order. When \( \lambda_{n}^{T(0)} > 0 \), \( \lambda_{n}^{T}(t) \) will increase and remain greater than zero for a finite time until the subsequent perturbation terms start to dominate the behavior of \( \lambda_{n}^{T}(t) \), so \( \lambda_{n}^{T}(t) \) will not affect \( \mathcal{N}(\rho(t)) \) for a finite amount of time. On the contrary, when the leading term \( \lambda_{n}^{T(0)} < 0 \), \( \lambda_{n}^{T}(t) \) will immediately drop below 0 and directly increase the negativity.

In summary, positive \( \lambda_{n}^{T} \) of \( \rho_{0}^{T} \) is irrelevant for negativity perturbation at \( t_{0} \). Vanishing \( \lambda_{n}^{T} \) can only increase negativity if the leading-order perturbation \( \lambda_{n}^{T(0)} < 0 \), while negative \( \lambda_{n}^{T} \) can either increase or decrease negativity. This dependence of the negativity dynamics on the initial sign of \( \lambda_{n}^{T} \) is important for the bipartite systems \( A:B \) and \( A:B \) under our system setup. In particular, the negativity dynamics at the onset will have different features depending on whether \( \text{det}(\rho_{B}) \) vanishes or not, which will be the focus of following sections 3 and 4.
In comparison, the dynamics of negativity for the bipartite system $\tilde{A};A$ do not exhibit such different characteristics under whether the determinant of $\rho_B$ vanishes or not.

3. The case $\det(\rho_B) \neq 0$: negativity of $A;B$ and $\tilde{A};B$ vanishing for finite time

We now study the dynamics of negativity for the bipartite systems $A;B$ and $\tilde{A};B$ at the onset of interaction when the initial state $\rho_B$ has non-vanishing determinant, that is all eigenvalues of $\rho_B$ are non-zero. We observe that the negativity for $A;B$ and $\tilde{A};B$ must vanish for a finite amount of time when $\det(\rho_B) \neq 0$. When the dimensions of the bipartite Hilbert space $\mathcal{H}_{AB}$ ($\mathcal{H}_{AB}$ has the same dimension due to purification) is smaller than or equal to 6, we can conclude that $A$ and $B$ (also $\tilde{A}$ and $B$) will remain unentangled for a finite amount of time by the PPT criterion [31] assuming the non-vanishing determinant of $\rho_B$.

From our system setup in equations (5) and (6), we know $A;B$ and $\tilde{A};B$ are initially in the product state, so $\mathcal{N}(\rho_{AB}) = \mathcal{N}(\rho_{A;B}) = 0$. Using notations introduced in section 2.2, the zeroth order of the partial transpose density matrices and their respective eigenvalues are given below in equations (33)–(35). Due to the eigenvalues’ dependence on both Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ (with the dimensions $d_A$ and $d_B$ respectively), we use double indices $ik$ (where $1 \leq i \leq d_A$ and $1 \leq k \leq d_B$) instead of the single index $n$ (where $1 \leq n \leq d_A d_B$) to track the eigenvalues of $\rho_{A;i}^{T}(0)$ and $\rho_{A;i}^{T}(0)$. We define the following operations to relate the double and single index notations: $i := [n/d_B] + 1$ and $k := (n \mod d_B) + 1$.

$$\rho_{A;i}^{T}(0) = (\rho_A)^{T} \otimes \rho_B = \left( \sum_i \lambda^A_i |a^*_i \rangle \langle a^*_i| \right) \otimes \left( \sum_k \lambda^B_k |b_k \rangle \langle b_k| \right) \quad (33)$$

$$\rho_{A;i}^{T}(0) = (\rho_A)^{T} \otimes \rho_B = \left( \sum_i \lambda^A_i |a^*_i \rangle \langle a^*_i| \right) \otimes \left( \sum_k \lambda^B_k |b_k \rangle \langle b_k| \right) \quad (34)$$

$$\lambda_{ik;A,B}^{T} = \lambda_{ik;A,B}^{T} = \lambda^A_k \lambda^B_i \quad (35)$$

Under our system setup, we have assumed the determinants of $\rho_A$ and $\rho_A^\dagger$ are non-vanishing, so $\lambda^A_i > 0$ for all $i$. If we also assume the non-vanishing determinant condition for $\rho_B$, then $\lambda^B_k > 0$ for all $k$, and $\lambda_{ik;A,B}^{T} = \lambda^A_k \lambda^B_i > 0$ for all $i,k$, and all eigenvalues of $\rho_{A;i}^{T}$ and $\rho_{A;i}^{T}$ are greater than 0. According to section 2.2, we know that any initially positive eigenvalues $\lambda_{ik;A,B}^{T}$ of $\rho^{T}$ can not contribute to the negativity for a finite amount of time until $\lambda_{ik;A,B}^{T}$ decreases below 0. It follows that the negativity for both $A;B$ and $\tilde{A};B$ systems will remain 0 for a finite amount of time after the start of interaction between $A$ and $B$.

When the bipartite systems $A;B$ and $\tilde{A};B$ have the dimensions $2 \times 2$, $2 \times 3$, or $3 \times 2$, the vanishing negativity implies separability according to the PPT criterion. As a result, both $A;B$ and $\tilde{A};B$ bipartite systems will remain unentangled for a finite amount of time. When $d_A d_B \leq 6$, we can conclude that no interaction Hamiltonians between $A$ and $B$ can entangle $A$ and $B$ or $\tilde{A}$ and $B$ for a finite amount of time until one of the eigenvalues of the partial transpose density matrices decreases below 0. In the perspective of entanglement transmission, no entanglement can be immediately transferred from $A;A$ to $\tilde{A};B$.

When $d_A d_B > 6$, we can still strengthen the result of vanishing negativity and conclude that the entanglement will kick in after a finite amount of time in the situation where the purity of the initial density matrix $\rho_A \otimes \rho_B$ satisfies $\text{Tr}[\rho_A^2] \text{Tr}[\rho_B^2] < 1/(d_A d_B - 1)$. Intuitively, this mixedness condition implies that $\rho_A \otimes \rho_B$ is sufficiently close to the maximally mixed state $\frac{1}{d_A} \mathbb{1}_A \otimes \frac{1}{d_B} \mathbb{1}_B$. According to corollary 3 of [33], there exists a largest separable ball around the maximally mixed bipartite state $\frac{1}{d_A} \mathbb{1}_A \otimes \frac{1}{d_B} \mathbb{1}_B$ such that if $||\rho - \frac{1}{d} \mathbb{1}||_2 \leq 1/\sqrt{d(d-1)}$ then $r
under the 2-norm, then $\rho$ is separable, and $r$ is the largest such constant. This condition on radius in 2-norm is equivalent to the condition on purity $\text{Tr}[\rho^2] < 1/(d-1)$. Therefore, when $\text{Tr}[\rho_A^2]\text{Tr}[\rho_B^2] < 1/(d_Ad_B - 1)$ for the $A:B$ system in our setup, let $a := ||\rho_A \otimes \rho_B - \frac{1}{d_Ad_B} I_A \otimes I_B||_2 < r = 1/\sqrt{d_Ad_B(d_Ad_B - 1)}$, then there exists a separable closed ball $\mathcal{B}_{\rho_A \otimes \rho_B}(r - a)$ with radius $r - a$ under 2-norm centered around the initial state $\rho_A \otimes \rho_B$. It will take a finite amount of time for $\rho_{AB}(t)$ to evolve beyond the boundary of the separable ball $\mathcal{B}_{\rho_A \otimes \rho_B}(r - a)$, so it will also take a finite amount of time for the subsystems $A$ and $B$ to become entangled. The bipartite system $\tilde{A}:\tilde{B}$ follows the same argument since $\rho_A$ and $\rho_B$ are initially the same upto some unitary transformations due to the purification between $\tilde{A}$ and $\tilde{A}$ under our system setup.

However, not all initial states $\rho_A \otimes \rho_B$ or $\rho_A^\perp \otimes \rho_B$ satisfy the above mixedness condition for separability or equivalently reside in the largest separable ball around the maximally mixed state. Take the two qutrits described in equations (238) and (239) in appendix D.1 as an example, clearly $\text{Tr}[\rho_A^2]\text{Tr}[\rho_B^2] = 0.1587 > 1/8$. In such situations where $d_Ad_B > 6$ and $\text{Tr}[\rho_A^2]\text{Tr}[\rho_B^2] > 1/(d_Ad_B - 1)$, we will need to resort to negativity, and we can still conclude the entanglement generation within $A:B$ or $A:A$ will be slow initially due to the vanishing negativity. In general, non-zero determinant for $\rho_B$ does not allow fast entanglement generation within $A:B$ or fast entanglement transmission from $\tilde{A}:A$ to $\tilde{A}:B$. We will explore the case where $\rho_B$ has zero eigenvalues in the next section, and we will see that $A:B$ and $\tilde{A}:B$ can become immediately entangled with increasing negativity at the onset under certain forms of $\hat{H}_{\text{tot}}$.

Because negativity vanishes for a finite amount of time, we are not able to use perturbation theory to probe into the dynamics of entanglement after one of the eigenvalues of the partial transpose density matrix $\lambda^T_B(t)$ decreases below 0. We therefore use a numerical example of interacting qutrits described through equations (238)–(243) in appendix D.1 to explore the full dynamics. When $\rho_A$ and $\rho_B$ have non-vanishing determinants, the phenomenon of vanishing negativity for a finite amount of time can be clearly observed at the initial time for the systems $A:B$ and $\tilde{A}:B$ in figure 2. We see that negativity can suddenly increase above zero or decrease

---

**Figure 2.** The dynamics of negativity for the $A:B$ and $\tilde{A}:B$ systems assuming $\det(\rho_B) \neq 0$ and $\det(\rho_A) \neq 0$. We see the negativity for both $\tilde{A}:B$ and $A:B$ initially vanishes for a finite amount of time. All subsystems $\tilde{A}, A,$ and $B$ are qutrits, and we choose a generic total Hamiltonian of the form $\hat{H}_{\text{tot}} = \hat{A}_1 \otimes \hat{B}_1 + \hat{A}_2 \otimes \hat{B}_2$. The Hamiltonians and initial density matrices are given in equations (238)–(243) in appendix D.1.
to zero with non-continuous derivatives, demonstrating that the evolution of negativity (entanglement measures in general) can be non-analytic. As seen in both $A;B$ and $A;B'$ systems in figure 2, negativity can be suddenly generated or destructed in a non-analytical way multiple times throughout the time evolution, which is similar to the entanglement sudden death (ESD) or anti-ESD phenomenon discussed in the literature [23]. The sudden birth or death of the negativity can be explained by the non-analytic transition of the signs of $\lambda_{ij}(t)$. Any change on $\lambda_{ij}(t)$ can only contribute to negativity when $\lambda_{ij}(t) \leq 0$, causing the non-analytic evolution of the negativity. In the case that $d_{A;B} \leq 6$ with the PPT criterion as both a necessary and sufficient condition for separability, this non-analytic evolution of negativity fully characterizes the ESD and sudden birth phenomenon.

The phenomenon of vanishing negativity for a finite amount of time can occur in a more general setting, not limited by our system setup. As long as the initial partial transpose density matrix $\rho_{11}$ for the bipartite system has all strictly positive eigenvalues, the negativity for the bipartite system will vanish for a finite amount of time regardless of the Hamiltonians acting on the system. One special feature about our system setup is that both $A;B$ and $A;B'$ are initially in product states, which might have important implications for the separability of the bipartite systems. We have so far been able to conclude that $A;B$ or $A;B'$ remains separable for a finite amount of time only when $d_{A;B} \leq 6$ based on the PPT criterion [31] or $\text{Tr}[\rho_{11}^2/\text{Tr}[\rho_{11}^2] < 1/(d_{A;B} - 1)$ based on the largest separable ball around the maximally mixed bipartite state [33]. Based on the vanishing negativity phenomenon we observed in this section, we make the following conjecture that there generally exists a separable ball around any mixed bipartite product state $\rho_1 \otimes \rho_2$ when $\det(\rho_1)\det(\rho_2) \neq 0$. When $\det(\rho_1) = 0$ or $\det(\rho_2) = 0$, we will show in the next section that the bipartite system can become immediately entangled, so no separable ball around the state $\rho_1 \otimes \rho_2$ can exist. We therefore further conjecture that the largest radius of the separable ball around any bipartite product state $\rho_1 \otimes \rho_2$ will be related to $\det(\rho_1)$ and $\det(\rho_2)$. If our conjecture is proven to be true, we can straightforwardly conclude it will take a finite amount of time for $A$ and $B$ or $A$ and $B'$ to become entangled when $\det(\rho_1)\det(\rho_2) \neq 0$.

4. The case $\det(\rho_B) = 0$: perturbative results for negativity of $A;B$ and $A;B'$

In the previous section, we have observed that negativity of $A;B$ or $A;B'$ remains vanishing for a finite amount of time when $\rho_B$ has initially non-zero determinant. In this section, we explore whether it is possible to have immediate, fast entanglement generation within $A;B$ or $A;B'$ at the onset of interaction when $\rho_B$ has vanishing determinant, that is $\rho_B$ possessing some zero eigenvalues. Using the perturbation formalism introduced in section 2.2, we will calculate the first and second-order derivative of negativity for the bipartite systems $A;B$ and $A;B'$ at the onset of interaction assuming $\det(\rho_B) = 0$. We find that the first-order derivative of the negativity for both systems vanishes under any generic total Hamiltonian between $A$ and $B$. The free Hamiltonians on $A$ or $B$ will not contribute to the second-order derivative of negativity for both systems. For a product interaction Hamiltonian with $\hat{H}_{\text{int}} = \hat{A} \otimes \hat{B}$, $A$ and $B$ can become immediately entangled at the onset, while the second-order derivative of the negativity for $A;B$ still vanishes. It takes a non-product interaction Hamiltonian consisting of multiple terms to contribute to the second-order derivative of the negativity for $A;B$ at the onset of interaction.

To calculate negativity perturbatively at the onset, we first need to find $\rho_{m1}^{(0)}$, $\rho_{m1}^{(1)}$, and $\rho_{m1}^{(2)}$, the perturbative terms for the total density matrix of the tripartite system defined in equation (11) under the total Hamiltonian given in equation (9). We next take the appropriate
4.1. Negativity of system $A; B$

With the formalism in section 2.2, we need to find the first three perturbation terms of the partial transpose density matrix $\rho^T_{AA,B}(t)$. The zeroth order term $\rho^T_{A,B}^{(0)}$ and its associated eigenvalues $\lambda^T_{ik;A,B}^{(0)}$ were given in equations (33) and (35). The first and second-order terms $\rho^T_{A,B}^{(1)}$ and $\rho^T_{A,B}^{(2)}$ can be obtained by taking the partial transpose of equations (137) and (141) derived in appendix B. We summarize the results below after changing some indices:

$$\lambda^T_{ik;A,B}^{(0)} = \lambda^T_{ik} = \lambda^A_{A} + \lambda^B_{B}$$

$$\rho^T_{A,B}^{(0)} = \left( \sum_i \lambda^A_i |a_i^T\rangle \langle a_i^T| \right) \otimes \left( \sum_l \lambda^B_l |b_l\rangle \langle b_l| \right)$$

$$\rho^T_{A,B}^{(1)} = i \sum_{p,i,j,k,l} A^P_{ik} A^P_{jl} B^P_{pj} B^P_{lk} \left( \lambda^A_k + \lambda^B_l \right) |a_i^T\rangle \langle a_j^T| \otimes |b_k\rangle \langle b_l|$$

$$\rho^T_{A,B}^{(2)} = \sum_{p,q,i,j,k,l,m,n} A^P_{ik} A^P_{jl} B^P_{pj} B^P_{lk} \left( \mu^A_k + \lambda^A_k \right) + \sum_{p,q,i,j,k,l} A^P_{ik} A^P_{jl} B^P_{pj} B^P_{lk} \left( \frac{1}{2} \lambda^A_k + \frac{1}{2} \lambda^B_l \right) |a_i^T\rangle \langle a_j^T| \otimes |b_k\rangle \langle b_l|.$$  

Under the assumption of $\det(\rho_B) = 0$, we can separate the spectrum of $\rho_B$ into two parts: $\lambda^B_k \neq 0$ for $1 \leq k \leq N$ and $\lambda^B_k = 0$ for $k \geq N + 1$. We define two projection operators $\hat{P}_B^N$ and $\hat{P}_B^D$ that decompose $\mathcal{H}_B$ into two subspaces $\mathcal{N}_B$ and $\mathcal{D}_B$ respectively:

$$\hat{P}_B^N := \sum_{k=1}^N |b_k\rangle \langle b_k|$$

$$\mathcal{N}_B := \hat{P}_B^N \mathcal{H}_B$$

$$\hat{P}_B^D := \sum_{k>N} |b_k\rangle \langle b_k|$$

$$\mathcal{D}_B := \hat{P}_B^D \mathcal{H}_B$$

therefore, $\rho_B$ has non-zero eigenvalues in $\mathcal{N}_B$ and zero eigenvalues in $\mathcal{D}_B$. With the assumption of $\det(\rho_A) = 0$ under our setup, we know $\lambda^T_{ik;A,B}^{(0)} > 0$ for any $i$ and $1 \leq k \leq N$, which will not contribute to the negativity perturbation according to section 2.2. On the contrary, $\lambda^T_{ik;A,B}^{(0)} = 0$ for any $i$ and $k \geq N + 1$, which can potentially contribute to negativity if the leading order change of $\lambda^T_{ik;A,B}^{(0)}$ is negative. However, $\lambda^T_{ik;A,B}^{(0)} = 0$ is a degenerate eigenvalue: eigenvalues of $\rho^T_{A,B}^{(0)}$ vanish in the entire subspace $\mathcal{H}_A \otimes \mathcal{D}_B$. We therefore need to use the degenerate eigenvalue perturbation theory, of which the results are reviewed in appendix A.2. We apply the formulas of equations (129) and (132) to find $\lambda^T_{ik;A,B}^{(1)}$ and $\lambda^T_{ik;A,B}^{(2)}$ for $k > N$, thereby obtaining

partial trace to find perturbative expressions for the density matrix of each of the bipartite systems $A; B$, $B; A$, and $A; A$, which will then be used to calculate negativity perturbation. The calculation results for these perturbative density matrices are shown in appendix B.
expressions for $\mathcal{N}^{(1)}_{A,B}$ and $\mathcal{N}^{(2)}_{A,B}$. The detailed steps are shown in appendix C.1. We summarize the results below:

$$\mathcal{N}^{(1)}_{A,B} = 0,$$

(44)

$$S(\rho_A, \rho_B, \hat{H}_{\text{tot}}) := \mathcal{N}^{(2)}_{A,B} = \frac{1}{2} \left( \text{Tr} \left[ \sqrt{\hat{F}_A^2} \hat{F}_{A,B} \right] - \text{Tr} \left[ \hat{F}_{A,B} \right] \right),$$

(45)

where we have made the following definitions:

$$\hat{F}_{A,B} := \sum_{p,q} \hat{F}_{A}^{p,q} \otimes \hat{F}_{B}^{p,q}$$

(46)

$$\hat{F}_{A}^{p,q} := \sum_{i,k,m} \left( \lambda_i A_i^p A_m^q - \frac{\lambda_i \lambda_k}{\lambda_A} A_i^p A_m^q \right) |a_i^* \rangle \langle a_k^*|$$

(47)

$$= (\hat{A}^p \rho_A \hat{A}^q - \rho_A \hat{A}^p \hat{A}^{-1} \hat{A}^q \rho_A)^*$$

(48)

$$\hat{F}_{B}^{p,q} := \sum_{j > N_f, j > N_j} B_j^{p,q} B_j^{p,q} |b_j \rangle \langle b_j|$$

(49)

$$= \hat{F}_B^{\text{int}} \hat{F}_B^{\text{int}}.$$

(50)

According to equation (44), the first-order derivative for the negativity of $A;B$ vanishes at the onset. A similar result of vanishing first-order derivative at the onset is observed for $n$-Rényi entropy of the $A;B$ system in [20] under the same system setup. As seen in the numerical examples of figure 7 of appendix D.3, our perturbative expressions from equations (44)–(50) agree with the numerical calculations of negativity at the onset, and the second-order perturbation $\mathcal{N}^{(2)}$ in equation (45) indicates the initial speed of entanglement generation between $A$ and $B$. We can in general use the expression of $\mathcal{N}^{(2)}_A$ in equation (45), the leading-order negativity perturbation, to measure how fast $A$ and $B$ are becoming entangled at the onset under a generic total Hamiltonian. We define $\mathcal{N}^{(2)}_{A,B}$ in equation (45) as the negativity susceptibility ($S$), which is a function of the initial states $\rho_A$, $\rho_B$ and the interaction Hamiltonian $\hat{H}_{\text{int}}$ between the two subsystems $A$ and $B$. $S(\rho_A, \rho_B, \hat{H}_{\text{int}})$ quantifies how the initial states and the interaction Hamiltonian are susceptible to the generation of negativity between $A$ and $B$. Compared to the definition of negativity in equation (16), negativity susceptibility is also dependent on the matrix 1-norm and has essentially the same structure as the negativity with $\rho^{\text{tot}}$ replaced by a more complex operator $F_{A,B}$ to include both the states and Hamiltonians. In principle, we can use this new notion of negativity susceptibility for better control of interaction between two quantum systems at the initial stage. With a known Hamiltonian $\hat{H}_{\text{int}}$, we can either maximize or minimize $S(\rho_A, \rho_B)$ in equation (45) by adjusting the initial states of $A$ and $B$ through numerical or analytical procedures to maximize or minimize the entanglement generation between $A$ and $B$ at the onset. We can also obtain the optimal $\hat{H}_{\text{int}}$ by maximizing or minimizing $S(\hat{H}_{\text{int}})$, depending on whether it is intended to promote entanglement transmission, e.g., to increase a quantum channel capacity or whether it is intended to prevent entanglement transmission.
e.g. to suppress decoherence [34, 35]. We next study the properties of the negativity susceptibility under some special circumstances.

4.1.1. Free Hamiltonians do not contribute to the negativity susceptibility $N^{(2)}_{A,B}$.

For results in equations (45)–(50), we have assumed a generic interaction Hamiltonian between $A$ and $B$ with $H_{\text{tot}} = \sum_{p} \hat{A}^p \otimes \hat{B}^p$, which incorporates both $\hat{C} \otimes \mathbb{I}_B$ and $\mathbb{I}_A \otimes \hat{D}$, the free Hamiltonians of $A$ and $B$. We now examine the effects of free Hamiltonians separately from the true interaction terms, and we will show that free Hamiltonians can not contribute to $N^{(2)}_{A,B}$.

We first consider the free Hamiltonian for $A$. We can reorganize $H_{\text{tot}}$ as:

$$H_{\text{tot}} = \hat{C} \otimes \mathbb{I}_B + \sum_{p \geq 2} \hat{A}^p \otimes \hat{B}^p$$ (51)

Then using equations (46), (48) and (50), we can express $\hat{F}_{A,B}$ as:

$$\hat{F}_{A,B} = \sum_{p \geq 2} \left( \hat{C} \rho_A \hat{A}^p - \rho_A \hat{A}^p \rho_A^{-1} \hat{C} \rho_A \right) * \otimes \hat{P}^D_{\hat{B}} p_B \hat{D}^P_{\hat{B}}$$

$$+ \sum_{q \geq 2} \left( \hat{A}^q \rho_A \hat{C} - \rho_A \hat{C} \rho_A^{-1} \hat{A}^q \rho_A \right) * \otimes \hat{P}^D_{\hat{B}} p_B \hat{D}^P_{\hat{B}}$$

$$+ \left( \hat{C} \rho_A \hat{C} - \rho_A \hat{C} \rho_A^{-1} \hat{C} \rho_A \right) * \otimes \hat{P}^D_{\hat{B}} p_B \hat{D}^P_{\hat{B}}$$

$$+ \sum_{p \geq 2, q \geq 2} \left( \hat{A}^q \rho_A \hat{A}^p - \rho_A \hat{A}^p \rho_A^{-1} \hat{A}^q \rho_A \right) * \otimes \hat{P}^D_{\hat{B}} p_B \hat{D}^P_{\hat{B}}.$$ (52)

With $p_B$ has zero eigenvalues in the subspace $D_B$, then

$$\rho_B \hat{P}_B^D = \sum_{k=1}^N a_k^k b_k^k \sum_{a \geq N} a_k^a b_k^a = 0.$$ (53)

Similarly, $\hat{P}_B^{\hat{D}} \rho_B = 0$, so the first three terms of equation (52) vanish, and $\hat{F}_{A,B}$ do not contain the free Hamiltonian $\hat{C}$. Since $N^{(2)}_{A,B}$ only depends on $\hat{F}_{A,B}$ according to equation (45), the free Hamiltonian term $\hat{C} \otimes \mathbb{I}_B$ do not contribute to $N^{(2)}_{A,B}$.

Let us now consider the term $\mathbb{I}_A \otimes \hat{D}$. We similarly reorganize the interaction Hamiltonian:

$$H_{\text{tot}} = \mathbb{I}_A \otimes \hat{D} + \sum_{p \geq 2} \hat{A}^p \otimes \hat{B}^p.$$ (54)

Using equations (46), (48) and (50), we can express $\hat{F}_{A,B}$ as:

$$\hat{F}_{A,B} = \sum_{p \geq 2} \left( \mathbb{I}_A \rho_A \hat{A}^p - \rho_A \hat{A}^p \rho_A^{-1} \mathbb{I}_A \rho_A \right) * \otimes \hat{P}^D_{\hat{B}} p_B \hat{D}^P_{\hat{B}}$$

$$+ \sum_{q \geq 2} \left( \hat{A}^q \rho_A \mathbb{I}_A - \rho_A \mathbb{I}_A \hat{A}^q \rho_A \right) * \otimes \hat{P}^D_{\hat{B}} p_B \hat{D}^P_{\hat{B}}$$

$$+ \left( \mathbb{I}_A \rho_A \mathbb{I}_A - \rho_A \mathbb{I}_A \rho_A^{-1} \mathbb{I}_A \rho_A \right) * \otimes \hat{P}^D_{\hat{B}} p_B \hat{D}^P_{\hat{B}}$$

$$+ \sum_{p \geq 2, q \geq 2} \left( \hat{A}^q \rho_A \hat{A}^p - \rho_A \hat{A}^p \rho_A^{-1} \hat{A}^q \rho_A \right) * \otimes \hat{P}^D_{\hat{B}} p_B \hat{D}^P_{\hat{B}}.$$ (55)

we see that the first term in equation (55) vanishes, since $\mathbb{I}_A \rho_A \hat{A}^p - \rho_A \hat{A}^p \rho_A^{-1} \mathbb{I}_A \rho_A = \rho_A \hat{A}^p - \rho_A \hat{A}^p = 0$. Similarly, the second and third term of equation (55) also vanish, so $\hat{F}_{A,B}$ do not
contain the free Hamiltonian \( \hat{D} \), which implies the free Hamiltonian on \( B \) can not contribute to \( \mathcal{N}_{A,B}^{(2)} \).

Hence, we have shown that terms of the form \( \hat{C} \otimes \mathbb{I}_B \) and \( \mathbb{I}_A \otimes \hat{D} \) (i.e. free Hamiltonians of \( A \) and \( B \)) do not contribute to the first and second-order time derivatives of the negativity for \( A:B \), which is confirmed by our numerical example in figure 7. We can therefore ignore the free Hamiltonians of \( A \) and \( B \) when we study the dynamics of entanglement between \( A \) and \( B \) at the onset of interaction to second-order. A similar phenomenon is observed for the first and second-order time-derivatives of the \( n \)-purity for \( A:B \) in [21] under the same setup. Both negativity and \( n \)-purity provide evidence that free Hamiltonians do not immediately impact the quantum correlation between \( A \) and \( B \) at the onset. This, curiously, also means that resonance phenomena, which require free Hamiltonians, do not occur up to the second-order, a phenomenon that will be interesting to investigate further.

### 4.1.2. \( A \) and \( B \) can become immediately entangled under \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} \)

We here show the negativity susceptibility \( \mathcal{N}_{A,B}^{(2)} \) is positive under a generic product Hamiltonian \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} \). The positive negativity perturbation at the second-order suggests \( A \) and \( B \) become immediately entangled at the onset of interaction when \( \text{det}(\rho_B) = 0 \). This is in stark contrast to the case with \( \text{det}(\rho_B) \neq 0 \) studied in section 3, where the negativity for \( A:B \) will remain zero for a finite amount of time regardless of the interaction Hamiltonian, which prohibits fast entanglement generation within \( A:B \).

When the total Hamiltonian takes the product form \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} \), equations (46)–(50) simplifies to:

\[
\hat{F}_{A,B} := \hat{F}_A \otimes \hat{F}_B \tag{56}
\]

\[
\hat{F}_A := \sum_{i,k,n} \left( \lambda_n \lambda_k \lambda_{ik} \lambda^\dagger_{ik} A_{km} A_{m}^\dagger \right) \langle \alpha^*_k \rangle \langle \alpha^*_i | \tag{57}
\]

\[
\hat{F}_B := \sum_{j > N,T \times \nu, n,i} B_{ij} \lambda_j^\dagger \langle \beta^*_j \rangle \langle \beta^*_i | \tag{59}
\]

\[
\hat{F}_A := \langle \hat{A} \rho_A \hat{A} - \rho_A \hat{A} \rho_A \hat{A} \rangle \tag{58}
\]

\[
\hat{F}_B := \langle \hat{B} \rho_B \hat{B} - \rho_B \hat{B} \rho_B \hat{B} \rangle \tag{59}
\]

\[
\hat{P}_B^D \hat{B} \rho_B \hat{B} \hat{P}_B^D = \sum_i \lambda_B^i \langle \hat{P}_B^D \hat{B} | \beta^*_i \rangle \langle \beta^*_i | \hat{B} \hat{P}_B^D \rangle \tag{60}
\]

we see that \( \hat{F}_{A,B} \) is now in the product form according to equation (56), which suggests the eigenvectors of \( \hat{F}_{A,B} \) will be in the product state, and we can obtain eigenvalues of \( \hat{F}_{A,B} \) by diagonalizing \( \hat{F}_A \) and \( \hat{F}_B \) separately. According to equation (45), \( \mathcal{N}_{A,B}^{(2)} \) is the absolute value of the sum of all negative eigenvalues of \( \hat{F}_{A,B} \). As seen in equation (60), \( \hat{F}_B \) is positive (semi-)definite as the sum of positive (semi-)definite matrices, so the signs of eigenvalues of \( \hat{F}_{A,B} \) only depends on \( \hat{F}_A \), and the negativity susceptibility in equation (45) can be simplified to:

\[
S(\rho_A, \rho_B, \hat{A} \otimes \hat{B}) := \mathcal{N}_{A,B}^{(2)} = \frac{\text{Tr}[\hat{F}_{B}^2]}{2} \left( \text{Tr} \left[ \sqrt{\hat{F}_A^2 \hat{F}_A} \right] - \text{Tr} \left[ \hat{F}_A \right] \right), \tag{61}
\]

where

\[
\text{Tr} \left[ \hat{F}_B \right] = \text{Tr}[\hat{P}_B^D \hat{B} \rho_B \hat{B} \hat{P}_B^D] = \sum_{y > N,T} |B_{yl}|^2 \lambda_B^y = \sum_{r \leq N, y > N} |B_{yr}|^2 \lambda_B^y \geq 0. \tag{62}
\]
We can see that \( \text{Tr}[\hat{F}_B] \) is in fact the second moment of \( \hat{P}_B^D \) under \( \rho_B \), and \( \text{Tr}[\hat{F}_B] > 0 \) as long as there exists some \( t \leq N, \forall N \) such that \( \langle b_t | B | b_i \rangle \neq 0 \), which is equivalent to \( \hat{P}_B^D \hat{P}_B^N \neq 0 \). Through demonstrating \( \text{Tr}[\hat{F}_A] < 0 \), we can show some eigenvalues of \( \hat{F}_{AB} \) will guaranteed to be negative, which implies \( N^{(2)}_{A,B} > 0 \). Using equation (57), we have:

\[
\text{Tr} \left[ \hat{F}_A \right] = \sum_{u,m} \left\{ \frac{\lambda_A^m}{\lambda_A^u} \right\} |A_{um}|^2 = \sum_{u,m \neq u} \left\{ \frac{\lambda_A^m}{\lambda_A^u} \right\} |A_{um}|^2 \quad (63)
\]

\[
= \sum_u \sum_m \sum_{m \neq u+1} \left\{ \left( \frac{\lambda_A^m}{\lambda_A^u} \right) |A_{um}|^2 + \left( \frac{\lambda_A^m}{\lambda_A^u} \right) |A_{mu}|^2 \right\} \quad (64)
\]

\[
= -\sum_u \sum_{m \neq u+1} |A_{mu}|^2 \frac{\lambda_A^m}{\lambda_A^u} \left( \frac{\lambda_A^m}{\lambda_A^u} - \frac{\lambda_A^u}{\lambda_A^m} \right)^2 \leq 0 \quad (65)
\]

In equation (65), \( \text{Tr}[\hat{F}_A] < 0 \) as long as there exists some \( m,u \) such that \( \langle a_u | \hat{A} | a_m \rangle \neq 0 \) and \( \lambda_A^u \neq \lambda_A^m \), which is equivalent to \( [\hat{A}, \rho_A] \neq 0 \). When \( \hat{A} \) and \( \rho_A \) commute, we have \( \text{Tr}[\hat{F}_A] = 0 \), and we do not know whether \( \hat{F}_A \) has negative eigenvalues or not, so we can not determine whether \( N^{(2)}_{A,B} \) vanishes. We can conclude that when \( \hat{P}_B^D \hat{P}_B^N \neq 0 \) and \( [\hat{A}, \rho_A] \neq 0 \), \( N^{(2)}_{A,B} > 0 \), which implies that \( A \) and \( B \) will become immediately entangled at the onset. Most generic choices of \( A \) and \( B \) will satisfy the above requirements and ensure \( \text{Tr}[\hat{F}_{AB}] < 0 \), which implies \( N^{(2)}_{A,B} > 0 \). In fact, when \( \text{Tr}[\hat{F}_{AB}] = \text{Tr}[\hat{F}_A]^\dagger \text{Tr}[\hat{F}_B] < 0 \), the absolute value of this trace provides a lower bound for the negativity susceptibility \( N^{(2)}_{A,B} \).

We conclude that product Hamiltonian \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} \) (such that \( \hat{P}_B^D \hat{P}_B^N \neq 0 \) and \( [\hat{A}, \rho_A] \neq 0 \)) produces non-vanishing second-order derivative for the negativity of system \( A; B \), and we expect a generic total Hamiltonian \( \hat{H}_{\text{tot}} \) with multiple terms to have non-vanishing \( N^{(2)}_{A,B} \) as well according to equation (45). \( A \) and \( B \) can indeed become immediately entangled at the start of the interaction when \( \det(\rho_B) = 0 \), which is verified by the numerical examples in figure 7. In contrast, section 3 shows that the negativity for \( A; B \) will remain 0 for a finite amount of time when \( \det(\rho_B) \neq 0 \). We see that zero eigenvalues in \( \rho_B \) causes substantial difference in the dynamic of \( N_{A,B}(t) \) and allows fast entanglement generation within \( A; B \). In the case that both \( A \) and \( B \) are qubits (\( \rho_A \) is assumed to be mixed), a mixed \( \rho_B \) prevents entanglement generation with \( A; B \) for a finite amount of time, while \( A \) and \( B \) can become immediately entangled when \( \rho_B \) is pure. Therefore, we need to choose \( \rho_B \) pure when we want to generate entanglement between \( A \) and \( B \) as fast as possible, while we can prevent \( A \) and \( B \) from becoming entangled for a finite amount of time when \( \rho_B \) is mixed regardless of the interaction Hamiltonian between the two subsystems. The existence of zero eigenvalues in \( \rho_B \) ensures the possibility of the immediate generating of entanglement and also prevents the non-analytic evolution of negativity (the sudden birth of negativity) at the onset.

A similar phenomenon is observed for the von-Neumann entropy of \( A; B \) in [21] under the same setup: zero eigenvalues in \( \rho_B \) cause divergence in the second-order derivative of the von-Neumann entropy at the onset of interaction. A divergent second-order derivative suggests the fastest increase of von-Neumann entropy, which only occurs when \( \rho_B \) has zero eigenvalues or \( \det(\rho_B) = 0 \). Unlike negativity, von-Neumann entropy is not a proper measure for bipartite entanglement, but it does provide further evidence for the importance of zero eigenvalues of \( \rho_B \) in the dynamics of quantum correlation between \( A \) and \( B \). \( \rho_B \) with zero eigenvalues is more prone to the generation of quantum correlation between \( A \) and \( B \).
Our perturbative calculation of $\mathcal{N}^{(2)}_{A,B}$ in this section is more general than our system setup and is independent of the subsystem $A$. Equation (45) applies to any bipartite systems with a generic interaction Hamiltonian and an initial state $\rho_A \otimes \rho_B$ where $\det(\rho_A) \neq 0$ and $\det(\rho_B) = 0$ or $\det(\rho_A) = 0$ and $\det(\rho_B) \neq 0$. Our different assumptions on $\det(\rho_A)$ and $\det(\rho_B)$ lead to the asymmetry between $A$ and $B$ in equations (46)–(50). The case where both $\det(\rho_A)$ and $\det(\rho_B)$ are non-zero is covered in section 3, where we have found that negativity will vanish for a finite amount of time. The case where both $\det(\rho_A)$ and $\det(\rho_B)$ vanish is not covered by this work, but in the special case that both $\rho_1$ and $\rho_2$ are pure, we can simply use the second-order derivative of the n-Rényi entropy $H_n$ to indicate the change of entanglement at the onset, since n-Rényi entropy is a proper entanglement measure when the bipartite system is pure. From [21], we have

$$\hat{H}_{n|_{\hat{=} h}} = \frac{4(\Delta A)^2(\Delta B)^2}{n - 1},$$

(66)

when both $A$ and $B$ are initially pure. The speed of entanglement generation within $A;B$ is simply proportional to the variance terms of both subsystems.

4.2. Negativity of system $A;B$

We now focus on the bipartite system $A;B$ under our setup described in section 1.3. In section 3, we have shown that the negativity between $A$ and $B$ remains zero for a finite amount of time if $\det(\rho_B) \neq 0$ with the assumption of $\det(\rho_A) \neq 0$ under our system setup. We here study how fast a generic interaction Hamiltonian between $A$ and $B$ can transfer entanglement from $A;A$ to $A;B$ at the onset assuming $\det(\rho_B) = 0$. The calculation of the first and second order perturbations of the negativity of $A;B$ is similar to the case for the $A;B$ system in the previous section. We leave the detailed steps to appendix C.2 and summarize $\mathcal{N}^{(1)}_{A,B}$ and $\mathcal{N}^{(2)}_{A,B}$ below:

$$\mathcal{N}^{(1)}_{A,B} = 0$$

(67)

$$T(\rho_{AA}, \rho_B, \hat{H}_{int}) := \mathcal{N}^{(2)}_{A,B} = \frac{1}{2} \left( \text{Tr} \left[ \sqrt{\hat{F}_{A,B}^A \hat{F}_{A,B}^A} \right] - \text{Tr} \left[ \hat{F}_{A,B}^A \right] \right),$$

(68)

where we make the following new definitions:

$$\hat{F}_{A,B}^A := \sum_{p,q} \hat{F}_{p,q}^A \otimes \hat{F}_{p,q}^B$$

(69)

$$\hat{F}_{p,q}^A := \sum_{i,j,m} \alpha_i \alpha_j \left( A_{im}^q A_{mj}^q - A_{im}^q A_{mj}^q \right) |\tilde{a}_i^* \rangle \langle \tilde{a}_j^*|$$

(70)

$$= \left\{ \sum_{i,j} (a_i \hat{A}^p \hat{A}^q - \hat{A}^p \hat{A}^p |a_i\rangle \langle a_i|) \alpha_i \alpha_j |\tilde{a}_i \rangle \langle \tilde{a}_j| \right\}^*,$$

(71)

and $\hat{F}_{p,q}^A$ has already been given in equations (49) and (50). If we express $\{|a_i\rangle\}$ as the coordinate basis in $\mathcal{H}_A$, that is $|a_i\rangle \equiv \tilde{e}_i^p$, and $\{|	ilde{a}_i\rangle\}$ as the coordinate basis in $\mathcal{H}_A$, then $\hat{F}_{p,q}^A$ simplifies to

$$\hat{F}_{p,q}^A \equiv (\hat{A}^p \hat{A}^q - \hat{A}^q \hat{A}^p) \circ R_A,$$

(72)

where $\circ$ represents the element-wise product, and we define the $R_A$ matrix:

$$R_A := \sum_{i,j} \alpha_i \alpha_j |\alpha_j\rangle \langle \alpha_i| \equiv \sum_{i,j} \alpha_i \alpha_j \tilde{e}_i^p \tilde{e}_j^p,$$

(73)
which is completely specified by any given initial state $\rho_A$ for the subsystem $A$. Equation (72) is a coordinate-dependent expression. According to equation (67), the first-order derivative of negativity for $\tilde{A};B$ vanishes at the onset of interaction, similar to the negativity for $A;B$. The second-order derivative $N_{A,B}(2)$ in equation (68) shares a similar structure to $N_{A,B}(2)$ in equation (45). We define $N_{A,B}(2)$ in equation (68) as the negativity transmissibility $\mathcal{T}(\rho_{A\lambda},\rho_B,\hat{H}_{\text{int}})$, which can be used to measure how fast the entanglement from $\tilde{A};A$ can be transferred to $\tilde{A};B$ through an interaction Hamiltonian between $A$ and $B$ at the onset. Since $\hat{A}^p$ and $\hat{A}_q^*$ generally do not commute when $p \neq q$, $\hat{F}_{A,B}^{p,q}$ in equation (71) is non-trivial, and $N_{A,B}(2)$ can only be non-zero, so $\tilde{A}$ and $B$ can become entangled immediately at the onset for a generic interaction Hamiltonian between $A$ and $B$. We confirm our perturbative results in equations (67)–(71) with numerical calculations in figure 8 in appendix D.3.

We can in general maximize the value of negativity transmissibility $\mathcal{T}(\rho_{A\lambda},\rho_B,\hat{H}_{\text{int}})$ in order to maximize the speed of entanglement transfer from $A;A$ to $A;B$. Using equations (45) and (68), we can compare the initial speed of entanglement generation within $A;B$ and $\tilde{A};B$ and probe how much entanglement within $A;A$ get transferred to $A;B$ or $A;B$ initially. We next study the properties of negativity transmissibility $N_{A,B}(2)$.

4.2.1. Free Hamiltonians do not contribute to the negativity transmissibility $N_{A,B}(2)$. Similar to section 4.1.1, we now examine the effects of free Hamiltonians on the perturbation of negativity between $A$ and $B$, and we show that free Hamiltonians also can not contribute to $N_{A,B}(2)$.

We first consider the free Hamiltonian for $A$. $\hat{H}_{\text{int}}$ can be expressed in the form of equation (51). Using equations (69), (71) and (50), we can show that all terms containing $\hat{C}$ vanish following exactly the same argument in equations (52) and (53) for the case of the system $A;B$, since $\hat{F}_{A,B}^{p,q}$ shares exactly the same expression in both equations (46) and (69).

Next we consider the free Hamiltonian for $B$ where $\hat{H}_{\text{int}}$ is expressed in the form of equation (54). We can express $\hat{F}_{A,B}$ in equation (69) as:

$$\hat{F}_{A,B} = \sum_{p \geq 2} \left\{ \sum_{i,j} \left( \langle a_j | \hat{A}^p | a_i \rangle \right) \alpha_i \alpha_j | a_i \rangle \langle a_j | \right\} \otimes \hat{B}^p_B \rho_B \hat{D}^p_B + \sum_{q \geq 2} \left\{ \sum_{i,j} \left( \langle a_j | \hat{A}^q | a_i \rangle \right) \alpha_i \alpha_j | a_i \rangle \langle a_j | \right\} \otimes \hat{B}^q_B \rho_B \hat{D}^q_B + \sum_{p \geq 2, q \geq 2} \left\{ \sum_{i,j} \left( \langle a_j | \hat{A}^p \hat{A}^q | a_i \rangle \right) \alpha_i \alpha_j | a_i \rangle \langle a_j | \right\} \otimes \hat{B}^p_B \rho_B \hat{B}^q_B \hat{D}^p_B. \tag{74}$$

We see that the first and second terms in equation (74) vanish, since $\hat{A}^p | a_i \rangle = | a_i \rangle$. Therefore, the free Hamiltonian term $\hat{B}^p_B \rho_B \hat{D}^p_B$ can not contribute to $N_{A,B}(2)$.

Hence, we have shown that terms of the form $\hat{C} \otimes \hat{B}^p_B$ and $\hat{B}^p_B \otimes \hat{D}$ (i.e. free Hamiltonians of $A$ and $B$) do not contribute to the first and second-order time derivatives of the negativity for $\tilde{A};B$. We can therefore ignore the free Hamiltonians of $A$ and $B$ to second-order when we study the dynamics of entanglement between $\tilde{A}$ and $B$ at the onset of interaction. Free Hamiltonians are simply not useful for entanglement transfer from $\tilde{A};A$ to $\tilde{A};B$ at the onset. However, free
Hamiltonian can in fact impact the entanglement within $\tilde{A}; B$ beyond the perturbation regime, which will be discussed in section 6.2.

4.2.2. $\hat{H}_{\text{tot}} = \hat{C} \otimes I_B + \hat{A} \otimes \hat{B} + I_A \otimes D$ can not immediately entangle $\tilde{A}$ and $B$. When we consider a product Hamiltonian $\hat{H}_{\text{tot}} = A \otimes B$, equation (71) becomes

$$F_\tilde{A} = \left\{ \sum_{i,j} \left( \langle a_j | \hat{A} \hat{A}^{-1} \hat{A}^\dagger | a_i \rangle \right) \alpha_i \alpha_j |a_i\rangle \langle a_j| \right\}^* = 0,$$

(75)

therefore, $F_{\tilde{A}; B} = 0$ with the product Hamiltonian, and consequently the negativity transmissibility vanishes $N_{A,B}^{(2)} = 0$ according to equations (68) and (69). As we just established, the free Hamiltonians will not contribute to $N_{A,B}^{(2)}$. Therefore, a total Hamiltonian between $A$ and $B$ with the form $\hat{H}_{\text{tot}} = C \otimes I_B + \hat{A} \otimes \hat{B} + I_A \otimes D$ is not able to generate negativity between $\tilde{A}$ and $B$ up to second-order at the onset. We will explore the separability of $A$ and $B$ beyond perturbation regime with a product Hamiltonian in section 6.1.

Equation (61) shows that $A$ and $B$ can become immediately entangled at the onset of interaction under a product Hamiltonian, while the negativity between $\tilde{A}$ and $B$ remains zero up to the second order according to equation (75). This suggests that more entanglement within $\tilde{A}; A$ gets transferred to $A; B$ compared to $\tilde{A}; B$ at the onset.

5. Delocalization of entanglement

In the previous two sections, we analyzed the dynamics of negativity for systems $A; B$ and $\tilde{A}; B$ at the onset of interaction in the cases of $\det(\rho_B) = 0$ and $\det(\rho_B) \neq 0$ respectively. We now perturbatively expand the negativity for the system $\tilde{A}; A$ and synthesize these results to study the negativity for systems $\tilde{A}; AB$ (the bipartite system between $\tilde{A}$ and $AB$ where we treat $AB$ as a single subsystem) and $B; AA$. We observe that the entanglement for systems $\tilde{A}; AB$ and $B; AA$ can become delocalized, though the degree of delocalization depends on the choice of the total Hamiltonian $\hat{H}_{\text{tot}}$ between $A$ and $B$ and the initial state of $\rho_B$. Our analysis on the delocalization of the $\tilde{A}; AB$ and $B; AA$ entanglement provides specific examples on how to generate a delocalized state and how to access the delocalized part of the entanglement, which is crucial for leveraging the advantages of quantum computing and quantum information processing.

5.1. Perturbative results for the negativity of $\tilde{A}; A$

To complete the study of bipartite entanglement in our system using perturbation, we will calculate the first and second-order derivative of negativity for the system $\tilde{A}; A$. The perturbation of $N_{\tilde{A}; A}(t)$ is of particular importance, since it can represent the loss of entanglement to the environment when the system of interest $\tilde{A}; A$ starts at a pure state. When we desire to prevent the loss of entanglement, the interaction Hamiltonian $\hat{H}_{\text{tot}}$ between $A$ and $B$ is usually small, which renders the perturbation approach more applicable compared to the previous studies of the $A; B$ and $\tilde{A}; B$ systems. We can therefore benefit from perturbative results that quantify how much bipartite entanglement between $\tilde{A}$ and $A$ is lost initially.
The detailed calculation steps for the perturbations of $N_{A,A}(t)$ are shown in appendix C.3, and we summarize the results below:

$$N_{A,A}^{(1)} = 0$$ \hspace{1cm} (76)

$$V(\rho_A, \rho_B, \dot{H}_{tot}) := N_{A,A}^{(2)} = -\frac{1}{2} \sum_{p,q} \text{ucov} \left( \hat{B}^p, \hat{B}^q \right) \left( \text{Tr}[\sqrt{\rho_A} \text{Tr}[\sqrt{\rho_A} \hat{A}^p] - \text{Tr}[\sqrt{\rho_A} \hat{A}^p] \text{Tr}[\sqrt{\rho_A} \hat{A}^q]} - \text{Tr}[\sqrt{\rho_A} \hat{A}^q] \right),$$ \hspace{1cm} (77)

where we defined the unsymmetrized covariance between two Hamiltonians (observables) $\hat{B}^p$ and $\hat{B}^q$ as

$$\text{ucov} \left( \hat{B}^p, \hat{B}^q \right) := \text{Tr}[\hat{B}^p \rho_B \hat{B}^q] - \text{Tr}[\hat{B}^p \rho_B] \text{Tr}[\hat{B}^q \rho_B].$$ \hspace{1cm} (78)

This is in contrast to the symmetrized covariance (the quantum analogue of covariance) between two observables [36]:

$$\text{Cov} \left( \hat{B}^p, \hat{B}^q \right) := \frac{1}{2} \text{Tr}[\hat{B}^p \rho_B \hat{B}^q + \hat{B}^q \rho_B \hat{B}^p] - \text{Tr}[\hat{B}^p \rho_B] \text{Tr}[\hat{B}^q \rho_B]$$ \hspace{1cm} (79)

Both unsymmetrized and symmetrized definitions of covariance reduce to the familiar expression of variance when $p = q$, and $\text{ucov}(\hat{B}^p, \hat{B}^q) = \text{Cov}(\hat{B}^p, \hat{B}^q)$ when $\hat{B}^p$ and $\hat{B}^q$ commute.

As shown in equation (76), the first-order derivative of the negativity for $A;A$ also vanishes just as the cases for the systems $A;B$ and $A;B$ in section 4. We define the second-order time-derivative of the negativity for $A;A$ in equation (77) as the negativity vulnerability $V(\rho_A, \rho_B, \dot{H}_{tot})$, which indicates how fast the initial entanglement within $A;A$ will be lost due to the interaction proceeding between $A$ and $B$. Notice that the negativity vulnerability $V(\rho_A, \rho_B, \dot{H}_{tot})$ should generally have negative values to indicate the loss of entanglement. Therefore, in order to protect the entanglement between $A$ and $B$ and minimize the loss of the entanglement to the environment, we need to maximize the value of negativity vulnerability in equation (77) by adjusting $\rho_A$, $\rho_B$, or $\dot{H}_{tot}$. We will give an example of such maximization procedure in the special case of $A$ and $B$ as qubits and a product Hamiltonian in the following section 5.1.2. We verify our perturbative results in equations (76) and (77) with the numerical examples in figure 9 of appendix D.3, and we see that our perturbative calculations agree with the numerical results at the onset of interaction. We emphasize that the expression of negativity vulnerability in equation (77) applies to both situations where $\det(\rho_B) = 0$ and $\det(\rho_B) \neq 0$, which is different from the dynamics of the $A;B$ and $A;B$ systems in the previous sections 3 and 4 where the negativity susceptibility and transmissibility introduced in equations (45) and (68) only apply in the case of $\det(\rho_B) = 0$.

5.1.1 Free Hamiltonians do not contribute to the negativity vulnerability $N_{A,A}^{(2)}$. Similar to sections 4.1.1 and 4.2.1, we can also show that free Hamiltonians on $A$ or $B$ do not contribute to the negativity vulnerability $N_{A,A}^{(2)}$.

We first consider the free Hamiltonian $\hat{C}$ for the subsystem $A$ where $\dot{H}_{tot}$ is given in equation (51). We see that all terms in equation (77) containing the free Hamiltonian $\hat{C} \otimes \mathbb{I}_B$ will vanish, since all the unsymmetrized covariance terms involving the identity operator will vanish:

$$\text{ucov}(\hat{B}^p, \mathbb{I}_B) = \text{Tr}[\hat{B}^p \rho_B \mathbb{I}_B] - \text{Tr}[\hat{B}^p \rho_B] \text{Tr}[\mathbb{I}_B \rho_B] = 0.$$ \hspace{1cm} (80)
Next we consider the impact of the free Hamiltonian $\hat{D}$ for $B$ where $\hat{H}_{\text{int}}$ is given in equation (54). All terms in equation (77) containing the free Hamiltonian $I_A \otimes \hat{D}$ will also vanish, since when $\hat{A}^3 = I_A$, the second part of equation (77) will become

$$\text{Tr}[\sqrt{\rho_A^0}]\text{Tr}[\hat{A}^P \sqrt{\rho_A^0} I_A^2] - \text{Tr}[\sqrt{\rho_A^0}]\text{Tr}[\sqrt{\rho_A^0}] = 0.$$ (81)

Therefore, the free Hamiltonians on both $A$ and $B$ are initially negligible for the dynamics of negativity between $\hat{A}$ and $A$, and the two free Hamiltonian terms $\hat{C} \otimes I_B$ and $I_A \otimes \hat{D}$ can not contribute to the negativity vulnerability $\mathcal{N}^{(2)}_{A:A'}$.

Hence, we have shown that terms of the form $\hat{C} \otimes I_B$ and $I_A \otimes \hat{D}$ (i.e. free Hamiltonians of $A$ and $B$) do not contribute to the first and second-order time derivatives of the negativity for any of the bipartite systems in our system. We can therefore ignore the free Hamiltonians when we consider the dynamics of negativity for $A:B$ (section 4.1.1), $A:B$ (section 4.2.1), and $\hat{A};A$ (section 5.1.1) at the onset of interaction up to the second order, and the phenomenon of resonance can only occur at most at the third order at the onset in our system.

5.1.2. $\hat{A}$ and $A$ lose their entanglement under a generic $\hat{H}_{\text{int}} = \hat{A} \otimes \hat{B}$. When we consider a product Hamiltonian with $H_{\text{int}} = \hat{A} \otimes \hat{B}$, the negativity vulnerability in equation (77) reduces to

$$V(\rho_A, \rho_B, \hat{A} \otimes \hat{B}) := \mathcal{N}^{(2)}_{A:A} = -\frac{1}{2} (\Delta B)^2 \left( \text{Tr}[\sqrt{\rho_A^0}]\text{Tr}[\hat{A}\sqrt{\rho_A^0}] - \text{Tr}[\sqrt{\rho_A^0}]^2 \right)$$ (82)

$$= -\frac{1}{2} (\Delta B)^2 G_A.$$ (83)

We observe that the second term involving $\hat{A}$ and $\rho_A$ in equation (82) will reduce to the variance $(\Delta A)^2$ if we replace all the appearances of $\sqrt{\rho_A}$ with $\rho_A$. Since $\sqrt{\rho_A}$ is the square root of the probability of each state in the ensemble, we define the notion of the probability amplitude-based variance $G_A$ with respect to the initial density matrix $\rho_A$ and the Hamiltonian (observable) $\hat{A}$ on the system $A$:

$$G_A := \text{Tr}[\sqrt{\rho_A}]\text{Tr}[\hat{A}\sqrt{\rho_A}] - \text{Tr}[\sqrt{\rho_A}]^2.$$ (84)

To show $\mathcal{N}^{(2)}_{A:A} \leq 0$ under $\hat{H}_{\text{int}} = \hat{A} \otimes \hat{B}$, we express equation (84) in the matrix component form similar to equation (234):

$$G_A = \sum_{u,v,y} \alpha_u \alpha_v A_{uy} A_{uv} - \sum_{uv} \alpha_u \alpha_v A_{uv} A_{uv}$$

$$= \frac{1}{2} \sum_{u,v} \alpha_u \alpha_v \left( \sum_y A_{yu} A_{vy} + \sum_y A_{yu} A_{vy} - 2 A_{uu} A_{uv} \right)$$

$$= \frac{1}{2} \sum_{u,v} \alpha_u \alpha_v \left( \sum_{y \neq v} |A_{yu}|^2 + \sum_{y \neq u} |A_{yu}|^2 + (A_{uu} - A_{uv})^2 \right) \geq 0$$

therefore, we see that $\mathcal{N}^{(2)}_{A:A} \leq 0$, and the negativity for $\hat{A};A$ is guaranteed to be non-increasing at the onset of interaction, which is expected, since $\hat{A}$ and $A$ initially purify each other, and there is no interaction Hamiltonian between $\hat{A}$ and $A$. In particular, we see that the negativity vulnerability $\mathcal{N}^{(2)}_{A:A}$ only vanishes when either $\Delta B$ or $G_A$ vanishes. The variance term $(\Delta B)^2 = 0$ only when $\rho_B$ is pure with an eigenstate of the observable $B$, while $G_A = 0$ is only achieved when
\[ \hat{A} \propto \hat{1}_A \text{ under the assumption that } \det(\rho_A) \neq 0. \] Therefore, under a generic product Hamiltonian \( \mathcal{N}^{(2)}_{\hat{A}\hat{A}} < 0 \), which suggests that \( \hat{A} \) and \( A \) immediately lost their entanglement at the onset.

We can further show that \( G_A \) is bounded below by the variance \( (\Delta A)^2 \). We can write \( (\Delta A)^2 \) in a form similar to equation \( (87) \):

\[
(\Delta A)^2 = \text{Tr}[\hat{A}^2 \rho_A] - \text{Tr}[\hat{A} \rho_A]^2 = \sum_{u,v} \lambda^u_A \lambda^v_A A_{uv}^2 - \sum_{u,v} \lambda^u_A \lambda^v_A A_{uv} \quad (88)
\]

\[
= \left( \sum \lambda^u_A \right) \left( \sum \lambda^v_A \right) A_{uv} \sum_{u,v} \lambda^u_A \lambda^v_A A_{uv}^2 - \sum_{u,v} \lambda^u_A \lambda^v_A A_{uv} A_{uv}^2 \quad (89)
\]

\[
= \frac{1}{2} \sum_{u,v} \lambda^u_A \lambda^v_A \left( \sum_{y \neq v} |A_{yv}|^2 + \sum_{y \neq u} |A_{yu}|^2 + (A_{uv} - A_{vu})^2 \right) \quad (90)
\]

combining equations \( (87) \) and \( (90) \), we have

\[
G_A - (\Delta A)^2 = \frac{1}{2} \sum_{u,v} (\alpha_u \alpha_v - \lambda^u_A \lambda^v_A) \left( \sum_{y \neq v} |A_{yv}|^2 + \sum_{y \neq u} |A_{yu}|^2 + (A_{uv} - A_{vu})^2 \right) \quad (91)
\]

\[
\geq 0, \quad (92)
\]

since \( \alpha_u \alpha_v - \lambda^u_A \lambda^v_A \geq 0 \) with \( 0 \leq \alpha_i = \sqrt{\lambda^i_A} \leq 1 \) for all \( i \). Therefore, the amplitude-based variance \( G_A \) is bounded below by the variance \( (\Delta A)^2 \). When \( \rho_A \) is in a pure state, \( \sqrt{\rho_A} = \rho_A \), so \( G_A = (\Delta A)^2 \) in equation \( (84) \). \( G_A \) reduces to normal variance for a pure state.

In the previous work of [20], the notion of the 2-fragility \( f_{2,A} \) was introduced:

\[
f_{2,A} := -\frac{1}{2} \text{Tr}[\hat{A} \rho_A^2], \quad (93)
\]

which determines the proclivity of the system \( A \) to lose its own purity at the onset of the interaction with \( B \). The probability amplitude-based variance \( G_A \) in equation \( (84) \) can be interpreted as a measurement for the tendency of \( A \) to lose its entanglement with \( \hat{A} \) under the interaction with \( B \). Interestingly, combining the result in [20], we have

\[
G_A \geq (\Delta A)^2 \geq f_{2,A}. \quad (94)
\]

Therefore, the tendency of the system \( A \) to lose its own purity is different from the tendency of the system \( A \) to lose its entanglement with \( \hat{A} \) (which initially purifies \( A \)). Both \( G_A \) and \( f_{2,A} \) are bounded by the variance \( (\Delta A)^2 \) and reduce to the variance when the system \( A \) starts at a pure state. However, when \( A \) is pure, \( G_A \) loses its interpretation as a term in the negativity vulnerability \( \mathcal{N}^{(2)}_{\hat{A}\hat{A}} \) in equation \( (82) \), since our calculation of the negativity perturbation in appendix C.3 breaks down due to the degenerate eigenvalue 0. In fact, when \( A \) is pure, there will be no initial entanglement between \( \hat{A} \) and \( A \). Without an interaction Hamiltonian between \( \hat{A} \) and \( AB \), no entanglement between \( \hat{A} \) and \( A \) can be generated. However, taking \( \rho_A \) to be pure in the probability amplitude-based variance \( G_A \) can still be reasonable: we can let a generically mixed \( \rho_A \) to approach the pure state asymptotically. The probability amplitude-based variance \( G_A \) might also have other significance beyond contributing to the negativity vulnerability.

5.1.3. **Maximize the negativity vulnerability \( \mathcal{N}^{(2)}_{\hat{A}\hat{A}} \) for qubits under \( H_{\text{int}} = \hat{A} \otimes \hat{B} \).** We next show how we can minimize the amplitude-based variance \( G_A \), therefore maximizing the negativity vulnerability and minimizing the loss of entanglement within \( \hat{A}; A \) in the case of \( H_{\text{int}} = \hat{A} \otimes \hat{B} \).
$\hat{B}$. For the example, we consider $A$ as a qubit. In the usual eigenbasis of $\rho_A$ with the two eigenvalues $\lambda^A_1 = \lambda$ and $\lambda^A_2 = 1 - \lambda$, equation (87) becomes

$$G_A = \left[2|A_{12}|^2 + (A_{11} - A_{22})^2\right]^{\sqrt{\lambda}}_{\sqrt{1 - \lambda}} + |A_{12}|^2. \quad (95)$$

With a fixed $\tilde{A}$, we see that $G_A$ is the largest when $\lambda = \frac{1}{2}$, that is $\tilde{A}$ and $A$ are maximally entangled. The more entangled $\tilde{A}$ and $A$ are, the faster $\tilde{A}$ and $A$ lose their entanglement at the onset of interaction. When $\lambda = 0$ or 1, that is $\rho_A$ being pure, $G_A$ vanishes, since $A$ and $\tilde{A}$ become initially unentangled. With fixed $\rho_A$, we see that $G_A$ vanishes when $A = \mathbb{I}_A$ (only free Hamiltonian $\hat{B}$ on $B$). Under fixed $\rho_A$, we can certainly minimize $G_A$ by adjusting $A_{12}, A_{11}$ and $A_{12}$ under certain constraints on the Hamiltonian $\tilde{A}$.

When we want to protect the initial entanglement in $\tilde{A}; A$ from the environment $B$, we usually can not choose or have no control over the interaction Hamiltonian $\tilde{A} \otimes \hat{B}$. For a more realistic procedure of minimizing $G_A$, $\tilde{A}$ should be considered as fixed. We also usually start with a given or fixed amount of the initial entanglement between $A$ and $\tilde{A}$ with some control over the initial state $\rho_A$. Therefore, we can minimize $G_A$ by changing $\rho_A$ under the constraint of the eigenvalues of $\rho_A$ staying the same. Different from the rest of the paper, we will work in the eigenbasis of the Hamiltonian $\tilde{A}$ where $\tilde{A} = [[A_1, 0], [0, A_2]]$ is characterized by the two measurement values of the observable, and the initial density matrix $\rho_A$ for the qubit $A$ can be written as $\rho_A = \frac{1}{2}(\mathbb{I}_A + a_{x}\sigma_x + a_{y}\sigma_y + a_{z}\sigma_z)$ in the eigenbasis of $\tilde{A}$ under the Bloch sphere representation. Let the radius of the Bloch vector corresponding to $\rho_A$ be $r = \sqrt{a_x^2 + a_y^2 + a_z^2}$, so $0 \leq r \leq 1$. We know that the eigenvalues of $\rho_A$ can be expressed as $\lambda^A_{1,2} = \frac{1+2r}{2}$, and the initial amount of entanglement between $A$ and $\tilde{A}$ can be described with the negativity $N'_{\tilde{A},A}(\theta_0) = \sqrt{1 - r^2}/2$ according to equation (22). With $N'_{\tilde{A},A}(\theta_0)$ considered fixed, $r$ will be considered as a constant, so we can rotate the Bloch vector $(a_x, a_y, a_z)$ under the constraint $a_x^2 + a_y^2 + a_z^2 = r^2$ to minimize the amplitude-based variance $G_A$. Substituting our $A$ and $\rho_A$ expressions in the eigenbasis of $\tilde{A}$ into equation (84), we can eventually find

$$G_A = \frac{(A_1 - A_2)^2}{4} \left[\sqrt{1 - r^2} + 1 - \left(1 - \sqrt{1 - r^2}\right) \frac{a_z^2}{r^2}\right]. \quad (96)$$

With $0 \leq a_z \leq r$, we have

$$\frac{(A_1 - A_2)^2}{4} \left(2\sqrt{1 - r^2}\right) \leq G_A \leq \frac{(A_1 - A_2)^2}{4} \left(\sqrt{1 - r^2} + 1\right), \quad (97)$$

where $G_A$ achieves its minimum when $a_z = \pm r$, while $G_A$ achieves its maximum when $a_z = 0$. Interestingly, the minimization of $G_A$ for the case of qubits does not depend on the exact measurement values $A_1$ and $A_2$ of the Hamiltonian $\tilde{A}$ and only depends on $a_z$. In order to minimize the loss of the entanglement within $A; A$, we need the negativity vulnerability $V(\rho_A, \rho_B, A \otimes \hat{B})$ to be large and $G_A$ to be small, which corresponds to $a_z = r$, that is $\rho_A$ being diagonal in the eigenbasis of $\tilde{A}$. When $\rho_A$ is maximally mixed (proportional to the identity matrix), we know $r = 0$ and $G_A = (A_1 - A_2)^2/2$, so there is no place to hide the entanglement loss as expected. When $\rho_A$ is neither completely mixed nor pure with $0 < r < 1$, we can always minimize the initial speed of the entanglement loss to the environment by ensuring $\rho_A$ is diagonal in the eigenbasis of $\tilde{A}$. The entanglement within the $2 \times 2$ dimensional $A; A$ system is the most protected when $\rho_A$ is essentially an ensemble of the eigenstate of $\tilde{A}$.

We have thus demonstrated the procedure of analytically minimizing the probability amplitude-based variance $G_A$ in order to maximize the negativity vulnerability $N'_{\tilde{A},A}$ in the case of a qubit under a product Hamiltonian. We can easily generalize the above procedure to
(a) Delocalization of the $\tilde{A};AB$ entanglement in the case that $\tilde{A};B$ are unentangled throughout the time evolution under $\hat{H}_{\text{tot}} = \delta_x \otimes \delta_y + \hat{I}_A \otimes \hat{F}$.

(b) Delocalization of the $\tilde{A};AB$ entanglement in the case that $\tilde{A};B$ are initially unentangled for a finite amount of time under $\det(\rho_B) \neq 0$.

**Figure 3.** Delocalization of the $\tilde{A};AB$ entanglement in two cases. We choose $\tilde{A}, A,$ and $B$ as qubits, so the PPT criterion applies. The initial state of $A$ in both plots is given by equation (246) in appendix D.2. In figure 3(a), $B$ is chosen to be pure, and $\hat{H}_{\text{tot}} = \delta_x \otimes \delta_y + \hat{I}_A \otimes \hat{F}$, where $\delta_x, \delta_y, \delta_z$ are Pauli matrices and $\hat{F}$ (the free Hamiltonian on $B$) is given in equation (248). In figure 3(b), $\rho_B$ is given by equation (247), and $\hat{H}_{\text{tot}} = H_{\text{SWAP}}$ is given in equation (249).

of minimizing $G_A$ to higher dimensional systems such as qutrit under a product Hamiltonian, which we expect to offer more degrees of freedom compared to the qubit to hide the entanglement within $\tilde{A};A$ away from the interaction Hamiltonian $\hat{H}_{\text{int}} = A \otimes B$. We can also generalize the above procedure to a generic interaction Hamiltonian where we have to directly maximize the negativity vulnerability $N_A^{(2)}_{\tilde{A}A}$ in equation (77). In the case of a generic Hamiltonian, we cannot longer separately consider systems $A$ and $B$ (minimizing $G_A$ and $(\Delta B)^2$ individually), and we expect the maximization of $N_A^{(2)}_{\tilde{A}A}$ to be performed numerically under given constraints. We leave the study of these more general cases to future work.

### 5.2. Delocalization in system $\tilde{A};AB$

In the previous sections, we calculated the second-order perturbation of negativity for the bipartite systems $A;B$, $\tilde{A};B$, and $\tilde{A};A$ at the onset. We now treat $AB$ as a single subsystem and consider the bipartite entanglement between $\tilde{A}$ and $AB$. Under our system setup, there is no interaction between $\tilde{A}$ and $AB$, so the entanglement, thereby the negativity, of the system $\tilde{A};AB$ will remain unchanged, which can be directly observed from the constant negativity between $\tilde{A}$ and $AB$ in figure 3. We now proceed to analyze how the entanglement between $\tilde{A}$ and $AB$ is distributed within the $AB$ system.

From section 5.1, we know that the initial change of negativity for $\tilde{A};A$ is characterized by the negativity vulnerability $N_A^{(2)}_{\tilde{A}A}$ in equation (77). Since all of the entanglement between $\tilde{A}$ and $AB$ is initially localized to $A$, and there is no interaction Hamiltonian between $\tilde{A}$ and any other subsystems, the entanglement between $\tilde{A}$ and $AB$ can not increase at the onset. In fact, we have shown in sections 5.1.1 and 5.1.2 that for a total Hamiltonian between $A$ and $B$ with the form $\hat{H}_{\text{tot}} = \hat{C} \otimes \hat{I}_B + \hat{A} \otimes \hat{B} + \hat{I}_A \otimes \hat{D}$, the negativity vulnerability $N_A^{(2)}_{\tilde{A}A}$ is guaranteed to be
negative as long as $\rho_B$ is not a pure eigenstate of $\hat{B}$ and $\tilde{A} \not \propto \mathbb{I}_A$, which suggests that $\tilde{A}$ and $A$ will immediately lose their entanglement at the onset.

As the entanglement between $\tilde{A}$ and $AB$ remains constant throughout the interaction, the loss of the entanglement between $\tilde{A}$ and $\tilde{A}$ indicates that the bipartite entanglement of $\tilde{A}:AB$ must be redistributed within the $AB$ subsystem: either $\tilde{A}$ becomes entangled with $B$ or the entanglement for $\tilde{A}:AB$ becomes delocalized within the $AB$ subsystem. The delocalization of the bipartite $\tilde{A}:AB$ entanglement is a manifestation of the tripartite entanglement among $\tilde{A}AB$, since the delocalized part of $\tilde{A}:AB$ entanglement can neither be accounted by the bipartite $\tilde{A}:A$ entanglement or $\tilde{A}:B$ entanglement. The degree of delocalization of the $\tilde{A}:AB$ entanglement depends on whether $\tilde{A}$ and $B$ can become entangled and how much they become entangled.

When $\tilde{A}$ and $B$ are unentangled, the $\tilde{A}:AB$ entanglement certainly becomes delocalized within $AB$. The loss of the localized entanglement between $\tilde{A}$ and $A$ is transferred to the entanglement between $\tilde{A}$ and the delocalized part of $AB$, which is illustrated schematically in figure 4(a). The key features of the entanglement dynamics between $\tilde{A}$ and $B$ are summarized in table 2 in section 1.3, and we see that the $\tilde{A}:B$ entanglement dynamics, either at the onset or throughout the course of interaction, depend on the state of the initial density matrix $\rho_B$ and the form of total Hamiltonian $\hat{H}_{\text{tot}}$ between $A$ and $B$. Therefore, the degree of delocalization of the $\tilde{A}:AB$ entanglement is also determined by the forms of $\rho_B$ and $\hat{H}_{\text{tot}}$. The less entangled $\tilde{A}$ and $B$ are, the more delocalized the $\tilde{A}:AB$ entanglement will be.

When $\tilde{A}$ and $B$ remain unentangled (or weakly entangled with vanishing negativity) only for a finite amount of time in the case of $\det(\rho_B) \neq 0$ summarized in table 2, the delocalization phenomenon can be just temporary at the initial time, which can be seen in figure 3(b). Under the conditions
set in figure 3(b), $\hat{A}; B$ remain unentangled before $t \approx 0.3$, which suggests that all the loss of the $\hat{A}; A$ entanglement is transferred to the entanglement between $A$ and the delocalized part of $AB$ during this period. After $t \approx 0.3$, $\hat{A}$ and $B$ gain entanglement first at the expense of the $\hat{A}; A$ entanglement (during $0.3 \lesssim t \lesssim 0.5$) and then at the expense of the delocalized $\hat{A}; AB$ entanglement (during $0.5 \lesssim t \lesssim 0.8$). After $t \approx 0.5$, we see that the $\hat{A}; AB$ entanglement is becoming more localized to $B$, and the delocalized $\hat{A}; AB$ entanglement is converted to the localized $\hat{A}; B$ entanglement. At $t \approx 0.8$, the $\hat{A}; AB$ entanglement is completely localized to $B$ with no delocalization phenomenon. The $\hat{A}; A$ entanglement is completely transferred to $\hat{A}; B$ at this point.

Generally, this behavior of delocalization of the $\hat{A}; AB$ entanglement decreases the quantum channel capacity and presents a challenge to our goal of transferring entanglement from $\hat{A}; A$ to $\hat{A}; B$ in the localized form. However, the existence of delocalized entanglement also provides one of the key advantages of quantum computing, since the combined system $\rho_{AB}$ acting on the tensor product space $\mathcal{H}_A \otimes \mathcal{H}_B$ can store much more information than the sum of the information stored by $\rho_A$ and $\rho_B$ individually. The additional degrees of freedom in $\rho_{AB}$ exists in the delocalized form. We can store localized information into the delocalized part of the Hilbert space similar to the example in figure 3(a), and we can access the delocalized part of the Hilbert space by localizing the delocalized entanglement similar to the $0.5 \lesssim t \lesssim 0.8$ period in figure 3(b).

5.3. Delocalization in system $B; \hat{A}A$

Similar to the previous section 5.2 where we considered $AB$ as a single subsystem, we can also treat $AA$ as a single subsystem and consider the dynamics of the bipartite entanglement between $B$ and $\hat{A}A$. The total Hamiltonian between $B$ and $\hat{A}A$ can then be written as $\hat{H}_{\text{tot}}^{B;\hat{A}A} = \sum_{\rho} B^{\rho} \otimes (\hat{I}_\hat{A} \otimes \hat{A}^\rho)$ based on equations (8) and (9). Under our system setup, $\rho^{AA}$ starts in a pure state.

When $\det(\rho_B) \neq 0$, the $B; \hat{A}A$ system will then reduce to the case studied in section 4.1 with $A$ and $B$ replaced by $\hat{A}$ and $\hat{A}A$ respectively. Applying results from equations (44) to (50), we can find the expressions for the first and second-order perturbation of the negativity between $B$ and $\hat{A}A$ at the onset of interaction:

\begin{equation}
\mathcal{N}_{B;\hat{A}A}^{(1)} = 0
\end{equation}

\begin{equation}
\mathcal{N}_{B;\hat{A}A}^{(2)} = \frac{1}{2} \left( \text{Tr} \left[ \sqrt{\hat{F}_{B;\hat{A}A}^2} \right] - \text{Tr} \left[ \hat{F}_{B;\hat{A}A} \right] \right)
\end{equation}

\begin{equation}
\hat{F}_{B;\hat{A}A} = \sum_{\rho, \rho'} \hat{B}^\rho \rho_B \hat{B}^\rho \rho_B \left( \hat{P}_{AA}^{\rho,\rho'} \otimes \hat{P}_{AA}^{\rho,\rho'} \right) \rho_{AA}(\hat{I}_\hat{A} \otimes \hat{A}^\rho) \rho_{AA}(\hat{I}_\hat{A} \otimes \hat{A}^{\rho'}) \rho_{AA} \rho_{AA}
\end{equation}

\begin{equation}
\hat{P}_{AA}^{\rho,\rho'} = \rho_{AA} - \rho_{AA},
\end{equation}

where $\rho_{AA}$ is given in equation (1). When the total Hamiltonian between $B$ and $\hat{A}A$ takes the product form $\hat{H}_{\text{tot}} = \hat{B} \otimes (\hat{I}_\hat{A} \otimes \hat{A})$, we know that $\mathcal{N}_{B;\hat{A}A}^{(2)} > 0$ when $[\hat{B}, \rho_B] \neq 0$ and $(\hat{I}_\hat{A} - \rho_{AA} - \rho_{AA})(\hat{I}_\hat{A} \otimes \hat{A}) \rho_{AA} \neq 0$, based on the analysis in section 4.1.2, so a generic product Hamiltonian is sufficient to immediately generate entanglement between $B$ and $\hat{A}A$ at the onset when $\rho_B$ is not maximally mixed. We also expect that a generic interaction Hamiltonian containing multiple terms can also immediately entangle $B$ with $\hat{A}A$ at the onset, which can be seen from the topmost curve in figure 5 as an example.

When $\det(\rho_B) = 0$, our perturbative calculations in section 4 no longer apply. With the initial density matrices of both $B$ and $\hat{A}A$ subsystems containing vanishing eigenvalues, the
perturbation of negativity becomes more complicated due to the additional structures present in the degenerate eigenspace for the vanishing eigenvalue. However, we still expect $B$ and $\tilde{A}A$ to gain entanglement at the onset of interactions under a generic total Hamiltonian between $A$ and $B$, since zero eigenvalues are generally prone to entanglement generation. In the special case when $B$ is pure, the total $\tilde{A}AB$ system is pure, so we can use $n$-Rényi entropy as an entanglement measure for $B;\tilde{A}A$. The perturbative result for the $n$-Rényi entropy in equation (66) from [20] shows that $B$ and $\tilde{A}A$ will become immediately entangled under a generic product Hamiltonian on $AB$. Therefore, we expect $B$ and $\tilde{A}A$ to become entangled under a generic $\rho_B$ and $\hat{H}_\text{tot}$.

The generation of entanglement within the bipartition $B;\tilde{A}A$ is in fact an indication for the establishment of genuine tripartite entanglement in the total system $\tilde{A}AB$, which is equivalent to all three bipartitions $\tilde{A};AB$, $A;\tilde{A}B$, and $B;\tilde{A}A$ being bipartitely entangled [37]. The entanglement (negativity) between $\tilde{A};AB$ will remain constant as established in section 5.2, and $B;\tilde{A}A$ (with $\rho_B$ pure) will become immediately entangled at the onset under a generic $\hat{H}_\text{tot}$, as discussed in this section. The bipartition $A;\tilde{A}B$ is not studied in this work, but since $A$ is initially entangled with $\tilde{A}$ under our setup, we know $A$ and $\tilde{A}B$ are initially entangled. Therefore, the total system $\tilde{A}AB$ will become tripartitely entangled as $B$ become entangled with $\tilde{A}A$ at the onset.

We next proceed to analyze how the entanglement between $B$ and $\tilde{A}A$ is distributed within the $\tilde{A}A$ system. In the case of $\text{det}(\rho_B) \neq 0$, we know $N_{A,B}(t) = N_{A,B}(t) = 0$ for a finite amount of time after the start of interaction between $A$ and $B$ based on section 3. However, we know the negativity for $B;AA$ increases immediately from equation (99) under a generic $\hat{H}_\text{tot}$, which indicates that most, if not all, of the entanglement generated between $B$ and $\tilde{A}A$ exists between $B$ and the delocalized part of $\tilde{A}A$. In the case of $A$ and $B$ as qubits ($\dim(H_A)\dim(H_B) \leq 6$), $B$ remain unentangled with both $A$ and $\tilde{A}$ for a finite amount of time while $B$ becomes entangled with $\tilde{A}A$ at the same time, which indicates that the generated $B;\tilde{A}A$ entanglement is completely delocalized, which is demonstrated in the region with $t \lesssim 0.3$ in figure 5. The existing $\tilde{A}A$ entanglement is transferred to the entanglement between $B$ and the delocalized part of $\tilde{A}A$. However, such complete delocalization of the $B;\tilde{A}A$ entanglement is only temporary. We expect $B$ and $A$ to become entangled after a finite amount time ($\tilde{A}$ and $B$ can also become entangled depending
on the forms of $\hat{H}_\text{tot}$ and $\rho_B$ shown in Table 2, so part of the $B; \tilde{A}A$ entanglement become localized again after this initial period as seen in the $t \lesssim 0.3$ region of figure 5. The $t \lesssim 0.3$ period in figure 5 provides an example for generating purely delocalized entanglement.

When $\det(\rho_B) = 0$, we have shown in section 4.1 that $B$ will become immediately entangled with $A$ under a generic total Hamiltonian for $AB$ and a generic state $\rho_B$, which prevents the existence of the complete delocalization of the $B; \tilde{A}A$ entanglement under generic cases. However, a complete delocalization of the $A; AB$ entanglement is still possible for $\det(\rho_B) = 0$ under some special circumstances: we can simply add an ancilla $\tilde{B}$ to purify $B$ in the system described in figure 5 such that $\det(\rho_{B\tilde{B}}) = 0$ while the $B\tilde{B}; \tilde{A}A$ entanglement is still completely delocalized within $\tilde{A}A$ for an initial period.

Combining the analysis in this section and the previous section 5.2, we see that when $\det(\rho_B) \neq 0$, both delocalization of the $A; AB$ entanglement and delocalization of the $B; \tilde{A}A$ entanglement can occur simultaneously for a finite amount of time after the start of interaction between $A$ and $B$, which is demonstrated by the $t \lesssim 0.3$ region in figures 3(b) and 5 with the same initial states and $\hat{H}_\text{tot}$. The original $A; A$ entanglement is transferred to the entanglement between $\tilde{A}$ and the delocalized part of $AB$ as well as the entanglement between $B$ and the delocalized part of $\tilde{A}A$. In the case of $A$ and $B$ as qubits, we see that the localized $\tilde{A}; A$ entanglement is only transferred to the entanglement in the delocalized form, which provides a mechanism to store information in the delocalized part of the Hilbert space.

6. When can an interaction $\hat{H}_\text{int} = \hat{A} \otimes \hat{B}$ transmit entanglement?

In section 3, we see that the negativity for $\tilde{A}; B$ will vanish for a finite amount of time when $\det(\rho_B) \neq 0$ regardless of the total Hamiltonian $\hat{H}_\text{tot}$ in $AB$. In section 4.2, we have established that the negativity transmissibility $N_{\tilde{A}B}^{(2)}$ given in equation (68) vanishes at the onset under a total Hamiltonian of the form $\hat{H}_\text{tot} = C \otimes I_A + \hat{A} \otimes \hat{B} + I_A \otimes D$ between $A$ and $B$ when $\det(\rho_B) = 0$. In this section, we go beyond the perturbative calculation of the $\tilde{A}; B$ negativity and study under what forms of $\hat{H}_\text{tot}$ can the entanglement within $\tilde{A}; A$ be transmitted to $\tilde{A}; B$ during the interaction between $A$ and $B$.

6.1 Without free Hamiltonians: no entanglement transmission

We first consider a product Hamiltonian $\hat{H}_\text{tot} = \hat{H}_\text{int} = \hat{A} \otimes \hat{B}$ where free Hamiltonians on $A$ and $B$ are ignored. According to equation (7), the time evolution is given by

$$\rho(t) = U(t)\rho_0 U(t)^\dagger = e^{-i\chi(\hat{A} \otimes \hat{B})} \rho_{AA} \otimes \rho_{BB} e^{i\chi(\hat{A} \otimes \hat{B})}$$

We express $U(t)$ in the eigenbasis of $\hat{A}$ and $\hat{B}$. Assume $\hat{A} = \sum_i \hat{h}_\lambda^A |\lambda \rangle \langle \lambda |$ and $\hat{B} = \sum_j \hat{h}_\mu^B |\mu \rangle \langle \mu |$, then $\hat{A} \otimes \hat{B} |\lambda \rangle \langle \mu | = \hat{h}_\lambda^A \hat{h}_\mu^B |\lambda \rangle \langle \mu |$, which are the eigenvalues and eigenvectors of $\tilde{A} \otimes \tilde{B}$. It is important for our proof that the eigenvectors of $\tilde{A} \otimes \tilde{B}$ are in the product form themselves. The unitary operator can then be decomposed in the following form:

$$U(t) = I_{\tilde{A}} \otimes \sum_{i,j} \exp \{-i\chi \hat{A} \otimes \hat{B} \} |\lambda \rangle \langle \lambda | \otimes |\mu \rangle \langle \mu |$$

$$= I_{\tilde{A}} \otimes \sum_j \exp \{-i\chi \hat{h}_\mu^B \hat{A} \} |\lambda \rangle \langle \lambda | \otimes |\mu \rangle \langle \mu |$$

$$= I_{\tilde{A}} \otimes \sum_i |\lambda \rangle \langle \lambda | \otimes \exp \{-i\chi \hat{h}_\lambda^A \hat{B} \}.$$
Using equations (102) and (105), we proceed to show \( \tilde{A} \) and \( B \) remain unentangled throughout the time evolution:

\[
\rho_{AB}(t) = \text{Tr}_A[\rho(t)] = \text{Tr}_A[U(t)\rho_{AA} \otimes \rho_B U^\dagger(t)]
\]

\[
= \text{Tr}_A \left[ \sum_i |h'_{Ai}\rangle\langle h'_{Ai}| \otimes \exp\{-ith'_{Ai}\hat{B}\} \rho_{AA} \otimes \rho_B \sum_j |h'_{Bj}\rangle\langle h'_{Bj}| \otimes \exp\{ith'_{Bj}\hat{B}\} \right]
\]

\[
= \sum_{i,j} \text{Tr}_A[|h'_{Ai}\rangle\langle h'_{Ai}| \otimes |h'_{Bj}\rangle\langle h'_{Bj}|] \otimes \exp\{-ith'_{Ai}\hat{B}\} \rho_{AA} \otimes \exp\{ith'_{Bj}\hat{B}\} \rho_B
\]

\[
= \sum_{i,j} \langle h'_{Ai}| \rho_{AA} |h'_{ij}\rangle \langle h'_{Bj}| \rho_B |h'_{Bj}\rangle \exp\{-ith'_{Ai}\hat{B}\} \otimes \exp\{ith'_{Bj}\hat{B}\}
\]

\[
= \sum_{i} \langle h'_{Ai}| \rho_{AA} |h'_{Ai}\rangle \exp\{-ith'_{Ai}\hat{B}\} \otimes \exp\{ith'_{Bi}\hat{B}\}
\]

We analyze each term in equation (111). Let \( \rho_{A}^i := \langle h'_{Ai}| \rho_{AA} |h'_{Ai}\rangle / \text{Tr}[\langle h'_{Ai}| \rho_{AA} |h'_{Ai}\rangle] \), \( \rho_{B}^i \) is clearly a density matrix acting on \( \tilde{A} \), since \( \rho_{A}^i \) is Hermitian and positive-definite with \( \text{Tr}[\rho_{A}^i] = 1 \) according to its definition. Let \( \rho_{B}(t) := \exp\{-ith_B^i\hat{B}\} \rho_B \exp\{ith_B^i\hat{B}\} \), which is simply the time evolution of the system \( B \) under the new free Hamiltonian \( h_B^i \hat{B} \), so \( \rho_{B}(t) \) is a density matrix acting on \( \tilde{B} \). Last, we define \( p_i := \langle h'_{Ai}| \rho_{A} |h'_{Ai}\rangle \). We have \( p_i \geq 0 \) and \( \sum_i p_i = \text{Tr}[\rho_A] = 1 \) where \( \rho_A \) is the initial density matrix for the system \( A \). We can now write

\[
\rho_{AB}(t) = \sum_i p_i \rho_{A}^i \otimes \rho_B^i(t),
\]

and according to equation (12) in section 2.1, we see that \( \rho_{AB}(t) \) is separable for any time \( t \) so \( \tilde{A} \) and \( B \) remain unentangled during the entire time evolution. Therefore, it is impossible to transfer any entanglement from \( \tilde{A} \) to \( \tilde{B} \) with a product Hamiltonian between \( A \) and \( B \).

Notice that the above separability proof from equations (106) to (112) is independent of the exact form of the initial density matrices \( \rho_{AA} \) and \( \rho_B \). Though we assumed that \( \tilde{A} \) and \( A \) purify each other and \( \text{det}(\rho_A) \neq 0 \) for our system setup, \( A \) and \( B \) will remain unentangled under the product Hamiltonian regardless of the initial relation between systems \( A \) and \( B \) as long as the total system is initially in a product state \( \rho_{AA} \otimes \rho_B \). In fact, the above proof for the separability of \( \tilde{A}; \tilde{B} \) under a product Hamiltonian between \( A \) and \( B \) can be generalized to the situation where \( \tilde{A} \) and \( B \) are initially separable (that is \( \rho_{AB} = \sum_k q_k \rho_{AA}^k \otimes \rho_B^k \) where \( \sum_k q_k = 1 \)) by adding an additional summation over all expressions of the proof. The above proof also works when \( \tilde{A}, \tilde{B} \) are infinite dimensional systems.

If \( B \) is initially entangled with another system \( \tilde{B} \) (when \( B \) is mixed we can purify \( B \) with an ancillary \( \tilde{B} \) similar to what we did to \( A \)), then by the symmetry of our system setup, we know that \( \tilde{A} \) and \( \tilde{B} \) will also remain unentangled during the course of their time evolution if we choose \( \hat{H}_{\text{tot}} = \tilde{A} \otimes \tilde{B} \).

6.1.1. Non-zero quantum discord for qubits with \( \rho_B \) pure under \( \hat{H}_{\text{tot}} = \tilde{A} \otimes \tilde{B} \). Even though \( \tilde{A} \) and \( B \) remain unentangled throughout the time evolution under \( \hat{H}_{\text{tot}} = \tilde{A} \otimes \tilde{B} \) for \( AB \), \( A \) and \( B \) can still have quantum correlation in the form of discord \([38]\). The condition for \( D(A, B) = 0 \), a vanishing discord between system \( A \) and \( B \), is the more restrictive condition (compared to the separability criterion in equation (12)) that the bipartite state can be written in the form \( \rho = \sum_k \rho_A^k \otimes |k\rangle_2 \langle k|_2 \), where \( \{|k\rangle_2 \} \) is an orthonormal basis for the Hilbert space \( \mathcal{H}_2 \). Clearly,
We first consider the product form of the product of the free Hamiltonians for the inclusion of only free Hamiltonian when \( \hat{A} \) and \( \hat{B} \) are qubits and the initial state \( \rho_B \) is pure under a product Hamiltonian. Let the free Hamiltonian of \( \hat{P} \) longer covered by \( \hat{B} \) when systems become larger than qubits or the initial state \( \rho_B \) is pure, the total system \( \hat{A}\hat{B} \) will remain in a pure state. \( \hat{A} ; \hat{A} \) is initially entangled in our system setup, and \( \hat{A} \hat{B} \) (with \( \rho_B \) pure) will become immediately entangled at the onset under a generic \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} \) as shown in section 4.1.2. For three qubits in a total pure state, [40] showed that the presence of both bipartite and genuine tripartite entanglement in the total system require the presence of discord between \( \hat{A} \) and \( \hat{B} \). In particular, with \( \hat{A} \) entangled with \( \hat{A}, \hat{B} \) and \( \hat{B} \) become entangled at the onset under a generic product Hamiltonian on \( \hat{A} \hat{B} \). When the initial state \( \rho_B \) is pure, the total system \( \hat{A}\hat{B} \) will remain in a pure state. \( \hat{A} ; \hat{A} \) is initially entangled in our system setup, and \( \hat{A} \hat{B} \) (with \( \rho_B \) pure) will become immediately entangled at the onset under a generic \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} \) as shown in section 4.1.2. For three qubits in a total pure state, [40] showed that the presence of both bipartite and genuine tripartite entanglement in the total system require the presence of discord between \( \hat{A} \) and \( \hat{B} \). In particular, with \( \hat{A} \) entangled with \( \hat{A}, D(\hat{A}, \hat{B}) > 0 \); and with \( \hat{A} \) become entangled with \( \hat{B} \), we will have \( D(\hat{B}, \hat{A}) \) become positive.

Therefore, the system \( \hat{A}; \hat{B} \) can have quantum discord even though they remain unentangled under \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} \) in the case of qubits with \( \rho_B \) being pure. Quantum discord is indeed easier to generate and transfer compared to entanglement. We can in fact perform analytical calculation to quantify the initial change of discord using perturbation theory or plot the dynamics of discord numerically in the case of three qubits at a total pure state, since the entanglement of formation, which enters the expression of discord, simplifies to concurrence in the \( 2 \times 2 \) dimensional system [41]. We can no longer conclude the presence of discord between \( \hat{A} \) and \( \hat{B} \) when systems become larger than qubits or the initial state \( \rho_B \) becomes mixed, which is no longer covered by [40] as discord can no longer be easily calculated analytically. However, we still suspect the presence of quantum discord between \( \hat{A} \) and \( \hat{B} \) in the generic case.

### 6.2. With free Hamiltonians

We next consider the cases where the free Hamiltonian for system \( \hat{A} \) or \( \hat{B} \) becomes non-negligible. Let the free Hamiltonian of \( \hat{A} \) be \( \hat{C} \) and the free Hamiltonian of \( \hat{B} \) be \( \hat{D} \). We examine the two cases where \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} + \hat{I}_A \otimes \hat{D} \) or \( \hat{A} \otimes \hat{B} + \hat{C} \otimes \hat{I}_B \) respectively, that is we include either one of the free Hamiltonians for \( \hat{A} \) and \( \hat{B} \). We show that \( \hat{A} \) and \( \hat{B} \) remain unentangled with the inclusion of only free Hamiltonian \( \hat{D} \) for system \( \hat{B} \), while \( \hat{A} \) and \( \hat{B} \) can become entangled when the free Hamiltonian \( \hat{C} \) for system \( \hat{A} \) is included, yet inefficiently at the onset.

#### 6.2.1. The case \( \hat{H}_{\text{tot}} = \hat{A} \otimes \hat{B} + \hat{I}_A \otimes \hat{D} \): no entanglement transmission.

We first consider the case of a product interaction Hamiltonian with a free Hamiltonian for \( \hat{B} \). Assuming \( \hat{A} = \sum_i \hat{h}_A^i |\hat{h}_A^i\rangle \langle \hat{h}_A^i| \) and \( \hat{B} = \sum_j \hat{h}_B^j |\hat{h}_B^j\rangle \langle \hat{h}_B^j| \), \( \hat{A} \otimes \hat{B} + \hat{I}_A \otimes \hat{D} \) have eigenvalues \( \nu_l \) and eigenvectors of the product form \( |\hat{h}_A^i\rangle \otimes |\nu_l\rangle \), where \( \{\nu_l\}_{l \in \mathbb{N}} \) and \( \{ |\nu_l\rangle | \nu_l \rangle \}_{l \in \mathbb{N}} \) are eigenvalues and eigenvectors of the self-adjoint operator \( \hat{h}_A^i \hat{B} + \hat{D} \) on \( \mathcal{H}_B \). Indeed,

\[
\begin{align*}
\left( \hat{A} \otimes \hat{B} + \hat{I}_A \otimes \hat{D} \right) |\hat{h}_A^i\rangle \otimes |\nu_l\rangle &= \hat{h}_B^i |\hat{h}_A^i\rangle \otimes \hat{B} |\nu_l\rangle + |\hat{h}_A^i\rangle \otimes \hat{D} |\nu_l\rangle \\
&= |\nu_l\rangle \left( \hat{h}_B^i \hat{B} + \hat{D} \right) |\nu_l\rangle = \nu_l |\hat{h}_A^i\rangle \otimes |\nu_l\rangle
\end{align*}
\]

equation (114) yields

\[
U^{\text{with } \hat{D}}(t) = \hat{I}_A \otimes \sum_{l,l'} \exp\{-it\nu_l\} |\hat{h}_A^i\rangle \langle \hat{h}_A^i| \otimes |\nu_l\rangle \langle \nu_l|
\]

\[
= \hat{I}_A \otimes \sum_l |\hat{h}_A^i\rangle \langle \hat{h}_A^i| \otimes \exp \left\{-it \left( \hat{h}_A^i \hat{B} + \hat{D} \right) \right\}.
\]
Figure 6. The negativity dynamics for $\tilde{A}; \tilde{B}$ under different forms of total Hamiltonian $\hat{H}_{\text{tot}}$ between $A$ and $B$ in our system setup. We choose both $A$ and $B$ as qutrits with $\rho_A$ given in equation (238) and $\rho_B$ assumed to be pure. The Hamiltonians listed in the legend are chosen as equations (240)–(245) in appendix D.1. We see that the negativity for $\tilde{A}; \tilde{B}$ vanish for a product-form interaction Hamiltonian $\hat{A} \otimes \hat{B}$ with or without a free Hamiltonian $\hat{D}$ on $B$, while the addition of a free Hamiltonian $\hat{C}$ on $A$ can entangle $\tilde{A}$ and $\tilde{B}$. A generic interaction Hamiltonian of multiple terms can also entangle $\tilde{A}$ and $\tilde{B}$. The proof for $\tilde{A}$ and $\tilde{B}$ remaining unentangled with the inclusion of $\hat{D}$ for system $B$ is then similar to the case in equations (107)–(111) under section 6.1 by replacing $h'_A \hat{B}$ with $h'_A \hat{B} + \hat{D}$:

$$
\rho_{AB}^{D}(t) = \sum_{i,j} \text{Tr}_A[[h'_A|h'_A\rho_A|h'_A]\langle h'_A|] \\
\quad \otimes \exp\left\{-it\left(h'_A \hat{B} + \hat{D}\right)\right\} \rho_B \exp\left\{it\left(h'_A \hat{B} + \hat{D}\right)\right\} \\
= \sum_{e} \langle h'_A|\rho_A|h'_A \rangle \otimes \exp\{-it(h'_A \hat{B} + \hat{D})\} \rho_B \exp\{it(h'_A \hat{B} + \hat{D})\} \\
= \sum_{e} \rho_e \rho_e^B(t),
$$

(117) (118) (119)

where we defined $\rho_A^e := \langle h'_A|\rho_A|h'_A \rangle / \text{Tr}[[h'_A|h'_A\rho_A|h'_A]]$, $\rho_B(t) := \exp\{-it(h'_A \hat{B} + \hat{D})\} \rho_B \exp\{it(h'_A \hat{B} + \hat{D})\}$, and $\rho_e := \langle h'_A|\rho_e|h'_A \rangle$ with $\sum_e \rho_e = \text{Tr}[\rho_A] = 1$. Therefore, we know $\rho_{AB}^{D}(t)$ remains separable according to equation (12). The inclusion of a free Hamiltonian $\hat{D}$ for system $B$ on the product interaction Hamiltonian $\hat{A} \otimes \hat{B}$ can not entangle $\tilde{A}$ and $\tilde{B}$. Similar to the previous section 6.1, the above separability proof is also independent of the exact form of the initial density matrices $\rho_A$ and $\rho_B$, and it works for both finite and infinite dimensional systems. Since $\tilde{A}$ and $\tilde{B}$ remain unentangled, the negativity for $\tilde{A}; \tilde{B}$ vanishes, which is numerically verified in figure 6.
6.2.2. The case $H_{\text{tot}} = \hat{A} \otimes \hat{B} + \hat{C} \otimes I_B$: entanglement can be transmitted. In the special case when $\hat{C}$ commutes with $A$, we can factor the unitary operator $U(t)$ into products, and $A$ and $B$ remain unentangled:

$$\rho_{AB}(t) = \text{Tr}_A \left[ \exp\{-i(t(A \otimes B + C \otimes I_B))\} \rho_{AA} \otimes \rho_B \exp\{i(t(A \otimes B + C \otimes I_B))\} \right] \quad (120)$$

$$= \text{Tr}_A \left[ \exp\{-it\hat{A} \otimes B\} \left( \exp\{-it\hat{C}\} \rho_{AA} \exp\{it\hat{C}\} \right) \otimes \rho_B \exp\{it\hat{A} \otimes B\} \right] \quad (121)$$

$$= \text{Tr}_A \left[ \exp\{-it\hat{A} \otimes B\} \rho_{AA}^C (t) \otimes \rho_B \exp\{it\hat{A} \otimes B\} \right], \quad (122)$$

where we defined $\rho_{AA}^C (t) = \exp\{-it\hat{C}\} \rho_{AA} \exp\{it\hat{C}\}$. We can then show that $\hat{A}$ and $B$ are separable by replacing $\rho_{AA}$ with $\rho_{AA}^C (t)$ in the proof of equations (106)–(111) in section 6.1.

With a generic free Hamiltonian $\hat{C}$ which does not commute with $\hat{A}$, the proof strategy for separability used in sections 6.1 and 6.2.1 break down. $\hat{A}$ and $B$ can indeed become entangled, which is proved by the numerical example illustrated through the blue (solid) curve of figure 6. Therefore, the total Hamiltonian of the form $H_{\text{tot}} = A \otimes B + C \otimes I_B$ can entangle $A$ and $B$, while $H_{\text{tot}} = \hat{A} \otimes B \otimes \hat{C} \otimes I_B$ can not. In this sense, the free Hamiltonian on $A$ is more useful than the free Hamiltonian on $B$ for the entanglement transfer from $A; A$ to $A; B$. The case for $H_{\text{tot}} = A \otimes B + C \otimes I_B + I_A \otimes D$ with the inclusion of both free Hamiltonians is similar to the case of $H_{\text{tot}} = A \otimes B + C \otimes I_B$; $A$ and $B$ remain separable when $[\hat{A}, \hat{C}] = 0$, while they can become entangled when $[\hat{A}, \hat{C}] \neq 0$, which is demonstrated by the numerical example corresponding to the purple (dash-dot) curve in figure 6.

Even though the inclusion of the free Hamiltonian $\hat{C}$ on $A$ to the product interaction Hamiltonian $A \otimes B$ can entangle $A$ and $B$ during the time evolution, such entanglement transfer from $A; A$ to $A; B$ will be slow initially, characterized by the vanishing first and second derivatives of the negativity between $\hat{A}$ and $B$ at the onset. Both blue (solid) and purple (dash-dot) curves in figure 6 show this feature of slow negativity generation at the onset. When $\text{det}(\rho_B) \neq 0$, the negativity for $A; B$ vanishes for a finite amount of time as discussed in section 3, which guarantees that all orders of derivatives of $N_{A,B}^{(1)}(t)$ will vanish at the onset. When $\text{det}(\rho_B) = 0$, we showed in section 4.2 that the first and the second order perturbations $N_{A,B}^{(1)}$ and $N_{A,B}^{(2)}$ (corresponding to the first and second derivatives of $N_{A,B}^{(1)}(t)$ at the onset) vanish when the total Hamiltonian can be written in the form of $H_{\text{tot}} = \hat{A} \otimes B + \hat{C} \otimes I_B + I_A \otimes D$.

Therefore, the transfer of entanglement from $A; A$ to $A; B$ will be slow at the onset even when we consider the free Hamiltonian $\hat{C}$ for $A$ in addition to the product interaction Hamiltonian $H_{\text{int}} = A \otimes B$.

6.3. Interactions with multiple terms: efficient transmission of entanglement

When the interaction Hamiltonian between $A$ and $B$ contains multiple terms with $\hat{H}_{\text{int}} = \sum_r \hat{A}^r \otimes B^r$, we showed in section 4 that $\hat{A}$ and $\hat{B}$ will generically become entangled to the second-order at the onset when $\text{det}(\rho_B) = 0$, and we can characterize the rate of the entanglement generation with the negativity transmissibility introduced in equation (68). We therefore expect a generic interaction Hamiltonian with multiple terms to be able to transfer the entanglement from $A; A$ to $A; B$ during the time evolution.

The green (middle) curve in figure 5 and the black (topmost) curve in figure 6 give examples of $H_{\text{int}} = \sum_r \hat{A}^r \otimes B^r$ entangling $A; B$ in the cases of $\text{det}(\rho_B) \neq 0$ and $\text{det}(\rho_B) = 0$ respectively. As discussed in sections 3 and 4, $\text{det}(\rho_B) = 0$ allows fast entanglement generation at the onset, while $\text{det}(\rho_B) \neq 0$ forces $N_{A,B}^{(1)}(t)$ to vanish for a finite amount of time initially. Notice that in
the case of figure 5 where \( H_{\text{tot}} = H_{\text{SWAP}} = \hat{\sigma}_x \otimes \hat{\sigma}_x + \hat{\sigma}_y \otimes \hat{\sigma}_y + \hat{\sigma}_z \otimes \hat{\sigma}_z \), even though \( \hat{\sigma}_x \otimes \hat{\sigma}_x \), \( \hat{\sigma}_y \otimes \hat{\sigma}_y \), and \( \hat{\sigma}_z \otimes \hat{\sigma}_z \) commute with each other, that is the individual terms of \( H_{\text{tot}} \) commute with each other, \( H_{\text{SWAP}} \) can still entangle \( \hat{A} \) and \( \hat{B} \). This suggests \( H_{\text{tot}} \) can entangle \( A \) and \( B \) even if all the individual Hamiltonian terms commute with each other.

From the previous 6.2.2, \( H_{\text{tot}} = A \otimes B + C \otimes I_B \) allows entanglement transfer from \( \hat{A};A \) to \( \hat{A};B \), but the negativity for \( \hat{A};B \) initially vanishes up to the second order, thereby rendering the transmission slow. In comparison, the interaction Hamiltonian of multiple terms can transmit entanglement immediately at the second order when \( \text{det}(\rho_B) = 0 \). Therefore, when we want fast entanglement transfer from \( \hat{A};A \) to \( \hat{A};B \), we should always use a generic interaction Hamiltonian containing multiple terms, and the negativity transmissibility in equation (68) provides guidance on how to maximize the speed of the entanglement transfer. When we want to minimize the initial speed of the entanglement transmission, we should adopt a product-form interaction Hamiltonian. If we want to avoid the entanglement between \( A \) and \( B \) altogether, we should choose specific interaction Hamiltonians \( H_{\text{tot}} = A \otimes B \) where \( A \) dominates the free Hamiltonian \( C \) of \( A \) such that \( C \) can be neglected.

7. Conclusions and outlook

Due to entanglement, the state of a composite quantum system \( \hat{A} \hat{A} \) can and generally does contain delocalized quantum information. The question arises, therefore, how the efficiency with which entanglement can be transmitted from system to system in an interaction depends on the Hamiltonians and states involved. This question is of foundational interest when applied to the fundamental interactions in nature. At the same time, this question is of practical interest for quantum technologies, for example, for the purpose of constructing large quantum processors from smaller modules. To this end, in order to access the full tensor product Hilbert space of the collection of modules, entanglement will need to be efficiently transmitted and spread across the modules.

To study a prototypical scenario for the transmission of entanglement, we considered the situation in which a system \( A \) is initially entangled with and purified by an ancilla \( \hat{A} \), i.e. where \( A \) and \( \hat{A} \) initially share delocalized quantum information. We then let \( A \) interact with a system \( B \). During the interaction, system \( \hat{A} \) keeps constant entanglement with the combined system \( \hat{A} \hat{B} \). At the same time, system \( \hat{A} \) can lose entanglement with \( A \) and gain entanglement with \( B \), i.e. entanglement with \( \hat{A} \) can be transmitted from \( A \) to \( B \). We analyzed the dynamics of this entanglement transfer and we also found that systems \( \hat{A} \) and \( B \) can become discorded before they become entangled. This behavior is related to the fact that discord is a remnant of tripartite entanglement after one of three subsystems, here \( A \), is traced over, see [40].

Our focus, however, has been on the dynamics of entanglement transfer. To this end, we quantified magnitudes of entanglement by using the entanglement monotone negativity. We worked with finite-dimensional Hilbert spaces and we obtained both nonperturbative and perturbative results, as summarized in tables 1 and 2.

For the perturbative results, we expanded to the second order in time, i.e. we studied the dynamics of the transfer of entanglement at the onset of the interaction between systems \( A \) and \( B \). We did not expand in coupling constants, i.e. we do allow strong couplings, which is useful since strong couplings can occur in quantum technologies [42, 43]. We found, for example, the perturbative result that free Hamiltonians do not affect the change of negativity at the onset of an interaction, up to the second-order in time, which is consistent with our prior findings regarding the evolution of coherent information [20, 21]. Further, we saw that the free Hamiltonian of \( \hat{A} \) never impacts the entanglement transfer (see equation (26) in section 2.1).
Considering possible interaction Hamiltonians, we saw, for example, that, to second order in time, interaction Hamiltonians of the simple form $H_{\text{int}} = \hat{A} \otimes \hat{B}$ cannot transfer entanglement regardless of the free Hamiltonians of the systems $\hat{A}$, $A$ and $\hat{B}$. In fact, such interaction Hamiltonians will leave $\hat{A}$ and $\hat{B}$ unentangled throughout the entire time evolution—if or as long as the free Hamiltonian of $A$ can be neglected.

More generally, we analyzed how arbitrary interaction Hamiltonians and arbitrary initial states influence the proclivity of an interaction to either generate, transfer or lose entanglement. We found that these three proclivities are captured by three quantities that are Hamiltonian and state dependent and that we call negativity susceptibility (equation (45)), negativity transmissibility (equation (68)), and negativity vulnerability (equation (77)), respectively.

For example, the notion of negativity transmissibility quantifies the efficiency of the transfer of entanglement at the onset of an interaction. The use of this measure may help experimental efforts to either prevent entanglement transfer (e.g. to prevent decoherence), or to optimize entanglement transfer, e.g. for quantum communication. For example, interaction Hamiltonians and/or the use of suitable regions in state space could be engineered so as to extremize the negativity transmissibility. The negativity transmissibility could also serve as all or part of the cost function for the training of a neural network, e.g. for the purpose of machine-learned quantum error correction or error prevention [44–46].

For another example, the negativity vulnerability can be useful to identify those subsystems of the Hilbert space of $A$, in which entanglement with $\hat{A}$ is relatively safe from decoherence and, conversely, to identify subsystems in which entanglement with $\hat{A}$ is at an elevated risk of decohering. We note here that since a subsystem can be specified by giving the observables of the subsystem, it should be possible to describe entanglement vulnerability not only in terms of subsystems but also in terms of observables. This then suggests a connection to the study of entanglement dynamics in the Heisenberg picture [47–50], which should depend on both the initial states and the observables (interaction Hamiltonians), similar to the notion of the negativity susceptibility $S(\rho_A, \rho_B, H_{\text{int}})$ in equation (45).

While our results here have been derived under the assumption that the Hilbert spaces involved are finite dimensional, it will also be very interesting to generalize these results to infinite-dimensional Hilbert spaces. What we can say so far, is, for example, that our calculations for the negativity susceptibility and negativity transmissibility for the $A;B$ and $\hat{A};\hat{B}$ systems in section 4 still hold if $B$ is infinite dimensional, under the condition that $\rho_B$ possesses only a finite number of non-zero eigenvalues and $\hat{A}$ and $A$ remain finite dimensional.

This means that, in principle, it is possible to apply our results to a system consisting of two atoms, $A$ and $\hat{A}$, and a quantum field, $B$, as long as the field’s initial density matrix is of finite rank and as long as we take into account only finitely many energy levels of the atoms. For practical applications, the situation is somewhat subtle because a careful UV cutoff would generally be necessary. This is because, in practice one might expect the field to be in a state with a thermal background. On one hand, the condition that $\rho_B$ possesses finite rank would then be violated. On the other hand, it could be argued that for the field to violate the finite rank condition, the field would, unrealistically, have to thermalize infinitely far into the ultraviolet (i.e. e.g. even beyond the Planck scale).

Our perturbative calculation for the negativity of the $\hat{A};A$ system in section 5.1 is more general. The notion of negativity vulnerability (equation (77)) applies to any situation where $A$ and $\hat{A}$ are finite dimensional while $B$ can be infinite dimensional without restrictions. In particular, the notion of negativity vulnerability for the $A;A$ system can also be applied if $\hat{B}$ is in a thermal state (while negativity susceptibility (equation (45)) and negativity transmissibility (equation (68)) for the $A;B$ and $\hat{A};\hat{B}$ systems do not straightforwardly apply if $B$ is in a thermal state).
Also, our calculations have assumed that $A$ is finite dimensional and that $\det(\rho_A) \neq 0$. It will be very interesting to generalize our perturbative results to the case with $\det(\rho_A) = 0$ and, finally, for the case in which $\tilde{A}, A$ and $B$ are allowed to be infinite dimensional systems. For a related paper on the question what genuinely new phenomena may arise for infinite-dimensional systems, see, e.g. [49].
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**Appendix A. Eigenvalue perturbation**

To establish the notation and adaptation for our purposes, we here review basic perturbation theoretic tools that we will use. To this end, consider a family of self-adjoint operators $H(t)$ on a separable Hilbert space $\mathcal{H}$. Assuming $H(t)$ is analytic with respect to $t$, we consider its Taylor expansion up to the second order with respect to $t$:

$$H(t) = H(0) + tH(1) + t^2H(2) + O(t^3),$$

(123)

where the $f$th order perturbation $H^{(f)}$ is also self-adjoint. The eigenvalues $E_i(t)$ and the corresponding eigenvectors $|i(t)>$ of $H(t)$ can be expanded as:

$$E_i(t) = E_i(0) + tE_i(1) + t^2E_i(2) + O(t^3)$$

(124)

$$|i(t)> = |i(0)> + t|i(1)> + t^2|i(2)> + O(t^3),$$

(125)

where $H^{(0)}|i(0)> = E_i^{(0)}|i(0)>$. For our purpose of calculating negativity perturbation as formulated in section 2.2, we want to find $E_i^{(1)}$ and $E_i^{(2)}$ in terms of $\{E_i^{(0)}\}$, $\{|i(0)\}$, $H^{(1)}$, and $H^{(2)}$. This is a slightly more general problem than the time-independent perturbation theory in quantum mechanics, where only the first-order perturbation $H = H^{(0)} + tH^{(1)}$ is considered [51]. Here we summarize results presented in [52] with some notation changes. See [53] for a comprehensive treatment on the subject of eigenvalue perturbation to all orders.

**A.1. Non-degenerate case**

We first assume that the spectrum of $H^{(0)}$ is non-degenerate, that is the eigenspace of each $E_i^{(0)}$ is of rank 1, and each eigenvector $|i(0)>$ is well-defined with no degeneracy. Following [52], we have

$$E_i^{(1)} = \langle i(0)|H^{(1)}|i(0)>$$

(126)

$$E_i^{(2)} = \langle i(0)|H^{(2)}|i(0)> + \sum_{q \neq i} \frac{H^{(1)}_{iq}H^{(1)}_{qi}}{E_i^{(0)} - E_q^{(0)}},$$

(127)
\[
\bra{i(0)} \left[ H^{(1)} \left( \sum_{q \neq i} \frac{\hat{P}_q^{(0)}}{E_i^{(0)} - E_q^{(0)}} \right) H^{(1)} + H^{(2)} \right] \ket{i(0)},
\]

where \( H^{(1)} = \bra{q(0)} H^{(1)} \ket{q(0)} \) and \( \hat{P}_q^{(0)} = \ket{q(0)} \bra{q(0)} \). When \( H^{(2)} = 0 \), equation (127) recovers the standard second-order eigenvalue correction in the time-independent perturbation theory [51].

A.2. Degenerate case

We now extend our results in equations (126) and (127) to the case where \( H^{(0)} \) in equation (123) has a degenerate spectrum. In general, finding the perturbative corrections to the eigenvalues involves a series of diagonalizations of certain operators on nested subspaces, which is known as the reduction process [53]. Here we summarize results to the second-order.

Consider a degenerate eigenvalue \( E_i^{(0)} \) of \( H^{(0)} \). We denote the projection to the eigenspace of \( E_i^{(0)} \) be \( \hat{P}_i^{(0)} \), and the eigenspace of \( E_i^{(0)} \) can then be denoted as \( \hat{P}_i^{(0)} \mathcal{H} \). An arbitrary orthonormal basis \( \{ \ket{i(0)}, \hat{j} \} \) of the eigenspace \( \hat{P}_i^{(0)} \mathcal{H} \) is guaranteed to diagonalize \( \hat{P}_i^{(0)} H^{(0)} \hat{P}_i^{(0)} \) due to the degeneracy. According to [52], the first-order corrections \( \{ E_j^{(1)} \} \) to \( E_i^{(0)} \) are eigenvalues to the operator

\[
\Lambda_i^{(1)} = H^{(1)} |_{\hat{P}_i^{(0)} \mathcal{H}} - \hat{P}_i^{(0)} H^{(1)} \hat{P}_i^{(0)},
\]

where \( H^{(1)} |_{\hat{P}_i^{(0)} \mathcal{H}} \) represents \( H^{(1)} \) restricted in the eigenspace \( \hat{P}_i^{(0)} \mathcal{H} \) of \( E_i^{(0)} \). The additional index \( j \) tracks the different eigenvalues to the operator \( \Lambda_i^{(1)} \), and the original degeneracy in the eigenspace \( \hat{P}_i^{(0)} \mathcal{H} \) of \( H^{(0)} \) will be broken or partially broken by \( \Lambda_i^{(1)} \) depending on whether the spectrum \( \{ E_j^{(1)} \} \) of \( \Lambda_i^{(1)} \) is degenerate or not.

Let \( \hat{P}_j^{(1)} \) be the projection operator onto the eigenspace of \( E_{ij}^{(1)} \), which is nested in the eigenspace of \( E_i^{(0)} \). The second-order corrections \( \{ E_{ij}^{(2)} \} \) to \( E_i^{(0)} + E_j^{(1)} \) are then the eigenvalues to the operator

\[
\Lambda_{ij}^{(2)} = \sum_{q \neq i,j} \frac{\hat{P}_q^{(1)} H^{(1)} \hat{P}_q^{(0)} H^{(1)} \hat{P}_q^{(1)}}{E_i^{(0)} - E_q^{(0)}} + \hat{P}_j^{(1)} H^{(2)} \hat{P}_j^{(1)}
\]

\[
= \hat{P}_j^{(1)} \left[ H^{(1)} \left( \sum_{q \neq i} \frac{\hat{P}_q^{(0)}}{E_i^{(0)} - E_q^{(0)}} \right) H^{(1)} + H^{(2)} \right] \hat{P}_j^{(1)}
\]

\[
= \left[ H^{(1)} \hat{M}_i H^{(1)} + H^{(2)} \right] \hat{P}_j^{(1)},
\]

where we defined \( \hat{M}_i := \sum_{q \neq i} \frac{\hat{P}_q^{(0)}}{E_i^{(0)} - E_q^{(0)}} \). Notice that the eigenvalue corrections in equations (126) and (128) in the non-degenerate case are indeed eigenvalues to the operators in equations (129) and (131) respectively. In the non-degenerate case, both \( \hat{P}_i^{(0)} \) and \( \hat{P}_j^{(1)} \) are of rank 1 (the \( j \) index vanishes), and equations (129) and (131) directly give the eigenvalue correction results identical to equations (126) and (128).

In the degenerate case, we can express the eigenvalues to operators of equations (129) and (131) in forms similar to equations (126) and (128) by choosing an appropriate basis. Choose the basis \( \{ \ket{j(0)} \} \) such that it diagonalizes \( H^{(0)} \) and all of \( \{ \Lambda_i^{(1)} \} \) and \( \{ \Lambda_{ij}^{(2)} \} \) simultaneously. Choosing such basis is indeed possible due to the nesting of relevant eigenspaces.
\[ \hat{P}_y^{(1)} \mathcal{H} \subset \hat{P}_y^{(0)} \mathcal{H} \subset \mathcal{H}. \] The choice of orthonormal eigenvectors of the \( \{ \Lambda_{ij}^{(2)} \} \) fixes the choice of eigenbasis of \( \{ \Lambda_{ij}^{(1)} \} \), which, in turn, fixes the choice of eigenbasis of \( \mathcal{H}^{(0)}. \) With such \( \{ \rho^{(0)} \} \), equations (126) and (128) give the eigenvalues to equations (129) and (131) respectively. Therefore, the results for the degenerate and non-degenerate case can be cast into similar forms, even though the degenerate case is in fact more complicated by requiring diagonalization of some operators to find the appropriate eigenbasis \( \| \nu^{(0)} \| \).

When \( \Lambda_{ij}^{(1)} \) vanishes, which is the case for our calculation of negativity perturbation, all the first-order eigenvalue corrections \( E_{ij}^{(1)} = 0 \) with the index \( j \) vanishing. Therefore, the projection operator \( \hat{P}_y^{(1)} = \hat{P}_y^{(0)} \), then equation (132) becomes

\[ \Lambda_{ij}^{(2)} = \left[ H^{(1)} M + H^{(2)} \right] \| \nu^{(0)} \| \cdot \]

(133)

**Appendix B. Perturbative calculation of density matrices**

We calculate the first and second-order perturbations of the total density matrix in equation (11) for the tripartite system described in figure 1 and the perturbations of \( \rho_{AB}(t), \rho_{AB}(t), \rho_{AA}(t) \), the density matrices for the three bipartite subsystems.

According to equation (11), we know the zeroth-order term \( \rho^{(0)} = \rho_{\text{ini}} \), where \( \rho_{\text{ini}} \) is the initial total density matrix given in equation (4). We evaluate the first-order perturbation \( \rho^{(1)} = i(\rho_{\text{ini}} \hat{H}_{\text{ini}} - \hat{H}_{\text{ini}} \rho_{\text{ini}}) \) by first expressing the term \( \rho_{\text{ini}} \left( I \otimes \hat{A}^p \otimes \hat{B}^q \right) \):

\[
\left( \sum_{ij} \alpha_i \alpha_j |\bar{a}_i \rangle \langle a_i| \otimes |a_j\rangle \langle \bar{a}_j| \hat{A}^p \right) \otimes \left( \sum_k \lambda_k^B |b_k\rangle \langle b_k| \hat{B}^q \right)
\]

\[
= \left( \sum_{ij} \alpha_i \alpha_j A_{ij}^p |\bar{a}_i \rangle \langle a_i| \otimes |a_j\rangle \langle \bar{a}_j| \right) \otimes \left( \sum_{b} \lambda_b^B |b\rangle \langle b| \right),
\]

(134)

where we defined \( A_{ij}^p = \langle a_i| \hat{A}^p |a_j\rangle \) and \( B^p = \langle b| \hat{B}^p |b\rangle \). Therefore,

\[
\rho_{\text{ini}} \hat{H}_{\text{ini}} = \sum_{p,i,j,l,k,v} \alpha_i \alpha_j \lambda_k^B A_{ij}^p B_{kv}^p |\bar{a}_i \rangle \langle a_i| \otimes |a_j\rangle \langle \bar{a}_j| \otimes |b_k\rangle \langle b_k|.
\]

(135)

Similarly, we can compute \( \hat{H}_{\text{ini}} \rho_{\text{ini}}, \) and obtain the final expression for \( \rho^{(1)}_{\text{ini}} \):

\[
\rho^{(1)}_{\text{ini}} = i \sum_{p,i,j,l,k,u,v} \alpha_i \alpha_j \lambda_k B_{uv}^p \left( A_{ij}^p \lambda_k^B - A_{ij}^p \lambda_k^B \right) |\bar{a}_i \rangle \langle a_i| \otimes |a_j\rangle \langle \bar{a}_j| |b_k\rangle \langle b_k|.
\]

(136)

We can then find the first-order density matrices for the three bipartite subsystems by taking the respective partial trace. We show the calculation of \( \rho^{(1)}_{AB} \) with more detail:

\[
\rho^{(1)}_{AB} = \text{Tr}_A[\rho^{(1)}_{\text{ini}}]
\]

\[
= i \sum_{p,i,j,l,k,u,v,m} \alpha_i \alpha_j \lambda_k B_{uv}^p \left( A_{ij}^p \lambda_k^B - A_{ij}^p \lambda_k^B \right) |\bar{a}_i \rangle \langle b_k| |\bar{a}_j\rangle \langle a_j| \otimes |b_u\rangle \langle b_v|.
\]

(137)
\[ \rho_{AA}^{(1)} = \sum_p \rho_p \left[ \sum_{i,j} \alpha_i \alpha_j \rho_p^i | \tilde{a}_i \rangle \langle \tilde{a}_j | \right] \otimes \left[ \sum_{u,v} B_{uu}^{(1)} (\lambda_B^{(1)} - \lambda_B^{(1)}) | b_u \rangle \langle b_v | \right] \]

Similarly, we can express the second-order perturbation term \( \rho_{AB}^{(2)} \) in equation (11):

\[ \rho_{AB}^{(2)} = \sum_{p,q,k,l} A_p^{(1)} B_{pq}^{(1)} \left( \sum_{i,j} \alpha_i \alpha_j \rho_p^{i} | \tilde{a}_i \rangle \langle \tilde{a}_j | \otimes | a_k \rangle \langle a_l | \right) \otimes \left[ \sum_{u,v} B_{uu}^{(1)} (\lambda_B^{(1)} - \lambda_B^{(1)}) | b_u \rangle \langle b_v | \right] \]

Taking the respective partial trace of the above equation (141), we obtain:

\[ \rho_{AB}^{(2)} = \text{Tr}_B \left[ \rho_{AB}^{(2)} \right] \]

\[ = \sum_{p,q,k,l;u,v} A_p^{(1)} B_{pq}^{(1)} \left( \sum_{i,j} \alpha_i \alpha_j \rho_p^{i} | \tilde{a}_i \rangle \langle \tilde{a}_j | \otimes | a_k \rangle \langle a_l | \right) \otimes \left[ \sum_{u,v} B_{uu}^{(1)} (\lambda_B^{(1)} - \lambda_B^{(1)}) | b_u \rangle \langle b_v | \right] \]

\[ \rho_{AB}^{(2)} = \text{Tr}_B \left[ \rho_{AB}^{(2)} \right] \]

\[ = \sum_{p,q,k,l;u,v} A_p^{(1)} B_{pq}^{(1)} \left( \sum_{i,j} \alpha_i \alpha_j \rho_p^{i} | \tilde{a}_i \rangle \langle \tilde{a}_j | \otimes | a_k \rangle \langle a_l | \right) \otimes \left[ \sum_{u,v} B_{uu}^{(1)} (\lambda_B^{(1)} - \lambda_B^{(1)}) | b_u \rangle \langle b_v | \right] \]

These perturbative expressions of density matrices are used to calculate the perturbations of negativity for bipartite subsystems \( A;B, \tilde{A};B, \) and \( \tilde{A},A \) respectively.
Appendix C. Perturbative calculation of negativity

C.1. Negativity for \( A; B \)

Following the analysis and notations introduced in section 4.1, we continue to calculate the first and second-order perturbation terms for the negativity of \( A; B \) with the assumption of det(\( \rho_B \)) = 0 and det(\( \rho_A \)) ≠ 0. According to equation (129) in appendix A.2, we first need to find \( \hat{H}^{(1)} \) restricted in the degenerate subspace \( \mathcal{P}_i(0) \mathcal{H} \). Here the first-order operator correction \( \hat{H}^{(1)} = \rho_{A;B}^{(1)} \) is given in equation (38), and the eigenspace to the zero eigenvalue of \( \rho_{A;B}^{(0)} \) is \( \mathcal{H}_A \otimes \mathcal{D}_B \) where \( \mathcal{D}_B \) is given in equation (43). Therefore,

\[
\rho_{A;B}^{T(1)} \mid_{\mathcal{H}_A \otimes \mathcal{D}_B} = \sum_{i,j,k,l > N} \mathcal{A}_{ij} \mathcal{B}_{kl} \left\{ \lambda_A^i \lambda_B^j - \lambda_A^i \lambda_B^j \right\} |a_k^* \rangle \langle b_l| = 0,
\]

(144)

since \( \lambda_B^j = \lambda_B^j = 0 \) for any \( j, l > N \). Therefore, \( \Lambda^{(1)} = \rho_{A;B}^{T(1)} \mid_{\mathcal{H}_A \otimes \mathcal{D}_B} \) vanishes. Since the eigenvalue corrections will be the eigenvalues to the vanishing operator \( \Lambda^{(1)} \) as described in appendix A.2, we can conclude that

\[ \lambda_{T(1)}^{i,j|A;B} = 0, \quad \text{for } j > N. \]

(145)

As a result, no initial eigenvalues of \( \rho_{A;B}^{T(1)} \) can contribute to \( \mathcal{N}(\rho_{AB}(t)) \) at the first-order, so

\[ \mathcal{N}^{(1)}_{A;B} = 0. \]

(146)

We next compute \( \mathcal{N}^{(2)}_{A;B} \). According to equation (31) and the analysis in section 2.2,

\[
\mathcal{N}(\rho_{AB}(t)) = \sum_{\lambda_{T(1)}^{i,j|A;B} < 0} - \left( \lambda_{T(1)}^{i,j|A;B} + \lambda_{T(1)}^{i,l|A;B} + \lambda_{T(2)}^{i,l|A;B} \right) + O(\hat{t}^3),
\]

(147)

\[
= \sum_{i,j > N, \lambda_{T(2)}^{i,j|A;B} < 0} - \lambda_{T(2)}^{i,j|A;B} \hat{t}^2 + O(\hat{t}^3).
\]

(148)

\( \lambda_{T(2)}^{i,j|A;B}(t) \) can only contribute to negativity at the onset of interaction if initially \( \lambda_{T(1)}^{i,j|A;B} \leq 0 \), so only the eigenvalues \( \{ \lambda_{T(2)}^{i,j|A;B}(t) | j > N, i \} \) of \( \rho_{AB}(t) \) in the vanishing subspace \( \mathcal{H}_A \otimes \mathcal{D}_B \) can contribute to the perturbation of negativity. With \( \lambda_{T(1)}^{i,j|A;B} = 0 \), the leading order behavior of \( \lambda_{T(2)}^{i,j|A;B}(t) \) will be decided by \( \lambda_{T(2)}^{i,j|A;B} \); if \( \lambda_{T(2)}^{i,j|A;B} < 0 \), then \( \lambda_{T(2)}^{i,j|A;B}(t) \) drops below 0 and contributes to \( \mathcal{N}^{(2)}_{A;B} \). Therefore,

\[ \mathcal{N}^{(2)}_{A;B} = \sum_{i,j > N, \lambda_{T(2)}^{i,j|A;B} < 0} - \lambda_{T(2)}^{i,j|A;B}. \]

(149)

According to equation (133) of appendix A.2 with \( \Lambda^{(1)} \) vanishing, \( \{ \lambda_{T(2)}^{i,j|A;B} | j > N, i \} \) will be the eigenvalues of the operator \( \hat{F}_{A;B} \) where we define

\[
\hat{F}_{A;B} := \rho_{T(1)}^{A;B} \hat{M} \rho_{T(1)}^{A;B} + \rho_{T(2)}^{A;B} \mid_{\mathcal{H}_A \otimes \mathcal{D}_B},
\]

(150)

and

\[
\hat{M} = \sum_{E_{n}^{(0)} \neq E_{n}^{(0)}} \frac{|u^{(0)} \rangle \langle u^{(0)}|}{E_{n}^{(0)} - E_{m}^{(0)}} = \sum_{n=1}^{N} \sum_{i=1}^{N} \frac{|a_{i}^* \rangle \langle b_{j}|}{0 - \lambda_{A}^{n} \lambda_{B}^{n}}.
\]

(151)
\[
\rho_{A,B}^{(0)} = 0 \quad \text{for the subspace } \mathcal{H}_A \otimes \mathcal{D}_B \text{ with } \rho_B \text{ having zero eigenvalue in } \mathcal{D}_B. \quad [a_n^*] \otimes [b_i]
\]
for \( 1 \leq i \leq N \) are the eigenvectors of \( \rho_B^{(0)} \) within the subspace \( \mathcal{H}_A \otimes \mathcal{N}_B \) with eigenvalues \( \lambda_n^A \lambda_j^B \neq 0 \).

Since \( \Lambda_{A,B}^{(2)} \) is simply the absolute value of the sum of all negative eigenvalues of \( \hat{F}_{A,B} \) according to equation (149), we can write
\[
\Lambda_{A,B}^{(2)} = \frac{1}{2} \left( \text{Tr} \left[ \sqrt{\hat{F}_{A,B}^\dagger \hat{F}_{A,B}} \right] - \text{Tr} \left[ \hat{F}_{A,B} \right] \right),
\]
where \( \text{Tr} \left[ \sqrt{\hat{F}_{A,B}^\dagger \hat{F}_{A,B}} \right] \) represents the sum of singular values of \( \hat{F}_{A,B} \). Equation (153) is similar to the definition of negativity in equation (16).

We now proceed to give an explicit expression for \( \hat{F}_{A,B} \) in equation (150). We first evaluate the term \( \rho_{A,B}^{(1)} M_{A,B}^{(1)} \):
\[
\rho_{A,B}^{(1)} M_{A,B}^{(1)} = \rho_{A,B}^{(0)} + \sum_{i,j,k,l} A_{kj}^B B_{jl}^B \left( \lambda_k^A \lambda_l^B - \lambda_j^A \lambda_l^B \right) [a_i^*] \otimes [b_j] \otimes [b_l] (\sum_u [a_u^*] [a_u]) / \lambda_u^A
\]
\[
= \sum_{i,j,k,l} \frac{1}{\lambda_i^A \lambda_j^B} A_{kj}^B B_{jl}^B \left( \lambda_k^A \lambda_l^B - \lambda_j^A \lambda_l^B \right) \left( \lambda_i^A \lambda_j^A - \lambda_i^A \lambda_k^A \right) [a_i^*] \otimes [b_j] \otimes [b_l]
\]
Restricting the above operator to the subspace \( \mathcal{H}_A \otimes \mathcal{D}_B \), we have
\[
\rho_{A,B}^{(1)} M_{A,B}^{(1)} |_{\mathcal{H}_A \otimes \mathcal{D}_B} = \rho_{A,B}^{(0)} + \sum_{i,j,k,l} \frac{1}{\lambda_i^A \lambda_j^B} A_{kj}^B B_{jl}^B \left( \lambda_k^A \lambda_l^B - \lambda_j^A \lambda_l^B \right) \left( \lambda_i^A \lambda_j^A - \lambda_i^A \lambda_k^A \right) [a_i^*] \otimes [b_j] \otimes [b_l]
\]
\[
= \sum_{i,j,k,l} \frac{1}{\lambda_i^A \lambda_j^B} A_{kj}^B B_{jl}^B \left( \lambda_k^A \lambda_l^B - \lambda_j^A \lambda_l^B \right) \left( \lambda_i^A \lambda_j^A - \lambda_i^A \lambda_k^A \right) [a_i^*] \otimes [b_j] \otimes [b_l]
\]
since \( \lambda_i^A = \lambda_j^B = 0 \) for \( j, z > N \).

We next find \( \rho_{A,B}^{(2)} |_{\mathcal{H}_A \otimes \mathcal{D}_B} \) using equation (39):
\[
\rho_{A,B}^{(2)} |_{\mathcal{H}_A \otimes \mathcal{D}_B} = \rho_{A,B}^{(1)} M_{A,B}^{(2)}
\]
where we have used the following relation

\[ \hat{F}^p_B := \sum_{j>N,j',j''\leq N} B^p_{j'} \lambda^p_{j''} B^q_{j''} \langle b_j | b_j \rangle = \sum_{j>N,j',j''\leq N} B^p_{j'} \lambda^q_{j''} B^q_{j''} \langle b_j | b_j \rangle \]

(163)

\[ = \left( \sum_{j>N} \langle b_j | b_j \rangle \right) B^p \left( \sum_{j>N} \langle b_j | b_j \rangle \right) B^q \left( \sum_{j>N} \langle b_j | b_j \rangle \right) \]

(164)

\[ = \hat{F}^D_B B^p \hat{B}^q \hat{F}^D_B, \]

(165)

where \( \hat{F}^D_B \) is the projection operator into the subspace of \( \mathcal{H}_B \) defined in equation (42) where \( \rho_B \) has zero eigenvalue.

Combining equations (159) and (162), we obtain the final expression for \( \hat{F}_{A,B} \) using the definition of equation (165):

\[ \hat{F}_{A,B} = \sum_{p,q} \left[ \sum_{i,k,m} \left( \lambda^m_{n} A^p_{k} A^q_{m} - \frac{\lambda^m_{n}}{\lambda^m_{k}} A^p_{k} A^q_{m} \right) \langle a_i^* | a_i^* \rangle \right] \otimes \hat{F}^p_B \]

(166)

\[ = \sum_{p,q} \hat{F}^p_A \otimes \hat{F}^p_B, \]

(167)

where we can further define

\[ \hat{F}^p_A := \sum_{i,k,m} \left( \lambda^m_{n} A^p_{k} A^q_{m} - \frac{\lambda^m_{n}}{\lambda^m_{k}} A^p_{k} A^q_{m} \right) \langle a_i^* | a_i^* \rangle \]

(168)

\[ = \sum_i \langle a_i^* | a_i^* \rangle \hat{A}^p A^q \sum_m \lambda^m_{n} \langle a_m^* | a_m^* \rangle \sum_k \langle a_k^* | a_k^* \rangle \]

\[ - \sum_i \lambda^m_{n} \langle a_i^* | a_i^* \rangle \hat{A}^p A^q \sum_m \langle a_m^* | a_m^* \rangle \sum_k \lambda^m_{n} \langle a_k^* | a_k^* \rangle \]

\[ = \hat{A}^p \rho_A \hat{A}^q - \rho_A \hat{A}^p (\rho_A^{-1})^* \hat{A}^q \rho_A \]

(169)

\[ = (\hat{A}^p \rho_A \hat{A}^q - \rho_A \hat{A}^p (\rho_A^{-1})^* \hat{A}^q \rho_A) \]

(170)

where we have used the following relation

\[ A^p_{ij} = \langle a_i | \hat{A}^p | a_j \rangle = \langle a_i | \hat{A}^p | a_j \rangle^* = \langle a_i^* | \hat{A}^p | a_j^* \rangle. \]

(172)

Supplementing the above equations (167) to (153), we have finally found an expression for \( \mathcal{N}^{(2)}_{A,B} \), which will be used in section 4.1. According to equation (153), we need to find negative eigenvalues of \( \hat{F}_{A,B} \) in order to calculate \( \mathcal{N}^{(2)}_{A,B} \). In general, there are no simple analytical expressions for the diagonalization of \( \hat{F}_{A,B} \), which contains multiple tensor product terms. The eigenbasis of \( \hat{F}_{A,B} \) in \( \mathcal{H}_A \otimes \mathcal{D}_B \) will generally be entangled.
We calculate the first and second-order perturbation terms for the negativity of $\hat{A};B$ assuming $\det(\rho_B) = 0$ and $\det(\rho_A) \neq 0$. The overall procedure is similar to appendix C.1 where we applied the formulas of the degenerate eigenvalue perturbation theory reviewed in appendix A.2. We show the main steps of the calculation.

Under the formalism introduced in section 2.2, we find the first three perturbative terms for the partial transpose density matrix $\rho_{A,B}^{T_1(n)}(t)$. The zeroth-order term $\rho_{A,B}^{T_1(0)}$ and its associated eigenvalues are $\lambda_{i,k,A,B}^{T_1(0)}(t)$ already given in equations (34) and (35). The first and second-order terms $\rho_{A,B}^{T_1(1)}$ and $\rho_{A,B}^{T_1(2)}$ can be obtained by taking the partial transpose of equations (138) and (142) derived in appendix B. We summarize the results below:

$$\lambda_{i,k,A,B}^{T_1(0)} = \lambda_A^k \lambda_B^i$$  \hfill (173)

$$\rho_{A,B}^{T_1(0)} = \left( \sum_k \lambda_A^k |\tilde{\alpha}_k|^2 \langle \tilde{\alpha}_k | \right) \otimes \left( \sum_{k'} \lambda_B^i |b_{k'}\rangle \langle b_{k'}| \right)$$  \hfill (174)

$$\rho_{A,B}^{T_1(1)} = i \sum_p \left[ \sum_{i,j} \alpha_i \alpha_j \beta_{ij}^p |\tilde{\alpha}_i|^2 \langle \tilde{\alpha}_j | \right] \otimes \left[ \sum_{u,v} B_{uv}^p (\lambda_B^u - \lambda_B^v) |b_u\rangle \langle b_v| \right]$$  \hfill (175)

$$\rho_{A,B}^{T_1(2)} = \sum_{p,q,i,j,m,t,u,v} \alpha_i \alpha_j \beta_{ij}^p \beta_{mn}^q \left\{ A_{mj}^q A_{im}^q \lambda_B^t - \frac{1}{2} A_{mj}^q A_{im}^q (\lambda_B^u + \lambda_B^v) \right\} |\tilde{\alpha}_i|^2 \langle \tilde{\alpha}_j | \langle \tilde{\alpha}_i | \otimes |b_u\rangle \langle b_v|$$  \hfill (176)

with the assumption $\det(\rho_B) = 0$, we separate the spectrum of $\rho_B$ into two parts: $\lambda_B^k \neq 0$ for $1 \leq k \leq N$ and $\lambda_B^k = 0$ for $k \geq N + 1$, similar to section 4.1. We use the projection operators $P_B^N$ and $P_B^0$, as well as their corresponding subspaces $N_B$ and $D_B$ of $H_B$ defined in equations (40)–(43). Similar to section 4.1, we know $\lambda_{i,k,A,B}^{T_1(0)} > 0$ for any $i$ and $1 \leq k \leq N$, which will not contribute to the perturbation of negativity according to section 2.2. In comparison, $\lambda_{i,k,A,B}^{T_1(0)} > 0$ for any $i$ and $k \geq N + 1$ can contribute to the negativity if its leading order change is negative, which can be determined by results in appendix A.2.

According to equation (129) in appendix A.2, the first-order eigenvalue perturbations $\lambda_{i,k,A,B}^{T_1(1)}$ will be the eigenvalues of $\rho_{A,B}^{T_1(1)}|_{H_A \otimes D_B}$:

$$\rho_{A,B}^{T_1(1)}|_{H_A \otimes D_B} = i \sum_p \left[ \sum_{i,j} \alpha_i \alpha_j \beta_{ij}^p |\tilde{\alpha}_i|^2 \langle \tilde{\alpha}_j | \right] \otimes \left[ \sum_{u,v} B_{uv}^p (\lambda_B^u - \lambda_B^v) |b_u\rangle \langle b_v| \right]$$  \hfill (177)

$$= 0,$$  \hfill (178)

since $\lambda_B^u = \lambda_B^v = 0$ for any $u,v > N$. We see that $\rho_{A,B}^{T_1(1)}|_{H_A \otimes D_B}$ vanishes, so do the first-order eigenvalue perturbations:

$$\lambda_{i,j,A,B}^{T_1(1)} = 0, \text{ for } j > N.$$  \hfill (179)

Therefore, no eigenvalues of $\rho_{A,B}^{T_1(1)}(t)$ can initially contribute to $N(\rho_{AB}(t))$ at the first-order:

$$N_A^{(1)} = 0.$$  \hfill (180)
For the second-order perturbation of negativity, we can find the following expressions similar to equations (150), (153), and (152) in appendix C.1:

$$\mathcal{N}^{(2)}_{A,B} = \frac{1}{2} \left( \text{Tr} \left[ \sqrt{\hat{F}^2_{A,B}} \right] - \text{Tr} \left[ \hat{F}_{A,B} \right] \right)$$

(181)

$$\hat{F}_{A,B} = \left( \hat{\rho}^{T_1(1)}_{A,B} M \hat{\rho}^{T_1(1)}_{A,B} + \hat{\rho}^{T_1(2)}_{A,B} \right) |\mathcal{H}_A \otimes \mathcal{D}_B$$

(182)

$$\hat{M} = - \sum_{\alpha} \frac{\bar{a}_\alpha^* (\bar{a}_\alpha^* \lambda^A)}{\lambda^A} \otimes \left( \sum_{i \in N} \frac{|b_i\rangle \langle b_i|}{\lambda^B_i} \right)$$

(183)

We next explicitly express the two terms of $\hat{F}_{A,B}$ in equation (182):

$$\hat{\rho}^{T_1(1)}_{A,B} M \hat{\rho}^{T_1(1)}_{A,B} = - \sum_p \left[ \sum_{i,j} \frac{\alpha_{ij} \bar{A}_{ij}^p \bar{A}_{ij}^* |\bar{a}_i^* \rangle \langle \bar{a}_i^*|}{\lambda^B_i} \right] \otimes \left[ \sum_{u,v} B_{uv}^p (\lambda^B_u - \lambda^B_v) |b_u\rangle \langle b_v| \right]$$

$$\times \left( \sum_{\alpha} \frac{\bar{a}_\alpha^* (\bar{a}_\alpha^* \lambda^A \beta)}{\lambda^A_\alpha} \right) \otimes \left( \sum_{i \in N} \frac{|b_i\rangle \langle b_i|}{\lambda^B_i} \right) \sum_q \left[ \sum_{\lambda} \frac{\alpha_{\lambda} \bar{A}_{\lambda}^q \bar{A}_{\lambda}^* |\bar{a}_\lambda^* \rangle \langle \bar{a}_\lambda^*|}{\lambda^B_\lambda} \right]$$

$$\otimes \left[ \sum_{j \in N} B_{jw}^q (\lambda^B_j - \lambda^B_w) |b_j\rangle \langle b_w| \right]$$

(184)

restricting the above operator to the subspace $\mathcal{H}_A \otimes \mathcal{D}_B$, we have

$$\hat{\rho}^{T_1(1)}_{A,B} M \hat{\rho}^{T_1(1)}_{A,B} |\mathcal{H}_A \otimes \mathcal{D}_B$$

$$= - \sum_{r \in N \times N} \frac{\alpha_{ij} \bar{A}_{ij}^p \bar{A}_{ij}^* |\bar{a}_r^* \rangle \langle \bar{a}_r^*|}{\lambda^B_r} \otimes \sum_{i \in N} B_{i w}^p (\lambda^B_i - \lambda^B_r) |b_i\rangle \langle b_r|$$

(186)

$$= - \sum_{p,q, i,j} \left( \sum_{r \in N \times N} \frac{\alpha_{ij} \bar{A}_{ij}^p \bar{A}_{ij}^* |\bar{a}_r^* \rangle \langle \bar{a}_r^*|}{\lambda^B_r} \right) \otimes \sum_{i \in N} B_{i w}^p (\lambda^B_i - \lambda^B_r) |b_i\rangle \langle b_r|$$

(187)

using equation (176), we express the second-order term in equation (182):

$$\hat{\rho}^{T_1(2)}_{A,B} |\mathcal{H}_A \otimes \mathcal{D}_B$$

$$= \sum_{a,N \times N} \sum_{r \in N \times N} \sum_{p,q,i,j,m} \frac{\alpha_{ij} \bar{A}_{ij}^p \bar{A}_{ij}^* |\bar{a}_r^* \rangle \langle \bar{a}_r^*|}{\lambda^B_r}$$

$$\left\{ \bar{A}_{im}^{\lambda^B_m} |\bar{a}_r^* \rangle \langle \bar{a}_r^*| \otimes |b_i\rangle \langle b_r| \right\}$$

(188)

$$= \sum_{p,q} \left( \sum_{i,j,m} \frac{\alpha_{ij} \bar{A}_{ij}^p \bar{A}_{ij}^* |\bar{a}_r^* \rangle \langle \bar{a}_r^*|}{\lambda^B_r} \right) \otimes \sum_{i \in N} B_{i w}^p (\lambda^B_i - \lambda^B_r) |b_i\rangle \langle b_r|$$

(189)
therefore, we can obtain the final expression for $\hat{F}_{A,B}$ in equation (182):

$$
\hat{F}_{A,B} := \sum_{p,q} \left\{ \sum_{i,j,m} \alpha_i \alpha_j \left( A^q_{m} A^p_{m} - A^p_{m} A^q_{m} \right) \left| \tilde{a}^*_j \right\rangle \left\langle \tilde{a}^*_j \right| \right\}
\otimes \left( \sum_{l \leq N, u > N, v > N} B^q_{l} \lambda^j_l B^p_{u} \left| b_u \right\rangle \left\langle b_v \right| \right)
= \sum_{p,q} \hat{F}^p_{A} \otimes \hat{F}^q_{B},
$$

(190)

where $\hat{F}^p_{A}$ has already been defined in equations (163) and (165), and we make the following new definition:

$$
\hat{F}^p_{A} := \sum_{i,j,m} \alpha_i \alpha_j \left( A^q_{m} A^p_{m} - A^p_{m} A^q_{m} \right) \left| \tilde{a}^*_j \right\rangle \left\langle \tilde{a}^*_j \right|
= \sum_{i,j,m} \alpha_i \alpha_j \left| \tilde{a}^*_j \right\rangle \left\langle \tilde{a}^*_j \right| \left( \tilde{A}^{pq}_{m} \right| a_m^*_a \rangle \langle a_m^*_b \right| \left( \tilde{A}^{qp}_{m} \right| a_m^*_a \rangle \langle a_m^*_b \right| \left| \tilde{a}^*_j \right\rangle \left\langle \tilde{a}^*_j \right|
= \sum_{i,j} \left( \left\langle a_j \right| \tilde{A}^p \tilde{A}^q | a_i \right\rangle \alpha_i \alpha_j \left| \tilde{a}_i \right\rangle \left\langle \tilde{a}_j \right| \right)^n.
$$

(194)

Substituting equations (191) to (181), we find the expression for $\mathcal{A}^{(2)}_{A,B}$, which will be discussed and analyzed in section 4.2. Equation (153) requires us to find all negative eigenvalues of $\hat{F}_{A,B}$, for which an analytical expression is generally hard to find for an interaction Hamiltonian with multiple terms.

C.3. Negativity for $\tilde{A}$; $A$

We here calculate the first and second-order perturbation terms for the negativity of $\tilde{A}$; $A$ assuming $\det(\rho_A) \neq 0$ using formulas equations (126) and (127) of the non-degenerate eigenvalue perturbation theory reviewed in appendix A.1. Under the formalism introduced in section 2.2, we find the first three perturbation terms of the partial transpose density matrix $\rho^{T_{i}}_{A,A}$ at $t = t_0$. The zeroth-order term of the partial transpose density matrix has already been given in equation (17), and its associated eigenvalues and eigenvectors are given in equations (18)–(21). The first and second order terms can be obtained by taking the partial transpose of equations (139) and (143) derived in appendix B. We summarize the results below:

$$
\rho^{T_{(0)}}_{A,A} = \sum_{i,j} \alpha_i \alpha_j \left| \tilde{a}^*_j \right\rangle \left\langle \tilde{a}^*_j \right| \otimes \left| a_i \right\rangle \left\langle a_i \right|
$$

(195)

$$
\rho^{T_{(1)}}_{A,A} = i \sum_{p} \text{Tr} \left[ \hat{B}^p \rho_B \right] \left\{ \sum_{i,j,l,k} \alpha_i \alpha_j \left( A^p_{l} \delta_{jk} - A^p_{k} \delta_{il} \right) \left| \tilde{a}^*_j \right\rangle \left\langle \tilde{a}^*_j \right| \otimes \left| a_l \right\rangle \left\langle a_l \right| \right\}
$$

(196)

$$
\rho^{T_{(2)}}_{A,A} = \sum_{p,q,i,j,l,k} \text{Tr} \left[ \hat{B}^p \rho_B \hat{B}^q \right] \left\{ A^p_{l} A^q_{k} \alpha_i \alpha_j \frac{1}{2} \alpha_i \alpha_j \right\}
\times \left( \delta_{jk} \sum_{f} A^p_{f} A^q_{l} + \delta_{il} \sum_{f} A^p_{f} A^q_{k} \right) \left| \tilde{a}^*_j \right\rangle \left\langle \tilde{a}^*_j \right| \otimes \left| a_l \right\rangle \left\langle a_l \right|.
$$

(197)
With the built-in assumption of \( \det(\rho_{A}) \neq 0 \) in our setup, we know that all eigenvalues of \( \rho_{A}^{T_{1}} \) are non-zero as seen from equations (18) and (19), and only perturbations of the negative zeroth-order eigenvalues \( \lambda_{w_{\rightarrow A}}^{T_{1}} = -\alpha w_{\alpha} \) will contribute to the perturbation of negativity. Therefore, any \( f \)th order perturbation to the negativity of \( \hat{A}_{A} \) is

\[
\mathcal{N}_{\hat{A}_{A}}^{(f)} = - \sum_{w < v} \lambda_{w_{\rightarrow v}}^{T_{1}} \lambda_{v_{\rightarrow A}}^{T_{1}} \lambda_{w_{\rightarrow A}}^{T_{1}}.
\]

(198)

We can use results of appendix A.1 to find the first and second-order perturbation of these negative eigenvalues of \( \rho_{A}^{T_{1}} \). The perturbative calculation for the negativity of the \( \hat{A}_{A} \) system is different from the cases for the \( \hat{A}_{B} \) and \( \hat{A}_{B} \) systems in the previous appendices C.1 and C.2 where we need to use the degenerate eigenvalue perturbation theory in appendix A.2. When \( \rho_{A}^{T_{1}} \) has multiple zero eigenvalues as the cases of \( \rho_{A_{B}}^{T_{1}} \) and \( \rho_{A_{B}}^{T_{1}} \), we need to distinguish whether each of the vanishing, degenerate eigenvalue has positive or negative perturbation, which have different impacts on the perturbation of negativity as discussed in section 2.2. In the present case for the \( \hat{A}_{A} \) system, we simply sum all perturbations to \( \lambda_{w_{\rightarrow A}}^{T_{1}} \) when \( \det(\rho_{A}) \neq 0 \). Even in the presence of some degenerate eigenvalue \( \lambda_{w}^{T_{1}} = \lambda_{v}^{T_{1}} \neq 0 \) for \( w \neq v \), we do not need to distinguish the perturbation of each degenerate eigenvalue (we sum over all their perturbative contributions), we can use the non-degenerate theory for calculation.

Using equation (196), we first find

\[
\langle \tilde{a}_{u}^{*} \otimes \langle a_{v} | \rho_{A,A}^{T_{1}} | \tilde{a}_{u}^{*} \otimes | a_{v} \rangle = i \sum_{\rho} \text{Tr} \left[ \hat{B}^{\rho} | \rho_{A}^{T_{1}} \right] \alpha_{u} \alpha_{v} \left( A_{u}^{\rho} \delta_{uv} - A_{u}^{\rho} \delta_{uv} \right)
\]

(199)

according to equation (126), we can then find the first-order corrections:

\[
\lambda_{w_{\rightarrow A}}^{T_{1}} = \langle \tilde{a}_{u}^{*} \alpha_{v}, - | \rho_{A}^{T_{1}} | \tilde{a}_{u}^{*} \alpha_{v}, - \rangle
\]

(200)

\[
= \frac{1}{2} \left( \langle \tilde{a}_{u}^{*} | \otimes | a_{v} \rangle - \langle \tilde{a}_{u}^{*} | \otimes (a_{u}) | \rho_{A}^{T_{1}} | \tilde{a}_{u}^{*} \otimes | a_{v} \rangle \right)
\]

(201)

\[
= \frac{1}{2} \sum_{\rho} \text{Tr} \left[ \hat{B}^{\rho} | \rho_{A}^{T_{1}} \right] \left( 0 - (A_{uv}^{\rho} - A_{uv}^{\rho}) - (A_{uv}^{\rho} - A_{uv}^{\rho}) + 0 \right) = 0.
\]

(202)

Since the first-order corrections to all the negative eigenvalues of \( \rho_{A}^{T_{1}} \) vanish, then

\[
\mathcal{N}_{\hat{A}_{A}}^{T_{1}} = 0.
\]

(203)

For the second-order correction to the eigenvalues \( \lambda_{w_{\rightarrow A}}^{T_{1}} \), we first consider the term involving the first-order correction of the Hamiltonian in equation (127):

\[
- \sum_{k \neq n} H_{k}^{a} H_{n}^{a} / (E_{k}^{(0)} - E_{n}^{(0)}).
\]

Here \( n \) represents \( | \tilde{a}_{u}^{*} \alpha_{v}, - \rangle \) defined in equation (20), and \( k \) represents all the eigenvectors of \( \rho_{A}^{T_{1}} \) which are not \( | \tilde{a}_{u}^{*} \alpha_{v}, - \rangle \). We need to consider both types of eigenvectors of \( \rho_{A}^{T_{1}} \) shown in equations (20) and (21). For the unentangled eigenvector (tracked by single index) in equation (21), we use equation (199) for the calculation:

\[
H_{1}^{a_{u}} = \langle \tilde{a}_{u}^{*} \alpha_{v}| \rho_{A}^{T_{1}} | \tilde{a}_{u}^{*} \alpha_{v}, - \rangle
\]

(204)

\[
= \frac{\sqrt{2}}{2} \langle \tilde{a}_{u}^{*} | \otimes (a_{v}) | \rho_{A}^{T_{1}} | \tilde{a}_{u}^{*} \otimes | a_{v} \rangle - | \tilde{a}_{u}^{*} \otimes | a_{v} \rangle
\]

(205)
Kronecker delta functions require at least one of the vectors to be different, so we see that $H^{\mu, \nu - \lambda}$ term is only non-zero when $x = u$ or $v$. Therefore,

$$
H^{\mu, \nu - \lambda} = i \sqrt{2} \sum_p \text{Tr} \left[ \hat{B}^p \rho_B \right] \alpha_u (\alpha_u + \alpha_v) A^p_{uv}
$$

(207)

we see that $H^{\mu, \nu - \lambda}$ term is only non-zero when $x = u$ or $v$. Therefore,

$$
\frac{H^{\mu, \nu - \lambda}}{\chi^{T_1(0)}_{u, AA} - \chi^{T_1(0)}_{w, AA}} = \frac{1}{2} \sum_{p, q} \text{Tr} \left[ \hat{B}^p \rho_B \right] \text{Tr} \left[ \hat{B}^q \rho_B \right] \left( \alpha_u (\alpha_u + \alpha_v) \right)^2 A^p_{uv} A^q_{uv}
$$

(208)

Similarly,

$$
\frac{H^{\mu, \nu - \lambda}}{\chi^{T_1(0)}_{v, AA} - \chi^{T_1(0)}_{w, AA}} = \frac{1}{2} \sum_{p, q} \text{Tr} \left[ \hat{B}^p \rho_B \right] \text{Tr} \left[ \hat{B}^q \rho_B \right] A^p_{uv} A^q_{uv} \alpha_u (\alpha_u + \alpha_v).
$$

(209)

(210)

For the entangled eigenvectors (tracked by double indices) of $\rho_{AA}^{T_1(0)}$ in equation (20), we also make use of equation (199):

$$
H^{\rho, \rho - \lambda} = \langle \tilde{a}_x \alpha_y, \pm | \rho_{AA}^{T_1(1)} | \tilde{a}_y \alpha_v, - \rangle
$$

(211)

$$
= \frac{1}{2} \left( \langle \tilde{a}_x | \otimes | a_u | \pm \langle \tilde{a}_y | \otimes | a_y | \rangle \rho_{AA}^{T_1(1)} (| \tilde{a}_y | \otimes | a_v | - | \tilde{a}_y | \otimes | a_u |) \right)
$$

(212)

$$
= \frac{i}{2} \sum_p \text{Tr} \left[ \hat{B}^p \rho_B \right] \left[ \alpha_x \alpha_u \left( A^p_{uv} \delta_{wv} - A^p_{vw} \delta_{uv} \right) - \alpha_x \alpha_v \left( A^p_{uw} \delta_{vx} - A^p_{vx} \delta_{uw} \right) \right]
$$

(213)

$$
= \frac{i}{2} \sum_p \text{Tr} \left[ \hat{B}^p \rho_B \right] \left[ \alpha_x \alpha_u (\alpha_y \delta_{wv} - \alpha_v \delta_{uv}) + \alpha_x \alpha_v (\alpha_w \delta_{vx} - \alpha_w \delta_{uv}) \right]
$$

(214)

where $x < y$ and $(x, y) \neq (u, v)$ when we take the minus sign. As seen in equation (214), the Kronecker delta functions require at least one of $x$ and $y$ needs to take the value of $u$ or $v$ in order for $H^{\rho, \rho - \lambda}$ to be non-zero. We next simplify the expressions of non-zero $H^{\rho, \rho - \lambda}$ for different values of $x$ and $y$. When $(x, y) = (u, v)$, we can only take the plus sign, and

$$
H^{\rho + \rho - \lambda} = i \sum_p \text{Tr} \left[ \hat{B}^p \rho_B \right] \alpha_u \alpha_v (A^p_{uv} - A^p_{wv}),
$$

(215)

$$
\frac{H^{\rho + \rho - \lambda}}{\chi^{T_1(0)}_{w, AA} - \chi^{T_1(0)}_{w, AA}} = \frac{1}{2} \sum_{p, q} \text{Tr} \left[ \hat{B}^p \rho_B \right] \text{Tr} \left[ \hat{B}^q \rho_B \right] (A^p_{uv} - A^p_{wv}) (A^q_{uv} - A^q_{wv}) \alpha_u \alpha_v.
$$

(216)

When $x = u$ while $y \neq v$ and $y > u$,

$$
H^{\rho \pm \rho - \lambda} = \frac{i}{2} \sum_p \text{Tr} \left[ \hat{B}^p \rho_B \right] \alpha_u (\alpha_v \pm \alpha_y) A^p_{vy}
$$

(217)
The evaluations and results of the other three cases (when \(x = y\) while \(y > u\), when \(y = u\) while \(x < u\), and when \(x = v\) while \(x < v\) and \(x \neq u\)) are very similar to the above equations (217) and (218). Combining equations (209), (210), (216), (218), and the three other analogues to equation (218), we obtain the expression for the second term in equation (127):

\[
- \sum_{k \neq n} \frac{H_{kn} H_{kn}}{E_n E_k} = - \frac{1}{4} \sum_{p,q} \text{Tr} \left[ \hat{B}^p \rho_B \right] \text{Tr} \left[ \hat{B}^q \rho_B \right] \left\{ 2 \alpha_p \alpha_v (A_{1}^{p} - A_{1}^{v}) (A_{1}^{q} - A_{1}^{v}) + 2A_{1}^{p} A_{2}^{v} \alpha_p (\alpha_u + \alpha_v) + \sum_{y > u, y \neq v} \alpha_p (\alpha_u + \alpha_y) A_{1}^{p} A_{1}^{y} + \sum_{y > v} \alpha_p (\alpha_u + \alpha_y) A_{1}^{p} A_{2}^{y} + \sum_{x < u, x \neq u} \alpha_p (\alpha_u + \alpha_x) A_{1}^{p} A_{1}^{x} + \sum_{x < v, x \neq v} \alpha_p (\alpha_u + \alpha_x) A_{1}^{p} A_{2}^{x} \right\}
\]

\[
= - \frac{1}{2} \sum_{p,q} \text{Tr} \left[ \hat{B}^p \rho_B \right] \text{Tr} \left[ \hat{B}^q \rho_B \right] \left\{ (\lambda_1^{p} A_{1}^{p} A_{1}^{v} + \lambda_1^{p} A_{2}^{p} A_{1}^{v} + \alpha_u A_{1}^{p} A_{2}^{v} - \alpha_u A_{1}^{p} A_{1}^{v} - \alpha_e A_{1}^{p} A_{1}^{v}) \right\}
\]

\[
= - \frac{1}{2} \sum_{p,q} \text{Tr} \left[ \hat{B}^p \rho_B \right] \text{Tr} \left[ \hat{B}^q \rho_B \right] \left( \sum_{f} A_{1}^{p} A_{1}^{q} + A_{2}^{p} A_{2}^{q} \right).
\]

We next determine the first term \(\langle n^{(0)} | H_2 | n^{(0)} \rangle\) in equation (127) where \(H_2 = \rho_{AA}^{(2)}\) is given in equation (197) and \(| n^{(0)} \rangle = | \tilde{a}_u^e a_v \rangle\) \((u < v)\) are the eigenvectors corresponding to negative eigenvalues of \(\rho_{AA}^{(1)}\). Using equation (197), we can find the following expressions:

\[
\langle \tilde{a}_u^e | \otimes | \alpha_v \rangle \rho_{AA}^{(2)} | \tilde{a}_u^e | \otimes | \alpha_v \rangle = \sum_{p,q} \text{Tr} \left[ \hat{B}^p \rho_B \hat{B}^q \right] A_{1}^{p} \lambda_1^{q} A_{1}^{v}
\]

\[
\langle \tilde{a}_u^e | \otimes | \alpha_u \rangle \rho_{AA}^{(2)} | \tilde{a}_u^e | \otimes | \alpha_u \rangle = \sum_{p,q} \text{Tr} \left[ \hat{B}^p \rho_B \hat{B}^q \right] \left( A_{1}^{p} \alpha_v A_{1}^{q} - \frac{1}{2} \alpha_u \alpha_v \right)
\]

\[
\times \left( \sum_{f} A_{1}^{p} A_{1}^{q} + \sum_{f} A_{2}^{p} A_{2}^{q} \right)
\]

using the above equations (222) and (223), we have

\[
\langle n^{(0)} | H_2 | n^{(0)} \rangle = \langle \tilde{a}_u^e \alpha_v \rangle - \langle \tilde{a}_u^e \alpha_u \rangle
\]

\[
= \frac{1}{2} \left( \langle \tilde{a}_u^e | \otimes | \alpha_v \rangle - \langle \tilde{a}_u^e | \otimes | \alpha_u \rangle \right) \rho_{AA}^{(2)} | \tilde{a}_u^e | \otimes | \alpha_v \rangle - | \tilde{a}_u^e | \otimes | \alpha_u \rangle
\]

\[
= \frac{1}{2} \left( \langle \tilde{a}_u^e | \otimes | \alpha_v \rangle - \langle \tilde{a}_u^e | \otimes | \alpha_u \rangle \right) \rho_{AA}^{(2)} | \tilde{a}_u^e | \otimes | \alpha_v \rangle - | \tilde{a}_u^e | \otimes | \alpha_u \rangle
\]
combining equations (221) and (227), we obtain the second-order correction to any negative eigenvalue $-\alpha_{uv}$ of $\rho_{\hat{A};\hat{A}'}^{(0)}$:

$$\lambda_{uv \to A;A'}^{(2)} = E_{n}^{(2)}(n^{(0)}|H_{2}|n^{(0)}) - \sum_{k \neq n} \frac{H_{k}^{(0)}H_{k}^{(0)}}{E_{k}^{(0)} - E_{n}^{(0)}}$$

$$= \frac{1}{2} \sum_{p,q} \left\{ \text{Tr} \left[ \hat{B}^{p}_{\rho_{\hat{B}}} \hat{B}^{q}_{\rho_{\hat{B}}} \right] - \text{Tr} \left[ \hat{B}^{p}_{\rho_{\hat{B}}} \right] \text{Tr} \left[ \hat{B}^{q}_{\rho_{\hat{B}}} \right] \right\} \left\{ A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} + A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} \right\}$$

$$+ \alpha_{uv} \left\{ \sum_{f} A_{v}^{f} A_{u}^{q} + \sum_{f} A_{v}^{f} A_{u}^{q} \right\}$$

The unsymmetrized covariance between $\hat{B}^{p}$ and $\hat{B}^{q}$ operators under the density matrix $\rho_{\hat{B}}$ is

$$\text{ucov} \left( \hat{B}^{p}, \hat{B}^{q} \right) = \text{Tr} \left[ \hat{B}^{p}_{\rho_{\hat{B}}} \hat{B}^{q}_{\rho_{\hat{B}}} \right] - \text{Tr} \left[ \hat{B}^{p}_{\rho_{\hat{B}}} \right] \text{Tr} \left[ \hat{B}^{q}_{\rho_{\hat{B}}} \right]$$

using equations (198) and (229), we finally find the second-order perturbation to the negativity of the system $\hat{A};\hat{A}'$:

$$\lambda_{uv \to A;A'}^{(2)} = - \sum_{u < v} \lambda_{uv \to A;A'}^{(2)}$$

$$=- \frac{1}{2} \sum_{p,q} \text{ucov} \left( \hat{B}^{p}, \hat{B}^{q} \right) \left\{ \sum_{u < v} \left[ A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} + A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} \right] \right\}$$

$$+ \alpha_{uv} \left\{ \sum_{f} A_{v}^{f} A_{u}^{q} + \sum_{f} A_{v}^{f} A_{u}^{q} \right\}$$

$$= \frac{1}{4} \sum_{p,q} \text{ucov} \left( \hat{B}^{p}, \hat{B}^{q} \right) \left\{ \sum_{u < v} \left[ A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} + A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} \right] \right\}$$

$$+ \alpha_{uv} \left\{ \sum_{f} A_{v}^{f} A_{u}^{q} + \sum_{f} A_{v}^{f} A_{u}^{q} \right\}$$

$$= \frac{1}{4} \sum_{p,q} \text{ucov} \left( \hat{B}^{p}, \hat{B}^{q} \right) \left\{ \sum_{u < v} \left[ A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} + A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} \right] \right\}$$

$$+ \alpha_{uv} \left\{ \sum_{f} A_{v}^{f} A_{u}^{q} + \sum_{f} A_{v}^{f} A_{u}^{q} \right\}$$

$$= \frac{1}{4} \sum_{p,q} \text{ucov} \left( \hat{B}^{p}, \hat{B}^{q} \right) \left\{ \sum_{u < v} \left[ A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} + A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} - A_{v}^{p} \lambda_{v}^{q} A_{u}^{q} \right] \right\}$$

$$+ \alpha_{uv} \left\{ \sum_{f} A_{v}^{f} A_{u}^{q} + \sum_{f} A_{v}^{f} A_{u}^{q} \right\}$$
\[
\begin{align*}
\rho_A &= \begin{pmatrix}
0.6 & 0 & 0 \\
0 & 0.3 & 0 \\
0 & 0 & 0.1
\end{pmatrix} \quad (238) \\
\rho_B &= \begin{pmatrix}
0.25 & 0 & 0 \\
0 & 0.4 & 0 \\
0 & 0 & 0.35
\end{pmatrix} \quad (239) \\
\hat{A}_1 &= \begin{pmatrix}
2 & 1 + i & 0.5 \\
1 - i & 3 & 4 + 2i \\
0.5 & 4 - 2i & 1
\end{pmatrix} \quad (240) \\
\hat{B}_1 &= \begin{pmatrix}
3 & 2 & 0 \\
2 & 1 & 1 \\
0 & 1 & 4
\end{pmatrix} \quad (241) \\
\hat{A}_2 &= \begin{pmatrix}
1 & 3 & -0.25i \\
3 & 2 & 0 \\
0.25i & 0 & 3
\end{pmatrix} \quad (242) \\
\hat{B}_2 &= \begin{pmatrix}
0.8 & 2 - 1i & 1 \\
2 + 1i & 1 & 2i \\
1 & -2i & 2
\end{pmatrix} \quad (243) \\
\hat{C} &= \begin{pmatrix}
1 & 1 & 3 \\
1 & 0 & 2i \\
3 & -2i & 0.5
\end{pmatrix} \quad (244)
\end{align*}
\]
Figure 7. The dynamics of negativity for $A; B$ assuming $\det(\rho_B) = 0$ under our setup. We plot both the numerical calculations and the perturbative results to the second-order using equations (44)–(50). The curves for numerical results under $H_{\text{int}} = \hat{A}_1 \otimes \hat{B}_1$ and $H_{\text{int}} = \hat{A}_1 \otimes \hat{B}_1 + \hat{C} \otimes \mathbb{1}_B + \mathbb{1}_A \otimes \hat{D}$ overlap, which verifies the result in section 4.1.1 that free Hamiltonians $\hat{C}$ and $\hat{D}$ do no contribute to the second-order negativity perturbation at the onset.

Figure 8. The dynamics of negativity for $\tilde{A}; B$ assuming $\det(\rho_B) = 0$ under our setup. We plot both the numerical calculations and the perturbative results to the second-order using equations (67)–(71). The red and blue (third and fifth) curves mostly overlap, which suggests free Hamiltonians $\hat{C}$ and $\hat{D}$ do no contribute to $N^{(2)}_{\tilde{A}; B}$ and confirms our results in section 4.2.1. The red and brown (last two) curves vanish, which confirms our result in section 4.2.2 that $H_{\text{int}} = \tilde{A} \otimes \hat{B}$ can not entangle $\tilde{A}$ and $B$ at the onset.
Figure 9. The dynamics of negativity for the $\tilde{A}; A$ system assuming $\det(\rho_A) \neq 0$ under our setup. We plot both the numerical calculations and the perturbative results to the second-order using equation (77). The red and blue (first two) curves mostly overlap, which suggests free Hamiltonians $\hat{C}$ and $D$ do no contribute to the negativity vulnerability $N_{\tilde{A}; A}^{(2)}$ at the onset, confirming our results in section 5.1.1.

\[
\hat{D} = \begin{pmatrix}
0.5 & 2 + 1i & 8 + 3i \\
2 - 1i & 1.5 & -4 \\
8 - 3i & -4 & 2.2
\end{pmatrix}.
\]

The above matrices are some generic examples of density states and Hamiltonians for a qutrit.

D.2. Qubits

\[
\rho_A = \begin{pmatrix}
0.8 & 0 \\
0 & 0.2
\end{pmatrix}
\]

\[
\rho_B = \begin{pmatrix}
0.6 & 0 \\
0 & 0.4
\end{pmatrix}
\]

\[
\hat{F} = \begin{pmatrix}
0 & 0.5 + 0.5i \\
0.5 - 0.5i & 1
\end{pmatrix}
\]

\[
\hat{H}_{\text{SWAP}} = \hat{\sigma}_x \otimes \hat{\sigma}_x + \hat{\sigma}_y \otimes \hat{\sigma}_y + \hat{\sigma}_z \otimes \hat{\sigma}_z
\]

$\hat{\sigma}_{x,y,z}$ denote the three Pauli matrices. $\hat{H}_{\text{SWAP}}$ in equation (249) is the Heisenberg Hamiltonian that can generate the SWAP gate and interchange the states of two qubits at $t = \frac{\pi}{4}$ [54].

D.3. Verification of perturbative calculations

We verify our perturbative calculations of the negativity for systems $A; B; \tilde{A}; B$, and $\tilde{A}; A$ (upto the second order) performed in appendix C. For all three plots, we choose both $A$ and $B$ as qutrits: $\rho_A$ is given in equation (238), and $\rho_B$ is assumed to be pure. As listed in the legend,
we choose different forms of interaction Hamiltonians, of which the component matrices are
given in equations (240)–(245) in appendix D.1. The captions in the legend are ordered as the
lines in the plot (from the top to the bottom). Based on the plots below, we confirm that our
perturbative expressions summarized and discussed in sections 4 and 5.1 are indeed consistent
with the numerical calculations at the onset.
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