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Abstract
Bornmann, Stefaner, de Moya Anegón, and Mutz (2014) have introduced a web application (www.excellencemapping.net) which is linked to both academic ranking lists published hitherto (e.g. the Academic Ranking of World Universities) as well as spatial visualization approaches. The web application visualizes institutional performance within specific subject areas as ranking lists and on custom tile-based maps. The new, substantially enhanced version of the web application and the generalized linear mixed model for binomial data on which it is based are described in this paper. Scopus data were used which have been collected for the SCImago Institutions Ranking. Only those universities and research-focused institutions are considered that have published at least 500 articles, reviews and conference papers in the period 2006 to 2010 in a certain Scopus subject area. In the enhanced version, the effect of single covariates (such as the per capita GDP of a country in which an institution is located) on two performance metrics (best paper rate and best journal rate) is examined and visualized. A covariate-adjusted ranking and mapping of the institutions is produced in which the single covariates are held constant. The results on the performance of institutions can then be interpreted as if the institutions all had the same value (reference point) for the covariate in question. For example, those institutions can be identified worldwide showing a very good performance despite a bad financial situation in the corresponding country.
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1 Introduction

International rankings have been published for around 10 years: in 2003, the Shanghai Jiao Tong University published the Academic Ranking of World Universities (ARWU) with The Times Higher Education QS Top University Ranking (THE QS) following a year later in 2004. “Despite significant volumes of criticism and commentary, and some boycotts by HEIs [Higher Education Institutions], rankings have become an increasingly popular way to compare higher education performance and productivity” (Hazelkorn, 2013, p. 9). In a list of the most prominent rankings Hazelkorn (2013) names 11 different international rankings (see also Rauhvargers, 2011). The most important source of data used for the various rankings are abstract and citation databases of peer-reviewed literature (primarily Scopus, which is provided by Elsevier and the Web of Science, WOS, from Thomson Reuters). Publication and citation data is used to make a statement about the productivity and the citation impact of institutions (Bornmann, de Moya Anegón, & Leydesdorff, 2012; Waltman et al., 2012).

Recent years have seen a number of different approaches which not only put institutions in a ranking list, but also show their performance on a map (Zhang, Perra, Gonçalves, Ciulla, & Vespignani, 2013). The advantage of this visualization is that regions and countries can be explored and searched for excellent institutions. However there is more than one benefit to using geography to show the institutions: Abramo, Cicero, and D’Angelo (2013) and Pan, Kaski, and Fortunato (2012) have found that geography has a relevant effect on the dynamics of science. This effect can be shown on a map (Bornmann & Waltman, 2011). There is an overview of the various approaches to mapping institutions in van Noorden (2010) and Frenken, Hardeman, and Hoekman (2009). In a recent study, Bornmann, Leydesdorff, Walch-Solimena, and Ettl (2011) presented methods to map centres of scientific excellence around the world. By colorizing cities worldwide according to the output of highly cited papers, their maps provide visualizations where cities with a high (or low) output of
these papers can be found. Bornmann and Waltman (2011) follow their approach in general, but change the focus from mapping single cities to a more “sliding” visualization of broader regions. In a current study, Zhang, et al. (2013) “analyze the entire publication database of the American Physical Society generating longitudinal (50 years) citation networks geo-located at the level of single urban areas.”

Bornmann, Stefaner, et al. (2014) have introduced a web application (www.excellencemapping.net) which is linked to both spatial visualization approaches as well as academic ranking lists published hitherto. The web application visualizes institutional performance within specific subject areas as ranking lists and on custom tile-based maps. The web application is based on the results of a multilevel logistic regression. Multilevel models provide a very easy way to compare institutions, that is, whether they differ statistically significantly in their performance. The new, substantially enhanced version of the web application and the statistical analysis on which it is based are described in this paper. Multilevel models are used to test whether there are any systematic performance differences between institutions which justify their ranking.

In the enhanced version, the effect of single covariates (such as the per capita GDP of a country in which an institution is located) is examined and visualized. A covariate-adjusted ranking and mapping of the institutions is produced in which the single covariates are held constant. A number of studies have already shown that certain covariates can exert a significant influence on the results of rankings. In a secondary analysis of the Leiden Ranking (http://www.leidenranking.com) Bornmann, Mutz, and Daniel (2013) determined that the ranking of the universities changes significantly if context variables (such as the per capita GDP or the population of the country in which the university is located) are taken into account when the performance is measured. A study of German economic research institutes also finds that the ranking of these institutes changes with the inclusion of covariates (Ketzler & Zimmermann, 2013).
2 Methods

2.1 Data set

This study is based on Scopus data collected for the SCImago Institutions Ranking (http://www.scimagoir.com/). To obtain reliable data in terms of geo-coordinates (Bornmann, Leydesdorff, et al., 2011) and performance metrics (Waltman, et al., 2012), we only consider those institutions (universities or research-focused institutions) that have published at least 500 articles, reviews and conference papers in the period 2006 to 2010 in a certain Scopus subject area in the study. Institutions with fewer than 500 papers in a category are not considered. Furthermore, only subject areas offered at least 50 institutions are included in the web application (Arts and Humanities, for example, is not included). We use this threshold in order to have sufficient institutions for a worldwide comparison. The full counting method was used (Vinkler, 2010) to attribute papers from the Scopus database to institutions: if an institution appears in the affiliation field of a paper, it is attributed to this institution (with a weight of 1). According to the results obtained by Waltman, et al. (2012), the overall correlation between a university ranking based on the full counting and fractional counting method is very high ($r = .97$). Furthermore, regression model specifications (see section 2.3) become very difficult in case of weighted data. The fractional counting method gives less weight ($<1$) to collaborative than to non-collaborative papers ($= 1$).

The citation impact of the publications from the institutions relates to the period from publication to mid-2013.

---

1 The first version of the excellence mapping tool, Bornmann, Stefaner, et al. (2014) looked at the time period from 2005 to 2009. The first version of the excellence mapping tool can also be accessed in the current release. In the meantime, we have published the third version of the tool which refers to the period from 2007 to 2011. The third version is based on the same variables, methods, and techniques as the second version, which is described in this paper.
2.2 Variables

Dependent variables

The performance of the institutions is measured with two indicators in this study. In line with the recommendation by Rodríguez-Navarro (2012) for university research assessments, both indicators reflect “substantive contributions made to scientific progress.”

The first indicator, called the best paper rate (Bornmann, et al., 2012), shows the proportion of publications from an institution which belong to the 10% most cited publications in their subject area and publication year. According to Waltman, et al. (2012) the best paper rate (named as PP\text{top 10%}) is “the most important impact indicator” (p. 2425) for the ranking of universities by research performance. We used this indicator in the first version of the excellence mapping tool (Bornmann, Stefaner, et al., 2014).

To identify the publications of an institution belonging to the 10% most cited publications in their subject area and publication year, the citations $X_i$ that were received by the $i$th papers within $n$ papers published in a given subject area (and publication year) were gathered. Then the papers were ranked in ascending order

$$X_1 \leq X_2 \leq \ldots \leq X_n,$$

where $X_1$ and $X_n$ denote the number of citations received respectively by the least and most cited paper. Where citation counts are equal, the SCImago Journal Rank SJR2 indicator (Guerrero-Bote & de Moya-Anegon, 2012) of the journal which published the papers is used as a second sort key (from highest to lowest). This journal metric takes into account not only the prestige of the citing scientific publication but also its closeness to the cited journal.

Finally, in each subject area and publication year, each individual publication was assigned a percentile rank based on this distribution. If, for example, a single paper within a subject area had 50 citations, and this citation count was equal to or greater than the citation counts of 90% of all papers in the subject area, then the percentile rank of this paper would be 90. The paper would be in the 90th percentile and would belong to the 10% most cited papers within the
subject area. There are different approaches available for calculating percentile-based indicators (see an overview in Bornmann, Leydesdorff, & Mutz, 2013; Waltman & Schreiber, 2013). In a comparison, the approach used for the SCImago Institutions Ranking proved to have particular advantages over others (Bornmann, Leydesdorff, & Wang, 2013; Bornmann, Leydesdorff, & Wang, 2014).

The best paper rate of the institutions included in this study is on average 15% (see Table 1). The proportion of the institutions’ papers belonging to highly-cited papers is therefore on average 5 percentage points higher than the expected proportion (10%). Across the institutions, the proportion ranges from 0% (minimum) to 56% (maximum).

A second excellence indicator (not integrated in the first version) is taken into account in the new release of the excellence mapping tool: the ratio of papers that an institution publishes in the most influential scholarly journals of the world (best journal rate). The most influential journals are those which ranked in the first quartile (25%) of their subject areas (journal sets) as ordered by the SCImago Journal Rank SJR indicator (Gonzalez-Pereira, Guerrero-Bote, & Moya-Anegon, 2010). While the best paper rate gives information about the long-term success of an institution’s publications, the best journal rate describes an earlier stage in the process, the ability of an institution to publish its research results in reputable journals. As Table 1 shows, on average the institutions have published around half of their papers in the most influential scholarly journals of the world. A Mean$_{\text{best journal rate}}$=.56 indicates that on average, the institutions are performing better than the expected value of 25%. This finding might partly result from the full counting method used in this study. Highly cited publications and publications in high-impact journals tend to be the ones that have a relatively large number of authors, typically from different institutions. Because in the full counting approach these publications are counted multiple times, once for each of the co-authoring institutions, they create the situation in which most institutions are performing above expectation. This would be quite different in the case of the fractional counting
approach, where it is mathematically impossible for everyone to perform above expectation (i.e. that means above what would be expected, if each publication was counted only once).

Table 2 shows the number of institutions which are considered as datasets for the 17 subject areas in this study. Out of the 27 available subject areas in Scopus, only those are selected for the study which include at least 50 institutions worldwide. For example, 511 institutions within the subject area of chemistry were included in the analyses. The mean best paper rate for these institutions is .13 (13%) and the mean best journal rate .62 (62%).

Covariates

To be able to explain the performance differences among the institutions in the regression model, we included the following variables as covariates (see Table 1). The covariates are also utilized to create a covariate-adjusted ranking of the institutions:

1. Proportion of papers from one institution which were produced in an international collaboration (international collaboration).
2. Corruption perception index.
3. Number of residents in a country (number of residents).
4. Gross domestic product (GDP) per capita of a country (gross domestic product).

While the international collaboration covariate relates to individual institutions, all the other covariates apply at the level of individual countries.

(1): As Table 1 shows, averaged across all the institutions included in this study, 35% of the publications (of an institution) were produced in an international collaboration. The percentage of papers in international collaboration is computed by analyzing an institution’s output whose affiliations include more than one country address. While the minimum value of an institution for international collaboration is 0%, the maximum is 98%. As the overview from Lancho-Barrantes, Guerrero-Bote, and Moya-Anegón (2013) on studies which have investigated the influence of collaborations on the citation impact of publications shows, we
can expect publications produced in an international collaboration to have more impact than those which were not. The current study by Adams (2013) also arrives at this result.

(2): The corruption perception index which is measured for 85 countries is based on surveys of primarily business people and risk analysts who might adequately recognize corruption when they see it (see http://cpi.transparency.org/cpi2012/results/). The score ranges from 0 (“country’s business transactions are almost all dominated by bribery”) to 100 (“highly clean”) (Wilhelm, 2002). The mean corruption perception index averaged over all the countries in which at least one of the institutions included in this study is located is 54.1 (roughly equivalent to that of Hungary). Venezuela has the lowest value at min = 19 and Denmark the highest at max = 90. Although we are not aware of any studies investigating the influence of corruption in a country on the performance of its research institutions, we assume that it would be negative. For example, the results of Ariu and Squicciarini (2013) show that “in countries where corrupt people – through family ties, money or political affiliations – determine access to the job market, emigration of highly skilled labor is high and immigration of foreign talents is reduced, thus creating a net deficit” (p. 504).

(3): The number of residents in each country was researched in the report issued by the Deutsche Stiftung Weltbevölkerung (http://www.weltbevoelkerung.de). The number of residents also varies greatly across countries: The number ranges from 0.3 to 1,350.4 (million). Of course, the countries’ output is determined by their population size (Harzing & Giroud, 2014). As a larger population usually also means a larger pool of potential (excellent) scientists, we therefore expect positive correlations with citation impact. The results of Bornmann, Mutz, et al. (2013) show that this covariate does indeed have a statistically significant effect on the universities’ performance in the Leiden Ranking: The larger the number of inhabitants, the higher the citation impact of a university. According to results produced by Mazloumian, Helbing, Lozano, Light, and Börner (2013) the citation impact of papers from a country is related to the size of a country.
(4): The gross domestic product (GDP) per capita is the gross domestic product converted to international dollars (www.worldbank.org). Regarding GDP we assume – and this has also been confirmed by Bornmann, Mutz, et al. (2013) with the aid of data from the Leiden Ranking – that in a country where more money is available generally, there will be more funding for research, and thus higher-level research can be conducted than in countries with limited financial means. More results concerning available money in a country and research performance can be found in Meo, Al Masri, Usmani, Memon, and Zaidi (2013), Allik (2013), and Grossetti et al. (2013). Miranda and Lima (2010) point out that “the knowledge evolution, as seen through the evolution of major scientific discoveries and impacting technological inventions, is exponentially correlated to the GDP” (p. 92). As Table 1 shows, GDP in the countries included in this study ranges from 479 to 99,143; the median value is 14,501. GDP for 2011 was researched at the World Bank (http://data.worldbank.org/) and in the CIA world fact book (www.cia.gov/library/publications/the-world-factbook/).

2.3 Statistical model

As in our paper introducing the first version of the excellence mapping tool, we prefer here a generalized linear mixed model (GLM) for binomial data, which takes into account the hierarchical structure of data and properly estimates the standard errors (Bornmann, Stefaner, et al., 2014; Mutz & Daniel, 2007). The model can handle complex data structure with a small set of parameters. For instance, one parameter is sufficient to test statistically, whether the institutional performances vary only by random chance (i.e. as random samples of the same population) or in a systematic manner. Rankings among institutions only make sense if there are systematic differences between these institutions.

Our data are organized as follows: For each institution (which is the group variable), the total number of papers, denoted \( n_i \), the number of papers which belong to the 10% most cited publications (best paper rate), the number of papers that are published in the most
influential scholarly journals (best journal rate), and institution-specific covariates (e.g. GDP) are available. If $Y_i$ denotes the institutional number of papers, $i$, which belong to the 10% most cited papers/ are published in the most influential journals, this is an independent binomial random variable (Schabenberger, 2005). To model the best paper and best journal rates probabilities, $p_i$, for each subject area, one needs to account for the fixed effect of the covariate and the random effects of the institutions. The following model is assumed to relate the fixed and random effects model to the logit of the probability $p_i$ (Bornmann, Mutz, Marx, Schier, & Daniel, 2011; Bornmann, Stefaner, et al., 2014; Hox, 2010; Schabenberger, 2005):

$$\log \left\{ \frac{p_i}{1-p_i} \right\} = \beta_0 + \beta_1 x_i + u_i$$  

We assume that the parameters $\beta_0$, $\beta_1$, and $u_i$ are not correlated with the covariate $x_i$, $\text{cov}(x_i, u_i) = 0$. Whereas $\beta_0$ and $\beta_1$ are fixed effects, $u_i$ are the random effects. We understand the 500 institutions (with a substantial publication output), which we selected for this study at a certain time point, as a sample of all institutions (with a substantial output) across a certain time interval (between two releases of institutional data). As the assumption of random sampling is questionable for our data, we adopted the concept of exchangeability from Raudenbush (1993, p. 330). In a Bayesian perspective, exchangeability reflects the investigator’s uncertain state of knowledge about a large number of parameters with favourable consequence of fostering the efficiency of the estimation by using multilevel models.

Because the covariates used in this study are scaled very differently (e.g. people, $\$), they were $z$-transformed with a mean value of 0 and a standard deviation of 1.0 (Hox, 2010). The transformation does not change the model fit and has no influence on the institutional
rankings. The standardization has the following advantages over non-standardized covariates: 
(1) The intercept in the statistical model, where the regression line crosses the y-axis, becomes a meaningful value: It represents the value of a fictitious institution for which a covariate is exactly average. (2) The different models can be simpler compared. (3) Due to different scales of the covariates the regression parameters become very small, if covariates are not standardized. (4) Standardization helps to avoid convergence problems and to speed up the numerical calculation of the models.

The conditional distribution of $Y_i$ (binomial) and the distribution of the random effects (normal) are specified as follows (Schabenberger, 2005, p. 4):

\[ Y_i \mid u_i \sim \text{binomial} \left( n_i, p_i \right) \]
\[ u_i \sim \text{iid } N(0, \sigma_u^2), \]

where $\sigma_u^2$ is the variance of the random effects $u_i$.

There is a so-called intra-class correlation conditioned on the covariate $x$ between papers within institutions with $\rho = \frac{\sigma^2_{u|x}}{3.29 + \sigma^2_{u|x}}$ which reflects the homogeneity of papers within institutions given the covariate $x$. The Wald test can test whether $\sigma^2_{u|x}$ deviates from 0 (the null hypothesis). If the Wald test is statistically significant, there are systematic differences between institutions beyond random fluctuations with respect to the best paper and best journal rate, even if these differences are controlled for a covariate. Comparisons or rankings of institutions only make sense in this case. If on the one hand a covariate does explain less of the random intercept variance across institutions, the ranking of institutions remains the same with or without it. On the other hand, if a covariate explains almost all of the random intercept variance, comparisons among institutions are no longer reasonable. Then, the level-2 residuals reflect only random differences among the institutions. Due to the
fact that only cluster-covariates and not paper-based covariates are used, the model parameters need not be adjusted and can be compared across models (Bauer, 2009).

The proportion of variance $R^2_{u,x}$ explained by the cluster-covariates is the difference between the random intercept variance $\sigma^2_{u0}$, if no covariate is included, and $\sigma^2_{u0|x}$, if the covariate $x$ is included in the model, divided by $\sigma^2_{u0}$: $R^2_{u,x} = (\sigma^2_{u0} - \sigma^2_{u0|x})/\sigma^2_{u0}$.

Most importantly, the multilevel model can be used to estimate so-called Empirical Bayes (EB) or shrinkage estimates which are more precise than their empirical counterparts, the raw probabilities (Bornmann, Stefaner, et al., 2014; Hox, 2010; SAS Institute Inc., 2008). The EB and the confidence intervals can be transformed back to probabilities to facilitate the interpretation of the results. The multiplication of standard errors by 1.39 instead of 1.96 results in so-called Goldstein-adjusted confidence intervals (Goldstein & Healy, 1994) with the property that if the confidence intervals of two institutions do not overlap, they differ statistically significantly ($\alpha = 5\%$) in their estimates (i.e. best paper and best journal rates probabilities). If the 95% confidence interval does not include the mean best paper or best journal rate across all institutions, the authors located at this institution have published a statistically significantly greater or smaller number of highly cited papers or of papers in reputable journals than the average across all institutions. In the case of a Goldstein-adjusted confidence interval, this test can only be done on the 16.3% probability level, rather than on the usual 5% level (Bornmann, Stefaner, et al., 2014).

To generate the data for the visualization for each of the 17 subject areas a multilevel analysis was calculated for the best paper rate as well as for the best journal rate. The intercept of the model without covariates provides for the reference value ($\beta_0$) to calculate the residuals $r_j$ in terms of probabilities ranging from 0 to 1 comparable to the original data: $r_j = \exp(\beta_0 + u_{0j})/(1 + (\beta_0 + u_{0j}))$. The choice of the reference point ($\beta_0$) is arbitrary and does not change the ranking of the institutions.
It would go far beyond this paper to report the results of all 2 * 17 analyses. Therefore, we present two overall models (see Table 3 and Table 4), in which the subject area and the interaction subject area × covariate are additionally included as fixed effects in the multilevel model (Eq. 1) using dummy coding. Due to the fact that there are 16 non-redundant pieces of information for 17 subject areas, 16 main effects (subject area) and 16 interactions (subject area × covariate) with corresponding parameters (β2 - β18, β19 - β35) were added to the fixed-effects model (Eq. 1) as follows:

\[
\log \left( \frac{p_i}{1-p_i} \right) = \beta_0 + \beta_1 x_i + \beta_2 d_{i1} + \ldots + \beta_{18} d_{i16} + \beta_{19} x_i + \ldots + \beta_{35} d_{i16} x_i + u_i \quad (3)
\]

Instead of reporting all the estimates of the 32 parameters, only the overall test results (F-tests) were reported in Table 3 and Table 4.

The more appropriate way to analyze the data would be to include the subject area as an additional third level in the multilevel analysis. Unfortunately, such complex models with random intercepts and random slopes for subject areas could not be estimated. Also, the low number of subject areas (n=17) does not justify the inclusion of a third level.

The analyses were done using the proc glimmix procedure implemented in the SAS statistical software (SAS Institute Inc., 2008; Schabenberger, 2005).

### 2.4 Interactive Visualization

We implemented an interactive statistical mapping application, which presents the bibliometric data in the form of a world map and table view. Both forms allow the data to be examined by subject area, covariate, and data set edition (publications years 2005 to 2009 and 2006 to 2010). The user can choose various institutions for direct comparison. The application
was implemented using modern web technologies and Open Street Map\(^2\) data provided through MapBox\(^3\). It is based on the javascript frameworks backbone.js\(^4\), jquery\(^5\) and d3.js\(^6\).

3 Results

3.1 Results of the multilevel regression analysis

*Overall systematic institutional differences*

A model was taken as the starting point in the statistical analysis, which only includes a random and fixed intercept and subject area as fixed factors (Table 3, Table 4, model M\(_0\)). The random intercept variance \(\sigma^2_{u0|x}\) represents the variability of random intercepts across institutions whereas the data is controlled for the main effect of the subject area (differences between subject areas are discarded). The parameter estimates show that there is sufficient residual variability left (\(\sigma^2_{u0|x} = 0.50\) for best paper rate and \(\sigma^2_{u0|x} = 0.78\) for best journal rate) to justify an institutional ranking. Given the null hypothesis of zero variance in the population, the probability of the empirical results for the variance component \(\sigma^2_{u0|x}\) is below 0.05, i.e. the result is statistically significant. The intra-class correlation \([0; 1]\) as a measure of the variability between institutions to the total variability as sum of the variability between and within institutions (random fluctuations) amounts to 0.13 for best paper rate and 0.18 for best journal rate. A statistically significant F-test for the subject area shows that there are statistically significant differences between the subject areas. It is therefore reasonable to separate rankings for subject areas, which was implemented in our web application.

*Impact of covariates*

For each covariate a multilevel model was estimated for the best paper rate as well as for the best journal rate (Table 3, Table 4). Beside the correlation between the corruption

\(^2\) [http://www.openstreetmap.org](http://www.openstreetmap.org)
\(^3\) [https://www.mapbox.com](https://www.mapbox.com)
\(^4\) [http://backbonejs.org](http://backbonejs.org)
\(^5\) [http://jquery.org](http://jquery.org)
\(^6\) [http://d3js.org](http://d3js.org)
perception index and the GDP (r = .81) the correlations among the covariates are small or medium (Table 5). Therefore, a separate analysis for each covariate can be justified. In all models with covariates there is sufficient residual variance $\sigma^2_{u|x}$ left in order to justify a covariate-specific ranking. The null hypothesis of zero variance in the population can always be rejected with p < .05. Due to the fact that the same model (random-intercept fixed-effects model) with different covariates is used, comparison of models using information criteria (Schwarz Bayesian criterion, BIC) or deviance is actually not appropriate. However, they can give some hints for optimal models.

The results of the models for the best paper rate are comparable to the results of the models for the best journal rate, so we will discuss the results for the best paper rate only in the following. In terms of the amount of explained variance, GDP is the most important factor, which explains with $R^2_{u, cov} = .47$ about 47% of the random-intercept variance for the best paper rate, followed by the corruption perception index ($R^2_{u, cov} = .41, 41\%$) and the international collaboration ($R^2_{u, cov} = .32, 32\%$). Except for the number of residents in a country the effect of the covariates on the best paper rate is positive: The higher the value of the covariate, the higher the best paper rate. But the higher the number of residents, the lower the best paper rate. The statistically significant F-tests for the interaction subject area × covariate indicate that the impact of all covariates is different across the subject areas, which justifies a separate multilevel analysis for each subject area. Figure 1 shows the predicted best paper rates in dependence on GDP for different subject areas (without considering differences between institutions). The best paper rate increases exponentially with increasing GDP with large differences among the 17 subject areas. These differences are particularly visible where the GDP exceeds the threshold of $60,000. Whereas the best paper rate in medicine strongly depends on the GDP, the best paper rate in mathematics is less strongly associated.
3.2 The Web Application

The URL of the web application is: http://www.excellencemapping.net. There is a very short description of the visualization displayed in the upper right section of the web application with a link to click for "More information". The page with the detailed description includes the affiliations of the authors of the web application and a link to this research paper. Under the short description of the web application, the user can choose whether to view the first release of our web application, which relates to the publication period 2005-2009, or the second with the publication period 2006-2010. Only in the second release, the user can select two different excellence indicators and several covariates. In the upper right section of the web application, the user can select from 17 subject areas for the visualization. Under the selection window for the subject area, there is another for the covariate (for selecting the corruption perception index, for example).

If the user selects a covariate, the probabilities of (i) publishing in the most influential journals (best journal rate) or (ii) publishing highly cited papers (best paper rate) is displayed adjusted (controlled) for the selected covariate. The results on the performance of institutions can then be interpreted as if the institutions all had the same value (reference point) for the covariate in question. Each covariate was z-transformed over the whole data set (with M=0 and S=1), so that the average probability shows the value in which the covariate in question has the value 0, i.e. exactly equivalent to the median. This allows the results of the model with and without the covariates to be compared.

Below the selection windows for the subject area and the covariates, users can select one of the two excellence indicators (best paper rate or best journal rate). Our tool shows for each of these indicators the residues from the regression model (random effects) converted to probabilities. In order to have values on the original scale for both indicators for the tool (i.e. proportion of papers in the excellent range or published in the best journals), the intercept was added to the residues. Users can tick “Show statistically significant results only” to reduce the
set of visualized institutions in a field to only those which differ statistically significantly in their performance from the mean value.

The map on the left-hand side of the screen shows a circle for each institution with a paper output greater than or equal to 500 for a selected subject area (e.g. Physics and Astronomy). Users can move the map to different regions with the mouse (click and drag) and zoom in (or out) with the mouse wheel. Country and city labels and map details appear only at zoom levels of a certain depth, primarily in order to facilitate perception of the data markers. Zooming can also be done with the control buttons at the top left of the screen. The circle area for each institution on the map is proportional to the number of published papers in the respective subject area. For example, the Centre National de la Recherche Scientifique (CNRS) has the largest circle (in Europe) on the Physics and Astronomy map, highlighting the high output of papers in this subject area. As several circles overlap on larger cities, users can select all the circles in a certain region with the mouse, by holding down the shift key and marking out the area on the map in which the institutions in question are located. These institutions are then displayed on the right-hand side of the web application under "Your selection". The color of the circles on the map indicates the excellence indicator value for the respective institution using a diverging color scale, from blue through grey to red (without any reference to statistical testing): If the excellence indicator value for an institution is greater than the mean (expected) value across all institutions, its circle has a blue tint. Circles with red colors mark institutions with excellence indicator values lower than the mean. Grey circles indicate a value close to the expected value.

All those institutions which are taken into account in the multi-level model for a subject area (section “Institutional scores”) are listed on the right-hand side of the web application. The name, the country, and the number of all the papers published (“Papers”) are displayed for each institution. In addition, the probabilities of (i) publishing in the most influential journals (best journal rate) or (ii) publishing highly cited papers (best paper rate)
are visualized ("Indicator value"). The greater the confidence interval of the probability, the more unreliable for an institution it is. If the confidence interval does not overlap with the mean proportion across all institutions (the mean is visualized by the short line in the middle of “Indicator value”), this institution has published a statistically significantly higher (or lower) best paper or best journal rate than the average across all the institutions ($\alpha = 0.165$). The institutions in the list can be sorted (in descending or ascending order in the case of numbers) by clicking on the relevant heading. Thus, the top or worst performers in a field can be identified by clicking on “Indicator value.” Clicking on “Papers” puts the institutions with high productivity in terms of paper numbers at the top of the list (or at the end). In Biochemistry, Genetics and Molecular Biology, for example, the institution with the highest productivity between 2006 and 2010 is the CNRS; in terms of the best paper rate, the best-performing institution is the Broad Institute of MIT and Harvard. The column farthest on the right ("Δ rank") in the "Institutional Scores" section shows for each institution by how many rank places it goes up (green, arrow pointing upwards) or goes down (red, arrow pointing downwards), if the user selects a certain covariate. For example, the Institute for High Energy Physics (RUS) improves its position by 16 places compared to the ranking which does not take the covariate "corruption perception index" into account in the Physics and Astronomy subject area. The ranking differences in this column always relate to all the institutions included. The differences do not therefore change if one looks at only the statistically significant results.

If a covariate has been chosen, one can, for example, sort the institutions by Δ rank, which puts the institutions which benefit most from the covariate being taken into account at the top of the list. Using the search field at the top right, the user can find a specific institution in the list. To identify the institutions for a specific country, click on “Country”. Then the institutions are first sorted by country and second by the indicator value (in ascending or descending order). “Your selection” is intended to be the section for the user to compare
institutions of interest directly. If the confidence intervals of two institutions under “Indicator value” do not overlap, they differ statistically significantly on the 5% level in the best paper or best journal rate. For example, in Physics and Astronomy, Stanford University and the Helmholtz Gemeinschaft are visualized without overlap (publication years 2006 to 2010). The selected institutions in “Your selection” can be sorted by each heading in different orders. These institutions are also marked on the map with a black border. Thus, both institutional lists and institutional maps are linked by the section “Your selection”. For the comparison of different institutions, it is not only possible to select them in the list but also on the map with a mouse click. A new comparison of institutions can be started by clicking on “Clear”.

If the user has selected some institutions or has sorted them in a certain order, the selection and sort order are retained if the subject area is changed. This feature makes it possible to compare the results for certain institutions across different subject areas directly.

4 Discussion

According to Hazelkorn (2013) we can break the development in university rankings down into three phases: In Phase 1 primarily private universities in the USA were compared with each other with the aid of indicators such as faculty expertise, graduate success in later life, and academic resources. Phase 2 began around the end of the 1960s, initially in the USA and later in other countries, when more and more national rankings with every institution were set up. These rankings were already often based on bibliometric data from the newly developed Science and Social Sciences Citation Indexes (Garfield, 1955). The era of global rankings, the third phase, came at the beginning of the 21st century with the publication of the ARWU (see above). Since then a host of other global rankings have been developed in addition to ARWU. We can view the U-Multirank commissioned by the European Union as the current end point of this development (van Vught & Ziegele, 2012). This comprehensive ranking “compares the performance of universities and colleges not only in research, but also
in teaching, knowledge transfer, international orientation and regional engagement; it is a multi-dimensional ranking. It presents performance profiles for universities across the five dimensions using a broad range of performance indicators” (CHE Centre for Higher Education). The compilation of the data for the ranking means a high workload for the involved institutions.

With the excellence mapping introduced in this paper, we are taking a different approach to designing a ranking than that chosen for U-Multirank, for example. In our web application, we have limited ourselves to the most important dimension in measuring research performance – the identification of research excellence – and created a study which has enabled institutions to be not only ranked, but also mapped by using the most suitable indicators and modern statistical processes. While the ranking allows a direct comparison of the institutions regarding the quality of the journal in which their papers appear (best journal rate) and of the publication output (best paper rate, measured using the citation impact), mapping the institutions allows the research performance of institutions in larger regions throughout the world to be explored. Compared to the mapping and ranking approaches introduced hitherto, our underlying statistics (multi-level models) are analytically oriented – following Bornmann and Leydesdorff (2011) – by allowing (1) the estimation of statistically more appropriate values for the best paper and best journal rates than the observed values; (2) the calculation of confidence intervals as reliability measures for the institutional performance; (3) the comparison of a single institution with an “average” institution in a subject area, and (4) the direct comparison of at least two institutions. (5) Furthermore, taking covariates into account when mapping and ranking institutions allows an adjusted view of institutional research performance. The covariates make a what-if-analysis possible. For example, with our application it is possible to look at the performance of institutions worldwide as if they were located in a country with the same financial background (that is, the same GDP).
Informed peer review is seen as the ideal way forward for the evaluation of research units (such as scientists, research groups or institutions) (Bornmann, 2011). Experts working in the same discipline as the unit being evaluated make an assessment of its research performance. This evaluation can only be undertaken by experts from the same subject area as only they and no others have the necessary knowledge. However, peer review comes up against its limits when a large number of research units need to be evaluated which are also geographically distributed over a wide area. "For obvious reasons of costs and time it is clearly unthinkable to utilize peer-review to evaluate the entire output of a national research system" (Abramo, et al., 2013). One must rely on quantitative indicators for an overview of institutions throughout the world – particularly indicators based on bibliometric data. Unlike other data (such as data on third party funding), bibliometric data is available all over the world and in a comparable form for every institution. It can also be evaluated for a period of time and across subject areas (with the appropriate normalization).

The excellence mapping tool presented in this paper is the second version of a web application for the visualization of institutional research performance. We plan to continue to develop the application over the next few years. The development will depend on the data to be used: more up-to-date data will be included, but the older data will be retained. Furthermore, new indicators and statistical analyses will be included.
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Table 1. Sample description

| Variable                            | N    | Mean | SD  | MIN  | 25%  | Med  | 75%  | MAX  |
|-------------------------------------|------|------|-----|------|------|------|------|------|
| **Institution Level**               |      |      |     |      |      |      |      |      |
| Best paper rate                     | 6,988| 0.15 | 0.07| 0    | 0.10 | 0.15 | 0.20 | 0.56 |
| Best journal rate                   | 6,988| 0.56 | 0.19| 0    | 0.44 | 0.60 | 0.70 | 0.98 |
| International collaboration         | 6,988| 0.35 | 0.17| 0    | 0.22 | 0.34 | 0.47 | 0.98 |
| **Country Level**                   |      |      |     |      |      |      |      |      |
| Corruption perception index         | 73   | 54.1 | 20.4| 19   | 37   | 49   | 72   | 90   |
| Number of residents                 | 73   | 85.3 | 233.0| 0.3  | 5.4  | 17.4 | 60.9 | 1,350.4|
| Gross domestic product              | 73   | 25,132| 22,542| 479  | 7144 | 14,501| 42522| 99,143|

Note. SD=Standard deviation, MIN=Minimum, 25%=25th percentile, Med=Median, 75%=75th percentile, MAX=Maximum
Table 2. Number of institutions included in the statistical analyses for 17 different subject areas. The mean best paper rate/best journal rate is the mean best paper rate/best journal rate for the institutions within one subject area.

| Subject area                                      | Number of institutions | Mean best paper rate | Mean best journal rate |
|--------------------------------------------------|------------------------|----------------------|------------------------|
| Agricultural and Biological Science              | 545                    | 0.15                 | 0.60                   |
| Biochemistry, Genetics and Molecular Biology     | 773                    | 0.14                 | 0.55                   |
| Chemical Engineering                             | 167                    | 0.14                 | 0.54                   |
| Chemistry                                        | 511                    | 0.13                 | 0.62                   |
| Computer Science                                 | 381                    | 0.14                 | 0.34                   |
| Earth and Planetary Sciences                     | 331                    | 0.18                 | 0.66                   |
| Engineering                                      | 644                    | 0.14                 | 0.41                   |
| Environmental Science                            | 245                    | 0.17                 | 0.71                   |
| Immunology and Microbiology                      | 217                    | 0.16                 | 0.65                   |
| Materials Science                                | 412                    | 0.13                 | 0.55                   |
| Mathematics                                      | 379                    | 0.14                 | 0.45                   |
| Medicine                                         | 1231                   | 0.17                 | 0.58                   |
| Neuroscience                                     | 123                    | 0.18                 | 0.65                   |
| Pharmacology, Toxicology and Pharmaceutics       | 92                     | 0.17                 | 0.68                   |
| Physics and Astronomy                            | 668                    | 0.15                 | 0.61                   |
| Psychology                                       | 70                     | 0.20                 | 0.61                   |
| Social Sciences                                  | 199                    | 0.18                 | 0.60                   |
Table 3. Random-intercept models with a single cluster-covariate (subject area) as fixed effect for best paper rate

|                | \( M_0 \) | \( M_1 \) | \( M_2 \) | \( M_3 \) | \( M_4 \) |
|----------------|-----------|-----------|-----------|-----------|-----------|
| **Fixed effects** |           |           |           |           |           |
| Intercept \( \beta_0 \) | -2.03* | -2.07 | -2.00 | -1.57* | -1.62 | -1.54 | -2.07* | -2.17 | -2.03 | -2.07* | -2.10 | -2.04 | -2.03* | -2.06 | -2.00 |
| Covariate \( \beta_1 \) | F | 0.37* | 0.35 | 0.40 | 0.55* | 0.51 | 0.59 | -0.38* | -0.43 | -0.34 | 0.53 | 0.50 | 0.56 |
| Subject \( \beta_{2.18} \) | 1,300.2* | 1,531.3* | 829.8* | 1,096.7* | 886.5* |
| Subject × Cov | 386.7* | 275.6* | 419.6* | 246.9* |
| **Random effects** |           |           |           |           |           |
| Intercept \( u_{0j} \) | \( \sigma^2_{u_{0j}} \) | 0.50$ | 0.47 | 0.53 | 0.34$ | 0.32 | 0.37 | 0.31$ | 0.29 | 0.34 | 0.43$ | 0.41 | 0.46 | 0.28$ | 0.26 | 0.30 |
| ICC_{cov} | \( \rho \) | 0.13 | 0.06 | 0.08 | 0.11 | 0.07 |
| \( R^2_{u.Cov} \) | 0.00 | 0.31 | 0.37 | 0.14 | 0.45 |
| Deviance | 110,965 | 101,394 | 106,665 | 104,948 | 106,728 |
| BIC | 112,001 | 101,658 | 106,930 | 105,213 | 106,992 |

Note. Par = parameter, Est = estimated parameter, CL = lower limit of the 95% confidence interval, CU = upper limit of the 95% confidence interval, F = F-test, ICC = intra-class correlation conditioned on the covariate, \( R^2_{u.cov} \) = coefficient of determination
* \( p < .05, F(16; 6,889) \)
+ \( p < .05, t (6,872) \)
$ \( p < .05, \text{Wald } z \)-test
Table 4. Random-intercept models with a single covariate (subject area) as fixed effect for best journal rate

| Fixed effects                                      | M₀                      | M₁                      | M₂                      | M₃                      | M₄                      |
|----------------------------------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
| Intercept                                          | β₀                      | -0.23                   | -0.27                   | -0.19                   | 0.43*                   |
| Covariate                                          | β₁                      | 0.53                    | 0.51                    | 0.55                    | 0.67*                   |
| Subject                                            | β₂;18                   | F                       | F                       | F                       | F                       |
| Subject × Cov                                      | β₁₉;35                  | 14,424.6*               | 10,873.2*               | 13,757.6*               | 13,525.5*               |

| Random effects                                     |                         |                         |                         |                         |                         |
| Intercept u₀j                                       | σ²_u₀                  | 0.78§                   | 0.73                    | 0.83                    | 0.53§                   |
| ICC_Cov                                            | ρ                      | 0.18                    | 0.13                    | 0.11                    | 0.15                    |
| R²_u_Cov                                           |                         | 0.00                    | 0.32                    | 0.41                    | 0.20                    |

| Deviance                                            |                         | 233,806                 | 201,945                 | 212,762                 | 217,987                 |
| BIC                                                 |                         | 233,942                 | 202,209                 | 213,027                 | 213,690                 |

Note. Par = parameter, Est = estimated parameter, CL = lower limit of the 95% confidence interval, CU = upper limit of the 95% confidence interval, F = F-test, ICC = intra-class correlation conditioned on the covariate, R²_u_cov = coefficient of determination

* p< .05, F(16; 6,889)
+ p< .05, t (6,872)
§ p< .05, Wald z-test
Table 5. Correlations (Pearson) among the country-level covariates (N = 73 countries)

| Variable                  | Corruption perception index | Number of residents | Gross domestic product |
|---------------------------|-----------------------------|---------------------|------------------------|
| Corruption perception index | 1.00                        |                     |                        |
| Number of academic institutions | .08                        | 1.00                |                        |
| Gross domestic product    | .81*                        | -.22                | 1.00                   |

* p< .05
Figure 1. Predicted best paper rates in dependence on the gross domestic product by each subject area (without considering differences between institutions)