Digital micromirror device-based laser-illumination Fourier ptychographic microscopy
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Abstract: We report a novel approach to Fourier ptychographic microscopy (FPM) by using a digital micromirror device (DMD) and a coherent laser source (532 nm) for generating spatially modulated sample illumination. Previously demonstrated FPM systems are all based on partially-coherent illumination, which offers limited throughput due to insufficient brightness. Our FPM employs a high power coherent laser source to enable shot-noise limited high-speed imaging. For the first time, a digital micromirror device (DMD), imaged onto the back focal plane of the illumination objective, is used to generate spatially modulated sample illumination field for ptychography. By coding the on/off states of the micromirrors, the illumination plane wave angle can be varied at speeds more than 4 kHz. A set of intensity images, resulting from different oblique illuminations, are used to numerically reconstruct one high-resolution image without obvious laser speckle. Experiments were conducted using a USAF resolution target and a fiber sample, demonstrating high-resolution imaging capability of our system. We envision that our approach, if combined with a coded-aperture compressive-sensing algorithm, will further improve the imaging speed in DMD-based FPM systems.
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1. Introduction

The performance of conventional optical microscopes has long been limited by the space-bandwidth product (SBP): a trade-off between the field-of-view (FOV) and the imaging
resolution (related to the spatial bandwidth of optical imaging systems). Increasing the SBP in a conventional microscope will inevitably lead to system design complexity that minimizes optical aberrations [1]. In recent years, several methods have been proposed to overcome this limitation, which include synthetic-aperture microscopy [2–4], lens-free imaging [5–8], montaging microscope images [9], multiscale gigapixel photography [10], and Fourier ptychographic microscopy (FPM) [11–16]. Among these methods, FPM has been developed as an effective approach to achieve imaging with both large FOV and high resolution. In a FPM system, an objective lens with a low numerical aperture (NA) and a small magnification is used to capture images with a large FOV, while the resolution enhancement is realized by digitally processing the image sequence that corresponds to the sample scattering complex fields generated by illuminating waves at different incident angles [11]. It is known that when an oblique plane wave is used to illuminate a sample in a coherent imaging system, an extra linear phase will be added to the field in the sample plane. This results in a center shift of the scattered field’s spatial spectrum, allowing the information with higher spatial frequency to be captured by an objective lens with a low NA. By combining images with distinct illumination angles, containing different frequency components of the sample, one can numerically reconstruct an image with frequency support much wider than that allowed by the NA of the objective lens used. Image reconstruction methods incorporating conventional ptychography [17–20] and phase retrieval algorithms [21–23] have been proposed for FPM to reconstruct both the amplitude and phase distribution of samples with high resolution [21, 24, 25]. In biological imaging, the reconstructed phase contains sample information such as morphology and motion dynamics [26, 27]. Further improvements in the recovery algorithm have also been developed to eliminate the impact of illumination uncertainty and aberrations [28, 29].

In FPM systems, the illumination field is typically achieved by using a programmable LED array, placed under the sample stage in the far-zone. Every LED element in the array produces an illumination field at a specific incident angle. Thus, sample images, corresponding to sample scatterings from different illumination angles, can be obtained by lighting up one or multiple LED elements successively [30, 31]. If a condenser lens-based imaging system is used, the illumination field can be engineered with a low-cost liquid crystal display (LCD) placed in the back focal plane (BFP) of the condenser lens [32]. Beside the use of LCDs, the incident field direction has also been controlled with a wedge prism [33] or a galvo-mirror [34] placed in the illumination path. Despite all the efforts engineering the illumination, all current LED-based FPM systems suffer from low light power and camera dark noise, making them difficult to achieve robust high-speed imaging.

In this paper, we propose a novel FPM design to overcome the above mentioned issues such as low-light, illumination intensity non-uniformity, dark-noise limited detection, and low imaging speed. Instead of LEDs, we utilize a 532 nm high power laser as the illumination source, which allows for easy power scaling leading to high-speed imaging. To the best of our knowledge, this is the first experimental demonstration of a photon shot-noise limited FPM system. Also, for the first time, we implement a digital micromirror device (DMD) based aperture-coding for high-speed FPM. Unlike LED arrays, DMD has a more flexible illumination pattern control with close to a million independent micromirrors that can be used to engineer the illumination beam in all sorts of ways. Moreover, as evidenced by the experimental results, our FPM system is immune to laser speckle that was generally regarded as a hurdle in a laser-based FPM. It is also worth mentioning that our system has removed the need for a high performance camera, since only the camera well depth is relevant to the image sensitivity in our experiments.

In our FPM system, the DMD is placed in a plane conjugate to the BFP of the illumination objective (functioning as a condenser lens). Light reflected by the DMD micromirror corresponds to a point source at a specific location in the BFP. Therefore, by selectively turning on or off the mirrors on the DMD, the sample can be illuminated by plane waves at different incident angles. The sample scattered light is then collected by the imaging objective.
and relayed to an 8-bit CMOS camera. Our results demonstrate the principles and concepts of DMD-based laser-illumination FPM. Specifically, we have experimentally demonstrated the reconstruction of complex imaging fields with significantly improved resolution, compared with normal-incident laser illumination. Moreover, the achieved resolution is close to the theoretically predicted value.

2. DMD-based FPM setup

Figure 1 shows the configuration of our DMD-based FPM system. The illumination beam from a 532 nm laser source (Verdi V8, Coherence Inc.) is collimated and expanded before illuminating the DMD (DLP3000 DMD, Texas Instruments) at a 24-degree incident angle (24-degree angle is determined by the micromirror tilt angle. When a micromirror is on or off, its tilt angle is at 12 or −12 degrees with respect to the DMD surface normal direction). The employed DMD has 608 × 684 binary micromirror elements, arranged in a rhombus array, with a 10.8 μm pitch (each micromirror dimension is 7.6 μm × 7.6 μm). By introducing a 4f system, the light reflected off the DMD is relayed onto the BFP of a 10X/0.16 illumination objective. Therefore, illumination plane waves with given incident angles can be achieved by coding the on/off state of each micromirror on the DMD. This establishes a one-to-one relationship between the position of the on-state micromirror and the center of the sample’s detectable spatial spectrum. In experiments, we use a group of 5 × 5 micromirrors instead of one to insure the best performance (refer to discussion on system limitations). The forward scattered beam is collected by a 1.25X/0.04 objective and imaged on an 8-bit CMOS camera (DCC1545M, Thorlabs) using a tube lens.

3. Experiments and results

3.1 Image reconstruction algorithm

By sequentially turning on micromirrors on the DMD, we obtain several images with different angles of illumination. In our experiments, we turn on the micromirrors from the center, where the reflected beam illuminates sample normally [35]. This strategy is based on the fact that the energy distribution of most biological samples concentrates on the low-frequency components, and thus scanning from the low-frequency region speeds up the convergence speed of the FPM iterative algorithm. Our on-state micromirror scanning follows a ring pattern, and the corresponding sampling pattern in the Fourier domain is shown in Fig. 2. The spatial frequency scale is normalized by the wavenumber in vacuum, \( k_0 = 2\pi / \lambda \) (\( \lambda = 532\text{nm} \)), so that the relative values denote the enhanced NA when oblique illumination is used. This ring sampling pattern allows for recovering the Fourier ptychographic image with isotropic enhancements in resolution. Overall, 92 micromirrors are sequentially turned on, resulting in 92 raw sample
images corresponding to different incident angles. It should be pointed out that as the DMD aperture scans, the beam distribution on the sample stays almost unchanged in order to ensure the best imaging performance. This is achieved by carefully aligning the 4f system between the DMD and the condenser objective lens, as illustrated in Fig. 1.

Fig. 2. The Fourier-plane sampling pattern when using a ring scanning sequence for the on-state micromirrors on the DMD. This sequence is used to recover the Fourier ptychographic image with isotropic resolution enhancements.

The collected images are further used to reconstruct a high-resolution sample image. We use the iterative algorithm with aberration correction, namely the recovery of the pupil function, to process the captured image sequence and reconstruct the complex sample information in space. Notice that, we did not seek to improve the recovery algorithm. Thus, the image reconstruction method, as described in the following, is similar to those reported in [29, 30]. When the \( n \)th pixel in the DMD is set to be on, the spatial frequency shift induced by the generated oblique plane-wave illumination is denoted as \( K_n \), where \( n = 1, 2 \ldots 92 \). To give a better understanding of the reconstruction process, we describe the image retrieval process in detail below with the help of a graphic illustration shown in Fig. 3. Assume that the initial guess of the sample’s spatial spectrum and the pupil function are \( O^{(0)}(k) \) and \( P^{(0)}(k) \), respectively. The updated spatial spectrum \( O^{(n)}(k) \) along with the updated pupil function \( P^{(n)}(k) \) by using the \( n \)th raw image intensity \( I_{kn}(r) \) are obtained as follows:

First, we simulate the imaging result (with low resolution limited by the NA of the imaging objective lens) from the non-updated sample spectrum, where an oblique plane wave with a spatial frequency shift of \( K_n \) is used as the illumination field, as is shown in Eq. (1) and Eq. (2),

\[
\Phi^{(0)}_{\text{low}}(k) = O^{(n-1)}(k - K_n)P^{(n-1)}(k),
\]

\[
\phi^{(0)}_{\text{low}}(r) = F^{-1}\{\Phi^{(0)}_{\text{low}}(k)\},
\]

where \( O^{(n-1)}(k) \) and \( P^{(n-1)}(k) \) are the non-updated spatial spectrum and pupil function, respectively; \( \Phi^{(0)}_{\text{low}}(k) \) is the spatial spectrum of the simulated low-resolution image \( \phi^{(0)}_{\text{low}}(r) \); and \( F^{-1}\{\} \) denotes the two-dimension inverse Fourier transform.

Then, we update the simulated image amplitude with the experimentally measured intensity image, as shown in Eq. (3),

\[
\phi^{(n)}_{\text{updated}}(r) = \sqrt{I_{kn}(r)}\phi^{(0)}_{\text{low}}(r) / |\phi^{(0)}_{\text{low}}(r)|.
\]
and obtain the spatial spectrum of the updated low-resolution image by using Eq. (4),

$$\Phi_{\text{updated}}^{(n)}(k) = F\{\phi_{\text{updated}}^{(n)}(r)\}, \quad (4)$$

where $F\{\cdot\}$ denotes the two-dimensional Fourier transform.

Finally, the spatial spectrum of the updated low-resolution image is used to update the pupil function and sample spectrum, as is shown in Eq. (5) and Eq. (6), respectively,

$$P^{(n+1)}(k) = P^{(n-1)}(k) + \frac{P^{(n-1)}(k - K_o)\left[P^{(n-1)}(k + K_o)\right]}{O^{(n-1)}(k)}\left[\Phi_{\text{updated}}^{(n)}(k) - O^{(n-1)}(k - K_o)P^{(n-1)}(k)\right]$$

$$\Phi^{(n)}(k) = \Phi^{(n)}(k) + \frac{\left[P^{(n-1)}(k + K_o)\right]}{O^{(n-1)}(k)\left[O^{(n-1)}(k)\right] + \delta_1}$$

$$O^{(n)}(k) = O^{(n)}(k) + \frac{\left[P^{(n-1)}(k + K_o)\right]}{O^{(n-1)}(k)\left[O^{(n-1)}(k - K_o)\right] + \delta_2}$$

where $\delta_1$ and $\delta_2$ are regularization constants for avoiding the possible zeros in the denominator. Since the pupil function $P^{(n)}(k)$ is a circular low-pass function with a radius given by $\text{NA} \cdot k_0$, where $k_0$ is the wave number in vacuum, the values appearing outside the circular region during the iterative process is set to zero. After using all the raw images to update the spatial spectrum of the analyzed sample, we repeat the iteration using the equations presented above until the solution converges. The computational time cost of one iteration, which uses 92 raw images 501 by 501 pixels each, is 16 seconds using a personal computer (Intel Core i5, 2.9 GHz). In our experiments, the solution converges after 5-10 iterations. Thus, the computation time required for one final output image is about 2 minutes.

Fig. 3. Schematic diagram of the whole image recovery procedure.
3.2 Experimental results

To demonstrate the feasibility of resolution enhancement in our DMD-based FPM system, we first image a USAF target (Edmund Optics). The camera exposure time is set at 10 ms and the laser power is tuned to about 500 mW (the camera exposure time stays the same throughout the whole experiment). Figures 4(a) and 4(b) show the imaging results for Group 7, cropped from a larger field of view, obtained by using LED Köhler illumination and the Fourier ptychographic method, respectively. We find that individual elements in this group, which can hardly been resolved with LED Köhler illumination, are clearly visible with FPM. These results show that the proposed FPM system has the ability to break the imaging resolution barrier set by the NA of the objective. Figures 4(c) and 4(d) show the corresponding Fourier spectra of the images in Figs. 4(a) and 4(b), respectively. By using the DMD-based Fourier ptychographic process, we have significantly extended the spatial spectrum in Fig. 4(d) from Fig. 4(c), which is limited by the pupil function in a coherent imaging system. This demonstrates the feasibility of applying the DMD in FPM system for controlling the incident angle of the illumination beam, thus improving the imaging resolution. Due the fact that the used USAF target is a pure amplitude sample, we only present the sample amplitude images as the imaging results, even though the complex sample images have also been recovered in FPM.

Fig. 4. USAF target Group 7 imaging by using (a) the LED Köhler illumination and (b) the DMD-based Fourier ptychographic method. Fourier spectra of images obtained by using the (c) normal incidence illumination and (d) the DMD-based FPM. The reconstruction of the sample information in spatial and Fourier domain is implemented by running the self-developed software written in Matlab (see Visualization 1).

To further investigate the resolution of our FPM system, we imaged Group 8 and Group 9 elements in the USAF target, which have smaller feature size. Figure 5(a) shows the Group 8 and Group 9 pattern to be imaged. A laser illumination-based image of Group 8 and Group 9, acquired by turning on all the DMD micromirrors, is shown in Fig. 5(b); the image indicates that the elements cannot be resolved due to poor resolution and the laser speckle noise. Next, we obtain Group 8 and Group 9 images using LED Köhler illumination and the DMD-based
FPM as shown in Figs. 5(c) and 5(d), respectively. Intensity profiles of the lines shown in blue (Element 4, Group 8) in Figs. 5(a), 5(c) and 5(d) are displayed in Fig. 5(e). It is noted that the intensity profile of the image with LED Köhler illumination is relatively flat, while the profile of the FPM reconstructed image exhibits obvious peaks and valleys, indicating that the DMD-based FPM system has a lateral resolution beyond 2.76 μm (the designed separation between the line elements). By using the Abbe resolution criterion, the theoretical resolution is calculated as $\lambda / (N_A_{\text{objective}} + N_A_{\text{scan}}) = 0.532 \mu \text{m} / (0.16 + 0.04) = 2.66 \mu \text{m}$, which is close to the experimental value provided above. Furthermore, we can see that the used iterative algorithm can rule out the negative impact of the speckle noise on the reconstructed image. This will be further discussed in section 3.3.

Fig. 5. Imaging of Groups 8 and 9 elements in a USAF target. (a) Resolution target design pattern. (b) A raw image, corresponding to the laser illumination at normal incident angle. (c) Imaging of the same field-of-view with LED Köhler illumination. (d) Reconstructed image obtained by using the DMD-based FPM. (e) Intensity profiles of the lines shown in blue (Element 4, Group 8) in Figs. 5(a), 5(c) and 5(d). The intensity profile of the image with Köhler illumination is relatively flat, while the profile of the reconstructed image obtained by using the DMD-based FPM system shows obvious peaks and valleys, which demonstrates that the proposed FPM system has the lateral resolution of 2.76 μm.
We also demonstrate the FPM reconstruction of a thin cellulose fiber sample. Figure 6(a) shows the image obtained by using Köhler illumination with a laser source, whereas Figs. 6(b) and 6(c) show the reconstructed amplitude and wrapped phase images, respectively, of the sample using the proposed DMD-based FPM. This proves that the performance of our FPM system is robust and the proposed system can improve imaging resolution over the wide-field microscopy for various structures.

![Fig. 6. (a) Imaging various structures in a thin cellulose fiber sample using Köhler illumination with a laser source. Reconstructed (b) amplitude and (c) wrapped phase images obtained by using the DMD-based FPM.](image1)

3.3 Discussion

(1) Illumination intensity correction

The current LED array-based FPM systems require a correction algorithm for the intensity difference among various LED elements as well as the intensity fluctuations over time [28]. However, in our DMD-based laser-illumination FPM system, the illumination intensity remains constant over time on the sample plane, regardless of the laser illumination angle. This is achieved by imaging the DMD (via a 4f system) in the back aperture of a condenser lens used for illumination. Furthermore, our laser intensity fluctuation is less than 1%. Therefore, no illumination correction is needed in our FPM system. To experimentally validate this point, we reconstruct images without and with the illumination intensity correction, as shown in Figs. 7(a) and 7(b), respectively. As expected, no obvious difference is observed between the two reconstructions, indicating that our system is less susceptible to illumination intensity variations.

![Fig. 7. Reconstructed images obtained (a) without and (b) with illumination intensity correction. It is noted that no obvious difference exists between reconstructions (a) and (b), which means that the used condenser lens system for illumination provides us with uniform illumination and reduces the complexity of FPM algorithm.](image2)
(2) Laser speckle effects

Traditionally, using a laser source for illumination in a coherent imaging system suffers the speckle noise, thus degrading the quality of the raw images on the CMOS camera. However, we find (as experimentally demonstrated above) that the speckle noise is removed during the iterative Fourier ptychographic image reconstruction. We attribute this capability of eliminating speckle noise to both the filtering operation in the reconstruction process as well as the averaging effect. To better explain speckle noise elimination in our DMD-based laser illumination FPM, we show four representative raw images in Figs. 8(a)-8(d) that were used to recover Group 8 and Group 9 elements of USAF target used in Fig. 5. The comparison of Figs. 8(a)-8(d) shows that the detected speckle noise is displayed as nearly fixed pattern. More importantly, the contained spatial frequency in the speckle noise is compatible with that of the pattern in the reconstructed high-resolution image shown in Fig. 5(d), which means that it is higher than the cut-off frequency of the imaging objective with a lower NA. Thus, we can conclude that the detected speckle arises from the interference of the light transmitted through the imaging objective and has higher frequency components than that allowed by the NA of the objective itself. In the presented iterative FPM algorithm, however, the pupil function with aberration recovery is consistently set to be a circular low-pass function. Furthermore, only the frequency components of raw data within this low-pass region are used to update the sample information. This is illustrated in Figs. 8(e)-8(h), which are the Figs. 8(a)-8(d) images filtered by the circular low-pass function, resulting in the rejection of high-frequency noise. Moreover, the speckle related to the finer sample features are averaged out during the iteration process, since each illumination angle leads to a corresponding unique speckle distribution, and we use a set of raw images to recover one high-resolution image. Therefore, the capability to eliminate the speckle noise allows us to use a high-power laser for illumination and a DMD to engineer illumination field for high resolution imaging.

Fig. 8. (a)-(d) Four raw images that were used in Fig. 5 to reconstruct USAF target Group 8 and Group 9 elements using the FPM algorithm. (e)-(h) Corresponding filtered images of (a)-(d) using a circular low-pass function used to update the sample information in the iterative process.

(3) Current system limitations

First of all, our current DMD-based FPM system has a limitation on the achievable FOV, as seen in Fig. 4(b) where the information of the resolution target at the top right corner is partially missing after reconstruction. Two factors can potentially affect the FOV in a DMD based FPM. The first factor is the DMD chip size in the back focal of the illumination objective (or the condenser lens). A smaller DMD illumination spot in back focal plane will generate a wider sample illumination field, thus increasing the FOV. This can be achieved by using a larger DMD that allows for more demagnification to the back focal plane of the condenser from the DMD or reducing the number of micromirrors for each illumination spot. DMDs with more
than four million pixels and sufficient internal patterns are available from Texas Instruments. However, at the time when we performed the experiments, we did have the access to a larger DMD. Thus, we tried reducing DMD illumination spots by using fewer numbers of micromirrors, such as 2 x 2 mirrors, to increase the sample illumination area. Unfortunately, this did not work out. The reason that we found out is that the signal to noise ratio (defined as the on-state mirror reflected light intensity to the off-state mirrors reflected intensity), which is related to the DMD dynamic range, is too low. Especially consider that the laser illumination, reflected off all the DMD off-state mirrors sitting at the Fourier plane, is focus to a spot in the image plane. This spot, as an accumulation of the half-million off-states mirrors signals, can be very strong due to the limited dynamic range (<1000:1) of the DMD. In order to solve this bright spot issue, we have very recently proposed implementing two DMDs in the illumination path to achieve two orders of magnitude improvement in signal to noise contrast. The second factor that limits the FOV is the imaging aperture of the illumination objective. This problem can be solved by replacing the illumination objective with an actual condenser lens that usually has a larger aperture, thus increasing the illumination area.

The currently achieved NA in our system is not very high, but can be improved in the future. The achieved NA is limited by the number of patterns, ~92, on the DMD that can be scanned at 4k Hz. There are DMDs that offer more patterns at much higher speed, but as a proof of concept, we were using the most basic DMD model, i.e., TI DLP3000.

(4) Camera sensitivity

Finally, we comment on the camera sensitivity. It is generally regarded that high sensitivity cameras, that capture high dynamic range (HDR) images, are needed for FPM experiments to be able to achieve robust image reconstructions. However, in our experiments we used a low-cost 8-bit Thorlabs camera without HDR. We found that we could still obtain high quality image reconstruction using our FPM system. We believe that it is due to the fact that we are using a high power laser that has sufficient photons to fully utilize camera well depth for all the camera pixels, thus making our system performance shot-noise limited. In the following, we give an explanation on this point. The camera noise has two main components (assuming camera read noise is negligible), one is the dark noise and the other one is the photon shot-noise due to the nature of photon fluctuation. The 8-bit USB camera that we use has a well depth of 10,000 e- and 30 e- dark noise. Under bright-field illumination, we tune up the illumination laser power to enable camera operation at the full well depth, thus, the photon-shot noise is \(~\sqrt{10000}\) e- = 100 e- which is 3x more than the dark noise, i.e., shot-noise limited detection. For dark-field images, generated at larger illumination angles correspond to mirrors close to the edge, their intensities will reduce to \(~1/10\) of the bright-field images (see ref [11]). In this case, the shot-noise is \(~\sqrt{1000}\) e- = 33 e- which is still larger than the dark noise. Thus, we claim that our system is shot-noise limited. Notice that this type of noise, resulting from the nature of photon fluctuation, cannot be avoided. In contrary, for the LED illumination FPM methods, each individual LED element power is very weak, thus, the photon shot-noise is well below the dark noise when using a low dynamic range camera.

In a dark-field system (similar to larger angle illuminations in a FPM system), one can increase the photon flux, like was done in reference [30] where they used multiple LED elements for each illumination to beat the dark-noise, thus obtaining dark-field images with acceptable signal levels along with increased the imaging speed. Also, one can use cooling, subtraction, and averaging techniques to weaken the impact of dark noise when there are not enough imaging photons.

4. Conclusion

In conclusion, we have proposed and demonstrated a DMD-based laser-illumination FPM system for high-resolution imaging. This system has overcome major issues in the current
FPM systems including low light detection, non-uniform illumination intensity, dark-noise limited detection, and low imaging speed. Experiments using USAF resolution target and thin cellulose fiber sample have been conducted, demonstrating 4x enhancement in image resolution. Finally, DMDs are capable of coding complicated patterns and displaying them at tens of kilohertz speed. Future work relates to combining a higher speed DMD with a fast camera (a Photron Fastcam camera with the frame rate over 10k fps) and an algorithm to achieve real-time FPM imaging. We expect our future DMD-based FPM system to be able to observe the dynamic biological processes with both high resolution and large FOV.
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