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Abstract. There is recent interest in using model hubs, a collection of pre-trained models, in computer vision tasks. To utilize the model hub, we first select a source model and then adapt the model for the target to compensate for differences. While there is yet limited research on a model selection and adaption for computer vision tasks, this holds even more for the field of renewable power. At the same time, it is a crucial challenge to provide forecasts for the increasing demand for power forecasts based on weather features from a numerical weather prediction. We close these gaps by conducting the first thorough experiment for model selection and adaptation for transfer learning in renewable power forecast, adopting recent results from the field of computer vision on six datasets. We adopt models based on data from different seasons and limit the amount of training data. As an extension of the current state of the art, we utilize a Bayesian linear regression for forecasting the response based on features extracted from a neural network. This approach outperforms the baseline with only seven days of training data. We further show how combining multiple models through ensembles can significantly improve the model selection and adaptation approach. In fact, with more than 30 days of training data, both proposed model combination techniques achieve similar results to those models trained with a full year of training data.
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1 Introduction

With the extension of volatile energy resources, such as wind and photovoltaic (PV) parks, one fundamental problem is adding new parks to an operator’s portfolio. The available historical data is limited for such a new (target) park. At the same time, reliable forecasts are fundamental to assure grid stability due to the weather dependency. However, there are numerous pre-trained models from existing parks that we can utilize for such a forecasting task. Now, the question arises what is the best way to make use of this model hub of pre-trained models. The field of research inductive transfer learning (ITL) provides methods for this problem [1].
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Fig. 1. Diagrams illustrating the knowledge transfer based on a model hub.

(a) Process of model selection, adaptation, and combination.
(b) Similarity between sources $T_1$ and $T_2$ with a target task $T_T$ for mean wind power predictions.

Fig. 1a summarizes our proposed strategy. The first step is to select an appropriate source model. Recently, [1,2] showed that selecting an appropriate source model for knowledge transfer to a target has a substantial influence on the test error for computer vision tasks. To select a source model, consider, e.g., we have two source tasks $T_1$ and $T_2$ of a wind park with model parameters $\theta_1$ and $\theta_2$. These models have a set of input observations $X_1$ and $X_2$ as well as the sets of response values $Y_1$ and $Y_2$. Based on this information, we want to select one of the models for knowledge transfer for a target task $T_T$ with parameters $\theta_T$ and its respective sets $X_T$ and $Y_T$. The diagram in Fig. 1b visualizes this problem for wind power forecasts. In renewable power forecasts, we utilize weather forecasts, such as the wind speed or radiation, from a so called numerical weather prediction (NWP) model. These predicted weather features are the input $X$ to machine learning (ML) models, with parameters $\theta$, predicting the expected power generation $E[p(Y|X, \theta)]$ in a day-ahead forecasting task between 24 and 48 hours into the future. In the diagram, we can observe that the similarity $S$ depends on the relation between the input feature wind and the power generated by a wind park, i.e., for different wind speeds and models, we expect a different power generation.

Once a model is selected, the second step adapts the source knowledge with the limited target data with an adaptation strategy. Often this adaptation strategy is fine-tuning the final layer of a neural network. Only with such an adaptation we make task-specific power forecasts for a new target task of a new park with limited data. To the best of our knowledge, different adaptation and selection strategies have been so far not considered for ITL in the field of renewable power generation. We close this gap with this article. Selecting and adapting a single source model from a model hub has the disadvantage of neglecting knowledge from other source tasks that are potentially beneficial. However, we can additionally combine models through ensemble techniques. Combining knowledge can be seen as a mixture of selection, where more relevant models are weighted higher, and
adaptation, where source models are weighted to fit the target. Since ITL has
been insufficiently studied so far for renewable power forecasts, we answer the
following research questions:

\textit{Question 1.} What is an appropriate similarity measure for model selection for a
new target park from a model hub with pre-trained models?

\textit{Question 2.} What is the best adaptation strategy once a model is selected?

\textit{Question 3.} Are ensemble strategies beneficial to combine knowledge compared
to selecting and adapting a single model?

To answer those research questions, we train a Bayesian extreme learning machine
(BELM), a multi-layer perceptron (MLP), and a temporal convolution network
(TCN) as source models on six datasets. We consider the gradient boosting
regression tree (GBRT) as a baseline that outperforms physical models even
with limited target data [3]. Based on these datasets and source models, our
main contributions in answering these research questions can be summarized as
follows:

1. We propose the normalized root mean squared error (nRMSE) as well as the
   marginal likelihood or evidence as a selection strategy for question one, where
   we replace the last layer of a neural network by a Bayesian linear regression
   (BLR), as proposed in [1] for computer vision tasks.

2. We propose to utilize the BLR as a model to adapt a source model to the
   target and answer question two. Additionally, we directly apply a source
   model on the target and evaluate two adaptation strategies based on weight
decay, as well as Bayesian tuning [1] and an online updating strategy. Along
   with the two selection strategies, we evaluate 18 combinations making it
   the most extensive evaluation for transfer learning (TL) in renewable power
   forecasts.

3. Due to the BLR as the output layer, we propose combining multiple source
   models through Bayesian model averaging (BMA) to answer question three.
   Finally, we propose the coopetitive soft gating ensemble (CSGE) as ensemble
   technique for ITL.

The source code and supplementary material are open accessible\(^1\). The remainder
of this article is structured as follows. Sec. 2 describes related work. The
following Sec. 3 introduces relevant definitions and details the proposed approach.
We describe the datasets, discuss the experiment and most essential findings
in Sec. 4. In the final Sec. 5, we summarize our work and provide insights for
future work.

\section{Related work}

In the following section, we overview recent developments for TL and more
specific for ITL in computer vision. This review determines relevant techniques

\(^1\) https://github.com/scribbler00/DEELEA, accessed 2022-04-28
that we consider for renewable energies. Afterward, we consider related work for ITL on deterministic power forecasts.

There are two crucial dimensions in ITL. The first is the model selection and the second is the adaptation strategy. The authors of [1,2] provide a study on selection strategies for the field of computer vision. They utilize a BLR replacing the final layer of a source model and train it through empirical Bayes, also referred to as evidence approximation, on the target data. The authors repeat this approach for each available model from the model hub. Finally, they determine the similarity through the evidence of a source model on the target. As an adaptation strategy, they proposed Bayesian tuning, which regularizes the fine-tuning process by predictions from multiple sources. These proposed selections and adaptations need to be considered and extended for renewable energies. For instance, we can directly forecast through the BLR and compare it with fine-tuning of the final layer. Often, the adaptation through fine-tuning is regularized by a weight decay regarding zero [4]. However, this regularizer does not consider parameters originating from the source model. Therefore, in [5] a deviation from a source model is penalized by weight decay considering the source model parameters.

Compared to research areas like computer vision, there is limited research on ITL for renewable power forecasts [6,7]. There has been some work to learn a transferable representation of the input utilizing autoencoders [8,9,10,11]. While the principle approach of transferring an autoencoder for a target is combinable with our approach, we argue that considering the conditional distribution of the power forecast is more relevant for model selection and combination. The data driven TL approaches presented in [12] and [13] are outside the scope of this article.

Most of the previously mentioned related work for TL in renewable energies is treating power forecast not as a time series approach. Instead, the authors treat it as a regression. At the same time, periodic influences from, e.g., the diurnal cycle, are well known. Therefore, the authors of [14] consider recurrent networks and fine-tuning to achieve good results for an ultra-short-term forecast horizon of PV. Additionally, the article [7] considers time series methods in a multi-task learning (MTL) architecture.

The authors of [15] achieve improvements in day-ahead PV forecasts through multi-target models. The idea of model combination is similar to our ensemble approach. However, the authors of this article do not evaluate it in the context of ITL. The study of [16] proposes an MTL strategy for Gaussian processes to forecast PV targets. By clustering wind parks, a weighting scheme provides predictions for a new park in [17]. In this article, no actual historical power measurements are used for evaluation; instead, the authors used synthetic data.

A number of articles apply MTL architectures for TL [7,18,19]. The proposed task embedding in [7] and [18] for MLPs and convolutional neural networks (CNNs), encodes task-specific information through an embedding to learn latent similarities between tasks. The article [7] is especially interesting as we have a similar experimental set-up. However, the authors look at errors per season.
and results can be misleading as an ITL should avoid catastrophic forgetting for all seasons. Also, MTL architectures are due to their additional training complexity not common in the industry, e.g., due to the complexity in data pre-processing. Therefore, for the extension of renewable energies a consideration, making best use of existing single-task models for ITL is essential. Furthermore, none of the related work studies different model selection and model adaptation strategies for neural network architectures. While there has been some work on combining knowledge from multiple sites for PV through ensemble-like strategies, the considered studies are insufficient as they do not consider the amount of available data. Also, the expected power is solely based on a characteristic curve, or authors consider solely PV or wind data. We close these research gaps by providing an extensive study that overcomes those limitations.

3 Proposed Methods

The following sections define model selection, model adaptation, and the BMA and CSGE model combination strategies. Beforehand we introduce the BLR.

The following definitions of a BLR makes use of the introductions in [20]. In contrast to a deterministic perspective to learn the model weights of a linear regression model, a Bayesian approach gives additional insights through the posterior, especially when there is insufficient data [20] as for TL. It helps in measuring task similarity for model selection and allows assessing the quality of the model in terms of its uncertainty. We can also utilize it for an adaptation by replacing the final layer of a neural network with a BLR, train it with the target data, and make predictions and the target afterwards. This approach allows combining models through BMA, see Sec. 3.3. Finally, we can utilize it to learn a BELM. The following equation details the posterior distribution of a (linear) model:

$$p(\theta|X,Y) = \frac{p(Y|X,\theta)p(\theta)}{p(Y|X)},$$

(1)

where $X = \{x_n\}_{n=1}^{N}$ and $Y = \{y_n\}_{n=1}^{N}$ are the sets of observed input and response values with $N \in \mathbb{N}_{\geq 1}$ samples. In this setting, a single feature vector $x_n \in \mathbb{R}^D$ has $D \in \mathbb{N}_{\geq 1}$ features and $y_n$ is of size $\mathbb{R}$. Then the likelihood $p(Y|X,\theta)$ describes how well $X$ and the weights $\theta \in \mathbb{R}^D$ describe the response values. Through the prior, we encode our initial beliefs about the model weights. The marginal likelihood normalizes the posterior. Finally, after observing training data, the posterior encodes what we know about the target.

To calculate the distributions of the posterior of a linear regression model consider that we have a prior over the weights $\theta$ with $p(\theta|\alpha) = \mathcal{N}(\theta|0,\alpha^{-1}I)$, where $\alpha \in \mathbb{R}^+$ is the precision of the zero mean isotropic Gaussian distribution. Now consider that we have a target $y$ of size $1 \times N$ and $X$ is the $N \times D$ design matrix, where each row corresponds to the $n$-th observation. For multivariate
problems, we can train one model per response. In our case, \( X \) are either weather predictions from an NWP such as wind speed or radiation, random features from an BELM, or features extracted from a neural network at the second last layer. In the latter two cases the weather predictions are transformed through the neural network or the BELM. Finally, the posterior distribution is given by \( p(\theta | X, y) = \mathcal{N}(\theta | m_N, S_N) \), where

\[
m_N = \beta S_N X^T y \quad \text{and} \quad S_N^{-1} = \alpha I + \beta X^T X.
\]

In this setting, \( N \) indicates the number of training samples used to update our prior beliefs of the model weights. In most cases, we are interested in predicting the targets \( y \), based on input \( X \), from a (test) dataset not seen during training of the model. Therefore, the predictive posterior is defined by:

\[
p(X, y|\theta) = \int p(X, y|\theta) p(\theta|X, y) d\theta = \mathcal{N}(y, X, m_N, \sigma^2_N(X_*)),
\]

where \( y \) and \( X \) are from the training set and the posterior variance is given by

\[
\sigma^2_N(X_*) = \beta^{-1} + X_*^T S_N X_*.
\]

### 3.1 Model Selection for Inductive Transfer Learning

Measuring task similarity, for model selection, between a target task and multiple source tasks is a critical challenge in ITL [1]. It allows selecting an appropriate source task for knowledge transfer. A valid model selection avoids negative transfer where the noise precision parameter \( \beta \in \mathbb{R}^+ \) is given by \( p(\theta | X, y) = \mathcal{N}(\theta | m_N, S_N) \), where

\[
m_N = \beta S_N X^T y \quad \text{and} \quad S_N^{-1} = \alpha I + \beta X^T X.
\]

In this setting, \( N \) indicates the number of training samples used to update our prior beliefs of the model weights. In most cases, we are interested in predicting the targets \( y \), based on input \( X \), from a (test) dataset not seen during training of the model. Therefore, the predictive posterior is defined by:

\[
p(X, y|\theta) = \int p(X, y|\theta) p(\theta|X, y) d\theta = \mathcal{N}(y, X, m_N, \sigma^2_N(X_*)),
\]

where \( y \) and \( X \) are from the training set and the posterior variance is given by

\[
\sigma^2_N(X_*) = \beta^{-1} + X_*^T S_N X_*.
\]

**Evidence or Marginal Likelihood**: The authors of [1] utilize the marginal likelihood or evidence as a similarity measure \( \mathcal{S} \). For that purpose, the final layer of a (source) neural network \( T_m \) is replaced by a BLR, where the priors \( \alpha \) and \( \beta \) of this model are optimized through empirical Bayes [2,20] on limited target data. In this way, the source model acts as a feature extractor. The marginal likelihood is then given by

\[
\mathcal{S}(\mathcal{T}_T, \mathcal{T}_m) \ln p(y|\alpha, \beta) = \frac{D}{2} \ln \alpha + \frac{N}{2} \ln \beta - E(m_N) - \frac{1}{2} \ln |S_N^{-1}| - \frac{N}{2} \ln 2\pi,
\]

where \( D \) is the number of features, e. g., defined by the dimension of the second last layer of the neural network \( m \) with \( N \) samples and \( E(m_n) = \frac{3}{2} \cdot |y -
$X_m \| + \frac{\alpha}{2} m^T m$. This way, we consider features extracted from the source
neural network of task $T_m$ and the response feature from the target $T_T$. If we do
this for each source model $m$, we can calculate the marginal likelihood of each
source model on the target to calculate $S(T_m, T_T)$. We then select the model with
the most extensive evidence as the appropriate source model. For multivariate
problems, we repeat this for each dimension and average the results [1].

While this approach is theoretically appealing and generalizes for a broad
number of problems, it has one drawback in the context of ITL: It is not consider-
ing already learned weights from the final layer of a model. This consideration is
essential, as we often do not need to remove the final layer to assure compatibilit-
y between a source and a target task in renewable energies. At the same time, a
pre-trained layer is usually beneficial in contrast to a randomly initialized layer.

**Normalized Root Mean-squared Error:** Respectively, we directly measure
the similarity through the nRMSE based on the pre-trained layer of a source
model by

$$S(T_T, T_m)^{-1} = \text{nRMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i^{(T)} - \hat{y}_i^{(m)})^2},$$

where $y_i^{(T)}$ is the $i$-th normalized response from the target and $\hat{y}_i^{(m)}$ is the
prediction from source model $m$ on the target. Note that in the context of
renewable power forecasts, we normalize the response $y_i$ by the nominal power to
assure comparability of the error for different parks. We can directly measure how
well a source model performs on the available target data to measure the similarity
$S(T_m, T_T)$. Consequently, we can select the source model with a lower nRMSE
on, e.g., a validation error from the target data.

### 3.2 Adaptation Strategies for Inductive Transfer Learning

Tbl 1 overviews all 18 combinations of models and adaptation strategies. We
consider two standard fine-tuning methods from the field of computer vision. The
first one is *weight decay* which penalizes the deviation of weights from zero and
*weight decay source* which penalizes a deviation from the source model’s weights.
Additionally, we examine *Bayesian tuning* as introduced in [2] and an *online*
update of the posterior of the BELM. Finally, we evaluate **directly** applying a
selected source model on the target without any adaptation of a source model’s
parameter. We provide comprehensive definitions in the supplementary material.

### 3.3 Model Combination for Inductive Transfer Learning

We discussed the model selection and adaptation strategies for a single source
model for a target. However, a single model might be prone to overfitting with
limited data. Combining source models through an ensemble reduces this risk.

**Bayesian Model Averaging:** We extend the concept of [1] so that instead of
choosing a single model based on the evidence, we combine models adapted
through BLR by BMA. BMA is theoretically appealing as it considers the
Table 1. Overview of different combinations for models, selections, and adaptations. RM abbreviates the RMSE selection strategy, EV the selection through evidence, DI stands for directly applying the model, WD for fine-tuning through weight decay regarding the origin, WDS for a fine-tuning through weight decay regarding the source parameters, BT for fine-tuning with Bayesian tuning.

| Model Type | Selection Strategy | Adaptation Strategy | Abbreviation |
|------------|--------------------|---------------------|--------------|
| MLP/TCN   | RMSE [ours]        | direct [ours]        | MLP-/TCN-RM-DI |
| MLP/TCN   | RMSE [ours]        | weight decay [4]     | MLP-/TCN-RM-WD |
| MLP/TCN   | RMSE [ours]        | weight decay source [5]| MLP-/TCN-RM-WDS |
| MLP/TCN   | EVIDENCE [2]       | direct [ours]        | MLP-/TCN-EV-DI |
| MLP/TCN   | EVIDENCE [2]       | direct linear [ours] | MLP-/TCN-EV-DILI |
| MLP/TCN   | EVIDENCE [2]       | weight decay [4]     | MLP-/TCN-EV-WD |
| MLP/TCN   | EVIDENCE [2]       | weight decay source [5]| MLP-/TCN-EV-WDS |
| MLP/TCN   | EVIDENCE [2]       | Bayesian tuning [2]  | MLP-/TCN-EV-BT |
| BELM      | RMSE [ours]        | Online [ours]        | BELM-RM |
| BELM      | EVIDENCE [2]       | Online [ours]        | BELM-EV |

The prior probability \( p(\theta_{M_i}|y_T) \) encodes our prior belief that a model \( M_i \) is more likely to another one for the target data set. For simplicity, we consider an equal prior for all source models. Note that we have omitted the input here to simplify notations. \( p(y_T^*|y_T, \theta_{M_i}) \) is the predictive posterior of a model \( M_i \) given by Eq. 3, where, e.g., the model results from the proposed direct linear adaptation strategy.

Cooperative Soft Gating Ensemble: We also propose to utilize the CSGE for model combination in the context of ITL. The CSGE was initially introduced for renewable power forecast in [22]. The idea of the CSGE is to link the weights to the ensemble members’ performance, i.e., good source models are weighted stronger than weaker ones. The CSGE characterizes the overall weight of a source model using three aspects:

- The **global weight** is defined by how well a source model performs with the available training data on the target task.
- The **local weight** is defined by how well a source model performs on the target tasks for different areas in the feature space. For example, in the case of wind, one model might perform well for low wind speeds, while another source model might perform well for larger wind speeds on the target.
- The **forecast horizon-dependent weight** is defined by how well a source model performs for different lead times on the target task. Here, between 24 and 48 hours into the future.
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Fig. 2. The architecture of the CSGE.

Fig. 2 provides an overview of the CSGE. The CSGE includes \( M \) ensemble members, with \( m \in \{1, \ldots, M\} \). Each of these ensemble members is a source model with a predictive function \( f_m \). Each source model forecasts a univariate estimate \( \hat{y}_{t+k|t}^{(m)} \in \mathbb{R} \) for the input \( x_{t+k|t} \in \mathbb{R}^D \) of a target task \( T \), we omit the subscript \( T \) for reasons of clarity and comprehensibility. Let \( D \) be the dimension of the input feature vector \( x \). Then, \( k \) denotes the forecast horizon, denoted by the subscript, for the forecast origin \( t \). For each prediction of each source model, we compute an aggregated weight \( w_{t+k|t}^{(m)} \). The weight incorporating the global \( w_g \), local \( w_l \), and forecast horizon-dependent weight \( w_h \) for a single source model and lead time is given by

\[ w_{t+k|t}^{(m)} = w_g^{(m)} \cdot w_l^{(m,t)} \cdot w_h^{(m,k)}, \]

where \( w_{t+k|t}^{(m)} \) is normalized to sum up to one to calculate \( w_{t+k|t}^{(m)} \). To calculate the weights \( w_{t+k|t}^{(m)} \), we utilize the definition of the inverse similarity measurement \( S^{-1} \) from Sec. 3.1 and the coopetitive soft gating principle from Eq. 9.

\[ \varsigma'_{\eta}(\Phi, \phi) = \sum_{j=1}^{J} \frac{\Phi_j}{\phi^\eta + \epsilon} \]

By calculating the weighting through the inverse \( S^{-1} \), here the nRMSE, we estimate how well a source model performs on the target. Let us assume that \( \Phi \in \mathbb{R}^J \) contains all \( J \in \mathbb{N}_{\geq 1} \) estimates based on the nRMSE and \( \phi \in \Phi \). Then, \( \eta \geq 0 \) depicts the amount of exponential weighting and the small constant \( \epsilon > 0 \) avoids division by zero. For greater \( \eta \), the CSGE tends to work as a gating ensemble and, thereby, considering only a few source models. For smaller \( \eta \) result in a weighting ensemble. After calculating all weights from \( \Phi \) through Eq. 9, we normalize the results to sum up to one estimating the final weights \( w_{t+k|t}^{(m)} \).
Table 2. Overview of the evaluated datasets.

| Dataset       | #parks | #features| samples train | mean resolution | NWP model |
|---------------|--------|----------|---------------|-----------------|-----------|
| PVOPEN [7]    | 21     | 47       | 6336          | 8424            | hourly    |
| PVSYN [3]     | 114    | 20       | 30385         | 14920           | 15-min    |
| PVREAL        | 42     | 25       | 58052         | 19344           | 15-min    |
| WINDOPEN [7]  | 45     | 13       | 27724         | 26636           | 15-min    |
| WINDSYN [3]   | 260    | 29       | 33714         | 16678           | 15-min    |
| WINDREAL      | 185    | 33       | 36129         | 12092           | 15-min    |

4 Experimental Evaluation

In the following Sec. 4.1, we give a summary of the experimental setup. As we conduct experiments on six datasets with a total of 667 parks, we provide the most extensive study for ITL for renewable power forecasts. We evaluate models through the mean performance rank to show significant improvements against the baseline. We provide additional results concerning the forecast error and comparison to results from [7] in the supplementary material. Sec. 4.2 provides the details of our first experiment to answer research questions one and two. The second experiment in Sec. 4.3 details our findings for research question three.

4.1 Overall Experimental Setup

The preprocessing of the data is aligned with [3,7] to assure comparability with the current state of the art. As source models, we considered a BELM, MLP, and a TCN. To have a strong baseline that generalizes well with a limited amount of data and is known to mitigate the effects of overfitting, we trained a GBRT for each target task identical to [3].

Datasets: We conducted all experiments for day-ahead forecasts, between 24 and 48 hours into the future. All datasets, summarized in Table 2, have NWP features as inputs, e.g., wind speed or radiation, and historical power measurements as the response. The features are from the European center for medium-range weather forecasts (ECMWF) or the Icosahedral Nonhydrostatic-European Union (ICON-EU) weather model. Each dataset was split through a five-fold cross-validation so that each park is once a target task and four times a source park. We trained source models and their hyperparameters on the training and validation data. We split the training into the four seasons for training target models and limited the training data to 7, 14, 30, 60 or 90 days of training data, respectively. The presented results are mean values for all tasks and seasons. This setup assures that results are not biased by seasonality [23]. All input features of all datasets are normalized. We normalized the historical power by the nominal power to make errors comparable. We resampled all datasets to have a 15-minute resolution except the PVOPEN dataset, which we resampled for an hourly resolution due to the low initial resolution. A predefined test set is given for the WINDSYN and PVSYN datasets. In the case of the WINDOPEN and PVOPEN, we used the first
year’s data as training data and the remaining data as test data, identical to [7]. Due to this diversity in the number of historical power measurements for the PVREAL and WINDREAL datasets, 25% randomly sampled days are considered test data. The supplementary material provides additional information on the WINDREAL and PVREAL datasets.

**Source Models:** We optimized all source models hyperparameters through a tree-structured Parzen sampler for 200 samples on the validation data. Details of the chosen hyperparameters are provided in the supplementary material. The trained BELM is particularly interesting as a source model because it can directly measure similarity by the evidence and has a linear increase in time for updating the model. We train an MLP as it is common practice in the renewable power forecast industry. To take into account cyclic behavior within the forecast, we also train a TCN architecture.

**Evaluation Method:** We calculated the error on the test dataset through the nRMSE through Eq. 6 for all combinations of seasons and available training data. For a given dataset, season, and the number of days of training data, we calculated the mean performance rank based on the nRMSE. We test for a significant improvement compared to the baseline by the Wilcoxon test ($\alpha = 0.05$).

### 4.2 Experiment on Model Selection and Model Adaptation

This section conducts an experiment to answer research questions one and two simultaneously as a model selection technique can only be evaluated after the adaptation: “What is an appropriate similarity measure for model selection for a new target park from a model-hub with pre-trained models?” and “What is the best adaptation strategy once a model is selected?”

**Findings Questions 1 & 2:** Model selection and adaptation strategies highly influence each other. With limited training data, between 7 and 30 days, selecting a model based on the forecast error with no adaptation has one of the best results. Replacing the final layer by a BLR is superior with additional data. None of the fine-tuning methods is among the best models.

**Experimental Setup:** The source models are those detailed in Sec. 4.1. As adaptation strategies, we consider those mentioned in Sec. 3.2. For fine-tuning, we train for a single epoch and optimize hyperparameters through grid search.

**Detailed Findings:** Results of the best techniques are summarized in Tbl 3 and 4. We only show models appearing at least once within the top four ranks for a dataset. The BELM is among the best models and outperforms the baseline up to 30 days of training data. With less or equal than 14 days of training data, it seems beneficial to directly utilize a model without any model adaptation. Starting with 30 days of training data utilizing a BLR trained on extracted features from the source model and the historical power from the target is beneficial, especially for WINDREAL and PVREAL. This effect occurs as features extracted from a single model from a single prediction task do not generalize well enough for other parks. These two observations let us conclude with two critical considerations for real-world applications. First, due to the learning procedure of the gradient descent, there is a high risk of catastrophic forgetting that should be avoided for
Table 3. Rank summary for all models, selections, and adaptation strategies on the PV datasets, cf. Tbl 1. Only those within the top four ranks for a dataset are included. GBRT is the baseline and all models are tested if the forecasts error is significantly better (\(\lor\)), worse (\(\land\)), or not significantly different (\(\Diamond\)). The colors denote the respective rank. Blue indicates a smaller (better) rank and red a higher (worse) rank.

| Data | Type | #Days | Baseline | GBRT-EV | GBRT-RM | MLP-EV-DILI | MLP-RM-DILI | TCN-EV-DILI | TCN-RM-DILI | TCN-EV-WD | TCN-RM-DILI |
|------|------|-------|----------|---------|---------|------------|------------|-------------|------------|-----------|------------|
| PVOPEN| 7    | 6.143 | 3.405    | 3.857   | 5.571   | 3.845      | 5.238*     | 4.881       | 6.262*     | 4.083     |
| PVREAL| 7    | 7.923 | 4.696    | 4.375   | 5.464   | 4.03       | 4.583      | 4.125       | 4.81       | 3.274     |
| PVSYN | 7    | 7.753 | 4.159    | 3.885   | 6.426   | 3.566      | 3.755      | 4.865       | 5.352      | 3.253     |
| PVOPEN| 14   | 5.702 | 3.595    | 3.23    | 5.036   | 3.905      | 5.524*     | 5.06*       | 6.905*     | 4.536     |
| PVREAL| 14   | 7.833 | 4.756    | 4.411   | 4.667   | 3.863      | 4.962      | 3.911       | 5.714      | 3.131     |
| PVSYN | 14   | 7.541 | 4.28     | 4.071   | 5.926   | 3.503      | 3.753      | 4.143       | 6.283      | 3.099     |
| PVOPEN| 30   | 5.25  | 3.274    | 3.298   | 5.393*  | 4.226*     | 5.929*     | 4.738*      | 6.381*     | 4.905*    |
| PVREAL| 30   | 7.649 | 4.976    | 4.673   | 3.571   | 3.917      | 5.696      | 4.329       | 5.494      | 3.685     |
| PVSYN | 30   | 7.269 | 4.473    | 4.176   | 5.896   | 3.725      | 3.951      | 3.761       | 5.755      | 3.324     |
| PVOPEN| 60   | 5.048 | 3.524    | 3.548   | 4.964*  | 4.643*     | 6.393*     | 4.464*      | 6.131*     | 4.798*    |
| PVREAL| 60   | 7.292 | 5.226    | 4.81    | 3.952   | 4.185      | 5.268      | 3.268*      | 5.161      | 3.476     |
| PVSYN | 60   | 6.811 | 4.392    | 4.338   | 6.045   | 3.842      | 3.682      | 3.789       | 5.761      | 3.352     |
| PVOPEN| 90   | 4.619 | 3.286    | 3.857*  | 4.964*  | 4.333*     | 6.155*     | 4.986*      | 6.417*     | 4.821*    |
| PVREAL| 90   | 7.274 | 5.262    | 4.744   | 3.732   | 4.393      | 5.161      | 3.452       | 5.095      | 3.565     |
| PVSYN | 90   | 6.561 | 4.601    | 4.618   | 6.09*   | 3.927      | 4.15       | 3.601       | 5.528      | 3.468     |

model hubs in safety-critical areas such as renewable power forecasts. Second, the BLR gives rise to optimal training where the risk of catastrophic forgetting is minimized. It is prominent that neither a weight decay nor the Bayesian tuning adaptation strategy is within the best models in the evaluated scenarios. This observation is surprising as this fine-tuning approach is common in various domains. An additional study given in the supplementary material shows that for fine-tuning techniques, the evidence selection strategy is superior for the TCN model regardless of the adaptation strategy. For the MLP, a selection through the nRMSE is preferable. Most likely, the probabilistic approach of the evidence and, therefore, the more comprehensive treatment of similarity better captures the correlations between source and target for the convolutional layers in the TCN. To update the weights of the final layer of the MLP the nRMSE is sufficient.

4.3 Experiment on Model Combination

In this section, we conduct an experiment to answer research question three. “Are ensemble strategies beneficial to combine knowledge compared to selecting and adapting a single model?”

Findings Research Question 3: Ensembles improve results from the previous experiment significantly. For simpler problems, an approach utilizing BMA is preferable. For more complex scenarios, an approach by the CSGE is superior.
Table 4. Rank summary for all source models, selections, and adaptation strategies on the wind datasets. Cf. Tbls. 1 and 3.

| Data Type | #Days | Baseline | BELM-EV | BELM-RM | MLP-EV-DILI | MLP-RM-DI | TCN-EV-DILI | TCN-RM-DI | TCN-EV-WD | TCN-RM-WD |
|-----------|-------|----------|---------|---------|------------|-----------|-------------|-----------|-----------|-----------|
| WINDOPEN  | 7     | 6.627    | 3.72    | 4.901   | 6.068      | 4.429     | 5.776       | 4.168     | 4.752     | 3.453     |
| WINDREAL  | 7     | 7.619    | 4.052   | 3.928   | 6.165      | 3.869     | 5.574       | 4.649     | 4.868     | 3.137     |
| WINDSYN   | 14    | 5.975    | 4.043   | 5.217   | 5.752      | 4.398     | 5.783       | 3.689     | 5.075     | 3.516     |
| WINDOPEN  | 14    | 7.135    | 4.292   | 4.459   | 5.672      | 4.001     | 5.676       | 3.779     | 5.436     | 3.124     |
| WINDREAL  | 30    | 4.692    | 5.019   | 5.731   | 6.167      | 4.519     | 5.712       | 3.583     | 4.654     | 3.538     |
| WINDSYN   | 30    | 6.196    | 4.827   | 5.207   | 5.36       | 4.356     | 5.924       | 3.319     | 5.062     | 3.312     |
| WINDOPEN  | 60    | 6.991    | 4.42    | 4.519   | 4.983      | 4.462     | 6.198       | 3.803     | 5.552     | 3.73      |
| WINDREAL  | 60    | 3.842    | 5.37    | 5.897   | 6.068      | 4.897     | 6.185       | 3.103     | 4.733     | 3.678     |
| WINDSYN   | 60    | 5.117    | 5.252   | 5.455   | 5.271      | 4.51      | 6.133       | 3.341     | 5.175     | 3.487     |
| WINDOPEN  | 90    | 5.374    | 4.669   | 4.836   | 5.148      | 4.518     | 6.512       | 3.599     | 5.201     | 3.968     |
| WINDREAL  | 90    | 3.629    | 5.597   | 6.202   | 6.274      | 5.065     | 5.758       | 3.169     | 4.21      | 3.556     |
| WINDSYN   | 90    | 4.542    | 5.272   | 5.614   | 5.525      | 4.672     | 6.297       | 3.237     | 5.089     | 3.519     |
| WINDOPEN  | 90    | 4.579    | 4.758   | 4.927   | 5.001      | 4.823     | 6.666       | 3.63      | 5.307     | 4.138     |

Experimental Setup: The best model from the previous experiment, the TCN-EV-DILI, is the baseline. We combine models through BMA and CSGE. The BMA considers one of the source model types as ensemble members. For the neural networks, we replace the last layer with the BLR. The BELM is updated directly with the target data. The first variant of the CSGE utilizes source models without adaptation. The second one replaces the final layer by the BLR. We consider one variant where the GBRT from the previous experiment is included as the source model. All three variants are evaluated for the MLP and the TCN source models.

Detailed Findings: Results are summarized in Tbls. 5 and 6. For the PV datasets, the best CSGE variants outperform the baseline in almost all cases. At the same time, the BMA achieves excellent results for the PVOPEN dataset and also for the PVREAL dataset for up to 30 days of training data. With minimal data, less than 30 days, the BMA is among the best for the wind datasets. With more training data, the CSGE with TCN source models, where the final layer is replaced by BLR is the best. We can also observe for these datasets that additionally considering the GBRT as the source model improves the results. This observation also shows the flexibility of the CSGE. Due to the combination through the forecast error, we can combine arbitrary models. This flexibility is not given by the proposed BMA approach. However, the BMA has the advantage that probabilistic forecasts are provided, which are not the focus of this article, but their evaluation is given in the supplementary material.
We successfully evaluated several combinations of models, model selection, adaptation strategies, and two combination strategies on six datasets. Our study's exhaustive evaluation is the most extensive evaluation for transfer learning in renewable power forecasts on real-world datasets. We found that adapting the final layer of a neural network, a well-known strategy, does not lead to convincing results in this setting. Instead, replacing the layer with a Bayesian linear regression model trained with features extracted from the source and limited power measurements from the target task yields one of the best results, especially for a temporal convolutional neural network. This result is best explained as source models in computer vision tasks are typically trained on many variations, e.g., various classification tasks. In contrast, renewable energies models are often trained on a single forecasting task. This approach seems to generalize insufficiently for fine-tuning. We suggest utilizing the forecast error with less than 30 days of training data; the evidence is recommended with additional data. We also showed how combining models leads to further significant improvements compared to considering a single model. The proposed coopetitive soft-gating ensemble combines source models solely based on the error of the target. Our suggestion to utilize the Bayesian model averaging as an ensemble strategy is beneficial for minimal historical data. To overcome the shortcomings of fine-tuning caused by limited data, we aim to augment the target data with synthetic data in the future. Likewise, we will expand our analysis for multi-task problems.

Table 5. Rank summary of ensembles on the PV datasets. The best model, TCN-EV-DILI from the experiment in Sec. 4.2 is the baseline. Cf. Tbls. 1 and 3.
Table 6. Rank summary of ensembles on the wind datasets. Cf. Tbl 5.

| DataType  | #Days | Baseline | BMA-BELM | BMA-MLP | BMA-TCN | CSGE-MLP-DILI | CSGE-TCN-DILI | CSGE-TCN-DILI-GBRT |
|-----------|-------|----------|----------|---------|---------|--------------|--------------|----------------------|
| WINDOPEN  | 7     | 7.266    | 4.385    | 3.728   | 3.296   | 5.148        | 5.716        | 4.852                | 4.178     | 6.432   |
| WINDREAL  | 7     | 7.274    | 5.232    | 4.574   | 3.518   | 4.367        | 5.033        | 4.705                | 3.883     | 6.414   |
| WINDSYN   | 7     | 6.831    | 5.113    | 4.611   | 3.496   | 4.809        | 5.463        | 4.804                | 3.939     | 5.935   |
| WINDOPEN  | 14    | 7.107    | 4.929    | 3.58    | 3.373   | 5.87         | 4.852        | 5.976                | 3.734     | 5.58    |
| WINDREAL  | 14    | 7.11     | 6.376    | 4.176   | 3.537   | 5.43         | 4.057        | 5.771                | 3.393     | 5.151   |
| WINDSYN   | 14    | 6.055    | 6.038    | 4.169   | 3.928   | 5.986        | 4.48         | 6.185                | 3.606     | 4.758   |
| WINDOPEN  | 30    | 7.472    | 5.331    | 3.405   | 3.656   | 6.564        | 4.258        | 6.558                | 3.804     | 3.951   |
| WINDREAL  | 30    | 6.689    | 6.668    | 4.246   | 3.948   | 5.828        | 3.699        | 6.268                | 3.564     | 4.091   |
| WINDSYN   | 30    | 5.59     | 6.745    | 3.968   | 3.928   | 6.7          | 3.701        | 6.838                | 3.624     | 3.908   |
| WINDOPEN  | 60    | 7.452    | 5.541    | 3.831   | 4.047   | 6.723        | 3.791        | 6.932                | 3.534     | 3.149   |
| WINDREAL  | 60    | 6.518    | 6.868    | 4.315   | 4.222   | 6.329*       | 3.34         | 6.609*               | 3.599*    | 3.21    |
| WINDSYN   | 60    | 5.235    | 6.431*   | 4.648   | 4.384   | 6.906*       | 3.611        | 6.843*               | 3.666*    | 3.277   |
| WINDOPEN  | 90    | 7.492    | 5.597    | 3.726   | 4.145   | 7.008        | 3.782        | 6.919                | 3.54      | 2.79    |
| WINDREAL  | 90    | 6.777    | 6.929    | 4.315   | 4.334   | 6.258*       | 3.232        | 6.569*               | 3.654*    | 2.931   |
| WINDSYN   | 90    | 5.177    | 6.58*    | 4.588   | 4.701   | 7.131*       | 3.226        | 7.051                | 3.642     | 2.905   |
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A Overview

In the following sections, we provide the supplementary material for the article Model Selection, Adaptation, and Combination for Deep Transfer Learning through Neural Networks in Renewables. First, we outline the challenges with renewable power forecasts in Sec. B and give additional information on the WINDREAL and PVREAL dataset. In the next Sec. C we provide additional insights on the model selection approach from a Bayesian perspective, detail definitions for model adaptation, and define the cooperative soft gating ensemble (CSGE) for model combination in detail. Finally, in Sec. D, we compare the gradient boosting regression tree (GBRT) with a physical baseline for the WINDREAL and PVREAL dataset, discuss the mean forecast errors, discuss fine-tuning methods, and evaluate the probabilistic forecasts.

B Data

The following section details challenges with the different datasets. We also include a description on the overall process for generating power forecasts for a wind or photovoltaic (PV) park. Fig. 3 summarizes this process. Due to the

![Diagram of renewable power forecast process]

Fig. 3. Overview of renewable power forecast process.

weather dependency of renewable power plants, we require weather predictions from so-called numerical weather prediction (NWP) models. The NWP model has input from sensors that approximate the current weather situation. Based on the last sensory data, a so-called model run is calculated. This model run is, e.g., 0.00 am. Due to complex and manifold stochastic differential equations involved in predicting the weather, such a model run typically requires about six hours until it is finished. Afterward, the NWP provides forecasts, e.g., up to 72 hours into the future. In our case, we are interested in so-called day-ahead power forecasts based on weather forecasts between 24 and 48 hours into the future. Based on these weather forecasts and historical power measurements, we can train a machine learning (ML) model to predict the expected power generation for day-ahead forecasting problems.
However, due to the dependency of renewable power forecasts on weather forecasts as input features, substantial uncertainty is associated with these forecasts making it a challenging problem. At the same time, weather forecasts are valid for larger grid sizes, e.g., three kilometers and a mismatch between these grids and the location of a wind or PV causes additional uncertainty in the power forecasts. These mismatches and the non-linearity of the forecasting problem are visually accessible in Fig. 4. We can observe various mismatches between the predicted wind speed (or radiation) with historical power measurements. For instance, we can observe (outliers) where a large amount of power is generated for low values of those features. Those mismatches are also visually accessible in the time-series plots in Fig. 5 and 6. This observation indicates that the weather forecasts were wrong. Various examples are also present where we observe a large value of wind speed or radiation, but no or little power is generated. A wrong weather forecast can cause this problem. However, often, it is associated with regular interventions. For instance, in some regions in Germany, wind turbines need to limit the rotation speed during the night. Also, there is a large portion of feed-in management interventions in Germany. These interventions are used to stabilize the electrical grid. A typical pattern for those interventions is given in Fig. 6c. We can observe an initial large power production associated with large wind speed values. At this point, the power generation drops to zero, while the wind speed remains high. Such a sudden drop is typically associated with feed-in management interventions. As those interventions depend on the power grid’s state, we typically have no information about such drops, making the forecasting problem even more challenging.

B.1 WINDREAL and PVREAL Datasets

The following section provides additional information on the WINDREAL and PVREAL dataset, as those have not been investigated in other studies. The WINDREAL dataset has between 107 and 531 days of historical data from 185 parks and the PVREAL dataset has between 582 and 1092 days from 42 parks. The WINDREAL dataset consists of 99 different nominal capacities, 13 turbine manufacturers, and six hub heights located in Germany. PV power plants in the PVREAL dataset have 31 different nominal capacities, ten tilt orientations, and nine azimuth orientations located in Germany.
Fig. 4. Scatter plots of most relevant features for power forecasts from day-ahead weather forecasts and the historical power measurements for all datasets.
(a) PVSYN dataset.

(b) PVOPEN dataset.

(c) PVREAL dataset.

Fig. 5. Timeseries plots of PV datasets.
(a) WINDSYN dataset.

(b) WINDOPEN dataset.

(c) WINDREAL dataset.

Fig. 6. Timeseries plots of wind datasets.
C Method

The following sections detail proposed methods and utilized approaches.

C.1 Bayesian Perspective on Model Selection for Inductive Transfer Learning

Measuring task similarity between a target task and multiple source tasks is a critical challenge in inductive transfer learning (ITL) [1] as it allows selecting an appropriate source task for knowledge transfer. Ideally, a valid model selection avoids negative transfer, so that utilizing knowledge from the source model has a more smaller error than training a target model from scratch.

![Fig. 7. Bayesian model selection adapted from [24].](image)

Before we formalize the concept of model selection in the context of transfer learning (TL) we will provide intuition behind (Bayesian) model selection in a broader sense. In [20] it is argued that a model selection (outside the context of TL) approach should find a trade-off between model complexity and the fit for the data. This trade-off is visualized from a Bayesian perspective in Fig. 7. On the horizontal axis, the space of all possible datasets is given. The evidence of a model for a given dataset $D_T$ is given on the vertical axis. In this case, consider that model $M_2$ is a larger model than model $M_1$, with more parameters and, therefore, can express a larger number of datasets. We can see that with the model evidence $p(D|M_m)$ we would favor the simpler model for dataset $D_T$ through the Bayesian perspective. The concept that a Bayesian perspective on model selection favors the simpler model is also known as Occam's razor.

The general concept of model selection is also valid in the context of TL. We aim to find a source model, from $M_i$ from $\{M_1, \ldots, M_M\}$ source models, that explains the limited target data $T$ the best. More formally, to define task similarity consider two tasks $T_1 = \{Y, P_1(Y_1 | X_1)\}$ and $T_2 = \{Y, P_2(Y_2 | X_2)\}$, where the tasks $T_1, T_2 \in T$ and $T$ is the set of all possible tasks. The sets $Y_m$ and $X_m$ are from the response space $Y$ and feature space $X$. By defining a similarity measure $S$ with $S: T \times T \rightarrow \mathbb{R}_{\geq 1}$, the mapping into a scalar allows to do quantitative statements. For instance given two source tasks $T_1, T_2$ and a target task $T_T$ if $S(T_1, T_T) > S(T_2, T_T)$ then $T_1$ is more similar to the target $T_T$ compared to $T_2$.
which means, that a value implicates a high similarity. Respectively, we define dissimilarity by the inverse of a similarity measure.

Now the question arises what (similarity) measure and what kind of data should be considered to select a source model from a model hub for a specific target. One choice would be to measure similarity solely based on the input feature space. However, the input feature space contains limited information on the expected power generation, the response variable, in renewable power generation. For example, different amounts of energy will be produced with the same radiation for different solar modules. Consequently, we need to take the response variable into account.

C.2 Adaptation Strategies for Inductive Transfer Learning

The following section details definitions for the model adaptation strategies utilizing fine-tuning in the article. All fine-tuning methods here can be considered as a type of regularization. In general, this means that we add an additional penalty term \( L_{\text{pen}} \) to the loss function \( L_{\text{task}} \) of a task through

\[
L = L_{\text{task}} + \lambda L_{\text{pen}},
\]

where \( \lambda \in \mathbb{R} \) is a hyper-parameter for the amount of regularization that is typically selected by hyper-parameter optimization. \( L_{\text{task}} \) is given by

\[
L_{\text{task}} = \frac{1}{N} \sum_{n=1}^{N} l(f(x_n, \theta), y_n),
\]

where \( \theta \in \mathbb{R}^p \) and \( p \in \mathbb{N}_{>1} \) is a vector of the parameters we update, \( x_n \) is the \( n \)-th input vector with \( n \in \mathbb{N} \) and \( N \in \mathbb{N}^+ \), and \( y_n \) is the respective response. For simplicity, we consider a uni-variate response here. We consider three types of regularization for fine-tuning of the final layer. The first is the weight decay (WD) with respect to the origin [4] given by

\[
L_{\text{WD}} = \frac{1}{2} \| \theta \|^2_2
\]

To penalizes a deviation from the source model, [5] proposes a weight decay w.r.t. to source weights (WDS) given by

\[
L_{\text{WDS}} = \frac{1}{2} \| \theta - \theta^0 \|^2_2,
\]

where \( \theta^0 \in \mathbb{R}^p \) is the vector of parameters from the source model before fine-tuning. Finally, the Bayesian tuning [2] given by:

\[
L_{\text{Bayesian}} = \frac{1}{N} \sum_{n=1}^{N} \frac{1}{K} \sum_{k=1}^{K} \frac{1}{M} \sum_{m=1}^{M} (x_{m,n}^T \theta_{m,k} - x_{l,n}^T \theta_{l,k})^2,
\]
where \( n \in \mathbb{N} \) is the \( n \)-th data sample, \( m \) is the \( m \)-th source model adapted with Bayesian linear regression (BLR), \( k \) is the \( k \)-th dimension of response for example for different forecast horizons. \( x_{m,k} \) are features extracted from the \( m \)-th source model, \( x_{t,n} \) are the respective features extracted from the target model \( t \). \( \theta_{k,c} \) and \( \theta_{t,c} \) are the mean vectors calculated by the BLR.

C.3 Coopetitive Soft Gating Ensemble for Model Combination

To adapt source models from a model hub for a target, it is essential that a learning strategy only adapts relevant knowledge for the target. For instance, a learning strategy should assure that a model is not adapted to seasonal specific behavior when only limited data of a specific season is available. One way to achieve this is through ensembles. The Bayesian model averaging (BMA) ensemble, for instance, allows combining source models by their marginal likelihood on the target. However, in practice, Bayesian models are often not available. While the BMA combines models through the posterior, we propose to utilize the CSGE, which combines ensemble members based on the error scores. Recently, the CSGE has proven successful in renewable power \([25,26,22]\) and trajectory forecasts \([27]\).

The following section details this method in the context of ITL.

Ensemble approaches are categorized as either weighting or gating strategies to combine ensemble members. In the case of a gating strategy, a single ensemble member provides a prediction and other source models are neglected. In the case of a weighting strategy, several ensemble members are combined. The CSGE incorporates both principles through the soft gating principle \([28]\). The idea of the CSGE is to link the weights to the ensemble members’ performance, i.e., good source models are weighted stronger than weaker ones. The overall weight of a source model for the target task is characterized using three aspects:

- The **global weight** is defined by how well a source model performs with the available training data on the target task.
- The **local weight** is defined by how well a source model performs on the target tasks for different areas in the feature space. For example, in the case of wind, one model might performs well for low wind speeds, while another source model might performs well for larger wind speeds on the target.
- The **forecast horizon-dependent weight** is defined by how well a source model performs for different lead times on the target task.

Fig. 2 provides an overview of the CSGE. In the following, we treat ensemble members equivalently to source models from a model hub. The CSGE includes \( M \) ensemble members, with \( m \in \{1, \ldots, M\} \). Each of these ensemble members is a source model with a predictive function \( f_m \). Each source model forecasts uni-variate estimates \( \hat{y}_{t+k|t}^{(m)} \in \mathbb{R} \) for the input \( x_{t+k|t} \in \mathbb{R}^D \) of a target task \( T \), we omit the subscript \( T \) for reasons of clarity and comprehensibility. Let \( D \) be the dimension of the input feature vector \( x_{t+k|t} \). Then, \( k \) denotes the forecast horizon, denoted by the subscript, for the forecast origin \( t \). Furthermore, let \( \hat{y}_{t+k|t}^{(m)} \) the \( m \)-th source model’s prediction. For each prediction of each source
model, we compute an aggregated weight \( w_{t+k|t}^{(m)} \), based on the global, local, and forecast horizon-dependent weighting. Finally, the weight and the prediction of each model for each forecast horizon are aggregated as a final prediction through

\[
\bar{y}_{t+k|t} = \sum_{m=1}^{M} w_{t+k|t}^{(m)} \cdot \hat{y}_{t+k|t}^{(m)},
\]

with the following constraints

\[
\sum_{m=1}^{M} w_{t+k|t}^{(m)} = 1 \quad \forall k \in \mathbb{N}_{\geq 1}.
\]

The constraints ensure that the weights of all \( M \) ensemble members, where \( w_{t+k|t}^{(m)} \) denotes the weight of the \( m \)-th ensemble member’s prediction with lead time \( k \), are properly normalized. The weight incorporating the global, local, and forecast horizon-dependent weight, for a single source model and lead time, is given by

\[
w_{t+k|t}^{(m)} = w_{g}^{(m)} \cdot w_{l}^{(m,t)} \cdot w_{h}^{(m,k)}.
\]

We achieve a normalization of \( w_{t+k|t}^{(m)} \) through the division of the sum of all weights for all source models and lead times:

\[
w_{t+k|t}^{(m)} = \bar{w}_{t+k|t}^{(m)} / \sum_{\tilde{m}=1}^{M} \bar{w}_{t+k|t}^{(\tilde{m})}.
\]
Soft Gating Principle  The soft gating principle to calculate a source model’s weight has several theoretical advantages in the context of an ensemble for a target task from a model hub. These advantages are all due to the compromise between the weighting and the gating principle of the CSGE. On the one hand, we want gating, as properly many source models do not apply to a target task and should therefore not be considered. On the other hand, those applicable source models should be combined through weighting. In a sense, this is comparable to an BMA approach, where models with a low posterior are neglected (gated), while those with a larger posterior get a larger weight.

To calculate the weights $w^{(m)}_{t+k|t}$, we utilize the definition of the inverse similarity measurement $S^{-1}$ from Sec. 3.1 and the cooperative soft gating principle from Eq. 19. By calculating the weighting through the inverse $S^{-1}$, here the normalized root mean squared error (nRMSE), we directly measure how well a source model performs on the target. Therefore, let us assume that $\Phi \in \mathbb{R}^{J}$ contains all $J \geq 1$ estimates based on the nRMSE and $\phi$ is an arbitrary element from $\Phi$. Then, $\eta \geq 0$ depicts the amount of exponential weighting and the small constant $\epsilon > 0$ avoids division by zero. For greater $\eta$, the CSGE tends to work as a gating ensemble and, thereby, considering only a few source models. For smaller $\eta$ result in a weighting ensemble. After calculating all weights from $\Phi$ through Eq. 9, we normalize the results to sum up to one estimating the final weights.

$$ς_\eta(\Phi,\phi) = \sum_{j=1}^{J} \frac{\Phi_j}{\phi^n + \epsilon},$$  
(19)

Finally, to assure that calculated weights for each ensemble member are normalized, we use the function $ς_\eta : (\mathbb{R}^+)^{M+1} \rightarrow [0,1]$ with

$$ς_\eta(\Phi,\phi) = \frac{ς'_\eta(\Phi,\phi)}{\sum_{m=1}^{M} ς'_\eta(\Phi,\phi_m)}$$  
(20)

Global Weighting  The global weight expresses the overall performance of the different source models on the target based on the available training data. The average $r^{(m)} \in \mathbb{R}_{\geq 1}$ of a single source model is given by

$$r^{(m)} = \frac{1}{N} \sum_{n=1}^{N} S^{-1}(\hat{y}_n^{(m)}, o_n),$$  
(21)

where $N$ refers to the number of available training data, $S^{-1}$ is the inverse similarity for the prediction $\hat{y}_n^{(m)}$ and the respective observations $o_n$. Then, the set of all errors, from all source models, is given by $R = (r^{(1)}, \ldots, r^{(m)}, \ldots, r^{(M)})$. This set allows us to calculate the global weight by

$$w^{(m)}_g = ς_{\eta_g}(R, r^{(m)}),$$  
(22)

with the hyperparameter $\eta_g$ for the soft gating formula.
Local Weighting The local weighting expresses how well a source model performs for different areas in the feature space. For instance, one source model might perform well on the target for cloudy days while another performs well for sunny days. To calculate an expectation of the error under certain conditions in the input features $x_t$, we train a regression model for each source model based on the available training data. Once the regression model is trained, this function with $L(m): \mathbb{R}^D \rightarrow \mathbb{R}^+$ lets us predict the expected error $\hat{q}_{t+k|t}^{(m)}$ for each ensemble member and each $k$ with

$$
\hat{q}_{t+k|t}^{(m)} = L^{(m)}(x_{t+k|t}).
$$

(23)

Similar, to the global weighting, the set of all local errors $Q = (\hat{q}_{t+k_{\text{min}}|t}^{(1)}, \ldots, \hat{q}_{t+k|t}^{(m)}, \ldots, \hat{q}_{t+k_{\text{max}}|t}^{(M)})$, $k_{\text{min}}$ refers to the smallest forecast horizon and $k_{\text{max}}$ refers to the maximum forecast horizon, lets us calculate the local weight $w_l^{(t,k)}$ with

$$
w_l^{(t,k)} = \varsigma_{\eta_l}(Q, \hat{q}_{t+k|t}^{(m)}),
$$

(24)

where $\eta_l$ is the hyperparameter of the soft gating formula for the local weighting.

Forecast horizon-Dependent Weighting The time-dependent weighting considers that ensemble members may perform differently for different forecast horizons $k$, e.g., some source models might be better in the short-term while others are better in the long term. Similar to global weighting, we calculate this weighting during training. But instead of averaging across all training samples, we calculate the mean with

$$
p_k^{(m)} = \frac{1}{N_k} \sum_{n_k=1}^{N_k} S^{-1}(\hat{y}_{n_k}^{(m)}, o_{n_k})
$$

(25)

to obtain the forecast horizon-dependent error $p^{(m,k)}$, where $N_k$ refers to the number of samples for a forecast horizon $k$. All errors of all ensemble member are the combined through the set $P_k = (p_k^{(1)}, \ldots, p_k^{(m)}, \ldots, p_k^{(M)})$ to calculate the time-dependent weight through

$$
w_{lt}^{(m,k)} = \varsigma_{\eta_t}(P_k, p_k^{(m)}).
$$

(26)

The forecast horizon-dependent hyperparameter is here denoted with $\eta_t$. 
D Experiment

In the following, we detail our hyper-parameters for model training, compare them to a physical model for the REAL datasets, provide additional evaluations and example forecasts for the most promising methods.

D.1 Overview Model Adaptation Strategies and Their Hyperparameters

In Sec. 3.2, we pointed out the necessity of considering model selection and the adaptation strategy. Therefore, an overview of all considered evaluations is provided in Tbl 1. Hyperparameters of the fine-tuning adaptation strategies are optimized through a grid-search based on 30% of the available target data. Adaptations utilizing fine-tuning, such as weight decay, are defined in Sec. C.2. For the weight decay adaptation, we optimize seven logarithmically spaced learning rates between $10^{-1}$ and $10^{-4}$, similar to [1]. We take seven grid points for the amount of penalty $\lambda$ in the logarithmic space between $10^{-6}$ to $10^{-3}$, similar to [1]. We use the same learning rate for the Bayesian tuning and weight decay source. The amount of penalty $\lambda$ for the $L_{\text{Bayesian}}$ loss is one of $[0.1, 0.25, 0.5, 1, 2, 4, 8]$. $\lambda$ is one of $[1, 0.1]$ for the weight decay source. Note, during the training, the data is shuffled.

Hyperparameter Tuning of Multi-Layer Perceptron and Temporal Convolution Network Source Models As source models for the model hub, we utilize an multi-layer perceptron (MLP) and a temporal convolution network (TCN). The layers’ initialization strategy is the default one of the utilized libraries (pytorch\(^1\), fastai\(^2\)). For all source models, we conducted a hyperparameter search through an tree-structured Parzen sampler for 200 samples through the optuna\(^3\) library. The best hyperparameters are selected based on the smallest nRMSE on the validation dataset. We initially transform the model’s number of input features in a higher dimension through a factor $k \in \{1, \ldots, 20\}$. Note that initially transforming the input features in a higher-dimensional space typically improves the performance [29]. Afterward, the features are reduced by 50 percent in each layer to a minimum of 11 before the final output. The final two layers of all networks have sizes 3 and 1. The learning rate of the adam optimizer is sampled from a logarithmic uniform distribution $\mathcal{U}(\ln(10^{-6}), \ln(10^{-1}))$. For each model, we sample the number of training epochs from the set $\{10, \ldots, 100\}$. The dropout is sampled from $\mathcal{U}(0, 0.9)$ and the weight decay from $\{0.0, 0.1, 0.2, 0.4\}$. For the MLP the batch size is sampled from the set $\{1024, 2048, 4096\}$. In the case of the TCN network architecture, these batch sizes are divided by the number of samples per day, 24 for the PVOPEN dataset and 96 for the remaining datasets.

---

\(^1\) https://pytorch.org/docs/stable/index.html, accessed 2021-02-28
\(^2\) https://docs.fast.ai/, accessed 2021-02-28
\(^3\) https://optuna.org/, accessed 2021-02-28
Hyperparameter Tuning Bayesian Extreme Learning Machine Source Models The Bayesian extreme learning machine (BELM) is optimized by sampling 200 times through the tree-structured Parzen sampler and the best parameters are selected by the largest evidence on the validation data. The number of hidden neurons is from $U(10, 1000)$ to generate the random features. As an activation function for the random features, one of Rectified Linear Unit (ReLU), sigmoid, ReLU and sigmoid is sampled. In the latter case, the results of the two activation functions are concatenated to generate a maximum of 2000 random features. Additionally to these random features, we give the hyperparameter tuning the option to include the original NWP features. Alpha and beta of the Bayesian linear regression are optimized through empirical Bayes [20].

Gradient Boosting Regression Tree Target Model To have a strong baseline that generalizes well with the limited amount of data and is known to mitigate the effects of overfitting, we train a GBRT for each target model. We optimize the GBRT for each park, season, and number of training data through a grid search by three-fold cross-validation. Thereby, the learning rate is evaluated at $[10^{-6}, 3.1 \times 10^{-6}, \ldots, 3.1 \times 10^{-1}, 1]$. The number of estimators is 300 and the maximum depth is one of $[2, 4, 6, 8]$. Other values are the default ones of scikit-learn$^4$.

Target Training Extreme Learning Machine : For the adaptation of the BELM model, we assume that given an appropriate model selection strategy, the prior $\alpha$ and $\beta$ of the Bayesian linear regression is also valid for the target. In principle, this is a relatively strong assumption. While the aleatoric uncertainty might be the same between a source and a target, the knowledge of the source model for the target is low and therefore, the epistemic uncertainty should be high. We argue that the problem is reduced as we update the mean vector and the precision matrix, given the available target data through Eq. 2, where the previous posterior, from the source model, acts as prior for the target. Another interesting consideration is that the insufficient evidence of the source model on the target requires that an update of the source model needs a large amount of target data which contracts to the training from the source model. Therefore, it reduces the risk of catastrophic forgetting.

We first update all source models by the given target data to select a source model. We train and select the source model with all the available data for the evidence selection strategy. For the nRMSE selection, we use 70% of the data for training and the remaining data for the selection.

Target training of Multi-Layer Perceptron and Temporal Convolution Network : As pointed out earlier, we deploy different model selection and adaptation strategies, as summarized in Tbl 1. In case we fine-tune a source model, e.g., through weight decay, we conduct a grid search for different hyperparameters

$^4$ https://scikit-learn.org/, accessed 2022-02-28
and select the best one based on the lowest nRMSE through 30% of the training data as a validation dataset. The learning rate and the amount of penalty $\lambda$ are optimized for all adaptation strategies, as detailed earlier in this section. For all optimizations, we use the stochastic gradient descent algorithm without momentum as suggested in [4] for TL. For the Bayesian tuning, we select the ten most relevant models selected through the evidence for regularization. In all cases, the batch size is selected to have about ten iterations within an epoch and we train for a single epoch to limit the amount of training time.

For the direct adaptation, we utilize the source model without any adaptation. In the case of the direct linear adaptation, we replace the final layer through a BLR model(s). These BLRs are trained through empirical Bayes. For the TCN source model, we train one BLR for each forecast horizon based on the extracted features from the source model from a specific forecast horizon and its response.

**Target Training of Ensemble Strategies**: For the BMA we first update all source models based on available target data as previously described. For the MLP and TCN source models we replace the final layer through BLR model(s), as detailed for the direct linear adaptation. After this adaptation for the target, each model provides a predictive posterior distribution according to Eq. 3 that is combined by BMA with Eq. 7. In total, we consider three variants for the BMA, one for each of the three source model types.

For the CSGE we calculate the global and forecast horizon-dependent error based on the nRMSE. We estimate the local error through a k-nearest neighbor approach. Therefore, we first reduce the dimension of the feature space through principal component analysis (PCA) to two components. We consider three neighbors within this reduced features space to estimate the local error in the features space. The hyperparameter $\eta$ is selected through grid-search to be either one or two. In total, we consider six variants of the CSGE: Two for the MLP and TCN model where the source models are not updated for the target, two variants, where the final layer of the MLP and TCN source models are updated through BLR, and these two variants are extended, where we utilize the GBRT as an additional source model.
D.2 Comparison to Physical Models

As pointed out in Sec. 4 the WINDSYN, PVSYN, WINDOPEN, PVOPEN have been previously mentioned in [7] and [3]. The WINDREAL and PVREAL have not been mentioned previously. Therefore, to assure that the GBRT baseline is superior to physical models that are commonly utilized for parks with limited data, we detail a comparison in this section. Generally, the experimental set-up is as detailed in Sec. 4. Hyper-parameters of the GBRT model are detailed in Sec. D.1. For the WINDREAL dataset, we compare the GBRT results for the different amounts of training data to the empirical McLean power curve [30]. This power curve is well known and considers typical influences by different terrains. For the PVREAL dataset we created forecasts through the PVLib5. For both datasets, it is not feasible to utilize more specific physical models, as details on the physical characteristics are not given.

Fig. 9 compares the physical models to the GBRT model by means of the skill, for the WINDREAL dataset, given by

\[
\text{Skill} = \text{nRMSE}_{\text{gbt}} - \text{nRMSE}_{\text{phy}},
\]

where nRMSE\(_{\text{gbt}}\) is the nRMSE of the GBRT model and nRMSE\(_{\text{phy}}\) of the physical model, respectively. We can observe that the GBRT leads to improvements for the WINDREAL dataset starting with 30 days of training data. With more than 30 days of training data, there is a substantial improvement compared to all types of the McLean power curve. The mean nRMSE for the WINDREAL dataset is given in Tbl 7. In comparison to the analysis of forecast errors in [31], we observe a similarly mean nRMSE with 30 days of training data. Note that the experimental set-up in [31] utilizes more than 365 days of training data. Results for the PVREAL dataset are given Fig. 10 and Tbl 8. Substantial improvements of the GBRT model over the physical PV model is given by more than seven days. The mean forecast errors are similar to those in [31] between 30 and 60 days of training data. Due to forecast errors being similar to results in [31] with limited data, we can conclude that the GBRT is a strong baseline for ITL for the WINDREAL and PVREAL dataset.

---

5 https://pvlib-python.readthedocs.io/, accessed 2022-02-28
Fig. 9. Comparison of physical model and the GBRT model for the WINDREAL dataset for different amounts of number of days training data through the skill. Values below zero indicate an improvement of the GBRT over the physical model.

Fig. 10. Comparison of physical model and the GBRT model for the PVREAL dataset for different amounts of number of days training data through the skill. Values below zero indicate an improvement of the GBRT over the physical model.
**Table 7.** Mean nRMSE values for the GBRT model and McLean power curves for the WINDREAL dataset. Best values for the number of available training data in days is highlighted in bold.

| #Days | GBRT | McLean-Lowland | McLean-StallRegulated | McLean-Offshore | McLean-Upland |
|-------|------|----------------|-----------------------|-----------------|---------------|
| 7     | 0.190 | 0.155           | 0.154                 | 0.156           | **0.152**     |
| 14    | 0.164 | 0.155           | 0.154                 | 0.156           | **0.152**     |
| 30    | **0.149** | 0.155     | 0.154                 | 0.156           | 0.152         |
| 60    | **0.140** | 0.157     | 0.156                 | 0.158           | 0.154         |
| 90    | **0.137** | 0.157     | 0.155                 | 0.157           | 0.153         |
| 365   | **0.122** | 0.159     | 0.157                 | 0.160           | 0.155         |

**Table 8.** Mean nRMSE values for the GBRT and physical model for the PVREAL dataset. Best values for the number of available training data in days is highlighted in bold.

| #Days | GBRT | PVPhysical |
|-------|------|------------|
| 7     | **0.133** | 0.137     |
| 14    | **0.120** | 0.137     |
| 30    | **0.112** | 0.137     |
| 60    | **0.107** | 0.137     |
| 90    | **0.105** | 0.137     |
| 365   | **0.091** | 0.137     |
**D.3 Mean Forecast Errors**

Fig. 11 summarizes the mean nRMSE values for the model selection and adaptation experiment for all six datasets. For clarity of the plots, we show only the most relevant models. All models decrease with increasing available training data for all six datasets. For the wind datasets, the WINDSYN dataset has the largest errors. For the PV datasets, the PVREAL dataset has the largest error. Except for the PVREAL dataset, the GBRT baseline has a similar nRMSE with 14 days of training data, showing that this model is a strong baseline. With increasing training samples, all models, selection strategies, and adaptation strategies converge to a similar minimum. The difference between the best and the worse model can be up to five percent for seven days of training data. With 90 days of training data, the difference is between one and two percent. Models without any adaptation, the direct adaptation strategy, start with a low forecast error but converge to a plateau in most cases with 30 days of training samples. In contrast, the models with adaptation strategies start with a larger mean forecast error but improve upon the direct adaptation with equal or more than 30 days. We can also observe that fine-tuning adaptation strategies require more data to achieve good results. This observation is potentially caused by the problem that knowledge from a single source task is too specific and causes catastrophic forgetting in various cases.

The improvements of the mean nRMSE through model combination is summarized in Fig. 12. The baseline is the TCN-EV-DILI model from the previous experiment. Compared to the ensemble techniques results, the baseline results vary depending on the dataset and the amount of available training data. Nonetheless, often the baseline has at least the fifth-most minor forecast error. Comparing the worst models of the two experiments, we can observe improvements of more than two percent and at least one percent in most cases. The forecast errors between the different ensemble techniques are less than the differences in techniques in the previous experiment.

An interesting comparison of our best ensemble techniques to the state-of-the-art for the WINDOPEN and PVOPEN datasets are in Tbl 9. The authors of these results [7] utilize a multi-task learning (MTL) approach. As also explained in Sec. 2, MTL approaches are not yet common in the industry, and therefore it is necessary to make the best use of existing single-task learning (STL) models. The table shows that the error is in a similar range for the WINDOPEN and PVOPEN datasets. For the PVOPEN dataset, we have better results, while with more than 30 days of training data, the MTL approach is better for the WINDOPEN dataset. However, note that the table compares our mean nRMSE from all seasons to values from results for the spring seasons given in [7], as other values are not given. Nonetheless, the similarity of the forecast errors suggests that our approach leads to similar good results.
Fig. 11. Mean nRMSE of all folds for most relevant techniques for the model selection and adaptation experiment.
Fig. 12. Mean nRMSE of all folds for the model combination experiment.
Table 9. Results of our best ensemble techniques, given in parenthesis, in comparison to the current state of the art [7] in inductive transfer learning for the WINDOPEN and PVOPEN datasets. The authors of [7] utilize a multi-task learning approach and mean nRMSE values from the spring season in [7] are compared to the mean values across all seasons from our experiments. ↓ indicates that our best ensemble model has a smaller mean nRMSE and ↑ indicates that our best ensemble technique has a worse error.

| Data Type | #Days | 7     | 14    | 30    | 60    | 90    |
|-----------|-------|-------|-------|-------|-------|-------|
| PVOPEN    |       | 0.096 | (0.075) | 0.083 (0.074)↓ | 0.078 (0.073)↓ | 0.076 (0.072)↓ | 0.077 (0.071)↓ |
| WINDOPEN  |       | 0.161 (0.164)↑ | 0.173 | 0.161 (0.160)↓ | 0.152 (0.167)↑ | 0.141 (0.148)↑ | 0.137 (0.143)↑ |
D.4 Model Selection and Adaptation

Previously in Sec. 4, we discussed the best model selection and adaptation strategies through the mean rank. Tbl 10 and 11 lists those combination, from the overview in Tbl 1, previously not discussed. We additionally include the TCN-EV-WD model, as it allows a better comparison across all evaluated fine-tuning techniques. We calculate the mean rank separate from the best models to better quantify the quality within the worse models. Again, we test for a significant improvement compared to the GBRT baseline. We evaluate the influence of available training data on the different strategies.

For all datasets, we observe that TCN based models have a smaller rank than MLP based models and adaptations. For both datasets, only one model is included that is not considering fine-tuning, the MLP-EV-DI model, which is not adapted to the target. This model is the best for PV datasets with limited data for up to 14 days. Additional results for the PV datasets can be summarized as follows:

- The MLP model has the best results when the weight decay source adaptation strategy is utilized for PV datasets. A weight decay concerning the origin has a larger rank in most cases.
- For the PVOPEN dataset, models are not significantly better than the baseline with more than 14 days of training data.
- For PVSYN and PVREAL, the TCN model with the evidence selection strategy and weight decay source adaptation leads to the best significant improvements.
- The Bayesian tuning is among the best for the TCN model but leads to one of the worst results for the MLP model.

The results for the wind datasets can be summarized as follows

- For the MLP and the selection through nRMSE there is no clear winner of the adaptation strategies.
- For the MLP and the selection through nRMSE with limited data, the weight decay source is preferable; with more data, the weight decay leads to better results.
- For the MLP and the adaptation through Bayesian tuning, results are worse than those from other selection and adaptation strategies.
- For the TCN, the Bayesian tuning has the best results.
- The second best technique for the TCN is selecting through the evidence and a weight decay with respect to the origin.
- No model, selection, and adaptation is superior to the baseline with 90 days of training data.

Generally, we can observe that for the MLP model, a selection through the nRMSE is preferable over the evidence, regardless of the fine-tuning technique. The opposite is the case for the TCN model. Here, we observe that in most cases, it is preferable to select a source model based on the evidence instead of
Table 10. Rank summary for different source models, selections, and adaptation strategies on the PV datasets. Only those that are not within the top four ranks for a dataset are included. GBRT is the baseline and all models are tested if the forecasts error is significantly better (\(\checkmark\)), worse (\(\check\)), or not significantly different (\(\diamond\)). EV indicates the model selection by the evidence, RM the one by the nRMSE. DI shows that a source model is directly applied to the target without any adaptation. DILI indicates the adaptation through the BILR, WD indicates fine-tuning regularized by weight decay w.r.t. the origin, WDS indicates fine-tuning regularized by weight decay w.r.t. the source models parameter, and BT indicates Bayesian tuning.

| Data Type | # Days | Baseline | MLP- | MLP- | MLP- | MLP- | MLP- | TCN- | TCN- | TCN- | TCN- | TCN- |
|-----------|--------|----------|------|------|------|------|------|------|------|------|------|------|
|            |        | EV-BT    | EV-DI| EV-WD| EV-WDS| RM-WD| RM-WDS| EV-BT| EV-WD| EV-WDS| EV-BT| EV-WD|
| PVOPEN    | 7      | 6.357    | 8.024| 5.345| 7.881| 7.788| 6.881| 6.755| 6.036| 6.036| 5.333| 5.857|
| PVREAL    | 7      | 9.905    | 7.851| 4.371| 7.482| 7.722| 7.851| 7.788| 5.113| 5.744| 4.877| 5.131|
| PSYN      | 7      | 9.226    | 8.485| 4.353| 8.127| 7.945| 7.583| 7.513| 5.14  | 4.728| 4.504| 5.037|
| PVOPEN    | 14     | 5.452    | 6.964| 4.171| 6.429| 6.619| 6.512| 6.417| 7.083| 7.048| 6.857| 6.786|
| PVREAL    | 14     | 9.442    | 6.756| 4.563| 6.393| 6.185| 7.476| 7.339| 5.887| 5.881| 6.03  | 5.845|
| PSYN      | 14     | 8.081    | 7.746| 4.399| 7.373| 7.373| 6.697| 6.706| 5.743| 5.807| 5.632| 6.318|
| PVOPEN    | 30     | 5.0      | 7.321| 5.214| 7.119| 7.131| 6.429| 6.512| 6.595| 6.621| 6.595| 6.262|
| PVREAL    | 30     | 8.887    | 7.244| 5.5  | 7.31| 7.089| 7.679| 7.625| 5.054| 5.351| 5.042| 5.524|
| PSYN      | 30     | 7.366    | 8.34  | 5.689| 7.953| 7.688| 7.175| 7.068| 9.364| 5.208| 5.061| 5.564|
| PVOPEN    | 60     | 5.369    | 7.131| 5.775| 7.618| 7.328| 6.417| 5.881| 6.067| 6.139| 6.366| 6.024|
| PVREAL    | 60     | 8.065    | 7.167| 5.946| 7.22| 7.244| 8.119| 7.738| 4.058| 5.036| 5.143| 5.185|
| PSYN      | 60     | 8.907    | 8.558| 6.056| 8.363| 8.141| 7.056| 6.953| 5.112| 5.04  | 4.877| 5.491|
| PVOPEN    | 90     | 4.44     | 7.405| 6.036| 7.512| 7.357| 6.405| 6.321| 6.857| 6.726| 6.571| 5.643|
| PVREAL    | 90     | 8.667    | 7.452| 6.006| 7.339| 7.482| 7.75| 7.315| 5.196| 5.036| 4.97  | 5.351|
| PSYN      | 90     | 6.346    | 8.684| 6.622| 8.578| 8.435| 6.903| 6.838| 4.938| 5.251| 4.97  | 5.249|

The nRMSE. This observation suggests that the nRMSE correlates better with the transferability of the final layer than for the evidence for the MLP. For the TCN, the final layer is a residual block and the evidence better captures this complexity.
Table 11. Rank summary for the wind datasets. Compare Tbl 10.

| DataType | #Days | Baseline | MLP- | MLP- | MLP- | MLP- | MLP- | TCN- | TCN- | TCN- | TCN- |
|----------|-------|----------|------|------|------|------|------|------|------|------|------|
|          |       |          | EV-  | EV-  | EV-  | EV-  | EV-  | RM-  | RM-  | RM-  | RM-  |
| WINDOPEN | 7     | 7.844    | 7.548| 6.561| 7.312| 7.306| 7.378| 7.265| 5.316| 4.96 | 5.231| 5.676| 5.41 |
|          | 14    | 7.173    | 7.341| 7.081| 7.0  | 6.936| 6.717| 6.873| 5.717| 5.59 | 5.688| 6.139| 5.697|
|          | 30    | 5.269    | 7.844| 8.144| 7.749| 7.275| 7.211| 7.323| 5.287| 5.305| 5.413| 5.719| 5.683|
|          | 60    | 5.848    | 7.219| 6.607| 7.092| 7.172| 6.935| 6.943| 5.101| 5.388| 5.931| 5.742| 6.022|
|          | 90    | 4.861    | 7.361| 8.739| 7.195| 7.298| 6.821| 6.755| 5.428| 5.58 | 6.242| 5.648| 6.073|
D.5 Probabilistic Evaluation of Models

In the following, we list results for probabilistic forecasts that are utilizable through BLR. The evaluation include MLP-EV-DILI and the TCN-EV-DILI models. We also include the combination of those models through the BMA. Finally, we consider the BELM where the source model is either selected through the nRMSE and or the evidence. The latter is the baseline. All models are evaluated through the continuous ranked probability score (CRPS) given by:

\[
CRPS(F, y) = \int_{\mathcal{R}} (F(x) - \mathbb{H}(x \geq y))^2 dx,
\]

where \( y \in \mathcal{R} \) are observations, \( F \) is the predicted cumulative function, and \( \mathbb{H} \) is the Heaviside step function. Similar to the previous experiments, the mean ranks of the CRPS for all models is given in Tbl 12 and 13. The mean CRPS values are given in Tbl 14 and 15. For the PVSYN and PVREAL datasets, the TCN-EV-DILI has the best results with more than 14 days of training data improving the baseline significantly. In case of the PVOPEN dataset, the BMABELM has the best rank in most cases.

With less than 60 days of limited data, the ensemble technique BMATCN has the best results for all wind datasets. Through additional data, again, the TCN-EV-DILI has the best results. This result holds for all datasets and the different number of training data for the wind dataset, except for one case.

The mean CRPS for the WINDOPEN dataset are worse than those presented [32] by 8.2 percent. Even though results from [32] use about six times more data compared to our experiment with 90 days of training data, this observation suggestion that additional evaluations need to be conducted in future work.
Table 12. Rank summary of the CRPS for different ensemble types on the PV datasets. BELM-EV is the baseline. DI and DILI are the direct and direct linear adaptation as ensemble members. BMA models are always updated on the target by the BLR. Compare also Tbl 3.

| Data Type | # Days | Baseline | BMA-BELM | BMA-MLP | BMA-TCN | BELM-RM | MLP-EV-DILI | TCN-EV-DILI |
|-----------|--------|----------|----------|---------|---------|---------|------------|------------|
| PVOPEN 7  | 4.56   | 2.595    | 2.786    | 3.345   | 4.571   | 5.369   | 4.774      |            |
| PVREAL 7  | 4.643  | 3.268    | 3.702    | 3.351   | 4.149   | 5.22    | 3.667      |            |
| PVSYN 7   | 3.065  | 4.232    | 4.729    | 5.171   | 2.944   | 4.582   | 3.276      |            |
| PVOPEN 14 | 4.44   | 2.952    | 3.0      | 3.429   | 4.083   | 5.095   | 5.0        |            |
| PVREAL 14 | 4.917  | 3.78     | 3.762    | 3.065   | 4.333   | 4.589   | 3.554      |            |
| PVSYN 14  | 3.035  | 4.629    | 5.018    | 5.424   | 2.918   | 4.265   | 2.712      |            |
| PVOPEN 30 | 4.405  | 3.19     | 2.774    | 3.417   | 4.167   | 5.095   | 4.952      |            |
| PVREAL 30 | 4.893  | 4.042    | 4.167    | 3.125   | 4.655   | 3.78    | 3.339      |            |
| PVSYN 30  | 3.047  | 4.968    | 5.197    | 5.741   | 2.915   | 3.865   | 2.268      |            |
| PVOPEN 60 | 4.31   | 3.286    | 2.881    | 3.5     | 3.94    | 5.262   | 4.821      |            |
| PVREAL 60 | 5.083  | 4.173    | 4.185    | 3.399   | 4.452   | 3.708   | 3.0        |            |
| PVSYN 60  | 3.018  | 4.795    | 5.426    | 5.843   | 2.758   | 3.973   | 2.187      |            |
| PVOPEN 90 | 3.988  | 2.94     | 3.0      | 3.726   | 4.155   | 5.119   | 5.071      |            |
| PVREAL 90 | 5.048  | 4.202    | 4.202    | 3.5     | 4.327   | 3.607   | 3.113      |            |
| PVSYN 90  | 3.047  | 4.801    | 5.444    | 5.957   | 2.812   | 3.906   | 2.032      |            |
Table 13. Rank summary of the CRPS for different ensemble types on the WIND datasets. BELM-EV is the baseline. DI and DILI are the direct and direct linear adaptation as ensemble members. BMA models are always updated on the target by the BLR. Compare also Tbl 3.

| Data Type | #Days | Baseline | BMA-BELM | BMA-MLP | BMA-TCN | BELM-RM | MLP-EV-DILI | TCN-EV-DILI |
|-----------|-------|----------|----------|---------|---------|---------|-------------|-------------|
| WINDOPEN  | 7     | 3.503    | 3.783*   | 3.528*  | **3.242** | 4.484*  | 5.441*      | 4.019*      |
| WINDREAL  | 7     | 3.72     | 3.91^    | 3.7*    | **2.955** | 3.7*    | 5.574*      | 4.411*      |
| WINDSYN   | 7     | 4.253    | 4.294*   | 3.522   | **2.947** | 3.35    | 5.269*      | 4.365*      |
| WINDOPEN  | 14    | 3.863    | 4.0*     | 3.453*  | **3.124** | 4.764*  | 5.211*      | 3.584*      |
| WINDREAL  | 14    | 3.965    | 4.56*    | 3.424   | **2.869** | 4.231*  | 5.186*      | 3.766*      |
| WINDSYN   | 14    | 4.172    | 5.034*   | 3.344   | **3.122** | 3.865   | 4.694*      | 3.769*      |
| WINDOPEN  | 30    | 4.391    | 4.212*   | 3.071   | **2.994** | 5.051*  | 5.179*      | 3.103*      |
| WINDREAL  | 30    | 4.152    | 4.682*   | 3.44    | **3.048** | 4.632*  | 4.806*      | 3.239*      |
| WINDSYN   | 30    | 4.121    | 5.522*   | 3.247   | **3.168** | 4.264*  | 4.281*      | 3.398*      |
| WINDOPEN  | 60    | 4.521    | 4.267*   | 3.26    | 3.123   | 5.137*  | 5.082*      | **2.61**    |
| WINDREAL  | 60    | 4.31     | 4.688*   | 3.475   | 3.174   | 4.693*  | 4.608*      | **3.051**   |
| WINDSYN   | 60    | 3.995    | 5.445*   | 3.775   | 3.525   | 4.198*  | 4.146*      | **2.916**   |
| WINDOPEN  | 90    | 4.653    | 4.121*   | 3.153   | 3.145   | 5.242*  | 5.185*      | **2.5**     |
| WINDREAL  | 90    | 4.277    | 4.59*    | 3.524   | 3.249   | 4.723*  | 4.765*      | **2.872**   |
| WINDSYN   | 90    | 4.019    | 5.529*   | 3.707   | 3.627*  | 4.361*  | 3.91*       | **2.847**   |
Table 14. Mean CRPS values for different ensemble types on the PV datasets. BELM-EV is the baseline. DI and DILI are the direct and direct linear adaptation as ensemble members. BMA models are always updated on the target by the BLR. Compare also Tbl 3.

| DataType | #Days | Baseline | BMA-BELM | BMA-MLP | BMA-TCN | BELM-RM | MLP-EV-DILI | TCN-EV-DILI |
|----------|-------|----------|----------|---------|---------|---------|-------------|-------------|
| PVOPEN   | 7     | 0.035    | 0.031\(^*\) | 0.033   | 0.033\(^*\) | 0.036\([^\d\s]\) | 0.038\([^\d\s]\) | 0.038\([^\d\s]\) |
| PVREAL   | 7     | 0.044    | 0.042\(^*\) | 0.044\([^\d\s]\) | 0.043\([^\d\s]\) | 0.043\([^\d\s]\) | 0.043\([^\d\s]\) | 0.047\([^\d\s]\) |
| PVSYN    | 7     | 0.037    | 0.04\(^*\) | 0.043\([^\d\s]\) | 0.042\([^\d\s]\) | 0.037\([^\d\s]\) | 0.048\([^\d\s]\) | 0.04\(^*\) |
| PVOPEN   | 14    | 0.034    | 0.031\(^*\) | 0.032\([^\d\s]\) | 0.033\([^\d\s]\) | 0.034\([^\d\s]\) | 0.036\([^\d\s]\) | 0.036\([^\d\s]\) |
| PVREAL   | 14    | 0.043    | 0.042\(^*\) | 0.042\([^\d\s]\) | 0.042\([^\d\s]\) | 0.042\([^\d\s]\) | 0.044\([^\d\s]\) | 0.043\([^\d\s]\) |
| PVSYN    | 14    | 0.036    | 0.039\(^*\) | 0.04\(^*\) | 0.04\(^*\) | 0.036\([^\d\s]\) | 0.043\([^\d\s]\) | 0.036\([^\d\s]\) |
| PVOPEN   | 30    | 0.033    | 0.031\(^*\) | 0.031\([^\d\s]\) | 0.032\([^\d\s]\) | 0.033\([^\d\s]\) | 0.034\([^\d\s]\) | 0.034\([^\d\s]\) |
| PVREAL   | 30    | 0.042    | 0.042\(^*\) | 0.041\([^\d\s]\) | 0.04\(^*\) | 0.041\([^\d\s]\) | 0.041\([^\d\s]\) | 0.04\([^\d\s]\) |
| PVSYN    | 30    | 0.035    | 0.039\(^*\) | 0.039\([^\d\s]\) | 0.04\(^*\) | 0.034\([^\d\s]\) | 0.038\([^\d\s]\) | 0.034\([^\d\s]\) |
| PVOPEN   | 60    | 0.032    | 0.031\(^*\) | 0.031\([\d\s]\) | 0.031\([^\d\s]\) | 0.032\([^\d\s]\) | 0.033\([^\d\s]\) | 0.033\([^\d\s]\) |
| PVREAL   | 60    | 0.042    | 0.042\(^*\) | 0.04\([^\d\s]\) | 0.04\([^\d\s]\) | 0.041\([^\d\s]\) | 0.04\([^\d\s]\) | 0.039\([^\d\s]\) |
| PVSYN    | 60    | 0.034    | 0.038\(^*\) | 0.039\([^\d\s]\) | 0.04\([^\d\s]\) | 0.043\([^\d\s]\) | 0.037\([^\d\s]\) | 0.033\([^\d\s]\) |
| PVOPEN   | 90    | 0.032    | 0.031\(^*\) | 0.031\([\d\s]\) | 0.031\([^\d\s]\) | 0.032\([^\d\s]\) | 0.033\([^\d\s]\) | 0.034\([^\d\s]\) |
| PVREAL   | 90    | 0.041    | 0.041\(^*\) | 0.04\([^\d\s]\) | 0.04\([^\d\s]\) | 0.041\([^\d\s]\) | 0.04\([^\d\s]\) | 0.04\([^\d\s]\) |
| PVSYN    | 90    | 0.034    | 0.038\(^*\) | 0.039\([^\d\s]\) | 0.04\([^\d\s]\) | 0.034\([^\d\s]\) | 0.037\([^\d\s]\) | 0.033\([^\d\s]\) |
Table 15. Mean CRPS values for different ensemble types on the PV datasets. BELM-EV is the baseline. DI and DILI are the direct and direct linear adaptation as ensemble members. BMA models are always updated on the target by the BLR. Compare also Tbl 3.

| DataType  | #Days | Baseline | BMA-BELM | BMA-MLP | BMA-TCN | BELM-RM | MLP-EV-DILI | TCN-EV-DILI |
|-----------|-------|----------|----------|---------|---------|---------|-------------|-------------|
| WINDOPEN  | 7     | 0.087    | 0.09\*   | 0.087>  | 0.086>  | 0.09\*  | 0.103>      | 0.092>      |
| WINDREAL  | 7     | 0.075    | 0.079\*  | 0.076>  | 0.073\* | 0.075>  | 0.089\*     | 0.079\*     |
| WINDSYN   | 7     | 0.089    | 0.107\*  | 0.085\* | 0.083\* | 0.084\* | 0.103\*     | 0.093\*     |
| WINDOPEN  | 14    | 0.087    | 0.088>   | 0.083>  | 0.082\* | 0.094\* | 0.094\*     | 0.085>      |
| WINDREAL  | 14    | 0.072    | 0.078\*  | 0.071\* | 0.069\* | 0.073\* | 0.078\*     | 0.071\*     |
| WINDSYN   | 14    | 0.081    | 0.104\*  | 0.079\* | 0.078\* | 0.081\* | 0.087\*     | 0.081\*     |
| WINDOPEN  | 30    | 0.087    | 0.087>   | 0.08\*  | 0.08\*  | 0.09\*  | 0.09\*      | 0.081\*     |
| WINDREAL  | 30    | 0.071    | 0.076\*  | 0.069\* | 0.068\* | 0.073\* | 0.073\*     | 0.068\*     |
| WINDSYN   | 30    | 0.077    | 0.1\*    | 0.075\* | 0.075\* | 0.078\* | 0.079\*     | 0.075\*     |
| WINDOPEN  | 60    | 0.083    | 0.083>   | 0.076\* | 0.076\* | 0.085\* | 0.085\*     | 0.075\*     |
| WINDREAL  | 60    | 0.071    | 0.074\*  | 0.069\* | 0.068\* | 0.073\* | 0.072\*     | 0.068\*     |
| WINDSYN   | 60    | 0.075    | 0.096\*  | 0.075\* | 0.075\* | 0.077\* | 0.077\*     | 0.073\*     |
| WINDOPEN  | 90    | 0.08     | 0.079\*  | 0.073\* | 0.073\* | 0.083\* | 0.08\*      | 0.071\*     |
| WINDREAL  | 90    | 0.07     | 0.072\*  | 0.068\* | 0.067\* | 0.071\* | 0.07\*      | 0.067\*     |
| WINDSYN   | 90    | 0.075    | 0.093\*  | 0.074\* | 0.075\* | 0.077\* | 0.075\*     | 0.072\*     |
D.6 Deterministic and Probabilistic Forecasts

The following figures give an impression of the different forecasting techniques. All plots include power generation and forecasts from 14 days from the real-world datasets. We include the standard deviation as a confidence interval for the probabilistic forecasts. Often these probabilistic forecasts have a large uncertainty when the power generation is close to zero. The PV dataset shows the sun’s diurnal cycle in the form of a Gaussian curve. Such a periodic pattern is not present in the wind dataset.

Fig. 13. Example of a deterministic forecast for a PV Park.
Fig. 14. Example of a probabilistic forecast from a single model for a PV Park.

Fig. 15. Example of a probabilistic forecast based on an ensemble for a PV Park.
Fig. 16. Example of a deterministic forecast for a wind Park.

Fig. 17. Example of a probabilistic forecast from a single model for a wind Park.
Fig. 18. Example of a probabilistic forecast based on an ensemble for a wind Park.
List of Symbols

$D$ Size of input features.
$\theta$ The parameters of a linear model.
$X$ All input features.
$y$ All response respective target features.
$x$ A single input vector.
$y$ A single response respective target.
$\hat{y}$ A single response respective target prediction.
$X$ The set of input features.
$Y$ The set of response respective target features.
$\mathcal{X}$ Input feature space.
$\mathcal{Y}$ Output feature space.
$N$ The number of samples.
$n$ Index of samples.
$\mathbb{R}$ Set of all real numbers.
$\mathbb{R}^+$ Set of all non-negative real numbers.
$\mathbb{R}_{\geq 1}$ Set of all positive real numbers.
$\mathbb{N}^+$ Set of all non-negative natural numbers.
$\mathbb{N}_{\geq 1}$ Set of all positive natural numbers.
$\mathcal{N}$ Normal distribution.
$\mathcal{T}$ A task.
$\mathcal{S}$ The set of all tasks.
$S$ The similarity measure between two task.
$S$ Precision matrix of a linear model.
$m$ Index of a source model.
$M$ The number of source models.
$T$ The index of the target task.
$\bar{w}$ CSGE weight not normalized.
$w$ CSGE weight normalized.