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Abstract
Monocular visual navigation methods have seen significant advances in the last decade, recently producing several real-time solutions for autonomously navigating small unmanned aircraft systems without relying on GPS. This is critical for military operations which may involve environments where GPS signals are degraded or denied. However, testing and comparing visual navigation algorithms remains a challenge since visual data is expensive to gather. Conducting flight tests in a virtual environment is an attractive solution prior to committing to outdoor testing. This work presents a virtual testbed for conducting simulated flight tests over real-world terrain and analyzing the real-time performance of visual navigation algorithms at 31 Hz. This tool was created to ultimately find a visual odometry algorithm appropriate for further GPS-denied navigation research on fixed-wing aircraft, even though all of the algorithms were designed for other modalities. This testbed was used to evaluate three current state-of-the-art, open-source monocular visual odometry algorithms on a fixed-wing platform: Direct Sparse Odometry, Semi-Direct Visual Odometry, and ORB-SLAM2 (with loop closures disabled).
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Introduction
The use of small unmanned aircraft systems (SUAS) has risen in recent years across commercial and military applications. A key interest area for further development is in expanding autonomous capabilities for these systems, of which navigation is a fundamental problem. Current navigation solutions suffer from heavy reliance on a Global Positioning System (GPS). This dependency presents a significant limitation, especially for critical operations that may be conducted in environments where GPS signals are degraded or actively denied. Therefore, alternative navigation solutions without GPS must be developed and monocular visual methods are a promising and attractive approach due to the relatively low weight and energy cost of a camera along with the wealth of information available in an image. Furthermore, visual cameras are a passive sensing technology making them generally more difficult to deny than active sensing technology such as GPS.

A limitation in current monocular visual navigation research is that much of the research has focused on ground-based vehicles or quadrotor platforms flying at low altitudes and speeds in either indoor or small, constrained outdoor environments. However, the military has a need for fixed-wing SUAS to conduct extended missions in large outdoor environments. The conditions experienced by a fixed-wing SUAS in this environment largely differ from those prior listed and the performance of visual navigation algorithms under these conditions must be explored.

Major obstacles inhibiting the ability to analyze and compare visual navigation algorithms include conducting flight tests and gathering accurate truth data. Flight tests can be a costly, time-consuming effort and some areas may be restricted or unavailable to fly over. Furthermore, gathering synchronized, accurate truth data at high frequencies is a difficult task in general and this is compounded for small flying vehicles, especially in outdoor environments.

This work addresses the issues listed above by developing a high-fidelity virtual environment for testing and analyzing visual navigation algorithms on both simulated imagery streams and real-world datasets. The virtual environment is then used to examine the performance of three current state-of-the-art visual odometry (VO) algorithms on a fixed-wing aircraft under high speeds, altitudes, and aggressive maneuvers. The algorithms tested are Direct Sparse Odometry (DSO)\(^1\), Semi-Direct Visual Odometry (SVO)\(^2\), and ORB-SLAM2 (with loop closures disabled)\(^3\). Results from simulation and real-world flight tests are also compared.

Camera Calibration
A necessary pre-requisite for calculating motion from images is establishing a camera model. Camera models allow mapping between a feature’s 3D coordinates in the world to their corresponding 2D image coordinates. The camera model common to all three algorithms is the pinhole model, which assumes that all light rays incident to an image pass through single point.\(^4\) Cameras must be calibrated such that the image information conforms to the pinhole model.
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assumption. The calibration finds the intrinsic parameters, including the focal lengths and image center coordinates and the lens distortion parameters. A popular method for calibrating cameras, and the method used in this work, involves taking pictures of a flat checkerboard with known dimensions from multiple positions and orientations.

Visual Navigation Categories

Visual navigation methods can largely be divided into two classes: VO and visual simultaneous localization and mapping (VSLAM). VO incrementally computes the relative motion of a vehicle or camera from a sequence of images and tracks a more localized environment. VSLAM falls under the larger umbrella of SLAM which seeks to maintain a global map of the environment and a globally consistent trajectory, which are used to update and correct one another.

Additionally, VO and VSLAM algorithms can both be categorized based on their image comparison approach, which use either feature-based or direct methods to compare two or more images and calculate the transformation describing the motion between the images. Feature-based approaches identify key points of interest throughout images and extract feature vector representations that are invariant to changes in conditions, such as lighting, rotation, translation, and scale. Robust features are necessary to be able to calculate and find the same representations when viewed from different perspectives. Features are matched across images and the transformations between the images are calculated by optimizing the geometric error of the feature positions. Direct methods avoid the costly steps of extracting and matching features, and instead directly calculate the transformation that optimizes the photo-metric error, or the difference in pixel intensities, between images.

Finally, VO and VSLAM algorithms differ by the pixel density of images used to calculate motion. The pixel densities are sparse, semi-dense, and dense methods. Sparse methods use a few points throughout images, semi-dense methods use regions of pixels, and dense methods use every pixel in the images.

Related Work

Parallel Tracking and Mapping (PTAM) laid a foundation architecturally for modern VO and VSLAM algorithms. PTAM introduced the idea of splitting tracking and mapping into separate threads and using a keyframe-based approach to allow real-time bundle adjustments for higher overall performance and accuracy.

Dense Tracking and Mapping (DTAM) is a fully dense and direct algorithm which utilizes a Graphics Processing Unit (GPU) to achieve real-time performance. Using every pixel in an image, DTAM was shown to be significantly more robust under occlusions, camera blur, and defocus than other sparse, feature-based methods. However, most VO and VSLAM solutions for SUAS and other mobile robotics currently focus on implementing solely CPU-based algorithms to minimize the required processing power.

Large-Scale Direct SLAM (LSD-SLAM) is a semi-dense VSLAM algorithm using direct methods for pose estimation and a loop closure method for correcting trajectories when the camera appears to be viewing a scene that was previously observed.

DSO is a fully direct and sparse VO algorithm. DSO performs optimizations over a sliding window of keyframes and optionally incorporates a photometric camera calibration in addition to a geometric calibration. A photometric calibration models the camera’s exposure response and pixel attenuation (vignetting). This calibration can be beneficial for direct methods as they operate directly on pixel brightness intensities but is unnecessary for feature-based methods since features are usually invariant to changes in lighting conditions.

ORB-SLAM is one of the leading feature-based VSLAM algorithms. ORB-SLAM uses three threads: one each for tracking, mapping, and loop closing. One of the greatest strengths of ORB-SLAM is the efficiency of using the same features for tracking, re-localization, and loop detection. The authors improved upon the original work and created ORB-SLAM2. ORB-SLAM2 adds in a full bundle adjustment step over all keyframes and map points in a fourth thread. It also extends the algorithm to accommodate monocular, stereo, and/or RGB-D cameras.

SVO is a hybrid VO algorithm that extracts features only on keyframes to initialize new map points, but uses a direct method to calculate motion for every frame. This allows SVO to achieve high frame rates. SVO has been used as a baseline algorithm in multiple works. REMODE is a monocular dense reconstruction algorithm which uses a GPU to achieve real-time performance. REMODE uses SVO to estimate the camera’s pose. Follow on methods fused SVO outputs with IMU measurements to autonomously control a quadrotor and execute a trajectory through an onboard processor while providing a real-time dense 3D map of the traversed area using REMODE on an onboard computer. SVO 2.0 extends the original SVO algorithm to large field-of-view cameras, multi-camera systems, IMU incorporation, and the additional use of edges for feature alignment. However, the original SVO algorithm was used in this work since SVO 2.0 is currently only available as a precompiled binary and the source code is not publicly available.

A relative navigation architecture consists of a relative front-end running a multi-sate constraint Kalman filter for state estimation and a global back-end maintaining a pose graph for optimizations and loop closures. The closest work to that described herein is a relative navigation method for fixed wing UAVs. They describe a simulation environment that evaluates Wheeler’s relative navigation architecture. The simulated aircraft was flown over a cityscape image at 11 m/s and an altitude of 50 m. However, the algorithms was not yet fast enough to run under real-time constraints and the frame rate of the virtual aircraft camera was limited to three frames-per-second (fps).

Recently, new approaches to visual navigation have been explored involving deep learning and artificial neural networks. DeepVO uses deep recurrent and convolutional neural networks to calculate pose estimates from image sequences. This method makes camera calibrations and geometric optimizations unnecessary and is able to recover absolute scale without external input, as all this is learned while training the neural net. However, these methods can...
require large amounts of data to train and make functional. Publicly available training data for flights of fixed-wing UAVs is limited. Several public VO and VSLAM datasets with synchronized truth data are available to test algorithm performances. The KITTI dataset \(^{22}\) contains data collected from a station wagon driving through traffic at 10 fps. The TUM RGB-D dataset \(^{23}\) consists of color and depth images from a Microsoft Kinect sensor at 30 fps in an indoor office environment from either a handheld configuration or on a wheeled robot. The TUM monoVO dataset \(^{14}\) demonstrates 50 sequences of monocular data exploring both indoor and outdoor environments from a handheld configuration. However, the ground truth was generated through LSD-SLAM and is not completely accurate. Others \(^{24}\) presented the European Robotics Challenge Micro Aerial Vehicle (MAV) dataset with a hexrotor flying in an indoor industrial environment. Ground truth data was recorded with either a laser tracking system at 20 Hz with millimeter accuracy or a motion capture system at 100 Hz. Finally, the Zurich Urban MAV dataset \(^{25}\) is based on a quadrotor flying outdoors over the streets of Zurich, Switzerland at altitudes of 5-15 m over a 2 km trajectory. However, ground truth data was generated using appearance-based topological localization and VSLAM algorithms. Each dataset described above contains inherent limitations and, most importantly, are largely inapplicable to fixed-wing SUAS flying in large outdoor environments.

Simulation environments for visual odometry are becoming more common. The increased interest is primarily due to the large data requirements for training deep-learning approaches for visual processing, e.g. \(^{26}\). Researchers have found that even large, real-world datasets (e.g. KITTI \(^{22}\)) are insufficient to satisfy the insatiable needs of training a deep neural network. There are a few approaches in the literature that are similar to the proposed approach, however none are focused on the needs and particularities of fixed-wing UAVs.

The approach outlined in \(^{27}\) presents a methodology for creating impressive photo-realistic image generation that is then processed by a VO pipeline. Estimates are then used within the control loop of the UAV. The approach is geared toward rotorcraft UAVs in small environments.

Microsoft has released an open-source simulation environment, known as AirSim \(^{30}\), built using the Unity game engine. The environment supports driving vehicles and multirotor UAVs and can stream out imagery and point clouds from virtual cameras/scanners mounted on platforms. The platform currently does not support fixed wing UAVs. The Unity engine has been used in other efforts for similar purposes \(^{28}\). Gazebo \(^{30}\) is the go-to simulation environment for robotics research, supported by the ROS middleware. Several packages have been built to support multirotor unmanned vehicles, such as RotorS \(^{31}\), but the environment is lacking in support for fixed-wing vehicles.

This work presents a novel virtual testbed for conducting simulated flight tests over real-world terrain and for playing back previously recorded flight data. The real-time performance of visual navigation algorithms can then be analyzed and compared simultaneously to the performance of other algorithms within the same virtual testbed. The virtual environment was built using the AftrBurner engine, a cross-platform visualization engine \(^{32}\). The engine has been used successfully for testing stereo computer vision techniques in simulation for automated aerial refueling applications \(^{33}\) and for testing structure from motion \(^{34–36}\).

**Simulation System**

This work makes two contributions by using a novel collection of existing open source tools combined with a couple new capabilities developed as part of this effort. The first contribution is an ability to generate synthetic, physically correct trajectories and imagery for fixed-wing SUAS vehicles. The second is a pluggable framework optimized for testing and evaluating visual odometry algorithms, which features a 3D visualization capability to compare algorithm performance. This section will document the simulation system. First an overview of the framework will be presented and then each major component will be discussed in some detail. We outline below the sources for the different existing open source components and the novel additions that combine to form the entire system.

**System Overview**

The navigation testbed is a flexible and modular virtual environment that allows both simulated and real-world flight profiles to run in real-time over GPS-terrain-mapped satellite imagery. Estimated trajectories from VO algorithms are projected in real-time and can be compared to one another and to truth. The simulator is also able to record and play back trajectories.

Figure 1 illustrates a high-level flow diagram of the system and Figure 2 shows the components of the overall navigation testbed system. The terrain is composed of satellite imagery augmented with elevation data. A SUAS’s trajectory data is generated through a simulated or real-world autopilot. Corresponding sensor output can be projected into the virtual environment. This projection enables one to visualize what the SUAS is actually sensing and place the data in the context of the SUAS’s current geographical position and orientation.

The virtual environment produces imagery from a virtual camera attached to the SUAS flying a desired trajectory. This imagery is then used as input for a VO algorithm. Alternatively, the VO algorithms can be used to process imagery streams from a real-world camera. The VO results are then fed back into the virtual environment to allow live visualization and analysis of the VO’s 6 Degree-of-freedom performance. Each of the VO algorithms also provide the processed state of the input imagery showing information such as which pixels or features were selected and used. This can be displayed through a separate node.

**Autopilot Interface**

The ArduPilot \(^*\) open-source autopilot software is used to control the aircraft in both the virtual environment and the real world. ArduPilot uses an EKF to fuse sensor input and provide low-level control for various autonomous vehicles including rovers, submarines, copters, and planes. Raw and fused sensor data can be read from the ArduPilot.

\(^*\)https://ardupilot.org/dev/index.html
Figure 1. Navigation Testbed System. The navigation testbed is a flexible and modular virtual environment that allows both simulated and real-world flight profiles to run in real-time over GPS-terrain-mapped satellite imagery. Estimated trajectories from VO algorithms are projected in real-time and can be compared to one another and to truth. The simulator is also able to record and play back trajectories.

Figure 2. Simulator view when using completely simulated information. The left window shows the virtual environment, with georegistered imagery draped on DEM tiles. The top right window shows the live image feed from the virtual camera attached to the bottom of the aircraft. The bottom right window shows the ground control system used to plan flights and control the aircraft.

ArduPilot provides a Software In The Loop (SITL) program which allows ArduPilot software to be run on a computer and simulate virtual autopilots for vehicles. This is used to generate simulated trajectories for a fixed-wing aircraft exhibiting realistic flight dynamics.

A ground control station (GCS) program is required to give commands and communicate with the ArduPilot. The GCS used for controlling the simulated aircraft is QGroundControl since it is available on Linux, allowing simultaneous execution of all modules on the same laptop computer. The GCS used for controlling the real-world aircraft is Mission Planner since that is the standard GCS used in the ANT Center.

The ArduPilot uses the MAVLink protocol to transmit and receive data. This data can be streamed or logged. The simulation system can connect directly to a real or SITL autopilot or load logged autopilot data.

Virtual Environment

The virtual environment box in Figure 2 is actually composed of several components. The primary component is the AftrBurner Engine, which then loads several other modules as plugins. These components are detailed below. The novel software contributions of this work were created as plugins to the AftrBurner engine.

AftrBurner Engine

All virtual environment components are built using the AftrBurner engine, a cross-platform visualization engine written in C++ and the successor to the STEAMie educational game engine. The visualization engine contains submodules for creating and reading virtual camera data as well as generating scaled real-world terrain models using United States Geological Survey (USGS) elevation data.
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Figure 3. Virtual Grand Canyon terrain as an example of the capability of the AftrBurner engine. Note that the distortion caused by the large changes in elevation would have consequences for the VO algorithms and, consequently, such terrain was not employed for this study.

Figure 4. The camera calibration module. The left window shows a camera in the virtual environment viewing a checkerboard. The right windows show the calibration module.

data and satellite imagery. The AftrBurner engine also contains formulations for modeling the World Geodetic System (WGS) 84 model to accurately visualize GPS coordinates. Figure 3 shows an example terrain model of the Grand Canyon created through the AftrBurner engine mapped against GPS coordinates and USGS elevation data. Limiting factors include the available resolution of terrain and satellite imagery and the image distortion incurred from mapping a 2D overhead image onto a 3D model. This distortion is more pronounced in extreme elevation changes as shown on the cliffs and walls of the virtual Grand Canyon. We did not test over areas of extreme elevation changes in this work. The smearing and distortion present in Figure 3 would cause accuracy issues with the VO algorithms tested.

The AftrBurner engine is the core of the Virtual Environment and most of the capabilities used in this work are off the shelf from the available plugins. However, the following are new additions, created for this work.

Camera Calibration
A camera calibration module was constructed to extract the intrinsic parameters of a monocular camera using the pinhole camera model within the AftrBurner Engine. The module accepts imagery streams from a camera viewing a checkerboard as input and works interchangeably with virtual camera imagery as well as real-world camera imagery streams. Figure 4 shows an example of using the camera calibration module with a virtual camera. The left window shows the perspective of the camera in the virtual environment. The right windows show the camera calibration module which presents both a live stream of the input imagery received and the last image captured for calibration. The calibration results are then used in the VO algorithms.

Trajectory Viewer
A trajectory viewer module is used to view multiple trajectories simultaneously. This plugin was developed as part of this work and is original. This module is primarily for playback of a single truth trajectory and multiple estimated trajectories from VO algorithms applied to that truth trajectory. Trajectory playback is synchronized across all trajectories, can be skipped to any point in time and sped up or slowed down. 3D plots of the trajectory and 2D plots for x, y, z, roll, pitch, and yaw data can also be generated. This allows detailed analysis and visualization of algorithm performances in all six degrees of freedom and to scale. Figure 5 shows an example of the trajectory viewer displaying multiple trajectories.

A current limitation of the trajectory viewer is that it can only load one dataset during each execution. Therefore, an additional trajectory plot viewer module is provided to allow analysis and plotting of multiple datasets in one process. It also provides more extensive plotting capabilities to be able to inspect individual plots in more detail as well as calculate and print out the trajectory position and rotation errors. Figure 6 shows the controls for the trajectory plot viewer. The left-most window pane allows the selection of directories containing truth and estimated trajectories for a given flight. Selecting a directory auto-populates the next window pane with the trajectories to allow selective plotting. The truth trajectory file must also be identified since it is used to synchronize the estimated trajectory files to ensure that pose plots are generated against the same flight times. The next window panes contain controls for plotting and calculating the position and rotation errors for each of the trajectory files.

Visual Odometry Algorithms
The Navigation Testbed is configurable such that any VO algorithm that can take imagery via ROS or LCM should be pluggable within the system. Three different open-source, state-of-the-art algorithms are tested: DSO\textsuperscript{1}, SVO\textsuperscript{2}, and ORB-SLAM2\textsuperscript{3}. SVO is used instead of SVO2 since the source code for SVO2 is not currently open-source. ORB-SLAM2 is allowed for comparison against the other VO algorithms by disabling the loop closure thread so that it essentially functions as a feature-based VO algorithm.

Each of the VO algorithms are tested using their default parameter settings. Additional tests are conducted by adjusting individual parameters specific to each algorithm. In DSO, setting \texttt{minGradHistAdd} controls the image gradient threshold for candidate point selection in an image. Tests are run using the default value of seven and a lowered value of...
Figure 5. Here is a view of the simulated world with the trajectory viewer enabled. The ribbons outline the trajectories of the different VO estimates.

Figure 6. Here is a view of the trajectory viewer control panel.

five to allow the selection of points with a lower gradient since many of the scenes viewed over Camp Atterbury’s flightline have little texture. The FAST score thresholds of ORB-SLAM2 and SVO are also tested at lower values for the same reason. ORBextractor.minThFAST in ORB-SLAM2 and triangMinCornerScore in SVO are tested at their default values of seven and a lowered value of two.

SVO controls the creation of new keyframes through the kfSelectMinDist parameter which is the percentage of the average scene depth. A new frame is designated as a keyframe if it is farther than this distance from the previous keyframes. This is tested at its default value of 12% and a lowered value of 5% to create keyframes more frequently and increase the robustness of the algorithm under fast movements. Additional details for each algorithm are found below.

DSO DSO was released by Engel et al. in 2016. This algorithm not only utilizes geometric camera calibration to model the camera’s intrinsic parameters, but it also incorporates an optional photometric camera calibration to model the camera’s exposure response and pixel attenuation (vignetting). Photometric camera calibration is not necessary in feature-based methods since features are selected to be invariant to changes in lighting conditions but is helpful in direct methods since they depend solely on pixel intensities. In DSO, new frames are tracked relative to the latest keyframe. If the frame is not designated as a new keyframe, it is discarded. If a new keyframe is created, the photometric error is optimized over a sliding window of the latest seven keyframes. DSO tracks a fixed, sparse set of pixels across all keyframes. Candidate pixels in an image are selected for tracking by dividing the image into blocks of size $d \times d$ and calculating a region-adaptive gradient threshold for each block based on the median gradient of the pixels in the block. The pixel with the highest gradient greater than the threshold is chosen. To be able to include pixels in regions with small gradients, the process is repeated again over larger block sizes of $2d$ and $4d$ with weaker gradient thresholds. DSO is currently open-source.

ORB-SLAM2 ORB-SLAM is one of the leading feature-based VSLAM algorithms and was created by Mur-Artal et al. in 2015. ORB-SLAM involves three threads for tracking, mapping, and loop closing. ORB-SLAM maintains an undirected weighted graph of keyframes that are linked to each other based on the number of shared map points in the keyframe images. This covisibility graph is used for loop closures and pose graph optimizations. However, in order to increase efficiency, a subset of the covisibility graph is also maintained as a spanning tree and is called the essential graph. The essential graph contains all keyframe nodes but only connects keyframes sharing the most map points.

ORB-SLAM extracts ORB features from an image and uses them for tracking, relocalization, and loop detection which allows for high efficiency. In the tracking thread, an initial pose estimation is obtained for the current frame by either using a constant velocity motion model from the last frame if tracking was successful in the last frame or, if tracking was lost, by relocalizing from the bag-of-words recognition database. The pose estimation is optimized by projecting the local map of keyframes containing covisible map points into the current frame. The keyframe with the most covisible map points is designated as the reference keyframe. If the current frame’s image is sufficiently different from that of the reference keyframe, it is inserted into the covisibility graph as a new keyframe in the mapping thread. Map points that have been determined to be non-trackable or erroneously triangulated are culled. Otherwise, new map points are triangulated from matching ORB features in connected keyframes. Local bundle adjustment is run to optimize the current keyframe along with the connected keyframes in the covisibility graph and all map points belonging to those keyframes. Redundant keyframes are then culled.
The loop closing thread utilizes the bag-of-words approach to query the recognition database, find similar images, and insert new edges into the covisibility graph for loop closures. The loop closure error is then propagated throughout the graph by optimizing the essential graph and transforming all map points according to its keyframe’s correction. A new version of the algorithm, ORB-SLAM2, was released in 2017. ORB-SLAM2 adds in a full bundle adjustment step over all keyframes and map points in a separate fourth thread. It also extends the algorithm to accommodate monocular, stereo, and RGB-D cameras. ORB-SLAM and ORB-SLAM2 are both open-source.

SVO SVO is a hybrid VO algorithm by Forster et al. that was first released in 2014. SVO consists of a motion estimation or tracking thread and a mapping thread. In the motion estimation thread, an initial estimate of the camera pose is found through sparse model-based image alignment in which a direct method is used to minimize the photometric error with reprojected feature patches from the previous image. The reprojected features in the new image are then aligned with respect to the rest of the map by optimizing the 2D pixel locations to minimize the photometric error with the reference feature patch in the keyframe. By adjusting each individual reprojected feature locations in the new frame, the feature alignment step violates epipolar constraints. In order to correct this, SVO performs a bundle adjustment through the pose and structure refinement step, optimizing the camera pose again but this time by minimizing the photometric error with respect to optimized feature patches. If the mapping thread receives a keyframe, it splits the image into fixed-size cells and extracts the FAST corners with the highest Shi-Tomasi score in each cell. Depth filters are initialized for new features with high uncertainty. New regular frames are used to update these depth filters using a Bayesian method and once the variance is sufficiently low, the corresponding 3D point is inserted into the map to be used for motion estimation. By only extracting feature points during keyframes and using direct methods to calculate the camera pose for every frame, SVO is able to achieve high processing speeds. The authors also presented SVO 2.0 in 2017. This extends the original SVO algorithm to large FOV cameras, multi-camera systems, IMU incorporation, and the additional use of edges for feature alignment. Although the original SVO algorithm is open-source, SVO 2.0 is only available as a pre-compiled binary.

**Message Protocols**

A core issue for robotic systems is inter-process communication (IPC) since most systems require the development and use of multiple subsystems running as separate processes or nodes. Several open-source middleware have been developed to address this problem and one of the most popular is the Robot Operating System (ROS). IPC in ROS is accomplished through a message-passing system where language-agnostic message types can be built and used to generate the appropriate language-specific data structures and files to be imported by nodes for communication. Messages are passed from publisher to subscriber nodes that are on the same topic. Key design features in ROS are that all communications between nodes are managed by a centralized node and that the principal protocol used is the Transmission Control Protocol (TCP). This makes ROS less than ideal for building distributed systems with potentially unreliable connections between nodes. However, ROS features an extensive mature library beyond IPC with a large open-source community, provides a centralized parameter server and launch system for easy management and distribution of data among nodes, and maintains a build system augmenting CMake for support in importing ROS packages and libraries.

Another open-source middleware is the Lightweight Communications and Marshalling (LCM) library. This was designed by students at MIT to offer the bare essentials of just IPC. LCM operates using a similar system as ROS, passing messages from publisher nodes to subscriber nodes that are on the same channel. Communication between nodes is accomplished through the User Datagram Protocol (UDP) in a decentralized network, making LCM more suitable for distributed systems. However, LCM lacks the presence of ROS’s large open-source community and libraries. LCM also lacks a centralized parameter server, requiring alternative methods to distribute parameters to disparate nodes.

The lines depicted in Figure 1 represent message passing through one of these two transport protocols. ROS is used for its launch system and parameter server to be able to correctly initialize and launch multiple nodes. It is also used to take advantage of the MAVROS library, an extensive and mature library for communicating with the ArduPilot autopilot and simulator. LCM is used for compatible communication with systems being developed at the AFIT Autonomy and Navigation Technology (ANT) Center. ROS Lunar and LCM version 1.3.1 are used in this work.

**Implementation Details**

All modules were built and tested on a laptop computer with an Intel Core i7-7500U processor and a Nvidia Quadro M2200 GPU. The operating system used was Ubuntu 16.04. All modules were programmed in C++. Inter-Process Communication (IPC) between the individual nodes were accomplished mainly through the Robotic Operating System (ROS). However, IPC with the real-world autopilot, sensors, and camera were accomplished through the Lightweight Communications and Marshalling (LCM) library.

Simulated trajectories are generated by interfacing the virtual environment with the MAVROS library and Ardupilot autopilot software. Ardupilot provides a software-in-the-loop (SITL) module which simulates an autopilot. SITL can be programmed with missions and controlled through a standard ground control station (GCS) to conduct simulated flight tests with realistic flight dynamics. Figure 2 shows an example in which a GCS is used to plan a flight and control the aircraft. The left window shows the virtual environment, the top right window shows the live image feed from the virtual camera attached to the bottom of the aircraft, and the bottom right window shows QGroundControl, the GCS.

**Experiments**

Flight tests were conducted both in simulation and in the real world over Camp Atterbury, Indiana with a fixed-wing aircraft and a camera facing straight downwards relative to
the aircraft’s body frame. The objectives of the flight tests are two-fold: demonstrate the utility of the virtual world flights in evaluating visual navigation approaches and to identify the best state-of-the-art VO algorithm for use on a fixed-wing UAV. These objective were evaluated by analyzing the real-time performance of each algorithm under high speeds and altitudes while performing aggressive maneuvers.

Assumptions

A consideration that has to be taken into account is the inability of monocular visual navigation algorithms to be able to determine absolute scale without external input. All three algorithms compute trajectory positions to a relative scale. To account for this, all flight tests included an initialization leg in which the aircraft flies straight and level such that the camera points straight down towards the Earth. The VO algorithms are initialized during this leg and the altitude at which the algorithm is initialized is used as the absolute scale for the entire trajectory. Furthermore, the loop closure capability in ORB-SLAM2 was disabled in order to make a fair comparison against the other strict VO algorithms.

Both SVO and DSO were able to process images and produce state estimates at the frame rate of the input imagery stream, 31 fps. However, ORB-SLAM2 was limited to producing state estimates at a rate of 20 fps.

A small search over several different settings and parameters for each VO algorithm was conducted. The default parameters for each of the algorithms offered the best performance in both the simulation and real-world flight tests and all reported results found below were obtained from using the default settings.

Simulation Setup

Figures 7, 8 and 9 show examples of running each of the algorithms on simulated flight trajectories and reprojecting the pose estimates back into the virtual environment. The left windows show the processed images from the VO algorithms with the tracked pixels or features in the current image. The right windows show the virtual environment with the truth trajectory represented by the SUAS with the red trailing ribbon and the estimated trajectory by the SUAS with the blue trailing ribbon.

The virtual camera settings used are shown in Table 1. The virtual environment was able to continuously supply a framerate of 31 Hz of simulated imagery during all the simulation experiments discussed below.

Table 1. Virtual Camera Settings.

| Option                | Setting       |
|-----------------------|---------------|
| Resolution            | 1280 × 960    |
| Aspect Ratio (width/height) | 1.333        |
| Field of View (deg)   | 84.872        |
| Frame rate (fps)      | 31            |

The algorithms were tested on a 3.3 km trajectory that is shown in Figure 10, where the SUAS starts at the north end of the runway, flies south for the initialization leg, and then returns north in an oscillating pattern. The experimental parameters that were varied are shown in Table 2. In this simulation, we did not add wind and the trajectory is relatively flat, so airspeed is equal to ground speed. The roll rate setting limits the maximum roll rate allowed by the SITL autopilot.

Table 2. Simulation Experimental Parameters.

| Experimental Parameters | Settings          |
|-------------------------|-------------------|
| Airspeed (m/s)          | 10, 25            |
| Maximum roll rate (deg/s) | 25, 45, 65       |
| Altitude                | 50-400 m in 50 m intervals |

Real-World Flight Test

The VO algorithms were also tested on data gathered from real-world flight tests on a 1/3-scale Carbon Cub aircraft weighing 50 lbs with a wingspan of 14 ft. A Pixhawk 2 autopilot was used for low-level control of the aircraft and all payload data was stored in LCM log files for post-flight
playback and analysis. The LCM log files were recorded in-flight on an onboard Intel NUC7 computer with an i7 processor. Grayscale imagery was collected from a Prosilica GT1290 camera whose properties are listed in Table 3. Truth data was provided by a Piksi navigation board with GPS data at 10 Hz and IMU data at 100 Hz. All data was timestamped using a TM2000A Precision Time Protocol (PTP) server. Processing of the flight data was conducted on the laptop computer.

Table 3. Real-World Camera Properties.

| Property                     | Setting          |
|------------------------------|------------------|
| Resolution                   | 1280 × 960       |
| Aspect Ratio (width/height)  | 1.333            |
| Lens Field of View (deg)     | 84.872           |
| Lens Sensor Format (in)      | 1/2              |
| Camera Sensor Format (in)    | 1/3              |
| Frame rate (fps)             | 33               |

The algorithms were tested on a 9.6 km trajectory shown in Figure 11 where the aircraft starts at the western end of the airfield and flies three counter-clockwise loops while moving east. The trajectory was flown at 250 m in altitude with airspeeds varying between 20-30 m/s for a flight time of 284 seconds.

The weather the day of the flight testing provided additional challenges. Much of the imagery from the few successful flights is close to saturation due the exposure time set on the camera to achieve its maximum frame rate of 33 fps. This leads to a saturated image on bright days which, when combined with the low texture environment of the airfield, provides a difficult challenge for the VO algorithms to be able to detect and track features or pixels. We did not attempt to recreate the saturated images from the flight test with the simulation environment, as one of the main objectives of the study was to evaluate visual odometry performance. However, the capabilities of the simulation would have allowed for that possibility. Future work will examine simulating different sensor failures to evaluate for robustness of algorithms when faced with challenging sensor information.

Figure 11. Path flown for the real-world results.

Experimental Results

This section discusses the simulation results first and then the real-world flight results. Algorithm performance is reported through the 3D root-mean-square error (RMSE) of the position in meters and the rotation in degrees from the ground truth throughout the entire trajectory. Overall, ORB-SLAM2 proved to be the most flexible and robust algorithm throughout a variety of conditions in both simulation and real-world flight tests.

Simulation

The results for the simulation flights with a slower airspeed of 10 m/s are shown in Table 4. If an algorithm failed to initialize and track throughout the entire trajectory, the position and rotation errors are marked with an X. Additionally, the entries for the algorithm with the lowest position and rotation errors for a trajectory are highlighted. Most of the algorithms encountered difficulties initializing at lower altitudes due to the limited resolution of the satellite imagery and the limited field-of-view.

SVO had the most difficulty and was unable to initialize below 300 m in altitude. SVO also proved to be the most fragile algorithm and experienced great difficulty maintaining localization, especially during rotations. This is due to the method of keyframe selection. SVO creates new keyframes strictly based on the Euclidean distance between the newest frame and the previous keyframes, failing to take rotations into account. For this reason, SVO was never able to track past the first turn.

DSO and ORB-SLAM2 were able to successfully track the entire trajectory for the majority of the test cases. ORB-SLAM2 provided the most accurate position estimates throughout all trajectories in which it was able to initialize. Although ORB-SLAM2 and DSO produced comparable rotation estimates with ORB-SLAM2 being slightly more accurate at lower roll rates, DSO provided a more consistent and accurate estimate at the highest roll rate of 65 deg/s.

Figures 12 and 13 show a representative trajectory from this dataset along with its individual pose data to illustrate the VO performances in detail. This data is obtained from the SUAS flying at 300 m in altitude with a maximum roll rate of 25 deg/s. SVO fails 23 seconds into the trajectory before entering the first turn. DSO drifts further from the truth’s position than ORB-SLAM2 as the trajectory progresses, while both DSO and ORB-SLAM2 maintain close approximations of the rotation.
Table 4. Simulation VO performance at 10 m/s. The position and rotation errors for trajectories in which a VO algorithm failed to initialize are marked with an X. The algorithm with the lowest position or rotation error for a trajectory is highlighted.

| Roll Rate (deg/s) | Altitude (m) | Position RMSE (m) | Rotation RMSE (deg) |
|-------------------|--------------|-------------------|---------------------|
| 25                | 50           | X                 | X                   |
|                   | 100          | X                 | X                   |
|                   | 150          | X                 | X                   |
|                   | 200          | X                 | X                   |
|                   | 250          | X                 | X                   |
|                   | 300          | X                 | X                   |
|                   | 350          | X                 | X                   |
|                   | 400          | X                 | X                   |
| 45                | 50           | X                 | X                   |
|                   | 100          | X                 | X                   |
|                   | 150          | X                 | X                   |
|                   | 200          | X                 | X                   |
|                   | 250          | X                 | X                   |
|                   | 300          | X                 | X                   |
|                   | 350          | X                 | X                   |
| 65                | 50           | X                 | X                   |
|                   | 100          | X                 | X                   |
|                   | 150          | X                 | X                   |
|                   | 200          | X                 | X                   |
|                   | 250          | X                 | X                   |
|                   | 300          | X                 | X                   |
|                   | 350          | X                 | X                   |

Table 5. Simulation VO performance at 25 m/s. The position and rotation errors for trajectories in which a VO algorithm failed to initialize are marked with an X. The algorithm with the lowest position or rotation error for a trajectory is highlighted.

Figure 12. Simulation trajectories at 10 m/s, 25 deg/s, 300 m for DSO, SVO, and ORB-SLAM2 compared to truth.

Table 5. Simulation VO performance at 25 m/s. The position and rotation errors for trajectories in which a VO algorithm failed to initialize are marked with an X. The algorithm with the lowest position or rotation error for a trajectory is highlighted.

Real-World Flight Test

All three algorithms experienced difficulties initializing and tracking throughout the gathered real-world dataset due to the previously discussed problem of image saturation. DSO failed to initialize throughout any of the real-world imagery. SVO was able to initialize but failed to maintain tracking for more than a few seconds. ORB-SLAM2 was the most successful and was able to track through most of the trajectory, but still did not manage to get an ideal initialization. Figure 14 illustrates ORB-SLAM2’s estimated trajectory against the truth trajectory data. Figure 15 shows the detailed pose estimates. The most extreme errors occur in the z axis since the algorithm initially miscalculated the pitch, leading to oscillations in altitude between the north and south ends of the trajectory. The total position RMSE was 321 m and the rotation RMSE was 112 deg for ORB-SLAM2.

For comparison, ORB-SLAM2 was also run on virtual imagery from the SUAS flying the real-world trajectory dataset in the virtual environment. Both trajectories estimated from the virtual and real-world imagery are shown in Figure 16 and their pose data is shown in Figure 17. The algorithm was able to obtain better initialization using the virtual imagery since the lighting conditions were constant and easier to detect features. However, it lost localization after the second loop due to erratic jumps, likely due to the combinations of vibrations and sensor noise, in the trajectory data. To draw better comparisons of algorithm performance between the virtual and real world, ORB-SLAM2 needs to be...
run on trajectory data that is smoothed and gathered at higher frequencies along with imagery corrected for saturation.

**Analysis**

Overall, ORB-SLAM2 proves to be the most flexible VO algorithm that is suitable for fixed-wing applications. Both simulation and real-world flight tests show a robust initializer and tracking capability. Although it is not able to achieve the frame rates of SVO or DSO, ORB-SLAM2 is able to track far more robustly at higher speeds and sharper turns, where the combination of 25 m/s and 45 deg/s is the operational limit. Its robustness is further highlighted by its capability to maintain localization under a greatly throttled image stream rate. ORB-SLAM2 also has the distinct advantage in further improvement since a SLAM scheme is incorporated naturally in the design of the algorithm.

SVO is fast but proves to be very fragile, especially during rotations. SVO is unable to cope with any of the turns during simulation or real-world flight tests, even at the slowest speeds and roll rates. This is primarily due to its method of designating new keyframes by a measure of distance. If using SVO for fixed-wing applications, this heuristic must be modified to another method such as that of ORB-SLAM2 or DSO where keyframe creation is based on the measure of changes in its field of view.

DSO’s greatest weakness lies in the initializer. The authors note on their git repository that the current initializer is not very good and requires slow, easy movements with lots of translation and little rotation. This is much easier to achieve in simulation with perfectly smooth flights creating ideal environments for initialization. However, real-world

---

1. J. Engel, 'Direct Sparse Odometry’, 2018. [Online]. Available: https://github.com/JakobEngel/dso. [Accessed: 23- Jan- 2019].
flights prove to be much more difficult as the SUAS invariably encounters turbulence from wind. This is shown by DSO being unable to successfully initialize in any of the real-world datasets. If using DSO, the initializer should be replaced by a faster method such as through feature-based homography or RANSAC. The initializer could also be either augmented or completely replaced by IMU measurements. Another drawback to DSO is that it is not as amenable to incorporating loop closures as other feature-based VO algorithms, since many of the current loop closure frameworks make use of features for the bag-of-words approach. 40

Figure 15. Real-world ORB-SLAM2 pose data results, compared to truth. The most extreme errors occur in the z axis since the algorithm initially miscalculated the pitch, leading to oscillations in altitude between the north and south ends of the trajectory.

Figure 16. ORB-SLAM2 trajectory from real-world trajectory and Virtual Imagery

Conclusion

In this paper, we presented a virtual environment for real-time testing and analysis of VO and VSLAM algorithms. This was used to test the performance of three open-source algorithms: DSO, SVO, and ORB-SLAM2 (with loop closures disabled). The algorithms were tested under various airspeeds, roll rates, and altitudes. The algorithms were also tested on a real-world dataset and the results compared against virtual data. Through these tests, ORB-SLAM2 was found to be the most flexible and robust algorithm in both simulation and real-world flights. Although this work demonstrated the flexibility of the virtual testbed, further work must be accomplished to draw better correlations and conclusions between the state estimates obtained from flight tests in the virtual environment and the real world, primarily obtaining a filtered real-world dataset with a more accurate and smoothed ground truth along with imagery corrected for saturation.
Figure 17. ORB-SLAM2 pose data from real-world trajectory and virtual imagery. The algorithm was able to obtain better initialization using the virtual imagery since the lighting conditions were constant and easier to detect features. However, it lost localization after the second loop due to erratic jumps, likely due to the combinations of vibrations and sensor noise, in the trajectory data.
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