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Abstract: Artificial intelligence (AI)-based machine learning (ML) models seem to be the future for most of the applications. Recent research effort has also been made on the application of these AI and ML methods in the vibration-based faults diagnosis (VFD) in rotating machines. Several research studies have been published over the last decade on this topic. However, most of the studies are data driven, and the vibration-based ML (VML) model is generally developed on a typical machine. The developed VML model may not predict faults accurately if applied on other identical machines or a machine with different operation conditions or both. Therefore, the current research is on the development of a VML model by optimising the vibration parameters based on the dynamics of the machine. The developed model is then blindly tested at different machine operation conditions to show the robustness and reliability of the proposed VML model.
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1. Introduction

Rotating machines of different types are commonly used in industries. Therefore, their availability and reliability are important considerations to avoid any unplanned down time for plants. There are many rotating machines, for example, turbogenerator sets in the power plants, that are critical assets. Any failure of these assets may have an impact on plant safety in addition to production losses due to unplanned shutdown. Condition monitoring, typically vibration-based condition monitoring (VCM) [1,2], is a well-accepted and adopted practice to monitor critical machines and assets to identify the defects/faults at early stages of occurrence to avoid failures and unnecessary production losses, and also to maintain the plant safety. Although the VCM is a well developed technique [1,2] the fault detection process is generally complex and requires significant experience and engineering judgement. Often, there are many identical machines used within a plant to meet their requirements. This makes the fault detection process even more complex from one machine to another identical machine. This is due to either their different dynamics or different operation speeds or both. Different dynamics are generally observed mainly due to little difference in their installation structures (foundations) [3,4].

Artificial intelligence (AI)-based machine learning (ML) models seem to be the future for most applications [5]. Recent research effort has also been made regarding the application of these AI and ML methods in the vibration-based faults diagnosis (VFD) in the rotating machines [6]. Several research studies have been published over the decade on this topic, covering a wide range of techniques implemented by processing different vibration parameters. Moreover, most of the studies
are data driven, and the vibration-based ML (VML) model is generally developed on a typical machine, under specific operational conditions.

Some studies [3,4] have been conducted on the development of the ML model for rotor-related faults diagnosis using principal component analysis (PCA). This method combines data from identical machines with different foundations and operating at different speeds together in their ML models. The PCA method is used mainly to reduce the dimension of the analysed parameters to simplify the diagnosis processes. Moreover, these models are not tested when the machine is operating at different operating conditions and/or installed on a different foundation other than that are used in the training of the ML models.

There are also many studies on the development of ML models [7–13] for anti-friction bearing defects diagnosis only. Some studies [7,8] have used the PCA method for the bearing faults diagnosis. De Moura et al. [9] have used both the PCA and artificial neural network (ANN) methods to develop their ML models. They have demonstrated that the ML model based on the ANN performs better than the PCA-based ML model. The studies by Shen et al. [10] and Chen et al. [11] have used all possible defects (roller, inner race and outer race defects) to develop their ML models for the bearing fault diagnosis. Shen et al. [10] have used the support vector regression machines (SVRMs) method, whereas the convolutional neural network (CNN) method was used by Chen et al. [11]. Zhang et al. [12] have used different bearing faults and different operational conditions together to develop the ML model using ANN approach. A supervised decision tree is proposed by Song et al. [13] for the bearing defect diagnosis at different machine speeds.

Similarly, the ML models are available in the literature to identify both bearing and gearbox defects [14–16] and the defects in gearboxes only [17,18]. These studies have used different methods such as a twin support vector machine (TWSVM) [14], the deep learning neural network method [15], a CNN [16], PCA [17] and a support vector machine (SVM) [18]. The application of smart fault detection models is also extended to different fault detections in the compressors [19] and pumps [20,21] other than bearing and rotor defects.

Walker et al. [22] have used an ANN to perform rotor unbalance estimation. Mohamed et al. [23] have studied the detection of shaft cracks with different depths from 0% to 60% in shaft diameter. Nahvi and Esfahanian [24] have used ANN-based VML models for multiple rotor-related faults detection. However, validation conducted with a few cases has shown variable results depending on the fault position [24].

A summary of the above studies published over the past decade is also listed in Table 1. These studies have used different vibration parameters in the development of VML models. It is also important to note that most of the studies have only used a few types of faults in the rotating machines. These VML models in the literature are generally developed using the training data from a particular machine with known faults and operation conditions. Therefore, the diagnosis by these models may work well on the machine with same operating conditions for the faults used in the training. However, it is difficult to know whether each of these models can work well for all types of machine faults. These developed VML models are also not tested to predict the faults accurately if applied blindly on the other identical machines or a machine with different operation conditions or both. Therefore, it is difficult to reply on such an VML model without involving experience and engineering judgement in faults diagnosis.

The current research is to develop a VML model by optimising the vibration parameters based on the dynamics of the machine. This means that the parameters based on the physics of machine dynamics should be selected. Therefore, the selected parameters are likely to be better indicators for each machine fault to ensure the development of a reliable and robust VML model. In the current study, the parameters, both in time and frequency domains, are kept simple, such as Root Mean Square (RMS), Kurtosis, 1x (one time speed) and its higher harmonics and sub-harmonics [1,2]. These parameters are developed based on the physics of machine dynamics. These parameters have been used in the industry for decades for fault diagnosis [1,2]. Therefore, complex signal processing techniques are not used in the current study. However, the parameters are judicially selected, thus, developed VML model can also be useful for different faults and other machines. The developed
VML model at a machine speed is then blindly tested at the different machine operation conditions to show the robustness and reliability of the proposed model.

Table 1. A summary of few machine learning (ML) studies for the vibration-based faults diagnosis (VFD) in rotating machines.

| Ref. No. | Defects/Faults                                                                 | ML Method                                                                 |
|----------|-------------------------------------------------------------------------------|--------------------------------------------------------------------------|
| [3,4]    | Several rotor-related defects separately tested at a few different machine speeds and different machine foundations | Principal Component Analysis (PCA) method used to develop the diagnostic model for each speed, each foundation and their combination |
| [7]      | Roller bearing outer race defect only                                         | Probabilistic principal component analysis (PCA)                          |
| [8]      | Different bearing faults (outer, inner race, rolling element) separately and combined tested at three different machine speeds | PCA and broad learning methods are used for diagnosis. Separate model is used for each speed |
| [9]      | Outer race bearing defect at three different severities, tested at two machine speeds | PCA and ANN methods are used separately. Separate model developed for each speed. ANN performance found to be much better compared to PCA |
| [10]     | Different bearing faults (outer, inner race, rolling element) separately     | Support vector regression machines (SVRMs)                                |
| [11]     | Rolling bearings fault (inner race, outer race, ball, and some combinations) | Convolutional neural network                                              |
| [12]     | Several bearing-related faults at different operational conditions (fault size, motor load, rotor speed) | Transfer learning in ANN                                                   |
| [13]     | Roller bearing defects (outer, inner race, rolling element) in low-speed rotating machinery. Different operational speeds, separately | Supervised decision tree                                                  |
| [14]     | Bearing faults and bevel gear, separately                                     | Twin support vector machine (TWSVM)                                      |
| [15]     | Planetary gearbox and motor bearings faults, separately                       | Deep learning neural network                                              |
| [16]     | Bearing faults and gearbox faults, separately                                 | Convolutional neural network                                              |
| [17]     | Gear crack with different severities                                           | PCA and sequential probability ratio test                                |
| [18]     | Gearbox healthy and three faults types tested at four machine speeds          | Support Vectors Machine (SVM) method used, but all speed data are used together for the development of the model |
| [19]     | High and low imbalance in high-pressure cylinder of synthetic ammonia compressor | k-nearest neighbour (kNN)                                                |
| [20]     | Impeller cracks and blockage in pumps                                         | SVM                                                                       |
| [21]     | Blockages and cavitation in centrifugal pumps                                 | SVM                                                                       |
| [22]     | Unbalance localisation, two-plane balancing at two different speed           | ANN method used separately for each speed                                 |
| [23]     | Rotor crack                                                                   | ANN                                                                       |
| [24]     | Several defects through different machines                                    | ANN method used separately for different machines                        |

The recent research studies by Espinoza Sepulveda and Sinha [25] and Luwei, Sinha et al. [26] are used as the basis for further development. The ANN approach is used as the AI-based ML tool for this study. The method is developed on an experimental rotating rig. Espinoza Sepulveda and Sinha [25] have used only time domain parameters in the VML model, which work well for the same machine conditions. Similarly, the time and frequency domain parameters suggested by Luwei, Sinha et al. [26] are also used to develop the AI-based VML model. Once again, this model performed
accurately when tested at the same machine conditions that are used during training. However, both models fail to give an accurate diagnosis when applied to the same machine but at a different speed. Therefore, the current study further optimised the parameter selection based on the physics-based machine dynamics to develop the VML model using healthy and different faulty conditions of the machine at a different rotating speed. Then, this VML model is used for the fault diagnosis when the machine is operating at a different speed. This test is carried out blindly without further adjustment and training to the developed VML model to show the usefulness of the appropriate optimised parameters used in the development of the reliable AI-based VML model.

The paper presents the parameter selection and optimisation, the VML development for the faults diagnosis at a machine speed, and the results and observations on the blind application of the VML model at a different speed.

2. Machine Learning (ML) Model Development

The artificial neural network (ANN) approach is used to develop a VML model for fault diagnosis in rotating machines. ANNs are systems based on knowledge, which is generated by a training process that creates a correlation, in this case, between symptoms and their correspondent causes [27]. In this study, a multi-layered perceptron (MLP) network structure (Figure 1) is proposed by introducing a hidden layer of weights between the inputs and the outputs [28]. The MLP is used to perform pattern recognition and classification from the vibration data as inputs.

The network parameters, such as a number of layers, a number of neurons and types of functions used at the different stages, are adjusted by iterations and defined in order to obtain an accurate performance. This results in a feedforward network with four hidden layers, each of them with a variable quantity of nonlinear neurons, namely 1000, 100, 100 and 10, from layer 1 to 4, respectively. These details are also shown in Figure 1. The selected functions that are used are as follows: the transfer function at the hidden neurons is the hyperbolic tangent sigmoid [29]; the transfer function at the output neurons is softmax [30]; the training function is scaled conjugate gradient backpropagation; and the performance function is cross-entropy from Matlab. The input layer moves forward along the hidden layers, finishing with the result delivery from the decision layer, which has five possible classes as outputs relating to five rig conditions, namely, healthy, misalignment, shaft bow, looseness and rub.

![Figure 1. A typical multi-layer perceptron (MLP) neural network used in the study.](image)

The samples (runs) listed in Table 2 are divided into three data sets for the ML model training, validation and then testing [28]. A set of 70% of the samples (runs) from each machine condition (Table 2) at 1800 RPM are used for training the network and modifying the weights according to the learning rule. A total of 15% of the samples is further used for validation, which is conducted by verifying the trained network with these samples until their classification error reaches a desired point of minimum error, giving the order to stop the training process. At this point, the weights are...
optimal for the network, and the last group of unknown remaining data (15%) is then tested, providing the generalisation of the network.

Table 2. Data samples per rotor condition and operational speed.

| Rotor Condition                  | No. of Data Sets (Runs) per Rotor Speed |
|----------------------------------|-----------------------------------------|
|                                 | 1800 RPM (30 Hz)                        |
|                                 | 2400 RPM (40 Hz)                        |
| Healthy (residual unbalance)    | 66                                       |
| Misalignment                    | 109                                      |
| Shaft bow                       | 202                                      |
| Looseness in pedestal           | 190                                      |
| Rotor rub                       | 112                                      |

The model performance is calculated as in Equation (1). The error means that the model diagnosis is not accurate on a few occasions. If the healthy condition is diagnosed as faulty, then it may be acceptable. This can be further examined to confirm the model diagnosis. This false diagnosis may not have an impact on plant safety. However, the diagnosis of the faulty conditions as healthy is not acceptable at any cost. Therefore, the VML model must be accurate at least for the healthy condition.

\[
\%\text{Performance(or \% Diagnosis)} = \frac{\text{No. correct classifications}}{\text{total inputs}} \times 100\% \tag{1}
\]

3. Experimental Rig

The measured vibration data from an experimental rotating rig are used in the study [4]. A schematic of the rig is show in Figure 2. It consists of two steel shafts (Sh1 and Sh2) with a 20 mm diameter coupled through a rigid coupling (C2) and supported through four grease-lubricated 20 mm internal diameter SKF (FY 20TF) flanged ball bearings (B1 to B4) on the flexible bearing pedestals (P1 to P4). The shaft (Sh1) that is 1.0 m in length is connected to a three-phase electric motor (0.75 kW, 3000 RPM maximum) by a flexible coupling (C1). The shaft is carrying two balancing discs (D1 and D2), while the second shaft (Sh2) with a length of 0.5 m is carrying a balancing disc (D3). The balance disc dimensions are 125 mm in diameter and 14 mm in thickness. The flexible bearing pedestals (P1, P2, P3, and P4) are secured by bolts to a steel base that acts as rigid base foundation of the machinery with a high mass. The measured natural frequencies [4] of the rig are 50.66 Hz, 56.76 Hz, 59.2 Hz and 127 Hz, and their mode shapes are shown in Figure 3. The measurement locations for the modal tests used by Nemhbad, Sinha et al. [4] are also marked as a1 to a9 in Figure 2 of the rig.

Figure 2. Schematic of the experimental rig.
4. Experimental Data and Their Analyses

The measured vibration acceleration data at the bearing housings are available at the rotor speeds of 1800 RPM (30 Hz) and 2400 RPM (40 Hz) for the rotor conditions from healthy (with residual unbalance and possibly little misalignment) to the different faulty conditions [4]. The data details are listed in Table 2. The accelerometers of sensitivity at 100 mV/g and a frequency range of up to 10 kHz are used. The accelerometers are mounted at each bearing housing at an angle of 45 degrees from both vertical and horizontal directions for these experiments [4]. This is shown in Figure 4. The measured vibration data are collected to the PC through a 16-bit data acquisition device at a sampling frequency of 10 ksamples/s [4].

Initially, the measured vibration data are analysed in both time (RMS and Kurtosis) and frequency (spectrum) domains. These analyses are commonly used techniques in the industries [1,2]. The spectrum analysis is carried out in the vibration velocity, which is useful for rotor faults detection [1,2].

4.1. Machine Speed: 1800 RPM

Figure 5 shows the time domain (RMS and Kurtosis) and frequency domain features (1x amplitude) for all 66 sets (66 runs) for the healthy condition. The values are nearly stable and constant at each bearings for all sets, as expected. Only 1x values are shown because the health spectra are dominant at 1x only. Figures 6–9 show similar trends for the faulty conditions from misalignment, looseness, shaft bow and shaft rub, respectively. These figures also include the trend of velocity at 2x
and 3x amplitudes along with 1x amplitude. This is because the faults generally generate higher harmonics and subharmonics depending upon fault types [1,2]. The misalignment condition represents the misalignment between the motor shaft and the long shaft (Sh1) near the bearing B1. However, the faulty (looseness, bow and rub) conditions at a speed of 1800 RPM consist of two cases which are clearly seen in Figures 7–9. Looseness represents looseness in the bearing pedestal P3 at 2 different levels; similarly, rub near disc D1 with two different clearances between the rotor and stator, and the shaft bow in the long shaft and short shaft are separately simulated in the experiments. It is also obvious that both looseness and rub are changing with time (different data sets), which indicates the propagation of faults with time.

![Graphs showing RMS, Kurtosis, and 1x Velocity](image)

**Figure 5.** Estimated RMS and Kurtosis from the measured acceleration signals and their 1x velocity spectra values for the healthy condition at 1800 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).

It is obvious from Figures 6–9 that there are significant changes in the vibration amplitudes due to the faults. There are some changes in the vibration values at 1x to 3x for each fault condition for different machine runs. These behaviours indicate that the faults may be propagating with the machine operation time. The change in vibration behaviour is found to be significant for both looseness and rub cases.
Figure 6. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x, 2x, 3x velocity spectra values for the misalignment condition at 1800 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).
Figure 7. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x, 2x, 3x velocity spectra values for the looseness condition at 1800 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).
Figure 8. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x, 2x, 3x velocity spectra values for the shaft bow condition at 1800 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).
Figure 9. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x, 2x, 3x velocity spectra values for the shaft rub condition at 1800 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).

4.2. Rotor Speed: 2400 RPM (40 Hz)

Figures 10–14 show similar trend plots for the machine’s healthy and faulty conditions when operating at 2400 RPM. The observations are also similar to the behaviours observed at the machine speed of 1800 RPM.
Figure 10. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x velocity spectra values for the healthy condition at 2400 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).
Figure 11. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x, 2x, 3x velocity spectra values for the misalignment condition at 2400 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).
Figure 12. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x, 2x, 3x velocity spectra values for the looseness condition at 2400 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).
Figure 13. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x, 2x, 3x velocity spectra values for the shaft bow condition at 2400 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).
Figure 14. Estimated RMS and Kurtosis from the measured acceleration signals and their 1x, 2x, 3x velocity spectra values for the shaft rub condition at 2400 RPM (B1, circle; B2, square; B3, cross; and B4, triangle).

5. Parameter Optimisation

Since ANNs are not programmed, their performance depends on the quality and pre-processing of the input data, the network architecture and its design. Therefore, the meaningful input data representing the physics of the machine rotor dynamics are important for the successful development of the VML model.

In this study, the ANN approach discussed in Section 2 is used for the rotor dynamics physics-based input data estimated from the measured vibration data for the development of the VML model. The developed model can then be blindly applied and predict the machine fault accurately even when applied to other identical machines or a machine with different operation conditions or both, without
making any adjustments in the existing VML model, such as additional training and/or changing input parameters. This section presents a couple of the earlier models and their capabilities and accuracy when applied blindly to different machine operating conditions. Then, the paper proposes a model with the rotor dynamics physics-based optimised input parameters to enhance the blind fault diagnosis capabilities.

5.1. Approach 1: Time Domain Features

This is a recent study by the authors [25]. In this paper, only time domain features (or parameters) obtained from the measured vibration signals are used as the inputs to the VML model. The features used are the root mean square (RMS, represents the overall vibration amplitude), the variance (V, represents the signal power and non-zero mean of the vibration signals due to the presence of faults), the skewness (S, represents asymmetry signal nature), and the kurtosis (K, provides information about the shape distribution of the signals). These features provide useful information both qualitatively and quantitatively for any time domain data. Data inputs for ith run of the rig are prepared as

\[
\text{Input}_i = [\text{RMS}_1, \text{RMS}_2, \text{RMS}_3, \text{RMS}_4, V_1, V_2, V_3, V_4, S_1, S_2, S_3, S_4, K_1, K_2, K_3, K_4]^T,
\]

where 1 to 4 represent the bearings B1 to B4, respectively. The VML model is developed as discussed in Section 4 with 100% accuracy in all sections—training, validation and testing for the input data at the machine speed of 1800 RPM (30 Hz). This model is then applied blindly for all runs (data sets) for the machine rotating speed of 2400 RPM (40 Hz), as listed in Table 2, without any training or tuning of the developed VML model at 1800 RPM. The performance results are listed in Table 3. The results are observed to be very good and show the potential to use this model for industrial cases. The VML model predicted the healthy, bow, looseness and rub conditions accurately. However, it fails to predict the misalignment accurately. This fault is diagnosed as the bow and looseness. This is still a positive sign for the model because this fault is not diagnosed as the healthy. This simply indicates the time domain features may not be sufficient to provide the rotor dynamics physics of each machine conditions.

| Actual Diagnosis | Healthy | Misalignment | Bow | Looseness | Rub |
|------------------|---------|--------------|-----|-----------|-----|
| Healthy          | 100.0   | 0.0          | 0.0 | 0.0       | 0.0 |
| Misalignment     | 0.0     | 0.0          | 0.0 | 0.0       | 0.0 |
| Bow              | 0.0     | 67.1         | 100.0 | 0.0     | 0.0 |
| Looseness        | 0.0     | 0.0          | 0.0 | 100.0     | 0.0 |
| Rub              | 0.0     | 32.9         | 0.0 | 0.0       | 100.0 |

5.2. Approach 2: Time–Frequency Domain Features

Nembhard, Sinha et al. [4] have used both time and frequency domain features for the development of a fault diagnosis model. The model has used the time domain features (RMS, crust factor (CF), Kurtosis (K)) and the frequency domain features (1x, 2x, ..., 5x amplitudes) of the acceleration signals. The study has successfully demonstrated the combinations of different machine speeds and the different machine foundations in the diagnostics model. However, the authors used all data simultaneously for the development of their model. Therefore, the model is not tested blindly. This model was then further modified by Luwei, Sinha et al. [26]. The features are slightly modified based on rotor dynamics. Since the velocity spectrum is better for the rotor-related faults [1], the frequency domain features are changed to the 1x, 2x, ..., 5x amplitudes of the velocity spectra [26]. It is observed that the classification and diagnosis of the different machine conditions are improved
further. These features are used again to develop the VML model as discussed in Section 2. Data inputs are prepared as

\[ \text{input}_t = [\text{RMS}_1, \text{CFI}_1, K_1, 1x_1, 2x_1, 3x_1, 4x_1, 5x_1, \text{RMS}_2, ... 5x_2, \text{RMS}_3, ... 5x_3, \text{RMS}_4, ... 5x_4]^T. \]

Once again, the developed VML model is found to be 100% accurate during training, validation and testing for the input data at the machine speed of 1800 RPM (30 Hz). However, for the VML model when applied blindly to all runs (data sets) for the machine rotating speed at 2400 RPM (40 Hz), the diagnoses results are not good enough. The blind performance results are listed in Table 4. The performance of this model is significantly poorer than the time domain feature-based VML model.

**Table 4.** Blind application performance (%) at 2400 RPM of approach 2: time–frequency feature-based ML model.

| Diagnosis       | Healthy | Misalignment | Bow | Looseness | Rub    |
|-----------------|---------|--------------|-----|-----------|--------|
| Healthy         | 15.9    | 0.0          | 0.0 | 0.0       | 0.0    |
| Misalignment    | 0.0     | 5.9          | 0.0 | 0.0       | 0.0    |
| Bow             | 0.0     | 0.0          | 10.8| 0.0       | 0.0    |
| Looseness       | 0.0     | 0.0          | 0.0 | 1.1       | 0.0    |
| Rub             | 84.1    | 94.1         | 89.2| 98.9      | 100.0  |

5.3. Current Proposal

Further investigations are conducted on each feature to understand the success of approach 1 (time domain features) and the failure of approach 2 (both time and frequency domain features) VML models. It has been observed that the features of 4x and 5x amplitudes are not clearly seen in most cases and generally equivalent to the background noises. It is also observed that the feature crest factor (CF) is also changing significantly within the data set for the same machine condition. This is because the CF is heavily dependent on a single peak value of the acceleration signal. This may be one of the possible reason for the poorer performance of approach 2.

It is obvious from the observations that the time domain features (acceleration RMS and Kurtosis) and the frequency domain features (1x, 2x and 3x amplitudes of the velocity spectra) are good indicators that represent the machine dynamics. However, the faults, such as looseness and rub, may not be fully represented by these features. Both faults generally show the subharmonics and their higher harmonics [1,2]. The subharmonic peaks in the spectrum may not always appear at a fixed frequency; these may appear at 0.25x, 0.33x or 0.5x. Therefore, a spectrum energy (SE) between 5 Hz to 500 Hz from the velocity spectrum is also included in the feature list to represents the faults such as looseness and rub. Thus, the input features (acceleration (RMS and Kurtosis) and velocity (1x, 2x, 3x and SE)) are used in the proposed method. The inputs data for the development of the VML model are prepared as

\[ \text{input}_t = [\text{RMS}_1, \text{K}_1, 1x_1, 2x_1, 3x_1, \text{SE}_1, \text{RMS}_2, ... \text{SE}_2, \text{RMS}_3, ... \text{SE}_3, \text{RMS}_4, ... \text{SE}_4]^T. \]

The VML model is again developed with 100% accuracy at the machine speed of 1800 RPM. This model is again blindly applied to all data sets listed in Table 2 at the machine speed of 2400 RPM. The performance results are listed in Table 5. The model predicted most of the machine conditions (both healthy and faulty) accurately in most cases, except in the case of the looseness fault, where just over 1% of cases were predicted as the rub fault. Therefore, this VML model with the rotor dynamics physics-based features seems robust for industrial application. Table 6 also provides a summary of the average central processing time (CPU) time for both training and diagnosis predictions (per input data) for the discussed three approaches. It is clear from Table 6 that the fault diagnosis can be performed quickly through the VML model.
Table 5. Blind application performance (%) at 2400 RPM of the proposed vibration-based machine learning (VML) model.

| Actual Diagnosis | Healthy | Misalignment | Bow | Looseness | Rub |
|------------------|---------|--------------|-----|-----------|-----|
| Healthy          | 100.0   | 0.0          | 0.0 | 0.0       | 0.0 |
| Misalignment     | 0.0     | 100.0        | 0.0 | 0.0       | 0.0 |
| Bow              | 0.0     | 0.0          | 100.0 | 0.0    | 0.0 |
| Looseness        | 0.0     | 0.0          | 0.0 | 98.9      | 0.0 |
| Rub              | 0.0     | 0.0          | 0.0 | 1.1       | 100.0|

Table 6. CPU time by different VML models.

| Approaches                           | Total Training CPU Time (Seconds) | Blind Diagnosis CPU Time (Seconds/Sample) |
|--------------------------------------|----------------------------------|------------------------------------------|
| Approach 1: only time domain features [25] | 104.5156                         | 0.1396                                   |
| Approach 2: time domain and frequency domain features [26] | 95.1250                         | 0.1218                                   |
| Proposed approach: optimised features | 91.8125                         | 0.1123                                   |

6. Concluding Remarks

AI-based ML models seem to be the future for many applications. A number of studies related to vibration-based faults diagnosis using ML approaches can also be found in the literature. However, most of studies are applied to one or two faults/defects only and are also not tested on either an identical another machine or in different machine operation conditions. However, such VML models must have capability that can be applied to any identical machines with different operating conditions to achieve future objectives of centralised monitoring using the Industrial Internet of Things (IIoT) concept. Therefore, rotor dynamics physics-based input features are important for the development of a reliable and robust VML model. This is demonstrated here through an experimental rig example with different machine conditions (healthy and faulty) and operating conditions. The selection of features based on the machine rotor dynamics significantly improves the developed VML model. The developed VML shows robustness in the prediction capabilities even when applied blindly to machine data from the different operating condition.
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ANN    Artificial Neural Network
CNN    Convolution Neural Network
IIoT   Industrial Internet of Things
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