CFD Modeling of Gas–Solid Cyclone Separators at Ambient and Elevated Temperatures
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Abstract: Gas–solid cyclone separators are widely utilized in many industrial applications and usually involve complex multi-physics of gas–solid flow and heat transfer. In recent years, there has been a progressive interest in the application of computational fluid dynamics (CFD) to understand the gas–solid flow behavior of cyclones and predict their performance. In this paper, a review of the existing CFD studies of cyclone separators, operating in a wide range of solids loadings and at ambient and elevated temperatures, is presented. In the first part, a brief background on the important performance parameters of cyclones, namely pressure drop and separation efficiency, as well as how they are affected by the solids loading and operating temperature, is described. This is followed by a summary of the existing CFD simulation studies of cyclones at ambient temperature, with an emphasis on the high mass loading of particles, and at elevated temperatures. The capabilities as well as the challenges and limitations of the existing CFD approaches in predicting the performance of cyclones operating in such conditions are evaluated. Finally, an outlook on the prospects of CFD simulation of cyclone separators is provided.
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1. Introduction

Gas–solid cyclones are frequently used in industrial processes with the primary purpose of two-phase flow separation, i.e., separation of a high-density phase from a lower-density carrier phase, using a turbulent swirling flow. The state-of-the-art industrial cyclone designs are able to operate at elevated temperatures and moderate-to-high loading of solids, while at the same time meeting the required separation efficiency and having low investment and maintenance costs. This has led to the frequent use of cyclones as the only/initial stage of separation and cleaning processes rather than other industrial separators, e.g., bag filters, electrostatic separators, etc. Examples of cyclone separator applications in demanding industrial process conditions are high temperature gas–solid heat exchangers [1], e.g., in the cement industry; gasification and combustion of solid fuels [2–4]; coal pyrolysis [5]; and gas–solid separation in circulating fluidized beds (CFBs) [6].

With the main purpose of gaining improved insight into the flow physics and factors affecting the two important performance parameters of cyclones, i.e., pressure drop and separation efficiency, single–phase and gas–solid flows in pilot-scale cyclones have been extensively studied with the use of experimental methods (for example, see [7–10]). Accordingly, a number of simple semi-empirical/-theoretical models have been proposed to address the flow field and performance
of cyclones (for example see [11–16]), and some of them are still being used in cyclone design and optimization.

In the past two decades, computational fluid dynamics (CFD) has been broadly applied to predict the separation efficiency and pressure drop of cyclone separators and to optimize cyclone designs. Compared to the models based on classical cyclone theory, three-dimensional CFD simulations have the advantage of taking into account the unsteadiness and asymmetry of cyclone flow. On the other hand, the presence of strong swirl and anisotropic turbulent flow as well as adverse pressure gradients in the cyclones has driven the CFD simulation studies to use more advanced turbulence models, e.g., the Reynolds stress transport model (RSTM) and large eddy simulation (LES), as well as higher-order discretization techniques, that are capable of capturing these specific flow physics. These models/techniques, however, are computationally demanding compared to the more commonly used models, e.g., k-ε. Furthermore, with the addition of extra physics to the CFD simulation of cyclones, e.g., presence of particles at high loadings and gas–solid heat transfer, additional complications will arise with respect to the solution’s accuracy and stability.

In this paper, a brief introduction to the basic operation principles of cyclones at ambient and elevated temperatures is initially presented. Subsequently, the existing CFD simulation studies of cyclones are summarized and discussed based on the operating temperature, i.e., ambient and elevated temperature, and with a special focus on the studies with moderate-to-high loading of particles. The paper highlights specific process parameters that are able to be captured by the CFD simulations at these temperatures. Furthermore, the important sub-models utilized as well as specific challenges that may be encountered in such CFD simulations are addressed.

2. Fundamentals of Gas–Solid Cyclone Separators

The reverse-flow-type gas–solid cyclones are usually equipped with either tangential inlets, which are the main focus in this study, or axial inlets (for example, see [17,18]), usually referred to as swirl tubes [19]. A common configuration of a tangential inlet reverse–flow cyclone is schematically shown in Figure 1a. In this type of cyclone, the swirling gas flow pattern usually consists of a “double vortex”: an outer vortex with a downward axial velocity and an upward-moving inner vortex. The tangential flow pattern, caused by the tangential inlet of the gas to the cyclone system, is referred to as a “Rankine vortex”, comprised of a near-solid-body rotating flow at the core (i.e., tangential velocity is directly proportional to the radius) and a loss-free vortex flow (i.e., tangential velocity is inversely proportional to the radius) at the walls [19] (see Figure 1b). The outer vortex gradually loses its downward momentum in the bottom regions of the cyclone and changes its direction, i.e., “vortex end”, to form the inner vortex. The inner vortex is led to the exit pipe, which is usually extended to the cyclone body to separate the inner vortex from the inlet velocity field. The axial distance from the “vortex end” location to the vortex finder is termed the “natural turning length” [19]. The double vortex structure is inherently unstable due to the presence of a radial pressure gradient imposed by the vortex itself [20]. This phenomenon is referred to as a precessing vortex core (PVC), which causes the location of the vortex axis to oscillate with a specific frequency. In some cyclones, in order to stabilize the vortex end position, a vortex stabilizer is installed either under or above the dust exit location (see Figure 1b), which leads to improved separation efficiency and desirable static pressure below the stabilizer [19].

The static pressure in the cyclone increases monotonically toward the walls to maintain the equilibrium of the rotating flow pattern. This pressure gradient is also present in the boundary layer of the cyclone walls, where the tangential velocity is small [19]. This leads to the presence of a secondary flow, namely inwardly-directed gas flow along the walls, at the cyclone roof, and the conical section, as depicted in Figure 1c.
2.1. Performance Parameters of Cyclones

For the main purpose of gas–solid separation, two important design parameters of reversed-flow conical cyclones are separation efficiency and pressure drop. These parameters are affected by the gas–solid flow field inside the cyclone, which in turn is influenced by the cyclone’s geometrical features as well as the operating conditions. In this section, these performance parameters are discussed and the influences of operating conditions, e.g., solids loading and gas temperature, on cyclone performance are explained.

2.1.1. Separation Efficiency

Cyclone separators are suitable for the separation of solid particles with a size range of 2–2000 microns, which are found in many industries, e.g., heavy industrial smoke, coal dust, cement dust, etc. [19] When solid particles are fed to a cyclone, they are affected by two main forces: the radially outward-directed centrifugal acceleration force, proportional to the cube of particle diameter, and the fluid drag force applied to the particles in the opposite direction; whereas the gravity force is reported to be of minor importance [23]. When the Stokes law applies for the drag force, which is often valid for solid particles in cyclones, the drag force is proportional to the particle diameter. This indicates the dominance of the centrifugal acceleration force for larger particles, leading to their improved separation. The larger particles experience the centrifugal effect as soon as the gas and solids experience the rotational flow at the inlet, and subsequently, they are pushed toward the walls and lose their momentum. Once the particles approach the wall, they start to move downward due to gravity and the drag force applied to them by the downward-directed gas flow. Finally, these particles are separated at the bottom of the cyclone.

Conversely, fine particles, e.g., 1–10 microns, have a greater tendency to follow the gas flow in a cyclone. These particles are poorly separated from the gas phase due to either following the bypass gas to the vortex finder (see Figure 1c) or entrainment to the inner vortex along the inner and outer vortex boundary. The turbulence dispersion of particles intensifies the re-entrainment of fine particles to the inner vortex followed by particle carry over to the vortex finder. On the other hand, the agglomeration of small particles as well as particle attrition can affect the separation efficiency. For example, in the
reported grade efficiencies of a dilutely loaded pilot-scale cyclone, the separation efficiency of particles with a diameter of 0.8–1.0 $\mu$m is smaller than the separation efficiency of very fine particles, e.g., 0.3 $\mu$m, as well as of large particles [19]. This is known as “fish-hook” behavior [24] and is mainly due to agglomeration of small-sized particles to larger particles, leading to the improved grade efficiency of these particles. The mentioned trend is also observed in other experimental studies [25].

2.1.2. Pressure Loss

One of the main parameters considered in the design of industrial cyclone systems is the energy loss, usually termed the pressure loss. The smaller the pressure loss of the cyclone in a process, the cheaper the process cost. The overall pressure loss in a reversed-flow conical cyclone can be separated into three parts [19,20,26]:

1. Pressure loss at the inlet;
2. Pressure loss in the separation zone;
3. Pressure loss associated with the vortex finder.

The first contributor to the pressure loss is usually of minor importance. The pressure loss in the separation zone is mainly due to the frictional losses at the wall of the cyclone body. The vortex finder pressure loss is due to the dissipation of the swirl dynamic pressure in the vortex finder, which usually takes place without recovering the dynamic pressure into the static pressure. This pressure drop is the main contributor to the overall pressure drop for single-phase flow or dilutely loaded cyclones, and it is proportional to the square of the tangential velocity magnitude. The vortex finder pressure loss is usually affected by the frictional pressure loss, e.g., if the frictional pressure increases due to higher wall roughness or other operating conditions, the vortex will be weakened, leading to the reduction of the vortex finder pressure loss. This indicates that the contribution of different parts of pressure loss changes once the operating conditions of the cyclone change, e.g., an increase in the temperature or the solids loading, which will be further discussed in subsequent sections.

2.2. Effect of Solids Loading on Cyclone Performance

At low solid-to-gas mass loading ratios, e.g., 0.01 kg$_p$/kg$_g$, solid particles are clustered as thin strands on the cyclone walls and are transported in the downward direction in a spiral path, while at high mass loadings, e.g., 10 kg$_p$/kg$_g$, a major portion of (or the whole) wall surface area is covered with a layer of solid particles (also known as a dense strand in [27]), which is slipped directly into the solids discharge [22]. According to the existing experimental studies of cyclones, both overall and grade separation efficiencies are improved by increasing the inlet solids mass loading ratio [7,8,19]. Hoffmann and Stein [19] reported an overall improvement of the grade efficiency of almost all particle sizes for an increase in the inlet particle mass loading from $3.7 \times 10^{-3}$ to $2.6 \times 10^{-2}$ kg$_p$/kg$_g$. However, they have stated that the separation efficiency at high mass loading of particles is somewhat dependent on the inlet gas velocity of the cyclone, i.e., the swirl strength [28]. The overall separation efficiency versus inlet solids loading of selected experimental studies is presented in Figure 2. In this figure, the improvement of separation efficiency with the cyclone Reynolds number can be observed from the experimental data of [19] for a fixed value of kinematic response time of particles of $\tau_p = \frac{\rho_p d_p^2}{18 \mu_e} = 0.1$ milliseconds. The improvement is more noticeable for lower mass loadings, i.e., below 0.01 kg$_p$/kg$_g$. The kinematic response time of particles used in the study of Fassani and Goldstein [29] is somewhat higher compared to the particles of other studies presented in Figure 2, leading to a very high efficiency of separation. For the rest of the studies, no conclusive argument can be stated regarding the effect of this parameter.

Despite available experimental studies on the effect of solids loading on the separation efficiency, there is no consensus regarding the exact mechanism of this improvement [19]. According to the concept of the critical mass loading ratio, $\phi_G$, initially introduced by Muschelknautz and Brunner [8,13],
when the inlet particle mass loading is higher than the critical mass loading, the share of particles corresponding to the extra amount of mass loading is ideally separated at the cyclone inlet, while the rest of the particles are separated based on a balance between the centrifugal forces and the turbulent dispersion, commonly referred to as “inner separation” [22]. The concept of Muschelknautz, however, suggests that the separation efficiency is independent of the mass loading for loadings smaller than $\phi_{C} \frac{G}{G}$, which is not consistent with the experimental data in the literature [28]. On the other hand, based on another concept introduced by Mothes and Löffler [30], the improvement in the separation efficiency at high solid mass loadings is attributed to the agglomeration of smaller particles, i.e., $2 \mu m$ diameter and smaller, to larger particles, i.e., $15 \mu m$ diameter. Hoffmann and Stein [19] interpreted the separation efficiency of cyclones at high mass loadings to be a combined effect of different contributions. For very fine particles, the agglomeration effect is more dominant, leading to a high efficiency of these particles, especially for a humid carrier gas [19]. Furthermore, they argued that the increased concentration of particles at the inlet can lead to reduced drag force, which improves the separation process.

![Figure 2. Overall cyclone separation efficiency versus mass loading ratio at the cyclone inlet for selected experimental data in the literature [7,8,19,29,31]. The Reynolds number is calculated based on the inlet velocity and the cyclone body diameter.](image)

Baskakov et al. [32] and Muschelknautz and Brunner [8] have reported a decrease in the pressure drop up to a specific amount of solids loading, followed by an increase. A similar trend is also observed in other experimental [33] and CFD simulation studies [34,35]. This behavior is attributed to the increase of the frictional pressure loss due to the presence of particles near the walls. Although, at the same time as the friction velocity at the cyclone walls increases, the swirl intensity is weakened; consequently, the pressure loss associated with the vortex finder is decreased. Muschelknautz and Brunner [8] reported an 85% reduction in the tangential velocity peak by increasing the solids loading from 0 to around 20 kg$_{s}$/kg$_{g}$. At low mass loadings, the decrease in the vortex finder pressure loss is more pronounced, leading to the reduction of the overall pressure loss, whereas when the particle mass loading is sufficiently high, the vortex finder pressure loss becomes negligible due to a very weak tangential swirl and the frictional pressure drop still increases with the loading of particles [35]. As a consequence, the overall pressure drop starts to increase with the solids loading after reaching a minimum value.

A summary of selected experimental data on pressure drop versus solids loading in pilot-scale cyclones from the literature is presented in Figure 3. Despite the mentioned explanation, there are other studies in the literature that dispute the presence of a minimum pressure drop when the loading of particles changes. For example, in some studies [7,9,10,31], it is reported that by increasing the mass loading of particles in the cyclone, the pressure drop is reduced, although these studies are limited to small mass loadings, e.g., up to 0.5 kg$_{s}$/kg$_{g}$ in [31], 0.1 kg$_{s}$/kg$_{g}$ in [7], and 0.2 kg$_{s}$/kg$_{g}$ in [9]. The mass loading ratio at which the minimum pressure drop occurs is reported to be around 0.25 (at an operating gas temperature of 250 °C) and 2.0 (at ambient temperature) in the studies of Baskakov et al. [32] and
Muschelknautz and Brunner [8], respectively. Furthermore, in some of the studies, it is reported that by increasing the inlet solids loading, the pressure drop increases [36] or remains at a nearly constant value lower than the pressure drop of the single-phase flow cyclone [29].

![Figure 3](image_url)

**Figure 3.** Experimental data of pressure drop (normalized with the pressure drop of a particle-free cyclone, \(\Delta P_0\)) versus mass loading of pilot-scale cyclones from selected studies [7–9,29,31,32,37]. The lines are numerical fits to each set of experimental data. The Reynolds number is calculated based on the inlet velocity and the cyclone body diameter.

### 2.3. Effect of Operating Temperature on Cyclone Performance

The use of gas–solid cyclones is popular in high-temperature industrial processes, e.g., for drying, solidification, heating, flue gas cleaning purposes, etc. The high-temperature cyclone separators can be loaded with large amounts of particles, e.g., in gas–solid CFB cyclones, the solids loading can be on the order of 10–100 kg/s/kg [38]. As briefly mentioned earlier, the cyclone’s performance is affected by its operating temperature. In this section, a brief introduction to the effect of cyclone gas temperature on separation efficiency, pressure drop, and gas–solid heat transfer is provided.

In general, as gas temperature rises, gas density and viscosity are, respectively, decreased and increased. At a fixed volumetric gas-flow rate to the cyclone, a direct consequence of this change in the fluid properties is the reduction of the cyclone’s Reynolds number and the swirl intensity in the cyclone at elevated operating temperatures. As a result, the cyclone’s pressure drop is reduced. This trend is reported in many experimental [39,40] and CFD studies (for example, see [41]) of cyclones operating at elevated temperatures.

For a fixed inlet gas velocity to the cyclone, as the temperature increases, the particle cut-size, i.e., the diameter at which the cyclone separation efficiency is equivalent to 50%, increases, indicating a negative influence of the operating temperature on the separation efficiency [39,40]. This behavior can be partly attributed to an intensified drag force applied to the particles by the carrier fluid as a consequence of increased gas viscosity at elevated temperatures. Furthermore, as stated before, the reduction in the swirl intensity leads to a weaker centrifugal effect on the particles compared to the intensified drag force, and as a result, the separation efficiency is reduced [40]. On the other hand, the gas density is inversely proportional to the temperature; but its effect on particle separation is less significant as only the difference between the gas and particle densities is the determining factor on the buoyancy force applied to the particles.

In the existing experimental studies in the literature, the heat transfer rate to the particles in gas–solid cyclone heat exchangers is positively affected by the loading of particles and the inlet gas velocity, while being inversely influenced by the particle size [1]. Improvement in the heat-transfer rate with solids loading is attributed to the reduced radial gas velocity in the cyclone as a result of stronger gas–solid momentum coupling. Consequently, the amount of gas bypassed to the vortex finder at the entrance of the cyclone is reduced, leading to the presence of a higher-temperature gas at the bottom regions of the cyclone and further improvement in the heat-transfer rate to the solids [1]. As the...
particle loading further increases, the rate of increase in the gas–solid heat transfer rate reduces \[1,42\] and approaches a certain value. Increased gas–solid heat transfer as a result of higher inlet gas velocity as well as the reduction of particle size can be simply explained by an improved driving factor for gas–solid heat transfer, i.e., more availability of the high temperature gas to transfer heat to the solids and improved gas–solid surface area for heat transfer, respectively.

One of the challenges that may exist at the cyclone’s internal walls, especially for cyclones operating at elevated temperatures, is erosion due to wall–particle collision and/or corrosion due to the presence of aggressive species and agents in the gas, even in the presence of a strong refractory lining. It is more likely to have erosion on the cyclone wall in front of the gas inlet, caused by the very first impact that solids have with the cyclone wall, followed by a change in the direction of particle movement \[43\]. An immediate outcome of cyclone wall erosion is more rough surfaces on a cyclone’s internal walls, affecting the pressure drop and separation efficiency of particles. A common solution for this challenge is “hardware” changes in the cyclone system during the maintenance period, e.g., installation of wear plates and replacement of eroded materials \[19\]. Furthermore, cyclone design modification is an option to improve the erosion behavior, e.g., adding a flat-disk vortex stabilizer close to the particle outlet reduces erosion \[44\]. Apart from erosion and corrosion, the deposition of particles on the cyclone walls can induce operational challenges in the long term. Deposit formation can take place on the outer surface of a vortex finder \[45\], dipleg \[46\], or on the internal walls of the cyclone body \[47\].

3. Approaches for the Numerical Modeling of Gas–Solid Systems

The use of numerical simulations is undoubtedly a valuable tool for understanding and improving industrial gas–solid systems. However, the presence of a very large span for length and time scales of both phases, which are influenced by each another, makes resolving all of the details of a gas–solid system through computational simulation a challenging task \[48\]. In the existing numerical methods, the gas–solid flow is resolved at different but limited ranges of length and time scales, and the smaller-scale details, if any, are modeled. A summary of the available approaches for a four-way coupled (to be explained later) gas–solid system is provided in Table 1. In the most fundamental approach, usually referred to as direct numerical simulation (DNS), the boundary layer over the particles surface is resolved. DNS can itself be categorized into two approaches: the resolved Eulerian–Lagrangian model, e.g., immersed boundary model, and the Lagrangian–Lagrangian approach using molecular dynamics, e.g., Lattice Boltzmann, applicable for simulations of gas–solid flows at extremely small scales of 0.01 and 0.001 m, respectively \[48\]. DNS is usually utilized for fundamental studies of gas–solid flows at small scales in order to develop sub-models, e.g., drag and Brownian motion models, for more simplified approaches.

In the Eulerian–Eulerian (E–E) approach, both phases are described as a continuum medium and solved in an Eulerian domain \[49\], while the gas–solid interactions are incorporated through a drag model and the particle–particle interactions through models for solid pressure and viscosity, e.g., the kinetic theory of granular flows (KTGF) \[50\]. A challenge in using the basic formulation of the E–E approach is the difficulty in taking into account poly-disperse particles in the model. However, there are several sub-models, such as the population balance model (PBM), that can be added to the basic E–E equations to account for different particle sizes, with the cost of higher computational overhead since separate momentum and continuity equations should be solved for each size bin \[51–53\]. In addition, some complex physical phenomena such as particle agglomeration and break-up can be modeled in combination with the PBM \[54\]. A limitation of the E–E approach is the validity of the continuum hypothesis for both phases, i.e., both phases are adequately present over the whole computational domain. This makes the model more appropriate for gas–solid systems with more homogeneous distributions of particles, mainly dense gas–solid systems such as fluidized beds.

In the (unresolved) Eulerian–Lagrangian (E–L) approach, also referred to as the discrete particle model (DPM), the carrier gas flow field is considered as a continuum medium and solved using
an Eulerian formulation, while solid particles are tracked in a Lagrangian platform using Newton’s second law. Compared to the resolved E–L model, categorized as DNS in this study, the boundary layer over the particle surface is not resolved in the unresolved E–L and the size of the computational grid is significantly larger than the particle size. One distinct advantage of this model compared to the E–E approach is the direct resolving of particle movement, i.e., fewer closure models are employed for the particle phase, which makes the model more accurate. Furthermore, poly-disperse systems can be readily modeled using the E–L method. The particle–particle interactions in the E–L model are usually incorporated as either hard-sphere or soft-sphere collision models. In the hard-sphere model, the collisions take place instantly and can be employed in both stochastic and deterministic collision approaches; thus it is suitable for dilute flows where binary collisions happen. Conversely, this model is not suitable for cases where particles go through multiple collisions with other particles simultaneously. The soft-sphere model, also referred to as the discrete element model (DEM), is a deterministic particle collision approach that takes into account overlapping particles during the collision and is able to incorporate multiple simultaneous collisions for a particle [55]. As the loading of particles in a gas–solid system increases, the E–L approach becomes computationally expensive, especially if the DEM model is utilized [55].

As an alternative, the particle–particle interactions can be modeled by using hybrid E–E and E–L approaches, such as the multi-phase particle in-cell (MP-PIC) method [56–58] and the dense discrete phase model (DDPM) [59]. The basic idea in the hybrid approach is to solve the carrier phase in an Eulerian frame with the inclusion of the particle phase volume fraction, taken from the Lagrangian tracking, in the conservation equations. Similar to the E–L method, the particles are tracked in a Lagrangian frame, while the particle–particle interactions are modeled using solid stress calculated from the Eulerian grid [58,59]. Since the interparticle interactions are modeled instead of being directly resolved, the computational overhead of the solution is reduced compared to the unresolved E–L approach, while the model is superior over the E–E model (e.g., straightforward handling of poly-dispersed particles).

**Table 1.** Summary of the available approaches for computational fluid dynamics (CFD) simulation of gas–solid flows with the inclusion of closure models to be considered in each approach. The table is inspired from [60].

| Gas-Solid CFD approaches                                      | Closure models                                      | Comments                                                                                   |
|---------------------------------------------------------------|-----------------------------------------------------|-------------------------------------------------------------------------------------------|
| Quasi single-phase model (mixture model)                      | - Mixture properties model                          | - Only applicable for very dilute systems                                                  |
|                                                              | - Slip velocity                                     | - Usually inaccurate results                                                              |
|                                                              | - Drag model                                        | - Continuum hypothesis should be valid, i.e., the gas and solid phases should be sufficiently present in each control volume |
| Eulerian-Eulerian model (two-fluid model)                     | - Drag model                                        | - Usually carried out for mono-dispersed particles as employing a poly-dispersed particle size is limited by the computational overhead |
|                                                              | - Pressure viscosity closure (e.g., kinetic theory model) |                                           |                                           |
| Hybrid models (e.g., MP-PIC and DDPM)                        | - Drag model                                        | - Reduced computational overhead compared to E-L models with resolved particle-particle collisions |
|                                                              | - Collision stress model                             |                                           |                                           |
| Unresolved Eulerian-Lagrangian model (DPM)                    | - Drag model                                        | - Computationally expensive for large systems especially with deterministic collision models |
|                                                              | - Stochastic or deterministic collision model        |                                           |                                           |
| Direct numerical simulation:                                  | - No closure                                        | - Extremely expensive                                                                     |
| • Resolved Eulerian-Lagrangian model (e.g., immersed boundary models) |                                           | - Can be used for development of closure models, e.g., drag                                |
| • Lagrangian-Lagrangian model (e.g., Lattice Boltzmann)       |                                                                           |                                           |                                           |
4. CFD Simulation Studies of Gas–Solid Cyclones at Ambient Temperature

When solid particles are added to the gas flow in a cyclone separator, the mean and turbulent properties of the flow field may change. According to the classification of gas–solid interactions made by Elghobashi [61] (see Figure 4), for particle volume fractions lower than $10^{-6}$ (equivalent to the interparticle spacing of around $80d_p$ [20]), particles have a negligible influence on the turbulent flow field, and the gas–solid coupling is termed as one–way coupling. When the particle volume fraction reaches values higher than $10^{-6}$ but below $10^{-3}$ (equivalent to the interparticle spacing of around $8d_p$ [20]), the particles either attenuate or intensify the turbulence in the gas–solid flow, i.e., two-way coupled flow field, depending on the relative kinetic response time of particles to the characteristic flow time-scale [61]. In the context of gas–solid cyclone flows, attenuation is usually the case [20]. If the solids volume fraction is increased further, namely to the four-way coupling region, the interaction between particles becomes important too.

![Figure 4. Map of gas–solid interaction regimes of particle-laden turbulent flows. $\tau_p$ and $\tau_e$ are the particle kinetic response time and time-scale of large eddies in a turbulent flow, respectively. Reproduced with permission from S. Elghobashi, On predicting particle-laden turbulent flows; published by Springer Nature, 1994 [61].](image)

There are a vast number of CFD simulation studies of cyclone separators at ambient temperature, which are usually carried out for pilot-scale cyclone designs. In the current study and according to the above classification, these studies are separated into three groups of (I) single-phase gas flow; (II) one-way coupled gas–solid flow; and (III) two- and four-way coupled gas–solid flow in cyclones.

4.1. Group I: Single-Phase Flow CFD Simulations

As briefly mentioned earlier, the turbulent flow inside a particle-free conical cyclone is anisotropic and inherently unsteady due to the significant swirl and radial shear intensity as well as the adverse pressure gradient, which may induce recirculation regions. Accordingly, the turbulence model utilized in the CFD simulation of cyclones should be capable of correctly resolving or modeling the high curvature and intensive swirl flow and, at the same time, would be appropriate for modeling the adverse pressure gradient and recirculating flows [20].

As a result of being based on an isotropic turbulent flow assumption, the commonly used classical first-order turbulence models of the steady-state and unsteady Reynolds-averaged Navier–Stokes equations (URANS), i.e., zero-, one-, and two-equation models such as the k-\(\epsilon\) model, are usually unable to accurately reproduce the flow field inside cyclones [62–65]. However, there are some attempts that have been carried out to improve the accuracy of the first-order turbulence models with the inclusion of anisotropy effects in their modified versions, e.g., the k-\(\epsilon\) model based on renormalization group (RNG) theory [63,65], the k-\(\epsilon\) curvature correction (cc) model [66], and the model proposed by Meier and
Mori [67]. These models provide improved accuracy in the prediction of single-phase flow in cyclones compared to the standard two-equation models. Alternatively, the second-order URANS closure models, e.g., the Reynolds stress transport model (RSTM) [66,68–70] and scale-resolving turbulence models, e.g., large eddy simulation (LES) [71,72], are able to capture the anisotropy effects in highly swirling flows and have been proven to be accurate in predicting the cyclone gas flow field. Among the two widely used variations of the differential RSTM in modeling the pressure-strain term, i.e., the Launder, Reece, and Rodi (LRR) model [73] and the Speziale, Sarkar, and Gatski (SSG) model [74], the latter provides superior accuracy [66]. With the recent advancements in computer capabilities, the use of LES for the prediction of the flow inside cyclones has become possible, but with a higher computational overhead cost. Using LES, it is possible to study cyclone flow physics in extensive detail and the accuracy of results is superior compared to the RSTM [75–77]. Nonetheless, the RSTM can provide reasonable predictions of the gas flow in cyclones using a relatively coarser computational grid compared to the ones used in LES studies, and at a much lower computational overhead than LES [76].

Apart from the turbulence model, there are important considerations related to the numerical aspects of CFD simulations of gas flow in cyclones. Due to the presence of strong velocity and pressure gradients, the use of high-order (i.e., second order and above) methods in the discretization of advection terms as well as the alignment of the computational cells with the flow direction (i.e., structured grids) are recommended in order to avoid unwanted numerical diffusion (for example, see [78]).

There are a large number of existing CFD studies focusing on single-phase flow characteristics in cyclones that are not fully listed here as it is not the main subject of this review. A summary of some of the previous single-phase flow studies, up to 2007, can be found in [20].

4.2. Group II: One-Way Coupled Gas–Solid Flow Simulations

In the second category of existing CFD studies of cyclones operating at ambient temperature, category (II), the one-way coupling method is employed for very dilute loading of particles (see Figure 4), and the E–L approach is commonly utilized. The particles are tracked either after the simulation has reached a steady-state solution, as a post-processing step [69,79–87], or in a transient way along the unsteady simulation [75,79,88–93]. After the completion of the particle-tracking procedure, the particle separation efficiencies are predicted and usually compared with the available experimental data. In general, it can be stated that there is a tendency for the particle cut-size diameter to be underpredicted in LES calculations [88,89,93] and overpredicted in RSTM calculations [20,93]. Furthermore, the separation efficiency is predicted more accurately when LES is used [93], due to a better prediction of the mean and fluctuating velocity fields. One must keep in mind that the accuracy of the predicted separation efficiency, however, depends on the validity of the basic assumptions for the simulations, e.g., the accumulation of particles near the cyclone walls may cast doubt on the validity of the one-way coupling assumption.

An important consideration in one-way coupled E–L simulations is the influence of turbulent dispersion, i.e., the movement of particles due to the presence of velocity fluctuations, especially for smaller-sized particles. If the resolved scales have comparable time-scale as compared to the kinematic response time of particles, e.g., LES and DNS, the turbulent dispersion is resolved directly and no additional turbulent dispersion model is required [79,94], while the effect of sub-grid scale (SGS) structures in LES on particle movement can usually be neglected. For URANS simulations, however, it is common to apply a stochastic turbulent dispersion model [95]. Accurate prediction of the gas velocity fluctuations, i.e., rms velocities, is important for properly resolving particle dispersion due to turbulence. In some of the existing studies, it is reported that even though the mean velocities are properly captured by the RSTM, the rms fluctuations of the velocity field are underpredicted compared to the measurements [76,96], due to a failure in accurately predicting PVC behavior that gives rise to the rms velocities, especially in central regions of a cyclone [76]. Shukla et al. [96] reported
an overprediction of separation efficiency for smaller-sized particles due to an underprediction of velocity fluctuations, as shown in Figure 5. On the other hand, LES is able to capture both mean and rms velocities properly, leading to accurate predictions of grade efficiency compared to the measurements [96].

Figure 5. Comparison of predicted mean velocity profiles (a,b), rms velocities (c,d), and grade efficiencies (e) using the Reynolds stress transport model (RSTM) and large eddy simulation (LES) for a cyclone with a body diameter of 0.29 m and operating at ambient temperature and pressure [96]. The experimental data on separation efficiency are from [97]. Reproduced with permission from S. Shukla et al., The effect of modeling of velocity fluctuations on prediction of collection efficiency of cyclone separators; published by Elsevier, 2013.

4.3. Group III: Two- and Four-Way Coupled Gas–Solid Flow Simulations

Both the E–E and the E–L methods are employed for CFD simulation of two- and four-way coupled gas–solid flows. Generally speaking, and as discussed earlier, the volume fraction of particles in a cyclone separator is locally inhomogeneous, as the design of such equipment demands. Consequently, in the existing studies of cyclone separators, the E–L approach is preferred over the E–E approach.

4.3.1. E–L and Hybrid Model Simulations

As for the third category of CFD studies, category (III), compared to the previous categories, there are fewer E–L studies with two-way coupling [34,77,98–105] and only a limited number of studies with four-way coupling [35,106–109]. In almost all of the studies (except [99]), due to the lack of available experimental data for the cyclone flow loaded with particles, no comparison of the predicted modification of velocity profiles (compared to the single-phase flow) with the measurements is provided. Instead, the predicted overall/grade efficiencies [34,77,101,102] and/or pressure drops [34,35,98,101,102,106,107,109] are compared with the measurements for certain ranges of particle mass loading. A summary of the existing four-way coupled CFD studies of gas–solid cyclones operating at ambient temperature and with inlet mass loading ratios higher than 0.1 kgₚ/kg₉₉ is presented in Table 2.
Table 2. Details of the selected CFD studies of gas–solid flow in cyclones operating at ambient temperature with the four-way coupling method, in chronological order.

| Author(s)          | Cyclone Dimensions, \(D \times H\) \((m^2)\) | Cyclone Re Number \((a)\) | Particle Diameter \((\mu m)\) | Inlet Mass Loading \((kg/kg_g)\) | CFD Solver                      | Turbulence Model/Turbulent Dispersion | Drag Model | Validation/Comments                                                                 |
|--------------------|-----------------------------------------------|---------------------------|-------------------------------|---------------------------------|---------------------------------|--------------------------------------|------------|-------------------------------------------------------------------------------------|
| Chu et al. [109]  | 0.2 × 0.8                                      | 272,000                   | 2000 (mono-sized)              | up to 25                        | ANSYS FLUENT (computational fluid dynamics–discrete element model, CFD–DEM, + user-defined functions, UDF) | Reynolds stress turbulent model, RSTM/not mentioned | friction and pressure gradient drags + particle rotation | Pressure drop is compared with the experiments for particle-free and particle-laden flows with solids loadings in the range of 0–2.5 kg \(s/\) kg_g. |
| Schneiderbauer et al. [110] | 2.5 × 6.0                                      | 817,000                   | 0.6–400 (size range)           | 0.22                            | ANSYS FLUENT 16 (hybrid Eulerian–Eulerian, E–E, and Eulerian–Lagrangian, E–L) | RSTM/not mentioned                     | heterogenous model of [111]                | Predicted grade and overall efficiencies are compared with the measurements. The implemented agglomeration model is reported to be crucial for proper prediction of grade efficiency, while the predicted overall efficiency is not influenced by presence of the agglomeration model. |
| Wei et al. [112]   | 0.3 × 1.1                                      | 113,000–263,000           | 2000 (mono-sized)              | 0.72–8.64                       | ANSYS FLUENT 13.0 coupled with EDEM 2.7 (CFD–DEM) | RSTM/not mentioned                     | Gidaspow [50]                        | Predicted pressure drops are compared with the experimental data for solids loadings of 0.72–8.64 kg \(s/\) kg_g. Presence of solid strands and an ash-top ring are reported. |
| Kozolub et al. [106] | 0.2 × 0.79                                     | 75,300–130,000            | 2000 (size range)              | 0.61–2.9                        | ANSYS FLUENT 13.0 (dense discrete phase model, DDPM, based on kinetic theory of granular flow, KTGF) | RSTM/not mentioned                     | Wen–Yu [113]                         | Pressure drop is compared with the experimental data for particle-free and particle-laden flows with solids loadings in the range of 0–2.9 kg \(s/\) kg_g. For the particle-laden flow, the trend of pressure drop change is well predicted while the values are somewhat overpredicted. |
| Sgrott and Sommerfeld [108] | 0.29 × 1.16                                    | 280,000                   | 0.5–40 (size range)            | 0.1                             | OpenFOAM 2.3.1 (CFD–DEM + agglomeration) | Large eddy simulation, LES/isotropic Langevin model | not mentioned particle rotation | For a particle-free flow, the predicted velocity profiles are compared with the experimental data of [114]. No validation is given for the particle-laden simulation case. |
| Zhou et al. [107]  | 0.29 × 1.16                                    | 30,000–188,000            | 2000–2800 (size range)         | 0.07–0.46                       | ANSYS FLUENT 6.3 (CFD–DEM)       | RSTM/not mentioned                     | Gidaspow [50]                        | The predicted velocity profiles of a particle-free flow are compared with the experimental data of [114]. The pressure drop of the particle-free and particle-laden cases is compared with the measurements, while the difference between the particle-free and particle-laden pressure drops is not significant. |
| Hwang et al. [35]  | 0.2 × 0.8                                      | 272,000                   | 2000 (mono-sized)              | up to 20                        | ANSYS FLUENT 16.2 (DDPM–KTGF)    | RSTM/discrete random walk, DRW       | Wen–Yu [113]                         | The predicted pressure loss is compared with the experimental and numerical data of [109] for solid mass loadings up to 2.5. |

\(a\) The Reynolds number is calculated based on the inlet velocity and the cyclone body diameter.
Effect of Solids Loading

As the solids loading ratio increases, the particle–particle interactions become important and neglecting these interactions in the cyclone CFD simulation may lead to poor predictions of cyclone performance. For example, Wasilewski and Duda [115] have reported an underprediction of both pressure drop and separation efficiency for two different pilot-scale cyclone geometries, though the overall trend of changes was well-predicted. The authors have claimed that this discrepancy is due to the simplification of the CFD model, neglecting particle–particle collisions and agglomeration. Both CFD–DEM [107–109] and hybrid E–E and E–L approaches [35,106] have been used to consider the effect of particle–particle interactions in existing cyclone separator simulation studies. In the CFD–DEM study of Zhou et al. [107], the effect of large (2000–2800 µm) and “ultra light” particles with a solid to gas density ratio of 33 is investigated for different loadings of particles up to 0.46 kg/s/kg. They have analyzed the significance of gas–solid and solid–solid forces in different regions of cyclones and concluded that the modification of the velocity field due to the presence of particles is hardly noticeable. On the other hand, based on CFD–DEM calculations, Chu et al. [109] reported a significant modification of the velocity field due to the presence of particles of nearly the same size but much heavier compared to the ones studied in [107]. According to this study, the particle–particle forces, which are much more dominant than the particle–gas forces, increase in magnitude with the loading of particles, with the most active region being inside the particle strands along the cyclone wall.

In most of the existing four-way coupled CFD simulations of cyclones using the hybrid methods [35,106], the focus is on the effect of solids loading on the performance of cyclones. Hwang et al. [35] carried out DDPM–KTGF simulations of a pilot-scale cyclone laden with 2000 µm diameter particles and reported a minimum in the predicted pressure drop versus solids loading. The comparison with available measurements, though, is carried out only for smaller solids loadings, i.e., loadings smaller than 2.5 kgₕ/kgₐ, while the minimum pressure drop takes place at solids loadings of around 6 kgₕ/kgₐ. Conversely, in the hybrid E–E and E–L study of Kozolub et al. [106], an increasing trend in the predicted pressure drop of a cyclone laden with 40–80 µm diameter particles is observed for all of the studied mass loadings up to 2.6 kgₕ/kgₐ. This trend is in line with the available measurements, but the values are somewhat underpredicted.

One of the important features that is captured by two- and four-way coupled CFD simulations of cyclones is the modulation of velocity field and turbulence statistics as compared to the particle-free flow. The swirl velocity is predicted to reduce substantially with the addition of particles to the flow and decrease further as the loading of particles increases [35,102,106,109,116]. The predicted reduction of tangential velocity magnitude as well as turbulent fluctuations by the addition of 0.05 and 0.1 kgₖ/kgₐ of particles to a pilot-scale cyclone is shown in Figure 6 based on the LES study of Derksen et al. [116]. The reduction of swirl is reported to be stronger in the loss-free vortex part of the swirl due to the higher concentration of particles in this region. On the other hand, the tangential velocity at regions close to the walls is still high (see Figure 6) due to the presence of particles and partial transfer of tangential momentum to the gas phase. The reduction of swirl can, in turn, reduce the effectiveness of centrifugal force on particle separation in the cyclone, making the particles be less concentrated near the walls. However, at the same time, the turbulence is attenuated by the presence of particles all over the cyclone body [116], leading to the reduction of turbulent dispersion; also, the amount of gas bypassed to the vortex finder at the entrance of the cyclone is reduced. The overall separation efficiency with respect to the solids loading is a balance between the significance of the above-mentioned effects.

The modification of cyclone efficiency with particle mass loading is not reported in the existing four-way coupled CFD studies as in most of the studies [35,107,109], the addition of large particles to the cyclone, e.g., 2000 µm in diameter, is investigated, leading to an ideal separation efficiency.
Figure 6. The predicted time-averaged values of axial and tangential velocities as well as the resolved turbulent kinetic energy of the gas for a pilot-scale cyclone with a body diameter of 0.29 m and operating with different mass loadings of particles using two-way coupled LES at 0.75D (top) and 2D (bottom) below the cyclone roof [116]. Reproduced with permission from J.J. Derksen, Simulation of mass-loading effects in gas-solid cyclone separators; published by Elsevier, 2006.

Agglomeration of Particles

As mentioned earlier, an important mechanism in solids separation in cyclones is particle agglomeration [19,30]. To model the particle agglomeration in a Lagrangian frame, it is common to assume either volume-equivalent (i.e., the new diameter has the same volume as the agglomerated particles) [117,118] or inertia-equivalent (i.e., the new diameter is calculated to maintain the inertia) [108,119,120] agglomeration. The agglomeration of particles in cyclones is studied in the CFD–DEM simulations of Sgrott and Sommerfeld [108] with a stochastic approach [121] to describe the particle–particle collisions. It is assumed that the only driving factor in interparticle adhesion is the van der Waals force. It has been shown that using the inertia-equivalent approach, the predicted agglomeration rate and the separation efficiency are slightly higher and lower, respectively, compared to the volume-equivalent method (see Figure 7). Furthermore, it is shown that for an inlet mass loading ratio of 0.1 kg/s/kg, the difference between the predicted velocity profiles considering two- and four-way coupling methods is small. However, when comparing the predicted grade efficiencies of two- and four-way coupled simulations, as shown in Figure 7, for very small particles, i.e., less than 2 μm in diameter, neglecting the agglomeration may lead to an underprediction of separation efficiency. This is in agreement with the agglomeration concept of Mothes and Löffler [30] regarding particle separation in cyclones, discussed in Section 2.2. The agglomeration effect is also investigated through one-way coupled CFD simulations of gas–solid cyclones [122].

4.3.2. E–E Simulations

E–E studies of gas–solid cyclone separators are very scarce, with the early investigations being allotted to the prediction of the change of cyclone hydrodynamics with the addition of particles [67,123]. In most of the existing E–E studies of gas–solid cyclones, the comparison with experimental data is carried out for cyclones operating with very low particle mass loadings [124–126], i.e., below 0.01 kg/s/kg, while the true advantage of using the E–E approach is for the high loading of particles. Costa et al. [126] implemented an E–E simulation of gas–solid flow in a cyclone with four-way coupling. At a solid mass loading of 0.009 kg/s/kg, the predicted grade efficiencies were improved by increasing the number of solid phases (corresponding to each size bin), but still overpredicted compared to the experimental data. Variations of this model are further utilized for optimization
studies of gas–solid cyclones operating with either a very low mass loading of particles [127,128] or moderate loadings [129], i.e., 0.1 kg$_s$/kg$_g$, and higher.

For a particle mass loading of around 1 kg$_s$/kg$_g$, mixture models of cyclones are available [130,131], based on modeling the velocity slip between the phases (simplest approach mentioned in Table 1). The pressure drop estimated by these models is underpredicted [130,131], especially at high inlet solids loadings, i.e., 0.4 kg$_s$/kg$_g$, which, according to the authors, is due to the limitation of the granular and mixture models for densely loaded cyclones. Furthermore, the predicted separation efficiencies, compared to the measurements, are not conclusive [130]. In both studies, however, a reduction of swirl by increasing the mass loading is reported.
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**Figure 7.** Grade efficiency predicted by the CFD simulation of Sgrott and Sommerfeld [108] for a pilot-scale cyclone loaded with particles with a diameter of 0.5–60 microns and a mass loading of 0.1 kg$_s$/kg$_g$. 1 W-C, 2 W-C, and 4 W-C refer to one-way coupling, two-way coupling, and four-way coupling methods (using CFD–DEM without agglomeration), respectively. Sphere and history models are volume-equivalent and inertia-equivalent approaches for agglomeration, respectively. Reproduced with permission from O.L. Sgrott and M. Sommerfeld, Influence of inter-particle collisions and agglomeration on cyclone performance and collection efficiency; published by John Wiley and Sons, 2018.

### 4.4. Summary

In this section, the existing CFD simulation studies of reversed-flow cyclone separators operating at ambient temperature are discussed and categorized based on the gas–solid coupling regime of the operating cyclone. For the single-phase gas flow in cyclones, the existing CFD simulation studies are able to accurately capture the velocity and pressure fields as compared to the available experimental data. According to these studies, the RSTM is favorable over other turbulence models with respect to accuracy and computational overhead. However, some modified versions of first-order turbulence models, e.g., k-$\epsilon$ curvature correction (cc) model [66], can still be used in the CFD simulations, especially when the solids loading is high and the swirl is less intense.

For dilute loading of particles and using the one-way coupling method, it is possible to properly capture the separation efficiency of particles in the cyclone as long as the one-way coupling condition is valid for the particle-laden flow. LES has proven to be more accurate in the prediction of grade efficiency, especially for small-sized particles, compared to RSTM, due to an improved prediction of velocity fluctuations and turbulent dispersion.

Among the available gas–solid simulation approaches listed in Table 1, the unresolved E–L and hybrid models are used more frequently, for dilute/medium and dense loading of particles in cyclones, respectively. For densely loaded cyclones, a few CFD studies focus on the effect of solids loading on performance, applying either DDPM–KTGF or CFD–DEM approaches, while only a handful of them investigate the loading of small-sized particles, i.e., 0.1–200 µm in diameter. In the existing CFD studies
of densely loaded cyclones, comparison of the modified flow field with measurements is carried out very rarely, mainly due to challenges in the measurement methods for such systems. Furthermore, comparison/validation of the predicted pressure drops against measurements is usually carried out, rather than the separation efficiency.

5. CFD Simulation Studies of Gas–Solid Cyclones at Elevated Temperatures

In general, the available studies on the CFD simulation of cyclones operating at elevated temperatures are more scarce than the ones for cyclones operating at ambient temperature. Similar to the previous section, the CFD simulations of cyclone separators operating at elevated temperatures can be divided into three groups: single-phase flow, one-way coupled flow, and two/four-way coupled flow simulations. In this section, the three groups of studies are discussed with a focus on the process or physics that is investigated through the CFD simulation.

5.1. Group I: Single-Phase Flow CFD Simulations

Once the operating temperature increases, the physics of gas flow inside the cyclone become more complicated, mainly due to the heat transfer and subsequently variable gas density and viscosity in local regions, if the insulation is not perfect. In turn, since an extra transport equation for energy needs to be solved, the CFD calculation of gas flow becomes computationally more complex and demanding. However, in some of the existing CFD studies of cyclones operating at elevated temperatures, in order to avoid this complexity, the simulations are carried out at a fixed gas temperature, while the gas density and viscosity values are modified according to the operating temperature. Using this method, the predicted pressure drop is reported to be of acceptable accuracy compared to the measurements [131,132].

Similar to the CFD simulations of the cyclones at ambient temperature, accurate modeling of the turbulence is a must to achieve acceptable accuracy for high-temperature single-phase flow simulations of cyclones. However, as mentioned earlier, the increased viscosity as well as decreased density of the carrier gas at elevated temperatures leads to a reduction of swirl intensity and turbulence, indicating the possibility of using a wider range of available turbulence models while keeping the prediction accuracy reasonable. Gimbun et al. [133] have compared the predicted pressure drop of a pilot-scale cyclone with the experimental data of [39] using the RNG $k-\epsilon$ and RSTM. At lower temperatures, i.e., 300–800 K, RSTM is reported to provide a more accurate prediction of the pressure drop compared to the RNG $k-\epsilon$, while in the temperature range of 800–1200 K, the predicted pressure drops using RNG $k-\epsilon$ and RSTM are nearly the same and in agreement with the experimental data [133]. In the existing CFD studies of cyclones operating at elevated temperatures, both the $k-\epsilon$ [134] and RSTM [132] are used as turbulence models.

The tendency for weakened swirl and the modification of the internal velocity field, as an outcome of an elevated operating temperature, is reported in some of the existing CFD studies. According to the CFD simulation results of Shi et al. [132], an overall increase in the axial velocity profiles, weakened reverse flow at the center of the inner vortex, and weakened tangential velocity peaks (weakened swirl), are reported as the operating temperature of the studied pilot-scale cyclone increases from 20 °C to 800 °C. They reported that as the cyclone swirl intensity is weakened at elevated temperatures, the pressure drop is also reduced, and this reduction is dominantly affected by the gas density rather than its viscosity when the volumetric flow rate to the cyclone is kept constant [132]. The reduction of pressure drop with the gas temperature is reported in many of the existing CFD studies of cyclones operating at elevated temperatures [41,132,134–136]. An approach for the comprehensive analysis of local energy loss in cyclones is through evaluating entropy generation in CFD simulation, which has been carried out for cyclones operating at ambient [137,138] and elevated [135] temperatures. Duan et al. [135] have numerically investigated entropy generation in a cyclone system operating in a temperature range of 297–1123 K. According to this study, turbulence dissipation and wall friction are the main contributors to the energy loss. The ratio of contribution of both parameters is
nearly unaffected by the gas temperature, whereas their magnitude decreases at higher operating temperatures due to the reduction in gas density. The maximum energy loss takes place in areas close to the vortex finder and the entrance of the dust bin.

5.2. Group II: One-Way Coupled Gas–Solid Flow Simulations

In the existing CFD studies of cyclones operating at elevated temperatures, the predicted separation efficiency is negatively affected by the temperature. Gimbun [41] has performed one-way coupled simulations of a pilot-scale cyclone using RSTM and a stochastic tracking of particles in a temperature range of 20–900 °C. For a fixed inlet gas velocity, the predicted grade separation efficiencies and particle cut-sizes were in proper agreement with the experimental data, and overall, the separation efficiency worsened with the temperature. The reduction in separation efficiency was stated to be a direct consequence of the weakened centrifugal effect. In the same line of research, Gimbun et al. [139] presented an accurate prediction of the particle cut-size for different cyclone types compared to experiments, at ambient and elevated temperatures. The reduction of separation efficiency is also reported in some of other studies (for example, see [134,136]).

One-way coupled heat transfer to solids particles fed in to a pilot-scale cyclone was studied by Mothilal and Pitchandi [140,141] using E–L simulation and RNG $k–\epsilon$ turbulence models and at an inlet air temperature of 200 °C. The predicted pressure drop was compared with the available experimental data for the particle-free case, while for the gas–solid cases, no validation was presented. By increasing the gas velocity at the cyclone inlet, the centrifugal effect on particles was improved and the predicted particle hold-up in the system was increased, especially for larger mass loadings of particles. This leads to a greater available surface area (for heat transfer) as well as a higher residence time of particles in the cyclone system.

5.3. Group III: Two- and Four-Way Coupled Gas–Solid Flow Simulations

In this group of studies, both E–L and E–E and hybrid approaches are applied for the CFD simulation of cyclones operating at elevated temperatures; these are discussed here with a focus on the studies that have investigated the performance of industrial-scale cyclones.

5.3.1. Cyclone Heat Exchangers

An important industrial application of cyclones is the solids preheating process used in, e.g., cement industry. The performance evaluation for full-scale cyclone heat exchangers is carried out in some of the existing studies and summarized in Table 3. Cristea and Conti [142,143] have applied a DDPM–KTGF approach to simulate the gas–solid flow in the preheater system (excluding the calciner) of a cement factory with an approximate height of 58 m. The gas–solid heat transfer as well as the calcination reaction are included in the CFD model [143]. As compared to the industrial measurements for the first-stage twin cyclones, the predicted pressure drop and separation efficiencies are in good agreement with the measurements, while the exit gas temperature is overpredicted. This discrepancy has been attributed to the complications that arise with the modeling of the high mass loading of particles in the upper-stage calciner [143]. Mikulčić et al. [144] have conducted a two-way coupled CFD simulation study of an industrial-scale cyclone belonging to the preheater system of a dry kiln process. The simulations aimed to assess the gas–solid heat transfer as well as the progress of the calcination process in the studied cyclone. The predicted pressure drop was in fair agreement with the measurements, while the outlet gas temperature was slightly overpredicted, and the authors did not provide any reasoning for this mismatch. In this CFD study, low gas temperature regions in the upper part of the cyclone and close to the walls were observed, due to the endothermic calcination reaction. Wasilewski [145] conducted a two-way coupled CFD simulation of a full-scale cyclone preheater and reported a reduction of the separation efficiency with increased temperatures and decreased particle loading. However, as compared to the measurements, an underprediction of the separation efficiencies is reported, which is claimed to be due to the limitation of the CFD model in taking into account the
particle–particle interactions, i.e., collision and agglomeration. Presented in Figure 8 is their predicted trajectories and heat-transfer rate to laden particles of different diameters. The smaller-sized particles have a higher tendency to travel through the central regions of the cyclone body and escape from the vortex finder. In addition, they have a higher rate of heat exchange with the gas, especially at regions close to the inlet, compared to the larger-sized particles. In contrast, larger-sized particles have a higher tendency to travel in spiral clouds along the cyclone walls and toward the particle exit chamber.

Figure 8. Predicted trajectories of particles of different diameters in an industrial-scale cyclone with a body diameter of 3.45 m. The trajectories are colored with particle temperature. The inlet gas and particle temperatures are 634 K and 611 K, respectively, and inlet solids mass loading is around 0.8 kg/s/kg [145]. Reproduced with permission from M. Wasilewski, Analysis of the effects of temperature and the share of solid and gas phases on the process of separation in a cyclone suspension preheater; published by Elsevier, 2016.

Table 3. Selected CFD studies of industrial-scale cyclones operating at elevated temperatures, in chronological order.

| Author(s)                          | Scale of Simulation | CFD Solver            | Gas–Solid Model        | Turbulence/Drag Models                  |
|------------------------------------|---------------------|-----------------------|------------------------|-----------------------------------------|
| Cristea and Conti [143]            | Preheater system (≈ 58 m height) | ANSYS FLUENT 18.1     | hybrid (DDPM–KTGF)     | RSTM/Schiller and Naumann [146]         |
| Mikulič et al. [144]               | Industrial cyclone (≈ 13 m height and 6 m diameter) | FIRE commercial solver | E–L (two-way coupled) | LES/not mentioned                       |
| Wasilewski [145]                   | Industrial cyclone (≈ 9 m height and 3.5 m diameter) | ANSYS FLUENT 14       | E–L (two-way coupled)  | RSTM/Schiller and Naumann [146]         |

There are also a few E–E simulation studies of cyclones at elevated temperatures. In the study of Vegini et al. [124], 2D axisymmetric simulations of full-scale cyclone separators connected in series and operating at elevated temperature were carried out. The selected turbulence model is a combination of the standard $k – \epsilon$ and Prandtl’s longitudinal mixing model, which is claimed to be accurate enough for capturing the anisotropic effect of Reynolds stress in swirling turbulent flows. The numerical model was validated against the available grade efficiencies and pressure drops at ambient temperature and a dust load of around 0.004 kg/s/kg. In elevated temperature conditions, the predicted pressure drop values were generally overpredicted compared to the available long-term full-scale measurements. This overprediction was claimed to be due to the presence of false air in the system, and as a consequence, a reduction of swirl. The presence of false air is not considered in the simulations.
5.3.2. CFD Simulation of Cyclones as a Part of a Bigger System

There are a number of studies that have carried out CFD simulations of elevated-temperature cyclones as a part of a bigger process system, e.g., a circulating fluidized bed (CFB) boiler. An important phenomenon that is explored in this type of study is the fluctuation and maldistribution of gas and solid flows at the inlet of parallel cyclones, which can, in turn, affect cyclone performance. The subject is investigated both experimentally [147–150] and numerically [151,152]. Zhang et al. [151] have reported temporal synchronized fluctuations of solid flux at the inlet of two parallel cyclones based on four-way coupled E–E simulations of a 150 MW CFB boiler operating at 917 °C. Jiang et al. [152] have carried out hybrid E–L and E–L (MP–PIC) CFD simulations of a scaled down circulating fluidized bed comprised of six parallel cyclones. They reported a non-uniformity in the average solid concentration downstream of the cyclone diplegs, based on both simulations and experimental data. However, some of the predicted solid concentrations were somewhat different from those of the measurements, with the highest relative error being around 28%.

5.4. Summary

The existing CFD studies of cyclones operating at elevated temperatures were discussed in this section, with a focus on the ones investigating cyclone performance parameters, i.e., pressure drop, separation efficiency, and gas–solid heat transfer. The gas-flow simulation studies reveal that CFD simulations are capable of capturing the reduced swirl intensity and reduced pressure drop as a result of elevated temperature. Furthermore, in some of the studies, the first-order turbulence models are satisfactorily used to calculate the gas flow field. The reduction in separation efficiency of dilutely loaded cyclones, i.e., one-way coupled studies, due to the increase in temperature, is captured. A number of CFD studies of industrial-scale cyclones are also described. However, it is common for the full-scale measurements of these systems not to exist or to be limited, e.g., to only the pressure drop of the cyclone for a specific operating condition, indicating the lack of complete validation of the accuracy of current CFD studies.

6. Outlook

In this review, the capability of computational fluid dynamics in predicting the gas–solid flow field and performance of cyclone separators, operating at dilute–high loading of particles and ambient and elevated temperatures, is discussed. Summaries of ambient- and elevated-temperature CFD studies are provided in Sections 4.4 and 5.4. In general, it can be stated that the CFD simulation can be used as a powerful tool to successfully predict the flow field and performance of cyclone separators, i.e., pressure drop and separation efficiency, with the E–L and hybrid methods being the most frequently used approaches. However, as the mass loading and the operating temperature increase, the validation of the internal flow field, which is important for a better understanding of the separation process, becomes challenging due to the lack of experimental data. For these cyclones, the validation is so far limited to the comparison of the pressure drop and seldom the measured separation efficiency.

The drag models that are usually applied in two- and four-way coupled simulations are well-known homogeneous models, e.g., Wen–Yu [113] and Gidaspow [50], while heterogeneous models, e.g., the energy-minimization-multi-scale (EMMS) approach [153], are rarely used (for example, see [111]). In the authors’ opinion, heterogeneous drag models can be more suitable for CFD simulation of heavily loaded cyclones (e.g., inlet mass loading on the order of 1–100 kg/s/kg), as it is likely to have cluster formation in the internal regions, apart from regions close to the cyclone walls, especially for the elevated operating temperatures with weakened centrifugal effect.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| CFB          | Circulating fluidized bed |
| CFD          | Computational fluid dynamics |
| DDPM         | Dense discrete phase model |
| DEM          | Discrete element method |
| DRW          | Discrete random walk |
| E–E          | Eulerian–Eulerian |
| E–L          | Eulerian–Lagrangian |
| LES          | Large eddy simulation |
| LRR          | Launder, Reece, and Rodi model [73] (variation of the RSTM) |
| KTGF         | Kinetic theory of granular flows |
| PBM          | Population balance model |
| PVC          | Precessing vortex core |
| RSTM         | Reynolds stress transport model |
| SGS          | Subgrid-scale |
| SSG          | Speziale, Sarkar, and Gatski model [74] (variation of the RSTM) |
| UDF          | User-defined function |
| URANS        | Unsteady Reynolds-averaged Navier–Stokes |
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