Abstract

In this work, we theoretically study the impact of differential privacy on fairness in binary classification. We prove that, given a class of models, popular group fairness measures are pointwise Lipschitz-continuous with respect to the parameters of the model. This result is a consequence of a more general statement on the probability that a decision function makes a negative prediction conditioned on an arbitrary event (such as membership to a sensitive group), which may be of independent interest. We use the aforementioned Lipschitz property to prove a high probability bound showing that, given enough examples, the fairness level of private models is close to the one of their non-private counterparts.

1 Introduction

The performance of machine learning models have mainly been evaluated in terms of utility, that is their ability to solve specific tasks. However, such models can be used in sensitive contexts, and impact people’s lives. It is thus crucial that users can trust in these models. While trustworthiness encompasses multiple concepts, fairness and privacy have attracted a lot of interest in the past few years. Fairness requires models not to unjustly discriminate against specific individuals or subgroups of the population, and privacy preserves individual-level information about the training data from being inferred from the model. These two notions have been extensively studied in isolation: there exists numerous approaches to learn fair models (Caton and Haas, 2020; Mehrabi et al., 2021), or to preserve privacy (Dwork et al., 2014; Liu et al., 2021). However, only few works study the interplay between privacy and fairness. In this paper, we take a step forward in this direction, proposing a new theoretical bound on the relative impact of privacy on fairness in the binary classification setting.

Fairness takes various forms (depending on the task and context), and several definitions have been proposed. On the one hand, the goal may be to ensure that similar individuals are treated similarly. This is captured by individual fairness (Dwork et al., 2012) and counterfactual fairness (Kusner et al., 2017). On the other hand, group fairness requires that decisions made by machine learning models do not unjustly discriminate against subgroups of the population. In this paper, we focus on four popular group fairness definitions, namely Equalized Odds (Hardt et al., 2016), Equality of Opportunity (Hardt et al., 2016), Accuracy Parity (Zafar et al., 2017), and Demographic Parity (Calders et al., 2009).

Differential privacy (Dwork, 2006) has been widely adopted for controlling how much information the output of an algorithm may leak about its input data. It allows publishing machine learning models while preventing an adversary from guessing too confidently the presence (or absence) of an individual in the training data. To enforce differential privacy, one typically releases a noisy estimate of the true model (Dwork, 2006), so as to conceal any sensitive information contained in individual data points. This induces a trade-off between the strength of the protection and the utility of the learned model. While this trade-off has been extensively studied (Chaudhuri et al., 2011; Bassily et al., 2014), its implications for fairness are not yet well understood.

Contributions. In this work, we theoretically quantify the difference in fairness levels between private and non-private models. More precisely, we derive high probability bounds showing that this difference shrinks at
a rate of $\tilde{O}(\sqrt{7/n})$. To obtain this result, we first prove that the probability that a decision function makes a negative prediction, conditioned on an arbitrary event (such as membership to a sensitive group), is pointwise Lipschitz continuous with respect to the model. This pointwise Lipschitzness is inherited by many popular group fairness notions, such as Equalized Odds and Demographic Parity. Consequently, two sufficiently close models will have similar fairness levels. We then recall that, given enough training records, privacy preserving mechanisms (like output perturbation (Chaudhuri et al., 2011; Lowy and Razaviyayn, 2021) or DP-SGD (Song et al., 2013; Bassily et al., 2014)) learn models that are close to the optimal non-private model. Combining these two results, we derive high probability bounds showing that, with enough training examples, (i) given an optimal non-private model, enforcing privacy will not harm fairness too much, and (ii) given a private model, the corresponding (unknown) non-private optimal model cannot be vastly fairer. Both results can be seen as certificates on the fairness loss due to privacy.

Related work. Among the prior work that studied fairness and privacy in a joint fashion, one may identify three main research directions. First, it has been empirically observed that privacy can exacerbate unfairness (Pujol et al., 2020; Bagdasaryan et al., 2019) and, conversely, that enforcing a fair model can lead to more privacy leakage for the unprivileged group (Chang and Shokr, 2020). Unfortunately, these observations are not supported by theoretical results. It is thus not clear if they hold for all datasets and private training methods. Second, a few approaches have been proposed to learn models that are both fair and privacy-preserving. However, these works either have limited theoretical guarantees on their performance (Kilbertus et al., 2018; Xu et al., 2013; 2020) or learn stochastic models which might not be usable in contexts where deterministic decisions are expected (Jagielski et al., 2019; Mozannar et al., 2020). Finally, a few works have shown that fairness and privacy are incompatible in some settings, in the sense that there exists data distributions where enforcing one prevents the other from being satisfied (Sanval et al., 2022), or where enforcing both implies trivial utility (Cummings et al., 2013; Agarwal, 2020). While appealing at first glance, these results usually consider unrealistic cases that are hardly encountered in practice. In this paper, we also study fairness and privacy jointly but rather than studying whether they may be achieved simultaneously, we investigate the relative difference in fairness level between private and non-private models. To the best of our knowledge, the work closest to ours is the one of Tran et al. (2021). They analyze the impact of privacy on fairness in Empirical Risk Minimization, where their notion of fairness is defined as the difference between the excess risk computed on the overall population and the excess risk computed on a subgroup of the population. They study the expected behaviour over the possible private models while our results are model-specific. Furthermore, their analysis is based on a second-order Taylor approximation, which might be loose even for popular loss functions. Finally and most importantly, loss-based fairness does not always guarantee the fairness of the actual decisions taken by the model. In contrast, our work provides guarantees in terms of widely-accepted group fairness definitions.

2 Preliminaries

In this section, we present the fairness and privacy notions that will be used throughout the paper. We consider a binary classification problem with a feature space $\mathcal{X}$, binary labels $\mathcal{Y} = \{-1, 1\}$, and a finite set $S$ of values for the sensitive attribute. Let $\mathcal{D}$ be a distribution over $\mathcal{X} \times S \times \mathcal{Y}$, and $D = \{(x_1, s_1, y_1), \ldots, (x_n, s_n, y_n)\}$ be a training set of $n$ examples drawn i.i.d. from $\mathcal{D}$. Let $\mathcal{H}$ be a space of real-valued functions $h : \mathcal{X} \rightarrow \mathbb{R}$ equipped with a norm $\|\cdot\|_H$. Given a decision function $h \in \mathcal{H}$, a binary prediction may be obtained using the sign function, that is $\text{sign}(h(x))$ with the convention $\text{sign}(0) = 1$. The goal of a learning algorithm $\mathcal{A} : (\mathcal{X} \times \mathcal{S} \times \mathcal{Y})^n \rightarrow \mathcal{H}$ is to find the best possible model to solve the task. In this work, the quality of a model $h$ will be evaluated through its accuracy $\text{Acc}(h) = P(\text{sign}(h(X)) = Y)$, and its fairness level (as defined in Section 2.1). Furthermore, given a non-private algorithm $\mathcal{A}$, our goal will be to compare its output to that of a private version $\mathcal{A}^{\text{priv}}$ of $\mathcal{A}$ that guarantees differential privacy.
2.1 Fairness

In this paper, we focus on group fairness. These definitions are based on the idea that a group of individuals should not be discriminated against, compared to the overall population. Usually, these groups are defined by the sensitive attribute from $S$. However, in some cases, it is necessary to consider more fine-grained partitions. This is, for example, the case in Equalized Odds (Hardt et al., 2016), where a model is fair if its performance is the same on the overall population and on subgroups of individuals that share the same sensitive group and the same label. Thus, for the sake of generality, we assume that the data can be partitioned into $K$ disjoint groups denoted by $D_1, \ldots, D_k, \ldots, D_K$. As in Maheshwari and Perrot (2022), we consider fairness definitions that, for each group $k$, can be written as:

$$F_k(h, D) = C_k^0 + \sum_{k'=1}^{K} C_k^{k'} \mathbb{P}(h(X) < 0 | D_{k'}) ,$$

(1)

where the $C_k$'s are group-specific constants independent of $h$, that typically depend on the size of the groups. In Appendix A, we show that usual group fairness notions such as Demographic Parity (Calders et al., 2009), Equality of Opportunity (Hardt et al., 2016), Equalized Odds (Hardt et al., 2016), and Accuracy Parity (Zafar et al., 2017) are all particular cases of the general form in Equation (1). By convention, we consider that $F_k(h, D) > 0$ when the group $k$ is advantaged by $h$ compared to the overall population, $F_k(h, D) < 0$ when the group is disadvantaged and $F_k(h, D) = 0$ when $h$ is fair for group $k$.

In some cases, rather than measuring fairness for each group $k$ independently, it is interesting to summarize the information with an aggregate value. For example, we will use the mean of the absolute fairness level of each group:

$$\text{Fair}(h, D) = \frac{1}{K} \sum_{k=1}^{K} |F_k(h, D)| ,$$

(2)

where $\text{Fair}(h, D) = 0$ indicates that $h$ is fair and $\text{Fair}(h, D) > 0$ that it is unfair.

2.2 Differential Privacy

We measure the privacy of machine learning models with differential privacy (see Definition 1 below). Differential privacy guarantees that the outcomes of a randomized algorithm are similar when run on datasets that differ in at most one data point. It effectively preserves privacy by preventing an adversary observing the trained model from inferring the presence of an individual in the training set. One of the key properties of differential privacy guarantees is that it still holds after post-processing of the algorithm’s outcome (Dwork, 2006), as long as this post-processing is independent on the data. Let $D, D' \in (\mathcal{X} \times S \times Y)^n$ be two datasets of $n$ elements. We say that they are neighboring (denoted by $D \approx D'$) if they differ in at most one element.

Definition 1 (Differential Privacy (Dwork, 2006)). Let $A^{\text{priv}} : (\mathcal{X} \times S \times Y)^n \rightarrow \mathcal{H}$ be a randomized algorithm. We say that $A^{\text{priv}}$ is $(\epsilon, \delta)$-differentially private if, for all neighboring datasets $D, D' \in (\mathcal{X} \times S \times Y)^n$ and all subsets of hypotheses $H \subseteq \mathcal{H}$,

$$\mathbb{P}(A^{\text{priv}}(D) \in H) \leq \exp(\epsilon) \mathbb{P}(A^{\text{priv}}(D') \in H) + \delta .$$

To design differentially private algorithms to estimate a function $A : (\mathcal{X} \times S \times Y)^n \rightarrow \mathbb{R}^p$, we need to quantify how much changing one point in a dataset impacts the output of $A$. This is typically measured using the (L2) sensitivity of $A$, which is defined as

$$\Delta(A) = \sup_{D \approx D'} \|A(D) - A(D')\|_2 .$$
The value of \(\mathcal{A}\) on a dataset \(D \in (X \times S \times Y)^n\) can be released privately using the Gaussian mechanism \cite{Dwork2014}. Formally, to guarantee \((\epsilon, \delta)\)-differential privacy, we add Gaussian noise to \(\mathcal{A}(D)\), calibrated to its sensitivity and the desired level of privacy:

\[
\mathcal{A}^{\text{priv}}(D) = \mathcal{A}(D) + \mathcal{N}\left(0, \frac{2\Delta(A)^2 \log(1.25/\delta)}{\epsilon^2} \mathbb{I}_p\right),
\]

where \(\mathcal{N}(0, \sigma^2 \mathbb{I}_p)\) is a sample from the normal distribution with mean zero and variance \(\sigma^2 \mathbb{I}_p\). In many cases (e.g., when the dataset \(D\) is large), \(\mathcal{A}^{\text{priv}}\) is computed on a random subsample of \(D\). Assuming \(\mathcal{A}^{\text{priv}}\) is \((\epsilon, \delta)\)-differentially private, applying \(\mathcal{A}^{\text{priv}}\) to a randomly selected fraction \(q\) of \(D\) satisfies \(O(q\epsilon)q\delta\)-differential privacy, thereby amplifying privacy guarantees \cite{Kasiviswanathan2011, Beimel2014}. This privacy amplification by subsampling phenomenon, together with the Gaussian mechanism, serve as a building block in more complex algorithms. In particular, they can be composed, as described by Dwork et al. \cite{Dwork2014}, allowing the design of iterative private algorithms such as DP-SGD \cite{Bassily2014, Abadi2016}.

3 Pointwise Lipschitzness and Group Fairness

In this section, we show that several popular group fairness notions are pointwise Lipschitz with respect to the decision function. To this end, we first prove a more general result (which might be of independent interest): allowing the design of iterative private algorithms such as DP-SGD \cite{Bassily2014, Abadi2016}.

3.1 Pointwise Lipschitzness of Conditional Negative Predictions

We first link the difference of conditional probabilities that two decision functions make a negative prediction to the distance that separates them. For instance, consider a bounded \(X \subseteq \mathbb{R}^p\), and \(H\) the set of linear functions from \(X\) to \(\mathbb{R}\). As \(H\) is a set of linear operators, it can be equipped with the operator norm \(\|h\|_H = \sup_{\|x\|_2 \leq 1} h(x)\). We obtain \(L = \sup_{x \in X} \|x\|_2\), since for \(h, h' \in H\), \(\|h(h(x)) - h'(h(x))\|_H \leq \|h - h'\|_H \|x\|_2\). We now state our main result, that we prove in Appendix \[B\].

**Theorem 1 (Pointwise Lipschitzness of Conditional Negative Predictions).** Let \(H\) be a set of real valued functions, and \(L\) the Lipschitz constant defined in \[B\]. Let \(h, h' \in H\) be two models, \((X, Y, S)\) be a tuple of random variables having distribution \(D\), and \(E\) be an arbitrary event. Assume that \(\mathbb{E}\left(\frac{1}{\|h(X)\|} \mid E\right) < +\infty\), then

\[
\left|\mathbb{P}(h(X) < 0 \mid E) - \mathbb{P}(h'(X) < 0 \mid E)\right| \leq \mathbb{E}\left(\frac{1}{\|h(X)\|} \mid E\right) L \|h - h'\|_H.
\]

**Proof.** (Sketch) The proof of this theorem is in two steps. First, we use the Lipschitz continuity property associated with \(H\), the triangle inequality, and the union bound to show that \(\left|\mathbb{P}(h(X) < 0 \mid E) - \mathbb{P}(h'(X) < 0 \mid E)\right| \leq \mathbb{P}\left(h(X) \leq L\|h - h'\|_H \mid E\right)\). Then, taking the inverse and applying Markov’s inequality gives the desired result. \(\Box\)
Remark 1 (Markov’s inequality and Chernoff’s bound). In the last step of the proof of Theorem 1, a tighter result can be obtained using Chernoff’s bound instead of Markov’s inequality (as shown in Appendix B). However, the resulting bound is harder to parse and interpret. Hence, for the sake of readability, we focus on the result obtained with Markov’s inequality.

Remark 2 (Importance of $\mathbb{E}(1/|h(X)| \mid E)$). Given $x \in X$, $1/|h(x)|$ is as high as $h(x)$ is close to zero. This implies that, when the probability (given $E$) that a point is near the decision threshold is small, $\mathbb{E}(1/|h(X)| \mid E)$ is also small. This can notably be the case for large margin classifiers. Theorem 1 shows that the function $h \mapsto \mathbb{P}(h(X) < 0 \mid E)$ is pointwise Lipschitz over $\mathcal{H}$. In the remainder of this section, we will use Theorem 1 to show that popular group fairness notions are also pointwise Lipschitz.

3.2 Pointwise Lipschitzness and Group Fairness

We now use Theorem 1 to relate the fairness level of any two classifiers, based on the distance between their decision functions. Specifically, Theorem 2 bounds the relative fairness levels for fairness notions in the form of Equation (1).

**Theorem 2 (Pointwise Lipschitzness of Fairness).** Let $h, h' \in \mathcal{H}$ be the decision functions of two binary classifiers, $L$ be defined as in Definition 2 and $(X, S, Y) \sim D$. For any fairness notion of the form of Equation (1), we have:

$$\forall k \in [K], |F_k(h, D) - F_k(h', D)| \leq \chi_k(h, D) L \| h - h' \|_{\mathcal{H}} .$$

with $\chi_k(h, D) = \sum_{k'=1}^{K} C_k^{k'} \mathbb{E} \left( \frac{1}{|h(X)|} \mid D_{k'} \right)$. Similarly, for the aggregate measure of fairness defined in Equation (2), we have:

$$|\text{FAir}(h, D) - \text{FAir}(h', D)| \leq \frac{1}{K} \sum_{k=1}^{K} \chi_k(h, D) L \| h - h' \|_{\mathcal{H}} .$$

*Proof. (Sketch)* To prove the first claim, we use the triangle inequality to show that, for each group, the absolute difference in fairness is bounded by a combination of absolute differences between conditional probabilities. We can then apply Theorem 1. The second claim follows by using the triangle inequality and applying the first result to each group independently. The complete proof is provided in Appendix C. \( \square \)

Theorem 2 mainly implies that two binary classifiers with sufficiently close decision functions will have similar fairness levels. In the next corollary, we instantiate Theorem 2 for various popular group fairness notions.

**Corollary 1 (Popular Group Fairness Notions).** Let $h, h' \in \mathcal{H}$ be the decision functions of two binary classifiers, $L$ defined as in Definition 2. The following holds:

**Equalized Odds (Hardt et al., 2016):** the data is divided into $K = |S \times Y|$ groups such that

$$\forall (y, r) \in Y \times S, \chi_{(y, r)}(h, D) = \mathbb{E} \left( \frac{1}{|h(X)|} \mid Y = y \right) + \mathbb{E} \left( \frac{1}{|h(X)|} \mid Y = y, S = r \right) .$$

**Equality of Opportunity (Hardt et al., 2016):** the data is divided into $K = |S|$ groups such that

$$\forall (r) \in S, \chi_{(r)}(h, D) = \mathbb{E} \left( \frac{1}{|h(X)|} \mid Y = 1 \right) + \mathbb{E} \left( \frac{1}{|h(X)|} \mid Y = 1, S = r \right) .$$

**Accuracy Parity (Zafar et al., 2017):** the data is divided into $K = |S \times Y|$ groups such that

$$\forall (y, r) \in S, \chi_{(y, r)}(h, D) = \mathbb{E} \left( \frac{1}{|h(X)|} \right) + \mathbb{E} \left( \frac{1}{|h(X)|} \mid S = r \right) .$$
Demographic Parity (Calders et al., 2009): the data is divided into $K = |S \times Y|$ groups such that
\[
\forall (y, r) \in Y \times S, \chi_{(y, r)}(h, D) = \mathbb{E} \left( \frac{1}{|h(X)|} \right) + \mathbb{E} \left( \frac{1}{|h(X)|} \right) |S = r| .
\]

Proof. This corollary follows from Theorem 2 by replacing the constants $C_k^\prime$ by appropriate values that depend on the fairness notion under consideration and are detailed in Appendix A. □

Corollary 1 shows that our results are applicable to several popular fairness notions and that the pointwise Lipschitz constant $\chi_k(h, D)_L$ depends on the fairness notion under consideration. In Section 4, we will show that these results may be used to quantify the relative fairness level between private and non-private models.

Remark 3. Interestingly, Theorem 1 is also applicable to accuracy. Thus, for two decision functions $h, h' \in \mathcal{H}$, and $L$ defined as in Definition 2, accuracy satisfies
\[
|\text{Acc}(h) - \text{Acc}(h')| \leq \mathbb{E} \left( \frac{1}{|h(X)|} \right) L \|h - h'\|_\mathcal{H} .
\]

4 Quantifying the Relative Fairness of Private Models

In this section, we aim at quantifying the fairness level of a privately learned model, compared to its non-private counterpart. Assume that the set of hypothesis functions $\mathcal{H}$ is parameterized by vectors from a closed convex subset of $\mathbb{R}^p$, where $h \in \mathcal{H}$ interchangeably denotes the function and its parameters. We have that $\|\cdot\|_\mathcal{H} = \|\cdot\|_2$. Let $\ell : \mathcal{H} \times Y \times S \times Y \to \mathbb{R}$ be a loss function. Assume $\ell$ is $\Lambda$-Lipschitz, $\beta$-smooth, $\mu$-strongly-convex with respect to its first variable. We define $h^* \in \mathcal{H}$ as the parameters of the model learned by empirical risk minimization:
\[
h^* = \arg \min_{h \in \mathcal{H}} f(h; D) = \frac{1}{n} \sum_{i=1}^n \ell(h; x_i, s_i, y_i) .
\]

When clear from the context, we will omit the dependence of $f$ on $D$. Let $h^{\text{priv}}$ be a differentially private approximation of $h^*$. To guarantee differential privacy, the choice of $h^{\text{priv}}$ must be randomized. Nevertheless, we can typically derive high-probability bounds on the distance between $h^*$ and its private approximation $h^{\text{priv}}$. In the remainder of this section, we recall such bounds for two widely used private algorithms: output perturbation (Chaudhuri et al., 2011), and DP-SGD (Bassily et al., 2014). We then use these bounds together with our results of Section 3.2 to bound the fairness level of the private solution $h^{\text{priv}}$ in comparison to the one of the true solution $h^*$.

4.1 Two Private Mechanisms for DP-ERM

In this section, we describe two common differentially private mechanisms for solving problem (3). Output perturbation computes the true solution to (3), and releases a private estimate through the Gaussian mechanism. In contrast, DP-SGD uses iterative updates with privatized gradients. For each mechanism, we give a high-probability bound on the distance from the released private parameters to the optimal (non-private) ones.

Output Perturbation. The output perturbation mechanism, as proposed and analyzed by Chaudhuri et al. (2011); Lowy and Razaviyayn (2021), computes the non-private solution $h^*$ of (3), and releases it privately using the Gaussian mechanism:
\[
h^{\text{priv}} = \pi_H(h^* + \mathcal{N}(\sigma^2 I_p)) ,
\]
where \( \pi_H \) is the projection on \( H \). Let \( \Delta \) be the sensitivity of the function \( D \mapsto \arg\min_{w \in H} f(w; D) \). Then, given \( 0 < \epsilon, \delta < 1 \), \( h^{\text{priv}} \) is \((\epsilon, \delta)\)-differentially private as long as \( \sigma^2 \geq 2\Delta^2 \log(1.25/\delta)/\mu^2 n^2 \epsilon^2 \). Furthermore, one can show that, in our setting, \( \Delta = 2\Lambda/\mu n \) (see Appendix 4 for full derivation). We bound the distance between \( h^{\text{priv}} \) and \( h^* \) (with high probability) in Lemma 1.

**Lemma 1.** Let \( h^{\text{priv}} \) be the vector released by output perturbation with noise \( \sigma^2 = 8\Lambda^2 \log(1.25/\delta)/\mu^2 n^2 \epsilon^2 \), and \( 0 < \zeta < 1 \), then with probability at least \( 1 - \zeta \),

\[
\| h^{\text{priv}} - h^* \|_2^2 \leq 4p\sigma^2 \log(2/\zeta) = \frac{32p\Lambda^2 \log(1.25/\delta) \log(2/\zeta)}{\mu^2 n^2 \epsilon^2}.
\]

**DP-SGD.** Differentially Private Stochastic Gradient Descent (DP-SGD) starts from a model \( h^0 \in H \) and updates them using stochastic gradients, computed on one data record at a time:

\[
h^{t+1} = \pi_H (h^t - \gamma (\nabla f(h^t; x_i; y_i) + \eta^t)), \quad \text{with } i \sim [n], \eta^t \sim \mathcal{N}(0, \sigma^2 I_p).
\]

After \( T > 0 \) iterations, DP-SGD releases \( h^{\text{priv}} = h^T \). Then, given \( 0 < \epsilon, \delta < 1 \), \( h^{\text{priv}} \) is \((\epsilon, \delta)\)-differentially private when \( \sigma^2 \geq 64\Lambda^2 T^2 \log(3T/\delta) \log(3/\delta)/n^2 \epsilon^2 \). We bound the distance between \( h^{\text{priv}} \) and \( h^* \) (with high probability) in Lemma 2.

**Lemma 2.** Let \( h^{\text{priv}} \) be the vector released by DP-SGD with appropriate noise to ensure \((\epsilon, \delta)\)-differential privacy. Assume that \( \sigma^2 = E_{i \sim [n]} \| \nabla f(h^*; x_i; y_i) \|^2 \leq \sigma^2 \). Let \( 0 < \zeta < 1 \), then with probability at least \( 1 - \zeta \),

\[
\| h^{\text{priv}} - h^* \|_2^2 = \tilde{O} \left( \frac{p\Lambda^2 \log(1/\delta)^2}{\zeta \mu^2 n^2 \epsilon^2} \right),
\]

where \( \tilde{O} \) ignores logarithmic terms in \( n \) (the number of examples) and \( p \) (the number of model parameters).

**Remark 4.** For clarity of exposition in Lemma 2 we did not use minimal assumptions and used the simplest variant of DP-SGD. Notably, the assumption on \( \sigma^2 \) can be removed by using variance reduction schemes, and tighter bounds on \( \sigma \) can also be obtained using Rényi Differential Privacy [Mironov, 2017]. Similarly, the assumption \( \epsilon < 1 \) is only used to give simple closed-form bounds, and strong convexity and smoothness assumptions can be relaxed.

### 4.2 Bounding the Fairness of Private Models

We now use the bounds from Lemma 1 and Lemma 2 to control the loss in fairness levels due to privacy by plugging them into Theorem 3, which gives Theorem 3.

**Theorem 3.** Let \( h^{\text{priv}} \) be a private estimation obtained through output perturbation of the optimal non-private solution \( h^* \) of (3), then given \( h^{\text{ref}} \in \{ h^*, h^{\text{priv}} \} \) we have, with probability at least \( 1 - \zeta \),

\[
| \text{Fair}(h^{\text{priv}}, D) - \text{Fair}(h^*, D) | \leq \frac{L \Lambda \sqrt{32p \log(1/\delta) \log(2/\zeta)}}{K \mu \epsilon} \sum_{k=1}^{K} \chi_k(h^{\text{ref}}, D).
\]

Similarly, if \( h^{\text{priv}} \) is estimated through DP-SGD, we have that, with probability at least \( 1 - \zeta \),

\[
| \text{Fair}(h^{\text{priv}}, D) - \text{Fair}(h^*, D) | = \tilde{O} \left( \frac{L \Lambda \sqrt{p \log(1/\delta)}}{K \sqrt{\zeta \mu \epsilon}} \right) \sum_{k=1}^{K} \chi_k(h^{\text{ref}}, D),
\]

where \( \tilde{O} \) ignores logarithmic terms other than \( \log(1/\delta) \).

This result shows that, when learning a private model, the unfairness due to privacy vanishes at a \( \tilde{O}(\sqrt{\gamma/n}) \) rate. To our knowledge, our result is the first to quantify this rate. This result may be interpreted and used in two ways depending on the value of \( h^{\text{ref}} \).
• Assuming that \( h_{\text{ref}} = h_{\text{priv}} \). In this case, the private model is known but its optimal non-private counterpart is not. There, our result can certify, given enough examples, that the fairness level of the private model is close to the one of the optimal non-private model. This allows the practitioner to give guarantees on the model, that the end user can trust.

• Assuming that \( h_{\text{ref}} = h^* \). There, the true model \( h^* \) is owned by someone who cannot share it, due to privacy concerns. Imagine that the model needs to be audited for fairness. Then, the model owner can compute a private estimate of their model, and send it to the (honest but curious) auditing company. The bound allows to obtain fairness bounds for the true model from the inspection of the private one, and thus acts as a certificate of correctness of the audit done on the private version of the model.

5 Conclusion

Our main result states that the unfairness incurred by privacy in differentially private binary classification vanishes at a rate of \( \tilde{O}(\sqrt{p/n}) \), where \( n \) is the number of training records, and \( p \) the number of parameters. This rate can be used as a certificate that a private model is not overly more unfair than the best non-private model, even when the latter is unknown. To obtain this result, we showed that several group fairness notions are pointwise Lipschitz with respect to the parameters of the model. This is the consequence of a more general result stating that the probability for a decision function to make a negative prediction conditioned on an arbitrary event (such as membership to a sensitive group) is pointwise Lipschitz continuous in the decision function.

We believe that such certificates can benefit privacy preserving machine learning by guaranteeing that learned models are satisfactory both in terms of accuracy and fairness. They are a step towards building machine learning models that the end user can trust, and could guide the design of fairer privacy-preserving machine learning algorithms. Conversely, they could be misused by malicious parties, who may try to trick uninformed users into thinking their models are fair and privacy preserving in situations where the number of available data records were insufficient to obtain meaningful certificates. Also, note that we do not address the problem of learning fair and private models but rather derive a guarantee that private models are not overly unfair in comparison with non-private models.

As of now, we only considered two algorithms for DP-ERM that require strongly-convex and smooth objective functions. While our results already cover a wide range of approaches, they are not compatible with some widely used models such as neural networks. Bridging this gap would make the derived results even more appealing. Similarly, these two mechanisms were not designed to impose fairness constraints. Thus, extending our results to fair methods for DP-ERM would be an important next step. Finally, our results theoretically show that, as the number of examples increases, the fairness loss due to the privacy preserving mechanism vanishes. However, we did not numerically assess the tightness of our results. All of these make very interesting directions for future work.
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This appendix provides several examples of group fairness functions compatible with our framework (Appendix A) and the proofs of the main theoretical results that were omitted in the main paper for the sake of readability (Appendices B to E).

## A Fairness functions

In this section we recall several well known fairness functions and show that they can be written in the form of Equation (1).

### Example 1 (Equalized Odds [Hardt et al., 2016])

A model \( h \) is fair for Equalized Odds when the probability of predicting the correct label is independent of the sensitive attribute, that is, \( \forall (y, r) \in Y \times S \)

\[
F_{(y, r)}(h, D) = \Pr (\text{sign}(h(X)) = \text{sign}(Y) \mid Y = y, S = r) - \Pr (\text{sign}(h(X)) = \text{sign}(Y) \mid Y = y).
\]

We can then write \( F_{(y, r)}(h, D) \) in the form of Equation (1) as

\[
F_{(y, r)}(h, D) = C^0_{(y, r)} + \sum_{(y', r') \in Y \times S} C^{(y', r')}_{(y, r)} \Pr (h(X) < 0 \mid Y = y', S = r')
\]

with

\[
C^0_{(y, r)} = 0
\]

\[
C^{(y, r)}_{(y, r)} = y(\Pr (S = r \mid Y = y) - 1)
\]

\( \forall r' \neq r, C^{(y, r')}_{(y, r)} = y \Pr (S = r' \mid Y = y) \)

\( \forall y' \neq y \text{ and } r' \in S, C^{(y', r')}_{(y, r)} = 0 \)

**Proof.** We have that

\[
F_{(-1, r)}(h, D) = \Pr (\text{sign}(h(X)) = \text{sign}(Y) \mid Y = -1, S = r) - \Pr (\text{sign}(h(X)) = \text{sign}(Y) \mid Y = -1) = \Pr (h(X) < 0 \mid Y = -1, S = r) - \sum_{r' \in S} \Pr (h(X) < 0 \mid Y = -1, S = r') \Pr (S = r' \mid Y = -1)
\]

and

\[
F_{(1, r)}(h, D) = \Pr (\text{sign}(h(X)) = \text{sign}(Y) \mid Y = 1, S = r) - \Pr (\text{sign}(h(X)) = \text{sign}(Y) \mid Y = 1) = \Pr (h(X) \geq 0 \mid Y = 1, S = r) - \sum_{r' \in S} \Pr (h(X) < 0 \mid Y = 1, S = r') \Pr (S = r' \mid Y = 1) - \Pr (h(X) < 0 \mid Y = 1, S = r)
\]

which gives the result. \( \square \)

### Example 2 (Equality of Opportunity [Hardt et al., 2016])

A model \( h \) is fair for Equality of Opportunity when the probability of predicting the correct label is independent of the sensitive attribute for the desirable outcome \( Y = 1 \), that \( \forall (r) \in S \)

\[
F_{(r)}(h, D) = \Pr (h(X) \geq 0 \mid Y = 1, S = r) - \Pr (h(X) \geq 0 \mid Y = 1).
\]
We can then write \( F_r(h, D) \) in the form of Equation (11) as

\[
F_r(h, D) = C_{(r)}^0 + \sum_{(r') \in S} C_{(r')}^r \Pr(h(X) < 0 | Y = 1, S = r')
\]  

(5)

with

\[
C_{(r)}^0 = 0
\]

\[
C_{(r)}^r = \Pr(S = r | Y = 1) - 1
\]

\[
\forall r' \neq r, C_{(r')}^r = \Pr(S = r' | Y = 1)
\]

Proof. We have that

\[
F_r(h, D) = \Pr(h(X) \geq 0 | Y = 1, S = r) - \Pr(h(X) \geq 0 | Y = 1)
\]

\[
= \sum_{r' \in S} \Pr(h(X) < 0 | Y = 1, S = r') \Pr(S = r' | Y = 1) - \Pr(h(X) < 0 | Y = 1, S = r)
\]

which gives the result. \( \square \)

Example 3 (Accuracy Parity \cite{Zafar2017}). A model \( h \) is fair for Accuracy Parity when the probability of being correct is independent of the sensitive attribute, that is, \( \forall (y, r) \in Y \times S \)

\[
F_{(y,r)}(h, D) = \Pr(\text{sign}(h(X)) = \text{sign}(Y) | S = r) - \Pr(\text{sign}(h(X)) = \text{sign}(Y)).
\]

Note that, in this case, we have \( F_{(1,r)}(h, D) = F_{(-1,r)}(h, D) \), that is we use redundant constraints. This is a simple trick to fit the setting of Equation (11) that does not change the result of aggregate fairness defined in Equation (2). We can then write \( F_{(y,r)}(h, D) \) in the form of Equation (11) as

\[
F_{(y,r)}(h, D) = C_{(y,r)}^0 + \sum_{(y', r') \in Y \times S} C_{(y,r')}^{y',r'} \Pr(h(X) < 0 | Y = y', S = r')
\]

(6)

with

\[
C_{(y,r)}^0 = \Pr(Y = 1 | S = r) - \Pr(Y = 1)
\]

\[
\forall y' \in Y, C_{(y,r')}^{y',r'} = y' \Pr(Y = y', S = r) - \Pr(Y = y' | S = r)
\]

\[
\forall r' \neq r \text{ and } \forall y' \in Y, C_{(y,r')}^{y',r'} = y' \Pr(Y = y', S = r')
\]

Proof. We have that

\[
F_{(y,r)}(h, D) = \Pr(\text{sign}(h(X)) = \text{sign}(Y) | S = r) - \Pr(\text{sign}(h(X)) = \text{sign}(Y))
\]

\[
= \Pr(h(X) \geq 0 | Y = 1, S = r) \Pr(Y = 1 | S = r)
\]

\[
+ \Pr(h(X) < 0 | Y = 1, S = r) \Pr(Y = 1 | S = r)
\]

\[
- \Pr(h(X) \geq 0 | Y = -1, S = r) \Pr(Y = -1 | S = r)
\]

\[
- \Pr(h(X) < 0 | Y = -1, S = r) \Pr(Y = -1 | S = r)
\]

\[
= \Pr(Y = 1 | S = r) - \Pr(h(X) < 0 | Y = 1, S = r) \Pr(Y = 1 | S = r)
\]

\[
+ \Pr(h(X) < 0 | Y = 1, S = r) \Pr(Y = -1 | S = r)
\]

\[
- \Pr(Y = 1) + \Pr(h(X) < 0 | Y = 1) \Pr(Y = 1)
\]

\[
- \Pr(h(X) < 0 | Y = -1) \Pr(Y = -1)
\]
We can then write
\[ F_D = \] then
\[ \text{with} \]
\[ \text{when the probability of predicting a label is independent of the sensitive attribute, that is,} \]
\[ \text{Theorem (Pointwise Lipschitzness of Conditional Negative Predictions).} \]
\[ \text{which gives the result.} \]
\[ \text{Proof.} \]
\[ \text{Example 4 (Demographic Parity [Calders et al. (2009)]. A model \( h \) is fair for Demographic Parity when the probability of predicting a label is independent of the sensitive attribute, that is,} \]
\[ \forall (y, r) \in \mathcal{Y} \times \mathcal{S} \]
\[ F_{(y, r)}(h, D) = \mathbb{P}(\text{sign}(h(X)) = y \mid S = r) - \mathbb{P}(\text{sign}(h(X)) = y). \]
\[ \text{We can then write} \]
\[ F_{(y, r)}(h, D) \]
\[ \text{in the form of Equation (1)} \]
\[ \text{as} \]
\[ F_{(y, r)}(h, D) = C^0_{(y, r)} + \sum_{(y', r') \in \mathcal{Y} \times \mathcal{S}} C^{(y', r')}_{(y, r)} \mathbb{P}(h(X) < 0 \mid Y = y', S = r') \]
\[ \text{with} \]
\[ C^0_{(y, r)} = 0 \]
\[ \forall y' \in \mathcal{Y}, C^{(y', r')}_{(y, r)} = y(\mathbb{P}(Y = y', S = r') - \mathbb{P}(Y = y' \mid S = r)) \]
\[ \forall r' \neq r \text{ and } \forall y' \in \mathcal{Y}, C^{(y', r')}_{(y, r)} = y \mathbb{P}(Y = y', S = r') \]
\[ \text{Proof.} \]
\[ \text{We have that} \]
\[ F_{(y, r)}(h, D) = \mathbb{P}(\text{sign}(h(X)) = y \mid S = r) - \mathbb{P}(\text{sign}(h(X)) = y) \]
\[ \text{which gives the result.} \]

\section{B Proof of Theorem [1]}

\textbf{Theorem (Pointwise Lipschitzness of Conditional Negative Predictions).} Let \( \mathcal{H} \) be a set of real valued functions with \( L \) Lipschitz constant as defined in Definition [2]. Let \( h, h' \in \mathcal{H} \) be two models, \( (X, Y, S) \) be a triple of random variables sampled from \( \mathcal{D} \), and \( E \) be an arbitrary event. Assume that \( \mathbb{E}(1/|h(X)|) < +\infty \), then
\[ |\mathbb{P}(h(X) < 0 \mid E) - \mathbb{P}(h'(X) < 0 \mid E)| \leq \mathbb{E} \left( \frac{1}{|h(X)|} \bigg| E \right) L \| h - h' \|_{\mathcal{H}}. \]
Proof. The proof of this theorem is in two steps. First, we use the Lipschitz continuity property associated with $\mathcal{H}$, the triangle inequality, and the union bound to show that $|\mathbb{P}(h(X) < 0 \mid E) - \mathbb{P}(h'(X) < 0 \mid E)| \leq \mathbb{P}(|h(X)| \leq L\|h - h'\|_{\mathcal{H}} \mid E)$. Then, we use the Markov’s inequality to obtain the desired result.

**Bounding $|\mathbb{P}(h(X) < 0 \mid E) - \mathbb{P}(h'(X) < 0 \mid E)|$.** We have that

$$
\mathbb{P}(h(X) < 0 \mid E) - \mathbb{P}(h'(X) < 0 \mid E) \\
= \mathbb{P}(h(X) \geq 0 \mid E) - \mathbb{P}(h(X) < 0 \mid E) \\
= \mathbb{P}(h(X) + h'(X) - h(X) \geq 0 \mid E) - \mathbb{P}(h(X) \geq 0 \mid E) \\
= \mathbb{P}(h(X) \geq -(h'(X) - h(X)) \mid E) - \mathbb{P}(h(X) \geq 0 \mid E) \\
\leq \mathbb{P}(h(X) \geq -(h'(X) - h(X)) \mid E) - \mathbb{P}(h(X) \geq 0 \mid E) \\
\leq \mathbb{P}(h(X) \geq -L\|h - h'\|_{\mathcal{H}} \mid E) - \mathbb{P}(h(X) \geq 0 \mid E) \\
= \mathbb{P}(h(X) \geq 0 \mid E) + \mathbb{P}(0 > h(X) \geq -L\|h - h'\|_{\mathcal{H}} \mid E) - \mathbb{P}(h(X) \geq 0 \mid E) \\
= \mathbb{P}(0 > h(X) \geq -L\|h - h'\|_{\mathcal{H}} \mid E) \\
\leq \mathbb{P}(-|h(X)| \geq -L\|h - h'\|_{\mathcal{H}} \mid E) \\
\leq \mathbb{P}(|h(X)| \leq L\|h - h'\|_{\mathcal{H}} \mid E)
$$

Similarly, we have that

$$
\mathbb{P}(h'(X) < 0 \mid E) - \mathbb{P}(h(X) < 0 \mid E) \\
= \mathbb{P}(h(X) + h'(X) - h(X) < 0 \mid E) - \mathbb{P}(h(X) < 0 \mid E) \\
= \mathbb{P}(h(X) < |h'(X) - h(X)| \mid E) - \mathbb{P}(h(X) < 0 \mid E) \\
\leq \mathbb{P}(h(X) < L\|h - h'\|_{\mathcal{H}} \mid E) - \mathbb{P}(h(X) < 0 \mid E) \\
= \mathbb{P}(h(X) < 0 \mid E) + \mathbb{P}(0 \leq h(X) < L\|h - h'\|_{\mathcal{H}} \mid E) - \mathbb{P}(h(X) < 0 \mid E) \\
= \mathbb{P}(0 \leq h(X) < L\|h - h'\|_{\mathcal{H}} \mid E) \\
\leq \mathbb{P}(|h(X)| < L\|h - h'\|_{\mathcal{H}} \mid E) \\
\leq \mathbb{P}(|h(X)| \leq L\|h - h'\|_{\mathcal{H}} \mid E)
$$

It implies that

$$
|\mathbb{P}(h'(X) < 0 \mid E) - \mathbb{P}(h(X) < 0 \mid E)| \leq \mathbb{P}(|h(X)| \leq L\|h - h'\|_{\mathcal{H}} \mid E)
$$

**Bounding $\mathbb{P}(|h(X)| \leq L\|h - h'\|_{\mathcal{H}} \mid E)$.** We use the Markov’s Inequality and we assume that $\mathbb{P}(|h(X)| = 0 \mid E) = 0$. Hence, we have that

$$
\mathbb{P}(|h(X)| \leq L\|h - h'\|_{\mathcal{H}} \mid E) = \mathbb{P}\left(\frac{1}{|h(X)|} \geq \frac{1}{L\|h - h'\|_{\mathcal{H}}} \mid E\right) \\
\leq \mathbb{E}\left[\frac{1}{|h(X)|} \mid E\right] L\|h - h'\|_{\mathcal{H}}
$$

It concludes the proof.  \(\square\)
Remark 5. In the last step of the proof of Theorem 2, we can also use the Chernoff bound:

\[
\mathbb{P} (|h(X)| \leq L\|h - h'||_H \mid E) = \mathbb{P} (\exp (-t|h(X)|) \geq \exp (-tL\|h - h'||_H) \mid E) \\
\leq E[\exp (-t|h(X)|) \mid E] \exp (tL\|h - h'||_H)
\]

A correct choice of \(t\) would lead to potentially tighter bounds than the Markov’s inequality at the expense of readability, hence we chose to focus on the latter.

C Proof of Theorem 2

Theorem (Pointwise Lipschitzness of Fairness). Let \(h, h' \in \mathcal{H}\) be the decision functions of two binary classifiers, \(L\) be defined as in Definition 2, and \((X, S, Y) \sim D\). For any fairness notion of the form of Equation (1), we have:

\[
\forall k, |F_k(h, D) - F_k(h', D)| \leq \chi_k(h, D)L \|h - h'||_H .
\]

with \(\chi_k(h, D) = \sum_{k' = 1}^{K} |C_k^{k'} E\left(\frac{1}{|h(X)|} D_{k'}\right)\). Similarly, for the aggregate measure of fairness defined in Equation (2), we have:

\[
|\text{Fair}(h, D) - \text{Fair}(h', D)| \leq \frac{1}{K} \sum_{k = 1}^{K} \chi_k(h, D)L \|h - h'||_H .
\]

Proof. The first part follows \(\forall k\) from the following derivation.

\[
|F_k(h, D) - F_k(h', D)| = \left| C_k^0 + \sum_{k' = 1}^{K} C_k^{k'} \mathbb{P} (h(X) < 0|D_{k'}) - C_k^0 - \sum_{k' = 1}^{K} C_k^{k'} \mathbb{P} (h'(X) < 0|D_{k'}) \right|
\]

\[
= \left| \sum_{k' = 1}^{K} C_k^{k'} \left( \mathbb{P} (h(X) < 0|D_{k'}) - \mathbb{P} (h'(X) < 0|D_{k'}) \right) \right|
\]

\[
\downarrow \text{Triangle inequality.}
\]

\[
\leq \sum_{k' = 1}^{K} C_k^{k'} \left| \mathbb{P} (h(X) < 0|D_{k'}) - \mathbb{P} (h'(X) < 0|D_{k'}) \right|
\]

\[
\downarrow \text{Theorem 1}
\]

\[
\leq \sum_{k' = 1}^{K} C_k^{k'} E\left(\frac{1}{|h(X)|} D_{k'}\right) L \|h - h'||_H
\]

The second part is obtained thanks to the triangle inequality:

\[
|\text{Fair}(h, D) - \text{Fair}(h', D)| = \left| \frac{1}{K} \sum_{k = 1}^{K} |F_k(h, D)| - \frac{1}{K} \sum_{k = 1}^{K} |F_k(h', D)| \right|
\]

\[
\downarrow \text{Triangle inequality.}
\]

\[
\leq \frac{1}{K} \sum_{k = 1}^{K} ||F_k(h, D)| - |F_k(h', D)||
\]

\[
\downarrow \text{Reverse triangle inequality.}
\]

\[
\leq \frac{1}{K} \sum_{k = 1}^{K} |F_k(h, D) - F_k(h', D)|
\]

which gives the claim when combined with the first part of the theorem.
D Bound for Output Perturbation

D.1 Error via Output Perturbation

Let $\Delta$ be the sensitivity of the function $D \rightarrow \arg \min_{w \in \mathcal{C}} f(w;D)$. Its value can be released under $(\epsilon, \delta)$ differential privacy (Chaudhuri et al. 2011; Lowy and Razaviyayn 2021) as follows:

$$h^{\text{priv}} = h^* + \mathcal{N}(0, \sigma^2 I_p),$$

where $\sigma^2 = \frac{2\Delta^2 \log(1.25/\delta)}{2\epsilon^2}$ and $h^* = \arg\min_{h \in C} f(h)$. Then, Chernoff’s bound gives, for $t, \alpha > 0$,

$$
\mathbb{P}(\|h^{\text{priv}} - h^*\|^2 \geq \alpha) \leq \exp(-t\alpha) \mathbb{E}(\exp(t \|h^{\text{priv}} - h^*\|^2))
$$

(9)

by independence of the noise’s $p$ coordinates. Since $h_j^{\text{priv}}$ is a random Gaussian variable with mean $0$ and variance $\sigma^2$, we can compute $\mathbb{E}(\exp(t(h_j^{\text{priv}} - h_j^*)) = (1 - 2t\sigma^2)^{-1/2}$. We then obtain

$$
\mathbb{P}(\|h^{\text{priv}} - h^*\|^2 \geq \alpha) \leq \exp(-t\alpha)(1 - 2t\sigma^2)^{-p/2}.
$$

(11)

Let $t = 1/4p\sigma^2$, then it holds that $1 - 2t\sigma^2 = 1 - 1/2p \leq 1$ and

$$
(1 - 2t\sigma^2)^{-p/2} = \exp \left(-\frac{p}{2} \log(1 - \frac{1}{2p}) \right) \leq \exp \left(\frac{1}{2}\left(1 - \frac{1}{p}\right)\right) \leq \exp(1/2) \leq 2,
$$

(12)

since $\frac{p}{2} \log(1 - \frac{1}{2}) \geq \frac{p}{2} \frac{1-2p}{1-2p} \geq -\frac{1}{2}$. Let $0 < \varsigma < 1$, $t = 1/4p\sigma^2$ and $\alpha = 4p\sigma^2 \log(2/\varsigma)$, we have proven

$$
\mathbb{P}(\|h^{\text{priv}} - h^*\|^2 \geq \alpha) \leq 2 \exp \left(-\frac{\varsigma}{4p\sigma}\right) \leq \varsigma.
$$

(13)

The error obtained by output perturbation is thus upper bounded by $\|h^{\text{priv}} - h^*\|^2 \leq 4p\sigma^2 \log(2/\varsigma) = \frac{8p\Delta^2 \log(1.25/\delta) \log(2/\varsigma)}{\epsilon^2}$ with probability at least $1 - \varsigma$.

D.2 Estimating the Sensitivity

Define $g(h) = \frac{1}{n} \sum_{i=1}^n \ell(w; d'_i)$ with $d'_i \in \mathcal{X} \times \mathcal{Y}$ such that $d'_i = d_i$ for all $i \neq 1$. By strong convexity, the two following inequalities hold for $h, h'$,

$$f(h) \geq f(h') + \langle \nabla f(h'), h - h' \rangle + \frac{\mu}{2} \|h - h'\|^2,$$

(14)

$$f(h') \geq f(h) + \langle \nabla f(h), h' - h \rangle + \frac{\mu}{2} \|h - h'\|^2.$$

(15)

Summing these two inequalities give $\langle \nabla f(h) - \nabla f(h'), h - h' \rangle \geq \frac{\mu}{2} \|h - h'\|^2$. Let $h_1^*$ and $h_2^*$ be the respective minimizers of $f$ and $g$ over $C$, taking $h = h_1^*$ and $h' = h_2^*$ gives

$$
\frac{\mu}{2} \|h_1^* - h_2^*\|^2 \leq \langle \nabla f(h_1^*) - \nabla f(h_2^*), h_1^* - h_2^* \rangle \leq \|\nabla f(h_1^*) - \nabla f(h_2^*)\| \cdot \|h_1^* - h_2^*\|.
$$

(16)

Now, if $C = \mathbb{R}^p$, optimality conditions give

$$
\nabla f(h_1^*) = 0 = \nabla g(h_2^*) = \nabla f(h_2^*) - \nabla F(h_2^*; d_1) + F(h_2^*; d'_1),
$$

(17)

resulting in $\|\nabla f(h_1^*) - \nabla f(h_2^*)\| = \|\frac{1}{n} \nabla (h_2^*; d_1) - \frac{1}{n} \nabla (h_2^*; d'_1)\| \leq \frac{2\Delta}{n}$. Combined with (16), this shows that the sensitivity of $\arg \min_{h \in C} f(h)$ is $\Delta = \frac{2\Delta}{n}$. 

16
E Convergence of DP-SGD

We start by recalling that in DP-SGD,

\[ h^{t+1} = \pi_{\mathcal{H}}(h^t - \gamma (g^t + \eta^t)) \quad . \tag{18} \]

Since \( h^* \in \mathcal{H} \), and \( \mathcal{H} \) is convex, we have

\[
\begin{align*}
\|h^{t+1} - h^*\|^2 &= \|\pi_{\mathcal{H}}(h^t - \gamma (g^t + \eta^t)) - h^*\|^2 \\
&= \|h^t - h^*\|^2 - 2\gamma \langle g^t + \eta^t, h^t - h^* \rangle + \gamma^2 \|g^t + \eta^t\|^2 \\
&\leq \|h^t - h^*\|^2 - 2\gamma \gamma (g^t + \eta^t, h^t - h^*) + 2\gamma^2 \|g^t\|^2 + 2\gamma^2 \|\eta^t\|^2 ,
\end{align*}
\]

where we developed the square and used \( \|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2 \) for \( a, b \in \mathbb{R}^p \). Taking the expectation with respect to the stochastic gradient computation and noise, we obtain

\[
\mathbb{E} \|h^{t+1} - h^*\|^2 \leq \|h^t - h^*\|^2 - 2\gamma \langle \nabla f(h^t), h^t - h^* \rangle + 2\gamma^2 \mathbb{E} \|g^t\|^2 + 2\gamma^2 \mathbb{E} \|\eta^t\|^2 ,
\]

since \( \mathbb{E}(\eta^t) = 0 \) and \( \mathbb{E}(g^t) = \nabla f(h^t) \). Now recall that, by strong-convexity of \( f \), we have

\[
f(h^*) \geq f(h^t) + \langle \nabla f(h^t), h^t - h^* \rangle + \frac{\mu}{2} \|h^t - h^*\|^2 . \tag{23}
\]

By reorganizing, we obtain

\[
-2\gamma \langle \nabla f(h^t), h^t - h^* \rangle \leq -2\gamma (f(h^t) - f(h^*)) - \gamma \mu \|h^t - h^*\|^2 ,
\]

which gives

\[
\mathbb{E} \|h^{t+1} - h^*\|^2 \leq (1 - \gamma \mu) \|h^t - h^*\|^2 - 2\gamma (f(h^t) - f(h^*)) + 2\gamma^2 \mathbb{E} \|g^t\|^2 + 2\gamma^2 \mathbb{E} \|\eta^t\|^2 . \tag{24}
\]

Finally, remark that if \( f = \frac{1}{n} \sum_{i=1}^n f_i \) with each \( f_i \) being \( \beta \)-smooth and \( \mathbb{E} f_i = f \), we have, for \( i \sim [n] \),

\[
\mathbb{E} \|\nabla f_i(h^t)\|^2 = \mathbb{E} \|\nabla f_i(h^t) - \nabla f_i(h^*) + \nabla f_i(h^*)\|^2 \tag{25}
\]

\[
\leq \mathbb{E} (2\|\nabla f_i(h^t) - \nabla f_i(h^*)\|^2 + 2\|\nabla f_i(h^*)\|^2) \tag{26}
\]

\[
\leq \mathbb{E} (4\beta (f_i(h^t) - f_i(h^*) - \langle \nabla f_i(h^*), h^t - h^* \rangle) + 2\|\nabla f_i(h^*)\|^2) \tag{27}
\]

\[
= 4\beta (f(h^t) - f(h^*)) + 2\mathbb{E} \|\nabla f_i(h^*)\|^2 , \tag{28}
\]

since \( f_i \) is \( \beta \)-smooth, which implies, for all \( w, v \in \mathbb{R}^p \),

\[
\|\nabla f_i(w) - \nabla f_i(v)\|^2 \leq 2\beta (f_i(w) - f_i(v) - \langle \nabla f_i(v), w - v \rangle , \tag{29}
\]

and \( \mathbb{E} \nabla f_i(h^*) = 0 \). Combined with the fact that \( \mathbb{E} \|\nabla f_i(h^*)\|^2 \leq \sigma^2 \) and \( \mathbb{E} \|\eta^t\|^2 = p\sigma^2 \), we obtained

\[
\mathbb{E} \|h^{t+1} - h^*\|^2 \leq (1 - \gamma \mu) \|h^t - h^*\|^2 + 4\beta^2 (f(h^t) - f(h^*)) + 2\gamma^2 (\sigma^2 + \sigma^2) \tag{30}
\]

\[
\leq (1 - \gamma \mu) \|h^t - h^*\|^2 + 4\gamma^2 \sigma^2 , \tag{31}
\]

since \( \gamma \leq 1/2\beta \), which implies \( 4\beta^2 - 2\gamma \leq 0 \) and \( \sigma^* \leq \sigma \). By induction, we obtain that, after \( T \) iterations,

\[
\mathbb{E} \|h^T - h^*\|^2 \leq (1 - \gamma \mu)^T \|h^0 - h^*\|^2 + 4\gamma^2 \sum_{t=0}^{T-1} (1 - \gamma \mu)^{T-t} \sigma^2 \tag{32}
\]

\[
\leq (1 - \gamma \mu)^T \|h^0 - h^*\|^2 + \frac{4\gamma \sigma^2}{\mu} . \tag{33}
\]
Now, recall that DP-SGD is \((\epsilon, \delta)\)-differentially private for 
\[
\sigma^2 = \frac{64\Lambda^2 T \log(3T/\delta) \log(2/\delta)}{n^2\epsilon^2}
\] (following from the Gaussian mechanism, advanced composition theorem and amplification by subsampling). Thus, taking 
\[
\gamma = \frac{1}{2\beta}, \text{ and setting } T = \frac{2\beta}{\mu} \log(\mu \beta \|h^0 - h^*\|^2 / 2M^2), \text{ where } M^2 = \frac{64\Lambda^2 T \log(2/\delta)}{n^2\epsilon^2}, \text{ yields}
\]
\[
E \|h^T - h^*\|^2 \leq \frac{2(T \log(3T/\delta) + 1)M^2}{\beta \mu} \leq \frac{8M^2}{\mu^2} \log\left(\frac{\mu \beta \|h^0 - h^*\|^2}{2M^2}\right) \log\left(\frac{6\beta \log(\frac{\mu \beta \|h^0 - h^*\|^2}{2M^2})}{\mu \delta}\right). \tag{34}
\]

Using Markov inequality, we obtain
\[
P\left(\|h^T - h^*\|^2 \geq \frac{8M^2}{\zeta \mu^2} \log\left(\frac{\mu \beta \|h^0 - h^*\|^2}{2M^2}\right) \log\left(\frac{6\beta \log(\frac{\mu \beta \|h^0 - h^*\|^2}{2M^2})}{\mu \delta}\right)\right) \leq \zeta. \tag{35}
\]

This results in the following upper bound, with probability at least \(1 - \zeta\),
\[
\|h^T - h^*\|^2 \leq \frac{512\Lambda^2 T \log(3T/\delta) \log(2/\delta)}{\zeta \mu^2 n^2 \epsilon^2} \log\left(\frac{\mu \beta \|h^0 - h^*\|^2}{2M^2}\right) \log\left(\frac{6\beta \log(\frac{\mu \beta \|h^0 - h^*\|^2}{2M^2})}{\mu \delta}\right) = \tilde{O}\left(\frac{G^2 \log(1/\delta)}{\zeta \mu^2 n^2 \epsilon^2}\right). \tag{36}
\]

\[
= \tilde{O}\left(\frac{G^2 \log(1/\delta)}{\zeta \mu^2 n^2 \epsilon^2}\right). \tag{37}
\]