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Abstract

Bellwether effect refers to the existence of exemplary projects (called the Bellwether) within a historical dataset to be used for improved prediction performance. Recent studies have shown an implicit assumption of using recently completed projects (referred to as moving window) for improved prediction accuracy. In this paper, we investigate the Bellwether effect on software effort estimation accuracy using moving windows. The existence of the Bellwether was empirically proven based on six postulations. We apply statistical stratification and Markov chain methodology to select the Bellwether moving window. The resulting Bellwether moving window is used to predict the software effort of a new project. Empirical results show that Bellwether effect exist in chronological datasets with a set of exemplary and recently completed projects representing the Bellwether moving window. Result from this study has shown that the use of Bellwether moving window with the Gaussian weighting function significantly improve the prediction accuracy.
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1. INTRODUCTION

Software effort estimation (SEE) is a core activity in software development life cycle [1] specifically for scheduling and monitoring a new software project development. SEE is defined as the process of predicting the most realistic effort needed to complete the development of a software project. The core objective of SEE is to obtain a robust and accurate predictive model which has proven elusive over the past years. The prediction accuracy of a model depends on the training and validation sets as well as the relative consistency of the nature of dataset considered. According to Mair et al. [2], there exist difficulty in obtaining relevant training data for building effort estimation models since the appropriate ones might be proprietary. This constraint makes researchers rely on using all available historical projects (referred to as the growing portfolio) as the training set which might be very old and will not necessarily yield a better prediction accuracy for new projects. Other researchers rely on using open source and cross company projects made publicly available which does not always guarantee a better prediction accuracy for new projects. Such projects are heterogeneous and inconsistent since they are extracted from different sources and may not have much bug-fixing support as compared to proprietary projects. This biasness in the selection criteria of training sets significantly affects the prediction accuracy resulting in unreliable estimation results [3]. Thus, there is the need to select relevant and not necessarily old completed projects as the training and validation sets for SEE.

According to Lokan and Mendes [4] [5], selection of recently completed projects to be used as the training set (referred to as moving window) from a chronological dataset can improve the prediction accuracy of the SEE model built for a new project. The moving window methodology is based on the assumption that recently completed projects are likely to share similar characteristics with new projects. Recent studies [6]–[7][8] have been conducted to support the theory by Lokan and Mendes that the use of moving windows as the training set can improve the prediction accuracy of SEE models. Recent studies [6] [7] have shown that the use of weighting functions on moving windows can further improve the prediction accuracy of SEE models. This theory was postulated by Amasaki and Lokan [6] [7] and was empirically confirmed to indeed improve the prediction accuracy when using large-sized moving windows. These previous studies found SEE models built using recently completed projects (moving window) superior to models that use all available historical projects (growing portfolio).

In the domain of software defect prediction, a recent study by Krishna et al. [9] has shown the existence of exemplary projects (referred to as Bellwether) to be used as the training set for making accurate predictions on new project
Kocaguneli et al. [13] empirically and successfully validated the concept that Transfer learning can be used to obtain relevant cross company projects for better prediction accuracy. The underlying principle behind the use of Transfer learning to select relevant data for improved prediction accuracy is thus analogous to the assumption we want to formulate for moving window effort estimation. We argue that the selection of relevant and recently completed chronological projects can further improve the prediction accuracy irrespective of using cross company or single company project data for predictive modeling. This can be made possible if projects are subjected to rigorous data preprocessing [14] and applying the concept of Bellwether [9] and Markov chains [15] for relevant selection of recently completed projects (referred to as the Bellwether moving window).

In Markov chain modeling [15], the outcome of an event (new project) in an experiment depends on the previous event (recently completed project with defined transition probabilities). The concept of Bellwether [9] [10] together with Markov chains [15] will assist in investigating the Bellwether effect in chronological datasets.

In this study, we make the following contribution: To the best of our knowledge, this is the first study to

- investigate the existence of Bellwether in software effort estimation datasets
- investigate the significance of Bellwether effect on software effort estimation accuracy
- introduce the Bellwether moving window with defined window size and age parameters for effective predictive modeling

The window size simply refers to the number of most recently completed projects appropriate for building the prediction model. The window age refers to the elapsed time of projects within the window that has existed for not more than t calendar years or calendar months [8]. This study is unique since it improves on existing moving windows constraint that different sizing and aging parameters of the moving window affects the prediction accuracy [7] [8] [6].

The remaining sections of the paper are organized as follows. Section 2 presents the details of the Bellwether concept and the Markov chain Monte Carlo approach. Section 3 presents the postulations with their respective proofs. The proposed approach for selecting the Bellwether moving window is presented in Section 4. Section 5 details the methodological procedure employed. Section 6 presents the experimental results and discussion from the empirical analysis of the study. Section 7 gives a summary of related works with regards to the use of moving windows for SEE. Section 8 presents the threats to validity and Section 9 gives a summary of the study based on conclusions and future directions.

2. BACKGROUND

A. The Concept of Bellwether

According to Krishna et al. [9], the concept of Bellwether which is a Transfer learning technique is defined in 2-folds namely the Bellwether effect and the Bellwether method:

1. The Bellwether effect states that given a set of historical projects, there exist an exemplary project(s) that can form the Bellwether for predicting the target of new projects.

2. The Bellwether method uses a heuristic approach to search for that particular Bellwether from a set of historical projects. The subset of projects with the best prediction accuracy over the remaining projects is considered as the Bellwether.

In the domain of software defect prediction, Krishna et al. [9] investigated the existence of Bellwether in nonchronological datasets. Thus, given a set of N nonchronological projects, each project data was used as a potential Bellwether to successfully make predictions on the remaining N-I projects. They reported a Bellwether if that project yielded accurate predictions on most of the N-I projects. Results from their study show that Bellwethers improve the prediction accuracy of estimation models. To the best of our knowledge, this is the first paper to investigate the existence of Bellwether projects in software effort estimation. We discuss into details the Bellwether method considered for investigating the Bellwether effect in chronological datasets in Section 4. In summary, we first sort the historical projects based on their completion dates and apply a statistical stratification technique to obtain only the recently completed projects (moving window). We then check for the existence of Bellwether by sequentially using each potential Bellwether subset to make predictions on the remaining projects. Thus, the Bellwether subset or window, w_i is used to estimate each of the remaining windows, w_j in the N projects, ∀ i ≠ j. The Bellwether subset with the best prediction accuracy is defined as Bellwether moving window and used to predict the effort of the new project.

B. The Moving Window Concept

The moving window concept involves the use of recently completed projects with completion dates less than the start date of a new project. This concept has been a focus for most researchers [6] [8] [7] [16] over the past years. Weighting functions have been proven to further improve the prediction accuracy in a recent replication study by Amasaki and Lokan [6]. They introduced four weighting functions namely Triangular, Epanechnikov, Gaussian and Rectangular (or uniform) as shown in Fig. 1. It is worth noting that the Rectangular function is equivalent to unweighted moving window [6] whilst the other three functions are for the weighted moving windows. This paper makes use of the four weighting functions on
the Bellwether moving window to further investigate the prediction accuracy in SEE modeling.

| Weighting function | Formula |
|--------------------|---------|
| Rectangular (Uniform) | \(w(x) = 1, |x| < 1\) |
| Triangular          | \(w(x) = 1 - |x|, |x| < 1\) |
| Epanechnikov        | \(w(x) = 1 - x^2, |x| < 1\) |
| Gaussian            | \(w(x) = \exp(-2.5x^2/2)\) |

Figure 1. Weighting functions

### C. Markov Chain Monte Carlo

The Markov chain Monte Carlo (MCMC) is a probabilistic technique that seeks to solve the problem of sampling by exploring a given sample space. This is done through the construction of an ergodic Markov chain (EMC) whose limiting distribution is the target distribution [15]. MCMC utilizes Markov chains to effectively simulate a variable \(X\) with its respective limiting distribution forms the target distribution \((D)\). Central Limit Theorem and Law of Large Numbers are used as the moving window. Projects from a given repository (sample space) can be used as the Bellwether, whose future states are independent of past states given the present state. MCMC has been applied and proven successful in different software engineering domains such as software testing [17], image processing [18] as well as applied mathematics, statistical and biomedical engineering.

This paper provides a statistical investigation on the use of MCMC to obtain a potential subset of projects to be considered as the Bellwether. Let \(D\) denotes a set of projects from a given repository (space) with \(d\) degrees of dimension (features). Then, \(X = (X_1,...,X_d)\in\mathbb{D}\) can represent a sample whose limiting distribution is known and can form the Bellwether. Each of the sample points \(X_1,...,X_d\) of the sample, \(X\) is allowed to take a discrete or continuous time value which denotes the project ages already known from the given repository (D). The Markov chain is then executed a number of times until the chain converges to its limiting distribution to obtain the target sample subset [15]. The selected sample with its respective \(s\) states (or project ages) and constructed limiting distribution forms the Bellwether which can be used as the moving window.

### D. Central Limit Theorem and Law of Large Numbers

The MCMC relies on the fact that, the limiting properties of the ergodic Markov chain possesses some similarities of independent and identically distributed \((iid)\) sequences [15]. Hence, in order to prove the existence of a Bellwether sample from a state space, the central limit theorem and the law of large numbers should hold. The central limit theorem states that as the sample size grows to infinity, the sample mean will follow a normal distribution with mean, \(\mu\) and variance, \(\sigma^2\) [19]. The law of large numbers states that as the sample size increases, its mean, \(\overline{X}\) will be approximately the same as the population mean, \(\mu\) [20]. The larger the sample size \(n > 30\), the smaller the sample variance, \(s^2\) and turns to follow a normal distribution [21]. Although Markov chains are not independent, the law of large numbers and central limit theorem disprove that fact, thereby for ergodic Markov chains, successive execution between visits to the same states are independent [15]. Thus, a moving window sample, \(X_t\) can be used as a Bellwether with defined window size and window age for a successive prediction of new projects.

### E. Conditional Probability

The conditional probability of an event \(X\) is the probability that \(X\) will occur given the knowledge that an event \(Y\) has already occurred. This conditional probability of \(X\) given \(Y\) is denoted as \(P(X|Y)\) and defined as the ratio of \(P(X \cap Y)\) to \(P(Y)\). We define events \(X\) and \(Y\) as the sample subsets chronologically drawn from a sample space of projects and can form potential Bellwethers or training sets for predictive modeling. In the case whereby \(X\) and \(Y\) are independent with respect to prediction probabilities of the target or new projects, then \(P(X \cap Y) = P(X)P(Y)\). This will result in \(P(X|Y) = P(X)\) and conversely, \(P(Y|X) = P(Y)\). Thus, if prediction is made from the probability of \(X\) given \(Y\) and assuming that the prediction probabilities of \(X\) and \(Y\) are independent, then \(P(X|Y)\) is the same as \(P(X)\).

We define the prediction probability as the ratio of the predicted outcomes from a prediction model to the actual values of the data used for modeling.

### 3. POSTULATIONS

In this study, we prove the following postulations based on theoretical and empirical analysis that:

1. If \(\Omega\) is a sample space of a set of chronological projects, then the prediction probabilities of its partition sample sets \(\{X_1,...,X_3\}\) are independent.

**Proof:** Suppose the sample space, \(X\) is partitioned into \(q\) partition sample sets whereby each \(X_i\in\Omega\) is drawn independently, then the prediction probabilities of two events, \(X_i\) and \(X_j\) can be found as follows:

Assume that \(X_i\) and \(X_j\) are mutually exclusive (that is, the two events do not occur at the same time), then according to the conditional probability rule,

\[
P(X_i|X_j) = \frac{P(X_i \cap X_j)}{P(X_j)}
\]

\[
P(X_j|X_i) = \frac{P(X_i \cap X_j)}{P(X_i)}
\]

\[
P(X_i|X_j)P(X_j) = P(X_i \cap X_j)
\]

\[
P(X_j|X_i)P(X_i) = P(X_i \cap X_j)
\]

provided that \(P(X_i) > 0\) and \(P(X_j) > 0\).

To show that the events \(X_i\) and \(X_j\) are independent, then the prediction probability of \(X_i\) does not affect the prediction probability of \(X_j\) and vice versa. Thus, \(P(X_i|X_j) = P(X_i)\) and \(P(X_j|X_i) = P(X_j)\).

From the multiplication rule which states that, the probability that two events \(X_i\) and \(X_j\) occur is the product of the probability of \(X_i\) and the probability of \(X_j\). That is,

\[
P(X_i \cap X_j) = P(X_i)P(X_j)
\]

Substituting (3) into (1) gives

\[
P(X_i|X_j) = \frac{P(X_i)P(X_j)}{P(X_i)} = P(X_i)
\]
Similarly, substituting (3) into (2) gives
\[
P(X_i|X) = \frac{P(X_i)P(X)}{P(X)} = P(X_i)
\] (5)

From (4) and (5) it is confirmed that events \(X_i\) and \(X_j\) are independent. Similarly, from (1) and (2), it can be seen that
\[
P(X_i|X_j)P(X_j) = P(X_i \cap X_j)P(X_j)
\]
Which implies
\[
P(X_i \cap X_j) = P(X_i)P(X_j) \text{ since } P(X_i|X_j) = P(X_i).
\]

Generally, \(P(X_1 \cap \ldots \cap X_q) = P(X_1) \ldots P(X_q)\) which implies that the prediction probabilities of the partition sample sets are independent.

We validated this postulation based on empirical analysis whereby each partition subset from the sample space resulted in different prediction probabilities of the target variable (software effort of the project). For example, in order to estimate the efforts, \(Y\) of new projects (test set) using two samples (training sets), \(X_1\) and \(X_2\) from the ISBSG dataset, we realized that their respective prediction probabilities are as follows: \(P(X_2) = 0.69\) and \(P(X_1) = 0.43\). Thus, the training set, \(X_1\) can predict about 70% of the correct efforts of the training set while \(X_2\) can predict about 40% when such samples are used in prediction modeling.

2. Given that the independent partition sample sets \(\{X_1, \ldots, X_q\}\) have respective means \(\{\bar{x}_1, \ldots, \bar{x}_q\}\), then there exist a sample mean, \(\bar{X}\) which can be used as an unbiased estimate of the population mean, \(\mu\).

Proof: Let \(X_1, \ldots, X_q\) be an independent and identically distributed (iid) sequence with finite means, \(\bar{x}_1 < \bar{x}_2 < \ldots < \bar{x}_q\) respectively, then according to the strong law of large numbers [15] [20], as the sample size increases then there exist a sure probability of one [15] that
\[
\lim_{q \to \infty} \frac{\bar{x}_1 + \bar{x}_2 + \ldots + \bar{x}_q}{q} = E \left( \frac{\sum X_i}{q} \right) = E(\bar{X}) = \mu
\] (6)

Thus, according to Dobrow [15], the limit of the average of samples, \(X_i\) as the number of samples, \(q\) approaches infinity is the expectation of the sample mean which can be used as the population mean. Similarly, the confidence interval of the sample. \(X\) can be computed as shown in (7).
\[
\bar{X} \pm Z_{\alpha/2} \left( \frac{S}{\sqrt{q}} \right)
\] (7)

where \(\bar{X}\) is the sample space mean, \(S\) is the standard deviation of the sample space, \(q\) is the number of independent partition subsets in the sample space and \(Z_{\alpha/2}\) is the value from the standard normal distribution based on the desired confidence level (\(\alpha\)). Confidence interval computation assist in verifying the amount of uncertainty associated with the sample mean estimate to the population mean parameter. The lower and upper limits of the confidence interval forms the range for \(\bar{X}\) and can be used to infer the range the population mean, \(\mu\).

3. If the sample space follows a normal distribution, then there exist a partition sample, \(X_i\) that can be used as the Bellwether.

Proof: Let the sample space in which the respective sample \(X_1\) to be drawn from, follow a normal distribution with mean, \(\bar{X}\) and variance, \(S^2\). That is, \(X_i \sim N(\bar{X}, S^2)\). To achieve this assumption, we apply the log transform, the z-score normalization and other preprocessing techniques such as the Q-Q plot, kernel density plot [22] and the Cook’s Distance [23] for treatment of outlier and influential data points in the sample space. We investigated if the sample \(X_i\) followed the normal distribution based on the skewness and kurtosis metrics. For normality, the skewness and kurtosis of \(X_i\) should be close to zero and three respectively [24]. Also for normality, as the sample size increases, its sample mean will follow the normal distribution (Central limit theorem [19]). Results from our empirical analysis show that the log transform converted the features or attributes of the sample space to follow the normal distribution with skewness approximately zero and kurtosis approximately three (see results in Section 6). We also realized that as the size of the sample space turns to be more than 100, the normality assumption is not only met but there exist a Bellwether effect in such a sample space.

For \(\{X_1, \ldots, X_q\} \in \mathcal{X}\), then 3\(X_1\) such that: \(P(X_i) \approx P(X)\), if \(P(X_1) = P(X) = \frac{\text{predicted outcome}}{\text{actual outcome}} \mathcal{X}\), then \(X_i\) follows a normal distribution with mean, \(\bar{X}_i\) and variance, \(S_i^2\). That is, \(X_i \sim N(\bar{X}_i, S_i^2)\). The \(X_i\) with the best prediction accuracy among the remaining \(X_i \forall i \neq i\) forms the Bellwether sample yielding approximately similar prediction accuracy as compared to the overall sample space, \(X\). We validated this postulation based on empirical analysis (see Section 6).

4. If the partition samples \(\{X_1, \ldots, X_q\}\) have unknown distributions, then there exist a particular sample, \(X_i\) following the normal distribution that can be used as the Bellwether.

Proof: Suppose that, the mean and variance of the partition sample, \(X_i\) can be found and \(X_i\) can make successful predictions of \(X_i \forall i \neq i\) then \(X_i\) can be assumed to follow the Bernoulli distribution with a success prediction probability of \(p\) and a failure prediction probability of \(1 - p\). That is, \(X_i \sim \text{Ber}(l, p)\) where the expected value of \(X_i\) is \(E(X_i) = p\), variance of \(X_i\) is \(\text{Var}(X_i) = p(1-p)\) and the number of experimental outcome is 1 (success or failure).

If the prediction probabilities of \(\{X_1, \ldots, X_q\}\) \(\mathcal{X}\) are independent of each other, then \(X\) can be assumed to follow the Binomial distribution. That is, \(X \sim \text{Bin}(n, p)\) where the expected value of \(X\) is \(E(X) = np\) variance of \(X\) is \(\text{Var}(X) = np(1-p)\) and the number of experimental outcomes is \(n\) (total number of prediction outcomes of all the \(q\) partition samples).

Now, following the Normal approximation to the Binomial distribution [25] [26], when \(X\) follows the Binomial distribution with mean or expected value of \(np\), variance of \(npq\) and when \(n\) is large, then \(X\) can approximately follow the normal distribution with mean, \(\mu = np\) and
variance, \( \sigma^2 = np(1 - p) \). That is, \( X \sim N(\mu = np, \sigma^2 = np(1 - p)) \).

5. If \( P \) denotes a regular transition probability matrix (TPM) of a Markov chain, then there exist an ergodic Markov chain (EMC) whose respective sample can be used as the Bellwether.

**Proof:** We define a Markov chain as a set of random variables \( \{X^{(1)}, ..., X^{(t)}\} \) or a collection of stochastic events \( \{X(t)| t \geq 0 \} \) whereby given the present event of a state at time \( t \), the prediction of the future event at \( t + 1 \) is independent of the past events. Here, the sample subsets are composed of projects with ages \( (t) \). The independent and identically distributed \( (iid) \) sample subsets \( \{X^{(1)}, ..., X^{(t)}\} \) for all states at their respective times can be described as a Markov chain if

\[
P(X_{t+1} = i_{t+1}|X_t = i_t, X_{t-1} = i_{t-1} ..., X_1 = i_1, X_0 = i_0) = P(X_{t+1} = i_{t+1}|X_{t} = i_{t}) = p^{k}_{ij}
\]

Assume there exist a variable \( 'P' \) that can be formulated as a matrix of transition probabilities of a Markov chain [15] from the sample space \( \{X^{(1)}, ..., X^{(t)}\} \) where \( i \in T \) denotes the transition states (project ages), then the \( ij^{th} \) element, \( p(k_{ij}) \) \( \forall k \in P \) is the probability that the Markov chain starting from a particular state, \( i_{t} \) will transition to \( i_{t} \) after \( k \) steps. If \( p(k_{ij}) \) is homogeneous (or regular), then (9) holds and there exist a unique probability matrix, \( \theta_u \) that can form the ergodic Markov chain (EMC) such that for any \( \theta_u \) and for large values of \( u \) (10) can be defined as:

\[
P(X^{(k)} = j|X^{(k-1)} = i) = p^{(k)}_{ij}
\]

\[
\lim_{u \to \infty} \theta_{u+1} = P^u \theta_1
\]

Thus, the ergodic Markov chain (EMC) can be obtained given a non-negative power of the transition probability matrix (TPM) by making all the entries of the probability matrix, \( P \) non-zero and irreducible. If the limiting state probability matrix (EMC) exist from the TPM constructed with the moving window sample, then that particular sample can be used as the Bellwether moving window. We consider such moving window sample as Bellwether since its limiting or stationary distribution has been reached and hence can form a potential training set for modeling given it has the best accuracy measures.

6. Given a Bellwether whose ergodic Markov chain is known, then its size and age can be defined.

**Proof:** Let a sample X with projects \( \{p_1, ..., p_N\} \) be classified into \( t_j \) states based on their respective ages. Assume the projects \( \{p_1, ..., p_N\} \) from a particular sample is sorted in either non-increasing or non-decreasing order based on the project ages and the EMC of the sample is known. Then, the age of the Bellwether can be found as the difference between the maximum and minimum states (ages) of the sample whose EMC is known. Similarly, the size of the Bellwether can be found as the total number of projects of the sample.

---

1. X-means automatically estimate the number of optimal clusters with respect to the Bayesian Information Criterion [27]

---

**A. Assumptions**

The following assumptions are made for the aforementioned postulations and the effective functioning of the proposed Bellwether method in section 4:

- Each project used in modeling has a start and completion date. Thus, we pruned off irrelevant projects prior to modeling.
- All selected projects from N have the same features.
- All selected projects share common development policies or characteristics.
- Each \( pij \) element in the transition probability matrix lies within 0 and 1. Thus, \( 0 \leq pij \leq 1 \).
- The sum of each \( i^{th} \) row of the transition probability matrix should be 1.
- All entries of the ergodic Markov chain are non-zero.

4. BELLWETHER METHOD IN CHRONOLOGICAL DATASETS

In order to support the replication of this study, we describe our procedure in obtaining the Bellwether from chronological datasets in this section. Thus, we provide a detailed step-by-step procedure to first find the existence of Bellwether in the utilized datasets and how they can be used as the training sets for estimating the software effort of new projects. Given a new project with an unknown software effort, select relevant projects to be used as the Bellwether from a historical dataset (D) using the following three main operators (SORT + CLUSTER, GENERATE TPM and APPLY):

**SORT + CLUSTER**

Given a set of \( N \) historical and completed projects from D, sort based on the project completion dates and stratify the data into \( q \) clusters or windows.

1. For all \( N \) projects from D sort in an increasing order using their respective project completion dates.
2. Subject sorted data to \( X \sim BMeans \) clustering algorithm [27] to obtain \( q \) clusters. Perform data stratification based on the \( q \) obtained. That is, stratify \( N \) into \( q \) clusters whereby each cluster (or window) has a set of chronologically arranged projects.
3. For each cluster or window, compute the weighted moving window by applying the respective weighting functions (see Fig. 1 in Section 2) on all the \( q \) windows. We define the resulting \( q \) weighted windows in an increasing order as \( w_1, w_2, ..., w_q \).
4. Use \( w_q \) as a baseline window. It should be noted that, \( w_q \) contains recently completed projects in a chronological order and can form the baseline weighted moving window.

**GENERATE TPM**

Generate the transition probability matrix (TPM) for the resulting weighted moving window and find the respective ergodic Markov chain (EMC).
5. For the resulting weighted moving window ($w_q^*$), generate the TPM. Here, use the project ages of the moving window as the transition states in order to generate the TPM.

6. Compute the EMC for the generated TPM in order to validate the limiting (or stationary) distribution of $W_q$. Thus, using the TPM with $t_q$ states, successfully perform the squaring of TPM until TPM becomes regular or reaches its stationary distribution (EMC). That is, when individual probability elements, $p_{ij}$ of TPM cannot be reduced further, we say that TPM is regular or ergodic [15].

7. Report $w_q^*$ as a Bellwether moving window if the weighted moving window, $w_q$ is stationary and provides a better prediction accuracy of majority of the remaining weighted moving windows, $w_1, w_2, ..., w_{q-1}$. Else go to step 4 to update $w_q$ with additional project(s) from $w_{q-1}$ and repeat the GENERATE TPM operator. Conversely, update $w_q$ by removing project(s) from $w_q$ and adding to $w_{q-1}$ and repeating the GENERATE TPM operator.

8. Evaluate the accuracy of $w_q^*$ using effective performance measures. It should be noted that, we used Mean Absolute Error (MAE), Mean Balanced Relative Error (MBRE) and Mean Inverted Balanced Relative Error (MIBRE) as suggested by Foss et al. [28].

APPLY

Apply the Bellwether moving window, $w_q^*$ to the new project data (set as a hold-out) whose software effort is to be estimated.

9. Once $w_q^*$ is obtained as a Bellwether moving window in step 7 prior to its application to the new project data (set as a hold-out), its size and age can be defined from its dimensions. The size of the moving window is computed as the total number of projects within the Bellwether moving window whereas the age of the moving window is computed as the difference between the maximum and minimum project ages.

10. Predict the software effort of the new project using the resulting Bellwether moving window.

5. METHODOLOGY

A. Dataset Description

In this study, we use the International Software Benchmarking Standards Group (ISBSG) dataset release 10 which is sourced from the ISBSG dataset repository\(^2\) and the Kitchenham dataset also sourced from the tera-Promise repository\(^3\).

To facilitate an effective investigation of the existence of Bellwether in SEE, we used the same ISBSG dataset and Kitchenham dataset that have previously been considered for moving window studies [7] [4], [8] [29].

The ISBSG dataset is a chronological cross company dataset with a total of 4106 projects. It contains variants of projects from different organizations. All projects are within a range of May, 1988 to November, 2007 with a span of 20 years approximately. We found that new development projects tend to require higher efforts than enhancement projects. There is also no unique pattern with respect to specific programming languages used for development. Further details of the ISBSG datasets are provided in previous studies [7] [8] [30].

The Kitchenham dataset is a chronological dataset which was first applied in moving windows by Kitchenham et al. [29]. The dataset is made up of 145 projects from a single company and falls within a range of 1994 to 1999. Further details about this dataset are provided in a study by Kitchenham et al. [29].

Although the aforementioned datasets seem old, the focus is not how old the datasets are but to prove that new projects can be predicted from previously completed projects based on the Bellwether effect and Markov chains.

B. Data Preprocessing

We preprocess the ISBSG dataset following a similar approach by previous studies [7] [8]:

- Eliminate projects if their respective ages (elapsed durations) are unknown.
- Eliminate projects with low data quality rating (that is, projects not rated as A or B by ISBSG).
- Eliminate projects with outdated function points (that is, projects whose IFPUG versions are below 4.0)
- Eliminate projects with unknown development team efforts.
- Eliminate projects whose unadjusted function point sizes are unknown.
- Eliminate projects which are considered as web projects.
- Eliminate projects with missing data values.
- Cook’s distance [31] is employed to identify and remove influential projects during model construction following a similar approach by Lokan and Mendes [8]. Thus, projects that did not contribute significantly to fitting the prediction model are removed.
- Apply data transformation technique (log transform) to the ratio-scaled features (eg. size (UFP), effort, etc).

The preprocessing resulted in a total of 1097 projects (26.7%) selected from the population set (4106 projects).

The Kitchenham dataset was preprocessed following a similar approach by Kitchenham et al. [29] whereby projects with the actual efforts and function point count were retained. All projects without estimated completion dates were eliminated. As a result of the heterogeneous and inconsistent nature of the dataset, influential data points which did not contribute significantly to model building were eliminated. Out of the total of 145 projects from the

\(^2\) http://www.isbsg.org
\(^3\) http://openscience.us/repo/
The selected features from the ISBSG dataset are the size of the projects measured in Unadjusted Function Points (UFP), primary language type (3GL, 4GL), development type (new development, re-development and enhancement), platform (PC, mainframe, midrange and multi-platform), industry sector (manufacturing, banking, insurance and other) and the effort measured in hours. On the other hand, the selected features from the Kitchenham dataset are Adjusted Function Points (AFP) and development effort measured in hours. With the exception of the effort regarded as the dependent or target variable, the remaining features are regarded as the independent variables following a similar procedure in previous studies [7], [8] [29]. We provide the following summary statistics of the ratio-scaled features (Table 1) using the log transform function on each dataset. The project size, effort, elapsed time measured in calendar years (ISBSG data) or days (Kitchenham data) and the Project Delivery Rate (PDR) measured as the ratio of the effort to the project size provided a foundation in proving the aforementioned postulations (Section 3). PDR was examined in a previous study [4] and it was found that it changes with time and low PDR suggests high productivity. This finding supports the use of moving windows in predictive modeling [7].

C. Experimental Setup

We first investigate the existence of Bellwether in chronological datasets based on the aforementioned postulations in Section 3. This is done by conducting empirical experiments using the step-by-step procedure detailed in Section 4. Since this study seeks to improve the moving window modeling approach, we make use of the four weighting functions in our modeling setup as elaborated in step 3 of Section 4.

Comparison is made across the use of weighted moving windows (Triangular, Epanechnikov and Gaussian) and unweighted moving windows (Rectangular). It should be noted that, these weighting functions have been used in previous studies [7] [6] [32]. For the moving window, we evaluate its accuracy performance by using the selected window sample to perform successive predictions on the remaining unselected windows (see detailed explanation in Section 4). Thus, while the selected moving window is used as the training set, the unselected windows are used as the validation sets. Even though this approach shares similar characteristics with the \textit{k-fold} cross validation [1], the approach differs since each kth partition or sample might not necessarily have the same sample size as the other partitions. Thus, after obtaining the Bellwether moving window (partition sample with the best prediction accuracy on the remaining partitions), it is then used for estimating the new project (set as hold-out in each dataset). On the other hand, we used the growing portfolio (that is all preprocessed projects) as the training set as done in previous studies [7] [8] [6] and used the leave-one-out validation approach [1] to set up the prediction model. Thus, at each run N−1 projects are used for training and the remaining project for validation. Lastly, we compare the Bellwether moving window approach with the growing portfolio approach which has been a benchmark practice in previous studies [7] [6]. These two windows are used as the training sets for the prediction or learning models.

1) Prediction Models

Three prediction models (or learners) have been considered in this study, namely multiple linear regression (MLR) model, Automatically Transformed Linear Model (ATLM) and a Deep learning model.

Previous studies using moving windows in modeling [7] [6] have shown that the multiple linear (or ordinary least squares) regression yielded a better prediction accuracy than complex models (eg. Analogy Based Estimation) when weighted moving windows and growing portfolio were considered as the training sets for the prediction model. Thus, since this study aims at investigating moving windows based on the Bellwether effect, we consider modeling with multiple linear regression (with the same dependent and independent variables) relevant so replication of previous studies [7] [29] results can be achieved.

The ATLM was proposed by Whigham et al. [1] as a baseline model in effort estimation. Whigham et al. argue that since there is no accepted standard for setting up a prediction model in SEE domain, their proposed baseline approach (ATLM) supports the \textit{k-fold} cross validation, leave-one-out validation and a relevant sample size with repeated training and validation sets. They [1] compared ATLM to other complex models such as ensemble methods [3] and a hybrid approach (incorporating particle swarm optimization, analogy-based estimation and clustering [2]). ATLM yielded a better prediction performance as compared to the other prediction models and was considered as a baseline model for SEE [1].

We consider a complex prediction model namely a Deep learning model which has yielded better prediction accuracy in previous studies [33] [34], [35] [36]. Specifically, we construct a Deep Neural Network which makes use of multiple hidden layers and an output layer with their respective neurons to automatically learn from a set of projects and gives the resulting prediction for the target (in our case, the software effort of new projects). The Levenberg-Marquardt backpropagation optimization function is employed to update the weights of the neurons in the hidden and output layers

---

*The k was obtained based on \textit{X}-means clustering algorithm*
respectively. The hyperbolic tangent activation function is used in each of the neurons for giving the respective outputs.

2) Performance Measures
We employ three performance measures which have been proven reliable by Foss et al. [28]. These are Mean Absolute Error (MAE), Mean Balanced Relative Error (MBRE) and Mean Inverted Balanced Relative Error (MIBRE). MAE have been considered in previous studies [1][6][38] to evaluate the accuracy of prediction models. Similarly, MBRE and MIBRE have been considered as effective evaluation measures in a study by Kocaguneli et al. [13].

MAE is a risk function that measures the average absolute deviation of the estimated effort (EE) values from the actual or true effort (EA) values and it is defined in (11). MBRE defined in (12) is the average of the ratio of the absolute deviations of the estimated effort (EE) from the true effort (EA) to the minimum values of the estimated effort and the true effort. Conversely, MIBRE defined in (13) is the average of the ratio of the absolute deviations of the EE from the EA to the maximum values of the EE and EA. Minimum values from the performance measures are considered superior in terms of model accuracy.

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |E_{Ai} - E_{Bi}|$$ (11)

$$MBRE = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{|E_{Ai} - E_{Bi}|}{\min(E_{Ai}, E_{Bi})} \right)$$ (12)

$$MIBRE = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{|E_{Ai} - E_{Bi}|}{\max(E_{Ai}, E_{Bi})} \right)$$ (13)

3) Statistical Tests
A robust statistical test, the Welch t−test statistic recommended by Kitchenham [22] is used to determine the statistical pairwise differences among the weighted (Triangular, Epanechnikov and Gaussian) and unweighted (rectangular) windows. We considered the Kruskal-Wallis H−test statistic [39] to find the existence of statistical difference among the four weighting functions applied on the moving window. Kruskal-Wallis H−test which is a non-parametric test statistic was used by Krishna et al. [9] in making multiple comparison tests across two or more groups when examining the Bellwether effect. Statistical significant differences are considered at α=0.05 asymptotic significance level. The Glass’Δ effect size [40] is used to find the practical significance of the Bellwether moving window in chronological datasets. Effect size computation was considered in a previous study by Amasaki and Lokan [6] in relation to the preference of a particular moving window. A minimum effect size threshold value of 0.5 [40] [6] is used for selecting the effective window. We considered these performance measures due to their robustness to outliers.

6. RESULTS AND DISCUSSION
In this section, we present the empirical evidence of the existence of Bellwether moving windows in chronological datasets using the aforementioned postulations and the step-by-step procedure in Section 3 and 4 respectively.

A. Bellwether Effect in Chronological Datasets
We first subjected each preprocessed and sorted dataset to the X-means clustering algorithm. Out of the total of 1097 (26.7%) sorted and preprocessed ISBSG dataset, 5 partition samples each with an approximate size of 219 projects (20.0%) were obtained. Similarly, out of the total of 142

| Sample | Skewness | Kurtosis | Skewness | Kurtosis | Skewness | Kurtosis | Skewness | Kurtosis |
|--------|----------|----------|----------|----------|----------|----------|----------|----------|
| X1     | -0.614   | 2.811    | -0.153   | 3.647    | -0.619   | 3.474    | 0.010    | 3.023    |
| X2     | -0.261   | 3.344    | -0.226   | 1.874    | 0.011    | 2.992    | -0.223   | 3.115    |
| X3     | -0.022   | 2.400    | -0.012   | 1.758    | 0.027    | 2.906    | -0.038   | 2.588    |
| X4     | 0.091    | 3.318    | 0.147    | 1.393    | -0.104   | 2.984    | 0.123    | 3.312    |
| X5     | 0.569    | 3.176    | 0.456    | 3.361    | 0.089    | 3.252    | -0.080   | 2.951    |

Table 2: Descriptive statistics of z-score normalization and log transform of partition samples (ISBSG Dataset)

| Sample | Skewness | Kurtosis | Skewness | Kurtosis | Skewness | Kurtosis | Skewness | Kurtosis |
|--------|----------|----------|----------|----------|----------|----------|----------|----------|
| X1     | -0.885   | 4.878    | -0.097   | 1.777    | 1.869    | 5.234    | -0.283   | 7.583    |
| X2     | 1.030    | 6.029    | -0.243   | 1.806    | -1.969   | 3.877    | 5.303    | 5.369    |
| X3     | 5.482    | 7.818    | 0.053    | 1.806    | -0.783   | 5.645    | 7.575    | 6.117    |
| X4     | 4.207    | 9.135    | 4.114    | 8.950    | 3.207    | 5.135    | 3.338    | 8.962    |

Table 3: Descriptive statistics of z-score normalization and log transform of partition samples (Kitchenham Dataset)
(97.9%) sorted and preprocessed Kitchenham dataset, 3 partition samples each with an approximate size of 47 projects (33.1%) were obtained.

Results from Tables 2 and 3 present the partition samples, skewness and kurtosis values for the application of two data transformation techniques (log transform and z-score normalization) with regards to the ISBSG and Kitchenham datasets respectively. Results show that, when the various partition samples were transformed using the log transform and z-score normalization, it was observed that the log transform yielded skewness values of zero approximately whiles the kurtosis values were in an approximate range of 2 to 4. It should be noted that for a sample to follow a normal distribution, the skewness and kurtosis values should be around 0 and 3 respectively [24].

The empirical results do not only confirm the use of log transform in previous moving window studies [2] [7], [10] [12] [35] but also validate the baseline for finding the Bellwether moving window from partition samples which are normally distributed (Postulated 3). Each of the partition sample set, Xi is chronologically sorted and hence Xq from each dataset contains the recently completed projects (moving window). We therefore use the Xq in each dataset as the initial baseline window to search for the Bellwether moving windows (step 4 of Section 4). Here, q denotes the last partition in a chronological manner of sorting. That is, X5 for the ISBSG dataset (Table 2) and X3 for the Kitchenham dataset (Table 3). For the selected baseline windows from the two datasets, the respective transition probability matrices were generated and the existence of their respective ergodic Markov chains confirmed the stationarity of the baseline windows. Following the step-by-step procedure in Section 4, the baseline window (w∗q) was updated with projects from wq−1. Since the concept of Bellwether [9] involves systematic estimation of the remaining partition samples, we estimated and evaluated the prediction results of the remaining partition samples as illustrated in Section 4. After empirical analysis and evaluation, we realized that the resulting partition sample to be considered as the Bellwether moving window for the ISBSG dataset had the best window size of 257 projects (23.4%) and window age of 2.5 years approximately. Similarly, the Bellwether moving window for the Kitchenham dataset had the best window size of 87 projects (61.27%) and window age of 2 years approximately. This result slightly confirms previous studies [7] [8] [5] whereby they proposed the use of weighted moving window of relatively large size (more than 75 projects) and average window age of about 3 years for effective prediction performance.

We record the MAE, MBRE and MIBRE evaluation measures for all the 3 prediction models (learners) in Tables 4, 5 and 6 respectively. Results from the MAE evaluation in Table 4 show that on average the application of the Gaussian weighting function (column (d)) yielded a relative effective prediction accuracy (minimum MAE highlighted in grey colour). This was observed for both the ISBSG and Kitchenham datasets as compared to the application of the three functions. Similar results were observed from the MBRE and MIBRE evaluation measures in Tables 5 and 6 respectively. Thus, even though Bellwether effect exist in the datasets, we realized a significant prediction improvement when the Gaussian weighting function was applied on the Bellwether moving window.
Results show that, the Bellwether Effect exist in chronological datasets and its respective Bellwether moving window yields superior prediction accuracy when the Bellwether projects are not older than 2.5 years of existence.

B. Statistical Significance of Bellwether Effect with Respect to Weighting Functions

We performed statistical tests to investigate the significant differences across the four weighting functions, namely Rectangular, Triangular, Epanechnikov and Gaussian functions. This was done by computing the Kruskal–Wallis $H$ test [39] for each prediction modeling approach (Table 8). Results from the 3 prediction models (learners) show that, even though there Bellwether exist, the application of the weighting functions on the Bellwether moving windows resulted in significant differences at 5% significance level. This affected the prediction accuracy performances.

As a result of the existence of statistical significant differences across the application of the four weighting functions on the Bellwether moving windows, we further investigated the pairwise comparison of the weighting functions. This was done using the Welch $t$-test [22] and the Glass’ $\Delta$ effect size [40] to confirm the statistical significance of the pairwise differences. Results from Table 9 show that there exist statistical significant differences in the application of the Gaussian weighting function in all cases. This confirms the results obtained in Tables 4, 5 and 6 that the application of the Gaussian weighting function on the Bellwether moving window yields significant prediction accuracy as compared to the other weighting functions. Similar result was found in a previous study [7] whereby the application of the Gaussian function on the moving window yielded significant effect on accuracy. For statistical and practical significance, the $p$-value and the effect size value should be less than 0.05 and greater than 0.5 respectively (Table 9).

Table 8. MAE Evaluation of Bellwether Moving Window

| Learner | Chi-square | $p$-value |
|---------|------------|-----------|
| ISBSG Dataset | | |
| MLR | 2.53 | 0.0311* |
| ATLM | 2.88 | 0.0435* |
| DNN | 3.03 | 0.0314* |
| Kitchenham Dataset | | |
| MLR | 6.62 | 0.0145* |
| ATLM | 4.35 | 0.0556* |
| DNN | 8.04 | 0.0414* |

Table 9. MIBRE Evaluation of Bellwether Moving Window

| Weighting Function | Welch $t$-test | Glass’ $\Delta$ effect size |
|--------------------|----------------|-----------------------------|
| ISBSG Dataset | | |
| Gaussian vs. Rectangular | -2.8829 | 0.0328* |
| Gaussian vs. Triangular | -2.8009 | 0.0376* |
| Gaussian vs. Epanechnikov | -2.0018 | 0.1055* |
| Rectangular vs. Triangular | 0.4350 | 0.2582 |
| Rectangular vs. Epanechnikov | 1.5609 | 0.1393 |
| Triangular vs. Epanechnikov | 1.3059 | 0.1259 |
| Kitchenham Dataset | | |
| Gaussian vs. Rectangular | -2.9939 | 0.0328* |
| Gaussian vs. Triangular | -2.9939 | 0.0376* |
| Gaussian vs. Epanechnikov | -2.9939 | 0.1055* |
| Rectangular vs. Triangular | 0.4350 | 0.2582 |
| Rectangular vs. Epanechnikov | 1.5609 | 0.1393 |
| Triangular vs. Epanechnikov | 1.3059 | 0.1259 |

C. Prediction by the Bellwether Moving Window and the Growing Portfolio

We compared the Bellwether moving window with the Growing portfolio (all preprocessed historical projects as training set) by setting a completed project as a hold-out from each dataset which was not used in the training and validation sets. Thus, we used both the Bellwether moving window and the Growing portfolio to estimate the software effort of the new projects from the 3 learners as shown in Fig. 2 and Fig. 3 respectively. It should be noted that these new projects already have known software effort (actual effort) from both datasets respectively. For example, we predicted the effort of a project developed in November, 2007 with previously developed projects from the ISBSG dataset (Fig. 2). Similar approach is followed for the Kitchenham dataset (Fig. 3). These known or actual efforts enabled us in making comparison with the predicted efforts (Fig. 2 and 3).
The Deep learning (DNN) model trained with the Bellwether moving window (Fig. 2) resulted in relatively superior accuracy with respect to predicting the software effort of the new project than the other models in both datasets. In the case of the Growing portfolio (Fig. 3), we realized that the DNN also resulted in superior prediction accuracy similar to but not better than the Bellwether moving window in Fig. 2.

Results show that, the Bellwether moving window yields relative effective prediction when trained with a Deep learning model (DNN).

7. RELATED WORK

To the best of our knowledge, Kitchenham et al. [29] were the first to consider the selection of recently completed projects (moving windows) from chronologically completed projects for SEE. They made use of the Kitchenham dataset comprising of chronological projects obtained from a single company. They divided the growing portfolio into four partitions based on the development start date and each partition was used as the training set for modeling. Results from their regression analysis show that the size to effort estimation changed across the four strata. They concluded that, older projects should be removed from the dataset and estimation done with the remaining subset together with addition of recently completed projects. Lastly, they recommended the estimation of new projects with respect to the use of about 30 recently completed projects.

A recent study by Amasaki and Lokan [6] investigated the effect of weighted moving windows on SEE accuracy using the Finnish dataset. In their study, they applied four weighting functions namely Triangular, Epanechnikov, Gaussian and Rectangular shown in Fig. 1 (Section 2). They realized that the application of different weighting functions have different effects on the SEE accuracy. They concluded that, weighted moving windows yielded statistically significant effect with comparably larger window size as compared to unweighted moving windows. Their findings confirmed results from their previous study [7] where similar results were found using the ISBSG dataset. This present paper applied the weighting functions to the Bellwether moving windows. It is worth noting that the Rectangular function [6] is equivalent to unweighted moving window whilst the other three functions are for the weighted moving windows.

Amasaki and Lokan [6] also compared weighted moving windows to the growing portfolio (using all historical projects as training set), they realized that the growing portfolio yielded a better significant improvement on the SEE accuracy. This is confirmed in a previous study by Lokan and Mendes [8] using the Finnish dataset. Amasaki and Lokan [6] considered window sizes ranging between 20 and 120 projects (ie. 20, 30, 40, 120) in building their estimation model based on weighted linear regression. Results show that models built with windows of sizes ranging from 20 to 30 projects yielded minimum Mean Absolute Error (MAE) as compared to the use of growing portfolio in SEE modeling. The prediction accuracy diminishes when using Triangular, Epanechnikov and Gaussian weighting functions for window sizes below 80 projects while the unweighted moving windows (rectangular) resulted in better prediction accuracy. Lastly, with window sizes more than 80 projects, the prediction accuracy is highly improved when using the three weighted moving windows (Triangular, Epanechnikov and Gaussian) as compared to using unweighted moving windows (rectangular).

A similar study by Amasaki and Lokan [7] examined the effects of weighted and unweighted moving windows on the prediction accuracy. They considered projects from the ISBSG repository (release 10) and used weighted linear regression in building the SEE model. Results from their study show that: 1) unweighted moving windows are more effective in SEE with larger window size (at least 40 projects) as compared to unweighted growing portfolio; 2) weighted growing portfolio of large size yielded better estimation accuracy as compared to unweighted growing portfolio with respect to MAE; 3) unweighted moving window is more effective in prediction accuracy than weighted growing portfolio; 4) for large window size of at least 100 projects, weighted moving window yielded better prediction accuracy than unweighted growing portfolio for both MAE and Mean Magnitude of Relative Error (MMRE). Here, the Gaussian weighting function was considered the best; 5) weighted moving windows of large sizes are better than weighted growing portfolio with respect to MAE and MMRE. The Gaussian function was considered the best weighting function in this case; and 6) weighted moving windows with large sizes (at least 80 projects) are more effective in prediction accuracy than unweighted moving windows for MAE and MMRE. Here, no preference to the best weighting function was made in their study. They [7] concluded from their study that using windows of large size (more than 75 projects) improve the prediction accuracy.

Lokan and Mendes [8] investigated the effect of using moving windows based on different durations and how it affects the prediction accuracy. The ISBSG dataset (release 10) and the Finnish dataset were considered in their study. They realized that, the prediction accuracy can be improved when using moving windows that are based on duration. Here, stepwise multivariate regression was used in building the SEE model and windows of different durations ranging from 1 to 7 years were considered in modeling. Results show that SEE models built with moving windows of about 3 years with at least 75 projects (training set) yielded better significance in accuracy. Similar results were achieved in their previous study [5] whereby they found that moving windows of about 3 to 4 years yielded better prediction accuracy with the best window size of 81 to 89 projects from the ISBSG dataset.

The aforementioned studies discussed show that there is an implicit assumption that moving windows are useful in predictive modeling. Even though empirical analysis has shown that the moving windows approach respond differently across datasets, more studies need to be conducted to further improve the prediction accuracy. In this present paper, we have introduced the Bellwether moving window (with defined window size and age) which
can be considered as the training set for predictive modeling of new projects.

8. THREATS TO VALIDITY

We used a single release of the ISBSG dataset (release 10) as considered in previous studies [7] [4] [8] and the Kitchenham dataset [29]. These datasets are convenient target population sets but cannot be a general representative of all chronological datasets. Therefore, results might not be confidently generalized beyond these datasets.

The models employed in this study were automated and hence can result in automation biasness. For example, the selection of the \textit{Bellwether moving window} was done automatically. Automating a process involves series of assumptions made which can result in biasness. This is because, assumptions do not always follow the reality on the grounds. Nevertheless, the assumptions made in this study are based on prior knowledge from previous studies [15] [9] [17] [18] in building data mining models and hence results can be trusted.

We considered three learners (SEE models) namely the Automatically Transformed Linear Model (ATLM) [1], multiple linear regression (MLR) model specifically the least squares regression [7] [6], and a Deep learning model specifically Deep Neural Networks [33]. We chose these learners because, they have been shown to improve the relative prediction accuracy.

In this study, we considered three main evaluation measures namely Mean Absolute Error (MAE), Mean Balanced Relative Error (MBRE) and Mean Inverted Balanced Relative Error (MIBRE). Even though other evaluation measures could have been used for evaluation assessment, these three measures have been proven reliable and effective in previous studies [41] [13]. Other evaluation measures such as Mean Magnitude of Relative Error (MMRE), Median Magnitude of Relative Error (MdMRE), and \textit{PRED}(k) are misleading evaluation measures which result in biasness in model assessment as reported by Foss et al. [41].

9. CONCLUSION AND FUTURE WORKS

Previous studies have shown the relative effectiveness of using relevant and recently completed projects (\textit{moving window}) from a pool of historical projects in building predictive models. Exemplary projects (\textit{Bellwether}) representing the training set have been empirically validated to significantly improve the prediction accuracy in the domain of software defect prediction. Investigations on the ISBSG dataset (release 10) and the Kitchenham dataset confirm the existence of \textit{Bellwether effect} in chronological datasets and its respective \textit{Bellwether moving window} can be used as the training set for software effort estimation purposes. In order to achieve the best selection of relevant projects, we first provide six postulations based on empirical evidence. Secondly, we provide a step-by-step \textit{Bellwether method} incorporating a sort and cluster approach together with Markov chains to aid in selecting the \textit{Bellwether moving window} with defined window size (number of projects) and window age (elapsed time of projects). Results have shown that, the \textit{Bellwether moving window} is not rare in chronological datasets and should have a window age of 2 to 2.5 calendar years and a window size of relatively large size for a better prediction accuracy. It should be noted that, the window age can vary depending on the units of the data at hand. Incorporating weighting functions on the \textit{Bellwether moving window} affect the prediction accuracy when the window age and window size of the \textit{Bellwether moving window} change. We observed that, the Gaussian weighting function was more advantageous on relatively large window size of 257 projects (23.4\%) in the ISBSG dataset and 87 projects (61.3\%) in the Kitchenham dataset.

In our future work, we intend to investigate the feasibility of using the Bellwether moving window concept in other software engineering fields for the training and validation needs of predictive models. Furthermore, we intend to extend this study to find the Bellwether moving window with defined window size and window age for other datasets more especially the Finnish dataset and other industrial projects.
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