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ABSTRACT
As part of the effort to meet the needs of the Large Synoptic Survey Telescope Dark Energy Science Collaboration (LSST DESC) for accurate, realistically complex mock galaxy catalogs, we have developed GalSampler, an open-source python package that assists in generating large volumes of synthetic cosmological data. The key idea behind GalSampler is to recast hydrodynamical simulations and semi-analytic models as physically-motivated galaxy libraries. GalSampler populates a new, larger-volume halo catalog with galaxies drawn from the baseline library; by using weighted sampling guided by empirical modeling techniques, GalSampler inherits statistical accuracy from the empirical model and physically-motivated complexity from the baseline library. We have recently used GalSampler to produce the cosmoDC2 extragalactic catalog made for the LSST DESC Data Challenge 2. Using cosmoDC2 as a guiding example, we outline how GalSampler can continue to support ongoing and near-future galaxy surveys such as the Dark Energy Survey (DES), the Dark Energy Spectroscopic Instrument (DESI), WFIRST, and Euclid.
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1 INTRODUCTION
In order to prepare for the arrival of data from the Large Synoptic Survey Telescope (LSST) [1], the Dark Energy Science Collaboration (DESC) has begun a series of three data challenges of increasing scope and complexity, referred to as DC1, DC2, and DC3. A major component of these challenges is the production of mock catalogs containing galaxies with increasingly complex sets of properties. Analysis working groups within DESC use the DC catalogs to provide a controlled environment for testing systematic effects that will be present in LSST image analysis, and so it is critical that these mocks resemble LSST data as closely as possible.

Due to the diversity of science that the LSST enables, the science driving these data challenges benefits from mocks containing galaxies with a large variety of properties. Example attribute requests from various analysis working groups include broadband flux through filters of several different surveys; spectral energy distributions (SEDs) for photo-z analysis; internal morphological structure such as bulge-disk decomposition (with separate SEDs and fluxes per component), half-light radius, radial profiles and axis ratios; gravitational shear, convergence and magnification; black hole mass and accretion rate. These scientific needs add up: each galaxy in the cosmoDC2 mock submitted to DESC for DC2 analysis contains $O(500)$ properties.

The cosmological simulations underlying these catalogs are necessarily very large. Currently, hydrodynamical simulations of the necessary volume, resolution, and accuracy are prohibitively expensive, and so gravity-only simulations must be combined with a galaxy model to produce mock catalogs of the required size and characteristics. The DC2 volume requirement also places restrictions on the performance of the method used to populate the simulation with...
galaxies, which cannot be too expensive as many iterations will be required in order to produce a mock that meets the specified validation criteria.

The evolving nature of a survey’s synthetic data requirements plays a critical and largely overlooked role in the challenge of generating mock catalogs for large collaborations. As a survey progresses, changes to the requirements happen for a variety of reasons: additional scientists join the collaboration and bring new expertise that informs the criteria; contemporaneous surveys release new data or measurements; alternative analysis techniques naturally arise and commonly require alternative mocks with features beyond those that were initially planned. The subsequent adjustments to the synthetic catalog may be as simple as modifications to parameter values, or may require introducing entirely new features into the model. This evolving nature is rather fundamental to the operating mode of the collaborations currently conducting large-scale galaxy surveys. We stress that this evolving nature precludes the possibility of a one-time-only “hero” computation used to calibrate the model. Instead, these practical considerations imply a need for techniques that are quickly adaptable and extensible to new requirements; this efficiency is challenging to achieve due to the simultaneous need for a large variety of galaxy properties with multi-dimensional correlations.

To generate mock catalogs with sufficient complexity, numerous groups use semi-analytic models of galaxy formation (SAMs) grafted into gravity-only $N$-body simulations (e.g., Kauffmann et al. 1999; Kauffmann & Haehnelt 2000; Croton et al. 2006; Bower et al. 2006; De Lucia & Blaizot 2007; Somerville et al. 2008; Guo et al. 2011; Benson 2012; Overzier et al. 2013; Lacey et al. 2016; Henriques et al. 2017; Lagos et al. 2018). In the SAM approach, galaxy properties are determined by solving a set of coupled differential equations modeling a range of (baryonic) physical processes that are not present in the simulation, but that are presumed to influence real galaxies. These systems of differential equations are solved on a halo-by-halo basis, and so in mock catalogs that are based directly on SAMs, each synthetic galaxy has a unique SED, morphology, and historical evolution (see Somerville & Davé 2015 for a recent review, as well as 7 for further discussion).

While contemporary SAMs naturally produce synthetic galaxies with a high degree of complexity and a large number of attributes, a drawback of this approach is the computational expense of fitting the model parameters (although see van Daalen et al. 2016; Henriques et al. 2017 for significant recent progress in this direction). This drawback is exacerbated by the evolving nature of the fitting data discussed above. An alternative approach is to generate mock catalogs using data-driven empirical models such as the Halo Occupation Distribution (HOD, Berlind et al. 2003; Zheng et al. 2005), the Conditional Luminosity Function (CLF, Yang et al. 2003; van den Bosch et al. 2013), and abundance matching (Kravtsov et al. 2004; Conroy et al. 2006; Behroozi et al. 2010; Moster et al. 2010). Models of synthetic galaxies based on empirical methods are computationally orders of magnitude faster than SAMs, but face a challenge that SAMs do not: conventional data-driven approaches only generate galaxies with a highly restricted set of properties. Thus considerable effort is required to transform mocks based on HOD-type methods into synthetic catalogs of galaxies with the required attributes (for a recent review, see Wechsler & Tinker 2015).

In this work, we present a new method for generating synthetic cosmological data that represents a hybrid of the empirical and semi-analytic approaches to the problem. In our method, we begin with a “baseline” mock catalog generated by a semi-analytic model or hydrodynamical simulation. We then scale up the baseline mock into a cosmological survey-scale simulation, using weighted Monte Carlo sampling to improve the statistical realism of the resulting catalog. While the technique benefits from high-accuracy baseline catalogs, for many applications the parameters of the underlying model need only be coarsely trained.

We outline the basic assumptions made by the GalSampler technique in §2 and in §3 we discuss our framework for scaling up high-resolution mocks into large-volume simulations. The core techniques for weighted Monte Carlo sampling are presented in §4 and in §5 we describe how we applied GalSampler to generate the cosmoDC2 mock used in LSST DESC DC2. We discuss ongoing work incorporating systematic effects in §6, compare our methodology to alternative approximations in §7, and conclude in §8 with a discussion of future directions.

2 Core Assumptions
A core assumption made by empirical models of large scale structure is that the galaxy-halo connection can be captured by modeling dependencies between a few key physical quantities. We can express this assumption mathematically as follows. Let $\vec{g}$ refer to the set of all properties exhibited by galaxies in the model universe; we write this vector space as $\vec{g} = \vec{g}_{\text{prim}} \times \vec{g}_{\text{sec}},$ where $\vec{g}_{\text{prim}}$ is a small subset of “primary” galaxy properties with a tight statistical connection to the cosmic density field, $\vec{\delta},$ and $\vec{g}_{\text{sec}}$ refers to all remaining “secondary” galaxy properties. Using $P(\vec{g}|\vec{\delta})$ to denote the complete specification of the statistical connection between galaxies and the cosmic density field, we have

$$P(\vec{g}|\vec{\delta}) = P(\vec{g}_{\text{prim}}; \vec{g}_{\text{sec}}|\vec{\delta}) = P(\vec{g}_{\text{prim}}|\vec{\delta}) \times P(\vec{g}_{\text{sec}}|\vec{g}_{\text{prim}}; \vec{\delta}).$$

Our core assumption is that there exists a decomposition of galaxy properties $\vec{g} = \vec{g}_{\text{prim}} \times \vec{g}_{\text{sec}}$ such that the following approximation holds:

$$P(\vec{g}_{\text{sec}}|\vec{g}_{\text{prim}}; \vec{\delta}) \approx P(\vec{g}_{\text{sec}}|\vec{g}_{\text{prim}}).$$

Under this assumption, our basic equation for the galaxy-halo connection becomes:

$$P(\vec{g}|\vec{\delta}) \approx P(\vec{g}_{\text{prim}}|\vec{\delta}) \times P(\vec{g}_{\text{sec}}|\vec{g}_{\text{prim}}).$$

Equation 2 is a statement about the sparsity of the galaxy-halo connection: once a few core galaxy properties are specified, the remaining variables exhibit negligible residual correlation with the density field. This decomposition considerably simplifies the task of capturing the full complexity of $P(\vec{g}|\vec{\delta}),$ with all its nonlinearities and high-dimensional correlations. In generating the cosmoDC2 extragalactic catalog, we leveraged this simplification by empirically modeling the galaxy-halo connection $P(\vec{g}_{\text{prim}}|\vec{\delta})$ in a relatively low-dimensional space, while modeling the quantity $P(\vec{g}_{\text{sec}}|\vec{g}_{\text{prim}})$ by sampling galaxies generated by a fine-grained physical model (see §3 for details).
There is good reason to believe that the galaxy-halo connection in the real Universe is indeed relatively sparse. The relation between stellar mass $M_*$ and halo mass $M_{\text{halo}}$ exhibits a well-known monotonic scaling relation with tight scatter across a large range in both mass and cosmic time (Kravtsov et al. 2004, Conroy et al. 2006, Behroozi et al. 2010, Moster et al. 2010). The star formation rate of active galaxies shows a simple power-law scaling with both $M_*$ (the “star-forming sequence”, e.g., Brinchmann et al. 2004, Noeske et al. 2007, Daddi et al. 2007, Karim et al. 2011) and $M_{\text{halo}}$ (Moster et al. 2015, Behroozi et al. 2018). Galaxy size has a tight and well-measured scaling with $M_*$ (Shen et al. 2003, Huang et al. 2013, Huertas-Company et al. 2013, Lange et al. 2015, Zhang & Yang 2017, Shibuya et al. 2015, Huang et al. 2017), and a linear scaling with dark matter halo radius across a large dynamic range (Kravtsov 2013, Hearin et al. 2017). Despite the complexity of galaxy formation physics, the statistical relationships between a wide variety of galaxy properties admit a strikingly simple description.

Of course, the scaling relations employed by empirical models are merely statistical trends that emerge from highly complex physical processes, and so it is natural to expect that the assumption of a sparse galaxy-halo connection must fail at some level. Thus no matter how faithfully $P(\delta|\vec{g}_{\text{prim}}; \vec{s})$ is captured, there exists some systematic error, $\delta P(\delta|\vec{g}_{\text{sec}}; \delta)$, associated with residual correlations between $\vec{g}_{\text{sec}}$ and $\vec{s}$ at fixed $\vec{g}_{\text{prim}}$. For purposes of generating synthetic data for large imaging surveys, the required tolerance for error on the galaxy-halo connection depends sensitively upon the science target in question. For example, many analyses of image deblending primarily require a synthetic dataset with a broad diversity of physically plausible fields of view; in such cases, there is no critical need for the underlying model to exhibit accurate correlations between black hole mass and large-scale environment. On the other hand, there are also science applications that are enabled by a mock catalog whose luminosity- and color-dependent two-point correlation functions exhibit $O(1-10\%)$ agreement with observations; mocks for such applications have a much lower tolerance on $\delta P(\delta|\vec{g}_{\text{sec}}; \vec{s})$, as well as a greater challenge in faithfully representing the primary quantities $P(\vec{g}_{\text{prim}}; \vec{s})$. In the present work, we limit our scope to a general treatment of GalSampler-based techniques for tuning the galaxy-halo connection; for more extensive discussion of the validation requirements driving the application of our methodology to the generation of cosmoDC2, we refer the reader to Korytov et al. 2019.

3 SCALING UP HIGH-RESOLUTION MOCKS

In this section we describe techniques for transferring synthetic galaxies populating a modest-volume source halo catalog into a larger-volume target halo catalog. The key idea is very simple: for every host halo in the target catalog, identify a counterpart host halo in the source catalog, and map the galaxy content of the source halo into the target halo. A natural way to define the halo–halo correspondence is through mass: for every halo in the target halo catalog, randomly select a halo in the source simulation that has a closely matching mass. Once the halo–halo correspondence has been determined, transferring the galaxy population is straightforward.

Galaxy spatial position and velocity require slightly different treatment, since the Cartesian coordinates of the source and target halo have no connection to one another. If we define the halo-centric distance of each galaxy in the source simulation as $\delta \vec{s} \equiv \vec{s}_{\text{halo}} - \vec{s}_{\text{gal}}$, then we can map the galaxy to the target simulation by assigning it to the position $\vec{s}_{\text{gal}} = \vec{s}_{\text{halo}} + \delta \vec{s}$. By construction, this will exactly preserve the halo-centric positions of the galaxies.

We demonstrate how to carry out this calculation with a simple, nearest-neighbor-based algorithm in Figure 1 in which we show the two-point clustering of a galaxy sample transferred from one simulation to another. For our source halos, we use a $z = 0$ sample of halos identified in the Bolshoi simulation by Rockstar (Klypin et al. 2011, 2016, Behroozi et al. 2013a, Riebe et al. 2013, Behroozi et al. 2013b, Rodríguez-Puebla et al. 2016a); we populate these halos with source galaxies according to the HOD of $z = 0$ galaxies with $M_* > 10^{11} M_\odot$, using HOD model parameters taken from Leauthaud et al. (2012), as implemented in Halotools (Hearin et al. 2017). For target halos, we use a $z = 0$ sample of halos identified by Rockstar in the Multidark simulation, using GalSampler to populate these halos with source galaxies. Bolshoi has a box size of $L_{\text{box}} = 250 \text{ Mpc}/h$, while Multidark has a box length of $L_{\text{box}} = 1 \text{ Gpc}/h$, and so this application of GalSampler effectively scales up the simulated volume by a factor of 64. The two curves in Fig. 1 compare the two-point correlation function of the two galaxy samples, which agree at the $10-30\%$ level on all scales. While it has been known

![Figure 1. The orange points with jackknife error bars show the two-point correlation function of galaxies populating subhalos in the Bolshoi simulation according to best-fit HOD in Leauthaud et al. (2012); the purple curve shows the clustering of a GalSampler-produced mock galaxy sample populating the larger Multidark simulation. The correlation functions agree at the $\sim 20\%$ level on all scales, since GalSampler preserves the HOD of the original mock.](image)

Note that the halo–halo correspondence is defined in terms of host halos only; subhalos are only relevant to GalSampler insofar as their positions and properties may be connected to synthetic satellite galaxies. Thus throughout the remainder of this section, the term “halo” will be understood to mean “host halo”.  

![Figure 3. Scaling up high-resolution mocks](image)
for many years that correlation functions are modified by at least this amount when shuffling semi-analytic galaxies amongst halos of a similar mass (Croton et al. 2007), achieving this level of accuracy was not a validation requirement for cosmoDC2, and so here we restrict discussion to GalSampler applications based on halo mass alone; further tuning of the two-point functions can be accomplished using the methods discussed in §4.2.

## 4 Adjusting the Galaxy-Halo Connection

In §3 we described how to transfer a galaxy catalog from one simulation to another while attempting to preserve the complexity of the original catalog. In this section we present two examples demonstrating weighted sampling techniques that can be used to improve the fidelity of an existing mock catalog while retaining as many of its physical features as possible. In the first example discussed in §4.1 the modifications to the existing mock are determined exclusively by changes to a single broadband color; the methods shown in §4.2 can be used in more complicated cases where modifications are required of multiple dimensions simultaneously.

### 4.1 Weighted sampling with Conditional Abundance Matching

Achieving statistically accurate distributions of broadband color across redshift is one of the most challenging aspects of creating synthetic galaxy catalogs. In this section, we demonstrate how to improve the distribution of colors of an existing mock using weighted Monte Carlo sampling.

We begin by generating a distribution of $g-r$ colors representing a toy model that we wish to modify; this distribution will typically come from the “baseline” mock that has been only roughly calibrated (e.g., a SAM or hydro simulation). We additionally specify the $g-r$ distribution that we desire of the final mock catalog; this second distribution represents the validation criteria that the mock should satisfy. For these demonstration purposes, we use a double-Gaussian distribution for both the original and desired PDFs, with parameters that vary with stellar mass; the top panels of Figure 2 illustrate these two models.

We will remap the $g-r$ colors of the baseline mock so as to preserve the rank order of $g-r$ conditioned upon stellar mass. In this way, galaxies in the original mock that are redder/bluer than average for their mass will remain redder/bluer than average, even though the numerical value of $g-r$ is modified to match $P((g-r)_{\text{desired}}|M_*).$ The standard technique for accomplishing this task is Conditional Abundance Matching (CAM, Masaki et al. 2013, Hearin & Watson 2013), which in this example defines a non-parametric mapping from

$$F_{\text{CAM}} : \{M_*; (g-r)_{\text{baseline}}\} \rightarrow \{M_*; (g-r)_{\text{desired}}\}.$$  

Thus CAM defines a rank-order-preserving map of $g-r$; this non-parametric map is determined by equating the conditional cumulative distribution functions (CDFs):

$$P(< (g-r)_{\text{baseline}}|M_*) = P(< (g-r)_{\text{desired}}|M_*) \ (3)$$

We refer the reader to Section 4.3 of Hearin et al. (2014) for associated mathematical derivations.

The conditional_abunmatch function in Halotools provides a bin-free algorithm implementing the mapping defined by Eq. 3. The conditional_abunmatch function estimates $P(< g-r|M_*)$ for each galaxy by calculating each object’s $g-r$-rank-order in a sliding window of stellar mass. The top panels of Figure 2 illustrate the results of this function applied to our double-Gaussian toy example, with the top-left and top-right panels illustrating results for galaxy samples with different stellar mass. The original distribution is shown with the red shaded PDF; black points with error bars show the desired distribution. The blue shaded PDF shows the distribution that results from application of the conditional_abunmatch function to the red histogram; the final distribution is in close statistical agreement with the desired one, and the relative $g-r$ color of galaxies at fixed $M_*$ has been preserved.

#### 4.1.1 Induced higher-dimensional correlations with CAM

The non-parametric mapping of Conditional Abundance Matching, $F_{\text{CAM}}$, is determined by a pair of conditional CDFs of a single variable. However, Eq. 3 in fact implies a mapping between the full multi-dimensional space of the problem. Consider, for example, how modifying $P(g-r|M_*)$ with $F_{\text{CAM}}$ induces a change in the PDF of $B/T$, the bulge-to-total mass ratio. It is easy to understand at an intuitive level why $P(B/T|M_*)$ will be modified under the $F_{\text{CAM}}$ transformation: at fixed $M_*$, blue galaxies have a more prominent disk relative to red galaxies; thus if $F_{\text{CAM}}$ modifies $P(g-r|M_*)$ to have a bluer population, then the modified population will have more disk-dominated galaxies simply because blue galaxies have become more abundant.

Mathematically, we can understand this intuitive explanation through the definition of parameter marginalization:

$$P(B/T|M_*) = \int P(B/T|M_*; g-r) \cdot P(g-r|M_*) d(g-r) \ (4)$$

The mapping $F_{\text{CAM}}$ leaves the first factor in the integrand of Eq. 4 unchanged, but for any nontrivial application of CAM the second factor is modified, inducing a change in $P(B/T|M_*)$. The same will be true for any variable $x$ for which $P(x|M_*; g-r) \neq P(x|M_*)$ over the range where $g-r$ colors are modified.

To facilitate exploration of these induced correlations, the conditional_abunmatch function in Halotools supports a simple variation on the CAM technique by offering the option to return the indices that resample the desired distribution in a way that respects Eq. 3. Returning the resampling indices of the desired distribution, rather than returning the desired values, facilitates straightforward resampling of the additional variables, and guarantees that $P(B/T|M_*; g-r)$ is preserved while $P(g-r|M_*)$ is modified.

To demonstrate how this resampling technique induces changes in the distributions of other variables, we create an additional toy model for the fraction of stellar mass in each galaxy’s bulge component, $B/T$, modeled as a power law with distinct indices for quenched and star-forming galaxies, such that quenched (star-forming) galaxies are bulge- (disk-) dominated. The original $B/T$ distribution of this toy model is shown with the orange PDF in the bottom panels of Figure
4.2 Weighted sampling in higher dimensions

The Conditional Abundance Matching method described in §4.1 only offers tunable rescaling of a single “secondary” variable (such as star-formation rate or broadband color) conditioned upon a single “primary” variable (such as stellar mass). However, conventional CAM offers no recourse for further improvements if the additional, passively-rescaled variables in the problem do not exhibit good statistical agreement with observations (e.g., if the B/T distributions shown in green in the bottom panels of Figure 2 are in poor agreement with data). In this section we describe an alternative methodology for weighted sampling that addresses this shortcoming. In brief, we will first use empirical techniques to generate a synthetic catalog with a small handful of well-constrained properties, and then for each empirically modeled galaxy, we find a matching counterpart taken from a library of semi-analytic galaxies.

We begin with any mock catalog based on a traditional semi-analytic model satisfying the following characteristics:

(i) Solutions to the differential equations of the SAM produce model galaxies with the necessary attributes;
(ii) the parameters of the SAM have been at least coarsely trained so that the mock is in reasonable agreement with the summary statistics of interest;
(iii) the galaxies in the mock densely sample and span the range of the space of required galaxy properties.

With such a SAM-based mock catalog in hand, we proceed as follows:

(i) Using empirical modeling techniques, we generate a separate mock catalog with a small handful of core galaxy

Insofar as the selected summary statistics constrain the SAM, this helps ensure realism of $P(\tilde{g}_{\text{sec}}|\tilde{g}_{\text{prim}})$; see discussion in §4.
For our SAM-based mock, we use the publicly available Galacticus (Benson 2012) to create a library of SAM galaxies at $z = 0$, using Alpha-Q as the underlying simulation (Korytov et al. 2019). Our Galacticus mock includes a large variety of model galaxy attributes, such as bulge/disk decomposition with distinct spectral energy distributions in each component. For our empirical model, we use the publicly available mock catalog based on abundance matching and age matching (Hearin & Watson 2013), in which the only modeled galaxy attributes are stellar mass and star-formation rate. For every galaxy in the age matching mock, we use the cKDTree implementation in scipy to find a Galacticus galaxy with a closely matching value of $(M_\star, \text{sSFR})$. When conducting the search, in practice we use a Euclidean distance metric on variables $x = \log(M_\star)$ and $y = \log(\text{sSFR}/M_\star)$; modifying the distance metric allows one to prioritize the fidelity with which different variables will be recovered. Once a nearest neighbor has been found, we then replace each age matching galaxy with its SAM counterpart.

The top-left panel of Figure 3 display results for $z = 0$ galaxies in the same bin of stellar mass, $9.75 < \log M_\star/M_\odot < 10.25$. In this mass range, star-forming galaxies in the Galacticus mock are less common relative to age matching, and the Galacticus distribution of specific star formation rate (sSFR) has a much longer tail at the low-end of the sSFR distribution, though the peak of the main sequence occurs at a similar location and level of scatter. More pertinent, the Galacticus mock densely spans the range of the sSFR distribution in the age matching mock, and so the sSFR distributions in the Galacticus and age matching mocks are in close agreement.

The remaining panels of Figure 3 display the distribution of restframe color through SDSS filters: $g - r$ in the top-right panel, $r - i$ in the bottom-left, and $i - z$ in the bottom-right. These broadband colors are not present in the age matching mock, but are inherited from Galacticus via the GalSampler technique. The sSFR distribution of Galacticus galaxies is too quiescent relative to the desired distribution in the age matching mock; accordingly, quenched galaxies are preferentially downweighted by...
GalSampler, thereby producing distributions of broadband colors that are bluer relative to Galacticus.

Figure 4 shows how the two-point clustering of GalSampler galaxies depends on star-formation rate and color. Just as in Figure 3, all panels of Figure 4 pertain to galaxies in the same bin of stellar mass, $9.75 < \log M_*/M_\odot < 10.25$. Galaxies in the mass bin are divided into quartiles of $sSFR$ in the top-left panel, and quartiles of each of the three broadband colors in the remaining panels. The $sSFR$-dependent clustering of the GalSampler mock is essentially identical to age matching, because every age matching galaxy has a closely matching counterpart in Galacticus, and so the $sSFR$ values are essentially unchanged by the GalSampler technique. Each of the remaining panels shows smooth, monotonic dependence of two-point clustering upon each of the three broadband colors. This feature would be highly impractical to achieve via standard empirical modeling techniques such as the HOD without a runaway proliferation of parameters. Of course, there is no guarantee that, for example, $(i - z)$-dependent clustering will be in close quantitative agreement with observations; for example, if $i - z$ color in the real Universe is strongly correlated with the cosmic density field at fixed $(M_*, sSFR)$, then the resulting GalSampler mock will not capture such a correlation; we discuss this point further in §5. However, a vast array of survey science needs are met by a synthetic catalog with one- and two-point functions that are simply in reasonable absolute agreement with observations, and exhibit correct scaling with all variables in the problem. In §5 we use the LSST DESC Data Challenge 2 as another example of how to apply the GalSampler technique to meet the needs of modern galaxy surveys for accurate, complex synthetic catalogs.

5 APPLICATION TO LSST DESC DATA CHALLENGE 2

The previous sections outlined various techniques that can be useful when generating synthetic cosmological data. Each of these techniques played a role in the production of the cosmoDC2 mock catalog for the LSST DESC Data Challenge 2; we give a detailed account of cosmoDC2 in a companion paper to the present work (Korytov et al. 2019). In this section we will use cosmoDC2 as a worked example to show how the modeling elements discussed above can be tied together in a unified pipeline.

The production pipeline of cosmoDC2 begins with the publicly available mock catalog based on the UniverseMachine empirical model for the galaxy- halo connection (Behroozi et al. 2018). Each synthetic galaxy in the UniverseMachine mock has an assembly history across cosmic time, including in-situ star formation and mass acquired from mergers, tabulated at every output snapshot of the simulation. The UniverseMachine mock used in cosmoDC2 is based on Rockstar subhalos (Behroozi et al. 2013a,b) and identified in the MDPL2 simulation (Prada et al. 2012; Klypin et al. 2016), which was run...
with the Adaptive-Refinement-Tree (ART) code [Kravtsov et al. 1997], and has a comoving box size of 1 Gpc/h and mass resolution $m_p = 1.51 \times 10^9 M_\odot/h$.

Using the technique described in [3] we populate host halos in the Outer Rim simulation with UniverseMachine galaxies. Outer Rim was carried out with the Hardware/Hybrid Accelerated Cosmology Code (HACC) [Habib et al. 2016], and covers a volume of 3 Gpc$^3$ sampled with 1024$^3$ tracer particles, leading to a mass resolution of $m_D = 1.85 \times 10^8 M_\odot/h$. In practice, we populate a light-cone of Outer Rim halos to map our galaxies into the space of \(\{ra, dec, z\}\), always matching an Outer Rim halo with an MDP12 halo from the closest-matching snapshot. Upon completing this stage of the pipeline, Outer Rim contains galaxies with statistical properties that approximate those in the original UniverseMachine mock with reasonable fidelity.

Before applying the techniques described in [4,2] we augment the $M_\star$-based galaxy properties with additional modeling of restframe flux through LSST filters $g, r, and i$. First, we parameterize and calibrate a model for $m_r - M_\star$ and $M_\star - r$ using an independent double-Gaussian for the PDF of each color; for both PDFs, the relative peak heights, peak locations, and scatter vary with $M_\star, M_{\text{halo}}$, and redshift. We used CAM to introduce correlations between galaxy properties, so that bluer galaxies have larger star-formation rates than redder galaxies for both $g - r$ and $r - i$ colors. For each of these ingredients, we tuned model parameters to meet validation criteria provided by DESC working groups (for details, see Korytov et al. 2019). At this stage, synthetic galaxies in cosmoDC2 possess the following attributes: $M_\star, M_h, M_\star, M_h$, stellar assembly history, and redshift.

Finally, as described in [12] for each cosmoDC2 galaxy we conduct a nearest-neighbor search of a library of semi-analytic galaxies, searching the closest-matching snapshot for the SAM galaxy with the smallest Euclidean distance in the space of \(|\langle M_\star, g - r, r - i \rangle|\). The SAM library used in cosmoDC2 comes from the Galacticus semi-analytic model [Benson 2012]: the publicly available code was run on a smaller simulation with the same cosmological parameters as those of Outer Rim to produce the output properties requested by DESC working groups. By replacing each empirically modeled galaxy in cosmoDC2 with its nearest-matching Galacticus counterpart, we create a synthetic catalog that possesses the large number of attributes required of the mock, while preserving the statistical distributions of the empirical model.

We conclude this section by summarizing the three stages of this modeling pipeline:

(i) Scale up the UniverseMachine mock into the Outer Rim halo lightcone using GalSampler.
(ii) Empirically model \(\{M_h, M_\star, M_\star\}\) for every galaxy.
(iii) Replace each galaxy with a closely matching counterpart taken from the Galacticus library.

6 INCORPORATING SYSTEMATIC EFFECTS

In [4] we described the core techniques used to produce the cosmoDC2 mock catalog outlined in [3]. However, there are many variations on these methods that can be useful when producing synthetic catalogs, particularly when crafting mocks to study the impact of various systematic errors and modeling assumptions. Each subsection below outlines a particular way in which we have used weighted Monte Carlo sampling to create a synthetic catalog designed for a specific inquiry into a particular source of systematic error. Our goal here is merely to illustrate the extensibility of the GalSampler methodology to a wide range of problems, and so we will relegate a more extensive study of each phenomenon to companion DESC papers using mocks made with these techniques.

6.1 Assembly bias

One of the key elements of the GalSampler algorithm is the correspondence between source and target halos. In the application outlined in [3] the halo-halo correspondence was determined exclusively by mass. By construction, this erases any correlation between the galaxy content of a halo and all properties besides the halo’s total mass. However, if the galaxy properties in the baseline model exhibit residual correlations with halo properties besides mass, then these additional correlations can be incorporated by including the additional halo properties in the halo-to-halo correspondence. As described above, this can be implemented using the source_halo_index_selection function, which supports multi-dimensional halo-to-halo correspondences based on the same nearest-neighbor search algorithm used in the one-dimensional case.

When the source and target halos are defined according to different algorithms, some care must be taken to avoid systematic mismatches that result from inconsistent mass definitions. This concern applies in applications of one-dimensional matching, and can be especially problematic in the multi-dimensional case. To regularize the correspondence in mass-like variables, instead of using mass it is straightforward to match on cumulative number density, $dn(<M_{\text{halo}})/dV$: the correspondence in a second variable such as halo concentration can be regularized by instead using the conditional cumulative distribution, e.g., $P(<c|M_{\text{halo}})$. In this way, we essentially use CAM to set up the halo-to-halo correspondence between the two simulations. Calculating $dn(<M_{\text{halo}})/dV$ can be accomplished by dividing the rank-order of each $x$ and dividing by the simulation volume; the sliding_conditional_percentile function in Halotools can be used to calculate a generic conditional cumulative distribution, $P(<y|x)$; while we generally find better recovery of the one- and two-point functions when matching on regularized variables, the need for this numerical technique depends on the application.

6.2 Satellite anisotropy

Since the accretion of satellites onto host halos occurs preferentially along larger-scale filaments, then the properties and/or intra-halo position of satellites in a galaxy catalog may correlate with the larger-scale environment (e.g., Zentner et al. 2005). In the applications of GalSampler outlined in [3] such correlations would be entirely erased. However, at least some degree of these correlations can be preserved by orienting the halo-centric coordinates of the satellites along the direction of some larger-scale vector.
For example, suppose that the position of satellites in a halo exhibit correlations with \( \vec{v}_I \), the principal eigenvector of the inertia tensor of the density field of the parent halo. And let \( \theta_i \) refer to the angle between \( \vec{v}_I \) and the radial vector of the halo’s \( i \)th satellite, \( \hat{r}_i \), so that we have \( \cos(\theta_i) \equiv \langle \vec{v}_I | \hat{r}_i \rangle \). Then if we compute \( \vec{v}_I \) for each halo in the target simulation, after mapping satellites into their target halo it is straightforward to rotate each target halo’s collection of satellites so that the angles \( \cos(\theta_i) \) are preserved; note that this rotation exactly preserves the radial distribution of satellites within their host, as well as the relative distance between satellites in the halo. Creating mocks with this effect turned on and off allows for targeted investigation of the impact of satellite anisotropy on cosmological observables.

### 6.3 Intrinsic alignments

Correlations between the intrinsic orientation of galaxies and the large-scale density field is an important potential source of systematic error that must be controlled for in lensing-based cosmological inference (Hirata et al. 2007; Joachimi et al. 2011; Mandelbaum et al. 2011; Heymans et al. 2013; Chisari & Dvorkin 2013; Tenneti et al. 2015; Troxel & Ishak 2015). Mock catalogs with variable levels of such intrinsic alignments (IA) have come to play a critical role in studies of this important systematic, and \texttt{GalSampler} techniques can be extended to address this need.

The mathematics of generating mocks with intrinsic alignments is identical to the treatment of satellite anisotropies discussed in [1] and is closely related to the halo-based model introduced in [Schneider & Bridle 2010]. We begin by associating some generic orientation vector \( \vec{v}_{\text{halo}} \) with every halo in both the source and target simulation; a conventional choice for \( \vec{v}_{\text{halo}} \) would be the halo shape vector or angular momentum vector for centrals and the radial position vector for satellites (e.g., Heavens et al. 2000; Knebe et al. 2010; Joachimi et al. 2011), but in principle \( \vec{v}_{\text{halo}} \) or some alternative choice could be used instead. If each galaxy in the source catalog has an orientation vector \( \vec{v}_{\text{gal}} \), then we can define an angle \( \theta_{\text{align}} \) with respect to \( \vec{v}_{\text{halo}} \) such that \( \cos(\theta_{\text{align}}) \equiv \langle \vec{v}_{\text{halo}} | \vec{v}_{\text{gal}} \rangle \). Preserving these angles is rather simple: after mapping each galaxy from the source catalog into its host halo in the target simulation, the galaxy orientation vector \( \vec{v}_{\text{gal}} \) is rotated by an angle \( \cos^{-1}(\theta_{\text{align}}) \) with respect to the vector \( \vec{v}_{\text{halo}} \) of the target halo.

By construction, producing a mock catalog in this fashion perfectly preserves the distribution \( P(\theta_{\text{align}}, M_{\text{halo}}) \) in the source catalog. Moreover, this technique will introduce an IA signal on cosmological distance scales when implemented with respect to any property \( \vec{v}_{\text{halo}} \) that exhibits large-scale correlations (e.g., halo shape, triaxility, etc., Schneider et al. 2012). In addition to the \texttt{GalSampler} code responsible for the halo-to-halo correspondence, the \texttt{matrix_operations_3d} module in \texttt{Halotools} contains implementations of all the required three-dimensional rotations and dot products, and so publicly available software exists to carry out all the associated calculations with this approach to generating mocks with tunable levels of intrinsic alignments.

### 6.4 Multi-simulation sampling

In the mock-making program described in [3] there exists a single catalog of source galaxies that is transferred to the larger-volume target halo catalog. However, there is no strict need for the source of baseline galaxies to be unique: the framework outlined here naturally supports multiple sources of galaxies/halos. For example, suppose one wishes to construct a synthetic sky generated from two distinct hydrodynamical simulations: one higher-resolution run in a smaller box, and another large-volume, lower-resolution simulation that contains a larger population of cluster-mass halos. When constructing the halo-to-halo correspondence, for every target halo one simply searches the concatenated collection of simulated source halos for a close match. We are currently using this variation on our methods to generate mock catalogs designed to study the impact of systematic errors associated with baryonic effects that are not present in the underlying N-body simulation.

An important effect to account for in this multi-simulation application is to smooth out any “seam” that may be present in distribution of source halo masses. Figure 5 uses a toy example to illustrate a simple technique for this smoothing procedure. We have generated two samples of synthetic galaxy data that serve as source galaxies/halos in this toy example. The first sample of halos spans the range \( 10^{10.25} < \log M_{\text{halo}} / M_\odot < 10^{13} \), the second spans \( 12 < \log M_{\text{halo}} / M_\odot < 15 \). In each sample of synthetic halos, we have used the stellar-to-halo mass relation taken from [Moster et al. 2013] to populate halos with synthetic galaxies with mass \( M_\star \), using different model parameters for the two halo samples.

We perform a weighted selection of the two samples by probabilistically selecting galaxies according to a sigmoid function:

\[
P_{\text{select}}(M_{\text{halo}}) = p_{\text{min}} + \frac{p_{\text{max}} - p_{\text{min}}}{1 + \exp(-k \cdot (\log M_{\text{halo}} - \log M_0))},
\]

where \( \log M_0 = 12.5 \), \( k = 5 \), and \( (p_{\text{min}}, p_{\text{max}}) = (0, 1) \) for the large-volume simulation, and \( (p_{\text{min}}, p_{\text{max}}) = (1, 0) \) for the high-resolution simulation. The black curve in Figure 5 shows the stellar-to-halo mass relation in the composite mock catalog defined by the weighted sampling.

### 7 DISCUSSION

As described in [2] a core assumption of \texttt{GalSampler} is that the galaxy-halo connection is fundamentally sparse. Many alternative techniques for generating synthetic cosmological data rely upon this assumption. For example, the ADGALS model (Wechsler et al. 2019, in prep) used in the Dark Energy Survey (DES; MacCrann et al. 2018; DeRose et al. 2019) is trained on an abundance matching mock, and additional galaxy properties beyond luminosity are drawn directly from observational datasets. Similarly, the basis of the MICE model (Carretero et al. 2015) used in DES and Euclid is a variation of the color-dependent HOD model developed in [Skibba & Sheth 2009]; in the MICE mocks, tertiary galaxy properties beyond \( M_\star \) and \( g-r \) passively inherit

---
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Figure 5. Toy example illustrating the technique outlined in §4.4. The stellar-to-halo-mass relation is compiled from two distinct simulations that span different halo masses due to differences in volume and resolution. The dashed orange curve shows the approximate power-law relation in the larger-volume, lower-resolution simulation; the dashed blue curve shows the same for the smaller-volume, higher-resolution simulation. We construct a composite relation \( \langle M_\star | M_{\text{halo}} \rangle \) via weighted-sampling the two simulations in the overlapping mass range shown with the gray vertical band, allowing us to populate a large-volume halo catalog with a scaling relation that derives from the two distinct baseline simulations.

By contrast, mocks based directly on \textit{Galacticus} (Benson et al. 2012) are being used by the WFIRST survey (Spergel et al. 2015). Strictly speaking, semi-analytic models such as \textit{Galacticus} also make an assumption of the form shown in Eq. 4. In particular, in \textit{Galacticus} and most semi-analytic models, galaxy properties are closely connected to halo merger history, which itself exhibits dependence upon the density field over a wide range of spatial scales. Thus in SAMs, \( P(\delta | M_\star) \) is not sparse in the sense that a large number of galaxy properties exhibit a complex high-dimensional connection to the density field.

\textit{GalSampler} is a fundamentally halo-based methodology, and so the techniques described here critically depend upon the ability to resolve host halos in the target simulation. This differentiates \textit{GalSampler} from methods based on approximate N-body simulations (see Chuang et al. 2015 Monaco 2016 and references therein), which are generally far less computationally demanding of the target simulation. The halo-based nature of our methodology also contrasts with the ADDGALS technique. In ADDGALS, a baseline catalog generated with abundance matching is used to constrain a model for the distribution of the dark matter density field, \( P(\delta | M_\star, z) \), allowing ADDGALS to populate a large-volume simulation that need not resolve all halos hosting the galaxies in the mock. The simulation demands of \textit{GalSampler} are comparable to those required by the MICE mocks used in DES (Carretero et al. 2015), which are based on HOD-type techniques and therefore require the target simulation to at least resolve the host halos of the galaxies of interest. \textit{GalSampler} does not require the target simulation to resolve subhalos or merger trees, and so our methods are less computationally demanding relative to attempts to directly populate the target simulation with a semi-analytic model.

Monte Carlo sampling from a SAM library is complementary to alternative techniques that draw directly from subsampled data, and/or draw from SED templates. In a \textit{GalSampler} mock, each galaxy represents a physical solution to the system of equations modeled by the SAM. The utility of the semi-analytic model is especially clear in cases where it is necessary to extrapolate beyond the reach of existing data; such extrapolations are unavoidable when designing mocks for future surveys such as LSST, and SAMs offer a physically motivated way to generate mock galaxies in regimes where there is little or no data.

By recasting semi-analytic models as galaxy libraries, we place different demands on the semi-analytic model relative to conventional evaluation criteria. For example, when fitting the parameters of a SAM, one might require the mean color \( (g - r) \| M_\star \) to scale properly with stellar mass. In the ideal case, the training of the original SAM would have been carried out in a simulation of the same cosmology as the target simulation, such that the scaling relation \( (g - r) | M_\star \) in the original SAM already agrees with the validation criteria within the required tolerance. However, \textit{GalSampler} does not necessarily prize SAMs with high-accuracy mean relations; instead, what is needed is an underlying library that densely samples and spans the range of the core galaxy properties that drive the validation criteria. With such a library, it is guaranteed that the resampled SAM galaxies will have statistical distributions that are in accord with the (hopefully) well-trained empirical model.

8 CONCLUSION AND OUTLOOK

The field of large-scale structure cosmology has become driven by galaxy surveys whose analysis requires extensive use of highly complex, Gpc-scale synthetic galaxy catalogs. As new measurements become available from ongoing surveys such as DES, KiDS\(^6\) and HSC\(^7\) near-future surveys such as LSST and the Dark Energy Spectroscopic Instrument (DESI, DESI Collaboration et al. 2016) continually update the validation criteria used to assess the realism of mock data\(^8\). The evolving nature of the validation criteria of modern galaxy surveys necessitates using models that are not costly to refit; the simultaneous need for computational efficiency and physical complexity presents a challenge that will only continue to grow as galaxy surveys progress.

The weighted sampling methods described in §4 and §4 give a flexible way to generate synthetic galaxy data that is subject to evolving constraints. Retuning the mock can be accomplished by adjusting the empirical model, speeding up training time by orders of magnitude beyond what is possible when fitting a traditional SAM; at the same time, mocks made with \textit{GalSampler} inherit realistic levels of complexity from the underlying semi-analytic model or hydro simulation. And as shown in §4 halo-based sampling

\(^6\) http://kids.strw.leidenuniv.nl
\(^7\) http://www.subarutelescope.org/Projects/HSC
\(^8\) For example, the validation of mocks in LSST DESC is enforced through the continually updated DESCQA quality assurance software (Mao et al. 2018).
methods are also a natural way to create mocks that incorporate a wide variety of systematic effects. Our python code implementing these techniques is publicly available on GitHub at https://github.com/LSSTDESC/galsampler and https://github.com/astropy/halotools.
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