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Abstract
Artificial intelligence (AI) could improve the efficiency and accuracy of health care delivery, but how will AI influence the patient-clinician relationship? While many suggest that AI might improve the patient-clinician relationship, various underlying assumptions will need to be addressed to bring these potential benefits to fruition. Will off-loading tedious work result in less time spent on administrative burden during patient visits? If so, will clinicians use this extra time to engage relationally with their patients? Moreover, given the desire and opportunity, will clinicians have the ability to engage in effective relationship building with their patients? In order for the best-case scenario to become a reality, clinicians and technology developers must recognize and address these assumptions during the development of AI and its implementation in health care.

AI Uncertainty
Artificial intelligence (AI), defined as the capability of a machine to imitate intelligent human behavior, promises to become an innovative and disruptive force in medicine. Emerging technologies will have the capacity to extract and analyze clinical and scientific data in a fraction of the time it would take a human physician. For example, a radiologist might view hundreds of thousands of scans throughout her career, while a deep-learning algorithm could incorporate data from millions of scans instantaneously to process an image and highlight abnormalities. Similarly, a future oncologist might utilize AI to analyze scientific literature and identify personalized treatments for specific mutations in a patient’s tumor. While most experts believe AI will facilitate improved technical care for patients in the near future, it is uncertain how these advancing technologies will affect the relationship between patients and clinicians.

A healing patient-clinician relationship is formed by a patient’s and clinician’s mutual trust, respect, and commitment, which relationship continues to strengthen as rapport and mutual understanding develop. Establishing and maintaining this healing relationship is central to providing effective care, and strong relationships can improve both a patient’s health care experience and clinical outcomes. According to the Institute of Medicine report, Crossing the Quality Chasm: A New Health System for the 21st Century, building and maintaining these relationships is also essential to improving
Without the trust that emanates from a healing relationship, patients can experience anxiety, frustration, and second-guessing. Given the importance of building and maintaining these relationships, the integration of emerging technologies into medical care should aim to promote rather than diminish the relationships between clinicians and patients.

Whether AI will harm or help the patient-clinician relationship in the future remains uncertain. Some experts argue that incorporating AI into medical care will enhance the patient-clinician relationship by off-loading tedious work, thus allowing clinicians to spend more time directly engaging with their patients. Additionally, AI might provide richer and more specific information about an individual patient’s treatment options and expected outcomes. Such personalized data could allow clinicians to engage their patients more meaningfully in shared decision making. Others, however, worry that the clinician’s role might become obsolete if patients value the increased diagnostic and treatment accuracy offered by AI more than they value human interaction. Even if patients still value the humanistic aspects of medical care, some believe these relational needs might soon be met by machines, such as conversational agent systems.

Even if AI fulfilled its promise of increasing efficiency and treatment personalization, it might not lead to improvements in the patient-clinician relationship. The link between successful implementation of AI in health care and maintaining or improving the patient-clinician relationship relies on several assumptions. In this paper, we will highlight 3 key assumptions (though more may exist) that underlie the optimistic view that AI will improve the healing patient-clinician relationship. If these assumptions are not acknowledged and addressed now, then novel technologies might exacerbate, rather than mitigate, current challenges to these relationships.

**Off-loading Tedious Work**

American clinicians spend appreciable time analyzing patient data, developing a differential diagnosis, and evaluating potential treatment options. Despite this effort, the vast amount of clinical and research data available has long surpassed physicians’ cognitive processing capabilities, leading to arduous yet uncomprehensive assessments. Once the clinician eventually reaches the patient’s room, his attention is further divided by tedious charting responsibilities.

Future AI technologies will likely decrease the clinician’s tedious charting responsibilities both before, during, and after the patient encounter. Rather than the clinician spending an inordinate amount of time analyzing data related to a patient’s condition, AI could potentially sift through millions of patient-specific data points and provide a differential diagnosis, prognosis, and treatment options both more quickly and more accurately than clinicians. During the clinical visit, voice recognition technology might eliminate manual note entry into the electronic health record. Similarly, clinicians might be able to order medications or tests verbally while in conversation with the patient, allowing for fewer peripheral tasks and greater attention to the patient’s needs.

By decreasing arduous work and time spent analyzing data, AI presumably will facilitate improved information exchange and shared decision making between patients and clinicians. While technical advances might decrease some analytical and administrative demands, AI could also increase the interpersonal demands of patient care. Instead of one or two treatment options to consider for a given disease, AI might...
offer six or seven possible treatments, along with a wealth of information regarding prognosis and adverse effects. Additionally, many patients might experience an initial distrust of AI, especially since the “black-box” nature of some technologies will make it impossible for the clinician to explain how many recommendations are generated by the algorithm. As such, the clinician might spend time explaining and vouching for the AI system’s recommendations to patients. Moreover, an increase in available information necessitates more time to educate the patient, elicit patient values, and come to a shared decision. Thus, although many current tasks of clinical care might be off-loaded to an algorithm in the future, the time demand and intentional effort required to provide high-quality clinical care might not decrease and could in fact increase.

Efficiency and Healing
Although time might be recouped from administrative duties by the implementation of AI technologies, structural and personal barriers might hinder clinicians from using this time to further develop their relationship with their patients. For example, the time allotted for each patient visit has remained relatively stable over time, yet the complexity of cases and number of administrative tasks has increased. This overstretched clinical environment has been driven, in part, by the business model of medicine. Facilitating longer visits would necessitate either a decrease in the volume of patients seen in clinic or an increase in the number of clinicians hired, both of which would decrease profit margins. Accordingly, if AI decreases the time required for a patient visit, the health care system might respond by increasing the volume of patients seen per day rather than allowing time for relationship development and shared decision making. Perhaps administrators might determine that AI-driven efficiency allows clinicians to see 25% more patients per day. Physicians could end up with schedules that are more tightly packed, with less time allotted for each visit.

Even if the clinical load remains stable, personal barriers might prevent some clinicians from engaging with their patients to develop trust and elicit their values regarding goals of care. Highly personal and emotional communication can make some clinicians uncomfortable, although one study found that many patients with serious illness prefer their clinicians to provide sensitive, acknowledging, and supportive statements. As the second author and colleagues have previously argued, such personal and emotional communication should be viewed as a complex clinician behavior that is influenced by cognitive, social, economic, and cultural factors. In Western medical contexts, physicians are often trained to remain emotionally detached in order to maintain scientific and medical objectivity. Some clinicians worry that being fully emotionally present could be characterized as unprofessional or might lead to personal distress. Alternatively, other clinicians might not view such value-laden discussions as their responsibility, or they might prioritize other tasks. Even if novel technologies provide clinicians with more time and richer data sets, persistent personal barriers can impede the development of healing relationships. As such, future work should aim to address personal and professional barriers that can hinder the development of a trusting and open patient-clinician relationship.

Engaging Patients
If we assume that AI technologies will provide clinicians with more time and richer patient data, and we further assume that clinicians will be highly motivated to engage in relationship building, another critical assumption remains: clinicians will be able to engage meaningfully in these relationship-building activities. We believe that most clinicians genuinely care about their patients and want the best for them. Thus, one
might assume that clinicians with additional time and sufficient motivation would translate these intentions into fruitful conversations aimed at better understanding patients’ beliefs and values in order to provide the best individualized care. A limited skill set, however, can trump time and motivation. For example, many clinicians report low confidence in their ability to engage in difficult or emotionally charged conversations as a reason for not engaging in shared decision making. Similarly, some clinicians avoid discussing their patient’s psychosocial concerns because they are unsure how to respond.

Improving clinicians’ communication and social skills will likely require multiple approaches, such as admitting medical students partly on the basis of their social skills and capacity for empathy, early and continued training in communication and relationship building, increased attention to preventing or addressing burnout and moral distress, and opportunities for continued feedback on communication skills. Determining the best approach is an empirical question that is beyond the scope of this paper. However, continued work in this area is needed to maximize the positive benefit of future technologies in health care.

Conclusion
Advanced AI technology has the potential to improve the efficiency and accuracy of medical care, but, as Francis Peabody pointed out in 1927, “The treatment of a disease may be entirely impersonal; the care of a patient must be completely personal.” The healing patient-clinician relationship is an essential aspect of health care. Without forethought and planning, the implementation of new technologies might diminish the patient-clinician relationship in the name of efficiency, accuracy, or cost reduction. As such, clinicians, technology developers, administrators, and patient advocates should take steps to maintain the centrality of the healing relationship in medical care as AI technologies are developed and further integrated into the health care system.
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