ABSTRACT The application of federated learning on ensemble methods is a common practice with the goal of increasing the predictive power of local models. However, although existing federated solutions utilizing ensemble methods can achieve this when the datasets of sites are balanced and of good quality, i.e., the local models are already above a certain accuracy threshold, they usually fail to provide the same level of improvement to the models of sites that have an unsuccessful classifier because of their poor quality or imbalanced data. To address this challenge, we propose a novel federated ensemble classification algorithm for horizontally partitioned data, namely Boosting-based Federated Random Forest (BOFRF), which not only increases the predictive power of all participating sites, but also provides significantly high improvement on the predictive power of sites having unsuccessful local models. We implement a federated version of random forest, which is a well-known bagging algorithm, by adapting the idea of boosting to it. We introduce a novel aggregation and weight calculation methodology that assigns weights to local classifiers based on their classification performance at each site without increasing the communication or computation cost. We evaluate the performance of our proposed algorithm in different federated environments that we set up by using four healthcare datasets. The empirical results show that BOFRF improves the predictive power of local random forest models in all cases. The advantage of BOFRF is that the level of improvement it provides for sites having unsuccessful local models is significantly high unlike existing solutions.
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I. INTRODUCTION
In today's technological age, information systems are incessantly collecting massive amounts of data in their repositories. The analysis of such data and extracting knowledge from them has become an important concept for many domains such as security, finance, healthcare, and transportation where data are clustered in a number of different systems and organizations. Machine learning algorithms can be used to interpret information by building mathematical models on existing data to make predictions or decisions without human intervention, if these data are combined on a large scale [1].
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However, sharing sensitive data is strictly controlled by laws and regulations such as the General Data Protection Regulation (GDPR) [2] enforced by the European Union in 2018 to preserve the privacy of personal information; hence, data providers are reluctant to allow data to leave their premises. Consequently, personal data cannot be shared between sites or collected by a third party and remain in isolated data silos, hampering the extraction of their inherent actionable insights and intelligence [3].

Privacy has become an important issue in many machine-learning applications as in all other fields that deal with sensitive data. To prevent the reveal of sensitive data to the outside world, several privacy preservation methods have been developed, such as k-anonymity and l-diversity [4].
Such techniques mainly achieve privacy preservation by modifying or removing some parts of the original data. Although the transformation of data may provide privacy, it may reduce the quality of the data, which is formally known as utility, causing defective results in machine learning. In addition, these methods are open to adversarial attacks that are used to reveal hidden sensitive information, especially when the attacker has some background knowledge of the data or when combined with some publicly available data [5].

A way of dealing with these challenges is to apply the concept of federated learning. The aim of federated learning is to build a joint machine learning model based on the data residing at multiple sites by exchanging only information about locally trained models, not actual data [6]. Federated learning has been proven to be a powerful mechanism as it enables multiple parties to build a better global model than the individual local models in a privacy-preserving setting. It can be applied to both horizontally partitioned data, where the datasets at different sites share the same set of features for different ID spaces, and vertically partitioned data, where the datasets contain different sets of features for the same ID space [7]. Although federated learning is a new concept proposed by Google in 2016 [8], in the literature, there have been many implementations of it using different techniques and focusing on different aspects, such as providing more security [9], [10], decreasing communication cost [11], [12], reducing computation cost [13], and increasing model performance.

The application of federated learning on ensemble methods is a common practice with the goal of increasing the power of the predictive model. Most state-of-the-art horizontal federated learning approaches utilizing ensemble methods are built on boosting techniques, especially AdaBoost, which is a well-known and extensively studied algorithm in the literature [14], [15]. In these approaches, the sites first execute the AdaBoost algorithm locally on their training data, and then the local models are transferred to a third-party coordinator or shared between sites to build an integrated model. Various algorithms handle this integration process differently. For instance, AdaBoost.PL aims to combine like-minded classifiers, hence sorts the weak classifiers in the local models with respect to their weights and merges the classifiers with similar correctness at the same sorted level [14]. BOPPID focuses on the data distribution differences between the sites during the integration and assigns weights to the local models according to the sampling size of the sites and by giving more importance to the site’s own local model [15]. However, although existing federated solutions utilizing ensemble methods can improve the prediction power of local models when the datasets of sites are balanced and of good quality (i.e., the local models are already above a certain accuracy threshold), they usually fail to provide the same level of improvement to the models of sites that have an unsuccessful classifier because of their bad quality or imbalanced data. For example, BOPPID, which is one of the most successful federated implementations of AdaBoost [15], always assigns more weight to the site’s own local model compared to any other local model with the same sample size, because it assumes that other sites might have a different data distribution; hence, they should not be given more importance. This prevents a site having an unsuccessful classifier from taking advantage of successful classifiers of other sites to improve its local model, which results in the site not achieving an accuracy as good as the others.

In this paper, we propose a novel and practical federated ensemble classification algorithm for horizontally partitioned data, namely Boosting-based Federated Random Forest (BOFRF), which not only increases the predictive power of all participating sites, but also provides significantly high improvements on the predictive power of sites having unsuccessful local models. In this regard, we implement a federated version of random forest, which is a well-known bagging algorithm, by adapting the idea of boosting to it. In the integration step, we introduce a novel aggregation and weight calculation methodology that assigns weights to local classifiers based on their classification performance at each site instead of proportioning them with the sample size or site index without increasing the communication or computation cost. Our algorithm operates in six steps: First, we build random forest models consisting of a number of decision trees at each site. Second, we share these local models with every other site and calculate the performance statistics (true/false positive/negative values) of all decision trees at each site. Then, we compute global statistics by aggregating local performance statistics, calculate the weight for each decision tree by utilizing the Matthews correlation coefficient (MCC), and finally generate the final federated ensemble classifier.

The primary contributions of our work can be listed as follows:

1) We propose a novel Boosting-based Federated Random Forest algorithm that combines both bagging and boosting ensemble techniques and adapts them to horizontal federated learning to enable different sites to perform joint machine learning operations without sharing any real data between them or with a third party, hence preserving privacy. Specifically, we consider the decision trees in each local random forest model as weak classifiers and calculate their weights in a federated manner.

2) We introduce a novel aggregation and weight calculation methodology that enables participating sites to generate a global federated model that can improve prediction capability of all sites, regardless of whether they had a successful or unsuccessful local model.

3) We evaluate the performance of our algorithm in several federated environments that we set up by using four healthcare datasets.

4) We show with our experiments that our proposed algorithm improves the prediction power of the baseline local random forest model in all cases and produces better results than similar approaches. In particular, the
percentage of improvement is significantly high for sites having unsuccessful local models because of their poor quality or imbalanced data.

The rest of this paper is organized as follows. In Section 2, we present the existing work on ensemble learning and its federated implementation. In Section 3, we propose our Boosting-based Federated Random Forest algorithm. Our experimental study and results are presented in Sections 4 and 5, respectively. Finally, we conclude our paper with a discussion in Section 6, and discuss future work in Section 7.

II. RELATED WORK

In this section, we present the concepts and work performed in the field of ensemble learning and federated learning utilizing ensemble techniques.

A. ENSEMBLE LEARNING

The idea of ensemble learning is to combine the predictions of multiple classifiers to produce a single classifier that is more accurate than any of the individual classifiers constituting the ensemble [16]. It has been shown that the probability of an ensemble classifier making an incorrect prediction is usually lower than that of a single classifier. Therefore, ensemble techniques have attracted the attention of many researchers. As a result, several ensemble methodologies have been developed, including bagging, boosting, arching, and stacking [17]. These methods have been applied in a variety of research fields, such as time-series forecasting, image segmentation, and classification [18], [19], [20], [21].

Bagging is an ensemble algorithm that takes a number of subsamples (with or without replacement) from the initial dataset, trains individual predictive models on those subsamples and obtains the final classifier by averaging the bootstrapped models, calculating weighted sums or majority voting [22]. Random forest (RF) is the best-known bagging algorithm that generates a number of decision trees by not only taking the random subset of data, but also using a random subset of features rather than all, to prevent strong predictors in the dataset from generating highly correlated models. It uses the majority voting approach while aggregating the results of the individual decision trees. In the literature, there are many extensions of random forests with different bootstrapping approaches focusing on aspects such as clustered or unbalanced data [23], [24], [25], [26].

Boosting is another popular ensemble method that is widely used in machine learning applications. In boosting, the aim is to create a strong classifier from a number of weak classifiers that are trained sequentially by using the information coming from the preceding ones [27]. AdaBoost is one of the most popular boosting algorithms owing to its high-performance and effective prediction capability [28], [29]. In AdaBoost, the weak classifiers are decision trees with only one node and two leaves, which is called a stump. In each iteration, a stump is generated, and weights are assigned to both the data points (instances) and weak classifiers based on the correctness of the predictions. Having trained a weak classifier, AdaBoost increases the weight of the misclassified instances and decreases the weight of the correctly classified instances so that subsequent classifiers can focus more on the samples on which the previous classifier made an error. The weights are calculated based on the error rate of the weak classifier. Gradient-boosted trees (GBT) [30] and XGBoost [31] are examples of other widely used boosting techniques.

B. FEDERATED LEARNING

Federated learning (FL) enables multiple sites to build a joint machine learning model by exchanging only information about locally trained models, rather than actual data [6]. In FL, each site first builds a local model using their respective training data. The local models are then either transferred to a third-party coordinator, who is responsible for aggregating local models to build a global model, or exchanged between the sites in a peer-to-peer manner without the involvement of a third-party coordinator. After McMahan et al. [8] developed the first federated learning algorithm, namely FedAvg, in 2016, researchers have made significant efforts to advance existing studies on topics such as preventing privacy leakage, reducing communication cost, decreasing computation cost, and increasing model performance [9], [10], [11], [12], [13], in various fields of machine learning such as classification, regression, association rule learning, and deep learning [32], [33], [34]. In this study, we focus on the application of ensemble strategies to improve the classification performance in horizontal federated learning. Recently, researchers have performed several studies on implementing the random forest in a federated manner. Liu et al. [35] implemented a federated forest algorithm in which participants calculate the impurity improvement values for each feature locally, and the central coordinator selects the feature that gives the best split so that a joint random forest can be built. Ge et al. [36] improved the solution proposed by Liu et al. by optimizing the feature selection and pruning steps to create models with more accurate results. However, both approaches focus on vertically partitioned data, in which participants have different sets of features for the same sample space.

Studies on the application of federated learning for horizontally partitioned data mainly utilize the boosting technique, particularly AdaBoost. Gambs et al. [37] proposed MultBoost algorithm as a distributed implementation of AdaBoost, where the dataset is split between two or more participants, and the model is built in a privacy-preserving manner. The idea of MultBoost is to merge weak classifiers trained by participants in each iteration and compute the weights based on data instances misclassified by the merged weak classifier. However, one of the shortcomings of this algorithm is that it requires intense communication between the participants and a central coordinator, which creates a crucial performance issue in a federated environment. To reduce the communication cost and make computations in participants independent of each other, Palit et al. [14] introduced
the AdaBoost.PL algorithm. In AdaBoost.PL, participants (or workers as the authors named) compute the local ensemble classifier by completing all the iterations of AdaBoost. Then, the workers sort the weak classifiers in increasing order with respect to their weights and merges the “like-minded classifiers” which are the ones located at the same index of sorted classifier list at each participant.

Li et al. [15] implemented the BOPPID (Boosting-based privacy-preserving integration of distributed data) algorithm by following a different methodology while combining the ensemble classifiers generated by the workers. In BOPPID, local classifiers are shared between participants, instead of being transferred to a central coordinator. Unlike AdaBoost.PL, which merges the weak classifiers of local ensemble classifiers, BOPPID updates their weights based on the following three criteria: (1) The local model of the participant performing the combination process is always assigned more weight compared to other local models with the same sample size. (2) The weights of participants’ local model are proportional to their sample size such that the more data the participant has, the more weight its local model is assigned. (3) The weight of the local model of a participant performing the combining process has an upper bound; otherwise, the other models become insignificant.

In our work, we followed a different ensemble strategy than BOPPID where the weak classifiers were the decision trees in the local random forest models generated at each site. Moreover, we used a different weight calculation methodology when merging the weak classifiers. In the experiments, we compared the results of our proposed algorithm with only BOPPID, as Li et al. [15] showed that BOPPID performs better than its competitors, namely MultBoost and AdaBoost.PL.

III. METHODOLOGY

In this section, we first describe our Boosting-based Federated Random Forest (BOFRF) algorithm and give its mathematical formulation. Second, we analyze the computational complexity of it. Third, we study the privacy issues and present two different implementation of the proposed algorithm to increase the level of privacy. Description of the notations used in the paper while explaining the details of algorithm is shown in Table 1.

A. ALGORITHM

The federated environment consists of several sites, each of which contains datasets with both common and local features. Given $N$ sites, the dataset of the $n$th site containing $m_n$ instances can be represented as

$$D_n = \{(X_1, y_1), (X_2, y_2), \ldots, (X_{m_n}, y_{m_n})\} \quad (1)$$

where $X_i$ is the vector of the feature values and $y_i \in \{+1, -1\}$ is the label used for binary classification. The datasets at each site are split into two sets: training set $S_n$ and test set $T_n$, where $S_n \cup T_n = D_n$.

In our algorithm, we first train a random forest model on the training set, $S$, of each site. A random forest model comprises several decision trees, each of which is built by using a random subset of features at each split within the tree algorithm. The random forest classifier having $k_n$ decision trees trained at the $n$th site is represented as

$$R_n = \{d_1^n, d_2^n, \ldots, d_{k_n}^n\} \quad (2)$$

where $d_i^n$ is the $i$th decision tree generated in the random forest. In the standard random forest algorithm, after the model is built, each decision tree makes a prediction on the test set $T$, and the label predicted by the majority of decision trees constitutes the final prediction. In our algorithm, however, we apply a boosting methodology in a federated manner to calculate the weight $a_i^n$ for each decision tree so that their combination will constitute the final ensemble classifier. For this purpose, we first run each decision tree $d_i^n$ of classifier $R_n$ on the training set $S_n$. Then, for each $d_i^n$ we calculate the confusion matrix $c_i^n$ which is a two-dimensional array of the number of true positive, true negative, false positive and false negative predictions, such that

$$c_i^n = (tp, m, fp, fn). \quad (3)$$

In the second step, all sites share their own decision trees, in other words weak classifiers, with every other site, hence the $q$th site retrieves $(\sum_{i=1}^{N}k_i - k_q)$ number of decision

| Notation     | Description                                                                 |
|--------------|-----------------------------------------------------------------------------|
| $N$          | Number of sites                                                             |
| $D_n$        | Dataset of the $n$th site                                                   |
| $m_n$        | Number of instances at the $n$th site                                       |
| $X$          | Vector of feature values                                                    |
| $y$          | Label values $\in \{+1, -1\}$                                              |
| $S_n$        | Training set of the $n$th site                                              |
| $T_n$        | Test set of the $n$th site                                                  |
| $R_n$        | The random forest classifier trained at the $n$th site                      |
| $k_n$        | Number of decision trees at the $n$th site                                  |
| $d_i^n$      | The decision tree at the $i$th index of the $n$th site                      |
| $a_i^n$      | The weight of decision tree at the $i$th index of the $n$th site            |
| $c_i^n(q)$   | The confusion matrix calculated by the $q$th site for decision tree at the $i$th index of the $n$th site |
| $C_i^n$      | The final confusion matrix for decision tree at the $i$th index of the $n$th site |
| $tp$         | True positive, i.e., the number of positive examples predicted positive     |
| $tn$         | True negative, i.e., the number of negative examples predicted negative     |
| $fp$         | False positive, i.e., the number of negative examples predicted positive     |
| $fn$         | False negative, i.e., the number of positive examples predicted negative     |
| $M(C_i^n)$   | The Matthews correlation coefficient value of confusion matrix $C_i^n$      |
| $\tau$       | The threshold value                                                         |
| $F_n$        | The local ensemble classifier at the $n$th site                             |
| $F$          | The final global ensemble classifier                                       |
Each decision tree is then run on the site’s training set $S_q$, and the corresponding confusion matrix is calculated. The confusion matrix calculated by the $q$th site for the decision tree $d_n$ retrieved from the $n$th site can be represented as

$$c_n^i(q) = (tp, tn, fp, fn).$$

(4)

In the third step, each site sends the confusion matrices generated in the second step to the sites from which the corresponding decision tree was received. The final confusion matrix for a decision tree $d_n^i$ is generated by adding up true positives with true positives, true negatives with true negatives, and so on, as in

$$C_n^i = \sum_{j=1}^N c_n^i(j).$$

(5)

Fig. 1 illustrates the first three steps of the algorithm in an example federated setup in which three sites participated. In the figure, each ellipse within a site corresponds to a decision tree, whereas the rounded rectangle next to it represents the corresponding confusion matrix. The arrows indicate the communication between sites where decision trees are sent, and confusion matrices are retrieved. The order of the steps is shown by circles with numbers.

Once the final confusion matrices are calculated, the next step is to assign weights to each decision tree. Most ensemble methods utilize the accuracy or error rate, ratio of misclassified instances, and total number of instances to calculate weights for weak classifiers. However, this is not always the best solution, especially when one of the sites has imbalanced data. Assume that a site contains 98% of the data labeled as positive and 2% of the data labeled as negative. If we generate a learning model that always classifies all instances as positive, we obtain an accuracy of 98%. This model appears to be one of the best models that can be generated; however, it is useless. This problem is known as the “accuracy paradox” in the literature [38]. Instead, we can utilize other performance metrics such as area under curve (AUC), precision, recall, and F-score, depending on the type of problem we are trying to solve. Among them, the AUC is the most widely used performance metric, which can produce good results for both balanced and imbalanced datasets. However, the success of the AUC decreases with an increase in the imbalance or skewness in the dataset. In such cases, precision and recall would evaluate the model’s performance better [39]. Precision is a useful metric for cases in which the number of false positives should be minimized, whereas recall, which is the accuracy on positive label, aims to minimize the number of false negatives. In order to benefit from both precision and recall at the same time, the F1-score was introduced as the harmonic mean of the two metrics. Although it is an effective metric for imbalanced datasets, it cannot be used as a generic weight calculation metric in a federated environment either, because it does not consider true negative predictions; hence, it is not able to detect true negative rates. In our work, we first used accuracy and F1-score to calculate the weights of each decision tree, but we observed that neither the federated model generated with accuracy nor the one generated with the F1-score always outperformed the local models. When we looked deeper into the results, we noticed that when a decision tree that predicts negative values well is combined with a decision tree that predicts positive values
The Matthews correlation coefficient (MCC), or phi coefficient, is a statistical measure used to discover the association between two binary variables [40]. It was adapted to the machine learning domain by Baldi et al. [41] in 2000 as a performance metric to show the correlation between predictions and real values. MCC considers all values in the confusion matrix; hence, it is not affected by imbalanced or skewed datasets [42]. It has been shown that it is more robust and reliable than the aforecited performance metrics when evaluating the classifier performance in both balanced and imbalanced cases [43]. Therefore, in our proposed methodology, we utilized the MCC to calculate the classifier weights. The MCC is calculated as

$$MCC = \frac{(tp \times tn) - (fp \times fn)}{\sqrt{(tp + fp)(tp + fn)(tn + fp)(tn + fn)}}.$$  \hspace{1cm} (6)

The values of MCC range between $[-1, +1]$, where +1 indicates perfect classifier, 0 indicates random guessing classifier, while −1 indicates completely opposite classifier which predicts everything wrongly. Therefore, we are only interested in classifiers having positive MCC value. If all instances in the dataset belongs to only one label, either positive or negative, the nominator and denominator in MCC become zero, which is undefined. In such cases, we can directly set the MCC to zero and ignore the classifier. Because the randomness of the classifier increases as the MCC converges to zero, we observed that removing weak classifiers having an MCC value below a certain threshold $\tau$ increases the performance of the final ensemble classifier. In our experiments, we obtained the optimal results with threshold $\tau = 0.2$. Based on these, the weight $\alpha_i^n$ of decision tree $d_i^n$ having a final confusion matrix $C_i^n$ is calculated as

$$\alpha_i^n = \begin{cases} M(C_i^n) & \text{if } M(C_i^n) > \tau \\ 0 & \text{otherwise} \end{cases} \hspace{1cm} (7)$$

where $M(C_i^n)$ is the MCC value calculated from confusion matrix $C_i^n$. After the weights of decision trees are calculated, the local ensemble classifier $F_n$ at the $n$th site is generated as

$$F_n = (\alpha_1^n \times d_1^n) + (\alpha_2^n \times d_2^n) + \ldots + (\alpha_k^n \times d_k^n). \hspace{1cm} (8)$$

Finally, the linear combination of local ensemble classifiers, that is, all decision trees with their corresponding weights, constitutes the final global ensemble classifier $F = F_1 + F_2 + \ldots + F_n$, which can also be represented as

$$F = (\alpha_1^n \times d_1^n) + \ldots + (\alpha_{k_1}^n \times d_{k_1}^n) + (\alpha_1^2 \times d_1^2) + \ldots + (\alpha_{k_2}^2 \times d_{k_2}^2) + (\alpha_1^3 \times d_1^3) + \ldots + (\alpha_{k_3}^3 \times d_{k_3}^3). \hspace{1cm} (9)$$

The final steps of the algorithm are illustrated in Fig. 2. In general, $F$ can be formulated as

$$F = \sum_{n=1}^{N} \sum_{i=1}^{k_n} \alpha_i^n \times d_i^n. \hspace{1cm} (10)$$

The pseudocode for our proposed Boosting-based Federated Random Forest (BOFRF) algorithm is shown in Algorithm 1. First, each site trains a standard random forest model on its training set and calculates the values of the confusion matrix (lines 1-8). The output random forest models, which contain a number of decision trees, are then sent to every other site (line 9). In lines 11-20, each site calculates the statistics for all decision trees of other sites on its own training data and sends back the results. The confusion matrices are
Algorithm 1 Boosting-Based Federated Random Forest (BOFRF)

Input: Dataset of N sites \( \{D_1, D_2, \ldots, D_N\} \) where \( D_i = \{(X_1, y_1), (X_2, y_2), \ldots, (X_m, y_m)\} \).

Output: The final global ensemble classifier \( F \).

Procedure:

1. for \( n \leftarrow 1 \) to \( N \) do in parallel
   
   \( S_n \leftarrow \text{Training set after } D_n \text{ is split} \)
   
   \( T_n \leftarrow \text{Test set after } D_n \text{ is split} \)
   
   \( R_n \leftarrow \text{RANDOM\_FOREST}(S_n) \)
   
   for \( i \leftarrow 1 \) to \( k_n \) do
     
     \( y_{\text{pred}} \leftarrow \text{PREDICT}(d^n_i, S_n) \)
     
     \( c^n_i(q) \leftarrow \text{CONFUSION\_MATRIX}(y_{\text{pred}}, S_n) \)  
     \( \triangleright \text{Eq. (3)} \)
   
   end for
   
   Send \( R_n \) to every other site \( \triangleright \text{Step 2: Share decision trees with every other site} \)
   
2. for \( q \leftarrow 1 \) to \( N \) do in parallel
   
   Create an array containing index of every other site \( N' \leftarrow [1 \) to \( N \) except for \( q) \)
   
   for \( n \) in \( N' \) do
     
     for \( i \leftarrow 1 \) to \( k_n \) do
       
       \( y_{\text{pred}} \leftarrow \text{PREDICT}(d^n_i, S_q) \)
       
       \( c^n_i(q) \leftarrow \text{CONFUSION\_MATRIX}(y_{\text{pred}}, S_q) \)  
       \( \triangleright \text{Eq. (4)} \)
     
   end for
   
   Send all \( c^n_i(q) \) for \( d^n_i \) to the \( n \)th site which is the owner \( \triangleright \text{Step 3: Send confusion matrices} \)
   
3. for \( n \leftarrow 1 \) to \( N \) do in parallel
   
   for \( i \leftarrow 1 \) to \( k_n \) do
     
     \( C^n_i \leftarrow \sum_{j=1}^{N} c^n_i(j) \)  
     \( \triangleright \text{Eq. (5)} \)
   
   \( w \leftarrow \text{MCC}(C^n_i) \)  
     \( \triangleright \text{Eq. (6)} \)
   
   if \( (w > \tau) \) then
     
     \( a^n_i \leftarrow w \)
   
   else
     
     \( a^n_i \leftarrow 0 \)
   
   end if
   
   end for
   
   \( F_n \leftarrow \sum_{j=1}^{k_n} a^n_i \times d^n_i \)  
     \( \triangleright \text{Step 4: Merge confusion matrices and calculate weight} \)
   
   end for
   
   return \( F = \sum_{n=1}^{N} \sum_{j=1}^{k_n} a^n_i \times d^n_i \)  
     \( \triangleright \text{Step 5: Build the local ensemble model (8)} \)
   
(10)

end for

The final global ensemble classifier \( F \) is generated, each site makes predictions on its test set \( T_n \) by using both \( F \) and \( F_n \), and compares the results to check which one is better. If \( F \) is better than \( F_n \), the \( n \)th site uses \( F \) for future predictions; otherwise, it uses \( F_n \). Thus, it is always ensured that the final model performs at least as well as the local model for each site.

B. COMPUTATIONAL COMPLEXITY

In this section, we analyze the computational complexity of BOFRF by going through each step of the algorithm. The first step of BOFRF is to build a standard random forest model containing \( k_n \) decision trees. The cost of building a decision tree at the \( n \)th site is \( O(f_n m_n \log(m_n)) \), where \( f_n \) is the number of features in the dataset (i.e., the length of \( X_n \)), then merged in line 23, and the corresponding weight is calculated in lines 24-29. In line 33, the weighted decision trees are combined, and the final ensemble classifier is built.

As a result, using a federated ensemble classifier \( F \), the ensemble prediction becomes the sign of \( F \) for future predictions; otherwise, it uses \( -1 \), the weak classifiers in BOFRF might also return 0 as a way of “abstaining” from answering [44]. In BOFRF, a weak classifier (decision tree) predicts 0 if any of its nodes contains a feature which does not appear in the feature space of the site where the prediction was made (line 6 and line 15). In such cases, related sites do not contribute to updating the confusion matrix of the corresponding weak classifier.

Last, but not least, after the federated ensemble classifier \( F \) is generated, each site makes predictions on its test set \( T_n \) by using both \( F \) and \( F_n \), and compares the results to check which one is better. If \( F \) is better than \( F_n \), the \( n \)th site uses \( F \) for future predictions; otherwise, it uses \( F_n \). Thus, it is always ensured that the final model performs at least as well as the local model for each site.
$m_n$ is the number of instances, and $\log(m_n)$ is the depth of the tree in the worst-case scenario. Thus, the complexity of Random Forest becomes $O(k_f m_n \log(m_n))$. It requires one pass through the training set for each decision tree to make a prediction and generate the confusion matrix; hence, the cost is $O(k_f m_n)$. As a result, the computational complexity of the first step (lines 1-10) is $O(k_f m_n \log(m_n) + k_f m_n)$, which can be asymptotically rewritten as $O(k_f m_n \log(m_n))$.

In the second step (lines 11-20), decision trees are shared between sites and confusion matrices are generated. From a complexity point of view, the only difference between steps 1 and 2 is the increase in the number of decision trees; hence, the cost is $O(K m_n)$, where $K$ is the number of trees retrieved from other sites.

In the last step (lines 21-32), for each decision tree, we iterate through the $N$ number of confusion matrices to calculate weight. Hence, the computational complexity is $O(k_f N)$.

Since all the three steps are performed in parallel at different sites, the complexity depends on the maximum number of decision trees, features, and instances among all the participating sites. Consequently, the computational complexity of BOFRF becomes $O(k_f’ m’ \log(m’)+ K m’ + k’ N)$, where $k’, f’, m’$ and $K’$ represent the maximum values. Since $K’ \leq k’ \times N$, because $k’ \times N$ also represents the total number of decision trees at all sites, the computational complexity of BOFRF becomes $O(k_f’ m’ \log(m’)+ k’ m’ N)$, which can be simplified to $O(k_f’ m’ (f’ \log(m’) + N))$.

C. PRIVACY ISSUES
The proposed BOFRF algorithm provides an adequate level of privacy in its current form as the actual data is not shared among the participants. However, sharing evaluation metrics in the presence of a sneaky site in the federated environment may still result in a privacy breach. For instance, if the sneaky site knows the characteristics of a particular patient, it can generate two models, one of which labels the individual as Class 0, and the other as Class 1. Then, by comparing the confusion matrices from other sites to find exactly 1 difference, the sneaky site can find out which site the patient belongs to. To prevent this from happening and increase the level of privacy, we propose two different implementations for our proposed BOFRF algorithm in this section: centralized implementation with a trusted third party and decentralized implementation using secure sum protocol.

In centralized implementation with a trusted third party, participating sites send their decision trees and confusion matrices to an orchestrator who is responsible for sending the decision trees to the other sites, retrieving output confusion matrices, and calculating the final confusion matrix for each decision tree without knowing anything about the information provided by the sites. The orchestrator then sends the final confusion matrix of each decision tree to the site that owns the respective tree. In this way, the participating sites never see the confusion matrices of other sites; hence, privacy is protected against certain types of attacks like patient-site assignment attack.

In decentralized implementation, instead of communicating with a third party, participating sites communicate with each other in a circular way. This approach uses the secure sum protocol, which allows participating sites to calculate the sum of their individual data without exposing their data to other sites [45]. In this protocol, one of the sites first adds a random noise to its own data and sends it to the next site. The site adds this number to its own data and sends it to the next site. This process is repeated until the site that started the protocol retrieves the sum. The site then subtracts the noise from the sum and finds out the actual sum. In decentralized implementation of BOFRF, each site executes the secure sum protocol for each confusion matrix. In the first round of this process, all the sites add random noise to their local confusion matrices and send them to the next site along with their local decision trees. The recipient site runs the retrieved decision trees on its own data, calculates the confusion matrices, adds these values to the received confusion matrices, and sends the decision trees and confusion matrices to the next site. The process continues until the circular cycle is completed. All sites then subtract the noise they added to confusion matrices at the first step and obtain the final confusion matrices. In this implementation, the participating sites see some values in confusion matrices, but they never know the actual values. Although both implementations increase the level of privacy, it should be noted that there is a trade-off between the level of privacy and complexity. Centralized implementation increases the communication cost as all information exchange is done through a trusted third party, whereas decentralized implementation increases the time cost as execution is done sequentially rather than parallel.

IV. EXPERIMENTS
In this section, we describe in detail the datasets we considered and the environments we set up in our experiments to evaluate the effectiveness of the proposed BOFRF algorithm.

A. DATASETS
In our experiments, we used four healthcare datasets. The Pima Indians Diabetes dataset from Kaggle [46], [47] contains the data of 768 patients who were studied by the National Institute of Diabetes and Digestive and Kidney Diseases in Phoenix, Arizona. It has 8 independent features: age, body-mass index, number of pregnancies, plasma glucose, diastolic blood pressure, triceps skin fold thickness, insulin, diabetes pedigree function; and 1 dependent feature in which 1 is interpreted as “diabetes positive”. We used this dataset to build machine-learning models to predict whether a patient in the dataset had diabetes.

The Diabetic Retinopathy dataset from the UCI Machine Learning Repository [48], [49] contains data extracted from 1151 eye fundus images to predict whether an image contains the sign of diabetic retinopathy, which is a visual impairment caused by diabetes mellitus. It consists of 19 independent features related to a lesion in the eye, anatomical
FIGURE 3. The setup and evaluation procedure of the experiments. In the setup, the dataset is split into $n$ sites constituting the federated environment. In the evaluation, data at each site are split as training and test, and local Random Forest models are generated. After federated BOFRF model is built on top of the local models, it is evaluated on test data of each site.

### B. ENVIRONMENT SETUP

In our study, we conducted two types of experiments. In the first type, which we call observational experiments, we used the Pima Indians Diabetes, Diabetic Retinopathy, and South African Heart Disease datasets to set up different federated environments to prove the effectiveness of BOFRF in challenging scenarios of federated learning. In this regard, we set up federated environments consisting of different numbers of sites (i.e., 2, 3, or 4) by splitting the datasets into several datasets with different characteristics, i.e., datasets producing well-performing local models or datasets producing unsuccessful local models. The setup and evaluation procedures of these experiments are illustrated in Fig. 3.

| Env. # | Dataset          | Site          | Records | Positive labels | Negative labels |
|--------|------------------|---------------|---------|-----------------|-----------------|
| Env. 1 | Diabetes         | Site 1        | 400     | 152             | 248             |
|        |                  | Site 2        | 368     | 116             | 252             |
| Env. 2 | Diabetes         | Site 3        | 200     | 68              | 132             |
|        |                  | Site 4        | 200     | 73              | 127             |
| Env. 3 | Diabetes         | Site 5        | 268     | 86              | 182             |
|        |                  | Site 6        | 100     | 33              | 67              |
|        |                  | Site 7        | 250     | 94              | 156             |
|        |                  | Site 8        | 260     | 57              | 223             |
|        |                  | Site 9        | 138     | 84              | 54              |
| Env. 4 | Diabetes         | Site 10       | 200     | 64              | 136             |
|        |                  | Site 11       | 200     | 74              | 126             |
|        |                  | Site 12       | 200     | 68              | 132             |
|        |                  | Site 13       | 168     | 62              | 106             |
| Env. 5 | Diabetes         | Site 14       | 100     | 37              | 63              |
|        |                  | Site 15       | 250     | 97              | 153             |
|        |                  | Site 16       | 300     | 89              | 211             |
|        |                  | Site 17       | 118     | 45              | 73              |
| Env. 6 | Diabetes         | Site 18       | 651     | 340             | 311             |
|        |                  | Site 19       | 500     | 271             | 229             |
| Env. 7 | Diabetic Retinopathy | Site 1   | 100     | 37              | 63              |
|        |                  | Site 2        | 250     | 97              | 153             |
|        |                  | Site 3        | 300     | 89              | 211             |
|        |                  | Site 4        | 118     | 45              | 73              |
| Env. 8 | Diabetic Retinopathy | Site 1   | 400     | 218             | 182             |
|        |                  | Site 2        | 300     | 158             | 142             |
|        |                  | Site 3        | 451     | 235             | 216             |
| Env. 9 | Diabetic Retinopathy | Site 1   | 651     | 340             | 311             |
|        |                  | Site 2        | 500     | 271             | 229             |
|        |                  | Site 3        | 118     | 45              | 73              |
| Env. 10| Heart Disease    | Site 1        | 200     | 80              | 120             |
|        |                  | Site 2        | 150     | 55              | 95              |
|        |                  | Site 3        | 112     | 25              | 87              |
| Env. 11| Heart Disease    | Site 1        | 200     | 80              | 120             |
|        |                  | Site 2        | 150     | 55              | 95              |
|        |                  | Site 3        | 112     | 25              | 87              |
| Env. 12| Heart Disease    | Site 1        | 200     | 80              | 120             |
|        |                  | Site 2        | 150     | 55              | 95              |
|        |                  | Site 3        | 112     | 25              | 87              |
| Environments on SHELTER | Czechia | 500     | 170     | 330             |
|        | Germany          | 490     | 173     | 317             |
|        | England          | 507     | 179     | 328             |
|        | Finland          | 448     | 299     | 149             |
|        | France           | 490     | 209     | 281             |
|        | Israel           | 579     | 131     | 448             |
|        | Italy            | 540     | 89      | 451             |
|        | Netherlands      | 548     | 157     | 391             |

In the second type of experiments, which were conducted on the SHELTER dataset, we did not follow the same setup procedure because the dataset was already split according to origin countries. Instead, we built a total of 247 federated environments consisting of two, three, four, five, six, seven, and eight sites, with all possible combinations of the eight countries involved in the dataset. In these experiments, we performed statistical testing of BOFRF and observed how well it performs in real federated environments that we did not emulate, as well as how effective it is on larger datasets and increasing number of participants. Table 2 shows the details of the environments, including the total number of records at each site and the number of positive and negative labelled instances.
C. EVALUATION PROCEDURE

In each experiment, we first compared the results of our proposed BOFRF algorithm with the baseline, which is the local random forest algorithm of each participating site, to show how BOFRF can improve the predictive power of the baseline local model. While building the local random forest models, we applied 10-fold cross-validation and used the grid search method to avoid overfitting and determine the best model with the best hyperparameter combination. To ensure privacy of sensitive data and enable the calculation of the AUC, we put some restrictions on the hyperparameter values that are explored by the search grid, such as the minimum leaf size. For instance, a suspicious site may attempt to identify a subject through a decision tree that has a leaf node with only one subject. Therefore, a value of 1 for the minimum leaf size was not allowed so that none of the sites could generate such decision trees. This also makes the calculation of prediction probabilities possible for each decision tree since no leaf node contains a single class estimate. The prediction probabilities of decision trees are required to calculate the AUC values of the random forest models and the BOFRF model. Then, to evaluate the success of our proposed algorithm against existing solutions, we compared the results of BOFRF with those of the federated model generated by one of the most successful existing solutions in the field, namely BOPPID. For a fair comparison, we implemented the algorithm proposed by Li et al. in their paper [15] in Python and ran both BOPPID and local AdaBoost, which is the baseline of BOPPID in each experiment.

V. RESULTS

A. RESULTS OF OBSERVATIONAL EXPERIMENTS

1) COMPARISON WITH LOCAL RANDOM FOREST

We utilized the Pima Indian Diabetes dataset to set up six different environments with two different characteristics: (i) all sites had quite good models with relatively close AUC values (Environments 1 and 3), and (ii) one site had a very good model with a high AUC value, and at least one site had a poor model with a low AUC value (Environments 2, 4, 5 and 6). The results are presented in Table 3.

In all cases, BOFRF successfully improved the performance of all local RF models. In the former, the percentage of improvements was usually around the same level at all sites, that is between 1-6%. In the latter, we observed a significant improvement in sites having poor models with low AUC values. BOFRF increased the local AUC value from 0.752 to 0.856 in Environment 2 (13.86% increase), from 0.734 to 0.882 in Environment 4 (20.17% increase), from 0.735 to 0.833 and from 0.714 to 0.849 in Environment 5 (11.7% and 13.86% increase, respectively), and from 0.686 to 0.904 in Environment 6 (24.29% increase). In these settings, the improvement on the best-performing model was usually around 0-2%, but this is something expected because these models can only be improved up to a certain level as they already have high AUC values. Fig. 4 shows the comparison of the local RF with BOFRF on the Pima Indian Diabetes dataset.

On the Diabetic Retinopathy dataset, we set up three environments, i.e., Environments 7, 8, and 9 as shown in Table 4. In Environment 8, where the participating sites had AUC values close to each other, we observed the same level of improvement as in the Pima Indian Diabetes dataset. In Environment 7, there were two sites, Site 1 and Site 2, with AUC values of 0.666 and 0.743, respectively. BOFRF improved...
FIGURE 4. Comparison of the local RF with BOFRF in the Pima Indian Diabetes dataset. Orange bars represent the performance of local RF, whereas green bars represent the performance of BOFRF.

FIGURE 5. Comparison of the local RF and BOFRF in the Diabetic Retinopathy and South African Heart Disease datasets. Orange bars represent the performance of local RF, whereas green bars represent the performance of BOFRF.

the AUC values by 9.8% and 2.03%, respectively. In Environment 9, we kept Site 1 as it is and introduced two new sites having AUC values as low as Site 2 in Environment 7. In this case, BOFRF significantly improved the AUC values by 20.44% and 30.72%.

On the South African Heart Disease dataset, we introduced sites having the lowest AUC values in all experiments and evaluated the performance improvement. The results for Environments 10, 11, and 12 are shown in Table 4. In Environment 10, Site 1 had a local RF model with an AUC value of 0.580, and Site 2 had a local RF model with an AUC value of 0.758. After applying BOFRF, the AUC values increased by 30.77% and 4.71%, and became 0.759 and 0.793, respectively. In Environment 11, Site 3 had a very low AUC value of 0.573 due to its imbalanced data with only 22% positive. BOFRF provided 21.21% of improvement on this site and increased its AUC value to 0.696. Similarly, in Environment 12, BOFRF increased the local AUC value from 0.580 to 0.759 (30.77% increase), respectively, with the help of other well-performing models. Furthermore, we also observed that even a site with a poor local model can provide a remarkable contribution to the other sites in BOFRF as presented in Environments 7 and 9.

2) COMPARISON WITH BOPPID

In our observational experiments, we observed that BOFRF provided better AUC results than BOPPID in 91.6% of the cases. In addition, the percentage of improvement provided by BOFRF was higher than that provided by BOPPID in 77.7% of the cases as shown in Fig. 6. The average change percentages of BOFRF and BOPPID were 9.04% and 4.67% respectively, which shows that BOFRF can improve the performance of the local models better than BOPPID.
B. RESULTS OF STATISTICAL EXPERIMENTS

In the statistical experiments that we performed on the SHELTER dataset, we built 247 environments in total, consisting of every possible combination of countries in federated settings with two, three, four, five, six, seven, and eight sites. For example, Czechia (CZ) is involved in 7 settings with two sites (Czechia and another country), 21 settings with three sites (Czechia and two more countries), 35 settings with four sites, and so on. In each environment, we first run the local random forest model, which is the baseline of BOFRF, at each site (country) without using the federated learning approach. We then run the BOPPID and BOFRF algorithms in each of the 247 environments, and calculated the mean AUC and accuracy values for each country. In Tables 5 and 6, we compare these values along with their standard deviations and p-values.

The statistical experiments confirmed our findings in observational experiments; that is, BOFRF improved the prediction power of the baseline local random forest model in all cases. In particular, in Table 5, the best improvement was observed in Czechia (CZ) and England (EN), which had the lowest AUC value in their baseline random forest models, that is, the two most unsuccessful local classifiers. On the other hand, BOPPID provided the best improvement on the site having the best performing local model, the Netherlands (NL), which is also the only case in which BOPPID produced better result than BOFRF. This is understandable because BOPPID is designed to give more importance to the site's
FIGURE 7. Overall AUC comparison of BOFRF with the baseline local RF model and BOPPID. The blue, orange, and green lines in each chart represent the BOFRF, BOPPID, and local RF, respectively. The blue-painted areas show the range that the AUC values of BOFRF change.

own local model than the others in the federated model. However, in all the other cases, BOFRF produced better results than BOPPID. To statistically verify that BOFRF outperforms BOPPID, right-tailed Z-test was applied. The alternative hypothesis \( H_1 \) was that the mean AUC value of BOFRF (\( \mu \)) is greater than the mean AUC value of BOPPID (\( \mu_0 \)) at a given level of significance. The null hypothesis was just the opposite as formulated in (11).

\[
\begin{align*}
H_0 : \mu & \leq \mu_0 \\
H_1 : \mu & > \mu_0 
\end{align*}
\] (11)

After the Z-tests were run, the corresponding \( p \)-value of each test were calculated based on the output Z-scores. The level of significance was determined as \( \alpha = 0.05 \). If the \( p \)-value \( \leq 0.05 \), the null hypothesis should be rejected, otherwise it cannot be rejected. The null hypothesis can also be rejected if the Z-score \( \geq 1.645 \), which is the critical value for the significance level of 0.05. As shown in Table 5, the \( p \)-value of all sites except the Netherlands were either 0.000 or 0.001, which means that the null hypothesis is rejected, hence the alternative hypothesis is true. The reason that \( p \)-values of the sites had such low values was because their corresponding Z-scores had extremely high values, ranging from 7 to 52. The results obtained with the accuracy values were in line with those obtained with the AUC values. As shown in Table 6, BOFRF gave better accuracy results than BOPPID in all cases. The only \( p \)-value that was not below 0.05, hence not rejecting the null
hypothesis, was that of Italy. Consequently, in seven out of eight sites in both AUC and accuracy, we had statistically significant evidence to confirm that BOFRF outperforms BOPPID.

Fig. 7 and Fig. 8 elaborate the comparison of AUC and accuracy values shown in Table 5 and Table 6 respectively, and provide line charts to depict the influence of the increasing number of sites on the performance of the algorithms. In the figures, the blue lines represent the mean values of BOFRF, whereas the orange lines represent the mean values of BOPPID. The AUC/accuracy value of the baseline local RF model is represented by a straight green line. To illustrate, in Fig. 7, the mean AUC values of BOFRF for Czechia in federated settings with two, three, four, five, six, and seven sites were calculated as 0.643, 0.649, 0.658, 0.661, 0.665, and 0.678, respectively. The blue-painted areas in the figure show the range in which the values of BOFRF change, that is, the area between the minimum and the maximum values, and the blue lines indicate the average values for each setting. In Czechia, England, Finland, Italy, and the Netherlands, the blue line followed an ascending path, implying that for an increasing number of sites, the performance of the BOFRF increased as well. In the case of France, increasing number of sites did not significantly affect the result; hence, the line followed a straight path, indicating that the same level of improvement was observed in all scenarios. A decrease
in performance for an increasing number of sites was only observed in Germany and Israel, but in both cases, the rate of decrease was limited and BOFRF performed better than local RF and BOPPID in all scenarios.

VI. DISCUSSION

The experiments showed that our proposed algorithm can successfully generate a powerful global model for all sites participating in the federated setting, regardless of whether they have well-performing or under-performing local models. In this section, we evaluate the results further and discuss the advantages and limitations of the proposed solution.

First, the empirical results show that BOFRF consistently improves the prediction performance of local RF model, hence achieves the main objective of federated learning because BOFRF considers the performance of each decision tree across all sites with equal emphasis. When compared to one of the best-performing existing solutions, namely BOPPID, the most important advantage of BOFRF is that it provides significantly high prediction improvement for the sites whose local model is not performing well, suggesting that the algorithm also attained the expected impact. The particularly important feature of BOFRF that enables it to achieve this is its novel MCC-based weight calculation methodology, which takes both target classes (0 and 1) into account when calculating the weights of each decision tree. In our experiments, we observed that the closer the AUC value of the local site is to 0.5, which is regarded as the failure limit, the more improvement BOFRF can provide given sufficient local models from other sites. This is important because in federated environments, enhancing the prediction capability of unsuccessful sites is much more important than the others in many cases. Thanks to BOFRF, these sites could benefit from the advantages of federated machine learning, that is, the ability to make accurate predictions despite the insufficient data they have in their repositories. Therefore, unless the usage of AdaBoost models is more convenient than RF models for some datasets (e.g., datasets producing high bias and low variance models), we believe that BOFRF would be a better choice than BOPPID because of the better prediction improvement it can provide for the sites, especially those with relatively unsuccessful local models.

In the literature, there are numerous solutions utilizing deep learning methods for federated learning [54], [55]. Although federated deep-learning approaches can produce better results than traditional federated learning methods in certain settings, they are computationally expensive, bring a communication overhead, and require a large amount of training data. Therefore, the implementation of federated solutions on traditional machine learning methods, including random forest, is still an important topic that has been widely studied by researchers. In this regard, we believe that the proposed solution is an essential contribution to state-of-the-art federated solutions.

Using decision trees as weak classifiers is a useful approach to follow in federated settings because decision trees have many advantages over other machine learning methods, such as the ability to handle categorical data and the ability to deal with outliers and noisy or missing data. Furthermore, although the participating sites mostly share the same set of features, they may still have some local features that are not present in others. This is not an issue in random forest because the standard random forest algorithm already uses the idea of taking a random subset of features to build each decision tree to prevent overfitting; hence, the local features are not present in every decision tree generated at sites. However, this is valid up to a point because the more local features differ from each other, the more vertical they become, which may prevent the BOFRF algorithm from producing successful results. Therefore, we note that our work is currently limited to horizontally partitioned data; hence, it may not be suitable for applications in vertical settings. Furthermore, in this study, we did not focus on improving the robustness of the proposed algorithm. Future enhancements could include the addition of a validation step, where the sites approve the retrieval of decision trees sent by other sites.

VII. CONCLUSION

In this paper, we propose a novel federated ensemble classification algorithm for horizontally partitioned data, namely Boosting-based Federated Random Forest (BOFRF), in which we adapt the idea of boosting to random forest in a federated manner and introduce a new aggregation and weight calculation methodology in the integration phase. We present a number of observational and statistical experiments conducted on four healthcare datasets to measure the performance of BOFRF. The empirical results show that BOFRF improves the prediction performance of the local random forest models in all cases. Moreover, and more importantly, it provides significantly high improvement on the predictive power of sites having unsuccessful local classifiers because of their poor quality or imbalanced data unlike existing solutions.

In future work, to further improve the prediction capability of participating sites, we aim to extend our solution by adapting the concept of personalized federated learning [56], [57], [58], where each site obtains a site-specific federated model instead of a single global model. Furthermore, we aim to analyze the effect of applying feature selection techniques [59], [60] prior to running the actual algorithm to handle heterogeneous data.
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