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Abstract. In this paper, we compare the strength of the optimal perspective reformulation and Shor’s SDP relaxation. We prove that these two formulations are equivalent for quadratic optimization problems with indicator variables.
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1. INTRODUCTION

We consider the optimization problem with a convex quadratic objective with indicators:

\[
\begin{align*}
\text{(Q)} & \quad \min_{x, y} a'x + b'y + y'Qy \\
\text{s.t.} & \quad y_i(1 - x_i) = 0 \quad \forall i \in [n] \\
& \quad x \in \{0, 1\}^n, \ y \in \mathbb{R}_+^n \\
& \quad (x, y) \in \mathcal{X} \subseteq \mathbb{R}^n \times \mathbb{R}^n,
\end{align*}
\]

where \(a\) and \(b\) are \(n\)-dimensional vectors, \(Q \in \mathbb{R}^{n \times n}\) is a symmetric positive semidefinite (PSD) matrix, \([n] := \{1, 2, \ldots, n\}\), and \(\mathcal{X}\) is a closed convex set that incorporates other unspecified constraints arising in applications. For each \(i \in [n]\), the complementarity constraint \(y_i(1 - x_i) = 0\), along with the indicator variable \(x_i \in \{0, 1\}\), is used to state that \(y_i = 0\) whenever \(x_i = 0\). Numerous applications, including portfolio optimization \([8]\), optimal control \([18]\), image segmentation \([24]\), signal denoising \([6]\) are either formulated as \((\text{Q})\) or can be relaxed to \((\text{Q})\). While special cases of \((\text{Q})\) with a diagonal
Q or M-matrix $Q$ can be solved in polynomial time [3], in general, $(QI)$ is \textit{NP}-hard [21].

Building strong convex relaxations of $(QI)$ is instrumental in solving it effectively. There is a substantial body of research on the perspective formulation of convex univariate functions with indicators [1, 11, 12, 14, 20, 22, 31]. When $Q$ is diagonal, $y' Q y$ is separable and the perspective formulation provides the convex hull of the epigraph of $y' Q y$ with indicator variables by strengthening each term $Q_{ii} y_i^2$ with its perspective counterpart $Q_{ii} y_i^2 / x_i$, individually.

Another powerful approach for nonconvex quadratic optimization problems is semidefinite programming (SDP) reformulation, first proposed by Shor [28]. Specifically, a convex relaxation is constructed by introducing a rank-one matrix $Z$ representing $zz'$, where $z$ is the decision vector, and then forming the semidefinite relaxation $Z \succeq zz'$. Such SDP relaxations have been widely utilized in numerous applications, including max-cut problems [19], hidden partition problems of finding clusters in large network datasets [25], matrix completion problems [2, 10], power systems [13], robust optimization problems [1], Sufficient conditions for exactness of SDP relaxations [e.g. 9, 23, 26, 30, 29] and stronger rank-one conic formulations [4, 5] are also given in the literature.

These two approaches have been studied extensively in literature. While it is known that Shor’s SDP formulation is at least as strong as the optimal perspective formulation [11], the other direction has not been explored. We show in this note that these two formulations are, in fact, equivalent. The equivalence makes the perspective formulation the favorable choice as it is much smaller than Shor’s SDP and easier to solve.

\textbf{Notation.} Throughout, we adopt the following convention for division by 0: given $a \geq 0$, $a^2 / 0 = \infty$ if $a \neq 0$ and $a^2 / 0 = 0$ if $a = 0$. For a vector $v$, diag$(v)$ denotes the diagonal matrix $V$ with $V_{ii} = v_i$ for each $i$.

2. \textbf{Optimal perspective formulation vs. Shor’s SDP}

In this section we analyze two well-known convex formulations: the optimal perspective formulation and Shor’s SDP. We first introduce the two formulations and then show that they are equivalent for $(QI)$.

Splitting $Q$ into some diagonal PSD matrix $D = \text{diag}(d)$ and a PSD residual, i.e., $Q - D \succeq 0$, one can apply the perspective reformulation to each diagonal term, by replacing $D_{ii} y_i^2$ with $D_{ii} y_i^2 / x_i$, to get a valid convex relaxation of $(QI)$—after relaxing integrality constraints in $x$ and dropping
the complementarity constraints $y_i(1 - x_i) = 0$:

$$\begin{align*}
\min_{(x,y) \in \mathbb{R}^{2n}} & \quad a'x + b'y + y'(Q - \text{diag}(d))y + \sum_{i \in [n]} d_i \frac{y_i^2}{x_i} \\
\text{s.t.} & \quad 0 \leq x \leq 1, \ y \geq 0 \\
& \quad (x, y) \in \mathcal{X} \subseteq \mathbb{R}^n \times \mathbb{R}^n.
\end{align*}$$

(2)

In certain applications, such as the sensor placement [16], the single-period unit commitment [17] and the $\ell_2$-penalized least square regression [27], vector $d$ is immediate from the context. Thus, in such cases, (2) directly delivers a strong relaxation of (1). For cases where a decomposition of $Q$ is not immediate, several approaches are proposed in literature [e.g. 15, 32] to obtain a desirable $d$. Because different decompositions usually yield different relaxations, the relaxation quality of (2) relies on the choice of vector $d$. Introducing a symmetric matrix variable $Y$, Dong et al. [11] describe an optimal perspective relaxation for (QI):

$$\begin{align*}
\min_{(x,y) \in \mathbb{R}^{2n}} & \quad a'x + b'y + \langle Q, Y \rangle \\
\text{s.t.} & \quad Y - yy' \succeq 0 \\
& \quad y_i^2 \leq Y_{ii}x_i \quad \forall i \in [n] \\
& \quad 0 \leq x \leq 1, \ y \geq 0 \\
& \quad (x, y) \in \mathcal{X} \subseteq \mathbb{R}^n \times \mathbb{R}^n.
\end{align*}$$

(OptPersp)

(3)

Note that by adding integrality constraints on $x$ in (OptPersp), one obtains a mixed-integer SDP problem, which can be solved by a branch-and-bound algorithm. What is more, the resulting mixed-integer program is equivalent to the original model (QI). Indeed, if $x$ is integral, then (3c) either reduces to $y_i = 0$ or is implied (3b). In any case, $Y$ and $y$ are linked only through (3b), which must hold as an equality at the optimal solution because $Q \succeq 0$.

The authors [11] show that (OptPersp) is optimal in the sense that every perspective relaxation of the form (2) is dominated by (OptPersp), and moreover, there indeed exists a decomposition of $Q$ such that the resulting perspective formulation (2) is equivalent to (OptPersp).
Proposition 1 (Theorem 3 in [11]). $(\text{OptPersp})$ is equivalent to the following max-min optimization problem:

$$
\max_{d \in \mathbb{R}^n} \min_{(x,y) \in \mathbb{R}^{2n}} a'x + b'y + y'(Q - \text{diag}(d))y + \sum_{i \in [n]} d_i \frac{y_i^2}{x_i}
$$

\[\text{s.t. } d \geq 0, \ Q - \text{diag}(d) \succeq 0\]
\[0 \leq x \leq 1, \ y \geq 0\]
\[(x, y) \in X \subseteq \mathbb{R}^n \times \mathbb{R}^n.\]

Next, we consider Shor’s SDP relaxation for problem $(\text{QI})$:

$$
\min a'x + b'y + \sum_{i=1}^{n} \sum_{j=1}^{n} Q_{ij}Z_{ij}
$$

\[\text{s.t. } y_i - Z_{i,i+n} = 0 \quad \forall i \in [n] \quad (5b)\]
\[(\text{Shor})\]
\[x_i - Z_{i+n,i+n} = 0 \quad \forall i \in [n] \quad (5c)\]
\[Z - \begin{pmatrix} y' & x' \end{pmatrix} \begin{pmatrix} y & x \end{pmatrix} \succeq 0 \quad (5d)\]
\[0 \leq x \leq 1, \ y \geq 0\]
\[(x, y) \in X' \subseteq \mathbb{R}^n \times \mathbb{R}^n, \quad (5f)\]

where $Z \in \mathbb{R}^{2n \times 2n}$ such that $Z_{ij}$ is a proxy for $y_i^2$, $Z_{i+n,i+n}$ is a proxy for $x_i^2$, $Z_{i,i+n}$ is a proxy for $x_i y_i$, $i \in [n]$, and $Z_{ij}$ is a proxy for $y_i y_j$ for $1 \leq i, j \leq n$.

It is known that $(\text{Shor})$ is at least as strong as $(\text{OptPersp})$ [12], as constraints $(5c)$ are implied by the positive definiteness of some $2 \times 2$ principal minors of $(5d)$. We show below that the two formulations are, in fact, equivalent. As $(\text{OptPersp})$ is a much smaller formulation than $(\text{Shor})$, the equivalence makes it the favorable choice.

Theorem 1. $(\text{OptPersp})$ is equivalent to $(\text{Shor})$.

Proof. First we verify $(\text{Shor})$ is at least as strong as $(\text{OptPersp})$ by checking that constraints $(3c)$–$(3d)$ are implied by $(5d)$. Let $Y_{ij} = Z_{ij}$ for any $i, j \in [n]$. By Schur Complement Lemma,

$$Z - \begin{pmatrix} y' & x' \end{pmatrix} \begin{pmatrix} y & x \end{pmatrix} \succeq 0 \iff \begin{pmatrix} 1 & y' & x' \\ y & Z \end{pmatrix} \succeq 0.
$$

Since $Y$ is a principal submatrix of $Z$, we have

$$\begin{pmatrix} 1 & y' \\ y & Y \end{pmatrix} \succeq 0 \iff Y - yy' \succeq 0.$$
Moreover, constraint (5d) also implies that for any $i \in [n]$,
\[
\begin{pmatrix}
Z_{ii} & Z_{i,i+n} \\
Z_{i,i+n} & Z_{i+n,i+n+n}
\end{pmatrix} \succeq 0.
\] (6)

After substituting $Y_{ii} = Z_{ii}$, $x_i = Z_{i+n,i+n+n}$, and $y_i = Z_{i,i+n}$, we find that (6) implies $Y_{ii}x_i \geq y_i^2$ in (OptPersp), concluding the argument.

We next prove that (OptPersp) is at least as strong as (Shor), by showing that for any given feasible solution $(x, y, Y)$ of (OptPersp), it is possible to construct a feasible solution of (Shor) with same objective value. First, we rewrite $Z$ in the form $Z = YU + V$. For a fixed feasible solution $(x, y, Y)$ of (OptPersp) consider the optimization problem
\[
\lambda^* := \min_{\lambda, U, V} \lambda
\] (7a)
\[
\text{s.t. } \begin{pmatrix}
1 & y' & x' \\
y & Y & U \\
x & U' & V
\end{pmatrix} + \lambda I \succeq 0
\] (7b)
\[
U_{ii} = y_i, \quad \forall i \in [n] \quad (7c)
\]
\[
V_{ii} = x_i, \quad \forall i \in [n], \quad (7d)
\]
where $I$ is the identity matrix. Observe that if $\lambda^* \leq 0$, then an optimal solution of (7) satisfies (5d) and thus induces a feasible solution of (Shor).

We show next that this is, indeed, the case.

Let $\tilde{Y} = \begin{pmatrix} 1 & y' \\ y & Y \end{pmatrix}$ and consider the SDP dual of (7):
\[
\lambda^* = \max_{R, s, t, z} -\langle \tilde{Y}, R \rangle - \sum_i (2x_i z_i + t_i x_i + 2s_i y_i) \] (8a)
\[
\text{s.t. } \begin{pmatrix}
R & z' \\
z & \text{diag}(s)
\end{pmatrix} \succeq 0
\] (8b)
\[
\text{Tr}(R) + \sum_i t_i = 1,
\] (8c)
where $R, z, \text{diag}(s)$, $\text{diag}(t)$ are the dual variable associated with $\tilde{Y} + \lambda I$, $x, U$, and $V + \lambda I$, respectively. Note that we abuse the symbol $I$ to represent the identity matrices of different dimensions. One can verify that the strong duality holds for (7) since $\lambda$ can be an arbitrary positive number to ensure that the matrix inequality holds strictly. Because the off-diagonal elements of $U$ and $V$ do not appear in the primal objective function and constraints other than (7d), the corresponding dual variables are zero.
Note that to show $\lambda^* \leq 0$, it is sufficient to consider a relaxation of (8a). Therefore, dropping (8c), it is sufficient to show that
\[
\langle \tilde{Y}, R \rangle + \sum_i (2x_i z_i + t_i x_i + 2s_i y_i) \geq 0
\] (9)
for all $t \geq 0, s, z, R$ satisfying (8b).

Observe that if $t_i = 0$, then $s_i = z_i = 0$ in any solution satisfying (8b). In this case, all such terms indexed by $i$ vanish in (9). Therefore, it suffices to prove (9) holds for all $t > 0$.

For $t > 0$, by Schur Complement Lemma, (8b) is equivalent to
\[
R \succeq \left( \frac{z'}{\text{diag}(s)} \right) \text{diag}^{-1}(t) \left( \frac{z}{\text{diag}(s)} \right)
\] (10)
Moreover, since $\tilde{Y} \succeq 0$, we find that
\[
\langle \tilde{Y}, R \rangle \geq \langle \tilde{Y}, \left( \frac{z'}{\text{diag}(s)} \right) \text{diag}^{-1}(t) \left( \frac{z}{\text{diag}(s)} \right) \rangle + \sum_i (2x_i z_i + t_i x_i + 2s_i y_i) \geq 0
\] (11)
holds for all $t > 0, s, z$ and $R$ satisfying (10). A direct computation shows that
\[
\left( \frac{z'}{\text{diag}(s)} \right) \text{diag}^{-1}(t) \left( \frac{z}{\text{diag}(s)} \right) = \begin{pmatrix}
\frac{\sum_i z_i^2}{t_i} & \frac{z_1 s_1}{t_1} & \cdots & \frac{z_n s_n}{t_n} \\
\frac{z_1 s_1}{t_1} & \frac{s_1^2}{t_1} & & \\
\vdots & & \ddots & \\
\frac{z_n s_n}{t_n} & & & \frac{s_n^2}{t_n}
\end{pmatrix}
\]
with all off-diagonal elements equal to 0, except for the first row/column. Thus, (11) reduces to the separable expression
\[
\sum_i \left( \frac{z_i^2}{t_i} + \frac{2z_i s_i y_i}{t_i} + \frac{s_i^2}{t_i} Y_{ii} + 2x_i z_i + x_i t_i + 2y_i s_i \right) \geq 0.
\]
For each term, we have
\[
\begin{align*}
\frac{z_i^2}{t_i} + \frac{2z_i s_i y_i}{t_i} + \frac{s_i^2}{t_i} Y_{ii} + 2x_i z_i + x_i t_i + 2y_i s_i & = (z_i^2 + 2z_i s_i y_i + s_i^2 Y_{ii})/t_i + x_i t_i + 2x_i z_i + 2y_i s_i \\
& \geq 2 \sqrt{x_i (z_i^2 + 2z_i s_i y_i + s_i^2 Y_{ii})} + 2x_i z_i + 2y_i s_i \\
& \geq 0,
\end{align*}
\]
where the first inequality follows from the inequality between the arithmetic and geometric mean $a + b \geq 2\sqrt{ab}$ for $a, b \geq 0$. The last inequality holds trivially if $2x_iz_i + 2y_is_i \geq 0$; otherwise, we have

\[
\sqrt{x_i(z_i^2 + 2z_is_iy_i + s_i^2Y_{ii})} \geq -(x_i + y_is_i)
\]
\[
\iff x_i(z_i^2 + 2z_is_iy_i + s_i^2Y_{ii}) \geq (x_i + y_is_i)^2
\]
\[
\iff x_i z_i^2(1 - x_i) + s_i^2(x_iY_{ii} - y_i^2) \geq 0. \quad (\text{as } 0 \leq x_i \leq 1 \text{ and } x_iY_{ii} \geq y_i^2)
\]

In conclusion, $\lambda^* \leq 0$ and this completes the proof.

3. Conclusion

In this short note, we prove that Shor’s SDP and optimal perspective reformulation have the equal strength for convex quadratic optimization problems with indicator variables. The smaller size of the optimal perspective makes it advantageous to solve as a relaxation compared to Shor’s SDP. For solving (QI) with integral constraints, it may be preferable to use conic quadratic formulation (2) with an optimal $d^*$, which can be retrieved as optimal dual variables of (3) with respect to constraints (3c).
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