Synergetic ferroelectricity and superconductivity in zero-density Dirac semimetals near quantum criticality
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We study superconductivity in a three-dimensional zero-density Dirac semimetal in proximity to a ferroelectric quantum critical point. We find that the interplay of criticality, inversion-symmetry breaking, and Dirac dispersion gives rise to a robust superconducting state at the charge-neutrality point, where no Fermi surface is present. Using Eliashberg theory, we show that the ferroelectric quantum critical point is unstable against the formation of a ferroelectric density wave (FDW), whose fluctuations, in turn, lead to a first-order superconducting transition. Surprisingly, long-range superconducting and FDW orders are found to cooperate with each other, in contrast to the more usual scenario of phase competition. Therefore, we suggest that driving charge neutral Dirac materials, e.g., PbSn1−xTe, through a ferroelectric quantum critical point may lead to superconductivity intertwined with FDW order.

Introduction.—Superconductivity (SC) is observed in numerous doped materials with extremely low density of free charge carriers. Examples include doped SrTiO3 [1–3], Sr-doped Bi2Se3 [4], YPtBi [5], Tl-doped PbTe [6], and elemental bismuth [7]. The observation of low-density SC is surprising for two main reasons [8, 9]. First, because the Fermi and the Debye energies are similar in magnitude and therefore the Coulomb repulsion is naively unscreened. Second, the density of states of a three-dimensional Fermi liquid, which affects the transition temperature drastically in conventional superconductors, is orders of magnitude smaller than in standard superconducting alloys. Therefore, finding microscopic models with superconducting instabilities at arbitrarily low density is an outstanding challenge.

A necessary ingredient for realizing low-density SC is a sufficiently long-ranged attractive interaction [10–12]. Such interaction can be provided by the fluctuations of a bosonic order parameter in the vicinity of a quantum critical point (QCP) [13–16]. In particular, it was proposed that superconductivity in some low-density SCs, such as doped SrTiO3 and PbSn1−xTe, originates from the proximity to a ferroelectric (FE) QCP [12, 17–25]. Indeed, experiments find that the electronic properties of SrTiO3 are strongly influenced by the transition [23, 25–31] and possibly also of PbSn1−xTe [32].

The soft modes near the critical point in polar crystals are transverse. According to the standard description of the electron-phonon interaction, transverse phonons are decoupled from the itinerant electron’s density [19, 33]. Several mechanisms have been proposed to circumvent this issue, such as coupling to gapped longitudinal modes [19, 25], two transverse phonon exchange [34–38], and a linear vector coupling in multi-orbital systems [8, 12, 39–45]. A renormalization group (RG) analysis found the vector coupling is marginally relevant in Dirac semimetals [8]. Based on this observation, it was shown that FE critical fluctuations are a promising pairing mechanism for low-density SC. However, close enough to the QCP these arguments break down since the system flows to strong coupling.

In this paper, we investigate the fate of the clean ferroelectric QCP in 3D polar Dirac materials at zero density using both Eliashberg and BCS theories. We are deliberately studying this idealized model as a paradigmatic example of a low-density system with strong spin-orbital effects where sharp conclusions can be made. First, we show that the original FE-QCP is preempted by a ferroelectric density wave (FDW) QCP due to the coupling between Dirac fermions and transverse optical phonons. This FDW state breaks translational symmetry in addition to inversion and rotational symmetries. Second, we find that the FDW fluctuations, which are peaked on a spherical surface in momentum space, mediate a much stronger attractive interaction as compared to the fluctuations of the uniform FE order. This attraction leads to a SC instability which, in turn, softens the FDW fluctuations and enhances the pairing interaction even further. Consequently, because of this feedback effect, the system undergoes a first-order transition into a zero-density superconductor coexisting with ferroelectricity of some sort (finite-momentum or uniform), before the putative FDW-QCP is reached. Thus, in addition to obtaining a zero-density pairing instability, we find an effective attraction between FDW and SC order parameters, in sharp contrast to the usually observed competition between SC and other types of order such as antiferromagnetism, nematicity, or charge density wave [46–50].
Model.—We start with the effective low-energy model for a polar Dirac semimetal near a FE transition derived in Ref. [8]. The direct Coulomb repulsion is strongly screened by the longitudinal optical phonon mode which remains massive at the critical point and does not contribute to the low-energy properties [51]. The massless 3D Dirac fermions $\psi_k$ are then only coupled to the transverse optical phonon mode $\varphi(q) = P_{ij}(q) u_j(q)$, where $u_i(q)$ is proportional to the optical phonon displacement, $P^{ij}(q) = \delta^{ij} - \vec{q} \vec{q} / q^2$ is the projector onto the transverse modes, and $q \equiv q / |q|$. The imaginary-time action of the system is given by $S = \int d\tau (L_\psi + L_\varphi + L_{\psi\varphi})$, with

$$L_\psi = \sum_{n=1}^N \sum_k \psi_n^\dagger(\tau, k) \left( \partial_\tau + iv_F \gamma^0 \gamma^i k_i \right) \psi_n(\tau, k),$$

$$L_\varphi = \frac{1}{2} \sum_q \varphi_i^\dagger(\tau, q) \left( -\partial_\tau^2 + c^2 q^2 + r \right) \varphi_i(\tau, q),$$

$$L_{\psi\varphi} = \lambda \sum_{n=1}^N \sum_{k,q} \psi_n^\dagger(\tau, k + q) \gamma_i \psi_n(\tau, k) \varphi_i(\tau, q).$$

The first term describes $N$ Dirac points and contains the Hermitian $\gamma$-matrices $\gamma_0 = \sigma_x \otimes s_0$ and $\gamma_i = \sigma_y \otimes s_i$ ($i = x, y, z$), where $\sigma_i$ ($s_i$) are Pauli matrices in orbital (spin) space, and $s_0$ and $s_0$ are the identity matrix. While $N = 4$ in cubic systems such as PbTe, we consider the formal limit $N \gg 1$ to neglect vertex corrections in our calculations. The second term describes the propagating transverse optical phonons, with $c$ denoting the phonon velocity and $r$ being the bare phonon mass. Note that $r = 0$ marks the bare FE-QCP [52]. Finally, the last term contains the coupling constant $\lambda$ between the Dirac electrons and the transverse optical phonons.

Tendency to FDW order.—In the normal state, the coupling to the Dirac electrons leads to a renormalization of the phonon spectrum encoded in the polarization operator:

$$\Pi_n^{ij}(i\Omega, q) = \lambda^2 a_0^2 (v_F^2 q^2 - \Omega^2) \ln \frac{v_F a_0 c^{1/3}}{\sqrt{v_F^2 q^2 + \Omega^2}} P^{ij}(q),$$

where $\lambda^2 \equiv N^2 / 12 \pi^2 v_F c^2$, $\alpha = c / v_F$ is the velocity ratio, and $\Lambda_0$ is the high-momentum cutoff. We assume throughout this work that the effective coupling constant is small, $\lambda \ll 1$, and that Fermi velocity is much larger than the bare transverse phonon velocity, $\alpha \ll 1$. The effective normal state phonon propagator is then given by $\bar{D}_n^{-1}(q) = \bar{D}_0^{-1} - \Pi_n$, where $(\bar{D}_0^{-1})_{ij}(i\Omega, q) = (r + c^2 q^2 + \Omega^2) P_{ij}(q)$ is the bare propagator [53]. Minimization with respect to momentum reveals that, due to the logarithmic dependence in Eq. (2), the original $q = 0$ FE transition is preempted by one at a finite momentum $|q| = Q$, where

$$Q = \Lambda_0 \exp \left(-\frac{1}{\lambda^2} - \frac{1}{6}\right),$$

and the static polarization is transverse. Near the minimum $q = Q$, the static bosonic propagator can be expanded as

$$D_n^{-1}(0, q) \approx r - r_{FDW} + \tilde{\lambda}^2 c^2 (q - Q)^2,$$

where $r_{FDW} = \tilde{\lambda}^2 c^2 Q^2 / 2$. We note that $Q$ is exactly the scale appearing in the RG equations derived in Ref. [8] where the system reaches the strong-coupling regime. Equation (4) has a minimum on the whole sphere $q = Q$ instead of a single point at $q = 0$ implying more phase space for fluctuations. Bosonic models of this type are known to undergo a weak fluctuation-driven first-order transition $[54, 55]$, which we will neglect hereafter.

Synergistic FDW and SC orders.—We proceed to discuss the possibility of a pairing instability near the emergent FDW-QCP by solving the coupled Eliashberg equations [56] inside the paraelectric (PE) phase at the temperature $T = 0$. First, we analytically solve the equations in a BCS-like approximation which implies neglecting the electronic normal self-energy as well as the frequency and momentum dependence of the superconducting order parameter $\Delta$. The boson self-energy $\Pi(\Omega, q, \Delta)$, however, is computed fully self-consistently. Then, we compare our analytic result with a numerical solution of the frequency-dependent Eliashberg equations and find good qualitative agreement. As we shall shortly detail, we find a range of the parameter $r$, where the gap equation has a nontrivial solution $\Delta = \Delta_\star(r) \neq 0$ in spite of the vanishing density of states. However, by analyzing the free energy in the vicinity of this solution, we show that $\Delta_\star$ is in fact an unstable solution, which indicates the existence of a stable minimum where the system develops both FDW and SC orders simultaneously through a first-order phase transition.

The mechanism driving the first-order transition stems from the feedback of the SC gap $\Delta$ on the boson propagator $D(i\Omega, q, \Delta)$. For $\Delta = 0$, the one-loop polarization operator is given by Eq. (2) and the minimum of $D_n^{-1}$ is at the finite momentum $q = Q$, Eq. (3). The introduction of a finite (constant) $\Delta$ has two important ef-
The effects on $D^{-1}(i\Omega, q, \Delta)$ [56], which we illustrate in Fig. 1. First, the position of the minimum gradually shifts toward smaller $q$ until it merges with the $q = 0$ local maximum at $\Delta_0$ given by

$$\Delta_0 = \exp(-5/6)v_FQ.$$  \hspace{1cm} (5)

When $\Delta > \Delta_0$, the minimum of $D^{-1}$ shifts back to $q = 0$. Second, a finite $\Delta$ reduces the value of the global minimum of $D^{-1}$, as shown in Fig. 1(b). Thus, increasing $\Delta$ makes the FDW mode softer, which in turn increases the pairing interaction. This scenario should be contrasted with other models for superconductivity in the vicinity of a QCP, where the SC order and the order associated with the QCP generally compete, see, e.g., Refs. [46–49]. Here, the two long-range ordered states not only mutually enhance each other, but they are also characterized by the same energy scale $v_FQ$.

**Gap Equation.—**We now discuss the solutions of the gap equation when approaching the FDW-QCP from the PE side, focusing on the leading $s$-wave channel [57, 58]:

$$\Delta = \frac{6\lambda^2\alpha^2 v_F^2}{\pi N} \int_{-\infty}^{\infty} d\omega \int_{0}^{\Lambda_0} dk k^2 \frac{\Delta \cdot D(i\omega, k, \Delta)}{\omega^2 + v_F^2 k^2 + \Delta^2}. \hspace{1cm} (6)$$

Note that $D$ plays the role of an effective pairing interaction, and that this equation always has the trivial solution $\Delta = 0$. Furthermore, this equation admits a nontrivial solution because the integral gives a Cooper-like logarithm. The one-dimensional nature of this logarithm, however, does not arise from the electron's propagator having a finite chemical potential, but instead from the phonon's propagator being peaked at a finite momentum [56]. If we neglect the feedback of $\Delta$ on $D$ discussed above, we find a “standard” instability toward pairing peaked at the FDW-QCP. As shown by the red dashed line in Fig. 2, in this case $\Delta$ diverges at the QCP $r = r_{FDW}$. However, upon including $\Delta$ self-consistently in $D$, the situation changes dramatically. Indeed, solving Eq. (6) reveals three important ranges of $r$. In the immediate vicinity of the putative FDW-QCP, $r_{FDW} < r \leq r_1$, the only solution we find is $\Delta = 0$. The first nontrivial solution $\Delta_*$ appears at $r_1 = r_{FDW} + \delta r$, where

$$\delta r \sim \tilde{\lambda}^2 c^2 Q^2 \exp \left( - \frac{\sqrt{1 + \alpha^2}}{6\lambda} + \frac{2}{\lambda} \right).$$  \hspace{1cm} (7)

The value of $\Delta_*$ increases as we move further away from the QCP, $r_1 < r < r_2$, until it reaches the value $\Delta_* = \Delta_0$ given by Eq. (5) at $r = r_2$,

$$r_2 = 6e^{-5/3} \left( 1 + \frac{\tilde{\lambda}^2}{2} \right) c^2 Q^2. \hspace{1cm} (8)$$

Finally, the nontrivial solution disappears abruptly for $r > r_2$ provided that $12\alpha/N \lesssim 1$. The full dependence of the solution $\Delta_* (r)$ on the tuning parameter $r$ is shown in Fig. 2 by the solid blue curve. Note however, that the region $r_{FDW} < r < r_1$ is exponentially small even on the scale of the exponentially small $v_FQ$.

To confirm that these results are not an artifact of the BCS approximation, we also numerically solve the coupled Eliashberg equations with full frequency dependence of the gap function and including the normal part of the electron’s self-energy [56]. Overall, we find the same qualitative behavior of a nontrivial solution that grows upon increasing $r$ away from $r_{FDW}$. The main impact of the normal part of the self-energy is a reduction in the value of $\Delta_*$.

**First-order transition into an FDW+SC state.—**The increase of the nontrivial solution $\Delta_* (r)$ upon moving away from the QCP in the range $r_1 < r < r_2$ seems at odds with the naïve expectation that superconductivity is maximal at the QCP, or at least grows upon approaching it. To understand this, we analyze the superconducting free energy $F[\Delta]$. Expressing the gap equation (6) as $1 = f[\Delta]$, the free energy derivative can be conveniently written as $\partial F[\Delta]/\partial \Delta = \Delta - \Delta f[\Delta]$. Because $\partial f / \partial \Delta > 0$ at $\Delta = \Delta_*$ (as can be understood from the dependence of $D$ on $\Delta$ shown in Fig. 1), it follows that $\partial^2 F / \partial \Delta^2 < 0$ at $\Delta = \Delta_*$, i.e., the nontrivial solution is unstable [56]. The fact that $\Delta_*$ is a local maximum of the free energy is further illustrated in Fig. 3, where $F[\Delta]$ is plotted as a function of $\Delta$ for different fixed values of $r$. This situation should be contrasted with the standard BCS gap equation for a Fermi liquid with attractive interactions, where the nontrivial solution is always a local minimum of the free energy.

To understand the relationship between the SC and FDW order parameters, we introduce the phonon spectral mass:

$$m^2(r, \Delta) = \min D^{-1}(0, q, \Delta, r). \hspace{1cm} (9)$$
The PE phase corresponds to \( m^2(r, \Delta) > 0 \), while \( m^2(r, \Delta) < 0 \) indicates the structural instability toward FDW order. The equation \( m^2(r, \Delta_m) = 0 \) defines the threshold gap value \( \Delta_m(r) \) above which the PE-superconducting system is unstable toward the development of FDW order in conjunction with superconductivity for a given \( r \). These values correspond to the termination points of the free energy curves in Fig. 3. The curve \( \Delta_m(r) \) is shown by the black dotted line in Fig. 2, with \( \Delta_m(r_{FDW}) = 0 \) and \( \Delta_m(r_2) = \Delta_0 \).

We thus conclude that the solution \( \Delta_s(r) \) is an instability line separating the two stable solutions: (i) a trivial \( \Delta = 0 \) solution and (ii) a second nontrivial solution \( \Delta > \Delta_m(r) \) inside the FDW phase, which cannot be accessed by our gap equation derived in the PE phase. For \( r \leq r_1 \), the trivial solution \( \Delta = 0 \) is unstable and superconductivity becomes inevitable. We note that we cannot determine whether the ordered state has uniform FE or modulated FDW order, since our analysis is done on the PE side of the transition. Nonetheless, we refer to the ordered state as FDW for definiteness.

The shape of the free energy landscape in Fig. 3 is typical of a system undergoing a first-order transition, as it displays two local minima (one at \( \Delta = 0 \) and another at \( \Delta \geq \Delta_m(r) \)) and one local maximum at \( 0 < \Delta_s(r) < \Delta_m(r) \) for \( r_1 < r < r_2 \). This behavior is rooted in the unusual positive feedback effect of a gap opening on the effective pairing interaction \( D \) of Eq. (6) [59]. This feedback is stabilized only when FDW order sets in, signaling a coexistence between SC and FDW orders. This also explains the absence of a nontrivial solution \( \Delta_s(r) \) for \( r > r_2 \), since in this range the line \( \Delta_s(r) \) is above \( \Delta_m(r) \), which means that the system must already be in the FDW phase.

The expected first-order phase diagram emerging from this analysis is shown schematically in Fig. 4. Upon approaching the FE-QCP from large values of \( r \), the system can remain in the non-SC and PE state, which is locally stable. At some point \( r \geq r_1 \), \( \Delta \) jumps to a finite value and the system undergoes a first-order transition into the state where SC and FDW coexist. On the other hand, upon increasing \( r \) from the FDW side (\( r < r_{FDW} \)), the system is already SC, and therefore, can remain in this locally stable minimum until some larger value of \( r \) is reached, where \( \Delta \) jumps abruptly to zero and the system becomes PE. A detailed calculation of the Ginzburg-Landau free energy in the ordered FDW state, which is needed to determine precisely the global free-energy minimum, is outside the scope of this work. Note also that our approach is justified as long as the first-order simultaneous SC+FDW transition happens before the fluctuation-driven weakly first-order transition expected for the purely bosonic FDW propagator of Eq. (4).

In order for the superconducting state discussed above to be stable against phase fluctuations, it must have a finite superfluid stiffness \( \rho_s \). In a BCS superconductor, \( \rho_s \) is proportional to the electronic density. In the case of a Dirac semimetal at charge neutrality, we find that the gap itself generates an emergent density scale \( (\Delta/v_F)^3 \), which leads to a finite stiffness despite the vanishing density of states. In the uniform FE phase, we find

\[
\rho_s \sim \frac{e^2}{v_F} \Delta^2 \ln \left( \frac{v_F a_0}{\Delta} \right). \tag{10}
\]

We expect this result to hold inside the FDW phase as well. The finite stiffness even at charge neutrality originates from the charge reservoir provided by the filled valence band [60].

Discussion. — We have found that the strong coupling between a FE QCP and a charge neutral Dirac point [8]
leads to the first-order transition into the state where nonuniform ferroelectric order and superconductivity appear simultaneously. The key ingredients crucial for this result are the Dirac band touching and its linear coupling to the inversion-odd transverse critical modes.

Our low-energy model of a Dirac semimetal near a putative QCP is possibly relevant to the alloy Pb$_2$Sn$_{1-x}$Te. PbSn ($x = 0$) is a ferroelectric crystalline topological insulator [61]. PbTe ($x = 1$), on the other hand, is a paraelectric and higher order topological insulator [62]. For intermediate $x$, a ferroelectric-paraelectric transition takes place at $x \approx 0.5$ [63, 64]. Doping this composition with indium promotes superconductivity, and is accompanied by unusual features in the phonon density of states [31, 32, 65]. Using experimental parameters for PbTe we estimate the effective coupling constant to be $\tilde{\lambda}^2 \approx 0.27$ [56]. Thus, we predict the possibility of nonuniform ferroelectricity and low-density superconductivity in the alloy (Pb$_{1-y}$Sn$_y$)$_{2−x}$PbxTe.

The onset of an FDW phase in this compound should lead to translational symmetry breaking, which could be experimentally detected in the lattice degrees of freedom by neutron and Raman spectroscopy, and in the electronic degrees of freedom by angle-resolved photoemission spectroscopy and quantum oscillations [66].

Furthermore, our results raise a number of questions. The first challenge is to perform a complimentary study on the ordered side of the transition. Second, the phenomenological nature of the zero density superconductor calls for research, e.g., the nature of its collective modes. Also, studying the influence of disorder on the coupled transition is critical in making connection to real materials. Finally, understanding how the phase diagram depends on chemical potential may help make connection to ferroelectric metals with a Fermi surface. For instance, in the case of a Fermi liquid near a putative dipolar ferromagnetic QCP (rather than our dipolar ferroelectric QCP), it is well established that an instability toward a finite-momentum magnetic state is driven by quantum fluctuations [67–69].

We acknowledge helpful discussions with A. Chubukov, M. Gastiasoro, D. Maslov, and T. Trevisan. V.K. was supported by the Quantum Materials program at LBNL, funded by the U.S. Department of Energy under Contract No. DE-AC02-05CH11231. Work by A.K. (while at the University of Minnesota) and R.M.F. was supported by the U.S. Department of Energy through the University of Minnesota Center for Quantum Materials, under Grant No. DE-SC-0016371. The final stage of the work by A.K. and J.R. was supported by the Israel Science Foundation (ISF), and the Directorate for Defense Research and Development (DDR&D), Grant No. 3467/21. The final stage of the work by V.K. was performed in part at Aspen Center for Physics, which is supported by National Science Foundation Grant No. PHY-1607611 and by a grant from the Simons Foundation.

[1] J. F. Schooley, W. R. Hosler, and Marvin L. Cohen, “Superconductivity in semiconducting SrTiO$_3$,” Phys. Rev. Lett. 12, 474–475 (1964).
[2] Xiao Lin, German Bridoux, Adrien Gourgout, Gabriel Seyfarth, Steffen Krämer, Marc Nardone, Benoît Fauché, and Kamran Behnia, “Critical doping for the onset of a two-band superconducting ground state in SrTiO$_3$−δ,” Phys. Rev. Lett. 112, 207002 (2014).
[3] Terence M. Bretz-Sullivan, Alexander Edelman, J. S. Jiang, Alexey Suslov, David Graf, Jianjie Zhang, Gen-sheng Wang, Clarence Chang, John E. Pearson, Alex B. Martinson, Peter B. Littlewood, and Anand Bhattacharya. “Superconductivity in the dilute single band limit in reduced strontium titanate,” arXiv:1904.03121 (2019).
[4] Zhongheng Liu, Xiong Yao, Jifeng Shao, Ming Zuo, Li Pi, Shun Tan, Changjin Zhang, and Yuheng Zhang, “Superconductivity with topological surface state in Sr$_2$Bi$_2$Se$_3$,” J. Am. Chem. Soc. 137, 10512–10515 (2015).
[5] N. P. Butch, P. Syers, K. Kirshenbaum, A. P. Hope, and J. Paglione. “Superconductivity in the topological semimetal YPtBi,” Phys. Rev. B 84, 220504 (2011).
[6] Y. Matsushita, P. A. Wianecki, A. T. Sommer, T. H. Geballe, and I. R. Fisher. “Type II superconducting parameters of Tl-doped PbTe determined from heat capacity and electronic transport measurements,” Phys. Rev. B 74, 134512 (2006).
[7] Om Prakash, Anil Kumar, A. Thamizhavel, and S. Ramakrishnan. “Evidence for bulk superconductivity in pure bismuth single crystals at ambient pressure,” Science 355, 52–55 (2017).
[8] Vladyslav Koziiz, Zhen Bi, and Jonathan Ruizman, “Superconductivity near a ferroelectric quantum critical point in ultralow-density Dirac materials,” Phys. Rev. X 9, 031046 (2019).
[9] Maria N. Gastiasoro, Jonathan Ruizman, and Rafael M. Fernandes, “Superconductivity in dilute SrTiO$_3$: A review,” Annals of Physics 417, 168107 (2020).
[10] V. L. Gurevich, A. I. Larkin, and Yu. A. Fisrov, “On the possibility of superconductivity in semiconductors,” Sov. Phys. Solid State 4, 131 (1962).
[11] Maria N. Gastiasoro, Andrey V. Chubukov, and Rafael M. Fernandes, “Phonon-mediated superconductivity in low carrier-density systems,” Phys. Rev. B 99, 094524 (2019).
[12] Maria N. Gastiasoro, Thaïs V. Trevisan, and Rafael M. Fernandes, “Anisotropic superconductivity mediated by ferroelectric fluctuations in cubic systems with spin-orbit coupling,” Phys. Rev. B 101, 174501 (2020).
[13] Andrey V. Chubukov and Jörg Schmalian, “Superconductivity due to massless boson exchange in the strong-coupling limit,” Phys. Rev. B 72, 174520 (2005).
[14] S. Lederer, Y. Schattner, E. Berg, and S. A. Kivelson, “Enhancement of superconductivity near a nematic quantum critical point,” Phys. Rev. Lett. 114, 097001 (2015).
[15] Max A. Metlitski, David F. Mross, Subir Sachdev, and T. Senthil, “Cooper pairing in non-Fermi liquids,” Phys. Rev. B 91, 115111 (2015).
[16] Yuxuan Wang, Artem Abanov, Boris L. Altshuler, Emil A. Yuzbashyan, and Andrey V. Chubukov, “Super-
conductivity near a quantum-critical point: The special role of the first Matsubara frequency,” Phys. Rev. Lett. 117, 157001 (2016).

[17] S. E. Rowley, L. J. Spalek, R. P. Smith, M. P. M. Dean, M. Itoh, J. F. Scott, G. G. Lonzarich, and S. S. Saxena, “Ferroelectric quantum criticality,” Nature Physics 10, 367–372 (2014).

[18] Jonathan M. Edge, Yaron Kedem, Ulrich Aschauer, Nicola A. Spaldin, and Alexander V. Balatsky, “Quantum critical origin of the superconducting dome in SrTiO$_3$,” Phys. Rev. Lett. 115, 247002 (2015).

[19] Peter Wölfle and Alexander V. Balatsky, “Superconductivity at low density near a ferroelectric quantum critical point: Doped SrTiO$_3$,” Phys. Rev. B 98, 104505 (2018).

[20] Yaron Kedem, “Novel pairing mechanism for superconductivity at a vanishing level of doping driven by critical ferroelectric modes,” Phys. Rev. B 98, 220505 (2018).

[21] Shota Kanasugi and Youichi Yanase, “Spin-orbit-coupled ferroelectric superconductivity,” Phys. Rev. B 98, 024521 (2018).

[22] J. R. Arce-Gamboa and G. G. Guzmán-Verdr, “Quantum ferroelectric instabilities in superconducting SrTiO$_3$,” Phys. Rev. Materials 2, 104804 (2018).

[23] Carl Willem Rischau, Xiao Lin, Christoph P. Grams, Dennis Fink, Steffen Harms, Johannes Engelmayner, Thomas Lorenz, Yann Gallais, Benoît Faqué, Joachim Hemberger, and Kamran Behnia, “A ferroelectric quantum phase transition inside the superconducting dome of Sr$_{1-x}$Ca$_x$TiO$_3$,,” Nature Physics 13, 643 (2017).

[24] Yashide Tomioka, Naoki Shirakawa, Keisuke Shibuya, and Isao H. Inoue, “Enhanced superconductivity close to a non-magnetic quantum critical point in electron-doped strontium titanate,” Nature Communications 10, 738 (2019).

[25] C. Enderlein, J. Ferreira de Oliveira, D. A. Tompsett, E. Baggio Saitovitch, S. S. Saxena, G. G. Lonzarich, and S. E. Rowley, “Superconductivity mediated by polar modes in ferroelectric metals,” Nature communications 11, 4852 (2020).

[26] A. Stucky, G. W. Scheerer, Z. Ren, D. Jaccard, J.-M. Poumirol, C. Barreteau, E. Giannini, and D. van der Marel, “Isotope effect in superconducting n-doped SrTiO$_3$,” Scientific Reports 6, 37582 (2016).

[27] Hideaki Sakai, Koji Ikeura, Mohammad Saeed Bahramy, Naoki Ogawa, Daisuke Hashizume, Jun Fujioka, Yoshinori Tokura, and Shintaro Ishiwata, “Critical enhancement of thermostability in a chemically tuned polar semimetal MoTe$_2$,” Science advances 2, e1601378 (2016).

[28] Chloe Herrera, Jonah Cerbin, Amani Jayakody, Kirsty Dunnett, Alexander V. Balatsky, and Ilya Sochnikov, “Strain-engineered interaction of quantum polar and superconducting phases,” Phys. Rev. Materials 3, 124801 (2019).

[29] Johannes Engelmayner, Xiao Lin, Fulya Koç, Christoph P. Grams, Joachim Hemberger, Kamran Behnia, and Thomas Lorenz, “Ferroelectric order versus metallicity in Sr$_{1-x}$Ca$_x$TiO$_3$,$\delta$ ($x = 0.009$),” Phys. Rev. B 100, 195121 (2019).

[30] Jialu Wang, Liangwei Yang, Carl Willem Rischau, Zhuokai Xu, Zhi Ren, Thomas Lorenz, Joachim Hemberger, Xiao Lin, and Kamran Behnia, “Charge transport in a polar metal,” npj Quantum Materials 4, 1–8 (2019).

[31] A. Sapkota, Y. Li, B. L. Winn, A. Podlesnyak, Guangyong Xu, Zhijun Xu, Kejing Ran, Tong Chen, Jian Sun, Jinsheng Wen, Lihua Wu, Jiuhui Yang, Qiang Li, G. D. Gu, and J. M. Tranquada, “Electron-phonon coupling and superconductivity in the doped topological crystalline insulator (Pb$_{0.3}$Sn$_{0.7}$)$_{1-x}$In$_x$Te,” Phys. Rev. B 102, 104511 (2020).

[32] R. V. Parfen’ev, D. V. Shamshur, and S. A. Nemov, “Superconductivity of (Sn$_{1-x}$Pb$_x$)$_{1-x}$In$_x$Te alloys,” Physics of the Solid State 43, 1845–1849 (2001).

[33] Jonathan Ruhman and Patrick A. Lee, “Comment on ‘Superconductivity at low density near a ferroelectric quantum critical point: Doped SrTiO$_3$’,” Phys. Rev. B 100, 226501 (2019).

[34] K. L. Ngai, “Two-phonon deformation potential and superconductivity in degenerate semiconductors,” Phys. Rev. Lett. 32, 215–218 (1974).

[35] D. van der Marel, F. Barantani, and C. W. Rischau, “Possible mechanism for superconductivity in doped SrTiO$_3$,” Phys. Rev. Research 1, 013003 (2019).

[36] Abhishek Kumar, Vladimir I. Yudson, and Dmitrii L. Maslov, “Quasiparticle and nonequasiparticle transport in doped quantum paraelectrics,” Phys. Rev. Lett. 126, 076601 (2021).

[37] Pavel A. Volkov, Premala Chandra, and Piers Coleman, “Superconductivity from energy fluctuations in dDeclare quantum critical polar metals,” Nature Communications 13, 4599 (2022).

[38] Dmitry E. Kiselev and Mikhail V. Feigel’man, “Theory of superconductivity due to Ngai’s mechanism in lightly doped SrTiO$_3$,” Phys. Rev. B 104, L220506 (2021).

[39] Vladimir I. Fal’ko and Boris N. Narozhny, “Odd-parity superconductivity near an inversion breaking quantum critical point in one dimension,” Phys. Rev. Lett. 118, 227001 (2017).

[40] Liang Fu, “Parity-breaking phases of spin-orbit-coupled metals with gyrotropic, ferroelectric, and multipolar orders,” Phys. Rev. Lett. 115, 026401 (2015).

[41] Vladyslav Kozii and Liang Fu, “Odd-parity superconductivity in the vicinity of inversion symmetry breaking in spin-orbit-coupled systems,” Phys. Rev. Lett. 115, 207002 (2015).

[42] Jonathan Ruhman, Vladyslav Kozii, and Liang Fu, “Odd-parity superconductivity near an inversion breaking quantum critical point in one dimension,” Phys. Rev. Lett. 118, 227001 (2017).

[43] Fengcheng Wu and Ivar Martin, “Nematic and chiral superconductivity induced by odd-parity fluctuations,” Phys. Rev. B 96, 144504 (2017).

[44] Pavel A. Volkov and Premala Chandra, “Multiband quantum criticality of polar metals,” Phys. Rev. Lett. 124, 237601 (2020).

[45] Maria N. Gastiasoro, Maria Eleonora Temperini, Paolo Barone, and Jose Lorenzana, “Theory of superconductivity mediated by Rashba coupling in incipient ferroelectrics,” Phys. Rev. B 105, 224503 (2022).

[46] C. A. Balseiro and L. M. Falicov, “Superconductivity and charge-density waves,” Phys. Rev. B 20, 4457–4464 (1979).

[47] Tammo Das, R. S. Markiewicz, and A. Bansil, “Non-monotonic $d_{x^2-y^2}$ superconducting gap in electron-doped Pr$_{0.99}$La$_{0.01}$CuO$_3$: Evidence of coexisting antiferromagnetism and superconductivity!” Phys. Rev. B 74, 020506 (2006).

[48] A. B. Vorontsov, M. G. Vavilov, and A. V. Chubukov, “Superconductivity and spin-density waves in multiband
To properly invert the bosonic propagator, one should keep the mass of the longitudinal mode large but finite and set it to infinity only at the end of the calculation. 

Increasing $\Delta$ generally has two opposite effects on the boson propagator: (1) It shifts the minimum of $D^{-1}$ toward smaller momenta $q$ and (2) It decreases the phonon spectral mass. The first effect reduces the strength of the FDW fluctuations while the second one increases it, and our calculation shows that the latter effect is dominant.

By projecting the interaction in Eq. (1) onto the momentum-independent pairing channels we find that the only attractive channel is the fully symmetric $s$-wave [56].

Increasing $\Delta$ generally has two opposite effects on the boson propagator: (1) It shifts the minimum of $D^{-1}$ toward smaller momenta $q$ and (2) It decreases the phonon spectral mass. The first effect reduces the strength of the FDW fluctuations while the second one increases it, and our calculation shows that the latter effect is dominant.

Andrey V. Chubukov, Ilya Eremin, and Dmitri V. Efremov, “Superconductivity versus bound-state formation in a two-band superconductor with small Fermi energy: Applications to Fe pnictides/chalcogenides and doped SrTiO$_3$,” Phys. Rev. B 93, 174516 (2016).

Timothy H Hsieh, Hsin Lin, Junwei Liu, Wenhui Duan, Arun Bansil, and Liang Fu, “Topological crystalline insulators in the SnTe material class,” Nature communications 3, 982 (2012).

Iñigo Robredo, Maia G. Vergniory, and Barry Bradlyn, “Higher-order and crystalline topology in a phenomenological tight-binding model of lead telluride,” Phys. Rev. Materials 3, 041202 (2019).

W. J. Daughton, C. W. Tompson, and E. Gurman, “Lattice instability and phonon lifetimes in Pb$_{1-x}$Sn$_x$Te alloys,” Journal of Physics C: Solid State Physics 11, 1573–1581 (1978).

H. Bilz, A. Bussmann-Holder, W. Jantsch, and P. Vogl, Dynanmical Properties of IV-VI Compounds (In Springer Tracts in Modern Physics, Vol. 99, Springer-Verlag, 1983).

Kejing Ran, Ruidan Zhong, Tong Chen, Yuan Gan, Jinghui Wang, B. L. Winn, A. D. Christianson, Shichao Li, Zhen Ma, Song Bao, Zhengwei Cai, Guangyong Xu, J. M. Tranquada, Genda Gu, Jian Sun, and Jinheng Wen, “Unusual phonon density of states and response to the superconducting transition in the In-doped topological crystalline insulator Pb$_{0.5}$Sn$_{0.5}$Te,” Phys. Rev. B 97, 220502 (2018).

Tian Liang, Satya Kushwaha, Jinwoong Kim, Quinn Gibson, Jingjing Lin, Nicholas Kiousis, Robert J. Cava, and N. Phuan Ong, “A pressure-induced topological phase with large Berry curvature in Pb$_{1-x}$Sn$_x$Te,” Science Advances 3, e1602510 (2017).

D. Belitz, T. R. Kirkpatrick, and Thomas Vojta, “Nonanalytic behavior of the spin susceptibility in clean Fermi systems,” Phys. Rev. B 55, 9452-9462 (1997).

Dmitriy L. Maslov and Andrey V. Chubukov, “Nonanalytic paramagnetic response of itinerant fermions away and near a ferromagnetic quantum phase transition,” Phys. Rev. B 79, 075112 (2009).

Andrew G. Green, Gareth Conduit, and Frank Krüger, “Quantum order-by-disorder in strongly correlated metals,” Annual Review of Condensed Matter Physics 9, 59–77 (2018).

B.A. Assaf, T. Phuphachong, V.V. Volobuev, A. Inhofer, G. Bauer, G. Springholz, L.A. de Vaulchier, and Y. Guldner, “Massive and massless Dirac fermions in Pb$_{1-x}$Sn$_x$Te topological crystalline insulator probed by magneto-optical absorption,” Scientific Reports 6, 20323 (2016).

Matthew K Jacobsen, Wei Liu, and Baosheng Li, “Sound velocities of PbTe to 14 GPa: evidence for coupling between acoustic and optic phonons,” Journal of Physics: Condensed Matter 25, 365402 (2013).

Jinning An, Alaska Subedi, and D.J. Singh, “Ab initio phonon dispersions for PbTe,” Solid State Communications 148, 417–419 (2008).

Y Tanaka, Zhi Ren, T Sato, K Nakayama, S Souma, T Takahashi, Konji Segawa, and Yoichi Ando, “Experimental realization of a topological crystalline insulator in SnTe,” Nature Physics 8, 800–803 (2012).

Chao Yang, Yanyu Liu, Gang Tang, Xueyun Wang, and Jiawang Hong, “Non-monotonic thickness dependence of Curie temperature and ferroelectricity in two-dimensional SnTe film,” Applied Physics Letters 113, 082905 (2018).

Yao Wang, Chengcheng Xiao, Miaogen Chen, Chenqiang Hua, Junding Zou, Chen Wu, Jianzhong Jiang, Shengyuan A Yang, Yunhao Lu, and Wei Ji, “Two-dimensional ferroelectricity and switchable spin-textures in ultra-thin elemental Te multilayers,” Materials Horizons 5, 521–528 (2018).
Supplemental Materials for “Synergetic ferroelectricity and superconductivity in zero-density Dirac semimetals near quantum criticality”

In this Supplemental Materials we discuss the technical details of the analytical and numerical solutions for the system of Eliashberg equations and discuss their stability. In Sec. I, we present a model to study and write down its effective low-energy action in Nambu space. In Sec. II, we analyze possible symmetries of the gap functions. In Sec. III, we write down a general system of coupled Eliashberg equations. We solve this system analytically within the BCS approximation in Sec. IV and numerically in Sec. V taking into account full frequency dependence. In Sec. VI, we speculate on possible scenarios for the free energy flow in the ferroelectric (FE) phase. Finally, in Sec. VII, we estimate the value of the effective coupling constant in PbTe/SnTe.

I. MODEL AND EFFECTIVE ACTION

We consider a model for a massless Dirac fermion in a polar crystal with a chemical potential exactly at the charge neutrality point coupled to the nearly critical transverse optical phonon mode. The soft phonon modes are associated with the transition into the ferroelectric phase. The low-energy effective imaginary-time action at zero temperature, when rewritten in Nambu space, takes the form [8]

\[ S = S_\psi + S_u + S_{\psi-u}, \]  

(S1)

with

\[ S_\psi = \frac{1}{2} \sum_{n=1}^{N} \int \frac{d\omega d^3k}{(2\pi)^4} \Psi_n^\dagger(\omega, k) \left[ -i\omega \tau_0 + i\nu_F \gamma^j \gamma^0 \tau_z k_j \right] \Psi_n(\omega, k), \]

\[ S_u = \frac{1}{2} \int \frac{d\Omega d^3q}{(2\pi)^4} (\Omega^2 + c^2 q^2 + r) u_i(\Omega, q) u_j^\dagger(\Omega, q) P^{ij}(q), \]

\[ S_{\psi-u} = \frac{\lambda}{2} \sum_{n=1}^{N} \int \frac{d\Omega d\omega d^3k d^3q}{(2\pi)^8} \Psi_n^\dagger(\omega + \Omega, k + q) \gamma_i \tau_z \Psi_n(\omega, k) u_j(\Omega, q) P^{ij}(q), \]  

(S2)

where the summation over the repeated spatial indices \( i, j = x, y, z \) is implied. Here we introduced the Nambu spinor according to

\[ \Psi(\omega, k) = \begin{pmatrix} \psi_{\uparrow}(\omega, k) \\ \psi_{\downarrow}(\omega, k) \\ \psi_{\uparrow}^\dagger(\!-\!\omega, -k) \\ \psi_{\downarrow}^\dagger(\!-\!\omega, -k) \end{pmatrix}_N. \]  

(S3)

In this action, \( \tau_i \) are the Pauli matrices in Nambu space (\( \tau_0 \) is the identity matrix), \( n \) numerates different electron flavors, \( u_i(\omega, q) \) is the lattice displacement field which corresponds to the optical phonon modes, and \( P^{ij}(q) = \delta^{ij} - \hat{q}^i \hat{q}^j \) is the projector onto the transverse direction, where \( \hat{q} = q / q \). Parameter \( r \) is the bare phonon mass that controls the proximity to the bare critical point and the \( \gamma \)-matrices are chosen to be

\[ \gamma_0 = \sigma_x \otimes s_0, \quad \gamma_x = \sigma_y \otimes s_x, \quad \gamma_y = \sigma_y \otimes s_y, \quad \gamma_z = \sigma_y \otimes s_z, \]  

(S4)

where \( \sigma_i \) and \( s_i \) are the Pauli matrices in the orbital and spin space, respectively, while \( \sigma_0 \) and \( s_0 \) are the identity matrices. The inversion operator in this basis is given by \( \mathcal{P} = \gamma_0 \). The additional structure of the spinor (S3) in the orbital space \( \sigma \) and “flavor” space \( n \) is implicit.

Following the result of Ref. [8], we assume that the direct Coulomb repulsion between electrons is screened by the longitudinal optical phonons which remain massive at the transition because of the splitting between the longitudinal and transverse optical modes. Consequently, both Coulomb repulsion and longitudinal phonon mode are absent in the effective low-energy action.
II. GAP FUNCTIONS

Here we discuss the symmetries of the superconducting (SC) order parameter. In particular, we show that the leading instability is the simplest (fully symmetric) s-wave state which we use in our BCS and Eliashberg analyses later.

The superconducting order parameters with zero total momentum generically have form

$$\hat{\Delta}_M(k) = \psi_{-k_{\alpha}} \mathcal{M}^{\alpha\beta}_M(k) \psi_{k_{\beta}},$$

(S5)

where $\mathcal{M}_M(k)$ is a matrix encoding the spin-orbital structure of the pairing state $M$ as well as its momentum dependence. The antisymmetric property of the pair wave function implies that $\mathcal{M}^T_M(-k) = -\mathcal{M}_M(k)$. We are interested in the states that open a spectral gap at charge neutrality, consequently, below we focus on the momentum-independent pairing channels:

$$\mathcal{M}_I = -is_y$$
$$\mathcal{M}_0 = -is_y\gamma_0$$
$$\mathcal{M}_5 = -is_y\gamma_5$$
$$\mathcal{M}_j = -is_y\gamma_j; \ j = x, y, z$$

where $\gamma_5 = \gamma_0\gamma_x\gamma_y\gamma_z = -\sigma_z \otimes s_0$.

To identify the leading instability, we decompose the interaction into these pairing channels. First, we integrate the interaction into the momentum-independent pairing channels, we use the identity

$$\int \frac{d\Omega_p d\Omega_k}{(4\pi)^2} \left[ P_{ij}(p-k)\gamma_i^{\alpha\delta}\gamma_j^{\beta\gamma} - P_{ij}(p+k)\gamma_i^{\alpha\gamma}\gamma_j^{\beta\delta} \right] \psi^\dagger_{p,\alpha} \psi^\dagger_{-p,\beta} \psi_{-k,\gamma} \psi_{k,\delta},$$

(S7)

where $\lambda^2 D(q)$ is the effective attractive interaction potential, $D(q)$ is the phonon propagator, and the summation over the repeated spatial $(i, j = x, y, z)$ and spinor $(\alpha, \beta, \gamma, \delta)$ indices is implied. Focusing on the Cooper channels with zero total momentum, the interaction term can be rewritten as a pairing Hamiltonian:

$$H^p_{\text{int}} = -\frac{\lambda^2}{4} \sum_{pk} \left[ D(p-k)P_{ij}(p-k)\gamma_i^{\alpha\delta}\gamma_j^{\beta\gamma} - D(p+k)P_{ij}(p+k)\gamma_i^{\alpha\gamma}\gamma_j^{\beta\delta} \right] \psi^\dagger_{p,\alpha} \psi^\dagger_{-p,\beta} \psi_{-k,\gamma} \psi_{k,\delta},$$

(S8)

where we have antisymmetrized the whole expression with respect to indices $\gamma$ and $\delta$ for convenience. Next, we assume that the effective interaction is dominated by its s-wave harmonic, i.e., $D(p \pm k) \approx D_s(p, k)$. Finally, to decompose the interaction into the momentum-independent pairing channels, we use the identity

$$\int \frac{d\Omega_p d\Omega_k}{(4\pi)^2} \left[ P_{ij}(p-k)\gamma_i^{\alpha\delta}\gamma_j^{\beta\gamma} - P_{ij}(p+k)\gamma_i^{\alpha\gamma}\gamma_j^{\beta\delta} \right] = \mathcal{M}_I^{\alpha\beta} \mathcal{M}_I^{\gamma\delta} - \mathcal{M}_0^{\alpha\beta} \mathcal{M}_0^{\gamma\delta} - \mathcal{M}_5^{\alpha\beta} \mathcal{M}_5^{\gamma\delta} - \frac{1}{3}\mathcal{M}_j^{\alpha\beta} \mathcal{M}_j^{\gamma\delta},$$

(S9)

where $d\Omega_p = d(cos \theta_p)d\phi_p$ and the summation over the repeated spatial indices $i, j = x, y, z$ is implied. This identity is satisfied for any $p$ and $k$ and any spinor indices $\alpha, \beta, \gamma, \delta$. Consequently, the pairing interaction can be rewritten as

$$H^p_{\text{int}} = -\frac{\lambda^2}{4} \sum_{pk} D_s(p,k) \sum_M a_M \hat{\Delta}_M(p) \hat{\Delta}_M(k) + \ldots,$$

(S10)

where the decomposition coefficients $a_M$ are given by

$$a_I = 1, \quad a_0 = a_5 = -1, \quad a_j = -\frac{1}{3}; \quad j = x, y, z,$$

(S11)

and $\ldots$ stands for the channels with higher angular momenta which we have neglected. Therefore, we find that the only attractive pairing channel is in the trivial s-wave representation $\mathcal{M}_I$, while all other momentum-independent channels are repulsive. Consequently, we focus on this channel hereafter.

We also emphasize that the above consideration of the momentum-independent channels is mostly relevant for the charge neutrality point at $k = 0$. At a finite doping when the Fermi surface is developed, some channels may merge into a single one after projecting onto the Fermi surface. For instance, $\mathcal{M}_I$ and $\mathcal{M}_0$ merge into a single s-wave channel, while $\mathcal{M}_j$ get admixtures of some momentum-dependent channels leading to different numbers $a_M$ [8, 41]. We still expect, however, that the leading pairing instability remains in the s-wave channel [57].
III. ELIASHBERG EQUATIONS

We proceed with writing down the system of coupled self-consistent Eliashberg equations for the electron and phonon Green’s functions $\hat{G}(i\omega, \mathbf{k})$ and $\hat{D}(i\Omega, \mathbf{q})$, respectively. These are essentially the Dyson equations that neglect the vertex corrections. In our case, this approach is justified by the large number of electron flavors $N \gg 1$ and the smallness of the velocities ratio $\alpha = c/v_F \ll 1$.

The Dyson equations for the propagators have the conventional form:

$$
\hat{G}^{-1} = \hat{G}_0^{-1} - \hat{\Sigma}, \quad \hat{D}^{-1} = \hat{D}_0^{-1} - \hat{\Pi},
$$

where $\hat{\Sigma}$ and $\hat{\Pi}$ are the electron and phonon self-energies, correspondingly. The bare Green’s functions are given by

$$
\hat{G}_0^{-1}(i\omega_n, \mathbf{k}) = i\omega_n\tau_0 - iv_F\gamma^j\gamma^0k_j\tau_z, \quad \hat{D}_0^{ij}(i\Omega_m, \mathbf{q}) = \frac{P^{ij}(\mathbf{q})}{\Omega_m^2 + c^2q^2 + \tau},
$$

where Matsubara frequencies are $\omega_n = \pi T(2n + 1)$ and $\Omega_m = 2\pi Tm$ with integer $n$ and $m$. We note that the matrix structure of $\hat{D}$, $\hat{D}_0$, and $\hat{\Pi}$ is given by the projector $P^{ij}(\mathbf{q}) = \delta^{ij} - \delta^i\delta^j$.

We parameterize the electron self-energy in Nambu space in the usual way:

$$
\hat{\Sigma}(i\omega_n, \mathbf{k}) = i\omega_n\left[I - \hat{Z}(i\omega_n, \mathbf{k})\right] \otimes \tau_0 + \hat{\chi}(i\omega_n, \mathbf{k}) \otimes \tau_z + \hat{\phi}_1(i\omega_n, \mathbf{k}) \otimes \tau_x + \hat{\phi}_2(i\omega_n, \mathbf{k}) \otimes \tau_y,
$$

where $I = \sigma_0 \otimes \mathbf{s}_0$ is the identity matrix. Next, we do a number of approximations that allow us to treat the problem in a comprehensible way. First, according to the result from the previous section, we assume that the superconducting order parameter is real, has s-wave symmetry, and depends only on frequency but not on momentum, $\hat{\phi}_1(i\omega_n, \mathbf{k}) = \phi(i\omega_n) \otimes I$, $\hat{\phi}_2(i\omega_n, \mathbf{k}) = 0$. Second, we assume that the renormalization of the quasiparticle weight also depends on frequency only and is given by $\hat{Z}(i\omega_n, \mathbf{k}) = Z(i\omega_n) \otimes I$. Finally, we assume that $\hat{\chi}(i\omega_n, \mathbf{k})$ only renormalizes the Fermi velocity. Hence, we use $v_F$ for the renormalized Fermi velocity and do not consider $\hat{\chi}(i\omega_n, \mathbf{k})$ hereafter. With these assumptions, the electron self-energy takes the form

$$
\hat{\Sigma}(i\omega_n) = i\omega_n\left[1 - Z(i\omega_n)\right] \otimes \tau_0 + \phi(i\omega_n) \otimes \tau_x.
$$

Introducing new notations

$$
\tilde{\omega}_n \equiv \omega_nZ(i\omega_n), \quad \phi_n \equiv \phi(i\omega_n), \quad \tilde{\gamma} \equiv i\gamma\gamma_0,
$$

one can rewrite the electron Green’s function as

$$
\hat{G}(i\omega_n, \mathbf{k}) = \frac{1}{\tilde{\omega}_n^2 + v_F^2k^2 + \phi_n^2}
\begin{pmatrix}
    i\tilde{\omega}_n + v_F(k \cdot \tilde{\gamma}) & \phi_n & \tilde{\omega}_n - v_F(k \cdot \tilde{\gamma}) \\
    \phi_n & i\omega_n & 0 \\
    \tilde{\omega}_n - v_F(k \cdot \tilde{\gamma}) & 0 & i\omega_n
\end{pmatrix}.
$$

The Eliashberg equation for the electron self-energy at zero momentum then takes the form

$$
\hat{\Sigma}(i\omega_n) = \lambda^2 T \sum_m \int \frac{d^3k}{(2\pi)^3} \left(-\gamma_i(i\omega_m + v_Fk \cdot \tilde{\gamma})\gamma_j + \gamma_i\gamma_j\phi_m - \gamma_i(i\omega_m - v_Fk \cdot \tilde{\gamma})\gamma_j\right) \cdot \frac{D^{ij}[i(\omega_m - \omega_n)]}{\omega_m^2 + v_F^2k^2 + \phi_m^2} = \lambda^2 T \sum_m \int_0^{\lambda_0} \frac{k^2dk}{2\pi^2}
\begin{pmatrix}
    -i\omega_m & \phi_m & \omega_m - \omega_n \\
    \phi_m & -i\omega_m & 0 \\
    \omega_m - \omega_n & 0 & i\omega_n
\end{pmatrix}
\begin{pmatrix}
    v_F^2k^2 + \phi_m^2 & \omega_m - \omega_n \\
    \omega_m - \omega_n & i\omega_n
\end{pmatrix},
$$

where we have used $D^{ij}(i\omega_n, \mathbf{k}) = D(i\omega_n, \mathbf{k})P^{ij}(\mathbf{k})$ and $\gamma_i\gamma_j(P^{ij}(\mathbf{k})\mathbf{k}) = 2I$.

Analogously, the Eliashberg equation for the phonon self-energy before projecting onto the transverse sector has the form

$$
\Pi^{ij}(i\Omega_m, \mathbf{q}) = -\frac{\lambda^2}{2} T \sum_n \int \frac{d^3k}{(2\pi)^3} \mathrm{Tr}\gamma^j\tau_z\hat{G}(i\omega_n, \mathbf{k})\gamma^j\tau_z\hat{G}(i\omega_n + i\Omega_m, \mathbf{k} + \mathbf{q}) = 4N\lambda^2 T \sum_n \int \frac{d^3k}{(2\pi)^3} \frac{\omega_n\omega_{n+m}\delta^{ij} + v_F^2[k^i(k + q)^j + k^j(k + q)^i] - k \cdot (k + q)\delta^{ij} + \phi_n\phi_{n+m}\delta^{ij}}{\omega_n^2 + v_F^2k^2 + \phi_n^2 \cdot \omega_{n+m}^2 + v_F^2(k + q)^2 + \phi_{n+m}^2},
$$

where we have also defined $\tilde{\omega}_{n+m} = (\omega_n + \Omega_m) \cdot Z[i(\omega_n + \Omega_m)]$. 
IV. ANALYTICAL CALCULATION

To obtain analytical results, we further adopt a number of BCS-style approximations. In particular, we neglect
the normal (diagonal in Nambu space) part of electron self-energy by setting \( Z(i\omega_n) = 1 \) and assume that
the superconducting order parameter is frequency-independent, i.e., \( \phi_n = \Delta = \text{const} \). Though these assumptions are
not quite accurate, we verify later that they lead to qualitatively correct results by solving the system of frequency-
dependent Eliashberg equations, see Sec. V.

We emphasize, however, that we keep the dependence of the effective interaction (phonon propagator) on \( \Delta \) as
it plays crucial role in our theory. Furthermore, we focus on the zero-temperature limit, which implies that the
summation over the Matsubara frequencies converts into the integral according to \( T \sum_n \rightarrow \int (\omega/2\pi) \).

IV.A Phonon self-energy and the effective interaction

To calculate phonon self-energy (the polarization operator), we introduce the Feynmann parameter \( x \). Setting
\( Z(i\omega_n) = 1 \) and \( \phi_n = \Delta = \text{const} \) in Eq. (S19), we find

\[
\Pi^{ij}(i\Omega, q, \Delta) = \frac{4\lambda^2 N}{v_F^2} \int_0^1 dx \int \frac{d\omega d^3 k}{(2\pi)^4} \frac{\sum_{n=1}^{2\pi^2 v_F k^2} \omega \Delta^2 - x(1-x)\Omega^2 [\delta_{ij} + v_F^2 (2k_i k_j - k^2 \delta_{ij}) + x(1-x)q^2 (\delta_{ij} - 2q_i q_j)]}{[(\omega^2 + v_F^2 q^2 + \Delta^2 + x(1-x)(\Omega^2 + v_F^2 q^2))^2]^{1/2}}.
\]  

(S20)

This expression is ultraviolet (UV) divergent, hence, it depends on the UV momentum cutoff \( \Lambda_0 \). We perform
the hard-cutoff regularization. Depending on the order of integration, one obtains slightly different results. These
differences, however, are unimportant for our purposes and do not affect the final result.

(i) Lorentz-symmetric integration

First, we implement the “Lorentz-symmetric” integration treating frequency and all components of the momentum
on equal footing:

\[
\Pi^{ij}(i\Omega, q, \Delta) \approx \frac{\lambda^2 N}{2\pi v_F^2} \int_0^1 dx \int_{v_F \Lambda_0}^{v_F} \frac{d^3 P}{(2\pi)^4} \frac{\Delta^2 - x(1-x)\Omega^2 [\delta_{ij} + x(1-x)v_F^2 q^2 (\delta_{ij} - 2q_i q_j)]}{[P^2 + \Delta^2 + x(1-x)(\Omega^2 + v_F^2 q^2))^2]^{1/2}},
\]  

(S21)

where \( P = (\omega, v_F k) \). The advantage of this scheme is that it gets rid of the quadratic UV divergence, keeping only the
logarithmic dependence on \( \Lambda_0 \). Performing the integration over \( P \) with the hard cutoff \( v_F \Lambda_0 \) (in spherical coordinates)
and neglecting the terms of the order max\{v_F q, \Omega, \Delta\}/v_F \Lambda_0 and higher, we obtain

\[
\Pi^{ij}(i\Omega, q, \Delta) \approx \frac{\lambda^2 N}{2\pi v_F^2} \int_0^1 dx \frac{\Delta^2 [\delta_{ij} - x(1-x)\Omega^2 [\delta_{ij} + x(1-x)v_F^2 q^2 (\delta_{ij} - 2q_i q_j)]]}{\sqrt{\Delta^2 + x(1-x)(\Omega^2 + v_F^2 q^2)^2}}.
\]  

(S22)

Performing now integration over \( x \) and projecting onto the transverse sector, we find that

\[
\Pi^{ij}(i\Omega_m, \Delta) \rightarrow \Pi(i\Omega_m, \Delta) P^{ij}(q),
\]  

(S23)

with \( \Pi(i\Omega_m, q, \Delta) \) given by

\[
\Pi(i\Omega, q, \Delta) = \lambda^2 \alpha^2 \left\{ (6\Delta^2 - \Omega^2 + v_F^2 q^2) \ln \frac{v_F \Lambda_0 e^{-1/2}}{\sqrt{\Omega^2 + v_F^2 q^2}} + \Delta^2 f_1 \left( \frac{\Delta^2}{\Omega^2 + v_F^2 q^2} \right) - (\Omega^2 - v_F^2 q^2) f_2 \left( \frac{\Delta^2}{\Omega^2 + v_F^2 q^2} \right) \right\},
\]  

(S24)

where we have also defined \( \lambda^2 \equiv \lambda^2 N/12\pi^2 v_F c^2, \alpha \equiv c/v_F \), and

\[
f_1(t) \equiv 3 \int_0^1 dx \ln \frac{1}{t + x(1-x)}, \quad f_2(t) \equiv 3 \int_0^1 dx x(1-x) \ln \frac{1}{t + x(1-x)}.
\]  

(S25)

While the integrals for \( f_1(t) \) and \( f_2(t) \) can be calculated analytically, we do not find it useful to present the corre-
spanding expressions here. Throughout this work, we assume that \( \lambda \ll 1 \) and \( \alpha \ll 1 \).
(ii) Integration over frequency first

If we perform integration over frequency $\omega$ from $-\infty$ to $\infty$ first, and only then integrate over momentum $k$ with the hard cutoff $\Lambda_0$ in spherical coordinates, i.e., take $\int d\omega d^3k \rightarrow \int_0^{\Lambda_0} d^3k \int_{-\infty}^{\infty} d\omega$, the answer for the polarization operator changes to

$$
\Pi(i\Omega, q, \Delta) = \tilde{\lambda}^2 \alpha^2 \left\{ 2v_F^2 \Lambda_0^2 - \frac{\Omega^2}{3} + (6\Delta^2 - \Omega^2 + v_F^2 q^2) \left[ \frac{\Omega}{v_F^2 + q^2} \right] \right\} + \Delta^2 \ln \left( \frac{\Omega^2 + v_F^2 q^2}{\Omega^2 + v_F^2 q^2} \right) + \Delta^2 f_1 \left( \frac{\Omega^2 + v_F^2 q^2}{\Omega^2 + v_F^2 q^2} \right) + (\Omega^2 - v_F^2 q^2) f_2 \left( \frac{\Delta^2}{\Omega^2 + v_F^2 q^2} \right) \right\}. \quad (S26)
$$

(iii) Integration over momentum first

Finally, if we integrate over momentum (in spherical coordinates) with the hard cutoff $\Lambda_0$ first and only then integrate over frequency from $-\infty$ to $\infty$, we obtain

$$
\Pi(i\Omega, q, \Delta) = \tilde{\lambda}^2 \alpha^2 \left\{ 6v_F^2 \Lambda_0^2 + \Omega^2 + (6\Delta^2 - \Omega^2 + v_F^2 q^2) \left[ \frac{\Omega}{v_F^2 + q^2} \right] \right\} + \Delta^2 \ln \left( \frac{\Omega^2 + v_F^2 q^2}{\Omega^2 + v_F^2 q^2} \right) + \Delta^2 f_1 \left( \frac{\Omega^2 + v_F^2 q^2}{\Omega^2 + v_F^2 q^2} \right) + (\Omega^2 - v_F^2 q^2) f_2 \left( \frac{\Delta^2}{\Omega^2 + v_F^2 q^2} \right) \right\}. \quad (S27)
$$

We see that there are three discrepancies between the different answers. First, answers (S26) and (S27) have terms $\sim \tilde{\lambda}^2 \alpha^2 v_F^2 \Lambda_0^2$ that merely shift the position of the critical point and unimportant for us. Second, there are different numerical coefficients in front of $\Lambda_0$ under the logarithm. These coefficients only redefine the UV cutoff and do not play any significant role. Finally, there is also difference in terms $\sim \tilde{\lambda}^2 \alpha^2 \Omega^2$, which are small in the limit $\tilde{\lambda} \ll 1$, $\alpha \ll 1$ and can be completely neglected in our calculation. For definiteness, we use the answer from Eq. (S24) for the rest of our analytical calculation.

In the nonsuperconducting state, the polarization operator equals (we also call it $\Pi_n(i\Omega, q)$ in the main text)

$$
\Pi(i\Omega, q, 0) = \tilde{\lambda}^2 \alpha^2 \left( v_F^2 q^2 - \Omega^2 \right) \ln \left( \frac{v_F^2 \Lambda_0 e^{1/3}}{\Omega^2 + v_F^2 q^2} \right). \quad (S28)
$$

The inverse phonon propagator (effective interaction) at $\Delta = 0$ takes form

$$
D^{-1}(i\Omega, q, 0) = D_0^{-1}(i\Omega, q) - \Pi(i\Omega, q, 0) = r + \Omega^2 + c^2 q^2 - \tilde{\lambda}^2 \alpha^2 \left( v_F^2 q^2 - \Omega^2 \right) \ln \left( \frac{v_F^2 \Lambda_0 e^{1/3}}{\Omega^2 + v_F^2 q^2} \right). \quad (S29)
$$

It is clear from this expression that the static inverse propagator now has a minimum at some finite momentum $Q$ given by

$$
Q = \Lambda_0 \exp \left( - \frac{1}{\lambda^2} - \frac{1}{6} \right). \quad (S30)
$$

Expanding the phonon propagator at small frequencies, we obtain

$$
D^{-1}(i\Omega, q, 0) \approx r + \Omega^2 (1 + \alpha^2) + c^2 q^2 - \tilde{\lambda}^2 \alpha^2 \left( v_F^2 q^2 - \Omega^2 \right) \ln \left( \frac{\Lambda_0 e^{1/3}}{q} \right) = r + \Omega^2 (1 + \alpha^2) - \tilde{\lambda}^2 c^2 q^2 \ln \left( \frac{Q e^{1/2}}{q} \right), \quad (S31)
$$

where we have neglected the terms of the order $\sim \tilde{\lambda}^2 \alpha^2 \Omega^2$. If we further expand the propagator to quadratic order near $q \approx Q$, we find for $|q - Q| \lesssim Q$

$$
D^{-1}(i\Omega, q \approx Q, 0) \approx r - c^2 \tilde{\lambda}^2 \frac{Q^2}{2} + \Omega^2 (1 + \alpha^2) + \tilde{\lambda}^2 c^2 (q - Q)^2. \quad (S32)
$$
We see that the finite-momentum ferroelectric density wave (FDW) order preempts the original zero-momentum FE QCP. Indeed, while the original ferroelectric transition occurs at $r_{FE} = 0$, the FDW transition takes place at

$$r_{FDW} = c^2 \lambda^2 Q^2 / 2 > 0. \quad (S33)$$

When the superconducting order sets in, the momentum that corresponds to the minimum of $D^{-1}$ gradually decreases from $Q$ at $\Delta = 0$ to $0$ at $\Delta \geq \Delta_0$, as can be seen from Fig. 1 of the main text. This observation indicates that the SC order suppresses FDW in favor of a uniform FE order, though to prove this statement rigorously a more careful analysis within the Ginzburg-Landau formalism is required. To find $\Delta$ that the SC order suppresses FDW in favor of a uniform FE order, though to prove this statement rigorously a

The coefficient in front of $q^2$ changes sign at $\Delta = \Delta_0$, Eq. (S29). We note that a nonzero solution for $\Delta$ exists in all cases considered below, but it is significantly

$$r_{m}(\Delta) = 6\Delta^2 \lambda^2 \alpha^2 \ln \frac{v_F \Lambda_0 e^{-1/2}}{\Delta} = 6 \left(1 + \frac{\lambda^2}{2}\right) \alpha^2 \Delta^2 + 6\Delta^2 \lambda^2 \alpha^2 \ln \frac{\Delta_0}{\Delta}, \quad \Delta \geq \Delta_0. \quad (S37)$$

At $\Delta = \Delta_0$, the finite-momentum FDW minimum becomes the zero-momentum FE minimum, and we find

$$r_2 = r_{m}(\Delta = \Delta_0) = 6e^{-5/3} \left(1 + \frac{\lambda^2}{2}\right) c^2 Q^2 = 6 \left(1 + \frac{\lambda^2}{2}\right) \alpha^2 \Delta_0^2. \quad (S38)$$

These results are presented in Eqs. (5) and (8) of the main text.

**IV.B Gap equation**

Now we are ready to consider the equation for the superconducting gap, which is merely the off-diagonal part of Eq. (S18) and reads as

$$\phi_n = \frac{\lambda^2}{\pi^2} T \sum_m \int_0^{\Lambda_0} dq q^2 \phi_m D[i(\omega_m - \omega_n), q] \quad (S39)$$

Under the assumptions that the gap is frequency- and momentum-independent, $\phi_m = \Delta$, and that the diagonal (normal) part of the electron’s self-energy can be neglected, $\tilde{\omega}_m = \omega_m$ with $Z_m = 1$, in the zero-temperature limit this equation reduces to

$$1 = \frac{6\lambda^2 \alpha^2}{\pi N} \int_0^\infty d\omega \int_0^{\Lambda_0} dq q^2 \frac{D(i\omega, q)}{\omega^2 + v_F^2 q^2 + \Delta^2}. \quad (S40)$$

where, again, we have defined $\tilde{\lambda}^2 \equiv \lambda^2 N/12\pi^2 v_F c^2$ and $\alpha \equiv c / v_F$.

The self-consistent phonon propagator $D$ in the gap equation includes the polarization operator II$(i\Omega, q, \Delta)$ given by Eq. (S24). However, for comparison, we also consider the solutions of the gap equation obtained when using the bare phonon propagator, Eq. (S13), and the propagator with the bare polarization operator neglecting the effect of a finite $\Delta$, Eq. (S29). We note that a nonzero solution for $\Delta$ exists in all cases considered below, but it is significantly enhanced when the FDW fluctuations are taken into account.
FIG. S1. (a) The dependence of the nontrivial solution \( \Delta \) on the tuning parameter \( r \) in the case when the bare phonon propagator is used, Eq. (S13). It exhibits a usual shape with the maximum at \( r_{FE} \) decreasing down to zero at \( r_{bare} \). (b) Spectral phonon mass along the nontrivial solution \( m^2 \), \( m^2(r) \equiv m^2(r, \Delta, (r)) \), in the case when the feedback of \( \Delta \) is taken into account. It has a maximum \( m^2_1 \) at \( r_1 = r_{FDW} + m^2_1 \), Eq. (S52), and decreases to 0 at \( r_2 \). The inverted dependence on the bare mass \( r \) explains the unusual growth of \( \Delta^* \) upon increasing \( r \).

(i) Bare phonon propagator

We start the analysis of the gap equation with considering the bare phonon propagator, Eq. (S13):

\[
D^{-1}(i\omega, q, \Delta) = D^{-1}_0(i\omega, q) = r + \omega^2 + c^2 q^2. \tag{S41}
\]

The gap equation then takes the form

\[
1 = \frac{6\lambda^2 \alpha^2}{\pi N} \int_{-\infty}^{\infty} d\omega \int_0^{v_F \Lambda_0} \frac{p^2 dp}{\omega^2 + p^2 + \Delta^2} \cdot \frac{1}{\omega^2 + \alpha^2 p^2 + r} = \frac{6\lambda^2 \alpha^2}{N} \int_0^{v_F \Lambda_0} \frac{p^2 dp}{\sqrt{p^2 + \Delta^2} \sqrt{\alpha^2 p^2 + r} (\sqrt{p^2 + \Delta^2} + \sqrt{\alpha^2 p^2 + r})}. \tag{S42}
\]

The dependence of \( \Delta \) on \( r \) is shown in Fig. S1a. The maximal value is reached at \( r = 0 \) and equals

\[
\Delta_{bare} = \Delta(r = 0) = v_F \Lambda_0 \exp\left[ \ln(1 + \alpha) - \alpha \ln 2 \right] \exp\left[ -\frac{N(1 + \alpha)}{6\lambda^2 \alpha} \right] \approx v_F \Lambda_0 \exp\left[ -\frac{N(1 + \alpha)}{6\lambda^2 \alpha} \right]. \tag{S43}
\]

The nonzero solution disappears at \( r_{bare} \) given by

\[
r_{bare} = v_F^2 \Lambda_0^2 \exp\left[ \frac{2\ln 2 - 2\alpha \ln(1 + \alpha)}{1 - \alpha} \right] \exp\left[ -\frac{N(1 + \alpha)}{3\lambda^2 \alpha} \right] \approx 4\alpha^2 v_F^2 \Lambda_0^2 \exp\left[ -\frac{N(1 + \alpha)}{3\lambda^2 \alpha} \right]. \tag{S44}
\]

The typical superconducting scale in this case is set by \( \Delta_{bare} \) given by Eq. (S43). In the limit \( \alpha \ll 1, N \gg 1 \) considered in this work, it is much smaller than what one obtains if the FDW fluctuations (the polarization operator) are taken into account, \( \Delta_0 \sim v_F \Lambda_0 \exp(-1/\lambda^2) \gg \Delta_{bare} \) (see below).

(ii) Phonon propagator with the bare (no feedback of \( \Delta \)) polarization operator

When the bare polarization operator (constructed from the bare electron Green’s functions) is taken into account, the phonon propagator is given by Eqs. (S29)-(S32). In particular, we start with the small frequency expansion, Eq. (S31). Performing the integration over the frequency, we find for the gap equation
according to feedback of a finite $\Delta$ on the polarization operator. We use again the quadratic expansion given by Eq. (S32), whereas in the second region we exploit the inequalities $v \gg q$ and is applicable as long as $\Delta \ll v$. Finally, we calculate the value of $m_1$ (or $r_1$) where the nontrivial superconducting solution vanishes. The gap equation at this point reads as

$$1 = \frac{6\tilde{\lambda}^2\alpha^2 v_F^3}{\pi N} \int_{-\infty}^{\infty} dq \int_{0}^{\Lambda_0} \frac{q^2 dq}{\omega^2 + v_F^2 q^2 + \Delta^2} \cdot \frac{1}{r + \omega^2(1 + \alpha^2) - \tilde{\lambda}^2 c^2 q^2 \ln \frac{v_F Q_{c,1/2}}{q}} = (S45)$$

$$= \frac{6\tilde{\lambda}^2\alpha^2}{N} \int_{0}^{v_F \Lambda_0} \frac{p^2 dp}{\sqrt{p^2 + \Delta^2} \sqrt{r - \tilde{\lambda}^2 \alpha^2 p^2 \ln \frac{v_F Q_{c,1/2}}{p}}} \cdot \frac{1}{r + \omega^2(1 + \alpha^2) - \tilde{\lambda}^2 c^2 q^2 \ln \frac{v_F Q_{c,1/2}}{q}}$$

The dependence of $\Delta$ on $r$ is shown by the red dashed line in Fig. 2 of the main text. We see that $\Delta(r)$ logarithmically diverges on approaching the FDW QCP. To derive the divergence explicitly, we introduce the physical mass $m$ of the FDW phonon fluctuations according to

$$m^2 = \sqrt{r - r_{FDW}} = r - \frac{c^2 \tilde{\lambda}^2 Q^2}{2}.$$  

(S46)

This definition agrees with Eq. (9) of the main text (and Eq. (S36)) if one uses bare polarization operator, i.e., $D_\alpha(0, q, r) = D(0, q, \Delta = 0, r)$ instead of $D(0, q, \Delta, r)$. The main contribution to the gap equation comes from the vicinity of $q \approx Q (p \approx v_F Q)$ and we can use the quadratic expansion from Eq. (S32) which is valid as long as $|q - Q| \lesssim Q$. With the logarithmic accuracy, at $m \to 0$ (equivalently, at $r \to r_{FDW}$) the gap equation becomes

$$1 \approx \frac{6\tilde{\lambda}^2\alpha^2 (v_F Q)^2}{N \sqrt{1 + \alpha^2} \Delta^2} \int_{v_F Q}^{v_F Q} \frac{dk}{\sqrt{m^2 + \tilde{\lambda}^2 \alpha^2 k^2}} \approx \frac{12\tilde{\lambda} \alpha (v_F Q)^2}{N \sqrt{1 + \alpha^2} \Delta^2} \ln \frac{v_F Q \tilde{\lambda}}{m},$$

(S47)

where we have defined $k \equiv p - v_F Q$ and used that $p \approx v_F Q \ll \Delta$. It is straightforward to show that the region $v_F Q \lesssim p \lesssim v_F \Lambda_0$ only contributes a small correction to the gap equation which can be neglected to the leading order. With the logarithmic accuracy, the solution reads as

$$\Delta(m) \approx v_F Q \sqrt{\frac{12\tilde{\lambda} \alpha}{N m}} \ln \frac{v_F Q \tilde{\lambda}}{m},$$

(S48)

and is applicable as long as $\Delta \gg v_F Q$, which implies the region

$$m \ll \tilde{\lambda} v_F Q \exp \left(- \frac{N}{12\tilde{\lambda} \alpha} \right).$$

(S49)

This logarithmic divergence has a very clear origin. It appears due to the infrared divergence of the integral in Eq. (S45) at $q = Q$ if $m = 0$. As we show below, this divergence is cured once we take into account the self-consistent feedback of a finite $\Delta$ on the polarization operator.

Finally, we calculate the value of $m_1$ (or $r_1$) where the nontrivial superconducting solution vanishes. The gap equation at this point reads as

$$1 = \frac{6\tilde{\lambda}^2\alpha^2}{N} \int_{0}^{v_F \Lambda_0} \frac{p dp}{\sqrt{r_1 - \tilde{\lambda}^2 \alpha^2 p^2 \ln \frac{v_F Q_{c,1/2}}{p}}} \cdot \frac{1}{p \sqrt{1 + \alpha^2} + \sqrt{r_1 - \tilde{\lambda}^2 \alpha^2 p^2 \ln \frac{v_F Q_{c,1/2}}{p}}}$$

(S50)

It is convenient to separate the integral into two regions: $p \sim v_F Q$ and $v_F Q \lesssim p \lesssim v_F \Lambda_0$. In the first region, we use again the quadratic expansion given by Eq. (S32), whereas in the second region we exploit the inequalities $r_1 \approx r_{FDW} \lesssim \tilde{\lambda}^2 \alpha^2 p^2 \ln(p/v_F Q) \lesssim p^2 (1 + \alpha^2)$. As a result, we obtain

$$1 \approx \frac{6\tilde{\lambda}^2\alpha^2}{N} \int_{0}^{v_F Q} \frac{p dp}{\sqrt{m_1^2 + \tilde{\lambda}^2 \alpha^2 (p - v_F Q)^2}} \cdot \frac{1}{p \sqrt{1 + \alpha^2} + \sqrt{m_1^2 + \tilde{\lambda}^2 \alpha^2 (p - v_F Q)^2}} +$$

$$+ \frac{6\tilde{\lambda}^2\alpha^2}{N} \int_{v_F Q}^{v_F \Lambda_0} \frac{p dp}{\sqrt{r_1 + \tilde{\lambda}^2 \alpha^2 p^2 \ln \frac{p}{v_F Q_{c,1/2}}}} \cdot \frac{1}{p \sqrt{1 + \alpha^2} + \sqrt{r_1 + \tilde{\lambda}^2 \alpha^2 p^2 \ln \frac{p}{v_F Q_{c,1/2}}}} \approx$$

$$\approx \frac{12\tilde{\lambda}^2\alpha^2}{N \sqrt{1 + \alpha^2}} \int_{0}^{v_F Q} \frac{dk}{\sqrt{m_1^2 + \tilde{\lambda}^2 \alpha^2 k^2}} + \frac{6\tilde{\lambda}^2\alpha^2}{N \sqrt{1 + \alpha^2}} \int_{v_F Q}^{v_F \Lambda_0} \frac{dp}{\lambda \alpha p \sqrt{\ln(p/v_F Q)}} \approx \frac{12\tilde{\lambda} \alpha Q}{m_1} + \frac{12\alpha}{N \sqrt{1 + \alpha^2}} \ln \frac{\tilde{\lambda} \alpha Q}{m_1} + \frac{12\alpha}{N \sqrt{1 + \alpha^2}}.$$
where, again, we have defined $m_1^2 \equiv r_1 - r_{\text{FDW}}, k = p - v_F Q$, and used that $\ln(\Lambda_0/Q) \approx 1/\lambda^2$. From this equation, we reproduce Eq. (7) of the main text (with $m_1 \equiv \sqrt{\delta r}$):

$$m_1 \equiv \sqrt{r_1 - r_{\text{FDW}}} \sim \tilde{\lambda} v_F Q \cdot \exp \left( - \frac{N \sqrt{1 + \alpha^2}}{12 \lambda \alpha} + \frac{1}{\lambda} \right). \tag{S52}$$

We note that the leading exponent in this expression coincides with the one appearing in Eq. (S49), where we have neglected the contribution from the region $v_F Q \lesssim p \lesssim v_F \Lambda_0$ and a factor $\sqrt{1 + \alpha^2}$ for simplicity.

(iii) Phonon propagator with the self-consistent polarization operator

We now analyze the gap equation in the case when the polarization operator self-consistently takes into account finite SC order $\Delta$ and is given by Eq. (S24). The nontrivial SC solution $\Delta_*(r)$ then drastically changes, as can be seen from Fig. 2 of the main text. It also starts at $m_1$ (equivalently, $r_1$) given by Eq. (S52), however, there is no longer a nonzero solution in between $r_{\text{FDW}}$ and $r_1$. Instead, the “done” extends to higher values of $r$ away from the putative FDW QCP until it reaches $\Delta_0$, Eq. (S35), at $r_2$ given by Eq. (S38). At $r \geq r_2$, $\Delta_*(r)$ abruptly drops from $\Delta_0$ down to 0.

The absence of a solution $\Delta_*$ greater than $\Delta_0$ can be readily understood by considering the right-hand side of the gap equation (S40) in the extreme case when $\Delta = \Delta_0$ and $r = r_2$, i.e., at the point where the phonon fluctuations become gapless. The minimum of the inverse phonon propagator $D^{-1}(0, q, \Delta)$ at $\Delta = \Delta_0$ is located at $q = 0$ as opposed to some finite momentum $q < Q$ at $\Delta < \Delta_0$. At this point, it has form

$$D^{-1}(i\Omega, q, \Delta_0) \approx (1 + \alpha^2)\Omega^2 + \tilde{\lambda}^2 \alpha^2 \Delta_0^2 G\left(\frac{v_F q}{\Delta_0}\right), \tag{S53}$$

with

$$G(x) = -\frac{4}{3}(3 + x^2) + (4 + x^2)^{3/2} \text{ArcTanh}\left(\frac{x}{\sqrt{4+2}}\right) \approx \begin{cases} x^4/20, & x \ll 1, \\ x^2 \ln x, & x \gg 1. \end{cases} \tag{S54}$$

The right-hand side of the gap equation at this point can be easily estimated as

$$\frac{6\tilde{\lambda}^2 \alpha^2 v_F^2 \pi N}{\int_{-\infty}^{\infty} d\omega \int_0^{\Lambda_0} q^2 dq} \frac{D(i\omega, q, \Delta_0)}{\omega^2 + v_F^2 q^2 + \Delta_0^2} \approx 6\frac{\tilde{\lambda} \alpha}{N} \int_0^{v_F \Lambda_0/\Delta_0} x^2 dx \int x^2 + 1 \frac{1}{\sqrt{G(x)}} \approx 12\frac{\alpha}{N} \ll 1. \tag{S55}$$

In this derivation, we have neglected term $\tilde{\lambda} \alpha \sqrt{G(x)}$ compared to $\sqrt{x^2 + 1}$ after integrating over frequencies and exploited the fact that at weak coupling, $\tilde{\lambda} \ll 1$, the main contribution to the integral comes from the region $x \gg 1$.

Consequently, we conclude that there is no a nonzero solution for the gap equation at $\Delta = \Delta_0$ in the paraelectric phase as long as $12\alpha < N$. Furthermore, it is straightforward to check that the same is true for $\Delta > \Delta_0$. On the other hand, at $\Delta < \Delta_0$, the minimum of $D^{-1}$ is located at some finite $q$, implying that the right-hand side of the gap equation is infrared divergent when phonon mass $m$ equals 0, i.e., at $r = r_m(\Delta)$ defined below Eq. (S36). At somewhat bigger $m$, the integral becomes convergent and a self-consistent solution $\Delta_*(r) < \Delta_0$ can be found at some finite (though exponentially small) $m$.

Now we calculate the asymptotic behavior of the nontrivial solution as $\Delta_*(r) \to 0$ at $r \to r_1$. To that end, we expand the phonon propagator to the quadratic order in $\Delta$ and find:

$$D^{-1}(i\Omega, q, \Delta) \approx D^{-1}(i\Omega, q, 0) - 6\alpha^2 \tilde{\lambda}^2 \Delta^2 \left( \ln \frac{v_F \Lambda_0}{\sqrt{\Omega^2 + v_F^2 q^2}} + \frac{\Omega^2}{\Omega^2 + v_F^2 q^2} \right) \approx D^{-1}(i\Omega, q, 0) - 6\alpha^2 \Delta^2, \tag{S56}$$

where we have used that the typical momenta are of the order $q \sim Q$. The effect of a finite $\Delta$ is merely to renormalize the bare tuning parameter as $r \to r - 6\alpha^2 \Delta^2$. The solution of the gap equation is then absolutely identical to that of Eq. (S51) with the only difference that the number $m_1^2 = r_1 - r_{\text{FDW}}$ now should be replaced with $r - r_{\text{FDW}} - 6\alpha^2 \Delta_0^2(r)$. This immediately leads to the answer

$$\Delta_*(r) \approx \sqrt{\frac{r - r_{\text{FDW}} - m_1^2}{6\alpha^2}} = \sqrt{\frac{r - r_1}{6\alpha^2}}, \quad \Delta_0 \ll \Delta_0. \tag{S57}$$
To study the stability of this solution, we introduce function $f[\Delta]$ that represents the right-hand side of the gap equation (at a fixed $r$):

$$f[\Delta] \equiv \frac{6\lambda^2\alpha^2v_F^3}{\pi N} \int_{-\infty}^{\infty} dw \int_0^{\lambda_0} dq q^2 \frac{D(iw, q)}{\omega^2 + v_F^2q^2 + \Delta^2},$$  \hspace{1cm} (S58)

such that the gap equation itself reads as $f[\Delta_*] = 1$. This function is related to the derivative of the free energy $F[\Delta]$ as $\partial F[\Delta]/\partial \Delta = \Delta - \Delta f[\Delta_*]$. Consequently, at $\Delta = \Delta_*$, one finds

$$\left. \frac{\partial^2 F[\Delta]}{\partial \Delta^2} \right|_{\Delta=\Delta_*} = -\Delta_* \left. \frac{\partial f[\Delta]}{\partial \Delta} \right|_{\Delta=\Delta_*},$$  \hspace{1cm} (S59)

i.e., the sign of $f''[\Delta_*]$ determines the stability of the solution.

At $\Delta \to 0$ and $r \to r_1$, $f[\Delta]$ is given by the right-hand side of Eq. (S51) with $m_1 \to \sqrt{r - r_{FDW}} - 6\alpha^2\Delta^2$:

$$f[\Delta] \approx \frac{12\lambda\alpha}{N\sqrt{1 + \alpha^2}} \ln \frac{\lambda v_F Q}{\sqrt{r - r_{FDW}} - 6\alpha^2\Delta^2} + \frac{12\alpha}{N\sqrt{1 + \alpha^2}}, \quad \Delta \ll \Delta_0, r \to r_1.$$  \hspace{1cm} (S60)

At $\Delta = \Delta_*$, we find

$$\left. \frac{\partial f[\Delta]}{\partial \Delta} \right|_{\Delta=\Delta_*} \approx \frac{72\lambda^2\alpha^3}{N\sqrt{1 + \alpha^2}m_1^2} > 0.$$  \hspace{1cm} (S61)

i.e., the nontrivial solution is unstable.

To derive the asymptotic behavior of $\Delta_*(r)$ as $\Delta_* \to \Delta_0$ at $r \to r_2$, we use the low-momentum and low-frequency expansion of the bosonic propagator up to the orders $O(q^4)$ and $O(\Omega^2)$:

$$D^{-1}(i\Omega, q, \Delta) \approx m^2(r, \Delta) + (1 + \alpha^2)\Omega^2 + \frac{\alpha^2\lambda v_F^4}{20\Delta^2}(q^2 - \tilde{q}^2)^2,$$  \hspace{1cm} (S62)

with

$$m^2(r, \Delta) \approx r - r_2 \left( \frac{\Delta}{\Delta_0} \right)^2 - 6\alpha^2\lambda^2\Delta^2 \ln \frac{\Delta_0}{\Delta} - 5\alpha^2\lambda^2\Delta^2 \ln \frac{2\Delta_0 \Delta}{\Delta^2}, \quad \tilde{q}^2 = \frac{10\Delta^2}{v_F^2} \ln \frac{\Delta_0}{\Delta},$$  \hspace{1cm} (S63)

where $m^2(r, \Delta)$ was calculated according to Eq. (S36). Importantly, $\tilde{q}^2 > 0$ for $\Delta < \Delta_0$, i.e., the inverse propagator has a minimum at a finite momentum. On the other hand, if $\Delta \geq \Delta_0$, the minimum is at $q = 0$, and we easily reproduce Eq. (S34) with all the consequences.

In the limit $\Delta \to \Delta_0$, $r \to r_2$ (which implies that $m \to 0$), the main contribution to the gap equation comes from momenta $|q - \tilde{q}| \lesssim \tilde{q}$, and with the leading logarithmic accuracy it can be written as

$$1 \approx \frac{6\lambda^2\alpha^2v_F^3}{N\Delta^2_0\sqrt{1 + \alpha^2}} \int_0^{\tilde{q}} \frac{\tilde{q}^2 dq}{\sqrt{m_1^2 + \alpha^2\lambda v_F^4(q^2 - \tilde{q}^2)^2}} \approx \frac{12\sqrt{5}\alpha\lambda v_F q}{N\Delta_0\sqrt{1 + \alpha^2}} \ln \frac{\lambda v_F^2q^2}{m_* \Delta_0},$$  \hspace{1cm} (S64)

where we have defined $m_* \equiv m(r, \Delta_*(r))$. Expanding to the leading order in $\delta = \Delta_0 - \Delta_*$, we obtain

$$1 \approx \frac{60\sqrt{2}\alpha\lambda}{N\sqrt{1 + \alpha^2}} \sqrt{\frac{\Delta_0}{\delta}} \ln \frac{\alpha\delta}{m_* \Delta_0} \quad \Rightarrow \quad m_* \sim \alpha\lambda \exp \left( \frac{-N\sqrt{1 + \alpha^2}}{60\sqrt{2}\alpha\lambda} \sqrt{\frac{\Delta_0}{\delta}} \right).$$  \hspace{1cm} (S65)

In the above derivation, we have assumed that $10\delta \lesssim \Delta_0$ and $(v_F q/\Delta_0) \ln(\alpha\lambda v_F^2q^2/m_* \Delta_0) \gg 1$, which is obviously satisfied in the limit $\alpha \ll 1, \lambda \ll 1$.

Equation (S65) shows that the phonon spectral mass $m_*(r, \Delta_*(r))$ is exponentially small at the nontrivial superconducting solution when $\Delta_* \to \Delta_0$. In fact, Eq. (S52) demonstrates that it remains exponentially small even at $\Delta_* = 0$.

This result implies that the nontrivial solution $\Delta_*(r)$ with the exponential accuracy coincides with the curve $\Delta_m(r)$ defined as $m^2(r, \Delta_m) = 0$, or with its inverse $r_m(\Delta)$. From Eq. (S63), we obtain

$$r_m(\Delta) \approx r_2 \left( \frac{\Delta}{\Delta_0} \right)^2 + 6\alpha^2\lambda^2\Delta^2 \ln \frac{\Delta_0}{\Delta} + 5\alpha^2\lambda^2\Delta^2 \ln^2 \frac{\Delta_0}{\Delta}, \quad \Delta < \Delta_0.$$  \hspace{1cm} (S66)
The first two terms of this expression exactly correspond to Eq. (S37) derived for \( \Delta \geq \Delta_0 \), while the last term represents the leading \( \tilde{q}^4 \propto \delta^2 \) correction due to the fact that the minimum of \( D^{-1} \) is at a finite momentum if \( \Delta < \Delta_0 \). Expanding further Eq. (S66) to the leading order in \( \delta \), we find

\[
\delta(r) = \Delta_0 - \Delta_s(r) \approx \frac{1}{2} \left( 1 + \frac{\lambda^2}{2} \right) \frac{r_2 - r}{r_2} \Delta_0, \quad \delta \ll \Delta_0.
\]  

(S67)

Since \( \delta > 0 \), the solution exists only for \( r < r_2 \), in agreement with Fig. 2 from the main text.

When using the expansion (S62), we dropped the terms of the form \( \alpha^2 \tilde{\lambda}^2 (v_F \tilde{q}^2)^{n+1-l} (\Omega_0^2)^l / (\Delta^2)^n \), with \( n \geq 1 \) and \( 0 \leq l \leq n + 1 \) (except for the one with \( l = 0, n = 1 \)). Since the typical momenta are of order \( q \sim \tilde{q} \) and typical frequencies are \( \Omega \sim \alpha \tilde{\lambda} v_F q^2 / \Delta_0 \), these terms have additional smallness of at least \( (v_F \tilde{q})^2 / \Delta_0^3 \sim \delta / \Delta_0 \) and can be safely neglected in the limit \( \delta \ll \Delta_0 \).

Again, to study the stability of the solution \( \Delta_s(r) \) at \( \Delta \to \Delta_0 \) and \( r \to r_2 \), we consider \( f[\Delta] \), which in this limit is given by Eq. (S64) with \( m_s \) being substituted with \( m(r, \Delta) \):

\[
f[\Delta] \approx \frac{60 \sqrt{2\alpha \lambda}}{N \sqrt{1 + \alpha^2}} \sqrt{\frac{\Delta_0 - \Delta}{\Delta_0}} \ln \frac{\alpha \lambda (\Delta_0 - \Delta)}{m(r, \Delta)}, \quad m^2(r, \Delta) \approx r - r_2 + \frac{2r_2}{1 + \frac{\lambda^2}{2} \Delta_0}, \quad \Delta \to \Delta_0, r \to r_2.
\]  

(S68)

At \( \Delta = \Delta_s \), we find

\[
\left. \frac{\partial f[\Delta]}{\partial \Delta} \right|_{\Delta = \Delta_s} \approx \frac{360 \sqrt{2\lambda \alpha^3 \sqrt{\Delta_0 (\Delta_0 - \Delta_s)}}}{N \sqrt{1 + \alpha^2 m_s^2}} > 0,
\]  

(S69)

where \( \Delta_s \) and \( m_s \) are given by Eqs. (S67) and (S65), correspondingly. We see again that the nontrivial solution is unstable, in agreement with the discussion from the main text.

The instability of the nontrivial solution also reveals itself in the unusual behavior of the spectral phonon mass \( m \) along this solution. We show the dependence of \( m_s^2(r) \equiv m^2(r, \Delta_s(r)) \) on the tuning parameter \( r \) in Fig. S1b. We see that as we tune the system away from the critical point, i.e., increase the bare mass \( r \), the spectral mass \( m_s \) decreases. It can be easily shown that this line starts from the value \( m_s^2 = r_1 - r_{FDW} \) given by Eq. (S52) at \( r = r_1 \) and decreases down to 0 at \( r = r_2 \), see Eq. (S38). Such inverted dependence originates from the nontrivial feedback effect of the superconducting gap \( \Delta \) on the phonon propagator discussed in the main text and explains the growth of \( \Delta_s(r) \) upon increasing \( r \). Indeed, larger \( r \) correspond to smaller spectral mass, which implies stronger FDW fluctuations leading to higher values of \( \Delta_s \).

### IV.C Superconducting stiffness

We conclude the analytical section by calculating the superconducting stiffness. The calculation is most easily performed in the paraelectric phase, while it can be shown that the result remains qualitatively the same in the ferroelectric phase and we expect it to hold in the FDW phase as well.

In the presence of a nonzero vector potential \( \mathbf{A} \), the electron’s Hamiltonian in Nambu space is obtained by the substitution \( \mathbf{k} \to \mathbf{k} - e \mathbf{A} r_z \) (we set the speed of light equal to 1 here). It implies that the correction to the electron Green’s function, Eq. (S17), is given by

\[
\delta \hat{G}^{-1} = e v_F \hat{\gamma} \cdot \mathbf{A},
\]  

(S70)

while the current operator equals

\[
\hat{j} \equiv \frac{\delta \hat{G}^{-1}}{\delta \mathbf{A}} = e v_F \hat{\gamma},
\]  

(S71)

where \( \hat{\gamma} \) is defined in Eqs. (S16) and (S4). The superconducting stiffness \( \rho_s^{\alpha \beta} \) defined through the relation \( j^\alpha = \rho_s^{\alpha \beta} A^\beta \) is then given by the Kubo formula and to the leading logarithmical order equals

\[
\rho_s^{\alpha \beta} = -\text{Tr} [j^\alpha \hat{G}^\beta \hat{G}] = -\frac{2Ne^2}{\pi^2 v_F} \Delta^2 \ln \frac{v_F \Delta_0}{\Delta} \delta^{\alpha \beta}.
\]  

(S72)
V. NUMERICAL SOLUTION OF THE ELIASHERG EQUATIONS

To understand how our analytical results are affected by the approximations we have used, we supplement them with a fully self-consistent solution of the Eliashberg equations. This analysis includes both the frequency-dependent order parameter $\phi(\omega)$ and the normal part of the electron’s self-energy encapsulated in a quasiparticle weight $Z(\omega)$. It is important to note that we still neglect vertex corrections and the momentum dependence of the self-energy.

V.A Setup for calculating the polarization operator

Before jumping to numerical integration, we simplify the task by performing the momentum integration for the polarization operator analytically. Under the assumptions that the superconducting order parameter has $s$-wave symmetry and that electron’s self-energy is momentum-independent, the polarization operator before projecting onto the transverse sector is given by Eq. (S19). Introducing Feynman parameter $x$, it can be rewritten as

$$\Pi^i_j(i\Omega_m, q) = 2N\lambda^2 T \sum_n \int x^1 d\omega \int \frac{d^3p}{(2\pi)^3} \frac{2(\tilde{\omega}_{n+m} + \phi_n \phi_{n+m} - \frac{1}{2}p^2 v_F^2)\delta_{ij} + 2v_F x(1-x)(q^2\delta_{ij} - 2q^i q^j)}{(v_F^2 p^2 + R^2)^2}, \quad (S73)$$

where we have shifted the momentum variable as $k = p - (1-x)q$ and defined

$$R^2 = v_F^2 q^2 x(1-x) + x\tilde{\omega}_{n+m} + (1-x)\tilde{\omega}_n^2 + x\phi_{n+m}^2 + (1-x)\phi_n^2. \quad (S74)$$

The momentum integration can be performed exactly using the dimensional regularization with the identities

$$\int \frac{d^3p}{(2\pi)^3} \frac{1}{(v_F^2 p^2 + R^2)^2} = \frac{1}{8\pi v_F R}, \quad \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{(v_F^2 p^2 + R^2)^2} = -\frac{3R}{8\pi v_F R}. \quad (S75)$$

The result reads as

$$\Pi^i_j(i\Omega_m, q, \phi) = \frac{N\lambda^2}{2\pi v_F} T \sum_n \int_0^1 dx (\tilde{\omega}_{n+m} + \phi_n \phi_{n+m} + R^2)\delta_{ij} + \frac{v_F^2 x(1-x)(q^2\delta_{ij} - 2q^i q^j)}{R}. \quad (S76)$$

After projecting onto the transverse sector in the $T = 0$ limit, one finds that $\Pi^i_j(i\Omega_m, q, \phi) \rightarrow \Pi(i\Omega, q, \phi) P^i_j(q)$, with

$$\Pi(i\Omega, q, \phi) = 3\lambda^2 \alpha^2 \int_{v_F A_0}^{v_F A_0} d\omega \int_0^1 dx \frac{\omega(\omega + \Omega)Z(\omega)Z(\omega + \Omega) + \phi(\omega)\phi(\omega + \Omega) + x(1-x)\nu_F^2 q^2 + R^2}{R}, \quad (S77)$$

and $R^2$ at $T = 0$ takes form

$$R^2 = x(1-x)v_F^2 q^2 + x(\omega + \Omega)^2 Z^2(\omega + \Omega) + (1-x)\omega^2 Z^2(\omega) + x\phi^2(\omega + \Omega) + (1-x)\phi^2(\omega). \quad (S78)$$

If the frequency dependence of the gap function and the quasiparticle weight renormalization are neglected, $\phi(\omega) = \Delta$ and $Z(\omega) = 1$, we reproduce Eq. (S27). Since this result exhibits quadratic UV divergence $\propto \Lambda^0$, it is convenient to subtract $\Pi(0,0,0)$, which is merely a constant, and consider instead

$$\tilde{\Pi}(i\Omega, q, \phi) \equiv \Pi(i\Omega, q, \phi) - \Pi(0,0,0) =$$

$$= 3\lambda^2 \alpha^2 \int_{v_F A_0}^{v_F A_0} d\omega \int_0^1 dx \left\{ \frac{\omega(\omega + \Omega)Z(\omega)Z(\omega + \Omega) + \phi(\omega)\phi(\omega + \Omega) + x(1-x)\nu_F^2 q^2 + R^2}{R} \right\}. \quad (S79)$$

To simplify the numerical evaluation even further, we perform integration over $x$ explicitly. It is convenient to introduce

$$J_0 = \int_0^1 dx \frac{1}{R} \left( \arctan \frac{v_F^2 q^2 + (\omega + \Omega)^2 - \omega^2 + \phi_{\omega+\Omega}^2 - \phi_{\omega}^2}{2v_F q \sqrt{\omega^2 + \phi_{\omega}^2}} + \arctan \frac{v_F^2 q^2 - (\omega + \Omega)^2 + \omega^2 - \phi_{\omega+\Omega}^2 + \phi_{\omega}^2}{2v_F q \sqrt{(\omega + \Omega)^2 + \phi_{\omega+\Omega}^2}} \right), \quad (S80)$$

$$\frac{(\omega + \Omega)^2 - \omega^2 + \phi_{\omega+\Omega}^2}{2v_F q \sqrt{\omega^2 + \phi_{\omega}^2}} + \frac{v_F^2 q^2 - (\omega + \Omega)^2 + \omega^2 - \phi_{\omega+\Omega}^2 + \phi_{\omega}^2}{2v_F q \sqrt{(\omega + \Omega)^2 + \phi_{\omega+\Omega}^2}}.$$
where we have defined \( \tilde{\omega} = \omega Z(\omega), \quad \tilde{\omega} + \Omega = (\omega + \Omega)Z(\omega + \Omega), \) \( \phi_\omega = \phi(\omega), \) and \( \phi_{\omega+\Omega} = \phi(\omega + \Omega). \) Analogously, we define

\[
J_1 \equiv \int_0^1 \frac{x(1-x)}{R} = \frac{3}{4} \left[ \frac{2}{v_F^2 q^2} \left( \tilde{\omega}^2 + \phi_{\omega+\Omega}^2 - \phi_\omega^2 \right) \right] \left[ \sqrt{\tilde{\omega}^2 + \phi_{\omega+\Omega}^2} - \sqrt{\tilde{\omega}^2 + \phi_\omega^2} \right] + 4 v_F^4 q^4 I_1
\]

\[
+ \frac{1}{4} \left[ \frac{2}{v_F^2 q^2} \left( \tilde{\omega}^2 + \phi_{\omega+\Omega}^2 - \phi_\omega^2 \right) \right] \left[ \sqrt{\tilde{\omega}^2 + \phi_{\omega+\Omega}^2} - \sqrt{\tilde{\omega}^2 + \phi_\omega^2} \right] - \frac{1}{8} J_0,
\]

\[
J_2 \equiv \int_0^1 Rdx = \frac{1}{4} \left[ \frac{2}{v_F^2 q^2} \left( \tilde{\omega}^2 + \phi_{\omega+\Omega}^2 - \phi_\omega^2 \right) \right] \left[ \sqrt{\tilde{\omega}^2 + \phi_{\omega+\Omega}^2} - \sqrt{\tilde{\omega}^2 + \phi_\omega^2} \right] + 4 v_F^4 q^4 I_2
\]

\[
+ \frac{1}{8} J_0 \left[ \frac{2}{v_F^2 q^2} \left( \tilde{\omega}^2 + \phi_{\omega+\Omega}^2 - \phi_\omega^2 \right) \right] \left[ \sqrt{\tilde{\omega}^2 + \phi_{\omega+\Omega}^2} - \sqrt{\tilde{\omega}^2 + \phi_\omega^2} \right] - \frac{1}{8} J_0,
\]

Using the relation

\[
v_F^2 q^2 J_1 + J_2 = \frac{1}{2} \frac{2}{v_F^2 q^2} \left[ \frac{2}{v_F^2 q^2} \left( \tilde{\omega}^2 + \phi_{\omega+\Omega}^2 - \phi_\omega^2 \right) \right] \left[ \sqrt{\tilde{\omega}^2 + \phi_{\omega+\Omega}^2} - \sqrt{\tilde{\omega}^2 + \phi_\omega^2} \right] + 4 v_F^4 q^4 I_4
\]

\[
+ \frac{1}{2} \frac{2}{v_F^2 q^2} \left[ \frac{2}{v_F^2 q^2} \left( \tilde{\omega}^2 + \phi_{\omega+\Omega}^2 - \phi_\omega^2 \right) \right] \left[ \sqrt{\tilde{\omega}^2 + \phi_{\omega+\Omega}^2} - \sqrt{\tilde{\omega}^2 + \phi_\omega^2} \right] + \frac{1}{8} J_0 \left[ \frac{2}{v_F^2 q^2} \left( \tilde{\omega}^2 + \phi_{\omega+\Omega}^2 - \phi_\omega^2 \right) \right] \left[ \sqrt{\tilde{\omega}^2 + \phi_{\omega+\Omega}^2} - \sqrt{\tilde{\omega}^2 + \phi_\omega^2} \right]
\]

we find

\[
\Pi(i\Omega, q, \phi) = 3\lambda^2 \alpha^2 \int_{-v_F\Lambda_0}^{v_F\Lambda_0} d\omega \left\{ (\tilde{\omega}(\tilde{\omega} + \Omega) + \phi_{\omega+\Omega})J_0 + v_F^2 q^2 J_1 + J_2 - 2|\tilde{\omega}| \right\}.
\]

**V.B Details and results of the numerical integration**

To find a nontrivial self-consistent superconducting solution, we solve the system of the coupled Eliashberg equations (S83) and (S18) iteratively. Numerical integrations are performed trapezoidaly, taking the integrals over momentum first and then over frequency. We use an equally spaced momentum grid between \( q = 0.001Q \) and \( 3Q \) with \( N_q^d = 60 \) points and then additional \( N_q^s = 60 \) points between \( 3Q \) and \( 3\Lambda_0 \). The frequency on the other hand is taken to be equally spaced between \(-v_F\Lambda_0\) and \( v_F\Lambda_0\) with \( N_\omega = 1200 \) points. The results are not strongly dependent on \( N_q^d,s \), but they do depend strongly on the frequency spacing. In particular, it is essential that the smallest frequency \( \omega_{\text{min}} = 2v_F\Lambda_0/N_\omega \) is small enough. This parameter takes the role of an effective temperature and thus it must be much smaller than the gap at zero temperature.

As mentioned in the main text the solution of the gap equation (6) is an instability point. The origin of the instability is the feedback of \( \Delta \) in the polarization function, which causes the phonon spectral gap, Eq. (9), to become negative. Numerically, however, it is much more challenging to find an unstable point as compared to a stable one. To deal with this problem, we fix the phonon spectral mass \( m \) to be always in the paraelectric phase and obtain the corresponding tuning parameter \( r \) as a function of \( \phi, Z, \) and \( m \). By doing this, we force the unstable solution to become stable in the space of fixed \( m \), which enables the use of standard iterative techniques.

The iterative procedure is initiated by \( Z_0(i\omega) = 1, \) \( \phi_0(i\omega) = 0.01\Delta_0, \) and \( \Pi(i\Omega, q, \phi_0(i\omega)) \). We find that after an initial transient of 10 to 20 iterations the difference function \( \eta = N^{-1}_\omega \sum_{\omega} \left( |1 - \phi(i\omega)/\phi_{i+1}(i\omega)| + |1 - Z(i\omega)/Z_{i+1}(i\omega)| \right) \) decays exponentially with the iteration number \( l \). The exponential decay time diverges as the critical value \( r_1 \) is approached. We cutoff the iteration at 140 iterations, which produces \( \eta < 10^{-3} \) for all the data points presented here.
FIG. S2. Results of the self-consistent solution of the coupled Eliashberg equations for $\tilde{\lambda}^2 = 0.35$, $\alpha = 0.2$, and $N = 1$. (a) The tuning parameter $r$ vs. phonon spectral mass $m$. The calculation is performed at a fixed $m$ making the instability attainable within standard minimization techniques. The value of $r$ is then obtained in retrospect. (b) The peak of the order parameter $\phi(0)$ vs. the tuning parameter $r$. (c), (d) The frequency-dependent order parameter $\phi(\omega)$ and quasiparticle weight $Z(\omega)$.

VI. SPECULATIONS ABOUT THE PHASE DIAGRAM INCLUDING THE FERROELECTRIC PHASE

In this paper we have argued that a ferroelectric quantum critical point is preempted by a first-order transition into a superconducting and ferroelectric state (uniform or finite-momentum). We have made this point based on calculations performed in the paraelectric phase. In particular, we have found that when the tuning parameter $r$ is in the regime $r_1 < r < r_2$ the paraelectric solution with $\Delta = 0$ is stable (represented by the blue dots in Fig. S3). However, for $\Delta > \Delta_n(r)$, the Ginzburg-Landau theory is unstable toward larger $\Delta$. Eventually, for $\Delta > \Delta_m(r)$, the phonon spectral mass becomes negative and the free energy becomes unstable toward a finite average optical phonon displacement $u$ (ferroelectric order). Here we discuss possible scenarios for the free energy when it is extended into the space of a finite $u$. 

The results for $N = 1$, $\tilde{\lambda}^2 = 0.35$, and $\alpha = 0.2$ are presented in Fig. S2. Panel (a) shows the dependence of the bare mass $r$ on the spectral mass $m$. As in the case without frequency dependence, they depend inversely on each other. We also identify the unusual dependence of $\phi(0)$ on $r$ in panel (b). Putting these two behaviors together we find that the increase in $\phi$ reduces the spectral mass, just as in the case where frequency dependence is neglected. This is the key mechanism to drive the first-order transition into the paired state with ferroelectric (or FDW) order. We therefore conclude that the first-order transition is not an artifact of neglecting the frequency dependence in $\phi$ and $Z$. In panels (c) and (d) we plot the solutions for $\phi(\omega)$ and $Z(\omega)$ for $r/\Delta_0 = 0.0041$ (corresponding to $m/\Delta_0 = 0.0043$).

We note that the inclusion of the normal part of the self-energy (encapsulated in $Z(i\omega)$) and frequency dependence suppresses $\phi(0)$ when compared with the solution of the frequency-independent BCS-like gap equation (6) with the same parameters. We also find that the value of $r_1$ is shifted to smaller $r$ toward $r_{\text{FDW}}$. This implies that the value of the nontrivial solution inside the ferroelectric phase, which is bounded from below by the instability curve, is most likely diminished by the inclusion of $Z(i\omega)$.
A schematic two-dimensional contour plot of the free energy corresponding to the regime \( r_1 < r < r_2 \) appears in Figs. S3(a,b). Panel (a) shows the likely scenario where a new stable solution is both ferroelectric and superconducting (red dot). However, within our formalism we can not rule out the scenario where the minimum in the ferroelectric phase lies on the \( \Delta = 0 \) axis (no superconductivity), as shown in panel (b). We deem this scenario unlikely for two main reasons. The first one is that such a landscape is highly complicated and it is hard to imagine a mechanism that would generate it. Second, in this case the second minimum is on the line \( \Delta = 0 \) and can therefore be found without considering superconductivity. Notwithstanding, in Ref. [8] some of us found that for \( \alpha \ll 1 \) the electron's contribution to the quartic \( u^4 \) term in the Ginzburg-Landau free energy is positive. Thus, if there is a second minimum it can only be seen at the order of \( u^6 \).

Finally, in panel (c) we plot the likely scenario in the regime \( r_F^< \) where both \( \Delta \) and \( u \) are finite (red dot). (b) An extreme scenario that can not be ruled out within our formalism. The lowest energy path between the two stable points (blue circle and red diamond) is through a finite \( \Delta \), while the points themselves are at \( \Delta = 0 \). This scenario is unlikely both because it is a highly complicated trajectory and also because we find no indications of a first-order transition at \( \Delta = 0 \). (c) In the regime \( r < r_1 \) the point \( \Delta = 0 \) and \( u = 0 \) ceases to be stable and the only stable solution is at finite \( \Delta \) and \( u \).

### VII. AN ESTIMATE FOR THE DIMENSIONLESS COUPLING CONSTANT \( \tilde{\lambda} \)

In this paper, we found that the phase diagram is controlled by an emergent scale \( Q \sim \exp \left[ -1/\tilde{\lambda}^2 \right] \). Therefore, it is constructive to estimate the value of the dimensionless parameter \( \tilde{\lambda}^2 \) in a real material. For PbTe/SnTe, we find

\[
\tilde{\lambda}^2 = \frac{N\lambda^2}{12\pi^2 v_F c^2} \approx 0.27. \tag{S84}
\]

In this estimate, we used \( N = 4, v_F = 10^6 \text{ m/s} \) [70], and \( c = 3 \times 10^3 \text{ m/s} \) [71, 72]. The value of the bare coupling \( \lambda \) in Eq. (1) is estimated from the displacement of the Dirac points in momentum space, \( k_0 \), relative to the high symmetry point \( L \) due to the static distortion, \( x_0 \), which is observed in ferroelectric SnTe. This momentum shift is found to be \( k_0 \approx 0.15 \text{ Å}^{-1} \) [73], while the atomic displacement is smaller than \( x_0 = 0.2 \text{ Å} \) [74, 75]. However, before plugging these values in Eq. (S84) we must also convert the field \( \varphi \) in Eq. (1) to a proper displacement field \( x = \varphi \sqrt{\hbar/\rho_m} \), where \( \rho_m \approx 8.1 \text{ g cm}^{-3} \) is the mass density of PbTe (SnTe has \( \rho_m = 6.18 \text{ g cm}^{-3} \), leading to even bigger \( \tilde{\lambda} \)). In this way, \( x \) has units of length. Then, the coupling constant is given by

\[
\lambda = \frac{v_F k_0 \sqrt{\hbar}}{x_0 \sqrt{\rho_m}} \approx 8.6 \times 10^6 \text{ (m/s)^3/2}. \tag{S85}
\]

Putting all these numbers together we arrive at Eq. (S84). While this is just a rough estimate, we see that this coupling to optical phonons can be significant, thus justifying the potential relevance of our study to real materials.