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Abstract

Remaining useful life (RUL) prediction can provide early warnings of failure and has become a key component in the prognostics and health management of systems. Among the existing methods for RUL prediction, the Wiener-process-based method has attracted great attention owing to its favorable properties and flexibility in degradation modeling. However, shortcomings exist in methods of this type; for example, the degradation indicator and the first predicting time (FPT) are selected subjectively, which reduces the prediction accuracy. Toward this end, this paper proposes a new approach for predicting the RUL of rotating machinery based on an optimal degradation indicator. First, a genetic programming algorithm is proposed to construct an optimal degradation indicator using the concept of FPT. Then, a Wiener model based on the obtained optimal degradation indicator is proposed, in which the sensitivities of the dimensionless parameters are utilized to determine the FPT. Finally, the expectation of the predicted RUL is calculated based on the proposed model, and the estimated mean degradation path is explicitly derived. To demonstrate the validity of this model, several experiments on RUL prediction are conducted on rotating machinery. The experimental results indicate that the method can effectively improve the accuracy of RUL prediction.

1. Introduction

Rotating machinery are the most widely used mechanical equipment in industry and generally consist of motor, shaft, gear box, bearing, and load [1, 2]. Any fault in rotating machinery can cause the breakdown of the entire machine, which can lead to catastrophic consequences. According to statistics, one-third to one-half of the expenditure is wasted through ineffective maintenance [3]. If the remaining useful life (RUL) can be predicted in advance, catastrophes can be avoided, and predictive maintenance can be implemented to maximize machine uptime and minimize maintenance costs. Therefore, there is a pressing need to continuously develop and improve the current RUL prediction technologies [4].

At present, the main method used for RUL estimation is a physics-based failure model and a data-driven method. The data-driven method has become the mainstream in the field of RUL prediction, and it relies only on the available past observed data and statistical models [5, 6]. The data-driven method can be beneficial when mechanical principles are not straightforward or when mechanical systems are very complex. Considering that rotation machinery has complex degradation processes due to nonlinearity, stochasticity, and nonstationarity, the data-driven method is suitable for estimating the RUL of rotating machinery. The main existing data-driven methods are based on regression-based models, Gamma processes, Wiener processes, or Markovian-based models. As the Wiener degradation model is a frequently used model, its prognostics have been introduced in recent research. Guan et al. modeled the constant-stress accelerated degradation test as a Wiener process in [7], and simulations were conducted to demonstrate the effectiveness of degradation modeling. Huang et al. proposed a nonlinear heterogeneous Wiener process model to characterize degradation trajectories in [8]. Wang et al. presented an adaptive method of RUL estimation based on a generalized Wiener degradation process in [9]. The nonlinearity and temporal uncertainty were jointly taken into account in the proposed degradation model.
However, there is little research concerning the construction of an optimal degradation indicator and the selection of first predicting time (FPT) based on the Wiener process degradation model. It is well known that the extraction and construction of a degradation indicator plays an important role in RUL prediction. The purpose of a degradation indicator construction for prognostics is to identify a set of degradation indicators that can clearly present the degradation process. However, in most of the current literature, the selection of a degradation indicator usually depends on the authors’ subjective judgment and experience. The degradation indicator’s ability to capture the trend of the progression process has not been discussed. Usually the degradation curve of an excellent degradation indicator has good monotonicity, which is explained in [10] where an actual gyro’s drift data are illustrated. In reality, however, the performance variables at any time take on stochastic properties because of the differences in the products; this is often not the case for most of the individual product units where the degradation curve is monotonous. That is, the performance degradation curve is nonmonotonic in practice. In [11], an actual measurement series for a bearing failure history was collected from a pump in the field. Although the measurement showed a generally increasing trend, there were large fluctuations at multiple places. In [12], the practical degradation path of a ball bearing was shown; the degradation curve was quite steady until ball-bearing failure occurred.

To our knowledge, the studies on an optimal degradation indicator model are very limited. A few exceptions are the works in [13–15]. Gomes et al. presented a method for combining the measured parameters into a single indicator for monitoring the condition of systems in [13]. Liu et al. proposed a health-index extraction and optimization framework, requiring only the operating parameters, for battery degradation modeling and RUL estimation in [14]. To derive optimal prognostic features, Liao employed the Paris model, combined with a genetic programming (GP) method, to predict the RUL of bearings in [15]. In this literature, the FPT was not considered while using GP to generate the optimal prognostic features. The time to start predicting was defined as the FPT, in [16], as shown in Figure 1. If the FPT is not adopted, a large amount of data will be required to build an optimal degradation indicator, which will affect the convergence and complexity of GP and make the optimal degradation indicator nonideal. Through determining an appropriate FPT, the data from the FPT to the failure time can be utilized to construct an optimal degradation indicator, which will greatly reduce the amount of data and be beneficial in constructing an optimal degradation indicator. In addition, Liao assumed in [15] that the fault growth of the bearing followed the Paris law. However, the fault growth of the bearing came into being as the result of the accumulation of many small cracks and not the principal crack extension, which implied that the Paris law did not apply to bearings. It is common knowledge that establishing physical models for complicated rotating machinery is difficult. Thus, only a data-driven approach can be adopted to estimate the RUL. However, little reported literature can be found on constructing an optimal degradation indicator based on the FPT and addressing the Wiener degradation model for rotating machinery.

Based on the above discussions, an integrated RUL prediction method was proposed based on GP and the concepts of FPT and Wiener process degradation modeling, which aimed to solve the problem that the degradation progression might be nonmonotonic.

This research work has the following theoretical and practical contributions:

(i) Our method can easily construct an optimal degradation indicator using GP owing to the involvement of the FPT, which can greatly reduce the data in the terminator set during GP.

(ii) The optimal degradation indicator extracted through GP has a better monotonic trend than the conventional degradation indicator. Moreover, the optimal degradation indicator contains more degradation information than a conventional degradation indicator, which characterizes the degradation process well.

(iii) Based on the optimal degradation indicator, a Wiener-process-based degradation model is established to estimate the RUL. To demonstrate the effectiveness of our method, we apply it to a real test bed. The results show that our developed method can make accurate RUL predictions.

The remaining parts of this paper are organized as follows: In Section 2, the related works are surveyed and presented. In Section 3, we describe the RUL prediction framework. Section 4 briefly reviews the GP algorithm and the time-domain parameters, and Section 5 describes the Wiener process degradation modeling for RUL prediction. Introduction to the experimental equipment and the construction of an optimal degradation indicator are given in Section 6. The RUL prediction and the comparison of the proposed method with other prediction methods are presented in Section 7, and Section 8 concludes this paper.
2. Related Works

Researchers had conducted considerable efforts on RUL estimation and developed a variety of prediction methods. Owing to their favorable mathematical properties and physical interpretations, Wiener processes have been widely adopted to characterize degrading systems [10, 17–19]. Si et al. presented a more general nonlinear Wiener-process-based model for RUL estimation in [20]. Unlike the usual monotonic assumption, they formulated an analytical approximation of the RUL distribution. Wang and Carr, in [21], considered a Wiener process with random effects, but without measurement errors, for the lifetime modeling of bridge beams. Tseng and Peng proposed an integrated Wiener process to model the cumulative degradation path of a product’s quality characteristics in [22]. Balka et al. reviewed some methods of cure rate models based on the first passage times, using Wiener processes, in [23]. Mishra and Vanli, in [24], used principal component regression and Wiener process degradation modeling for predicting the RUL of a structure from the Lamb wave sensor data. The principal component regression was used for extracting damage-sensitive features, and the Wiener process was developed to model the random growth. Tang et al. addressed the effects of model misspecification of the linear Wiener process for RUL estimation in [25]. Tang et al., in [26], proposed real-time RUL prediction based on nonlinear Wiener-based degradation processes with measurement errors. The simulation results showed that considering measurement errors could significantly improve the accuracy of real-time RUL prediction. Wang et al. proposed an additive Wiener-process-based prognostic model for hybrid deteriorating systems, in [27], by employing an additive Wiener process model that consisted of a linear degradation part and a nonlinear part. The above survey of the related works and discussions poses an interesting challenge for prognostic studies through Wiener-process-based degradation modeling.

In terms of feature extraction, Kotani et al. used GP to search for the terms of polynomial expressions, which were the features extracted to improve the performance of pattern recognition in [28]. Muni et al., in [29], presented an online feature selection algorithm using GP. The proposed methodology simultaneously selected a good subset of features and constructed a classifier. Guo et al., in [30], proposed an approach-based GP for feature extraction from raw vibration data. The created features were used as the inputs to a neural classifier for the identification of six bearing conditions. Bechhoefer et al. fused condition indicators, in [31], to obtain a degradation indicator, achieving fault detection and threshold setting for gears; state-space models were used to estimate the RUL. Zhou et al. proposed an indirect degradation indicator construction method for estimating the rotating machinery’s health conditions, in [32], and used a Monte Carlo approach to predict the RUL. Sun et al., in [33], presented the application of a state-space model for the prognostics of an engineering system subject to degradation. A health index was inferred from a set of sensor signals to characterize the hidden health state of the system. Zeng et al. proposed a new equipment degradation state recognition and fault prognostics method based on the kernel principal component analysis and hidden semi-Markov model in [34]. The kernel principal component analysis method was used to construct an optimal set of prognostic parameters while preserving the most important characteristics of the input data.

From the above survey of related works, we can observe that there is a continuing trend to develop an integrated method for RUL prediction, which can fully utilize the advantages of multiple methods. Owing, in part, to the low prediction accuracy of the rotating machinery RUL results, this naturally leads to our primary objective of this paper, which is to improve the RUL prediction accuracy for rotating machinery.

3. Remaining Useful Life

Prediction Framework

To estimate the RUL of the rotating machinery, an integrated RUL prediction framework is proposed based on the GP and Wiener process degradation modeling, as shown in Figure 2. The proposed framework can be implemented as per the following steps.

Step 1 (vibration data collection). For monitoring rotating machinery, a number of sensors of various types (velocity transducer, acceleration transducer, and displacement transducer) are mounted on the bearings of the rotating machinery to measure the initial vibration signals. Run-to-failure vibration data are collected, providing an overall indication of the mechanical system’s health. By calculating the probability density functions of the vibration signals, the most commonly used vibration parameters can be obtained.
Step 2 (optimal degradation indicator extraction). Based on the acquired condition monitoring data, the dimension parameters (e.g., root mean square, mean value, and peak value) and dimensionless parameters (e.g., impulse index, margin index, and kurtosis index) in the time domain are chosen as the original degradation indicators. Then, multiple degradation indicators are constructed through GP with the introduction of FPT. According to this approach, the initial features are combined and optimized, and optimal degradation indicators are formed after the run-to-failure data processing under the FPT. Then, the fitness function is adopted to measure the performances of the generated features. The optimal degradation indicator can well characterize the system health condition.

Step 3 (building Wiener-process-based degradation model). To achieve degradation modeling and RUL estimation for rotating machinery, the optimal degradation indicator is modeled as a Wiener process. The Wiener-process-based degradation is utilized to describe the equipment degradation process.

Step 4 (utilizing Bayesian method and EM algorithm to estimate model parameters). Based on the monitored degradation data, a parameter estimation approach for a degradation model obtained through the collaboration between Bayesian updating and the expectation maximization (EM) algorithm is presented. The Bayesian method is used to update the drift coefficient and the EM algorithm is utilized to update all other parameters. The obtained estimation in each iteration is unique and optimal.

Step 5 (prediction result). Finally, a practical case study is provided to show that the presented approach models the degradation process, estimates the model parameters, and generates a prediction result.

4. Brief Review of Genetic Programming Algorithm and Time-Domain Parameters

4.1. Genetic Programming Algorithm. GP has been proposed as a machine learning method in different fields, and it has the advantage of selecting and constructing features. The basic idea is described below. First, GP randomly creates an initial population (generation 0), which consists of a number of individuals in a tree structure. Then, a fitness function is assigned to calculate the fitness value of each individual. According to the principle of selecting the superior and eliminating the inferior, the proximate optimum solution or the optimal solution for one generation can be found by selecting genetic operators (selected operator, crossover operator, mutation operator, etc.) to optimize the population adaptively.

The tree structure is a common representation of a GP individual. Each individual is a math expression using the tree structure. As shown in Figure 3, the individual is represented as $\sqrt{z \times (y + 2) + \ln x}$.

The nodes of the tree are classified into two types. A node located inside the tree is the operator and the nodes at the leaves of the tree are the terminators, making mathematical expressions easy to evolve and evaluate. For example, the operators in Figure 3 are the basic operators such as “+,” “−,” “∗,” “/,” “sqrt,” “exp,” “log,” and “fabs” as the operator set.

The terminators contain variables “$x$,” “$y$,” and “$z$,” and the constant “2.” We can use these operators and terminators to combine more complicated expressions. In practical application, a few details must be determined before running the GP algorithm:

1. Selection of the operator set: this paper uses “+,” “−,” “∗,” “/,” “sqrt,” “exp,” “log,” and “fabs” as the operator set.
2. Selection of the terminals set: five conventional dimensionless parameters are used as the terminals set in this paper.
3. Design of the fitness function: the fitness function is a measure for evaluating the fitness levels of the individuals.
4. Setting the population size, evolutionary generation, probability settings of genetic operators, and termination criterion.

4.2. Time-Domain Parameters. Most of the existing prognostic techniques use condition-monitoring indexes to represent health. Using the vibration signals in the time domain to extract the degradation indicators is the most common method. In this paper, the dimension parameters and dimensionless parameters are utilized to characterize the dynamics and nonlinearity of the degradation progression. The dimension parameters are the square root of amplitude, root mean square, mean value, and peak value, which are defined as follows [35]:

$$x_d = \left[ \int_{-\infty}^{\infty} |x|^l p(x) dx \right]^{1/l}$$

where $l = \frac{1}{2}$, $l = 1$, $l = 2$, and $l \rightarrow \infty$. \hspace{1cm} (1)
where \( x \) denotes the vibration amplitude, \( p(x) \) denotes the probability density function of vibration amplitude, \( X_e \) is the square root of amplitude, \( \bar{X} \) is the mean value, \( X_{\text{rms}} \) is the root mean square, and \( X_p \) is the peak value.

\[
X_e = \left[ \int_{-\infty}^{\infty} \sqrt{|x|} p(x) \, dx \right]^2 = \left( \frac{1}{N} \sum_{i=1}^{N} |x_i| \right)^2,
\]

\[
\bar{X} = \int_{-\infty}^{\infty} x \, p(x) \, dx = \frac{1}{N} \sum_{i=1}^{N} |x_i|,
\]

\[
X_{\text{rms}} = \sqrt{\int_{-\infty}^{\infty} x^2 \, p(x) \, dx} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2},
\]

\[
X_p = \lim_{l \to \infty} \left[ \int_{-\infty}^{\infty} |x|^\beta \, p(x) \, dx \right]^{1/\beta} = X_{\text{max}}.
\]

The dimensionless parameter is a better diagnostic characteristic. The dimensionless parameters are defined as follows:

\[
\zeta_x = \left[ \frac{\int_{-\infty}^{\infty} |x|^\beta \, p(x) \, dx}{\int_{-\infty}^{\infty} |x|^m \, p(x) \, dx} \right]^{1/\beta},
\]

Specifically,

(i) if \( l = 2, m = 1 \) have waveform index \( S_f \);
(ii) if \( l \to \infty, m = 1 \) have impulse index \( I_f \);
(iii) if \( l \to \infty, m = 1/2 \) have margin index \( CL_f \);
(iv) if \( l \to \infty, m = 2 \) have peak index \( C_f \);
(v) kurtosis index \( K_v = \beta/X_{\text{rms}}^4 \). In the formula, \( \beta \) is a dimension parameter named kurtosis, which is defined as \( \beta = \int_{-\infty}^{\infty} x^4 \, p(x) \, dx \). \( X_{\text{rms}} \) is a dimension parameter named root mean square.

In practice, the above-mentioned dimensionless parameters are frequently used. The dimension parameters vary in different work conditions and may be influenced by disturbances (e.g., speed, load, and sensitivity of the instrument) that cause data deviation. However, the dimensionless parameters are sensitive to faults, instead of work conditions. Moreover, they can classify some types of faults correctly and efficiently. In consideration of the advantages of dimension and dimensionless parameters, an approach to apply GP combing dimension parameters with dimensionless parameters is proposed to construct the optimal degradation indicator, which can characterize the degradation process more comprehensively.

5. Wiener Process Degradation Modeling with Random Effects

As mentioned above, many variants of the Wiener model have been reported in literature. In the model considered in this work, the parameters are estimated using Bayesian updating and the EM algorithm. The Wiener process is typically used for modeling degradation processes where the degradation increases linearly in time with random noise. The rate of degradation is characterized by the drift coefficient.

5.1. Degradation Model. In general, the Wiener process degradation modeling with random effect can be represented as

\[
X(t) = \beta t + \sigma B(t),
\]

where \( \beta \) is the drift coefficient, \( \sigma \) is the diffusion coefficient, and \( B(t) \) is the standard Brownian motion representing the stochastic dynamics of the degradation process. \( \beta \) is considered as a random variable following a normal distribution of \( N(\mu_\beta, \sigma_\beta^2) \), which represents individual differences between the pieces of equipment. Thus, the estimated parameters in the model have \( \mu_\beta, \sigma_\beta^2 \), and \( \sigma^2 \). For convenience, we denote \( \Theta = (\mu_\beta, \sigma_\beta^2, \sigma^2) \) as a parameter vector to represent the model parameters.

Lifetime is usually defined as \( T = \inf \{ t \mid X(t) \geq \eta \} \), which means that the random degradation process \{ \( X(t), t \geq 0 \) \} first reaches a prespecified failure threshold \( \eta \). The probability density function and the expectation of lifetime \( T \) can be directly obtained as

\[
f_T(t) = \frac{\eta}{\sqrt{2\pi t^3(\sigma_\beta^2 + \sigma^2)}} \times \exp\left(-\frac{(\eta - \mu_\beta t)^2}{2t(\sigma_\beta^2 + \sigma^2)}\right),
\]

\[
E(T) = E(E(T | \beta)) = E\left(\frac{\eta}{\beta}\right)
\]

\[
= \frac{\eta}{\sigma_\beta^2} \exp\left(-\frac{\mu_\beta^2}{2\sigma_\beta^2}\right) \int_0^\infty \exp\left(\frac{x^2}{2\sigma_\beta^2}\right) \, dx
\]

\[
= \frac{\sqrt{2}\eta}{\sigma_\beta} D\left(\frac{\mu_\beta}{\sqrt{2}\sigma_\beta}\right),
\]

where \( D(z) = \exp(-z^2) \int_0^z \exp(x^2) \, dx \) is the Dawson integral for a real \( z \), which is known to exist.

5.2. Model Parameter Estimation Based on EM Algorithm [36]. To estimate the parameters, we assume that there are \( n \) tested items and that the degradation data \( X_i = (x_{i1}, \ldots, x_{im}) \) of the \( i \)th item are available, where \( x_{i1}, \ldots, x_{im} \) denotes the degradation observations at time \( t_1, \ldots, t_m \). For simplicity, let \( X = (X_1, \ldots, X_n) \) and \( \Omega = (\beta_1, \ldots, \beta_n) \), where \( X \) denotes the degradation dataset and \( \beta_i \) denotes the drift coefficient of the \( i \)th item.
For a given $X_i$ and $\Theta^{(k)}$, the sampling of the $i$th item is distributed by the following expression:

$$f(X_i | \beta_i, \Theta) = \frac{1}{\prod_{j=1}^{m} \sqrt{2\pi\sigma^2 \Delta t_j}} \exp \left( -\frac{1}{2} \sum_{j=1}^{m} \frac{(\Delta x_{ij} - \beta_i \Delta t_j)^2}{\sigma^2 \Delta t_j} \right)$$  \hspace{1cm} (6)

with $\Delta x_{ij} = x_{ij} - x_{i,j-1}$ and $\Delta t_j = t_j - t_{j-1}$, where $\Delta x_{ij}$ denotes the degradation incremental of the $i$th item from time $t_{j-1}$ to $t_j$ and $\Delta t_j$ denotes the time interval.

The log-likelihood function can be written as

$$\ell(\Theta | X, \Omega) = \sum_{i=1}^{N} \left[ \ln p(X_i | \beta_i, \Theta) + \ln p(\beta_i | \Theta) \right]$$

$$= -\sum_{i=1}^{N} \left[ m \ln 2\pi + \sum_{j=1}^{m} \ln \Delta t_j + m \ln \sigma^2 \right]$$

$$+ \sum_{i=1}^{N} \frac{(\Delta x_{ij} - \beta_i \Delta t_j)^2}{\sigma^2 \Delta t_j} + \ln \sigma^2 + \frac{(\beta_i - \mu_i)^2}{\sigma^2_{\beta}} \right] .$$  \hspace{1cm} (7)

Let us assume that $\Theta^{(k)} = \{\mu^{(k)}_\beta, \sigma^{2(k)}_\beta, \sigma^{2(k)}\}$ is the estimate in the $i$th step based on $X$. With $X_i$ and $\Theta^{(k)}$ known, the posterior distribution of $\beta_i$ will still be normal; that is, $\beta_i \sim N(\mu^{(k)}_i, \sigma^{2(k)}_i)$.

In the Bayesian framework, the posterior distribution of $\beta_i$ can be updated via the Bayesian rule as follows:

$$p(\beta_i | X_i, \Theta^{(k)}) \propto p(X_i | \beta_i, \Theta^{(k)}) p(\beta_i | \Theta^{(k)})$$

$$\propto \exp \left[ -\frac{1}{2} \sum_{j=1}^{m} \frac{(\Delta x_{ij} - \beta_i \Delta t_j)^2}{\sigma^{2(k)}_\beta \Delta t_j} \right] + \frac{1}{2} \frac{n}{2\pi \sigma^{2(k)}_\beta} \sum_{i=1}^{N} \frac{1}{\sigma^{2(k)}_i} \sum_{j=1}^{m} \frac{(\beta_i - \mu^{(k)}_i)^2}{\sigma^{2(k)}_i} \right] .$$  \hspace{1cm} (8)

$$\propto \exp \left[ -\frac{1}{2} \left( \frac{t_m}{\sigma^{2(k)}_\beta} - \frac{1}{\sigma^{2(k)}_\beta} \right) \beta_i^2 - 2 \left( \frac{x_{im} - \mu^{(k)}_i}{\sigma^{2(k)}_\beta} \right) \beta_i \right]$$

$$\propto \exp \left[ -\frac{1}{2} \left( \frac{t_m}{\sigma^{2(k)}_\beta} + \frac{\mu^{(k)}_i}{\sigma^{2(k)}_\beta} \right) \beta_i^2 + 2 \left( \frac{x_{im}}{\sigma^{2(k)}_\beta} + \frac{\mu^{(k)}_i}{\sigma^{2(k)}_\beta} \right) \beta_i \right]$$

Owing to the property of the normal distribution of $\beta_i | X_i, \Theta^{(k)}$, we obtain

$$p(\beta_i | X_i, \Theta^{(k)}) = \frac{1}{\sqrt{2\pi \sigma^{2(k)}_\beta}} \exp \left[ -\frac{(\beta_i - \mu^{(k)}_i)^2}{2\sigma^{2(k)}_\beta} \right]$$  \hspace{1cm} (9)

with

$$\mu^{(k)}_i = \frac{x_{im} \sigma^{2(k)}_\beta + \mu^{(k)}_i \sigma^{2(k)}_\beta}{t_m \sigma^{2(k)}_\beta + \sigma^{2(k)}_\beta},$$

$$\sigma^{2(k)}_i = \frac{\sigma^{2(k)}_\beta \sigma^{2(k)}_\beta}{t_m \sigma^{2(k)}_\beta + \sigma^{2(k)}_\beta},$$  \hspace{1cm} (10)

where we can learn that the posterior estimation of $\beta_i$ can be easily updated once a new observation is available. Now, let us focus on calculating the maximum-likelihood estimation $\hat{\Theta} = (\hat{\mu}_\beta, \hat{\sigma}^2_\beta, \hat{\sigma}^2)$ using the EM algorithm. $\Theta$ can be estimated through two steps: the E-step and the M-step.

In the E-step, the expectation $E[\ell(\Theta | X, \Theta^{(k)})]$ can be computed as follows:

$$E[\ell(\Theta | X, \Theta^{(k)})] = -\sum_{i=1}^{N} \left[ (m + 1) \ln 2\pi + \sum_{j=1}^{m} \ln \Delta t_j + m \right]$$

$$\cdot \ln \sigma^2$$

$$+ \sum_{i=1}^{N} \frac{(\Delta x_{ij} - \beta_i \Delta t_j)^2}{\sigma^2 \Delta t_j} + \ln \sigma^2 + \frac{(\beta_i - \mu_i)^2}{\sigma^2_{\beta}} \right] .$$  \hspace{1cm} (11)

Then, in the M-step, letting $\partial E[\ell(\Theta | X, \Theta^{(k)})]/\partial \theta = 0$, we obtain $\Theta^{(k+1)}$ as follows:

$$\mu^{(k+1)}_i = \frac{1}{n} \sum_{j=1}^{n} \mu_i^{(k)}$$

$$\sigma^{2(k+1)}_\beta = \frac{1}{n} \sum_{j=1}^{n} \left[ (\mu_i^{(k)})^2 - 2 \mu_i^{(k)} \mu_i^{(k+1)} + (\mu_i^{(k+1)})^2 \right],$$

$$\sigma^{2(k+1)} = \frac{1}{nm} \sum_{i=1}^{N} \left[ (\mu_i^{(k)})^2 - 2 \mu_i^{(k)} \mu_i^{(k+1)} + (\mu_i^{(k+1)})^2 \right] \Delta t_j .$$  \hspace{1cm} (12)

The above steps are iterated multiple times to produce a sequence $\{\Theta^{(0)}, \Theta^{(1)}, \Theta^{(2)}, \ldots\}$ of increasingly good approximations $\hat{\Theta} = (\hat{\mu}_\beta, \hat{\sigma}^2_\beta, \hat{\sigma}^2)$. For each iteration, the analytical solution for updating the model parameters is derived. The iterations are usually terminated when the EM algorithm converges.

6. Experimental Demonstrations

In this section, we provide a practical case study to illustrate the application of our model and compare the performance of our model with that of other models.
6.1. Introduction to the Experimental Equipment and Data Acquisition. The bearing is a key device in rotating machinery, and its operating state has a direct influence on the rotating machinery condition. The rotating machinery operation at very high speeds can lead to bearing wear. As the wear accumulates, the bearing will become deformed and such deformation may lead to incipient faults in the rotating machinery. The increasing faults result in the failure of the bearing and of the rotating machinery. Past data show that almost 80% of the failures in rotating machinery result from the wear of rolling element bearings, which were extensively investigated in the literature.

A picture of a test rig is provided in Figure 4, and it shows the major components of the test rig, such as the industrial motor, shaft, and test bearing. The bearings are instrumented with accelerometers in both the axial and radial directions on the bearing housing. An illustration of a bearing is provided in Figure 5.

We use the vibration accelerometer to gather the vibration signals. The sampling frequency is 1 kHz and each sample contains 4096 data points. The failure threshold is determined by the vibration level ISO 2372 and ISO 10816. The rotation speed is maintained at 1800 RPM. A radial load of 2.5 MPa pressure is applied onto the bearing, and twelve failure data of bearings are collected. Among them, eight bearings resulted in outer race failures, which are summarized in Table 1. The failure times are recorded as the times at which the observed values cross the threshold. The total life expectancy of the eight bearings is 932 h.

The monitoring data of the first sample are illustrated in Figures 6 and 7 and show the time-domain vibration waves under the normal condition and in the failure stage, respectively. For our monitored rotating machinery with a terminated life of 900 h, 450 monitoring data were collected at regular condition monitoring intervals of 2 h.

By calculating the vibration signal, four dimension parameters and five dimensionless parameters were measured. For convenience, the square root of amplitude, mean value, root mean square, peak value, waveform index, impulse index, margin index, peak index, and kurtosis index are represented by \( S, M, R, P, W, I, T, L, \) and \( K \), respectively. By visually inspecting the nine features, no obvious trend was found in an individual feature. Among these features, the square root of amplitude showed the best increasing trend, as shown in Figure 8. It showed a smooth trend at the beginning, which, however, fluctuated toward the end of life.

The degradation parameter possessing the worst monotonicity was the mean value, as shown in Figure 9. A sudden increase in the mean value appeared only just before the bearing failed.

6.2. Optimal Degradation Indicator Extraction. The FPT selection results are shown in Figures 10 and 11. It is observed
that the waveform index and kurtosis index are sensitive to the incipient faults in the bearing. The waveform index and kurtosis index were divided into two stages by the FPT. Before FPT, the values of the waveform index and kurtosis index were stable; however, they increased suddenly after the FPT. Therefore, FPT = 630 h indicates the initial time of the degradation process. The degradation data after FPT are used to construct new degradation parameters.

The specific steps to achieve an optimal degradation indicator for application in RUL prediction are as follows.

Step 1. Experimental dataset acquisition is as follows. Run-to-failure data of bearings are obtained.

Step 2. Basic parameters of GP are determined. Table 2 lists the basic parameters of GP.

Step 3. M initial individuals are generated randomly. The initial individual is expressed in $N = f(S, M, R, P, W, I, M, L, K)$ represented new degradation parameter, which means

that the new degradation parameter is a function that depends on the square root of amplitude, mean value, root mean square, peak value, waveform index, impulse index, margin index, peak index, and kurtosis index.

Step 4. The data of the degradation index after FPT = 630 h are computed as the inputs to $N$. The monotonicity is used for evaluating the fitness levels of the individuals. In this paper, the fitness function [15] is defined by

$$fitness = \left| \frac{\#of\,d/dF > 0}{n-1} - \frac{\#of\,d/dF < 0}{n-1} \right|,$$

(13)

where $n$ is the number of observations in a period. $F$ represents a feature and $d/dF$ is the derivative. The larger
Table 2: Basic parameters of GP.

| Parameters                     | Settings |
|--------------------------------|----------|
| Object                         | Building the new degradation indicator |
| Set of terminals               | $S$ (square root of amplitude), $M$ (mean value), $R$ (root mean square), $P$ (peak value), $W$ (waveform index), $I$ (impulse index), $T$ (margin index), $L$ (peak index), $K$ (kurtosis index) |
| Set of functions               | $\pm, -, \ast, /, \exp, \log, \sqrt{}$ |
| Parameters                     | Population size $M = 1000$ Evolutionary generation $G = 50$ |
| Probability settings of genetic operator | Crossover probability 0.85 Mutation probability 0.15 |
| Method of selection            | Tournament selection method, the size of tournament is five |
| Termination criterion          | Required maximum of evolutionary generation |
| Max depth of tree              | Six |

**Figure 12:** Optimal degradation indicator.

the fitness value, the better the monotonicity of the new degradation parameter.

**Step 5.** According to the genetic parameters, new individuals are generated using the following series of actions: reproduction, crossover, and mutation.

**Step 6.** Steps 3, 4, and 5 are executed repeatedly until the algorithm running termination criterion is met.

Analyzing the operation results of GP, the best individual is

$$N = \ln\left(T - e^S\right) + \frac{(W/P + R \ast \sqrt{T})}{S},$$

where $S$, $R$, $P$, $W$, and $T$ represent the square root of amplitude, root mean square, peak value, waveform index, and margin index, respectively.

Figure 12 shows the plot of the optimal degradation indicator obtained from the FPT-to-failure test. A clear increasing trend is exhibited by the optimal degradation parameter, from the FPT concept. RUL prediction can be implemented by modeling the optimal degradation indicator.

7. RUL Prediction

For illustration, the optimal degradation parameter is used as the prediction index to collect the monitoring data for the remaining seven bearings. The collected monitoring data of eight bearings are illustrated in Figure 13 and are used to demonstrate the method developed in this work. The values of the optimal degradation indicator after $t = 630$ h are input into the Wiener model for RUL prediction. Now, we model the degradation process as a Wiener process based on the optimal degradation indicator. The failure threshold is 8.25. When the degradation value increases to 8.25, the bearing will be considered to have failed.

Based on the data shown in Figure 13 and the parameter estimation method presented in the above section (parameter estimation is illustrated after each iteration until convergence in Figure 14), we can observe that the parameters are stable.
over four iterations: $\hat{\mu}_\beta = 0.0288$, $\hat{\sigma}_\beta = 0.0027$, and $\hat{\sigma} = 0.1270$.

Once the estimated parameters are obtained, the expectation of RUL can be calculated.

$$E(T) = \frac{\sqrt{2} \eta}{\sigma_\beta} D\left( \frac{\mu_\beta}{\sqrt{2} \sigma_\beta} \right) = 289.$$ (15)

The entire life is calculated with $T_{EoL} = FPT + RUL$. We can predict that the entire life of the bearing is 919 h, which agrees well with the actual mean experimental results. This demonstrates that our method can accurately estimate the RUL.

For further verification of the effectiveness of our model for RUL prediction, the Wiener-model-based conventional degradation indicator using the FPT is used to predict the RUL of the eight bearings as well. The model is referred to as Model 1 in this paper. The RMS is used to construct Model 1. We have $\hat{\mu}_\beta = 0.0427$, $\hat{\sigma}_\beta = 0.0210$, and $\hat{\sigma} = 0.0152$ through the parameter estimations, and the prediction result is calculated as 705 h for Model 1, which has a relatively large difference with the experimental result. We can see that the obtained result of our model is better than the one given by the Wiener model based on the conventional prognostic features. This demonstrates that our model can improve the accuracy of RUL estimation. In addition, the estimated mean degradation path based on the established model can be expressed as $E[X(t)] = \hat{\mu}_\beta t$. The estimated mean degradation paths using our model and Model 1 are shown in Figure 15.

We can see from Figure 15 that the predicted results of our model gradually match with the actual sample mean, which illustrates that our model has a good fitting degree. However, Model 1 does not consider the monotonicity of the degradation index, which makes the RUL demonstrate a greater variation than the actual mean experimental result. The experiment demonstrates that our proposed integrated RUL prediction method can work well and efficiently.
8. Conclusions

In order to improve the prediction accuracy of rotating machinery, an integrated RUL prediction method based on GP and Wiener process degradation modeling was proposed in this paper. The GP algorithm was used to find a better degradation indicator using the concept of FPT. By selecting an appropriate FPT value, small amounts of data could be used to construct the optimal degradation indicator, and a better degradation indicator could be obtained. A Wiener model was proposed for RUL prediction based on the obtained optimal degradation indicator. As the input to the degradation model, the optimal degradation indicator fusing multiple vibration features could contain more vibration signatures and provide a more noticeable trend than the conventional degradation indicators. Using the measured data, the parameter estimations for the stochastic parameters in the model were updated recursively, by using the condition monitoring observations based on the Bayesian method and EM. The expectation of the predicted RUL was calculated based on the proposed model and the estimated mean degradation path was explicitly derived. Experimental results indicated that the method could effectively improve the accuracy of RUL prediction.

Although we demonstrated the usefulness of our proposed model, there are still many open problems that must be studied. For example, in this case study, eight bearings that were tested resulted in outer race failures. This implied that the health and prediction algorithm was evaluated with respect to only one failure mode of the bearing. In reality, the defect can be either an inner race defect or a roller element defect. Our method has not been fully evaluated with respect to multiple failure modes. In addition, the presented model needs multiple history datasets of similar equipment, which may take a long time to obtain. These problems require considerable further research.
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