Stochastic magnetic actuated random transducer devices based on perpendicular magnetic tunnel junctions

I. INTRODUCTION

True random number generators (TRNGs) are of great interest for many applications such as cryptography, neuromorphic systems and Monte Carlo simulations. Here we investigate perpendicular magnetic tunnel junction nanopillars (pMTJs) activated by short duration (ns) pulses in the ballistic limit for such applications. In this limit, a pulse can transform the Boltzmann distribution of initial free layer magnetization states into randomly magnetized down or up states, i.e. a bit that is 0 or 1, easily determined by measurement of the junction’s tunnel resistance. It is demonstrated that bitstreams with millions of events: 1) are very well described by the binomial distribution; 2) pass multiple statistical tests for true randomness, including all the National Institute of Standards tests for random number generators with only one XOR operation; 3) can be used to create a uniform distribution of 8-bit random numbers; and 4) can have no drift in the bit probability with time. The results presented here show that pMTJs operated in the ballistic regime can generate true random numbers at GHz bitrates, while being more robust to environmental changes, such as their operating temperature, compared to other stochastic nanomagnetic devices.
initial magnetization represented by a vector labeled $\hat{m}$. The blue/red shaded area represents the thermal distribution of the initial magnetization states. The corresponding Boltzmann distribution of the initial magnetization $z$-component ($m_z$) is represented on the right. After applying a pulse, blue regions will relax to $m_z = -1$ (switched, a bit 1) and red to $m_z = +1$ (not switched, a bit 0), the initial magnetization state.

Here we analyze and experimentally demonstrate the probabilistic behavior of medium energy barrier ($E_b \approx 39kT$) perpendicularly magnetized MTJs (pMTJs) in the ballistic limit. We will show that the stochastic nature of the STT switching of these devices operating at a switching probability of 50% can be very well described by the statistics of Bernoulli trials. By whitening the experimentally obtained data stream with only one XOR operation we fully pass the National Institute of Standards and Technology (NIST) statistical test suite for random number generators. In addition, we use the same bitstream to generate a uniform distribution of random numbers, which is important for many applications.

II. SWITCHING PROBABILITY IN THE BALLISTIC LIMIT

Ballistic switching refers to the spin-torque-induced magnetization dynamics for short current or voltage pulses, typically on the order of or less than a few nanoseconds. The main idea is that the pulse transfers angular momentum to the magnetic layer and there is no (or little) time for magnetic fluctuations during the pulse. The pulse can be considered to amplify the Boltzmann distribution of initial magnetization states, as shown schematically in Fig. 1(a). The switching probability in a macromin model in the ballistic limit is given by:

$$p = \exp \left\{ -\frac{\pi^2 \Delta_{\text{eff}}}{4} \exp \left[ -\left( \frac{V}{V_{\text{eff}}} - 1 \right)^2 \frac{2\tau}{\tau_D} \right] \right\},$$

where $\Delta_{\text{eff}}$ is the effective stability factor, which depends inversely on temperature and converges to $\Delta = E_b/(kT)$ in the very short duration-high amplitude pulse limit. $V_{\text{eff}}$ is the threshold bias, the switching threshold in the long pulse limit and $\tau$ is the applied pulse duration. $\tau_D$ is the intrinsic time scale for the dynamics $\tau_D = (1 + \alpha^2) / (2\alpha \gamma \mu_0 H_k)$, with $\alpha$ the damping constant, $\gamma$ the gyromagnetic ratio, and $\mu_0$ the permeability of free space. $H_k$ is the anisotropy field: $H_k \equiv 2K_p / \mu_0 M_s$, with $K_p$ the perpendicular anisotropy and $M_s$ the saturation magnetization. Hence, $\tau_D$ is only indirectly dependent on temperature through changes in material parameters with temperature. The same is the case for $V_{\text{eff}}$, it depends on material parameters that are a function of temperature.

As we aim to operate the device near a switching probability $p$ of 0.5, we derive an expression for the switching probability close to this value. With a linear approximation of Eq. 1 around $p = 0.5$ we find:

$$p(V) = \frac{1}{2} + \frac{\tau \ln 2}{\tau_D V_{\text{eff}}}(V - V_{1/2}),$$

$$V_{1/2} = V_{\text{eff}} + \frac{\tau_D V_{\text{eff}}}{2\tau} \ln \left( \frac{\pi^2 \Delta_{\text{eff}}}{4 \ln 2} \right),$$

where $V_{1/2}$ is the 50% switching voltage threshold. Therefore, the switching voltage for $p = 0.5$ only depends logarithmically on temperature through $\Delta_{\text{eff}}$ and on material parameter $V_{\text{eff}}$ and $\tau_D$ that do not vary greatly with temperature (for device operation well below the magnet’s Curie temperature).

III. SMART DEVICE CHARACTERISTICS

We conducted experiments in the ballistic limit on circularly shaped pMTJs with a MgO tunnel barrier. The free layer is a composite CoFeB/W/CoFeB layer stack (with composition CoFeB $\equiv$ Co$_{18}$Fe$_{54}$B$_{28}$) and the pinned layer is a CoFeB layer that is ferromagnetically coupled to a synthetic antiferromagnet layer structure composed of two Pt/Co multilayers separated by a thin Ru layer. The room-temperature $\Delta$ of the pMTJs studied is 39 and the resistance-area product is $\approx 3 \Omega \mu m^2$ with a free layer diameter of 40 nm. A more detailed description of the devices can be found in Ref. 31 [40].

The stochastic write behavior of our SMART devices was studied by repeatedly applying a reset-read-write-read scheme. We first reset to the desired state with a 50 $\mu$s-long pulse and pulse amplitudes well above the switching voltage (see Fig. 1(c) in the Supplemental Material [41]) and then we determine the state of the device before and after a 1 ns write pulse with a data acquisition (DAQ) board (National Instruments PCIe-6353). We chose a write pulse duration of 1 ns (Tektronix AWG 7102) as this is close to the most energy efficient device switching condition, corresponding to pulse times $\approx \tau_D$ [31].

Figure 1(b) shows a histogram of the measured resistance values for 8 million switching attempts obtained at room temperature ($T_{\text{bath}} = 295$ K) and zero external field. We can clearly observe two distinct, well-separated resistance distributions corresponding to parallel (P) and antiparallel (AP) magnetization configurations with $\langle R_P \rangle$ and $\langle R_{AP} \rangle$ of 2,180 and 3,109 $\Omega$, respectively. Based on the resistance distribution we can then further evaluate if the resistance value obtained during the second read pulse falls into the criteria $\langle R_{AP} \rangle \pm 5 \times \sigma_{AP}$ or $\langle R_{P} \rangle \pm 5 \times \sigma_{P}$, where $\langle R \rangle$ is the mean of a resistance distribution and $\sigma$ is its standard deviation. Thus, we assess if the device either switched or did not switch, assigning a 1 or 0 respectively. Additional device characterization can be found in Sec. 1 of the Supplemental Material [41].
IV. RESULTS AND ANALYSIS

Figure 1(c) shows the switching probability as a function of pulse amplitude at room temperature (red dots). Each point in the graph represents $N_{T} = \text{10,000}$ switching attempts. As expected, the switching probability increases monotonically with pulse amplitude. This data is analyzed with the ballistic macrospin model to obtain key device parameters. The variation of the switching probability with pulse amplitude at $p = 1/2$, i.e. $dp/dV|_{p=1/2}$ gives $\tau D V_{0}$ (Eq. 2) and the pulse amplitude to achieve $p = 0.5$ is $V_{1/2}$. With $V_{1/2}$ and $\tau D V_{0}$ determined, Eq. 3 provides a relation between $V_{0}$ and $\Delta_{\text{eff}}$. We thus fit our $p(V)$ data with the expression for the switching probability (Eq. 1) with only one fit parameter, $\Delta_{\text{eff}}$. The fits can be seen in Fig. 1(c) as the gray dashed lines. We find that they capture the characteristics of the experimental data well. In addition, we repeated the same measurements and analysis at low temperature, $T_{\text{bath}} = 4$ K (blue squares, Fig. 1(c)), to investigate the effect of a large change in temperature on the switching probability and fit parameters [12]. The fit parameters are given in Table I. Interestingly, $\Delta_{\text{eff}}$ does not change significantly with temperature, nor does $\tau D V_{0}$, while $V_{0}$ depends more strongly on temperature. We used the junction material parameters to compute $\tau D V_{0}$ in the macrospin model and find that it is generally a factor of 3 to 8 larger than what is found experimentally. We further find $\Delta_{\text{eff}}$ to be much smaller than $\Delta$ determined from measurements in the long-pulse limit [10]. We discuss these characteristics below.

To further investigate the probabilistic behavior of our pMTJs, we increased the number of switching attempts $N_{T}$ to 8 million and focused on $p \approx 0.5$. To analyze the switching statistics versus time and generate a switching probability distribution we consider non-overlapping $N = \text{100}$ trials as samples. We then count the successfully switched attempts $N_{s}$ in each sample (based on the criteria described earlier). The results for the AP→P transition at room temperature are shown in Fig. 2(a). The solid straight blue line represents the data set’s probability of $p = 0.5027$. We observe no drift. Figure 2(b) shows a number of switching events histogram; we observe a distribution that is symmetric around the mean.

Bernoulli trials describe a random event with two possible outcomes. Each trial is independent and the probability of outcomes does not change over trials. If the outcomes are ‘heads’ and ‘tails,’ and the probability of ‘heads’ is $p = 0.5$, then the Bernoulli trials describe flips of a fair coin. Letting $p$ represent the probability of ‘success’ and $N$ represent the number of trials, for large $N$ the number of successes $x$ is approximately normally distributed. The probability density function (PDF) for the number of successes is given by:

$$f(x) = \frac{1}{\sqrt{2\pi\sigma^{2}}} \exp\left\{ -\frac{(x - \mu)^{2}}{2\sigma^{2}} \right\},$$

where $\mu = pN$ is the mean and $\sigma = \sqrt{N(1-p)}$ is the standard deviation. Returning to the pMTJs, of $N_{T} = 7,999,401$ total attempts, we found 50.27% were bit flips. Using the Bernoulli trial framework, our outcomes are whether or not a bit flip occurred and we take $p = 0.5027$. Then, for $N = 100$ trials the expected mean number of bit flips is $\mu = 50.27$ with variance $\sigma^{2} = 25.00$. The solid black line in Fig. 2(b) is a plot of the normal distribution (Eq. 4) with these values; the histogram of our data is clearly very well characterized by this distribution function.
TABLE I. Fit parameters $\Delta_{\text{eff}}$ and $V_{c0}$ with their corresponding standard deviations as well as $\tau_D V_{c0}$ obtained by fitting the data and from a macrospin model.

| $T$ (K) | Transition | $\Delta_{\text{eff}}$ | $V_{c0}$ (V) | Fit: $\tau_D V_{c0}$ (sV) | Macrospin: $\tau_D V_{c0}$ (sV) |
|---------|------------|----------------------|-------------|------------------|------------------|
| 4       | AP→P      | $1.600 \pm 2 \times 10^{-3}$ | -0.8542 $\pm 4 \times 10^{-5}$ | $0.87 \times 10^{-10}$ | $6.9\times 10^{-10}$ |
| 4       | P→AP      | $1.585 \pm 4 \times 10^{-4}$ | 0.9094 $\pm 1 \times 10^{-5}$ | $1.11 \times 10^{-10}$ | $6.9\times 10^{-10}$ |
| 295     | AP→P      | $1.475 \pm 5 \times 10^{-4}$ | -0.6626 $\pm 2 \times 10^{-5}$ | $1.27 \times 10^{-10}$ | $5.66\times 10^{-10}$ |
| 295     | P→AP      | $1.585 \pm 8 \times 10^{-4}$ | 0.7732 $\pm 3 \times 10^{-5}$ | $1.25 \times 10^{-10}$ | $5.66\times 10^{-10}$ |

FIG. 2. Statistical analysis of the number of switched attempts. (a) Number of switched attempts $N_s$ for the AP→P transition in a sample size of $N = 100$ versus the sample number for the same device at $T_{\text{bath}} = 295$ K. The solid straight line in the plot represents the switching probability $p = 0.5027$ of the whole data set ($N_T \approx 8 \times 10^6$). (b) Histogram of the switched events $N_s$ of the same data set. The solid black line in the plot shows the binomial distribution of a slightly weighted coin flip with a probability of $p = 0.5027$ and a variance of $\sigma^2 = 25.00$. (c) Variance $\sigma^2$ of the switched attempts distribution versus the number of trials in a sample $N$ at $T_{\text{bath}} = 4$ K (blue squares) and 295 K (red dots). The solid black line graph shows the expectation for a Bernoulli process with $p = 0.5$.

We continued by calculating the mean of the switched attempts $\mu = \langle N_s \rangle$ as well as the variance of the corresponding distribution as a function of $N$, the number of trials in a sample, with $N$ varying from 10 to 2000:

$$\sigma^2 = \langle N_s^2 \rangle - \langle N_s \rangle^2.$$  

(5)

This is shown in Fig. 2(c) as the red dots for the room temperature data and the blue squares for data at 4 K. The solid black line represents the expected variance as a function of $N$ for $p = 0.5$. The data deviates upward from the line at large sample size $N$, as expected when the number of total samples is not sufficiently large (i.e. when $N$ approaches $N_T$).

V. SAMPLING A UNIFORM DISTRIBUTION

A critical elementary operation in probabilistic computing applications, e.g. Monte Carlo simulations, is to draw samples from different distributions. The fitness of different devices can be evaluated in terms of the statistical quality of the samples their bitstreams generate. We place eight consecutive readings of our SMART device in each position of an 8-bit string, interpreting it as a random number from 0 through 255. Figure 3(a) shows the histogram for 1,499,996 8-bit samples created from $N_T = 11,999,968$ measurements of the P→AP transition at $T_{\text{bath}} = 295$ K. The experimentally obtained random numbers (black data points) can be very well described by an ideal uniform distribution (red solid line) and provide a $\chi^2/\text{DOF} = 1.13$, where DOF stands for the degrees of freedom defined as the number of data points minus 1.

Transformation of samples from a uniform distribution to various standard distributions, and repeated calculations based on drawing many samples, both rely on the quality of the uniform random samples generated. Using a device that produces independent and identically distributed coin flips with $p = 0.5$ to generate an infinite number of uniform samples should yield a PDF that is a constant, and a cumulative distribution function (CDF) that is a line with a constant slope. We quantify the error from a finite set of $N$ samples using the Kolmogorov-Smirnov statistic (KSS), which measures the maximum deviation of the empirical CDF of the observed distribution from the desired distribution $[43]$. For a set of $N$ uniform samples, the KSS $\approx 1/\sqrt{N}$ (Fig. 3(b), dashed red line). We now interpret the 8-bit string as a uniformly distributed random number $[0,1)$ in 8-bit fixed point notation. A plot of the KSS as a function of $N$ uniform samples generated using the SMART bitstream, shown
in Fig. 3(b), shows a deviation from $1/\sqrt{N}$ behavior for $N \sim 10^7$. This is a consequence of $p = 0.5 + \delta$ with $\delta = 2 \times 10^{-3}$ for this data set. Upon whitening the data by taking the logic XOR, exclusive or function, of consecutive bits [35], the error away from $p = 0.5$ is reduced to $4 \times 10^{-4}$, and the KSS follows $1/\sqrt{N}$ to $N > 10^5$ (Fig. 3c). More generally, any deviation from the desired $p$ by $\delta$ will produce a lower limit beyond which increased sampling will not improve the KSS beyond order $\delta$. Heuristically, there is a limit to the number of samples we can take while ignoring the small deviation from a fair flip. This derives from the deviation in the probability of most 8-bit strings being of order $\delta$, with the deviation being positive if the number of 1s is more than the number of 0s, vice versa, and zero if they are equal. Put differently, the number of samples beyond which deviation of the generated samples from the desired distribution becomes statistically significant is of order $1/\delta^2$.

We close this discussion by emphasizing that there are other characteristics of the SMART bitstream, such as an absence of correlations, and timing that indicates random draws, which lead to the relationship of $p$ and the KSS. In devices where those pathologies are present, even if they more faithfully produce $p = 0.5$, limitations to the quality of the samples will simply have a different origin. Analysis of these connections is provided in greater detail in Sec. 2 in the Supplemental Material [41].

VI. NIST STATISTICAL TESTS

In addition to the statistical analysis of the STT switching of our pMTJs and the generation of uniform random numbers, we also tested the generated data streams with the NIST statistical test suite [36]. The test suite consists of numerous frequency and non-frequency related tests. The frequency related tests evaluate the number of 1s in the data set, while the non-frequency related tests check for special patterns for example. The results of a $N_T = 12$M data stream can be found in Table II.

We find that our initial data streams obtained at room temperature for the AP→P transition with $p = 0.5027$ and P→AP with $p = 0.5034$ pass 184 out of the 188 tests, resulting in an identical passing rate of $97.87\%$ (see XOR stage 0 in Table II). We whiten the bitstream with a single XOR operation and the effect of this process is again evident: the passing rate jumps to $100\%$, all tests pass (see XOR stage 1 in Table II). While we are creating the bitstreams from a single device, it is clearly possible to parallelize the creation of the inputs by simply using multiple devices which will result in a reduction of the probability bias of the order $\delta$ to $\delta^2$, assuming identical device switching probabilities. See Sec. 3 in the Supplemental Material [41] for more detailed information about the NIST tests.

VII. DISCUSSION

We have seen that the small probability bias of our SMART device can be handled by whitening the bit-stream, but it can also be managed by simply adjusting the pulse amplitude or pulse duration. While the whitening of the bitstream is generally a great way to improve the quality of the random numbers, the latter option can only be used for a fixed (time-independent) deviation of the switching probability from 0.5. We expect our SMART devices to be relatively insensitive to changes in operating temperature. For instance, a temperature change of $\pm 15 \, \text{K}$ would change $\Delta$ by $\pm 5\%$ and result in a change of $p \pm 3.5\%$ in the ballistic limit (Eq. 1). However, for long pulses (i.e. $\tau \gg \tau_T$) the spin torque can be considered to modify the energy barrier to thermally activated reversal. In the paper by Fukushima et al. [35] they assume $p = 1 - \exp(-\Gamma_0 \tau \exp(-\Delta(1-v')/\nu))$,
with $\nu = 2$. Due to this double-exponential temperature dependence, the same change in $\Delta$ of $\pm 5\%$ would lead to $p \pm 47\%$ (assuming the same device parameters, $\Delta = 40$, $\Gamma_0 = 10^9$ s$^{-1}$, and $\tau = 10^{-4}$ s). The same double-exponential temperature dependence can be found for the switching probability of superparamagnetic MTJs, where $p = 1 - \exp(-\Gamma_0 \exp(-\Delta))$, and is thus very sensitive to small changes in temperature compared to the switching probability of our SMART devices.

We now return to device parameters found in fitting the switching probability versus pulse amplitude results in Fig. 1(c), the results shown in Table I. First, we found $\Delta_{\text{eff}} \ll \Delta$, with $\Delta$ determined by measurements with longer pulses [40]. This is a characteristic of switching experiments with small overdrives, $V/V_c$ greater than 1 but not much greater than 1. In this case thermal fluctuations during the pulse (not simply the initial magnetization state) play a role, as the spin torques amplify all fluctuations, even those during the pulse. This was found in a Fokker-Planck modeling of the switching process and in experiments on perpendicular spin-value nanopillars [39]. Importantly, in Ref. [39] it was shown that Eq. 1 still accurately characterizes the switching probability with a $\Delta_{\text{eff}} \ll \Delta$. As noted earlier, we also found that the fit values of $\tau_D V_c$ are smaller than those expected based on the macrospin model with our device material parameters. This is consistent with other experiments on nanomagnetic switching dynamics that find shorter time scales $\tau_D$ than those in the macrospin model [41, 45]. Finally, the change in the fit parameter $V_c$ from $T_{\text{bath}} = 295$ to 4 K is similar to the percentage changes we found in $V_c$ in this temperature range by analyzing long-duration pulse results (see Fig. 3(a) of Ref. [40]).

| Test name / XOR stages | 0 → P | 1 → P | 2 → 0 | 1 → AP | 2 → AP |
|------------------------|-------|-------|-------|--------|--------|
| Frequency (Monotbit)   | 1/1   | 1/1   | 1/1   | 1/1    | 1/1    |
| Frequency within a Block | 1/1  | 1/1   | 1/1   | 1/1    | 1/1    |
| Run                    | 1/1   | 1/1   | 1/1   | 1/1    | 1/1    |
| Longest Run of Ones in a Block | 1/1 | 1/1   | 1/1   | 1/1    | 1/1    |
| Binary Matrix Rank     | 1/1   | 1/1   | 1/1   | 1/1    | 1/1    |
| Discrete Fourier Transform (Spectral) | 1/1 | 1/1   | 1/1   | 1/1    | 1/1    |
| Non-Overlapping Template Matching | 148/148 | 148/148 | 148/148 | 148/148 | 148/148 |
| Overlapping Template Matching | 1/1  | 1/1   | 1/1   | 1/1    | 1/1    |
| Maurer’s Universal Statistical | 1/1  | 1/1   | 1/1   | 1/1    | 1/1    |
| Linear Complexity      | 1/1   | 1/1   | 1/1   | 1/1    | 1/1    |
| Serial                 | 1/1   | 1/1   | 1/1   | 1/1    | 1/1    |
| Approximate Entropy    | 1/1   | 1/1   | 1/1   | 1/1    | 1/1    |
| Cumulative Sums (Forward) | 1/1  | 1/1   | 1/1   | 1/1    | 1/1    |
| Cumulative Sums (Reverse) | 1/1  | 1/1   | 1/1   | 1/1    | 1/1    |
| Random Excursions      | 1/1   | 1/1   | 1/1   | 1/1    | 1/1    |
| Random Excursions Variant | 1/1  | 1/1   | 1/1   | 1/1    | 1/1    |

VIII. CONCLUSION

In summary, these results clearly demonstrate that medium energy barrier pMTJs operating in the ballistic limit have great potential for true random number generation. We have assessed the statistics of the experimentally obtained bitstreams by comparing it to a binomial distribution as well as explored their potential for numerous applications by sampling a uniform distribution. By whitening the bitstream with one XOR operation, we have shown that the bitstream passes all NIST tests designed for evaluating the quality of random number generators. In addition, compared to other nanomagnetic device concepts, such as STT devices operated with long duration pulses and superparamagnetic MTJs, we have found that our devices show the potential of having a lower temperature sensitivity, can have no drift of the switching probability with time and offer the possibility of precisely varying the switching probability by pulse conditions.
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