Fast and accurate primary user detection with machine learning techniques for cognitive radio networks

G. A. Pethunachiyar¹, B. Sankaragomathi²
¹Department of Computer Applications, The Tamilnadu Dr. Ambedkar Law University, India.
²Department of Electronics and Instrumentation Engineering, National Engineering College, India

ABSTRACT

Spectrum decision is an important and crucial task for the secondary user to avail the unlicensed spectrum for transmission. Managing the spectrum is an efficient one for spectrum sensing. Determining the primary user presence in the spectrum is an essential work for using the licensed spectrum of primary user. The information which lacks in managing the spectrum are the information about the primary user presence, accuracy in determining the existence of user in the spectrum, the cost for computation and difficult in finding the user in low signal-to noise ratio (SNR) values. The proposed system overcomes the above limitations. In the proposed system, the various techniques of machine learning like decision tree, support vector machines, naive bayses, ensemble based trees, nearest neighbour’s and logistic regression are used for testing the algorithm. As a first step, the spectrum sensing is done in two stages with orthogonal frequency division multiplexing and energy detection algorithm at the various values of SNR. The results generated from the above algorithm is used for database generation. Next, the different machine learning techniques are trained and compared for the results produced by different algorithms with the characteristics like speed, time taken for training and accuracy in prediction. The accuracy and finding the presence of the user in the spectrum at low SNR values are achieved by all the algorithms. The computation cost of the algorithm differs from each other. Among the tested techniques, k-nearest neighbour (KNN) algorithm produces the better performance in a minimized time.
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1. INTRODUCTION

In today’s wireless environment, the usage of communication technologies is rapidly increasing day to day. The spectrum scarcity is increased because of the wide usage of wireless technologies. Cognitive radio (CR) Technology has the solution to the scarcity problem. The dynamic spectrum access advantages and the applications of CR technology discussed [1, 2]. There are two types of users in CR technology. The licensed user otherwise called as the primary user, the unlicensed user is known as the secondary user who can use the spectrum of a primary user without affecting the activity of the primary user. Secondary users can avail the spectrum by sensing the spectrum continuously for detecting the spectrum holes. Energy Detection algorithm is an efficient for spectrum assignment in CR. It works well in low SNR values and in the
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applications that has the minimum power. The author presented the performance of the system by examining the results of the probability of detection, error statistics and the probability of false alarm [3]. CR is an intelligent communication technology in wireless environment to increase the efficiency of the spectrum by using the available bandwidth at the maximum.

The main problem of the spectrum sensing is to detect the primary user presence in the spectrum. Energy detection for the primary user detection is used for spectrum efficiency [4, 5]. To overcome the limitation of fixed threshold, spectrum sensing with the adaptive threshold is presented. Adaptive threshold detects the signal at low SNR rates [6]. The fundamental and important mechanism of cognitive radio networks (CRN) is to sense the fading. The author explained the spectrum sensing with additive white gaussian noise (AWGN) over the fading channels. The steps involved in setting the threshold for the spectrum sensing is analyzed [7]. The new algorithm for adaptive threshold determination is presented. The author used the Welch’s and Discrete Wavelet Packet Transform energy detection methods with the adaptive threshold for detection of the user in the spectrum [8]. OFDM based energy Detection algorithm is presented in detecting the presence of the user in the spectrum with the timing offset. The accurate threshold is determined without calculating the timing offset [9]. Energy detection algorithm with AWGN is added to the measured signal for transmission. It detects the signal at low SNR values. The probability of detection and false alarm are analyzed for the different SNR values and for the different number of samples [10]. The machine learning algorithms is used for improving the spectrum sensing [11-17]. Among the machine learning algorithms prescribed by the author, KNN and random forest for the spectrum usage opportunistically. These algorithms are used for detecting the 4G signal for making use of the spectrum for other applications. The ensemble algorithms with machine learning techniques are used for training and detecting the Primary user signal. Support vector machines (SVM) and neural networks are also used for analysis. The importance of cognitive radio networks and its applications in various fields are discussed by the author [18-21]. None of the above algorithms use the energy detection with machine learning for spectrum sensing. The proposed system uses the OFDM based energy detection method for spectrum sensing and machine learning. The proposed method uses the different machine learning algorithms which give the more accuracy results in comparison with other spectrum sensing techniques. The supervised machine learning algorithms contains the regression and classification algorithms. In regression, logistic regression is used for detecting the primary user and in classification algorithms SVM, decision trees, ensemble based tress, naive bayes and KNN are used.

The contributions of the proposed system are summarized as follows.

a) The methods used in the proposed system are more auspicious than the techniques which are mentioned above in spectrum sensing.

b) The proposed detection algorithm produces 100% accuracy in detecting the primary user signal at the licensed spectrum.

c) This system uses the classification and regression algorithms and OFDM based energy detection signal for its detection.

d) Data set is generated based on the proposed algorithm and it is used for training and validating the machine learning techniques.

e) The proposed system performance is analyzed with the classification and regression technique. The results of the algorithm are compared based on the speed, accuracy time taken for training, confusion matrix and area under the curve (AUC).

f) The performance measures based on confusion matrix also analyzed and presented for the proposed algorithms.

g) All the detection method used in this algorithm produces 100% accuracy in detection and the performance is varied in speed and time.

The arrangement of the paper is as follows. The concept of Machine Learning is presented in Section 2, Section 3 gives the algorithm used for the data set generation, Section 4 gives the performance analysis of the proposed classification algorithms and the logistic regression algorithm and last, the paper is concluded with the conclusion and future works.

2. MACHINE LEARNING FOR SPECTRUM SENSING

Machine learning automates and analyzes the model for learning the data. It uses the artificial intelligence for learning the data, pattern identification and make decisions based on the analysis. There are many types of machine learning. Among the types, supervises learning algorithms are mostly used by the many real time applications.

Supervised learning algorithms have many inputs and single output from the inputs. Inputs can be named as Z (Z takes many inputs as Z1, Z2, …Zn) and learn the input values to produce the output. Here, the output is named as X and the techniques of machine learning algorithms are used to map the inputs to the output.
\[ X = f(Z) \] (1)

The aim of the function is to predict the output from the input variables after learning the data. The machine learning algorithms used for analysis are described as follows.

2.1. Classification algorithms
2.1.1. K-nearest neighbor algorithm

KNN is a simple and effective machine learning algorithm. The observations are classified into several categories according to the size of the variables in database. Dividing the observations into many classes are referred as a method of free distribution. It is more suitable for CR because the parameters and the size used in cognitive radio are large and it has the capability to separate data into different categories. KNN is implemented with the following steps. The first step is to transform the inputs into the vectors. The method works by measuring the distance between the vectors. Euclidean distance is the mostly used in calculating the distance. If the vectors are named as a and b where \( a = \{a_1, a_2, a_3...a_n\} \) and \( b = \{b_1, b_2, ...b_n\} \). The distance between the vectors are calculated using the (2).

\[ d(a,b) = d(b,a) = \sqrt{\sum_{i=1}^{n}(ai - bi)^2} \] (2)

The formula is used to determine the distance and to test the values in the data set. The probability of the input points are determined and similarity with the test data are identified. The classification is done according to the highest probability.

2.1.2. Support vector machines

SVM transforms the input data into the needed form. The kernel is used with the SVM for transforming the input. The low dimensional input data is converted into the high dimensional with the help of kernel. Addition of dimension for transforming the non separable into separable classes. Robustness, accuracy and flexibility is provided by SVM algorithm with the kernel. For determining the linear kernel, the dot product between each two products are calculated. The polynomial kernel is the more generalized form of the above kernel and it is used for data with more number of dimensions.

2.1.3. Naive bayes

Bayes’ theorem is the basis for Naive Bayes algorithm. Here, the independent assumptions between predictors are calculated. It is chosen because of its simplicity in building the model, producing efficient results for large data-sets and its usage of parameters in iterations. This algorithm outperforms for the most of the real time applications. For any class c, the predictor x is the independent of all the predictor values. The posterior probability is determined using the following (3).

\[ P(c|x) = \frac{P(x|c)p(c)}{P(x)} \] (3)

Where \( P(c|x) \), \( P(c) \), \( P(x|c) \) and \( P(x) \) are the posterior probability, prior probability, probability of predictor and prior probability of predictor respectively.

2.1.4. Ensemble based classifier

The number of weak classifiers are combined to generate the ensemble based algorithm. The data set is trained by combining all the weak classifiers. The retraining of the classifier is avoided by updating the data in the source. By combining all the week classifiers, the prediction in accuracy is improved. Decision trees and ensembles trees are used for testing the accuracy of the results of the data set. Decision trees is the mostly used powerful and popular technique for classification in the decision tree algorithm. It is like tree structure where node, branch and leaf represents the test on the data, outcome from the tested data and class label of the each attribute.

2.1.5. Logistic regression

If the output variable is real then the regression can be used. In our proposed system, logistic regression used when the dependent variable is of the form binary. The binary data is used in the outcome predictor variable. It finds the relationship between the binary predictor variable and with all other variables.
3. PROPOSED ALGORITHM FOR DATASET GENERATION

The steps involved in generating the data set generation for analysis are as follows.
1) Selection of signal to noise ratio.
   The user can select any SNR value starting from -15 dB for generating the database. Because the algorithm produced here achieves the accurate probability of detecting the primary user from any SNR value starting from -15 dB. In [22], the author presented the blind spectrum sensing method for the primary user detection. This algorithm provides the results above 90% from the SNR value - 3 dB. Compared with this, the proposed algorithm shows the better results even in SNR value -15dB.
2) Number of Iterations
   The number of iterations chosen for the data set generation is 100. With the minimum number of iterations data set are generated,
3) Modulation type
   The modulation type used is quadrature phase shift keying (QPSK). The modulation type can be any one of the base phase shift keying and quadrature amplitude modulation.
4) Signal generation using OFDM
   a) Signal=OFDM (Modulation Type)
   b) Calculation of the power of the signal
   c) Linear SNR calculation for the given SNR
   d) Noise Variance for OFDM signal with linear SNR
5) Signal generation using energy detection
   a) Noise generation from noise variance
   b) Signal generation for the linear SNR
   c) Add AWGN to the generated Signal
   d) Add signal and noise to transmit the signal
6) Energy and threshold determination for the generated signal
7) Compare energy and threshold for detecting the presence of primary user at the spectrum
8) Print the value of Signal, Noise, Pf, Pd, energy and threshold and concatenate all the values to make it as a Database.
9) goto Step 1 for updating the SNR value.
10) If signal is negative then it is considered as 0 for optimization that the primary user is absent in the spectrum.
11) If signal and noise is positive then the primary user is Present and it is considered as 1.
12) If noise is negative and signal is positive then considered as primary user is present and it is considered as 1
13) If both signal and noise are negative then spectrum is available for secondary user usage.
14) Database is optimized based on the steps from step10 to step 13.

4. RESULTS AND DISCUSSION

The data set is generated using the above algorithm. Data set with 5000 records are considered for obtaining the performance measures of the proposed system. Data set is divided into 70% and 30% for training and testing respectively. Table 1 describes the parameters used in the primary user prediction. For training 3500 records are used. Trained model is used for validation. Testing the performance of the trained model, 1500 records are used for validation. The parameters used in simulation in Table 1.

| Field Name | Field Description |
|------------|-------------------|
| Signal     | The value of the signal |
| Noise      | Noise in the signal |
| PF         | Probability of False Alarm |
| PD         | Probability of Detection |
| Energy     | Energy level in the signal |
| Threshold  | Threshold for the generated signal |
| Signal_Opt | Optimized Signal Value |
| Noise_Opt  | Optimized Noise Value |
| PU         | Primary User Presence |
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4.1. Confusion matrix

Confusion matrix is used as an efficient measuring parameter for getting the measured performance values of the algorithm used. Table representation of confusion matrix is described in Table 2. For training 3500 records are used. Trained model is used for validation. Testing the performance of the trained model, 1500 records are used for validation. Confusion matrix is used as an efficient measuring parameter for getting the measured performance values of the algorithm used.

| Actual | Predicted (0) | Predicted (1) |
|--------|---------------|---------------|
| (1)    | TP            | FN            |
| (0)    | FP            | TN            |

Where P stands for Positive and N stands for Negative
True Positive (TP): Both the observation and Predicted is True
True Negative (TN): Both the observation and Predicted is True
False Negative (FN): Predicted negative for the observation positive
False Positive (FP): Predicted positive for the observation negative

Confusion Matrix obtained for the machine learning algorithms KNN, SVM, Decision Tree, Naive Bayes and Linear Regression are depicted in Table 3. The results of the proposed system out performs all other algorithms presented in [23-25].

4.2. Computational cost of algorithms

The computational cost of prediction speed, training time, and accuracy are determined using different machine learning algorithms. The performance measures of all the algorithms except KNN are described in Table 4. The accuracy rate produced by all the algorithms except ensemble boosted trees is 100%. For ensemble boosted trees, it produces only 50.4 % accuracy. It fails to predict the negative results. The negative results are predicted as positive. Among all the algorithms, the KNN produces the result with 100% accuracy in minimum time. The KNN results for the different neighbour values are also considered for analysis.

Weighted KNN is an improved version of KNN. It depends on the number of neighbours. If number of neighbours is small, then it results in increasing the errors in classification result. Otherwise, there is a chance of having values from other classes in prediction. The results of KNN with different neighbour values are placed in Table 5.

| Name of the Algorithm | Accuracy | Prediction Speed | Training Time |
|-----------------------|----------|------------------|---------------|
| Decision Trees        | 100%     | -26000 obs/sec   | 4.7237 sec    |
| Ensemble Bagged Trees | 100%     | -26000 obs/sec   | 4.7237 sec    |
| Ensemble Boosted Trees| 50.4%    | -72000 obs/sec   | 12.22 sec     |
| Naive Bayes           | 100%     | -930 obs/sec     | 13.607 sec    |
| SVM                   | 100%     | -19000 obs/sec   | 9.9632 sec    |
| Logistic Regression   | 100%     | -27000 obs/sec   | 27.124 sec    |

| Number of Neighbors | Distance Weight | Accuracy | Prediction Speed | Training Time |
|---------------------|-----------------|----------|------------------|---------------|
| 5                   | Squared Inverse | 100%     | -27000 obs/sec   | 2.58 sec      |
| 10                  | Squared Inverse | 100%     | -20000 obs/sec   | 1.5115 sec    |
| 20                  | Squared Inverse | 100%     | -11000 obs/sec   | 1.5769 sec    |
| 5                   | Inverse         | 100%     | -29000 obs/sec   | 1.5684 sec    |
| 10                  | Inverse         | 100%     | -27000 obs/sec   | 1.5643 sec    |
| 20                  | Inverse         | 100%     | -18000 obs/sec   | 1.4775 sec    |
4.3. Area under the curve (AUC)

One of the commonly used methods of measuring the accuracy of the model is AUC. The value of AUC is from 0.5 to 1.0. 0.5 denotes the no discrimination for the predictors. If AUC lies between 0.7 and 0.8 then the model is considered as acceptable. If the values are between 0.8 and 0.9 then the model is considered as the best classifier model. If the value is above 0.9 then the performance of the model is considered as the excellent and it is considered as the correct classifier model for the corresponding data set. AUC of the proposed system is displayed in Figure 1.

![Figure 1. Area under the curve for the proposed machine learning algorithms](image)

5. CONCLUSIONS AND FUTURE WORK

In the proposed system, the machine learning based spectrum sensing is used. It is an essential for cognitive radio networks to detect the presence of the primary user in low signal to noise ratio values. Data set is generated for the low SNR values. The data are classified according to the presence of the primary user. To train and validate the model, training and testing data set is generated from the data set. KNN, SVM, naive bayes, decision trees, ensemble based trees and logistic regression are used in analysis by extracting the features of the corresponding classifier model. Confusion matrix, computational cost and area under the curve are used to compare the performances of the algorithms. The results show that the proposed system outperforms all other algorithms in predicting the presence of the primary user. As a future work, other spectrum sensing algorithms can be investigated by extracting the more features of the signal. Here, primary user presence is considered for analysis. The detailed analysis of cognitive radio networks can be explored by including the number of primary users and secondary users in the spectrum for the better performance and for the better utilization of the spectrum.
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