Highly-Excited Rydberg Excitons in Synthetic Thin-Film Cuprous Oxide
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Cuprous oxide (Cu$_2$O) has recently been proposed as a promising solid-state host for excitonic Rydberg states with large principal quantum numbers ($n$), whose exaggerated wavefunction sizes ($\propto n^2$) facilitate gigantic dipole-dipole ($\propto n^4$) and van der Waals ($\propto n^{11}$) interactions, making them an ideal basis for solid-state quantum technology. Synthetic, thin-film Cu$_2$O samples are of particular interest because they can be made defect-free via carefully controlled fabrication and are, in principle, suitable for the observation of extreme single-photon nonlinearities caused by the Rydberg blockade. Here, we present spectroscopic absorption and photoluminescence studies of Rydberg excitons in synthetic Cu$_2$O grown on a transparent substrate, reporting yellow exciton series up to $n = 7$. We perform these studies at powers up to 2 mW and temperatures up to 150 K, the highest temperature where Rydberg series can be observed. These results open a new portal to scalable and integrable on-chip Rydberg-based quantum devices.

I. INTRODUCTION

Photons are one of the most promising candidates for exploiting quantum mechanical laws in the era of the second quantum revolution. Compared to particles such as atoms or ions, they are less susceptible to environmental perturbations and can be efficiently generated, measured, controlled, and transmitted over long distances. However, the lack of strong interactions between photons significantly hinders their application for the development of large quantum networks and scalable quantum technologies [1–3]. Excitons, the solid-state equivalent of the hydrogen atom, can mediate interactions between photons and create giant optical nonlinearities [4]. Besides, because excitons exist in solid-state platforms, which are inherently robust, miniature, and scalable, they pave the way for novel quantum devices. Excitons are composed of a positive hole and a negative electron, resulting in a hydrogen-like energy level structure governed by the Rydberg formula [5]

$$E_n = E_g - \frac{Ry}{(n - \delta_n)^2},$$

(1)

where $E_g$ is the bandgap energy, $Ry$ is the binding energy, $n$ is the principal quantum number of the state, and $\delta_n$ is the quantum defect, which describes perturbations caused by the screening of Coulombic interactions within Cu$_2$O’s lattice and the non-parabolicity of Cu$_2$O’s band structure [4]. States with high principal quantum numbers, known as Rydberg states, are linked to long lifetimes which are proportional to $n^3$, meaning that highly excited states could be used to obtain long coherence times on the order of nanoseconds [4–6]. Moreover, Rydberg excitons have wavefunction sizes which scale as $n^2$, allowing them to interact via long-range dipole-dipole and Van der Waals interactions, which scale as $n^4$ and $n^{11}$, respectively [7–8]. These interaction can be large enough to perturb the energy level of nearby atoms or excitons to the point that they no longer have the same excitation frequency as the single isolated atom or exciton [9]. This phenomenon, known as Rydberg blockade, has been the backbone of several atomic Rydberg quantum systems such as all-optical transistors [10–11], high fidelity two-qubit gates [12–13], and analog quantum simulators [14–15].

Here, we are interested in the semiconductor cuprous oxide, which has been recently emerged as an ideal host for Rydberg excitons [4], with properties necessary to bring the strength of blockade interactions to a solid-state platform [16–18]. As shown in Fig. 1(a), it is a direct bandgap semiconductor ($E_g \approx 2.17$ eV) with a symmetric, cubical lattice which suppresses coupling to...
phonon modes and a large binding energy (around 98 meV) which allows it to host a large number of Rydberg states without them undergoing the thermal ionization. Its two topmost valence bands (VBs) (Γ₈⁺ and Γ₇⁺) are created from Cu 3d electrons, whereas the lowest and highest conduction bands (CBs) (Γ₆⁻ and Γ₈⁻) result from 4s electrons in Cu and 2p electrons in O, respectively [19]. Transitions between the bands lead to four exciton series named the yellow, green, blue, and violet series for the colors of their emitted photons. Here, we are interested in the yellow series, whose valence band has the same parity as its conduction band, meaning that while p-excitons are dipole-allowed to directly recombine to the valence band, the 1s-excitons are dipole-forbidden. When considering the fine structure, the 1s-orthoexciton recombination is only quadrupole allowed while the 1s-paraexciton recombination is forbidden up to all orders [4, 20]. This property sets Cu₂O apart even from other Rydberg-compatible materials, such as transition metal dichalcogenides (TMDCs) that sport giant binding energies on the order of hundreds of meV [21, 22], but have ground state lifetimes on the order of picoseconds due to their dipole-allowed states [23].

So far, a preponderance of the studies on Rydberg excitons in Cu₂O have been focused on bulk samples obtained from the Tsumeb mine in Namibia and mechanically polished to ensure surface smoothness [24–30]. In these studies, states up to n = 30 have been reported [24]. However, a growing number of studies have been conducted on synthetic samples, where states up to n = 10 have been observed [31, 32]. These studies not only promise to realize Cu₂O’s potential for scalability, but also to allow the coupling of excitons to on-chip nanophotonic circuits. Further, in thin-film samples whose thicknesses are smaller than the blockade radius, only one Rydberg exciton can be excited, leading to an extreme nonlinearity at the single-photon level. This nonlinearity could not only be harnessed in quantum devices such as single-photon sources or low-intensity optical switches, but could also be applied to the general development of efficient, nonlinear quantum optical devices [16, 33, 34]. In this article, we present the first spectroscopic characterization of Rydberg excitons on a synthetic thin-film sample of Cu₂O on a fused silica substrate, as well as the effects of temperature and excitation power on these resonances.

II. RESULTS AND DISCUSSIONS

A. Sample Preparation

To synthesize the sample, a 700 nm Cu film was deposited on the substrate via e-beam evaporation, with a 5 nm Ti layer in between the Cu and the substrate to increase adhesion. Next, the Cu was oxidized at 850 °C and 1 mbar pressure to get Cu₂O [31]. Fig. 1(b) shows a microscope image of the finished sample. To characterize the sample, we examined it with a scanning electron microscope (SEM), as shown in Fig. 1(c). As can be seen, the Cu₂O forms a microcrystalline thin-film on the substrate.

B. Optical Density Measurement

The optical density (OD) measurement was performed by passing light from a broadband white light source (Thorlabs SLS201L) through the sample. The light was focused onto the sample with an objective lens with NA = 0.42 (Mitutoyo Plan Apo 20x). The transmitted light was collected with an objective lens of the same model and sent to a spectrometer (Princeton Instruments HRS-750, 1200 gratings/mm, 50 µm slit width, resolution of 0.036 nm). The measurement was repeated at temperatures from 5-150 K with a precision of 0.25 K. Fig. 2(a) shows the results from this measurement for the yellow exciton series. At low temperatures, resonances up to 4p were observed. As the temperature was increased, the center wavelengths of the exciton resonances were red shifted and broadened until they could no longer be resolved. At temperatures higher than 150 K, no distinct exciton resonances could be observed. The shifts
in the center wavelengths of the peaks can be attributed to changes in the bandgap energy, binding energy, and quantum defects of Cu$_2$O as a function of temperature. The change in the bandgap energy, $E_g$, arises from the thermal expansion of the crystal lattice and phonon-electron interactions [35]. The binding energy, $Ry$, being proportional to the reduced mass of the exciton, is also temperature-dependent due to changes in the electronic bands curvature [4]. Finally, the quantum defect, which arises in part due to the non-parabolicity of the bands, will likewise vary with temperature as the band structures are modified [36].

The changes in the first two parameters can be summarized by Elliott’s model (2), which assumes that shifts are dominated by continuous absorption from $\Gamma_3$ phonons [35],

\[
E_g(T) = E_{g0} + E_{gT} \left[ \coth \left( \frac{\hbar \omega_3}{2k_B T} \right) - 1 \right],
\]

\[
Ry(T) = Ry_0 + Ry_T \left[ \coth \left( \frac{\hbar \omega_3}{2k_B T} \right) - 1 \right],
\]

with $\hbar \omega_3 = 13.6$ meV.

$E_{g0}$ and $Ry_0$ are temperature-independent terms that represent the low-temperature limit of the bandgap and binding energies, respectively and $E_{gT}$ and $Ry_T$ capture the temperature effects. To fit this model to our data, the Rydberg energies were extracted for each temperature using least squares fitting to an asymmetric Fano lineshape [37]

\[
\alpha_n(E) = C_n \frac{\Gamma_n}{2} + 2q_n (E - E_n) \left( \frac{\Gamma_n}{2} \right)^2 + (E - E_n)^2,
\]

where $E_n$ is the center energy of the $n^{th}$ excitonic level, $\Gamma_n$ is the corresponding linewidth, $C_n$ is proportional to the oscillator strength, and $q_n$ is an asymmetry factor modeling the interference between narrow optical transitions and the phonon continuum [38].

As is visible in Fig. 2(a), there is a background from continuum absorption which increases at higher energies. This background was fitted with an Urbach tail, which signifies an increase in absorption near the bandgap energy caused by an increasing density of states in that energy range. This increase is described by an exponential function,

\[
\alpha_U(E) = \alpha_0 \exp \left( \frac{E - E_g}{E_u} \right),
\]

where $E_g$ is the bandgap energy, $\alpha_0$ is the magnitude of the continuum absorption, and $E_u$ is the Urbach energy [39, 40].

Elliott’s model was used to fit the center energy as a function of temperature, taking into account the 2p, 3p, and 4p peaks simultaneously. This fit is shown in Fig. 2(b). For simplicity, we ignored the quantum defects for all three resonances at all temperatures. This is just an approximation since the quantum defects vary with $n$ and are expected to be temperature-dependent as well. Typical methods to extract the quantum defect as a function of $n$, such as those used in [27], require the observation of high energy peaks whose quantum defects approach a constant value (see supplementary materials for more details). Theoretical calculations show that this trend does not emerge until $n \gtrapprox 10$ [36], but here we were only able to observe peaks up to $n = 4$, making the methods inapplicable here. However, in [27] the
authors note that while assuming $\delta_n(T) = 0$ is simplistic, it yields results which agree with both the literature and more detailed analyses which includes the quantum defect corrections. As such, we have chosen to employ this approximation here as well. From this fit, we have extracted the parameters shown in Table I.

The values of $E_{g0}$, $E_{gT}$, and $R_{g0}$ are in agreement with the literature, but the extracted $R_{gT}$ is different $^{[24, 27]}$. It must be noted that ignoring $\delta_n$ is valid for describing the temperature dependence of the bandgap energy, but breaks down for the binding energy, so we attribute this particular discrepancy to the errors caused by this assumption. Overall, the accurate observations of $E_{g0}$, $E_{gT}$, and $R_{g0}$ confirm that the observed absorption lines indeed arise from Rydberg excitons in the thin-film Cu$_2$O.

### C. Photoluminescence Measurement

Non-resonant photoluminescence (PL) measurements were performed with a 532 nm laser to excite electrons above the bandgap and create bound electron-hole pairs which form excitons as they relax to lower energies. The laser was focused down to a spot size of 3.1 $\mu$m full width at half maximum using an objective lens (Mitutoyo Plan Apo 20x). The reflected PL from the excitons was collected with the same objective and sent to the spectrometer. A longpass filter (Semrock LP03-532RE-25) and a dichroic mirror (Thorlabs DMLP567) were used to block the reflected 532 nm laser light from reaching the spectrometer. Spectra were taken for a variety of sample temperatures and incident laser powers. Temperature-dependent data was taken at an incident laser power of 50 $\mu$W at temperatures from 5-150 K. Power-dependent data was taken with the sample held at a constant temperature of 5 K at laser powers ranging from 50 $\mu$W to 2 mW.

Fig. 3(a) shows the results from the phonon replica region of the spectrum, where the quadrupole-allowed and $\Gamma_3$ phonon-assisted relaxations of the yellow 1s-orthoexciton state can be observed as Fano and Boltzmann-tailed peaks, respectively. At higher temperatures one can see an anti-stokes phonon-assisted transition appearing at higher energies. As indicated by the black dotted line, these peaks red shift with temperature in a similar manner to the yellow excitons obtained from the OD measurement. Besides these transitions, the information from this spectral range is useful for gauging the prevalence of metallic impurities in the sample. In $^{[11]}$, it is demonstrated that excitons bound to these impurities fluoresce at energies between 1.99 and 2.01 eV, with intensities on the same order of magnitude as the $\Gamma_3$ phonon-assisted transition. In Fig. 3(a), the fact that no such features can be observed, even at low temperatures, demonstrates that the synthetic film is impurity-free.

The PL from the phonon replica peaks is also several orders of magnitude brighter than the PL from the yellow exciton series $^{[25]}$, so we used it to find the most optically active piece of our sample. Using a nano-positioner we scanned the sample through an 1800 $\times$ 2000 $\mu$m region in increments of 400 $\mu$m, recording the brightness of the $\Gamma_3$ and 1s-orthoexciton peaks at each position. Once the brightest spot was determined via this coarse analysis (with the brightest spot being roughly twice as bright as the dimmest), a more fine analysis was conducted by scanning over a 10 $\times$ 10 $\mu$m region in increments of 1 $\mu$m. Whereas the coarse analysis yielded substantial variation in the brightness of these peaks, the fine analysis yielded no more than 5% change.

At the brightest point on the sample at a temperature of 5 K, Rydberg states up to $n = 7p$ were clearly distinguishable. The peaks were fit with Fano line shapes using a least squares algorithm, though for PL, an Urbach tail background was not required. Figure 3(b) shows the results from the temperature-dependent study. As in the OD measurements, the center wavelengths of the yellow exciton peaks observed in PL red shift as temperature increases. A similar trend can be observed in the power-dependent data shown in Fig. 3(c). The change in the resonance wavelength can be attributed to two possible effects: temperature change due to laser absorption and exciton-exciton interactions caused by the high exciton density created at high laser powers. As already discussed in Sec. II B, the former effect manifests as a red shift, while the latter is expected to manifest as a blue shift since it is caused by repulsive Van der Waals interactions $^{[3]}$.

To differentiate between these two effects, we performed an interpolation, using the center energies from the power-dependent measurement to extract an effective temperature as a function of the laser power. Separate interpolations were performed for the 2p, 3p, 4p, and 5p peaks. Higher energy peaks up to at least $n = 7p$ were also visible, but due to their overlap with each other, their resonance wavelength could not be reliably extracted. As can be seen in Fig. 3(d), all four interpolations follow the same trend. If there were a significant contribution from exciton-exciton interactions, the interpolations from higher energy peaks would be expected to deviate from the lower energy levels, as excitons in higher energy states interact more strongly due to the overlap of their extended wavefunctions. Combined with the fact that the interpolations are linear, this indicates that the energy shifts due to temperature change dominated over those from the exciton-exciton interaction, which is not surprising due to the strong absorption of photons above the bandgap.

In both Fig. 3(b) and 3(c), another peak between the

### Table I. Fit Parameters from Elliott Model

| $E_{g0}$ (meV) | $E_{gT}$ (meV) | $R_{g0}$ (meV) | $R_{gT}$ (meV) |
|---------------|---------------|---------------|---------------|
| 2171.7 ± 0.04 | -29.5 ± 1.75  | 96.8 ± 2.12   | -20.9 ± 8.09  |

...
FIG. 3. Summary of results from PL measurement. (a) Temperature varying PL from phonon replica region. (b) Temperature varying PL from yellow exciton series. The line labeled as “1s∗ g” has often been attributed to the green 1s resonance, but as is shown in the inset, its center energy does not red shift with increasing temperature, raising doubts about this label. (c) Power dependent PL spectrum from synthetic Cu₂O sample. (d) Interpolation of effective temperature induced by heating from 532 nm laser.

2p and 3p resonances (at E = 2.152 eV for T = 5 K) labeled as 1s∗ g can be observed which is not a part of the yellow exciton series. This resonance can be attributed to the 1s state of the green excitons as its low-temperature energy matches with theoretical calculations of the green series [26, 42, 43]. The origin of this resonance and its behavior are currently under investigation and will be reported elsewhere.

In Fig. 4, we compare the properties of the synthetic sample with those of natural Cu₂O. The Rydberg exciton resonance energies and linewidths are plotted as a function of n for data obtained from PL and OD measurements of the synthetic sample at the lowest temperature of 5 K and the lowest laser power of 50 µW, as well as for data from OD measurements of a natural bulk sample (see supplementary materials).

As noted in Eq. (1), resonance energies approach the bandgap energy as n−2 (black dashed line). Deviation from this trend can be caused by confinement effects, whereby the wavefunction of a high energy exciton is comparable to the Cu₂O film thickness [44]. The p-series exciton wavefunction size can be estimated as [6]

\[ r_n = a_b (3n^2 - 2), \]

where \( a_b \) is the Bohr radius of the yellow excitons with a value of 1.11 nm [45]. Thus, even for the 7p state, the highest state observed in this work, the wavefunction is only about 160 nm large and thus would be too small to experience noticeable perturbations from the confinement. This is verified in Fig. 4(a), where all data points closely follow the n−2 trendline.

As for the linewidths, in ideal Rydberg states, e.g., in atoms, they scale as n−3, but as can be observed in Fig. 4(b) they seem to reach to a plateau in a matter which agrees with previous results [24]. The n-dependent behavior can be modeled as

\[ \Gamma(n) = \alpha n^2 \left( \frac{1}{n^5} + \beta \right), \]

where \( \alpha \) is a proportionality constant and \( \beta \) represents a minimum value which the linewidths approach as n
III. CONCLUSION

We have presented the first optical spectroscopy measurements of Rydberg excitons in a synthetic, thin-film sample of Cu$_2$O grown on a transparent fused silica substrate. In the yellow exciton region of the spectrum, we have reported Rydberg peaks up to $n = 4p$ and $n = 7p$ for OD and PL measurements, respectively, and shown that their resonance energies scale as $n^{-2}$. Additionally, we have studied their temperature-dependent behavior, showing that it is well-explained by Elliott’s model, as has been previously reported for natural bulk Cu$_2$O crystals [27]. In a similar vein, we have shown that spectral variations induced by changes in excitation power are described properly by heating induced via optical absorption.

This study lays the groundwork for understanding the interaction of Rydberg excitons with their environment, such as the variation of quantum defects with temperature and the broadening induced by exciton interactions with electron-hole plasma. The adverse heating effects obscuring the exciton-exciton interactions can be mitigated by using a pulsed laser which generates high exciton densities while maintaining a low lattice temperature. While the blockade effect has recently been observed in bulk Cu$_2$O samples [51], achieving that limit in a synthetic micro-crystal would be a key step towards complex solid-state Rydberg quantum systems.

Semiconductor Rydberg physics is still an emerging field, and our demonstration of Rydberg excitons in synthetic Cu$_2$O opens the door for their study in more complex settings such as nanophotonic circuits which imprint large optical nonlinearities, or optical cavities which facilitate strongly-interacting Rydberg exciton-polaritons [30]. In the long-term, this would facilitate the development of scalable, on-chip devices such as photonic quantum gates and on-demand single-photon sources.
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Appendix A: Bayesian Reconstruction of Optical Density Measurement on Bulk Cu$_2$O

In the excitonic spectra of Cu$_2$O, high energy peaks become hard to distinguish because their oscillator strengths decrease as $n^{-3}$ and their spacing decreases as $n^{-2}$, causing the peaks to overlap as they approach the bandgap [4]. In these cases, least squares fitting algorithms alone are not sufficient for discerning different exciton resonances. This can be done more effectively using Bayesian reconstruction [52], which helps to identify even those features which have intensities below the noise level.

In Bayesian reconstruction, a model with fit parameters $\theta$ can be fitted to a dataset $D$ by leveraging Bayes’ law as

$$P(\theta|D) \propto P(D|\theta)P(\theta), \quad (A1)$$

where $P(\theta|D)$ represents the probability of a given set of fit parameters given the measured dataset, $P(\theta)$ is the prior probability of the fit parameters, and $P(D|\theta)$, the probability of a dataset being measured, given by the equation

$$P(D|\theta) \propto \exp\left[-\frac{n\epsilon(\theta)}{\sigma^2}\right], \quad (A2)$$

where $\sigma$ is the standard deviation of the background noise, assumed to be Gaussian, and $\epsilon(\theta)$ is the mean-squared error (MSE) between the dataset and the model. For example Metropolis algorithm, which randomly samples from complex distributions can be used to determine the underlying distribution of the fit parameters [53]. However, this method requires the assumption of an underlying noise level which is not previously known and does not provide a metric for distinguishing between different types of models. To resolve this issue, the Replica Exchange Monte Carlo (RXMC) method is used to test multiple potential noise levels simultaneously and compare the likelihoods of different models [54].

1. Spectral Decomposition of Bulk Cu$_2$O using Bayesian Estimation

The spectroscopic absorption data set $D$ was measured from a bulk natural Cu$_2$O crystal (sample was provided by Ohadi’s group at the University of St Andrews, UK) sandwiched between two CaF$_2$ windows. Figure 3(a) shows the raw and fitted absorption spectra where $n = 2$-6 p-exciton peaks are clearly distinguishable. More peaks are visible, but their spectral overlap makes it difficult to investigate them with certainty.

To resolve this issue, Bayesian reconstruction was used. Multiple models (corresponding to different numbers of peaks) were fit to the same dataset using the RXMC method. Each peak was fit with a Fano function, and the exponential behaviour at the tail of the spectrum was modeled by an Urbach tail. The output of the RXMC method is a parameter $F$, which is found by averaging the probability of each set of fit parameters over the entire distribution found during the execution of the algorithm. $F$ is analogous to the Helmholtz free energy, which is minimized by the most probable configuration in statistical mechanics. Similarly, the $F$ found by the RXMC method is minimized by the most probable set of fit parameters. A unique value of $F$ is given for each background noise tested, yielding the curves shown in Fig. 5(b). Each model generates a curve, and the model with the lowest minimum $F$ is deemed the most probable. Here, the ten peak model gives the lowest value for $F$, which means there are 10 distinct resonance peaks in the absorption spectrum shown in Fig. 5(a). Bayesian reconstruction allows us to determine the presence of these peaks despite the fact that they cannot be distinguished visibly because of their intensity falling below the noise floor.

To test the validity of these results, we plotted the values of the oscillator strengths, linewidths, resonance energies, and quantum defects as functions of $n$. Figure 5(c) shows the oscillator strengths and spectral linewidths of the 10 resonance peak model. The oscillator strengths follow $n^{-3}$ tendency as shown by the dotted line. However, the linewidths do not. As discussed in the main text, we speculate that this broadening may be caused by interactions with the electron-hole plasma. Figure 5(d) shows the energies of the exciton resonances, which follow a $n^{-2}$ dependence as expected for Rydberg levels. It also shows the $n$-dependent quantum defects, which start to saturate around $n = 6$, a behavior consistent with previous theoretical studies [36].

2. Calculation of Spectral Fitting Parameters

From Figure 3(b), the 10-peak model having the minimum $F$ is the most probable model for Bayesian reconstruction. Therefore, the 10-peak model was used to calculate the fitting parameters. There are some peak-independent parameters and some peak-dependent parameters. The bandgap energy of the system ($E_g$), Rydberg binding energy ($R_y$), in-homogeneous broadening ($\sigma$), Urbach absorption coefficient ($a_0$), Urbach energy ($E_u$) are the peak independent parameters, whereas the quantum defects ($\delta_n$), spectral linewidths ($\Gamma_n$), Fano asymmetry factors ($q_n$), and peak heights ($F_n$) are the peak dependent parameters. The fitted parameters are summarized in Table II and Table IV.
FIG. 5. Overview of Bayesian reconstruction from bulk Cu$_2$O sample. (a) Raw and fitted absorption spectrum showing 2-6p excitonic resonances. (b) $F$ vs. noise level for 8-10 peak models. (c) Oscillator strengths and spectral full widths at half maximum (FWHM) compared to a $n^{-3}$ trendline. (d) Rydberg exciton resonance energies and quantum defects from $n = 10$ resonance peaks model. The blue dotted curve is a trendline showing $n^{-2}$ dependence.

### TABLE III. Peak Independent Parameters

| $E_g$ (eV) | $R_Y$ (meV) | $\sigma$ (nm) | $\alpha_0$ (unitless) | $E_u$ (eV) |
|------------|-------------|---------------|-----------------------|------------|
| 2.173      | 94.9        | 0.02          | 0.2864                | 0.008      |

### TABLE IV. Peak Dependent Parameters

| $n$ | $\delta_n$ | $\Gamma_n$ (nm) | $q_n$ | $f_n$ (a.u.) |
|-----|------------|-----------------|------|--------------|
| 2   | 0.0096     | 0.66            | 3.23 | 0.185        |
| 3   | 0.043      | 0.249           | 4.51 | 0.0956       |
| 4   | 0.0436     | 0.129           | 3.64 | 0.0458       |
| 5   | 0.0789     | 0.0992          | 5.469| 0.0246       |
| 6   | 0.0942     | 0.0787          | 9.1153| 0.0127      |
| 7   | 0.0919     | 0.0611          | 9.1415| 0.006       |
| 8   | 0.0986     | 0.0414          | 9.359 | 0.003       |
| 9   | 0.0907     | 0.0217          | 7.4665| 0.0014      |
| 10  | 0.0909     | 0.0103          | 7.2898| 0.00076     |
| 11  | 0.09       | 0.0051          | 6.666 | 0.00014     |
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