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Abstract
In view of such difficulties as multi-objective, multiple constraints and the uncertainty of calculating parameters in product line scheduling, the multi-objective batch scheduling model considering the blocking effect was constructed. The feasibility and superiority of the algorithm in this paper are verified through carrying out a comparison between the model in this paper and the traditional assembly line scheduling. The research conclusions are as follows. The probability distribution model is established using discrete product coding way to enhance the quality of initial population. The application of restarting mechanism can improve the diversity of population. The blocking constraints occurring in the processing of adjacent machines are considered, and multiple lot-streaming flowshop scheduling model considering the blocking effect is taken into consideration. The solutions to the problem of obstruction are sought by using hybrid artificial swarm method. The global convergence of the model is enhanced utilizing the Pareto local search method. The original cross operator is improved with the information of non-dominated solutions and new generations are generated. The established model is compared with the traditional flow shop model. It is verified that the algorithm in this paper has fairly high global convergence and can generate high quality solution.
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1. INTRODUCTION
Batch scheduling is a kind of new product line scheduling model. The products are divided into several sub-products to form a batch. The sub-products will be assembled into a complete product eventually after being processed by a machine. The batch processing of the assembly line can improve the processing efficiency of the production line, and shorten the idle time of the machine, thus bringing more profits to the enterprise.

Generally, there is only one objective function in the traditional batch scheduling model, such as the shortest production time, the lowest processing cost, the longest time to complete ahead of schedule, etc. In addition, there are multiple constraint parameters during the scheduling process. In the increasingly fierce market competition, the production line processing and scheduling have been unable to meet the company’s earning requirement when they only satisfy a kind of target function. Therefore, the multi-objective product scheduling has become the current research hotspot. In the process of product processing, the blocking effect of adjacent machines also becomes another difficulty in restraining the working efficiency of the assembly line. The blocking effect occurs when the current machine has finished processing and the following machine has not finished the processing task. Because there is no buffer room, the first machine can only idle, thus reducing the processing efficiency.

Aiming at the above problems, many scholars have carried out relevant researches and established multiple optimal scheduling models, mainly including single-machine scheduling,
assembly line scheduling, job scheduling, open scheduling and parallel machine scheduling [1-7]. If according to the difference of constraint conditions in the scheduling process, the models proposed by researchers can be divided into assembly line displacement scheduling, zero wait assembly line scheduling, zero-leisure free assembly line scheduling, zero buffer-zone assembly line scheduling, lot-streaming flowshop scheduling and hybrid flow shop scheduling problem [8-11]. Meanwhile, in view of the diversification and uncertainty of the objective function, corresponding solutions mainly cover stochastic optimization algorithm, fuzzy optimization method and interval optimization method [12-15].

In view of such difficulties as multi objectives, multiple constraints and the uncertainty of calculating parameters in product line scheduling, the multi-objective batch scheduling model considering the blocking effect was constructed, which significantly improved the product processing efficiency. The feasibility and superiority of the algorithm in this paper are verified through carrying out a comparison between the model in this paper and the traditional assembly line scheduling.

2. IMPROVED MULTI-OBJECTIVE LOT-STREAMING FLOWSHOP SCHEDULING ALGORITHM

2.1 Description of relevant problems

NSGA (Improved Non-dominated Sorting Genetic Algorithm) was put forward in the 1990s. It selects population individual in accordance with the non-dominance ordering relation, carries out cross and aberrance calculation on the individuals, and finally generates high quality species. NSGA-II is an improved quicksort algorithm established on the basis of NSGA. Its core idea is to modify the construction strategy and solution set distribution of NSGA to significantly reduce the calculation complexity and improve the distributivity and retention of high quality individual. The multiple optimization scheduling function is generally considered to be minimum in NSGA-II algorithm:

$$\min f(\phi) = \left[ f_1(\phi), f_2(\phi), \ldots, f_n(\phi) \right]$$

(1)

$\Phi$ is the $q$-dimensional decision variable.

NAGA-II optimizes $n$ objective functions together, and each objective function cannot meet the optimal requirements at the same time. Due to the above defects of the algorithm, it is aimless and non-directional in terms of optimizing objective function and the offspring quality is not high either.

In the machining process of the production line, generally, there is no buffer zone for storing products between adjacent machines. After the upstream machines complete processing, if the downstream machines are still working, the products cannot enter the next step of processing immediately, which will cause the product quality problem. Therefore, the product congestion problem inhibiting the assembly line was put forward.

It was assumed that the product series is $\delta = \{\delta(1), \delta(2), \ldots, \delta(n)\}$. After the upstream machines complete processing, if the downstream machines are being occupied, it is deemed that the assembly line is blocked. If there are $n$ products on the assembly line in total, and the number of processing machine is $m$, then there are $Q_{j,k}$ processing steps in total. A machine can only process one product at a time, so the makespan of $\delta$ is:
Li, Zhang: A Multi-Objective Lot-Streaming Optimization Scheduling Model Considering …

\[ S_{\delta(j),0} = 0 \]
\[ D_{\delta(j),t} = D_{\delta(j),t-1} + p_{\delta(j),t} \]
\[ S_{\delta(j),0} = p_{\delta(j),t} \]
\[ D_{\delta(j),t} = \max \left\{ D_{\delta(j),t-1} + p_{\delta(j),t}, D_{\delta(j-1),t+1} \right\} \]
\[ D_{\delta(j),m} = D_{\delta(j),m-1} + p_{\delta(j),m} \]
\[ C_{\max}(\pi) = D_{\delta(n),m} \]  \hspace{1cm} (2)

\[ p_{\delta,i} \text{ and } D_{\delta,i} \text{ are the processing time and time of completion of product } \delta \text{ on the machine } t. \]

The maximum completion time in the sequence is \( D_{\delta,i} \) of the last processing product on the last machine, which can be expressed as follows:

\[ C_{\max}(\delta) = D_{\delta(n),m} \]  \hspace{1cm} (3)

The scheduling blocking the assembly line is illustrated with 4 products and 3 machines. The Gantt chart of the scheduling strategy is shown in Fig. 1. The ordinate is the machine number. It can be seen from the figure that after \( \delta(2) \) is processed on the first machine, since the second machine is still processing \( \delta(1) \), \( \delta(2) \) can only wait on machine 1. In addition, the processing of \( \delta(3) \) has to be delayed. It creates a vicious cycle. Meanwhile, since \( \delta(3) \) was processed for a short period of time on machine 1, and \( \delta(2) \) was processed for a longer period of time on machine 2, blocking of \( \delta(3) \) occurred, which postponed the processing of \( \delta(4) \).

Therefore, the traditional scheduling method must be optimized to reduce the overall processing time of the assembly line.

![Figure 1: Gantt figure of a blocking flow shop scheduling problem.](image)

2.2 Multi-objective lot-streaming flowshop scheduling mathematical model

The processed product in the lot-streaming flowshop scheduling can be evenly broken up into multiple sub-products. Assume that \( \delta(j) \) are several sub-batches, then we have:

\[ \delta(j) = \left\{ \delta(j)^1, \delta(j)^2, ..., \delta(j)^{q(j)} \right\} \]  \hspace{1cm} (4)

Let the batch processing sequence of the sub-products be the same and the processing of the sub-product of a certain product can’t be started until the processing of all the sub-products of the previous product is completed. The planned processing time, delivery date and the number of decomposed sub-batches are already known, then the objective function of the scheduling sequence is as follows:

\[ \left\{ S_{\delta(j)_{t,e}} = \max \left\{ C_{\delta(j)_{t-1,e}}, C_{\delta(j)_{t,e-1}} \right\} \right. \]
\[ C_{\delta(j)_{t,e}} = S_{\delta(j)_{t,e}} + p_{\delta(j),t} \]  \hspace{1cm} (5)
where, \(f_1, f_2, f_3\) and \(f_4\) are the maximum product completion time, the total flow time of product, the total waiting time of the machine in the assembly line and the delayed completion time respectively. \(S_{\delta(j),t,e}\) and \(C_{\delta(j),t,e}\) are the start time and time of completion of the \(e\)-th sub-batch of the \(j\)-th product on machine \(t\); \(p_{\delta(j),t}\) is the processing time of the \(j\)-th product; \(d_j\) is the delivery date of the product. The contrast Gantt chart of the improved multi-objective lot-streaming flowshop scheduling process and the traditional assembly line scheduling is shown in Fig. 2. It can be seen from the figure that the time to process \(\delta(1)\) and \(\delta(2)\) in order using traditional assembly line scheduling algorithm reaches 32, while it only takes 26 to process \(\delta(1)\) and \(\delta(2)\) in order using improved algorithm, which significantly reduced the product’s maximum completion time and the idle time of the machine and further improved the production efficiency.

\[
\begin{align*}
\min f_1(\delta) &= C_{\delta(n),m_{j(I_n)}} \\
\min f_2(\delta) &= \sum_{j=1}^{n} C_{\delta(j),m_{j(j)}} \\
\min f_3(\delta) &= \sum_{t=1}^{m} \left( C_{\delta(n),t,e} - \sum_{j=1}^{n} \sum_{l=1}^{l_j} p_{\delta(j),l} \right) \\
\min f_4(\delta) &= \min \left( \sum_{j=1}^{n} \max \left( 0, d_j - C_{\delta(j),m_{j(j)}} \right) \right)
\end{align*}
\]

Figure 2: Gantt figure of lot-streaming and traditional flow shop scheduling process.

In the traditional NSGA-II optimal scheduling algorithm, the aimlessness and directionlessness of crossover operator and mutation operator are the main factors limiting the offspring to produce high quality populations, and the global convergence rate also declined accordingly. In view of this problem, this paper improved the estimation and insertion exchange method of the crossover operator and mutation operator and inset the new program into NSGA-II algorithm.

\(f_1, f_2, f_3\) and \(f_4\) in Eq. (5) were optimized based on NEH heuristic algorithm and four initial solutions were obtained. The EDA algorithm was implemented using pc probability and the commutating operator was figured out using 1-pc probability and corresponding offspring individual was generated, which formed the candidate population. The probability statistics and modelling of candidate population are carried out and a certain number of new solutions are generated. The construction of the population and probability model are as follows:
a) Build candidate population. The non-dominated solutions generated from each generation are taken as the candidate solutions. If the candidate solution is not larger than the population quantity, the domination solutions are all put into the candidate population, and the rest solutions will be selected according to the tournament method.

b) Establish probability distribution models. Two matrices of $\rho_{ij}$ and $\beta_{j,j}$ were obtained according to the position of the candidate population product.

$$
\begin{bmatrix}
\rho_{1,1} & \rho_{1,2} & \cdots & \rho_{1,n} \\
\rho_{2,1} & \rho_{2,2} & \cdots & \rho_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{n,1} & \rho_{n,2} & \cdots & \rho_{n,n}
\end{bmatrix}_{n \times n} = \begin{bmatrix}
\beta_{1,1} & \beta_{1,2} & \cdots & \beta_{1,n} \\
\beta_{2,1} & \beta_{2,2} & \cdots & \beta_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{n,1} & \beta_{n,2} & \cdots & \beta_{n,n}
\end{bmatrix}_{n \times n}
$$

(7)

$\rho_{ij}$ refers to the frequency of the $j$th product appearing on the position of $i$, and $\beta_{j,j}$ refers to the number of no-waiting times of product $j$, which directly follows product $j_1$. The candidate population $[\xi_{ij}]$ was established using $\rho_{ij}$ and $\beta_{j,j}$. The calculation method of the component $\xi_{ij}$ inside the population is:

$$
\xi_{i,j} = \frac{\rho_{i,j}}{\sum_{l=1}^{n} \rho_{l,j}} + \frac{\beta_{j,j}}{\sum_{l=1}^{n} \beta_{j,j}}
$$

(8)

i=1

i=2,3,\ldots,n

c) Seek new solution to the progeny population. Choose a solution from the parent population and figure out the probability of the product appearing at the position of $i$ according to Eq. (8). Select the largest product and put it in the waiting sequence. Multiple iterations were carried out according to this method until the new solution is the completed product sequence. The optimization scheduling solution and the establishment process of the population and probability model were embedded in the original NSGA-II algorithm, then the optimization algorithm ONSGA-II was obtained. The steps of multiple-objective lot-streaming flowshop scheduling are shown in Fig. 3 and the specific steps are as follows:

1) Initialize the calculating parameter and population and calculate the objective function value in Eq. (6).

2) Calculate the inserted mutation operator based on 1-pc algorithm and generate progeny population. Calculate new solutions based on Eqs. (7) and (8).

3) Merge the selected progeny population and parental population and screen parental population using Pareto method. At the same time, each non-domination solution obtained through each iteration is saved.

4) Calculate the population diversity after each iteration. If the diversity is smaller than the pre-set threshold value, the restart strategy shall be activated to initialize the population and step 1, 2 and 3 shall be repeatedly implemented. It shall be determined whether the new solution obtained satisfies the terminal condition.

The ONSGA-II improved algorithm proposed in this paper uses EDA algorithm to replace the crossing algorithm in NSGA-II and embeds restart mechanism, which improves the calculation efficiency of the new algorithm and dramatically enhances the solution quality and population diversity.
2.3 Blocking Constraint-based Multi-objective Lot-streaming Flowshop Scheduling

The above analyses the optimal scheduling when the buffer zone between adjacent machines was not considered. It is necessary to add blocking constraints to the established model because the pending processing of product frequently appears during the actual processing of product.

The blocking constraint-based multi-objective lot-streaming flowshop scheduling can be described as follows: the product series $\delta(j)$ adopts the same processing route. $\delta(j)$ was divided into multiple sub-batches. The request is the same as the previous one: the processing sequence of the sub-products is the same and the processing of the sub-product of a certain product can’t be started until the processing of all the sub-products of the previous product is completed.

On the basis of the mathematical model in the previous section, blocking constraint was added additionally. The objective functions of the maximum time of completion and the completion time ahead of schedule are as follows:

$$
\begin{align*}
\min f_1 &= C_{\delta(n), m, d_{\delta(n)}} \\
\min f_2 &= \sum_{j=1}^{n} \max \left(0, d_j - C_{\delta(j), m, d_{\delta(j)}} \right)
\end{align*}
$$

(9)  

(10)
Multiple initial solutions were generated using the heuristic algorithm. MME heuristic algorithm can improve the quality of initial solution in a short time. The constant insert operation makes the output value contain the value minimizing the target function.

A new solution based on mutation operator was calculated using hybrid artificial swarm algorithm and the function expression of the new solution was further figured out. The observing swarm locally disturbed the selected solution using Pareto local search method. The scouting swarm reconstructed partial not upgraded solutions. Finally, the external reserves were updated. When the algorithm satisfies the terminal conditions, the calculation ends. When the blocking constraint is embedded in the model, the population evolution can be led, thus improving the solution precision.

3. SIMULATION RESULTS AND EXAMPLE VERIFICATION

3.1 Performance analysis of multi-objective lot-streaming flowshop scheduling

The multi-objective lot-streaming flowshop scheduling algorithm (ONSGA-II) proposed in this paper was compared with the traditional algorithms of DHS, NSGA-II and TA. Coding was carried out based on C++6.0. The operating system is Windows 10. The following indexes were adopted to evaluate the performance of each algorithm:

Number of non-dominated solution $\text{NS}(S_i)$:

$$\text{NS}(S_i) = \{x' \in S_i | \exists x' < \forall y, y \in S \cap x \neq y\}$$

The larger $\text{NS}(S_i)$ is, the more non-dominated solutions there are.

The ratio of non-dominated solutions $\text{RS}(S_i)$:

$$\text{RS}(S_i) = \frac{\text{NS}(S_i)}{|S_i|}$$

$\text{RS}(S_i)$ can evaluate the quality of the non-dominated solution sets. The larger $\text{RS}(S_i)$ is, the better the quality of non-dominated solution is.

The distance $\text{D}(S_i)$ from the referential solution is:

$$\text{D}(S_i) = \frac{1}{|S_i|} \sum_{x \in S_i} d_x (S_i)$$

$$d_x (S_i) = \min_{y \in S_i} \left\{ \sqrt{\sum_{k=1}^{\text{max}(\bullet)} \left( \frac{f_k (x) - f_k (y)}{f_k \text{max} (\bullet) - f_k \text{min} (\bullet)} \right)^2} \right\}$$

$\text{D}(S_i)$ is mainly to evaluate the convergence of the algorithm; $f_k(x)$ and $f_k(y)$are the $k^{th}$ objective function of the independent variable. The larger $\text{D}(S_i)$ is, the farer the solution is from the centre of the optimal solution.

The $\text{NS}(S_i)$, $\text{RS}(S_i)$ and $\text{D}(S_i)$ values of such three algorithms as ONSGA-II, DHS and TA were figured out in Table I. It can be seen from the table that for the value of $\text{NS}(S_i)$, the average value of ONSGA-II algorithm reached 82.58, and DHS, 9.17. The average value of $\text{NS}(S_i)$ of TA algorithm is only 0.59, suggesting that more solutions were obtained using ONSGA-II algorithm. Most of the solutions were non-dominated ones, which are superior to other algorithms, and proves the superiority of ONSGA-II. The value of $\text{RS}(S_i)$ obtained using the ONSGA-II algorithm is mostly larger than that of DHS algorithm, with the average
reaching 89%, i.e. high-quality non-dominated solution can be obtained using ONSGA-II algorithm. For $R(S_i)$ value, the average of ONSGA-II algorithm is 0.03, which is much smaller than that of DHS algorithm and TA algorithm. The superiority of ONSGA-II algorithm could be learned through comparison.

Table I: $N(S_i)$, $R(S_i)$ and $D(S_i)$ obtained by ONSGA-II, DHS and TA.

| Instance | $N(S_i)$ | $R(S_i)$ | $D(S_i)$ |
|----------|----------|----------|----------|
|          | ONSGA-II | DHS      | TA       | ONSGA-II | DHS    | TA       |
| 10×5     | 20       | 37       | 0        | 69       | 62     | 0        | 0.02     | 0.11     | 0.33     |
| 10×15    | 20       | 24       | 0        | 80       | 69     | 0        | 0.04     | 0.02     | 0.61     |
| 30×10    | 99       | 9        | 3        | 100      | 48     | 0        | 0.04     | 0.93     | 3.66     |
| 30×20    | 100      | 7        | 0        | 99       | 43     | 0        | 0.05     | 0.88     | 4.56     |
| 50×10    | 81       | 5        | 0        | 81       | 77     | 0        | 0.01     | 0.23     | 3.45     |
| 50×15    | 100      | 8        | 0        | 92       | 34     | 0        | 0.01     | 0.06     | 1.55     |
| 70×5     | 96       | 4        | 0        | 100      | 68     | 0        | 0.06     | 0.17     | 0.84     |
| 70×15    | 98       | 2        | 0        | 99       | 22     | 0        | 0.01     | 0.16     | 4.72     |
| 90×10    | 99       | 5        | 0        | 97       | 98     | 0        | 0.03     | 0.10     | 1.73     |
| 90×15    | 100      | 4        | 2        | 100      | 98     | 1        | 0.01     | 0.11     | 1.38     |
| 110×10   | 62       | 3        | 3        | 62       | 77     | 5        | 0.09     | 0.06     | 1.41     |
| 110×20   | 99       | 6        | 4        | 100      | 98     | 4        | 0.05     | 0.24     | 1.18     |

The adjusted goodness of fit index is as follows:

$$SC(S_i) = \sqrt{\frac{1}{|S_i| - 1} \sum_{i=1}^{|S_i|} (\bar{d}_i - d_i)^2}$$  \hspace{1cm} (16)

$SC(S_i)$ was used to evaluate the distribution feature of the non-dominated solution. When $SC(S_i) = 0$, the non-dominated solutions spread evenly. The larger $SC(S_i)$ is, the larger the distribution discrepancy of the non-dominated solution is.

Fig. 4 shows the distribution of $SC(S_i)$ of ONSGA-II, NSGA-II, DHS and TA algorithms. It can be seen from the figure that in ONSGA-II algorithm, the values of $SC(S_i)$ at different distances are all fairly small and evenly distributed, without singular points. The distribution uniformity of $SC(S_i)$ in DHS algorithm is fairly sound, which is better than that of TA algorithm. The distribution uniformity of $SC(S_i)$ in NSGA-II algorithm is the worst, and the singular points are the most.
3.2 Multi-objective flowshop scheduling example analysis

The optimal flowshop scheduling in this paper is analysed with the practical production of the solar cell. The processing of battery in the production line mainly includes battery panel welding, backfaces cascading, lamination laying, structural assembly, performance test, packaging, etc. Various types of batteries are produced in the assembly line. Therefore, the objective function and the scheduling through the assembly line make the product completion time the shortest, meeting the requirement of the delivery quality and date.

The battery assembly line is optimized based on the optimal scheduling steps. The mathematical model of the optimal objective is:

\[
\begin{align*}
\min f_1 &= C_{\max} (\delta) = D_{\delta(e),m} \\
\max f_2 &= T_{\max} (\delta) \sum_{j=1}^{n} \max \left(0, D_{\delta(i),m} - d_j \right)
\end{align*}
\]

(17)

(18)

\( f_1 \) and \( f_2 \) are the longest time of completion and delayed completion dates of the battery pack assembly line. Fig. 5 shows the multi-objective lot-streaming flowshop optimal scheduling when there is a blockage in the processing by three machines. It can be seen from this figure that when the first set of machine is blocked, it is possible to make the assembly line scheduling more efficiently by adjusting the delay time of the second machine and breaking up the processing time.

![Gantt figure of lot-streaming flowshop scheduling problem](image)

Figure 5: Gantt figure of lot-streaming flow shop scheduling problem.

![Convergence curves of four different algorithms](image)

Figure 6: Convergence curves of four different algorithms.

Fig. 6 presents the iteration evolution curve chart of such four algorithms as ONSGA-II, DABC, NAGA-II and HDABC. The vertical coordinate represents the variation of \( D \) index in
the algorithms. It can be seen from the figure that as a whole, the evolution curve of the four algorithms decreases with time until it goes to a steady state. In the four evolution curves, the value of $D$ in ONSGA-II algorithm is the minimum, the value of $D$ in HDABC algorithm is relatively larger, and the value of $D$ in NSGA-II algorithm is larger than that of HDABC algorithm. The value of $D$ in DABC algorithm is the largest. The convergence rate of NSGA-II algorithm and DABC algorithm is relatively slow, because the genetic operators of NSGA-II have randomness and blindness in the scheduling process and DABC algorithm does not have an excellent offspring individual retention mechanism.

4. CONCLUSION

In view of such difficulties as multi-objective, multiple constraints and the uncertainty of calculating parameters in product line scheduling, the multi-objective lot-streaming flowshop scheduling model considering the blocking effect is constructed, which significantly improves the product processing efficiency. The feasibility and superiority of the algorithm in this paper are verified through carrying out a comparison between the model in this paper and the traditional flowshop scheduling. The research results of this paper are as follows:

(1) The traditional NSGA-II model is improved. The probability distribution model is established using discrete product coding way to enhance the quality of initial population. The information of non-dominated solutions enables each iteration to generate offspring individual. The restart threshold value was set. The diversity indexes after multiple iterations are still smaller than the threshold value. The application of restarting mechanism can improve the diversity of population.

(2) The blocking constraints occurring in the processing of adjacent machines are considered, and multiple lot-streaming flowshop scheduling model considering the blocking effect are taken into consideration. The solutions to the problem of obstruction are sought by using hybrid artificial swarm method. The global convergence of the model is enhanced utilizing the Pareto local search method. The original cross operator is improved with the information of non-dominated solutions and new generations are generated.

(3) The established model is compared with the traditional flowshop model. It is verified that the algorithm in this paper has fairly high global convergence and can generate high quality solutions through comparing the quantity of non-dominated solutions, ratio of non-dominated solutions, the distance from the referential solution set and distribution index of the established model and traditional model.
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