Forecasting Foreign Tourist Using Intervention Analysis On Count Time Series
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Abstract. The foreign tourist's data are count time series data that contains the discrete value. Poisson autoregressive (AR) and Negative Binomial AR are time series models used for forecasting count data. The number of foreign tourist arrivals is influenced by the series of inputs called interventions, such as the existence of bomb terror and tourism promotion. This research aims to forecast the number of foreign tourists visiting Indonesia by nationality, 2019. The number of tourist arrivals from Bahrain and Singapore represents low count data and high count data, respectively. This work employs intervention analysis on count time series model and intervention analysis on ARIMA. Intervention on Poisson AR is the best model for forecasting the number of tourist arrivals from Bahrain and Singapore to Indonesia, 2019.
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1. Introduction
Tourism is one of the fastest growing sectors in the economy. This sector is starting to become one of the main sources of income for many countries in the world. In line with the role of tourism in the world economy, tourism also plays an important role in the Indonesian economy. The number of tourist arrivals increases. During 2018, the number of foreign tourists visiting Indonesia reached 15.81 million visits, increase 12.58 percent compared to the number of foreign tourist visits in the same period in 2017 which reached 14.04 million visits [1].

Intervention is an extraordinary event that can affect data. Box and Tiao discussed the effects of the intervention to economic and environmental problems [2]. Likewise, intervention influenced data on foreign tourists visiting Indonesia. Interventions in tourism are divided into two factors, namely internal and external factors. Promotion and various strategies that support the development of tourism are internal factors. On the opposite, external factors are out of control factors like disasters and bomb blasts.

Various literature study about forecast the number of tourist arrivals. There are some research that have been done using time series regression and ARIMA models [3-7]. Lee et al. conducted a multi-input intervention analysis to evaluate the impact of the economic crisis in Asia in 1997 and terrorist attacks such as Bali Bombing I and Bali Bombing II on the arrival of foreign tourists to Indonesia through the Soekarno-Hatta entrance [8].

The count time series data contains discrete data that is widely observed in various events. Modeling for count time series data using the generalized linear model (GLM) approach has been
increasingly studied in recent years. Liboschik et al. have developed a data processing for count time series following generalized linear models analysis [9]. Modeling count time series data using Poisson AR has already performed [10-11]. Count time series model applied to model the negative binomial distributed assumed data [12]. The Comparison of GSARIMA and SARIMA model forecasting methods for forecasting monthly data on the number of dengue fever patients in Surabaya has already done [13]. One of the time series modeling using intervention analysis is intervention analysis in the INGARCH model [14]. Furthermore, intervention analysis was also developed in the log-linear Poisson AR model [15]. Research on outliers and interventions in count time series following GLMs was carried out [16].

In this research, we applied intervention on ARIMA and intervention on count time series model to forecast monthly international visitor arrivals to Indonesia. The number of international visitor arrivals from Bahrain and Singapore represent low count data and high count data, respectively. We perform a comparison of the estimation results from the models to obtain the best model.

This paper is organized as follows. Section 2 describes the theoretical part. Section 3 explains the methodology. Section 4 reports the empirical results and discussion. At last, Section 5 shows the conclusion.

2. Literature Review

2.1. Intervention Analysis on ARIMA Model

In general, ARIMA \((p, d, q)(P, D, Q)\) seasonal multiplicative models, generally written as follows [17]:

\[
\phi_p(B)\Phi_p(B^S)(1 - B)^d(1 - B^S)^D Y_t = \theta_q(B)\Theta_q(B^S)\alpha_t,
\]

where,

\(Y_t\) = response variable at time \(t\)

\(\phi_p(B)\) = coefficient of the AR component without a seasonal period with order \(p\)

\(\Phi_p(B^S)\) = coefficient of the AR component of the seasonal period \(S\) with order \(P\)

\(\theta_q(B)\) = coefficient of MA component without a seasonal period with order \(q\)

\(\Theta_q(B^S)\) = coefficient of the MA component of the seasonal period \(S\) with order \(Q\)

\((1 - B)^d\) = differencing without seasonal with order \(d\)

\((1 - B^S)^D\) = seasonal differencing \(S\) with order \(D\)

\(\alpha_t\) = residual white noise with mean 0 and variance \(\sigma_\alpha^2\).

The intervention model is a statistical model in the analysis group that is used to explain the effect of an event both internal and external which is expected to affect the predicted variable. There are two common types of intervention, namely step and pulse functions. Detailed explanations of intervention analysis can be found in [17]. An intervention model can be written as:

\[
Y_t = \frac{\omega_x(B)}{\delta_x(B)}B^b X_t + \frac{\theta_x(B)}{\phi_x(B)(1 - B)^d} \alpha_t.
\]

where,

\(Y_t\) = response variable at time \(t\) which shows the data is stationary

\(X_t\) = binary indicator variable that shows the existence of an intervention at time \(t\)

\(\omega_x(B) = \omega_0 - \omega_1B - \omega_2B^2 - \cdots - \omega_sB^s\)

\(\delta_x(B) = 1 - \delta_1B - \delta_2B^2 - \cdots - \delta_rB^r\)

\(\phi(B)\) = autoregressive operator

\(\theta(B)\) = moving-average operator

\(B\) = back shift operator
Eq. (2) shows the magnitude and period of intervention effect according to $b$, $s$, and $r$. The delay time is $b$, while $s$ gives information about the time which is needed for an effect of the intervention to be stable, and $r$ is the pattern of the intervention effect. A step function is an intervention type which occurs over a long term. And an intervention which occurs only at a certain time ($T$) is called a pulse intervention.

2.2. Intervention Analysis on Count Time Series Model

In general, count time series models, generally written as follows [9]:

$$g(\lambda_t) = \beta_0 + \sum_{k=1}^{p} \beta_k g(Y_{t-k}) + \sum_{l=1}^{q} \alpha_l g(\lambda_{t-l}),$$

where,

- $Y_t$ = a count time series as response variable
- $\lambda_t$ = conditional mean of the count time series, such that $E(Y_t|F_{t-1}) = \lambda_t$
- $g$: $\mathbb{R}^+ \rightarrow \mathbb{R}$ is a link function
- $\tilde{g}$: $\mathbb{N}_0 \rightarrow \mathbb{R}$ is a transformation function
- $\nu_t = g(\lambda_t)$ = the linear predictor
- $\beta_k$ = coefficient of the AR component on lagged observations with order $p$
- $\alpha_l$ = coefficient of the AR component on lagged conditional means with order $q$.

In the terminology of GLMs we call $\nu_t = g(\lambda_t)$ the linear predictor. Consider model (3), with the logarithmic link function $g(x) = \log(x)$, $\tilde{g}(x) = \log(x + 1)$. Then, we obtain a log-linear model of order $p$ and $q$ for the analysis of count time series. Indeed set $\nu_t = \log(\lambda_t)$ to obtain from (3) that

$$\nu_t = \beta_0 + \sum_{k=1}^{p} \beta_k \log(Y_{t-k} + 1) + \sum_{l=1}^{q} \alpha_l \nu_{t-l}. \quad (4)$$

Model (3) together with the Poisson assumption, i.e., $Y_t|F_{t-1} \sim Poisson(\lambda_t)$, implies that

$$P(Y_{t=y}|F_{t-1}) = \frac{\lambda_t^y \exp(-\lambda_t)}{y!}, \quad y = 0, 1, \ldots \quad (5)$$

It holds $\text{var}(Y_t|F_{t-1}) = E(Y_t|F_{t-1}) = \lambda_t$.

The negative binomial distribution allows for overdispersion, where variance to be larger than the mean $\lambda_t$. Following [18], Model (3) together with the negative binomial assumption, i.e., $Y_t|F_{t-1} \sim NegBin(\lambda_t, \phi)$, implies that

$$P(Y_{t=y}|F_{t-1}) = \frac{\Gamma(\phi + y)\Gamma(\frac{\phi}{\phi + \lambda_t})}{\Gamma(\phi + y + 1)\Gamma(\phi)} \left( \frac{\phi}{\phi + \lambda_t} \right)^{\phi} \left( \frac{\lambda_t}{\phi + \lambda_t} \right)^{\phi}, \quad y = 0, 1, \ldots \quad (6)$$

In this case, $\text{var}(Y_t|F_{t-1}) = \lambda_t + \lambda_t^2/\phi$. The Poisson distribution is a limiting case of the negative binomial when $\phi \rightarrow \infty$.

Fokianos and Fried in [14,15], an intervention model can be written as:

$$g(\lambda_t) = \beta_0 + \sum_{k=1}^{p} \beta_k \tilde{g}(Y_{t-k}) + \sum_{l=1}^{q} \alpha_l g(\lambda_{t-l}) + \sum_{m=1}^{s} \omega_m \delta_{m-t} \tau_m (t \geq \tau_m), \quad (7)$$

Model interventions affecting the location by including a deterministic covariate of the form $\delta^{t-t_1} (t \geq \tau)$, where $\tau$ is the time of occurrence and the decay rate $\delta$ is a known constant. This covers various types of interventions for different choices of the constant $\delta$: a singular effect for $\delta = 0$ (spiky outlier), an exponentially decaying change in location for $\delta \in (0,1)$ (transient shift) and a permanent change of location for $\delta = 1$ (level shift).
2.3. Model Selection
The model selection is conducted using out-of-sample criteria by comparing the RMSE (Root Mean Square Error), MAD (Mean absolute deviation), and MAPE (Mean Absolute Percentage Error). RMSE, MAD, and MAPE are defined as follows [17] [21]:

\[
RMSE = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (Y_{n+l} - \hat{Y}_n(l))^2}
\]

(8)

\[
MAD = \frac{1}{M} \sum_{i=1}^{M} |Y_{n+l} - \hat{Y}_n(l)|
\]

(9)

\[
MAPE = \frac{1}{M} \sum_{i=1}^{M} \left| \frac{Y_{n+l} - \hat{Y}_n(l)}{Y_{n+l}} \right| \times 100
\]

(10)

where \( M \) is the number of predictions performed, \( Z_{n+l} \) is the actual data, and \( \hat{Z}_n(l) \) is the forecast data in the next step \( l \).

3. Methodology
The data employed in this research is secondary data, namely international visitor arrivals to Indonesia, 2001-2018. Data has been published by Statistics Indonesia (BPS).

The first step is to divide the data into training and testing data. Training data is data from 2001 to 2017, 204 data. The testing data is data during 2018 as many as 12 data. In this research, we applied intervention on ARIMA models and intervention on count time series models. Intervention on the ARIMA model includes the following stages:
1. Identify stationary.
2. Transform or differencing if the data is not stationary.
3. Dividing the dataset into \( k + l \) parts, where \( k \) is the number of intervention.
4. Modeling of the first intervention.
5. Modeling of the \( m^{th} \) Intervention Model, where \( m = 2, 3, \ldots, k \).

Intervention on the count time series model includes the following stages:
1. Identify stationary.
2. Differencing if the data is not stationary.
3. Modeling using Poisson AR and Negative Binomial AR model. The model is built using intervention effects based on the results of the intervention in the ARIMA model.

Then calculate RMSE, MAD, and MAPE on out-of-sample data. Furthermore, compare RMSE, MAD, and MAPE to obtain the best model. Last, forecast monthly international visitor arrivals to Indonesia, 2019 based on the best model.

4. Results and Discussion
4.1. Intervention on ARIMA
4.1.1. Modeling International Visitor Arrival from Bahrain. We applied ARIMA modeling on pre-intervention data, the second Bali bombings. The 2005 Bali bombings were a series of terrorist suicide bomb and a series of car bombs and attacks that occurred on 1 October 2005, in Bali, Indonesia. Based on the analysis of data stationarity, the data is not stationary in the variance. So that the transformation of natural logarithms (ln) is provided. The mean is not stationary, either. Regular differencing order 1 and seasonal differencing 12-periods order 1 are applied for this data.
Figure 1 shows that data on Bahrainian foreign tourist visits has decreased since the explosion of the second Bali Bombings. The bomb caused the number of international visitor arrival from Bahrain decreased and the residuals from forecasting data exited $\pm 2\sigma$. Order of the intervention model is determined, $b = 3$, $s = 6$, $r = 0$, the function used is the pulse function.

After the second Bali bombings intervention model is obtained, the data will be modeled using the intervention of Sarinah Bomb, that occurred on January 2015 or at $T = 121$. Figure 2 shows that data has decreased at $T+5$ since the Sarinah bomb blast. Order of intervention models is determined, namely $b = 5$, $s = 0$, $r = 0$.

Table 1 shows the parameter estimation for Bahrain’s visitors intervention model. $P$-value is already under 5 percent; all parameter is significant.

| Parameter | Estimate | Standard Error | T value | p-value |
|-----------|----------|----------------|---------|---------|
| $\theta_1$ | 0.76     | 0.05           | 14.18   | $< 0.001$ |
| $\Phi_1$  | -0.47    | 0.07           | -6.7    | $< 0.001$ |
The final multi-input intervention on the ARIMA model for the number of tourist arrivals from Bahrain can be written as:

\[
\begin{align*}
\omega_{10} &= -2.03 \quad & 0.48 \quad & -4.24 \quad & < 0.001 \\
\omega_{11} &= 2.24 \quad & 0.47 \quad & 4.81 \quad & < 0.001 \\
\omega_{12} &= 0.94 \quad & 0.46 \quad & 2.03 \quad & 0.044 \\
\omega_{13} &= 1.88 \quad & 0.45 \quad & 4.18 \quad & < 0.001 \\
\omega_{20} &= -1.36 \quad & 0.48 \quad & -2.83 \quad & 0.005 \\
\end{align*}
\]

The final multi-input intervention on the ARIMA model for the number of tourist arrivals from Bahrain can be written as:

\[
\ln Y_t = -2.03 P_{1,t-3} - 2.24 P_{1,t-4} - 0.94 P_{1,t-5} - 1.88 P_{1,t-7} - 1.36 P_{2,t-5}
\]

\[
+ \frac{(1 + 0.76 B)}{(1 - B)(1 - B^{12})(1 + 0.47 B^{12})} a_t
\]

where \( P_{1,t} \) is the pulse function of the second Bali bombing, \( P_{2,t} \) is the pulse function of the Sarinah bombing.

4.1.2. Modeling International Visitor Arrival from Singapore. ARIMA model was performed on pre-intervention data, before closure of gambling locations in Batam, \( T = 1 \) to \( T = 53 \). The gambling locations were closed after the inauguration of National Police Chief Sutanto in June 2005. The data had constant variance, but not stationary in the mean. We applied differencing to obtain a stationary time series. Regular differencing order 1 and seasonal differencing 12-periods order 1 are applied for the data.

Figure 3. Plot of the intervention effect, closure of gambling locations.

Figure 3 shown foreign tourist visits from Singapore has decreased since the closure of gambling locations in Batam in June 2005. Based on residual, the order of intervention models is \( b = 0, s = 6, r = 0 \). After that, the intervention of sharia tourism promotion in October 2013 applied to the data. Foreign tourist visits from Singapore has increased. The intervention occurred at \( T = 154 \). It was assumed to be a pulse function. Based on the residual, the order of intervention models is \( b = 3, s = 0, r = 0 \). Table 2 shows the parameter estimation for the intervention model. \( P\)-value is under 5 percent, all parameter is significant.

The final multi-input intervention on the ARIMA model for the number of tourist arrivals from Singapore can be written as:
\[ Y_t = -57267.00 \ p_{1,t} - 48219.40 \ p_{1,t-1} - 46583.90 \ p_{1,t-2} - 32110.30 \ p_{1,t-3} \]
\[ - 34541.50 \ p_{1,t-4} - 33813.30 \ p_{1,t-5} - 52154.40 \ p_{1,t-6} + 21343.50 \ p_{2,t-3} \]
\[ + \frac{(1 - 0.66 B - 0.16 B^{13} - 0.16 B^{25})(1 - 0.49 B^{12})}{(1 - B)(1 - B^{12})(1 + 0.18 B^{12})} a_t \]

where \( p_{1,t} \) is the pulse function of the closure of gambling locations in Batam, \( p_{2,t} \) is the pulse function of the sharia tourism promotion in Indonesia.

### Table 2. Estimation For Singapore Visitors Intervention Model on ARIMA

| Parameter | Estimate | Standard Error | T value | p-value |
|-----------|----------|----------------|---------|---------|
| \( \theta_1 \) | 0.66 | 0.06 | 10.84 | < 0.001 |
| \( \theta_2 \) | 0.16 | 0.06 | 2.6 | 0.010 |
| \( \theta_3 \) | 0.16 | 0.06 | 2.64 | 0.009 |
| \( \Theta_1 \) | 0.49 | 0.07 | 6.71 | < 0.001 |
| \( \Theta_0 \) | -0.18 | 0.08 | -2.16 | 0.032 |
| \( \omega_{10} \) | -57267.00 | 10000.50 | -5.73 | < 0.001 |
| \( \omega_{11} \) | 48219.40 | 10268.60 | 4.70 | < 0.001 |
| \( \omega_{12} \) | 46583.90 | 9983.40 | 4.67 | < 0.001 |
| \( \omega_{13} \) | 32110.30 | 9969.00 | 3.22 | < 0.001 |
| \( \omega_{14} \) | 34541.50 | 9980.70 | 3.46 | < 0.001 |
| \( \omega_{15} \) | 33813.30 | 10015.70 | 3.38 | < 0.001 |
| \( \omega_{16} \) | 52154.40 | 9657.30 | 5.40 | < 0.001 |
| \( \omega_{20} \) | 21343.50 | 9196.80 | 2.32 | 0.022 |

### 4.2. Intervention on Count Time Series Model

#### 4.2.1. Modeling International Visitor Arrival from Bahrain

Regular differencing order 1 and seasonal differencing 12-periods order 1 are applied for this data. On the count time series model, the data must be positive. Based on differencing results, the smallest value is \(-214\), so that all data is added with constants \( c = 215 \).

We applied Poisson AR and Negative Binominal AR model. And used the same intervention order as in the ARIMA. Six tentative count time series models have considered, namely Poisson-AR(1,1), NB-AR(1,1), Poisson-AR([1,2,3],[1,12]), NB-AR([1,2,3],[1,12]), Poisson-AR([1,12],1), NB-AR([1,12],1). Table 3 shows the parameter estimation for the intervention model on poisson-AR([1,12],1), NB-AR([1,12],1). On Negative Binomial AR, degree of overdispersion is 0.056.

### Table 3. Parameter Estimation For The Intervention Model on Poisson-AR([1,12],1), NB-AR([1,12],1)

| Parameter | Estimate | Standard Error | T value | p-value |
|-----------|----------|----------------|---------|---------|
| Intercept | 5.26     | 5.26           | 0.16    | 0.68    | 32.42 | 7.78 | < 0.001* | < 0.001* |
| \( \beta_1 \) | -0.55    | -0.55          | 0.02    | 0.07    | -29.71 | -7.52 | < 0.001* | < 0.001* |
| \( \beta_{12} \) | -0.06    | -0.06          | 0.01    | 0.04    | -6.68  | -1.45 | < 0.001* | 0.150 |
| \( \alpha_1 \) | 0.63     | 0.63           | 0.03    | 0.10    | 24.00  | 6.24  | < 0.001* | < 0.001* |
| \( \omega_{10} \) | -5.05    | -5.05          | 1.00    | 1.03    | -5.05  | -4.91 | < 0.001* | < 0.001* |
| \( \omega_{11} \) | 0.80     | 0.80           | 0.65    | 0.91    | 1.22   | 0.87  | 0.225 | 0.384 |
| \( \omega_{12} \) | 0.08     | 0.08           | 0.07    | 0.26    | 1.17   | 0.32  | 0.242 | 0.746 |
\( \omega_{13} \), -0.24
\( \omega_{20} \), -0.09

\[ \begin{array}{cccccc}
\omega_{13} & -0.24 & -0.24 & 0.06 & 0.22 & -3.84 & -1.10 < \alpha = 5% \n\omega_{20} & -0.09 & -0.09 & 0.06 & 0.20 & -1.66 & -0.46 0.100 0.645
\end{array} \]

The final multi-input intervention on count time series model for the number of tourist arrivals from Bahrain can be written as:
\[
\log(\lambda_t) = 5.26 - 0.55Y_{t-1} - 0.06Y_{t-12} + 0.63\lambda_{t-1} - 5.05P_{1,t-3} + 0.8 P_{1,t-4} + 0.08 P_{1,t-5} - 0.24 P_{1,t-7} - 0.09 P_{2,t-5}
\]

where \( P_{1,t} \) is pulse function of the second Bali bombing, \( P_{2,t} \) is pulse function of the Sarinah bombing.

4.2.2. Modeling International Visitor Arrival from Singapore. Differencing regular order 1 and the differencing seasonal 12 order 1 is applied for the data. The smallest value is −63222, to make positive data, all data are added with constants \( c = 63223 \).

We considered six tentative models, namely Poisson-\( AR(1,2,12) \), \( NB-AR(1,2,12) \), Poisson-\( AR(2,1,12,13,25) \), \( NB-AR(2,1,12,13,25) \), Poisson-\( AR(2,1,12) \), \( NB-AR(2,1,12) \). Table 4 shows the parameter estimation for the intervention model on Poisson-\( AR(2,1,12) \), \( NB-AR(2,1,12) \), degree of overdispersion is 0.0697.

| Parameter | Estimate | Standard Error | T value | p-value |
|-----------|----------|----------------|---------|---------|
| \( \beta_2 \) | 18.99 | 0.027 | 1.71 | 11.10 | < 0.001* |
| \( \alpha_1 \) | -0.49 | 0.002 | 0.15 | -72.24 | -1.05 | < 0.001* |
| \( \alpha_2 \) | -0.21 | 0.10 | -145.76 | -3.20 | < 0.001* | 0.002* |
| \( \omega_{10} \) | -1.05 | 0.28 | -166.13 | -3.76 | < 0.001* | 0.035* |
| \( \omega_{11} \) | -0.36 | 0.35 | -64.23 | -0.10 | < 0.001* | 0.303 |
| \( \omega_{12} \) | -0.05 | 0.29 | -11.02 | -0.17 | < 0.001* | 0.864 |
| \( \omega_{13} \) | 0.12 | 0.29 | 29.27 | 0.42 | < 0.001* | 0.676 |
| \( \omega_{14} \) | 0.04 | 0.29 | 10.08 | 0.15 | < 0.001* | 0.880 |
| \( \omega_{15} \) | 0.24 | 0.29 | 59.28 | 0.82 | < 0.001* | 0.415 |
| \( \omega_{16} \) | -0.89 | 0.34 | -151.03 | -2.65 | < 0.001* | 0.009* |
| \( \omega_{20} \) | 0.46 | 0.23 | 160.99 | 2.02 | < 0.001* | 0.045* |

* significant parameter with \( \alpha = 5% \)

The final multi-input intervention on count time series model for the number of tourist arrivals from Singapore can be written as:
\[
\log(\lambda_t) = 18.99 - 0.02Y_{t-2} - 0.49\lambda_{t-1} - 0.21\lambda_{t-2} - 1.05P_{1,t} - 1.03 P_{1,t-1} - 0.05 P_{1,t-3} + 0.12 P_{1,t-4} + 0.04 P_{1,t-5} + 0.24 P_{1,t-6} + 0.89 P_{1,t-7} + 0.46 P_{2,t-3}
\]

where \( P_{1,t} \) is pulse function of the closure of gambling locations in Batam, \( P_{2,t} \) is pulse function of the sharia tourism promotion in Indonesia.
4.3. Selection of The Best Model

RMSE, MAD, and MAPE on out-of-sample data based on 3 models above have been calculated. We compared the value to obtain the best model. On Bahrain data, the intervention functions were pulse function of the second Bali bombing and pulse function of the Sarinah bombing. And the best intervention on count time series model were Poisson-AR([1,12],1) and NB-AR([1,2,3],[1,12]). On Singapore data, the best model were Poisson-AR(2,[1,12]) and NB-AR(2,[1,12,13,25]). And The intervention functions were pulse function of the closure of gambling locations in Batam and pulse function of the sharia tourism promotion in Indonesia.

Summary of RMSE, MAD, and MAPE (%) shown in Figure 4. It was concluded that intervention on Poisson AR is the best model to forecast international visitor from Bahrain and Singapore.

Figure 4. RMSE, MAD, and MAPE comparison (a) Bahrain’s Tourist Data and (b) Singapore’s Tourist Data.

4.4. Forecast

The best model to forecast international visitor from Bahrain and Singapore is an intervention model on Poisson-AR([1,12],1) and Poisson-AR(2,[1,12]), respectively. The forecast provides count data. Forecast of international visitors from Bahrain and Singapore, 2019 can be seen in Figure 5.

Figure 5. Time Series Plot of Forecast International Visitors, 2019 (a) Bahrain’s Tourist and (b) Singapore’s Tourist.

5. Conclusion

This research performed an analysis of intervention on ARIMA and count time series model to forecast monthly international visitor arrivals from Bahrain and Singapore to Indonesia. We used the same intervention order as in the ARIMA. Based on RMSE, MAD, and MAPE on out-of-sample data,
it was concluded that intervention on Poisson AR is the best model to forecast international visitor from Bahrain and Singapore. The best intervention model used to forecast international visitors from Bahrain is intervention model on Poisson-AR([[1,12],1]). The intervention functions were pulse function of the second Bali bombing and pulse function of the Sarinah bombing. Intervention model on Poisson-AR(2,[[1,12]]) was used to forecast international visitors from Singapore, 2019. The intervention functions were pulse function of the closure of gambling locations in Batam and pulse function of the sharia tourism promotion in Indonesia.
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