Transport properties of rippled graphene
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Abstract
The exceptionally high mobility of carriers in graphene is one of its defining characteristics, especially in view of potential applications. Therefore it is of both practical and fundamental importance to understand the mechanisms responsible for limiting the values of the mobility. The aim of the paper is to study theoretically one such mechanism, i.e. scattering on ripples. The transport properties of rippled graphene are studied using the single-band tight-binding model. Both the bond-length variation, corresponding to the vector potential in the effective mass picture, and the fluctuating scalar potential are included in the formalism. The samples are modeled as self-similar surfaces characterized by the roughness exponent, with values ranging from those typical for graphene on SiO$_2$ to those seen for suspended samples. The range of calculated resistivities and mobilities overlaps with those from experiments. The results presented in this paper support the notion of rippling as one of the important factors limiting the mobility of carriers in graphene.
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1. Introduction
The enormous interest in graphene, a two-dimensional (2D) honeycomb lattice of carbon atoms discovered in 2004 [1], has both fundamental and practical reasons. The electronic properties of graphene are related to the peculiar nature of its band states in the vicinity of the Fermi level. These states possess a linear dispersion and are described by an effective Hamiltonian formally identical to that of relativistic massless particles (Dirac fermions), albeit with a velocity 300 times lower than the speed of light [2]. This leads to a range of interesting phenomena like finite minimal conductivity, the Klein paradox (i.e. tunneling with no attenuation) and the anomalous quantum Hall effect which can be observed even at room temperatures (see e.g. [3] for a review). The practical interest stems mostly from the fact that carriers in graphene, whose number and character (electrons or holes) can be modified by the field effect, possess exceptionally high mobility. The values range from of the order of $10^4–15000$ cm$^2$ V$^{-1}$ s$^{-1}$ for exfoliated graphene on SiO$_2$ substrate [2, 4, 5] to over $100000$ cm$^2$ V$^{-1}$ s$^{-1}$ for suspended samples [6–9], making graphene a strong candidate for use in ultra-fast electronic devices [10–14].

The precise mechanism limiting the mobility of carriers in graphene is still a matter of debate. The values and temperature dependence of mobilities measured in suspended samples (in the doped regime) seem to support the phonon scattering model [6]. The situation is less clear for samples on substrates, where little temperature dependence is observed. An often suggested source of scattering in the latter case is charged impurities, possibly located in the substrate [15]. However, an experiment designed specifically to test this scenario failed to produce supporting results [16]. Another possibility is scattering induced by ripples [17], which has been observed in both suspended [18] and exfoliated samples [19–22]. Theoretical studies indicate that ripples can be caused by direct interaction with the substrate [22], thermodynamical instability inherent to 2D systems [23, 24], functionalization e.g. by OH groups [25] or doping [26]. The picture which emerges is that of graphene as a self-similar rippled membrane.

One way to characterize such structure is via a height-correlation function $(h(r) - h(0))^2$ which exhibits $r^{2H}$ scaling for small values of $r$ and eventually saturates at twice...
the standard deviation of the height, \( \text{std}(h) = \sqrt{\langle h^2 \rangle} \) (we assume \( \bar{h} = 0 \)). The scaling exponent \( H \) is related to the fractal dimension of the rippled surface and assumes values ranging from 0.5 for exfoliated [20] to 0.7–1.0 for suspended [23, 24, 27] samples. The larger values of \( H \) in the latter case indicate locally smoother structures. The lateral size of surface features can be characterized by the correlation length \( \xi \), defined as the rollover point of the height-correlation function\(^1\), varying between several and a few tens of nanometers [24, 20, 22]. Finally, the size of out-of-plane fluctuations can be described using the standard deviation of the height, \( \text{std}(h) \), usually equal to a few Ångströms.

The most direct mechanism by which rippling modifies the electronic structure of graphene is the alteration of bond lengths (and consequently hopping integrals). Interestingly, in the effective mass approximation the resulting modifications to the Hamiltonian have the form of a random gauge field [28–30], whose presence may be responsible for the suppression of weak localization observed in some graphene samples [31]. Furthermore, the presence of ripples can lead to fluctuations of the charge density and, in particular, the formation of electron and hole puddles in globally neutral samples. Gibertini et al [32] calculated the deformation potential for geometries obtained from Monte Carlo simulations [23, 27] and found it and the local charge density to vary on a length scale of 1–2 nm with no apparent correlation with the height variation\(^2\). Similar length scales were also obtained in the \textit{ab initio} calculations of [34]. Kim and Castro [25] and Gazit [35] on the other hand obtained a close correlation between the charge fluctuations and the local curvature of the graphene sheet. In this case the effective scalar potential varies on length scales comparable to the coherence length. In all cases the amplitudes of the scalar potential variation were on the scale of tens of meV. On the experimental side, electron and hole puddles were observed in scanning tunneling microscopy (STM) studies. However, the interpretation of their origin is a matter of ongoing discussion [36, 37].

While qualitative estimates of scattering rates associated with ripples were presented in [17], little in the way of explicit calculations of transport properties appears in the literature to date. Simple one-dimensional models were studied in [38, 39]. More sophisticated structural models were used in [40, 41] but the effect of rippling was found to be modest compared to that of scattering on charged impurities. However, in both cases the modeling of the ripples was tailored to the specific case of relatively smooth structures [23], characterized by \( H = 1 \). The aim of the present contribution is to study the transport properties for the structures over the whole range of \( H \) and \( \text{std}(h) \) values. In the following paragraphs I will outline the details of the method of calculations and then present the results for both ballistic and diffusive regimes. On the basis of these I argue that the scattering on ripples has measurable impact on transport properties and leads in fact to resistance and mobility values compatible with experimental data.

\(^{1}\) The height-correlation function typically behaves approximately like \( \langle (h(r) - \bar{h})^2 \rangle \sim 2 \langle h^2 \rangle (1 - e^{-r^2/\xi^2}) \).

\(^{2}\) Longer length scales were obtained by the same group [33] when their formalism was applied to the experimental structure of [21].

2. The method

The calculations were performed using a single-band tight-binding model with hopping restricted to nearest neighbors only. The effect of rippling was included in the Hamiltonian by modification of the hopping constants. A simple scaling formula was adopted to this end:

\[
 t(r) = t_0 (a_0/r)^{-1/3} \tag{1}
\]

where \( r \) is the interatomic distance, \( a_0 = 1.42 \text{ Å} \) is the equilibrium lattice constant and \( t_0 = t(a_0) \) equals \(-2.8 \text{ eV} \). The choice of scaling formula is further discussed in appendix A.

The scattering geometry was employed with a system consisting of a rippled region sandwiched between flat-graphene leads. The leads were assumed to be heavily doped with the Fermi energy located 1 eV over the neutrality point. For such systems, coefficients of transmission, \( t_{\nu\nu} \), between the incoming state \( \nu \) in the left electrode and outgoing state \( \mu \) in the right electrode were calculated using the wavefunction matching method [42, 43]. These were subsequently used in the Landauer–Büttiker formula for the conductance:

\[
 G_{\text{LB}} = \frac{e^2}{h} \sum_{\mu\nu} |t_{\mu\nu}|^2. \tag{2}
\]

The self-similar landscape of the scattering region was generated using the diamond–square algorithm [44], described in appendix B, as multiples of 20 nm \( \times \) 20 nm non-repeating tiles. This yields the correlation length of \( \xi \approx 10 \text{ nm} \). The exponent \( H \) and \( \text{std}(h) \) were adjustable parameters. Two examples of generated surfaces are shown in figure 1. The honeycomb lattice of graphene was mapped onto the resulting surface with no adjustments to the in-plane positions of the carbon atoms.

In some calculations a fluctuating scalar potential \( V_{s}(r) \), included via the on-site elements of the tight-binding Hamiltonian, was taken into account. In contrast to the case for [35, 32, 33, 25, 34], where the calculated local potentials were explicitly dependent on the geometry, a simplified approach was adopted here. The potentials were generated independently of the geometry, using the same diamond–square algorithm but with the Fermi energy located 1-2 eV below the neutrality point. For such systems, coefficients of transport, \( t_{\nu\nu} \), between the incoming state \( \nu \) in the left electrode and outgoing state \( \mu \) in the right electrode were calculated using the wavefunction matching method [42, 43]. These were subsequently used in the Landauer–Büttiker formula for the conductance:

\[
 G_{\text{LB}} = \frac{e^2}{h} \sum_{\mu\nu} |t_{\mu\nu}|^2. \tag{2}
\]

The self-similar landscape of the scattering region was generated using the diamond–square algorithm [44], described in appendix B, as multiples of 20 nm \( \times \) 20 nm non-repeating tiles. This yields the correlation length of \( \xi \approx 10 \text{ nm} \). The exponent \( H \) and \( \text{std}(h) \) were adjustable parameters. Two examples of generated surfaces are shown in figure 1. The honeycomb lattice of graphene was mapped onto the resulting surface with no adjustments to the in-plane positions of the carbon atoms.

In some calculations a fluctuating scalar potential \( V_{s}(r) \), included via the on-site elements of the tight-binding Hamiltonian, was taken into account. In contrast to the case for [35, 32, 33, 25, 34], where the calculated local potentials were explicitly dependent on the geometry, a simplified approach was adopted here. The potentials were generated independently of the geometry, using the same diamond–square algorithm but with the Fermi energy located 1-2 eV below the neutrality point. For such systems, coefficients of transport, \( t_{\nu\nu} \), between the incoming state \( \nu \) in the left electrode and outgoing state \( \mu \) in the right electrode were calculated using the wavefunction matching method [42, 43]. These were subsequently used in the Landauer–Büttiker formula for the conductance:

\[
 G_{\text{LB}} = \frac{e^2}{h} \sum_{\mu\nu} |t_{\mu\nu}|^2. \tag{2}
\]

The self-similar landscape of the scattering region was generated using the diamond–square algorithm [44], described in appendix B, as multiples of 20 nm \( \times \) 20 nm non-repeating tiles. This yields the correlation length of \( \xi \approx 10 \text{ nm} \). The exponent \( H \) and \( \text{std}(h) \) were adjustable parameters. Two examples of generated surfaces are shown in figure 1. The honeycomb lattice of graphene was mapped onto the resulting surface with no adjustments to the in-plane positions of the carbon atoms.

In some calculations a fluctuating scalar potential \( V_{s}(r) \), included via the on-site elements of the tight-binding Hamiltonian, was taken into account. In contrast to the case for [35, 32, 33, 25, 34], where the calculated local potentials were explicitly dependent on the geometry, a simplified approach was adopted here. The potentials were generated independently of the geometry, using the same diamond–square algorithm but with the Fermi energy located 1-2 eV below the neutrality point. For such systems, coefficients of transport, \( t_{\nu\nu} \), between the incoming state \( \nu \) in the left electrode and outgoing state \( \mu \) in the right electrode were calculated using the wavefunction matching method [42, 43]. These were subsequently used in the Landauer–Büttiker formula for the conductance:

\[
 G_{\text{LB}} = \frac{e^2}{h} \sum_{\mu\nu} |t_{\mu\nu}|^2. \tag{2}
\]
The value of $3$ reduced in the latter case. This correlates with the structures clearly in figure 3(a). Comparison of results obtained for $\sigma$ functional dependence of $\sigma$ effect increases for higher values of std ($\approx \frac{4e^2}{\hbar^2}$) in flat graphene), as a function of std($h$). The descent of the curves gets slower with increasing $H$; however, even for $H = 1$, the effect is non-negligible. The dependence of the conductivity on the standard deviation of the scalar potential, std($V_s$), is presented in the inset of figure 4 for $H = 0.5$ and std($h$) = 2 Å. One sees that while both types of potential lead to decrease in the conductivity, the ‘long-wavelength’ type B has a significantly stronger effect.

Interestingly, the region around the neutrality point ($V_G \approx 0$) in figure 3 seems not to be affected by rippling. This is confirmed in figure 5 where the minimal conductance, $\sigma_{\text{min}} = \sigma(V_G = 0)$, is shown as a function of $H$ and std($h$). The main surface plot corresponds to the case with no additional scalar potential. We observe that $\sigma_{\text{min}}$ assumes values close to the universal value of $\frac{4e^2}{\hbar^2}$, predicted for flat graphene [45], over a large plateau and decreases only for std($h$) exceeding the $H$-dependent threshold value. Increasing the length of the scattering region ($L$) yields essentially the same plateau region (results not shown) with a steeper descent outside. Adding the type A scalar potential does not, for std($V_s$) $\lesssim 0.1$ eV, change the value of the minimal conductance but reduces the size of the plateau. Example results are shown in figure 5 using the red line for $H = 0.5$ and std($V_s$) = 0.05 eV. The type B potential, which varies laterally on the same length scale as structural corrugations, is capable of changing not only the stability but also the value of the minimal conductance as demonstrated by the blue curve in figure 5 (the same parameters apply). The observed increase of $\sigma_{\text{min}}$ in the presence of the slowly varying scalar potential can be qualitatively understood by noticing that in this case a carrier travels through a series of locally conductive regions (i.e. electron and hole puddles). For specific combinations of $H$, std($h$) and std($V_s$), $\sigma_{\text{min}}$ can achieve a value of $\frac{4e^2}{\hbar^2}$, often seen in exfoliated samples [2]. It should be noted, however, that such values are no longer universal in my calculations, i.e. in addition to depending on the above mentioned variables they also depend on the sample dimensions.

Following the usual convention, the results of figures 3 and 5 are presented as conductivities, $\sigma$. It should be understood, however, that these results characterize a specific

---

**Figure 1.** Two examples of surfaces generated using the diamond–square algorithm. The scaling exponent $H$ was set to 0.5 and 1.0 in panels (a) and (b) respectively. The standard deviation std($h$) = 3 Å was used in both cases.

**Figure 2.** Scalar potential generated using the diamond–square algorithm with $H_V = 1.0$ and std($V_s$) = 50 meV using tiles of 2 nm $\times$ 2 nm (type A).

**3. Results**

The calculated conductivity $\sigma = G_L B L^2$ (for $L = 100$ nm and $W = 20$ nm) is shown in figure 3 as a function of the distance between the Fermi level and the neutrality point in the scattering region. This quantity, $V_G$, would be controlled by the gate voltage in experiments. The convention used here is that positive values mean electron doping in the central part. It is immediately apparent that the conductance can be significantly lowered by the presence of the ripples. The effect increases for higher values of std($h$). Additionally the functional dependence of $\sigma$ can also change and deviate from $\sigma \sim V_G$, typical for the ballistic regime, as seen most clearly in figure 3(a). Comparison of results obtained for $H = 0.5$ and 1.0 reveals that the back-scattering is greatly reduced in the latter case. This correlates with the structures characterized by higher $H$ values being locally smoother (see figure 1). This point is further illustrated in figure 4 where the conductivities for three values of $H$ are shown, for a fixed value of $V_G = 0.1$ eV (corresponding to the electron density $n = 10^{12}$ cm$^{-2}$ in flat graphene), as a function of std($h$). The descent of the curves gets slower with increasing $H$; however, even for $H = 1$, the effect is non-negligible.

It should be understood, however, that these results characterize a specific
Conductivity $\sigma = G_{LB}$ of the scattering region with $L = 100$ nm and $W = 20$ nm calculated as a function of $V_G$, the distance between the Fermi level and the neutrality point in the scattering region. Different curves correspond to the different values of std$(h)$.

**Figure 3.**

Conductivity as a function of std$(h)$ for fixed $V_G = 0.1$ eV and different values of the scaling exponent $H$. The inset: conductivity as a function of the standard deviation of the scalar potential std$(V_s)$ for $H = 0.5$, $V_G = 0.1$ eV. The results for type A (solid line) and type B (dashed line) potentials are presented.

![Graph](image-a)

**Figure 4.**

Conductivity as a function of std$(h)$ for fixed $V_G = 0.1$ eV and different values of the scaling exponent $H$. The inset: conductivity as a function of the standard deviation of the scalar potential std$(V_s)$ for $H = 0.5$, std$(h) = 2$ Å and $V_G = 0.1$ eV. The results for type A (solid line) and type B (dashed line) potentials are presented.

![Graph](image-b)

**Figure 5.**

Minimal conductivity $\sigma_{\text{min}} = \sigma(V_G = 0)$ plotted as a function of $H$ and std$(h)$. The plateau values correspond to the universal value of $\sigma_{\text{min}} \approx 4e^2/h\pi$. No scalar potential was present for the main surface plot. The results, including a fluctuating scalar potential, are shown as red and blue lines for type A and type B potentials (with std$(V_s) = 0.05$ eV and $H = 0.5$) respectively.

![Graph](image-c)

Having calculated the resistivity we can now estimate the mobilities, $\mu$, corresponding to figure 6(b). Using $\rho^{-1} = e\mu$.
and assuming $n = 10^{12} \text{ cm}^{-2}$, appropriate for flat graphene with a chosen $V_G$, we obtain the values of $\mu$ shown in figure 7. The range of experimental values, measured on various substrates$^4$ and in suspended graphene, is also indicated in the figure. The STM studies reveal that exfoliated graphene on $\text{SiO}_2$ substrate [20] is characterized by $H \approx 0.5$ and std($h$) $\approx 2$–3 Å. These ranges of parameters correspond in my calculations to the mobility in the $\mu = 2000$–8000 cm$^2$ V$^{-1}$ s$^{-1}$ range, which is somewhat below experimental values, typically equal to 10000–15000 cm$^2$ V$^{-1}$ s$^{-1}$ $^2$ [2, 4, 5]. The values of the mobility are even more underestimated for the range of parameters corresponding to suspended graphene flakes, where calculations [23, 27, 24] predict $H \approx 0.7$–1.0 and std($h$) of several ångströms. This puts the calculated mobilities (see the corresponding curves in figure 7) in the 1000–10000 cm$^2$ V$^{-1}$ s$^{-1}$ range, whereas much higher values of over 100000 cm$^2$ V$^{-1}$ s$^{-1}$ were reported experimentally $^6$–$^9$.

One possible reason for overestimation of the scattering strength in my calculations may be the lack of structural relaxation in the model. It has been in fact demonstrated in the literature that relaxation of internal strain leads to a substantial reduction of the effect of rippling on the electronic structure of the sample $^{50}$.

4. Conclusions

In this paper I have studied the transport properties of rippled graphene using a structural model parameterized by the scaling exponent $H$ and the standard deviation std($h$) of the out-of-plane positions of carbon atoms. Both in ballistic and ohmic regimes, a substantial reduction of conductivities was already found for relatively modest amplitudes of corrugation. The range of resistivities and mobilities calculated in the ohmic

regime overlaps with experimental values. The mobility is however consistently underestimated when direct comparison is made, possibly because of the limitations of the structural model. The value of the minimal conductivity was found to be largely unchanged and equal to the universal value $\sigma_{\text{min}} = \frac{4e^2}{h\pi}$ when only the effect of changing the bond lengths was considered. The fluctuating scalar potential was found to decrease the conductance for doped samples and increase the minimal conductance for globally neutral samples. In conclusion, the results presented in this paper demonstrate that the scattering on ripples can lead to substantial reduction of the mobility of carriers in graphene. This indicates that carrier mobility can be improved by optimizing the geometry of the substrate, by reduction of either its characteristic scaling exponent $H$ or the standard deviation std($h$) of the height.
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**Appendix A. The scaling of the hopping constant**

A simple formula for the scaling of the hopping constant used throughout the paper

\[ t(r) = t_0 \left( \frac{r}{a_0} \right)^{-3} \]  

(A.1)

is a special case of a general \( t_{ij} \sim r^{-l-l' -1} \) scaling (with \( l = l' = 1 \) for the graphene \( \pi \)-band) motivated in turn by the scaling properties of the Hamiltonian of the linear muffin tin orbital (LMTO) [52] method. Other choices, frequently utilized in the literature, include a quadratic scaling suggested by Harrison [53]

\[ t(r) = t_0 \left( \frac{r}{a_0} \right)^{-2} \]  

(A.2)

and a more involved formula of Pereira et al [54]

\[ t(r) = t_0 e^{-3.37 \left( \frac{r}{a_0} - 1 \right)}. \]  

(A.3)

The performances of all three scaling formulas are compared in figure A.1 for both contracted (middle panel) and expanded (bottom panel) lattice constants. Additionally the results of tight-binding (TB) calculations were benchmarked against \textit{ab initio} full potential linearized augmented plane wave (FP LAPW) ones [55, 56]. From the results shown in figure A.1 it is clear that none of the formulas is consistently better than the others within the scope of the model employed in this paper. In the case of the contracted lattice constant, the best agreement between \textit{ab initio} and TB results is given by (A.2) with the other two being indistinguishable. However, the situation is reversed for the expanded lattice constant, where the \textit{ab initio} bands are best reproduced by either (A.3) (along the M–K direction) or (A.1) (along K–\( \Gamma \)) with (A.2) clearly the worst of the three. A generalized version of Harrison’s scaling suggested in [57] does not yield consistent improvement in the present case.

In the effective mass approximation, as used e.g. in [28–30], a linear scaling of the hopping constant is assumed and only the slope, usually parameterized as the logarithmic derivative

\[ \beta = - \frac{d \ln t}{d \ln r} \bigg|_{r=a_0}, \]

enters the theory. In this picture, (A.1)–(A.3) correspond to \( \beta \) equal to 3, 2 and 3.37 respectively. The theoretical and experimental estimates of \( \beta \) values found in the literature range between 1.1 and 3.6 [58–60].

**Appendix B. The diamond–square algorithm**

The diamond–square algorithm, first proposed in [44], is an iterative procedure for generating fractal landscapes with a chosen value of the scaling exponent \( H \). Consider a square with some predefined (possibly zero) corner values. The first iteration, shown in figure B.1, consists of two steps:

- **diamond**: the central value of the square is calculated as
  \[ h_5 = \sum_{i=1,...,4} h_i + \text{rand}(d) \]
  where \text{rand}(d) is a random variable with normal distribution\(^5\) centered at zero and with the standard deviation equal to \( d \);
- **square**: here one calculates the central values of the diamonds in an analogous fashion.

Cyclic boundary conditions can be used in the first iteration or alternatively one can skip the points outside of the original rectangle. Both steps are repeated the required number of times for squares and diamonds with dimensions

---

\(^5\) Alternatively a uniform distribution over \([-d, d]\) can be used.
The same is true for farther coordination zones, not shown in the plot. The peculiar, non-symmetric form of the peaks is an artifact of the model applied, namely the freezing of in-plane coordinates. A more natural looking shape could be generated e.g. by applying random three-dimensional shifts to each atom. Such a procedure does not seem to significantly alter the transport properties (results not shown here), provided that the amplitudes of random movements are kept small. I opted however not to include this step in my calculations, in order to reduce the number of arbitrary parameters in the model.
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