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Abstract
This work presents a notion of strong detectability for linear time varying systems affected by unknown inputs. It is shown that this notion is equivalent to detectability of an auxiliary system without unknown inputs. This allows a straightforward observer design for dependable state estimation in the presence of unknown inputs. The design reduces to a deterministic Kalman filter design problem, where the observer gains can be obtained from the solution of a differential Riccati equation. The efficacy of the proposed approach is demonstrated by means of a numerical example.
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1. Introduction
State observers are important building bricks for feedback loop design and fault detection. By means of inputs and measurable outputs of the system, the non-measurable system states are estimated. In practical applications, observers have to deal with the fact that the measured signals are affected by unknown external disturbances. One strategy to cope with such disturbances is to model them as unknown system inputs and utilize unknown input observers [1, 2]. Important applications for unknown input observers are, e.g., robust fault detection filter design [3], or, more recently, cyber attack detection in distributed networked control systems [1]. The problem of state estimation in the presence of unknown inputs is closely related to the concept of strong detectability. For linear time invariant systems, strong detectability is a well studied system property, which is extensively treated in [1, 5]. The developed theory, which is required for the design of unknown input observers [2, 6], has found a wide variety of applications, see, e.g. [3, 4, 7, 8].

Hautus introduced the notions of strong observability, strong detectability and strong∗ detectability in a linear time invariant setting [1]. The focus of the present work is on the latter notion, because in the linear time invariant case, strong∗ detectability is necessary and sufficient for the existence of an unknown input observer. Moreover, neither strong detectability nor strong observability imply strong∗ detectability, see [1].
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are utilized for an unknown input observer design for a linearized version of the Lorenz ’96 model in Section 5 and the efficacy of the proposed approach is shown by numerical results. Section 5 draws conclusions and points out future research directions.

Notation: Matrices are printed in boldface capital letters, whereas column vectors are boldface lower case letters. \( M^1 \) denotes the Moore-Penrose pseudoinverse of the matrix \( M \). The matrix \( I_n \) is the \( n \times n \) identity matrix. The 2-norm of a vector or the corresponding induced matrix norm is denoted by \( \| \cdot \| \). Symmetric positive definite (positive semidefinite) matrices \( M^T = M \) are denoted by \( M \succ 0 \) (\( M \succeq 0 \)). If for two symmetric matrices \( M_2 - M_1 \succ 0 \), then \( M_1 \prec M_2 \) (\( M_1 \preceq M_2 \)).

In dynamical systems, differentiation of a vector \( x \) with respect to time \( t \) is expressed as \( \dot{x} \). Time dependency of state (usually \( x \)) and input (usually \( w \)) is omitted, whereas the time dependency of the system parameters is stated explicitly.

2. Problem Statement

Consider the linear time varying system

\[
\begin{align*}
\dot{x} &= A(t)x + D(t)w, \\
y &= C(t)x
\end{align*}
\]

for \( t \in J = [0, \infty) \) with the state \( x(t) \in \mathbb{R}^n \), the output \( y(t) \in \mathbb{R}^p \) and the unknown input \( w(t) \in \mathbb{R}^q \). The matrices \( A(t), D(t) \) and \( C(t) \) of appropriate dimensions are assumed to be uniformly bounded. The goal is to asymptotically reconstruct the state \( x(t) \) without knowledge of the input \( w(t) \) and to state conditions for that purpose. It should be noted that no assumptions about differentiability or boundedness of the unknown input \( w(t) \) are made.

Without loss of generality, no known inputs are considered in system (1), because they can always be eliminated and hence do not influence the observer error dynamics.

The following assumptions are made throughout the paper:

(A1) The matrices \( A(t) \) and \( D(t) \) are uniformly bounded and differentiable with uniformly bounded derivatives

(A2) The matrix \( C(t) \) is uniformly bounded and at least two times differentiable with uniformly bounded derivatives

(A3) There exists a scalar \( \gamma > 0 \) such that \( \Gamma(t) = C(t)D(t) \) fulfills

\[
\Gamma^T(t)\Gamma(t) \geq \gamma I_q.
\]

Remark: Assumption (A3) requires \( p \geq q \) and is a uniform extension of the well known rank condition \( \text{rank} \, CD = \text{rank} \, D = q \), which is a necessary condition for strong\(^*\) detectability in the linear time-invariant setting [1, Theorem 1.6].

3. Preliminaries — Detectability

For stability analysis, the notions of asymptotic stability and uniform exponential stability, see, e.g. [11], are relevant.

Definition 1 (stability). The linear system \( x = A(t)x \) is called

i) asymptotically stable (AS), if its origin is Lyapunov stable and \( \lim_{t \to \infty} x(t) = 0 \) is satisfied for every solution \( x(t) \);

ii) uniformly exponentially stable (UES), if there exist positive constants \( \mu \) and \( M \) such that

\[
\|x(t)\| \leq Me^{-\mu(t-t_0)}\|x(t_0)\|
\]

holds for every solution \( x(t) \) and every \( t_0 \).

If the input is identically zero, i.e., \( w(t) = 0 \) for all \( t \in J \), the condition for a successful observer design reduces to (uniform) detectability, which is introduced next.

Definition 2 (uniform exponential detectability). System (1), or equivalently the pair \( (A(t), C(t)) \), is called uniformly exponentially detectable, if there exists a uniformly bounded \( n \times p \) matrix \( L(t) \) such that the system

\[
\dot{e} = [A(t) - L(t)C(t)]e
\]

is uniformly exponentially stable.

In the following, detectability refers to the above definition.

The pair \( (A(t), C(t)) \) is called (uniformly exponentially) stabilizable, if its corresponding dual system is detectable. Details regarding duality between stabilizability and detectability can be found, e.g., in [12].

Uniform exponential detectability is equivalent to the existence of an observer of the form

\[
\dot{x} = A(t)x + L(t) \left[ y - C(t)\dot{x} \right],
\]

where \( \dot{x}(t) \) is the state estimate, which induces the UES error dynamics [4] with \( e(t) = x(t) - \dot{x}(t) \). Often, this observer is designed with a (deterministic) Kalman filtering approach [13, Sec. 8.3]. In fact, detectability is equivalent to the existence of a uniformly bounded positive semidefinite solution of the filtering Riccati equation as summarized in the following, see [11, Lemma 3.4] and its corresponding proof.

Lemma 1 (detectability and Riccati equation).

Let \( Q(t) \succeq 0 \) such that \( (A(t), Q^2(t)) \) is stabilizable. Then, the pair \( (A(t), C(t)) \) is detectable if and only if there exists a uniformly bounded positive semidefinite solution \( P(t) \) to the Riccati equation

\[
\dot{P} = A(t)P + PA^T(t) - PC^T(t)C(t)P + Q(t).
\]

Moreover, \( P \) is uniformly exponentially stable with

\[
L(t) = P(t)C^T(t).
\]
It should be remarked that the matrix $Q(t)$ can be regarded as a design parameter and hence stabilizability of $(A(t), Q^+(t))$ can always be achieved.

In the time invariant case, detectability means that a vanishing output implies a vanishing state. The following lemma shows that the considered detectability notion yields a similar property.

**Lemma 2 (output convergence).** If system (1) is detectable, then $\lim_{t \to \infty} y(t) = 0$ for $w(t) = 0$ implies $\lim_{t \to \infty} x(t) = 0$.

**Proof.** Detectability implies the existence of a uniformly bounded $L(t)$ such that (5) is an observer for (1) and (4) is UES. Hence, one obtains

$$\dot{x} = [A(t) - L(t)C(t)]\dot{x} + L(t)C(t)y.$$ (8)

According to [15] Theorem 59.1, it then follows from $y(t) \to 0$ that $\dot{x}(t) \to 0$ and hence $x(t) \to 0$. □

In the time invariant case, also the converse of Lemma 2 holds. This is not true in the time varying case. To see this, consider the system

$$\dot{x} = -\frac{1}{t+1} x, \quad y = 0,$$ (9)

which is asymptotically stable, and hence the above implication is trivially fulfilled. For this system, however, no observer of the form (5) exists, for which the estimation error dynamics is uniformly exponentially stable.

4. Main Results – Uniform Strong* Detectability

The concept presented in this section allows to asymptotically reconstruct the system states without explicitly differentiating the output signal in the presence of an unknown input $w(t)$.

Similar to the standard detectability notion, this concept is now introduced via the existence of a suitable observer and its corresponding error system.

**Definition 3 (uniform strong* detectability).** System (1) is called uniformly strong* detectable, if there exists an observer of the form

$$\dot{\hat{x}} = N(t)\hat{z}(t) + R(t)\hat{y}(t)$$ (10a)

$$\dot{\hat{x}} = z(t) + S(t)\hat{y}(t)$$ (10b)

with the estimate $\hat{x}(t) \in \mathbb{R}^n$, uniformly bounded matrices $N(t), R(t)$, and a uniformly bounded Lipschitz continuous matrix $S(t)$ such that the estimation error $e = x - \hat{x}$ satisfies

$$\|e(t)\| \leq Me^{-\mu(t-t_0)}\|e(t_0)\|$$ (11)

for all $t \geq t_0, t_0 \in \mathbb{J}$ and some constant $\mu, M > 0$. The observer (10) is then called a strong observer.

In order to eventually obtain conditions for uniform strong* detectability, the following lemma further specifies the properties of the observer (10).

**Lemma 3.** System (10) is a strong observer for (1), if and only if the following relations are fulfilled simultaneously:

(r1) $\dot{\hat{e}} = N(t)e$ is UES,

(r2) $N(t) - A(t) + (R(t) - N(t)S(t) + \dot{S}(t))C(t) + S(t)/C(t)A(t) + (C(t) + \dot{C}(t)) = 0$,

(r3) $D(t) - S(t)C(t)D(t) = 0$.

**Proof.** In the following, the time dependency is omitted for a better readability. Differentiating (10a) gives

$$\dot{\hat{e}} = \dot{\hat{x}} + S\hat{y} + S\dot{y}$$ (12)

and by using relation (10a) one obtains

$$\dot{\hat{e}} = N\hat{x} + (R + \dot{S} - NS)y + S\dot{y}.$$ (13)

Due to Lipschitz continuity of $S, \dot{S}$ exists almost everywhere and is uniformly bounded. With $y = Cx$ and $\dot{y} = (CA + \dot{C})x + C\dot{D}w$, the error system $\dot{\hat{e}} = \hat{x} - \hat{x}$ can be stated as

$$\dot{\hat{e}} = \hat{x} - \hat{x} = Ax + D\dot{w} - N\hat{x} - (R - NS + \dot{S})y - S\dot{y}$$

$$= Ax + D\dot{w} - N\hat{x} - (R - NS + \dot{S})Cx$$

$$- S(CA + \dot{C})x - SCD\dot{w}.$$ (14)

Together with the relation $\hat{x} = x - e$, this yields

$$\dot{\hat{e}} = Ne - [N - A + (R - NS + \dot{S})C + S(CA + \dot{C})]x$$

$$+ (D - SCD)\dot{w}.$$ (15)

Hence, necessity and sufficiency of the relations (r1)–(r3) follow directly.

Up to now, it is not obvious how to design the observer (5). The design can be formulated as a classical observer design problem based on the following main result.

**Theorem 1.** Under the assumptions (A1)–(A3), the following statements are equivalent

(i) System (1) is uniformly strong* detectable.

(ii) The pair $(\hat{A}(t), \hat{C}(t))$ with

$$\hat{A}(t) = A(t) - D(t)\Gamma(t) \left[ C(t)A(t) + \dot{C}(t) \right],$$

$$\hat{C}(t) = \left[ C(t)A(t) + \dot{C}(t) \right] \right]$$ (16)

is uniformly exponentially detectable.

**Remark 1.** The use of this equivalence for the purpose of observer design will be discussed in Section 4.3.

The equivalence is proven in the following two subsections.
4.1. Item (i) implies item (ii)

All matrices $S(t)$ that fulfill (r3) can be parametrized as

$$S = \mathbf{D}^T + L_2 \left[ I_p - \Gamma \Gamma^T \right]$$  

(17)

with any Lipschitz continuous $L_2(t) \in \mathbb{R}^{n \times p}$. Hence, for a given $S(t)$, it is possible to obtain a (non-unique) $L_2(t)$, such that (17) is fulfilled. Because $\Gamma(t)$ has full rank and is Lipschitz continuous, the pseudo-inverse $\Gamma^T(t)$ and its derivative exist and are uniformly bounded, see [16, Thm. 10.5.3].

From (r2), it can then be concluded that

$$N = A - (R - NS + \dot{S})C - S(CA + \dot{C})$$

(18)

in combination with (17) and

$$L_1 = R - NS + \dot{S}$$

(19)

yields

$$N = A - \mathbf{D}^T(CA + \dot{C}) - L_1C - L_2(I_p - \Gamma \Gamma^T)(CA + \dot{C}).$$

(20)

With $\Gamma = C\Gamma$ and $\dot{A}$ as in (16), one obtains

$$C \dot{A} + \dot{C} = CA + \dot{C} - C\mathbf{D}^T(CA + \dot{C})$$

$$= \left[ I_p - \Gamma \Gamma^T \right] \left[ CA + \dot{C} \right].$$

(21)

From here, it follows that

$$N = \dot{A} - L_1C - L_2(C \dot{A} + \dot{C}).$$

(22)

Because of (r1), it then can be concluded that

$$\left( \dot{A}, \begin{bmatrix} C \\ C \dot{A} + \dot{C} \end{bmatrix} \right)$$

(23)

is uniformly exponentially detectable. Boundedness of the gains $L_1$ and $L_2$ is guaranteed by the existence of observer $\tilde{s}$. [5.]

4.2. Item (ii) implies item (i)

According to Lemma 1, uniform detectability of $(\tilde{A}(t), \tilde{C}(t))$ is equivalent to the existence of a uniformly bounded solution $P(t) \geq 0$ to the Riccati equation

$$\dot{P} = \tilde{A}(t)P + P \tilde{A}^T(t) - P \tilde{C}(t)^T \tilde{C}(t)P + Q(t), \quad P(0) \geq 0,$$

(24)

where the positive definite matrix $Q(t) \succ 0$ is considered as a tuning parameter. Moreover, the system

$$\dot{e} = \left( \tilde{A}(t) - P(t)\tilde{C}^T(t) \right) e$$

(25)

is uniformly exponentially stable. The error system (25) is equivalent to $\dot{e} = N(t)e$ with $N(t)$ as in (22) and

$$L_1(t) = P(t)C^T(t), \quad L_2(t) = P(t)(C(t)\tilde{A}(t) + \dot{C}(t))^T.$$  

(26)

From (28), it then follows that

$$R(t) = L_1(t) + N(t)S(t) - \dot{S}(t),$$

(27)

where $S(t)$ is obtained from (17) together with (26). The derivative $\dot{S}(t)$ is uniformly bounded because of (A1)-(A3) and the boundedness of the derivative of $L_1(t)$ and $L_2(t)$ in (26). Therefore, item (ii) is sufficient for the existence of an observer of the form (10), and thus, following Definition 3, the system (1) is uniformly strong* detectable. □

4.3. Observer design

The results stated in Theorem 1 and in Section 4.2 can be utilized for the observer design. Due to Theorem 1, it is possible to design an observer for an auxiliary system

$$\xi(t), \quad y(t) = C(t)\xi(t)$$

with $A(t)$ and $C(t)$ as in (16). The observer gains $L_1(t)$ and $L_2(t)$ are obtained from the solution of the Riccati differential equation (24) and (26). For the implementation of the observer, one then uses the form (10) with $S(t)$, $N(t)$ and $R(t)$ given by (17), (22) and (27), respectively.

4.4. Discussion and Extensions

This section discusses some consequences and extensions of the main results.

The following result shows that uniform strong* detectability is sufficient for strong* detectability as introduced in [11, Definition 1.3] for linear time invariant systems.

**Corollary 1.** If system (1) is uniformly strong* detectable, then $\lim_{t \to \infty} y(t) = 0$ implies $\lim_{t \to \infty} x(t) = 0$, independent of the unknown input $w(t)$.

The proof follows directly from the observer (10) and assuming $y(t) \to 0$ for $t \to \infty$. In the time invariant case, uniform strong* detectability is also necessary for strong* detectability, see [17] for the continuous time and [2] for the discrete time case. Similar to the standard detectability case, the converse is not true. A counter-example, which satisfies assumptions (A1)-(A3), is given by the system

$$x = \begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix} x + \begin{bmatrix} 1 \\ 0 \end{bmatrix} w, \quad y = \begin{bmatrix} 1 & 0 \end{bmatrix} x,$$

(28)

for which $\lim_{t \to \infty} y(t) = 0$ implies $\lim_{t \to \infty} x(t) = 0$. The pair $(\tilde{A}(t), C(t))$ with $\tilde{A} = A$ is not detectable and hence no strong observer of the form (10) exists.

In some situations, the detectability condition (ii) of Theorem 1 can be simplified, which is stated in the following corollary.

**Corollary 2.** For $p = q$, the pair $(\tilde{A}(t), C(t))$ is detectable if and only if the pair $(\tilde{A}(t), C(t))$ is detectable.
The corollary follows directly from the fact that the pseudo inverse reduces to the inverse for \( p = n \) and hence \( C(t)\hat{A}(t) + \hat{C}(t) = 0 \). Detectability of \( (\hat{A}(t), C(t)) \) is a sufficient condition for the detectability of \( (\hat{A}(t), \hat{C}(t)) \) also for \( p > q \).

In the time invariant case, the result can also be simplified:

**Corollary 3.** For time invariant systems, the pair \( (\hat{A}, C) \) is detectable if and only if \( (\hat{A}, \hat{C}) \) is detectable.

This result follows directly from the equivalence of the null spaces of the corresponding observability matrices.

## 5. Numerical Example

A linearized version of the Lorenz’96 model, see, e.g. [18, 19], is investigated as a numerical example in this section. This nonlinear model proposed by E. Lorenz is widely used as a benchmark example in data-assimilation, see, e.g., [19, 20]. The system is given by

\[
\dot{z}_i = (z_{i+1} - z_{i-2})z_{i-1} - z_i + f_i(t), \quad i = 1, \ldots, n,
\]  

with \( z_{-1} := z_{n-1}, \quad z_0 := z_n, \) and \( z_{n+1} := z_1 \). The state vector is \( z = [z_1 \, \cdots \, z_n]^T \in \mathbb{R}^n \). The system order and the output are chosen as \( n = 18 \) and

\[
y(t) = [e_1 \, e_5 \, e_9 \, e_{12} \, e_{15}]^T z
\]  

respectively, where \( e_i \) is the \( i \)-th euclidian standard basis vector. For a constant forcing \( f_i(t) = f_0 = 8 \), the system exhibits a chaotic behaviour [19].

The unknown input is assumed to act as a perturbation of the constant forcing \( f_i(t) = f_0 + d_i(t)w(t) \) with \( w(t) \) as the scalar unknown input. The input matrix is chosen as \( D(t) = [0 \cdots 0 \, d_5(t) \, 0 \cdots 0 \, d_{12}(t) \, 0 \cdots 1]^T \) with \( d_5(t) = \sin(t) \) and \( d_{12}(t) = \cos(t) \). The unknown input is chosen as \( w(t) = \exp(0.5t) \) and is thus unbounded. The approaches presented in [9, 10] are hence not applicable.

The linear time varying system in the form of (1) is obtained by linearizing (29) and (30) along a trajectory. Since no analytical solution for the nonlinear system is available, a numerical solution was computed for the unperturbed case, i.e., \( w = 0 \), with the initial conditions \( z_i(0) = \sin \left( \frac{i-1}{n} 2\pi \right) \) for \( i = 1, \ldots, n \).

In order to conduct a detectability analysis of the pair \( (\hat{A}(t), C(t)) \), simulation studies were performed. These showed that the pair is detectable, i.e., the solution of the corresponding Riccati equation (24) remains uniformly bounded. This simplifies the observer design, because \( C(t) \) can be replaced with \( C(t) \) in equation (24) and hence \( L_2(t) = 0 \). For \( P(0) = I_n \) and \( Q(t) = 10I_n \), the minimum and maximum singular value of \( P(t) \) are shown in Fig.1.

The initial estimation error is chosen randomly from a uniform distribution in the interval \((-1, 1)\). The norm of the estimation error is depicted in Fig.2 and components of the estimation error are shown in Fig.3. One can see that the error norm decays exponentially and uniform exponential stability of the error system is verified with the simulation results. Moreover, the error system is independent of the (unbounded) unknown input, as predicted by the theoretical findings.

## 6. Discussion and Outlook

The present work introduces a uniform strong detectability notion and an observer design procedure for linear time varying systems. The proposed observer design allows to asymptotically reconstruct the system states in the presence of arbitrary unknown inputs. In future, this could also be studied in combination with reduced observer design methods as presented in [18]. It would be interesting to link uniform strong* detectability with the time varying zero dynamics notion introduced in [21] or with time varying characterizations of system zeros in order to obtain additional insights as in the time invariant case.
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