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Abstract—The Human-Machine Interaction (HMI) research field is an important topic in machine learning that has been deeply investigated thanks to the rise of computing power in the last years. The first time, it is possible to use machine learning to classify images and/or videos instead of the traditional computer vision algorithms. The aim of this paper is to build a symbiosis between a convolutional neural network (CNN) [1] and a recurrent neural network (RNN) [2] to recognize cultural/anthropological Italian sign language gestures from videos. The CNN extracts important features that later are used by the RNN. With RNNs we are able to store temporal information inside the model to provide contextual information from previous frames to enhance the prediction accuracy. Our novel approach uses different data augmentation techniques and regularization methods from only RGB frames to avoid overfitting and provide a small generalization error.

I. INTRODUCTION

The task of video classification consists in choosing the right category out of 20 Italian sign types. This is a fundamental task as it can help deaf people in expressing their needs and socializing more easily by translating their sign language in real-time and by enabling them to have a conversation without barriers.

Over the last few years, computational infrastructure has become better than ever and this lead to breakthroughs in machine learning, with more and more research in the field focusing on CNNs and RNNs. These networks allow us to process efficiently and in real-time the entire amount of information of a whole video - an achievement that was thought to be impossible in the past. We make use of a particular type of CNN, namely a 3D-CNN [3], which is able to extract spatio-temporal features and to split, downscale and upscale each frame while efficiently applying different filters to it. With this transformed and filtered information, we are now able to feed it into the RNN, which models longer temporal relations throughout the video to finally classify the video into one of 20 categories by using the softmax activation function.

As training data we were given short video clips of humans performing different Italian sign language movements, which are categorized into 20 classes. The data was provided as a customized version of the ChaLearn [4] dataset. Each sample contained RGB, depth, user segmentation and skeleton information.

Figure 1. Training data that was provided as a customized version of ChaLearn [4] dataset. Each sample contained RGB, depth, user segmentation and skeleton information.

Figure 2. Sample from each of the 20 gesture categories from the dataset. Each type of gesture represents a short phrase like "Sei pazzo" which translates to "You are crazy". [5]
II. RELATED WORK

The dynamic gesture recognition field is vastly researched in the last couple of years. One of the main problems in this field is to recognize the gesture performed, because these can depend not only on the sequence, but also on the cultural aspect like we see in the Italian version of sign language.

Clebeson et al. [6] use only RGB information because this is more interesting since RGB cameras are basically everywhere now. They call their technique to represent spatio-temporal information star RGB. For this, they use two Resnet CNNs, a soft-attention ensemble and a fully connected layer which classifies the gesture. They trained on the same dataset as we do and achieved an accuracy of around 94%.

Kenneth et al. [7] use another approach by only relying on depth and skeleton information for dynamic hand gesture recognition. They found out, that RNN perform well with only the skeleton information given. They use depth data, apply it to the CNN and extract important spatial information from the depth images. With both, RNN and CNN in place, they are capable of recognizing sequences of gestures more accurately.

III. MODEL AND METHODS

A. General Workflow

After a careful evaluation of the dataset and a thorough research of the state-of-the-art models for the given problem, we settled for the Conv3DRNN approach, and produced a vanilla implementation of it. The biggest challenge we encountered is overfitting, and we then devised some data augmentation methods and tested different logic loss functions to generalise the model.

B. Data Augmentation

No preprocessing has been carried out on the data. However, different data augmentation methods were devised to prevent overfitting, starting from the simplest one which involved the insertion of a small amount of Gaussian noise on the data. Concerning other spatial data augmentation methods, flipping, cropping, rotating, rescaling and adjusting hue and brightness were implemented. On the other hand, methods involving the reversal of the frame ordering, or the shortening of the length of the clip, were tackled to perform temporal data augmentation.

C. Network Architecture

As anticipated in the previous sections, our network comprises of a 3D-CNN network and an RNN network. Being the single RGB model network our best performing one, in this section we will focus only on its implementation, despite having also implemented a multimodal version of it.

The 3D-CNN for the RGB mode uses a Conv3D filter, making use of 3 filters and a kernel size of [3,3,3] with padding and a swish activation function. Batch normalization, followed by a 3D max pooling, is then applied to the output of the Conv3D. The input is then flattened and inputted to a dense layer with 256 hidden units, before applying batch normalization again.

The output of the 3D-CNN is then fed into the RNN part of the network, which consists of a masking layer, with mask value 0, followed by an LSTM with 256 hidden units. Its output then goes through a dropout layer, with rate 0.2, and a dense layer with 20 classes and a linear activation function.

For our MultiModal approach instead, a different 3D-CNN network is devised for each modality, and their outputs are then concatenated and inputted to the RNN part of the network.

The output of the network is then computed as a reduced mean of the output of the RNN.

D. Loss Function and Evaluation Metrics

The loss function used during training is an average logit loss one. It was implemented as a reduced mean of the sparse softmax cross entropy between the predictions and the labels.
| Model                  | Data Aug. | Accuracy   |
|-----------------------|-----------|------------|
| Skeleton              | No        | 0.522539   |
| MultiModalConv3DRNN   | No        | 0.7451701  |
| MultiModalConv3DRNN   | Yes       | 0.7644894  |
| Conv3DRNN-elu         | No        | 0.7635694  |
| Conv3DRNN-swish       | No        | 0.772769   |

Table 1
RESULTS OF EXPERIMENTS

As evaluation metric, the prediction accuracy was used. This is the number of correctly classified video clips over the entire test set which was predicted.

E. Training

The dataset was divided into training, validation and testing using a split division of 50/15/15 different splits. The model was trained using batches of 8 samples per iteration, for a total of 100 epochs.

The training occurred on a cluster computer, for a maximum of 10 hours using 4 cores on a GeForce GTX 1080 Ti graphics card.

During training, an Adam optimizer is used to adapt the learning rate, which started as 1e-3, with an average logit loss over the validation accuracy. Additionally, to further optimize our model and prevent overfitting, we used early stopping, to terminate the training if there is no improvement after 20 epochs, and LR-Reduction, reducing the learning rate by a factor of 0.1 if the learning stagnates.

IV. RESULTS

In Table I, the most relevant versions of our models are listed and evaluated. Our Conv3DRNN with multiple modalities (RGB, skeleton and segmentation) with data augmentation performs better than the same model trained only on raw data. This was expected, since the model trained on raw data was overfitting, and with some data augmentation methods (adding Gaussian noise in this particular case) helped preventing that. On the other hand, it was surprising to see that the single-mode Conv3DRNN with ELU on raw data performed the same as the MultiModal version of the model with data augmentation. The performance of single-mode Conv3DRNN then benefited from the use of a Swish activation function, in place of ELU, and this represents our best performing model.

V. CONCLUSION AND FUTURE WORK

Dynamic gesture recognition is an important task to help humans with disabilities to better communicate with their surroundings. Our RGB only approach goes in the right direction looking at real-world use, since there aren’t many cameras around which capture multimodal information.

Future work would be to go into detail, why data augmentation doesn’t quite work on our approach and how we could fix that and the enhancement of the accuracy score with for example ensemble methods.
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