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ABSTRACT

One of the fundamental technologies for unmanned combat aerial vehicles and combat simulators is behavior optimization, which finds a behavior that maximizes the probability of winning a battle. With the advent of military science, combat logs became available, allowing machine learning algorithms to be used for the behavior optimization. Due to implicit attributes such as the experience of an operator that are not explicitly presented in log data, existing methods for behavior optimization have limitations in performance improvement. Furthermore, specific behaviors occur with low frequency, resulting in a dataset with imbalanced and empty values. Therefore, we apply a matrix factorization (MF) method, which is one of latent factor models and known for sophisticated imputation of empty values, to the behavior optimization problem of unmanned combat aerial vehicles. A situation-behavior matrix, whose elements are ratings indicating the optimality of behaviors in situations, is defined to implement the MF based method. Experiments for performance comparison were conducted on combat logs, in which the proposed method yielded satisfactory results.

INDEX TERMS

Behavior optimization, unmanned vehicle, matrix factorization, reinforcement learning, situation-behavior matrix.

ABBREVIATIONS

AM Advantage matrix.
FOV Field of view.
GA Genetic algorithm.
LOS Line of sight.
MF Matrix factorization.
nDCG Normalized discounted cumulative gain.
RL Reinforcement learning.
SB Situation-behavior.
UV Unmanned vehicle.

I. INTRODUCTION

Recently, a significant problem arising in military science is the behavior optimization of unmanned combat aerial vehicles [1], [2]. Optimal behavior inference is identifying the most suitable behavior for a given situation, including a corresponding indicator. In the context of combat, the optimality of behavior is defined as the probability of winning a battle when a behavior for that situation is followed.

With the advent of data sensing and storing technologies, combat logs from actual combat or combat training become available for inference. These data are composed of state features describing a situation and behavior features collected by an unmanned vehicle (UV) operator involved in the situation. The state features are acquired from avionics equipment and include velocity, altitude, and the number of missiles.

Traditional optimization algorithms are difficult to use for the optimizing behavior of UV due to high computational complexity of those methods [3]. To overcome the limitations of the existing optimization algorithms, instead of attempting to obtain an exact solution, heuristic or learning-based algorithms were proposed in previous studies as summarized in Table 1.
TABLE 1. Previous studies on the inference of optimal behavior of UVs.

| Methods          | Characteristics                                                                 | References |
|------------------|---------------------------------------------------------------------------------|------------|
| Advantage matrix | Building the advantage matrix which represents the preference of behaviors       | [4], [5]   |
|                  | - Easy to interpret                                                            |            |
|                  | - High cost for building matrix                                                 |            |
| Genetic algorithm| Exploring the solution space to improve particular objectives                  | [6], [7], [8], [9] |
|                  | - Long time to obtain solutions                                                 |            |
|                  | - Local optimum                                                                |            |
| Reinforcement learning | Finding an optimal policy that maximize total future reward | [10], [11], [12] |
|                  | - Global optimum                                                               |            |
|                  | - Difficult to define reward for each behavior                                 |            |
| Matrix factorization | Estimating latent factors that explain the implicit attributes of state features | [13]       |
|                  | - Latent factor                                                                |            |
|                  | - Robust to the data sparseness                                                |            |

Advantage matrix (AM) based methods determine the optimal behavior by using a predefined situation-behavior (SB) matrix [4], [5], [14]. The results obtained by the methods are easy to interpret because optimal behavior is identified by comparing values of elements in the given AM. AM-based methods perform effectively when a sufficiently large simulation log is provided.

However, these methods require considerable costs to build the AM, and it is sometimes impossible to obtain information regarding optimal behaviors for every possible situation. Therefore, the SB matrix of the AM-based method contains several null elements. Moreover, the matrix becomes sparser as the quantities of situations and behaviors increase. For example, approximately one-quarter of the elements are null in an SB matrix with 50 situations and 6 behaviors, generated from the simulation log used in this study. Consequently, it is impossible to infer optimal behavior for such cases without information.

Another line of research addresses the optimal behavior inference problem using a genetic algorithm (GA), which improves their objectives by sufficiently exploring the solution space [6], [7], [15], [16]. Although GA did not require building a matrix, chromosome and crossover/mutation schemes should be predefined to perform the algorithm [8], [16], [14]. One of the limitations with this method is that the schemes adjusted for a specific domain are often challenging to apply to similar problems [9].

Several studies investigating reinforcement learning (RL), which aims to find an optimal policy, have been conducted [11], [12], [17]. In particular, Wang et al. [10] proposed the quantum probability model to determine the travel paths of multiple UVs. However, the existing RL-based methods were inappropriate for combat situations because the associated research focused on improving the trajectory of UVs. Furthermore, in actual combat or combat training, it is difficult to define a reward for every behavior in all situations, which is highly likely to degrade the performance of RL.

These existing methods do not consider implicit attributes that are not explicitly presented in state features. However, the performance of optimal behavior inference can be improved using latent factors such as the experiences of the operator [13]. For instance, Choi et al. [13] obtained satisfactory accuracy of fighter pilot behavior prediction using matrix factorization (MF), which is one of the most popular latent factor models.

MF has been applied to various domains, including the identification of muscle synergies [18], the recognition of facial expressions [19], cancer epigenomics analysis [20], and the analysis of human mobility patterns [21]. Furthermore, it has successfully addressed the problem of recommending an item to a user because it assumes that there are latent factors that explain user preferences for items [22], [23].

Motivated by these findings, in this paper, we propose an MF-based method for the problem of inferring optimal behavior. The proposed method is designed to uncover the latent attributes that explain observed patterns from previous behaviors to infer optimal behavior. Furthermore, due to the characteristics of MF that manage data sparseness [24], the proposed method is capable of maintaining inference performance when the amount of logged data is insufficient [25].

The proposed method is composed of four steps. First, situations are defined by analyzing the values of state features using a k-means algorithm. Second, the SB matrix is built from combat logs based on win and loss information. Third, null elements in the SB matrix are filled using an MF. Fourth, using the situations and modified SB matrix, the optimal behavior for a new situation is determined.

The two major novelties this study has with existing studies are: First, we attempt to perform a prior study on the optimization of human behaviors in the military domain. It is a well-known fact that finding the optimal behavior of a human is a difficult task as the behaviors are complex and hard to define [26], whereas defining combat behaviors of UVs is relatively viable since the actions are already defined through military documents such as the rules of engagement. Second, in a more practical view, we sought to contribute to the development of a key technology that can build an agent acting optimally in a battle as UVs are started to be used in a real-world situation with the advancement of military technologies.

This paper is organized as follows. In Section II, the behavior optimization problem for UVs is formally defined, and the
proposed MF based method is explained in detail. Experiment settings and performance comparison results of the proposed method are presented in Section III. Finally, the paper is concluded in Section IV.

II. BEHAVIOR OPTIMIZATION FOR UVs

In this section, a method for inferring the optimal behavior of an operator is introduced. The optimality of a behavior is defined as the probability of winning a battle when the behavior is performed. Accordingly, the objective of the proposed method is to determine the behavior that is most likely to win a battle for a given situation by analyzing previous logs.

In this paper, we attempt to find the optimal behavior of an operator for a given situation during a battle. However, defining a behavior is a challenging task due to the complexity human behaviors [26]. Therefore, we choose six behaviors based on the military documents such as the rules of engagement, and in order to mimic human behaviors, we define them as a form of probability, called intention. Moreover, the proposed method is only focused on the optimization of behaviors which is different from trajectory optimization. When the proposed method and the trajectory optimization are used together, fully automated UVs can participate in an actual battle.

A. PROBLEM DEFINITION

A set of combat logs is denoted by \( L = \{l_t\} \) for \( t = 1, \ldots, T \), where \( T \) is the total number of instances and \( l_t \) is the \( t \)-th instance composed of \( \vec{s}_t \), \( \vec{b}_t \), and \( w_t \). \( \vec{s}_t \) is a state vector which describes the state that a UV is facing at time \( t \) with diverse attributes such as velocity of the UV, distance between the UV and its target. \( \vec{b}_t \) is composed of \( s_{t,n} \) for \( n = 1, \ldots, N \), a value of the \( n \)-th attribute, where \( N \) is the total number of attributes.

\( \vec{b}_t \) is a behavior vector which describes the behavior taken at time \( t \) such as firing and turning. \( \vec{b}_t \) is composed of \( b_{t,m} \) for \( m = 1, \ldots, M \), which are binary values that indicate whether the \( m \)-th behavior has taken place at the \( t \)-th moment, where \( M \) is the total number of behaviors. \( b_{t,m} \) is defined by (1).

\[
b_{t,m} = \begin{cases} 1, & \text{if } m \text{-th behavior is performed at } t \text{-th moment,} \\ 0, & \text{otherwise.} \end{cases}
\] (1)

\( w_t \) represents the result of a behavior at the \( t \)-th moment during a battle, where 1 represents a win and 0 represents a loss. Note that all behaviors of an operator that took place during a battle are labeled as a win (loss) when the operator won (lost) the battle as it is impossible to accurately measure the contribution of each behavior on the final result of the battle.

The proposed method attempts to find \( \vec{b}_t \) for a given \( \vec{s}_t \), using the collected \( L \).

B. FINDING THE OPTIMAL BEHAVIOR USING MATRIX FACTORIZATION

We propose an MF based behavior optimization method to address the data sparseness and latent factor problems. The proposed method is composed of four steps as depicted in Fig. 1. First, the situation is defined by analyzing combat logs. Second, the initial SB matrix, which contains the number of observed winning instances for every combination of situations and behaviors, is built. Third, MF is conducted on the initial SB matrix to obtain a modified SB matrix. Finally, the optimal behavior of a new instance is determined by using the modified SB matrix.

1) SITUATION DEFINITION

To build an initial SB matrix, situations corresponding to the rows of the matrix need to be defined. In other words, it is necessary to discretize the state vectors of a battle, where diverse attributes describing a battle are continuously generated. We utilize a clustering approach to group the state vectors. Specifically, we adopt one of the most well-known method in clustering called k-means algorithm [27], which is widely used in diverse clustering problems [28]. The k-means algorithm partitions instances in a dataset into a given number of clusters using an Euclidean distance. In summary, a situation refers to a cluster of state vectors that are similar to each other.

In this study, the reason for using the k-means algorithm among various clustering methods is as follow. The process of the optimal behavior inference in the proposed method is designed based on the concept of clusters with a centroid and distances, meaning that the process assumes the existence of centroid in clusters and measures the distance between an instance and the centroids. Therefore, the most representative centroid based clustering algorithm, k-means algorithm, was adopted.

The objective function of the k-means algorithm is given in (2).

\[
J = \sum_{t=1}^{N} \sum_{k=1}^{K} i_{t,k} \delta(\vec{s}_t, \vec{c}_k),
\] (2)

where \( k \) indicate the situation index and \( K \) is the total number of situations. Moreover, \( i_{t,k} \) is an indicator variable describing
whether \( \tilde{s}_t \) is assigned to the \( k \)-th situation as defined by (3).

\[
\tilde{i}_{t,k} = \begin{cases} 
1, & \text{if } \tilde{s}_t \text{ is assigned to } k\text{-th situation}, \\
0, & \text{otherwise.}
\end{cases}
\]

(3)

\( \delta(\tilde{s}_t, \tilde{c}_k) \) measures the Euclidean distance between \( \tilde{s}_t \) and \( \tilde{c}_k \) as depicted in (4).

\[
\delta(\tilde{s}_t, \tilde{c}_k) = \sqrt{\sum_{n=1}^{N} (s_{t,n} - c_{k,n})^2},
\]

(4)

where \( \tilde{c}_k \) is a center vector of the \( k \)-th situation, which is the mean vector of \( \tilde{s}_t \) included in the \( k \)-th situation measured by Euclidean distance, whose element is \( c_{k,n} \) defined as (5).

\[
c_{k,n} = \frac{\sum_t i_{t,k} s_{t,n}}{\sum_t i_{t,k}}.
\]

(5)

The k-means algorithm attempts to minimize (2) by iteratively estimating \( i_{t,k} \forall t, k \) and \( \tilde{c}_k \forall k \) in the form of the expectation-maximization scheme.

Consequently, \( K \) situations are defined from the situation definition step based on \( \tilde{s}_t \forall t \). Situations are represented by \( \tilde{c}_k \forall k \), which indicate center vectors of situations. Specifically, \( \tilde{s}_t \) belongs to one of the situations, and the membership is represented by \( i_{t,k} \), which is set to 1 if \( \tilde{s}_t \) belongs to the \( k \)-th situation, and 0 otherwise.

2) SITUATION-BEHAVIOR MATRIX CONSTRUCTION

Using the defined situations, the initial SB matrix is developed. The initial SB matrix is denoted by \( R \) and composed of \( r_{k,m} \) called rating, which is the number of winning instances of the \( k \)-th situation and the \( m \)-th behavior. First, \( r_{k,m} \) is calculated using (6).

\[
r_{k,m} = \sum_{t=1}^{T} w_t b_{t,m} i_{t,k}.
\]

(6)

Note that to address the imbalance between the frequencies of behaviors, the rating is normalized across behaviors and situations.

Then, MF is applied to \( R \) to obtain the modified SB matrix denoted by \( \hat{R} \). The principle of matrix decomposition is illustrated in Fig. 2. As it is not possible to have combat logs for every situation and behavior, \( R \) contains many null values. MF decomposes \( R \) into a situation-factor matrix \( Q \) and a behavior-factor matrix \( P \) by using the known ratings, and the unknown ratings are estimated to build \( \hat{R} \) using \( Q \) and \( P \).

The estimation is performed by taking an inner product between \( \tilde{q}_k \) and \( \tilde{p}_m \) as in (7).

\[
\hat{r}_{k,m} = \tilde{q}_k \cdot \tilde{p}_m,
\]

(7)

where \( \tilde{q}_k \in \mathbb{R}^L \) and \( \tilde{p}_m \in \mathbb{R}^L \) are a situation-factor vector and a behavior-factor vector, respectively, and \( f \) is the number of latent factors considered in MF. The symbol ‘.‘ refers to the inner product between two input vectors.

3) OPTIMAL BEHAVIOR INFERENCE

In this section, we present how the proposed method detects the optimal behavior for a new state vector \( \tilde{s}_t' \) using \( \hat{R} \). Inference of the optimal behavior is composed of two steps: situation selection and behavior inference. In the situation selection step, multiple situations that are close enough to \( \tilde{s}_t' \) are selected for the inference in order to reduce the possibility of over-fitting, which might occur when only the closest situation is utilized for the inference. Then, the optimality of a behavior is measured and compared across the selected situations in the behavior inference step as depicted in Fig. 3.

We assume that the optimality of the \( m \)-th behavior in the \( k \)-th situation is proportional to \( r_{k,m} \), and it is inversely proportional to the distance between \( \tilde{s}_t' \) and \( \tilde{c}_k \).

MF is computed by minimizing (8).

\[
L = \sum_{k=1}^{K} \sum_{m=1}^{M} (r_{k,m} - \hat{r}_{k,m})^2 - \lambda \left( \sum_{k=1}^{K} |\tilde{q}_k|^2 + \sum_{m=1}^{M} |\tilde{p}_m|^2 \right),
\]

(8)

where \( \lambda \left( \sum_{k=1}^{K} |\tilde{q}_k|^2 + \sum_{m=1}^{M} |\tilde{p}_m|^2 \right) \) is a regularization term for preventing over-fitting and \( \lambda \) is a regularization parameter that depends on the dataset.

Parameters are learned using an alternating least squares with a weighted-lambda-regularization optimization process. This method factorizes \( R \) into \( Q \) and \( P \) by alternating between computing the situation-factor and the behavior-factor matrices. Further details are provided in [29].
First, situations are selected according to the Euclidean distance between $\vec{s}_t$ and $\vec{c}_k$ denoted by $d_{t,k} = \delta(\vec{s}_t, \vec{c}_k)$ as defined in (4). We denote the set of the indices of the selected situations as $I$. Specifically, the number of the selected situations is $\lfloor \rho K \rfloor$, where $\rho$ is the predefined selection ratio ranging from 0.0 to 1.0. Then, $o_{t,m}$, the optimality of the $m$-th behavior for $\vec{s}_t$, is calculated using (9).

$$o_{t,m} = \sum_{k \in I} r_{k,m} d_{t,k}.$$  
(9)

By comparing $o_{t,m} \forall m$, the index of the optimal behavior $\hat{m}$ is determined as the one with the highest value of $o_{t,m}$ obtained by using (10).

$$\hat{m} = \arg \max_m o_{t,m}.$$  
(10)

III. EXPERIMENT

A. DATASET

A simulation log from an air-to-air combat simulator was collected for performance evaluation of the proposed method. Fig. 4 illustrates snapshots of a simulation conducted on the simulator. The simulation log generated by the simulator was used because it is impossible to use actual combat logs for security reasons. For the same reason, we were not able to access any real-world data related to the actual UV. We assert that the performance of the proposed method on an actual log will be similar to the performance evaluated on the log collected from a simulator.

The simulator performs a simulation according to a scenario that contains information on the initial conditions of a battle. A scenario is composed of attributes such as the types of vehicles involved in a battle and the offensive and defensive armaments that the vehicles carry. The combat type was set to air-to-air and one-to-one; the field of view (FOV) was set to 60 degrees. Two aerial vehicles, a KF−16 and a MIG29, performed combat while carrying the same offensive and defensive armaments when the scenario was simulated. An example of the detail of a scenario is exhibited in Table 2, implying that the battle is between two fighters, KF−16 and MIG 29 with the same offensive and defensive weapons.

To obtain simulation logs from diverse situations, we used 113 scenarios, as depicted in Table 3. On average, each scenario was simulated for 100 seconds, with 37 behaviors performed by an operator. Note that the duration of each scenario is longer than the usual duration of a battle since we attempted to catch the moments before an actual battle begins such as the beginning of a flight, chasing, and approaching. This allows to consider the behaviors other than firing actions, such as turning direction and controlling velocity. The simulation log was composed of 54 state attributes, examples of which are presented in Table 4.

TABLE 2. Example of a scenario used to generate a simulation log.

| Combat type   | Air-to-air, one-to-one |
|--------------|------------------------|
| FOV          | 60                     |
| Radar range  | 4000                   |
| Fighter model| KF-16, MIG 29          |
| Offensive weapons | ABM120A, ABM120A |
| Defensive weapons | Chaff, Chaff |
| Results      | Our force finds enemy first and fires ABM120A |
|              | Our force evades missile |
|              | Both fighters fire AA11 |

TABLE 3. Summary of collected simulation log.

| Category     | Description                        | Value |
|--------------|------------------------------------|-------|
| Scenario     | Total number of scenarios          | 113   |
|              | Average duration of a scenario (s)  | 100.40|
|              | Average number of behaviors in a scenario | 37.59 |
| Attribute    | Total number of state attributes   | 54    |
| Behavior     | Total number of behaviors          | 6     |

TABLE 4. Examples of state attributes in terms of name and description.

| Attribute name     | Description               |
|--------------------|---------------------------|
| Aim intensity      | Aim intensity against a target |
| Altitude           | Altitude of vehicle       |
| Midrange missile measure | Quantity of midrange missiles |
| Move aim           | Aiming of a target        |
| Target altitude difference | Altitude difference from a target |
| Target distance    | Distance from a target    |
| Target speed difference | Speed difference from a target |
| Velocity           | Velocity of vehicle       |

Table 5 presents six behaviors, their behavior groups, and the number of occurrences of the behaviors in the collected dataset. The number of occurrences of behaviors in the turn group is smaller than in the fire and velocity groups. Specifically, turning vehicle means the change in the direction of a vehicle, and optimizations on both behavior and trajectory should be executed together for the actual implementation as the direction to change can be determined by a trajectory optimization method. Note that, unfortunately, we assumed that a situation has an effect on the selection of a behavior, while a behavior is not directly affecting a situation.
However, we believe that situations and behaviors are indirectly interacting as the changes in a situation is caused by the selection of the behavior occurred in the previous time.

### B. EXPERIMENT SETTING

For the performance comparison, we utilized two well-known methods for the optimization in similar problems, AM and RL. First, AM is widely utilized method for predicting the optimal behavior in the previous research, where a matrix is built by using logs of battles and the optimal behavior is derived by directly using the matrix. Specifically, we built a matrix for AM by the same way we built a matrix of MF. Second, RL is a method which is recently getting popular for inferring optimal behavior is not applicable to this problem because it requires labor-intensive tasks for adjusting the methods for different settings.

As a performance evaluation measure, the normalized discounted cumulative gain (nDCG) [31] was employed. nDCG is widely used for the evaluation of recommendation performance [32], [33]. Similar to the recommendation problem, multiple behaviors can be optimal for a situation. Therefore, rather than ignoring behaviors that are not ranked first, the ranking of behaviors based on optimality was considered for the performance evaluation using nDCG.

DCG is calculated using (11).

$$D CG = rel_1 + \sum_{i=1}^{M} \frac{rel_i}{log_2(i + 1)}, \quad (11)$$

where $rel_i$ is a relevance index calculated using (12).

$$rel_i = \begin{cases} 1, & \text{if the } i\text{-th ranked behavior occurs at the } t\text{-th moment,} \\ 0, & \text{otherwise.} \end{cases} \quad (12)$$

nDCG was modified not to assign the first- and second-ranked behaviors the same score. nDCG is obtained by dividing DCG by an optimal score for DCG; it varies from 0.0 to 1.0, with 1.0 representing the ideal ranking of the behaviors.

In addition to nDCG, we evaluated the time consumption of the behavior optimization in second. The behavior optimization require two steps for the optimization: training and prediction. The former indicates the process of learning the optimal matrix for behaviors and situations, and the latter means the process of finding the optimal behavior by analyzing the matrix. Therefore, the time consumption for the behavior optimization is the sum of training and prediction time.

To verify the effectiveness and robustness of the proposed method, performance comparison experiments between three methods, including the proposed method, were performed while varying $K$ and $\rho$. Note that $K$ indicates the number of clusters used for the situation definition. Moreover, $\rho$ indicates the ratio of situations utilized for the behavior prediction, making $\lfloor \rho K \rfloor$ the number of situations to be considered. We conducted experiments on $K$ ranged from 50 to 550 at an interval of 100 and $\rho$ ranged from 0.05 to 1.00 at an interval of 0.05. The number of latent factors for MF was fixed at 100.

Finally, the performance of the proposed method was evaluated by leave-one-out cross-validation for each scenario [34]. Given $n$ scenarios available in a dataset, behavior optimization methods are trained on $n - 1$ scenarios and then tested on the scenario that was excluded. This process is performed repeatedly $n$ times until every scenario in the dataset has been included once as a cross-validation instance [35]. All experiments were repeated five times to reduce the effect of randomness, and the performance results were averaged across the $n$ test scenarios.

### C. EXPERIMENT RESULT

1) **SITUATION DEFINITION**

In this section, the results of the situation definition are presented. State vectors in the simulation log were clustered into nine situations as an experiment example. Fig. 5 indicates the situation definition results by visualizing the center vectors of four situations with respect to seven state attributes.

In Fig. 5, Situation 2 exhibits high missile existence and very low missile distance, implying that a UV is being attacked in this situation. Comparing Situations 1 and 3, the values of the target-related attributes are large in Situation 1, whereas those in Situation 3 are very low, implying that Situation 1 is the beginning of combat, and Situation 3 is an engagement.

Meanwhile, all of the target-related values are very small, and all of the line of sight (LOS)-related values are large in Situation 4. LOS is defined as a straight line connecting the

### TABLE 5. Behavior groups and behaviors considered in experiments in terms of description and the number of occurrences.

| Behavior group | Behavior | Description | Number of occurrences |
|----------------|----------|-------------|-----------------------|
| Fire           | FM       | Raising intention of firing arms | 300                   |
|                | FL       | Reducing intention of firing arms | 1,243                 |
| Velocity       | VM       | Raising intention of increasing velocity | 2,039                 |
|                | VL       | Raising intention of decreasing velocity | 793                   |
| Turn           | TM       | Raise intention of turning vehicle | 124                   |
|                | TL       | Reducing intention of turning vehicle | 59                    |
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instantaneous positions of the pursuer and evader represented by the angle and distance [36], [37]. Situation 4 indicates that the vehicle is attempting to evade the target vehicle by rapidly changing direction after engaging with the target vehicle.

2) SITUATION-BEHAVIOR MATRIX

Fig. 6 visualizes heatmaps representing the modified SB matrices estimated using RL and MF with the original matrix utilized for AM. Each box represents the evaluated rating of a behavior for a situation. The darker the color of the box, the closer the corresponding behavior is to the optimal behavior for the situation.

The two heatmaps in Figs. 6 (b) and (c) are estimated using the initial SB matrix in Fig. 6 (a), where the situations are ordered according to the optimality of VM by the initial SB matrix. As shown in Fig. 6 (b), although the matrix of RL contains more dark color boxes than those of AM, the results
generated by RL exhibited no significant difference from the initial distribution of behavior optimality. However, MF alters the initial values and provides a vastly different distribution. This phenomenon can be explained as the effect of latent factors that consider implicit interactions between the situation and behavior. For instance, the left parts of the behavior FM in the matrix in Fig. 6 (c) illustrate unique pattern. This pattern shows a different trend from the results of Fig. 6 (a) and is extremely dark compared to those in Fig. 6 (b). It indicates that MF was successful in mimicking the hidden pattern inherent in the SB matrix, where the color of elements in behaviors FM and FL tend to be reversed, whereas RL tends to strengthen the colors in the elements.

3) COMPARISON RESULT
Finally, the performance of the proposed method was evaluated and compared to those of AM and RL. Fig. 7 presents the comparison results for various values of \( K \). As shown in Fig. 7 (a), in terms of nDCG, MF outperformed RL and AM for every \( K \), and RL and MF exhibited similar levels of performance. Fig. 7 (b) presents the trend in the optimization time that indicates the sum of training and prediction time. The former and latter respectively mean the time consumption for learning the optimal matrix for behaviors and situations and finding the optimal behavior by analyzing the matrix. Although the optimization time of MF increased much more quickly than those of AM and RL as \( K \) increased,
the value remained sufficiently small for real-world usage, with a maximum of 180 seconds. Note that the prediction time of all methods was the same and very short, meaning that the methods are applicable to the real-world combat situation. The reason for the relatively small optimization time of RL is the adoption of simple Q-table approach as mentioned in Section III-B, which does not require the large amount of computation.

Furthermore, Fig. 8 illustrates the nDCG results of the proposed method, RL, and AM for various values of $K$ and $\rho$. AM and RL demonstrated the highest performance when $K = 150$, whereas MF demonstrated the highest performance when $K = 550$. When the number of situations was small, the three methods exhibited similar performance. However, the gap between MF and other methods widened as the number of situations increased because of the performance differences between methods when dealing with increased data sparseness.

As the value of $\rho$ becomes large, plots of all methods present increasing trends. In particular, the performance of MF was stable with respect to changes in the value of $\rho$ and exhibited a tendency to converge to a specific value. In contrast, severe fluctuations were observed in the results of RL, which suggests a significant deviation in the accuracy of the predicted rating for a behavior in each situation.

IV. CONCLUSION

For autonomous vehicles that operate without a human operator, developing automated operators that can perform as human operators is an important research topic. Specifically, inferring optimal behavior is an essential technology for performing goal-oriented tasks. Accordingly, a method for inferring optimal behavior using MF is proposed.

The optimality of a behavior is defined as its probability of producing a win during combat. Previously, AM-based methods were widely used for inference. However, the incompleteness of simulation logs that are unable to provide optimal behavior for every situation leads to the performance degradation of AM-based methods. Moreover, human behavioral decisions are based not only on explicit attributes such as velocity and missile measures but also on implicit attributes such as operator experience and expertise. Therefore, a well-established latent factor model, MF, is adopted for the problem.

The proposed method is composed of four steps. First, the situation is defined using a k-means algorithm. Second, the initial SB matrix is constructed by analyzing the simulation log. Third, the modified SB matrix is estimated using MF from the initial SB matrix. Fourth, the optimal behavior for the situation is calculated using the modified SB matrix. Experiments were performed on real-world datasets to evaluate the performance of the proposed method. Results demonstrated that MF successfully uncovers the latent factors that explain the observations from the modified SB matrix. Furthermore, MF outperformed AM and RL in terms of performance in most cases.

This study provides the following contributions. First, MF is adopted for the inference of the optimal behavior of UV operators. Second, the implicit decision made by the operator is modeled using latent factors based on MF, which is a well-established latent factor model.

We still leave some rooms for further improvements in the proposed method. First, the labeling process of the behavior optimality can be enhanced. We assumed that all behaviors occurred in a winning (losing) battle to be winning (losing) behaviors to provide training data for the proposed method. However, some sequences of behaviors during a winning battle may have a negative effect on the result of the battle. Therefore, instead of labeling all behaviors in a battle as win or loss, providing labels for a shorter sequence of behaviors is required to enhance the performances of the proposed method. Second, an unsupervised learning approach can be applied to discover the sequence of behaviors that is highly correlated to the result of a battle. Third, we will focus on developing a multi-view clustering method by designing more sophisticated distance measures and processes. Fourth, complicated combat situations where the number of UVs involved in a combat is larger than two will be investigated in future work. To achieve this, we plan to develop a multi-agent based framework for the inference of each agent’s optimal behavior. In addition, in order to practically validate the effectiveness of the proposed method, we hope to develop a new visualization method that can show the performances of the behavior optimization.
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