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ABSTRACT

Hidden spin-density waves (hSDW) with Néel ordering vector $(\pi, \pi)$ have been proposed recently as parent groundstates to electron-doped iron-selenide superconductors. Doping such groundstates can result in visible electron-type Fermi surface pockets and faint hole-type Fermi surface pockets at the corner of the folded Brillouin zone. A Cooper pair instability that alternates in sign between the electron-type and the hole-type Fermi surfaces has recently been predicted. The previous is due to the interaction of electrons and holes with hidden spin fluctuations connected with hSDW order that is near a quantum-critical point. Quantum criticality is tuned in by increasing the strength of Hund’s Rule from the hSDW state. We find that the exchange of hidden spin fluctuations by electrons/holes in the critical hSDW state results in asymptotic freedom. In particular, the strength of spin-flip interactions becomes weaker and weaker on length scales that are shorter and shorter compared to the range of hSDW order. We then argue that string states that connect well-separated particle/hole excitations in the hSDW are robust. This suggests a picture where the hole degrees of freedom mentioned previously are confined.
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1 INTRODUCTION

Electron-doped iron-selenide systems show among the highest critical temperatures inside the general class of iron superconductors. A single layer of iron selenide over the appropriate substrate exhibits a critical temperature on the order of 50 K, for example[1, 2]. Unlike iron-pnictide superconductors, however, electron-doped iron selenide shows no nesting of the Fermi surfaces. Instead, angle-resolved photoemission spectroscopy (ARPES) finds evidence for electron-type Fermi surface pockets at the corner of the folded (two-iron) Brillouin zone[3, 4, 5, 6]. The hole bands that typically cross the Fermi level at the center of the Brillouin zone in iron-pnictide superconductors lie buried below the Fermi level in electron-doped iron selenide. Furthermore, ARPES and scanning tunneling microscopy (STM) find evidence for an isotropic quasi-particle gap that opens at the Fermi level[4, 5, 6, 7, 8]. It is believed that electron-electron repulsion is moderately strong in iron superconductors generally[2, 10]. The absence of sign
changes in the gap over the Fermi surface that is observed experimentally by ARPES and by STM in electron-doped iron selenide is therefore very puzzling.

Electron-doped iron selenide also exhibits peculiarities in the nature of its low-energy spin excitations. Inelastic neutron scattering spectroscopy finds evidence for spin resonances at excitation energies that lie below the superconducting energy gap \[11\], but at momenta that lie mid-way between the “stripe” spin-density wave (SDW) wavevector \((\pi, 0)\) and the Néel SDW wavevector \((\pi, \pi)\) \[12, 13, 14\]. Furthermore, inelastic neutron scattering spectroscopy sees a “diamond” of spin excitations centered at the wavevector \((\pi, \pi)\) in electron-doped iron selenide \[15\]. The “diamond” of spin excitations notably lies at energies above the superconducting gap.

Upon electron doping, the author has demonstrated recently that a critical hidden spin-density wave (hSDW) state with Néel wavevector \((\pi, \pi)\) shows electron-type Fermi surface pockets that are accompanied by vanishingly faint hole-type Fermi surface pockets at the corner of the folded (two-iron) Brillouin zone \[16\]. This result is consistent with those of a related local-moment model \[17\]. The author has also demonstrated that a Cooper pair instability exists over the electron and hole Fermi surfaces that alternates in sign between them. At half filling, the critical hSDW shows hidden magnetic order between \(d^+ = d_{xz} + id_{yz}\) and \(d^- = d_{xz} - id_{yz}\) orbitals \[18\]. (See Fig. 2a.) Lowering the strength of Hund’s Rule coupling tunes the critical hSDW into the hidden order phase \[19, 20\]. The author has also demonstrated that the hSDW shows “rings” and “diamonds” of low-energy spin excitations around the Néel wave vector \((\pi, \pi)\) \[18, 21\]. Such low-energy spin excitations collapse to zero energy at the critical hSWD.

The electron-doped hSDW described above is a promising candidate groundstate for electron-doped iron-selenide high-temperature superconductors. It is predicted to be an \(S^{++}\) -wave superconductor, with Cooper pairs that alternate in sign between visible electron Fermi surface pockets and faint hole Fermi surface pockets at the corner of the folded (two-iron) Brillouin zone \[16\]. It is controlled, however, by the critical hSDW at half filling. (See Fig. 3b.) Related critical hSDW states have been studied previously in the context of copper-oxide high-temperature superconductors \[22\]. (See Fig. 2c.) They are notably free of the sign problem in quantum Monte Carlo simulations. In this paper, we shall continue to scrutinize the critical hSDW at half filling via an Eliashberg Theory analysis in the particle-hole channel \[18\]. Here, electrons and holes interact with hidden spinwaves that result from long-range hSDW order. The spinwaves disperse acoustically from the Néel wavevector \((\pi, \pi)\). A renormalization group is discovered that is based on the correction to the interaction vertex. It predicts asymptotic freedom \[23, 24, 25, 26\]: spin-flip interactions become weaker and weaker at shorter and shorter length scales compared to the range of hSDW order. At the opposite extreme, we argue that this is related to confining string states between well-separated electron/hole excitations \[27, 28, 29\]. (See Fig. 6)

2 NESTED FERMI SURFACES AND HIDDEN SPIN-DENSITY WAVE

An extended Hubbard model for a single layer of electron-doped iron selenide is introduced below. Mean field theory will reveal that it harbors hidden magnetic order \[18\].

2.1 Extended Hubbard Model

We retain only the \(3d_{xz}/3d_{yz}\) orbitals of the iron atoms in the following description of a single layer of heavily electron-doped FeSe. In particular, let us work in the isotropic basis of orbitals \(d^- = (d_{xz} - id_{yz})/\sqrt{2}\) and \(d^+ = (d_{xz} + id_{yz})/\sqrt{2}\). Electrons hop among the \(d^+\) and \(d^-\) orbitals between nearest neighbors (1) and next-nearest neighbors (2) on the square lattice of iron atoms that make up a single
layer of FeSe. The kinetic energy due to hopping over the square lattice of iron atoms is then governed by the following Hamiltonian expressed in momentum space:

\[
H_{\text{hop}} = \sum_k \sum_\alpha \sum_s \varepsilon_\parallel(k) c_{\alpha,s}^\dagger(k) c_{\alpha,s}(k) + \sum_k \sum_s [\varepsilon_\perp(k) c_{d+s,s}^\dagger(k) c_{d-s,s}(k) + \text{h.c.}],
\]  

(1)

where

\[
\varepsilon_\parallel(k) = -2t_1^\parallel(\cos k_x a + \cos k_y a) - 2t_2^\parallel(\cos k_+ a + \cos k_- a)
\]  

(2a)

\[
\varepsilon_\perp(k) = -2t_1^\perp(\cos k_x a - \cos k_y a) - 2t_2^\perp(\cos k_+ a - \cos k_- a)
\]  

(2b)

are intra-orbital and inter-orbital matrix elements, with \(k_\pm = k_x \pm k_y\). Above also, \(c_{\alpha,s}(k)\) and \(c_{\alpha,s}^\dagger(k)\) denote operators that destroy and create an electron of spin \(s\) in orbital \(\alpha\), and with momentum \(\hbar k\). The reflection symmetries shown by a single layer of FeSe imply that the intra-orbital (\(\parallel\)) and inter-orbital (\(\perp\)) hopping matrix elements of the Hamiltonian \([1]\) show \(s\)-wave and \(d\)-wave symmetry, respectively \([30, 31, 32]\). The momentum dependence of the intra-orbital \((2a)\) and inter-orbital \((2b)\) matrix elements \(\varepsilon_\parallel(k)\) and \(\varepsilon_\perp(k)\) display those symmetries. Here, the nearest neighbor intra-orbital and inter-orbital hopping matrix elements \(t_1^\parallel\) and \(t_1^\perp\) are real, the next-nearest neighbor intra-orbital hopping matrix element \(t_2^\parallel\) is also real, and the next-nearest neighbor inter-orbital hopping matrix element \(t_2^\perp\) is pure imaginary.

The hopping Hamiltonian \([1]\) is easily diagonalized \([18]\) by plane waves of \(d_{x(\delta)z}\) and \(id_{y(\delta)z}\) orbitals that are rotated with respect to the principal axis by a phase shift \(\delta\) that depends on momentum. They are created by the corresponding operators:

\[
c_{s}^\dagger(2, k) = 2^{-1/2}[e^{-i\delta(k)} c_{d-s,s}^\dagger(k) + e^{+i\delta(k)} c_{d+s,s}^\dagger(k)],
\]

\[
c_{s}^\dagger(1, k) = 2^{-1/2}[e^{-i\delta(k)} c_{d-s,s}^\dagger(k) - e^{+i\delta(k)} c_{d+s,s}^\dagger(k)],
\]  

(3)

The phase shift \(\delta(k)\) is set by \(\varepsilon_\perp(k) = |\varepsilon_\parallel(k)| e^{i2\delta(k)}\). Specifically,

\[
\cos 2\delta(k) = \frac{-t_1^\perp(\cos k_+ a - \cos k_- a)}{\sqrt{t_1^\perp(\cos k_x a - \cos k_y a)^2 + [2t_2^\perp(\sin k_x a)^2(\sin k_y a)^2]}}
\]  

(4a)

\[
\sin 2\delta(k) = \frac{2(t_2^\perp/\text{i})(\sin k_x a)(\sin k_y a)}{\sqrt{t_1^\perp(\cos k_x a - \cos k_y a)^2 + [2t_2^\perp(\sin k_x a)^2(\sin k_y a)^2]}}
\]  

(4b)

It is notably singular at \(k = 0\) and \(Q_{\text{AF}}\), where the matrix element \(\varepsilon_\perp(k)\) vanishes. The energy eigenvalues of the bonding \((n = 2)\) and the anti-bonding \((n = 1)\) states are respectively then given by \(\varepsilon_+(k) = \varepsilon_\parallel(k) + |\varepsilon_\perp(k)|\) and \(\varepsilon_-(k) = \varepsilon_\parallel(k) - |\varepsilon_\perp(k)|\).

If we now turn off next-nearest neighbor intra-orbital hopping, \(t_2^\parallel = 0\), the above energy bands then satisfy the perfect nesting condition \([18]\),

\[
\varepsilon_\pm(k + Q_{\text{AF}}) = -\varepsilon_\mp(k).
\]  

(5)

Here \(Q_{\text{AF}} = (\pi/a, \pi/a)\) is the checkerboard ordering vector on the square lattice of iron atoms. As a result, the Fermi level lies at \(\varepsilon_F = 0\) at half filling. Figure \([1]\) shows such perfectly nested electron-type and
hole-type Fermi surfaces for hopping parameters $t_{1}^{\parallel} = 100$ meV, $t_{1}^{\perp} = 500$ meV, $t_{2}^{\parallel} = 0$ and $t_{2}^{\perp} = 100$ meV. It also displays the density of states of the bonding band, $n = 2$. The step at 0.4 eV and the sharp peak near 0.5 eV mark where constant-energy contours in momentum space experience a change in topology. Such transitions will play an important role below.

![Figure 1](image)

**Figure 1.** (a) Perfectly nested Fermi surfaces at half filling: $\varepsilon_+(k) = 0$ and $\varepsilon_-(k) = 0$, with hopping matrix elements $t_{1}^{\parallel} = 100$ meV, $t_{1}^{\perp} = 500$ meV, $t_{2}^{\parallel} = 0$ and $t_{2}^{\perp} = 100$ meV. (See Fig. 5 for the band structure.) Dirac cones emanate from the dots on each Fermi surface. (b) Also displayed is the density of states of the bonding band, $\varepsilon_+$. The principal interactions among the electrons are on-site ones due to Coulomb repulsion. They have four parts that are included in the following extended Hubbard model for the interaction Hamiltonian [33]:

$$
H_U = \sum_i \left[ U_0 \sum_\alpha n_{i,\alpha,\uparrow} n_{i,\alpha,\downarrow} + J_0 \mathbf{S}_{i,d-} \cdot \mathbf{S}_{i,d+} + U'_0 n_{i,d+} n_{i,d-} + J'_0 (c_{i,d+\uparrow}^\dagger c_{i,d-\downarrow}^\dagger c_{i,d-\uparrow} c_{i,d+\downarrow} + \text{h.c.}) \right],
$$

(6)

Here, $n_{i,\alpha,s} = c_{i,\alpha,s}^\dagger c_{i,\alpha,s}$ is the occupation operator and $\mathbf{S}_{i,\alpha} = \frac{1}{2} \sum_{s,s'} c_{i,\alpha,s}^\dagger \sigma_{s,s'} c_{i,\alpha,s'}$ is the spin operator, while $n_{i,\alpha} = n_{i,\alpha,\uparrow} + n_{i,\alpha,\downarrow}$. Above also, $U_0 > 0$ denotes the intra-orbital on-site Coulomb repulsion energy, while $U'_0 > 0$ denotes the inter-orbital one. Last, $J_0 < 0$ is the Hund’s Rule exchange coupling constant, which is ferromagnetic, while $J'_0$ denotes the matrix element for on-site Josephson tunneling between orbitals.

We shall also include super-exchange interactions among magnetic moments of neighboring iron atoms via the Se atoms [34, 35]:

$$
H_{sprx} = \sum_{\langle i,j \rangle} J_1 (\mathbf{S}_{i,d-} + \mathbf{S}_{i,d+}) \cdot (\mathbf{S}_{j,d-} + \mathbf{S}_{j,d+})
+ \sum_{\langle \langle i,j \rangle \rangle} J_2 (\mathbf{S}_{i,d-} + \mathbf{S}_{i,d+}) \cdot (\mathbf{S}_{j,d-} + \mathbf{S}_{j,d+}).
$$

(7)
Above, \( J_1 \) and \( J_2 \) are positive super-exchange coupling constants over nearest neighbor and next-nearest neighbor iron sites. Magnetic frustration shall be assumed, henceforth, to be moderate to strong: \( J_2 > 0.5J_1 \).

\[
\langle m_{i,\alpha}\rangle = (-1)^{\alpha} e^{iQ_{AF} \cdot r_i} \langle m_{0,0}\rangle, \tag{8}
\]

where \( \langle m_{i,\alpha}\rangle = \frac{1}{2} \langle n_{i,\alpha,\uparrow}\rangle - \frac{1}{2} \langle n_{i,\alpha,\downarrow}\rangle \). Here, the \( d^- \) and \( d^+ \) orbitals are indexed by \( \alpha = 0 \) and 1. It is important to notice that this hSDW state is notably invariant under rotations of the \( 3d_{xz} \) and \( 3d_{yz} \) orbitals about the \( z \) axis. It therefore cannot show any tendency towards nematic order \([37, 38]\). A standard mean-field replacement of the intra-orbital on-site interactions (\( U_0 \)) and of the Hund’s Rule coupling (\( J_0 \)) yields the contribution to the electronic energy \([18]\)

\[
- \sum_i \sum_{\alpha} U(\pi) \langle m_{i,\alpha}\rangle (n_{i,\alpha,\uparrow} - n_{i,\alpha,\downarrow}) = - \langle m_{0,0}\rangle U(\pi) \sum_i \sum_{\alpha} (-1)^{\alpha} e^{iQ_{AF} \cdot r_i} (n_{i,\alpha,\uparrow} - n_{i,\alpha,\downarrow}), \tag{9}
\]

where

\[
U(\pi) = U_0 + \frac{1}{2} J_0. \tag{10}
\]
A similar mean-field replacement of the inter-orbital on-site interactions \(U_0'\) leads entirely to a shift of the chemical potential \([18]\). Also, no net magnetic moment exists on each iron site within mean field theory because of hidden magnetic order. Hence, the super-exchange Hamiltonian \((7)\) makes no contribution within mean field theory as well. Last, notice that on-site Josephson tunneling between orbitals \(J_0'\) in \(H_U\) is suppressed at strong on-site-orbital repulsion, \(U_0\). We shall henceforth neglect this contribution to the extended Hubbard model \((6)\) on that basis.

Inverting the planewaves \((3)\) to site-orbital space yields expressions for the corresponding creation operators:

\[
\begin{align*}
\hat{c}^\dagger_{i,d-,s} &= \mathcal{N}^{-1/2} \sum_k e^{-i\mathbf{k} \cdot \mathbf{r}_i} e^{i\delta(k)} [c^\dagger_s(2, \mathbf{k}) + c^\dagger_s(1, \mathbf{k})], \\
\hat{c}^\dagger_{i,d+,s} &= \mathcal{N}^{-1/2} \sum_k e^{-i\mathbf{k} \cdot \mathbf{r}_i} e^{-i\delta(k)} [c^\dagger_s(2, \mathbf{k}) - c^\dagger_s(1, \mathbf{k})].
\end{align*}
\]  

(11)

Here \(\mathcal{N} = 2N_{Fe}\) is the number of iron site-orbitals. Substitution of expressions \((11)\) and their conjugates into the right-hand side of the mean-field approximation for the interaction energy \((9)\) ultimately yields a mean-field Hamiltonian of the form

\[
H^{(mf)} = \sum_s \sum_k \epsilon^s(\mathbf{k}) [c^\dagger_s(2, \mathbf{k})c_s(2, \mathbf{k}) - c^\dagger_s(1, \bar{\mathbf{k}})c_s(1, \bar{\mathbf{k}})] \\
+ \sum_s \sum_k [(\text{sgn} \, s)\Delta(\mathbf{k})c^\dagger_s(1, \bar{\mathbf{k}})c_s(2, \mathbf{k}) + \text{h.c.}],
\]  

(12)

where \(\bar{\mathbf{k}} = \mathbf{k} + Q_{AF}\). The gap function is anisotropic, and it depends on momentum as

\[
\Delta(\mathbf{k}) = \Delta_0 \sin[2\delta(\mathbf{k})],
\]  

(13)

with

\[
\Delta_0 = \langle m_{0,0} \rangle U(\pi).
\]  

(14)

Above, we have shifted the momentum of the anti-bonding band \((n = 1)\) by \(Q_{AF}\), and we have subsequently exploited the perfect-nesting condition \((5)\). Above, also, intra-band scattering has been neglected because it shows no nesting.

Inspection of the mean-field Hamiltonian \((12)\) yields that it has energy eigenvalues equal to plus or minus \(E(\mathbf{k}) = [\epsilon^+_{s}(\mathbf{k}) + \Delta^2(\mathbf{k})]^{1/2}\). By \((15)\), the gap function \((13)\) shows nodes along the principal axes. Dirac cones therefore emanate from the four points where the Fermi surfaces, \(\epsilon^s_{+}(\mathbf{k}) = 0\) and \(\epsilon^s_{-}(\mathbf{k}) = 0\), cross the principal axes. These points are displayed by Fig. \(1a\). The new one-electron energy spectrum, \(\pm E(\mathbf{k})\), is due to resonant scattering of bonding and anti-bonding planewaves \((3)\) by the underlying hSDW, which breaks the translational symmetry of the square lattice of iron atoms. Amplitudes for the bonding (+) and for the anti-bonding (−) components of the new mixed eigenstates are given by the standard coherence factors. A gap equation for the gap maximum \((14)\) can be thereby obtained, which yields the ordered hSDW moment, \(\langle m_{0,0} \rangle\), as a function of the hopping parameters and of \(U(\pi)\). (See ref. \([18]\).) Surprisingly, by \((10)\), such mean-field solutions remain valid for any pair of on-site-orbital repulsion and Hund’s Rule coupling, \(U_0\) and \(-J_0\), such that \(U(\pi)\) remains constant. Figure \(3a\) displays that degeneracy.
3 QUANTUM FIELD THEORY AT CRITICALITY

The hSDW introduced above must clearly become unstable above a threshold strength in Hund’s Rule, \(-J_0\). This fact is not captured by the previous mean field theory. (See Fig. 3) Indeed, the Heisenberg model predicts that the stripe SDW (Fig. 2b) intervenes above a threshold strength in Hund’s Rule \([19, 20]\). Also, a recent RPA calculation of the present extended Hubbard model is compatible with the Néel SDW (Fig. 2b) intervening above a threshold Hund’s Rule coupling instead \([21]\). Below, we will include fluctuations of the hSDW order parameter, which will permit a proper description of the critical hSDW state that exists at \(\Delta_0 \rightarrow 0\).

3.1 Hidden Spinwaves, Interaction with Electrons

Like in the previous mean field theory, let us start from the ordered hSDW state (8). Assume, in particular, a long-range ordered moment that alternates in sign between the \(d^+\) and \(d^-\) orbitals, and between nearest neighbor iron sites on the square lattice. Basic considerations imply Goldstone modes in the transverse directions, \(m_x(\pi)\) and \(m_y(\pi)\), at the checkerboard wave number, \(Q_{AF} = (\pi/a, \pi/a)\), where \(m(\pi) = m_{d^-} - m_{d^+}\) is the hidden magnetic moment \([18]\). Specifically, the spin-flip propagator, 

\[
iD(q, \omega) = \frac{1}{\sqrt{2}} m^+(\pi) \pm i m^-(-\pi) \rvert_{q, \omega}
\]

has the hydrodynamic form

\[
D(q, \omega) = \frac{(2s_1)^2}{\chi} \left[\omega^2 - \omega_b^2(q)\right]^{-1}
\]

in the long wave length limit. Here, \(m^{\pm}(\pi) = m_x(\pi) \pm i m_y(\pi)\). The propagator above shows a pole in frequency that disperses acoustically as \(\omega_b(q) = c_0 |q|\), where \(q = q + Q_{AF}\), and where \(c_0\) is the hidden-spin-wave velocity. Above, \(s_1\) is the ordered hSDW moment per orbital. Last, \(\chi\) is the transverse spin susceptibility of the hidden Néel state. This form for the spin-flip propagator \((15)\) is required by standard antiferromagnetic dynamics\([39, 40, 41]\). Recent RPA calculations of the hSDW state reveal such hidden Goldstone modes that disperse acoustically\([21]\).
The above hidden spinwaves interact with electrons via the intra-orbital Hubbard interaction ($U_0$) and the Hund’s Rule coupling ($J_0$) following $\sum_i \sum_{\alpha} U(\pi) m_{i,\alpha} \cdot 2 S_{i,\alpha}$. This form is suggested by mean field theory [9], in which case the super-exchange interaction (7) makes no contribution in the hSDW state. Again, on-site Josephson tunneling ($J'_0$) is neglected on the basis that on-site-orbital repulsion $U_0$ is strong enough to suppress the formation of on-site-orbital singlets. Keeping only the dominant transverse self-energy correction (20) is thereby approximated by

$$H_{e-hsw} = + \frac{1}{\sqrt{2}} \frac{U(\pi)}{a N_1/2} \sum_k \sum_{k'} [m^+(\pi, q) C_{t}^\dagger(k') \tau_1 C_t(k) \sin[\delta(k) + \delta(k')] + h.c.],$$

where $q = k - k'$ is the momentum transfer. Here, we have introduced Nambu-Gorkov spinors [42, 43],

$$C_s(k) = \begin{bmatrix} c_s(2, k) \\ c_s(1, k) \end{bmatrix},$$

which explicitly account for perfect nesting of the Fermi surfaces. Also, $\tau_1$ is the Pauli matrix along the $x$ axis. Last, intra-band scattering has been neglected because it shows no nesting.

### 3.2 Self-Energy Correction and Eliashberg Equations

We shall now compute the electron propagators within a self-consistent approximation. They are defined by the $2 \times 2$ matrix $iG_s(k, \omega) = \int dt_1, t_2 e^{iC_t^{(1)}(k, t_1) C_t^\dagger(k, t_2)}$, where $t_{1,2} = t_1 - t_2$, and where $T$ is the time-ordering operator. Here, $C_s(k, t)$ and $C_{t}^\dagger(k, t)$ are the time evolutions of the respective destruction and creation operators, $C_s(k)$ and $C_t^\dagger(k)$. In the absence of interactions, $U(\pi) \rightarrow 0$, perfect nesting (5) yields that the matrix inverse of the electron propagator is given by

$$G_s^{-1}(k, \omega) = \omega \tau_0 - \varepsilon_+(k) \tau_3,$$

where $\tau_0$ is the $2 \times 2$ identity matrix, and where $\tau_3$ is the Pauli matrix along the $z$ axis. Inspection of the mean-field Hamiltonian (12) suggests, on the other hand, the following form for the matrix inverse of the exact electron propagator:

$$G_s^{-1}(k, \omega) = Z(k, \omega) \omega \tau_0 - [\varepsilon_+(k) - \nu] \tau_3 - (\text{sgn } s) Z(k, \omega) \Delta(k) \tau_1.$$

Here, $Z(k, \omega)$ is the wavefunction renormalization, $\Delta(k)$ is the quasi-particle gap (13), and $\nu$ is a relative energy shift of the bands that preserves perfect nesting. Comparison of (18) and (19) then yields the self-energy correction

$$\Sigma_s(k, \omega) = [1 - Z(k, \omega)] \omega \tau_0 - \nu \tau_3 + (\text{sgn } s) Z(k, \omega) \Delta(k) \tau_1 \tau_1,$$

(20)

to the band dispersions $\varepsilon_+(k) \tau_3$.

The self-consistent approximation for the electron propagator is displayed by Fig. 4b. The self-energy correction (20) is thereby approximated by

$$\Sigma_s(k, \omega) = i \int_{BZ} \frac{d^2 k'}{(2\pi)^2} \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} U^2(\pi) \sin^2[\delta(k) + \delta(k')] D(q, q_0) \tau_1 G_s(k', \omega') \tau_1,$$

(21)
with \( q_0 = \omega - \omega' \), and with \( q = k - k' \). Now write the electron propagator in terms of components of Pauli matrices, \( \tau_\mu \): \( G = \sum_{\mu=0}^3 G^{(\mu)} \tau_\mu \). This yields the corresponding components for the self-energy correction:

\[
\Sigma_s^{(\mu)}(k, \omega) = \text{sgn}_\mu(1) \int_{\text{BZ}} \frac{d^2 k'}{(2\pi)^2} \frac{U^2(\pi)}{2} \sin^2 [\delta(k) + \delta(k')] i \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} D(q, q_0) G_s^{(\mu)}(k') (\omega').
\]  

(22)

Here, we have used the identity satisfied by Pauli matrices, \( \tau_1 \tau_\mu \tau_1 = \text{sgn}_\mu(1) \tau_\mu \), where \( \text{sgn}_0(1) = +1 = \text{sgn}_1(1) \), and where \( \text{sgn}_2(1) = -1 = \text{sgn}_3(1) \). Now recall that the components \( G^{(\mu)} \) of the matrix inverse of (19) are given explicitly by

\[
G_s^{(0)} = \frac{1}{2Z} \left( \frac{1}{\omega - E + i\eta} + \frac{1}{\omega + E - i\eta} \right),
\]

\[
G_s^{(1)} = \frac{1}{2Z} \left( \frac{1}{\omega - E + i\eta} - \frac{1}{\omega + E - i\eta} \right) \frac{\Delta}{E (\text{sgn} s)},
\]

\[
G_s^{(2)} = 0,
\]

\[
G_s^{(3)} = \frac{1}{2Z} \left( \frac{1}{\omega - E + i\eta} - \frac{1}{\omega + E - i\eta} \right) \frac{(\varepsilon_+ - \nu)}{ZE},
\]

(23)

with excitation energy

\[
E(k, \omega) = \sqrt{\left[ \frac{\varepsilon_+(k) - \nu}{Z(k, \omega)} \right]^2 + \Delta^2(k)}.
\]

(24)

Here, \( \eta \to 0^+ \). Next, it is useful to write the propagator for hidden spinwaves (15) as

\[
D(q, \omega) = \frac{(2s_1)^2}{\chi_\perp} \frac{1}{\omega - \omega_b(q) + i\eta} - \frac{1}{\omega + \omega_b(q) - i\eta}.
\]

(25)

The frequency integrals in expressions (22) for the self energies can be evaluated by going into the complex plane, and by exploiting Cauchy’s residue theorem in the standard way. The result amounts to Brillouin-Wigner second-order perturbation theory [44, 45]. In particular, comparison with the form (20) of the
self-energy correction yields the following Eliashberg equations at zero temperature \[18\]:

\[
(Z(k, \omega) - 1)\omega = \int_{BZ} \frac{d^2k'}{(2\pi)^2} U^2(\pi) \frac{s_1^2 \sin^2[\delta(k) + \delta(k')]}{Z(k', \omega')} \cdot \frac{1}{2\omega_b(q)} \left[ \frac{1}{\omega_b(q) + E(k') - \omega} - \frac{1}{\omega_b(q) + E(k') + \omega} \right],
\]

\[26a\]

\[
-Z = \int_{BZ} \frac{d^2k'}{(2\pi)^2} U^2(\pi) \frac{s_1^2 \sin^2[\delta(k) + \delta(k')]}{Z(k', \omega')} \cdot \frac{1}{2\omega_b(q)} \left[ \frac{1}{\omega_b(q) + E(k') - \omega} + \frac{1}{\omega_b(q) + E(k') + \omega} \right],
\]

\[26b\]

\[
Z(k, \omega)\Delta(k) = \int_{BZ} \frac{d^2k'}{(2\pi)^2} U^2(\pi) \frac{s_1^2 \sin^2[\delta(k) + \delta(k')]}{Z(k', \omega')} \frac{\Delta(k')}{E(k')} \cdot \frac{1}{2\omega_b(q)} \left[ \frac{1}{\omega_b(q) + E(k') - \omega} + \frac{1}{\omega_b(q) + E(k') + \omega} \right],
\]

\[26c\]

where \(\omega' = E(k')\). Below, we shall find a solution to these equations that describes a quantum-critical hSDW at \(Z(k, \omega)\Delta(k) \to 0\).

**Figure 4.** Feynman diagrams (a) for the Eliashberg equations and (b) for the second-order vertex correction to the interaction, Eqs. \[16\] and \[17\]. Thin and thick solid lines represent, respectively, the bare and the “dressed” electron propagators, \(G_0\) and \(G_s\), while dashed lines represent the spin-flip propagator, \(D\).

### 3.3 Quantum-Critical hSDW, Lifshitz Transition

The author and Melendrez have shown that a quantum-critical hSDW solution of the Eliashberg equations \[26a\]-\[26c\] exists at \[18\] \(Z(k, \omega)\Delta(k) \to 0\). Isotropy of the excitation energy \(E(k')\) over the Fermi surface is restored in such case. Like conventional Eliashberg theory for \(S\)-wave superconductors, it then becomes convenient to replace the integrals over momentum in \[26a\] and \[26b\] by integrals over
The previous Eliashberg equations (26a) and (26b) thereby reduce to:

\[
(Z - 1)\omega = \int_{-W_{bottom}}^{+W_{top}} d\varepsilon' Z^{-1} \int_{0}^{\omega_{uv}} d\Omega \frac{\varepsilon_{E}(\nu)}{\Omega}.
\]

\[
-\nu = \int_{-W_{bottom}}^{+W_{top}} d\varepsilon' Z^{-1} \int_{0}^{\omega_{uv}} d\Omega \frac{\varepsilon_{E}(\nu)}{\Omega} \frac{\varepsilon' - \nu}{|\varepsilon' - \nu| + \frac{1}{\Omega + |\varepsilon' - \nu|/Z + \omega}}.
\]

where \(\omega_{uv}\) is an ultra-violet frequency cutoff for hidden spinwaves, and where \([-W_{bottom}, +W_{top}]\) is the range of the energy band \(\varepsilon_+(k)\). (See Fig. [1b].) Above, we have introduced the Eliashberg energy scale [18]:

\[
\varepsilon_{E}(\nu) = \frac{1}{D_+(\nu)} \int_{FS_+} \frac{dk}{(2\pi)^4} U^2(\pi) \frac{\sin^2 2\delta(k)}{\chi_{\perp} c_0 |v_+(k)|^2}.
\]

where \(FS_+\) denotes the Fermi surface \(\varepsilon_+(k) = \nu\), where \(D_+(\nu)\) is the density of states of the \(n = 2\) bonding band shown by Fig. [1b], and where \(\nu_0\) is the velocity of hidden spinwaves at \(Q_{AF}\). Also, \(v_+(k) = \partial \varepsilon_+/\partial k\) is the group velocity. In obtaining (28), the left-hand side of the corresponding Eliashberg equations (26a) and (26b) have been averaged over the Fermi surface, \(\varepsilon_+(k) = \nu\). Also, \(Z(k', \omega')\) has been approximated by \(Z(k', \omega)\) on the right-hand side of these equations.

An analysis of the Eliashberg equations (27a), (27b) and of (28) reveals a Lifshitz transition as the interaction \(U(\pi)\) grows strong, where the staggered chemical potential \(\nu\) approaches the upper edge of the band \(\varepsilon_+(k)\). In particular, reversing the order of integration in (27a) then yields a divergent wave-function renormalization at the Fermi level [18]:

\[
Z(\omega) - 1 = \frac{\varepsilon_{E}}{\omega}, \quad \text{with} \quad \varepsilon_{E} = \frac{\pi^2}{4} \varepsilon_{E}.
\]

And reversing the order of integration again in (27b) yields the result [18]:

\[
\nu = \varepsilon_{E} \ln \left( \frac{\omega_{uv}}{\omega_{ir}} \right) \ln \left( \frac{W}{\varepsilon_{E}} \right)
\]

for the staggered chemical potential, where \(\omega_{ir}\) is an infra-red cutoff in the spectrum of hidden spinwaves, and where \(W = W_{bottom} + W_{top}\) is the electronic bandwidth. Last, assume that the Lifshitz transition leaves \(\nu\) just below the upper edge of the band \(\varepsilon_+(k)\). Figure [5] depicts the later, as well as the new Fermi surface pockets that lie at the corner of the folded (two-iron) Brillouin zone. The Eliashberg energy scale (28) can be easily estimated in the case of small circular Fermi surface pockets as \(t_1^\perp \to 0\). In such case, it is given by [18]:

\[
\varepsilon_{E} = \frac{1}{16} \left( \frac{x_0}{2\pi} \right)^{3/2} \frac{U^2(\pi)}{a^2 D_+(\nu)} \frac{\omega_1^2}{a^2 \chi_{\perp} (c_0/a)|t_1^\perp|^2}.
\]
in the limit of a small concentration of electrons/holes per pocket, \( x_0 \). Comparison with (30) yields that \( x_0 \to 0 \) as \( U(\pi) \to \infty \).

![Figure 5](image-url)

**Figure 5.** Band structure and renormalized Fermi levels at half filling after the Lifshitz transition. The designated orbital character of the renormalized Fermi surfaces is only approximate.

### 3.4 Vertex Corrections, Asymptotic Freedom

By Fig. 4a, the previous Eliashberg equations (26a)-(26c) are obtained from the summation of “rainbow” diagrams for the electronic self-energy (21) [44, 45]. Crossing diagrams that lie outside of the previous self-consistent approximation are accounted for by including the correction to the interaction vertex displayed by Fig. 4b. It reads

\[
\gamma^{(2)}(k, k - \bar{q}') = i \int_{\text{BZ}} \frac{d^2k'}{(2\pi)^2} \int_{-\infty}^{+\infty} \frac{dk_0}{2\pi} \left( \frac{U(\pi)}{\sqrt{2}} \right)^3 \sin[\delta(k) + \delta(k')] \sin[\delta(k' - q') + \delta(k - q')] \\
\cdot \sin[\delta(k') + \delta(k' - q')] D(k - k') \tau_1 G_\uparrow(k') \tau_1 G_\uparrow(k' - q') \tau_1,
\]

where \( \bar{q}' = (q'_0, q' + Q_{AF}) \). The integral over frequency can be performed directly, but the calculation is laborious. Instead, we will exploit a Ward identity to perform that integral [46]. In particular, by (19), taking the derivative of the identity \( G_\uparrow \cdot G_\uparrow^{-1} = \tau_0 \) with respect to \((\text{sgn } s)Z\Delta_0\) yields

\[
(sin 2\delta) G_\uparrow \tau_1 G_\uparrow = -(\text{sgn } s) \frac{\partial G_\uparrow}{\partial(Z\Delta_0)}.
\]

Now recall (23) that \( G_\uparrow = G_\downarrow \) at criticality, \( Z\Delta_0 \to 0 \). By (21), substituting (33) in for the relevant factors in the integrand on the right-hand side of (32) at \( q' = 0 \) yields the following Ward identity at criticality [46]:

\[
\gamma^{(2)}(k, \bar{k}) = -(\text{sgn } s) \frac{\partial \Sigma_\uparrow(k)}{\partial(Z\Delta_0)} \frac{U(\pi)}{\sqrt{2}} \quad \text{as} \quad Z\Delta_0 \to 0.
\]
Approaching criticality, $Z\Delta_0 \to 0$, comparison of the self-energy correction (20) with the gap equation (26c) yields a correction to the interaction vertex (16) of the form

$$\gamma^{(2)}(k, \bar{k}'' \to 0) \to \Gamma^{(2)}(k, \bar{k}'') \frac{U(\pi)}{\sqrt{2}} \sin[\delta(k) + \delta(k'')] \tau_1 \quad \text{as} \quad k'' \to k; \quad (35)$$

with a vertex correction $\Gamma^{(2)}$ equal to minus the kernel of the gap equation: $[1 + \Gamma^{(2)}] Z\Delta_0 (\sin 2\delta) = 0$. Expanding the factors of $\sin[\delta(k) + \delta(k')]$ on the right-hand side of the gap equation (26c) by the standard trigonometric identity reveals the kernel:

$$-\Gamma^{(2)}(k, \bar{k}) = \frac{1}{2} \int_{\text{BZ}} \frac{d^2 k'}{(2\pi)^2} U^2(\pi) \frac{s^2 \sin[2\delta(k')]^2}{\chi_\perp [Z(k', \omega')]^2 E(k')} \cdot \frac{1}{2\omega_b(q)} s \left[ \frac{1}{\omega_b(q) + E(k') - \omega} + \frac{1}{\omega_b(q) + E(k') + \omega} \right]. \quad (36)$$

After substituting $Z(k', \omega') = \varepsilon_E/E(k')$ in one of the denominators in the integrand above, then comparison with the second Eliashberg equation (26b) yields the vertex correction at criticality,

$$\Gamma^{(2)} \simeq -\frac{1}{2} \frac{\nu}{\varepsilon_E}. \quad (37)$$

Here, the factor $(\varepsilon'_+ - \nu)/Z' E'$ on the right-hand side of (26b) has been set to $-1$ because $Z' \Delta'_0 = 0$, and because $\nu \to W_{\text{top}}$ as $U(\pi)$ diverges. Also, the factors of $\sin[\delta(k) + \delta(k')]$ on the right-hand side of (26b) have been approximated by $\sin[2\delta(k')]$, which is valid because the factor $1/\omega_b(k - \bar{k}')$ diverges as $k' \to k$. The vertex correction (37) notably has a negative sign. Also, inspection of the Eliashberg equation (30) yields the solution $\nu/\varepsilon_E \sim \ln(\omega_{uv}/\omega_{ir})$.

In the critical hSDW state, the vertex for the interaction of electrons with hidden spinwaves (16) is multiplied by the factor $\Gamma = 1 + \Gamma^{(2)}$ to lowest non-trivial order, with a vertex correction given by (37). Now call $Y = W/\varepsilon_E$. The second Eliashberg equation (30) can then be re-expressed as

$$\ln \left( \frac{\omega_{uv}}{\omega_{ir}} \right) = \frac{\nu}{\varepsilon_E} \frac{Y}{W \varepsilon_E \ln Y}. \quad (38)$$

Here, $\omega_{uv}$ and $\omega_{ir}$ are the short-range and the long-range cut-offs in wavelength, respectively, for the spectrum of hidden spinwaves. First, by (38), it is important to notice that the Eliashberg energy scale $\varepsilon_E$ that controls wavefunction renormalization (29) vanishes logarithmically as $\omega_{ir} \to 0$. By Fig. 4b and (37), repeatedly correcting the interaction vertex (16) to lowest non-trivial order then leads to the following renormalization group equation for the strength of the interaction vertex as a function of the ratio of the short-range ultra-violet scale to the long-range infra-red scale:

$$\frac{d\Gamma}{dY} = -\frac{1}{2} \frac{\nu}{W} \Gamma^3. \quad (39)$$

It has the solution

$$Y = \frac{W}{\nu} \frac{1}{\Gamma^2} \quad \text{as} \quad \Gamma \to 0. \quad (40)$$
Second, (38) thereby yields the renormalization-group flow

\[
\ln \left( \frac{\omega_{uv}}{\omega_{ir}} \right) = \frac{\pi^2}{4} \frac{1}{\Gamma^2} \left[ \ln \left( \frac{W}{\nu} \right) \right]^{-1} \quad \text{as} \quad \omega_{ir} \to 0.
\]  

(41)

In conclusion, the present quantum field theory is asymptotically free at criticality: \( \varepsilon_E \to 0 \) and \( \Gamma \to 0 \) as \( \ln(\omega_{uv}/\omega_{ir}) \to \infty \). (Cf. refs. [23], [24], [25] and [26].) If, for example, we impose an \( L \times L \) diamond boundary on the square lattice, with periodic boundary conditions for the spin-\( \uparrow \) electrons, and with antiperiodic boundary conditions for the spin-\( \downarrow \) electrons, then by (16) and (17), \( \omega_{ir}/2\pi = c_0/\sqrt{2}L \). The previous therefore implies that spin-flip interactions become weaker and weaker in the critical hSDW state as the size of system approaches the thermodynamic limit.

Last, the previous implies a renormalization-group improved gap equation (26c) for the critical hSDW: \( \Gamma Z \Delta_0 \sin(2\delta) = 0 \). The flow of the renormalization group (41) correctly yields \( Z \Delta_0 = 0 \) at \( \omega_{ir} > 0 \) because \( \Gamma > 0 \) in such case. However, \( \Gamma \to 0 \) as \( \omega_{ir} \to 0 \). In other words, the kernel of the gap equation is satisfied as the infra-red wavelength diverges. Such behavior is consistent with assigning the critical hSDW with a quantum critical point.

4 DISCUSSION AND CONCLUSIONS

We have demonstrated above that the quantum-critical hSDW state shows asymptotic freedom: i.e., interactions become weaker and weaker at shorter and shorter length scales compared to that for hidden magnetic order, \( c_0/\omega_{ir} \). Under appropriate boundary conditions, the latter is of order the size \( L \) of the system. Figure 3b shows a proposed \( S^{++} \) superconducting phase that is controlled by the critical hSDW state[16]. It has only short-range hSDW order[47, 48]. Could the previous renormalization group for asymptotic freedom remain valid there, but with the infra-red length scale \( c_0/\omega_{ir} \) identified with the finite correlation length for hSDW order instead? If we assume this to be true, then by analogy with the theory of quantum chromodynamics for the strong nuclear force[23, 24, 25, 26], it suggests that the interaction between an electron and a hole in a quantum-disordered groundstate[47, 48] that is close by to the quantum-critical hSDW state (Fig. 3b) is due to a confining string between them. This should occur at separations that are larger than a suitable scale, perhaps equal to the correlation length for hSDW order. Indeed, string states are believed to play a role in the dynamics of the conventional single-orbital Hubbard model over the square lattice, in the context of copper-oxide high-temperature superconductors[27, 28].

It is debated whether confining strings are completely erased by spin-flip interactions, or whether they persist to some degree[29]. We shall now argue that erasing string states by spin-flips is not likely in states with hSDW order.

Figure 6 shows how the propagation of a spin singlet along a principal axis (\( t_1^\parallel \)) leaves a string of spins that are out of registry with the spin on the opposing orbital per iron atom for SDW and for hSDW order. Notice that strict long-range order is not essential! In the case of the true SDW state on the left-hand side, application of the raising and lowering operators for the net spin at a site, \( S^\pm_{d+,i} + S^\pm_{d-,i} \), can raise or lower the \( S_z = 0 \) local moments along the string in order to erase it. The string state for the hSDW state shown on the right-hand side of Fig. 6 is not the same, however. It is not possible to erase the string in this case by application of raising and lowering operators for the hidden spin at a site, \( S^\pm_{d+,i} - S^\pm_{d-,i} \), nor is it possible to erase the string by application of the previous raising and lowering operators for the net moment. The previous becomes evident by identifying the ladders of spin states per iron atom that such raising and lowering operators live on. They are shown on the two bottom panels of Fig. 6. Repeated applications of
$S_{d+}^\pm + S_{d-}^\pm$ and/or of $S_{d+}^\pm - S_{d-}^\pm$ on the spin $S_z = \pm 1$ moments in the string (red) of the hSDW result in either the opposite moment or in the null state. We therefore conclude that it is unlikely that the string for the hSDW shown in the top-right panel of Fig. 6 can be erased by spin-flip interactions (16).

**Figure 6.** String states in the true SDW and in the hSDW. Also shown are the local irreducible Hilbert spaces that are generated by $S_{d+}^\pm + S_{d-}^\pm$, as well as the local irreducible Hilbert spaces that are generated by $S_{d+}^\pm - S_{d-}^\pm$.

In summary, we have shown that a quantum-critical hSDW that is a candidate parent groundstate for electron-doped iron-selenide superconductors shows asymptotic freedom: spin-fluctuation interactions grow weaker and weaker at relatively shorter and shorter length scales compared to the size of the system. The critical hSDW state is tuned in by increasing the strength of Hund’s Rule until hidden magnetic order is no longer stable[19, 20]. We have suggested that such asymptotic freedom is a symptom of confining string states that appear when a single electron propagates in space and time in the presence of hSDW order. The string picture is therefore consistent with the vanishingly small weight of quasiparticles at the Fermi level at half filling: $1/Z(\omega) = \omega/\varepsilon_F$ as $\omega \to 0$. In addition, the author has recently shown that electron-doped hSDW states near the critical one studied here show an $S^\pm$ Cooper pair instability at the Fermi surface[16]. In particular, the pair wavefunction alternates in sign between the electron-type and hole-type Fermi surfaces shown in Fig. 5. However, while the quasi-particle weight of the holes remains vanishingly small at the Fermi level, the quasi-particle weight of the electrons can become appreciable at the Fermi level at sufficient electron doping. Such a dichotomy in the spectral weights between electrons and holes is confirmed by the spectrum of electron-doped hSDW states within a related local-moment model[17]. Within the “quark” picture advocated above, the holes at the hole Fermi surface remain confined and unobservable, while the electrons at the electron Fermi surface are deconfined and observable. This suggests searching for the traces of faint hole bands at the corner of the folded (two-iron) Brillouin zone in electron-doped iron selenide.
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