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Abstract. Metropolis-Hastings algorithm which keeps the detailed balance is the basic element for most Markov chain Monte Carlo sampling algorithms in which undermined Markov processes are reversible. Previous research shows that nonreversible Markov processes have a faster rate of convergence than reversible ones. Taking advantage of the “lifting” idea, this paper develops a general framework for designing Metropolis-Hastings algorithms breaking detailed balance and implements two new nonreversible Metropolis-Hastings algorithms based on the Gaussian proposal conditional probability and Langevin dynamics in the zero-mass limit respectively. Numerical simulations in one and two dimensions demonstrate that new nonreversible Metropolis-Hastings algorithms can speed up the convergence to target stationary distributions, which supports the theoretical finding and the design of our new algorithms.

1. Introduction
Markov Chain Monte Carlo (MCMC) methods are a class of algorithms for sampling from a probability distribution based on constructing a Markov chain that has the desired distribution as its stationary distribution. MCMC methods are primarily used for calculating numerical approximations of multi-dimensional integrals and parameter estimations in Bayesian statistical learning, statistical physics, computational biology and linguistics. Random walk Monte Carlo methods form its core, which includes Metropolis-Hastings algorithm [1,2], Gibbs sampling [3,4], Slice sampling [5], Multiple-try Metropolis [6] and Reversible-jump [7]. The Metropolis-Hastings algorithm is the basis of many related methods and considered as one of the most successful algorithms in the 20th century. It is, therefore, a significant work to improve the convergent speed of the Metropolis-Hastings algorithm.

The Metropolis-Hastings algorithm ensures the constructed Markov chain reversible and the generated samples drawn from its desired distribution by fulfilling the detailed balance condition (DBC). It is known that the DBC is a sufficient, unnecessary condition. Previous work [8~13] on the convergence of stochastic processes shows that nonreversible Markov processes have a rate of faster convergence than reversible ones. For the case of discrete state spaces, some practical samplers [14~16] exist, including the sampling approach via “lifting” state spaces [17~19]. For the case of continuous state spaces, relative study is rare or no such running algorithm found in practice [20,21].

This paper studies the method for implementing nonreversible Metropolis-Hastings algorithms in continuous state spaces as follows. In section 2, we first review the classical Metropolis-Hastings algorithm, then introduce the “lifting” idea into continuous state spaces to construct nonreversible Markov chains and propose an algorithmic framework of general nonreversible Metropolis-Hastings algorithms.
algorithms. We next present two different practical nonreversible Metropolis-Hastings algorithms in detail in section 3. Two numerical examples in section 4 are given to compare our new algorithms with the classical one. In section 5, we discuss the selection of parameters in our algorithms and possible further work.

2. Framework of General Nonreversible Metropolis-Hastings Algorithms through “Lifting” State Spaces

2.1. The Metropolis-Hastings Algorithm

The classical Metropolis-Hastings algorithm is described in the algorithm (MH) below.

\[ \text{MH: Metropolis-Hastings algorithm} \]

**Input:** Randomly select an initial value \( x_0 \) and set \( T \) a sufficient big number.

**Output:** Samples \( \{x_1, x_2, \cdots, x_T\} \) from the target distribution \( \pi \).

For \( (t = 1 \cdots T) \) do

1. Produce \( x' \propto f(x| x_{t-1}) = N(x_{t-1}, I) \) (the Gaussian distribution), and \( I \) is the identity matrix.
2. Calculate \( A(x'| x_{t-1}) = \min\{1, \frac{\pi(x') f(x_{t-1}| x')}{\pi(x_{t-1}) f(x'| x_{t-1})}\} \).
3. Produce a random number \( \alpha \propto U[0,1] \) (the uniform distribution with the value domain \([0,1]\)).
4. If \( \alpha \leq A(x'| x_{t-1}) \), then \( x_t = x' \), Otherwise \( x_t = x_{t-1} \).
End For.

This algorithm satisfies the DBC:

\[ \pi(x_t) f(x_{t+1}| x_t) A(x_{t+1}| x_t) = \pi(x_{t+1}) f(x_t| x_{t+1}) A(x_t| x_{t+1}) \]

and the Markov chain constructed is reversible. In the following two subsections, we build a nonreversible Markov process through “lifting” the target distribution state space and keeping the skew detailed balance, and present a framework of general nonreversible Metropolis-Hastings algorithms. We prove that any new Metropolis-Hastings algorithm within this framework breaks the DBC and keep the steady state distribution invariant.

2.2. “Lifting” in Continuous State Spaces and the Skew DBC

“Lifting” is a useful method to construct nonreversible Markov chains. Originally it is utilized in discrete state spaces. We apply it into continuous state spaces in the following to break the DBC.

Assume \( x \in \Omega \), \( x \propto \pi \) and \( P(x_i|x_j) \) is a transition probability from a state \( x_j \) to \( x_i \). As described above, \( P(x_i|x_j) = f(x_i|x_j) A(x_i|x_j) \) in the classical Metropolis-Hastings algorithm.

After introducing an auxiliary variable \( \xi \in \{-1, 1\} \), we have a larger state space \( \tilde{\Omega} = \Omega \times \{-1, 1\} \), which is twice biger than the original one. In this new space \( \tilde{\Omega} \), a state is represented by \( (x, \xi) \in \tilde{\Omega}, x \in \Omega, \xi \in \{-1, 1\} \). According to a certain local rule, inside the subspaces \( \Omega \times \{-1\} \) and \( \Omega \times \{1\} \), we introduce a mechanism of decomposition for a transition probability between any two states to satisfy:

\[ P(x_i|x_j) = \tilde{P}(x_i, \xi = 1|x_j, \xi = 1) + \tilde{P}(x_i, \xi = -1|x_j, \xi = -1) \]

where \( \tilde{P}(x_i, \xi = 1|x_j, \xi = 1) > 0, \tilde{P}(x_i, \xi = -1|x_j, \xi = -1) > 0 \).

We require that the following skew DBC holds, i.e. for any \( i \neq j \),

\[ P(x_i, \xi = 1|x_j, \xi = 1) = \tilde{P}(x_j, \xi = -1|x_i, \xi = -1) \tilde{\pi}(x_i, \xi = 1) \]

\[ \tilde{\pi} = \frac{1}{2} (\pi, \pi) \]

and a transition probability between the two subspaces \( \Omega \times \{-1\} \) and \( \Omega \times \{1\} \) satisfies:

\[ \tilde{P}(x_j, -\xi|x_i, \xi) \geq 0 \]

To make the transition probability equation above hold, we set

\[ \tilde{P}(x, -\xi|x, \xi) = 1 - \int_{\Omega} \tilde{P}(y, -\xi|x, \xi) \, dy \]

and
\[ \bar{P}(y, -\xi|x, \xi) = \delta_{x,y} \bar{P}(y, -\xi|x, \xi). \]  

(4)

Now let us approve a Markov chain which comply with the requirement like the skew DBC (2) and setting above such as the equations (3) and (4) has the distribution \( \bar{\pi} \) as its invariant probability distribution. Assume \( A \) a domain in \( \Omega \),

\[
\int_{\Omega} \bar{P}(A|x, \xi) \bar{\pi}(x, \xi) dx = \bar{\pi}(A, \xi) = \bar{\pi}(A, -\xi)
\]

The equation \( \int_{\Omega} \bar{P}(A|x, \xi) \bar{\pi}(x, \xi) dx \) is the definition of an invariant distribution of a Markov process.

2.3. Framework of General Nonreversible Metropolis-Hastings Algorithms

According to the “lifting” idea and requirements discussed above, we, in this subsection, propose a new framework for constructing general nonreversible Metropolis-Hastings algorithms in which both the decomposition equation of the transition probability (1) and the skew DBC (2a) hold, So any nonreversible Metropolis-Hastings algorithm under this framework converges to the desired distribution.

Assume \( f(x_j|x_i) \) be the proposal conditional probability from a state \( x_j \) to \( x_i \) in the original space in the classical Metropolis-Hastings algorithm, \( \pi \) the original target distribution.

If \( f(x_j|x_i) \) has the following decomposition:

\[
f(x_j|x_i) = f(x_j, \xi|x_i, \xi) + f(x_j, -\xi|x_i, -\xi), \quad f(x_j, \xi|x_i, \xi) \neq f(x_j, -\xi|x_i, -\xi)
\]

and \( \bar{P}(x_j, \xi|x_i, \xi) \) satisfies

\[
\bar{P}(x_j, \xi|x_i, \xi) = \min \left\{ \frac{f(x_j, -\xi|x_i, -\xi) \bar{\pi}(x_i, -\xi)}{f(x_j, \xi|x_i, \xi) \bar{\pi}(x_i, \xi)}, \frac{f(x_j, \xi|x_i, \xi) \bar{\pi}(x_i, \xi)}{f(x_j, -\xi|x_i, -\xi) \bar{\pi}(x_i, -\xi)} \right\} f(x_i, \xi|x_j, \xi),
\]

then, for any \( i \neq j \)

\[
\bar{P}(x_i, \xi = 1|x_j, \xi = 1) + \bar{P}(x_i, \xi = -1|x_j, \xi = -1) = \min \left\{ \frac{f(x_j, \xi = -1|x_i, \xi = -1) \bar{\pi}(x_i, \xi = -1)}{f(x_j, \xi = 1|x_i, \xi = 1) \bar{\pi}(x_i, \xi = 1)}, \frac{f(x_j, \xi = 1|x_i, \xi = 1) \bar{\pi}(x_i, \xi = 1)}{f(x_j, \xi = -1|x_i, \xi = -1) \bar{\pi}(x_i, \xi = -1)} \right\} f(x_i, \xi = 1|x_j, \xi = 1) \]

\[
= \min \left\{ \frac{f(x_j, \xi = 1|x_i, \xi = 1) \bar{\pi}(x_i, \xi = 1)}{f(x_j, \xi = -1|x_i, \xi = -1) \bar{\pi}(x_i, \xi = -1)} \right\} f(x_i, \xi = 1|x_j, \xi = 1) = f(x_i, \xi = 1|x_j, \xi = 1).
\]
\[ P(x_j|x_i) = P(x_i|x_j). \]

The Equation (1) holds.

Meanwhile,

\[
\begin{align*}
\bar{P}(x_j, \xi = 1 | x_i, \xi = 1) &= \min \left\{ 1, \frac{f(x_j, \xi = 1 | x_i, \xi = 1)\bar{p}(x_j, \xi = 1)}{f(x_i, \xi = 1 | x_j, \xi = 1)\bar{p}(x_i, \xi = 1)} \right\} f(x_i, \xi = 1 | x_j, \xi = 1) \\
&= \min \left\{ 1, \frac{f(x_j, \xi = 1 | x_i, \xi = 1)\bar{p}(x_j, \xi = 1)}{f(x_i, \xi = 1 | x_j, \xi = 1)\bar{p}(x_i, \xi = 1)} \right\} f(x_i, \xi = 1 | x_j, \xi = 1) \\
&= \bar{P}(x_j, \xi = 1 | x_i, \xi = 1) \bar{p}(x_i, \xi = 1) \\
\end{align*}
\]

The Equation (2a) holds.

It is concluded that a Metropolis-Hastings algorithm in which its proposal conditional probability satisfies the decomposition like the equation (5), its transition probability selected as (6) and (3) as well as (4) constructs a nonreversible Markov chain and produces samples from the extended target distribution \( \bar{p} \). We, therefore develop a general framework for designing nonreversible Metropolis-Hastings algorithms which is described in the algorithm (GNMH) as follows.

**GNMH:** a general framework of nonreversible Metropolis-Hastings algorithms

**Input:** Randomly select initial value \((x_0, \xi_0)\) and set \( T \) a sufficient big number.

**Output:** Samples \( \{x_1, x_2, \ldots, x_T\} \) from the target distribution \( \pi \).

For \( (t = 1 \ldots T) \) do

1. Produce \((x', \xi_{t-1}) \propto f(\cdot, \xi_{t-1} | x_{t-1}, \xi_{t-1})\).

2. Calculate \( A(x', \xi_{t-1} | x_{t-1}, \xi_{t-1}) = \min \{ 1, \frac{f(x_{t-1}, -\xi_{t-1} | x', -\xi_{t-1})\bar{p}(x', -\xi_{t-1})}{f(x_{t-1}, \xi_{t-1} | x', \xi_{t-1})\bar{p}(x_{t-1}, \xi_{t-1})} \} \).

3. Produce a random number \( \alpha \propto U[0,1] \) (the uniform distribution with the value domain \([0,1]\)).

4. If \( \alpha \leq A(x', \xi_{t-1} | x_{t-1}, \xi_{t-1}) \), then \((x_t, \xi_t) = (x', \xi_{t-1})\), Otherwise \((x_t, \xi_t) = (x_{t-1}, -\xi_{t-1})\).

End For.

3. Two Implementations

In this section, we first present a simple method to realize the decomposition of the proposal conditional probability. Next based on the common normal distribution and Langevin dynamics in the zero-mass limit [22] respectively, we implement two different nonreversible Metropolis-Hastings algorithms.

A simple decompose method to satisfy the equation (5) is

\[
\begin{align*}
f(x_i, \xi | x_j, \xi) &= \frac{1}{2} (f(x_i | x_j) + g(x_i | x_j)), \\
f(x_i, -\xi | x_j, -\xi) &= \frac{1}{2} (f(x_i | x_j) - g(x_i | x_j))
\end{align*}
\]

Here \( g(x_i | x_j) \neq 0 \) is one of any determine functions.

It is direct to derive that the equations (6) and (7) make the equations (1) and (2a) hold, but the DBC broken. We give two selections for \( f(x_i | x_j) \) and \( g(x_i | x_j) \) in the equation (7) which result in two practical nonreversible Metropolis-Hastings algorithms as follows.

3.1. \( f(x_i | x_j) = \mathcal{N}(x_j, I) \) and \( g(x_i | x_j) \) is a nonzero constant vector \( \alpha \)

When \( f(x_i | x_j) \) takes the most commonly used normal distribution \( \mathcal{N}(x_j, I) \) (\( I \) is the identity matrix) and \( g(x_i | x_j) \) a nonzero constant vector \( \alpha \), we achieve the algorithm (NMH1) below.

**NMH1:** a nonreversible Metropolis-Hastings algorithm based on the normal distribution

**Input:** Randomly select an initial value \((x_0, \xi_0)\) and set \( T \) a sufficient big number as well as \( \alpha \).

**Output:** Samples \( \{x_1, x_2, \ldots, x_T\} \) from the target distribution \( \pi \).

For \( (t = 1 \ldots T) \) do

1. If \( \xi_{t-1} = 1 \) then
Produce $x' \propto \mathcal{N}(x_t + \alpha, I)$, calculate $A(x'|x_{t-1}) = \min(1, \frac{\pi(x')}{\pi(x_{t-1})})$.

Else
Produce $x' \propto \mathcal{N}(x_t - \alpha, I)$, calculate $A(x'|x_{t-1}) = \min(1, \frac{\pi(x')}{\pi(x_{t-1})})$.

Endif

2. Produce a random number $\beta \propto U[0,1]$ (the uniform distribution with the value domain [0,1]).

3. If $\beta \leq A(x'|x_{t-1})$, then $(x_t, \xi_t) = (x', \xi_{t-1})$, Otherwise $(x_t, \xi_t) = (x_{t-1}, -\xi_{t-1})$.

End For.

3.2 Langevin dynamics in the zero-mass limit
Considering the Langevin dynamics (stochastic differential equation) in the zero-mass limit, we select
\[ f(x'|x_{t-1}) = \mathcal{N}(x_{t-1} - \frac{1}{D(x_{t-1})} \nabla_x U(x)|_{x=x_{t-1}}) dt + \phi(x_{t-1}) dt, \]
\[ g(x'|x_{t-1}) = -\frac{\nabla_x U(x)|_{x=x_{t-1}}}{\sqrt{D(x_{t-1})}} + \phi(x_{t-1}) dt, \]
where $\phi_i(x_{t-1}) = \sum_{j=1}^{m} \frac{\partial q_i(x)}{\partial x_j}|_{x=x_{t-1}}$, $\phi_i(x_{t-1}) = \sum_{j=1}^{m} \frac{\partial q_j(x)}{\partial x_i}|_{x=x_{t-1}}$, $U(x) = -\ln \pi(x)$, $D(x)$ is a positive semidefinite symmetric matrix and $Q(x)$ an anti-symmetric matrix. Our choice leads to the following algorithm (NMH2).

NMH2: a nonreversible Metropolis-Hastings algorithm based on Langevin dynamics in the zero-mass limit
Input: Randomly select an initial value $(x_0, \xi_0)$ and set $T$ a sufficient big number.
Output: Samples $\{x_1, x_2, \ldots, x_T\}$ from the target distribution $\pi$.

For $(t = 1 \ldots T)$ do
1. If $\xi_{t-1} = 1$ then
Produce $x' = x_{t-1} - \frac{1}{\sqrt{D(x_{t-1})}} \nabla_x U(x)|_{x=x_{t-1}} dt + (\phi(x_{t-1}) + \phi(x_{t-1})) dt + \sqrt{D(x_{t-1})} dw(t)$, calculate $A(x'|x_{t-1}) = \min(1, \frac{f(x_{t-1}|x')}{-f(x_{t-1}) + f(x_{t-1}|x')})$.

Else
Produce $x' = x_{t-1} - \frac{1}{\sqrt{D(x_{t-1})}} \nabla_x U(x)|_{x=x_{t-1}} dt + (\phi(x_{t-1}) - \phi(x_{t-1})) dt + \sqrt{D(x_{t-1})} dw(t)$, calculate $A(x'|x_{t-1}) = \min(1, \frac{f(x_{t-1}|x')}{-f(x_{t-1}) + f(x_{t-1}|x')})$.

Endif

2. Produce a random number $\alpha \propto U[0,1]$ (the uniform distribution with the value domain [0,1]).

3. If $\alpha \leq A(x'|x_{t-1})$, then $(x_t, \xi_t) = (x', \xi_{t-1})$, Otherwise $(x_t, \xi_t) = (x_{t-1}, -\xi_{t-1})$.

End For.

4. Numerical Examples

4.1 One Dimensional System with Two Stable States
In our first example, the probability distribution is $e^{-U(x)}$ and
\[ U(x) = \frac{1}{14}(x + 4)(x + 1)(x - 1)(x - 3) + \frac{1}{2}. \]

It has two meta-stable states.

We sample from it with MH and NMH1 with $\alpha = 0.5$ and $\alpha = 0.5$ respectively. In all algorithms, $T = 10^5$ the first $1/2T$ is a burn-in stage and samples are collected in the last half $1/2T$. The results of two samplers are illustrated in the following three figures. In each of these three figures, the red line is drawn from the true target distribution and the blue line is drawn from the target distribution with different algorithms.
Figure 1 Sampling result from $e^{-U(x)}$ with MH ($T = 10^5$)

Figure 2 Sampling result from $e^{-U(x)}$ with NMH1 ($T = 10^5, \alpha = 0.5$)
4.2. Two-dimensional System with Two Stable States

In our second example, the probability distribution is \( e^{-U(x,y)} \) and

\[
U(x, y) = \frac{1}{4} (x^2 - 1)^2 + \frac{1}{2} y^2
\]

It has two meta-stable states \((-1,0)\) and \((1,0)\).

We sample from it with MH and NMH2 with \( D(x, y) = I \) (the identity matrix), \( Q(x, y) = \begin{pmatrix} 0 & -5 \\ 5 & 0 \end{pmatrix} \) respectively. In those algorithms, \( T = 10^5 \) and the first half \( 1/2T \) is a burn-in stage and samples are collected in the last half \( 1/2T \) as we did in our first example. The results of two samplers are illustrated in the following figure.

These figures clearly demonstrate that our new nonreversible Metropolis-Hastings algorithms accelerate the convergence to the target distribution than the classical reversible one while they have the same time complexity \( O(T) \).
5. Conclusion
This paper proposes a new framework for constructing general nonreversible Metropolis-Hastings algorithms and presents two implements based on the Gaussian proposal conditional probability and Langevin dynamics in the zero-mass limit respectively. Moreover, it is not hard to find that NMH1 is a special case of NMH2. Numerical examples illustrate that our new Metropolis-Hastings algorithms improve the rate of convergence of sampling.

Considering the local geometric curvature of the target distribution function, we may take the inverse of the expected or experience Fisher information matrix as the positive semidefinite symmetric matrix $D(\chi)$ in our algorithm NMH2. Furthermore, The Langevin dynamics in NMH2 can be applied in the Hamiltonian system to allow the anti-symmetric matrix $Q(\chi)$ more choices even with the Fisher information [23].

It is an unsolved and interesting task to determine the parameter vector $\alpha$ in our algorithm NMH1 so as to attain an optimal sampling speed. We will further work on this issue and other possible implementations within our general nonreversible Metropolis-Hastings algorithmic framework for more efficient sampling.
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