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Abstract
Services that exploit Unmanned Aircraft Systems (UAS) are poised to revolutionise the service industry with a projected value of 71 BUSD by the end of the decade. A key enabler of this technology is the unlocking of autonomous Beyond Visual Line of Sight (BVLOS) operations. BVLOS operations will depend on a robust Detect and Avoid (D&A) capability. Yet, currently in the UK and EU, BVLOS operations are only allowed in specific cases and scenarios. As a result, the technological landscape for the development of robust D&A faces limitations, and there is little market incentive for development. Furthermore, while automated BVLOS is a future technology, a strong D&A capability is of importance now for all types of UAS operations. As the remote pilot has to deal with information overload from the controller device and the environment. These high-risk UAS operations are becoming more common. In this paper, we discuss the current legal framework in the UK making comparisons to EU countries. We make the case that even when an operation abides by the current framework the remote pilot is exposed to several legal liabilities. We review the roadmaps for UAS adoption (including certification processes for UAS-based products) and highlight that for software-intensive systems, key steps are missing to assure the quality of the product. Finally, we build on these findings to set forwards a path to complement future certification processes to enable autonomous based UAS operations to share the airspace with remotely piloted operations.
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1 Introduction
Services that exploit (UAS) are poised to revolutionise several aspects of our lives. From last-mile deliveries to the survey of critical infrastructure (like power lines, wind farms, and bridges). The value of the UAS services industry is expected to grow three-fold in the next decade to 71 Billion USD [1]. The societal benefits arising from unlocking the UAS service industry include a reduction of the carbon footprint, improving supply-chain efficiency by leveraging last-mile delivery [2] and have been identified as key enablers of UN sustainable development goals [3, 4].

UAS missions can be classified according to the distance between the remote pilot and the UAS (see Fig. 1). Visual Line of Sight (VLOS), Extended Visual Line of Sight (EVLOS) and Beyond Visual Line of Sight (BVLOS) operations require a direct connection between the UAS and the remote pilot. The remote pilot is responsible for the safety of the operations. Current commercial of the shelf UAS, and manufacturers are incorporating D&A capabilities to assist the remote pilot when flying the UAS and detecting potential hazards. Yet, even the most advanced UAS does not have full D&A capabilities [5]. In the UK, remote pilots performing commercial operations must undertake training. The regulatory framework in the UK is tethered to manned aviation concepts, assuming a pilot is present (either in the cockpit or on the ground – hence the term remote pilot). Currently,
the law does not recognise the capability of sensors, and supporting systems, to perform hazard detection.

BVLOS operations are not allowed in the UK and EU, except under specific clearance from national aviation authorities and within clear, geofenced areas, see e.g. [6]. The landscape for legal and regulation for UAS operations is complex and dependent on international, regional, and national law. While UAS operations have been standardised in the UK and EU, liability is dealt with at the national level according to individual states’ legal systems. Autonomous BVLOS operations will not require a remote pilot to operate the UAS and will rely on Artificial Intelligence to complete their missions.

To unlock the potential of autonomous UAS operations, robust D&A is important to enable autonomy. Robust D&A can enable the UAS to foresee and avoid potentially hazardous situations. In the UK and Europe, as we will show in this paper, human remote pilots of UAS operate under the umbrella of the European Union Aviation Safety Agency (EASA) regulation. These remote pilots must demonstrate their professional capabilities being demonstrated through professional certifications. In the UK, this professional certification is called the General Visual Line of Sight Certificate [7], other EU countries name it differently, but the requirement for UAS pilots to being certified when operating in the specific category is defined in EU Regulation 2019/947 [8]. Good practice dictates that these pilots operate under a “just culture” [9], meaning that as long as best practice and risk avoidance are followed, then the operation is conducted under the guidance of the regulations. Furthermore, even when abiding by operational regulations, remote pilots are potentially liable under civil or criminal law.

When looking at autonomous BVLOS operations, there is no set of regulations or requirements for determining the capabilities or shared understanding of the targets and capacities needed for robust D&A [10]. Current regulation foresees the upcoming myriad of operations that can benefit from autonomous UAS operations, but the development of robust D&A technology will need clear requirements that have not yet been defined. Current Commercial of the Shelf Solutions (COTS) – sometimes marketed as autonomous – are assistive (L2), not autonomous (L3 and beyond) [11], (see Sect. 6).

In this paper, we draw from the first results of the RAPID project, an EU funded project that aims to save lives by automating the maintenance/inspection survey of critical infrastructure (see Sect. 2). Our team is composed of interdisciplinary researchers in computing, standards and regulation auditors, policy and law. The main goal of this paper is to draw attention to the current state of the law in the UK (and comparing with some EU regions), to show how the current legal framework curtails innovation. We also highlight that the roadmaps for the adoption of UAS operation are missing steps. Finally, we draw from our results in DAA UAS research to convey our vision of the needed quality assurance for software-intensive systems that support UAS operations and show how future certification frameworks can be developed so that autonomous UAS can safely share the airspace with piloted UAS.

This paper presents a review of the legal landscape (Sect. 2) that supports the UAS operations in the UK, which despite Brexit is still shaped by EU law, drawing a comparison with EU countries that although subject to the same overarching basic regulation on design (‘Delegated Regulation’ (2019/945) and rules and procedures for the use of UAS (‘Implementing Regulation’ (2019/947) (Sect. 4) have different legal rules on civil and criminal liability. Current rules for product certification are not defined for software-intensive systems (Sect. 5). Therefore, we present the technical challenges for devising a certification framework that can be used to show that an autonomous UAS can be “as safe as” a remote piloted UAS (Sect. 6). Others have identified this lack of a standardised framework as a deterrent for the development of autonomous UAS operations (for instance see [12]). We outline how such a framework would behave in the current legal landscape and demonstrate the consequences with indicative requirements (Sect. 7).

Solving the technological problem of how to design and deliver robust D&A capability is critical for autonomous UAS operations, but it is also important for remotely piloted operations. Robust D&A capability will minimize risk in cluttered environments where global positioning satellite signals can be lost (like in and around critical infrastructure) – with or without the presence of a remote pilot, in VLOS and BVLOS operations. However, to fully exploit this technology, the legal framework must facilitate a path for this technology to go from the lab to the real world.

2 The RAPID Project as an Example Use Case for Autonomous BVLOS Operations

The RAPID project is a Horizon Europe funded project [13]. The consortium members are based in several European countries (Belgium, France, Germany, Ireland, Norway...
and UK). Our interdisciplinary team is comprised of experts and researchers in artificial intelligence, software engineering, computer science and law, who have worked in several industries including safety–critical embedded software, maritime and aviation.

RAPID’s main use case is to demonstrate the capacity for a swarm of autonomous UAS to survey critical infrastructure (a bridge in a busy inland port). Currently, bridge inspection is a costly, human-intensive, and hazardous endeavour. Existing practice requires the surveyors to close the bridge to traffic, deploy cranes and put human engineers in hazardous situations (e.g. hanging off the side of the bridge). Autonomous UAS can reduce risk to human engineers when surveying the bridge, but incorporating autonomous UAS in a cluttered urban environment must be done with a view towards safety. The autonomous survey UAS must become aware of hazards that might be unforeseen during mission planning. In particular, small uncooperative flying objects (like birds, other UAS, low-flying manned aircraft, and service helicopters). If autonomous UAS are to de-risk human operations, then it is of the utmost importance that they do not introduce additional risks.

To achieve the successful demonstration of the aforementioned use case, several technologies must be developed and integrated – among them – the development and deployment of robust D&A software systems that can detect small uncooperative flying objects that can threaten the safety of the use case [14].

3 The Legal Landscape Underpinning UAS Operations

This section summarises the legal aspects that a remote pilot must be aware of when performing UAS operations.

EASA is the legal regulator for civil aviation in Europe. European rules for UAV operations are partly harmonized, but legal liability for accidental harm to people vary greatly and are fragmented under national law. Although the UK has left the EU, the rules in place still largely mirror those prior to Brexit and thus EU standards remains important to understanding how the UK regulates the use of UAV. It remains to be seen how the relationship between the UK and the EU will develop in the future.

Since 2009 EASA has issued a set of regulations that address UAS operating requirements (EASA, 2009; EASA, 2010; EASA, 2015; EASA, 2017; EASA, 2019/945 and 947), see [5]. Under this framework, an unmanned aircraft is defined as an “aircraft operating or designed to operate autonomously or to be piloted remotely without a pilot on board” [8]. While the concepts for operation, production and maintenance of unmanned aircraft are defined at the domestic level (see [15]), there are no common rules on several legal issues, among them civil liability and criminal law, which are not within the competence of the EU or EASA. Currently, there are no drone specific privacy or data protection legislative instruments at national or European levels. At the European level, the right to respect for private life is regulated mainly by the European Convention on Human Rights (ECHR) and the Charter of Fundamental Rights of the European Union and the right to data protection is regulated by the General Data Protection Regulation.

Most UAS operators would assume that by abiding by regulation they are conducting their missions under solid legal foundations, however, the laws around UAS operation have not evolved to tackle the complexities of current technologies. In this paper, with the intent of simplifying the intricacies of the different countries, we base the discussion in terms of the UK legal system, and we compare it with other European legal systems within the RAPID project (see Sect. 2).

3.1 Civil Liability of UAS Operations

The use of UAS raises a range of issues where the rules of civil liability may come into play. In many civil law countries, such issues are mainly dealt with in property or in some cases criminal law. Whereas in common law countries, such as the UK, it is mainly dealt with under the law of tort, which also has close links with issues of privacy.

Tort law protects varies types of rights by providing a remedy for the harm caused to those rights [16]. As such, tort law “can be employed to protect whatever interests are deemed worthy of protection in any particular society” [17]. The development of protected rights is closely connected to developments in human rights law [17]. Much of the discussion of tort law in this paper is based on English law. Ireland is the only other common law country which is part of the RAPID consortium but its tort law has developed with a high degree of similarity to English law, see e.g. [18] and [19], and the law of both nations has been influenced also by membership of both the EU and ECHR.

Rights protected by tort law include the right to physical integrity or personality rights, such as reputation and privacy [20]. Thus personal injury or loss of human life that results from a falling aircraft or UAS may lead to claims for damages. In the UK in such a situation, the UAS’ owner will bear legal responsibility as a matter of strict liability (ie regardless of fault) because of the Civil Aviation Act 1982.

Similarly, invasion of privacy or loss of reputation may lead also to a claim for damages, some of which are dealt with under tort law others under law that regulates the right to privacy. In addition, tort law also includes other acts, such as trespass, which refers to the unjustifiable interference with the possession of land [20]. Unlike the other forms of tort,
tress is actionable in the courts whether or not the claimant has suffered any damage.

A classic example of trespass is walking on another person's land without their permission. But trespass can also be committed by entering another person's airspace. A leading case concerned the erection of an advertising sign which extended a mere eight inches over the neighbour's land. This was trespass [21]. Even the arm of a crane swinging over someone's property can be a trespass [22]. But the law is uncertain in relation to UAS. Thus, in another leading case, it was held not to be trespass if an aircraft flies above the level of the ordinary use of land, in this case, more than 30 m above the property [23]. The decision was influenced by the Civil Aviation Act 1982, s76(1) of which specifically states that a trespass is not committed if an aircraft flies above property at a “reasonable height” having regard to the prevailing conditions. This raises questions as to how far up in the airspace above someone’s property trespass can occur and how the current law applies to UAS? But if anything falls onto the land it is a trespass even if the aircraft was flying at a reasonable height [16, 24].

In addition to the above, applying traditional tort rules to autonomous UAS is fraught with difficulties, especially applying notions of foreseeable harm [25]. Autonomous systems, per definition, perform tasks without direct human control or supervision. Self-learning capabilities, as explained below, moreover mean that they are capable of using new data to alter initial programming. The choice of such data, and the degree of impact it has on the outcome, is constantly adjusted by the evolving algorithms themselves, making it impossible for the programmer or operator to foresee all harm. This raises the very real question of what a programmer or operator of autonomous UAS needs to do to show reasonable care? In essence, the current legal framework is anthropocentric. Humans are the primary subject and object of norms that are created, interpreted, and enforced by humans. But as machines get smarter and more autonomous, lawmakers and courts will face increasingly complex dilemmas regulating their conduct, for discussion see [49]. As noted in a 2019 report by the Expert Group on Liability and New Technologies, established by the EU Commission [26]:

“The more complex these ecosystems become with emerging digital technologies, the more increasingly difficult it becomes to apply liability frameworks.”

The current uncertainty poses many concerns for those seeking to develop UAS, particularly in BVLOS settings where the usual tests for liability in tort may not be sufficiently developed or nuanced enough to offer adequate guidance. As it stands, the legal uncertainty hampers cross border cooperation and provides no incentives for the development of the current technology.

### 3.2 Privacy and Data Protection Concerns of UAS Operations

Existing UAS capabilities and applications raise several issues in respect of privacy, data protection, and general ethical concerns [27]. Although closely related, the right to respect for private life and the right to personal data protection are distinct rights [28]. Currently, there are no UAS specific privacy or data protection legislative instruments at either the national or European level [26]. Instead, at the European level, the right to respect for private life is regulated mainly by the ECHR and the Charter of Fundamental Rights of the European Union (CFR), and the right to data protection is regulated by the General Data Protection Regulation (GDPR). Each of these instruments works differently and the UK is no longer subject to the CFR or GDPR. The current law in the UK is governed by the Data Protection, Privacy and Electronic Communications (Amendments etc.) (EU Exit)) Regulations 2019 which amended the UK Data Protection Act 2018 and merged it with the requirements of the EU GDPR to form a new, UK-specific data protection regime.

The right to respect for private life exists in Article 8 of the ECHR, and Article 7 of the CFR. Neither instrument, however, contains any detailed provision UAS, nor is there any case law that directly addresses UAS. There is, in contrast, a rich case law on surveillance, albeit this mostly concerns arbitrary interference with the right to respect to privacy by public authorities. But this case law is insufficient to provide real clarity for those operating UAS, particularly in new and novel use cases.

Specific rules on UAS are also found in domestic law. Among others, the German Air Traffic Ordinance (LuftVO), which regulates UAS in Germany, stipulates that there is a ban on UAS operations over residential property if the take-off mass of the device is more than 0.25 kg or the device or its equipment is capable of receiving, transmitting or recording optical, acoustic or radio signals unless the owner or other authorised user has expressly consented to the over-flight [29]. Similarly, Article 6211–3 of the French Transport Code states that the right of an aircraft to fly over private property cannot be conditions that would interfere with the exercise of the owner’s rights.

At the European and national level, data protection is regulated by the GDPR. Unlike the previous two instruments, the GDPR does not mainly address States or the Institutions of the EU. Instead, it addresses both Member States and as well as all-natural and legal persons within the EU’s jurisdiction. In this way, it resembles domestic law, and like domestic law, it is also far more detailed in its provisions. The GDPR forms part of the UK’s retained law, post-Brexit (see Sect. 3). GDPR does not apply to the processing of personal data by a natural person in the course of a “purely
personal or household activity” as Recital 18 notes. However, commercial UAS operations over a residential property where the aircraft is equipped with a camera requires specific permission.

Article 4 of the GDPR provides a broad definition of “personal data”. The right to personal data protection comes into play whenever such data are processed. This includes any data that may enable identification, such as photographic images that are clear enough to recognise a person. Consequently, any use of UAS for visual or other surveillance that captures members of the public and records them must comply with the GDPR. This is not limited to images. The form in which personal data is stored or used is irrelevant. Thus, audio recordings, for example, spoken communications, may also contain personal data [30, 31].

As in other areas of the law, the case law will eventually develop to provide more certainty, for instance, relating to the capture of digital images for autonomous UAS D&A capabilities. But as it stands, legal uncertainty creates little incentives for the development of these technologies.

### 3.3 Criminal Law of UAS Operations

The operation of UAS may also violate criminal law. In 2014, for example, Robert Knowles became the first person in the UK to be successfully prosecuted for the dangerous and illegal operation of a UAS. He was convicted for having flown in restricted airspace, as well as allowing the device to fly too close to a vehicle bridge. Both offences breached the UK’s 2009 Air Navigation Order and Mr Knowles was fined £800 and order to pay costs [32]. Other countries likewise have specific operational conditions UAS in geographical zones [8]. French law, for example, provides six months imprisonment or a fine of up to €15,000 for unintentionally operating a UAS over a prohibited area. The fine increases to €45,000 and imprisonment may increase to a year if this is done intentionally, as outlined in Article L6232-2. It is, however, unclear how these provisions would apply to an autonomous UAS.

A 2019 German decision illustrates another possible interaction between criminal law and the operation of UAS. A German district court ruled that a homeowner was justified in shooting down a UAS which was flying over his property. The court found that the defendant’s actions were justified according to Sect. 228 of the German Civil Code because he defended himself against an infringement of his property and private life [33]. He was thus acquitted of a charge of damage to property. In addition to recognising the defendant’s right under the Civil Code to take action to prevent the infringement of the defendant’s rights, the court also stated that is was likely that the UAS operator had violated the German Criminal Code, and for this reason criminal proceedings could have been brought against the operator.

The uncertain application of criminal law, which like civil law is anthropocentric, highlights the difficulty of applying the law to autonomous UAS operations, BVLOS or otherwise. Not only is the application of criminal law to autonomous UAS uncertain, but criminal law varies significantly from one country to another. Complicating cross-border cooperation and again providing little incentive for development.

### 4 Regulations for UAS Operations

This section describes the issues surrounding autonomous software-intensive systems under current roadmaps.

Regulatory bodies have foreseen the challenges and complications that will arise when UAS are allowed to perform autonomous missions BVLOS. EASA regulations require direct connection to and from the remote pilot and line of sight [15]. These regulations segment the operations according to risk:

- **Open operations** do not require authorisation by an Aviation Authority for the flight but must stay within defined boundaries for the operation (e.g. distance from aerodromes, from people, etc.). The UAS must be flown: (I) under direct visual line of sight (VLOS): 500 m, (II) at an altitude that does not exceed 150 m above the ground or water, (III) outside specified reserved areas (airport, environmental, security), and (IV) to avoid flying over crowds, which is prohibited.

- **Specific operations** require a risk assessment that will lead to an “Operations Authorisation” with specific limitations adapted to the operation. To operate under this category, the drone operator needs authorization from the relevant national aviation authority. The regulation defines two standards scenarios for operations within this category. When the operation cannot be classified within these two standards scenario, specific authorization is needed and should be applied based on the Specific Operation Risk Assessment methodology (see below) [8].

- **Certified operations** aim at future operations of UAS, and envisions unmanned taxis or unmanned deliveries. These are foreseen as operations with higher risk and thus will always require certification. Regulations for the certified operations are currently under development [15] and the first draft is expected in 2021 [8].

Other interest groups have looked at UAS operations and their safety. Unlike EASA, these organizations have not legal mandate to make legal rules. Their recommendations can influence future rules. We review them in this section as they complement the complexity of the landscape that UAS operations face.
JARUS is a group of experts from the National Aviation Authorities and regional aviation safety organizations. It has developed a Specific Operation Risk Assessment (SORA) [34] which is considered the leading framework of UAS operations, according to a recent NATO report [5]. The purpose of the JARUS SORA is to define a methodology for the risk assessment which will be required to support an application for authorization to operate a UAS within the specific category. The risk assessment allows the operation to be classified under one of the five possible Specific Assurance and Integrity Levels (SAIL). The methodology also requires that mitigation actions are aligned with the relevant threat level.

Finally, Air Traffic Management Services, like U-Space, will enable the integration of airspace for both manned and unmanned aircraft [35]. One of the key goals of U-Space is to “enable high-density operations with multiple automated drones under the supervision of fleet operators” (from [35]). Again, the capability for “robust detect and avoid operations” is seen as a key enabler for the “significant increase of UAS operations” [35].

In short, the regulatory landscape envisages the development of unmanned BVLOS UAS operations and takes a cautious approach towards it, i.e. recognising that whilst it is not allowed at the moment, progress towards it seems inevitable. To address the challenges of unmanned BVLOS several developments must come into play (from technology and standards to the accompanying regulations).

5 Software Product Certification for UAS Systems

This section aims to convey that there are currently no standard or certification processes for software-intensive systems that can be used to demonstrate the capabilities of a software system deployed for commercial UAS operations.

Regarding aviation-specific standards, in 2021, EASA has published the guidelines for the certification of UAS-based products operating in the specific category [36]. The first certification issued under this provision was awarded in June 2021 [36]. These are risk-based guidelines, with operators advise to submit their designs (and supporting evidence) for EASA certification. Yet, these guidelines are biased towards manufacturing solutions, indeed there are no software-based examples in [36], and like the ISO ISO/IEC 250xx family of standards (see below), the scope is defined and provided by the interested party. Alternatively, the EASA’s AMC 20-115D established requirements of quality assurance of software aspects of airborne systems [37], yet in this case, the regulation is based on larger, manned aircraft.

For the certification of software-intensive solutions (like D&A artificial intelligence-based solutions) the International Standards Organization offers two alternatives, the ISO 9001:2018 and the I the ISO/IEC 250xx family of standards. The ISO 9001 series of standards is arguably the most widespread standard. Its process-based, meaning that it focuses on formalizing, and improving the process as a means to improve the quality of the products.

ISO 9001:2018 does not deliver the needed depth and the attention must be placed on product-oriented certifications. Historically, the ISO 9001 series evolved from being scoped to manufacturing environments to product and services environments (after 2001). Yet for certifying the capabilities of software-intensive products, the ISO/IEC 250xx family of standards is more suitable. First, the ISO 9001:2018 audit guideline established a provision for a stakeholder to deem clauses 8.5 (Product provision) and 7.1 (Measurement and Calibration) outside of the scope of the certification [38]. These are two key areas to consider for D&A capabilities. Furthermore, while the ISO 9001:2018 standard a process-based. Process-based standards operate on the assumption that improving the process will lead to a better product, but they do not guarantee that the quality of a specific product resulting from a certified quality managed process. In contrast, product-based standards govern the capabilities of a specific product.

The ISO/IEC 250xx:2013 is specifically targeted at software-based-products [39] (as opposed to process), meaning that a specific version is under the scope of an evaluation. It is much more complex to navigate than ISO/IEC 9001:2018 and is comprised of 12 different standards addressing aspects of software quality model, measurement, requirements, and evaluation. The ISO/IEC 25,010:2011 defines the quality attributes that can be measured in a software product. The quality attributes are grouped into eight quality characteristics (functional suitability, performance efficiency, compatibility, usability, reliability, security, maintainability and portability). However, for the purposes of certifying fit-for-purpose D&A systems, the ISO/IEC 25,040:2011 [40], falls short as it only establishes evaluation procedures (not certification procedures). We stress that product certification is not the same as product evaluation. Product certification requires that an audit is performed by an independent and objective third party [38], and is not covered by the ISO/IEC 250xx family of standards [39].

Table 1 summarizes the key comparison points of the standards mentioned in this section.

6 Understanding Requirements for Autonomy in UAS Quality Assurance and the Challenges to Attain Them

An autonomous system seeks to achieve a goal and operates without interference from a human actor and can exhibit unpredictability and non-deterministic behaviours (adapted
from [41]). In a scenario involving remote unmanned BVLOs operations, a fully autonomous robust D&A capability is to be expected to ensure these operations are as safe as manned operations. However, we highlight that none of the reviewed standards or regulations has defined D&A capability. For instance in terms of the size and type of objects that must be detected by an autonomous D&A system. Nor have these defined the standard manoeuvres and separation that the UAS must maintain with the intruder object been outlined.

EASA has set the roadmaps for the application of AI in airborne operations [42]. The two core concepts of this roadmap are the levels of automation as well as the trustworthiness and explainability of AI (XAI). XAI is aimed at making the decisions of AI systems understandable to humans [43]. The taxonomy of autonomy for surface vehicles [11] (developed by an international automotive manufactures interest group with no mandate to establish regulations) establishes a five-category taxonomy to describe the level of human involvement in the task. The taxonomy ranges from no automation to fully autonomous. In this taxonomy, human intervention is expected at higher levels (levels 3 and 4), and fully autonomous driving is not achievable until the human can be completely taken out of the loop. In Fig. 2 we map the EASA roadmap against the 5-level autonomy taxonomy. We also incorporate the capabilities for robust D&A and show how they map to this taxonomy.

The EASA airborne operation roadmaps foresee that XAI will be a key enabler technology for the adoption and public acceptance of autonomy in airborne systems. However, we note that the roadmap targets only level 3 autonomy by 2029. Furthermore, it is worth noting that the scope of EASA reports is very broad, applying to aviation in general and not specifically to UAS. The envisioned use cases in [44] do not address UAS operations, let alone D&A requirements. Additionally, neither the EASA roadmap documents nor the literature on XAI delves into the requirements imposed on the development process to achieve the quality levels expected in the roadmaps. The quality assurance of these types of systems is not only challenging [45, 46], but pushes the limits of current engineering technologies [47]. Our experience in assuring the quality of these types of systems suggests that the following main strategies must be put in place to guarantee its quality:

### Table 1 Summary of reviewed standards

| Characteristic               | ISO 9001:2018                  | ISO/IEC 250xx:2013          | EASA Guidelines     |
|-----------------------------|--------------------------------|-----------------------------|---------------------|
| Standpoint                  | Process Based                  | Product based               | Product Based       |
| Origin                      | Manufacturing                  | Software                    | Manufacturing       |
| Technical Requirements      | Provided by the interested party | The scope is defined during evaluation preparation | Product requirements define the certification scope |
| Scope provisions in the standard | Clauses 8.5 and 7.1 can be left out of the scope |                           |                     |
| Output                      | Certification                  | Evaluation                  | Certification       |

Fig. 2 Autonomy levels taxonomy, mapping between J3016[11], EASA Roadmap [42] and DAA capabilities
• **Consider software quality in the development process:** XAI is concerned with the AI model, the post-hoc explainability of the model and the management of the data used during the development and training of the model. This requires careful consideration of the development process and in particular of the versioning and configuration management of the software assets. Data-ops and model-ops lifecycle management processes must assure reproducibility of the lab results in the operational environment [48].

• **Exploit computational platforms for testing:** Verification of these software systems require investment in testing infrastructure that can reproduce the operational environment [49].

• **Exploit Digital Twins:** Exploit advanced compute-intensive techniques (digital twins) that impose no restrictions in the context and its variation for verifying self-adaptive autonomous CPS [50].

As we discuss in Sect. 7, we are arguing that regulators and lawmakers must understand these technical aspects for the development of the standards and a future certification ecosystem that fosters innovation whilst maintaining the safety and security of the airspace. These definitions will become the key enabler to allow the certification of unmanned BVLOS operations and to provide reasonable levels of assurance for the safety of current and future UAS operations.

### 7 Envisioning an Ecosystem to Support Innovation in Regulated Unmanned UAS Operations

This section conveys that other domains have faced similar challenges for deploying software-intensive solutions and draws their lessons learned in the D&A UAS domain.

We draw from two seemingly different domains that have tackled similar certification needs. First in the maritime industry when container ships are approaching inland ports, it is the port authority that is responsible for having updated maritime charts. Therefore, the requirements for deploying maritime charts technology are well established. The second domain is related to secure credit card online transactions. In 2019 there was over 440 billion online credit card transaction [51], that massive volume of transaction requires quality levels and reliability to assure the smooth operation of the system. Therefore, credit card operators conceived the Payment Card Institute to develop standards that would assure the secure and reliable operation of the system. Whist we are using these scenarios as a reference, we note that in contrast to D&A scenarios, there is no obvious risk to life when the software fails. Nonetheless, we name these common drivers as:

- **CD1.** A key stakeholder with financial interests in the events of failures.
- **CD2.** An independent body that can provide objective audits.
- **CD3.** Specific quantitative quality targets must be achieved to deploy new technology in the domain.
- **CD4.** Market pull to design and deploy new technologies.

A key difference of the DThis section envisions how a regulated environment that fosters innovation in unmanned BVLOS operations can be developed. A key enabler is that the legal framework should be able to recognise the complexity of the technologies involved when assessing liability. And only technologies that have been certified can be legally allowed to be deployed.

#### Identifying Key Stockholders with Financial Interests (C1)
In the unmanned BVLOS domain, regulation and legal framework become major factors in ensuring the success of operations. As mentioned in Sect. 2 the legal framework is risk-averse as loss of life caused by unmanned autonomous accidents is not tolerated by the general public.

Current regulations establish probability formulas for life-critical missions in manned UAS operations (for instance [5]), and these formulas can be ported to unmanned UAS operations. The legal framework should enable unmanned operations once the flight capabilities can be demonstrated (though the compliance with a standard) to be at least equal to the capabilities of a human pilot.

#### Identifying and Developing an Ecosystem of Independent Auditors (CD2)
A pool of independent auditors must be trained and become available for certifying the capacity of the autonomous UAS against a standard. As mentioned in Sect. 4, we believe that the ISO/IEC 250XX family of standards provides the best-known model for the type of standard that will be needed to demonstrate human-like capabilities from autonomous UAS. The challenges involved in developing the technologies that support autonomous UAS will require that these auditors are trained and proficient in the involved technologies. Furthermore, the standard must be product-based (not process-based), as the auditor must certify the compliance of each software system deployed to the UAS. This minimises the risk that faulty versions of the systems are deployed to the operational environment.

Finally, we stress that it is the key stakeholder who must define the scope of the product audit through the definition of a standard with clear measurement targets (CD3) (see Table 1). As such, regulators (like EASA) must develop these standards that consider the software-intensive nature of BVLOS technical solutions (see Sect. 6) to incorporate...
clear and SMART targets into the standard (see Table 2). This standard must also consider the requirements for the human resource that will become the auditors. As described in ISO/IEC 19,011:2011 all audits must be planned and tailored to the specific organization. This is carried out by the trained auditor in cooperation with the organization. Upon completion of the audit, a report must then be submitted to the regulator. For AI-intensive systems, this report will need to include not only versioning information of the software and hardware components but also dataset to assure explainability and uniqueness of the version deployed to the operational environment.

Specific Quantitative Quality Targets that Must be Achieved to Deploy New Technology in the Domain (CD3) As mentioned, the standard must establish SMART target against which the capability of the system will be measured. We exemplify with the D&A scenario but are mindful that requirements must include other areas of the autonomous BVLOS missions.

Requirements for D&A are loosely defined in the literature and observed reports. For instance, in [52], only broad lines of interest are mentioned, these are fly by sensors to avoid interruptions to communications, or fly-by-wire, which means to prepare flightpath (and variations) to and from the mission target to accommodate for unexpected events in the operational environment. In [5] Safety is defined as the potential of the system to cause either mid-air collision with manned aircraft and harm to people. And, as mentioned before, specific formulas to calculate the probability of these events are provided. Scenarios for loss of hardware and communication capability can be inferred from the EASA Concept of Operation for UASs [15], but mostly deal with foreseen issues related to physical services (like loss of GNSS, Communication with the pilot, etc.). Detect and avoid requirements and scenarios are deemed key for the successful delivery of UAS operations, but have since not yet been defined [53].

In Table 2 a few examples of indicative requirements that can be included in an autonomous Detect and Avoid standard are presented.

Requirements in column “Derived requirement” from Table 2 express generic compliance requirements written in a generic standard language. To demonstrate compliance the developers of autonomous BVLOS technologies must interpret these requirements to their operational scenarios. For example, for Req1, three representative validation scenarios have been described in [5] given a loss of communication between the UAS and the Command and Control Centre:

Verify that navigation mode switches to a relative.
Station keep for a specified period until communication is restored.
Return to home – following the inbound flight path if communication is not restored after a pre-determined period.

For autonomous BVLOS operations, the service provider must interpret these and document them into appropriate test cases (Req5) so an auditor can access compliance. For instance, a critical test case could involve the artificial loss of communication for a period greater than the autonomy of the UAS, so that the autonomous BVLOS UAS can demonstrate its capacity to safely return to home without running out of battery.

7.1 Initial Results When Dealing with Req3 and Req4

In the context of the use case presented in Sect. 7.1, we exemplify compliance with our indicative requirements (see Table 2) for a future standard. In this section, we draw the example of detecting a small non-cooperative flying object entering the vicinity

| ID  | ISO 25010 Quality attribute | Derived requirement |
|-----|-----------------------------|---------------------|
| Req1| Availability                | Establish a two-way communication between the UAS and the Command and Control Centre (taken from [15, 53]) |
| Req2| Adaptability                | Demonstrated capability for vertical and lateral manoeuvres that can be autonomously taken to react to unforeseen static objects in the operational environment (adapted from [15]) |
| Req3| Operability                 | Detect small intrusions in vicinity airspace and monitor their flightpath to determine if they are at risk to the autonomous UAS operation (adapted from [54]) |
| Req4| Functional correctness      | For potentially hazardous small intrusions navigate to achieve separation based on a 50 ft. horizontal and ± 15 ft. vertical volume (adapted from [54]) |
| Req5| Testability                 | Establish and maintain a Test Suit to demonstrate all previous requirements |
of the unmanned BVLOS UAS (related to Req3 in Table 2). We describe our development process in terms of the recommendations in Sect. 6 and present our initial results (evolved from [14]).

**Consider Software Quality in the Development Process** We have devised an incremental life cycle process with feedback loops from the product to the development process. Software is verified in small increments through unit test cases and deployed to the field at regular intervals.

**Exploit Computational Platforms** We rely on real-world LiDAR simulators to complement the limitations of the Unity Game engine for the Digital Twin. This simulation is executed in a massive parallel distributed GPU to assure real-time performance. The capabilities of the simulated Lidar is compared at regular intervals with the capabilities of the real world LiDAR to assure consistency between the real and the virtual world.

**Exploit Digital Twins** A digital twin of the operational environment (the port of Hamburg) has been created and is used to set up use cases that feed the detect computer vision algorithm with trainable data sets.

**Warrantee Data Quality and Versioning** For each version of the Detect CNN, the codebase and the data set is labelled together. So that it is possible to revert to the previous version and to compare the capability of the different versions. This information is critical for establishing the version of the product that can potentially undergo a certification.

Figure 3 presents our indicative results towards Req3, showing the simulation results of the LiDAR capabilities to detect an incoming small flying manned aircraft at different ranges.

### 7.2 A Discussion of Possible Breaches of Law from Autonomous UAS Operations

Notwithstanding the envisioned ecosystem described in Sect. 7, in this section, we discuss how we a UAS operation like the bridge inspection of critical infrastructure (like the RAPID use case from Sect. 2).

**Perspective from the Regulatory Framework** The unmanned UAS would have had its software and hardware components certified under the proposed certification process. This would assure that the cyber-physical system behaves.

**Perspective from Civil and Criminal Liability** We would suggest that to enable innovation, an unmanned UAS should be treated as a human pilot. Yet as mentioned, the law is anthropogenic, therefore the assignment of liability in case of accidents is not straightforward, and it is a hurdle to innovation. In the scenario that the UAS is used as a service by a third party (not the organization that developed the UAS or the D&A capabilities), and it is involved in an accident. In this case, the chain of causality is not straight forwards. As the third party can claim the liability in the software/hardware and the manufacturer can claim it lies in the use. This is a similar conundrum as self-driving cars should have, but currently -as self-driving car manufactures have not claimed full autonomy, the burden is on the driving using “assistive driving technology”.

### 8 Conclusions

In this paper, we have taken a multi-disciplinary approach to study the legal and technological aspects of the large-scale deployment of autonomous BVLOS operations of UAS. We presented a summarised account of the legal and regulatory issues that must be considered when performing UAS operations. We showed how a remote pilot is exposed to legal consequences, even when the operation abides by all laws and regulations.

Furthermore, we reviewed the current certification process for deploying UAS technologies. We identify how the current certification process draws mainly from the hardware-based certification process, and fail to recognise the characteristic of software-intensive products. We exemplify these observations with the development of DAA software onboard COTS UAS. These software systems rely on machine learning algorithms that must be trained with massive amounts of data. The certification process must contemplate the characteristics of these software systems to assure that technologies deployed to the operational environment are safe.
We summarised current state-of-the-art regarding quality assurance of safety-critical software-intensive systems and provided a blueprint for a future framework that facilitates the certification and deployment of secure software-intensive solutions that can be proven to operate at a capability that is comparable to an experienced remote pilot. For instance, for D&A technologies, a key enabler for achieving autonomous BVLOS operations is the development of robust D&A technologies that can detect potential hazards and take appropriate actions. In operations involving remote pilots, the burden of detecting and avoiding lies with the pilot and their capacity to safely and responsibly operate the aircraft. However, we have shown that there is no equivalent requirement for autonomous UAS to demonstrate similar capabilities. We have shown that this capability can be incorporated into a standard. This has been achieved in other domains, in particular maritime and online payments. The capacity to develop such a standard, supported by the right infrastructure (CD1 and CD2), can be used to demonstrate the competency (airworthiness) of autonomous UAS. As a result, we presented indicative requirements for the D&A system that this type of standards should define. And draw from our research lines to convey how a service provider should demonstrate the capabilities of its software-intensive product, and discuss the implication of similar technologies in terms of the potential civil, criminal and privacy laws.

Looking forward, we are engaging with regulators with a view to providing input to influence ongoing law and policy regarding UAS. On the technology side, we are characterising the detection capabilities of different sensors (optical, thermal, radar and LiDAR) and will continue to build upon the results in [14].
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