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**Abstract**—In this paper, we study an intelligent reflecting surface (IRS)-assisted system where a multi-antenna base station (BS) serves a single-antenna user with the help of a multi-element IRS in the presence of interference generated by a multi-antenna BS serving its own single-antenna user. The signal and interference links via the IRS are modeled with Rician fading. To reduce phase adjustment cost, we adopt quasi-static phase shift design where the phase shifts do not change with the instantaneous channel state information (CSI). Maximum Ratio Transmission (MRT) are adopted at the two BSs to enhance the receive signals at their own users. First, we obtain a tractable expression of the ergodic rate, leading to a non-convex optimization problem. We obtain a globally optimal solution under certain system parameters, and propose an iterative algorithm based on parallel coordinate descent (PCD), to obtain a stationary point under arbitrary system parameters. Finally, we numerically verify the analytical results and demonstrate the notable gains of the proposal solutions. To the best of our knowledge, this is the first work that studies the analysis and optimization of the ergodic rate of an IRS-assisted system in the presence of interference.

**Index Terms**—Intelligent reflecting surface (IRS), multi-antenna, interference, ergodic rate, phase shift optimization.
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**I. INTRODUCTION**

Recently, intelligent reflecting surface (IRS), consisting of nearly passive, low-cost, reflecting elements with reconfigurable parameters, is envisioned to serve as a promising solution for improving spectrum and energy efficiency. Most existing works consider IRS-assisted systems where one multi-antenna base station (BS) serves one or multiple users with the help of one multi-element IRS [1–9], or multiple multi-element IRSs [10], and investigate the joint optimization of the beamformer at the BS and the phase shifts at the IRS to maximally improve system performance. According to whether the phase shifts are adaptive to instantaneous channel state information (CSI) or not, these works [1–10] can be classified into two categories, which are illustrated below.

In one category [1–8], the phase shifts are adjusted based on instantaneous CSI which is assumed to be known. For instance, in [1–8], the authors consider the maximization of the sum rate [1], weighted sum rate [2], or energy efficiency [3–7], and the minimization of the transmission power [8]. The authors propose iterative algorithms to obtain locally optimal solutions or nearly optimal solutions of the non-convex problems in [1–8]. In the other category [9], [10], the phase shifts of the IRS are determined by statistics of CSI and do not change with instantaneous CSI, under the assumption that the IRS-assisted links follow Rician fading. In [9], the authors consider fast varying non-line-of-sight (NLoS) components, and maximize the ergodic rate. In contrast, in [10], the authors consider slowly varying NLoS components, and minimize the outage probability. By analyzing problem structures, closed-form optimal phase shifts are obtained for the non-convex problems in [9, 10]. The quasi-static phase shift design in the second one has lower implementation cost, owing to less frequent phase shift adjustment.

Note that all the aforementioned works [1–10] ignore interference from other transmitters, when investigating IRS-assisted communications. However, in practical wireless networks, interference usually has a severe impact, especially in dense networks or for cell-edge users. It is thus critical to take into account the role of interference in designing IRS-assisted systems. In [11], the authors optimize instantaneous CSI-adaptive phase shift design and BS beamforming to maximize the weighted sum rate of an IRS-assisted system in the presence of an interference BS. An algorithm is proposed to obtain a stationary point of an approximate problem of the original non-convex problem. As the instantaneous CSI-adaptive design in [11] has higher implementation cost, it is highly desirable to obtain cost-efficient quasi-static design for IRS-assisted systems with interference.

In this paper, we shall shed some light on the aforementioned issues. We consider an IRS-assisted system where a multi-antenna BS serves a single-antenna user with the help of a multi-element IRS, in the presence of interference generated by a multi-antenna BS serving its own single-antenna user. The antennas at the two BSs and the reflecting elements at the IRS are arranged in uniform rectangular arrays (URAs). The signal and interference links via the IRS are modeled with Rayleigh fading. As in [9], we assume that the line-of-sight (LoS) components do not change (during the considered time duration) and the NLoS components vary fast. To reduce phase adjustment cost, we adopt quasi-static phase shift design, where the phase shifts do not change with instantaneous CSI, but adapt to only CSI statistics. MRT is adopted at the two BSs to enhance the receive signals at their own users. First, we obtain a tractable expression of the ergodic rate. Then, we optimize the phase shifts to maximize the ergodic rate, leading to a non-convex optimization problem. Under certain system parameters, we obtain a globally...
optimal solution. Under the general system parameters, we propose an iterative algorithm based on parallel coordinate descent (PCD), to obtain a stationary point of the non-convex problem. The proposed PCD algorithm is particularly suitable for systems with large-scale IRS and multi-core processors which support parallel computing, compared with the state-of-the-art algorithms, i.e., the block coordinate descent (BCD) algorithm and minorization maximization (MM) algorithm in [8]. Finally, by numerical results, we verify analytical results and demonstrate notable gains of the proposed solutions over existing schemes. We also reveal the specific value of the PCD algorithm for large-scale IRS.

II. SYSTEM MODEL

As shown in Fig. 1, one single-antenna user, say user $U$, is served by a BS with the help of an IRS. The BS is referred to as the signal BS of user $U$ or BS $S$. The IRS is installed on the wall of a high-rise building. Another BS serving its own single-antenna user, say user $U'$, causes interference to user $U$, and hence is referred to as the interference BS of user $U$ or BS $I$. The signal BS and the IRS are far from user $U$'. The signal BS and interference BS are equipped with URAs of $M_S \times N_S$ antennas and $M_I \times N_I$ antennas, respectively. The IRS is equipped with a URA of $M_R \times N_R$ reflector elements. Without loss of generality, we assume $M_r \leq N_c$, where $c = S, I$. For notation simplicity, define $\mathcal{M}_c \triangleq \{1, 2, ..., M_c\}, N_c \triangleq \{1, 2, ..., N_c\}$, where $c = S, I, R$. Suppose that the two users do not move during a certain time period. In this paper, we would like to investigate how the signal BS serves user $U$ with the help of the IRS in the presence of interference.

As scattering is often rich near the ground, we adopt the Rayleigh model for the channels between the BSs and the users. Let $\mathbf{h}_{SU}^H \in \mathbb{C}^{1 \times M_S N_S}$, $\mathbf{h}_{UI}^H \in \mathbb{C}^{1 \times M_I N_I}$ and $\mathbf{h}_{IU}^H \in \mathbb{C}^{1 \times M_I N_I}$ denote the channel vectors for the channel between the signal BS and user $U$, the channel between the interference BS and user $U$, and the channel between the interference BS and user $U'$, respectively. Specifically, $\mathbf{h}_{SU}^H = \sqrt{\sigma_{SU}} \mathbf{h}_{SU}^H$, and $\mathbf{h}_{IU}^H = \sqrt{\alpha_{UI}} \mathbf{h}_{IU}^H$, where $c = S, I$, $\alpha_{SU}, \alpha_{UI} > 0$ represent the distance-dependent path losses, and the elements of $\mathbf{h}_{SU}^H$, $\mathbf{h}_{IU}^H$ are independent and identically distributed according to $CN(0,1)$.

As scattering is much weaker far from the ground, we adopt the Rician fading model for the channels between the BSs and the IRS, and the channel between user $U$ and the IRS. Let $\mathbf{H}_{SR} \in \mathbb{C}^{M_R N_R \times M_S N_S}$, $\mathbf{H}_{IR} \in \mathbb{C}^{M_R N_R \times M_I N_I}$ and $\mathbf{H}_{RU}^H \in \mathbb{C}^{1 \times M_R N_R}$ denote the channel matrices for the channel between the signal BS and the IRS, the channel between the interference BS and the IRS and the channel between the IRS and user $U$, respectively. Specifically,

$$
\mathbf{H}_{Cr} = \sqrt{\alpha_{Cr}} \left( \frac{K_{Cr}}{K_{Cr} + 1} \mathbf{H}_{Cr} + \frac{1}{K_{Cr} + 1} \mathbf{H}_{cR} \right),
$$

$$
\mathbf{h}_{RU}^H = \sqrt{\alpha_{RU}} \left( \frac{K_{RU}}{K_{RU} + 1} \mathbf{h}_{RU}^H + \frac{1}{K_{RU} + 1} \mathbf{h}_{LR}^H \right),
$$

where $\alpha_{Cr}, \alpha_{RU} > 0$ represent the distance-dependent path losses, $K_{Cr}, K_{RU} \geq 0$ denote the Rician factors, $\mathbf{H}_{Cr} \in \mathbb{C}^{M_R N_R \times M_S N_S}$ and $\mathbf{h}_{RU}^H \in \mathbb{C}^{1 \times M_R N_R}$ represent the normalized NLoS components, with elements independently and identically distributed according to $CN(0,1)$, and $\mathbf{H}_{cR} \in \mathbb{C}^{M_R N_R \times M_I N_I}$, $\mathbf{h}_{RU}^H \in \mathbb{C}^{1 \times M_R N_R}$ represent the deterministic normalized LoS components, with unit-modulus elements. Note that $\mathbf{H}_{cR}$ and $\mathbf{h}_{RU}^H$ do not change during the considered time period, as the location of user $U$ is assumed to be invariant.

Let $\lambda$ and $d (\leq \frac{\lambda}{2})$ denote the wavelength of transmission signals and the distance between adjacent elements or antennas in each row and each column of the URAs. Define $f(\theta^h, \theta^v, m, n) \triangleq 2\pi \frac{d}{\lambda} \sin(\theta^v)((m-1)\cos(\theta^h) + (n-1)\sin(\theta^h))$, $A_{m,n}(\theta^h, \theta^v, M, N) \triangleq \left( e^{j\pi(\theta^h, \theta^v, m, n)} \right)^{m=1,...,M, n=1,...,N}$, and $a(\theta^h, \theta^v, M, N) \triangleq \text{rvec} \left( A_{m,n}(\theta^h, \theta^v, M, N) \right)$, where rvec(·) denotes the row vectorization of a matrix. Then, $\mathbf{H}_{cR}$ and $\mathbf{h}_{RU}^H$ are modeled as [12]:

$$
\mathbf{H}_{cR} = a^H(\theta^h_{cR}, \theta^v_{cR}, M_{cR}, N_{cR})a(\phi^h_{cR}, \phi^v_{cR}, M_{c}, N_{c}),
$$

$$
\mathbf{h}_{RU}^H = a^H(\theta^h_{RU}, \theta^v_{RU}, M_{R}, N_{R}),
$$

where $c = S, I$. Here, $\left( \frac{\phi^h_{ij}}{\phi^v_{ij}} \right)$ represents the corresponding azimuth (elevation) angle of arrival and $\left( \frac{\phi^h_{ij}}{\phi^v_{ij}} \right)$ represents the corresponding azimuth (elevation) angle of departure. Please refer to [13] for details.

Let $\Phi \triangleq (\phi_{m,n})_{m \in \mathcal{M}_R, n \in \mathcal{N}_R} \in \mathbb{C}^{M_R \times N_R}$ represent the constant phase shifts of the IRS with $\phi_{m,n}$ being the phase shift of the $(m, n)$-th element of the IRS, where

$$
\phi_{m,n} \in [0, 2\pi), \quad m \in \mathcal{M}_R, n \in \mathcal{N}_R.
$$

For convenience, define $\Phi(\phi) \triangleq \text{diag} \left( \text{rvec} \left( e^{j\phi_{m,n}} \right)_{m \in \mathcal{M}_R, n \in \mathcal{N}_R} \right) \in \mathbb{C}^{M_R N_R \times M_R N_R}$, where diag(·) denotes a square diagonal matrix with the elements of a vector on the main diagonal. The channel of the indirect signal link between the signal BS and user $U$ via the IRS is given by $\mathbf{h}_{RU}^H \Phi(\phi) \mathbf{H}_{SR}$, and the channel of the indirect interference link between the interference BS and user $U$ via the IRS is given by $\mathbf{h}_{RU}^H \Phi(\phi) \mathbf{H}_{IR}$. We consider

$$
1^\text{If } K_{SR} = 0, K_{IR} = 0, \text{ or } K_{RU} = 0, \text{ the corresponding Rician fading reduces down to Rayleigh fading. If } K_{SR} \to \infty, K_{IR} \to \infty, \text{ or } K_{RU} \to \infty, \text{ only the LoS component exists.}$$

Fig. 1: System Model.
linear beamforming at the signal BS and interference BS for serving user $U$ and user $U'$, respectively. Let $w_S \in \mathbb{C}^{M_S N_S \times 1}$ and $w_I \in \mathbb{C}^{M_I N_I \times 1}$ denote the corresponding normalized beamforming vectors, where $\|w_S\|_2^2 = 1$ and $\|w_I\|_2^2 = 1$. Thus, the signal received at user $U$ is expressed as:

$$Y \triangleq \sqrt{P_S} (h_{RU}^H \Phi(\phi) H_{SR} + h_{SU}^H) w_S X_S + \sqrt{P_I} \left( h_{RU}^H \Phi(\phi) H_{IR} + h_{IU}^H \right) w_I X_I + Z,$$

where $P_S$ and $P_I$ are the transmit powers of the signal BS and interference BS, respectively. $X_S$ and $X_I$ are the information symbols for user $U$ and user $U'$, respectively, with $\mathbb{E} \left[ |X_S|^2 \right] = 1$ and $\mathbb{E} \left[ |X_I|^2 \right] = 1$, and $Z \sim \mathcal{CN}(0, \sigma^2)$ is the additive white Gaussian noise (AWGN).

Assume that the CSI of the equivalent channel between the signal BS and user $U$, i.e., $h_{RU}^H \Phi(\phi) H_{SR} + h_{SU}^H$, is known at the signal BS, and the CSI of the channel between the interference BS and user $U$, i.e., $h_{RU}^H$, is known at the interference BS. Note that for any given $\phi$, $h_{RU}^H \Phi(\phi) H_{SR} + h_{SU}^H$ and $h_{IU}^H$ can be estimated by the signal BS via a pilot sent by user $U$, and $h_{RI}^H$ can be estimated by the interference BS via a pilot sent by user $U'$ [3]. To enhance the signals received at user $U$ and user $U'$, respectively, we consider the instantaneous CSI-adaptive MRT at the signal BS and interference BS, respectively:

$$w_S = \frac{(h_{RU}^H \Phi(\phi) H_{SR} + h_{SU}^H)^H}{\|h_{RU}^H \Phi(\phi) H_{SR} + h_{SU}^H\|_2} \in \mathbb{C}^{M_S N_S \times 1},$$

$$w_I = \frac{h_{IU}^H}{\|h_{RU}^H\|_2} \in \mathbb{C}^{M_I N_I \times 1}.$$

Thus, the signal to interference plus noise ratio (SINR) at user $U$ is given by:

$$\gamma(\phi) \triangleq \frac{P_S \left\| h_{RU}^H \Phi(\phi) H_{SR} + h_{SU}^H \right\|^2_2}{P_I \left( \left( h_{RU}^H \Phi(\phi) H_{IR} + h_{IU}^H \right) + \frac{h_{IU}^H}{\|h_{RU}^H\|_2} \right)^2 + \sigma^2}.$$  

Therefore, the ergodic rate for the IRS-assisted transmission with interference is given by:

$$C(\phi) \triangleq \mathbb{E} \left[ \log_2 \left( 1 + \gamma(\phi) \right) \right]. \quad (2)$$

Note that when $P_I = 0$, $M_S = 1$ or $N_S = 1$, and $M_R = 1$ or $N_R = 1$, $C(\phi)$ in [2] reduces to the ergodic rate for the IRS-assisted transmission without interference and with ULA at the signal BS and IRS in [9]. Later, we shall see that our general analysis and optimization results recover those in [9].

III. ANALYSIS OF ERGODIC RATE

In this section, we analyze the ergodic rate of the IRS-assisted system in the presence of interference. Define $r_c \triangleq \frac{K_c K_{RU}}{(K_c+1)(K_{RU}+1)}$, $\theta_{c,m,n} \triangleq f \left( \gamma(\phi)^{\frac{1}{2}}, \gamma(\phi), m, n \right) - f \left( \gamma(\phi)^{\frac{1}{2}}, \gamma(\phi), m, n \right)$, $m \in M_R, n \in N_R$, and

$$y_c(\phi) \triangleq \left\| \sum_{m=1}^{M_R} \sum_{n=1}^{N_R} e^{j \theta_{c,m,n} + j \phi_{m,n}} \right\|^2 \in [0, M_R^2 N_R^2], \quad c = S, I.$$

Note that $\left\| h_{RU}^H \Phi(\phi) H_{SR} \right\|^2_2 = M_c N_c y_c(\phi)$, i.e., $M_c N_c y_c(\phi)$ represents the sum power of the LoS components for the channel of the indirect signal link between the signal BS $c$ and user $U$ via the IRS. The exact expression of $C_{ab}(\phi)$ is not tractable. As in [9], using Jensen’s inequality, we can obtain its analytical upper bound [1].

Theorem 1 (Upper Bound of Ergodic Rate):

$$C(\phi) \leq \log_2 \left( 1 + \gamma_{ub}(\phi) \right) \triangleq C_{ub}(\phi), \quad (4)$$

where $\gamma_{ub}(\phi)$ is given by (3), as shown at the top of the next page.

Later in Section [2], we shall show that $C_{ab}(\phi)$ is a good approximation of $C(\phi)$, and can facilitate its evaluation and optimization. From Theorem 1, we can draw the following conclusions. $C_{ab}(\phi)$ increases with $P_S$, $M_S$, $N_S$, $\alpha_{SR}$ and $\alpha_{SU}$, and decreases with $P_I$, $\alpha_{IR}$, $\alpha_{IU}$ and $\sigma^2$.

IV. OPTIMIZATION OF ERGODIC RATE

In this section, we maximize the ergodic rate of the IRS-assisted system in the presence of interference. Specifically, we would like to maximize the upper bound $C_{ub}(\phi)$ of the ergodic rate $C(\phi)$, or equivalently maximize $\gamma_{ub}(\phi)$ by optimizing the phase shifts $\phi$ subject to the constraints in (1).

Problem 1 (Ergodic Rate Maximization):

$$\gamma_{ub}^* \triangleq \max_{\phi} \gamma_{ub}(\phi), \quad s.t. \ (1)$$

where $\gamma_{ub}(\phi)$ is given by (3). Let $\phi^*$ denote an optimal solution.

Note that Problem 1 is a challenging non-convex problem. In the following, we tackle Problem 1 in some special cases (with certain system parameters) and the general case (with arbitrary system parameters), respectively.

A. Globally Optimal Solutions in Special Cases

Define $\eta = P_I \alpha_{IR} \alpha_{SU} M_R N_R (\tau_S - \tau_I) + \alpha_{SR} \alpha_{UTS} - \alpha_{IR} \alpha_{SU} \tau_I + \sigma^2 \alpha_{SRTS}$. Note that $\eta \in \mathbb{R}$ and $(x) \in [0, 2\pi)$ as $\frac{x}{2\pi} = \frac{x}{2\pi} - \left\lfloor \frac{x}{2\pi} \right\rfloor \in [0, 1)$ for all

\[2\text{later, we shall see that } \phi \text{ can be determined based on some system parameters.}\]

\[3\text{we omit all proofs due to page limitation. Please refer to [13] for details.}\]
\[
A_{S,m,n}^{(t)} \triangleq P_S M_S N_S \left( \alpha_{SR} \alpha_{RU} \left( \tau_S \left( 1 + \sum_{k \neq m, l \neq n} e^{j\left( \phi_{k,l}^{(t)} + \theta_{S,k,l} \right)} \right)^2 + M_R N_R (1 - \tau_S) \right) + \alpha_{SU} \right),
\]
\[
A_{I,m,n}^{(t)} \triangleq P_I \left( \alpha_{IR} \alpha_{RU} \left( \tau_I \left( 1 + \sum_{k \neq m, l \neq n} e^{j\left( \phi_{k,l}^{(t)} + \theta_{I,k,l} \right)} \right)^2 + M_R N_R (1 - \tau_I) \right) + \alpha_{IU} \right) + \sigma^2.
\]

**Algorithm 1** PCD Algorithm for Obtaining a Stationary Point in General Case

1. **initialization:** choose any \( \phi^{(0)} \) as the initial point, and set \( t = 0 \).
2. **repeat**
   3. For all \( m \in M_R \) and \( n \in N_R \), compute \( \phi_{m,n}^{(t)} \) according to 3.
   4. Update \( \phi^{(t+1)} \) according to 4.
   5. Set \( t = t + 1 \).
   6. **until** some convergence criteria is met.

**Theorem 2** (Globally Optimal Solutions in Special Cases):
In Special Case (i), any \( \phi^* \) satisfying 1 is optimal, and \( y_S (\phi^*) = y_I (\phi^*) = 1 \). In Special Case (ii), any \( \phi^* \) with \( \phi_{m,n}^* = \Lambda (\alpha - \theta_{I,m,n}) \), \( m \in M_R, n \in N_R \), for all \( \alpha \in \mathbb{R} \), is optimal, and \( y_S (\phi^*) = y_I (\phi^*) = M_R^2 N_R^2 \).

Note that based on Theorem 2, we can obtain a globally optimal solution in Special Case (iii), by solving a system of linear equations. In addition, substituting \( y_S (\phi^*) \) and \( y_I (\phi^*) \) into 1, we can obtain the optimal value of Problem 1, i.e., \( \gamma_{ub}^{(t)} \). Theorem 2 can be further interpreted as follows. Statement (i) of Theorem 2 is for the case of a single-element IRS. In this case, \( y_S (\phi) = y_I (\phi) = 1 \) for all \( \phi \), and hence the phase shift of the single element has no impact on the ergodic rate. Statement (ii) and Statement (iii) of Theorem 2 are for the symmetric arrangement IRS with \( \delta_{SR}^{(t)} = \phi_{IR}^{(t)} \) and \( \delta_{IR}^{(t)} = \phi_{SR}^{(t)} \). Accordingly, \( y_S (\phi) = y_I (\phi) = \gamma_{ub} (\phi) \), and \( \eta \) actually represents the derivative of \( \gamma_{ub} (\phi) \) with respect to \( y (\phi) \). When \( \eta > 0 \), the phase shifts that achieve the maximum sum power of the LoS components for the channels of the indirect signal and interference links, i.e., \( M_R^2 N_R^2 \), also maximize the ergodic rate. When \( \eta \leq 0 \), the phase shifts that achieve the minimum sum power of the LoS components for the channels of the indirect signal and interference links, i.e., 0, also maximize the ergodic rate. Statement (iv) of Theorem 2 is for the case without interference. In this case, the phase shifts that achieve the maximum sum power of the LoS components for the channels of the indirect signal links, i.e., \( M_R^2 N_R^2 \), also maximize the ergodic rate. The optimization result recovers the one under the ULA model for the multi-antenna BS and multi-element IRS in 9.

**B. Stationary Point in General Case**

In this part, we consider the general case. Note that the iterative algorithms based on BCD and MM in 6 can be extended to obtain a stationary point of Problem 1 in the general case. In particular, in the BCD algorithm, all blocks (i.e., \( \phi_{m,n}, m \in M_R, n \in N_R \)) are sequentially updated at each iteration; in the MM algorithm, only an approximate problem is solved in each iteration. In the following, we propose an iterative algorithm based on PCD, where at each iteration, all coordinates are updated in parallel, each according to a closed form expression, to obtain a stationary point of Problem 1. The goal is to improve the computation efficiency when multi-core processors are available, especially for large \( M_R \) and \( N_R \). Let \( \phi^{(t)} \) denote the phase shifts at the \( t \)-th iteration. At each iteration, we first maximize \( \gamma_{ub}^{(t)} (\phi) \) w.r.t. each phase shift \( \phi_{m,n} \) with the other phase shifts being fixed.

**Problem 2** (Block-wise Optimization Problem w.r.t. \( \phi_{m,n} \) at Iteration 1):

\[
\gamma_{ub}^{(t)} \triangleq \arg \max_{\phi_{m,n} \in [0,2\pi]} A_{SRU,m,n}^{(t)} \cos (\phi_{m,n} + A_{I,m,n}^{(t)} + A_{S,m,n}^{(t)}) + A_{I,m,n}^{(t)}
\]

where \( A_{SRU,m,n}^{(t)} \) and \( A_{I,m,n}^{(t)} \) are given by 5 and 6, as shown at the top of this page, and

\[
A_{SRU,m,n}^{(t)} \triangleq 2 P_S M_S N_S \alpha_{SR} \alpha_{RU} \tau_S \left| \sum_{k \neq m,l \neq n} e^{j\left( \phi_{k,l}^{(t)} + \theta_{S,k,l} \right)} \right|
\]
\[
A_{I,m,n}^{(t)} \triangleq 2 P_I \alpha_{IR} \alpha_{RU} \tau_I \left| \sum_{k \neq m,l \neq n} e^{j\left( \phi_{k,l}^{(t)} + \theta_{I,k,l} \right)} \right|
\]

\[
A_{c,m,n}^{(t)} \triangleq \theta_{c,k,l} - \left( \sum_{k \neq m,l \neq n} e^{j\left( \phi_{k,l}^{(t)} + \theta_{c,k,l} \right)} \right), c = S, I.
\]
By taking the derivative of the objective function of Problem 1 w.r.t. $\phi_{m,n}$, and setting it to zero, we obtain the equation in (7), as shown at the top of this page, where

$$A_{1,m,n}^{(t)} \sin(\phi_{k,l}) + A_{2,m,n}^{(t)} \cos(\phi_{k,l}) = A_{SRU,m,n}^{(t)} A_{IRU,m,n}^{(t)} A_{SRU,m,n}^{(t)} \sin(A_{\angle S,m,n}^{(t)} - A_{\angle IRU,m,n}^{(t)}),$$

(7)

$$\phi_{m,n}(t) = \begin{cases} \arctan \frac{A_{1,m,n}^{(t)}}{A_{2,m,n}^{(t)}} - \arccos \frac{A_{SRU,m,n}^{(t)} A_{IRU,m,n}^{(t)} \sin(A_{\angle S,m,n}^{(t)} - A_{\angle IRU,m,n}^{(t)})}{\sqrt{\left(A_{1,m,n}^{(t)}\right)^2 + \left(A_{2,m,n}^{(t)}\right)^2}}, & A_{1,m,n}^{(t)} > 0, \\ \arctan \frac{A_{1,m,n}^{(t)}}{A_{2,m,n}^{(t)}} - \arccos \frac{A_{SRU,m,n}^{(t)} A_{IRU,m,n}^{(t)} \sin(A_{\angle S,m,n}^{(t)} - A_{\angle IRU,m,n}^{(t)})}{\sqrt{\left(A_{1,m,n}^{(t)}\right)^2 + \left(A_{2,m,n}^{(t)}\right)^2}} + \pi, & A_{1,m,n}^{(t)} < 0. \end{cases}$$

(8)

where $\rho(t)$ is a positive diminishing stepsize satisfying:

$$\rho(t) > 0, \quad \lim_{t \to \infty} \rho(t) = 0, \quad \sum_{t=1}^{\infty} \rho(t) = \infty, \quad \sum_{t=1}^{\infty} \left(\rho(t)^2\right) < \infty.$$

The details of the PCD algorithm are summarized in Algorithm 1. By [15], we know that $\phi(t) \to \phi^*$ as $t \to \infty$, where $\phi^*$ is a stationary point of Problem 1.

V. NUMERICAL RESULTS

In this section, we numerically evaluate the performance of the proposed solutions in an IRS-assisted system [11], where the signal BS, the interference BS, user $U$ and the IRS are located at $(0,0)$, $(600,0)$, $(d_{SU}, 0)$, $(d_{IR}, d_{RU})$ (in $m$), respectively, and user $U$ lies on the line between the signal BS and the interference BS, as shown in Fig. 2. In the simulation, we set $d = \frac{1}{2}, M_S = N_S = 4, M_I = N_I = 4, M_{\delta} = N_R = 8, P_S = P_I = 30$dBm, $\sigma^2 = -104$dBm, $\varphi_{SR} = \varphi_{RU} = \pi/3, \varphi_{IR} = \varphi_{IR} = \pi/4, \varphi_{IR} = \varphi_{IR} = \pi/6, d_R = 250m, d_{SU} = 250m, d_{RU} = 20m$, if not specified otherwise. We consider a path loss model similar to those in [3, 8, 11]. Specifically, the distance-dependent path losses $\alpha_{SU}, \alpha_{IU}, \alpha_{SR}, \alpha_{IR}, \alpha_{RU}$ follow $\alpha_i = \frac{10000}{10000 + i}$, $\ i = SU, IU, SR, IR, RU$. Due to extensive obstacles and scatters, we set $\bar{\alpha}_{SU}, \bar{\alpha}_{IU} = 3.5$. As the location of the IRS is usually carefully chosen, we assume that the link between the BSs and the IRS experience free-space path loss, and set $\bar{\alpha}_{SR}, \bar{\alpha}_{IR} = 2$, as in [3]. In addition, we set $\bar{\alpha}_{RU} = 3$, due to few obstacles.

In all cases, we consider two baseline schemes. In particular, Baseline 1 reflects the ergodic rate of the counterpart system without IRS in Section V [8, 10]; Baseline 2 chooses the phase shifts uniformly at random [8, 10], and shows the ergodic rate over 10000 random choices. In the general case, besides the proposed PCD algorithm, we also evaluate the BCD and MM algorithms [6]. We adopt the same convergence criterion, i.e., $\gamma_{ub}(\phi(t+1)) - \gamma_{ub}(\phi(t)) \leq 10^{-6}$, for the PCD, BCD and MM algorithms. For ease of illustration, we refer to the stationary points obtained by the PCD, BCD and MM algorithms as the PCD, BCD and MM solutions, respectively.

We set $\delta_{SR}^{(h)} = \delta_{SR}^{(v)} = \pi/6, \delta_{IR}^{(h)} = \delta_{IR}^{(v)} = \pi/6$ in Special Case (ii) and Special Case (iii), set $K_{SR} = K_{IR} = K_{RU} = 20$dB in Special Case (ii), and set $K_{SR} = -20$dB, $K_{IR} = K_{RU} = 20$dB in Special Case (iii). From Fig. 3(a) and Fig. 3(b) illustrate the ergodic rate versus $M_R (= N_R)$ and $P_I$, respectively, in Special Case (ii) and Special Case (iii). From these figures, we can make the following observations. The analytical ergodic rate of the optimal solution ($C_{ub}(\phi^*)$) and the ergodic rate of the optimal solution obtained by Monte Carlo simulation ($C(\phi^*)$) are very close to each other, which verifies that $C_{ub}(\phi)$ is a good approximation of $C(\phi)$; the ergodic rates of the proposed optimal solution and PCD solution are very close in the considered cases. From Fig. 3(a) we can observe that the ergodic rates of the proposed solutions and the design with random phase shifts increase with $M_R (= N_R)$, mainly due to the increment of reflecting signal power. From Fig. 3(b) we can see that the ergodic rate of each scheme decreases with $P_I$.

In the general case, we set $\delta_{SR}^{(h)} = \delta_{SR}^{(v)} = \pi/6, \delta_{IR}^{(h)} = \delta_{IR}^{(v)} = \pi/8, K_{SR} = K_{IR} = K_{RU} = 20$dB, $K_{IR} = 10$dB, if not specified otherwise. Fig. 4(a) Fig. 4(b) Fig. 4(c) and Fig. 4(d) illustrate the ergodic rate versus $K_{SR}, K_{RU}, d_{IR}$ and $d_{SU}$, respectively, in the general case. From these figures, we can
we can see that when the number of IRS elements is large, the gain of the proposed PCD algorithm in computation time over the BCD and MM algorithms increases with the number of the cores on a server, due to its parallel computation mechanism. Note that in practical systems with multi-core processors, the value of the PCD algorithm will be prominent, especially for large-scale IRS.

VI. CONCLUSION

In this paper, we considered an IRS-assisted system in the presence of interference. First, we obtained a tractable expression of the ergodic rate. Next, we optimize the phase shifts to maximize the ergodic rate. Then, we proposed the PCD algorithm to obtain a stationary point in the general scenario. Finally, by numerical results, we verified analytical results and demonstrated notable gains of the proposed solutions over existing schemes. The results in this paper provide important insights for designing practical IRS-assisted systems.
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