Abstract—In recent years, deep learning has successfully been applied to automate a wide variety of tasks in diagnostic histopathology. However, fast and reliable localization of small-scale regions-of-interest (ROI) has remained a key challenge, as discriminative morphologic features often occupy only a small fraction of a gigapixel-scale whole-slide image (WSI). In this paper, we propose a sparse WSI analysis method for the rapid identification of high-power ROI for WSI-level classification. We develop an evaluation framework inspired by the early classification literature, in order to quantify the tradeoff between diagnostic performance and inference time for sparse analytic approaches. We test our method on a common but time-consuming task in pathology - that of diagnosing gastric intestinal metaplasia (GIM) on hematoxylin and eosin (H&E)-stained slides from endoscopic biopsy specimens. GIM is a well-known precursor lesion along the pathway to development of gastric cancer. We performed a thorough evaluation of the performance and inference time of our approach on a test set of 20 GIM-positive and 86 GIM-negative WSI, finding that our method successfully detects GIM in all positive WSI, with a WSI-level classification area under the receiver operating characteristic curve (AUC) of 0.98 and an average precision (AP) of 0.95. Furthermore, we show that our method can attain these metrics in under one minute on a standard CPU. Our results are applicable toward the goal of developing neural networks that can be easily deployed in clinical settings to support pathologists in quickly localizing and diagnosing small-scale morphologic features in WSI.
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I. INTRODUCTION

In digital pathology, tissue slides are scanned to generate high-resolution whole-slide images (WSI), which are often gigapixel-scale images with typical sizes of 100,000×100,000 pixels [1]. With the growing adoption of digital pathology, deep neural networks have increasingly been applied to automate a variety of tasks in histopathology [2]. However, the practical implementation of deep learning for WSI analysis in clinical settings has remained a challenge, due to the high computational requirements typically necessary for keeping inference times within the sub-minute time constraints imposed by clinical workflows [3], [4].

In this study, we approach the task of quickly and reliably localizing small-scale morphologic features in WSI. The simple presence of some features in a tissue sample (for example, specific cells, glands, or small lesions), may be sufficient to render a particular diagnosis, and determining whether such features are present within a WSI may often be likened to "searching for a needle in a haystack", due to their small size and scarcity within a gigapixel-scale WSI. Prior research has successfully applied deep learning to such small-scale ROI detection tasks, such as the diagnosis of micro-metastatic disease [5], [6], microvascular invasion [7], tumor budding in colorectal carcinoma [8], and malignant and premalignant lesions in Barrett’s esophagus [9]. However, most deep learning applications have taken a dense approach to WSI analysis, which relies on the availability of specialized hardware to process an entire slide within reasonable time constraints. Detection of small-scale morphologic ROI using the consumer-grade hardware commonly found in pathologist workstations has thus remained a challenge to the deployment of deep learning in clinical practice.

To address this challenge, we present a sparse WSI analytic approach to detecting the presence of small-scale morphologic features in a WSI, which achieves a high slide-level classification performance and low inference time by processing only a fraction of the slide. Performing the analysis locally on consumer-grade hardware entails processing regions of the slide in sequence; thus, our approach sequentially samples fixed-sized image patches from an input WSI, classifies each patch using a convolutional neural network (CNN), aggregates the obtained patch-level scores, and continuously updates the slide-level classification as patches are sampled. This sparse approach enables an accurate classification to be obtained in roughly the time it takes to successfully identify one region containing the feature in question, rather than processing the entire slide.

Any sequential processing approach entails making several design choices which affect both diagnostic performance and inference speed, including the method by which patches are chosen and processed, as well as the size of each patch to be processed. To inform these design choices, we adapted...
evaluation methods from the “early time series classification” literature to the digital pathology setting, using this framework to quantify and compare the tradeoff between diagnostic performance and inference time for different choices of patch size.

We apply this to the diagnosis of gastric intestinal metaplasia (GIM), a premalignant condition in which the native gastric epithelium is replaced by non-native, intestinal-type epithelium. [10], [11]. GIM is highly prevalent within the general population, is detected in nearly 1 of every 4 patients undergoing upper endoscopy, and is associated with chronic gastritis and a 6-fold increase in the risk of gastric cancer [12]. The histologic diagnosis of GIM relies on the identification of goblet cells, which are round to ovoid mucin-secreting cells characterized by nuclear compression by cytoplasmic acid mucin [13], [14]. The identification of only a single goblet cell within a WSI is sufficient to diagnose the patient as GIM positive. Therefore, in this early classification investigation, we use goblet cell detection as our local “evidence localization” task, and slide-level GIM diagnosis as our global classification task.

Our contributions in this study are summarized as follows:
(i) We present an evaluation framework to characterize the tradeoff between a model’s WSI-level diagnostic performance and the number of tissue patches in a WSI that are processed during inference, using evaluation methodologies from the “early time-series classification” literature, which can be used to select an optimal model from among a set of candidate sequential models. To the best of our knowledge, this is the first such analysis in the digital pathology literature.
(ii) We develop a deep learning-based sparse whole-slide image analysis method that performs diagnosis of GIM on H&E-stained WSI, while presenting evidence for the diagnosis in the form of discriminative regions of interest containing goblet cells, with an evidence localization performance competitive with that of a theoretical oracle model.
(iii) Using our evaluation framework, we show that our approach achieves high classification performance within the constraints of clinical practice, attaining an average precision of 0.99 in under one minute using a CPU.

II. RELATED WORK

Some progress towards reducing inference time using sparse analysis of input signals has been made independently in the areas of digital pathology and early time series classification.

A. Sparse Analysis for Digital Pathology

A prominent example of sparse analysis in digital pathology is HASHI [15], which takes a Quasi Monte-Carlo patch-sampling approach to output a dense probability map for invasive breast cancer detection. As the output is a probability map for breast cancer, the average Dice coefficient is measured as a function of patches sampled, for various sampling strategies. In that study, the adaptive random sampling strategies outperformed a regular in-order tiling strategy. Similarly, in the present study, we measure classification performance as a function of patches sampled for a single, uniformly random strategy, and compare this tradeoff across patch magnifications and training set sizes, rather than sampling strategy.

Huang et al. [16] attempted to address the problem of time-efficient determination of the nuclear pleomorphism score in breast cancer WSI. Their study used a support vector machine (SVM) to identify invasive and non-invasive cancer patches across WSI at a low magnification, followed by a second step in which ROI from regions with a higher nuclear pleomorphism score were selected using a dynamic sampling method based on Voronoi tessellation, with calculation of a final nuclear pleomorphism score from higher-scaled versions of the selected ROI. In their approach, only 3.3% of high-magnification patches were thoroughly analyzed, leading, on average, to faster inference times, but reduced performance. In the present work, our method generates outputs continuously and has a high probability of achieving high performance metrics upon processing a fraction of the slide, without having to restrict the analysis to a portion of the slide.

B. Early Classification

In parallel with these efforts in digital pathology, work in the field of time-series analysis has led to the development of frameworks for fast inference, which classify an input signal without processing it in its entirety, as well as the creation of evaluation frameworks for quantifying how binary classification metrics depend on the fraction of the signal processed.
The objective in early time series classification is to classify a time series with as few temporal observations as possible, while minimizing the classification accuracy loss. Dennis et al. [19] studied the problem of fast and efficient classification of sequential data on tiny devices, which is critical for various IoT-related applications such as audio keyword detection or gesture detection. Such tasks are cast as a standard classification task by sliding windows over the datastream to construct data points, analogous to the sliding window approach often taken for WSI analysis. As in our work, the authors cite the resource constraint of inference hardware as a key challenge which they address, and they identify two characteristics of input signals which make their task amenable to early classification. Specifically, they note that, for the time series under consideration, (a) the "signature" of a particular class (e.g. an audio keyword) typically occupies a small fraction of the overall data, and (b) class signatures tend to be discernible early on in the data. Their proposed method, EMI-RNN, uses multiple instance learning (MIL) and an early prediction technique to exploit these observations and increase accuracy over baseline models, while decreasing inference time.

Sequential processing of patches in WSI can likewise be considered a time series processing task, with the time series consisting of the sequence of patches being processed. Diagnosis of GIM shares the two characteristics identified by Dennis et al, with the "signature" being patches containing goblet cells, which are discernible early on in the data with suitable patch ordering choices. Indeed, these characteristics are shared by any diagnostic task that is amenable to MIL, as these tasks assume that the presence of a diagnostic signature is sufficient to make a classification.

Early classification tasks typically measure performance by quantifying the tradeoff between a binary classification metric, such as accuracy, and the fraction of the input signal processed before making a classification. The time series in these studies are often of the same length, and thus, the fraction of the input signal is a standardized measure across instances in the test set. Whole-slide image processing differs in this respect, as the variance in the size of a slide can be significant. We therefore apply analogous evaluation methods from the time series literature, but replace the fraction of the input signal with the number of patches processed, as our measure of cost.

III. DATA

A. Whole Slide Image Dataset

A total of 318 H&E-stained WSI (60 IM positive and 258 IM negative) from 251 unique patients undergoing upper endoscopy with gastric biopsy at Stanford University Medical Center between January 1, 2015 and December 31, 2018, were digitized at 40x objective magnification (0.2524 μm per pixel) using a Leica AT2 scanner (Leica Biosystems, Nussloch, Germany). 51 patients (32 female, 25 male) had at least one GIM-positive WSI, with a mean patient age of 61.7 years (SD 20.8), and 194 patients (108 female, 86 male) had all GIM-negative slides, with a mean patient age of 50.3 years (SD 20.8). The presence of GIM was confirmed by review of all WSI by a U.S. board-certified, GI fellowship-trained subspecialty pathologist. There were no diagnostic discrepancies between the diagnosis rendered at the time of original review (based on the pathology report) and that of the reference pathologist.

Some WSI contained up to five serial sections cut from the same tissue block arranged in a row. For these cases, the WSI was cropped to retain only the left-most serial section. WSI-level labels consisted of the GIM status (positive or negative), and pathologist-drawn segmentation maps indicating the locations of goblet cells on all GIM-positive slides, using the open-source QuPath WSI-annotation software [20]. To reduce disk space usage and processing time without degrading the quality of the annotations, segmentation maps were downsampled by a factor of four and exported as PNG files. From these PNG files, we derived summed area tables, or integral images [21], to support fast constant-time queries for the total number of pixels within axis-aligned square regions of WSI. The median area of each goblet cell annotation was approximately $35 \mu m^2$, and the median number of annotated goblet cells in GIM-positive slides was 132.

The labeled WSI were randomly partitioned into training, validation and test sets, with each split maintaining a 23% GIM positive to negative ratio, as present in the overall study sample, with all WSI from the same patient assigned to the same split, to avoid patient overlap between training, validation, and test sets. The training dataset consisted of 170 WSI in total, of which 32 slides were GIM-positive and 138 were GIM-negative. The validation dataset, used to select models and model parameters, consisted of 8 GIM-positive slides and 34 GIM-negative slides. The test dataset consisted of 106 WSI (20 positive, 86 negative), used for final reporting of performance metrics.

B. Patch Sets

We tiled each slide in the training, validation, and test sets into square patches, using a sliding window approach at pre-specified magnification levels of 2.5x ($904.6 \mu m$), 5x ($452.3 \mu m$), 10x ($226.2 \mu m$), 20x ($113.1 \mu m$), and 40x ($56.5 \mu m$), with all tiles downsampled to a size of 224x224 pixels from the cropped 40x WSI using Lanczos interpolation (the values denoted in parentheses are the lengths of each 224x224 pixel square tile).

We used a magnification-dependent stride when extracting patches to keep the total number of patches at each magnification of comparable size (within a factor of 2 between each magnification), as the 40x patch set would have contained orders of magnitude more patches than the 2.5x patch set if a constant stride had been used. The patches in each 40x pool consisted of non-overlapping 224x224 pixel tiles (i.e. a stride of 224 pixels in the horizontal and vertical directions) and, in general, the stride for patches at magnification $m$ was $224 \times \frac{m}{40}$. Non-tissue white background was discarded by retaining only patches containing at least 20% tissue, with the tissue quantity in each patch determined using tissue region detection via a Gaussian blur operation with a $\sigma$ value of 2.5 on an inverted
grayscale thumbnail of the slide at 2x magnification, followed by Otsu thresholding [22]. Tissue pixels were assigned a pixel value of 1, with all others assigned a pixel value of 0, yielding a binary mask from which the quantity of tissue in each patch was determined.

Each patch was assigned a binary label of positive or negative for GIM (with positive patches defined as those containing at least one goblet cell in their goblet cell segmentation map). All patches from GIM-negative WSI were automatically assigned a negative label, while labels for patches from GIM-positive WSI were determined using the goblet cell segmentation maps. For each patch within a GIM-positive WSI, the summed area table of the segmentation map was used to obtain the number of goblet cell pixels within the patch, with the binary patch-level label assigned based on whether this quantity was above or below a threshold value corresponding to the size of a single goblet cell (chosen as the 10th percentile in the size distribution of all goblet cell annotations within all segmentation maps from all WSI).

IV. METHODS
A. Sparse WSI Analysis for Evidence Localization and Slide Classification

Our tasks for a given input slide are to search for a region containing at least one goblet cell, as evidence for a positive GIM diagnosis (“evidence localization”), and to output a GIM classification for the slide (“slide classification”). The number of patches processed before finding a goblet cell is dependent on the size of each patch and the order in which patches are processed. We chose a uniformly random patch ordering, as processing patches in a deterministic order could have led to high inference times, depending on the location of goblet cells within a slide. With this randomized strategy, the expected proportion of total patches sampled before encountering a positive patch is roughly equal to the proportion of patches which are positive for goblet cells.

The performance of a CNN trained to recognize goblet cells within a patch is also dependent on the size of the patch. In particular, smaller patch sizes require more patches to be processed before identifying a positive one. Smaller patch sizes also enable higher magnifications to be used, so that goblet cells appear larger within a patch, enabling a CNN to more effectively identify them. The patch size is therefore a critical parameter affecting the tradeoff between performance and inference time.

We developed a framework that can quantify the tradeoff between performance and inference time in a manner agnostic to both the morphological features being localized and the machine learning approach used to classify whether they are present in a given patch. Using our framework, a patch size can be chosen which maximizes classification performance while keeping slide inference times within clinical time constraints. As the creation of pixel-level annotations of GIM-positive slides is a very time-consuming task for pathologists, we also investigated the relationship between the quantity of annotated GIM-positive WSI used for model development and resultant model performance. We tested our framework for patch magnifications of 2.5x, 5x, 10x, 20x, and 40x, with the size of each field of view provided (in micrometers) for each magnification in Section IIA.

B. Inference Strategy

For both the evidence localization and slide classification tasks, we first tile the slide without overlap at a chosen patch magnification. We downsample the patches to 224 x 224 pixels and reject non-tissue tiles using the approach described in the patch dataset creation step (see Section IIB). We then randomly sample from these patches without replacement and use a patch classification model appropriate to that magnification to sequentially obtain patch scores for each patch.

Our approach to evidence localization is to maintain a “candidate list” consisting of the top three patches with the highest scores output by the goblet cell detection model out of all patches sampled thus far. We perform slide classification by aggregating the patch scores from the candidate list into a slide score representing the probability that the slide was GIM-positive. Aggregation is typically performed using a maximum or averaging operation over some or all of the patch-level predictions [1], [23], [24]. In our experiments, the slide classification at each time step consisted of the average of the model scores for patches on the candidate list. The candidate list and slide classification score were updated each time a new patch was sampled, enabling the model to provide continuous outputs for each task as the slide was processed. Within a clinical setting, the candidate list containing the top three patches might also be useful for continuously displaying to a pathologist the patches that are most likely to contain goblet cells as the slide is processed. Our experiments quantified both the number of patch samples required for a positive patch to enter the candidate list for the evidence localization task, and the classification performance as a function of the number of patch samples processed for the slide classification task.

C. Models and Training

Several CNNs were trained separately on fixed-magnification patch sets to classify WSI patches as positive or negative for goblet cells, using the labeled patch sets extracted from the training and validation set slides. We used a model architecture from the EfficientNet family, which has achieved superior accuracy and efficiency on natural image classification by using neural architecture search to design a new baseline network, which was then scaled up [25]. Specifically, we used EfficientNet-B1, which is 7.6x smaller and 5.7x faster than ResNet-152 [26]. We trained one model for each of five magnification-specific patch datasets, initializing each model using pretrained ImageNet weights and preprocessing each patch by mean-centering with respect to the ImageNet dataset [27].

During each training iteration, half of the examples were randomly sampled from among the positively-labeled patches, with the other half sampled from the negatively-labeled patches. Unweighted binary cross-entropy was used as the loss function. We utilized the Imbalanced-learn library [28]
to randomly sample an equal number of tiles from the majority (negative) class, with replacement. We used the Adam optimizer [29] with a learning rate of 0.0001 and a batch size of 32. The AUC on the corresponding validation patch set was monitored during training, and the training procedure was stopped once this metric did not increase for 100 consecutive iterations. Data augmentation was applied during training, rotating each tile by a multiple of 90 degrees chosen uniformly at random and performing a reflection across the vertical axis with a probability of 1/2.

As creating goblet cell segmentation maps for GIM-positive slides is manually intensive and requires the full slide to be annotated for accurate patch labels to be obtained, we investigate how the quantity of annotated slides in the training set affected patch classification performance by randomly stratifying the training and validation sets into four “supervision groups”, with varying numbers of GIM-positive slides used in training and validation, and obtaining performance metrics for each group. The groups consisted of 8 and 2, 16 and 4, 24 and 6, and 32 and 8 annotated GIM-positive slides in the training and validation sets, respectively. Each supervision group contained all patches from all available GIM-negative slides in the training and validation sets, as these patch labels can be concluded to all be negative and hence are readily obtained. We trained 20 models in total, one for each combination of patch magnification and supervision group.

V. Experiments

The tasks of evidence localization and slide-level classification, while related, are qualitatively different, as ROI extraction is fundamentally an information retrieval (IR) task and slide-level classification is a binary classification task, in the case of GIM diagnosis. Performance on these tasks depends heavily on a model’s patch classification. For this reason, we performed three sets of experiments, with the first evaluating each model’s patch classification performance across all patches in the test set, and the latter two sets of experiments evaluating performance and inference times for each of the two tasks. All experiments were conducted using the test set of 20 GIM-positive slides and 86 GIM-negative slides.

A. Patch Classification

1) Metrics: Our inference strategy for processing an entire slide, regardless of the chosen patch magnification, required assigning a score to each patch representing the likelihood that the patch contained goblet cells. As the distribution of positive and negative patches in slides is typically heavily imbalanced, with a majority of negative patches, we first measured a standard metric used in IR and object detection for this setting, namely the average precision (AP). We calculated patch classification APs for each combination of magnification and supervision group, across all patches in the test set at the corresponding magnification.

2) Results: We found that the AP for patch classification increased with the number of positive training examples, reaching a maximum of 0.918 at 20x magnification, when trained using the full training and validation sets (see Fig. 2). Lower magnification models were found to benefit more substantially from larger training and validation sets than higher magnification models. The 2.5x model saw an increase in AP from 0.361 to 0.542 when the size of the supervision group was doubled from 16 to 32 GIM-positive slides; the 20x model only saw an increase in AP from 0.890 to 0.918 over this range. With the full training and validation sets, the 20x model had the highest AP, followed by 40x, 10x, 5x, and 2.5x, in that order. These trends suggest that the increased tissue context from the larger field of view of the 20x compared to the 40x model aids classification performance up to a point, with performance decreasing with decreasing magnification, as the relative size of the goblet cells within a patch decreases.

B. Evidence Localization

1) Metrics: As patches are sampled at inference time, it is reasonable to expect that, upon a positive patch entering the candidate list, the slide label prediction will not only reflect this, but that, if a pathologist were monitoring the candidate list, they would presumably recognize the patch as being positive and could disregard further model outputs. We therefore considered a positive patch entering the candidate list as the moment of “success.” Depending on the order in which patches are processed, it is possible that a success never occurs, so we defined two additional slide-specific metrics, namely the Failure Rate and the Time to Detection. These metrics capture the probability of failure, as well as the expected time until success, each of which we define with respect to a particular GIM-positive slide. We also define the Miss Rate as a summary statistic of the failure rate across the GIM-positive slides in the test set.

For a given slide, we define the Failure Rate as the probability that a positive patch never enters the candidate list for a uniformly random permutation of all patches in the slide. This is a function of the highest ranking the model assigns to any positive patch in the slide. For example, if there are 3 negative
patches ranked higher than the top-ranked positive patch, then it is possible for these three patches to be processed before any of the positive ones, in which case a positive patch will never enter the candidate list. Letting \( r \) denote the top ranking of any positive patch (with the top patch having a rank of 0), \( k \) denote the total number of positive patches in the slide, and \( T \) denote the size of the candidate list (\( T = 3 \) in our experiments), the failure rate is given by:

\[
\frac{r!}{(r + k - T)!} = \frac{r!(r + k - T)!}{(r - T)!(r + k)!}
\]

when \( r \geq T \) and 0 otherwise. If one of the top \( T \) patches is positive, then success is guaranteed and the failure rate is 0. We define the **Miss Rate** as the fraction of GIM-positive slides in the test set with a nonzero failure rate.

While not all permutations of the patches may yield a success, we want to quantify how many patches would need to be processed before a success occurs, given that one eventually does. We define the **Time to Detection** as the number of patches processed before a positive patch enters the candidate list, and measure the mean and variance of this quantity over a uniformly random patch permutation. We obtained Monte Carlo estimates of these statistics for each slide over 10,000 trials, and compared these statistics with those from an “oracle model” which ranked all positive patches above all negative patches. The mean and variance of the oracle model can be expressed in closed form as the mean and variance of a negative hypergeometric distribution. Concretely, if there are \( N \) elements in a set, of which \( k \) are successes and \( N - k \) are failures, and samples are randomly drawn from the set without replacement, then the number of failures, \( t \), until a success is seen, is represented by the negative hypergeometric distribution \( NHG_{N,N-k,1}(t) \), with its mean given by

\[
\frac{N - k}{k + 1}
\]

and variance by

\[
\frac{k(N - k)(N + 1)}{(k + 1)^2(k + 2)}
\]

In our case, successes correspond to positive patches and failures correspond to negative patches.

We found that, at low magnifications such as 2.5x and 5x, we could find positive patches quickly (on the order of dozens of patches sampled), but at the cost of 10% of slides having a non-zero failure rate. As magnification increased, the failure rates dropped to zero, but at the cost of higher means and standard deviations for the time to detection. As goblet cells only occupy a small fraction of a slide, at higher magnifications such as 20x and 40x, the Time to Detection (TTD) not only increased, but the standard deviation in TTD increased to roughly twice the mean, for the 20x and 40x models. We found that, at a magnification of 10x, we could localize goblet cells quickly while maintaining a miss rate of zero, indicating that patch sizes of 10x afford the shortest time until a positive goblet cell detection, without risking any GIM-positive slides being analyzed without finding a positive patch.

We observed that the median TTDs for all magnifications were relatively short and required fewer than 40 patches to be processed, with mean TTDs competitive with the oracle. The larger values for the mean TTDs were the result of

---

**TABLE I: Time to Detection**

| Patch Magnification | Mean (SD) | Miss Rate |
|---------------------|----------|-----------|
| 2.5x                | 2 (1)    | 10%       |
| 5x                  | 7 (11)   | 10%       |
| 10x                 | 26 (42)  | 0%        |
| 20x                 | 60 (117) | 0%        |
| 40x                 | 192 (406)| 0%        |

---

**Fig. 3:** Distribution of mean Time to Detection for evidence localization over GIM-positive test slides at each magnification. Mean Time to Detection reported for each slide is defined as the number of patches processed before a true positive patch enters the candidate list, averaged over 10,000 random permutations of the list of patches for the slide.

**Fig. 4:** Mean Time to Detection (in seconds) at 20x magnification for positive test slides (represented by a dot), with standard deviations (represented by the line). Our times to detection, determined empirically over 10,000 random permutations of the list of patches for the slide, were compared with those of an oracle, calculated for each slide as the mean and standard deviation of a negative hypergeometric distribution with the number of total tissue patches and positive tissue patches in the slide as parameters.
a minority of the test slides having a significantly lower prevalence of goblet cells, necessitating over 100 patches to be processed, on average, for those slides (over 1,000 patches for 40x models, which might be impractical for deployment in a clinical setting). The distribution of mean TTDs for each of the 20 GIM-positive slides in the test set is displayed in Figure 4.

C. Slide Classification

1) Metrics: The choice of which patch magnification to use depends on the time and performance constraints at inference time. In particular, given the constraints that inference time must not exceed a particular value, and that a slide classification metric must be above a particular performance threshold if it is to be useful in a clinical setting, we would like to choose a patch magnification that achieves the highest possible classification performance.

To inform this choice, we evaluated the slide classification task on the test set by measuring two binary classification metrics, namely the average precision and area under the receiver operating characteristic curve (AUC) of the slide-level predictions, as a function of the number of patches sampled without replacement from a non-overlapping grid of patches in each slide at each magnification. We repeated this 500 times and calculated the means and standard deviations of the two metrics for each magnification. The number of patches sampled was our measure of the cost of the inference strategy, and was proportional to the inference time when patches were processed sequentially. We quantified the tradeoff between classification performance and inference cost for each model, using graphs of mean AP versus the number of patches sampled, for all patch magnifications. From these, we derived graphs of costs required for each model to reach a desired AP. For a desired value of the AP or AUC, we also obtained estimates of the range of sample sizes required for the metric to reach within one standard deviation of the mean, giving a best and worst case estimate for the inference time required to reach the corresponding level of classification performance.

2) Results: Examining first the AP as a function of patches sampled when the full training and validation sets were used, we observed that the magnification of the model with the highest AP increased monotonically with the number of patches sampled, from 2.5x to 20x, with the 40x model never becoming the dominant model (see Figure 5).

Higher classification performance required a greater number of patch samples, with the cost to reach a given performance threshold dependent on the patch magnification. We quantified how the magnification affects the cost required to reach mean APs between .40 and 1.00 in Figure 6. We found that the maximum AP achievable by each model increased with the magnification, and that, among the models achieving a given AP, the lowest magnification model required far fewer patch samples than the other models. For APs up to approximately 0.68, the 2.5x model performed slide classification most efficiently, with under 10 patches having to be sampled on average. For APs of 0.63 to roughly 0.96, the 5x model was most efficient, reaching a 0.96 AP with fewer than 90 patches having to be sampled on average. For APs between roughly 0.96 and 0.99, the 10x model dominated, requiring fewer than 250 patches to be sampled. For APs between 0.99 and 1.00, the 20x model was the most efficient, requiring at least 400 patches to be sampled, in order to reach a perfect AP of 1.00. As the 20x model saturated at an AP of 1.00, the 40x model was never the most efficient, requiring over 100 patches to reach this threshold. Similar trends held for the AUC metric, with higher values for AUC than AP at each number of patches sampled, and all magnifications above 2.5x able to reach AUCs above 0.95. For APs between 0.97 and 0.99, the 10x model required the fewest samples, and is a promising choice of patch magnification for clinical settings, if computational hardware constraints are present which might impact inference time, with the 20x model being preferred otherwise.

Examining the tradeoff between AP and number of patches sampled for each supervision group in Figure 7, we found that increasing the size of the training and validation sets led to the greatest benefit at lower magnifications (2.5x and 5x). At higher magnifications, the difference in the curves for AP
TABLE II: Slide classification metrics as average precision (AP) and area under the receiver operating characteristic curve (AUC), with times reported as ranges of the number of CNN evaluations for which the performance threshold is within one standard deviation of the mean value of the classification metric over 500 uniformly random patch orderings.

| Training Set Size | Patch Magnification | Patch Samples Required for .95 (± SD) AP | Patch Magnification | Patch Samples Required for .98 (± SD) AUC |
|-------------------|---------------------|----------------------------------------|---------------------|----------------------------------------|
|                   | 2.5x                | 5x          | 10x          | 20x          | 40x          | 2.5x          | 5x          | 10x          | 20x          | 40x          |
| 8                 | -                   | -           | -            | -            | -            | -             | -           | -            | -            | -            |
| 16                | -                   | -           | 123-287      | 186-450      | 557-1847     | -             | -           | 100-232      | 179-460      | 481-1749     |
| 24                | -                   | 71-60-147   | 96-292       | 219-906      | -            | -             | 47-77       | 57-133       | 104-321      | 201-901      |
| 32                | -                   | 67-79-162   | 114-308      | 294-1020     | -            | -             | 43-67       | 81-164       | 117-353      | 324-1259     |

Fig. 6: Number of patches sampled vs. magnification vs. AP of slide-level classification for all slides in the test set at varying slide magnifications. AP is presented as a function of the number of patches sampled, averaged over 500 random patch orderings. The cost is represented by the number of patches processed, and is proportional to the processing time, when each patch is processed in sequence.

versus number of patches sampled was negligible for the 3 groups with the largest training and validation sets. Intuitively, this trend can be explained by the larger effective tissue area contained within lower versus higher magnification patches, which allows for greater histomorphologic heterogeneity in tissue architectural features, necessitating larger training and validation sets for improved model generalizability. (Due to the nature of histopathologic specimens, higher magnification patches generally contain more uniformity in the types and arrangements of cells and other morphologic features.)

Fig. 7: Number of patches sampled vs. Average Precision of slide-level classification for all GIM-positive slides in the test set, for varying training set sizes (numbers of annotated positive slides), across all magnifications. Classifiers were trained at 5 patch magnification levels, with varying quantities of GIM-positive slides in the training set.

Our results indicate that lower magnifications can be more efficient, if moderate performance is required. For higher performance, higher magnifications are needed, though at a higher cost. Patches at 40x are too numerous for the 40x model to dominate over any of the other magnifications, using our inference strategy.

D. Inference Times

While the numbers of patch samples required to perform evidence localization and slide classification are useful hardware-agnostic measures for the cost of each model at inference time, we additionally measured inference times when models are run in a web browser using consumer-grade workstation hardware that reasonably approximates the computational resources available to the average pathologist. In particular, we measured the time required to process a single patch using Tensorflow.js [30] on a 2015 MacBook Pro with a 2.8 GHz Intel Core i7 CPU and Intel Iris Pro GPU in Google Chrome Version 84. Inference in Tensorflow.js may be executed using any of three backends, with the choice of backend depending on web browser support and available hardware. Specifically, it can be performed using either vanilla Javascript on a CPU ("cpu"), WebAssembly on a CPU ("wasm"), or WebGL on a graphics card ("webgl"). The "cpu" backend is slowest, but has the lowest hardware and software requirements, whereas the "wasm" backend requires browser support for WebAssembly, and the "webgl" backend requires browser support for WebGL, in addition to a graphics card. The mean time required to perform inference on a single patch, averaged over 100 patch evaluations using the CNN, was 3 seconds for the "cpu" backend, 0.28 seconds for the "wasm" backend, and 0.05
We found that, even in the absence of a GPU, the random patch sampling method could perform evidence localization and slide classification in under one minute using the “wasm” backend, which is well within desired clinical time constraints. The 10x model was able to perform evidence localization with a zero failure rate, and Table II shows that it was able to perform slide classification with an AUC of 0.98 within a range of 81-164 patch samples, corresponding to roughly 4-8 minutes per WSI with the “cpu” backend, 22-45 seconds with the “wasm” backend, and 4-8 seconds with the “webgl” backend. At 20x magnification, maximum performance metrics were attained within 500 patch samples, corresponding to inference times of 25 seconds with “webgl”. In contrast, when WebGL is not available, performing inference on 500 patches with the “cpu” and “wasm” inference modes could take up to 25 minutes and 2.3 minutes respectively, placing the 20x model outside the range of near-real-time clinical utility without GPU hardware support.

VI. DISCUSSION

Our random patch-sampling inference strategy achieved high slide-level classification performance and high inference speeds (requiring only a fraction of the time necessary for processing an entire slide). This approach may be particularly practical in clinical settings, as it does not require the use of dedicated graphics hardware at inference time, and can easily be accessed by users in a browser interface, without sensitive patient data needing to leave the pathologist’s workstation.

A limitation of our study is that we only had access to data from a single institution. It remains for future studies to investigate how well the performance characteristics of our models generalize to WSI from other institutions. Furthermore, our work does not investigate the effect of incorporating preprocessing procedures such as stain normalization, which has been shown to increase generalizability across different institutions and histology labs [31], [32]. An interesting extension of our work, which might yield higher-performance classification at lower magnifications, would be to investigate the use of more fine-grained labels for patch classifier training (for example, by using goblet cell segmentation maps as labels, and aggregating a segmentation model’s output into a final goblet cell score). Furthermore, investigating multi-scale models which incorporate classifications of patches at various sizes could lead to faster inference times, with our evaluation framework able to precisely quantify tradeoffs in performance and inference time for such extensions.

VII. CONCLUSION

In this study, we have presented a novel WSI analysis method that sparsely samples patches from WSI of gastric biopsies for rapid diagnosis of intestinal metaplasia (GIM), which can easily be utilized by pathologists via local processing in a web browser. We have also developed an evaluation framework for quantifying tradeoffs between performance and inference time across different slide magnifications and training set sizes. We demonstrate that our random patch sampling strategy can perform slide classification with a mean AUC of greater than 0.98, by processing less than 40% of the average slide area. We further show that this method does not require large amounts of pixel-level annotations for training, achieving high diagnostic performance with only 30 annotated GIM-positive slides. Our slide inference and evaluation methodology is inherently generalizable, and can readily be extended to other biomarker and object localization tasks in histopathology.
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