APPLICATION OF COMPRESSIVE SENSING THEORY FOR THE RECONSTRUCTION OF SIGNALS IN PLASTIC SCINTILLATORS
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Compressive Sensing theory says that it is possible to reconstruct a measured signal if an enough sparse representation of this signal exists in comparison to the number of random measurements. This theory was applied to reconstruct signals from measurements of plastic scintillators. Sparse representation of obtained signals was found using SVD transform.
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1. Introduction

Medical imaging started in the end of 19th century when Roentgen discovered X-rays and has improved considerably since this time. Nowadays, examinations using imaging scanners are the essential part of medicine. Thanks to these methods, pathologies can be observed directly rather than inferred from symptoms. For example, the growth of a brain tumor can be non-invasively monitored to determine an appropriate medical treatment. Medical imaging techniques can also be used when planning or even while performing surgery.
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Positron Emission Tomography (PET) [1] is one of the most prominent and perspective techniques in the field of medical imaging. In this method, the radiation is originated from inside of the patients body. Before an examination, the patient is injected with a drug containing a radionuclide, which localizes in a biologically active areas in the patient. In PET imaging, a radioactive isotope emits positrons (anti-electrons). When a positron meets an electron, the collision produces a pair of gamma ray photons having the same energy at 511 keV but moving in opposite directions. The patient is surrounded by a large number of scintillation detectors and the two gamma quanta registered in coincidence define a line through the patient referred to as line of response (LOR). Using similar information from many positron annihilations, the image of distribution of the radionuclide is obtained.

Nowadays, in PET systems, a Time-of-Flight information is used to improve the image reconstruction process. In conventional PET, a positron annihilation is registered but its position along the LOR remains unknown. However, in Time-of-Flight PET (TOF-PET), the faster detectors are able to measure the difference in the arrival time of the two gamma rays, with the precision enabling to shorten significantly a range along the LOR where the annihilation occurred. The additional position information enables the reconstruction algorithm to improve the images quality and the procedure convergence.

In Strip TOF-PET scanner [2–4], gamma rays are detected in plastic scintillators. Signals propagate along the scintillators and are measured by two photomultipliers (PMTs) at its ends. Measurement of the arrival time at both PMTs allows to determine the place where gamma particle hit a scintillator. Thus, the coincidence of hitting two scintillators is necessary to reconstruct a 3D position of positron annihilation.

In a single strip of Strip TOF-PET system, time values are obtained by probing the signal in the amplitude domain. Probing must be used because there is no possibility to register whole signals in time domain, since the duration of signals is given in nanoseconds. The information about the shape of the signals is highly correlated with the hit position of the annihilation gamma quantum, along the scintillator strip. Thus, with this information a better filtering of coincidence of the two signals and also a more accurate reconstruction of position are possible.

But there remains a question: could we reconstruct the whole signal based on only a few random measurements? It is impossible to reconstruct the signal in the original time domain. However, according to the Compressive Sensing (CS) [5, 6] theory, the reconstruction is possible if an enough sparse representation of the signal exists in comparison to the number of random measurements.
The goal of this work was to investigate the possibilities of reconstruction of the original signal based on small number of measurements. In order to do this, an appropriate representation of the data had to be found.

2. Compressive Sensing theory

Let us define the complete time signal and denote it with $y$. The signal is *K-sparse* if it is completely defined by only $K$ coefficients and $K$ is small in comparison to the signal dimension $M$. The rest of the coefficients ($M-K$) are equal to zero or close to zero. The *K-sparse* representation of the signal $y$, will be denoted by $x$. These coefficients may be calculated using Discrete Fourier Transform (DFT) [7], Discrete Wavelet Transform (DWT) [7], Singular Value Decomposition (SVD) [8] or any other transform.

Since the signal $x$ is *K-sparse*, the reconstruction of its coefficients does not require the complete vector $y$. The basic question in this scheme is how many random measurements of signal $y$ are needed to obtain a full information about the signal $x$ and, therefore, full information about $y$. In general, it can be shown that the $N$ random measurements of $y$ are required where $N$ is greater than $2K$, where $K$ is the sparsity of the $x$.

One can show that it is possible to recover $x$ by solving an optimization problem of the form

$$\hat{x} = \arg\left(\min \|x\|_1\right), \quad \text{such that } y = A \cdot x,$$

where $A$ is the $(M \times N)$ transform matrix describing relation between $x$ and $y$. The $x$ and $y$ are $M$ and $N$ dimensional vectors, respectively. The $\|x\|_1$ denotes the $L_1$ norm of vector $x$. In general, the $L_p$ norm of $M$ dimensional vector $z$ is defined as follows

$$\|z\|_p = \begin{cases} \left(\sum_{i=1}^{M} |z_i|^p\right)^{\frac{1}{p}} & p \in [1, \infty) \\ \max(|z_i|) & p = \infty \end{cases}. \quad (2)$$

In the case when $p < 1$, norm defined in Eq. (2) fails to satisfy the triangle inequality, so it is actually a quasinorm. The use of $L_1$ norm in minimization problem (see Eq. (1)) to promote or exploit sparsity has a long history [9, 10]. In general, it can be shown that for $L_p$ norm, where $p$ is less or equal 1, sparse solution might be found.

3. Signal representation

According to Compressive Sensing theory, finding a proper representation of the data is very crucial for reconstruction of the signals.
In defining the measured signal, denoted by $y$, the information about a time difference of arriving of the two signals is taken into account. For this purpose, the two independently registered signals from two detectors were concatenated. The example of signal $y$ is presented in Fig. 1.
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**Fig. 1.** The example of a signal prepared for the reconstruction.

The registration starts after one of the signals reach the amplitude of $-0.05$ V. In the example presented in Fig. 1, the second signal arrived earlier. It can be assumed that before the registration starts, only a noise is present in the later signal (in an example a first one). Thus, in this case, the information about a time difference enables one to put an additional points, marked with gray/green dots. The amplitude values in these additional points are assumed to be equal to zero. The approach, where whole the information from two signals is considered, facilitates the reconstruction.

Total number of points ($N$) used for reconstruction of each $y$ signal, consists of twelve measured points (marked with dark gray/red dots in Fig. 1) plus number of points that express the difference between absolute time at both ends of scintillator (these additional points are marked with gray/green dots). It should be noted that each signal $y$ consists of 560 samples.

The complete data set used in this study consists of about 3500 signals. All signals in this data set are highly correlated. It seems reasonable to use a transform that builds basis vectors using the data.

To extract the information present in the signals, a decorrelation of the data set with the SVD transform was performed. The SVD transformation is commonly used to store the information more efficiently. The basis vectors of the SVD are the eigenvectors of the data set covariance matrix.
Figure 2 shows the singular values of a $3500 \times 560$ data set. They were computed by first removing the column means of the dataset and then performing a full SVD. The singular values become very small for $i$ larger than 20. This means that the signal is sparse in the new SVD domain.

![Singular values of dataset](image)

Fig. 2. Singular values of dataset with expanded view of first 40 values; $i$ denotes component number.

4. Results

The reconstruction of time domain signal ($\mathbf{y}$) is a two-step process. In the first step, the sparse representation of signal in the SVD domain ($\mathbf{x}$) based on $N$ random measurements of $\mathbf{y}$ is estimated. In the second step, the unknown signal $\mathbf{y}$ is reconstructed based on estimated signal $\mathbf{x}$ and the full SVD transformation matrix. The mean value of Root Mean Square Error (RMSE) between original and reconstructed $\mathbf{y}$ signals from the whole 3500 data set is ca. 0.05 V. In Fig. 3 the two examples of original (light gray/blue curves) and reconstructed signals (dark gray/red curves) are shown.

In the upper image of Fig. 3, signal registered at second photomultiplier has higher amplitude what means that the place where gamma ray hit a scintillator was nearer to the second PMT. The opposite situation is observed in the lower image, where gamma ray hit a scintillator nearer to the first photomultiplier. In two presented examples, the RMSE is similar and ca. equal to mean RMSE from the whole dataset.

In the first example, only 21 points were used to reconstruct 560 samples of original signal. In the second example, 560-sample signal was reconstructed using 18 samples.
5. Summary

In this paper, a novel scheme for the reconstruction of signals in plastic scintillators was proposed. As it was shown, according to the Compressive Sensing theory, it is possible to reliably reconstruct full time signal using just several measurements. To achieve this result, a sparse representation of the data need to be found. In this work, the transformation of the data based on Singular Value Decomposition (SVD) was examined. Reconstruction of signals from the photomultipliers using presented scheme is fast. It should be stressed that this is the case of using a SVD transform and for another transformation it could last much longer. The analysis of shapes
of reconstructed signals may be used to reduce random coincidences and the background. The conception of the Compressive Sensing theory is very general and it may be used in solving other problems, where it is possible to find the sparse representation for the original representation of the data.
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