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ABSTRACT. We estimate large and small values of $|L(\rho', \chi)|$, where $\chi$ is a primitive character mod $q$ for $q > 2$ and $\rho'$ runs over critical points of the Riemann zeta function in the right half of the one-line and on the one-line, that is, the points where $\zeta'(\rho') = 0$ and $1 \leq \Re \rho'$.

1. INTRODUCTION AND PREVIOUS RESULTS

The Riemann zeta function is defined as $\sum_{n=1}^{\infty} n^{-s}$, where $s$ is a complex number with $\Re s > 1$. This function can be meromorphically continued over the whole complex plane.

Dirichlet $L$-functions are widely studied analogues of the Riemann zeta function. A Dirichlet $L$-function is defined as $\sum_{n=1}^{\infty} \chi(n)n^{-s}$, where $\chi$ is a Dirichlet character mod $q$ for some integer $q$. The Riemann zeta function and Dirichlet $L$-functions play an extremely crucial role in the theory of primes. One of the most famous conjectures, the Riemann hypothesis, states that all the non-trivial zeros of the zeta function lie on the line $\Re s = 1/2$. The analogous conjecture for Dirichlet $L$-functions, the generalized Riemann hypothesis, states that all non trivial zeros of such functions lie on $\Re s = 1/2$.

There are many interesting open problems about the Riemann zeta function and Dirichlet $L$-functions. One of those problems is studying extreme values of Dirichlet $L$-function at the critical points of the zeta function. We expect extreme values that an $L$-function takes at critical points of the Riemann zeta function to be very close to the extreme values that the $L$-function would otherwise take to the right of the vertical line $\Re s = 1$. That is, an $L$-function is expected to behave in a manner that is independent of the nature of the points that are special with respect to the Riemann zeta function. The results obtained in this paper corroborate this behavior. In fact, the results in this paper show that extreme values of a Dirichlet $L$-function at critical points of the zeta function are identical to its extreme values at randomly sampled points on $\Re s = 1$.

Gonek and Montgomery [11] obtained results sampling zeta at the critical points of the Riemann zeta function to the right of $\Re s = 1$. Let $\rho' = \beta' + i\gamma'$ denote a typical critical point of the zeta function, that is, a point where $\zeta'(\rho') = 0$ and let $C_0$ be Euler’s constant. Assuming RH, they showed that for $\beta' \geq 1$,

\[
\limsup_{\gamma' \to \infty} \frac{|\zeta(\rho')|}{\log \log \gamma'} \leq \frac{1}{2e}C_0
\]
and, unconditionally, for $\beta' > 1$, that

\[(1.2) \quad \limsup_{\gamma' \to \infty} \frac{|\zeta(\rho')|}{\log \log \gamma'} \geq \frac{1}{4} e^{C_0}.\]

Assuming the Riemann hypothesis (RH), Littlewood [8] proved that

\[(1.3) \quad \limsup_{t \to \infty} \frac{|\zeta(1 + it)|}{\log \log t} \leq 2 e^{C_0}.\]

He also proved, unconditionally, that

\[(1.4) \quad \limsup_{t \to \infty} \frac{|\zeta(1 + it)|}{\log \log t} \geq e^{C_0}.\]

We can see that the limits obtained in (1.1) and (1.2) are $1/4$ times the limits obtained in (1.3) and (1.4).

For small values Gonek and Montgomery proved unconditionally that

\[\liminf_{\gamma' \to \infty} |\zeta(\rho')| \log \log \gamma' \leq \frac{2\pi^2}{3} e^{-C_0}\]

and assuming RH they proved

\[\liminf_{\gamma' \to \infty} |\zeta(\rho')| \log \log \gamma' \geq \frac{\pi^2}{3} e^{-C_0}\]

In contrast the extreme values of $L$-functions at critical points of the zeta function to the right of $\Re s = 1$ are the same as extreme values of the $L$-function on the $\Re s = 1$. Results analogous to those of (1.3) and (1.4) for the small values were proven by Littlewood [7] and Titchmarsh [3].

1.1. More recent results:

The author [10] of this paper extended the result for the extreme values of the zeta function at its critical points in the critical strip. His results are as follows:

Let $\sigma_1$ be such that $1/2 < \sigma_1 < 1$. Let $\rho' = \beta' + i\gamma'$ denote a critical point of the Riemann zeta function such that $\sigma_1 < \beta' < 1$. Then for any $\epsilon$ and $\epsilon' > 0$ and for infinitely many $\rho'$ with $\gamma' \to \infty$, we have unconditionally that

\[\log |\zeta(\rho')| \geq (B(\sigma_1) - \epsilon') \frac{(\log \gamma')^{1-\beta'}}{(\log \log \gamma')^{5-3\beta'+\epsilon}},\]

where

\[B(\sigma_1) = \frac{(\sigma_1 - 1/2)^{1-\sigma_1} \log 2}{(1 - \sigma_1)^2 4^{1-\sigma_1}}.\]

And also:

Let $\sigma_1$ be such that $1/2 < \sigma_1 < 1$. Let $\rho' = \beta' + i\gamma'$ denote a critical point of the Riemann
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Zeta function such that $\sigma_1 < \beta' < 1$. Then for any $\epsilon$ and $\epsilon' > 0$ and for infinitely many $\rho'$ with $\gamma' \to \infty$, we have unconditionally that

$$\log |\zeta(\rho')| \leq (-B(\sigma_1) + \epsilon') \frac{(\log \gamma')^{1-\beta'}}{(\log \log \gamma')^{5-3\beta'+\epsilon}}.$$  

The recent results by Christoph Aistleitner, Kamalakshya Mahatab and Marc Munsch \cite{1} showed a much improved lower bound on the extreme values of the Riemann zeta function on the line $\Re s = 1$. Using resonance method, they showed that there is a constant $C$ such that

$$\max_{t \in [\sqrt{T}, T]} |\zeta(1+it)| \geq e^{C_0} (\log \log T + \log \log \log T - C)$$

for all sufficiently large $T$. Using the same method C. Aistleitner, K. Mahatab, M. Munsch and A. Peyrot \cite{2} proved that for any given $\epsilon$, for all sufficiently large $q$, there is a non-principal character $\chi$ mod $q$ such that

$$|L(1, \chi)| \geq e^{C_0} (\log \log q + \log \log \log q) - C - \epsilon,$$

where $C = 1 + 2 \log 2$. Similar results for the upper bound have been obtained by Y. Lamzouri, Y., X. Li and K. Soundararajan \cite{13}. Assuming GRH they proved that, for any primitive character $\chi$ mod $q$ with $q \geq 10^{10}$ we have

$$|L(1, \chi)| \leq 2e^{C_0} (\log \log q - log 2 + 1/2 + 1/\log \log q)$$

and

$$\frac{1}{|L(1, \chi)|} \leq \frac{12e^{C_0}}{\pi^2} \left( \log \log q - \log 2 + 1/2 + \frac{1}{\log \log q} + \frac{14 \log \log q}{\log q} \right).$$

2. MAIN RESULTS OF THE PAPER

The following two theorems give us the bounds for large values of a Dirichlet L-function at the critical points of the zeta function.

**Theorem 1.** Assume the Generalized Riemann Hypothesis (GRH). Let $\rho' = \beta' + i\gamma'$, where $\zeta'(\rho') = 0$ and $\beta' \geq 1$. Then for a primitive character $\chi$ mod $q$,

$$\limsup_{\gamma' \to \infty} \frac{|L(\rho', \chi)|}{\log \log \gamma'} \leq 2e^{C_0} \frac{\phi(q)}{q},$$

where $\phi(q)$ denotes Euler’s $\phi$-function.

**Theorem 2.** Let $\rho' = \beta' + i\gamma'$, where $\zeta'(\rho') = 0$ and $\beta' > 1$. Then for a primitive character $\chi$ mod $q$,

$$\limsup_{\gamma' \to \infty} \frac{|L(\rho', \chi)|}{\log \log \gamma'} \geq e^{C_0} \frac{\phi(q)}{q}.$$
Theorem 3. Assume the GRH. Let $\rho' = \beta' + i\gamma'$, where $\zeta'(\rho') = 0$ and $\beta' \geq 1$. Then for a primitive character $\chi \mod q$,

\begin{equation}
\liminf_{\gamma' \to \infty} |L(\rho', \chi)| \log \log \gamma' \geq \frac{\pi^2 e^{-C_0}}{12} \prod_{p|q} \frac{p+1}{p}.
\end{equation}

Theorem 4. Let $\rho' = \beta' + i\gamma'$, where $\zeta'(\rho') = 0$ and $\beta' > 1$. Then for a primitive character $\chi \mod q$,

\begin{equation}
\liminf_{\gamma' \to \infty} |L(\rho', \chi)| \log \log \gamma' \leq \frac{\pi^2 e^{-C_0}}{6} \prod_{p|q} \frac{p+1}{p}.
\end{equation}

It can be seen using Kronecker’s theorem that the bounds in Theorems 1 to 4 are valid, as $t \to \infty$, even if we replace a critical point $\rho'$ of the Riemann zeta function with a generic point $s = \sigma + it$ with $\sigma > 1$. This shows that the critical points of the zeta function behave exactly the same way as the randomly sampled points of $L(s, \chi)$ on the line $\Re s = 1$. The reason we included Theorems 1 and 3 in this paper is to show that the bound in Theorem 1 is twice the bound in Theorem 2 and the bound in Theorem 4 is twice the bound in Theorem 3. Thus these bounds essentially follow the similar pattern that can be observed in Littlewood’s [7] paper and also Montgomery and Gonek’s [11] paper. It is conjectured that the equality should hold in Theorem 2 and 4. Thus it is unlikely that the resonance method will improve the bounds of Theorem 2 and Theorem 4. But it will be interesting to see if the similar bounds can be obtained by the resonance method.

In the remainder of the paper, we use the following notations. The greatest common divisor of $a, b$ will be denoted by $(a, b)$. The letter $p$ denotes a prime and the letters $q, n$ represent positive integers. $\Lambda(n)$ represents the Von-Mangoldt function, which is defined as,

$$
\Lambda(n) := \begin{cases} 
\log p, & \text{if } n = p^k \text{ for some prime } p \text{ and positive integer } k \\
0, & \text{otherwise.}
\end{cases}
$$

3. Lemmas for the proof of Theorem 1

In this section we prove lemmas required to prove Theorem 1.

Lemma 1. Let $a(n)$ be a totally multiplicative function such that $|a(p)| \leq 1$, for all $p$. Then for $x \geq 2$ and $\sigma \geq 1$, we have

$$
\sum_{1 < n \leq x} \frac{a(n)\Lambda(n)}{n^\sigma \log n} = \sum_{p \leq x} \log \left(1 - \frac{a(p)}{p}\right)^{-1} + O\left(\frac{1}{\sqrt{x \log x}}\right),
$$

and

$$
\sum_{1 \leq n \leq x} \frac{\Lambda(n)a(n)}{n^\sigma} = \sum_{1 \leq n \leq x} \frac{a(p)\log p}{p^\sigma - a(p)} + O\left(\frac{1}{\sqrt{x}}\right).
$$
If \(|a(p)| = 1\) then,
\[
\sum_{1 \leq n \leq x} \frac{\Lambda(n)a(n)}{n^s} = \sum_{1 \leq n \leq x} \frac{\log p}{a(p)p^s - 1} + O\left(\frac{1}{\sqrt{x}}\right).
\]

Proof. This follows from Lemma 5 of [1]. \(\square\)

Lemma 2. Let \(\chi\) be a primitive character mod \(q\). Then, for \(\Re s \geq 1\), we have,
\[
\Re \sum_{1 < n \leq x} \frac{\Lambda(n)\chi(n)}{n^s \log n} \leq \log \log x + C_0 - \log \frac{q}{\phi(q)} + O\left(\frac{1}{\log x}\right).
\]

Proof. Theorem 2.7 of [6] states that
\[
(3.1) \quad \sum_{1 < n \leq x} \frac{\Lambda(n)\chi(n)}{n^s \log n} = \log \log x + C_0 + O\left(\frac{1}{\log x}\right).
\]

By triangle inequality and (3.1) we get,
\[
\Re \sum_{1 < n \leq x} \frac{\Lambda(n)\chi(n)}{n^s \log n} \leq \sum_{1 < n \leq x} \frac{\Lambda(n)}{n \log n} = \log \log x + C_0 - \log \frac{q}{\phi(q)} + O\left(\frac{1}{\log x}\right).
\]

Lemma 3. Assume GRH. Let \(s = \sigma + it\) with \(\sigma \geq 1\) and let \(4 \leq T \leq t \leq 2T\). Then we have
\[
(3.2) \quad \frac{L'}{L}(s, \chi) = \sum_{1 \leq n \leq \log^2 T} \frac{\Lambda(n)\chi(n)}{n^s} + O(\log^{2-2\sigma} T).
\]

Proof. For given \(x, y \geq 1\), define
\[
w(u) = \begin{cases} 
1 & \text{if } 1 \leq u \leq x, \\
1 - \frac{\log(u/x)}{\log y} & \text{if } x < u \leq xy, \\
0 & \text{if } u > xy.
\end{cases}
\]

Using Perron's formula, for \(x \geq 2\) and \(y \geq 2\), we have
\[
\sum_{n \leq xy} w(n) \frac{\Lambda(n)\chi(n)}{n^s} = \frac{-1}{2\pi i} \log y \int_{\sigma_0 - i\infty}^{\sigma_0 + i\infty} \frac{L'}{L}(s + w) \frac{(xy)^w - x^w}{w^2} dw,
\]
where \(\sigma_0 = \Re w\).

On pulling the contour to the left we see that, if \(\chi(-1) = -1\), this is
\[
(3.3) \quad \frac{L'}{L}(s, \chi) = -\sum_{n \leq xy} w(n) \frac{\Lambda(n)\chi(n)}{n^s} - \sum_{\rho} \frac{(xy)^{\rho-s} - x^{\rho-s}}{(\rho - s)^2 \log y} - \sum_{k=1}^{\infty} \frac{(xy)^{-2k+1-s} - x^{-2k+1-s}}{(2k-1+s)^2 \log y},
\]
where $\rho = \beta + i\gamma$ is a non trivial zero of $L(s, \chi)$. When $\chi(-1) = 1$, we get

$$L'(s, \chi) = -\sum_{n \leq xy} w(n) \frac{\Lambda(n) \chi(n)}{n^s} - \sum_{\rho} \frac{(xy)^{\rho-s} - x^{\rho-s}}{(\rho-s)^2 \log y} - \sum_{k=0}^{\infty} \frac{(xy)^{-2k-s} - x^{-2k-s}}{(2k+s)^2 \log y}.$$  \hfill (3.4)

We choose $y = 2$ and $x = \log^2 T$ throughout the rest of the proof. The last term on the right-hand side in (3.3) and (3.4) is bounded irrespective of $T$, thus it is $O(1)$.

For simplifying the second term on the right-hand side, we need GRH. Substituting $y = 2$ and then considering the absolute values, we obtain

$$\sum_{\rho} \frac{(xy)^{\rho-s} - x^{\rho-s}}{(\rho-s)^2 \log y} \ll \sum_{\rho} \frac{x^{1/2-\sigma}}{|\beta - \sigma|^2 + |\gamma - t|^2}.$$  \hfill (3.5)

GRH implies that when $L(\rho, \chi) = 0$ and $\rho$ is not real then for a primitive character $\chi$ we have $\Re \rho = \beta = 1/2$. Thus for any $\sigma$ and any $\rho$, $|\beta - \sigma| \geq 1/2$. Also, for any $T$ and a fixed $q$, the number of roots of a Dirichlet $L$-function having ordinates between $[T, T+1]$ is $\ll \log T$. Thus, for $4 \leq T \leq t \leq 2T$, we get

$$\sum_{\gamma} \frac{1}{|\beta - \sigma|^2 + |\gamma - t|^2} \ll \sum_{\gamma} \frac{1}{1 + |\gamma - t|^2} \ll \log t \ll \log T.$$  \hfill (3.6)

Combining the above estimates, we get

$$\sum_{\rho} \frac{x^{1/2-\sigma}}{|\rho-s|^2} \ll x^{1/2-\sigma} \log T \ll \log^{2-2\sigma} T.$$  \hfill (3.7)

Consider the first term on the right-hand side of (3.3). Since $y = 2$, we get

$$\sum_{n \leq xy} w(n) \frac{\Lambda(n) \chi(n)}{n^s} = \sum_{n \leq x} \frac{\Lambda(n) \chi(n)}{n^s} + \sum_{x < n \leq 2x} w(n) \frac{\Lambda(n) \chi(n)}{n^s} = \sum_{n \leq x} \frac{\Lambda(n) \chi(n)}{n^s} + O(x^{-\sigma} \sum_{x < n \leq 2x} \Lambda(n)) = \sum_{n \leq x} \frac{\Lambda(n) \chi(n)}{n^s} + O(x^{1-\sigma}) = \sum_{n \leq \log^2 T} \frac{\Lambda(n) \chi(n)}{n^s} + O(\log^{2-2\sigma} T).$$  \hfill (3.8)

The last equality we get because $x = \log^2 T$.

Combining all of the above estimates, for $4 \leq T \leq t \leq 2T$ and $\sigma \geq 1$, we have

$$-\frac{L'}{L}(s, \chi) = \sum_{1 \leq n \leq \log^2 T} \frac{\Lambda(n) \chi(n)}{n^s} + O(\log^{2-2\sigma} T).$$  \hfill \Box
Lemma 4. If $s = \sigma + it$ is a point such that $\sigma \geq 1$ and $4 \leq T \leq t \leq 2T$, then assuming GRH we have,
\[ \log L(s, \chi) = \sum_{1 < n \leq \log^2 T} \frac{\Lambda(n)\chi(n)}{n^\sigma \log n} + O \left( \frac{1}{\log \log T} \right). \]

Proof. Since
\[ \log L(s, \chi) = -\int_\sigma^\infty \frac{L'}{L}(\alpha + it, \chi) d\alpha, \]
by substituting (3.2) in the above equation we get the desired result. \qed

We now proceed to prove Theorem 1.

4. Proof of Theorem 1

Proof. Substituting $\rho'$ for $s$ in Lemma 4 and using Lemma 2, we get
\[ \log |L(\rho', \chi)| = \Re \sum_{1 < n \leq \log^2 T} \frac{\Lambda(n)\chi(n)}{n^{\rho'} \log n} + O \left( \frac{1}{\log \log T} \right) \]
\[ \leq \log \log(\log^2 T) + C_0 - \log \frac{q}{\phi(q)} + O \left( \frac{1}{\log \log T} \right), \]
where $4 \leq T \leq \gamma' \leq 2T$.

Thus,
\[ \frac{|L(\rho', \chi)|}{\log \log T} \leq 2e^{C_0} \frac{\phi(q)}{q} \left( 1 + O \left( \frac{1}{\log \log T} \right) \right). \]
Since $4 \leq T \leq \gamma' \leq 2T$,
\[ \limsup_{\gamma' \to \infty} \frac{|L(\rho', \chi)|}{\log \log \gamma'} \leq 2e^{C_0} \frac{\phi(q)}{q}. \]
\qed

Remark: In the proof of Theorem 1 we did not use any special property of critical points of the zeta function. One can also recover the following classical bound.
Let $s = \sigma + it$ be a point with $\sigma \geq 1$, then
\[ \limsup_{t \to \infty} \frac{|L(s, \chi)|}{\log \log t} \leq 2e^{C_0} \frac{\phi(q)}{q}. \]

5. Lemmas related to Theorem 2

In this section we prove lemmas required to prove Theorem 2.

Let $\delta$ be such that $1/2 < \delta < 1$. Define $\epsilon = 2\delta - 1$. Let $x$ be a sufficiently large number such that for the given $\epsilon$, we have $x > q^{1/\epsilon}$. Let $m$ be some positive number greater than
1. We shall determine the exact value of $m$ later, while $q$ remains fixed throughout. For $x > q^{1/\epsilon}$, define a function

$$W_x(s) = \sum_{n \leq x} \frac{\Lambda(n)b(n)}{n^s},$$

where $b(n)$ is a completely multiplicative function such that

$$b(p) = \begin{cases} 
1 & \text{if } p \mid q, \\
\bar{\chi}(p) & \text{if } p \leq x^\epsilon \text{ and } p \nmid q, \\
-1 & \text{if } x^\epsilon < p \leq mx^\epsilon, \\
1 & \text{if } mx^\epsilon < p \leq x^\delta, \\
-1 & \text{if } x^\delta < p.
\end{cases}$$

For an appropriately large choice of $x$, define

$$V_x(s) = \sum_{n \leq x} \frac{\Lambda(n)}{n^s}.$$

Using $V_x(s)$ and $W_x(s)$ as auxiliary functions, we will construct roots (zeros) of the logarithmic derivative of the Riemann zeta function to the right of the vertical line $\Re s = 1$. Without assuming RH and by considering just the standard zero-free region and Perron’s formula with $|s - 1| < 1/10$, for some $\tilde{c} > 0$, we obtain

$$V_x(s) = \frac{x^{1-s}}{1-s} - \frac{\zeta'}{\zeta}(s) + O\left( x^{1-\sigma} \exp(-\tilde{c}\sqrt{\log x}) \right). \tag{5.1}$$

We use the above equation to determine the behaviour of $W_x(s)$ near $s = 1$.

Define

$$S_1 = -\frac{L'}{L}(1, \bar{\chi}) + \sum_{p \mid q} (\log p)/(p - 1). \tag{5.2}$$

Define $m$ such that $2 \log m = \Re S_1 + |S_1| + 1$.

**Lemma 5.** If $x^\epsilon > q$, $\Re s \geq 1$ and

$$|s - 1| \leq \frac{6|S_1| + 3}{(2\delta^2 + 1 + \epsilon^2) \log^2 x},$$

then

$$W_x(s) \approx \frac{(1-s)}{2} (2\delta^2 - 1 - \epsilon^2) \log^2 x + S_1 - 2 \log m + O\left( \frac{1}{\log x} \right).$$

From above, we see that $W_x(s)$ has a root at

$$s = 1 + \frac{2(S_1 - 2 \log m)}{(2\delta^2 - 1 - \epsilon^2) \log^2 x} + O\left( \frac{1}{\log^3 x} \right).$$
**Proof.** Our aim here is to represent \( W_x(s) \) in terms of \( V_x(s) \), and to show that \( W_x(s) \) has a root near the point \( s = 1 \) and to the right of the vertical line \( \Re s = 1 \).

First, we split \( W_x(s) \) into four different parts, as follows:

\[
W_x(s) = \sum_{1 \leq n \leq x^\varepsilon} \frac{\Lambda(n)b(n)}{n^s} + \sum_{x^\varepsilon < n \leq mx^\varepsilon} \frac{\Lambda(n)b(n)}{n^s} + \sum_{mx^\varepsilon < n \leq x^\delta} \frac{\Lambda(n)b(n)}{n^s} + \sum_{x^\delta < n \leq x} \frac{\Lambda(n)b(n)}{n^s}.
\]

(5.3)

Let us represent the four sums by \( T_1, T_2, T_3, T_4 \) respectively. We know the following from Mertens’ formulae and the prime number theorem. For \( y \geq 1 \) and for some constant \( r \), we have

\[
\sum_{p \leq y} \frac{\log p}{p} = \log y + r + O(\exp(-c\sqrt{\log y})),
\]

(5.4)

\[
\sum_{p \leq y} \frac{\log^2 p}{p} = \frac{1}{2} \log^2 y + O(\log y).
\]

(5.5)

Also, for \( a > 1 \) and \( 1 < y_1 < y_2 \), we have

\[
\sum_{y_1 \leq p \leq y_2} \frac{\log p}{p^a} = \int_{y_1}^{y_2} \frac{d\theta(x)}{x^a} = O(y_1^{1-a}),
\]

(5.6)

where \( \theta(x) = \sum_{p \leq x} \log p \).

First we estimate \( T_1 \).

Using Perron’s formula, for \( \Re s \geq 1 \) and \( x \geq 1 \), we have the following result.

\[
-\frac{L'}{L}(s, \tilde{\chi}) = \sum_{n \leq x^\varepsilon} \frac{\Lambda(n)\tilde{\chi}(n)}{n^s} + O(x^{(1-\sigma)\varepsilon} \exp(-\tilde{c}\sqrt{\varepsilon \log x}))
\]

\[
= \sum_{n \leq x^\varepsilon} \frac{\Lambda(n)b(n)}{n^s} + \sum_{n \leq x^\varepsilon} \frac{\Lambda(n)\tilde{\chi}(n)}{n^s} - \sum_{n \leq x^\varepsilon} \frac{\Lambda(n)b(n)}{n^s} + O(x^{(1-\sigma)\varepsilon} \exp(-\tilde{c}\sqrt{\varepsilon \log x}))
\]

\[
= T_1 - \sum_{n \leq x^\varepsilon} \frac{\Lambda(n)}{n^s} + O(1/ \log x).
\]

(5.7)
We see that,
\[
\sum_{n \leq x^{\varepsilon}} \frac{\Lambda(n)}{n^s} - \sum_{n \leq x^{\varepsilon}} \frac{\Lambda(n)}{n} = \sum_{\substack{p^k \leq x^{\varepsilon} \atop p|q}} \frac{\log p}{p^k} \left( e^{k(1-s) \log p - 1} \right)
\]
\[
= \sum_{\substack{p^k \leq x^{\varepsilon} \atop p|q}} \frac{\log p}{p^k} \left( \sum_{j=1}^{\infty} \frac{(k(1-s) \log p)^j}{j!} \right)
\]
\[
\ll \log x \sum_{\substack{p^k \leq x^{\varepsilon} \atop p|q}} \frac{\log p}{p^k} \ll \frac{1}{\log x}.
\]

(5.8)

Also,
\[
\sum_{n \leq x^{\varepsilon}} \frac{\Lambda(n)}{n} = \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n} - \sum_{n > x^{\varepsilon}} \frac{\Lambda(n)}{n} = \sum_{p|q} (\log p)/(p-1) + O\left(1/\log x\right).
\]

(5.9)

By plugging in (5.8) and (5.9) in (5.7), we have
\[
-L'(s, \bar{\chi}) = T_1 - \sum_{p|q} (\log p)/(p-1) + O\left(1/\log x\right).
\]

Let \(D_x(s) = \sum_{n \leq x^{\varepsilon}} \Lambda(n)\bar{\chi}(n)n^{-s}\). Because \(D'_x(s) = \sum_{n \leq x^{\varepsilon}} -(\log n)\Lambda(n)\bar{\chi}(n)n^{-s} \ll 1\), we have
\[
D_x(s) = D_x(1) + O(1/\log x).
\]

So we get
\[
-L'(s, \bar{\chi}) = D_x(s) + O\left(x^{1-\sigma}\sqrt{\epsilon \log x}\right),
\]

and
\[
-L'(1, \bar{\chi}) = D_x(1) + O\left(\sqrt{\epsilon \log x}\right),
\]

and we conclude
\[
-L'(s, \bar{\chi}) = -L'(1, \bar{\chi}) + O\left(1/\log x\right).
\]

(5.10)

Thus,
\[
T_1 = -L'(s, \bar{\chi}) + \sum_{p|q} (\log p)/(p-1) + O\left(1/\log x\right).
\]

(5.11)

Recall that
\[
S_1 = -L'(1, \bar{\chi}) + \sum_{p|q} (\log p)/(p-1).
\]

So we have
\[
T_1 = S_1 + O\left(1/\log x\right).
\]

(5.12)
We estimate $T_2$ as follows.

$$T_2 = \sum_{x^s < n \leq mx^s} \frac{\Lambda(n)b(n)}{n^s} = -\sum_{x^s < p \leq mx^s} \frac{\log p}{p^s} + O\left(\sum_{k=2}^{(mx^s)^{1/k}} \sum_{p=x^s/k} \frac{\log p}{p^k}\right).$$

By (5.6) we see that $\sum_{p=x^s/k}^{(mx^s)^{1/k}} \frac{\log p}{p^k} = O\left(x^{s(1-k)/k}\right)$. Thus,

$$\sum_{k=2}^{\log(mx^s)/2} \sum_{p=x^s/k}^{(mx^s)^{1/k}} \frac{\log p}{p^k} = \sum_{k=2}^{\log(mx^s)/2} O(x^{s(1-k)/k}) = O\left(\frac{1}{\log x}\right).$$

Thus,

$$T_2 = -\sum_{x^s < p \leq mx^s} \frac{\log p}{p^s} + O\left(\frac{1}{\log x}\right).$$

We also see that,

$$\log p_{p^s} - \log p_{p^2} = (e^\log p(1-s) - 1) \ll \frac{\log p}{\log^2 x}.$$

Using (5.5) and (5.13), we have

$$\sum_{x^s < p \leq mx^s} \left(\frac{\log p}{p^s} - \frac{\log p}{p}\right) \ll \sum_{x^s < p \leq mx^s} \frac{\log^2 p}{p^2 x} \ll \frac{1}{\log^2 x} \sum_{x^s < p \leq mx^s} \frac{\log^2 p}{p} \ll \frac{1}{\log x}.$$

Thus, from (5.4) we have

(5.14) $T_2 = -\sum_{x^s < p \leq mx^s} \frac{\log p}{p} + O(\log^{-1} x) = -\log m + O(\log^{-1} x).$

We estimate $T_3$ and $T_4$ as shown below.

(5.15) $\left|T_3 - \sum_{mx^s < n \leq x^s} \frac{\Lambda(n)}{n^s}\right| \ll \sum_{k=2}^{\delta \log x/\log 2} \sum_{p=(mx^s)^{1/k}} \frac{\log p}{p^k} \ll \sum_{k=2}^{\delta \log x/\log 2} \frac{1}{(mx^s)^{k-1/k}} \ll (\log x)^{-1}.$

Thus,

(5.16) $T_3 = V_{x^s}(s) - V_{mx^s}(s) + O(1/\log x).$

(5.17) $\left|T_4 + \sum_{x^s < n \leq x} \frac{\Lambda(n)}{n^s}\right| \ll \sum_{k=2}^{\log x/\log 2} \sum_{p=x^s/k} \frac{\log p}{p^k} \ll \sum_{k=2}^{\log x/\log 2} \frac{1}{x^{k-1/k}} \ll (\log x)^{-1}.$

Thus,

(5.18) $T_4 = V_{x^s}(s) - V_x(s) + O(1/\log x).$
The third inequality in (5.15) and (5.17) is due to (5.6). Using (5.3), (5.12), (5.14), (5.16), (5.18), we get

\begin{equation}
W_x(s) = 2V_x(s) - V_x(s) - V_{mx'}(s) + S_1 - \log m + O\left(\frac{1}{\log x}\right).
\end{equation}

Now, we substitute a suitable version of (5.1) in (5.19) to get

\begin{align*}
W_x(s) &= \frac{2x^{\delta(1-s)} - x^{1-s} - (mx')^{(1-s)}}{1-s} + S_1 - \log m + O\left(\frac{1}{\log x}\right) \\
&= \left(\frac{2e^{\delta(1-s)\log x} - e^{(1-s)\log x} - e^{(\log m + \epsilon \log x)(1-s)}}{1-s}\right) + S_1 - \log m + O(1/\log x) \\
&= \frac{1-s}{2} \left[(2\delta^2 - 1 - \epsilon^2) \log^2 x\right] - \frac{1-s}{2} \left(\log^2 m + 2\epsilon \log m \log x\right) + S_1 - 2 \log m + O\left(\frac{1}{\log x}\right).
\end{align*}

Now since,

\[ |s - 1| \leq \frac{6|S_1|}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x}, \]

we have

\[ W_x(s) = \frac{(1-s)}{2} \left(2\delta^2 - 1 - \epsilon^2\right) \log^2 x + S_1 - 2 \log m + O\left(\frac{1}{\log x}\right). \]

Thus, \( W_x(s) \) has a root at

\[ s = 1 + \frac{2(S_1 - 2 \log m)}{(2\delta^2 - 1 - \epsilon^2) \log^2 x} + O\left(\frac{1}{\log^3 x}\right). \]

Note that \((2\delta^2 - 1 - \epsilon^2)<0\) for any positive choice of \(\epsilon\) and \(\delta\) that satisfy the conditions mentioned at the beginning of this section. For the given choice of \(m\), we can see that \((\Re S_1 - 2 \log m)<0\). Since \(2(\Re S_1 - 2 \log m)/(2\delta^2 - 1 - \epsilon^2)>0\), we can say that the root has the real part greater than 1. \(\square\)

We now proceed to prove Theorem 2.

6. Proof of Theorem 2

**Proof.** Define circles \( \mathcal{C}_0 \) and \( \mathcal{C}_1 \) as

\[ \mathcal{C}_0 = \left\{ s \in \mathbb{R} : s = 1 + \frac{2(-S_1 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} + \frac{(-\Re S_1 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} e^{i\phi} : 0 \leq \phi \leq 2\pi \right\}, \]

\[ \mathcal{C}_1 = \left\{ s \in \mathbb{R} : s = 1 + \frac{2(-S_1 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} + \frac{(-\Re S_1 + 2 \log m)}{2(-2\delta^2 + 1 + \epsilon^2) \log^2 x} e^{i\phi} : 0 \leq \phi \leq 2\pi \right\}. \]

Let \( \|y\| \) represent the distance of a real number \( y \) from the nearest integer. For a given \( x \), let \( \tau \) be a number such that,

\begin{equation}
\| \tau \log p/2\pi - \arg \tilde{b}(p)/2\pi \| \leq 1/\log^2 x
\end{equation}

\( \square\)
for all \( p \leq x \). Here we consider \( \arg \bar{b}(p) \mod 2\pi \). For such \( \tau \) and for all \( p \leq x \) using equation (35) from [11], we get
\[
|p^{-i\tau} - b(p)| \ll 1/\log^2 x.
\]

For a \( \tau \) satisfying condition (6.2), and for \( s \in C_1 \) and for all \( p \leq x \), we have
\[
|V_x(s + i\tau) - W_x(s)| \leq \sum_{n \leq x} \left| \frac{\Lambda(n)}{n^{s+i\tau}} - \frac{\Lambda(n)b(n)}{n^{s}} \right| \ll \sum_{p^{k} \leq x} \frac{k \log p}{p^{k}} |p^{-i\tau} - b(p)| \ll \frac{1}{\log x}.
\]

Thus,
\[
(6.4) \quad V_x(s + i\tau) = W_x(s) + O\left(\frac{1}{\log x}\right).
\]

For \( x > q^{1/\epsilon} \), define
\[
M_x(s) = \sum_{1 < n \leq x} \frac{\Lambda(n)c(n)}{n^{s} \log n},
\]
where \( c(n) \) is a completely multiplicative function such that
\[
c(p) = \begin{cases} 
1 & \text{if } p \mid q, \\
\chi(p)b(p) & \text{if } p \nmid q.
\end{cases}
\]

We define \( c(p) \) as above because for a \( \tau \) satisfying (6.2) and \( p \nmid q \), we want \( \chi(p)p^{-i\tau} \approx c(p) \). But we know that \( \chi(p)p^{-i\tau} \approx \chi(p)b(p) \). Thus, \( c(p) = \chi(p)b(p) \) for \( p \nmid q \).

By Lemma [1] when \( s \in C_1 \), we get
\[
(6.5) \quad \sum_{1 < n \leq x} \frac{\Lambda(n)c(n)}{n^{s} \log n} = \sum_{p \nmid q} \log \left(1 - \frac{c(p)}{p^{s}}\right)^{-1} + O\left(\frac{1}{\sqrt{x} \log x}\right)
= - \sum_{p \nmid q} \log \left(1 - \frac{1}{p^{s}}\right) + O\left(\frac{1}{\sqrt{x} \log x}\right).
\]

For \( s \in C_1 \), we have \( p^{1-s} = 1 + O\left(1/\log^2 x\right) \) and \( \frac{p^{s}-1}{p-1} = 1 + O\left(1/\log^2 x\right) \). So we have
\[
\log \left(\frac{1}{1 - \frac{1}{p^{s}}}\right) = \log \left(\frac{p^{1-s}(p^{s}-1)}{(p-1)}\right) \ll \frac{1}{\log^2 x}.
\]

Consequently, we obtain
\[
(6.6) \quad \sum_{1 < n \leq x} \frac{\Lambda(n)c(n)}{n^{s} \log n} = - \sum_{p \mid q} \log \left(1 - \frac{1}{p}\right) + O\left(\frac{1}{\log^2 x}\right).
\]
Thus,

\[
\sum_{1 < n \leq x} \frac{\Lambda(n) \chi(n)}{n^{s+\frac{r}{2}}} \log n - M(x) - \log \frac{\phi(q)}{q} = \sum_{1 < n \leq x} \frac{\Lambda(n) \chi(n)}{n^{s+\frac{r}{2}}} \log n - \sum_{1 < n \leq x} \frac{\Lambda(n) c(n)}{n^s \log n} + \sum_{p|q} \sum_{m=1}^{\infty} \frac{1}{mp^m}.
\]

Using (6.6), for any \(\tau\) satisfying (6.2) and \(s \in \mathcal{C}_1\), we see that the right-hand side of the above equation is

\[
\sum_{1 < n \leq x} \Lambda(n) \chi(n) n^{s+\frac{r}{2}} \log n \leq \sum_{1 < n \leq x} \Lambda(n) \chi(n) n^{s+\frac{r}{2}} \log n - \sum_{1 < n \leq x} \Lambda(n) c(n) n^{s} \log n + \sum_{p|q} \sum_{m=1}^{\infty} \frac{1}{mp^m}.
\]

For \(p \leq x\) and \(p \nmid q\), using (6.2), we have

\[
|p^{-ir} - b(p)| = |\chi(p) p^{-ir} - \chi(p) b(p)| = \left| \frac{\chi(p)}{p^{ir}} - c(p) \right| \leq \frac{1}{\log^2 x}.
\]

So we get

\[
\sum_{1 < p^k \leq x \atop p \nmid q} \frac{1}{p^k} \left| \frac{\chi(p)}{p^{ir}} - c(p) \right| \ll \sum_{1 < p^k \leq x \atop p \nmid q} \frac{1}{p^k} \left| \frac{\chi(p)}{p^{ir}} - c(p) \right| \ll \frac{1}{\log x}.
\]

Combining (6.8) and (6.9), we get

\[
\sum_{1 < n \leq x} \Lambda(n) \chi(n) = M(x) + \log \frac{\phi(q)}{q} + O\left(\frac{1}{\log x}\right).
\]

Also,

\[
M'(x) \ll \sum_{1 \leq n \leq x} \frac{\Lambda(n) c(n)}{n} \ll \log x.
\]

Thus, from (6.11) and using Liouville’s theorem, we get

\[
M(x) = M(1) + O\left(\frac{1}{\log x}\right).
\]

We have

\[
M(1) = \sum_{1 < n \leq x^\epsilon} \frac{\Lambda(n) c(n)}{n \log n} + \sum_{x^\epsilon < n \leq mx^\epsilon} \frac{\Lambda(n) c(n)}{n \log n} + \sum_{mx^\epsilon < n \leq x^\delta} \frac{\Lambda(n) c(n)}{n \log n} + \sum_{x^\delta < n \leq x} \frac{\Lambda(n) c(n)}{n \log n}.
\]
We estimate the second, third, and fourth terms on the right-hand side of the above equation as follows:

\[ (6.13) \sum_{x^e<n\leq mx^e} \frac{\Lambda(n)c(n)}{n \log n} = - \sum_{x^e<p\leq mx^e} \frac{\chi(p)}{p} + O\left(\frac{\log(mx^e)}{\log 2} \sum_{k=2}^{(mx^e)^{1/k}} \frac{1}{p^k}\right) \ll \frac{1}{\log x}, \]

and

\[ (6.14) \sum_{mx^e<n\leq x^\delta} \frac{\Lambda(n)c(n)}{n \log n} = \sum_{mx^e<p\leq x^\delta} \frac{\chi(p)}{p} + O\left(\frac{\log x}{\log 2} \sum_{k=2}^{x^{1/k}} \frac{1}{p^k}\right) \ll \frac{1}{\log x}, \]

and

\[ (6.15) \sum_{x^\delta<n\leq x} \frac{\Lambda(n)c(n)}{n \log n} = - \sum_{x^\delta<p\leq x} \frac{\chi(p)}{p} + O\left(\frac{\log x}{\log 2} \sum_{k=2}^{x^{1/k}} \frac{1}{p^k}\right) \ll \frac{1}{\log x}. \]

The first term on the right-hand side of the above sums is approximated using partial summation. Following is the estimate for \( M_x(1) \), which we get from (6.13), (6.14) and (6.15).

\[
M_x(1) = \sum_{1<n\leq x} \frac{\Lambda(n)c(n)}{n \log n} = \sum_{1<n\leq x^e} \frac{\Lambda(n)}{n \log n} + O\left(\frac{1}{\log x}\right) \\
= \log \log x^e + C_0 + O\left(\frac{1}{\log x}\right) \\
= \log \log x + \log e + C_0 + O\left(\frac{1}{\log x}\right).
\]

The second line in the above equation follows from Theorem 2.7 of [6].

Combining (6.10), (6.12) and (6.16), we obtain

\[
(6.17) \Re \sum_{1<n\leq x} \frac{\Lambda(n)\chi(n)}{n^{s+ir} \log n} \geq \log \log x + C_0 + \log \frac{\phi(q)}{q} + \log e + O\left(\frac{1}{\log x}\right).
\]

For \( x \geq 1 \) and \( \Re s > 1 \), define

\[
T_x(s) = \sum_{p>x} \frac{\chi(p)}{p^s},
\]

and

\[
Q_x(s) = \sum_{p>x} \frac{1}{p^s}.
\]

Let \( Q'_x(s) \) be the term by term derivative of \( Q_x(s) \) with respect to \( s \).
For $\Re s > 1$, we have
\[
\log L(s, \chi) = \sum_{1 < n \leq x} \frac{\Lambda(n) \chi(n)}{n^s \log n} + T_x(s) + O\left(\frac{1}{\log x}\right),
\]
and
\[
-\frac{\zeta'(s)}{\zeta(s)} = \sum_{1 \leq n \leq x} \frac{\Lambda(n)}{n^s} - Q'_x(s) + O\left(\frac{1}{\log x}\right).
\]
If $s \in \mathcal{C}_1$ and $\tau$ satisfying (6.18) is such that
\[
|T_x(s + i\tau)| \leq \frac{1}{\log x},
\]
and
\[
|Q'_x(s + i\tau)| \leq \frac{1}{\log x}
\]
then we get
\[
\Re \log L(s + i\tau, \chi) \geq \log \log x + C_0 + \log \frac{\phi(q)}{q} + \log \epsilon + O\left(\frac{1}{\log x}\right),
\]
and
\[
-\frac{\zeta'(s + i\tau)}{\zeta(s + i\tau)} = W_x(s) + O\left(\frac{1}{\log x}\right).
\]
If $W_x(s) \asymp 1$ on the boundary of $\mathcal{C}_1$, then
\[
-\frac{\zeta'(s + i\tau)}{\zeta(s + i\tau)} - W_x(s) \ll \frac{1}{\log x} \ll W_x(s).
\]
From (6.22), we can see that if $W_x(s)$ has a root for $s \in \mathcal{C}_1$ and $W_x(s) \asymp 1$ on the boundary of $\mathcal{C}_1$, then by Rouche’s theorem, $\zeta'(s)$ will have a zero $\rho'$ in $\mathcal{C}_1 + i\tau$ and from (6.20) we deduce that
\[
|L(\rho', \chi)| \geq \epsilon e^{C_0} \frac{\phi(q)}{q} e^{O(1/\log x)} \log x.
\]
Finally, to prove Theorem 2, we want the following to be true:
- $W_x(s)$ to have a root inside $\mathcal{C}_1$,
- $W_x(s) \asymp 1$ on $\mathcal{C}_1$,
- Existence of arbitrarily large $\tau$ satisfying (6.18) and (6.19).

The fulfillment of the first two conditions above depends on making the correct choice for $m$. Recall that
\[
2 \log m = \Re S_1 + |S_1| + 1.
\]

**Lemma 6.** $W_x(s)$ has a root inside $\mathcal{C}_1$. 

Proof. To prove this, we need to check that the distance of the root of \( W_x(s) \) from the center of \( C_1 \) is less than its radius.

From Lemma 5 we know that \( W_x(s) \) has a root at
\[
s = 1 + \frac{2(S_1 - 2 \log m)}{(2\delta^2 - 1 - \epsilon^2) \log^2 x} + O\left(\frac{1}{\log^3 x}\right).
\]
From the definition of \( C_1 \), we can see that the distance between its zero and the center of \( C_1 \) is
\[
O\left(\frac{1}{\log \log x}\right),
\]
whereas the radius of \( C_1 \) is
\[
\frac{(\Re S_1 + 2 \log m)}{(2\delta^2 + 1 + \epsilon^2) \log^2 x}.
\]
Thus proving the assertion. \( \square \)

**Lemma 7.** We have \( W_x(s) \approx 1 \) on the boundary of \( C_1 \).

Proof. To check how \( W_x(s) \) varies on \( C_1 \), we plug the equation of \( C_1 \) in the equation of \( W_x(s) \). We get,
\[
W_x(C_1) = -\frac{1}{2} \left( \frac{2(-S_1 + 2 \log m)}{(2\delta^2 + 1 + \epsilon^2) \log^2 x} + \frac{(\Re S_1 + 2 \log m)}{2(-2\delta^2 + 1 + \epsilon^2) \log^2 x} e^{i\phi} \right) (2\delta^2 - 1 - \epsilon^2) \log^2 x + S_1 - 2 \log m
\]
\[
+ O\left(\frac{1}{\log x}\right)
\]
\[
= \frac{1}{4} (2 \log m - \Re S_1) e^{i\phi} + O\left(\frac{1}{\log x}\right) \times 1.
\]
Thus, \( W_x(s) \approx 1 \) on the boundary of \( C_1 \). \( \square \)

**Lemma 8.** There exist arbitrarily large \( \tau \) satisfying (6.18) and (6.19).

Proof. If \( \tau \) has a property such that
\[
(6.25) \quad \oint_{C_0} |T_x(z + i\tau)|^2 |dz| \leq \frac{1}{\log^8 x}
\]
and
\[
(6.26) \quad \oint_{C_0} |Q_x(z + i\tau)|^2 |dz| \leq \frac{1}{\log^8 x},
\]
then whenever \( s \) lies in or on \( C_1 \) by Cauchy-Schwarz inequality, we get
\[
(6.27) \quad |T_x(s + i\tau)| = \left| \frac{1}{2\pi i} \oint_{C_0} \frac{T_x(z + i\tau)}{z - s} dz \right| \leq \log x \left( \oint_{C_0} |T_x(z + i\tau)|^2 |dz| \right)^{1/2} \leq \frac{1}{\log x},
\]
and

\[(6.28) \quad |Q'_x(s + i\tau)| = \left| \frac{1}{2\pi i} \oint_{\gamma_0} \frac{Q_x(z + i\tau)}{(z - s)^2} \, dz \right| \leq \log^3 x \left( \oint_{\gamma_0} |Q_x(z + i\tau)|^2 \, dz \right)^{1/2} \leq \frac{1}{\log x}.
\]

To prove the existence of \(\tau\) satisfying \((6.25)\) and \((6.26)\) and \((6.2)\), we establish some necessary setup.

We would like to show that there exists an arbitrarily large \(t\) such that \(\|t\log p/2\pi - \arg b(p)/2\pi\| \leq 1/\log^2 x\) for all primes \(p \leq x\). This will imply that such \(t\) satisfies \(|p^{-it} - b(p)| \ll 1/\log^2 x\) for all \(p \leq x\). To accomplish this Montgomery and Gonek \([11]\) defined a function \(h(t)\) such that \(h(t) > 0\) only when \(\|t\log p/2\pi - \arg b(p)/2\pi\| \leq 1/\log^2 x\) for all \(p \leq x\).

Also, from Lemma 9 of Montgomery and Gonek \([11]\) for \(x = \frac{\log T}{(\log \log T)^2}\), we have

\[(6.29) \quad \int_T^{2T} h(t) \, dt = (1 + O(1/x)) \mu^{\pi(x)} T,
\]

where \(\pi(x)\) is the number of primes less than or equal to \(x\). Equation \((6.29)\) shows that there is a positive proportion of values \(t \in [T, 2T]\) such that \(h(t) > 0\). Which implies that there is a positive proportion of values \(t \in [T, 2T]\) such that \(|p^{-it} - b(p)| \ll 1/\log^2 x\) for all \(p \leq x\).

Montgomery and Gonek \([11]\) also defined \(g(t)\) with the following property. For each \(p > x\), let \(b_p\) have the property that \(|b_p| \leq 1/p^\sigma\). Then for \(\sigma > 1\) we have

\[(6.30) \quad \int_T^{2T} g(t) \left( \sum_{p > x} \frac{b_p}{p^\sigma} \right)^2 \, dt \ll T \mu^{\pi(x)} \left( \frac{1}{x} + T^{-1/2} \log \frac{\sigma}{\sigma - 1} \right).
\]

The above equation follows from Lemma 10 of \([11]\).

Please note that here we avoid restating the definitions of \(h(t)\) and \(g(t)\) and only state the essential properties of these functions.

Define \(h^+(t) = \max\{0, h(t)\}\).

Since \(h(t) \leq h^+(t) \leq g(t)\), we obtain \(\int_T^{2T} h^+(t) \, dt = \mu^{\pi(x)} T \left( 1 + O(1/x) \right)\) \([11]\).

We have the following bound.

\[
\int_T^{2T} h^+(t) \left( \oint_{\gamma_0} (|Q_x(z + it)|^2 + |T_x(z + it)|^2) \, dz \right) \, dt \\
\leq \oint_{\gamma_0} \left( \int_T^{2T} g(t) (|Q_x(z + it)|^2 + |T_x(z + it)|^2) \, dt \right) \, dz.
\]
Since $z \in \mathcal{C}_0$, $\Re z \geq 1 + c/2 \log^2 x$, for some positive $c$. Substituting $\sigma = \Re z$ in (6.30), we get

$$
\int_T^{2T} g(t)|Q_x(z + it)|^2 dt \ll T\mu^{\pi(x)}/x,
$$

and

$$
\int_T^{2T} g(t)|T_x(z + it)|^2 dt \ll T\mu^{\pi(x)}/x.
$$

Combining the above two estimates, we get

(6.31)

$$
\int_T^{2T} h^+(t)\left(\oint_{\mathcal{C}_0} (|Q_x(z + it)|^2 + |T_x(z + it)|^2) |dz|\right) dt \ll \int_{\mathcal{C}_0} \mu^{\pi(x)} T/x |dz| \ll \mu^{\pi(x)} T x^{-1} \log^{-2} x.
$$

Since the minimum of a function is at the most as large as its average, it follows that there is a $\tau$ with $T \leq \tau \leq 2T$ and $h^+(\tau) > 0$, such that

$$
\oint_{\mathcal{C}_0} |T_x(z + i\tau)|^2 |dz| \leq 1/\log^8 x,
$$

and

$$
\oint_{\mathcal{C}_0} |Q_x(z + i\tau)|^2 |dz| \leq 1/\log^8 x.
$$

So there exists a $\tau$ such that it satisfies (6.2), (6.25) and (6.26). This implies that there exist arbitrarily large $\tau$ satisfying (6.18) and (6.19).

\[\square\]

Thus by putting $x = \frac{\log T}{3\log \log T}$ in (6.23) and using the fact that there is a critical point $\rho' \in \mathcal{C}_1 + i\tau$ and $T \leq \tau \leq 2T$, we get

$$
\limsup_{\gamma' \to \infty} \frac{|L(\rho', \chi)|}{\log \log \gamma'} \geq e^{C_0 \epsilon} \frac{\phi(q)}{q}.
$$

By taking $\epsilon$ arbitrary close to 1, we can get

$$
\limsup_{\gamma' \to \infty} \frac{|L(\rho', \chi)|}{\log \log \gamma'} \geq e^{C_0} \frac{\phi(q)}{q}.
$$

\[\square\]

7. Proof of Theorem 3

Proof. From Lemma II

(7.1)

$$
\sum_{1 < n \leq x} \frac{\chi(n) \Lambda(n)}{n^s \log n} = \sum_{p \leq x} \log \left(1 - \frac{\chi(p)}{p^s}\right)^{-1} + O \left(\frac{1}{\sqrt{x \log x}}\right).
$$
Since \( \Re \log(1 - \chi(p)p^{-s})^{-1} \geq -\log(1 + 1/p) \), when \(|\chi(p)| = 1\), we get

\[ \Re \sum_{1 < n \leq x} \frac{\chi(n)\Lambda(n)}{n^s \log n} \geq -\sum_{p \leq x} \log \left(1 + \frac{1}{p}\right) + \sum_{p \nmid q} \log \left(\frac{p + 1}{p}\right) + O\left(\frac{1}{\sqrt{x} \log x}\right). \]

Now since,

\[ -\sum_{p \leq x} \log \left(1 + \frac{1}{p}\right) = -\sum_{p \leq x} \log \left(1 \frac{1}{p^2}\right) + \sum_{p \leq x} \log \left(1 - \frac{1}{p}\right), \]

and

\[ -\sum_{p \leq x} \log \left(1 - \frac{1}{p^2}\right) = \log(\pi^2/6) + O(1/x), \]

and

\[ \sum_{p \leq x} \log \left(1 - \frac{1}{p}\right) = -\log \log x - C_0 + O\left(\frac{1}{\log x}\right), \]

we have,

\[ (7.2) \quad \Re \sum_{1 < n \leq x} \frac{\chi(n)\Lambda(n)}{n^s \log n} \geq -\log \log x - C_0 + \log(\pi^2/6) + \sum_{p \nmid q} \log \left(\frac{p + 1}{p}\right) + O\left(\frac{1}{\log x}\right). \]

By Lemma 4, we have

\[ (7.3) \quad \log |L(s, \chi)| = \Re \sum_{1 < n \leq \log^2 T} \frac{\chi(n)\Lambda(n)}{n^s \log n} + O\left(\frac{1}{\log \log T}\right). \]

Combining (7.2) and (7.3) and putting \( x = \log^2 T \) with \( 4 \leq T \leq \gamma' \leq 2T \), we get

\[ \liminf_{\gamma' \to \infty} |L(\rho', \chi)| \log \log \gamma' \geq \frac{\pi^2 e^{-C_0}}{12} \prod_{p \nmid q} \frac{p + 1}{p}. \]

Remark: In the proof of Theorem 3 we did not use any special property of critical points of the zeta function. One can also recover the following classical bound. Let \( s = \sigma + it \) be a point with \( \sigma \geq 1 \), then

\[ \liminf_{t \to \infty} |L(s, \chi)| \log \log t \geq \frac{\pi^2 e^{-C_0}}{12} \prod_{p \nmid q} \frac{p + 1}{p}. \]
8. Lemmas related to the proof of Theorem 4

Let $\epsilon, \delta, q$ be as defined before. For $x > q^{1/\epsilon}$, define a function

$$Z_x(s) = \sum_{n \leq x} \frac{\Lambda(n)b'(n)}{n^s},$$

where $b'(n)$ is a totally multiplicative function such that

$$b'(p) = \begin{cases} 
-1 & \text{if } p|q, \\
-\bar{\chi}(p) & p \leq x^\epsilon \text{ and } p \nmid q, \\
1 & \text{if } x^\epsilon < p \leq mx^\epsilon, \\
-1 & \text{if } mx^\epsilon < p \leq x^\delta, \\
1 & \text{if } x^\delta < p.
\end{cases}$$

Define

$$(8.1) S_2 = \frac{L'}{L}(1, \bar{\chi}) + 2 \sum_{p=2}^{\infty} \frac{\bar{\chi}(p)^2 \log p}{p^2 - \bar{\chi}(p)^2} - \sum_{p|q} \frac{\log p}{p + 1}. $$

Let $m$ be such that

$$2 \log m = -\Re S_2 + |S_2| + 1.$$

**Lemma 9.** If $x^\epsilon > q$, $\Re s \geq 1$ and

$$|s - 1| \leq \frac{6|S_2| + 3}{|2\delta^2 - 1 - \epsilon^2| \log^2 x},$$

then

$$Z_x(s) = \frac{(s - 1)}{2}(2\delta^2 - 1 - \epsilon^2) \log^2 x + S_2 + 2 \log m + O\left(\frac{1}{\log x}\right).$$

Furthermore, $Z_x(s)$ has a root at

$$s = 1 + \frac{2(S_2 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} + O\left(\frac{1}{\log^3 x}\right).$$

**Proof.** We will split $Z_x(s)$ as follows.

$$Z_x(s) = \sum_{n \leq x^\epsilon} \frac{\Lambda(n)b'(n)}{n^s} + \sum_{x^\epsilon < n \leq mx^\epsilon} \frac{\Lambda(n)b'(n)}{n^s} + \sum_{mx^\epsilon < n \leq x^\delta} \frac{\Lambda(n)b'(n)}{n^s} + \sum_{x^\delta < n \leq x} \frac{\Lambda(n)b'(n)}{n^s}.$$

We represent the four sums by $T_1, T_2, T_3, T_4$ respectively.
We estimate these sums like we did in part 2. First we estimate $T_1$. Using (5.6) and (8.1), we get

\[ T_1 = \sum_{n \leq x^s} \frac{\Lambda(n)b'(n)}{n^s} = \frac{L'}{L}(s, \bar{\chi}) + 2 \sum_{p^{2k} \leq x^s} \frac{\bar{\chi}(p)2k \log p}{p^{2ks}} \]

(8.2)

\[ + \sum_{\substack{p^k \leq x^s \atop p \nmid q}} \frac{(-1)^k \log p}{p^{ks}} + O(x^{s(1-\sigma)} \exp(-\tilde{c} \sqrt{\log x})). \]

We have the following approximations.

\[ \sum_{p^{2k} \leq x^s} \frac{\bar{\chi}(p)2k \log p}{p^{2ks}} = \sum_{p^{2k} \leq x^s} \frac{\bar{\chi}(p)2k \log p}{p^{2k}} + O(1/\log x) \]

(8.3)

\[ = \sum_{k=1}^{\infty} \sum_{p=2}^{\infty} \frac{\bar{\chi}(p)^2 \log p}{p^{2k}} + O(1/\log x) \]

\[ = \sum_{p=2}^{\infty} \frac{\bar{\chi}(p)^2 \log p}{p^2 - \bar{\chi}(p)^2} + O(1/\log x) \]

and

\[ \sum_{\substack{p^k \leq x^s \atop p \nmid q}} \frac{(-1)^k \log p}{p^{ks}} = \sum_{\substack{p^k \leq x^s \atop p \nmid q}} \frac{(-1)^k \log p}{p^k} + O(1/\log x) \]

(8.4)

\[ = \sum_{k=1}^{\infty} \sum_{p \nmid q} \frac{(-1)^k \log p}{p^k} + O(1/\log x) \]

\[ = - \sum_{p \nmid q} \frac{\log p}{p + 1} + O(1/\log x). \]

and from (5.10)

\[ \frac{L'}{L}(s, \bar{\chi}) - \frac{L'}{L}(1, \bar{\chi}) \ll \frac{1}{\log x}. \]

Combining (8.2), (8.3) and (8.4), we get

\[ T_1 = \frac{L'}{L}(1, \bar{\chi}) + 2 \sum_{p^{2k} \leq x^s} \frac{\bar{\chi}(p)2k \log p}{p^{2k}} + \sum_{\substack{p^k \leq x^s \atop p \nmid q}} \frac{(-1)^k \log p}{p^k} + O(1/\log x) \]

(8.5)

\[ = \frac{L'}{L}(1, \bar{\chi}) + 2 \sum_{p=2}^{\infty} \frac{\bar{\chi}(p)^2 \log p}{p^2 - \bar{\chi}(p)^2} - \sum_{p \nmid q} \frac{\log p}{p + 1} + O(1/\log x). \]

Recall that,

\[ S_2 = \frac{L'}{L}(1, \bar{\chi}) + 2 \sum_{p=2}^{\infty} \frac{\bar{\chi}(p)^2 \log p}{p^2 - \bar{\chi}(p)^2} - \sum_{p \nmid q} \frac{\log p}{p + 1}. \]
So we have

\[(8.7)\quad T_1 = S_2 + O(1/\log x).\]

We estimate \(T_2\) as follows.

\[(8.8)\quad T_2 = \sum_{x^\epsilon < n \leq mx^\epsilon} \frac{\Lambda(n)b'(n)}{n^s} = \sum_{x^\epsilon < p \leq mx^\epsilon} \frac{\log p}{p^s} + O\left(\sum_{k=2}^{\log(mx)\epsilon / \log 2 (mx)\epsilon / k} \sum_{p=x^\epsilon / k}^{\log p} \frac{\log p}{p^k}\right)\]

\[
= \sum_{x^\epsilon < p \leq mx^\epsilon} \frac{\log p}{p^s} + O(\log^{-1} x)
\]

\[
= \sum_{x^\epsilon < p \leq mx^\epsilon} \frac{\log p}{p} + O(\log^{-1} x)
\]

\[
= \log m + O(\log^{-1} x).
\]

\(T_3\) is estimated as follows.

\[(8.9)\quad |T_3 + \sum_{mx^\epsilon < n \leq x^\delta} \frac{\Lambda(n)}{n^s}| \ll \sum_{k=2}^{\delta \log x / \log 2 (mx)^{\epsilon / k}} \sum_{p=(mx)^{\epsilon / k}}^{x^{\epsilon / k}} \frac{\log p}{p^k} \ll \sum_{k=2}^{\log x / \log 2 (mx)^{(k-1)/k}} \frac{1}{(mx)^{(k-1)/k}} \ll (\log x)^{-1}.
\]

So we get

\[(8.10)\quad T_3 = V_{mx^\epsilon}(s) - V_{x^\delta}(s).
\]

Similarly we can prove

\[(8.11)\quad |T_4 - \sum_{x^\delta < n \leq x} \frac{\Lambda(n)}{n^s}| \ll \sum_{k=2}^{\log x / \log 2 x^{\epsilon / k}} \sum_{p=x^{\epsilon / k}}^{x^{1 / k}} \frac{\log p}{p^k} \ll \sum_{k=2}^{\log x / \log 2 x^{(k-1)/k}} \frac{1}{x^{(k-1)/k}} \ll (\log x)^{-1}.
\]

So we have

\[(8.12)\quad T_4 = V_{x}(s) - V_{x^\delta}(s).
\]

Combining \((8.7), (8.8), (8.10)\) and \((8.12)\), we obtain

\[(8.13)\quad Z_x(s) = -2V_{x^\delta}(s) + V_{x}(s) + V_{mx^\epsilon}(s) + S_2 + \log m + O(1/\log x)
\]

\[
= -\frac{2x^{\delta(1-s)}}{1-s} + \frac{x^{1-s}}{1-s} + \frac{(mx^\epsilon)^{(1-s)}}{1-s} + S_2 + \log m + O(1/\log x)
\]

\[
= \left(-\frac{2e^{\delta(1-s)}\log x + e^{(1-s)}\log x + e^{(\log m+\epsilon \log x)\log x}}{1-s}\right) + S_2 + \log m + O(1/\log x)
\]

\[
= \frac{(s-1)}{2} \left[ (2\delta^2 - 1 - \epsilon^2) \log^2 x - (\log^2 m + 2\epsilon \log m \log x) \right] + S_2 + 2\log m + O(1/\log x).
\]
Now since 
\[ |s - 1| \leq \frac{6|S_2| + 3}{|2\delta^2 - 1 - \epsilon^2| \log^2 x} \]
we have, 
\[ Z_x(s) = \frac{1}{2}(2\delta^2 - 1 - \epsilon^2) \log^2 x + S_2 + 2 \log m + O\left(\frac{1}{\log x}\right) \]
and \( Z_x(s) \) has a root at 
\[ s = 1 + \frac{2(S_2 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} + O\left(\frac{1}{\log^3 x}\right). \]
For the given choice of \( m \), we can see that \( S_2 + 2 \log m > 0 \). Since \( 2(S_2 + 2 \log m)/(-2\delta^2 + 1 + \epsilon^2) > 0 \), we can say that the root has real part greater than 1. \( \square \)

We now proceed to prove Theorem 4.

9. The proof of Theorem 4

Proof. Define circles \( \mathcal{C}_0 \) and \( \mathcal{C}_1 \) as 
\[ \mathcal{C}_0 = \left\{ s = 1 + \frac{2(S_2 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} + \frac{(3S_2 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} e^{i\phi} : 0 \leq \phi \leq 2\pi \right\}, \]
\[ \mathcal{C}_1 = \left\{ s = 1 + \frac{2(S_2 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} + \frac{(3S_2 + 2 \log m)}{2(-2\delta^2 + 1 + \epsilon^2) \log^2 x} e^{i\phi} : 0 \leq \phi \leq 2\pi \right\}. \]
Let \( \tau \) be a number such that 
\[ \| \tau \log p/2\pi - \arg \tilde{b}'(p)/2\pi \| \leq 1/\log^2 x, \]
for all \( p \leq x \).
For such \( \tau \) and for all \( p \leq x \), we get
\[ |p^{-i\tau} - \tilde{b}'(p)| \ll 1/\log^2 x. \]

For a \( \tau \) satisfying (9.2) and for \( s \in \mathcal{C}_1 \), we have 
\[ |V_x(s + i\tau) - Z_x(s)| \ll \sum_{n \leq x} \frac{\Lambda(n)}{n^{s+i\tau}} - \frac{\Lambda(n)\tilde{b}'(n)}{n^s} | \ll \sum_{p^k \leq x} \frac{k \log p}{p^k} |p^{-i\tau} - \tilde{b}'(p)| \ll \frac{1}{\log x}. \]
So we have 
\[ V_x(s + i\tau) = Z_x(s) + O\left(\frac{1}{\log x}\right). \]
For a sufficiently large \( x \), define \( M_x(s) \) as 
\[ M_x(s) = \sum_{1<n \leq x} \frac{\Lambda(n)c'(n)}{n^s \log n}. \]
where \( c'(n) \) is a completely multiplicative function such that
\[
c'(p) = \begin{cases} 
-1 & \text{if } p \mid q, \\
\chi(p)b'(p) & \text{if } p \nmid q.
\end{cases}
\]

For \( s \in \mathcal{C}_1 \), by Lemma \( \mathbb{H} \) we have,
\[
\sum_{1 < n \leq x \atop (q,n) > 1} \frac{\Lambda(n)c'(n)}{n^s \log n} = \sum_{p \mid q} \log \left( 1 - \frac{c'(p)}{p^s} \right)^{-1} + O\left( \frac{1}{\sqrt{x \log x}} \right) 
\]
\[
= -\sum_{p \mid q} \log \left( 1 + \frac{1}{p^s} \right) + O\left( \frac{1}{\sqrt{x \log x}} \right) 
\]
\[
= -\sum_{p \mid q} \log \left( 1 + \frac{1}{p} \right) + O\left( \frac{1}{\log^2 x} \right).
\]

We get the last equality because
\[
\log \left( 1 + \frac{1}{p^s} \right) - \log \left( 1 + \frac{1}{p} \right) \ll \frac{1}{\log^2 x}.
\]

Thus, for \( s \in \mathcal{C}_1 \) we get
\[
\sum_{1 < n \leq x} \frac{\Lambda(n)\chi(n)}{n^{s+\tau} \log n} - M_x(s) - \sum_{p \mid q} \log \frac{p+1}{p} = \sum_{1 < n \leq x} \frac{\Lambda(n)\chi(n)}{n^{s+\tau} \log n} - \sum_{1 < n \leq x} \frac{\Lambda(n)c'(n)}{n^s \log n} + \sum_{p \mid q} \sum_{m=1}^{\infty} \frac{(-1)^m}{mp^n} 
\]
\[
\leq \sum_{1 < n \leq x} \frac{\Lambda(n)}{n \log n} \left| \frac{\chi(n)}{n^{\tau}} - c'(n) \right| + O\left( \frac{1}{\log x} \right) 
\]
\[
\ll \sum_{1 < n \leq x \atop (q,n) = 1} \frac{1}{p^k} \left| \frac{\chi(p)}{p^{\tau}} - c'(p) \right| + O\left( \frac{1}{\log x} \right).
\]

We know that for a \( \tau \) satisfying (9.2) and \( p \leq x \), we have
\[
|p^{-\tau} - b'(p)| \ll 1/\log^2 x.
\]

So for \( p \leq x \) and \( p \nmid q \), we have
\[
|p^{-\tau} - b'(p)| = |p^{-\tau} \chi(p) - b'(p)\chi(p)| = \left| \frac{\chi(p)}{p^{\tau}} - c'(p) \right| \ll 1/\log^2 x.
\]

Thus,
\[
\sum_{1 < p^k \leq x \atop p \nmid q} \frac{1}{p^k} \left| \frac{\chi(p)}{p^{\tau}} - c'(p) \right| \ll \frac{1}{\log x}.
\]
Combining all the above estimates, we have

\[
\sum_{1 < n \leq x} \frac{\Lambda(n) \chi(n)}{n^{s+\epsilon} \log n} = M_x(s) + \sum_{\substack{p|q \ \epsilon \mathbb{N}}} \log \frac{p + 1}{p} + O \left( \frac{1}{\log x} \right).
\]

Since

\[M_x'(s) \ll \sum_{1 \leq n \leq x} \frac{\Lambda(n) c'(n)}{n} \ll \log x,
\]

by Liouville’s theorem on \( \mathcal{C}_1 \), we get

\[
M_x(s) = M_x(1) + O \left( \frac{1}{\log x} \right).
\]

We have

\[
M_x(1) = \sum_{1 < n \leq x^\epsilon} \frac{\Lambda(n) c'(n)}{n \log n} + \sum_{x^\epsilon < n \leq mx^\epsilon} \frac{\Lambda(n) c'(n)}{n \log n} + \sum_{mx^\epsilon < n \leq x^\delta} \frac{\Lambda(n) c'(n)}{n \log n} + \sum_{x^\delta < n \leq x} \frac{\Lambda(n) c'(n)}{n \log n}.
\]

Using the similar method from Part 2, we can see that the second, third and fourth terms on the right-hand side of the above equation are \( O(1/\log x) \). Thus, we get the following expression for \( M_x(1) \).

\[
M_x(1) = \sum_{1 < n \leq x} \frac{\Lambda(n) c'(n)}{n \log n} = \sum_{1 < n \leq x^\epsilon} \frac{\Lambda(n) c'(n)}{n \log n} + O \left( \frac{1}{\log x} \right)
\]

\[
= \sum_{p \leq x^\epsilon} \log \left( 1 - \frac{c'(p)}{p} \right)^{-1} + O \left( \frac{1}{\log x} \right)
\]

\[
= - \sum_{p \leq x^\epsilon} \log \left( 1 + \frac{1}{p} \right) + O \left( \frac{1}{\log x} \right)
\]

\[
= - \log \log x^\epsilon - C_0 + \log \left( \frac{\pi^2}{6} \right) + O \left( \frac{1}{\log x} \right).
\]

We get the last line in the above equation from Theorem 2.7 of [6]. Combining (9.7), (9.8) and (9.9), we get

\[
\Re \sum_{1 < n \leq x} \frac{\Lambda(n) \chi(n)}{n^{s+\epsilon} \log n} \leq - \log \log x - C_0 + \log \left( \frac{\pi^2}{6} \right) + \sum_{\substack{p|q \ \epsilon \mathbb{N}}} \log \frac{p + 1}{p} - \log \epsilon + O \left( \frac{1}{\log x} \right).
\]

With \( T_x(s) \), \( Q_x(s) \) and \( Q'_x(s) \) as defined in part 2. For \( \Re s > 1 \), we have

\[
\log L(s, \chi) = \sum_{1 < n \leq x} \frac{\Lambda(n) \chi(n)}{n^s \log n} + T_x(s) + O \left( \frac{1}{\log x} \right),
\]
and

\[-\frac{\zeta'(s)}{\zeta(s)} = \sum_{1 \leq n \leq x} \frac{\Lambda(n)}{n^s} - Q'(s) + O\left(\frac{1}{\log x}\right).\]

If \( \tau \) satisfies (6.18) and (6.19), then we get

(9.11) \( \Re \log L(s + i\tau, \chi) \leq -\log \log x - C_0 + \log(\pi^2/6) + \sum_{p|q} \log p + O\left(\frac{1}{\log x}\right), \)

and

(9.12) \[-\frac{\zeta'(s + i\tau)}{\zeta(s + i\tau)} = Z_x(s) + O\left(\frac{1}{\log x}\right).\]

From (9.12), we have

(9.13) \[-\frac{\zeta'(s + i\tau)}{\zeta(s + i\tau)} - Z_x(s) \ll \frac{1}{\log x}.\]

If \( Z_x(s) \asymp 1 \) on \( C_1 \) then

(9.14) \[-\frac{\zeta'(s + i\tau)}{\zeta(s + i\tau)} - Z_x(s) \ll \frac{1}{\log x} \ll Z_x(s).\]

If \( Z_x(s) \) has a root for \( s \in C_1 \) and \( Z_x(s) \asymp 1 \) on the boundary of \( C_1 \), then by Rouche’s theorem \( \zeta'(s) \) will have a zero \( \rho' \) for \( \rho' \in C_1 + i\tau \) and from (9.11), we get

(9.15) \[|L(\rho', \chi)| \leq \frac{1}{e \log x} e^{-C_0} \frac{\pi^2}{6} \prod_{p|q} \frac{p + 1}{p} e^{O(1/\log x)}.\]

Finally, to prove Theorem 4, we want the following to be true:

- \( Z_x(s) \) to have a root inside \( C_1 \)
- \( Z_x(s) \asymp 1 \) on \( C_1 \).
- Existence of arbitrarily large \( \tau \) satisfying (6.18) and (6.19).

The fulfillment of the first two conditions above depends on making the correct choice for \( m \). Recall that

(9.16) \[2 \log m = -\Re S_2 + |S_2| + 1.\]

**Lemma 10.** \( Z_x(s) \) has a root inside \( C_1 \).

**Proof.** To prove this, we need to check that the distance of the root of \( Z_x(s) \) from the center of \( C_1 \) is less than the radius.

From Lemma 9 we know that \( Z_x(s) \) has a root at

\[s = 1 + \frac{2(S_2 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} + O\left(\frac{1}{\log^3 x}\right).\]
Its distance from the center \(C_1\) is \(O(1/\log^3 x)\). The radius of \(C_1\) is
\[
\frac{(\Re S_2 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x}.
\]
Thus proving the assertion. \(\square\)

**Lemma 11.** \(Z_x(s) \asymp 1\) on \(C_1\).

**Proof.** To check how \(Z_x(s)\) varies on \(C_1\), we plug the equation of \(C_1\) in the equation of \(Z_x(s)\). We get,
\[
Z_x(C_1) = \frac{1}{2} \left( \frac{2(S_2 + 2 \log m)}{(-2\delta^2 + 1 + \epsilon^2) \log^2 x} + \frac{(\Re S_2 + 2 \log m)}{2(-2\delta^2 + 1 + \epsilon^2) \log^2 x} e^{i\phi} \right) (2\delta^2 - 1 - \epsilon^2) \log^2 x + S_2 + 2 \log m
\]
\[+ O\left( \frac{1}{\log x} \right) \]
\[= \frac{1}{4}(\Re S_2 + 2 \log m)e^{i\phi} + O\left( \frac{1}{\log x} \right) \asymp 1.
\]
Thus, \(Z_x(s) \asymp 1\) on the boundary of \(C_1\). \(\square\)

The existence of arbitrarily large \(\tau\) satisfying (6.18) and (6.19) is proved in the proof of Theorem 2. Using \(x = \log T/(\log \log T)^3\) in (9.15) and the existence of a critical point \(\rho' \in C_1 + i\tau\) for \(T \leq \tau \leq 2T\), we get
\[
\liminf_{\gamma' \to \infty} |L(\rho', \chi)| \log \log \gamma' \leq \frac{\pi^2 e^{-C_0}}{6\epsilon} \prod_{p|q} \frac{p + 1}{p}.
\]
By taking \(\epsilon\) arbitrarily close to 1,
\[
\liminf_{\gamma' \to \infty} |L(\rho', \chi)| \log \log \gamma' \leq \frac{\pi^2 e^{-C_0}}{6} \prod_{p|q} \frac{p + 1}{p}.
\]
\(\square\)

10. **Remarks**

One can check that even if we replace the critical points of the Riemann zeta function with \(1 + it\), the bounds in Theorems 2 and 4 still remain the same. By Kronecker’s theorem we see that when \(x = \log T/(\log \log T)^3\), we can choose \(t\) such that \(\chi(n)n^{-it} \approx 1\) for all \(n \leq x\), thus getting the same extreme values.
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