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Abstract

In this paper, the synchronization of heterogeneous agents interacting over a dynamical network is studied. The edge dynamics can model the inter-agent communications which are often heterogeneous by nature. They can also model the controllers of the agents which may be different for each agent or uniform for all the agents. Novel synchronization conditions are obtained for both cases from a phase perspective by exploiting a recently developed small phase theorem. The conditions scale well with the network and reveal the trade-off between the phases of node dynamics and edge dynamics. We also study the synchronizability problem which aims to characterize the allowable diversity of the agents for which controllers can be designed so as to achieve synchronization. The allowable diversity is captured in terms of phase conditions engaging the residue matrices of the agents at their persistent modes. Controller design algorithms are provided for the cases of agent-dependent and uniform controllers, respectively.
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1 Introduction

Consensus, agreement, rendezvous, flocking, swarming, and synchronization problems for multi-agent systems have been extensively studied for over two decades. See textbooks and research monographs [1–6]. These problems can be unified, more or less, into an output synchronization problem where a number of dynamical agents are connected by a network protocol so that the agents’ behaviors are coordinated, e.g., made to converge to a common trajectory.

Generally speaking, there are three main factors involved in synchronization, i.e., the agent dynamics, controllers and inter-agent interactions. Early investigations started with analysis of synchronization, namely, find conditions under which a given set of agents reach synchronization with given controllers and given network. In the simplest case of consensus of a set of identical single integrators via a uniform static controller, a well-known result is that consensus can be reached if and only if the network has a spanning tree [7,8]. This discovery has spurred enduring interest in finding graph-theoretic conditions required for consensus under various interaction protocols, such as switching networks, time-varying networks, gossip-type interactions, stochastic communication, etc. See [4, 6] and the references therein for more details.

On a different direction, researchers have paid attention to synchronization of agents with more complicated dynamics, from linear time-invariant (LTI) systems to time varying nonlinear systems, from homogeneous agents to heterogeneous agents. For those cases, very often graph-theoretic conditions alone are no longer sufficient for ensuring synchronization. Instead, the interplay and trade-off between agent dynamics, controllers and inter-agent interactions become more essential. It is well recognized that the synchronization problem is in essence a feedback stability problem on a disagreement subspace which then invites application of the stability theory. The small gain theorem is one of the most used results on feedback stability on a disagreement subspace which then invites application of the stability theory. The small gain theorem is one of the most used results on feedback stability.
agents which determine the common trajectory that the agents will synchronize to. The theories of positive real systems and negative imaginary systems can overcome this difficulty and have been used to derive synchronization conditions [9–11]. There have been other insightful efforts in establishing synchronization conditions, for instance [12] by using the notion of S-hull and [13] by using the integral quadratic constraints.

Compared to the analysis, the synthesis problem appears more challenging. There are two major issues here. The first one is to characterize the solvability condition, i.e., whether there exist controllers so that synchronization can be achieved (assuming network connectivity). The second one is to give a design procedure which produces synchronizing controllers. In the simplest case when all the agents are identical integrators, the problem can be solved by a uniform static network controller [7, 8, 14–17]. A more general case is when the agents are general LTI but homogeneous [17–22]. Most of the research efforts adopt the natural strategy of applying a uniform controller to all the agents. Requiring the controllers to be uniform makes the design problem significantly more challenging. The solvability of the problem becomes highly nontrivial [21, 22]. Mathematically these solvability conditions can be removed if the controllers are allowed to be different. However, doing this vastly increases the cost of design and implementation.

In recent years, we see more and more works on the case when the agents are heterogeneous [9, 12, 13, 23–25]. How to characterize the allowable diversity in the agents to ensure the solvability becomes a rather challenging task. One way to handle the differences among the agents is to treat them as model uncertainties or perturbations, described in terms of relative uncertainty, gap metric, integral quadratic constraint, etc., to name a few [13, 26, 27]. Robust control techniques can then be employed to design the controllers so that the model uncertainties or perturbations can be tolerated when the synchronization is achieved. When a uniform controller is adopted, the extent of the uncertainties, i.e., the diversity among the agents allowable to ensure problem solvability according to robust control, is rather small. Other powerful tools are needed when the diversity among the agents is large.

The phase theory recently developed in [28, 29] provides a new perspective in investigating the synchronization problem. It turns out particularly useful in characterizing the large diversity among the agents. With this new perspective, we establish a collection of novel results in this paper that add to the knowledge of synchronization. We draw motivation from real applications, in particular from power networks and unmanned system networks. The agents in these networks, such as generators, loads, and UAVs, often have similar phase properties regardless of their physical sizes. We are also inspired from the early investigation of consensus of integrators with different gains, i.e., integrators multiplied by different scalars [7]. It turns out that as long as the scalar multiplications are all positive, consensus is reached regardless of scalar magnitudes. This hints at a natural way to capture the allowable diversity among the agents ensuring synchronizability in terms of phase bounded cones. This hint is evidenced and further strengthened in later works using positive real and/or negative imaginary theories [9–11]. While positive realness and negative imaginairiness only give qualitative phase descriptions, the newly developed phase theory opens a wide path for a quantitative study of the trade-off between the phases of agents, controllers, and networks.

At the core of the phase theory is a beautiful formulation of small phase theorem, in which lies the soul of the results developed in this paper. Both analysis and synthesis problems are investigated. For the analysis part, led by the small phase theorem, we obtain scalable synchronization conditions unraveling the trade-off between the phases of node dynamics and edge dynamics. For the synthesis part, guided by the principle of phase compensation, we characterize the allowable diversity among the agents ensuring the problem solvability in terms of phase bounded cones. Controller design algorithms are provided for the cases of agent-dependent and uniform controllers, respectively.

This paper has made significant new contributions compared to our previous conference paper [25], where only the analysis problem with nonuniform communication dynamics has been considered. Theorem 1 was stated in [25] without a proof. The proof is now included. The results on the analysis problem with agent-dependent controllers (Theorem 2) and the synthesis problem (Theorems 3 and 4) are all new and go much beyond the scope of study in the conference paper.

The rest of this paper is organized as follows. The synchronization problem is formulated in Section 2. Some preliminaries on the phase theory, particularly, the small phase theorem, are given in Section 3. Section 4 and Section 5 present our main results on analysis and synthesis problem, respectively. Section 6 illustrates a simulation example. Section 7 concludes this paper.

Notation and graph basics: We denote by $\mathbb{R}$ and $\mathbb{C}$ the sets of real and complex numbers. We use $\rho(C)$ and $\sigma(C)$ to denote the spectral radius and the largest singular value of the matrix $C$ respectively. The Kronecker product of two matrices $A$ and $B$ is denoted by $A \otimes B$. We use $1_n$ to denote the $n$-dimensional vector with all its entries equal to 1. The symbol $\text{diag}\{\cdot\}$ denotes the diagonal operation.

A graph, denoted by $G=(\mathcal{V}, \mathcal{E})$, consists of a set of nodes $\mathcal{V} = \{1, \ldots, n\}$ and a set of edges $\mathcal{E} = \{e_1, \ldots, e_l\}$. We also use $(i, j)$ to represent the edge directed from node $i$ to node $j$, where $j$ is called the head and $i$ is called the tail of the edge. A path from node $i_1$ to node $i_k$ is a sequence of edges $(i_1, i_2), (i_2, i_3), \ldots, (i_{k-1}, i_k)$ with $(i_j, i_{j+1}) \in \mathcal{E}$.
for \( j \in \{1, \ldots, k-1\} \). A node is called a root if it has paths to all the other nodes in the graph. A graph \( G \) is said to have a spanning tree if it has a root. Furthermore, \( G \) is said to be strongly connected if every node is a root. A graph is undirected if \((i, j) \in \mathcal{E}\) implies \((j, i) \in \mathcal{E}\).

A weighted graph is a graph with each edge associated with a weight. The edge weights are assumed to be positive. Denote by \(a_{ij}\) the weight of edge \((i, j)\), where \(a_{ij}\) is understood to be zero when there is no edge from node \(i\) to \(j\). The indegree and outdegree of node \(i\) are given by \(d_{\text{in}}(i) = \sum_{j=1}^{n} a_{ij}\) and \(d_{\text{out}}(i) = \sum_{j=1}^{n} a_{ji}\) respectively. A graph is said to be weight-balanced if \(d_{\text{in}}(i) = d_{\text{out}}(i)\) for all \(i \in \mathcal{V}\). For a weighted graph, its Laplacian matrix \(L = [l_{ij}]\) is defined as

\[
l_{ij} = \begin{cases} -a_{ij}, & i \neq j, \\ \sum_{j=1, j \neq i}^{n} a_{ij}, & i = j. 
\end{cases}
\]

The Laplacian matrix \(L\) has all its eigenvalues in the closed right half plane. Also, it has a zero eigenvalue with a corresponding eigenvector being \(1_{n}\). Furthermore, 0 is a simple eigenvalue of \(L\) if and only if \(G\) has a spanning tree. See [30] for a survey on Laplacian matrices.

2 Problem Formulation

Suppose there are \(n\) agents. The dynamics of agent \(i\) is given by

\[
\dot{x}_i(t) = A_i x_i(t) + B_i u_i(t), \quad x_i(0) = x_{0i}, \\
y_i(t) = C_i x_i(t),
\]

where \(x_i(t), u_i(t), y_i(t)\) are the state, input, and output of agent \(i\), and \(A_i, B_i, C_i\) are real matrices. The inputs and outputs of all the agents are of the same dimension \(m\) but their states can have different dimensions. Assume that \((A_i, B_i)\) are stabilizable and \((C_i, A_i)\) are detectable for \(i = 1, \ldots, n\).

We are interested in the problem of making the agents converge to a common bounded trajectory generated by a set of persistent modes on the imaginary axis \(j \Omega = \{0, \pm j \omega_1, \ldots, \pm j \omega_q\}\) through local coordinations among their neighbours. To this end, let \(A_i, i = 1, \ldots, n\) be such that they share exactly the same set of eigenvalues \(j \Omega\) on the imaginary axis and have all the other eigenvalues in the open left half plane. Moreover, each imaginary-axis eigenvalue is semi-simple, i.e., with the same algebraic and geometric multiplicities, and has multiplicity \(m\).

Let \(P_i(s) = C_i(sI - A_i)^{-1}B_i, i = 1, \ldots, n\) be the transfer function matrices of the agents. Using partial fractional expansion, one can write \(P_i(s)\) into the form

\[
P_i(s) = \frac{M_{0i}}{s} + \frac{M_{1i}}{s - j \omega_1} + \frac{\bar{M}_{1i}}{s + j \omega_1} + \cdots \\
+ \frac{M_{qi}}{s - j \omega_q} + \frac{\bar{M}_{qi}}{s + j \omega_q} + \Delta_i(s),
\]

where \(M_{0i} = \lim_{s \to 0} s P_i(s) \in \mathbb{R}^{m \times m}\) and \(M_{ki} = \lim_{s \to j \omega_k} (s - j \omega_k) P_i(s) \in \mathbb{C}^{m \times m}\), \(k = 1, \ldots, q\) can be all different for distinct agents, \(\bar{M}_{ki}\) denotes the elementwise conjugate of \(M_{ki}\), and \(\Delta_i(s)\) are all stable but can be diversely different. Under the earlier assumptions, these residue matrices \(M_{ki}, k = 0, 1, \ldots, q, i = 1, 2, \ldots, n\) are nonsingular.

The agents exchange information with their neighbours over a graph \(G = (\mathcal{V}, \mathcal{E})\) through the following synchronization protocol:

\[
u_i(s) = \sum_{(j, i) \in \mathcal{E}} a_{ij} C_{ij}(s)(y_j(s) - y_i(s)), \quad i \in \mathcal{V},
\]

where \(a_{ij} > 0\) are feedback gains \((a_{ij}\) is understood to be 0 if \((j, i) \notin \mathcal{E}\)\) and \(C_{ij}(s)\), assumed to be \(m \times m\) stable transfer matrices, represent the feedback dynamics. The feedback dynamics \(C_{ij}(s)\) can model the communication imperfections in each interconnection which are likely all different. They can also model the controllers applied to the agents which may be different for each agent, or uniform through all of the agents. We assume throughout the paper that \(G\) has a spanning tree.

The agents are said to achieve synchronization if

\[
|y_i(t) - y_j(t)| \to 0 \quad \text{as} \quad t \to \infty
\]

for all \(i, j \in \mathcal{V}, i \neq j\) for any initial conditions. Further, if the agents have only one common unstable pole at the origin, their outputs will converge to a common constant trajectory; if the agents have common pairs of complex poles on the imaginary axis, their outputs will converge to a common oscillating trajectory. The former case is well known as the consensus problem.

Denote by

\[
P(s) = \text{diag}\{P_1(s), \ldots, P_n(s)\}, \quad x_0 = \left[x_{01}^t \cdots x_{0n}^t\right]^t, \\
u(t) = \left[u_1(t)^t \cdots u_n(t)^t\right]^t, \quad y(t) = \left[y_1(t)^t \cdots y_n(t)^t\right]^t.
\]

From the agents’ dynamics, we have in frequency domain

\[
y(s) = P(s)u(s) + H(s)x_0, \quad \text{where}
\]

\[
H(s) = \text{diag}\{C_1, \ldots, C_n\}(sI - \text{diag}\{A_1, \ldots, A_n\})^{-1}.
\]
On the other hand, the synchronization protocol (2) can be written into the compact form

\[ u(s) = -L(s)y(s), \quad (4) \]

where \( L(s) = [L_{ij}(s)] \) is a dynamical matrix Laplacian whose \( ij \)th block is given by

\[
L_{ij}(s) = \begin{cases} 
- a_{ij} C_{ij}(s), & i \neq j, \\
\sum_{j=1, j \neq i}^{n} a_{ij} C_{ij}(s), & i = j.
\end{cases}
\]

Note that \( L(j\omega) \) has \( m \) zero eigenvalues with corresponding eigenvectors being \( 1_n \otimes x \) for all \( \omega \in \mathbb{R} \cup \{\infty\} \), where \( x \in \mathbb{C}^m \) is an arbitrary nonzero vector.

The closed-loop synchronization dynamics is now represented by the block diagram in Figure 1. Moreover, we have (by substituting (4) into (3))

\[
y(s) = (I + P(s)L(s))^{-1} H(s)x_0. \quad (5)
\]

Figure 1. Block diagram of synchronization problem.

Such a synchronization problem can be transformed to a feedback stability problem on a disagreement subspace. We define the average output trajectory to be

\[ y^{\text{ave}}(t) = \frac{1}{n}(1_n \otimes I_m)'y(t) \]

and the output disagreement to be

\[ y^{\text{dis}}(t) = y(t) - (1_n \otimes y^{\text{ave}}(t)). \]

Synchronization is achieved if and only if \( y^{\text{dis}}(t) \to 0 \) as \( t \to \infty \) and \( y^{\text{ave}}(t) \) converges to a bounded trajectory described by the persistent modes in \( j\Omega \).

Let \( Q \) be such that \( [\frac{1}{\sqrt{n}} Q] \) is an orthogonal matrix. We have

\[
(I + P(s)L(s))^{-1} = \left( \frac{1}{\sqrt{n}} Q \right) \otimes I_m,
\]

where

\[
(I - \left( \frac{1}{\sqrt{n}} \otimes I_m \right) P(s)L(s)(Q \otimes I_m)S(s)) \left( \left[ \frac{1}{\sqrt{n}} Q \right] \otimes I_m \right). \]

Then \( (I + P(s)L(s))^{-1} \) is given by

\[
(I + P(s)L(s))^{-1} = \left[ \frac{1}{\sqrt{n}} Q \right] \otimes I_m
\]

\[
(I - \left( \frac{1}{\sqrt{n}} \otimes I_m \right) P(s)L(s)(Q \otimes I_m)S(s)) \left( \left[ \frac{1}{\sqrt{n}} Q \right] \otimes I_m \right).
\]

Note that \( S(s) = \left( I + (Q' \otimes I_m)P(s)L(s)(Q \otimes I_m) \right)^{-1} \).

In view of (5), one can compute \( y^{\text{ave}}(s) \) and \( y^{\text{dis}}(s) \) to be

\[ y^{\text{ave}}(s) = (1_n' \otimes I_m) \cdot (I - P(s)L(s)(Q \otimes I_m)S(s)(Q' \otimes I_m))H(s)x_0, \]

\[ y^{\text{dis}}(s) = (Q \otimes I_m)S(s)(Q' \otimes I_m)H(s)x_0. \]

Let us have a closer look at \( y^{\text{dis}}(s) \). The sensitivity function \( S(s) \) is said to be internally stable if it belongs to \( \mathcal{RH}_\infty \) and the unstable poles \( j\Omega \) of \( (Q' \otimes I_m)P(s) \), each with multiplicity \( (n-1)m \), remain as the poles of \( (Q' \otimes I_m)P(s)L(s)(Q \otimes I_m) \) with the same multiplicity. The latter requires that the rank of

\[(Q' \otimes I_m)\text{diag}\{M_{k1}, \ldots, M_{kn}\}L(j\omega_k)(Q \otimes I_m)\]

is equal to \( (n-1)m \) for all \( k = 0, \ldots, q \). If \( S(s) \) is internally stable, then \( S(j\omega_k) = 0 \) and \( y^{\text{dis}}(s) \) has no pole at \( j\Omega \). Hence, \( y^{\text{dis}}(t) \) converge to zero as \( t \to \infty \).

Now we analyze \( y^{\text{ave}}(s) \). Under the assumption that \( S(s) \) is internally stable, we have \( S(j\omega_k) = 0 \), which implies

\[
I - P(s)L(s)(Q \otimes I_m)S(s)(Q' \otimes I_m) \in \mathcal{RH}_\infty.
\]

Therefore, the steady state of \( y^{\text{ave}}(t) \) contains exactly those modes in \( j\Omega \).

Combining the above analysis, to reach synchronization, \( S(s) \) should be internally stable, which is equivalent to the internal stability of the closed-loop system shown in Figure 2.

Figure 2. Feedback stability problem.

Now that synchronization is connected to feedback stability so that results from stability theory can be applied.
The purpose of this paper is to add to the understandings of synchronization by exploiting the recently developed phase theory for multi-input multi-output (MIMO) LTI systems. A brief review will be provided later. Particularly, the small phase theorem formulated in [29] enacts a quantitative phasic approach in studying the synchronization problems. We will see that the phase notion offers great advantages in incorporating the diverse heterogeneity in the networks, leading to a collection of novel results and new understandings.

We study both the analysis and synthesis problems. The analysis problem aims to seek conditions for a given set of heterogeneous agents achieving synchronization under given network topology and given edge dynamics. Two scenarios are considered: 1) the edge dynamics model the communication imperfections among the agents; 2) the edge dynamics model the controllers of the agents. The synthesis problem aims at designing controllers, if possible, so that a given set of heterogeneous agents reach synchronization under given network topology. Two main issues need to be addressed. The first one is to characterize the solvability condition with respect to the diversity of the agents. The second one is to give controller design algorithms when the problem is solvable. We consider the cases of agent-dependent controllers and a uniform controller, respectively.

3 Phases of Matrices and LTI MIMO Systems

3.1 Phases and essential phases of matrices

In this section, we review some basics of phases of semi-sectorial matrices and essential phases of essentially semi-sectorial matrices [29,31,32]. We will see later that these notions play an important role in the study of stability and synchronization of dynamical networks.

The numerical range of a matrix \( C \in \mathbb{C}^{n \times n} \) is defined to be \( W(C) = \{ x^* C x : x \in \mathbb{C}^n, \|x\| = 1 \} \). It is a compact and convex subset of \( \mathbb{C} \), and contains the spectrum of \( C \) [33]. A matrix \( C \) is said to be sectorial if \( 0 \notin W(C) \), or equivalently, \( W(C) \) is contained in an open half complex plane. A sectorial matrix \( C \) has a sectorial decomposition

\[
C = T^* DT
\]

for some nonsingular \( T \) and diagonal unitary \( D \), where \( D \) is unique up to a permutation and has its eigenvalues distributed in an arc on the unit circle with length less than \( \pi \) [34]. The phases of \( C \), denoted by

\[
\phi(C) = \phi_1(C) \geq \phi_2(C) \geq \cdots \geq \phi_n(C) = \phi(C)
\]

are defined as the phases of the eigenvalues of \( D \) so that \( \phi(C) - \phi(C) < \pi \). The phases are multi-valued functions. Their values are only uniquely determined after we make a selection of \( \gamma(C) = [\overline{\phi}(C) + \phi(C)]/2 \), called the phase center of \( C \), in \( \mathbb{R} \). The phases are said to take the principal values if \( \gamma(C) \) is selected in \( (-\pi, \pi] \). However, we will not always select \( \gamma(C) \) using its principal value. Following the standard way of selecting the phase of a complex scalar, we will select \( \gamma(C) \) to make it continuous in the elements of \( C \). In this way the phases are continuous in the elements of \( C \). The phases defined in this way resemble the canonical angles of \( C \) introduced in [35]. Denote

\[
\phi(C) = \left[ \phi_1(C) \phi_2(C) \cdots \phi_n(C) \right]
\]

and

\[
\Phi(C) = [\phi(C), \overline{\phi}(C)]
\]

A graphic illustration of phases is depicted in Figure 3. The two angles from the positive real axis to the two supporting rays of \( W(C) \) are \( \phi(C) \) and \( \overline{\phi}(C) \) respectively.

![Figure 3. Geometric interpretations of \( \phi(C) \) and \( \overline{\phi}(C) \).](image)

The phase definition can be extended to a broader class of matrices. A matrix \( C \) is said to be semi-sectorial if \( 0 \) is not in the interior of \( W(C) \), or equivalently, \( W(C) \) is contained in a closed half plane. A degenerate case of such matrices is when the numerical range has no interior and is given by a straight interval containing the origin in its relative interior. In this case, \( C \) is in fact a rotated Hermitian matrix and has the decomposition

\[
C = T^* \text{diag}\{0_{n-r}, e^{j(\gamma(C)+\pi/2)} I, e^{j(\gamma(C)-\pi/2)} I\} T,
\]

where \( r = \text{rank}(C) \). The value of \( \gamma(C) \) is determined modulo \( \pi \) and there are two possible principal values in \( (-\pi, \pi] \). The phases of \( C \) are several copies of \( \gamma(C) + \pi/2 \) and several copies of \( \gamma(C) - \pi/2 \).

The generic case of semi-sectorial matrices is when the numerical range has nonempty interior. If \( C \) is nonsingular, then \( C \) admits the following decomposition [36]

\[
C = T^* \begin{bmatrix} D & 0 \\ 0 & E \end{bmatrix} T,
\]

where \( D \) and \( E \) are diagonal matrices.
where $T$ is nonsingular, $D = \text{diag}\{e^{j\theta_0}, \ldots, e^{j\theta_m}\}$ with $\theta_0 + \pi/2 \geq \theta_1 \geq \cdots \geq \theta_m \geq \theta_0 - \pi/2$, and

$$E = \text{diag}\left\{ e^{j\theta_0} \begin{bmatrix} 1 & 2 \\ 0 & 1 \end{bmatrix}, \ldots, e^{j\theta_0} \begin{bmatrix} 1 & 2 \\ 0 & 1 \end{bmatrix} \right\}.$$ 

The phases of $C$ are defined to be $\theta_1, \ldots, \theta_m$ along with $(n - m)/2$ copies of $\theta_0 \pm \pi/2$ so that $\phi(C) - \phi(E) \leq \pi$. If $C$ is singular, then 0 is an eigenvalue on the boundary of $W(C)$ which has to be a normal eigenvalue [33]. From the definition of normal eigenvalue, it follows that $C$ has the following decomposition

$$C = U \begin{bmatrix} 0 & 0 \\ 0 & \tilde{C} \end{bmatrix} U^*,$$

where $U$ is unitary and $\tilde{C} \in \mathbb{C}^{r \times r}$ is full rank. If further, 0 is on the boundary of $W(\tilde{C})$, then $\tilde{C}$ has a decomposition in the form of (7); otherwise, $\phi(\tilde{C})$ and consequently $\tilde{C}$ has a decomposition in the form of (6). In either case, the phases of $C$ are defined to be the phases of $\tilde{C}$. Note that in the former case, 0 is on the smooth boundary of $W(C)$ while in the latter case, 0 is a sharp point of $W(C)$. The latter case has its own interest as it defines a subset of semi-sectorial matrices that are congruent to the direct sum of 0 and sectorial matrices. We call such matrices quasi-sectorial matrices. A graphic illustration of semi-sectorial and quasi-sectorial matrices is depicted in Figure 4.

![Figure 4. Semi-sectorial and quasi-sectorial matrices.](image)

(a) A semi-sectorial matrix  
(b) A quasi-sectorial matrix

The matrix phases have many nice properties; see [29, 31]. Here we briefly review several of them which will be useful in later developments.

The first property is concerned with the phases of matrix compressions. Let $C \in \mathbb{C}^{n \times n}$ be a semi-sectorial matrix. Then $\tilde{C} = X^*CX$, where $X \in \mathbb{C}^{n \times k}$ has full column rank, is said to be a compression of $C$.

**Lemma 1** ([36]) Let $C \in \mathbb{C}^{n \times n}$ be nonzero semi-sectorial and $\tilde{C}$ be a nonzero compression of $C$. Then $\tilde{C}$ is semi-sectorial and $\phi(C) \leq \phi(\tilde{C}) \leq \phi(C) \leq \phi(\tilde{C})$.

The next lemma discusses the product of a semi-sectorial matrix and a quasi-sectorial matrix.

**Lemma 2** ([32]) Let $A, B \in \mathbb{C}^{n \times n}$ be quasi-sectorial and semi-sectorial with phase centers $\gamma(A)$ and $\gamma(B)$ respectively. Then $AB$ has rank$(AB)^2$ nonzero eigenvalues $\lambda_i(AB), i = 1, \ldots, \text{rank}(AB)^2$, and $\angle\lambda_i(AB)$ can take value in $(\gamma(A) + \gamma(B) - \pi, \gamma(A) + \gamma(B) + \pi)$. Moreover,

$$\phi(A) + \phi(B) \leq \angle\lambda_i(AB) \leq \phi(A) + \phi(B).$$

Another useful property concerns the phases of the Kronecker product of two semi-sectorial matrices. See the next lemma, a simple extension of Theorem 11.1 in [31].

**Lemma 3** Let $A \in \mathbb{C}^{n \times n}, B \in \mathbb{C}^{m \times m}$ be semi-sectorial. If $\phi(A) + \phi(B) - \phi(A) - \phi(B) \leq \pi$, then $A \otimes B$ is semi-sectorial and has rank$(A)\text{rank}(B)$ number of phases given by $\phi_i(A) + \phi_j(B), 1 \leq i \leq \text{rank}(A), 1 \leq j \leq \text{rank}(B)$.

In many applications, we may encounter a matrix which is not necessarily semi-sectorial but can be made semi-sectorial by diagonal similarity transformation. Such a matrix is said to be essentially semi-sectorial. For such a matrix $C$, we define its (largest and smallest) essential phases to be

$$\phi_{\text{ess}}(C) = \inf_{D \in \mathcal{D}} \phi(D^{-1}CD), \quad \phi_{\text{ess}}(C) = \sup_{D \in \mathcal{D}} \phi(D^{-1}CD),$$

where $\mathcal{D}$ is the set of positive definite diagonal matrices. Here the infimum and supremum are taken over $D \in \mathcal{D}$ such that $D^{-1}CD$ is semi-sectorial and $\phi(D^{-1}CD)$ and $\phi(D^{-1}CD)$ take their principal values. Such an essential phase problem is reminiscent of the essential gain problem that one may find more familiar with. The essential gain of a matrix $C$ is defined as

$$\sigma_{\text{ess}}(C) = \inf_{D \in \mathcal{D}} \sigma(D^{-1}CD),$$

which has proven useful in various applications. It has been studied in [37] with input from [38]. Moreover, it is a special problem in the so-called “$\mu$-analysis” [39, 40] in robust control.

It is known that the essential gain problem can be solved numerically but does not have an analytic solution in general. In the case of a nonnegative matrix $C$, the essential gain has an analytic expression $\sigma_{\text{ess}}(C) = \rho(C)$ and the optimal scaling matrix $D$ can be obtained from the Perron eigenvectors of $C$ [41]. It is a similar situation for the essential phase problem. In general the problem can be solved numerically. For some special classes of matrices, analytic or semi-analytic solutions can be obtained. One may refer to [32] for more details. Here we briefly review the essential phases of Laplacian matrices which will be useful in later developments.
Moreover, it holds that
\[ \phi_{\text{ess}}(L) = \phi(D_o^{-1}LD_o) = \phi(VL), \]
\[ \phi_{\text{ess}}(L) = \phi(D_o^{-1}LD_o) = \phi(VL). \]

Note that VL is a Laplacian matrix with 1 being a common left and right eigenvector corresponding to eigenvalue 0. This means that VL is the Laplacian matrix of a weight-balanced graph. By Lemma 4, VL is quasi-sectorial. Hence \( D_o^{-1}LD_o \) is quasi-sectorial and \( \overline{\phi}_{\text{ess}}(L) < \pi/2 \). It then follows from [31, Lemma 2.3] that
\[ \max_i \{ \angle \lambda_i(L) \} \leq \overline{\phi}_{\text{ess}}(L) < \pi/2. \]

Since L is real, there holds \( \phi_{\text{ess}}(L) = -\overline{\phi}_{\text{ess}}(L) \). For this reason, hereinafter we use \( \phi_{\text{ess}}(L) \) to represent \( \overline{\phi}_{\text{ess}}(L) \) for notational simplicity. In the case of an undirected graph, L is symmetric and hence \( \phi_{\text{ess}}(L) = 0 \). This suggests the use of \( \phi_{\text{ess}}(L) \) as a measure of “directedness” of a graph.

We proceed to consider the case where the graph is not strongly connected but has a spanning tree. In this case, one can decompose the graph into multiple strongly connected components. Suppose the graph has \( n_1 \) roots and \( n \) strongly connected components. Without loss of generality, one can relabel the nodes to form \( n \) groups
\[ \{1, \ldots, n_1\}, \{n_1+1, \ldots, n_2\}, \ldots, \{n_{\nu-1}+1, \ldots, n\} \quad (9) \]
so that the nodes in each group correspond to a strongly connected component and the first component contains all the roots. The Laplacian L can be written accordingly in the Frobenius normal form [42]
\[
L = \begin{bmatrix}
L_{11} & 0 & \cdots & 0 \\
L_{21} & L_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
L_{n1} & L_{n2} & \cdots & L_{n\nu}
\end{bmatrix},
\]
(10)
where \( L_{11} \) is the Laplacian of the subgraph induced by all the roots and \( L_{\kappa\nu}, \kappa = 2, \ldots, \nu \) are nonsingular M-matrices. Moreover, L has a nonnegative left eigenvector \( v = [v_1^T 0]^T \) corresponding to eigenvalue 0, where \( v_1 \) is a positive left eigenvector of \( L_{11} \) corresponding to eigenvalue 0. Since \( v \) is not positive, Lemma 4 fails to hold in this case.

Nevertheless, as will be seen later, one often needs to find the essential phase of each \( L_{\kappa\nu} \) on the diagonal. Clearly, \( \phi_{\text{ess}}(L_{11}) \) can be determined as in Lemma 4 for \( L_{11} \) is the Laplacian associated to the first strongly connected component. The following lemma shows that \( \phi_{\text{ess}}(L_{\kappa\nu}), \kappa = 2, \ldots, \nu \) exist and are bounded by \( \phi_{\text{ess}}(L_{\kappa\nu}), \kappa = 2, \ldots, \nu \) respectively, where \( \phi_{\text{ess}}(L_{\kappa\nu}) \) represents \( \phi_{\text{ess}}(L_{\kappa\nu}) \) and \( L_{\kappa\nu} \) is the Laplacian matrix of the \( \kappa \)th strongly connected component of the graph.

**Lemma 5 ([32])** Let G be a directed graph with a spanning tree and L be its Laplacian matrix in the form of (10). Then \( \phi_{\text{ess}}(L_{\kappa\nu}) \leq \phi_{\text{ess}}(L_{\kappa\nu}), \kappa = 2, \ldots, \nu. \)

### 3.2 Phases of MIMO systems and small phase theorem
Here we review the phase notion of MIMO systems and the small phase theorem recently developed in [29]. Consider an \( m \times m \) real rational proper semi-stable system G with \( j\Omega \) being the set of poles on the imaginary-axis. Then, G is said to be frequency-wise semi-sectorial if

1. \( G(j\omega) \) is semi-sectorial for all \( \omega \in [-\infty, \infty]\Omega; \)
2. there exists an \( \epsilon^* > 0 \) such that for all \( \epsilon \leq \epsilon^* \), \( G(s) \) has a constant rank and is semi-sectorial along the indented imaginary axis shown in Figure 5, where the half-circle detours with radius \( \epsilon \) are taken at both the poles and finite zeros of \( G(s) \) at the frequency axis and a half-circle detour with radius \( 1/\epsilon \) is taken if infinity is a zero of \( G(s) \).

A typical example of the frequency-wise semi-sectorial system is \( 1/s^n \). For the agents considered in this paper, each pole in \( j\Omega \) is at most a simple pole of each element of the transfer function matrix. For such a system G, it is frequency-wise semi-sectorial if \( G(j\omega) \) is semi-sectorial for all \( \omega \in [-\infty, \infty]\Omega \) and the residue matrix at each pole in \( j\Omega \) is semi-sectorial. A stable system G is said to be frequency-wise sectorial if \( G(j\omega) \) is sectorial for all \( \omega \in [-\infty, \infty] \). Clearly, a frequency-wise sectorial system does not have transmission zeros on the imaginary axis.

For a semi-stable frequency-wise semi-sectorial G, its DC phases are defined as \( \phi(G(0)) \) (if 0 is neither a pole nor a zero of G) or \( \phi(G(\epsilon)) \) (if 0 is a pole or a zero of G). For simplicity, we assume throughout that \( \gamma(G(0)) = 0 \) (or \( \gamma(G(\epsilon)) = 0 \)). Let \( \phi(G(s)) \), i.e., the vector of phases of \( G(s) \), be defined so that \( \gamma(G(s)) \) is continuous along the indented imaginary axis. Then \( \phi(G(s)) \) is an \( \mathbb{R}^m \)-valued continuous function along the indented imaginary axis, which we call the phase response of G. For semi-stable frequency-wise semi-sectorial G, its maximum and
small gain theorem, was formulated in [29].

Consider two $m \times m$ real rational proper transfer function matrices $G$ and $H$. The feedback interconnection of $G$ and $H$, as shown in Figure 6, is said to be stable if the Gang of Four matrix

$$G\#H = \begin{bmatrix} (I + HG)^{-1} & (I + HG)^{-1}H \\ G(I + HG)^{-1} & G(I + HG)^{-1}H \end{bmatrix}$$

is proper and stable, i.e., $G\#H \in \mathcal{RH}_{\infty}^{2m \times 2m}$.

The following small phase theorem, a counterpart of the small gain theorem, was formulated in [29].

**Lemma 6 (small phase theorem)** Let $G$ be semi-stable frequency-wise semi-sectorial with $j\Omega$ being the set of poles on the imaginary axis, where $j\omega_0 \in j\Omega$ is at most a simple pole of each element of $G$. Let $H \in \mathcal{R}H_{\infty}$ be frequency-wise sectorial. Then $G\#H$ is stable if

$$\overline{\phi}(G(j\omega)) + \overline{\phi}(H(j\omega)) < \pi,$$

$$\underline{\phi}(G(j\omega)) + \underline{\phi}(H(j\omega)) > -\pi$$

for all $\omega \in [0, \infty]\setminus\Omega$.

The small phase theorem subsumes a well-known version of passivity theorem [43, 44] which states that $G\#H$ is stable if $G$ is positive real and $H$ is strongly positive real.

## 4 Analysis for Synchronization

### 4.1 Synchronization with nonuniform edge dynamics

We consider the synchronization problem when the edge dynamics model the nonuniform communication environments among the agents. Assume in this subsection that the graph is undirected, i.e., $a_{ij}C_{ij}(s) = a_{ji}C_{ji}(s)$ for all $i, j \in V$. In this case, there holds $(1 \otimes I_m)\dot{L}(s) = 0$. Since $QQ' = I - \frac{1}{n}11'$, we have

$$(Q' \otimes I_m)P(s)L(s)(Q \otimes I_m) = (Q' \otimes I_m)P(s)(Q \otimes I_m)(Q' \otimes I_m)L(s)(Q \otimes I_m).$$

Further, for an undirected graph, one can assign an arbitrary direction to each edge and get the incidence matrix

$$[E]_{ik} = \begin{cases} 1, & \text{if } i \text{ is the head node of } e_k, \\ -1, & \text{if } i \text{ is the tail node of } e_k, \\ 0, & \text{otherwise.} \end{cases}$$

We rename nonzero $a_{ij}C_{ij}(s), i \neq j$ as $W_k(s), k = 1, \ldots, l$ and write $W(s) = \text{diag}\{W_1(s), W_2(s), \ldots, W_l(s)\}$. Then $L(s)$ has the factorization

$$L(s) = (E \otimes I_m)W(s)(E \otimes I_m)'$$

It follows that

$$(Q' \otimes I_m)P(s)L(s)(Q \otimes I_m) = (Q' \otimes I_m)P(s)(Q \otimes I_m)(Q'E \otimes I_m)W(s)(E'Q \otimes I_m).$$

In view of the above identity, the feedback loop in Figure 2 can be redrawn to the form of Figure 7, which facilitates the derivation of a synchronization condition presented in the following theorem.

**Theorem 1** Let $G$ be connected, $P(s)$ be frequency-wise semi-sectorial with residue matrices at poles in $j\Omega$ being sectorial, and $W(s)$ be frequency-wise sectorial. Then synchronization is achieved if

$$\max_i \overline{\phi}(P_i(j\omega)) + \max_k \overline{\phi}(W_k(j\omega)) < \pi,$$

$$\min_i \underline{\phi}(P_i(j\omega)) + \min_k \underline{\phi}(W_k(j\omega)) > -\pi$$

for all $\omega \in [0, \infty]\setminus\Omega$. 

![Figure 5. Indented jω-axis: “x” and “o” denote the jω-axis poles and zeros.](image)

![Figure 6. A standard feedback system.](image)
(Q′ ⊗ I_m)
\begin{bmatrix}
P_1(s) & \cdots & \cdots & P_n(s)
\end{bmatrix}
(Q ⊗ I_m)
\begin{bmatrix}
W_1(s) & \cdots & \cdots & W_n(s)
\end{bmatrix}
(Q′E ⊗ I_m)
\begin{bmatrix}
E′Q ⊗ I_m
\end{bmatrix}
\begin{bmatrix}
\end{bmatrix}

Figure 7. Stability problem corresponds to synchronization with nonuniform communications.

**PROOF.** It suffices to show the stability of \( \hat{P}(s) \# \hat{L}(s) \), where

\[
\hat{P}(s) = (Q′ ⊗ I_m)P(s)(Q ⊗ I_m)
\]
\[
\hat{L}(s) = (Q′E ⊗ I_m)W(s)(E′Q ⊗ I_m).
\]

Clearly, \( \hat{P}(s) \) is a compression of \( P(s) \). Then, the residue matrix of \( \hat{P}(s) \) at \( j\omega_k \), given by

\[
(Q′ ⊗ I_m)\text{diag}(M_{k1}, \ldots, M_{kn})(Q ⊗ I_m),
\]
is sectorial and thus nonsingular for all \( k = 0, \ldots, q \). Note that when the graph is connected, \( \text{kernel}(E′) = \text{span}(1_n) \) and thus \( \text{kernel}(E′) \perp \text{range}(Q) \). Therefore, \( E′Q \) has full rank and \( \hat{L}(s) \) is a compression of \( W(s) \). Hence, \( \hat{L}(j\omega_k) \) is nonsingular for all \( k = 0, \ldots, q \) and there is no unstable pole zero cancellation between \( P(s) \) and \( \hat{L}(s) \). By Lemma 1, we have

\[
\phi(\hat{P}(j\omega)) \geq \phi(P(j\omega)) = \min_i \phi(P_i(j\omega))
\]
for all \( \omega \in [0, \infty) \). And

\[
\phi(\hat{L}(j\omega)) \geq \phi(W(j\omega)) = \min_k \phi(W_k(j\omega))
\]
for all \( \omega \in [0, \infty) \). It then follows from Lemma 6 that \( \hat{P}(s) \# \hat{L}(s) \) is stable, which completes the proof.

**Remark 1** Requiring that \( P(s) \) be frequency-wise semi-sectorial in fact requires that \( P_1(s), \ldots, P_n(s) \) be jointly frequency-wise semi-sectorial, i.e., for each \( \omega \in [0, \infty) \), \( W(P_i(j\omega)), i = 1, \ldots, n, \) are simultaneously contained in a closed half plane. Similarly for \( W(s) \).

Theorem 1 guarantees the output synchronization of the heterogeneous agents over nonuniform edge dynamics by imposing only local phase conditions. These conditions are independent of the network topology. Such a result would generalize positive real type conditions [9]. There is no requirement that \( P_j(j\omega) \) be positive real across all frequencies; they may have phases within \( [-\pi/2, \pi/2] \) at some frequencies and beyond \( [-\pi/2, \pi/2] \) at others.

Note that the conditions in Theorem 1 scale well with the size of the network. In particular, when a new agent joins the network or a new communication link is established, the information about the new entry simply needs to be compared with the outcome of the phase analysis previously conducted for the original network with \( n \) agents and \( l \) links. In other words, re-performing a centralized phase analysis involving all nodes is not necessary. These conditions are considered as having a “plug and play” property.

### 4.2 Synchronization with agent-dependent controllers

In this subsection, we consider a different scenario when the edge dynamics model the controllers applied to the agents. We assume that all the edges connecting to an agent have the same dynamic part, i.e., \( C_{ij}(s) = C_i(s) \) for all \( j \) with \( (j, i) \in \mathcal{E} \), where \( C_i(s) \in \mathcal{RH}_{\infty}^{m \times m} \) has full rank at \( j\Omega \) for all \( i \). This means that each agent is controlled by controllers with the same dynamic part regardless of the feedback signal. Agent-dependent controllers were also considered in other studies of synchronization, for instance [45].

Denote by \( L_0 \) the Laplacian matrix associated with the underlying directed network where the edge weights are given by the static gains \( a_{ij} \). Then, the block diagram in Figure 1 can be redrawn to the form of Figure 8.

![Figure 8. Synchronization with agent-dependent controllers.](image-url)
contains all the roots. The Laplacian $L_0$ is then of the form (10). Let
\[ P_{kk}(s) = \text{diag}\{P_{n_k-1}(s), \ldots, P_{n_k}(s)\} \quad (11) \]
and the controllers be grouped accordingly as
\[ C_{n_k}(s) = \text{diag}\{C_{n_k-1}(s), \ldots, C_{n_k}(s)\}, \quad (12) \]
where $\kappa = 1, \ldots, \nu$. We have the following synchronization result.

**Theorem 2** If $P_i(s)C_i(s)$ are jointly frequency-wise semi-sectorial for $i = n_{\kappa-1} + 1, \ldots, n_{\kappa}$ and
\[ \bigcup_{n_{\kappa-1} + 1 \leq i \leq n_{\kappa}} \Phi(P_i(j\omega)C_i(j\omega)) < -\pi + \phi_{\text{ess}}(L_{kk}), \pi - \phi_{\text{ess}}(L_{kk}) \]
holds for all $\kappa = 1, \ldots, \nu$ and $\omega \in [0, \infty) \setminus \Omega$, then synchronization is achieved.

**PROOF.** Denote
\[ u_{\kappa\kappa}(t) = [u_{n_{\kappa-1}+1}(t) \cdots u_{n_\kappa}(t)], \]
\[ y_{\kappa\kappa}(t) = [y_{n_{\kappa-1}+1}(t) \cdots y_{n_\kappa}(t)], \]
\[ x_{0(\kappa\kappa)} = [x'_{0(n_{\kappa-1}+1)} \cdots x'_{0(n_\kappa)}], \]
\[ G_{\kappa\kappa}(s) = P_{\kappa\kappa}(s)C_{\kappa\kappa}(s), \]
where $\kappa = 1, \ldots, \nu$. From the agents’ dynamics (3) we have
\[ y_{n\kappa}(s) = G_{\kappa\kappa}(s)u_{\kappa\kappa}(s) + H_{\kappa\kappa}(s)x_{0(\kappa\kappa)}, \quad (13) \]
where
\[ H_{\kappa\kappa}(s) = \text{diag}\{C_{n_{\kappa-1}+1}, \ldots, C_{n_\kappa}\} \cdot (sI - \text{diag}\{A_{n_{\kappa-1}+1}, \ldots, A_{n_\kappa}\})^{-1}. \]

From the synchronization protocol (4), we have
\[ u_{\kappa\kappa}(s) = -(L_{\kappa\kappa} \otimes I_m)y_{\kappa\kappa}(s) - \sum_{l=1}^{n_{\kappa}} (L_{\kappa l} \otimes I_m)y_l(t), \]
which can be substituted into (13) so as to yield
\[ y_{11}(s) = (I + G_{11}(s)(L_{11} \otimes I_m))^{-1}H_{11}(s)x_{0(11)}, \quad (14) \]
and
\[ y_{\kappa\kappa}(s) = (I + G_{\kappa\kappa}(s)(L_{\kappa\kappa} \otimes I_m))^{-1} \left( H_{\kappa\kappa}(s)x_{0(\kappa\kappa)} - G_{\kappa\kappa}(s) \sum_{l=1}^{n_{\kappa}} (L_{\kappa l} \otimes I_m)y_l(t) \right), \quad (15) \]
\[ \kappa = 2, \ldots, \nu. \]

We first show that all the roots reach synchronization. In view of (14), by using the same analysis as in Section 2, we know that the roots reach synchronization if and only if the feedback system
\[ (Q'_1 \otimes I_m)G_{11}(s)(V^{-1}_{11}Q_1 \otimes I_m), \quad (Q'_1V_{11}Q_1) \otimes I_m. \]
is stable, where $Q_1$ is such that $[\frac{1}{\sqrt{n_1}} Q_1]$ is an orthogonal matrix. Recall that $L_{11}$ is the Laplacian of the strongly connected component consisting of all the roots. It has a positive left eigenvector $v_1$ corresponding to the zero eigenvalue, i.e., $v_1^tL = 0$. Let $V_1 = \text{diag}\{v_1\}$. Then $V_1L_{11}$ has $1$ being a common left and right eigenvector corresponding to the zero eigenvalue. We further denote
\[ \hat{P}(s) = (Q'_1 \otimes I_m)G_{11}(s)(V_{11}^{-1}Q_1 \otimes I_m), \quad (Q'_1V_{11}Q_1) \otimes I_m. \]

Then,
\[ \hat{P}(s)\hat{L} = (Q'_1 \otimes I_m)G_{11}(s)(V_{11}^{-1}Q_1V_{11}Q_1 \otimes I_m) = (Q'_1 \otimes I_m)G_{11}(s)(V_{11}^{-1}I - \frac{11'}{n_1}V_{11}Q_1 \otimes I_m) = (Q'_1 \otimes I_m)G_{11}(s)(L_{11} \otimes I_m)(Q_1 \otimes I_m), \]
where the last equality is due to the fact $V_{11}L_{11} = 0$. This implies that the stability of (16) is in turn equivalent to the stability of $\hat{P}(s)\#\hat{L}$.

Note that $\hat{P}(s)$ is a compression of $G_{11}(s)(V_{11}^{-1} \otimes I_m)$ and $\hat{L}$ is a compression of $V_{11}L_{11} \otimes I_m$. By Lemma 1,
\[ \overline{\phi}(\hat{P}(j\omega)) \leq \overline{\phi}(G_{11}(j\omega)), \quad \underline{\phi}(\hat{P}(j\omega)) \geq \underline{\phi}(G_{11}(j\omega)) \]
for all $\omega \in [0, \infty) \setminus \Omega$, and
\[ \overline{\phi}(\hat{L}) \leq \overline{\phi}(V_{11}L_{11} \otimes I_m) = \phi_{\text{ess}}(L_{11}), \quad \underline{\phi}(\hat{L}) \geq \underline{\phi}(V_{11}L_{11} \otimes I_m) = -\phi_{\text{ess}}(L_{11}), \]
where the equalities follow from Lemma 4. In view of the condition in the theorem, there holds
\[ \overline{\phi}(\hat{P}(j\omega)) + \overline{\phi}(\hat{L}) < \pi, \quad \underline{\phi}(\hat{P}(j\omega)) + \underline{\phi}(\hat{L}) > -\pi \]
for all $\omega \in [0, \infty) \setminus \Omega$, yielding that $\hat{P}(s)\#\hat{L}$ is stable. This shows that the roots reach synchronization. In view of the analysis in Section 2, the roots converge to a common trajectory determined by the modes in $j\Omega$ and their initial conditions.
Next we show that the agents in the second group converge to the same synchronizing trajectory of the root agents. Let us decompose $y_{11}(t)$ into two parts:

$$y_{11}(t) = 1_{n_1} \otimes y^{\text{ave}}_{11}(t) + y^{\text{dis}}_{11}(t),$$

where $y^{\text{ave}}_{11}(t) = \frac{1}{n_1}(1_{n_1} \otimes I_m)'y_{11}(t)$. In view of (15), we have

$$y_{22}(s) = (I + G_{22}(s)(L_{22} \otimes I_m))^{-1}\left(H_{22}(s)x_{0(22)} - G_{22}(s)\right) \cdot (L_{21}1_{n_1} \otimes y^{\text{ave}}_{11}(s)) - G_{22}(s)(L_{22} \otimes I_m)(1_{n_2-n_1} \otimes y^{\text{ave}}_{11}(s))$$

$$= (I + G_{22}(s)(L_{22} \otimes I_m))^{-1}\left(H_{22}(s)x_{0(22)} + G_{22}(s)(L_{22} \otimes I_m)(1_{n_2-n_1} \otimes y^{\text{ave}}_{11}(s)) - G_{22}(s)(L_{21} \otimes I_m)y^{\text{dis}}_{11}(s)\right),$$

where the last equality is due to $L_{21}1_{n_1} = -L_{21}1_{n_2-n_1}$. The dynamics of the agents $\{n_1 + 1, \ldots, n_2\}$ are then represented by a tracking block diagram in Figure 9. One can see that if

$$G_{22}(s) \#(L_{22} \otimes I_m)$$

is stable, then the steady-state response of $y_{22}(t)$ to $y^{\text{dis}}_{11}(t)$ and $x_{0(22)}$ are zero. The transfer function from $1_{n_2-n_1} \otimes y^{\text{ave}}_{11}(t)$ to $y_{22}(t)$ is given by

$$(I + G_{22}(s)(L_{22} \otimes I_m))^{-1}G_{22}(s)(L_{22} \otimes I_m),$$

which evaluated at $j\omega_k$ equals to identity for all $k = 0, \ldots, q$. Therefore, the steady-state of $y_{22}(t)$ equals the steady-state of $1_{n_2-n_1} \otimes y^{\text{ave}}_{11}(t)$, which means that the agents in the second group will converge to the same synchronizing trajectory as the root agents.

By Lemma 6, the feedback system

$$G_{22}(s)(V_2^{-1} \otimes I_m) \#(V_2L_{22} \otimes I_m)$$

is stable, which is equivalent to (19) being stable.

Synchronization of the remaining groups of the agents can be shown similarly. The proof is completed.

One can see from the proof that the synchronization problem of a dynamical network which has a spanning tree can be decomposed into two subproblems: synchronization of the roots and sequential tracking of the remaining agents. Moreover, the synchronized trajectory depends only on the initial values of the roots while the other agents track this synchronized trajectory.

Note that $\phi_{\text{ess}}(L_{\kappa\kappa}), \kappa = 1, \ldots, \nu$ are completely determined by the network topology and do not change over frequency. Conditions in Theorem 2 reflect the trade-off between network and dynamics. Since $\phi_{\text{ess}}(L_{\kappa\kappa}) < \pi/2$ for all $\kappa = 1, \ldots, \nu$, this theorem indicates that if $PC$ is positive real, then synchronization is reached. In another case where the network is undirected, the theorem implies that synchronization is reached if $PC$ is frequency-wise semi-sectorial with $[\phi(PC), \bar{\phi}(PC)] \subset (-\pi, \pi)$.

5 Controller Design for Synchronization

In this section, we study the synthesis problem, i.e., design controllers so as to achieve synchronization. We seek answers to two main issues. The first one is to characterize the synchronizability condition with respect to the diversity of the agents. We will see that phase bounded cones, in comparison with norm bounded balls, give a more natural fit in characterizing the allowable agent diversities. The second issue is to give a design procedure which produces synchronizing controllers, when the synchronizability condition is satisfied.

For the sake of brevity, a major technical lemma is given in the Appendix. It plays critical roles in establishing the synchronizability conditions.

Before proceeding, we provide a useful interpolation algorithm by using the Lagrange polynomial [46]. It gives a transfer function matrix $C(s) \in \mathbb{R}^{m \times m}$ satisfying the interpolation condition on $j\Omega$

$$C(0) = K_0 \in \mathbb{R}^{m \times m} \text{ and }$$

$$C(j\omega_k) = K_k \in \mathbb{C}^{m \times m}, k = 1, \ldots, q.$$
As before, we divide the agents into groups of the form \( \frac{1-j\omega_k}{1+j\omega_k}, z_{q+k} = \frac{1+j\omega_k}{1-j\omega_k}, k = 1, \ldots, q \). Let

\[
f(z^{-1}) = K_0 \prod_{l=1}^{2q} \frac{z^{-1} - z_l}{z_0 - z_l} + \sum_{k=1}^{q} K_k \prod_{l=0, l \neq k}^{2q} \frac{z^{-1} - z_l}{z_k - z_l} + \sum_{k=1}^{q} \bar{K}_k \prod_{l=0, l \neq k}^{2q} \frac{z^{-1} - z_l}{z_q+k - z_l}
\]

3. Letting \( z^{-1} = \frac{1-z}{1+z} \) in \( f(z^{-1}) \) gives \( C(s) \).

5.1 Synchronization with agent-dependent controllers

Let the agent dynamics be given in the form of (1), where the residue matrices \( M_{ki}, k = 0, 1, \ldots, q, i = 1, 2, \ldots, n \) are assumed to be nonwiscular. We consider the case of agent-dependent controllers as in Figure 8. The synchronization protocol then becomes

\[ u_i(s) = \sum_{(j,i) \in E} a_{ij} C_i(s)(y_j(s) - y_i(s)). \]  

While \( C_1(s), \ldots, C_n(s) \) are given a priori in the analysis problem, they are to be designed in the synthesis problem.

As before, we divide the agents into groups of the form (11) and the agent-dependent controllers into groups of the form (12) accordingly. Denote

\[ M_{kk} = \text{diag}\{ M_{k(n_k-1)+1}, \ldots, M_{kn} \}, \]

where \( \kappa = 1, \ldots, \nu, k = 0, \ldots, q \) and \( n_0 = 0 \).

**Design Problem 1** Design controllers \( C_i(s) \) so that the agents of the form (1) achieve synchronization under protocol (20).

Having each agent equipped with its own controller gives a large space of design freedoms. If the controllers are designed judiciously in accordance with the features of the individual agents, the heterogeneity of the agents may get smoothed out by the controllers and consequently its effect on synchronizability may be significantly reduced or even eliminated. It turns out this is indeed the case.

**Theorem 3** Design Problem 1 is always solvable.

**Proof.** We design \( C_i(s) = \epsilon \tilde{C}_i(s) \), where \( \tilde{C}_i(s) \) is obtained by interpolation via Algorithm 1 such that

\[ \tilde{C}_i(0) = M_{q_1^{-1}} \text{ and } \tilde{C}_i(j\omega_k) = M_{k_1^{-1}}, k = 1, \ldots, q. \]

Let \( K_{kk} = \text{diag}\{ M_{k(n_k-1)+1}, \ldots, M_{kn}^{-1} \} \) for \( k = 1, \ldots, \nu, k_0 = 0, \ldots, q \). Then

\[ \angle \lambda(M_{kk}K_{kk}(L_{kk} \otimes I_m)) = \angle \lambda(L_{kk} \otimes I_m) \in (-\pi/2, \pi/2) \]

for \( k = 1, \ldots, \nu, k = 0, \ldots, q \). By Lemma 7, synchronization is reached with \( C_i(s) \) for sufficiently small \( \epsilon \in (0, \epsilon^*) \), where \( \epsilon^* \) can be estimated from the given data.

The constructive proof gives a controller design method. The design confirms our previous speculation: The controllers “homogenize” the diversely different agents in a way that they make the residues of \( P_i(s)C_i(s) \) at the imaginary-axis poles all equal to identity (up to a scalar multiplication).

We mention that in the case of consensus problem, \( P_i(s) \) share only one common pole on the imaginary axis, i.e.,

\[ P_i(s) = \frac{M_{0i}}{s} + \Delta_i(s). \]

By Theorem 3, the consensus problem is always solvable with agent-dependent controllers. What is more, static controllers \( C_i(s) = \epsilon M_{0i}^{-1}, i = 1, \ldots, n \) for \( \epsilon \in (0, \epsilon^*) \) will make the agents achieve consensus, where \( \epsilon^* \) can be estimated from the given data.

5.2 Synchronization with a uniform controller

We have seen previously that the use of agent-based controllers facilitates the synchronization design in the sense that it makes the problem always solvable. Nevertheless, such design does not scale with the size of the network.

In the face of a large-scale network, scalability becomes a very important issue. In this respect, it would be more appealing if one can design a uniform controller for all of the agents, i.e., \( C_i(s) = C(s), i = 1, \ldots, n \), to achieve synchronization. The synchronization protocol then becomes

\[ u_i(s) = \sum_{(j,i) \in E} a_{ij} C(s)(y_j(s) - y_i(s)) \]

and the block diagram in Figure 8 can be redrawn to the form of Figure 10.

Restricting controllers to be uniform poses a great challenge to the design. Recall that synchronization is essentially a feedback stability problem on the disagreement subspace. In this aspect, using a uniform controller to synchronize a large group of heterogeneous agents is in essence a simultaneous stabilization problem. We wish to characterize the solvability condition and also find an algorithm that generates such a uniform controller if the problem is solvable.
Design Problem 2  Design a uniform controller $C(s)$ so that the agents of the form (1) achieve synchronization under protocol (23).

The following theorem provides an answer to solvability. The allowable diversity of agents is characterized explicitly in terms of a phase condition.

**Theorem 4** Design Problem 2 is solvable if there exist nonsingular $K_0 \in \mathbb{R}^{m \times m}$ and $K_1, \ldots, K_q \in \mathbb{C}^{m \times m}$ such that

$$
\Phi(M_{k\kappa}(I_{n_{\kappa-1}} \otimes K_k)) \subseteq (-\pi/2 + \phi_{ess}(I_k), \pi/2 - \phi_{ess}(I_k))
$$

holds for $k = 0, \ldots, q, \kappa = 1, \ldots, \nu$.

**PROOF.** We design $C(s) = \epsilon \hat{C}(s)$, where $\hat{C}(s)$ is obtained by interpolation via Algorithm 1 such that

$$
\hat{C}(0) = K_0 \text{ and } \hat{C}(j \omega_k) = K_k, k = 1, \ldots, q.
$$

We shall show such a controller renders synchronization when $\epsilon > 0$ is sufficiently small.

By Lemmas 4 and 5, there are positive diagonal matrices $V_\kappa$ such that $\phi_{ess}(I_k) = \tilde{\phi}(V_\kappa L_k)$, $\kappa = 1, \ldots, \nu$. Denote $K_{k\kappa} = I_{n_{\kappa-1}} \otimes K_k$, $\kappa = 1, \ldots, \nu, k = 0, \ldots, q$. Then

$$
M_{k\kappa} K_{k\kappa}(L_k \otimes I_m) = M_{k\kappa} K_{k\kappa}(V_\kappa^{-1} \otimes I_m)(V_\kappa L_k \otimes I_m).
$$

Applying Lemma 2 yields

$$
\angle \lambda(M_{k\kappa} K_{k\kappa}(L_k \otimes I_m)) \subseteq \Phi(M_{k\kappa} K_{k\kappa}(V_\kappa^{-1} \otimes I_m)) + \Phi(V_\kappa L_k \otimes I_m).
$$

This, together with the condition stated in the theorem, further yields $\angle \lambda(M_{k\kappa} K_{k\kappa}(L_k \otimes I_m)) \subseteq (-\pi/2, \pi/2)$. Then Lemma 7 tells that synchronization is reached with $C(s)$ for sufficiently small $\epsilon \in (0, \epsilon^*)$, where $\epsilon^*$ can be estimated from the given data.

It is seen that the solvability condition depends only on the phase information of the residues at the imaginary-axis poles of each agent, not at all the gain information. This indicates that the synchronization problem is likely solvable if the agents have vastly different sizes but similar shapes. Examples of such agents with large difference in sizes but similarity in shapes are a collection of tigers and cats, and a collection of large UAVs and small UAVs. This solvability condition is much weaker than requiring that $P_i(s)$ are all positive real, as indicated in some recent studies [9]. It also gives a clear trade-off between the agent data and the network data. In the special case of an undirected network, $\phi_{ess}(L_{k\kappa}) = 0$. Then the problem is solvable if there exist $K_k$ such that $M_{k\kappa} K_k$ is strictly accretive for all $k = 0, \ldots, q, i = 1, \ldots, n$.

The proof is constructive which gives a controller design algorithm once the desired $K_k, k = 0, \ldots, q$ are found. Finding these $K_k$ is in turn equivalent to solving a group of LMIs:

$$
\text{Re}\, e^{j\theta_k} M_{k\kappa}(I_{n_{\kappa-1}} \otimes K_k) > 0,
$$
$$
\text{Re}\, e^{-j\theta_k} M_{k\kappa}(I_{n_{\kappa-1}} \otimes K_k) > 0, \kappa = 1, \ldots, \nu.
$$

where $\text{Re}$ represents the Hermitian part of a matrix and $\theta_k = \phi_{ess}(L_{k\kappa}), \kappa = 1, \ldots, \nu$.

The design of synchronizing controllers suggests the use of low gain controllers, indicating that the coordination among the agents does not need strong action. Instead it is more critical to have the right directions of the action.

When specializing the results to the consensus of agents given by (22) under consensus protocol (23), we have the following corollary of Theorem 4.

**Corollary 1** The consensus problem is solvable if there exists a nonsingular real matrix $K_0$ such that

$$
\Phi(M_{0\kappa}(I_{n_{\kappa-1}} \otimes K_0)) \subseteq (-\pi/2 + \phi_{ess}(I_k), \pi/2 - \phi_{ess}(I_k))
$$

holds for $\kappa = 1, \ldots, \nu$.

Again, checking whether the condition is satisfied is an LMI feasibility problem. When the condition is satisfied, a solution of the problem is given by a static controller $C(s) = \epsilon K_0$ for $\epsilon \in (0, \epsilon^*)$, where $\epsilon^*$ can be estimated from the given data.

6  Simulations

In this section, we use an example to illustrate the synthesis result Theorem 4. Consider a network consisting...
of five agents. The agent dynamics are given by

\[
P_1(s) = \begin{bmatrix} 14 & 2 \\ 5 & 12 \end{bmatrix} s + \begin{bmatrix} 8s - 10 & 12s - 2 \\ 14s - 6 & 2s - 2 \end{bmatrix} + \begin{bmatrix} 3s + 1 & s + 4 \\ s - 1 & s + 3 \end{bmatrix},
\]

\[
P_2(s) = \begin{bmatrix} 17 & 7 \\ 5 & 26 \end{bmatrix} s^2 + \begin{bmatrix} 14s - 8 & 6s - 10 \\ 12s - 14 & 6s - 8 \end{bmatrix} + \begin{bmatrix} 1 & s + 4 \\ s + 5 & (s+3)(s+1) \end{bmatrix},
\]

\[
P_3(s) = \begin{bmatrix} 26 & 34 \end{bmatrix} s^2 + \begin{bmatrix} 8s - 4 & 8s - 8 \\ 8s - 2 & 2s - 4 \end{bmatrix} + \begin{bmatrix} (s+6)(s+2) \\ (s+8)(s+3) + s + 14 \end{bmatrix},
\]

\[
P_4(s) = \begin{bmatrix} 4 & 3 \\ 2 & 13 \end{bmatrix} s + \begin{bmatrix} 6s & 6s \\ 6s - 22 & 2s - 8 \end{bmatrix} + \begin{bmatrix} s + 3 \\ (s+6)(s+2)(s+20) + s + 3 \end{bmatrix},
\]

\[
P_5(s) = \begin{bmatrix} 2 & 2 \\ 7 & 13 \end{bmatrix} s + \begin{bmatrix} 2s - 4 & -12 \\ 2s - 8 & 2s - 10 \end{bmatrix} + \begin{bmatrix} 20(s+6) + s + 4 \\ s - 5 & 3 \end{bmatrix}.
\]

The agents have common imaginary-axis poles \(j\Omega = \{0, \pm j1\}\). The network topology is illustrated in Figure 11, which has two strongly connected components with \(\phi_{ess}(L_{11}) = 0.5236\) and \(\phi_{ess}(L_{22}) = 0.0\). By solving LMIs (24), we obtain \(K_0, K_1\) so that conditions in Theorem 4 are satisfied. Then, a uniform controller is designed by using the approach proposed in Section 5.2, which is given by (25). The agents finally reach synchronization, as shown in Figure 12.

![Figure 11. An example network.](image)

### 7 Conclusions

In this paper, we studied the synchronization of dynamical networks from a novel phasic perspective. For the analysis problem, we obtained scalable synchronization conditions in the form of small phase type inequalities. For the synthesis part, we characterized the largest diversity of the agents that can be tolerated without undermining the network synchronizability in terms of phase bounded cones. We provided design algorithms of synchronizing controllers under the cases of agent-dependent and uniform controllers. We wish to convey through these new results a message that phase gives a unique opportunity in unraveling hidden facts on synchronization that have not been revealed via traditional approaches.

For synthesis problem, while requiring a uniform controller is favorable in terms of scalability, it may happen that this poses too much restriction so that the problem becomes unsolvable. Shifting to an agent-based controller design will rectify the problem, but at the cost of losing all the scalability. We are interested in finding a solution that can strike a balance between conservatism and scalability. Using cluster-based controller design is an option.

Note that the solvability conditions in the case of uniform controller essentially require the simultaneous sectorization of the residue matrices of different agents at the imaginary-axis poles. If the agents can be divided into several clusters so that the residue matrices of the agents within the same cluster have similar phases, then it is reasonable to design a common controller for the agents from the same cluster and allow different controllers to be designed for different clusters. This way, one can achieve a design with low conservatism and meanwhile maintain the scalability as much as possible. Then, it is meaningful to investigate the agent clustering problem.
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\[
C(s) = 0.01 \begin{bmatrix} 62.14s^6 & -251.9s^5 & +444s^4 & -499.6s^3 & +422s^2 & +234.4s & +57.76 & -42.5s^6 & -157s^5 & -240.3s^4 & -241.6s^3 & -215.1s^2 & -136.8s & -37.47 \\
-71.2s^6 & -276.3s^5 & -463.7s^4 & -516s^3 & -460.6s^2 & -273.8s & -70.57 & 67.56s^6 & +277.3s^5 & +500s^4 & +578s^3 & +493.7s^2 & +272.2s & +66.28 \end{bmatrix}
\]
Lemma 7 If matrices $M_{kk}, K_{kk} (L_n \otimes I_m)$ are Hurwitz for $k = 1, \ldots, \nu, k = 0, \ldots, q$, then synchronization is reached with $C_i(s) = \epsilon \tilde{C}_i(s), i = 1, \ldots, n$ for all $\epsilon \in (0, \epsilon^*)$, where $\epsilon^*$ can be estimated from given data.

PROOF. It suffices to show the Gang of Four matrices (16) and (19) are stable. We first show the stability of (16). Without loss of generality, assume $q = 1$. The case when $q > 1$ can be shown by the same approach with a dimension expansion.

Let $\hat{P}(s)$ and $\hat{L}$ be as in (17) and (18). Then, simple computation yields

$$\hat{P}(s) = \epsilon (Q_1 \otimes I_m) \left( \frac{M_{01} K_{01}}{s} + \frac{M_{11} K_{11}}{s - j\omega_1} + \frac{M_{11} \hat{K}_{11}}{s + j\omega_1} \right) \cdot (V_1^{-1} Q_1 \otimes I_m) + \epsilon \tilde{\Delta}(s),$$

where $\tilde{\Delta}(s)$ is stable. Let $\begin{bmatrix} A_\Delta & B_\Delta \\ C_\Delta & 0 \end{bmatrix}$ be a minimal realization of $\tilde{\Delta}(s)$. Then a realization of $\hat{P}(s)$ is given by

$$\begin{bmatrix} 0_{(n-1)m} \\ j\omega_1 I_{(n-1)m} \\ -j\omega_1 I_{(n-1)m} \\ A_\Delta \end{bmatrix} \begin{bmatrix} B_0 \\ B_1 \\ B_1 \\ B_\Delta \end{bmatrix},$$

where

$$B_0 = (Q_1 \otimes I_m) M_{01} K_{01} (V_1^{-1} Q_1 \otimes I_m),$$

$$B_1 = (Q_1 \otimes I_m) M_{11} K_{11} (V_1^{-1} Q_1 \otimes I_m).$$

Thus, the state matrix of $\hat{P}(s) # \hat{L}$ is given by

$$N = \begin{bmatrix} 0 \\ j\omega_1 I \\ -j\omega_1 I \\ A_\Delta \end{bmatrix} \begin{bmatrix} B_0 \\ B_1 \\ B_\Delta \end{bmatrix} \tilde{\Delta}(s) [I \ I \ C_\Delta].$$

We will next show that $N$ is Hurwitz stable. According to the conditions stated in this lemma, we have

$$\angle \lambda (B_0 (\hat{L} \otimes I_m)) \in (-\frac{\pi}{2}, \frac{\pi}{2}), \quad \angle \lambda (B_1 (\hat{L} \otimes I_m)) \in (-\frac{\pi}{2}, \frac{\pi}{2}).$$

A Major Technical Lemma

Let the agents be divided into groups of the form (11) and the agent-dependent controllers be grouped accordingly in the form of (12). The Laplacian matrix $L_0$ is written in the form of (10). Let $C_i(s) = \epsilon \tilde{C}_i(s)$, where $\epsilon > 0$ is a gain to be chosen as needed. Denote

$$\tilde{C}_i(0) = K_{0i} \in \mathbb{R}^{m \times m} \text{ and } \tilde{C}_i(j\omega_k) = K_{ki} \in \mathbb{C}^{m \times m}$$

for $i = 1, \ldots, n, k = 1, \ldots, q$. Let $M_{kk}$ be as in (21) and denote

$$K_{kk} = \text{diag}\{K_{k(n_k-1)+1}, \ldots, K_{kn_k}\},$$

where $k = 1, \ldots, \nu, k = 0, \ldots, q$ and $n_0 = 0.$
Therefore, there exist $X_0, X_1 > 0$ such that
\[
X_0 B_0 (\hat{L} \otimes I_m) + (\hat{L}' \otimes I_m) B_0^* X_0 = I,
\]
\[
X_1 B_1 (\hat{L} \otimes I_m) + (\hat{L}' \otimes I_m) B_1^* X_1 = I,
\]
\[
\bar{X}_1 B_1 (\hat{L} \otimes I_m) + (\hat{L}' \otimes I_m) \bar{B}_1^* \bar{X}_1 = I.
\]
Also, since $\hat{A}(s)$ is stable, there exists $X_\Delta > 0$ such that
\[
X_\Delta A_\Delta + A_\Delta^* X_\Delta = -I.
\]
Now let
\[
Y = \begin{bmatrix}
X_0 & \epsilon Y_{12} & \epsilon Y_{13} & 0 \\
\epsilon Y_{12}^* & X_1 & \epsilon Y_{23} & 0 \\
\epsilon Y_{13}^* & \epsilon Y_{23}^* & \bar{X}_1 & 0 \\
0 & 0 & 0 & X_\Delta
\end{bmatrix},
\]
where
\[
Y_{12} = -\frac{j}{\omega_1} (X_0 B_0 (\hat{L} \otimes I_m) + (\hat{L}' \otimes I_m) B_0^* X_1),
\]
\[
Y_{13} = \frac{j}{\omega_1} (X_0 B_0 (\hat{L} \otimes I_m) + (\hat{L}' \otimes I_m) \bar{B}_1^* \bar{X}_1),
\]
\[
Y_{23} = \frac{j}{2\omega_1} (X_1 B_1 (\hat{L} \otimes I_m) + (\hat{L} \otimes I_m) \bar{B}_1^* \bar{X}_1).
\]
Some algebraic computation yields
\[
YN + N^* Y = -\epsilon \left( \begin{bmatrix} I & S \\ S^* \frac{1}{\epsilon} I + T \end{bmatrix} + \epsilon Z \right),
\]
where $S, T$ and $Z$ do not depend on $\epsilon$. One can see that there exists $\epsilon^* > 0$ such that
\[
Y > 0 \quad \text{and} \quad \begin{bmatrix} I & S \\ S^* \frac{1}{\epsilon} I + T \end{bmatrix} + \epsilon Z > 0
\]
for all $0 < \epsilon < \epsilon^*$, meaning that $Y$ is a positive definite solution to the Lyapunov inequality $YN + N^* Y < 0$. Therefore, $N$ is stable for all $0 < \epsilon < \epsilon^*$. This shows the stability of (16). The stability of (19) can be shown similarly. \hfill \blacksquare