Individual differences in the Movement-Mood Relationship in Digital Life Data
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Abstract
Our increasingly digitized lives generate troves of data that reflect our behavior, beliefs, mood, and wellbeing. Such “digital life data” provides crucial insight into the lives of patients outside the healthcare setting that has long been lacking, from a better understanding of mundane patterns of exercise and sleep routines to harbingers of emotional crisis. Moreover, information about individual differences and personalities is encoded in digital life data. In this paper we examine the relationship between mood and movement using linguistic and biometric data, respectively. Does increased physical activity (movement) have an effect on a person’s mood (or vice-versa)? We find that weak group-level relationships between movement and mood mask interesting and often strong relationships between the two for individuals within the group. We describe these individual differences, and argue that individual variability in the relationship between movement and mood is one of many such factors that ought be taken into account in wellbeing-focused apps and AI systems.

1 Introduction
Health and wellbeing research generally seeks to find patterns that hold for all members of a population. A familiar example is the claim that those who exercise more are happier (Stubbe et al., 2007). While this claim has intuitive appeal for most people, there are many individuals for whom this relationship does not seem to hold (e.g., someone who is challenged with chronic pain that is exacerbated by exercise). Where chronic pain is an extreme example, there are many more subtle ways that a person’s individual circumstances might cause them to deviate from expected population norms.

Generally speaking, whether this relationship holds across the population or varies across individuals is an empirical question, and one with profound implications for delivering effective clinical guidance and for the design of mental health and wellness technology (e.g., Menke, 2018). This may be one of the contributing factors to the difficulty that mental health interventions face with retention and attrition over the course of treatment: what was designed for the population does not necessarily adapt to a particular individual’s life. Preventing attrition is considered a longstanding and core challenge in the design and execution of studies and interventions alike (Eysenbach, 2005; Christensen and Mackinnon, 2006). This is more pronounced in digital mental health apps, many of which are designed to support long term behavior change, yet face significant difficulty retaining users, with a recent study indicating a median retention rate of just 3.3% of users retained after 30 days of usage (Baumel et al., 2019). This strongly suggests a need to understand the individual differences between users that might have an effect on retention and attrition and use that information to augment intervention approaches or suggest novel ones.

Collecting the data necessary to quantify these individual differences has been a challenge historically, especially with traditional behavioral methods (e.g., questionnaires). With the increasing ubiquity of mobile devices, the relevant data can now be captured and recorded to support large-scale, fine-grained analysis and intervention. Recent work shows that indices of mood, mental health, and wellbeing can be estimated from social media behavior (De Choudhury et al., 2013a,b; Coppersmith et al., 2017, 2016, 2015; Schwartz et al., 2016; Resnik et al., 2015; Cohan et al., 2016; Wang et al., 2014; Park et al., 2015; Eichstaedt et al., 2015). Here, we explore the relationships between mood, emotion, and mental health conditions derived from machine classifiers and Fitbit metrics.
2 Data

Users come from the OurDataHelps.org program, which enables participants to donate social media and wearable data to support mental health research. For each of the users \(n = 160\) included in this analysis, we analyzed historic data from at least one source of language (Twitter or Facebook) and subsequent actigraphic data collected via a Fitbit device. All users had at least 30 days in which their wearable recorded data and in which posted at least once on social media. All data analyzed was from before the COVID-19 pandemic, associated lockdown, and changes in pattern of life that it induced. Users opted-in to data collection via OAuth, which was subjected to deidentification and stored following the ethical protocols of (Benton et al., 2017). Due to differences in models of wearable devices, users had different aspects of their movement recorded, so we analyzed data elements common across at least 20 users.

3 Methods

We analyzed language data using previously-trained models of mood, emotion, and mental health. Each model examines the text of social media posts using a simple lexicon or character \(n\)-gram language model (CLM), and produces a score relevant to a psychological variable.

We use models created by Coppersmith et al. to score for ADHD, anxiety, bipolar disorder, borderline personality disorder, depression, eating disorders, PTSD, and schizophrenia (Coppersmith et al., 2015). Briefly, these models estimate the relative likelihood that a given text was generated by a user at risk for a specific condition (e.g., PTSD) or a matched control, with one model created per condition. The data used to compare language was derived from users who made self-statements of diagnosis (e.g., “I was diagnosed with PTSD”) publicly on social media. For each user, we estimated age and gender via a classifier similar in spirit to (Sap et al., 2014). An age- and gender-matched control user was identified from a large English-speaking sample.

For each string of characters (i.e., character \(n\)-gram) the model measured how likely it was to occur in the population with the condition and in the matched controls. This forms the basis of the scoring for the model, optimized to provide a score even from short texts. While many machine learning open vocabulary approaches are tuned to look at all the language that a person generates to estimate risk, the models used here are tuned to work for small amounts of text, given the present task. We refer the reader to Coppersmith et al. (2015) for further details on the pre-processing steps.

For scoring emotion, we used a CLM trained from messages that contain hashtagged emotions (e.g., #joy), from Coppersmith et al. (2016). For scoring sentiment, we used VADER, a closed-vocabulary and rule-based tool specifically tuned for social media data (Hutto and Gilbert, 2014). We report each individual sentiment separately (positive, neutral, negative) as well as the compound sentiment, meant to give a single overall score of the sentiment expressed in the text. We used DepecheMood to estimate mood, another closed-vocabulary approach, with high-coverage and high-precision (Staiano and Guerini, 2014).

All data of each type recorded from midnight to midnight in each user’s local timezone is collapsed into a single number capturing the value for that day. For language data this is the average score for each model across all messages. For wearables, we use the most straightforwardly interpretable version of the data (e.g., hours of sleep) as retrieved from the API. The movement and physical data recorded from the user’s wearable (steps, average heart rate) is similarly accumulated from midnight to midnight, with the exception of sleep data which, following Fitbit’s reporting feature, is recorded on the morning the user wakes up (e.g., the two hours of sleep from 10pm until midnight is included in the next day’s sleep total). Since we were primarily concerned with the relationship between movement and psychological variables measured by language, we excluded any day for which we did not have both movement and language data. Note that the unit of analysis of language here is the language generated in a single day, models tuned for relatively small amounts of text, like closed-vocabulary lexica and machine learning models trained to predict on short texts were ideal.

We calculated Pearson’s \(r\) for each person between each pair of variables, treating each day as a separate observation. Because this is an exploratory analysis and we wish to focus our discussion on effects that are most likely to hold promise for future work, we artificially set the \(r\) value to 0 for all subsequent analysis for any correlation where the \(p\)-value associated with Pearson’s \(r\) is greater than 0.01. This \(p\)-value was selected such that for
any pair of variables we compare, we would expect 1-2 of the 160 users to be spuriously identified as having a significant relationship even when none existed. We opted for a more conservative cutoff here than the traditional $p < 0.05$ since analyses at that $p$-value would allow for an expected 8 spurious correlations to be falsely indicated, which could significantly influence the subsequent analytic step. Furthermore, the exploratory nature of the work obviates the need to address multiple comparisons using a technique such as a Bonferroni correction.

4 Results

Figure 1 shows the correlation matrix with Pearson’s $r$ computed across all users. The models described above are shown in the same order on both axes. The color of each cell captures the Pearson’s $r$ between the variables, averaged across users, with white indicating a lack of correlation (an $r$ near 0 or correlations with high $p$ values which were treated as $r = 0$, as noted). Blue indicates positive correlation and red indicates negative correlation – the solid dark blue diagonal reflects the fact that each variable correlates perfectly with itself. The variables are grouped by the construct measured, separated by black lines: emotion, mental health conditions, mood, sentiment, and movement. While some significant relationship can be seen between various language and movement measures, the vast majority seem to be near $r = 0$. The notable exception is sleep onset latency (i.e., the amount of time it takes to fall asleep) which has generally negative relationships with positive emotions and moods and a positive relationship with negative emotions and moods. This finding is in line with other work examining the link between aspects of sleep and wellbeing (Short et al., 2013).

However, this picture shows nuance when we examine correlation matrices computed for each individual. Figure 1 shows exemplar correlation matrices for individual users. Note that significant relationships exist for individuals that were not observed for the group. This suggests that the relationships between psychological phenomena and aspects of movement are not uniform in direction or magnitude.

Figure 2 illustrates this point in more detail with a histogram of the distribution of correlations between a few measures of movement and mood. All correlations that were not significant were excluded from these histograms. Note that there are users for whom there are statistically significant correlations, in both the positive and negative directions, of both large and small magnitudes. Many of the other histograms for other pairwise comparisons, excluded for brevity, show similar patterns. Taken with the previous results, this demonstrates that relationships between movement- and mood-related constructs exhibit sufficient individual-level variability in both direction and magnitude that inferences about these relationships must explicitly and quantitatively account for this variability.

These results highlight the need for personalized approaches to improving mental health and wellbeing through movement- or activity-based interventions.

5 Anecdotes

A subset of the users opted in to allow us to discuss the results and data with them in order to allow for validation of the findings.

For one user, many aspects of their sleep are more strongly correlated with emotions than for the population. The amount of time spent in bed was correlated with negative emotions and negatively correlated with joy. Similarly, the number of times they were awakened during the night was positively correlated with posts classified as angry or annoyed the following day. This suggests that this user’s mood is particularly sensitive to sleep, relative to the general population. This aligned with the user’s subjective impressions of their experience.

For another pair of users, we found significant correlations involving the time spent sedentary throughout the course of the day. For one user, the time spent sedentary during the day was positively correlated with positive mood outcomes, while the second user demonstrated a negative correlation between these two measures. Subjective reports from these users was consistent with these findings: the first indicated that if they were sitting still it meant that their children were being well-behaved, and thus was indicative of a pleasant day. The second reported, by contrast, that if they were sitting still throughout the day, that indicated a long day of meetings, which tended to increase their frustration and negative mood.

6 Discussion

We replicated previous work finding some significant relationships between movement and mood at a population level (i.e., sleep latency’s relation-
Figure 1: Pearson’s $r$ values for correlations between model outputs, averaged across the population (Top) and exemplar individuals (Middle). Strength of correlation is indicated by color (Bottom) Note the strong correlations between language and movement measures, and that they are between different measures for different users.

Figure 2: Histogram of Pearson’s $r$ values for users with statistically significant correlations between (left) number of steps per day and posts with positive sentiment and (right) time asleep and posts with the blasé “don’t care” mood.
ship to a range of psychological factors), while also demonstrating that significant relationships between movement and mood exist for individuals that do not hold across the population. This supports anecdotal and observational experience where, for population-level findings, there are individuals who seem to defy the expected trend.

The results reported here hold promise for future work, both theoretical and applied. Further study, with a larger subject pool, will allow us to examine structured variability, i.e., subpopulations with homogeneous relationships between movement and mood. There are well-established statistical techniques for characterizing and simultaneously modeling individual- and group-level relationships like those under discussion here, including multi-level modeling (Gelman and Hill, 2007), as well as numerous clustering techniques for inferring homogeneous subsets of users in a principled way (e.g., hierarchical clustering; Johnson, 1967). Without a strong a priori hypothesis for how many such homogeneous subsets of users exist, techniques with an inherent measure of cluster quality to suggest the number of clusters would be worthwhile. With the inherent relational nature of the data, it may be prudent to approach this clustering problem via techniques that take advantage of this information explicitly in the form of a (dis)similarity matrix (e.g., spectral clustering; Ng et al., 2001). Moreover, for developers of mental health and wellness technology that hinges on providing users with guidance related to movement and sleep, these results point the way forward for user testing that may enhance the quality and efficacy of these tools.

7 Caveats

Because the results reported here are based on donated digital life data, we expect this sample is biased in certain ways, assuming that the propensity to (1) share data without compensation, (2) actively contribute to mental health research, and (3) come across the donation opportunity at OurDataHelps.org are not uniformly distributed throughout the population. For example, in a project similar to OurDataHelps.org, we solicited data donation from veterans of the US Armed Forces. To date, 22% of individuals that donated their data to this project identify as female. By contrast, according the Department of Veterans Affairs, roughly 9% of US veterans are women (of Veterans Affairs et al., 2017). Thus, women are over-represented in our sample. It is difficult to say exactly why this is, but the bias is most likely due to a confluence of factors, including gender-based differences in the propensity to participate in research that is considered altruistic or pro-social (e.g., Bani and Giussani, 2010) as well as idiosyncrasies in the way the study was promoted. However, we expect that this sort of bias would work against the observed pattern (i.e., since the population is more homogeneous than the general population, the relationship between movement and mood is less likely to vary significantly across individuals).

One underlying assumption of this work is that posts on social media have some reflection of the emotional state, mood, or other transient psychological phenomena that a person is experiencing. There is some controversy about the extent and strength of this relationship, with some finding significant reflections of emotion and mood in daily language (e.g., posts on social media Chen et al., 2020) while others fail to find these relations (e.g., in everyday speech Sun et al., 2020).

8 Conclusion

We empirically explored the relationship between a variety of movement and mood measures using social media posts and wearable data from 160 users. The relationships uncovered are more nuanced than the population-level conclusions that are generally popularized by the press and highlight the need for individualized approaches to movement-based wellbeing interventions.

Ultimately, understanding the relationship between movement and mood for a particular individual will allow for tailoring of wellbeing and mental health interventions to their specific needs, and thus increase our collective ability to tailor mental health and wellbeing interventions to the user. At minimum, this lays the foundation to provide some predictive ability for how a user may be willing to accept and engage with a suggested exercise-based intervention. The results reported here serve as a particularly strong indication of the promise held in personalized wellbeing interventions, and are consonant with a rich body of recent work highlighting the need for personalized medicine in general.
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