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Abstract

\textbf{Background:} Dengue is one of the important vector-borne diseases in the world today; it infects tens of millions of people each year and has been on the rise since the 1950s. In this study, we develop a set of indicators that help us examine the impact of socio-economic and demographic factors on the occurrence of dengue in regions of the United States and Mexico.

\textbf{Methods:} We assess the relationship between dengue occurrence in humans, climate factors (temperature and minimum quarterly rainfall), socio-economic factors (such as household income, regional rates of education, housing overcrowding, life expectancy, and medical resources), and demographic factors (such as migration flows, age structure of the population, and population density). Areas at risk of dengue are first selected based on the predicted presence of at least one of the two mosquito vectors responsible for dengue’s transmission: \textit{Aedes aegypti} and \textit{Aedes albopictus}. In those regions where the vectors had a high probability of presence, we assess the impact of the composite socio-economic indicators (derived through factor analysis to account for collinearity), and three composite demographic indicators (also derived from factor analysis) on the regional distribution of dengue cases, controlling for climate and spatial correlation.

\textbf{Results:} We found that an increase of one unit in one of our socio-economic indicators representing labour force with at least secondary education, better broadband access, and rooms per inhabitant, a higher proportions of active physicians is related to a drop in the occurrence of dengue, whereas the demographic indicators such as population density, age structure of the population and population growth showed no significant impact after taking climate into account. More importantly, our socio-economic indicator can also explain differences in the occurrence of dengue across Mexico, whereas simpler measures, such as regional GDP could not.

\textbf{Conclusions:} These results suggest that the set of indicators developed is a better indicator than GDP at predicting the distribution of dengue, by capturing information that is much more tailored to poverty related conditions which aid dengue transmission. Given that data for these indicators are available at a sub-national scale for OECD countries and selected OECD non-member economies, these indices may help us better understand factors responsible for the global distribution of dengue and also, given a warming climate, may help us to better predict vulnerable populations.
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1 Introduction

The dengue virus (DENV) is one of the most important mosquito-borne viral diseases in the world today; it is a disease caused by any one of four closely related viruses (DENV 1, DENV 2, DENV 3, or DENV 4). Two main arthropod vectors are responsible for transmission of dengue viruses: *Aedes aegypti* (commonly known as yellow fever mosquito) and *Aedes albopictus* (commonly known as tiger mosquito). *A. aegypti* mainly feeds on humans and is highly adapted to human habitations and urban areas; *A. albopictus* feeds on animals and humans and is more prevalent in rural and peri-urban environments. While *A. albopictus* is also responsible for dengue transmission among humans, it is a less likely vector than *A. aegypti* since it is adapted to a wider range of environments and has less restrictive feeding habits [1].

According to the World Health Organisation [2], DENV causes an acute flu-like illness that affects people of all age groups. This can lead to severe dengue, which causes potentially lethal complications, and sometimes death. There is currently no specific antiviral therapy for dengue fever; therefore, once the disease is contracted, there is no way to combat it other than relying on the host’s immune response. Several vaccines are currently in development; however, given the current cost-effectiveness, efficacy, safety and estimated impact of vaccination, the WHO’s current recommendation is to introduce it only in geographic settings (national or sub national) where the disease is particularly problematic [3].

1.1 Motivation for study

Climate change is likely playing an increasing role in dengue transmission and aiding its expanse across the globe. Several studies have predicted that rising temperatures will facilitate the spread of dengue [5–9] since temperature is one of the main drivers of dengue transmission. However, most work in this domain does not account for socio-economic factors other than GDP. Socio-economic conditions in a given location can be vital for a disease to persist once local transmission has occurred [10–15]. While studies have looked at the interaction between climate, socio-economic factors and demographics at a local level [16–20], they only focus on factors specific to local areas and issues arise when trying to extrapolate results from local level studies to macro level studies, since variables or predictors used at a local level may not be comparable across different locations and/or because of a lack of data availability at such scales. To get better estimates of where dengue may spread, there is a need to understand how climate factors, socio-economic factors and demographic factors interact over a greater geographic scale to reveal common global patterns.

The original contribution of this article is that it selects factors shown to predict dengue at a local level and tests whether the association can be generalized to the regional or state level. In addition, we also test if we can find a better socio-economic predictor of dengue than GDP. Although a useful and parsimonious indicator, GDP is a very broad measure and it is not necessarily reflective of well-being and population health, distribution of wealth, discrimination and spending on public welfare [21]. More importantly, GDP alone may not be able to capture cross-regional differences. The predominance of using GDP as an indicator has been largely questioned [22–25]; for some time now researchers in human health geography, critical public health, and social epidemiology have requested more careful
consideration of the contextual social and economic conditions that shape disease at
the local level [26,27]. We explain state and regional differences in the incidence of
dengue by controlling for socio-economic and demographic factors such as household
income, regional rates of education, housing overcrowding, life expectancy, medical
resources, migration flows, age structure of the population (the proportion of people
under 14 and over 65), and population density. The underlying idea is that a more
sophisticated indicator should be able to explain differences that may otherwise be
overlooked when controlling for GDP only. This is important as it can make visible
and explain health inequalities, both in “rich” and “poor” countries.

The study focuses on the occurrence and distribution of dengue in Mexico and
southern regions of the United States (US), because some near-border regions share
very similar environmental conditions but have distinct socio-economic factors [12].
Furthermore, this study takes advantage of time series data between 2012 and 2019
and it is, therefore, able to exploit two sources of variation: cross sectional, between
states and between regions, and over time for each region/state.

A conceptual framework has been formulated to illustrate the potential relation-
ships between variables that will be the object of the empirical analysis. It was
developed by carrying out a literature review and identifying a series of environ-
mental and geographical factors, demographic factors, biological factors, and socio-
economic factors potentially affecting the spread of dengue (Figure 1). The concep-
tual framework is formulated in a general way so that different data sources can
be used to test these relationships. The following section gives an overview of the
findings and provides a rationale to explain variable selection.

1.1.1 Environmental and Geographical factors
Since dengue is a vector borne disease, i.e. it relies on a secondary organism as its
primary mode of transport and delivery, understanding the key ecological require-
ments of its vectors is crucial. Both Aedes mosquitoes are ectothermic organisms
and are highly sensitive to colder temperatures and extreme high temperatures. A
study that reviewed the temperature requirements of both vectors under laboratory
conditions found that \textit{A. albopictus} adults can survive in temperatures from 15 to
35°C and \textit{A. aegypti} from 10 to 35°C [28]. It also reported that for both vectors,
growth and development is severely inhibited in ambient temperatures below 13°C
or above 35°C and that, although \textit{A. aegypti} can endure a wider range of tem-
peratures, its survival at temperatures below 14-15°C is limited to short periods,
since its mobility is severely restricted and its ability to imbibe blood impeded. \textit{A.
albopictus} eggs though, can go through diapause (suspended development) when
exposed to extreme cold (down to -10°C). This adaptation allows them to inhabit
environments with a wider annual temperature range, with more distinct seasonal
changes than in tropical climates, where climate is more homogeneous. The latter
study also reported that \textit{A. aegypti} is highly sensitive to fluctuations in tempera-
tures. For most mosquito species, availability of fresh water habitat, humidity and
precipitation are highly indicative of their distribution in the environment. This is
also the case for both \textit{Aedes} mosquitoes in their native habitats, where they are
highly adapted to breeding in aquatic habitats like ponds and lakes, but also mi-
cro habitats, such as tree-holes, rock crevices and even leaf axils [29]. The latter
behavior in recent times has benefited both species by allowing them to exploit a range of man-made aquatic breeding habitats, where water can accumulate, like urban gardens, vases in cemeteries, discarded bottles and plant pots; therefore, both species can survive in drier climates than expected, since they are exploiting artificial water sources. We selected a range of humidity and temperature variables for analysis, which would capture the mosquitoes living requirements. Although both species can exploit similar habitats, *A. aegypti* feeds predominantly on humans and is restricted to urban environments and other human settlements, whereas *A. albopictus* feeds on humans as well as a range of mammals and birds, and therefore tends to occupy rural and peri-urban environments [31].

1.1.2 Socio-economic factors
Density of both the vector and host are fundamental factors in disease transmission, as contact between infected vectors and susceptible hosts (and vice versa) is the source of new infections [32]. It is known that socio-economic factors tend to influence the distribution and intensity of dengue both pre-infection and post-infection [12, 33–37]. One of the main reported risk factors of dengue was home water storage (rather than receiving piped water), poor sanitation, and poor public services (e.g. litter not collected). Such factors were responsible for creating breeding habitat for mosquitoes and bringing them into closer contact with humans, therefore increasing the risk of dengue. Furthermore, use of mosquito nets, insect screens, and air-conditioning, all limited the chance of being bitten. Knowledge and education of mosquito ecology also helped residents make personal interventions and reduce risk of being bitten. However, it is important to note that factors associated with higher economic status can also bring humans into closer contact with mosquitoes, for example homeowners with gardens and potted plants and ponds or having good access to recreational space where mosquitoes can breed [38]. Although we could not use data that would directly measure these factors, we selected co-variates that would work as proxies, capturing a latent variable that would represent vector risk. The rationale is that people living in locations with better socio-economic conditions would do better to avoid contact with mosquitoes and restrict virus transmission, either from the bottom-up (e.g. personal interventions) or the top-down (e.g. regional government pest control). We selected the following variables in the OECD regional data repository to describe the actual socio-economic position of residents in a region: “Household income”, “Life expectancy at birth”, and a measure of housing overcrowding “Number of rooms per person”. Furthermore, “Secondary education” would also help to capture areas where there is a higher proportion of manual labourer, e.g. agricultural workers or people working outdoors who may be more exposed to mosquitoes. We also selected “Self-evaluation of life satisfaction”, and “Perception of corruption” to try to capture additional features of a region. Since these two variables yield some indication of how people perceive their surroundings, we assume that poorer scores will capture poor infrastructure, poor public services, lack of basic provisions and lack of beneficial government intervention. In terms of post-infection factors that influence dengue transmission, access to health care, risk perception and access to information on dengue infection symptoms had positive effects on people’s decision to seek medical help when presented with dengue
infection symptoms [14, 39, 40]. This is likely to be one of the main reasons why
dengue tends to stop at the US border. To reflect this in the conceptual framework
we selected variables that would proxy access to health care i.e., “Physician rate”,
and variables which would represent access to information and personal knowledge
i.e., “Secondary education”, “Broadband access” and “Perceived social network
support”. However, it is important to note that those areas with better access to
health care are also more likely to report cases of dengue, so the relationship may
be harder to infer.

1.1.3 Demographic factors
Considering the points laid out by [32], host population density can have a direct
impact on the intensity of disease. We would expect human population density to
benefit both the vector and the virus. To represent this in the data set, we selected
‘Population density” and “Population density growth”. A study by [41] investigated
some of the causes for increased dengue incidence in Acre, Brazil. The authors
found that unplanned urbanization and population growth contributed to creating
beneficial conditions for *A. aegypti*. Furthermore, well connected areas, in terms of
trade and transport, with considerable human movement, can benefit both mosquito
species and dengue, by facilitating their movement and spread [42,43]. To capture
these factors, we selected “Inter-regional migration rate” and “Population density
growth”. We assume that these factors would be significant in poorer areas where
unplanned urbanization, poor infrastructure and poor public services are more likely
to exist. Finally, younger people are more likely to be infected by dengue [44], so we
controlled for the age structure of the population by selecting “Percentage of Old
Population Group (65+)” and “Percentage of Youth population group (0-14)”.

2 Materials and Methods
In this study, we compiled a data-set that would reflect the conceptual framework
by including variables that either directly measure factors contributing to the dis-
tribution of the vectors and transmission of dengue; or indirect measures (proxies)
that are reflective of conditions known to influence dengue transmission.

One of the difficulties in compiling such a data-set using disparate sources is
finding data that is comparable in terms of scale, since most health and economic
data are provided at relatively crude and differing resolutions, and presented in the
form of areal data (regional).

2.1 Data extraction and methods to estimate population at risk
Dengue case data is only provided at the state or equivalent level, it is difficult to
obtain a good estimate of the population at risk since the vector can be present
in only certain locations within a region. Therefore, to extract more accurate data
on the population at risk, and in areas where climatic and environmental factors
would contribute to disease transmission, we estimated the distribution of the *Aedes*
mosquitoes using a generalized logistic regression that could predict the likelihood a
vector would occur in a region given annual temperature range, mean temperature of
the coldest quarter, precipitation during the driest quarter and precipitation during
the warmest quarter. We then identified the areas at risk based on the prediction
of the logistic model. We also only selected the most southern regions at risk in the United States as these areas are those most vulnerable because of their close proximity to endemic regions in Mexico. More specific information on statistical methods and results from this analysis can be found in Additional file 1. Figure 2 shows the point *Aedes* data sample locations and results of the modelling.

To parameterize the distribution models, point location occurrence data for *A. aegypti* and *A. albopictus* were obtained from [45,46]. Point occurrence data represent spatial geo-coordinates of a location in which a given individual organism was sampled or sighted. Many of the samples in these data-sets consist of museum records or unpublished studies including national entomological surveys. These data are used to extract information about the underlying factors that influence an organism’s distribution, which can then used to predict distributions across landscapes.

Climate data were extracted using R’s DISMO package in all point locations where mosquitoes occurred. Climate data for the species distribution prediction modelling were sourced from MERRAclim [47]. This data-set was built using 2 m air temperature (Kelvin degrees) and 2 m specific humidity (kg of water/kg of air) hourly data derived from satellite observations from the Modern Era Retrospective Analysis for Research and Applications Reanalysis. Tables providing summary statistics for the climate values at *Aedes* point locations can be found in Additional file 1.

2.2 Regional data: socio-economic, demographic and climate data extraction methods

2.2.1 Climate data

Climate data for the main analysis i.e. measuring the impact of the climate variables on dengue transmission were sourced from the Climate Prediction Center (CPC) of the National Centers for Environmental Prediction (NCEP), see [48]. This data represents a global summary of daily weather data. The CPC extracts surface synoptic weather observations from the Global Telecommunications System (GTS), which collects global data from a combination of weather station and satellite observations. Files were processed in R with the NetCDF, Raster and Dismo packages in order to create annual bio-climatic variables. The bio-climatic variables in this study were derived from daily maximum temperatures, daily minimum temperatures and total daily rainfall.

The Global Administrative Unit Layers [49] data-set along with our *Aedes* distribution maps (results figure 2, bottom right) were used to spatially capture, process and convert all the necessary data (for the main analysis) to a regional level. The GAUL data set contains geographic information in the form of shape files that lay out within country boundaries linked to a unique nomenclature. Countries are broken down into statistical subdivisions e.g., ADM0 representing data at country level (e.g. US), ADM1 at regional level (e.g. California), and ADM2 at subregional level (e.g. Orange County).

2.2.2 Dengue Case Data

Dengue case data for Mexico 2012-2016 were obtained at request from Healthmap [50] and case data for 2017-2019 were extracted from the PLISA Health Information Platform for the Americas (only available years). To extract the most valid and comparable observations, we only selected ProMED reports from the Healthmap
data-set since they are both sourced from the same mandatory notification system covering all of the national territory. All data from these reports are aggregated at the regional level (ADM1 level).

Cases data for the United States were extracted from, since data is provided at the county level (ADM2 level) we needed to aggregate them to the state level (ADM1 level) in order to match them with the main data-set.

### 2.2.3 Socio-Economic and Demographic Data

Socio-economic and demographic data were extracted from the OECD’s Regional Statistics and Indicators Database [51]. This database provides comparable statistics and indicators and is presented in yearly time series. Missing values were filled based on values for previous years or subsequent years, depending on their position in the data set.

Population count data to predict the number of persons at risk in a region were sourced from the Socioeconomic Data and Applications Center’s [52] Gridded Population of the World data set. This data set estimates population count for the years 2000, 2005, 2010, 2015, and 2020, consistent with national censuses and population registers. Data were extracted from areas where vector presence was predicted. R’s Zoo package was used to replace values for missing years, by implementing a linear interpolation method that would predict trends between years. This way increases or decreases in human population were controlled for in the final model.

Table 1 provides summary statistics of all the collected data for the final models.

### 2.3 Statistical Methods

#### 2.3.1 Factor Analysis - Data Processing for Regional Analysis

The socio-economic variables are strongly correlated with each other, as well as some of the demographic variables, and if included in a regression would give rise to multi-collinearity issues. By over-inflating the standard errors, multi-collinearity makes some variables statistically insignificant when they should be significant. To address this problem, following similar methods to [53], a factor analysis by maximum likelihood (VARIMAX rotation) was performed on each of the main subgroups of variables i.e. socio-economic and demographic. Factor analysis is a method for investigating whether a number of variables of interest $Y_1, Y_2, ..., Y_n$, are linearly related to a smaller number of latent (i.e. not directly measured) factors $F_1, F_2, ..., F_k$. The basic concept of factor analysis is that multiple observed variables have similar patterns because they are all associated with a latent variable. The factors are constructed in such a way that they capture the maximum amount of common variance (correlation) of the original items; the eigenvalue is a measure of how much of the variance of the observed variables a factor explains. The factor analysis can be formalized as follows:

\[
Y_1 = \beta_{10} + \beta_{11}F_1 + \beta_{12}F_2 + ... + \beta_{1k}F_k + \epsilon
\]

\[
Y_2 = \beta_{20} + \beta_{21}F_1 + \beta_{22}F_2 + ... + \beta_{2k}F_k + \epsilon
\]

\[
Y_N = \beta_{n0} + \beta_{n1}F_1 + \beta_{n2}F_2 + ... + \beta_{nk}F_k + \epsilon
\]
Before performing factor analysis, all variables had to be standardized to z-scores \((x - \mu)/\sigma\) to ensure that they were on the same scale. After performing the factor analysis, the predicted values for the factors for any individual region can be estimated. These predictions, known as factor scores, are weighted sums of the values of the observed items. Roughly, indicators that are more reliable measures of a factor (i.e. those with larger loadings) will receive higher weights in the calculation of a factor score for that factor.

2.3.2 Socio-economic and demographic indices Mexico/US

The Mexico/US factor analysis yielded two socio-demographic indices (Table 2) and three demographic indices (Table 3). Regions with high scores on the first socio-economic factor tend to have a higher share of labour force with at least secondary education, better broadband access, more rooms per inhabitant and a better perception of social network support and a higher rate of active physicians. The second socio-economic factor mainly captured the variation from the life expectancy at birth, primary income of households, and a higher rate of active physicians and better broadband access. A priori, the socio-economic indicators are expected to have a negative association with dengue. Regions with high scores on the first demographic factor (see Table 3) tend to have faster growing human populations, and higher rates of inter-regional migration. A priori, the indicator is expected to have a positive association with dengue. The second demographic factor captured the age structure of the population and the third demographic factor captured population density in the areas where Aedes mosquito was present.

2.3.3 Socio-economic and demographic indices Mexico

Regions with high scores on the first socio-economic factor (see Table 4) tend to have better broadband coverage, higher share of labour force with at least secondary education, a better perception of social network support, and higher levels of life satisfaction and life expectancy at birth. The second factor mainly captures rooms per inhabitant, number of doctors, and a higher share of labour force with at least secondary education. A priori, the socio-economic indicator is expected to have a negative association with dengue.

Regions with high scores on the first demographic factor (see Table 5) tend to have faster growing human populations, higher rates of inter-regional migration and higher population densities. A priori, the indicator is expected to have a positive association with dengue. The second demographic factor captured the age structure of the population and the third demographic factor captured population density in the areas where Aedes mosquito was present.

2.3.4 Calculating Incidence Rate, Risk and the Standardized Mortality Ratio

After selecting the areas at risk and combining the main predictors into composite indicators, we performed an exploratory analysis of the incidence of dengue. In particular, we used the Standardized Mortality Ratio (SMR) to test if there were “excess cases” in a region. The SMR is a ratio between the observed number of cases in a study population and the number of cases that would be expected, based on the population size of the study population. If the ratio of observed dengue
cases: expected dengue cases is greater than 1.0, we would consider there to be “excess cases” in the study population.

To calculate the SMR we first calculated the Incidence Rate: \( R_i = \frac{N_i}{P_i} \)

we then calculated the Overall Rate: \( R = \frac{\sum N_i}{\sum P_i} \) Overall rate is \( \frac{\text{Total Cases}}{\text{Total Population}} \)

Rate is \( \frac{\text{Number Of Cases}}{\text{Population At Risk}} \)

Followed by the number of Expected Cases:

\[ E_i = R \times P_i \]

Expected Cases is Overall Rate x Population

The final equation for the Standardized Morbidity Ratio is: \( SMR_i = \frac{N_i}{E_i} \) Std Morbidity Rate is \( \frac{\text{No.of Cases}}{\text{Expected}} \)

We postulate that the excess cases can be explained by the socio-economic, demographic and climate variables, which means that regions with an SMR higher than 1.0 should differ from the others along those indicators in line with the predictions of the final model (illustrated in the next section).

2.3.5 Negative binomial regression model to assess impact of independent variables on dengue case data at regional level.

Generally, count data can be modeled using a Poisson distribution. However, the mean of our dependent variable (dengue cases by region and year) was lower than its variance - \( E(Y) < \text{Var}(Y) \), suggesting that the data are over-dispersed. Over-dispersed Poisson processes can be modeled in many alternative ways. The most common approach is to assume a negative binomial distribution, which is particularly suited when the variance is much larger than the mean. We therefore assume that

\[ \text{Dengue}_{it} \sim NB(\mu, k) \]

that is, the number of Dengue cases in region \( i \) at time \( t \) are distributed as a negative binomial with mean \( \mu_i \) and dispersion parameter \( k \). The variance is given by:

\[ \text{VAR}(\text{Dengue}_{it}) = \mu + \left( \frac{\mu^2}{k} \right) \]

As well as accounting for over-dispersion in the data, we want to account for possible non-linearities, so we proceed with a Generalized Linear Model (GLM) with a negative binomial distribution and logarithmic link function. The GLM model is given by:

\[ E(\text{Dengue}_{it}) = \exp(\alpha + \beta_1 X_1 + \beta_2 X_2 + ... + \beta_n X_n) \]

The vector of explanatory variables \( X \) includes: Two socio-economic indices, three demographic indices, and two climate variables, namely mean temperature of warmest quarter and precipitation of warmest quarter, plus a vector of time fixed effects.

We also accounted for spatial auto-correlation by introducing spatial random effects based on geographical regions. This involves creating an adjacency matrix of the regions, where if there are \( g \) regions, the adjacency matrix is a
indicator matrix where there is some non-zero value when region i is connected to region j, and 0 otherwise. In addition, an approach similar to that for a random effect is used to incorporate observations belonging to specific regions.

3 Results
We conducted two analyses, one focused on regions within Mexico and the United States and one focused on Mexico only.

3.1 US/Mex analysis
Figure 2 shows the results of the SMR and the factor analysis on the socio-economic variables, and regional GDP for the US/Mex analyses. Our indices are able to demonstrate that there is much more variation between regions than we would capture than using GDP alone. However, it is difficult to infer a relationship by visual inspection alone.

Table 6 shows the results for the regression model comparing the US and Mexico (GLM with negative binomial link) for 2012-2019. Table 7 restricts the analysis to Mexico only. It should be noted for the Mexican analysis we only selected data 2017-2019 using data from the PAHO, so we could combine confirmed, suspected and probable cases that would give us a better idea of the actual incidence rate in Mexico during those years, rather than using confirmed cases of a longer period. Regressions were run on a pooled cross section; time trends were accounted for by controlling for year fixed effects; regional correlation was accounted for by introducing regional weights (neighborhood boundary approach). All models use population in the area at risk as the offset (exposure) variable.

The first column of table 6 (GDP Model) shows the association between regional GDP and dengue cases across the regions. The model presents a negative association between GDP and dengue as predicted however it is not significant.

The second column (SE Model) of Table 6 shows the association between regional dengue cases and the socio-economic indicators derived through factor analysis. The coefficient for the first socio-economic indicator is negative, more than twice as large in magnitude as the coefficient of GDP alone, and statistically significant.

Given the weight of each variable in the factor analysis, we can say that an increase in education, household income, broadband access and a decrease in housing overcrowding is associated with fewer dengue cases; the third column (Dem Model) of table 6 shows the regression controlling for the three demographic indicators derived from factor analysis, the first index representing population flows and population density has a positive impact on dengue. Column 4 (Clim Model) includes the climate variables alone; mean temperature of the warmest quarter is significantly associated with dengue (and the relationship is positive as predicted), while precipitation does not show any significant association.

The "full model" in column 5 shows the relationship between dengue and all variables. When controlling for demographic and climate variables, the impact of the socio-economic indicator 1 becomes slightly larger (from -0.16 to -0.16) and highly statistically significant. The impact of temperature increases slightly and remains highly significant.
3.2 Mex analysis

Figure 3 shows the results of the SMR and the factor analysis on the socio-economic variables, and regional GDP for the Mex analyses. Again, our indices are able to demonstrate that there is much variation between regions than we would capture than using GDP alone.

The Mexican only factor analysis yielded slightly different results to the US/Mex factor analysis. Our first index captures better broadband coverage, higher share of labour force with at least secondary education, a better perception of social network support, higher levels of life satisfaction and life expectancy at birth. The first result worthy of notice is that if we look at Mexican regions alone, the socio-economic index 1 is no longer associated with dengue. The demographic factor 1 is no longer associated either. However when we control for temperature it becomes significant, which is a similar result to the US/Mex regression analysis.

4 Discussion

4.1 Impact of socio-economic, demographic index and Aedes predicted distribution on dengue

The results confirmed a strong association between our novel indices of socio-economic factors and dengue cases per region. Such results are consistent with the findings reported by [12,14,34–37,40,54]. Our findings enrich the field by offering a set of more refined indicators that can be generalized to other diseases with similar transmission circles. Furthermore, while GDP did not appear to capture differences between Mexico and the US states included in the study, the composite indicator we created was robust enough to capture more nuanced differences within Mexico, as the analysis looking at Mexico alone demonstrated.

Although the variables used in this study do not represent disease transmission mechanisms, understanding the relative significance of these factors on disease outcomes can help risk assessors predict where diseases are likely to occur in the future, by identifying locations with vulnerabilities in public health systems and/or by identifying impoverished areas that tend to be susceptible to disease. Furthermore, this study can also have important policy implications as it points to the important role of social and economic equality, social cohesion, and transparent government, among others, in public health.

Future studies seeking to test the robustness of the indicators developed in this study should try to source data at a more refined scale over a wider geographical area. Furthermore, statistical analysis should be conducted using more refined temporal dimensions to further increase observations and statistical power, and allow us to better investigate the causal impacts of socio-economic, demographic and environment factors on dengue and other vector-borne diseases.

One of the main obstacles in conducting this study was finding adequate data at refined scales. Because of a lack of data at a desirable scale, we resorted to using data at first statistical country subdivisions e.g. FAO ADM 1 US and Mexican states. The shortcomings of this study are therefore a lack of detail and variation within regions and a relatively small sample size, since the number of observations was limited to the number of US and Mexican states. We may also question the quality of the cases data since many people living in Mexico and the United States
do not have adequate access to health care and so cases may go unreported. This is particularly true in the case of the US where more vulnerable groups like illegal migrants, the poor and homeless may not have any access to health care and the disease will go unreported. This is also the case for socio-economic data since huge disparities exist between Native American communities living on reservations and the rest of the population, and it is not clear if data from these self-governing regions are included in the regions.

5 Conclusions
This study investigated the potential development of poverty-related indicators using regional and internationally available data, and also investigated the role of socio-economic factors on the occurrence of dengue in the US and Mexico. To identify which regions are most at risk, we estimated where dengue vectors are likely to occur given their suitability to climate conditions. By estimating the chance of a vector occurring in a region, we could then assess the impact of socio-economic, demographic and climate factors on dengue. The results of this study demonstrate how the use of new composite socio-economic indices can explain with greater accuracy, the differences in the spread of disease in places with similar physical geography and ecological characteristics, more than GDP alone can. Our findings are not only significant for public health, proving the usefulness of our proposed methodology in explaining and predicting disease, but also contribute to a wider scholarly debate on whether and to what extent can economic growth (measured via GDP) contribute to better outcomes of health and well-being. Overall, these results, therefore, suggest the mitigating role of socio-economic factors, other than simply GDP, in reducing the incidence of dengue.
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Figure 1  *Aedes* sample locations and species distribution modelling results.

1. Top left: *Aedes* point locations.
2. Top right: Results of *Aedes aegypti* SDM
3. Bottom left: Results of *Aedes albopictus* SDM
4. Bottom right: Population and climate data extraction locations given predicted aedes distributions (probability cutoff 75 percent).

Figure 2  SMR and distribution of socio-economic factors Mex/US.

Figure 3  SMR and distribution of socio-economic factors Mexico.
| Statistic                                      | N    | Min       | Max       | Mean     | St. Dev.   |
|-----------------------------------------------|------|-----------|-----------|----------|------------|
| Primary Income of Private Households (USD per head) | 351  | 2,541.8   | 1,886,380.0 | 128,928.1 | 358,536.5 |
| Regional Gross Domestic Product per Capita     | 351  | 2,883.4   | 1,632,730.0 | 116,785.2 | 314,862.4 |
| Share of labour force with at least secondary education | 351  | 36.5      | 90.1      | 64.7     | 11.0       |
| Share of households with internet broadband access | 351  | 7.3       | 88.7      | 45.6     | 20.9       |
| Self-evaluation of life satisfaction           | 351  | 6         | 9         | 7.2      | 0.6        |
| Perceived social network support              | 351  | 59        | 96        | 81.1     | 10.1       |
| Perception of corruption                      | 351  | 0.7       | 4.8       | 1.7      | 0.6        |
| Active Physicians Rate (physicians for 1000 population) | 351  | 70.5      | 80.8      | 75.3     | 1.6        |
| Life Expectancy at Birth                      | 351  | 0.7       | 2.7       | 1.2      | 0.6        |
| Number of rooms per person                    | 351  | −1.7      | 3.8       | 0.2      | 1.0        |
| Inter-regional net flows migration rate, (% net flows over population) | 351  | 0.5       | 7.0       | 2.0      | 1.2        |
| Inter-regional migration rate, (% migrants over population) | 351  | 0.7       | 7.9       | 208.4    | 703.7      |
| Population density growth                     | 351  | 31.1      | 20.5      | 8.1      | 3.3        |
| Population Density in Predicted Aedes Areas (pp km2) | 351  | 35.1     | 49.4      | 1.9      | 7.7        |
| Percentage of Old Population Group (65+)      | 351  | 64.3      | 26.5      | 3.7      |            |
| Percentage of Youth Population Group (0-14)   | 351  | 35.2      | 25.9      | 3.5      |            |
| Mean temperature of warmest quarter           | 351  | 0.0       | 9.1       | 1.6      | 2.1        |
| Precipitation of warmest quarter              | 351  | 0.0       | 9.1       | 1.6      | 2.1        |

| Table 1 Final dataset 2012-2019 |

| Factor 1 | Factor 2 |
|----------|----------|
| 0.37     | 0.71     |
| 0.89     | 0.44     |
| 0.56     | 0.59     |
| 0.07     | 0.23     |
| 0.48     | 0.24     |
| 0.40     | 0.11     |
| 0.44     | 0.42     |
| 0.28     | 0.94     |
| 0.93     | 0.29     |

| Table 2 Socio-economic Factor Analysis Results US/MEX |

| Factor 1 | Factor 2 | Factor 3 |
|----------|----------|----------|
| 0.84     | -0.05    | 0.06     |
| 0.62     | 0.27     | -0.19    |
| -0.09    | -0.06    | 0.99     |
| -0.19    | -0.98    | -0.05    |
| -0.03    | 0.91     | -0.14    |

| Table 3 Demographic Factor Analysis Results US/MEX |
### Table 4 Socio-economic Factor Analysis Results (Mexico)

| Factor          | Factor1 | Factor2 |
|-----------------|---------|---------|
| Primary Income  | 0.13    | 0.47    |
| Private         |         |         |
| Households (USD | per head)|         |
| Share of labour | 0.72    | 0.57    |
| force with      |         |         |
| at least        |         |         |
| secondary       |         |         |
| education       |         |         |
| Share of        | 0.79    | 0.41    |
| households      |         |         |
| with internet   |         |         |
| broadcast       |         |         |
| access          |         |         |
| Self-evaluation | 0.74    | -0.11   |
| of life         |         |         |
| satisfaction    |         |         |
| Perceived social| 0.16    | 0.09    |
| network support |         |         |
| Perception of   | 0.07    | 0.50    |
| corruption      |         |         |
| Active Physicians| 0.36    | 0.55    |
| Rate (physicians|         |         |
| for 1000        |         |         |
| population)     |         |         |
| Life Expectancy | 0.57    | 0.41    |
| at Birth        |         |         |
| Number of rooms | 0.20    | 0.83    |
| per person      |         |         |

### Table 5 Demographic Factor Analysis Results Mexico

| Factor | Factor1 | Factor2 | Factor3 |
|--------|---------|---------|---------|
| Inter-regional | 0.86 | -0.13 | -0.49 |
| migration rate |         |         |         |
| (Inter-regional | -0.17 | -0.68 | 0.19   |
| net flows migration |         |         |         |
| rate, (Population | -0.64 | -0.47 | 0.39   |
| density growth |         |         |         |
| Population density |         |         |         |
| (pop. per km2)  |         |         |         |
| Percentage of Old| 0.74  | 0.03   | 0.39   |
| Population Group |         |         |         |
| (65+)            |         |         |         |
| Percentage of Youth| -0.03 | 0.99   | 0.07   |
| Population Group |         |         |         |
| (0-14)           |         |         |         |

### Table 6 Final Regression Models US/MEX

| GDP Model | SE Model | Dem Model | Clim Model | Full Model |
|-----------|----------|-----------|------------|------------|
| Intercept | -14.65*** | -11.93*** | -13.01**   | -26.01***  |
|           | (0.56)   | (2.47)    | (4.15)     | (3.78)     |
| Regional GDP | -0.00    | 0.04      |            | (6.47)     |
|          | (0.03)   |           |            |            |
| Socio economic index 1 | -0.10* | -0.16** |            |            |
|          | (0.04)   | (0.05)    |            |            |
| Socio economic index 2 | 0.02 | -0.06 |            |            |
|          | (0.04) |           |            |            |
| Demographic index 1 | 0.04* | 0.03 |            |            |
|          | (0.02) | (0.05)    |            |            |
| Demographic index 2 | -0.03 | -0.06 |            |            |
|          | (0.05) | (0.05)    |            |            |
| Demographic index norm 3 | -0.07 | 0.01 |            |            |
|          | (0.04) | (0.04)    |            |            |
| Mean temperature of warmest quarter | 0.45** | 0.54*** |            |            |
|          | (0.14) | (0.15)    |            |            |
| Precipitation of warmest quarter | -0.43 | -0.15 |            |            |
|          | (0.27) | (0.28)    |            |            |
| Year      | *        | *         | *          | *          |
| Regions   |          |          |            |            |
| 31.62**** | (38.00) | 29.99*** | (38.00)    | 30.51***   |
|          | (38.00) | (38.00)  | (38.00)    | (38.00)    |
| AIC       | 2615.68  | 2615.31  | 2612.86    | 2618.69    |
| BIC       | 2791.09  | 2791.80  | 2792.07    | 2792.47    |
| Log Likelihood | -1262.41 | -1261.94 | -1260.01   | -1264.33   |
| Deviance  | 235.76   | 235.73   | 234.54     | 237.23     |
| Deviance explained | 0.62 | 0.62 | 0.62 | 0.61 |
| Dispersion | 1.00 | 1.00 | 1.00 | 1.00 |
| R²        | -3.87    | -4.04    | -2.86      | -1.92      |
| GCV score | 1317.72  | 1316.01  | 1319.25    | 1310.70    |
| Num. obs. | 351      | 351      | 351        | 351        |
| Num. smooth terms | 1 | 1 | 1 | 1 |

* **p < 0.001, *p < 0.01, *p < 0.05
Table 7 Final Regression Models Mexico

|                          | GDP Model | SE Model | Dem Model | Clim Model | Full Model |
|--------------------------|-----------|----------|-----------|------------|------------|
| Intercept                | -7.57***  | -6.00*** | -8.03***  | -19.31***  | -13.78**   |
|                          | (0.26)    | (1.10)   | (1.62)    | (2.06)     | (5.18)     |
| Regional GDP             | -0.00     |          | -6.00     | -8.03      | -13.78     |
|                          | (0.01)    |          | (0.01)    | (0.01)     | (0.01)     |
| Socio economic index 1   | -0.01     |          | -0.04*    |            |            |
|                          | (0.01)    |          | (0.02)    |            |            |
| Socio economic index 2   | -0.03     |          | -0.03     |            |            |
|                          | (0.02)    |          | (0.03)    |            |            |
| Demographic index 1      | 0.00      |          | 0.01      |            |            |
|                          | (0.01)    |          | (0.02)    |            |            |
| Demographic index 2      | -0.03     |          | -0.03     |            |            |
|                          | (0.03)    |          | (0.03)    |            |            |
| Demographic index norm 3 | -0.01     |          | -0.03*    |            |            |
|                          | (0.01)    |          | (0.01)    |            |            |
| Mean temperature of warmest quarter | 0.45*** | 0.48*** |
|                          | (0.08)    | (0.09)   |          |            |            |
| Precipitation of warmest quarter | 0.07 | 0.01 |
|                          | (0.17)    | (0.17)   |          |            |            |
| Year                     |           |          |           |           |            |
|                          | (0.19)    | (0.20)   | (0.21)    | (0.23)     | (0.26)     |
| Regions                  | 27.70***  | 26.78***  | 26.06***  | 25.53***   | 21.77***   |
|                          | (30.00)   | (31.00)  | (31.00)   | (31.00)    | (31.00)    |
| AIC                      | 1587.14   | 1587.12  | 1588.66   | 1582.70    | 1578.34    |
| BIC                      | 1672.01   | 1672.26  | 1672.35   | 1664.96    | 1663.71    |
| Log Likelihood           | -760.47   | -760.36  | -759.92   | -759.28    | -755.88    |
| Deviance                 | 73.07     | 72.99    | 72.72     | 73.71      | 72.14      |
| Deviance explained       | 0.81      | 0.81     | 0.81      | 0.81       | 0.83       |
| Dispersion               | 1.00      | 1.00     | 1.00      | 1.00       | 1.00       |
| R²                       | 0.56      | 0.55     | 0.56      | 0.46       | 0.43       |
| GCV score                | 825.14    | 826.78   | 830.25    | 811.98     | 824.00     |
| Num. obs.                | 96        | 96       | 96        | 96         | 96         |
| Num. smooth terms        | 1         | 1        | 1         | 1          | 1          |

*** p < 0.001, ** p < 0.01, * p < 0.05
6.0.1 Vector and Environmental Relationships: regression analysis methods

Species distribution modelling methods to estimate population at risk. To assess the relationships between vector and environment, techniques were adapted from [53]. Since our species distribution data set only consisted of presence data, absence data was substituted with background data. Background data points were sampled randomly from the study area (Mex/US). Using background data allows us to characterize environments in the study region, which establishes the environmental domain of the study, whilst presence data should represent the conditions a species is more likely to be present than on average. Since vector presence is indicated by a binary variable equal to 1 and absence equal to 0, a relationship between environmental and vector presence was estimated with a logit model by maximum likelihood. Logit estimation techniques are based on the assumption that there is a latent variable $y$ and that this latent variable is a linear function of all the explanatory variables. Climate data for the species distribution prediction modelling were sourced from MERRAclim [47]. This data set was built using 2 m air temperature (Kelvin degrees) and 2 m specific humidity (kg of water/kg of air) hourly data derived from satellite observations from the Modern Era Retrospective Analysis for Research and Applications Reanalysis. Tables S1 and S2 provide summary statistics for these data sets.

In order to predict if a vector was present in a given location $i$, the following equations were used:

$$Pr(Aedes.aegypti = 1) = \beta_1 Tvar_1 + \beta_2 Tvar_2 + \beta_3 Pvar_1 + \beta_4 Pvar_2 + \epsilon$$

$$Pr(Aedes.albopictus = 1) = \beta_1 Tvar_1 + \beta_2 Tvar_2 + \beta_3 Pvar_1 + \beta_4 Pvar_2 + \epsilon$$

where $X_i$ is a vector of regressors/independent variables (in this case: $Tvar_1$ represents temperature annual range; $Tvar_2$ represents mean temperature of the coldest quarter; $Pvar_1$ represents precipitation of the driest quarter; and $Pvar_2$ represents precipitation of the warmest quarter) in each location and $\epsilon$ is the error term.

6.0.2 Vector and Environmental Relationships: regression analysis results

The impact of climate on the probability of a vector being present was assessed by running a logit regression. Results are reported in Table S3.

The strongest predictors of $A. aegypti$ are the mean temperature of coldest quarter", "temperature of annual range", and "precipitation of the driest quarter". The strongest predictors for the presence of $A. albopictus$ are "precipitation of warmest quarter" and "temperature annual range".

The results from the logistic regressions the study confirmed a positive and highly significant association between some climatic factors and vector presence; results were consistent with previous studies [28,45,55]:

$A. albopictus$ seems to be distributed in environments that are warmer and wetter during the hotter months, $A. aegypti$ seems to be sensitive to colder temperatures and temperature range.

For both species minimum temperature is a major limiting factor affecting distribution and this is conclusive with our results. We could expect that, as minimum winter temperatures rise due to climate change, this will benefit both $Aedes$ species allowing them to exploit new habitats, and in turn, potentially increasing the distribution of dengue.

| Statistic                  | N   | Min  | Max  | Mean  | St. Dev |
|----------------------------|-----|------|------|-------|---------|
| Temp.Annual.Range           | 2,019 | 10.600 | 55.400 | 40.789 | 6.780   |
| Mean.Temp.Coldest.Quarter   | 2,019 | −1.100 | 29.000 | 10.994 | 5.230   |
| Precip.Driest Quarter      | 2,019 | 420.000 | 1,985.000 | 1,397.858 | 287.921 |
| Precip.Warmest.Quarter     | 2,019 | 1,055.000 | 2,440.000 | 2,070.442 | 281.595 |

Table S1  $Aedes$ aegypti climate variable summary

| Statistic                  | N   | Min  | Max  | Mean  | St. Dev |
|----------------------------|-----|------|------|-------|---------|
| Temp.Annual.Range           | 1,825 | 13.400 | 58.800 | 40.789 | 6.705   |
| Mean.Temp.Coldest.Quarter   | 1,825 | −1.100 | 29.000 | 10.994 | 5.230   |
| Precip.Driest Quarter      | 1,825 | 465.000 | 1,985.000 | 1,246.870 | 247.645 |
| Precip.Warmest.Quarter     | 1,825 | 1,062.000 | 2,407.000 | 2,070.442 | 178.508 |

Table S2  $Aedes$ albopictus climate variable summary
### Table S3  
*Aedes* Climate Regression Analysis

|                  | A. *aegypti* (1) | *pb* | A. *albopictus* (2) |
|------------------|------------------|------|---------------------|
| Mean temperature of coldest quarter | $0.016^{***}$ (0.002) | $-0.008^{***}$ (0.002) |
| Precipitation of driest quarter | $0.004^{***}$ (0.001) | $0.004^{***}$ (0.001) |
| Precipitation of warmest quarter | $-0.002^{***}$ (0.0004) | $0.002^{***}$ (0.0004) |
| Temperature annual range | $-0.002$ (0.002) | $-0.001$ (0.002) |
| Constant         | $-0.968$ (1.185) | $-5.712^{***}$ (1.064) |

**Note:**  
* p<0.1; ** p<0.05; *** p<0.01
Additional file 2
Final data-set US/Mex

Additional file 3
Final data-set Mex