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7.1 Introduction

We revisit an optimization strategy recently introduced by the authors to compute numerical approximations of minimizers for optimal control problems governed by scalar conservation laws in the presence of shocks. We focus on the one-dimensional (1-D) Burgers equation. This new descent strategy, called the alternating descent method, in the inviscid case, distinguishes and alternates descent directions that move the shock and those that perturb the profile of the solution away from it. In this chapter we analyze the optimization problem for the viscous version of the Burgers equation. We show that optimal controls of the viscous equation converge to those of the inviscid one as the viscosity parameter tends to zero and discuss how the alternating descent method can be adapted to this viscous frame.

Optimal control for hyperbolic conservation laws is a difficult topic which requires a considerable analytical effort and is computationally expensive in practice. In the last years a number of methods have been proposed to reduce the computational cost and to render this type of problem affordable.

In particular, recently, the authors have introduced the alternating descent method, which takes into account possible shock discontinuities. This chapter is devoted to revisit this method in the context of the viscous Burgers equation.

We focus on the 1-D Burgers equation although most of our results extend to more general equations with convex fluxes. Most of the ideas we develop here, although they need further developments at a technical level, apply to multi-dimensional scenarios, too.

To be more precise, given a finite time horizon $T > 0$, we consider the following inviscid Burgers equation:

$$
\begin{align*}
\partial_t u + \partial_x \left( \frac{u^2}{2} \right) &= 0, \quad \text{in } \mathbb{R} \times (0, T), \\
u(x, 0) &= u^0(x), \quad x \in \mathbb{R}.
\end{align*}
$$

We also consider its viscous counterpart
\[
\begin{aligned}
\{ & \partial_t u - \nu u_{xx} + \partial_x \left( \frac{u^2}{2} \right) = 0, \quad \text{in } \mathbb{R} \times (0, T), \\
& u(x, 0) = u^0(x), \quad x \in \mathbb{R},
\end{aligned}
\]

where \( \nu > 0 \).

Given a target \( u^d \in L^2(\mathbb{R}) \) we consider the cost functional to be minimized \( J : L^1(\mathbb{R}) \to \mathbb{R} \), defined by

\[
J(u^0) = \int_{\mathbb{R}} |u(x, T) - u^d(x)|^2 \, dx,
\]

where \( u(x, t) \) is the unique entropy solution of (7.1) in the inviscid case or the unique weak solution of the viscous model (7.2). Sometimes, to make the dependence on the viscosity parameter \( \nu \) more explicit, the functional \( J \) will be denoted by \( J_{\nu} \), although its definition is the same as that of \( J \), but rather for the solutions \( u_{\nu} \) of (7.2) instead of (7.1). Note that the functional above is well defined in both cases, inviscid and viscous, because of the effect on the gain of integrability of both equations: When the initial data belongs to \( L^1(\mathbb{R}) \), the solutions of both (7.1) and (7.2), for any positive time \( t > 0 \), belong to \( L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \).

Although this chapter is devoted to this particular choice of \( J \), most of our analysis can be adapted to many other functionals and control problems (we refer for instance to [JaSe99] and [CaZu08], where the control variable is the nonlinearity of the scalar conservation law).

We also introduce the set of admissible initial data \( U_{ad} \subset L^1(\mathbb{R}) \), that we define later in order to guarantee the existence of minimizers for the following optimization problem: Find \( u^{0,\min} \in U_{ad} \) such that

\[
J(u^{0,\min}) = \min_{u^0 \in U_{ad}} J(u^0).
\]

Similarly, we consider the same minimization problem for the viscous model (7.2): Find \( u^{0,\min}_{\nu} \in U_{ad} \) such that

\[
J_{\nu}(u^{0,\min}_{\nu}) = \min_{u^0 \in U_{ad}} J_{\nu}(u^0).
\]

This is one of the model optimization problems that is often addressed in the context of optimal aerodynamic design, the inverse design problem (see, for example, [GiPi01]).

As we will see, the existence of minimizers for both models, the inviscid and the viscous one, is easily established under some natural assumptions on the class of admissible data \( U_{ad} \) using well-known well-posedness and compactness properties of the Burgers equation. However, uniqueness is false, in general.

The first result of this chapter is a \( \Gamma \)-convergence result guaranteeing that any sequence of minimizers \( \{ u^{0,\min}_{\nu}\}_{\nu > 0} \), as \( \nu \to 0 \), has a minimizer \( u^{0,\min} \) of \( J \) as an accumulation point.

Obviously, when \( \nu > 0 \), which is the common situation in practice, solutions are smooth; therefore, the alternating descent method, based on the fact
that solutions have shock discontinuities, cannot be applied as such. But for \( \nu \) small enough, solutions present quasi-shock configurations. It is therefore natural to analyze how the method can be adapted to this situation to take advantage of the presence of these quasi-shocks.

The closely related issue of numerical approximations in the inviscid case has already been discussed in [CaPa08]. Indeed, in practical applications and in order to perform numerical computations and simulations, one has to replace the continuous optimization problems above by discrete ones. In particular, in what concerns the inviscid model (7.1), it is natural to consider a discretization of system (7.1) and the functional \( J \). If this is done in an appropriate way, the discrete optimization problem has minimizers that are often taken, for small enough mesh sizes, as approximations of the continuous minimizers. This convergence result was proved in [CaPa08] in a suitable class of monotone finite difference schemes, satisfying the one-sided Lipschitz condition (OSLC). These schemes introduce artificial numerical viscosity. But the analysis in [CaPa08] showed that if, in the optimization process, the fact that discrete solutions may be close to shock configurations is not used, the discrete gradient algorithm shows a very slow convergence rate. Accordingly, the method proposed in [CaPa08] combines the discrete optimization approach and continuous shock analysis to derive the alternating descent method, which performs better. It is therefore natural to address the optimal control of the viscous model (7.2) similarly by viewing it as an approximation of the inviscid one (7.1) as \( \nu \to 0 \) and trying to take advantage of the quasi-shock configurations when they arise. This is precisely the goal of this chapter.

Our first result guarantees the convergence of the minimizers, based on the fact that the OSLC is satisfied uniformly with respect to the vanishing viscosity parameter, which ensures compactness.

The rest of this chapter is organized as follow. In Section 7.2 we recall the basic results in [CaPa08] on the existence of minimizers for the continuous problem (7.4). In Section 7.3 we analyze the convergence of the viscous minimizers as \( \nu \to 0 \). In Section 7.4 we recall some known results on the sensitivity of the continuous functional by linearizing system (7.1) in the presence of a shock. In Section 7.5 we briefly recall the alternating descent method. In Section 7.6 we develop an adaptation of the method of alternating descent directions to the viscous case. In Section 7.7 we present some numerical experiments that show the efficiency of the method we have developed.

### 7.2 Existence of Minimizers

In this section we prove that, under certain conditions on the set of admissible initial data \( \mathcal{U}_{ad} \), there exists at least one minimizer of \( J \) and \( J_\nu \) for all \( \nu > 0 \).

To simplify the presentation, we consider the class of admissible initial data \( \mathcal{U}_{ad} \):

\[
\mathcal{U}_{ad} = \{ f \in L^\infty(\mathbb{R}), \ supp(f) \subset K, ||f||_\infty \leq C \},
\]
where $K \subset \mathbb{R}$ is a bounded interval and $C > 0$ a constant. Obviously, $U_{ad}$ as above is a bounded set of $L^1(\mathbb{R})$.

The analysis we shall develop here can be extended to a much wider class of admissible sets.

**Theorem 1.** Assume that $U_{ad}$ is as above and $u^d \in L^2(\mathbb{R})$. Then the minimization problems (7.4) and (7.5) have at least one minimizer $u^{0,\min} \in U_{ad}$.

**Proof.** The proof is simpler when $\nu > 0$ because of the regularizing effect of the viscous Burgers equation. But, in order to develop arguments that are uniform on the viscosity parameter $\nu$, it is better to give a proof for the inviscid case, which applies in the viscous one as well. Thus, in what follows, we refer to the functional $J$ although the same arguments apply for $J_\nu$ too.

Let $u^0_n \in U_{ad}$ be a minimizing sequence of $J$. Then, by definition of $U_{ad}$, $u^0_n$ is bounded in $L^\infty$ and there exists a subsequence, still denoted by $u^0_n$, such that $u^0_n \rightharpoonup u^0_*$ weakly-* in $L^\infty$. Moreover, $u^0_* \in U_{ad}$.

Let $u_n(x, t)$ and $u_*(x, t)$ be the entropy solutions of (7.1) with initial data $u^0_n$ and $u^0_*$, respectively, and assume for the moment that

$$u_n(\cdot, T) \to u_*(\cdot, T), \quad \text{in } L^2(\mathbb{R}). \quad (7.6)$$

Then, clearly,

$$\inf_{u^0 \in U_{ad}} J(u^0) = \lim_{n \to \infty} J(u^0_n) = J(u^0_*),$$

and we deduce that $u^0_*$ is a minimizer of $J$.

Thus, the key point is to prove the strong convergence result (7.6). Two main steps are necessary to do it. a) The relative compactness of $u_n(\cdot, T)$ in $L^2$. Taking the structure of $U_{ad}$ into account and using the maximum principle and the finite velocity of propagation that entropy solutions fulfill, it is easy to see that the support of all solutions at time $t = T$ is uniformly included in the same compact set of $\mathbb{R}$. Thus, it is sufficient to prove compactness in $L^2_{loc}$.

This is obtained from Oleinik’s one-sided Lipschitz condition

$$\frac{u(x, t) - u(y, t)}{x - y} \leq \frac{1}{t}, \quad (7.7)$$

which guarantees in fact a uniform bound of the $BV$-norm of $u_n(\cdot, T)$, locally in space (see [BrOs88]). The needed compactness property is then a consequence of the compactness of the embedding $BV(I) \subset L^2(I)$, for all bounded intervals $I$. b) The identification of the limit as the entropy solution of (7.1) with initial datum $u^0_*$. This can be proved using this compactness property and passing to the limit in the variational formulation of (7.1). We refer to [EsVa93] for a detailed description of this limit process in the more delicate case where the initial data converge to a Dirac delta.

This completes the proof of the existence of minimizers in the inviscid case.
In the viscous one, one cannot use the finite velocity of propagation. However, it is easy to get uniform bounds on the queues of solutions as $|x| \to \infty$, which allows us to reduce the global compactness problem to a local one. Locally, the same argument as above, based on the one-sided estimate (7.7), which is also true for the viscous equations, applies.

Remark 1. The above proof is in fact quite general and it can be adapted to other optimization problems with different functionals and admissible sets. In particular, using Oleinik’s one-sided Lipschitz condition (7.7), one can also consider admissible sets of the form

$$
\mathcal{U}_{ad} = \{ f \in L^1(\mathbb{R}), \text{supp}(f) \subset K, ||f||_1 \leq C \}.
$$

### 7.3 Vanishing Viscosity

The purpose of this section is to show that the minimizers of the viscous problem ($\nu > 0$) converge to a minimizer of the incompressible problem as the viscosity tends to zero, $\nu \to 0$.

**Theorem 2.** Any accumulation point as $\nu \to 0$ of $u_{\nu}^{0,\text{min}}$, the minimizers of (7.5), with respect to the weak topology in $L^2$, is a minimizer of the continuous problem (7.4).

**Proof of Theorem 2.** We follow a standard $\Gamma$-convergence argument, as in [CaPa08], in the context of the convergence of minimizers for the numerical approximation schemes.

The proof is similar to the one in Theorem 1, although, this time, $\nu \to 0$. The key ingredient is the following continuity property. Assume that $u_{\nu}^0 \in \mathcal{U}_{ad}$ satisfies $u_{\nu}^0 \rightharpoonup u^0$ weakly in $L^2(\mathbb{R})$. Then

$$
J_{\nu}(u_{\nu}^0) \to J(u^0).
$$

(7.8)

This is due to the fact that the OSLC condition, together with the uniform $L^1$-bound, guarantees uniform local $BV$ bounds on the viscous solutions. For the viscous problem we do not have a finite velocity of propagation property but, as mentioned above, the uniform control of the queues allows us to reduce the compactness problem to a local one and then the local $BV$ bounds suffice.

The limit process, as the viscosity parameter tends to zero, to recover in the limit the weak entropy solution of the inviscid model, can be conducted in a classical way. This is, for instance, done in [EsVa93].

Now, let $\hat{u}^0 \in \mathcal{U}_{ad}$ be an accumulation point of $u_{\nu}^{0,\text{min}}$ with respect to the weak topology of $L^2$. To simplify the notation, we still denote by $u_{\nu}^{0,\text{min}}$ the subsequence for which $u_{\nu}^{0,\text{min}} \rightharpoonup \hat{u}^0$, weakly-* in $L^\infty(\mathbb{R})$, as $\nu \to 0$. Let $v^0 \in \mathcal{U}_{ad}$ be any other function. We are going to prove that

$$
J(\hat{u}^0) \leq J(v^0).
$$

(7.9)
To do this we construct a sequence \( v_\nu^0 \in U_{\nu,ad} \) such that \( v_\nu^0 \to v^0 \), in \( L^2(\mathbb{R}) \), as \( \nu \to 0 \). In this particular case, taking into account that the set of admissible controls \( U_{\nu,ad} \) is independent of \( \nu > 0 \), i.e., \( U_{\nu,ad} = U_{\nu,ad}^0 \), it is sufficient to choose, in particular, \( v_\nu^0 = v^0, \)

Taking into account the continuity property (7.8), we have

\[
J(v^0) = \lim_{\nu \to 0} J_\nu(v_\nu^0) \geq \lim_{\nu \to 0} J_\nu(u_\nu^{0,\min}) = J(\hat{u}^0),
\]

which proves (7.9).

**Remark 2.** Theorem 2 concerns global minima. However, both the continuous and discrete functionals may possibly have local minima as well. Extending this kind of \( \Gamma \)-convergence result for local minima requires important further developments.

### 7.4 Sensitivity Analysis: The Inviscid Case

In this section we collect the results in [CaPa08] for the sensitivity of the functional \( J \) in the presence of shocks, which follows previous works, e.g., [BrMa95a], [BaPi02], [BoJa98], [BoJa99], [Ul03], and [GoRa99].

We focus on the particular case of solutions having a single shock, but the analysis can be extended to consider more general one-dimensional systems of conservation laws with a finite number of noninteracting shocks (see [BrMa95a]).

#### 7.4.1 Linearization of the Inviscid Burgers Equation

Following [CaPa08], we introduce the following hypothesis.

\( \textbf{(H)} \) Assume that \( u(x, t) \) is a weak entropy solution of (7.1) with a discontinuity along a regular curve \( \Sigma = \{(t, \varphi(t)), t \in [0, T]\} \), which is Lipschitz continuous outside \( \Sigma \). In particular, it satisfies the Rankine–Hugoniot condition on \( \Sigma \),

\[
\varphi'(t)[u]_{\varphi(t)} = \left[u^2/2\right]_{\varphi(t)}, \tag{7.10}
\]

or, simply,

\[
\varphi'(t) = (u(\varphi(t)^+, t) + u(\varphi(t)^-, t))/2. \tag{7.11}
\]

Here we have used the notation \([v]_{x_0} = v(x_0^+) - v(x_0^-)\) for the jump at \( x_0 \) of any piecewise continuous function \( v \) with a discontinuity at \( x = x_0, v(x_0^+) \) standing for the values of \( v \) to both sides of \( x_0 \).

Note that \( \Sigma \) divides \( \mathbb{R} \times (0, T) \) into two parts: \( Q^- \) and \( Q^+ \), the subdomains of \( \mathbb{R} \times (0, T) \) to the left and to the right of \( \Sigma \), respectively (see Figure 7.1).

As explained in [CaPa08], in the presence of shocks, for correctly dealing with optimal control and design problems, the state of the system (7.1) has
to be viewed as being a pair \((u, \varphi)\) combining the solution of (7.1) and the shock location \(\varphi\).

Then the pair \((u, \varphi)\) satisfies the system

\[
\begin{aligned}
\partial_t u + \partial_x \left( \frac{u^2}{2} \right) &= 0, & \text{in } Q^- \cup Q^+, \\
\varphi'(t)[u]_{\varphi(t)} &= \left[ \frac{u^2}{2} \right]_{\varphi(t)}, & t \in (0, T), \\
\varphi(0) &= \varphi^0, \\
u(x, 0) &= u^0(x), & \text{in } \{x < \varphi^0\} \cup \{x > \varphi^0\},
\end{aligned}
\]

(7.12)

We now analyze the sensitivity of \((u, \varphi)\) with respect to perturbations of the initial datum, in particular, with respect to variations \(\delta u^0\) of the initial profile \(u^0\) and \(\delta \varphi^0\) of the shock location \(\varphi^0\). To be precise, we adopt the functional framework based on the generalized tangent vectors introduced in [BrMa95a].

**Definition 1 ([BrMa95a])**. Let \(v : \mathbb{R} \to \mathbb{R}\) be a piecewise Lipschitz continuous function with a single discontinuity at \(y \in \mathbb{R}\). We define \(\Sigma_v\) as the family of all continuous paths \(\gamma : [0, \varepsilon_0] \to L^1(\mathbb{R})\) with

1. \(\gamma(0) = v\) and \(\varepsilon_0 > 0\) possibly depending on \(\gamma\).
2. For any \(\varepsilon \in [0, \varepsilon_0]\) the functions \(u^\varepsilon = \gamma(\varepsilon)\) are piecewise Lipschitz with a single discontinuity at \(x = y^\varepsilon\) depending continuously on \(\varepsilon\) and there exists a constant \(L\) independent of \(\varepsilon \in [0, \varepsilon_0]\) such that

\[|u^\varepsilon(x) - u^\varepsilon(x')| \leq L|x - x'|,\]

whenever \(y^\varepsilon / \notin [x, x']\).

Furthermore, we define the set \(T_v\) of generalized tangent vectors of \(v\) as the space of \((\delta v, \delta y) \in L^1 \times \mathbb{R}\) for which the path \(\gamma_{(\delta v, \delta y)}(\varepsilon)\) given by

\[
\gamma_{(\delta v, \delta y)}(\varepsilon) = \begin{cases} 
  v + \varepsilon \delta v + [v]_y \chi_{[y + \varepsilon \delta y, y]} & \text{if } \delta y < 0, \\
  v + \varepsilon \delta v - [v]_y \chi_{[y, y + \varepsilon \delta y]} & \text{if } \delta y > 0,
\end{cases}
\]

(7.13)
satisfies $\gamma_{(\delta v, \delta y)} \in \Sigma_v$.

Finally, we define the equivalence relation $\sim$ defined on $\Sigma_v$ by

$$\gamma \sim \gamma' \text{ if and only if } \lim_{\varepsilon \to 0} \frac{\|\gamma(\varepsilon) - \gamma'(\varepsilon)\|_{L^1}}{\varepsilon} = 0,$$

and we say that a path $\gamma \in \Sigma_v$ generates the generalized tangent vector $(\delta v, \delta y) \in T_v$ if $\gamma$ is equivalent to $\gamma_{(\delta v, \delta y)}$ as in (7.13).

Remark 3. The path $\gamma_{(\delta v, \delta y)} \in \Sigma_v$ in (7.13) represents, at first order, the variation of a function $v$ by adding a perturbation function $\varepsilon \delta v$ and by shifting the discontinuity by $\varepsilon \delta y$.

Note that, for a given $v$ (piecewise Lipschitz continuous function with a single discontinuity at $y \in \mathbb{R}$) the associated generalized tangent vectors $(\delta v, \delta y) \in T_v$ are those pairs for which $\delta v$ is Lipschitz continuous with a single discontinuity at $x = y$.

Let $u^0$ be the initial datum in (7.12) that we assume to be Lipschitz continuous to both sides of a single discontinuity located at $x = \phi^0$, and consider a generalized tangent vector $(\delta u^0, \delta \phi^0) \in L^1(\mathbb{R}) \times \mathbb{R}$. Let $u^\varepsilon, \phi^\varepsilon \in \Sigma_{u^0}$ be a path which generates $(\delta u^0, \delta \phi^0)$. For $\varepsilon$ sufficiently small the solution $u^\varepsilon(\cdot, t)$ of (7.12) is Lipschitz continuous with a single discontinuity at $x = \phi^\varepsilon(t)$, for all $t \in [0, T]$. Thus, $u^\varepsilon(\cdot, t)$ generates a generalized tangent vector $(\delta u^\varepsilon(\cdot, t), \delta \phi^\varepsilon(t)) \in L^1(\mathbb{R}) \times \mathbb{R}$. Moreover, in [BrMa95b] it is proved that it satisfies the following linearized system:

$$\begin{aligned}
\partial_t \delta u + \partial_x (u \delta u) &= 0, \quad \text{in } Q^- \cup Q^+, \\
\delta \phi^\varepsilon(t)[u]_{\phi^\varepsilon(t)} + \delta \phi^\varepsilon(t) \left( \phi^\varepsilon(t)[u_x]_{\phi^\varepsilon(t)} - [u_x]_{\phi^\varepsilon(t)} \right) + \phi^\varepsilon(t)[\delta u]_{\phi^\varepsilon(t)} - [u \delta u]_{\phi^\varepsilon(t)} &= 0, \quad \text{in } (0, T), \\
\delta u(x, 0) &= \delta u^0, \quad \text{in } \{x < \phi^0\} \cup \{x > \phi^0\}, \\
\delta \phi^\varepsilon(0) &= \delta \phi^0,
\end{aligned}
\tag{7.14}$$

with the initial data $(\delta u^0, \delta \phi^0)$.

Remark 4. In this way, we can obtain formally the expansion

$$(u^\varepsilon, \phi^\varepsilon) = (u, \phi) + \varepsilon (\delta u, \delta \phi) + \mathcal{O}(\varepsilon^2).$$

Remark 5. The linearized system (7.14) has a unique solution which can be computed in two steps. The method of characteristics determines $\delta u$ in $Q^- \cup Q^+$, i.e., outside $\Sigma$, from the initial data $\delta u^0$ (note that system (7.14) has the same characteristics as (7.12)). This yields the value of $u$ and $u_x$ at both sides of the shock $\Sigma$ and allows the determination of the coefficients of the ordinary different equation (ODE) that $\delta \phi$ satisfies. This ODE yields $\delta \phi$.

Remark 6. We have assumed that the discontinuity of the solution of the Burgers equation $u$ is present in the whole time interval $t \in [0, T]$. But the discontinuities may appear at time $\tau \in (0, T)$ for some regular initial data. We refer to [CaPa08] for the linearization in this case.
7.4.2 Sensitivity in the Presence of Shocks

In this section we study the sensitivity of the functional $J$ with respect to variations associated with the generalized tangent vectors defined in the previous section. We first define an appropriate generalization of the Gateaux derivative.

**Definition 2 ([BrMa95a]).** Let $J : L^1(\mathbb{R}) \rightarrow \mathbb{R}$ be a functional and $u^0 \in L^1(\mathbb{R})$ be Lipschitz continuous with a discontinuity at $x = \varphi^0$, an initial datum for which the solution of (7.1) satisfies hypothesis (H). We say that $J$ is Gateaux differentiable at $u^0$ in a generalized sense if for any generalized tangent vector $(\delta u^0, \delta \varphi^0)$ and any family $u^0, \epsilon \in \Sigma_{u^0}$ associated to $(\delta u^0, \delta \varphi^0)$ the following limit exists:

$$
\delta J = \lim_{\epsilon \to 0} \frac{J(u^0, \epsilon) - J(u^0)}{\epsilon},
$$

and it depends only on $(u^0, \varphi^0)$ and $(\delta u^0, \delta \varphi^0)$, i.e., it does not depend on the particular family $u^0, \epsilon$ which generates $(\delta u^0, \delta \varphi^0)$.

The limit $\delta J$ is the generalized Gateaux derivative of $J$ in the direction $(\delta u^0, \delta \varphi^0)$.

The following result provides an easy characterization of the generalized Gateaux derivative of $J$ in terms of the solution of the associated adjoint system.

**Proposition 1.** The Gateaux derivative of $J$ can be written as

$$
\delta J = \int_{\{x < \varphi^0\} \cup \{x > \varphi^0\}} p(x, 0) \delta u^0(x) \, dx + q(0)[u^0]_{\varphi^0} \delta \varphi^0,
$$

(7.15)

where the adjoint state pair $(p, q)$ satisfies the system

$$
\begin{cases}
-\partial_t p - u \partial_x p = 0, & \text{in } Q^- \cup Q^+,
[p]_{\Sigma} = 0,
p(t) = p(\varphi(t), t), & \text{in } t \in (0, T)
q'(t) = 0, & \text{in } t \in (0, T)
p(x, T) = u(x, T) - u^d, & \text{in } \{x < \varphi(T)\} \cup \{x > \varphi(T)\}
q(T) = \frac{1}{2} [u(x, T) - u^d]^2]_{\varphi(T)}.
\end{cases}
$$

(7.16)

**Remark 7.** System (7.16) has a unique solution. In fact, to solve the backwards system (7.16) we first define the solution $q$ on the shock $\Sigma$ from the condition $q' = 0$, with the final value $q(T)$ given in (7.16). This determines the value of $p$ along the shock. We then propagate this information, together with the datum of $p$ at time $t = T$ to both sides of $\varphi(T)$, by characteristics. As both systems (7.1) and (7.16) have the same characteristics, any point $(x, t) \in \mathbb{R} \times (0, T)$ is reached backwards in time by a unique characteristic line coming
either from the shock $\Sigma$ or the final data at $(x, T)$ (see Figure 7.2). The solution obtained this way coincides with the reversible solutions introduced in [BoJa98] and [BoJa99].

Fig. 7.2. Characteristic lines entering on a shock (left) and subdomains $\hat{Q}^-$ and $\hat{Q}^+$ (right).

Remark 8. Solutions of (7.16) can also be obtained as the limit of solutions of the transport equation with artificial viscosity depending on a small parameter $\varepsilon \to 0$,

$$
\begin{align*}
-\partial_t p - u \partial_x p &= \varepsilon \partial_{xx} p, \quad \text{in } x \in \mathbb{R}, \ t \in (0, T), \\
 p(x, T) &= p_n^T(x), \quad \text{in } x \in \mathbb{R},
\end{align*}$$

and a suitable choice of the initial data $p_n^T(x)$, depending on $n \to \infty$. To be more precise, let $p_n^T(x)$ be any sequence of Lipschitz continuous functions, uniformly bounded in $BV_{loc}(\mathbb{R})$, such that

$$
p_n^T(x, T) \to p^T(x) = u(x, T) - u^d(x), \quad \text{in } L^1_{loc}(\mathbb{R}),
$$

and

$$
p_n^T(\varphi(T), T) = \frac{1}{2} \left[ (u(x, T) - u^d)^2 \right]_{\varphi(T)}.
$$

We first take the limit of the solutions $p_{\varepsilon, n}$ of (7.17) as $\varepsilon \to 0$, to obtain the solution $p_n$ of

$$
\begin{align*}
-\partial_t p - u \partial_x p &= 0, \quad \text{in } x \in \mathbb{R}, \ t \in (0, T), \\
p(x, T) &= p_n^T(x), \quad \text{in } x \in \mathbb{R},
\end{align*}$$

which is called the reversible solution (see [BoJa98]). These solutions can be characterized by the fact that they take the value $p_n(\varphi(T), T)$ in the whole region occupied by the characteristics that meet the shock (see [BoJa98], Theorem 4.1.12). Thus, in particular, they satisfy the 2nd, 3rd, 4th, and 6th equations in (7.16). Moreover, $p_n \to p$ as $n \to \infty$, and $p$ takes a constant value.
in the region occupied by the characteristics that meet the shock. Note that, by construction, this constant is the same value for all \( p_n \) in this region. Thus, this limit solution \( p \) coincides with the solution of (7.16) constructed above.

Formula (7.15) provides an obvious way to compute a first descent direction of \( J \) at \( u^0 \). We just take
\[
(\delta u^0, \delta \varphi^0) = (-p(x,0), -q(0)[u]_{\varphi^0}).
\]
(7.18)
Here, the value of \( \delta \varphi^0 \) must be interpreted as the optimal infinitesimal displacement of the discontinuity of \( u^0 \).

But this \( (\delta u^0, \delta \varphi^0) \) is not a generalized tangent vector in \( T_{u^0} \) since \( p(x,0) \) is not continuous away from \( x \neq \varphi^0 \). A typical example is shown in Figure 7.3. In [CaPa08] we have solved this drawback by introducing the alternating descent algorithm, which only uses generalized tangent vectors, distinguishing those that move the shock and those that do not.

### 7.5 The Method of Alternating Descent Directions

In this section we briefly present the alternating descent algorithm introduced in [CaPa08] in the inviscid case.

Motivated by the above discussion, we introduce a decomposition of the generalized tangent vectors. This requires us first to introduce some notation. Let
\[
x^- = \varphi(T) - u^-(\varphi(T))T, \quad x^+ = \varphi(T) - u^+(\varphi(T))T,
\]
and consider the following subsets (see Figure 7.2):
\[
\hat{Q}^- = \{ (x,t) \in \mathbb{R} \times (0,T) \text{ such that } x < \varphi(T) - u^-(\varphi(T))t \},
\]

\( \hat{Q}^+ = \{(x,t) \in \mathbb{R} \times (0,T) \text{ such that } x > \varphi(T) - u^+(\varphi(T))t \} \).

The classification of the generalized tangent vectors in two classes is motivated by the following result (see [CaPa08]).

**Proposition 2.** Consider the paths in \( \Sigma_{u^0} \) for which the associated generalized tangent vectors \( (\delta u^0, \delta \varphi^0) \in T_{u^0} \) satisfy

\[
\delta \varphi^0 = -\frac{\int_{\varphi^0}^{x^0} \delta u^0 + \int_{x^0}^{\varphi^0} \delta u^0}{[u^0]_{\varphi^0}}. \tag{7.20}
\]

Then, the solution \( (\delta u, \delta \varphi) \) of system (7.14) satisfies \( \delta \varphi(T) = 0 \) and the generalized Gateaux derivative of \( J \) in the direction \( (\delta u^0, \delta \varphi^0) \) can be written as

\[
\delta J = \int_{\{x < x^- \} \cup \{x > x^+ \}} p(x,0)\delta u^0(x) \, dx, \tag{7.21}
\]

where \( p \) satisfies the system

\[
\begin{cases}
-\partial_t p - u \partial_x p = 0, & \text{in } \hat{Q}^- \cup \hat{Q}^+,
\smallskip
p(x,T) = u(x,T) - u_d, & \text{in } \{x < \varphi(T)\} \cup \{x > \varphi(T)\}.
\end{cases} \tag{7.22}
\]

Analogously, when considering paths in \( \Sigma_{u^0} \) for which the associated generalized tangent vectors \( (\delta u^0, \delta \varphi^0) \in T_{u^0} \) satisfy \( \delta u^0 = 0 \), then \( \delta u(x,T) = 0 \) and the generalized Gateaux derivative of \( J \) in the direction \( (\delta u^0, \delta \varphi^0) \) can be written as

\[
\delta J = -\left[\frac{(u(x,T) - u_d(x))^2}{2}\right]_{\varphi(T)} \frac{[u^0]_{\varphi^0}}{[u^0](\varphi(T))} \delta \varphi^0. \tag{7.23}
\]

**Remark 9.** Formula (7.21) provides a simplified expression for the generalized Gateaux derivative of \( J \) when considering directions \( (\delta u^0, \delta \varphi^0) \) that do not move the shock position at \( t = T \). These directions are characterized by formula (7.20) which determines the infinitesimal displacement of the shock position \( \delta \varphi^0 \) in terms of the variation of \( u^0 \) to both sides of \( x = \varphi^0 \). Note, in particular, that to any value \( \delta u^0 \) to both sides of the jump \( \varphi^0 \) there corresponds a unique infinitesimal translation \( \delta \varphi^0 \) of the initial shock position that does not move it at \( t = T \).

Note also that the value of \( p \) outside the region \( \hat{Q}^- \cup \hat{Q}^+ \) is not needed to evaluate the generalized Gateaux derivative in (7.21). Solving system (7.22) is particularly easy since the potential \( u \) is smooth in the region where the system is formulated.

Analogously, formula (7.23) provides a simplified expression of the generalized Gateaux derivative of \( J \) when considering directions \( (\delta u^0, \delta \varphi^0) \) that uniquely move the shock position at \( t = T \) and which correspond to purely translating the shock.
The method of alternating descent directions can then be implemented as follows, applying in each step of the descent, the following two substeps:

1. Use generalized tangent vectors that move the shock to search its optimal placement.
2. Use generalized tangent vectors to modify the value of the solution at time $t = T$ to both sides of the discontinuity, leaving the shock location unchanged.

One of the main advantages of this method is that the complexity of the solutions is preserved without introducing artificial shocks that are unnecessary to approximate the target $u^d$.

The efficiency of this method compared to the classical one based on purely discrete approaches or continuous ones that do not make an optimal use of the shock analysis has been illustrated in [CaPa08] through several numerical experiments.

Note also that this method is, in some sense, close to the methods employed in shape design in elasticity in which topological derivatives (that in the present setting would correspond to controlling the location of the shock) are combined with classical shape deformations (that would correspond to simply shaping the solution away from the shock in the present setting) ([GaGu01]).

### 7.6 Alternating Descent Directions in the Viscous Case

The linearized Burgers equation reads as follows:

$$
\begin{aligned}
\partial_t \delta u - \nu \delta u_{xx} + \partial_x (u \delta u) &= 0, &\text{in } \mathbb{R} \times (0, \infty), \\
\delta u(x, 0) &= \delta u^0, &\text{in } \mathbb{R}.
\end{aligned}
\tag{7.24}
$$

In this case the derivation of this linearized equation is straightforward because of the smoothness of solutions.

Moreover, the Gateaux derivative of the functional $J$ is as follows:

$$
\delta J = \langle \delta J(u^0), \delta u^0 \rangle = \int_{\mathbb{R}} p(x, 0) \delta u^0(x) \, dx,
\tag{7.25}
$$

where the adjoint state $p = p_\nu$ solves the adjoint system

$$
\begin{aligned}
-\partial_t p - \nu p_{xx} - u \partial_x p &= 0, &\text{in } \mathbb{R}, 0 < t < T, \\
p(x, T) &= u(x, T) - u^d, &\text{in } \mathbb{R}.
\end{aligned}
\tag{7.26}
$$

In this case, unlike the inviscid one, the adjoint state has only one component. Indeed, since the state does not present shocks, there is no adjoint shock variable. Similarly, the derivative of $J$ in (7.15) exhibits only one term. According to this, the straightforward application of a gradient method for the optimization of $J$ would lead, in each step of the iteration, to the use of variations pointing in the direction...
\[ \delta u^0 = -p(x, 0), \]

\( p \) being the solution of this viscous adjoint system. But, proceeding in this way, we would not exploit the possibilities that the alternate descent method provides.

To do this we must also consider the effect of possible infinitesimal translations of the initial data. Indeed, the previous calculus is valid when the variations of the initial data are of the form

\[ u^0_\varepsilon(x) = u^0(x) + \varepsilon \delta u^0(x), \quad (7.27) \]

But, in order to consider the possible effect of the infinitesimal translations, we have to use rather variations of the form

\[ u^0_\varepsilon(x) = u^0(x + \varepsilon \delta \varphi^0) + \varepsilon \delta u^0, \quad (7.28) \]

where, now, \( \varphi^0 \) stands for a reference point on the profile of \( u^0 \), not necessarily a point of discontinuity. When \( u^0 \) has a point of discontinuity, \( \varphi^0 \) could be its location and \( \delta \varphi^0 \) an infinitesimal variation of it. But \( \varphi^0 \) could also stand for another singular point on the profile of \( u^0 \), e.g., an extremal point, or a point where the gradient of \( u^0 \) is large, i.e., a smeared discontinuity.

Note that, by a Taylor expansion, when considering variations of this form, to first order, this corresponds to

\[ u^0_\varepsilon(x) \sim u^0(x) + \varepsilon \delta u^0(x) + \varepsilon \delta \varphi^0 u^0_x(x). \quad (7.29) \]

This indicates that the result of these combined variations \( (\delta u^0, \delta \varphi^0) \) is equivalent to a classical variation in the direction of \( \delta u^0 + \delta \varphi^0 u^0_x \). When \( u^0 \) is smooth enough, for instance, \( u^0 \in H^1 \), then, this yields a standard variation in an \( L^2 \) direction. But when \( u^0 \) lacks regularity, for instance, when \( u^0 \) has a point of discontinuity, this yields variations that are singular and contain Dirac deltas. Similarly, when \( u^0 \) is smooth but has a large gradient, we see that the effect of a small \( \delta \varphi^0 \) is amplified by the size of the gradient.

The corresponding linearization of the Burgers equation is as follows:

\[
\begin{align*}
\partial_t \delta u - \nu \partial_{xx} \delta u + \partial_x (u \delta u) &= 0, & \text{in } \mathbb{R} \times (0, \infty), \\
\delta u(x, 0) &= \delta u^0(x) + \delta \varphi^0 u^0_x(x), & \text{in } \mathbb{R}.
\end{align*}
\quad (7.30)
\]

Again, the derivation of this linearized equation is straightforward because of the smoothness of solutions.

In view of (7.30) the linearization of the functional is as follows:

\[ \delta J = \int_{\mathbb{R}} p(x, 0) \delta u^0(x) \, dx + \delta \varphi^0 \int_{\mathbb{R}} p(x, 0) u^0_x(x) \, dx, \quad (7.31) \]

where the adjoint state \( p = p_c \) is as above.

When \( u^0 \) is piecewise smooth but it has a discontinuity at \( x = \varphi^0 \), this variation can be written as follows:
\( \frac{\delta J}{\delta \phi^0} = \int_{\mathbb{R}} p(x, 0) \frac{\delta u^0(x)}{\delta \phi^0} dx + \int_{\mathbb{R} - \{\phi^0\}} p(x, 0) u^0_0(x) \delta \phi^0 \frac{\partial [u^0]^+}{\partial \phi^0} p(\phi^0, 0), \quad (7.32) \)

where \([u^0]^+\) stands for the jump of \(u^0\) at \(x = \phi^0\).

When comparing this expression with (7.15), we see that there is an extra term, namely,

\[ \int_{\mathbb{R} - \{\phi^0\}} p(x, 0) u^0_0(x) \delta \phi^0 \frac{\partial [u^0]^+}{\partial \phi^0} \frac{\partial [u^0]^+}{\partial \phi^0} \]

which corresponds to the fact that the variations considered in the inviscid case by means of the generalized tangents and (7.30) only coincide with those considered here when \(u_0\) is piecewise constant with a shock at \(\phi^0\). When the initial datum has a discontinuity at \(x = \phi^0\), a slight change in the way the variations (7.28) are defined, considering the vectors in (7.13), leads to an expression which is closer to (7.15). This is done translating the point of discontinuity by adding as in (7.13) a characteristic function of the amplitude of the jump of \(u^0\) so that the jump point is shifted infinitesimally to the left or to the right, but without adding any extra variation on the initial profile \(u^0\) due to this shift.

But, let us continue our analysis by keeping the class of variations (7.28), supposing that \(u^0\) is continuous. We can rewrite the first variation of \(J\) as follows:

\[ \frac{\delta J}{\delta \phi^0} = \int_{\mathbb{R}} p(x, 0) [\delta u^0(x) + \delta \phi^0 u^0_0(x)] dx. \quad (7.33) \]

In the inviscid case, to develop the method of alternating descent, we distinguished the variations of the initial datum moving the shock and those that did not move it by modifying the profile away from it. This discussion does not make sense as such in the present setting since the solutions of the viscous state equation are now smooth. However, from a computational viewpoint, it is interesting to develop the analogue of the alternating descent method.

For this to be done, one needs to distinguish two classes of possible variations. But this time one has to do it without having, as in the inviscid case, the shock location and its region of influence at \(t = 0\) which, in that case, we identified with the interval \([x^-, x^+]\) as in (7.19).

Let us however assume that the viscosity parameter \(\nu\) is small enough, so that viscous solutions are close to the inviscid ones, and develop a strategy inspired in the way that the alternating descent direction was built in the inviscid case. For it to be meaningful, we need to identify a class of initial data for which the alternating descent method might be more efficient than the classical one, which consists in simply applying a descent algorithm based on the adjoint calculus above. We will identify this class as the one in which the initial data \(u^0\) leads to a discontinuous solution in the inviscid case.

Assume, to begin with, that \(u^0\) has a discontinuity at \(\phi^0\) and that it is smooth to both sides of it. The viscosity parameter \(\nu\) being positive, even if
it is small, the solution is smooth and, therefore, it may not develop shocks. However, taking into account that solutions are close to the inviscid ones, when the latter exhibit shocks, the viscous ones will develop regularized quasi-shocks. Therefore, one could try to mimic the same procedure for the viscous case. The first thing to be done is to identify the region of influence $[x^-, x^+]$ of the inner boundary of the inviscid adjoint system. But, of course, this should be done without solving the inviscid adjoint system which, on the other hand, would require solving the inviscid state equation. We therefore need an alternate definition of the interval $[x^-, x^+]$ to that in (7.19) which might be easy to compute. To do that it is necessary to compute the curve where the shock is located in the inviscid case. This can be done by solving the ODE given by the Rankine–Hugoniot condition:

$$\varphi'(t) = \left[u^+(\varphi(t), t) + u^-(\varphi(t), t)\right]/2, \quad t \in (0, T). \quad (7.34)$$

Here $u^+$ and $u^-$ stand for the value of the solution $u$ of the inviscid problem at both sides of the shock. They can be computed by the method of characteristics so that

$$u^\pm(\varphi(t), t) = u^0(s^\pm(t)), \quad t \in (0, T), \quad (7.35)$$

where $s^\pm(t)$ is the spatial trajectory of the characteristic which arrives to $(\varphi(t), t)$ starting from $t = 0$, and we solve

$$s^\pm(t) + tu^0(\pm(s^\pm(t))) = \varphi(t), \quad t \in (0, T). \quad (7.36)$$

Substituting (7.35) and (7.36) into (7.34), the ODE for the shock then reads

$$\varphi'(t) = [u^0(s^+(t)) + u^0(s^-(t))]/2, \quad t \in (0, T), \quad (7.37)$$

and

$$x^\pm = s^\pm(T). \quad (7.38)$$

Once this is done, we need to identify the variations $(\delta u^0, \delta \varphi^0)$ such that

$$\int_{x^-}^{x^+} p(x, 0)[\delta u^0(x) + \delta \varphi^0 u^0_x(x)] \, dx = 0. \quad (7.39)$$

If $p(x, 0)$ were constant within the interval $[x^-, x^+]$ as in the inviscid case, this would amount to considering variations such that

$$\delta \varphi^0 = -\frac{\int_{x^-}^{x^+} \delta u^0(x) \, dx}{u^0(x^+) - u^0(x^-)}. \quad (7.40)$$

There is no unique way of doing this. One possibility would be to consider variations $\delta u^0$ in $[x^-, x^+]$ such that $\int_{x^-}^{x^+} \delta u^0(x) \, dx = 0$ and $\delta \varphi^0 = 0$.

The variation of the functional $J$ would then be
\[
\delta J = \int_{\{x < x^-\} \cap \{x > x^+\}} p(x,0)\delta u^0(x) \, dx, \quad (7.41)
\]

and the optimal descent direction
\[
\delta u^0(x) = -p(x,0), \quad \text{in } \{x < x^-\} \cap \{x > x^+\}. \quad (7.42)
\]

This discussion leads to considering “descent directions” of the form (7.42), where \(p\) is the solution of the adjoint viscous system and the extremes of the interval \(x^\pm\) are computed according to (7.36)–(7.38). Furthermore, \(\delta u^0\) has to be extended to \([x^-,x^+]\) so that \(\int_{x^-}^{x^+} \delta u^0(x) \, dx = 0\) and \(\delta \phi^0 = 0\). Note also that, as observed in [CaPa08], it is convenient to choose \(\delta u^0\) which is continuous away from \(\phi^0\) to guarantee that the deformations under consideration do not increase the number of possible discontinuities of \(u^0\). Obviously, this is possible within the class of variations we have identified.

This class of deformations has been identified under the assumption that \(p(x,0)\) is constant within the interval \([x^-,x^+]\), a property that is indeed true in the inviscid case but not in the viscous one. The rigorous analysis of the convergence of the adjoint states as the viscosity parameter \(\nu\) tends to zero, and the possible improvement of the class of variations above, is an interesting topic for future research.

The second class of variations is the one that takes advantage of the infinitesimal translations \(\delta \phi^0\). We can then set \(\delta u^0 \equiv 0\) and choose \(\delta \phi^0\) such that
\[
\delta \phi^0 = -\int_{R-\{\phi^0\}} p(x,0)u^0_x(x) \, dx - [u^0]_{x=\phi^0} p(\phi^0,0).
\]

As mentioned above, we could consider slightly different variations of the initial data of the form
\[
\delta \phi^0 = -[u^0]_{x=\phi^0} p(\phi^0,0),
\]
as in [CaPa08].

On the other hand, in the inviscid case, \(p(\phi^0,0)\) coincides with the value of \(p\) at time \(t = T\) at the shock location and, therefore, this descent direction can be computed without performing any numerical approximation of \(p\). This is no longer the case in the present viscous setting in which \(p(\phi^0,0)\) is a priori unknown. To simplify the choice, we can use the proximity of the inviscid adjoint state and the viscous one. When doing this and using the above (slightly different) variations of the initial data, the choice for \(\delta \phi^0\), inspired by (7.23), would be
\[
\delta \phi^0 = \left[\frac{(u(x,T) - u^d(x))^2}{2}\right]_{\phi(T)} \frac{[u^0]_{\phi^0}}{[u^d(\cdot,T)]_{\phi(T)}},
\]
where \(\phi(T)\) is the location of the shock in the inviscid case which, in view of (7.36)–(7.38), is given by
\[
\phi(T) = x^- + Tu^0(x^-) = x^+ + Tu^0(x^+).
\]
Similarly, in the inviscid case, the computation of the jump of \( u(\cdot, T) \) and \((u(x,T) - u^d(x))^2\) at \( x = \varphi(T) \) can be greatly simplified since the values of \( u \) at \( t = T \) at both sides of the discontinuity \( x = \varphi(T) \) can be computed by the method of characteristics and coincide with \( u^0(x^\pm) \).

In this way, we have identified two classes of variations and its approximate values inspired in the structure of the state and the adjoint state in the inviscid case, allowing us to implement the method of alternating descent in the inviscid case when \( u^0 \) is discontinuous.

This analysis can be extended to the case where \( u^0 \) is smooth but the corresponding solution of the inviscid problem develops shock discontinuities in some time \( 0 \leq \tau < T \). This can be fully characterized in terms of \( u^0 \), as is well known. Then, the analysis of the previous case can be applied with the possible variant discussed in [CaPa08] when the shock does not start at \( t = 0 \) but rather appears in a time \( 0 < \tau < T \).

In this way one can handle, for instance, the prototypical solutions of the viscous Burgers equation that, as \( \nu \to 0 \), converge to shock solutions ([Wh74]). These are the smooth traveling wave solutions of the viscous Burgers equation (7.2) taking values \( u^\pm \) at \( \pm \infty \), of the form,

\[
 u_\nu(x,t) = u_+ + \frac{u_- - u_+}{1 + \exp[(u_- - u_+)(x - \overline{u})/2\nu]}, \tag{7.43}
\]

where

\[
 \overline{u} = (u_- + u_+)/2. \tag{7.44}
\]

When \( u_- > u_+ \) and \( \nu \to 0 \), they converge to the shock solution of the inviscid Burgers equation taking values \( u_+ \) for \( x > \overline{u}t \) and \( u_- \) for \( x < \overline{u}t \).

The efficiency of the method developed in this section is illustrated by several numerical experiments in the following section.

### 7.7 Numerical Experiments

In this section we focus on the numerical approximation of the optimization problem described in this chapter. The first natural question is the choice of the numerical method to approximate both the Burgers equation and its adjoint.

Let us introduce a mesh in \( \mathbb{R} \times [0, T] \) given by \((x_j, t^n) = (j\Delta x, n\Delta t)\) \((j = -\infty, \ldots, \infty; n = 0, \ldots, N + 1 \) so that \((N + 1)\Delta t = T)\), and let \( u^n_j \) be a numerical approximation of \( u(x_j, t^n) \) obtained as a solution of a suitable discretization of the Burgers equation.

As we are assuming the viscosity parameter \( \nu \) to be small, it seems natural to consider a viscous perturbation of the most common numerical schemes for conservation laws. Accordingly, let us introduce a 3-point conservative numerical approximation scheme for the nonlinearity and an explicit scheme for the viscosity:
\[ u_j^{n+1} = u_j^n - \frac{\Delta t}{\Delta x} \left( g_{j+1/2}^n - g_{j-1/2}^n \right) + \nu \frac{\Delta t}{\Delta x^2} (u_{j-1}^n - 2u_j^n + u_{j+1}^n), \quad j \in \mathbb{Z}, \quad n = 0, ..., N, \]  

(7.45)

where

\[ g_{j+1/2}^n = g(u_j^n, u_{j+1}^n), \]

and \( g \) is the numerical flux. These schemes are consistent with the viscous Burgers equation when \( g(u, u) = u^2 / 2 \) since, in this case, both the nonlinear part and the viscous perturbation are consistent.

In order to analyze the scheme (7.45), we note that it can be written as a conservative numerical scheme with the modified numerical flux,

\[ g_{\text{vis}}(u, v) = g(u, v) - \frac{\nu}{\Delta x} (v - u). \]  

(7.46)

In particular, the stability analysis can be obtained from the classical analysis for conservative schemes.

It is interesting to observe that the stability of these numerical schemes is not granted from the stability of the underlying conservative scheme for the inviscid Burgers equation. To clarify this issue, we divide the rest of this section into two more subsections. In the first one we analyze the stability of the numerical schemes written in the form (7.45) and we introduce a convergent numerical scheme. The second subsection is devoted to illustrate the numerical results for the optimization problem.

### 7.7.1 Discussion of the Stability of the Viscous Versions of Hyperbolic Conservative Schemes

We first focus on the von Neumann analysis for the stability of the simpler linear equation,

\[ u_t + au_x = \nu u_{xx}, \quad \text{with a constant}. \]  

(7.47)

We follow the analysis in [GoRa91] for conservative schemes. It is well known that any 3-point conservative numerical scheme can be written in viscosity form as

\[ u_j^{n+1} = u_j^n - \frac{\Delta t}{\Delta x} a \frac{u_{j+1}^n - u_{j-1}^n}{2} + \tilde{q} \frac{u_{j+1}^n - 2u_j^n + u_{j-1}^n}{2}, \]  

(7.48)

for some viscosity coefficient \( \tilde{q} \). Therefore, the numerical scheme (7.45) can also be written as (7.48) with the new viscosity coefficient,

\[ q = \tilde{q} + 2\nu \frac{\Delta t}{\Delta x^2}. \]

Taking into account that \( u_j^{n+1} \sim u(x_j + \Delta x, t_n) \), if we write \( x_j = x \) and consider the Fourier transform in \( x \), we obtain
\[ \hat{u}^{n+1}(\eta) = h(\eta)\hat{u}^n(\eta). \]

The value \( h(\eta) \) represents the amplification factor that must be smaller than one in modulus to guarantee stability. In this case,

\[
h(\eta) = 1 - q(1 - \cos \eta \Delta x) - i \frac{\Delta t}{\Delta x} \sin \eta \Delta x.
\]

If we write
\[
y = \sin(\eta \Delta x/2)^2,
\]
then
\[
|h(\eta)|^2 = (1 - 2qy)^2 + 4 \left( \frac{\Delta t}{\Delta x} a \right)^2 y(1 - y).
\]

It is not difficult to show that a necessary and sufficient condition for the \( L^2 \)-stability, i.e., \(|h(\eta)| \leq 1\), is to have

\[
\frac{\Delta t^2}{\Delta x^2} \leq q = \tilde{q} + 2\nu \frac{\Delta t}{\Delta x^2} \leq 1.
\]

From this condition we easily deduce that not all convergent numerical methods for solving the inviscid Burgers equation are stable when adding the dissipative term \( \nu \frac{\Delta t}{\Delta x^2} (u^n_{j-1} - 2u^n_j + u^n_{j+1}) \), even for arbitrarily small \( \Delta t \). For example, in the Lax–Friedrichs scheme the numerical flux is given by

\[
g_{\text{lf}}(u, v) = au + v^2 - v - u^2 \frac{\Delta t}{\Delta x},
\]

and \( \tilde{q} = 1 \). Therefore, it becomes unstable as soon as \( \nu > 0 \), whatever the choice of \( \Delta t \) is.

In the following experiments we have chosen the numerical flux associated to the Engquist–Osher scheme. For the linear equation (7.47) the numerical flux is reduced to

\[
g_{\text{eo}}^c(u, v) = \frac{u(a + |a|)}{4} + \frac{v(a - |a|)}{4}.
\]

In this case, \( q = |a| \frac{\Delta t}{\Delta x} \) and the scheme is stable as soon as

\[
\Delta t \leq \frac{\Delta x^2}{\Delta x |a| + 2\nu}.
\]

In the nonlinear case, the numerical flux associated to the Engquist–Osher scheme is given by

\[
g_{\text{eo}}^c(u, v) = \frac{u(u + |u|)}{4} + \frac{v(v - |v|)}{4}.
\]

Generally speaking, the stability of these schemes for the nonlinear viscous Burgers equation can be obtained from the stability analysis for general
conservative schemes, since they can be written in conservative form with the modified flux (7.46).

It is well known that such schemes admit the following viscous form:

\[ u^n_{j+1} = u^n_j - \frac{\Delta t}{\Delta x} \left( \frac{\Delta}{2} f(u^n_{j+1}) - f(u^n_j) \right) + \frac{Q_{j+1/2}(v_{j+1} - v_j) - Q_{j-1/2}(v_j - v_{j-1})}{2}, \]

where

\[ Q_{j+1/2} = \frac{\Delta t}{\Delta x} \left( f(u^n_{j+1}) + f(u^n_j) - 2g^{eo}_{cis}(u^n_j, u^n_{j+1}) \right), \]

and that the scheme is total variation diminishing (TVD) if (see [GoRa91], p. 136)

\[ \frac{\Delta t}{\Delta x} \frac{\partial}{\partial x} \left| f(u^n_{j+1}) + f(u^n_j) \right| \leq Q_{j+1/2} \leq 1. \]

Thus, this numerical scheme is stable if the following condition is satisfied:

\[ \left( \max_j |u^n_j|^2 \right) \frac{\Delta t}{\Delta x} + 2\nu \frac{\Delta t}{\Delta x^2} \leq 1. \quad (7.49) \]

7.7.2 Numerical Experiments for the Optimization Problem

In this section we present some numerical experiments to illustrate the results of the previous sections. We pay special attention to showing the applicability of the alternating descent method.

We emphasize that the solutions obtained with each method may correspond to global minima or local ones since the gradient algorithm does not distinguish them.

We consider an exact solution of the Burgers equation obtained as a traveling wave

\[ u(x, t) = \frac{1}{2} \left( 1 - \tanh \frac{x - t/2}{4\nu} \right). \]

This solution is smooth for \( \nu > 0 \) but, as \( \nu \to 0 \), it approaches a piecewise constant function with a discontinuity at \( x = t/2, t \in [0, 1] \). We choose the final time \( T = 1 \) and the target \( u^d \), different for each value of the viscosity parameter, given by

\[ u^d = \frac{1}{2} \left( 1 - \tanh \frac{x - T/2}{4\nu} \right). \quad (7.50) \]

Note that the functional attains its minimum value, \( J = 0 \), and a minimizer is given by

\[ u^{0, min} = \frac{1}{2} \left( 1 - \tanh \frac{x}{4\nu} \right). \quad (7.51) \]

The interval \((-6, 6)\) has been chosen as the computational domain, and we have taken as boundary conditions, at each time step \( t = t^n \), the value of the known target at the boundary.
To illustrate the efficiency of the alternating descent method, we have solved the optimization problem with a descent method using the usual adjoint formulation and with the alternating descent method, for different values of the viscosity parameter $\nu = 0.5, 0.1$ and $\nu = 0.01$.

We also consider $\Delta x = 0.02$ and $\Delta t = \Delta x^2/2$, which satisfies the stability condition (7.49).

It is interesting to compare the relation between the physical viscosity parameter $\nu$ and the numerical viscosity introduced by the Engquist–Osher scheme itself. Observe that the last term in (7.48) can be written as

$$\left(|a| \frac{\Delta x}{2} + \nu \right) \frac{\Delta t}{\Delta x^2} (u^n_{j+1} - 2u^n_j + u^n_{j-1}),$$

which allows us to compare the influence of these two quantities on the numerical solution. In the case $\nu = 0.01$ and when $|a| = 1$, the physical viscosity is of the order of the numerical viscosity introduced by the Engquist–Osher scheme for the inviscid Burgers equation, i.e., $|a| \frac{\Delta x}{2} = 0.01|a| = \nu$. Thus, $\nu = 0.01$ can be interpreted as the numerical solution of the inviscid Burgers equation.

Note that this is not an unusual situation in transonic aerodynamic applications of fluid dynamics problems. In those problems, the thickness of the shock wave is too small to be resolved by a computational mesh. The numerical dissipation dominates the physical one, unless an exceptionally fine mesh is set up. In these cases, it is natural to obtain approximate solutions using numerical methods for inviscid flows (see [Hi88], Chapter 22).

We solve the optimization problem starting either with $u^0 \equiv 0$ or the following:

$$u^0 = \begin{cases} 
2 & \text{if } x < 1/4, \\
0 & \text{if } x \geq 1/4, 
\end{cases}$$

(7.52)

which has a discontinuity at $x = 1/4$. A discontinuous function is suitable for the alternating method while, for the classical adjoint method, a smooth initialization is a priori more natural.

In Figure 7.4 we show numerical experiments for three different values of the viscosity parameters $\nu = 0.5, 0.1$ and $\nu = 0.01$ in different rows. At each row, the left figure corresponds to the initial data $u^0$ obtained after optimization when the gradient is computed with the adjoint method, initialized with $u^0 \equiv 0$ and the $u^0$ given in (7.52), as well as the alternating method initialized with the discontinuous function in (7.52). In the figure on the right, the solutions at the final time $t = 1$ are drawn.

In Figure 7.5 the values of the functional versus the iteration are shown for each method and the different values of $\nu$ described before.

We see that for large values of the viscosity $\nu$ the classical adjoint method starting with the smooth data $u^0 \equiv 0$ is preferable. When $\nu$ becomes smaller, the efficiency of the algorithm does not depend very much on the initialization, and both $u^0 \equiv 0$ and the one in (7.52) provide similar results.
Fig. 7.4. The upper figures correspond to the value of the viscosity $\nu = 0.5$, the middle ones correspond to $\nu = 0.1$ and the lower ones correspond to $\nu = 0.01$. The left figure of each row contains: Exact initial data (Exact), initial data obtained from the descent algorithm with the classical adjoint method initialized with $u^0 = 0$ (Adjoint), the same initialized with (7.52) (Adjoint1) and the alternating descent method described in this paper and initialized with (7.52) (Alternating). The right figure of each row contains: Exact solution at $t = 1$ (Exact) and solutions obtained with the different methods described.
Fig. 7.5. Values of the functional versus iterations of the descent method, for the different methods with viscosities $\nu = 0.5$ (left), $\nu = 0.1$ (middle), and $\nu = 0.01$ (right).

Fig. 7.6. Adjoint solutions corresponding to the solution $u$ in Figure 7.3 for different viscous values $\nu = 0.5$ (upper left), $\nu = 0.1$ (upper right), and $\nu = 0.01$ (lower left) and the exact adjoint solution (lower right).

On the other hand, the alternating descent method is more efficient when the viscosity becomes sufficiently small, especially in those cases where $\nu$ is of the order of the numerical dissipation. Let us briefly explain this. In this nonlinear situation, the numerical dissipation is given by $|u| \Delta x$. Taking into account that our target is a function which takes values in the interval $[0, 1]$, it is natural to assume that the numerical optimal solution will take values in a neighborhood of $[0, 1]$. Thus, according to our choice of $\Delta x = 0.02$, the
numerical dissipation will be at most of the order of 0.01, depending on the value of the numerical solution \( u^n_j \) at each point of the mesh. If we incorporate a physical viscosity \( \nu = 0.01 \), we introduce a perturbation which is of the order of the maximum value of the numerical dissipation.

In Figure 7.6 it is shown that, in this case, the solutions of the adjoint system are closer to the solutions of the adjoint system for the inviscid equation given in Figure 7.3.
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