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Abstract

We discuss our work on pointwise inequalities for the gradient which are connected with the isoperimetric profile associated to a given geometry. We show how they can be used to unify certain aspects of the theory of Sobolev inequalities. In particular, we discuss our recent papers on fractional order inequalities, Coulhon type inequalities, transference and dimensionless inequalities and our forthcoming work on sharp higher order Sobolev inequalities that can be obtained by iteration.

1 Introduction

In this expository note we survey some of our previous work towards a unified theory of Sobolev inequalities using pointwise rearrangement inequalities. The presentation includes our recent results [80] on Coulhon inequalities (cf. [28], [5]), integral transference and dimensionless inequalities [81], fractional inequalities [79], extrapolation and self improvement [78]. We also include a brief section on how iterations of our estimates lead to sharp higher order pointwise inequalities [82]. We hope that this attempt to summarize and organize some of the material, together with the inclusion of our motivation and details on the methods used, could be of some interest.

In conclusion we should mention three important lessons we learned from Gian Carlo Rota [106]:

1. Publish the same results several times
2. Do not worry about your mistakes
3. Write informative introductions.

2 Basic definitions and notation

Before start our presentation let us recall some basic definitions and set up the notation.

Let $(\Omega, \mu)$ be a measure space $(\Omega, \mu)$; for a measurable function $u : \Omega \to \mathbb{R}$, the distribution function of $u$ is given by

$$\mu_u(t) = \mu\{x \in \Omega : |u(x)| > t\} \quad (t \geq 0).$$
The **decreasing rearrangement** of a function $u$ is the right-continuous non-increasing function from $[0, \mu(\Omega))$ into $\mathbb{R}$ which is equimeasurable with $u$. It can be defined by the formula

$$u_\mu^*(s) = \inf\{t \geq 0 : \mu_u(t) \leq s\}, \quad s \in [0, \mu(\Omega)).$$

The maximal average $u_{\mu}^{**}(t)$ is defined by

$$u_{\mu}^{**}(t) = \frac{1}{t} \int_0^t u_\mu^*(s)ds.$$

When the measure is clear from the context, or when we are dealing with Lebesgue measure, we may simply write $u^*$ and $u^{**}$, etc.

Let $X = X(\Omega)$ be a Banach function space on $(\Omega, \mu)$, with the Fatou property. We shall say that $X$ is a **rearrangement-invariant** (r.i.) space, if $g \in X$ implies that all $\mu$-measurable functions $f$ with $f_\mu^* = g_\mu^*$, also belong to $X$ and moreover, $\|f\|_X = \|g\|_X$. The functional $\| \cdot \|_X$ will be called a rearrangement invariant norm. Typical examples of r.i. spaces are the $L^p$-spaces, Orlicz spaces, Lorentz spaces, Marcinkiewicz spaces, etc.

Let $X(\Omega)$ be a r.i. space, then there exists a r.i. space $\bar{X} = \bar{X}(0, \mu(\Omega))$ on $((0, \mu(\Omega)), m)$, ($m$ denotes the Lebesgue measure on the interval $(0, \mu(\Omega))$) such that

$$\|f\|_{X(\Omega)} = \|f^*_\mu\|_{\bar{X}(0, \mu(\Omega))}.$$  \hspace{1cm} (1)

$\bar{X}$ is called the **representation space** of $X(\Omega)$ which is unique if $\mu(\Omega)$ is finite.) We refer the reader to [15] for a complete treatment of the theory of (r.i.) spaces.

As usual, the symbol $f \simeq g$ will indicate the existence of a universal constant $c > 0$ (independent of all parameters involved) so that $(1/c)f \leq g \leq cf$, while the symbol $f \lesssim g$ means that $f \leq cg$, finally given $1 \leq p \leq \infty$, $p' = p/(p-1)$.

## 3 Two Examples

We state two simple examples that illustrate the difficulties in deriving a unified theory of Sobolev inequalities.

**Example 1** In dimension 1 the Sobolev embedding theorem is connected with the fundamental theorem of calculus: If $f$ is a Lip function with compact support, then

$$f(y) = \int_{-\infty}^y f'(s)ds$$

\[\text{This means that if } f_n \geq 0, \text{ and } f_n \uparrow f, \text{ then } \|f_n\|_X \uparrow \|f\|_X \text{ (i.e. Fatou's Lemma holds in the } X \text{ norm)}.\]
and therefore

\[ \|f\|_\infty \leq \|f'\|_1. \]

In dimension \( n \) the corresponding estimate does not hold. In particular, there are functions \( f \in W^{1,n}(\mathbb{R}^n) \) that are not bounded. Instead, we have somewhat weaker results: (Sobolev)

\[ \|f\|_{p_n} \leq c_n \|\nabla f\|_p, \quad f \in C_0^\infty(\mathbb{R}^n), \quad \text{with } \frac{1}{p_n} = \frac{1}{p} - \frac{1}{n}, \quad 1 < p < n, \]

with \( c_n \to \infty \), when \( p \to n \).

One way to complete the picture for \( p = n \), is by extrapolation: Trudinger showed by extrapolation that if \( \Omega \) is an open set in \( \mathbb{R}^n \) with \( |\Omega| < \infty \), then

\[ W_0^{1,n}(\Omega) \subset e^{L^n}. \]

This example, in particular, illustrates the crucial role of dimension in the Euclidean Sobolev inequalities.

As a counterpart, consider the following

**Example 2** Consider \( \mathbb{R} \) but now equipped with one dimensional Gaussian measure \( \gamma_1 \). In this case the gain of integrability is logarithmic (“logarithmic type Sobolev inequalities”)

\[ \|f\|_{L(L\log L)^{1/2}(\gamma_1)} \leq c(\|\nabla f\|_{L^1(\gamma_1)} + \|f\|_{L^1(\gamma_1)}). \]

Similarly, for \( p > 1 \) we have

\[ \|f\|_{L^p(L\log L)^{p/2}(\gamma_1)} \leq c(\|\nabla f\|_{L^p(\gamma_1)} + \|f\|_{L^p(\gamma_1)}). \]

Moreover, the gain of integrability does not change with the dimension! For example, for \( \mathbb{R}^n \) equipped with Gaussian measure \( \gamma_n \), we have

\[ \|f\|_{L(L\log L)^{1/2}(\gamma_n)} \leq c(\|\nabla f\|_{L^1(\gamma_n)} + \|f\|_{L^1(\gamma_n)}). \]

In other words, while in the Euclidean geometry the spaces involved in the inequalities depend on the dimension, and the gain of integrability is naturally measured with powers, i.e. using \( L^p \) or \( L(p,q) \) spaces, in the Gaussian world the gain of integrability is logarithmic, independent of the dimension, and the right spaces one needs to measure the gain of integrability are logarithmic Orlicz type spaces. The celebrated logarithmic Sobolev inequalities of Gross (cf. [47]) are among the most prominent examples of dimensionless inequalities in the Gaussian world (cf. [47]).

---

\[ \text{actually using the available cancellation, we have } 2f(y) = \int_{-\infty}^{y} f'(s) ds + \int_{y}^{\infty} f'(s) ds, \]

therefore the constant of the embedding can be improved,

\[ \|f\|_{\infty} \leq \frac{1}{2} \|f'\|_1. \]
Traditionally this state of affairs has led to different methods/theories to deal with Euclidean or Gaussian Sobolev inequalities, or more generally, Sobolev inequalities in other geometries, e.g. Euclidean domains with measures of the form \( w(x)dx \), Riemannian manifolds, or more generally, metric measure spaces. In particular, what is the role of dimension? What are the function spaces one needs to use to measure the integrability gains?

While some of the differences are unavoidable, one wonders if it is possible to unify at least some aspects of these disparate theories and thus, maybe, provide a better understanding. Recently there has been progress in this direction from several different directions by a number of authors. The results presented in this note describe mainly of our work towards a unified theory of Sobolev inequalities using pointwise inequalities on rearrangements; as consequence the list of references is disproportionately tilted towards our own work. Moreover, there is a huge literature on Sobolev inequalities, and while the bibliography we have compiled is rather large, we must warn the reader that we did not attempt to cover all the references, not even the important references. We apologize in advance if your favorite paper/author is not included in the bibliography, hopefully it should not be more than one (reference) iteration away. In particular, we should explicitly mention our debt to the pioneering work of V. Maz’ya which has greatly influenced our viewpoint of the subject (cf. Section 3 below). For more information, background and more comprehensive bibliographies we refer to [1], [34], [49], [68], [77], [87], [101], [104], [107], and [110].

4 Rearrangement invariant spaces and the Brezis-Wainger-Hansson embedding

One early difficulty in trying to develop any type of unified theory is that, even in the Euclidean case, the limiting borderline case \( (p = n) \) of the Sobolev embedding apparently requires the use of a different scale of spaces, e.g. an “extrapolation space”...So we started our work trying to understand the issues connected with the limiting inequalities. In a convoluted way our efforts to understand the limiting cases eventually led us to a better understanding on how to approach all the cases simultaneously\(^4\). So it seems that this is a good point where to start with the story.

An early result in this direction was obtained by Trudinger [112], who showed that for a domain \( \Omega \) in \( \mathbb{R}^n \), with \(|\Omega| < \infty\),

\[
W^{1,n}_0(\Omega) \subset cL^n(\Omega). \tag{2}
\]

\(^3\)For a detailed presentation of Maz’ya’s remarkable early work we refer to [51].

\(^4\)This is a somewhat disappointing turn of events for the developers of general abstract theories studying limiting inequalities (e.g. [55]) but our current understanding of Sobolev inequalities shows that: (a) Sobolev inequalities self improve (cf. [5], [15], [29], [75]) and (b) the extrapolations of Sobolev inequalities take the form: “one inequality” implies a family of inequalities and in some cases “one inequality implies all” (cf. [5], [29], [75]). We also refer to the forthcoming [83] for a connection with extrapolation of Sobolev inequalities à la Rubio de Francia.
Brezis-Wainger \cite{23} improved this result using the rearrangement inequalities of O’Neil \cite{99}, while Hansson \cite{50} obtained similar results. Their result reads
\[ W_0^{1,n}(\Omega) \subset BWH(\Omega), \]  
where if, say, \(|\Omega| = 1\), then \(BWH = \) (Brezis-Wainger-Hansson) is the space defined by
\[ \|f\|_{BW} = \left\{ \int_0^1 \left( f^{**}(s) \frac{1}{1 + \log s} \right)^n \frac{ds}{s} \right\}^{1/n} < \infty. \]
Maz’ya (cf. \cite{87, (3.1.4) page 232} and the references therein) had obtained earlier an inequality using his capacity theory that, in particular, implies the embedding \(BW\). The improvement over \(W\) is given by the easily verified fact that
\[ BWH(\Omega) \subset e^{L^{n'}}(\Omega). \]
On the other hand, O’Neil \cite{99} extended the original (one dimensional) results of Hardy-Littlewood, as follows
\[ W^{1,p}(\mathbb{R}^n) \subset L(p_n, p), \quad 1 < p < n, \quad \frac{1}{p} + \frac{1}{p_n} = \frac{1}{p} - \frac{1}{n}, \]
where the Lorentz \(L(p, q)\) spaces, for \(p < \infty, q \in [1, \infty]\) are defined by
\[ L(p, q) = \{ f : \| f \|_{L(p,q)} = \left\{ \int_0^\infty (f^{**}(t)t^{1/p})^q \frac{dt}{t} \right\}^{1/q} < \infty \}. \]
The results of O’Neil and Brezis-Wainger-Hansson, like the original one dimensional results of Hardy-Littlewood, can be shown to be optimal within the class of rearrangement invariant spaces: if \(X\) is a rearrangement invariant space then,
\[ W^{1,p} \subset X \Rightarrow L(p_n, p) \subset X, \quad \text{if} \ p < n, \quad \text{or} \ BWH \subset X, \quad \text{if} \ p = n. \]
As a consequence, the \(L(p,q)\) spaces are not enough to describe the optimal Sobolev inequalities (e.g. the case \(p = n\) requires a different space). This led to the introduction in the theory of Sobolev embeddings of the following modification of the \(L(p,q)\) spaces which, as we shall see, resolves this difficulty (cf. \cite{10}, \cite{11} and, as it turns out, in a different way and less explicitly in \cite{111} and \cite{69}). For a measure space we define
\[ L(\infty, \infty) = \{ f : \| f \|_{L(\infty, \infty)} = \sup_t (f^{**}(t) - f^*(t)) < \infty \}. \]
This space was introduced by Bennett-DeVore-Sharpley \cite{14} who in their paper show that for functions defined on a cube, \(L(\infty, \infty)\) is the rearrangement invariant hull of \(BMO\), i.e. \(L(\infty, \infty)\) is the smallest possible space that contains all the rearrangements of functions in \(BMO\). One should note here that the usual definition of \(L(\infty, \infty)\) would give
\[ \| f \|_{L(\infty, \infty)} = \sup_t f^{**}(t) = \| f \|_{L^\infty}, \]
while the space $L(\infty, \infty)$ that we have defined is bigger: we have $BMO \subset L(\infty, \infty)$.

More generally, note that if we formally attempt to define the $L(\infty, q)$ spaces using the classical definition the resulting spaces are trivial:

$$
\int_0^\infty f^{**}(s)^q \frac{ds}{s} < \infty \Rightarrow f = 0.
$$

On the other hand, if we redefine the $L(\infty, q)$ spaces by means of replacing $f^{**}(t)$ by the oscillation $f^{**}(t) - f^*(t)$, then the spaces defined by the condition

$$
\|f\|_{L(\infty, q)} = \left\{ \int_0^{[\Omega]} ((f^{**}(t) - f^*(t)))^q \frac{dt}{t} \right\}^{1/q} < \infty,
$$

are not trivial, since the differentiation theorem provides us with a cancellation at the origin. In [10], [11] the role of the $L(\infty, q)$ spaces in the Sobolev embedding was observed. It was noted there that these spaces were relevant in connection with an inequality implicit in the paper by Alvino-Trombetti-Lions [4]: If $f$ is symmetrically decreasing, then

$$
f^{**}(t) - f^*(t) \leq c_n t^{1/n} |\nabla f|^{**}(t). \quad (4)
$$

Now, if we let $f^o$ denote the symmetric rearrangement of $f$ (cf. [60], [68]), then for smooth $f$, the Pólya-Szego principle can be formulated as (cf. [85] and the references there to earlier work by Fournier)

$$
|\nabla f^o|^{**}(t) \leq |\nabla f|^{**}(t).
$$

Then, since $(f^o)^* = f^*$, it follows that we can eliminate the restriction for $f$ to be symmetrically decreasing, therefore (4), indeed, holds for all smooth $f$. Next, integrating (4), we see that:

$$
\left\{ \int_0^{[\Omega]} ((f^{**}(t) - f^*(t))^{1/p-1/n})^{q} \frac{dt}{t} \right\}^{1/q} \leq c_n \left\{ \int_0^{[\Omega]} (t^{1/p} |\nabla f|^{**}(t))^{q} \frac{dt}{t} \right\}^{1/q}. \quad (5)
$$

The left hand side is equivalent to $\|f\|_{L(p^n,q)}$ (cf. [72]), and moreover, for $q = p$ we have

$$
\left\{ \int_0^{[\Omega]} (t^{1/p} |\nabla f|^{**}(t))^{p} \frac{dt}{t} \right\}^{1/p} \leq p' \|\nabla f\|_p.
$$

Thus, for $q = p < n$ we have recovered the classical Sobolev inequality. Moreover, the inequality (4) is valid and makes sense in the limiting case $p = n$. In particular for $q = p = n$, we have

$$
\left\{ \int_0^{[\Omega]} ((f^{**}(t) - f^*(t)))^{n} \frac{dt}{t} \right\}^{1/n} \leq c_n \|\nabla f\|_n.
$$
The condition that the left hand side of the previous inequality is finite defines the space $L(\infty,n)$, and, moreover, we have (cf. [11]):

$$L(\infty,n) \subset BWH.$$ 

Since redefining the $L(p,q)$ spaces by means of replacing $f^{**}$ by $f^{**} - f^*$ gives equivalent norms when the parameters are in the usual range of the classical theory we now have a unified method to prove an inequality that includes the problematic case $p = n$,

$$\int_0^{[\Omega]} \left( (f^{**}(t) - f^*(t)) t^{1/p - 1/n} \right)^q \frac{dt}{t} \leq c_n \int_0^{[\Omega]} \left( t^{1/p} |\nabla f|^{**} (t) \right)^q \frac{dt}{t}. \quad (6)$$

In fact, let us note that we can do this even if the measure is infinite,

$$\left\{ \int_0^\infty ((f^{**}(t) - f^*(t)))^n \frac{dt}{t} \right\}^{1/n} \leq c_n \| |\nabla f| \|_n.$$ 

In this notation, the original Hardy-Littlewood-O'Neil program has been completed:

$$\|f\|_{L(p_n,p)} \leq c \| |\nabla f| \|_{L^p}, \ 1 \leq p \leq n.$$ 

The improvement on Brezis-Wainger-Hansson is possible due to the fact that the class $L(\infty,n)$ is not a linear space.

A posteriori, we also understood that an inequality obtained by Kolyada on the unit cube [61], that is exactly like (4), except that the oscillation condition on the left hand side is given in terms of $f^*(t) - f^*(2t)$, could also have been used for the Euclidean inequalities above (cf. [100]). Moreover, Tartar [111] (cf. also [69]) earlier than [11], but apparently after [10], had also obtained, using a different approach based on truncations, a discrete version of a result that, with some work, can be seen to be equivalent to (6). This was not clearly understood at the time we wrote [11].

From the point of view of the development of our program, we draw the following from this section: Redefining the target spaces using oscillations, and using the pointwise inequality (4), we could treat all the cases of the classical Sobolev inequalities in an optimal unified manner.

To proceed further with our program of understanding more general geometries the question we faced next was: What would be a substitute for (4) when dealing with other geometries? Since the oscillation condition $f^{**}(t) - f^*(t)$ is a general construct and, in fact, can be understood from an approximation point of view (cf. [55]), we concentrated our efforts on understanding better the right hand side of the inequality.

5For a detailed discussion on equivalences between different Lorentz *norms* we refer to [11], [59], [72].

6The proof to deal with the case $p = 1$ is slightly different and hinges on a variant of (4), namely (cf. [55])

$$\int_0^t (f^{**}(s) - f^*(s)) s^{1/n} \frac{ds}{s} \leq c \int_0^t |(\nabla f)^*(s)| ds.$$ 

7Actually [6] also makes sense, and gives sharp results, when $p > n$ (cf. [79] Chapter 9).
5 Martin-Milman-Pustylnik meet Maz’ya

The Gagliardo-Nirenberg inequality

\[ \|f\|_{L^{n'}} \leq c\|\nabla f\|_{L^1}, f \in C^\infty_0(\mathbb{R}^n), \quad (7) \]

is well known to be equivalent to the isoperimetric inequality (cf. Maz’ya [87] and the references therein.) Moreover, using the chain rule and the scale properties of the \( L^p \) spaces (here scale = Hölder’s inequality) one can readily see that (7) implies “all” the classical Sobolev inequalities: simply consider positive \( f \) and apply (7) to \( f^\alpha \) for suitable \( \alpha \) combined with the chain rule and Hölder’s inequality (cf. [107]).

From our experience we knew that we could also derive “all the Sobolev inequalities” from the rearrangement inequality

\[ f^{**}(t) - f^*(t) \leq c_n t^{1/n} |\nabla f|^{**}(t). \quad (8) \]

So it was natural to ask what was the connection between (7) and (8)? The key for us was the method of truncation that had been devised by Maz’ya (cf. [87]) and Talenti [110], combined with one natural idea that comes from interpolation theory, or more precisely, from the work of Marcinkiewicz and Alberto Calderón [24]. The idea simply put is to do the (smooth) cut-offs using the rearrangement of the function to be truncated evaluated at a fixed point \( t \). This leads to pointwise rearrangement inequalities. In this way we could show that (7) is equivalent to (8)! (cf. [85])

One advantage of (8) is that since it is a pointwise inequality it gives all the results, even for non \( L^p \) norms. This was another innovation from the work of Alberto Calderón [24]. While previously to prove interpolation theorems one had to specify the spaces in advance this was not longer necessary in A. P. Calderón’s theory. This was crucially important in our program since the norms than one needs to use to measure the integrability gains depend on the geometry.

We should also point out that for Euclidean geometries pointwise rearrangement inequalities had been devised and applied by Talenti (cf. [110] and the references therein), and since then we have been applied by many authors working on non-linear PDEs...(cf. [41], [104]) In connection with compactness of Sobolev embeddings connected with the developments in this section we refer to [103], [85] and the many references therein.

6 The Gaussian Inequality: Ledoux’s inequality

The next item on our agenda was a test case: The Gaussian world. The questions here were: How to formulate the basic inequality (8) in the Gaussian context? What type of symmetrization was needed to replace the symmetric rearrangement? What inequality would take the role of the Gagliardo-Nirenberg inequality in the Gaussian world? The answer to the last question had been already provided by Ledoux (cf. [65]). Ledoux’s inequality is connected with
the use of the Maz’ya isoperimetric profile, usually referred to as isoperimetric profile $I_{\gamma}$, associated with Gaussian measure in $\mathbb{R}^n$,

$$I_{\gamma}(t) = \inf \{ \gamma^+(A) : \gamma(A) = t \},$$

where $\gamma^+$ is the Minkowski content associated with Gaussian measure defined for Borel sets $A$ by

$$\gamma^+(A) = \lim_{h \to 0} \frac{\gamma((A_h)) - \gamma(A)}{h},$$

where $A_h = \{ x : d(x, A) < h \}$, and $d$ is the usual $\mathbb{R}^n$ distance between $\{x\}$ and the set $A$. For Lip functions $f$, combining the isoperimetric inequality

$$I_{\gamma}(\gamma(\{|f| > t\})) \leq \gamma^+(\{|f| > t\}),$$

with the Gaussian co-area formula, we have

$$\int_0^\infty I_{\gamma}(\gamma(\{|f| > t\})) \, dt \leq \int_0^\infty \gamma^+(\{|f| > t\}) \, dt \tag{9}$$

$$= \|\nabla f\|_{L^1(\mathbb{R}^n, \gamma)}.$$

This is exactly the same mechanism one can use in the Euclidean world. Now, in the Gaussian world, the isoperimetric profile $I_{\gamma}(t)$ has the following estimate (with constants independent of the dimension)

$$I_{\gamma}(t) \simeq t(\log \frac{1}{t})^{1/2}, \ t \in (0, 1/2),$$

while for the Euclidean isoperimetric profile we have

$$I_{\gamma}(t) = c_n t^{1-1/n}, \ t > 0.$$ 

Note that in the Euclidean case,

$$\int_0^\infty I_{\gamma}(\{|f| > t\}) \, dt = \int_0^\infty I_{\gamma}(\chi_f(t)) \, dt$$

$$= \int_0^\infty I_{\gamma}(t) \, df^*(t)$$

$$= \int_0^\infty f^*(t) \, dI_{\gamma}(t)$$

$$= c_n \frac{1}{n'} \int_0^\infty f^*(t)t^{1/n'} \, dt.$$

8The isoperimetric profile was introduced by Maz’ya in the sixties and further developed by him in a number of publications (cf. [87] and the references therein). Independently, this useful tool was developed in parallel by geometers (cf. [12] and the references therein) and probabilists (cf. [66] and the references therein), and as we shall see plays an important role in our work formulating Sobolev pointwise inequalities on rearrangements.

9In the general metric case it becomes the co-area inequality (cf. [13]).

10apparently this is true in the whole universe.
In other words, the logarithmic Sobolev inequality\textsuperscript{11} of Ledoux\textsuperscript{9} is the analogue\textsuperscript{12} of the Gagliardo-Nirenberg in Gaussian world. Using the method of “symmetrization by truncation” we could then derive the Gaussian version of \textsuperscript{8}

\[ f_{\gamma}^{**}(t) - f_{\gamma}^{*}(t) \leq \frac{t}{I_{\gamma}(t)} |\nabla f|^{**}_{\gamma}(t). \]  \( (10) \)

The remarkable fact is that in the Euclidean world (i.e. taking rearrangements using Lebesgue measure and using the corresponding formula for the Euclidean isoperimetric profile) this inequality is exactly \textsuperscript{3}! In fact, these inequalities are equivalent to the corresponding isoperimetric inequalities in each of these geometries!

Also note that, the isoperimetric profile automatically selects the spaces that need to be involved! Our approach in \textsuperscript{73} is based on these ideas. For example, in the Gaussian case, from \textsuperscript{10} we obtain directly the following version of a logarithmic Sobolev inequality

\[ \int \left( f_{\gamma}^{**}(t) - f_{\gamma}^{*}(t) \right)^2 \left( \log \frac{1}{t} \right) dt \leq \int \left( |\nabla f|^{**}_{\gamma}(t) \right)^2 dt. \]

Moreover, since the Gaussian isoperimetric profile does not depend on the dimension\textsuperscript{13} the inequalities in this case are dimension free! For a complete development we refer to \textsuperscript{73} and through this paper we refer to many other important references. Some references connected with this section. \textsuperscript{6}, \textsuperscript{7}, \textsuperscript{8}, \textsuperscript{9}, \textsuperscript{13}, \textsuperscript{19}, \textsuperscript{21}, \textsuperscript{22}, \textsuperscript{25}, \textsuperscript{35}, \textsuperscript{36}, \textsuperscript{37}, \textsuperscript{47}, \textsuperscript{53}, \textsuperscript{64}....

\textsuperscript{11}In this case we have

\[ \int_{0}^{\infty} I \left( \gamma(\{|f| > t\}) \right) dt \geq \int_{0}^{1/2} f^{*}(t) d \left( t \left( \log \frac{1}{t} \right)^{1/2} \right) \]

\[ \approx \int_{0}^{1/2} f^{*}(t) \left( \log \frac{1}{t} \right)^{1/2} dt. \]

\textsuperscript{12}Here again we have to allow for *generalized* Lorentz spaces since the Gaussian profile although concave is not increasing. Indeed, \( I(t) \) is symmetric about \( \frac{1}{2} \). Also note that the inequality

\[ \int_{0}^{\infty} I \left( \gamma(\{|f| > t\}) \right) dt \leq \|\nabla f\|_{L^1(R^n, \gamma)} \]

holds for functions \( f \) that do not vanish at the boundary. For example, for \( f = 1 \), the right hand is zero and

\[ \int_{0}^{\infty} I \left( \gamma(\{|f| > t\}) \right) dt = \int_{0}^{1} I(1) dt \]

\[ = \int_{0}^{1} 0 dt \]

\[ = 0. \]

\textsuperscript{13}It is well known that the sets that realize the isoperimetric inequality are always hyperspaces: i.e. all but one of the variables are free.
7 The Metric Case

When working on the Gaussian inequalities, we realized early on that, with a suitable definition of modulus of the gradient\[^{14}\] \( |\nabla f| \), and having at hand an associated co-area formula\[^{15}\], we could indeed prove (10) in the general setting of metric measure spaces (this was informally first announced in \[73\] and more formally in \[75\]). Fortunately, all the tools that we need to implement this insight had already been developed by Bobkov-Houdre \[18\].

In this generalized setting we work with connected metric probability spaces \((\Omega, \mu)\) The isoperimetric profile \( I_\mu = I_{(\Omega,d,\mu)} \) is defined by
\[
I_{(\Omega,d,\mu)}(t) = \inf_A \{ \mu^+(A) : \mu(A) = t \},
\]
where \( \mu^+(A) \) is the perimeter or Minkowski content of the Borel set \( A \subset X \), defined by
\[
\mu^+(A) = \lim_{h \to 0} \inf \frac{\mu(A_h) - \mu(A)}{h},
\]
where \( A_h = \{ x \in \Omega : d(x, A) < h \} \). We assume that \( I \) is continuous, concave, symmetric about \( 1/2 \), and zero at zero. Further we assume\[^{16}\] that for each \( c \in \mathbb{R} \), and each \( f \in \text{Lip}(\Omega) \), \( |\nabla f(x)| = 0 \), \( \mu \)-a.e. on the set \( \{ x : f(x) = c \} \).

The associated isoperimetric inequality can be formulated as: for all Borel sets \( A \)
\[
I(\mu(A)) \leq \mu^+(A). \tag{11}
\]

7.1 The Gagliardo-Nirenberg-Bobkov-Houdre inequality

We have the following result due to Bobkov-Houdre (cf. \[18\]),
\[
\int_0^\infty I_\mu(\mu f(t))dt \leq \| \nabla f \|_{L^1(\Omega)}, \quad \text{for all} \; f \in \text{Lip}(\Omega) \iff \text{isoperimetric inequality.} \tag{12}
\]

The reason the isoperimetric inequality is necessary is that given any Borel set \( A \) we can find a sequence of \( \text{Lip} \) functions \( \{ f_n \}_n \) such that \( \| \nabla f_n \|_{L^1(\Omega)} \to \mu^+(A) \), while \( \int_0^\infty I_\mu(\mu f_n(t))dt \to I_\mu(\mu(A)) \) (cf. \[18\]).

\[^{14}\] For all Lipschitz function \( f \) on \( \Omega \), the modulus of the gradient is defined by
\[
|\nabla f(x)| = \lim_{d(x,y) \to 0} \sup \frac{|f(x) - f(y)|}{d(x,y)}.
\]

\[^{15}\] The strong connection between the co-area formula and Sobolev embeddings had already been emphasized by Maz’ya in his pioneering fundamental work in the early sixties (cf. \[87\]).

\[^{16}\] See \[52\]. Using an approximation argument developed by E. Milman \[91\] Remark 3.3 it is possible to prove the main inequalities of this paper without this assumption (cf. \[78\] and the forthcoming \[84\]).
7.2 Generalized Pólya-Szegö

One big difference between the general probability metric case and the Gaussian case is the lack of symmetry. In particular, in the Gaussian world \((\mathbb{R}^n, \gamma_n)\) there is a natural choice for a distinguished rearrangement that replaces the symmetric rearrangement. Let

\[
\phi_n(x) = (2\pi)^{-n/2}e^{-\frac{|x|^2}{2}}, \quad x \in \mathbb{R}^n, \quad \Phi(r) = \int_{-\infty}^{r} \phi_1(t)dt, \quad r \in \mathbb{R},
\]

then the Gaussian profile is given by (cf. Borell [22] and Sudakov-Tsirelson [109])

\[
I_\gamma(t) = \phi_1(\Phi^{-1}(t)), \quad t \in [0, 1].
\]

The classical Euclidean spherical decreasing rearrangement is replaced by

\[
f \circ \gamma_n(x) = f^*(\Phi(x_1))
\]

and we have the Erhard analogue of Pólya-Szegö (cf. [35], [37], [73])

\[
|\nabla (I_{\gamma_n})|^{**} \leq |\nabla f|^{**}.
\]

(13)

In general there is no apparent symmetry and thus no distinguished rearrangement. This led us to formulate the following alternative inequality which extends (13) to the probability metric case the Pólya-Szegö inequality in the Euclidean geometry and the Erhard inequality in the Gaussian case: for all \(f \in \text{Lip}\), we have (cf. [77])

\[
\int_0^t \left( I_\mu(\cdot) \frac{d}{dt} (-f^*_\mu(\cdot)) \right)^*(s)ds \leq \int_0^t |\nabla f|^*_\mu(s)ds,
\]

(14)

where the rearrangement inside the integral on the left hand side is with respect to Lebesgue measure. The usual formulation of Pólya-Szegö as a norm inequality follows directly from (14) and the Calderón-Hardy-Littlewood principle. To see this result in detail let us recall that a rearrangement invariant space \(X(\Omega, \mu)\), has a representation \(\bar{X}(0, 1)\) such that

\[
\|f\|_{X(\Omega)} = \|f_\mu^*\|_{X(0, 1)}.
\]

Now, since \(|\nabla f|^*_\mu = \left( |\nabla f|^*_\mu \right)^*\), we see that if (14) holds then by the Calderón-Hardy-Littlewood principle,

\[
\left\| I_\mu(\cdot) \frac{d}{dt} (-f^*_\mu(\cdot)) \right\|_{X(0, 1)} \leq \left\| |\nabla f|^*_\mu \right\|_{X(0, 1)} = \left\| |\nabla f|^*_\mu \right\|_{X(\Omega)}
\]

which by abuse of notation (since no confusion can arise) we write as

\[
\left\| I_\mu(t) \frac{d}{dt} (-f^*_\mu(t)) \right\|_X \leq \|f\|_X.
\]
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The proof of these inequalities follows by smooth truncation. Indeed, if we apply (12) to the smooth truncations,

\[ f_{t_1}^{t_2}(x) = \begin{cases} 
  t_2 - t_1 & \text{if } |f(x)| \geq t_2 \\
  |f(x)| - t_1 & \text{if } t_1 < |f(x)| \leq t_2 \\
  0 & \text{if } |f(x)| \leq t_1
\]

and we use the fact that

\[ \int_{t_1}^{t_2} I_{\mu}(\mu f(s))ds = \int_{0}^{t_2-t_1} I_{\mu}(\mu f_{t_1}^{t_2}(s))ds, \]

then we find that

\[ \int_{t_1}^{t_2} I_{\mu}(\mu f(s))ds \leq \int_{\{t_1 < |f| < t_2\}} |\nabla f| d\mu. \]

A careful change of variables argument \( s \mapsto f_{\mu}^*(u) \) (cf. [77]) on the left hand side gives

\[ \int_{t_1}^{t_2} I_{\mu}(u) \frac{d}{dt} (-f_{\mu}^*)(u)du = \int_{f_{\mu}^*(t_2)}^{f_{\mu}^*(t_1)} I_{\mu}(\mu f(s))ds \leq \int_{\{f_{\mu}^*(t_2) < |f| < f_{\mu}^*(t_1)\}} |\nabla f| d\mu. \]

Thus, for any set \( E = \bigcup (a_i, b_i) \) union of disjoint intervals, with \(|E| = t\), we have

\[ \int_{E} I(u) \frac{d}{dt} (-f_{\mu}^*)(u)du \leq \sum_{i} \int_{\{f_{\mu}^*(b_i) < |f| < f_{\mu}^*(a_i)\}} |\nabla f| d\mu \
\]

\[ = \int_{\bigcup_{i} \{f_{\mu}^*(b_i) < |f| < f_{\mu}^*(a_i)\}} |\nabla f| (s)d\mu \
\]

\[ \leq \int_{0}^{\sum_{i} (b_i-a_i)} |\nabla f|_{\mu}^*(s)d\mu \
\]

\[ = \int_{0}^{t} |\nabla f|_{\mu}^*(s)d\mu. \]

By approximation,

\[ \int_{0}^{t'} (I(\cdot) \frac{d}{dt} (-f^*)(\cdot))^{*}(u)du = \sup_{|E| = t} \int_{E} I(u) \frac{d}{dt} (-f^*)(u)du \]

\[ \leq \int_{0}^{t'} |\nabla f|_{\mu}^*(s)d\mu, \]

and (13) follows.

17 Under the assumption that \( f \) is Lip the calculations below can be justified (cf. [74], [77], [68]).
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7.3 Maz’ya-Talenti inequality

Likewise, with a similar direct proof, we can extend a well known inequality apparently obtained first by Maz’ya [88] and independently, but later, by Talenti (cf. [85] and the references therein). In our setting this inequality takes the following form (cf. [77])

\[
I_\mu(t) \frac{d}{dt} (-f_\mu^*(t)) \leq \frac{d}{dt} \int_{\{|f| > f_\mu^*(t)\}} |\nabla(f)|_\mu^*(s) ds.
\] (15)

In fact, it is also easy to see that the argument given above shows that (15) implies (14). Indeed, starting with (15), and considering first sets which are unions of disjoint intervals, we arrive at

\[
\sup_{|E|=t} \int_{E} I_\mu(u) \frac{d}{dt} (-f_\mu^*)(u) du \leq \int_{0}^{t} |\nabla f|_\mu^*(s) d\mu.
\]

7.4 Basic rearrangement inequality

Next we observe that the previous arguments with intervals also show (cf. [77]) that, integrating by parts, we obtain (recall that under our assumptions \( f_\mu^* \) is absolutely continuous (cf. [68])

\[
f_\mu^{**}(t) - f_\mu^*(t) = \frac{1}{t} \int_{0}^{t} s \frac{d}{dt} (-f_\mu^*)(s) ds.
\]

Consequently,

\[
f_\mu^{**}(t) - f_\mu^*(t) \leq \frac{1}{t} \int_{0}^{t} I_\mu(s) \frac{d}{dt} (-f_\mu^*)(s) ds \quad \text{(since } \frac{s}{I_\mu(s)} \text{ is increasing).}
\] (16)

By now, we have discussed several inequalities that can be used to control \( \int_{0}^{t} I_\mu(s) (-f_\mu^*(s))' ds \). For example, using the definition of rearrangement and the generalized Pólya-Szegö inequality (14), we have

\[
\int_{0}^{t} I_\mu(s) \frac{d}{dt} (-f_\mu^*)(s) ds \leq \int_{0}^{t} \left( I_\mu(\cdot) \frac{d}{dt} (-f_\mu^*)(\cdot) \right)^*(s) ds
\]

\[
\leq \int_{0}^{t} |\nabla f|_\mu^*(s) ds.
\]

Consequently, combining the last inequality with (16) we arrive to the familiar

\[
f_\mu^{**}(t) - f_\mu^*(t) \leq \frac{1}{I_\mu(t)} \int_{0}^{t} |\nabla f|_\mu^*(s) ds
\]

\[
= \frac{t}{I(t)} |\nabla f|_\mu^{**}(t).
\] (17)

Using a standard approximation argument (like the one outlined above) (cf. [77], [78]) we see that (17) implies the isoperimetric inequality (11).

Let us also remark that is fairly easy to give a direct proof of (17) (cf. Section 8 below)
7.5 Self Improvement

Under stronger assumptions on the isoperimetric profile we can get stronger inequalities. For example, suppose that
\[
\int_t^1 \frac{I_\mu(s)}{s} \, ds \leq c \frac{I_\mu(t)}{t}, \quad t \in (0, 1).
\]

Then, for all \(f \in \text{Lip}(\Omega)\),
\[
\int_0^t (f^{**}_\mu(s) - f^*_\mu(s)) \frac{I(s)}{s} \, ds \leq \int_0^t \left( \frac{I(s)}{s} \left[ f^{**}(\cdot) - f^*(\cdot) \right] \right)^* \, ds \leq C \int_0^t |\nabla f^*_\mu(s)| \, ds.
\]

This extends the sharp form of the Gagliardo-Nirenberg inequality to metric spaces that have “Euclidean like profiles”. Indeed, suppose that \(I(s) \simeq s^{1/n'}\), then for \(f \in \text{Lip}_0(\Omega)\), we have
\[
\int_0^t (f^{**}_\mu(s) - f^*_\mu(s)) s^{1/n'} \frac{ds}{s} \leq C_n \int_0^t |\nabla f^*_\mu(s)| \, ds.
\]

Consequently, letting \(t \to \infty\),
\[
\int_0^\infty (f^{**}_\mu(s) - f^*_\mu(s)) s^{1/n'} \frac{ds}{s} \leq C_n \|\nabla f\|_1.
\]

7.6 Poincaré inequalities and generalized Pólya-Szegö

Once again we follow [77]. To discuss Poincaré inequalities in the metric setting we introduced the Hardy isoperimetric operators (cf. [77]). Let us define
\[
Q_I(f)(t) = \chi_{(0,1/2)}(t) \int_t^{1/2} f(s) \frac{ds}{I_\mu(s)}.
\]

Suppose that for positive functions supported on \((0, 1/2)\)
\[
\|Q_I(f)\|_X \leq \|Q_I\|_{X \to X} \|f\|_X.
\]

Then, the following Poincaré inequality holds
\[
\left\| g - \int_\Omega g \right\|_X \leq \|Q_I\|_{X \to X} \|\nabla g\|_X.
\]

Indeed, for \(g \in \text{Lip}(\Omega)\), \(t \in (0, 1/2)\) we can write,
\[
g^*_\mu(t) - g^*_\mu(1/2) = \int_t^{1/2} (-g^*_\mu(s))' \, ds
\]
\[
= \int_t^{1/2} I_\mu(s) (-g^*_\mu(s))' \frac{ds}{I_\mu(s)}
\]
\[
= Q_I(I_\mu(\cdot) (-g^*_\mu(\cdot))').
\]
Thus,

\[ g^*_\mu(t) = Q_t(I_\mu(.) (-g^*_\mu(.)') + g^*_\mu(1/2) \]  \tag{20}  

Now,

\[ \|g^*_\mu\|_X \leq \|g^*_\mu \chi(0,1/2)\|_X + \|g^*_\mu \chi(1/2,1)\|_X \]

and

\[ \|g^*_\mu \chi(1/2,1)\|_X \leq g^*_\mu(1/2) \|\chi(1/2,1)\|_X \]

\[ = g^*_\mu(1/2) \|\chi(0,1/2)\|_X \]

\[ \leq \|g^*_\mu \chi(0,1/2)\|_X \]

yields

\[ \|g^*_\mu\|_X \leq \|g^*_\mu \chi(0,1/2)\|_X \]

which combined with (20) gives

\[ \|g^*_\mu\|_X \leq \|g^*_\mu \chi(0,1/2)\|_X \]

\[ \leq \|Q_t(I_\mu(.) \frac{d}{dt}(-g^*_\mu(.))\|_X + \|g^*_\mu(1/2)\|_X \]

\[ \leq \|Q_t\|_{X \rightarrow X} \|(I_\mu(.) \frac{d}{dt}(-g^*_\mu(.))\|_X + \|g^*_\mu(1/2)\|_X \]

\[ \leq \|Q_t\|_{X \rightarrow X} \|\nabla g\|_X + g^*_\mu(1/2) \|1\|_X \]

Now, by Chebyshev’s inequality \( g^*_\mu(1/2) \leq 2 \|g\|_1 \). Therefore,

\[ \|g\|_X = \|g^*_\mu\|_X \]

\[ \leq \|Q_t\|_{X \rightarrow X} (\|\nabla g\|_X + \|g\|_1). \]

Applying the previous inequality to \( g - \int_\Omega g \),

\[ \|g - \int_\Omega g\|_X \leq \|Q_t\|_{X \rightarrow X} (\|\nabla g\|_X + \|g - \int_\Omega g\|_1), \]

and combining with Cheeger’s inequality yields

\[ \|g - \int_\Omega g\|_1 \leq \|\nabla g\|_1 \]

\[ \leq \|\nabla g\|_X . \]

Thus we finally arrive at

\[ \|g - \int_\Omega g\|_X \leq \|Q_t\|_{X \rightarrow X} \|\nabla g\|_X. \]
7.7 Identity associated with Poincaré

For the sake of completeness we note that the previous discussion also shows that for \( g \in \text{Lip}(\Omega) \) we have (cf. 19)

\[
g^*_{\mu}(t) - g^*_{\mu}(1/2) = Q_t(I_{\mu}(\cdot) \frac{d}{dt}(-g^*_{\mu})(\cdot)).
\]

This section is based entirely on [77] but builds on a long list of important contributors we refer to [77] for a more complete list of references. For versions of Pólya-Szegő in the classical format (norm inequality) we refer to the books [60], [68] as well as Talenti [110], Almgren-Lieb [3], and the references therein. We should also mention the work of the French geometer Gallot [42] on symmetrization inequalities on manifolds, which as we discovered a posteriori, is close in spirit to our development here. The important paper by D. Bakry, T. Coulhon, M. Ledoux and L. Saloff-Coste [5] opened our eyes early on to the possibilities afforded by the masterful use of cut-offs.

8 Coulhon Inequalities

The previous section dealt with Sobolev inequalities in probability metric spaces. The next natural questions are: how to deal with more general metric measure spaces? Secondly: what is the rearrangement version of \( L^p \) Sobolev inequalities for \( p > 1 \)? In this situation we need to replace the isoperimetric profile by a suitable capacitary profile and the formulation of the inequalities is somewhat more complicated (cf. [78]). However, one can take a different tack (cf. [80]) and work with an equivalent formulation of the Sobolev inequalities due to Coulhon (cf. [28], [27], [26]) and Bakry-Coulhon-Ledoux [5].

Let \((\Omega, d, \mu)\) be a metric measure space, let \( p \in [1, \infty] \), and let \( \phi \) be an increasing function on the positive half line. We consider Coulhon inequalities of the form

\[
(S^p_{\phi}) \quad \|f\|_p \leq \phi(\|f\|_0) \|\nabla f\|_p, \quad f \in \text{Lip}_0(\Omega),
\]

where \( \|f\|_0 = \mu\{\text{support } (f)\} \).

An important point to keep in mind is that the function \( \phi \) must then be connected to the geometry; but now we do not specify what this connection is in advance! In [78] we find rearrangement inequalities that characterize \((S^p_{\phi})\). As was to be expected the rearrangement inequalities incorporate in their formulation the function \( \phi \).

To see the connection with the previous discussions let us consider the case \( p = 1 \). We shall show that this case is connected with the isoperimetric inequality. Before doing so, let us mention that our approach in this section is independent and, indeed, can be seen as an alternative route to rearrangement inequalities discussed in previous sections. Let us then consider the connection between \((S^1_{\phi})\) and a rearrangement inequality of the form

\[
f^*_\mu(t) - f^*_{\mu}(t) \leq \phi(t) |\nabla f^*_{\mu}(t)|, \quad f \in \text{Lip}_0(\Omega).
\]
Suppose (21) holds where \( \phi \) is a given increasing continuous function. Let \( t > 0 \); multiplying both sides of (21) by \( t \), we obtain

\[
t \left( f^{**}_\mu(t) - f^*_\mu(t) \right) \leq \phi(t) \int_0^t |\nabla f|^*_\mu(s) ds.
\]

Since formally \( f^*_\mu(t) = \mu f^{-1}_f(t) \), drawing a diagram it is easy to see that

\[
t \left( f^{**}_\mu(t) - f^*_\mu(t) \right) = \int_0^t f^*_\mu(s) ds - tf^*_\mu(t)
= \int_0^\infty \mu f(s) ds.
\]

Consequently, if we let \( t = ||f||_0 \), we see that \( f^*_\mu(||f||_0) = 0 \), \( \int_0^\infty \mu f(s) ds = ||f||_1 \), and \( \int_0^{|f|_0} |\nabla f|^*_\mu(s) ds = ||\nabla f||_1 \). Thus,

\[
||f||_1 \leq \phi(||f||_0) ||\nabla f||_1. \tag{22}
\]

Suppose on the other hand that an \((S^1_\phi)\) condition holds. For \( f \in Lip_0(\Omega) \), and for \( t > 0 \), let us apply the \((S^1_\phi)\) condition to \( [f - f^*_\mu(t)]_+ \). We compute,

\[
\left[ f - f^*_\mu(t) \right]_+ = \mu \{ f > f^*_\mu(t) \} \leq t,
\]

moreover, since \( \int_{(f - f^*_\mu(t))} \nabla \left[ f(x) - f^*_\mu(t) \right] dx = 0 \), we have

\[
\left[ \nabla f - f^*_\mu(t) \right]_+ \|_{L^1} = \int_{(f > f^*_\mu(t))} |\nabla f|^*_\mu(s) ds.
\]

We also have

\[
\left[ f - f^*_\mu(t) \right]_+ \|_1 = \int_{(f > f^*_\mu(t))} \left[ f(s) - f^*_\mu(t) \right]_+ d\mu(s)
= \int_0^\infty \left[ f^*_\mu(s) - f^*_\mu(t) \right]_+ ds
= \int_0^t \left( f^*_\mu(s) - f^*_\mu(t) \right) ds
= tf^*_\mu(t) - f^*_\mu(t).
\]

Inserting these calculations in (22), we find

\[
t(f^{**}_\mu(t) - f^*_\mu(t)) \leq t\phi(t) \left( \frac{1}{t} \int_0^t |\nabla f|^*_\mu(s) ds \right).
\]

In other words, we have shown that

\[
(S^1_\phi) \Leftrightarrow (f^{**}_\mu(t) - f^*_\mu(t)) \leq \phi(t) |\nabla f|^*_\mu(t), f \in Lip_0(\Omega).
\]
In particular, if \( I_\mu(t) \) is concave then \( \phi(t) = \frac{1}{I_\mu(t)} \) is increasing, and we have
\[
(S^1_{\phi}) \Leftrightarrow (f^{**}_\mu(t) - f^*_\mu(t)) \leq \frac{t}{I_\mu(t)} |\nabla f|^{**}_\mu(t), f \in \text{Lip}_0(\Omega).
\]

Let us now show that the function \( \frac{1}{I_\mu(t)} \) is optimal. Suppose that an \((S^1_\phi)\) condition holds, then it is easy to see, by approximation, that \( \frac{t}{I_\mu(t)} \leq \phi(t) \) (cf. [80]). The fact that \((S^1_\mu)\) itself holds is a direct consequence of the co-area inequality for Lip functions on metric spaces (cf. [18]). It is instructive to see the details. Suppose that \( f \in \text{Lip}_0(\Omega) \), then from \( I_\mu(\mu(A)) \leq \mu(\mu(A)) + (\mu(A)) \), for all Borel sets, we have the Bobkov-Houdré inequality
\[
\int_0^\infty I_\mu(\mu f(t))dt \leq \|\nabla f\|_1.
\]

Now, since \( \frac{I_\mu(t)}{t} \) decreases, and we obviously have \( \mu f(t) \leq \|f\|_0 \), we see that
\[
\int_0^\infty I_\mu(\mu f(t))dt = \int_0^\infty \mu f(t) \frac{I_\mu(\mu f(t))}{\mu f(t)} dt \geq \int_0^\infty \mu f(t) dt \frac{I_\mu(\|f\|_0)}{\|f\|_0}.
\]

Combining these inequalities, we see that for the choice of \( \phi(t) = \frac{1}{I_\mu(t)} \) we do indeed have
\[
\|f\|_1 = \int_0^\infty \mu f(t) dt \leq \phi(\|f\|_0) \|\nabla f\|_1.
\]

For example, in the Euclidean space \( \mathbb{R}^n \), \( I(t) = d_n t^{1 - 1/n} \), \( \phi(t) \simeq t^{1/n} \) and the best possible \((S^1_\phi)\) inequality can be written as
\[
\|f\|_1 \leq c_n \|f\|_0^{1/n} \|\nabla f\|_1.
\]

With the choice of \( \phi(t) = t^{1/n} \), and \( p = 2 \), Coulhon [28] shows the equivalence of the \( S^p_\phi \) inequality with the classical Nash inequality
\[
\|f\|_2^{1+2/n} \leq c_n \|f\|_2^{2/n} \|\nabla f\|_2.
\]

The general characterization of Coulhon inequalities in terms of rearrangements is given by the following (cf. [80])

**Theorem 3** Let \((\Omega, d, \mu)\) be a connected Borel metric measure space as described above, and let \( p \in [1, \infty) \). The following statements are equivalent

1. \((S^p_\phi)\) holds, i.e.
\[
\|f\|_p \leq \phi(\|f\|_0) \|\nabla f\|_p, \text{ for all } f \in \text{Lip}_0(\Omega).
\]
Let $k \in \mathbb{N}$ be such that $k < p \leq k + 1$, then for all $f \in \text{Lip}_0(\Omega)$
\[
\left( \frac{f^{*}(t)}{\phi_{(p)}(t)} \right)^{1/p} - \left( \frac{f^{**}(t)}{\phi_{(p)}(t)} \right)^{1/p} \leq 2^{\frac{k+1}{p}-1} \left( |\nabla f|^{**}_{(p)}(t) \right)^{1/p},
\]

(23)

where
\[
f^{*}(t) = (f^{*}(t))^{p}, \quad f^{**}(t) = \frac{1}{t} \int_{0}^{t} f^{*}(s)ds, \quad \phi_{(p)}(t) = (\phi(t))^{p}.
\]

We note that for $p = 1$ the inequality (23) of Theorem 3 coincides with (17). This new characterization for $p \geq 1$ is independent of [77], and, in fact, the proof we gave above provides a new approach to (17) as well.

For the details of the proof of Theorem 3 we must refer to [80].

We cannot resist to make a connection between Coulhon’s inequalities and the theory of factorization of operators. Local operators (cf. [102], [2], [95] and the references therein) satisfy conditions of the form
\[
\|Tf\|_{Y} \leq \phi(\|f\|_{0}) \|f\|_{X}.
\]

Self-improvements in this setting are expressed via factorization and change of density. We think that the factorization of Sobolev inequalities could be an interesting line of investigation to pursue.

9 Connection with the work of Emanuel Milman

In this section, following [77], we consider a connection with the work of Emanuel Milman\footnote{We refer to E. Milman’s papers for an account of the history of the problem. Emanuel, who belongs to the Milman family of mathematicians that includes David (grandfather), Vitali (father), Pierre (uncle) (cf. [97]), is no direct relation to Mario Milman.} (cf. [89], [90], [91], [92], [93], [94], [91]).

For metric measure spaces $(\Omega, d, \mu)$ obtained from a $C^\infty$ complete oriented $n$-dimensional Riemannian manifold $(M, g)$, where $d$ is the induced geodesic distance and $\mu$ is absolutely continuous with respect to $d\text{vol}_M$, it is known that the corresponding isoperimetric profile satisfies (cf. [12]) that $I_{(\Omega, d, \mu)}(t)$ is continuous, $I_{(\Omega, d, \mu)}(t) > 0$ for $t \in (0, 1)$, and moreover,
\[
I_{(\Omega, d, \mu)}(t) = I_{(\Omega, d, \mu)}(1-t), \forall t \in [0, 1].
\]

E. Milman further assumes some convexity conditions: $d\mu = e^{-\Psi}d\text{vol}_M$, where $\Psi$ is such that $\Psi \in C^2(M)$, and as tensor fields $\text{Ric}_g + Hess_g(\Psi) \geq 0$ on $M$. In this case it then follows that $I_{(\Omega, d, \mu)}$ is also concave (cf. [89] and the extensive list of references therein). Under such conditions, E. Milman shows the equivalence of Cheeger’s inequality, Poincaré’s inequality and concentration inequalities! More precisely, using a variety of different tools, including the semigroup approach of Ledoux, E. Milman has shown that (cf. also Ledoux’s streamlined approach to E. Milman’s results in [92]).
Theorem 4 (E. Milman) Let \((\Omega, d, \mu)\) be a metric probability space satisfying E. Milman’s convexity conditions. Then following statements are equivalent:

(E1) Cheeger’s inequality: there exists a positive constant \(C\) such that

\[
I_{(\Omega,d,\mu)} \geq Ct, \quad t \in (0, \frac{1}{2}].
\]

(E2) Poincaré’s inequality: there exists a positive constant \(P\) such that for all \(f \in \text{Lip}(\Omega)\),

\[
\|f - m_e\|_{L^2(\Omega)} \leq P \|\nabla f\|_{L^2(\Omega)}.
\]

(E3) Exponential concentration: there exist positive constants \(c_1, c_2\) such that for all \(f \in \text{Lip}(\Omega)\) with \(\|f\|_{\text{Lip}(\Omega)} \leq 1\),

\[
\mu\{|f - m_e| > t\} \leq c_1 e^{-c_2 t}, \quad t \in (0, 1).
\]

(E4) First moment inequality: there exists a positive constant \(F\) such that for all \(f \in \text{Lip}(\Omega)\) with \(\|f\|_{\text{Lip}(\Omega)} \leq 1\),

\[
\|f - m_e\|_{L^1(\Omega)} \leq F.
\]

Remark 5 For the optimal relationship between the concentration profile and Cheeger’s constant under suitable convexity conditions see [94].

9.1 Isoperimetric Hardy type

We single out a class of metric probability spaces that are suitable for our analysis (cf. [77], [76]).

Definition 6 We shall say that a probability metric space \((\Omega, d, \mu)\) is of isoperimetric Hardy type if for any given isoperimetric estimator \(I\), the following are equivalent for all r.i. spaces \(X = X(\Omega), Y = Y(\Omega)\).

1. There exists a constant \(c = c(X,Y)\) such that for all \(f \in \text{Lip}(\Omega)\)

\[
\left\| f - \int_{\Omega} f d\mu \right\|_{Y} \leq c \|\nabla f\|_{X}.
\]

2. There exists a constant \(c_1 = c_1(X,Y) > 0\) such that for all positive functions \(f \in X\), with \(\text{supp}(f) \subset (0, 1/2)\) we have

\[
\|Q_I f\|_{Y} \leq c_1 \|f\|_{X},
\]

where \(Q_I\) is the isoperimetric Hardy operator

\[
Q_I f(t) = \chi_{(0,1/2)}(t) \int_{t}^{1/2} f(s) \frac{ds}{T(s)}.
\]

For spaces of isoperimetric type it is possible to give a very simple proof of the E. Milman’s equivalences (cf. [77]).
Theorem 7 Suppose that \((\Omega, d, \mu)\) is a metric probability space of isoperimetric Hardy type. Then
\[
(E1) \iff (E2) \iff (E3) \iff (E4).
\]

Example 8 All the model spaces studied in [77] (including Gaussian space (cf. [73]) are of Hardy isoperimetric type.

For further results connecting our work with E. Milman’s work we refer to [77] and [78]. For example, the following result of E. Milman can be understood in the context of Hardy isoperimetric type (cf. [77]).

Theorem 9 Let \((\Omega, d, \mu)\) be a space satisfying E. Milman’s convexity conditions. Let \(1 \leq q < \infty\), and let \(N\) be a Young’s function such that \(\frac{N(t)}{t}\) is non-decreasing, and there exists \(\alpha > \max\left(\frac{1}{q} - \frac{1}{2}, 0\right)\) such that \(\frac{N(t^\alpha)}{t}\) non-increasing.

Then, the following statements are equivalent:

(E5) \((L_N, L^q)\) Poincaré inequality holds: there exists a positive constant \(P\) such that for all \(f \in \text{Lip}(\Omega)\)
\[
\|f - m_e\|_{L_N(\Omega)} \leq P \|\nabla f\|_{L^q(\Omega)}.
\]

(E6) Any isoperimetric profile estimator \(I\) satisfies: there exists a constant \(c > 0\) such that \(I(t) \geq c \frac{N^{-1/2}}{N^1(1/2)}\), \(t \in (0, 1/2]\).

E. Milman’s work can also be seen as providing a program to unify Sobolev inequalities in different geometries. For more on this we refer to our paper [78] where, generalizing E. Milman’s work, we in particular show why Lorentz spaces appear as optimal target spaces for Sobolev embeddings.

10 Transference and dimensionless inequalities

In this section we follow [77] and [81] to show how our pointwise inequalities can be used to transfer Sobolev inequalities from one geometry to another. The transference is of special interest when it is implemented to replace Sobolev inequalities that carry dimensional constants by weaker, but dimensionless, Sobolev inequalities. Inequalities independent of the dimension play an increasingly important role in approximation theory and its applications (cf. [46]). To see how our pointwise inequalities are relevant for this task let us recall that our typical Sobolev inequality on a metric probability space \((\Omega, d, \mu)\), takes the form
\[
\left\| \left( f_{\mu}^{**} - f_{\mu}^* \right) \frac{I_{\mu}(t)}{t} \right\|_{X} \leq c \left\| \nabla f_{\mu}^{**} \right\|_{X}.
\]

Now suppose that the metric probability space \((\Omega, d, \mu)\) is of “Gaussian isoperimetric type”, that is suppose that for some universal constant independent of the dimension, it holds
\[
I_{(\Omega, \mu)}(t) \geq t \left( \log \frac{1}{t} \right)^{\frac{1}{2}}, \text{ on } (0, \frac{1}{2}].
\]
then we can obviously replace $\frac{I(t)}{t}$ by $(\log \frac{1}{t})^{\frac{1}{2}}$ in (24), and in this fashion transfer the Gaussian inequality to $(\Omega, d, \mu)$:

$$\left\| (f_{\mu}^{**}(t) - f_{\mu}^*(t)) \left( \log \frac{1}{t} \right)^{\frac{1}{2}} \right\|_{X} \leq c \left\| \nabla f_{\mu}^{**} \right\|_{X}. \tag{25}$$

This argument shows how the Gaussian log Sobolev inequalities can be transferred to $(\Omega, d, \mu)$ with constants independent of the dimension. In particular, since $Q_n$, the open unit cube in $\mathbb{R}^n$, is of Gaussian type with constant equal to 1 (cf. [105]), the Gaussian Sobolev inequalities can be transferred to $Q_n$, with constants independent of the dimension.

This answered a question of Triebel [113] (cf. [77], [62], [63], [81], [114]) and the references therein). For example, the non-homogeneous form of these results take the following form

$$\| f \|_{L^q(Log L)^{\frac{n}{2}}(Q_n)} \leq C(q) \left( \| \nabla f \|_{L^q(Q_n)} + \| f \|_{L^q(Q_n)} \right), \ f \in C_0^\infty(Q_n). \tag{26}$$

In turn, this result was recently improved by Krbec-Fiorenza-Schmeiser [40], using the spaces $L_{(q,q')}(Q_n)$, originally introduced by Iwaniec-Sbordone-Fiorenza (cf. [54], [38]), and characterized by Fiorenza-Karadzhov [39], using extrapolation (cf. [59]) as follows

$$\| f \|_{L_{(q,q')}(Q_n)} \simeq \int_0^1 \left( \int_0^t f^*(s)^q ds \right)^{1/q} \frac{dt}{t(\log \frac{1}{t})^{\frac{1}{2}}}. $$

The (non homogeneous) result in [40] yields

$$\| f \|_{L_{(q,q')}(Q_n)} \leq C(q) \left( \| \nabla f \|_{L^q(Q_n)} + \| f \|_{L^q(Q_n)} \right), \ f \in C_0^\infty(Q_n). \tag{27}$$

Consequently, since

$$L_{(q,q')}(Q_n) \subset L^q(Log L)^{\frac{n}{2}}(Q_n),$$

this result provides an improvement upon (26).

In [81] we showed that the inequality (27) is connected with a different transference principle. We start by reformulating (25) as

$$\left\| (f_{\mu}^{**}(t) - f_{\mu}^*(t)) \chi_{(0,1/2)}(t) G_{\infty}(t) \right\|_{X} \leq c \left\| G_{\infty}(t) \frac{t}{I(t)} \right\|_{L^{\infty}(0,\frac{1}{2})} \left\| \nabla f_{\mu}^{**} \right\|_{X},$$

then (25) corresponds to the choice $G_{\infty}(t) = (\log \frac{1}{t})^{\frac{1}{2}}$. Now, using the fact that $\frac{I_{\mu}(t)}{t}$ decreases we see that left hand side of (24) can be minorized as follows,

$$\left\| (f_{\mu}^{**}(\cdot) - f_{\mu}^*(\cdot)) \frac{I_{\mu}(\cdot)}{t} \right\|_{X} \geq \left\| (f_{\mu}^{**}(\cdot) - f_{\mu}^*(\cdot)) \chi_{(0,t)}(\cdot) \frac{I_{\mu}(\cdot)}{t} \right\|_{X} \geq \left\| (f_{\mu}^{**}(\cdot) - f_{\mu}^*(\cdot)) \chi_{(0,t)}(\cdot) \right\|_{X}.$$
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Therefore, we have

\[
\| (f_{\mu}^{**}(\cdot) - f_{\mu}^{*}(\cdot)) \chi_{(0,t)}(\cdot) \|_{X} \leq c \frac{t}{I_{\mu}(t)} \left\| \nabla f_{\mu}^{**} \right\|_{X}.
\]  \tag{28}

Now, if \( G_1 \) is such that \( \left( \int_{0}^{1} G_1(t) \frac{dt}{I(t)} \right) < \infty \), it follows immediately from \( \ref{28} \) that

\[
\int_{0}^{1} \| (f_{\mu}^{**}(\cdot) - f_{\mu}^{*}(\cdot)) \chi_{(0,t)}(\cdot) \|_{X} G(t) dt \leq C \left( \int_{0}^{1} G_1(t) \frac{t}{I(t)} dt \right) \left\| \nabla f_{\mu}^{**} \right\|_{X}.
\]

For example, let \( G_1(t) = \frac{1}{t \left( \log \frac{1}{t} \right)^{\frac{1}{2}}} \), and suppose the following (stronger) Gaussian isoperimetric transference condition is satisfied,

\[
\int_{0}^{1} \frac{dt}{I(t)(\log \frac{1}{t})^{\frac{1}{2}}} < \infty. \tag{29}
\]

Then, we have (cf. \[81\])

\[
\left\| (f_{\mu}^{**}(\cdot) - f_{\mu}^{*}(\cdot)) \left( \log \frac{1}{t} \right)^{\frac{1}{2}} \right\|_{X} \leq c \int_{0}^{1} \| (f_{\mu}^{**}(s) - f_{\mu}^{*}(s)) \chi_{(0,t)}(s) \|_{X} \frac{dt}{t \left( \log \frac{1}{t} \right)^{\frac{1}{2}}}
\]

\[
\leq c \left( \int_{0}^{1} \frac{dt}{I(t)(\log \frac{1}{t})^{\frac{1}{2}}} \right) \left\| \nabla f \right\|_{X}.
\]

Let us show a concrete application. Let

\[
I_n(t) = n \left( \gamma_n \right)^{1/n} t^{1-1/n},
\]

where \( \gamma_n = \frac{\pi^{n/2}}{\Gamma(1+n/2)} \) is the measure of the unit ball in \( \mathbb{R}^n \) (i.e. \( I_n(t) \) is the isoperimetric profile associated to \( \mathbb{R}^n \)), and consider the function

\[
G_1(t) = \frac{1}{t \sqrt{\ln \left( \frac{1}{t} \right)}}, \quad t \in (0, 1).
\]
Then,
\[
\int_0^1 \frac{t}{t I_n(t)} G_1(t) dt = \frac{1}{n (\gamma_n)^{1/n}} \int_0^1 t^{1/n} \frac{dt}{t (\ln \frac{1}{t})^{1/2}} \\
= \frac{1}{n (\gamma_n)^{1/n}} \int_0^\infty z^{-1/2} e^{-z/n} dz \\
= \frac{\sqrt{\pi n^{1/2}}}{n (\gamma_n)^{1/n}} \\
= \frac{\Gamma(1 + \frac{n}{2})^{1/n}}{n^{1/2}} \\
= \left(\frac{n}{2}\right)^{1/n} \frac{\Gamma(\frac{n}{2})^{1/n}}{n^{1/2}} \\
\leq \frac{1}{\sqrt{2}} \left(\frac{n}{2}\right)^{1/n} \\
\leq c.
\]

Thus,
\[
\sup_n \int_0^1 \frac{dt}{I_n(t)(\log \frac{1}{t})^{1/2}} < \infty.
\]

As a consequence the following dimensionless Sobolev inequality holds,
\[
\int_0^1 \| (f^{**}(\cdot) - f^*(t)) \chi_{[0,t]}(\cdot) \|_{\tilde{X}} \frac{dt}{t (\log \frac{1}{t})^{1/2}} \leq C \| \nabla f^{**} \|_{\tilde{X}}.
\]

For \( X = L^q \) and for \( \Omega = Q_n \) this gives the result of [40].

11 Rearrangement inequalities of Garsia-Rodemich type and Morrey’s theorem

To complement the results of previous sections we now consider fractional inequalities and the Morrey-Sobolev embedding theorem. Here we follow [79] where the reader will find a complete treatment together with many applications.

Let us describe model results that influenced our development in these directions.

**Example 10** For all \( f \in X(\mathbb{R}^n) + W^1_X(\mathbb{R}^n) \), we have (cf. [70])
\[
f^{**}(t) - f^*(t) \leq c_n \frac{\omega_X(t^{1/n}, f)}{\phi_X(t)}, \quad t > 0,
\]
(30)
where \( X = X(\mathbb{R}^n) \) is a rearrangement invariant space on \( \mathbb{R}^n \), \( \phi_X(t) = \| \chi_A \|_X \), with \( |A| = t \), is the fundamental function of \( X \), and \( \omega_X \) be the modulus of
The inequality \( \omega_L^p(t, f) \) can be formulated and proved on different levels of generality on the spaces, the domains; and indeed have a long history: We refer to [61], [57], [15], [70] and the references therein.

The associated questions to Example 10 are: What is the corresponding Gaussian result? More generally: What is the metric version? What is the role of dimension? What is the connection with isoperimetry? Even to formulate metric results we need to develop suitable tools. For example: What is an appropriate replacement for the modulus of continuity?

We shall need the following definition: Consider a connected, measure metric spaces \((\Omega, d, \mu)\) equipped with a finite Borel measure \(\mu\). For measurable functions \(u: \Omega \to \mathbb{R}\), the signed decreasing rearrangement of \(u\), which we denote by \(u^\ast_\mu\), is the right-continuous non-increasing function from \([0, \mu(\Omega))\) into \(\mathbb{R}\) that is equimeasurable with \(u\); i.e. \(u^\ast_\mu\) satisfies

\[
\mu\{x \in \Omega : u(x) > t\} = m\{z \in [0, \mu(\Omega)) : u^\ast_\mu(z) > t\}, \quad t \in \mathbb{R}
\]

The maximal average of \(u^\ast_\mu\) is defined by

\[
u^\ast_\mu(t) = \frac{1}{t} \int_0^t u^\ast_\mu(z) dz, \quad (t > 0).
\]

Example 11 In closely related work Garsia and his collaborators (cf. [43], [44], [45] and the references therein) obtained related inequalities. For example, in [44] and [45] for functions defined on the unit \(n\)-cube, and using signed rearrangements with respect the Lebesgue measure

\[
f^\ast(x) - f^\ast(1/2) \leq c \int_x^1 \omega_L^p(t^{1/n}, f) \frac{dt}{t^{1/p}}, \quad x \in (0, \frac{1}{2}],
\]

where \(\omega_L^p(t, f)\) the \(L^p\) modulus of continuity. The extension from dimension 1 to dimension \(n\) in these works was done through highly non trivial combinatorial inequalities (cf. [43]).

In this context we can ask similar questions to those posed in Example 10.

Example 12 In the work of Garsia and his collaborators one also finds another interesting use of rearrangement inequalities to extract continuity. Through a change of scale argument, inequalities on rearrangements were used, for example, to prove versions of Morrey’s Sobolev theorem. For example, in the one dimensional case (cf. [43], [45], [43]) we have

\[
|f(x) - f(y)| \leq 2c \int_0^{\frac{|x-y|}{1/p}} \omega_L^p(t, f) \frac{dt}{t}; \quad x, y \in [0, 1].
\]
We now adapt the change of scale argument of Garsia et. al. combined with the rearrangement inequality \([17]\) in the context of the unit cube to prove a version of Morrey’s theorem. First, let us stipulate (cf. \([79]\)) that one can rewrite the rearrangement inequality \((17)\) in terms of signed rearrangements (i.e. we rearrange \(f\) rather than its absolute value). Suppose that \(p > n\), and let \(f \in W^1_1(0,1)^n\). Starting with the fundamental theorem of calculus

\[
 f^{ss}(0) - f^{ss}(1) = \int_0^1 (f^{ss}(t) - f^s(t)) \frac{dt}{t}
\]

and the corresponding version of \((17)\)

\[
 f^{ss}(t) - f^s(t) \leq c_n t \min(t, 1-t)^{1-1/n} |\nabla f|^{**}(t), \quad 0 < t < 1,
\]

we see that

\[
 f^{ss}(0) - f^{ss}(1) \leq c_n \int_0^1 |\nabla f|^{**}(t) \frac{dt}{\min(t, 1-t)^{1-1/n}} \leq c_n \|\nabla f\|_{L^p} \left\| \frac{1}{\min(t, 1-t)^{1-1/n}} \right\|_{L^{p'}(0,1)} \quad \text{(by Hölder’s inequality)}
\]

\[
 = C_{n,p} \|\nabla f\|_{L^p}.
\]

This works of course because for \(p > n\), \(\left\| \frac{1}{\min(t, 1-t)^{1-1/n}} \right\|_{L^{p'}} < \infty\). Now (recall we are working with signed rearrangements) since \(f^{ss}(0) = \text{ess sup}_{x \in (0,1)^n} f\), and \(f^{ss}(1) = \int_0^1 f\), it thus follows that

\[
 \text{ess sup}_{x \in (0,1)^n} f - \int_0^1 f = f^{ss}(0) - f^{ss}(1) \leq C_{n,p} \|\nabla f\|_{L^p}. \quad (32)
\]

Applying \((32)\) now to \(-f\) yields

\[
 \int_0^1 f - \text{ess inf}_{x \in (0,1)^n} f \leq C_{n,p} \|\nabla f\|_{L^p}. \quad (33)
\]

Therefore, adding \((32)\) and \((33)\) we obtain

\[
 \text{Osc}(f; (0,1)^n) := \text{ess sup}_{x \in (0,1)^n} f - \text{ess inf}_{x \in (0,1)^n} f \leq 2C_{n,p} \|\nabla f\|_{L^p}.
\]

Now, we scale: Apply the previous argument to the restriction of \(f\) to a subcube \(Q, f_{\chi_Q}\). We obtain

\[
 \text{Osc}(f; Q) \leq c_{n,p} \left\| \frac{t}{\min(t, |Q| - t)^{1-1/n}} \right\|_{L^{p'}(0,|Q|)} \|\nabla f\|_{L^p(Q)}.
\]

By computation, it is now easy to see that we will have

\[
 |f(y) - f(z)| \leq c_{n,p} |y - z|^{(1-\frac{2}{p})} \|\nabla f\|_{L^p}, \text{ a.e. } y, z.
\]
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To carry out our program in metric measure spaces \((\Omega, d, \mu)\) we first need to find a replacement for the modulus of continuity. In \cite{79} we use the Peetre \(K\)-functional defined by

\[
K(t, f; X(\Omega), S_X(\Omega)) := \inf \left\{ \| f - g \|_{X(\Omega)} + t \| \nabla g \|_{X(\Omega)} : g \in S_X(\Omega) \right\},
\]

where for a rearrangement invariant space \(X(\Omega)\), \(S_X(\Omega) = \{ f \in \text{Lip}(\Omega) : \| \nabla f \|_{X(\Omega)} < \infty \}\). In the classical setting we have (cf. \cite{15}, \cite{16})

\[
K(t, f; X(\mathbb{R}^n), \dot{W}^1_X(\mathbb{R}^n)) := \inf \{ \| f - g \|_X + t \| \nabla g \|_X : g \in \dot{W}^1_X(\mathbb{R}^n) \}
\]

\[ \simeq \omega_X(t, f). \]

We can thus think of \(K(t, f; X(\Omega), S_X(\Omega))\) as generalized “modulus of continuity”, and we have (cf. \cite{79} and also \cite{85})

\begin{enumerate}[label=(\roman*)]
\item For all rearrangement invariant spaces \(X(\Omega)\), and for all \(f \in X(\Omega) + S_X(\Omega)\),
\[
f_{\mu}^s(t) - f_{\mu}(t) \leq 16 \frac{K \left( \frac{t}{\tau(t)}, f; X(\Omega), S_X(\Omega) \right)}{\phi_X(t)}, \quad t \in (0, \mu(\Omega)/2),
\] (34)
\item Conversely, suppose that \(G : (0, \mu(\Omega)) \to \mathbb{R}_+\) is a continuous function, which is concave and symmetric around \(\mu(\Omega)/2\), and that there exists a constant \(c > 0\) such that \cite{20} for all \(f \in X(\Omega) + S_X(\Omega)\),
\[
f_{\mu}^s(t) - f_{\mu}(t) \leq c \frac{K \left( \frac{t}{\tau(t)}, f; X(\Omega), S_X(\Omega) \right)}{t}, \quad t \in (0, \mu(\Omega)/2).
\] (35)
\end{enumerate}

Then, there exists a constant \(c > 0\) such that for all \(t \in (0, \mu(\Omega))\),

\[
G(t) \leq cI_{\Omega}(t).
\]

\footnote{Independently, and in parallel, A. Calderón and his student Oklander defined and studied the \(K\)-functional, and real interpolation, e.g. in Oklander’s thesis at the University of Chicago (cf. \cite{98}).}

\footnote{In other words we assume that \(33\) holds for \(X = L^1(\Omega)\), and with \(\frac{t}{\tau(t)}\) replacing \(\frac{1}{\tau(t)}\).}
Following the analysis of [79, Chapter 10], one can show that for a metric probability space \((\Omega, d, \mu)\), that satisfies our standard assumptions, the Garsia inequality (31) takes the following form,

\[
\begin{align*}
&f^*(x) - f^*(1/2) \\
&f^*(1/2) - f^*(1 - x) \}
\leq c \int_x^{1} K \left( \frac{\phi_X(t)}{\phi_X(f)} ; f; X(\Omega), S_X(\Omega) \right) dt, x \in (0, \frac{1}{2}].
\end{align*}
\]

(37)

For the scaling argument we outlined above we need an extra assumption. We say that an isoperimetric inequality relative to \(G\) holds, if there exists a positive constant \(C_G\) such that

\[
I_G(s) \geq C_G \min(I_{\Omega}(s), I_{\Omega}(\mu(G) - s)).
\]

We say that the metric measure space \((\Omega, d, \mu)\) has the uniform relative isoperimetric property, if there exist \(C > 0\), \(\delta > 0\), such that for any \(x \in \Omega\), and any open ball \(B_\alpha(x)\) centered on \(x\), with \(\mu(B_\alpha(x)) = \alpha (0 < \alpha < \delta)\), the relative isoperimetric profile \(I_{B_\alpha(x)}\) satisfies:

\[
I_{B_\alpha(x)}(s) \geq C \min(I_{\Omega}(s), I_{\Omega}(\alpha - s)), \quad 0 < s < \alpha.
\]

Then we have (cf. [79, Chapter 4])

**Theorem 14** Let \((\Omega, d, \mu)\) be a metric measure space that satisfies our standard assumptions and, moreover, has the relative uniform isoperimetric property. Let \(X\) be a r.i. space in \(\Omega\) such that

\[
\left\| \frac{1}{I_{\Omega}(s)} \right\|_{X'} < \infty.
\]

Then, if \(f \in X + S_X(\Omega)\) satisfies

\[
\int_0^{\mu(\Omega)} K \left( \phi_X(t) \left\| \frac{1}{I_{\Omega}(s)} \chi_{(0,t)}(s) \right\|_{X'}, f; X, S_X(\Omega) \right) \frac{dt}{t} < \infty,
\]

it follows that \(f\) is essentially bounded and essentially continuous.

For applications we need to have explicit computations of the relevant \(K\)-functional. We refer to [31], [32], [33] for a treatment of \(K\)-functionals in one dimensional Gaussian measure. For other relevant computations of \(K\)-functionals see the appendix of [79].

For further developments we must refer to [79]. In connection with this section we should also mention [115] and the references therein.

## 12 Higher Order Inequalities

In this section we work with Euclidean domains \(\Omega\) and measure spaces of the form \(d\mu(x) = w(x)dx\), and we formulate higher order pointwise inequalities by
iteration\footnote{The iteration of Sobolev inequalities is not a new idea (cf. \cite{87} Corollary 6.9/1 in page 379 and Theorem 7.6.5 in page 430, the novelty here, if any, is the iteration of pointwise rearrangement inequalities)} that extend our previous work in \cite{71} and \cite{96}. The basic inequality here reads as follows. We assume that $\int d\mu(x) < \infty$, and we let $I_{\mu} := I$, then for sufficiently smooth $f$ we have that for $k \geq 2$, (cf. \cite{82})

$$f^{**}(t) - f^{*}(t) \leq \frac{1}{(k-1)!} \frac{t}{I(t)} \int_t^{1/2} \left| d^k f \right|^{**} (u) \left( \frac{1}{I(u)} \left( \int_u^u \frac{dz}{I(z)} \right)^{k-1} \right) du$$

$$+ \frac{1}{(k-1)!} \sum_{j=1}^{k-1} \left( \frac{t}{I(t)} \left( \int_t^{1/2} \frac{dz}{I(z)} \right)^{k-j-1} \right) \left\| d^{k-j} f \right\|_1, \quad 0 < t < 1/2.$$

As a corollary we obtain,

$$f^{**}(t) \leq c_k \int_t^{1/2} \left| d^k f \right|^{**} (s) \frac{1}{I(s)} \left( \int_t^s \frac{dz}{I(z)} \right)^k ds + \sum_{j=1}^{k} c_j(t) \left\| d^{k-j} f \right\|_1, \quad 0 < t < 1/2;$$

where $c_j(t) = \left( \int_t^{1/2} \frac{dz}{I(z)} \right)^{k-j}$.

In particular, one can easily show that this result implies recent iterated inequalities that appeared in \cite{108}.

**Theorem 15** Let $X, Y$ r.i spaces. Suppose that the operator $T$ defined by

$$Tf(t) = \int_t^{1/2} f(u) \left( \int_t^u \frac{dz}{I(z)} \right)^k du,$$

is bounded from $X$ to $Y$. Then

$$\left\| u \right\|_Y \leq c \left( \left\| d^k f \right\|^{**} \right)_X + \sum_{j=1}^{k} \left\| d^{k-j} f \right\|_1.$$
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