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In order to improve the training effect of transportation technology professionals, this paper combines the intelligent digital signal processing method to process the data of the integration of production and education, and explores the training process of transportation technology professionals. In the process of data processing of industry-education fusion, this paper demodulates the nuclear magnetic resonance signal obtained after A/D conversion from the carrier frequency signal and places it at zero frequency. At the same time, this paper realizes the separation of the real part and the imaginary part of the nuclear magnetic resonance signal and constructs the digital sine table and digital cosine table of the carrier reference frequency. In addition, the data output by the ADC is subjected to quadrature detection to become two data signals, which are the in-phase component and the quadrature component. Finally, this paper constructs an intelligent analysis model. The simulation results show that the talent training method of intelligent transportation technology based on the integration of production and education has good effects, which can effectively improve the training effect of transportation technology professionals.

1. Introduction

Professional technology professionals are an important part of innovative talents. The so-called innovative talents refer to talents with innovative ability and innovative spirit, which are closely related to the following conditions. The first is to have solid basic knowledge and profound professional quality, accurately grasp the latest achievements and development trends of scientific and technological development in this field, and understand the necessary knowledge of adjacent disciplines and horizontal disciplines, which are the basic conditions for continuous innovation and contribution. The second is to have a very keen observation, to be able to discover and identify problems in a timely manner from the source, and to proactively promote the solution of cutting-edge and forward-looking problems. The third is to have rigorous scientific thinking ability and accurate comprehensive judgment ability to analyze and solve problems according to scientific laws. The fourth is to have the courage to innovate, to stand on the forefront of the tide to meet challenges, to face difficulties and solve problems, to dare to take the road that others have not taken, and not to hold back because of the fear of failure. In response to these conditions, high-level talents have a certain knowledge reserve and ability accumulation in their respective professional and technical fields, are sensitive to relevant information inside and outside the industry, and objectively have the foundation and conditions required for innovation. Therefore, from the perspective of the relevant elements of innovative ability and innovative spirit, innovative talents must exist in the professional and technology talent team [1]. This requires that the construction of talent team should focus on enhancing the innovation ability of talents and strengthen the construction of new talent team. Professional
technology professionals are the quintessence of transportation talents, and the key force and leader to realize the rapid, sustainable, and healthy development of transportation. However, there is an obvious shortage of top-notch talents in the field of highway and waterway transportation, and the proportion of professional technology talent with senior technical titles in the entire system is relatively low [2].

In a narrow sense, school-enterprise cooperation refers to enterprises and universities as the main body, on the basis of common interests, on the premise of resource sharing or complementary advantages, and through the exchange of information and materials to achieve common goals. In a broad sense, school-enterprise cooperation consists of basic innovation subjects, auxiliary subjects, and external environment. The auxiliary subjects include the government, financial institutions, consumers, etc., and each subject jointly realizes technology research and development and achievement transformation through interaction with the external environment [3]. School-enterprise cooperation refers to school-enterprise cooperation in a narrow sense [4]. With the popularization of higher education, university education has also changed its elite teaching mode. The increasing number of students has brought certain pressure to the teaching work of colleges and universities. School-enterprise cooperation is a supplement to the current mode of talent training in colleges and universities. It fully solves the contradiction between the lag between the training of talents in colleges and universities and the actual needs of enterprises. As one of the successful experiences of running schools in developed countries, this talent training model has been proven by many practices. It is a good model for cultivating applied talents with flexible operation mechanism and complementary resource advantages. It reflects schools and enterprises. The clear division of labor in theoretical knowledge teaching and vocational skills training reflects the close combination of theory and practice. Under the principle of resource sharing, through the cooperation of production and learning, production and education, it has cultivated enterprises that place equal emphasis on vocational skills and professional knowledge [5].

School-enterprise cooperation is an educational model based on professionalism and practice. In essence, it reflects the core elements of school-enterprise cooperation: the cooperative relationship between the government, enterprises, and schools. From the guidance of government laws and policies to promote healthy cooperative relations between schools and enterprises [6]. The study believes that school-enterprise cooperation requires the government to use administrative laws and regulations to guide and also requires government financial subsidies. Through the full integration of academia and industry, the output of school human resources can be directly connected with the needs of enterprises, so as to achieve the ultimate goal of school-enterprise cooperation [7]. At present, the cooperation between enterprises and universities is an inevitable trend of enterprises in the process of market competition and development. Realizing the integration of production, learning, and research between enterprises and universities, enterprises can obtain the support of school scientific research through the scientific and technological projects of school-enterprise cooperation, and then successfully convert their research results into economic benefits [8].

The main research route of this paper is shown in Figure 1.
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Figure 1: Research framework.

The system is divided into two categories, one is digital downconverter, which reduces the sampling rate, and the other is digital up-conversion, which increases the sampling rate. The digital receiving system of the production-education integration system mainly realizes the function of digital downconverter [17]. The digital downconverter is the extraction of fractional multiples, and there is another type of extraction of integer multiples. In the digital system of the integration of production and education, the sampling rate is reduced from 32MSPS to 2MSPS, so the digital downconverter technology of integer multiple extraction is applied [17].

Multistage sampling rate conversion is applied in the digital receiving system of the production-education fusion system. The multistage sampling rate transformation has the following characteristics. It reduces the amount of computation, reduces the amount of storage, simplifies the design of the filter, reduces the requirements for the transition bandwidth of each stage, and can reduce the finite word length effect of digital quantities. There are advantages as well as disadvantages. The system is more complex and uses more storage space; the control system is more complex.

In general, the multilevel implementation is still more efficient, as can be seen in the following example, multilevel is more efficient than single-level. According to the design method of the equiripple filter in the previous section, the sampling frequency of the input signal \( x \) (\( n \)) is 10 KHz, the sampling frequency of the output signal \( y \) (\( m \)) is 100 Hz, and the sampling factor is \( M = 100 \). Its passband is from 0 to 45 Hz, the transition bandwidth is 5 Hz, the passband ripple is 0.01, and the stopband ripple is 0.001. The system needs to perform 50,800,000 multiplication operations per second. Due to the extraction, the extracted signal does not participate in the operation, so the system actually performs 254,000 multiplication operations per second [18].

The system is divided into two stages to complete the operation, assuming that the extraction factor of the first stage is 50, and the extraction factor of the second stage is 2, which also completes the work of the total extraction factor of 100. Then, the transition bandwidth of the first stage is from 45 Hz to 150 Hz, and the transition bandwidth of the second stage is from 45 Hz to 50 Hz. The order \( N_1 = 263 \) of the first-stage filter can calculate the calculation amount of the first-stage 52600 MPS. The second-stage filter order \( N_2 = 110 \), the calculation amount is 1000 MPS, and the total calculation amount is 63600 MPS. If the symmetrical characteristics are considered, the total calculation amount is 318000 MPS. It can be seen that the amount of calculation is reduced by eight times [19].

First, it can be seen that the reason for the reduction in the amount of multistage decimation operations is that the order \( N \) of the filter is proportional to \( D_{\text{co}}(\delta_p, \delta_s) \) and \( F \), and inversely proportional to the transition bandwidth \( \Delta F \) of the filter. For the previous example, in the first stage, although the decimation rate is large, the transition bandwidth is also large, which reduces the order of the filter. In the second stage, the decimation rate has been reduced, and even if the transition bandwidth is small, it can be seen that the filter order is still reduced. In a multistage system, the amount of computation at each stage is greatly reduced [20]. In a multistage system, the transition bandwidth of each stage is determined according to the sampling rate. Therefore, the last stage of the multi-stage system can only be realized by using an FIR filter. The reason is that the transition bandwidth of the last stage is determined according to the design requirements and has nothing to do with the sampling rate.

The structure of sampling rate transformation is not as simple as mentioned above, here is just a brief introduction, we can intuitively see the benefits of multilevel operations. In the following chapters, we will continue to discuss the specific implementation of multilevel transformation. It involves the number of decimation stages, the decimation factor, the selection of filters at all levels, and the realization of filters [21].

If the total decimation factor of the decimator is \( M \), the sampling rate of the \( i \)-stage output can be expressed as [22]:

\[
F_i = \frac{F_{i-1}}{M_i}, \quad i = 1, 2, 3 \ldots
\]  

(1)

If the initial input sample rate is \( F_0 \) and the final output sample rate is \( F_1 \), then

\[
F_1 = \frac{F_0}{\prod_{i=1}^{I} M_i} = \frac{F_0}{M}
\]  

(2)

The useful frequency range of the output signal \( y \) (\( m \)) is defined as follows:
Figure 2: No aliasing and aliasing spectrum in transition band. (a) No aliasing in the transition. (b) Aliasing is allowed in the transition.

Figure 3: Schematic diagram of the workflow of the multistage decimation filter.

0 ≤ f ≤ F_p, passband,

\[ F_p ≤ f ≤ \frac{F_s}{2} \] belt of transition.

As can be seen from Figure 2, the stopband edge frequency is required to be less than or equal to \( \frac{F_s}{2} \), and Figure 2(a) is the case of \( \frac{F_s}{2} \), so that the entire baseband of \( y (m) \) is prevented from being aliased. In actual design, great attention should be paid to this point, and the baseband signal must be well protected, otherwise the desired signal cannot be recovered, because once aliasing occurs, it cannot be removed. For any other frequency band except baseband, aliasing is allowed in the design of the previous stage. The reason is that subsequent processing can eliminate aliasing [23].

In Figure 2(b), aliasing is allowed in regions larger than \( F_p \). At this time, \( \left( \frac{F_s}{2} \right) ≤ f ≤ \frac{F_s}{2} \) can be applied so that a filter with a wider transition band can be used. The advantage is to reduce the order of the filter and reduce the amount of calculation, but the baseband signal must be well protected and cannot be interfered.

The block diagram of the multistage decimation filter and the frequency spectrum of each stage are shown in Figure 2. After the signal is extracted by \( M_i \) times of the first stage, aliasing will occur, and the aliasing area is limited between \( F_s \) and \( \frac{F_s}{2} \). It is to protect the baseband signal from aliasing.

0 ≤ f ≤ \( F_p \), Level 1 bandpass,

\[ F_p ≤ f ≤ F_1 - F_s, \] First stage transition zone,

\[ F_1 - F_s ≤ f ≤ \frac{F_0}{2}, \] First stage stopband.

In the second stage processing, the baseband signals 0 to \( F_s \) are also protected to avoid aliasing. For all levels in the system [24],

\[ 0 ≤ f ≤ F_p, \] Class I passband,

\[ F_i - F_s ≤ f ≤ \frac{F_{i+1}}{2}, \] Stage I stopband.

It can be seen from Figure 3 that the transition bandwidth of the last stage is the same as that of the single-stage system, because the computation load here has been greatly reduced by the multistage processing.

In addition to paying attention to the various requirements of the frequency band, it is also necessary to pay attention to the amplitude index, otherwise the useful signal will be difficult to identify, that is to say, the signal can be annihilated by the noise in the passband. Formula (6) gives the requirement of the passband amplitude index, and formula (7) gives the requirement of the stopband amplitude index.

\[ 1 - \delta_p ≤ |H_{1p}(e^{i2\pi f/F_s})| ≤ 1 + \delta_p, \quad f ∈ \text{passband}, \quad \text{(6)} \]

\[ 0 ≤ |H_{1p}(e^{i2\pi f/F_s})| ≤ \delta_s, \quad f ∈ \text{stop band}. \quad \text{(7)} \]

Spectrum diagram of decimation filter at all levels is shown in Figure 4.

The passband ripple \( \delta_p \) is the maximum excursion from 1.0, the stopband ripple \( \delta_s \) is the maximum excursion from 0.0, and \( F \) is the sample rate of the filter [25].

\[ |H_0(e^{i2\pi f/F_s})| = \left| \prod_{i=1}^{I} H_i(e^{i2\pi f/F_{s+i}}) \right|, \quad f ∈ \text{passband}. \quad \text{(8)} \]

The \( H_i(e^{i2\pi f/F_{s+i}}) \) pair is the system function of the first stage filter, and the \( H_0(e^{i2\pi f/F_s}) \) pair is the total system function. If under approximately ideal conditions, that is, the passband of the filter can be well matched, \( \delta_p \) can be much smaller than 1, then there is:
Figure 4: Spectrum diagram of decimation filter at all levels. (a) The first level of filtering parameters. (b) The second level of filtering parameters. (c) The $i$th level of filtering parameters.

Figure 5: Flowchart of the three-stage extraction system.
1 − Iδ_P ≤ \left| H_0\left(e^{j2\pi f/F_i}\right) \right| ≤ 1 + Iδ_P. \quad (9)

Therefore, in order to compensate for the increase of the band-pass ripple with the increase of the number of stages, the amplitude of each stage of the filter must meet the requirements of formula (10).

\[ \frac{1 − \delta_P}{I} \leq \left| H_i\left(e^{j2\pi f/F_{i−1}}\right) \right| \leq \frac{1 + \delta_P}{I}. \quad (10) \]

In this way, the passband ripple of each stage, that is, the amplitude index, can meet the design requirements.

For resistance bands, it is different. The reason is that when the two stop bands overlap, the stop band ripple will be reduced. Therefore, no special treatment is required for it.

2.2. Control System of Digital Downconverter. This chapter mainly describes the control structure of the digital downconverter in the digital receiving system of the production-education fusion system. In the realization of the system, the amount of computing, storage, and cost of the system is minimized. Figures 4 and 5 show the flow chart and structure diagram of the three-stage extraction system, respectively.

As can be seen from Figure 6, each stage has system functions and sampled values to operate. These system functions are the impulse responses of the filters. These filters can be comb filters, half-band filters, and FIR filters.

According to the above conclusions, this design scheme is adopted in the digital receiving system of the integration of production and education. The first stage is an integrator.
2.3. Quadrature Detection of Digital Downconverters. The band-pass signal quadrature detection is the first link of the digital receiving system of the production-education fusion system, as shown in the figure, and its purpose is to move the spectrum of the digital signal. The band-pass signal becomes a baseband signal for subsequent processing. The sampling rate of the signal processed by the quadrature detection does not decrease. At this time, the sampling rate of the signal is the sampling rate of the band-pass signal \( f_s = 32 \text{MSPS} \). For the useful signal, the sampling rate of 32 MSPS produces too many useless signals. Moreover, the quadrature detection does not have the function of sampling rate conversion.

The received signal \( x(n) \) is the modulated signal. The purpose is to restore the original signal. First, it needs to demodulate the received signal \( x(n) \) and use the NCO digital oscillator to generate the local oscillator signal \( e^{-j\omega_0 n} \). Moreover, it demodulates \( x(n) \) to obtain the in-phase component \( a(n) \) and the quadrature component \( b(n) \), respectively, as shown in Figure 6. After that, through the filter, the desired \( y(m) \) is obtained, as in formula (11).

\[
a(n) + jb(n) = [x(n)\cos(\omega_0 n) - jx(n)\sin(\omega_0 n)] * h(n).
\]

In formula (11), \( a(n) = x(n)\cos(\omega_0 n) \) is the quadrature component and \( b(n) = x(n)\sin(\omega_0 n) \) is the in-phase component. That is, the signal is decomposed into real part signal and imaginary part signal, and the two groups of signals are processed separately, which is beneficial to improve the operating frequency of the system, and finally the required signal can be obtained through logical operation. It can be seen that the frequency of the modulating signal is \( \omega \), and the frequency of the demodulating signal is \( \omega_0 \), so there is a problem.

\[
x(n)e^{-j\omega_0 n} = \bar{x}(n)e^{-j(\omega + \omega_0) n}.
\]

If the condition \( (\omega + \omega_0 = 0) \) is satisfied, the original signal can be completely recovered, otherwise the original signal cannot be recovered. This part of the content involves the content of digital modulation and demodulation, and will not be repeated here. At this time, the modulated signal is demodulated into a baseband signal.

The first step in the operation of processing a digitized NMR signal is to detect it in quadrature. The so-called quadrature detection is to demodulate the nuclear magnetic resonance signal obtained after A/D conversion from the carrier frequency signal and place it at the zero frequency, and simultaneously realize the separation of the real part and the imaginary part of the nuclear magnetic resonance signal, as shown in Figure 7.

In order to realize quadrature detection, the digital sine table and digital cosine table of the carrier reference frequency should be constructed first. Then, a set of A/D data is multiplied with the digitized sine table and cosine table, respectively, to obtain the real and imaginary components of the nuclear magnetic resonance signal without the carrier signal. This is what a numerically controlled oscillator (NCO) does.

In the 0.35 TMRI system, since the carrier frequency is \( f = 14.9 \text{MHz} \), the carrier phase offset is 312.5 KHz. In order to obtain the digitized carrier, a carrier signal with a frequency of 14.9 MHz should be sampled first. In order to satisfy the sampling theorem, the sampling frequency is determined to be \( f = 32 \text{MHz} \). The carrier reference frequency and carrier reference phase offset are input to the numerically controlled oscillator, so that the digital sine table (cosine table) can be obtained.

In the digital receiving system of the industry-education fusion system, there is another way to use the output of the frequency synthesizer (DDS) of the transmission system of the industry-education fusion system directly serves as the receiver carrier reference. It directly applies the digital sine table (cosine table) of the transmission system of the production-education fusion system to the receiving system of the production-education fusion system, and the two use the same digital sine table (cosine table). This eliminates the need for a digital oscillator block.

The data output by the ADC is subjected to quadrature detection to become two data signals, which are the in-phase component and the quadrature component. The benefits of this are reduced data volume, faster processing, and higher signal ratios. The sampling rate of the quadrature-detected signal is not reduced, and the amount of useless data is too large for the back-end signal processing. This is an “over-sampling” situation, and the data must be properly decimated and filtered to achieve a suitable sampling rate.
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3. Research and Analysis on the Cultivation of Intelligent Transportation Technology Professionals under the Background of Integration of Production and Education

The motivation for constructing the curriculum system of “integration of production and education” is that the transportation technology specialty can choose the appropriate curriculum system construction ideas for the specialty according to the specialty characteristics and the enterprise employment needs. The curriculum system includes four stages of designing curriculum content, curriculum system construction, curriculum platform construction, and curriculum evaluation. Of course, according to the actual requirements of the enterprise for vocational skills, these professional skills and professional qualities derived from the actual production process of the enterprise are integrated into the design of the curriculum content, and then a complete independent curriculum system is formed, and the curriculum system is integrated to form a curriculum platform. After the platform of the course is built, the course resources can be used by teachers in the teaching process. Finally, the relevant departments of teaching management will carry out the course assessment to form and improve the course assessment standards. The training process of intelligent transportation technology professionals under the background of integration of production and education is shown in Figure 8.

The model in this paper can be applied to the training model of intelligent transportation talents, and the existing teaching system can be optimized and fault detected through the filter, so as to further improve the training effect of intelligent transportation talents.

This paper obtains data through the network, and combines the model of this paper to analyze the training effect of intelligent transportation technology professionals, and explores the reliability of the model in this paper. The simulation test results are shown in Figure 9.

As can be seen from Figure 9, this paper uses the simulation model to evaluate the effect of intelligent transportation technology professional personnel training. From the simulation evaluation results, the lowest evaluation result is 77.0163 and the highest is 85.9971. From the simulation results, the talent training effect of the model in this paper is very good.

From the simulation results in Figure 8, it can be seen that the talent training method of intelligent transportation technology based on the integration of production and education has a good effect and can effectively improve the training effect of transportation professionals.

School-enterprise cooperation is the only way in the development of vocational education, and it is also a bridge between the development of vocational education and economic development. School-enterprise cooperation cultivates comprehensive talents with professional knowledge and professional skills, and the state should increase the implementation of school-enterprise cooperation in vocational education. At the same time, the existing laws and regulations and related guarantee systems should be refined, and the government should also promote the in-depth development of school-enterprise cooperation according to local conditions. It can carry out vocational education to a farther and broader level. Combining the intelligent model for talent training data processing is conducive to further improving the training effect of intelligent transportation technical talents.

4. Conclusion

The transportation industry is a basic industry for social development and national economic development, and it is also a leading industry, and a smooth transportation network is prerequisite for promoting economic development and social progress. This paper combines the intelligent digital signal processing method to process the data of the integration of industry and education, and explores the training process of transportation technology professionals. Call it out and place it at the zero frequency, and realize the separation of the real part and the imaginary part of the nuclear magnetic resonance signal at the same time, construct a digital sine table and a digital cosine table of the carrier reference frequency, and convert the data output by the ADC into two channels after quadrature detection. The data signals are the in-phase component and the quadrature component, respectively. We establish an intelligent analysis model to evaluate the training effect of transportation talents. This paper combines the intelligent digital signal processing method to process the data of the integration of production and education, and explores the training process of transportation technology professionals. From the simulation results, it can be seen that the talent training method of intelligent transportation technology based on the integration of production and education has good effects, which can effectively improve the training effect of transportation professionals.

In this paper, the research on the specific functions of the government on school-enterprise cooperation is often based on qualitative research, and there is still a lack of quantitative model calculations. In addition, there are still some deficiencies in the construction of intermediary institutions for...
school-enterprise cooperation and the research on school-enterprise cooperation policies. A series of relevant policy measures have been proposed to determine whether they can truly help the government functions in the process of school-enterprise cooperation. Effective play and provide important help, which is also a question that needs to be carefully considered in this paper.

Data Availability

The labeled dataset used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The research is supported by 2022 Hubei Zhonghua Vocational Education Society Research Project “Innovation and Practice of Intelligent Transportation Technology Professional Talent Training Based on the Integration of Industry and Education” (No. HBZJ2022208).

References

[1] J. Zhang, Z. Chen, Z. Xu, M. Du, W. Yang, and L. Guo, “A distributed collaborative urban traffic big data system based on cloud computing,” IEEE Intelligent Transportation Systems Magazine, vol. 11, no. 4, pp. 37–47, 2018.

[2] E. Carter, P. Adam, D. Tsakis, S. Shaw, R. Watson, and P. Ryan, “Enhancing pedestrian mobility in smart cities using big data,” Journal of Management Analytics, vol. 7, no. 2, pp. 173–188, 2020.

[3] J. Stipancic, L. Miranda-Moreno, A. Labbe, and N. Saunier, “Measuring and visualizing space–time congestion patterns in an urban road network using large-scale smartphone-collected GPS data,” Transportation letters, vol. 11, no. 7, pp. 391–401, 2019.

[4] L. Zheng, D. Xia, L. Chen, and D. Sun, “Understanding citywide resident mobility using big data of electronic registration identification of vehicles,” IEEE Transactions on Intelligent Transportation Systems, vol. 21, no. 10, pp. 4363–4377, 2020.

[5] T. M. Brennan, R. A. Gurriell, A. J. Bechtel, and M. M. Venigalla, “Visualizing and evaluating interdependent regional traffic congestion and system resiliency, a case study using big data from probe vehicles,” Journal of Big Data Analytics in Transportation, vol. 1, no. 1, pp. 25–36, 2019.

[6] C. Yang, K. Clarke, S. Shekhar, and C. V. Tao, “Big spatio-temporal data analytics: a research and innovation Frontier,” International Journal of Geographical Information Science, vol. 34, no. 6, pp. 1075–1088, 2020.

[7] D. Kumar, H. Wu, S. Rajasegarar, C. Leckie, S. Krishnaswamy, and M. Palaniswami, “Fast and scalable big data trajectory clustering for understanding urban mobility,” IEEE Transactions on Intelligent Transportation Systems, vol. 19, no. 11, pp. 3709–3722, 2018.

[8] J. Grayson, “Big data analytics and sustainable urbanism in Internet of Things-enabled smart governance,” Geopolitics, History, and International Relations, vol. 12, no. 2, pp. 23–29, 2020.

[9] N. G. Kufinova, A. V. Ostroukh, M. Y. Karelina, E. N. Matyukhina, and E. U. Akhmetzhanova, “Hybrid smart systems for big data analysis,” Russian Engineering Research, vol. 41, no. 6, pp. 536–538, 2021.

[10] L. Cai, Y. Zhou, Y. Liang, and J. He, “Research and application of gps trajectory data visualization,” Annals of Data Science, vol. 5, no. 1, pp. 43–57, 2018.

[11] C. Celes, A. Boukerche, and A. A. F. Loureiro, “Crowd management: a new challenge for urban big data analytics,” IEEE Communications Magazine, vol. 57, no. 4, pp. 20–25, 2019.

[12] Z. Shan, Z. Pan, F. Li, H. Xu, and H. Xu, “Visual analytics of traffic congestion propagation path with large scale camera data,” Chinese Journal of Electronics, vol. 27, no. 5, pp. 934–941, 2018.

[13] X. Kong, M. Li, J. Li, K. Tian, X. Hu, and F. Xia, “GoPFun: an urban co-occurrence pattern mining scheme based on regional function discovery,” World Wide Web, vol. 22, no. 3, pp. 1029–1054, 2019.

[14] T. F. Welch and A. Widita, “Big data in public transportation: a review of sources and methods,” Transport Reviews, vol. 39, no. 6, pp. 795–818, 2019.

[15] P. Chen, “Visualization of real-time monitoring datagraphic of urban environmental quality,” Eurasip Journal on Image and Video Processing, vol. 2019, no. 1, pp. 42–49, 2019.

[16] Y. Zhou, B. P. L. Lau, C. Yuen, B. Tunçer, and E. Wilhelm, “Understanding urban human mobility through crowdsensed data,” IEEE Communications Magazine, vol. 56, no. 11, pp. 52–59, 2018.

[17] D. T. Ayentimi, J. Burgess, and K. Dayaram, “Skilled labour shortage: a qualitative study of Ghana’s training and apprenticeship system,” Human Resource Development International, vol. 21, no. 5, pp. 406–424, 2018.

[18] W. F. Cascio, “Training trends: macro, micro, and policy issues,” Human Resource Management Review, vol. 29, no. 2, pp. 284–297, 2019.

[19] R. R. Iscandarov, “Talent management as a method of development of the human capital of the company,” Revista San Gregorio, no. 25, pp. 107–113, 2018.

[20] E. A. Timmerman, G. J. P. Savelsbergh, and D. Farrow, “Creating appropriate training environments to improve technical, decision-making, and physical skills in field hockey,” Research Quarterly for Exercise & Sport, vol. 90, no. 2, pp. 180–189, 2019.

[21] K. Zhang, H. B. Zhu, and U. S. Ogbodo, “Review on innovation and entrepreneurship education in Chinese universities during 2010-2015,” Eurasia Journal of Mathematics, Science and Technology Education, vol. 13, no. 8, pp. 5939–5948, 2017.

[22] M. M. Alayoubi, M. J. Al Shobaki, and S. S. Abu-Naser, “Strategic leadership practices and their relationship to improving the quality of educational service in Palestinian
Universities,” *International Journal of Business Marketing and Management (IJBMM)*, vol. 5, no. 3, pp. 11–26, 2020.

[23] X. Cheng, L. Su, and A. Zarifis, “Designing a talents training model for cross-border e-commerce: a mixed approach of problem-based learning with social media,” *Electronic Commerce Research*, vol. 19, no. 4, pp. 801–822, 2019.

[24] M. E. Clark, K. McEwan, and C. J. Christie, “The effectiveness of constraints-led training on skill development in interceptive sports: a systematic review,” *International Journal of Sports Science & Coaching*, vol. 14, no. 2, pp. 229–240, 2019.

[25] L. Rasca, “Employee experience— an answer to the deficit of talents, in the fourth industrial revolution,” *Calitatea*, vol. 19, no. S3, pp. 9–14, 2018.

[26] N. S. Kolman, T. Kramer, M. T. Elferink-Gemser, B. C. H. Huijgen, and C. Visscher, “Technical and tactical skills related to performance levels in tennis: a systematic review,” *Journal of Sports Sciences*, vol. 37, no. 1, pp. 108–121, 2019.