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ABSTRACT

Radio emission is a key indicator of star formation activity in galaxies, but the radio luminosity–star formation relation has to date been studied almost exclusively at frequencies of 1.4 GHz or above. At lower radio frequencies, the effects of thermal radio emission are greatly reduced, and so we would expect the radio emission observed to be completely dominated by synchrotron radiation from supernova-generated cosmic rays. As part of the LOFAR Surveys Key Science project, the Herschel-ATLAS NGP field has been surveyed with LOFAR at an effective frequency of 150 MHz. We select a sample from the MPA-JHU catalogue of Sloan Digital Sky Survey galaxies in this area: the combination of Herschel, optical and mid-infrared data enable us to derive star formation rates (SFRs) for our sources using spectral energy distribution fitting, allowing a detailed study of the low-frequency radio luminosity–star formation relation in the nearby Universe. For those objects selected as star-forming galaxies (SFGs) using optical emission line diagnostics, we find a tight relationship between the 150 MHz radio luminosity ($L_{150}$) and SFR. Interestingly, we find that a single power-law relationship between $L_{150}$ and SFR is not a good description of all SFGs: a broken power-law model provides a better fit. This may indicate an additional mechanism for the generation of radio-emitting cosmic rays. Also, at given SFR, the radio luminosity depends on the stellar mass of the galaxy. Objects that were not classified as SFGs have higher 150-MHz radio luminosity than would be expected given their SFR, implying an important role for low-level active galactic nucleus activity.
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1 INTRODUCTION

The star formation rate (SFR) of a galaxy is a fundamental parameter of its evolutionary state. Various SFR indicators of galaxies have been used in the literature over the years: for recent reviews, see Kennicutt & Evans (2012) and Calzetti (2013). In particular, two important SFR calibrations have been derived using the infrared (IR) and radio continuum emission from galaxies. In the first of these, optical and ultraviolet emission from young stars (age ranges 0–100 Myr with masses up to several solar masses) is partially absorbed by dust and re-emitted in the far-infrared (FIR). The thermal FIR emission thus provides a probe of the energy released by star formation. On the other hand, radio emission from normal galaxies (the radio energy source is star formation, not due to accretion of matter on to a supermassive black hole, e.g. Condon 1992) is a combination of free–free emission from gas ionized by massive stars and synchrotron emission that arises from cosmic ray electrons accelerated by supernova explosions, the end products of massive stars.
stars. Thus, radio emission (from normal galaxies) can be used as probe of the recent number of massive stars and therefore as a proxy for the SFR.

Since these processes trace star formation, one would naturally expect to see a correlation between the radio and FIR emission. van der Kruit (1971, 1973) showed that such a correlation exists and is linear across this luminosity range. On the other hand, a number of studies (e.g. Bell 2003; Boyle et al. 2007; Beswick et al. 2008) have argued that at low luminosities the FIRC may deviate from the well-known tight correlation due to the escape of the cosmic ray electrons [CR\textsubscript{e}] as a result of the small sizes of these galaxies. Although there are various factors that affect the results obtained in these studies, one contributing factor to the contradictory results might be the fact that the samples used are selected from flux-limited surveys carried out at different wavelengths (we discuss this issue in more detail in Section 4.1.2).

The naïve explanation of the linearity of the FIRC assumes that galaxies are electron calorimeters (all of their energy from CR\textsubscript{e}s radiated away as radio synchrotron before these electrons escape the galaxy) and UV calorimeters (galaxies are optically thick in the UV light from young stars so that the intercepted UV emission is re-radiated in the FIR: Völk 1989). Of these two explanations, the latter one at least is most likely incorrect, because the observed UV luminosities and the observed FIR luminosities from star-forming galaxies (SFGs) are similar to each other (e.g. Bell 2003; Martin et al. 2005); see also Overzier et al. 2011; Takeuchi et al. 2012; Casey et al. 2014. This particularly breaks for low-mass galaxies where the obscuration of star formation appears to be lowest (e.g. Bourne et al. 2012a). Furthermore, the electron calorimetry model might not hold for galaxies of Milky Way mass and below, as the typical synchrotron cooling time is expected to be longer than the inferred diffusion escape time of electrons in these galaxies (e.g. Lisenfeld, Voell & Xu 1996), implying that electrons may escape before they can radiate. Non-thermal radio emission has been observed in the haloes of spiral galaxies (e.g. Heesen et al. 2009) that directly shows that the diffusion escape time of electrons is comparable to the typical energy loss time-scale in some cases.

Non-calorimeter theories have also been proposed (Helou & Bicay 1993; Niklas & Beck 1997; Lacki, Thompson & Quataert 2010), often invoking a combination of processes (a ‘conspiracy’) to explain the tightness of the FIRC. For example, Lacki et al. (2010) and Lacki & Thompson (2010) presented a non-calorimeter model taking into account different parameters (e.g. energy losses, the strength of the magnetic field, and gas density) as a function of the gas surface density and argued that the FIRC should break down for low surface brightness dwarfs due to the escape of CR\textsubscript{e}s. Such models imply that stellar mass (or galaxy size) has an effect in a non-calorimeter model, as the diffusion time-scale for CR\textsubscript{e}s depends on the size of a galaxy.

To date the radio luminosity–SFR relation and the FIRC have been studied almost exclusively at GHz bands (e.g. Yun et al. 2001; Davies et al. 2017), because sensitive radio surveys have mostly been carried out at these radio frequencies (e.g. Becker, White & Helfand 1995; Condon et al. 1998). Due to the lack of available data, in most previous work the radio luminosity of SFGs has been considered as a function of SFR only. However, there is a well-known tight relation (the ‘main sequence’ of star formation) that has been observed between SFR and stellar mass of SFGs with a ~0.3 dex scatter (e.g. Noeske et al. 2007). This relation holds for SFGs in the local Universe (e.g. Brinchmann et al. 2004; Elbaz et al. 2007a) and most likely evolves with redshift (e.g. Karim et al. 2011; Johnston et al. 2015). This tight relation gives an additional argument that the mass or size of the host galaxy should be taken into account when considering the radio luminosity–SFR relation.

With new radio interferometer arrays such as the Low Frequency Array (LOFAR; van Haarlem et al. 2013), we are able to move towards lower radio frequencies, where the contribution to the radio luminosity from thermal free–free emission becomes increasingly negligible, although synchrotron self-absorption might become more important (e.g. Israel, Mahoney & Howarth 1992; Kapińska et al. 2017; Schober, Schleicher & Klessen 2017). In addition, with the increasing number of surveys at other wavebands, it is possible to use multiwavelength data sets to derive galaxy properties (such as SFR and galaxy mass etc.) using spectral energy distribution (SED) modelling. Recently, Calistro Rivera et al. (2017) investigated the IR-radio correlation of radio selected SF galaxies over the Boötes field (Williams et al. 2016) using LOFAR observations and SED fitting and were able to show that SFGs show spectral flattening towards low radio frequencies [probably due to environmental effects and interstellar medium (ISM) processes].

The goal of the present paper is to investigate the relationship between low-frequency radio luminosity, using LOFAR observations at 150 MHz over the Herschel Astrophysical Terahertz Large Area Survey (H-ATLAS) North Galactic Pole (NGP) field (~142 square degrees), and the physical properties of galaxies such as SFR and stellar mass, using multiwavelength observations available over the field. The results obtained in this work will be crucial for the interpretation of future surveys.

The layout of this paper is as follows. A description of the sample, classification, and data are given in Section 2. Our key results are given in Section 3, where we present the results of our regression analysis using Markov-Chain Monte Carlo methods (MCMC) and stacking. In Section 4, we interpret our findings and summarize our work. Our conclusions are given in Section 5.

Throughout the paper, we use a concordance cosmology with \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_m = 0.3, \) and \( \Omega_{\Lambda} = 0.7. \) Spectral index \( \alpha \) is defined in the sense \( S \propto \nu^{-\alpha}. \)

## 2 DATA

### 2.1 Sample and emission-line classification

To construct our sample, we selected galaxies from the seventh data release of the Sloan Digital Sky Survey (SDSS DR7; Abazajian et al. 2009) catalogue with the value-added spectroscopic measurements produced by the group from the Max Planck Institute for Astrophysics, and the John Hopkins University (MPA-JHU)\(^1\) in the H-ATLAS (Eales et al. 2010) NGP field. This provided a parent sample of 16 943 SDSS galaxies over the HATLAS/NGP field. Since the radio maps do not fully cover the H-ATLAS/NGP

\(^1\) http://www.mpa-garching.mpg.de/SDSS/
field only, 15,088 sources (out of 16,943 galaxies) have a measured LOFAR flux density, spanning the redshift range of $0 < z < 0.6$. The sample does not include quasars because they outshine the host galaxies for these objects that makes it difficult to study the host galaxy properties.

Best & Heckman (2012, BH12 hereafter) have constructed a radio-loud active galactic nucleus (AGN) sample by combining the MPA-JHU sample with the National Radio Astronomy Observatory (NRAO) Very Large Array (VLA) Sky Survey (NVSS; Condon et al. 1998) and the Faint Images of the Radio Sky at Twenty centimetres (FIRST) survey (Becker et al. 1995) following the methods described by Best et al. (2005) and Donoso, Best & Kauffmann (2009).

Here, we briefly summarize their methods: further details are given by the cited authors. First, each SDSS source was checked to see whether it has an NVSS counterpart: in the case of multiple-NVSS-component matches the integrated flux densities were summed to obtain the flux density of a radio source. If there was a single NVSS match, then the FIRST counterparts of the source were checked. If a single FIRST component was matched, the source was accepted or rejected based on the source’s FIRST flux. If there were multiple FIRST components the source was accepted or rejected based on its NVSS flux.

We first cross-matched the MPA-JHU sample with the BH12 catalogue in order to construct our radio AGN sub-sample (with 279 members). Some of these radio sources have emission-line classifications (i.e. they were classified by BH12 as high-excitation radio galaxies, HERGs, or low-excitation radio galaxies, LERGs). A number of radio sources have no clear emission-line classification and these are shown as HERG/LERG? (with 86 objects) in the corresponding tables and figures. The remaining galaxies from the 15,088 sources were classified as SFGs (with 4157 sources), Composite objects (with 1179 objects), Seyferts (with 328 objects), LINERs (with 117 members), and Ambiguous sources (341 members; these are objects that are classified as one type in the [N ii]/H $\alpha$] diagram and another type in the [S ii]/H $\alpha$] diagram using the modified BPT-type (Baldwin, Phillips & Terlevich 1981) emission-line diagnostics described by Kewley et al. (2006)). This classification was carried out only using the following emission lines: [N ii] $\lambda 6584$, [S ii] $\lambda 6717$, H $\beta$, O iii $\lambda 5007$, and H $\alpha$. Composite objects were separated from star-forming objects using the criterion given by Kauffmann et al. (2003). It is necessary for objects to have the required optical emission lines – in our case H $\beta$, O iii $\lambda 5007$, H $\alpha$, [N ii] $\lambda 6584$, and [S ii] $\lambda 6717$ – detected at $3\sigma$ in order to classify galaxies accurately. This requirement limits the classification of SFGs to around $z \leq 0.25$: biases due to this selection are discussed in Section 2.2.1. As we move to higher redshifts ($z \geq 0.25$), we cannot detect strong optical emission lines from normal star-forming objects. Only a few high-redshift SFGs ($z > 0.25$) have optical emission lines detected at $3\sigma$ and these galaxies are probably starbursts at higher redshifts. A large number of galaxies, more than half the parent sample, are not detected in all the required optical emission lines at $3\sigma$, and those are therefore unclassified by these methods (with 8687 members). In order to make a direct comparison, we include only sources with $z \leq 0.25$ in figures in which we compare the different classes of galaxies.

2.2 Radio data

2.2.1 Flux densities at 150 MHz

LOFAR observed the H-ATLAS NGP field as one of several well-studied fields observed at the sensitivity and resolution of the planned LOFAR Two-Metre Sky Survey (Shimwell et al. 2017). The observations and calibration are described by Hardcastle et al. (2016, hereafter H16), but for this paper we use a new direction-dependent calibration procedure. This processing of the H-ATLAS data will be described in more detail elsewhere but, to summarize briefly, it involves replacing the facet calibration method described by H16 with a direction-dependent calibration using the methods of Tasse (2014a,b), implemented in the software package KILMS, followed by imaging with a newly developed imager DDF-Pipeline (Tasse et al. 2017) that is capable of applying these direction-dependent calibrations in the process of imaging. The H-ATLAS data were processed using the December 2017 version of the pipeline, DDF-Pipeline2, that is under development for the processing of the LoTSS survey (Shimwell et al. 2017; Shimwell et al. in preparation). The main advantage of this reproprocessing is that it gives lower noise and higher image fidelity than the process described by H16, increasing the point-source sensitivity and removing artefacts from the data, but it also allows us to image at a slightly higher resolution – the images used in this paper have a 6-arcsec restoring beam.

Radio flux densities at 150 MHz for all the SDSS galaxies in our sample (15,088 sources) were directly measured from the final full-bandwidth LOFAR maps. We took the flux extracted from the image in an aperture of 10 arcsec in radius for all MPA-JHU galaxies at the SDSS source positions, which was chosen considering the resolution of the LOFAR maps. With this extraction radius, the aperture correction is negligible. The noise-based uncertainties on these flux densities were estimated using the LOFAR rms maps: we discuss the flux scale and the checks we carried out on the forced-photometry method in Appendix A. To convert the 150-MHz flux densities to 150-MHz luminosities ($L_{150}$ in W Hz$^{-1}$), we adopt a spectral index $\alpha = 0.7$ [the typical value that was found by H16]. As mentioned above, the radio maps do not fully cover the H-ATLAS/NGP field: only 15,088 sources have a measured LOFAR flux density of which ~50 per cent were detected at the $3\sigma$ level. Counts and detection statistics of the whole sample with LOFAR flux measurements are given in Table 1. We consider only those sources with LOFAR flux density measurements (including non-detections) from now on.

Fig. 1 shows the 150-MHz luminosity distribution of the detected galaxies as a function of redshift. H16 showed that the radio luminosity function (at 150 MHz) of SFGs selected in the radio shows an evolution with redshift (within 0.0 $< z < 0.3$) that they suggest is a result of the known evolution of the SFR density of the Universe over this redshift range. As can be seen from Fig. 1, we include all SFGs in the sample with a similar redshift range (0.0 $< z < 0.3$), because this allows us to investigate any variation in the relations studied here for the star-forming populations with different luminosities at relatively low redshifts. We take into account possible degeneracies between redshift and luminosity when we interpret our results, but a priori we do not expect any particular change in the physics of individual galaxies over this redshift range, and it is that which drives the radio–SFR and radio–FIR correlations.

2.2.2 Flux densities at 1.4 GHz with FIRST

We obtained the FIRST (Becker et al. 1995) images and rms maps of the H-ATLAS/NGP field and, as for the LOFAR flux density measurements, we measured the flux densities at the source positions, also within an aperture 10 arcsec in radius. Uncertainties on these

\footnote{See http://github.com/mhardcastle/ddf-pipeline for the code.}
Table 1. The number of sources in the whole sample and in each population after optical emission-line classification, together with their 3σ detection rate in FIR, radio and both wavebands.

| Population type       | Classified | Herschel 3σ | LOFAR 3σ | Detected in both bands | Mₗ₆₈₆₄₅₀ good fit counts | Average stellar mass (M☉) | Average SFR (M☉ yr⁻¹) |
|-----------------------|------------|-------------|----------|-------------------------|---------------------------|---------------------------|------------------------|
| SFGs                  | 4157       | 3393        | 2369     | 2179                    | 3908                      | 1.71e+10                  | 2.21                   |
| Composites            | 1179       | 980         | 739      | 677                     | 1133                      | 6.10e+10                  | 2.22                   |
| Seyferts              | 328        | 205         | 201      | 148                     | 274                       | 7.74e+10                  | 0.91                   |
| RL AGN (HERGs/LERGs)  | 193        | 26          | 190      | 26                      | 172                       | 3.10e+11                  | 0.88                   |
| HERG/LERG?            | 86         | 5           | 86       | 5                       | 75                        | 3.61e+11                  | 2.19                   |
| LINERs                | 117        | 59          | 49       | 33                      | 109                       | 9.12e+10                  | 0.26                   |
| Unclassified by BPT   | 8687       | 2184        | 2880     | 1064                    | 8029                      | 1.54e+11                  | 0.54                   |
| Ambiguous             | 341        | 228         | 197      | 163                     | 317                       | 8.81e+10                  | 1.44                   |

Figure 1. Combined density/scatter figure showing the distribution of the luminosity at 150 MHz of all LOFAR-detected galaxies in the sample as a function of their redshifts. Colours and different symbols indicate different emission-line classes. Hexagons show the density of the two most populated classes, SFG (salmon) and objects unclassified on a BPT diagram (blue). Other sources are shown with a symbol for each object: these include composites (light green crosses), Seyferts (magenta crosses) and LINERs (open black squares) and Ambiguous sources (open triangle point down). Radio AGN classified by their emission lines are also shown: HERGs (open black circles) and LERGs (open black triangles). Sources in the BH12 sample that were not classified either as an HERG or an LERG are shown as light yellow diamonds. It is worth noting that an overlap is seen between RL AGN (HERGs and LERGs) and emission line classification (Seyferts/LINERS). Similar results were also reported by Smolčić (2009).

Flux densities were estimated in the same way as for the LOFAR flux errors, using the 1.4-GHz rms maps. The 1.4-GHz luminosities of the sources in the sample (L₁₄) were estimated using these flux densities and a spectral index α = 0.7 at the spectroscopic redshift. To check the relative flux scales, we estimated the spectral index for each of the 2930 sources detected at the 3σ level in both FIRST and LOFAR data. We emphasize that this is not a true estimate of the population spectral index, and the biases are complex because the LOFAR data are deeper than FIRST in some areas of the sky and shallower in others. However, a simple flux scale check and a comparison of the populations are possible. The median spectral indices and their 1σ errors from bootstrapping, along with the median LOFAR flux density, are given in Table 2. We see that the median spectral index, and the spectral indices of most individual populations, are close to the value of 0.7 that we assume in calculating the luminosity. There is in general no way of determining a source’s emission-line type from its two-point spectral index. Interestingly, though, the sources unclassified by emission-line diagnostics seem
to have significantly flatter spectra than the others. This may be a selection bias of some kind, given that they also tend to be at higher redshift, or it may indicate some physical difference in the origin of their emission. We return to this point in Section 4.3.

Sargent et al. (2010) carried out a survival analysis and showed that selecting samples from flux limited surveys can introduce a selection bias that would eventually lead to misleading results. For this reason, we further carried out a doubly censored survival analysis in order to calculate the median spectral index ($\alpha_{1.4\text{GHz}}$) for each population. This is necessary because the spectral indices will have both upper and lower limits due to non-detections in either wavebands. Below we briefly explain the survival analysis tool\cite{3} we used for this work and we refer the reader to the source paper presented by Sargent et al. (2010). The doubly censored survival analysis tool that was used here uses the method described by Schmitt et al. (1993), which requires no assumptions about the form of the true distribution of $\alpha$. The method redistributes the upper and lower limits in order to derive a doubly censored distribution function. Median estimates of $\alpha_{150\text{MHz}}$, with their errors derived from the survival analysis are also given in Table 2. A comparison of the spectral indices obtained using the survival analysis with the medians using only detected sources shows that taking into account left- and right-censored data leads to steeper spectral indices, which are much closer to 0.7.

2.3 FIR data

\textit{Herschel-ATLAS} provides imaging data for the ~142 square degrees NGP field using the Photo-detector Array Camera and Spectrometer (PACS at 100 and 160 $\mu$m; Ibar et al. 2010; Poglitsch et al. 2010) and the Spectral and Photometric Imaging Receiver (SPIRE at 250, 350, and 500 $\mu$m; Griffin et al. 2010; Pascale et al. 2011; Valiante et al. 2016). To derive a maximum-likelihood estimate of the flux densities at the positions of objects in the SPIRE bands whether formally detected or not, the point spread function (PSF)-convolved H-ATLAS images were used for each source together with the errors on the fluxes. Further details of the flux measurement method are given by Hardcastle et al. (2010, 2013).

In order to estimate 250-$\mu$m luminosities ($L_{250}$ in W Hz$^{-1}$) for our sources we assumed a modified blackbody spectrum for the FIR SED (using both SPIRE and PACS bands); we fixed the emissivity index $\beta$ to 1.8 [the best-fitting value derived by Hardcastle et al. (2013) and Smith et al. (2013) for sources in the H-ATLAS at these redshifts] and obtained the best-fitting temperatures, integrated luminosities ($L_{250}$) and rest-frame luminosities at 250 $\mu$m ($L_{250}$) by minimizing $\chi^2$ for all sources with significant detections. To calculate the 250-$\mu$m $k$-corrections the same emissivity index and the mean of the best-fitting temperatures for each emission-line class were then used. These corrections were included in the derivation of the 250-$\mu$m luminosities that are used in the remainder of the paper. $k$-corrections are, naturally, small for our sample because of the low maximum redshift of our targets.

Stacked measurements in confused images can be biased by the presence of correlated sources because the large PSF can include flux from nearby sources. Several methods have been proposed to account for this bias, including the flux measurements in GAMA apertures by Bourne et al. (2012b). This method explicitly debounds confused sources and divides the blended flux between them using PSF information. However, we checked for the effects of clustering in our previous work in which we used the same sample and sample classification (Gürkan et al. 2015). The results of this analysis indicated that our work is not biased by the effects of clustering and that the results are robust.

2.4 Star formation rates

Due to the large range of multiwavelength data available over the H-ATLAS NGP field, we can model the properties of the sources that we observe consistently, using all of the photometric data simultaneously. One way of doing this is with the widely used MagPHYS code (da Cunha, Charlot & Elbaz 2008a). At the heart of MagPHYS is the idea that the energy absorbed by dust at UV-optical wavelengths is re-radiated in the FIR. This ‘energy balance’ thus forces the entire SED from UV to millimetre wavelengths to be physically consistent, providing a greater understanding of a galaxy’s properties than would be obtained by studying either the starlight or dust emission in isolation.

The precise details of the MagPHYS model are discussed in detail by da Cunha et al. (2008a), but the main components of the model can be summarized as follows. MagPHYS comes with two libraries; the first contains stellar model SEDs, while the second includes dust models. The stellar library we use is based on the latest version of the Bruzual & Charlot (2003) simple stellar population library (often referred to as the CB07 models, unpublished). Exponentially declining star formation histories are assumed, with stochastic bursts of star formation superposed, such that approximately half of the

Table 2. Spectral index between 150 MHz and 1.4 GHz for the sources detected by both LOFAR and FIRST.

| Category     | Number | Median $\alpha$ | Median 150-MHz flux density (mJy) | Median $\alpha$ (Survival analysis results) |
|--------------|--------|----------------|-----------------------------------|------------------------------------------|
| All          | 3073   | 0.47 ± 0.01    | 2.94 ± 0.10                       | 0.54 ± 0.03                              |
| SFG          | 1089   | 0.49 ± 0.01    | 2.58 ± 0.08                       | 0.58 ± 0.03                              |
| Unclassified | 1106   | 0.37 ± 0.02    | 2.13 ± 0.11                       | 0.43 ± 0.06                              |
| Radio-loud   | 274    | 0.60 ± 0.01    | 25.69 ± 2.97                      | 0.60 ± 0.01                              |
| Composite    | 374    | 0.52 ± 0.03    | 3.36 ± 0.22                       | 0.61 ± 0.05                              |
| Seyfert      | 110    | 0.49 ± 0.04    | 3.38 ± 0.34                       | 0.56 ± 0.08                              |
| LINER        | 26     | 0.47 ± 0.08    | 3.13 ± 0.79                       | 0.47 ± 0.30                              |
| Ambiguous    | 94     | 0.51 ± 0.05    | 3.37 ± 0.23                       | 0.57 ± 0.08                              |

3 This tool is written in Perl/PDL by M. Sargent (private communication). The Perl Data Language (PDL) has been developed by K. Glazebrook, J. Brinchmann, J. Cerney, C. DeForest, D. Hunt, T. Jenness, T. Luka, R. Schwebel, and C. Soeller and can be obtained from http://pdl.perl.org.
star formation histories in the library have experienced a burst in the last 2 Gyr. These stellar models are then subjected to the effects of a two-component dust model from Charlot & Fall (2000), in which the two components correspond to the stellar birth clouds (which affects only the youngest stars) and the ambient ISM.

Each dust SED in the MAGPHYS\(^4\) library consists of multiple optically thin modified blackbody profiles (e.g. Hildebrand 1983; Hayward et al. 2012; Smith et al. 2013), with variable normalization, temperature, and emissivity indices to describe dust components of different sizes. For example, stellar birth clouds are modelled with $\beta_{BC} = 1.5$ and temperature $30 < T_{BC} < 60$ K, while the ambient ISM is modelled with $\beta_{ISM} = 2.0$ and $15 < T_{ISM} < 25$ K. Also included is a model for emission from polycyclic aromatic hydrocarbons, which are readily apparent in the mid-infrared.

Of particular importance for this study is the fact that MAGPHYS has recently been shown to recover the properties of galaxies (e.g. stellar mass, SFR, dust mass/luminosity) reliably, irrespective of viewing angle, evolutionary stage, and star formation history (Hayward & Smith 2015). Though the current version of MAGPHYS does not include any AGN emission in the modelling, Hayward & Smith (2015) also showed that acceptable fits and reliable parameters could be recovered even in the case where a merger-induced burst of AGN activity is producing up to 25 per cent of a source’s total bolometric luminosity. MAGPHYS has been extensively used both within the H-ATLAS survey and elsewhere in the literature (e.g. da Cunha et al. 2010; Smith et al. 2012; Berta et al. 2013; Lanz et al. 2013; Brown et al. 2014; Negrello et al. 2014; Rowlands et al. 2014; Eales et al. 2015; Smith & Hayward 2015; Dariush et al. 2016, and many more).

In this work, we use the precise spectroscopic redshifts of the SDSS sample along with MAGPHYS to model the 14 bands of photometric data available over the H-ATLAS NGP field consistently. These bands include the SDSS $ugriz$ bands (York et al. 2000), data from the WISE survey (Wright et al. 2010) in bands centred on 3.4, 4.6, 12, and 22 $\mu$m, and data from the H-ATLAS survey from the PACS (centred on 100 and 160 $\mu$m) and SPIRE (centred on 250, 350, and 500 $\mu$m) measured as discussed in the previous section. The MAGPHYS model libraries are redshifted, and passed through the filter curves for each of these bands, before those combinations of stellar and dust components that satisfy the energy balance criterion are included in the fitting, estimating the $\chi^2$ goodness-of-fit parameter for every valid combination, allowing the best-fitting model and parameters to be identified. Assuming that $P \equiv \exp(-\chi^2/2)$, it is then possible to derive marginalized probability distribution functions (PDFs) for every parameter in the model. We can also derive standard uncertainties on each parameter derived according to half of the interval between the 16th and 84th percentiles of the PDF.

To ensure that the measured fluxes in different bands are as consistent as possible, we define our input photometry as follows. As recommended by the SDSS documentation,\(^2\) we use the SDSS MODEL magnitudes to estimate the most precise colours, and ‘correct-to-total’ using the difference between the cMODEL and MODEL magnitudes in the $r$ band. We apply the 0.04 and 0.02 mag corrections in the $u$ and $z$ bands, respectively, recommended by Bohlin, Dickinson & Calzetti (2001) to convert from the SDSS photometric system to the AB system (Oke & Gunn 1983). Finally, we correct the SDSS magnitudes for Galactic extinction using the SDSS extinction values computed at the position of each object using the prescription of Schlegel, Finkbeiner & Davis (1998).

At mid-infrared wavelengths, we adopt photometry from the UNWISE (Lang 2014) reprocessing of the WISE images, which uses the method of Lang, Hogg & Schlegel (2014) to perform forced photometry on unblurred co-adds of the WISE imaging, using shape information from the SDSS $r$ band to ensure consistency with the SDSS magnitudes. As for the Herschel data (see below), we include the WISE photometry in the fitting even when objects are formally not detected (i.e. if a source has $<3\sigma$ significance in a particular band pass). MAGPHYS is the ideal tool for dealing with this type of data; since it is based on $\chi^2$ minimization, the low-significance data points can naturally be treated consistently with the other wavelengths, and it is unnecessary to consider applying e.g. ‘upper limits’ (which can introduce discontinuities in the derived PDFs, and essentially ignore information below some arbitrary threshold). Furthermore, Smith et al. (2013) demonstrated that formally non-detected photometry in the PACS bands is useful when it comes to deriving robust effective dust temperatures, which are biased in their absence.

To account for residual uncertainties in the aperture definitions and zero-point calibrations, we add 10 per cent in quadrature to the SDSS, WISE, and PACS photometry, and 7 per cent in quadrature to the SPIRE photometry, following Smith et al. (2012). We identify bad fits using the method of Smith et al. (2012, see their appendix B), who used a suite of realistic simulations to define a limiting $\chi^2$ value as a function of the number of bands of photometry available, above which there is less than one per cent chance that the photometry is consistent with the model. It is worth noting that sources with bad MAGPHYS fits (with 1071 objects) are not included in any of the analyses carried out here. We also exclude these sources from all of the figures presented in this paper.

The key results of the MAGPHYS modelling are shown in Fig. 2, where we show the inferred SFR against stellar mass for the whole sample, colour-coded by their emission-line classification. We see a clear ‘main sequence’ of star formation inhabited by objects whose emission lines classify them as SFGs. Objects unclassified on the emission-line diagram tend on the whole to lie off the ‘main sequence’, with low SFR for their mass; many of these are likely to be passive (quiescent) galaxies. Some composites and Seyferts lie on the main sequence, most LINERs and objects classed by BH12 as radio galaxies lie below it, but in all cases a minority of objects do not follow the trend. The bottom panel of Fig. 2 shows that the ability to classify with emission-line diagnostics is essentially lost by $z \sim 0.25$, but most galaxies in the sample above this redshift are massive ($\sim 10^{11.5} M_\odot$). Therefore, these are most likely passive galaxies that have moved away from the star formation main sequence: the fact that most hosts of BH12 radio galaxies lie in this region of the figure is consistent with this interpretation.

Here, and throughout the paper, we make use of the MAGPHYS best-fitting SFRs and masses rather than the Bayesian estimates. This is because a number of the objects in the whole sample have low SFRs and the prior used in MAGPHYS is effectively biased towards higher SFR (specific star formation rate), in the sense that there are more templates with higher SFR values. The quoted uncertainties on the best-fitting values are half of the interval between the 16th and 84th percentiles of the PDF.

We note finally that the MAGPHYS SFRs and galaxy masses are generally very similar to those already provided in the MPA-JHU catalogue (\textasciitilde0.2 dex difference), suggesting that there are no very serious biases in our analysis. The advantages of using MAGPHYS\(^5\)

\(^4\) MAGPHYS uses the initial mass function (IMF) of Chabrier (2003).

\(^5\) The relevant SDSS documentation can be found at http://www.sdss.org/dr12/algorithms/magnitudes/
3 ANALYSIS AND RESULTS

3.1 Radio luminosity and star formation

In Fig. 3, we show the distribution of $L_{150}$ of all classified galaxies in the sample as a function of their best-fitting $\text{MagPHYS}$ SFRs. It should be noted that objects undetected by LOFAR are not plotted to provide a clear presentation. There are several interesting features of this figure. First, we see a clear correlation between SFR and $L_{150}$ for the star-forming objects in the bottom right of the figure: this is the expected $L_{150}$–SFR relation that we will discuss in the following section. Known RLAGN from the BH12 catalogue occupy the top left part of the diagram, as expected because radio emission from AGN will be much higher than for normal galaxies. However, a very large fraction of the sources unclassified on the basis of emission lines (which are, as shown above, mostly massive galaxies lying off the main sequence of star formation) lie above the region occupied by SFGs. These sources clearly have higher radio

is that we can incorporate the H-ATLAS and WISE data available for this sample in a consistent way and that we are unlikely to be affected by reddening. In Appendix B, we compare $\text{MagPHYS}$ SFRs to $\text{H}\alpha$-SFR and discuss in more detail why the $\text{MagPHYS}$ SFR estimates were used in this work.
Low-frequency radio luminosity–SFR relation

3.2 The low-frequency radio luminosity–SFR relation

The main motivation of this work is to evaluate whether radio luminosity at low radio frequencies can be used as an SFR indicator,
We fitted models to the all data points of SFGs to determine the relationship between the MAGPHYS best-fitting estimate of SFR and 150-MHz luminosity, including the estimated luminosities of non-detections that were treated in the same way as detections. The relationship was obtained using MCMC (implemented in the 
\textit{emcee} PYTHON package: Foreman-Mackey et al. 2013) incorporating the errors on both SFR and the intrinsic dispersion is assumed to be lognormal, parametrized by a nuisance parameter \( \sigma \). The derived Bayesian estimates of the slope and intercept of the correlation with their errors (one-dimensional credible intervals, i.e. marginalized over all other parameters.) are \( \beta = 1.07 \pm 0.01 \), \( L_1 = 10^{22.06\pm0.01} \) W Hz\(^{-1}\), and \( \sigma = 1.45 \pm 0.04 \).

To be able to make a consistent comparison with the high-frequency radio luminosity–SFR relation we used the 1.4-GHz luminosities of the same SFGs, derived using FIRST fluxes as described in Section 2.2.2, and fitted them in the same way (including non-detections). We obtained different values: \( \beta_{1.4} = 0.87 \pm 0.01 \), \( L_{1.4} = 10^{21.32\pm0.03} \) W Hz\(^{-1}\), and \( \sigma = 4.02 \pm 0.3 \). In the top panel of Fig. 4 shows the distribution of the 150-MHz luminosity of SFGs detected at 150 MHz against their SFRs, together with the best fits that were obtained from the regression analysis.

We investigated the mass dependence of the \( L_{150} \)–SFR relation by carrying out a stacking analysis. The \( L_{150} \) of SFGs classified by the BPT, independent of whether they were detected at 3\( \sigma \) at 150 MHz, were initially divided into two stellar mass bins and then stacked in 8 SFR bins (chosen to have an equal width as well as to have sufficient sources for stacking analysis) using the SFR derived from MAGPHYS. For two stellar mass ranges we determined the weighted average values (treating detections and non-detections together) of the \( \sigma \) samples in individual SFR bins, which are shown as large cyan and maroon crosses in Fig. 4. Errors are derived using the bootstrap method. The stacking analysis allows us not to be biased against sources that are weak or not formally detected. No fitting analysis was carried out using the stacks but we show them in our figures to allow visualization of the data including non-detections. In the bottom panel of Fig. 4, we show the \( L_{150} \)–SFR ratios for each SFR bin as large cyan and maroon crosses for two stellar mass bins. The red line shows the best fit, obtained from the regression as described above, divided by SFR.

In order to examine quantitatively whether sources in the bins were significantly detected, we measured 150-MHz flux densities from 100,000 randomly chosen positions in the field and used a Kolmogorov-Smirnov (KS) test to see whether the sources in each bin were consistent with being drawn from a population defined by the random positions. The SFR bins, the number of sources included in each bin and the results of the KS test are given in Table 3. It can be seen from these values that SFGs in most bins (except the second SFR bins for both mass ranges: \( 6.0 \leq \log_{10}(M_*) < 9.5 \) and \( 9.5 \leq \log_{10}(M_*) < 13.0 \)) are significantly detected. Low values of
Table 3. Results of stacking $L_{150}$ of SFGs in bins of SFR. Column 1: The range of stellar mass spanned by the bin. Column 2: The range of SFR spanned by the bin. Column 3: The mean redshift in each SFR bin. Column 4: The total number of sources in each bin. Column 5: The calculated weighted average of $L_{150}/\psi$ for the sample of SFGs.

| Stellar mass range ($M_\odot$) | SFR range ($M_\odot$ yr$^{-1}$) | Mean z | $N$ | $L_{150}$ ($\times 10^{22}$ W Hz$^{-1}$) | $L_{150}/\psi$ ($\times 10^{22}$ W Hz$^{-1}$ M$_\odot^{-1}$ yr$^{-1}$) | KS probability |
|-------------------------------|---------------------------------|--------|-----|---------------------------------|---------------------------------|---------------|
| $6.0 \leq \log_{10}(M_\odot) < 9.5$ | 0.001–0.01 | 0.04 | 16 | 0.06$^{+0.03}_{-0.04}$ | 23.44$^{+21.68}_{-21.68}$ | $\leq$ 1 per cent |
|                               | 0.01–0.03 | 0.04 | 40 | 0.01$^{+0.01}_{-0.01}$ | 0.24$^{+0.50}_{-0.50}$ | 0.18 |
|                               | 0.03–0.1  | 0.04 | 138 | 0.03$^{+0.01}_{-0.01}$ | 0.44$^{+0.14}_{-0.14}$ | $\leq$ 1 per cent |
|                               | 0.1–0.3   | 0.04 | 408 | 0.08$^{+0.01}_{-0.01}$ | 0.47$^{+0.07}_{-0.07}$ | $\leq$ 1 per cent |
|                               | 0.3–1     | 0.05 | 387 | 0.23$^{+0.03}_{-0.03}$ | 0.47$^{+0.06}_{-0.06}$ | $\leq$ 1 per cent |
|                               | 1–3       | 0.07 | 169 | 0.81$^{+0.09}_{-0.09}$ | 0.60$^{+0.06}_{-0.06}$ | $\leq$ 1 per cent |
|                               | 3–10      | 0.08 | 29 | 3.26$^{+0.77}_{-0.73}$ | 0.78$^{+0.18}_{-0.18}$ | $\leq$ 1 per cent |
| $9.5 \leq \log_{10}(M_\odot) < 13.$ | 0.001–0.01 | 0.07 | 16 | 0.36$^{+0.12}_{-0.13}$ | 81.66$^{+36.94}_{-36.94}$ | $\leq$ 1 per cent |
|                               | 0.01–0.03 | 0.06 | 20 | 0.46$^{+0.37}_{-0.34}$ | 24.86$^{+19.34}_{-19.34}$ | 0.09 |
|                               | 0.03–0.1  | 0.06 | 32 | 0.73$^{+0.41}_{-0.48}$ | 12.34$^{+7.53}_{-7.53}$ | $\leq$ 1 per cent |
|                               | 0.1–0.3   | 0.06 | 152 | 0.59$^{+0.11}_{-0.11}$ | 2.84$^{+0.55}_{-0.55}$ | $\leq$ 1 per cent |
|                               | 0.3–1     | 0.07 | 687 | 0.85$^{+0.08}_{-0.08}$ | 1.48$^{+0.14}_{-0.14}$ | $\leq$ 1 per cent |
|                               | 1–3       | 0.08 | 1094 | 3.34$^{+0.85}_{-0.88}$ | 2.13$^{+0.55}_{-0.55}$ | $\leq$ 1 per cent |
|                               | 3–10      | 0.10 | 569 | 9.42$^{+0.63}_{-0.67}$ | 2.05$^{+0.15}_{-0.15}$ | $\leq$ 1 per cent |
|                               | 10–100    | 0.14 | 134 | 26.35$^{+2.48}_{-2.48}$ | 1.94$^{+0.20}_{-0.20}$ | $\leq$ 1 per cent |

We find $\beta = 0.77 \pm 0.01, \gamma = 0.43 \pm 0.01$, normalization $L_C = 10^{22.13(\pm0.01)}$ W Hz$^{-1}$, where $L_C$ is now the luminosity of a galaxy with $M_* = 10^{10} M_\odot$ and $\psi = 1 M_\odot$ yr$^{-1}$ and the intrinsic scatter $\sigma = 1.71 \pm 0.05$. We utilized Petrosian radius (petroR50) measurements provided by SDSS to derive galaxy sizes $R_e$ (effective half-light radius) for our SFGs as these were used in order to obtain the relation between $L_{150}$, SFR and galaxy size using the same parametrization given in equation (2) (see Table 5).

Quantitative evaluation of the two parameterizations used in the regression analyses is important in order to understand which parametrization is favoured by the data. For this, we carried out Bayesian model selection. A comparison of the Bayesian evidence (i.e. the integral of the likelihood over parameter space) shows that the model with mass dependence is strongly favoured over the one without (as also indicated in Figs 4 and 5). Very similar results, which for brevity we do not discuss here, are found using a measure of galaxy physical size instead of mass, which is not surprising since the two are very tightly correlated (e.g. Lange et al. 2015, who show that $R_e \propto M_*^{0.1–0.4}$). The best-fitting model parameters for this model are given in Table 5.

Visual inspection of Fig. 4, and in particular the results of the stacking analysis, indicated that sources with low SFRs might be parametrized by different power laws, compared with sources with high SFRs, as previously proposed by Chi & Wolfendale (1990) and Bell (2003). In addition to this, studies of the SFR function and the local radio luminosity function also indicate a difference between SFR of low stellar mass galaxies and high stellar mass galaxies (e.g. Massardi et al. 2010; Mancuso et al. 2015; Bonato et al. 2017). In order to investigate this further, we fitted the data with a broken power law of the form:

$$L_{150} = \begin{cases} L_C \psi^{\beta_{\text{low}}} \left( \frac{M_*}{10^{10} M_\odot} \right)^{\gamma_{\text{low}}} & \psi \leq \psi_{\text{break}} \\ L_C \psi^{\beta_{\text{high}}} \left( \frac{M_*}{10^{10} M_\odot} \right)^{\gamma_{\text{high}}} & \psi > \psi_{\text{break}} \end{cases}$$

We experimented with several choices of stellar mass binning: our results are robust to the choice of bin boundaries.
Results of the stacking $L_{150}$/SFR of SFGs in bins of SFR and stellar mass. Column 1: The range of SFR spanned by the bin. Column 2: The range of stellar mass spanned by the bin. Column 3: The total number of sources in each bin. Column 5: The calculated weighted average of $L_{150}$/SFR.

| SFR bins $M_{\odot}$ yr$^{-1}$ | Stellar mass bins $\log_{10}(M_{\odot})$ | $q(L_{150}/$SFR) $(\times 10^{22}$ W Hz$^{-1}$ M$_{\odot}^{-1}$ yr$^{-1}$) |
|--------------------------------|-----------------------------------------|--------------------------------------------------|
| 0.03–0.3                      | 8.0–8.3                                 | 1.33$^{+0.84}_{-0.84}$                            |
|                               | 8.3–8.6                                 | 0.24$^{+0.12}_{-0.12}$                            |
|                               | 8.6–8.9                                 | 0.30$^{+0.10}_{-0.10}$                            |
|                               | 8.9–9.2                                 | 0.48$^{+0.11}_{-0.11}$                            |
|                               | 9.2–9.5                                 | 1.50$^{+0.41}_{-0.41}$                            |
|                               | 9.5–9.8                                 | 1.55$^{+0.32}_{-0.32}$                            |
|                               | 9.8–10.1                                | 2.06$^{+0.62}_{-0.62}$                            |
|                               | 10.1–10.4                               | 3.13$^{+0.81}_{-0.81}$                            |
|                               | 10.4–10.7                               | 6.71$^{+1.77}_{-1.77}$                            |
|                               | 10.7–11.0                               | 25.26$^{+13.48}_{-13.48}$                         |
| 0.3–1.0                       | 8.0–8.3                                 | $-0.01^{+0.05}_{-0.05}$                          |
|                               | 8.3–8.6                                 | 0.16$^{+0.07}_{-0.07}$                            |
|                               | 8.6–8.9                                 | 0.43$^{+0.08}_{-0.08}$                            |
|                               | 8.9–9.2                                 | 0.41$^{+0.09}_{-0.09}$                            |
|                               | 9.2–9.5                                 | 0.57$^{+0.10}_{-0.10}$                            |
|                               | 9.5–9.8                                 | 0.79$^{+0.09}_{-0.09}$                            |
|                               | 9.8–10.1                                | 1.08$^{+0.12}_{-0.12}$                            |
|                               | 10.1–10.4                               | 1.78$^{+0.41}_{-0.41}$                            |
|                               | 10.4–10.7                               | 2.43$^{+0.44}_{-0.44}$                            |
|                               | 10.7–11.0                               | 2.97$^{+0.84}_{-0.84}$                            |
|                               | 11.0–11.3                               | 5.79$^{+1.67}_{-1.67}$                            |
| 1.0–3.0                       | 8.3–8.6                                 | 0.10$^{+0.06}_{-0.06}$                            |
|                               | 8.6–8.9                                 | 0.37$^{+0.11}_{-0.11}$                            |
|                               | 8.9–9.2                                 | 0.63$^{+0.12}_{-0.12}$                            |
|                               | 9.2–9.5                                 | 0.70$^{+0.10}_{-0.10}$                            |
|                               | 9.5–9.8                                 | 0.79$^{+0.07}_{-0.07}$                            |
|                               | 9.8–10.1                                | 1.19$^{+0.08}_{-0.08}$                            |
|                               | 10.1–10.4                               | 1.53$^{+0.10}_{-0.10}$                            |
|                               | 10.4–10.7                               | 1.76$^{+0.13}_{-0.13}$                            |
|                               | 10.7–11.0                               | 3.28$^{+0.36}_{-0.36}$                            |
|                               | 11.0–11.3                               | 5.75$^{+1.03}_{-1.03}$                            |
| 3.0–32.0                      | 9.2–9.5                                 | 0.59$^{+0.11}_{-0.11}$                            |
|                               | 9.5–9.8                                 | 2.09$^{+0.38}_{-0.38}$                            |
|                               | 9.8–10.1                                | 1.62$^{+0.20}_{-0.20}$                            |
|                               | 10.1–10.4                               | 1.71$^{+0.16}_{-0.16}$                            |
|                               | 10.4–10.7                               | 2.18$^{+0.17}_{-0.17}$                            |
|                               | 10.7–11.0                               | 2.87$^{+0.30}_{-0.30}$                            |
|                               | 11.0–11.3                               | 3.99$^{+0.85}_{-0.85}$                            |

where $\psi_{\text{break}}$ is the SFR at the position of the break, a free parameter of the fit.

A plot of the results of this analysis is shown in Fig. 6; here, the mass-dependent effect has been taken out so that the star formation–radio luminosity relation alone can be seen. The results of the regression analysis suggest that there is a break in SFR around 1.02 M$_{\odot}$ yr$^{-1}$; SFGs with SFRs higher/lower than this value favour different parameterizations (see Table 5 for derived parameters). Again, the broken power-law model is strongly favoured on a Bayesian model comparison over the single power law with a mass dependence. We implemented the same regression analysis using high frequency radio measurements at 1.4 GHz (the best fit obtained using all SFGs, and the uncertainties, by overplotting the lines corresponding to a large number of samples from the MCMC output are shown with blue colour in Fig. 6). The physical interpretation of these results and their comparison with the literature are discussed in Section 4.

As can be seen in the upper panel of Fig. 4 and in Fig. 6 there are LOFAR-detected sources with low SFRs ($-3 < \log_{10}(\psi) < -1$) and high $L_{150}$ that lie off the ‘main sequence’. We visually inspected these sources in order to make sure that these objects were not blended radio sources or sources with uncertain redshift estimates. The inspections showed that these are genuine SFGs at 0.02 $< z < 0.13$. We excluded these objects from the SFG sample and implemented the same MCMC regression analysis using the broken power-law parametrization. The results showed that the fit is unaffected by excluding these objects.

### 3.3 The FIR–radio correlation

The data also allow us to investigate the low-frequency radio – FIR correlation, originally presented for LOFAR-detected sources in this sample by H16. In Fig. 7, the radio-luminosity–FIR luminosity correlation for all sources detected by both Herschel and LOFAR is plotted. Unlike the corresponding SFR figure (Fig. 3), all the sources detected in both bands lie on what appears to be a good correlation: this is partly a selection effect in that most of the unclassified sources detected by LOFAR are not detected by Herschel and so do not appear on the figure. In what follows we investigate this correlation using only sources classified as SFGs (4157 sources) using the emission-line classification. We note that for these sources the correlation between $L_{150}$ and $L_{250}$ appears tighter than that between $L_{150}$ and SFR, which, assuming that the scatter
in the latter is not dominated by unknown errors in the MAGPHYS-derived SFR, illustrates the well-known ‘conspiracy’ between FIR and radio luminosity.

In order to find the relation between $L_{150}$ and $L_{250}$, we fitted a power-law model using MCMC in the same way, as explained in the previous section, fitting a power-law model of the form $L_{150} = C L_{250}$. We used all SFGs in our fitting process, whether detected in high or low radio frequencies for the same sample. Fitting was implemented in the manner discussed above using MCMC; the best-fitting relations derived from this are as follows:

$$L_{150} = L_{250}^{0.96 \pm 0.01} \times 10^{-1.14 \pm 0.27}$$

with $\sigma = 1.05 \pm 0.03$. We see that $L_{14}$ gives a slightly shallower slope than $L_{150}$. This is consistent with the fact that a shallower slope was also observed in the $L_{14}$–SFR relation derived in the previous section.

4 INTERPRETATION

4.1 The $L_{150}$–SFR relation

4.1.1 Slope and variation with SFR

The slope obtained from the regression analysis of $L_{150}$ against SFR using SFGs is close to, but slightly steeper than unity ($\beta = 1.10 \pm 0.01$). In the bottom panel of Fig. 4, we show the
Figure 7. The distribution of LOFAR 150-MHz luminosities of different classes of objects in the sample detected at 3\(\sigma\) as a function of their Herschel 250-\(\mu\)m luminosities. Symbols and colours as for Fig. 1.

Figure 8. Top: The distribution of Herschel 250-\(\mu\)m luminosities of SFGs as a function of their LOFAR 150-MHz luminosities. As for Fig. 6, the best-fitting line and its dispersion are visualized by plotting the lines corresponding to many MCMC samples. Dashed lines indicate the 1\(\sigma\) intrinsic dispersion of the fit parametrized by the nuisance parameter \(\sigma\). Salmon circles show 3\(\sigma\) detections; LOFAR 150-MHz 3\(\sigma\) limits are indicated by purple down-pointing triangles and 3\(\sigma\) limits on Herschel 250-\(\mu\)m luminosities are indicated by grey left-pointing triangles; grey dots indicate 3\(\sigma\) upper limits on both quantities. A tight relationship between \(L_{250}\) and \(L_{150}\) is clearly seen for local SFGs. Bottom: The distribution of Herschel 250-\(\mu\)m luminosities of SFGs as a function of their FIRST 1.4-GHz luminosities. Symbols and lines as for the top panel.
ratio of the mean of \( L_{1.4} \) to SFR in each stellar mass and SFR bin (see Table 5 for the numerical values of these ratios) as well as the regression line (the solid red line in the top panel) divided by SFR. These stacks show that the relation between SFR and non-thermal emission from SFGs as a function of SFR is almost constant for sources with high radio luminosities (or around \( \psi > 1 \)), whereas low-luminosity sources present slightly higher ratios. More importantly, the results of the stacking analysis in the top panel of Fig. 4 show that for two mass bins the relation is different for low-SFR SFGs and high-SFR galaxies. The results of the stacking analysis and our broken power-law fits both indicate that low-SFR and high-SFR SFGs diverge from one another in terms of the \( L_{150}/\text{SFR} \) relation. Furthermore, in Fig. 5 we can see that the \( L_{150}/\text{SFR} \) ratio does not show dramatic break as a function of stellar mass: instead we see a smooth trend of this ratio with stellar mass.

Our sample consists of SFGs selected in a consistent way (using optical emission lines) and covers a narrow redshift range, so we do not expect to see strong cosmological effects. So why do SFGs with different luminosities (or SFR) differ from each other in terms of the \( L_{150}/\text{SFR} \) relation? An interesting feature of this difference is that the 150-MHz luminosity of low-SFR galaxies is generally higher than would be predicted from a fit to the high-SFR galaxies alone (see Fig. 6). The difference is therefore in the opposite sense to the predictions of models that postulate that the electron calorimetry approximation breaks down for low SFR and would therefore predict a deficiency in radio luminosity for low SFR (e.g. Klein 1991; Price & Duric 1992; Lisenfeld et al. 1996; Bell 2003; Kitchener et al., in preparation). The mass dependence of luminosity is in the sense that more massive galaxies are more luminous, and this is in the sense predicted by such models, since more massive galaxies are larger and so have longer escape times. However, the flatter slope of the \( L_{150}/\text{SFR} \) relation at low SFR is not. One possibility is that there is another source of the cosmic rays radiating at these low-SFR, low-mass galaxies, such as pulsars or type Ia supernovae, and that what we are seeing going from high to low SFRs is a transition from a regime in which the radio luminosity depends almost exclusively on the SFR in a calorimeter model, through one where the calorimeter assumptions break down but star formation is still driving cosmic ray generation, down to one where other sources of cosmic rays take over and star formation is irrelevant. Another possibility would be to invoke amplification of magnetic fields in these high-SFR galaxies (probably) due to different dynamos or galactic winds. Testing such scenarios in detail would require a much better model of the relevant galaxy-scale physics, as well as more data (more sensitive data over larger fields).

4.1.2 Frequency dependence of the relation

The slope of the \( L_{1.4}/\psi \) relation (\( \beta = 0.87 \)) derived using \( L_{1.4} \) is lower than the slope (\( \beta = 1.07 \)) obtained using \( L_{150} \). Steepening of the slope towards low frequencies has been previously observed in studies of the FIRC (e.g. Price & Duric 1992; Niklas 1997), and these authors argued that thermal radio emission comes to dominate at higher radio frequencies whereas non-thermal radio emission dominates at lower radio frequencies, giving a steeper correlation with SFR. This is because thermal radio emission has a flat spectrum, \( S_\nu \propto \nu^{-0.1} \), whereas the spectrum is steeper for non-thermal radio emission (\( S_\nu \propto \nu^{-0.7} \)). Radio luminosity from SFGs at 150 MHz should have a negligible level of contamination from thermal radio emission. However, at 1.4 GHz we might expect to observe some contribution from thermal emission (Condon 1992). Therefore, the different slopes might be attributed to differing contributions from thermal emission at 150 MHz and 1.4 GHz. A much more detailed radio SED for each galaxy would be needed to test this model. The same picture is also seen when we used a broken power-law parametrization: both slopes obtained using the \( L_{1.4} \) are shallower than the slopes estimated from the \( L_{150} \) luminosities. On the other hand, the best-fitting line that we obtain for low-SFR SFGs indicates higher luminosities than what we actually derive as a slope using 150-MHz luminosities of these sources. This might be due to the effects of synchrotron self-absorption. We are not able to test this with our currently available data. However, we plan to investigate this further using follow-up observations. Another interesting point is that the SFR-break values that we obtain using low- and high-frequency observations are different (see Table 5). This might be again due to a different balance between the thermal and non-thermal emission that we observe at low and high frequencies.

4.1.3 Comparison to the literature

Although the majority of authors still investigate it in terms of the FIRC, the explicit relation between radio luminosity and SFR in both normal SFGs and starbursts has been studied a number of times previously (e.g. Condon 1992; Cram et al. 1998; Yun et al. 2001; Bell 2003; Hodge et al. 2008; Garn et al. 2009; Murphy et al. 2011; Tabatabaei et al. 2017). Key points of difference in our analysis are (i) we start from a sample of galaxies selected using optical emission lines and include radio and FIR non-detections in all regressions, rather than selecting in the radio; (ii) we work at the unusually low frequency of 150 MHz, thus reducing the effects of thermal radio emission; (iii) we probe down to low SFRs with our local sample; (iv) we use energy-balance SED fitting to derive galaxy properties; and (v) we have tried to incorporate other information about the galaxies including a mass-dependent term in our regression.

Considering first the calibration of the 150-MHz–SFR relation, we find that the overall power-law normalization of our result agrees well with determinations by Calistro Rivera et al. (2017). As mentioned previously, they use a radio-detected sample and investigate the relation \( L_{150}/\text{SFR} \) for sources that cover a wide redshift range (\( z < 2.5 \)). They report a slope of 1.54 that is close to our results but it is steeper than \( \beta = 1.07 \) which we find in our study. It is worth noting that the difference is that we have a much larger sample of galaxies, allowing us to investigate more complex models for the radio–SFR relation.

Some authors (e.g. Yun et al. 2001; Garn et al. 2009) have assumed a linear correlation between SFR and radio emission in calibrating the radio–SFR relation, but Hodge et al. (2008), who explicitly fitted the correlation, found a super-linear relation, \( L \propto \psi^{1.37 \pm 0.02} \) for SFGs at similar redshifts. If we assume that SFGs lie on the main sequence with \( \psi \propto M \), this appears broadly consistent with our fits to the high-SFR objects (\( L \propto \psi^{1.00 \pm 0.24} \), see Table 5 for SFGs with SFR > \( \psi_{\text{break}} \)) and is also consistent with recent predictions based on the assumption that the magnetic field strength scales with SFR (Schleicher & Beck 2013). Recently, Davies et al. (2017) investigated the relation between SFR and 1.4 GHz luminosities for a sample of sources detected in the FIRST survey. They also find a slope less than unity (\( \beta = 0.75 \)). Brown et al. (2017) present a study of calibrated SFR indicators using radio continuum emission at both 1.4 GHz and 150 MHz of local SFGs spanning a similar SFR range to ours, and also find power-law indices steeper than unity for their \( L/\psi \) relation (\( \beta = 1.14 \pm 0.05 \)) which is consistent with our findings (\( \beta = 1.07 \pm 0.01 \)).
Bell (2003), in their study of the radio–FIR relation in local SFGs, inferred a break in the radio–SFR relationship for low-SFR (low-radio luminosity) galaxies, in the sense that they should have lower radio emission for a given SFR. It is important to note that this break was not directly observed but rather inferred by Bell (2003) based on the lack of variation in the radio–FIR ratio parameter $q$; as we discuss in the introduction, the interpretation of this parameter is seriously affected by selection effects. Such a deficiency might well be expected due to the escape of CRs in non-calorimeter models (Lacki et al. 2010). However, as noted above, we do not observe a radio luminosity deficiency due to the escape of CRs in these objects. The break we see for low-SFR objects ($q < 1.02\,M_\odot\,yr^{-1}$) is in the sense that these have more radio emission than would be predicted from an extrapolation of the super-linear trend from higher SFR. This has not been observed before, and is also not seen in the stacking analysis of Hodge et al. (2008), which may indicate that it is more important to taking into account the mass effect in the relation. Further investigation of these low-SFR SFGs is required.

Finally, it is important to note that comparison with other work is made more difficult by the fact that study design effects (sample selection, sample size, range of SFRs and redshifts covered, SFR indicators used, etc.) play a crucial role in the resulting $L_{\text{radio}}$–SFR relation. In particular we note that, as Calistro Rivera et al. (2017) show in their LOFAR-based study of a sample of SFGs selected from the Boötes field, the $L_{150}$–SFR relation is likely to vary with redshift, so fits that span a large redshift range (like those of Garn et al. 2009) may not recover the intrinsic relationship.

### 4.2 The FIR/radio correlation of SFGs

We have derived the radio-FIR relation at 150 MHz for a large sample for the first time in this analysis. At 150 MHz, a noteworthy feature (Fig. 8) is that the slope of the $L_{150}$–$L_{250}$ relation is lower than unity ($L_{250} \propto L_{150}^{0.73\pm0.01}$), while the slope is consistent with unity ($0.96 \pm 0.02$) for the $L_{14}$ of the same galaxies. In terms of the slope of the 150-MHz relationship, our results are similar to those of Cox et al. (1988), who found $L_{\text{FIR}} \propto L_{151}^{0.87\pm0.03}$, while results of other studies of the correlation at 1.4 GHz indicate slopes of unity for this relation for SFGs (e.g. Jarvis et al. 2010; Smith et al. 2014).

We interpret the difference between the two relations for our sample, as for the $L_{150}$–SFR relation, in terms of the impact of thermal emission from SFGs observed at 1.4 GHz. Since the low-frequency observations are probably uncontaminated by thermal emission, the roughly constant ratio between radio and FIR at 1.4 GHz must then be the result of another ‘conspiracy’ that happens to operate in the local Universe at that particular combination of radio and IR wavelengths.

The ratio between the two luminosities is often parametrized (Helou et al. 1985; Smith et al. 2014) in terms of a ratio of monochromatic luminosities, $q = \log_{10}(L_{\text{IR}}/L_{\text{radio}})$ (or its equivalent in terms of flux density or broad-band IR flux). Here, we use $L_{250}$ as our IR luminosity. Considering first $q_{14}$ (i.e. $\log_{10}(L_{250}/L_{14})$), and computing $q$ at a reference value of $L_{250} = 10^{23}$ W Hz$^{-1}$, we see that the value from the regression line is $\sim 1.95 \pm 0.2$, comparable to the values $\sim 2.0$ reported by, e.g., Jarvis et al. (2010) and Ivison et al. (2010b) based on observations of sources detected in both radio and IR. Smith et al. (2014) report a larger value, $\sim 2.5$, based on FIRST and H-ATLAS data, but this is most likely because we fit to all SFGs, not just those detected in the FIR, while Smith et al. considered only IR-detected sources. The significant intrinsic dispersion seen in the data (Fig. 8) means that selection on IR-detected sources will naturally bias values of $q$ high.

If we interpret the 150-MHz best-fitting relationship in terms of the parameter $q_{250} = \log(L_{250}/L_{150})$, then we find a more interesting result: $q$ is no longer even approximately constant with $L_{250}$, in the sense that low-luminosity IR sources have much lower ratios of radio to IR luminosity. $q_{250}$ is $1.5 \pm 0.2$ at $L_{250} = 10^{23}$ W Hz$^{-1}$ but $1.7 \pm 0.2$ at $L_{250} = 10^{25}$ W Hz$^{-1}$. It is probably this non-linear dependence of low-frequency luminosity on IR luminosity that accounts for the discrepancy between the number of LOFAR and Herschel sources discussed by H16.

### 4.3 Nature of the objects unclassified by emission lines

As noted above, we saw in Fig. 3 that sources that are not strongly (at $3\sigma$) detected in their optical emission lines do not follow the same relation between $L_{150}$ and SFR as SFGs. Inference of the SFR from the radio luminosity alone would greatly overestimate its value in these objects (assuming our M$_{\text{AGPSYS}}$-derived values are correct). Very similar conclusions were reached, using stacking of FIRST luminosities for the whole MPA-JHU sample, by Hodge et al. (2008).

In the light of the discussion in Section 4.1, it is interesting to plot the radio luminosity of these objects against stellar mass (see Fig. 9). Many of these sources appear much less anomalous in this figure: they follow an extrapolation of the $L_{250}$–stellar mass relation observed for SFGs, and we see them lying in the same region of the figure as SFGs, LINERs, and Composites. However, above a stellar mass of $\sim 10^{11}M_\odot$ we see an abrupt increase in the typical radio luminosity for a given stellar mass, which culminates in the BH12 radio-loud AGN, which are both the most radio-luminous and the most massive objects in the sample. This is a very clear indication that there is an additional contaminating population of low-luminosity radio-loud AGN, not identified as such by BH12 because of the radio flux density cut they applied (but expected from the shape of their luminosity function). The slightly flatter radio spectrum of the unclassified objects noted in Section 2.2.2 would be consistent with the presence of a compact AGN in some fraction of the population. The combination of the strong mass dependence of (what we take to be) non-AGN radio emission from normal galaxies and the presence of radio-loud AGN activity at significant levels in essentially all massive galaxies means that a simple inference of SFRs from radio luminosity alone is extremely complicated.

### 5 Conclusions and future work

We have analysed the radio emission from galaxies in the MPA-JHU sample using a LOFAR 150-MHz survey of the H-ATLAS/NGP field (H16). This has allowed us to explore the low-frequency radio luminosity–SFR relation of SFGs in the local Universe ($0 < z < 0.35$). The SFRs of these objects were derived using SED fitting with M$_{\text{AGPSYS}}$, using SDSS, WISE and Herschel data. The Herschel 250-µm flux densities allowed us to investigate the FIR of the same objects.

The conclusions from this work are as follows:

(i) We carried out a number of regression analyses in order to quantify the relation between $L_{150}$, SFR, and mass for SFGs classified using BPT diagrams. While SFR is the dominant controlling parameter for radio luminosity of SFGs, as expected from earlier
studies, both our stacking analysis and our multidimensional fitting to the data suggest a significant role for stellar mass as well.

(ii) We find that low-luminosity SFGs have a different relation between \( L_{150} \) and SFR than the main SFG locus. Including stellar mass in the analysis reduces the scatter and allows us to demonstrate continuity between SFG and other objects, but does not change the basic picture in which low-luminosity sources are different from more luminous ones. Simple models in which the calorimeter approximation breaks down in small, low-mass galaxies would predict that the radio luminosity of these systems would be different than the extrapolation from high-mass, high-SFR systems, but this is not the case. We suggest that at very low SFR we may be seeing an alternative mechanism for the generation of the radio-emitting cosmic rays such as pulsars or type Ia supernovae. Alternatively, amplification of magnetic fields in the high-SFR galaxies due to different galaxy dynamos or galactic winds could play a role. In our future work, we will investigate the redshift evolution of the radio luminosity–SFR relation using deep LOFAR observations over the equatorial GAMA fields.

(iii) At least some of the objects unclassified on a BPT diagram that show excess radio emission are likely to be contaminated by low-level radio-loud AGN activity, as proposed by Hodge et al. (2008). However, the fact that many of them lie on the same mass-dependent sequence as low-SFR SFGs (Fig. 9) suggests that AGN contamination is far from universal. In our future work, we will also study the nature of these objects in detail.

(iv) We find a tight relationship between the 150-MHz luminosity and the 250-\( \mu \)m FIR luminosity for our SFG samples. Comparison of the slopes obtained from the regression analyses (for both the FIRC and the radio luminosity–SFR relation) show that a flatter relation is found for \( L_{1.4} \) than we obtain for \( L_{150} \). This has been observed before and is explained by the effects of thermal radiation becoming more important at the higher radio frequency.

Sensitive studies of large numbers of galaxies in the nearby Universe are crucial to establish well-calibrated relationships between radio luminosity, SFR, and other galaxy parameters such as mass, which can then be used to probe SFR in the more distant Universe where multiwavelength data are more limited. The wide-area, sensitive LOFAR survey of the northern sky (Shimwell et al. 2017), particularly in combination with spectroscopic follow-up with WAVE-LOFAR (Smith et al. 2016), will be key to establishing these relationships and will set the baseline for radio-based studies of star formation in the distant Universe with the Square Kilometer Array in the coming years.
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APPENDIX A: EVALUATION OF THE FLUX SCALE AND FLUX MEASUREMENTS

In this appendix, we describe checks that we carried out on the overall flux scale of the LOFAR data and the flux extraction methods used for this specific project. The reproprocessing of the data

incorporates the ‘bootstrap’ process described by H16 that corrects for LOFAR beam model uncertainties, but it is carried out at an early stage of the calibration using phase-only calibrated images and accordingly we expect slight changes in the flux scale, within the nominal ~10 per cent errors of the bootstrap procedure. To check that the overall flux scale has not drifted significantly we generated a new PyBDSF (Mohan & Rafferty 2015) catalogue of the full H-ATLAS field, containing 37 378 sources above 5σ (more than twice as many as in the H16 analysis). We compared this with the TGSS catalogue described by H16, restricting the comparison to compact sources, with fitted sizes less than 18 arcsec, since the new LOFAR catalogue does not include positional associations for components of extended AGN. We find a median flux ratio (TGSS/LOFAR) of 0.97 and a mean of 1.01 for compact sources with flux density above 40 mJy (chosen to avoid noise limits in the TGSS data which have an rms noise of 4 mJy beam$^{-1}$). This is a very similar flux ratio to the overall results of H16 and we conclude that the flux scale has not been negatively affected by the reproprocessing. For the processing in this paper we did not make use of the PyBDSF catalogue but used forced photometry at the positions of our target sources, as described in Sections 2.2.1 and 2.2.2. To verify that this method was giving correct results we also carried out forced photometry at the positions of all isolated, compact point sources (fitted size less than 10 arcsec) with well-determined positions (nominal positional error less than 5 arcsec). Fig. A2 shows these matches and size distribution.

The same evaluation was carried out for our FIRST measurements: we cross-matched the source catalogue with the FIRST survey in the field. We then filtered out sources with FIRST side-lobe probability (i.e. probability of being an artefact) >0.05. We restricted the cross-matching to compact LOFAR sources (fitted size less than 10 arcsec) with well-determined positions (nominal positional error less than 5 arcsec). Fig. A2 shows these matches and the agreement between flux densities are clear. We conclude that we measure flux densities reliably using the aperture photometry method.

Figure A1. The distribution of LOFAR-PyBDSF fluxes as a function of log(LOFAR flux/PyBDSF flux) for matched sources.
APPENDIX B: COMPARISON OF SFR INDICATORS

SFR measurements for galaxies, calculated using the H\(\alpha\) emission line, corrected for dust attenuation and fibre aperture effects, are also available in the MPA-JHU data base (Brinchmann et al. 2004). As a sanity check on our results, we compare SFRs of SFGs in the sample derived by the two different methods. In the top panel of Fig. B1, we show MAGPHYS the best-fitting estimates of SFRs from MAGPHYS and H\(\alpha\)-SFRs. In the bottom panel of the same figure, we compare best-fitting estimates of stellar masses of SFGs from MAGPHYS and stellar masses (calculated from fits to the photometry) provided in the MPA-JHU catalogue. We see that in general H\(\alpha\)–SFR results are in good agreement with the MAGPHYS best-fitting estimates, with perhaps a slight tendency for the MAGPHYS values to be lower.

There are various differences in the derivations of these SFRs that might cause the residual differences between the values of SFRs of galaxies in the sample estimated using the two methods. First of all, the correction of dust attenuation was calculated differently in the two different SFR estimation methods. For the H\(\alpha\)-SFRs dust attenuation was estimated from H\(\alpha\)/H\(\beta\) assuming a fixed unattenuated Case B ratio (Brinchmann et al. 2004). As stated by Brinchmann et al. (2004), using a single conversion factor is not fully correct but is a reasonable approximation. On the other hand, MAGPHYS uses a more complicated procedure to estimate dust attenuation (see da Cunha, Charlot & Elbaz 2008b, for details). Also, H\(\alpha\)-SFRs suffer from aperture effects. Furthermore, the extragalactic dust law is not fully known. Although for both H\(\alpha\)-SFRs and MAGPHYS–SFRs, the same dust law (Charlot & Fall 2000) was used, the extragalactic dust law might vary as a function of galaxy properties. Recently, Wang et al. (2016) compared different SFRs estimated by different methods and found around \(\sim 0.2\) dex difference between H\(\alpha\)-SFRs and those derived from the FIR and UV data, and they also observed variations as a function of galaxy parameters. Similarly, Davies et al. (2016) compared various SFR estimators including H\(\alpha\) and found differences between different methods. Taking into account all the complexity involved in the derivation of SFRs, a small systematic offset between H\(\alpha\)-SFR and MAGPHYS–SFR is not unexpected. There is no known right answer, but we adopt the MAGPHYS results for all of our analyses here, since this method applies a physically meaningful obscuration correction via SED modelling.