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Abstract

We consider the problem of reconstructing 3D objects via meshfree interpolation methods. In this framework, we usually deal with large data sets and thus we develop an efficient local scheme via the well-known Partition of Unity (PU) method. The main contribution in this paper consists in constructing the local interpolants for the implicit interpolation by means of Rational Radial Basis Functions (RRBFs). Numerical evidence confirms that the proposed method is particularly performing when 3D objects, or more in general implicit functions defined by scattered data, need to be approximated.

1 Introduction

The problem of reconstructing 3D objects is common in computer aided design and computer graphics. Truly performing mesh-dependent approaches have already been developed in this context (for a general overview on these approaches refer e.g. to [24]). This computational issue leads to the approximation of surfaces defined in terms of point cloud data, i.e. a set of unorganized points in 3D. Since such data sets are usually large, it might be convenient to investigate, as in this paper, meshfree approaches. Specifically, here we focus on Radial Basis Function (RBF) interpolants; refer e.g. to [14, 15, 28]. Because of the huge amount of data that are usually involved in the reconstruction of 3D objects, we decompose the original problem, which leads to solving large linear systems, into many small ones. This can be efficiently done by means of the Partition of Unity (PU) method (see e.g. [29]). In this way, the original reconstruction domain is split into many subdomains or patches and, as a consequence, only linear systems of moderate size need to be solved.

However, the local approximants might suffer from instability and/or the local function values might oscillate defining steep gradients. These are the main reasons for which we consider, for each subdomain, a Rational RBF (RRBF) expansion. The RRBF have been introduced in [21] (see also [11]) and further developed for collocation methods in [26]. The proposed scheme reduces to a largest eigenvalue problem which is efficiently solved by means of the so-called Deflation Accelerated Conjugate Gradient (DACG) algorithm (see e.g. [4]). Furthermore, we also provide pointwise error bounds for the local RRBF interpolants.

This investigation reveals that, for the reconstruction of 3D objects, the new method, namely RRBF-PU, performs better than the classical approach, i.e. the one based on local RBF interpolants [15]. Furthermore, comparisons with the BLOOCV-PU scheme, which is based on selecting optimal local RBF interpolants, will be also carried out [8].
To be more precise, for the approximation of point cloud data, we first need to define additional interpolation conditions and function values, so that we reduce to a standard interpolation issue on $\mathbb{R}^3$. This is also known as the implicit approach and consists in adding extra interpolation conditions; see e.g. [6, 15]. Let us fix the space dimension $M = 3$. Given a point cloud data set $X_n = \{x_i \in \mathbb{R}^M, i = 1, \ldots, n\}$, that describes a surface on $\mathbb{R}^M$, i.e. a two dimensional manifold $\mathcal{S}$, the aim consists in finding an approximate surface $\mathcal{S}^*$. In this framework, $\mathcal{S}$ is defined by all points $x \in \mathbb{R}^M$ such that $f(x) = 0$, for some (unknown) function $f$. To approximate the implicit function $f$, the trick is the one of adding an extra set of points, namely off-surface points, so that we can then compute a three dimensional interpolant via the PU method by using local RRBFs.

Thus, the reconstruction scheme considered in this paper can be summarized in the following three steps (see e.g. [25]):

i. generate the extra off-surface points (see Section 2),
ii. construct the PU structure for the local approach (see Section 3),
iii. compute a local RRBF approximant for each subdomain (see Section 4).

This scheme is tested via extensive numerical experiments carried out in Section 5. Finally, Section 6 is devoted to conclusions and future work.

## 2 Extra off-surface points

To construct the additional data [18, 19], we need to suppose that for each point $x_i \in X_n$, its oriented normal $n_i \in \mathbb{R}^M$ is known. If normals are not available, we describe a technique to approximate them in Subsection 2.2.

### 2.1 The implicit approach

In practice, as usually done in literature (see e.g. [9, 15, 18]), for each $x_i \in X_n$, we compute the following two additional points:

$$x_{n+i} = x_i + \Delta_i n_i, \quad \text{and} \quad x_{2n+i} = x_i - \Delta_i n_i,$$

where $\Delta_i > 0 \in \mathbb{R}^+$, $i = 1, \ldots, n$, are chosen stepsizes along the normals $n_i$. In other words, we provide two other sets of points, namely $X_\Delta^+ = \{x_{n+1}, \ldots, x_{2n}\}$ and $X_\Delta^- = \{x_{2n+1}, \ldots, x_{3n}\}$. Then, we define $X_N = X_n \cup X_\Delta^+ \cup X_\Delta^-$ as the set of all points on which the interpolation conditions are given.

**Remark 2.1** In what follows, for a given $\Delta > 0 \in \mathbb{R}^+$, we simply fix $\Delta_i = \Delta, i = 1, \ldots, n$. More precisely, to possibly avoid the effect of ill-conditioning, one can construct the extended data set with a stepsize $\Delta$ proportional to the so-called separation distance $q_{X_n}$ of the original data set $X_n$, where:

$$q_{X_n} = \frac{1}{2} \min_{i \neq k} \|x_i - x_k\|_2. \quad (1)$$

In particular, we take $\Delta = \xi q_{X_n}$, with $\xi = 1/3$. This choice follows from the investigation carried out in [17]. Indeed, the authors prove that, for a suitable choice of the stepsizes...
\[ \Delta_i > 0 \in \mathbb{R}^+, \, i = 1, \ldots, n \text{ and for } 0 < \xi \leq 1/3, \text{ we have } q_{X_N} = \xi q_{X_N}. \] Therefore, since the ill-conditioning grows with the decrease of \( q_{X_N} \), taking small values for \( \xi \) is not recommended. On the other hand, as shown in [10], for \( \xi > 1/3 \) the added points might be close to each other and this might lead to the self-intersecting surfaces phenomenon. Therefore, fixing \( \xi = 1/3 \) seems to provide a good compromise among accuracy and stability.

Moreover, we construct the augmented set of function values \( \mathcal{F}_N \). It is defined as the union of the following sets [15]

\[ \mathcal{F}_n = \{ f_i : f(x_i) = a, \, i = 1, \ldots, n \}, \]
\[ \mathcal{F}_\Delta^+ = \{ f_i : f(x_i) = b, \, i = n+1, \ldots, 2n \}, \]
\[ \mathcal{F}_\Delta^- = \{ f_i : f(x_i) = c, \, i = 2n+1, \ldots, 3n \}, \]

where the values of \( a, b \) and \( c \in \mathbb{R} \) are arbitrarily and usually set as 0, 1 and \(-1\), respectively. Now, after creating the data set, we are able to compute an interpolant whose \( a \)-contour (iso-surface) interpolates the given point cloud data.

However, note that to construct the augmented data set, we assume to know the normals to the implicit surface at each point. Unfortunately, in applications such normals are usually unknown and thus need to be estimated. For this reason, we illustrate a technique to calculate them.

### 2.2 Normals estimation

Let us fix a number \( K < n \) and compute for each point \( x_i, \, i = 1, \ldots, n \), its \( K \) nearest neighbors set \( \mathcal{X}_i \). Then, following the technique presented in [18, 19], for each data point \( x_i, \, i = 1, \ldots, n \), we compute a local oriented tangent plane \( T_i \). The latter is defined by a point, called centre \( c_i \), and a unit normal vector \( n_i \). More precisely, we have that

\[ c_i = \frac{1}{K} \sum_{k \in \mathcal{X}(x_i)} x_k. \]

Furthermore, since the normal \( n_i \) is computed via Principal Component Analysis (PCA), see e.g. [3], we evaluate the following covariance matrix \( V \in \mathbb{R}^{3 \times 3} \) defined by

\[ V(x_i) = \sum_{k \in \mathcal{X}(x_i)} (x_k - c_i)(x_k - c_i)^T. \]

It is trivially symmetric and positive semi-definite. Its eigenvalues \( \lambda_{i1} \geq \lambda_{i2} \geq \lambda_{i3} \) and corresponding unit eigenvectors \( v_{i1}, v_{i2}, v_{i3} \) represent the plane and the normal to such plane. If two eigenvalues, for instance \( \lambda_{i1} \) and \( \lambda_{i2} \), are close together and the third one is significantly smaller, then the eigenvectors for the first two eigenvalues \( v_{i1} \) and \( v_{i2} \) determine the plane, while \( v_{i3} \) is the corresponding normal.

Unfortunately, this is not sufficient to construct the data set. In fact, we need to orient the normals.

We consider here the solution already proposed in [18, 19], which consists in building, at first, the Riemann graph \( G = \{ \mathcal{V}, \mathcal{E} \} \), with each node in \( \mathcal{V} \) corresponding to one of the 3D data points. To be more precise, in our case it is an undirected graph that has a vertex for
every normal $n_i$ and an edge $e_{ik}$ between the vertices of $n_i$ and $n_k$ if and only if $i \in \mathcal{K}(x_k)$ or $k \in \mathcal{K}(x_i)$.

Therefore, to orient the normals, the idea consists in starting with an arbitrary normal orientation and then to propagate such orientation among neighboring points. We assign to each edge $e_{ik}$ the cost

$$w(e_{ik}) = 1 - |n_i n_k^T|.$$ 

Since $w(e_{ik})$ is small if the unoriented tangent planes are nearly parallel, we can propagate the orientation by traversing the minimal spanning tree of the Riemann graph.

For completeness, we recall some definitions (see e.g. [2] for further details).

**Definition 2.1** In any connected graph $G$, a spanning tree is a subgraph of $G$ having the following two properties:

i. the subgraph is a tree,

ii. the subgraph contains every vertex of $G$.

**Definition 2.2** The weight of a tree is the sum of the weights of all edges in the tree.

**Definition 2.3** Given a connected weighted graph $G$ the minimal spanning tree is the one having minimum weight among all spanning trees in the graph.

Thus, to propagate the normal orientation, we begin by choosing an edge of minimum weight in the graph and we then continue by selecting from the remaining edges an edge of minimum weight until a spanning tree is formed. This scheme is known as Kruskal’s algorithm and the reader can, for instance, refer to [17] for further details.

To summarize, starting from the initial point cloud data set, we now obtain the set of nodes $X_N = \{x_i \in \mathbb{R}^M, i = 1, \ldots, N\}$ and the one of function values $F_N = \{f_i \in \mathbb{R}, i = 1, \ldots, N\}$. In other words, we reduce to a standard 3D interpolation problem which will be solved by means of the RRBF-PU method, as described in the next section. Note that, we end up with a data set $X_N$ that contains about three times the number of points of the original one $X_n$. In general we might have $N \neq 3n$. Indeed, we must exclude points that have zero normals.

### 3 The partition of unity structure

The PU method takes advantage of being a local technique, so that we always need to deal with small linear systems. It finds its origin around 1960 (see [27]) and is also well-known in the context of Partial Differential Equations (PDEs) (see e.g. [11 22]).

#### 3.1 Remarks on radial basis function interpolants

In order to introduce the RRBF-PU interpolation, we need to remark the main features of the standard RBF approximation theory. Thus, let $\Omega \subset \mathbb{R}^M$ be a bounded set, $X_N = \{x_i, i = 1, \ldots, N\} \subset \Omega$ the set of nodes and $F_N = \{f_i = f(x_i), i = 1, \ldots, N\}$ the set of
function values, as defined in the previous section. A global interpolant \( \mathcal{R} : \Omega \rightarrow \mathbb{R} \) is such that
\[
\mathcal{R}(x_i) = f_i, \quad i = 1, \ldots, N. \tag{2}
\]
Here we take \( \mathcal{R} \in H_{\Phi}(\mathcal{X}_N) = \text{span}\{\Phi(\cdot, x_i), x_i \in \mathcal{X}_N\} \), where \( \Phi : \Omega \times \Omega \rightarrow \mathbb{R} \) is a strictly positive definite and symmetric kernel \([14, 28]\). With this choice the interpolant (2) assumes the form
\[
\mathcal{R}(x) = \sum_{k=1}^{N} \alpha_k \Phi(x, x_k), \quad x \in \Omega.
\]
Therefore, to determine the coefficients \( \alpha = (\alpha_1, \ldots, \alpha_N)^T \), one needs to solve \( A\alpha = f \), where the entries of the matrix \( A \in \mathbb{R}^{N \times N} \) are given by
\[
(A)_{ik} = \Phi(x_i, x_k), \quad i, k = 1, \ldots, N, \tag{3}
\]
and \( f = (f_1, \ldots, f_N)^T \). Existence and uniqueness of the solution are ensured by the fact that the kernel \( \Phi \) is strictly positive definite and symmetric \([14, 28]\). Since here we take RBFs, we also have to take into account the \textit{shape parameter}, i.e. we assume that there exist a function \( \phi : [0, \infty) \rightarrow \mathbb{R} \) and a shape parameter \( \varepsilon > 0 \) such that
\[
\Phi(x, y) = \phi_\varepsilon(||x - y||_2) := \phi(r),
\]
for all \( x, y \in \Omega \). To be more precise, since \( \varepsilon \) is a scalar, we should refer to \( \Phi \) as isotropic kernel. However, to simplify the notation, we will omit the term isotropic.

Note that, for each positive definite and symmetric kernel \( \Phi \), we are able to associate the so-called \textit{native space} \( \mathcal{N}_\Phi(\Omega) \). To point out this fact, we first introduce the following pre-Hilbert space with reproducing kernel \( \Phi \) \([15]\)
\[
H_{\Phi}(\Omega) = \text{span}\{\Phi(\cdot, x), x \in \Omega\},
\]
with the associated bilinear form \((\cdot, \cdot)_{H_{\Phi}(\Omega)}\) given by
\[
\left( \sum_{i=1}^{l} \alpha_i \Phi(\cdot, x_i), \sum_{k=1}^{l} \beta_k \Phi(\cdot, x_k) \right)_{H_{\Phi}(\Omega)} = \sum_{i=1}^{l} \sum_{k=1}^{l} \alpha_i \beta_k \Phi(x_i, x_k),
\]
where \( l = \infty \) is also allowed. Since \( H_{\Phi}(\Omega) \) is only pre-Hilbert we define the native space \( \mathcal{N}_\Phi(\Omega) \) of \( \Phi \) to be the completion of \( H_{\Phi}(\Omega) \) with respect to the norm \( ||\cdot||_{H_{\Phi}(\Omega)} \) so that \( ||f||_{H_{\Phi}(\Omega)} = ||f||_{\mathcal{N}_\Phi(\Omega)} \), for all \( f \in H_{\Phi}(\Omega) \), see \([15, 28]\).

Finally, to consistently introduce RRBFs, we have to define the so-called \textit{fill distance} and report the following theorem on polynomial precision (cf. \([28\text{ Th. 3.14, p. 33}]\)).

The fill distance is defined as
\[
h_{\mathcal{X}_N} := \sup_{x \in \Omega} \left( \min_{x_k \in \mathcal{X}_N} ||x - x_k||_2 \right),
\]
and represents the radius of the largest possible empty ball that can be placed among the data locations inside \( \Omega \). We also remark that, as the fill-distance diminishes the interpolation error decreases, provided that sufficiently stable methods or RBFs with limited regularity are used (see e.g. \([12, 16]\)). Otherwise it is well-known that we might have numerical instability due to ill-conditioning.
Theorem 3.1 Suppose that \( \Omega \subseteq \mathbb{R}^M \) is compact and satisfies an interior cone condition with angle \( \theta = (0, \pi/2) \) and radius \( \gamma > 0 \). Fix \( l \in \mathbb{N} \) and let \( \Pi_{l-1}^M \) be the set of polynomials of degree \( l - 1 \). Then, there exist \( h_0, C_1, C_2 > 0 \) constants depending only on \( l, \theta \) and \( \gamma \), such that for every \( X_N = \{ x_i, i = 1, \ldots, N \} \subseteq \Omega \) with \( h_N \leq h_0 \) and every \( x \in \Omega \), we can find real numbers \( v_k(x) \), \( k = 1, \ldots, N \), such that:

i. \( \sum_{k=1}^N v_k(x) p(x_k) = p(x) \), for all \( p \in \Pi_{l-1}^M \),

ii. \( \sum_{k=1}^N |v_k(x)| \leq C_1 \),

iii. \( v_k(x) = 0 \) provided that \( \|x - x_k\|_2 \geq C_2 h_N \).

The method described in this subsection is effective only if we deal with data sets of moderately large sizes, otherwise the computational cost of computing the inverse of large interpolation matrices is prohibitive. Thus, in the next subsection, we introduce the PU method, that suitably works for huge sets of points.

3.2 The PU method

For the PU scheme, we first need to divide the domain \( \Omega \) into \( d \) subdomains \( \Omega_j \), such that \( \Omega \subseteq \bigcup_{j=1}^d \Omega_j \). As a consequence, they have to satisfy some mild overlap condition. Further, we require that such covering is also regular [29].

Definition 3.1 Suppose that \( \Omega \subseteq \mathbb{R}^M \) is bounded and \( X_N = \{ x_i, i = 1, \ldots, N \} \subseteq \Omega \) is given. An open and bounded covering \( \{ \Omega_j \}_{j=1}^d \) is called regular for \( (\Omega, X_N) \) if the following properties are satisfied:

i. for each \( x \in \Omega \), the number of subdomains \( \Omega_j \), with \( x \in \Omega_j \), is bounded by a global constant \( d_0 \),

ii. the local fill distances \( h_{X_N} \) are uniformly bounded by the global fill distance \( h_N \), where \( X_{N_j} = X_N \cap \Omega_j \),

iii. there exists \( C_r > C_2 \) such that each subdomain \( \Omega_j \) satisfies an interior cone condition with angle \( \theta \in (0, \pi/2) \) and radius \( \hat{\gamma} = C_r h_N \).

Once we have such covering of the domain, we construct for each subdomain a local interpolant. Then, the local fits are glued together by means of \( d \) weight functions \( W_j \), \( j = 1, \ldots, d \), i.e. the PU interpolant \( I \) assumes the form:

\[
I(x) = \sum_{j=1}^d L_j(x) W_j(x), \quad x \in \Omega,
\]

where \( L_j \), \( j = 1, \ldots, d \), are local interpolants such as RBF approximants defined in the previous subsection. Before discussing which local interpolants \( L_j \), \( j = 1, \ldots, d \), are used, we first recall that \( \{ W_j \}_{j=1}^d \) must form a \( k \)-stable partition of unity, i.e. they form a family of compactly supported, non-negative, continuous functions such that

i. \( \text{supp}(W_j) \subseteq \Omega_j \),

ii. \( \sum_{j=1}^d W_j(x) = 1, \quad x \in \Omega \),

iii. \( W_j(x) \geq 0, \quad x \in \Omega \).
ii. \( \sum_{j=1}^{d} W_j(x) = 1, \quad x \in \Omega, \)

iii. for every \( \mu \in \mathbb{N}_0^M \), with \( |\mu| \leq k \), there exists a constant \( C_\mu > 0 \) such that

\[
\| D^\mu W_j \|_{L^\infty(\Omega_j)} \leq \frac{C_\mu}{(\sup_{x,y \in \Omega_j} \| x - y \|_2)^{|\mu|}}, \quad j = 1, \ldots, d.
\]

In what follows, we consider the so-called Shepard’s weights \(^{27}\)

\[
W_j(x) = \frac{\bar{W}_j(x)}{\sum_{k=1}^{d} \bar{W}_k(x)}, \quad j = 1, \ldots, d,
\]

where \( \bar{W}_j \) are compactly supported functions, with support on \( \Omega_j \).

In the next section, we describe which local approximants \( L_j \) we consider here, i.e. rational RBF expansions. However, before going into details, note that since the functions \( W_j, \quad j = 1, \ldots, d \), form a partition of unity, if the local fits \( L_j, \quad j = 1, \ldots, d \), satisfy the interpolation conditions then the global PU approximant trivially inherits the interpolation property.

### 4 Local rational radial basis function interpolants

For a classical RBF-PU interpolant there might be problems such as ill-conditioning (especially when the shape parameter tends to zero) and this might lead to inaccurate solutions when functions with steep gradients (or even implicit functions) are considered. These are the main reasons for which we introduce RRBF local interpolants. Indeed, as numerical evidence confirms, they are more robust for the reconstruction of 3D objects. This is also consistent with the well-known robustness of univariate rational polynomial approximation compared to the standard one. Unfortunately, differently from RRBF interpolation, the rational polynomial approximation is quite hard to extend in higher dimensions (refer e.g. to \(^{20}\)).

On a subdomain \( \Omega_j \), we here define \( L_j \) as:

\[
L_j(x) = \frac{R_1^j(x)}{R_2^j(x)} = \frac{\sum_{i=1}^{N_j} \alpha_i^j \Phi(x, x_i^j)}{\sum_{k=1}^{N_j} \beta_k^j \Phi(x, x_k^j)},
\]

where \( N_j \) is the number of points lying on \( \Omega_j \) and we assume \( R_2^j(x) \neq 0, \quad x \in \Omega \). It is easy to see that imposing the interpolation conditions leads to a system that is underdetermined. Thus, we add extra conditions. In practice, to have a well-posed problem on \( \Omega_j \), we need to look for a vector \(^{21}\)

\[
q_j = (R_2^j(x_1^j), \ldots, R_2^j(x_{N_j}^j))^T,
\]

so that we can construct its relative RBF interpolant \( \mathcal{R}_2^j \) in the standard way. Then, it is easy to see that, once we have \( q_j \), we are able to uniquely compute \( \mathcal{R}_1^j \) such that it interpolates the function values \( p_j = D_j q_j \), where \( D_j = \text{diag}(f_1^j, \ldots, f_{N_j}^j) \). To be more precise, let us
problem in (4):

\[ q \]

If it does not hold, it is sufficient to impose the following constraints for the minimization that for error bounds, we have to think of \( p_j \) and \( q_j \) as the eigenvector associated to the smallest eigenvalue of the problem \( \Lambda \) method proposed in [13] to obtain a positive approximant.

Suppose \( |\varphi| \) whose derivatives of order \( \mu \) \( A \) values such that their native space norm relative to the size of their values is as small as possible. In [21] the authors proved that this leads to define for each patch \( \Omega_j \) the vector \( q_j \) as the eigenvector associated to the smallest eigenvalue of the problem \( \Lambda_j q_j = \lambda_j \Theta_j q_j \), with

\[
\Lambda_j = \frac{1}{||f_j||^2_2} D_j^T A_j^{-1} D_j + A_j^{-1}, \quad \Theta_j = \frac{1}{||f_j||^2_2} D_j^T D_j + I_{N_j},
\]

where \( I_{N_j} \) is the \( N_j \times N_j \) identity matrix and \( A_j \) is the standard local kernel matrix:

\[
A_j = \begin{pmatrix}
\Phi(x_1^j, x_1^j) & \cdots & \Phi(x_1^j, x_{N_j}^j) \\
\vdots & \ddots & \vdots \\
\Phi(x_{N_j}^j, x_1^j) & \cdots & \Phi(x_{N_j}^j, x_{N_j}^j)
\end{pmatrix}.
\]

Note that the so-constructed method is not able to handle the case where \( f \) is zero at some data sites. However, for our application this is not restrictive. Indeed, we only need to carefully define the extra function values described in Section [2]. For instance, in what follows we take \( a = 2, b = 3 \) and \( c = 1 \). Finally, note that we assume \( R^2(x) \neq 0, x \in \Omega \). If it does not hold, it is sufficient to impose the following constraints for the minimization problem in [4]: \( q_i^d > 0, i = 1, \ldots, M \). Once we have such function values, we can use the method proposed in [13] to obtain a positive approximant.

Acting as explained above implies that we construct a RRBF interpolant by means of the standard RBF interpolation matrix \( A_j \). This enables us to give error bounds. First note that for \( x \in \Omega \), we have that

\[
|f(x) - I(x)| \leq \sum_{j=1}^d |f(x) - L_j(x)| W_j(x),
\]

\[
\leq \max_{j=1,\ldots,d} |f - L_j|_{L_\infty(\Omega_j)} := ||f|_{\Omega_t} - L_t||_{L_\infty(\Omega_t)}.
\]

In other words, the PU approximation error is governed by the worst local error. To formulate error bounds, we have to think of \( p_t \) and \( q_t \) as values sampled form some functions \( p_t \) and \( q_t \in N_\Phi(\Omega_t) \). Furthermore, we also need to define the space \( C^k(\mathbb{R}^M) \) of all functions \( f \in C^k \) whose derivatives of order \( |\mu| = k \) satisfy \( D^\mu f(x) = O(||x||^2_2) \) for \( ||x||_2 \to 0 \). Then, the \( ||f|_{\Omega_t} - L_t||_{L_\infty(\Omega_t)} \) can be bounded by means of the following proposition.

**Proposition 4.1** Suppose \( \phi \in C^\nu(\mathbb{R}^M) \) is strictly positive definite, \( p_t \) and \( q_t \in N_\Phi(\Omega_t) \) and let \( X_t = \{x_i, i = 1, \ldots, N_t\} \subseteq \Omega_t \), then there exists a constant \( C \) independent of \( h_{X_t} \) such that

\[
||f|_{\Omega_t} - L_t||_{L_\infty(\Omega_t)} \leq \frac{Ch^{(k+\nu)/2}}{||R_t^2||_{L_\infty(\Omega_t)}^2} \left(||f|_{\Omega_t}||_{L_\infty(\Omega_t)}||q_t||_{N_\Phi(\Omega_t)} + ||p_t||_{N_\Phi(\Omega_t)}\right).
\]
Proof: At first note that
\[ \| f_{\Omega_t} - L_t \|_{L^\infty(\Omega_t)} = \left\| \frac{R^2_t f_{\Omega_t} - R^1_t}{R^2_t} \right\|_{L^\infty(\Omega_t)} = \left\| \frac{(R^2_t f_{\Omega_t} - q_t f_{\Omega_t}) + (q_t f_{\Omega_t} - R^1_t)}{R^2_t} \right\|_{L^\infty(\Omega_t)}. \]

Furthermore, we know that under the assumptions of this proposition, if \( \Omega_t \) satisfies an interior cone condition with constants \( \tilde{\theta} \) and \( \tilde{\gamma} \) and if \( \mathcal{X}_{N_t} = \{ x_i, i = 1, \ldots, N_t \} \subseteq \Omega_t \) satisfies \( h_{\mathcal{X}_{N_t}} \leq h_0 \), there exists a constant \( C_0 \) independent of \( h_{\mathcal{X}_{N_t}} \) and depending on \( M, \tilde{\theta} \) and \( \phi \), such that (cf. [28, Th. 11.11, p. 181])
\[ \left\| \frac{R^2_t - q_t}{R^1_t} \right\|_{L^\infty(\Omega_t)} \leq C_0 h^{(k+\nu)/2}_{\mathcal{X}_{N_t}} \| q_t \|_{N^\phi(\Omega_t)}, \tag{7} \]
where \( h_0 = \tilde{\gamma}/C_2 \), with \( C_2 \) is from Theorem 3.1 applied to a local setting. Note that, because of the regular covering, (7) holds. Indeed, all the subdomains satisfy an interior cone condition and the local fill distances are uniformly bounded by the global one. Moreover, taking into account how \( p_t \) and \( q_t \) are related, we obtain
\[ \| f_{\Omega_t} - L_t \|_{L^\infty(\Omega_t)} \leq \frac{C h^{(k+\nu)/2}_{\mathcal{X}_{N_t}}}{\| R^2_t \|_{L^\infty(\Omega_t)}} \left( \| f_{\Omega_t} \|_{L^\infty(\Omega_t)} \| q_t \|_{N^\phi(\Omega_t)} + \| p_t \|_{N^\phi(\Omega_t)} \right). \]

Remark 4.1 Such proposition confirms that, as for the classical PU interpolant which makes use of local RBFs, the rational PU interpolant preserves the local approximation error. The bound reported in Proposition 4.1 shows strong similarities with the ones for the standard interpolants. This could be expected, indeed, we are considering an interpolant which is essentially a rescaled classical RBF approximant. Nevertheless, despite such bounds are similar, since we rescale with a quantity depending on the largest eigenvalue of the kernel matrix, numerically we expect a more accurate computation. This effect should be more evident for kernels having a fast decay, such as the Gaussian.

Remark 4.2 In the PU framework, an important computational issue consists in organizing points among the subdomains. To achieve this aim we use the so-called integer-based data structure, refer e.g. to [7, 8] for further details.

Remark 4.3 Note that the proposed scheme is also able to handle the use of anisotropic kernels. Indeed, any isotropic radial kernel can be turned into an anisotropic one by using a weighted 2-norm instead of an unweighted one [4]. It is enough to replace the scalar value of the shape parameter \( \varepsilon \) with a symmetric positive definite matrix \( \Xi \). More precisely, taking \( \Xi = \text{diag}(\varepsilon_1, \ldots, \varepsilon_M) \) allows to chose a different scaling along the dimensions of the problem. However, since we consider quasi-uniform points, we omit further considerations or tests with anisotropic kernels.
5 Numerical experiments

The numerical experiments that follow have been carried out with MATLAB on an Intel(R) Core(TM) i7 CPU 4712MQ 2.13 GHz processor.

In this section we consider scattered data on a cube $\Omega = [0, \gamma]^3$, $\gamma \in \mathbb{R}^+$. To better assess the robustness of the method, in Subsection 5.1 we take known implicit functions, while in Subsection 5.2 we deal with unknown 3D objects.

The RBFs considered in the examples are the Gaussian $C^\infty$ and the Wendland’s $C^2$ functions, whose formulae respectively are

$$\phi_1(r) = e^{-\varepsilon^2 r^2},$$

and

$$\phi_2(r) = (1 - \varepsilon r)_+^4 (4\varepsilon r + 1),$$

where $r$ is the Euclidean distance, $\varepsilon$ is the shape parameter and $(\cdot)_+$ denotes the truncated power function. Note that the Wendland’s $C^2$ function is also used for the computation of the PU weights. We remark that the Gaussian kernel usually leads to matrices with high condition numbers, while the Wendland’s $C^2$ is more stable. Therefore, the latter is strictly advised for applications with real data.

The interpolants are evaluated on a grid of $s = 80 \times 80 \times 80$ points $X_s = \{\bar{x}_i, i = 1, \ldots, s\}$. Moreover, to point out the accuracy, for the known functions we compute the Root Mean Square Error (RMSE), while for real data it is estimated via cross-validation.

The RRBF-PU is applied with spherical patches whose centres are a grid of points on $\Omega$ of radius

$$\delta = \frac{\gamma}{d^{1/M}},$$

where the number of patches $d$ is given by

$$d = \left(\left\lceil \frac{N^{1/M}}{2} \right\rceil \right)^M.$$

In what follows we will compare the RRBF-PU with the classical scheme based on RBFs as local approximants, i.e. the RBF-PU. The former turns out to be more robust. Furthermore, it turns out to be also efficient (refer to [11]). This is due to the fact that for the RRBF-PU the eigenvectors of the local kernel matrices are calculated by means of the DACG scheme [5]. Indeed, DACG has been shown to be faster than the Lanczos method (standard MATLAB routine `eigs`) [23] when a small number of eigenpairs are being sought.

Finally, comparisons with the BLOOCV-PU will be also carried out. Such technique, studied in [8], is based on an optimal selection of both the radius and shape parameter for each patch. We will show that, provided that points are not clustered, the RRBF-PU is competitive, especially because of its efficiency.

5.1 Experiments with artificial data

The first test function we consider in these examples defines the easiest 3D object, i.e. a sphere. In particular,

$$f_1(x_1, x_2, x_3) = (x_1 - 0.5)^2 + (x_2 - 0.5)^2 + (x_3 - 0.5)^2 - 0.5^2 = 0.$$
The second test is instead carried out by considering
\[ f_2(x_1, x_2, x_3) = f_1(x_1, x_2, x_3) + \sin^4(4y) = 0. \]

As data, we take four sets of random nodes \((n = 1089, 4225, 16641, 66049)\). An example of 1089 data describing the surfaces is plotted in Figure 1.

![Figure 1: Examples of point cloud data sets for \(f_1\) (left) and \(f_2\) (right).](image)

We remark that, for a given set of \(n\) data, we first compute and consistently orient the surface normals so that we construct the augmented sets \(X_N\) and \(F_N\), as shown in Section 2, where \(N \approx 3n\). Then, we compute the RRBF-PU for these augmented sets and we evaluate the iso-surface corresponding to the original set of nodes.

In this subsection, we consider the Gaussian kernel as basis function. To assess the behaviour of the error with respect to the shape parameter we evaluate for \(f_1\) and \(f_2\) the RMSEs (obtained with both the RBF-PU and RRBF-PU) for 20 values of the shape parameter \(\varepsilon\) in the range \([10^{-3}, 10^2]\). Refer to Figure 2.

Such study reveals that the RRBF-PU is more effective than the standard one. Furthermore, in Tables 1 and 2 we also report the RMSE in correspondence of the optimal shape parameter for \(f_1\) and \(f_2\), respectively. It is evident that, especially for large values of \(n\) the RRBF-PU outperforms the standard one. Finally, note that in Table 1 we also report the results obtained via BLOOCV-PU. As expected, since it is able to find the optimal radius and the optimal shape parameter for each patch, it turns out to be more accurate. Nevertheless, while the difference among RRBF-PU and BLOOCV-PU is not so evident in terms of accuracy, it is truly marked from the point of view of the efficiency. For instance, the classical RBF-PU takes 3.96 s to approximate a data set consisting of \(n = 1089\) points. The RRBF-PU, thanks to the DACG algorithm, only requires 4.59 s, while the BLOOCV-PU needs 35.2 s. Thus, for quasi-uniform nodes, the RRBF-PU turns out to be accurate and efficient, while (because of the optimization process) the BLOOCV-PU has a high computational cost. Nevertheless, we remark that when points are clustered, then the use of the BLOOCV-PU is meaningful. Indeed, in this case, a suitable selection of the patch radius is essential to avoid loss of convergence orders on several subdomains.
5.2 Experiments with real data

Here we show with some numerical experiments the flexibility of the RRBF-PU for the reconstruction of 3D objects. The data sets used in the following examples (available at [http://graphics.stanford.edu/data/3Dscanrep/](http://graphics.stanford.edu/data/3Dscanrep/)) correspond to various point cloud data set of the well-known Stanford Bunny for \( n = 453, 1089, 8171 \) and 35974.

The RBF used to approximate the 3D object is the Wendland’s \( C^2 \) function. In Figure 3 we show the graphical results for both RBF-PU and RRBF-PU of using \( n = 35974 \) points. Also in this case, we recover the pattern already discovered about the fact that the RRBF-PU turns out to be more effective than the classical one.

To conclude, as a confirm of the graphical results previously shown, we also report the estimated errors (via cross-validation) for the different data sets in Table 3. In this case we fix \( \varepsilon = 1 \).
\begin{tabular}{cccc}
\hline
$n$ & \(\varepsilon^*\) & Method & RMSE \\
\hline
1089 & 0.42 & RBF-PU & 1.67E – 2 \\
 & – & BLOOCV-PU & 8.49E – 4 \\
 & 0.42 & RRBF-PU & 1.53E – 3 \\
4225 & 1.43 & RBF-PU & 7.45E – 4 \\
 & – & BLOOCV-PU & 7.53E – 5 \\
 & 0.42 & RRBF-PU & 1.84E – 4 \\
16641 & 4.83 & RBF-PU & 1.23E – 4 \\
 & – & BLOOCV-PU & 2.43E – 6 \\
 & 8.85 & RRBF-PU & 4.52E – 6 \\
66049 & 8.85 & RBF-PU & 1.10E – 5 \\
 & – & BLOOCV-PU & 2.17E – 8 \\
 & 16.24 & RRBF-PU & 3.80E – 8 \\
\hline
\end{tabular}

Table 1: RMSEs for the optimal shape parameter \(\varepsilon^*\) obtained for the test function \(f_1\) and several sets of random nodes.

\begin{tabular}{cccc}
\hline
$n$ & \(\varepsilon^*\) & Method & RMSE \\
\hline
1089 & 4.83 & RBF-PU & 7.84E – 2 \\
 & 2.63 & RRBF-PU & 1.16E – 2 \\
4225 & 2.63 & RBF-PU & 1.66E – 2 \\
 & 4.83 & RRBF-PU & 1.86E – 3 \\
16641 & 8.85 & RBF-PU & 9.97E – 4 \\
 & 4.83 & RRBF-PU & 5.48E – 5 \\
66049 & 4.83 & RBF-PU & 1.08E – 4 \\
 & 4.83 & RRBF-PU & 9.52E – 6 \\
\hline
\end{tabular}

Table 2: RMSEs for the optimal shape parameter \(\varepsilon^*\) obtained for the test function \(f_2\) and several sets of random nodes.

6 Final remarks

This investigation reveals that the RRBF-PU can be used as effective and efficient tool for the approximation of 3D objects. It takes advantage of being meshfree and more robust than a standard approach.

Thus, as future work we need to carry out studies for coupling this scheme with the well-known stable methods (see e.g. [12, 14, 22]) and further investigations about the Lebesgue constant are also essential. To achieve this aim, we need to study the cardinal form of the rational expansion.
Figure 3: The Stanford Bunny with 35947 points reconstructed via the RBF-PU (left) and RRBF-PU (right) with $\varepsilon = 1$.

| $n$  | Method   | RMSE     |
|------|----------|----------|
| 453  | RBF-PU   | 6.61E−2  |
|      | RRBF-PU  | 4.41E−2  |
| 1889 | RBF-PU   | 5.17E−2  |
|      | RRBF-PU  | 1.12E−2  |
| 8171 | RBF-PU   | 1.21E−1  |
|      | RRBF-PU  | 6.35E−3  |
| 35947| RBF-PU   | 9.65E−3  |
|      | RRBF-PU  | 3.53E−3  |

Table 3: The estimated (via cross validation) RMSEs for various data sets of the Stanford Bunny.

7 Acknowledgments

This research has been accomplished within Rete ITaliana di Approssimazione (RITA) and supported by:

- GNCS-INdAM,
- the research project *Radial basis functions approximations: stability issues and applications*, No. BIRD167404.

References

[1] I. Babuška, J.M. Melenk, *The partition of unity method*, Int. J. Numer. Meth. Eng. 40 (1997), pp. 727–758.
[2] M. Behzad, G. Chartrand, L. Lesniak-Foster, *Graphs and Digraphs*, Prindle, Weber and Schmidt, Boston, 1979.

[3] D. Belton, Improving and extending the information on principal component analysis for local neighborhoods in 3D point clouds, in: C. Jun et al. (Eds.), The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences-Part B5, vol. 37, 2008, pp. 477–484.

[4] L. Bergamaschi, G. Gambolati, G. Pini, Asymptotic convergence of conjugate gradient methods for the partial symmetric eigenproblem, Numer. Linear Algebra Appl. 4 (1997), pp. 69–84.

[5] L. Bergamaschi, M. Putti, Numerical comparison of iterative eigensolvers for large sparse symmetric matrices, Comp. Methods App. Mech. Engrg. 191 (2002), pp. 5233–5247.

[6] J.C. Carr, R.K. Beatson, J.B. Cherrie, T.J. Mitchell, W.R. Fright, B.C. Mccallum, T.R. Evans, Reconstruction and representation of 3D objects with radial basis functions, in: Proceedings of the 28-th Annual Conference on Computer Graphics and Interactive Techniques, ACM press, New York, 2001, pp. 67–76.

[7] R. Cavoretto, A. De Rossi, A trivariate interpolation algorithm using a cube-partition searching procedure, SIAM J. Sci. Comput. 37 (2015), pp. A1891–A1908.

[8] R. Cavoretto, A. De Rossi, E. Perracchione, Optimal selection of local approximants in RBF-PU interpolation, J. Sci. Comput. 74 (2018), pp. 1–22.

[9] S. Cuomo, A. Galletti, G. Giunta, A. Starace, Surface reconstruction from scattered point via RBF interpolation on GPU, in: M. Ganzha et al. (Eds.), 2013 Federated Conference on Computer Science and Information Systems, IEEE Press, Los Alamitos, 2013, pp. 433–440.

[10] S. Cuomo, A. Galletti, G. Giunta, L. Marcellino, Reconstruction of implicit curves and surfaces via RBF interpolation, Appl. Num. Math. (2017), pp. 157–171.

[11] S. De Marchi, A. Martínez E. Perracchione, Fast and stable rational RBF-based Partition of Unity interpolation, submitted 2017.

[12] S. De Marchi, G. Santin, Fast computation of orthonormal basis for RBF spaces through Krylov space methods, BIT 55 (2015), pp. 949–966.

[13] A. De Rossi, E. Perracchione, Positive constrained approximation via RBF-based partition of unity method, J. Comput. Appl. Math. 319 (2017), pp. 338–351.

[14] G.E. Fasshauer, M.J. McCourt, *Kernel-based Approximation Methods Using MATLAB*, World Scientific, Singapore, 2015.

[15] G.E. Fasshauer, *Meshfree Approximations Methods with MATLAB*, World Scientific, Singapore, 2007.
16

[16] B. FORNBERG, E. LARSSON, N. FLYER, Stable computations with Gaussian radial basis functions, SIAM J. Sci. Comput. 33 (2011), pp. 869–892.

[17] R.J. GOULD, Graph Theory, Dover Publications, Mineola, 2012.

[18] H. HOPPE, Surface Reconstruction from Unorganized Points, Ph.D. Thesis, University of Washington, Washington, 1994.

[19] H. HOPPE, T. DEROSE, T. DUCHAMP, J. MCDONALD, W. STUETZLE, Surface reconstruction from unorganized points, in: J.J. Thomas (Ed.), Proceedings of the 19-th annual conference on Computer graphics and interactive techniques, ACM press, New York, vol. 26, 1992, pp. 71–78.

[20] X.G. HU, T.S. HO, H. RABITZ, Rational approximation with multidimensional scattered data, Phys. Rev. 65 (2002), pp. 035701-1–035701-4.

[21] S. JAKOBSN, B. ANDERSSON, F. EDELVIK, Rational radial basis function interpolation with applications to antenna design, J. Comput. Appl. Math. 233 (2009), pp. 889–904.

[22] E. LARSSON, E. LEHTO, A. HERYUDONO, B. FORNBERG, Stable computation of differentiation matrices and scattered node stencils based on Gaussian radial basis functions, SIAM J. Sci. Comput. 35 (2013), pp. A2096–A2119.

[23] R.B. LEHOUQ, D.C. SORENSEN, Deflation techniques for an implicitly restarted Arnoldi iteration, SIAM J. Matrix Anal. Appl. 17 (1996), pp. 789–821.

[24] L. PEIGL, W. TILLER, The NURBS book, Springer-Verlag, Berlin, 1996.

[25] E. PERRACCHIONE, RBF-based Partition of Unity Method: Theory, Algorithms and Applications, Ph.D. Thesis, University of Torino, 2017.

[26] S.A. SARRA, Y. BAY, A rational radial basis function method for accurately resolving discontinuities and steep gradients, preprint, 2017.

[27] D. SHEPARD, A two-dimensional interpolation function for irregularly spaced data, in: Proceedings of 23-rd National Conference, Brandon/Systems Press, Princeton, 1968, pp. 517–524.

[28] H. WENDLAND, Scattered Data Approximation, Cambridge Monogr. Appl. Comput. Math., vol. 17, Cambridge Univ. Press, Cambridge, 2005.

[29] H. WENDLAND, Fast evaluation of radial basis functions: Methods based on partition of unity, in: C.K. Chui et al. (Eds.), Approximation Theory X: Wavelets, Splines, and Applications, Vanderbilt Univ. Press, Nashville, 2002, pp. 473–483.