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Abstract

Location prediction has attracted wide attention in human mobility prediction because of the popularity of location-based social networks. Existing location prediction methods have achieved remarkable development in centrally stored datasets. However, these datasets contain privacy data about user behaviors and may cause privacy issues. A location prediction method is proposed in our work to predict human movement behavior using federated learning techniques in which the data is stored in different clients and different clients cooperate to train to extract useful users’ behavior information and prevent the disclosure of privacy. Firstly, we put forward an innovative spatial-temporal location prediction framework (STLPF) for location prediction by integrating spatial-temporal information in local and global views on each client, and propose a new loss function to optimize the model. Secondly, we design a new personalized federated learning framework in which clients can cooperatively train their personalized models in the absence of a global model. Finally, the numerous experimental results on check-in datasets further show that our privacy-protected method is superior and more effective than various baseline approaches.
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1. Introduction

The rapid development of digital technology has made it easier to digitize the trajectories of human behaviors, which has led to location-based social network (LBSNs) such as Foursquare and Gowalla. These data sets make it easy for researchers to predict human behavior patterns. Human mobility and mobility patterns are not always predictable because of their high degree of freedom and variety and it is challenging to capture human trajectories.

The traditional method uses Markov chain (MCS) to capture the human movement regularities [1, 2]. However, the mobility probability is defined by the model from the beginning, and only the impact of the last check-in will be considered. Recently, some location prediction work [3] use embedding and recurrent neural networks (RNNs) to predict human behavior patterns because of the strong learning ability of deep learning. Although deep learning improves performance, it also leads to the problem of gradient disappearance. In order to overcome this difficulty, scholars have done a lot of research, such as using the RNNs variants (LSTM [4] and GRU[5]) in the encoder-decoder framework. However, if the length of the check-in sequence is greater than 50, it is difficult for
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LSTM to learn the long-term dependence between sequences. On the other hand, geographic information is sparse, and humans generally only visit a small part of the map. In [6], the author uses the tile map system to convert the latitude and longitude of geographic information into a unique quadkey to alleviate the sparsity problem. To the end, we propose a local prediction model based on self-attention to deal with the forgetting problem of long sequences. A quadkey encoding module is proposed in this model. We first convert the quadkey into a sequence using a sliding window, and then add a self-attention network to extract the relationship among the sequences.

Existing loss functions such as cross entropy [7, 8] and binary loss function [9, 10] only contain zero or one negative sample, which cannot fully utilize the information of many negative samples. We put forward a new loss function in our paper. It can fully extract the information of negative samples by mixing hard negative samples and easy negative samples.

The training of deep learning requires many data and the user's data is scattered in different institutions. Due to legal restrictions, institutions cannot disclose the user's privacy, otherwise it will face huge punishment. In recent years, federated learning(FL) [11, 12] has been put forward to deal with data silos and prevent privacy breaches. Existing federated learning methods [13, 14] most focus on training a powerful global model. In [15], the authors propose that federated learning can also converge on non-ii/independent and identically distributed data. However, it cannot guarantee good performance for each client(institution) since data distribution is heterogeneity among institutions. It is necessary to train a personalized model for each client. The performance of the personalization model depends on the effectiveness of the collaboration among clients. In this paper, we come up with an adaptive coordination mechanism to generate a personalization model with good performance for each client. This method can adaptively discover the cooperation relationship between clients in each global communication, which enables clients with similar data distribution to have stronger cooperation ability than those clients with different data distribution.

The main contributions we put forward are as follows:

• We put forward a novel location prediction model, which uses self-attention to learn information between long sequences and alleviate the forgetting problem of long sequences in both local and global views. We design a coding module to convert the quadkey mapping into a vector to make full use of the quadkey.

• We put forward a new loss function that is adaptive to any negative sampling. It mixes hard negative samples and easy negative samples to obtain useful information in the negative samples, so as to optimize the model in a better direction.

• We propose an adaptive federated learning framework, which discovers the collaboration between client segments in each global aggregation. It enables clients with more similar gradients to have stronger writing ability and generates a personalized model with good performance for each client.

• We evaluate our location prediction model on two LBSN datasets and the results show that ours is better than those baseline methods and also demonstrate the superiority of our loss function. Then, we compare our proposed adaptive personalized federated learning framework with the most advanced methods, and ours is also better than theirs.
2. Related Work

We briefly review the works in this section in two ways: some representative works for location prediction and self-attention.

Self-attention. In 2017, the Google team proposed the text representation of self-attention [21] learning, which shows the superiority of self-attention in sequential tasks. Then self-attention is widely employed in machine translation[17], image classification[16] and NLP tasks[18, 19, 20]. In 2017, Atrank [22] used the attention mechanism to model the user behavior pattern, extracted the relationship between users and applied it to the recommendation system. Zhang et al. [23] used it to make the next decision by learning the relationship among historical tracks.

Location Prediction. As a traditional position prediction method, the main idea of Markov chain (MC) model [2, 21] was to represent the individual moving trajectory as a Markov model. Then the state transition matrix was calculated and the next position was predicted according to the historical information. It only modeled short-term time series and its prediction ability was limited. Recently, recurrent neural networks and variants had good results in extracting long term sequence information. STRNN [15] used RNN model combined with spatial-temporal information[25] to predict the next location. This model can automatically capture the internal representation of spatial-temporal information and model human movement patterns. RNN model had poor ability to process long sequence data and RNN variant(LSTM, GRU) was proposed to deal with gradient disappearance recently. HST-LSTM model [26] used encoder and decoder and embeded spatial-temporal vector in LSTM to predict the next position. Attention was put forward to learn the long-term dependence between sequences. The DeepMove[27] used attention enhanced RNN to learn the user’s mobility. VANext [28] made full use of CNN and attention to learn the law of historical tracks and predict the next location.

In the existing work, the extraction of time and coordinate information is limited. They cannot make full use of sparse spatial information. Some papers[26, 3] only calculated the time interval and spatial distance between two neighboring destinations, which limited model to learn the relationship between check-in locations from a local view. Different from these methods, our proposed model framework for location prediction considers both local and global views and have a good prediction performance.

The user’s trajectory is privacy sensitive and the recent work on POI recommendation does not consider the issue of privacy protection. We added a machine learning technology called federated learning [12] to prevent privacy leakage. However, most of the existing federated learning methods [13, 14] focused on training a single global model and did not consider the heterogeneous data of each client. A single model was not guaranteed to be the optimal model for all clients. In this paper, we fully captured the similarity of clients and train an effective personalized model for each client.

3. Preliminaries

In this section, we introduce the terminology and formal problems and the prior knowledge of the model.

3.1 Problem Statement

Let \( V \) and \( U \) denote POIs and users, \( |U| \) and \( |P| \) are users’ and POIs’ number.

**Definition 1 (POI):** POI \( p = < v, c, l > \) is a location in the coordinate system, which contains
Definition 2 (CHECK-IN): The check-in is a tuple \( rt_u = < u, p, t > \) denotes that user \( u \) visits the POI \( p \) at time \( t \).

Definition 3 (TRAJECTORY): Given the user \( u \)'s check-in records, trajectory sequence \( tr^u = p_{t_1}, ..., p_{t_L} \), where \( L^u \) is the length, \( p_{t_i} \) is the \( i \)-th check-in of user \( u \).

Location Prediction Problem: Given a user's current trajectory sequence \( tr^u \), the purpose is to predict the POI \( p_{L^u+1} \in V \) in the \((L^u + 1)\)-th time step of user \( u \).

3.2 Tile Map System

Mercator projection is applied in tile map system [6], which maps the world into a plane. The initial plane's scale is 512*512 pixels. As the level increases, the scale doubles. A hierarchical gridding centered on the Leifeng Pagoda is shown in the figure 1. With a tile-map system and given a specific level we can map latitude and longitude to a unique id(quadkey). As shown in Figure 1, the quadkey of Leifeng Pagoda is "12022001101200013" when the level is 17.

![Hierarchical mapping gridding based on Tile Map System](image)

Figure 1. Hierarchical mapping gridding based on Tile Map System

3.3 Federated Averaging

Federated averaging algorithm[12] involves multiple clients to train locally on their own data and communicate with the server to achieve a global model. The goal is to optimize the objective function.

\[
\min_w F(w) = \sum_{k=1}^{m} p_k F_k(w) \tag{1}
\]

where \( p_k \geq 0 \), \( \sum_{k=1}^{m} p_k = 1 \) and \( m \) is all clients' amount. \( F_k(w) \) is the local objective function and is defined in (2), where \( m_k \) is samples' amount of \( k \)-th client and \( p_k = \frac{m_k}{m} \).

\[
F_k(w) = \frac{1}{m_k} \sum_{j=1}^{m_k} l_j w \tag{2}
\]

In the \( t \)-round iteration, local model parameters are reset to global model parameters by each client and then updates them locally for \( N \) times to obtain \( w^t_k \) and upload to the server. The central server then aggregates the client model using (3) to obtain the global model parameters.
4. Methodology

Firstly, we propose our local model, which consists of trajectory feature encoder and self-attention layer. Then we propose the loss function we designed. Finally, we combine federated learning with spatial-temporal model to protect users’ privacy.

4.1 Spatial-temporal Location Prediction Framework (STLPF)

In this section we first elaborate the trajectory feature processing which contains a quadkey encoder and integrates the local spatial-temporal information which transmit to self-attention. Then we propose a self-attention layer which aggregates spatial-temporal information with local and global. The model’s framework is described in Figure 3.

4.1.1 Trajectory Feature Processing

The location people visit is only a small part of the map and the longitude and latitude are sparse. First, we encode the longitude and latitude through the quadkey encoder to alleviate the sparsity. Then we embed each POI to the low dimensional vector representation.

(a) Quadkey Encoder

Given a specific level we can map latitude and longitude to a unique quadkey with the tile map system. We then embed quadkey directly with an embedding matrix. However, the closer the locations are and the more similar the quadkeys are and direct embedding cannot capture the similarity between them. We encode the quadkey through the self-attention network. Firstly, we transform quadkey \( q \) into a sequence \( s \) by sliding the window. Taking the level 10’s quadkey ‘0122101332’ as an example, 5 is the window size and 1 is the step size. The converted sequence is \( s = 01221 \rightarrow 12210 \rightarrow 22101 \rightarrow 21013 \rightarrow 10133 \rightarrow 01332 \). Then, after embedding the sequence with an embedding matrix, the dependencies of the sequence are learned by self-attention. Last the encoded results are output through a connection and an average pooling layer.

(b) Embedding

Word2vec\[29\] is an extensible and effective embedded representation learning method. We use word2vec to embed the location \( v \), category \( c \) and encoded quadkey \( q \) separately into a low-dimensional vector and then concat them. \( e_v = vW_v, e_c = cW_c and e_q = qW_q \) where \( v, c \) and \( q \) are the one-hot representation of the \( i \)-th location, category and encoded quadkey respectively. \( W_v \in \mathbb{R}^{|V| \times d_v}, W_c \in \mathbb{R}^{|C| \times d_c} \) and \( W_q \in \mathbb{R}^{|Q| \times d_q} \) are location id embedding matrix, category embedding matrix and encoded quadkey embedding matrix respectively. \( || \cdot || \) represents the number of corresponding feature. The embedding vector is \( p_i = \text{concat}(e_v_i, e_c_i, e_q_i) \in \mathbb{R}^{d_p} \).

In order to clearly simulate the relative access time difference between positions in the trajectory, we are encouraged by the paper\[21\] to encode timestamp to distinguish the order of the input sequence. The calculation formula is as (4).

\[
\phi(t) = [\cos(w_1t), \sin(w_1t), ..., \cos(w_kt), \sin(w_kt)]
\]

\[
w_k = 1/10000^{2k/\pi}
\]

where function \( \phi \) represents the temporal encoding, \( t \) is the absolute access timestamp of the POI, and \( d \) is the location coding vector’s dimension. Then we rewrite the vector \( p_i = \text{concat}(e_v_i, e_c_i, e_q_i + \phi(t)) \in \mathbb{R}^{d_p} \).

For a user sequence \( tr^u = p_{t_1}, ..., p_{t_L} \) the input of the attention layer is \( I^u = I_1, ..., I_L \) where \( I_i = \{l_i, (lat_i, long_i), t_i\} \). \( p_i \) is \( i \)-th location’s embedding vector of user \( u \) and \( t_i \) is the timestamp.
4.1.2 Attention Layer

(a) Local Spatial-temporal Attention. Self-attention can process longer sequences compared with RNN and we use it to learn the connection between spatial-temporal embedding vectors.

The trajectory length of each user is different, and those distant check-ins have little causal relationship with the user’s preference, so we only consider the latest fixed length check-ins. Let $L$ be a fixed length. The input of location vector is a $L$ by $d_p$ matrix as (5).

$$p^u = [p_1, \ldots, p_L]^T$$  \hspace{1cm} (5)

![Figure 2. Quadkey Encoder](image1)

![Figure 3. Framework of the proposed STLPF](image2)
To get user u’s query, key and value, we use non-linear transformation to project $P^u$ to three spaces and are shown in (6).

\[
\begin{align*}
Query &= ReLU(P^uW^Q) \\
Key &= ReLU(P^uW^K) \\
Value &= ReLU(P^uW^V)
\end{align*}
\]

where $W^Q \in d \times d_Q$, $W^K \in d \times d_Q$ and $W^V \in d \times d_Q$ are weight of query, key and value. ReLU is a non-linear activation function. Then, we use the formula (7) to calculate the score. The score measure the similarity between elements. The output is L by L and is shown in (7).

\[
S^u_l = \text{softmax}(\frac{Query \cdot Key^T}{\sqrt{d_Q}})
\]

By learning all users’ check-in sequences, this module can capture spatial-temporal information. However, the spatial-temporal information captured by this module is in a local view because the input $p_i$ of the module only considers its own temporal and spatial information and does not combine spatial-temporal information of other check-ins. In Figure 4 (a), we can see that the module thinks that $l_2$ is more similar to $l_3$, even if the distance between $l_2$ and $l_1$ is closer than $l_3$. Modules usually only consider whether the quadkeys of positions are similar rather than the distance between them.

(b) Global Location Attention. In order to make up for this shortcoming, we propose to learn spatial information from a global perspective. We calculate the distance between the current position and all available positions and store it in matrix Dis. Given the coordinates of two POIs of $p_i$ and $p_j$, the distance between them $\text{dis}(p_i, p_j)$ is calculated as (8).

\[
\varphi(\frac{\text{dis}(p_i, p_j)}{R}) = \varphi(\gamma_i - \gamma_j) + \cos(\gamma_i) + \cos(\gamma_j) \varphi(\Delta \gamma)
\]

where $\varphi(\theta) = (1 - \cos(\theta))/2$, $R$ is earth’s radius, $\gamma_i, \gamma_j$ are two locations’ latitude and $\Delta \gamma$ is the longitude difference. The L by L matrix $\text{Dis}$ is calculated in (9).

\[
\text{Dis}^u = \text{Dis}[I^u]
\]

$\text{Dis}_{ij}^u$ denotes the i-th row and j-th column of $\text{Dis}^u$. It is the spatial distance of $\gamma_i$ and $\gamma_j$ of user u.

(c) Global Temporal Attention. The user’s check-in behavior is related to time. Therefore, we characterize the time interval to learn the time law of users. The input of temporal attention is $T^u$ and is shown in (10).

\[
T^u = [t_1, \ldots, t_L]^T
\]

The global temporal attention matrix is seted in (11).

\[
\begin{align*}
S^u_l &= \text{MinMaxNorm}(D^u_l) \\
D^u_l &= F_T(T^u) \\
D^u_l(i,j) &= t_j - t_i
\end{align*}
\]

where $D^u_l$ is a L by L’s matrix, MinMaxNorm () is a function that maps the input matrix to a closed
interval $[0, 1]$ and $F_I(T^u)$ is a function to map $T^u$ to $D_t^u$.

\[ S^u = S^u_I + \beta S^u_T + \gamma D_{\text{Dis}}^u \]  \hspace{1cm} (12)

The output $S^u$ is a matrix about location vector affected by time feature and hyperparameter $\beta$ indicates the influencing degree. Then, the output from the attention layer is shown in (13).

\[ A^u = \text{softmax}(S^u) \cdot \text{Value} \]  \hspace{1cm} (13)

where $A^u$ is a matrix and its shape is $L \times d_Q$ and $\text{Value}$ is calculated in formula(6). We normalize the softmax function to change the score into a probability and highlight important elements. The multi-head attention is used by us to form $m$ subspaces to fully explore the hidden information. The results we obtained are $A_1^u, \ldots, A_m^u$.

4.1.3 Prediction Layer

Finally, we concatenate the $m$ results. We apply the linear transformation and result is calculated in (14):

\[ R^u = \text{concat}(A_1^u, \ldots, A_m^u) \cdot W^A \]  \hspace{1cm} (14)

where $W^A \in \mathbb{R}^{md_Q \times d}$ and $d_Q = d/m$. The output $R^u$ is a $L \times d$ matrix. The prediction results are defined in (15).

\[ y(v_{L+1}^u|R^u) = \text{softmax}(R^uW_p^T + b) \]  \hspace{1cm} (15)

where $y(v_{L+1}^u|R^u)$ is a probability prediction of next location. Compared with previous work, we not only share weights $W_p$, but also dynamically represent historical trajectories. This method not only reduces over fitting, but also retains more information.

4.2 Loss Function
Given the trajectory $\text{Traj}_m$, where $\text{Traj}_m$ represents the trajectory sequence of the $m$-th user, the probability score of user $m$ visiting the $k$-th location at the $j$-th moment is denoted as $y_{j,k}$. In [7, 8], the objective function is cross-entropy loss. The cross-entropy loss is not very efficient in which it only considers positive samples. The performance decreases as the number of candidate locations increases. Existing location recommendation algorithms usually use binary cross-entropy [9, 10] defined in (16).

\[- \sum_{u \in U} \sum_{j=1}^{L_u} (\log(y_{j, o_j}) + \log(1 - sy_{j,k})) \quad (16)\]

where $U$ is users’ training set, $o_j$ is the target location at the $j$-th moment and $L_u$ is the trajectory’s length of user $i$.

The binary cross-entropy loss function contains a positive sample and a randomly negative sample. The negative sample is sampled from the unvisited location and there is a high probability that negative samples with important information are ignored, so it is hard to reduce the loss of binary cross-entropy.

We can see that locations unvisited with large preference scores $y_{j,k}$ contribute more to the gradient and we refer to these locations as hard negative samples. However, it is not feasible to consider the top-k unvisited sites with the highest preferred score as a hard negative sample because of false negative. Previous research has shown that users’ check-in behavior is spatially clustered and users prefer to visit nearby places than to travel long distances. We use the k-nearest neighbor algorithm to select hard negative samples.[30] proposed models trained with hard negative samples is not the best method and the use of easy negative samples is still necessary. It is beneficial to mix easy and hard negative samples in training. We can improve the model’s accuracy by increasing the ratio of easy and hard negative sample. Our loss function is defined in (17).

\[- \sum_{u \in U} \sum_{j=1}^{L_u} (\log(y_{j, o_j}) + \sum_{k=1}^{K} \log(1 - sy_{j,k}) + \sum_{e=1}^{E} \log(1 - sy_{j,e})) \quad (17)\]

where the second term is for picking a hard negative sample set and the third term is for picking a easy negative sample set. Inspired by the paper[6], we weighted the sample fraction of the loss function. We redefine the loss function in (18).

\[- \sum_{u \in U} \sum_{j=1}^{L_u} w_k (\log(y_{j, o_j}) + \sum_{k=1}^{K} \log(1 - sy_{j,k}) + \sum_{e=1}^{E} w_e \log(1 - sy_{j,e})) \quad (18)\]

where $w_e = \frac{\exp(r_{j,e})}{\sum_{e=1}^{E} \exp(r_{j,e})}$ and $w_k = \frac{\exp(r_{j,k})}{\sum_{k=1}^{K} \exp(r_{j,k})}$ are the weight of $e$-th and $k$-th sample. Among the samples, the larger the preference score and the greater the weight.

In the selection of hard negative samples for sequence position prediction, we first use the K-nearest neighbor algorithm to select K positions which are closest to the target position, and then conduct random sampling from these K positions to form hard negative samples. Experiments show that the increase of hard negative samples does not improve the performance of prediction. Then we select easy negative samples from other regions according to a certain ratio factor.

4.3 Adaptive Personalized Federated Learning Framework (APF)

Federated averaging focuses on training a single global model, but an optimized global model cannot guarantee the best performance in every client and federated averaging algorithm cannot obtain a global model with good performance when the client data is heterogeneous. Moreover, due to the nature of federated average algorithm, the gradient of the global model will be biased to
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the client with large amount of data. Therefore, it is necessary for each client to obtain a
don a personalization model with good performance by collaborating with other clients.

We rewrite (3) in (19).

\[ s_k^t = \gamma_{t-1,1}w_1^{t-1} + \ldots + \beta_{t-1,k}w_k^{t-1} + \ldots + \gamma_{t-1,m}w_m^{t-1} \quad (19) \]

where \( \gamma_{t-1,1} + \ldots + \beta_{t-1,k} + \ldots + \gamma_{t-1,m} = 1 \) and \( s_k^t \) represents the personalization model of the \( t \)-th round’s \( k \)-th client. It is obvious that the personalization model parameter of the \( k \)-th client can be viewed as a linear weight aggregation of all the other model parameters. Inspired by [31], \( \gamma_{t-1,j} \) is denoted in (20).

\[ \gamma_{t-1,j} = \frac{A(w_k^{t-1},w_j^{t-1})(1-\beta_{t-1,k})}{\sum_{j \neq k} A(w_k^{t-1},w_j^{t-1})} \quad (20) \]

where \( j \neq k \) and \( A(w_k^{t-1},w_j^{t-1}) \) is a function to measure the relationship between \( w_k^{t-1} \) and \( w_j^{t-1} \). In our algorithm, we use the similarity function to measure the relationship between the two gradients. The more similar the two gradients are and the greater the weight. We encourage clients with more similar data distributions to have greater internal collaboration capabilities. Considering that the dimensions of the model are large, there is no advantage in using Euclidean distance to measure similarity. We adopt Pearson similarity \( p(w_k^{t-1},w_j^{t-1}) \) to measure the relationship between two gradients and add an exponential term to this function.

We rewrite (20) in (21).

\[ s_k^t = \beta_{t-1,k}w_k^{t-1} + \ldots + (1-\beta_{t-1,k})z_k^{t-1} \quad (21) \]

We view the personalization model \( s_k^t \) as a weight combination of client \( k \) and other clients, and \( z_k^{t-1} \) is an intermediate value that is weighted by other model parameters other than \( k \). We define \( z_k^{t-1} \) in (22).

\[ z_k^{t-1} = \frac{A(w_k^{t-1},w_j^{t-1})w_j^{t-1}}{\sum_{j \neq k} A(w_k^{t-1},w_j^{t-1})} \quad (22) \]

The details of our algorithm are summarized in Algorithm 1. In the \( t \)-th iteration, the client \( k \) initializes the parameters to \( s_k^t \) sent by the server and performs random gradient descent locally. After the local model converges, the parameters are sent to server. The central server calculates the corresponding personalized parameters for each client through (21) and (22) and sends them to each client. The algorithm will be iterative until the communication rounds reaches \( T \).

5. Experiments

Firstly, we describe the data sets required for the experiment firstly and then introduce the baseline methods to be compared, the evaluation indicators and the experimental environment. In addition, we compare the location prediction method with the baseline and then compare the loss function and finally compare our personalization framework with the federated average algorithm.
5.1 Datasets

We evaluate ours with state-of-the-art methods on two check-ins datasets from the Foursquare dataset [32]. This dataset contains check-ins in NYC and Tokyo collected for about 10 months (from 12 April 2012 to 16 February 2013). It contains 227,428 check-ins in New York City and 573,703 check-ins in Tokyo. For each city dataset, we removed users who’s check-in less than 25. Table 1 shows the basic information of data preprocessing. We use the first 80% of each dataset as the training set of our method and last 20% as the testing set.

| Foursquare |        |        |
|------------|--------|--------|
| City       | New York | Tokyo  |
| Users      | 1082    | 2293   |
| Locations  | 34440   | 56106  |
| Check-ins  | 184509  | 449640 |
5.2 Baselines (Location prediction)

To verify the validity of our location prediction model, we compared it to some baselines:

**GRU [5]**, which encodes the trajectory and context information, and uses the sequence model GRU to learn the correlation between trajectories, and then predict the next location probability.

**ST-RNN [15]**, which is a spatial temporal RNN model to predict next location. It can make use of different time intervals and different geographical distances to model Distance-specific transition matrices.

**MCARNN [33]**, which is a multi-task context aware recurrent neural network. It integrates sequential dependence and temporal regularity of spatial activities to conduct location prediction.

- **VANext [28]**, which is based on variational attention to conduct the next POI prediction. It captures the underlying characteristics of recent mobility and then searches for similar historical traces of periodic patterns.

- **STSAN [34]**, which is based on self-attention to predict the next POI. It designs trajectory attention module to capture dynamic temporal and spatial information.

5.3 Evaluation Metric

Give a user’s trajectory, location prediction aims at predicting the user’s next position. Given the user set $U$ and the candidate locations set $V$, for each user, given the previous locations, we predicted the next POI. The prediction accuracy is calculated in formula (23).

$$\text{Acc}@k = \frac{1}{|U|} \sum_{u_t \in U} \frac{1}{L_{u_t} - 1} \sum_{t=2}^{L_{u_t}} l(v_t \in s_{u_t}^u(k))$$

where $s_{u_t}^u(k)$ is a set of top-k locations of user $u_t$ in time step $t$, $u_t$ is real visited location for user $u_t$ in time step $t$, $L_{u_t}$ is user $u_t$’s trajectory length. The value of $l(v_t \in s_{u_t}^u(k))$ is 1 when set $s_{u_t}^u(k)$ contains $v_t$ and the value is 0 when $v_t$ is not in set $s_{u_t}^u(k)$.

### Table 2. Performance compared with the baselines

| Metric | GRU | ST-RNN | MCARNN | VANext | STSAN | Ours | Improv. |
|--------|-----|--------|--------|--------|-------|------|---------|
| NYC    | Acc@1 0.2347 | 0.2518 | 0.2963 | 0.3578 | 0.3653 | 0.4067 | 10.18%  |
|        | APR 0.9218 | 0.9325 | 0.9673 | 0.9795 | 0.9795 | 0.9893 | 1.00%   |
| Tokyo  | Acc@1 0.2213 | 0.2458 | 0.2796 | 0.3479 | 0.3561 | 0.3887 | 9.15%   |
|        | APR 0.9146 | 0.9358 | 0.9529 | 0.9712 | 0.9786 | 0.9856 | 0.72%   |

We also apply Average Percentage Rank (APR) to assessment the model’s performance and is calculated in formula (24).

$$\text{APR} = \frac{1}{|U|} \sum_{u_t \in U} \frac{1}{L_{u_t} - 1} \sum_{t=2}^{L_{u_t}} \frac{|V| - \text{rank}_{u_t}(v_t) + 1}{|V|}$$

where $\text{rank}_{u_t}(v_t)$ denotes candidate location $v_t$’s rank for user $u_t$ in time step $t$. 
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5.4 Setup

For each user, we use the first 80% sub-trajectory as the training data, and the remaining 20% as the test data. We implemented our model with Pytorch. All experiments were conducted on an NVIDIA 2080ti GPU on the Ubuntu system. In our local prediction model, we set the level of the quadkeys to 17, and we first generate sequences of the quadkeys with a sliding window method of 7 window size and 1 step size. We use RmsProp [35] optimization algorithm. In our new loss function, we sampled 4 hard negative samples and then sampled 28 easy negative samples in a ratio of 1:7.

5.5 Performance comparison of local models

We evaluate our model with the baselines on two check-ins datasets. The experimental results are summarized in Table 2. We found that ours outperformed all of the comparative baselines on the two datasets. We improved by 10.18% and 1.00% over the best baseline at Acc@1 and APR on New York dataset, respectively. In theory, RNN can capture long-term time dependencies. However, there may be a problem of gradient disappearance or outbreak in the actual long-term time, GRU is used to alleviate this problem. ST-RNN is a spatiotemporal recursive neural network, which integrates spatial-temporal and spatial-temporal context information. However, it does not explicitly model the user’s historical access patterns. STRNN uses recursive neural networks to capture long-term POI dependencies, but because of the gradient disappearance problem inherent in recursive networks, it cannot handle very long historical trajectories well. MCARNN outperforms the previous two models in which it can handle decaying sequence dependencies and incorporate temporal contexts. Vanext is a strong baseline that performs well on both datasets, demonstrating the effectiveness of the variational attention architecture. Vanext effectively captures short-term human movement patterns and utilizes the CNN network and variational attention to generate better representations of historical trajectories. STSAN designs a trajectory attention module to extract dynamic temporal and spatial information. But it does not solve the sparsity problem of longitude and latitude. It achieves the best performance over previous methods.

5.6 Performance comparison of loss function

For hard negative samples, we used KNN uniform sampler to sample. We sampled 4 hard negative samples and then uniformly sampled 28 easy negative samples with a scale factor of 1:7. We compared our loss function with NLL loss function and binary loss function in the same experimental environment. We found that our loss function was superior to the other two loss functions. The experimental results are shown in Figure 5.

Our loss function mixes hard and easy negative samples and makes full use of the information of negative samples. The NLL loss function only focuses on positive samples, and its optimization ability will gradually decrease with the increase of locations. The binary loss function samples only one negative sample from the unvisited location, and it cannot make full use of the large amount of information from the unvisited location.

5.7 Performance comparison of federated learning framework

We compare our adaptive personalized federated learning framework to federated average and non-federated learning. Non-federated learning, where data is gathered together for training, represent the performance upper bound of federated learning methods for location
prediction tasks. We compare ACC@1 and APR with federated averaging algorithm and non-federated learning respectively. The comparison of losses and Acc@1 are shown in Figure 6. Our personalized federated learning framework has better performance on ACC@1 compared to the federated average. Federated averaging algorithm focuses on the training of a single global model, the gradient of the global model will be biased to the client with large amount of data, and it cannot adapt to the situation of heterogeneous data. Our personalized federated learning framework improves collaboration efficiency between clients by encouraging stronger collaboration among clients with similar data distributions and performs better than federated averaging algorithms on heterogeneous data.

![Figure 5. The Acc@1 of using different loss functions in New York dataset](image)

**Figure 5. The Acc@1 of using different loss functions in New York dataset**

![Figure 6. The Acc@1 and loss of using different federated learning framework in New York dataset](image)

**Figure 6. The Acc@1 and loss of using different federated learning framework in New York dataset**

6. Conclusion

In this paper, we first propose a spatial-temporal prediction network, which can handle the sparsity problem of geographic information well and make full use of the local and global temporal and spatial information to mine the user’s trajectory and alleviate the data sparsity problem. Experimental results show that this method is superior to other baseline methods and has good
performance on sparse data sets. Secondly, we propose a new loss function that optimizes the model by combining hard samples with easy samples. Finally, we propose an adaptive personalized federated learning framework, which address the heterogeneity of data and protects the privacy of clients by encouraging stronger collaboration among clients with similar data distributions. Future work will include the pretraining of the quadkey encoder and the designing of automatically selecting the ratio of easy negative samples and hard negative samples.
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