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Abstract—We argue that an explainable artificial intelligence must possess a rationale for its decisions, be able to infer the purpose of observed behaviour, and be able to explain its decisions in the context of what its audience understands and intends. To address these issues we present four novel contributions. Firstly, we define an arbitrary task in terms of perceptual states, and express it in a perceptual symbol system grounded in hardware. Secondly, we define the intensional solution. Optimal by some definitions of intelligence, it describes the purpose of a task. An agent possessed of it has a rationale for its decisions in terms of that purpose, expressed in a perceptual symbol system grounded in hardware. Thirdly, to communicate that rationale requires natural language, a means of encoding and decoding perceptual states. We propose a theory of meaning in which, to acquire language, an agent should model the world a language describes rather than the language itself. If the utterances of humans are of predictive value to the agent’s goals, then the agent will imbue those utterances with meaning in terms of its own goals and perceptual states. In the context of Peircean semiotics, a community of agents must share rough approximations of signs, referents and interpretants in order to communicate. Meaning exists only in the context of intent, so to communicate with humans an agent must have comparable experiences and goals. An agent that learns intensional solutions, compelled by objective functions somewhat analogous to human motivators such as hunger and pain, may be capable of explaining its rationale not just in terms of its own intent, but in terms of what its audience understands and intends. It forms some approximation of the perceptual states of humans. Finally, we introduce the Mirror Symbol Hypothesis which posits that symbols learned as part of an intensional solution, by an agent labouring under human-like compulsions, behave like mirror neurons. These neurons, according to popular speculation, may play an important role in the facilitation of empathy.

Index Terms—Intensional AI, Explainable AI, Empathetic AI

I. INTRODUCTION

Artificial intelligence is a tool, and a tool is what we make of it. Perhaps one envisions a future of plenty in which the ever diminishing necessity of human labor, the automation of the mundane, gives way to a benevolent artificial superintelligence that solves all our problems. Liberated from the shackles of necessity we explore and indulge every whim. Yet when we think of the future we do not envision the utopian dreams of Ian M. Banks. A tool is only useful so long as it serves the intended purpose for which it is employed. Automation is not new, so why is automation using learning algorithms any different from the automation of the past 200 years?

We trust a hammer because it obeys constraints we understand. We trust crytocurrency and imbue it with value because it obeys constraints at least some people understand. These things are reliable and understandable, the same standard we demand of safety and mission critical systems such as aircraft landing gear. Yet we cannot say the same of humans, so how can we trust ourselves? A human can explain its intent. A human has integrity if its stated intent is consistent with its behaviour and, if the human’s intent is aligned with our own, we may trust it. We have a degree of certainty that future behaviour will fall within the bounds of what we consider acceptable. More, because one knows a human models one’s own intent, interpreting what one means rather than just says, one trusts it to actively seek behaviour that aligns with one’s desires. Humans empathise.

Learning algorithms are tools which learn and change. We cannot trust black box learning machines because we cannot be certain of their behaviour before the fact nor explain, to our satisfaction, any rationale after the fact [1]–[3]. We suggest that the reason black box learning models cannot explain their rationale is because there is no rationale for their actions. Consider GPT-3, the recent state of the art in natural language processing [4]. It can write convincing essays, perform basic arithmetic and even make passable jokes. Yet it clearly does not understand what it does. Given “solve for x: x + 4 = 10” it returns “6”, but given “solve for x: x + 40000 = 100000” it returns “50000”. It has not understood arithmetic and its rationale, if it can even be said to have one, is mere correlation.

One might think causal modelling [5], [6] will solve the issue. Certainly a causal model will have what we might consider reasons for a prediction. However, we explain our own reasons for doing anything in terms of loosely defined high level objects, of what we consider most relevant to the listener, not raw sensorimotor stimuli and certainly not in exhaustive detail. A causal model applied to a task of sufficient complexity would produce a rationale so complex it may as well be a black box. Indeed, there are many tasks of such complexity that we ourselves cannot comprehensively identify or agree upon the constraints that determine what is desirable, even in terms of high level objects. For example, an ethical
artificial intelligence (AI) would need to learn and understand social and moral norms, assuming we don’t wish for a live re-enactment of Asimov’s work [7–9]. How can we construct a machine capable of inferring the constraints under which we wish it to operate, which we ourselves don’t understand? That can communicate those constraints in a manner we do understand?

This suggests a machine that understands what is meant rather than said using natural language. In a programming language meaning is exact, specified down to the smallest detail; but natural language is an emergent phenomenon [10] in which meaning hinges upon context and loose interpretation. State of the art natural language models identify correlations in syntax well enough, yet just as they do not understand they do not mean what they say. What is meaning, and how is it computed? Such questions are of broad practical significance even to the likes of Deepmind [11].

If such a complex agent is to function alongside humans it must learn social and moral norms. It must infer what humans feel and desire. In other words, it must be able to empathise.

To answer these questions we draw upon ideas from such disparate fields as semiotics, biology and algorithmic information theory, to posit a possible solution from first principles.

Section II summarises background material. Section III defines the arbitrary task and intentional solutions. In section IV we introduce a theory of meaning that explains how natural language can arise within a lower level perceptual symbol system. Section V introduces the Mirror Symbol Hypothesis, how meaning may give rise to an agent capable of empathy.

II. Symbol Emergence

That the mind and body would be separable seems only natural, after all we construct hardware and software as separate entities. Such inclinations gave rise to the notion of a “Physical Symbol System” [12], in which symbols with assumed intrinsic meaning facilitate abstract reasoning, cognition. However, a top down symbol system must somehow connect with hardware, with low level sensorimotor stimuli. This is the “Symbol Grounding Problem” [13], in which Harnad asked (to paraphrase) “how is a symbol connected to that which it signifies?” After all, the utterance “cat” is meaningless without knowing anything of the object it represents. He deemed the pursuit of artificial cognition from a top-down perspective “parasitic on the meanings in the head of the interpreter”.

This is not to say that cognition takes place absent any symbolic manipulation, but Harnad’s work seems to suggest we ask how the body might give rise to the mind, rather than be connected to one. Working from first principles up to an emergent high level symbol system we explain cognition as embodied, situated and extending into an environment. In other words, enactive cognition [14].

What then is the basic unit of cognition? Prior to the 20th century cognition was primarily conceived of in terms of perceptual states, and so Barsalou [15] proposed Perceptual Symbol Systems. The basic unit of cognition is then a perceptual symbol, a subset of the perceptual state, the state of hardware. For example the perceptual symbol system of a computer is the arrangement of transistors which physically implement memory and logic.

How does a high level symbol come into being? First, let us examine the notion of a high level symbol. One might be tempted to define a symbol as dyadic, as consisting only of a sign and a referent to which that sign connects. However, such a picture is incomplete. Meaning in natural language is inconsistent, “parasitic on the meanings in the head of the interpreter” as Harnad put it. Hence triadic Peircean semiosis seems more appropriate, in which the sign and referent are connected by an interpretant, which determines their effect upon the interpreter.

This is the foundation upon which field of symbol emergence stands, constructing agents that observe and interact with their environment to learn the meaning of words [16]. The agent observes the co-incidence of multimodal sensorimotor stimuli and generates its own symbol system [10]. Of similar design is DALL-E, a version of GPT-3 trained on multimodal text and image data [17], can visualise what a word means and so in some limited sense learns a high level symbol from low level sensorimotor data. However it is still based upon GPT-3, which mimics rather than understands arithmetic. Something is missing.

III. Intensional and Extensional Solutions

Assume for a moment we have two agents, both equally capable of solving a task. One of them is a mimic who understands nothing of the purpose they serve, while the other acts with intent. Capability at a task held constant, to an outside observer there is no perceivable difference between these two. However, there is an observable difference in the rate at which they learn.

A mimic learns the decisions necessary to serve a purpose, but not the purpose itself. An intentional agent may learn those decisions but it must, by definition, first and foremost know the purpose of a task. A mimic does not know that the goal has been satisfied, only that they have reproduced an action previously deemed successful. Conversely, an intentional agent can evaluate any given course of action to determine whether it will satisfy the goal. It learns what is intended by an action, rather than just the action itself. Subsequently while a mimic may need to observe a large number of examples illustrating what is considered correct to master a task, the intentional agent may master a task having observed only enough examples to infer the task’s purpose. Given the same number of training examples, it will choose correct decisions at least as frequently as the mimic and, depending on the task, generalise to situations as yet unencountered.

To examine how an agent capable of inferring what is intended might be constructed, we’ll now formalise these ideas in terms of perceptual symbol systems and states.

A. Continuous Variables are Unnecessary

To do so it is necessary to clarify the notion of a perceptual state. Though it is suggested perceptual symbol systems may
involve continuous variables [15], we argue that only discrete variables need be considered. First, representing continuous values with arbitrary precision implies the ability to store an unlimited amount of information. It seems reasonable to assume that physical limitations upon memory exist, and so representing the domain of a continuous variable may be impossible. Second, even if a continuous domain could be represented, sensors capable of recording an infinite amount of detail do not to our knowledge exist, making continuous representation rather pointless. Third, actuators capable of infinite precision would be required to take advantage of such precise sensors. As a result, either the capacity to store information, the capacity to collect information or the number of decisions which can be made must be finite, and so for practical purposes we are justified in treating all variables as discrete.

B. A General-Purpose Notion of Tasks

To learn purpose, and by extension general concepts or definitions, it is helpful to define an arbitrary task. Such an all encompassing notion might be conceived of as follows;

- A finite set \( \mathcal{X} = \{X_1, X_2, ..., X_n\} \) of binary variables.

- A set \( \mathcal{Z} \) of every complete or partial assignment of values of the variables in \( \mathcal{X} \), where
  - an element \( z \in \mathcal{Z} \) is an assignment of binary values \( z_k \), which is 0 or 1, to some of the variables above, which we regard as a sequence \( (X_i = z_i, X_j = z_j, ..., X_m = z_m) \), representing a perceptual state.

- A set of goal states \( \mathcal{G} = \{z \in \mathcal{Z} : C(z)\} \), where
  - \( C(z) \) means that \( z \) satisfies, to some acceptable degree or with some acceptable probability, some arbitrary notion of a goal.

- A set of states \( \mathcal{S} = \{s \in \mathcal{Z} : V(s)\} \) of initial states in which a decision takes place, where
  - \( V(s) \) means that there exists \( g \in \mathcal{G} \) such that \( s \) is a subsequence of \( g \), in other words for each state in \( \mathcal{S} \) there exists an acceptable, goal satisfying supersequence in \( \mathcal{G} \).

The process by which a decision is evaluated is as follows:

1) The agent is in state \( a \in \mathcal{S} \).
2) The agent selects a state \( b \in \mathcal{Z} \) such that \( a \) is a subsequence of \( b \) and writes it to memory.
3) If \( b \in \mathcal{G} \), then the agent will have succeeded at the task to an acceptable degree or with some acceptable probability.

Note that this makes no comment about the state following \( b \), of which \( b \) may not be a subsequence.

To abduct \( b \in \mathcal{G} \) from a given \( a \in \mathcal{S} \) requires a constraint sufficient to determine whether any partial assignment \( b \) is in \( \mathcal{G} \). This is similar to the notion of a “unified theory that explains the sequence” [13] from recent artificial general intelligence research, however we differ significantly from Evans et al. in what constitutes the desired explanatory constraint, along with assumptions about time sequences, predicates, objects and so forth. Given our premises, notions like “object” must emerge from the enaction of cognition.

This explanatory constraint can be written (using a perceptual symbol system) as a sentence which is true of a given \( s \in \mathcal{Z} \) if and only if \( s \in \mathcal{G} \). As not all states in \( \mathcal{G} \) assign a value to all variables, a form of three valued logic (“true", “false" and “indeterminate") may be useful (though perhaps not strictly necessary). Many such explanatory sentences may exist, but there is a helpful notion of intensional and extensional definitions to be found in the philosophy of language [19]. For example, the extensional definition of the game Chess is the enumeration of every possible game of Chess, while the intensional definition could be the rules of chess. Thus we’ll consider two extremes:

1) The extensional definition of the task. This is a sentence \( D \) enumerating every member of \( \mathcal{G} \) as a long disjunction “a or b or c or ... ”. It may also be thought of as the category of all goal satisfying states.
2) The intensional definition of the task. This is a sentence \( C \) stating only what we might naturally consider the concept or rules of the task.

The rules \( C \) of a game intuitively tend to be formed from the weakest, most general statements necessary to verify whether any given example of a game is legal, and sufficient to abduct every possible legal game. Conversely, the category \( D \) enumerating all valid games is formed from the strongest, most specific statements possible. It is important to note that, given \( \mathcal{S}, C \) is necessary and sufficient information to reconstruct \( D \). Either of \( (C \) and \( S \) or \( D \) is necessary and sufficient to reconstruct \( \mathcal{G} \).

C. The Weakest Solution

While the notion of intensional and extensional definitions is not new, the notion of intensional and extensional solutions as two extremes of a domain of possible solutions to an arbitrary task, is [20].

An agent that models \( C \) is attempting to infer the goal or purpose of a task. An agent that models \( D \) is attempting to master the task through mimicry. Both the concept \( C \) and the category \( D \) would be sufficient knowledge for an agent to perform optimally. However, learning typically relies upon an ostensive [21] definition; a small set of examples serving to illustrate how a task works, or what kind of states satisfy the goal. Such an ostensive definition could be constructed as follows:

- A set \( \mathcal{G}_o \subset \mathcal{G} \) of goal satisfying states, which does not contain a supersequence of every member of \( \mathcal{S} \).
- A set \( \mathcal{S}_o = \{s \in \mathcal{S} : B(s)\} \) of initial states in which a decision takes place, where
  - \( B(s) \) means that there exists \( g \in \mathcal{G}_o \) such that \( s \) is a subsequence of \( g \).

From this ostensive definition an agent could derive \( D_o \), a category of goal satisfying states, or \( C_o \), the concept or rules of the task necessary and sufficient to reconstruct the ostensive definition. An agent who learns \( D_o \) cannot generalise to \( D \),
they will eventually encounter a state \( s \in S \) where \( s \notin S_o \) for which it has no solution. On the other hand, if the ostensive definition is sufficiently representative of the task, then \( C_o \) necessary and sufficient to imply \( G_o \) given \( S_o \) will also be necessary and sufficient to imply \( G \) given \( S \), meaning the agent will have mastered the task using only the ostensive definition (in which case \( C_o = C \)).

The weaker the statements from which a solution is formed (whilst remaining both necessary and sufficient to imply \( G_o \) given \( S_o \)), the larger the subset of \( S \) can be for which the sentence implies goal satisfying states. For brevity we’ll say solution \( a \) is weaker than a solution \( b \) if it is formed from weaker statements.

In this sense \( C_o \) is the weakest possible solution necessary and sufficient to imply \( G_o \) given \( S_o \), and \( D_o \) is the strongest. We argue that an agent that models the weakest necessary and sufficient constraint would therefore learn at least as fast (in terms of number of examples required) as an agent modelling any stronger constraint. In the worst case scenario (a perfectly random, uniform distribution of goal satisfying states with no observable cause and effect relationships to model), the weakest and strongest constraints would be the same (enumerating all goal satisfying states), and the entire contents of \( G \) would need to be observed in order to master the task. In the best case scenarios (simple, consistent cause and effect relationship between aspects of the initial perceptual states and what constitutes a goal state), there would be a stark difference between the weakest and strongest constraint as the weakest would state that cause and effect relationship and nothing else. If as Chollet [22] suggests, intelligence is the ability to generalise, then these two constraints represent the product of its extremes.

\( C \) is not only the most general solution, but also represents intent. Intent is the desire for the outcome of an action to possess a particular quality [23]. Intent is usually communicated by describing that desired quality, rather than the every possible outcome possessed of that quality. For example, no one would describe the intent to realise victory in a game of Chess by stating in excruciating detail every possible game of Chess for which this aspiration is realised. Instead, the intent is better described by a small number of the weakest possible statements necessary and sufficient to determine, given any game of Chess, whether that intent is satisfied. Yes, it is arguable that an agent may “intend” to mimic a set of actions, but stating in general terms the qualities actions ought to possess, and by extension what they ought to achieve, seems a more natural definition of the word. Thus we consider an agent for which \( C \) is a goal to possess the intent \( C \).

Just as lossless compression exploits causal relations [24], any decision based upon the weakest possible constraint sufficient to verify membership of \( G_o \) must discount any event not strictly necessary to maximise the certainty of that decision. An event in this case is any aspect of a partial assignment of values. This is akin to conditional independence in a probabilistic graphical model, whereby a variable may be eliminated from consideration given the available information provided by other variables. To constrain possible solutions using any part of an assignment of values which does not further minimise uncertainty given other events have been observed would create a stronger constraint than necessary, and so violate the definition of \( C \). However, the constraint must remain both necessary and sufficient, taking note of exceptions to any rule, or occasional “Black Swan Events” [25]. As a result, the agent modelling \( C \) will identify cause and effect relationships and be equipped to entertain counterfactuals [5], [6].

We will name \( C \) the intensional solution of a task. It represents what the highest possible “G-factor” [22] would produce, the ability to generalise from any sufficient ostensive definition to solve every instance of a task, and importantly why. If a constraint describes what a number of states share in common sufficient to reconstruct all of those states, then it has found information sufficient to losslessly compress those states. This is similar to the idea that intelligence is the ability to compress information expressed by Chaitin [26], Hutter [27], Legg [28] and others. Hutter also defines superintelligence or universal artificial intelligence as the ability to perform “optimally across a wide range of environments”. The scope of task being arbitrary, an intensional agent situated in any one of a wide range of environments, equipped as AIXI [27] is with a reward function, could construct ostensive definitions of optimal behaviour and then find \( C \). As \( C \) is the weakest possible constraint, it would (with as small a sufficient ostensive definition as possible) generalise from the ostensive definition of optimal behaviour to perform optimally across the environment as a whole. As such an agent that generates intensional solutions meets Hutter’s definition of superintelligence (albeit limited by its sensorimotor system). An example of how such a reinforcement learning agent might pursue intensional solutions is given in [29]. Unlike Solomonoff’s universal prior, the intensional solution appears to be computable. At the time of writing, a prototype has been implemented which finds the intensional solution to a variety of string prediction problems, solving them as expected. Further investigation is required, however results should be forthcoming in 2021.

That said, the extensional solution \( D \) is not without merit as the abduction of correct responses would require minimal computation. It is akin to a lookup table, a polynomial fit to past observations, those solutions a human might intuit without being able to identify the why of it all. The ideal balance may be to seek both, as the intensional solution would facilitate generalisation while the extensional solution act as a heuristic to efficiently guide the abduction of goal satisfying states.

IV. FROM INTENSIONAL TO EXPLAINABLE AI

It is abundantly obvious that to explain the “why” of an action, an agent must possess a reason for having undertaken it. Just as “everybody else was doing it” is not considered a satisfactory rationale for the behaviour of a child, mimicry is not a satisfying rationale for the behaviour of an AI. This suggests that both intention, and the identification of cause and effect relationships, are necessary conditions of explainability.
To empathise, an agent must infer what is meant rather than said, and communicate in kind. An explainable AI that mimics a plausible explanation without knowing what it means is still just a mimic. While existing theories of meaning are commendable [30], in the context of intensional solutions and symbol emergence, we present what we believe is a more compelling alternative:

1) To learn semantics, the agent should model the world a language describes, rather than the language itself. We seem to imbue symbols with meaning given their significance to our goals (driven by motivators such as hunger and pain). In other words, meaning only really exists given intent.

2) While specification of intent in natural language would require semantics, we consider intent to be an intensional solution pursued as a goal. It is written in the physical state of hardware, constructed in a perceptual symbol system that is in no way “parasitic on the meanings in the head of the interpreter”.

3) An agent situated within a community of humans may observe utterances in natural language. If those utterances are of no significance in predicting aspects of the world relevant to its goals, then they will be ignored. However, if utterances are of predictive value, then an agent that constructs intensional solutions will identify those utterances as patterns within its perceptual states useful in predicting what to do next. It imbibes them with meaning, in the context of its own goals and experience. If context or intent changes, then so does meaning.

Not just spoken words but any phenomena may be imbued with meaning. For example, an agent compelled by hunger may recognise the sound of a dinner bell indicates the likely availability of food at a specific location. It identifies cause and effect because it pursues intensional solutions. It imbibes the sound of the dinner bell with meaning, making the dinner bell a symbol in terms of its own experience and compulsion to eat. Language is then the means by which agents encode, transmit and decode perceptual states inasmuch as they pertain to goals. Meaning is the implications with respect to a goal.

To explore how meaningful natural language may emerge from the enaction of cognition, we begin by illustrating how an unnatural language, machine code, may be acquired through observation.

A. Illustrative Example: Instruction Set Architecture

The task “performing the role of a CPU” could be defined as follows:

- The set \( \mathcal{X} \) of variables representing all bits in memory, in the program counter and other registers, in every component of the computer the moment before an operation, along with a duplicates representing the moment after an operation has taken place.
- The set \( \mathcal{Z} \) of complete or partial assignments of binary values to the variables in \( \mathcal{X} \).
- The set \( \mathcal{G} = \{ z \in \mathcal{Z} : C(z) \} \) of goal satisfying states representing correct execution of an instruction.

- The set \( \mathcal{S} = \{ z \in \mathcal{Z} : V(z) \} \) of initial states for which there exists \( g \in \mathcal{G} \) of which \( z \) is a subsequence.

The extensional solution \( D \) must, for each and every legitimate combination of OPCODE and OPERAND, describe an initial subsequence in which the program counter points at the instruction, and a goal satisfying supersequence in which the instruction has been correctly executed. Consider the operation ADD which takes as input the values contained in two registers, adds them together, and then deposits the result in a destination register. The extensional solution must enumerate every possible combination of destination and input registers, as well as every possible legal combination of input and output values. Conversely, the intensional solution would stipulate only the logic necessary to validate binary addition and correctly interpret register labels. Such logic is conventionally written in the physical arrangement of transistors, from which the correct interpretation of every combination of OPCODE and OPERAND may be deduced. The intensional solution differs from the CPU itself in that it stipulates what must be true of goal states, rather than actually enacting those changes. An intensional solution to binary addition has been constructed by the prototype mentioned in [11-C] and behaves as anticipated.

B. Semantics of Natural Language

The intensional solution to an instruction set architecture hopefully now seems obvious. The perceptual symbol system is the physical arrangement of transistors and the instruction set architecture is specified using the perceptual symbol system. In the same manner any higher level language may be constructed, one upon the other as assembly is built upon machine code, compiled programming language upon assembly, and interpreted programming language upon compiled in a conventional computer.

Machine code details a sequence of explicit instructions. There is one and only one correct interpretation of an instruction, although the form may vary. These interpretations were hard coded by a human in the arrangement of transistors, rather than being what we might recognize as emergent phenomena.

In contrast natural language is an emergent phenomenon, brought about by the interaction of agents labouring under similar compulsions. Though among humans compulsions may be almost universal, the experiences associated with a sign and thus meaning in terms of those compulsions vary from human to human. However, it is clear that loosely shared interpreants, signs and referents are sufficient for communication, as we are not only able to communicate effectively with one another but with other social animals such as dogs.

Consider an agent compelled by pain, hunger and other motivators under which biological organisms labour. In any given a state these objective functions have an expected value, which can be used to define a partial ordering of states. This describes a task, the goal of which is to transition into those states in which the expected values of objective functions are maximised. That goal would change as what the agent considers optimal depends upon past experience.
By interacting with the environment, the agent constructs sets of states representing optimal behaviour, ostensive definitions which in turn are used to hypothesise intensional solutions of improving quality. This describes a kind of non-parametric reinforcement learning agent.

If the agent is situated within a community of humans that share information using natural language, then that information (if observed) will be part of its perceptual state. It need not be compelled to learn the language. An intensional solution relies only upon that information absolutely necessary and sufficient to reproduce the ostensive definition from which it was derived. If the behaviour of the humans is of no value in predicting goal satisfying states then it will be ignored. However, if patterns (subsequences of states) in the human’s behaviour are useful in predicting which states will satisfy the agent’s goal, then the intensional solution may describe those patterns and identify any causal relationships. It relies upon signals transmitted by humans to model and predict the world, and so is learning semantics; what the signals mean inasmuch as they are relevant to the agent’s goal. To interpret a signal, the agent transitions from a state in which the signal is observed to one which recalls past experience associated with that signal. To transmit a signal, the agent transitions from a state in which it behooves the agent to affect change in the perceptual a state of a human, into one in which its actuators communicate the relevant signs. By learning C that recalls the agent’s own experiences of phenomena associated with a symbol, with the utterances and actions of humans, the agent is modelling human perceptual states in terms of its own past experience. Such an agent models human intent. Because C is a constraint, a sentence in a perceptual symbol system, that part-of-sentence which informs correct transmission of a signal is the same as that which interprets that symbol.

V. FROM EXPLAINABLE TO EMPATHETIC AI

To properly model human perceptual states and communicate with us on our own terms, an agent must have experiences analogous to our own. Intensional solutions may imbue words such as “pain” and “hunger” with some meaning, iterations of which may better inform objective functions designed to approximate those experiences, the human condition. However, empathy requires an agent not only feel, but feel some approximation of what another individual experiences as the agent observes them.

In the human brain mirror neurons are suspected to play an important role in the facilitation of empathy [31]. These neurons trigger both when an individual performs an action, and also when that individual observes another performing that same action [32]. For example, the observation of an individual laughing makes the observer more inclined to laugh. We feel something of what we observe others doing, in other words we empathise.

Empathy allows us to model the perceptual states of others. Much like mirror neurons, a symbol in natural language learned as part of an intensional solution would be a true part-of-statement both when the agent observes an action, and when that same agent performs the action. Recall, C plays the role of interpreant, transitioning the agent from a perceptual state in which they observe a sign associated with a symbol, into one in which they recall their own experience associated with that same symbol. Likewise if the agent wishes to communicate its own experiences, it can transmit signs associated with those symbols closest to what it means to convey.

We call this The Mirror Symbol Hypothesis, the notion aspects of an intensional solution mimic the behaviour of mirror neurons in the human brain, assuming the speculation regarding their existence and significance is correct. In any case, compelled by objective functions analogous to human feeling the agent may grasp something of the perceptual state of those humans it interacts with, and in so doing empathise.

Empathy would allow the agent to better communicate with humans, as its choice of which signs to transmit would be informed by the estimation of perceptual states and by the presumed intentions of the audience, rather than just the conditional probability of those signs as with other methods. As such it may constitute a significant boon in the ability to explain a decision. Not only might the agent explain its actions in terms of what it intended in broad, intensional terms, but by knowing something of how its audience perceives the world it may communicate in terms that specific audience can understand.

VI. CONCLUDING REMARKS

We’ve illustrated three key requirements for explainable AI. First, the agent must possess a rationale for its decisions beyond mere correlation, which implies causal reasoning and intent. Second, the agent must learn the purpose of a set of decisions, rather than merely which decisions are correct. Third, it must be able to summarise and explain an otherwise incomprehensibly complex rationale in a manner that its audience can understand.

We’ve defined an arbitrary task in terms of perceptual states, and proposed the intensional and extensional solutions defined by their relative weakness, learned from an ostensive definition of a task. An agent that learns intensional solutions will know why a decision was taken, what purpose it served, and so possess a rationale for its decisions. In contrast the extensional solution describes goal satisfying decisions, yet does not represent purpose or intent, cannot generalise and cannot explain those decisions. Further, as an intensional solution can be learned from a smaller ostensive definition than any stronger constraint, an agent that seeks it will learn at least as fast as an agent that seeks any stronger constraint. In other words, it is the optimal means of learning any arbitrary task.

Abducting correct decisions from an intensional solution by brute force search may be intractable. Something close to the extensional solution, perhaps a function fit to previously observed goal satisfying states, may compliment the intensional solution as a heuristic. A similar idea is evident in the design of AlphaGo [33], which may be described in greatly simplified terms as being constructed of a dynamic component that learns
and a static component which does not. What was learned amounted to a heuristic, employed by the static component informed by the rules of Go and the state of the board to generate sequences of moves. The rules of Go alone don’t make it obvious which sequence of moves is most likely to result in a win. The task they describe is “how to play Go”, while the heuristic was constructed for the task “decide which sequence of moves is best”. The static component employed the intensional solution to one task while the heuristic more closely resembled the extensional solution to another. Because of this, AlphaGo possessed a rationale for deciding whether a sequence of moves was legal, but no rationale beyond correlation for deciding whether such a sequence is “good”, which may be why the developers struggled to explain why it made the decisions it did.

A task being of arbitrary scope, we may define one of such breadth and complexity that natural language becomes necessary. Utterances of value in satisfying a goal will be imbued with meaning. As this meaning is learned as part of the intensional solution to a task, the agent will communicate its rationale for decisions in terms of semantics and intent, rather than correlations in syntax.

This new theory of meaning is of philosophical as well as technical significance. While the emphasis on mental state and intent bears some similarity to the Gricean foundational theory of meaning [30], the notion of an intensional solution as intent represents a significant advancement. Put simply, it posits meaning and language exist to improve an organism’s ability to predict its environment and co-operate with other organisms. Behaviour is imbued with meaning as part of an intensional solution, a byproduct of the compulsions under which an organism labours.

Finally, to infer the purpose of human behaviour an agent must have experience comparable to the human condition. Labouring under compulsions analogous to those of a human an agent may glean something of what a human intends and understands, and so communicate complex concepts in comprehensible manner. As symbols learned as part of an intensional solution may behave as mirror neurons, it is arguable that such an agent may empathise.

This raises interesting possibilities for hybrid approaches to artificial intelligence such as Neuralink, as piggybacking on the nervous system of a human may be more achievable than developing objective functions that accurately reflect the human experience. While such lofty ideas may be beyond the scope of immediate practical concern, they serve to illustrate where intensional solutions and the ability to learn semantics may eventually lead.
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