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Abstract

The comultiplication formula for fusion products of untwisted representations of the chiral algebra is generalised to include arbitrary twisted representations. We show that the formulae define a tensor product with suitable properties, and determine the analogue of Zhu’s algebra for arbitrary twisted representations. As an example we study the fusion of representations of the Ramond sector of the $N = 1$ and $N = 2$ superconformal algebra. In the latter case, certain subtleties arise which we describe in detail.
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1 Introduction

Some years ago, Richard Borcherds proposed that fusion in (chiral) conformal field theory should be regarded as the ring-like tensor product of representations of a quantum ring, a generalisation of rings and vertex algebras, for which the holomorphic fields of a chiral theory form the natural example. From this point of view, conformal field theory is just the representation theory of this quantum ring, and fusion corresponds to taking the canonical ring-like tensor product of modules. A somewhat similar definition has now also been given by Huang and Lepowsky [13].

In [7], this approach was formulated for untwisted representations in terms of the chiral algebra, the mode expansion of the holomorphic fields. Using standard arguments of conformal field theory, two different actions (comultiplications) of the chiral algebra on the vector space tensor product of representations were derived. The fusion product was then defined as the (ring-like) quotient of the original tensor product by all relations which enforce the equality of the two different actions.

The two different actions were given explicitly, and as a consequence it was possible to prove various properties of the resulting fusion product. It was also checked for a number of example [7, 8] that the resulting fusion rules reproduce the known restrictions.

It has become apparent that this approach to fusion does not only give a satisfactory description from a conceptual point of view, but that it also allows one to prove various structural properties of fusion [21]. In addition, it provides a rather powerful method for the calculation of the fusion rules. This seems, in particular, to be the case in the situation, where the correlation functions contain logarithms [14], whence the fusion product is not completely reducible [21, 6, 18].

The above analysis was only performed for the situation in which all representations are untwisted. For these representations, the moding of the chiral algebra is the same as in the vacuum representation, and the interpretation of the fusion product as a tensor product is rather suggestive. In this paper we show that this interpretation is not limited to this simple situation, and that the general case of twisted representations can be treated similarly. We believe that this is important from a conceptual point of view, but, as indicated before, it should also allow us to calculate fusion rules fairly efficiently. As an example, and in order to check our formulae, we derive the fusion rules of the \( N = 1 \) superconformal algebra in this way.

Part of the original motivation was to understand the \( N = 2 \) fusion rules for the Ramond and Neveu-Schwarz sectors, and consequently, quite a substantial part of the paper deals with this problem. One of the central themes is to describe the way in which the fusion rules of the \( N = 2 \) algebra respect the automorphism symmetry from the spectral flow [22]. A number of subtleties arise in this context, and we explain them in detail. Some of them seem to have been overlooked so far.

The paper is organised as follows. In the next section we introduce the relevant notation, and derive the generalised comultiplication formula. We also indicate how some of its properties can be shown. In section 3, we use the explicit formulae to find the analogue of Zhu’s algebra [23] for the twisted case, thereby generalising further the analysis of [16] and [8]. We also
explain how to define the special subspace \[\mathbb{P}\] in the more general situation. In the reminder of the paper we calculate explicitly the fusion rules for the Ramond and Neveu-Schwarz sector of the \(N = 1\) (section 4) and \(N = 2\) (section 5) superconformal algebra.

2 The general comultiplication formula

2.1 Definitions and Notation

Let \(S^i(w), i = 1, \ldots, n\) denote (a suitable subset of) the holomorphic quasiprimary fields of a conformal field theory, where \(S^i\) has conformal weight \(h_i \in \mathbb{Z}/2\). We define the vacuum sector \(H_0\) of the corresponding chiral conformal field theory as a certain completion of the vector space spanned by products of the form

\[
S^{j_1}(w_1) \cdots S^{j_n}(w_n) \Omega, \tag{2.1.1}
\]

where \(\Omega\) is the vacuum vector, and \(w_i \neq w_j\) for \(i \neq j\) (see \[1\] and \[2\] for more details). We can associate to a state \(\Psi \in H_0\) a field \(V(\Psi, z)\) which then satisfies \(V(\Psi, 0)\Omega = \Psi\).

The correlation functions of the holomorphic fields are meromorphic (single-valued) functions. This implies, in particular, that the holomorphic fields satisfy an operator product expansion

\[
S^1(w)S^2(z) = \sum_{l \in \mathbb{Z}+h_1} (w - z)^{-h_1} V(S^1, S^2(0)\Omega, z), \tag{2.1.2}
\]

where \(|w - z|\) is sufficiently small. If the spectrum of the scaling operator \(L_0\) is positive (as we shall assume), then the sum in (2.1.2) is bounded by \(l \geq -h_2\).

Because of (2.1.2) it is possible to expand the holomorphic fields in terms of modes as (cf. \[3\])

\[
S(w) = \sum_{l \in \mathbb{Z}+h} w^{-h} S_{-l}. \tag{2.1.3}
\]

The singular part of the operator product expansion gives rise to commutation relations for the modes; these generate an infinite dimensional algebra (typically a \(W\)-algebra) which is called the chiral algebra \(\mathcal{A}\) of the conformal field theory.

The other sectors of the chiral theory can be interpreted as representations \(\mathcal{H}\) of the vacuum sector \(H_0\). A representation is defined by a set of amplitudes, involving an arbitrary number of holomorphic and two special fields, which we may imagine to correspond to a state in a representation \(\mathcal{H}\), and one in its dual \(\mathcal{H}^*\). The crucial property which has to be satisfied by these amplitudes is that they respect the relations coming from the vacuum amplitudes, and in particular (2.1.2) (see again \[1\] and \[2\] for more details). Furthermore, the amplitudes have to possess suitable analytic properties, and the short distance behaviour of the holomorphic field \(S^i(w)\) with each of the two special fields has to be of the form

\[
S^i(w)V(\psi, z) = \sum_{l \geq h_\psi} (w - z)^{-h_i} V(\psi^i, z), \tag{2.1.4}
\]

where \(\psi^i\) defines another set of allowed amplitudes, \(l \in \mathbb{Z} + h_i + \alpha^i\), and \(h_\psi\) is some finite number which is independent of \(S^i\). We can use this to define an action of the modes of \(S^i\)
on states in $H$, by defining (in analogy with (2.1.2)) $S_{-l} \psi := \psi_l$. As the correlation functions satisfy the conditions coming from (2.1.2), this action defines a representation of the chiral algebra. Furthermore, the null-relations of the vacuum sector are respected, and the resulting representation is of positive energy, as the sum is bounded from below.

There are two different types of representations, usually referred to as untwisted and twisted. In the untwisted case, the sum in (2.1.4) runs over $l \in \mathbb{Z} + h_i$ (for all $S^i$), and the correlation functions are meromorphic functions of the arguments of the holomorphic fields. (In particular, the modes of the holomorphic fields have then the same moding as in the vacuum sector.) In the twisted case, there exists at least one holomorphic field $S_j$ which is not single-valued, and for which the sum runs over $l \in \mathbb{Z} + h_j + \alpha_j$, where $\alpha_j \not\in \mathbb{Z}$. The monodromy of the field $S_j$ around states in $H$ is characterised by $\alpha_j$ (mod $\mathbb{Z}$). We shall call $\alpha_j$ in the following the twist of the representation (with respect to the field $S_j$).

An important aspect of the chiral theory is to understand the correlation functions involving more than two non-holomorphic fields. Because of the analyticity of the amplitudes it is sufficient to analyse the situation where there are three such fields, as the general case can be reduced inductively to this case. These three-point functions are largely determined by the constraints which come from the compatibility with the chiral algebra. Indeed, in [7] the point of view was put forward, that one should think of the three-point functions as the decomposition of a ring-like tensor product of two of the representations into the conjugate of the third. This was developed further in [8], where the general formula for the action of the chiral algebra on the tensor product was derived for the case that both representations are untwisted. In this paper, we want to find the generalisation of this formula to the case where the representations in question are not necessarily untwisted. We shall see that the same interpretation can be given to these products. This demonstrates that this approach is rather general.

### 2.2 Derivation of the Comultiplication Formula

Let $\psi_1$ and $\psi_2$ be two vectors in representations $H_1$ and $H_2$, respectively, and let the twist of the representation $H_i$ (with respect to the field $S$) be described by $\alpha_i$. The product of the two fields will then define a representation whose twist (with respect to $S$) is given by $\alpha = \alpha_1 + \alpha_2$.

We want to derive a formula for the action of modes of $S$ (in a representation with twist $\alpha$) on the product of the two states. This means that we want to calculate the contour integral

$$\oint_C dw \, w^{l + h_1 + \alpha - 1} S(w) V(\psi_1, z_1) V(\psi_2, z_2) \Omega, \tag{2.2.5}$$

where $C$ is a contour encircling the two insertion points. This will give a formula for the comultiplication $\Delta_{z_1, z_2}(S_1)(\psi_1 \otimes \psi_2)$.

Unfortunately, (2.2.5) only converges in correlation functions with vectors of finite energy (at infinity), and thus it is not possible to evaluate the integral independently of the state at infinity. To circumvent this problem we consider, following Friedan [9], a slightly modified integral

$$\Delta_{z_1, z_2}(\tilde{S}_1)(\psi_1 \otimes \psi_2) = \oint_C dw \, w^{l + h_1 - \alpha_1 (w - z_1)^{-\alpha_1} (w - z_2)^{-\alpha_2}} S(w) V(\psi_1, z_1) V(\psi_2, z_2) \Omega \tag{2.2.6}$$
for which this problem does not arise. It is possible to express $S_l$ in terms of $\tilde{S}_m$ by expanding the function $(w - z_1)^{-\alpha_1}(w - z_2)^{-\alpha_2}$ for large $w$,

$$\tilde{S}_l = \sum_{p_1=0}^{\infty} \sum_{p_2=0}^{\infty} \left( \frac{-\alpha_1}{p_1} \right) \left( \frac{-\alpha_2}{p_2} \right) (-z_1)^{p_1} (-z_2)^{p_2} S_{l-(p_1+p_2)}, \quad (2.2.7)$$

and similarly to write $S_l$ in terms of $\tilde{S}_m$. It is therefore equivalent to give an action of the chiral algebra in terms of the modes $\tilde{S}_m$ or in terms of the modes $S_l$.

The important property of the relation between $S_l$ and $\tilde{S}_m$ is that it is of the form

$$\tilde{S}_l = S_l + \sum_{m<l} a_m S_m \quad S_l = \tilde{S}_l + \sum_{m<l} b_m \tilde{S}_m, \quad (2.2.8)$$

which will be important in later calculations. This depends on the fact that $\alpha = \alpha_1 + \alpha_2$, and we shall always choose $\alpha$ in this way.

To find an explicit formula for $\Delta_{z_1,z_2}(\tilde{S}_l)$, let us (as in [7]) introduce the function

$$\mathcal{F}(w; z_1, z_2) := (w - z_1)^{-\alpha_1}(w - z_2)^{-\alpha_2} \langle \phi, S(w)V(\psi_1, z_1)V(\psi_2, z_2) \rangle, \quad (2.2.9)$$

where $\phi$ is any vector in the dense subspace of finite energy vectors of the chiral conformal field theory. (It is clear that $\mathcal{F}$ can only be different from zero, if $\phi$ is in a representation with twist $\alpha$.) By construction, this function (as a function of $w$) has no branch cuts, and its poles are given by

$$\sum_{l \leq \alpha_1 + h - 1} (w - z_1)^{l-h-\alpha_1}(w - z_2)^{-\alpha_2} \langle (S_{-l} \otimes \mathbb{1}) \rangle + \varepsilon_1 \sum_{m \leq \alpha_2 + h - 1} (w - z_1)^{-\alpha_1}(w - z_2)^{m-h-\alpha_2} \langle (\mathbb{1} \otimes S_{-m}) \rangle, \quad (2.2.10)$$

where we use the short-hand notation

$$\langle (S_{-l} \otimes \mathbb{1}) \rangle = \langle \phi, V(S_{-l}\psi_1, z_1)V(\psi_2, z_2) \rangle, \quad (2.2.11)$$

and likewise for $\langle (\mathbb{1} \otimes S_{-m}) \rangle$. Here $\varepsilon_1$ is a complex number which is defined by the identity

$$S(w)V(\psi_1, z_1) = \varepsilon_1 V(\psi_1, z_1)S(w), \quad (2.2.12)$$

where $|w| > |z_1|$, and the right-hand-side is to be understood as the (clockwise) analytic continuation from $|w| < |z_1|$ (cf. [13]). In particular, we have

$$\varepsilon_1 = e^{\pm \pi i \alpha_1}. \quad (2.2.13)$$

As in [7], we can then define the regular part of $\mathcal{F}$ by subtracting the poles (2.2.10) from an expansion of $\mathcal{F}$, using the short distance expansion of $S$ with $V(\psi_2, z_2)$

$$\mathcal{F}(w; z_1, z_2) = \varepsilon_1 \sum_{m \in \mathbb{Z} + h + \alpha_2} (w - z_1)^{-\alpha_1}(w - z_2)^{m-h-\alpha_2} \langle (\mathbb{1} \otimes S_{-m}) \rangle. \quad (2.2.14)$$

We obtain
\[ F_{\text{reg}}(w; z_1, z_2) = - \sum_{l \leq \alpha_1 + h - 1} (w - z_1)^{l-h-\alpha_1} (w - z_2)^{-\alpha_2} \langle (S_l \otimes \mathbb{1}) \rangle + \varepsilon_1 \sum_{m \geq \alpha_2 + h} (w - z_1)^{-\alpha_1} (w - z_2)^{m-h-\alpha_2} \langle (\mathbb{1} \otimes S_m) \rangle. \]

It is clear that the regular part \( F_{\text{reg}} \) of \( F \) only contributes to \((2.2.6)\) for \( n + h + \alpha \geq 0 \). For \( n + h + \alpha \geq 1 \), therefore only the singular part \((2.2.10)\) of \( F \) contributes to the comultiplication formula \((2.2.6)\), and we easily find (for \( n + h + \alpha \geq 1 \))

\[
\Delta_{z_1, z_2}(\tilde{S}_n) = \sum_{l=1}^{\infty} \sum_{q=0}^{\infty} \left( n + h + \alpha - 1 \right) \left( -\alpha_2 \right) \left( h + \alpha_1 + l - 1 - q \right) (z_1 - z_2)^{-\alpha_2-h-\alpha_1-l+1+q} (S_l \otimes \mathbb{1}) + \varepsilon_1 \sum_{m=1}^{\infty} \sum_{q=0}^{\infty} \left( n + h + \alpha - 1 \right) \left( h + \alpha_2 + m - 1 - q \right) (z_2 - z_1)^{-\alpha_1-h-\alpha_2-m+1+q} (\mathbb{1} \otimes S_m).\tag{2.2.15}
\]

For \( n + h + \alpha \geq 0 \), both the regular and the singular part contribute, and the explicit formula therefore depends on the expansion chosen in \((2.2.14)\). As in \([7]\), there will be two different formulae, whose action on states has to agree in all correlation functions. Using the expansion with \( V(\psi_2, z_2) \) (as in \((2.2.14)\)), we get (for \( n - h - \alpha \geq 0 \))

\[
\Delta_{z_1, z_2}(\tilde{S}_{-n}) = \sum_{l=1}^{\infty} \sum_{q=0}^{\infty} \left( n + l - \alpha + \alpha_1 - 1 - q \right) \left( -1 \right)^{h+\alpha_1+l-1-q} z_1^{l-n+\alpha-\alpha_1+q} \left( -\alpha_2 \right) \left( h + \alpha_1 + 1 - q \right) (z_1 - z_2)^{-\alpha_2-q} (S_l \otimes \mathbb{1}) + \varepsilon_1 \sum_{m=1}^{\infty} \sum_{q=0}^{\infty} \left( h + \alpha_2 + m - 1 + q \right) \left( -\alpha_1 \right) \left( n + m + \alpha_2 - \alpha + q \right) (z_2 - z_1)^{-m-n-q} (\mathbb{1} \otimes S_m) + \varepsilon_1 \sum_{m=\alpha_2+h}^{\infty} \sum_{q=0}^{n-h-\alpha} \left( m - h - \alpha_2 \right) \left( -\alpha_1 \right) \left( n - h - \alpha - q \right) (z_2)^{-m-h-\alpha_2-q} + \varepsilon_1 \sum_{m=\alpha_2+h}^{\infty} \sum_{q=0}^{n-h-\alpha} \left( m - h - \alpha_2 \right) \left( -\alpha_1 \right) \left( n - h - \alpha - q \right) (z_2)^{-m-h-\alpha_2-q} (\mathbb{1} \otimes S_{-m}).\tag{2.2.16}
\]

Here we have chosen to expand the functions as power series of \( z_2 \) about 0, so that the limit \( z_2 \to 0 \) is well-defined. It is then easy to see that they reduce to the expressions given in \([3]\) for \( \alpha_1 = \alpha_2 = \alpha = 0 \).
As mentioned before, there exists a second formula which can be obtained using the expansion of $S$ with $V(\psi_1, z_1)$ in (2.2.14). Denoting, as in [8] the relevant formula by $\Delta_{z_1,z_2}(\tilde{S}_{-n})$, it is given by (2.2.16) upon exchanging $z_1 \leftrightarrow z_2$, $\alpha_1 \leftrightarrow \alpha_2$, and the two factors in the tensor product. The fusion product is then defined as the quotient of the vector space tensor product by the relations which come from the equality of $\Delta_{z_1,z_2}(\tilde{S}_{-n})$ and $\Delta_{z_1,z_2}(\tilde{S}_{-n})$.

These explicit formulae are useful for actual calculations as we shall demonstrate in the following sections. For more structural considerations, it is sometimes better to use a formula, where the various residues have not yet been evaluated

$$
\Delta_{z_1,z_2}(\tilde{S}_{-n}) = \sum_l \text{Res}_{w=z_1} \left( (w - z_2)^{-\alpha_2} w^{n+h+\alpha-1} (w - z_1)^{(l+h+\alpha_1)} \right) \left( S_l \otimes \mathbb{1} \right)
$$

$$
= \sum_m \text{Res}_{w=z_2} \left( (w - z_1)^{-\alpha_1} w^{n+h+\alpha-1} (w - z_2)^{(l+h+\alpha_2)} \right) \left( \mathbb{1} \otimes S_m \right). \quad (2.2.17)
$$

Here the residue means

$$
\text{Res}_{w=z_1} = \oint_{C_1} dw, \quad \text{Res}_{w=z_2} = \oint_{C_2} dw, \quad (2.2.18)
$$

where the contour $C_1$ encircles $z_1$, but not $z_2$ or 0, and the contour $C_2$ encircles $z_2$ and 0, but not $z_1$.

### 2.3 Some Properties

As in [4, 5], we expect that the comultiplication formula will have a natural transformation property under translation. This will indeed turn out to be true, but the situation here is slightly more complicated, as the $\tilde{S}_l$ (with respect to which we have formulated our formulae) also depend on the two insertion points (as is obvious from (2.2.7)). To be more explicit about this dependence let us denote for the moment the modes in (2.2.7) by $\tilde{S}_{l,z_1,z_2}$.

Then it is easy to see that in the sector described by the twist $\alpha$ we have the transformation law

$$
e^{nL-1} \tilde{S}_{l,z_1,z_2} e^{-uL-1} = \left\{ \begin{array}{ll}
\sum_{m=1}^{l} \left( \begin{array}{c}
l + h + \alpha - 1 \\
m + h + \alpha - 1
\end{array} \right) (-u)^{l-m} \tilde{S}_{m,z_1+z_2} & \text{if } l \geq 1 - h - \alpha \\
\sum_{m=-l}^{\infty} \left( \begin{array}{c}
m - h - \alpha \\
-m - h - \alpha
\end{array} \right) u^{m+l} \tilde{S}_{-m,z_1+z_2} & \text{if } l \leq -h - \alpha.
\end{array} \right. \quad (2.3.19)
$$

This is respected by the comultiplication, i.e. we have

$$
\Delta_{z_1+u,z_2+u} \left( e^{uL-1} \tilde{S}_{l,z_1,z_2} e^{-uL-1} \right) = \Delta_{z_1,z_2} \left( \tilde{S}_{l,z_1,z_2} \right), \quad (2.3.20)
$$

and likewise for the other comultiplication. This implies in particular that the formulae can at most depend on the difference of the two insertion points.

Next, we want to discuss the coassociativity of the fusion product. In order to analyse this it is advantageous to use the form of the comultiplication formula in which the various residues

\footnote{The formula given in [8] has the wrong $\varepsilon$ factors. This is corrected in [4].}
have not yet been explicitly evaluated (2.2.17). We also have to be careful to convert the \( S_i \)
modes into the appropriate \( \tilde{S}_m \) modes. Keeping this in mind it is then not hard to see that
\[
(\Delta_{z_2-w,z_1-w} \otimes \mathbb{I}) \circ \Delta_{w,z} = (\mathbb{I} \otimes \Delta_{z_1-w,z-w}) \circ \Delta_{z_2,w},
\]
and similarly for \( \tilde{\Delta} \) (see [7]). This establishes then that the fusion product is coassociative up
to equivalence.

Finally, we should mention that by the same arguments as in [7, 8], the comultiplication
formulae must satisfy
\[
[\Delta_{z_1,z_2}(a), \Delta_{z_1,z_2}(b)] = \Delta_{z_1,z_2}([a,b])
\]
for all \( a, b \in A \). However, as the formulae are formulated in terms of \( \tilde{S}_m \) (which do not satisfy
simple commutation relations), this is rather difficult to check explicitly.

### 3 Zhu’s algebra

#### 3.1 Derivation of Zhu’s algebra

It was pointed out in [4] that it is possible to rederive Zhu’s algebra [25] using an approach
based on the comultiplication formulae. In this section we shall follow this idea to find the
generalisation of Zhu’s algebra for the general twisted case. Zhu’s algebra has been generalised
to the fermionic (untwisted) case in [16], and to the twisted bosonic case in [3].

The main idea of the derivation is to consider the quotient of the fusion product of a representation \( \mathcal{H} \) (which
we assume without loss of generality to be inserted at \( z_2 = 0 \)) with the vacuum representation
at \( z_1 = z \). Then we have \( \alpha_1 = 0, \ z_2 = 0, \) and writing \( z = z_1, \alpha = \alpha_2 \) the formulae simplify considerably
\[
\Delta_{z,0}(\tilde{S}_n) = \sum_{l=1-h}^{\infty} \begin{pmatrix} n + h - 1 \\ l + h - 1 \end{pmatrix} z^{n-l} (S_l \otimes \mathbb{I}) + \varepsilon_1 (\mathbb{I} \otimes S_n),
\]
where \( n \geq 1 - h - \alpha \), and
\[
\Delta_{z,0}(\tilde{S}_{-n}) = \sum_{l=1-h}^{\infty} \begin{pmatrix} n + l - 1 \\ l + h - 1 \end{pmatrix} (-1)^{l+h-1} z^{-(n+l)} (S_l \otimes \mathbb{I}) + \varepsilon_1 (\mathbb{I} \otimes S_{-n}),
\]
where \( n \geq h + \alpha \). We can assume (by using the ambiguity in defining \( \alpha \)) that \( h + \alpha \geq 2 \).

The idea of the derivation is that we consider the quotient of the fusion product of \( \mathcal{H} \) with
\( \mathcal{H}_0 \) by all states of the form
\[
\Delta_{x,0}(\mathcal{A}_-) (\mathcal{H}_0 \otimes \mathcal{H})_f,
\]
where \( \mathcal{A}_- \) is the algebra generated by all negative modes. (In the conventional approach to
fusion in terms of 3-point functions, all such states vanish if there is a highest weight vector
at infinity.) Using (3.1.2), it is clear that we can identify this quotient space with a certain
subspace of
\[
(\mathcal{H}_0 \otimes \mathcal{H})_f / \Delta_{z,0}(\mathcal{A}_-) (\mathcal{H}_0 \otimes \mathcal{H})_f \subset (\mathcal{H}_0 \otimes \mathcal{H}^{(0)})_f,
\]
where \( \mathcal{H}^{(0)} \) is the highest weight space of the representation \( \mathcal{H} \). The idea is now to analyse this quotient space for the universal highest weight representation \( \mathcal{H} = \mathcal{H}_{\text{univ}} \) corresponding to the twist \( \alpha \), i.e. to use no property of \( \psi \in \mathcal{H}_{\text{univ}}^{(0)} \), other than that it is a highest weight state. We can then identify this quotient space with a certain quotient of the vacuum representation \( \mathcal{H}_0 \), thus defining \( A(\mathcal{H}_0) \),

\[
\left( A(\mathcal{H}_0) \otimes \mathcal{H}_{\text{univ}}^{(0)} \right) = (\mathcal{H}_0 \otimes \mathcal{H}_{\text{univ}}) / \Delta_{z,0}(A_-) (\mathcal{H}_0 \otimes \mathcal{H}_{\text{univ}}) .
\]

(3.1.5)

We should mention that \( A(\mathcal{H}_0) \) will depend on the set of twists \( \alpha \) for each of the holomorphic fields \( S \).

The crucial ingredient we shall be using is the observation that, because of (2.2.7) and (2.3.20),

\[
\tilde{\Delta}_{0,-z}(\tilde{S}_{-m}) (\mathcal{H}_0 \otimes \mathcal{H})
\]

is for \( m \geq h + \alpha \) in the space by which we quotient (3.1.3). In more detail we have

\[
\tilde{\Delta}_{0,-z}(\tilde{S}_{-m}) = \sum_{l=-m+\alpha}^{\infty} \left( \frac{-\alpha}{l + m - \alpha} \right) z^{-(m+l)} (S_l \otimes \mathbb{1}) + \varepsilon_1 \sum_{k=1-h-\alpha}^{\infty} \left( \frac{m + k - 1}{m - h - \alpha} \right) (-1)^{k+h+\alpha-1} z^{-(m+k)} (\mathbb{1} \otimes S_k) ,
\]

(3.1.6)

where \( m \geq h + \alpha \).

The structure of the space \( A(\mathcal{H}_0) \) depends on whether \( \alpha + h \in \mathbb{Z} \) or not. In the first case, the field \( S \) has a zero mode for the representations with twist \( \alpha \), and we have to find a formula for

\[
(\mathbb{1} \otimes S_0)(\mathcal{H}_0 \otimes \psi) \mod \Delta_{z,0}(A_-)(\mathcal{H}_0 \otimes \mathcal{H}_{\text{univ}}) ,
\]

(3.1.7)

in terms of modes acting on the left-hand factor in the tensor product. To do this, we use the explicit formula (3.1.6) with \( m = h + \alpha \), and then (3.1.2) for \( n = 1 - h - \alpha, \ldots, -1 \) to rewrite terms of the form \( (\mathbb{1} \otimes S_n) \). After a short calculation we obtain

\[
\varepsilon_1 (\mathbb{1} \otimes S_0) \cong \sum_{m=0}^{h-1} \left( \begin{array}{c} h - 1 \\ m \end{array} \right) z^{h-m} (S_{m-h} \otimes \mathbb{1}) .
\]

(3.1.8)

This is independent of \( \alpha \) (as it should be), and reproduces precisely the formula of \( \mathbb{1} \). Using this expression, the action of the zero mode on the fusion product then becomes

\[
\Delta_{z,0}(S_0) \cong \Delta_{z,0}(\tilde{S}_0) = \sum_{m=0}^{\infty} z^{h-m} \left( \begin{array}{c} h \\ m \end{array} \right) (S_{m-h} \otimes \mathbb{1}) ,
\]

(3.1.9)

which generalises Zhu’s product formula \([25]\). Here we have used that \( S_0 \) differs from \( \tilde{S}_0 \) only by negative modes which follows from (2.2.7).

Next, in order to obtain the relations which characterise the quotient space \( A(\mathcal{H}_0) \), we repeat the above calculation for \( m = h + \alpha + p \), where \( p \geq 1 \), and also use (3.1.8) to replace the term
of the form \((\mathbb{1} \otimes S_0)\). We then find that, modulo terms in the quotient, we have

\[
0 \cong \sum_{m=-h-p}^{-h} \left( \frac{-\alpha}{m+h+p} \right) z^{-(h+\alpha+p+m)} (S_m \otimes \mathbb{1})
+ \left( \frac{h+\alpha+p-1}{p} \right) (-1)^{p+1} z^{-\alpha+p} (S_{-h} \otimes \mathbb{1})
+ \sum_{m=1-h}^{\infty} \left[ C_{m,p} \left( \frac{h-1}{m+h} \right) \left( \frac{h+\alpha+p-1}{p} \right) (-1)^{p+1} \right] z^{-(h+\alpha+p+m)} (S_m \otimes \mathbb{1}),
\]

where \(C_{m,p}\) is given as above.

\[
C_{m,p} = \left( \frac{-\alpha}{m+h+p} \right) + \sum_{l=1-h-\alpha}^{M_{h,\alpha}} \left( \frac{h+\alpha+p+l-1}{p} \right) (-1)^p \left( \frac{l+h-1}{m+h-1} \right),
\]

and \(M_{h,\alpha} < 0\) is the largest number of the form \(r - h - \alpha\), where \(r \in \mathbb{Z}\). (In the present case, \(M_{h,\alpha} = -1\)) In general, this formula is rather complicated. However, for \(p = 1\), using the same identities as in \([4]\), the expression simplifies to

\[
0 \cong z^{-\alpha} \sum_{m=0}^{\infty} \left( \frac{h}{m} \right) z^{-m} (S_{m-1-h} \otimes \mathbb{1}),
\]

which gives conditions independent of \(\alpha\). This generalises the formula of Zhu for \(O(H_0)\) \([25]\).

If \(\alpha + h \not\in \mathbb{Z}\), then the field \(S\) has no zero mode (for this twist). In this case there is no analogue of the formula (3.1.8), but we can similarly do the calculation which lead to (3.1.10) for \(p \geq 0\). Then the result is

\[
0 \cong \sum_{m=-h-p}^{-h} \left( \frac{-\alpha}{m+h+p} \right) z^{-(h+\alpha+p+m)} (S_m \otimes \mathbb{1})
+ \sum_{m=1-h}^{\infty} C_{m,p} z^{-(h+\alpha+p+m)} (S_m \otimes \mathbb{1}),
\]

where \(C_{m,p}\) is given as above. For \(p = 0\), the formula simplifies to

\[
0 \cong \sum_{m=0}^{\infty} \left( \frac{M_{h,\alpha} + h}{m} \right) z^{-(\alpha+m)} (S_{m-h} \otimes \mathbb{1}).
\]

This generalises the formula of \([3]\) (which was only derived for integer \(h\)). We note that \(M_{h,\alpha} + h\) is independent of the ambiguity in choosing \(\alpha\), i.e. invariant under \(\alpha \mapsto \alpha + r\), where \(r \in \mathbb{Z}\).

### 3.2 Special Subspaces

It was observed by Nahm \([20]\) that for untwisted representations

\[
(\mathcal{H}_1 \otimes \mathcal{H}_2)_{\Delta_{z,0}} (\mathcal{A}_-) (\mathcal{H}_1 \otimes \mathcal{H}_2)_{\Delta} \subset (\mathcal{H}_1^0 \otimes \mathcal{H}_2^0),
\]

where

\[
(\mathcal{H}_1 \otimes \mathcal{H}_2)_{\Delta_{z,0}} (\mathcal{A}_-) (\mathcal{H}_1 \otimes \mathcal{H}_2)_{\Delta} \subset \left( \mathcal{H}_1^0 \otimes \mathcal{H}_2^0 \right)
\]
where $H_s^1$ is the special subspace of $H_1$, and $H_2^{(0)}$ is the space of highest weight vectors in $H_2$. The special subspace can be defined as the quotient space

$$H_s^1 = H_1 / \mathcal{A}_- H_1,$$  

where $\mathcal{A}_-$ is the algebra generated by the modes which do not annihilate the vacuum, i.e. $\mathcal{A}_-$ is generated by $S_{-n}, n \geq h$. Representations whose special subspace is finite dimensional are called quasi rational. It follows from (3.2.15) that the fusion product of a highest weight representation with a quasi-rational representation contains only finitely many highest weight representations.

It follows from (3.1.1, 3.1.2, 3.1.6) that (3.2.15) also holds if $H_1$ is an untwisted representation, and $H_2$ is any twisted highest weight representation. It also makes sense to extend the above definition (3.2.14) and the definition of quasi-rationality to cover the twisted case as well. In particular, we can choose in (2.2.16) $\alpha_i$ such that $1 \geq h + \alpha > 0$ (so that $n = h + \alpha$ is the first negative mode) and $1 \geq h + \alpha_2 > 0$ (so that for $z_2 = 0$ and $n = h + \alpha$, $1 \otimes S_{-(h+\alpha_2)}$ is the only negative mode on the right-hand-side). Then $1 - h - \alpha_1 > -h$, and it follows by the same argument as in Nahm [20] that the fusion product of any quasi-rational representation with any highest weight representation contains only finitely many subrepresentations, irrespective of whether they are twisted or untwisted.

4 Fusion in the $N = 1$ algebra

In this (and the following) chapter we want to use the explicit formulae to (re)derive the fusion rules for the Neveu-Schwarz (NS) and Ramond (R) sector of the $N = 1$ and $N = 2$ superconformal algebra. We shall only consider the case of quasi-rational representations at generic $c$. The fusion rules for the “minimal” models (at specific values of the central charge) follow from these calculations if the relevant representations are identified.

In this section we analyse the simpler case of the $N = 1$ algebra. This algebra is generated by the Virasoro algebra $\{L_n\}, n \in \mathbb{Z}$, and the modes of the superfield $G$ with $h = \frac{3}{2}$, subject to the relations

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{1}{12} cn (n^2 - 1) \delta_{n,-m}$$

$$[L_n, G_r] = \left( \frac{1}{2} n - r \right) G_{n+r}$$

$$\{G_r, G_s\} = 2L_{r+s} + \frac{1}{3} c \left( r^2 - \frac{1}{4} \right) \delta_{r,-s}. \tag{4.1}$$

The untwisted (NS) sector has $r \in \mathbb{Z} + \frac{1}{2}$, whereas the twisted (R) sector has $r \in \mathbb{Z}$. Let us parametrise as in [24]

$$c(t) = \frac{15}{2} - \frac{3}{t} - 3t. \tag{4.2}$$

The representations we are concerned with are highest weight representations of the chiral algebra, i.e. representations generated by the action of the algebra from a state which is
annihilated by the action of the positive modes. In the NS sector, there is only one zero mode ($L_0$), and the representation is uniquely determined by the eigenvalue of the highest weight vector with respect to $L_0$. We usually denote this highest weight state by $|h⟩$, where $h$ is the eigenvalue of $L_0$. If $h$ is of the form $h_{p,q}(t) = \frac{(1 - pq)}{4} + (q^2 - 1)\frac{t}{8} + \frac{(p^2 - 1)}{(8t)}$, (4.4)

where $p, q \in \mathbb{Z}$ and $p + q \in 2\mathbb{Z}$, then the representation generated from the corresponding state has a singular vector at level $pq/2$. The case $p = q = 1$ corresponds to the vacuum representation $h = 0$; the first non-trivial case is $(p, q) = (1, 3)$ with singular vector

$$\begin{pmatrix} G_\frac{3}{2} - \frac{1}{t}L_{-1}G_{-\frac{3}{2}} \end{pmatrix} |h_{1,3}(t)⟩ \quad (4.5)$$

and $(p, q) = (3, 1)$ with singular vector

$$\begin{pmatrix} G_{-\frac{3}{2}} - tL_{-1}G_{-\frac{3}{2}} \end{pmatrix} |h_{3,1}(t)⟩. \quad (4.6)$$

To determine the special subspace of the representations corresponding to $(1, 3)$ and $(3, 1)$ we use the singular vector equations to eliminate $L_{-1}G_{-\frac{3}{2}}|h⟩$, and the $G_{-1}^2$ descendant of the singular vector equation to eliminate $L_{-1}L_{-1}|h⟩$. It then follows that the dimension is in both cases three.

We shall also consider below the NS representation $(2, 2)$ which has a singular vector at level two

$$\begin{pmatrix} L_{-1}^2 - \frac{4}{3}h_{(2,2)}(t)L_{-2} - G_{-\frac{3}{2}}^2G_{-\frac{3}{2}} \end{pmatrix} |h_{2,2}(t)⟩,$$

and whose special subspace is two dimensional.

In the Ramond sector, there are two zero modes, and the highest weight state is uniquely characterised by

$$G_0|λ⟩ = λ|λ⟩, \quad (4.7)$$

as the commutation relations then imply $L_0|λ⟩ = (λ^2 + c/24)|λ⟩$. If $λ$ is of the form $λ_{p,q}(t) = \frac{p - qt}{2\sqrt{2t}}$, (4.8)

where $p, q \in \mathbb{Z}$ and $q - p$ odd, then the corresponding representation has a singular vector at level $pq/2$. The first most simple cases are $(p, q) = (1, 2)$ with singular vector

$$\begin{pmatrix} L_{-1} + \sqrt{\frac{t}{2}}G_{-1} \end{pmatrix} |λ_{1,2}(t)⟩ = 0 \quad (4.9)$$

and $(p, q) = (2, 1)$ with singular vector

$$\begin{pmatrix} L_{-1} - \frac{1}{\sqrt{2t}}G_{-1} \end{pmatrix} |λ_{2,1}(t)⟩ = 0. \quad (4.10)$$
We should note that the representation corresponding to \( \lambda \) and \(-\lambda\) define the same vertex operator in correlation functions: it follows from (2.1.4) that the short distance expansion of \( G \) with the highest weight state has a branch cut. If we move \( G \) once around the highest weight state, all coefficients change sign, and thus, in particular, the eigenvalue \( \lambda \) itself. This point was overlooked in \[24\].

To determine the special subspace for these two representations, we use the singular vector equation to eliminate \( G - 1 |\lambda\rangle \), and the \( L - 1 \) and \( G - 1 \) descendants of the singular vector equation to eliminate \( L - 1 G - 1 |\lambda\rangle \) and \( L - 1 L - 1 |\lambda\rangle \). This then demonstrates that the dimension of the special subspace is two for both cases.

To illustrate how we can calculate the fusion products, let us consider the situation, where we have a NS field at \( z_1 = z \), and a R field at \( z_2 = 0 \). Choosing \( \alpha_1 = 0, \alpha_2 = \alpha = 1/2 \), the comultiplication formulae simplify to

\[
\Delta_{z,0}(\tilde{G}_n) = \sum_{l=-1/2}^{\infty} \left( \frac{n + 1/2}{l + 1/2} \right) z^{n-l}(G_l \otimes 1) + \varepsilon_1(1 \otimes G_n),
\]

(4.11)

where \( n \geq -1 \), and

\[
\Delta_{z,0}(\tilde{G}_{-n}) = \sum_{l=-1/2}^{\infty} \left( \frac{n + l - 1}{l + 1/2} \right) z^{-(n+l)}(-1)^{l+1/2}(G_l \otimes 1) + \varepsilon_1(1 \otimes G_{-n})
\]

(4.12)

for \( n \geq 2 \).

Let us now consider the case, where the representation at \( z \) is any NS highest weight representation, and the R representation at 0 is \((1, 2)\) or \((2, 1)\). The singular vector equation implies that

\[
0 = \langle 1 \otimes L_{-1} \rangle + \alpha \langle 1 \otimes G_{-1} \rangle = -z^{-1} \kappa \langle 1 \otimes 1 \rangle + \alpha \langle 1 \otimes G_{-1} \rangle,
\]

(4.13)

where \( \alpha = \sqrt{t/2} \) for \((p, q) = (1, 2)\) and \( \alpha = -\sqrt{1/2t} \) for \((p, q) = (2, 1)\). Here the modes act on the highest weight states of the corresponding representations. In the second line we have used the standard relation (see e.g. \[7\]) to replace the \( L_{-1} \) mode by inserting \( \Delta(L_0) \); \( \kappa \) is then

\[
\kappa = h_3 - h_1 - h_2,
\]

(4.14)

where \( h_3 \) is the conformal weight of the state at infinity, \( h_1 \) the conformal weight of the state at \( z \), and \( h_2 = h_{(1,2)} \) or \( h_2 = h_{(2,1)} \). We can also use the equation coming from the \( G_{-1} \) descendant of the singular vector equation to give

\[
0 = \langle 1 \otimes G_{-1} L_{-1} \rangle + \alpha \langle 1 \otimes G_{-1}^2 \rangle = -\frac{1}{2} \langle 1 \otimes G_{-2} \rangle + \langle 1 \otimes L_{-1} G_{-1} \rangle + \alpha \langle 1 \otimes L_{-2} \rangle
\]

\[
= -z^{-1}(\kappa - 1) \langle 1 \otimes G_{-1} \rangle - \frac{1}{2} \langle 1 \otimes G_{-2} \rangle + \alpha \langle 1 \otimes L_{-2} \rangle.
\]

(4.15)
Using the comultiplication of $L_{-2}$, it is easy to see that
\[
\langle 1 \otimes L_{-2} \rangle = (h_1 - \kappa)z^{-2}\langle 1 \otimes 1 \rangle .
\] (4.16)

Furthermore, from the comultiplication of $G_{-2}$ and $G_{-1}$ we learn that
\[
0 = z^{-\frac{3}{2}}\langle G_{-\frac{1}{2}} \otimes 1 \rangle + \varepsilon_1\langle 1 \otimes G_{-2} \rangle ,
\] (4.17)
and this implies
\[
\langle 1 \otimes G_{-2} \rangle = z^{-\frac{1}{2}}\langle 1 \otimes G_{-1} \rangle .
\] (4.18)

Taking (4.16), (4.18) and (4.15) together, we find then that
\[
0 = -z^{-1}\left((\kappa - 1) + \frac{1}{2}\right)\langle 1 \otimes G_{-1} \rangle + \alpha(h_1 - \kappa)z^{-2} .
\] (4.19)

Putting this together with (4.13), we obtain
\[
z^{-2}\left[\alpha^2(h_1 - \kappa) - \kappa(\kappa - \frac{1}{2})\right] = 0 .
\] (4.20)

Thus a necessary condition for the fusion to be allowed is that the bracket $[\ldots]$ vanishes. This gives rise to the relations.

\[
(p, q)_{NS} \otimes (1, 2)_R = (p, q + 1)_R \oplus (p, q - 1)_R
\]
\[
(p, q)_{NS} \otimes (2, 1)_R = (p + 1, q)_R \oplus (p - 1, q)_R .
\] (4.21)

Using similar techniques we can derive the restrictions for the fusion with another Ramond field. The result is identical to (4.21), if we replace the suffices $NS$ on the left-hand side and $R$ on the right-hand-side by $R$ and $NS$, respectively. We can also determine the restrictions coming from the fusion of the $(1, 3)$, $(3, 1)$ and $(2, 2)$ field in the NS sector. We obtain (after similar calculations)
\[
(1, 3)_{NS} \otimes (p, q)_U = (p, q)_U \oplus (p, q + 2)_U \oplus (p, q - 2)_U
\]
\[
(3, 1)_{NS} \otimes (p, q)_U = (p, q)_U \oplus (p + 2, q)_U \oplus (p - 2, q)_U
\]
\[
(2, 2)_{NS} \otimes (p, q)_U = (p + 1, q + 1)_U \oplus (p - 1, q - 1)_U ,
\] (4.22)

where $U = NS$ or $U = R$. Taking all of these results together and using the associativity and commutativity of the fusion product, we can give a compact formula for all different fusion products
\[
(p_1, q_1) \otimes (p_2, q_2) = \bigoplus_{p=|p_1-p_2|+1}^{|p_1+p_2-1|} \bigoplus_{q=|q_1-q_2|+1}^{|q_1+q_2-1|} (p, q) ,
\] (4.23)

where $p$ and $q$ are integers, and the sum is over every other integer. The representation denoted by $(p, q)$ is in the NS sector if $p + q \in 2\mathbb{Z}$, and in the R sector otherwise. This reproduces the results of [23, 24].

\footnote{As always, we can only derive necessary conditions for the fusion rules in this way. To derive sufficient conditions, a much more detailed analysis is necessary. We also assume that all fusion products are completely reducible — this is justified for generic $c$.}
5 Fusion in the $N = 2$ algebra

In this section we want to analyse the fusion of quasirational representations of the $N = 2$ superconformal algebra for generic $c$. Let us recall that this algebra is generated by the Virasoro algebra $\{L_n\}$, the modes of an $U(1)$-current with $h = 1 \{T_n\}$ and the modes of two superfields of conformal dimension $h = \frac{3}{2}$, $\{G_r^\pm\}$, subject to the relations

\[
\begin{align*}
[L_m, G_{a}^\pm] &= \left(\frac{1}{2} m - \alpha\right) G_{a+m}^\pm \\
[L_m, T_n] &= -n T_{m+n} \\
[T_m, T_n] &= \tilde{c} m \delta_{m,-n} \\
[T_m, G_{a}^\pm] &= \pm G_{a+m}^\pm \\
\{G_{a}^+, G_{\beta}^-\} &= 0 \\
\{G_{a}^+, G_{\beta}^+\} &= 2 L_{\alpha+\beta} + (\alpha - \beta) T_{\alpha+\beta} + \tilde{c} \left(\alpha^2 - \frac{1}{4}\right) \delta_{\alpha,-\beta},
\end{align*}
\]

(5.1)

where $\tilde{c} = c/3$. In the NS and R sector, the modes of $L_m$ and $T_n$ are both integral, whereas the modes of $G_r^\pm$ are half-integral in the NS sector, and integral in the R sector. There also exists the so-called twisted sector, where the modes of $T_n$ and $G_r^1$ are half-integral, those of $G_r^2$ and $L_n$ are integral, and where $G^\pm = G^1 \pm iG^2$ \([1]\). Here we shall only discuss the NS and the R sector.

It was observed in \([22]\) that there exists a family of automorphisms $\alpha_\eta : \mathcal{A} \to \mathcal{A}$ which map the chiral algebra to itself. They are explicitly given as

\[
\begin{align*}
\alpha_\eta(G_r^\pm) &= G_{r+\eta}^\pm \\
\alpha_\eta(L_n) &= L_n - \eta T_n + \frac{1}{2} \eta^2 \tilde{c} \delta_{n,0} \\
\alpha_\eta(T_n) &= T_n - \eta \tilde{c} \delta_{n,0}.
\end{align*}
\]

(5.2)

For $\eta \in \mathbb{Z}$, this gives an automorphism of each of the sectors of the algebra, whereas for $\eta = \mathbb{Z} + \frac{1}{2}$, it relates the NS and the R sector to each other. We shall demonstrate in this section that the fusion rules respect the automorphism symmetry (see (5.25) below). The fusion rules for the $(NS \otimes NS)$ and the $(R \otimes R)$ case are in principle known \([19]\) (although, strictly speaking, only the unitary minimal case is discussed there), but in order to see that the automorphism symmetry is respected generically, certain subtleties have to be taken into account which were not discussed in \([13]\). We shall also derive the fusion rules for the $(NS \otimes R)$ case.

Following \([1]\), we want to parametrise the central charge

\[
\tilde{c} = 1 - \frac{2}{m}.
\]

(5.3)

We shall only discuss the situation, where $m$ is generic, i.e. not a positive integer $m \geq 2$. Then the theory is not unitary, and thus, as has been shown in \([3]\), not rational. The unitary
fusion rules can be obtained from the ones discussed in this paper by identifying certain
representations (see for example [19]).
In the NS sector, there are two zero modes, and a highest weight representation is uniquely
determined by giving the eigenvalue \( h \) and \( q \) of the highest weight vector with respect to the
action of \( L_0 \) and \( T_0 \), respectively. We parametrise
\[
q_{NS}(j,k) = \frac{j-k}{m},
\]
\[
h_{NS}(j,k) = \frac{jk-\frac{1}{4}}{m}.
\]
For \( 0 < j, j \in \mathbb{Z} + \frac{1}{2} \) the corresponding highest weight representation has a fermionic singular
vector at level \( j \), and likewise for \( k \). For \( n := m - (j+k) \in \mathbb{Z}, n > 0 \), the highest weight
representation has a bosonic singular vector at level \( n \) [1].
We observe that for \( jk = 0 \), the two highest weight states are not related
by the action of \( G^\pm_0 \), as the coefficients in (5.5) vanish. In this case, we denote by \((j,k)\pm\)
the two different representations generated from the highest weight states corresponding to
\( q_{R}(j,k) \pm \frac{1}{2} \).
Before we start analysing the fusion rules, let us describe how the automorphism (5.2) acts
on the various representations. Let us first consider the NS representation \((j,k)\), and consider
the representation defined by
\[
\hat{a}|(j,k)\rangle := \alpha_{\eta}(a)|(j,k)\rangle,
\]
(5.7)
where $| (j, k) \rangle$ denotes an arbitrary state in the highest weight representation corresponding to $(j, k)$, and $a$ is an element in the chiral algebra. We denote this representation by

\[ (\hat{j}, \hat{k}) = \alpha_\eta(j, k) . \]

Let us first consider the case $\eta = 1$. Then evaluating (5.7) on the highest weight state of the representation $(\hat{j}, \hat{k})$, we find that

\[ \hat{G}_+^+ | h(j, k) \rangle = G_+^+ | h(j, k) \rangle, \]
\[ \hat{G}_-^- | h(j, k) \rangle = G_-^- | h(j, k) \rangle = 0, \]

and thus that (generically) the highest weight state of the representation $(\hat{j}, \hat{k})$ is $G_+^+ | h(j, k) \rangle$, rather than $| h(j, k) \rangle$ itself. We can then evaluate $\hat{L}_0$ and $\hat{T}_0$ on this state, and find that

\[ \alpha_1(j, k) = (j + 1, k - 1). \]

In the above discussion something special happens for $k = 1/2$, as then

\[ G_-^+ | h \left( j, \frac{1}{2} \right) \rangle = 0. \]

Thus the state $| h(j, k) \rangle$ is the highest weight state itself, and we find

\[ \alpha_1 \left( j, \frac{1}{2} \right) = \left( \frac{1}{2}, m - j - 1 \right). \]

The same phenomena occurs for $\eta = -1$,

\[ \alpha_{-1}(j, k) = \begin{cases} (j - 1, k + 1) & \text{if } j \neq \frac{1}{2}, \\ (m - k - 1, \frac{1}{2}) & \text{if } j = \frac{1}{2}, \end{cases} \]

In the Ramond sector, similar considerations lead to

\[ \alpha_1(j, k)_+ = (j + 1, k - 1)_-, \]

and

\[ \alpha_1(j, k)_- = \begin{cases} (j + 1, k - 1)_- & \text{if } jk \neq 0, \\ (1, m - j - 1) & \text{if } jk = 0, \end{cases} \]

and similarly,

\[ \alpha_{-1}(j, k)_- = (j - 1, k + 1)_+, \]

and

\[ \alpha_{-1}(j, k)_+ = \begin{cases} (j - 1, k + 1)_+ & \text{if } jk \neq 0, \\ (m - k - 1, 1) & \text{if } jk = 0. \end{cases} \]

As a consistency check, we note that

\[ \alpha_{-1} \alpha_1(j, 0)_- = \alpha_{-1}(1, m - j - 1) = (0, m - j)_+ = (j, 0)_-. \]
Finally, for $\eta = \pm \frac{1}{2}$, we have maps from the NS sector in the R sector,

$$\alpha_{\frac{1}{2}}(j, k) = \left( j + \frac{1}{2}, k - \frac{1}{2} \right)_-, \quad \alpha_{-\frac{1}{2}}(j, k) = \left( j - \frac{1}{2}, k + \frac{1}{2} \right)_+,$$

and, conversely, maps from the R sector into the NS sector

$$\alpha_{\frac{1}{2}}(j, k)_+ = \left( j + \frac{1}{2}, k - \frac{1}{2} \right), \quad \alpha_{\frac{1}{2}}(j, k)_- = \left\{ \begin{array}{ll}
(j + \frac{1}{2}, k - \frac{1}{2}) & \text{if } jk \neq 0, \\
(\frac{1}{2}, m - j + k - \frac{1}{2}) & \text{if } jk = 0,
\end{array} \right. \quad (5.17)$$

$$\alpha_{-\frac{1}{2}}(j, k)_- = \left( j - \frac{1}{2}, k + \frac{1}{2} \right), \quad \alpha_{-\frac{1}{2}}(j, k)_+ = \left\{ \begin{array}{ll}
(j - \frac{1}{2}, k + \frac{1}{2}) & \text{if } jk \neq 0, \\
(m - k + j - \frac{1}{2}, \frac{1}{2}) & \text{if } jk = 0.
\end{array} \right. \quad (5.18)$$

Let us now turn to analysing the fusion rules. First of all, from the analysis of the $u(1)$ subalgebra, it follows that the eigenvalue of the $T_0$-operator is additive under fusion. However, it is not clear which states in the tensor product give a contribution with a highest weight space at infinity, and therefore the quantum numbers corresponding to the highest weight states do not always add up. In fact, in general there are three different classes labelled by

$$j_3 - k_3 = (j_1 - k_1) + (j_2 - k_2) + \delta m,$$

where $\delta$ is either 0, whence the fusion is called even, or $\delta = \pm 1$, whence the fusion is called odd \cite{18, 19}.

The (even) fusion rules of a generic NS representation with the $(\frac{3}{2}, \frac{1}{2})$ and the $(\frac{1}{2}, \frac{3}{2})$ representation have been determined before using the comultiplication formula \cite{8}. The result is

$$\left( j, k \right) \otimes \left( \frac{3}{2}, \frac{1}{2} \right) = \left( j + 1, k \right) \oplus \left( j, k - 1 \right), \quad (5.19)$$

$$\left( j, k \right) \otimes \left( \frac{1}{2}, \frac{3}{2} \right) = \left( j + 1, k \right) \oplus \left( j - 1, k \right).$$

For generic $(j, k)$, this gives already the whole fusion rule, as the odd fusion rule is forbidden. (This can be seen by combining the restrictions coming from the two independent singular vectors. We shall describe this in detail in appendix A.) The only values for which an odd fusion is allowed is $k = \frac{1}{2}$ in the first line, and $j = \frac{1}{2}$ in the second. For these values of $j$ (or $k$), the representation $(j, k)$ has a singular vector at level $\frac{1}{2}$, and this will rule out one of the two representations in the fusion product $(5.19)$. (As a matter of fact, the representation which would contain a negative value for $j_3$ or $k_3$ is absent.) Taking this together, the fusion rules are $(5.19)$, if $k \neq \frac{1}{2}$, or $j \neq \frac{1}{2}$, respectively, and

$$\left( j, \frac{1}{2} \right) \otimes \left( \frac{3}{2}, \frac{1}{2} \right) = \left( j + 1, \frac{1}{2} \right) \oplus \left( \frac{1}{2}, m - j \right), \quad (5.20)$$

$$\left( \frac{1}{2}, k \right) \otimes \left( \frac{1}{2}, \frac{3}{2} \right) = \left( \frac{1}{2}, k + 1 \right) \oplus \left( m - k, \frac{1}{2} \right).$$
Furthermore, if both \( j = k = \frac{1}{2} \), then only the first term on the right hand side survives. (This is consistent with \((\frac{1}{2}, \frac{1}{2})\) being the vacuum representation.) Using the commutativity and associativity of the fusion product, these results are already sufficient to derive restrictions for the general fusion rules. We find

\[
(j_1, k_1) \otimes (j_2, k_2) = \bigoplus_{j = \max(j_2 - k_1, j_1 - k_2) + \frac{1}{2}}^{j_1 + j_2 - \frac{1}{2}} \left[ (j, j - (j_1 + j_2) + (k_1 + k_2)) \right], \quad (5.21)
\]

where \( j_i \) and \( k_m \) are positive half-integers, and

\[
[(j, k)] = \begin{cases} 
(j, k) & \text{if } j, k > 0, \\
(-k, m - j) & \text{if } j > 0, k < 0, \\
(m - k, -j) & \text{if } k > 0, j < 0.
\end{cases} \quad (5.22)
\]

Similarly, we can determine the fusion rules involving the field \((\frac{1}{2}, m - \frac{5}{2})\)

\[
(j, k) \otimes \left( \frac{1}{2}, m - \frac{5}{2} \right) = \begin{cases}
(j + 2, k - 1) \oplus (j + 1, k - 2) & \text{for } k \neq \frac{1}{2}, \frac{3}{2}, \\
(j + 2, k - 1) \oplus (2 - k, m - j - 1) & \text{for } k = \frac{3}{2}, \\
(1 - k, m - j - 2) \oplus (2 - k, m - j - 1) & \text{for } k = \frac{1}{2},
\end{cases} \quad (5.23)
\]

and

\[
(j, k) \otimes \left( m - \frac{5}{2}, \frac{1}{2} \right) = \begin{cases}
(j - 1, k + 2) \oplus (j - 2, k + 1) & \text{for } j \neq \frac{1}{2}, \frac{3}{2}, \\
(j - 1, k + 2) \oplus (m - k - 1, 2 - j) & \text{for } j = \frac{3}{2}, \\
(m - k - 2, 1 - j) \oplus (m - k - 1, 2 - j) & \text{for } j = \frac{1}{2},
\end{cases} \quad (5.24)
\]

Again, further cancellations arise if \( j = \frac{1}{2} \) in (5.23) and \( k = \frac{1}{2} \) in (5.24).

It is not difficult to see that (5.20) and (5.22) are covariant under the automorphism (5.2), i.e.

\[
\alpha_{\eta_1} (j_1, k_1) \otimes \alpha_{\eta_2} (j_2, k_2) = \alpha_{\eta_1 + \eta_2} ((j_1, k_1) \otimes (j_2, k_2)). \quad (5.25)
\]

Indeed, for example applying the automorphisms with \( \eta_1 = 0 \) and \( \eta_2 = -1 \) to the first line of (5.20), we get for \( j, k \neq \frac{1}{2} \),

\[
(j, k) \otimes \alpha_{-1} \left( \frac{3}{2}, \frac{1}{2} \right) = (j, k) \otimes \left( \frac{1}{2}, \frac{3}{2} \right) = (j, k + 1) \oplus (j - 1, k) = \alpha_{-1} ((j + 1, k) \oplus (j, k - 1)) = \alpha_{-1} \left( (j, k) \otimes \left( \frac{3}{2}, \frac{1}{2} \right) \right), \quad (5.26)
\]

and for \( j = \frac{1}{2}, k \neq \frac{1}{2} \).
\[
\left(\frac{1}{2}, k\right) \otimes \alpha_{-1} \left(\frac{3}{2}, \frac{1}{2}\right) = \left(\frac{1}{2}, k\right) \otimes \left(\frac{1}{2}, \frac{3}{2}\right) \\
= \left(\frac{1}{2}, k + 1\right) \oplus \left(m - k, \frac{1}{2}\right) \\
= \alpha_{-1} \left(\left(\frac{3}{2}, k\right) \oplus \left(\frac{1}{2}, k - 1\right)\right) \\
= \alpha_{-1} \left(\left(\frac{1}{2}, k\right) \otimes \left(\frac{3}{2}, \frac{1}{2}\right)\right). \quad (5.27)
\]

The other cases are similar. As these fusion rules already determine the general case, this implies that (5.25) holds in general. We can therefore deduce the general fusion rules of fields \((j, k)\), where \(j\) and \(k\) are either positive half-integers or of the form \(m - s\), where \(s\) is a positive half-integer, from (5.21) using the automorphism (5.25). For example we have for \(k > j\)

\[
(j, m - k) = \alpha_{j + \frac{1}{2}} \left(k - j - \frac{1}{2}, \frac{1}{2}\right),
\]

and so

\[
(j_1, k_1) \otimes (j_2, m - k_2) = \bigoplus_{j = \max(k_2 - k_1, j_1 + j_2) + \frac{1}{2}}^{j_1 + k_2 - \frac{1}{2}} \left[(j, j - (j_1 + j_2) + (k_1 - k_2))\right]. \quad (5.28)
\]

The other cases are analogous. All of this holds for generic \(m\), \(i.e.\) generic \(c\). For integer \(m\), representations of the different types can be identified, and the fusion rules are restricted by the intersection of the various separate rules.

We also determined the fusion rules of the \(NS \otimes R\) sector, and the \(R \otimes R\) sector; the explicit results of our calculations can be found in appendix B. The main feature of these results is that all fusion rules are covariant under the automorphism, where now also \(\eta \in \frac{1}{2} \mathbb{Z}\) is admissible. As they are sufficient to derive the general restrictions, it follows that the automorphism is respected in general. The most general fusion rules are therefore already described by (5.21), provided we use the automorphism (5.25) as described before.

**Appendix**

**A \(N = 2\) calculations**

In this appendix we shall give some details for the derivation of the simplest interesting case where a cancellation appears, the fusion of a NS field with \((\frac{3}{2}, \frac{1}{2})\).

The derivation of the even fusion rules was explained in [8]. For the odd case, because of the null-vector

\[
\mathcal{N}_1^i = G^+_{-\frac{1}{2}} \phi_3^{\frac{1}{2}} = 0,
\]

We should mention that the notation here differs from that in [3] by \(j \leftrightarrow k\).
only one of the two possible odd fusion rules is non-trivial, the one where \( q_3 = q_1 + q_2 - 1 \). Furthermore, the representation \( (\frac{3}{2}, \frac{1}{2}) \) has a second null vector,

\[
\mathcal{N}_2 = \mathcal{O}_2 \phi_{\frac{3}{2}, \frac{1}{2}} = \left( -\frac{1}{m} G_{-\frac{3}{2}}^- + L_{-1} G_{-\frac{1}{2}}^- + T_{-1} G_{-\frac{1}{2}}^- \right) \phi_{\frac{3}{2}, \frac{1}{2}} = 0 ,
\]

and this implies the following restriction

\[
0 = \langle (\mathbb{1} \otimes \mathcal{O}_2) \rangle = z^{-1} \langle (\mathbb{1} \otimes G_{-\frac{3}{2}}^-) \rangle \left[ -\frac{1}{m} - \left( \kappa - \frac{1}{2} \right) - q_1 \right],
\]

where \( \kappa \) is as before (4.14), and \( q_1 \) denotes the \( T_0 \) eigenvalue of the highest weight state at \( z = 0 \). (To derive this equation, we have, as usual, considered the action of the comultiplication \( \Delta_{z,0} \) of \( G_{-\frac{3}{2}}^-, G_{-\frac{1}{2}}^-, L_{-1} \) and \( T_{-1} \) on the product, which vanishes in correlation functions because of the highest weight property of the state at infinity.) If the (odd) fusion is allowed, the correlation function does not vanish, and we must have that the bracket is zero. This implies that

\[
\kappa = \frac{1}{2} - \frac{1}{m} - q_1 . \tag{A.2}
\]

Next we consider the condition coming from the \( G_{-\frac{3}{2}}^- G_{-\frac{1}{2}}^- \) descendant of \( \mathcal{N}_2 \), which simplifies to

\[
\mathcal{N}_3 = \left( -\left( \frac{2}{m} + 2 \right) \left( G_{-\frac{3}{2}}^- + L_2 G_{-\frac{1}{2}}^- \right) - \left( \frac{1}{m} - 1 \right) T_{-2} G_{-\frac{1}{2}}^- \right) + 2L_{-1}^2 G_{-\frac{3}{2}}^- + 2T_{-1} L_{-1} G_{-\frac{1}{2}}^- + 2L_{-1} G_{-\frac{1}{2}}^- \right) \phi_{\frac{3}{2}, \frac{1}{2}} = 0 . \tag{A.3}
\]

Using the same techniques as before, this implies the equation

\[
0 = z^{-2} \langle (\mathbb{1} \otimes G_{-\frac{3}{2}}^-) \rangle \left[ \left( \frac{2}{m} + 2 \right) \left( 1 + h_1 - \left( \kappa - \frac{1}{2} \right) \right) - \left( \frac{1}{m} - 1 \right) q_1 \right. \\
-2 \left( \kappa - \frac{3}{2} \right) \left( \kappa - \frac{1}{2} \right) - 2q_1 \left( \kappa - \frac{1}{2} \right) - 2 \left( \kappa - \frac{3}{2} \right) \] . \tag{A.4}
\]

We can now evaluate (A.4), plugging in the value for \( \kappa \) from (A.2), and the equation then becomes

\[
0 = \frac{(1 + 2j)(1 - 2k)(1 + m)}{2m^2} , \tag{A.5}
\]

where \( (j, k) \) labels the \( L_0 \) and \( T_0 \) eigenvalues of the highest weight state at \( z \) as in (5.6). We conclude that the odd fusion is only allowed for \( k = \frac{1}{2} \), as we can restrict \( j \) and \( k \) to be positive half-integers or of the form \( m - p \), where \( p \) is a half-integer. (As we mentioned before, we are considering here the generic case, where \( m \) is not an integer.) For \( k = \frac{1}{2} \), we can evaluate (A.2), and this gives the fusion, as described in (5.20).
To see that only one of the even fusions is allowed for \( k = \frac{1}{2} \), we observe that in this case, the field at \( z \) has the null-vector \((A.1)\), and we thus have
\[
0 = \langle \Delta_{z,0}(G^+_{1/2}) (\phi_{j,1/2} \otimes G^-_{1/2} \phi_{k,1/2}) \rangle \\
= 2 \langle (\phi_{j,1/2} \otimes L_{-1} \phi_{k,1/2}) \rangle \\
= -2kz^{-1} \langle (\phi_{j,1/2} \otimes \phi_{k,1/2}) \rangle .
\]
This implies for the even fusion rules
\[
\begin{align*}
  j_3 - k_3 & = j + \frac{1}{2} \\
  j_3 k_3 & = \frac{1}{2} j + \frac{1}{2},
\end{align*}
\]
which has the unique solution \( j_3 = j + 1, k_3 = \frac{1}{2} \).

**B** Some \( N = 2 \) fusion rules

The results for the \((R \otimes NS)\) fusion are
\[
(j,k)_- \otimes \left( \frac{3}{2}, \frac{1}{2} \right) = \begin{cases} 
  (j+1,k) \oplus (j,k-1) & \text{if } jk \neq 0, \\
  (j+1,k)_- \oplus (1,m+k-j) & \text{if } jk = 0,
\end{cases} \quad (B.1)
\]
\[
(j,k)_- \otimes \left( \frac{1}{2}, m - \frac{5}{2} \right) = \begin{cases} 
  (j+2,k-1) \oplus (j+1,k-2) & \text{if } k \neq 0, 1, j \neq 0, \\
  (j+2,k-1)_- \oplus (1,m+k-j-2) & \text{if } k = 1, j \neq 0, \\
  (1,m+k-j-2) \oplus (2,m+k-j-1) & \text{if } jk = 0,
\end{cases} \quad (B.2)
\]
\[
(1,1) \otimes (j,k) = \begin{cases} 
  (j+\frac{1}{2},k+\frac{1}{2}) \oplus (j-\frac{1}{2},k-\frac{1}{2})_- & \text{if } j \neq \frac{1}{2}, \\
  (j+\frac{1}{2},k+\frac{1}{2}) \oplus (m-k+\frac{1}{2},0)_- & \text{if } j = \frac{1}{2},
\end{cases} \quad (B.3)
\]
and
\[
(2,0)_- \otimes (j,k) = \begin{cases} 
  (j+\frac{3}{2},k-\frac{1}{2}) \oplus (j+\frac{1}{2},k-\frac{3}{2})_- & \text{if } k \neq \frac{1}{2}, \\
  (j+\frac{3}{2},k-\frac{1}{2})_- \oplus (1,m+k-j-1) & \text{if } k = \frac{1}{2},
\end{cases} \quad (B.4)
\]
where for the \( R \) representation \((j,k)\), for which one of the labels might be zero, a suffix ± has been included in order to indicate which of the two representations is referred to. The fusion rules of the fields \((\frac{1}{2}, \frac{3}{2})\) and \((m - \frac{5}{2}, \frac{1}{2})\) can be obtained from \((B.1)\) and \((B.2)\), using the obvious symmetry.

We also determined the following \((R \otimes R)\) fusion rules
\[
(1,1) \otimes (j,k)_+ = \begin{cases} 
  (j+\frac{1}{2},k+\frac{1}{2}) \oplus (j-\frac{1}{2},k-\frac{1}{2}) & \text{if } jk \neq 0, \\
  (j+\frac{1}{2},k+\frac{1}{2}) \oplus (m-k+j+\frac{1}{2},\frac{1}{2}) & \text{if } jk = 0,
\end{cases} \quad (B.5)
\]
and

\[(2, 0)_- \otimes (j, k)_- = \begin{cases} 
(j + \frac{3}{2}, k - \frac{1}{2}) \oplus (j + \frac{1}{2}, k - \frac{3}{2}) & \text{if } k \neq 1, 0, j \neq 0, \\
(j + \frac{3}{2}, k - \frac{1}{2}) \oplus \left( \frac{1}{2}, m + k - j - \frac{3}{2} \right) & \text{if } k = 1, j \neq 0, \\
\left( \frac{3}{2}, m + k - j - \frac{1}{2} \right) \oplus \left( \frac{1}{2}, m + k - j - \frac{3}{2} \right) & \text{if } jk = 0.
\end{cases} \]

\[(B.6)\]
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