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Abstract
The growing interest in dynamic optimisation has accelerated the development of genetic algorithms with specific mechanisms for these problems. To ensure that these developed mechanisms are capable of solving a wide range of practical problems it is important to have a diverse set of benchmarking functions to ensure the selection of the most appropriate Genetic Algorithm. However, the currently available benchmarking sets are limited to unconstrained problems with predominantly continuous characteristics. In this paper, the existing range of dynamic problems is extended with 15 novel constrained multi-objective functions. To determine how genetic algorithms perform on these constrained problems, and how this behaviour relates to unconstrained dynamic optimisation, 6 top-performing dynamic genetic algorithms are compared alongside 4 re-initialization strategies on the proposed test set, as well as the currently existing unconstrained cases. The results show that there are no differences between constrained/unconstrained optimisation, in contrast to the static problems. Therefore, dynamicity is the prevalent characteristic of these problems, which is shown to be more important than the discontinuous nature of the search and objective spaces. The best performing algorithm overall is MOEA/D, and VP is the best re-initialisation strategy. It is demonstrated that there is a need for more dynamic specific methodologies with high convergence, as it is more important to performance on dynamic problems than diversity.
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1 Dynamic optimisation problems

Many real-world problems have characteristics which change over time. Examples include forecasting of financial markets and stocks to increase profits in automated stock market investors (Bagheri et al. 2014); forecasting, control systems and pattern recognition in traffic management to determine the scale of the traffic on the road and reduce the waiting time (Wismans et al. 2014); climate controlling systems for crop growing greenhouses (Zhang 2008) and LNG storage tank terminal design to reduce the cost of transporting LNG (Effendy et al. 2017). This is increasing the interest in optimisation of Dynamic Single-Objective Problems (Branke 2002) (DSOP) and Dynamic Multi-Objective Problems (Helbig and Engelbrecht 2015; Li et al. 2011; Farina et al. 2004) (DMOP), via Genetic Algorithms (GA).

In order to identify the mechanisms with the strongest performance on these types of problems there are a growing number of dynamic test sets such as: FDA (Farina et al. 2004), JY (Jiang and Yang 2017), UDF (Biswas et al. 2014), DSW (Mehnen et al. 2006), HE (Helbig and Engelbrecht 2014) and ZJZ (Zhou et al. 2007). These are used to replicate the most significant characteristics from different types of real-world problems. Current Dynamic Multi-Objective Problems exhibit various dynamic
2 Increasing the diversity of the population for dynamic optimisation

In dynamic multi-objective problems, the diversity of solutions has to be maintained over the generations in order to achieve a complete set of results, the same as for static problems. However, the diversity of the gene pool must also be maintained through different time steps, meaning that diversity must be retained after convergence has occurred, unlike in static problems. To solve this problem a number of novel re-initialisation methodologies are proposed as additions to the current Genetic Algorithms, to improve performance on these dynamic problems (Nguyen et al. 2012). These methods generally enhance the diversity of the population whenever an environmental change occurs, without significant impact on the computational cost of the whole algorithm. Three major classes are found in the current state-of-the-art: niching and other diversity preservation schemes (Goh and Tan 2009), partial replacement of the population or hypermutation (Deb et al. 2007) and guided re-initialisation (Zhou et al. 2007).

In niching and other diversity preservation schemes the internal algorithm mechanisms are used in order to regain the diversity of the population after the environment changes. An example is dCOEA (Goh and Tan 2009) where a separate competitive process occurs when a dynamic change is detected, without the need to re-evaluate the whole population. Despite the positive impact on the final performance, the mechanisms from this methodology group often cannot be utilised outside of specific algorithms in which they were introduced and therefore the number of applications is limited. In addition, they show poor performance on problems with discontinuous search or objective spaces and cases where the environmental change is significant.

A second type of preservation scheme is hypermutation where a fraction of the set of potential solutions is modified by mutating the current individuals, or by replacing them with randomly generated new ones when an environmental change is detected. This method is implemented in the most commonly used Genetic Algorithm, NSGA-II (Deb et al. 2002), where the resulting algorithm is designated DNSGA-II (Deb et al. 2007), and is successfully tested on the FDA2 test function. However, the algorithm with the updated dynamic element is not compared to the original variant and therefore it is hard to determine how much benefit is gained from the hypermutation mechanism (Deb et al. 2007). Various benchmarks show that DNSGA-II struggles on more complex cases, and is outperformed by other algorithms, such as MOEA/D and dCOEA (Jiang and Yang 2017; Biswas et al. 2014), indicating that...
hypermation does not sufficiently maintain diversity over the time changes.

Re-initialisation methods are the final class of preservation scheme. Four main variants have been described by Zhou et al. (2007):

1. random, where the new population is initiated arbitrarily;
2. prediction-based, where the movement of the Pareto Optimal Set or Front is predicted, based on historical information, and the new population is sampled around the predicted location using Gaussian noise;
3. variation-based, where new points are created by varying the solution in the last time window with a "predicted" Gaussian noise, therefore only the information from the last time window is used, without the need to store the historical data;
4. the mixed method, variance and prediction (VP), where the variation method is applied to half of the population, and the prediction method to the rest.

In an initial benchmarking exercise the random variant is shown to be highly inefficient, as the algorithm needs to restart at every time change, the prediction-based method is shown to outperform the variation-based approach but the variance and prediction method shows the top performance as it can maintain benefits from both of these methods. However, all of the variants are benchmarked on a limited test set, ZIJ (Zhou et al. 2007) and FDA (Farina et al. 2004), and are only combined with a single algorithm, DMEA/PRI (Zhou et al. 2007), and therefore further testing is required to test the pervasiveness of these conclusions. The prediction-based methods are also investigated by Biswas et al. (2014) and a new strategy is introduced that relies on Controlled Extrapolation with a Pareto Optimal Front based on a distance approach (CER-POF).

In this method, the positions of the "parent" solutions are evaluated based on the Pareto Optimal Front distances, instead of the Pareto Optimal Set distances as in Zhou et al. (2007), and the offspring points are sampled using Gaussian noise or a hyperbolic function, with equal probability. The proposed CER-POF method, combined with MOEA/D, is shown to outperform the prediction-based re-initialisation strategy presented by Zhou et al. (2007), and the hypermutation-based DNSGA-II algorithm (Deb et al. 2007). However, it is not compared to MOEA/D without re-initialisation, in combination with the VP method or to the Pareto Optimal Set based prediction introduced by Zhou et al. (2007), which limits the generality of the conclusions. In addition, the prediction-based re-initialisation methods assume that the change of the Pareto Optimal Set or Pareto Optimal Front follow specific patterns, which can be found and exploited to "predict" the next time step. The performance of these methods on problems where a pattern does not exist or cannot be found easily, has not been properly evaluated despite it being the case for many real-world applications.

The re-initialisation methods have shown to increase the effectiveness of Genetic Algorithms on Dynamic Multi-Objective Problems without significant impact on the computational cost. These mechanisms outperform the hypermutation-based algorithms and exhibit comparable performance to niching-based approaches. Three re-initialisation schemes: CER-POF, VP and CER-POS, are selected as the most promising mechanisms for dynamic problems due to their combination of high performance and flexibility, where the Controlled Extrapolation with a Pareto Optimal Set based distance approach (CER-POS) Biswas et al. (2014) is introduced in order to determine the importance of different nearest-distance definitions on dynamic problems.

3 A test set for constrained dynamic problems

To increase the range of dynamic problems this paper develops a set of 15 novel two-objective Constrained Dynamic Functions (CDF), which reflect the constrained and discontinuous problem types found in many applications. These modify the Constrained Functions (CF) developed for the CEC '09 multiobjective competition (Zhang et al. 2009) according to the dynamic function framework proposed by Biswas et al. (2014), as it allows straightforward modification of static functions into dynamic problems. Only two-objective problems are considered as these allow a simpler interpretation of the results, without issues of scaling, while providing enough complexity to resemble a number of real-world problems, such as (Bagheri et al. 2014; Wismans et al. 2014; Zhang 2008; Effendy et al. 2017).

3.1 General summary of dynamic problems

According to Farina et al. (2004) 4 types of dynamics can be distinguished: type I, where changes are made to the Pareto Optimal Set only; type III, where the Pareto Optimal Front is dynamic; type II, where both the Pareto Optimal Set and the Front are subject to environmental changes and type IV, where only the objective function or constraints are altered, but both the Pareto Optimal Front and the Set remain static. Part of developing a new set of constrained problems is determining to what extent the constraint

---

1 These functions are available in C++ at: https://www.bitbucket.org/Pag1c18.
should be time dependant in relation to the Pareto Optimal Front and the Set, three cases are considered:

(a) A static constraint where no time dependency is introduced. However, despite the constraint itself being static the effect of the constraint, and the resulting regions where there are no feasible solutions, are not constant due to the time dependency of the search and objective spaces. Therefore, the Pareto Optimal Front and Set change with respect to the resulting gaps.

(b) A dynamic constraint where the time dependency is bonded to the dynamic change of the optimisation problem’s Pareto Optimal Front and Set. In this case, the applied constraints follow the dynamic change in the pattern of the optimisation problem as the same time-dependency is applied to both of them. Therefore, the resulting gaps in both the Pareto Optimal Set and Pareto Optimal Front do not change.

(c) A dynamic constraint where the dynamic change is independent from the change in the optimisation problem. In this case, the constraint is subject to different dynamic changes than those applied to both the Pareto Optimal Set and Pareto Optimal Front, or they remain static. Therefore, the resulting gaps on both the search and objective spaces shift independently every time step, making the problem harder to solve.

### 3.2 Test instances

In this paper, the CDF test set is developed to ensure a range of different problem types by considering all 3 cases, with changes to the location of the Pareto Optimal Set or Front, changes to the geometries of the search and objective space and dynamic or static constraints introduced to the variables and objectives. Due to the quantity of potential combinations for these parameters, orthogonal design is used to develop 12 representative functions as described in Table 1; this is performed according to the types of dynamic problems and constraints, changes in Pareto Optimal Front and Pareto Optimal Set, and the continuity of both Pareto Optimal Front and Pareto Optimal Set. This generates a set of problems including at least one of each of the type I-III problems with different Pareto Optimal Front and Pareto Optimal Set geometries. Additionally, one problem with a random dynamic change is introduced, as the random element greatly increases the complexity of a problem as the change cannot be predicted; and two problems of type IV are added in order to investigate the different types of time-dependency in constraints with static variable and objective spaces. All of the functions are to be minimised and have 10 decision variables.

**CDF1**: is generated by combining the UDF2 problem with two variable constraints; the resulting function is a Type I problem. This combination allows investigation of the behaviour of algorithms on continuous objective spaces in dynamic Pareto Optimal Set environments. However, as the constraint is also dynamic relative to the change in

| Name  | Type of dynamic problem | Type of constraint | Continuity   | Type of POF/POS change         | Constraints                      |
|-------|-------------------------|--------------------|--------------|--------------------------------|----------------------------------|
| CDF1  | I                       | Dynamic            | Continuous   | Curvature change               | 2 variable constraints           |
| CDF2  | I                       | Static             | Continuous   | Curvature change; horizontal shift | 1 variable constraint           |
| CDF3  | I                       | Dynamic            | Discontinuous| Curvature change               | 1 variable constraint           |
| CDF4  | I                       | Static             | Discontinuous| Vertical shift                 | 1 objective constraint          |
| CDF5  | II                      | Dynamic            | Continuous   | Diagonal shift                 | 1 variable constraint           |
| CDF6  | II                      | Static             | Continuous   | Diagonal shift                 | 2 variable constraints          |
| CDF7  | II                      | Dynamic            | Discontinuous| Curvature change; diagonal shift | 1 objective constraint          |
| CDF8  | II                      | Static             | Discontinuous| Curvature change               | 1 objective constraint          |
| CDF9  | III                     | Dynamic            | Continuous   | Curvature change; diagonal shift | 2 variable constraints          |
| CDF10 | III                     | Static             | Continuous   | Curvature change               | 1 variable constraint           |
| CDF11 | III                     | Dynamic            | Discontinuous| Horizontal shift               | 1 variable constraint           |
| CDF12 | III                     | Static             | Discontinuous| Curvature change; angular shift | 1 objective constraint          |
| CDF13 | II                      | Static             | Discontinuous| Random curvature change or shift | 1 objective constraint          |
| CDF14 | IV                      | Dynamic            | Discontinuous| Continuity change              | 1 objective constraint          |
| CDF15 | IV                      | Dynamic            | Discontinuous| Discontinuity shift            | 1 objective constraint          |
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Eq. 1 with the Pareto Optimal Front illustrated in Fig. 1.

\[ f_1 = x_1 + \frac{2}{|J|} \sum_{j \in J} (x_j - x_{1j})^2 \]
\[ f_2 = (1 - x_1)^2 + \frac{2}{|J2|} \sum_{j \in J2} (x_j - x_{1j})^2 \]
\[ y_j = 0.5 \left[ 1 + \frac{3(j-2)}{n-2} \right] + |G(t)|, \quad j = 2, \ldots, n \]
\[ x \in [0, 1] \times [-1, 2]^{n-1} \]
\[ g_1(x, t) = \begin{cases} 
    x_2 - x_1 & \text{if } 0 \leq f_1 \leq 1 \\
    0.5(1 - x_1) - (1 - x_1)^2 & \text{else if } f_1 \leq 0.5 \\
    0.25 \sqrt{1 - x_1} - 0.5(1 - x_1) & \text{else} 
\end{cases} \]
\[ g_2(x, t) = \begin{cases} 
    (0.5 + 3(4 - 2) / n - 2)|G(t)| - \text{sign}(k) / \sqrt{|k|} & \text{otherwise} 
\end{cases} \]
\[ g(t) = \begin{cases} 
    a \quad & \text{if } 0 \leq f_1 \leq 0.5 \\
    -0.5f_1 + 0.75 & \text{else if } f_1 \leq 0.75 \\
    1 - f_1 + 0.125 & \text{else if } f_1 \leq 1 \\
    0 \leq f_1 \leq 1 
\end{cases} \]

CDF2: introduces a vertical shift of the Pareto Optimal Set into the CF4; the resulting problem is Type I. In comparison to CDF1, the introduced constraint is static and limits the obtainable Pareto Optimal Front values on the right-hand side of objective space. The complexity is due to the high multimodality with an uneven distribution of points across the Pareto Optimal Front. The problem is described in Eq. 2 with the Pareto Optimal Front illustrated in Fig. 2.

CDF3: is a combination of the UDF3 with a simple dynamic, variable constraint. The resulting function is a type I problem, but unlike CDF1 and CDF2, a high discontinuity of both objective and search spaces can be observed and CDF3 requires a higher diversity of the search. The problem is described in Eq. 3 with the Pareto Optimal Front illustrated in Fig. 3.
\[ f_1 = x_1 + h + \frac{2}{|J_1|} \sum_{j \in J_1} (x_i - x_j^0)^2 \]
\[ f_2 = 1 - x_1 + h + \frac{2}{|J_2|} \sum_{j \in J_2} (x_i - x_j^0)^2 \]
\[ h = \left( \frac{0.5}{N} + \epsilon \right) \left| \sin(2N\pi x_1) \right| \]
\[ y_j = 0.5 \left( 2 + \frac{3(j-2)}{n-2} \right) + |G(t)|, \quad j = 2, \ldots, n \]
\[ x \in [0,1] \times [-2,2]^{n-1} \]
\[ N = 10; \quad \epsilon = 0.1 \]
\[ g(x,t) = \{ x_2 - x_1^{1+|G(t)|} \} \]
\[ POF : \begin{cases} f_1 = \frac{i}{2N} \\ f_2 = 1 - \frac{i}{2N} \end{cases} \quad \text{for} \quad i = 0,1, \ldots, 2N \]

**CDF4**: is generated by combining the objective constraint from CF1 with a UDF2 dynamic shift; the resulting function is a Type I problem. The complexity of the problem is higher than of CDF3, due to the utilisation of the static constraint where the relative position of the infeasible region changes every time step. The problem is described in Eq. 4 with the Pareto Optimal Front illustrated in Fig. 4.

\[ f_1 = x_1 + \frac{2}{|J_1|} \sum_{j \in J_1} (x_i - x_j^0)^2 \]
\[ f_2 = 1 - x_1^2 + \frac{2}{|J_2|} \sum_{j \in J_2} (x_i - x_j^0)^2 \]
\[ y_j = 0.5 \left( 1 + \frac{3(j-2)}{n-2} \right) + |G(t)|, \quad j = 2, \ldots, n \]
\[ x \in [0,1] \times [-2,2]^{n-1} \]
\[ N = 10 \]
\[ POF^* : \begin{cases} f_2 = 1 - f_1^2 \\ 0 \leq f_1 \leq 1 \end{cases} \]

**CDF5**: the CF5 is combined with the UDF1 constraint resulting in CDF5, which is a type II problem with a dynamic constraint. A diagonal shift in both the Pareto Optimal Set and Front is introduced, and infeasibility is not dependant on time. The high complexity of this problem is the result of the high multimodality and an uneven distribution of points across the Pareto Optimal Front, which is similar to CDF2. The problem is described in Eq. 5 with the Pareto Optimal Front illustrated in Fig. 5.
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**Fig. 5** Pareto optimal front for CDF5 over the first 11 times steps

\[
f_1 = x_1 + |G(t)| + \sum_{j \in J_1} w_j(y_j)
\]

\[
f_2 = 1 - x_1 + |G(t)| + \sum_{j \in J_2} w_j(y_j)
\]

\[
y_j = \begin{cases} 
    x_j - 0.8x_1\cos\left(6\pi x_1 + \frac{j\pi}{n}\right) - G(t), & j \in J_1 \\
    x_j - 0.8x_1\sin\left(6\pi x_1 + \frac{j\pi}{n}\right) - G(t), & j \in J_2 
\end{cases}
\]

\[
w_2(z) = \begin{cases} 
    |z| & \text{if } z < 1.5(1 - 0.5\sqrt{2}) \\
    0.125 + (z - 1)^2 & \text{otherwise}
\end{cases}
\]

\[
w_j(z) = 2z^2 - \cos(4\pi z) + 1, \quad j = 3, \ldots, n
\]

\[
x \in [0, 1] \times [-2, 2]^{n-1}
\]

\[
g(x, t) = x_2 - 0.8x_1\sin\left(6\pi x_1 + \frac{2\pi}{n}\right) - 0.5x_1 + 0.25 - G(t)
\]

\[
POF : \quad y_2 = \begin{cases} 
    f_1 = y_1 + |G(t)|; & f_2 = y_2 + |G(t)| \\
    1 - y_1 & \text{if } 0 \leq y_1 \leq 0.5 \\
    -0.5y_1 + 0.75 & \text{if } y_1 \leq 0.75 \\
    1 - y_1 + 0.125 & \text{else if } y_1 \leq 1 \\
    0 & \text{else if } y_1 \leq 1
\end{cases}
\]

**CDF6**: the UDF1 is combined with the CF6 constraint resulting in a type II problem. This problem is similar to the CDF5 in terms of the changes in both Pareto Optimal Set and Front. Two constraints are incorporated, compared to one in the CDF5 and the utilised objective function is easier to solve due to the higher uniformity of the Pareto Optimal Front. The problem is described in Eq. 6 with the Pareto Optimal Front illustrated in Fig. 6.

\[
f_1 = x_1 + |G(t)| + \sum_{j \in J_1} (y_j)^2
\]

\[
f_2 = (1 - x_1)^2 + |G(t)| + \sum_{j \in J_2} (y_j)^2
\]

\[
y_j = \begin{cases} 
    x_j - 0.8x_1\sin\left(6\pi x_1 + \frac{j\pi}{n}\right) - |G(t)|, & j \in J_1 \\
    x_j - 0.8x_1\sin\left(6\pi x_1 + \frac{j\pi}{n}\right) - |G(t)|, & j \in J_2 - \{2, 4\}
\end{cases}
\]

\[
x \in [0, 1] \times [-2, 2]^{n-1}
\]

\[
g_1(x, t) = \begin{cases} 
    x_2 - |G(t)| - 0.8x_1\sin\left(6\pi x_1 + \frac{2\pi}{n}\right) - \text{sign}(k_1)|\sqrt{|k_1|}| \\
    k_1 = 0.5(1 - x_1) - (1 - x_1)^2
\end{cases}
\]

\[
g_2(x, t) = \begin{cases} 
    x_4 - |G(t)| - 0.8x_1\sin\left(6\pi x_1 + \frac{2\pi}{n}\right) - \text{sign}(k_2)|\sqrt{|k_2|}| \\
    k_2 = 0.25\sqrt{1 - x_1} - 0.5(1 - x_1)
\end{cases}
\]

\[
POF : \quad y_2 = \begin{cases} 
    f_1 = y_1 + |G(t)|; & f_2 = y_2 + |G(t)| \\
    (1 - y_1)^2 & \text{if } 0 \leq y_1 \leq 0.5 \\
    0.5(1 - y_1) & \text{else if } y_1 \leq 0.75 \\
    0.25\sqrt{1 - y_1} & \text{else if } y_1 \leq 1 \\
    0 & \text{else if } y_1 \leq 1
\end{cases}
\]

**CDF7**: is generated by combining the CF1 with a UDF2 dynamic shift; the resulting function is a Type II problem. This combination allows investigation of the behaviour of algorithms on highly discontinuous spaces in dynamic Pareto Optimal Set and Front environments. However, as the constraint is also dynamic then changes in the infeasible regions are not observed over time, which reduces the overall complexity of the problem. The problem is described in Eq. 7 with the Pareto Optimal Front illustrated in Fig. 7. This function allows an investigation into the performance of algorithms based on a diagonal shift in the...
Pareto Optimal Front and vertical shift with curvature change of the Pareto Optimal Set on a highly discontinuous space, without relative changes to the positions of the infeasible regions over time.

\[ f_1 = x_1 + |G(t)| + \frac{2}{|J_1|} \sum_{j \in J_1} (x_j - x_j^y) - G(t)^2 \]

\[ f_2 = 1 - x_1 + |G(t)| + \frac{2}{|J_2|} \sum_{j \in J_2} (x_j - x_j^y) - G(t)^2 \]

\[ y_j = 0.5 \left( 1 + \frac{3(j-1)}{n} \right), \quad j = 2, \ldots, n \]

\[ x \in [0,1] \times [-2,2]^{n-1} \]

\[ g(x,t) = f_1 + f_2 - 2|G(t)| - |\sin[N\pi(f_1 - f_2 + 1)]| - 1 \]

\[ N = 10 \]

\[ POF: \text{ points: } \left( \frac{i}{2N} + |G(t)|, 1 - \frac{i}{2N} + |G(t)| \right), \quad i = 0, 1, \ldots, 2N \]  

CDF8: the UDF5 is combined with the CF3 constraint to form CDF4. This problem has a similar Pareto Optimal Front pattern to CDF4. However, an angular shift of the Pareto Optimal Set with a curvature change is included and this function introduces a constraint in a more continuous objective space. In addition, the objective function is less complex but a larger search space is utilised. The problem is described in Eq. 8 with the Pareto Optimal Front illustrated in Fig. 8.

\[ f_1 = x_1 + \frac{2}{|J_1|} \sum_{j \in J_1} (x_j - x_j^y)^2 \]

\[ f_2 = 1 - M(t)(x_1)^{H(t)} + \frac{2}{|J_2|} \sum_{j \in J_2} (x_j - x_j^y)^2 \]

\[ y_j = 0.5 \left( 2 + \frac{3(j-2)}{n-2} \right), \quad j = 2, \ldots, n \]  

\[ x \in [0,1] \times [-1,2]^{n-1} \]

\[ g(x,t) = \sqrt{f_1 + f_2 + \sin[2\pi(\sqrt{f_1 - f_2 + 1})]} - 1 \]

\[ POF' : f_2 = 1 - M(t)(f_1)^{H(t)}, \quad 0 \leq f_1 \leq 1 \]

CDF9: is a modified CDF6 function, with the dynamic change removed from the Pareto Optimal set and instead added to the constraints. This results in a Type III problem, with a significant curvature change in the Pareto Optimal front. The problem is described in Eq. 9 with the Pareto Optimal Front illustrated in Fig. 9.
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\[ f_1 = x_1 + |G(t)| + \sum_{j \in J_1} (y_j)^2 \]

\[ f_2 = [1 - (M(t)x_1)^{H(0)}]^2 + |G(t)| + \sum_{j \in J_1} (y_j)^2 \]

\[ y_j = \begin{cases} 
    x_j - 0.8x_1 \cos \left(6 \pi x_1 + \frac{j \pi}{n}\right), & j \in J_1 \\
    x_j - 0.8x_1 \sin \left(6 \pi x_1 + \frac{j \pi}{n}\right), & j \in J_2 - \{2, 4\} 
\end{cases} \]

\[ x \in [0, 1] \times [-2, 2]^{n-1} \]

\[ g_1(x, t) = \begin{cases} 
    x_2 - |G(t)| - 0.8x_1 \sin \left(6 \pi x_1 + \frac{2 \pi}{n}\right) - \text{sign}(k_1) \sqrt{|k_1|} \\
    k_1 = 0.5[1 - (M(t)x_1)^{H(0)}] - [1 - (M(t)x_1)^{H(0)}]^2 
\end{cases} \]

\[ g_2(x, t) = \begin{cases} 
    x_4 - |G(t)| - 0.8x_1 \sin \left(6 \pi x_1 + \frac{4 \pi}{n}\right) - \text{sign}(k_2) \sqrt{|k_2|} \\
    k_2 = 0.25 \sqrt{1 - (M(t)x_1)^{H(0)}} - 0.5[1 - (M(t)x_1)^{H(0)}] 
\end{cases} \]

\[ POF : \]

\[ f_1 = y_1 + |G(t)|; \quad f_2 = y_2 + |G(t)| \]

\[ y_2 = \begin{cases} 
    [1 - z]^2 & \text{if } 0 \leq z \leq 0.5 \\
    0.5[1 - z] & \text{else if } z \leq 0.75 \\
    0.25 \sqrt{1 - z} & \text{else if } z \leq 1 \\
    (M(t)y_1)^{H(0)} & \text{if } y_1 \leq 1 
\end{cases} \]

(9)

**CDF10:** is generated by adding curvature variation of the Pareto Optimal Front to the CF7; the resulting function is a Type III problem. Due to the utilisation of the static constraint the time complexity of the problem is higher than for CDF9, but the complexity overall is lower. The problem is described in Eq. 10 with the Pareto Optimal Front illustrated in Fig. 10;

\[ f_1 = x_1 + \sum_{j \in J_1} (w_j(y_j))^2 \]

\[ f_2 = (1 - x_1)^{H(0)} + \sum_{j \in J_1} (w_j(y_j))^2 \]

\[ y_j = \begin{cases} 
    x_j - \cos (\frac{6 \pi x_1 + j \pi}{n}), & j \in J_1 \\
    x_j - \sin (\frac{6 \pi x_1 + j \pi}{n}), & j \in J_2 
\end{cases} \]

\[ w_j(z) = w_4(z) = z^2 \]

\[ w_j(z) = 2z^2 - \cos (4 \pi z) + 1, \quad j = 3, \ldots, n \]

\[ x \in [0, 1] \times [-2, 2]^{n-1} \]

\[ g(x, t) = x_2 - 0.8x_1 \sin \left(6 \pi x_1 + \frac{2 \pi}{n}\right) - 0.5x_1 + 0.25 - G(t) \]

\[ POF : \]

\[ f_2 = \begin{cases} 
    (1 - f_1)^{H(0)} & \text{if } 0 \leq f_1 \leq 0.5 \\
    (1 - f_1)^{H(0)} - (1 - f_1)^2 + 0.5 \ast (1 - f_1) & \text{else if } f_1 \leq 0.75 \\
    (1 - f_1)^{H(0)} - (1 - f_1)^2 + 0.25 \ast \sqrt{1 - f_1} & \text{else if } f_1 \leq 1 \\
    0 & \text{if } f_1 \leq 1 
\end{cases} \]

(10)

**CDF11:** is a modified CDF3 function, with the dynamic change removed from the Pareto Optimal set, but added to the constraints. This results in a Type III problem, with a vertical change of the Pareto Optimal front rather than changes in the curvature. The problem is described in Eq. 11 with the Pareto Optimal Front illustrated in Fig. 11.
\[ f_1 = x_1 + |G(t)| + h + \sum_{j \in J_1} w_j(y_j) \]
\[ f_2 = 1 - x_1 + |G(t)| + h + \sum_{j \in J_2} w_j(y_j) \]
\[ h = \frac{0.5}{N} + \epsilon |\sin(2N\pi x_1 + G(t)\pi)| \]
\[ y_j = \begin{cases} x_j - 0.8x_1 \cos \left(6\pi x_1 + \frac{j\pi}{n}\right), & j \in J_1 \\ x_j - 0.8x_1 \sin \left(6\pi x_1 + \frac{j\pi}{n}\right), & j \in J_2 \end{cases} \]
\[ w_2(z) = \begin{cases} |z| & \text{if } z < 1.5(1 - 0.5\sqrt{2}) \\ 0.125 + (z - 1)^2 & \text{otherwise} \end{cases} \]
\[ w_j(z) = 2z^2 - \cos(4\pi z) + 1, \quad j = 3, \ldots, n \]
\[ x \in [0, 1] \times [-1, 1]^{n-1} \]
\[ N = 10; \quad \epsilon = 0.1 \]
\[ g(x, t) = x_2 - 0.8x_1 \sin \left(6\pi x_1 + \frac{2\pi}{n}\right) - 0.5x_1 + 0.25 \]
\[ POF: \begin{cases} f_1 = \frac{i - G(t)}{2N} & \text{for } i = 0, 1, \ldots, 2N \\ f_2 = \begin{cases} 1 - f_1 & \text{if } 0 \leq f_1 \leq 0.5 \\ -0.5f_1 + 0.75 & \text{else if } f_1 \leq 0.75 \\ 1 - f_1 + 0.125 & \text{else if } f_1 \leq 1 \end{cases} \end{cases} \]
\[ (11) \]

**CDF12:** introduces angular shift and curvature variations of the Pareto Optimal Front into the CF2. A static objective constraint is introduced and the resulting function is a Type III problem, as no environmental change is applied to the Pareto Optimal Set. This function allows the behaviour in the constrained and dynamic Pareto Optimal Front environments to be evaluated. The problem is described in Eq. 12 with the Pareto Optimal Front illustrated in Fig. 12.

\[ f_1 = x_1 + \frac{2}{|J_1|} \sum_{j \in J_1} y_j^2 \]
\[ f_2 = 1 - (x_1)^{H(t)} + \frac{2}{|J_2|} \sum_{j \in J_2} y_j^2 \]
\[ y_j = \begin{cases} x_j - 0.8x_1 \cos \left(6\pi x_1 + \frac{j\pi}{n}\right), & j \in J_1 \\ x_j - 0.8x_1 \sin \left(6\pi x_1 + \frac{j\pi}{n}\right), & j \in J_2 \end{cases} \]
\[ x \in [0, 1] \times [-1, 1]^{n-1} \]
\[ g(x, t) = \begin{cases} a & \text{if } \frac{\sqrt{f_1} + f_2 - \sin[2\pi(\sqrt{f_1} - f_2 + 1)] - 1}{1 + e^{\delta \sigma}} \\ 0 \leq f_1 \leq 1 \end{cases} \]
\[ (12) \]

**CDF13:** the UDF8 is combined with the CF4 constraint resulting in the CDF13. This problem is type II, and uses the same objective function as CDF9. However, the constraint is dynamic as a random change is introduced. The random element greatly increases the complexity of the problem as the change cannot be predicted. The problem is described in Eq. 13 with the Pareto Optimal Front illustrated in Fig. 13.

In CDF13, several types of dynamic changes are incorporated, in a similar manner to UDF8, but only one of them is employed at a time; during the environmental change one of t1 to t5 is selected randomly and is increased by 1.
Benchmarking the performance of genetic algorithms on constrained dynamic problems

**CDF13**: introduces a time-dependent constraint into the static CF1. The additional constraint is independent of the change in objective function and the result is a Type IV problem. The time-dependency of the constraint changes the geometry of the Pareto Optimal Front and the Set over time from distinct points, through to disconnected fronts and finally to a continuous set. This means that retaining the diversity of solutions over time steps is essential, especially when the sizes of the infeasible regions are decreasing. Due to this the boundary ranges are lowered, in order to decrease the complexity. The problem is described in Eq. 14 with the Pareto Optimal Front illustrated in Fig. 14.

![Fig. 13 Pareto optimal front for CDF13 over the first 11 times steps](image1)

\[ f_1 = x_1 + |G(t_3)| + \frac{2}{|J_1|} \sum_{j \in J_1} y_j^2 \]

\[ f_2 = 1 - M(t_4)(x_1)_{\mathcal{H}(t)} + |G(t_3)| + \frac{2}{|J_2|} \sum_{j \in J_2} y_j^2 \]

\[ y_j = x_j - \sin\left(6\pi x_1 + \frac{(j + K(t_1)) \pi}{n}\right) - G(t_2), \quad j = 2, \ldots, n \]

\[ x \in [0, 1] \times [-2, 2]^{n-1} \]

\[ g(x, t) = \begin{cases} 
  w + f_2 - \sin[2\pi(w - f_2 + 1)] - 1 \\
  w = M(t_4)(f_1)_{\mathcal{H}(t)} 
\end{cases} \]

\[ POF^*: f_2 = 1 - M(t_4)(f_1)_{\mathcal{H}(t)} + |G(t_3)|, \quad 0 + |G(t_3)| \leq f_1 \leq 1 + |G(t_3)| \]

(CDF14)

**CDF14**: introduces a time-dependent constraint into the static CF1. The additional constraint is independent of the change in objective function and the result is a Type IV problem. The time-dependency of the constraint changes the geometry of the Pareto Optimal Front and the Set over time from distinct points, through to disconnected fronts and finally to a continuous set. This means that retaining the diversity of solutions over time steps is essential, especially when the sizes of the infeasible regions are decreasing. Due to this the boundary ranges are lowered, in order to decrease the complexity. The problem is described in Eq. 14 with the Pareto Optimal Front illustrated in Fig. 14.

![Fig. 14 Pareto optimal front for CDF14 over the first 11 times steps](image2)

\[ f_1 = x_1 + \frac{2}{|J_1|} \sum_{j \in J_1} y_j^2 \]

\[ f_2 = 1 - x_1 + \frac{2}{|J_2|} \sum_{j \in J_2} (x_j - x_j^0)^2 \]

\[ y_j = 0.5 \left(1 + \frac{3(j-2)}{n-2}\right) + \sin[2\pi(f_1^2 - f_2 + 1) + G(t)] - 1 + |G(t)| \]

\[ x \in [0, 1]^n \]

\[ g(x, t) = f_1 + f_2 - \sin[2\pi(f_1^2 - f_2 + 1) + G(t)] - 1 + |G(t)| \]

\[ N = 10 \]

\[ POF^*: f_2 = 1 - f_1, \quad 0 \leq f_1 \leq 1 \]

(CDF15): is Type IV, similar to CDF14, as the time-dependent constraint is introduced into the CF3, without any direct environmental changes in objective or variable spaces. However, in this case the position of the infeasible regions is shifting in both the search and objective spaces, instead of changing the size of them. The problem is described in Eq. 15 with the Pareto Optimal Front illustrated in Fig. 15.

![Fig. 15 Pareto optimal front for CDF15 over the first 11 times steps](image3)

\[ f_1 = x_1 + \frac{2}{|J_1|} \sum_{j \in J_1} y_j^2 \]

\[ f_2 = 1 - x_1^2 + \frac{2}{|J_2|} \sum_{j \in J_2} y_j^2 \]

\[ y_j = x_j - \sin\left(6\pi x_1 + \frac{jn}{n}\right), \quad j = 2, \ldots, n \]

\[ x \in [0, 1] \times [-2, 2]^{n-1} \]

\[ g(x, t) = f_1^2 + f_2 - \sin[2\pi(f_1^2 - f_2 + 1) + G(t)] - 1 \]

\[ POF^*: f_2 = 1 - f_1^2, \quad 0 \leq f_1 \leq 1 \]

(CDF15)
4 Methodology

4.1 Selection of mechanisms and unconstrained test problems

The performances of different Genetic Algorithms are evaluated in combination with different re-initialization methods over the developed test instances, CDF1-15. Furthermore, eighteen bi-objective unconstrained functions are used to evaluate the differences in behaviour of the utilised solvers between the constrained and unconstrained problems. The unconstrained functions are UDF1-9 (Biswas et al. 2014), except for UDF7 as it is a three-objective problem, JY1-8 (Jiang and Yang 2017), except JY4 as the parameters given in Jiang and Yang (2017) do not reflect the problem description and the provided Pareto Optimal Front, and FDA1-3 (Farina et al. 2004). The selected set provides a range of problems including all types of dynamics, I-IV, different kinds of Pareto Optimal Front and Set changes, varying Pareto Optimal Front and Set geometries, and problem characteristics: modalities, biases and variable-linkages.

Six different Genetic Algorithms are selected for the benchmarking due to their high performance: MOEA/D, as the best algorithm for static and dynamic unconstrained problem types (Zhang and Suganthan 2009; Jiang and Yang 2017; Biswas et al. 2014); NSGA-II Deb et al. (2002) as the most commonly utilised Genetic Algorithm with high performance on static constrained and unconstrained problems; MTS (Tseng and Chen 2009) due to the high performance on constrained and unconstrained static problems while also representing a Genetic Algorithm with no crossover, it has a high potential for dynamic problems as it demonstrates rapid convergence but is currently untested on these problems; BCE (Li et al. 2016) and HEIA (Lin et al. 2016) as examples of the current state-of-the-art of static Genetic Algorithms, with top performance on static problems and a higher emphasis on diversity; and the MLSGA-MTS hybrid (Grudniewski and Sobey 2018), in MLS1 configuration, which shows the best general performance on static problems where the addition of the MLS1 mechanisms have been shown to increase the convergence speed (Sobey and Grudniewski 2018), essential in dynamic optimisation. Each of the six selected algorithms, MOEA/D, NSGA-II, MTS, BCE, HEIA and MLSGA-MTS, are combined with the 3 different re-initialisation methodologies: VP, CER-POS and CER-POF, and compared to results without any re-initialisation mechanisms. DEMO (Farina et al. 2004), DMEA/PRI (Zhou et al. 2007) and DQMOO/AR (Hatzakis and Wallace 2006), are not selected as they are shown to be outperformed by MOEA/D (Biswas et al. 2014). DNSGA-II (Deb et al. 2007) is also not included as it is outperformed by other methods and not compatible with the selected re-initialisation mechanisms. dCOEA (Goh and Tan 2009) is not selected as it performs poorly on discontinuous search and objective spaces, while showing similar performance on other problems to MOEA/D (Biswas et al. 2014). Only Genetic Algorithms are considered, instead of the other Evolutionary Algorithms, as the principle of this paper is not to find the best solver for each kind of problem, but rather to evaluate the impact of implementing constraints into dynamic problems on Genetic Algorithms.

In addition, two constraint-handling approaches are tested against each other in order to minimise the potential bias of a single technique towards a certain Genetic Algorithm or re-initialisation methodology: the dominance-based (Deb et al. 2002) and the adaptive penalty-based (Azzouz et al. 2018) constraint-handling methods are selected as the most commonly utilised techniques.

4.2 Benchmarking parameters

The benchmarks are conducted using two different combinations of dynamic settings, the time change, $T$, and $n_s$. $T$ denotes the time-window when the problem remains static, as the number of generations; $n_s$ denotes the severity of change. The first set of benchmarks represents a harsh dynamic environment with both values taken to be 5. In the second set of benchmarks, developed to demonstrate optimisation in a less harsh dynamic condition, both of the parameters are set equal to 10. These two tests are conducted in order to eliminate the selection of certain parameters which promote the performance of certain algorithms or mechanisms, especially the importance of diversity and convergence rate. However, the results show similar trends in both cases, and therefore only the results for $T$ and $n_s$ equal to 5 are documented with the values set...
to 10 documented in the supplementary material. The performance is evaluated based on the Inverted Generational Distance (IGD) (Bosman and Thierens 2003) and Hyper Volume (HV) (While et al. 2012). In most benchmarks a relatively small population is used, around 200–500. However, as the presented constrained functions are more challenging, larger population sizes may be required to prevent the algorithm from getting stuck in an infeasible region of the search space and premature convergence. Therefore, two population sizes of 300 and 1000 are evaluated to avoid the situation where the population size is the limiting factor for the algorithm, i.e. it is not enough to develop the necessary diversity of solutions. However, the population size does not affect the trends in the results, equally reducing the overall performance of each algorithm meaning no mechanism is unfairly penalised. Therefore, the results for the 300 population sizes are attached as a data supplement but are not documented in the paper.

In most benchmarks of Genetic Algorithms on dynamic problems, the termination criterion utilised is the number of generations and the time change occurs after \( T \) generations (Jiang and Yang 2017; Biswas et al. 2014). However, the number of objective function evaluations conducted at each generation is not uniform across different methodologies. For NSGA-II it is the population size and for MOEA/D it is the number of new offspring, which is significantly lower than the parent population size, usually 0.1 of the overall population size. For the MTS and MLSGA-MTS algorithms the number of evaluations is a multiple of the population size, ranging from 5\( \times \) to 50\( \times \), as multiple local searches are used. Comparing the performance of these algorithms using the number of generations gives a wide range of different function calls and does not provide a fair benchmark. Furthermore, the total number of generations is irrelevant in most cases, as the calculation time per generation is normally relatively small in comparison to the objective function evaluation. Therefore, the selected stopping criterion is the number of fitness function evaluations and the time change occurs after a certain number of evaluations. The total number of fitness function evaluations for \( T \) and \( n_e \) equal to 5 and 10 are therefore 300,000 and 600,000 respectively, which allows 6 cycles of the UDF and CDF (Biswas et al. 2014), and 3 cycles of the JY (Jiang and Yang 2017) and FDA (Farina et al. 2004). The time change occurs after population size \( \times T \) iterations and is equal to 5000 iterations in the case of \( T \) equal to 5 and 10,000 iterations in the second case. All cases are evaluated over 30 independent runs. In order to show the importance of a proper termination condition, a separate test is conducted with the commonly utilised generations termination condition, with 300 generations as the limit. The results show that MTS outperforms all of the other algorithms on almost all of the selected functions and MOEA/D performs poorly due to the disproportionate number of fitness evaluations per generation. Therefore, the data for the generation termination condition is not included but attached as supplementary material to allow comparison to the previous literature. Even though this issue is widely known in static MOPs, the previous dynamic benchmarks have not addressed it (Jiang and Yang 2017; Biswas et al. 2014) and fitness evaluations limits have not been mentioned or obviously implemented. The obtained results show that future dynamic benchmarking exercises should use fitness evaluation limits, to allow a fair comparison of algorithms across different exercises.

## 5 Performance benchmarking

A summary of the top performing algorithms and re-initialization mechanisms is presented in this section for \( T \) and \( n_e \) equal to 5, using 1000 individuals in the population. Pre-benchmarking simulations show that the dynamic parameters only have a minor impact on the comparative performance of the utilised algorithms and re-initialisation strategies. In the conducted benchmarks the adaptive penalty-based constraint-handling approach leads to significantly better results in comparison to the second technique. However, there is no significant differences in comparative performance of the selected Genetic Algorithms and re-initialisation mechanisms between those constraint-handling techniques. The only exception is that HEIA shows stronger performance with the dominance-based strategy and therefore all of the results shown are from the domination-based approach. The detailed data, with minimum, maximum and average values of the IGD and HV, along with standard deviations and calculation times are added as supplementary material.

The most dominant factor in determining the performance on the dynamic problems is the selection of the Genetic Algorithm. Despite this, the results indicate that in most cases the selection of the re-initialization method can have a significant impact on the final performance. Only in a few, seemingly random, cases is the performance of the Genetic Algorithm independent of these re-initialisation methods. Interestingly, the impact of the re-initialisation strategy is not uniform across different Genetic Algorithms and problems, i.e. on the same problem the VP variant can exhibit the best performance for MTS but for BCE with VP shows the worst performance. Therefore, selection of the best strategy is difficult and further work needs to be performed to determine how this selection can be made in advance. These results are summarised in Sect. 5.1 for the re-initialisation methods and in Sect. 5.2 for the different algorithms to understand the final performance.
5.1 Re-initialisation

In order to compare the different re-initialization methods, the average rank, according to the IGD and HV metrics, of each mechanism is calculated on problems with the same characteristics and presented in Table 2 for $T$ and $n_i$ equal to 5. In most cases, the VP re-initialisation outperforms the other methodologies tested and has the lowest rank in total across all of the problem types, despite the lack of uptake for this method outside of the original paper (Zhou et al. 2007). The high performance of the VP method is due to the inclusion of the variance module, which is not based on pattern prediction but on random Gaussian noise. The prediction-based strategies utilize historical information from the Pareto Optimal Set at previous generations to approximate the position of the final Pareto Optimal Set in the next time step. Therefore, these methods are inefficient on problems where the Pareto Optimal Set remains static, such as type III problems: FDA2, UDF3, UDF6 and CDF9-12, and the problems where the pattern for how the objectives change cannot be predicted, such as the random change problems: UDF8, UDF9 and CDF13. This is supported by the higher performance of the variant with no re-initialisation over other methods. Industrial applications are often unpredictable, or extremely complex, and so the separation in performance of these mechanisms is likely to be even greater. Furthermore, in the vast majority of cases there is a significant difference between the ranked results according to Wilcoxon’s rank sum test with a confidence level of $\alpha = 0.05$, especially comparing VP to other methods, showing its superiority.

The results show the importance of the selection of an appropriate re-initialisation mechanism. Importantly, the effect on performance of different strategies is not uniform across the Multi-Objective Evolutionary Algorithms. For example, on the two top performing Genetic Algorithm methodologies, MTS works best with the VP method, but usually there is no statistical significance between the 4 used re-initialisation mechanisms for this methodology, whereas MOEA/D is more likely to show higher performance without any re-initialisation method. In the case of MOEA/D the authors suggest that this is caused by the MOEA/D specific mechanisms such as weight-vectors and neighbourhoods of solutions. In the re-initialisation step these features are not taken into consideration when the new population is created and the parent solutions are selected. Therefore, the overall efficiency is limited and re-initialisation mechanisms specific to MOEA/D might be necessary. This is similar to the performance of MOEA/D with the MLSGA mechanisms (Grudniewski and Sobey 2018), and it seems the MOEA/D mechanisms are more difficult to blend with additional elements.

Despite the importance of the re-initialisation method, the choice of appropriate method is often neglected in the dynamic Genetic Algorithm literature and in most cases the re-initialization method is chosen arbitrarily and not compared to the other variants (Biswas et al. 2014) or not utilized at all (Jiang and Yang 2017). Therefore, benchmarking of novel re-initialization mechanisms with other variants, on the same algorithm methodologies, and with the algorithm without any diversity preservation mechanisms is necessary, to ensure that new re-initialisation methods provide benefits over the current methods.

5.2 Genetic algorithm methodologies

In order to investigate the performance of the different algorithms, the average ranks according to the IGD and HV indicators are calculated across all of the dynamic problem types and presented in Table 3 for $T$ and $n_i$ equal to 5. There are significant differences between the ranked results according to Wilcoxon’s rank sum test with a confidence level of $\alpha = 0.05$ in most of the presented cases. The performances of the Genetic Algorithm mechanisms are less consistent across the utilised problems than for the re-initialisation methods, and it is not easy to choose a single best method. According to the average ranks, the best overall performer is MOEA/D, while MTS and HEIA come second and third respectively. However, MOEA/D is less effective when the Pareto Optimal Set remains static, demonstrated by comparatively poor performance on Type III problems. This is caused by the static weight vectors, where the previous best point according to one weight is no longer the most suitable one after the time change. Therefore, it is likely that the points with the best values may be eliminated quickly, as their vectors are not properly assigned. This problem could be solved by reassignment of each weight after the time changes occur. MTS does not have these disadvantages and is less susceptible to the time

|               | None     | CER-POS  | CER-POF  | VP       |
|---------------|----------|----------|----------|----------|
| Overall       | 2.83/3.07| 2.47/2.29| 2.74/2.49| 1.95/2.15|
| Type I        | 3.02/3.43| 2.38/2.07| 2.62/2.52| 1.98/1.98|
| Type II       | 3.09/3.39| 2.31/2.18| 2.81/2.43| 1.79/2.00|
| Type III      | 2.13/2.28| 2.81/2.69| 2.74/2.63| 2.31/2.41|
| Type IV       | 3.17/3.08| 2.33/2.33| 2.58/2.25| 1.92/2.33|
| UDF           | 2.79/3.21| 2.46/2.31| 2.81/2.40| 1.94/2.08|
| CDF           | 2.78/3.06| 2.40/2.07| 2.72/2.51| 2.10/2.37|

The best mechanism in each category is highlighted in bold face. The second best is highlighted in italic face.
changes due to the utilisation of multiple local searches that maintains both the convergence and diversity of the search; this results in a lack of significant differences between the implemented re-initialisation methods. High performance of these high convergence-based solvers, such as MOEA/D, further supports the findings that Dynamic Multi-Objective Problems requires high convergence of the search over diversity, unlike many static problems, which was originally suggested in Biswas et al. (2014).

The HEIA and MOEA/D exhibit the best overall performance for the constrained results. The high performance of MOEA/D on these problems is interesting as previous research shows poor results on the static constrained problems (Zhang and Suganthan 2009), and MOEA/D is outperformed by MLSGA-MTS, MTS and NSGA-II (Grudniewski and Sobey 2018). Furthermore, for most of the tested algorithms there is no significant difference in comparative performance on the CDFs than on the UDFs, on which the developed set is based. This unexpected behaviour indicates that, for dynamic problems, the fast convergence of MOEA/D is more important than the ability to discover discontinuous search and objective spaces, characteristics where the MOEA/D mechanisms perform poorly. Therefore, the constrained dynamic problems act similarly to the unconstrained cases. These findings further indicate that high convergence rate is essential when dealing with Dynamic Multi-Objective Problems.

### 5.3 Performance of the different algorithms on the constrained functions over time

In order to investigate the behaviour on the developed constrained set, the IGD values obtained by the benchmarked algorithms are tracked during a single run, period $t = 0$ to $t = 11.8$. This is illustrated in Fig. 17 for CDF4 and in Fig. 16 for CDF10, as problems where the behaviour is representative of these rest of the set. In all cases the VP re-initialisation is used, and only the results for MTS, MOEA/D and NSGA-II are shown as the two best and the worst performing algorithm respectively. The figures for the other developed problems, as well as for the HV metric, are attached as supplementary data.

There is a considerable difference in performance between the top algorithms for a problem and the next best performer. Figure 16 shows that MTS is able to accurately approximate the true Pareto Optimal Front at every time step for the CDF10 problem, resulting in stable IGD values. NSGA-II is not able to properly converge on the Pareto Optimal Front whereas MOEA/D is unable to find all of the regions of the Pareto Optimal Front on the highly discontinuous search space; this is especially clear after the shift of the constraints. This behaviour of MOEA/D is expected as a similar principle is shown on constrained static problems and is due to the low performance on the Type I problems, as discussed previously. However, a different behaviour is exhibited on the CDF4 function, Fig. 17. In this case MOEA/D outperforms MTS, showing lower IGD values that remain stable at every time step, indicating that the true Pareto Optimal Front has been found, whereas the performance of NSGA-II remains the worst. This is most likely caused by a higher uniformity

| Table 3 | The average ranks of each Genetic Algorithm for the 1000 population size with iterations termination criterion and $T$ and $n_s$ equal to 5 |
|---------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|         | MOEA/D | MTS  | NSGA-II | MLSGA | BCE  | HEIA |
| Overall | 2.45/2.31 | 2.71/4.97 | 5.10/2.70 | 3.16/4.70 | 4.58/2.92 | 2.99/3.39 |
| Type I  | 2.25/2.43 | 2.89/4.89 | 4.82/2.50 | 3.11/4.82 | 4.64/3.04 | 3.29/3.32 |
| Type II | 1.97/1.75 | 2.88/5.15 | 5.15/2.87 | 3.45/4.48 | 4.37/3.15 | 3.18/3.60 |
| Type III | 3.22/3.08 | 2.33/4.89 | 5.28/2.28 | 2.86/5.03 | 4.72/2.61 | **2.58/3.11** |
| Type IV | 2.63/2.13 | 2.88/4.25 | 4.88/4.63 | 2.88/4.50 | **5.38/1.38** | 2.38/4.13 |
| UDF     | 2.59/2.13 | 2.56/4.91 | 5.16/2.63 | 3.88/4.44 | 3.91/2.91 | 2.91/4.00 |
| CDF     | 2.37/2.32 | 3.05/4.63 | 4.77/3.05 | 2.93/5.55 | **5.57/2.28** | 2.32/3.17 |

The best algorithm in each category is highlighted: in italic face according to IGD; in bold italic face for HV; and bold face with both metrics.
and continuity of the CDF4 problem in comparison to the CDF10. According to that CDF10 case requires a higher diversity of the search, which MOEA/D is unable to provide, unlike the MTS. The low performance of NSGA-II on both problems, and the effectiveness of MOEA/D, even over MTS on some cases, is contrasting to the trends shown on static problems. This indicates that the dynamicity is the dominant characteristic of the Dynamic Multi-Objective Problems, even over the level of discontinuities in the search spaces.

6 Conclusions

Dynamic optimisation has many applications. However, the current benchmarking problems are limited to unconstrained problems, which may benefit certain types of Genetic Algorithms. In this paper the range of dynamic test problems is expanded by proposing a set of constrained test functions. A number of combinations of current state-of-the-art algorithms and re-initialization methods are then benchmarked to determine the most effective methods for solving constrained dynamic optimisation problems. Overall MOEA/D shows the best performance on both the new constrained and traditional unconstrained test sets. The Variation and Prediction re-initialisation strategy performs the best on most problems but in some cases no significant improvement is shown over no re-initialization. Importantly, the performance of the algorithms on the constrained and unconstrained problems is similar, showing that the dynamic characteristic is dominating these problems. The following recommendations are made:

• The importance of dynamic behaviour dominates the non-continuous characteristic of the constrained problems, as there is no significant difference in the comparative performance of the tested algorithms between the constrained and unconstrained cases. The results show that Genetic Algorithms with strong convergence profiles are best at solving these problems.

• In most cases the obtained solutions are far from the true Pareto Optimal Front. As the highly dynamic problems are dominated by convergence, this puts the Genetic Algorithms at a disadvantage over other methods. Therefore, there is a need for dynamic specific methodologies with high convergence and low diversity.

• The prevalence of the predictable dynamic test problems leads to mechanisms that do well on these problems. However, in most applications the dynamic changes are unpredictable, which makes them more difficult to solve and more random elements should be included in future test sets to develop more “realistic” mechanisms.
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