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Abstract. In this short note, we present a construction for the log-log blow up solutions to focusing mass-critical stochastic nonlinear Schrödinger equations with multiplicative noises. The solution is understood in the sense of controlled rough path as in [38].

1. Introduction

In this article, we investigate the stochastic mass critical focusing nonlinear Schrödinger equation

\[ \begin{cases} dX = i\Delta X dt + |X|^2 X dt - \mu X dt + iX dW(t), \\ X(0) = X_0 \in H^1(\mathbb{R}^d). \end{cases} \]  

(1.1)

Here, \( W \) is the a Wiener process colored in space and white in time.

\[ W(t, x) = \sum_{k=1}^{N} \phi_k(x) B_k(t), \quad x \in \mathbb{R}^d, \ t \geq 0, \]

where \( \phi_k \) is real valued, and \( B_k \) are the standard \( N \)-dimensional real valued Brownian motions on a stochastic basis \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P}) \), \( 1 \leq k \leq N < \infty \). And \( \mu = \frac{1}{4} \sum_{k=1}^{N} \phi_k^2 \). The last term in (1.1) is taken in a certain sense of controlled rough path.

Throughout this paper, we only consider very nice noise for simplicity and concreteness. More precisely, we assume

\[ \phi_k \text{ are Schwartz functions, } \forall 1 \leq k \leq N. \]  

(1.2)

Since \( W \) is real valued, the noise is of conservative type. One physical significance is that (1.1) admits a pathwise mass conservation law.

Another physical application can be found in the study of monolayer Scheibe aggregates. In crystals the noise corresponds to the scattering of excitons by phonons due to the thermal vibrations of molecules, and the noise effects on the dynamics of the two dimensional nonlinear Schrödinger equation was studied (see [2], [1]). See also [37] for the noise effect on collapse in the one dimensional case. For more general noise, including the non-conservative case, we refer to [5] for the application in the quantum measurement, where the noise represents the output of continuous measurement.

The well posedness of stochastic nonlinear Schrödinger equations is extensively studied in literature. See, e.g., [8, 9, 6, 3, 4, 22, 16, 17, 41].

We are interested in the blow up dynamic of (1.1).

Parallel to the deterministic mass critical NLS, [14], [39],

\[ iu_t + \Delta u = -|u|^{4/d} u, \]  

(1.3)
it is known that equation (1.1) admits a global flow if its corresponding mass is below that of the ground state, i.e., $\|X_0\|_{L^2} < \|Q\|_{L^2}$. Here, the ground state $Q$ is the positive radial solution to the elliptic equation

$$\Delta Q - Q + |Q|^\frac{4}{d}Q = 0. \tag{1.4}$$

However, when mass is large, the solutions may formalize singularity. We refer to [11] for the characterization of a blow-up region corresponding to sufficiently negative energy, based on the stochastic version of virial evolution, [19]. Quite interestingly, in the focusing mass-supercritical case, the conservative noise can accelerate blow-up with positive probability (see [11]). Moreover, in the recent work [38] minimal mass blow-up solutions are constructed in the stochastic setting, which actually exhibit pseudo-conformal blow up rate near the blow up time.

It should be also mentioned that, several numerical results have been studied on the noise effects on blow-up dynamics in the stochastic case. See, e.g., [10, 13, 12]. In particular, we refer to the recent works [30, 31] for the study of noise effects on the log-log blow-up dynamics.

The Log-log blow up solution is one of the most well understood blow up solutions to (1.3). As aforementioned, no solution with mass below the mass of ground state can blow up. And, it is shown by [25] that all $H^1$ finite time blow up solutions with mass $\|Q\|_2^2$ are essentially of form $S(t, x) := \frac{1}{\|Q\|_2^2} Q(\frac{x}{t}) e^{-\frac{1}{2}t + \frac{|x|^2}{4t}}$. Next, one may consider initial data with mass just above the ground state,

$$\|Q\|_2 < \|u_0\|_2 < \|Q\|_2 + \alpha, \text{ where } \alpha \text{ small}. \tag{1.5}$$

It has been shown in a series of work by Merle and Raphaël, [29],[26],[27],[28] that all negative energy solutions to (1.3) will blow up in finite time $T$ according to log-log law. Log-log blow up solutions were numerically observed in [23], and first mathematically constructed in [32]. Note that log-log blow up dynamic is stable under $H^1$ perturbation, [34]. Indeed it is stable under $H^s$, $s > 0$ perturbation [7], and it is stable under certain randomized $L^2$ perturbation, [15]. It is also highly localized [33], [36], [21].

The interest of this note is to take advantage of the nice property of log-log blow up solutions to do construction for the stochastic model.

There are two main simple but useful observations.

- The rough path formulation of the solution to (1.1) in [38] seems more flexible compared to the usual Ito formulation, and in particular, one can apply a rescaling transformation and reduced the stochastic PDE (1.1) into a deterministic model with random coefficients, (2.1). It enables one to focus on a certain collection of paths rather than all the paths.
- The construction of log-log blow up solutions to (2.1) can be seen as an easier task compared to [35],[36], [7], thus one would well expect such a construction is doable. Indeed, the only extra ingredient we need is to prove an energy estimate, Lemma 2.5. With such an estimate, the construction will follow from the robust bootstrap scheme in [33].

See more details in Section 2.

Our main result is
A NOTE ON LOG-LOG BLOW UP SOLUTIONS FOR STOCHASTIC NONLINEAR SCHRODINGER EQUATIONS

**Theorem 1.1.** Consider equation (1.1) with $d = 1, 2$. Then, there exists an initial datum $X_0 \in H^1$ such that, with high probability, the corresponding solution $X$ to (1.1) blows up in finite time $T = T_\omega$ according to the log-log law in the sense that, there exist parameters $(x(t), \gamma(t), \lambda(t)) \in C^1((0,T);\mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^+)$ such that

$$e^{-iW(t,x)}X(t,x) = \frac{1}{\lambda^{d/2}(t)}(Q + \epsilon)(x, \frac{x - x(t)}{\lambda(t)})e^{i\gamma(t)}, \quad t \in (0,T),$$

with

$$\lambda(t)^{-1} \sim \sqrt{\frac{\ln|\ln(T-t)|}{T-t}}, \quad \text{and} \quad \int |\nabla \epsilon|^2 + |\epsilon|^2 e^{-|\epsilon|} d\gamma \xrightarrow{t \to T} 0.$$  

**Remark 1.2.** For those familiar with the property of Gaussian and the blow up solution construction, if one can prove such result with positive probability, one can prove such a result for any probability close to 1. However, Theorem 1.1 is far from proving the existence of an (deterministic) initial data, which will blow up according to log-log law with probability 1. Though, it is not hard to use our construction to find random initial data in $L^p_\omega L^q_\omega$, such that it blows up according to the log-log law almost surely.

**Remark 1.3.** For those only interested in the blow up rate, since our $W$ is regular in the space variable (it is a colored noise), when $t$ approaches the blow up time, one has

$$\|u\|_{H^1} \sim \|X\|_{H^1} \sim \sqrt{\frac{\ln|\ln(T-t)|}{T-t}}, \quad \text{as} \quad t \to T.$$  

**Remark 1.4.** Observe as $t$ approaches blow up time $T_\omega$, the leading profile of $X$ is $Qe^{iW(t,\lambda(t)x+x(t))}$. It is known $x(t)$ has a a limit $x^*$ as $t \to T_\omega$ in those kinds of blow up. Thus, asymptotically, $Qe^{iW(t,\lambda(t)x+x(t))}$ will converge to $Qe^{iW(T_\omega,x^*)}$ in $H^1$. This is consistent with Conjecture 1 in [30].

1.1. **Notation.** We say $A \lesssim B$ if there is a constant $C$, so that $A \leq CB$. The constant may change line by line. If $A \lesssim B$ and $B \lesssim A$, we say $A \sim B$.
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2. **Construction of the log-log blow up solutions**

2.1. **Step 0: What do we mean by a solution?** As in [38], we use a re-scaling transformation $u = e^{-iW}X$ to reduce the original stochastic equation (1.1) to a nonlinear Schrodinger equation with random coefficients,

$$\begin{cases} i\partial_t u + e^{-iW} \Delta(e^{iW}u) + |u|^4 u = 0, \\ u(0,x) = X_0 \end{cases}$$

Note that we have $e^{-iW} \Delta(e^{iW}u) = \Delta u + \sum_j i\beta_j \partial_j u + cu$ with

$$i\beta_j(t,x) = 2\partial_j iW(t,x) = 2i \sum_{k=1}^N \partial_j \phi_k(x)B_k(t),$$

$$c(t,x) = -\sum_{j=1}^d \sum_{k=1}^N (\sum_j \partial_j \phi_k(x)B_k(t))^2 + i \sum_{k=1}^N \Delta \phi_k(x)B_k(t).$$

(2.1)
Such transformation can be viewed as a Doss-Sussman type transformation in the infinite dimensional space.

The solutions to equation (2.1) is understood in the usual mild sense. It is known (see [38]) that equation (2.1) is local well-posed and generates continuous flows in the space $H^1$, and the corresponding solutions blow up if and only if their $H^1$-norms blow up.

Furthermore, as illustrated in [38, Theorem 2.13], if $u$ solves (2.1) on some random $[0, \tau^*)$ time interval $[0, \tau^*)$, then $X := e^{W} u$ solves (1.1) on $[0, \tau^*)$ in certain sense of controlled rough path sense. Briefly speaking, this means for any $\phi \in C^\infty_c$, $t \mapsto \langle X(t), \phi \rangle$ is continuous on $[0, \tau^*)$ and for any $0 < s < t < \tau^*$,

$$
\langle X(t) - X(s), \phi \rangle - \int_s^t \langle iX, \Delta \phi \rangle + \langle i|X|^\frac{4}{3}X, \phi \rangle - \langle \mu X, \phi \rangle \, dr = \sum_{k=1}^N \int_s^t \langle i\phi_k X, \phi \rangle dB_k(r). 
$$

Here the integral $\int_s^t \langle i\phi_k X, \phi \rangle dB_k(r)$ is taken as a (pathwise) rough integration rather than a classical stochastic Ito's integration. We refer to Definition 2.1 in [38] for more details, and we will not explicitly use it in the current article. See also Theorem 2.3 in [38].

We refer to seminal work [24], [20] for the notion of rough path and controlled rough path, see also recent textbook [18].

This pathwise formulation of solutions seems more flexible in the blow up analysis compared to the Itô formulation, since it enables one to focus on a certain collection of paths rather than all the paths.

Furthermore, it enables one to work on (2.1), which is with random coefficients but of deterministic nature, and which can be modelled by a variation of classical NLS, which was extensively studied in the literature.

In the rest of the article, we focus on the construction of log-log blow up dynamic of equation (2.1), as stated in Theorem 2.1 below.

**Theorem 2.1.** Let $d = 1, 2$ and $u$ solve (2.5) with the initial data $u_0$ given by (2.10). Then, with high probability, $u$ blows up in finite time $T$ according to log-log law in the sense that, there exist parameters $(x(t), \gamma(t), \lambda(t)) \in C^1((0, T); \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^+)$, such that

$$
u(t, x) = \frac{1}{\lambda d/2(t)} (Q + \epsilon)(t, x - x(t)) e^{\gamma(t)}, \quad t \in (0, T),$$

with

$$
\lambda(t)^{-1} \sim \sqrt{\frac{\ln |\ln T - t|}{T - t}}, \quad \text{and} \quad \int |\nabla \epsilon|^2 + |\epsilon|^2 e^{-|\gamma|} dy \xrightarrow{t \to T} 0.
$$

**Remark 2.2.** The notion of high probability may be understood in the following way. The initial data we described in (2.10) has a parameter $\lambda_0$, and the probability that such solution blows up according to log-log law is at least $1 - e^{-\lambda_0 \delta}$, $\delta > 0$, this is standard in Gaussian type analysis. See also remark 2.3.

2.2. **Step 1: Starting point.** Let us go back to (2.1) and rewrite it as

$$
i u_t + \Delta u + \sum_j i\beta_j \partial_j u + cu + |u|^{4/d} u = 0.
$$

---

1 Since the coefficients of (2.1) are random, thus the time interval where $u$ is wellposed is also random.
Up to dropping a set of small probability, we focus on the paths satisfying
\[
\sup_{t \in [0,1]} \sum_{j} \| \beta_j \|_M + \| c \|_M \lesssim 1.
\]

Here, we let \( \| f \|_M := \sup_{|a|,|\beta| \leq 10} \| x^a \partial^\beta f \|_{L_8^\infty} \).

It should be mentioned that, one still has the mass conservation law\(^3\) for equation (2.5). This is because \( \| u \|_2 = \| e^{-W}X \|_2 = \| X \|_2 \), and (1.1) admits the pathwise mass conservation law.

Recall the goal is now to construct log-log blow up solutions to (2.5). We will focus on the 1d case, as the 2d case follows similarly.

The observation is that, actually, a conceptually harder problem has already been studied in literature. In [35], [36], the authors studied the standing ring blow up solution for (radial) quintic NLS on \( \mathbb{R}^d \), \( d \geq 2 \),
\[
iu_t + \Delta u = -|u|^4 u,
\]
and constructed (log-log type) blow up solutions which concentrate at a unit sphere \( |x| = 1 \). The idea is to write (2.8) in the polar coordinates,
\[
iu_t + \partial_{rr} u + \frac{N-1}{r} \partial_r u = -|u|^4 u
\]
and view (2.9) as a mass-critical NLS on \( r_0 \), \( 8 \) and the lower order term \( \frac{N-1}{r} \partial_r u \) as a perturbation. Besides the bootstrap scheme explored in [33], the work [35], [36] has two key ingredients.

- Since the solution is supposed to concentrate at \( r \sim 1 \), the term \( \frac{N-1}{r} \partial_r u \) is supposed to behave as \( \sim \partial_r u \), and thus subcritical.
- Note that around origin, \( \frac{N-1}{r} \partial_r u \) a priori has the same strength as \( \partial_{rr} u \). However, the log-log blow up dynamic will concentrate its singularity around the singular point, and thus \( u \) can be shown to be regular in a certain sense around \( r = 0 \). This will make the first ingredient applicable.

From this perspective, it will be of no surprise that one can construct log-log blow up solutions to (2.5), because the lower order term \( \sum_j i \beta_j \partial_j u + cu \) is a priori subcritical, and one does not need to handle the problem of keeping the solution regular around any specific point.

Below, we sketch the construction, highlight the key energy estimates involved in the analysis, and refer most of other details to [35], [36].

2.3. **Step 2: Structure of initial data and the bootstrap setup.** Let us first recall that, there exists a continuous family of approximations \( \tilde{Q}_b \) of the ground state \( Q \), indexed by the parameter \( b \) (see [26], see also [28], Proposition 1 and Lemma 2). We note that \( \tilde{Q}_b \) are uniformly smooth and localized for all \( b \) small.

Following [33], consider the initial data
\[
u_0(x) = \frac{1}{\lambda_0^{d/2}}(\tilde{Q}_{b_0} + \epsilon_0)(x),
\]
(2.10)
where the parameters $\lambda_0$, $b_0$ and the remainder $\epsilon_0$ satisfy the orthogonality conditions\(^4\)
\[
\mathcal{R}(y^2 \hat{Q}_b, \epsilon_0) = 0, \quad \mathcal{R}(y \hat{Q}_b, \epsilon_0) = 0, \quad \mathcal{R}(i \Lambda \hat{Q}_b, \epsilon_0) = 0, \quad \mathcal{R}(i \Lambda^2 \hat{Q}_b, \epsilon_0) = 0,
\]
and the estimates
\[
0 < b_0, \quad \|\epsilon_0\|_{L^2} + b_0 < \alpha, \quad \lambda_0 \leq e^{-\frac{1}{4} \epsilon_0 b_0^{4/5}}, \quad \int |\nabla \epsilon_0|^2 + |\epsilon_0|^2 e^{-|y|} \leq \Gamma_b^{4/5},
\]
and
\[
|E(u_0)| \leq 1000, \quad |P(u_0)| \leq 1000
\]
Here, $\alpha$ is a small universal number, $\Gamma_b \sim e^{-\pi/b}$ is a quantity frequently appearing in the log-log analysis (see [27]), and $E$ and $P$ denote the energy and momentum, respectively, i.e.,
\[
E(u) := \frac{1}{2} \int |\nabla u|^2 - \frac{1}{2 - \frac{q}{2}} |u|^{2 + \frac{q}{2}} dx, \quad P(u) := \Im \int \pi \nabla u.
\]
**Remark 2.3.** To make the term $i\beta \hat{c}_3 u + cu$ perturbative, one needs to choose $\lambda_0$ small enough depending on the implicit constant $C$ in (2.6). And, by choosing $C$ large, the exceptional set we need to drop will become exponentially small with respect to $C$, though we need to choose $\lambda_0$ small enough to compensate large $C$.

In order to construct the log-log blow up solutions to (2.1), by virtue of the modulation theory [40] and the local well posedness of (2.5), we can find some $T_1 > 0$ and parameters $b(t), \lambda(t), x(t), \gamma(t)$ such\(^5\) that
\[
\eta(t, x) = \frac{1}{\lambda^{d/2}(t)} (\hat{Q}_b + \epsilon(t, x - x(t)/\lambda(t)) e^{i\gamma(t)}),
\]
with the orthogonality conditions
\[
\mathcal{R}(y^2 \hat{Q}_b, \xi) = 0, \quad \mathcal{R}(y \hat{Q}_b, \xi) = 0, \quad \mathcal{R}(i \Lambda \hat{Q}_b, \xi) = 0, \quad \mathcal{R}(i \Lambda^2 \hat{Q}_b, \xi) = 0.
\]
and the following estimates hold:
\[
0 < b(t), \quad \|\epsilon(t)\|_{L^2} + b(t) < \alpha, \quad \forall t \leq t' \in [0, T_1], \quad \lambda(t') \leq \frac{3}{2} \lambda(t), \quad \lambda(t) \leq e^{-\frac{1}{10} t^{2/3}}, \quad \int |\nabla \epsilon(t)|^2 + |\epsilon(t)|^2 \leq \Gamma_b^{2/3}, \quad t_{k+1} - t_k \leq k \lambda(t_k)^2 \sim k 2^{-2k}.
\]
Note that $\lambda(t)$ is almost monotone in $t$, as $\forall t \leq t' \in [0, T_1], \quad \lambda(t') \leq \frac{3}{2} \lambda(t)$. Thus, one can find a partition $0 = t_0 < t_1 < \cdots < t_{k_0} = T_1$, such that $\lambda(t) \sim 2^{-k}$ if $t \in [t_k, t_{k+1}]$.

The key ingredient in the construction of log-log blow up solutions lies in the following bootstrap Lemma.

---

\(^4\)Here $\Lambda := \frac{1}{4} + y \nabla_y$ is the generator of $L^2$ scaling.

\(^5\)Further standard modulation analysis plus the LWP of (2.5) show those are indeed $C^1$ function in $t$. 
Lemma 2.4. Assume that $u$ solves (2.5) with the initial data $u_0$ and that for some $T_1 > 0$ so that (2.17) holds. Then, the following bootstrap estimates hold for all $t \in [0, T_1]$,

\begin{align*}
0 < b(t), \quad &\|\varepsilon(t)\|_{L^2} + b(t) < \alpha/2, \\
\forall t \leq t' \in [0, T], \quad &\lambda(t') \leq \frac{5}{4} \lambda(t), \\
\lambda(t) \leq e^{-\frac{1}{4} t^{3/4}}, \\
\int |\nabla \varepsilon(t)|^2 + |\varepsilon(t)|^2 e^{-|y|} \leq \Gamma^3_{10}, \\
t_{k+1} - t_k \lesssim k \lambda(t_k)^2 \sim \sqrt{k} 2^{-2k},
\end{align*}

(2.18)

It is then left to prove the bootstrap lemma 2.4.

It was first observed in [33] that the log-log dynamic admits a robust bootstrap scheme. In our case, if we have energy and momentum conservation, then the proof of Lemma 2.4 follows from the proof of Lemma 6 in [33]. (It will follow almost line by line up to some natural modification.) See also the parallel bootstrap arguments in [35], [36]. Our statement of the bootstrap Lemma 2.4 is more close to the version in [7], but the frequency truncated versions of energy and momentum are not required here.

One technical problem here is that, the energy and momentum are not conserved along the flow generated by equation (2.5).

However, as observed in [33] and in [7]7, under the bootstrap assumption $\lambda$ is so small in the sense that

\begin{equation}
\lambda \lesssim e^{-\frac{c}{\lambda}}
\end{equation}

(2.19)

and only the size of $\lambda^2 E$ and $\lambda P$ will be relevant in the log-log blow up analysis. This fact enables us to reduce to the proof of the key bootstrap estimates in Lemma 2.4 to that of the estimates of energy and momentum.

Lemma 2.5. Assume that $u$ solves (2.5) with the initial data $u_0$ given by (2.10) and that estimates (2.17) hold for $t \in [0, T_1]$. Then, one has for all $t \leq T_1$,

\begin{equation}
\lambda^2 |E(u)| \leq \Gamma^1_{10},
\end{equation}

(2.20)

and

\begin{equation}
\lambda |P(u)| \leq \Gamma^1_{10}.
\end{equation}

(2.21)

Step 3 below is devoted to the proof of Lemma 2.5.

Before we go to next step, we would like to take this chance to explain what do we mean that the term $\sum_j i b_j u + cu$ is subcritical and what do we mean by only $\lambda^2 E$ rather than $E$ itself is involved in the log-log analysis.

The starting point of log-log analysis is to plug in the ansatz (2.15) into (2.5) and derive an equation about $\varepsilon$, and apply the four orthogonality condition (2.16) to derive the equation for $b(t), \lambda(t), x(t), \gamma(t)$. And as explained in [29], it is more favorable to work in the re-scaled time variable $s$, such that $ds = \lambda^{-2} dt$. And pure algebraic computation gives

---

6And the proof of Lemma 2.4 is easier.

7In [7], the situation is more involved because of the low regularity of the solution, and thus the frequency truncated versions of energy and momentum need to be handled.
\[ i \hat{c}_s \epsilon + b_s \hat{c}_b \tilde{Q}_b = L_1(\epsilon, b(s), x(s), \gamma(s)) + L_2(\epsilon, b(s), x(s), \gamma(s)) \]  

Here we use \( L_2 \) to denote all the extra terms caused by \( \sum_j i \beta_j \hat{c}_j u + cu \). Let us also take \( y = \frac{x-x(t)}{\lambda(t)} = \frac{x-x(s)}{\lambda(s)} \). Compute that

\[
\frac{d}{dt} \frac{1}{\lambda^{d/2}(t)} (\tilde{Q}_b + \epsilon) \left( \frac{x-x(t)}{\lambda(t)} \right) e^{\gamma(t)} = \frac{1}{\lambda^{d/2+2}} (\hat{c}_s \epsilon + b_s \hat{c}_b \tilde{Q}_b)(s, y) e^{\gamma(t)} + \text{othe terms}, \]

and

\[
\sum_j i \beta_j \hat{c}_j u + cu = \frac{1}{\lambda^{d/2+1}(t)} \sum_j i \beta_j(x) \hat{c}_j(\tilde{Q}_b + \epsilon)(y) + \frac{1}{\lambda^{d/2}(t)} c(x)(\tilde{Q}_b + \epsilon)(y) \]

What one really need to do is to observe there is a \( \frac{1}{\lambda^{d/2+2}} \) in (2.23) and there is a factor of \( \frac{1}{\lambda^{d/2}} \) in the \( \beta_j \) related terms and a factor of \( \frac{1}{\lambda^{d}} \) in the \( c \) related terms. And a direct computation will give \( L_2 \) in (2.22) is

\[
L_2 = \lambda \beta_j(\lambda y + x(s)) \hat{c}_j(\tilde{Q}_b + \epsilon)(y) + \lambda^2 c(\lambda y + x(s))(\tilde{Q}_b + \epsilon)e^{\gamma(t)} \]

One crucial step in log-log analysis, [26],[27],[29],[28] is to derive a local virial, which is of form

\[
b_s \geq -\Gamma_{b}^{1-C\eta} - 2\lambda^2 E \]

Here \( C\eta \ll 1 \), and we note the exact log-log law is corresponding to \( b_s \sim -\Gamma_{b} \).

First, we can see only \( \lambda^2 E \) is involved in the analysis, and (2.20) is enough to make this term completely perturbative. (We remark if one further explore the modulation theory, then only \( \lambda P \) will be involved, and as far as its size is neglectable compared with \( \Gamma_{b} \), it will not impact the analysis.)

Second, we remark (2.26), though highly nontrivial and is one of the key breakthrough in [29],[26], starts from \( L^2 \) pairing (2.22) with some \( Q \) based well localized smooth function \( \psi \), thus the extra term \( L_2 \) will only cause a perturbation of form

\[
O(\int \lambda |\psi||\sum_j i \beta_j(\lambda y + x(t)) \hat{c}_j(\tilde{Q}_b + \epsilon)(y)|) + O(\int \lambda^2 |\psi||c(\lambda y + x(s))||\tilde{Q}_b| + |\epsilon|)(y) \]

Thanks to the fact \( \psi \) is nice and \( \epsilon \) is bounded in \( H^1 \) due to (2.17), and \( \tilde{Q}_b \) is nice, the above term is bounded by \( \lambda \), which is much smaller than \( \Gamma_{b}^{100} \) via (2.17). Thus this part is also completely perturbative (or as aforementioned, subcritical).

2.4. **Step 3: Energy type estimates.** In this subsection, we prove Lemma 2.5. Let us start with the control of energy. We shall use the Einstein summation below. Straightforward
computations show that
\[
\frac{d}{dt} E(u) = \Re \int (-\partial_{kk} \bar{u} - |u|^4 \bar{u})(-\beta_j \partial_j u + icu) \\
= \Re \int \partial_{kk} \bar{u} \beta_j \partial_j u + \Re \int |u|^4 u \sum_j \partial_j \beta_j \partial_j u + O(\|u\|_{L^2}^2 \|u\|_{H^1}^2) + O(\|u\|_{H^1}^2) \\
= \Re \int \partial_{kk} \bar{u} \beta_j \partial_j u + \Re \int |u|^4 u \sum_j \partial_j \beta_j \partial_j u + O(\|u\|_{H^1}^2) \\
= \Re \int \partial_{kk} \bar{u} \beta_j \partial_j u + \Re \int |u|^4 u \sum_j \partial_j \beta_j \partial_j u + O(\|u\|_{H^1}^2) \\
= \Re \int \partial_{kk} \bar{u} \beta_j \partial_j u + \Re \int |u|^4 u \sum_j \partial_j \beta_j \partial_j u + O(\|u\|_{H^1}^2) \\
= O(\|u\|_{H^1}^2) \\
\] (2.28)

(Note that there is an extra cancellation thanks to the real valued property of \( \beta_j \).) This is essentially formula (5.20) in [38]. This formula, though simple, saves one derivative by naively plug in all the terms in. This is crucial for us to close the construction in \( H^1 \) based formula.

The point is that, in the bootstrap regime (2.17), one has
\[
\|u\|_{H^1} \lesssim \frac{1}{\lambda(t)}. \tag{2.29}
\]
Thus, we have that for any \( t \in [t_k, t_{k+1}] \subseteq [0, T_1] \),
\[
|E(u(t)) - E(u_0)| \leq \int_0^t \frac{1}{\lambda^2(\tau)} d\tau \lesssim \sum_{l \leq k+1} l \lesssim \lambda(t_k)^{-1/10} \sim 2^{k/10}. \tag{2.30}
\]
This plus the fact \( \lambda(t) \leq e^{-c/k} \) gives the desired result.

The control of momentum is easier, and one simply compute as
\[
\frac{d}{dt} P(u) \lesssim O(\|u\|_{H^1}^2) \tag{2.31}
\]
To see this, just observed the \( \Delta u - |u|^4 u \) in the (2.5) preserves the momentum, and all other extra term will only cause one derivative loss. (More careful computation can upgrade the bound to \( \lesssim \|u\|_{H^1} \), but we don’t need that there.)

The desired result follows by argue similarly as the control of energy.

2.5. **Step 4: Conclusion.** The energy estimate in Lemma 2.5 ensures that, though the energy and momentum are not conserved, the proof of bootstrap Lemma in [33] is still applicable to our bootstrap lemma 2.4. Again, we need the observation from [35] and [36], the lower order term \( i\beta_j \partial_j u + c \) scales in a subcritical way.

We briefly recall the bootstrap process in [33] for the convenience of the readers.

The mass conservation law gives \( \|u_0\|_2 \sim b^2 + \|Q\|_2^2 + \|\epsilon\|_2^2 \), this close the first line of (2.18) except for \( b > 0 \).

Modulation analysis gives \(-\lambda_s/\lambda \sim b \), thus \( \lambda \) is essentially monotone.
The key is the local virial Proposition 2 in [26] and Lyapounov control Proposition 4 in [26] can still be obtained in a same way since we have the desired energy estimate Lemma 2.5 and observation that $i\beta \partial_t \partial_j u + c$ scales in a subcritical way, Those two estimates controls the dynamic of $b$, which decides the dynamic of $\lambda$, this gives the third line and fifth line of (2.18).

Finally, one can see $b_s \sim \Gamma_b$, which ensures $b > 0$ (before blow up), and the Lyapounov control Proposition 4 in [26] gives the desired monotonicity of $\int |\nabla \epsilon|^2 + \|\epsilon\|^2 e^{-|y|}$, which gives the fourth line of (2.18).

Bootstrap Lemma 2.4 suffices to yield Theorem 2.1. Most constructions of log-log blow up dynamics in literature have such an associated part and they are more or less essentially similar and are well understood now. We refer to [7], [33], [35], [36]. See also [15] for a short summary.
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