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Abstract

Rotating machines have become indispensable in every field of life. Because of people's commitment to machines, the machine's faults have devastating consequences. Fault analysis of devices is common in the industry. Studies in the literature mostly work on simple models. These simple models become inefficient as data complexity increases. In this paper, three types of faults are detected in the drill bit of the CNC (Computer Numerical Control) machine. Deep LSTM (Long Short-Term Memory)-based classification model has been proposed for fault diagnosis of CNC machines. Different structures can be combined to obtain higher accuracy rates. The proposed method consists of two stages: (I) the feature extraction including time, frequency domain, and Morlet wavelet coefficients information from vibration signals from CNC machines, (II) the classification of fault types using deep LSTM model based on the extracted features. LSTM structures having two layers, three layers, four layers, and five layers have been proposed and then compared with each other with respect to the classification accuracy of fault diagnosis. The highest accuracy rate obtained in this study was 99.53%. It can be seen that deep LSTM gives outstanding results in the structures with sequential data input and the proposed system gives promising results in the field of fault analysis of machines.
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1. Introduction

With the advances in technology and science, the mechanical systems used in the modern industry have become more functional and more complex than ever. Rotating machines have become an indispensable part of the industry. Failure of the
rotating machinery, the decrease of the efficiency of the machine, or the stop of the machine even for a short period can cause significant damage to the workplace. Therefore, fault analysis in rotating machines is one of the most important issues in system design and maintenance. Fault analysis of rotating machines has basically three types of tasks: (1) to diagnose whether the system operates in a stable manner, (2) to diagnose the fault when it is in its initial phase or to estimate it before a fault occurs, (3) to predict the direction in which the fault will proceed before the faulty condition deteriorates [1]. Thus, fault analysis is shown as the identification of problems in the working conditions of the machines.

CNC machines can produce industrial parts that are free from human errors. They are often used to produce prototypes in the R&D field as well as to produce products in mass production. With the use of CNC machines, the workforce needed in the industry and the time required to carry out the process are considerably shortened. Due to these advantages, CNC machines have become indispensable today. It is essential to diagnose faults in such a widely used machine.

Measurement of parameters such as current, voltage, and vibration is often used to perform fault diagnosis in machines [2, 3, 4]. Because of the complexity of the signals obtained from the machines, it is impossible to make a fault diagnosis directly from the raw signal. Thus, a two-step method is commonly used for machine fault diagnosis, first in the feature extraction, and in the second stage in diagnosing the fault [1, 5]. The extracted features are used as input data of machine learning methods. There are a variety of machine learning methods, such as predictive methods, mathematical optimization, statistical learning, and classification. The most commonly used methods for fault diagnosis of rotating machines are classification and statistical learning. The most commonly used classification and statistical learning algorithms are the k nearest neighbor (k-NN) [6], the Bayesian Classifier [7], the Support Vector Machine (SVM) [8] and the artificial neural network (ANN) [9]. In recent years, deep learning algorithms have been used in the field of fault diagnosis.

Saravanan et al. (2009), using vibration signals, fuzzy logic, and decision tree structures, have performed error analysis work [27]. Sakthivel et al. (2010), C4.5 decision tree algorithm with the help of the analysis of centrifugal pump errors have done [28]. Pandya et al. (2012), for the diagnosis of bearing failure, feature extraction process with wavelet packet transformation, multi-layer ANN have performed the classification process [29]. Seshadrinath et al. (2013) used complex wavelets related to various errors occurring in induction motor drives. Discrete wavelet transform, DVM, and k nearest neighbor algorithms are also used for comparison [30]. Jafari et al. (2014) used the Acoustic Emission and ANN methods
to diagnose the valve failure of the internal combustion engine [31]. Ali et al. (2015), after performing the feature extraction process from vibration signals, performed the training of ANN structure with the obtained properties and conducted a study to predict bearing failure [32]. Janssens et al. (2016) conducted convective Neural Networks (ESA) based error analysis on spinning machines. In this study, the vibration signals are given by the servo motor during bearing failure, data preprocessing, feature extraction, feature selection, and ESA model creation stages were passed through the 93.61 and 87.25 accuracy rates were obtained [33]. Liu et al. (2018) conducted a comprehensive study with a k-nearest neighbor, naive Bayes classifier, DVM, ANN, and Deep Learning applications to perform error analysis on rotating machines [34]. Jing et al. (2017) obtained a high accuracy rate of 99.33 with the multi-layered ESA structure on the dataset formed by the PHM community with vibration signals received from the gearbox (gearbox) in the planetary arrangement. In this study, Random Forest (RO), DVM, and fully connected ANN operations were applied and the results were compared [35]. Kiranyaz et al. (2018) used a 1-dimensional ESA structure to diagnose the failure of the Modular Multilevel Transducer (MDSD) device. 2D ESA is mainly developed for image processing applications, so it is not efficient to use in vector-shaped data sets. Therefore, they preferred to use 1-dimensional ESA instead of 2-dimensional ESA in this study [36].

In this paper, deep LSTM classification has been formed for the diagnosis of the faults occurring at the drill bit of the CNC machine. First, feature extraction was performed from the vibration data. There are eight features in the time domain, eight features in the frequency domain, and five features with Morlet Wavelet Transform (MWT). After the feature extraction, the number of vibration data in the dataset was increased gradually to provide better results. The number of data was increased to 2, 4, 8, and 16 times, respectively. After increasing the number of data, the normalization process was applied to eliminate the significant differences between the data. Min-max and z-score normalization methods were preferred for the normalization process. After the normalization of the data, the deep Long-Short Time Memory (LSTM) was proposed for the classification process. A total of 4 deep LSTM networks were obtained by adding various layers to the LSTM method. In addition to these steps, the effects on the results have been observed by increasing the number of the LSTM layer outputs and changing the activation functions in the layers.

The sections of this paper are as follows; the dataset is presented in section 2. The classification procedures used for error analysis are shown in section 3. The experimental results and the case studies in this area are listed in section 4. Finally,
conclusions are given in section 5.

2. Material

The dataset used in this paper was obtained by Verma et al. to diagnose various wears that occurred at the drill bit of the CNC machine. In the study, EMCO Concept Mill 105 3-axis computerized CNC machine shown in Figure 1 is used [5].

![Figure 1. EMCO Concept Mill 105](image)

HSS Twist 9mm diameter drill bit was used to drill the metal plate. In order to capture the vibration data, a single axis accelerometer named PCB 63001 is used. The sampling frequency is 32.768 Hz. In order to convey the vibration data to the computer, the data acquisition system used the NI 9234 signal processing unit and the NI 9172 computer connection [5].

When measuring the vibration data, the rotational speeds of 160, 170, 180, 190, and 200 rpm are used in addition to the feed rates of 4mm, 8mm, and 12mm per minute. Thus, a total of 15 different variations are obtained. For each variation, 8-second vibration data is recorded both when drilling the metal plate and after drilling the metal plate. This procedure is repeated for 3 faults and 1 normal condition [5].

Chisel wear: At this stage, the recording is started as soon as the drill bit blinding occurs. The blin is resulting from high temperature, and tip deformation is shown in Figure 2(a) [12].
Flank wear: The wear occurs due to the friction force between the metal plate and the drill bit. This wear, which shown in Figure 2(b), increases as the rotational speed of the drill bit increases [12].

Outer corner wear: Due to the high frictional force that occurs between the drill bit and the inner side of the hole, the outer corner of the drill bit is worn out, and the piece can break off. This wear, as shown in Figure 2(c), may occur at one corner or both sides of the drill bit [12].

Figure 2. Drill Bit Wears (a) chisel wear (b) flank wear (c) outer corner wear [12].

The actual situation pictures of the faulty cases are given in Figure 3.
Figure 3. Actual Pictures of Faulty Situations (a) chisel wear (b) flank wear (c) outer corner wear [13].

In this dataset, the signals belonging to each fault and normal conditions are given in the below figures. Figure 4 shows the vibration signal of the drill blanking error in the dataset. Figure 5 gives the vibration signal of wear error of side of the drill bit. Figure 6 denotes the Vibration signal of wear error of the outer corner of the drill bit. Figure 7 demonstrates the vibration signal of the normal state in the dataset.

Figure 4. Vibration signal of drill blanking error in the dataset

Figure 5. Vibration signal of wear error of side of the drill bit in the dataset
3. The Proposed Method

In this paper, to carry out the classification of fault types in the CNC machines, a three stages hybrid model has been proposed. In the first stage, we have extracted the features including time domain, frequency domain, and Morlet wavelet coefficients from the vibration signals. In the second stage, to standardize the dataset, two different normalization methods comprising the z-score and min-max. normalization has been used. In the third stage, the normalized data have been classified by deep LSTM networks. In Fig. 8, the methods used for diagnosing the fault are shown in steps.

3.1. Feature Extraction Stage

In this study, 21 features from the vibration signals for each case in the dataset have been extracted from the vibration signals. Among these 21 features, eight features are extracted in the time domain. These features; absolute mean, maximum peak,
RMS value, variance, kurtosis, peak factor, shape factor, and skewness. Eight features are extracted through Fast Fourier Transform (FFT) and Discrete Cosine Transform (DCT). Five features are extracted through Morlet Wavelet Transform (MWT), which are standard deviations, wavelet entropy, kurtosis, skewness, and variance [17, 38, 39, 40].

Figure 8. The block diagram of the proposed method

3.2. Normalization Stage

We have used two different normalization methods including z-score and minimum-maximum normalization for the dataset. Z-score normalization is a strategy of normalizing data that stops this outlier problem. The equation for z-score
normalization is shown in Eq. (1).

\[ z - score = \frac{\text{value} - \mu}{\sigma} \]  

(1)

Here, \( \mu \) is the mean value of the feature and \( \sigma \) is the standard deviation of the feature.

Min-max. Normalization is one of the most common ways in order to normalize data. For every feature, the minimum value of that feature gets transformed into a 0, the maximum value gets transformed into a 1, and every other value gets transformed into a decimal between 0 and 1. The equation for Min.-max. Normalization is shown in Eq. (2).

\[ \text{Normalization} = \frac{\text{value} - \text{min.}}{\text{max.} - \text{min.}} \]  

(2)

3.3. Deep LSTM Classification Model

In this study, a multilayer classification algorithm based on deep LSTM is proposed to automatically recognize error types after the feature is extracted from vibration signals on CNC machines. Deep learning has recently been used frequently in problems such as biomedical, measurement systems, pattern recognition, control, communication, and electronic system design. In this study, 2-layer, 3-layer, 3-layer, and 4-layer LSTM models have been proposed and compared in terms of system performance in order to automatically identify four different error types. The block
The diagram of the proposed system is given in Figure 9. While creating multi-layer network structures, several layers were added to the LSTM method, and results were observed. New structures were formed by improving the layers on the observed results. A total of 4 structures are shown below. Table 1 shows the parameters of the Layers in LSTM modeling for our dataset.

The multilayered structures of the proposed deep LSTM are given below;
- LSTM layer + output layer (2 Layers),
- LSTM layer + pooling layer + fully-connected layer + output layer (4 Layers),
- LSTM layer + fully-connected layer + output layer (3 Layers),
- LSTM layer + 3 fully-connected layers + output layer (5 Layers)

Table 1. Parameters of the Layers in LSTM modelling for our dataset

| Layers             | Variables and Dimensions | Activation Functions |
|--------------------|--------------------------|----------------------|
| LSTM Layer         | 1-10 outputs           | ReLU function        |
|                    | 100 outputs            | Tanh function        |
| Fully Connected Layer | 30 nodes              | ReLU function        |
|                    |                         | Tanh function        |
| Pooling Layer      | S=2                     | -                    |
| Output Layer       | 6 outputs              | Softmax              |

4. Experimental Results

4.1. Performance Criteria

The performance criterion for the results is shown in Figure 10. Features were obtained in 4 areas. Then, a normalization layer containing three methods was applied for each feature area. Afterward, the results were obtained by 4 data segmentation methods for each normalization layer.

These procedures have been repeated for the 3 steps shown below.
- LSTM outputs number 10 and activation function is ReLU
- LSTM outputs number 10, and the activation function is TANH
- LSTM outputs number 100, and the activation function is TANH
4.2. Results

4.2.1. Time Domain Features Results

The best results obtained using only time-domain features are shown in this section. The results of the situation at which the output number of the LSTM layer is 10 and the activation function is the RELU is shown in Table 2. The best result for this situation is obtained with a 5-layer structure.

Table 2. The obtained classification accuracy results of LSTM output:10, ReLU (5 Layers) in the classification of fault diagnosis from the vibration signals based on only time-domain features

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30% Hold Out |
|------------|--------------------|---------------------|-----------------|----------------|
|            | minmax z-score     | standard           | minmax z-score  | standard       |
| Raw Data   | 53,33 21,67 38,33  | 52,50 19,17 40,00  | 36,67 23,33 23,33 | 36,11 19,44 27,78 |
| 2x Data    | 65,42 30,42 32,08  | 66,25 29,58 30,42  | 45,00 16,67 30,83 | 59,72 27,78 31,94 |
| 4x Data    | 71,67 50,62 37,92  | 73,54 49,79 36,46  | 54,58 34,58 34,58 | 63,89 52,08 37,50 |
| 8x Data    | 87,60 61,14 39,27  | 88,54 60,42 38,54  | 82,29 38,96 34,37 | 80,90 49,65 29,86 |
| 16x Data   | 91,15 83,96 40,16  | 90,00 85,21 41,77  | 88,33 79,06 36,56 | 90,10 80,90 40,62 |

The results of the situation at which the output number of the LSTM layer is 10 and
the activation function is the TANH is shown in Table 3. The best result for this situation is obtained with a 5-layer structure.

Table 3. The obtained classification accuracy results of LSTM output:10, TANH (5 Layers) in the classification of fault diagnosis from the vibration signals based on only time-domain features.

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30 % Hold Out |
|------------|--------------------|---------------------|-----------------|------------------|
|            | z-score standard   | z-score standard    | z-score standard |
| Raw Data   | 70,00 18,33        | 70,00 20,83         | 58,33 21,67     | 69,44 27,78      |
| 2x Data    | 78,33 32,25        | 76,25 32,65         | 69,17 23,33     | 84,72 26,38      |
| 4x Data    | 81,46 37,92        | 85,21 55,20         | 59,17 37,92     | 78,47 52,08      |
| 8x Data    | 88,54 44,06        | 88,96 74,89         | 85,62 55,00     | 85,07 56,59      |
| 16x Data   | 94,27 44,63        | 93,80 88,12         | 85,83 87,39     | 92,18 83,68      |

The results of the situation at which the output number of the LSTM layer is 100 and the activation function is the TANH is shown in Table 4. The best result for this situation is obtained with a 5-layer structure.

Table 4. The classification accuracies of LSTM output:100, TANH (5 Layers) in the classification of fault diagnosis from the vibration signals based on only time-domain features.

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30 % Hold Out |
|------------|--------------------|---------------------|-----------------|------------------|
|            | z-score standard   | z-score standard    | z-score standard |
| Raw Data   | 72,50 16,67        | 71,67 20,83         | 60,00 23,33     | 69,44 33,33      |
| 2x Data    | 77,92 33,75        | 78,75 32,92         | 64,17 23,33     | 76,39 26,39      |
| 4x Data    | 84,79 38,54        | 85,62 59,17         | 62,92 35,83     | 84,72 54,17      |
| 8x Data    | 87,71 42,29        | 89,58 80,94         | 88,96 52,29     | 86,11 60,76      |
| 16x Data   | 92,66 43,02        | 92,60 89,69         | 89,48 88,33     | 91,32 84,20      |

4.2.2. Frequency Domain Features Results

The best results obtained using only frequency domain features are shown in this section. The results of the situation at which the output number of the LSTM layer is 10 and the activation function is the RELU is shown in Table 5. The best result for this situation is obtained with a 5-layer structure.
Table 5. The obtained classification accuracy results of LSTM output:10, ReLU (5 Layers) in the classification of fault diagnosis from the vibration signals based on only frequency domain features

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30% Hold Out |
|------------|-------------------|---------------------|-----------------|----------------|
|            | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard |
| Raw Data   | 40,83   | 27,50   | 66,67   | 43,33   | 20,00   | 65,00   | 30,00   | 25,00   | 60,00   | 22,22   | 16,67   | 69,44   |
| 2x Data    | 62,50   | 32,50   | 75,83   | 62,92   | 37,08   | 72,08   | 56,67   | 19,17   | 74,17   | 59,72   | 23,61   | 76,38   |
| 4x Data    | 72,08   | 42,29   | 78,75   | 71,04   | 44,58   | 75,83   | 60,83   | 33,75   | 78,75   | 68,75   | 33,33   | 81,25   |
| 8x Data    | 77,70   | 56,35   | 80,00   | 77,50   | 58,23   | 81,25   | 71,87   | 44,17   | 76,46   | 81,25   | 52,43   | 78,82   |
| 16x Data   | 86,61   | 65,73   | 84,74   | **88,28** | 67,86   | 84,74   | 84,69   | 64,06   | 83,75   | 86,28   | 65,10   | 84,03   |

The results of the situation at which the output number of the LSTM layer is 10 and the activation function is the TANH is shown in Table 6. The best result for this situation is obtained with a 5-layer structure.

Table 6. The obtained classification accuracy results of LSTM output:10, TANH (5 Layers) in the classification of fault diagnosis from the vibration signals based on only frequency domain features

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30% Hold Out |
|------------|-------------------|---------------------|-----------------|----------------|
|            | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard |
| Raw Data   | 49,17   | 30,00   | 71,67   | 48,33   | 30,00   | 71,67   | 36,67   | 18,33   | 68,33   | 33,33   | 13,89   | 77,78   |
| 2x Data    | 66,67   | 40,83   | 80,00   | 67,50   | 38,75   | 80,42   | 55,00   | 20,83   | 75,83   | 77,78   | 31,94   | 76,39   |
| 4x Data    | 77,92   | 46,87   | 80,00   | 76,25   | 47,29   | 78,96   | 67,08   | 38,75   | 78,33   | 75,69   | 43,05   | 82,64   |
| 8x Data    | 77,71   | 61,35   | 79,79   | 79,79   | 61,04   | 81,77   | 73,75   | 50,00   | 76,25   | 81,25   | 57,29   | 81,25   |
| 16x Data   | 88,91   | 70,42   | 83,75   | **90,10** | 77,03   | 84,27   | 87,92   | 65,42   | 83,33   | 87,50   | 69,96   | 83,33   |

The results of the situation at which the output number of the LSTM layer is 100 and the activation function is the TANH is shown in Table 7. The best result for this situation is obtained with a 5-layer structure.

Table 7. The obtained classification accuracy results of LSTM output:100, TANH (5 Layers) in the classification of fault diagnosis from the vibration signals based on only frequency domain features

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30% Hold Out |
|------------|-------------------|---------------------|-----------------|----------------|
|            | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard | minma x | z-score | standard |
| Raw Data   | 59,17   | 23,33   | 71,67   | 58,33   | 25,83   | 71,67   | 40,00   | 30,00   | 76,67   | 50,00   | 13,89   | 72,22   |
| 2x Data    | 68,33   | 37,08   | 77,92   | 68,75   | 34,58   | 79,58   | 70,83   | 23,33   | 76,67   | 75,00   | 39,89   | 73,61   |
| 4x Data    | 78,75   | 50,00   | 79,17   | 80,62   | 53,33   | 81,04   | 70,00   | 40,42   | 77,08   | 81,94   | 51,39   | 83,33   |
| 8x Data    | 78,96   | 68,33   | 80,83   | 80,42   | 72,60   | 81,98   | 72,71   | 59,17   | 74,79   | 79,86   | 66,32   | 81,94   |
| 16x Data   | 91,04   | 81,35   | 84,27   | **92,34** | 83,75   | 84,69   | 89,79   | 77,92   | 83,96   | 92,01   | 81,60   | 82,46   |

The best result for this situation is obtained with a 5-layer structure. According to
the results obtained from frequency domain features, the best result is obtained when the LSTM output number is 100, the activation function is TANH, min-max normalization is applied, and the data number is increased to 16 times. At this stage, the best result is obtained through the 5-layer LSTM structure and 10-fold cross-validation method. When the above tables are examined, it is possible to obtain a maximum accuracy of 92.34% using only frequency domain features. Min-max normalization should be preferred for the best result, and high results are also obtained with non-normalized data, but the results do not exceed 90% in this wise. In this stage, the 10-fold cross-validation method is better than other methods.

### 4.2.3. Morlet Wavelet Features Results

The best results obtained using only Morlet Wavelet features are shown in this section. The results of the situation at which the output number of the LSTM layer is 10 and the activation function is the RELU is shown in Table 8. The best result for this situation is obtained with a 5-layer structure.

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30% Hold Out |
|------------|-------------------|---------------------|-----------------|-----------------|
|            | minmax z-score    | standard            | minmax z-score  | standard        |
| Raw Data   | 42,50 31,67 30,00 |                     | 44,17 33,33 25,00 | 36,67 23,33 25,00 | 36,11 30,55 11,11 |
| 2x Data    | 64,58 40,00 39,17 |                     | 63,33 41,25 34,58 | 59,17 26,67 26,67 | 62,50 31,94 30,55 |
| 4x Data    | 86,25 58,75 38,33 |                     | 86,46 63,33 41,04 | 83,33 42,50 37,08 | 88,89 59,03 43,05 |
| 8x Data    | 87,71 64,79 39,37 |                     | 88,02 64,37 40,52 | 84,37 59,17 34,58 | 88,89 63,89 34,37 |
| 16x Data   | 91,87 66,25 41,25 |                     | 91,09 68,49 42,13 | 87,92 56,46 40,21 | 92,01 62,85 39,76 |

The results of the situation at which the output number of the LSTM layer is 10 and the activation function is the TANH is shown in Table 9. The best result for this
situation is obtained with a 5-layer structure.

The results of the situation at which the output number of the LSTM layer is 100 and the activation function is the TANH is shown in Table 10.

**Table 10.** The obtained classification accuracy results of LSTM output:100, TANH (5 Layers) in the classification of fault diagnosis from the vibration signals based on only Morlet Wavelet Features

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30 % Hold Out |
|------------|--------------------|---------------------|-----------------|-----------------|
|            | minmax z-score     | standard minmax z-score standard |      | standard minmax z-score standard |
| Raw Data   | 56.67 25.83 32.50 | 61.67 28.33 30.00 | 48.33 31.67 28.33 | 50.00 30.56 30.56 |
| 2x Data    | 72.92 37.08 40.42 | 68.75 40.00 35.42 | 65.83 30.83 33.33 | 70.83 31.94 41.67 |
| 4x Data    | 87.29 58.75 37.08 | 87.50 65.21 41.46 | 87.50 42.50 36.67 | 91.67 56.25 38.89 |
| 8x Data    | 89.79 65.00 41.77 | 89.48 69.90 41.87 | 87.92 64.58 41.46 | 89.93 67.36 40.28 |
| 16x Data   | 92.40 72.60 41.30 | 93.02 75.21 42.50 | 89.69 72.08 40.94 | 93.75 73.96 40.28 |

The best result for this situation is obtained with a 5-layer structure. According to the results obtained from frequency domain features, the best result is obtained when the LSTM output number is 10, the activation function is TANH, min-max normalization is applied, and the data number is increased to 16 times. At this stage, the best result is obtained through the 5-layer LSTM structure, and 70-30% hold out method. When the above tables are examined, it is possible to obtain a maximum accuracy of 94.27% using only Morlet wavelet domain features. Min-max normalization should be preferred for the best result. In this stage, a 70-30% hold out method is better than other methods.

4.2.3. Hybrid Features Results

The best results obtained using hybrid features (all 21 features combining the time, frequency and Morlet wavelet domain features) are shown in this section. The results of the situation at which the output number of the LSTM layer is 10 and the activation function is the RELU is shown in Table 11. The best result for this situation is obtained with a 3-layer structure.

The results of the situation at which the output number of the LSTM layer is 10 and the activation function is the TANH is shown in Table 12. The best result for this situation is obtained with a 5-layer structure.

The results of the situation at which the output number of the LSTM layer is 100 and the activation function is the TANH is shown in Table 13.
Table 11. The obtained classification accuracy results of LSTM output:10, ReLU (3 Layers) in the classification of fault diagnosis from the vibration signals based on all 21 features combining the time, frequency and Morlet wavelet domain features.

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30 % Hold Out |
|------------|---------------------|---------------------|-----------------|-----------------|
| Raw Data   | min max: 48.33, 54.16 | z-score: 24.16, 54.16 | z-score: 50.00, 59.16 | z-score: 30.00, 35.00 |
| 2x Data    | min max: 71.66, 76.66 | z-score: 35.00, 76.66 | z-score: 71.25, 77.92 | z-score: 62.50, 49.16 |
| 4x Data    | min max: 96.46, 83.33 | z-score: 48.54, 83.33 | z-score: 96.87, 84.79 | z-score: 93.75, 80.00 |
| 8x Data    | min max: 97.92, 86.25 | z-score: 57.18, 86.25 | z-score: 98.02, 87.39 | z-score: 95.83, 80.83 |
| 16x Data   | min max: 99.06, 89.53 | z-score: 64.74, 89.53 | z-score: 99.16, 90.26 | z-score: 98.75, 88.75 |

Table 12. The obtained classification accuracy results of LSTM output:10, TANH (5 Layers) in the classification of fault diagnosis from the vibration signals based on all 21 features combining the time, frequency and Morlet wavelet domain features.

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30 % Hold Out |
|------------|---------------------|---------------------|-----------------|-----------------|
| Raw Data   | min max: 62.50, 74.17 | z-score: 30.00, 70.00 | z-score: 74.17, 72.50 | z-score: 50.00, 48.33 |
| 2x Data    | min max: 82.08, 84.17 | z-score: 44.17, 81.25 | z-score: 84.17, 82.92 | z-score: 65.83, 76.67 |
| 4x Data    | min max: 96.67, 96.87 | z-score: 63.33, 86.04 | z-score: 96.87, 86.46 | z-score: 96.67, 82.92 |
| 8x Data    | min max: 98.02, 98.26 | z-score: 70.83, 87.81 | z-score: 98.26, 88.44 | z-score: 96.67, 85.42 |
| 16x Data   | min max: 98.85, 98.85 | z-score: 81.41, 91.09 | z-score: 99.27, 91.82 | z-score: 98.54, 89.48 |

Table 13. The obtained classification accuracy results of LSTM output:100, TANH (3 Layers) in the classification of fault diagnosis from the vibration signals based on all 21 features combining the time, frequency and Morlet wavelet domain features.

| Input Size | 5 Cross-Validation | 10 Cross-Validation | 50-50% Hold Out | 70-30 % Hold Out |
|------------|---------------------|---------------------|-----------------|-----------------|
| Raw Data   | min max: 74.17, 76.67 | z-score: 28.33, 76.67 | z-score: 79.17, 79.17 | z-score: 68.33, 73.33 |
| 2x Data    | min max: 86.67, 87.92 | z-score: 47.92, 85.42 | z-score: 90.42, 85.00 | z-score: 85.83, 80.83 |
| 4x Data    | min max: 98.33, 98.54 | z-score: 70.42, 87.92 | z-score: 98.54, 88.33 | z-score: 97.92, 87.92 |
| 8x Data    | min max: 98.44, 98.96 | z-score: 80.31, 89.68 | z-score: 98.96, 90.73 | z-score: 97.92, 85.62 |
| 16x Data   | min max: 99.43, 99.53 | z-score: 89.58, 92.34 | z-score: 99.53, 93.02 | z-score: 98.96, 90.94 |

The best result for this situation is obtained with a 3-layer structure. According to the results obtained from hybrid features, the best result is obtained when the LSTM output number is 100, the activation function is TANH, min-max normalization is applied, and the data number is increased to 16 times. At this stage, the best result is obtained through the 3-layer LSTM structure and 10-fold cross-validation method. When the above tables are examined, it is possible to obtain a maximum accuracy.
of 99.53% using all features. Min-max normalization should be preferred for the best result. In this stage, the 10-fold cross-validation method is better than other methods.

4.3. Discussion

Compared to previous studies in this area, the LSTM method offers both easier feasibility and higher accuracy ratios. However, it is seen that only the LSTM layer is not sufficient in complex data. Only one study using the drill bit monitoring data set was found in the literature search. This study and our method’s results are shown in Table 14. The other studies and their accuracy ratios in the literature are shown in Table 15.

Table 14. The conducted studies using same dataset in literature

| Authors                       | Year | Method        | Features                  | Classification Accuracy (%) |
|-------------------------------|------|---------------|---------------------------|----------------------------|
| Thirukovalluru at al. [18]    | 2016 | SVM           | FFT                       | 99.3                       |
|                               |      |               | WPT                       | 96.46                      |
| Our Study                     | 2019 | Deep LSTM     | Time-Frequency-Wavelet    | 99.53                      |

Table 15. The comparison of our method with other classifier algorithms in the classification of fault diagnosis using different datasets in the literature

| Authors                                      | Year | Method          | Accuracy Ratio (%) |
|----------------------------------------------|------|-----------------|--------------------|
| Zarekar, Khajavi & Payganeh [19]             | 2019 | EEMD & MLP      | 78.3               |
| Nerella, Ratnam & Rao [20]                   | 2018 | ANN             | 93.10              |
| Yang, Han & Hwang [21]                       | 2005 | SVM (All features) | 97.50              |
| Konar & Chattopadhyay [22]                   | 2011 | ANN             | 96.67              |
| Li at al. [23]                               | 2000 | ANN             | 96.25              |
| Janssens at al. [24]                         | 2016 | CNN             | 93.61              |
| Sathish & Karthick [25]                      | 2018 | HAIWF           | 67                 |
| Li, Huang & Ji [26]                          | 2019 | CNNEPDNN        | 98.10              |
|                                              |      | CNN             | 97.79              |
|                                              |      | DNN             | 89.89              |

As it is done in this paper, LSTM provides high-level results when supported by
different structures. As can be seen in Table 15, the accuracy ratios increase to 90% and above when the number of data is doubled.

5. Conclusions

When the studies in the field of fault diagnosis in rotating machines are examined, it is seen that LSTM and its variations are rarely used. In this study, the LSTM method is successful in applications with sequential input data. It was found that generating different ANN structures without being dependent on the single-layer structure is efficient. Also, the effect of the output number of the LSTM layer and the activation functions used in the layers were observed. As a result of the transactions carried out, the fault diagnosis was carried out successfully with 99.53% accuracy rate. With this study, it has been shown that outstanding results can be obtained in more complex data in this area. When using LSTM in the field of fault diagnosis in rotating machines, it is seen that only the LSTM layer is not sufficient. Also, it is seen that there is no need for algorithms with too many layers in order to get the best results, and if the right choices are made, the best results can be obtained even in 3 layers structures. While the K Fold Cross Validation system is used for classifications, the accuracy rate increases as k number increases. However, the doubling of the number of k increases the processing time by approximately 100%. This is a drawback for large datasets. Also, the number of outputs of the LSTM layer significantly affects the processing time. The effect of normalizing the input data on the result is also observed. The best result is obtained with min-max normalization. With non-normalized data, rarely more than 90% of results can be obtained. As a result of the observations, if the output number of the LSTM layer is set to be more than 100, the result is not changed. It was also found that the pooling layer did not change the result but increased the processing time. This shows that; the algorithms developed for image processing applications, such as CNN, need to be modified to give results in sequential data. Otherwise, no results are obtained or the yield is very low.
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