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Abstract

We investigate the instability and stability of some steady-states of a three-dimensional nonhomogeneous incompressible viscous flow driven by gravity in a bounded domain $\Omega$ of class $C^2$. When the steady density is heavier with increasing height (i.e., the Rayleigh-Taylor steady-state), we show that the steady-state is linear unstable (i.e., the linear solution grows in time in $H^2$) by constructing a (standard) energy functional and exploiting the modified variational method. Then, by introducing a new energy functional and using a careful bootstrap argument, we further show that the steady-state is nonlinear unstable in the sense of Hadamard. When the steady density is lighter with increasing height, we show, with the help of a restricted condition imposed on steady density, that the steady-state is linearly globally stable and nonlinearly locally stable in the sense of Hadamard.
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1. Introduction

The motion of a three-dimensional (3D) nonhomogeneous incompressible viscous fluid in the presence of a uniform gravitational field in a bounded domain $\Omega \subset \mathbb{R}^3$ of $C^2$-class is governed by the following Navier-Stokes equations:

\begin{align*}
\rho_t + \mathbf{v} \cdot \nabla \rho &= 0, \\
\rho \mathbf{v}_t + \rho \mathbf{v} \cdot \nabla \mathbf{v} + \nabla p &= \mu \Delta \mathbf{v} - \rho \mathbf{e}_3, \\
\text{div} \mathbf{v} &= 0,
\end{align*}

where the unknowns $\rho := \rho(t, \mathbf{x})$, $\mathbf{v} := \mathbf{v}(t, \mathbf{x})$ and $p := p(t, \mathbf{x})$ denote the density, velocity and pressure of the fluid, respectively; $\mu > 0$ stands for the coefficient of shear viscosity, $g > 0$ for the gravitational constant, $\mathbf{e}_3 = (0, 0, 1)$ for the vertical unit vector, and $-g \mathbf{e}_3$ for the gravitational force. In the system (1.1) the equation (1.1)\textsubscript{1} is the continuity equation, while (1.1)\textsubscript{2} describes the balance law of momentum.

The stability/instability of viscous incompressible flows governed by the Navier-Stokes equations is a classical subject with a very extensive literature over more than 100 years. In this
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paper we study the instability and stability of the following steady-state to the system (1.1):
\[ \begin{align*}
\mathbf{v}(t, \mathbf{x}) &\equiv \mathbf{0}, \\
\nabla \bar{p} &= -\bar{\rho} \mathbf{e}_3 \quad \text{in } \Omega.
\end{align*} \]

It is easy to show that the steady density \( \bar{\rho} \) only depends on \( x_3 \), the third component of \( \mathbf{x} \), provided \( \bar{\rho} \in C^1(\Omega) \). Hence we denote \( \bar{\rho}' := \partial_{x_3} \bar{\rho} \) in this paper for simplicity. Moreover, we can compute out the corresponding steady pressure \( \bar{p} \) determined by \( \bar{\rho} \). Now, denote the perturbation by
\[ \begin{align*}
\varrho &= \rho - \bar{\rho}, \\
\mathbf{u} &= \mathbf{v} - \mathbf{0}, \\
q &= p - \bar{p},
\end{align*} \]
then, \( (\varrho, \mathbf{u}, q) \) satisfies the perturbed equations:
\[ \begin{align*}
\varrho_t + \mathbf{u} \cdot \nabla (\varrho + \bar{\rho}) &= 0, \\
(\varrho + \bar{\rho}) \mathbf{u}_t + (\varrho + \bar{\rho}) \mathbf{u} \cdot \nabla \mathbf{u} + \nabla q &= \mu \Delta \mathbf{u} - g \varrho \mathbf{e}_3, \\
div \mathbf{u} &= 0.
\end{align*} \] (1.2)

To complete the statement of the perturbed problem, we specify the initial and boundary conditions:
\[ \begin{align*}
(\varrho, \mathbf{u})|_{t=0} &= (\varrho_0, \mathbf{u}_0) \quad \text{in } \Omega \quad \text{(1.3)}
\end{align*} \]
and
\[ \mathbf{u}|_{\partial \Omega} = \mathbf{0} \quad \text{for any } t > 0. \] (1.4)

Moreover, the initial data should satisfy the compatibility condition \( \text{div} \mathbf{u}_0 = 0 \).

If we linearize the equations (1.2) around the steady state \( (\bar{\rho}, \mathbf{0}) \), then the resulting linearized equations read as
\[ \begin{align*}
\varrho_t + \bar{\rho}' u_3 &= 0, \\
\bar{\rho} \mathbf{u}_t + \nabla q &= \mu \Delta \mathbf{u} - g \varrho \mathbf{e}_3, \\
div \mathbf{u} &= 0,
\end{align*} \] (1.5)
where \( u_3 \) denotes the third component of \( \mathbf{u} \).

First we consider the case that the steady-state is unstable, this situation corresponds to the well-known Rayleigh-Taylor (RT) instability. So, we consider the following RT density profile \( \bar{\rho} := \bar{\rho}(\mathbf{x}) \) which exists and satisfies
\[ \begin{align*}
\bar{\rho} &\in C^2(\Omega), \\
\inf_{\mathbf{x} \in \Omega} \{ \bar{\rho}(\mathbf{x}) \} > 0, \quad \text{(1.6)}
\end{align*} \]
and
\[ \bar{\rho}'(\mathbf{x}_0) > 0 \quad \text{for some } \mathbf{x}_0 \in \Omega. \] (1.7)

The condition (1.7) means that there is a region in which the RT density profile has larger density with increasing \( x_3 \) (height), thus leading to the linear and nonlinear RT instability as shown in Theorem 1.1 and 1.2 below.

The RT instability is well known as gravity-driven instability in fluids when a heavy fluid is on top of a light one. Instability of the linearized problem (i.e. linear instability) for an incompressible fluid was first introduced by Rayleigh in 1883 [25]. In 2003, Hwang and Guo [15] proved the nonlinear RT instability of \( \| (\varrho, \mathbf{u}) \|_{L^2(\Omega)} \) in the sense of Hadamard for a 2D nonhomogeneous incompressible inviscid fluid (i.e. \( \mu = 0 \) in (1.2)–(1.3)) with boundary condition
to \( \Omega \), where \( \Omega = \{(x_1, x_2) \in \mathbb{R}^2 \mid -l < x_2 < m\} \) and \( \mathbf{n} \) denotes the outer normal vector to \( \partial \Omega \). Recently, Jiang et al. [17] showed the nonlinear RT instability of \( \|u_3\|_{L^2(\mathbb{R}^3)} \) for the Cauchy problem of (1.2) in the sense of Lipschitz structure, and further gave the nonlinear RT instability of \( \|u_3\|_{L^2(\Omega)} \) in [18] in the sense of Hadamard in a unbounded horizontal period domain \( \Omega \). In addition, similar results of linear or nonlinear RT instability were established for two layer incompressible or compressible fluids with a free interface (so-called stratified fluids), where the RT steady-state solution is a denser fluid lying above a lighter one separated by a free interface and the domain is also a flat domain (such as \( \mathbb{R}^3 \), an infinite slab domain and a horizontal period domain), please refer to [12, 13, 24, 26] for incompressible and compressible stratified fluids, and [4, 14, 19, 20] for stratified MHD fluids.

To our best knowledge, however, it is still open mathematically whether there exists an unstable solution to the linearized problem of (1.2)–(1.4) and the nonlinear problem (1.2)–(1.4) in the sense of Hadamard. There are a number of articles studying the instability of flows in a flat domain, such as [4, 14, 19, 20] for stratified MHD fluids.

The first main result is on the linear instability and reads as follows.

**Theorem 1.1** (Linear instability). Assume that the steady density profile \( \bar{\rho} \) satisfies (1.6), (1.7). Then the steady state \((\bar{\rho}, \mathbf{0})\) of the linearized system (1.3)–(1.5) is linearly unstable. That is, there exists an unstable solution

\[
(\varrho, \mathbf{u}, q) := e^{\Lambda t}(\tilde{v}_3/\Lambda, \tilde{\mathbf{v}}, \tilde{\rho})
\]

to (1.3)–(1.5), where \((\tilde{\mathbf{v}}, \tilde{\rho}) \in H^2 \times H^1\) solves the following boundary problem

\[
\begin{aligned}
\Lambda^2 \tilde{\mathbf{v}} + \Lambda \nabla \tilde{q} &= \Lambda \mu \Delta \tilde{\mathbf{v}} + g \tilde{\rho} \tilde{v}_3 \mathbf{e}_3, \\
\text{div} \tilde{\mathbf{v}} &= 0, \quad \tilde{\mathbf{v}}|_{\partial \Omega} = 0
\end{aligned}
\]

with the constant growth rate \( \Lambda \) defined by

\[
\Lambda^2 = \sup_{\tilde{w} \in H^2_0(\Omega)} \frac{\int \tilde{\rho} \tilde{w}_3^2 \, dx - \Lambda \mu \int |\nabla \tilde{w}|^2 \, dx}{\int \tilde{\rho} |\tilde{w}|^2 \, dx}. \tag{1.9}
\]

Moreover, \( \tilde{\mathbf{v}} \) satisfies \( \tilde{v}_3 \neq 0 \), \( \tilde{v}_1^2 + \tilde{v}_2^2 \neq 0 \). In particular,

\[
\|(\varrho, \mathbf{u}, q)(t)\|_{L^2} \to \infty, \quad \text{as } t \to \infty. \tag{1.10}
\]
Remark 1.1. For any \( \epsilon > 0 \), \((\epsilon_0, \epsilon u, \epsilon q)\) is still a solution of (1.3)–(1.5) with the initial data that can be made arbitrarily small. This solution is obviously unstable thanks to (1.10).

We sketch the proof framework for Theorem 1.1. To construct a solution to the linearized equations (1.5) that has growing \( H^k \)-norm for any \( k \), we shall make a growing normal mode ansatz of solutions, i.e.,
\[
\varrho(x) = \tilde{\varrho}(x) e^{\lambda t}, \quad u(x) = \tilde{u}(x) e^{\lambda t}, \quad q(x) = \tilde{q}(x) e^{\lambda t} \quad \text{for some } \lambda > 0.
\]
Substituting this ansatz into (1.5), one obtains the time-independent system
\[
\begin{cases}
\Lambda \tilde{\varrho} + \rho' \tilde{v}_3 = 0, \\
\Lambda \tilde{\varrho} \tilde{v} + \nabla \tilde{p} = \mu \Delta \tilde{v} - g \rho' \tilde{e}_3, \\
\operatorname{div} \tilde{v} = 0, \quad \tilde{v}|_{\partial \Omega} = 0.
\end{cases}
\]
(1.11)

Then eliminating \( \tilde{\varrho} \) by using the first equation, we arrive at the boundary problem (1.8). For the domain \( \Omega \), which is not a flat domain, we can not adapt the methods as in [12, 13, 15, 17], where the boundary problem (1.8) can be changed to ordinary differential equations (ODEs) by employing the horizontal Fourier transform. In [13], Guo and Tice used a modified variational method to construct a solution to a class of ODEs arising from the linearized partial differential equations (PDEs). In this paper, we extend the modified variational method for ODEs in [13] to the PDEs (1.8) to construct a solution of (1.8). In view of the basic idea of the modified variational method, we first modify the boundary problem (1.11) as follows.
\[
\begin{cases}
\Lambda^2 \tilde{\varrho} \tilde{v} + \Lambda \nabla \tilde{p} = s \mu \Delta \tilde{v} + g \rho' \tilde{v}_3 \tilde{e}_3, \\
\operatorname{div} \tilde{v} = 0, \quad \tilde{v}|_{\partial \Omega} = 0.
\end{cases}
\]
(1.12)

which has a standard energy \( E(\tilde{v}, s) \) (see (2.1)) and an associated admissible set \( \mathcal{A} \) (see (2.2)). Denoting \( \alpha(s) := \sup_{\tilde{v} \in \mathcal{A}} E(\tilde{v}, s) \), then by virtue of the variational method, there exists a pair of functions \((\tilde{v}, \tilde{p})\) which solves (1.12) with \( \Lambda = \sqrt{\alpha(s)} \) for each \( s > 0 \). By investigating the properties of \( \alpha(s) \), we further find that there is a finite interval \((0, \mathcal{S})\) such that \( \alpha(s) \in C(0, \mathcal{S}) \) and \( \alpha(s) > 0 \) on \((0, \mathcal{S})\). Moreover, \( \lim_{s \rightarrow 0} \alpha(s) > 0 \) and \( \lim_{s \rightarrow \mathcal{S}} \alpha(s) = 0 \). It is not difficult to see that by a fixed point argument, we immediately get functions \((\tilde{v}, \tilde{p})\) satisfying (1.12) with \( \Lambda = \sqrt{\alpha(L)} > 0 \). Thus we conclude Theorem 1.1.

Based on Theorem 1.1, we can establish the following nonlinear instability result.

Theorem 1.2 (Nonlinear instability). Assume that the RT density profile \( \bar{\varrho} \) satisfies (1.6) and
\[
\inf_{x \in \Omega} \{ \bar{\varrho}(x) \} > 0.
\]
(1.13)

Then, the steady state \((\bar{\varrho}, 0)\) of the system (1.2)–(1.4) is unstable in the Hadamard sense, that is, there are positive constants \( \Lambda, m_0, \varepsilon \) and \( \delta_0 \), and functions \((\bar{\varrho}_0, \bar{u}_0) \in H^2 \times H^2\), such that for any \( \delta \in (0, \delta_0) \) and the initial data \((\varrho_0, u_0) := (\delta \bar{\varrho}_0, \delta \bar{u}_0)\) there is a unique strong solution \((\varrho, u) \in C^0([0, T_{\text{max}}], L^2 \times H^2)\) of (1.2)–(1.4) with a associated pressure \( p \in H^1 \), such that
\[
\|\varrho(T^\delta)\|_{L^2}, \quad \|(u_1, u_2)(T^\delta)\|_{L^2}, \quad \|u_3(T^\delta)\|_{L^2} \geq \varepsilon
\]
for some escape time \( T^\delta := \frac{1}{\Lambda} \ln \frac{2m_0}{m_0} \in (0, T_{\text{max}}) \), where \( T_{\text{max}} \) denotes the maximal time of existence of the solution \((\varrho, u)\).
Now we sketch the main idea in the proof of Theorem \(1.1\). Similarly to \([13, 15]\), we can use energy estimates to show that \(\Lambda\) in \(e^{\mathcal{M}}\) constructed in Theorem \(1.1\) is the sharp growth rate in the norm \(\sqrt{\|\theta\|_{L^2}^2 + \|u\|_{L^2}^2}\). This means that the initial velocity \(u_0 \in L^2\) should be divergence-free (i.e., the compatibility condition \(\text{div}u_0 = 0\)). So, if we use Duhamel’s principle in the standard bootstrap argument, the nonlinear term “\((\rho + \bar{\rho})u \cdot \nabla u + \rho u_e\)” in \(1.2\) should belong to \(L^2\) and satisfy the compatibility condition of divergence-free. Unfortunately, the nonlinear term does not possess the property of divergence-free in general. We remark here that for weak solutions, this will not yields any difficulties because the compatibility conditions of high order are not needed as studied in other articles (see \([1, 9]\) for examples). To circumvent this obstacle, we shall use some specific energy estimates to replace Duhamel’s principle. However, in the derivation of the energy estimates, we find that we have to control \(u_{it}\), hence the nonlinear solution must be a classical solution, this requires that the initial velocity of the nonlinear problem has to satisfy the higher compatibility conditions (such as \(u|_{t=0} = \ldots\)).

However, the initial velocity of the linear solution constructed in Theorem \(1.1\) could not satisfy the higher compatibility condition of the initial velocity for the nonlinear system \((1.2) - (1.4)\). To overcome this difficulty, we introduce a new energy functional \(E_N(\tilde{\rho}, \tilde{v})\) (see \((3.2)\)) with a new admissible set \(\mathcal{A}_N\) (see \((3.3)\)) for the time-independet system \((1.11)\) under the condition \((1.13)\). It is interesting that the growth rate re-defined by

\[
\Lambda := \sup_{(\tilde{\rho}, \tilde{v}) \in \mathcal{A}_N} E_N(\tilde{\rho}, \tilde{v}) \quad \text{(1.14)}
\]

is equal to the growth rate constructed by \((1.9)\) (see Proposition \(3.2\)). This fact is very important, since we shall further show that \(\Lambda\) of \(e^{\mathcal{M}}\) is the sharp growth rate in the lower norm \(\sqrt{\|\theta\|_{L^2}^2 + \|u\|_{L^2}^2}\) by \((1.14)\). This shows that the initial data of the linear solutions can be used as the initial data of the strong solutions to the nonlinear system \((1.2) - (1.4)\). Consequently, we can circumvent the problem of the higher compatibility condition.

An interesting question arises whether the nonlinear system is stable when the steady density is lighter with increasing height (i.e., \(\tilde{\rho}(x) \leq 0\) for any \(x \in \Omega\)). Unfortunately, we still can not give a complete answer to this question. We have, however, the following stability results by employing the standard energy method, if \(\tilde{\rho}\) satisfies an additional condition.

**Theorem 1.3** (Linear and nonlinear stability). Assume that \(\tilde{\rho}(x)\) satisfy \((1.6)\) and

\[
\sup_{x \in \Omega} \{\tilde{\rho}'(x)\} < 0. \quad \text{(1.15)}
\]

(1) Then the linearized system \((1.3) - (1.5)\) is globally stable. That is, for any \((\varrho_0, u_0) \in H^1 \times H^2\), there exits a unique global strong solution \((\varrho, u) \in C^0((0, \infty), L^2 \times H^2)\) to \((1.3) - (1.5)\), such that for any \(t > 0\),

\[
\|\varrho(t)\|_{L^2}^2 + \int_0^t \|\nabla u\|_{L^2}^2 ds \leq C\|\varrho_0, u_0\|_{L^2}^2, \quad \text{(1.16)}
\]

\[
\|\nabla u(t)\|_{H^1}^2 + \int_0^t \|\nabla u_t\|_{L^2}^2 ds \leq C\|\varrho_0, u_0, \Delta u_0\|_{L^2}^2, \quad \text{(1.17)}
\]

where the constant \(C\) only depends on \(\varrho, \mu\) and \(\tilde{\rho}\). Moreover, \(u\) is asymptotically stable, i.e.,

\[
\|u(t)\|_{H^1} \to 0 \quad \text{as} \ t \to \infty. \quad \text{(1.18)}
\]
If we further assume that $\bar{\rho}'$ is constant, then the nonlinear system \((1.2)-(1.4)\) is locally stable. That is, for any $K > 0$, there is a $\delta_0 := \delta_0(K) > 0$, such that for any $(\varrho_0, u_0) \in H^1 \times H^2$ satisfying

$$
\|(\varrho_0, u_0, \Delta u_0)\|_{L^2} \leq \delta_0 \quad \text{and} \quad 0 < \inf_{x \in \Omega} \{(\varrho_0 + \bar{\rho})(x)\} \leq \sup_{x \in \Omega} \{(\varrho_0 + \bar{\rho})(x)\} \leq K,
$$

there exists a unique global strong solution $(\varrho, u) \in C^0((0, \infty), L^2 \times H^2)$ to \((1.2)-(1.4)\) satisfying \((1.18), (1.16)\) with a different constant $C$ depending on $g, \mu$ and $\bar{\rho}$ only, and

$$
\|\nabla u(t)\|_{L^1}^2 + \int_0^t \|\nabla u_t\|_{L^2}^2 ds \leq C(K)\|(\varrho_0, u_0, \Delta u_0)\|_{L^2}^2, \quad \forall t > 0, \quad (1.19)
$$

where the constant $\delta_0(K)$ depends on $g, \mu$ and $\bar{\rho}$, and is nonincreasing on $K$, and the constant $C(K)$ depends on $g, \mu$ and $\bar{\rho}$, and is nondecreasing on $K$.

**Remark 1.2.** We point out that the smallness condition on the initial data in (2) of Theorem 1.3 is needed in the derivation of the higher order stable estimate (1.19).

The rest of this paper is organized as follows: In Sections 2, 5 and 6 we give the proof of Theorem 1.1, 1.2 and 1.3 respectively. In Section 3 and 4 we analyze the growth rates and deduce the nonlinear energy estimates, which will be used in the proof of Theorem 1.3.

2. Proof of the linear instability

In this section, we adapt the modified variational method to show Theorem 1.1. First, multiplying (1.8) by $\tilde{v}$ and integrating the resulting identity, we get

$$
\Lambda^2 \int \bar{\rho} \tilde{v}^2 dx = g \int \bar{\rho} \tilde{v}_3^2 dx - s\mu \int |\nabla \tilde{v}|^2 dx.
$$

Hence the standard energy functional of (1.12) can be given by

$$
E(\tilde{v}) = g \int \bar{\rho} \tilde{v}_3^2 dx - s\mu \int |\nabla \tilde{v}|^2 dx \quad (2.1)
$$

with an associated admissible set

$$
\mathcal{A} := \left\{ \tilde{v} \in H^s_0 \mid J(\tilde{v}) := \int \bar{\rho} \tilde{v}^2 dx = 1 \right\}. \quad (2.2)
$$

Thus we can find a $\Lambda$ by maximizing

$$
\Lambda^2 := \sup_{\tilde{v} \in \mathcal{A}} E(\tilde{v}). \quad (2.3)
$$

Obviously, $\sup_{\tilde{v} \in \mathcal{A}} E(\tilde{v}) < \infty$ for any $s \geq 0$. In order to emphasize the dependence of $E(\tilde{v})$ upon $s > 0$, we will sometimes write

$$
E(\tilde{v}, s) := E(\tilde{v}) \quad \text{and} \quad \alpha(s) := \sup_{\tilde{v} \in \mathcal{A}} E(\tilde{v}, s).
$$

Next we show that a maximizer of (2.3) exists, and that the corresponding Euler-Lagrange equations are equivalent to (1.12).
Proposition 2.1. Assume that the steady density profile \( \tilde{\rho} \) satisfy

\[
\tilde{\rho} \in C^1(\bar{\Omega}), \quad \inf_{x \in \Omega} \{ \tilde{\rho}(x) \} > 0,
\]

then for any but fixed \( s > 0 \), the following assertions are valid.

1. \( E(\tilde{\mathbf{v}}) \) achieves its supremum on \( \mathcal{A} \).

2. Let \( \tilde{\mathbf{v}}_0 \) be a maximizer and \( \Lambda := \sqrt{\sup_{\tilde{\mathbf{v}} \in \mathcal{A}} E(\tilde{\mathbf{v}})} > 0 \), then there exists a corresponding pressure field \( \bar{\rho}_0 \) associated to \( \tilde{\mathbf{v}}_0 \), such that the triple \( (\tilde{\mathbf{v}}_0, \bar{\rho}_0, \Lambda) \) satisfies the boundary problem (1.12). Moreover, \( (\tilde{\mathbf{v}}_0, \bar{\rho}_0) \in H^2 \times H^1 \).

\begin{proof}
(1) Let \( \tilde{\mathbf{v}}_n \in \mathcal{A} \) be a maximizing sequence, then \( E(\tilde{\mathbf{v}}_n) \) is lower bound. This together with (2.2) implies that \( \tilde{\mathbf{v}}_n \) is bounded in \( H^1 \). So, there exists a \( \tilde{\mathbf{v}}_0 \in H^1 \cap \mathcal{A} \) and a subsequence (still denoted by \( \tilde{\mathbf{v}}_n \) for simplicity), such that \( \tilde{\mathbf{v}}_n \to \tilde{\mathbf{v}}_0 \) weakly in \( H^1 \) and strongly in \( L^2 \). Moreover, by the lower semi-continuity, one has

\[
\sup_{\tilde{\mathbf{v}} \in \mathcal{A}} E(\tilde{\mathbf{v}}) = \lim_{n \to \infty} \sup E(\tilde{\mathbf{v}}_n) = \lim_{n \to \infty} E(\tilde{\mathbf{v}}_n) \geq E(\tilde{\mathbf{v}}_0) \geq \sup_{\tilde{\mathbf{v}} \in \mathcal{A}} E(\tilde{\mathbf{v}}),
\]

which shows that \( E(\tilde{\mathbf{v}}) \) achieves its supremum on \( \mathcal{A} \).

(2) To show the second assertion, we notice that since \( E(\tilde{\mathbf{v}}) \) and \( J(\tilde{\mathbf{v}}) \) are homogeneous of degree \( 2 \), (2.3) is equivalent to

\[
\Lambda^2 = \sup_{\tilde{\mathbf{v}} \in H^1_0} \frac{E(\tilde{\mathbf{v}})}{J(\tilde{\mathbf{v}})}.
\]

For any \( \tau \in \mathbb{R} \) and \( \mathbf{w} \in H^1_0 \), we take \( \tilde{\mathbf{w}}(\tau) := \tilde{\mathbf{v}}_0 + \tau \mathbf{w} \). Then (2.5) implies

\[
E(\tilde{\mathbf{w}}(\tau)) - \Lambda^2 J(\tilde{\mathbf{w}}(\tau)) \leq 0.
\]

If we set \( I(\tau) = E(\tilde{\mathbf{w}}(\tau)) - \Lambda^2 J(\tilde{\mathbf{w}}(\tau)) \), then we see that \( I(\tau) \in C^1(\mathbb{R}) \), \( I(\tau) \leq 0 \) for all \( \tau \in \mathbb{R} \) and \( I(0) = 0 \). This implies \( I'(0) = 0 \). Hence, a direct computation leads to

\[
\Lambda^2 \int \tilde{\rho} \tilde{\mathbf{v}}_0 \cdot \mathbf{w} \, dx + s \mu \int \nabla \mathbf{v}_0 : \nabla \mathbf{w} \, dx = g \mathbf{e}_3 \cdot \tilde{\mathbf{w}} \, dx
\]

which implies that \( \tilde{\mathbf{v}} \) is a weak solution to the boundary problem (1.12). Here \( \tilde{\mathbf{v}}_0 \) denotes the third component of \( \mathbf{v}_0 \). Thus, it follows from the classical regularity theory on the Stokes equations (see [2, Theorem II.6.1]) and the condition (2.4) that there are constants \( c_1 \) dependent of the domain \( \Omega \), and \( c_2 \) dependent of \( g, \Lambda, \Omega \) and \( \tilde{\rho} \), such that

\[
\| \tilde{\mathbf{v}} \|_{H^2} + \Lambda \| \nabla \tilde{\rho}_0 \|_{L^2} \leq c_1 \| (g \rho \tilde{\mathbf{v}}_0 \mathbf{e}_3 - \Lambda^2 \tilde{\rho} \tilde{\mathbf{v}}_0) / (s \mu) \|_{L^2} \leq c_2,
\]

where \( \tilde{\rho}_0 \in H^1 \) is the corresponding pressure field associated to \( \tilde{\mathbf{v}}_0 \). This completes the proof.
\end{proof}

Next, we want to show that there is a fixed point such that \( \Lambda = s > 0 \). To this end, we first give some properties of \( \alpha(s) \) as a function of \( s > 0 \).

Proposition 2.2. Assume that the steady density profile \( \tilde{\rho} \) satisfies (2.4). Then the function \( \alpha(s) \) defined on \((0, \infty)\) enjoys the following properties:
(1) \( \alpha(s) \in C_{\text{loc}}^{0,1}(0, \infty) \) is nonincreasing.

(2) There are constants \( c_3, c_4 > 0 \) which depend on \( g, \rho \) and \( \mu \), such that

\[
\alpha(s) \geq c_3 - sc_4. \tag{2.6}
\]

**Proof.** (1) Let \( \{ \tilde{\mathbf{v}}^n_s \} \subset \mathcal{A} \) be a maximizing sequence of \( \sup_{\tilde{\mathbf{v}} \in \mathcal{A}} E(\tilde{\mathbf{v}}, s_i) = \alpha(s_i) \) for \( i = 1 \) and 2. Then

\[
\alpha(s_1) \geq \limsup_{n \to \infty} E(\tilde{\mathbf{v}}^n_{s_1}, s_1) \geq \liminf_{n \to \infty} E(\tilde{\mathbf{v}}^n_{s_2}, s_2) = \alpha(s_2) \quad \text{for any } 0 < s_1 < s_2 < \infty.
\]

Hence \( \alpha(s) \) is nonincreasing on \( (0, \infty) \). Next we use this fact to show the continuity of \( \alpha(s) \).

Let \( I := [a, b] \subset (0, \infty) \) be a bounded interval. In view of (2.4) and the monotonicity of \( \alpha(s) \), we know that

\[
|\alpha(s)| \leq \max \left\{ |\alpha(b)|, g \| \bar{\rho}/\rho \|_{L^\infty} \right\} < \infty \quad \text{for any } s \in I. \tag{2.7}
\]

On the other hand, for any \( s \in I \), there exists a maximizing sequence \( \{ \tilde{\mathbf{v}}^n_s \} \subset \mathcal{A} \) of \( \sup_{\tilde{\mathbf{v}} \in \mathcal{A}} E(\tilde{\mathbf{v}}, s) \), such that

\[
|\alpha(s) - E(\tilde{\mathbf{v}}^n_s, s)| < 1. \tag{2.8}
\]

Making use of (2.1), (2.7) and (2.8), we infer that

\[
0 \leq \mu \int |\nabla \tilde{\mathbf{v}}|^2 \, dx = \frac{g}{s} \int \bar{\rho}'|\tilde{\mathbf{v}}^n_{s_3}|^2 \, dx - \frac{E(\tilde{\mathbf{v}}^n_s, s)}{s} \leq \frac{1 + \max \{ |\alpha(b)|, g \| \bar{\rho}/\rho \|_{L^\infty} \} }{a} + \frac{g}{a} \| \bar{\rho} \|_{L^\infty} := K.
\]

Thus, for \( s_i \in I \ (i = 1, 2) \), we further find that

\[
\alpha(s_1) = \limsup_{n \to \infty} E(\tilde{\mathbf{v}}^n_{s_1}, s_1) \leq \limsup_{n \to \infty} E(\tilde{\mathbf{v}}^n_{s_1}, s_2) + \mu |s_1 - s_2| \limsup_{n \to \infty} \int |\nabla \tilde{\mathbf{v}}^n_{s_1}|^2 \, dx \leq \alpha(s_2) + K|s_1 - s_2|. \tag{2.9}
\]

Reversing the role of the indices 1 and 2 in the derivation of the inequality (2.9), we obtain the same boundedness with the indices switched. Therefore, we deduce that

\[
|\alpha(s_1) - \alpha(s_2)| \leq K|s_1 - s_2|,
\]

which yields \( \alpha(s) \in C_{\text{loc}}^{0,1}(0, \infty) \).

(2) We turn to prove (2.6). We first construct a function \( \mathbf{v} \in \mathcal{A} \) such that

\[
g \int \bar{\rho}' \mathbf{v}^2 \, dx > 0. \tag{2.10}
\]

Noting that since \( \bar{\rho}'(x_0) > 0 \) for some point \( x_0 \in \Omega \) and the domain \( \Omega \) is an open set, there is a ball \( B^\delta_{x_0} := \{ \mathbf{x} \in \Omega \ | \ |\mathbf{x} - x_0| < \delta \} \), such that

\[
\bar{\rho}'(\mathbf{x}) > 0 \quad \text{for any } \mathbf{x} \in B^\delta_{x_0}.
\]

Now, choose a smooth function \( f(r) \in C^1(\mathbb{R}) \), such that

\[
f(r) = -f(-r), \ |f(r)| > 0 \text{ if } 0 < |r| < \delta/4, \text{ and } f(r) = 0 \text{ if } |r| \geq \delta/4,
\]
and define then

\[ \tilde{v}(x) := f(x_1) \left( 0, -f(x_3) \int_{x_2}^{x_2} f(r) dr, f(x_2) \int_{x_2}^{x_2} f(r) dr \right). \]

It is easy to check that the non-zero function \( \tilde{v}(x) \in H^0_0(B_0^\delta) \), thus \( v := u(x - x_0) \in H^0_0(\Omega) \) and satisfies (2.10).

With (2.10) to hand, one has

\[ \alpha(s) = \sup_{\tilde{v} \in A} E(\tilde{v}, s) = \sup_{\tilde{v} \in H^0_0} \frac{E(\tilde{v}, s)}{J(\tilde{v})} \geq \frac{E(v, s)}{J(v)} = g \int \bar{\rho}' \tilde{v}_3^2 dx - s \mu \int |\nabla \tilde{v}|^2 dx \]

for two positive constants \( c_3 := c_3(\bar{\rho}, \rho) \) and \( c_4 := c_4(\rho, \mu, \bar{\rho}) \). This completes the proof of Proposition 2.2. \( \square \)

Next we show that there exists a pair of functions \((\tilde{v}, \bar{\rho})\) satisfying (1.8) with grow rate \( \Lambda \). Let

\[ \mathcal{G} := \sup \{ s \mid \alpha(\tau) > 0 \text{ for any } \tau \in (0, s) \}. \] (2.11)

By virtue of Proposition 2.2, \( \mathcal{G} > 0 \), and moreover, \( \alpha(s) > 0 \) for any \( s < \mathcal{G} \). Since \( \alpha(s) = \sup_{\tilde{v} \in A} E(\tilde{v}, s) < \infty \), using the monotonicity of \( \alpha(s) \), we see that

\[ \lim_{s \to 0} \alpha(s) \text{ exists and the limit is a positive constant.} \] (2.12)

On the other hand, by virtue of Poincaré’s inequality, there is a constant \( c_5 \) dependent of \( g, \bar{\rho} \) and \( \Omega \), such that

\[ g \int \bar{\rho}' \tilde{v}_3^2 dx \leq \left| g \int \bar{\rho}' \tilde{v}_3^2 dx \right| \leq c_5 \int |\nabla \tilde{v}|^2 dx \quad \text{for any } \tilde{v} \in A. \]

Thus, if \( s > c_5/\mu \), then

\[ g \int \bar{\rho}' \tilde{v}_3^2 dx - s \mu \int |\nabla \tilde{v}|^2 dx < 0 \quad \text{for any } \tilde{v} \in A, \]

which implies that

\[ \alpha(s) \leq 0 \quad \text{for any } s > c_5/\mu. \]

Hence \( \mathcal{G} < \infty \), moreover,

\[ \lim_{s \to \mathcal{G}} \alpha(s) = 0. \] (2.13)

Now, using a fixed-point argument, exploiting (2.12), (2.13), and the continuity of \( \alpha(s) \) on \((0, \mathcal{G})\), we find that there exists a unique \( \Lambda \in (0, \mathcal{G}) \), such that

\[ \Lambda = \sqrt{\alpha(\Lambda)} = \sqrt{\sup_{\tilde{w} \in A} E(\tilde{w}, \Lambda)} > 0. \] (2.14)

In view of Proposition 2.1, there is a solution \((\tilde{v}, \bar{\rho}) \in H^2 \times H^1 \) to the problem (1.12) with \( \Lambda \) constructed in (2.14). Moreover, \( \Lambda^2 = E(\tilde{v}, \Lambda) \), \( \bar{\rho}_3 \neq 0 \) by (2.14) and (2.1). By the embedding theorem, \( \tilde{v} \in C^{0,\varsigma}(\Omega) \) for some constant \( \varsigma \in (0, 1) \); moreover, from the fact that \( \text{div} \tilde{v} = 0 \) and \( \tilde{v}|_\Omega = 0 \) we get \( \bar{\rho}_3^2 + \bar{\rho}_3^2 \neq 0 \) immediately. Thus we conclude the following proposition, which implies Theorem 1.1.
Proposition 2.3. Assume that the steady density profile \( \bar{\rho} \) satisfies (2.4). Then there exists a pair of functions \((\tilde{\nu}, \tilde{\rho}) \in H^2 \times H^1\) satisfying the following boundary problem:

\[
\begin{align*}
\Lambda^2 \tilde{\rho} \tilde{\nu} + \Lambda \nabla \tilde{q} &= \Lambda \mu \Delta \tilde{\nu} + g \tilde{\rho} \tilde{v}_3 e_3, \\
\text{div } \tilde{\nu} &= 0, \\
\tilde{\nu} \big|_{\partial \Omega} &= 0
\end{align*}
\]

with a growth rate \( \Lambda > 0 \) defined by \( \Lambda^2 = \sup_{\tilde{\omega} \in A} E(\tilde{\omega}, \Lambda) \). Moreover, \( \tilde{\nu} \) satisfies \( \tilde{v}_3 \not\equiv 0 \) and \( \tilde{v}_1^2 + \tilde{v}_2^2 \not\equiv 0 \). In particular, if \( \tilde{\rho} \in C^2(\Omega) \), then \( \tilde{\rho} \tilde{v}_3 / \Lambda \in H^1 \) and \((\tilde{\rho}, \tilde{\nu}, \tilde{\rho}) \) satisfies

\[
\begin{align*}
\Lambda \tilde{\rho} + \tilde{\rho} \tilde{v}_3 &= 0, \\
\Lambda \tilde{\rho} \tilde{\nu} + \nabla \tilde{q} &= \mu \Delta \tilde{\nu} - g \tilde{\rho} e_3.
\end{align*}
\]

3. Additional results on the sharp growth rate

In this section, we shall show that \( \Lambda \) constructed by (2.14) is the sharp growth rate of arbitrary solutions to the linearized problem (1.3)–(1.5). Since the density varies, the spectrum of the linear operator is difficult to analyze, and it is hard to obtain the largest growth rate of the solution operator in some Sobolev space in the usual way. Instead, motivated by [13], we use energy estimates to show that \( e^\Lambda \) is the sharp growth rate in the norm \( \sqrt{\|\rho\|_2^2 + \|u\|_{H^2}^2} \). Moreover, if \( \bar{\rho} \) satisfies (1.13), we can further show that \( e^\Lambda \) is the sharp growth rate in the lower norm \( \|(\rho, u)\|_{L^2} \).

To obtain the sharp growth rate in the lower norm, we shall look for a new definition of \( \Lambda \). First we change the boundary problem (1.11) into the following form:

\[
\begin{align*}
\begin{cases}
\Lambda \bar{\rho} / \bar{\rho}' &= -\tilde{v}_3, \\
(\Lambda \bar{\rho} \tilde{\nu} + \nabla \tilde{q} - \mu \Delta \tilde{\nu})/g &= -\bar{\rho} e_3, \\
\text{div } \tilde{\nu} &= 0, \\
\tilde{\nu} \big|_{\partial \Omega} &= 0 
\end{cases}
\end{align*}
\]

(3.1)

The new form (3.1) has a fine variational structure under the condition (1.13). In fact, multiplying (3.1)_1 and (3.1)_2 by \( \bar{\rho} \) and \( \tilde{\nu} \), respectively, integrating the resulting identities, and adding them, we get

\[
\Lambda \int \left( \frac{\bar{\rho}^2}{\bar{\rho}'} + \frac{\tilde{\rho} |\tilde{\nu}|^2}{g} \right) \, dx = - \int \left( \frac{\mu |\nabla \tilde{\nu}|^2}{g} + 2 \tilde{\rho} \tilde{v}_3 \right) \, dx.
\]

So, we define an energy functional of (3.1) by

\[
E_N(\bar{\rho}, \tilde{\nu}) = - \int \left( \frac{\mu |\nabla \tilde{\nu}|^2}{g} + 2 \tilde{\rho} \tilde{v}_3 \right) \, dx \tag{3.2}
\]

with an associated admissible set

\[
A_N := \left\{ (\bar{\rho}, \tilde{\nu}) \in L^2 \times H^s_0 \mid J_N(\bar{\rho}, \tilde{\nu}) := \int \left( \frac{\bar{\rho}^2}{\bar{\rho}'} + \frac{\tilde{\rho} |\tilde{\nu}|^2}{g} \right) \, dx = 1 \right\}. 
\]

(3.3)

Thus we can find a \( \Lambda \) by maximizing

\[
\Lambda := \sup_{(\bar{\rho}, \tilde{\nu}) \in A_N} E_N(\bar{\rho}, \tilde{\nu}). \tag{3.4}
\]

By virtue of the condition of steady density \( \bar{\rho} \), obviously \( \sup_{(\bar{\rho}, \tilde{\nu}) \in A_N} E_N(\bar{\rho}, \tilde{\nu}) < \infty \). Moreover, from Proposition 2.3 we see that there is a pair of functions \((\rho, \nu) \in A_N\), such that

\[
E_N(\rho, \nu) > 0.
\]

Hence, \( \sup_{(\bar{\rho}, \tilde{\nu}) \in A_N} E_N(\bar{\rho}, \tilde{\nu}) > 0 \). Next we show that a maximizer of (3.4) exists and that the corresponding Euler-Lagrange equations are equivalent to the boundary problem (3.1).
Proposition 3.1. Assume that the steady density profile \( \bar{\rho} \) satisfies (1.6) and (1.13), then there holds that

1. \( E_N(\bar{\rho}, \bar{\nu}) \) achieves its supremum on \( A_N \).
2. Let \( (\bar{\rho}_0, \bar{\nu}_0) \) be a maximizer and \( \Lambda = \sup_{(\bar{\rho}, \bar{\nu}) \in A_N} E_N(\bar{\rho}, \bar{\nu}) \), then there is a \( \bar{\rho}_0 \) such that \( (\bar{\rho}_0, \bar{\nu}_0, \Lambda) \) satisfies the boundary problem (3.7). Moreover, \( (\bar{\rho}_0, \bar{\nu}_0, \bar{\rho}_0) \in H^1 \times H^2 \times H^1 \).

**Proof.**

(1) Let \( (\bar{\rho}_n, \bar{\nu}_n) \) be a maximizing sequence, then \( E_N(\bar{\rho}_n, \bar{\nu}_n) \) is lower bounded. This together with (3.3) implies that \( (\bar{\rho}_n, \bar{\nu}_n) \) is bounded in \( L^2 \times H^s_0 \). Thus there exists a \( (\bar{\rho}_0, \bar{\nu}_0) \in L^2 \times H^s_0 \) and a subsequence (still denoted by \( (\bar{\rho}_n, \bar{\nu}_n) \)) for simplicity, such that \( \bar{\rho}_n \to \bar{\rho}_0 \) weakly in \( L^2 \) and \( \bar{\nu}_n \to \bar{\nu}_0 \) weakly in \( H^s_0 \) and strongly in \( L^2 \). Moreover, by the lower semi-continuity, one has

\[
0 < \sup_{(\bar{\rho}, \bar{\nu}) \in A_N} E_N(\bar{\rho}, \bar{\nu}) = \limsup_{n \to \infty} E_N(\bar{\rho}_n, \bar{\nu}_n) = -\frac{\mu}{g} \liminf_{n \to \infty} \int |\nabla \bar{\nu}_n|^2 \, dx - 2 \lim_{n \to \infty} \int \bar{\rho}_n \bar{\nu}_n \, dx \leq E(\bar{\rho}_0, \bar{\nu}_0) \leq \sup_{(\bar{\rho}, \bar{\nu}) \in A_N} E_N(\bar{\rho}, \bar{\nu}),
\]

which imply

\[
\sup_{(\bar{\rho}, \bar{\nu}) \in A_N} E_N(\bar{\rho}, \bar{\nu}) = E(\bar{\rho}_0, \bar{\nu}_0) \quad \text{and} \quad J((\bar{\rho}_0, \bar{\nu}_0)) > 0,
\]

where we have denoted the third component of \( \bar{\nu}_n \) by \( \bar{\nu}_n \).

Suppose by contradiction that \( J((\bar{\rho}_0, \bar{\nu}_0)) < 1 \). In view of the homogeneity of \( J \), we may find an \( \alpha > 1 \) so that \( J(\alpha(\bar{\rho}_0, \bar{\nu}_0)) = 1 \), i.e., we may scale up \( (\bar{\rho}_0, \bar{\nu}_0) \) so that \( \alpha(\bar{\rho}_0, \bar{\nu}_0) \in A_N \). From this we deduce that

\[
E(\alpha(\bar{\rho}_0, \bar{\nu}_0)) = \alpha^2 E(\bar{\rho}_0, \bar{\nu}_0) = \alpha^2 \sup_{(\bar{\rho}, \bar{\nu}) \in A_N} E(\bar{\rho}, \bar{\nu}) > \sup_{(\bar{\rho}, \bar{\nu}) \in A_N} E(\bar{\rho}, \bar{\nu}),
\]

which is a contradiction since \( \alpha(\bar{\rho}, \bar{\nu}) \in A_N \). Hence \( J((\bar{\rho}_0, \bar{\nu}_0)) = 1 \). This shows that \( E(\bar{\rho}, \bar{\nu}) \) achieves its supremum on \( A_N \).

(2) Notice that since \( E(\bar{\rho}, \bar{\nu}) \) and \( J(\bar{\rho}, \bar{\nu}) \) are homogeneous of degree 2, the definition (3.4) is equivalent to

\[
\Lambda = \sup_{(\bar{\rho}, \bar{\nu}) \in L^2 \times H^s_0} \frac{E(\bar{\rho}, \bar{\nu})}{J(\bar{\rho}, \bar{\nu})}.
\]

For any \( \tau \in \mathbb{R}, \phi \in L^2 \) and \( w \in H^s_0 \), we take \( (\tilde{\phi}, \tilde{w}) := (\bar{\rho}_0 + \tau \phi, \bar{\nu}_0 + \tau w) \), then (3.5) implies

\[
E(\tilde{\phi}, \tilde{w}) - \Lambda J(\tilde{\phi}, \tilde{w}) \leq 0.
\]

If we set \( I(\tau) = E(\tilde{\phi}, \tilde{w}) - \Lambda J(\tilde{\phi}, \tilde{w}) \), then \( I(\tau) \in C^1(\mathbb{R}) \), \( I(\tau) \leq 0 \) for all \( \tau \in \mathbb{R} \) and \( I(0) = 0 \). This implies \( I'(0) = 0 \). Hence, a direct computation leads to

\[
\Lambda \int \left( \frac{\bar{\rho}_0 \phi}{\bar{\rho}} + \frac{\bar{\rho} \bar{\nu} \cdot w}{g} \right) \, dx = - \int \left( \frac{\mu}{g} \nabla \bar{\nu}_0 : \nabla w + \bar{\rho}_0 w_3 + \bar{\nu}_0 \phi \right) \, dx.
\]
which implies that
\[
\Lambda \int \frac{\tilde{\rho}_0 \phi}{\bar{\rho}_0} \, dx = - \int \tilde{v}_{03} \phi \, dx \quad \text{for any } \phi \in L^2,
\]
\[
\Lambda \int \frac{\tilde{\rho} \tilde{v}_0 \cdot w}{g} \, dx = - \int \left( \frac{\mu}{g} \nabla \tilde{v}_0 : \nabla w + \tilde{\rho}_0 e_3 \cdot w \right) \, dx \quad \text{for any } w \in H_0^2,
\]
i.e., \((\tilde{\rho}_0, \tilde{v}_0)\) is a weak solution to the boundary problem (3.1). In particular, \(\Lambda \tilde{\rho}_0/\bar{\rho}_0 = -\tilde{v}_{03}\) and
\[
\int \nabla v_0 : \nabla w \, dx = \frac{1}{\mu \Lambda} \int (g \tilde{\rho} \tilde{v}_0 e_3 - \Lambda^2 \tilde{\rho} \tilde{v}_0) \cdot w \, dx \quad \text{for any } w \in H_0^2.
\]
Thus, it follows from the classical regularity theory on the Stokes equations that there are constants \(c_6\) dependent of the domain \(\Omega\), and \(c_7\) dependent of \(g, \Lambda, \Omega\) and \(\bar{\rho}\), such that
\[
\|\tilde{v}\|_{H^2} + \|\nabla \tilde{\rho}_0\|_{L^2} \leq c_6 \| (g \tilde{\rho} \tilde{v}_0 e_3 - \Lambda^2 \tilde{\rho} \tilde{v}_0) / (\mu \Lambda) \|_{L^2} \leq c_7,
\]
where \(\tilde{\rho}_0 \in H^1\) is the corresponding pressure field associated to \(\tilde{v}_0\). Hence, \((\tilde{\rho}_0, \tilde{v}_0, \tilde{p}_0)\) in \(H^1 \times H^2 \times H^1\) is a strong solution to the boundary problem (3.1) with \(\Lambda := \sup_{(\tilde{\rho}, \tilde{v}) \in \mathcal{A}} E_N(\tilde{\rho}, \tilde{v})\). This completes the proof. \(\square\)

Now we are able to show that the growth rate constructed by (2.14) is indeed equal to that defined by (3.4).

**Proposition 3.2.** Let \(\Lambda\) be constructed by (2.14), and
\[
\Lambda_N := \sup_{(\tilde{\rho}, \tilde{v}) \in \mathcal{A}_N} E_N(\tilde{\rho}, \tilde{v}),
\]
then \(\Lambda = \Lambda_N\).

**Proof.** In view of Proposition 2.3, there are functions \((\tilde{\rho}_0, \tilde{v}_0, \tilde{p}_0)\) in \(H^1 \times H^2 \times H^1\) which solve the boundary problem (3.1) with \(\Lambda\) constructed by (2.14). Hence,
\[
\Lambda = - \int \left( \frac{\mu |\nabla \tilde{v}_0|^2}{g} + 2 \tilde{\rho}_0 \tilde{v}_{03} \right) \, dx \Bigg/ \int \int \left( \frac{\tilde{\rho}_0^2}{\bar{\rho}} + \frac{\tilde{\rho} |\nabla \tilde{v}_0|^2}{g} \right) \, dx.
\]
By virtue of the dentition (3.4), \(\Lambda \leq \Lambda_N\).

On the other hand, by Proposition 3.1 we see that there are functions \((\tilde{\rho}_0, \tilde{v}_0, \tilde{p}_0)\) which solve the boundary problem (3.1) with \(\Lambda_N = 0\). Hence,
\[
0 < \Lambda_N^2 = \frac{g \int_{\Omega} \tilde{\rho} \tilde{v}_0^2 \, dx - \Lambda_N \mu \int_{\Omega} |\nabla \tilde{v}_0|^2 \, dx}{\int_{\Omega} \tilde{\rho} |\nabla \tilde{v}_0|^2 \, dx} \leq \sup_{\tilde{v} \in \mathcal{A}} E(\tilde{v}, \Lambda_N).
\]
Thanks to (2.11), \(\Lambda_N \in (0, \mathcal{S})\). Thus, we can use the monotonicity of \(\sup_{\tilde{v} \in \mathcal{A}} E(\tilde{v}, s)\) on the variable \(s\) to infer that
\[
\Lambda_N^2 \leq \sup_{\tilde{v} \in \mathcal{A}} E(\tilde{v}, \Lambda_N) \leq \sup_{\tilde{v} \in \mathcal{A}} E(\tilde{v}, \Lambda) = \Lambda^2.
\]
Hence, \(\Lambda_N \leq \Lambda\), which gives \(\Lambda = \Lambda_N\). \(\square\)

Next, we use the energy method to show that \(\Lambda\) is the sharp growth rate of arbitrary solutions to the linearized problem (1.5).
Proposition 3.3. Assume that the assumption of Theorem 1.1 is satisfied, and let \((\varrho, \mathbf{u}, q)\) solve the following linearized problem

\[
\begin{align*}
\varrho_t + \varrho \varrho u_3 &= 0, \\
\varrho \mathbf{u}_t + \nabla q + g \varrho \mathbf{e}_3 &= \mu \Delta \mathbf{u}, \\
\text{div} \mathbf{u} &= 0
\end{align*}
\] (3.6)

with initial and boundary conditions \(\varrho(t)|_{t=0} = (\varrho_0, \mathbf{u}_0)\) in \(\Omega\) and \(\mathbf{u}|_{\partial \Omega} = 0\) for any \(t > 0\). Then, we have the following estimates for any \(t \geq 0\).

\[
\|\varrho(t)\|_X^2 \leq Ce^{2\Lambda t}(\|\varrho_0\|_X^2 + \|\mathbf{u}_0\|_{H^2}^2), \quad X = L^2 \text{ or } H^1,
\] (3.7)

\[
\|\mathbf{u}(t)\|_{H^2}^2 + \|\mathbf{u}_t(t)\|_{L^2}^2 + \int_0^t \|\nabla \mathbf{u}(s)\|_{L^2}^2 ds \leq Ce^{2\Lambda t}(\|\varrho_0\|_{L^2}^2 + \|\mathbf{u}_0\|_{H^2}^2),
\] (3.8)

where \(\Lambda\) is constructed by (2.14), and the constant \(C\) may depend on \(g, \mu, \bar{\varrho}\) and \(\Lambda\). In addition, if \(\bar{\varrho}\) further satisfies \(\inf_{x \in \Omega} \{\bar{\varrho}(x)\} > 0\), then

\[
\|\varrho(t)\|_{L^2} \leq Ce^{\Lambda t}(\|\varrho_0, \mathbf{u}_0\|_{L^2},
\] (3.9)

where the constant \(C\) only depends on \(g\) and \(\bar{\varrho}\).

Proof. Let \((\varrho, \mathbf{u}, q)\) solve the initial and boundary value problem above. In what follows, we denote by \(C\) a generic positive constant which may depend on \(\mu, g, \Lambda, \bar{\varrho}\) and \(\Omega\).

We differentiate the linearized momentum (3.6) in time, multiply the resulting equation by \(\mathbf{u}_t\) and then integrate (by parts) over \(\Omega\) to obtain

\[
\frac{d}{dt} \int \bar{\varrho}|\mathbf{u}_t|^2 dx + 2g \int \varrho \varrho_t u_3 dx + 2\mu \int |\nabla \varrho| \mathbf{u}_t^2 dx = 0.
\]

Using the linearized mass equation (3.6) \(1\), we get

\[
\frac{d}{dt} \int (\bar{\varrho}|\mathbf{u}_t|^2 - g\bar{\varrho} u_3^2) dx + 2\mu \int |\nabla \varrho| \mathbf{u}_t^2 dx = 0.
\] (3.10)

Thanks to (2.14), we have

\[
\int g\bar{\varrho}|u_3|^2 dx - \Lambda \mu \int |\nabla \mathbf{u}|^2 dx \leq \Lambda^2 \int \bar{\varrho}|\mathbf{u}|^2 dx.
\] (3.11)

Thus, integrating (3.6) in time from 0 to \(t\) and using (3.11), we get

\[
\|\sqrt{\bar{\varrho}} \mathbf{u}_t(t)\|_{L^2}^2 + 2\mu \int_0^t \|\nabla \varrho \mathbf{u}_t(s)\|_{L^2}^2 ds \leq I_0 + \Lambda^2 \|\sqrt{\bar{\varrho}} \mathbf{u}_t(t)\|_{L^2} + \Lambda \mu \|\nabla \mathbf{u}(t)\|_{L^2}^2
\]

(3.12)

with

\[
I_0 = \|\sqrt{\bar{\varrho}} \mathbf{u}_t|_{t=0}\|_{L^2}^2 - g\|u_3(0)\|_{L^2}^2,
\]

where the first term on the right-hand side of (3.12) can bounded in terms of the initial data \((\varrho_0, \mathbf{u}_0)\). In fact, from (3.6) \(2\) and (1.6) we get

\[
\int \bar{\varrho}|\mathbf{u}_t|^2(\tau) dx \leq \int [\mu \Delta \mathbf{u} - g \varrho \mathbf{e}_3] \cdot \mathbf{u}_t(\tau) dx \\
\leq C(\|\varrho(\tau)\|_{L^2}^2 + \|\Delta \varrho(\tau)\|_{L^2}^2 + \frac{\inf \bar{\varrho}}{2} \|\mathbf{u}_t(\tau)\|_{L^2}^2,
\]
which implies
\[ \| \mathbf{u}(\tau) \|^2_{L^2} \leq C(\| \varrho(\tau) \|^2_{L^2} + \| \Delta \mathbf{u}(\tau) \|^2_{L^2}) \quad \text{for any } \tau > 0. \]
Let \( \tau \to 0 \), we see that
\[ \| \mathbf{u} |_{\tau=0} \|^2_{L^2} \leq C(\| \varrho_0 \|^2_{L^2} + \| \Delta \mathbf{u}_0 \|^2_{L^2}). \]
Integrating in time and using Cauchy-Schwarz’s inequality, we find that
\[
\Lambda \| \nabla \mathbf{u}(t) \|^2_{L^2} = \Lambda \| \nabla \mathbf{u}_0 \|^2_{L^2} + 2\Lambda \int_0^t \int_{\Omega} \nabla \partial_s \mathbf{u}(s) \cdot \nabla \mathbf{u}(s) \, dx \, ds
\leq \Lambda \| \nabla \mathbf{u}_0 \|^2_{L^2} + \int_0^t \| \nabla \partial_s \mathbf{u}(s) \|^2_{L^2} \, ds + \Lambda^2 \int_0^t \| \nabla \mathbf{u}(s) \|^2_{L^2} \, ds.
\]  
(3.13)
On the other hand,
\[
\Lambda \partial_t \| \sqrt{\rho} \mathbf{u}(t) \|^2_{L^2} = 2\Lambda \int_{\Omega} \sqrt{\rho} \mathbf{u}(t) \cdot \partial_t \mathbf{u}(t) \, dx \leq \| \sqrt{\rho} \partial_t \mathbf{u}(t) \|^2_{L^2} + \Lambda^2 \| \sqrt{\rho} \mathbf{u}(t) \|^2_{L^2}.
\]  
(3.14)
Hence, putting (3.12), (3.13) together, we obtain the differential inequality
\[
\partial_t \| \sqrt{\rho} \mathbf{u}(t) \|^2_{L^2} + \mu \| \nabla \mathbf{u}(t) \|^2_{L^2} \leq I_1 + 2\Lambda \left( \| \sqrt{\rho} \mathbf{u}(t) \|^2_{L^2} + \mu \int_0^t \| \nabla \mathbf{u}(s) \|^2_{L^2} \, ds \right)
\]  
with \( I_1 = 2\mu \| \nabla \mathbf{u}_0 \|^2_{L^2} + I_0 / \Lambda \). An application of Gronwall’s inequality then shows that
\[
\| \sqrt{\rho} \mathbf{u}(t) \|^2_{L^2} + \mu \int_0^t \| \nabla \mathbf{u}(s) \|^2_{L^2} \, ds \leq e^{2\Lambda t} \| \sqrt{\rho} \mathbf{u}_0 \|^2_{L^2} + \frac{I_1}{2\Lambda} \left( e^{2\Lambda t} - 1 \right)
\leq C e^{2\Lambda t} (\| \varrho_0 \|^2_{L^2} + \| \mathbf{u}_0 \|^2_{H^2})
\]  
(3.15)
for any \( t \geq 0 \). Thus, making use of (3.12), (3.13) and (3.15), we deduce that
\[
\frac{1}{\Lambda} \| \sqrt{\rho} \mathbf{u}(t) \|^2_{L^2} + \mu \| \nabla \mathbf{u}(t) \|^2_{L^2} \leq I_1 + \Lambda \| \sqrt{\rho} \mathbf{u}(t) \|^2_{L^2} + 2\Lambda \mu \int_0^t \| \nabla \mathbf{u}(s) \|^2_{L^2} \, ds
\leq C e^{2\Lambda t} (\| \varrho_0 \|^2_{L^2} + \| \mathbf{u}_0 \|^2_{H^2}),
\]  
which, together with Poincaré’s inequality, yields
\[
\| \mathbf{u}(t) \|^2_{H^1} + \| \mathbf{u}(t) \|^2_{L^2} + \int_0^t \| \nabla \mathbf{u}(s) \|^2_{L^2} \, ds \leq C e^{2\Lambda t} (\| \varrho_0 \|^2_{L^2} + \| \mathbf{u}_0 \|^2_{H^2}),
\]  
(3.16)
Hence, using (3.5), we have
\[
\| \varrho(t) \|_X \leq \| \varrho_0 \|_X + \int_0^t \| \mathbf{u}_s \|_X \, ds
\leq \| \varrho_0 \|_X + \| \mathbf{u}_t \|_{L^\infty} \int_0^t \| u_3(s) \|_X \, ds
\leq C e^{\lambda t} (\| \varrho_0 \|_X + \| \mathbf{u}_0 \|_{H^2}),
\]  
(3.17)
where \( X = L^2 \) or \( H^1 \). Thus (3.7) is proved.
From the classical regularity theory on the Stokes equations it follows that
\[
\| \nabla^2 \mathbf{u} \|^2_{L^2} + \| \nabla \varrho \|^2_{L^2} \leq C \| \partial_t \mathbf{u} + \varrho \mathbf{e}_3 \|^2_{L^2} \leq C (\| \mathbf{u} \|^2_{L^2} + \| \varrho \|^2_{L^2}),
\]
which combined with (3.16) and (3.7) gives (3.8).

Finally, we prove (3.9) under the condition of inf \( x \in \Omega \{ \bar{\rho}'(x) \} > 0 \). Multiplying (3.6) \textsubscript{1} and (3.6) \textsubscript{2} by \( \varrho / \bar{\rho}' \) and \( u / g \), respectively, adding the resulting equalities, and integrating over \( \Omega \) (by parts), one has

\[
\frac{1}{2} \frac{d}{dt} \int \left( \frac{|\varrho(t)|^2}{\bar{\rho}'} + \frac{\bar{\rho}|u(t)|^2}{g} \right) dx + \int \left( \frac{\mu |\nabla u|^2}{g} + 2g u_3 \right) dx = 0.
\]

On the other hand, thanks to (3.4) and Proposition 3.2, we have

\[
- \int \left( \frac{\mu |\nabla u|^2}{g} + 2g u_3 \right) dx \leq \Lambda \int \left( \frac{|\varrho|^2}{\bar{\rho}'} + \frac{\bar{\rho}|u|^2}{g} \right) dx.
\]

Consequently, one has

\[
\frac{d}{dt} \int \left( \frac{|\varrho(t)|^2}{\bar{\rho}'} + \frac{\bar{\rho}|u(t)|^2}{g} \right) dx \leq 2\Lambda \int \left( \frac{|\varrho|^2}{\bar{\rho}'} + \frac{\bar{\rho}|u|^2}{g} \right) dx,
\]

which together with Gronwall’s inequality yields

\[
\int \left( \frac{|\varrho(t)|^2}{\bar{\rho}'} + \frac{\bar{\rho}|u(t)|^2}{g} \right) dx \leq e^{2\Lambda t} \int \left( \frac{|\varrho_0|^2}{\bar{\rho}'} + \frac{\bar{\rho}_0|u_0|^2}{g} \right) dx.
\]

Therefore, (3.9) is obtained. \( \square \)

4. Nonlinear energy estimates

In this section, we first formally derive some nonlinear energy estimates for the perturbed problem, which will be used in the proof of Theorem 1.2 in Section 5. To this end, let \((\varrho, u, q)\) be a classical solution of the perturbed problem (1.2)–(1.4) with \( \rho := \varrho + \bar{\rho} > 0 \), and the initial density satisfies \( 0 < \inf_{x \in \Omega} \{ \rho_0(x) \} \leq \sup_{x \in \Omega} \{ \rho_0(x) \} < \infty \), where \( \rho_0 := \varrho_0 + \bar{\rho} \). Moreover, we assume that the classical solution \((\varrho, u, q)\) is sufficiently regular so that the procedure of formal deduction makes sense. In what follows, we denote by \( C \) a generic positive constant which may depend on \( \mu, g, \bar{\rho} \) and \( \Omega \).

4.1. Estimates for the density and velocity

We first observe that the continuity equation (1.2) \textsubscript{1} and the incompressibility condition (1.2) \textsubscript{3} imply immediately that for any \( t > 0 \) and \( x \in \Omega \),

\[
0 < \inf_{x \in \Omega} \{ \rho_0(x) \} \leq \rho(t, x) \leq \sup_{x \in \Omega} \{ \rho_0(x) \}.
\]

This property will be repeatedly used to bound the density below.

From the continuity equation and the incompressibility condition it follows that

\[
\frac{d}{dt} \| \varrho(t) \|^2_{L^2} = -2 \int \varrho' \varrho u_3 dx.
\]

4.1. Estimates for the density and velocity

We first observe that the continuity equation (1.2) \textsubscript{1} and the incompressibility condition (1.2) \textsubscript{3} imply immediately that for any \( t > 0 \) and \( x \in \Omega \),

\[
0 < \inf_{x \in \Omega} \{ \rho_0(x) \} \leq \rho(t, x) \leq \sup_{x \in \Omega} \{ \rho_0(x) \}. \tag{4.1}
\]

This property will be repeatedly used to bound the density below.

From the continuity equation and the incompressibility condition it follows that

\[
\frac{d}{dt} \| \varrho(t) \|^2_{L^2} = -2 \int \varrho' \varrho u_3 dx. \tag{4.2}
\]

Multiplying (1.2) \textsubscript{2} by \( u \), using (1.2) \textsubscript{1}, and then integrating (by parts) over \( \Omega \), we obtain

\[
\frac{d}{dt} \int \rho |u|^2(t) dx + 2\mu \int |\nabla u|^2 dx = -2g \int \rho u_3 dx.
\]
Adding the above two equalities and using Hölder’s inequality, we conclude

$$\frac{d}{dt} \| (\rho, \sqrt{\rho}u)(t) \|_{L^2}^2 + 2\mu \| \nabla u \|_{L^2}^2 \leq C \| \rho \|_{L^2} \| u \|_{L^2}^2. \tag{4.3}$$

To control $u_t$, we multiply $(\text{1.2})_2$ by $u_t$ in $L^2$ and apply Cauchy-Schwarz’s inequality to infer that

$$\| \sqrt{\rho}u_t(t) \|_{L^2}^2 + \mu \frac{d}{dt} \| \nabla u(t) \|_{L^2}^2 \leq C \| (\rho, \sqrt{\rho}u \cdot \nabla u) \|_{L^2}^2, \tag{4.4}$$

where the second term on the right hand side can be bounded as follows, using the embedding theorem, and Poincaré’s, Hölder’s and interpolation inequalities.

$$\| u \cdot \nabla u \|_{L^2}^2 \leq \| u \|_{L^6}^2 \| \nabla u \|_{L^3}^2 \leq \| u \|_{L^6}^2 \| \nabla u \|_{L^2} \| \nabla u \|_{L^6} \leq C \| \nabla u \|_{L^2}^3 \| \nabla u \|_{H^1}. \tag{4.6}$$

Putting the above inequality into $(\text{4.4})$ and using $(\text{4.1})$, we conclude that

$$\| \sqrt{\rho}u_t \|_{L^2}^2 + \mu \frac{d}{dt} \| \nabla u(t) \|_{L^2}^2 \leq C (\| \rho \|_{L^2}^2 + \| \nabla u \|_{L^2}^3 \| \nabla u \|_{H^1}). \tag{4.5}$$

We proceed to derive higher-order estimates of the density and velocity. Using $(\text{1.2})_1$ and keeping in mind that $p = q + \bar{p}$, we can rewrite $(\text{1.2})_2$ as

$$\rho u_t + \rho u \cdot \nabla u + \nabla p = \mu \Delta u - \rho \varepsilon_3,$$

whence, by taking the time derivative,

$$\rho u_{tt} + \rho u \cdot \nabla u_t - \mu \Delta u_t + \nabla p_t = -\rho_t(u_t + u \cdot \nabla u + \varepsilon_3) - \rho u_t \cdot \nabla u,$$

which, by using the continuity equation, can be written as

$$\rho \left( \frac{1}{2} |u_t|^2 \right)_t + \rho u \cdot \nabla \left( \frac{1}{2} |u_t|^2 \right) - \mu \Delta u_t \cdot u_t + \nabla p_t \cdot u_t$$

$$= \text{div} \rho(u_t + u \cdot \nabla u + \varepsilon_3) \cdot u_t - \rho(u_t \cdot \nabla u)u_t.$$

Hence, by integrating by parts, we see that

$$\frac{1}{2} \frac{d}{dt} \int \rho |u_t|^2 \, dx + \mu \int |\nabla u_t|^2 \, dx$$

$$\leq \int 2\rho |u||u_t||\nabla u_t| + \rho |u||u_t||\nabla u|^2 + \rho |u_t|^2 |\nabla u|^2 \tag{4.6}$$

$$+ \rho |u|^2 |\nabla u||\nabla u_t| + \rho |u_t|^2 |\nabla u| + g\rho |u||\nabla u_t| := \sum_{i=1}^{6} I_j,$$

where $I_j$ can be bounded as follows, employing straightforward calculations.

\begin{align*}
I_1 & \leq C \| u \|_{L^6} \| u_t \|_{L^3} \| \nabla u_t \|_{L^2} \leq C \| u \|_{L^6} \| u_t \|_{L^2}^{1/2} \| \nabla u_t \|_{L^6} \| \nabla u_t \|_{L^2}^{1/2} \\
& \leq C \| \nabla u \|_{L^2} \| u_t \|_{L^2} \| \nabla u_t \|_{L^2}^{3/2} \leq C(\varepsilon) \| \nabla u \|_{H^1} \| \nabla u_t \|_{L^2}^2 + \varepsilon \| \nabla u_t \|_{L^2}^2,
I_2 & \leq C \| \nabla u \|_{L^2} \| u_t \|_{L^2} \| \nabla u_t \|_{L^2} \| \nabla u \|_{H^1} \leq C(\varepsilon) \| \nabla u \|_{H^1}^2 \| \nabla u \|_{L^2}^2 + \varepsilon \| \nabla u \|_{L^2}^2,
I_3 & \leq C \| \nabla u \|_{L^2} \| u_t \|_{L^2} \| \nabla u_t \|_{L^2} \| \nabla u \|_{H^1} \leq C(\varepsilon) \| \nabla u \|_{L^2}^3 \| \nabla u \|_{H^1} + \varepsilon \| \nabla u \|_{L^2}^2,
I_4 & \leq C \| \nabla u \|_{L^2} \| u_t \|_{L^2} \| \nabla u_t \|_{L^2} \| \nabla u \|_{H^1} \leq C(\varepsilon) \| \nabla u \|_{L^2}^4 \| \nabla u \|_{H^1}^2 + \varepsilon \| \nabla u \|_{L^2}^2,
I_5 & \leq C \| \nabla u \|_{L^2} \| u_t \|_{L^2} \| \nabla u_t \|_{L^2} \| \nabla u \|_{H^1} \leq C(\varepsilon) \| \nabla u \|_{L^2}^4 \| \nabla u \|_{H^1} + \varepsilon \| \nabla u \|_{L^2}^2,
I_6 & \leq C(\varepsilon) \| u \|_{L^2} + \varepsilon \| \nabla u \|_{L^2}^2.
\end{align*}
Here $C(\varepsilon)$ is a positive constant which depends on $\varepsilon$ and $\|\rho\|_{L^\infty}$. Taking $\varepsilon = \mu/12$ and inserting all the above estimates into (4.6), we conclude

\[
\frac{d}{dt} \|\sqrt{\rho}u(t)\|_{L^2}^2 + \mu \|\nabla u(t)\|_{L^2}^2 \leq C \left( \|\nabla u\|_{L^2}^4 (\|u\|_{L^2}^2 + \|\nabla u\|_{H^1}^2) + \|u\|_{L^2}^2 \right).
\] (4.7)

### 4.2. Energy estimates

Adding (4.3), (4.5) and (4.7) together, we find that

\[
\frac{d}{dt} \|\varphi, \sqrt{\rho}u, \sqrt{\mu} \nabla u, \sqrt{\mu} \nabla u(t)\|_{L^2}^2 + \|((\sqrt{2\mu} \nabla u, \sqrt{\rho} u, \sqrt{\mu} \nabla u))\|_{L^2}^2 \leq C \left[ \|\varphi(t)\|_{L^2}^2 + \|\nabla u\|_{L^2}^2 (\|\nabla u\|_{H^1}^2 + \|u\|_{L^2}^2 + \|\nabla u\|_{L^2}^2 \|\nabla u\|_{H^1}^2) \right].
\]

Now if we denote

\[
\mathcal{E}(t) = \mathcal{E}((\varphi, u)(t)) = \sqrt{\|\varphi(t)\|_{L^2}^2 + \|u(t)\|_{H^2}^2}
\]

and

\[
\mathcal{E}_0 = : \mathcal{E}(0) = \mathcal{E}(\varphi_0, u_0) = \sqrt{\|\varphi_0\|_{L^2}^2 + \|u_0\|_{H^2}^2},
\]

then there is a $\delta_0 \in (0, 1]$ dependent of $\mu$, $\bar{\rho}$, $g$ and $\Omega$, such that for any $\mathcal{E}(t) \leq \delta_0$,

\[
\frac{d}{dt} \|\varphi, \sqrt{\rho}u, \sqrt{\mu} \nabla u, \sqrt{\mu} \nabla u(t)\|_{L^2}^2 + \|((\sqrt{2\mu} \nabla u, \sqrt{\rho} u, \sqrt{\mu} \nabla u))\|_{L^2}^2 \leq C \|\varphi(t)\|_{L^2}^2.
\] (4.8)

On the other hand, multiplying (1.2) by $u_t$ in $L^2$ and recalling $\text{div} u_t = 0$, we see that

\[
\int \rho|u_t|^2(t) \, dx = \int (-\rho g e_3 - \rho u \cdot \nabla u + \mu \Delta u) \cdot u_t \, dx,
\]

whence,

\[
\int \rho|u_t|^2(t) \, dx \leq C \int (\varphi^2 + |u|^2 |\nabla u|^2 + |\Delta u|^2)(t) \, dx \leq C \mathcal{E}^2(t).
\]

Taking $t \to 0$ in the above inequality, one gets

\[
\limsup_{t \to 0} \int \rho|u_t|^2(t) \, dx \leq C \mathcal{E}_0^2.
\]

Therefore, we conclude from (4.8) that

\[
\|((\varphi, u, \nabla u)\|_{L^2}^2 + \int_0^t \|((\nabla u)\|_{L^2}^2) \, ds \leq C \left( \mathcal{E}_0^2 + \int_0^t \|((\varphi, u)\|_{L^2}^2) \, ds \right).
\] (4.9)

We recall again that the pair $(u, q)$ solves the Stokes equations:

\[-\mu \Delta u + \nabla q = -\rho u_t - \rho (u \cdot \nabla u) - g e_3, \quad \text{div} u = 0 \quad \text{in } \Omega.
\]

Thus, it follows from the classical regularity theory on the Stokes equations that

\[
\|((\nabla^2 u, \nabla q)\|_{L^2}^2 \leq C \left( \|u\|_{H^1}^2 \right) \leq C \left( \|u\|_{L^2}^2 + \|\nabla \|_{L^2}^2 + \|\nabla u\|_{L^2}^2 + \|\rho\|_{L^2}^2 \right) \leq C \left[ \|((\varphi, u)\|_{L^2}^2 + \|\nabla u\|_{H^1}^2 \right].
\] (4.10)
Hence, provided \( \mathcal{E}(t) \leq \bar{\delta}_0 \leq 1 \),
\[
\frac{1}{2} \| \nabla^2 \mathbf{u} \|^2_{L^2} + \| \nabla q \|^2_{L^2} \leq C \| (\rho, \nabla \mathbf{u}, \mathbf{u}_t) \|^2_{L^2},
\]
which, together with (4.9), results in
\[
\mathcal{E}^2(t) + \| (\mathbf{u}_t, \nabla q)(t) \|^2_{L^2} + \int_0^t \| (\nabla \mathbf{u}, \mathbf{u}_t, \nabla \mathbf{u}_t) \|^2_{L^2} ds \leq C \left( \mathcal{E}^2_0 + \int_0^t \| (\rho, \mathbf{u}) \|^2_{L^2} ds \right).
\]  

(4.11)

Moreover, it follows from the classical regularity theory on the Stokes equations that
\[
\text{Applying Gronwall's inequality, one finds that we integrate over } \Omega, \text{ sum over } j \text{ and use (1.6) to infer that}
\]
\[
\frac{d}{dt} \int |\nabla \varrho(t)|^2 dx \leq C \int (|\nabla \mathbf{u}| |\nabla \varrho| + (|\mathbf{u}| + |\nabla \mathbf{u}|) |\nabla \varrho|) dx
\]
\[
\leq C([|\nabla \mathbf{u}|]_{W^{1,6}} |\nabla \varrho|_{L^2} + \| \mathbf{u} \|_{H^1}) |\nabla \varrho|_{L^2},
\]
whence,
\[
\frac{d}{dt} \| \nabla \varrho(t) \|_{L^2} \leq C \left[ |\nabla \mathbf{u}|_{W^{1,6}} |\nabla \varrho|_{L^2} + \| \mathbf{u} \|_{H^1} \right].
\]

Applying Gronwall's inequality, one finds that
\[
\| \nabla \varrho(t) \|_{L^2} \leq \left( \| \nabla \varrho_0 \|_{L^2} + C \int_0^t \| \mathbf{u} \|_{H^1} ds \right) e^{C \sqrt{t} \| \nabla \mathbf{u} \|_{L^2([0,t), W^{1,6})}}.
\]  

(4.12)

On the other hand, arguing analogously to (4.2), we can deduce from (1.2) that
\[
\frac{d}{dt} \| \varrho(t) \|_{L^6} \leq 6 | \dot{\varrho} |_{L^\infty} \| \mathbf{u}(t) \|_{L^6} \leq C \| \nabla \mathbf{u}(t) \|_{L^2}.
\]  

(4.13)

Moreover, it follows from the classical regularity theory on the Stokes equations that
\[
\| \nabla^2 \mathbf{u} \|_{L^6}^2 + \| \nabla q \|_{L^6}^2 \leq C \left( \| \mathbf{u}_t \|_{L^6}^2 + \| \mathbf{u} \cdot \nabla \mathbf{u} \|_{L^6}^2 + \| \varrho \|_{\dot{L}^6}^2 \right)
\]
\[
\leq C \left( \| \nabla \mathbf{u} \|_{L^2}^2 + \| \mathbf{u} \|_{H^2}^2 \| \nabla \mathbf{u} \|_{H^1}^2 + \| \varrho \|_{L^6}^2 \right),
\]  

(4.14)

while making use of (4.11)–(4.14), we infer that
\[
\| \nabla \varrho(t) \|_{L^2} \leq C \left( \mathcal{E}^2_0, \| \nabla \varrho_0 \|_{L^2}, \sup_{0 \leq s \leq t} \mathcal{E}(s), t \right),
\]  

(4.15)

where the constant \( C(\cdots) \) is nondecreasing on its four variables.

Now we mention that the local existence of strong solutions to the 3D nonhomogeneous incompressible Navier-Stokes equations have been established, see [2, 3] for example. In particular, by a slight modification in arguments, one can follow the proof in [3] to obtain a local existence result of a unique strong solution \((\rho, \mathbf{v}) \in C^0([0, T^{\max}], H^1 \times H^2)\) to the perturbed problem (1.2)–(1.3); moreover the strong solution satisfies the above \( a \ priori \) estimates. The proof is standard by means of energy estimates, and hence we omit it here. Consequently, summing up the above \( a \ priori \) estimates, we can arrive at the following conclusion:
Proposition 4.1. Assume that the RT density profile $\bar{\rho}$ satisfies (1.6). For any given initial data $(\bar{\rho}_0, u_0) \in (H^1 \cap L^\infty) \times H^2$ satisfying $\inf_{x \in \Omega} \{\bar{\rho}(x)\} > 0$, and the compatibility conditions $u|_{\partial \Omega} = 0$ and $\text{div} u_0 = 0$, there exist a $T > 0$ and a unique strong solution $(\rho, u) \in C^0([0, T], L^2 \times H^2)$ to the perturbed problem \((1.2)-(1.4)\). Moreover, there is a constant $\delta_0 \in (0, 1]$, such that if $\mathcal{E}(t) \leq \delta_0$ on $[0, T]$, then the strong solution satisfies

$$\mathcal{E}^2(t) + \|u(t, \nabla q)(t)\|^2_{L^2} + \int_0^t ||\nabla u, u, \nabla u\|_{L^2}(s)\|_{L^2}^2 ds \leq C \left( \mathcal{E}_0^2 + \int_0^t \|\rho(s)\|^2_{L^2} ds \right), \quad (4.16)$$

where the constant $C$ only depends on $\mu, g, \bar{\rho}$ and $\Omega$.

5. Proof of the nonlinear instability

Now we are in a position to prove Theorem 1.2 by adopting the basic ideas in 11, 16, 26. First, in view of Theorem 1.1, we can construct a linear solution $(\bar{\rho}_0, u_0) \in H^2 \times H^2$

$$ (\bar{\rho}_0, u_0) = e^{\Lambda t} (\bar{\rho}_0, u_0) \in H^2 \times H^2 $$

(5.1)

to \((1.3)-(1.5)\) with the initial data $(\bar{\rho}_0, u_0) \in H^2 \times H^2$ and $\text{div} u_0 = 0$. Moreover, this solution satisfies

$$ \|\bar{\rho}_0\|_{L^2} \|\bar{u}_{03}\|_{L^2} \|\bar{u}_{01}, \bar{u}_{02}\|_{L^2} > 0, \quad (5.2) $$

where $\bar{u}_{30}$ and $u_{13}^0$ stand for the third component of $u_0$ and $u_1$, respectively.

Denote $(\bar{\rho}_0^\delta, u_0^\delta) := \delta(\bar{\rho}_0, u_0)$, and $C_1 := \|\bar{\rho}_0 - \bar{\rho}(x)\|_{L^2}$. Keeping in mind that the condition $\inf_{x \in \Omega} \{\rho(x)\} > 0$ and the embedding theorem $H^2 \hookrightarrow L^\infty$, we can choose a sufficiently small $\delta$, such that $\inf_{x \in \Omega} \{\rho_0^\delta(x) := \rho_0^\delta(x) + \bar{\rho}(x)\} > 0$. Hence, by virtue of Proposition 4.1, there is a $\tilde{\delta} \in (0, 1)$, such that for any $\delta < \tilde{\delta}$, there exists a unique local solution $(\rho^\delta, u^\delta) \in C([0, T'), H^1 \times H^2)$ to \((1.2)\), emanating from the initial data $(\rho_0^\delta, u_0^\delta)$ with $\mathcal{E}((\rho_0^\delta, u_0^\delta)) = \delta$. Let $C > 0$ and $\delta_0 > 0$ be the same constants as in Proposition 4.1 and $\delta_0 = \min\{\delta, \tilde{\delta}\}$. Let $\delta \in (0, \delta_0)$ and

$$ T^\delta = \frac{1}{\Lambda} \ln \frac{2 \varepsilon_0}{\delta} > 0, \quad \text{i.e., } \delta e^{\Lambda T^\delta} = 2 \varepsilon_0, \quad (5.3) $$

where the value of $\varepsilon_0$, independent of $\delta$, is sufficiently small and will be fixed later.

We then define

$$ T^* = \sup\{t \in (0, T^\max) \mid \mathcal{E}(\rho^\delta, u^\delta)(t) \leq \delta_0 \} $$

and

$$ T^{**} = \sup\{t \in (0, T^\max) \mid \|\rho^\delta, u^\delta\|_{L^2} \leq 2\delta C_1 e^{\Lambda t} \}, $$

where $T^\max$ denotes the maximal time of existence. Obviously, $T^* T^{**} > 0$, and furthermore,

$$ \mathcal{E}(\rho^\delta, u^\delta)(T^*)) = \delta_0 \quad \text{if } T^* < \infty, \quad (5.4) $$

$$ \|\rho^\delta, u^\delta\|_{L^2} \leq 2\delta C_1 e^{\Lambda T^{**}} \quad \text{if } T^{**} < T^\max. \quad (5.5) $$

Then for all $t \leq \min\{T^\delta, T^*, T^{**}\}$, we deduce from the estimate \((4.16)\) and the definition of $T^*$ and $T^{**}$ that

$$ \mathcal{E}^2((\rho^\delta, u^\delta)(t)) + \|u^\delta(t)\|^2_{L^2} \leq \mathcal{C} \delta^2 \mathcal{E}^2((\bar{\rho}_0, u_0)) + C \int_0^t \|\rho^\delta, u^\delta\|_{L^2}^2 ds \leq \mathcal{C} \delta^2 + 4C_1^2 \delta^2 e^{2\Lambda} \quad (5.6) $$

where $\mathcal{C} = C_2 \delta^2 e^{2\Lambda}$. 
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for some constant $C_2 > 0$ independent of $\delta$.

Let $(g^d, u^d) = (g^\delta, u^\delta) - \delta(g^l, u^l)$. Noting that $(g^\delta_0, u^\delta_0) := \delta(g^l, u^l)$ is also a linear solution to (1.3) - (1.5) with the initial data $(g^\delta_0, u^\delta_0) \in H^2 \times H^2$, we find that $(g^d, u^d)$ satisfies the following non-homogenous equation:

\[
\begin{cases}
\dot{g}^d + \dot{\rho} u^d_3 = -u^\delta \cdot \nabla g^\delta, \\
\rho u^d_3 - \mu \Delta u^d + \nabla q^d + g g^d e_3 = -(g^\delta + \rho) u^\delta \cdot \nabla u^\delta - \delta^3 u^\delta, \\
\text{div } u^d = 0
\end{cases}
\tag{5.7}
\]

with initial data

\[(g^d(0), u^d(0)) = 0, \quad \text{div } u^d_0 = 0.\]

Multiplying (5.7)\textsubscript{1} and (5.7)\textsubscript{2} by $\dot{g}^d/\dot{\rho}$ and $u^d/g$, respectively, adding the resulting equalities, and integrating over $\Omega$ (by parts), one has that for all $t \leq \min\{T^\delta, T^*, T^{**}\}$,

\[
\frac{d}{dt} \int \left( \frac{|\dot{g}^d|^2}{\rho^\delta} + \frac{\rho|u^d|^2}{g} \right) dx + \int \left( \frac{\mu |\nabla u^d|^2}{g} + 2 \dot{g}^d u^d_3 \right) dx
\]

\[
= - \int \left( \frac{\rho'' u^d_3 |g^\delta|^2}{|\rho'|^2} - \frac{\rho'' |g^\delta|^2}{|\rho'|^2} + \frac{\dot{g}^d u^\delta \cdot \nabla g^\delta}{\rho'} \right) dx
\]

\[
- \int ((g^\delta + \rho) u^\delta \cdot \nabla u^\delta + \delta^3 u^\delta) \cdot u^d dx.
\tag{5.8}
\]

Next, we control the terms on the right hand of the above equality. By (5.6), (5.1) and the embedding theorem $H^2 \hookrightarrow L^\infty$, we obtain

\[
\begin{align*}
- \int \left( \frac{\rho'' u^d_3 |g^\delta|^2}{|\rho'|^2} - \frac{\rho'' |g^\delta|^2}{|\rho'|^2} + \frac{\dot{g}^d u^\delta \cdot \nabla g^\delta}{\rho'} \right) dx & \\
\leq \| \frac{\rho''}{\rho'} \|_{L^\infty} \left\| u^\delta \right\|_{L^\infty} \left\| \frac{\rho}{\rho'} \right\|_{L^\infty} \left( \left\| \frac{\rho}{\rho'} \right\|_{L^2} + \left\| \frac{\rho}{\rho'} \right\|_{L^2} \right) + \left\| \frac{1}{\rho'} \right\|_{L^\infty} \left\| u^\delta \right\|_{L^\infty} \left\| \frac{\rho}{\rho'} \right\|_{L^2} \left\| \nabla g^\delta \right\|_{L^2} \\
& \leq C_0 \left( \left\| \frac{\rho''}{\rho'} \right\|_{L^\infty} + \left\| \frac{1}{\rho'} \right\|_{L^\infty} \right) \mathcal{E}^2((g^\delta, u^d)) \left[ \mathcal{E}((g^\delta, u^d)) + \delta e^{\Lambda t} (\| \bar{\phi} \|_{L^2} + \| \nabla \bar{\phi} \|_{L^2}) \right] \\
& \leq C_3 \delta^3 e^{3\Lambda t}
\end{align*}
\]

for some constant $C_3$ dependent of $\bar{\rho}$, $\| \bar{\phi} \|_{H^1}$, $C_2$ and the embedding constant $C_0$. Similarly, one has

\[
\begin{align*}
- \int ((g^\delta + \rho) u^\delta \cdot \nabla u^\delta + \delta^3 u^\delta) \cdot u^d dx & \\
\leq (\| g^\delta + \rho \|_{L^\infty} \| u^\delta \|_{L^\infty} \| \nabla u^\delta \|_{L^2} (\| u^\delta - u^\delta_0 \|_{L^2} + \| \rho \|_{L^2} + \| \nabla \rho \|_{L^2}) \| u^\delta_0 \|_{L^\infty}) \\
& \leq C_4 \delta^3 e^{3\Lambda t},
\end{align*}
\]

where the constant $C_4$ depends on $\bar{\rho}$, $\| (\bar{\phi}_0, u_0) \|_{H^2}$, $C_0$ and $C_2$.

On the other hand, similarly to (3.18), one deduces that

\[- \int \left( \frac{\mu |\nabla u^d|^2}{g} + 2 \dot{g}^d u^d_3 \right) dx \leq \Lambda \int \left( \frac{|\dot{g}^d|^2}{\rho'} + \frac{\rho|u^d|^2}{g} \right) dx\]

Thus, substituting the above three estimates into (5.8), we conclude that

\[
\frac{d}{dt} \int \left( \frac{|\dot{g}^d|^2}{\rho'} + \frac{\rho|u^d|^2}{g} \right) dx + \int \left( \frac{\mu |\nabla u^d|^2}{g} + 2 \dot{g}^d u^d_3 \right) dx
\]

\[
\leq \Lambda \int \left( \frac{|\dot{g}^d|^2}{\rho'} + \frac{\rho|u^d|^2}{g} \right) dx + (C_3 + C_4) \delta^3 e^{3\Lambda t}
\]
Applying Gronwall’s inequality to the above inequality, one obtains that for all $t \leq \min\{T^\delta, T^*, T^{**}\}$,
\[
\int \left( \frac{|g^d|^2}{\bar{\rho}} + \frac{\bar{\rho}|u^d|^2}{g} \right) dx \leq \int_0^t (C_3 + C_4)\delta^3 e^{3\Lambda_\delta} e^{A(t-s)} ds \leq (C_3 + C_4)\delta^3 e^{3\Lambda t} / 2\Lambda,
\]
which yields
\[
\|(g^d, u^d)\|_{L^2}^2 \leq C_5\delta^3 e^{3\Lambda t} \quad \text{for some constant } C_5. \quad (5.9)
\]

Now, we claim that
\[
T^\delta = \min \{T^\delta, T^*, T^{**}\}, \quad (5.10)
\]
provided that small $\varepsilon_0$ is taken to be
\[
\varepsilon_0 = \min \left\{ \frac{\delta_0}{4\sqrt{C_2}}, \frac{C_2^2}{8C_5}, \frac{m_0^2}{C_5} \right\}, \quad (5.11)
\]
where $m_0 = \min\{\|\bar{\theta}_0\|_{L^2}, \|\bar{u}_0\|_{L^2}, \|(\bar{u}_0, \bar{u}_0)\|_{L^2}\}$ due to (5.2).

Indeed, if $T^* = \min\{T^\delta, T^*, T^{**}\}$, then $T^* < \infty$. Moreover, from (5.6) and (5.9) we get
\[
\mathcal{E}((g^d, u^d) (T^*)) \leq \sqrt{C_2}\delta e^{\Lambda T^*} \leq \sqrt{C_5}\delta e^{3\Lambda t} = 2\sqrt{C_5}\varepsilon_0 < \delta_0,
\]
which contradicts with (5.4). On the other hand, if $T^{**} = \min\{T^\delta, T^*, T^{**}\}$, then $T^{**} < T^{\max}$. Moreover, in view of (5.1), (5.3) and (5.9), we see that
\[
\|(g^d, u^d) (T^{**})\|_{L^2} \leq \|(g^d, u^d) (T^*)\|_{L^2} + \|(g^d, u^d) (T^{**})\|_{L^2} \\
\leq \delta \|(g^d, u^d) (T^*)\|_{L^2} + \sqrt{C_5}\delta^{3/2} e^{3\Lambda T^{**}/2} \\
\leq \delta C_1 e^{\Lambda T^*} + \sqrt{C_5}\delta^{3/2} e^{3\Lambda T^{**}/2} \leq \delta e^{\Lambda T^*} (C_1 + \sqrt{2C_5}\varepsilon_0) \\
< 2\delta C_1 e^{\Lambda T^{**}},
\]
which also contradicts with (5.5). Therefore, (5.10) holds.

Finally, we again use (5.11) and (5.9) to deduce that
\[
\|g^d (T^\delta)\|_{L^2} \geq \|g^d (T^\delta)\|_{L^2} - \|g^d (T^d)\|_{L^2} = \delta \|g^d (T^\delta)\|_{L^2} - \|g^d (T^\delta)\|_{L^2} \\
\geq \delta e^{\Lambda T^*} \|\bar{\theta}_0\|_{L^2} - \sqrt{C_5}\delta^{3/2} e^{3\Lambda T^{**}/2} \\
\geq 2\varepsilon_0 \|\bar{\theta}_0\|_{L^2} - \sqrt{C_5}\delta^{3/2} \geq 2m_0\varepsilon_0 - \sqrt{C_5}\delta^{3/2} \geq m_0\varepsilon_0,
\]

Similar, we also have
\[
\|u^d (T^\delta)\|_{L^2} \geq 2m_0\varepsilon_0 - \sqrt{C_5}\delta^{3/2} \geq m_0\varepsilon_0,
\]

and
\[
\|(u^d_1, u^d_2) (T^\delta)\|_{L^2} \geq 2m_0\varepsilon_0 - \sqrt{C_5}\delta^{3/2} \geq m_0\varepsilon_0,
\]

where $u^d_i (T^\delta)$ denote the $i$-th component of $u^d (T^\delta)$ for $i = 1, 2, 3$. This completes the proof of Theorem 1.2 by defining $\varepsilon := m_0\varepsilon_0$. 

6. Proof of the stability

Similar to the proof of Proposition 4.1 we see that to get Theorem 1.3, it suffices to deduce the a priori estimates (1.16) – (1.17). In what follows, we denote by \( C \) a generic positive constant which may depend on \( \mu, g, \bar{\rho}, \) and \( \Omega \).

Let \((\varrho, u)\) solve the linearized problem (1.3) – (1.5) with an associated pressure \( q \). Recalling the condition \( \sup_{x \in \Omega} \varrho'(x) < 0 \) in Theorem 1.3, we can derive from the linearized mass and momentum equations that

\[
\frac{d}{dt} \int g\varrho^2(t) \varrho' - \bar{\rho}^2 \, \text{d}x = 2g \int g u_3 \, \text{d}x \tag{6.1}
\]

and

\[
\frac{d}{dt} \int \bar{\rho} |u|^2 \, \text{d}x + 2\mu \int |\nabla u|^2 \, \text{d}x = -2g \int g u_3 \, \text{d}x. \tag{6.2}
\]

Adding the above two equalities, one gets

\[
\frac{d}{dt} \left\| \left( \sqrt{\frac{g}{\bar{\rho}}} \varrho, \sqrt{\bar{\rho}} u \right) (t) \right\|_{L^2}^2 + 2\mu \|\nabla u\|_{L^2}^2 = 0,
\]

which immediately yields the estimate (1.16), i.e,

\[
\|(\varrho, u)(t)\|_{L^2}^2 + \int_0^t \|\nabla u\|_{L^2}^2 \, \text{d}s \leq C\|(\varrho_0, u_0)\|_{L^2}^2. \tag{6.3}
\]

Analogous to (3.10), we find that \( u \) satisfies

\[
\frac{d}{dt} \int (\bar{\rho}|u|^2 - g\varrho u_3^2) \, \text{d}x + 2\mu \int |\nabla u|^2 \, \text{d}x = 0,
\]

whence

\[
\| (u_3, u_t) \|_{L^2}^2 + \int_0^t \|\nabla u_t(s)\|_{L^2}^2 \, \text{d}s \leq C\|(\varrho_0, u_3, \Delta u_0)\|_{L^2}^2.
\]

On the other hand, by the classical regularity theory on the Stokes equations, one infers that

\[
\| (\nabla^2 u, \nabla q) \|_{L^2}^2 \leq C\| - \bar{\rho} u_t - \varrho g e_3 \|_{L^2}^2 \leq C\|(\varrho, u_t)\|_{L^2}^2,
\]

which combined with (6.3) implies

\[
\| (\nabla^2 u, u_t, \nabla q)(t) \|_{L^2}^2 + \int_0^t \|\nabla u_t(s)\|_{L^2}^2 \, \text{d}s \leq \|(\varrho_0, u_0, \Delta u_0)\|_{L^2}^2. \tag{6.4}
\]

Finally, by the well-known Gagliardo-Nirenberg interpolation inequality (see [22, Theorem]), we have

\[
\|\nabla u\|_{L^2} \leq C(\| u \|_{L^2}^{\frac{1}{2}} \|\nabla^2 u\|_{L^2}^{\frac{1}{2}} + \| u \|_{L^2}), \tag{6.5}
\]

which yields that

\[
\|\nabla u\|_{L^2} \leq C\|(u, \nabla^2 u)\|_{L^2}. \tag{6.6}
\]

Consequently, we deduce from (6.3) and (6.4) that

\[
\| (u_t, \nabla q)(t) \|_{L^2}^2 + \|\nabla u(t)\|_{H^1}^2 + \int_0^t \|\nabla u_s\|_{L^2}^2 \, \text{d}s \leq \|(\varrho_0, u_0, \Delta u_0)\|_{L^2}^2, \tag{6.7}
\]

Consequently, we deduce from (6.3) and (6.4) that
which yields (1.16).

By [23, Theorem 1.68], Sobolev’s inequality, (6.3) and (6.7), we have
\[
\int_0^t \left| \frac{d}{dt} ||(u, \nabla u(t)||_{L^2}^2 \right| ds \leq 2 \int_0^t \left( ||u||_{L^2} ||u_t||_{H^{-1}} + ||\nabla u||_{L^2} ||\nabla u||_{H^{-1}} \right)
\]
\[
\leq C \int_0^t \left( ||(u, \nabla u, u_t, \nabla u_t)||_{L^2}^2 \right) ds
\]
\[
\leq C \int_0^t \left( ||(\nabla u, \nabla u_t)||_{L^2}^2 \right) ds \leq C ||(\rho_0, u_0, \Delta u_0)||_{L^2}^2.
\]
Hence, \( ||u(t)||_{H^1} \in W^{1,1}(0, \infty) \), which implies (1.18), i.e., \( ||u(t)||_{H^1} \to 0 \) as \( t \to \infty \).

In addition, for any \( T > 0 \), using (6.3) and (6.7), we can derive more \textit{a priori} estimates \( \nabla \rho \in L^\infty((0, T), L^2(\Omega)) \), \( \rho_t \in L^\infty((0, T), H^1(\Omega)) \) and \( \nabla^3 u \in L^2((0, T), L^2(\Omega)) \) for the linearized equations (1.3). With these \textit{a priori} estimates and (1.18), adapting the Faedo-Galerkin approximation scheme as done in [3], we can easily obtain the first assertion in Theorem 1.3.

To show the \textit{a priori} estimates of the second assertion in Theorem 1.3 we let \((\rho, u)\) solve the perturbed problem (1.2)–(1.4) with the associated pressure \( q \). Recalling that \( \bar{\rho}' \) is constant, we deduce from (1.2) that \((\rho, u)\) satisfies
\[
\frac{d}{dt} \left\| \left( \sqrt{\frac{g}{\rho}} \phi, \sqrt{\rho} u \right) (t) \right\|_{L^2}^2 + 2\mu \left\| \nabla u \right\|_{L^2}^2 = 0,
\]
where \( \rho = \rho + \bar{\rho} \). Therefore, we have
\[
\left\| (\rho, u)(t) \right\|_{L^2}^2 + \int_0^t \left\| \nabla u \right\|_{L^2}^2 ds \leq C \left\| (\rho_0, u_0) \right\|_{L^2}^2.
\]
If we argue in a manner similar to that in the derivation of (1.6), we find that
\[
\frac{1}{2} \frac{d}{dt} \int \left( \rho |u_t|^2 - g\rho' u_3^2 \right) dx + \mu |\nabla u_t|^2 dx
\]
\[
\leq \int 2\rho |u| |u_t||\nabla u_t| + |u| |u_t||\nabla u|^2 + \rho |u|^2 |u_t| |\nabla^2 u|
\]
\[
+ \rho |u|^2 |\nabla u||\nabla u_t| + \rho |u_t|^2 |\nabla u| + g\rho |u| |\nabla u_t| := \sum_{i=1}^6 K_j.
\]
Letting \( \sup_{x \in \Omega} \{\rho_0(x)\} \leq K \), since
\[
0 < \inf_{x \in \Omega} \{\rho_0(x)\} \leq \rho(t, x) \leq \sup_{x \in \Omega} \{\rho_0(x)\} \quad \text{for any} \ t > 0 \ \text{and} \ x \in \Omega,
\]
we have
\[
||\rho(t)||_{L^\infty} \leq K + ||\bar{\rho}||_{L^\infty}.
\]
Hence,
\[
K_6 \leq C(\varepsilon) ||\rho||^2_{L^2} ||u||_{L^6}^2 + \varepsilon ||\nabla u_t||_{L^2}^2 \leq C(\varepsilon) (K + ||\bar{\rho}||_{L^\infty})^{\frac{3}{2}} ||\rho||^\frac{3}{2}_{L^2} ||\nabla u||_{L^2}^2 + \varepsilon ||\nabla u_t||_{L^2}^2.
\]
Similar to (1.7), we conclude
\[
\frac{d}{dt} \left| \left( \sqrt{\rho} u_t, \sqrt{-g\rho'} u_3 \right)(t) \right|_{L^2}^2 + \mu ||\nabla u_t||_{L^2}^2
\]
\[
\leq C(K^{\frac{3}{2}} + 1) \left[ ||\nabla u||_{L^2}^2 (||u||_{L^6}^2 + ||\nabla u||_{H^1}^2) + ||\rho||^\frac{3}{2}_{L^2} ||\nabla u||_{L^2}^2 \right],
\]
while in a manner similar to (1.10), one obtains
\[ \|(\nabla^2 u, \nabla q)\|^2_{L^2} \leq C\left[\|\rho\|_{L^2}^2 + \|\nabla u\|^2_{L^2} + \frac{1}{2}\|\nabla u\|^2_{H^1}\right], \]
which, together with (6.5), yields
\[ \|(\nabla^2 u, \nabla q)\|^2_{L^2} \leq C\|\rho\|_{L^2}^2 \|u\|_{L^2}^2, \tag{6.12} \]
provided that \( \|\nabla u\|_{L^2} \) is sufficiently small. Thus, we can make use of (6.9), (6.11), (6.12) and Poincaré’s inequality to conclude that
\[
\frac{d}{dt}\left(\left\|\left(\sqrt{\frac{\rho}{\rho^*}}\rho, \sqrt{\frac{\rho}{\rho^*}}u, \sqrt{\frac{\rho}{\rho^*}}u_3, \sqrt{\rho^*}u_t\right)(t)\right\|_{L^2}^2 + \mu\left\|\nabla(\sqrt{\rho^*}u, u_t)\right\|_{L^2}^2\right) \\
\leq C(K^2 + 1)\left[\left\|\nabla u\right\|_{L^2}^4 \left\|\rho, \nabla u, \nabla u_t\right\|_{L^2}^2 + \|\rho\|_{L^2}^2 \left\|\nabla u\right\|_{L^2}^2\right].
\]
Hence, if \( \|\rho, \nabla u\|_{L^2} \), dependent of \( K \), is sufficiently small, then
\[
\frac{d}{dt}\left(\left\|\left(\sqrt{\frac{\rho}{\rho^*}}\rho, \sqrt{\frac{\rho}{\rho^*}}u, \sqrt{\frac{\rho}{\rho^*}}u_3, \sqrt{\rho^*}u_t\right)(t)\right\|_{L^2}^2 + \frac{\mu}{2}\left\|\nabla(\sqrt{\rho^*}u, u_t)\right\|_{L^2}^2\right) \leq 0,
\]
from which it follows that
\[
\|\left(\rho, u, u_t\right)(t)\|_{L^2}^2 + \int_0^t \left\|\nabla(\rho, u, u_t)\right\|_{L^2}^2 ds \leq C\|\left(\rho_0, u_0, \Delta u_0\right)\|_{L^2}^2. \tag{6.13}
\]
Consequently, using (6.6), (6.12) and (6.13), we arrive at
\[
\left\|\left(\rho, \nabla u\right)\right\|_{L^2}^2 \left\|\nabla u\right\|_{H^1} + \int_0^t \left\|\nabla(\rho, u, u_t)\right\|_{L^2}^2 \leq C\|\left(\rho_0, u_0, \Delta u_0\right)\|_{L^2}^2, \tag{6.14}
\]
provided \( \|\rho, \nabla u\|_{H^1} \), dependent of \( K \), is sufficiently small. So we shall impose smallness condition (dependent of \( K \)) on the initial data \( \|(\rho_0, u_0, \Delta u_0)\|_{L^2}^2 \) to get (6.14).

In addition, we also have the estimate (6.8), thus \( \|u(t)\|_{H^1} \rightarrow 0 \) as \( t \rightarrow \infty \). Moreover, for any \( T > 0 \), we can use (6.10) and (6.14) to get more a priori estimates \( \nabla \rho \in L^\infty ((0, T), L^2(\Omega)), \rho_t \in L^\infty ((0, T), H^1(\Omega)) \) and \( \nabla^2 u \in L^2((0, T), L^2(\Omega)) \) for the the perturbed problem (1.2)–(1.4).

With the help of these a priori estimates, we can adapt the Faedo-Galerkin approximation as in [3] to easily obtain the second assertion in Theorem 1.3. This completes the proof of Theorem 1.3.
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