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Abstract—In this work, we study non-parametric hypothesis testing problem with distribution function constraints. The empirical likelihood ratio test has been widely used in testing problems with moment (in)equality constraints. However, some detection problems cannot be described using moment (in)equalities. We propose a distribution function constraint along with an empirical likelihood ratio test. This detector is applicable to a wide variety of robust parametric/non-parametric detection problems. Since the distribution function constraints provide a more exact description of the null hypothesis, the test outperforms the empirical likelihood ratio test with moment constraints as well as many popular goodness-of-fit tests, such as the robust Kolmogorov-Smirnov test and the Cramér-von Mises test. Examples from communication systems with real-world noise samples are provided to show their performance. Specifically, the proposed test significantly outperforms the robust Kolmogorov-Smirnov test and the Cramér-von Mises test when the null hypothesis is nested in the alternative hypothesis. The same example is repeated when we assume no noise uncertainty. By doing so, we are able to claim that in our case, it is necessary to include uncertainty in noise distribution. Additionally, the asymptotic optimality of the proposed test is provided.

Index Terms—empirical likelihood, universal hypothesis testing, goodness-of-fit test, robust detection.

I. INTRODUCTION

This paper proposes a robust hypothesis testing strategy. Likelihood ratio tests are optimal statistical tests for comparing two hypotheses with known statistical descriptions. When the statistical description of one or both hypotheses includes parameters with uncertain values or the data is drawn from a family of probability distributions under one or both hypotheses, one needs to apply robust and/or non-parametric tests. In particular, the test that we propose falls under the category of empirical likelihood ratio tests. A special class of such tests was first studied by A. Owen [1–3] to test the validity of moment equalities. Robust tests for moment constraints are usually referred to as empirical likelihood ratio tests with moment constraint. The empirical likelihood ratio test with moment constraint (ELRM) is widely used as a tool for non-parametric detection problems in economics. However, the application of the ELRM is largely limited because of the inability of moment constraints to efficiently capture the characteristics of general problems in practice. In particular, the test loses its power when one or both targeted hypotheses cannot be accurately described by moment constraints.

To overcome this shortcoming, our proposed test replaces moment constraints with a constraint on the empirical distribution function (EDF) of the observations. The distribution function constraint is simply a set of EDFs. Each hypothesis in the problems we consider can be a family cumulative distribution functions (CDFs). A hypothesis can also be described by a bounded region that specifies upper and lower bounds on the EDF covered by the hypothesis.

A. Our contribution

This work makes three major contributions. Firstly, it proposes a novel non-parametric test ELRDF that handles uncertainties of the distribution function in the hypotheses. Its innovative way of modeling the uncertainty region gives rise to new solutions to a large variety of robust detection problems. It can be extremely useful when a set of EDFs can be observed a priori. For example, in Huber’s robust detection problem [4], the true probability distribution $Q$ is buried in an $\epsilon$-contamination model $Q = (1 - \epsilon)P + \epsilon H$, where $P$ is the nominal distribution and $H$ an arbitrary distribution function. The $\epsilon$-contamination model can be treated as a variation of the distribution function constraint.

Secondly, our test improves the performance of robust non-parametric tests. Several tests proposed in the past are applicable to our particular problem, including the robust versions of the Kolmogorov-Smirnov (KS) test [5–7] and the Cramér-von Mises test [8]. We study the performance of the ELRDF and the robust KS test and the Cramér-von Mises test in several examples in a communication system with real-world non-Gaussian noise data acquired from software-defined radio device. Results show that the ELRDF outperforms the robust KS test and the Cramér-von Mises test.

Thirdly, it discusses the asymptotic optimality of the ELRDF in the Hoeffding’s sense [9], and provide a proof of that fact following the steps in [10–13]. Also, when there is no uncertainty in the null hypothesis, we show that the ELRDF takes a simple formulation. A sample grouping method is proposed to boost the performance of the test.

B. Related work

The problem under study in the paper covers a wide range of applications. Several studies in the literature are closely related to this work. As previously discussed, Huber’s robust detection problem can be treated as a special case of our problem. In [4], Huber’s test features a clipped version of the likelihood ratio test between the nominal densities that delivers performance which minimizes the worst-case probability of false alarm and
miss. However, the clipped test has limited application since it requires parametric model for the nominal probability distributions. In [14], the author provides a framework of the robust likelihood ratio test when the uncertainty region is described by the Kullback-Leibler divergence. In the parametric case, this problem is also known as the composite hypothesis testing problem [15, p. 169]. In this case, the generalized likelihood ratio test (GLRT) has optimal error performance when the probability distributions under all the hypotheses are in the same exponential family, c.f. [15, p. 204], [16]. Again, this test requires complete parametric description of the probability distributions.

Similar problems are also studied in the application of the signal detection in noise with uncertainty [17] or non-Gaussian noise [18, 19]. Noise uncertainty considers the case where the test designers do not know the noise statistics perfectly. For example, it might be known that the mean or the variance of the noise falls onto an interval but its exact value may be unknown. Non-Gaussian noise considers the case where the noise statistics is a mixture of Gaussian densities of various means and variances. The distribution function constraint can be applied whenever robustness is needed. Besides applications in signal processing, the proposed test has many practical applications, such as quality assurance in manufacturing, event forecasting, assessment of model fitting in finance, to name just a few.

Another class of close relatives of the ELRDF are the non-parametric goodness-of-fit tests [20]. The most popular tests among this class include the previously introduced Kolmogorov-Smirnov (KS) test [6, 7], the Cramér-von Mises test [8], as well as other tests such as the Anderson-Darling test [21], the Shapiro-Wilk test [22] for normally distributed null hypothesis. Specifically, a robust version of the KS test was proposed in [5], where the distribution function constraint fits perfectly. As a result, this test is the closest competitor to our proposed test. In the test, a worst-case Kolmogorov-Smirnov statistic is computed and compared to a threshold. Another closely related non-parametric test is the ensemble φ-divergence test [23]. This test uses the fact that the φ-divergence computes the difference of two distribution with tunable emphasis on different location of the distribution function [24], and combine the statistics with different emphases to form a new test. This test is proven to be powerful with non-Gaussian noise. So far, a robust version of it is lacking. Another approach is to use the empirical likelihood ratio test with moment inequalities [12, 25], which is one type of moment constraints. This technique suffers from the problem of insufficient description using moment inequalities. For example, when the unknown hypothesis contains the null hypothesis (nested hypotheses), ELRM performs only slightly better than flipping a fair coin.

The rest of this paper is organized as follows. Section II formulates the ELRDF test and discusses its asymptotic optimality. Section III presents the formulation of ELRDF when there is no uncertainty. Section IV discusses several other popular goodness-of-fit tests such as the robust KS test and the Cramér-von Mises test, and their formulation in the presence of uncertainty. A real-world noise sample set is studied and two examples from communication systems with those noise samples are provided to show the performance of the ELRDF in Section V. Section VI concludes the paper.
maximize the empirical likelihood ratio \(R(\vec{w}, F_e)\) with respect to \(\vec{w}\) when \(\hat{F}\) satisfies the boundary conditions

\[
\max_{\vec{w}} \left\{ R(\vec{w}, F_e) : w_i \geq 0, \sum_{i=1}^{n} w_i = 1, \right. \\
F_i(X_i) \leq \hat{F}(X_i) \leq F_u(X_i) \right\}.
\]

We shall assume without loss of generality that \(X_1 < X_2 < \ldots < X_n\). Construct a \((n-1) \times n\) matrix

\[
A = \begin{bmatrix} 1 & 0 & 0 & \ldots & 0 & 0 \\ 1 & 1 & 0 & \ldots & 0 & 0 \\ 1 & 1 & 1 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & \ldots & 1 & 1 & 1 & 0 \end{bmatrix},
\]

and let \(\vec{F}_1 = (F_1(X_1), F_1(X_2), \ldots, F_1(X_{n-1}))^T\), \(\vec{F}_u = (F_u(X_1), F_u(X_2), \ldots, F_u(X_{n-1}))^T\). The last constraint is conveniently written as

\[
\vec{F}_1 \leq A\vec{w} \leq \vec{F}_u.
\]

One should notice that \(A\) does not contain a row of all ones since the constraint \(\sum_{i=1}^{n} w_i = 1\) will certainly contradict the assertion \(F_i(X_n) \leq \sum_{i=1}^{n} w_i \leq F_u(X_n)\). Indeed, one can also drop the constraint \(\sum_{i=1}^{n} w_i = 1\) and add an all-one row to the bottom of \(A\). We shall see that at this point, it would not make a dramatic difference to favor one alternative over the other. We formally introduce the empirical likelihood with distribution function constraints as follows

\[
\max_{\vec{w}} \left\{ R(\vec{w}, F_e) : w_i \geq 0, \sum_{i=1}^{n} w_i = 1, \vec{F}_1 \leq A\vec{w} \leq \vec{F}_u \right\}.
\]

This is a problem with a concave objective function (after taking \(\log\) operation) and linear constraints. The solution to it is readily available. Let \(\vec{w}^*\) be the maximizer and corresponding CDF as \(F^*\). We build the empirical likelihood ratio test with distribution function constraints on the value of \(R(\vec{w}^*, F_e)\)

\[
-\frac{1}{n} \log R(\vec{w}^*, F_e) = D(F_e || \vec{w}^*),
\]

where \(\eta \geq 0\). One can immediately identify that

\[
-\frac{1}{n} \log R(\vec{w}^*, F_e) = D(F_e || \vec{w}^*), \quad \text{where } D(\cdot || \cdot)
\]

is the Kullback-Leibler divergence. The test is to say that when the estimated likelihood is close enough to the empirical distribution, we declare that \(\mathcal{H}_0\) is true. Otherwise we declare \(\mathcal{H}_1\) true.

\[\mathcal{H}_0\] true if \(F_e \in \Omega_0(n)\). The error performance of the test is characterized by the worst-case probability of false alarm and probability of miss

\[
P_F = \sup_{F_e \in \mathcal{F}} P(F_e \in \Omega_1(n)),
\]

\[
P_M = \sup_{F_e \notin \mathcal{F}} P(F_e \in \Omega_0(n)).
\]

Here, \(F_e \in \Omega_1(n)\) is the probability that the event \(F_e\) belongs to \(\Omega_1(n)\) happens when the samples are generated by the distribution \(F_e \in \mathcal{F}\). Hence \(F_e \in \Omega_1(n)\) is the probability of false alarm. Similarly, \(F_e \in \Omega_0(n)\) when \(F_e \notin \mathcal{F}\) is the probability of miss. Taking the supremum over all \(\mathcal{F}\) or its complementary set yields the worst-case probability of false alarm or miss. In the asymptotic regime, it is customary to study the exponential decay rates of \(P_F\) and \(P_M\) as the number of samples tends to infinity. Their error exponents are expressed as

\[
e_F(\Omega) = \lim_{n \to \infty} \inf \left\{ -\frac{1}{n} \log \sup_{F_e \in \mathcal{F}} P(F_e \in \Omega_1(n)) \right\}
\]

and

\[
e_M(\Omega) = \lim_{n \to \infty} \inf \left\{ -\frac{1}{n} \log \sup_{F_e \in \mathcal{F}} P(F_e \in \Omega_0(n)) \right\}.
\]

To characterize the asymptotic properties of the error exponents of \(P_F\) and \(P_M\), we need to define a special partition of \(\Omega(n)\) as follows

\[
\Omega^\delta_1(n) = \bigcup_{\mu \in \Omega_1(n)} B(\mu, \delta),
\]

and

\[
\Omega^\delta_0(n) = F_e \setminus \Omega^\delta_1(n),
\]

where \(B(\mu, \delta)\) denotes an open ball centered at \(\mu\) with radius \(\delta\) equipped with the Levy metric. For convenience, let \(\Omega^\delta_0(n) = (\Omega^\delta_0(n), \Omega^\delta_1(n))\). The test \(\Lambda\) is optimal in the Hoeffding’s sense [9, 10]. This result is summarized in the following theorem.

\[\text{Theorem 1:}\] Consider the test \(\Lambda\) such that

\[
\Lambda_1 = \{ F_e : -\frac{1}{n} \log R(F^*, F_e) > \eta \}.
\]

Then 1) and 2) are true:

1) \(e_F(\Lambda) \geq \eta\),
2) If an alternative test \(\Omega\) satisfies

\[
\lim_{n \to \infty} \inf_{F_e \notin \mathcal{F}} \left\{ -\frac{1}{n} \log P(F_e \in \Omega^\delta_1(n)) > \eta \right\}
\]

for some \(\delta > 0\), then

\[
\lim_{n \to \infty} \inf_{F_e \notin \mathcal{F}} \left\{ -\frac{1}{n} \log P(F_e \in \Omega_0(n)) \right\}
\]

\[
\leq \lim_{n \to \infty} \inf_{F_e \notin \mathcal{F}} \left\{ -\frac{1}{n} \log P(F_e \in \Omega_0(n)) \right\}.
\]

One should first notice that the test is asymptotically consistent: when the null hypothesis is true, \(P(F_e \in \Omega_0) \to 1\).
This is true according to Glivenko-Cantelli theorem [26, 27]: the empirical distribution uniformly converges to the true distribution. We provide the proof of Theorem 1 in Appendix A.

III. DEGENERATE DISTRIBUTION FUNCTION CONSTRAINT

When $F = \{F\}$ is simple, we say that the distribution function constraint is degenerate. In this case, it is necessary to replace $\sum_{i=1}^n w_i = 1$ by $\sum_{i=1}^n w_i = F(X_i)$ in problem (4). With the degenerate constraint, the values of $w_i$’s are fixed

$$w_1 = F(X_1),$$
$$w_i = F(X_i) - F(X_{i-1}), i = 2, 3, \ldots, n.$$

Here we assume without loss of generality that $X_1 < X_2 < \ldots < X_n$. According to probability integral transformation theorem [27, p. 108], $F(X)$ is uniformly distributed over $[0, 1]$ when $X$ is drawn from $F$. Denote $W_i$’s as the random variables associated to the $w_i$’s. We have the following result regarding the statistics of $W_i$’s.

**Lemma 1:** $W_i$’s are identically distributed $\forall i$ with distribution function

$$f_i(w_i) = n(1 - w_i)^{n-1},$$

and $W_i \xrightarrow{d} \frac{1}{n} \mathbf{1}$. 

**Proof:** See Appendix B.

With this result, the test statistics

$$-\frac{1}{n} \log R(\bar{w}^*, F_e) \xrightarrow{d} \log(1 + \frac{1}{n}),$$

when the null hypothesis is true. This gives us information about how to design the test statistic when the distribution constraint is degenerate. Indeed, a test can be built as follows. Divide the $n$ samples into $k$ small groups of $m$ samples each. Ensure that the samples are randomly selected. The samples are relabeled as $X_{ij}$, $i = 1, 2, \ldots, k$, $j = 1, 2, \ldots, m$. In group $i$, order the samples such that $X_{i1} < X_{i2} < \ldots < X_{im}$. Then compute the likelihoods

$$w_{i1} = F(X_{i1}),$$
$$w_{ij} = F(X_{ij}) - F(X_{ij-1}), j = 2, 3, \ldots, n.$$

Next, average them over $k$ groups

$$\bar{w}_j = \frac{1}{k} \sum_{i=1}^k w_{ij}.$$

Then $\frac{1}{m} \log R(\bar{w}^*, F_e) \xrightarrow{k \to \infty} \log(1 + \frac{1}{m})$. In this setting, the test statistic converges much faster than without grouping.

IV. OTHER ROBUST GOODNESS-OF-FIT TESTS

The problem (1) is of wide interest as a parametric and non-parametric detection problem. Different solutions have been proposed in the past to address several variations of the problem. For example, in the parametric case, the generalized likelihood ratio test (GLRT) is optimal when the unknown alternative hypothesis is in the same exponential family of the null hypothesis [16]. In the non-parametric case, the empirical likelihood ratio test with moment constraints (ELRM) was proposed to test moment conditions. Some other goodness-of-fit tests might also be applicable, such as the robust KS test and Cramér-von Mises test.

The empirical likelihood ratio test with moment constraints is closely related to our proposed detector in that the ELRM also aims to maximize the empirical likelihood ratio. The main difference is that the maximization in ELRM is taken with constraints on the moments rather than distribution functions. Let $g$ be a moment function on the random variable $X_i$’s. The associated moment is $\sum_{i=1}^n w_i g(X_i)$. In ELRM, testing whether the moment of the null hypothesis falls into certain region is of interest. For example, one can consider testing the null hypothesis that the moment is bounded in a scalar interval $l \leq \sum_{i=1}^n w_i g(X_i) \leq u$. Similarly, the following optimization problem is considered

$$\max_{\bar{w}} \{ \prod_{i=1}^n n w_i : w_i \geq 0, \sum_{i=1}^n w_i = 1,\}
\quad \quad u \leq \sum_{i=1}^n w_i g(X_i) \leq l \}.$$ (7)

The difference between (4) and (7) is in the constraint applied. Because of its constraints, the ELRM has its unique application in financial engineering and economics. For problems to test the validity of moment constraints as specified in (7), the detector also enjoys the asymptotic optimality in the Hoeffding’s sense.

In general however, the ELRM is unable to succinctly capture the uncertainty in the underlying probability cumulative function. Arbitrary cumulative distribution functions can be completely described only with an infinite number of moments. An infinite or very large number of moment constraints may be needed to capture the region constraint defined in (2). In such general settings, the proposed method will be more practical than the ELRM.

A. Robust Kolmogorov-Smirnov test

The Kolmogorov-Smirnov test is a popular non-parametric test. Its robust version is directly applicable to our problem with distribution function constraint $F$ in (2). The test statistic of the robust KS test has the following form

$$D_n = \inf_{F \in \mathcal{F}} \sup_x |F_e(x) - F(x)|.$$ (8)

The test compares the statistic with a constant

$$\sqrt{n} D_n \xrightarrow{\mathcal{H}_1} \gamma.$$ (9)

When $F = \{F\}$ is simple, $\sqrt{n} D_n \xrightarrow{d} \sup_{t \in [0,1]} |B(t)|$, where $B(t)$ is the Brownian bridge [27, p. 585]. Denote the probability of false alarm as $P_F^{KS}(\gamma) = P_F\left\{ \sup_{t \in [0,1]} |B(t)| \geq \gamma \right\}$ for simple $F$. When $F$ has the form in (2), it is verified in [5] that the probability of false alarm of the robust version of KS test $P_F^{KS}$ satisfies

$$P_F^{KS}(\gamma) < P_F^{KS}(\gamma) < 2 P_F^{KS}(\gamma).$$
B. Cramér-von Mises criterion

Since the KS test measures the “distance” between the ECDF and the hypothesized distribution, it belongs to a class of ECDF statistic. Another class of ECDF statistic is the Cramér-von Mises family of statistics

\[ w^2 = \int_{-\infty}^{+\infty} [F_c(x) - F(x)]^2 \psi(x) dF(x). \]

Taking \( \psi(x) = 1 \) yields the Cramér-von Mises test while taking \( \psi(x) = \{F(x)[1 - F(x)]\}^{-1} \) yields the Anderson-Darling test for a discussion of the difference of these two test readers are referred to [23, 24] for an in-depth discussion.

The Cramér-von Mises statistic can be further simplified as

\[ T_n = nw^2 = \frac{1}{12n} + \sum_{i=1}^{n} \left[ \frac{2i-1}{2n} - F(X_i) \right]^2. \]

This test rejects the null hypothesis for large value of \( T_n \). Considering that \( F \in \mathcal{F} \), the robust version of this statistic is

\[ T_n^{\text{rob}} = \inf_{F \in \mathcal{F}} \left\{ \frac{1}{12n} + \sum_{i=1}^{n} \left[ \frac{2i-1}{2n} - F(X_i) \right]^2 \right\}. \]

It is obtained by solving the following optimization problem

\[ \min_{F} \left\{ \sum_{i=1}^{n} \left[ \frac{2i-1}{2n} - F_i \right]^2 : \bar{F}_l \leq F \leq \bar{F}_u, BF \geq 0 \right\}, \]

where \( \bar{F}_l = [F_1(X), F_1(X_2), \ldots, F_1(X_n)]^T \), \( \bar{F}_u = [F_u(X_1), F_u(X_2), \ldots, F_u(X_n)]^T \), \( \bar{F} = [F_1, F_2, \ldots, F_n]^T \), and \( B \) is a \((n-1) \times n \) matrix

\[
B = \begin{bmatrix}
-1 & 1 & 0 & \ldots & 0 \\
0 & -1 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & -1 & 1
\end{bmatrix}.
\]

The Anderson-Darling test can also be simplified. However, it turns out that its statistic cannot accommodate the robustness requirement. The comparison of the ERLDF, robust KS test and robust Cramér-von Mises test will be discussed with examples in the next section.

V. Examples

In this section, we consider several examples from communication systems where the noise distribution is not perfectly known. In fact, this happens quite frequently in many applications. Firstly, in practice, the noise parameters cannot be known with good precision. Secondly, it is highly possible that other signal sources in the environment might contribute to the noise component. Here, we study the examples with real-world noise samples acquired from a software-defined radio device operating on the 2.49 GHz frequency band. Due to many effects, such as the environment interference, and the imperfections of the hardware, the noise is not perfectly Gaussian nor stationary. To examine whether the noise follows a stationary Gaussian distribution, we consider the KS test for normality [27, p. 589]

\[ D_n^{\text{normality}} = \sup_{x} |F_c(x) - \Phi\left(\frac{x - \hat{m}_n}{\hat{\sigma}_n}\right)|, \]

where \((\hat{m}_n, \hat{\sigma}_n)\) is the maximum likelihood estimator for the Gaussian mean and variance with \( \hat{X} \), and \( \Phi(\cdot) \) is the CDF of standard normal. The KS normality test implies that if the noise distribution is Gaussian, its corresponding measure \( D_n^{\text{normality}} \) viewed as a random variable should have the same CDF as that of the simulated Gaussian. This holds for any sample size and any Gaussian distribution with any mean and variance. In this study, we use 5 millions real-world noise samples. The CDFs of \( D_n^{\text{normality}} \) are plotted in Figure 1 where we compare the statistics generated by simulated Gaussian noise and the real-world noise samples. In Figure 1a, it is observed that the two CDFs agree perfectly with each other. However, when the sample size increases, the two begin to diverge as shown in Figure 1b to 1d. The \( D_n^{\text{normality}} \) measure with real-world noise stochastically dominates the one with simulated Gaussian noise for large sample size. This indicates that the KS normality test has a good chance to separate the real-world noise from Gaussian noise. There is one way to interpret this phenomenon. It is possible that small numbers of consecutively collected noise samples do follow the same Gaussian distribution. But this distribution changes over time. When larger numbers of samples are examined, they follow a mixture of Gaussian distribution rather than a Gaussian distribution which leads to the failure of the normality test for large sample sizes. Due to this fact, it is not recommended to model the sample we study as Gaussian or assume any stationarity for it.

We therefore describe the noise distribution in a non-parametric form. We first need a description of the boundary condition (2). The 5 million samples are divided into small groups of equal number of samples. The empirical cumulative distribution function (ECDF) is computed for each sample group. Then the upper and lower bounds of these ECDFs are extracted as \( F_u \) and \( F_l \). We consider the group size of 100. The empirical uncertainty region of noise sample distribution is plotted in Figure 2. Notice that there is no particular reason to set the group size to 100. Indeed, with a larger group size, one can obtain a narrower uncertainty region. Regarding the detector performance, this results in larger probability of detection, but also larger probability of false alarm. Indeed, it will be shown that in general uncertainty region is necessary with the samples we study. This uncertainty region is used in all the upcoming examples.

Example 1 (Rich distribution function constraint): Consider a communication system in which \( n \) copies of a binary signal \( X \) pass through a channel sequentially at times \( i = 1, 2, \ldots, n \), with gain \( h \) and are received with additive noise \( v_i \)

\[ Y_i = h_i X + v_i, i = 1, 2, \ldots, n. \]

Firstly, we consider the case that the channel is in slow fading, which means that the channel gain \( h_i \) is a constant but unknown during the \( n \) transmissions. The noise distribution belongs to the region specified in Figure 2. Without a parametric model of the noise distribution and with no information of the alternative hypothesis, one usually resorts to the goodness-of-fit tests. The performance of ERLDF is compared with the robust Cramér-von Mises test and robust
Kolmogorov-Smirnov test. For \( h_i = 3 \), their ROC curves with sample size 10 are plotted in Figure 3a. It is observed that the robust Cramér-von Mises test outperforms the other two tests, including ELRDF. The ELRDF performs slightly better than the robust KS test. But with \( h_i = -3 \), both the ELRDF and robust KS test significantly outperform the Cramér-von Mises test. The reason that the performances differ for \( h_i = 3 \) and \(-3\) can be explained as follows. In ELRDF, the objective is being maximized. As a result, the maximizing CDF of ELRDF is being “pulled” to the left as much as possible, while the Cramér-von Mises test tries to stay at the center, as shown in Figure 4. When the alternative hypothesis is true, the maximizing CDF of ELRDF is further away than that of the Cramér-von Mises test. Due to this fact, the Cramér-von Mises test performs better. When the alternative hypothesis is to the left of the null hypothesis, the opposite happens, i.e., the ELRDF performs better.

In the fast fading scenario, the null and alternative hypotheses are nested. In the \( n \) transmissions, the channel gain \( h_i, i = 1, 2, \ldots, n \) is i.i.d. with uniform distribution in \([-10, 10]\). Their ROC curves are shown in Figure 5. In this case, ELRDF outperforms the other tests.

**Example 2 (Degenerate distribution function constraint):** We consider the same communication system in slow and fast fading environment in the previous example except that here a degenerate distribution function constraint is applied. In this case, the noise follows a non-parametric distribution...
which is simply the ECDF evaluated with the 5 million samples. With the degenerate constraint, the computation of ELRDF and robust Cramér-von Mises test is much simpler. The ELRDF with sample grouping is also considered. The ROC curves in slow fading scenario with $h_i = 3$ for all $i$ are presented in Figure 6a with sample size 10, small group size of 1, 2, 5 and 10 for ELRDF. In the slow fading case, it is observed that ELRDF averaging over many groups with small number of samples gains the advantage over averaging with less number of groups but with many samples in each group. Specifically, ELRDF with averaging over 10 groups with 1 sample each outperforms all other tests, including the Cramér-von Mises test and the KS test, while ELRDF with averaging over 2 groups with 5 samples each, and without averaging completely fail. Due to previous experiences, we also examine the performances with $h_i = -3$. In this case, the performances of the ELRDF with averaging over small number of large groups also get improved.

In the fast fading scenario, a quite opposite result is observed as shown in Figure 7. Similarly, the channel gain $h_i$, $i = 1, 2, \ldots, n$ is i.i.d. with uniform distribution in $[-10, 10]$. The ELRDF without averaging outperforms all other tests, including the Cramér-von Mises test and the KS test. The ELRDF with averaging over 5 and 10 groups completely fail. With the notations used in Section III, considering averaging over 10 size 1 groups, the inability of ELRDF with averaging over many small groups can be explained as follows. When the
alternative hypothesis is true, sample value $X_{i1}$ can be very large or very small. As a result, $w_{i1}$ is either close to 0 or 1. But their average $\bar{w}_1$ is somewhere in the middle of $[0, 1]$. When the null hypothesis is true, $\bar{w}_1$ is also somewhere in the middle of $[0, 1]$. Therefore it becomes difficult to separate the two hypotheses. We also notice that some of the curves fall in the lower right triangle, which is not permitted by the definition of ROC curves. To make them perform correctly, one needs to switch the roles of probability of detection and false alarm.

It is also of interest to examine the impact of the noise model on the test performances. In the two examples above, the only difference is the way the noise distribution is modeled. When there is no uncertainty and the noise distribution is stationary, the test is more accurate when more samples are used to evaluate the noise distribution. But in our case, it might be preferable to include a level of uncertainty to make the test robust. To illustrate this point, we compare the performance of the tests with the rich and degenerate distribution function constraint. Figure 8 shows that in the slow fading scenario, the tests with degenerate constraint performs slightly better than those with rich distribution constraint when $h_i = 3$. They perform quite similarly when $h_i = -3$. The ELRDF with degenerate constraint is applied with averaging over 10 groups. In the fast fading scenario, tests with a rich distribution constraint significantly outperform those with degenerate constraint where the ELRDF is applied without averaging. This result implies that uncertainty is necessary when the noise distribution is non-stationary.

VI. CONCLUSION

This work proposes a novel empirical likelihood ratio test with distribution function constraints (ELRDF), which is applicable to many applications in robust non-parametric detection problems. By providing a description of uncertainty using distribution function constraints, this test delivers better performance compared to many popular goodness-of-fit tests, such as the Kolmogorov-Smirnov test and the Cramér-von Mises test. Also, the asymptotic optimality of the test is established. When the distribution function constrain is degenerate, the corresponding ELRDF is also devised. Several examples in communication systems are provided to show the performance of ELRDF with rich and degenerate distribution function constraints. With rich distribution function constraint, when the channel gain is a positive constant, the ELRDF is less powerful than the Cramér-von Mises test. When it is a negative constant, the Cramér-von Mises test performs better. When the channel gain is random over a symmetric interval with respect to 0, ELRDF has better performance. With degenerate distribution function constraint, the ELRDF with suitable sample grouping outperforms both the Cramér-von Mises test and the Kolmogorov-Smirnov test. We also show that robustness is necessary with our noise samples using results from the two examples.
Fig. 8: Comparison between rich and degenerate distribution function constraint in slow fading scenario.

2) This part of proof follows the technique used by Zeitouni and Gutman in [10]. We first show that there exists some $n(\delta)$ such that $\Lambda_0 \subseteq \Omega_0(n)$ for $n > n(\delta)$. Suppose that it is not true. Then there exists a sequence $n_k$, $k = 1, 2, 3, \ldots$ such that $\mu_{n_k} \in \Lambda_0$ and $\mu_{n_k} \in \Omega_1(n_k)$. Since $\Lambda_0$ is compact, there exists a $\mu \in \Lambda_0$ such that $\mu_{n_k} \to \mu$. By the definition of $\Omega_0^k(n)$, $B(\mu_{n_k}, \delta) \subseteq \Omega_0^k(n_k)$. Then $B(\mu, \frac{\delta}{2}) \subseteq \Omega_0^k(n_k)$ for infinitely many $n_k$. Then,

\[
\lim \inf_{n \to \infty} \inf_{F \in \mathcal{F}} - \frac{1}{n} \log F(Y_E) \leq \lim \inf_{n \to \infty} \inf_{F \in \mathcal{F}} - \frac{1}{n} \log F(F_e \in \Omega_0^k(n)) \\
\leq \lim \inf_{n \to \infty} \inf_{F \in \mathcal{F}} - \frac{1}{n} \log F(F_e \in B(\mu, \frac{\delta}{2})) \\
\leq \inf_{F \in \mathcal{F}} D(\mu || F) \\
\leq \eta.
\]

This draws a contradiction with the definition of $\Omega$. The second inequality comes from Sanov’s theorem. The last inequality comes from the fact that $\mu \in \Lambda_0$. Therefore $\Lambda_0 \subseteq \Omega_0(n)$ for all $n > n(\delta)$ and some $n(\delta) \in \mathbb{N}$. It follows that

\[
\lim \inf_{n \to \infty} \inf_{F \in \mathcal{F}} - \frac{1}{n} \log F(F_e \in \Omega_0(n)) \\
\leq \lim \inf_{n \to \infty} \inf_{F \in \mathcal{F}} - \frac{1}{n} \log F(F_e \in \Lambda_0).
\]

Hence prove the theorem. 

**APPENDIX B**

**PROOF OF LEMMA 1**

**Proof:** One can write down the distribution density function $f_i$ for $i \geq 2$ as:

\[
f_i(w_i) = \frac{n!}{(n-2)!} \binom{n-2}{i-2} \int_0^{1-w_i} x^{i-2}(1-w_i-x)^{n-i} dx.
\]

This expression can be interpreted as follows. There are $\binom{n!}{(n-2)!}$ permutations to pick 2 out of $n$ random variables. Then there are $\binom{n-i}{i-2}$ ways to pick $i-2$ random variables from the left $n-i$ random variables. The integral is the probability distribution evaluated at $w_i$. We further evaluate the integral.

\[
\int_0^{1-w_i} x^{i-2}(1-w_i-x)^{n-i} dx \\
= \frac{1}{i-1} \left[ (1-w_i-x)^{n-i-1} x^{i-1} \right]_0^{1-w_i} \\
+ \sum_{i=1}^{n-i} \frac{n-i}{i-1} x^{i-1} (1-w_i-x)^{n-i-1} dx \\
= \frac{n-i}{i-1} \int_0^{1-w_i} x^{i-1} (1-w_i-x)^{n-i-1} dx.
\]

Denote $A_i = \int_0^{1-w_i} x^{i-2}(1-w_i-x)^{n-i} dx$, then

\[
A_{i+1} = \frac{i-1}{n-i} A_i.
\]

$A_2$ is evaluated to be

\[
A_2 = \int_0^{1-w_i} x^{i-2}(1-w_i-x)^{n-i} dx \\
= \frac{1}{n-i} (1-w_i)^{n-i-1}.
\]
Using $A_2$ and the aforementioned relationship, one can obtain the expression for $A_i$

$$A_i = \frac{(i - 2)! (n - i)!}{(n - 1)!} (1 - w_i)^{n-1}.$$ 

Substitute it in the original expression yields

$$f_i(w_i) = n (1 - w_i)^{n-1}.$$ 

One can easily obtain the same result for $i = 1$. Also the mean of $W_i$ can be evaluated as $E[W_i] = \frac{1}{n+1}$. Hence prove the lemma.

---
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