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Abstract. Widespread use of string solvers in formal analysis of string-heavy programs has led to a growing demand for more efficient and reliable techniques which can be applied in this context, especially for real-world cases. Designing an algorithm for the (generally undecidable) satisfiability problem for systems of string constraints requires a thorough understanding of the structure of constraints present in the targeted cases. In this paper, we investigate benchmarks presented in the literature containing regular expression membership predicates, extract different first order logic theories, and prove their decidability, resp. undecidability. Notably, the most common theories in real-world benchmarks are PSPACE-complete and directly lead to the implementation of a more efficient algorithm to solving string constraints.

1 Introduction

String constraint solving (for short, string solving) is a topic within the more general constraint solving area, where one is interested in checking the satisfiability of particular quantifier-free first order logic formulae over a structure involving string equalities, linear arithmetic over string length, and regular language membership, all built on top of string variables. While deeply rooted in algebra and combinatorics on words (more precisely, in the theory of word equations [16]), in recent years, string solving has also attained widespread interest in the formal methods community. Indeed, this model arises naturally in, e.g., tasks related to formal analysis of string-heavy programs such as sanitization and validation of inputs (cf. [28]), leading to the development of multiple string solvers such as CVC4 [7], Z3SEQ [10], Z3STR3 [8], and Woorpje [14]. Even though these solvers are quite efficient for certain practical use cases, novel applications demand even more efficient and reliable techniques, especially for real-world inputs. Taking a closer look at all reported security-related vulnerabilities listed in the Common Vulnerabilities and Exposures Repositories [1], the most frequent issues are related to strings, e.g. Cross-site Scripting. For such an attack, an attacker inserts malicious data into an HTML document, which is usually...
countered by input sanitization using regular expressions. However, due to the complex requirements, coming up with correct regular expressions is error-prone. Consider for example the regular expression `/[^A-Za-z0-9 .-@:/]/` taken from \cite{12} which was used inside the PHP web application MyEasyMarket \cite{6} to sanitize a user’s input. The intention of the developer was to remove everything other than alphanumeric characters and the symbols , , - , @, , and /. Unfortunately, this expression overlooks the special semantics of - within a regular expression. Instead of listing all unwanted symbols individually (., @), this regex specifies the union of all characters between , and @. Since < is within this range, an attacker can inject HTML elements which bypass the sanitizer. The correct regular expression using proper escaping has the form `/[^A-Za-z0-9\.-@:/\]\]/`. Detecting these kinds of errors is extremely hard. This is where modern string solvers come into play. Based on a proper specification, a string solver that handles regular expression membership predicates is able to reveal human mistakes as seen above.

Theories containing string constraints have been studied for decades. In \cite{26} Makanin proved that the satisfiability of word equations is decidable. Recently, Jež \cite{22} showed that word equations can be solved in non-deterministic linear space. In \cite{27} a reduction from the more powerful theory of word equations with linear length constraints (i.e., linear relations between word lengths) to Diophantine equations is shown. Whether this extended theory of word equations is decidable remains a major open problem. Solely considering the theory of regular expression membership predicates, an elegant proof of their decidability is given in \cite{3}. The theory of word equations and regular expression membership predicates is known to be decidable \cite{25}. It is not known if the satisfiability problem for string constraints involving all aforementioned theories is decidable or not. However, already in the presence of other simple and natural constraints, like string-number conversion, this problem becomes undecidable (cf. \cite{15}).

Driven by practical relevance and the need of more efficient algorithms, we analysed 56993 string solving instances from industrial applications and solver developers containing regular expression membership predicates, gathered in \cite{23}, and identified numerous relevant sub-theories based around regular membership predicates. In particular, we identified theories which may have a string-number conversion predicate numstr (contains pairs of integers and their string representation), a string length function and/or string concatenation, and prove decidability resp. undecidability for certain sub-theories. The value of this theoretical analysis of present data is massive, since the sub-theory occurring the most within the benchmarks is actually PSPACE-complete, as we show within this work. Most notably, these results lead to an algorithm implemented within Z3STR3 showing superior performance compared to its competitors \cite{9}. The algorithm itself was directly informed by the ideas we used in proofs of the theorems presented in this work. Within this paper we show that the theory of complement-free-regular expression membership predicates, with linear length constraints and concatenation is PSPACE-complete. Furthermore, if we additionally allow complement, we prove decidability and a \textbf{NSPACE}$(f(n))$ lower bound, where $f(n)$ is a tetra-
tion 2 \( t^h \) \((cn)\) whose height \( h \) depends on the number of stacked complements (and \( c \) is a constant). Continuing this trail, we prove \( \text{PSPACE} \)-completeness for the theory of complement-free regular expression membership predicates and a string-number conversion predicate, which naturally leads to decidability when considering complements. We show corresponding lower bounds in this case too. At the opposite end of our spectrum, we show that the theory of regular expression membership predicates, linear length constraints, concatenation and string-number conversion is in fact undecidable.

To summarize, our analysis of the benchmarks not only revealed these theories, but also shows that most considered real-world string constraints actually fall into a decidable fragment. Out of 56993, about 51% lay in a decidable fragment. Only considering string constraints without word equations (30540 of 56993 instances), 26140 of these instances (85%) fall into a decidable fragment. Therefore, our theoretical analysis gives an intuition wrt. the performance of our solver.

## 2 Preliminaries

Let \( \mathbb{N} \) be the set of natural numbers (including 0). By \( \text{dom}(r) \) we denote the domain of a function \( r \). An alphabet \( \Delta \) is a set of symbols, whereas \( a \in \Delta \) are called letters. By \( \Delta^* \) we denote the set of all finite words over \( \Delta \) and \( \epsilon \in \Delta^* \) denote the empty word. For \( n \in \mathbb{N} \) let \( w = a_1 \ldots a_n \in \Delta^* \) be a word, i.e. a finite sequence. By \( w[i] = a_i \) we refer to the letter in the \( i^{\text{th}} \) position of \( w \). Let \( |w| = n \) denote the length of a word \( w \). Let \( \Delta' \) be an alphabet. A mapping \( h : \Delta^* \rightarrow \Delta'^* \) satisfying \( h(uv) = h(u)h(v) \) for all \( u, v \in \Delta^* \) is called a morphism. In particular, for a morphism \( h \) we have \( h(\epsilon) = \epsilon \) and by defining \( h \) for each \( a \in \Delta \) the mapping is completely specified.

A finite automaton is a structure \( A = (Q, \Delta, \delta, q_0, F) \) where \( Q \) is the set of states, \( \Delta \) an alphabet, \( \delta : Q \times \Delta \rightarrow 2^Q \) a transition function, \( q_0 \) an initial state, and \( F \subseteq Q \) a set of accepting states. We call \( A \) a deterministic finite automaton (DFA) if for all \( q \in Q \) and \( a \in \Delta \) we have \( (q, a) \in \text{dom}(\delta) \) and \( |\delta(q,a)| = 1 \). Otherwise, \( A \) is a non-deterministic finite automaton (NFA). We say \( A \) accepts a word \( w \in \Delta \) if there is a path via \( \delta \) leading from \( q_0 \) to some \( f \in F \) (shortly \( w \in L(A) \)). We define regular expressions \( \text{RegEx}_{\Delta} \) over three operations, namely concatenation \( \cdot : \text{RegEx}_{\Delta} \times \text{RegEx}_{\Delta} \rightarrow \text{RegEx}_{\Delta} \), union \( \cup : \text{RegEx}_{\Delta} \times \text{RegEx}_{\Delta} \rightarrow \text{RegEx}_{\Delta} \), and Kleene star \( ^* : \text{RegEx}_{\Delta} \rightarrow \text{RegEx}_{\Delta} \). On top of these operations we define the set of regular expressions \( \text{RegEx}_{\Delta} \) inductively as follows: we have \( \epsilon, \emptyset, a \in \text{RegEx}_{\Delta} \) for \( a \in \Delta \). Given \( R_1, R_2 \in \text{RegEx}_{\Delta} \) we have \( R_1 \cdot R_2, R_1 \cup R_2, R_1^* \in \text{RegEx}_{\Delta} \). The semantics \( L : \text{RegEx}_{\Delta} \rightarrow 2^{\mathbb{P} \Delta} \) are given by \( L(a) = \{ a \} \) for \( a \in \Delta \cup \{ \epsilon \} \), \( L(\emptyset) = \emptyset \). For \( R_1, R_2 \in \text{RegEx}_{\Delta} \), let \( R_1 \cdot R_2 = \{ \alpha \cdot \beta \mid \alpha \in L(R_1), \beta \in L(R_2) \} \), \( R_1 \cup R_2 = L(R_1) \cup L(R_2) \), and \( L(R_1^*) = L(R_1)^* \).

We shall generally distinguish between two alphabets, namely a finite set \( A = \{ a, b, c, \ldots \} \) called terminals or constants and a possibly infinite set \( \mathcal{X} = \{ x_1, x_2, \ldots \} \) called variables such that \( A \cap \mathcal{X} = \emptyset \). We call a word \( \alpha \in (\mathcal{X} \cup A)^* \)
a pattern. Let $\text{Pat}_A = (\mathcal{X} \cup A)^*$ denote the set of all patterns and $\text{vars}(\alpha) \subseteq \mathcal{X}$ denotes the set of all variable occurring in $\alpha$.

We consider first-order logical theories of the $\Sigma_1$ fragment and, if not mentioned, stick to the notation of [17]. Keep in mind, that whenever the connection of constants $c^A$, functions $f^A$, or relations $R^A$ to a $\mathcal{V}$-structure is clear from context we omit the superscript $^A$ and simply write $c$, $f$, and $R$, instead of $c^A$, $f^A$, and $R^A$, respectively. Let $\mathcal{A}$ be a $\mathcal{V}$-structure having the domain $A$. An assignment $h : A \cup \mathcal{X} \to A$ is a morphism such that $h(\alpha) \in A^*$ and $h(c) = c^A$ holds. The morphism naturally extends to $\text{Pat}_A$. Let $\mathcal{H}_A = \{ h \mid h : \text{Pat}_A \to A \text{ morphism}, \forall c \in A : h(c) = c^A \}$ denote the set of all assignments. We call a $\mathcal{V}$ formula $\varphi$ in a $\mathcal{V}$-structure $\mathcal{A}$ satisfiable if there exists an assignment $h \in \mathcal{H}_A$ such that $\mathcal{A}, h \models \varphi$ holds and use $\mathcal{A} \models \varphi$ as a short form. In this case we also call $h$ a solution to $\varphi$. Consequently, we call $\varphi$ unsatisfiable if there does not exist an assignment $h \in \mathcal{H}_A$ such that $\mathcal{A}, h \models \varphi$ holds and shortly write $\mathcal{A} \not\models \varphi$. A set $\Phi \subseteq \text{FO}(\mathcal{V})$ of $\mathcal{V}$ formulae is satisfiable within a $\mathcal{V}$-structure $\mathcal{A}$ if there exists an assignment $h \in \mathcal{H}_A$ such that $\mathcal{A}, h \models \varphi$ holds for all $\varphi \in \Phi$ and we denote this by $\mathcal{A} \models \Phi$. Otherwise, the set of formulae $\Phi$ is unsatisfiable within the $\mathcal{V}$-structure $\mathcal{A}$ ($\mathcal{A} \not\models \Phi$). As commonly known, the $\Sigma_1$ fragment is as expressive as the quantifier-free fragment of the corresponding theory, and we refer to the quantifier-free fragment whenever we are talking about a specific assignment.

The theory of word equations is built on top of the vocabulary $\mathcal{W} = \{ \cdot//2, \hat{\cdot} \}$ having the axioms of $(\text{Pat}_A, ^A, \hat{\cdot})$ forming a monoid. We consider the $\mathcal{W}$-structure $\mathcal{A}^\delta = \{ A^*, ^A, \hat{\cdot}^A \}$, whereas $\cdot^A$ is defined as the concatenation of words. For $\mathcal{W}$ terms $\alpha, \beta \in \text{Pat}_A$ the only atom $\alpha =_\delta \beta$ is called a word equation. Let $h \in \mathcal{H}$. The semantics of a word equation $\alpha =_\delta \beta$ are induced through $h$ by $h(\alpha) = h(\beta)$, meaning $h$ unifies both sides of the word equation.

The basis theory involving a regular expression membership predicate called simple regular expressions is defined on top of the vocabulary $\mathcal{R}_s = \{ \cdot//2, \cup//2, \\//1, \hat{\cdot}//2, \emptyset, \hat{\cdot} \}$ being axiomatized as 1. the existence and associativity of a neutral element $\hat{\cdot}$ of $\cdot//2$, 2. the existence, associativity, and commutativity of a neutral element $\emptyset$ and idempotents, 3. the distributivity, 4. the annihilation by $\emptyset$. We consider the many-sorted $\mathcal{R}$-structure $\mathcal{A}_s = \{ \text{RegEx}_A, A^*, ^A, \hat{\cdot}^A, \cup^A, \hat{\cdot}^A \}$ being axiomatized by $\alpha =_A \alpha \cup^A \beta$. Regular expression operations and constants over $\text{RegEx}_A$ are defined as given before. The semantics of our relation $\hat{\cdot}^A \in A \text{RegEx}_A$ is defined by $\alpha =_A \hat{\cdot}^A \beta$ iff there exists a solution $h \in \mathcal{H}_A$ s.t. $h(\alpha) \in L(R)$ for $\alpha \in A^* \cup \mathcal{X}$ and $R \in \text{RegEx}_A$. Both theories can be combined by considering the union of their components and denote the structure by $\mathcal{A}_s$.

### 3 From Practice to Theory

During the development of an extension to cope with regular membership constraints within our SMT solver Z3str3RE [11] we analysed a huge set of over 100,000 industrial influenced benchmarks gathered by the authors of ZaligVinder [23].
and identified 22425 instances containing at least one regular expression membership constraint. This set includes instances from the AppScan [32], BanditFuzz [9], JOACO [30], Kaluza [28], Norn [3], Sloth [20], Stranger [31], and Z3str3-regression [8] benchmarks. Additionally we generated 19979 benchmarks based on a collection of real-world regex queries collected by Loris D’Antoni from the University of Wisconsin, Madison, USA. Thirdly, we applied StringFuzz’s [11] transformers to instances supplied by Amazon Web Services related to security policy validation to obtain roughly 15000 instances.

We analysed the benchmarks according to their structure, as well as predicates and functions. We identified sets which contain string-number conversion, string concatenation, and/or linear length constraints over variables used within the regular expression membership predicate. The benchmarks contained combinations of these operations. The goal was now to group them into different first order logic theories, which will be introduced in the next section.

**The resulting first order logic theories.** The basis of the following theories is built by $A_*$, the theory of simple regular expressions. While categorising the benchmarks, we identified four important, (partially) disjoint theories, forming extensions of the aforementioned theory. The vocabulary of extended regular expressions is given by $R_e = R_s \cup \{ /, 1 \}$. In principle, it adds the complement to our basis. The many-sorted $R_e$-structure $A_e = A_s \cup \{ \text{RegEx}_A \}$ therefore simply adds the complement having the semantics $L(R_1) = L(R_1) \setminus L(R_1)$ to the theory $A_*$. Let $\text{RegEx}_A$ denote the set of all regular expressions including complement, inductively defined as seen above.

Furthermore, in practice solutions to variables are often restricted by linear inequalities ranging over the length of potential solutions. Therefore a natural extension is adding a function to our our vocabularies allowing us to reason about length. Let $R_i = R_i \cup \{ \mathbb{Z}, \mathbb{Z}^+, \mathbb{Z}^/, 2, \leq, /, \text{len}/1 \}$ be a vocabulary where $i \in \{ e, s \}$, being characterised by previously defined axioms and additionally the associativity and commutativity of $+/2$, the existence of a neutral element, and the requirement that $\leq$ be a total ordering and monotonic on our domain. The many-sorted $R_i$-structure of regular expressions with length is defined by $A_i = A_i \cup \{ +, \mathbb{Z}, \leq, 0, \mathbb{Z}, \text{len}^{A/\mathbb{Z}} \}$, where $+, \leq, 0, \mathbb{Z}$ are defined as commonly used operations over $\mathbb{Z}$, $0 \in \mathbb{Z}$, and the length function $\text{len}^{A/\mathbb{Z}}$ for a pattern $\alpha \in \text{Pat}_A$ and an assignment $h \in \mathcal{H}_A$ by $\text{len}^{A/\mathbb{Z}}(\alpha) = |h(\alpha)|$.

A third addition often occurring in real-world program analysis is a string-number conversion predicate. To this extend let $R_{in} = R_i \cup \{ \text{numstr}/2 \}$ whereas $i \in \{ e, s, cl, sl \}$ be a vocabulary. The axioms are derived from the corresponding base theory. The many-sorted $R_{in}$-structure of regular expressions with number conversion is defined by $A_{in} = A_i \cup \{ \mathbb{N}, \text{numstr}^{\mathbb{N}/A} \}$, whereas $\text{numstr}^{\mathbb{N}/A}$ is a relation, which holds for all positive integers $i \in \mathbb{N}$ and words $w \in \{ 0, 1 \}^*$ where $w$ – possibly having leading zeros – is the binary representation of $i$, formally defined by $\text{numstr}(n, w)$ iff $w \in (0 \cup 1)^* \land n \geq 0 \land \sum_{j \in \{ 1, \ldots, |w| \}} w[j] \cdot 2^{|w| - j}$.6

---

6 The BanditFuzz benchmark was obtained via private communication with the authors.
Fig. 1: Distribution of instances among their theories. (a) instances with word equations (b) instances without word equations.

Naturally, not only in real-world applications, it is interesting to ask whether a pattern $\alpha \in \text{Pat}_A$ possibly containing variables is bound by a regular language. This leads to the last extension we are considering in this work. Let $\mathcal{R}_{ic} = \mathcal{R}_i \cup \{ / /2 \}$ whereas $i \in \{ e, s, el, sl, eln, sln, en, sn \}$ be a vocabulary, having the additional axioms induced by $(\text{Pat}_A, \cdot^A, \varepsilon)$ forming a monoid. The many-sorted $\mathcal{R}_{ic}$-structure of regular expressions with concatenation is defined by $\mathcal{A}_{ic} = \mathcal{A}_i \cup \{ \cdot^A, \varepsilon^A \}$, whereas $\cdot^A$ is defined as the classical concatenation over $\text{Pat}_A$ and $\varepsilon^A = \varepsilon \in A^*$. These theories are again naturally combined with the theory of word equations by simply considering the union of their components.

As an example, consider the string constraint $C = x_1 \varepsilon^A \in 1^* \land \text{numstr}(15, x_1) \land \text{len}(x_1) \geq 3$ where $x_1 \in X$ and $1 \in A$. A solution $h \in \mathcal{H}_A$ is given by $h(x_1) = 1111$, since $h(x_1) = 1111 \in L(1^*)$, numstr(15, 1111) because 1111 is the binary representation of 15, and $h(x_1) \geq 3$. Therefore $A_{sln}, h \models C$.

**Benchmark analysis** The analysis of the 56993 instances reveals that 30540 instances are solely a member of one of our regular expression theories, while 26453 additionally contained word equations. In Figure 1 we plot the distribution of all instances w.r.t. their theory. We display the instances according to the presence of word equations into two bars (a) and (b). The width of a single block within a bar corresponds to the instance count of the smallest theory. Since some of the theories are disjoint (e.g. $A_{sl}$ and $A_{sn}$) the diagram does not visualise inclusions.

Within the pure regex formulae, the most frequented theory is $A_s$ holding 24256 instances. As we will see in this work, this theory and also its successor $A_{sl}$ with 4327 instances are $\text{PSPACE}$-complete and raises hope for efficient solving strategies. The theories $A_{elnc}$ and $A_{slnc}$, for which we prove undecidability within this work, do not seem to have a high relevance in application since they do not occur at all within our analysed set of benchmarks.

On the other hand, the instances containing word equations are also based around simple regular expressions. The most prominent theory is $A_{sl}$ holding 22604 instances. As we will see in this work, this theory and also its successor $A_{sl}$ with 4327 instances are $\text{PSPACE}$-complete and raises hope for efficient solving strategies. The theories $A_{elnc}$ and $A_{slnc}$, for which we prove undecidability within this work, do not seem to have a high relevance in application since they do not occur at all within our analysed set of benchmarks.
4 Decidability of the Theories

In this section, we characterise the related quantifier-free first-order theories introduced in Section 2 according to their decidability. The contributions are summarized in Figure 2. The arrows lead from stronger and more expressive theories to weaker ones. Theories in the upper box are undecidable, while those in the lower box are decidable (similarly, the theories within the inner dashed box are PSPACE-complete). We proceed with a summary of the theorems we prove and some discussion of the motivation and intuition for the proofs.

In an attempt to move from simpler to more complicated theories, we will begin our journey with the theory without complement operation for regular expressions. We will start by considering $A_{slc}$. The motivation in approaching this theory first (formalized later in Theorem 3) is that for more general theories, which include regular expressions with complement operations, even simple tasks (like checking whether there exists a common string in the languages of two given expressions) require an exponential amount of space. One way to understand this is that the exponential blow-up with respect to the size of the regular expressions comes from transforming this expression into an NFA, determinising it, and then computing its complement. In fact, we will see that any other approach inherently leads to such an exponential blow-up. We can state the following result.

**Theorem 1.** The satisfiability problems for $A_{slc}$ and $A_{sl}$ of simple regexes, linear integer arithmetic, string length, and concatenation are PSPACE-complete.

In the following we sketch the proof of this theorem. It is enough to show the statement for $A_{slc}$. Assume that the input is a formula $\varphi$. We first propagate all negations top-down in the formula, so that we obtain an equivalent formula $\varphi'$ which consists of a Boolean combination of atoms of the form $\alpha \in R$ or $\neg(\alpha \in R)$, where $\alpha \in \text{Pat}_A$ and $R \in \text{RegEx}_A$, as well as atoms encoding arithmetic constraints. Clearly, $|\varphi'| \in O(|\varphi|)$. Then, we non-deterministically choose an assignment of truth values for all atoms such that $\varphi'$ evaluates to true. As such, we get from our formula a list $L_r$ of atoms of the form $\alpha \in R$ or $\neg(\alpha \in R)$, where $\alpha \in \text{Pat}_A$ and $R \in \text{RegEx}_A$, that have to be true. If an atom $\alpha \in R$ is false in our assignment, then $L_r$ will contain $\neg(\alpha \in R)$, and if $\neg(\alpha \in R)$ is false in the assignment, then $L_r$ will contain $\alpha \in R$. We similarly construct a second list $L_n$ with the arithmetic linear constraints that should be true. Clearly, an

\[\text{(All proofs are omitted due to space constraints and can be found in Appendix A.}\]
assignment of the variables occurring in these two lists such that all the atoms they contain are evaluated to true exists if and only if $\varphi$ is satisfiable.

Let us first neglect the polynomial space requirement. We construct the NFA $M_R$ for each regex $R \in \text{RegEx}_A$ occurring in $L_r$. Following a folklore automata-theoretical approach (reminiscent of classical algorithms converting finite automata into regexes and vice versa, and also used in string solving, e.g., \cite{3,4}), each occurrence of a variable $x \in \mathcal{X}$ should be assigned a path in one of the NFAs $M_R$ (if $x \in \text{vars}(\alpha)$ for an atom $\alpha \in R$) or in the NFA $\overline{M_R}$, accepting the complement of the language accepted by $M_R$ (if $x \in \text{vars}(\alpha)$ for an atom $\neg(\alpha \in R)$). This assignment should be correct: for each atom $\alpha \in R$ (resp., $\neg(\alpha \in R)$), concatenating the paths assigned to the occurrences of the variable $x$ in the order in which they occur in $\alpha$, we should get an accepting path in $M_R$ (resp., $\overline{M_R}$). Hence, it is enough to associate to each occurrence of each variable the starting and ending state of the respective paths, and then ensure that we connect these states by the same word for all occurrences of the same variable. That is, we associate to an occurrence of a string variable $x \in \mathcal{X}$ occurring in $\alpha \in R$ a copy of the automaton $M_R$ with the initial and final state changed, so that they correspond to the starting and ending state on the path of $M_R$ associated to the respective occurrence of $x$ (and similarly for $\overline{M_R}$). So, if $x_i$ is the $i^{th}$ occurrence of $x$ in $\varphi$, then we associate an NFA $M_{x,i}$ to it. We intersect all the automata $M_{x,i}$ to obtain an NFA $A_x$ which accepts exactly those strings which are a correct assignment for the variable $x$.

Observe now that if a word is accepted in $A_x$ then its length is part of an arithmetic progression, from a finite set of arithmetic progressions \cite{13,19}. Conversely, each element of these arithmetic progressions is the length of a word accepted by $A_x$, and the set of progressions can be computed based only on the underlying graph of the NFA $A_x$. Hence, we get several new linear arithmetic constraints on the length of our variables, which are satisfied if and only if there exists a correct assignment for the variables. We add this new set of constraints to $L_n$ and then solve the resulting linear integer system with standard methods.

Finally, if, and only if, the final set of linear constraints we defined is satisfiable, then $\varphi'$ and, consequently, $\varphi$ are also satisfiable.

This ends the description of our decision procedure, which is based on relatively standard automata-theory techniques. To show the $\text{PSPACE}$-membership we use the fact that the regexes of $\text{A}_{slc}$ do not have complements. Firstly, note that we can just build the NFAs for all the regexes occurring in the positive or negative atoms $\varphi'$ (and not complement any of them). Once these automata are built, we do not have to explicitly construct the automata $M_{x,i}$ or $A_x$: we implicitly know their states and the transitions that may occur between them. Indeed, the states are tuples of states of the original NFAs $M_R$, and, as we do not have complements in any expression $R$, the number of components in each tuple is bounded by a polynomial in the size of $\varphi$; the transitions between such states can be simulated by looking at the transitions of the original NFAs. Computing (and storing) the linear constraints on the length of the correct assignments for $x$ from $A_x$ can also be done in polynomial space (because of the bounds on the
number of states of the automata $A_k$). We obtain, as such, a system of linear arithmetic constraints with coefficients of polynomial size (w.r.t. the size of $\varphi$). Thus, solving the derived system can be done in polynomial space.

The lower bounds stated in Theorem 1 follow immediately from the PSPACE-completeness of the intersection problem for NFAs.

When we allow arbitrary complements in the regular expressions, we can still prove the decidability of the respective theories but the complexity increases.

**Theorem 2.** The satisfiability problems for $A_{elc}$ and $A_{el}$ of regular expressions, linear integer arithmetic, concatenation, and string length are decidable.

The idea is to use the same strategy as explained above for $A_{elc}$. Since regular expressions may now contain complements, when constructing the automaton $M_R$ associated with a regex $R \in \text{RegEx}_A$ we might have an exponential blow-up in size, even if the alphabet of the regex (resp. NFA) is binary and only one complement is used (as shown, for instance, in [21]). We can no longer guarantee the polynomial space complexity of our approach, but the decidability result holds.

This theorem is supplemented by the following remark, which shows upper and, more interestingly, lower bounds for the space needed to decide the satisfiability problem for a formula in the quantifier-free theories $A_{el}$ and $A_{elc}$.

**Remark 1.** Let $g : \mathbb{N}_{>0} \times \mathbb{Q} \to \mathbb{Q}$ recursively defined by $g(1,c) = 2^c$ and $g(k+1,c) = 2^{g(k,c)}$ for $k \in \mathbb{N}_{>0}$ and $c \in \mathbb{Q}$. Informally this mapping corresponds to the following tower of powers (a.k.a. tetration) $g(k,c) = 2^{2^{\ldots^{2^c}}}$ ($k$ times).

For a regex $R \in \text{RegExC}_A$, define the complement-depth $cDepth : \text{RegExC}_A \to \mathbb{N}$ recursively as follows. If $R \in \{\emptyset, \varepsilon, a\}$ for $a \in A$ let $cDepth(R) = 0$. Otherwise if $R \in \{R_1 \cup R_2, R_1 \cdot R_2\}$ let $cDepth(R) = cDepth(R_1) + cDepth(R_2)$, if $R = R_1^*$ let $cDepth(R) = cDepth(R_1)$, and if $R = R_1^\varepsilon$ let $cDepth(R) = 1 + cDepth(R_1)$ for appropriate $R_1, R_2 \in \text{RegExC}_A$. For a formula $\varphi$ in the quantifier-free theory $A_{elc}$ (as well as $A_{el}$) we let $cDepth(\varphi)$ be the maximum depth of a regex in $\varphi$.

One can show, using for instance our approach from the proofs of Theorems 1 and 2, that the satisfiability problem for formulae $\varphi$ from the quantifier-free theory $A_{elc}$ (and $A_{el}$ as well), with size $n \in \mathbb{N}$ and $cDepth(\varphi) = k \in \mathbb{N}$, is in $\text{NSPACE}(f(g(k-1,2n)))$, where $f$ is a polynomial function. However, there exists a positive rational number $c \in \mathbb{Q}$ such that the respective problem is not contained in $\text{NSPACE}(g(k-1, cn))$. This lower bound follows from [29]. There, the following problem is considered: Given a regex $R \in \text{RegExC}_A$, of length $n$, with $cDepth(R) = k \in \mathbb{N}$ over an alphabet $A$, decide whether $L(R) = A^*$. It is shown that there exists a positive rational number $c$ such that the respective problem cannot be solved in $\text{NSPACE}(g(k, cn))$. So, deciding whether a formula $\varphi$ of $A_{el}$ consisting of the atoms $a \in \overline{R}$ and $a \in A^*$, where $R \in \text{RegExC}_A$ is a regex of length $n$ with $cDepth(R) = k-1$, is not contained in $\text{NSPACE}(g(k-1, cn))$ (note that, in this case, the length of the formula $\varphi$ is also $O(n)$).

Intuitively, this lower bound shows that if the complement-depth of a formula of length $n$ is $k$, then checking its satisfiability inherently requires an amount of
space proportional to the value of the exponentiation tower of height $k - 1$, and with the highest exponent $cn$.

Clearly, the satisfiability problem for the quantifier-free theory $A_{el}$ is also decidable according to the theorem above. Let $g$ be defined as given in Remark 1. Based on the classical results from [29], we can derive the following theorem.

**Theorem 3.** There exists a positive rational number $c$ such that the satisfiability problem for the fragments of $A_s$ and $A_{sc}$ allowing only formulae of complement-depth at least $k$ is not in $\text{NSPACE}(g(k - 1, cn))$.

This theorem shows that, in fact, when deciding the satisfiability problem for the quantifier-free theories $A_{elc}$ and $A_{el}$ the automata-based proof we presented is relatively close to the space-complexity lower bound for this problem. Any other approach, automata-based or otherwise, would still meet the same obstacle: the space complexity of any algorithm deciding the satisfiability of formulae of complement-depth $k$ cannot go under the $\text{NSPACE}(g(k - 1, cn))$ bound.

This, on the one hand, explains our interest in analysing the theory $A_{sl}$ (and its variants): as soon as we consider stacked complements, we are out of the $\text{PSPACE}$ complexity class. On the other hand, this also explains the reason why in developing a practical solution for the satisfiability problem of $A_{el}$ formulae within our tool Z3str3RE we use many heuristics. While the result of Theorem 2 was known from [24], our approach seems to provide a deeper understanding of the hardness of this problem (and where this stems from) and of the ways we can deal with it.

Next we consider the case when we replace the length function by the $\text{numstr}$ predicate. The lower bound of Theorem 3 applies also to the case of $A_{en}$. So one cannot hope to solve the satisfiability problem for this theory in polynomial space, as soon as we allow arbitrary complements in our regular expressions. However, we can show that the satisfiability problem for $A_{en}$ is decidable, and in $\text{PSPACE}$ when only simple regular expressions are allowed.

**Theorem 4.** The satisfiability problem for $A_{sn}$ (resp. for $A_{en}$) of (simple) regexes and a string-number predicate is $\text{PSPACE}$-complete (resp. decidable).

While the general idea to prove the above result is based on a similar construction to that in Theorem 1, in this case we need to use a different strategy to work with the linear arithmetic constraints (due to the fact that $\text{numstr}$ predicates are involved, and their fundamentally different nature w.r.t. the length function). More precisely, we use the fact that deciding whether the set of linear constraints is satisfiable is equivalent to checking whether the language accepted by a finite synchronized multi-tape automaton is empty (see [18]); this framework allows us to canonically integrate regular constraints. The entire approach is now automata-based and, once again, the key to showing the $\text{PSPACE}$ membership is the fact that these automata can be simulated in polynomial space.

It is natural to ask whether the decidability result extends to the theories $A_{enc}$ (and $A_{enc}$), which also allow concatenation. While we leave this open, one can make two interesting observations. Firstly, these theories are expressive
enough to define a predicate checking if two strings have equal length. Moreover, \( \mathcal{A}_{\text{enc}} \) (and likewise \( \mathcal{A}_{\text{ecn}} \)) has equivalent expressive power to the theory of word equations with regular constraints, a predicate allowing the comparison of the length of string terms, and the \text{numstr} \) predicate. The decidability of word equations with string-length comparisons is a long standing open problem, so we also consider it worthwhile to address the decidability of the slightly stronger theory \( \mathcal{A}_{\text{enc}} \). According to [15], the theory of word equations, length constraints, and string-number conversion (modelled by the \text{numstr} \) predicate) is undecidable; the difference is that in that theory, one can check whether the length of a string term equals an integer term, which seems more general than what one can model in \( \mathcal{A}_{\text{enc}} \). We get the following.

**Theorem 5.** The satisfiability problem for \( \mathcal{A}_{\text{eln}} \) of regular expressions, linear integer arithmetic, a string-number predicate and concatenation is undecidable.

In conclusion, \( \mathcal{A}_{\text{enc}} \) and \( \mathcal{A}_{\text{eln}} \) are the only fragments of \( \mathcal{A}_{\text{eln}} \) where the decidability status of the satisfiability problem remains open.

5 Conclusion

Within this work we analysed 56993 string solving benchmarks containing regular expression membership queries and identified relevant sub-theories based around regular membership predicates. It turned out that the most frequently occurring sub-theory is decidable. Notably, the ideas of these proofs directly lead to a well-performing solver for regular expression membership predicates. This paper also shows that an interleaving between theory and practice potentially leads to new interesting solutions in both worlds. Our future work will continue on this trail to obtaining relevant sub-theories used in practice, always in the hope of finding decidable sub-theories which lead to the design of new decision procedures for solving practically relevant string constraints.

References

1. Common Vulnerabilities and Exposures Database. [https://cve.mitre.org/](https://cve.mitre.org/)
2. Abdulla, P.A., Atig, M.F., Chen, Y.F., Diep, B.P., Dolby, J., Janku, P., Lin, H.H., Holik, L., Wu, W.C.: Efficient handling of string-number conversion. In: Proc. PLDI. pp. 943–957 (2020)
3. Abdulla, P.A., Atig, M.F., Chen, Y., Holik, L., Rezine, A., Rümmer, P., Stenman, J.: String constraints for verification. In: Proc. CAV. pp. 150–166 (2014)
4. Abdulla, P.A., Atig, M.F., Chen, Y., Holik, L., Rezine, A., Rümmer, P., Stenman, J.: Norm: An SMT solver for string constraints. In: Kroening, D., Pasareanu, C.S. (eds.) Proc. CAV. vol. 9206, pp. 462–469. Springer (2015)
5. Backes, J., Bolignano, P., Cook, B., Gacck, A., Luckow, K.S., Rungta, N., Schae, M., Schlesinger, C., Tanash, R., Varming, C., Whalen, M.: One-click formal methods. IEEE Software 36(6), 61–65 (2019)
6. Balzarotti, D., Cova, M., Felmetser, V., Jovanovic, N., Kirda, E., Kruegel, C., Vigna, G.: Saner: Composing static and dynamic analysis to validate sanitization in web applications. In: SP. pp. 387–401. IEEE (2008)
7. Barrett, C., Conway, C.L., Deters, M., Hadarean, L., Jovanović, D., King, T., Reynolds, A., Tinelli, C.: CVC4. In: Proc. CAV. pp. 171–177. Springer (2011)
8. Berzish, M., Ganesh, V., Zheng, Y.: Z3str3: a string solver with theory-aware heuristics. In: Proc. FMCAD. pp. 55–59. IEEE (2017)
9. Berzish, M., Kulczynski, M., Mora, F., Manea, F., Day, J., Nowotka, D., Ganesh, V.: An SMT Solver for Regular Expressions and Linear Arithmetic over String Length. In: Proc. CAV. Springer (2021)
10. Björner, N., Ganesh, V., Michel, R., Veanes, M.: An smt-lib format for sequences and regular expressions. SMT 12, 76–86 (2012)
11. Blotsky, D., Mora, F., Berzish, M., Zheng, Y., Kabir, I., Ganesh, V.: StringFuzz: A fuzzer for string solvers. In: CAV. pp. 45–51 (2018)
12. Bultan, T., Yu, F., Alkhalaf, M., Aydin, A.: String Analysis for Software Verification and Security. Springer (2017)
13. Chrobak, M.: Finite automata and unary languages. Theor. Comput. Sci. 47(3), 149–158 (1986)
14. Day, J.D., Ehlers, T., Kulczynski, M., Manea, F., Nowotka, D., Poulsen, D.B.: On solving word equations using SAT. In: Proc. RP. LNCS, vol. 11674, pp. 93–106. Springer (2019)
15. Day, J.D., Ganesh, V., He, P., Manea, F., Nowotka, D.: The satisfiability of word equations: Decidable and undecidable theories. In: Proc. RP. vol. 11123, pp. 15–29. Springer (2018)
16. Diekert, V.: More than 1700 years of word equations. In: International Conference on Algebraic Informatics. pp. 22–28. Springer (2015)
17. Ebbinghaus, H.D., Flum, J.: Finite model theory. Springer (2005)
18. Ganesh, V., Berezin, S., Dill, D.L.: Deciding presburger arithmetic by model checking and comparisons with other methods. In: Proc. FMCAD. pp. 171–186 (2002)
19. Gawrychowski, P.: Chrobak normal form revisited, with applications. In: Proc. CIAA. pp. 142–153 (2011)
20. Holík, L., Janku, P., Lin, A.W., Rümmer, P., Vojnar, T.: String constraints with concatenation and transducers solved efficiently. PACMPL 2(POPL), 4:1–4:32 (2018)
21. Hospodár, M., Jirásková, G., Mlynářík, P.: A survey on fooling sets as effective tools for lower bounds on nondeterministic complexity. In: Adventures Between Lower Bounds and Higher Altitudes - Essays Dedicated to Juraj Hromkovič on the Occasion of His 60th Birthday. pp. 17–32 (2018)
22. Jeż, A.: Word equations in nondeterministic linear space. In: Proc. ICALP. LIPIcs, vol. 80, pp. 95:1–95:13. Dagstuhl (2017)
23. Kulczynski, M., Manea, F., Nowotka, D., Poulsen, D.B.: The power of string solving: Simplicity of comparison. In: Proc. AST. pp. 85–88. IEEE/ACM (2020)
24. Liang, T., Tsiskaridze, N., Reynolds, A., Tinelli, C., Barrett, C.: A decision procedure for regular membership and length constraints over unbounded strings. In: Proc. FroCoS. pp. 135–150 (2015)
25. Lothaire, M. (ed.): Algebraic Combinatorics on Words. Cambridge Univ. Press (2002)
26. Makarin, G.S.: The problem of solvability of equations in a free semigroup. Sbornik: Mathematics 32(2), 129–198 (1977)
27. Matiyasevich, Y.V.: A connection between systems of words-and-lengths equations and hilbert’s tenth problem. Zapiski Nauchnykh Seminarov POMI 8, 132–144 (1968)
28. Saxena, P., Akhawe, D., Hanna, S., Mao, F., McCamant, S., Song, D.: A symbolic execution framework for JavaScript. In: Proc. SP. pp. 513–528 (2010)
29. Stockmeyer, L.J.: The Complexity of Decision Problems in Automata Theory and Logic. PhD. Thesis, MIT (1974)
30. Thomé, J., Shar, L.K., Bianculli, D., Briand, L.: An integrated approach for effective injection vulnerability analysis of web applications through security slicing and hybrid constraint solving. IEEE TSE (2018)
31. Yu, F., Alkhalaf, M., Bultan, T.: Stranger: An automata-based string analysis tool for php. In: Proc. TACAS, pp. 154–157. TACAS’10, Springer (2010)
32. Zheng, Y., Ganesh, V., Subramanian, S., Tripp, O., Berzish, M., Dolby, J., Zhang, X.: Z3str2: an efficient solver for strings, regular expressions, and length constraints. Proc. FMSD pp. 1–40 (2016)
A Proofs

Lemma 1. The satisfiability problems for $A_{slc}$ and $A_{sl}$ of simple regular expressions, linear integer arithmetic, string length, and concatenation are decidable in PSPACE.

Proof. We first show this result for $A_{slc}$. Consider a formula $\varphi$ from $A_{slc}$. We will give a non-deterministic algorithm that decides whether $\varphi$ is satisfiable in polynomial space. However, for a simpler presentation, we first present an algorithm deciding the satisfiability of $\varphi$ without the space restriction.

Firstly, we convert the formula $\varphi$ into an equivalent formula $\varphi'$ in negation normal form. Therefore $\varphi'$ consists only of a Boolean combination ($\lor$ and $\land$) of atoms of the form $\alpha \in R$ or $\neg(\alpha \in R)$, where $\alpha \in \text{Pat}_A$ is a string term and $R \in \text{RegEx}_A$, as well as atoms encoding arithmetic constraints. Clearly, $|\varphi'| \in O(|\varphi|)$.

Secondly, we non-deterministically choose an assignment of truth values for all atoms such that the Boolean abstraction of $\varphi'$ is satisfiable. As such, we get from our formula a list $L_r$ of atoms of the form $\alpha \in R$ or $\neg(\alpha \in R)$, where $\alpha \in \text{Pat}_A$ and $R \in \text{RegEx}_A$, that have to evaluate to true; if an atom $\alpha \in R$ was assigned false in the assignment we chose, then we put in the list $\neg(\alpha \in R)$, and if $\neg(\alpha \in R)$ was assigned false in our assignment, then we put in the list $\alpha \in R$, while all the atoms that are assigned true are added to the list as they are.

We similarly construct a second list $L_n$ containing a set of arithmetic linear constraints that should be evaluated to true. If, and only if, we find an assignment of the variables occurring in these two lists such that all the atoms they contain are evaluated to true, then $\varphi$ will be satisfiable.

Thirdly, if $\alpha \in R$ is a regular membership constraint of $L_r$, let $M_R$ be the NFA accepting the language of $R$; the constraint $\alpha \in R$ is equivalent to $\alpha \in L(M_R)$. If $\neg(\alpha \in R)$ is in $L_r$, let $M_R'$ be the NFA accepting the language of $\overline{R}$; the constraint $\neg(\alpha \in R)$ is equivalent to $\alpha \notin L(M_R')$. Essentially, the list $L_r$ can be seen as a list of constraints $\alpha \in L(M)$, where $\alpha \in \text{Pat}_A$ and $M$ is an NFA. Without loss of generality, we assume each of the NFAs appearing in $L_r$ has exactly one initial state, one final state, and no $\varepsilon$-transitions.

Now, consider the constraint $\alpha \in L(M)$ for $M = (Q, A, \delta, q_0, \{ f \})$ from our list, and note that $\alpha$ is either a single string variable or the concatenation of several string variables. It is clear that $\models \alpha \in L(M)$ there is a way of building an assignment $h \in \mathcal{H}_A$ such that for each variable $x \in \text{vars}(\alpha)$ there exists a path $h(x)$ in $M$ and the entire pattern $h(\alpha)$ forms a path leading from $q_0$ to $f$ in $M$. Therefore $h(\alpha) \in L(M)$.

Let $\alpha = x_1 \ldots x_k$ for $k \in \mathbb{N}$ and $x_i \in \text{vars}(\alpha)$. We non-deterministically choose a starting state $q_{x,i} \in Q$ and an ending state $f_{x,i} \in Q$ for each occurrence $i \leq k$ of each variable $x \in \text{vars}(\alpha)$, such that there exists a $w_{x,i} \in A$ and $\delta(q_{x,i}, w) \subseteq \{ f_{x,i} \}$ and $\delta(q_0, w_{x_1,i} \ldots w_{x_k,i}) \subseteq \{ f \}$ for $i = |\alpha|_x$.

Each variable $x \in \text{vars}(\alpha)$ must have an assignment that is accepted by all NFAs $M_{x,i}$, constructed for each of its occurrences $i \leq k$ from each constraint $\alpha \in L(M)$. Hence, we intersect all NFAs $M_{x,i}$ for all $x$ and all $i \in \{ 1, \ldots |\alpha|_x \}$ and get a new NFA $A_x = (Q_x, A, \delta_x, q_0, F_x)$. 


Further, let \( B_\ne \) be the unary NFA obtained by relabelling all transitions in \( A_\ne \) with a single letter \( a \), namely \( \delta'_\ne = \{(q,a) \rightarrow p \mid q,p \in Q, b \in A, \delta(q,b) \subseteq \{ p \}\} \). It is clear that the paths of \( A_\ne \) correspond bijectively to the paths of \( B_\ne \). Let \( m = |Q_\ne| \) be the number of states of \( A_\ne \) and \( B_\ne \). A well known result, related to the Chrobak normal form of unary automata [13], is that all accepting paths in \( B_\ne \) that go through a state \( q \in Q_\ne \) from the initial state \( q_0 \) of \( B_\ne \) to the final state \( f_\ne \) of \( B_\ne \) can be succinctly represented as the shortest path from \( q_0 \) going through \( q \) to \( f_\ne \), whose length is \( \ell_q^\ne \leq 2m \), and the shortest cycle containing \( q \), whose length is \( \ell_q^\ne \leq m \) (see, for instance, the statement and proof of Lemma 1 of [19]). Thus, for each node \( q \) of \( B_\ne \) (or, equivalently, \( A_\ne \)), we can find the smallest \( \ell_q^\ne \leq 2m \) such that there is a path from \( q_0 \) going through \( q \) to \( f_\ne \) and the smallest \( \ell_q^\ne \leq m \) such that there is a cycle containing \( q \) of length \( \ell_q^\ne \). Then, we get that all accepting paths going through \( q \) in \( B_\ne \) as well as in \( A_\ne \) (and consequently, all the corresponding words) have lengths of the form \( \ell_p^\ne + r\ell_q^\ne \), for \( r \geq 0 \). Conversely, there exists an accepting path in \( B_\ne \) going through \( q \) of length \( \ell_p^\ne + r\ell_q^\ne \) for all \( r \geq 0 \), and a word \( w \in A \) such that \( |w| = \ell_p^\ne + r\ell_q^\ne \) and \( w \in L(A_\ne) \). This means that for each variable \( x \) we get a disjunction of length constraints of the form \( \text{len}(x) = \ell_p^\ne + \alpha\ell_q^\ne \) for some state \( q \in Q_\ne \) and \( r \geq 0 \). We add the length restrictions obtained for each variable \( x \) occurring in each constraint within the list \( L_r \) to the list \( L_n \).

It remains to check whether the linear arithmetic constraints of \( L_n \) are satisfiable, which is decidable (see [33]). If all arithmetic constraints are satisfied, it automatically means that there exists an assignment for each variable \( x \) such that the regular membership constraints are satisfied too. So, \( \phi \) is satisfiable.

The above non-deterministic algorithm is clearly sound and terminates, but it does not run in polynomial space. There are several steps where we obviously may use exponential space; for instance, computing \( M_R \) from \( M_R \) or computing the intersection automaton \( A_\ne \). Also, deciding the satisfiability of \( L_n \) can be done in polynomial space w.r.t. \( n \) if all the coefficients of the linear constraints in \( L_n \) can be represented in a number of bits polynomial in \( n \); thus, we need to show that this holds.

We now explain how to implement the algorithm above in polynomial space. The first difference occurs when switching from regexes to automata in the list \( L_r \). If \( \alpha \in R \) or \( \neg(\alpha \in R) \) is a regular membership constraint of \( L_r \), let \( M_R \) be the NFA accepting the language of \( R \); the constraint \( \alpha \in R \) is equivalent to \( \alpha \in L(M_R) \), while \( \neg(\alpha \in R) \) is equivalent to \( \neg(\alpha \in L(M_R)) \). So, in this implementation, the list \( L_r \) is seen as a list of constraints \( \alpha \in L(M) \) or \( \neg(\alpha \in L(M)) \), where \( \alpha \) is a string term and \( M \) is an NFA. In this way, we avoid constructing the automaton \( \overline{M_R} \) for any regex \( R \in \text{RegEx}_A \). We do not need to construct \( \overline{M_R} \), as we can simulate it using \( M_R \). If we were to construct the DFA \( M_R \) (with the powerset construction) and then compute the complement DFA, we would get that the states of \( \overline{M_R} \) are tuples of (at most \( n \)) states of \( M_R \), the transitions are the transitions of \( M_R \) applied on the components of the tuples, and a tuple is final if and only if none of the states it contains was final in \( M_R \). Similarly, instead of working directly with the NFAs \( M \) from constraints
\[ \alpha \in L(M), \] we will work with the corresponding DFAs \( D(M) \): again, we simulate them, because we know that their states are tuples of states from \( M \), and we can simulate their transitions by executing the transitions of \( M \) on the components of the tuples.

Following the strategy above, we cannot explicitly construct the NFA \( A_x \) for a variable \( x \): on the one hand, we have not obtained all the automata we intersected in order to construct \( A_x \), and on the other hand, as a variable might have \( O(n) \) occurrences and the NFAs associated with its occurrences have \( O(n) \) states, the automaton \( A_x \) may be of exponential size. But even if we cannot effectively build \( A_x \), we can simulate it. In the previous construction, \( A_x \) was obtained as the intersection of the NFAs corresponding to the occurrences of the variable \( x \); now we will construct \( A_x \) as an intersection of DFAs, so it will also be deterministic. More precisely, its states are tuples of states corresponding to these automata. In such a tuple, the position corresponding to an occurrence of \( x \) in a constraint \( \alpha \in L(M) \) stores a state of \( D(M) \), which can be seen as a tuple of states of \( M \); the position corresponding to an occurrence of \( x \) in a constraint \( \neg(\alpha \in L(M)) \) stores a state of \( M \), so, once more, a tuple of states of \( M \). The transitions in \( A_x \) can be simulated by executing the transitions on components, using the corresponding automata, and a state of \( A_x \) is final if all its components are final. Clearly, the size of each state of \( A_x \) (i.e., the number of elements in each tuple representing a state) is \( O(n^2) \). The states, final states, and transitions of \( B_x \) are the same as the ones of \( A_x \). The value of \( m \), the number of states of \( B_x \) and \( A_x \), is \( O(n^2) \). Note that \( m \) can be represented with \( O(n^2 \log n) \) bits. Also, note that, in this implementation, \( A_x \) is deterministic, while \( B_x \) is not (all transitions now have the same label).

Finally, we need to explain how the assignment of each variable \( x \) is done. We non-deterministically choose a state of \( A_x \) (and \( B_x \)) such that the word assigned to \( x \) labels a path that must go through \( q \). Then we non-deterministically guess the corresponding \( \ell^p_q \) and \( \ell^c_q \) (whose value can be represented on a polynomial number of bits, according to the upper bounds \( \ell^p_q \leq 2m \) and \( \ell^c_q \leq m \)) and check if there is a path of length \( \ell^p_q \) from the initial state through \( q \) to the final state, and a cycle of length \( \ell^c_q \) containing \( q \). Finally, we add the constraint \( \text{len}(x) = \ell^p_q + \alpha \ell^c_q \) for some state \( q \in Q_x \) and \( r \geq 0 \) to \( L_n \). We do this for all variables.

It can be shown by standard methods (see, e.g., [55]) that if the integer program defined by \( L_n \) has a solution, then there is a solution contained inside the ball of radius \( c^{\alpha L} \) centred in the origin, where \( c \) is a constant and \( L \) is polynomial in the total number of bits needed to write the coefficients of the constraints in \( L_n \). So, it is enough to look for a solution to \( L_n \) inside the ball of radius \( c^{\alpha L} \). This means that the value of each variable from \( L_n \) can be written (in binary) in a polynomial number of bits. It is enough to guess an assignment for these variables (which can be stored in polynomial space) and then check if this is a solution to the integer programming problem (which can be done polynomial space). If the guess was correct, then \( \varphi \) is satisfiable.

This modified implementation now runs in polynomial space, so this concludes the proof for \( A_{slc} \). The result for \( A_{sl} \) follows immediately.
Lemma 2. The satisfiability problems for $A_{slc}$ and $A_{sl}$ of simple regular expressions, linear integer arithmetic, string length, and concatenation are PSPACE-hard.

Proof. The following problem is PSPACE-complete [35].

Let $M_1, \ldots, M_n$ be $n$ NFAs over an alphabet $A$ for $n \in \mathbb{N}$.

Decide whether there exists a word $\alpha \in A^*$ such that $\alpha \in \bigcap_{1 \leq i \leq n} L(M_i)$. This problem can be reduced to the satisfiability problem for the quantifier-free theory $A_{sl}$.

Let $R_i \in \text{RegEx}_A$ be a regex such that $L(R_i) = L(M_i)$, for all $i \in \{1, \ldots, n\}$. The expression $R_i$ can be constructed in polynomial time from $M_i$ (cf. [34]). We now define a formula

$$\varphi = \bigwedge_{1 \leq i \leq n} x \in R_i$$

where $x \in X$. Clearly, $\varphi$ is satisfiable if and only if

$$\bigcap_{1 \leq i \leq n} L(M_i) \neq \emptyset.$$ 

This ends the proof of the lower bound. \hfill $\Box$ 

Theorem 1. The satisfiability problems for $A_{slc}$ and $A_{sl}$ of simple regular expressions, linear integer arithmetic, string length, and concatenation are PSPACE-complete.

Proof. Immediate consequence of Lemma 1 and 2. \hfill $\Box$

Theorem 2. The satisfiability problems for $A_{elc}$ and $A_{el}$ of regular expressions, linear integer arithmetic, concatenation, and string length are decidable.

Proof. We can use the same strategy defined above. The only problem is that because the regexes may now contain complements, when constructing the automaton $M_R$ associated with a regex $R \in \text{RegEx}_A$ we might have an exponential blow-up in size, even if the alphabet of the regex resp. NFA is binary and only one complement is used (as shown, for instance, in [21]). We can no longer guarantee the polynomial space complexity of our approach, but the decidability result still holds. \hfill $\Box$

Let $g$ be defined as given in Remark 1. Based on the classical results from [29], we can derive the following theorem.

Theorem 3. There exists a positive rational number $c$ such that the satisfiability problem for the fragments of $A_s$ and $A_{sc}$ allowing only formulae of complement-depth at least $k$ is not in NSPACE$(g(k - 1, cn))$.
Proof. This is a direct consequence of Remark 1. □

Theorem 4. The satisfiability problem for $A_{sn}$ (respectively for $A_{en}$) of (simple) regular expressions and a string-to-number predicate is $PSPACE$-complete (respectively decidable).

Proof. The lower bound follows as in Theorem 1. We now show the $PSPACE$ upper bound.

Let $\varphi$ be a formula of length $n \in \mathbb{N}$ in the theory $A_{sn}$.

Firstly, once more, convert $\varphi$ into an equivalent formula $\varphi'$ in negation normal form which consists of a Boolean combination of atoms of the form $\alpha \in R$ or $\neg(\alpha \in R)$, where $\alpha \in \text{Pat}_A$ and $R \in \text{RegEx}_A$ (thus $R$ is not containing any complement), as well as atoms encoding arithmetic constraints, and numstr predicates. Clearly, $|\varphi'| \in \mathcal{O}(|\varphi|)$.

Similar to the proof of Lemma 1, secondly, we non-deterministically guess the truth assignment of all atoms (regular constraints, arithmetic constraints, or numstr predicates) such that $\varphi'$ evaluates to true. We can construct a list $L_r$ of atoms of the form $\alpha \in R$ or $\neg(\alpha \in R)$, where $\alpha$ is a string term and $R$ is a simple regular expression, that all have to evaluate to true. We also construct a second list $L_n$ containing a set of arithmetic linear constraints that should all be true.

Thirdly, we process predicates of the form numstr$(m, \alpha)$ and $\neg$numstr$(m, \alpha)$, where $m$ is an integer term and $\alpha \in A^* \cup X$. Note, since we do not allow concatenation, $\alpha$ can only be a word consisting of constants or a single variable. If $m$ is neither a variable nor a constant, we add a new integer variable $x_m$ and replace numstr$(m, \alpha)$ (respectively, $\neg$numstr$(m, \alpha)$) by the predicate numstr$(x_m, \alpha)$ (respectively, $\neg$numstr$(x_m, \alpha)$) and the arithmetic atom $x_m = m$. A similar processing can be done to replace the constant strings from numstr predicates by variables. We obtain in this way a new formula $\varphi''$, still of size $O(|\varphi|)$. After this, each term in every numstr predicate is either a constant or variable of the appropriate sort.

Now, in $\varphi''$, if we have a predicate numstr$(m, \alpha)$ (respectively, $\neg$numstr$(m, \alpha)$) where $m \in \mathbb{Z}$ is a constant, we let $M$ be the constant string consisting of the shortest binary representation of $m$. We add $\alpha \in 0^* M$ (respectively, $\neg(\alpha \in 0^* M)$) to the list of regular constraints $L_r$. We remove numstr$(m, \alpha)$ (respectively, $\neg$numstr$(m, \alpha)$) from $\varphi''$. If we have numstr$(x, \alpha)$ (respectively, $\neg$numstr$(x, \alpha)$) where $x$ is an integer variable, we add $\alpha \in 0^* \{0, 1\}^*$ (respectively, $\neg(\alpha \in 0^* \{0, 1\}^*)$) to the regular constraints $L_r$. We remove numstr$(x, \alpha)$ (respectively, $\neg$numstr$(x, \alpha)$) from $\varphi''$, but store in a new list $L_b$ the information that the binary representation of $x$ fulfills the same regular constraints as $\alpha$ (e.g., if we have $\alpha \in R$ we add $x \in R$ as well), or, respectively, the complement of the regular constraints of $\alpha$. In the latter case, it is worth nothing that if we have a restriction $\neg(\alpha \in R)$, the binary representation of $x$ must be in the language defined by $R$, so we will not obtain regular expressions with stacked complements.

In this way we obtain a list of regular constraints that need to be true, a list of arithmetic linear constraints that need to be true, as well as a list of constraints...
stating the the binary representation of certain integer variables must also fulfil the same regular constraints as certain variables.

So far, all transformations can be clearly carried out in polynomial space w.r.t. \( n \). So, in the \( L_n \) list, all coefficients can be represented in a polynomial number of bits, by the same reasons as before. Let \( s \in \mathbb{Z} \) be the sum of the absolute values of all the constants occurring in the arithmetic constraints. Clearly \( s \) can be represented in a number of bits polynomial in \( n \). The list \( L_b \) remains unchanged.

Unlike the algorithm presented in Lemma 1, we will not solve the integer linear system defined by \( L_n \) using integer programming tools. Instead, we use the fact that deciding whether the set of linear constraints is satisfiable is equivalent to checking whether the language accepted by a finite synchronized multi-tape automaton \( A \) is empty or not (see [18]). This automaton has as states \( p \)-tuples of integers within the set \( \{ i \in \mathbb{Z} \mid -\ell \leq i \leq \ell \} \) for an appropriate \( \ell \in \mathbb{Z} \), where \( p \in \mathbb{N} \) is the number of variables occurring in \( L_n \); so, each state can be represented in a polynomial number of bits w.r.t. \( n \). Each tape of the automaton corresponds to a variable occurring in the set of linear constraints. For a certain input, the automaton checks whether the binary strings found on the tapes can be used as the binary representations of the corresponding variables in an assignment that satisfies the linear constraints (we assume that the representations of these variables are with leading 0s, so that their least significant bits are aligned). Intuitively, we encode a system of the form \( A \vec{x} \leq \vec{b}^T \), where \( A \) is the coefficient matrix, \( \vec{x} \) is the (column) vector of all variables, and \( \vec{b} \) is the vector of integers. The state of the automaton computes \( A \vec{y}(1..i) \), where \( \vec{y} \) is a vector of integers whose binary representations are on the tapes of the automata, and \( \vec{y}(1..i) \) is the vector containing on each component, respectively, the integer whose representation consists of the most representative \( i \) bits from the representation of integer found on the corresponding position in \( \vec{y} \). In order for \( \vec{y} \) to be a solution, each component of the the computed value \( A \vec{y}(1..i) \) must stay between \(-\ell \) and \( \ell \). Moreover, the transition from a state corresponding to \( A \vec{y}(1..i) \) to the state corresponding to \( A \vec{y}(1..i+1) \) can be computed from the current state and \( \vec{y}(i+1) \). More details on the construction of \( A \) are given in [18].

In our case, we also need to enforce that both the regular constraints on the binary representation of certain variables from \( L_b \), as well as the the regular constraints on the other string variables that are not involved in any \texttt{numstr} predicate, are fulfilled.

Therefore, we augment the automaton described above in the following way: 1. We will add a tape for each string variable \( y \in \mathcal{X} \) which does not occur in any \texttt{numstr} predicate, but appears in a linear length or regular membership constraint. From the point of view of the arithmetic part implemented by the automaton, these tapes are treated as if they represent variables which occur with coefficient 0 in the equations of the linear system we want to solve. In this context, as the letters on the respective tape are not involved in any arithmetic operation, we do not need to restrict the respective letters to the bits \( \{ 0, 1 \} \). 2. We assume that the words on the tapes of the automaton have their last letters aligned. To
this end, we can assume that our strings are padded with a prefix of special blank symbols, so that they all have the same length. The arithmetic part implemented by the automaton treat these blanks as 0s. The part of the automaton which checks the regular constraints simply neglects these blanks.

We will now explain how the automaton works. The arithmetic part was already described. The part checking the regular constraints works as follows.

Suppose that the binary representation of the variable $x$, which corresponds to the $j$th tape of $A$, must be in the language defined by a regex $R \in \text{RegEx}_A$ (or, alternatively, not in the language defined by $R$). To this end, while $A$ reads the representation of $x$, as soon as we reach the first non-blank symbol on that tape, we also simulate the computation on $x$ of the deterministic automaton corresponding to $R$ or, respectively, to $\overline{R}$ (i.e., we construct the NFA $M_R$ for $R$, and then simulate the transitions corresponding to $R$ or $\overline{R}$ on the DFA obtained via the powerset construction from $M_R$ as in the proof of Theorem 1). We accept the representations given as input to $A$ if and only if $A$ accepts them and they are also accepted by the automaton checking the components corresponding to variables that occur in $L_b$. We simulate the states of the automata to enforce the constraints from $L_b$ have a polynomial number of components, and their total number is also polynomial.

The tapes corresponding to string variables which do not occur in numstr predicates are processed similarly. We simply simulate the computation of the deterministic automaton corresponding to the regular constraint on the string found on that tape.

To check whether there exists an input accepted by $A$ in this way, we nondeterministically guess an input for $A$, by selecting one by one, from the most representative (left) to the least representative (right), the letters on the tapes of the automaton (and storing at each step just the current guess, without saving the past guesses), and keep track of the current state of all the automata we simulate. This process is clearly correct from the information we gave, and all the information we store fit in a polynomial number of bits. However, it is not clear that it terminates.

For this, we show that we can bound the number of states of the automaton by a polynomial. Each of the automata corresponding to regular constraints, which we run when using $A$, has $\leq P(n)^{Q(n)}$ states for some polynomials $P$ and $Q$, and we run them in parallel on the tapes of $A$. The state corresponding to the linear system is a number between $-\ell$ and $\ell$. We accept a guessed content of the tapes if and only if all automata accept it and the linear system is satisfied. Hence, we are essentially simulating a run of the product of these $\leq Z(n)$ automata, where $Z$ is another polynomial. This product automaton accepts a non-empty language if and only if it accepts a word (sequence of columns of bits) whose length is at most its number of states. So, we must check whether it accepts a sequence of columns of bits of length $P(n)^{Q(n)Z(n)}$. By keeping a binary counter, we can count how many guesses we have made, and stop (without having found a word) when we need to use more than $Q(n)Z(n)\log P(n)$ bits for this counter.
If we can guess an assignment of the variables that satisfies \( L_b \) and \( L_n \) and the remaining regular constraints then \( \varphi \) is satisfiable. If we cannot find any assignment, \( \varphi \) is not satisfiable.

Clearly, the decision procedure described works also in the case when the regular expressions contain complements. However, we cannot show the polynomial upper bound on the space we use. Therefore, \( A_{en} \) is decidable.

\[ A_{en} \]

**Theorem 5.** The satisfiability problem for \( A_{enc} \) of regular expressions, linear integer arithmetic, a string-to-number predicate and concatenation is undecidable.

**Proof.** We begin by looking at the theory \( A_{enc} \) and define a predicate \( eqLen \subseteq \text{Pat}_A \times \text{Pat}_A \) defined by

\[
eq Len(\alpha, \beta) \text{ iff } \text{len}(\alpha) = \text{len}(\beta)
\]

for \( \alpha, \beta \in \text{Pat}_A \). We can express \( eqLen(\alpha, \beta) \) as:

\[
eq Len(\alpha, \beta) = (z \in 1\{0\}^*) \land \text{numstr}(i, z) \land \text{numstr}(j, z0) \land \text{numstr}(n_a, 1\alpha) \land \text{numstr}(n_b, 1\beta) \land (i \leq n_a) \land (n_a + 1 \leq j) \land (i \leq n_b) \land (n_b + 1 \leq j),
\]

for integer variables \( i, j, n_a, n_b \) and string variables \( z \). Indeed, for a potential assignment \( h \in \mathcal{H}_{A \cup \mathbb{Z}} \), we have

\[
h(i) = 2^{\text{len}(z)} \text{ and } h(j) = 2^{\text{len}(z)+1}.
\]

Then, we have

\[
h(n_a) = 2^{\text{len}(\alpha)} + A \text{ and } h(n_b) = 2^{\text{len}(\beta)} + B,
\]

where \( \text{numstr}(A, \alpha) \) and \( \text{numstr}(B, \beta) \) are true. Therefore,

\[
2^{\text{len}(z)} \leq 2^{\text{len}(\alpha)} + A < 2^{\text{len}(z)+1} \text{ and } 2^{\text{len}(z)} \leq 2^{\text{len}(\beta)} + B < 2^{\text{len}(z)+1}.
\]

It is immediate that \( \text{len}(\alpha) = \text{len}(\beta) = \text{len}(z) \), so our claim holds.

We can also show that the theory of word equations with regular constraints and \( \text{numstr} \) predicate is equivalent to the theory \( A_{enc} \).

For one direction, we need to be able to express an equality predicate between string terms \( eq \subseteq \text{Pat}_A \times \text{Pat}_A \). The regular constraints as well as those involving the \( \text{numstr} \) predicate are canonically encoded.

This predicate is encoded as follows:

\[
eq(\alpha, \beta) = eqLen(\alpha, \beta) \land \text{numstr}(i, 1\alpha 1\beta) \land \text{numstr}(j, 1\beta 1\alpha) \land (i = j),
\]

for \( \alpha, \beta \in \text{Pat}_A \). Indeed, this tests for a potential assignment \( h \in \mathcal{H}_{A \cup \mathbb{Z}} \) that

\[
\text{len}(\alpha) = \text{len}(\beta) \text{ and } h(1\alpha 1\beta) = h(1\beta 1\alpha).
\]
If these are true, it is immediate that $h(\alpha) = h(\beta)$.

For the converse, it is easy to see that each string constraint $\alpha \in R$ (respectively, $\neg(\alpha \in R)$), where $\alpha \in \text{Pat}_A$ and $R \in \text{RegEx}_A$, can be expressed as the word equation $\alpha = x_R$, where $x_R \in \mathcal{X}$ is a fresh variable, which is constrained by the regular language defined by $R$ (respectively, by the regular language defined by $\overline{R}$).

This allows us to define a stronger length-comparison predicate. We will define a predicate $\text{leqLen} \subseteq \text{Pat}_A \times \text{Pat}_A$, whose semantics is defined by

$$\text{leqLen}(\alpha, \beta) \text{ iff } \text{len}(\alpha) \leq \text{len}(\beta),$$

for $\alpha, \beta \in \text{Pat}_A$. We can express $\text{leqLen}(\alpha, \beta)$ by

$$\text{leqLen}(\alpha, \beta) = (z \in \{0,1\}^*) \land \text{eqLen}(\alpha z, \beta).$$

Finally, we can now move on to $\mathcal{A}_{eltc}$ and show our statement. According to [15] the quantifier-free theory of word equations expanded with numstr predicate and length function (not only a length-comparison predicate) and linear arithmetic is undecidable. Thus, if we consider $\mathcal{A}_{eltc}$, this undecidability result immediately holds according to the above.

\hspace{1cm} $\Box$
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