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In the past two decades, the Argo Program has collected, processed, and distributed over two million vertical profiles of temperature and salinity from the upper two kilometers of the global ocean. A similar number of subsurface velocity observations near 1,000 dbar have also been collected. This paper recounts the history of the global Argo Program, from its aspiration arising out of the World Ocean Circulation Experiment, to the development and implementation of its instrumentation and telecommunications systems, and the various technical problems encountered. We describe the Argo data system and its quality control procedures, and the gradual changes in the vertical resolution and spatial coverage of Argo data from 1999 to 2019. The accuracies of the float data have been assessed by comparison with high-quality shipboard measurements, and are concluded to be 0.002°C for temperature, 2.4 dbar for pressure, and 0.01 PSS-78 for salinity, after delayed-mode adjustments. Finally, the challenges faced by the vision of an expanding Argo Program beyond 2020 are discussed.
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INTRODUCTION

Prior to the turn of the 21st century, comprehensive in-situ ocean observations were difficult to obtain. Temperature and salinity data were collected mainly from ships and moored buoys, and were biased geographically toward the northern hemisphere oceans, where most of these platforms operated. Measurements acquired during ship-based surveys were mostly along transect lines, thus leaving large spatial gaps in sampling. Temporal coverage of data was also uneven, as sampling was limited to the years and seasons when ships were available. Data from the high latitudes during winter were especially sparse. Large-scale measurements of upper ocean temperature were made possible by the advent of the expendable bathythermograph (XBT), but with no accompanying salinity measurements and with relatively limited data coverage in the southern hemisphere. These limitations in spatial and temporal oceanographic data coverage, compounded by a lack of any systematic subsurface salinity data, impeded the progress in operational oceanography and ocean climate research.

In 1998, the Year of the Oceans, an international team of scientists proposed a design for a global array of autonomous profiling floats to enhance the temperature and salinity measurements of the upper ocean (Argo Science Team, 1998). This new network, called Argo, would be integrated into the global ocean observing system, filling in the large data gaps that existed in the in-situ ocean observations at that time. The initial endorsements came from the CLIVAR Upper Ocean Panel (UOP) and the Global Ocean Data Assimilation Experiment (GODAE). The Argo Science Team (later renamed the Argo Steering Team) was constituted at a joint meeting of the CLIVAR UOP and GODAE in mid-1998. The Argo Program was further endorsed as a pilot program by the Global Ocean Observing System (GOOS).

The name Argo was chosen because of the program’s complementary nature with Jason, the Centre National d’Études Spatiales/National Aeronautics and Space Administration (CNES/NASA) satellite oceanography sea level mission (Roemmich and Owens, 2000). In Greek mythology, Jason sailed in a ship called Argo with his crew, the Argonauts. In oceanography, Jason and Argo together would provide regular global sea surface height and subsurface temperature and salinity measurements, the variables that are necessary for the proper interpretation of sea surface height. Argo’s aim was to provide sustained and global sampling of subsurface temperature-salinity-pressure profiles and velocity fields by using the autonomous profiling float technology. Today, as an element of the GOOS, Argo has important synergies with many of the other in-situ observation networks, which include shipboard repeat hydrography, moored buoys, surface drifters, XBT, glider transects, sea level stations, and animal-borne profiling. The integration of the GOOS is coordinated by the Observations Coordination Group (OCG), with the Joint Technical Commission for Oceanography and Marine Meteorology in-situ Observations Programme Support Centre (JCOMMOPS) providing the technical support.

Conceptually, the design of the Argo array evolved from the World Ocean Circulation Experiment (WOCE)’s shipboard...
hydrographic program, deployment of Argo-type floats, and its XBT network. The initial design of Argo called for the deployment of over 3,000 profiling floats in a $3^2 \times 3^2$ array in the ice-free open ocean between $60^\circ$N and $60^\circ$S (Argo Science Team, 1998). In a departure from the practices of that era, the data from these floats would be freely disseminated in real-time, allowing use in operational ocean and atmospheric models. The data would be further quality-controlled, and this “delayed-mode” version would also be shared freely with the scientific community. It was recognized that Argo would require an international collaboration similar to that developed by WOCE. The floats would be deployed by separate groups from participating countries, but the data would be shared internationally.

The standard Argo mission is known as “park-and-profile” (Figure 1). The floats park at a target pressure of 1,000 decibars and drift with the ocean currents. Pressure in decibars (dbar; 1 dbar = 10,000 Pa) is approximately equal to depth in meters. The Argo park level of 1,000 dbar was chosen to extend the absolute velocity database collected during WOCE, which employed that level based on its favorable signal-to-noise ratio. Every 10 days the floats descend to 2,000 dbar and then collect a vertical profile of temperature and salinity during ascent to the surface. The positions of the floats at the sea surface are determined by orbiting platforms, and the data are transmitted via satellite back to shore. The floats then return to their target park pressure and the cycle is repeated. Deployments of Argo floats began in 1999, and the 3,000-float goal was reached in November 2007. Argo collected its one-millionth profile in October 2012 and its two-millionth profile in September 2018.

This paper describes the pressure ($P$), temperature ($T$), salinity ($S$), and subsurface velocity data from the Argo Program: the instrumentation used, the technical problems encountered, the scientific quality of the data, the data distribution system, and how the dataset has evolved in response to new technologies. It has been over 20 years since the first deployment of Argo floats in 1999. This has been a long journey for the scientists who first conceived the Argo array, and yet it is but a short step toward the goal of sustaining a comprehensive global ocean observation system. This paper therefore serves the dual purpose of documenting the characteristics and accuracy of the core Argo dataset from its inception to 2019, as well as foretelling the expansion of this global ocean dataset into 2020 and beyond.

**INSTRUMENTATION USED IN ARGO**

**Platform History**

The present-day autonomous profiling float was developed from the neutrally buoyant float with short-range acoustic tracking (Swallow, 1955; Gould, 2005). During WOCE, Russ Davis and Doug Webb in the United States, and teams at l'Institut Français de Recherche pour l’Exploitation de la Mer (Ifremer) in France, equipped a new generation of floats with a pumping system and satellite navigation, so they could cycle repeatedly to the sea surface for satellite tracking in the ice-free ocean (Davis et al., 1992; Ollitrault et al., 1994a). The float density was changed by pumping oil stored in an internal reservoir into an external bladder to ascend, and by deflating the bladder to descend. In WOCE, these early-model floats were used to determine the absolute velocity field at the park level. MARVOR floats were deployed in the eastern North Atlantic Ocean (Speer et al., 1999) and in the Brazil Basin of the South Atlantic Ocean (Ollitrault et al., 1994b). Autonomous Lagrangian Circulation Explorer (ALACE) floats were deployed more widely (e.g., Davis, 1998). By the end of the 1990s, the addition of conductivity-temperature-depth (CTD) sensors allowed for the collection of vertical profiles of temperature and salinity during each ascent to the sea surface (Loaeç et al., 1998; Davis et al., 2001). Early inductive-type CTDs used on floats did not perform reliably, but the first pumped electrode-type CTD, a prototype supplied by Sea-Bird Scientific (used on Float 063, with WMO ID$^2$ 41862, deployed by the University of Washington in 1997), demonstrated that an accuracy of 0.01 in Practical Salinity Scale 1978 (PSS-78) was obtainable for float salinity over the course of several years (Argo Science Team, 1998).

As Argo developed, early float models used in WOCE were augmented by newer ones. As a result, a variety of float types have been used in Argo. These include:

- the PROVOR and the ARVOR, designed by Ifremer and built by nke Instrumentation
- the APEX, built by Teledyne Webb Research
- the SOLO-I and the SOLO-II, built by$^3$ Scripps Institution of Oceanography
- the S2A, a commercial version of SOLO-II, built by MRV Systems
- the NAVIS, built by Sea-Bird Scientific
- the NOVA, built by MetOcean
- the NINJA, built by Tsurumi-Seiki

Table 1 shows the percentage of profiles that each of these float types has obtained.

**CTD Units and Pre-deployment Sensor Checks**

The CTD units fitted to most Argo floats have been manufactured by two companies, Sea-Bird Scientific (SBE) and Falmouth Scientific (FSI). The FSI unit was an inductive-style sensor and was only used in a small number of floats (about 3% as of 2019) in the beginning of the program. The SBE CTD unit is an enclosed pressure (P), temperature (T), salinity (S), and subsurface velocity data from the Argo Program: the instrumentation used, the technical problems encountered, the scientific quality of the data, the data distribution system, and how the dataset has evolved in response to new technologies. It has been over 20 years since the first deployment of Argo floats in 1999. This has been a long journey for the scientists who first conceived the Argo array, and yet it is but a short step toward the goal of sustaining a comprehensive global ocean observation system. This paper therefore serves the dual purpose of documenting the characteristics and accuracy of the core Argo dataset from its inception to 2019, as well as foretelling the expansion of this global ocean dataset into 2020 and beyond.

**Table 1** shows the percentage of profiles that each of these float types has obtained.

**CTD Units and Pre-deployment Sensor Checks**

The CTD units fitted to most Argo floats have been manufactured by two companies, Sea-Bird Scientific (SBE) and Falmouth Scientific (FSI). The FSI unit was an inductive-style sensor and was only used in a small number of floats (about 3% as of 2019) in the beginning of the program. The SBE CTD unit is an enclosed pump unit (Figure 2) and has been used on almost all Argo floats since 2005. The details of the operation of the SBE CTD unit are described in Riser et al. (2008) and Riser et al. (2018). Briefly, the CTD pump draws seawater through the intake past the temperature sensor and then through the conductivity cell. Fluid in the cell exits through an exhaust port that is aligned perpendicular to the intake, so as not to contaminate the water entering the cell. The pressure sensor is mounted on the float end cap, close to the CTD unit. The temperature and electrical conductivity of the seawater sample in the cell are measured

---

1 Despite having depth in the name, all CTDs actually measure pressure.
2 WMO ID is the World Meteorological Organization identification number.
3 Woods Hole Oceanographic Institution also built the SOLO-I floats up until about 2012. These are designated as SOLO-W.
A schematic illustration of the standard Argo "park-and-profile" mission. The surface interval of ~20 min is applicable to floats that use Iridium satellite communication; floats that use ARGOS satellite communication require surface interval of several hours for data telemetry. [Source: Woods Hole Oceanographic Institution].

The various float types and their primary vertical sampling schemes as a percentage of the total number of primary profiles in Argo, as of April 2019.

| Float type  | Primary vertical sampling scheme | Discrete mode | Bin-averaged continuous mode | Mixed mode |
|-------------|----------------------------------|---------------|------------------------------|------------|
| APEX        |                                  | 46%           | 6%                           | 7%         |
| PROVOR/ARVOR| <1%                              | 15%           | -                            | -          |
| SOLO-I/SOLO-II/S2A | <1%                          | 19%           | <1%                          | -          |
| NAVIS       | <1%                              | 4%            | <1%                          | -          |
| NEMO        | <1%                              | <1%           | -                            | -          |
| NOVA        | <1%                              | <1%           | -                            | -          |
| NINJA       | <1%                              | -             | <1%                          | -          |
| TOTAL       | 47%                              | 45%           | 8%                           |            |

directly. From temperature, pressure, and conductivity, salinity (in PSS-78) can be computed by using the equation of state for seawater (Fofonoff and Millard, 1983).

Sea-Bird Scientific has supplied two main CTD models for Argo floats: the SBE-41 and the SBE-41CP. The SBE-41 operates in the spot-sampling mode only and collects discrete samples according to a pre-set pressure table, with the CTD pump turned off between samples. The SBE-41CP has the capability to operate in both the spot-sampling mode and the continuous-profiling (CP) mode. When used in the CP mode, the CTD pump remains on and samples are collected at nominally 1 Hz. These continuous data are then bin-averaged onboard the float before they are transmitted by satellite.

The manufacturer-quoted initial accuracies for the SBE-41/41CP, as of 2019, are 2 dbar for pressure, 0.002°C for temperature, and 0.0035 PSS-78 for salinity. Some float-providing groups conduct independent CTD accuracy checks to ensure that the sensor calibrations are within the manufacturer’s specifications before float deployment. The Euro-Argo group performs systematic tests of profiling floats in Ifremer’s 20 m-depth seawater pool. Floats are tested simultaneously in batches of 10–40, and multiple test cycles (typically 6) are conducted over a 3-day period. The 20 m-depth profiles and park-phase data at pool depth are compared at sensor resolution level. As the test pool is a stable seawater environment, float sensors whose

4The pressure accuracy specification for the SBE-41/41CP was changed from 2.4 dbar to 2 dbar in 2011 by Sea-Bird Scientific.
measurements differ from the ensemble averages are considered anomalous and are thus returned to the manufacturer.

At the University of Washington (UW), pre-deployment sensor checks consist of checking the pressure sensor and the conductivity cell. The pressure sensor is checked against a highly accurate Type T Hydraulic Deadweight Tester. Two sets of data are collected: the first at room temperature and the second at cold temperature, to simulate what the floats would experience in the ocean. At each of these two temperatures, measurements are collected at 5 different pressure levels spanning 0–2,000 dbar. At each pressure level, 3 consecutive measurements within 1 dbar of each other are taken and a median filter is applied to get the final value. If any of the final values from the test CTD differ from the standard pressure by more than 2.5 dbar, the test CTD is returned to the manufacturer for recalibration. The Commonwealth Scientific and Industrial Research Organization (CSIRO) at Hobart, Australia, also conducts a similar deadweight pressure test at 20,000 kPa and 20°C. For the conductivity cell check, UW uses an in-house reference SBE-41 CTD that is calibrated regularly at Sea-Bird Scientific. The reference CTD and the test CTD are then plumbed to sample from the same batch of standard seawater with the aid of a peristaltic pump. The mean values from 100+ samples are compared. If the mean values differ by < 0.005 PSS-78, the test CTD is accepted for deployment. The Argo group at NOAA Pacific Marine Environmental Laboratory (PMEL) does a similar conductivity cell check.

At the Japan Agency for Marine-Earth Science and Technology (JAMSTEC), shipboard CTD casts are conducted as often as possible when floats are deployed from research vessels. By evaluating float temperature values at deployment against shipboard CTD casts over 300 floats, JAMSTEC found that the differences were mostly within ± 0.005°C.

Satellite Communications

At the beginning of Argo, almost all floats transmitted their data via the Système ARGOS location and data transmission system (Argos-2), operated by Collecte Localization Satellites (CLS/Argos in Toulouse, France, and CLS/America in Maryland, USA). These are one-way, low-bandwidth satellites, with an effective data throughput of no more than 1 bit per second. The data transmission rates are such that in order to guarantee error free data reception and location in all weather conditions, the float must spend between 6 and 18 h transmitting at the sea surface.

Other satellite transmission systems have been used on profiling floats over the history of Argo. The Argos-3 satellite system was implemented on ARVOR floats for evaluation of its interactive low- and high-data-rate modes, both offering bidirectional transmission and a higher throughput than the older Argos-2 satellite system. While the low-data-rate mode offered faster data transmissions, the high-data-rate mode suffered from electromagnetic noise around Europe (André et al., 2015). At regional scales, non-global transmission systems such as BeiDou in Asia and Orbcomm in North America have also had limited use on profiling floats.

At present, the majority of Argo floats (77% of the active fleet as of March 2020) use the Iridium satellite system for data communication (Figure 3). There are two methods by which data can be transmitted using Iridium (Riser et al., 2018). The first method uses a Circuit-Switched Data (CSD) channel and is usually routed via the Router-Based Unrestricted Digital Internetworking Connectivity Solutions (RUDICS). The second method uses Short-Burst Data (SBD) and is analogous to sending an SMS text message. In general, the CSD method is used when a large quantity of data needs to be transmitted, while the SBD method is used when the volume of data being transmitted is relatively small or when the data have been compressed.

The first Argo float that used Iridium communication was deployed in 2005. Since then, Iridium has become the preferred means of satellite communication because it is a two-way, higher bandwidth system, with transmission rates of around 300 bits per second. Iridium allows more data to be transmitted in a shorter period of time than via Système ARGOS. The transition to Iridium dramatically reduced the

---

5Throughout this paper, the term “ARGOS floats” refers to profiling floats that use the Système ARGOS (Argos-2) satellite system as the means of data transmission, while the term “Argo floats” refers to profiling floats in the Argo Program.
time spent on the sea surface to < 20 min for each cycle. Two-way communication via Iridium makes it possible to send instructions to the float for troubleshooting or for changing the float’s mission (Roemmich et al., 2004). As a result of this transition from unidirectional to faster bidirectional satellite communication, there is now a large variety of float sampling missions and an even larger volume of float data. In 2014, Argo undertook a major revision of its data format in order to accommodate the increase in float data complexity as a result of Iridium telemetry and other auxiliary sensors, including biogeochemical sensors.

**THE ARGO DATA SYSTEM AND ITS EXTENSION**

**Components of the Argo Data System**

The initial design of the Argo data system took place in 2001 at the 1st Argo Data Management meeting at Ifremer in Brest, France. The main components of the initial system have generally continued to function well 20 years later (Figure 4). The Argo data system was a descendent of the WOCE Upper Ocean Thermal (UOT) Data Centers. Shortcomings of the WOCE UOT dataset, especially the lack of metadata, limited its application and were recognized and addressed in the design of the Argo data system. The data system was designed to serve the twin requirements of

- operational users, who require access to Argo data within 24 h of data telemetry, with obviously bad data flagged; and
- the research community, which requires high-quality data for scientific process studies and for climate monitoring.

Implementing an open data policy at all levels of processing has made the Argo data system a pioneer in scientific ocean data delivery. Data are publicly and freely available via two Global Data Assembly Centers (GDACs): the Coriolis Data Center in France and the US Navy’s Fleet Numerical Meteorology and Oceanography Center (FNMOC). Data are available in a common netCDF format and can be downloaded by File Transfer Protocol (FTP) or via a World Wide Web (WWW) interface. The two Argo GDACs receive data that have been processed by 11 national Data Assembly Centers (DACs). Each float is allocated to a specific DAC. Functions of a DAC, as described below, may be centralized at a single institution or spread across several as appropriate. Data holdings at the two Argo GDACs are
synchronized once per day. The two GDACs are access points for all Argo data.

At the GDACs, data from each float are stored in 4 types of files:
- a metadata file that holds the float’s specifications and sampling configurations, which can vary in time for Iridium floats;
- a technical data file that stores transmitted engineering information;
- a trajectory data file that stores positions, cycle timing, surface data, and park-phase data; and
- a profile data file for each float cycle that stores vertical profile data from that cycle. (For floats equipped with biogeochemical sensors, vertical profile data are stored in two separate profile data files. See section Extension of the Argo Data System.)

A file checker operated at the GDACs checks the format and content consistency of these data files before they are admitted into the global data holdings (Ignaszewski, 2018). Moreover, for each float, the GDACs concatenate the single-cycle profile files together to make a multi-cycle profile file for each float, for users who require all profiles from each float in one file.

Vertical profile data and trajectory data are subjected to a common set of quality control procedures (Wong et al., 2020) and are available via two pathways: real-time and the slower but more accurate delayed-mode.

### Real-Time

Data are received via satellite transmission, decoded and assembled at national DACs. These DACs apply a set of automatic quality tests to the data, and quality flags are assigned accordingly. These flags warn users about grossly bad data that may result from corrupted data transmission or sensor malfunction. Data may be adjusted automatically in real-time in a preliminary manner, based on information from the float or results from the delayed-mode procedures described below. In such cases both the raw and real-time adjusted data are

---

**FIGURE 4** | Components of the Argo data system and their interactions. [Source: Euro-Argo ERIC].
provided to users. The formatted and flagged data are passed on to the two Argo GDACs in netCDF files, as well as inserted onto the Global Telecommunications System (GTS) in the Binary Universal Form for the Representation (BUFR) format. The BUFR format replaced the earlier TESAC code form in 2018, which did not allow the inclusion of quality flags. The GTS channel is mainly used by operational meteorological agencies. Available within < 24 h of satellite transmission, the real-time data are used for operational weather and ocean forecasting, data assimilation, and other applications that require timely data that are not necessarily of final and highest possible quality.

**Delayed-Mode**

In the delayed-mode process, data are subjected to visual examination by oceanographic experts and are re-flagged where necessary, as the real-time automatic procedures are not flawless. Float data can also be affected by sensor drift, but because retrieving floats for recalibration is rarely possible, statistical tools and climatological comparisons are used to adjust the data for sensor drift when needed. Determination of sensor drift requires accumulation of a relatively long time series. In Argo, the usual practice is to examine the profiles in delayed-mode initially about 12 months after they are collected, and then revisit several times as more data from the floats are obtained, until the floats become inactive. Thus, the most recent version of the global dataset should be used whenever possible to take advantage of these activities. The delayed-mode pathway aims to provide the highest-quality version of the data and includes realistic error estimates. Both the raw and adjusted versions of the data are retained, as well as comments on what adjustments have been made to the data. Delayed-mode quality data are suitable for use in scientific applications that require high accuracy, such as climate research.

In order to enhance the real-time and delayed-mode pathways for detecting data errors, three additional independent global analyses have been added to the Argo data system. First, since 2010, a satellite altimetry comparison is performed every 3 months at CLS, France, in partnership with the French GDAC at Coriolis. For each float time series, the steric heights from Argo profiles are compared with independent and contemporaneous profiles are compared with independent and contemporaneous Coriolis. For each float time series, the steric heights from Argo data are run with four different sets of spatial and temporal decorrelation scales and the latest available reference dataset. If the salinity adjustments obtained from the four runs all differ significantly from the existing adjustment, then the salinity data from the float are re-examined and a new adjustment is suggested if necessary. This step has been proven to be effective in increasing consistency of delayed-mode salinity adjustments for floats in the North Atlantic Ocean.

The final component of the Argo data system is a network monitoring system developed by JCOMMOPS. This was developed as a float tracking service to ensure compliance with Intergovernmental Oceanographic Commission (IOC) resolutions regarding Argo, and subsequently expanded. It monitors the status of data availability at the GDACs and provides Key Performance Indicators on the implementation of the data system.

**Extension of the Argo Data System**

The Argo data system has had to expand its capacity in response to the advent of new capabilities of the profiling floats. In 2014, the Argo data system underwent a major format change to manage mission changes due to two-way communications via Iridium, to better accommodate biogeochemical profiles, to cope with different vertical sampling schemes, and to store more metadata (Argo Data Management Team, 2019). A large effort was put into homogenizing the metadata and technical data files to facilitate comparisons of float and sensor models, tracking of the health of the array, and identifying of floats with potentially bad sensors by serial numbers. The trajectory data files were revamped to include more information about the events during a float mission cycle and the times associated with these events. The profile data files were re-formatted to allow multiple profiles from a single sampling cycle (instead of the traditional limit of one profile per cycle). The ability to store multiple profiles within one cycle has allowed the addition of biogeochemical data and other specialized data, such as the un-pumped temperature measurements, in the profile data files.

The Argo Program presently consists of three elements: Core, Biogeochemical (BGC), and Deep (Figure 5). Core-Argo is concerned with the standard mission of sampling CTD data from 0 to 2,000 dbar every 10 days. Deep-Argo aims to sample temperature and salinity over the full ocean depth up to 6,000 dbar. BGC-Argo is based on integrating new sensors onto standard float platforms to measure six BGC ocean variables: chlorophyll fluorescence, particle backscatter, dissolved oxygen, nitrate, pH, and irradiance, in addition to temperature and salinity. While Deep-Argo profiles require some increase in data management effort in terms of data processing and new quality control procedures, the introduction of BGC float data into the Argo data system has generated multiplicative challenges due to their complexity (Bittig et al., 2019). To minimize the impact of adding BGC data to the Argo data streams, the CTD and BGC data are stored in two separate profile data files: a Core-profile file, which contains the CTD data, and a BGC-profile file, which

---

Since 2013, regional reanalysis of delayed-mode salinity data has been performed regularly at Coriolis. For each float that has been processed in delayed-mode, the OWC method (Owens and Wong, 2009; Cabanes et al., 2016) is run with four different sets of spatial and temporal decorrelation scales and the latest available reference dataset. If the salinity adjustments obtained from the four runs all differ significantly from the existing adjustment, then the salinity data from the float are re-examined and a new adjustment is suggested if necessary. This step has been proven to be effective in increasing consistency of delayed-mode salinity adjustments for floats in the North Atlantic Ocean.
contains all the measured intermediate BGC parameters as well as the computed ocean state variables. Moreover, a synthetic profile file (the S-profile file) is generated by the GDACs to align the CTD and BGC parameters obtained with different vertical sampling schemes (Bittig et al., 2020). This vertical interpolation step is necessary because measurements from multiple BGC sensors are not always aligned during onboard processing by the floats. The S-profile file contains both the CTD and BGC data (without the intermediate parameters) and is a good product for users who want to study these BGC parameters as co-located measurements.

Lastly, to facilitate the development of experimental sensors and to satisfy the requirement that all measurements from a float
FIGURE 6 | (a) Changes in Argo CTD profile vertical resolution from year 2000 to 2019. The color bar indicates the number of measurements divided by the number of profiles in every 10-dbar bin and in every month, averaged over each year. (b) The average number of total Argo profiles per month. (c) The number of ARGOS and Iridium floats. Note that the increase in vertical resolution is due to the increase in Iridium floats.

are publicly available, an auxiliary directory has been established at the GDACs to distribute data from experimental sensors (e.g., passive acoustic listeners). The format of the data in the auxiliary directory is determined and documented by the float provider.

ARGO DATA DESCRIPTION

CTD Profile Vertical Resolution, Pressure Ranges, and Geographical Coverage

Vertical Resolution

The Argo CTD profile vertical resolution has been changing slowly in the past 20 years as float-providing groups switched to using Iridium for data telemetry (Figure 6). In the early days when only ARGOS telemetry was available, data transmission was limited to about 256 bytes of data per ARGOS message, which in turn limited the number of P-T-S triplets that could be transmitted per profile. Due to this data transmission limitation, and also as a means to conserve battery energy, early APEX floats used the SBE-41, which operated in the spot-sampling mode and returned low-resolution vertical profiles that typically contained about 50 to 80 discrete samples per 2,000-dbar profile. Early SOLO and PROVOR floats used the SBE-41CP and operated in the continuous-profiling mode, but yielded roughly the same number of sampling levels as the SBE-41, as the continuous data from the SBE-41CP were bin-averaged in coarse depth bins for ARGOS telemetry. With the transition to Iridium telemetry, continuous data from the SBE-41CP are averaged in smaller depth bins (typically 1-dbar or 2-dbar bins) to make good use of the increased data transmission capability, thus giving profiles with higher vertical resolutions. APEX floats subsequently switched to using the SBE-41CP as well.

The SBE-41CP can operate in both the spot-sampling mode and the continuous-profiling mode. Some float operators prescribe a “mixed” vertical scheme that typically involves sampling the deeper (e.g., below 1,000 dbar), less variable part of the vertical profile in the low-resolution spot-sampling mode, and the shallower, more variable part of the vertical profile in the high-resolution CP mode. This “mixed” vertical sampling scheme is mainly used for the purpose of conserving the battery energy of the floats, especially those that are equipped with biogeochemical sensors (Riser et al., 2018). Table 1 gives an overview of the primary vertical sampling schemes used by the various float types in Argo as of 2019.

Pressure Ranges

The distribution of pressure ranges of Argo floats has also been changing over the past 20 years following the increase in float capability to profile to greater depths (Figure 7). Most
Improvements have also been made to the accuracy and stability of the CTDs used on these deep floats, so that they are suitable for sampling the small temperature and salinity signals of the abyssal oceans. In 2016, the first Argo profiles deeper than 2,000 dbar became available. These technological developments have enabled the formulation of the Deep-Argo program, which will extend Argo’s sampling pressure ranges to full-ocean depths except over the deepest abyssal plains and trenches.

For most profiling floats, the CTD pump is normally switched off at around 5 dbar during ascent, in order to avoid contamination of the conductivity cell from the ingestion of material on the sea surface. Some floats now profile to within 2 dbar of the sea surface, as the pressure sensors have become more accurate and thus the risk of surfacing with the CTD pump on is much less. Several float types also continue to sample up to the sea surface with the pump off, or carry auxiliary modules for high-resolution near-surface sampling.

Geographical Coverage
The geographical coverage of Argo has expanded over the past 20 years largely due to the use of Iridium communications (Figure 3). ARGOS floats deployed in the equatorial region (5°S–5°N) tended to disperse poleward via Ekman transport while on the sea surface. Similarly, ARGOS floats in marginal seas or in near-coastal regions tend to have a higher probability of grounding because their prolonged surface times expose them to more cross-bathymetric wind transport. With their short surface times, Iridium floats are subjected to less Ekman divergence and wind transport, and therefore tend to disperse less in the equatorial and near-coastal regions.

The use of Iridium has also enabled the geographical coverage of year-round Argo data to expand to the seasonal sea ice zones in the Southern Ocean (Wilson et al., 2019) and in the Arctic Ocean (Smith et al., 2019). Early attempts to sample the ice-covered polar oceans showed high instrument mortality rates, either because of crushing between ice floes at the sea surface or hitting the bottom of the ice packs during ascent. However, the inclusion of a robust ice avoidance algorithm in the float software has enabled floats to operate more successfully in the seasonal sea ice zones without additional hardware requirements. The ice avoidance algorithm (originally called the ice sensing algorithm, ISA) was first developed at the Alfred Wegener Institute (AWI) for Polar and Marine Research, and was based on the assumption that the likelihood of the presence of sea ice was related to the temperature of the water column below (Klatt et al., 2007). In practice, the algorithm computes the median temperature of the near-surface mixed layer between depths $Z_1$ and $Z_2$ as the float ascends. If the median temperature is less than a prescribed threshold $T_{\text{ref}}$, the presence of sea ice is assumed, and the float will abort its ascent to the sea surface, store the profile data onboard, and descend to park pressure to begin its next cycle. For floats that use the Iridium satellite system for data communication, under-ice profiles that are collected and stored onboard the floats during winter are transmitted when surface conditions become ice-free during early summer (Riser et al., 2018).

The ice avoidance algorithm was first implemented by AWI on floats in the Weddell Sea in 2002 (Klatt et al., 2007). The first AWI algorithm set $Z_1 = 50$ m, $Z_2 = 20$ m, and $T_{\text{ref}} = -1.79^\circ$C. In 2007, the University of Washington began deploying floats around the Antarctic continent with a version of the AWI algorithm.
modified for use with Iridium communication (Wong and Riser, 2011). Presently the ice avoidance algorithm is a feature in the float software of several float types. As of December 2019, more than 18,000 Argo CTD profiles have been collected from under winter sea ice around the Antarctic continent.

In the Arctic Ocean, the French-Canadian Green Edge Project has successfully deployed PROVOR/ARVOR floats with the ice avoidance algorithm in Baffin Bay (Smith et al., 2019). The PROVOR/ARVOR floats are able to overcome the strong pycnocline in the Arctic Ocean because of their large oil reserve. For the Arctic Ocean, the parameters of the algorithm were set to $Z_1 = 30$ m, $Z_2 = 10$ m, and $T_{\text{ref}} = -0.5^\circ\text{C}$ initially, with $T_{\text{ref}}$ subsequently changed to $-1.1^\circ\text{C}$ or $-1.3^\circ\text{C}$, based on sea conditions. Other Euro-Argo projects, such as the Monitoring the Oceans and Climate Change with Argo (MOCCA) project, have also deployed floats in the Arctic Ocean by using the ice avoidance algorithm with parameters tuned to local conditions.

An examination of a map of Argo’s geographical sampling density indicates that there is a weak bias toward sampling near coasts with major population centers (e.g., the western North Pacific, the western North Atlantic, and near Australia), likely due to the ease of deploying in these regions. This bias does not appear to be severe or likely to affect global statistics derived from the data. With the increase in deployments in the Southern Ocean in recent years, especially resulting from the Southern Ocean Carbon and Climate Observations and Modeling (SOCCOM) program (Riser et al., 2018), and the reduction in float divergence at low latitudes resulting from the use of Iridium communication, Argo is improving its geographical coverage in regions that are historically sparse in observations due to difficult logistics.

**Temperature: Accuracy and Issues**

**Manufacturer Static Calibration**

Temperature sensors in SBE CTDs are calibrated with respect to the International Temperature Scale of 1990 (ITS-90) in stable, computer-controlled calibration baths. The basis of temperature calibration in the Sea-Bird Scientific metrology lab are two NIST-certified primary standards: the Jarrett triple-point of water cell (0°C) and the Isotech gallium melt cell (29.76°C). These physical standards provide temperature measurements with precision to $5 \times 10^{-5}$ °C and accuracy to 0.0005°C. These standards are then transferred via a standardized, traceable procedure to the calibration baths, yielding static accuracy of 0.002°C for the SBE-41/41CP CTDs.

**Long-Term Sensor Stability**

At Sea-Bird Scientific, long-term stability for temperature sensors in the SBE-41/41CP is determined from repeat multi-year laboratory calibrations of a reference set of sensors, which yield a typical stability of 0.0002°C yr$^{-1}$. Long-term sensor stability in the field is more difficult to assess than in the laboratory, as there are very few opportunities to retrieve floats from the ocean for post-deployment calibrations. Oka (2005) performed one such study. They investigated the long-term stability of the temperature sensors on the SBE-41 using 3 recovered floats. The floats were deployed by JAMSTEC and were in operation in the North Pacific Ocean for 2–2.5 years. They calculated differences from pre- and post-deployment sensor calibration by using an SBE-3 standard temperature sensor and an SBE-41 calibration bath system in JAMSTEC. Their results showed positive temperature changes of 1.36 ($\pm$0.62), 1.58 ($\pm$0.88), and 1.00 ($\pm$0.93) × 10$^{-3}$ °C, respectively. Hence, although temperature sensor drifts were detected, the amounts of drift were < 0.002°C over several years.

In another study, Janzen et al. (2008) assessed temperature sensor stability in the SBE-41 based on experiments in the laboratory and on recovered floats. They conducted repeat calibrations on two SBE-41 CTDs over 5 years and post-calibrations on 6 recovered floats that had been in operation for 2–6 years. They reported that from the repeat calibrations on the two SBE-41 CTDs, the standard deviation of temperature measurements was 0.001°C, and from the pre- and post-calibrations on the 6 recovered floats, negative sensor drifts of no > −0.002°C.

Currently the Argo delayed-mode QC procedure for temperature relies on visual inspection of float temperature profiles against nearby data to detect errors. After delayed-mode inspection, float temperature data are given the manufacturer quoted accuracy of 0.002°C.

**Pressure: Accuracy and Issues**

**Manufacturer Static Calibration**

All strain gauge pressure sensors used on SBE CTDs for Argo floats are calibrated at Sea-Bird Scientific. Calibrations spanning both temperature and pressure ranges are necessary, as strain gauge pressure sensors have a nominally linear response to pressure and a secondary, non-linear response to temperature. The pressure-span calibration is performed by using automated dead-weight testers. The pressure sensors measure absolute pressure, which is converted to gauge pressure by subtracting mean atmospheric pressure (equivalent to 14.7 pounds per square inch absolute).

Laboratory pre-deployment testing data from Argo teams indicate that the Druck pressure sensor displays a negative bias at cold temperatures that is a function of pressure. Therefore, in order to satisfy the accuracy requirements of the Argo Program, an additional temperature span calibration is performed at Sea-Bird Scientific. This extended calibration range improves the span correction at high pressures and low temperatures from ±4 to ±2 dbar for the 2,000-dbar sensors. Repeat calibrations of 10 sensors returned to Sea-Bird Scientific after more than a year after their initial calibration showed shelf drift of ± 0.30 dbar per year.

**Long-Term Sensor Stability**

The long-term stability of the pressure sensors can be evaluated by checking the time series of sea surface pressure (SP) values that are used in delayed-mode pressure adjustments. Floats normally collect at least one SP measurement at the end of each cycle while transmitting data at the sea surface. These SP readings are gauge pressures at sea level and are mostly within 1 dbar of zero if the pressure transducer is stable. Therefore, any pressure sensor drift will be seen in the SP readings and can be eliminated by subtracting SP from the measured pressures (Barker et al., 2011). This pressure adjustment is done onboard automatically for some
float types (the auto-correcting floats, e.g., SOLO, PROVOR), but is done as part of the real-time and delayed-mode adjustment process for other float types (the non-auto-correcting floats, e.g., APEX, NAVIS).

APEX floats, one of the non-auto-correcting float types in Argo, report the raw pressure measurements and the SP values separately. Thus, examining the SP values from APEX floats is an effective way to gauge the long-term stability of pressure data from the SBE CTDs. Analysis of delayed-mode pressure data from 2,779 APEX floats showed that over the course of 280 cycles, about 5% of the SBE CTDs showed pressure sensor drift > 2.4 dbar, and only about 3% showed pressure sensor drift > 5 dbar (Figure 8).

After delayed-mode adjustment, float pressure data are given the accuracy of 2.4 dbar, which is historically (before 2011) the manufacturer's quoted accuracy for pressure. The method of using SP values to adjust pressure can eliminate the depth-independent error (the offset error) in long-term sensor drift, but cannot account for any depth-dependent error (the slope error). However, comparisons against ship-based CTD data show that the median of possible depth-dependent pressure bias in the Argo profiles is within the manufacturer quoted accuracy of 2.4 dbar, as will be discussed in section Assessment of Pressure Bias below.

Problems Encountered

Pressure measurements from Argo floats have been affected by several major sensor issues over the past 20 years (Barker et al., 2011). In 1999–2000, SBE CTDs were fitted with pressure transducers manufactured by the Paine Corporation. These were discontinued because they showed significant instrument drift over the course of a float's lifetime (e.g., Gouretski and Koltermann, 2007). Pressure transducers from Ametek were then employed during 2000–2002, but were then discontinued when a manufacturing defect, which also caused significant instrument drift over time, was discovered. Beginning in 2002, SBE used Druck pressure transducers. While the Druck pressure transducers typically produce stable measurements, two episodes of manufacturing defects affected one generation of Argo floats. These are the Druck “snowflakes” problem and the Druck “microleak” problem. The Druck “snowflakes” problem was due to internal electrical shorting by titanium oxide particles (“snowflakes”) in the oil-filled cavity in the pressure sensor, causing erratic pressure measurements and thus erratic temperature and salinity measurements. The Druck “microleak” problem occurred when oil leaked through fine cracks in the glass/metal seal of the inner chamber of the sensor, causing an internal volume loss and thus an increasing negative offset at all pressures. These problems no longer occur: Druck has rectified the “snowflakes” problem and SBE has implemented procedures that can screen for “microleaks”. Figure 9 shows the typical pressure sensor drift patterns from the Ametek, Paine and Druck sensors, and an example of a Druck sensor suffering an oil microleak. In 2010, due to a supply constraint of Druck sensors, SBE started fitting some CTD units with Kistler pressure sensors. Presently, SBE use pressure sensors from two manufacturers: Druck and Kistler (<10% Kistler as of April 2020).

Controller board issues have also affected some float pressure measurements. In some APEX floats, the SP values were restricted to greater than zero. This was done as part of the mission control to turn off the CTD pump as the float neared the surface. These are APEX floats with controller boards identified as APF8 or earlier series. On these APEX floats, negative SP values are truncated to zero before telemetry. Thus, as a result of this onboard truncation, negative pressure drifts cannot be identified and therefore cannot be corrected. These data are labeled as having possible Truncated Negative Pressure Drifts (TNPDs), and account for about 5% of all Argo CTD profiles. Some APF8 controller boards were updated specifically to remove this “truncating” feature. All later series of controller boards on APEX floats, APF9 and above, return raw SP values with no truncation of negative values.

Another pressure problem that has affected Argo data results from processing errors onboard the floats. In 2007, it was discovered that some SOLO floats from the Woods Hole Oceanographic Institution (designated as SOLO-W) returned incorrect pressure values because of a bin-average error in the
firmware. As a result, profile data from these SOLO-W floats are offset upward by one or more pressure levels, resulting in a cold bias at depth from these instruments (Willis et al., 2009). Data from the affected instruments have been identified and flagged as bad in the Argo dataset, and account for about 1% of all Argo CTD profiles. These affected SOLO-W floats are no longer active.

**Salinity: Accuracy and Issues**

**Manufacturer Static Calibration**

The SBE-41/41CP are calibrated as a complete unit such that the conductivity calibration is run concurrently with the temperature calibration. During the calibration process, an SBE-4 conductivity sensor is used as the reference sensor in the calibration bath. At the 24.0°C calibration, the bath salinity is checked with an Autosal laboratory salinometer standardized to International Association for the Physical Sciences of the Oceans (IAPSO) standard seawater. The conductivity ratio of the SB E-4 reference to the Autosal is used to correct the conductivity reference over the calibration range. This procedure is repeated 3–5 times in order to assess sensor stability. Static accuracy from the calibration process is 0.0003 Siemens per meter for conductivity, which corresponds to about 0.0035 PSS-78 in salinity accuracy at 2°C and 2,000 dbar.

**Sensor Response Correction**

Attaining the most accurate salinity from conductivity, temperature, and pressure measurements requires considerable processing and a number of corrections for various sensor response issues (e.g., McTaggart et al., 2010). For 1 Hz or more frequently sampled data, the mismatch between the 0.5 s response time of the SBE-41CP thermistor and the faster response of the conductivity cell must be taken into account. The combined effect of the difference in sampling time between conductivity and temperature by the CTD, plus the time required for water to flow from the thermistor into the cell must also be accounted for (e.g., Johnson et al., 2007; Martini et al., 2019). However, for bin-averaged data (on order of 10 s per dbar) or spot-sampled data, these adjustments, which amount to fractions of a second, are not possible. They could be done within the CTD onboard the float prior to bin-averaging and transmission, but those corrections have not yet been implemented internally on the SBE-41/41CP.

The conductivity cell thermal mass error (e.g., Johnson et al., 2007) represents a longer (multi-second) time-scale error. The error results from the fact that the conductivity cell and its surrounding protective jacket (the covering of the conductivity cell) both store substantial amounts of heat, which they exchange among themselves, with the water outside the float (in the case of the jacket), and the water flowing through the conductivity cell. When the CTD is moving through a vertical temperature gradient, this can mean that the temperature of the water in the conductivity cell is not the same as the temperature measured by the thermistor. Since conductivity is a strong function of temperature, the temperature of the water in the cell must be estimated (and used) to attain an unbiased salinity measurement. Although the most obvious manifestation of this error is a “spike” at the base of the mixed layer, this error, left uncorrected, also causes a bias in the thermocline, and can exceed 0.01 PSS-78 in some cases.

The conductivity cell thermal mass error can be corrected in a statistical sense, in spot-sampled data and 2-dbar bin-averaged data, assuming the temperature gradients are well-characterized at the telemetered data resolution, if the ascent rate of the float is known (Johnson et al., 2007). The correction coefficients depend on the CTD type, with different coefficients for the SBE-41 and the SBE-41CP because of their different pumping strategies. The SBE-41CP pumps slowly and continuously when operated in CP mode, whereas the SBE-41 pumps faster but intermittently, turning on only for spot samples. Coefficients for the SBE-41CP in spot-sample mode have not been determined, and work is ongoing to better characterize this error (e.g., Martini et al., 2019).

**Long-Term Sensor Stability**

The long-term stability of float salinity data is evaluated in delayed-mode by comparing time series of data from each float with nearby high-quality reference data on potential temperature surfaces. The differences between float-measured and reference values over several years are treated by statistical methods and represented by a piecewise linear fit to discern any observable trends over time (Wong et al., 2003; Bohme and Send, 2005; Owens and Wong, 2009; Cabanes et al., 2016). The observed trends are then evaluated by oceanographic experts to determine whether they are due to sensor drift or due to ocean variability. If the observed trends are determined to be due to sensor drift, then the salinity data from the affected floats are adjusted to the reference data according to the piecewise linear fit over time. The salinity adjustment is computed as a multiplicative correction in potential conductivity, which is equivalent to an additive correction in salinity, with slight variations as a function of pressure due to the non-linearity of the equation of state for seawater. This model assumes that the changes in reported salinities are due to changes in the measurement volume of the conductivity cell (Lueck, 1990). In practice, this model works well for any salinity sensor drifts that can be adjusted with an offset correction with no significant vertical variations.

The effectiveness of this statistical method relies on availability of contemporaneous reference data and/or the existence of water masses that have stable temperature-salinity characteristics for comparison. In Argo delayed-mode salinity analysis, two separate reference databases are used: a first one that is based on shipboard CTD data, and a second one that is based on Argo profiles that have been judged as accurate and needing no adjustment. Both databases are updated periodically to include more recently-acquired reference data, so as to account for temporal changes in the global ocean.

Analysis of delayed-mode salinity data from 10,048 Argo floats showed that for the first 2 years after deployment (about 72 cycles), < 10% of the floats required any kind of sensor drift adjustment (Figure 10). After 280 cycles, about 40% required salinity adjustments > 0.01 PSS-78 in magnitude, while 30% required adjustments > 0.02 PSS-78 in magnitude. With adequate reference data and stable water masses, the statistical technique used in delayed-mode can usually produce adjusted...
float salinity data with about 0.01 PSS-78 uncertainty. In most cases, when the magnitude of sensor drift exceeds 0.05 PSS-78, the data will become erratic or will exhibit significant vertical variations in the amount of sensor drift. These salinity data are flagged as bad and not adjustable in delayed-mode.

Problems Encountered
The calibration drift of salinity sensors over time is a common problem in oceanography. Shipboard CTDs are recalibrated regularly to maintain their stability and accuracy, but this is obviously not possible for floats. Early float deployments that used the FSI inductive-style conductivity sensors with a dissolvable biocide coating showed that the cells tended to drift toward fresher values. SBE CTDs use an enclosed pumped system with the electrical conductivity of the seawater measured directly. This method of inferring salinity from conductivity produces highly accurate salinity estimates, but it relies on the geometry of the conductivity cell remaining stable and uncontaminated (Riser et al., 2008). Biocide is used in the pumped loop of the SBE conductivity cells to mitigate biological fouling on the cells. Occasionally, the biocide can leak onto the cell, causing a fresh offset in salinity, but that usually gets washed away within a few sampling cycles and the salinity measurements return to being in calibration. An additional measure to prevent biofouling is to shut off the CTD pump before the instrument reaches the sea surface. As noted earlier, with the current use of Iridium telemetry, the time spent on the sea surface, where floats are in calibration, an additional measure to prevent biofouling is to shut off the CTD pump before the instrument reaches the sea surface. As noted earlier, with the current use of Iridium telemetry, the time spent on the sea surface, where floats are most susceptible to biofouling and other hazards, is reduced (Roemmich et al., 2004).

Overall the SBE CTD design has worked well over the years, with only a minority of conductivity cells showing mild sensor drift over time. However, starting around 2015, a larger than average number of SBE CTDs in the serial number band 6000–7100 developed a drift toward higher salinities within 2–3 years of deployment (Figure 11). Many of these SBE CTDs were still active as of the time of this writing and, as a result, a higher than normal portion of Argo real-time salinity data were subject to errors that were larger than 0.01 PSS-78. The best estimate was that, at the time of this writing, about 25% of real-time profiles might be subject to this salinity error. In the real-time data stream, the Argo national DACs have flagged salinity from the SBE CTDs in the serial number range 6000–7100 as questionable data. In the delayed-mode data stream, the adjustment of these affected SBE CTDs has been treated with high priority. As a result, the residual salinity bias in the Argo dataset due to this sensor drift is now small. The cause of this conductivity drift is presently still under investigation.

Assessment of Argo Pressure and Salinity Bias Against GO-SHIP
Shipboard CTD systems, used with water sampling bottle salinities and recently calibrated sensor sets, deliver the highest possible accuracy data presently available. Here we have attempted to quantify any possible bias in Argo pressure and salinity by comparison with data from the Global Ocean Ship-Based Hydrographic Investigations Program (GO-SHIP). GO-SHIP grew out of the WOCE Hydrographic Program and adopted and built upon WOCE data standards. CTD data from 280 post-2000 GO-SHIP cruises were selected. Nearby Argo and GO-SHIP profile buddies, or pairs, were defined as profiles deeper than 1,300 dbar that were collected within 300 km and 30 days of each other. Individual Argo and GO-SHIP profiles could (and typically did) appear in multiple pairs, but each pairing was unique. In total, 294,373 Argo/GO-SHIP pairs were found with these search criteria, involving 31,056 unique Argo profiles. Only the highest-quality data have been selected (WOCE QC flag “2”; Argo QC flag “1”). The Argo profiles consist of both real-time profiles and delayed-mode profiles.

Argo/GO-SHIP differences were then examined on a density surface: specifically, potential density anomalies relative to 1,000 dbar (σ1). In order to account for the wide variation in σ1 stratification across latitudes, a separate σ1 grid was defined for each 20° latitude band (−90° to −70°, −70° to −50°, etc.). These σ1 grids were determined by averaging GO-SHIP σ1 profiles in each latitude band and on 10-dbar pressure levels from the surface to 2,000 dbar. Salinity and pressure from each Argo/GO-SHIP profile pair were then interpolated onto the respective σ1 grid based on their locations.
FIGURE 12 | Bias (Argo minus GO-SHIP) on $\sigma_1$ surface as a function of pressure (dbar). The thick white line is the median for all pairs in a cohort, and the thin white lines are the medians across the 4 hemispheres: east, west, north, and south. Colors qualitatively indicate the fraction of data in a bias bin for any given pressure (high fraction in red, low fraction in blue). (A) Median pressure bias (Argo minus GO-SHIP), for buddy pairs averaged by pressure sensor makers. Black dashed lines show the manufacturer accuracy specification on deployment of 2.4 dbar. The number of floats in each buddy cohort is marked in the top left-hand corner. (B) Median salinity bias (Argo minus GO-SHIP), for buddy pairs averaged by CTD types. Gray dashed lines show expected accuracy of 0.01 PSS-78.

For each pair, a pressure difference ($\Delta P$) and a salinity difference ($\Delta S$) were computed from the interpolated values on the $\sigma_1$ level, where GO-SHIP values were subtracted from Argo values. Differences between Argo and GO-SHIP buddy profiles were due to short time- and space-scale ocean variability (such as mixed layer and eddy variability) and instrument error. In this analysis, we assumed the ocean variability was random and thus averaged to near zero across large numbers of pairs. Non-zero averaged differences were assumed to be due to instrumental bias.

Assessment of Pressure Bias
Profile pairs were analyzed in cohorts based on pressure sensor manufacturer. To illustrate statistical repeatability, we compared averages of $\Delta P$ as a function of pressure from 4 hemispheres: east, west, north, and south (Figure 12A). Argo profiles with Ametek and Paine pressure sensors had too few GO-SHIP buddies to deliver a statistically stable result, as medians from different hemispheres were divergent. By far the most abundant pressure sensor represented in the profile pairs was the Druck sensor. Our results showed that a slight high-pressure bias existed near 1,000 dbar, but its magnitude was within the manufacturer’s stated sensor accuracy. At levels deeper than 1,200 dbar, the results were not stable statistically, as indicated by a lack of agreement between hemispheric averages. Kistler sensor results from this analysis were also noisy but suggested a slight high-pressure bias that was also near the manufacturer’s stated sensor accuracy;
in aggregate, across all pairs, the results were similar to those from the Druck cohort. Overall, we found no evidence of a large pressure bias for Druck and Kistler profiles, though a small bias might exist near the boundary of the historical manufacturer’s stated sensor accuracy of 2.4 dbar.

**Assessment of Salinity Bias**

A similar analysis was done for salinity differences ∆S on the σ1 surface across the pairs. For the cohorts of CTD type for which there were enough pairs (SBE-41/41CP), any bias in the dataset was much smaller than 0.01 PSS-78 (Figure 12B). Across most of the water column, the bias was about 0.001 PSS-78 for the Druck and Kistler pressure sensor cohorts. There was a small fresh bias that peaked around −0.002 PSS-78 in the lower thermocline (400–800 dbar), but it was not evident in all the hemispheres. While GO-SHIP profiles do contribute to Argo’s reference database used to assess salinity sensor drift, their small number, along with the fact that only about 15% of Argo profiles are adjusted, means that they likely do not dominate these estimates. Thus, it is remarkable that, in aggregate, Argo profiles agreed with shipboard data to within 0.01 PSS-78. This salinity accuracy is in accordance with the experience of the Argo delayed-mode teams and their ability to remove sensor drift or offsets.

**Figure 13** | Salinity on the potential temperature surface of 2.8°C along the P18 GO-SHIP occupation from 2016. P18 lies roughly along 110°W in the Pacific Ocean. Black line is salinity from the GO-SHIP CTD casts, and the gray shading shows a 0.01 PSS-78 envelope around the GO-SHIP measurements. Individual Argo salinity estimates from within 1° of the GO-SHIP stations are shown in blue.

isotherm, GO-SHIP salinities show very low variance between stations (< 0.003 PSS-78) north of 20°S. In comparison, the Argo salinity estimates vary much more, but largely within 0.01 PSS-78 of the GO-SHIP values. The Argo values can be clumped above or below the GO-SHIP estimates, and these are associated with a single float record, suggesting that float salinity can be biased at the 0.01 PSS-78 level.

A similar study was done by Riser et al. (2008), which compared salinities from 142 floats with shipboard CTD data collected along 32°S in the South Pacific. On the 2.4°C potential temperature surface, it was found that float-derived salinities agreed with shipboard data to within 0.01 PSS-78. This salinity accuracy is in accordance with the experience of the Argo delayed-mode teams and their ability to remove sensor drift or offsets.

**Positions, Subsurface Velocities, and Other Park-Phase Data**

**Positions**

The ARGOS system uses the Doppler shift of received transmissions to estimate positions. As a result, its positioning accuracy depends on the number of satellites within range and the configuration of the constellation at the time the messages are received. ARGOS positions have four levels of accuracy ranging from better than 250-m radius to over 1,500-m radius. Some ARGOS position estimates are accompanied by an error ellipse, which gives a more exact error on individual positions than the broad horizontal error associated with the location classes.

Floats that employ the Iridium satellite system for data communications use the Global Positioning System (GPS) to establish their positions. GPS tracking is more accurate than ARGOS tracking, with a typical GPS horizontal accuracy being about 8 m (with a 95% confidence interval). Additionally, the Iridium satellite system itself can provide positions based on data from their satellites that are within range of the float. However, Iridium positions are of a much lower accuracy than GPS or ARGOS positions. Uncertainty in Iridium fixes is roughly 3 km in the meridional direction and about 20 km in the zonal direction; any individual Iridium fix can have much larger errors. Hence, Iridium positions are only used as a backup when GPS fixes cannot be obtained.

Many floats operating in the Southern Ocean are equipped with an ice-avoidance algorithm to prevent the floats from reaching the surface when sea ice is inferred to be present (see section Geographical Coverage). These under-ice profiles are stored in the memory of the floats, but they are without any satellite-derived positions. If they do not have underwater acoustic positioning capability, their positions are estimated, most commonly by linear interpolation between known positions from ice-free periods. Chamberlain et al. (2018) estimated that maximum position uncertainty over an 8-month period was 116 ± 148 km in the Weddell Sea, which was equivalent to about 1° in latitude and about 3° in longitude at 70°S.

**Subsurface Velocities and Other Park-Phase Data**

Computation of subsurface velocities from floats should ideally be based on the time and location of the float when it begins...
While drifting during their park phase (typically about 9 days in duration), some floats collect discrete samples of temperature, salinity, and other biogeochemical parameters. These underway data, available in the trajectory data files, have the same accuracy as the vertical profile data and have proven to be useful for studying high-frequency phenomena such as internal gravity waves (Hennon et al., 2014) and eddy diffusivity at 1,000 dbar (Roach et al., 2018).

HOW TO CITE ARGO DATA: THE DYNAMIC DOI STRUCTURE

The citation of Argo data used in scientific studies is a challenging subject since the Argo dataset is “dynamic,” evolving and growing in time. Dynamic data citation is an area of active research. To allow reproducibility of scientific studies that use Argo data, a snapshot of the entire dataset at the GDACs is preserved each month. The snapshot contains all the Argo data available at the time of the snapshot creation. To manage citation of this dynamic dataset, Argo adopted a Digital Object Identifier (DOI) format that gives a single DOI to track data usage, but that also allows users to cite specific time snapshots (Mercuer, 2016). The Argo DOI takes the form http://doi.org/10.17882/42182/#<nnnnn>, where <nnnnn> is the unique identifier for the specific time snapshot being used. Each snapshot identifier is appended to the DOI with a “#” character to delimit the suffix from the DOI. Based on this format, the Argo dataset can be cited in two ways:

1. The Argo GDAC as a whole (without data reproducibility) should be cited as follows: Argo Data Management Team (2019). Argo float data and metadata from Global Data Assembly Centre (Argo GDAC). SEANOE. https://doi.org/10.17882/42182.

2. An Argo snapshot (enabling data reproducibility) should be cited as follows: Argo Data Management Team (2019). Argo float data and metadata from Global Data Assembly Centre (Argo GDAC)—Snapshot of the Argo GDAC as of September 6th, 2019. SEANOE. https://doi.org/10.17882/42182#66797.

FUTURE CHALLENGES

While the Argo Program has made monumental progress in the past two decades on the technical problems relating to the collection of CTD data by profiling floats, work on these issues continues to this day. Individual floats now provide quality data over many years, sending megabytes of data including basic CTD parameters and a myriad of other types of observations to the GDACs, followed by adjustment of the data in a finely tuned delayed-mode process. Yet there remains room for improvement in each of these areas.

First, while many present floats provide excellent data for more than 5 years, there are still too many that fail in half of that time. While there are a number of reasons for these early failures, an all-too-often cause is the lack of adequate pre-deployment checks on the part of some float groups. A central lesson from 20 years of Argo is that there is no substitute for vigilance in making sure floats are operating properly before they are deployed.
has spent a considerable effort in recent years in attempting to identify and rectify these group-to-group differences. Second, while many of the CTD data returned by the floats are of good quality, there has been an alarming rise in drift in measured salinity in recent years that is still not well-understood, as noted in section Problems Encountered for Salinity. Work has been underway for several years between float deployers, data users, and manufacturers to characterize and fix this problem, and these efforts continue. In this case, as in the past with the CTD pressure sensor issues, it has been shown to be essential to monitor data quality as closely as possible and for scientists and manufacturers to remain in close communication. It is likely that there will always be sporadic problems with some components in the float and sensor supply chain that lead to compromised data quality, but the effects of such problems can be minimized with continued vigilance.

A third challenge for Argo is the delayed-mode quality control (DMQC) process of the ever-growing and diversifying dataset produced by the float array. To date, DMQC has been conducted by operators at various institutions examining each profile and determining what adjustments are necessary based on comparison with reference data. With an existing dataset comprised of over 2 million profiles, the burden placed on human resources is considerable. Argo seemingly now has an opportunity to make use of recent developments in machine learning (ML) techniques in order to improve quality control procedures, as outlined by Maze and Morrow (2017). An initial fruitful approach might be to develop automated DMQC checks on all new data, and then to direct the flow of data with problems (i.e., those not passing the explicit tests) to a ML algorithm for a second check, prior to human intervention. In such a scenario, ML could be used to sort the data, identify problems, and suggest the necessary changes, effectively reducing the workload of human operators. Such an approach has been successfully tested at Ifremer, resulting in a 25% reduction in DMQC operator workload (Maze et al., 2020). ML algorithms such as decision trees, neural networks, and Gaussian mixture models can also be used to determine the best combination of existing DMQC tests, to improve the quality of reference data (this is already in use for QC of biogeochemical Argo measurements, as noted by Bittig et al., 2018), and to improve the selection of historical profiles to be used to evaluate new, incoming data (Maze et al., 2017). In the future, advances in ML algorithms should provide an important resource to the Argo community to help to meet the challenge of maintaining the quality of its data from ever more floats and diversified missions.

**DISCUSSION AND CONCLUSION**

The original goal of the Argo Program was to provide a description of the mean state and variability in the upper 2 kilometers of the global ocean on sub-seasonal to decadal timescales. This aspiration was motivated by the success of WOCE in the 1990s to provide a first estimate of the state of the global ocean. The evolution of the float program from WOCE to Argo was not without technical challenges. The basic operation of the extant float buoyancy engine was problematic and needed redesign. The first CTD units in use performed poorly, and an effective alternative needed to be found. There was no systematic way to disseminate and manage real-time data. Furthermore, there were no agreed methods to compare data to reference datasets in order to make adjustments to measurements from floats once they were deployed. All of these issues represented daunting challenges at the turn of the 21st century.

Yet within a few years of the beginning of the Argo Program, all these technical challenges were addressed in ways that were adequate to make Argo successful. Continuing on from those early years, the Argo Program has overcome two decades of challenges because it has been supported by a multi-national team of dedicated scientists, engineers, and data experts, working in a collaborative manner. The clear goals of the Argo Program, the commitment to develop the necessary infrastructure, and the willingness to share innovative improvements in both technology and data methodology, have allowed Argo to revolutionize the way large-scale oceanographic data are collected, disseminated, and analyzed. Today, Argo is an international collaborative project that involves 34 countries. As of September 2019, data holdings at the Argo GDACs from 11 national DACs amounted to 338 gigabytes of data from 15,231 floats. The seasonal and spatial coverage of Argo is unprecedented, increasing the total available number of observed profiles in many regions from $<10$ per 1° square to over 50 nearly everywhere (Figure 14).

From its inception, Argo has made its data freely available to the operational and research communities and the general public and, in doing so, has led to a new paradigm in ocean data sharing. This open-data policy, coupled with the exceptional data coverage, have driven an explosion in ocean and climate research (over 4,000 papers and 250 PhD theses have used Argo data). Argo’s nearly global coverage makes it particularly useful for detection of climate change signals, for estimation of the ocean’s heat content, and for observation of the intensification of the global hydrological cycle (Riser et al., 2016). Argo data also underpin ocean and climate forecasting services, through their now dominant role in ocean model initialization at most forecasting centers. After 20 years, Argo has exceeded its original aspirations. Science writer Justin Gillis of the New York Times has described Argo as “one of the scientific triumphs of the age” (Gillis, 2014).

In this paper, we have aimed to describe the core Argo dataset collected over the first 20 years of the program. When Argo was first conceived, aspirational uncertainties for the measurements of pressure, temperature and salinity were based on experience with other ocean observing programs, such as hydrographic cruises and moorings, and with the experiences acquired during WOCE. Today, we have been able to estimate accuracies of 0.002°C for temperature, 2.4 dbar for pressure, and 0.01 PSS-78 for salinity, after delayed-mode adjustments. As of 2019, the manufacturer calibration specification of salinity from the SBE-41/41CP CTDs is 0.0035 PSS-78. In reality, however, the achieved accuracy for float salinity to 2,000 dbar is closer to 0.01 PSS-78, as assessed by using independent observations from GO-SHIP measurements.
While the current accuracies in Argo data are sufficient to meet Argo’s global change objectives, the program aims to improve on these. Ongoing sensor development by manufacturers and improvements in delayed-mode quality control processes will contribute to this goal. Looking forward, Argo is expanding to provide more coverage in marginal seas, more full-depth CTD profiles, and more biogeochemical measurements to study issues such as the ocean carbon cycle, deoxygenation, and ocean acidification. The future is evolving for this global ocean observing system, and the expanded vision will require similar international collaboration as over the past 20 years.
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